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Pròleg
Durant els quatre cursos immediatament anteriors a la jubilació, vaig impartir a la Facultat
de Matemàtiques i Estadística (FME) de la Universitat Politècnica de Catalunya una assigna-
tura optativa el programa de la qual era una selecció de temes que formen part de la cultura
matemàtica general, però que sovint no s’expliquen a les assignatures del grau (o, abans, de la
llicenciatura). El programa canviava d’un any a l’altre perquè cada any deixava que els estudi-
ants triessin, d’una llista prou extensa, els temes que els semblaven més interessants. Aquests
temes són l’origen d’aquest llibre. Dels trenta que el componen, uns vint han estat explicats
a classe alguna vegada. Els altres hi són per gust personal, o per la seva estreta relació amb
algun dels explicats.
El llibre no està dividit en parts, però els capítols estan agrupats per una certa aﬁnitat temàtica.
Primer n’hi ha uns quants en què les tècniques dominants són pròpies de l’anàlisi, seguits d’un
parell de dedicats a la construcció dels naturals i dels reals. A continuació hi ha temes d’àlgebra i
de geometria, inclosos tres de directament relacionats amb les construccions amb regla i compàs,
i després uns quants que pertanyen a l’àmbit de la matemàtica discreta. El capítol 26 tracta
d’equivalències de l’axioma d’elecció, i els quatre últims tenen en comú que alguns dels resultats
que s’empren depenen de l’axioma d’elecció. Ara bé, amb criteris igualment bons, l’ordenació
podria ser una altra. Els temes de matemàtica discreta (recurrències, el teorema de l’amistat
i el nombre d’arbres generadors d’un graf) estan tractats amb tècniques d’àlgebra lineal. Tant
poden encabir-se sota un títol de matemàtica discreta com sota un títol d’aplicacions de l’àlgebra
lineal. Un altre exemple: la transcendència de π té per origen un problema geomètric, però les
tècniques que es fan servir involucren integrals, polinomis simètrics i, per al cop de gràcia, un
argument de divisibilitat. Quin és el seu context natural? Potser per això, per la diﬁcultat de
posar-la en un context ben deﬁnit, no se sol explicar als estudis de grau.
Els diferents capítols són variats quant a contingut, però també quant a diﬁcultat. N’hi ha de
molt assequibles, i d’altres que requereixen més maduresa matemàtica. Ara, la diﬁcultat, quan
n’hi ha, prové de la subtilesa dels conceptes i dels arguments, no perquè s’emprin resultats de
molt de nivell que es donin per coneguts. Els coneixements que se suposen al lector són, si fa
no fa, els dels dos primers anys d’uns estudis de grau en matemàtiques. Això no vol dir que,
ocasionalment, els arguments no siguin complicats. Les equivalències de l’axioma d’elecció, per
exemple, requereixen poca cosa més que les operacions amb conjunts, la inclusió, aplicacions i
relacions d’ordre, tots conceptes bàsics, però alguna equivalència gasta arguments prou difícils
de seguir.
Potser amb l’excepció d’uns pocs llibres clàssics no gaire llargs, posem per cas Calculus on Mani-
folds de M. Spivak o Introduction to Commutative Algebra de M. F. Atiyah i I. G. MacDonald,
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els llibres de matemàtiques no els llegeix sencers ningú. El llibre que teniu a les mans –o a la
pantalla– ja parteix de la premissa que no serà llegit sencer i que, quan algú en llegeixi un capí-
tol, no serà amb l’ànim de fer-se expert en el tema, sinó amb l’ànim de satisfer una curiositat,
de saber de què va un tema o de saber com es demostra un cert resultat àmpliament conegut.
Aquests són els interessos que es volen suscitar i satisfer. Amb això per endavant, s’entendrà
que aquest llibre tingui dues peculiaritats poc freqüents en els llibres de matemàtiques. La
primera és que hi ha deﬁnicions repetides en capítols diferents. El fet que un concepte s’hagi
deﬁnit al capítol n no és motiu per no repetir-lo en el capítol n+ k si això fa aquest darrer més
autocontingut. La segona, segurament encara més rara, és que no hi ha problemes. I, com que
no n’hi ha, podeu estar segurs de no sentir-vos culpables per no provar de fer ni un de sol dels
problemes proposats.
M’ha semblat oportú donar una petita notícia per situar en el temps i en l’espai els matemàtics
els noms dels quals van apareixent al llarg del llibre. La primera intenció era fer-ho en forma
de notes a peu de pàgina, però com que alguns es repetien molt i donaven lloc a massa notes
iguals en diferents capítols, he decidit agrupar-los en un índex de matemàtics al ﬁnal del llibre.
Hi són, crec, tots els que ﬁguren en el nom d’un axioma, principi, lema, teorema o fórmula, i
també alguns autors d’entrades bibliogràﬁques que m’han semblat prou rellevants.
Inevitablement, algunes referències són pàgines web. Com que aquestes pàgines sovint són
efímeres, o de contingut molt variable en el temps, he posat entre parèntesi el mes i l’any de
consulta.
Els estudiants que van seguir l’assignatura de què feia esment a l’inici, en general, van trobar
que allò que se’ls explicava era interessant; unes coses més que altres, és clar, però sempre van
trobar uns quants temes que els van atreure o que els van satisfer una curiositat. Tant de bo
que hi hagi força lectors que tinguin el mateix sentiment amb aquest text. Si més no, amb
aquest ànim l’he escrit.
Agraïments Estic content que la FME, que és l’origen de llibre, sigui també qui l’ha publicat.
Agraeixo al degà Jaume Franch la seva bona disposició i les facilitats donades. Ell, i la gent
de la FME, han fet els tràmits que requereix la publicació amb rapidesa i eﬁcàcia. Per aquest
motiu els estic molt agraït.
Com he dit abans, la primera llavor d’aquest llibre és una assignatura optativa. Sense l’encàrrec
que em van fer Jordi Quer, aleshores degà de la FME, i Marc Noy, aleshores cap d’estudis,
segurament mai no se m’hauria acudit escriure això. Per tant, els en vull donar les gracies.
Durant els anys que s’ha ofert l’optativa hi ha hagut prou estudiants que l’han escollit amb
interès. Lògicament, els temes explicats són els que han estat sotmesos a un procés de revisió
més intens. Per tant, els estudiants han estat una altra condició necessària per al llibre i, a
més, encara que sigui sense saber-ho, han contribuït a millorar-ne força aspectes. També els ho
haig d’agrair.
En Joan Carles Lario ha passat anys que, quan em veia pels passadissos de la facultat, no
em deia: «Hola», com és normal, sinó: «Quan escriuràs el llibre?» o «Com va el llibre?». De
vegades dubto de si l’he escrit motu proprio o per no sentir-lo més. En tot cas, li haig d’agrair
la seva insistència, que ha estat un bon incentiu.
Hi ha amics que s’han avingut a revisar capítols del llibre. Han detectat un munt d’errors
i m’han fet suggeriments que sens dubte l’han millorat. També, és clar, hi ha hagut alguns
suggeriments que no he seguit –poquets, la veritat– però que m’han fet reﬂexionar i, també cal
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dir-ho, vacil·lar sobre si és millor fer tal cosa així o aixà. Com que han dedicat temps i esforç a
millorar aquest text, els ho agraeixo i en deixo constància. Són Joan Carles Lario, José Antonio
Lubary, Fernando Martínez, Montserrat Maureso, Anna de Mier, Antón Montes, Pere Pascual,
Marta Pérez, Francesc Prats, Jordi Quer, Anna Rio i Pelegrí Viader.
Per confegir l’índex de matemàtics, la pàgina web d’historia de les matemàtiques de la Uni-
versitat de Saint Andrews (http://www-history.mcs.st-and.ac.uk/) ha estat d’una gran
ajuda.
Agraeixo al Servei de Llengües i Terminologia de la UPC que m’hagi ajudat a transcriure
correctament al català els noms d’un parell de matemàtics d’origen rus.
El llibre s’ha escrit en LATEX. He fet servir una classe que va confegir fa uns anys José Luis Ruiz
per a un altre llibre a la qual he fet unes petites modiﬁcacions per adaptar-la a les necessitats
presents. Tots els dibuixos han estat fets amb PSTricks.
Finalment, dono les gràcies per endavant a tots aquells que detectin errades i me les facin saber,
preferentment per correu electrònic (Josep.M.Brunat@upc.edu).
Notació La notació emprada en aquest llibre és prou estàndard, i no crec que requereixi
explicacions especials, llevat, potser, de les tres excepcions que comento a continuació.
La primera fa referència als símbols d’inclusió de conjunts. En aquest llibre, que un conjunt
A sigui un subconjunt d’un conjunt B s’indica A ⊆ B. Això inclou la possibilitat que A = B.
La notació A ⊂ B indica que A és subconjunt de B diferent de B. Aquesta notació concorda
perfectament amb la que és usual en altres relacions d’ordre, per exemple, amb la de l’ordre
dels nombres reals, però no concorda amb l’ús (al meu parer poc afortunat i massa estès) de
A ⊂ B per indicar la inclusió no estricta de A en B.
La segona és l’ús del símbol [n] per indicar el conjunt {i ∈ N : 1 ≤ i ≤ n}. Aquesta és una
convenció molt emprada en el món de la combinatòria a la que estic molt avesat i que em surt
de forma natural. Això pot resultar xocant tractant-se d’índexs, on sovint escric i ∈ [n] en lloc
del potser més habitual 1 ≤ i ≤ n.
La tercera fa referència a unions, interseccions i productes de famílies de conjunts, per a les
quals he emprat sovint, sobretot per a famílies inﬁnites d’índexs, les notacions⋃
{Ai : i ∈ I},
⋂
{Ai : i ∈ I},
∏
{Ai : i ∈ I}
en lloc de les segurament més habituals⋃
i∈I
Ai,
⋂
i∈I
Ai,
∏
i∈I
Ai.
Em sembla que, quan el conjunt I d’índexs té una expressió complicada, aquesta notació la fa
més llegible.
Barcelona, desembre de 2015
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x Índex
1. Nombres decimals en base b
Introducció
Quan escrivim un nombre real amb decimals erer−1 . . . e1e0.a1a2a3 . . ., la part entera er . . . e0
correspon a la suma
er10
r + er−110
r−1 + · · ·+ e110 + e0,
i la part decimal 0.a1a2 . . . representa la suma de la sèrie∑
n≥1
an
10n
.
Aquesta sèrie és convergent perquè, com que els an són enters amb 0 ≤ an ≤ 9, tenim
0 ≤
∑
n≥1
an
10n
≤ 9
∑
n≥1
1
10n
= 9 · 1/10
1− 1/10 = 1.
La situació anterior es pot adaptar per a un enter b ≥ 2 diferent de 10. Donat un enter b ≥ 2,
és sabut que, per a tot enter e ≥ 0, existeixen enters e0, . . . , er únics tals que
e = erbr + er−1br−1 + · · ·+ e0, 0 ≤ ei ≤ b− 1, i ∈ {0, . . . , r}.
Aquesta igualtat s’anomena l’expressió de e en base b i sovint s’escriu en la forma e = (erer−1 . . . e0)b.
Els nombres ei s’obtenen per divisions successives per b ﬁns a obtenir un quocient qr menor que
b:
e = bq1 + e0, q1 = bq2 + e1, . . . , qr−1 = bqr + er, qr = b · 0 + er = er.
Per exemple, per a = 169 i base b = 3, tenim
169 = 3 · 56 + 1, 56 = 3 · 18 + 2, 18 = 3 · 6 + 0, 6 = 3 · 2 + 0,
amb la qual cosa a4 = q4 = 2, a3 = 0, a2 = 0, a1 = 2, a0 = 1, i 169 = (20021)3.
Sigui z > 0 un nombre real, i siguin e = ⌊z⌋ i x = z − e. La part entera e de z es pot escriure
en base b tal com hem vist al paràgraf anterior. El nombre x és la part fraccionària de z, que
compleix 0 ≤ x < 1 i z = e+ x. En aquest capítol demostrarem que la part fraccionària admet
també una expressió (quasi) única en base b. La diferència respecte als enters és que el nombre
de xifres ara pot ser inﬁnit, x = (.a1a2 . . .)b. Com abans, les xifres ai estan restringides als
2 1. Nombres decimals en base b
valors enters compresos entre 0 i b − 1, però la seva unicitat està condicionada a no admetre
que totes les xifres a partir d’una posició siguin iguals a b− 1, o bé a no admetre que totes les
xifres a partir d’una posició siguin zero.
En general, adoptarem el conveni de no admetre que totes les xifres a partir d’una siguin b− 1.
Amb això, si a partir d’una posició totes les xifres són 0, es diu que l’expansió en base b de
x és ﬁnita o que acaba. Si hi ha un grup de xifres consecutives que, a partir d’una posició es
van repetint, l’expansió es diu periòdica. Caracteritzarem també els nombres amb expansions
ﬁnites i amb expansions periòdiques, i trobarem la longitud del període i del preperíode.
Les expressions decimals s’empren en diferents contextos. Per posar exemples d’aquest llibre,
s’utilitzen per construir les corbes que omplen un quadrat (capítol 2), per construir una bijecció
entre l’interval [0, 1] i el quadrat unitat [0, 1]× [0, 1] (exemple 27.7), i per deﬁnir el conjunt de
Cantor (capítol 30).
En el que resta de capítol no considerarem el 0 natural. Així, les successions (an) comencen
totes pel terme a1.
En aquest capítol ens hem basat, sobretot, en el llibre de K. H. Rosen [84].
Existència i (quasi) unicitat
Considerem el nombre x = 0.5371 . . .. A partir de x, els seus decimals 5, 3, 7, 1, . . . s’obtenen
com s’indica a la taula següent:
y0 = x = 0.5371 . . . 10y0 = 5.371 . . . a1 = ⌊10y0⌋ = 5
y1 = 10y0 − a1 = 0.371 . . . 10y1 = 3.71 . . . a2 = ⌊10y1⌋ = 3
y2 = 10y1 − a2 = 0.71 . . . 10y2 = 7.1 . . . a3 = ⌊10y2⌋ = 7
La proposició que segueix mostra que tot real x ∈ [0, 1] admet una expressió decimal amb base
un enter b ≥ 2 formalitzant el procediment suggerit per la taula anterior.
1.1 Proposició Sigui b ≥ 2 un enter i S(b) el conjunt de totes les successions d’enters de
{0, 1, . . . , b− 1}. L’aplicació
v : S(b) −→ [0, 1]
(an) 7→
∑
n≥1
anb
−n
està ben definida i és exhaustiva.
Demostració Apliquem el criteri de comparació per a sèries de termes positius:
0 ≤
∑
n≥1
anb
−n ≤
∑
n≥1
(b − 1)b−n = (b− 1) 1/b
1− 1/b = 1.
Per tant, la sèrie
∑
n≥1 anb
−n és convergent i la suma és un nombre de [0, 1]. L’aplicació v,
doncs, està ben deﬁnida.
El nombre x = 1 té per original la successió constant (b − 1). Considerem, doncs, un nombre
x ∈ [0, 1). Deﬁnim
y0 = x, a1 = ⌊by0⌋, (1.1)
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Com que by0 ∈ [0, b), tenim 0 ≤ a1 ≤ b − 1. Inductivament, per a n ≥ 2, suposem deﬁnits
yn−1 ∈ [0, 1) i an = ⌊byn−1⌋ ∈ [0, b) i deﬁnim
yn = byn−1 − an, an+1 = ⌊byn⌋. (1.2)
Tenim yn ∈ [0, 1) i 0 ≤ an+1 ≤ b− 1. Notem que, per a tot n,
yn−1 = b
−1(an + yn).
Aleshores,
x = y0 = b
−1(a1 + y1) = a1b
−1 + b−1y1
= a1b
−1 + b−1(b−1(a2 + y2) = a1b
−1 + a2b
−2 + b−2y2.
Per inducció, obtenim
x =
k∑
n=1
anb
−n + b−kyk. (1.3)
Com que yk ∈ [0, 1), resulta 0 ≤ b−kyk ≤ b−k. Com que b ≥ 2, el límit (respecte a k) de b−kyk
és 0. Per tant, hem obtingut
x =
∑
n≥1
anb
−n, 0 ≤ an ≤ b− 1,
la qual cosa indica que x té original (an) ∈ S(b). ✷
Demostrarem ara que l’aplicació v no és injectiva, però les successions que tenen la mateixa
imatge van per parelles del tipus
(a1, . . . , ak−1, ak + 1, 0, 0, . . .), (a1, . . . , ak−1, ak, b− 1, b− 1, . . .),
on ak < b − 1.
1.2 Proposició Siguin (an) i (a′n) dues successions de {0, 1, . . . , b− 1} diferents, i suposem que
els primers termes diferents són ak > a′k. Aleshores∑
n≥1
anb
−n =
∑
n≥1
a′nb
−n (1.4)
si, i només si, ak = a′k + 1 i, per a n > k, es compleix an = 0 i a
′
n = b− 1.
Demostració Atès que an = a′n per a n < k, simpliﬁcant els k − 1 primers termes de les sèries
a la igualtat (1.4) i multiplicant per bk, obtenim que la igualtat (1.4) és equivalent a
ak +
∑
i≥1
ak+ib
−i = a′k +
∑
i≥1
a′k+ib
−i. (1.5)
Si es compleix aquesta igualtat, tenim
ak ≤ ak +
∑
i≥1
ak+ib
−i = a′k +
∑
i≥1
a′k+ib
−i ≤ a′k + (b− 1)
∑
i≥1
b−i = a′k + 1 ≤ ak.
Això implica que totes les desigualtats són igualtats i, per tant, que ak+i = 0 i a′k+i = b− 1 per
a tot i ≥ 1, i que ak = a′k + 1.
4 1. Nombres decimals en base b
Recíprocament, si ak = a′k + 1 i, per a tot i ≥ 1, es compleix ak+i = 0 i a′k+i = b− 1, aleshores
el terme de l’esquerra de (1.5) és ak i el de la dreta és
a′k +
∑
i≥1
a′k+ib
−i = ak − 1 + b− 1
b
∑
i≥0
b−i = ak − 1 + 1 = ak,
així que es compleix (1.5) i, per tant, (1.4). ✷
Dels dos resultats anteriors s’obtenen els dos corol·laris següents. En el primer, eliminem de
S(b) les successions que tenen tots els termes iguals a b−1 a partir d’una posició, i així obtenim
una bijecció.
1.3 Corol.lari Sigui b ≥ 2 un enter i S′(b) el conjunt de successions de {0, 1, . . . , b− 1} tals que
per a tot k ≥ 1 existeix un n > k amb an 6= b− 1. Aleshores, l’aplicació
S′(b) → [0, 1)
(an) 7→
∑
n≥1
anb
−n
és bijectiva.
Una altra opció és eliminar de S(b) les successions que tenen tots els termes iguals a 0 a partir
d’una posició, amb la qual cosa obtindrem una bijecció amb (0, 1]. Però en algunes aplicacions
convé acceptar la successió constant (0) i obtenir una bijecció amb [0, 1], com enunciem tot
seguit.
1.4 Corol.lari Sigui b ≥ 2 un enter i S′′(b) el conjunt de successions de {0, 1, . . . , b− 1} tals que
o són la successió constant 0, o per a tot k ≥ 1 existeix un n > k tal que an 6= 0. Aleshores,
l’aplicació
S′′(b) → [0, 1]
(an) 7→
∑
n≥1
anb
−n
és bijectiva.
Donat un enter b ≥ 2, l’única expansió d’un nombre x ∈ [0, 1) en la forma x =∑n≥1 anb−n amb
(an) ∈ S′(b) es diu l’expansió de x en base b. Anàlogament, l’expansió d’un nombre x ∈ [0, 1]
en la forma x =
∑
n≥1 anb
−n amb (an) ∈ S′′(b) es diu l’expansió infinita de x en base b. En
ambdós casos escriurem x = (.a1a2a3 . . .)b, i el nombre an s’anomena la n-èsima xifra decimal
o el n-èsim decimal de l’expansió.
1.5 Exemple L’expansió de 1/8 en base 10 comença
y0 = 1/8, a1 = ⌊10(1/8)⌋ = 1,
y1 = 10(1/8)− 1 = 1/4, a2 = ⌊10(1/4)⌋ = 2,
y2 = 10(1/4)− 2 = 1/2, a3 = ⌊10(1/2)⌋ = 5,
y3 = 10(1/2)− 5 = 0, a4 = ⌊10 · 0⌋ = 0,
y4 = 10 · 0 = 0, a5 = ⌊10 · 0⌋ = 0.
La recursió implica que tots els termes següents són zero. Així, 1/8 = (.125000 · · · )10, que se
sol indicar ignorant la cua de zeros: 1/8 = (.125)10.
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1.6 Exemple Trobem l’expansió de x = 1/6 en base 8. Aplicant la recursió deﬁnida per (1.1)
i (1.2), tenim
y0 = 1/6, a1 = ⌊8(1/6)⌋ = 1,
y1 = 8(1/6)− 1 = 1/3, a2 = ⌊8(1/3)⌋ = 2,
y2 = 8(1/3)− 2 = 2/3, a3 = ⌊8(2/3)⌋ = 5,
y3 = 8(2/3)− 5 = 1/3, a4 = ⌊8(1/3)⌋ = 2,
y4 = 8(1/3)− 2 = 2/3, a5 = ⌊8(2/3)⌋ = 5,
i així successivament. Veiem que la parella 25 es va repetint indeﬁnidament, cosa que s’indica
x = (.125)8.
1.7 Remarca Cantor generalitzà els resultats d’aquest apartat en el sentit següent: Sigui (bn)
una successió de nombres enters amb bn > 1 per a tot natural n. Aleshores, per a cada nombre
real x ∈ [0, 1) existeix una única successió (an) de nombres enters tal que
(i) x =
∑
n≥1
an
b1 · · · bn ;
(ii) 0 ≤ an ≤ bn − 1;
(iii) an < bn − 1 per a inﬁnits n.
Si b ≥ 2 és un enter i la successió (bn) és la successió constant bn = b, tenim el cas que hem
estudiat. Un altre cas interessant és el de la successió bn = n, en el qual els denominadors són
els factorials. A més, també es compleix que tot enter positiu m admet una expressió única en
la forma m = amm! + am−1(m− 1)! · · ·+ a22! + a1 amb els ai enters, 0 ≤ ai < i per a i ∈ [m].
Una demostració del teorema de Cantor és al llibre d’I. Niven [70].
Expansions finites
Una expansió (.a1a2a3 · · · )b en base b és finita si existeix un natural ν tal que an = 0 per a tot
n > ν. En aquest cas s’escriu (.a1 . . . aν)b. L’exemple 1.5 prova que l’expansió de 1/8 en base
10 és ﬁnita.
Ara caracteritzarem els nombres que tenen una expansió en base b ﬁnita.
Siguin s ≥ 1 i b ≥ 2 dos enters. Suposem que p1, . . . , pt són tots els primers diferents que
divideixen s i b i que
s = pm11 · · · pmtt U amb mcd(U, b) = 1 i b = pk11 · · · pktt B amb mcd(B, s) = 1.
Si mcd(s, b) = 1, cal prendre m1 = . . . = mt = k1 = . . . = kt = 0. Deﬁnim T = pm11 · · · pmtt .
Tenim que
s = TU ;
tot divisor primer de T divideix b (és un dels primers p1, . . . , pt);
mcd(U, b) = 1.
En aquestes condicions, direm que s = TU és la (T, U)-factorització de s en base b. El menor
enter N tal que T divideix bN es diu l’exponent de b a la (T, U)-factorització de s en base b.
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1.8 Exemples Considerem la base b = 10 = 2 · 5. Per a s = 150 = 2 · 3 · 52, tenim T = 2 · 52 i
U = 3, i l’exponent de b = 10 a la (T, U)-factorització de s = 150 és N = 2. Per a s = 56 = 23 ·7,
tenim T = 23 = 8 i U = 7 i l’exponent de b és N = 3.
1.9 Remarca Els dos casos extrems són: (i) T = s i U = 1; (ii) T = 1 i U = s. El primer cas,
T = s i U = 1, és equivalent a la propietat que tot factor primer que divideix s també divideix
b. El segon, T = 1 i U = s, es equivalent a la propietat que mcd(s, b) = 1.
1.10 Teorema Sigui b ≥ 2 un enter. El nombre real x ∈ [0, 1) té una expansió en base b finita
si, i només si, x és racional i x = r/s amb 0 ≤ r < s i mcd(r, s) = 1 i cada factor primer de s
també divideix b (és a dir, a la (T, U)-factorització de s en base b es compleix U = 1).
Demostració Suposem que l’expansió de x és ﬁnita. Si x = (.a1a2 · · · an00 · · · )b, tenim
x =
a1
b
+
a2
b2
+ · · ·+ an
bn
=
a1b
n−1 + a2b
n−2 + · · ·+ an
bn
.
Per tant, x és racional i es pot escriure amb un denominador tal que els nombres primers que
el divideixen han de dividir bn i, per tant, b.
Recíprocament, sigui x = r/s ∈ [0, 1) un racional amb 0 ≤ r < s i mcd(r, s) = 1 tals que cada
primer que divideix s també divideix b, és a dir, tals que U = 1 a la (T, U)-factorització de s.
Si N és l’exponent de b a la factorització, tenim T | bN , és a dir, s | bN . Aleshores,
bNx =
bNr
s
= ar,
on a = bN/s és un enter positiu. Posem l’enter ar en base b:
ar =
m∑
i=0
aib
i, 0 ≤ ai ≤ b− 1, i = 0, 1, . . . ,m.
Llavors,
x =
ar
bN
=
1
bN
m∑
i=0
aib
i =
m∑
i=0
aib
i−N = (.0 · · · 0amam−1 . . . a1a0)b,
on el am és a la posició N −m. Així, l’expansió de x en base b és ﬁnita. ✷
1.11 Remarca Com a conseqüència del resultat anterior, si b és un nombre primer, aleshores
els únics nombres x ∈ [0, 1) que tenen una expansió ﬁnita són els nombres racionals amb
denominador potència de p.
1.12 Exemple Per a b = 10, els nombres racionals x = r/s amb 0 ≤ r < s i mcd(r, s) = 1 amb
expansió ﬁnita són aquells tals que tots els divisors primers de s són 2 o 5.
Expansions periòdiques
Una expansió (.a1a2 · · · )b en base b és periòdica si existeixen nombres naturals ν i p tals que
an = an+p per a tot n > ν. En aquest cas, si ν i p són els menors naturals amb aquestes
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propietats, l’expansió (.a1a2 . . .)b es denota (.a1 . . . aνaν+1 . . . aν+p)b, i a1 . . . aν es diu el prepe-
ríode, aν . . . aν+p el període, i ν i p les longituds del preperíode i del període, respectivament.
En una expansió periòdica el preperíode pot ser buit, per tant, de longitud 0, però el període
té longitud almenys 1.
El següent teorema caracteritza les expansions periòdiques i quines són les longituds de les parts
periòdica i preperiòdica.
Recordem que si U ≥ 1 i b ≥ 2 són enters i mcd(U, b) = 1, aleshores ordU b és el menor enter
k ≥ 1 tal que bk ≡ 1 (mod U). (En termes de grups: ordU b és l’ordre de la classe de b en el
grup Z∗U dels invertibles de l’anell ZU . Que la classe de b pertany a Z
∗
U està garantit pel fet que
mcd(U, b) = 1.)
1.13 Teorema Sigui b ≥ 2 un enter. Un nombre x ∈ [0, 1) és racional si, i només si, la seva
expansió en base b és finita o periòdica. En aquest cas, si x = r/s amb mcd(r, s) = 1, siguin
s = TU la (T, U)-factorització de s en base b, i N l’exponent de b en aquesta factorització.
(i) Si U = 1, aleshores l’expansió és finita;
(ii) si U ≥ 2, aleshores l’exponent N és la longitud del preperíode i ordU b és la longitud del
període.
Demostració Com que el cas x = 0 és obvi, suposarem 0 < x < 1. Si l’expansió de x és ﬁnita,
ja hem vist al teorema 1.10 que x és racional. Suposem, doncs, que l’expansió de x en base b
és periòdica. Tenim
x = (.a1a2 · · · aνaν+1 · · · aν+p)b
=
ν∑
j=1
aj
bj
+

∑
j≥0
1
bjp



 p∑
j=1
aν+j
bν+j


=
ν∑
j=1
aj
bj
+
(
bp
bp − 1
) p∑
j=1
aν+j
bν+j

 ,
que és un nombre racional.
Veurem ara que si x és racional, aleshores la seva expansió en base b és ﬁnita o periòdica i que
es compleixen les propietats de l’enunciat.
Suposem que 0 < x < 1, amb x = r/s, on r i s són enters positius relativament primers, i
considerem la (T, U)-factorització de s = TU i l’exponent N de la factorització. Si U = 1,
aleshores d’acord amb el teorema 1.10, l’expansió és ﬁnita. Suposem, doncs, U ≥ 2.
Com que T | bN , tenim aT = bN per a cert enter positiu a. Llavors,
bNx = bN
r
s
= bN
r
TU
=
ar
U
= A+
C
U
, (1.6)
on C i A són, respectivament, el residu i el quocient de la divisió entera de ar per U . Tenim
bN > bNx ≥ A ≥ 0.
D’altra banda, 0 ≤ C < U . Comprovem que 0 < C. En efecte, si C = 0, aleshores A = bNx =
bNr/s és enter. Atès que mcd(r, s) = 1, tot divisor de s és divisor de b, o sigui U = 1, que és
contradictori. Per tant, 0 < C < U .
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A més, mcd(C,U) = 1. En efecte, si un primer q compleix q | U i q | C, aleshores q divideix
AU +C = ar. D’altra banda, q | U implica q | s i, per tant q ∤ r. Això, juntament amb q | (ar),
implica q | a. Llavors q divideix aT = bN , d’on q | b. Tenim q | U i q | b però mcd(U, b) = 1,
una contradicció.
Resumint les consideracions anteriors,
0 ≤ A < bN , 0 < C < U, mcd(C,U) = 1.
Sigui p = ordUb. Per a cert enter t, tenim bp = tU + 1 i
bp
C
U
=
(tU + 1)C
U
= tC +
C
U
. (1.7)
Sigui (.c1c2 · · · )b l’expansió de C/U en base b. Recordem que els cn s’obtenen recurrentment
per
y0 = C/U, c1 = ⌊by0⌋; yn = byn−1 − cn, cn+1 = ⌊byn⌋, (n ≥ 1).
També tenim (vegeu (1.3))
bp
C
U
= bp
(c1
b
+
c2
b2
+ · · ·+ cp
bp
+
yp
bp
)
= (c1b
p−1 + c2b
p−2 + · · ·+ cp) + yp. (1.8)
Igualant les parts fraccionàries de (1.7) i (1.8), obtenim yp = C/U = y0. Atesa la deﬁnició
recurrent dels cn, concloem que cn+p = cn per a tot n. Així, C/U = (.c1 . . . cp)b. Si A =∑n
i=0 aib
i és l’expressió de l’enter A en base b, tenim
bNx = A+
C
U
= (an . . . a1a0.c1 . . . cp)b.
Com que A < bN , segur que n < N . Dividint els dos termes per bN , obtenim
x = (0.0 . . . 0an . . . a1a0c1 . . . cp)b,
on hi ha N−(n+1) zeros. Veiem, doncs, que x admet una expansió decimal amb un preperíode
de longitud N i un període de longitud p.
Per acabar la demostració, cal veure que x no admet una expansió decimal amb un preperíode
menor que N ni amb un període menor que p. Suposem que x admet també l’expansió periòdica
x = (.c1 . . . cMcM+1 . . . cM+q)b
=
M∑
i=1
ci
bi
+
bq
bq − 1
(cM+1
bM+1
+ · · ·+ cM+q
bM+q
)
=
c1b
M−1 + · · ·+ cM
bM
+
bq
bq − 1
cM+1b
q−1 + · · ·+ cM+q
bM+q
=
(c1b
M−1 + · · ·+ cM )(bq − 1) + (cM+1bq−1 + · · ·+ cM+q)
bM (bq − 1) .
Com que x = r/s amb mcd(r, s) = 1, veiem que s | bM (bq−1). Ara, bM i bq−1 són relativament
primers. Per tant, T | bM i U | (bq − 1). De T | bM es dedueix N ≤ M . De U | (bq − 1), es
dedueix que bq és congruent amb 1 mòdul U ; com que p = ordU b, resulta p ≤ q. ✷
1. Nombres decimals en base b 9
1.14 Remarca Si b = 10 i s = 2s15s2U amb mcd(U, 10) = 1, aleshores el preperíode de x = r/s
té longitud max{s1, s2} i la part periòdica té longitud ordU10. Per exemple, per a x = 5/28,
com que s = 28 = 22 · 7, la part preperiòdica té longitud 2 i, com que U = 7, el període té
longitud ord710 = 6. En efecte, 5/28 = (.17857142).
Notem que per a un racional r/s amb mcd(r, s) = 1, les longituds de les parts preperiòdica i
periòdica depenen només de s, i no pas de r.
1.15 Exemple Obtenir una successió no periòdica és fàcil i proporciona nombres decimals irra-
cionals. Per exemple, el nombre .10100100010000 . . ., format posant un u seguit d’un zero, un
u seguit de dos zeros, un u seguit de tres zeros, i així successivament, és irracional, perquè la
seva expansió decimal no és ni ﬁnita ni periòdica.
Expansions decimals i ordre
Sigui b ≥ 2 un enter i S(b) el conjunt de successions amb els termes a {0, 1, . . . , b− 1}. Siguin
(an) i (bn) dues successions de S(b) diferents, i sigui k = min{n ∈ N : an 6= bn}. Si ak < bk,
posarem (an) ≺ (bn), mentre que si bk < ak, posarem (bn) ≺ (an). Si deﬁnim (an)  (bn) si, i
només si, (an) = (bn) o (an) ≺ (bn), aleshores la relació  és una relació d’ordre total deﬁnida
a S(b), que s’anomena ordre lexicogràfic. Hem vist a la proposició 1.1 que l’aplicació
v : S(b) −→ [0, 1]
(an) 7→
∑
n≥1
anb
−n
està ben deﬁnida i és exhaustiva. Ara veurem dues propietats més de v intuïtivament naturals.
La primera, que v també es comporta bé respecte als ordres estrictes ≺ de S(b) i < de [0, 1], és
a dir, que si (an) ≺ (bn), aleshores v(an) < v(bn). La segona, que si (an) i (bn) tenen k termes
inicials iguals, aleshores els nombres corresponents difereixen en menys de 1/bk−1.
1.16 Proposició Siguin x = (.a1a2 . . .)b i y = (.b1b2 . . .)b dues expansions decimals en base b
de dos nombres diferents x, y ∈ [0, 1]. Sigui k = min{i : ai 6= bi}. Aleshores,
(i) x < y si, i només si, ak < bk;
(ii) |y − x| ≤ 1/bk−1.
Demostració La diferència entre y i x és
y − x = (bk − ak)b−k +
∑
i≥1
(bk+i − ak+i)b−k−i. (1.9)
(i) Suposem que ak < bk i demostrem que y − x > 0. Certament, bk − ak ≥ 1 i, com que les
xifres decimals estan entre 0 i b− 1, tenim bk+i − ak+i ≥ −(b− 1). Llavors, de (1.9) obtenim
y − x ≥ b−k − (b − 1)
∑
i≥1
b−k−i ≥ b−k − (b − 1)b−k
∑
i≥1
b−i = b−k − (b − 1)b−k 1
b− 1 = 0.
Per tant, x ≤ y. Però, atesa la hipòtesi x 6= y, tenim x < y.
Recíprocament, si x < y i fos bk < ak, per la part anterior seria y < x, cosa que és contradictòria.
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(ii) Suposem y > x. En el cas x > y la prova és anàloga. De (1.9) obtenim
y − x ≤ (b− 1)b−k + (b− 1)b−k
∑
i≥1
b−i = (b− 1)b−k + (b− 1)b−k 1
b − 1 = b
−kb = b−k+1. ✷
1.17 Remarca Si x admet una expansió ﬁnita x = (.a1 . . . aℓ−1aℓ)b, aleshores admet també
l’expansió inﬁnita x = (.a1 . . . aℓ−1(aℓ − 1)(b − 1)(b − 1) . . .)b. Notem que la primera posició
diferent en les dues expansions és la ℓ, i tot i que es compleix aℓ − 1 < aℓ, les dues expansions
corresponen al mateix nombre. Així, a la proposició 1.16 la hipòtesi que x i y siguin diferents
és essencial.
1.18 Corol.lari Si 0 ≤ x < z < y ≤ 1 i x = (.a1 . . . anan+1 . . .)b, y = (.b1 . . . bnbn+1 . . .)b i
z = (.c1 . . . cncn+1 . . .)b són expansions decimals en base b de x, y i z, i ai = bi per a tot i ∈ [n],
aleshores ai = ci = bi per a tot i ∈ [n].
Demostració Sigui k = min{i : ai 6= ci}. Suposem que k ≤ n i arribarem a contradicció. Com
que ak 6= ck, una de dues: ck < ak, o ck > ak = bk. Per la proposició 1.16, en el primer cas
z < x i en el segon z > y. En tots dos casos arribem a contradicció. Per tant, k > n i ci = ai
per a tot i ∈ [n]. ✷
Veurem a continuació que una conseqüència de la proposició 1.16 és que prenent nombres
prou propers s’obtenen nombres que admeten expansions decimals amb tantes xifres inicials
iguals com es vulgui. En el cas que un dels nombres x admeti una expansió ﬁnita, cal triar
l’expansió adequada per tenir aquesta propietat. Per exemple, considerem x = 0.1. La successió
yn = 0.09
n). . . 9, que té tots els termes menors que x, conté termes tan propers a x = 0.1 com
es vulgui, però les respectives expansions no tenen decimals inicials comuns. En canvi, si es
pren x = 0.09 com a expansió de x, aleshores les expansions de yn i x tenen n decimals inicials
comuns. Amb la successió zn = 0.10 n−1). . . 01, que té tots els termes majors que x, passa al
revés: conté termes tan propers a x com es vulgui, però els decimals comuns s’obtenen amb
l’expansió ﬁnita de x i no pas amb la inﬁnita.
1.19 Proposició Donats x ∈ [0, 1] i un natural n, existeix un natural k tal que si z ∈ [0, 1]
compleix |z− x| < 1/bk, aleshores x i z admeten expansions en base b que tenen les n primeres
xifres decimals iguals.
Demostració Si x = 0 = (0.00 . . .)b, prenem k > n. El nombre y = x + 1/bk té les mateixes
k − 1 ≥ n xifres decimals que x i, per tant, si 0 = x < z < 1/bk, pel corol·lari 1.18, l’expansió
decimal de z té les k − 1 ≥ n primeres xifres decimals iguals que les de x = 0. Si x = 1 =
(0.(b− 1)(b− 1) . . .), prenem també k > n. El nombre
y = x− 1/bk = (0.(b− 1)(b− 1) k−1). . . (b− 1)(b − 2)(b− 1)(b− 1) . . .)b
té les mateixes k − 1 ≥ n xifres decimals que x = (0.(b − 1)(b − 1) . . .)b i, per tant, si y =
1− 1/bk < z < x = 1, l’expansió de z té també les mateixes k− 1 ≥ n primeres xifres decimals.
En el que segueix podem suposar, doncs, que x /∈ {0, 1}.
Suposem primer que x no admet una expansió decimal ﬁnita, i sigui x = (0.a1 . . . an . . .)b
la seva expansió inﬁnita. Existeix un r > n tal que ar < b − 1 i l’expansió del nombre
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y = x + 1/br coincideix amb la de x excepte en la r-èsima xifra decimal, que és una unitat
major. Si x < z < y, segons el corol·lari 1.18 l’expansió inﬁnita de z te les mateixes r − 1 ≥ n
xifres decimals que la de x.
Anàlogament, existeix un s > n tal que as > 0. Llavors, l’expansió del nombre y = x − 1/bs
coincideix amb la de x excepte en la s-èsima xifra decimal, que és una unitat menor. Aleshores,
si y < z < x, el corol·lari 1.18 implica que l’expansió de z té les mateixes s − 1 ≥ n xifres
decimals que la de x.
Prenem k > max{r, s}. Si |z − x| < 1/bk, aleshores una de tres: x < z < x+ 1/bk < x+ 1/br,
o z = x, o x − 1/bs < x − 1/bk < z < x, i, en tots tres casos, les expansions inﬁnites de z i x
tenen les mateixen k > n primeres xifres decimals.
Suposem ara que x admet també una expansió ﬁnita, és a dir, existeix un ℓ ≥ 1 tal que x admet
les dues expansions x = (0.a1 . . . aℓ−1aℓ)b = (0.a1 . . . aℓ−1(aℓ− 1)(b− 1)(b− 1) . . .)b amb aℓ > 0.
Sigui k > max{ℓ, n}. Llavors, els nombres x i y = x+ 1/bk admeten les expansions ﬁnites
x = (.a1 . . . aℓ−1aℓ)b, y = x+ 1/b
k = (.a1 . . . aℓ0 . . . 01)b
amb l’última xifra de la segona expansió al lloc k. Ambdues expansions tenen les mateixes
k− 1 ≥ n primeres xifres decimals. Si x < z < y, aleshores z té les mateixes k− 1 ≥ n primeres
xifres decimals que x i y.
Anàlogament, els nombres y = x− 1/bk i x admeten les expansions inﬁnites
y = (.a1 . . . aℓ−1(aℓ − 1)(b− 1)(b − 1) . . . (b− 2)(b − 1)(b− 1) . . .)b,
x = (.a1 . . . aℓ−1(aℓ − 1)(b− 1)(b − 1) . . . (b− 1)(b − 1)(b− 1) . . .)b,
on el valor b − 2 a l’expansió de y és a la posició k. Aquestes expansions inﬁnites tenen les
mateixes k− 1 ≥ n xifres decimals. Si x < z < y, aleshores l’expansió inﬁnita de z també té les
mateixes k − 1 ≥ n xifres decimals.
Si |z−x| < 1/bk, aleshores una de tres: x < z < x+1/bk, o z = x, o x−1/bk < z < x, i, en tots
tres casos, x i z admeten expansions amb les mateixes k − 1 ≥ n primeres xifres decimals. ✷
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2. Dues corbes de Peano
Introducció
L’interval real [0, 1] i el quadrat unitat Q = [0, 1] × [0, 1] no són homeomorfs. En efecte, si
suprimim un punt de l’interval [0, 1] obtenim un espai topològic no connex, mentre que si
suprimim un punt de [0, 1]× [0, 1] seguim tenint un espai topològic connex.
És sabut que una aplicació bijectiva i contínua entre un espai topològic compacte i un espai
topològic Hausdorﬀ és un homeomorﬁsme (hi ha la demostració a la proposició 30.18 del capí-
tol 30, dedicat al conjunt de Cantor). Com a conseqüència, no existeix una bijecció contínua
entre [0, 1] i Q, perquè una tal bijecció seria un homeomorﬁsme.
Cantor establí una bijecció entre l’interval real [0, 1] i el quadrat unitat Q (vegeu l’exemple 27.7),
però, naturalment, aquesta bijecció no és contínua. Si es vol una aplicació contínua de [0, 1]
a Q, aquesta aplicació no pot ser bijectiva. Que existeix una aplicació injectiva i contínua de
[0, 1] a Q és trivial. No ho és tant esbrinar si n’hi ha una d’exhaustiva i contínua. Peano, en el
seu article original de 1890 [77], establí una aplicació de l’interval real [0, 1] al quadrat unitat
Q exhaustiva i contínua (però no injectiva, és clar). La construcció de Peano es basa a escriure
els nombres decimals en base 3. Un any més tard, Hilbert donà una versió més geomètrica
basada a escriure els nombres decimals en base 4. Aquí explicarem les dues versions, la de
Peano, prenent com a referència l’article original, i després la de Hilbert, per a la qual hem
seguit M. Laczkovich [59]. H. Sagan té una monograﬁa [87] sobre corbes que omplen espais.
Val a dir que tant la construcció de Peano com la de Hilbert són exemples de corbes que són
contínues arreu i derivables enlloc, encara que la no-derivabilitat no la tractarem aquí. Al
capítol 3 donarem un exemple diferent dels de Peano i Hilbert de corba contínua arreu i no
derivable enlloc.
Per una corba de Peano sovint s’entén, com farem aquí, una aplicació [0, 1] → Q contínua i
exhaustiva.
La versió de Peano
SiguiQ = [0, 1]×[0, 1] el quadrat unitat. L’objectiu és deﬁnir dues aplicacions x, y : [0, 1]→ [0, 1]
tals que l’aplicació [0, 1]→ Q deﬁnida per t 7→ (x(t), y(t)) sigui exhaustiva i contínua.
En aquest apartat totes les successions estan indexades començant per 1, no pas per 0. Recor-
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dem alguns fets sobre l’expansió d’un nombre decimal en base 3 (vegeu el capítol 1). Sigui S el
conjunt de les successions amb tots els termes a {0, 1, 2}. Associem a una successió a = (an) ∈ S
la sèrie
∑
n≥1 an3
−n, que és convergent i té una suma, que denotarem v(a), que pertany a l’in-
terval [0, 1]. De v(a) en direm el valor de la successió a. L’aplicació
S → [0, 1]
a 7→ v(a) =
∑
n≥1
an
3n
està ben deﬁnida i és exhaustiva. Si a = (an) és un original de t ∈ [0, 1], posarem t =
(0.a1a2 . . .)3, que s’anomena una expansió decimal de t. El nombre an es diu la n-èsima xifra
decimal o el n-èsim decimal de l’expansió. El nombre 0 té una única expansió amb tots els
decimals iguals a 0; el nombre 1 té una única expansió amb tots els decimals iguals a 2. Cada
nombre t ∈ (0, 1) té exactament una expansió, amb l’excepció dels que tenen una expansió amb
un decimal an < 2 i tots els posteriors iguals a 2, que també admeten l’expansió ﬁnita amb el
n-èsim decimal igual a an + 1 i tots els posteriors iguals a 0, és a dir,
(0.a1 . . . an222 . . . ...)3 = (0.a1 . . . (an + 1)00 . . . ...)3,
amb an 6= 2. Els nombres t que admeten dues expansions són, doncs, els que admeten una
expansió ﬁnita, és a dir, els que multiplicats per una potència de 3 adequada donen un nombre
enter.
Considerem la transposició τ : {0, 1, 2} → {0, 1, 2} deﬁnida per τ(0) = 2, τ(1) = 1 i τ(2) = 0.
Notem que τn és la identitat si n és parell, i τn = τ si n és senar. Associarem a cada successió
a ∈ S dues successions també de S emprant τ .
Sigui a = (an) ∈ S. Deﬁnim dues noves successions b(a) = (bn) i c(a) = (cn) com segueix.
b1 = a1 c1 = τ
a1(a2)
b2 = τ
a2(a3) c2 = τ
a1+a3(a4)
b3 = τ
a2+a4(a5) c3 = τ
a1+a3+a5(a6)
. . . . . .
bn = τ
a2+···+a2n−2(a2n−1) cn = τ
a1+···+a2n−1(a2n)
(2.1)
2.1 Lema Si a i a′ són successions de S del mateix valor, aleshores les successions b(a) i b(a′)
tenen el mateix valor i les successions c(a) i c(a′) tenen el mateix valor.
Demostració Les dues demostracions són similars, per la qual cosa demostrarem només que
b(a) i b(a′) tenen el mateix valor. L’únic cas en què a i a′ poden tenir el mateix valor i no ser
iguals és que siguin de les formes
a = (a1, a2, . . . , a2n−3, a2n−2, a2n−1, a2n, 2, 2, . . .),
a′ = (a1, a2, . . . , a2n−3, a2n−2, a
′
2n−1, a
′
2n, 0, 0, . . .)
amb almenys un dels dos decimals a2n−1 i a2n diferent de 2. Notem que:
Si a2n 6= 2, aleshores a′2n = a2n + 1 i a′2n−1 = a2n−1.
Si a2n = 2, aleshores a′2n−1 = a2n−1 + 1 i a
′
2n = 0.
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Com que els 2n− 2 primers termes de a i de a′ coincideixen, els n− 1 primers termes de b(a) i
de b(a′) també coincideixen. Posem
b(a) = (b1, . . . , bn−1, bn, bn+1, . . .), b(a
′) = (b1, . . . , bn−1, b
′
n, b
′
n+1, . . .).
Per deﬁnició de b(a′), tenim
b′n = τ
a2+···+a2n−2(a′2n−1), b
′
n+k = τ
a2+···+a2n−2+a
′
2n(0), k ≥ 1.
Considerem el cas que a2n 6= 2. Llavors, a′2n = a2n + 1 i a′2n−1 = a2n−1, amb la qual cosa
b′n = bn i
a2 + · · ·+ a2n−2 + a′2n = a2 + · · ·+ a2n−2 + a2n + 1.
Llavors,
b′n+k = τ
a2+···+a2n−2+a2n(τ(0)) = τa2+···+a2n−2+a2n(2) = bn+k.
En aquest cas, doncs, b(a) i b(a′) són la mateixa successió i tenen el mateix valor.
Considerem l’altre cas, és a dir, a2n = 2. Llavors, a′2n−1 = a2n−1 + 1 i a
′
2n = 0. Posem
s = a2 + a4 + · · ·+ a2n−2 i tenim
bn = τ
s(a2n−1), bn+k = τ
s(2), k ≥ 1,
i
b′n = τ
s(a′2n−1) = τ
s(a2n−1 + 1), b
′
n+k = τ
s(0).
Si s és parell, tenim
b(a) = (b1, . . . , bn−1, a2n−1, 2, 2, . . .), b(a
′) = (b1, . . . , bn−1, a2n−1 + 1, 0, 0, . . .),
que tenen el mateix valor. Si s és senar, hi ha dos casos que cal considerar. Si a2n−1 = 0, tenim
b(a) = (b1, . . . , bn−1, 2, 0, 0, . . .), b(a
′) = (b1, . . . , bn−1, 1, 2, 2, . . .),
i, si a2n−1 = 1, tenim
b(a) = (b1, . . . , bn−1, 1, 0, 0, . . .), b(a
′) = ((b1, . . . , bn−1, 0, 2, 2, . . .).
En tots dos casos veiem que b(a) i b(a′) tenen el mateix valor. ✷
Donat t ∈ [0, 1], considerem-ne una expansió decimal en base 3: t = (0.a1a2 . . .)3 (en cas
que t tingui dues expansions, n’escollim una qualsevol). Considerem la successió a = (an) i les
corresponents successions b(a) = (bn) i c(a) = (cn). Deﬁnim x(t) i y(t) com els valors d’aquestes
successions:
x(t) =
∑
n≥1
bn
3n
, y(t) =
∑
n≥1
cn
3n
.
El lema anterior assegura que, en el cas que t admeti dues expansions, els dos valors de x(t)
calculats amb les dues expansions coincideixen, i anàlogament amb y(t). Així, x(t) i y(t)
depenen només de t i no de l’expansió escollida. Les aplicacions x, y : [0, 1] → [0, 1] estan,
doncs, ben deﬁnides.
El teorema de Peano és el següent.
2.2 Teorema L’aplicació γ : [0, 1]→ Q definida per γ(t) = (x(t), y(t)) és exhaustiva i contínua.
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Demostració Considerem un punt (x1, y1) de Q, i prenem les expansions de x1 i de y1 en base
3, diguem x1 = (0.b1b2 . . .)3, y1 = (0.c1c2 . . .)3. Deﬁnim
a1 = b1, a2 = τ
a1(c1)
a3 = τ
a2(b2) a4 = τ
a1+a3(c2)
a5 = τ
a2+a4(b3) a6 = τ
a1+a3+a5(c3)
. . . . . .
a2n−1 = τ
a2+···+a2n−2(bn) a2n = τ
a1+···+a2n−1(cn)
Com que τ2 = id, aquestes condicions són, exactament equivalents a les de (2.1), per la qual
cosa, si t = (0.a1a2 . . .)3, obtenim x(t) = x1 i y(t) = y1. L’aplicació γ, doncs, és exhaustiva.
Que γ sigui contínua és equivalent que ho siguin x i y. Les dues proves són similars, per la qual
cosa farem només la de la continuïtat de x.
Donat ǫ > 0, escollim un natural n tal que 1/3n < ǫ. Per la proposició 1.19, existeix un
natural k tal que si |t′ − t′′| < 1/3k, aleshores t′ i t′′ tenen expansions amb les 2n+ 2 primeres
xifres decimals iguals. Llavors x(t′) i x(t′′) tenen les n+ 1 primeres xifres decimals iguals. La
proposició 1.16 garanteix que |x(t′) − x(t′′)| < 1/3n < ǫ. Així, x és contínua. Anàlogament, y
és contínua. Per tant, γ és contínua. ✷
La versió de Hilbert
Com abans, sigui Q = [0, 1]×[0, 1] el quadrat unitat. L’objectiu és deﬁnir una aplicació contínua
i exhaustiva γ : [0, 1]→ Q.
Per a cada natural n ≥ 0, les rectes x = k/2n i y = k/2n (k ∈ [2n − 1]) divideixen Q en
4n quadrats, cadascun de mida 2−n × 2−n. El primer objectiu és enumerar aquests quadrats
Qn0 , Q
n
1 , . . . , Q
n
4n−1, de forma que per a cada natural n es compleixin les dues condicions se-
güents:
1) els quadrats Qni−1 i Q
n
i són adjacents (és a dir, comparteixen un costat) per a 0 < i ≤
4n − 1;
2) Qni = Q
n+1
4i ∪Qn+14i+1 ∪Qn+14i+2 ∪Qn+14i+3 per a 0 ≤ i ≤ 4n − 1;
(Vegeu la ﬁgura 2.1.) Posem Q00 = Q. Suposem que, per a un n ≥ 0, l’enumeració Qn0 ,
Qn1 , . . ., Q
n
4n−1 compleix la primera condició. Dividim Q
n
0 en quatre quadrats mitjançant dos
segments perpendiculars que uneixen els punts mitjans dels costats oposats, i els enumerem
Qn+10 , . . . , Q
n+1
3 de forma que es compleixin les condicions següents: (i) Per a cada i ∈ {1, 2, 3},
els quadrats Qn+1i−1 i Q
n+1
i són adjacents; (ii) un dels costats de Q
n+1
3 és una meitat del costat
comú de Qn0 i Q
n
1 .
A continuació, dividim anàlogament Qn1 en quatre quadrats que numerem Q
n+1
4 , Q
n+1
5 , Q
n+1
6 i
Qn+17 de forma que Q
n+1
i−1 i Q
n+1
i són adjacents per a tot i ∈ {4, 5, 6, 7} i un dels costats de Qn+17
és una meitat del costat comú de Qn1 i Q
n
2 . Una simple observació (vegeu la ﬁgura 2.1) mostra
que això sempre és possible. Continuem de la mateixa manera ﬁns a obtenir la numeració
Qn+10 , Q
n+1
1 , . . . , Q
n+1
4n+1−1. Aquest etiquetatge compleix les dues condicions requerides.
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Q10 Q
1
1
Q12Q
1
3
Q20 Q
2
3 Q
2
4 Q
2
5
Q21 Q
2
2 Q
2
7 Q
2
6
Q214 Q
2
13 Q
2
8 Q
2
9
Q215 Q
2
12 Q
2
11 Q
2
10
Figura 2.1: Iteracions n = 1 i n = 2 a la construcció de Hilbert.
Ara deﬁnirem la funció γ. Sigui t ∈ [0, 1] i sigui t = (0.a1a2 . . .)4 la seva expansió en base
4. Excepte per al 0, prenem sempre expansions inﬁnites, és a dir, canviem les ﬁnites per les
corresponents inﬁnites de període 3. A la successió de quadrats encaixats
Q1a1 ⊃ Q24a1+a2 ⊃ Q342a1+4a2+a3 ⊃ . . . ⊃ Qn4n−1a1+···+4an−1+an ⊃ . . .
cadascun té un costat de mida la meitat del costat del quadrat de l’anterior. Per tant, existeix
un únic punt que pertany a tots ells. Aquest punt és, per deﬁnició, γ(t). Veurem ara que γ té
les propietats requerides.
2.3 Proposició L’aplicació γ : [0, 1]→ Q és exhaustiva i contínua.
Demostració Demostrem primer l’exhaustivitat. Sigui x ∈ Q arbitrari. Sigui Q1i1 un dels
quatre primers quadrats que conté x (pot ser més d’un si està en el costat comú de dos quadrats
consecutius); posem a1 = i1 ∈ {0, 1, 2, 3}. Sigui Q2i2 un dels quatre subquadrats de Q1i1 que
conté x. Tenim i2 = 4a1 + a2 per a cert a2 ∈ {0, 1, 2, 3}. Recurrentment, deﬁnim Qnin com
un dels quatre subquadrats de Qn−1in−1 que conté x, i in = 4
n−1a1 + · · ·+ 4an−1 + an per a cert
an ∈ {0, 1, 2, 3}. Posem t = (0.a1a2 . . .)4. Tenim que, per deﬁnició, γ(t) = x. Per tant, γ és
exhaustiva. (Noteu que si, per a algun n, el punt x pertany a dos quadrats amb un costat en
comú, aleshores es poden escollir dos valors de in, per tant resulten dos valors de an. Per tant,
γ no és injectiva.)
Queda per veure que γ és contínua. Primer provarem que si t1, t2 ∈ [0, 1] i |t1 − t2| < 1/4n,
aleshores
|γ(t1)− γ(t2)| <
√
5/2n. (2.2)
Siguin t1, t2 ∈ [0, 1] i siguin t1 = (.a1a2 . . .)4 i t2 = (.b1b2 . . .)4 les seves expansions (inﬁnites)
en base 4. Suposem que |t2 − t1| < 1/4n, o equivalentment, |4nt2 − 4nt1| < 1. Les parts entera
i decimal de 4nt1 = (a1 . . . an.an+1an+2 . . .)4 són
i = 4n−1a1 + 4
n−2a2 + · · ·+ 4an−1 + an, r =
∑
k≥1
an+k4
−k,
i les parts entera i decimal de 4nt2 = (b1 . . . bn.bn+1bn+2 . . .)4 són
j = 4n−1b1 + 4
n−2b2 + · · ·+ 4bn−1 + bn, s =
∑
k≥1
bn+k4
−k.
Tenim, 4nt1 = i+ r, 4nt2 = j + s, i
1 > |4nt2 − 4nt1| = |(i+ r) − (j + s)| = |(i − j) + (r − s)|.
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Com que r i s són expansions decimals en base 4, tenim r, s ∈ [0, 1] i |r − s| ≤ 1. També tenim
que i i j són enters. Si |i − j| ≥ 2, aleshores |(i − j) + (r − s)| ≥ 1, que és contradictori. Per
tant, |i − j| ≤ 1. Si |i − j| = 1, els quadrats Qni i Qnj són adjacents i formen un rectangle de
diagonal
√
5/2n. Com que γ(t1) ∈ Qni i γ(t2) ∈ Qnj , resulta que es compleix (2.2). Si |i− j| = 0,
aleshores i = j i γ(t1) i γ(t2) pertanyen tots dos al quadrat Qni , que té diagonal
√
2/2n. Per
tant, també en aquest cas, |γ(t1)− γ(t2)| <
√
2/2n <
√
5/2n.
Ara la continuïtat de γ és immediata. Donat ǫ > 0, sigui n prou gran per tal que
√
5/2n < ǫ.
Si |t1 − t2| < δ = 1/4n, llavors |γ(t1)− γ(t2)| <
√
5/2n < ǫ, cosa que prova la continuïtat de la
funció γ. ✷
3. La funció de Takagi
Introducció
Hermite, en una carta a Stieltjes datada el 20 de maig de 1893, digué:
M’allunyo amb por i horror d’aquesta plaga lamentable de funcions contínues que
no tenen derivada...
A la tesi de màster de J. Thim [97] hi ha un excel·lent recull de les funcions contínues en el seu
domini però no derivables en cap punt del domini. El primer a publicar-ne una fou Weierstrass
el 1872. L’exemple que donem aquí és una construcció del 1903 de Teiji Takagi [96].
Totes les funcions que tractarem són funcions reals de variable real. Recordem algunes de-
ﬁnicions i resultats sobre convergència uniforme. Una successió de funcions (fn) convergeix
uniformement cap a una funció f en un conjunt T ⊆ R si, per a cada ε > 0, existeix un natural
N tal que si n ≥ N , aleshores |fn(x) − f(x)| < ε per a tot x ∈ T . (El rellevant en aquesta
deﬁnició és que el natural N depèn de ε, però no de x.)
Emprarem el teorema clàssic següent.
3.1 Teorema Si (fn) és una successió de funcions que convergeix uniformement cap a f en un
conjunt T i totes les funcions fn són contínues en un punt x0 ∈ T , aleshores f és contínua a
x0.
Una sèrie de funcions
∑
n≥0 fn(x) convergeix uniformement cap a una funció f(x) en un conjunt
T si la successió de sumes parcials de la sèrie convergeix uniformement cap a f(x) en el conjunt
T . En aquest cas s’escriu
f(x) =
∑
n≥0
fn(x),
i es diu que f(x) és la suma de la sèrie.
Si a la sèrie de funcions
∑
n≥0 fn(x) cada fn és contínua en un punt x0, les sumes parcials són
també contínues en x0. Si la convergència de la sèrie és uniforme, el teorema 3.1 garanteix que
la funció suma f(x) és també contínua a x0.
Recordem també el criteri següent de convergència uniforme de sèries de funcions.
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3.2 Teorema (criteri de Weierstrass) Si (Mn) és una successió de nombres reals no negatius
tals que la sèrie
∑
n≥0Mn convergeix i (fn) és una successió de funcions definides en un conjunt
T ⊆ R tal que, per a tot natural n, es compleix |fn(x)| ≤Mn per a tot x ∈ T , aleshores la sèrie∑
n≥0 fn(x) convergeix uniformement a T .
La funció de Takagi
Comencem ara la construcció de Takagi. Sigui φ : R→ R la funció que assigna a cada nombre
real x la distància de x a l’enter més proper a x. Aquesta funció admet diferents deﬁnicions
alternatives. Per exemple,
φ(x) =
{
x− ⌊x⌋ si x− ⌊x⌋ ≤ 1/2,
⌈x⌉ − x si x− ⌊x⌋ > 1/2.
També es pot deﬁnir com a φ(x) = |x| a l’interval [−1/2, 1/2) i estendre-la a tots els reals per
f(x+ z) = f(x) per a tot x ∈ [−1/2, 1/2) i tot z ∈ Z.
La seva gràﬁca es mostra a la ﬁgura 3.1
−2 −1 1 2
1/2
−1/2 1/2
Figura 3.1: La gràfica de la funció φ.
En el lema següent recollim propietats evidents de la funció φ.
3.3 Lema La funció φ té les propietats següents:
(i) és contínua a R;
(ii) pren el valor mínim exactament en els enters, i aquest valor és 0;
(iii) 0 ≤ φ(x) ≤ 1/2 per a tot x;
(iv) és monòtona a l’interval [(i − 1)/2n, i/2n] per a tot natural n ≥ 1 i tot enter i; a més, a
l’interval obert ((i − 1)/2n, i/2n) té pendent constant +1 o constant −1, i no s’anul·la.
3.4 Proposició La sèrie ∑
k≥0
1
2k
φ(2kx)
convergeix uniformement a R, i la seva suma és una funció contínua a R.
Demostració Com que φ només pren valors no negatius menors o iguals que 1/2, tenim∣∣∣∣ 12k φ(2kx)
∣∣∣∣ < 12k .
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La sèrie geomètrica
∑
k≥0 2
−k convergeix. Segons el criteri de Weierstrass 3.2, la sèrie de
l’enunciat convergeix uniformement.
Com que φ és contínua, la funció
fk(x) =
1
2k
φ(2kx)
és contínua per a tot enter k ≥ 0. Com que la convergència de la sèrie
∑
k≥0
fk(x) =
∑
k≥0
1
2k
φ(2kx)
és uniforme, la funció suma és contínua a tot R. ✷
Així, doncs, la funció
T (x) =
∑
k≥0
1
2k
φ(2kx)
està ben deﬁnida i és contínua a tot R. Demostrarem que no és derivable a cap punt real.
La prova de la no-diferenciabilitat es basa en el lema següent.
3.5 Lema Siguin a, x, b nombres reals i (an) i (bn) dues successions de nombres reals tals que
a < an < x < bn < b per a tot n i limn an = limn bn = x. Si f : [a, b]→ R és contínua i existeix
f ′(x), aleshores
lim
n
f(bn)− f(an)
bn − an = f
′(x).
Demostració Primer notem que
0 ≤ bn − x
bn − an ≤
bn − an
bn − an = 1, 0 ≤
x− an
bn − an ≤
bn − an
bn − an = 1.
Aleshores,
0 ≤
∣∣∣∣f(bn)− f(an)bn − an − f ′(x)
∣∣∣∣
=
∣∣∣∣f(bn)− f(x) + f(x)− f(an)bn − an −
bn − x+ x− an
bn − an f
′(x)
∣∣∣∣
=
∣∣∣∣ bn − xbn − an
(
f(bn)− f(x)
bn − x − f
′(x)
)
+
x− an
bn − an
(
f(an)− f(x)
an − x − f
′(x)
)∣∣∣∣
≤
∣∣∣∣f(bn)− f(x)bn − x − f ′(x)
∣∣∣∣+
∣∣∣∣f(an)− f(x)an − x − f ′(x)
∣∣∣∣ .
Prenent límits respecte a n, obtenim el resultat. ✷
3.6 Proposició La funció
T (x) =
∑
k≥0
1
2k
φ(2kx)
no és derivable a cap punt.
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Demostració Sigui x un nombre real. Veurem que T no és derivable a x.
Per a cada natural n ≥ 1, sigui in l’enter tal que
in − 1
2n
≤ x < in
2n
,
i deﬁnim
an =
in − 1
2n
i bn =
in
2n
.
Aleshores,
2kan = 2
k in − 1
2n
i 2kbn = 2k
in
2n
.
Si k ≥ n, els nombres 2kan i 2lbn són enters. Per tant,
φ(2kan) = φ(2
kbn) = 0, per a k ≥ n.
Per a k < n, a l’interval (2kan, 2kbn) = ((in − 1)/2n−k, in/2n−k), la funció φ no s’anul·la i té
pendent constant +1 o −1. Per tant, per a cert ǫk ∈ {+1,−1}
φ(2kbn)− φ(2kan) = ǫk(2kbn − 2kan) = ǫk 1
2n−k
, per a k < n.
Aleshores,
T (bn)− T (an)
bn − an =
∑
k≥0
1
2k
φ(2kbn)− φ(2kan)
bn − an =
n−1∑
k=0
1
2k
ǫk(1/2
n−k)
1/2n
=
n−1∑
k=0
ǫk.
Com que ǫk ∈ {+1,−1}, aquesta suma és un nombre parell si n és parell i és un nombre senar
si n és senar. Per tant, no existeix
lim
n
T (bn)− T (an)
bn − an .
Ara, si T és derivable a x, atès que an < x < bn i que lim an = lim bn = x, el lema 3.5 implica
que aquest límit és T ′(x). Com que el límit no existeix, T ′(x) tampoc. ✷
4. La funció de Thomae
Introducció
La funció de Thomae és una funció contínua al conjunt de nombres irracionals i discontínua al
conjunt de nombres racionals. A la primera part descrivim aquesta funció i veiem que té les
dues propietats esmentades.
Això porta a una pregunta natural: existeix cap funció discontínua als irracionals i contínua
als racionals? La resposta és que no, i l’obtindrem mitjançant la descripció de l’estructura
topològica del conjunt de punts de discontinuïtat d’una funció.
Un dels exemples del llibre de B. R. Gelbaum i J. M. H. Olmsted [38] em va suggerir aquest
capítol. Després hem emprat els llibres de R. P. Boas [10], E. Hewitt i K. Stromberg [44] i
J. M. H. Olmsted [73].
Una funció contínua als irracionals
i discontínua als racionals
Si x ∈ Q, hi ha dos enters p i q únics tals que x = p/q, q > 0, i gcd(p, q) = 1. La forma reduïda
de x és p/q. En particular, la forma reduïda de 0 és 0/1.
La funció f : R → R que deﬁnim a continuació rep diferents noms, entre d’altres la funció de
Thomae.
f(x) =
{
1/q si x ∈ Q, x = p/q en forma reduïda;
0 si x /∈ Q.
Veurem que la funció de Thomae és contínua a tot irracional i discontínua a tot racional, però
ens cal una observació prèvia.
4.1 Remarca Per a cada irracional a i cada enter m > 0 existeix un únic enter k tal que a ∈
(k/m, (k+1)/m). Sigui dm la menor de les distàncies de a a k/m i a (k+1)/m. Certament, dm <
1/m. Deﬁnim δm(a) = min{d1, . . . , dm}. Per deﬁnició, δm(a) ≤ dm < 1/m. Descriptivament,
δm(a) és la mínima distància de a als racionals que es poden escriure amb un denominador
positiu menor o igual que m. Per tant, si un racional p/q és a una distància de a menor que
δm, aleshores necessàriament q > m.
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4.2 Proposició La funció f de Thomae és contínua a tot irracional i discontínua a tot racional.
Demostració Demostrarem primer que f és contínua en tot irracional a. Donat ε > 0, prenem
un enter positiu m tal que 1/m < ε. Prenem δ = δm(a).
Si x és irracional, |f(x)− f(a)| = 0 < ε.
Si x = p/q és racional i |x− a| < δ = δm(a), aleshores q > m. Per tant, 1/q < 1/m. Llavors,
|f(x) − f(a)| = |f(x)| = 1
q
<
1
m
< ε.
Per tant, f és contínua a l’irracional a.
Demostrarem ara que f no és contínua als racionals. Sigui a ∈ Q, en forma reduïda a = p/q.
Considerem una successió xn d’irracionals de límit a (per exemple, sigui xn un irracional de
l’interval (a− 1/n, a+ 1/n)). Llavors,
lim
n
xn = a.
La successió (f(xn)) és la successió constant 0, per la qual cosa
lim
n
f(xn) = 0 6= 1
q
= f(a).
Per tant, f no és contínua en a. ✷
La no existència de funcions contínues als racionals
i discontínues als irracionals
L’apartat anterior suggereix de forma natural la pregunta de si existeix una funció contínua als
punts racionals i discontínua als irracionals. Veurem que la resposta és que no, però de passada
obtindrem una certa estructura del conjunt de punts de discontinuïtat d’una funció.
El diàmetre d’un conjunt D ⊆ R, que denotarem diamD és +∞ si D no està ﬁtat i sup{|x−y| :
x, y ∈ D, x 6= y} si D està ﬁtat.
Sigui f : R→ R una funció i x ∈ R. L’oscil·lació de f a x és el nombre
ωf(x) = inf{diam f(U) : U entorn de x}.
4.3 Lema Sigui f : R → R una funció. Aleshores, f és contínua en el punt x si, i només si,
ωf(x) = 0.
Demostració Suposem f contínua a x. Donat ǫ > 0, existeix un entorn U de x tal que si z ∈ U ,
aleshores |f(z)− f(x)| < ǫ/2. Per a tot z′, z′′ ∈ U , tenim
|f(z′)− f(z′′)| = |f(z′)− f(x) + f(x)− f(z′′)|
≤ |f(z′)− f(x)|+ |f(x)− f(z′′)|
<
ǫ
2
+
ǫ
2
= ǫ.
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Això implica que, per a tot ǫ > 0, existeix un entorn U de x tal que ωf (x) ≤ diam f(U) ≤ ǫ.
Per tant, ωf(x) < ǫ per a tot ǫ > 0, és a dir, ωf (x) = 0.
Recíprocament, suposem ωf (x) = 0. Donat ǫ > 0, existeix un entorn U de x tal que diam f(U) <
ǫ. Si z ∈ U , aleshores |f(z) − f(x)| < diam f(U) < ǫ, cosa que implica que f és contínua en
x. ✷
4.4 Lema Si f : R→ R és una funció i α ∈ R, aleshores el conjunt {x ∈ R : ωf (x) < α} és un
obert.
Demostració Posem A(α) = {x ∈ R : ωf(x) < α}. Si α ≤ 0, clarament A(α) = ∅, que és un
obert. Suposem, doncs, 0 < α i sigui x ∈ A(α). Per deﬁnició de ωf (x), existeix un entorn U
de x tal que ωf(x) ≤ diam f(U) < α. Si z ∈ U , aleshores U és un entorn de z i, per tant,
ωf(z) ≤ diam f(U) < α. Per tant, z ∈ A(α). Així, U ⊆ A(α) i veiem que A(α) és un obert. ✷
El teorema següent dóna l’estructura del conjunt de punts de continuïtat d’una funció.
4.5 Teorema Sigui f : R → R una funció. El conjunt de punts en què f és contínua és una
intersecció numerable d’oberts.
Demostració Per a cada natural n ≥ 1 sigui Un = {x ∈ R : ωf (x) < 1/n}. Segons el lema 4.4,
cada Un és un obert. Ara el conjunt de punts de continuïtat de f és
{x ∈ R : ωf (x) = 0} =
⋂
{Un : n ≥ 1},
una intersecció numerable d’oberts. ✷
Finalment, el resultat següent assegura que Q no és intersecció numerable d’oberts i que, per
tant, no és el conjunt de punts de continuïtat de cap funció. Per a A ⊆ R, posarem A′ = R \A.
4.6 Proposició El conjunt Q dels nombres racionals no és una intersecció numerable de con-
junts oberts.
Demostració Suposem que Q =
⋂{Un : n ≥ 1} amb cada Un obert, i arribarem a contradicció.
Certament, cada Un és un obert que conté Q, així que el complementari U ′n és un tancat que
no conté cap racional. Per tant, U ′n és un tancat amb l’interior buit.
El conjunt Q és numerable. Sigui (qn) una successió que conté exactament tots els nombres
racionals. El conjunt An = U ′n ∪ {qn} és reunió de dos tancats; per tant, és tancat. Com que
només conté un nombre racional, té l’interior buit.
Comprovem que R =
⋃{An : n ≥ 1}. En efecte, si x és racional, x = qn ∈ An per a cert n. Si
x és irracional, aleshores x pertany a Q′ = (
⋂{Un : n ≥ 1})′ = ⋃{U ′n : n ≥ 1}. Llavors, per a
cert n, tenim x ∈ U ′n ⊆ An.
Sigui V un interval obert de R. Sigui V1 un interval obert de diàmetre < 1 tal que V1 ⊂ V .
El conjunt A1 té l’interior buit. Per tant, V1 6⊆ A1 i obtenim V1 ∩ A′1 6= ∅. El conjunt V1 ∩ A′1
és intersecció de dos oberts i, per tant, és un obert no buit. Sigui V2 un interval obert de
diàmetre < 1/2 tal que V2 ⊂ V1 ∩ A′1. El conjunt A2 té l’interior buit; per tant, V2 6⊆ A2 i
V2 ∩ A′2 és un obert no buit. Existeix, doncs, un interval obert V3 de diàmetre < 1/3 tal que
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V3 ⊂ V2∩A′2. Recurrentment, formem una successió (Vn) d’intervals oberts amb diamVn < 1/n
i Vn+1 ⊂ Vn ∩ A′n. La intersecció dels intervals tancats Vn es redueix a un punt, diguem x.
Aleshores,
{x} =
⋂
{Vn+1 : n ≥ 1}
⊆
⋂
{Vn ∩ A′n : n ≥ 1}
⊆ V ∩
(⋂
{A′n : n ≥ 1}
)
= V ∩
(⋃
{An : n ≥ 1}
)′
= V ∩ ∅
= ∅,
que és contradictori. ✷
4.7 Corol.lari No existeix cap funció f : R → R que sigui contínua als racionals i discontínua
als irracionals.
Demostració El conjunt de punts de continuïtat de tota funció és una intersecció numerable
d’oberts, però Q no és una intersecció numerable d’oberts. ✷
4.8 Remarca Un conjunt A és de la classe Gδ si és una intersecció numerable d’oberts. Un
conjunt A és de la classe Fσ si és una reunió numerable de tancats. Certament, un conjunt A
és de la classe Gδ si, i només si, A′ és de la classe Fσ . El teorema 4.5 assegura que el conjunt de
punts de continuïtat de tota funció és un conjunt Gδ; equivalentment, que el conjunt de punts
de discontinuïtat de tota funció és un conjunt Fσ. La proposició 4.6 es pot enunciar: Q no és
un conjunt Gδ. Concloem que Q no és el conjunt de punts de discontinuïtat de cap funció.
4.9 Remarca La deﬁnició de les classes Gσ i Fσ és vàlida sense canvis en un espai topològic
general X . Que el conjunt de punts de discontinuïtat d’una funció f : X → R és un conjunt Fσ
és ben conegut (un esquema de la demostració es pot trobar al llibre d’E. Hewitt i K. Strom-
berg [44]). Un tal conjunt no pot contenir punts aïllats. La pregunta natural és si, donat un
conjunt D de classe Fσ sense punts aïllats d’un espai topològicX , existeix una funció f : X → R
tal que D sigui exactament el conjunt de punts de discontinuïtat de f . El 1907 W. H. Young
donà la resposta aﬁrmativa en el cas X = R. La resposta és també aﬁrmativa en casos més
generals (vegeu l’article de R. Bolstein [11]).
5. La fórmula de Stirling
Introducció
Recordem que dues successions (an) i (bn) de nombres reals diferents de zero i que tenen el
mateix límit (ﬁnit o inﬁnit) són equivalents, i s’escriu an ∼ bn, si limn(an/bn) = 1. La fórmula
de Stirling assegura que
n! ∼
√
2πn(n/e)n,
és a dir, que n! es pot aproximar convenientment per
√
2πn(n/e)n. La fórmula s’empra sovint
en el càlcul de límits, en estimació asimptòtica, en estadística i en altres contextos, per la qual
cosa és un resultat rellevant. La prova és interessant perquè involucra arguments de diversos
tipus, però tots prou elementals.
La demostració apareix en força llibres; per citar-ne algun, els de J. de Burgos [26] i de K. Ku-
ratowski [57]. Nosaltres hem seguit la de Kuratowski, excepte en el lema 5.4 del qual hem donat
una demostració que evita desenvolupaments en sèrie.
Les primeres proves de la fórmula de Stirling són de De Moivre i del mateix Stirling, ambdues
del 1730, mentre intentaven aproximar log 2+ log 3+ · · ·+ logn. De Moivre la va demostrar en
el camí d’aproximar la distribució binomial per la normal, però no fou capaç de determinar la
constant
√
2π. En un afegit del 1731, reconegué que Stirling havia pogut determinar la constant
mitjançant la fórmula de Wallis.
La fórmula de Wallis
L’aproximació de π donada per Wallis és interessant per ella mateixa i una peça cabdal en la
demostració de la fórmula de Stirling.
5.1 Proposició (fórmula de Wallis)
π = lim
n
1
n
(
2 · 4 · · · (2n)
1 · 3 · · · (2n− 1)
)2
.
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Demostració Sigui n ≥ 2 un nombre enter. Apliquem la fórmula d’integració per parts a la
integral
In(x) =
∫
sinn x dx
prenent u = sinn−1 x i dv = sinx dx com a parts. Tenim du = (n − 1) sinn−2 x cosx dx,
v = − cosx i
In(x) =
∫
sinn x dx
= − cosx sinn−1 x−
∫
(− cosx)(n− 1) sinn−2 x cosx dx
= − cosx sinn−1 x+ (n− 1)
∫
sinn−2 x(1 − sin2 x) dx
= − cosx sinn−1 x+ (n− 1)In−2(x) − (n− 1)In(x).
Aleshores,
In(x) = − 1
n
cosx sinn−1 x+
n− 1
n
In−2(x).
Deﬁnim In =
∫ π/2
0
sinn x dx. Integrant entre 0 i π/2 obtenim
In =
∫ π/2
0
sinn x dx =
[
− 1
n
cosx sinn−1 x
]π/2
0
+
n− 1
n
In−2
=
n− 1
n
In−2. (5.1)
Com que
I0 =
∫ π/2
0
sin0 x dx =
∫ π/2
0
dx =
π
2
, I1 =
∫ π/2
0
sin1 x dx = [− cosx]π/20 = 1,
la recurrència (5.1) dóna resultats diferents per valors parells i senars:
I2n =
(2n− 1)(2n− 3) · 3 · 1
(2n) · (2n− 2) · · · 4 · 2 ·
π
2
,
I2n+1 =
(2n)(2n− 2) · · · 2
(2n+ 1) · (2n− 1) · · · 3 · 1. (5.2)
Les fórmules anteriors impliquen
I2n
I2n+1
=
π
2
(2n+ 1)
(
1 · 3 · 5 · · · (2n− 1)
2 · 4 · · · 2n
)2
. (5.3)
Ara veurem que el límit del terme esquerre d’aquesta igualtat és 1. En efecte, per a x ∈ [0, π/2],
tenim 0 ≤ sinx ≤ 1, i per a x ∈ (0, π/2), tenim 0 < sin2n+1 x. Aleshores,
0 < sin2n+1 x ≤ sin2n x ≤ sin2n−1 x.
Integrant entre 0 i π/2, obtenim 0 < I2n+1 ≤ I2n ≤ I2n−1 i
1 ≤ I2n
I2n+1
≤ I2n−1
I2n+1
=
2n+ 1
2n
.
5. La fórmula de Stirling 29
Prenent límits respecte a n, obtenim
lim
n
I2n
I2n+1
= 1.
Per tant, prenent límits a la igualtat (5.3) i aïllant π/2, obtenim
π
2
= lim
n
[
1
2n+ 1
(
2 · 4 · · · (2n)
1 · 3 · 5 · · · (2n− 1)
)2]
. (5.4)
Aleshores,
lim
n
1
n
(
2 · 4 · · · (2n)
1 · 3 · 5 · · · (2n− 1)
)2
= lim
n
2n+ 1
n
1
2n+ 1
(
2 · 4 · · · 2n
1 · 3 · 5 · · · (2n− 1)
)2
=
(
lim
2n+ 1
n
)
π
2
= 2 · π
2
= π. ✷
Donarem un parell d’expressions alternatives per a la fórmula de Wallis.
5.2 Corol.lari √
π = lim
n
(n!)222n√
n(2n)!
.
Demostració Per una part, tenim
2 · 4 · · · (2n) = 2n · n!,
i, per l’altra,
1 · 3 · · · (2n− 1) = 1 · 2 · 3 · · · (2n)
2 · 4 · 6 · · · (2n) =
(2n)!
2n · n! .
Substituint això a la fórmula de Wallis, obtenim
π = lim
n
1
n
(
(2n · n!)2
(2n)!
)2
.
Traient arrels quadrades obtenim el resultat. ✷
5.3 Corol.lari
π
2
=
∏
n≥1
4n2
4n2 − 1 .
Demostració Notem que
4n2
4n2 − 1 =
2n
2n− 1 ·
2n
2n+ 1
,
de forma que el n-èsim producte parcial és
n∏
i=1
4i2
4i2 − 1 =
(
2
1
2
3
)(
4
3
4
5
)
· · ·
(
2n
2n− 1
2n
2n+ 1
)
=
1
2n+ 1
(
2 · 4 · · · 2n
1 · 3 · 5 · · · (2n− 1)
)2
.
D’acord amb (5.4), el límit de l’expressió anterior és π/2. ✷
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La fórmula de Stirling
5.4 Lema Per a x > 0 es compleix
(
1
x
+
1
2
)
log(1 + x) > 1.
Demostració Per a x > 0 tenim les equivalències següents:(
1
x
+
1
2
)
log(1 + x) > 1⇔ 2 + x
2x
log(1 + x) > 1
⇔ log(1 + x) > 2x
2 + x
⇔ log(1 + x) > 2− 4
x+ 2
⇔ log(1 + x)− 2 + 4
x+ 2
> 0.
Considerem la funció f(x) = log(1+x)− 2+4/(x+2) deﬁnida per a x > −1. La seva derivada
és
f ′(x) =
1
1 + x
− 4
(x+ 2)2
=
(x+ 2)2 − 4(1 + x)
(1 + x)(x+ 2)2
=
x2
(1 + x)(2 + x)2
> 0.
Com que f(0) = 0 i f és estrictament creixent per a x ≥ 0, tenim f(x) > 0 per a tot x > 0. ✷
5.5 Proposició (fórmula de Stirling)
lim
n
n!√
2πnnne−n
= 1.
Demostració Sigui
an =
n!en
nn
√
n
.
L’enunciat de la proposició és equivalent a la igualtat limn an =
√
2π. Demostrarem aquesta
igualtat en tres etapes. En la primera, provarem que la successió (an) és convergent; en la
segona, que el límit no és zero i, ﬁnalment, que aquest límit és
√
2π.
Atès que an > 0 per a tot natural n, per veure que an és convergent serà suﬁcient veure que és
estrictament decreixent, és a dir, que an/an+1 > 1. Ara,
an
an+1
=
1
e
(n+ 1)n+1+1/2
nn+1/2(n+ 1)
=
1
e
(
1 +
1
n
)n+1/2
.
Prenent logaritmes,
log
an
an+1
= −1 +
(
n+
1
2
)
log
(
1 +
1
n
)
.
Aplicant el lema 5.4 per a x = 1/n, obtenim(
n+
1
2
)
log
(
1 +
1
n
)
> 1.
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Llavors,
log
an
an+1
> 0,
i, per tant, an/an+1 > 1, és a dir, an > an+1. Així, doncs, la successió (an) és decreixent i
ﬁtada inferiorment per 0. En conseqüència, és convergent.
Sigui g = limn an. Ara veurem que g 6= 0. Notem que∫ k+1
k
dx
x
= [log x]
k+1
k = log(k + 1)− log k = log
k + 1
k
= log
(
1 +
1
k
)
.
Per a x > 0, la hipèrbola y = 1/x és convexa i, per tant, el segment d’extrems (k, 1/k) i
(k + 1, 1/(k + 1)) va per sobre de l’arc de la hipèrbola. Així, l’àrea per sota de la hipèrbola és
menor que l’àrea per sota del segment, és a dir
log
(
1 +
1
k
)
=
∫ k+1
k
dx
x
<
1
2
(
1
k
+
1
k + 1
)
.
Amb això, obtenim
log
ak
ak+1
=
(
k +
1
2
)
log
(
1 +
1
k
)
− 1
<
(
k +
1
2
)
1
2
(
1
k
+
1
k + 1
)
− 1
=
2k + 1
4
2k + 1
k(k + 1)
− 1
=
1
4k(k + 1)
=
1
4
(
1
k
− 1
k + 1
)
.
Sumant les desigualtats anteriors per a k = 1, . . . , n− 1, resulta
log
a1
an
<
1
4
(
1− 1
n
)
<
1
4
.
Llavors, a1/an < e1/4 i an > a1e−1/4 = e · e−1/4 = e3/4. Per tant, la successió (an) està ﬁtada
inferiorment pel nombre positiu e3/4 . Això implica que g = limn an > 0.
Finalment, provem que g =
√
2π. D’una banda, tenim
lim
n
a2n
a2n
√
2
=
g2
g
√
2
=
g√
2
.
De l’altra, emprant la deﬁnició de an, tenim
a2n
a2n
√
2
=
(n!)2e2n
n2n · n√2
(2n)2n
√
2n
(2n)!e2n
=
(n!)222n
(2n)!
√
n
.
Ara, pel corol·lari 5.2, aquesta expressió té límit √π. Aleshores,
g√
2
= lim
n
a2n
a2n
√
2
=
√
π,
d’on resulta g =
√
2π. ✷
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5.6 Remarca La generalització del factorial als reals és la funció deﬁnida per a tot real α > 0
per
Γ(α) =
∫ ∞
0
xα−1e−x dx.
En efecte, resulta que si α = n és un enter positiu, aleshores Γ(n) = (n − 1)!. Aleshores, la
fórmula de Stirling per a la funció Γ és
Γ(α) ∼
(
α− 1
e
)α−1√
2π(α− 1).
Una demostració d’aquest resultat es pot trobar a l’article de P. Diaconis i D. Freedman [27],
on també hi ha un interessant comentari històric.
6. Sèries de Farey
Introducció
El 1816 el geòleg John Farey envià una curtíssima nota al Philosophical Magazine titulada
On a curious property of vulgar fractions. Feia notar que si es pren la seqüència de fraccions
irreductibles 0/1 ≤ a/b ≤ 1/1 amb 0 < b ≤ n ordenades de menor a major, i es consideren tres
termes consecutius a′/b′ < a/b < a′′/b′′, aleshores a/b = (a′ + a′′)/(b′ + b′′). Aquesta nota és
l’origen del nom de sèries de Farey. Com es veu, les sèries de Farey no són realment sèries,
però nosaltres restarem ﬁdels a la tradició i també en direm sèries tot i que no ho siguin. La
història de qui va fer què en relació amb les sèries de Farey és curiosa i un punt rocambolesca
i paga la pena de llegir-la a l’article de M. Bruckheimer i A. Arcadi [13]. En tot cas, sembla
clar que Farey, llevat d’esmentar la propietat (sense demostrar-la ni intenció de fer-ho), no va
fer res més de rellevant en el tema, i sembla també que la propietat ja era coneguda.
El nucli del capítol són els dos primers apartats. En el primer donem una deﬁnició recurrent de
la sèrie de Farey d’ordre n, que denotarem Fn, i en demostrem les propietats més signiﬁcatives.
En particular, veiem que Fn consta de les fraccions irreductibles entre 0 i 1 de denominador
menor o igual que n, ordenades de menor a major. En el segon apartat emprem les sèries de
Farey per aproximar irracionals per racionals.
Els dos últims apartats són dos resultats curiosos que connecten les sèries de Farey amb la
geometria. En un, s’associa a cada fracció de Farey a/b de Fn el punt del pla (a, b). Prenent
aquests punts i l’origen com a vèrtexs d’un polígon s’obté el polígon de Farey, que té la curiosa
propietat de no contenir punts interiors de coordenades enteres, i una àrea calculable en funció
de n i la funció φ d’Euler. En l’últim apartat, s’associa a cada fracció de Fn un cercle, anomenat
cercle de Ford, i es veu que a fraccions consecutives de Fn corresponen cercles tangents.
Els dos primers apartats segueixen bàsicament el llibre de I. Niven i H. S. Zuckerman [72], llevat
que nosaltres restringim les sèries de Farey a l’interval [0, 1], mentre que ells les estenen a tots els
reals. El polígon de Farey apareix sovint connectat amb el teorema de Pick (vegeu el capítol 20).
Aplicant el teorema de Pick es poden demostrar també algunes propietats de les sèries de Farey,
com fa H. S. M. Coxeter a [23]. Respecte als cercles de Ford, la millor referència és l’article del
mateix L. R. Ford [34]. Cal dir que en el llibre clàssic de G. H. Hardy i E. M. Wright sobre teoria
de nombres [41] hi ha tot un capítol dedicat a les sèries de Farey. Tant en l’article de Ford com en
el llibre de Hardy i Wright també es relacionen les sèries de Farey amb les fraccions continuades.
Finalment, no volem deixar d’esmentar l’article de P. Philippon [78], que és interessant i conté
imatges relacionades amb les sèries de Farey visualment molt atractives.
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Sèrie de Farey
Per a cada enter n ≥ 1, la sèrie de Farey d’ordre n es deﬁneix recurrentment com segueix. Per
a n = 1, es deﬁneix F1 = (0/1, 1/1). Si n ≥ 2, deﬁnim Fn a partir de Fn−1 inserint entre cada
dues entrades consecutives a/b i a′/b′ de Fn−1 tals que b+ b′ ≤ n la fracció (a+ a′)/(b+ b′).
La taula següent mostra les entrades de Fi per a i ∈ [5] espaiades per fer més visible el procés
de construcció.
F1 :
0
1
1
1
F2 :
0
1
1
2
1
1
F3 :
0
1
1
3
1
2
2
3
1
1
F4 :
0
1
1
4
1
3
1
2
2
3
3
4
1
1
F5 :
0
1
1
5
1
4
1
3
2
5
1
2
3
5
2
3
3
4
4
5
1
1
Les entrades de Fn es diuen fraccions de Farey d’ordre n. D’acord amb la deﬁnició, cada
seqüència Fn conté les seqüències Fi amb i ∈ [n − 1] com a subseqüències. Les observacions
següents salten a la vista a la taula anterior.
Les entrades de Fn són, exactament, les fraccions irreductibles a/b entre 0 = 0/1 i 1 = 1/1
que tenen denominador menor o igual que n.
Les entrades de Fn estan en ordre creixent.
Les entrades de Fn que no són de Fn−1 són les fraccions irreductibles a/n amb a ∈ [n].
Donades tres entrades consecutives de Fn, diguem a′/b′ < a/b < a′′/b′′, aleshores a/b =
(a′ + a′′)/(b′ + b′′).
Si a/b < a′/b′ són dues entrades consecutives de Fn, aleshores a′b− ab′ = 1.
Veurem ara que aquestes propietats són vàlides en general. L’última propietat esmentada és la
que demostrarem primer. Per ﬂexibilitzar el llenguatge, si a/b és una entrada de Fn i a′/b′ és
l’entrada següent de a/b a Fn, direm que a/b i a′/b′ són entrades consecutives ; dient-ho així,
doncs, sobreentenem que a′/b′ és l’entrada immediatament posterior a a/b a Fn.
6.1 Teorema Si a/b i a′/b′ són fraccions de Farey d’ordre n consecutives, aleshores a′b−ab′ = 1.
Demostració Per inducció sobre n. Per a n = 1 es tracta d’una comprovació trivial. Suposem
que n ≥ 2 i que el resultat es compleix per a Fn−1. Dues entrades consecutives de Fn es formen
a partir de dues entrades a/b i a′/b′ consecutives a Fn−1 d’una d’aquestes formes:
(1) a/b, a′/b′; (2) a/b, (a+ a′)/(b+ b′); (3) (a+ a′)/(b+ b′), a′/b′.
Per hipòtesi d’inducció, tenim a′b− ab′ = 1. Aleshores, en els tres casos es té, respectivament,
(1) a′b−ab′ = 1; (2) (a+a′)b−a(b+b′) = a′b−ab′ = 1; (3) a′(b+b′)−(a+a′)b′ = a′b−ab′ = 1. ✷
6.2 Corol.lari Si a/b és una fracció de Farey d’ordre n, aleshores mcd(a, b) = 1.
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Demostració Si a/b = 1/1, el resultat és clar. Altrament, sigui a′/b′ l’entrada següent a a/b a
Fn. Aleshores, a′b− ab′ = 1. Si d ≥ 1 és divisor de a i de b, resulta que d divideix 1. Per tant,
d = 1 i mcd(a, b) = 1. ✷
6.3 Corol.lari Les entrades de Fn estan en ordre creixent.
Demostració Si a/b i a′/b′ són entrades consecutives, la igualtat a′b − ab′ = 1 implica a/b <
a′/b′. ✷
6.4 Proposició Siguin a/b i a′/b′ dues fraccions de Farey d’ordre n consecutives. De totes
les fraccions racionals x/y tals que a/b < x/y < a′/b′, n’hi ha una única que té el menor
denominador; aquesta fracció és (a+ a′)/(b+ b′).
Demostració Sigui m el mínim enter positiu tal que b + b′ ≤ m. A la seqüència Fm, la terna
a/b, (a+ a′)/(b+ b′), a′/b′ és una terna d’entrades consecutives. D’acord amb el corol·lari 6.3,
tenim
a
b
<
a+ a′
b+ b′
<
a′
b′
.
Ara sigui x/y una fracció amb a/b < x/y < a′/b′. Aleshores,
1
bb′
=
a′b− ab′
b′b
=
a′
b′
− a
b
=
(
a′
b′
− x
y
)
+
(
x
y
− a
b
)
=
a′y − b′x
b′y
+
bx− ay
by
≥ 1
b′y
+
1
by
(6.1)
=
b+ b′
bb′y
,
=
1
bb′
· b+ b
′
y
,
la qual cosa implica b + b′ ≤ y. Si b+ b′ < y, aleshores x/y no té el menor denominador entre
les fraccions compreses entre a/b i a′/b′. Si y = b+ b′, aleshores la desigualtat (6.1) esdevé una
igualtat, amb la qual cosa a′y − b′x = 1 i bx − ay = 1. Si prenem les dues equacions com un
sistema d’equacions lineals en les dues incògnites x i y, el determinant de la matriu del sistema
és a′b − ab′ = 1, per la qual cosa el sistema és compatible determinat i té com a única solució
x = a + a′ i y = b + b′. Per tant, la fracció x/y de menor denominador compresa entre a/b i
a′/b′ és única i és (a+ a′)/(b + b′). ✷
El teorema següent dóna una deﬁnició alternativa de Fn, que ja hem esmentat a la introducció.
6.5 Teorema La seqüència Fn està formada per totes les fraccions irreductibles a/b tals que
0 ≤ a/b ≤ 1 i 0 < b ≤ n en ordre creixent.
Demostració Ja hem vist que totes les entrades a/b de Fn compleixen les dues condicions
0 ≤ a/b ≤ 1 i 0 < b ≤ n i que apareixen a Fn en ordre creixent.
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Sigui ara x/y una fracció irreductible amb 0 ≤ x ≤ y. Només cal demostrar que existeix un n
tal que x/y és una entrada de Fn, i que el menor d’aquests n és n = y. Ho demostrarem per
inducció. Això és clar si y = 1. Suposem que y ≥ 2 i que el resultat és cert per a fraccions amb
denominador y− 1. Les fraccions de Fy−1 tenen, per hipòtesi d’inducció, denominadors menors
o iguals que y − 1, per la qual cosa x/y no pertany a Fy−1. Aleshores, x/y està estrictament
entre dues fraccions consecutives a/b i a′/b′ de Fy−1, és a dir,
a
b
<
x
y
<
a′
b′
.
Com que
a
b
<
a+ a′
b+ b′
<
a′
b′
,
i les fraccions a/b i a′/b′ són consecutives a Fy−1, podem estar segurs que (a + a′)/(b + b′)
tampoc no és de Fy−1, la qual cosa implica, per hipòtesi d’inducció, que b + b′ ≥ y. Però la
proposició 6.4 implica que b + b′ ≤ y. Per tant, y = b + b′. La unicitat en el mateix teorema
implica que x = a+ a′. Veiem, doncs, que x/y = (a+ a′)/(b+ b′) és una entrada de Fy i no l’és
de Fy−1. ✷
Hem vist al teorema 6.1 que si per a un enter n ≥ 1 dues fraccions de Farey a/b i a′/b′ són
consecutives, aleshores a′b− ab′ = 1. La proposició 6.4 permet demostrar el recíproc.
6.6 Corol.lari Siguin 0 ≤ a/b < a′/b′ ≤ 1 dues fraccions irreductibles. Aleshores, existeix un
enter n ≥ 1 tal que a/b i a′/b′ són consecutives a Fn si, i només si, a′b− ab′ = 1.
Demostració Si existeix un tal n, aleshores a′b − ab′ = 1, tal com assegura el teorema 6.1.
Recíprocament, suposem que a′b − ab′ = 1. Si n = max{b, b′}, aleshores a/b i a′/b′ pertanyen
a Fn. Veurem ara que són consecutives a Fn. En efecte, sigui x/y una fracció irreductible tal
que a/b < x/y < a′/b′. Aquestes desigualtats impliquen que
xb− ya > 0, a′y − b′x > 0.
Els nombres enters λ = xb − ya i µ = a′y − b′x compleixen, doncs, λ, µ ≥ 1. Les igualtats
bx − ay = λ, −b′x + a′y = µ, pensades com un sistema d’equacions lineals en x i y, tenen
determinant del sistema a′b − ab′ = 1. Per tant, hi ha solució única. En particular, y =
bµ+ λb′ ≥ b+ b′ > n. Per tant, x/y /∈ Fn i a/b i a′/b′ són consecutives a Fn. ✷
Recordem que la funció φ d’Euler és la funció deﬁnida en els enters positius que fa correspondre
a cada enter n ≥ 1 el nombre enter positiu
φ(n) = #{x ∈ [n] : mcd(x, n) = 1}.
Com a corol·lari immediat del teorema 6.5, podem expressar el nombre de termes de Fn en
termes de la funció φ.
6.7 Corol.lari Sigui n ≥ 1 un enter i ℓ(Fn) el nombre de fraccions de Farey d’ordre n. Aleshores,
ℓ(Fn) = 1 + φ(1) + φ(2) + · · ·+ φ(n).
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Demostració Per inducció sobre n. Sabem que ℓ(F1) = 2 = 1 + φ(1). Sigui n ≥ 2 i suposem
que el resultat és cert per a n − 1. D’acord amb el teorema 6.5, la seqüència Fn conté totes
les fraccions a/b irreductibles amb 0 ≤ a ≤ b ≤ n. Per tant, les fraccions de Fn que no són de
Fn−1 són les fraccions irreductibles a/n amb a ≤ n, de les quals n’hi ha φ(n). Per tant,
ℓ(Fn) = ℓ(Fn−1) + φ(n) = 1 +
(
n−1∑
i=1
φ(i)
)
+ φ(n) = 1 +
n∑
i=1
φ(i). ✷
Acabem aquest apartat recollint tres propietats elementals però curioses de Fn.
6.8 Proposició Siguin n ≥ 1 un enter i Fn = (a1/b1, a2/b2, . . . , as/bs).
(i) Si a/b és una fracció de Farey d’ordre n, aleshores (b− a)/b també;
(ii) 2
s∑
i=1
ai =
s∑
i=1
bi;
(iii)
s∑
i=1
ai
bi
=
1
2
s =
1
2
(
1 +
s∑
i=1
φ(i)
)
.
Demostració (i) Que a/b és una fracció de Farey d’ordre n és equivalent que 0 ≤ a ≤ b ≤ n i
mcd(a, b) = 1. Llavors, és clar que 0 ≤ b − a ≤ b ≤ n. A més, mcd(b − a, a) = mcd(a, b) = 1.
Per tant, (b− a)/a també és un terme de Fn.
(ii) D’acord amb l’apartat anterior,
s∑
i=1
ai =
s∑
i=1
(bi − ai) =
s∑
i=1
bi −
s∑
i=1
ai,
d’on resulta la igualtat de (ii).
(iii)
s∑
i=1
ai
bi
=
s∑
i=1
bi − ai
bi
=
s∑
i=1
1−
s∑
i=1
ai
bi
= s−
s∑
i=1
ai
bi
.
Per tant,
s∑
i=1
ai
bi
=
1
2
s =
1
2
(
1 +
s∑
i=1
φ(i)
)
. ✷
Aproximacions racionals
En aquest apartat estudiarem algunes aproximacions de nombres reals per racionals. Veurem
com es pot reduir al cas de reals x amb 0 ≤ x < 1 i emprarem fraccions de Farey per fer
l’aproximació. Comencem amb una ﬁta entre fraccions de Farey consecutives.
6.9 Proposició Si a1/b1 i a2/b2 són dues fraccions de Farey d’ordre n consecutives, aleshores
es compleixen
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(i)
∣∣∣∣a1b1 −
a1 + a2
b1 + b2
∣∣∣∣ = 1b1(b1 + b2) ≤
1
b1(n+ 1)
;
(ii)
∣∣∣∣a2b2 −
a1 + a2
b1 + b2
∣∣∣∣ = 1b2(b1 + b2) ≤
1
b2(n+ 1)
.
Demostració (i) Com que (a1 + a2)/(b1 + b2) no és una fracció de Farey d’ordre n, resulta
b1 + b2 ≥ n+ 1. Aleshores,∣∣∣∣a1b1 −
a1 + a2
b1 + b2
∣∣∣∣ = |a1b2 − b1a2|b1(b1 + b2) =
1
b1(b1 + b2)
≤ 1
b1(n+ 1)
.
(ii) La demostració és anàloga a l’anterior. ✷
La remarca següent ens permetrà considerar aproximacions només de nombres reals x de l’in-
terval [0, 1).
6.10 Remarca Sigui x un nombre real, z = ⌊x⌋ la seva part entera inferior i x′ = x − z.
Certament, 0 ≤ x′ < 1. Suposem que podem aproximar x′ per un racional irreductible a/b en
menys de ǫ > 0, és a dir, |x′ − a/b| < ǫ. Aleshores,∣∣∣∣x− a+ bzb
∣∣∣∣ = ∣∣∣z + x′ − ab − z
∣∣∣ = ∣∣∣x′ − a
b
∣∣∣ < ǫ.
Notem que, si a/b és irreductible, llavors (a+bz)/b també: si d ≥ 1 divideix a+bz i b, aleshores
divideix a, amb la qual cosa d divideix mcd(a, b) = 1 i obtenim d = 1.
Veiem, doncs, que si x′ es pot aproximar en menys de ǫ per un racional irreductible de denomi-
nador b, aleshores x també es pot aproximar en menys de ǫ pel racional irreductible del mateix
denominador (a+ bz)/b.
6.11 Teorema Sigui n ≥ 1 un enter i x un nombre real. Aleshores existeix un racional a/b tal
que 0 < b ≤ n i ∣∣∣x− a
b
∣∣∣ ≤ 1
b(n+ 1)
.
Demostració D’acord amb la remarca 6.10 és suﬁcient considerar el cas 0 ≤ x < 1. Siguin a1/b1
i a2/b2 dues fraccions de Farey d’ordre n consecutives tals que a1/b1 ≤ x ≤ a2/b2. Aleshores,
a1/b1 ≤ x ≤ (a1 + a2)/(b1 + b2) o (a1 + a2)/(b1 + b2) ≤ x ≤ a2/b2. En tots dos casos apliquem
la proposició 6.9. En el primer cas, obtenim∣∣∣∣x− a1b1
∣∣∣∣ ≤
∣∣∣∣a1 + a2b1 + b2 −
a1
b1
∣∣∣∣ ≤ 1b1(n+ 1) ,
i només cal prendre a/b = a1/b1. En el segon cas, tenim∣∣∣∣x− a2b2
∣∣∣∣ ≤
∣∣∣∣a1 + a2b1 + b2 −
a2
b2
∣∣∣∣ ≤ 1b2(n+ 1) ,
i només cal prendre a/b = a2/b2. ✷
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6.12 Teorema Sigui x un nombre real irracional. Aleshores, existeix un nombre infinit de
nombres racionals a/b tals que ∣∣∣x− a
b
∣∣∣ < 1
b2
.
Demostració Per la remarca 6.10 podem suposar sense pèrdua de generalitat que 0 ≤ x < 1.
D’acord amb el teorema anterior, per a cada natural n ≥ 1 existeix un racional an/bn tal que
0 < bn ≤ n i ∣∣∣∣x− anbn
∣∣∣∣ ≤ 1bn(n+ 1) <
1
b2n
.
Suposem, per reducció a l’absurd, que hi ha un nombre ﬁnit d’aquests racionals an/bn. Aleshores
hi ha un nombre ﬁnit de valors de |x− an/bn|. Sigui |x− ak/bk| el menor de tots ells. Com que
x és irracional i ak/bk és racional, són diferents i existeix un natural n prou gran per tal que
1
n+ 1
<
∣∣∣∣x− akbk
∣∣∣∣ .
Llavors, ∣∣∣∣x− akbk
∣∣∣∣ ≤
∣∣∣∣x− anbn
∣∣∣∣ ≤ abn(n+ 1) ≤
1
n+ 1
<
∣∣∣∣x− akbk
∣∣∣∣ ,
que és contradictori. ✷
6.13 Remarca La condició que x sigui irracional no es pot obviar. Si x = r/s és racional amb
s > 0, per a tot racional a/b 6= r/s i b > s es té
∣∣∣r
s
− a
b
∣∣∣ = |rb − as|
sb
≥ 1
sb
>
a
b2
.
Per tant, totes les fraccions a/b que compleixen |r/s− a/b| < 1/b2 han de complir b ≤ s. Però
aleshores només hi ha un nombre ﬁnit de tals fraccions.
L’objectiu immediat és veure que el resultat anterior es pot millorar canviant la ﬁta 1/b2 per
la ﬁta 1/(
√
5b2). Abans, però, cal el lema següent.
6.14 Lema Si x i y són dos enters positius, les dues desigualtats següents són incompatibles,
és a dir, almenys una és falsa.
1√
5
(
1
x2
+
1
y2
)
≤ 1
xy
,
1√
5
(
1
x2
+
1
(x+ y)2
)
≤ 1
x(x + y)
.
Demostració Suposem que es compleixen ambdues desigualtats i arribarem a contradicció. Per
a la primera desigualtat tenim les equivalències següents:
1√
5
(
1
x2
+
1
y2
)
≤ 1
xy
⇐⇒ x
2 + y2
x2y2
≤
√
5
xy
⇐⇒ x2 + y2 ≤ √5xy.
Canviant y per x+ y s’obté que la segona desigualtat és equivalent a
x2 + (x+ y)2 ≤
√
5x(x + y).
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Sumant ambdues desigualtats obtenim
3x2 + 2y2 + 2xy ≤
√
5(x2 + 2xy)⇔ 2y2 + (2 − 2
√
5)xy + (3−
√
5)x2 ≤ 0
⇔ 4y2 + 4(1−
√
5)xy + (5− 2
√
5 + 1)x2 ≤ 0
⇔ (2y + (1 −
√
5)x)2 ≤ 0.
Aleshores ha de ser 2y+(1−√5)x = 0, la qual cosa implica √5 = 1+2y/x. Com que 1+2y/x
és racional i
√
5 és irracional, hem arribat a una contradicció. ✷
6.15 Teorema (de Hurwitz) Sigui x un nombre real irracional. Aleshores, existeix un nombre
infinit de nombres racionals h/k tals que∣∣∣∣x− hk
∣∣∣∣ < 1√5k2 .
Demostració Per la remarca 6.10 podem suposar 0 ≤ x < 1. La prova té dues parts. Primer
demostrarem que, ﬁxat un enter n > 1, existeix una fracció de Farey h/k d’ordre n o superior tal
que |x−h/k| < 1/(√5k2). En segon lloc, veurem que si h/k compleix la desigualtat, aleshores en
podem trobar una altra h1/k1 tal que també la compleixi i tal que |x−h1/k1| < |x−h/k|. Això
permet construir una successió de termes diferents (cadascun més proper a x que l’anterior)
que compleixen la desigualtat.
Fixem, doncs, un n > 1 enter. Existeixen dues fraccions de Farey a/b i c/d d’ordre n consecu-
tives tals que a/b < x < c/d (les desigualtats són estrictes perquè x és irracional). Aleshores,
es compleix una de les dues condicions a/b < x < (a+ c)/(b + d) o (a + c)/(b + d) < x < c/d.
Veurem que una de les tres fraccions a/b, (a+ c)/(b+ d) i c/d serveix com a hn/kn.
Cas 1. a/b < x < (a + c)/(b + d). Suposem que cap h/k ∈ {a/b, (a+ c)/(b + d), c/d} satisfà
la desigualtat |x− h/k| < 1/(√5k2) i arribarem a contradicció. Tenim
x− a
b
≥ 1
b2
√
5
,
a+ c
b+ d
− x ≥ 1
(b + d)2
√
5
,
c
d
− x ≥ 1
d2
√
5
.
Sumant la primera desigualtat primer amb la tercera i després amb la segona, obtenim
c
d
− a
b
≥ 1
d2
√
5
+
1
b2
√
5
,
a+ c
b + d
− a
b
≥ 1
(b+ d)2
√
5
+
1
b2
√
5
.
Aleshores,
1
bd
=
cb− ad
bd
=
c
d
− a
b
≥ 1√
5
(
1
b2
+
1
d2
)
i
1
b(b+ d)
=
(a+ c)b− (b+ d)a
b(b+ d)
=
a+ c
b + d
− a
b
≥ 1√
5
(
1
b2
+
1
(b + d)2
)
.
Segons el lema 6.14, almenys una d’aquestes dues desigualtats és falsa. Contradicció.
Cas 2. (a+c)/(b+d) < x < c/d. Com abans, suposem que cap h/k ∈ {a/b, (a+c)/(b+d), c/d}
satisfà la desigualtat |x− h/k| < 1/(√5k2) i arribarem a contradicció. Tenim
x− a
b
≥ 1
b2
√
5
, x− a+ c
b + d
≥ 1
(b + d)2
√
5
,
c
d
− x ≥ 1
d2
√
5
.
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Sumant la tercera desigualtat a les altres dues, obtenim,
c
d
− a
b
≥ 1
d2
√
5
+
1
b2
√
5
,
c
d
− a+ c
b + d
≥ 1
d2
√
5
+
1
(b+ d)2
√
5
.
Aleshores,
1
bd
=
cb− ad
bd
=
c
d
− a
b
≥ 1√
5
(
1
b2
+
1
d2
)
i
1
d(b + d)
=
(b+ d)c− (a+ c)d
d(b + d)
=
c
d
− a+ c
b + d
≥ 1√
5
(
1
d2
+
1
(b+ d)2
)
.
Segons el lema 6.14, almenys una d’aquestes dues desigualtats és falsa. Contradicció.
Ens convé establir la propietat addicional de h/k que |x − h/k| < 1/(n + 1). En efecte, com
que h/k és una de les tres fraccions a/b, (a+ c)/(b+ d) i c/d, el nombre |x− h/k| és menor que
la longitud d’un dels intervals [a/b, (a+ c)/(b + d)] i [(a + c)/(b + d), c/d]. Com que a/b i c/d
són fraccions de Farey d’ordre n consecutives, en tots dos casos podem aplicar la proposició 6.9
i tenim una de les situacions∣∣∣∣x− hk
∣∣∣∣ <
∣∣∣∣a+ cb + d − ab
∣∣∣∣ ≤ 1b(n+ 1) ≤ 1n+ 1 ,
o ∣∣∣∣x− hk
∣∣∣∣ <
∣∣∣∣ cd − a+ cb + d
∣∣∣∣ ≤ 1d(n+ 1) ≤ 1n+ 1 ,
i, en tot cas, |x− h/k| < 1/(n+ 1).
Considerem ara el nombre positiu |x−h/k|. Sigui n1 un enter tal que n1 > 1/|x−h/k|. Aplicant
l’argument anterior a n1, obtenim una fracció h1/k1 tal que |x− h1/k1| < 1/(k21
√
5) i∣∣∣∣x− h1k1
∣∣∣∣ ≤ 1n1 + 1 <
∣∣∣∣x− hk
∣∣∣∣ .
Recurrentment, obtenim una successió de racionals diferents hn/kn amb les propietats requeri-
des. ✷
La proposició següent assegura que el factor
√
5 no es pot millorar, és a dir, no es pot canviar
per un nombre real major.
6.16 Proposició Sigui φ = (1+
√
5)/2 i M > 0 un nombre real. Si existeixen infinits racionals
h/k tals que ∣∣∣∣φ− hk
∣∣∣∣ < 1Mk2 ,
aleshores M ≤ √5.
Demostració Posem φ =
√
5 − φ = (1 − √5)/2. Tenim (x − φ)(x − φ) = x2 − x − 1. Tant φ
com φ són irracionals, així que, per a enters h i k > 0 qualssevol, tenim
0 <
∣∣∣∣hk − φ
∣∣∣∣ ·
∣∣∣∣hk − φ
∣∣∣∣ =
∣∣∣∣
(
h
k
− φ
)(
h
k
− φ
)∣∣∣∣ =
∣∣∣∣h2k2 − hk − 1
∣∣∣∣ = 1k2 |h2 − hk − k2|.
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Com que |h2 − hk − k2| és un enter positiu, resulta∣∣∣∣hk − φ
∣∣∣∣ ·
∣∣∣∣hk − φ
∣∣∣∣ ≥ 1k2 .
Suposem que existeix una successió hn/kn de nombres racionals diferents tals que∣∣∣∣hnkn − φ
∣∣∣∣ < 1Mk2n .
La desigualtat anterior és equivalent a
knφ− 1
Mkn
< hn < knφ+
1
Mkn
.
Així, per a un kj ﬁxat hi ha només un nombre ﬁnit de possibles valors enters de hn que
compleixin aquestes desigualtats. Però com que hi ha un nombre inﬁnit de hn/kn diferents, ha
de ser limn kn = +∞. Notem que∣∣∣∣hnkn − φ
∣∣∣∣ =
∣∣∣∣hnkn − φ+
√
5
∣∣∣∣ ≤
∣∣∣∣hnkn − φ
∣∣∣∣+√5 ≤ 1Mk2n +
√
5.
Aleshores,
1
k2n
≤
∣∣∣∣hnkn − φ
∣∣∣∣ ·
∣∣∣∣hnkn − φ
∣∣∣∣ ≤ 1Mk2n
(
1
Mk2n
+
√
5
)
.
D’aquí que
M ≤ 1
Mk2n
+
√
5,
i, prenent límits, obtenim M ≤ √5. ✷
Polígons de Farey
En aquest apartat associem a Fn un polígon del qual veurem algunes propietats; en particular,
en calcularem l’àrea.
Un punt del pla és reticular si té les dues coordenades enteres. Sigui O = (0, 0) l’origen de
coordenades. Un punt reticular A = (x, y) 6= (0, 0) del pla és visible si el segment OA no conté
cap punt reticular diferent de O i de A. Els punts reticulars visibles admeten una caracterització
fàcil.
6.17 Proposició Un punt reticular (a, b) 6= (0, 0) és visible si, i només si, mcd(a, b) = 1.
Demostració Suposem que A = (a, b) és visible i sigui d = mcd(a, b). La recta L que passa per
O i A té equació bx− ay = 0. Com que b(a/d)− a(b/d) = 0, el punt (a/d, b/d) pertany a L, i
com que d ≥ 1, pertany al segment d’extrems O i A. Com que A és visible i (a/d, b/d) 6= (0, 0)
ha de ser (a/d, b/d) = (a, b), és a dir, d = 1.
Recíprocament, suposem que A = (a, b) és ocult. Considerem primer el cas de punts enters sobre
els eixos de coordenades. Si a = 0, aleshores ha de ser |b| > 1 i, efectivament, mcd(0, b) = |b| > 1.
Anàlogament, si b = 0, aleshores mcd(a, 0) = |a| > 1.
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Considerem, doncs, el cas d’un punt reticular A = (a, b) ocult amb ab 6= 0. Aleshores, existeix
un punt reticular (x0, y0) del segment OA diferent de O i de A. Aquest punt pertany a la recta
d’equació bx − ay = 0, els punts de la qual no tenen coordenades zero (excepte O, és clar).
Aleshores, bx0 − ay0 = 0, és a dir, bx0 = ay0. Això implica x0/y0 = a/b. Com que |x0| < |a| i
|y0| < |b|, resulta que la fracció a/b no és irreductible, és a dir, mcd(a, b) > 1. ✷
Si a/b és una fracció de Farey d’ordre n, el punt (a, b) es diu un punt de Farey d’ordre n.
6.18 Corol.lari Tots els punts de Farey són visibles.
Demostració Una fracció de Farey a/b d’ordre n és irreductible, per tant mcd(a, b) = 1. Això
implica que el punt (a, b) és visible. ✷
Veurem ara algunes propietats dels triangles formats per punts de Farey de fraccions consecu-
tives i l’origen de coordenades.
6.19 Proposició Siguin a/b i c/d dues fraccions de Farey d’ordre n consecutives i T el triangle
de vèrtexs (0, 0), (a, b) i (c, d). Aleshores,
(i) l’àrea de T és 1/2;
(ii) el triangle T no té cap punt reticular interior.
Demostració
(i) Com que a/b i c/d són consecutives, es compleix bc− ad = 1. L’àrea de T és el valor absolut
de
1
2
∣∣∣∣∣∣
1 a b
1 c d
1 0 0
∣∣∣∣∣∣ =
1
2
(ad− bc) = −1
2
,
és a dir, 1/2.
(ii) Sigui L1 la recta que passa per l’origen O i (a, b) i L2 la recta que passa per O i (c, d) (vegeu
la ﬁgura 6.1). El pendent de L1 és b/a (que prenem∞ si (a, b) = (0, 1)), i el de L2 és d/c. Com
que a/b < c/d, tenim 1 ≤ d/c < b/a. Suposem que existeix un punt reticular (x, y) interior a
T i arribarem a contradicció. Sigui L la recta que passa per O i (x, y). Si d = mcd(x, y), el
punt (x′, y′) = (x/d, y/d) és reticular, pertany a L, i és interior a T . Com que y′ ≤ max{b, d},
resulta que x′/y′ també és una fracció de Farey d’ordre n. Ara, el pendent de L és y/x i
és intermedi entre els pendents de L1 i L2, és a dir, d/c < y′/x′ < b/a o, equivalentment,
a/b < x′/y′ < c/d. Però això contradiu que a/b i c/d siguin consecutives. Per tant, T no té
punts interiors reticulars. ✷
Deﬁnirem ara el polígon de Farey. Recordem que, donats s punts del pla P1, . . . , Ps, la regió del
pla ﬁtada que té per frontera la reunió dels segments P1P2, . . . , Ps−1Ps, PsP1 s’anomena polígon
de vèrtexs P1, . . . , Ps i es denota P1 . . . Ps. Els segments P1P2, . . . , Ps−1Ps, PsP1 es diuen els
costats del polígon. Un polígon és simple si la seva frontera, considerada com a una corba del
pla, és una corba tancada simple. Així, en un polígon simple, tots els vèrtexs són diferents,
cada vèrtex pertany exactament a dos costats, i dos costats s’intersecten en un vèrtex o són
disjunts.
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O
L1 L
L2
(a, b)
(c, d)
(x, y)
(x′, y′) = (x/d, y/d)
Figura 6.1: Demostració de la proposició 6.19 (ii).
Considerem la seqüència de Farey Fn = (a1/b1, . . . , as/bs) i, per a cada fracció ai/bi, considerem
el punt de Farey Pi = (ai, bi). Sigui O = P0 = (0, 0) l’origen de coordenades. El polígon
P0P1 . . . Ps s’anomena polígon de Farey d’ordre n. La ﬁgura 6.2 mostra el polígon de Farey
d’ordre n = 5, corresponent a
F5 = (0/1, 1/5, 1/4, 1/3, 2/5, 1/2, 3/5, 2/3, 3/4, 4/5, 1/1).
El polígon, doncs, té per frontera la poligonal deﬁnida pels punts
(0, 0), (0, 1), (1, 5), (1, 4), (1, 3), (2, 5), (1, 2), (3, 5), (2, 3), (3, 4), (4, 5), (1, 1), (0, 0).
Figura 6.2: Polígon de Farey d’ordre 5.
6.20 Teorema El polígon de Farey d’ordre n té les propietats següents:
(i) és un polígon simple;
(ii) no té punts reticulars interiors;
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(iii) té àrea
1
2
n∑
i=1
φ(i).
Demostració Sigui P0P1 . . . Ps el polígon de Farey d’ordre n. En aquesta demostració cal
prendre els subíndexs mòdul s + 1. Per a i ∈ [s], sigui Li la recta que passa per l’origen P0 i
per Pi. Com que les fraccions de Farey estan en ordre creixent, els pendents de les rectes Li
estan en ordre estrictament decreixent.
(i) Per a i ∈ {0, . . . s}, el costat PiPi+1 està inclòs a la regió del primer quadrant limitada per
les rectes Li i Li+1 i, per tant, no intersecta cap altre costat excepte el Pi−1Pi en el punt Pi i
el costat Pi+1Pi+2 en el punt Pi+2. Per tant, es tracta d’un polígon simple.
(ii) El fet que les rectes Li tinguin pendents estrictament decreixents implica que els triangles
P0PiPi+1 amb i ∈ [s−1] recobreixen el polígon de Farey i tenen interiors disjunts. D’acord amb
el segon apartat de la proposició 6.19, aquests triangles no contenen punts reticulars interiors.
Finalment, com que els punts Pi són visibles, els segments P0Pi no contenen punts reticulars
altres que els Pi. Per tant, el polígon de Farey no conté punts reticulars interiors.
(iii) D’acord amb el primer apartat de la proposició 6.19, l’àrea de cada triangle P0PiPi+1 és
1/2. L’àrea del polígon de Farey és la suma de les àrees d’aquests triangles i, per tant, és
(s − 1)/2. Ara, segons el corol·lari 6.7, la seqüència de Farey d’ordre n té s = 1 +∑ni=1 φ(i)
termes. Per tant, l’àrea del polígon de Farey és (
∑n
i=1 φ(i)) /2. ✷
6.21 Remarca El teorema anterior concorda amb el teorema de Pick (vegeu el capítol 20). En
efecte, el teorema de Pick asegura que l’àrea d’un polígon simple amb tots els vèrtexs reticulars
es pot calcular com segueix: si és I el nombre punts reticulars interiors al polígon, i F és el
nombre de punts reticulars sobre la frontera, aleshores l’àrea del polígon és
I +
F
2
− 1.
En el cas del polígon de Farey d’ordre n, tenim I = 0 i F és la longitud de la sèrie de Farey
d’ordre n més 1 perquè cal comptar l’origen, és a dir, F = 1 +
∑n
i=1 φ(i) + 1 = 2 +
∑n
i=1 φ(i).
Llavors, l’àrea és
F
2
− 1 = 1
2
n∑
i=1
φ(i).
Els cercles de Ford
L. R. Ford associà a cada fracció irreductible positiva a/b un cercle C(a/b) de centre (a/b, 1/(2b2))
i radi 1/(2b2). Es tracta d’un cercle contingut en el semiplà y > 0 i tangent a l’eix de
les x. Per exemple, la ﬁgura 6.3 mostra els cercles de Ford corresponents a les fraccions de
F3 = (0/1, 1/3, 1/2, 2/3, 1/1).
Els resultats sobre aproximació que hem vist en apartats anteriors, Ford els obtingué via aques-
ta representació. No seguirem el seu discurs, però esmentarem i demostrarem el seu primer
resultat.
6.22 Proposició Siguin a/b i c/d dues fraccions irreductibles positives diferents. Aleshores,
|cb− ad| ≥ 1. A més,
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0/1 1/3 1/2 2/3 1/1
Figura 6.3: Cercles de Ford de les fraccions de F3.
(i) si |cb− ab| = 1 els dos cercles C(a/b) i C(c/d) són tangents;
(ii) si |cb− ab| > 1 els dos cercles C(a/b) i C(c/d) són disjunts.
Demostració La condició |cb− ad| = 0 equival a cb = ad, és a dir, que a/b = c/d en contra que
les fraccions siguin diferents. Per tant, |cb− ad| ≥ 1.
La distància d(A,B) entre els centres A = (a/b, 1/(2b2)) i B = (c/d, 1/(2d2)) dels dos cercles
compleix
(d(A,B))2 =
( c
d
− a
b
)2
+
(
1
2d2
− 1
2b2
)2
=
(bc− ad)2
d2b2
+
(
1
2d2
+
1
2b2
)2
− 4 1
4d2b2
=
(bc− ad)2 − 1
d2b2
+
(
1
2d2
+
1
2b2
)2
.
Notem que 1/(2d2) + 1/(2b2) és la suma dels radis dels dos cercles. Si |bc− ad| = 1, aleshores
la distància entre els centres d(A,B) és la suma dels radis i, per tant, els cercles són tangents.
Si |bc− ad| > 1, aleshores d(A,B) és major que la suma dels radis i els cercles són disjunts.
En particular, fraccions de Farey consecutives tenen cercles de Ford tangents.
7. El problema de l’agulla de Buffon
Introducció
En una habitació que té el trespol cobert per plaques paral·leles de la mateixa amplitud es
llança una agulla de longitud ﬁxada. Quina és la probabilitat que l’agulla creuï alguna de les
rectes que separen les plaques?
En altres termes, en el pla tenim un conjunt de rectes paral·leles, a les quals anomenarem
pautes, cadascuna separada una distància d de les pautes més properes. S’escull aleatòriament
un segment, que anomenarem agulla, de longitud ℓ. Es tracta de trobar la probabilitat que
l’agulla talli una pauta.
Aquest problema, plantejat i resolt el 1777 per Georges Louis Lecrec, comte de Buﬀon, té més
d’un punt d’interès.
En primer lloc, cap al segle XVIII els problemes de probabilitat tenien un component essenci-
alment combinatori. Bàsicament, es tractava de comptar la proporció de casos favorables en
relació amb els casos possibles. El problema i la solució de Buﬀon involucren arguments dife-
rents, si es vol de naturalesa geomètrica. Sembla que tant Newton com Halley ja havien emprat
mètodes geomètrics per calcular probabilitats, però no hi ha dubte que, en aquest sentit, el
treball de Buﬀon tingué molta inﬂuència. El mateix Buﬀon, Laplace, Lamé i Barbier, entre
d’altres, s’ocuparen de variants i generalitzacions del problema (vegeu a A. Kalousová [51] una
descripció més detallada).
En segon lloc, si la distància entre pautes és d i l’agulla té longitud ℓ i ℓ < d, la resposta és
sorprenent: com veurem, la probabilitat que es produeixi un creuament és (2ℓ)/(πd). Això
permet calcular π pel mètode de Monte-Carlo: es fan (o es simulen) una bona quantitat de
llançaments i es compta la proporció d’aquells en què l’agulla talla alguna de les pautes. Si
aquesta proporció és p, aleshores π es pot aproximar per π ≃ (2ℓ)/(pd). En aquest sentit, hi
ha un experiment de Lazzarini, que suposadament va construir una màquina per llançar 3408
vegades una agulla amb ℓ/d = 5/6. Segons ell, l’aproximació de π que va obtenir donava sis
xifres correctes. A l’article de L. Badger [4] hi ha detalls sobre el poc creïble experiment de
Lazzarini i un estudi tècnic i històric de l’assumpte.
El problema de l’agulla de Buﬀon i la seva solució estan exposats a molts llocs i des de diferents
punts de vista. Nosaltres hem emprat l’article de Y. Xu i Y. Shi [101] i el llibre de M. Aigner i
G. M. Ziegler [1], on també s’exposa una enginyosa solució alternativa de Barbier en el cas que
ℓ ≤ d.
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La solució
La proposició següent dóna resposta al problema de l’agulla de Buﬀon.
7.1 Proposició Sigui p(ℓ, d) la probabilitat demanada en el problema de Buffon per a una agulla
de longitud ℓ i distància entre pautes d. Aleshores,
(i) p(ℓ, d) =
2
π
ℓ
d
si ℓ ≤ d;
(ii) p(ℓ, d) =
2
πd
(ℓ −
√
ℓ2 − d2) + 1− 2
π
arcsin
d
ℓ
si ℓ ≥ d.
Demostració Comencem per establir un model adequat. En tots dos casos, sigui x la distància
del punt mitjà de l’agulla a la pauta més propera (vegeu la ﬁgura 7.1). Certament, 0 ≤ x ≤ d/2.
Sigui α l’angle que cal girar l’agulla en sentit directe deixant ﬁx el seu punt mitjà per posar-la
horitzontal. Tenim 0 ≤ α < π.
x ℓ/2 (ℓ/2) sinα
α
d
x
ℓ/2
(ℓ/2) sinα α
d
Figura 7.1: Paràmetres x i α per a l’agulla de Buffon.
El llançament aleatori signiﬁca que el punt mitjà de l’agulla pot caure a qualsevol distància x
de la pauta més propera i amb qualsevol angle α, sense valors de x ni de α privilegiats. Així,
podem identiﬁcar el resultat d’un llançament amb una parella (x, α). Prenem, doncs, com a
espai mostral el conjunt
Ω = {(x, α) : 0 ≤ x ≤ d/2, 0 ≤ α < π}.
Els esdeveniments són els subconjunts mesurables de Ω, és a dir, els subconjunts amb àrea.
Denotarem per S(A) l’àrea d’un esdeveniment A. Tenim S(Ω) = πd/2. La probabilitat d’un
esdeveniment A és
p(A) =
S(A)
S(Ω)
=
2
πd
S(A).
Amb aquest model, calcularem les probabilitats demanades.
La condició que l’agulla talli una pauta és equivalent a la condició x ≤ (ℓ/2) sinα. Com que, a
més, la parella (x, α) ha de ser de Ω, s’ha de complir x ≤ d/2. Per tant, l’esdeveniment que cal
considerar és
A = {(x, α) ∈ Ω : x ≤ min{(ℓ/2) sinα, d/2}}.
(i) Suposem ℓ ≤ d. Com que ℓ
2
sinα ≤ ℓ
2
≤ d
2
, l’esdeveniment que considerem és
A = {(x, α) ∈ [0, d/2]× [0, π] : x ≤ ℓ
2
sinα}.
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L’àrea de A és (vegeu la ﬁgura 7.2, esquerra)
S(A) =
∫ π
0
ℓ
2
sinαdα =
ℓ
2
[− cosα]π0 =
ℓ
2
(− cosπ + cos 0) = ℓ.
Aleshores,
p(ℓ, d) = p(A) =
2
π
ℓ
d
.
(ii) Suposem ara que ℓ ≥ d. La condició (ℓ/2) sinα = d/2 equival a la condició sinα = d/ℓ i
tenim α = arcsin(d/ℓ). L’esdeveniment A que considerem (vegeu ﬁgura 7.2, dreta) té àrea
S(A) =2
∫ arcsin(d/ℓ)
0
1
2
sinαdα+
∫ π−arcsin(d/ℓ)
arcsin(d/ℓ)
d
2
dα
=ℓ [− cosα]arcsin(d/ℓ0 +
d
2
(π − 2 arcsin d
ℓ
)
=ℓ
(
−
√
1− d
2
ℓ2
+ 1
)
+
d
2
(
π − 2 arcsin d
ℓ
)
=ℓ−
√
ℓ2 − d2 + d
2
(
π − 2 arcsin d
ℓ
)
.
Per trobar la probabilitat de A cal multiplicar S(A) per 2/(πd). Llavors,
p(ℓ, d) = P (A) =
2
πd
(ℓ−
√
ℓ2 − d2) + 1− 2
π
arcsin
d
ℓ
. ✷
x
d/2
α0 π
A
Ω
x
d/2
α0 π
A
Ω
arcsin(d/ℓ)
Figura 7.2: A l’esquerra el cas ℓ ≤ d i a la dreta el cas ℓ ≥ d.
7.2 Remarca Aplicant la fórmula del cas ℓ ≥ d per a ℓ = d resulta p(ℓ, d) = 2ℓ/(πd), que és
també la fórmula per al cas ℓ ≤ d.
7.3 Remarca En el cas ℓ ≤ d, tenim
lim
d→+∞
p(ℓ, d) = lim
d→+∞
2ℓ
πd
= 0,
com calia esperar.
50 7. El problema de l’agulla de Buffon
7.4 Remarca En el cas ℓ ≥ d tenim
lim
ℓ→+∞
(ℓ −
√
ℓ2 − d2) = lim
ℓ→+∞
ℓ2 − (ℓ2 − d2)
ℓ+
√
ℓ2 − d2 = 0, limℓ→+∞
1
π
arcsin
d
ℓ
= 0,
Aleshores,
lim
ℓ→+∞
p(ℓ, d) = lim
ℓ→+∞
{
2
πd
(ℓ −
√
ℓ2 − d2) + 1− 1
π
arcsin
d
ℓ
}
= 1,
com era d’esperar.
8. Construcció axiomàtica
dels nombres naturals
Introducció
En els llibres i cursos d’anàlisi és freqüent començar amb l’axiomàtica dels nombres reals R, que
inclou els axiomes que l’estructuren com a un cos i els axiomes d’ordre, amb els quals resulta
un cos arquimedià i que compleix l’axioma del suprem. El nombre d’axiomes que s’exigeixen és
gran. Els conjunts dels naturals, dels enters i dels racionals es deﬁneixen adequadament com a
subconjunts de R.
Hi ha, però, un punt de vista alternatiu, que és començar la construcció dels conjunts de nombres
pels naturals i, a partir d’ells, anar construint pas a pas els enters, els racionals i els reals. Per
a aquest procediment cal una axiomàtica per als nombres naturals que, contràriament a la dels
reals, és extremadament simple. Amb molt pocs axiomes es poden construir tots els conjunts
de nombres habituals.
Les construccions dels enters a partir dels naturals, i dels racionals a partir dels enters, són
fàcils. La dels reals a partir dels racionals és més complicada i la detallarem al capítol 9.
El contingut d’aquest capítol segueix ﬁl per randa el treball d’A. Roig [83].
Axiomes i unicitat
Introduirem els nombres naturals mitjançant uns axiomes que són una reformulació més com-
pacta dels que va explicitar Giuseppe Peano.
Un conjunt de nombres naturals és una parella (N, s) formada per un conjunt no buit N i una
aplicació s : N→ N que compleix:
1) L’aplicació s és injectiva i no exhaustiva.
2) Per a tot A ⊆ N, si s(A) ⊆ A i A ∩ (N \ s(N)) 6= ∅, aleshores A = N.
La imatge s(x) d’un element x ∈ N es diu el següent de x.
Hem d’interpretar el conjunt N com el conjunt de nombres naturals que intuïtivament hom
s’imagina {0, 1, 2, . . .}, i s com l’aplicació «següent», que fa correspondre a cada nombre natural
el seu següent. Observem que hem deﬁnit un conjunt de nombres naturals, i no pas el conjunt
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de nombres naturals, ja que n’hi poden haver de diferents, però més endavant veurem que les
diferències són poc rellevants i que, essencialment, tots tenen les mateixes propietats.
8.1 Proposició Sigui (N, s) un conjunt de nombres naturals. Aleshores,
(i) el conjunt N \ s(N) té un únic element;
(ii) n 6= s(n) per a tot n ∈ N.
Demostració (i) Com que s no és exhaustiva, es té N \ s(N) 6= ∅. Cal veure que no pot tenir
més d’un element. Suposem que en té almenys dos, és a dir, m,n ∈ N \ s(N) i m 6= n. Prenem
A = N \ {n}. Com que n /∈ s(N), aleshores s(A) ⊆ A. També es té m ∈ A ∩ (N \ s(N)) 6= ∅.
El segon axioma assegura que A = N, però en canvi A 6= N. Tenim, doncs, una contradicció
derivada del fet que N \ s(N) tingui dos o més elements. Per tant, N \ s(N) té cardinal 1.
(ii) Suposem que existeix algun n ∈ N tal que n = s(n). Prenem A = N \ {n}. Com que s és
injectiva, n /∈ s(A) i per tant es té que s(A) ⊆ A. També tenim que n /∈ N \ s(N), i, per tant,
A∩ (N \ s(N)) = N \ s(N), que no és buit per l’apartat (i). En canvi, A 6= N, i no es compleix la
segona condició de la deﬁnició de naturals. Hem arribat a una contradicció, i per tant n 6= s(n)
per a tot n ∈ N. ✷
Ara podem denotar l’únic element de N \ s(N) per 0, i de forma anàloga, 1 = s(0), 2 = s(1), i
així successivament.
Sigui (N, s) un conjunt de nombres naturals. Un subconjunt A ⊆ N és inductiu si compleix:
1) 0 ∈ A.
2) Si n ∈ A, llavors s(n) ∈ A.
Observem que N és inductiu.
Com que l’únic element de N \ s(N) = {0}, el segon axioma es pot reformular com segueix.
8.2 Proposició (principi d’inducció) Sigui (N, s) un conjunt de nombres naturals, i A ⊆ N un
subconjunt inductiu. Aleshores, A = N.
Aquest principi és la base de les demostracions per inducció en els nombres naturals. En general,
l’argument és el següent. Sigui P (n) un predicat referit a nombres naturals n. L’objectiu és
veure que P (n) és ver per a tot n. Deﬁnim el conjunt A = {n ∈ N : P (n) és ver}. Si
aconseguim veure que A és inductiu, pel principi d’inducció es conclou que A = N. Per tant,
P (n) es compleix per a tot n ∈ N.
Acabarem aquest apartat provant que el conjunt de nombres naturals és essencialment únic.
Siguin (N, s) i (N′, s′) dos conjunts de nombres naturals. Una aplicació f : N → N′ és un
isomorfisme entre (N, s) i (N′, s′) si és bijectiva i f(s(n)) = s′(f(n)) per a tot n ∈ N.
8.3 Lema Siguin (N, s) i (N′, s′) dos conjunts de nombres naturals, 0 = N\s(N) i 0′ = N′\s(N′).
Si f : N→ N′ és un isomorfisme, aleshores f(0) = 0′.
Demostració Suposem que f(0) = p 6= 0′. Aleshores, p = s′(q) per a algun q ∈ N′. Com que f és
exhaustiva, es té que f(r) = q per a un r ∈ N i, per tant, f(s(r)) = s′(f(r)) = s′(q) = p = f(0).
Com que f és injectiva, resulta s(r) = 0 /∈ s(N), que és contradictori. ✷
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8.4 Proposició Siguin (N, s) i (N′, s′) dos conjunts de nombres naturals. Aleshores, existeix un
únic isomorfisme f : N→ N′.
Demostració Siguin 0 i 0′ els zeros de N i N′, respectivament. Deﬁnim f(0) = 0′ i f(s(n)) =
s′(f(n)). Sigui D ⊆ N el conjunt de nombres naturals n pels quals està deﬁnit f(n). Com que
f(0) = 0′, tenim 0 ∈ D. Si n ∈ D, aleshores està deﬁnit f(n) i tenim f(s(n)) = s′(f(n)), és a
dir, s(n) ∈ D. Per tant, D és inductiu i D = N.
Anàlogament, intercanviant els papers de N i N′, existeix una aplicació g : N′ → N que compleix
g(0′) = 0 i g(s′(n)) = s(g(n)). Si veiem que f i g són inverses l’una de l’altra, haurem demostrat
que ambdues són bijectives i, per tant, isomorﬁsmes.
Hem de veure que g ◦ f = idN i f ◦ g = idN′ . Per provar la primera igualtat, demostrarem que
(g ◦f)(n) = n per a tot n ∈ N per inducció. Per a n = 0, tenim (g ◦f)(0) = g(f(0)) = g(0′) = 0.
Si (g ◦ f)(n) = n, aleshores
(g ◦ f)(s(n)) = g(f(s(n))) = g(s′(f(n))) = s(g(f(n))) = s(n).
Per tant, g ◦f = idN. Anàlogament, f ◦g = idN′ . Això implica que f i g són bijectives i, d’acord
amb la seva deﬁnició, isomorﬁsmes.
Finalment, veiem que f és l’únic isomorﬁsme entre (N, s) i (N′, s′). Si h : N → N′ és un
isomorﬁsme, aleshores, d’acord amb el lema 8.3, h(0) = 0′ = f(0). A més, si h(n) = f(n),
aleshores
h(s(n)) = s′(h(n)) = s′(f(n)) = f(s(n)),
la qual cosa implica h(n) = f(n) per a tot n ∈ N, és a dir, h = f . ✷
Essencialment, doncs, existeix un únic conjunt de nombres naturals, que anomenarem el conjunt
de nombres naturals, i el denotarem per N.
Suma
Sigui m ∈ N. Deﬁnim la suma de m i un natural n per
1) m+ 0 = m.
2) m+ s(n) = s(m+ n).
Les dues condicions anteriors impliquen que el conjunt de nombres naturals n tals que m + n
està deﬁnit és inductiu. Per tant, m+n està deﬁnit per a tot natural n. Com que m és arbitrari,
tenim deﬁnida una aplicació
N× N → N
(m,n) 7→ m+ n
que és la suma de nombres naturals.
8.5 Remarca Observem que, deﬁnit 1 = s(0), tenim n+ 1 = n+ s(0) = s(n + 0) = s(n), com
calia esperar.
Les propietats bàsiques de la suma es recullen a la proposició següent.
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8.6 Proposició Per a tot ℓ,m, n ∈ N es compleixen les propietats següents:
(i) n+ 0 = n = 0 + n (0 és l’element neutre);
(ii) (ℓ +m) + n = ℓ+ (m+ n) (propietat associativa);
(iii) m+ n = n+m (propietat commutativa);
(iv) si m+ ℓ = n+ ℓ, aleshores m = n (propietat de simpliﬁcació);
(v) si m+ n = 0, aleshores m = n = 0.
Demostració (i) Per la deﬁnició de suma tenim n + 0 = n. L’altra igualtat la veurem per
inducció. Si n = 0, la igualtat es compleix trivialment. Suposem que és cert per a n. Per la
hipòtesi d’inducció i la deﬁnició recursiva de suma tenim 0 + s(n) = s(0 + n) = s(n).
(ii) Per inducció sobre n. Si n = 0, es té (ℓ+m) + 0 = ℓ+m = ℓ+ (m+ 0). Suposem-ho vàlid
per a n. Ara volem veure que és vàlid per a s(n).
(ℓ+m) + s(n) = s((ℓ +m) + n) per deﬁnició de suma
= s(ℓ+ (m+ n)) per hipòtesi d’inducció
= ℓ+ s(m+ n) per deﬁnició de suma
= ℓ+ (m+ s(n)) per deﬁnició de suma.
(iii) Per inducció sobre n. Si n = 0, es té m + 0 = 0 + m per l’apartat (i). Si n = 1, hem
de veure que m + 1 = 1 + m. Ho farem per inducció sobre m. En efecte, 1 + 0 = 1 = s(0).
Suposem que m+ 1 = 1 +m. Aleshores, es té
s(m) + 1 = s(s(m)) per deﬁnició de suma
= s(1 +m) per hipòtesi d’inducció
= 1 + s(m) per deﬁnició de suma.
Hem demostrat el cas n = 0 i n = 1. Suposem ara que la suma commuta per n, és a dir,
m+ n = n+m. Volem veure que commuta per s(n).
m+ s(n) = s(m+ n) per deﬁnició de suma
= (m+ n) + 1
= (n+m) + 1 per hipòtesi d’inducció
= 1 + (n+m) cas base n = 1
= (1 + n) +m per la propietat associativa
= (n+ 1) +m cas base n = 1
= s(n) +m.
(iv) Utilitzem inducció sobre ℓ. Si ℓ = 0, trivialment es té el que volem. Suposem que es
compleix per a ℓ, és a dir,
m+ ℓ = n+ ℓ =⇒ m = n.
Volem veure que es compleix per a s(ℓ). Suposem m+ s(ℓ) = n+ s(ℓ). Per la deﬁnició de suma
tenim que s(m+ ℓ) = s(n+ ℓ), i per la injectivitat de s es té m+ ℓ = n+ ℓ. Aleshores apliquem
la hipòtesi d’inducció i es té m = n tal com volíem.
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(v) Suposem que m+ n = 0. Suposem que m 6= 0 o bé n 6= 0. Considerem el cas n 6= 0 (l’altre
cas es redueix a aquest aplicant la propietat commutativa). Aleshores es té n = s(ℓ) per a algun
ℓ ∈ N. Per tant, m+n = m+ s(ℓ) = s(m+ ℓ), però això ens diu que m+n pertany a la imatge
de s, i per tant no pot ser 0. Hem arribat a una contradicció amb la hipòtesi m+ n = 0, i per
tant s’ha de complir n = 0. ✷
Producte
Ara deﬁnirem el producte amb una tècnica anàloga a la de la suma.
Sigui m un nombre natural. El producte de m per un natural n es deﬁneix per
1) m · 0 = 0.
2) m · s(n) = m · n+m.
El conjunt de nombres naturals n tals que m · n està deﬁnit és inductiu. Per tant, m · n està
deﬁnit per a tot n ∈ N. Com que m és arbitrari, tenim deﬁnida una aplicació
N× N → N
(m,n) 7→ m · n
que és el producte o multiplicació de nombres naturals.
Sovint denotarem el producte sense el punt, és a dir, mn = m · n.
8.7 Proposició Per a tot ℓ,m, n ∈ N es compleixen les propietats següents:
(i) n · 0 = 0 = 0 · n;
(ii) n · 1 = 1 · n = n (1 és l’element neutre);
(iii) (ℓ +m)n = ℓn+mn (propietat distributiva);
(iv) mn = nm (propietat commutativa);
(v) ℓ(mn) = (ℓm)n (propietat associativa);
(vi) si m 6= 0, n 6= 0, aleshores mn 6= 0;
(vii) si ℓn = mn i n 6= 0, aleshores ℓ = m (propietat de simpliﬁcació);
(viii) si mn = 1, aleshores m = n = 1.
Demostració (i) Per deﬁnició tenim que n · 0 = 0. Falta veure 0 · n = 0, i ho demostrarem per
inducció. Si n = 0, evidentment es té 0 · 0 = 0. Suposem 0 · n = 0. Volem veure 0(n+ 1) = 0.
En efecte, 0(n+ 1) = 0 · n + 0 per deﬁnició recursiva del producte, però 0 · n = 0 per hipòtesi
d’inducció.
(ii) Per deﬁnició de producte tenim n · 1 = n · 0 + n, però per (i) n · 0 = 0 i per tant n · 1 = n.
L’altra igualtat la demostrem per inducció. Sabem que 1 · 0 = 0 per l’apartat (i). Suposem
1 · n = n, aleshores per la hipòtesi d’inducció i la deﬁnició recursiva de producte tenim
1(n+ 1) = 1n+ 1 = n+ 1.
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(iii) Per inducció sobre n. Si n = 0, es compleix trivialment. Suposem (ℓ +m)n = ℓn +mn.
Aleshores,
(ℓ+m)(n+ 1) = (ℓ +m)n+ (ℓ +m) per deﬁnició de producte
= ℓn+mn+ ℓ+m per hipòtesi d’inducció
= (ℓn+ ℓ) + (mn+m) per la commutativa de la suma
= ℓ(n+ 1) +m(n+ 1) per deﬁnició de producte.
(iv) Per inducció sobre n. Si n = 0, es té m · 0 = 0 = 0 ·m. Suposem mn = nm. Aleshores
tenim
m(n+ 1) = mn+m per deﬁnició de producte
= nm+m per hipòtesi d’inducció
= (n+ 1)m per la propietat distributiva.
(v) Per inducció sobre n. Per a n = 0, tenim ℓ(m·0) = 0 = (ℓm)0. Suposem que ℓ(mn) = (ℓm)n.
Comprovem que es compleix per a n+ 1.
ℓ(m(n+ 1)) = ℓ(mn+m) per deﬁnició de producte
= ℓ(mn) + ℓm per la propietat distributiva
= (ℓm)n+ ℓm per hipòtesi d’inducció
= (ℓm)(n+ 1) per deﬁnició de producte.
(vi) Suposem m 6= 0 i n 6= 0. Aleshores, existeixen k, ℓ ∈ N tals que m = k+1 i n = ℓ+1. Ara
tenim
mn = m(ℓ+ 1) substituint n = ℓ+ 1
= mℓ+m per deﬁnició de producte
= mℓ+ (k + 1) substituint m = k + 1
= (mℓ+ k) + 1 per la propietat associativa de la suma.
Però com que mn = s(mℓ+ k) ∈ s(N) i 0 /∈ s(N), aleshores mn 6= 0.
(vii) Farem servir inducció sobre ℓ. Suposem ℓ = 0. Aleshores, si ℓn = mn es té 0 = ℓn = mn,
però com que n 6= 0, per (vi) es té que m = 0, i per tant ℓ = m. Suposem ara que es compleix
per a ℓ (és a dir, ℓn = mn ⇒ ℓ = m). Volem veure que es compleix per a ℓ + 1. Suposem
(ℓ + 1)n = mn; com que ni ℓ + 1 ni n són 0, per (vi) es té que mn 6= 0 i per tant m 6= 0.
Aleshores, m = k + 1 per a algun k ∈ N. Es té
ℓn+ n = (ℓ+ 1)n per la propietat distributiva
= (k + 1)n per hipòtesi
= kn+ n per la propietat distributiva.
Simpliﬁcant, ens queda ℓn = kn, i per hipòtesi d’inducció tenim que ℓ = k, per tant ℓ+1 = k+1
tal com volíem.
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(viii) Suposem mn = 1. Per la propietat (i), ha de ser m 6= 0 i n 6= 0, per la qual cosa m = s(ℓ)
i n = s(k) per a certs naturals ℓ i k. Llavors, 1 = mn = (ℓ + 1)(k + 1) = ℓk + ℓ + k + 1. Per
la propietat de simpliﬁcació de la suma, obtenim 0 = ℓk + ℓ + k = (ℓk + ℓ) + k. Això implica
k = 0 i ℓk + ℓ = ℓ = 0. Per tant, m = s(ℓ) = s(0) = 1 i n = s(k) = s(0) = 1. ✷
Relació d’ordre
En el conjunt N deﬁnim la relació ≤ com segueix: per a tot m,n ∈ N,
m ≤ n⇔ existeix un p ∈ N tal que m+ p = n.
Si m està relacionat amb n, és a dir, si m ≤ n, es diu que m és menor o igual que n.
La notació m < n signiﬁca m ≤ n i m 6= n. També admetrem n ≥ m com a equivalent a m ≤ n
i n > m com a equivalent a m < n.
8.8 Proposició La relació ≤ definida a N és una relació d’ordre.
Demostració Reﬂexiva: Per a tot n ∈ N, es compleix n+ 0 = n. Per tant, n ≤ n.
Antisimètrica: Suposem que m ≤ n i que n ≤ m. Aleshores existeixen p i q tals que n = m+ p
i m = n+ q. Sumant les dues igualtats obtenim
m+ n = (n+ q) + (m+ p) = (m+ n) + (p+ q).
Per la propietat de simpliﬁcació, p+ q = 0. Per la propietat (v) de la proposició 8.6 veiem que
p = q = 0. Això signiﬁca que m = n+ 0 = n.
Transitiva: Suposem que ℓ ≤ m i m ≤ n. Aleshores existeixen p i q tals que m = ℓ + p i
n = m+ q. Resulta
n = m+ q = (ℓ + p) + q = l + (p+ q),
i, per tant, ℓ ≤ n. ✷
La proposició següent resumeix les propietats més importants que relacionen l’ordre amb les
operacions.
8.9 Proposició Siguin ℓ,m, n ∈ N. La relació d’ordre ≤ compleix:
(i) n < n+ 1;
(ii) si m < n, aleshores m+ 1 ≤ n;
(iii) ℓ+ n ≤ m+ n si, i només si, ℓ ≤ m;
(iv) si n 6= 0, aleshores ℓn ≤ mn si, i només si, ℓ ≤ m.
Demostració (i) Per l’apartat (ii) de la proposició 8.1, tenim que n 6= n+1. A més, per deﬁnició
de la relació ≤, es compleix n ≤ n+ 1, i per tant n < n+ 1.
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(ii) Si m < n, aleshores existeix p ∈ N tal que n = m + p. Com que m 6= n, es té que p 6= 0.
Aleshores existeix q ∈ N tal que p = q + 1. Ara tenim
n = m+ p = m+ q + 1 = (m+ 1) + q,
i, per tant, m+ 1 ≤ n.
(iii) Sabem que ℓ + n ≤ m+ n si i només si existeix p ∈ N amb m+ n = ℓ + n+ p. Aleshores
m+ n = ℓ+ p+ n si, i només si, m = ℓ+ p, i això signiﬁca ℓ ≤ m.
(iv) Per inducció sobre ℓ. Si ℓ = 0, com que ℓn = 0 es té que ℓn ≤ mn si, i només si, ℓ ≤ m
trivialment. Suposem ara que ℓn ≤ mn si, i només si, ℓ ≤ m. Comprovem-ho per a ℓ + 1.
Suposem (ℓ + 1)n ≤ mn. Aleshores, com que cap dels dos factors és nul, es té (ℓ + 1)n > 0, i
per tant mn > 0. Aleshores m 6= 0 i es té que m = k + 1 per a algun k ∈ N. Ara tenim
(ℓ+ 1)n ≤ mn⇐⇒ ℓn+ n ≤ kn+ n substituint i aplicant la distributiva
⇐⇒ ℓn ≤ kn simpliﬁcant
⇐⇒ ℓ ≤ k per hipòtesi d’inducció
⇐⇒ ℓ+ 1 ≤ k + 1 = m sumant 1. ✷
La relació ≤ no és només una relació d’ordre, sinó que és un bon ordre.
8.10 Proposició L’ordre ≤ del conjunt dels naturals és un bon ordre.
Demostració Notem primer que, per a tot natural n, la propietat n = 0+n implica que 0 ≤ n.
Per tant, 0 és el mínim de N. Per la mateixa raó, 0 és el mínim de tot subconjunt de N que
contingui 0.
Hem de veure que tot subconjunt S ⊆ N no buit té mínim. Suposem que existeix un S ⊆ N no
buit que no té mínim i arribarem a contradicció. Com que S no té mínim, tenim que 0 /∈ S.
Deﬁnim el conjunt T com
T = {n ∈ N : n < s per a tot s ∈ S}.
Ara veurem que T és un conjunt inductiu. Com que 0 /∈ S, sabem que 0 ∈ T . Suposem n ∈ T ,
és a dir, n < s per a tot s ∈ S. Per tant, n+ 1 ≤ s per a tot s ∈ S. Si n+ 1 ∈ S, llavors n+ 1
és el mínim de S, que és contradictori. Per tant, n+ 1 /∈ S i tenim n+ 1 < s per a tot s ∈ S,
és a dir, n + 1 ∈ T . Això demostra que T és inductiu, i pel principi d’inducció T = N. Com
que T i S són disjunts, i T = N, resulta S = ∅, que és contradictori. ✷
Nota sobre la teoria de conjunts
En el punt de vista axiomàtic que hem adoptat, el conjunt N i l’aplicació s queden indeﬁnits.
Hem suposat que existeixen, que compleixen els dos axiomes inicials, i aleshores n’hem derivat
les propietats, les operacions, l’ordre, etc. Ara explicarem informalment un altre plantejament,
que té com a punt de partida una teoria axiomàtica de conjunts anomenada de Zermelo i
Fraenkel (o ZF per abreujar), i que permet construir de forma efectiva la parella (N, s). Sense
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entrar en detalls sobre els axiomes de la teoria de conjunts, només remarquem que permeten
deﬁnir les operacions usuals amb conjunts (reunió, intersecció, producte cartesià, etc.) i les
aplicacions. Disposant de conjunts i aplicacions, aleshores es pot construir una parella (N, s)
de nombres naturals. L’esquema d’aquesta construcció és el que segueix.
Denotem per 0 el conjunt buit: 0 = ∅. Si A és un conjunt, deﬁnim el seu successor s(A) per
s(A) = A ∪ {A}. Per exemple, s(0) = ∅ ∪ {∅} = {∅}.
Amb aquestes deﬁnicions podem estendre la deﬁnició de conjunt inductiu. Un conjunt A és
inductiu si compleix:
1) 0 ∈ A;
2) si x ∈ A, aleshores s(x) ∈ A.
Un dels axiomes de ZF, dit l’axioma de l’infinit, garanteix l’existència d’algun conjunt inductiu.
Ara deﬁnim N com el mínim conjunt inductiu:
N = {n : n ∈ I per a tot conjunt inductiu I}.
És a dir, N és la intersecció de tots els conjunts inductius. Com que 0 ∈ I per a tot I inductiu,
aleshores 0 ∈ N i, en particular, N no és buit. Aleshores, si n ∈ N, es té que s(n) ∈ N, i per
tant, restringida a N, l’aplicació s és l’aplicació s : N→ N deﬁnida per s(n) = n ∪ {n}.
Deﬁnits N i s, només resta demostrar que la parella (N, s) compleix els axiomes (que ara són
propietats) amb què hem començat el capítol:
1) s és injectiva i no exhaustiva.
2) Per a tot A ⊆ N, si s(A) ⊆ A i A ∩ (N \ s(N)) 6= ∅, aleshores A = N.
Una vegada demostrades aquestes dues propietats, la parella (N, s) té totes les propietats que
hem deduït en aquest capítol.
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9. La construcció del cos
dels nombres reals
Introducció
Aquest capítol segueix molt de prop uns apunts mecanograﬁats de l’any 1969 del Dr. Enrique
Linés que descriuen la construcció dels reals mitjançant successions fonamentals deguda a Can-
tor. Aquest material, i d’altre, ﬁgura també al llibre d’E. Linés [62] i, amb menys detalls, al
de J. M. Ortega [74]. Els cossos ordenats es tracten als llibres d’E. Artin [3] i de G. Birkhoﬀ i
S. MacLane [8]. Tot el material omès sobre operacions amb successions, successions fonamentals
i la relació dels límits amb les operacions és material comú en tot llibre d’anàlisi de primer de
carrera. Per bé que aquí el context és un cos ordenat i a la majoria dels llibres és sobre els reals,
les demostracions són les mateixes. La construcció alternativa dels nombres reals emprant els
talls de Dedekind, així com tota la seqüència detallada d’axiomàtica dels naturals i construcció
dels enters, racionals, reals i complexos es poden trobar al treball d’A. Roig [83].
Cossos ordenats
Un cos ordenat és una parella (K,P ) formada per un cos K i un subconjunt P ⊂ K tal que
compleix les tres propietats següents:
1) (addició) P + P ⊆ P ;
2) (multiplicació) PP ⊆ P ;
3) (tricotomia) {P, {0},−P} és una partició de K.
Els elements de P es diuen positius i els elements de −P es diuen negatius. A la deﬁnició de
cos ordenat, l’adjectiu ordenat fa referència a la relació d’ordre que explicitem tot seguit.
9.1 Lema Sigui (K,P ) un cos ordenat. La relació ≤ definida a K per
x ≤ y ⇔ y − x ∈ P ∪ {0}
és una relació d’ordre total.
Demostració Que per a tot x ∈ K es compleixi x − x = 0 ∈ P ∪ {0} implica la propietat
reﬂexiva.
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Si x ≤ y i y ≤ x, tenim y − x ∈ P ∪ {0} i −(y − x) = x− y ∈ P ∪ {0}. Per la tercera condició
de cos ordenat, y − x = 0, és a dir y = x, i es compleix la propietat antisimètrica.
Finalment, si x ≤ y i y ≤ z, tenim y−x ∈ P ∪{0} i z−y ∈ P ∪{0}. Si x = y o y = z, clarament
z − x ∈ P ∪ {0}. Altrament, y − x ∈ P i z − y ∈ P , per l’addició z − x ∈ P , i obtenim x ≤ z,
és a dir, es compleix la propietat transitiva.
Donats x, y, la llei de tricotomia implica y− x ∈ P , y = x o x− y ∈ P , és a dir, y ≥ x o x ≥ y.
Per tant, l’ordre és total. ✷
A partir d’ara denotarem un cos ordenat (K,P ) només pel símbol corresponent al cos i seguirem
les convencions habituals en les relacions d’ordre. Així, x < y signiﬁca x ≤ y i x 6= y; x < y
també s’escriu y > x (i anàlogament amb les desigualtats no estrictes).
Notem que x positiu és equivalent a x > 0 i que x negatiu és equivalent a x < 0.
La proposició següent recull propietats esperables en un cos ordenat.
9.2 Proposició Sigui K un cos ordenat. Per a tot x, y, z ∈ K es compleixen les propietats
següents:
(i) si x 6= 0, aleshores x2 > 0;
(ii) si x < y, aleshores x+ z < y + z;
(iii) si x < y i z > 0, aleshores xz < yz;
(iv) si x < y i z < 0, aleshores xz > yz.
Demostració (i) Conseqüència directa de la propietat de multiplicació.
(ii) y + z − (x+ z) = y − x > 0.
(iii) y − x i z són positius; per tant, yz − xz = (y − x)z > 0.
(iv) y − x i −z són positius; per tant, xz − yz = −z(y − x) > 0. ✷
9.3 Remarca Un cos ordenat és de característica 0. En efecte, com que 1 = 12 > 0 i una suma
de positius és un positiu, una suma d’uns no pot ser zero. Com a conseqüència, tot cos ordenat
conté un subanell isomorf a l’anell dels enters Z i un subcòs isomorf al cos Q dels racionals.
Sigui K un cos ordenat. El valor absolut o mòdul d’un element x ∈ K és
|x| =
{ −x si x < 0;
x altrament.
Les propietats ordinàries del valor absolut es compleixen també en aquest context. Les dues
primeres són les més rellevants, però n’explicitem també d’altres que s’empraran en un o altre
moment.
9.4 Proposició Per a tot x, y, a, ǫ en un cos ordenat K es compleixen les propietats següents:
(i) |x+ y| ≤ |x|+ |y|;
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(ii) |xy| = |x| · |y|;
(iii) |x− a| < ǫ⇔ a− ǫ < x < a+ ǫ;
(iv) |x| < |y| ⇔ |x|2 < |y|2;
(v) |x− y| ≥ ||x| − |y||.
Demostració (i) Per deﬁnició, tenim
−|x| ≤ x ≤ |x|, −|y| ≤ y ≤ |y|.
Sumant aquestes desigualtats per la propietat d’addició, obtenim
−(|x|+ |y|) ≤ x+ y ≤ |x|+ |y|.
(ii) Si x = 0 o y = 0, la igualtat esdevé òbvia. Veurem quatre casos. Primer, suposem
x > 0 i y > 0. Aleshores |x| · |y| = xy = |xy|. Segon, suposem x > 0 i y < 0. Tenim
|x| · |y| = x(−y) = −(xy) = |xy|. El cas x < 0 i y > 0 és similar. Finalment, si x < 0 i y < 0,
tenim |x| · |y| = (−x)(−y) = xy = |xy|.
(iii) Suposem x− a > 0. Aleshores, x− a = |x− a| < ǫ implica x < a+ ǫ. D’altra banda, a ≤ a
i −ǫ < 0 impliquen a − ǫ < a. Com que a < x, concloem a − ǫ < x. La prova és similar si
x− a < 0.
(iv) Si |x| < |y|, tenim |x|2 < |x| · |y| < |y| · |y| = |y|2. Si |x|2 < |y|2, clarament x 6= y; si fos
|y| < |x|, per la prova anterior tindríem |y|2 < |x|2, que és contradictori.
(v) (x − y)2 = x2 − 2xy + y2 ≥ x2 − 2|x| · |y| + y2 = (|x| − |y|)2. Com que els quadrats
són no negatius, això implica |x − y|2 ≥ ||x| − |y||2 i, per l’apartat anterior, resulta |x − y| ≥
||x| − |y||. ✷
Successions fonamentals
Les deﬁnicions pròpies dels conjunts ordenats s’apliquen, en particular, a un cos ordenat K:
conjunts ﬁtats superiorment i inferiorment, conjunt ﬁtat, màxim i mínim d’un conjunt, etc.
Com que disposem del concepte de valor absolut, també té ple sentit la deﬁnició de límit d’una
successió i les demostracions usuals de l’àlgebra de límits es compleixen en un cos ordenat.
Una successió (an) d’elements de K és fonamental o de Cauchy si per a cada element positiu
ǫ existeix un natural ν tal que |ap − aq| < ǫ per a tot p, q ≥ ν.
9.5 Proposició Sigui K un cos ordenat. Aleshores,
(i) tota successió fonamental de K està fitada;
(ii) tota successió convergent de K és fonamental.
Demostració (i) Sigui (an) fonamental. Donat un positiu ǫ, existeix un natural ν tal que, per
a tot p, q ≥ ν, es compleix |ap − aq| < ǫ. En particular, |ap − aν | < ǫ i ap < aν + ǫ per a tot
p ≥ ν. Si M és el màxim del conjunt {a1, . . . , aν , aν + ǫ}, aleshores ap ≤M per a tot terme ap
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de la successió. Així, M és una ﬁta superior. Anàlogament, de la desigualtat aν − ǫ < ap per a
tot p ≥ ν, obtenim que m = min{a1, . . . , aν , aν − ǫ} és una ﬁta inferior de la successió.
(ii) Sigui (an) convergent de límit a. Per a cada ǫ > 0 existeix un natural ν tal que |ap−a| < ǫ/2.
Si p, q ≥ ν, tenim
|ap − aq| = |ap − a+ a− aq| ≤ |ap − a|+ |a− aq| < ǫ/2 + ǫ/2 = ǫ. ✷
No totes les successions fonamentals són convergents. A continuació en veurem un exemple.
9.6 Proposició La successió de nombres racionals (an) definida per
an = 1 +
1
1!
+
1
2!
+ · · ·+ 1
n!
és fonamental però no convergent a Q.
Demostració Notem que la successió (an) té tots els termes positius i que és estrictament
creixent. Si p = q + k, tenim
ap − aq = aq+k − aq
=
1
(q + 1)!
+
1
(q + 2)!
+ · · ·+ 1
(q + k)!
=
1
(q + 1)!
[
1 +
1
q + 2
+ · · ·+ 1
(q + 2)(q + 3) · · · (q + k)
]
≤ 1
(q + 1)!
[
1 +
1
q + 2
+
1
(q + 2)2
+ · · ·+ 1
(q + 2)k−1
]
≤ 1
(q + 1)!
∑
k≥0
1
(q + 2)k
=
1
(q + 1)!
1
1− 1/(q + 2)
=
1
(q + 1)!
q + 2
q + 1
<
1
(q + 1)!
q + 1
q
=
1
q · q! .
Donat ǫ > 0, sigui ν un natural tal que ν · ν! > 1/ǫ. Si p ≥ q ≥ ν, tenim
|ap − aq| = ap − aq < 1
q · q! <
1
ν · ν! < ǫ,
la qual cosa prova que la successió (an) és fonamental.
Ara veurem que la successió (an) no té límit racional per reducció a l’absurd. Suposem que per
a certs enters p i q es compleix que limn an = p/q.
Ja hem vist abans que, per a tot natural k,
1
(q + 1)!
+
1
(q + 2)!
+ · · ·+ 1
(q + k)!
<
1
q · q! .
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D’altra banda, com que (an) és estrictament creixent, p/q > an per a tot terme an de la
successió. Tenim
0 <
p
q
− aq = 1
q!
(p · (q − 1)!− aq · q!).
El producte p · (q − 1) és un enter i el producte aq · q! també (recordi’s la deﬁnició de aq).
Aleshores p · (q − 1)!− aq · q! ≥ 1 i obtenim
p
q
− aq > 1
q!
.
Finalment, ∣∣∣∣pq − aq+k
∣∣∣∣ =
∣∣∣∣pq − aq −
(
1
(q + 1)!
+ · · ·+ 1
(q + k)!
)∣∣∣∣
≥
∣∣∣∣pq − aq
∣∣∣∣ −
∣∣∣∣ 1(q + 1)! + · · ·+ 1(q + k)!
∣∣∣∣
≥ 1
q!
− 1
q · q!
=
1
q!
(
1− 1
q
)
.
Així, la diferència entre el límit p/q i el terme aq+k de la successió és sempre superior a (1/q!)(1−
1/q) per a tot k. Per tant, p/q no és el límit de la successió (an). ✷
9.7 Remarca És sabut que el límit de la successió (an) de la proposició 9.6 és el nombre e.
L’anterior demostració que la successió (an) no té límit racional és, doncs, una prova que e és
irracional.
Un cos ordenat K és complet si tota successió fonamental de K convergeix cap a un element
de K. L’exemple anterior prova que el cos dels nombres racionals no és complet.
L’anell de les successions fonamentals
Sigui K un cos ordenat i F(K) el conjunt de successions fonamentals de K. Si (an) i (bn)
són successions de F(K), es deﬁneixen la seva suma (an) + (bn) = (sn) i el seu producte
(an)(bn) = (pn) per
sn = an + bn, pn = anbn, per a tot natural n.
Veurem que la suma i el producte són operacions tancades a F(K).
9.8 Proposició La suma i el producte de successions fonamentals de K són successions fona-
mentals.
Demostració Siguin (an) i (bn) successions fonamentals de K. Donat ǫ > 0, existeixen naturals
ν1 i ν2 tals que, si p, q ≥ ν1, llavors |ap − aq| < ǫ/2, i si p, q ≥ ν2, llavors |bp − bq| < ǫ/2. Si
66 9. La construcció dels cos dels nombres reals
p, q ≥ ν = max{ν1, ν2}, tenim
|ap + bp − (aq + bq)| = |(ap − aq) + (bp − bq)|
≤ |ap − aq|+ |b1 − bq|
< ǫ/2 + ǫ/2
= ǫ,
i, per tant, la suma (an) + (bn) és fonamental.
Les successions fonamentals són ﬁtades. Per tant, per a certs elements positius h1 i h2, es
compleix |ap| < h1 i |bp| < h2 per a tot p. Donat ǫ > 0, existeixen ν1 i ν2 tals que |ap −
aq| < ǫ/(2h2) per a tot p, q ≥ ν1 i |bp − bq| < ǫ/(2h1) per a tot p, q ≥ ν2. Aleshores, si
p, q ≥ max{ν1, ν2}, tenim
|apbp − aqbq| = |(ap − aq)bp + (bp − bq)aq|
= |(ap − aq)| · |bp|+ |bp − bq| · |aq|
≤ ǫ
2h2
h2 +
ǫ
2h1
h1
= ǫ,
cosa que prova que el producte és una successió fonamental. ✷
Acabem de veure que en el conjunt F(K) la suma i el producte són operacions tancades. És
rutinari comprovar que, amb aquestes operacions, F(K) és un anell commutatiu unitari. El
neutre de la suma és la successió constant (0) i el neutre del producte és la successió constant
(1), ambdues fonamentals. L’oposada d’una successió (an) és la successió (−an). Notem que
no es tracta d’un cos: les successions que tenen algun terme igual a zero no tenen inversa. Ni
tan sols és un domini: considerem la successió (an) deﬁnida per an = 0 si n és senar i an = 1 si
n és parell; i la successió (bn) deﬁnida per bn = 0 si n és parell i bn = 1 si n és senar. Cap de
les dues és la successió (0), però el seu producte és la successió (0).
9.9 Proposició Sigui K un cos ordenat. L’aplicació f : K → F(K) que fa correspondre a
cada element a ∈ K la successió constant f(a) = (a) amb tots els termes iguals a a és un
monomorfisme d’anells.
Demostració Com que les successions constants són fonamentals, l’aplicació està ben deﬁnida.
És obvi que f(a+ b) = (a+ b) = (a) + (b) = f(a) + f(b), i anàlogament pel producte. També
es compleix que f(1) = (1), el neutre del producte de F(K). Finalment, és injectiva: si les
successions constants f(a) = (a) i f(b) = (b) són iguals, clarament a = b. ✷
Veiem, doncs, que el cos K es pot identiﬁcar amb el cos de les successions constants de F(K).
Successions nul·les, positives i negatives
Sigui K un cos ordenat. Una successió nul·la de K és una successió de límit 0. Equivalentment,
una successió (an) de K és nul·la si, per a cada ǫ > 0, existeix un natural ν tal que |an| < ǫ per
a tot n ≥ ν.
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9.10 Lema Sigui K un cos ordenat i (an) una successió fonamental de K tal que per a cada
ǫ > 0 existeixen infinits termes an de la successió tals que |an| < ǫ és una successió nul.la.
Demostració Donat ǫ > 0, per ser (an) fonamental existeix un natural ν tal que |ap−aq| < ǫ/2
per a tot p, q ≥ ν. A més, com que existeixen inﬁnits termes de la successió tals que |an| < ǫ/2,
existeix un q ≥ ν tal que |aq| < ǫ/2. Aleshores, si p ≥ ν, tenim
|ap| = |(ap − aq) + aq| ≤ |ap − aq|+ |aq| < ǫ
2
+
ǫ
2
= ǫ. ✷
9.11 Remarca En particular, una successió fonamental amb inﬁnits termes iguals a zero és una
successió nul·la.
9.12 Remarca El lema 9.10 es pot enunciar de forma equivalent com segueix: si una successió
fonamental (an) no és nul·la, aleshores existeix un element η > 0 a K tal que |an| > η per a
tot natural n llevat d’un nombre ﬁnit; és a dir, existeixen un element η i un natural ν tals que
|an| > η per a tot n ≥ ν.
9.13 Lema Sigui K un cos ordenat i (an) una successió fonamental de K que té infinits termes
positius i infinits termes negatius. Aleshores (an) és una successió nul·la.
Demostració Per ser (an) fonamental, donat ǫ > 0 existeix un natural ν tal que |ap − aq| < ǫ
per a tot p, q ≥ ν. Com que existeixen inﬁnits termes negatius, existeix un q1 ≥ ν amb
aq1 = −a′q1 < 0. Aleshores, per a tots els inﬁnits termes positius ap amb p ≥ ν tenim
|ap| = ap < ap + a′q1 = ap − aq1 = |ap − aq1 | < ǫ,
la qual cosa, pel lema 9.10, implica que (an) és nul·la. ✷
9.14 Remarca Si una successió fonamental (an) no és nul·la, aleshores existeixen un element
η > 0 i un natural ν1 tals que |an| > η per a tot n ≥ ν1. També, per ser (an) no nul·la, o bé
no té inﬁnits termes negatius o bé no té inﬁnits termes positius. En el primer cas, existeix un
natural ν2 tal que an > 0 per a tot n ≥ ν2. Si ν ≥ max{ν1, ν2}, tenim an = |an| > η per a
tot n ≥ ν. En el segon cas, anàlogament es demostra que existeix ν tal que an < −η per a
tot n ≥ ν. Resumint: una successió fonamental no nul·la té tots els termes del mateix signe a
partir d’un.
La remarca anterior justiﬁca la deﬁnició següent: una successió fonamental (an) d’un cos ordenat
és positiva si existeixen un element η > 0 i un natural ν tals que an > η per a tot n ≥ ν; i és
negativa si existeixen un element η > 0 i un natural ν tals que an < −η per a tot n ≥ ν.
Sigui K un cos ordenat. Denotem per F+(K) el conjunt de les successions fonamentals de K
positives; per F−(K) el conjunt de les successions fonamentals de K negatives i per N (K) el
conjunt de les successions fonamentals de K nul·les. Els arguments anteriors impliquen que
{F+(K),N (K),F−(K)} és una partició de F(K).
9.15 Lema En un cos ordenat, la suma i el producte de dues successions fonamentals positives
és una successió fonamental positiva.
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Demostració Sigui K un cos ordenat i (an) i (bn) successions de F+(K). Existeixen elements
η1 > 0 i η2 > 0 i naturals ν1 i ν2 tals que an > η1 per a tot n ≥ ν1 i bn > η2 per a tot n ≥ ν2.
Sigui ν = max{ν1, ν2}. Aleshores, η1 + η2 i η1η2 són positius i
an + bn > η1 + η2, anbn > η1η2,
per a tot n ≥ ν. Per tant, (an) + (bn) i (an)(bn) són positives. ✷
9.16 Remarca Notem que una successió constant (a) és positiva, nul·la o negativa si, i només si,
el corresponent element a de K és positiu, nul o negatiu, respectivament. Així, l’homomorﬁsme
injectiu f : K → F(K) deﬁnit per f(a) = (a) també conserva el caràcter de positiu, nul o
negatiu.
Estructura de cos
9.17 Proposició Sigui K un cos ordenat. El conjunt N (K) de les successions fonamentals
nul·les de K és un ideal maximal de l’anell F(K) de les successions fonamentals del cos ordenat
K.
Demostració El conjunt N (K) no és buit perquè conté la successió constant (0). Si (an)
i (bn) són de N (K), tenim limn an = limn bn = 0 i limn(an − bn) = 0, per la qual cosa
(an)− (bn) ∈ N (K). Si (cn) ∈ F(K), la successió (cn) està ﬁtada, diguem |cn| < s per a tot n.
Donat ǫ > 0, considerem ǫ/s. Com que (an) ∈ N (K), existeix un natural ν tal que |an| < ǫ/s
per a tot n ≥ ν. Aleshores,
|ancn| = |an| · |cn| < ǫ
s
s = ǫ,
per a tot n ≥ ν. Per tant, (an)(cn) ∈ N (K).
Finalment, comprovem que N (K) és maximal. Sigui J un ideal que conté estrictament N (K),
i sigui (bn) ∈ J \ N (K). Suposem primer que (bn) és positiva. Aleshores existeixen η i ν tals
que bn > η per a tot n ≥ ν. Considerem la successió (an) deﬁnida per
an =
{ −bn + η si n < ν,
0 si n ≥ ν.
Clarament, (an) ∈ N (K), per la qual cosa la suma (cn) = (an) + (bn) ∈ J . Ara, la successió
(cn) té tots els termes positius, per la qual cosa té inversa pel producte (cn)−1 = (c−1n ). Això
implica que la successió constant (1), el neutre del producte, pertany a J . Llavors J = F(K) i
obtenim que N (K) és maximal.
Si (bn) ∈ J \N (K) és negativa, aleshores (−bn) és positiva i també pertany a J \N (K), per la
qual cosa l’argument anterior es pot aplicar a (−bn). ✷
Com que l’ideal N (K) és maximal, l’anell quocient R(K) = F(K)/N (K) és un cos. Denotarem
per [an] la classe d’equivalència de la successió (an) ∈ F(K) en el quocient R(K). En particular,
la classe d’una successió constant (a) serà denotada per [a].
Sigui K ′ el conjunt de classes de R(K) que admeten com a representants successions constants,
és a dir, el conjunt de classes de la forma [a] amb a ∈ K. De les deﬁnicions de suma i producte
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a F(K) i a R(K) s’obté que [a] + [b] = [a + b] i [a][b] = [ab]. Així, K ′ és tancat per la suma
i el producte. L’aplicació f : K → K ′ deﬁnida per f(a) = [a] és un homomorﬁsme d’anells.
Òbviament és exhaustiu. També és injectiu, perquè si a 6= b, aleshores a − b 6= 0, la successió
constant (a) − (b) = (a − b) no és nul·la i [a] − [b] = [a − b] 6= [0]. Per tant, l’aplicació f és
un isomorﬁsme entre K i K ′, que és un subcòs de R(K). Com que el comportament formal
dels cossos K i K ′ és idèntic, podem identiﬁcar ambdós cossos i considerar K com un subcòs
de R(K). Establert aquest conveni, designarem amb el mateix símbol a l’element de K que la
classe d’equivalència [a] de R(K).
Ordenació
9.18 Proposició Considerem un cos ordenat K i l’anell F(K). Aleshores,
(i) si una successió fonamental és positiva, totes les seves equivalents mòdul N (K) són posi-
tives;
(ii) si una successió fonamental és negativa, totes les seves equivalents mòdul N (K) són ne-
gatives.
Demostració (i) Sigui (an) ∈ F+(K) i (cn) ∈ N (K). Volem veure que (an + cn) ∈ F+(K).
Per ser (an) positiva, existeixen un element η i un natural ν1 tals que an > η per a tot n ≥ ν1.
Per ser (cn) nul·la existeix un natural ν2 tal que −η/2 < cn < η/2 per a tot n ≥ ν2. Si
ν = max{ν1, ν2}, tenim que per a n ≥ ν,
an + cn > η − η
2
=
η
2
,
la qual cosa prova que (an + cn) és positiva.
(ii) Si (an) és negativa i (bn) és positiva i equivalent a (an), aleshores (an) seria positiva per
l’apartat anterior. ✷
La proposició anterior justiﬁca les deﬁnicions següents. Un element α ∈ R(K) és positiu si
admet un representant positiu; així mateix, és negatiu si n’admet un de negatiu. Denotem
per R+(K) el conjunt d’elements de R(K) positius i per R−(K) el conjunt d’elements de
R(K) negatius. Si α, β ∈ R+(K), aleshores admeten representants (an) i (bn) positius, i les
successions fonamentals (an) + (bn) i (an)(bn) són també positives, la qual cosa implica que
α+ β ∈ R+(K) i αβ ∈ R+(K). Notem també que α ∈ R+(K) si, i només si, −α ∈ R−(K). El
fet que {F+(K),N (K),F−(K)} sigui una partició de F(K) implica que, per a tot α ∈ R(K),
es compleix exactament una de les condicions α ∈ R+(K) o α = 0 o −α ∈ R+(K). En resum,
R(K) és un cos ordenat amb R+(K) com a conjunt de positius.
Com en tot cos ordenat, a R(K) es deﬁneix la relació d’ordre i el valor absolut. Com a
conseqüències immediates de les deﬁnicions tenim les propietats següents.
9.19 Proposició Considerem un cos ordenat K i el quocient R(K).
(i) Si α = [an] i β = [bn] i existeix ν tal que an ≤ bn per a tot n ≥ ν, aleshores α ≤ β;
(ii) si α = [an] i b ∈ K i existeix ν tal que an ≤ b per a tot n ≥ ν, aleshores α ≤ b;
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(iii) si a ∈ K i β = [bn] i existeix ν tal que a ≤ bn per a tot n ≥ ν, aleshores a ≤ β;
(iv) si a, b ∈ K i a < b a K, aleshores a < b a R(K).
Demostració (i) Tenim β − α = [bn − an] i, per a n ≥ ν, es compleix bn − an ≥ 0. Per tant,
(bn − an) no és una successió negativa i la seva classe β − α compleix β − α = 0 o β − α > 0,
és a dir, α = 0 o α < β.
(ii) i (iii) són els casos particulars de (i) en què una de les successions és constant.
(iv) Si a = [a] i b = [b] i a < b a K, aleshores b− a ∈ K+ i la successió constant (b− a) pertany
a F+(K), amb la qual cosa la seva classe b− a pertany a R+(K), és a dir, a < b a R(K). ✷
9.20 Proposició Siguin K un cos ordenat, α, β ∈ R(K) i α < β. Aleshores existeix c ∈ K tal
que α < c < β a R(K).
Demostració Sigui α = [an] i β = [bn]. Com que α < β, la successió (bn − an) és positiva.
Per tant, existeixen un element η i un natural ν1 tals que bn − an > η per a tot n ≥ ν1. Per
altra part, com que (an) i (bn) són fonamentals, per a η/4 existeixen naturals ν2 i ν3 tals que
|ap−aq| < η/4 per a tot p, q ≥ ν2 i |bp−bq| < η/4 per a tot p, q ≥ ν3. Sigui ν = max{ν1, ν2, ν3}.
Considerem l’element c = (aν + bν)/2 de K. Veurem que α < c < β. Per a n ≥ ν,
bn − c = bn − aν + bν
2
= bn − bν + bν − aν + bν
2
= bn − bν + bν − aν
2
≥ bν − aν
2
− |bn − bν |
>
η
2
− η
4
=
η
4
,
la qual cosa implica que (bn − c) és positiva i, per tant, c < β. Anàlogament es prova que
α < c. ✷
9.21 Remarca En particular, si α ∈ R(K) i 0 < α, existeix c ∈ K tal que 0 < c < α.
9.22 Remarca Si α ∈ R(K), existeix un c ∈ K tal que α < c. En efecte, si α ≤ 0, només cal
prendre c ∈ K+ i tenim α < c. Si α > 0, tenim 1/α > 0. Tal com hem vist, existeix d ∈ K tal
que 1/α > d > 0. Llavors, c = 1/d > α.
Completitud
En el cos ordenat R(K) tenen validesa les deﬁnicions i propietats de valor absolut, successió
convergent i successió fonamental que hem donat en general per a tots els cossos ordenats.
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Un cos ordenat és complet si tota successió fonamental del cos és convergent. L’objectiu d’aquest
apartat és demostrar que, si K és un cos ordenat, aleshores el cos ordenat R(K) és complet.
Això es farà demostrant successivament que (i) les successions convergents de K són també
convergents a R(K) i que les successions fonamentals a K són també fonamentals a R(K); (ii)
tota successió fonamental a K és convergent a R(K); (iii) el cos ordenat R(K) és complet.
9.23 Proposició Sigui K un cos ordenat.
(i) Si (an) és una successió convergent a K de límit a ∈ K, aleshores (an) és convergent de
límit a a R(K);
(ii) si (an) és una successió fonamental de K, aleshores (an) és fonamental a R(K).
Demostració (i) Que (an) sigui convergent de límit a a K signiﬁca que per a cada element
positiu ǫ ∈ K existeix un natural ν tal que |an − a| < ǫ per a tot n ≥ ν.
Que (an) sigui convergent de límit a a R(K) signiﬁca que per a cada element positiu ǫ ∈ R(K)
existeix un natural ν tal que |an − a| < ǫ per a tot n ≥ ν.
Els elements an i a tenen signiﬁcat diferent segons que es considerin a K o a R(K), però tenen
el mateix comportament formal. Però les convergències a K i a R difereixen que en el primer
cas els ǫ són de K i en el segon de R(K).
Suposem que (an) és convergent cap a a a K. Donat 0 < ǫ ∈ R(K), per la proposició 9.20,
existeix ǫ′ ∈ K tal que 0 < ǫ′ < ǫ. Aleshores, existeix un natural ν tal que |an− a| < ǫ′ < ǫ per
a tot n ≥ ν, per la qual cosa (an) és convergent a R(K).
(ii) Anàlogament, suposem que (an) és fonamental a K. Donat 0 < ǫ ∈ R(K), existeix ǫ′ ∈ K
tal que 0 < ǫ′ < ǫ. Per ser (an) fonamental, existeix un natural ν tal que |ap − aq| < ǫ′ < ǫ per
a tot p, q ≥ ν, per la qual cosa (an) és fonamental a R(K). ✷
9.24 Proposició Si K és un cos ordenat i (an) una successió fonamental a K, aleshores (an)
és una successió convergent a R(K) de límit α = [an].
Demostració Cal demostrar que per a cada ǫ ∈ R(K), ǫ > 0, existeix un natural ν tal que
|an − α| < ǫ per a tot n ≥ ν.
Sigui ǫ′ ∈ K tal que 0 < ǫ′ < ǫ. Com que (an) és fonamental a K, existeix un natural ν tal que
|ap − aq| < ǫ′ per a tot p, q ≥ ν.
Fixem p ≥ ν. La classe de la successió (ap− an), els primers termes de la qual són ap− a1, ap−
a2, ap − a3, . . . , té per classe [ap − an] = [ap]− [an] = ap − α.
Per a n ≥ ν, tenim |ap − an| < ǫ′, és a dir, −ǫ′ < ap − an < ǫ′. Per la proposició 9.19, tenim
−ǫ′ < ap − α < ǫ′, d’on resulta |ap − α| < ǫ′ < ǫ. Això val per a cada p ≥ ν. Per tant, (an) és
convergent cap a α a R(K). ✷
9.25 Teorema (de completitud) Si K és un cos ordenat, el cos R(K) és complet.
Demostració Sigui (βn) una successió fonamental de R(K). Si existeix un nombre ﬁnit d’índexs
n tals que βn 6= βn+1, aleshores per a cert natural ν es compleix βn = βn+1 per a tot n ≥ ν.
En aquest cas, clarament βn és convergent cap a β = βν .
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Suposem, doncs, que existeixen inﬁnites parelles de termes consecutius diferents. Considerem
la successió parcial de (βn) deﬁnida com segueix: α1 = β1. Sigui
n2 = min{n ≥ 2 : βn 6= β1}, α2 = βn2 .
Recurrentment, deﬁnits np i αp, deﬁnim
np+1 = min{n ≥ np : βn 6= βnp}, αp+1 = βnp+1 .
(Intuïtivament, la successió (αn) és l’obtinguda de (βn) eliminant-ne termes consecutius repe-
tits.) La successió (αn) té cada parella de termes consecutius diferents. Evidentment, que (βn)
sigui fonamental implica que (αn) és fonamental. A més, si la successió (αn) és convergent,
també ho és la (βn). Demostrarem que (αn) és convergent.
Entre cada dos termes consecutius αp i αp+1 de la successió (αn) existeix un element ap ∈ K
tal que
αp < ap < αp+1, o αp+1 < ap < αp. (9.1)
Demostrarem que la successió (an) d’elements de K és fonamental a K. Sigui donat un ǫ ∈ K
positiu. Com que (αn) és fonamental, existeix un natural ν tal que |αp − αq| < ǫ per a tot
p, q ≥ ν. Per a cada p, q ≥ ν sigui {p′, p′′} = {p, p + 1} i {q′, q′′} = {q, q + 1} de forma que,
d’acord amb (9.1),
αp′ < ap < αp′′ , αq′ < aq < αq′′ .
Llavors, si 0 < ap − aq, tenim
|ap − aq| = ap − aq < αp′′ − αq′ = |αp′′ − αq′ | < ǫ.
Si 0 = ap − aq, clarament |ap − aq| = 0 < ǫ. Finalment, si ap − aq < 0, tenim
|ap − aq| = aq − ap < αq′′ − αp′ = |αq′′ − αp′ | < ǫ.
Per tant, (an) és fonamental aK. D’acord amb la proposició 9.24, la successió (an) és convergent
a R(K) cap a α = [an].
Provarem que la successió (αn) també és convergent cap a α. Donat ǫ ∈ R(K), ǫ > 0, com
que (an) és convergent cap a α, existeix un natural ν1 tal que |an − α| < ǫ/2 per a tot n ≥ ν1.
D’altra banda, per ser (αn) fonamental, existeix un ν2 tal que |αn − an| < |αn − αn+1| < ǫ/2
per a tot n ≥ ν2. Llavors, per a n ≥ max{ν1, ν2}, tenim
|αn − α| = |αn − an + an − α| ≤ |αn − an|+ |an − α| ≤ ǫ
2
+
ǫ
2
= ǫ,
que prova que (αn) és convergent cap a α. ✷
Ordre arquimedià
Com hem comentat a la remarca 9.3, un cos ordenat té característica zero i, per tant, conté un
subanell isomorf als enters Z i un subcòs Q isomorf al cos dels nombres racionals.
Un cos ordenat K és arquimedià si, per a cada element a ∈ K, existeix un enter n tal que a < n.
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9.26 Remarca Com que tot negatiu és menor que tot positiu, veiem que un cos és arquimedià
si, i només si, per a cada a ∈ K, a > 0, existeix un natural n tal que a < n.
9.27 Remarca Si a, b són enters amb b > 0, és clar que, en els racionals, a/b < a. Per tant, un
cos K és arquimedià si, i només si, per a cada α ∈ K existeix un racional q = a/b ∈ Q tal que
α < q.
Certament, Q és arquimedià, però això no implica que tot cos ordenat sigui arquimedià; de fet,
hi ha exemples concrets de cossos ordenats no arquimedians (vegeu l’annex d’aquest capítol).
Ara veurem dues caracteritzacions dels ordres arquimedians.
9.28 Teorema Un cos ordenat K és arquimedià si, i només si, la successió (1/n) és nul·la en
el cos K.
Demostració Suposem que (1/n) és nul·la a K i sigui α ∈ K, amb α > 0. Per a 1/α > 0,
existeix un natural ν tal que 1/n < 1/α per a n ≥ ν. En particular, 1/ν < 1/α, la qual cosa
implica ν > α.
Recíprocament, suposem que K és arquimedià. Donat ǫ > 0, existeix un natural ν tal que
1/ǫ < ν. Llavors, per a n ≥ ν tenim
1
n
<
1
ν
< ǫ,
i veiem que la successió (1/n) és nul·la. ✷
9.29 Corol.lari Sigui K un cos ordenat arquimedià i sigui (an) una successió de racionals Q ⊆
K.
(i) Si (an) és convergent de límit a ∈ Q, aleshores també és convergent de límit a a K;
(ii) si (an) és fonamental a Q, aleshores també és fonamental a K.
Demostració L’ordre arquimedià implica que, donat un ǫ ∈ K, ǫ > 0, existeix un natural n0
tal que 1/n0 < ǫ.
(i) Si (an) té límit a ∈ Q, existeix un natural ν tal que |an − a| < 1/n0 < ǫ per a tot n ≥ ν, la
qual cosa implica que (an), considerada a K, també té límit a.
(ii) Anàlogament, si (an) és fonamental a Q, existeix ν tal que |ap − aq| < 1/n0 < ǫ per a tot
p, q ≥ ν, és a dir, (an) és fonamental a K. ✷
9.30 Teorema Un cos ordenat K és arquimedià si, i només si, tot element α ∈ K és límit a K
d’una successió d’elements racionals.
Demostració Suposem que tot α ∈ K és límit a K d’una successió de racionals. Donat α ∈ K,
sigui (an) una successió de racionals de límit α. Per a ǫ = 1, existeix un natural ν tal que
|an − α| < 1 per a tot n ≥ ν. Per a n = ν, tenim aν − 1 < α < aν + 1. Com que aν + 1 és
racional, per la remarca 9.27, això prova que K és arquimedià.
Recíprocament, suposem que K és arquimedià, i sigui α ∈ K. Es vol trobar una successió de
racionals (an) de límit α. Per a α = 0 només cal prendre la successió constant (0). Suposem
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α > 0. Per a cada natural n, considerem el producte nα. Com que l’ordre és arquimedià,
existeix un natural m1 tal que m1 > nα o, equivalentment, m1/n > α. Per tant, α està
comprès entre dos termes consecutius de la seqüència
0 <
1
n
<
2
n
< · · · < m1
n
,
i existeix un natural m ∈ {0, 1, . . . ,m1 − 1} tal que
m
n
≤ α < m+ 1
n
.
Deﬁnim an = m/n. La successió (an) és de nombres racionals. Comprovarem que té límit α.
Per a cada ǫ ∈ K, ǫ > 0, existeix un natural ν tal que 1/ν < ǫ perquè K és arquimedià.
Aleshores, per a n ≥ ν,
|an − α| = α− an < 1
n
<
1
ν
< ǫ,
cosa que prova que limn an = α.
Si α < 0, aleshores −α > 0 i existeix una successió de racionals (an) de límit −α. Llavors, la
successió de racionals (−an) té límit α. ✷
9.31 Proposició Si K és un cos ordenat arquimedià, aleshores el cos R(K) = F(K)/N (K)
també és un cos ordenat arquimedià.
Demostració El cos R(K) conté un subcòs isomorf a K, el qual conté un subcòs isomorf a Q.
Segons el teorema 9.28, només cal veure que la successió (1/n) té límit 0 a R(K).
Donat ǫ ∈ R(K), ǫ > 0, per la proposició 9.20, existeix ǫ′ ∈ K tal que 0 < ǫ′ < ǫ. Com que K
és arquimedià, la successió (1/n) té límit 0 a K, per la qual cosa existeix un natural ν tal que
1/n < ǫ′ < ǫ per a tot n ≥ ν. Això prova que (1/n) té límit zero a R(K). ✷
Unicitat
Un cos de nombres reals és un cos ordenat, complet i arquimedià. Per exemple, R = R(Q) és
un cos de nombres reals.
Siguin K1 i K2 dos cossos. Una aplicació f : K1 → K2 és un isomorfisme si és bijectiva i, per
a tot a, b ∈ K1, es compleix
f(a+ b) = f(a) + f(b), f(ab) = f(a)f(b), a < b⇒ f(a) < f(b),
és a dir, si f és un morﬁsme d’anells i d’ordre.
L’objectiu d’aquest apartat és demostrar que, llevat d’isomorﬁsmes, hi ha exactament un cos
de nombres reals.
9.32 Teorema (d’unicitat) Si R1 i R2 són dos cossos de nombres reals, aleshores existeix un
únic isomorfisme f : R1 → R2.
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Demostració
Començarem per deﬁnir l’aplicació f .
Siguin Q1 i Q2 els subcossos de R1 i R2 isomorfs al cos Q dels nombres racionals. Etiquetem
els elements de Q2 de forma que l’isomorﬁsme f : Q1 → Q2 sigui la identitat. Sigui α ∈ R1.
Com que R1 és arquimedià, α és límit d’una successió fonamental (an) de Q1; com a successió
de Q2, la successió (an) és també fonamental i, com que R2 és complet, té per límit un element
β ∈ R2. L’element β depèn de α, però no de la successió (an) convergent cap a α escollida.
En efecte, sigui (a′n) una altra successió de Q1 convergent cap a α a Q1 i cap a β
′ a R2. La
successió (an − a′n) de Q1 és convergent cap a zero a R1 i, per tant, també a Q1 i a Q2. Com
que R2 és arquimedià, a R2 tenim 0 = limn(an − a′n) = β − β′. Per tant, β = β′. Així, podem
estendre f : Q1 → Q2 a f : R1 → R2 fent correspondre a cada α ∈ R1 l’element f(α) = β
acabat de descriure.
A partir de f−1 : Q2 → Q1, anàlogament deﬁnim g : R2 → R1. De les deﬁnicions es desprèn que
g(f(α)) = α i f(g(β)) = β per a tot α ∈ R1 i tot β ∈ R2. Això implica que f i g són bijectives.
Comprovem que l’aplicació f conserva sumes i productes.
De la deﬁnició de f es dedueix que si (an) és una successió de Q1 convergent cap a α ∈ R1, i
f(α) = β, aleshores
lim
n
f(an) = β = f(α) = f(lim
n
an)
(on el primer límit es pren a R1 i el segon a R2).
Siguin α′, α′′ ∈ R1, i (a′n), (a′′n) successions de Q1 convergents cap a α′ i α′′, respectivament.
Aleshores,
f(α′ + α′′) = f(lim
n
a′n + limn
a′′n)
= f(lim
n
(a′n + a
′′
n))
= lim
n
f(a′n + a
′′
n)
= lim
n
f(a′n) + limn
f(a′′n)
= f(lim
n
a′n) + f(limn
a′′n)
= f(α′) + f(α′′),
i, anàlogament, f(α′ · α′′) = f(α′)f(α′′).
Finalment, demostrem que conserva l’ordre. És suﬁcient veure que si α ∈ R+1 , aleshores f(α) ∈
R+2 . Sigui α ∈ R1, α > 0 i sigui (an) una successió de racionals de límit α. Sigui c un racional
0 < c < α. Per a ǫ = α−c, existeix un natural ν tal que |an−α| < ǫ = α−c. Llavors, per a n ≥ ν,
tenim 0 < c = α− (α− c) < an. Considerem la successió (bn) deﬁnida per bn = aν+n. Aquesta
és una successió de racionals amb bn > c > 0 per a tot n i limn bn = limn aν+n = lim an = α.
Com que f conserva l’ordre dels racionals, resulta
f(α) = f(lim
n
bn) = lim
n
f(bn) ≥ f(c) > f(0) = 0.
Així, f és un isomorﬁsme de R1 a R2. Queda per provar la unicitat. Sigui g : R1 → R2 un altre
isomorﬁsme de R1 a R2. Que g sigui isomorﬁsme de cossos implica g(0) = 0, g(1) = 1, g(n) = n
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per a tot enter positiu n, g(1/n) = 1/g(n) per a cada enter positiu n, i g(−α) = −g(α) per a
tot α ∈ R1. Això implica que g és invariant sobre els racionals:
g
(m
n
)
= g
(
m · 1
n
)
= g(m)g
(
1
n
)
= g(m)
1
g(n)
=
m
n
.
Sigui α ∈ R1 i suposem f(α) < g(α). Aleshores existeix un racional c tal que f(α) < c < g(α).
Com que c és racional, f(c) = g(c) = c. Llavors, com que f conserva l’ordre, f(α) < f(c) = c
implica α < c. Com que g conserva l’ordre, g(α) < g(c) = c < g(α), una contradicció.
Anàlogament, si g(α) < f(α) s’arriba a una contradicció. Per tant, ha de ser f(α) = g(α). ✷
El teorema anterior justiﬁca que es parli del cos dels nombres reals i no d’un cos de nombres
reals. El cos dels nombres reals se sol denotar per R.
Teorema de l’extrem
Sigui A un conjunt totalment ordenat i B un subconjunt no buit de A ﬁtat superiorment. Si
el conjunt de ﬁtes superiors té mínim ω, aleshores ω es diu el suprem o extrem superior de B,
i s’indica supB. Com que el mínim d’un conjunt, si existeix, és únic, resulta que si un conjunt
té suprem, aquest suprem és únic.
9.33 Remarca Com que l’ordre de A és total, dir que ω és el suprem de B és el mateix que
dir que ω és una ﬁta superior de B i que cap ω′ < ω és ﬁta superior de B, és a dir, per a tot
ω′ < ω existeix un b ∈ B tal que ω′ < b < ω.
Un conjunt totalment ordenat A compleix el principi de l’extrem superior si tot subconjunt no
buit de A ﬁtat superiorment té suprem.
Hem deﬁnit un cos de nombres reals com un cos ordenat, complet i arquimedià. L’objectiu
d’aquest apartat és veure que es pot deﬁnir equivalentment com un cos ordenat en el qual es
compleix el principi de l’extrem superior.
9.34 Teorema (de l’extrem superior) En el cos dels nombres reals es compleix el principi de
l’extrem superior.
Demostració Sigui R un cos de nombres reals i B un subconjunt no buit de R ﬁtat superiorment.
Si s és una ﬁta superior de B, com que R és arquimedià, existeix un enter q ∈ Z tal que s < q
i, aleshores, q és una ﬁta superior entera de B. Sigui b ∈ B. Si b > 0, prenem p = 0; si b < 0,
per ser R arquimedià existeix un enter q′ ∈ Z tal que −b < q′ i prenem p = −q′. En tot cas,
tenim p < b < q i no hi ha elements de B superiors a q.
Per a cada natural n, a la seqüència ﬁnita de racionals
p =
pn
n
<
pn+ 1
n
< · · · < qn− 1
n
<
qn
n
= q
n’hi ha un de mínim, diguem (m+ 1)/n, que és ﬁta superior de B. Deﬁnim an = m/n. Notem
que an està caracteritzat per les dues condicions següents:
1) Per a tot b ∈ B, es compleix b < (m+ 1)/n (és a dir, (m+ 1)/n és ﬁta superior de B).
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2) Existeix algun b′ ∈ B tal que an = m/n < b′ (és a dir, an = m/n no és ﬁta superior de
B).
Comprovem que la successió (an) és fonamental.
Sigui an = m/n i an+k = m′/(n+ k). Com que m/n no és ﬁta superior de B i (m′+1)/(n+ k)
sí, tenim an = m/n < m′/(n+k); anàlogament, an+k = m′/(n+k) < (m+1)/n. Si an+k ≤ an,
tenim
|an+k − an| = an − an+k < m
′ + 1
n+ k
− m
′
n+ k
=
1
n+ k
<
1
n
.
Si an+k > an, aleshores
|an+k − an| = an+k − an = m
′
n+ k
− m
n
<
m+ 1
n
− m
n
=
1
n
.
Per tant, en tot cas |an+k − an| < 1/n, la qual cosa prova que (an) és fonamental.
Com que R és complet, la successió fonamental (an) és convergent a R cap a un cert element
ω ∈ R. Demostrarem que ω és l’extrem superior de B.
Comprovem que és ﬁta superior per reducció a l’absurd. Si existeix b ∈ B tal que b > ω, llavors
b−ω > 0. Com que la successió (1/n) té límit 0, existeix un natural ν1 tal que 1/n < b−ω per
a tot n ≥ ν1, en particular 1/ν1 < b−ω o ω < b−1/ν1. Per a cert ǫ > 0, tenim ω+ǫ = b−1/ν1.
Com que limn an = ω, per a aquest ǫ existeix un natural ν2 tal que an < ω + ǫ per a n ≥ ν2.
Llavors, per a n ≥ ν = max{ν1, ν2}, tenim
m
n
= an < ω + ǫ = b− 1
ν1
< b− 1
n
,
d’on s’obté (m+ 1)/n < b, que és contradictori perquè (m+ 1)/n és ﬁta superior de B.
Comprovem que si ω′ < ω, aleshores ω′ no és cota superior de B. Com que limm an = ω, per a
ǫ = ω−ω′ > 0 existeix ν tal que, per a n ≥ ν, es compleix ω′ = ω− ǫ < an. Com que existeixen
b ∈ B tals que b > an > ω′, resulta que ω′ no és ﬁta superior de B. ✷
Ara veurem el recíproc del teorema anterior.
9.35 Teorema Si R és un cos ordenat en el qual es compleix el principi de l’extrem superior,
aleshores R és un cos de nombres reals.
Demostració Demostrarem primer la condició d’arquimedià. Sigui Z el conjunt dels enters de
R. Si Z no està ﬁtat superiorment, donat x ∈ R existeix un n ∈ Z tal que x < n, que és la
condició d’arquimedià. Si Z està ﬁtat superiorment, pel principi de l’extrem existeix ω = supZ.
Aleshores, com que ω′ = ω − 1 < ω, existeix un n ∈ Z tal que ω − 1 < n < ω, cosa que implica
ω < n+ 1, contradictori amb el fet que ω sigui el suprem de Z.
Finalment, veurem que R és complet. Sigui (αn) una successió fonamental de R. Si només hi
ha un nombre ﬁnit de termes de la successió diferents, aleshores tots són iguals a partir d’un
i el límit és l’element repetit inﬁnites vegades. Suposem, doncs, que hi ha inﬁnits termes αn
diferents.
Sigui B el conjunt d’elements b ∈ R tals que existeixen inﬁnits naturals n amb b < αn. Si c és
una ﬁta de la successió fonamental αn, tenim −c < αn < c per a tot n i, per tant, −c ∈ B 6= ∅
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i B està ﬁtat superiorment per c. Pel principi de l’extrem, existeix ω = supB. Ara provarem
que ω = limn αn.
Donat ǫ > 0, com que ω − ǫ/2 < ω = supB, existeix un b ∈ B amb ω − ǫ/2 < b < ω = supB,
i, per tant, inﬁnits termes de la successió majors que ω− ǫ/2. Com que ω+ ǫ/2 no és de B, no
existeixen inﬁnits termes de la successió majors que ω + ǫ/2. Per tant, per a inﬁnits n,
ω − ǫ
2
< αn < ω +
ǫ
2
o, equivalentment,
|αn − ω| < ǫ/2. (9.2)
Per ser (αn) fonamental, existeix un natural ν tal que, per a tot p, q ≥ ν, es compleix |αp−αq| <
ǫ/2. Escollim un αq amb q ≥ ν que compleixi (9.2): |αq −ω| < ǫ/2. Aleshores, per a tot p ≥ ν,
tenim
|αp − ω| = |αp − αq + αq − ω| ≤ |αp − αq|+ |αq − ω| < ǫ
2
+
ǫ
2
= ǫ,
la qual cosa prova que limn αn = ω. ✷
El cos dels reals
Com a conseqüència dels dos teoremes anteriors, les dues condicions següents són equivalents:
(a) R és un cos ordenat arquimedià i complet;
(b) R és un cos ordenat que satisfà el principi de l’extrem superior.
Un cos de nombres reals, que hem deﬁnit com un cos que compleix (a), es pot deﬁnir, doncs,
de forma equivalent, com un cos que compleix (b).
D’acord amb el teorema 9.32, tots els cossos de nombres reals són isomorfs, i la construcció
de R = R(Q) demostra que n’existeixen (assumida l’existència de Q). En particular, aquesta
construcció demostra que les propietats enunciades a (a) són compatibles.
Annex: un cos que no es pot ordenar
Considereu el cos C dels nombres complexos i suposem que es pogués ordenar, és a dir, que
existís un conjunt de positius P amb les condicions requerides: P + P ⊆ P , P · P ⊆ P ,
{P, {0},−P} és una partició de C.
Sabem que 1 = 12 ∈ P . Suposem que i ∈ P . Aleshores −1 és negatiu per ser l’oposat d’un
positiu, però també és positiu per ser un quadrat, i2 = −1. Anàlogament, si i ∈ −P , aleshores
−i ∈ P i (−i)2 = −1 ∈ P . Llavors i = (−1)(−i) és producte de positius i, per tant, positiu.
Tenim, doncs, i ∈ P ∩ (−P ), una contradicció.
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Annex: un cos ordenat no arquimedià
Aquí descrivim un exemple de cos ordenat no arquimedià. Sigui Q[t] l’anell de polinomis en la
indeterminada t i coeﬁcients racionals. Si a(t) = antn+ · · ·+ a0 amb an 6= 0, el coeﬁcient an es
diu el coeficient líder de a(t) i es denota ℓ(a(t)).
Considerem el cos Q(t). Una funció f(t) = a(t)/b(t) 6= 0 és positiva si els coeﬁcients líders de
a(t) i b(t) són tots dos positius o tots dos negatius; equivalentment, si ℓ(a(t))ℓ(b(t)) > 0.
Aquesta deﬁnició no depèn del representant escollit per a la funció: si a(t)/b(t) = a′(t)/b′(t),
aleshores a(t)b′(t) = a′(t)b(t) i ℓ(a(t))ℓ(b′(t)) = ℓ(a′(t))ℓ(b(t)). Com que a(t) i b(t) tenen el
mateix signe, a′(t) i b′(t) també. Notem que un polinomi p(t) considerat a Q(t) és positiu si, i
només si, ℓ(p(t)) > 0.
Una funció f(t) = a(t)/b(t) ∈ Q(t) és negativa si −f(t) és positiva; equivalentment, si ℓ(a(t)) i
ℓ(b(t)) tenen signe diferent.
Denotem per Q(t)+ el conjunt de funcions de Q(t) positives i per Q(t)− el conjunt de funcions
de Q(t) negatives. Clarament, {Q(t)+, {0},Q(t)−} és una partició de Q(t).
Si f(t) i g(t) són elements positius de Q(t), podem prendre representants f(t) = a(t)/b(t) i
g(t) = c(t)/d(t) amb els quatre coeﬁcients líders positius. Aleshores
f(t) + g(t) =
a(t)d(t) + c(t)b(t)
b(t)d(t)
i f(t)g(t) =
a(t)c(t)
b(t)d(t)
,
són també positius. En conseqüència, Q(t) s’estructura com un cos ordenat.
Aquest cos no és arquimedià. En efecte, sigui p(t) ∈ Q[t] un polinomi de grau ≥ 1, amb
coeﬁcient líder positiu. Com a element de Q(t) també és positiu i, per a tot natural n, la
diferència p(n) − n té coeﬁcient líder positiu. Així, p(t) > n per a tot natural n. Aquest cos
ordenat, doncs, no és arquimedià.
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10. Solució de la cúbica i de la quàrtica
Introducció
Els mètodes de solució per radicals de les equacions polinòmiques de grau tres i quatre s’empren
rarament i, en canvi, formen part inexcusable d’una cultura matemàtica general.
Tothom coneix la fórmula per resoldre una equació polinòmica de grau dos. Al segle XVI
Tartaglia i Cardano trobaren fórmules per a les de grau tres, en què apareixien arrels quadrades
i cúbiques, i Ferrari fórmules semblants per a les de grau quatre. De fet, més que fórmules, són
mètodes de solució que és més còmode escriure en forma d’algorisme que mijantçant expressions
explícites. Ja en el segle XIX, Abel demostrà que, per a n > 4, no existeixen fórmules que
permetin calcular les arrels d’un polinomi de grau n a partir dels coeﬁcients i emprant les
operacions del cos i extracció d’arrels.
Les solucions de la cúbica i la quàrtica menaren als nombres complexos. L’objectiu era resoldre
una equació de grau tres o quatre amb coeﬁcients reals –gairebé sempre racionals–, i aquestes
equacions poden tenir arrels complexes no reals. Si bé també una equació quadràtica pot tenir
arrels complexes no reals, la conclusió habitual en aquest cas era que no tenia solució. En
canvi, amb una cúbica amb tres arrels reals diferents, les fórmules donen expressions per a les
solucions que involucren arrels quadrades de nombres negatius. Això va fer pensar que potser
tenia sentit operar amb aquesta mena de nombres de forma consistent.
Molts dels interessants i enrevessats detalls històrics que acabaren amb la troballa de les fórmules
per resoldre la cúbica i la quàrtica per radicals es poden trobar al llibre de Marcus du Sautoy [29].
Des del punt de vista formal, aquests mètodes s’expliquen a nombrosos llibres d’àlgebra, però
la base d’aquestes notes és un article de C. Ivorra [49].
Equacions quadràtiques
Si K és un cos, i a, b ∈ K amb a 6= 0, la solució d’una equació lineal ax + b = 0 és trivial:
x = −b/a. Recordem com es resol una equació quadràtica. La fórmula resultant, ben coneguda,
té un 2 en un denominador. Això implica que el cos no pot ser de característica 2.
10.1 Teorema Siguin K un cos de característica 6= 2, ax2+ bx+ c ∈ K[x], a 6= 0, ∆ = b2− 4ac
i d una arrel quadrada de ∆ en una clausura algèbrica K de K. Les solucions de l’equació
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ax2 + bx+ c = 0 a K són
x1 =
−b+ d
2a
i x2 =
−b− d
2a
.
Demostració Les solucions de ax2 + bx+ c = 0 són les mateixes que les de l’equació que s’obté
en multiplicar per 4a:
0 = 4a2x2 + 4abx+ 4ac
= (2ax+ b)2 − b2 + 4ac.
Si d és una arrel quadrada de ∆ = b2 − 4ac, la igualtat anterior es compleix si, i només si,
2ax+ b = d o 2ax+ b = −d.
Per tant, les solucions són
x1 =
−b+ d
2a
i x2 =
−b− d
2a
. ✷
10.2 Remarca El nombre ∆ = b2 − 4ac es diu el discriminant del polinomi ax2 + bx + c. Si
∆ = 0, aleshores hi ha una única solució x1 = x2 = −b/(2a) de multiplicitat 2. Si ∆ 6= 0, com
que la característica de K no és 2, les dues arrels quadrades d i −d de ∆ són diferents, i les
solucions x1 i x2 també. Si ∆ no és un quadrat de K, aleshores les dues solucions no pertanyen
a K, mentre que si ∆ 6= 0 és un quadrat de K, aleshores les dues solucions són de K. En el cas
K = R, són equivalents que ∆ sigui un quadrat diferent de zero i que ∆ > 0.
Equacions cúbiques
Un polinomi f(x) amb coeﬁcients en un cos i de coeﬁcient de grau màxim a 6= 0 i el polinomi
mònic (1/a)f(x) tenen les mateixes arrels. Per tant, a l’efecte de trobar les arrels, podem
considerar només polinomis mònics, és a dir, polinomis amb el coeﬁcient de grau màxim igual
a 1.
Així com en el cas d’una equació quadràtica cal excloure el cas de característica 2, en el cas
d’una cúbica cal, com veurem, excloure les característiques 2 i 3 per poder dividir per 2 i 3.
En aquest apartat,
f(x) = x3 + ax2 + bx+ c
és un polinomi amb coeﬁcients en un cos K i K és una clausura algèbrica de K. A més, 1, ω
i ω2 són les arrels cúbiques de la unitat de K, és a dir, les tres arrels de x3 − 1. Certament,
1, ω, ω2 són les tres diferents i
1 + ω + ω2 = 0. (10.1)
Els tres paràmetres següents tenen un paper rellevant:
p =
3b− a2
3
, q =
2a3 − 9ab+ 27c
27
, ∆ =
(q
2
)2
+
(p
3
)3
. (10.2)
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10.3 Teorema Siguin d una arrel quadrada de ∆, u una arrel cúbica de −q/2+d, i v = −p/(3u).
Les solucions de f(x) = 0 són
u+ v − a
3
, ωu+ ω2v − a
3
, ω2u+ ωv − a
3
. (10.3)
Abans de fer la demostració, algunes observacions.
10.4 Remarca El nombre v és una arrel cúbica de −q/2 − d. En efecte, de la deﬁnició de v
tenim p = −3uv i, elevant al cub,
p3 = (−3)3u3v3 = −27(−q/2 + d)v3.
Per tant,
v3 = − (p/3)
3
(−q/2 + d)
= − (p/3)
3(−q/2− d)
(−q/2 + d)(−q/2− d)
= − (p/3)
3(−q/2− d)
(q/2)2 −∆
=
(p/3)3(−q/2− d)
(p/3)3
= −q/2− d.
10.5 Remarca La remarca anterior prova que l’elecció de l’arrel quadrada d de ∆ és irrellevant:
si en lloc de d escollim −d, el que fem és intercanviar els papers de u i v, que són simètrics a la
relació p = −3uv i a (10.3).
10.6 Remarca Si z és una arrel cúbica de Z ∈ K, les altres dues arrels cúbiques són ωz i ω2z.
Així, u, ωu i ω2u són les tres arrels cúbiques de −q/2 + d i v, ωv i ω2v són les tres arrels
cúbiques de −q/2− d. Per formar les solucions de f(x) = 0, cada arrel cúbica ωiu (i = 0, 1, 2)
de −q/2 + d se suma amb l’arrel ω3−iv = −p/(3ωiu) de −q/2− d.
10.7 Remarca Sovint la solució s’expressa en la forma
x =
3
√
−q/2 +
√
∆+
3
√
−q/2−
√
∆− a/3,
però cal interpretar que s’escull una arrel quadrada de ∆, la mateixa en les dues aparicions, i
que en la primera arrel cúbica s’han de prendre totes les arrels cúbiques u i aparellar cada u
amb la v que compleix p = −3uv.
Demostrem ara el teorema.
Demostració El valor −a és la suma de les tres arrels; −a/3 és la seva mitjana. Per tant, el
canvi
x = t− a
3
porta a una equació amb la suma de les seves arrels igual a 0. Fem, doncs, aquest canvi i
obtenim
(t− a/3)3 + a(t− a/3)2 + b(t− a/3) + c = t3 + pt+ q = 0,
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on
p =
3b− a2
3
, q =
2a3 − 9ab+ 27c
27
.
Si resolem t3 + pt+ q = 0, sumant −a/3 a les solucions obtindrem les solucions cercades. Per
tant, només cal comprovar que
u+ v, ωu+ ω2v i ω2u+ ωv
són les arrels de t3 + pt+ q = 0 o, equivalentment, que
(t− u− v)(t− ωu− ω2v)(t− ω2u− ωv) = t3 + pt+ q.
En el producte de l’esquerra, el coeﬁcient de grau 2 és l’oposat de la suma de les arrels:
−u(1 + ω + ω2)− v(1 + ω2 + ω) = 0.
El coeﬁcient de grau 1 és
(u+ v)(ωu+ ω2v) + (u + v)(ω2u+ ωv) + (ωu+ ω2v)(ω2u+ ωv)
= u2(ω + ω2 + ω3) + v2(ω2 + ω + ω3) + uv(ω2 + ω + ω + ω2 + ω2 + ω4)
= u2ω(1 + ω + ω2) + v2ω(ω + 1 + ω2) + uv(3ω2 + 3ω)
= −3uv
= p.
Finalment, el terme independent és
−(u+ v)(ωu+ ω2v)(ω2u+ ωv)
= −ω3u3 − ω3v3 − u2v(1 + ω + ω2)− uv2(1 + ω + ω2)
= −u3 − v3
= q. ✷
La prova anterior és inqüestionable des del punt de vista lògic, però amaga la idea principal,
que exposem ara. La igualtat
(u+ v)3 = u3 + v3 + 3u2v + 3uv2 = u3 + v3 + 3uv(u+ v)
es pot reescriure
(u + v)3 − 3uv(u+ v)− u3 − v3 = 0.
Per tant, si trobem valors u i v tals que
p = −3uv, q = −u3 − v3,
aleshores u+v serà una solució de t3+pt+q = 0. Aïllant v de la primera igualtat i substituint-la
a la segona, resulta
v = −p/(3u), q = −u3 − (−p/(3u))3.
Tenim, doncs,
u6 + qu3 − p
27
= 0,
o sigui
(u3)2 + qu3 − p
27
= 0.
Per la fórmula de la solució d’una equació de segon grau, s’obté u3, i les arrels cúbiques donen
els valors de u. La igualtat p = −3uv permet calcular els corresponents valors de v i els valors
u+ v són les solucions de t3 + pt+ q = 0.
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Equacions cúbiques sobre els reals
Seguim amb la mateixa notació que a l’apartat anterior, però ara K = R i K = C.
Una cúbica sobre R sempre té una arrel real. Les arrels complexes no reals han d’anar per
parelles conjugades. Per tant, hi ha tres possibilitats: (i) tres arrels reals diferents; (ii) tres
arrels reals, però almenys una de multiplicitat ≥ 2; (iii) una arrel real i dues de complexes
conjugades. Veurem que aquests tres casos es corresponen, respectivament, a ∆ < 0, ∆ = 0 i
∆ > 0.
Detallem el resultat en tres teoremes diferents.
10.8 Teorema Si ∆ < 0, aleshores l’equació f(x) = 0 té tres arrels reals diferents, que són
xk = 2
√
−p
3
cos
θ + 2kπ
3
− a
3
, k ∈ {0, 1, 2},
on 0 < θ < π està determinat per
cos θ =
−q/2√−(p/3)3 .
Demostració Tenim ∆ = (q/2)2 + (p/3)3 < 0. Prenem com a arrel quadrada d de ∆ la que té
part imaginària positiva:
d = i
√−∆ = i
√
−(q/2)2 − (p/3)3.
Ara cal calcular les arrels cúbiques de
U = −q/2 + d = −q/2 + i
√
−(q/2)2 − (p/3)3.
El mòdul de U és
|U | =
√
(q/2)2 − (q/2)2 − (p/3)3 =
√
−(p/3)3,
i l’argument 0 < θ < π compleix
cos θ =
−q/2
|U | =
−q/2√−(p/3)3 .
Per tant, els possibles valors de u són
uk =
√
−p
3
(
cos
θ + 2kπ
3
+ i sin
θ + 2kπ
3
)
, k ∈ {0, 1, 2}.
Els corresponents vk són
vk =
−p
3uk
=
√
−p
3
(
cos
θ + 2kπ
3
− i sin θ + 2kπ
3
)
, k ∈ {0, 1, 2}.
Per tant, les solucions són
xk = uk + vk − a
3
= 2
√−p
3
cos
θ + 2kπ
3
− a
3
. ✷
Notem que de la deﬁnició de ∆ es dedueix que si ∆ = 0, aleshores p i q són tots dos zero o cap
dels dos zero.
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10.9 Teorema Suposem que ∆ = 0.
(i) Si p = q = 0, aleshores l’equació f(x) = 0 té una única arrel triple x = −a/3;
(ii) si pq 6= 0, aleshores l’equació f(x) = 0 té l’arrel doble
x = −3q
2p
− a
3
,
i l’arrel simple
x = −4p
2
9q
− a
3
.
Demostració Considerem l’equació reduïda g(t) = t3 + pt+ q = 0.
(i) Si p = q = 0, tenim t3 = 0, que té l’arrel triple t = 0. Per tant, f(x) = 0 té l’arrel triple
x = −a/3.
(ii) Una arrel doble de g(t) = t3 + pt + q ha de ser arrel del polinomi i de la seva derivada
g′(t) = 3t2 + p. Una tal arrel t compleix
0 = 3g(t)− tg′(t) = 3(t3 + pt+ q)− t(3t2 + p) = 2pt+ 3q,
i, per tant, ha de ser t = −3q/(2p). En efecte, demostrarem que t1 = −3q/(2p) és una arrel de
g(t) de multiplicitat exactament 2. Tenim
g′′(t1) = 6t1 = −9q/p 6= 0,
g′(t1) = 3
(−3q
2p
)2
+ p =
27q2
4p2
+ p =
27q2 + 4p3
4p2
=
27
p3
(( q
2
)2
+
(p
3
)3)
,
=
27
p3
∆ = 0
3g(t1) = t1g
′(t1) + (2pt1 + 3q) = 0,
amb la qual cosa g(t1) = g′(t1) = 0 i g′′(t1) 6= 0, és a dir, t1 és de multiplicitat 2. Per trobar
l’altra arrel t2, emprem que el producte de les tres arrels és −q:
t2
(−3q
2p
)2
= −q.
Per tant,
t2 =
−4p2
9q
és la tercera arrel. ✷
10.10 Teorema Si ∆ > 0, aleshores −q/2 + d i −q/2 − d tenen arrels cúbiques reals u i v i
l’equació f(x) = 0 té l’arrel real u+ v − a/3 i les dues arrels complexes conjugades
−u+ v
2
− a
3
+
√
3
2
(u− v)i, −u+ v
2
− a
3
−
√
3
2
(u− v)i.
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Demostració Com sempre, trobarem les solucions de t3+pt+ q = 0. Les de f(x) = 0 s’obtenen
sumant −a/3 a cadascuna.
Si ∆ > 0, aleshores podem prendre com a d l’arrel quadrada positiva de ∆ i com a u l’arrel
cúbica real de −q/2 + d. Aleshores, v = −p/(3u) és una arrel cúbica real de −q/2 − d. Una
arrel de t3 + pt+ q és u+ v. Les arrels cúbiques de la unitat són
1, ω = −1
2
+
√
3
2
i, ω2 = −1
2
−
√
3
2
i.
Per tant, les altres dues arrels són
ωu+ ω2v = −u+ v
2
+
√
3
2
(u− v)i
ω2u+ ωv = −u+ v
2
−
√
3
2
(u− v)i. ✷
10.11 Exemple Resolem l’equació x3 + 5x2 − 8x − 42 = 0. Tenim a = 5, b = −8, c = −42.
Calculem
p =
3b− a2
3
= −49
3
, q =
2a3 − 9ab+ 27c
27
= −524
27
, ∆ = (q/2)2 + (p/3)3 = −605
9
.
Com que ∆ < 0, hi haurà tres arrels reals. Tenim
cos θ =
524/54√
(49/9)3
= 0.7638..., θ = 0.7015...
Aplicant la fórmula
x =
14
3
cos
θ + 2kπ
3
− 5
3
, k ∈ {0, 1, 2},
obtenim
x = 2.8729..., x = −4.8729..., x = −3.
Comprovem que x = −3 és una arrel entera (i no un error d’arrodoniment):
x3 + 5x2 − 8x− 42 = 0 = (x+ 3)(x2 + 2x− 14).
Resolent l’equació quadràtica obtenim les expressions algèbriques de les altres dues arrels:
x = −1 +
√
15, x = −1−
√
15.
10.12 Exemple Resolem l’equació x3−17x2+91x−147 = 0. Tenim a = −17, b = 91, c = −147.
Calculem
p =
3b− a2
3
= −16
3
, q =
2a3 − 9ab+ 27c
27
=
128
27
, ∆ = (q/2)2 + (p/3)3 = 0.
Hi ha una arrel doble i una de simple. La doble és
x = −3q
2p
− a
3
= 7,
i la simple,
x = −4p
2
9q
− a
3
= 3.
En efecte,
x3 − 17x2 + 91x− 147 = (x − 7)2(x− 3).
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10.13 Exemple Resolem l’equació x3 − 3x2 + 9x − 5 = 0. Tenim a = −3, b = 9, c = −5.
Calculem
p =
3b− a2
3
= 6, q =
2a3 − 9ab+ 27c
27
= 2, ∆ = (q/2)2 + (p/3)3 = 9.
Prenem d = 3 com a arrel quadrada de ∆. L’arrel cúbica de −q/2 + d = 3 és u = 3√2, i la de
−q/2− d = −4 és v = − 3√4. L’arrel real és
u+ v − a/3 = 3√2− 3√4 + 1,
i les arrels complexes conjugades
−
3
√
2− 3√4
2
+ 1±
√
3
2
(
3
√
2 +
3
√
4)i.
Equacions quàrtiques
En aquest apartat,
f(x) = x4 + ax3 + bx2 + cx+ d
és un polinomi amb coeﬁcients en un cos K i K és una clausura algèbrica de K. Com en el
cas de la cúbica, cal excloure que la característica de K sigui 2 o 3. Per les mateixes raons,
considerarem només polinomis mònics.
No enunciarem el mètode com a teorema, que tindria un enunciat massa llarg, sinó que en farem
la discussió i la resumirem al ﬁnal.
El primer pas per resoldre f(x) = 0 és fer un canvi de variable per eliminar el terme cúbic. Fem
el canvi
x = t− a
4
i obtenim
g(t) = f(x− a/4) = t4 + pt2 + qt+ r,
on
p =
8b− 3a2
8
, q =
8c− 4ab+ a3
8
, r =
256d− 64ac+ 16a2b− 3a4
256
.
(Recordem que la característica de K no és 2, per la qual cosa cap dels denominadors anteriors
és 0.) Si sabem resoldre per radicals g(t) = 0, les solucions de f(x) = 0 s’obtenen restant a/4
a les solucions de g(t) = 0.
La idea feliç per resoldre g(t) = 0 és la igualtat següent, vàlida per a qualssevol P,Q,R d’un
cos.
(t2 + P )2 − (Qt+R)2 = t4 + (2P −Q2)t2 − 2QRt+ P 2 −R2.
Si trobem una terna (P,Q,R) ∈ K que compleixi
2P −Q2 = p, −2QR = q, P 2 −R2 = r,
aleshores les solucions de t4 + pt2 + qt+ r = 0 seran les mateixes que les de
(t2 + P )2 − (Qt+R)2 = 0.
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Les solucions d’aquesta equació s’obtenen reunint les solucions de les dues equacions quadràti-
ques
t2 + P = Qt+R, t2 + P = −(Qt+R),
o sigui
t2 −Qt+ (P −R) = 0, t2 +Qt+ P +R = 0.
Si D1 és una arrel quadrada de Q2 − 4(P − R) i D2 és una arrel quadrada de Q2 − 4(P + R),
les solucions de g(t) = 0 són
Q+D1
2
,
Q−D1
2
,
Q+D2
2
,
Q−D2
2
.
El problema, doncs, s’ha transformat en el següent: donats elements p, q i r de K, trobar P , Q
i R de K tals que
2P −Q2 = p, −2QR = q, P 2 −R2 = r. (10.4)
Si q = 0, aleshores podem prendre Q = 0, P = p/2 i com a R una arrel quadrada de P 2 − r.
Així, les tres condicions són satisfetes. Notem, però, que si q = 0, l’equació g(t) = 0 és una
biquadrada que també es pot resoldre mitjançant radicals pel mètode habitual.
Suposem, doncs, que q 6= 0. El valor de R que cerquem haurà de ser 6= 0, i emprant les equacions
segona i tercera de (10.4)
Q = − q
2R
, Q2 =
q2
4R2
=
q2
4(P 2 − r) ,
amb la qual cosa la primera equació queda
p = 2P − q
2
4(P 2 − r)
o, equivalentment,
0 = 4(P 2 − r)(2P − p)− q2 = 8P 3 − 4pP 2 − 8rP + 4rp− q2. (10.5)
Dividint per 8,
P 3 − p
2
P 2 − rP + 4rp− q
2
8
= 0. (10.6)
Veiem, doncs, que si (P,Q,R) és una solució, llavors P ha de ser una arrel de la cúbica
x3 − p
2
x2 − rx + 4rp− q
2
8
= 0.
Prenem com a P , doncs, una solució de la cúbica (aquí és on es fa necessàri que la característica
del cos tampoc no sigui 3). Ara comprovarem que P 2 6= r. En efecte, si fos P 2 = r, substituint
a (10.6), tenim
0 = rP − p
2
r − rP + 4rp− q
2
8
=
−q2
8
,
que és contradictori perquè q 6= 0. Per tant, podem prendre R com a una arrel de P 2− r, tenim
garantit que R 6= 0, i que es compleix la tercera condició de (10.4). Prenent Q = −q/(2R) es
compleix la segona condició de (10.4). Que P sigui arrel de la cúbica implica que es compleix
la primera. En tot cas, doncs, podem trobar la terna (P,Q,R) cercada.
Com a conseqüència de la discussió anterior, tenim el mètode següent per resoldre f(x) = 0
mitjançant radicals.
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1) Calcular
p =
8b− 3a2
8
, q =
8c− 4ab+ a3
8
, r =
256d− 64ac+ 16a2b− 3a4
256
.
Posem g(t) = t4 + px2 + qx+ r.
2) Si q = 0, resolem l’equació biquadrada g(t) = t4 + px2 + r = 0. A cada solució li restem
a/4 i tenim les quatre solucions de f(x) = 0. En el cas q = 0, ja hem acabat.
3) Si q 6= 0, calculem una solució P de la cúbica
x3 − p
2
x2 − rx + 4rp− q
2
8
= 0.
4) Calculem una arrel quadrada R de P 2 − r, i calculem Q = −q/(2R).
5) Calculem una arrel quadradaD1 deQ2−4(P−R) i una arrel quadradaD2 deQ2−4(P+R).
6) Les arrels de g(t) = 0 són
Q+D1
2
,
Q−D1
2
,
Q +D2
2
,
Q−D2
2
.
7) Restant a/4 a cadascuna de les arrels anteriors obtenim les quatre arrels de f(x) = 0.
10.14 Exemple (Aquest exemple és d’Euler.) Resolem l’equació
x4 − 8x3 + 14x2 + 4x− 8 = 0.
El canvi x = t+ 2 la transforma en
t4 − 10t2 − 4t+ 8 = 0.
La cúbica auxiliar és
x3 + 5x2 − 8x− 42 = 0,
que és la de l’exemple 10.11. Ja hem vist que una arrel és P = −3. Ara cal resoldre
−4 = −2QR, 8 = 9−R2,
i podem prendre R = 1 i Q = 2. Per tant,
D1 =
√
22 − 4(−3− 1) = √20 = 2√5, D2 =
√
22 − 4(−3 + 1) = √12 = 2√3.
Les quatre arrels són
2± 2√5
2
− −8
4
= 3±
√
5,
2± 2√3
2
− −8
4
= 1±
√
3.
10.15 Remarca Els polinomis irreductibles sobre els reals són els de grau 1 i els de grau 2
amb discriminant negatiu. Per tant, tot polinomi a coeﬁcients reals es pot factoritzar com
a producte de polinomis de coeﬁcients reals de grau com a molt 2. Tanmateix, en temps de
Nicolaus Bernoulli això no era tan clar: es tractava d’una conjectura. Bernoulli creia que era
falsa i suggeria que el polinomi
x4 − 4x3 + 2x2 + 4x+ 4
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no admetia tal factorització. Euler, però, provà que admet factorització com a producte dels
dos polinomis següents:(
x2 − (2 +
√
2 +
√
4 + 2
√
7)x + 1 +
√
7 +
√
4 + 2
√
7
)
,(
x2 − (2−
√
2−
√
4 + 2
√
7)x + 1 +
√
7−
√
4 + 2
√
7
)
.
Suggerim de trobar aquesta factorització per la via de resoldre la quàrtica.
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11. Els nombres binomials
mòdul un primer
Introducció
La ﬁgura 11.1 mostra dos triangles de Pascal. En el primer s’ha substituït cada nombre binomial
per la seva classe mòdul 2 i, en el segon, per la seva classe mòdul 3. Els cercles negre i blanc
representen les classes de 1 i de 0, respectivament, i, en el cas de mòdul 3, la classe del 2
correspon als cercles grisos. El resultat principal d’aquest capítol és un teorema de Lucas que
permet calcular la classe d’un nombre binomial mòdul un primer p(
n
r
)
(mod p)
en termes de les expressions de n i r en base p. Això permet caracteritzar les ﬁles del triangle
de Pascal mòdul p que tenen exactament dos 1 i la resta d’entrades 0, o que tenen totes les
entrades diferents de 0. Finalment, també es veu que en el triangle de Pascal mòdul p ﬁns a la
ﬁla N , la proporció d’entrades diferents de 0 tendeix a 0 a mesura que N es fa gran.
Aquest capítol segueix l’article de N. J. Fine [33]. Alguns resultats sobre els nombres binomials
mòdul potències d’un primer, que no tractarem aquí, es poden trobar al capítol 2 del llibre de
D. Fuchs i S. Tabachnikov [35].
Teorema de Lucas
El primer resultat que demostrarem és prou elemental.
11.1 Lema Siguin p un nombre primer i r un enter amb 0 < r < p. Aleshores,(
p
r
)
≡ 0 (mod p).
Demostració El nombre binomial(
p
r
)
=
p(p− 1) · · · (p− r + 1)
r!
és un enter. La igualtat
r!
(
p
r
)
= p(p− 1) · · · (p− r + 1)
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Figura 11.1: Els triangles de Pascal mòdul 2 i mòdul 3.
implica que el nombre primer p divideix el terme de l’esquerra. Ara, tots els factors primers
de r! són estrictament inferiors que p, per la qual cosa p no divideix r!. En conseqüència, p
divideix el nombre binomial. ✷
L’aplicació conjunta del lema 11.1 i del teorema del binomi implica el corol·lari següent.
11.2 Corol.lari Si a i b són enters i p és un enter primer, aleshores
(a+ b)p ≡ ap + bp (mod p).
Demostració
(a+ b)p =
p∑
r=0
(
p
r
)
ap−rbr ≡
(
p
0
)
ap +
(
p
p
)
bp = ap + bp. ✷
La generalització per a potències de p és immediata.
11.3 Corol.lari Si a, b i t ≥ 1 són enters, i p és un enter primer, aleshores
(a+ b)p
t ≡ apt + bpt (mod p).
Demostració Per inducció sobre t. El cas t = 1 correspon al corol·lari anterior. Si t ≥ 2 i el
resultat és cert per a t− 1, resulta
(a+ b)p
t
=
(
(a+ b)p
t−1
)p
=
(
ap
t−1
+ bp
t−1
)p
= ap
t
+ bp
t
. ✷
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Abans d’enunciar el teorema de Lucas, dues observacions. Primera: recordem que, donats un
enter n ≥ 1 i un enter p ≥ 2, existeix un únic vector d’enters (n0, n1, . . . , nk) tal que
n = n0 + n1p+ · · ·+ nkpk, n0, n1, . . . , nk ∈ {0, 1, . . . , p− 1}, nk 6= 0.
En aquest cas, (n0, n1, . . . , nk) es diu l’expressió de n en base p i s’escriu n = (n0, n1, . . . , nk)p.
Si n ≥ r ≥ 1, i r = (r0, r1, . . . , rℓ)p, aleshores ℓ ≤ k. Si ℓ < k, posant rℓ+1 = . . . = rk = 0
també podem posar r en la forma r = r0 + r1p+ · · ·+ rkpk.
Segona: si 0 ≤ r ≤ n, el nombre binomial (nr) coincideix amb el nombre de subconjunts de
cardinal r que té un conjunt de cardinal n. Si r > n, el conjunt [n] no té subconjunts de
cardinal r, per la qual cosa és natural deﬁnir(
n
r
)
= 0, si r > n.
Això simpliﬁca l’enunciat del teorema següent, degut a Lucas (1872).
11.4 Teorema (de Lucas) Siguin p un nombre primer, n = n0 + n1p + · · · + nkpk i r = r0 +
r1p+ · · ·+ rkpk amb ni, ri ∈ {0, 1, . . . , p− 1} per a i ∈ {0, . . . , k}. Aleshores,(
n
r
)
≡
(
n0
r0
)(
n1
r1
)
· · ·
(
nk
rk
)
(mod p).
Demostració El resultat és obvi si r > n. Suposem, doncs, n ≥ r ≥ 0. Les expressions de n
i r són les expressions de n i r en base p, potser la de r estesa amb zeros ﬁns que assoleixi la
longitud k de l’expansió de n.
Apliquem el teorema del binomi i el corol·lari 11.3:
n∑
r=0
(
n
r
)
xr = (1 + x)n
= (1 + x)
∑
k
i=0 nip
i
=
k∏
i=0
(
(1 + x)p
i
)ni
≡
k∏
i=0
(1 + xp
i
)ni
=
k∏
i=0
{
ni∑
si=0
(
ni
si
)
xp
isi
}
.
Després de multiplicar i de sumar els termes semblants, el coeﬁcient de xr en aquesta expressió
és la suma dels productes (
n0
s0
)(
n1
s1
)
· · ·
(
nk
sk
)
estesa a tots els vectors (s0, . . . , sk) tals que si ≤ ni ≤ p− 1 i r = s0 + s1p + · · ·+ skpk. Ara,
per la unicitat de l’expressió d’un enter en base p, hi ha exactament un d’aquests vectors, que
és (r0, r1, . . . , rk). Així que, igualant els coeﬁcients de xr mòdul p, obtenim(
n
r
)
≡
(
n0
r0
)(
n1
r1
)
· · ·
(
nk
rk
)
(mod p). ✷
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11.5 Exemple Les expressions en base p = 5 de 709 i de 652 són
709 = 4 + 1 · 5 + 3 · 52 + 0 · 53 + 1 · 54 = (4, 1, 3, 0, 1)5
652 = 2 + 0 · 5 + 1 · 52 + 0 · 53 + 1 · 54 = (2, 0, 1, 0, 1)5.
Per tant, (
709
2653
)
≡
(
4
2
)(
1
0
)(
3
1
)(
0
0
)(
1
1
)
≡ 6 · 3 ≡ 3 (mod 5).
Entrades no nul·les d’una fila del triangle de Pascal mòdul p
Sigui p un enter primer i n ≥ 0 un enter. Denotarem per tp(n) el nombre d’entrades de la ﬁla
n del triangle de Pascal mòdul p que no són 0. Certament, tp(0) = 1 perquè
(
0
0
)
= 1. Per a
n ≥ 1, com que (n0) = (nn) = 1, tenim 2 ≤ tp(n). D’altra banda, com que la ﬁla n té n + 1
entrades, tenim tp(n) ≤ n+ 1 per a tot n ≥ 0. La proposició següent permet calcular tp(n) en
termes de l’expressió de n en base p.
11.6 Proposició Siguin p un enter primer i n = (n0, n1, . . . , nk)p. Aleshores,
tp(n) =
k∏
i=0
(ni + 1). (11.1)
Demostració D’acord amb el teorema 11.4, per tal que n sobre r no sigui 0 mòdul p, cal que
en el producte (
n0
r0
)(
n1
r1
)
· · ·
(
nk
rk
)
cap factor sigui 0 mòdul p. Per a cada ni, tenim 0 ≤ ni ≤ p − 1 < p, per la qual cosa p no
divideix ni! ni, per tant, el seu divisor
(
ni
ri
)
. Excepte si ri > ni, el nombre binomial
(
ni
ri
)
no és
divisible per p. Hi ha, doncs, exactament els ni + 1 valors de ri ∈ {0, 1, . . . , ni} que fan que el
nombre binomial
(
ni
ri
)
no sigui 0. Pel principi del producte, s’obté (11.1). ✷
Ja hem fet notar que 2 ≤ tp(n) ≤ n + 1 per a tot n ≥ 1. Ara caracteritzarem els n tals que
tp(n) = 2 i, després, els n tals que tp(n) = n+ 1.
11.7 Teorema Sigui p un enter primer i n ≥ 1 un enter. Aleshores són equivalents:
(a) tp(n) = 2;
(b) n és una potència de p;
(c)
(
n
r
)
≡ 0 (mod p) per a tot enter r amb 0 < r < n.
Demostració (a) ⇒ (b). Sigui n = (n0, n1, . . . , nk)p. Com que nk 6= 0 i
2 = tp(n) =
k∏
i=0
(ni + 1),
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resulta que n0 = . . . = nk−1 = 0 i nk = 1. Llavors, n = pk és potència de p.
(b) ⇒ (c). Que n sigui de la forma n = pk per a cert enter k ≥ 1 implica que n = (0, . . . , 0, 1)p.
Si 0 < r < n i r = r0 + r1p+ · · ·+ rkpk amb tots els ri ∈ {0, . . . , p− 1}, és clar que per a algun
ri amb i < k es compleix ri > 0. Llavors
(
ni
ri
) ≡ 0 i, per tant, (nr) ≡ 0.
(c) ⇒ (a) és clar. ✷
Estudiem ara el cas en què totes les entrades de la ﬁla n del triangle de Pascal mòdul p són
diferents de zero, és a dir, tp(n) = n+ 1.
11.8 Proposició Siguin p un enter primer i n = (n0, . . . , nk)p un enter positiu. Sigui n∗ =
n− nkpk. Les condicions següents són equivalents:
(a) tp(n) = n+ 1;
(b) n∗ = pk − 1;
(c) ni = p− 1 per a 0 ≤ i < k;
(d)
(
n
r
)
6≡ 0 (mod p) per a tot 0 ≤ r ≤ n.
Demostració (a) ⇒ (b). Notem que
n∗ ≤ (p− 1) + (p− 1)p+ · · ·+ (p− 1)pk−1 = pk − 1,
així que n∗ + 1 ≤ pk. Tenim
nkp
k + n∗ + 1 = n+ 1
= tp(n)
= (nk + 1)tp(n
∗)
≤ (nk + 1)(n∗ + 1)
= nk(n
∗ + 1) + n∗ + 1
≤ nkpk + n∗ + 1.
Això implica que totes les desigualtats anteriors són igualtats. Per tant,
nkp
k + n∗ + 1 = nk(n
∗ + 1) + n∗ + 1
i obtenim n∗ + 1 = pk, és a dir, n∗ = pk − 1.
(b) ⇒ (c). n∗ = pk − 1 = (p − 1)(1 + p + p2 + · · · + pk−1) = (p − 1, p − 1, k). . ., p − 1)p i
n = (p− 1, p− 1, k. . ., p− 1, nk)p.
(c) ⇒ (d). L’enter (niri) no és zero perquè ri ≤ p− 1 = ni. Com que ni = p− 1 < p, el nombre
ni! no és divisible per p; per tant, tampoc no ho és cap dels seus divisors, en particular
(
ni
ri
)
.
(d) ⇒ (a) és clar. ✷
Reformulem les equivalències anteriors en el teorema següent.
11.9 Teorema Sigui n un enter positiu. Aleshores tp(n) = n + 1 si, i només si, n és de la
forma n = apr − 1 amb a ∈ [p− 1] i 0 ≤ r.
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Demostració L’apartat (c) de la proposició 11.8 caracteritza els n tals que tp(n) = n+ 1 com
els que tenen una expressió en base p de la forma (p − 1, k−1). . . , p− 1, nk)p, és a dir, els n de la
forma
n = (p− 1)(1 + p+ · · ·+ pk−1) + nkpk = pk − 1 + nkpk = (nk + 1)pk − 1.
Considerem la igualtat (nk+1)pk−1 = apr−1. Donats k i nk, si nk < p−1 prenem a = nk+1
i r = k; si nk = p−1, prenem a = 1 i r = k+1. En tots dos casos, n = apr−1. Recíprocament,
donats a i r, prenem k = r i nk = a− 1, i obtenim n = (nk + 1)pk. ✷
L’últim resultat tracta la probabilitat que un nombre binomial escollit a l’atzar no sigui divisible
per un primer p. Més precisament, sigui N > 1 un enter i considerem tots els nombres binomials
ﬁns a la ﬁla N inclosa. La quantitat T (N) de nombres binomials considerada és T (N) =
1+2+ · · ·+N +(N +1) = (N +1)(N +2)/2. Sigui fp(N) la quantitat d’aquests nombres que
no són divisibles per p i sigui Qp(N) = fp(N)/T (N). Tenim el teorema següent.
11.10 Teorema Per a tot enter primer p es compleix lim
N
Qp(N) = 0.
Demostració Per a cada enter k ≥ 0, sigui G(k) la quantitat de nombres del triangle de Pascal
ﬁns a la ﬁla pk − 1 que no són divisibles per p. Tenim
G(k) =
pk(pk + 1)
2
Qp(p
k − 1) =
pk−1∑
n=0
tp(n).
Certament, G(0) = 1. Per a cada n = (n0, . . . , nk)p, posem n∗ = n− nkpk. Tenim
G(k + 1) =
pk+1−1∑
n=0
tp(n) =
p−1∑
nk=0
pk−1∑
n∗=0
(nk + 1)tp(n
∗)
=
(
p−1∑
nk=0
(nk + 1)
)pk−1∑
n∗=0
tp(n
∗)


=
p(p+ 1)
2
G(k).
Així, els G(k) formen una progressió geomètrica de raó p(p+1)/2 i terme inicial G(0) = 1. Per
tant,
G(k) =
(
p(p+ 1)
2
)k
.
Donat N , sigui k = k(N) tal que pk ≤ N < pk+1. Clarament, limN k = limN k(N) = +∞.
Tenim
Qp(N) ≤ 2
(N + 1)(N + 2)
G(k + 1) <
2
p2k
G(k + 1)
=
2
p2k
(
p(p+ 1)
2
)k+1
= p(p+ 1)
(
p+ 1
2 · p
)k
= p(p+ 1)
(
1 + 1/p
2
)k
.
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Quan N tendeix a +∞, també k = k(N) tendeix a +∞ i, per tant, limnQp(N) = 0. ✷
11.11 Remarca El resultat anterior s’estén a un nombre ﬁnit de primers diferents. En efecte,
amb una notació similar a l’anterior, siguin N > 1 un enter, P = {p1, . . . , pr} un conjunt de
r nombres primers diferents, fP (N) la quantitat d’entrades del triangle de Pascal ﬁns a la ﬁla
N que no són divisibles per cap dels nombres pi ∈ P , i QP (N) = fP (N)/T (N). Com que
fP (N) ≤ fp1(N) + · · ·+ fpr (N), tenim
0 ≤ Qp(N) ≤ Qp1(N) + · · ·+Qpr(N),
i cadascun dels sumands anteriors té límit zero quan N tendeix a +∞. Per tant,
lim
N→+∞
QP (N) = 0.
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12. El grup dels invertibles mòdul n
Introducció
Sigui A un anell commutatiu amb els elements neutre de la suma 0 i neutre del producte 1
diferents. Un element u de A és invertible si existeix un element v ∈ A tal que uv = 1. El
conjunt dels invertibles de A, amb el producte, forma un grup abelià que es denota per A∗ i
s’anomena el grup dels invertibles o el grup de les unitats de A.
Si n ≥ 2 és un enter, denotarem per Zn l’anell de classes de residus mòdul n. Aquí estudiarem
l’estructura del grup abelià Z∗n dels invertibles de l’anell Zn. L’objectiu principal és caracteritzar
els enters n tals que Z∗n és un grup cíclic.
Dos enters són congrus mòdul un enter n si, i només si, són congrus mòdul −n. Per tant, només
cal considerar mòduls n ≥ 0.
Dos enters són congrus mòdul 0 si, i només si, són iguals. Aleshores Z0 és isomorf a Z, el grup
dels invertibles del qual és Z∗0 ≃ Z∗ = {+1,−1} ≃ Z2.
Dos enters qualssevol són congrus mòdul 1. Per tant, Z1 és l’anell trivial, que només té un
element, que és alhora neutre de la suma i del producte perquè les dues operacions coincideixen.
En el que segueix, doncs, només considerarem mòduls n ≥ 2.
Com hem dit, l’objectiu principal és caracteritzar els n tals que el grup Z∗n és cíclic. Els tres
primers apartats són preliminars. En el primer donem les propietats de la funció φ d’Euler
que dóna l’ordre de Z∗n; el segon és un recordatori d’alguns resultats sobre grups abelians; en
el tercer caracteritzem els elements invertibles de Zn. Els resultats signiﬁcatius són els dels
apartats següents, on s’estudien els casos de mòduls del tipus n = p, n = pe amb p primer
senar, i n = 2e. Finalment, es caracteritzen els enters n ≥ 2 tals que Z∗n és cíclic.
Les propietats de la funció d’Euler i d’altres funcions aritmètiques es poden trobar a pràc-
ticament tots els llibres de teoria de nombres, per exemple els de G. E. Andrews [2] i de
K. H. Rosen [84], així com la prova del teorema xinès dels residus, que aquí hem omès. Els pocs
resultats de grups apareixen a qualsevol llibre d’àlgebra. Per a l’estudi dels Z∗n que són cíclics
hem seguit el text de J. Quer i A. Rio [79]. A la lliçó de J. Shurman [90] també n’hi ha l’estudi
detallat amb demostracions alternatives.
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La funció d’Euler
En aquest apartat estudiem la funció φ d’Euler que, com veurem més endavant, dóna l’ordre
del grup Z∗n.
Donat un enter n ≥ 1, considerem el nombre φ(n) d’enters x tals que x ∈ [n] i mcd(x, n) = 1.
La funció φ s’anomena funció d’Euler. En particular, φ(1) = φ(2) = 1.
12.1 Proposició (i) Si p és primer, φ(p) = p− 1;
(ii) si p és primer i e ≥ 1 és un enter, aleshores φ(pe) = pe−1(p− 1);
(iii) si a i b són enters positius i mcd(a, b) = 1, aleshores φ(ab) = φ(a)φ(b).
Demostració (i) És clar.
(ii) En el conjunt {1, 2, . . . , pe}, els nombres no relativament primers amb pe són p, 2p, . . . , pe−1p,
i n’hi ha pe−1. Els relativament primers amb pe són la resta, i n’hi ha pe − pe−1 = pe−1(p− 1).
(iii) Primer notem que mcd(x, ab) = 1 si, i només si, mcd(x, a) = mcd(x, b) = 1. Distribuïm els
enters entre 1 i ab en la taula
1 2 . . . x . . . a
a+ 1 a+ 2 . . . a+ x . . . a+ a = 2a
. . . . . . . . . . . . . . . . . .
(b− 1)a+ 1 (b− 1)a+ 2 . . . (b− 1)a+ x . . . (b − 1)a+ a = ba
i mirem quants n’hi ha de relativament primers amb a i b alhora.
El nombres d’una columna no són congrus mòdul b: si ia+ x ≡ ja+ x, llavors ia ≡ ja i, com
que mcd(a, b) = 1, resulta i ≡ j. Com que 0 ≤ i, j ≤ b − 1, resulta i = j. Per tant, les classes
dels nombres d’una columna formen Zb, i n’hi ha φ(b) de relativament primers amb b.
Atès que mcd(ja + x, a) = mcd(x, a), un nombre de la columna encapçalada per x és relati-
vament primer amb a si, i només si, x ho és. Ara bé, hi ha φ(a) columnes encapçalades per
nombres relativament primers amb a, i en cadascuna d’aquestes columnes hi ha φ(b) nombres
relativament primers amb b. Per tant, hi ha φ(a)φ(b) nombres relativament primers amb ab. ✷
12.2 Corol.lari Si n = pe11 · · · pekk és la factorització de l’enter n com a producte de primers,
llavors
φ(n) = φ(pe11 ) · · ·φ(pekk ) = pe1−11 (p1 − 1) · · · pek−1k (pk − 1).
Demostració Demostrem la primera igualtat per inducció sobre k. Per a k = 1 no hi ha res a
demostrar, i per a k = 2 ja està provat a la proposició 12.1(iii). Si k ≥ 3 i el resultat val per a
k − 1, prenem a = pe11 i b = pe22 · · · pekk i apliquem la proposició 12.1 i la hipòtesi d’inducció:
φ(n) = φ(ab) = φ(a)φ(b) = φ(pe11 )φ(p
e2
2 · · · pekk ) = φ(pe11 )φ(pe22 ) · · ·φ(pekk ).
Per l’apartat (iii) de la proposició 12.1, tenim φ(peii ) = p
ei−1
i (pi − 1), cosa que prova la segona
igualtat. ✷
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Grups abelians
Recordem alguns resultats elementals sobre grups, que aplicarem després a Z∗n.
Siguin G un grup (que denotem multiplicativament) ﬁnit d’ordre n i x ∈ G. Les potències
xi amb i ≥ 1 natural no poden ser totes diferents perquè com a molt n’hi ha n, l’ordre de
G. Així que, per a certs j > i ≥ 1, es compleix xj = xi. Si j = i + t, ha de ser t ≥ 1 i
xixt = xi+t = xj = xi, amb la qual cosa xt = 1. Així, el conjunt {t ≥ 1 : xt = 1} no és buit
i, per tant, té mínim, que s’anomena l’ordre de x, i que denotarem per ordx. Si t = ordx, el
conjunt {xi : i ∈ {0, 1, . . . , t − 1}} és un subgrup de G d’ordre t. Si G és d’ordre n i existeix
x ∈ G d’ordre n, aleshores el grup G es diu cíclic i l’element x és un generador de G.
12.3 Proposició Siguin G un grup finit d’ordre n i x ∈ G. Aleshores,
(i) xm = 1 si, i només si, m és múltiple de ordx;
(ii) l’ordre de x divideix n, l’ordre n del grup.
Demostració (i) Sigui t l’ordre de x. Dividim m per t. Per a certs enters q i r es compleix
m = tq + r amb 0 ≤ r < t.
Suposem primer que xm = 1. Aleshores 1 = xm = xtq+r = (xt)qxr = xr . Com que t és l’ordre
de x i r < t, ha de ser r = 0, és a dir, m múltiple de t. Recíprocament, si m és múltiple de t,
llavors r = 0 i xm = (xt)q = 1.
(ii) És immediat veure que l’aplicació G→ G deﬁnida per y 7→ xy és bijectiva. Aleshores,∏
y∈G
y =
∏
y∈G
(xy) = xn
∏
y∈G
y,
la qual cosa implica xn = 1 i, per l’apartat anterior, que n és múltiple de ordx = t. ✷
12.4 Lema Siguin G un grup abelià i x i y elements de G d’ordres r i s, respectivament, amb
mcd(r, s) = 1. Aleshores l’ordre de xy és rs.
Demostració Primer observem que
(xy)rs = (xr)s(ys)r = 1.
Així, l’ordre de xy divideix rs. Sigui d ≥ 1 un enter tal que (xy)d = 1. Aleshores,
1 =
(
(xy)d
)r
= (xryr)d = yrd.
Per tant, s divideix rd i, com que és primer amb r, tenim que s divideix d. Amb un argument
simètric, també r divideix d. Per tant, rs divideix d. En conseqüència, rs = ord (xy). ✷
12.5 Lema Sigui G un grup abelià d’ordre n = ab amb mcd(a, b) = 1. Definim
A = {x ∈ G : xa = 1} i B = {x ∈ G : xb = 1}.
Aleshores A i B són subgrups de G i l’aplicació f : A × B → G definida per f(x1, x2) = x1x2
és un isomorfisme.
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Demostració Certament, A no és buit perquè 1 ∈ A. Si x, y ∈ A, aleshores (xy)a = xaya = 1
i, per tant, xy ∈ A. Si x ∈ A, aleshores (x−1)a = (xa)−1 = 1 i, per tant, x−1 ∈ A. Concloem,
doncs, que A és un subgrup i, anàlogament, ho és B.
L’aplicació f és un homomorﬁsme:
f((x1, x2)(y1, y2)) = f(x1y1, x2y2) = x1y1x2y2 = x1x2y1y2 = f(x1, x2)f(y1, y2).
L’aplicació f és injectiva: si f(x1, x2) = f(y1, y2), aleshores x1x2 = y1y2, i l’element z =
y−11 x1 = y2x
−1
2 pertany, alhora, a A i a B. Per tant, el seu ordre divideix a i divideix b. Però
mcd(a, b) = 1, amb la qual cosa l’ordre de z és 1. Concloem que z = 1 i, per tant, que x1 = y1
i que x2 = y2.
Finalment, veurem que f és exhaustiva. Com que mcd(a, b) = 1, existeixen enters u i v tals
que au+ bv = 1. Donat x ∈ G, tenim
x = (xv)b · (xu)a.
Certament, x1 = (xv)b ∈ A i x2 = (xu)a ∈ B i (x1, x2) és un original de x perquè x = x1x2. ✷
En particular, per aplicació repetida del lema anterior, tenim el corol·lari següent.
12.6 Corol.lari Sigui n = qe11 · · · qekk la descomposició d’un enter n ≥ 2 en producte de primers,
i sigui G un grup abelià d’ordre n. Els conjunts
Qi = {x ∈ G : xq
ei
i = 1}, i ∈ [k],
són subgrups de G i l’aplicació Q1 × · · · × Qk → G definida per (x1, . . . , xk) 7→ x1x2 · · ·xk és
un isomorfisme.
12.7 Proposició Siguin A i B dos grups finits d’ordres r i s, respectivament. Aleshores A×B
és cíclic si, i només si, A i B són cíclics i mcd(r, s) = 1.
Demostració Suposem que A és cíclic generat per a i B cíclic generat per b. L’element (a, 1)
de A×B té ordre r i l’element (1, b) de A×B té ordre s. Aleshores (a, b) = (a, 1)(1, b) té ordre
rs i, per tant, és un generador de A×B.
Recíprocament, suposem que A× B és cíclic i sigui (a, b) un generador. Tenim ord (a, b) = rs.
Si ord (a) = r′ i ord (b) = s′, tenim r′|r i s′|s i r′s′ ≤ rs = ord (a, b) = mcm(r′, s′) ≤ r′s′. Per
tant, r′s′ = rs, la qual cosa implica r′ = r i s′ = s. Llavors el grup A és cíclic generat per a, el
grup B és cíclic generat per b i mcm(r, s) = rs, és a dir, mcd(r, s) = 1. ✷
Aplicant repetidament la proposició anterior, obtenim el corol·lari següent.
12.8 Corol.lari Siguin A1, . . . , An grups finits d’ordres respectius r1, . . . , rn. Aleshores, el grup
A1× · · ·×An és cíclic si, i només si, per a cada i, j ∈ [n] amb i 6= j es compleix que el grup Ai
és cíclic i mcd(ri, rj) = 1.
El grup Z∗n
Caracteritzarem els elements de Zn invertibles.
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12.9 Proposició Sigui n ≥ 2 un enter. La classe d’un enter x és un invertible de Zn si, i només
si, mcd(x, n) = 1.
Demostració Indiquem per y la classe d’un enter y a Zn. Si x és invertible, aleshores x y = 1
per a cert enter y. Per a cert enter t, tenim xy = 1+ nt, o sigui xy− nt = 1. Si d és divisor de
x i de n, aleshores d és divisor de 1. Per tant, mcd(x, n) = 1.
Recíprocament, si mcd(x, n) = 1, existeixen y i t tals que xy + nt = 1 i, prenent classes mòdul
n, obtenim x y = 1, és a dir, que x és invertible. ✷
Com a conseqüència de la proposició anterior i de la deﬁnició de φ(n), obtenim els corol·laris
següents.
12.10 Corol.lari L’ordre de Z∗n és φ(n).
12.11 Corol.lari L’anell Zn és un cos si, i només si, n és un nombre primer.
Demostració L’anell Zn és un cos si, i només si, tot element diferent de zero és invertible, és a
dir si, i només si, φ(n) = n− 1. Si n és primer, ja hem vist que φ(n) = n− 1. Si φ(n) = n− 1,
aleshores cap nombre menor que n té factors comuns amb n, és a dir, n és primer. ✷
Aplicant la proposició 12.3 al grup Z∗n, que té ordre φ(n), tenim la proposició següent.
12.12 Proposició Sigui n ≥ 2 un enter. Per a tot x ∈ Z∗n, es compleix xφ(n) = 1.
El resultat anterior, expressat en termes de congruències, s’anomena teorema d’Euler, i és el
següent.
12.13 Teorema (d’Euler) Si n ≥ 2 i x són enters i mcd(x, n) = 1, aleshores xφ(n) ≡ 1
(mod n).
En el cas particular que n = p sigui un nombre primer, tenim φ(p) = p− 1 i els dos resultats
anteriors són els següents.
12.14 Teorema (petit de Fermat) Sigui p ≥ 2 un nombre primer.
(i) Per a tot x ∈ Z∗p, es compleix xp−1 = 1;
(ii) si x és un enter que no és múltiple de p, llavors xp−1 ≡ 1 (mod p).
Si la descomposició de n en producte de primers és n = pe11 , . . . , p
ek
t , el teorema xinès dels
residus dóna l’isomorﬁsme d’anells
Zn ≃ Zpe11 × · · · × Zpekk .
L’isomorﬁsme fa correspondre a cada classe x de Zn l’element (x1, . . . , xk) on xi és la classe de
x a Zpei
i
.
Les operacions del producte directe de la dreta es fan coordenada a coordenada, amb la qual
cosa un element (x1, . . . , xk) és invertible si, i només si, cada xi és invertible a Zpei
i
. Aleshores,
Z∗n ≃ (Zpe11 × · · · × Zpekk )
∗ = Z∗pe11
× · · · × Z∗
p
ek
k
.
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Per tant, per estudiar l’estructura de Z∗n començarem per estudiar l’estructura de Z
∗
pe , on p és
un primer i e ≥ 1 és un enter.
Mòdul primer
En aquest apartat veurem que si p és un nombre primer, aleshores el grup Z∗p és cíclic i qualsevol
element diferent del neutre és generador.
12.15 Teorema Sigui p ≥ 2 un nombre primer. El grup Z∗p és cíclic i té exactament φ(p − 1)
generadors.
Demostració Considerem el polinomi f(X) = Xp−1 − 1 ∈ Zp[X ] amb coeﬁcients al cos Zp.
Segons el teorema de Fermat, tot a ∈ Zp diferent de zero compleix ap−1 = 1, és a dir, és una
arrel de f(X). Així que el polinomi f(X) té totes les p − 1 arrels a Zp. Sigui d un divisor de
p− 1, diguem p− 1 = dt. Si
g(X) = Xd − 1, h(X) = 1 +Xd +X2d + · · ·+X(t−1)d,
tenim que
f(X) = (Xd − 1)(1 +Xd +X2d + · · ·+X(t−1)d) = g(X)h(X).
Ara:
f(X) té p− 1 arrels a Zp;
g(X) té, com a molt, d arrels a Zp;
h(X) té, com a molt, (t− 1)d = p− 1− d arrels a Zp.
Això obliga que g(X) = Xd − 1 tingui exactament d arrels a Zp. Sigui ara
p− 1 = qe11 · · · qekk
la descomposició de p− 1 en producte de primers i apliquem l’argument anterior a cada divisor
qe = qeii . Resulta que
Xq
e − 1 té qe arrels a Zp,
Xq
e−1 − 1 té qe−1 arrels a Zp.
Per tant, el nombre d’elements de Z∗p d’ordre q
e és qe − qe−1 = φ(qe). Per a i ∈ [k], sigui
Qi = {x ∈ Z∗p : xq
ei
i = 1}.
D’acord amb el corol·lari 12.6, tenim un isomorﬁsme Z∗p ≃ Q1× · · ·×Qk, i Qi té φ(qeii ) genera-
dors. Com que l’ordre d’un producte x1 · · ·xk amb xi ∈ Qi és el producte dels ordres (perquè
són dos a dos relativament primers), tenim que el nombre d’elements d’ordre qe11 · · · qekk = p− 1
és φ(qe11 ) · · ·φ(qekk ) = φ(p− 1). ✷
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Mòdul potència de primer senar
Sigui p un nombre primer. Ja hem vist que Z∗p és cíclic. Ara veurem que si el mòdul és una
potència d’un primer p ≥ 3, diguem pe amb e ≥ 2, aleshores el grup Z∗pe també és cíclic.
12.16 Remarca Usarem el resultat següent, que ja hem demostrat com a lema 11.1. Si p és un
nombre primer i j és un enter amb 0 < j < p, aleshores(
p
j
)
≡ 0 (mod p).
12.17 Remarca Donat un mòdul n i un enter x, sovint emprarem el mateix símbol x per
denotar l’enter i la seva classe mòdul n. El context ha de fer inequívoc el signiﬁcat de x.
12.18 Teorema Siguin p ≥ 3 un primer senar i e ≥ 2 un enter.
(i) Si g és un generador de Z∗p, aleshores
gp−1 6≡ 1 (mod p2) o (g + p)p−1 6≡ 1 (mod p2);
(ii) el grup Z∗pe és cíclic, i si h ∈ {g, g + p} compleix hp−1 6≡ 1 (mod p2), aleshores h n’és un
generador.
Demostració (i) Sigui g un generador de Z∗p. Ni p − 1 ni g són divisibles per p, així que
(p−1)gp−2p 6≡ 0 (mod p2). Tenint en compte que en el desenvolupament pel binomi de Newton
de (g + p)p−1 tots els sumands menys els dos primers són múltiples de p2, tenim
gp−1 6≡ gp−1 + (p− 1)gp−2p ≡ (g + p)p−1 (mod p2).
Així, un dels dos elements gp−1 i (g + p)p−1 no és congru amb 1 mòdul p2. Això demostra
l’apartat (i).
(ii) Notem que tant g com g + p són generadors de Z∗p. Per tant, existeix un generador h ∈
{g, g + p} de Z∗p tal que
hp−1 = 1 + k1p, p 6 |k1.
Pel binomi de Newton,
hp(p−1) = (1 + k1p)
p = 1 + pk1p+

p−1∑
j=2
(
p
j
)
kj1p
j

+ kp1pp.
Com que els nombres binomials de l’expressió anterior són múltiples de p (vegeu la remar-
ca 12.16), tots els sumands excepte els dos primers són múltiples de p3. (Aquí és rellevant
p > 2.) Aleshores, per a cert enter a,
hp(p−1) = 1 + k1p
2 + ap3 = 1 + (k1 + ap)p
2.
Sigui k2 = k1 + ap. Com que p 6 |k1, tenim p 6 |k2. Amb un argument similar,
hp
2(p−1) = (1 + k2p
2)p = 1 + pk2p
2 +
p∑
j=2
(
p
j
)
kj2p
2j = 1 + k2p
3 + bp4 = 1 + k3p
3,
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amb p 6 |k3, perquè tots els termes del sumatori són múltiples de p4. Anàlogament,
hp
3(p−1) = 1 + k4p
4, p 6 |k4,
i així ﬁns a arribar a la potència e − 1:
hp
e−2(p−1) = 1 + ke−1p
e−1, p 6 |ke−1,
la qual cosa implica
hp
e−2(p−1) 6≡ 1 (mod pe).
Tenim, doncs, que
hp
α(p−1) 6≡ 1 (mod pe), α ∈ {1, . . . , e− 2}. (12.1)
Provarem ara que h és un generador de Z∗pe comprovant que el seu ordre és φ(p
e) = pe−1(p−1).
Suposem que l’ordre de h és pαd amb α ∈ [e − 1] i d un divisor de p − 1. Com que hp ≡ h
(mod p), la igualtat
hp
ad ≡ 1 (mod pe)
implica que hd ≡ 1 (mod p). Com que h és un generador de Z∗p, ha de ser d = p − 1. Ara,
comparant
hp
α(p−1) ≡ 1 (mod pe)
amb (12.1), concloem que α = e− 1 i veiem que l’ordre de h és φ(pe) = pe−1(p− 1). ✷
El teorema anterior permet, conegut un generador de Z∗p, obtenir un generador de Z
∗
pe .
12.19 Exemple El grup Z∗5 té φ(4) = 2 generadors, que són 2 i 3. Si prenem g = 2 i calculem
gp−1 = 24 ≡ 16 6≡ 1 (mod 25),
veiem que h = g = 2 serveix com a generador de Z25. De pas, observem també que 2 és
generador de tot Z∗5e per a e ≥ 1.
Mòdul potència de 2
En aquest apartat estudiem l’estructura de Z2e per als enters e ≥ 1. Per als primers valors de
e, el resultat és obvi:
Per a e = 1, tenim l’anell Z2 = {0, 1}, el grup dels invertibles del qual és trivial: Z∗2 = {1}.
Per a e = 2, tenim l’anell Z4, el grup dels invertibles del qual és Z∗4 = {1, 3} = {+1,−1} ≃
Z2.
Estudiarem, doncs, el cas e ≥ 3.
12.20 Proposició Sigui e ≥ 3 un enter. L’ordre de 5 a Z∗2e és 2e−2.
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Demostració L’ordre de Z∗2e és φ(2
e) = 2e−1, per la qual cosa l’ordre de 5 ha de ser un divisor
de 2e−1, és a dir, una potència de 2 menor o igual que 2e−1. Tenim
52
0
= 5 = 1 + 4 = 1 + k22
2, k2 = 1, 2 6 |k2.
Llavors,
52
1
= 52 = (1 + k22
2)2 = 1 + 2k22
2 + k222
4 = 1 + k32
3, 2 6 |k3,
i, repetint,
52
2
= 54 = (1 + k32
3)2 = 1 + k32
4 + k232
6 = 1 + k42
4, 2 6 |k4,
i així ﬁns a
52
e−3
= 1 + ke−12
e−1, 2 6 |ke−1,
i, ﬁnalment,
52
e−2
= 1+ ke2
e, 2 6 |ke,
la qual cosa demostra que la menor potència de 2 a què cal elevar 5 per obtenir 1 és 2e−2. Per
tant, ord 5 = 2e−2. ✷
12.21 Teorema Si e ≥ 3 és un enter, aleshores
Z∗2e ≃ {+1,−1}× {1, 5, 52, . . . , 52
e−2−1}.
Demostració El conjunt {+1,−1} és un subgrup de Z∗2e d’ordre 2. Com que l’ordre de 5 és
2e−2, el conjunt P = {1, 5, 52, . . . , 52e−2−1} és un subgrup de Z∗2e d’ordre 2e−2. El producte
directe {+1,−1} × P és un grup d’ordre 2 · 2e−2 = 2e−1. L’aplicació {+1,−1} × P → Z∗2e ,
deﬁnida per (ǫ, x) 7→ ǫx, és certament homomorﬁsme. Per tal que sigui isomorﬁsme només cal
veure que és injectiva. Si a, b ∈ {0, 1} i c, d ∈ {0, 1, . . . , 2e−2 − 1} i es compleix
(−1)a5c ≡ (−1)b5d (mod 2e),
aleshores, prenent mòdul 4, obtenim (−1)a ≡ (−1)b i, atès que a, b ∈ {0, 1}, resulta a = b.
Aleshores 5c = 5d amb c i d menors que l’ordre de 5, per la qual cosa c = d. ✷
Amb la notació de la demostració anterior, tots els elements de {+1,−1} × P tenen un ordre
que és divisor de 2e−2, per la qual cosa no n’hi ha cap d’ordre φ(2e) = 2e−1. Per tant, tenim el
corol·lari següent:
12.22 Corol.lari Si e ≥ 3, el grup Z∗2e no és cíclic.
Caracterització dels Z∗n cíclics
En aquest apartat caracteritzarem els grups Z∗n que són cíclics. La discussió es basa en la
descomposició de n en factors primers n = pe11 · · · pekk i en la consegüent descomposició del grup
Z∗n donada pel teorema xinès dels residus:
Z∗n ≃ Z∗pe11 × · · · × Z
∗
p
ek
k
.
D’acord amb el corol·lari 12.8, el producte és cíclic si, i només si, cada factor és cíclic i els ordres
dels grups són dos a dos relativament primers.
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12.23 Teorema Sigui n ≥ 2. Els únics grups Z∗n que són cíclics corresponen als valors següents
de n.
(i) n = 2; el grup és el trivial Z∗2 = {1}.
(ii) n = 4; el grup és Z∗4 = {1, 3} ≃ Z2.
(iii) n = pe, amb p primer senar i e ≥ 1; el grup Z∗pe és el cíclic d’ordre φ(pe) = pe−1(p− 1).
(iv) n = 2pe, amb p primer senar i e ≥ 1; el grup Z∗2pe és isomorf a Z∗pe , el grup cíclic d’ordre
φ(2pe) = φ(pe) = pe−1(p− 1).
Demostració Primer notem que els grups llistats són cíclics. Els dos primers apartats són
immediats i ja s’han comentat. El cas n = pe amb p primer senar correspon al teorema 12.18.
Finalment, pel teorema xinès dels residus, Z∗2pe és isomorf a Z
∗
2 × Z∗pe i, com que Z∗2 és trivial,
obtenim el resultat.
Ara comprovem que són els únics cíclics. Els casos no considerats a la llista anterior són tres:
1r) n = 2a amb a ≥ 3. Ja hem vist al corol·lari 12.22 que, en aquest cas, el grup Z∗2a no és
cíclic.
2n) n = 2apb amb a ≥ 2, p primer senar i b ≥ 1. Aleshores els grups Z∗2a i Z∗pb tenen tots dos
ordres parells, els dos ordres no són relativament primers i, per la proposició 12.7, el producte
dels dos grups no és cíclic.
3r) n té almenys dos factors primers senars diferents, diguem p1 i p2. Llavors, per a certs
enters e1 ≥ 1 i e2 ≥ 1, l’enter n és divisible per pe11 i pe11 . Els grups Z∗pe11 i Z
∗
p
e2
2
tenen ordres
φ(pe11 ) = p
e1−1
1 (p1− 1) i φ(pe22 ) = pe2−12 (p2− 1), que són tots dos nombres parells, el seu màxim
comú divisor no és 1 i, per tant, el producte dels dos grups no és cíclic. ✷
13. El teorema de Wedderburn
Introducció
Un anell de divisió1 és un anell A amb unitat i tal que cada element diferent de zero té
invers pel producte. Per dir-ho més col·loquialment, és un cos excepte que el producte no és
necessàriament commutatiu.
Suposarem que els neutres de la suma i el producte són diferents, és a dir, que un anell de
divisió té, almenys, dos elements.
13.1 Exemple Sigui K un cos i considerem un K-espai vectorial E de dimensió 4 i una base
e, i, j, k. Naturalment, (E,+) és un grup abelià. Ara deﬁnim un producte intern a E: si
q = ae+ bi+ cj + dk i q′ = a′e+ b′i+ c′j + d′k, deﬁnim
qq′ = (aa′ − bb′ − cc′ − dd′)e+ (ab′ + ba′ + cd′ − dc′)i
+ (ac′ − bd′ + ca′ + db′)j + (ad′ + bc′ − cb′ + da′)k.
Es pot comprovar que aquest producte és associatiu, que té neutre e i que és distributiu (pels
dos costats) respecte a la suma. Si q = ae + bi + cj + dk, deﬁnim el conjugat de q com a
q = ae− bi− cj − dk. Notem que
qq = (a2 + b2 + c2 + d2)e.
L’element a2 + b2 + c2 + d2 de K es diu la norma de q, i es denota per |q|. Ara cada q 6= 0 té
invers pel producte, que és
q−1 =
1
|q|q.
Per tant, aquest producte dota el grup abelià E d’estructura d’anell de divisió. Remarquem
que aquest producte no és commutatiu perquè
ij = k, jk = i, ki = j,
ji = −k kj = −i ik = −j.
Aquest anell de divisió s’anomena anell dels quaternions sobre K.
1La nomenclatura és menys estàndard del que seria desitjable. El terme division ring (anell de divisió)
és prou comú, però en anglès també s’empra skew field. Altres vegades, a la definició de cos no s’exigeix la
commutativa i aleshores es parla de cossos i de cossos commutatius.
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El teorema que ens ocupa assegura que un anell de divisió ﬁnit és necessàriament commutatiu,
és a dir, és un cos. En paraules d’I. N. Herstein [43]:
Aquest resultat ha captat la imaginació de la majoria de matemàtics per com és
d’inesperat que dues coses aparentment tan poc relacionades com el nombre d’e-
lements d’un sistema algèbric i la multiplicació d’aquest sistema apareguin de cop
estretament relacionades.
El resultat és usualment atribuït (amb certa base) a J. H. Maclagen Wedderburn, que en va
donar més d’una demostració. Emil Artin, Hans Zassenhaus, Nicolas Bourbaki i altres hi han
donat demostracions alternatives. Nosaltres seguirem la prova de Ernst Witt de 1931, reprodu-
ïda al llibre de M. Aigner i G. M. Ziegler [1] i al d’E. Artin [3]. En el llibre d’I. N. Herstein [43]
se’n dóna més d’una demostració. Una altra de molt més curta, però amb més àlgebra prèvia,
és al llibre de S. Lang [60].
Polinomis ciclotòmics
Per a cada enter d ≥ 1, sigui Λd el conjunt de nombres complexos que són arrels d-èsimes
primitives de la unitat:
Λd = {e2kπi/d : k ∈ [d], gcd(k, d) = 1}.
Per exemple, per a d ∈ [6], tenim
d Λd
1 {1}
2 {eπi} = {−1}
3 {e2πi/3, e4πi/3} = {(−1 + i√3)/2, (−1− i√3)/2}
4 {eπi/2, e3πi/2} = {i,−i}
5 {e2πi/5, e4πi/5, e6πi/5, e8πi/5}
6 {eπi/3, e5πi/3}
El d-èsim polinomi ciclotòmic és el polinomi de C[x] de grau φ(d) = {k ∈ [d] : gcd(k, n) = 1}
següent:
Φd(x) =
∏
λ∈Λd
(x− λ).
Per exemple, per a d ≤ 6, els polinomis ciclotòmics Φd(x) resulten ser els següents:
Φ1(x) = x− 1,
Φ2(x) = x+ 1,
Φ3(x) = x
2 + x+ 1,
Φ4(x) = x
2 + 1,
Φ5(x) = x
4 + x3 + x2 + x+ 1,
Φ6(x) = x
2 − x+ 1.
Sigui Un el conjunt de les arrels n-èsimes de la unitat. Aleshores,
xn − 1 =
∏
λ∈Un
(x− λ).
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Amb el producte com a operació, Un és un grup. Per a cada λ ∈ Un, sigui d l’ordre de λ a
Un. Sabem que d|n i que λ és una arrel d-èsima primitiva de la unitat; és a dir, λ ∈ Λd. Per
tant, x−λ és un dels factors de Φd(x). Aleshores, agrupant les arrels de Un d’acord amb el seu
ordre, tenim
xn − 1 =
∏
d|n
Φd(x).
Per exemple,
x6 − 1 = (x− e2πi/6)(x − e4πi/6)(x − e6πi/6)(x − e8πi/6)(x− e10πi/6)(x− e12πi/6)
= (x− eπi/3)(x − e2πi/3)(x − eπi)(x− e4πi/3)(x− e5πi/3)(x− e2πi)
= (x− e2πi)(x − eπi)(x− e2πi/3)(x− e4πi/3)(x− eπi/3)(x− e5πi/3)
= Φ1(x)Φ2(x)Φ3(x)Φ6(x).
13.2 Remarca Si p és un nombre primer, totes les arrels p-èsimes excepte 1 són primitives, per
la qual cosa
Φp(x) =
xp − 1
x− 1 = x
p−1 + xp−2 + · · ·+ 1.
13.3 Lema Els polinomis ciclotòmics són polinomis mònics amb tots els coeficients enters, i el
terme independent és +1 o −1.
Demostració Els polinomis ciclotòmics són producte de polinomis mònics i, per tant, són mò-
nics. Volem provar que Φn(x) ∈ Z[x] i que Φn(0) ∈ {−1,+1}; ho farem per inducció sobre
n. Ja hem vist que, per als primers valors de n, els polinomis Φn(x) compleixen aquestes dues
condicions. Per hipòtesi d’inducció, suposem que Φd(x) té coeﬁcients enters per a tot d < n, i
que Φd(0) ∈ {−1,+1}. Tenim
xn − 1 = Φn(x)p(x), (13.1)
on p(x) és el producte de tots els polinomis Φd(x) amb d|n i d 6= n. Per tant, p(x) ∈ Z[x] i
p(0) ∈ {−1,+1}. Posem
p(x) =
ℓ∑
j=0
pjx
j , Φn(x) =
n−ℓ∑
k=0
akx
k.
Com que p0a0 = −1 i p0 ∈ {+1,−1}, veiem que a0 ∈ {−1,+1}. Per inducció, suposem que
a0, . . . , ak−1 són enters. Igualant els coeﬁcients de xk a (13.1), tenim
0 =
k∑
j=0
pjak−j = p0ak +
k∑
j=1
pjak−j .
Tots els nombres a0, . . . , ak−1 i p0, . . . , pk−1 són enters, i p0 ∈ {−1,+1}. Això implica ak ∈ Z,
com volíem demostrar. ✷
13.4 Remarca A la vista dels exemples, hom podria pensar que no només els termes indepen-
dents dels polinomis ciclotòmics són +1 o −1, sinó tots els coeﬁcients. Però no. Per exemple,
Φ105(x) = x
48 + x47 + x46 − x43 − x42 − 2x41 − x40 − x39 + x36 + x35 + x34
+ x33 + x32 + x31 − x28 − x26 − x24 − x22 − x20 + x17 + x16 + x15
+ x14 + x13 + x12 − x9 − x8 − 2x7 − x6 − x5 + x2 + x+ 1.
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13.5 Remarca Un resultat signiﬁcatiu sobre els polinomis ciclotòmics, però que no demostra-
rem perquè els resultats que segueixen no en depenen, és que els polinomis ciclotòmics són
irreductibles a Q[x] (vegeu S. Lang [60]).
Centralitzadors
Sigui A un anell de divisió. Per a cada a ∈ A, el centralitzador de a és el conjunt
Ca = {x ∈ A : ax = xa}
i el centre de A és el conjunt
Z =
⋂
a∈A
Ca = {x ∈ A : xa = ax per a tot a ∈ A}.
13.6 Lema Sigui A un anell de divisió. Aleshores,
(i) per a cada a ∈ A, el centralitzador Ca és un subanell de divisió;
(ii) el centre de A és un anell de divisió commutatiu.
Demostració (i) Clarament, 0 i 1 són de Ca. A més, si x, y ∈ Ca, tenim
(x+ y)a = xa+ ya = ax+ ay = a(x+ y), xya = xay = axy,
amb la qual cosa x+ y, xy ∈ Ca. A més, si x ∈ Ca i x 6= 0,
ax−1 = x−1xax−1 = x−1axx−1 = x−1a,
i tenim x−1 ∈ Ca. Per tant, Ca és un subanell de divisió.
(ii) és immediat. ✷
Un lema de divisibilitat
13.7 Lema Siguin q, a i b enters positius i d = gcd(a, b). Aleshores,
gcd(qa − 1, qb − 1) = qd − 1.
Demostració Suposem a ≥ b. La prova és per inducció sobre a. Per a a = 1, resulta b = d = 1
i la igualtat és òbvia. Sigui a ≥ 2. Si a = b, la igualtat també és òbvia. Sigui, doncs, a > b.
Sigui a = bt+r amb 0 ≤ r < b la divisió entera de a per b. Sabem que d = gcd(a, b) = gcd(b, r).
Per la hipòtesi d’inducció,
gcd(qb − 1, qr − 1) = qd − 1.
Ara, la igualtat
qa − 1 = (qb − 1)(qa−b + qa−2b + · · ·+ qa−qb) + (qr − 1),
i el fet que 0 ≤ r < b demostra que el residu de dividir qa − 1 per qb − 1 és qr − 1. Per tant,
gcd(qa − 1, qb − 1) = gcd(qb − 1, qr − 1) = qd − 1. ✷
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13.8 Corol.lari Siguin q, n i d enters positius. Aleshores
(qd − 1) | (qn − 1)⇔ d | n.
Demostració
(qd − 1) | (qn − 1)⇔ gcd(qn − 1, qd − 1) = qd − 1⇔ d = gcd(n, d)⇔ d | n. ✷
El teorema
13.9 Teorema Tot anell de divisió finit és commutatiu.
Demostració La prova és per reducció a l’absurd, però ens calen unes observacions prèvies
abans de la demostració pròpiament dita.
Sigui A un anell de divisió ﬁnit i sigui Z el seu centre, que és un anell de divisió commutatiu,
és a dir, un cos. Com que A és ﬁnit, també Z és ﬁnit i el nombre q = |Z| és un enter no
negatiu. Com que 0, 1 ∈ Z, tenim q ≥ 2. L’aplicació Z ×A→ A deﬁnida per (z, a) 7→ za dota
A d’estructura de Z-espai vectorial. Com que A és ﬁnit, aquest espai vectorial és de dimensió
ﬁnita, diguem n. Aleshores |A| = qn.
Anàlogament, per a cada a ∈ A, el centralitzador Ca s’estructura com a Z-espai vectorial de
dimensió ﬁnita, diguem na. Tenim |Ca| = qna . Com que 0, 1 ∈ Ca, tenim na ≥ 1 i qna ≥ q ≥ 2.
En el conjunt A∗ = A \ {0} deﬁnim la relació a ∼ b si existeix x ∈ A∗ tal que b = x−1ax.
Aquesta relació és d’equivalència. Denotem per Aa la classe d’equivalència de a ∈ A∗.
Suposem que a ∈ Z. Si b ∈ Aa, per a cert x ∈ A∗ tenim b = x−1ax = x−1xa = a i, per tant,
|Aa| = 1. Recíprocament, si |Aa| = 1, per a tot x ∈ A∗ tenim a = x−1ax i, per tant, a ∈ Z.
Així, per a tot a ∈ A∗, tenim
a ∈ Z ⇔ |Aa| = 1.
Anem a la prova. Suposem que A no és commutatiu, és a dir, que Z 6= A, i arribarem
a contradicció. Com que existeixen elements no centrals, existeixen classes Aa de cardinal
|Aa| ≥ 2.
Fixat a ∈ A∗, considerem l’aplicació fa : A∗ → Aa deﬁnida per x 7→ x−1ax. Clarament, fa és
exhaustiva. Si C∗a = Ca \ {0} i C∗ax = {zx : z ∈ C∗a}, per a x, y ∈ A∗ tenim
fa(x) = fa(y) ⇔ x−1ax = y−1ay
⇔ yx−1a = ayx−1
⇔ yx−1 ∈ C∗a
⇔ y ∈ C∗ax.
Notem que |C∗ax| = |C∗a | = qna − 1. Cada element x−1ax ∈ A∗a és la imatge, exactament, de
|C∗ax| = qna − 1 elements de A∗. Per tant, |A∗| = |Aa| · |C∗a | i el nombre
|A∗|
|C∗a |
=
qn − 1
qna − 1 = |Aa|
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és un enter per a tot a. D’acord amb el corol·lari 13.8, això implica que na|n per a tot a.
Les classes d’equivalència formen una partició de A∗. De classes amb un únic element n’hi ha
tantes com elements de Z∗ = Z \ {0}, és a dir, q − 1. Siguin Aa1 , . . . , Aat les classes que tenen
més d’un element. La nostra hipòtesi de no-commutativitat implica t ≥ 1. Deﬁnim els enters
nk per |C∗ak | = qnk − 1. Tenim
|A∗| = |Z∗|+
t∑
k=1
|Aak | = |Z∗|+
t∑
k=1
|A∗|
|C∗ak |
,
que es pot escriure
qn − 1 = q − 1 +
t∑
k=1
qn − 1
qnk − 1 . (13.2)
Considerem un dels valors nk. Sigui D el conjunt de divisors de n que no són ni n ni divisors
de nk. Tenim
xn − 1 =
∏
d|n
Φd(x)
=

∏
d|nk
Φd(x)

Φn(x)
(∏
d∈D
Φd(x)
)
= (xnk − 1)Φn(x)
(∏
d∈D
Φd(x)
)
.
Com que tots els Φd(x) tenen coeﬁcients enters, els nombres Φd(q) són enters. A més, com que
nk|n, el quocient (qn − 1)/(qnk − 1) també és enter. Per tant, Φn(q) divideix qn − 1 i també
divideix (qn − 1)/(qnk − 1). Això és per a tot k ∈ [t]. Aplicant la igualtat (13.2), obtenim que
Φn(q) divideix q − 1.
Ara, si λ és una arrel n-èsima primitiva de la unitat (n ≥ 2), i q > 1, és clar que |q−λ| > |q−1|
(vegeu la ﬁgura 13.1).
✫✪
✬✩r
1
rλ r
q
❤
❤
❤
❤
❤
❤
❤
❤
❤❤
Figura 13.1: |q − λ| > |q − 1|.
Llavors,
|Φn(q)| =
∣∣∣∣∣
∏
λ∈Λn
(q − λ)
∣∣∣∣∣ =
∏
λ∈Λn
|q − λ| > |q − 1|,
la qual cosa contradiu que Φq(q) divideixi q − 1. ✷
14. Polinomis simètrics
i polinomis homogenis
Introducció
Un polinomi simètric és un polinomi invariant per permutacions de les indeterminades. Un po-
linomi homogeni és un polinomi amb tots els seus monomis del mateix grau. La demostració de
la transcendència de π depèn de propietats dels polinomis simètrics i dels polinomis homogenis.
El primer objectiu del capítol, però no l’únic, és veure aquestes propietats.
Hi ha tres classes de polinomis especialment interessants, que són alhora simètrics i homoge-
nis: els polinomis simètrics elementals sd, els polinomis suma de potències pd, i els polinomis
homogenis complets hd.
Els polinomis simètrics formen un subanell de l’anell de polinomis, i els polinomis simètrics
elementals formen un conjunt de generadors, en el sentit que tot polinomi simètric es pot obtenir
a partir de constants i polinomis simètrics elementals emprant sumes i productes. Aquest és
l’anomenat teorema dels polinomis simètrics, que és, potser, el resultat més interessant del
capítol.
Les relacions entre els sd i els pd conegudes com a fórmules de Newton permeten demostrar
que, si l’anell de coeﬁcients és un cos que conté Q, aleshores també els polinomis sumes de
potències pd generen l’anell de polinomis simètrics. Un resultat similar amb els polinomis sd
i els homogenis complets hd permet demostrar que també els polinomis homogenis complets
formen un conjunt de generadors de l’anell de polinomis simètrics (en aquest cas, però, no cal
que l’anell de coeﬁcients sigui un cos).
Llevat de quan s’expliciti una altra cosa, A és en tot el capítol un anell commutatiu amb unitat.
L’ordre lexicogràfic
Considerem l’anell de polinomis en n indeterminades A[t1, . . . , tn].
El grau d’un monomi cta11 · · · tann és el nombre a1 + · · ·+ an. El grau d’un polinomi és el major
dels graus dels seus monomis.
L’exponent d’un monomi cta11 · · · tann és (a1, . . . , an). Establirem un ordre entre els exponents
per tal d’escriure els monomis d’un polinomi en un ordre estàndard, tal com fem amb els d’una
variable emprant el grau.
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Sigui P el conjunt dels enters no negatius. En el conjunt Pn deﬁnim la relació (a1, . . . , an) ≤
(b1, . . . , bn) si, i només si, (a1, . . . , an) = (b1, . . . , bn) o el menor i ∈ [n] tal que ai 6= bi compleix
ai < bi. Es comprova rutinàriament que aquesta és una relació d’ordre total, que es diu l’ordre
lexicogràfic. Per tant, tot conjunt ﬁnit de Pn es pot ordenar de major a menor (o de menor
a major) segons l’ordre lexicogràﬁc. Un polinomi està ordenat lexicogràficament si els seus
monomis apareixen amb els exponents ordenats de major a menor. El monomi líder d’un
polinomi és el d’exponent lexicogràﬁcament més gran.
14.1 Exemple Considerem el polinomi de Q[x, y, z]
f(x, y, z) = 2x2y + xy2 + x2z + xz2 + 3y2z + yz2 + 3xyz − x2y2z + x2yz2 + 2xy2z2.
Els exponents són
(2, 1, 0), (1, 2, 0), (2, 0, 1), (1, 0, 2), (0, 2, 1), (0, 1, 2), (1, 1, 1), (2, 2, 1), (2, 1, 2), (1, 2, 2).
Els ordenem lexicogràﬁcament de major a menor i obtenim
(2, 2, 1), (2, 1, 2), (2, 1, 0), (2, 0, 1), (1, 2, 2), (1, 2, 0), (1, 1, 1), (1, 0, 2), (0, 2, 1), (0, 1, 2).
El polinomi, ordenat lexicogràﬁcament, és
f(x, y, z) = −x2y2z + x2yz2 + 2x2y + x2z + 2xy2z2 + xy2 + 3xyz + xz2 + 3y2z + yz2.
El monomi líder és −x2y2z.
14.2 Remarca El monomi líder d’un polinomi no és necessàriament un monomi de grau màxim.
Per exemple f(t1, t2) = t1t2 + t52 està ordenat lexicogràﬁcament, però el monomi líder t1t2 té
grau 2, mentre que el monomi de grau màxim és 5.
El teorema dels polinomis simètrics
Un polinomi f(t1, . . . , tn) ∈ A[t1, . . . , tn] és simètric si, per a tota permutació σ de [n], es
compleix f(t1, . . . , tn) = f(tσ(1), . . . , tσ(n)).
Els polinomis constants són simètrics. També és clar que si f(t1, . . . , tn) i g(t1, . . . , tn) són
polinomis simètrics, aleshores
f(t1, . . . , tn) + g(t1, . . . , tn) i f(t1, . . . , tn)g(t1, . . . , tn)
són també simètrics. Així, el conjunt de tots els polinomis simètrics de A[t1, . . . , tn] és un
subanell de A[t1, . . . , tn] que conté A, al qual denotarem per SymA[t1, . . . , tn].
14.3 Remarca Sigui f(t1, . . . , tn) un polinomi simètric ordenat lexicogràﬁcament i considerem
el seu monomi líder cta11 t
a2
2 · · · tann . Suposem que ai < ai+1. Aleshores, permutant ti i ti+1
obtenim un altre monomi de f(t1, . . . , tn) d’exponent lexicogràﬁcament superior a (a1, . . . , an),
la qual cosa contradiu que sigui el monomi líder. Per tant, si el monomi líder d’un polinomi
simètric té exponent (a1, . . . , an), aleshores es compleix a1 ≥ a2 ≥ . . . ≥ an.
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Un conjunt de n polinomis a1 = a1(t1, . . . , tn), . . . , an = an(t1, . . . , tn) genera SymA[t1, . . . , tn]
si tot polinomi f(t1, . . . , tn) ∈ SymA[t1, . . . , tn] es pot posar com a suma de productes de
constants i de polinomis a1, . . . , an. De forma equivalent, si per a tot polinomi simètric
f(t1, . . . , tn) ∈ SymA[t1, . . . , tn] existeix un polinomi g(x1, . . . , xn) ∈ A[x1, . . . , xn] tal que
f(t1, . . . , tn) = g(a1, . . . , an). En aquest apartat explicitarem un conjunt de generadors de
SymA[t1, . . . , tn], els anomenats polinomis simètrics elementals.
Sigui x una nova indeterminada i considerem el polinomi de A[t1, . . . , tn][x]
f(x) = (x− t1) · · · (x − tn) = xn − s1xn−1 + s2xn−2 − · · ·+ (−1)nsn.
Qualsevol permutació de t1, . . . , tn no canvia f(x), per la qual cosa s1, . . . , sn són polinomis
simètrics en t1, . . . , tn, que s’anomenen polinomis simètrics elementals en t1, . . . , tn. Explícita-
ment, aquests polinomis són els següents:
s1 = s1(t1, . . . , tn) = t1 + t2 + · · ·+ tn,
s2 = s2(t1, . . . , tn) = t1t2 + t1t3 + · · ·+ t1tn + t2t3 + · · ·+ tn−1tn,
s3 = s3(t1, . . . , tn) = t1t2t3 + t1t2t4 + · · ·+ tn−2tn−1tn,
· · ·
sn = sn(t1, . . . , tn) = t1t2 · · · tn. (14.1)
Si g(x1, . . . , xn) ∈ A[x1, . . . , xn] és un polinomi, aleshores g(s1, . . . , sn) ∈ A[t1, . . . , tn] és un
polinomi simètric en t1, . . . , tn perquè és suma de productes de polinomis simètrics. Aleshores,
l’aplicació
Φ: A[x1, . . . , xn] → SymA[t1, . . . , tn]
g(x1, . . . , xn) 7→ g(s1, . . . , sn)
està ben deﬁnida i és immediat que es tracta d’un homomorﬁsme d’anells. El teorema que
volem demostrar assegura que Φ és un isomorﬁsme, per la qual cosa només cal provar que és
bijectiu, és a dir, que tot polinomi simètric es pot posar d’una única forma com a polinomi en
els polinomis simètrics elementals de les variables. En particular, que Φ sigui exhaustiu signiﬁca
que els polinomis simètrics elementals s1, . . . , sn generen SymA[t1, . . . , tn].
La demostració que exposarem és la que es troba als llibres de B. L. van der Waerden [99] i de
A. Lentin i J. Rivaud [61]; en aquest últim hi ha també alguns problemes interessants. En el
llibre de S. Lang [60] hi ha una demostració per inducció no constructiva. Per veure el problema
en el context d’extensions de cossos, consulteu el llibre d’I. N. Herstein [43].
Deﬁnim el pes del monomi cxa11 · · ·xann com l’enter no negatiu a1+2a2+ · · ·+nan, i el pes d’un
polinomi com el màxim del pes dels seus monomis.
14.4 Remarca Notem que, per a i ∈ [n], el polinomi simètric elemental si(t1, . . . , tn) té grau
i. Aleshores, el pes d’un polinomi f(x1, . . . , xn) és, justament, el grau de f(s1, . . . , sn) com a
polinomi en t1, . . . , tn.
14.5 Exemple Considerem el polinomi f(x1, x2, x3) = x21x2x3 + x1 + x
2
2x3. Els seus monomis
tenen graus 4, 1 i 3, així que és de grau 4. Els monomis tenen pesos 1 · 2 + 2 · 1 + 3 · 1 = 7,
1 · 1 + 2 · 0 + 3 · 0 = 1 i 1 · 0 + 2 · 2 + 3 · 1 = 7, així que és de pes 7. El polinomi de A[t1, t2, t3]
f(s1, s2, s3) =s
2
1s2s3 + s1 + s
2
2s3
= (t1 + t2 + t3)
2(t1t2 + t1t3 + t2t3)(t1t2t3) + (t1 + t2 + t3)
+ (t1t2 + t1t3 + t2t3)
2(t1t2t3)
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té, en efecte, grau 7.
14.6 Lema Sigui f(t1, . . . , tn) un polinomi simètric de grau k, i sigui ct
a1
1 · · · tann el seu monomi
líder. Sigui
m(x1, . . . , xn) = x
a1−a2
1 x
a2−a3
2 · · ·xan−1−ann−1 xann .
Aleshores el polinomi
f1(t1, . . . , tn) = f(t1, . . . , tn)− cm(s1, . . . , sn)
té les propietats següents:
(i) és simètric;
(ii) té grau ≤ k;
(iii) tots els exponents dels seus monomis són lexicogràficament menors que (a1, . . . , an).
Demostració (i) El polinomi f1(t1, . . . , tn) és la diferència de dos polinomis simètrics i, per tant,
és simètric.
(ii) El grau de f(t1, . . . , tn) és k, que és major o igual que el grau de tots els seus monomis, així
que a1 + · · ·+ ak ≤ k. El grau de m(s1, . . . , sn) és
a1 − a2 + 2(a2 − a3) + 3(a3 − a2) + · · ·+ (n− 1)(an−1 − an) + nan = a1 + a2 + · · ·+ an ≤ k.
Així, f1(t1, . . . , tn) és la diferència de dos polinomis de grau ≤ k i, per tant, té grau ≤ k.
(iii) Com ja hem notat a la remarca 14.3, es compleix a1 ≥ a2 ≥ · · · ≥ an. El polinomi
m(s1, . . . , sn) és
sa1−a21 s
a2−a3
2 · · · san−1−ann−1 sann = (t1+· · ·+tn)a1−a2(t1t2+t1t3+· · ·+tn−1tn)a2−a3 · · · (t1 · · · tn)an .
En desenvolupar cada factor, el primer terme és el monomi líder del factor. Així, en el desen-
volupament de tot el producte el monomi líder és el producte dels líders dels factors, que és
ta1−a21 (t1t2)
a2−a3(t1t2t3)
a3−a4 · · · (t1 · · · tn)an = ta11 ta22 · · · tann .
Aleshores, en el càlcul de f1(t1, . . . , tn) els monomis cta11 t
a2
2 · · · tann es cancel·len i tots els monomis
que resten són lexicogràﬁcament menors. ✷
Ja estem en condicions d’enunciar i demostrar el teorema dels polinomis simètrics.
14.7 Teorema Sigui f(t1, . . . , tn) ∈ A[t1, . . . , tn] un polinomi simètric de grau k. Aleshores
existeix un únic polinomi g(x1, . . . , xn) tal que
f(t1, . . . , tn) = g(s1, . . . , sn).
Aquest polinomi g(x1, . . . , xn) té pes k.
Demostració Demostrarem primer que si f(t1, . . . , tn) és un polinomi simètric de grau k,
aleshores existeix un polinomi g(x1, . . . , xn) ∈ A[x1, . . . , xn] de pes k tal que f(t1, . . . , tn) =
g(s1, . . . , sn).
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Sigui (a1, . . . , an) l’exponent del líder de f(t1, . . . , tn). El lema 14.6 explicita un polinomi
m(x1, . . . , xn) tal que el polinomi
f1(t1, . . . , tn) = f(t1, . . . , tn)−m(s1, . . . , sn)
és simètric, té grau ≤ k, i tots els seus termes tenen exponents lexicogràﬁcament menors que
(a1, . . . , an).
Repetim l’argument per a f1(t1, . . . , tn). Per a cert polinomi m1(x1, . . . , xn), el polinomi
f2(t1, . . . , tn) = f1(t1, . . . , tn)−m1(s1, . . . , sn)
és simètric, de grau ≤ k, i tots els seus termes són lexicogràﬁcament menors que el monomi
líder de f1(t1, . . . , tn).
El nombre d’exponents que corresponen a monomis de grau ≤ k és ﬁnit. Com que els exponents
dels monomis líders van decreixent, si iterem el procés anterior un nombre suﬁcient de vega-
des, obtindrem un polinomi mh(x1, . . . , xn) tal que fh(t1, . . . , tn) = mh(s1, . . . , sn) és simètric.
Aleshores,
f(t1, . . . , tn) =f1(t1, . . . , tn) +m(s1, . . . , sn)
=f2(t1, . . . , tn) +m1(s1, . . . , sn) +m(s1, . . . , sn)
= . . .
=mh(s1, . . . , sn) + · · ·+m1(s1, . . . , sn) +m(s1, . . . , sn).
El polinomi g(x1, . . . , xn) = mh(x1, . . . , xn) + · · · + m1(x1, . . . , xn) + m(x1, . . . , xn) compleix
g(s1, . . . , sn) = f(t1, . . . , tn). El pes de g(x1, . . . , xn) és igual que el grau de g(s1, . . . , sn) =
f(t1, . . . , tn), és a dir, k.
Demostrarem ara la unicitat del polinomi g(x1, . . . , xn). Siguin f(t1, . . . , tn) un polinomi simè-
tric i siguin g1(x1, . . . , xn) i g2(x1, . . . , xn) dos polinomis tals que
f(t1, . . . , tn) = g1(s1, . . . , sn) = g2(s1, . . . , sn).
Volem demostrar que g1(x1, . . . , xn) = g2(x1, . . . , xn). Notem que el polinomi g(x1, . . . , xn) =
g1(x1, . . . , xn) − g2(x1, . . . , xn) compleix g(s1, . . . , sn) = 0. Si, en aquestes condicions, de-
mostrem que g(x1, . . . , xn) = 0, tindrem g1(x1, . . . , xn) = g2(x1, . . . , xn). Per tant, és suﬁ-
cient provar el següent: si g(x1, . . . , xn) és un polinomi tal que g(s1, . . . , sn) = 0, aleshores
g(x1, . . . , xn) = 0. Equivalentment, si g(x1, . . . , xn) 6= 0, aleshores g(s1, . . . , sn) 6= 0.
Suposem, doncs, g(x1, . . . , xn) 6= 0. Cada monomi cxb11 xb22 · · ·xbnn de g(x1, . . . , xn) amb c 6= 0
es pot escriure en la forma cxb11 x
b2
2 · · ·xbnn = xa1−a21 xa2−a32 · · ·xan−1−ann−1 xann per a certs enters no
negatius a1, . . . , an. El pes d’un tal monomi és a1 + · · · + an, que coincideix amb el grau de
sa11 · · · sann . De totes aquestes n-ples (a1, . . . , an) formades a partir de monomis de g(x1, . . . xn)
amb coeﬁcient 6= 0, prenem la lexicogràﬁcament més gran, diguem (a1, . . . , an). Aleshores,
g(s1, . . . , sn) té com a coeﬁcient líder cta11 . . . t
an
n , amb c 6= 0, per la qual cosa g(s1, . . . , sn) 6=
0. ✷
La demostració del teorema 14.7 és constructiva, és a dir, donat el polinomi simètric f(t1, . . . , tn),
explicita com trobar el polinomi g(x1, . . . , xn) tal que f(t1, . . . , tn) = g(s1, . . . , sn).
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14.8 Exemple Considerem el polinomi simètric
f(x, y, z) = x2y + xy2 + x2z + xz2 + y2z + yz2 + 3xyz + x2y2z + x2yz2 + xy2z2.
Siguin
s1 = x+ y + z, s2 = xy + xz + yz, s3 = xyz
els polinomis simètrics elementals en x, y, z. El primer terme de f(x, y, z) en ordre lexicogràﬁc
és x2y2z. Per tant, restarem s2−21 s
2−1
2 s
1
3 = s2s3:
f1(x, y, z) = f(x, y, z)− s2s3 = x2y + xy2 + x2z + xz2 + yz2 + y2z + 3xyz.
El primer terme en ordre lexicogràﬁc és x2y; restem s2−11 s
1−0
2 s
0
3 = s1s2 i obtenim
f2(x, y, z) = f1(x, y, z)− s1s2 = 0.
Per tant,
f(x, y, z) = f1(x, y, z) + s1s2 = f2(x, y, z) + s2s3 + s1s2 = s2s3 + s1s2.
14.9 Exemple Considerem el polinomi f(t1, . . . , tn) = t21 + · · ·+ t2n. El primer terme en ordre
lexicogràﬁc és t21. Per tant, restem s
2
1:
f1(t1, . . . , tn) = f(t1, . . . , tn)− s21
= t21 + · · ·+ t2n − (t1 + · · ·+ tn)2
= −2t1t2 − · · · − 2tn−1tn = −2s2.
Per tant,
t21 + · · ·+ t2n = s21 − 2s2.
Fórmules de Newton
Sigui d ≥ 0 un enter. El d-èsim polinomi suma de potències és el polinomi
pd = pd(t1, . . . , tn) = t
d
1 + · · ·+ tdn.
En particular, p0 = n i p1 = s1. Certament, els polinomis pd són simètrics de grau d.
Les fórmules de Newton o identitats de Newton permeten expressar els polinomis pd en termes
dels polinomis simètrics elementals, generalitzant així l’exemple 14.9. En els textos de combi-
natòria les fórmules de Newton se solen demostrar a base de funcions generadores, però hi ha
moltes altres demostracions. Per exemple, en el llibre d’A. Lentin i J. Rivaud [61] n’hi ha una
de ben clàssica; la de D. Zeilberger [102] empra arguments combinatoris i la de D. G. Mead [65]
es val d’una notació ben curiosa. La que reproduïm aquí és de Z. Reichstein [82]. Hem partit
de la traducció anglesa del mateix autor [81].
La notació sd per als polinomis simètrics elementals obvia quines i quantes indeterminades hi
ha. Ocasionalment, caldrà explicitar les indeterminades per fer inequívoc el sentit dels símbols
sd. El mateix podem dir dels polinomis pd. Per exemple, notem que, per a tot enter d ≥ 1, es
compleix
sd(t1, . . . , tn−1, 0) = sd(t1, . . . , tn−1), (14.2)
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i per a tot enter d ≥ 0 es compleix
pd(t1, . . . , tn−1, 0) = pd(t1, . . . , tn−1). (14.3)
El teorema de les fórmules de Newton és el següent.
14.10 Teorema (fórmules de Newton) Siguin n ≥ 1 i d ≥ 0 enters. Aleshores,
(i) per a d ≥ n es compleix pd − s1pd−1 + · · ·+ (−1)nsnpd−n = 0;
(ii) per a d ≤ n es compleix pd − s1pd−1 + · · ·+ (−1)d−1sd−1p1 + (−1)dsdd = 0.
Demostració Primer notem que, si d = n, l’últim sumand de la fórmula de (ii) és (−1)dsdd =
(−1)nsnn = (−1)nsnp0, que coincideix amb l’últim sumand de la fórmula de (i) quan d = n.
Per tant, en el cas d = n ambdues fórmules coincideixen.
(i) Sigui
F (n, d) = F (n, d)(t1, . . . , tn) = pd − s1pd−1 + s2pd−2 − · · ·+ (−1)d−nsnpd−n.
L’objectiu és demostrar que el polinomi F (n, d) és el polinomi 0.
Considerem el polinomi f(x) de A[t1, . . . , tn][x] deﬁnit per
f(x) = (x − t1)(x− t2) · · · (x − tn) = xn − s1xn−1 + · · ·+ (−1)nsn.
Per a cada i ∈ [n], tenim
0 = f(ti) = t
n
i − s1tn−1i + · · ·+ (−1)nsn.
Sumant totes aquestes igualtats per a i ∈ [n], resulta
0 = pn − s1pn−1 + · · ·+ (−1)n−1sn−1p1 + (−1)nnsn = F (n, n).
En general, si d ≥ n, tenim
0 = td−ni f(ti) = t
d
i − s1td−1i + · · ·+ (−1)n−1sn−1td−n+1i + (−1)nsntn−d.
Sumant per a i ∈ [n], resulta
0 = pd − s1pd−1 + · · ·+ (−1)n−1sn−1pd−n+1 + (−1)nsnpd−n,
com volíem demostrar.
(ii) La demostració per a n ≥ d és per inducció sobre n. Deﬁnim
F (n, d) = pd − s1pd−1 + · · ·+ (−1)d−1sd−1p1 + (−1)dsdd.
Notem que cada sumand és un polinomi de A[t1, . . . , tn] de grau d. Per tant, F (n, d) és un
polinomi de A[t1, . . . , tn] de grau ≤ d. Com abans, l’objectiu és demostrar que el polinomi
F (n, d) és el polinomi 0.
El cas n = d ja ha estat demostrat a l’apartat (i). Sigui n > d, suposem F (n − 1, d) = 0
i demostrem F (n, d) = 0. Per la deﬁnició de F (n, p), per (14.2) i (14.3), i per la hipòtesi
d’inducció, tenim
F (n, d)(t1, . . . , tn−1, 0) = F (n− 1, d)(t1, . . . , tn−1) = 0.
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Per tant, el polinomi F (n, d) és divisible per tn. Com que és simètric, també és divisible per
t1, . . . , tn−1. Per tant, F (n, d) és divisible per sn = t1 · · · tn. Tenim el polinomi F (n, d) de grau
d < n divisible pel polinomi sn = t1 · · · tn de grau n. Això només és possible si F (n, d) = 0. ✷
14.11 Exemple Apliquem el teorema 14.10 per expressar pd = td1 + · · ·+ tdn per a d ∈ {2, 3, 4}
en termes de s1, . . . , sn en el cas n > 4. Per deﬁnició, p1 = s1. Per a d = 2 les fórmules de
Newton donen p2 − s1p1 + 2s2 = 0. Aleshores,
p2 = s1p1 − 2s2 = s21 − 2s2,
tal com teníem a l’exemple 14.9. Per a d = 3, resulta p3 − s1p2 + s2p1 − 3s3 = 0, d’on
p3 = s1p2− s2p1+3s3 = s1(s21− 2s2)− s2s1+3s3 = s31− 2s1s2− s1s2+3s1 = s31− 3s1s2+3s3.
Per a d = 4, tenim p4 − s1p3 + s2p2 − s3p1 + 4s4 = 0, d’on
p4 =s1p3 − s2p2 + s3p1 − 4s4
=s1(s
3
1 − 3s1s2 + 3s3)− s2(s21 − 2s2) + s3s1 − 4s4
=s41 − 3s21s2 + 3s1s3 − s21s2 + 2s22 + s3s1 − 4s4
=s41 − 4s21s2 + 3s1s3 + 2s22 + s1s3 − 4s4.
En el cas d ≤ n, la fórmula de Newton pot llegir-se en el sentit oposat que en els exemples
anteriors, és a dir, com una manera d’expressar els sd en termes dels pd. Com que sd està
afectat pel factor d, per aïllar sd cal poder dividir per d, és a dir, cal que d sigui invertible a
l’anell de coeﬁcients A. Per garantir això, en el que queda d’apartat (i només en el que queda
d’apartat) prendrem com a anell A de coeﬁcients un cos K que contingui Q com a subcòs, és
a dir, una extensió K de Q.
14.12 Exemple Prenem n = 3. Tenim s1 = p1. De la relació p2 − s1p1 + 2s2 = 0 obtenim
2s2 = −p2 + s1p1 = −p2 + p21 i
s2 =
1
2
(−p2 + p21).
De la relació p3 − s1p2 + s2p1 − 3s3 = 0, en resulta
s3 =
1
3
(p3 − s1p2 + s2p1) = 1
3
(
p3 − p1p2 + 1
2
(−p2 + p21)p1
)
=
1
6
(2p3 − 5p1p2 + 3p31).
Com que tot polinomi simètric es pot posar com a polinomi en s1, . . . , sn i, seguint amb el
mètode de l’exemple anterior, els sd es poden posar com a polinomis en p1, . . . , pd, resulta
que tot polinomi simètric es pot posar com a polinomi en p1, . . . , pn. En unes altres paraules,
els polinomis p1, . . . , pn també generen SymK[t1, . . . , tn]. Més formalment, tenim el teorema
següent.
14.13 Teorema Sigui K un cos extensió de Q i f(t1, . . . , tn) ∈ SymK[t1, . . . , tn]. Aleshores
existeix un únic polinomi q(x1, . . . , xn) ∈ K[x1, . . . , xn] tal que
q(p1, . . . , pn) = f(t1, . . . , tn).
14. Polinomis simètrics i polinomis homogenis 125
Demostració Primer veurem recurrentment que, per a cada d ∈ [n], existeix un polinomi
qd(x1, . . . , xd) tal que sd = qd(p1, . . . , pd). En efecte, per a d = 1, tenim s1 = p1 i només cal
prendre q1(x1) = x1. Suposem d ≥ 2 i que el resultat es compleix per a valors inferiors a d.
Per la hipòtesi d’inducció, per a cada i ∈ [d − 1] existeix un polinomi qi(x1, . . . , xi) tal que
si = qi(p1, . . . , pi). Aplicant la fórmula de Newton,
sd =
(−1)d+1
d
(−pd + s1pd−1 − · · ·+ (−1)d−1sd−1p1)
=
(−1)d+1
d
(−pd + q1(p1)pd−1 + · · ·+ (−1)d−1qd−1(p1, . . . , pd−1)p1) .
Deﬁnim el polinomi
qd(x1, . . . , xd) =
(−1)d+1
d
(−xd + q1(x1)xd−1 + · · ·+ (−1)d−1qd−1(x1, . . . , xd−2)x1) ,
i es compleix sd = qd(p1, . . . , pd).
Per demostrar el teorema només cal aplicar el teorema dels polinomis simètrics al polinomi
simètric donat f(t1, . . . , tn). Llavors, existeix un polinomi g(x1, . . . , xn) tal que
f(t1, . . . , tn) = g(s1, . . . , sn).
Considerem el polinomi
q(x1, . . . , xn) = g(q1(x1), q2(x1, x2), . . . , qn(x1, . . . , xn))
i obtenim q(p1, . . . , pn) = g(s1, . . . , sn) = f(t1, . . . , tn).
La unicitat es demostra de forma similar a com l’hem demostrat en el teorema dels poli-
nomis simètrics. També ara és suﬁcient veure que si q(x1, . . . , xn) és un polinomi tal que
q(x1, . . . , xn) 6= 0, aleshores q(p1, . . . , pn) 6= 0.
Suposem, doncs, q(x1, . . . , xn) 6= 0. Cada monomi cxb11 xb22 · · ·xbnn de q(x1, . . . , xn) amb c 6= 0
es pot escriure en la forma cxb11 x
b2
2 · · ·xbnn = cxa1−a21 xa2−a32 · · ·xan−1−ann−1 xann per a certs enters
no negatius a1, . . . , an. El pes d’un tal monomi és a1 + · · ·+ an, que coincideix amb el grau de
pa11 · · · pann . De totes aquestes n-ples (a1, . . . , an) formades a partir de monomis cxb11 · · ·xbnn de
q(x1, . . . xn) amb coeﬁcient c 6= 0, prenem la lexicogràﬁcament més gran, diguem (a1, . . . , an).
Aleshores, q(p1, . . . , pn) té com a monomi líder cta1+a2+···+an1 , amb c 6= 0, per la qual cosa
q(p1, . . . , pn) 6= 0. ✷
Polinomis homogenis
Un polinomi homogeni és un polinomi tal que tots els seus monomis tenen el mateix grau.
14.14 Remarca Els monomis i, en particular, els polinomis constants, són evidentment homo-
genis. El polinomi simètric elemental sd i el polinomi suma de potències pd són homogenis de
grau d.
La caracterització següent sovint es dóna com a deﬁnició de polinomi homogeni.
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14.15 Proposició Un polinomi h(t1, . . . , tn) ∈ A[t1, . . . , tn] és homogeni de grau d si, i només
si, per a una nova indeterminada x es compleix
h(xt1, . . . , xtn) = x
dh(t1, . . . , tn).
Demostració Suposem que h(t1, . . . , tn) és homogeni de grau d. Si es tracta d’un monomi,
h(t1, . . . , tn) = m(t1, . . . , tn) = ct
a1
1 · · · tann
de grau d = a1 + · · ·+ an, clarament
m(xt1, . . . , xtn) = c(xt1)
a1 · · · (xtn)an = xdm(t1, . . . , tn).
Si h(t1, . . . , tn) =
∑r
i=1mi(t1, . . . , tr) és una suma de monomis mi(t1, . . . , tn) tots de grau d,
l’argument anterior s’aplica a cada monomi i
h(xt1, . . . , xtn) =
r∑
i=1
mi(xt1, . . . , xtn) =
r∑
i=1
xdmi(t1, . . . , tn) = x
dh(t1, . . . tn).
Recíprocament, suposem que h(xt1, . . . , xtn) = xdh(t1, . . . , tn) i veurem que h(t1, . . . , tn) és
homogeni. Posem h(t1, . . . , tn) com a suma de monomis,
h(t1, . . . , tn) =
r∑
i=1
mi(t1, . . . , tn)
on mi(t1, . . . , tn) és un monomi de grau di. Volem demostrar que di = d per a tot i ∈ [r]. Com
que mi(xt1, . . . , xtn) = xdimi(t1, . . . , tn), tenim
xdh(t1, . . . , tn) = h(xt1, . . . , xtn) =
r∑
i=1
mi(xt1, . . . , xtn) =
r∑
i=1
xdimi(t1, . . . , tn).
En el polinomi de l’esquerra tots els monomis tenen grau d en x. El mateix ha de passar en el
polinomi de la dreta. Per tant, di = d per a tot i ∈ [r]. ✷
Agrupant en un polinomi f(t1, . . . , tn) tots els monomis del mateix grau, resulta la proposició
següent.
14.16 Proposició Per a tot polinomi f(t1, . . . , tn) ∈ A[t1, . . . , tn] de grau d existeixen polinomis
homogenis g0(t1, . . . , tn), . . . , gd(t1, . . . , tn) únics tals que gi(t1, . . . , tn) té grau i i
f(t1, . . . , tn) =
d∑
i=0
gi(t1, . . . , tn).
Demostració Sigui gi(t1, . . . , tn) la suma dels monomis de f(t1, . . . , tn) de grau i. Aleshores
cada gi(t1, . . . , tn) és homogeni de grau i i
f(t1, . . . , tn) =
d∑
i=0
gi(t1, . . . , tn).
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Si hi ha dues descomposicions,
d∑
i=0
gi(t1, . . . , tn) = f(t1, . . . , tn) =
d∑
i=0
g′i(t1, . . . , tn),
igualant la suma de monomis de grau i resulta gi(t1, . . . , tn) = g′i(t1, . . . , tn), i ja tenim la
unicitat. ✷
Polinomis homogenis complets
Sigui P el conjunt d’enters no negatius. Per a cada enter d ≥ 0, sigui
Ed = {(a1, . . . , an) ∈ Pn : a1 + · · ·+ an = d}.
El d-èsim polinomi homogeni complet és el polinomi
hd = hd(t1, . . . , tn) =
∑
(a1,...,an)∈Ed
ta11 · · · tann .
Així, hd és la suma de tots els monomis de coeﬁcient 1 i grau d. Clarament, hd és simètric i
homogeni de grau d. Notem que h0 = 1 i que h1(t1, . . . , tn) = t1 + · · ·+ tn = p1 = s1.
14.17 Exemple Els polinomis h1 = h1(t1, t2, t3), h2 = h2(t1, t2, t3) i h3 = h3(t1, t2, t3), ordenats
lexicogràﬁcament, són
h1 = t1 + t2 + t3,
h2 = t
2
1 + t1t2 + t1t3 + t
2
2 + t2t3 + t
2
3,
h3 = t
3
1 + t
2
1t2 + t
2
1t3 + t1t
2
2 + t1t2t3 + t1t
2
3 + t
3
2 + t
2
2t3 + t2t
2
3 + t
3
3.
Demostrarem ara una fórmula similar a les de Newton que relaciona els polinomis homogenis
complets hd i els polinomis simètrics elementals sd. La demostració està suggerida en un
problema del llibre de D. Cox, J. Little i D. O’Shea [22]. Per no haver de separar casos,
estendrem la deﬁnició dels polinomis simètrics elementals sd = sd(t1, . . . , tn) al cas d = 0
posant s0 = 1, i al cas d > n posant sd = 0.
14.18 Proposició Sigui d ≥ 0 un enter. Aleshores, es compleix
hds0 − hd−1s1 + . . .+ (−1)dh0sd = 0.
Demostració La demostració consisteix a calcular el coeﬁcient de cada monomi del terme de
l’esquerra i veure que és zero. Considerem un producte hd−isi. Cada sumand de hd−i és mònic
de grau d − i i cada sumand de si és mònic de grau i. En aplicar repetidament la propietat
distributiva, apareixen només monomis mònics de grau d. Sigui m = ta11 · · · tann un d’aquests
monomis i w = #{j ∈ [n] : aj 6= 0} (de fet, w indica quantes indeterminades apareixen realment
al monomi). Si m apareix com a producte d’un monomi M de si i d’un monomi N de hk−i,
naturalment, les i variables que apareixen en M apareixen en m, per tant, i ≤ w.
D’altra banda, exactament
(
w
i
)
monomis de si contenen només indeterminades que apareixen
a m. Com que hd−i és la suma de tots els monomis de grau d− i amb coeﬁcient 1, per a cada
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sumand M de si que conté només indeterminades que apareixen a m, hi ha un únic sumand N
de hd−i tal que MN = m. Així, el nombre de vegades que apareix m en el producte hd−isi és(
w
i
)
. Per tant, el coeﬁcient de m a la suma
∑d
i=0(−1)ihd−isi és
w∑
i=0
(−1)i
(
w
i
)
= (1− 1)w = 0. ✷
14.19 Remarca Com que h0 = s0 = 1, la fórmula anterior es pot reescriure en les formes
hd =hd−1s1 − hd−2s2 + · · ·+ (−1)d−1h1sd−1,
sd =− h1sd−1 + h2sd−2 − · · ·+ (−1)d−1hd−1s1 + (−1)dhd,
que permeten calcular recurrentment hd en termes dels hd−i anteriors i dels si, o bé els sd en
termes dels sd−i anteriors i dels hi.
14.20 Exemple Calculem els polinomis hd en termes dels si per a d ∈ {1, 2, 3, 4}.
h0 =1
h1 =s1
h2 =h1s1 − h0s2
=s21 − s2
h3 =h2s1 − h1s2 + h0s3
=(s21 − s2)s1 − s1s2 + s3
=s31 − 2s1s2 + s3
h4 =h3s1 − h2s2h1s3 − h0s4
=(s31 − 2s1s2 + s3)s1 − (s21 − s2)s2 + s1s3 − s4
=s41 − 3s21s2 + 2s1s3 − s4.
14.21 Exemple Calculem els polinomis sd en termes dels hi per a d ∈ {1, 2, 3}. Tenim
s1 =h1,
s2 =− h1s1 + h2 = −h21 + h2,
s3 =− h1s2 + h2s1 − h3 = h1(−h21 + h2) + h2h1 − h3 = −h31 + 2h1h2 − h3.
Els polinomis homogenis complets també generen l’anell de polinomis simètrics. La demostració
és anàloga a la del teorema 14.13, que prova que els polinomis suma de potències formen un
conjunt de generadors, per la qual cosa no en donarem els detalls, només l’esquema.
14.22 Teorema Si f(t1, . . . , tn) ∈ SymA[t1, . . . , tn] és un polinomi simètric, aleshores existeix
un únic polinomi q(x1, . . . , xn) tal que
q(h1, . . . , hn) = f(t1, . . . , tn).
Demostració Les fórmules hds0 − hd−1s1 + . . .+ (−1)dh0sd = 0 i el mètode d’inducció perme-
ten demostrar que, per a cada sd, existeix un polinomi qd(x1, . . . , xd) tal que sd = qd(h1, . . . , hd).
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Donat el polinomi simètric f(t1, . . . , tn), existeix un polinomi g(x1, . . . , xn) tal que f(t1, . . . , tn) =
g(s1, . . . , sn). Prenem
q(x1, . . . , xn) = g(q1(x1), q2(x1, x2), . . . , qn(x1, . . . , xn))
i tenim q(h1, . . . , hn) = g(s1, . . . , sn) = f(t1, . . . , tn).
Per a la unicitat només cal veure que si q(x1, . . . , xn) 6= 0, aleshores q(h1, . . . , hn) 6= 0. Su-
posem, doncs, q(x1, . . . , xn) 6= 0. Cada monomi cxb11 xb22 · · ·xbnn de q(x1, . . . , xn) amb c 6= 0 es
pot escriure en la forma cxb11 x
b2
2 · · ·xbnn = xa1−a21 xa2−a32 · · ·xan−1−ann−1 xann per a certs enters no
negatius a1, . . . , an. El pes d’un tal monomi és a1 + · · · + an, que coincideix amb el grau de
ha11 · · ·hann . De totes aquestes n-ples (a1, . . . , an) formades a partir de monomis cxb11 · · ·xbnn de
q(x1, . . . xn) amb coeﬁcient c 6= 0, prenem la lexicogràﬁcament més gran, diguem (a1, . . . , an).
Aleshores, q(h1, . . . , hn) té com a coeﬁcient líder cta1+a2+···+an1 , amb c 6= 0, per la qual cosa
q(p1, . . . , pn) 6= 0. ✷
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15. Nombres construïbles. La duplicació
del cub i la trisecció de l’angle
Introducció
La matemàtica del segle V aC estava condicionada per consideracions ﬁlosòﬁques que imposaren
fortes restriccions al quefer matemàtic. La ideologia dominant, que podem personiﬁcar en
Plató, procurà, i en general aconseguí, foragitar de la geometria tota construcció que no fos
una successió de les tres següents: (i) construir una recta que passa per dos punts; (ii) donats
dos punts A i B, construir la circumferència de centre A que passa per B; (iii) trobar els
punts d’intersecció (si n’hi ha) de dues rectes, d’una recta i una circumferència i de dues
circumferències. Es tracta de les construccions dites amb regle i compàs. Els anomenats tres
problemes clàssics es feren notoris pel contrast entre la seva fàcil formulació i la resistència
que presentaven als intents de solució ortodoxa, és a dir, amb regle i compàs. Aquests tres
problemes són la trisecció de l’angle, la duplicació del cub i la quadratura del cercle.
La duplicació del cub és el problema següent: donat un segment en el pla, construir-ne un altre
tal que el cub que té per aresta el segon segment tingui volum doble que el cub que té per
aresta el segment donat. Segons una llegenda transmesa per Eratòstenes (segle II aC), l’oracle
de Delos ordenà que es dupliqués la grandària de l’altar d’Apol·lo, que tenia forma cúbica.
Ràpidament, se’n construí un altre d’aresta doble que l’original, amb la qual cosa el volum es
multiplicà per vuit, i això va provocar la ira d’Apol·lo, que només el volia doble. La llegenda
ha donat al problema el nom de problema dèlic amb què sovint se’l coneix.
Trisecar un angle és construir les semirectes que el divideixen en tres angles iguals. El problema
de la trisecció és el de trobar un procediment general que serveixi per trisecar qualsevol angle.
Des d’antic se sabia bisecar qualsevol angle i trisecar alguns angles particulars, com el recte i el
pla, però no es trobava un procediment per trisecar un angle qualsevol, i aquest era l’objectiu
de la recerca.
L’últim problema de la terna és la quadratura del cercle. Consisteix a, donat un segment r del
pla, construir-ne un altre q tal que el quadrat de costat q tingui la mateixa àrea que el cercle
de radi r.
Avui sabem que, només amb regle i compàs, no és possible resoldre cap dels tres problemes. Els
esforços dels grecs, doncs, estaven abocats al fracàs pel que fa a l’objectiu principal; tanmateix
—i aquesta situació no és única a la història de les matemàtiques—, les seves investigacions
forniren una bona quantitat de mètodes de valor. De fet, gran part dels Elements d’Euclides
(segle III aC) procedia de l’organització sistemàtica dels resultats produïts ﬁns a la data entorn
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d’aquests tres problemes.
La impossibilitat de la duplicació del cub i de la trisecció de l’angle té el mateix fonament,
del qual donarem notícia en aquest capítol. La impossibilitat de quadrar el cercle requereix
tècniques completament diferents i s’estudiarà al capítol 17.
Hi ha molts textos que tracten el que aquí exposarem. Nosaltres hem emprat principalment els
de M. Laczkovich [59], R. Courant i H. Robbins [21], H. S. M. Coxeter [24] i I. N. Herstein [43].
Nombres algèbrics
Si F és un subcòs d’un cos K, es diu que F ⊆ K és una extensió de F . En aquest cas, K
s’estructura com a F -espai vectorial, la dimensió del qual es denota |K : F |. Si aquesta dimensió
és ﬁnita, diem que l’extensió és finita.
15.1 Proposició Si F ⊆ K i K ⊆ L són extensions finites, aleshores F ⊆ L és una extensió
finita i
|L : F | = |L : K| · |K : F |.
Demostració Siguin α1, . . . αr una base de K com a F -espai vectorial i β1, . . . βs una base de
L com a K-espai vectorial. Comprovarem que els rs elements αiβj amb i ∈ [r] i j ∈ [s] formen
una base de L com a F -espai vectorial.
Primer veurem que són linealment independents. Si λij ∈ F , amb i ∈ [r] i j ∈ [s], compleixen
0 =
r∑
i=1
s∑
j=1
λij(αiβj) =
s∑
j=1
(
r∑
i=1
λijαi
)
βj ,
aleshores tenim una combinació lineal de β1, . . . , βs amb coeﬁcients a K que és zero. Com que
els βj són linealment independents, tots els coeﬁcients són zero:
r∑
i=1
λijαi = 0, j ∈ [s].
Per a cada j, això és una combinació lineal de α1, . . . , αr amb coeﬁcients a F que és zero. Com
que els αi són linealment independents, tots els coeﬁcients són zero. Per tant, per a j ∈ [s] i
i ∈ [r], tenim λij = 0.
Comprovem ara que són un sistema de generadors. Per a tot x ∈ L, existeixen k1, . . . , ks ∈ K
tals que
x =
s∑
j=1
kjβj .
Al seu torn, cada kj admet una expressió com a combinació lineal dels αi:
kj =
r∑
i=1
λijαi,
amb coeﬁcients λij ∈ F . Aleshores,
x =
s∑
j=1
kjβj =
s∑
j=1
r∑
i=1
λijαiβj ,
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cosa que prova que els αiβj formen un sistema de generadors de L com a F -espai vectorial. ✷
Tot i que la major part dels resultats d’aquest apartat es poden formular en termes d’extensions
arbitràries, per ﬁxar idees adoptarem el conveni que tots els cossos que considerem en aquest
capítol són subcossos del cos dels complexos C. Si F és un subcòs de C, un nombre α ∈ C
és F -algèbric (o algèbric sobre F ) si existeix un polinomi f(x) ∈ F [x] de grau ≥ 1 tal que
f(α) = 0.
15.2 Exemples Cada α ∈ F és F -algèbric perquè és arrel de x− α ∈ F [x].
El nombre real 3
√
2 és Q-algèbric perquè és arrel del polinomi x3 − 2 ∈ Q[x].
El real α =
√
2 +
√
3 és Q-algèbric. En efecte, compleix α2 = 2+ 3 + 2
√
6 = 5 + 2
√
6, és a dir,
α2 − 5 = 2√6. Llavors, α4 − 10α2 + 25 = 24 i α4 − 10α2 + 1 = 0. Així, α és arrel del polinomi
x4 − 10x2 + 1 ∈ Q[x].
El nombre complex i tal que i2 = −1 és Q-algèbric perquè és arrel de x2 + 1 ∈ Q[x].
A la proposició següent es veu que les extensions ﬁnites F ⊆ K proporcionen nombres de K
que són F -algèbrics.
15.3 Proposició Sigui F ⊆ K una extensió finita. Aleshores tot nombre α ∈ K és F -algèbric.
Demostració Suposem que |K : F | = k és ﬁnit. Si α ∈ K, els k + 1 nombres 1, α, . . . , αk són
linealment dependents i, per tant, existeixen a0, . . . , ak a F no tots zero tals que a0 + a1α +
· · ·+ akαk = 0. Això implica que α és F -algèbric. ✷
15.4 Proposició Sigui F un cos i α un nombre F -algèbric.
(i) Si f(x) ∈ F [x] és un polinomi de grau mínim tal que f(α) = 0, aleshores f(x) és irreduc-
tible;
(ii) si g(x) ∈ F [x] és un altre polinomi irreductible tal que g(α) = 0, aleshores existeix λ ∈ F
tal que g(x) = λf(x).
Demostració (i) Si f(x) = a(x)b(x) amb 1 ≤ deg a(x), deg b(x) < deg f(x), la igualtat 0 =
f(α) = a(α)b(α) implica a(α) = 0 o b(α) = 0, en contradicció amb el fet que f(x) és de grau
mínim amb la condició f(α) = 0.
(ii) Dividim g(x) per f(x). Per a certs polinomis q(x), r(x) ∈ F [x], tenim
g(x) = f(x)q(x) + r(x), amb r(x) = 0 o deg r(x) < deg f(x).
Aleshores,
0 = g(α) = f(α)q(α) + r(α) = 0 + r(α) = r(α).
Com que f(x) és de grau mínim amb la condició f(α) = 0, ha de ser r(x) = 0. Aleshores,
g(x) = f(x)q(x) i, com que g(x) és irreductible i f(x) no és constant, q(x) ha de ser una
constant λ. ✷
Si α és F -algèbric, el polinomi mínim de α és el polinomi mònic irreductible f(x) ∈ F [x] tal
que f(α) = 0.
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Sigui F un cos i α ∈ C. El menor subcòs de C que conté F i α es denota F (α). Certament,
F (α) conté tots els elements de la forma a(α)/b(α) amb a(x), b(x) ∈ F [x] i b(α) 6= 0; però el
conjunt d’elements de la forma a(α)/b(α) amb a(x), b(x) ∈ F [x] i b(α) 6= 0 formen un cos. Per
tant,
F (α) = {a(α)/b(α) : a(x), b(x) ∈ F [x], b(α) 6= 0}.
Ara veurem que, si α és algèbric, els elements de F (α) són polinomis en α.
15.5 Proposició Sigui F un cos, α un nombre F -algèbric i k ≥ 1 el grau del polinomi mínim
f(x) ∈ F [x] de α. Aleshores,
(i) F (α) = {a(α) : a(x) ∈ F [x]};
(ii) F ⊆ F (α) és una extensió finita, |F (α) : F | = k i 1, α, . . . , αk−1 és una base de F (α) com
a F -espai vectorial;
(iii) tot β ∈ F (α) és F -algèbric.
Demostració (i) Posem P = {a(α) : a(x) ∈ F [x]}. Clarament α ∈ P , i F ⊆ P ⊆ F (α). Serà
suﬁcient veure que P és un cos. Evidentment, P és tancat per a la suma i per al producte.
Comprovem que P és tancat per inversos. Sigui 0 6= a(α) ∈ P amb a(x) ∈ F [x]. Notem que
a(x) no és múltiple de f(x) perquè a(α) 6= 0. Com que f(x) és irreductible, el màxim comú
divisor de f(x) i a(x) és 1. Segons la identitat de Bézout, existeixen polinomis u(x), v(x) ∈ F [x]
tals que
a(x)u(x) + f(x)v(x) = 1.
Substituint x = α, obtenim a(α)u(α) = 1. Veiem que u(α) és l’invers de a(α).
(ii) Només cal demostrar que 1, α, α2, . . . , αk−1 és una base de F (α) com a F -espai vectorial.
En primer lloc, veiem que són linealment independents. Si a0, . . . , ak−1 ∈ F compleixen a0 +
a1α+ · · · ak−1αk−1 = 0 i algun ai 6= 0, aleshores el polinomi a(x) = a0 + a1x+ · · ·+ ak−1xk−1
no és zero, compleix a(α) = 0 i és de grau deg a(x) ≤ k−1 < k, en contradicció amb la deﬁnició
de k. Per tant, a0 = · · · = ak−1 = 0.
Veiem que formen un sistema de generadors. Sigui a(α) ∈ F (α) amb a(x) ∈ F (x). Dividint per
f(x), existeixen polinomis q(x) i r(x) amb r(x) = 0 o deg r(x) < k tals que
a(x) = f(x)q(x) + r(x).
Aleshores
a(α) = f(α)q(α) + r(α) = r(α).
Si r(x) = r0 + r1x+ · · ·+ rk−1xk−1, tenim a(α) = r0 + r1α+ · · ·+ rk−1αk−1, una combinació
lineal de 1, α, α2, . . . αk−1.
(iii) L’extensió F ⊆ F (α) és ﬁnita. Per la proposició 15.3, tot β ∈ F (α) és F -algèbric. ✷
15.6 Remarca Com a conseqüència de la proposició anterior, si α és F -algèbric i el seu polinomi
mínim té grau k, aleshores cada element β ∈ F (α) admet una única expressió com a polinomi
en α de grau com a molt k − 1.
15.7 Proposició Sigui F ⊆ K una extensió. Aleshores el conjunt d’elements de K que són
F -algèbrics formen un cos.
15. Nombres construïbles. La duplicació del cub i la trisecció de l’angle 135
Demostració Siguin α i β nombres F -algèbrics. Com que α és F -algèbric, |F (α) : F | és ﬁnit.
Que β sigui F -algèbric implica que és F (α)-algèbric; per tant, |F (α)(β) : F (α)| també és ﬁnit.
Segons la proposició 15.1,
|F (α)(β) : F | = |F (α)(β) : F (α)| · |F (α) : F |.
Per tant, F ⊆ F (α)(β) és una extensió ﬁnita i, per la proposició 15.3, tots els seus elements són
algèbrics. Ara, α+ β, αβ i 1/α, si α 6= 0, pertanyen a F (α)(β); per tant, són algèbrics. ✷
Notem que F (α)(β) = F (β)(α) és la menor extensió de F que conté α i β. És natural denotar-la
per F (α, β).
En els nombres Q-algèbrics s’omet la referència a Q, que es dóna per sobreentesa; és a dir, un
nombre algèbric és un nombre Q-algèbric. La proposició 15.7 implica que els nombres reals
algèbrics formen un cos, i els nombres complexos algèbrics també.
15.8 Remarca L’exemple 27.29 prova que el conjunt de nombres algèbrics és numerable. Els
nombres reals que no són algèbrics s’anomenen transcendents. Com que R no és numerable
(corol·lari 27.10) i el conjunt de nombres algèbrics és numerable, resulta que el conjunt de
nombres transcendents no és numerable. Tot i això, la prova que un cert nombre concret
és transcendent és sovint complicada, com ho són, per exemples, les proves que e i π són
transcendents (vegeu el capítol 17).
Nombres construïbles
Deﬁnirem una classe de nombres reals, anomenats construïbles, que és intermèdia entre els
racionals i els reals algèbrics.
Suposem que en el pla admetem només les construccions següents:
(i) construir una recta que passa per dos punts donats;
(ii) donats dos punts A i B, construir la circumferència de centre A que passa per B;
(iii) trobar els punts d’intersecció (si n’hi ha) de dues rectes, d’una recta i una circumferència
i de dues circumferències.
Permetre l’ús del regle és la condició (i); permetre l’ús del compàs és la condició (ii). El punt (iii)
permet la consideració de punts nous diferents dels obtinguts prèviament. Les construccions
que es poden fer emprant únicament (i), (ii) i (iii) es diuen construccions amb regle i compàs.
15.9 Lema Donats una recta L i un punt P , amb regle i compàs es pot
(i) trobar la recta perpendicular a L que passa per P ;
(ii) trobar la recta paral·lela a L que passa per P .
Demostració (i) (Vegeu la ﬁgura 15.1.) Amb centre P construïm una circumferència de radi
prou gran perquè talli la recta L en dos punts A i B. Considerem les dues circumferències de
radi AB i centres A i B. Sigui C un dels punts en què es tallen aquestes dues circumferències.
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Assegurem que la recta R que passa per C i P és la perpendicular cercada. (Notem que
aquesta construcció és vàlida ﬁns i tot si P pertany a L.) SiguiM el punt en què R talla L. Per
construcció, el triangle ABC és equilàter i els seus tres angles mesuren el mateix: α = π/3. Els
triangles PAC i PBC tenen els costats PA i PB iguals, els costats AC i BC iguals i el costat PC
comú. Per tant, són iguals. Llavors, en aquests triangles, els angles en C mesuren α/2 = π/6.
Això comporta que, en el triangle AMC, l’angle en M mesura π− (α+α/2) = π− π/2 = π/2,
és a dir, és recte. Per tant, la recta que passa per P i C és perpendicular a L.
P
A
M
B
L
C
α α
Figura 15.1: Construcció de la perpendicular a una recta per un punt.
(ii) Construïm la recta R perpendicular a L per P . La perpendicular a R per P és la paral·lela
a L per P . ✷
El regle de les construccions amb regle i compàs no és graduat, és a dir, no permet traslladar
distàncies. El compàs permet fer la circumferència de centre un punt que passa per un altre,
però tampoc no permet traslladar distàncies; cal pensar que és un compàs que, quan s’aixeca
del paper, es tanca, que l’obertura no queda ﬁxada. Però això, des del punt de vista teòric, no
és cap restricció, com veiem tot seguit.
15.10 Proposició Donats un punt A i un segment BC, amb regle i compàs es pot construir la
circumferència de centre A i radi de longitud igual a la del segment BC.
Demostració (Vegeu la ﬁgura 15.2.) Siguin r la recta que passa per A i B i s la recta que passa
per B i C. Sigui r′ la paral·lela a r per C i s′ la paral·lela a s per A. Si D és la intersecció
de r′ i s′, el quadrilàter ABCD és un paral·lelogram i els costats BC i AD són iguals. La
circumferència de centre A i radi AD és la cercada. ✷
Així, doncs, podem interpretar que el compàs manté l’obertura.
Ara traduirem a l’àlgebra les construccions amb regle i compàs. Representem els nombres reals
mitjançant els punts d’una recta en la qual hem assenyalat dos punts que fem correspondre a 0
i a 1. Considerem una recta perpendicular a la inicial per 0 i tenim un sistema de coordenades.
Els punts inicials ara són (0, 0) i (1, 0). Un punt, segment, recta o circumferència del pla
és construïble si es pot obtenir a partir dels eixos i dels punts (0, 0) i (1, 0) mitjançant una
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Figura 15.2: Il·lustració de la demostració de 15.10.
successió ﬁnita de construccions (i), (ii) i (iii). Un nombre real a és construïble si el punt (a, 0)
és construïble.
Per l’ús del compàs, és clar que si a és construïble, −a també. Igualment, si es pot construir
un segment de longitud a > 0, l’ús del compàs garanteix que el nombre a és construïble. Així,
un nombre real a és construïble si, i només si, es pot construir un segment de longitud |a|.
15.11 Proposició El conjunt dels nombres reals construïbles forma un cos que conté el cos dels
racionals Q.
Demostració Sigui C el conjunt dels nombres reals construïbles. Si a i b són construïbles,
aleshores a+ b és construïble (per juxtaposició). Ja hem vist que, si a és construïble, aleshores
−a també. Per tant, C és un subgrup additiu de R. A més, com que 1 és construïble, tots els
enters són construïbles.
(a, 0) (x, 0)
(0, 1)
(0, b)
r
s
(1, 0) (x, 0)
(0, a)
(0, 1)
r
s
Figura 15.3: Construcció del producte i d’inversos de nombres construïbles.
Veurem ara que si a i b són construïbles, aleshores ab és construïble (ﬁgura 15.3, esquerra).
Podem suposar a i b positius. Com que (1, 0), (a, 0) i (b, 0) són construïbles, intersectant l’eix
d’ordenades i amb les circumferències de centre l’origen i radis 1 i b, obtenim els punts (0, 1)
i (0, b). Sigui r la recta que passa per (0, 1) i (a, 0) i s la paral·lela a r per (0, b). Sigui (x, 0)
el punt d’intersecció de s amb l’eix d’abscisses. El triangle de vèrtexs (0, 0), (0, 1) i (a, 0) i
el de vèrtexs (0, 0), (0, b) i (x, 0) són semblants perquè tenen els tres angles iguals. Aleshores
x/a = b/1, és a dir, x = ab i ab és construïble.
Amb una construcció similar veurem que si a 6= 0 és construïble, aleshores també 1/a és
construïble (ﬁgura 15.3, dreta). Intersectant l’eix d’ordenades amb les circumferències de centre
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l’origen i radis 1 i a, obtenim que (0, 1) i (0, a) són construïbles. Sigui r la recta que passa per
(0, a) i (1, 0), i s la paral·lela a r per (0, 1). La recta s talla l’eix d’abscisses a un punt (x, 0). El
triangle de vèrtexs (0, 0), (0, a) i (1, 0) i el triangle de vèrtexs (0, 0), (0, 1) i (x, 0) són semblants.
Per tant, x/1 = 1/a, és a dir, x = 1/a i 1/a és construïble.
Per tant, el conjunt C és tancat per sumes i oposats, és tancat per productes i inversos, i conté
tots els enters. Així, C és un cos que conté Q. ✷
15.12 Proposició Si a > 0 és un nombre construïble, aleshores
√
a és construïble.
Demostració (Vegeu la ﬁgura 15.4.) Sobre una recta r considerem un segment AC de longitud
X
A M B C r
a 1
h
Figura 15.4: Construcció de l’arrel quadrada.
a + 1, i un punt B del segment de forma que AB tingui longitud a i BC longitud 1. Com
que el nombre (a + 1)/2 és construïble, podem construir el punt mig M del segment AC. La
circumferència de centre M i radi (a + 1)/2 és construïble. La perpendicular a R pel punt B
talla aquesta circumferència en dos punts; sigui X un d’aquests punts. Aleshores, el segment
XB té longitud
√
a. En efecte, els triangles ABX i XBC són semblants perquè els dos angles
en B són rectes, i l’angle en A del primer és igual que l’angle en X del segon perquè AX
és perpendicular a XC i AB a XB. Llavors, h/a = BX/BA = BC/BX = 1/h, és a dir,
h =
√
a. ✷
El teorema següent caracteritza els nombres construïbles en termes algèbrics.
15.13 Teorema Un nombre a és construïble si, i només si, és racional o existeixen extensions
Q = F0 ⊂ F1 ⊂ · · · ⊂ Fn tals que a ∈ Fn ⊆ C, i |Fi : Fi−1| = 2 per a i ∈ [n].
Demostració Suposem que tenim un cos F de nombres construïbles. L’equació d’una recta que
passa per dos punts (x0, y0) i (x1, y1) de F 2 és
(y0 − y1)x− (x0 − x1)y + (x0y1 − x1y0) = 0, (15.1)
i la d’una circumferència de radi r ∈ F i centre (x0, y0) ∈ F 2 és
(x− x0)2 + (y − y0)2 = r2. (15.2)
Trobar la intersecció de dues rectes que es tallen és resoldre un sistema de dues equacions del
tipus (15.1). La solució (x, y) és, també, un punt de F 2.
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Trobar la intersecció d’una recta i d’una circumferència que es tallen és resoldre un sistema
format per una equació del tipus (15.1) i una del tipus (15.2):
(y0 − y1)x− (x0 − x1)y + (x0y1 − x1y0) = 0, (x − x2)2 + (y − y2)2 = r.
Aïllant una incògnita de la primera equació i substituint a la segona, obtenim una equació de
segon grau amb tots els coeﬁcients a F . Si d ∈ F és el discriminant d’aquesta equació, atès
que estem suposant que hi ha intersecció, serà d ≥ 0, i les solucions del sistema tenen les dues
coordenades a F (
√
d) (que és igual a F si
√
d ∈ F ).
Considerem ara la intersecció de dues circumferències que es tallen:
(x− x0)2 + (y − y0)2 =r2, (15.3)
(x− x1)2 + (y − y1)2 =s2. (15.4)
Restant la segona equació de la primera i aplicant que el producte de la suma de dos nombres
per la seva diferència és igual a la diferència dels seus quadrats, obtenim
(2x− (x0 + x1))(x1 − x0) + (2y − (y0 + y1))(y1 − y0) = r2 − s2, (15.5)
que és l’equació d’una recta amb tots els coeﬁcients a F . Els punts d’intersecció de les dues
circumferències són, doncs, punts d’intersecció de la recta (15.5) amb la circumferència (15.3)
que, com hem vist al paràgraf anterior, tenen les coordenades a F (
√
d) per a cert d ∈ F .
En tot cas, els nous punts tenen les coordenades a F o a F (
√
d) per a cert d ∈ F tal que √d 6∈F .
En aquest segon cas, el polinomi mínim de d és x2 − d i |F (√d) : F | = 2.
Per tant, cada construcció amb regle i compàs produeix punts amb les coordenades al mateix
cos de partida o a una extensió de grau 2.
La condició és suﬁcient. En efecte, demostrarem que si els nombres de F són construïbles i
|K : F | = 2, aleshores els nombres de K són construïbles. Per hipòtesi, els nombres de F
són construïbles. Sigui x ∈ K \ F . Els nombres 1, x, x2 són linealment dependents, per tant,
existeixen a, b, c ∈ F tals que ax2 + bx + c = 0, amb a 6= 0 perquè x6∈F . Sigui d = b2 − 4ac.
Tenim que x = (−b + √d)/(2a) o x = (−b − √d)/(2a). Com que d ∈ F és construïble, el
lema 15.12 assegura que
√
d és construïble. Per tant, x és construïble. ✷
15.14 Corol.lari Si a és un nombre construïble, aleshores |Q(a) : Q| és una potència de 2.
Demostració Si a ∈ Q, tenim Q(a) = Q i |Q(a) : Q| = |Q : Q| = 1 = 20. Suposem, doncs, a 6∈Q.
Segons el teorema 15.13, existeixen extensions Q = F0 ⊂ F1 ⊂ · · · ⊂ Fn amb |Fi : Fi−1| = 2
per a tot i ∈ [n] i amb a ∈ Fn. Llavors,
2n = |Fn : Q| = |Fn : Q(a)| · |Q(a) : Q|.
Per tant, |Q(a) : Q| és una potència de 2. ✷
Com a conseqüència, tenim el corol·lari següent.
15.15 Corol.lari Els nombres construïbles són algèbrics.
Demostració Si a és construïble, |Q(a) : Q| és ﬁnit. Per tant, a és algèbric. ✷
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La duplicació del cub i la trisecció de l’angle
L’argument ﬁnal en la impossibilitat de la duplicació del cub i la trisecció de l’angle és que
certs polinomis cúbics de Z[x] són irreductibles a Q[x]. Ara, un polinomi cúbic és irreductible
si, i només si, no té arrels. La proposició següent restringeix les arrels racionals d’un polinomi
amb coeﬁcients enters a un conjunt ﬁnit que depèn dels divisors del coeﬁcient líder i del terme
independent.
15.16 Proposició Sigui f(x) = a0 + a1x + · · ·+ anxn ∈ Z[x] un polinomi de grau n ≥ 1 i p/q
una arrel racional de f(x) amb mcd(p, q) = 1 i q > 0. Aleshores p|a0 i q|an.
Demostració Que p/q sigui una arrel de f(x) vol dir que es compleixen les igualtats següents:
a0 + a1
p
q
+ a2
p2
q2
+ · · ·+ an−1 p
n−1
qn−1
+ an
pn
qn
= 0,
a0q
n + a1pq
n−1 + a2p
2qn−2 + · · ·+ an−1pn−1q + anpn = 0.
Llavors,
p(a1q
n−1 + a2pq
n−2 + · · ·+ an−1pn−2q + anpn−1) = −a0qn.
Veiem que p divideix a0qn i que és relativament primer amb qn, per la qual cosa p divideix a0.
Anàlogament,
q(a0q
n−1 + a1pq
n−2 + a2p
2qn−2 + · · ·+ an−1pn−1) = −anpn.
Veiem que q divideix anpn i és relativament primer amb pn, per la qual cosa divideix an. ✷
Com a aplicació immediata dels resultats dels apartats anteriors i de la proposició 15.16, s’obté
la impossibilitat de la duplicació del cub i de la trisecció de l’angle.
15.17 Teorema La duplicació del cub és impossible amb només regle i compàs.
Demostració Considerem un segment de longitud 1. Un cub que el té per aresta té volum
1. Suposem que la duplicació del cub és possible. Amb regle i compàs, podem construir un
segment que és una aresta d’un cub de volum 2. Per tant, si la duplicació del cub fos possible
amb regle i compàs, el nombre a = 3
√
2 seria construïble. Comprovem que no és així. El nombre
a és arrel del polinomi f(x) = x3 − 2. Comprovem que f(x) és irreductible. Si p/q és una arrel
racional de f(x) amb mcd(p, q) = 1, aleshores q|1 i p|2. Les arrels racionals possibles són, doncs,
+1,−1,+2,−2, i cap d’elles és realment una arrel. Per tant, f(x) ∈ Q[x] és irreductible i és
el polinomi mínim de a. Llavors, |Q(a) : Q| = deg f(x) = 3 no és potència de 2 i, per tant, el
nombre a no és construïble. ✷
15.18 Teorema És impossible trisecar l’angle de 60o només amb regle i compàs.
Demostració Si l’angle de 60o es pogués trisecar, es podria construir un angle de 20o i també
un segment de longitud a = cos 20o, és a dir, el nombre a seria construïble. Veurem que a no
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és construïble. Per a tot angle α,
cos 3α = cos(2α+ α)
= cos 2α cosα− sin 2α sinα
= (cos2 α− sin2 α) cosα− 2 sinα cosα sinα
= cos3 α− (1− cos2 α) cosα− 2 sin2 α cosα
= 2 cos3 α− cosα− 2(1− cos2 α) cosα
= 4 cos3 α− 3 cosα.
Posem ara α = 20o. Tenim cosα = a i cos 60o = 1/2. Aleshores,
4a3 − 3a = 1
2
, 8a3 − 6a− 1 = 0.
El nombre a és una arrel del polinomi f(x) = 8x3 − 6x − 1 ∈ Q[x]. Comprovem que f(x)
és irreductible. Si f(x) tingués una arrel racional p/q amb mcd(p, q) = 1, aleshores p|1 i q|8,
per tant, p ∈ {+1,−1} i q ∈ {1, 2, 4, 8}. Les possibles arrels racionals de f(x) són, doncs,
±1,±1/2,±1/4,±1/8. Però cap d’elles no ho és, com es comprova directament. Així, f(x) no
té arrels racionals i, per tant, és irreductible a Q[x]. Aleshores, (1/8)f(x) és el polinomi mínim
de a, que té grau 3. Llavors, |Q(a) : Q| = 3 no és potència de 2 i, per tant, el nombre a no és
construïble. ✷
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16. Polígons construïbles
Introducció
Aquest capítol tracta de construccions de polígons regulars. El terme construir s’ha d’entendre
aquí amb la restricció de construir amb regle i compàs, tal com s’ha explicat al capítol 15, del
qual donarem per coneguts totes les deﬁnicions i resultats sobre nombres algèbrics i nombres
construïbles.
El context natural per estudiar quins polígons regulars són construïbles i quins no és la teoria
de Galois. En aquest capítol, però, no la donarem per sabuda ni l’emprarem. Aquí segui-
rem, sobretot, M. Laczkovich [59]. La prova que l’heptadecàgon és construïble l’hem treta de
H. Dörrie [28].
A la Grècia clàssica sabien construir els polígons regulars de 3, 4, 5, 6, 8 i 10 costats, però no
el de 7 ni el de 9. Resultava natural intentar esbrinar per a quins n el polígon regular de n
costats és construïble; molt particularment, si els polígons de 7 i 9 costats, els que mancaven a
la sèrie, eren construïbles.
El 1876 un jove Gauss provà que el polígon de 17 costats és construïble, tot i que no en
donà una construcció explícita. Pocs anys més tard, a les Disquisitiones Arithmeticae (té
traducció catalana [37]) s’ocupa una altra vegada del tema i estableix una relació sorprenent
entre una qüestió purament geomètrica, com la constructibilitat de polígons regulars, i una
qüestió purament aritmètica, com els nombres de Fermat.
Els nombres Fi = 22
i
+ 1 amb i ≥ 0 enter es diuen nombres de Fermat. Els termes inicials de
la successió són
F0 = 3, F1 = 5, F2 = 17, F3 = 257, F4 = 65537.
Tots cinc són nombres primers. Basat en això, Fermat conjecturà (cap al 1640) que tots els
nombres Fi són primers. El 1732, Euler revocà la conjectura trobant el factor 641 de F5. En
efecte, F5 = 4294967297 = 641 · 6700417. La factorització
F6 = 18446744073709551617 = 274177 · 67280421310721
la va trobar T. Clausen el 1855. El 1970 M. A. Morrison i J. Brillhart provaren que F7 és el
producte de dos primers de 17 i 22 dígits. Fins ara (gener del 2015) no s’ha trobat cap altre
nombre de Fermat primer (vegeu W. Keller [52]), així que els únics nombres de Fermat primers
que es coneixen són F0, F1, F2, F3 i F4.
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L’anomenat teorema de Gauss és el següent.
16.1 Teorema (de Gauss) El polígon regular de n costats és construïble si, i només si, la des-
composició en primers de n és de la forma
n = 2kp1 · · · pr, (16.1)
amb k ≥ 0 i p1, . . . , pr primers de Fermat diferents.
De fet, tot i que la demostració del teorema anterior és molt freqüentment atribuïda a Gauss,
ell en demostrà només la suﬁciència: si n és de la forma (16.1), aleshores el polígon regular de
n costats és construïble. En particular, els polígons de F2 = 17 costats, F3 = 257 i F4 = 65537
són construïbles. El de 17 fou construït per Johannes Erchinger, pocs anys després del resultat
de Gauss sobre la seva constructibilitat; la construcció del de F3 = 257 costats l’exposà el 1832
Friedrich Julius Richelot, i la del de F4 = 65537 Johann Gustav Hermes el 1894 (li costà deu
anys completar el manuscrit, d’unes 200 pàgines, i hi ha qui té dubtes de la seva validesa).
Amb propietat, la demostració de la necessitat de la condició, és a dir, que si el polígon de n
costats és construïble, aleshores n té la forma (16.1), cal atribuir-la a Pierre Wantzel (1837).
Aquest és el resultat que veurem aquí. En particular, això prova que els polígons regulars de 7
i 9 costats no són construïbles. Demostrarem també que l’heptadecàgon és construïble.
En el caràcter de constructibilitat hi ha dos aspectes que cal tenir en consideració. El primer és
determinar per a quins n un polígon regular de n costats és o no construïble. El segon és, en cas
que ho sigui, detallar les passes per construir-lo amb regle i compàs. Nosaltres ens centrarem
només en el primer aspecte.
Per ﬁxar idees, en aquest capítol Pn representa un polígon regular de n costats centrat a l’origen
i de radi de la circumferència circumscrita igual a 1.
Reducció a n potència de primer
Comencem amb les dues observacions elementals recollides al lema següent.
16.2 Lema Sigui n un enter tal que Pn és construïble. Aleshores,
(i) el polígon P2kn és construïble per a tot enter k ≥ 0;
(ii) si d ≥ 3 és un enter divisor de n, aleshores el polígon Pd és construïble.
Demostració Suposem construït Pn i siguin A1, . . . , An els seus vèrtexs.
(i) Per a cada i ∈ [n], sigui Bi el punt intersecció de la mediana del costat AiAi+1 (entenent que
An+1 = A1) amb la circumferència circumscrita a Pn. Aleshores, A1, B1, A2, B2, . . . , An, Bn són
els vèrtexs d’un polígon regular de 2n costats, P2n. Repetint el procediment amb P2n obtenim
P22n, i així successivament ﬁns a P2kn.
(ii) Sigui m = n/d. Els vèrtexs A1, Am, A2m, . . . , Adm són els vèrtexs d’un polígon regular
Pd. ✷
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16.3 Proposició Siguin r, s ≥ 3 enters relativament primers i n = rs. Si Pr i Ps són construï-
bles, aleshores Pn és construïble.
Demostració Sigui n = rs. Els nombres enters s = n/r i r = n/s són relativament primers, per
la qual cosa existeixen enters a i b tals que
a
n
r
+ b
n
s
= 1.
Aleshores
1
n
=
a
r
+
b
s
.
Com que Pr és construïble, a la circumferència unitat podem marcar un arc igual a 1/r de la
circumferència (és l’arc que té per corda un costat de Pr). Per tant, podem marcar un arc a/r.
Anàlogament amb b/s. Per tant, podem marcar un arc a/r+ b/s = 1/n, que és l’arc que té per
corda el costat d’un polígon de n = rs costats. ✷
De forma òbvia, el resultat anterior es generalitza al cas que n és producte d’un nombre arbitrari
d’enters ≥ 3 dos a dos relativament primers.
El polígon P4 és fàcilment construïble: només cal prendre com a vèrtexs les interseccions dels
eixos amb la circumferència unitat. D’acord amb el lema 16.2, tots els polígons P2k amb k ≥ 2
són construïbles. Per tant, la discussió queda reduïda al cas que la descomposició de n en
producte de primers té factors primers senars, és a dir, és de la forma n = 2kpn11 · · · pnrr amb
k ≥ 0, r ≥ 1 i tot ni ≥ 1. En aquest cas, si Pn és construïble, ho és cada Ppni
i
. Recíprocament,
si cada Ppni
i
és construïble, d’acord amb 16.3, també ho és el polígon de pn11 · · · pnrr costats i,
pel lema 16.2, el de n = 2kpn11 · · · pnrr . Així, el problema de determinar per a quins n el polígon
Pn és construïble queda reduït al cas que n és potència de primer senar.
Alguns resultats sobre polinomis
Als efectes de la constructibilitat de polígons regulars, l’únic resultat que ens interessa és la
proposició 16.10, que enuncia que, si p és un nombre primer, aleshores els polinomis xp−1 +
xp−2+ · · ·+1 i xp(p−1)+xp(p−2)+ · · ·+xp+1 són irreductibles a Q[x]. Aproﬁtarem el camí per
arribar a aquest resultat per veure el lema de Gauss i que a Q[x] hi ha polinomis irreductibles
de tots els graus.
El contingut d’un polinomi f(x) = a0+a1x+ · · ·+anxn de coeﬁcients enters és el màxim comú
divisor dels seus coeﬁcients:
cont(f) = mcd(a0, a1, . . . , an).
Un polinomi f(x) ∈ Z[x] és primitiu si cont(f) = 1.
16.4 Remarca Tot polinomi f(x) ∈ Z[x] es pot posar com el producte f(x) = cont(f)f∗(x), on
f∗(x) és el polinomi primitiu resultant de f(x) en dividir tots els seus coeﬁcients per cont(f).
16.5 Lema (de Gauss) El producte de dos polinomis primitius és primitiu.
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Demostració Siguin a(x) = a0+ a1x+ · · ·+ amxm i b(x) = b0+ b1x+ · · ·+ bnxn dos polinomis
primitius i sigui c(x) = c0+ c1x+ · · ·+ cm+nxm+n el seu producte. En el que segueix, entenem
que ai = 0 per a i > m i que bj = 0 per a j > n. Per reducció a l’absurd, suposem que c(x)
no és primitiu. Aleshores, cont(c) > 1 i admet algun divisor primer p. Com que a(x) i b(x) són
primitius, tenen contingut 1 i p no divideix tots els seus coeﬁcients. Siguin
r = min{i : p 6 |ai}, s = min{j : p 6 |bj}.
Si r = s = 0, tenim c0 = a0b0 i, aleshores, p divideix c0 però no a0b0, una contradicció. Si r = 0
i s ≥ 1, aleshores
a0bs = cs − (a1bs−1 + a2bs−2 + · · ·+ asb0).
El primer p no divideix el terme de l’esquerra, però divideix el de la dreta perquè divideix cs i
bs−1, . . . , b0. L’argument és similar si r > 1 i s = 0. Finalment, si r ≥ 1 i s ≥ 1, tenim
arbs = cr+s − (a0br+s + · · ·+ ar−1bs+1 + ar+1bs−1 + · · ·+ ar+sb0).
El terme de l’esquerra no és divisible per p. Els nombres a0, . . . , ar−1 i els nombres bs−1, . . . , b0
són divisibles per p. Per tant, la suma del parèntesi anterior és divisible per p. També cr+s
és divisible per p. Per tant, el terme de la dreta de la igualtat anterior és divisible per p, una
contradicció. ✷
El lema de Gauss s’empra a les demostracions dels dos resultats següents.
16.6 Proposició Sigui f(x) ∈ Q[x]. Aleshores existeixen un nombre racional q > 0 i un poli-
nomi primitiu f∗(x) ∈ Z[x] únics tals que f(x) = qf∗(x).
Demostració Existència. Sigui
f(x) =
a0
b0
+
a1
b1
x+ · · ·+ an
bn
xn,
amb els a0, . . . , an enters i b0, . . . , bn enters diferents de zero. Sigui m = lcm(b0, . . . , bn). Ca-
dascun dels nombres ma0/b0, . . . ,man/bn és enter. Llavors,
f(x) =
1
m
(
ma0
b0
+
ma1
b1
x+ · · ·+ man
bn
xn
)
.
Sigui d = mcd(ma0/b0, . . . ,man/bn). Per a i ∈ [n] i certs enters c0, . . . , cn tenim dci = mai/bi
i mcd(c0, . . . , cn) = 1. Llavors,
f(x) =
d
m
(c0 + c1x+ · · ·+ cnxn),
i només cal prendre q = d/m i f∗(x) = c0 + c1x+ · · ·+ cnxn.
Unicitat. Siguin qf∗(x) = rg∗(x) amb q, r racionals positius i f∗(x) i g∗(x) primitius. Posem
q = a/b i r = u/v amb a, b, u, v enters positius, i mcd(a, b) = mcd(u, v) = 1. Aleshores,
a
b
f∗(x) =
u
v
g∗(x), vaf∗(x) = ubg∗(x).
Com que f∗(x) i g∗(x) són primitius, prenent continguts als dos termes de la igualtat obtenim
va = ub. L’enter positiu v divideix ub i és relativament primer amb u. Per tant, divideix b i
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tenim b = vb′ per a cert b′. Anàlogament, a divideix u i tenim u = au′ per a cert u′. Per tant,
tenim va = ub = au′vb′. Això implica u′b′ = 1, és a dir, u′ = b′ = 1. Per tant, u = a i v = b,
cosa que implica q = r i f∗(x) = g∗(x). ✷
La proposició següent indica que si un polinomi de coeﬁcients enters es pot factoritzar a Q[x],
aleshores també es pot factoritzar a Z[x].
16.7 Proposició Si un polinomi f(x) ∈ Z[x] admet una factorització f(x) = a(x)b(x) a Q[x],
aleshores admet una factorització f(x) = a′(x)b′(x) a Z[x] amb a′(x) i b′(x) dels mateixos graus
que a(x) i b(x), respectivament.
Demostració Segons la proposició 16.6, a(x) = qa∗(x) i b(x) = rb∗(x) per a certs racionals
positius q i r i certs polinomis primitius a∗(x) i b∗(x). D’altra banda, f(x) = cont(f)f∗(x) on
f∗(x) és primitiu. Aleshores, tenim
cont(f)f∗(x) = f(x) = a(x)b(x) = qra∗(x)b∗(x).
Segons el lema de Gauss, el polinomi a∗(x)b∗(x) és primitiu. Per la unicitat garantida per
la proposició 16.6, obtenim qr = cont(f). En particular, qr és un enter. Aleshores a′(x) =
qra∗(x) i b′(x) = b∗(x) són polinomis de coeﬁcients enters i dels mateixos graus que a(x) i b(x),
respectivament, i f(x) = a′(x)b′(x). ✷
El resultat anterior permet demostrar que a Q[x] hi ha polinomis irreductibles de tots els graus,
com veiem a continuació.
16.8 Proposició Siguin n ≥ 1 un enter, p un enter primer i c1, . . . , cn−1 enters divisibles per
p. Aleshores el polinomi de coeficients enters
xn + cn−1x
n−1 + · · ·+ c1x+ p
és irreductible a Q[x].
Demostració Per reducció a l’absurd, suposem que f(x) = xn + cn−1xn−1 + · · · + c1x + p és
reductible a Q[x]. Per la proposició 16.7, existeixen polinomis amb coeﬁcients enters
a(x) = asx
d + · · ·+ a0 i b(x) = bexe + · · ·+ b0
tals que f(x) = a(x)b(x). Igualant els termes independents, tenim a0b0 = p. Com que p és
primer, un i només un dels nombres a0 i b0 és divisible per p. Diguem que p|b0 però p 6 |a0.
Igualant els coeﬁcients líders, adbe = 1. Per tant, ni ad ni be són divisibles per p. Sigui
r = min{j : p 6 |bj}. Clarament, r ∈ [e]. Els nombres b0, . . . , br−1 són divisibles per p, i cr
també. Per la deﬁnició de producte de polinomis, tenim
a0br = cr − (a1br−1 + · · ·+ arb0),
on, en el cas que r > d, cal entendre ai = 0 per a i ∈ {d+ 1, . . . , r}. El terme de l’esquerra no
és divisible per p, mentre que el de la dreta sí, una contradicció. ✷
16.9 Remarca Si p és un primer qualsevol, el corol·lari anterior implica que, per a tot enter
n ≥ 1, el polinomi xn + pxn−1 + · · ·+ px+ p és irreductible a Q[x] . En particular, veiem que
a Q[x] hi ha polinomis irreductibles de tots els graus.
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Als efectes de discussió de polígons regulars construïbles, el resultat sobre polinomis que més
ens interessa és el següent.
16.10 Proposició Si p és un nombre primer, aleshores els polinomis
f(x) = xp−1 + xp−2 + · · ·+ 1 i f(xp) = xp(p−1) + xp(p−2) + · · ·+ 1
són irreductibles a Q[x].
Demostració Primer observem que, per a polinomis g(x), a(x) i b(x) qualssevol de Q[x], es
compleix
g(x) = a(x)b(x)⇔ g(1 + x) = a(1 + x)b(1 + x).
Per tant, si provem que g(1 + x) és irreductible, aleshores tindrem demostrat que g(x) és
irreductible. Així, serà suﬁcient demostrar que f(x+ 1) i f((x+ 1)p) són irreductibles.
Notem que
f(x) = xp−1 + · · ·+ x+ 1 = x
p − 1
x− 1 ,
així que
f(1 + x) =
(1 + x)p − 1
1 + x− 1
=
1
x
(
p∑
i=0
(
p
i
)
xp−i − 1
)
=
1
x
p−1∑
i=0
(
p
i
)
xp−i
=
p−1∑
i=0
(
p
i
)
xp−1−i
= xp−1 +
p−2∑
i=1
(
p
i
)
xp−1−i + p.
Per a i ∈ [p − 2] els nombres binomials (pi) són divisibles per p (vegeu el lema 11.1). D’acord
amb la proposició 16.8, el polinomi f(1 + x) és irreductible. Per tant, f(x) és irreductible.
Per al cas de f((x+ 1)p), emprarem la notació següent. Donat t(x) ∈ Z[x], denotarem per t˜[x]
el polinomi de Zp[x] obtingut prenent tots els coeﬁcients de t(x) mòdul p. Notem que t(x) té
el coeﬁcient de grau k divisible per p si, i només si, t˜(x) té el coeﬁcient de grau k igual a zero.
Considerem h(x) = f((x + 1)p), que és un polinomi mònic de grau p(p − 1). Per veure que és
irreductible també aplicarem la proposició 16.8. El terme constant de h(x) és h(0) = f(1) = p.
Per veure que tots els altres coeﬁcients, excepte el de grau màxim, també són divisibles per p,
veurem que h˜(x) = xp(p−1). Tenim
h(x) = f((x+ 1)p) =
((x+ 1)p)
p − 1
(x+ 1)p − 1 .
Siguin n(x) = ((x+ 1)p)p − 1 i d(x) = (x + 1)p − 1 el numerador i el denominador d’aquesta
fracció. Com que tots els nombres binomials
(
p
i
)
amb i ∈ [p − 1] són divisibles per p, per
aplicació del teorema del binomi obtenim
n˜(x) = (xp + 1)p − 1 = xp2 + 1− 1 = xp2 , d(x) = xp + 1− 1 = xp,
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amb la qual cosa h˜(x) = xp
2−p = xp(p−1), com volíem demostrar. ✷
16.11 Remarca Una altra forma d’arribar a veure que f(x) = xp−1+ · · ·+x+1 és irreductible
és demostrant que els polinomis ciclotòmics (vegeu el capítol 13 sobre el teorema de Wedder-
burn) són irreductibles (vegeu S. Lang [60]). Si p és primer, el polinomi ciclotòmic Φp(x) és
precisament xp−1 + · · ·+ 1.
Polígons regulars construïbles
Primer vegem que la construcció d’un polígon de n costats equival a la construcció d’un angle
de mida 2π/n.
16.12 Proposició Sigui n ≥ 3 un enter. El polígon regular de n costats és construïble si, i
només si, l’angle de mida 2π/n és construïble.
Demostració Suposem que el polígon regular de n costats és construïble. Intersecant mediatrius
dels costats trobem el centre O. Si A i B són vèrtexs consecutius del polígon, l’angle AOB
és construïble i té mida 2π/n. Recíprocament, si l’angle 2π/n és construïble, aleshores podem
construir n semirectes concurrents en un punt O de forma que l’angle entre dues consecutives
sigui 2π/n. Intersecant aquestes semirectes amb una circumferència de centre O obtenim els
vèrtexs del polígon regular de n costats. ✷
Amb la proposició següent reduïm la construcció d’un angle de mida α a la construcció del
nombre cosα.
16.13 Proposició (i) Si un angle de mida α ∈ (0, π) és construïble, aleshores el nombre cosα
és construïble;
(ii) si un nombre c ∈ (−1, 1) és construïble, aleshores l’angle de mida α ∈ (0, π) tal que
cosα = c és construïble.
Demostració (i) ⇒ (b) (Vegeu la ﬁgura 16.1, esquerra.) Suposem primer que α ≤ π/2. Con-
siderem dues rectes que es tallen en un punt O i que formen un angle α. En una de les rectes
construïm un punt A a distància 1 de O. La perpendicular per A a l’altra recta la talla en un
punt B. El triangle ABO és rectangle en B, té hipotenusa 1 i l’angle en O val α. Si π/2 < α,
aleshores π − α ≤ π/2 i, pel cas anterior, cos(π − α) = − cosα és construïble. Per tant, cosα
és construïble.
(ii)⇒ (a) (Vegeu la ﬁgura 16.1, dreta.) En una recta L, considerem un segment OB de longitud
|c|. Sigui R la perpendicular a L pel punt B. La circumferència de radi 1 i centre O talla R en
un punt A. Sigui L′ la recta determinada per A i O. L’angle AOB és l’angle agut determinat
per les dues rectes L i L′, i té una mida α que compleix cosα = |c|. Si c és positiu, l’angle AOB
és el cercat. Si c < 0, l’altre angle determinat per L i L′ té mida π − α i cos(π − aα) = c. ✷
16.14 Remarca La relació cos2 α + sin2 α = 1 implica que cosα és construïble si, i només si,
ho és sinα.
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Figura 16.1: Demostració de la proposició 16.13.
16.15 Corol.lari Per a n ∈ {3, 4, 5, 6, 8, 10} els polígons Pn són construïbles.
Demostració D’acord amb les proposicions 16.12 i 16.13, com que els nombres
cos
2π
3
=
1
2
i cos
2π
4
= 0
són construïbles, resulta que P3 i P4 són construïbles. També ho són els polígons del doble de
costats P6 i P8. Demostrarem que cos(2π/5) és construïble, amb la qual cosa tenim que P5 és
construïble, P10 també, i haurem acabat.
Sigui
ω = cos
2π
5
+ i sin
2π
5
,
que és una arrel cinquena de la unitat i compleix
0 = ω5 − 1 = (ω − 1)(ω4 + ω3 + ω2 + ω + 1) = (ω − 1)ω2(ω2 + ω + 1 + ω−1 + ω−2).
Aleshores,
0 = ω2 + ω + 1 + ω−1 + ω−2 = (ω + ω−1)2 + (ω + ω−1)− 1.
Veiem, doncs, que ω+ω−1 = 2 cos(2π/5) és l’arrel positiva de l’equació x2+x− 1 = 0, així que
2 cos
2π
5
=
−1 +√5
2
i cos
2π
5
=
−1 +√5
4
,
que és un nombre construïble. ✷
16.16 Lema Sigui n ≥ 3 un enter i ω = cos(2π/n)+i sin(2π/n). Si Pn és construïble, aleshores
|Q(ω) : Q| és una potència de 2.
Demostració Que el polígon regular de n costats sigui construïble implica que el nombre
cos(2π/n) és construïble i que t = 2 cos(2π/n) també, així que t és algèbric i |Q(t) : Q| és
una potència de 2. Notem que t = ω + ω−1. Certament, t ∈ Q(ω) i, per tant, Q(t) ⊂ Q(ω).
La inclusió és estricta perquè Q(t) ⊆ R, però ω /∈ R. Aleshores |Q(ω) : Q| ≥ 2. Com que
ωt = ω(ω+ω−1) = ω2+1, veiem que ω és arrel d’un polinomi de grau 2 amb coeﬁcients a Q(t).
Per tant, |Q(ω) : Q(t)| = 2. Aleshores,
|Q(ω) : Q| = |Q(ω) : Q(t)| · |Q(t) : Q| = 2|Q(t) : Q|
és potència de 2. ✷
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16.17 Proposició Si p és un nombre primer senar i Pp és construïble, aleshores p és un primer
de Fermat.
Demostració El complex ω = cos(2π/p) + i sin(2π/p) és una arrel del polinomi xp−1 + xp−2 +
· · ·+ 1 que, per la proposició 16.10, és irreductible. Per tant,
p− 1 = |Q(ω) : Q| = 2j
per a algun enter positiu j. Ara cal provar que j és potència de 2. En efecte, suposem que
d > 1 és un divisor senar de j i que j = de. Posem a = 2e i tenim
p = 2j + 1 = 2de + 1 = ad + 1 = (a+ 1)(ad−1 − ad−2 + · · · − d+ 1).
Ara, 2 ≤ a = 2e < 2de = 2j , així que 3 ≤ a+1 < 2j+1 = p. Aleshores a+1 és un divisor propi
del primer p, la qual cosa és contradictòria. Per tant, j = 2i i p = 22
i
+ 1 = Fi és un primer de
Fermat. ✷
16.18 Proposició Si p és un primer senar, el polígon Pp2 no és construïble.
Demostració Per reducció a l’absurd, suposem que Pp2 és construïble. Pel lema 16.16, el
complex ω = cos(2π/p2) + i sin(2π/p2) compleix que |Q(ω) : Q| = 2j per a cert enter j ≥ 0.
Per altra banda, ω és arrel del polinomi
xp
2 − 1
xp − 1 = x
p(p−1) + xp(p−2) + · · ·+ 1,
que és irreductible (proposició 16.10). Aleshores,
p(p− 1) = |Q(ω) : Q| = 2j,
cosa que és contradictòria perquè p és un primer senar. ✷
El teorema principal és conseqüència fàcil dels dos resultats anteriors.
16.19 Teorema Sigui n ≥ 3 un enter. Si el polígon de n costats és construïble, aleshores la
descomposició en factors primers de n és de la forma
n = 2kp1 · · · pr
amb k ≥ 0 i p1, . . . , pr primers de Fermat diferents.
Demostració Si n és potència de 2, el resultat és trivialment cert. Suposem, doncs, que n té
algun factor primer senar p.
Recordem que si Pn és construïble i d és divisor de n, aleshores Pd és construïble (proposi-
ció 16.2). Si p2 amb p primer senar és un divisor de n, com que Pn és construïble, Pp2 també,
cosa que hem vist impossible a la proposició 16.18. Per tant, la màxima potència de p que
divideix n és p. Llavors Pp és construïble i, per la proposició 16.17, p és un primer de Fermat.
Així, la descomposició de n en factors primers només admet factors primers senars que siguin
nombres de Fermat amb exponent 1. ✷
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16.20 Corol.lari Els polígons regulars de 7 i de 9 costats no són construïbles.
Demostració L’enter 7 és primer, però no és un primer de Fermat. L’enter senar 9 = 32 és
producte de primers de Fermat, però no diferents. ✷
L’heptadecàgon
Els corol·laris 16.15 i 16.20 permeten concloure que, per a n ≤ 10, els únics Pn no construïbles
són l’heptàgon P7 i l’enneàgon P9. A partir del 10, tenim
P11 no és construïble perquè 11 és primer, però no primer de Fermat.
P12 és construïble perquè ho és P6.
P13 no és construïble perquè 13 és primer, però no primer de Fermat.
P14 no és construïble. Si ho fos, també ho seria P7, i ja hem demostrat que no.
P15 és construïble perquè ho són P3 i P5 i 3 i 5 són relativament primers.
P16 és construïble perquè ho és P8.
El nombre 17 és un primer de Fermat. Els resultats demostrats ﬁns aquí no permeten decidir
si és o no construïble. Per acabar el capítol demostrarem el celebrat resultat de Gauss segons
el qual l’heptadecàgon és construïble.
16.21 Remarca Emprarem repetidament les observacions elementals següents. Sigui ω =
cos(2π/n) + i sin(2π/n). Les arrels n-èsimes de la unitat són ω, ω2, . . . , ωn−1, ωn = 1. Com
que ωn = 1, resulta que ω és arrel del polinomi
xn − 1 = (x− 1)(xn−1 + · · ·+ x+ 1).
Atès que ω 6= 1, tenim que ω és arrel del polinomi xn−1 + xn−2 + · · · + x + 1. Llavors,
ωn−1 + ωn−2 + · · ·+ ω = −1.
16.22 Teorema L’heptadecàgon P17 és construïble.
Demostració Sigui
ω = cos
2π
17
+ i sin
2π
17
.
Tenim ω + ω−1 = 2 cos(2π/17). És suﬁcient veure que ω + ω−1 és construïble.
Sigui
A = ω + ω2 + ω4 + ω8 + ω16 + ω15 + ω13 + ω9
= (ω + ω16) + (ω2 + ω15) + (ω4 + ω13) + (ω8 + ω9),
a = ω3 + ω6 + ω12 + ω7 + ω14 + ω11 + ω5 + ω10
= (ω3 + ω14) + (ω5 + ω12) + (ω6 + ω11) + (ω7 + ω10).
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ω17 = 1
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ω9
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ω12 ω13
ω14
ω15
ω16
Figura 16.2: Arrels 17-enes de la unitat.
A cada una de les dues deﬁnicions, a la primera ﬁla cada sumand és el quadrat de l’anterior.
A la segona ﬁla, s’han agrupat els sumands per parelles conjugades (o inverses) ωk + ω17−k =
ωk +ω−k. Si posem φ = 2π/17, tenim ωk + ω−k = 2 cos(2πk/17) = cos(kφ), que és un nombre
real. Per tant, A i a són reals. De fet,
A = 2(cosφ+ cos 2φ+ cos 4φ+ cos 8φ), a = 2(cos 3φ+ cos 5φ+ cos 6φ+ cos 7φ).
Dels quatre cosinus que apareixen a l’expressió de A, l’únic negatiu és cos 8φ (mireu la ﬁgu-
ra 16.2). Geomètricament, també és clar que la suma de les parts reals de ω i ω2 és més gran que
el valor absolut de la part real de ω8, així que cosφ+cos 2φ+cos 8φ > 0. Per tant, A > 0. Dels
quatre cosinus que apareixen a l’expressió de a, l’únic positiu és cos 3φ. També geomètricament
es veu que cos 3φ+ cos 6φ+ cos 7φ < 0, així que a < 0.
Notem que
A+ a = ω16 + ω15 + · · ·+ ω = −1.
Calculem Aa. En aplicar repetidament la propietat distributiva, obtenim 64 sumands de la
forma ωk+ℓ amb k ∈ {1, 2, 4, 8, 9, 13, 15, 16} i ℓ ∈ {3, 5, 6, 7, 10, 11, 12, 14}. Atès que ω17 = 1,
podem posar ωk+ℓ = ωm amb m ≡ k + ℓ (mod 17) i m ∈ [16]. La taula (16.2) dóna els 64
valors de m.
1 2 4 8 9 13 15 16
3 4 5 7 11 12 16 1 2
5 6 7 9 13 14 1 3 4
6 7 8 10 14 15 2 4 5
7 8 9 11 15 16 3 5 6
10 11 12 14 1 2 6 8 9
11 12 13 15 2 3 7 9 10
12 13 14 16 3 4 8 10 11
14 15 16 1 5 6 10 12 13
(16.2)
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Veiem que cada valor diferent apareix exactament 4 vegades. Per tant,
Aa = 4
16∑
j=1
ωj = 4(−1) = −4.
Els dos nombres A i a compleixen A+ a = −1 i Aa = −4, així que són les arrels del polinomi
t2 + t− 4. Com que A > 0 i a < 0, tenim
A =
−1 +√17
2
, a =
−1−√17
2
.
Els nombres A i a s’obtenen dels racionals mitjançant operacions i arrels quadrades. Per tant,
A i a són construïbles.
Siguin ara
B = (ω + ω16) + (ω4 + ω13), b = (ω2 + ω15) + (ω8 + ω9).
Una altra vegada B i b són nombres reals. De fet, prenent les parts reals a cada parèntesi,
obtenim
B = 2(cosφ+ cos 4φ), b = 2(cos 2φ+ cos 8φ).
Certament, cosφ i cos 4φ són positius, per tant B > 0. D’altra banda, cos 2φ > 0 i cos 8φ < 0,
però cos 2φ+ cos 8φ < 0. Per tant, b < 0.
Tenim B + b = A. En aplicar la distributiva al producte Bb resulta la suma
Bb = ω + ω2 + · · ·+ ω16 = −1.
Aleshores, B i b són les arrels del polinomi t2 −At− 1 = 0. Com que B > 0 i b < 0, resulta
B =
A+
√
A2 + 4
2
, b =
A−√A2 + 4
2
.
Com que A és construïble, els nombres B i b són construïbles.
Repetim l’argument amb
C = (ω3 + ω14) + (ω5 + ω12), c = (ω6 + ω11) + (ω7 + ω10).
Tenim
C = 2(cos 3φ+ cos 5φ) > 0, c = 2(cos 6φ+ cos 7φ) < 0.
Ara tenim C + c = a i Cc = −1. Per tant, C i c són les arrels de t2 − at− 1 i
C =
a+
√
a2 + 4
2
, b =
a−√a2 + 4
2
.
Com que a és construïble, els nombres C i c són construïbles.
Finalment, posem
D = ω + ω16 = 2 cosφ, d = ω4 + ω13.
Clarament, D > d. Tenim D + d = B i Dd = ω5 + ω14 + ω3 + ω12 = C. Aleshores, D i d són
les arrels de t2 −Bt+ C, és a dir,
D =
B +
√
B2 − 4C
2
, d =
B −√B2 − 4C
2
.
Com que B i C són construïbles, el nombre D = ω + ω−1 és construïble, com volíem demos-
trar. ✷
17. La transcendència de e i de pi
Introducció
Els anomenats problemes clàssics són la duplicació del cub, la trisecció de l’angle i la quadratura
del cercle. Dels dos primers ens n’hem ocupat al capítol 15, del qual donarem per coneguts
les deﬁnicions i resultats sobre nombres algèbrics i construïbles. En particular, un nombre real
és transcendent si no és algèbric, és a dir, si no és arrel d’un polinomi amb coeﬁcients racionals
o, equivalentment, d’un polinomi amb coeﬁcients enters.
La solució, per la negativa, del problema de la duplicació del cub i de la trisecció de l’angle,
acaba sent que els nombres cos 20o i 3
√
2, si bé són algèbrics, tenen un grau que no és potència
de 2 i, per tant, no són construïbles. Resoldre la quadratura del cercle signiﬁca, donat un cercle
de radi ﬁxat, que podem prendre com a 1, construir un quadrat de la mateixa àrea, que és π.
El costat del quadrat, doncs, és
√
π. El problema de la quadratura del cercle és equivalent,
doncs, al de determinar si
√
π és construïble o, equivalentment, si π és construïble.
Els intents de quadrar el cercle han estat molt nombrosos al llarg de la història, però cap de
reeixit. Michel Stifel, en la seva Arithmetica integra del 1544, ja exposava que li semblava
impossible. Fins al 1761 no es demostrà que π és irracional (Lambert). Legendre, en els seus
Elements de geometria, provava que π2 és irracional i opinava:
És probable que π no sigui irracional algèbric [...] però això sembla molt difícil de
demostrar rigorosament.
En aquell moment, l’Acadèmia de Ciències de París està tan farcida de preteses quadratures
del cercle que decideix no examinar-ne ni una més.
L’any 1873, Hermite demostrà que e és transcendent. Aquest va ser, probablement, el pas
decisiu. La seva prova, que donarem en una versió simpliﬁcada per Hilbert, es basa en l’avaluació
de certes integrals i en un argument ﬁnal de divisibilitat d’enters. El mateix Hermite devia
considerar la possibilitat d’adaptar la seva prova a π, però la descartà:
No m’arriscaria a provar la transcendència de π. Si altres ho emprenen, ningú no se
sentirà més feliç del seu èxit; però cregui’m, estimat amic, que això no deixarà de
costar alguns esforços.
Nou anys més tard, el 1882, C. L. F. Lindemann provà la transcendència de π. Com que els
nombres construïbles són algèbrics i π és transcendent, resulta que π no és construïble, i així
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quedà, ﬁnalment, tancat el problema de la quadratura del cercle. Lindemann presentava així
el seu treball:
Davant del fracàs de tan nombroses temptatives de resoldre la quadratura del cercle
amb regle i compàs, es considera generalment impossible aquest problema. Tan-
mateix, només s’ha establert la irracionalitat de π i π2. La impossibilitat de la
quadratura serà provada si es mostra que π no pot ser arrel de cap equació algèbri-
ca [...] de coeﬁcients racionals; l’objecte del que segueix és, precisament, demostrar
això.
La demostració que presentem de la transcendència de e és la del llibre de M. Spivak [93], i
la de π segueix les de I. Niven [69, 70]. Al llibre de F. Klein [55] hi ha la de e i la de π. La
demostració de S. Lang [60] requereix molta més àlgebra. Trobem comentaris sobre la relació
entre la quadratura del cercle i la irracionalitat de π a totes les referències, però destaquem
especialment M. Laczkovich [59].
Transcendència de e
Comencem la prova que e és transcendent amb un parell de resultats auxiliars.
Si F (p) és una funció que té com a domini el conjunt de nombres primers, aleshores limp→+∞ F (p)
signiﬁca limn F (pn), on (pn) és la successió de nombres primers.
17.1 Lema Si A > 0 és un nombre real i p és primer, aleshores
lim
p→+∞
Ap
(p− 1)! = 0.
Demostració Sigui m un enter amb m > A. Aleshores, per a tot p > m tenim
0 ≤ A
p
(p− 1)! =
Am−1
(m− 1)!
A
m
A
m+ 1
· · · A
p− 1 ≤
Am−1
(m− 1)!
(
A
m
)p−m
.
Com que 0 < A/m < 1, tenim limp→+∞(A/m)p−m = 0, i això implica el resultat. ✷
Notem que, en el lema anterior, el fet que p sigui primer no és rellevant. Només cal que p
prengui els valors d’una successió d’enters positius de límit +∞. Tanmateix, hem deixat la
hipòtesi que p és primer perquè és tal com l’emprarem en els arguments que seguiran.
17.2 Lema Per a tot enter k ≥ 0, es compleix
∫ +∞
0
xke−x dx = k! .
Demostració Per inducció sobre k. Per a k = 0, tenim
∫ +∞
0
e−x dx = lim
r→+∞
∫ r
0
e−x dx = lim
x→+∞
[−e−x]r
0
= lim
r→+∞
(−e−r + 1) = 1.
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Suposem que la igualtat és vàlida per a k. Calculem∫ r
0
xk+1e−x dx
per parts. Fem
u = xk+1, dv = e−x dx,
i obtenim
du = (k + 1)xk dx, v = −e−x.
Aleshores,∫ r
0
xk+1e−x dx =
[−xk+1e−x]r
0
+
∫ r
0
(k + 1)xke−x dx = −rk+1e−r + (k + 1)
∫ r
0
xke−x dx.
Ara prenem límits quan r → +∞. Per al primer sumand, emprant repetidament la regla de
l’Hôpital resulta
lim
r→+∞
rk+1
er
= lim
r→+∞
(k + 1)rk
er
= lim
r→+∞
(k + 1)krk−1
er
= . . . = lim
r→+∞
(k + 1)!
er
= 0.
Per al segon sumand, emprem la hipòtesi d’inducció i resulta
(k + 1)
∫ +∞
0
xke−x dx = (k + 1) · k! = (k + 1)!. ✷
La primera peça de la prova és el resultat següent.
17.3 Lema Siguin p > n ≥ 1 nombres naturals amb p primer. Aleshores,
M =
∫ +∞
0
xp−1 [(x− 1) · · · (x − n)]p e−x
(p− 1)! dx
és un enter no divisible per p.
Demostració El desenvolupament de (x−1) · · · (x−n) dóna un polinomi de grau n, de coeﬁcients
enters i de terme constant (−1)nn!. Per tant,
[(x − 1) · · · (x− n)]p = (−1)np(n!)p + C1x+ C2x2 + · · ·+ Cnp−1xnp−1 + Cnpxnp,
on els Ci són nombres enters. Emprant el lema 17.2, obtenim
M =
∫ +∞
0
(−1)np(n!)pxp−1e−x +∑npi=1 Cixp−1+ie−x
(p− 1)! dx
=
(−1)np(n!)p
(p− 1)!
∫ +∞
0
xp−1e−x dx+
np∑
i=1
Ci
(p− 1)!
∫ +∞
0
xp−1+ie−x dx
= (−1)np(n!)p +
np∑
i=1
Ci
(p− 1 + i)!
(p− 1)! .
Cada quocient (p − 1 + i)!/(p − 1)! és un enter múltiple de p. Com que els Ci són enters, la
suma
np∑
i=1
Ci
(p− 1 + i)!
(p− 1)!
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és un enter múltiple de p. Com que p > n, la descomposició de n! en producte de primers no
conté el primer p. Per tant, (−1)np(n!)p tampoc no és divisible per p. En deﬁnitiva, M és la
suma d’un nombre divisible per p i d’un nombre no divisible per p. Per tant, M no és divisible
per p. ✷
La segona peça és un resultat que es prova amb una tècnica similar.
17.4 Lema Siguin p > n ≥ k ≥ 1 nombres naturals amb p primer. Aleshores,
Mk = e
k
∫ +∞
k
xp−1 [(x − 1) · · · (x− n)]p e−x
(p− 1)! dx
és un enter divisible per p.
Demostració Amb el canvi x = t+ k, l’expressió de Mk és
Mk =
∫ +∞
0
(t+ k)p−1 [(t+ k − 1) · · · t · · · (t+ k − n)]p e−t
(p− 1)! dt.
El desenvolupament de (t+ k)p−1 [(t+ k − 1) · · · t · · · (t+ k − n)]p és un polinomi en t de coeﬁ-
cients enters amb tots els monomis de grau ≥ p, és a dir, de la forma
D1t
p +D2t
p+1 + · · ·+Dnptnp+p−1 =
np∑
i=1
Dit
p−1+i,
amb tots els Di enters. Aleshores,
Mk =
np∑
i=1
1
(p− 1)!Di
∫ +∞
0
tp−1+ie−t dt
=
np∑
i=1
Di
(p− 1 + i)!
(p− 1)! .
Com abans, cada fracció (p− 1+ i)!/(p− 1)! és divisible per p i cada Di és enter. Per tant, Mk
és divisible per p. ✷
La tercera peça és la següent.
17.5 Lema Siguin n ≥ k ≥ 1 nombres naturals. Per a cada primer p, sigui
ǫk(p) = e
k
∫ k
0
xp−1 [(x − 1) · · · (x− n)]p e−x
(p− 1)! dx.
Aleshores,
lim
p→+∞
ǫk(p) = 0.
Demostració Per a x ∈ [0, k] ⊆ [0, n] tenim xp−1 ≤ np−1. Sigui A el màxim de la funció
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contínua f(x) = |(x− 1) · · · (x− n)| en l’interval [0, n]. Aleshores,
|ǫk(p)| ≤ ek
∫ k
0
|xp−1 [(x− 1) · · · (x− n)]p |e−x
(p− 1)! dx.
≤ e
nnp−1Ap
(p− 1)!
∫ n
0
e−x dx
≤ e
nnp−1Ap
(p− 1)!
∫ +∞
0
e−x dx
≤ e
nnp−1Ap
(p− 1)!
≤ e
n(nA)p
(p− 1)! .
Prenent límits quan p→ +∞, i aplicant el lema 17.1, s’obté el resultat. ✷
Estem en condicions de demostrar el teorema.
17.6 Teorema El nombre e és transcendent.
Demostració La demostració és per reducció a l’absurd. Suposem, doncs, que e és algèbric:
existeixen nombres enters a0, . . . , an tals que
a0 + a1e+ · · ·+ anen = 0, a0 6= 0. (17.1)
Per a cada enter k ∈ [n] i cada primer p > n deﬁnim
I(x) =
xp−1 [(x− 1) · · · (x− n)]p e−x
(p− 1)! ;
M =
∫ +∞
0
I(x) dx;
Mk = e
k
∫ +∞
k
I(x) dx, k ∈ [n];
ǫk = e
k
∫ k
0
I(x) dx.
Per simpliﬁcar la notació, a les quatre deﬁnicions anteriors no hem fet explícita la dependència
de p, però cal tenir-la present. Al ﬁnal, l’elecció d’un primer p adequat tancarà l’argument. Els
lemes 17.3 i 17.4 proven que les integrals impròpies M i Mk són convergents i que tenen valors
enters. Clarament, ǫk +Mk = ekM , o sigui que ek = (ǫk +Mk)/M . Amb això, l’equació (17.1)
esdevé
a0 + a1
M1 + ǫ1
M
+ a2
M2 + ǫ2
M
+ · · ·+ anMn + ǫn
M
= 0,
o, equivalentment,
(a0M + a1M1 + · · ·+ anMn) + (a1ǫ1 + · · ·+ anǫn) = 0. (17.2)
Prenem p > |a0|. D’acord amb el lema 17.3, M no és divisible per p; com que p > |a0|, l’enter
a0 tampoc no és divisible per p. Per tant, a0M és un enter no divisible per p.
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D’altra banda, el lema 17.4 implica que cadaMk és divisible per p. Per tant, a1M1+ · · ·+anMn
és un enter divisible per p.
Concloem que S(p) = a0M + a1M1 + · · ·+ anMn és un enter no divisible per p; en particular,
S(p) és un enter 6= 0 i, per tant, |S(p)| ≥ 1.
Sigui s(p) = a1ǫ1+· · ·+anǫn. Segons el lema 17.5, per a cada k ∈ [n], es compleix limp→∞ ǫk(p) =
0. Per tant, limp→+∞ s(p) = 0. Així, per a un primer p prou gran, |s(p)| < 1.
D’acord amb (17.2), S(p) + s(p) = 0, així que S(p) = −s(p). Aleshores, per a un primer p prou
gran,
1 ≤ |S(p)| = | − s(p)| = |s(p)| < 1,
la qual cosa és contradictòria. ✷
La transcendència de pi
El primer lema és una observació elemental. Els dos que el segueixen són dos resultats tècnics
necessaris.
17.7 Lema Siguin f(x) un polinomi amb coeficients enters i p un enter positiu. Aleshores, les
derivades f (s)(x) amb s ≥ p tenen coeficients enters divisibles per p!.
Demostració Considerem un monomi h(x) = xa i un enter positiu p. Si s > a és un enter, la
derivada s-èsima de h(x) és h(s)(x) = 0, que és divisible per p!. Si a ≥ s ≥ p, aleshores h(s)(x)
és un monomi de coeﬁcient
a(a− 1) · · · (a− p+ 1) · · · (a− s+ 1) = p!
(
a
p
)
(a− p) · · · (a− s+ 1),
que és un múltiple de p!. En tot cas, doncs, h(x) té coeﬁcients enters i divisibles per p!.
Si f(x) és un polinomi amb coeﬁcients enters, aplicant l’argument anterior a cada monomi de
f(x) obtenim que les derivades f (s)(x) amb s ≥ p tenen coeﬁcients enters divisibles per p!. ✷
17.8 Lema Siguin θ(x) = cxr + c1xr−1 + · · · + cr un polinomi amb coeficients enters de grau
r ≥ 1 i β1, . . . , βr les seves arrels. Si P (t1, . . . , tr) és simètric de grau d amb coeficients enters,
aleshores cdP (β1, . . . , βr) és un enter.
Demostració El polinomi de grau r
cr−1θ
(x
c
)
= cr−1
(
c
xr
cr
+ c1
xr−1
cr−1
+ · · ·+ cr−1x
c
+ cr
)
= xr + c1x
r−1 + c2cx
r−2 + · · ·+ cr−1cr−2x+ cr−1cr (17.3)
té cβ1, . . . , cβr com a arrels i té coeﬁcients enters. Si
s1(t1, . . . , tr), . . . , sr(t1, . . . , tr)
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són els polinomis simètrics elementals en t1, . . . , tr, aleshores
s1 = s1(cβ1, . . . , cβr), . . . , sr = sr(cβ1, . . . , cβr)
són, llevat del signe, els coeﬁcients del polinomi (17.3) i, per tant, són nombres enters.
Posem P (t1, . . . , tr) com a suma de polinomis simètrics homogenis de coeﬁcients enters:
P (t1, . . . , tr) =
d∑
i=0
Hi(t1, . . . , tr),
on Hi(t1, . . . , tr) és un polinomi homogeni de grau i. Pel teorema fonamental sobre polinomis
simètrics, per a cada i ∈ {0, 1, . . . , d} existeix un polinomi Gi(x1, . . . , xr) de coeﬁcients enters
tal que Hi(t1, . . . , tr) = Gi(s1, . . . , sr), la qual cosa implica
Hi(cβ1, . . . , cβr) = G(s1, . . . , sr).
Ara, com queG(x1, . . . , xr) té coeﬁcients enters i s1, . . . , sr són enters, resulta queHi(cβ1, . . . , cβr)
és un enter. Aleshores,
cdP (β1, . . . , βr) =
d∑
i=0
cdHi(β1, . . . , βr)
=
d∑
i=0
cd−iciHi(β1, . . . , βr)
=
d∑
i=0
cd−iHi(cβ1, . . . , cβr)
és una suma d’enters i, per tant, un enter. ✷
17.9 Lema Siguin θ(x) = cxr+ c1xr−1+ · · ·+ cr un polinomi de grau r ≥ 1 i coeficients enters,
p > 1 un enter i q = rp− 1. Considerem la funció
f(x) =
cqxp−1(θ(x))p
(p− 1)! ,
i la suma de f(x) i les seves derivades
F (x) = f(x) + f (1)(x) + · · ·+ f (p+q)(x).
Aleshores,
−x
∫ 1
0
e(1−t)xf(tx) dt = F (x)− exF (0). (17.4)
Demostració El polinomi f(x) és de grau rp + p − 1 = p + q, així que f (p+q+1)(x) = 0. Per
tant,
F ′(x) = f (1)(x) + · · ·+ f (p+q)(x) = F (x)− f(x).
Sigui G(x) = e−xF (x). Tenim
G′(x) = −e−xF (x) + e−xF ′(x) = −e−x(F (x) − F ′(x)) = −e−xf(x),
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d’on resulta ∫ x
0
−e−zf(z) dz = G(x)−G(0) = e−xF (x)− F (0).
Amb el canvi z = tx, tenim dz = x dt i la igualtat anterior esdevé
−x
∫ 1
0
e−txf(tx) dt = e−xF (x)− F (0).
Multipliquem per ex i obtenim
−x
∫ 1
0
e(1−t)xf(tx) dt = F (x)− exF (0). ✷
El resultat clau per a la transcendència de π és el següent.
17.10 Proposició Sigui θ(x) = cxr + c1xr−1 + · · ·+ cr un polinomi de coeficients enters i grau
r ≥ 1 amb ccr 6= 0, i siguin β1, . . . , βr les arrels de θ(x). Aleshores, per a tot enter positiu k,
eβ1 + · · ·+ eβr + k 6= 0.
Demostració La demostració és per reducció a l’absurd. Suposem que, per a un enter positiu
k, es compleix
eβ1 + · · ·+ eβr + k = 0,
i arribarem a contradicció.
Sigui p > 1 un nombre primer. Deﬁnim q = rp− 1 i
f(x) =
cqxp−1 (θ(x))
p
(p− 1)! ;
F (x) = f(x) + f (1)(x) + · · ·+ f (p+q)(x).
Apliquem el lema 17.9. A la igualtat (17.4) fem les substitucions x = β1, . . ., x = βr, i sumem
les igualtats obtingudes:
−
r∑
i=1
βi
∫ 1
0
e(1−t)βif(tβi) dt =
r∑
i=1
F (βi)− F (0)
r∑
i=1
eβi =
r∑
i=1
F (βi) + F (0)k.
Les expressions anteriors són nombres que depenen del primer p escollit per a la deﬁnició de f .
Posem E(p) i D(p) als termes de l’esquerra i de la dreta, respectivament:
E(p) = −
r∑
i=1
βi
∫ 1
0
e(1−t)βif(tβi) dt
D(p) =
r∑
i=1
F (βi) + F (0)k.
Demostrarem:
(i) lim
p→+∞
E(p) = 0;
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(ii)
r∑
i=1
F (βi) és un enter múltiple de p;
(iii) si p > max{k, |c|, |cr|}, aleshores F (0)k és un enter no múltiple de p.
Amb això la contradicció s’obté com segueix. Per (i), existeix un primer pm tal que per a tot
primer p > pm es compleix |E(p)| < 1. D’altra banda, per a un primer p > max{k, |c|, |cr|}, (ii)
i (iii) impliquen que D(p) és un enter no múltiple de p, en particular 6= 0. Per tant, |D(p)| ≥ 1.
Tenim la contradicció 1 ≤ |D(p)| = |E(p)| < 1.
És suﬁcient, doncs, demostrar (i), (ii) i (iii).
(i) Com que E(p) és una suma ﬁnita de r termes, només cal veure que cada sumand té límit 0.
Tenim
∣∣∣βie(1−t)βif(tβi)∣∣∣ =
∣∣∣∣∣βie(1−t)βi c
rp−1tp−1βp−1i (θ(tβi))
p
(p− 1)!
∣∣∣∣∣
=
∣∣∣e(1−t)βi∣∣∣ · 1|c|
∣∣tp−1 (crβiθ(tβi))p∣∣
(p− 1)! .
Notem que
|e(1−t)βi | ≤ |eβi | per a tot t ∈ [0, 1].
|tp−1| ≤ 1 per a tot t ∈ [0, 1].
La funció t 7→ |θ(tβi)| és contínua a l’interval tancat [0, 1]; per tant, assoleix un màxim
absolut, diguem Ai.
Per tant, ∣∣∣βie(1−t)βif(tβi)∣∣∣ ≤ |eβi||c| |c
rβiAi|p
(p− 1)! .
Aleshores,
0 ≤
∣∣∣∣βi
∫ 1
0
e(1−t)βif(tβi) dt
∣∣∣∣
≤
∫ 1
0
|eβi |
|c|
|crβiAi|p
(p− 1)! dt
=
|eβi |
|c|
|crβiAi|p
(p− 1)! .
Com que, d’acord amb el lema 17.1,
lim
p→+∞
|crβiAi|p
(p− 1)! = 0,
la prova de (i) és acabada.
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(ii) Tenim
r∑
i=1
F (βi) =
r∑
i=1
p+q∑
s=0
f (s)(βi)
=
p+q∑
s=0
r∑
i=1
f (s)(βi)
=
p−1∑
s=0
r∑
i=1
f (s)(βi) +
p+q∑
s=p
r∑
i=1
f (s)(βi). (17.5)
Veurem que el primer sumatori de (17.5) és 0 i que el segon és múltiple de p.
Sigui 0 ≤ s ≤ p−1. Les derivades f (s)(x) tenen totes un factor θ(x). Com que θ(βi) = 0, tenim
r∑
i=1
f (s)(βi) = 0, per a 0 ≤ s ≤ p− 1.
Per tant, el primer sumatori de (17.5) és 0.
Considerem ara p ≤ s ≤ p + q. El polinomi g(x) = xp−1(θ(x))p té coeﬁcients enters i grau
q + p. Segons el lema 17.7, per a tot enter s ≥ p, les derivades g(s)(x) tenen tots els coeﬁcients
divisibles per p!. Derivant s vegades els dos termes de
(p− 1)!f(x) = cqg(x)
obtenim
(p− 1)!f (s)(x) = cqp!gs(x)
per a cert polinomi gs(x) de coeﬁcients enters i grau t ≤ p+ q − s ≤ q. Aleshores
f (s)(x) = cqpgs(x).
El polinomi
Ps(t1, . . . , tr) =
r∑
i=1
gs(ti)
és un polinomi de coeﬁcients enters, de grau ≤ q i simètric en t1, . . . , tr. D’acord amb el
lema 17.8,
ks = c
qPs(β1, . . . , βr)
és un enter. Per tant,
r∑
i=1
f (s)(βi) =
r∑
i=1
pcqgs(βi) = pc
qPs(β1, . . . , βr) = pks
és un enter múltiple de p. Aleshores, el segon sumatori de (17.5) és
p
p+q∑
s=p
ks,
un múltiple de p.
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(iii) Les derivades f (s)(x) amb 0 ≤ s ≤ p− 2 tenen totes un factor x. Per tant,
f (s)(0) = 0, 0 ≤ s ≤ p− 2.
El terme no nul de menor grau de f(x) és (cqcprx
p−1)/(p− 1)!. Per tant, el terme constant de
f (p−1)(x) és
f (p−1)(0) = cqcpr .
Finalment, ja hem vist que, per a p ≤ s ≤ p + q, la derivada f (s)(x) té els coeﬁcients enters i
divisibles per p. En particular, per a certs enters Ks,
f (s)(0) = pKs, p ≤ s ≤ p+ q.
Aleshores,
F (0) = cqcpr + p
p+q∑
s=p
Ks.
Per hipòtesi, p > max{k, |c|, |cr|}, així que c i cr no són divisibles per p. Aleshores, F (0) no és
divisible per p. Tampoc k és divisible per p. Per tant, F (0)k no és divisible per p. ✷
17.11 Teorema El nombre π és transcendent.
Demostració Suposem que π és algèbric i arribarem a una contradicció. Com que el producte
de dos nombres algèbrics és algèbric i i és algèbric, resulta que α1 = iπ és algèbric, és a dir,
α1 és una arrel d’un polinomi mònic irreductible θ1(x) de coeﬁcients racionals. Siguin α1 = iπ,
α2, . . ., αn les arrels de θ1(x), és a dir,
θ1(x) = (x− α1) · · · (x− αn).
Llevat del signe, els coeﬁcients de θ1(x) són 1 (el coeﬁcient de xn) i les funcions simètriques
elementals de α1, . . . , αn:
s1 = α1 + · · ·+ αn;
s2 = α1α2 + α1α3 + · · ·+ αn−1αn;
· · · · · ·
sn = α1 · · ·αn.
Així, s1, . . . , sn són tots racionals.
Com que eα1 + 1 = eiπ + 1 = 0, resulta que 0 = (eα1 + 1)(eα2 + 1) · · · (eαn + 1). Apliquem la
propietat distributiva i tenim
0 =1
+ eα1 + · · ·+ eαn
+ eα1+α2 + eα1+α3 + · · ·+ eαn−1+αn
+ · · ·
+ eα1+···+αn . (17.6)
El desenvolupament anterior té 2n sumands, un per a cada subconjunt de {α1, . . . , αn}. Siguin
β1, . . . , βr els exponents diferents de zero en aquest desenvolupament (no s’exclou la possibilitat
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que βi = βj per dos índexs i < j). Quan un exponent és 0, obtenim un sumand igual a 1. Així
que
0 = (eα1 + 1)(eα2 + 1) · · · (eαn + 1) = eβ1 + · · ·+ eβr + k, (17.7)
on k = 2n − r ≥ 1 és el nombre de sumands iguals a 1.
Per acabar, obtindrem un polinomi θ(x) amb coeﬁcients enters que tingui β1, . . . , βr com a
arrels, cosa que, segons la proposició 17.10, és incompatible amb (17.7), i tindrem la contradicció
desitjada.
Els coeﬁcients del polinomi
θ2(x) = (x− (α1 + α2)) · · · (x− (αn−1 + αn))
són, llevat el signe, les funcions simètriques elementals de α1 + α2, . . . , αn−1 + αn, que són
funcions simètriques en α1, . . . , αn. Per tant, es poden posar com a polinomis amb coeﬁcients
racionals de s1, . . . , sn; per tant, θ2(x) té coeﬁcients racionals. Anàlogament, per a cada ℓ ∈ [n],
θℓ(x) =
∏
1≤i1<i2<···<ik≤n
(x− (αi1 + · · ·+ αiℓ))
és un polinomi amb coeﬁcients racionals. El producte d’aquests polinomis
θ1(x)θ2(x) · · · θn(x)
és un polinomi amb coeﬁcients racionals que té com a arrels justament els exponents de e
en el desenvolupament (17.6). Eliminem del polinomi anterior els factors xk−1 si k > 1 que
corresponen als exponents zero de (17.6). A més, multipliquem pel mínim comú múltiple dels
denominadors dels coeﬁcients i obtenim un polinomi
θ(x) = cxr + c1x
r−1 + · · ·+ cr
amb coeﬁcients enters que té per arrels els exponents β1, . . . , βr i eβ1 + · · · + eβr + k = 0, en
contra de la proposició 17.10. ✷
17.12 Corol.lari La quadratura del cercle és impossible amb regle i compàs.
Demostració Suposem que sigui possible i arribarem a contradicció. Considerem un segment
de longitud 1 i un cercle que el té per radi. El cercle té àrea π. Un quadrat d’àrea π té un
costat de mida
√
π. Per tant,
√
π és construïble. Com que el producte de nombres construïbles
és construïble (proposició 15.11), el nombre π és construïble. Ara, els nombres construïbles són
algèbrics (corol·lari 15.15), per la qual cosa π és algèbric. Sabem, però, que π és transcendent.
Hem arribat, doncs, a una contradicció. ✷
18. Geometria del triangle
Introducció
L’objectiu d’aquest capítol és familiaritzar mínimament el lector amb els mètodes de la geome-
tria sintètica, prenent com a excusa les propietats dels triangles. Essencialment, el contingut és
el necessari per arribar a la recta d’Euler i al cercle dels nou punts, que són els últims apartats.
El material d’aquest capítol prové principalment del capítol 1 del llibre de H. S. M. Coxeter i
S. L. Greitzer, Geometry Revisited [25]. Algunes altres propietats que aquí no considerem (la
fórmula d’Heró, per exemple) es poden trobar al text de B. Kisačanin [54].
Els punts del pla es denotaran amb lletres majúscules. Seguirem la notació següent:
AB segment d’extrems A i B
|AB| longitud del segment AB
A1 . . . An polígon de costats A1A2, A2A3, . . . , AnA1
|A1 . . . An| àrea del polígon A1 . . . An
ℓ(A,B) recta que passa pels punts A i B
BAˆC mesura de l’angle de vèrtex A que formen els segments BA i AC
Aˆ mesura de l’angle de vèrtex A
En un triangle, denotarem la longitud de cada costat amb la lletra del vèrtex oposat, però en
minúscula. Així, en el triangle ABC, posarem a = |BC|, b = |CA|, c = |AB|.
Per no fer el llenguatge massa feixuc, sovint emprarem el mateix mot per a tres coses diferents:
un segment, la longitud d’aquest segment, i la recta que conté el segment. Per exemple, un
costat d’un triangle és un segment que té per extrems dos vèrtexs del triangle, però també pot
ser la longitud d’aquest segment i la recta que el conté. El context farà inequívoc el sentit en
què prenem el mot.
Alguns dels pocs prerequisits del text són les condicions per a la semblança de triangles. Re-
cordem que cadascuna de les condicions següents és suﬁcient (i necessària) perquè dos triangles
siguin semblants:
1) Els dos triangles tenen un angle igual i els dos costats que el formen proporcionals.
2) Els dos triangles tenen dos angles iguals.
3) Els dos triangles tenen els tres costats corresponents proporcionals.
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Un altre resultat que s’usa ocasionalment fa referència al valor d’un angle inscrit en una cir-
cumferència, que detallem a l’apartat següent.
Angle inscrit en una circumferència
18.1 Teorema Un angle inscrit en una circumferència mesura la meitat de l’arc que abasta.
Demostració Cas 1. Un costat de l’angle és un diàmetre. Amb la notació de la ﬁgura 18.1,
esquerra, volem veure que α = γ/2. Com que |OA| i |OB| són radis de la circumferència, el
triangle OAB és isòsceles i, per tant, ABˆO = α. Llavors, 180◦ − 2α = β = 180◦ − γ, d’on
α = γ/2.
Cas 2. Cada costat de l’angle és a un costat del diàmetre que passa pel vèrtex de l’angle.
Emprem la notació de la ﬁgura 18.1, centre. L’angle inscrit mesura α = α1 + α2 i l’arc que
abasta mesura γ = γ1+γ2. Aplicant el cas anterior als dos angles α1 i α2, tenim α = α1+α2 =
γ1/2 + γ2/2 = γ/2.
Cas 3. Els dos costats de l’angle són al mateix costat del diàmetre que passa pel vèrtex.
Recurrem a la notació de la ﬁgura 18.1, dreta. L’angle inscrit mesura α = α1 − α2 i l’arc que
abasta mesura γ = γ1−γ2. Aplicant el cas anterior als dos angles α1 i α2, tenim α = α1−α2 =
γ1/2− γ2/2 = γ/2. ✷
A
O
B
α
β
γ
A
O
α1 α2
γ1 γ2
A
O
α1
α2
γ1
γ2
Figura 18.1: Angle inscrit en una circumferència.
Mediatrius i circumcentre
La mediatriu d’un segment AB és el lloc geomètric dels punts que equidisten de A i de B.
18.2 Teorema La mediatriu d’un segment AB és la recta perpendicular a AB pel seu punt
mitjà.
Demostració Sigui m la mediatriu de AB i r la perpendicular a AB pel seu punt mitjà M .
Volem provar que r = m. Clarament, M ∈ r ∩m.
(Vegeu la ﬁgura 18.2, esquerra.) Sigui C 6=M un punt de m, és a dir, un punt equidistant de A
i de B. Sigui M ′ la projecció ortogonal de C sobre AB. Els triangles AM ′C i BM ′C són tots
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dos rectangles en M ′ i tenen coincident el catet |M ′C| i iguals les hipotenuses |AC| = |BC|.
Per tant, són iguals i tenen el tercer catet igual: |AM ′| = |BM ′|. Per tant, M ′ = M és el punt
mitjà de AB. Per tant, C ∈ r i obtenim m ⊆ r.
(Vegeu la ﬁgura 18.2, dreta.) Recíprocament, si C 6= M és un punt de r, els triangles rectangles
AMC i BMC són rectangles en M , tenen en comú el catet |MC| i tenen iguals els catets
|AM | = |BM |. Per tant, són iguals i tenen hipotenuses iguals, és a dir, |AC| = |BC|. Així, el
punt C pertany a la mediatriu m de AB. Per tant, r ⊆ m. ✷
A B
C
m
M ′ A B
C
r
M
Figura 18.2: Mediatriu d’un segment.
18.3 Teorema En un triangle ABC les mediatrius dels tres costats es tallen en un punt.
Demostració Les mediatrius dels costats AB i BC es tallen en un punt O. El punt O equidista
de A, B i C. Per tant, també pertany a la mediatriu del costat CA. ✷
El punt on es tallen les tres mediatrius dels costats d’un triangle es diu el circumcentre del
triangle, i és el centre de la circumferència que passa pels tres vèrtexs del triangle, anomenada
circumferència circumscrita al triangle (vegeu la ﬁgura 18.3). El circumradi d’un triangle és el
radi de la circumferència circumscrita.
B C
A
O
Figura 18.3: Circumcentre i circumferència circumscrita.
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El teorema del sinus estès
El teorema del sinus assegura que, en un triangle, els costats són proporcionals als sinus dels
respectius angles oposats. Donarem ara una versió una mica ampliada del teorema del sinus,
en la qual es dóna signiﬁcat als quocients que el teorema diu que són iguals.
18.4 Teorema (del sinus) Si ABC és un triangle i R és el circumradi, aleshores
a
sin Aˆ
=
b
sin Bˆ
=
c
sin Cˆ
= 2R.
Demostració Considerem el punt J de la circumferència circumscrita al triangle tal que CJ és
un diàmetre. En la situació de la ﬁgura 18.4 esquerra, tenim sin Jˆ = sin Aˆ perquè tots dos angles
abasten el mateix arc de circumferència. En la situació de la ﬁgura 18.4 dreta, Jˆ+Aˆ = π perquè
els angles Jˆ i Aˆ abasten arcs de circumferència disjunts i, entre tots dos, fan la circumferència
sencera. En tots dos casos, sin Jˆ = sin Aˆ.
L’angle CBˆJ és rectangle perquè abasta un diàmetre. Per tant,
sin Aˆ = sin Jˆ =
a
|CJ | =
a
2R
,
d’on
a
sin Aˆ
= 2R.
Anàlogament,
b
sin Bˆ
= 2R,
c
sin Cˆ
= 2R. ✷
B C
A
J
O
B
C
A
J
O
Figura 18.4: Teorema del sinus.
18.5 Corol.lari L’àrea d’un triangle ABC de circumradi R és abc/(4R).
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Demostració Si prenem com a base el costat a, l’altura és b sin Cˆ. Pel teorema del sinus,
c/(sin Cˆ) = 2R. Aleshores, l’àrea és
1
2
ab sin Cˆ =
1
2
ab
c
2R
=
abc
4R
. ✷
Teorema de Ceva
Una ceviana d’un triangle és un segment que té per extrems un vèrtex i un punt del costat
oposat.
18.6 Teorema (de Ceva) Tres cevianes AX, BY i CZ d’un triangle ABC són concurrents si,
i només si,
|BX |
|XC|
|CY |
|Y A|
|AZ|
|ZB| = 1.
Demostració Suposem que les tres cevianes es tallen en un punt P . Com que les àrees de dos
triangles que tenen la mateixa altura són proporcionals a les seves bases, aleshores (ﬁgura 18.5)
|BX |
|XC| =
|ABX |
|AXC| =
|PBX |
|PXC| =
|ABX | − |PBX |
|AXC| − |PXC| =
|APB|
|CAP | .
Anàlogament,
|CY |
|Y A| =
|BCP |
|ABP | ,
|AZ|
|ZB| =
|CAP |
|BCP | .
Multiplicant les tres igualtats,
|BX |
|XC|
|CY |
|Y A|
|AZ|
|ZB| =
|ABP |
|CAP |
|BCP |
|ABP |
|CAP |
|BCP | = 1.
Recíprocament, suposem que les tres cevianes AX , BY i CZ compleixen
|BX |
|XC|
|CY |
|Y A|
|AZ|
|ZB| = 1.
Sigui P el punt d’intersecció de les cevianes AX i BY . Considerem la ceviana CZ ′ que passa
per C i P . D’acord amb la hipòtesi i amb la demostració directa, tenim
|BX |
|XC|
|CY |
|Y A|
|AZ|
|ZB| = 1 =
|BX |
|XC|
|CY |
|Y A|
|AZ ′|
|Z ′B| ,
per la qual cosa
|AZ ′|
|Z ′B| =
|AZ|
|ZB| .
Com que Z i Z ′ són punts del segment AB que el divideixen en la mateixa proporció, resulta
Z = Z ′. Per tant, les tres cevianes són concurrents a P . ✷
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A
B CX
Y
Z P
Figura 18.5: Teorema de Ceva.
Mitjanes i baricentre
Les cevianes que uneixen un vèrtex amb el punt mitjà del costat oposat es diuen mitjanes del
triangle.
18.7 Teorema Les tres mitjanes d’un triangle són concurrents.
Demostració Sigui ABC un triangle i X , Y i Z els punts mitjans dels costats oposats a A, B
i C, respectivament. Com que |AZ| = |ZB|, |BX | = |XC| i |CY | = |Y A|, tenim
|BX |
|XC|
|CY |
|Y A|
|AZ|
|ZB| = 1.
Pel teorema de Ceva, les tres mitjanes són concurrents. ✷
El punt on les tres mitjanes es tallen s’anomena el baricentre o el centroide del triangle.
18.8 Teorema Les mitjanes d’un triangle el divideixen en sis triangles de la mateixa àrea.
Demostració Sigui G el baricentre del triangle ABC i X , Y , Z els punts mitjans dels costats
oposats a A, B i C, respectivament (vegeu la ﬁgura 18.6). Els triangles GBX i GXC tenen
la mateixa base i la mateixa altura, així que tenen la mateixa àrea x. Anàlogament, |GCY | =
|GY A| = y i |GAZ| = |GZB| = z.
Els triangles ABY i BCY tenen la mateixa base |AY | = |Y C| i la mateixa altura pel vèrtex
B, per la qual cosa tenen la mateixa àrea. Llavors, 2z + y = 2x + y, cosa que implica z = x.
Anàlogament, |CAZ| = |CZB|, la qual cosa implica 2y + z = 2x+ z, és a dir, y = x. ✷
18.9 Teorema Si G és el baricentre d’un triangle ABC i AX, BY , CZ les seves mitjanes,
aleshores
|AG| = 2|GX |, |BG| = 2|GY |, |CG| = 2|GZ|.
Demostració Amb la notació de la ﬁgura 18.6, les mitjanes divideixen el triangle ABC en sis
triangles d’igual àrea, x = y = z. Aleshores, |GAB| = 2z = 2x = 2|GBX |. Els dos triangles
tenen la mateixa altura, que és la distància de B a la recta ℓ(A,X), i un té el doble de l’àrea que
l’altre. Per tant, la base |GA| del primer és el doble que la base |GX | del segon. Anàlogament,
|BG| = 2|GY | i |CG| = 2|GZ|. ✷
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A
B CX
YZ
G
z
z
x x
y
y
Figura 18.6: Il·lustració del teorema 18.8.
Altures i ortocentre
Un altre cas particular de cevianes són les altures.
18.10 Teorema Les tres altures d’un triangle són concurrents.
Demostració (Vegeu la ﬁgura 18.7.) Siguin AX , BY i CZ les tres altures d’un triangle ABC.
Tenim
|BX | = |AB| · | cos Bˆ|, |CY | = |BC| · | cos Cˆ|, |AZ| = |CA| · | cos Aˆ|,
|XC| = |AC| · | cos Cˆ|, |Y A| = |BA| · | cos Aˆ|, |ZB| = |CB| · | cos Bˆ|.
Aleshores,
|BX |
|XC|
|CY |
|Y A|
|AZ|
|ZB| = 1.
Pel teorema de Ceva, les tres altures són concurrents. ✷
El punt on es tallen les tres altures d’un triangle ABC es diu l’ortocentre H del triangle (vegeu
la ﬁgura 18.7). La projecció ortogonal d’un vèrtex sobre la recta que conté el costat oposat es
diu el peu d’aquesta altura. El triangle XY Z que té per vèrtexs els tres peus de les altures es
diu triangle òrtic del triangle ABC.
A
B CX
Y
Z H
A
B C
X
Y
Z
H
Figura 18.7: Altures, ortocentre i triangle òrtic.
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Bisectrius i incentre
Recordem un resultat segurament ben conegut.
18.11 Lema Siguin r i s dues rectes que es tallen en un punt A. El lloc geomètric dels punts
que equidisten de r i s són les dues rectes bisectrius dels angles que formen les rectes r i s.
Demostració (Vegeu la ﬁgura 18.8.) Si un punt P equidista de r i de s, i P ′ i P ′′ són les
projeccions ortogonals de P sobre r i s, aleshores els triangles rectangles APP ′ i AP ′′P tenen
els costats AP coincidents i els costats PP ′ i P ′′P iguals. Per tant, són triangles iguals, i els
angles P ′′AˆP i PAˆP ′ són iguals. Concloem que P pertany a la bisectriu de l’angle P ′′AˆP ′, que
és un dels dos que formen les dues rectes.
Recíprocament, si P és un punt d’una bisectriu, i P ′ i P ′′ són les projeccions ortogonals de P
sobre les rectes r i s, aleshores els triangles APP ′ i AP ′′P són rectangles en P ′ i P ′′ respec-
tivament, tenen els angles P ′′AˆP i PAˆP ′ iguals i tenen el costat AP en comú. Per tant, són
iguals i |P ′′P | = |PP ′|, és a dir, P equidista de r i de s. ✷
A
r
s
P ′
P
P ′′
Figura 18.8: Il·lustració del lema 18.11.
Un altre conjunt rellevant de cevianes són les bisectrius internes. Una bisectriu d’un triangle
és una recta que divideix un angle del triangle en dues meitats iguals.
Una primera propietat de les bisectrius és la següent.
18.12 Teorema Una bisectriu d’un triangle divideix el costat oposat en segments proporcionals
als costats adjacents.
Demostració Considerem un triangle ABC i una bisectriu AX (ﬁgura 18.9). Els angles α =
AXˆB i β = AXˆC són suplementaris; per tant, sinα = sinβ. Aplicant el teorema del sinus als
triangles ABX i AXC, tenim
|BX |
sin Aˆ/2
=
|AB|
sinα
,
|XC|
sin Aˆ/2
=
|CA|
sinβ
=
|CA|
sinα
.
Per tant,
|BX |
|AB| = sinα =
|XC|
|CA| . ✷
18.13 Teorema Les tres bisectrius d’un triangle són concurrents.
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A
B CX
α β
Figura 18.9: Il·lustració del teorema 18.12.
Demostració (Vegeu la ﬁgura 18.10.) Sigui I el punt d’intersecció de dues bisectrius AX i BY .
Com que I pertany a la bisectriu AX , és equidistant dels costats AB i AC. Com que I pertany
a la bisectriu BY , és equidistant dels costats AB i BC. Per tant, I és equidistant dels tres
costats. Per tant, també pertany a la bisectriu de l’angle C. ✷
El punt on es tallen les tres bisectrius d’un triangle es diu l’incentre I del triangle. Com que I
pertany a les tres bisectrius, equidista dels tres costats. La distància r de l’incentre als costats
es diu l’inradi. La circumferència de centre I i radi r és tangent als tres costats i s’anomena
circumferència inscrita al triangle.
A
B CX
Y
Z
I
r
Figura 18.10: Incentre i circumferència inscrita.
18.14 Teorema Considerem un triangle ABC i siguin X ∈ BC, Y ∈ CA i Z ∈ AB els punts
en què la circumferència inscrita al triangle és tangent als costats. Sigui s = (a + b + c)/2 el
semiperímetre del triangle i r l’inradi. Aleshores,
(i) s− a = |Y A| = |AZ|, s− b = |ZB| = |BX |, s− c = |XC| = |CY |;
(ii) |ABC| = sr.
Demostració (Vegeu la ﬁgura 18.11.)
(i) Sigui I l’incentre del triangle. Tenim r = |IX | = |IY | = |IZ|. Els triangles AZI i IY A
rectangles en Z i en Y , tenen els angles en A iguals i tenen els costats ZI i IY iguals a r. Per
tant, són iguals. En particular, |AZ| = |Y A|. Anomenem x aquesta longitud. Anàlogament,
y = |ZB| = |BY | i z = |XC| = |CY |. Així, 2x + 2y + 2z = 2s i x + y + z = s. Llavors
s− a = (x+ y + z)− (y + z) = x, s− b = y i s− c = z.
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(ii) El triangle IBC té base a i altura r, així que |IBC| = ar/2. Anàlogament, |ICA| = br/2 i
|IAB| = cr/2. Sumant les tres igualtats,
|ABC| = |IBC|+ |ICA|+ |IAB| = 1
2
(a+ b+ c)r = sr. ✷
A
B C
I
X
Y
Z
r
rr
xx
y
y z
z
Figura 18.11: Circumferència inscrita i semiperímetre.
Bisectrius externes
Dues rectes que contenen dos costats AB i CA d’un triangle determinen dos angles suplemen-
taris amb vèrtex A, un d’intern al triangle i l’altre extern. La bisectriu de l’angle extern es diu
una bisectriu externa del triangle.
A
B C
Ia
Ib
Ic
ra ra
ra
Figura 18.12: Bisectrius externes de dos angles i interna del tercer.
18.15 Teorema Les bisectrius externes de dos angles d’un triangle són concurrents amb la
bisectriu interna del tercer angle.
Demostració (Vegeu la ﬁgura 18.12.) Sigui Ia el punt de tall de les bisectrius externes de B i
C, i anàlogament amb Ib i Ic. Qualsevol punt de ℓ(Ic, Ia) és equidistant de ℓ(A,B) i ℓ(B,C).
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Figura 18.13: La circumferència circumscrita i les tres excircumferències.
Anàlogament, tot punt de ℓ(Ia, Ib) és equidistant de ℓ(B,C) i ℓ(C,A). Per tant, el punt Ia on
es tallen aquestes dues bisectrius externes és a la mateixa distància ra dels tres costats. Com
que Ia és equidistant de ℓ(A,B) i ℓ(A,C), pertany a la bisectriu de l’angle CAˆB. ✷
(Vegeu la ﬁgura 18.13.) Els punts Ia, Ib i Ic on es tallen les bisectrius externes d’un triangle
ABC es diuen els excentres del triangle i les seves distàncies als costats ra, rb i rc els exradis.
Les circumferències de centres Ia, Ib i Ic i radis respectius ra, rb i rc es diuen excircumferències.
L’excircumferència de centre Ia és tangent a un punt Xa del costat BC del triangle i als punts
Ya i Za de les rectes ℓ(A,C) i ℓ(B,C). Anàlogament per als subíndexs b i c. Així, amb la
notació de la ﬁgura,
ra = |IaXa| = |IaYa| = |IaZa|, rb = |IbXb| = |IbYb| = |IbZa|, rc = |IcXc| = |IcYc| = |IcZc|.
18.16 Teorema Les tangents des d’un vèrtex a l’excircumferència tangent al costat oposat tenen
longitud igual al semiperímetre.
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Demostració Com que les dues tangents a una circumferència des del mateix punt tenen la
mateixa longitud, tenim
|BXb| = |BZb|, |CXb| = |CYb|, |AZb| = |AYb|.
Aleshores,
2|BXb| =|BXb|+ |BZb|
=(|BC|+ |CXb|) + (|BA| + |AZb|)
=|BC|+ |CYb|+ |BA|+ |AYb|
=|BC|+ |BA|+ |CA|
=2s.
Per tant, |BXb| = |BZb| = s. Anàlogament, |AYa| = |AZa| = |CXc| = |CYc| = s. ✷
18.17 Remarca Amb la notació anterior, notem també que
|CXb| = |BXb| − |BC| = s− a.
Aleshores, per simetria,
|CXb| = |CYb| = s− a, |AYc| = |AZc| = s− b, |BZa| = |BXa| = s− c.
Com que |BZc| = |AZc| − |BA| = (s− b)− a = s− (a+ b) = s− c, també per simetria,
|BXc| = |BZc| = s− c, |CYa| = |CXa| = s− a, |AZb| = |AYb| = s− b.
El triangle òrtic
Recordem que el triangle òrtic d’un triangle ABC és el triangle que té per vèrtexs els peus de
les altures del triangle ABC. Si el triangle és acutangle, el triangle òrtic és interior al triangle
inicial i es té el resultat següent.
18.18 Teorema Sigui ABC un triangle acutangle. Aleshores,
(i) les altures del triangle ABC són les bisectrius del seu triangle òrtic;
(ii) l’ortocentre del triangle ABC coincideix amb l’incentre del seu triangle òrtic.
Demostració (Vegeu la ﬁgura 18.14, a dalt.) Siguin H i O l’ortocentre i el circumcentre del
triangle ABC, respectivament. Considerem un diàmetre CJ de la circumferència circumscrita
a ABC, i sigui O′ la projecció ortogonal de O sobre el costat BC. Anomenarem α = (π/2)− Aˆ
el complementari de l’angle Aˆ del triangle ABC. Finalment, sigui XY Z el triangle òrtic.
(i) L’angle CBˆJ és recte perquè abasta l’arc que té per corda el diàmetre CJ (vegeu la ﬁgu-
ra 18.14, al mig, esquerra). Els triangles COO′ i CJB són rectangles en O′ i B respectivament
i tenen el mateix angle en C. Per tant, són semblants i tenen els angles en O i J iguals:
COˆO′ = BJˆO. Com que BJˆO = Aˆ perquè són inscrits a la mateixa circumferència i abasten el
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mateix arc, resulta COˆO′ = Aˆ. Llavors, OCˆO′ = (π/2)− Aˆ = α. Com que COB és un triangle
isòsceles, tenim també OBˆO′ = α.
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Figura 18.14: Altures i bisectrius del triangle òrtic.
(Vegeu la ﬁgura 18.14, al mig, dreta.) En el triangle rectangle ABY tenim ABˆY = π/2−Aˆ = α.
Anàlogament, en el triangle rectangle AZC tenim AZˆC = α.
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(Vegeu la ﬁgura 18.14, a baix). El segment BH és la hipotenusa dels triangles BZH i BXH . El
quadrilàter BXHZ es pot inscriure en una circumferència de diàmetre BH . Llavors ZXˆH =
ZBˆH = α perquè abasten el mateix arc. Anàlogament, CH és la hipotenusa dels triangles
CXH i CY H i el mateix argument permet concloure que HXˆY = α. Així, l’altura AX
divideix l’angle Xˆ del triangle òrtic XY Z en dues meitats de magnitud α = π/2− Aˆ.
Per simetria, l’argument es pot repetir amb les altres dues altures de ABC i les altres dues
bisectrius de XY Z.
(ii) Les altures de ABC es tallen en H , i coincideixen amb les bisectrius de XY Z. Per tant, H
és l’incentre de XY Z. ✷
18.19 Remarca Cal remarcar que l’ortocentre d’un triangle obtusangle és l’incentre d’una de
les circumferències exinscrites. Les tècniques per demostrar-ho no són gaire diferents de les
vistes a la prova anterior.
El triangle medial i la recta d’Euler
Considerem un triangle ABC i els punts mitjans A′, B′ i C′ dels costats BC, CA i AB,
respectivament. El triangle A′B′C′ es diu el triangle medial del triangle ABC.
A
B CA′
B′C′
P
G
Figura 18.15: Triangle medial.
18.20 Lema Sigui ABC un triangle i A′B′C′ el seu triangle medial. Els tres triangles AC′B′,
BA′C′ i CB′A′ són iguals que el triangle medial i tots quatre són semblants al triangle ABC
amb raó de semblança 1/2.
Demostració (Vegeu la ﬁgura 18.15.) Els triangles ABC i AB′C′ tenen el mateix angle en A
i els dos costats que el formen proporcionals: |AB| = 2|AC′| i |AB| = 2|AB′|. Per tant, són
semblants i el segon és homotètic al primer amb raó 1/2. Per tant, C′B′ i BC són paral·lels.
Anàlogament, veiem que els altres dos costats del triangle medial són paral·lels als del costat
original, i de longitud la meitat. Per tant, AC′B′ és igual que el triangle medial A′B′C′.
Anàlogament amb els altres triangles BA′C′ i CB′A′. ✷
18.21 Teorema Un triangle i el seu triangle medial tenen el mateix baricentre.
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Demostració (Vegeu la ﬁgura 18.15.) Sigui ABC un triangle i A′B′C′ el seu triangle medial.
El quadrilàter AC′A′B′ és un paral·lelogram, així que les diagonals es tallen en el seu punt
mitjà P . Per tant, el punt P de tall de AA′ amb C′B′ és el punt mitjà de C′B′. Veiem, doncs,
que la mitjana A′P de A′B′C′ està continguda a la mitjana AA′ de ABC. Per tant, les rectes
mitjanes de ABC i A′B′C′ són les mateixes i són concurrents en el mateix punt G, el baricentre
dels dos triangles. ✷
18.22 Teorema El circumcentre d’un triangle és l’ortocentre del seu triangle medial.
Demostració (Vegeu la ﬁgura 18.16.) Les mediatrius d’un triangle ABC són les perpendiculars
als costats pel seu punt mitjà, és a dir, són les altures del triangle medial A′B′C′. El punt O
d’intersecció de les mediatrius de ABC, que és el circumcentre de ABC, coincideix amb el punt
d’intersecció de les altures de A′B′C′, que és l’ortocentre de A′B′C′. ✷
A
B CA′
B′C′
O
Figura 18.16: Circumcentre d’un triangle i ortocentre del seu triangle medial.
18.23 Teorema En tot triangle, l’ortocentre, el baricentre i el circumcentre estan alineats.
Demostració (Vegeu la ﬁgura 18.17.) Considerem un triangle ABC, i siguinH el seu ortocentre,
G el seu baricentre i O el seu circumcentre. Pel teorema 18.22, el punt O és l’ortocentre del
triangle medial A′B′C′. Per la semblança entre ABC i A′B′C′, tenim
|AH | = 2|A′O|.
D’altra banda, G és el baricentre dels dos triangles, per la qual cosa
|AG| = 2|A′G|.
Els segments AH i A′O són perpendiculars a BC, per la qual cosa són paral·lels. Per tant,
HAˆG = OAˆ′G.
Llavors, els triangles AHG i A′OG són semblants, per la qual cosa els angles AGˆH i A′GˆO són
iguals. Això implica que H , G i O estan alineats. ✷
La recta d’Euler d’un triangle és la recta que conté l’ortocentre, el baricentre i el circumcentre
del triangle.
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Figura 18.17: Recta d’Euler.
18.24 Teorema El circumcentre N del triangle medial A′B′C′ d’un triangle ABC pertany a
la recta d’Euler del triangle ABC, i és el punt mitjà del segment d’extrems l’ortocentre H i el
circumcentre O del triangle ABC.
Demostració (Vegeu la ﬁgura 18.18.) Sigui P el punt mitjà del costat B′C′ del triangle medial,
i sigui N el punt de tall de la perpendicular a B′C′ per P i la recta d’Euler. Si H i O són
l’ortocentre i el circumcentre de ABC, els segments AH , PN i A′O són tots tres perpendiculars
a B′C′, per la qual cosa són paral·lels. Els segments que intercepten en la mitjana ℓ(A,A′) i la
recta d’Euler ℓ(H,O) són proporcionals. Així,
1 =
|AP |
|PA′| =
|HN |
|NO| ,
és a dir, N és el punt mitjà del segment HO.
Ara repetim l’argument amb el costat C′A′. Com que el segment HO és invariant, obtenim
que la mediatriu del segment C′A′ també passa per N , i anàlogament per la del segment A′B′.
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Figura 18.18: Triangle medial i recta d’Euler.
En deﬁnitiva, N és el circumcentre de A′B′C′. ✷
La circumferència dels nou punts
18.25 Teorema En tot triangle els nou punts següents pertanyen a una mateixa circumferència:
els tres peus de les altures, els tres punts mitjans dels costats i els tres punts mitjans dels
segments d’extrems els vèrtexs i l’ortocentre.
Demostració Siguin ABC un triangle; X , Y i Z els peus de les altures per A, B i C, respectiva-
ment; A′, B′ i C′ els punts mitjans dels costats CB, AC i BA, respectivament; H l’ortocentre;
MA, MB i Mc els punts mitjans dels segments AH , BH i CH , respectivament. El teorema
enuncia que els nou punts X , Y , Z, A′, B′, C′, MA, MB i MC pertanyen a una mateixa
circumferència.
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(Vegeu la ﬁgura 18.19, esquerra.) Els dos triangles HBC i HMBMC tenen l’angle en H igual i
els costats d’aquest angle proporcionals (amb raó 1/2). Per tant, són semblants. Així, els angles
HBˆC i HMˆBMC són iguals, i els anglesHCˆB i HMˆCMB també. Aleshores, el segmentMBMC
és paral·lel al costat BC. Per l’altra banda, els dos triangles ABC i AC′B′ són semblants i el
segment C′B′ és paral·lel al costat BC.
Els dos triangles ABH i C′BMB tenen el mateix angle en B i els costats d’aquest angle
proporcionals (amb raó 1/2). Així, són semblants i, com abans, el segment C′MB és paral·lel a
AH . Anàlogament, raonant amb els triangles CAH i CB′MC , obtenim que el segment B′MC
és paral·lel a AH .
Per tant, B′C′MBMC és un paral·lelogram amb els costats paral·lels als segments perpen-
diculars BC i AH . Per tant, el paral·lelogram B′C′MBMC és un rectangle. Anàlogament,
C′A′MCMA i A′B′MAMB són també rectangles (vegeu la ﬁgura 18.19, dreta). Tenim, doncs,
que B′MB, C′MC , A′MA són tres diàmetres d’una mateixa circumferència C.
El segment A′MA és un diàmetre de C i l’angle A′XˆMA és recte. Per tant, la circumferència C
passa per X . Anàlogament, també passa per Y i Z. ✷
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Figura 18.19: Il·lustració de la demostració del teorema 18.25.
La circumferència descrita al teorema anterior es diu la circumferència dels nou punts del
triangle. A la ﬁgura 18.20 hi ha dibuixada la circumferència dels nou punts d’un triangle ABC.
La retolació de l’ortocentre i els nou punts segueix la notació de la demostració.
18.26 Teorema La circumferència dels nou punts d’un triangle té per radi la meitat del cir-
cumradi del triangle, i per centre el punt mitjà del segment que té per extrems l’ortocentre i el
circumcentre del triangle.
Demostració Seguim amb la notació del primer paràgraf de la demostració del teorema anterior.
El triangle ABC i el seu triangle medial A′B′C′ són semblants amb raó de semblança 1/2. Si
R és el circumradi del triangle ABC, aleshores el circumradi del triangle A′B′C′, que és el radi
de la circumferència dels nou punts, és R/2.
A la circumferència dels nou punts, els tres punts MA, MB i MC són diametralment oposats a
A′, B′ i C′, respectivament. Per tant, si girem la circumferència 180 graus entorn del seu centre,
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el gir intercanvia els dos triangles i els respectius ortocentres. Recordem que l’ortocentre del
triangle medial A′B′C′ és, justament, el circumcentre O de ABC. Així, un gir de 180 graus
entorn del centre intercanvia H i O, la qual cosa implica que el centre N de la circumferència
dels nou punts és el punt mitjà del segment HO. ✷
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Figura 18.20: La circumferència dels nou punts.
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19. La fórmula d’Euler
i els cinc sòlids platònics
Introducció
L’objectiu d’aquest capítol és demostrar la fórmula d’Euler i aplicar-la per provar que existeixen
exactament cinc políedres regulars, els anomenats sòlids platònics. La demostració que fem de
la fórmula d’Euler és poc estàndard. Les demostracions dels altres resultats provenen del
que és usual en teoria de grafs tractant de grafs planaris, vegeu per exemple G. Chartrand i
L. Lesniak [18]. Aquí, però, hem evitat la terminologia de grafs. Un altre plantejament de
la fórmula d’Euler i la unicitat dels cinc políedres regulars es poden trobar al llibre clàssic de
H. S. M. Coxeter [23].
La fórmula d’Euler
En aquest capítol un políedre és un conjunt ﬁtat de R3 obtingut com a intersecció d’un nombre
ﬁnit de semiespais tancats. Els segments del políedre on intersequen els plans que deﬁneixen els
semiespais són les arestes del políedre. Els punts d’intersecció de les arestes són els vèrtexs del
políedre. La frontera del políedre està formada per polígons anomenats les cares del políedre.
Cada cara és en un dels plans que deﬁneixen el políedre. Com que els semiespais tancats són
convexos i la intersecció de conjunts convexos és un conjunt convex, tot políedre és un conjunt
convex.
El teorema d’Euler admet gran nombre de demostracions, vegeu per exemple la plana web
mantinguda per D. Eppstein [31], on n’hi ha un munt de diferents. De la demostració que
donem aquí en podríem dir la prova de l’aigua i, certament, no és gaire estàndard.
19.1 Teorema (d’Euler) Siguin f , e i v, respectivament, el nombre de cares, d’arestes i de
vèrtexs d’un políedre. Aleshores,
f − e+ v = 2.
Demostració Imaginem que el políedre és dins d’un cub que s’està omplint d’aigua. Posem el
políedre de forma que no hi hagi dos vèrtexs al mateix nivell horitzontal. Formalment, prenem
un pla (el nivell de l’aigua) que no és paral·lel a cap recta determinada per dos vèrtexs, i
el movem en sentit vertical. Ara comptarem vèrtexs, arestes i cares a mesura que es vagin
submergint. Siguin x1, . . . , xv els vèrtexs ordenats segons l’odre en què es van submergint.
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Siguin ci, ai i ni el nombre de cares, arestes i vèrtexs que queden submergits en el moment en
què el vèrtex xi queda submergit. Posem també qi = ci − ai + ni. Com que f = cv, e = av i
v = nv, n’hi ha prou amb demostrar que el nombre q = qv és 2.
Inicialment, l’aigua arriba al vèrtex x1. En aquest moment, c1 = a1 = 0 i n1 = 1. Per tant,
q1 = 1. Considerem el moment que l’aigua arriba a un vèrtex xi amb i ≥ 2. Suposem que hi ha
k arestes incidents amb xi que queden submergides en aquest moment. Si i ≤ v− 1, el nombre
de cares tot just submergides en aquest moment és k − 1. Per tant,
qi = ci − ai + ni = (ci−1 + (k − 1))− (ai−1 + k) + (ni−1 + 1) = qi−1.
Com que q1 = 1, tenim qv−1 = qv−2 = . . . = q1 = 1.
Quan, ﬁnalment, s’arriba al vèrtex superior xv, totes les k arestes incidents amb ell queden
submergides, i les k cares també. Per tant,
q = qv = cv − ev + nv = (cv−1 + k)− (ev−1 + k) + (nv−1 + 1) = qv−1 + 1 = 2. ✷
En tot el que segueix, F , E i V representen el conjunt de cares, d’arestes i de vèrtexs del
políedre en consideració, i f = |F |, e = |E| i v = |V | són els cardinals respectius.
El grau d’un vèrtex x ∈ V és el nombre g(x) d’arestes que el tenen per extrem. Notem que
g(x) ≥ 3 per a tot vèrtex x. El grau d’una cara c és el nombre g(c) de costats que té c. Les
cares tenen, almenys, tres costats, així que g(c) ≥ 3 per a tota cara c.
19.2 Lema (de les encaixades) En tot políedre, 2e =
∑
c∈F
g(c) =
∑
x∈V
g(x).
Demostració Considerem el conjunt S format per les parelles (c, a) on c és una cara i a una
aresta que és costat de c. Cada a ∈ E és costat de dues cares, així que |S| = 2|E| = 2e. Cada
c ∈ F té g(c) costats, així que |S| =∑c∈F g(c). Això prova la primera igualtat.
Sigui T el conjunt de les parelles (x, a) on a és una aresta i x és un vèrtex de l’aresta a. Cada
a ∈ E té dos extrems, així que |T | = 2|E| = 2e. Cada vèrtex x és extrem de g(x) arestes, així
que |T | =∑x∈V g(x). Això prova la segona igualtat. ✷
La fórmula d’Euler imposa que hi ha d’haver alguna cara que sigui un polígon de pocs costats
i algun vèrtex de grau petit.
19.3 Proposició Tot políedre té una cara de 5 o menys costats.
Demostració Suposem que cada cara té 6 o més costats. Aleshores,
2e =
∑
c∈F
g(c) ≥
∑
c∈F
6 = 6f, 2e =
∑
x∈V
g(x) ≥
∑
x∈V
3 = 3v.
Per tant,
f ≤ 1
3
e, v ≤ 2
3
e.
Emprant la fórmula d’Euler,
e = v + f − 2 ≤ 2
3
e+
1
3
e− 2 = e− 2,
19. La fórmula d’Euler i els cinc sòlids platònics 189
la qual cosa és contradictòria. ✷
19.4 Lema En tot políedre e ≤ 3v − 6.
Demostració Si el políedre té cares no triangulars, en dividim una en dos mitjançant una corda.
El nombre de regions que tenim a les cares és f ′ = f+1; el nombre de segments (considerant les
arestes i la corda com a segments) és e′ = e+1. Tenim f ′+v−e′ = f+1+v−(e+1) = f+v−e = 2.
Per cada nova corda que afegim a una regió no triangular, el compte resultant és el mateix, és
a dir, se segueix complint f ′ + v − e′ = 2.
Posem tantes cordes com sigui necessari per triangular totes les cares. Ara totes les regions
són triangles. Com que cada segment ho és de dos triangles, tenim 3f ′ = 2e′. Aleshores,
multiplicant per 3 la igualtat e′ = v + f ′ − 2, tenim 3e′ = 3v + 3f ′ − 6 = 3v + 2e′ − 6, és a dir,
e′ = 3v − 6. Així, e ≤ e′ = 3v − 6. ✷
19.5 Proposició En tot políedre hi ha almenys un vèrtex de grau ≤ 5.
Demostració Si tots els vèrtexs tenen grau ≥ 6, tenim
2e =
∑
x∈V
g(x) ≥
∑
x∈V
6 = 6v,
és a dir, e ≥ 3v > 3v − 6, que és una contradicció. ✷
Políedres regulars
Un políedre regular és un políedre amb totes les cares polígons regulars congruents, i tots els
vèrtexs del mateix grau.
A continuació descriurem cinc políedres regulars, i després veurem que són els únics. Denotarem
per s el nombre de costats que tenen les cares i per t el grau dels vèrtexs.
Considerem un triangle equilàter i un punt de la recta perpendicular al pla del triangle pel
seu centre. Unint aquest punt amb els vèrtexs del triangle, tenim una piràmide amb les cares
laterals triangles isòsceles. Movent el punt per la recta ﬁns al lloc adequat podem assolir que els
triangles siguin equilàters. Tenim un políedre amb (s, t, f, v, e) = (3, 3, 4, 4, 6). Aquest políedre
es diu tetràedre.
La mateixa construcció anterior començant amb una base quadrada produeix una piràmide
de base quadrada amb els quatre costats triangles equilàters. Enganxant-ne dues per la base
quadrada, obtenim un políedre amb (s, t, f, v, e) = (3, 4, 8, 6, 12), que s’anomena octàedre.
Considerem dos pentàgons regulars iguals i en plans paral·lels situats horitzontalment de forma
que cada vèrtex x d’un estigui en la vertical del punt mitjà d’un costat yz de l’altre. Unint cada
vèrtex x amb els vèrtexs y i z, els dos pentàgons queden units per 10 triangles. Els pentàgons
es poden posar a l’altura convenient per tal que aquests triangles siguin equilàters. Prenem
ara cadascun dels dos pentàgons com a base d’una piràmide amb cinc triangles equilàters com
a cares laterals. Tenim així un políedre amb (s, t, f, v, e) = (3, 5, 20, 12, 30), que s’anomena
icosàedre.
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Considerem un prisma de base quadrada. Fixant l’altura igual a la longitud del costat de la
base, tenim un poliedre amb (s, t, f, v, e) = (4, 3, 6, 8, 12). Es tracta del cub o hexàedre.
Finalment, un dodecàedre es construeix com segueix: a partir d’un pentàgon, prenem cada
costat com a costat d’un nou pentàgon per formar una espècie de bol. En fem un duplicat i els
enganxem pels costats oberts. Tenim un políedre amb (s, t, f, v, e) = (5, 3, 12, 20, 30).
Ara veurem que aquests cinc políedres són els únics possibles.
19.6 Teorema Si P és un políedre regular, aleshores el valor de (s, t, f, v, e) per a P és un dels
de la taula següent
s t f v e nom
3 3 4 4 6 tetràedre
3 4 8 6 12 octàedre
3 5 20 12 30 icosàedre
4 3 6 8 12 hexàedre o cub
5 3 12 20 30 dodecàedre
Demostració D’acord amb la proposició 19.3, una cara té 5 o menys costats. Com que totes les
cares són congruents, tenim 3 ≤ s ≤ 5. Anàlogament, per la proposició 19.5, tenim 3 ≤ t ≤ 5.
Com que tots els vèrtexs tenen grau t, i cada cara s costats, tenim
2e =
∑
x∈V
g(x) = tv, 2e =
∑
c∈F
g(c) = sf,
d’on resulta
sf − tv = 0.
Multiplicant per 4 la fórmula d’Euler, tenim
8 = 4v + 4f − 4e
= 4v + 4f − 2e− 2e
= 4v + 4f − tv − sf
= (4− s)f + (4 − t)v.
Com que 3 ≤ s, t ≤ 5, tenim nou valors de la parella (s, t). Per a cadascun d’ells, tenim el
sistema de dues equacions amb les dues incògnites f i v següent:
sf − tv = 0, (4− s)f + (4− t)v = 8,
del qual cerquem solucions enteres positives. Per a cadascuna tenim la quaterna (s, t, f, v), amb
la qual podem calcular el valor de e per la fórmula d’Euler.
Estudiem les nou possibilitats.
Cas (s, t) = (3, 3). Tenim f − v = 0 i f + v = 8. Per tant, f = 4 i v = 4. Els valors
(s, t, f, v) = (3, 3, 4, 4) corresponen a un tetràedre.
Cas (s, t) = (3, 4). Tenim 3f − 4v = 0 i f = 8. Així, v = 6. Els valors (s, t, f, v) = (3, 4, 8, 6)
corresponen a un octàedre.
Cas (s, t) = (3, 5). Tenim 3f − 5v = 0 i f − v = 8. Això dóna f = 20 i v = 12. Els valors
(s, t, f, v) = (3, 5, 20, 12) corresponen a un icosàedre.
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Cas (s, t) = (4, 3). Tenim 4f − 3v = 0 i v = 8. Així, f = 6. Els valors (s, t, f, v) = (4, 3, 6, 8)
corresponen a un hexàedre.
Cas (s, t) = (4, 4). Tenim f − v = 0 i 0 = 8. Així, aquest cas no correspon a cap políedre.
Cas (s, t) = (4, 5). Tenim 4f − 5v = 0 i v = −8. Per tant, aquest cas tampoc no correspon a
cap políedre.
Cas (s, t) = (5, 3). Tenim 5f − 3v = 0 i −f + v = 8, és a dir, f = 12 i v = 20. Els valors
(s, t, f, v) = (5, 3, 12, 20) corresponen a un dodecàedre.
Cas (s, t) = (5, 4). Tenim 5f−4v = 0 i −f = 8. Aquest cas, doncs, no correspon a cap políedre.
Cas (s, t) = (5, 5). Tenim f − v = 0 i −f − v = 8. Així, aquest cas no correspon a cap
políedre. ✷
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20. El teorema de Pick
Introducció
Començarem per deﬁnir els objectes que intervenen en el teorema de Pick.
Una poligonal tancada és la reunió de n ≥ 3 segments del pla c1 = A1A2, c2 = A2A3, . . .,
cn = AnA1 tals que, prenent An+1 = A1, compleixen
1) Ai 6= Ai+1 per a i ∈ [n];
2) Ai, Ai+1 i Ai+2 no estan alineats per a i ∈ [n− 1];
3) |ci ∩ cj | ≤ 1 per a 1 ≤ i < j ≤ n.
Els punts A1, . . . , An es diuen vèrtexs de la poligonal, i els segments c1, . . . , cn són els costats.
En el que segueix, els dos vèrtexs A1 i An també són considerats consecutius, així com els
costats cn = AnA1 i c1 = A1A2.
La condició 1) indica que els costats no són degenerats, és a dir, que no estan reduïts a un únic
punt. La condició 2) evita que la reunió de dos segments consecutius ci ∪ ci+1 sigui també un
segment, cas en què no seria raonable considerar Ai+1 com a vèrtex. Finalment, la condició 3)
indica que dos costats diferents no se superposen: o bé són disjunts o bé es tallen en un punt.
Aquestes condicions no eviten, però, que hi pugui haver vèrtexs coincidents, ni que dos costats
ci i cj no consecutius es tallin en un punt, o que hi hagi un vèrtex Aj sobre un costat que no
tingui Aj com a extrem (vegeu la ﬁgura 20.1).
Un polígon és un conjunt ﬁtat i tancat que té per frontera una poligonal tancada. Per deﬁnició,
els vèrtexs i els costats d’un polígon són els de la seva poligonal frontera.
Una poligonal tancada és simple si
1) tots els seus vèrtexs són diferents;
2) la intersecció de dos costats consecutius conté només un vèrtex i la intersecció de dos
costats no consecutius és buida.
Un polígon simple és un polígon que té per frontera una poligonal tancada simple. De les
poligonals de la ﬁgura 20.1, només l’última, la de baix a la dreta, és frontera d’un polígon
simple.
194 20. El teorema de Pick
b b
b
b
b
b
b
b
b
b
A1 A2
A3
A4
A5
A6
A7
A8
A9
b
b b
bb
b
b
A1
A2 A3
A4A5
A6
b
b
b
bb
b
A1
A2
A3
A4A5
b
b
b b
b b
b
b
b
b
b
A1
A2
A3 A4
A5 A6
A7
A8
A9
A10
Figura 20.1: Exemples de poligonals tancades.
Notem que en un polígon simple no hi ha vèrtexs repetits i les úniques interseccions entre costats
es produeixen en vèrtexs de costats consecutius.
Un punt del pla és enter o reticular si les seves dues coordenades són nombres enters. Un
polígon és reticular si tots els seus vèrtexs són reticulars.
Per a un polígon P , denotem per A(P ) la seva àrea, per I(P ) el nombre de punts enters interiors
a P , per F (P ) el nombre de punts enters continguts a la frontera de P , i deﬁnim
P(P ) = I(P ) + F (P )
2
− 1.
El teorema de Pick assegura que si P és un polígon simple reticular, aleshores A(P ) = P(P ).
Georg Alexander Pick va incloure aquest teorema en un llibre de geometria publicat el 1899.
El 1938 H. Steinhaus el va comentar en un text divulgatiu en polonès, més tard traduït a
l’anglès [94], cosa que sembla que va donar certa popularitat al teorema. El llibre de Steinhaus
també té versió castellana [95].
Primer fem notar que les hipòtesis no són sobreres: si el polígon no és reticular o no és simple,
aleshores el resultat no és vàlid en general, com proven els dos exemples següents.
20.1 Exemple Considerem el triangle rectangle T de vèrtexs (0.9, 0.9), (3.1, 0.9) i (0.9, 3.1)
(ﬁgura 20.2). És un triangle simple, però no reticular. Els catets tenen tots dos mida 2.2,
així que el triangle té àrea A(T ) = (2.2)2/2 = 2.42. Però I(T ) = 3 i F (T ) = 1, així que
P(T ) = 3 + 1/2− 1 = 2.5 > 2.42 = A(T ).
20.2 Exemple La poligonal tancada de vèrtexs A1 = (0, 0), A2 = (2, 2), A3 = (2, 0), A4 =
(0, 2) és reticular, però no simple perquè els costats c1 = A1A2 i c3 = A3A4 es tallen en el
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Figura 20.2: Triangle no reticular.
punt (1, 1) (ﬁgura 20.3). La poligonal és frontera d’un polígon P format per dos triangles
que es tallen en el vèrtex (1, 1), cadascun dels quals té àrea 1. Per tant, A(P ) = 2. Però
P(P ) = I(P ) + F (P )/2− 1 = 0 + 7/2− 1 = 2.5 > 2 = A(P ).
b
b
b
b
b
A1
A2
A3
A4
Figura 20.3: Polígon no simple.
El teorema de Pick admet múltiples demostracions (vegeu, per exemple, M. Aigner i G. M. Zi-
egler [1], C. Blatter [9], A. C. F. Liu [63], M. R. Murty i N. Thain [68], I. Niven i H. S. Zucker-
man [71]) i generalitzacions (entre d’altres, B. Chen [19], F. Dubeau i S. Labbé [30], B. Grünba-
um i G. C. Shephard [40], T. Kurogi i O. Yasukura [58]). El llibre de J. D. Sally i P. J. Sally [88]
inclou més d’una demostració i algunes aplicacions.
La demostració que exposarem segueix la seqüència següent. Primer es demostra que A(R) =
P(R) per a rectangles reticulars amb els costats paral·lels als eixos (proposició 20.3). Això només
involucra una comptabilitat elemental. Després, es demostra una certa forma d’additivitat de
P(P ) (proposició 20.4). Aquests dos resultats permeten provar (estudiant una certa seqüència
de casos) que A(T ) = P(T ) per a triangles reticulars (proposició 20.7). Finalment, es prova per
inducció el resultat per a un polígon simple reticular qualsevol (teorema 20.8). I completem el
capítol amb una generalització per a polígons amb forats (teorema 20.9) i la impossibilitat de
la validesa d’una fórmula similar en dimensió tres.
Rectangles
La primera peça de la demostració del teorema de Pick és comprovar que A(P ) = P(P ) per a
rectangles amb els costats paral·lels als eixos.
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20.3 Proposició Si R és un rectangle reticular de costats paral·lels als eixos, aleshores A(R) =
P(R).
Demostració Sigui R un tal rectangle de dimensions m×n. El nombre de punts enters interiors
a R és I(R) = (m− 1)(n− 1). A la frontera hi ha els quatre vèrtexs més 2(m− 1) punts enters
horitzontals, més 2(n− 1) punts enters verticals. Per tant, F (R) = 4 + 2(m− 1) + 2(n− 1) =
2(m+ n). Llavors,
P(R) = I(R) + F (R)
2
− 1 = (m− 1)(n− 1) +m+ n− 1 = mn = A(R). ✷
Additivitat
A continuació, provarem una certa forma d’additivitat del valor P(P ) (vegeu la ﬁgura 20.4).
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Figura 20.4: Il·lustració de la proposició 20.4.
20.4 Proposició Siguin P1 i P2 dos polígons simples reticulars tals que tenen interiors disjunts
i tals que c = P1 ∩ P2 és un costat de P1 i de P2. Aleshores,
(i) P1 ∪ P2 és un polígon simple reticular;
(ii) P(P1 ∪ P2) = P(P1) + P(P2);
(iii) si A(P1) = P(P1) i A(P2) = P(P2), llavors A(P1 ∪ P2) = P(P1 ∪ P2).
Demostració (i) Primer notem que, en les condicions de l’enunciat, la frontera de P1 ∪ P2 està
formada pels costats de P1 diferents de c i pels costats de P2 diferents de c. Es tracta, doncs,
d’un polígon simple reticular.
(ii) Sigui d el nombre de punts enters del costat c diferents dels dos extrems. Tenim
I(P1 ∪ P2) = I(P1) + I(P2) + d, F (P1 ∪ P2) = F (P1) + F (P2)− 2d− 2,
per la qual cosa
P(P1 ∪ P2) = I(P1) + I(P2) + d+ F (P1) + F (P2)− 2d− 2
2
− 1 = P(P1) + P(P2).
(iii) Tenim
A(P1 ∪ P2) = A(P1) +A(P2) = P(P1) + P(P2) = P(P1 ∪ P2). ✷
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Triangles
L’objectiu immediat és demostrar que A(T ) = P(T ) per a triangles reticulars T . La prova
consta de tres passos. Primer, per a triangles rectangles amb catets paral·lels als eixos. Segon,
per a triangles que tenen exactament un costat paral·lel a un eix. Finalment, per a triangles
qualssevol.
20.5 Lema Si T és un triangle rectangle reticular amb catets paral·lels als eixos, aleshores
A(T ) = P(T ).
Demostració Sigui R el rectangle que té els catets de T com a costats adjacents i la hipotenusa
de T com a diagonal (vegeu la ﬁgura 20.5). El rectangle R és reticular i la diagonal el divideix
en dos triangles, un dels quals és T ; anomenarem T ′ l’altre. Per simetria, I(T ) = I(T ′) i
F (T ) = F (T ′). Aplicant les proposicions 20.4 i 20.3, tenim
2A(T ) = A(T ) +A(T ′) = A(T ∪ T ′) = A(R) = P(R) = P(T ) + P(T ′) = 2P(T ),
d’on resulta A(T ) = P(T ). ✷
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Figura 20.5: El cas d’un triangle amb els catets paral·lels als eixos.
20.6 Lema Si T és un triangle reticular, amb exactament un costat paral·lel a un eix, aleshores
A(T ) = P(P ).
Demostració Farem la demostració pel cas d’un costat vertical. El cas d’un costat horitzontal
és similar.
Sigui T = ABC un triangle no rectangle reticular amb el costat AC vertical. Considerarem dos
casos segons que un dels dos angles A o C –diguem A– sigui obtús o tots dos aguts.
Suposem que l’angle en A és obtús (vegeu la part esquerra de la ﬁgura 20.6). Perllonguem
el costat AC per la banda de A ﬁns a un punt D de forma que els triangles T1 = ADB i
T ∪ T1 = CDB siguin rectangles amb els catets paral·lels als eixos. Aplicant la proposició 20.4
i el lema 20.5, tenim
A(T ) +A(T1) = A(T ∪ T1) = P(T ∪ T1) = P(T ) + P(T1) = P(T ) +A(T1),
d’on resulta A(T ) = P(T ).
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Suposem que els angles en A i C són aguts (vegeu la part dreta de la ﬁgura 20.6). La perpen-
dicular al costat AC que passa per B talla el costat AC en un punt D, i divideix T en dos
triangles rectangles T1 = CBD i T2 = DBA de costats paral·lels als eixos i que es tallen al
costat comú BD. Llavors,
A(T ) = A(T1 ∪ T2) = A(T1) +A(T2) = P(T1) + P(T2) = P(T1 ∪ T2) = P(T ). ✷
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Figura 20.6: El cas d’un triangle amb un costat paral·lel a un eix.
20.7 Proposició Si T és un triangle reticular, aleshores A(T ) = P(T ).
Demostració Els lemes 20.5 i 20.6 demostren el resultat per a triangles que tenen almenys un
costat paral·lel a un eix. Només queda per provar el cas en què cap dels tres costats és ni
horitzontal ni vertical. Sigui T = ABC un triangle reticular sense cap costat paral·lel a cap
eix. Considerem el menor rectangle R amb els costats paral·lels als eixos que conté el triangle
T . Les coordenades dels vèrtexs de R són coordenades dels vèrtexs de T i, per tant, enteres.
El rectangle R té un o dos vèrtexs que també són vèrtexs de T , però no tres.
En el primer cas R i T tenen exactament un vèrtex, diguem A, en comú (ﬁgura 20.7, esquerra).
Sigui R = ADEF de forma que els vèrtexs B i C del triangle estiguin sobre els costats DE i
EF del rectangle R. Tenim quatre triangles T = ABC, T1 = ADB, T2 = BEC i T3 = CFA,
la reunió dels quals és R. A més, T1, T2 i T3 tenen els catets paral·lels als eixos.
En el segon cas, R i T tenen dos vèrtexs en comú, diguem B i C, i sigui R = DBEC (ﬁgura 20.7,
dreta). El segment BC és una diagonal de R. El vèrtex A és en un semirectangle dels dos en què
BC divideix R; sigui D el vèrtex de R que és al mateix semirectangle. Tenim quatre triangles
T = ABC, T1 = ABD, T2 = BEC, T3 = CAD la reunió dels quals és R. A més, T1, T2 i T3
tenen almenys un costat paral·lel a un eix.
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Pels lemes 20.5 i 20.6, en tots dos casos, els triangles Ti compleixen A(Ti) = P(Ti). Aplicant
això i la proposició 20.4, tenim
A(T ) +A(T1) +A(T2) +A(T3) = A(T ∪ T1 ∪ T2 ∪ T3)
= P(T ∪ T1 ∪ T2 ∪ T3)
= P(T ) + P(T1) + P(T2) + P(T3)
= P(T ) +A(T1) +A(T2) +A(T3),
d’on resulta A(T ) = P(T ). ✷
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Figura 20.7: El cas d’un triangle sense costats paral·lels als eixos.
Teorema de Pick
Ja estem en condicions de provar el teorema en el seu cas general.
20.8 Teorema (de Pick) Per a tot polígon simple reticular es compleix A(P ) = P(P ).
Demostració La demostració és per inducció sobre el nombre n ≥ 3 de vèrtexs. Ja hem vist
que el teorema és cert per a n = 3.
Sigui n ≥ 4 i suposem que el resultat val per a polígons simples de menys de n vèrtexs. Sigui
B un vèrtex del polígon amb abscissa màxima (intuïtivament, al màxim a la dreta). Siguin A
i C els punts tals que AB i BC són costats del polígon. L’angle en B és necessàriament menor
que 180o i el triangle ABC conté punts interiors a P . Hi ha dos casos que cal considerar.
Suposem primer que no hi ha cap vèrtex de P a l’interior del triangle T = ABC (ﬁgura 20.8,
esquerra). En aquest cas, el triangle T està contingut a P . El polígon P ′ obtingut de P
eliminant el triangle T i afegint el costat AC és un polígon simple de n − 1 costats que té
interior disjunt amb T . Per hipòtesi d’inducció, A(P ′) = P(P ′). Per al triangle T també
es compleix A(T ) = P(T ). El polígon P ′ i el triangle T intersequen en el costat BC. Per
l’additivitat 20.4, tenim A(P ) = P(P ).
Suposem ara que l’interior de T conté algun vèrtex de P (ﬁgura 20.8, dreta). De totes les
rectes paral·leles a AC que contenen vèrtexs de P interiors a T , considerem la més propera
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a B, diguem s, i un vèrtex Z de P interior a T sobre s. Si X i Y són les interseccions de s
amb AB i BC, respectivament, la regió triangular XBY no conté cap vèrtex de P a l’interior
i el segment obert ZB és interior a P . El polígon P queda dividit en dos polígons P ′ i P ′′
de menys de n vèrtexs, d’interiors disjunts i que tenen com a intersecció el segment ZB. Per
hipòtesi d’inducció, A(P ′) = P(P ′) i A(P ′′) = P(P ′′). Per la proposició 20.4 d’additivitat,
tenim A(P ) = P(P ). ✷
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Figura 20.8: Demostració del teorema de Pick, segon cas.
Polígons amb forats
El teorema de Pick es pot generalitzar a un polígon simple amb forats. Aclarim primer què
entenem per un polígon amb forats. La notació
◦
H indica l’interior topològic d’un conjunt H
del pla.
Sigui P un polígon simple i H1, . . . , Hk polígons simples dos a dos disjunts tals que H1 ∪ · · · ∪
Hk ⊂ P˚ . Del conjunt Q = P \
(
◦
H1 ∪ · · ·
◦
Hk
)
es diu que és el polígon P amb els k forats
H1, . . . , Hk.
Per deﬁnició, els vèrtexs deQ són els vèrtexs de P i els vèrtexs de tots els foratsHi; anàlogament,
els costats de Q són els costats de P i tots els costats dels forats Hi.
Notem que la frontera de Q és la reunió de les fronteres de P i dels k forats.
Un polígon simple amb k forats és reticular si tots els seus vèrtexs tenen coordenades enteres.
Per analogia amb els polígons simples, per a un polígon amb forats Q, deﬁnim I(Q) com el
nombre de punts enters interiors a Q, F (Q) com el nombre de punts enters sobre la frontera de
Q, i A(Q) com la seva àrea. Aleshores tenim el resultat següent.
20.9 Teorema Sigui Q un polígon simple reticular amb k forats. Aleshores la seva àrea és
A(Q) = I(Q) + F (Q)
2
− 1 + k.
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Figura 20.9: Un polígon amb dos forats.
Demostració Explicitem el polígon i els forats: Q = P \
(
◦
H1 ∪ · · ·
◦
Hk
)
. Tenim
I(P ) = I(Q) +
k∑
i=1
(F (Hi) + I(Hi)) , F (P ) = F (Q)−
k∑
i=1
F (Hi),
i també, pel teorema de Pick,
A(Q) = A(P ) −
k∑
i=1
A(Hi)
= P(P )−
k∑
i=1
P(Hi)
= I(P ) +
F (P )
2
− 1−
k∑
i=1
(
I(Hi) +
F (Hi)
2
− 1
)
= I(Q) +
k∑
i=1
(F (Hi) + I(Hi)) +
F (Q)
2
− 1
2
k∑
i=1
F (Hi)− 1
−
k∑
i=1
I(Hi)− 1
2
k∑
i=1
F (Hi) + k
= I(Q) +
F (Q)
2
− 1 + k. ✷
Dimensió 3
La fórmula de Pick no es pot generalitzar a l’espai de tres dimensions ni tan sols per a políedres
convexos, com veiem tot seguit.
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Sigui P un políedre convex. Denotem per I(P ) el nombre de vèrtexs enters del seu interior, per
E(P ) el nombre de punts enters a les arestes que no són vèrtexs, per C(P ) el nombre de punts
enters de les cares que no són de les arestes, per W (P ) el nombre de vèrtexs i per V(P ) el seu
volum. Suposem que per a certes constants x1, . . . , x5 es compleix
x1I(P ) + x2E(P ) + x3C(P ) + x4W (P ) + x5 = V(P ) (20.1)
per a tot políedre convex P , i arribarem a contradicció.
Sigui r ≥ 1 un enter i considereu el tetràedre Tr que té per base el triangle de vèrtexs (0, 0, 0),
(1, 0, 0) i (0, 1, 0) i, per quart vèrtex, (1, 1, r). Aquest tetràedre s’anomena tetràedre de Reeve
(vegeu la ﬁgura 20.10). L’àrea de la base de Tr és 1/2 i l’altura r, així que el volum de Tr és
V(Tr) = r/6.
Ara, per a tot enter r ≥ 1, tenim I(Tr) = E(Tr) = C(Tr) = 0 i W (Tr) = 4. Aleshores, la
igualtat (20.1) dóna 4x4 + x5 = V(Tr) = r/6 i, per a dos valors de r diferents, obtenim un
sistema incompatible.
Per tant, una igualtat com (20.1) vàlida per a tot políedre convex és impossible. En un treball
del 1957, John E. Reeve observà aquest fet, i generalitzà el teorema de Pick per a políedres amb
una fórmula que involucra la característica d’Euler del políedre [80].
(1, 0, 0)
(0, 1, 0)
(1, 1, r)
Figura 20.10: El tetràedre de Reeve.
21. El teorema de Bolyai-Gerwien
i el tercer problema de Hilbert
Introducció
Aquest capítol té dos objectius. El primer és demostrar el teorema de Bolyai-Gerwien, que
assegura que si dos polígons del pla tenen la mateixa àrea, aleshores són equidescomponibles,
és a dir, que existeixen polígons P1, . . . , Pr de forma que ajuntant-los de dues formes diferents
s’obtenen els dos polígons donats. El segon és respondre (amb la negativa) el tercer problema
de Hilbert, que pregunta si és cert el resultat anàleg a l’espai, és a dir, que si donats dos
poliedres del mateix volum existeixen poliedres P1, . . . , Pr de forma que ajuntant-los de dues
formes diferents s’obtinguin els dos poliedres donats.
El llibre de V. G. Boltianskii [12] és una referència ineludible, però per a la resposta al tercer
problema de Hilbert hem seguit D. Benko [6], que evita emprar l’axioma d’elecció. Els llibres de
M. Aigner G. M. Ziegler [1] i de J. D. Sally i P. J. Sally [88] també tracten equidescomposicions.
Polígons equidescomponibles
Un polígon és un conjunt tancat i ﬁtat del pla la frontera del qual és un nombre ﬁnit de segments,
anomenats costats, tals que la intersecció de dos costats és buida o un punt, anomenat vèrtex.
Notem que aquesta deﬁnició és una mica més general que la intuïtiva: un segment, per exemple,
és un polígon; tampoc no estem exigint la connexió.
Un moviment directe del pla és una composició de translacions i rotacions.
Denotarem per
◦
P l’interior d’un polígon i per s(P ) la seva àrea.
Dos polígons P i Q són equidescomponibles, i escriurem P ≡ Q, si existeixen polígons P1, . . . , Pr
i Q1, . . . , Qr i moviments directes g1, . . . , gr tals que
1)
◦
Pi ∩
◦
Pj = ∅ per a 1 ≤ i < j ≤ r i P = P1 ∪ · · ·Pr;
2)
◦
Qi ∩
◦
Qj = ∅ per a 1 ≤ i < j ≤ r i Q = Q1 ∪ · · ·Qr;
3) Qi = gi(Pi) per a i ∈ [r].
En aquest cas, (P1, . . . , Pr) i (Q1, . . . , Qr) es diuen les equidescomposicions de P i Q. Notem
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que, per les propietats de l’àrea, P i Q tenen la mateixa àrea:
s(Q) = s(Q1 ∪ · · · ∪Qr)
= s(Q1) + · · ·+ s(Qr)
= s(g1(P1)) + · · ·+ s(gr(Pr))
= s(P1) + · · ·+ s(Pr)
= s(P ).
L’objectiu d’aquest apartat i del següent és demostrar el recíproc: dos polígons P i Q de la
mateixa àrea són equidescomponibles.
21.1 Proposició (l’equidescomponibilitat és d’equivalència) La relació ≡ definida en el con-
junt P dels polígons del pla és d’equivalència.
Demostració Les propietats reﬂexiva i simètrica són immediates perquè la identitat és un
moviment directe i l’invers d’un moviment directe és un moviment directe. Per demostrar la
transitiva, siguin P,Q,R ∈ P amb P ≡ Q i Q ≡ R. Siguin (P1, . . . , Pr) i (Q1, . . . , Qr) les
equidescomposicions de P i Q i (Q′1, . . . , Q
′
s), (R1, . . . , Rs) les de Q i R. Per certs moviments
directes g1, . . . , gr i h1, . . . hs es compleix gi(Pi) = Qi i hj(Q′j) = Rj . Per a cada parella
(i, j) ∈ [r] × [s], el conjunt Sij = Qi ∩ Q′j és buit o és un polígon. En tot cas, els Sij són dos
a dos disjunts i de reunió Q. Posant Pij = g−1i (Sij) i Rij = hj(Sij) és fàcil comprovar que
(P11, . . . , Prs) i (R11, . . . , Rrs), eliminant els Pij i els Rij buits, són equidescomposicions de P
i R i que hjgi(Pij) = hj(Sij) = Rij . ✷
Teorema de Bolyai-Gerwien
El teorema de Bolyai-Gerwien assegura que dos polígons de la mateixa àrea són equidescompo-
nibles. La prova té tres etapes. La primera consisteix a provar el teorema per a dos rectangles,
la segona per a un rectangle i un triangle, i la tercera, ﬁnalment, en general.
21.2 Lema Dos rectangles de la mateixa àrea són equidescomponibles.
Demostració Siguin R1 i R2 els dos rectangles de la mateixa àrea. Per la invariància de l’àrea
respecte a moviments directes, podem suposar que dos costats contigus dels dos rectangles són
sobre els semieixos positius de coordenades. Siguin R1 = OABC i R2 = OMNP .
Cas 1 (vegeu la ﬁgura 21.1). Suposem que 2OM ≥ OA. Per hipòtesi, s(R1) = s(R2), és a dir,
OA · OC = OM ·OP . Aleshores,
OP
OA
=
OC
OM
=
OP −OC
OA−OM =
PC
MA
=
NR
RB
.
Per tant, els segments PA, CM i NB tenen el mateix pendent, per la qual cosa són paral·lels.
La condició 2OM ≥ OA implica que el segment PA talla els costats de R1 en dos punts
(eventualment coincidents amb R) C′ i M ′. Els triangles P2 = MAM ′ i RBN tenen els tres
costats paral·lels i els costats MA i RB de la mateixa longitud; per tant, un és traslladat
de l’altre. Anàlogament, els triangles RBN i P ′2 = CC
′P tenen els tres costats paral·lels
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Figura 21.1: Cas 1 del lema 21.2.
i els costats NR i PC de la mateixa longitud; per tant, un és traslladat de l’altre. Com
a conseqüència, existeix una translació t2 tal que t(P2) = P ′2. Els triangles P3 = ABC
′ i
P ′3 = M
′NP tenen els tres costats paral·lels i els costats BC′ i NP iguals, per tant, existeix una
translació t3 tal que t3(P3) = P ′3. Aleshores, si P
′
1 = P1 = OMM
′C′C, tenim que (P1, P2, P3) i
(P ′1, P
′
2, P
′
3) són les equidescomposicions de R1 i R2.
Cas 2 (vegeu la ﬁgura 21.2). Suposem 2 · OM < OA. Sigui I el punt mitjà de OA, i sigui
k ≥ 1 el menor enter tal que k · OM > OI . Per a cada i ∈ [k], sigui Mi l’extrem dret del
segment i ·OM . Dividim R2 en k rectangles iguals P1, . . . , Pk tots de base la longitud de OM
i altura OP/k. Per certes translacions t2, . . . , tk, els rectangles P ′1 = P1 i P
′
i = ti(Pi) formen
un rectangle R3 = OMkDC′ i R2 ≡ R3. Ara, R3 i R1 tenen la mateixa àrea i clarament
2 ·OMk ≥ OA. Pel cas 1, R3 ≡ R1. Per la propietat transitiva, R2 ≡ R1. ✷
21.3 Lema Un triangle i un rectangle d’igual àrea són equidescomponibles.
Demostració (Vegeu la ﬁgura 21.3). Sigui T = ABC un triangle i AB un costat tal que l’altura
relativa a AB sigui interior al triangle. Considerem el rectangle R0 = ABLM de base AB i
altura la meitat que l’altura del triangle. Certament, s(T ) = s(R0). A la ﬁgura s’expliciten les
equidescomposicions (P1, P2, P3) de T i (P ′1, P
′
2, P
′
3) de R0, per la qual cosa T ≡ R0. Ara, si R
és un rectangle qualsevol amb s(R) = s(T ) = s(R0), el lema 21.2 implica que R0 ≡ R. Per la
transitiva, T ≡ R. ✷
21.4 Teorema (de Bolyai-Gerwien, 1832) Dos polígons de la mateixa àrea són equidescompo-
nibles.
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Figura 21.2: Cas 2 del lema 21.2.
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Figura 21.3: Demostració del lema 21.3.
Demostració Sigui P un polígon. Triangulem el polígon P = T1 ∪ · · · ∪ Tr amb els Ti triangles
d’interiors dos a dos disjunts. Amb una longitud b > 0 qualsevol formem rectangles R′1, . . . R
′
r
de base b i tals que s(R′i) = s(Ti). Tenim Ti ≡ R′i per a tot i ∈ [r]. Per certs moviments directes
g1, . . . , gr, la reunió dels rectangles R1 = g1(R′1), . . . , Rr = gr(R
′
r) és un rectangle R de base b i
àrea s(R) = s(R1)+ · · ·+s(Rr) = s(T1)+ · · ·+s(Tr) = s(P ). Com que Ti ≡ Ri, les reunions de
les equidescomposicions dels Ti i dels Ri dóna equidescomposicions de P i R. Per tant, P ≡ R.
Si Q és un altre polígon amb s(Q) = s(P ), el mateix argument prova que Q ≡ R. Per la
transitiva, P ≡ Q. ✷
Poliedres equidescomponibles
El concepte corresponent a polígon del pla és el de poliedre. Un poliedre és un conjunt tancat
i ﬁtat de l’espai la frontera del qual és un nombre ﬁnit de polígons, anomenats cares, tals que
la intersecció de dues cares és buida, o és un punt, anomenat vèrtex, o un segment, anomenat
aresta.
Dos poliedres P i Q són equidescomponibles, i ho escriurem P ≡ Q, si existeixen poliedres
P1, . . . , Pr i Q1, . . . , Qr i moviments directes g1, . . . , gr tals que
1)
◦
Pi ∩
◦
Pj = ∅ per a 1 ≤ i < j ≤ r i P = P1 ∪ · · ·Pr;
2)
◦
Qi ∩
◦
Qj = ∅ per a 1 ≤ i < j ≤ r i Q = Q1 ∪ · · ·Qr;
3) Qi = gi(Pi) per a i ∈ [r].
En aquest cas, (P1, . . . , Pr) i (Q1, . . . , Qr) es diuen les equidescomposicions de P i Q. Notem
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que, per les propietats del volum, P i Q tenen el mateix volum:
v(Q) = v(Q1 ∪ · · · ∪Qr)
= v(Q1) + · · ·+ v(Qr)
= v(g(P1)) + · · ·+ v(g(Pr))
= v(P1) + · · ·+ v(Pr)
= v(P ).
Canviant «polígon» per «poliedre» a 21.1, obtenim el següent.
21.5 Proposició (l’equidescomponibilitat és d’equivalència) La relació ≡ definida en el con-
junt P dels poliedres de l’espai és d’equivalència.
El tercer problema de Hilbert
Amb un plantejament elemental, les àrees dels polígons són calculables a partir de l’additivitat
i de la invariància per moviments directes de l’àrea, i a partir de l’àrea del rectangle. Les àrees
d’un paral·lelogram i d’un triangle es calculen fàcilment, i per a la resta de polígons es pot usar,
aleshores, la triangulació. Per a conjunts F més complicats, com una el·lipse, el plantejament
elemental no és suﬁcient i cal emprar un pas al límit.
A l’espai, se sap que tot prisma oblic és equidescomponible amb un prisma recte, i que tot
prisma recte ho és amb un ortòedre. També que tot poliedre és descomponible en tetràedres.
Per tant, si un tetràedre és equidescomponible amb un cub, el paral·lelisme entre la teoria al
pla i a l’espai seria complet.
El tercer problema de la famosa llista dels 23 proposats per Hilbert consisteix a decidir si
l’anàleg del teorema de Bolyai-Gerwien és vàlid a l’espai, és a dir, esbrinar si és cert o no que
dos poliedres de l’espai del mateix volum són equidescomponibles. Menys d’un any després
d’haver-se plantejat, Max Dehn resolgué el problema per la negativa. La seva solució, però,
empra l’axioma d’elecció (en el fet que tot espai vectorial té una base). La que detallem tot
seguit és de David Benko [6] i no recorre a l’axioma d’elecció ni cap dels seus equivalents.
Els dos primers resultats són ben coneguts. La proposició 21.6 assegura que n nombres reals
es poden aproximar simultàniament per racionals amb el mateix denominador. Incloem una
demostració de tipus geomètric. La proposició 21.7 dóna condicions necessàries per tal que
un racional sigui arrel d’un polinomi amb coeﬁcients enters, i ja ha estat demostrat com a
proposició 15.16, per la qual cosa no repetirem aquí la demostració.
21.6 Proposició Siguin a1, . . . , an nombres reals. Per a cada ǫ > 0 existeixen enters p1, . . . , pn
i q ≥ 1 tals que, per a tot i ∈ [n], es compleix∣∣∣∣ai − piq
∣∣∣∣ < ǫq .
Si els ai són tots positius, aleshores els pi es poden prendre positius.
Demostració Per a cada real x, sigui {x} = x−⌊x⌋ la mantissa de x. Certament, 0 ≤ {x} < 1.
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Sigui M > 0 un enter tal que 1/M < ǫ. Per a cada ℓ ∈ {0, 1, . . . ,Mn} considerem el punt Qℓ =
({ℓa1}, . . . , {ℓan}) del cub unitat [0, 1]n. Descomponem el cub [0, 1]n en Mn cubs congruents
d’aresta 1/M . Com que hi ha Mn+1 punts Qℓ, però nomésMn cubs petits, hi ha un d’aquests
cubs petits que conté almenys dos d’aquests punts, diguem Qu i Qv, amb u > v. La coordenada
j de Qu i la coordenada j de Qv són a una distància menor o igual que l’aresta 1/M del cub
petit, és a dir, |{uaj} − {vaj}| ≤ 1/M . Per a tot j ∈ [n], deﬁnim pj = ⌊uaj⌋ − ⌊vaj⌋. Tenim
ǫ >
1
M
≥ |{uaj} − {vaj}|
= |uaj − ⌊uaj⌋ − vaj + ⌊vaj⌋|
= |(u− v)aj − pj |.
Deﬁnim q = u−v, que és un enter positiu (perquè u > v). Dividint per q la desigualtat anterior,
tenim
ǫ
q
>
1
q
|(u − v)aj − pj| =
∣∣∣∣ (u− v)aj − pju− v
∣∣∣∣ =
∣∣∣∣aj − pjq
∣∣∣∣ ,
la qual cosa prova la primera aﬁrmació.
Ara suposem que tots els ai són positius. Sigui ǫ′ = min{ǫ, a1, . . . , an}. Per aplicació del cas
anterior a ǫ′, existeixen enters p1, . . . , pn i q ≥ 1 tals que∣∣∣∣ai − piq
∣∣∣∣ < ǫ′q ≤ ǫq .
Per deﬁnició, els pj són no negatius (perquè u > v). Si un pi = 0, tindríem
ai = |ai| < ǫ
′
q
≤ ai,
que és contradictori. Per tant, tots els pi són positius. ✷
21.7 Proposició Sigui f(x) = c0 + c1x + . . . cnxn un polinomi de grau n ≥ 1 amb coeficients
enters i sigui a/b una arrel racional de f(x) amb mcd(a, b) = 1. Aleshores a|c0 i b|cn.
21.8 Proposició Per a cada nombre real ω i cada natural n ≥ 1, existeix un polinomi Tn(x) ∈
Z[x] de grau n i de coeficient líder 2n−1 tal que
Tn(cosω) = cosnω.
Demostració Per a n = 1, només cal prendre T1(x) = x. Per a n = 2,
cos 2ω = cos2 ω − sin2 ω = cos2 ω − (1− cos2 ω) = 2 cos2 ω − 1,
i només cal prendre T2(x) = 2x2−1. Suposem el resultat provat per a valors ≤ n i demostrem-lo
per a n+ 1. La fórmula de transformació de sumes en productes dóna
cos(n+ 1)ω + cos(n− 1)ω = 2 cosnω cosω.
Per tant,
cos(n+ 1)ω = 2 cosnω cosω − cos(n− 1)ω
= 2 cosωTn(cosω)− Tn−1(cosω).
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El polinomi Tn+1(x) = 2xTn(x) − Tn−1(x) té coeﬁcients enters, és de grau n+ 1, té coeﬁcient
líder 2n i compleix cos(n+ 1)ω = Tn(cosω). ✷
Els angles dièdrics α d’un tetràedre són α = arccos(1/3). En efecte, considereu el triangle
rectangle que té per hipotenusa l’altura d’una cara lateral, de mida h, i per catets el segment
de l’altura del triangle de la base que va del costat al peu de l’altura del tetràedre, de mida
h/3, i l’altura del tetràedre. Tenim cosα = (h/3)/h = 1/3. Caldrà el resultat següent.
21.9 Lema Si cosα = 1/3, aleshores α/π és irracional.
Demostració Per reducció a l’absurd, suposem que existeixen enters a i b amb b > 0 imcd(a, b) =
1 tals que α/π = a/b. Aleshores, per la proposició 21.8, existeix un polinomi T2b(x) amb coeﬁ-
cients enters i coeﬁcient líder 22b−1 tal que
T2b
(
1
3
)
= T2b(cosα) = T2b
(
cos
(aπ
b
))
= cos 2b
a
b
π = cos(2aπ) = 1.
El polinomi T2b(x)− 1 té coeﬁcients enters, té 22b−1 com a coeﬁcient líder, i té 1/3 com a arrel.
Per la proposició 21.7, el denominador 3 divideix el coeﬁcient líder 22b−1, una contradicció. ✷
El teorema que resol per la negativa el problema de Hilbert és el següent.
21.10 Teorema Un tetràedre regular i un cub del mateix volum no són equidescomponibles.
Demostració La prova és per reducció a l’absurd. Suposem que un tetràedre T regular i un
cub C admeten equidescomposicions
T : (P
(1)
1 , . . . , P
(1)
k ), (21.1)
C : (P
(2)
1 , . . . , P
(2)
k ). (21.2)
A les descomposicions (21.1) i (21.2) considerem tots els vèrtexs i totes les interseccions de les
arestes de tots els poliedres P (j)i . Aquest conjunt de punts divideix les arestes dels poliedres
en un o més segments oberts que anomenarem enllaços. Siguin L1, . . . , Lr tots els enllaços
provinents de (21.1) i Lr+1, . . . , LN els que provenen de (21.2), i denotem ℓ(Li) la longitud de
Li. Els nombres reals ℓ(L1), . . . , ℓ(LN) són tots positius. D’acord amb la proposició 21.6, per
a 1/(2N), existeixen enters positius p1, . . . , pN , q tals que per a tot i ∈ [N ] es compleix∣∣∣∣ℓ(Li)− piq
∣∣∣∣ < 12Nq . (21.3)
Deﬁnim també Di com el conjunt d’angles dièdrics dels P
(j)
i que tenen Li com a eix.
Ara ﬁxem-nos en els enllaços L1, . . . , Lr que provenen de (21.1). La suma dels angles de Di
depèn de la situació de Li.
(i) Si Li és damunt d’una aresta de T , aleshores
∑
β∈Di
β = arccos
1
3
.
(ii) Si Li és a l’interior d’una cara d’un poliedre P
(1)
i o a l’interior d’una cara de T , aleshores∑
β∈Di
β = π.
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(iii) En tots els altres casos,
∑
β∈Di
β = 2π.
Deﬁnim α = arccos(1/3) i
σ(T ) =
r∑
i=1
pi
∑
β∈Di
β.
D’acord amb (i), (ii) i (iii),
σ(T ) = m1α+ a1π,
per a cert enter positiu m1 i cert enter no negatiu a1.
Repetim l’argument ara amb la descomposició (21.2) del cub. L’única diferència és que, ara, en
el cas (i) la suma és π/2. En els casos (ii) i (iii) les sumes són les mateixes, π i 2π, respectivament.
Deﬁnim
σ(C) =
N∑
i=r+1
pi
∑
β∈Di
β.
De forma anàloga obtenim
σ(C) = m2π + a2
π
2
per a cert enter positiu m2 i cert enter no negatiu a2.
Sigui e una aresta del poliedre P (1)i i sigui β l’angle dièdric corresponent. A la suma σ(T ) el
coeﬁcient de β és la suma pi1 + · · ·+ pit , on Li1 , . . . Lit són els enllaços que formen e. Sigui e′
l’aresta de P (2)i que correspon a e i β
′ = β l’angle dièdric corresponent a e′. A la suma σ(C) el
coeﬁcient de β′ és pj1 + · · ·+ pju , on Lj1 , . . . Lju són els enllaços que formen e′. Tenim
ℓ(Li1) + · · ·+ ℓ(Lit) = ℓ(e) = ℓ(e′) = ℓ(Lj1) + · · ·+ ℓ(Lju).
L’objectiu immediat és obtenir l’anàleg a la igualtat anterior per als pik i els pjk .
Emprant les desigualtats (21.3),∣∣∣∣∣
t∑
k=1
pik −
u∑
k=1
pjk
∣∣∣∣∣ = q
∣∣∣∣∣
t∑
k=1
pik
q
−
u∑
k=1
pjk
q
∣∣∣∣∣
= q
∣∣∣∣∣
t∑
k=1
(
pik
q
− ℓ(Lik)
)
−
u∑
k=1
(
pjk
q
− ℓ(Ljk)
)∣∣∣∣∣
≤ 2q
N∑
i=1
∣∣∣∣piq − ℓ(Li)
∣∣∣∣
< 2qN
1
2Nq
= 1.
Tractant-se de nombres enters, això implica que
t∑
k=1
pik =
u∑
k=1
pjk .
Dit altrament, els coeﬁcients a σ(T ) i a σ(C) dels angles dièdrics corresponents són iguals. Per
tant,
m1α+ a1π = σ(T ) = σ(C) = m2π + a2
π
2
.
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Dividint per π, obtenim
m1
α
π
+ a1 = m2 +
a2
2
∈ Q.
Com quem1 és un enter positiu, dividint perm1 obtenim α/π ∈ Q, cosa que, segons el lema 21.9,
és contradictòria. ✷
El teorema de Dehn-Sydler
A la vista del teorema 21.10 és natural preguntar-se si hi ha condicions necessàries i suﬁcients
per tal que dos poliedres siguin equidescomponibles. La resposta és el teorema de Dehn-Sydler,
que enunciarem però no demostrarem.
Si M és un conjunt de nombres reals, denotarem per V (M) el Q-espai vectorial que generen,
és a dir, el conjunt de nombres reals que són combinació lineal amb coeﬁcients racionals dels
nombres de M . Una funció additiva sobre V (M) és una aplicació f : V (M) → R tal que
f(x+ y) = f(x)+ f(y) per a tot x, y ∈ V (M). Això implica immediatament que f(px) = pf(x)
per a tot enter p, i també que f és lineal: en efecte, per a tot p, q ∈ Z, q 6= 0, tenim
qf
(
p
q
x
)
= f
(
q · p
q
x
)
= f(px) = pf(x),
la qual cosa implica f((p/q)x) = (p/q)f(x).
Siguin P un poliedre, α1, . . . , αr els seus angles dièdrics i, per a cada i ∈ [r], sigui ℓi la longitud
de l’aresta corresponent a l’angle dièdric αi. Sigui M = {α1, . . . , αr, π} i f : V (M) → R una
funció additiva. Deﬁnim l’invariant de Dehn f(P ) per
f(P ) = ℓ1f(α1) + · · ·+ ℓrf(αr).
El teorema de Dehn-Sydler és el següent.
21.11 Teorema (de Dehn-Sydler) Siguin P i Q dos poliedres d’igual volum, i sigui M el con-
junt format pel nombre π i tots els angles dièdrics de P i de Q. Aleshores, P i Q són equi-
descomponibles si, i només si, per a tota funció additiva f : V (M) → R tal que f(π) = 0 es
compleix f(P ) = f(Q).
La necessitat la va demostrar Dehn. La contribució de Sydler és la suﬁciència, demostrada l’any
1965 (vegeu V. G. Boltianskii [12]).
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22. Codis detectors i correctors d’errors
Introducció
Quan es dicta, es copia o s’introdueix a una base de dades un nombre llarg, els errors que es
produeixen amb més freqüència són dos: equivocar l’entrada d’un dígit i transposar dos dígits
consecutius. Per controlar aquests tipus d’errors s’afegeix un nou símbol –sovint una lletra, però
que representa un enter– que es calcula a partir dels anteriors. Així és com es construeixen codis
d’ús tan freqüent com l’European Article Number (abreujadament EAN, que és l’omnipresent
codi de barres), el codi del document nacional d’identitat de l’Estat espanyol, el número de
les targetes de crèdit, els números dels comptes bancaris, i molts d’altres. Aquests codis estan
basats en l’aritmètica modular, és a dir, en els anells de classes de residus Zm. En aquest capítol
descriurem, a títol d’exemple, els dos primers, és a dir, el codi EAN i el del DNI de l’Estat
espanyol. Després, amb l’objectiu de donar una ﬂaire de la teoria de codis, explicarem els codis
de Hamming, que són capaços no només de detectar un error, sinó de corregir-lo. Finalment,
detallarem un codi capaç de corregir dos errors.
Hem emprat principalment el capítol 7 del llibre de J. M. Brunat i E. Ventura [16]. A l’article
de J. Gallian [36] s’hi poden trobar alguns altres exemples d’ús als Estats Units d’Amèrica
basats en l’aritmètica modular: números de carnet de conduir, xecs de viatge, números de la
seguretat social, codis postals, etcètera. Una bona introducció a la teoria de codis és el llibre
de R. Hill [45].
Detecció i correcció d’errors
Siguin m ≥ 2 i n ≥ 2 enters i x = x1 . . . xn i y = y1 . . . yn paraules de Znm. La distància de x a
y és el nombre d(x,y) = #{i ∈ [n] : xi 6= yi}, és a dir, el nombre de coordenades en què x i y
difereixen. És de rutina comprovar que d : Znm×Znm → R compleix les propietats que deﬁneixen
una distància: Per a tot x,y, z ∈ Znm, es compleixen
1) d(x,y) ≥ 0;
2) d(x,y) = 0⇔ x = y;
3) d(x,y) = d(y,x);
4) d(x,y) + d(y, z) ≥ d(x, z).
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En aquest capítol, un codi de longitud n en l’alfabet Zm és un subconjunt C ⊆ Znm.
Es diu que un codi C detecta e errors si, per a cada paraula del codi u ∈ C, la modiﬁcació de e
o menys coordenades de u produeix una paraula que no és de C. Dit altrament, per a tot u ∈ C
i tot y ∈ Znm, si 1 ≤ d(y,u) ≤ e, aleshores y /∈ C. Així, si en la transmissió d’una paraula del
codi es produeixen e errors o menys, el receptor pot detectar que la paraula és errònia perquè
no és del codi.
Es diu que un codi C corregeix e errors si cada dues paraules del codi difereixen en almenys
2e + 1 posicions. En aquest cas, si y ∈ Znm i u ∈ C i 1 ≤ d(y,u) ≤ e, la paraula u és l’única
paraula del codi a una distància de y menor o igual que e. Així, si en la transmissió d’una
paraula u del codi es produeixen e o menys errors, la paraula y rebuda és errònia, però podem
esbrinar quina és la bona: la paraula del codi més propera a la rebuda.
La distància mínima d’un codi C és el nombre
δ(C) = min{d(u,v) : u,v ∈ C, u 6= v}.
D’acord amb les deﬁnicions anteriors, un codi C detecta e errors si, i només si, δ(C) ≥ e + 1, i
corregeix e errors si, i només si, δ(C) ≥ 2e + 1. Així, un codi C de distància mínima δ = δ(C)
detecta δ − 1 errors i en corregeix ⌊(δ − 1)/2⌋.
Donats un codi C ⊆ Znm i una paraula y ∈ Znm, la distància de y a C és el nombre
d(y, C) = min{d(y,v) : v ∈ C}.
Suposem que s’ha transmès una paraula u ∈ C. Que s’hagi rebut una paraula y amb e errors
equival al fet que d(y, C) = e.
Al llarg dels apartats següents seguirem els dos convenis de notació següents.
Fixats m i n pel context que tracta de paraules de Znm, per a cada i ∈ [n], denotarem per ei el
vector de Znm que té totes les coordenades zero excepte la coordenada i-èsima, que és 1.
Si M és una matriu, M t signiﬁca la matriu transposada de M .
El codi EAN
L’habitual codi de barres amb què van marcats tants i tants articles comercials és un mitjà
per llegir ràpidament l’European Article Number o codi EAN (o codi EAN13) del producte.
Com a conseqüència d’una uniﬁcació d’estàndards, ara (2015) s’anomena International Article
Number, però sovint es mantenen les sigles EAN. El codi de barres d’un producte representa
el nombre decimal de 13 dígits u = u1u2 · · ·u13 que apareix a la part inferior de les barres. Els
tres primers dígits indiquen l’estat; els quatre o cinc següents, el propietari de la marca; els
següents, ﬁns al dotzè, el producte; l’últim, u13, és un dígit de control i es calcula per la fórmula
u13 = −(u1 + u3 + u5 + u7 + u9 + u11)− 3(u2 + u4 + u6 + u8 + u10 + u12), (22.1)
amb totes les operacions a Z10. Les operacions a Z10 quedaran sobreenteses a la resta de
l’apartat.
La igualtat (22.1) es pot escriure equivalentment
u1 + 3u2 + u3 + 3u4 + u5 + 3u6 + u7 + 3u8 + u9 + 3u10 + u11 + 3u12 + u13 = 0,
22. Codis detectors i correctors d’errors 215
o, matricialment,
(u1, u2, . . . , u13) · (1, 3, 1, 3, 1, 3, 1, 3, 1, 3, 1, 3, 1)t = 0.
Denotem per H la matriu d’una ﬁla i tretze columnes amb termes de Z10 següent:
H = (1, 3, 1, 3, 1, 3, 1, 3, 1, 3, 1, 3, 1).
El codi EAN és el codi E format per les paraules u de longitud 13 en l’alfabet Z10 tals que
uHt = 0.
La síndrome d’una paraula y ∈ Z1310 és l’element s(y) de Z10 deﬁnit per
s(y) = yHt.
El codi E , doncs, està format per les paraules de Z1310 de síndrome 0.
La proposició següent dóna les propietats del codi E .
22.1 Proposició Siguin v ∈ E i y ∈ Z1310.
(i) Si y difereix de v en exactament una posició, aleshores la síndrome de y és diferent de
zero;
(ii) si y s’obté de v mitjançant la transposició de dos dígits diferents vj , vk a posicions j, k
de diferent paritat i vk − vj 6= 5, aleshores la síndrome de y és diferent de zero.
Demostració (i) Sigui v ∈ E . Si y difereix de v en la posició i ∈ [13], aleshores y = v + λei
amb λ 6= 0. Aleshores,
s(y) = yHt = (v + λei)H
t = λeiH
t =
{
λ si i és senar;
3λ si i és parell.
Com que mcd(3, 10) = 1, el 3 té invers (que és el 7) a Z10. Per tant, si 3λ = 0, aleshores
λ = 0 · 7 = 0, cosa que és contradictòria. Així, s(y) 6= 0 en tots dos casos.
(ii) Sigui y una paraula que difereix de v ∈ E en la transposició dels dígits vj i vk amb vj 6= vk
i j 6= k (altrament seria y = v). Tenim
y = v + (vk − vj)ej + (vj − vk)ek = v + (vk − vj)(ej − ek),
d’on
s(y) = (vk − vj)(ej − ek)Ht.
Si j i k tenen la mateixa paritat, (ej − ek)Ht és 0 (1 − 1 si tots dos són parells i 3 − 3 si
són senars). Per tant, la síndrome és zero tot i haver-se produït la transposició. Si j i k
tenen diferent paritat, aleshores (ej − ek)Ht és 2 o −2 = 8 i s(y) serà zero si, i només si,
vk − vj = 5. ✷
El primer apartat de la proposició anterior es pot reformular dient que E és un codi detector
d’un error o, equivalentment, que δ(E) ≥ 2. Ara, considerem les paraules
u = (3, 7, 8, 8, 4, 2, 5, 3, 3, 2, 6, 6, 7), v = (9, 7, 2, 8, 4, 2, 5, 3, 3, 2, 6, 6, 7).
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T R W A G M Y F P D X B
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N J Z S Q V H L C K E
Taula 22.1: Les lletres del DNI
Certament, d(u,v) = 2 perquè u i v difereixen només en les posicions 1 i 3. A més, tenim que
uHt = (3 + 8 + 4 + 5 + 3 + 6 + 7) + 3(7 + 8 + 2 + 3 + 2 + 6) = 6 + 3 · 8 = 0,
vHt = (9 + 2 + 4 + 5 + 3 + 6 + 7) + 3(7 + 8 + 2 + 3 + 2 + 6) = 6 + 3 · 8 = 0,
per la qual cosa ambdues paraules són de E i difereixen només en les posicions 1 i 2. Per tant,
la distància mínima de E és δ(E) = 2.
El fet que l’alfabet sigui el decimal Z10 és un avantatge evident. En canvi, el fet que 10 no
sigui primer i, per tant, Z10 no sigui un cos, comporta l’inconvenient que el codi EAN no
sempre detecta la transposició de dos dígits. Tanmateix, els dos errors més habituals són, amb
molta diferència, els següents: (i) Canviar el valor d’un dígit; aquest error és detectat per la
síndrome diferent de zero, com hem vist. (ii) La transposició de dos dígits consecutius que,
òbviament, tenen diferent paritat. En aquest cas, la transposició només deixa de detectar-se
quan la diferència entre els dígits consecutius transposats és 5.
22.2 Exemple La síndrome de la paraula v = (9, 7, 8, 0, 3, 2, 1, 5, 0, 8, 9, 2, 8) és
vHt = (9 + 8 + 3 + 1 + 0 + 9 + 8) + 3(7 + 0 + 2 + 5 + 8 + 2) = 8 + 3 · 4 = 0,
per la qual cosa v ∈ E . La proposició 22.1 assegura que es poden detectar els errors de canviar un
dígit i de canviar dos dígits en posicions de diferent paritat i de diferència 6= 5. Les transposicions
de dígits que no es detecten són les de posicions de la mateixa paritat i les de diferent paritat amb
valors de diferència 5. Per exemple, la paraula w = (8, 7, 9, 0, 3, 2, 1, 5, 0, 8, 9, 2, 8) obtinguda de
v transposant les posicions 1 i 3 també és del codi, i la paraula y = (9, 7, 8, 0, 3, 2, 1, 0, 5, 8, 9, 2, 8)
obtinguda de v transposant les posicions 8 i 9 també és del codi.
El codi del DNI
El número del document nacional d’identitat espanyol, o DNI, és un nombre decimal de 8 dígits
al qual s’afegeix una lletra a efectes de control. Per decidir la lletra es calcula el residu del
nombre mòdul 23 i s’afegeix la lletra que correspon segons la taula 22.1.
22.3 Exemple Calculem la lletra que correspon al nombre 42306541. La divisió per 23 dóna
1839414 de quocient i 19 de residu. La lletra que correspon al 19 és L, de forma que el DNI
complet és 42306541-L.
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i 0 1 2 3 4 5 6 7
10i (mod 23) 1 10 8 11 18 19 6 14
Taula 22.2: Potències de 10 mòdul 23
Una forma còmoda d’obtenir el residu mòdul 23 és tenir calculades totes les potències de 10
mòdul 23, com es veu a la taula 22.2. Així, el residu de
u = u7u6u5u4u3u2u1u0 =
7∑
i=0
ui10
i
mòdul 23, que denotarem per u−1, es pot calcular per
u−1 = 14u7 + 6u6 + 19u5 + 18u4 + 11u2 + 8u2 + 10u1 + u0 (22.2)
amb les operacions a Z23. Les operacions a Z23 seran sobreenteses a la resta de l’apartat.
L’equació (22.2) es pot escriure de forma equivalent
14u7 + 6u6 + 19u5 + 18u4 + 11u2 + 8u2 + 10u1 + u0 − u−1 = 0,
i, en forma matricial,
(u7, u6, u5, u4, u3, u2, u1, u0, u−1) · (14, 6, 19, 18, 11, 8, 10, 1,−1)t = 0.
Un DNI és una paraula de longitud 9
u = (u7, u6, u5, u4, u3, u2, u1, u0, u−1)
sobre l’alfabet Z23 tal que
1) ui ∈ {0, 1, 2, 3, 4, 5, 6, 7, 8, 9} per a 0 ≤ i ≤ 7;
2) u · (14, 6, 19, 18, 11, 8, 10, 1,−1)t = 0.
El conjunt D de les paraules de Z923 que compleixen aquestes dues condicions formen un codi,
que anomenarem el codi del DNI.
Sigui H la matriu amb termes de Z23
H = (a7, a6, a5, a4, a3, a2, a1, a0, a−1) = (14, 6, 19, 18, 11, 8, 10, 1,−1).
La síndrome d’una paraula y ∈ Z923 és l’element s(y) de Z23 deﬁnit per
s(y) = yHt.
El codi D està format, doncs, per les paraules de Z923 que tenen les primeres 8 coordenades
entre 0 i 9, i tenen síndrome 0.
22.4 Proposició Siguin v ∈ D i y ∈ Z923.
(i) Si y difereix de v en exactament una posició, aleshores
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(i.1) la síndrome de y és diferent de zero;
(i.2) si es coneix la posició o el valor de l’error, aquest error es pot corregir.
(ii) Si y difereix de v en la transposició de dos dígits diferents, aleshores la síndrome de y és
diferent de zero.
Demostració Per a −1 ≤ i ≤ 7, posem ei = (0, . . . , 1, . . . , 0) amb l’únic 1 a la posició i
començant per la dreta i numerant la primera posició amb un −1.
(i) Suposem que y difereix de v en la posició i, és a dir, y = v + λei amb λ 6= 0. Tenim
s(y) = (v + λei)H
t = vHt + λeiH
t = λai.
(i.1) Com que λ 6= 0, ai 6= 0 i Z23 és un cos, resulta s(y) 6= 0.
(i.2) Els ai són tots diferents. Per tant, ai determina i és determinat per i. Com que Z23 és un
cos, la igualtat s(y) = λai, juntament amb λ 6= 0 i ai 6= 0, permet determinar λ conegut i o bé
determinar i conegut λ.
(ii) Suposem que y coincideix amb v ∈ D excepte en la transposició dels dígits vj i vk. Cal
suposar j 6= k i vj 6= vk, altrament seria v = y. Aleshores,
yHt =
7∑
i=−1
yiai =
7∑
i=−1
viai + (ak − aj)vj + (aj − ak)vk = (aj − ak)(vk − vj) 6= 0. ✷
22.5 Exemple Comprovem que 52624827-E és un DNI correcte. La paraula que cal comprovar
és y = (5, 2, 6, 2, 4, 8, 2, 7, 22). La síndrome és
s(y) = yHt
= (5, 2, 6, 2, 4, 8, 2, 7, 22)(14, 6, 19, 18, 11, 8, 10, 1,−1)t
= 1 + 12 + 22 + 13 + 21 + 18 + 20 + 7 + 1
= 115
= 0.
Per tant, y és un DNI correcte.
22.6 Exemple Si tenim y = 526✷4827-E, llavors
s(y) = (5, 2, 6, t, 4, 8, 2, 7, 22) · (14, 6, 19, 18, 11, 8, 10, 1,−1)t = 10 + 18t.
Igualant-la a zero, 18t = −10 = 13. L’invers de 18 mòdul 23 és 9. Tenim, doncs, t = 13 · 9 =
117 = 2. Per tant, t = 2.
22.7 Exemple Suposem que sabem que y = 52654827-E té un error de valor 3. Aleshores,
s(y) = yHt = 100 = 8 = 3ai.
L’invers de 3 mòdul 23 és 8. Per tant, ai = 8 · 8 = 64 = 18. Observant la taula, ai = 18
correspon a i = 4. Per tant, l’error de mida 3 és a la posició 4. Corregim la posició 4 en tres
unitats: 5− 3 = 2. El DNI correcte és 52624827-E.
22.8 Remarca La taula 22.2 es pot ampliar ﬁns a i = 22 i s’obtenen tots els ai diferents. Això
comporta que la discussió anterior seria igualment vàlida per a hipotètics DNI de ﬁns a 22 dígits
més la lletra de control.
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Els codis de Hamming
Deﬁnirem ara una mena de codis que permeten no només detectar un error, sinó corregir-lo.
Sigui k ≥ 2 un enter i n = 2k − 1. Considerem una matriu H amb entrades al cos Z2 de k
ﬁles i n columnes tal que les columnes són tots els vectors de Zk2 diferents de zero. L’ordre en
què es posin els vectors columna és irrellevant, però ha de quedar ﬁxat per a tota la discussió.
Per comoditat, per ﬁxar idees, i perquè és el més habitual, escollirem els primers k vectors
columna de manera que formin la matriu identitat, i la resta els posarem en ordre lexicogràﬁc.
De la matriu H se’n diu la matriu de control. El codi de Hamming (binari) de dimensió n− k
i longitud n, que denotarem Hk, és el codi format per les paraules u = (u1, . . . , un) ∈ Zn2 tals
que
uHt = 0.
Així, Hk és el conjunt de solucions del sistema d’equacions lineals homogeni de matriu H , i
forma un subespai vectorial de Zn2 . Com que H té rang k (hi ha k columnes que formen la
matriu identitat d’ordre k), la dimensió de Hk és n− k. Per exemple, per a k = 3 tenim n = 7
i prendrem com a H la matriu
H =

 1 0 0 1 1 0 10 1 0 1 0 1 1
0 0 1 0 1 1 1

 .
El codi de Hamming H3 és el conjunt de solucions del sistema d’equacions lineal homogeni
sobre Z2 format per les tres equacions
x1 + x4 + x5 + x7 = 0, x2 + x4 + x6 + x7 = 0, x3 + x5 + x6 + x7 = 0.
Donant els 24 = 16 valors possibles a (x4, x5, x6, x7) s’obtenen els valors de x1, x2 i x3 mitjançant
les equacions del sistema i es tenen les 16 paraules (x1, x2, x3, x4, x5, x6, x7) del codi H3.
22.9 Remarca Notem que una permutació de les ﬁles de H produeix codis que difereixen només
en una permutació de les coordenades. Les propietats dels codis obtinguts són les mateixes llevat
de la corresponent permutació de les coordenades.
Sigui y = (y1, . . . , yn) ∈ Zn2 . El pes de y és el nombre
|y| = #{i ∈ [n] : yi 6= 0}.
Notem que si x = (x1, . . . , xn) i y = (y1, . . . , yn) són paraules de Zn2 , aleshores xi + yi 6= 0 si, i
només si, xi 6= yi. Per tant, d(x,y) = |x+ y|.
22.10 Proposició δ(Hk) = min {|u| : u ∈ Hk \ {0}} = 3.
Demostració Posem m = min{|u| : u ∈ Hk \ {0}}. Siguin u,v ∈ Hk tals que δ(Hk) = d(u,v).
Com que Hk és un subespai vectorial, tenim que u+ v ∈ Hk. Aleshores,
δ(Hk) = d(u,v) = |u+ v| ≥ m.
Ara sigui u ∈ Hk \ {0} de pes mínim, és a dir, |u| = m. Aleshores,
δ(Hk) ≤ d(u,0) = |u+ 0| = |u| = m.
220 22. Codis detectors i correctors d’errors
Per tant, δ(Hk) = m com indica la primera igualtat.
Siguin H1, . . . , Hn les columnes de H . Si y = (y1, . . . , yn) ∈ Zn2 , tenim l’equivalència
yHt = 0⇔ y1H1 + · · ·+ ynHn = 0.
Així, cada paraula u de Hk es correspon biunívocament a una relació de dependència de |u|
vectors columna de H . Llavors, el pes mínim m de les paraules no nul·les de Hk és el nombre
mínim de columnes de H linealment dependents. Dues columnes diferents Hi i Hj són indepen-
dents perquè Hi+Hj = 0 implica Hi = Hj . Ara hi ha ternes de columnes dependents: prenem
Hi 6= Hj i llavors Hk = Hi +Hj és una columna diferent de les dues anteriors i Hi, Hj , Hk són
dependents. Per tant, el mínim nombre de columnes dependents de H és 3 i m = 3. ✷
Que la distància mínima de Hk sigui 3 signiﬁca que Hk és un codi corrector d’un error. La
proposició següent dóna el mètode de correcció, que és molt simple.
22.11 Proposició Sigui y ∈ Zn2 i s = yHt 6= 0 la seva síndrome. Si st és la i-èsima columna de
la matriu de control H, aleshores la paraula v obtinguda de y canviant la i-èsima coordenada
és l’única paraula de Hk a distància 1 de y.
Demostració Com que les columnes de H són tots els vectors no nuls de Zk2 , segur que s
t és una
de les columnes de H , diguem la i-èsima columna Hi. El vector v = y + ei obtingut canviant
la i-èsima coordenada de y compleix
vHt = (y + ei)H
t = s+Hti = s+ s = 0,
amb la qual cosa veiem que v ∈ Hk.
Si existís una altra paraula u 6= v de Hk a distància 1 de y, atès que la distància mínima de
Hk és 3, tindríem
3 ≤ d(u,v) ≤ d(u,y) + d(y,v) = 1 + 1 = 2,
la qual cosa és contradictòria. ✷
22.12 Exemple Considerem el codi de Hamming H3 amb matriu de control
H =

 1 0 0 1 1 0 10 1 0 1 0 1 1
0 0 1 0 1 1 1

 .
Suposem rebuda la paraula y = (0, 1, 1, 0, 1, 1, 1). Calculem
s = yHt = (0, 1, 0).
(0, 1, 0)t és la segona columna de H . Per tant, modiﬁcant la segona coordenada de y obtenim
v = (0, 0, 1, 0, 1, 1, 1), que és una paraula del codi.
Un codi decimal corrector de dos errors
Veurem ara un exemple de codi decimal una mica més potent que permet corregir dos errors.
Aquest exemple està tret del llibre de R. Hill [45], que és una excel·lent introducció a la teoria
de codis.
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Sigui C el codi format per les paraules (u1, . . . , u10) de Z1011 tals que
10∑
k=1
uk =
10∑
k=1
kuk =
10∑
k=1
k2uk =
10∑
k=1
k3uk = 0.
Naturalment, cal entendre els elements, les operacions i les igualtats a Z11, cosa que sobreen-
tendrem en el que resta d’apartat.
Deﬁnim la matriu H següent amb termes a Z11:
H =


1 1 1 1 1 1 1 1 1 1
1 2 3 4 5 6 7 8 9 10
1 22 32 42 52 62 72 82 92 102
1 23 33 43 53 63 73 83 93 103


=


1 1 1 1 1 1 1 1 1 1
1 2 3 4 5 6 7 8 9 10
1 4 9 5 3 3 5 9 4 1
1 8 5 9 4 7 2 6 3 10

 .
La síndrome d’una paraula y = (y1, . . . , y10) ∈ Z 1011 és el vector s(y) de Z411 deﬁnit per
s(y) = (s1, s2, s3, s4) = yH
t.
Així, les paraules u de C són les paraules de Z 1011 que compleixen s(u) = 0. El codi C és, doncs,
el conjunt de solucions del sistema d’equacions lineal homogeni de matriu H . Es tracta, per
tant, d’un Z11-espai vectorial.
Ens caldrà la propietat següent de la matriu H .
22.13 Lema Quatre columnes qualssevol de H són linealment independents.
Demostració Quatre columnes a, b, c i d diferents de H formen una matriu del tipus Vander-
monde que té determinant∣∣∣∣∣∣∣∣
1 1 1 1
a b c d
a2 b2 c2 d2
a3 b3 c3 d3
∣∣∣∣∣∣∣∣
= (b − a)(c− a)(d− a)(c− b)(d− b)(d− c) 6= 0,
i les quatre columnes són linealment independents. ✷
Com a conseqüència, el rang de la matriu H és 4 i dim C = 10− 4 = 6. El codi C té, doncs, 116
paraules.
Ara veurem que la distància mínima de C és 5 i que, per tant, C pot corregir dos errors.
L’argument és similar al de la proposició 22.10.
El pes d’una paraula y = (y1, . . . , y10) ∈ Z1011 és el nombre
|y| = #{i ∈ [10] : yi 6= 0}.
Notem que si x,y ∈ Z1110, aleshores d(x,y) = |x− y|.
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22.14 Proposició δ(C) = min{|u| : u ∈ C \ {0}} = 5.
Demostració Posem m = min{|u| : u ∈ C \ {0}}. Siguin u,v ∈ C tals que δ(C) = d(u,v). Com
que C és un subespai vectorial, tenim que u− v ∈ C. Aleshores,
δ(C) = d(u,v) = |u− v| ≥ m.
Ara sigui u ∈ C \ {0} de pes mínim, és a dir, |u| = m. Aleshores,
δ(C) ≤ d(u,0) = |u− 0| = |u| = m.
Per tant, δ(Hk) = m com indica la primera igualtat.
Siguin H1, . . . , H10 les columnes de H . Si y = (y1, . . . , y10) ∈ Z1011, tenim l’equivalència
yHt = 0⇔ y1H1 + · · ·+ y10H10 = 0.
Així, cada paraula u de C es correspon biunívocament a una relació de dependència de |u|
vectors columna de H . Llavors, el pes mínim m de les paraules no nul·les de C és el nombre
mínim de columnes de H linealment dependents. Ja hem vist que quatre columnes qualssevol
de H són independents. Però cinc columnes qualssevol són dependents perquè H té quatre ﬁles.
Per tant, el mínim nombre de columnes dependents de H és 5 i m = 5. ✷
Resulta, doncs, que C és un codi de distància mínima 5 i, per tant, corregeix dos errors. La
proposició següent caracteritza les paraules que estan a distància 1 i 2 de C en termes de la seva
síndrome, i indica com trobar la paraula de C més propera. El mètode passa per resoldre una
equació quadràtica a Z11.
22.15 Proposició Sigui y ∈ Z 1011 , s(y) = (s1, s2, s3, s4) la síndrome de y, i
P = s22 − s1s3, Q = s1s4 − s2s3, R = s23 − s2s4, ∆ = Q2 − 4PR.
Es compleix:
(i) d(y, C) = 2 si, i només si, PR∆ 6= 0 i ∆ és un quadrat a Z11. En aquest cas, siguin i, j
les solucions de l’equació Px2+Qx+R = 0, a = (s1j−s2)/(j− i) i b = s1−a. Aleshores
v = y − aei − bej és l’única paraula de C a distància 2 de y.
(ii) d(y, C) = 1 si, i només si, P = Q = R = 0 i s1s2 6= 0. En aquest cas, siguin a = s1 i
i = s2/s1. Aleshores v = y − aei és l’única paraula de C a distància 1 de y.
Demostració (i) Suposem que d(y, C) = 2, és a dir, que y = v + aei + bej per a certs v ∈ C,
i, j ∈ [10], i 6= j i ab 6= 0. Tenim
(s1, s2, s3, s4) = yH
T = (v + aei + bej)H
t = (a+ b, ai+ bj, ai2 + bj2, ai3 + bj3).
Cal resoldre el sistema de les quatre equacions següents en les quatre incògnites i, j, a, b:
a+ b = s1, (22.3)
ai+ bj = s2, (22.4)
ai2 + bj2 = s3, (22.5)
ai3 + bj3 = s4. (22.6)
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Multiplicant cadascuna de les tres primeres equacions per i i restant-li la següent obtenim:
b(i− j) = is1 − s2, (22.7)
bj(i− j) = is2 − s3, (22.8)
bj2(i − j) = is3 − s4. (22.9)
El producte de (22.7) i (22.9) és
b2j2(i− j)2 = (is1 − s2)(is3 − s4)
i, elevant al quadrat (22.8), obtenim
b2j2(i − j)2 = (is2 − s3)2.
Igualant els segons termes de les dues últimes equacions, resulta
(is2 − s3)2 = (is1 − s2)(is3 − s4),
que és una equació quadràtica en la incògnita i. Desenvolupant,
(s22 − s1s3)i2 + (s1s4 − s2s3)i + (s23 − s2s4) = Pi2 +Qi+R = 0.
Un argument similar, canviant els papers de i i de j, prova que j també compleix Pj2+Qj+R =
0. Per tant, les posicions i, j cercades són les solucions de l’equació
Px2 +Qx+R = 0 (22.10)
a Z11. Com que l’equació (22.10) té dues solucions diferents, resulta que P 6= 0, ∆ 6= 0 i que ∆
és un quadrat de Z11. Com que les posicions no poden ser 0, ha de ser R 6= 0. En deﬁnitiva, es
compleix que PR∆ 6= 0 i que ∆ és un quadrat.
Les equacions (22.3) i (22.4) permeten calcular
a =
s1j − s2
j − i , b = s1 − a.
Atès que els valors de i, j, a, b queden unívocament determinats per s(y), la paraula v = y −
aei − bej és l’única de C a distància 2 de y.
Recíprocament, suposem que PR∆ 6= 0 i que ∆ és un quadrat a Z11. La condició P 6= 0
implica s(y) 6= 0, per tant, y /∈ C. Si d(y, C) = 1, aleshores y és de la forma y = v + aei per a
certa v ∈ C. Aleshores, s(y) = (a, ai, ai2, ai3) i resulta P = 0, que és contradictori. Per tant,
d(y, C) ≥ 2. Comprovem que aquesta distància és exactament 2: cerquem i, j ∈ [10], i 6= j i
a, b ∈ Z11, a, b 6= 0 tals que y − aei − bej sigui del codi, és a dir, tingui síndrome zero. Això
proporciona el sistema d’equacions
(s1, s2, s3, s4) = (a+ b, ai+ bj, ai
2 + bj2, ai3 + bj3) (22.11)
en les incògnites i, j, a, b. L’argument de la part anterior implica que i, j són les solucions de
Px2+Qx+R = 0. Les solucions són diferents i no nul.les perquè PR∆ 6= 0 i ∆ és un quadrat.
Es pot comprovar que aquests valors de i i j, juntament amb a = (s1j− s2)/(i− j) i b = s1−a,
satisfan (22.11). Aleshores v = y − aei − bej és una paraula de C i és a distància 2 de y.
(ii) Suposem que d(y, C) = 1, és a dir, que y = v + aei per a certs v ∈ C, i ∈ [10] i a 6= 0.
Aleshores (s1, s2, s2, s4) = (a, ai, ai2, ai3). La condició P = Q = R = 0 és immediata. A més,
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tenim s1 = a 6= 0 i s2/s1 = i 6= 0. Així que s1s2 6= 0. Notem que a i i queden unívocament
determinats per s1 i s2, així que v = y − aei és l’única paraula de C a distància 1 de y.
Recíprocament, suposem que P = Q = R = 0 i que s1s2 6= 0. Deﬁnim a = s1 i i = s2/s1 i
notem que cap dels dos no és 0. Tenim s2 = ai. La condició P = 0 comporta i = s2/s1 =
s3/s2, o sigui s3 = s2i = ai2 i s3 6= 0. La condició Q = 0 comporta i = s2/s1 = s4/s3,
o sigui s4 = s3i = ai3 i s4 6= 0. Aquests valors compleixen també R = 0. Tenim, doncs,
s(y) = (s1, s2, s3, s4) = (a, ai, ai
2, ai3) 6= 0, la qual cosa implica que y no és de C. Ara, la
paraula v = y − aei té síndrome 0, per tant és de C, i és a distància 1 de y. ✷
Les propietats del codi C es poden aproﬁtar per a un codi decimal com expliquem tot seguit.
Sigui B el conjunt de paraules de C que no tenen 10 a cap posició, és a dir,
B = C ∩ (Z11 \ {10})10.
El codi B és un codi sobre l’alfabet Z11 \ {10}, que podem identiﬁcar amb l’alfabet decimal
habitual. Les operacions, però, es fan a Z11. Tenim δ(B) ≥ δ(C) = 5, la qual cosa implica que
el codi B també corregeix dos errors.
22.16 Proposició Sigui y ∈ (Z11 \ {10})10 i y /∈ C.
(i) Si d(y,B) = 1, aleshores d(y, C) = 1;
(ii) si d(y,B) = 2, aleshores d(y, C) = 2.
Demostració Com que B ⊂ C, certament d(y,B) ≥ d(y, C).
(i) Tenim 1 = d(y,B) ≥ d(y, C) ≥ 1. Per tant, d(y, C) = 1.
(ii) Suposem que d(y,B) = 2 i que d(y, C) = 1. Aleshores per a certes paraules diferents u ∈ B
i v ∈ C es compleix d(y,u) = 2 i d(y,v) = 1. Llavors,
5 = δ(C) ≤ d(u,v) ≤ d(u,y) + d(y,v) = 2 + 1 = 3,
que és contradictori. ✷
Si, amb la notació de la proposició 22.15, d(y,B) = 2, aleshores d(y, C) = 2 i es compleix
PR∆ 6= 0 i que ∆ és un quadrat. En canvi, el recíproc restringit a B ja no es compleix: pot
passar que PR∆ 6= 0 i que ∆ sigui un quadrat, però que l’única paraula de C a distància 2 de
y no sigui de B. Si en calcular v = y − aei − ej resulta alguna coordenada igual a 10, hem de
concloure que d(y,B) ≥ 3.
Anàlogament, si d(y,B) = 1, aleshores d(y, C) = 1, i P = Q = R = 0, s1s2 6= 0. Però, com
abans, pot ocórrer que P = Q = R = 0, s1s2 6= 0, però que l’única paraula v = y − aei de C a
distància 1 de y no sigui de B. També en aquest cas, d(y,B) ≥ 3. En efecte, si fos d(y,B) = 2,
aleshores d(y, C) = 2, que no és el cas.
La discussió anterior justiﬁca l’esquema de decisió explicitat a l’algorisme 22.1.
Per facilitar l’aplicació de l’algorisme, incloem la taula de quadrats no zero a Z11 i la correspo-
nent taula d’arrels quadrades.
x 1 2 3 4 5 6 7 8 9 10
x2 1 4 9 5 3 3 5 9 4 1
x 1 3 4 5 9√
x 1, 10 5, 6 2, 9 4, 7 3, 8
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Algorisme 22.1 Correcció del codi B
Entrada: La matriu H ;
una paraula y = (y1, · · · , y10) de (Z11 \ {10}) 10.
Sortida: La paraula v de B a distància ≤ 2 de y o ∗.
Fer: s(y) = (s1, s2, s3, s4) = yH
t.
Si s(y) = 0, retornar y. Fi.
Fer: P = s22 − s1s3; Q = s1s4 − s2s3; R = s23 − s2s4; ∆ = Q2 − 4PR; v = y.
Si P = Q = R = 0 i s1s2 6= 0, fer:
i = s2/s1; vi = vi − s1.
Si vi = 10, retornar ∗. Fi.
Retornar v. Fi.
Si PR∆ 6= 0 i ∆ és un quadrat de Z11, fer:
d una arrel quadrada de ∆;
i =
−Q+ d
2P
; j =
−Q− d
2P
;
a =
js1 − s2
j − i ; b = s1 − a;
vi = vi − a; vj = vj − b.
Si vi = 10 o vj = 10, retornar ∗. Fi.
Retornar v. Fi.
Retornar ∗. Fi.
22.17 Exemple Suposem que s’ha rebut la paraula y = 1204000910. Calculem
(s1, s2, s3, s4) =(1, 2, 0, 4, 0, 0, 0, 9, 1, 0)H
T = (6, 3, 4, 0),
P =s22 − s1s3 = 9− 24 = −15 = 7,
Q =s1s4 − s2s3 = 0− 12 = −1 = 10,
R =s23 − s2s4 = 16− 0 = 5.
El discriminant de l’equació quadràtica és
∆ = Q2 − 4PR = 102 − 140 = −40 = 4,
i les dues arrels quadrades de 4 són 2 i 9. Així, les posicions dels errors són:
i =
−10 + 2
14
= −8/3 = 3/3 = 1; j = −10 + 9
14
= 10/3 = 10 · 4 = 40 = 7.
Les mides dels errors són
a =
js1 − s2
j − i =
7 · 6− 3
6
= 6/6 = 1, b = s1 − a = 6− 1 = 5.
Cal, doncs, restar 1 a la posició 1 i restar 5 a la posició 7. La paraula corregida és 0204006910.
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22.18 Exemple Suposem que s’ha rebut la paraula y = 8439212345. Calculem
(s1, s2, s3, s4) = (8, 3, 9, 4),
P = 32 − 8 · 9 = 3,
Q = 32− 27 = 5,
R = 81− 12 = 3,
∆ = Q2 − 4PR = 25− 36 = 0.
Per tant, hi ha tres o més errors.
23. Recurrències lineals
Introducció
Una successió x d’elements d’un conjunt A és una aplicació x : N→ A. La imatge d’un natural
n s’anomena el n-èsim terme de la successió i sovint es denota per xn en lloc de x(n). La
successió mateixa es denota per (xn : n ∈ N) o (xn) si no hi ha confusió possible sobre quin és
l’índex. Tot i que el nostre interès se centra en successions de nombres reals, per a la discussió
teòrica és convenient prendre A = C, que és el que sobreentendrem en tot el capítol.
La forma usual de deﬁnir una successió és donar explícitament el terme xn depenent de n, per
exemple xn = 3+5n. Però també és possible deﬁnir una successió donant-ne els primers termes
i una funció que determini xn a partir de n i dels termes anteriors. Per exemple,
x0 = 3; xn+1 = xn + 5, n ≥ 0,
també deﬁneix una successió. Com que xn = 3 + 5n compleix aquestes condicions, tenim
dues deﬁnicions alternatives per a la mateixa successió. Aquesta segona forma de deﬁnir una
successió es diu forma recurrent. La deﬁnició general és la següent.
Donats n nombres complexos b0, . . . , bk−1 i una funció F : N × Ck −→ C, deﬁnim la successió
(xn) per
x0 = b0, x1 = b1, . . . xk−1 = bk−1; (23.1)
xn+k = F (n, xn+k−1, xn+k−2, . . . , xn), per a n ≥ 0. (23.2)
En aquestes condicions es diu que la successió (xn) s’ha deﬁnit recurrentment, les igualtats (23.1)
s’anomenen condicions inicials i (23.2) és una recurrència lineal d’ordre k. El problema és, de-
ﬁnida (xn) mitjançant (23.1) i (23.2), trobar una expressió de xn que involucri només constants
i n.
Si, per a certs nombres complexos a0, . . . , ak−1 i certa funció f(n), la funció F és de la forma
F (n, xn+k−1, xn+k−2, . . . , xn) = ak−1xn+k−1 + ak−2xn+k−2 + · · ·+ a0xn + f(n),
aleshores la recurrència es diu lineal amb coeficients constants.
En els cursos i llibres de combinatòria i matemàtica discreta el més usual és tractar les recur-
rències mitjançant la tècnica de les funcions generadores, que és una tècnica potent i general
(vegeu, per exemple, H. S. Wilf [100]). Tanmateix, el gros dels problemes de nivell elemental
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que es resolen acaben sent recurrències lineals amb coeﬁcients constants. Per a aquest tipus
de recurrències, però, es pot emprar una teoria que involucra una mica d’àlgebra lineal i que
és molt similar a la que s’utilitza per a equacions diferencials lineals amb coeﬁcients constants.
Aquesta tècnica és l’objectiu d’aquest capítol. Si a l’apartat següent esmentem la inducció,
abans que res és per calcular recurrentment un determinant que apareixerà més tard.
El text segueix bàsicament el segon capítol de J. M. Brunat [14], però no podem deixar d’esmen-
tar el llibre clàssic de C. Jordan [50], que s’ocupa a bastament del tema, així com d’equacions
diferencials.
Mètode d’inducció
Possiblement el primer procediment que se’ns acut per resoldre una recurrència és el mètode
d’inducció, que consisteix a calcular explícitament uns quants termes emprant la recurrència i,
a la vista dels valors obtinguts, conjecturar una solució. Després, per inducció, s’intenta provar
que la conjectura és correcta.
23.1 Exemple Considerem la successió deﬁnida per les condicions inicials x0 = 3, x1 = 5 i la
recurrència xn+2 = 3xn+1 − 2xn, n ≥ 0. Tenim
x2 = 15− 6 = 9, x3 = 27− 10 = 17, x4 = 51− 18 = 33, x5 = 99− 34 = 65.
La pauta sembla que és xn = 2n+1 + 1. Comprovem-ho per inducció. Per a n = 0, 1 resulten
les condicions inicials. Si val per a valors inferiors a n > 1,
xn = 3xn−1 − 2xn−2 = 3 · (2n+1 + 1)− 2 · (2n−1 + 1) = 2n+1 + 1,
la qual cosa demostra que xn = 2n+1 + 1 per a tot n.
L’anomenat mètode d’expansió és l’aplicació repetida de la recurrència per conjecturar una
solució; després, per inducció, s’intenta provar que la conjectura és correcta.
23.2 Exemple Considerem la successió x0 = 1; xn+1 = xn+n per a n ≥ 0. L’aplicació repetida
de la recurrència dóna
xn = xn−1 + n
= xn−2 + (n− 1) + n
= xn−3 + (n− 2) + (n− 1) + n
= xn−4 + (n− 3) + (n− 2) + (n− 1) + n,
la qual cosa suggereix la solució
xn = x0 + 1 + 2 + · · ·+ (n− 2) + (n− 1) + n = 1 + n(n+ 1)
2
.
Per a n = 0 obtenim la condició inicial. Si n ≥ 1 i la fórmula val per als valors inferiors a n,
llavors
xn = xn−1 + n = 1 +
(n− 1)2 + (n− 1)
2
+ n = 1 +
n2 + n
2
,
amb la qual cosa tenim que xn = 1+ (n2 + n)/2 per a tot n.
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Sovint, en l’aplicació del mètode d’expansió, la prova inductiva és molt evident i queda so-
breentesa mitjançant uns punts suspensius. Això és el que farem en el càlcul del determinant
següent, que ens serà útil més endavant.
23.3 Proposició∣∣∣∣∣∣∣∣∣∣∣∣
1 1 1 · · · 1 1
2m 2m−1 2m−2 · · · 22 2
3m 3m−1 3m−2 · · · 32 3
· · · · · ·
(m− 1)m (m− 1)m−1 (m− 1)m−2 · · · (m− 1)2 m− 1
mm mm−1 mm−2 · · · m2 m
∣∣∣∣∣∣∣∣∣∣∣∣
= (−1)m(m−1)/22!3! · · ·m!.
Demostració Anomenem qm al determinant de l’enunciat. Per calcular-lo, considerem el de-
terminant fm(x) que s’obté substituint a l’última ﬁla les potències de m per les potències de
x:
fm(x) =
∣∣∣∣∣∣∣∣∣∣∣∣
1 1 1 · · · 1 1
2m 2m−1 2m−2 · · · 22 2
3m 3m−1 3m−2 · · · 32 3
· · · · · ·
(m− 1)m (m− 1)m−1 (m− 1)m−2 · · · (m− 1)2 m− 1
xm xm−1 xm−2 · · · x2 x
∣∣∣∣∣∣∣∣∣∣∣∣
.
Pensant en el desenvolupament d’aquest determinant per l’última ﬁla, veiem que és un polinomi
de grau m i que el coeﬁcient de xm és (−1)m−1qm−1. Per a x = 0, 1, 2, . . . ,m−1 el determinant
té dues ﬁles iguals i, per tant, és zero. Així, el polinomi fm(x) és divisible pel polinomi
x(x− 1)(x− 2) · · · (x− (m− 1)). Obtenim, doncs, que
fm(x) = (−1)m−1qm−1x(x − 1)(x− 2) · · · (x − (m− 1))
i
qm = fm(m) = (−1)m−1qm−1m!.
Això és una recurrència d’ordre 1 amb condició inicial q1 = 1. Aplicant expansió,
qm = (−1)m−1qm−1m!
= (−1)m−1(−1)m−2qm−2(m− 1)!m!
= ...
= (−1)m−1(−1)m−2 · · · (−1)q12!3!4! · · ·m!
= (−1)m(m−1)/22! 3! · · · m!. ✷
Recurrències lineals
Una recurrència lineal amb coeficients constants és una recurrència del tipus
xn+k + ak−1xn+k−1 + ak−2xn+k−2 + · · ·+ a0xn = f(n), n ≥ 0, (23.3)
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on a0, a1, . . . , ak−1 són nombres complexos donats i f una funció. Si f(n) = 0 per a tot n, la
recurrència es diu homogènia.
La solució general de (23.3) és el conjunt de totes les successions x tals que compleixen (23.3).
Cada element de la solució general és una solució particular. En aquest apartat discutirem
com, per a certs tipus de funcions f , es pot trobar la solució general i com es pot determinar
la solució particular que té unes condicions inicials donades.
Denotem per S el conjunt de totes les successions de nombres complexos. Recordem que la suma
i el producte per escalars en aquest conjunt es deﬁneixen per (x+ y)n = xn+ yn i (ax)n = axn.
Amb això, S s’estructura com un C-espai vectorial. La successió amb tots els termes iguals a un
nombre c s’anomena successió constant c i és denotada també per c. Per exemple, la successió
0 és el neutre de la suma.
Sigui End(S) el conjunt dels endomorﬁsmes de S, és a dir, el conjunt d’aplicacions lineals S→ S.
A més de l’estructura vectorial, hi ha la composició d’endomorﬁsmes, que és una operació
deﬁnida a End(S). Estem interessats en un endomorﬁsme concret que deﬁnim a continuació.
Donada una successió x ∈ S, la successió Sx és la deﬁnida per (Sx)n = xn+1.
Intuïtivament, doncs, aplicar S a una successió (xn) consisteix a eliminar el terme x0 i moure
un lloc a l’esquerra tots els altres termes, de forma que el terme n-èsim de la successió Sx
és el terme (n + 1)-èsim de la successió x, és a dir, si x = (x0, x1, x2, . . . , xn, . . .), aleshores
Sx = (x1, x2, . . . , xn, . . .).
L’operador següent és l’aplicació S : S→ S deﬁnida per x 7→ Sx.
23.4 Lema L’operador següent S : S→ S és una aplicació lineal.
Demostració Siguin x, y ∈ S i a ∈ C. Per a tot n ∈ N, tenim
(S(x+ y))n = (x + y)n+1 = xn+1 + yn+1 = (Sx)n + (Sy)n = (Sx+ Sy)n,
(S(ax))n = (ax)n+1 = axn+1 = a(Sx)n = (a(Sx))n.
Per tant, S(x+ y) = S(x+ Sy) i S(ax) = aS(x), com volíem demostrar. ✷
Així, S és un endomorﬁsme de l’espai vectorial S. Per a cada enter j ≥ 0, estan deﬁnides les
composicions Sj i totes són lineals. Recordem el conveni habitual S0 = id. Notem que, per a
tot j ≥ 0, (Sjx)n = xn+j . Per simpliﬁcar la notació, posarem Sjxn en lloc de (Sjx)n = xn+j .
Si en un polinomi P (t) = aktk + ak−1tk−1+ · · ·+ a1t+ a0 ∈ C[t] substituïm la indeterminada t
per S i interpretem les operacions com a operacions a End(S), obtenim un endomorﬁsme que,
de forma natural, denotarem per P (S). Explícitament, P (S) és l’aplicació lineal P (S) : S → S
deﬁnida per
(P (S)x)n =akS
kxn + ak−1S
k−1xn + · · ·+ a1Sxn + a0xn
=akxn+k + ak−1xn+k−1 + · · ·+ a1xn+1 + a0xn.
El polinomi característic de la recurrència lineal amb coeﬁcients constants
xn+k + ak−1xn+k−1 + ak−2xn+k−2 + · · ·+ a0xn = f(n), n ≥ 0, (23.4)
és el polinomi
P (t) = tk + ak−1t
k−1 + · · ·+ a0.
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Notem que la recurrència (23.4) es pot escriure en la forma simple P (S)x = f . La recurrència
P (S)x = 0 s’anomena recurrència homogènia associada a la recurrència (23.4).
El lema 23.4 implica immediatament el següent resultat.
23.5 Corol.lari El conjunt de solucions d’una recurrència homogènia P (S)x = 0 és un subespai
vectorial de S.
Demostració Sigui H el conjunt de solucions de P (S)x = 0. Certament, la successió constant
0 és de H, per la qual cosa H 6= ∅. Si x(1) i x(2) són de H, aleshores compleixen P (S)x(1) =
P (S)x(2) = 0. Com que P (S) és lineal, si a ∈ C, tenim
P (S)(x(1) + x(2)) = P (S)x(1) + P (S)x(2) = 0, P (S)(ax(1)) = aP (S)x(1) = 0. ✷
23.6 Proposició Sigui p una solució particular de la recurrència P (S)x = f i sigui H la solució
general de la recurrència homogènia associada P (S)x = 0. Aleshores la solució general de la
recurrència P (S)x = f és el conjunt de successions p+H = {p+ h : h ∈ H}.
Demostració Si h ∈ H, resulta
P (S)(p+ h) = P (S)p+ P (S)h = f + 0 = f
i, per tant, p+h és una solució de P (S)x = f . Recíprocament, si x és una solució de P (S)x = f ,
aleshores
P (S)(x− p) = P (S)x− P (S)p = f − f = 0
i, per tant, h = x− p ∈ H i x = p+ h ∈ p+H. ✷
23.7 Proposició Siguin P1(t) i P2(t) polinomis primers entre si, i H1 i H2 les solucions generals
de les recurrències P1(S)x = 0 i P2(S)x = 0, respectivament. Aleshores la solució general de la
recurrència P1(S)P2(S)x = 0 és el conjunt H1 +H2 = {h′ + h′′ : h′ ∈ H1, h′′ ∈ H2}.
Demostració Suposem que h′ + h′′ ∈ H1 +H2. Aleshores,
P1(S)P2(S)(h
′ + h′′) = P1(S)P2(S)h
′ + P1(S)P2(S)h
′′ =
= P2(S)P1(S)h
′ + P1(S)P2(S)h
′′
= 0.
Per tant, h′ + h′′ és una solució de P1(S)P2(S)x = 0.
Recíprocament, sigui x una solució de P1(S)P2(S)x = 0. Com que els polinomis són primers
entre si, per la identitat de Bézout existeixen polinomis U(t) i V (t) tals que 1 = U(t)P2(t) +
V (t)P1(t). Aleshores x = U(S)P2(S)x + V (S)P1(S)x. Ara, el primer sumand pertany a H1
perquè P1(S)U(S)P2(S)x = U(S)P1(S)P2(S)x = 0 i el segon, anàlogament, pertany a H2. Per
tant, tota solució és de H1 +H2. ✷
Aquestes dues proposicions ens permeten atacar el problema de trobar les solucions de P (S)x =
f dividint-lo en dues parts.
232 23. Recurrències lineals
(1) Trobar la solució general de l’homogènia associada P (S)x = 0. Segons la proposició 23.7,
si P (t) = (t− c1)m1+1(t− c2)m2+1 · · · (t− cr)mr+1 amb els nombres c1, . . . , cr tots diferents,
aleshores la solució s’obté sumant les solucions de les recurrències (S − ci)mi+1x = 0.
Aquesta part del problema, doncs, queda reduïda a resoldre recurrències del tipus
(S − c)m+1x = 0.
(2) Trobar una solució particular de P (S)x = f . Aquest problema és més o menys difícil,
depenent de la forma de f , però veurem que, per a una àmplia classe de funcions f , això
sempre és possible.
La proposició següent resol el problema a què s’ha reduït (1).
23.8 Proposició La solució general d’una recurrència (S− c)m+1x = 0 és el conjunt de succes-
sions de la forma xn = P (n)cn, on P (n) és un polinomi en n de grau com a molt m.
Demostració Per a cada j ∈ {0, 1, . . . ,m}, considerem la successió x(j) deﬁnida per x(j)n = njcn.
Comprovem que totes aquestes successions x(j) són solució. Només cal veure que (S−c)j+1xj =
0, i això ho provarem per inducció sobre j.
Per a j = 0, tenim
(S − c)x(0)n = x(0)n+1 − cx(0)n = cn+1 − ccn = 0.
Sigui ara j ≥ 1 i suposem que el resultat és vàlid per a valors inferiors a j. Observem que, per
a certes constants di,
(S − c)xjn =(S − c)(njcn) = (n+ 1)jcn+1 − njcn+1
=(c(n+ 1)j − cnj)cn
=
j−1∑
i=0
din
icn
=
j−1∑
i=0
dix
(i)
n .
Aleshores, emprant la hipòtesi d’inducció, obtenim
(S − c)j+1x(j) = (S − c)j(S − c)x(j) = (S − c)j
j−1∑
i=0
dix
(i) =
j−1∑
i=0
di(S − c)jx(i) = 0.
Si P (n) =
∑m
i=0 ain
i és un polinomi en n de grau com a molt m, tenim
P (n)cn = amn
mcn + am−1n
m−1cn + a1nc
n + a0c
n
i, en virtut del corol·lari 23.5, la successió (P (n)cn) és solució de (S − c)m+1x = 0.
Recíprocament, vegem que tota solució x és d’aquesta forma. Donada una solució x, cerquem
un polinomi en n
P (n) = amn
m + am−1n
m−1 + · · ·+ a0
tal que
xn = P (n)c
n = (amn
m + am−1n
m−1 + · · ·+ a1n+ a0)cn
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per a tot n. Donant a n els valors n = 0, . . . ,m, obtenim un sistema de m + 1 d’equacions
lineals en les m+ 1 incògnites am, . . . , a0, el determinant del qual és∣∣∣∣∣∣∣∣∣∣∣∣
0 0 0 · · · 0 1
c c c · · · c c
c22m c22m−1 c22m−2 · · · c22 c2
c33m c33m−1 c33m−2 · · · c33 c3
· · · · · ·
cmmm cmmm−1 cmmm−2 · · · cmm cm
∣∣∣∣∣∣∣∣∣∣∣∣
= c(m+1)m/2
∣∣∣∣∣∣∣∣∣∣
1 1 · · · 1 1
2m−1 2m−2 · · · 2 1
3m−1 3m−2 · · · 3 1
· · · · · ·
mm−1 mm−2 · · · m 1
∣∣∣∣∣∣∣∣∣∣
.
Aquest és el determinant que hem calculat a la proposició 23.3 i és diferent de zero. Per
tant, el sistema és compatible determinat i té solució única. Així, les successions x = (xn)
i y = (P (n)cn) tenen les mateixes condicions inicials i satisfan la mateixa recurrència (S −
c)m+1x = (S − c)m+1y = 0; per tant, són la mateixa successió. ✷
Respecte al problema (2), donarem una tècnica per trobar una solució particular de P (S)x = f
sempre que f sigui una successió solució particular d’alguna recurrència lineal homogènia amb
coeﬁcients constants. Aquest és el cas, per exemple, quan f és de la forma
f(n) =
s∑
i=1
Ai(n)c
n
i ,
onAi(n) són polinomis en n i ci constants. La tècnica es basa en les dues observacions elementals
següents.
23.9 Remarca Suposem que Q(S)f = 0 per a cert polinomi Q(t). Aleshores tota solució de
P (S)x = f és solució de P (S)Q(S)x = 0. En efecte,
P (S)Q(S)x = Q(S)P (S)x = Q(S)f = 0.
23.10 Remarca Si P (S)p = f , P (S)h = 0 i p = h+ p1, aleshores P (S)p1 = P (S)p− P (S)h =
f − 0 = f.
En les condicions anteriors, el mètode per trobar una solució particular de P (S)x = f és el
següent:
(i) trobar el polinomi característic Q(t) d’una recurrència que admeti f com a solució;
(ii) trobar la solució general de la recurrència homogènia P (S)Q(S)x = 0 (per la remarca 23.9,
la successió que cerquem pertany a aquesta solució general);
(iii) de l’expressió de la solució general obtinguda a (ii), suprimir els sumands que formen
solució de P (S)x = 0 (per la remarca 23.10, s’obté així un conjunt de successions entre
les quals hi ha la solució cercada);
(iv) trobar, entre les anteriors, una successió p que sigui solució particular de P (S)x = f .
23.11 Exemple Considerem la successió deﬁnida per les condicions inicials x0 = 1, x1 = 4 i la
recurrència
xn+2 − 6xn+1 + 9xn = 3 · 2n + 7 · 3n.
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El polinomi característic de l’homogènia associada és P (t) = t2 − 6t + 9 = (t − 3)2 i té per
solució general el conjunt de successions de la forma
hn = (A+Bn)3
n (23.5)
amb A i B constants.
Calculem ara una solució particular. Notem que f(n) = 3 ·2n+7 ·3n és solució de la recurrència
de polinomi característic Q(t) = (t− 2)(t− 3). La solució general de la recurrència de polinomi
característic P (t)Q(t) = (t− 2)(t− 3)3 és
gn = C2
n + (D + En+ Fn2)3n
i, suprimint els sumands D3n+En3n, que formen solució de P (S)x = 0 (compareu amb (23.5)),
obtenim les successions de la forma
pn = C2
n + Fn23n,
entre les quals hi ha la solució particular cercada. Imposant la condició P (S)p = f , resulta
C2n+2 + F (n+ 2)23n+2 − 6C2n+1 − 6F (n+ 1)23n+1 + 9C2n + 9Fn2 · 3n = 3 · 2n + 7 · 3n
per a tot n. Per a n = 0 i n = 1 obtenim les equacions C + 18F = 10 i 2C + 54F = 27, que
donen C = 3 i F = 7/18. Així, la solució particular cercada és
pn = 3 · 2n + 7
18
n23n.
La solució general de la recurrència P (S)x = f és, doncs,
xn = pn + hn = 3 · 2n + 7
18
n23n + (A+Bn)3n.
Imposem ara les condicions inicials x0 = 1 i x1 = 4. Obtenim A = −2 i B = 17/18. La
successió cercada és, doncs,
xn = 3 · 2n + 7
18
n23n + (−2 + 17
18
n)3n = 3 · 2n + 3
n
18
(7n2 + 17n− 36).
24. El teorema de l’amistat
Introducció
En l’àmbit de la combinatòria no és rar de trobar teoremes que tenen interpretació en termes
quotidians i que, per això, duen noms col·loquials. Pensem, per exemple, en el principi de les
caselles, en el teorema matrimonial de Hall o en el teorema dels quatre colors. El teorema de
l’amistat és un altre resultat d’aquest tipus, encara que menys conegut que els anteriors. El
seu enunciat informal és el següent.
24.1 Teorema (de l’amistat) Si en una reunió cada dues persones tenen exactament un amic
en comú, aleshores hi ha algú amic de tothom.
Aquí se suposa que l’amistat és una relació irreﬂexiva (és a dir, que ningú no és amic d’ell
mateix) i simètrica.
Si el nombre n de persones de la reunió és 3 (amb menys de 3 la hipòtesi no es compleix),
aleshores cadascú coneix els altres dos i el resultat és trivial. En el que segueix suposarem,
doncs, que es tracta d’una reunió de n ≥ 4 persones. En aquest cas veurem no només que
existeix l’amic universal, sinó que és únic.
El teorema admet diferents demostracions. N. Biggs l’enuncia a [7] i en dóna una demostració
basada en el que anomena feasible arrays i fa una referència a un resultat no publicat de G.
Higman. P. Erdős, A. Rényi i V. T. Sós també se n’ocupen a [32] i el demostren mitjançant
arguments que involucren teoria de grafs i geometries ﬁnites, en particular un resultat de R. Ba-
er [5]. En tots dos casos les demostracions poden ésser qualiﬁcades de no elementals. El nostre
propòsit és oferir-ne una altra que requereixi pocs recursos. De fet, el resultat més avançat que
emprem és que una matriu simètrica és diagonalitzable. El contingut d’aquest capítol segueix
J. M. Brunat [15] amb algunes esmenes i petites modiﬁcacions.
El teorema en termes de grafs
Modelem la reunió del teorema mitjançant un graf G = (V,A) fent correspondre a cada persona
un vèrtex i a cada parella x, y de persones una aresta a = xy si, i només si, x és amic de y.
Denotarem per ∼ la relacio d’adjacència, és a dir, x ∼ y si, i només si, a = xy és una aresta.
El teorema que volem demostrar és, aleshores, el següent.
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24.2 Teorema Sigui G = (V,A) un graf d’ordre n = |V | ≥ 4 tal que, per a cada dos vèrtexs
diferents x i y, existeix un únic vèrtex z = f(x, y) tal que x ∼ z i y ∼ z. Aleshores, existeix un
únic vèrtex u tal que x ∼ u per a tot x ∈ V \ {u}.
Per a les deﬁnicions de teoria de grafs no incloses aquí ens remetem a G. Chartrand i L. Lesni-
ak [18] o a R. Gould [39]. Recordem, però, què és la matriu d’adjacència d’un graf.
Sigui G = (V,E) un graf i V = {x1, . . . , xn}. La matriu d’adjacència A de G és la matriu
quadrada d’ordre n deﬁnida per
(A)ij =
{
1 si xi ∼ xj ;
0 si xi 6∼ xj .
Notem que es tracta d’una matriu simètrica (la relació d’adjacència és simètrica) amb zeros a
la diagonal (la relació és irreﬂexiva) i que el nombre de termes no nuls de la ﬁla i és el grau
de xi. Notem també que la matriu d’adjacència depèn de l’ordre en què considerem els vèrtexs
(hauríem d’haver deﬁnit, doncs, una matriu d’adjacència), però l’ordre el considerarem ﬁxat en
tota la discussió.
Comencem amb dos lemes que emprarem després. El primer és el càlcul d’un determinant.
Sigui t ∈ R i ∆n(t) el determinant de la matriu quadrada d’ordre n que té totes les entrades de
la diagonal principal iguals a t, i la resta d’entrades iguals a 1, és a dir,
∆n(t) =
∣∣∣∣∣∣∣∣
t 1 1 . . . 1
1 t 1 . . . 1
. . .
1 1 1 . . . t
∣∣∣∣∣∣∣∣
.
El lema següent dóna el valor d’aquest determinant.
24.3 Lema ∆n(t) = (t− 1)n−1(t+ n− 1) per a tot nombre real t.
Demostració Restant a cadascuna de les n− 1 primeres columnes la següent i traient el factor
t− 1 a cadascuna d’aquestes mateixes columnes, obtenim
∆n(t) = (t− 1)n−1
∣∣∣∣∣∣∣∣∣∣∣∣
1 0 0 . . . 0 1
−1 1 0 . . . 0 1
0 −1 1 . . . 0 1
. . . . . .
0 0 0 . . . 1 1
0 0 0 . . . −1 t
∣∣∣∣∣∣∣∣∣∣∣∣
.
Sigui Dn(t) aquest segon determinant. Desenvolupant-lo per la primera columna obtenim
Dn(t) = Dn−1(t) +
∣∣∣∣∣∣∣∣∣∣∣∣∣
0 0 0 . . . 0 1
−1 1 0 . . . 0 1
0 −1 1 . . . 0 1
...
...
...
...
...
0 0 0 . . . −1 1
0 0 0 . . . −1 t
∣∣∣∣∣∣∣∣∣∣∣∣∣
.
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Desenvolupant aquest nou determinant per la primera ﬁla, s’obté un determinant triangular
inferior d’ordre n− 2 amb els termes diagonals iguals a −1. Per tant,
Dn(t) = Dn−1(t) + (−1)n−2(−1)n−2 = Dn−1 + 1.
Com que
D3(t) =
∣∣∣∣∣∣
1 0 1
−1 1 1
0 −1 t
∣∣∣∣∣∣ = t+ 2,
tenim
Dn(t) = Dn−1(t) + 1 = Dn−2 + 2 = . . . = D3 + (n− 3) = t+ 2 + n− 3 = t+ n− 1,
i, ﬁnalment,
∆n(t) = (t− 1)n−1Dn(t) = (t− 1)n(t+ n− 1). ✷
24.4 Lema Si d ≥ 3 és un enter, aleshores d/√d− 1 no és un enter.
Demostració Els nombres d i d− 1 són relativament primers. A més, els factors primers de d
i d2 són els mateixos. Per tant, d2 i d − 1 són relativament primers. Com que d − 1 ≥ 2, el
nombre d2/(d−1) no és enter, la qual cosa implica que la seva arrel quadrada d/√d− 1 tampoc
no és un nombre enter. ✷
La demostració
Passem ara pròpiament a la demostració del teorema, l’enunciat del qual repetim.
24.5 Teorema Sigui G = (V,A) un graf d’ordre n = |V | ≥ 4 tal que, per a cada dos vèrtexs
diferents x i y, existeix un únic vèrtex z = f(x, y) tal que x ∼ z i y ∼ z. Aleshores, existeix un
únic vèrtex u tal que x ∼ u per a tot x ∈ V \ {u}.
Demostració Dividirem la prova en vuit parts que demostrarem successivament.
Part 1. El graf G no té quadrats (cicles de longitud 4).
Si x, z1, y, z2 és un quadrat, aleshores z1 i z2 són, tots dos, adjacents a x i a y, en contra de la
unicitat de f(x, y).
Part 2. Cada aresta pertany, exactament, a un triangle.
Una aresta a = xy pertany al triangle x, y, f(x, y). Si, d’altra banda, una aresta a = xy pertany
a dos triangles diferents x, y, z1 i x, y, z2, aleshores x, z1, y, z2 és un quadrat, en contradicció
amb la part 1.
Part 3. Tot vèrtex té grau parell ≥ 2.
Cada vèrtex z és adjacent als vèrtexs f(z, x) amb x ∈ V \ {z}, per tant g(z) ≥ 1. Per a cada
aresta a = zx incident amb z n’hi ha una altra a′ = zx′ de l’únic triangle al qual pertany a
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incident amb z. Així, les arestes incidents amb z es poden agrupar per parelles del mateix
triangle i z té grau parell.
Part 4. Hi ha almenys un vèrtex de grau ≥ 4.
Sigui a = xy una aresta i x, y, z el triangle al qual pertany. Els graus de x, y, z són ≥ 2. Com
que n ≥ 4, existeix un altre vèrtex v diferent dels anteriors. Si f(x, v) = y, aleshores g(y) ≥ 3.
Si f(x, v) = z, aleshores g(z) ≥ 3. Finalment, si f(x, v) /∈ {y, z}, aleshores g(x) ≥ 3. En tot
cas, doncs, algun dels vèrtexs x, y, z té grau ≥ 3. Com que els graus són tots parells, entre els
tres nombres g(x), g(y) i g(z) n’hi ha algun ≥ 4.
Part 5. Cada dos vèrtexs diferents són a distància 1 o 2.
Donats x, y ∈ V diferents, tenim x ∼ f(x, y) ∼ y. Per tant, la distància de x a y és com a
màxim 2.
Part 6. El graf G no és regular.
Suposem que G és regular de grau d. Per la part 4, tenim d ≥ 4.
Sigui v ∈ V . Calcularem el nombre n de vèrtexs en funció de d, classiﬁcant-los per la seva
distància a v. Hi ha 1 vèrtex a distància 0 de v, que és el mateix v; n’hi ha d a distància 1,
que són els d vèrtexs adjacents a v; per a cada vèrtex x adjacent a v n’hi ha d− 2 a distància
2 de v, perquè entre tots els adjacents a x cal descomptar v i el vèrtex f(x, v) que forma
triangle amb x i v. A causa de l’absència de quadrats, això dóna un total de d(d− 2) vèrtexs a
distància 2 de v. Per la part 5, no hi ha vèrtexs més llunyans de v. Així, el total de vèrtexs és
n = 1 + d+ d(d− 2) = d2 − d+ 1.
Sigui A = (aij) la matriu d’adjacència de G. Com que a cada ﬁla hi ha d uns i n − d zeros,
resulta que el vector de n coordenades (1, 1, . . . , 1) és un vector propi de A de valor propi d.
Notem que A és simètrica i, per tant, diagonalitzable. Per a certa matriu M regular i certs
nombres reals λ1, . . . , λn tenim
MAM−1 = diag(λ1, . . . , λn).
També es compleix
MA2M−1 = MAM−1MAM−1
= diag(λ1, . . . , λn)diag(λ1, . . . , λn)
= diag(λ21, . . . , λ
2
n).
Calculem explícitament A2 i els seus valors propis. En els termes diagonals, tenim (A2)ii = d
perquè la ﬁla i i la columna i coincideixen i, en conseqüència, tenen els d uns en les mateixes
posicions. D’altra banda, si i 6= j, i (suposat que V = {x1, . . . , xn}) f(xi, xj) = xk, aleshores∑n
l=1 aiℓaℓj = aikakj = 1. Això prova que A
2 és una matriu amb d als termes diagonals i 1 a
la resta. Obtenim el seu polinomi característic c(A2, X) aplicant el lema 24.3 amb t = d−X i
posant n = d2 − d+ 1:
c(A2, x) = (d− 1−X)n−1(d+ n− 1−X)
= (d− 1−X)n−1(d+ d2 − d+ 1− 1−X)
= (d− 1−X)n−1(d2 −X).
Els valors propis de A2 són, doncs,
λ21 = d
2, λ22 = d− 1, . . . λ2n = d− 1.
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Ja hem vist que d és valor propi de A, per tant λ1 = d. Els altres valors propis de A són
√
d− 1
o −√d− 1, diguem que n’hi hagi p iguals a √d− 1 i q iguals a −√d− 1. La traça de A és
0 = λ1 + λ2 + · · ·+ λn = d+ (p− q)
√
d− 1, d’on obtenim d = (q− p)√d− 1 i que d/√d− 1 és
un enter. Això contradiu el lema 24.4 i demostra que, en efecte, G no és regular.
Així doncs, no tots els vèrtexs tenen el mateix grau. A la part següent veurem que un vèrtex de
grau màxim és adjacent a tots els altres, la qual cosa demostra l’existència del vèrtex singular.
Part 7. Si u és un vèrtex de grau màxim i x és un vèrtex de grau no màxim, aleshores x ∼ u.
Suposem que x no és adjacent a u. Siguin u1 = f(u, x), u2, . . . , ud els vèrtexs adjacents a u i
x1 = f(u, x), x2, . . . , xℓ els adjacents a x. Sabem que d i ℓ són parells i que ℓ < d, així que
ℓ ≤ d− 2. A més, per l’absència de quadrats, {u1, . . . , ud}∩{x1, . . . , xℓ} = {f(u, x)}. El vèrtex
x no és adjacent a cap dels vèrtexs u2, . . . , ud perquè altrament hi hauria algun quadrat. Per
a cada ui, i = 2, . . . , d, f(x, ui) és un xj ∈ {x1, . . . , xℓ}. Com que ℓ ≤ d − 2, existeixen ui, uj
diferents tals que f(x, ui) = f(x, uj) = xk. Aleshores hi ha el quadrat u, ui, xk, uj , la qual cosa
és contradictòria.
Finalment, queda per provar la unicitat.
Part 8. Hi ha exactament un vèrtex de grau màxim.
Primer provem que hi ha almenys dos vèrtexs de grau no màxim. En efecte, si només hi ha un
vèrtex x de grau no màxim i tots els altres u1, u2, . . . , un−1 són de grau màxim, aleshores, segons
la part 7, x ∼ ui, d’on resulta g(x) = n− 1, és a dir, x és de grau màxim, una contradicció.
Siguin, doncs, x1, x2 dos vèrtexs diferents de grau no màxim. Si hi hagués dos vèrtexs de grau
màxim u1, u2, aleshores, per la part 7, tindríem x1 ∼ u1, x1 ∼ u2, x2 ∼ u1, x2 ∼ u2 i tindríem
el quadrat x1, u1, x2, u2, la qual cosa és contradictòria. ✷
En la interpretació col·loquial, la part 6 garanteix que en la peculiar reunió no tothom té el
mateix nombre d’amics, la part 7 que existeix l’amic universal, i la part 8 que és únic.
Si G és un graf d’ordre n ≥ 4 tal que cada dos vèrtexs tenen exactament un amic en comú, com
que existeix exactament un vèrtex u adjacent a tots els altres, i cada aresta pertany exactament
a un triangle, el graf consta d’un cert nombre de triangles que tenen només el vèrtex u en comú.
Un graf d’aquest tipus s’anomena graf molí. A la ﬁgura 24.1 hi ha representat el graf molí
d’ordre 13.
Figura 24.1: El graf molí d’ordre 13.
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25. El teorema de Cauchy-Binet
i el nombre d’arbres generadors
d’un graf
Introducció
L’objectiu d’aquest capítol és provar la fórmula que dóna el nombre d’arbres generadors d’un
graf d’ordre n en termes d’un menor d’ordre n− 1 de la matriu laplaciana del graf.
L’apartat següent és un recull d’alguns resultats d’àlgebra lineal, particularment el teorema de
Cauchy-Binet i algunes propietats de les adjuntes. A l’altre es deﬁneixen les matrius associades
a un graf i es demostren algunes relacions entre elles. Finalment, a l’últim enunciem i demos-
trem el teorema sobre el nombre d’arbres generadors. Referències adequades són N. Biggs [7],
J. Matoušec i J. Nešetřil [64], L. Mirsky [66], i K. Thulasiraman i M. N. S. Swamy [98]. Una
interessant demostració combinatòria del teorema de Cauchy-Binet es pot trobar a M. Aigner
i G. M. Ziegler [1].
Teorema de Cauchy-Binet
Com que només tractarem amb el cos dels reals, l’ometrem a les notacions, i denotarem per
Mat(m,n) el conjunt de matrius de m ﬁles i n columnes amb tots els termes del cos R. També
posarem Mat(n) = Mat(n, n). Denotarem per In (o bé per I si n queda sobreentès pel context)
la matriu identitat de Mat(n). Denotarem per On (o per O si n queda sobreentès) la matriu
amb totes les entrades iguals a 0. La transposada d’una matriu (o vector) A es denota AT . Per
al determinant d’una matriu quadrada A emprarem indistintament les notacions detA i |A|.
Posarem en negreta els vectors de Rn i el escriurem en ﬁles. Si A ∈ Mat(n) i z ∈ Rn, que z
pertanyi al nucli de A signiﬁca que AzT = 0T .
Comencem amb el teorema de Cauchy-Binet.
25.1 Teorema (de Cauchy-Binet) Siguin k ≥ n enters positius, A ∈ Mat(n, k) i B ∈Mat(k, n).
Sigui J = {(j1, . . . , jn) ∈ Zn : 1 ≤ j1 < . . . < jn ≤ k}. Per a cada S ∈ J , siguin AS ∈ Mat(n)
la submatriu de A formada amb les columnes de S, i BS ∈ Mat(n) la submatriu de B formada
amb les files de S. Aleshores
det(AB) =
∑
S∈J
(detAS)(detBS).
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Demostració Siguin M = {1, . . . , k}n i D el conjunt dels (j1, . . . , jn) ∈ M amb totes les
components diferents. A més, com es diu a l’enunciat, J és el conjunt d’elements de D amb les
coordenades ordenades de menor a major. Posem A = (aij) i B = (bij). Si (j1, j2, . . . , jn) ∈M,
posarem A(j1, . . . , jn) a la matriu que té per primera columna la columna j1 de A, per segona
columna, la columna j2 de A, i així successivament. Certament, si hi ha dos indexs iguals,
jr = js, aleshores |A(j1, . . . , jn)| = 0.
Apliquem la deﬁnició del producte de matrius i la multilinealitat del determinant:
det(AB) =
∣∣∣∣∣∣∣∣∣∣∣∣∣
k∑
i=1
a1ibi1 . . .
k∑
i=1
a1ibin
...
...
...
k∑
i=1
anibi1 . . .
k∑
i=1
anibin
∣∣∣∣∣∣∣∣∣∣∣∣∣
=
∑
(j1,...,jn)∈M
|A(j1, . . . , jn)|bj11bj22 · · · bjnn
=
∑
(j1,...,jk)∈D
|A(j1, . . . , jn)|bj11bj22 · · · bjnn.
Fixem S = (j1, . . . , jn) ∈ J . Un sumand que correspon a una permutació (jτ(1), . . . , jτ(n)) ∈ D
és
|A(jτ(1), . . . , jτ(n))|bjτ(1)1 bjτ(2)2 · · · bjτ(n)n .
Si σ és la inversa de τ , tenim ǫ(σ) = ǫ(τ) i el sumand anterior és
|A(j1, . . . , jk)|ǫ(σ)bj1σ(1) · · · bjkσ(k) = (detAS)ǫ(σ)bj1σ(1) · · · bjnσ(n).
La suma de tots els sumands corresponents a les permutacions de S és
(detAS)
∑
σ∈Sk
ǫ(σ)bj1,σ(1) · · · bjkσ(k) = (detAS)(detBS).
Per tant,
det(AB) =
∑
S∈J
(detAS)(detBS). ✷
25.2 Exemple Siguin k = 4 ≥ 3 = n,
A =

 2 1 4 21 −1 0 3
4 0 2 1

 i B =


3 7 −4
2 −2 9
4 0 2
2 7 1

 .
El conjunt J és J = {(1, 2, 3), (1, 2, 4), (1, 3, 4), (2, 3, 4)}. Aleshores,
det(AB) =
∣∣∣∣∣∣
2 1 4
1 −1 0
4 0 2
∣∣∣∣∣∣ ·
∣∣∣∣∣∣
3 7 −4
2 −2 9
4 0 2
∣∣∣∣∣∣+
∣∣∣∣∣∣
2 1 2
1 −1 3
4 0 1
∣∣∣∣∣∣ ·
∣∣∣∣∣∣
3 7 −4
2 −2 9
2 7 1
∣∣∣∣∣∣
+
∣∣∣∣∣∣
2 4 2
1 0 3
4 2 1
∣∣∣∣∣∣ ·
∣∣∣∣∣∣
3 7 −4
4 0 2
2 7 1
∣∣∣∣∣∣+
∣∣∣∣∣∣
1 4 2
−1 0 3
0 2 1
∣∣∣∣∣∣ ·
∣∣∣∣∣∣
2 −2 9
4 0 2
2 7 1
∣∣∣∣∣∣ .
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25.3 Remarca En el cas que les dues matrius A i B siguin quadrades d’ordre n, el teorema de
Cauchy–Binet dóna det(AB) = (detA)(detB).
25.4 Remarca Si en el teorema de Cauchy–Binet prenem com a matriu B la transposada de
A, aleshores tenim
det(AAT ) =
∑
S∈J
(detAS)(detA
T
S ) =
∑
S∈J
(detAS)
2.
25.5 Remarca Siguin x = (x1, . . . , xn) i y = (y1, . . . , yn) dos vectors de Rn. Aplicant el teorema
de Cauchy-Binet a les matrius x i yT , obtenim
det(xyT ) = x1y1 + · · ·+ xnyn,
que és el producte escalar x · y.
Veurem ara la deﬁnició i algunes propietats de les adjuntes.
El cofactor (i, j) d’una matriu A ∈ Mat(n) és el producte de (−1)i+j pel determinant de la
matriu que resulta de A en suprimir-ne la ﬁla i i la columna j. Sigui cij el cofactor (i, j) de A.
L’adjunta de la matriu A és la matriu A∗ = (cij)T = (cji).
Notem que la deﬁnició de determinant d’una matriu quadrada no requereix que les matrius
ho siguin sobre un cos. En la demostració del lema següent emprarem ocasionalment matrius
sobre R[x]. De la deﬁnició de determinant d’una matriu quadrada aplicada a matrius sobre R[x]
s’obtenen, de la mateixa forma que per a matrius sobre un cos, les propietats de multilinealitat
i d’alternança. L’adjunta d’una matriu sobre R[x] es deﬁneix de forma anàloga.
L’aplicació Mat(n)→ Mat(n) deﬁnida per A 7→ A∗ té les propietats següents.
25.6 Lema Per a matrius qualssevol A,B ∈ Mat(n) es compleixen les propietats següents.
(i) AA∗ = A∗A = (detA) I;
(ii) (detA)(detA∗) = (detA)n;
(iii) (AB)∗ = B∗A∗.
Demostració (i) Sigui cjk el cofactor (j, k) de la matriu A. El terme (i, j) de la matriu AA∗ és
(AA∗)ij =
n∑
k=1
aikcjk.
Si i = j, l’expressió anterior és el desenvolupament de detA per la ﬁla i. S’obté, doncs, detA.
Si i 6= j, l’expressió és el desenvolupament per la ﬁla j del determinant de la matriu que s’obté
de A canviant la ﬁla j per una còpia de la ﬁla i; es tracta d’un determinant amb dues ﬁles
iguals i, per tant, és zero. Així, els termes diagonals de AA∗ són detA, i la resta són 0. Per
tant, AA∗ = (detA) I. Anàlogament amb A∗A = (detA) I.
(ii) (detA)(detA∗) = det(AA∗) = det((detA)I) = (detA)n.
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(iii)
(detA)(detB)B∗A∗ = det(AB)I(B∗A∗)
= (AB)∗(AB)(B∗A∗)
= (AB)∗A(BB∗)A∗
= (AB)∗A(detB)A∗
= (detA)(detB)(AB)∗.
(Si detA 6= 0 6= detB, podem simpliﬁcar els dos determinants i obtenim la igualtat desitjada.
Però no podem garantir que els dos determinants siguin diferents de zero, així que cal reﬁnar
l’argument per veure que es poden simpliﬁcar.) Apliquem la igualtat anterior a les matrius
A− xI i B − xI sobre R[x]. Tenim
(det(A−xI))(det(B−xI))(B−xI)∗(A−xI)∗ = (det(A−xI))(det(B−xI))((A−xI)(B−xI))∗ .
El polinomi (det(A − xI))(det(B − xI)) té x2n com a terme de major grau; no és, doncs, el
polinomi 0. Simpliﬁcant-lo,
(B − xI)∗(A− xI)∗ = ((A− xI)(B − xI))∗.
En particular, per a x = 0, tenim B∗A∗ = (AB)∗. ✷
És ben sabut que el rang de A i de AT coincideixen. El resultat següent és menys conegut, però
ens serà d’utilitat.
25.7 Lema Sigui A ∈ Mat(n). Aleshores, rangA = rang (AAT ).
Demostració Per a tot z ∈ Rn, tenim
z ∈ Ker(AAT ) ⇔ AAT zT = 0T
⇒ zAAT zT = 0
⇒ (zA)(zA)T = 0
⇒ ||zA||2 = 0
⇒ ||zA|| = 0
⇒ zA = 0
⇒ AT zT = 0T
⇒ z ∈ KerAT .
Això implica Ker (AAT ) ⊆ KerAT . Com que la inclusió KerAT ⊆ Ker(AAT ) és òbvia, tenim
Ker(AAT ) = KerAT . Aleshores,
rang (AAT ) = n− dimKer(AAT ) = n− dimKerAT = rangAT = rangA. ✷
Matrius associades a un graf
Sigui G = (V,E) un graf ﬁnit d’ordre n = |V | i mida m = |E|. Fixem una ordenació dels
vèrtexs V = {v1 < . . . < vn}, i una ordenació de les arestes, E = {e1 < . . . < em}. Deﬁnirem
quatre matrius associades a G (i a les ordenacions escollides de vèrtexs i arestes).
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Si un vèrtex vi és adjacent a un vèrtex vj , posarem vi ∼ vj . Denotem per g(vi) el grau del
vèrtex vi, és a dir, el nombre de vèrtexs vj tals que vi ∼ vj . La matriu de graus de G és la
matriu ∆ = ∆(G) = diag(g(v1), . . . , g(vn)) ∈ Mat(n).
La matriu d’adjacència de G és la matriu A = A(G) = (aij) ∈ Mat(n) deﬁnida per aij = 1 si
vi ∼ vj , i aij = 0 si vi 6∼ vj .
25.8 Remarca La matriu d’adjacència A és simètrica, i els termes diagonals són tots 0. Notem
que la suma de totes les ﬁles de A és (g(v1), . . . , g(vn)).
Si vi és un vèrtex de l’aresta ej, direm que vi i ej són incidents i ho denotarem vi ∼ ej.
La matriu d’incidència de G és la matriu B = B(G) = (bij) ∈ Mat(n,m) deﬁnida per bij = 1
si vi ∼ ej, i bij = 0 si vi 6∼ ej.
25.9 Remarca Cada columna de la matriu d’incidència té totes les entrades 0 excepte dues,
que són dos 1 corresponents als dos extrems de l’aresta associada a la columna. La ﬁla i té
tants termes iguals a 1 com el grau del vèrtex vi.
Una matriu d’incidència orientada o dirigida de G és una matriu D = D(G) que s’obté canviant
a cada columna de B(G) un 1 per −1.
25.10 Remarca Canviar un 1 per −1 a la matriu d’incidència correspon a orientar l’aresta i
posar −1 a la incidència amb l’origen i 1 a la incidència amb l’extrem. Naturalment, això es
pot fer de moltes maneres, però, com veurem, l’orientació escollida serà irrellevant als efectes
que ens interessen. Notem que cada columna de D té exactament un +1 i un −1 i la resta
d’entrades són 0. Per tant, la suma de totes les ﬁles de D és el vector 0. Com a conseqüència,
si el graf és d’ordre n, tenim rangD ≤ n− 1.
v1
v2
v3
v4
v5
e1
e2
e3
e4 e5
e6
e7
Figura 25.1: El graf de l’exemple 25.11.
25.11 Exemple Considerem el graf G de la ﬁgura 25.1 amb els vèrtexs i arestes ordenats seguint
els subíndexs. La matriu de graus ∆, la matriu d’adjacència A i la matriu d’incidència B són
∆ =


2 0 0 0 0
0 3 0 0 0
0 0 4 0 0
0 0 0 2 0
0 0 0 0 3

 , A =


0 1 1 0 0
1 0 1 0 1
1 1 0 1 1
0 0 1 0 1
0 1 1 1 0

 , B =


1 1 0 0 0 0 0
1 0 1 1 0 0 0
0 1 1 0 1 1 0
0 0 0 0 1 0 1
0 0 0 1 0 1 1

 ,
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i una matriu d’adjacència orientada D és
D =


1 1 0 0 0 0 0
−1 0 1 −1 0 0 0
0 −1 −1 0 −1 −1 0
0 0 0 0 1 0 −1
0 0 0 1 0 1 1

 .
Les quatre matrius anteriors compleixen les relacions següents.
25.12 Proposició Siguin G un graf, ∆ = ∆(G), A = A(G), B = B(G) i D = D(G). Aleshores,
(i) BBT = ∆+A;
(ii) DDT = ∆−A.
Demostració (i) Calculem els termes diagonals de BBT . Com que
bikbik 6= 0⇔ bikbik = 1⇔ bik = 1⇔ vi ∼ ek,
tenim
(BBT )ii =
n∑
k=1
bikbik = g(vi).
Calculem els termes no diagonals. Per a i 6= j, tenim
bikbjk 6= 0⇔ bikbjk = 1⇔ bik = bjk = 1
⇔ vi ∼ ek i vj ∼ ek ⇔ ek = {vi, vj} ⇔ aij = 1.
Per tant,
(BBT )ij =
n∑
k=1
bikbjk = aij .
(ii) La demostració és anàloga. Si D = (dij), tenim
dikdik 6= 0⇔ dik ∈ {+1, −1} ⇔ vi ∼ ek.
Per tant, els termes diagonals de DDT són
(DDT )ii =
n∑
k=1
dikdik = g(vi).
Calculem els termes no diagonals. Per a i 6= j, tenim
dikdjk 6= 0⇔ |dikdjk| = 1⇔ |dik| = |djk| = 1
⇔ vi ∼ ek i vj ∼ ek ⇔ ek = {vi, vj} ⇔ dikdjk = −1 = −aij .
Per tant,
(DDT )ij =
n∑
k=1
dikdjk = −aij . ✷
La matriu laplaciana d’un graf G és la matriu Q = Q(G) = DDT = ∆−A.
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Figura 25.2: Subgraf generador connex H1 i subgraf generador no connex H2.
25.13 Remarca Notem que rangQ = rangDDT = rangD ≤ n− 1.
25.14 Remarca La suma dels termes d’una ﬁla de Q = ∆−A és 0. Per tant, si u = (1, . . . , 1),
tenim QuT = (∆ − A)uT = 0T . Si J és la matriu quadrada amb totes les entrades iguals
a 1, aleshores l’observació anterior implica QJ = O. Com que tant Q = ∆ − A com J són
simètriques, també tenim JQ = JTQT = (QJ)T = OT = O.
25.15 Exemple Per al graf de la ﬁgura 25.1, la matriu laplaciana és
Q = ∆−A =


2 −1 −1 0 0
−1 3 −1 0 −1
−1 −1 4 −1 −1
0 0 −1 2 −1
0 −1 −1 −1 3

 .
El nombre d’arbres generadors d’un graf
Considerem el graf de la ﬁgura 25.1 i els subgrafs generadorsH1 iH2 representats a la ﬁgura 25.2.
Sigui D la matriu d’incidència orientada de l’exemple 25.11, suprimim-ne l’última ﬁla i quedem-
nos amb les columnes que corresponen a les arestes de H1. Obtenim la matriu
DH1 =


1 0 0 0
0 1 −1 0
−1 −1 0 0
0 0 0 −1

 .
Si permutem les ﬁles segona i tercera, és a dir, si reordenem els vèrtexs transposant v2 i v3,
obtenim la matriu
D′H1 =


1 0 0 0
−1 −1 0 0
0 1 −1 0
0 0 0 −1

 .
Aleshores detDH1 = detD
′
H1
= −1. Fem el mateix procés per al subgraf generador H2. Tenim
DH2 =


1 1 0 0
−1 0 1 0
0 −1 −1 0
0 0 0 −1

 .
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La suma de les tres primeres ﬁles és el vector (0, 0, 0, 0). Per tant, detDH2 = 0. El subgraf
generador H1 és un arbre i detDH1 ∈ {−1,+1}; el subgraf generador H2 no és un arbre
i detDH2 = 0. Com veurem a continuació, aquest fet és general i caracteritza els arbres
generadors d’un graf en termes de la matriu d’incidència orientada.
25.16 Teorema Sigui G un graf d’ordre n i H un subgraf generador de mida n − 1. Sigui
DH una matriu obtinguda suprimint una fila arbitrària de D i prenent les n − 1 columnes
corresponents a les arestes de H.
(i) Si H és un arbre generador de G, aleshores detDH ∈ {−1,+1};
(ii) si H no és un arbre generador de G, aleshores detDH = 0.
Demostració (i) Suposem que H és un arbre generador de G, i sigui v′n el vèrtex corresponent
a la ﬁla suprimida de D. Sigui u1 una fulla de H a màxima distància de v′n, i v
′
1 l’únic vèrtex
tal que u1 ∼ v′1. Sigui e′1 l’aresta e′1 = {v′1, u1}. Recurrentment, per a i ∈ {2, . . . , n− 1}, sigui
ui una fulla de Hi = H − {u1, . . . , ui−1}, a màxima distància de v′n, ui ∼ v′i i e′i = {v′i, ui}.
Reordenem les ﬁles i les columnes de DH posant els vèrtexs en l’ordre {u1, . . . , un−1} i les
columnes en l’ordre {e′1, . . . , e′n−1}, i sigui D′H la matriu resultant. La matriu D′H té tots els
termes diagonals que són +1 o −1, i els termes per sobre de la diagonal principal són 0. Per
tant, | detDH | = | detD′H | = 1.
(ii) Suposem que H no és un arbre generador. Per hipòtesi, té mida n − 1, així que H no és
connex. Siguin F1, . . . , Fk les ﬁles de DH corresponents als vèrtexs d’un component connex que
no conté el vèrtex de la ﬁla eliminada. Aleshores, F1 + · · ·+Fk = 0 perquè en cada component
hi ha exactament un +1 i un −1. Per tant, detDH = 0. ✷
25.17 Corol.lari Sigui G un graf d’ordre n.
(i) Si G és connex, aleshores rangQ = n− 1;
(ii) si G no és connex, aleshores rangQ < n− 1.
Demostració Notem que, pel lema 25.7, rangQ = rangDDT = rangD.
(i) Si G és connex, aleshores té un arbre generadorH i detDH 6= 0. Per tant, n−1 = rangDH ≤
rangD ≤ n− 1.
(ii) Tenim les equivalències següents:
G no connex ⇔ G no té arbres generadors
⇔ detDH = 0 per a tot subgraf generador H de mida n− 1
⇔ tots els menors d’ordre n− 1 de D tenen determinant 0
⇔ rangQ = rangD < n− 1. ✷
Denotarem per Jn (o per J si n està sobreentès pel context) la matriu quadrada d’ordre n amb
totes les entrades iguals a 1. Veurem ara que tots els cofactors de la matriu laplaciana d’un
graf són iguals.
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25.18 Teorema Sigui Q la matriu laplaciana d’un graf G. Existeix un nombre real λ tal que
Q∗ = λ · J .
Demostració Primer veurem que si G no és connex, aleshores λ = 0.
G no connex ⇔ rangQ < n− 1
⇔ cada n− 1 columnes de Q són linealment dependents
⇔ tot cofactor de Q és 0
⇔ Q∗ = 0 · J.
Considerem ara el cas que G és connex. Com que el rang de Q és n− 1, tenim dimKerQ = 1.
Ara, com que u = (1, . . . , 1) ∈ KerQ (remarca 25.14), resulta que KerQ = {λu : λ ∈ R}.
Com que Q és d’ordre n i de rang n− 1, tenim detQ = 0. Aleshores,
QQ∗ = (detQ) I = O.
Això implica que cada columna cTi de Q
∗ compleix QcTi = 0
T . Per tant, existeix un nombre
real λi tal que ci = λiu. Com que Q∗ és simètrica, la ﬁla i de Q∗ també és fi = λiu. Per a
cada i < j, l’entrada j de la ﬁla i és λj perquè pertany a la columna j, i λi perquè pertany a
la ﬁla i. Per tant, λi = λj . Per tant, totes les entrades de Q∗ són iguals. ✷
Sigui τ = τ(G) el nombre d’arbres generadors del graf G. El teorema següent prova que el
nombre λ de la proposició anterior és, precisament, τ(G).
25.19 Teorema Sigui Q la matriu laplaciana d’un graf G. Aleshores, Q∗ = τ(G)J .
Demostració Siguin n i m l’ordre i la mida de G. Sigui M la matriu obtinguda eliminant de
D l’última ﬁla. El cofactor (n, n) de DDT = Q és det(MMT ), que segons el teorema anterior
coincideix amb tots els cofactors. Només cal demostrar, doncs, que τ(G) = det(MMT ). Sigui
J = {(i1, . . . , in−1) ∈ Zn−1 : 1 ≤ i1 < i2 < . . . < in−1 ≤ m}. Pel teorema de Cauchy-Binet,
det(MMT ) =
∑
S∈J
(detMS)(detM
T
S ) =
∑
S∈J
(detMS)
2.
Ara, per a cada S ∈ J , si les arestes indexades a S formen un arbre generador, aleshores
| detMS| = 1; altrament, | detMS| = 0. Per tant, la suma anterior conté només sumands 0
i sumands 1, i hi ha tants 1 com arbres generadors té G. Concloem, doncs, det(MMT ) =
τ(G). ✷
25.20 Remarca Segons això, es pot calcular el nombre d’arbres generadors d’un graf com se-
gueix. Es calcula Q = ∆ − A; es suprimeixen una ﬁla i una columna de Q, i es calcula el
determinant de la matriu resultant. El valor absolut d’aquest determinant és el nombre τ
d’arbres generadors de G.
25.21 Exemple La matriu laplaciana del graf de la ﬁgura 25.1 és
Q = ∆−A =


2 −1 −1 0 0
−1 3 −1 0 −1
−1 −1 4 −1 −1
0 0 −1 2 −1
0 −1 −1 −1 3

 .
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Suprimim l’última ﬁla i columna i en calculem el determinant:
∣∣∣∣∣∣∣∣
2 −1 −1 0
−1 3 −1 0
−1 −1 4 −1
0 0 −1 2
∣∣∣∣∣∣∣∣
= 21.
Així que el graf en consideració té 21 arbres generadors.
Com un altre exemple, demostrarem el teorema de Cayley, que dóna el nombre d’arbres gene-
radors d’un graf complet.
25.22 Exemple Considerem un graf complet de n vèrtexs. El cofactor (n, n) de Q = ∆−A és
∣∣∣∣∣∣∣∣∣
n− 1 −1 · · · −1
−1 n− 1 · · · −1
...
...
...
−1 −1 · · · n− 1
∣∣∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣∣∣
(n− 1)− (n− 2) · · · · · · (n− 1)− (n− 2)
−1 n− 1 · · · −1
...
...
...
−1 −1 · · · n− 1
∣∣∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣∣∣
1 1 · · · 1
−1 n− 1 · · · −1
...
...
...
−1 −1 · · · n− 1
∣∣∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣∣∣
1 1 · · · 1
0 n · · · 0
...
...
...
0 0 · · · n
∣∣∣∣∣∣∣∣∣
=nn−2.
Per tant, τ(Kn) = nn−2.
Una aplicació curiosa de l’exemple anterior és el lema següent.
25.23 Lema (nIn − Jn)∗ = nn−2Jn.
Demostració Notem que, per al graf complet Kn d’ordre n, es compleix Q = ∆−A = nI − J
(ambdues matrius tenen n− 1 a la diagonal principal i −1 a la resta de posicions). Aleshores,
prenent adjuntes i aplicant el teorema 25.19, obtenim (nI − J)∗ = Q∗ = nn−2 J . ✷
Una forma alternativa d’expressar τ(G) és la següent.
25.24 Teorema τ(G) =
1
n2
det(J +Q) per a tot graf G.
Demostració Notem que nJ = J2 i que JQ = QJ = O. Aleshores,
(nI − J)(J +Q) = nJ + nQ− J2 − JQ = nQ.
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Prenent adjuntes,
(J +Q)∗(nI − J)∗ = (nQ)∗ = nn−1Q∗ = nn−1τ(G)J.
Tenint en compte el lema anterior, obtenim
(J +Q)∗nn−2 J = nn−1τ(G)J,
o sigui
(J +Q)∗J = nτ(G)J.
Aleshores,
(det(J +Q))J = ((J +Q)(J +Q)∗)J = (J +Q)nτ(G)J
= nτ(G)J2 + nτ(G)QJ
= nτ(G)nJ
= n2τ(G)J,
la qual cosa implica τ(G) = (det(J +Q))/n2. ✷
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26. Equivalències de l’axioma d’elecció
Introducció
Hi ha un bon munt de resultats matemàtics que considerem naturals però que depenen de
forma essencial de l’axioma d’elecció o d’algun dels seus equivalents. Uns quants exemples: dos
cardinals qualssevol són comparables; tot espai vectorial no trivial té una base; tot cos té una
clausura algèbrica; el producte d’espais topològics compactes és compacte; tot ideal d’un anell
commutatiu està contingut en un ideal maximal. El llibre de P. Howard i Jean E. Rubin [47]
és una mena de catàleg de les implicacions de l’axioma a totes les parts de la matemàtica.
L’objectiu d’aquest capítol és demostrar l’equivalència entre unes quantes formulacions diferents
de l’axioma. En altres capítols recorrerem a l’axioma per obtenir resultats signiﬁcatius. Hi ha
aplicacions de l’axioma al capítol 27, dedicat als cardinals, i al capítol 28, que tracta d’espais
vectorials de dimensió inﬁnita. Al capítol 29 s’empra que tot espai vectorial té una base i al
capítol 30 apareix el teorema de Tikhonov.
La demostració de l’equivalència entre l’axioma d’elecció, el principi de Hausdorﬀ, el lema de
Tukey, el lema de Zorn i el teorema de bona ordenació (teorema 26.6) segueix ﬁl per randa el
llibre d’E. Hewitt i K. Stromberg [44]. Altres versions d’algunes equivalències es poden trobar
als llibres d’A. W. Knapp [56], de S. Lang [60] i de B. L. van der Waerden [99]. Una excel·lent
introducció a la teoria axiomàtica de conjunts es pot trobar a l’apèndix del llibre de topologia
general de J. L. Kelley [53]. Prenent com a inici el principi de Hausdorﬀ, Kelley dóna un
esquema de la prova de vuit enunciats, entre els quals l’axioma d’elecció, el lema de Zorn i el
teorema de bona ordenació, així com el teorema de Tikhonov.
L’objectiu de tots aquests llibres, però, no és l’axioma d’elecció sinó les seves aplicacions a
àmbits concrets de la matemàtica com l’àlgebra, l’anàlisi o la topologia. Si es té un interès en
les nombrosíssimes equivalències de l’axioma es poden consultar l’enllaç mantingut per E. Sc-
hechter [89] i els llibres de H. Herrlich [42] i de H. Rubin i J. E. Rubin [85, 86] (aquests últims
en un estil molt imbuït pel formalisme lògic).
L’axioma d’elecció
Recordem els conceptes de partició i de producte cartesià d’una família de conjunts.
Una partició d’un conjunt E 6= ∅ és un conjunt P de subconjunts de E tals que
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1) ∅ 6= P per a tot P ∈ P ;
2) P1 ∩ P2 = ∅ per a cada dos conjunts diferents P1 i P2 de P ;
3) E =
⋃{P : P ∈ P}.
La deﬁnició de producte cartesià d’una família de conjunts pressuposa que ja estan deﬁnits el
producte cartesià de dos conjunts i el concepte d’aplicació. Aleshores, es deﬁneix el producte
cartesià d’una família {Ei : i ∈ I} de conjunts com el conjunt
∏{Ei : i ∈ I} de totes les
aplicacions f : I → ⋃{Ei : i ∈ I} tals que f(i) ∈ Ei per a tot i ∈ I. L’element f(i) es diu
la i-èsima coordenada de f . En el cas d’una família de dos conjunts E1 i E2, una parella
(x1, x2) ∈ E1 × E2 s’identiﬁca amb l’aplicació {1, 2} → E1 ∪ E2 deﬁnida per 1 7→ x1, 2 7→ x2.
26.1 Teorema Els enunciats següents són equivalents:
(e1) Si H és una família no buida de subconjunts no buits d’un conjunt E, aleshores existeix
una aplicació f : H → E tal que f(H) ∈ H per a cada H ∈ H.
(e2) Si P és una partició d’un conjunt E, aleshores existeix un conjunt que conté un i només
un element de cada conjunt de la partició.
(e3) Si {Ei : i ∈ I} és una família de conjunts tots no buits, aleshores∏
{Ei : i ∈ I} 6= ∅.
Demostració (e1)⇒ (e2) Si P és una partició de E, tenim ∅ 6= P ⊆ 2E \ {∅}. Per (e1), existeix
f : P → E tal que f(P ) ∈ P per a tot P ∈ P . Aleshores el conjunt S = {f(P ) : P ∈ P} és un
subconjunt de E que conté exactament un element de cada part de la partició P .
(e2)⇒ (e3) Sigui E = ⋃{Ei : i ∈ I}. Per a cada i ∈ I, el conjunt E′i = {(i, x) ∈ I×E : x ∈ Ei}
no és buit. A més, els conjunts E′i són dos a dos disjunts. Per tant, són els conjunts d’una
partició de la seva reunió. Per (e2), existeix un conjunt f que conté exactament un element
(i, f(i)) de cada conjunt E′i. Aleshores, f : I →
⋃{Ei : i ∈ I} compleix f(i) ∈ Ei per a tot i, és
a dir, f és un element del producte cartesià, el qual, per tant, no és buit.
(e3)⇒ (e1) La família H és una família no buida de conjunts no buits. Per (e3), el seu producte
no és buit. Sigui
f ∈
∏
{H : H ∈ H}.
Aleshores f(H) ∈ H per a tot H ∈ H. ✷
Tot i que segurament és a (e1) al que més s’associa el nom d’axioma d’elecció, nosaltres ano-
menarem axioma d’elecció a qualsevol dels enunciats equivalents (e1), (e2) i (e3). Una funció
com la f de l’enunciat (e1) es diu una funció d’elecció. Zermelo enuncià l’axioma d’elecció el
1904 en el context de donar un sistema axiomàtic per a la teoria de conjunts.
Sobre conjunts ordenats
Sigui (E,≤) un conjunt (parcialment) ordenat.
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Un element m ∈ E és un element maximal de E si x ∈ E i m ≤ x implica x = m. Anàlogament,
m ∈ E és un element minimal si x ∈ E i x ≤ m implica x = m.
Una cadena de E és un subconjunt C ⊆ E tal que, per a tot x, y ∈ C, es compleix x ≤ y o
y ≤ x. Altrament dit, una cadena de E és un subconjunt de E totalment ordenat per la relació
≤.
Sigui A ⊆ E. Un element u ∈ E és una fita superior de A si x ≤ u per a tot x ∈ A.
Anàlogament, u ∈ E és una fita inferior de A si u ≤ x per a tot x ∈ A. Notem que cada u ∈ E
és una ﬁta superior i inferior de ∅ però, naturalment, ∅ no té elements maximals ni minimals.
Si A ⊆ E té una ﬁta superior m que pertany a A, aleshores m es diu el màxim de A (l’article
determinat està justiﬁcat perquè és únic). Anàlogament, si A ⊆ E té una ﬁta inferior m que
pertany a A, aleshores m es diu el mínim de A. Un conjunt ordenat (E,≤) es diu un conjunt
ben ordenat si tot subconjunt no buit A de E té mínim.
Tota la terminologia anterior s’aplica en particular a una família arbitrària de conjunts. En
aquest cas, se sobreentén que la relació d’ordre és la relació ⊆ d’inclusió. Així, per exemple, un
element maximal d’una família de conjunts A és un conjunt M ∈ A tal que no és subconjunt
propi de cap altre conjunt A ∈ A, i una cadena de A és una família C ⊆ A tal que A ⊆ B o
B ⊆ A per a tot A,B ∈ C.
Emprarem aquest resultat elemental sobre conjunts ben ordenats.
26.2 Lema Si E i F són conjunts disjunts ben ordenats, aleshores E ∪ F admet un bon ordre
del qual els ordres de E i de F són induïts.
Demostració Denotem per ≤ les relacions d’ordre de E i de F . En el conjunt E ∪ F deﬁnim
la relació x  y com segueix: Si x, y ∈ E, aleshores x  y si, i només si, x ≤ y; anàlogament, si
x, y ∈ F , aleshores x  y si, i només si, x ≤ y; ﬁnalment, si x ∈ E i y ∈ F , aleshores x  y. És
immediat comprovar que  és una relació d’ordre. Si ∅ 6= S ⊆ E ∪F , i S ∩E 6= ∅, el mínim de
S ∩E a E és el mínim de S; si S ∩E = ∅, aleshores S ⊆ F i el mínim de S és el mínim de S a
F . En tot cas, doncs, S té mínim. Per tant,  és un bon ordre. ✷
El lema anterior s’aplica en particular quan F = {z} és un conjunt que té un únic element que
no pertany a E.
Famílies de caràcter finit
Una família de conjunts F és de caràcter finit si per a tot conjunt A es compleix que A ∈ F si,
i només si, tot subconjunt ﬁnit de A pertany a F .
26.3 Exemple Sigui V un espai vectorial no trivial sobre un cosK. Un conjunt de vectors S ⊆ V
és linealment independent si, per a tot subconjunt ﬁnit {u1, . . . , un} ⊆ S, i tot (λ1, . . . , λn) ∈
Kn, la condició λ1u1 + · · · + λnun = 0 implica (λ1, . . . , λn) = (0, . . . , 0). Sigui I la família de
subconjunts de E linealment independents. De la mateixa deﬁnició es desprèn que I és una
família de caràcter ﬁnit.
26.4 Exemple Sigui E 6= ∅ un conjunt ordenat i sigui C la família de cadenes de E. Si x ∈
E, aleshores {x} ∈ C, per la qual cosa C 6= ∅. Si C ∈ C, és a dir, si C està totalment
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ordenat, aleshores qualsevol subconjunt ﬁnit F de C està totalment ordenat, és a dir, F ∈ C.
Recíprocament, si qualsevol subconjunt ﬁnit de C ⊆ E és una cadena, en particular els conjunts
{a, b} de dos elements de C també són una cadena i, per tant, a ≤ b o b ≤ a. Llavors, C és una
cadena. Així, C és una família de caràcter ﬁnit.
26.5 Lema Sigui F una família de caràcter finit i sigui C una cadena de F . Aleshores ⋃{C :
C ∈ C} ∈ F .
Demostració Posem U =
⋃{C : C ∈ C}. Només cal provar que tot subconjunt ﬁnit F =
{x1, . . . , xn} de U pertany a F . Per a cada xi existeix un Ci tal que xi ∈ Ci ∈ C. Com que
C és una cadena, existeix un Ci0 tal que Ci ⊆ Ci0 per a tot i ∈ {1, . . . , n}. Aleshores F és un
subconjunt ﬁnit de Ci0 ∈ F i per ser F de caràcter ﬁnit es té F ∈ F . ✷
Les equivalències
Els quatre enunciats següents són, com demostrarem, equivalents a l’axioma d’elecció. Els
noms de lema, principi o teorema es mantenen per raons històriques, però qualsevol d’ells es
pot prendre com a axioma, i derivar-ne els altres enunciats com a teoremes.
Lema de Tukey Tota família no buida de caràcter ﬁnit té un element maximal.
Principi de Hausdorﬀ Tot conjunt no buit ordenat conté una cadena maximal.
Lema de Zorn Tot conjunt no buit ordenat en què cada cadena té una ﬁta superior té un
element maximal.
D’un conjunt ordenat en què cada cadena té una ﬁta superior se’n diu un conjunt ordenat
inductiu. Així, el lema de Zorn es pot enunciar en la forma equivalent següent: tot conjunt no
buit ordenat inductiu té un element maximal.
Teorema de bona ordenació Tot conjunt admet un bon ordre.
La demostració que l’axioma d’elecció implica el lema de Tukey és realment complicada. Les
altres són bastant naturals.
26.6 Teorema Són equivalents:
(a) L’axioma d’elecció;
(b) el lema de Tukey;
(c) el principi de Hausdorff;
(d) el lema de Zorn;
(e) el teorema de bona ordenació.
Demostració (a) ⇒ (b) Suposem que es compleix l’axioma d’elecció i que no es compleix el
lema de Tukey i arribarem a una contradicció.
Suposem que existeix una família no buida F de caràcter ﬁnit que no té cap element maximal.
Cada F ∈ F és no maximal i, per tant, existeix E ∈ F tal que F ⊂ E. Així, AF = {E ∈
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F : F ⊂ E} és un subconjunt no buit de F i A = {AF : F ∈ F} és una família no buida de
subconjunts de F . Per l’axioma d’elecció, existeix una funció φ : A → F tal que φ(AF ) ∈ AF
per a tot F ∈ F . Deﬁnim f : F → F per f(F ) = φ(AF ). Tenim, doncs, F ⊂ f(F ) per a
cada F ∈ F . Direm que una subfamília S ⊆ F és f -inductiva si compleix les tres propietats
següents:
1) ∅ ∈ S;
2) A ∈ S implica f(A) ∈ S;
3) Si C és una cadena de S, aleshores ⋃{C : C ∈ C} ∈ S.
La família F és f -inductiva. En efecte, la família F no és buida, així que existeix F ∈ F , i
tenim ∅ ⊆ F . Com que ∅ és ﬁnit i F és de caràcter ﬁnit, resulta ∅ ∈ F , que és la condició 1. Ja
hem vist que si F ∈ F , aleshores F ⊂ f(F ), que és la condició 2. Segons el lema 26.5, F també
compleix la condició 3. Concloem que F és una família f -inductiva.
Sigui
S0 =
⋂
{S : S és f -inductiva}
={A ∈ F : A ∈ S per a tota família f -inductiva S}.
La família S0 és f -inductiva, com es comprova rutinàriament. Així, S0 és la més petita família
f -inductiva, és a dir, tota família f -inductiva continguda a S0 és S0. Això serà emprat en les
etapes següents.
Sigui
H = {A ∈ S0 : B ∈ S0 i B ⊂ A implica f(B) ⊂ A}.
A més, per a cada A ∈ H, sigui
GA = {C ∈ S0 : C ⊆ A o f(A) ⊆ C}.
Per a cada A ∈ H, la família GA és f -inductiva. Com que ∅ ∈ S0 i ∅ ⊆ A, veiem que es
compleix 1. Sigui C ∈ GA. Es compleix una de les tres opcions següents: C ⊂ A, C = A o
f(A) ⊆ C. Si C ⊂ A, aleshores f(C) ⊆ A perquè A ∈ H. Si C = A, aleshores f(A) ⊆ f(C).
Si f(A) ⊆ C, aleshores f(A) ⊆ f(C) perquè C ⊆ f(C). En tots tres casos, f(C) ∈ GA i,
per tant, es compleix 2. Finalment, sigui C una cadena de GA. Si C ⊆ A per a tot C ∈ C,
aleshores
⋃{C : C ∈ C} ⊆ A; si no, existeix C ∈ C tal que f(A) ⊆ C ⊆ ⋃{C : C ∈ C}. Així,⋃{C : C ∈ C} ∈ GA, i també es compleix 3. Podem concloure, doncs, que GA és f -inductiva i
que, per tant, GA = S0.
La família H és f -inductiva. Per tant, H = S0. Com que ∅ no té subconjunts propis, tenim
∅ ∈ H i es compleix 1 (de forma trivial). Siguin A ∈ H i B ∈ S0 tals que B ⊂ f(A). Com que
B ∈ S0 = GA, i la inclusió f(A) ⊂ B no es compleix, ha de ser B ⊆ A. Si B ⊂ A, la deﬁnició
de H implica f(B) ⊆ A ⊆ f(A). Si B = A, clarament f(B) ⊆ f(A). En tots dos casos, tenim
f(B) ⊆ f(A), la qual cosa implica f(A) ∈ H. Hem provat, doncs, la condició 2. Per a la 3,
sigui C una cadena de H, posem C0 =
⋃{C : C ∈ C}, i sigui B ∈ S0 tal que B ⊂ C0. Com que
B ∈ S0 = GA per a tot A ∈ C, una de dues, o B ⊆ A per a algun A ∈ C o f(A) ⊆ B per a tot
A ∈ C. Si es complís la segona possibilitat, tindríem
B ⊂ C0 ⊆
⋃
{f(A) : A ∈ C} ⊆ B,
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cosa que és impossible. Per tant, existeix A ∈ C tal que B ⊆ A. Si la inclusió fos estricta, com
que A ∈ H, tindríem f(B) ⊆ A ⊆ C0. Si B = A, aleshores B ∈ C i C0 ∈ S0 = GB. Això implica
f(B) ⊆ C0 (perquè C0 ⊂ B és impossible). En tot cas, f(B) ⊆ C0 i així veiem que H compleix
3. Concloem que H és f -inductiva i, com a conseqüència, H = S0.
La família S0 és una cadena. En efecte, si A,B ∈ S0, tenim A ∈ S0 = H i B ∈ S0 = GA.
Aleshores, o bé B ⊆ A o bé A ⊆ f(A) ⊆ B. Per tant, A i B són comparables i S0 és una
cadena.
La contradicció ﬁnal s’obté com segueix. Sigui M =
⋃{S : S ∈ S0}. Com que S0 és f -
inductiva i S0 una cadena, tenim M ∈ S0. Per la condició 2, resulta f(M) ∈ S0. Aleshores,
M ⊂ f(M) ⊆M , la qual cosa és contradictòria.
(b) ⇒ (c) Sigui (E,≤) un conjunt no buit parcialment ordenat. Sigui C la família de totes les
cadenes de E. Ja hem vist a l’exemple 26.4 que C és una família de caràcter ﬁnit. Pel lema de
Tukey, té una cadena maximal.
(c) ⇒ (d) Sigui (E,≤) un conjunt ordenat no buit en què cada cadena té una ﬁta superior.
Segons el principi de Hausdorﬀ, hi ha una cadena maximal M ⊆ E. Sigui u una ﬁta superior
de M . Aleshores u és un element maximal de E. En efecte, si no ho fos, existiria x ∈ E amb
u < x. AleshoresM∪{x} és una cadena que contéM estrictament, en contra de la maximalitat
de M .
(d) ⇒ (e) Sigui E un conjunt no buit i sigui B la família de conjunts ben ordenats (B,≤) amb
B ⊆ E. Les parts ﬁnites es poden ben ordenar, de forma que B 6= ∅. En el conjunt B deﬁnim
la relació  per (A1,≤1)  (A2,≤2) si, i només si, A1 ⊆ A2, l’ordre ≤1 és l’induït a A1 per ≤2
i, per a cada x ∈ A1 i y ∈ A2 \A1, es compleix x ≤2 y. És immediat veure que aquesta relació
és d’ordre. Comprovem que tota cadena té una ﬁta superior. Si C = {(Ai,≤i) : i ∈ I} és una
cadena, considerem el conjunt
A =
⋃
{Ai : i ∈ I}
i, en ell, la relació d’ordre≤ següent: x ≤ y si, i només si, per a tot i ∈ I tal que x, y ∈ Ai, es com-
pleix x ≤i y. La relació està ben deﬁnida perquè si x, y ∈ Ai i x, y ∈ Aj i (Ai,≤i)  (Aj ,≤j),
aleshores x ≤i y i x ≤j y són equivalents. Es comprova immediatament que  és una relació
d’ordre que indueix ≤i sobre Ai. Comprovem que ≤ és un bon ordre. Sigui ∅ 6= S ⊆ A. Per a
algun i ∈ I, tenim S∩Ai 6= ∅. Un subconjunt de Ai no buit té mínim a Ai. Sigui s = minS∩Ai.
Per a tot y ∈ S, si y ∈ Ai, aleshores s ≤ y; si y /∈ Ai, aleshores y ∈ Aj \Ai per a algun j ∈ I i
també tenim s ≤ y. Per tant, s és el mínim de S. Concloem, doncs, que (A,≤) és un conjunt
ben ordenat. Òbviament, es tracta d’una ﬁta superior de C. Segons el lema de Zorn, té un
element maximal (M,≤). Si M 6= E, aleshores existeix z ∈ E \M i, pel lema 26.2, el conjunt
M ∪{z} admet un bon ordre, en contra de la maximalitat de (M,≤). Així que M = E i (E,≤)
és un conjunt ben ordenat.
(e)⇒ (a) Sigui H una família no buida de conjunts no buits d’un conjunt E. Segons la hipòtesi,
el conjunt E admet un bon ordre. Aleshores l’aplicació f : H → E deﬁnida prenent com a f(H)
el mínim de H compleix f(H) ∈ H per a tot H ∈ H. ✷
27. Nombres cardinals
Introducció
Intuïtivament, el cardinal d’un conjunt és el nombre d’elements que té, i conjunts equipotents
són els que tenen el mateix cardinal. Si els conjunts són ﬁnits, les deﬁnicions comporten
conseqüències completament naturals. Per a conjunts inﬁnits, però, la teoria és notòriament
més subtil, i és en aquesta en la que posarem l’èmfasi.
L’objectiu d’aquest capítol és establir alguns dels resultats bàsics de la teoria de cardinals, que és
especialment interessant quan els conjunts involucrats són inﬁnits. Demostrarem el teorema de
Schröder-Bernstein, que assegura que si hi ha aplicacions injectives A→ B i B → A, aleshores
A i B són equipotents; el teorema de Cantor, que assegura que un conjunt sempre té un cardinal
menor que el del conjunt de les seves parts; que, donada una aplicació exhaustiva f : A → B,
existeix una aplicació g : B → A tal que g ◦ f és la identitat; i que dos cardinals sempre són
comparables. Excepte els teoremes de Schröder-Bernstein i de Cantor, els resultats esmentats
depenen directament de l’axioma d’elecció. Respecte a la numerabilitat, demostrarem unes
altres aplicacions de l’axioma d’elecció: que tot conjunt inﬁnit té un subconjunt enumerable i
que tot conjunt inﬁnit admet una partició en conjunts enumerables. Hem esmentat l’axioma
d’elecció, però, a més del mateix axioma, emprarem també les formulacions equivalents del lema
de Tukey i del lema de Zorn, que hem tractat al capítol 26.
A l’últim apartat hem inclòs també alguns resultats clàssics sobre numerabilitat, que s’empren
en un o altre capítol d’aquest llibre, i que tampoc no depenen de l’axioma d’elecció.
El llibre de W. Sierpiński [91] és un clàssic sobre el tema amb gran quantitat d’informació i de
problemes (molts resolts!). La prova del teorema de Schröder-Bernstein l’hem treta del llibre
d’anàlisi d’E. Hewitt i K. Stromberg [44]. Bona part d’aquest capítol, però, es pot trobar a
llibres més generalistes, per exemple al de D. Smith, M. Eggen i R. St. Andre [92]. Els dos
articles originals de G. Cantor sobre nombres transﬁnits han estat editats a [17].
Cardinals
Dos conjunts A i B són equipotents, i ho escriurem A ≃ B, si existeix una aplicació bijectiva
A→ B. És immediat que, per a conjunts qualssevol A, B i C es compleixen les tres propietats
següents:
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1) (reﬂexiva) A ≃ A;
2) (simètrica) A ≃ B implica B ≃ A;
3) (transitiva) A ≃ B i B ≃ C implica A ≃ C.
Si existís el conjunt Ω de tots els conjunts, una deﬁnició natural de cardinal d’un conjunt A seria
la seva classe d’equivalència per la relació anterior. Malauradament, l’existència de Ω comporta
paradoxes i contradiccions. Obviant una deﬁnició tècnica basada en l’axiomàtica de conjunts,
ens avenim a la solució habitual: associem a cada conjunt A un nou objecte matemàtic, que
anomenem el cardinal de A i denotem per A, sotmès a una única condició: dos conjunts tenen
el mateix cardinal si, i només si, són equipotents.1
Deﬁnim el cardinal del conjunt buit com a 0, i el considerem ﬁnit. Si n ≥ 1 és un natural, els
conjunts equipotents a [n] = {1, . . . , n} es diuen finits de cardinal n. El cardinal del conjunt de
nombres naturals es denota per ℵ0 (en alguns contextos per ω) i el cardinal dels nombres reals
per c:
N = ℵ0, R = c.
Un conjunt enumerable és un conjunt de cardinal ℵ0, és a dir, un conjunt equipotent al conjunt
dels nombres naturals. Un conjunt numerable és un conjunt ﬁnit o enumerable. D’un conjunt
de cardinal c es diu que té la potència del continu.
27.1 Proposició Si a < b són nombres reals, aleshores (a, b) = c.
Demostració L’aplicació (−π/2, π/2) → R deﬁnida per x 7→ tanx és bijectiva. Per tant,
(−π/2, π/2) = c.
La translació (a, b)→ (0, b−a) deﬁnida per x 7→ x−a és bijectiva, i l’homotècia (0, 1)→ (0, b−a)
deﬁnida per x 7→ (b − a)x també és bijectiva. Per tant, (0, 1) = (a, b). Veiem, doncs, que tots
els intervals oberts tenen el mateix cardinal. Llavors,
(a, b) = (−π/2, π/2) = R = c. ✷
Teorema de Schröder-Bernstein
La deﬁnició següent permet comparar cardinals.
Deﬁnim A ≤ B si existeix una aplicació injectiva A→ B. Notem que la deﬁnició no depèn dels
representants: suposem que A ≃ A′, que B ≃ B′ i que f : A → B és injectiva. Per hipòtesis
existeixen aplicacions bijectives a : A→ A′ i b : B → B′. Aleshores l’aplicació b ◦ f ◦ a−1 : A′ →
B′ és composició d’injectives i, per tant, injectiva. Així, A′ ≤ B′.
1Cantor justificava aquesta notació explicant que la primera ratlla significa ignorar tot ordre en què vinguin
donats els elements de A, i la segona ratlla, ignorar la naturalesa d’aquests elements. Així, el que queda només
és «quants n’hi ha», que és el que vol significar el cardinal del conjunt.
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27.2 Remarca Si B ⊆ A, aleshores l’aplicació j : B → A deﬁnida per j(b) = b per a tot b ∈ B
és injectiva. Per tant, B ≤ A.
27.3 Remarca La remarca anterior s’aplica en particular al conjunt buit. Si A és un conjunt,
el conjunt ∅ = ∅×A és una aplicació injectiva del conjunt buit en A, per la qual cosa 0 = ∅ ≤ A
per a tot conjunt A.
Deﬁnim A < B si A ≤ B i A 6= B; equivalentment, si existeix una aplicació injectiva A → B,
però cap aplicació bijectiva A→ B.
Com que l’aplicació identitat d’un conjunt és injectiva i la composició d’aplicacions injectives
és injectiva, la relació ≤ entre cardinals és reﬂexiva i transitiva:
1) (reﬂexiva) A ≤ A;
2) (transitiva) A ≤ B i B ≤ C implica A ≤ C.
El símbol ≤ emprat per comparar cardinals suggereix que es tracta d’una relació d’ordre, és
a dir, que també es compleix la propietat antisimètrica. En efecte, Cantor demostrà que ≤
és antisimètrica amb l’ajuda de l’axioma d’elecció. Les demostracions de Schröder (1896) i de
Bernstein (1898) eviten l’axioma d’elecció.
Si A és un conjunt, denotarem per 2A el conjunt de les parts de A, és a dir, el conjunt format
per tots els subconjunts de A.
27.4 Teorema (de Schröder-Bernstein) Siguin A i B dos conjunts tals que A ≤ B i B ≤ A.
Aleshores A = B.
Demostració Per hipòtesi existeixen aplicacions injectives
f : A→ B, g : B → A.
Si f és bijectiva o g és bijectiva, hem acabat. Suposem, doncs, f(A) 6= B i g(B) 6= A.
Deﬁnim l’aplicació φ : 2A → 2A per φ(U) = A \ g (B \ f(U)). Aquesta aplicació és creixent:
U ⊆ V ⇒ f(U) ⊆ f(V )
⇒ B \ f(V ) ⊆ B \ f(U)
⇒ g(B \ f(V )) ⊆ g(B \ f(U))
⇒ A \ g(B \ f(U)) ⊆ A \ g(B \ f(V ))
⇒ φ(U) ⊆ φ(V ).
Sigui ara D = {U ⊆ A : U ⊆ φ(U)}. El conjunt D no és buit perquè ∅ ∈ D. Sigui D = ⋃{U :
U ∈ D}. Per a cada U ∈ D, tenim U ⊆ φ(U) i U ⊆ D, així que U ⊆ φ(U) ⊆ φ(D). Això
implica D ⊆ φ(D).
La inclusió D ⊆ φ(D) implica φ(D) ⊆ φ(φ(D)). Per tant, φ(D) ∈ D, la qual cosa implica
φ(D) ⊆ D.
Concloem, doncs, que D = φ(D), és a dir, D = A \ g(B \ f(D)) o, equivalentment, A \ D =
g(B \ f(D)). Llavors, f : D → f(D) és bijectiva i g : B \ f(D)→ A \D és bijectiva. Aleshores
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l’aplicació h : A → B deﬁnida per h(x) = f(x) si x ∈ D i h(x) = g−1(x) si x ∈ A \ D és
bijectiva. ✷
El teorema anterior permet sovint demostrar que dos conjunts són equipotents sense que calgui
explicitar una bijecció entre ells.
27.5 Exemple A la proposició 27.1 hem vist que tots els intervals oberts de R tenen el mateix
cardinal c. Si a, b ∈ R amb a < b, les inclusions (a, b) ⊂ [a, b] ⊂ (a − 1, b + 1) impliquen
c ≤ (a, b) ≤ [a, b] ≤ (a− 1, a+ 1) = c. Pel teorema de Schröder-Bernstein, obtenim c = [a, b].
També, prenent cardinals a les desigualtats (a, b) ⊂ (a,+∞) ⊂ [a,+∞) ⊂ R obtenim c ≤
(a,+∞) ≤ [a,+∞) ≤ c i, per tant, c = (a,+∞) = [a,+∞). Anàlogament, c = (−∞, a) =
(−∞, a]. En resum, tots els intervals reals tenen la potència del continu.
27.6 Exemple Veurem que N× N = ℵ0. En efecte, com que la factorització d’un enter positiu
en producte de primers és única, l’aplicació N×N→ N deﬁnida per (x, y) 7→ 2x3y és injectiva.
D’altra banda, l’aplicació N → N × N deﬁnida per x 7→ (x, 1) també és injectiva. Pel teorema
de Schröder-Bernstein, tenim N× N = N = ℵ0.
27.7 Exemple Veurem que l’interval [0, 1] i el quadrat unitat [0, 1] × [0, 1] tenen el mateix
cardinal c. L’aplicació [0, 1] → [0, 1] × [0, 1] deﬁnida per t 7→ (t, 0) és injectiva. Ara, si
(x, y) ∈ [0, 1] × [0, 1], escrivim x i y mitjançant les seves expansions decimals inﬁnites (ve-
geu el corol·lari 1.4) x = 0.x1x2 . . . i y = 0.y1y2 . . . Deﬁnim t(x, y) = 0.x1y1x2y2 . . . Certament
t(x, y) ∈ [0, 1] i l’aplicació [0, 1] × [0, 1] → [0, 1] deﬁnida per (x, y) 7→ t(x, y) és injectiva. Pel
teorema de Schröder-Bernstein, tenim que [0, 1]× [0, 1] = [0, 1] = c.
27.8 Proposició 2N = c.
Demostració Tot nombre x ∈ (0, 1) admet una expansió binària única (0.a1a2 . . .)2 amb tots
els an ∈ {0, 1} i no tots els an = 1 a partir d’una posició. Fem correspondre a x el subconjunt
f(x) de N deﬁnit per f(x) = {n ∈ N : an = 1}. Per la unicitat de les expansions binàries,
l’aplicació f : (0, 1)→ 2N és injectiva. Per tant, c = (0, 1) ≤ 2N.
Ara deﬁnim g : 2N → (0, 1) per g(A) = 0.a1a2 . . . on an = 2 si n ∈ A i an = 3 si n 6= A. Una
altra vegada, g és injectiva i, per tant, 2N ≤ (0, 1) = c.
El teorema de Schröder-Bernstein implica 2N = c. ✷
Teorema de Cantor
El teorema de Cantor compara els cardinals de A i de 2A.
27.9 Teorema (de Cantor) Per a tot conjunt A, es compleix A < 2A.
Demostració Considerem l’aplicació f : A → 2A deﬁnida per f(x) = {x}. L’aplicació f és,
òbviament, injectiva, per la qual cosa A ≤ 2A. Ara cal demostrar que A 6= 2A, és a dir, que no
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existeix cap aplicació bijectiva g : A → 2A. De fet, demostrarem que no existeix cap aplicació
exhaustiva g : A→ 2A. Per reducció a l’absurd, suposem que existeix una tal g exhaustiva.
Sigui B = {y ∈ A : y /∈ g(y)}. Com que B ⊆ A, tenim B ∈ 2A. Com que g és exhaustiva,
existeix un z ∈ A tal que g(z) = B.
Si z ∈ B, aleshores z /∈ g(z) = B, que és contradictori. Si z /∈ B, aleshores z ∈ g(z) = B, que
també és contradictori. ✷
Així, a partir del cardinal d’un conjunt, podem construir una successió de cardinals, cadascun
estrictament major que l’anterior:
A < 2A < 22A < . . .
27.10 Corol.lari ℵ0 < c.
Demostració A la proposició 27.8 hem vist que el cardinal de 2N és c. Combinant-ho amb el
teorema de Cantor, tenim
ℵ0 = N < 2N = R = c. ✷
En particular, els intervals de R i el mateix R no són enumerables.
27.11 Remarca Els cardinals ℵ0 i c són els dos primers cardinals de la cadena
ℵ0 = N < 2N < 22N < . . . ,
però això no signiﬁca que c sigui el menor dels cardinals majors que ℵ0. Cantor conjecturà que,
en efecte, no hi ha cardinals intermedis entre ℵ0 i c. Aquest enunciat es coneix com a hipòtesi
del continu. Recerques de Gödel als anys 30 i, particularment, de Cohen l’any 1963 han portat
a la conclusió que també la hipòtesi del continu, com l’axioma d’elecció, és indecidible en la
teoria de conjunts de Zermelo-Fraenkel. S’entén com a proposició indecidible aquella que no es
pot demostrar ni que sigui certa ni que sigui falsa.
Inversa per la dreta d’una aplicació exhaustiva
El resultat següent és un exercici fàcil.
27.12 Proposició Una aplicació f : A → B és injectiva si, i només si, existeix una aplicació
g : B → A tal que g ◦ f és la identitat.
Demostració Suposem que f és injectiva. Aleshores, per a cada y ∈ f(A) existeix un únic x ∈ A
tal que y = f(x). Per als elements y = f(x) ∈ f(A), deﬁnim g(y) = x. Si f(A) 6= B, escollim un
x0 ∈ A arbitrari i deﬁnim g(y) = x0 per a tot y ∈ B \ f(A). Aleshores, (g ◦ f)(x) = g(f(x)) = x
per a tot x ∈ A.
Recíprocament, si existeix una tal g i f(x1) = f(x2), aplicant g tenim x1 = x2 i f és injecti-
va. ✷
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Una pregunta natural és si hi ha un resultat anàleg per a aplicacions exhaustives. La resposta
és que sí, però amb l’ús de l’axioma d’elecció. Entre les diferents versions equivalents (vegeu el
capítol 26), aquí emprarem la següent.
Axioma d’elecció Si H és una família no buida de subconjunts no buits d’un conjunt E,
aleshores existeix una aplicació F : H → E tal que F (H) ∈ H per a cada H ∈ H.
La funció F es diu una funció d’elecció de la família H. Sovint es pren com a H el conjunt de
les parts no buides d’un conjunt A, és a dir, H = 2A \ {∅}. En el resultat següent, però, es
pren com a H una partició d’un conjunt B. Recordem que una partició d’un conjunt B és una
família de subconjunts P de B tals que
1) P 6= ∅ per a tot P ∈ P ;
2) P1 ∩ P2 = ∅ per a tot P1, P2 ∈ P amb P1 6= P2;
3) B =
⋃{P : P ∈ P}.
27.13 Proposició Una aplicació g : B → A és exhaustiva si, i només si, existeix f : A→ B tal
que g ◦ f és la identitat.
Demostració Suposem que existeix tal f . Per a tot a ∈ A, tenim a = (g ◦ f)(a) = g(f(a)).
Per tant, f(a) és un original de a per g. L’aplicació g és, doncs, exhaustiva. (En aquesta part,
l’axioma d’elecció no hi fa cap paper).
Recíprocament, suposem que g és exhaustiva. Per a cada a ∈ A, el conjunt g−1(a) = {b ∈ B :
g(b) = a} no és buit perquè g és exhaustiva. Si a1 6= a2, aleshores g−1(a1) i g−1(a2) són disjunts,
i tot b ∈ B pertany a g−1(g(b)). Per tant, el conjunt P = {g−1(a) : a ∈ A} és una partició de
B. Per l’axioma d’elecció, existeix una funció F : P → B tal que F (g−1(a)) ∈ g−1(a) per a tot
a ∈ A. Deﬁnim f : A→ B per f(a) = F (g−1(a)). Llavors (g ◦ f)(a) = g(f(a)) = a. ✷
Per deﬁnició, si existeix una aplicació injectiva A→ B, aleshores A ≤ B. Intuïtivament, sembla
natural que si n’existeix una d’exhaustiva A→ B, aleshores B ≤ A. Això és un corol·lari de la
proposició anterior (la qual depèn, com hem vist, de l’axioma d’elecció).
27.14 Corol.lari Sigui g : B → A una aplicació exhaustiva. Aleshores A ≤ B.
Demostració Per la proposició 27.13, existeix f : A → B tal que g ◦ f és la identitat. Per la
proposició 27.12, f és injectiva. Per tant, A ≤ B. ✷
En el cas que g : B → A sigui exhaustiva i B sigui numerable, es pot demostrar que A ≤ B
sense recórrer a l’axioma d’elecció, com es veu a la proposició 27.23.
Ordre total entre cardinals
És natural preguntar-se si la relació d’ordre entre cardinals és un ordre total, és a dir, si donats
dos conjunts A i B, aleshores A < B o A = B o B < A. Malauradament, en la teoria axiomàtica
de Zermelo-Fraenkel aquest resultat és indecidible: no es pot demostrar ni que sigui cert ni que
sigui fals. Però admetent l’axioma d’elecció o algun dels seus equivalents, aleshores sí que podem
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demostrar que dos cardinals sempre són comparables. La prova que segueix empra un axioma
equivalent al d’elecció, que s’anomena lema de Tukey (vegeu capítol 26), i que enunciem tot
seguit.
Una família de conjunts F és de caràcter finit si per a tot conjunt A es compleix A ∈ F si, i
només si, tot subconjunt ﬁnit de A pertany a F .
Un element maximal d’una família de conjunts F és un conjunt M ∈ F tal que no està es-
trictament inclòs en cap altre conjunt de F ; equivalentment, que F ∈ F i M ⊆ F implica
M = F .
El lema (de fet, axioma) de Tukey és el següent.
Lema de Tukey Tota família de conjunts no buida de caràcter ﬁnit té un element maximal.
27.15 Teorema Si A i B són dos conjunts, aleshores A ≤ B o B ≤ A.
Demostració Si A = ∅ o B = ∅, el resultat és clar (per la remarca 27.3). Suposem, doncs,
A 6= ∅ 6= B. Sigui F la família de tots els subconjunts de A× B que són aplicacions injectives
que tenen per domini un subconjunt de A i per conjunt ﬁnal B, és a dir,
F = {f : U → B : U ⊆ A, f injectiva}.
Notem que si f : U → B i g : V → B són aplicacions de F , aleshores f ⊆ g signiﬁca que U ⊆ V
i que g és una extensió de f a V . Si a ∈ A i b ∈ B, aleshores f = {(a, b)} ∈ F , per la qual cosa
F 6= ∅. Demostrarem que F , ordenada per inclusió, és una família de caràcter ﬁnit.
Primer veurem que si f ∈ F , tot subconjunt ﬁnit g = {(x1, b1), . . . , (xn, bn)} ⊆ f també és de
F . En efecte, g és l’aplicació del conjunt {x1, . . . , xn} en B deﬁnida per g(xi) = f(xi) = bi i és
injectiva perquè f és injectiva. Per tant, g ∈ F .
Recíprocament, veurem que si f ⊆ A × B és tal que tot subconjunt ﬁnit de f pertany a
F , aleshores f ∈ F . Sigui U ⊆ A el conjunt de primeres coordenades de f . Si per a un
x ∈ U existeixen y1, y2 diferents tals que (x, y1), (x, y2) ∈ f , aleshores el subconjunt ﬁnit
g = {(x, y1), (x, y2)} de f no és una aplicació i pertany a F , cosa que és contradictòria. Per
tant, f és una aplicació. Comprovem que és injectiva. Si f(x1) = f(x2) = b, el conjunt
g = {(x1, b), (x2, b)} és un subconjunt ﬁnit de f , per tant, és de F i resulta que g és una
aplicació injectiva. Per tant, x1 = x2. Resulta, doncs, que f és una aplicació injectiva, és a dir,
pertany a F .
Per tant, F és una família de caràcter ﬁnit. Pel lema de Tukey, F té un element maximal
h : U → B. Demostrarem que U = A, o que Imh = B. Si no és així, existeix (x, y) ∈ A×B tal
que x ∈ A \U i y ∈ B \ Imh. Aleshores h ∪ {(x, y)} és una aplicació injectiva de U ∪ {x} en B
que conté estrictament h, en contra de la maximalitat de h.
Si U = A, l’aplicació h : A→ B és injectiva i, per tant, A ≤ B.
Si Imh = B, aleshores l’aplicació h : U → B és bijectiva i tenim B = U ≤ A. ✷
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Particions en conjunts enumerables
L’objectiu d’aquest apartat és demostrar que tot conjunt inﬁnit admet una partició en conjunts
enumerables. Per a conjunts enumerables, el resultat és immediat.
27.16 Lema Tot conjunt enumerable admet una partició en dos conjunts enumerables.
Demostració Siguin P el conjunt de nombres naturals parells i S el conjunt de nombres na-
turals senars. Ambdós són enumerables. Així, {P, S} és una partició de N en dos conjunts
enumerables. Sigui ara A un conjunt enumerable. Aleshores existeix una bijecció f : N → A i
{f(P ), f(S)} és una partició de A en dos conjunts enumerables. ✷
Aplicarem l’axioma d’elecció per al resultat següent.
27.17 Proposició Tot conjunt infinit té un subconjunt enumerable.
Demostració Sigui A un conjunt inﬁnit. Per l’axioma d’elecció, existeix una funció d’elecció
F : 2A \ {∅} → A. Deﬁnim j : N → A per inducció. Primer deﬁnim j(0) = F (A). Sigui n ≥ 1.
Deﬁnits j(0), . . . , j(n− 1), com que el conjunt Jn−1 = {j(0), . . . , j(n− 1)} és ﬁnit i A és inﬁnit,
el conjunt A \ Jn−1 no és buit. Aleshores deﬁnim j(n) = F (A \ Jn−1). Amb això, està deﬁnit
j(n) per a tot natural n ∈ N.
L’aplicació j és injectiva. Si ℓ < k, aleshores j(k) pertany a A \ Jk−1, mentre que j(ℓ) no; per
tant, j(k) 6= j(ℓ).
La imatge j(N) és un subconjunt de A equipotent a N i, per tant, enumerable. ✷
D’acord amb la proposició anterior, si A és inﬁnit, conté un subconjunt D enumerable. Ales-
hores, ℵ0 = D ≤ A. Així, ℵ0 és el mínim dels cardinals dels conjunts inﬁnits.
27.18 Corol.lari Si A és un conjunt infinit, existeix un subconjunt D ⊂ A enumerable tal que
A \D és infinit.
Demostració Com que A és inﬁnit, per la proposició 27.17 existeix un subconjunt B ⊆ A enu-
merable. Pel lema 27.16, el conjunt B admet una partició {D,R} en dos conjunts enumerables.
Llavors, D és enumerable i R ⊆ A \D. Com que R també és enumerable, el conjunt A \D és
inﬁnit. ✷
27.19 Proposició Si A és un conjunt infinit i F és un conjunt finit, aleshores A ∪ F = A.
Demostració La inclusió A ⊆ A ∪ F implica A ≤ A ∪ F . Veurem ara que A ∪ F ≤ A. Si
F ⊆ A, el resultat és trivial. Suposem, doncs, que G = F \ A 6= ∅. Com que A ∪ F = A ∪ G,
serà suﬁcient veure que A ∪G ≤ A.
El conjunt G és ﬁnit, diguem G = {x1, . . . xn}, de cardinal n. Segons la proposició 27.17,
existeix un subconjunt D de A enumerable i, per tant, existeix b : N → D bijectiva. Deﬁnim
f : N → D ∪ G per f(i) = xi si i ≤ n, i f(i) = b(n − i) si n > i. Clarament, f és bijectiva,
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així que D ∪G = ℵ0 = D. Existeix, doncs, una aplicació h : D ∪ G → D bijectiva. Aleshores,
l’aplicació
A ∪G −→ A
x 7→
{
h(x) si x ∈ D ∪G
x si x /∈ D ∪G
és injectiva i, per tant, A ∪G ≤ A. ✷
El resultat principal d’aquest apartat és el teorema 27.20, que demostrarem emprant el lema de
Zorn. La versió genèrica del lema de Zorn es refereix a conjunts ordenats (vegeu el capítol 26),
però per al que ens interessa aquí, és suﬁcient que la relació d’ordre considerada sigui la inclusió.
Sigui F una família de conjunts, que considerem ordenada per inclusió. Una cadena C de F és
una família de conjunts de F totalment ordenada, és a dir, que per a qualssevol C1, C2 ∈ C, es
compleix C1 ⊆ C2 o C2 ⊆ C1. Un conjunt maximal de F és un conjunt M ∈ F tal que, per a
tot F ∈ F , si M ⊆ F , aleshores M = F . Una fita superior d’un conjunt C ⊆ F és un conjunt
F ∈ F tal que C ⊆ F per a tot C ∈ C.
Lema de Zorn. Si F és una família no buida de conjunts tal que cada cadena té una ﬁta
superior, aleshores F té un conjunt maximal.
27.20 Teorema Si A és un conjunt infinit, aleshores A admet una partició en parts enumera-
bles.
Demostració Sigui F la família de totes les particions amb parts enumerables de subconjunts
de A. Ordenem F per inclusió i veiem que el lema de Zorn és aplicable.
Com que A és inﬁnit, té un subconjunt D enumerable, el qual admet una partició {R,S} en
dos conjunts enumerables. Aleshores {R,S} ∈ F 6= ∅.
Sigui C = {Pi : i ∈ I} una cadena de F , i deﬁnim P =
⋃{Pi : i ∈ I}. Comprovem que P ∈ F .
Tot P ∈ P compleix P ∈ Pi per a algun i, per la qual cosa P 6= ∅ i P és enumerable. Si P1 i
P2 són diferents i pertanyen a P , existeixen i, j ∈ I tals que P1 ∈ Pi i P2 ∈ Pj . Com que C és
una cadena, una de les particions, diguem Pj, conté l’altra, Pi. Aleshores P1 i P2 són, ambdós,
de Pj i, per tant, són disjunts. Concloem que P és una partició de
⋃{P : P ∈ P} ⊆ A en
parts enumerables que conté totes les particions de C, és a dir, que P ∈ F és una ﬁta superior
de C. Podem, doncs, aplicar el lema de Zorn a F . Resulta que F conté un element maximal
M. Sigui X la reunió dels elements de M. Si A \X és inﬁnit, aleshores conté un subconjunt
D enumerable i M∪ {D} contradiu la maximalitat de M. Per tant, F = A \X és ﬁnit. Sigui
T ∈M i T ′ = T ∪F . El conjunt T ′ = T ∪F té el mateix cardinal que T , així que és enumerable.
Aleshores (M\ {T }) ∪ T ′ és una partició de A en conjunts enumerables. ✷
Numerabilitat
Un conjunt és numerable si és ﬁnit o enumerable. Primer veurem que tot subconjunt de N és
ﬁnit o enumerable.
27.21 Proposició Tot subconjunt infinit de N és equipotent a N.
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Demostració Sigui S ⊆ N inﬁnit. La condició S ⊆ N implica S ≤ ℵ0. La proposició 27.17
indica que ℵ0 és el menor dels cardinals de conjunts inﬁnits. Com que S és inﬁnit, ℵ0 ≤ S. Les
desigualtats ℵ0 ≤ S ≤ ℵ0 impliquen S = ℵ0. ✷
27.22 Teorema Un conjunt A 6= ∅ és numerable si, i només si, existeix una aplicació injectiva
A→ N.
Demostració
Suposem primer que A és numerable.
Si A és ﬁnit, existeix una aplicació bijectiva f : A→ [n] per a algun n ≥ 1. Canviant el conjunt
imatge de [n] a N, tenim una aplicació injectiva A→ N.
Si A és enumerable, existeix una bijecció A→ N, que ja és injectiva.
Recíprocament, suposem que existeix f : A→ N injectiva. Restringint el segon conjunt a f(A),
tenim una bijecció A→ f(A), així que A i f(A) són equipotents. Si f(A) és ﬁnit, és numerable.
Si f(A) és inﬁnit, per la proposició anterior és equipotent a N i, per tant, també és numerable.
Com que A és equipotent al conjunt numerable f(A), resulta que A és numerable. ✷
La proposició següent recull propietats naturals de la numerabilitat.
27.23 Proposició (i) Si A és numerable i j : B → A és una aplicació injectiva, aleshores B
és numerable;
(ii) si A és numerable i B ⊆ A, aleshores B és numerable;
(iii) si A és numerable i f : A→ B és una aplicació, aleshores f(A) és numerable;
(iv) si A és numerable i R és una relació d’equivalència definida a A, aleshores el conjunt
quocient A/R és numerable;
(v) si A i B són numerables, aleshores A×B és numerable.
Demostració
(i) Per ser A numerable, existeix una aplicació injectiva f : A → N. L’aplicació f ◦ j : B → N
és composició d’injectives i, per tant, injectiva. Així, B és numerable.
(ii) Apliquem l’apartat anterior a j : B → A deﬁnida per j(x) = x.
(iii) En el conjunt A deﬁnim la relació ∼ per x ∼ y si, i només si, f(x) = f(y). Aquesta relació
és d’equivalència i el conjunt quocient A/ ∼ és equipotent a f(A). Només cal veure que A/ ∼ és
numerable. Denotem per x la classe d’equivalència de x, que està formada per tots els elements
de A que tenen la mateixa imatge que x.
Per hipòtesi, existeixen un subconjunt J ⊆ N i una bijecció b : J → A. Deﬁnim l’aplicació
A/ ∼→ N per x 7→ min b−1(x). Aquesta aplicació és injectiva: si x 6= y, les dues classes són
disjuntes. Com que b és bijectiva, b−1(x) ∩ b−1(y) = ∅. Ara, dos conjunts disjunts tenen,
òbviament, diferents mínims. Per tant, les imatges de x i y són diferents. Així, l’aplicació és
injectiva i A/ ∼ és numerable.
(iv) L’aplicació π : A→ A/R que fa correspondre a cada x ∈ A la seva classe d’equivalència és
exhaustiva. Com que A és numerable, per l’apartat anterior π(A) = A/R és numerable.
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(v) Ja hem vist a l’exemple 27.6 que N×N és enumerable. Si A i B són numerables, existeixen
aplicacions injectives f : A→ N i g : B → N. Aleshores l’aplicació h : A ×B → N× N deﬁnida
per h(x, y) = (f(x), g(y)) és injectiva. Com que N× N és numerable, A×B també. ✷
27.24 Remarca La demostració de l’apartat (iii) admet la següent alternativa. L’aplicació
f : A → f(A) és exhaustiva. Per la proposició 27.13, existeix una aplicació h : f(A) → A tal
que f ◦ h és la identitat de f(A). Ara, h és injectiva i, per tant, f(A) ≤ A. Com que A és
numerable, f(A) també.
Aquesta demostració depèn de l’existència de h, la qual és conseqüència de l’axioma d’elecció.
En canvi, la demostració feta a la proposició és independent de l’axioma.
Amb els resultats anteriors és fàcil veure que Z i Q són enumerables.
27.25 Corol.lari Els conjunts Z i Q són enumerables.
Demostració Com que N ⊆ Z, tenim ℵ0 ≤ Z. L’aplicació f : Z → N deﬁnida per z 7→ 2z si
z < 0 i z 7→ 2z + 1 si z ≥ 0 és injectiva. Per tant, Z ≤ ℵ0. Pel teorema de Cantor–Schröder
concloem Z = ℵ0.
Com que Z és numerable, el seu subconjunt Z \ {0} també ho és. Aleshores el producte
Z × (Z \ {0}) és numerable. L’aplicació f : Z × (Z \ {0}) → Q deﬁnida per f(a, b) = a/b és
exhaustiva i Z × (Z \ {0}) és numerable. Per tant, Q = Im f és numerable. Així, Q és un
conjunt numerable i inﬁnit. Per tant, Q és enumerable. ✷
Simètric al teorema 27.22, tenim el següent.
27.26 Teorema Un conjunt A és numerable si, i només si, existeix g : N→ A exhaustiva.
Demostració Si A és numerable, existeix f : A → N injectiva. Per la proposició 27.12 existeix
g : N→ A tal que g ◦ f = idA. Aquesta g és exhaustiva.
Recíprocament, si existeix g : N → A exhaustiva, com que N és numerable, g(N) = A és
numerable. ✷
Una família numerable de conjunts és una família de conjunts {Ai : i ∈ I} tal que el con-
junt d’índexs I és numerable. Probablement el resultat més emprat que fa referència a la
numerabilitat és el següent.
27.27 Teorema La reunió d’una família numerable de conjunts numerables és un conjunt nu-
merable.
Demostració Sigui {Ai : i ∈ I} una família numerable de conjunts numerables.
Si I = ∅, aleshores ⋃{Ai : i ∈ I} = ∅. Només cal considerar, doncs, conjunts d’indexs no buits.
Si I és ﬁnit, existeix una bijecció b : I → [k] on k ≥ 1 és un natural; si I és enumerable, existeix
una bijecció b : I → N. Sigui I ′ = [k] en el primer cas i I ′ = N en el segon. Per a cada n ∈ I ′,
deﬁnim Bn = Ab−1(n). Aleshores,
⋃{Ai : i ∈ I} = ⋃{Bn : n ∈ I ′}. Aquesta observació indica
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que, als efectes de la numerabilitat de la reunió de famílies numerables, podem considerar només
famílies indexades per N o per conjunts de la forma [k] amb k enter k ≥ 1.
Sigui, doncs, {Bi : i ∈ I} una família numerable de conjunts numerables tal que I 6= ∅ i que
el conjunt I és de la forma I = [k] per a cert enter k ≥ 1 o que I = N.
Deﬁnim C1 = B1 i, per a i ∈ I, i ≥ 2, Ci = Bi \ (B1 ∪ · · · ∪Bi−1).
En tots dos casos tenim
⋃{Bi : i ∈ I} = ⋃{Ci : i ∈ I}. Serà suﬁcient demostrar que⋃{Ci : i ∈ I} és numerable. Notem que els conjunts Ci són disjunts dos a dos.
Com que Ci ⊆ Bi i Bi és numerable, resulta que cada Ci és numerable. Si Ci = ∅, deﬁnim
Ji = ∅. Si Ci 6= ∅, existeix una bijecció bi : Ji → Ci, on Ji ⊆ N. El conjunt
P =
⋃
{{i} × Ji : i ∈ I}
és un subconjunt del conjunt numerable N × N, per la qual cosa P és numerable. Deﬁnim
l’aplicació
h : P → ⋃{Ci : i ∈ I}
(i, n) 7→ h(i, n) = bi(n).
Comprovem que h és exhaustiva: donat x ∈ ⋃{Ci : i ∈ I}, existeix un únic i tal que x ∈ Ci.
Sigui n = b−1i (x) ∈ Ii. Llavors h(i, n) = h(i, b−1i (x)) = bi(b−1i (x)) = x.
Com que P és numerable i h és exhaustiva, el conjunt h(P ) =
⋃{Cn : n ∈ I} és numerable. ✷
27.28 Exemple El conjunt Q[x] de polinomis amb coeﬁcients racionals és numerable. En efecte,
el conjunt Q∗ = Q \ {0} és un subconjunt inﬁnit de Q i, per tant, és numerable. Com que el
producte cartesià de numerables és numerable, els conjunts Pn = Q∗ ×Qn són numerables per
a tot natural n ≥ 1. Posem P0 = Q. Fent correspondre a cada polinomi anxn + · · · + a0 de
grau n la seqüència (an, . . . , a0) ∈ Pn, tenim una bijecció entre Q[x] i ∪{Pn : n ≥ 0}, que és
una reunió numerable de conjunts numerables. Per tant, Q[x] és numerable.
27.29 Exemple Un nombre complex α és algèbric si existeix un polinomi no nul f(x) ∈ Q[x]
tal que f(α) = 0. Fem correspondre a cada polinomi no nul f(x) de Q[x] el conjunt a(f) de les
seves arrels complexes. El conjunt a(f) és ﬁnit i, per tant, numerable. Aleshores, el conjunt de
nombres algèbrics és ⋃
{a(f) : f(x) ∈ Q[x]},
que és una reunió numerable de conjunts numerables. Per tant, el conjunt de nombres complexos
algèbrics és numerable.
28. Bases d’espais vectorials
de dimensió infinita
Introducció
Recordem alguns conceptes i resultats sobre espais vectorials de dimensió ﬁnita. Sigui E un
espai vectorial sobre un cos K i n ≥ 1 un enter. Considerem un conjunt de n vectors S =
{e1, . . . , en} de E. D’un vector de la forma λ1e1+ · · ·+λnen amb (λ1, . . . , λn) ∈ Kn es diu que
és una combinació lineal de e1, . . . , en. El conjunt 〈S〉 dels vectors que són combinació lineal
de e1, . . . , en és un subespai vectorial de E. El conjunt S és un conjunt de generadors de E si
〈S〉 = E.
El conjunt de vectors S = {e1, . . . , en} és (linealment) independent si, per a tot (λ1, . . . , λn) ∈
Kn,
λ1e1 + · · ·+ λnen = 0⇒ (λ1, . . . , λn) = (0, . . . , 0).
Aquesta condició és equivalent a la condició que, per a tot (λ1, . . . , λn), (µ1, . . . , µn) ∈ Kn,
λ1e1 + · · ·+ λnen = µ1e1 + · · ·+ µnen ⇒ (λ1, . . . , λn) = (µ1, . . . , µn).
Així, S és independent si, i només si, per a tot vector u = λ1e1+ · · ·+λnen ∈ 〈S〉, els coeﬁcients
λ1, . . . , λn estan unívocament determinats. El conjunt S és dependent si no és independent.
Una base és un conjunt de generadors independent. Si B = {e1, . . . , en} és una base, per a
cada vector u ∈ E existeix (λ1, . . . , λn) ∈ Kn tal que u = λ1e1 + · · · + λnen (perquè B és
un conjunt generador) i els coeﬁcients λ1, . . . , λn són únics (perquè B és independent). Cada
vector u de E, doncs, queda unívocament determinat per la n-pla (λ1, . . . , λn) ∈ Kn tal que
u = λie1 + · · ·+ λnen.
Sigui E un conjunt i F una família de subconjunts de E, que considerem ordenada per inclusió.
Recordem que un conjunt minimal de F és un conjunt M ∈ F tal que F ∈ F i F ⊆ M
impliquen F = M . Anàlogament, un conjunt maximal de F és un conjunt M ∈ F tal que
F ∈ F i M ⊆ F impliquen M = F .
Recordem els resultats més signiﬁcatius respecte a les bases d’espais vectorials que admeten un
conjunt de generadors ﬁnit.
Sigui n ≥ 1 un enter i sigui E unK-espai vectorial no trivial que admet un sistema de generadors
G de cardinal ﬁnit n. Aleshores:
1) Per a tot subconjunt no buit B de E són equivalents:
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a) B és una base;
b) B és un conjunt independent maximal;
c) B és un conjunt generador minimal.
2) Si I és un conjunt independent, existeix un conjunt G′ ⊆ G tal que I ∩G′ = ∅ i I ∪G′ és
una base (teorema de Steinitz).
3) Si I ⊆ G és un conjunt independent, aleshores existeix una base B tal que I ⊆ B ⊆ G.
4) L’espai vectorial E té una base.
5) Totes les bases de E tenen el mateix cardinal.
El cardinal de les bases es diu la dimensió de l’espai vectorial.
L’enunciat 2 implica que tot conjunt independent (el conjunt I de l’enunciat) es pot ampliar
ﬁns a obtenir una base (el conjunt I ∪ G′ de l’enunciat). L’enunciat 3 implica que tot conjunt
generador (el conjunt G de l’enunciat) conté una base (només cal prendre com a conjunt I un
conjunt {x} amb x 6= 0).
L’objectiu d’aquest capítol és generalitzar les deﬁnicions i resultats anteriors a espais vectorials
que no tinguin necessàriament un sistema de generadors ﬁnit. Les demostracions impliquen l’ús
del lema de Zorn o d’algun dels seus equivalents, cosa que no és necessària si hi ha un sistema
de generadors ﬁnit. El llibre d’A. W. Knapp [56] conté pràcticament tot el material d’aquest
capítol. En alguns punts, però, hem preferit adaptar el mètode seguit a P. M. Cohn [20] per a
relacions de dependència abstractes al cas de la dependència lineal.
Els espais vectorials que no tenen un sistema de generadors ﬁnit són abundants. A continuació
n’esmentem tres exemples.
28.1 Exemple Sigui K un cos i considerem el K-espai vectorial K[x] dels polinomis amb coe-
ﬁcients a K. Donat un conjunt de n polinomis S = {f1(x), . . . , fn(x)}, si di = deg fi(x) per a
i ∈ [n], i d = max{d1, . . . , dn}, tota combinació lineal dels n polinomis de S té un grau ≤ d.
Per tant, els polinomis de grau > d no són combinació lineal de f1(x), . . . , fn(x). Conclusió:
K[x] no té cap sistema de generadors ﬁnit.
28.2 Exemple Un argument similar prova que el R-espai vectorial C(R) de les funcions R→ R
contínues no té una base ﬁnita. En efecte, donat un enter n ≥ 1, una combinació lineal de
les n + 1 funcions f1(x) = x, f2(x) = x2, . . . , fn+1(x) = xn, fn+1(x) = xn+1 és una funció
polinòmica de grau n + 1, que només és la funció 0 si tots els coeﬁcients són 0. Per tant,
aquestes n+1 funcions són linealment independents. És contradictori que C(R) tingui una base
de n elements i que hi hagi conjunts independents de n+ 1 vectors.
28.3 Exemple Considerem el cos dels reals R com un Q-espai vectorial. Suposem que el con-
junt {α1, . . . , αn} és una base ﬁnita. Tot nombre real α queda unívocament determinat per
(λ1, . . . , λn) ∈ Qn amb α = λ1α1 + · · · + λnαn. Aleshores R i Qn són equipotents. Com
que Q és numerable, Qn també. Resulta, doncs, que R és numerable, cosa que no és certa
(vegeu 27.10). Per tant, el Q-espai vectorial R no té una base ﬁnita.
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Definicions. Caracterització de les bases.
Començarem per generalitzar els conceptes de conjunt de generadors, de conjunt independent
i de base a conjunts no necessàriament ﬁnits.
Sigui E un espai vectorial sobre un cos K i S un conjunt no buit de vectors de E.
Un vector u ∈ E és combinació lineal dels vectors de S si existeix un conjunt ﬁnit {e1, . . . , en} ⊆
S i escalars λ1, . . . , λn ∈ K tals que
u = λ1e1 + · · ·+ λnen. (28.1)
Si posem λei = λi i λe = 0 per a tot e ∈ S \ {e1, . . . , en}, podem escriure (28.1) en la forma
u =
∑
e∈S
λee.
Per indicar que només un nombre ﬁnit de coeﬁcients són diferents de 0, posarem una prima al
sumatori:
u =
∑′
e∈S
λee.
També direm que la família {λe : e ∈ S} és quasi nul·la.
El conjunt de vectors que són combinació lineal dels vectors de S formen un subespai, anomenat
subespai generat per S, i denotat per 〈S〉. Un conjunt S no buit de vectors de E és un conjunt
generador de E si 〈S〉 = E.
El conjunt S és (linealment) independent si, per a qualsevol família d’escalars quasi nul·la
{λe : e ∈ S} es compleix ∑′
e∈S
λee = 0 ⇒ λe = 0 per a tot e ∈ S.
Com en el cas ﬁnit, si S és independent i un vector u és combinació lineal de vectors de S,
aleshores els coeﬁcients de la combinació lineal estan unívocament determinats:∑′
e∈S
λee =
∑′
e∈S
µee ⇒
∑′
e∈S
(λe − µe)e = 0⇒ λe = µe per a tot e ∈ S.
Els conjunts que no són linealment independents es diuen (linealment) dependents.
28.4 Remarca De la deﬁnició es desprèn immediatament que si I és un conjunt independent i
∅ 6= J ⊆ I, aleshores J és independent. Anàlogament, si S és un conjunt dependent i S ⊆ T ,
aleshores T també és dependent.
28.5 Remarca Igual que en el cas que hi hagi un conjunt de generadors ﬁnit, són equivalents
que un conjunt S sigui dependent i que un vector de S sigui combinació lineal de la resta. En
efecte, si S és dependent tenim ∑′
e∈S
λee = 0,
amb algun coeﬁcient, diguem λu 6= 0. Aleshores,
u = −
∑′
e∈S\{u}
λe
λu
e,
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i veiem que u és combinació lineal dels vectors de S\{u}. Recíprocament, si u ∈ S és combinació
lineal dels vectors de S \ {u},
u =
∑′
e∈S\{u}
λee,
aleshores tenim una combinació lineal dels vectors de S igual a 0,
u−
∑′
e∈S\{u}
λee = 0,
amb el coeﬁcient de u diferent de 0. Per tant, S és dependent. Dit altrament, un conjunt S és
dependent si, i només si, existeix u ∈ S tal que u ∈ 〈S \ {u}〉.
28.6 Remarca Si T ⊆ 〈S〉, aleshores 〈S ∪ T 〉 = 〈S〉. En efecte, per a cada u ∈ T tenim una
combinació lineal u =
∑′
e∈S
λu,ee. Si x ∈ 〈S ∪ T 〉, aleshores
x =
∑′
e∈S∪T
µee
=
∑′
e∈S
µee+
∑′
u∈T
µuu
=
∑′
e∈S
µee+
∑′
u∈T
µu
∑′
e∈S
λu,ee
=
∑′
e∈S
(
µe +
∑′
u∈T
µuλu,e
)
e ∈ 〈S〉.
Una base de E és un conjunt de generadors independent. Si B és una base, aleshores per a
cada vector u ∈ E existeix una única família quasi nul·la {λe : e ∈ B} tal que
u =
∑′
e∈B
λee.
Si E és un espai vectorial, denotarem per G(E) la família dels conjunts generadors de E, i
per I(E) la família dels conjunts independents de E. Ens referirem als conjunts minimals o
maximals de G(E) i I(E) com a conjunts generadors/independents minimals/maximals.
El primer resultat és una caracterització de les bases (noti’s, però, que encara no s’ha demostrat
que n’hi hagi).
28.7 Proposició Siguin K un cos, E un K-espai vectorial no trivial i B ⊂ E. Aleshores són
equivalents
(a) el conjunt B és una base de E;
(b) el conjunt B és un conjunt independent maximal;
(c) el conjunt B és un conjunt generador minimal.
Demostració (a) ⇒ (b). Suposem que I és un conjunt independent que conté estrictament B,
és a dir, que B ⊂ I. Aleshores existeix x ∈ I \B. Com que B és un conjunt generador, x ∈ 〈B〉,
amb la qual cosa B∪{x} és un conjunt dependent contingut a I, la qual cosa és contradictòria.
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(b) ⇒ (c). Suposem que B és un conjunt independent maximal i que existeix un conjunt
generador G tal que G ⊂ B. Sigui x ∈ B \ G. Com que G és un conjunt generador, tenim
x ∈ 〈G〉. Aleshores G∪{x} és un conjunt dependent contingut a B. Com que B és independent,
tenim una contradicció.
(c) ⇒ (a). Suposem que B és un conjunt generador minimal, però que no és una base, és a
dir, que no és independent. Per ser dependent, existeix e ∈ B tal que e ∈ 〈B \ {e}〉. Aleshores
〈B〉 = 〈B \ {e}〉, i tenim que B \ {e} és un conjunt generador estrictament menor que B, la
qual cosa és contradictòria. ✷
Existència de bases
Donarem dues demostracions de l’existència de bases. Una es basa en el lema de Tukey i l’altra
en el lema de Zorn. Ambdós lemes són equivalents a l’axioma d’elecció (vegeu el capítol 26).
El lema de Tukey fa referència a famílies de caràcter ﬁnit.
Una família de conjunts F és de caràcter finit si, per a tot conjunt A, es compleix A ∈ F si, i
només si, tot subconjunt ﬁnit de A pertany a F .
Lema de Tukey Tota família no buida de caràcter ﬁnit té un element maximal.
La conseqüència immediata és la següent.
28.8 Teorema Tot espai vectorial no trivial té una base.
Demostració Sigui E un K-espai vectorial no trivial. Aleshores existeix un vector u 6= 0, i el
conjunt {u} és independent. La família I(E) de conjunts independents, doncs, no és buida.
També és de caràcter ﬁnit. En efecte, per deﬁnició un conjunt I és independent si, i només si,
tot subconjunt ﬁnit de I és independent. El lema de Tukey garanteix que I(E) té un conjunt
maximal B. La proposició 28.7 garanteix que B és una base de E. ✷
L’altra versió es basa en el lema de Zorn. La versió genèrica del lema de Zorn es refereix
a conjunts ordenats. Però per al que ens interessa aquí, és suﬁcient que la relació d’ordre
considerada sigui la inclusió. Sigui F una família de conjunts, que considerem ordenada per
inclusió. Una cadena C de F és una família de conjunts de F totalment ordenada, és a dir, que
per a qualssevol C1, C2 ∈ C es compleix C1 ⊆ C2 o C2 ⊆ C1.
Lema de Zorn. Si F és una família no buida de conjunts tals que cada cadena té una ﬁta
superior, aleshores F té un conjunt maximal.
El primer resultat és la generalització del teorema de Steinitz.
28.9 Proposició Sigui E un K-espai vectorial no trivial, I un conjunt independent i G un
conjunt generador. Aleshores existeix un conjunt G′ ⊆ G tal que G′ ∩ I = ∅ i G′ ∪ I és una
base.
Demostració Sigui F la família de conjunts Z independents tals que I ⊆ Z ⊆ I ∪ G. Com
que I ∈ F , aquesta família no és buida. Ordenem-la per inclusió, i sigui C = {Cℓ : ℓ ∈ L}
una cadena de F . Comprovem que C = ⋃{Cℓ : ℓ ∈ L} és una ﬁta superior de C. Clarament,
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I ⊆ C ⊆ I ∪G. Només cal veure que C és independent. Si {e1, . . . , en} és un subconjunt ﬁnit
de C, existeixen Cℓi ∈ C tals que ei ∈ Cℓi ∈ C. Com que C és una cadena, existeix un Cℓi que
conté tots els altres. Llavors e1, . . . , en ∈ Cℓi . Com que Cℓi és independent, {e1, . . . , en} també.
Per tant, tot subconjunt ﬁnit de C és independent i, per tant, C és independent. El conjunt C
és una ﬁta superior de la cadena C.
D’acord amb el lema de Zorn, F té un conjunt maximal, diguem M . Donat un element g ∈ G,
o bé g ∈M o bé M ∪ {g} és dependent. En aquest segon cas, existeix una combinació lineal
λg +
∑′
e∈M
λee = 0
amb no tots els coeﬁcients 0. Si fos λ = 0, com que M és independent, tots els coeﬁcients serien
0. Per tant, λ 6= 0 i, en conseqüència, g ∈ 〈M〉. Tenim, doncs, G ⊆ 〈M〉, per la qual cosa
E = 〈G〉 ⊆ 〈M〉. Llavors M és generador i independent i, per tant, és una base. Si deﬁnim
G′ = M \ I, aleshores G′ ⊆ G, G′ ∩ I = ∅ i M = I ∪G′ és una base. ✷
28.10 Corol.lari Sigui E un K-espai vectorial no trivial, G un conjunt de generadors de E i
I ⊆ G un conjunt independent. Aleshores existeix una base B de E tal que I ⊆ B ⊆ G.
Demostració D’acord amb la proposició 28.9, existeix G′ ⊆ G de forma que B = I ∪G′ és una
base. Certament, I ⊆ B ⊆ G. ✷
28.11 Corol.lari Tot espai vectorial no trivial té una base.
Demostració Com que E és no trivial, existeix un vector x 6= 0. El conjunt {x} és independent
i G = E és un conjunt generador. Per 28.10, el conjunt {x} es pot ampliar a una base. ✷
28.12 Remarca Cap de les dues demostracions d’existència d’una base permet explicitar-ne
una. Els teoremes asseguren que existeix, però les demostracions no són constructives i no
expliquen com trobar-la. Així, per exemple, el Q-espai vectorial R té una base, però no sabem
quina. Anàlogament, el R-espai vectorial C(R) de les funcions contínues R → R té una base,
però no en coneixem explícitament cap. En canvi, si K és un cos, el K-espai vectorial K[x]
dels polinomis amb coeﬁcients a K té una base que es pot explicitar: el conjunt dels polinomis
B = {xn : n ≥ 0} és una base enumerable.
28.13 Remarca Potser paga la pena remarcar que l’existència de bases en espais vectorials no
és només conseqüència de l’axioma d’elecció, sinó equivalent a l’axioma. Una demostració es
pot trobar al llibre de H. Herrlich [42].
Dimensió
Denotarem per A el cardinal d’un conjunt A. Per al teorema sobre la dimensió, calen tres
resultats sobre cardinals. Els dos primers es poden veure al capítol 27, i són els següents:
1) Tot conjunt inﬁnit admet una partició en parts enumerables (teorema 27.20).
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2) Siguin A i B dos conjunts. Si A ≤ B i B ≤ A, aleshores A = B (teorema de Shröder-
Bernstein). 27.4
El tercer és el lema següent.
28.14 Lema Siguin S i E conjunts no buits amb S infinit i, per a cada s ∈ S, sigui Es un
subconjunt numerable de E de forma que E =
⋃{Es : s ∈ S}. Aleshores, E ≤ S.
Demostració D’acord amb 27.20, el conjunt inﬁnit S admet una partició P amb parts enume-
rables. Si P ∈ P , sigui EP =
⋃{Es : s ∈ P}. El conjunt EP és una reunió numerable de
conjunts numerables; per tant, és numerable. Com que P és enumerable, existeix una aplicació
fP : P → EP exhaustiva. Aleshores l’aplicació f : S → E deﬁnida per f(s) = fP (s) si s ∈ P és
exhaustiva i, per tant, E ≤ S. ✷
28.15 Teorema Dues bases d’un espai vectorial no trivial tenen el mateix cardinal.
Demostració Siguin A = {ai : i ∈ I} i B = {bj : j ∈ J} dues bases d’un espai vectorial. En el
cas que una sigui ﬁnita, es demostra de la forma usual, via el teorema de substitució de Steinitz,
que també ho és l’altra i que tenen el mateix cardinal. Això no requereix l’axioma d’elecció.
Farem la demostració, doncs, en el cas que ambdues siguin inﬁnites.
Cada a ∈ A és combinació lineal d’un conjunt ﬁnit Ba d’elements de B. Sigui
C =
⋃
{Ba : a ∈ A}.
D’acord amb el lema 28.14, C ≤ A.
Demostrarem que C = B. Clarament, C ⊆ B. Si b ∈ B, tenim b /∈ 〈B \ {b}〉. Posem b com a
combinació lineal de vectors de la base A: b = λ1a1 + · · · + λnan, amb tots els λi 6= 0. Com
que b /∈ 〈B \ {b}〉, algun a = ai /∈ 〈B \ {b}〉. Això implica que a = µ1b1 + · · ·+ µkbk + µb per a
certs b1, . . . , bk ∈ B i escalars µ1, . . . , µk, µ tots diferents de 0. Llavors, b ∈ Ba ⊆ C. Per tant,
B = C i, llavors, B = C ≤ A. El mateix argument, canviant els papers de A i de B, prova que
A ≤ B. Pel teorema de Schröder-Bernstein 27.4 tenim A = B. ✷
El teorema anterior justiﬁca la deﬁnició següent. La dimensió d’un espai vectorial és el cardinal
d’una de les seves bases (i, per tant, de totes les bases).
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29. L’equació funcional de Cauchy
Introducció
Una funció f : R→ R és additiva si, per a tot x, y ∈ R, es compleix
f(x+ y) = f(x) + f(y). (29.1)
Així, una funció additiva és, simplement, un endomorﬁsme del grup additiu dels reals.
Si c ∈ R, aleshores la funció lineal f deﬁnida per f(x) = cx per a tot x ∈ R és additiva. El
problema que tractarem aquí és el d’esbrinar si n’hi ha d’altres.
Una equació funcional és una equació que té per incògnita una funció. La igualtat (29.1) és una
equació funcional, que s’anomena equació funcional de Cauchy, en què la incògnita és la funció
f .
Veurem dos resultats principals. Primer, que, si f és una funció additiva ﬁtada superiorment o
inferiorment en un interval, aleshores necessàriament f és lineal. És a dir, les funcions lineals
són les úniques funcions additives ﬁtades (superiorment o inferiorment) en un interval.
Segon, que existeixen funcions additives no lineals. Malauradament, aquesta existència no per-
met explicitar-ne cap de concreta perquè el punt crucial de la prova és que R, com a Q-espai
vectorial, té una base, cosa que es deriva del lema de Zorn o del de Tukey o d’algun altre
axioma equivalent al de Zorn (vegeu 28.8, 28.11 i 28.12).
Les proves que exposem segueixen les de M. Laczkovich [59].
Funcions additives fitades
Una inducció immediata permet demostrar que, si f és additiva, aleshores
f(x1 + · · ·+ xn) = f(x1) + · · ·+ f(xn)
per a qualssevol nombres reals x1, . . . , xn. En particular, f(nx) = nf(x) per a cada nombre
natural n ≥ 1 i cada nombre real x. Això també es compleix per a n = 0 perquè f(0) =
f(0+0) = f(0)+f(0), cosa que implica f(0) = 0. A més, 0 = f(0) = f(x+(−x)) = f(x)+f(−x)
implica f(−x) = −f(x), és a dir, una funció additiva és senar.1
1Aquestes propietats corresponen a les que tenen tots els homomorfismes de grups.
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Les funcions lineals, és a dir, les funcions de la forma f(x) = cx per a algun c ∈ R, són additives.
El teorema següent assegura que, amb alguna restricció addicional, el recíproc també és cert.
29.1 Teorema Si f és una funció additiva tal que existeix un interval en el qual f està fitada
superiorment o inferiorment, aleshores f és lineal.
Demostració Suposarem que f està ﬁtada superiorment en un interval [a, b]. En el cas d’estar
ﬁtada inferiorment, la prova és similar.
Sigui c = f(1). Considerem la funció g(x) = f(x)− cx, que és additiva i compleix que g(1) = 0.
Llavors, per a tot enter positiu tenim g(n) = g(n · 1) = ng(1) = 0. També
0 = g(1) = g(n/n) = g
(
n · 1
n
)
= ng
(
1
n
)
,
que implica g(1/n) = 0. Llavors, per a tot racional k/n amb k > 0 enter, tenim g(k/n) =
kg(1/n) = 0. Així, g s’anul·la als racionals positius. Si q és un racional negatiu, com que g és
senar, g(q) = −g(−q) = 0. Concloem que g(q) = 0 per a tot q ∈ Q.
Per a tot x ∈ R i tot q ∈ Q, tenim
g(x+ q) = g(x) + g(q) = g(x).
Emprem ara la hipòtesi que f està ﬁtada en [a, b]. Sigui K tal que f(x) ≤ K per a tot x ∈ [a, b].
Llavors, si M = K + |c|max{|a|, |b|}, tenim
g(x) = f(x)− cx ≤ K + |c|max{|a|, |b|} = M
per a tot x ∈ [a, b]. Donat un nombre real x, sigui q un nombre racional de l’interval [a−x, b−x].
Llavors, x+ q ∈ [a, b] i tenim g(x) = g(x+ q) ≤M , és a dir, M és ﬁta superior de g(x) a tot R.
Així, si x ∈ R i n ≥ 1 és un natural, es compleix M ≥ g(nx) = ng(x), la qual cosa només és
possible si g(x) ≤ 0 per a tot x. Com que g és senar, per a tot real x es compleix 0 ≤ −g(x) =
g(−x) ≤ 0, és a dir, g(x) = 0 per a tot x. Això vol dir que f(x) = cx per a tot x real. ✷
Existència de funcions additives no lineals
El teorema 29.1 assegura que si f és una funció additiva, que sigui ﬁtada en un interval és una
condició suﬁcient per tal que sigui lineal. Veurem ara, però, que existeixen funcions additives
no lineals.
29.2 Proposició Siguin α i β nombres reals tals que α/β és un nombre irracional. Aleshores
existeix una funció additiva tal que f(α) 6= 0 i f(β) = 0.
Demostració Considerem R com un Q-espai vectorial. Si q1α + q2β = 0 per a certs racionals
q1 i q2, aleshores α/β = −q2/q1 seria racional, que no és el cas. Per tant, α i β són linealment
independents com a elements del Q-espai vectorial R.
El lema de Zorn permet demostrar que, en un espai vectorial, tot conjunt linealment independent
està contingut en una base (vegeu 28.10). Així, existeix una base H de R que conté els elements
α i β. Posem H ′ = H \ {α, β}.
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Per a tot nombre real x, existeixen nombres racionals xh, tots 0 excepte potser un nombre ﬁnit,
únics tals que
x = xαα+ xββ +
∑
h∈H′
xhh
(notem que tots els sumands són 0 excepte un nombre ﬁnit, així que la suma anterior és ﬁnita).
Deﬁnim f(x) = xα. Certament, f(α) = 1 i f(β) = 0. Només queda comprovar que f és
additiva. En efecte, si
x = xαα+ xββ +
∑
h∈H′
xhh, y = yαα+ yββ +
∑
h∈H′
yhh,
aleshores
x+ y = (xα + yα)α+ (xβ + yβ)β +
∑
h∈H′
(xh + yh)h
i obtenim
f(x+ y) = xα + yα = f(x) + f(y). ✷
29.3 Corol.lari Existeixen funcions additives no lineals.
Demostració Notem que una funció lineal f(x) = cx o s’anul·la arreu (si c = 0) o només
s’anul·la per a x = 0.
Prenem α i β reals tals que α/β sigui irracional (per exemple, α = 2
√
2 i β = 2). D’acord amb
la proposició anterior, existeix f additiva tal que f(α) = 1 i f(β) = 0. Això implica que f no
és idènticament 0, però que s’anul·la en β 6= 0. Per tant, f no és lineal. ✷
Una altra conseqüència del teorema 29.1 és la següent.
29.4 Proposició Si una funció f : R→ R compleix
f(x+ y) = f(x) + f(y) i f(xy) = f(x)f(y)
per a tot x, y ∈ R, aleshores f(x) = 0 per a tot x, o f(x) = x per a tot x.
Demostració Si x ≥ 0, aleshores f(x) = f(√x√x) = (f(√x))2 ≥ 0. Per tant, f està ﬁtada
inferiorment a qualsevol interval contingut al semieix positiu. Com que f és additiva, això
implica que f és lineal, és a dir, f(x) = cx per a cert c ∈ R. Llavors,
c = f(1) = f(1 · 1) = (f(1))2 = c2,
la qual cosa implica c ∈ {0, 1}. ✷
L’anàleg al resultat anterior per als complexos no és cert. La conjugació, és a dir, l’aplicació
C → C deﬁnida per f(a + bi) = a − bi, és bijectiva, no és la identitat, i conserva la suma i el
producte.
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30. El conjunt de Cantor
Introducció
Cap a l’últim quart del segle XIX, Georg Cantor va desenvolupar la teoria de conjunts motivat
per problemes de convergència i unicitat del desenvolupament en sèrie de Fourier de certes
funcions. En aquest context, l’any 1883 va deﬁnir un conjunt, que és el que porta el seu nom,
que té la potència del continu i és de mesura nul·la.
En aquest capítol presentem tres versions del conjunt de Cantor, algunes de les principals
propietats topològiques d’aquest conjunt, i la prova que tot espai mètric compacte amb una
base d’oberts numerable és quocient, per una aplicació exhaustiva, del conjunt de Cantor.
Seguirem principalment el capítol 2 del text de P. Pascual [75]. Els conceptes de topologia
no deﬁnits aquí es poden trobar als llibres de P. Pascual i A. Roig [76], J. R. Munkres [67],
S. Hu [48] o J. L. Kelley [53].
Descripcions geomètrica i aritmètica
Començarem per una deﬁnició geomètrica d’aquest conjunt. Deﬁnim els conjunts Cn recur-
rentment com segueix. Dividim l’interval real [0, 1] en tres intervals de la mateixa longitud, el
central obert i els altres dos tancats:
[0, 1] = [0, 1/3]∪ (1/3, 2/3)∪ [2/3, 1].
El conjunt C1 és la reunió dels dos intervals disjunts tancats:
C1 = [0, 1/3] ∪ [2/3, 1].
Per a n ≥ 2, suposem que Cn−1 és una reunió de 2n−1 intervals tancats disjunts de longitud
1/3n−1. De cadascun d’aquests intervals es considera una partició en tres intervals de la mateixa
longitud 1/3n, el central obert i els altres dos tancats. El conjunt Cn és la reunió dels 2n intervals
tancats de totes aquestes particions. A la ﬁgura 30.1 es representen C1 i C2 mitjançant el traç
gruixut.
S’obté així una successió estrictament decreixent de tancats
[0, 1] ⊃ C1 ⊃ C2 ⊃ . . . ⊃ Cn ⊃ . . .
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C1
[ ]( )[ ]
0 1/3 2/3 1
C2
[ ]( )[ ]( )[ ]( )[ ]
0 1/32 2/32 1/3 2/3 7/32 8/32 1
Figura 30.1: Els conjunts C1 i C2.
El conjunt de Cantor C és, per deﬁnició, la intersecció de tots aquests conjunts:
C =
⋂
{Cn : n ≥ 1}.
30.1 Remarca Notem que tots els extrems dels intervals que formen cada Cn pertanyen a C.
El conjunt C conté, doncs, inﬁnits punts. Més endavant veurem que C no és numerable.
30.2 Remarca Cada Cn és la reunió de 2n intervals tancats i, per tant, és un tancat. El conjunt
de Cantor és una intersecció de tancats i, per tant, és un tancat.
30.3 Remarca A cada etapa de la construcció dels Cn podem descriure bé el complementari.
Per a cada natural n ≥ 1, el complementari de Cn és
En =
3n−1⋃
i=1
(
3i− 2
3n
,
3i− 1
3n
)
.
Per tant, si
E =
⋃
{En : n ≥ 1},
el conjunt de Cantor és
C = [0, 1] \ E.
Donarem ara una descripció aritmètica del conjunt de Cantor, en termes de les expansions
decimals en base 3 dels seus elements.
Quan dividim [0, 1] en els tres intervals [0, 1/3], (1/3, 2/3), [2/3, 1], un nombre del primer interval
admet una expansió ternària amb el primer decimal igual a 0, un del segon amb el primer
decimal igual a 1, i un del tercer amb el primer decimal igual a 2. Per tant, C1 és el conjunt de
nombres que tenen el primer decimal 0 o 2. Anàlogament, C2 conté els nombres que admeten
una expansió ternària amb els dos primers dígits a {0, 2}, i així successivament.
C1
[ ]( )[ ]
0 1/3 2/3 1
C2
[ ]( )[ ]( )[ ]( )[ ]
0 1/32 2/32 1/3 2/3 7/32 8/32 1
0.0 . . . 0.2 . . .
0.00 . . . 0.02 . . . 0.20 . . . 0.22 . . .
El següent teorema, doncs, sembla natural.
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30.4 Teorema El conjunt de Cantor C és el conjunt de nombres x ∈ [0, 1] tals que admeten una
expansió en base 3 sense cap 1, és a dir, C és el conjunt de nombres de la forma
x =
∑
n≥1
xn
3n
, xn ∈ {0, 2}.
Demostració Sigui D el conjunt de nombres x ∈ [0, 1] que admeten una expansió ternària sense
cap 1. Provarem les inclusions C ⊆ D ⊆ C.
Si x ∈ C, aleshores x ∈ Cn per a tot n. Sigui In el subinterval de Cn al qual pertany x. Aleshores,
el n-èsim decimal de x és 0 o 2, segons que In sigui el subinterval de l’esquerra o el de la dreta
de In−1. Per tant, x =
∑
n≥1 xn/3
n és un nombre de D.
Sigui x =
∑
n≥1 xn/3
n amb xn ∈ {0, 2} un element de D, i sigui sn =
∑n
i=1 xi/3
i la n-
èsima suma parcial. Tenim x = limn sn. Com que x1 ∈ {0, 2}, el nombre s1 = x1/3 pertany
al subinterval de l’esquerra de C1 si x1 = 0, o al de la dreta si x1 = 2. Sigui I1 aquest
subinterval. Si la (n − 1)-èsima suma parcial sn−1 de x pertany a l’interval In−1 de Cn−1,
aleshores sn = sn−1 + xn/3n pertany al subinterval In de l’esquerra de In−1 si xn = 0 o al de
la dreta si xn = 2. En tot cas, sn ∈ Cn. Els intervals In tenen longitud 1/3n, i compleixen
sn ∈ In ⊃ In+1. Com que x = limn sn, resulta
{x} =
⋂
{In : n ≥ 1} ⊆
⋂
{Cn : n ≥ 1} = C.
Per tant, x ∈ C. ✷
30.5 Corol.lari El conjunt de Cantor no és numerable.
Demostració A la remarca 30.1 ja hem vist que C no és ﬁnit. Cal veure que no és enumerable.1
Per reducció a l’absurd, suposem que C és numerable. Aleshores existeix una successió (cn)
formada exactament per tots els elements del conjunt de Cantor. Per a cada element cn ∈ C,
considerem la seva expansió decimal en base 3:
cn =
∑
i≥1
cn,i
3i
, cn,i ∈ {0, 2}.
Per a cada natural k ≥ 1, deﬁnim xk = 0 si ck,k = 2 i xk = 2 si ck,k = 0. El nombre
x =
∑
k≥1 xk/3
k difereix de ck en el dígit k-èsim, així que x 6= ck per a tot k, la qual cosa és
contradictòria. ✷
La següent és una propietat sorprenent de C.
30.6 Corol.lari C + C = [0, 2].
Demostració L’enunciat és equivalent a
1
2
C + 1
2
C = [0, 1].
Com que C ⊂ [0, 1], la inclusió (1/2)C + (1/2)C ⊆ [0, 1] és clara.
1Segons la terminologia que hem emprat al capítol 27, el terme enumerable significa equipotent a N, mentre
que el terme numerable significa finit o enumerable.
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Recíprocament, si x ∈ [0, 1], considerem la seva expansió en base 3:
x =
∑
n≥1
xn
3n
, xn ∈ {0, 1, 2}.
Si xn = 0, posem x′n = x
′′
n = 0; si xn = 1, posem x
′
n = 1 i x
′′
n = 0; si xn = 2, posem x
′
n = x
′′
n = 1.
En tots tres casos, tenim x′n, x
′′
n ∈ {0, 1} i xn = x′n + x′′n. Aleshores, 2x′n, 2x′′n ∈ {0, 2} i
x =
∑
n≥1
x′n + x
′′
n
3n
=
∑
n≥1
x′n
3n
+
∑
n≥1
x′′n
3n
=
1
2
∑
n≥1
2x′n
3n
+
1
2
∑
n≥1
2x′′n
3n
∈ 1
2
C + 1
2
C. ✷
30.7 Remarca El resultat anterior forneix una altra demostració que C no és numerable. En
efecte, si C és numerable, aleshores C × C és numerable. Pel corol·lari anterior, l’aplicació
C × C → [0, 2] deﬁnida per (x, y) 7→ x + y és exhaustiva. Aleshores [0, 2] és la imatge d’un
conjunt numerable per una aplicació exhaustiva i, per tant, numerable, una contradicció.
30.8 Remarca Ja hem comentat que els extrems dels intervals que formen Cn pertanyen a C.
Ara, aquest conjunt és numerable i C no ho és. Per tant, hi ha altres nombres a C. Notem
que els extrems dels intervals de Cn són nombres racionals, els quals tenen expansió ﬁnita o
periòdica (teorema 1.10). Els nombres amb expansió decimal no periòdica, però amb tots els
decimals a {0, 2}, també són de C però no són extrems d’intervals de cap Cn. Per exemple,
(0.020020002 . . .)3.
Recordem les deﬁnicions de conjunt de mesura zero i contingut zero. Un conjunt A ⊆ [0, 1]
és de mesura zero si, per a cada nombre real ǫ > 0, existeix una successió d’intervals tancats
[an, bn] tals que la seva reunió conté A, i la suma de les seves longituds és menor que ǫ, és a
dir,
∑
n≥1(bn − an) < ǫ. Un conjunt A ⊆ [0, 1] és de contingut zero si, per a cada nombre real
ǫ > 0, existeix un nombre ﬁnit n d’intervals tancats [ai, bi], i ∈ [n], tals que la seva reunió conté
A, i la suma de les seves longituds és menor que ǫ, és a dir,
∑n
i=1(bi − ai) < ǫ.
Certament, un conjunt de contingut zero té mesura zero; el recíproc, però, no és cert (per
exemple, el conjunt de racionals entre 0 i 1 té mesura zero però no contingut zero).
30.9 Proposició El conjunt de Cantor C té contingut zero.
Demostració Donat ǫ > 0, prenem un natural n tal que (2/3)n < ǫ. El conjunt Cn consta de
2n intervals tancats disjunts de longitud 1/3n. Aquests intervals recobreixen C i la suma de les
seves longituds és (2/3)n < ǫ. ✷
Topologia del conjunt de Cantor
La topologia que considerem a C és la induïda per la topologia de R.
30.10 Proposició El conjunt C és un espai topològic Hausdorff i compacte.2
2En alguns textos el terme compacte ja inclou la propietat de ser Hausdorff, però nosaltres no adoptem
aquest conveni. Aquí, i en tot el capítol, entenem per espai topològic compacte un espai tal que, sigui o no sigui
Hausdorff, tot recobriment per oberts admet un subrecobriment finit.
30. El conjunt de Cantor 287
Demostració Com que R és de Hausdorﬀ, tots els seus subespais són també Hausdorﬀ; en
particular C és Hausdorﬀ. Ja hem comentat que C és tancat i, certament, és ﬁtat. Per tant, és
compacte. ✷
Sigui A un subconjunt d’un espai topològic X . Un punt x ∈ X és un punt d’acumulació de
A si per a tot entorn U de x es compleix (U \ {x}) ∩ A 6= ∅. El conjunt A′ format pels punts
d’acumulació de A s’anomena el derivat de A. Certament, A′ ⊆ A i, per tant, si A és tancat,
aleshores A′ ⊆ A (el recíproc també és cert, com es comprova fàcilment).
Un conjunt A és perfecte si A′ = A. Per exemple, un interval tancat [a, b] amb a < b de R és
perfecte, i la reunió d’intervals tancats també.
30.11 Proposició El conjunt de Cantor C és perfecte.
Demostració Com que C és tancat, C′ ⊆ C. Recíprocament, sigui x ∈ C i U un interval obert
que conté x. Volem veure que (U \ {x}) ∩ C 6= ∅. Per a cada n, sigui In = [an, bn] l’interval
tancat de Cn al qual pertany x. Fixem un natural n prou gran per tal que In ⊂ U . Deﬁnim e
com un extrem de In diferent de x, per exemple, e = an si x 6= an i e = bn si x = an. Com que
els extrems dels intervals de Cn són de C, tenim e ∈ (In \ {x}) ∩ C ⊆ (U \ {x}) ∩ C 6= ∅. ✷
Un espai topològic és totalment disconnex si els seus components connexos són conjunts que
només tenen un punt.
30.12 Proposició El conjunt de Cantor C és totalment disconnex.
Demostració Sigui D ⊆ C un subconjunt connex de C. Aleshores D és un subconjunt connex
de R i, per tant, D és un interval. Sigui ℓ la longitud de D. Ara, D ⊆ C ⊆ Cn per a tot n, i Cn és
la reunió disjunta d’intervals tancats de longitud 1/3n. Això implica que ℓ ha de ser menor que
1/3n per a tot n, és a dir, ℓ = 0. Com a component connex, D 6= ∅. Aleshores D = [a, a] = {a}
es redueix a un punt. ✷
30.13 Remarca Tot i que no presentarem aquí la demostració, paga la pena remarcar que les
propietats anteriors caracteritzen el conjunt de Cantor: tot espai mètric compacte, perfecte i
totalment disconnex és homeomorf al conjunt de Cantor. Una prova d’això es pot trobar a
J. G. Hocking i G. S. Young [46].
Una base d’una topologia és una família B d’oberts tal que tot obert és reunió d’oberts de B.
Equivalentment, si per a tot obert U i tot punt x ∈ U existeix un B ∈ B tal que x ∈ B ⊆ U .
30.14 Proposició El conjunt de Cantor C admet una base d’oberts enumerable.3
Demostració Notem que Cn és la reunió de 2n intervals tancats Tn,i dos a dos disjunts cadascun
de longitud 1/3n. Sigui Un,i l’interior (amb la topologia de [0, 1]) de Tn,i. El conjunt
{Un,i : 1 ≤ n, i ∈ [2n]}
3Dels espais topològics que admeten una base d’oberts enumerable es diu que compleixen el segon axioma de
numerabilitat.
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de tots aquests intervals és una reunió numerable de conjunts ﬁnits i és, per tant, numerable.
Els conjunts
Bn,i = Un,i ∩ C, 1 ≤ n, i ∈ [2n],
formen un conjunt enumerable d’oberts de C. Comprovarem que formen una base de la topo-
logia. En efecte, sigui V = U ∩ C un obert de C, on U és un obert de [0, 1], i sigui x ∈ V .
La condició x ∈ C implica que, per a cada natural n ≥ 1, existeix un in ∈ {1, . . . , 2n} tal
que x ∈ Tn,in . Però la condició que U és obert de [0, 1] implica que x ∈ Un,in . Aleshores,
x ∈ Un,in ∩ C = Bn,in per a tot n. La longitud de Bn,in és 1/3n. Prenent un n prou gran,
garantim que Bn,in ⊆ U , la qual cosa implica
x ∈ Bn,in ⊆ U ∩ C = V. ✷
Alguns resultats de topologia general
Amb l’ànim de fer el text més autocontingut, incloem aquí algunes deﬁnicions i resultats de
topologia general que emprarem als apartats següents.
Els dos primers resultats relacionen les propietats de ser tancat i de ser compacte.
30.15 Proposició Sigui X un espai topològic i C ⊆ X.
(i) Si X és compacte i C és tancat, aleshores C és compacte;
(ii) si X és compacte i Hausdorff i C és compacte, aleshores C és tancat.
Demostració (i) Sigui U un recobriment de C per oberts. Com que C és tancat, el conjunt X\C
és un obert i U∪{X\C} és un recobriment de X per oberts. Com queX és compacte, existeixen
un nombre ﬁnit U1, . . . , Un d’oberts de U tals que {U1, . . . , Un, X \C} és un recobriment de X .
Aleshores {U1, . . . , Un} és un recobriment ﬁnit de C per oberts de U .
(ii) Demostrarem que C = C. La inclusió C ⊆ C és clara. Provar que C ⊆ C és equivalent a
provar que x /∈ C implica x /∈ C.
Suposem x /∈ C. Com que X és Hausdorﬀ, per a cada y ∈ C existeixen entorns oberts disjunts
Uy de x i Vy de y. En particular, això implica que x /∈ V y. El conjunt {Vy : y ∈ C} és un
recobriment de C per oberts. Com que C és compacte, hi ha un subrecobriment {V1, . . . , Vn}
ﬁnit. Sigui V = V1 ∪ · · · ∪ Vn. Tenim C ⊆ V , la qual cosa implica C ⊆ V . Com que
x /∈ V1 ∪ · · · ∪ Vn = V , resulta x /∈ C. ✷
Recordem que un homeomorfisme entre els espais topològics X i Y és una aplicació bijectiva
f : X → Y contínua i amb inversa també contínua.
30.16 Remarca Suposem que f : X → Y és bijectiva i contínua. Que f−1 també sigui contínua
és equivalent a la propietat que, per a cada U obert de X , el conjunt (f−1)−1(U) = f(U) sigui
un obert de Y , és a dir, que f apliqui oberts en oberts. Per tant, una aplicació bijectiva i
contínua és homeomorﬁsme si, i només si, aplica oberts en oberts. Anàlogament, una aplicació
f : X → Y bijectiva i contínua és homeomorﬁsme si, i només si, f aplica tancats en tancats.
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30.17 Proposició Si f : X → Y és contínua i X és compacte, aleshores f(X) és compacte.
Demostració Sigui U un recobriment de f(X) per oberts. Aleshores {f−1(U) : U ∈ U} és
un recobriment de X per oberts. Com que X és compacte, aquest recobriment admet un
subrecobriment {f−1(U1), . . . , f−1(Un)} ﬁnit. Llavors,
X =
n⋃
i=1
f−1(Ui)⇒ f(X) = f
(
n⋃
i=1
f−1(Ui)
)
=
n⋃
i=1
f(f−1(Ui) ⊆
n⋃
i=1
Ui,
i veiem que {U1, . . . , Un} és un recobriment ﬁnit de f(X). ✷
30.18 Proposició Si f : X → Y és contínua i bijectiva, X és compacte i Y és Hausdorff,
aleshores f és homeomorfisme.
Demostració Cal veure que f−1 és contínua. Per la remarca 30.16, és suﬁcient veure que si C
és un tancat de X , aleshores f(C) és un tancat de Y .
Sigui C un tancat de X . Com que X és compacte, la proposició 30.15 implica que C és
compacte. La proposició 30.17 implica que f(C) és compacte. Com que Y és Hausdorﬀ, la
proposició 30.15 implica que f(C) és tancat. ✷
Per acabar aquest apartat recordem com es construeix l’espai topològic producte. Sigui {Xa :
a ∈ A} una família d’espais topològics, i sigui X = ∏{Xa : a ∈ A} el producte cartesià dels
conjunts Xa. La topologia de X es deﬁneix de forma que totes les projeccions µa : X → Xa
siguin contínues. Per a això, cal que els conjunts µ−1a (U) siguin oberts de X per a tot a ∈ A i
tot obert U de Xa. Com que la intersecció ﬁnita d’oberts ha de ser un obert, els conjunts
µ−1a1 (U1) ∩ · · · ∩ µ−1an (Un) (30.1)
amb {a1, . . . , an} ⊆ A i Ui obert de Xai han de ser oberts. Com que les reunions arbitràries
d’oberts han de ser oberts, les reunions de conjunts de la forma (30.1) han de ser oberts.
Prenem, doncs, com a oberts de X les reunions de conjunts de la forma (30.1). S’obté així una
topologia de X , que s’anomena topologia producte de les topologies dels Xa, i el conjunt X ,
amb aquesta topologia, es diu l’espai topològic producte de la família {Xa : a ∈ A}. Notem que
els conjunts (30.1) formen base d’oberts de la topologia producte.
La proposició següent és, pràcticament, conseqüència de les deﬁnicions.
30.19 Proposició Sigui F : Y → X = ∏{Xa : a ∈ A} una aplicació d’un espai topològic Y en
l’espai topològic X producte d’una família {Xa : a ∈ A}. Aleshores F és contínua si, i només
si, per a cada projecció µa : X → Xa, la composició µa ◦ F és contínua.
Demostració Si F és contínua, com que cada µa és contínua i la composició de contínues és
contínua, resulta que cada µa ◦ F és contínua.
Recíprocament, suposem que cada µa ◦F és contínua. Volem provar que, si U és un obert de X ,
aleshores F−1(U) és obert de Y . Ho provem primer pels oberts de la base. Sigui B un obert de
la base de X . Per a certs oberts U1 ⊆ Xa1 , . . ., Un ⊆ Xan tenim B = µ−1a1 (U1)∩ · · · ∩ µ−1an (Un).
Aleshores,
F−1(B) = (µa1 ◦ F )−1(U1) ∩ · · · ∩ (µan ◦ F )−1(Un).
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Com que cada µai ◦ F és contínua, F−1(B) és una intersecció ﬁnita d’oberts i, per tant, un
obert. En general, si U és un obert de X , aleshores U és reunió d’oberts de la base, diguem
U = ∪{Ba : a ∈ A}. Llavors F−1(U) = ∪{F−1(Ba) : a ∈ A}, que és una reunió d’oberts i, per
tant, obert. ✷
En el context del producte d’espais topològics cal recordar el teorema de Tikhonov.
30.20 Teorema El producte d’espais topològics compactes és un espai topològic compacte.
La demostració del teorema de Tikhonov depèn directament de l’axioma d’elecció (de fet
n’és equivalent) i s’inclou a molts textos de topologia, vegeu per exemple els de P. Pascual
i A. Roig [76], el de J. L. Kelley [53] o el de S. Hu [48].
El conjunt de Cantor com a fractal
Comencem per donar una tercera versió del conjunt de Cantor. Denotem per ω el cardinal dels
naturals.4 Així, el conjunt {0, 2}ω és el conjunt de totes les successions amb termes del conjunt
{0, 2}.
30.21 Proposició Considerem {0, 2} amb la topologia discreta i {0, 2}ω amb la topologia pro-
ducte corresponent. Aleshores l’aplicació
f : {0, 2}ω → C
(xn) 7→
∑
n≥1
xn
3n
és un homeomorfisme.
Demostració L’aplicació f és injectiva perquè l’expansió decimal inﬁnita és única (vegeu el
corol·lari 1.4). També és exhaustiva per la interpretació de C com els nombres amb expansió
decimal inﬁnita sense uns.
Provem ara que f és contínua. Considerem un punt f(x) ∈ C,
f(x) =
∑
n≥1
xn
3n
, xn ∈ {0, 2},
i sigui donat un nombre real ǫ > 0. Considerem l’entorn de f(x) de radi ǫ.
Sigui n0 tal que ∑
n>n0
2
3n
< ǫ.
Prenem com a entorn de x
U = {x1} × · · · × {xn0} × {0, 2} × · · · × {0, 2} × · · · .
4Aquest cardinal sovint es denota també per ℵ0.
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Un x′ ∈ U és de la forma
x′ =
n0∑
i=1
xi
3i
+
∑
i>n0
x′i
3i
, x′i ∈ {0, 2}.
Aleshores,
|f(x′)− f(x)| =
∣∣∣∣∣
∑
i>n0
x′i − xi
3i
∣∣∣∣∣ ≤
∑
i>n0
|x′i − xi|
3i
≤
∑
i>n0
2
3i
< ǫ.
Això implica f(U) ⊆ (f(x) − ǫ, f(x) + ǫ), cosa que prova que f és contínua a x, per a tot
x ∈ [0, 1].
El conjunt {0, 2} amb la topologia discreta és compacte. Pel teorema de Tikhonov, {0, 2}ω és
compacte. El conjunt C és Hausdorﬀ. La proposició 30.18 garanteix que f és homeomorﬁs-
me. ✷
La proposició següent prova el resultat sorprenent que el producte d’una quantitat enumerable
de còpies de C reprodueix C. En aquest sentit, C és com un fractal.
30.22 Proposició Els espais topològics C i Cω són homeomorfs.
Demostració Identiﬁquem C amb {0, 2}ω. Aleshores, un element Z ∈ Cω s’identiﬁca amb una
successió (zn) d’elements de {0, 2}ω, és a dir, com una successió de successions de {0, 2}. Posem
z1 = (z11, z12, z13, . . .)
z2 = (z21, z22, z23, . . .)
. . . = . . .
zn = (zn1, zn2, zn3, . . .)
. . .
Deﬁnim F : Cω → C fent correspondre a Z = (zn) la successió F (Z) = x = (xj) deﬁnida pel
mètode diagonal:
x1 = z1,1,
x2 = z1,2, x3 = z2,1,
x4 = z1,3, x5 = z2,2, x6 = z3,1,
x7 = z1,4, x8 = z2,3, x9 = z3,2, x10 = z4,1,
. . . . . .
Explícitament, el i-èsim terme zn,i de la successió zn ocupa la posició
σ(n, i) =
(
n+ i− 1
2
)
+ n
de la successió x = F (Z). L’aplicació σ : N×N→ N és bijectiva, així que F també. Comprovem
que F és contínua. Cal veure que, per a cada projecció µj : C → {0, 2}, la composició µj ◦ F
és contínua. Donat j, sigui (n, i) tal que σ(n, i) = j. Si ρn : Cω → C és la n-èsima projecció, i
x = F (Z), tenim
(µi ◦ ρn)(Z) = µi(zn) = zn,i = xj = µj(x) = (µj ◦ F )(Z),
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és a dir que µj ◦F = µi ◦ρn. Com que µi i ρn són projeccions, són contínues, la seva composició
és contínua i µj ◦ F és contínua per a tot j. Concloem, doncs, que F és contínua.
Com que C és compacte, el producte Cω és compacte. A més, C és Hausdorﬀ i F bijectiva i
contínua. Segons la proposició 30.18, l’aplicació F és un homeomorﬁsme. ✷
L’última propietat que veurem és que tot subconjunt tancat de C és un retracte de C.
30.23 Proposició Sigui A un subconjunt tancat no buit de C. Aleshores existeix una aplicació
contínua r : C → A tal que la restricció de r a A és la identitat de A.
Demostració Sigui x =
∑
n≥1 xn/3
n, amb xn ∈ {0, 2}, un element de C. Deﬁnirem primer una
successió (yn) ∈ {0, 2}ω a partir de x de forma recurrent.
Si existeix un element de A que té com a primer decimal x1, deﬁnim y1 = x1; altrament, tots
els elements de A tenen el primer decimal diferent de x1; per tant, tots el tenen igual a 2− x1,
i prenem y1 = 2 − x1. Notem que, en ambdós casos, y1 és el primer decimal d’un element a(1)
de A.
Sigui n ≥ 2 i suposem deﬁnits y1, . . . , yn−1 amb la propietat que existeix un element a(n−1) de
A amb els n− 1 primers decimals iguals a y1, . . . , yn−1.
Si entre tots els elements de A que tenen els primers n− 1 decimals iguals a y1, . . . , yn−1 n’hi
ha un tal que el n-èsim decimal és xn, aleshores prenem yn = xn. Si no, tots ells tenen com a
n-è decimal 2− xn i prenem yn = 2− xn. Notem que, com abans, en tots dos casos existeix un
element a(n) de A amb y1, . . . , yn com a n primers decimals.
Ara deﬁnim
r(x) =
∑
n≥1
yn
3n
.
Com que limn a(n) = r(x), cada a(n) ∈ A i A és tancat, tenim r(x) ∈ A. Per tant, r és una
aplicació r : C → A.
La deﬁnició mateixa de r implica que r(a) = a per a tot a ∈ A.
Finalment, queda per veure que r és contínua. Donats x ∈ C i ǫ > 0, prenem n tal que 1/3n < ǫ
i δ = 1/3n−1. Si |x − x′| < δ = 1/3n−1, aleshores x i x′ tenen els primers n − 1 dígits iguals,
per la qual cosa les corresponents successions (yn) i (y′n) deﬁnitòries de r(x) i r(x
′) compleixen
yi = y
′
i per a tot i < n. Aleshores,
|r(x) − r(x′)| =
∣∣∣∣∣∣
∑
i≥n
yi − y′i
3i
∣∣∣∣∣∣ ≤
∑
i≥n
|yi − y′i|
3i
≤
∑
i≥n
2
3i
=
2
3n
∑
i≥1
1
3i
=
1
3n
· 1
2
< ǫ,
la qual cosa prova la continuïtat de r i acaba la demostració. ✷
Una aplicació contínua de C sobre [0, 1]ω
Per a cada x ∈ C,
x =
∑
n≥1
xn
3n
, xn{0, 2},
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deﬁnim
f(x) =
∑
n≥1
xn/2
2n
=
1
2
∑
n≥1
xn
2n
.
Així, f(x) és el nombre que té per expansió binària la que s’obté de l’expansió ternària de x
canviant tots els dosos per uns. Certament, f(x) ∈ [0, 1].
30.24 Remarca Aquesta aplicació no és injectiva. Els extrems 1/3 i 2/3 del primer interval
eliminat per formar C1 tenen la mateixa imatge. En efecte,
1/3 = (0.1)3 = (0.02 . . .2 . . .)3, f(1/3) = (0.01 . . .1 . . .) = (0.1)2 = 1/2
2/3 = (0.2)3, f(2/3) = (0.1)2 = 1/2.
La situació és similar en tots els extrems dels intervals eliminats de Cn.
30.25 Proposició L’aplicació f : C → [0, 1] és exhaustiva i contínua.
Demostració L’exhaustivitat és clara: si y ∈ [0, 1], sigui
y =
∑
n≥1
yn
2n
, yn ∈ {0, 1},
la seva expansió binària inﬁnita. Posem xn = 2yn ∈ {0, 2} i sigui
x =
∑
n≥1
xn
3n
.
Aleshores, f(x) = y.
Per a la continuïtat, notem que per a tot x, x′ ∈ C es compleixen les equivalències següents:
|x− x′| < 1
3k
⇔ x i x′ pertanyen al mateix subinterval de Ck
⇔ x i x′ tenen els mateixos primers k decimals ternaris
⇔ f(x) i f(x′) tenen els mateixos primers k decimals binaris
⇔ |f(x)− f(x′)| < 1/2k.
Així, donat ǫ > 0, sigui k un natural tal que 1/2k < ǫ i sigui δ tal que 0 < δ < 1/3k. Aleshores,
si |x− x′| < δ, tenim |x− x′| < 1/3k, per la qual cosa |f(x)− f(x′)| < 1/2k < ǫ. Per tant, f és
(uniformement) contínua. ✷
30.26 Proposició Existeix una aplicació C → [0, 1]ω exhaustiva i contínua.
Demostració A la proposició 30.22 hem demostrat que existeix un homeomorﬁsme g : C → Cω.
D’altra banda, l’aplicació contínua i exhaustiva f : C → [0, 1] de la proposició anterior permet
deﬁnir
f˜ : Cω → [0, 1]ω
aplicant f component a component, és a dir, per a tota successió (xn) ∈ Cω, deﬁnim
f˜((xn)) = (f(xn)).
Clarament, f˜ és exhaustiva i contínua. Aleshores l’aplicació
f˜ ◦ g : C → [0, 1]ω
és exhaustiva i contínua. ✷
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La pols de Cantor ho cobreix tot
La interpretació geomètrica del conjunt C de Cantor convida a imaginar-lo com una espècie
de pols; per això es parla de vegades de la pols de Cantor per referir-se a aquest conjunt. Ja
hem demostrat que es tracta d’un conjunt compacte, tot i que intuïtivament no ho sembla pas.
En aquest apartat veurem que és una espècie de compacte universal i que, per exemple, tot
compacte de Rn és un quocient de C.
Recordem que una distància d deﬁnida en un conjunt X és una aplicació d : X ×X → R que
compleix quatre condicions: per a tot x, y, z ∈ X ,
(i) d(x, y) ≥ 0;
(ii) d(x, y) = 0⇔ x = y;
(iii) d(x, y) = d(y, x);
(iv) d(x, z) ≤ d(x, y) + d(y, z) (desigualtat triangular).
Un espai mètric és una parella (X, d) formada per un conjunt X i una distància d deﬁnida
a X . Sovint ens referirem a un espai mètric (X, d) només pel conjunt X , i sobreentendrem
la distància d. Un espai mètric X es transforma immediatament en un espai topològic com
segueix. Donats un punt x ∈ X i un real r > 0, la bola (oberta) de centre x i radi r és el conjunt
B(x, r) = {y ∈ X : d(y, x) < r}. Prenent com a oberts les reunions de boles obertes s’obté la
topologia associada a la distància d. Dit altrament, el conjunt {B(x, r) : x ∈ X, r ∈ R, r > 0}
es pren com a base de la topologia associada a d. Els conceptes topològics aplicats a un espai
mètric s’entén que corresponen a aquesta topologia. Per exemple, un espai mètric és Hausdorﬀ:
si x i y són punts diferents, aleshores són a distància positiva r > 0 i B(x, r/2) i B(y, r/2) són
entorns disjunts de x i de y. En particular, en un espai mètric X els conjunts {x} amb x ∈ X
són tancats.
Siguin X un espai mètric, x ∈ X i A ⊆ X . El conjunt de nombres reals {d(x, a) : a ∈ A}
està ﬁtat inferiorment per 0 i, per tant, té ínﬁm. Deﬁnim la distància de x a A com el nombre
d(x,A) = inf{d(x, a) : a ∈ A}.
30.27 Remarca Notem que, si A és un tancat d’un espai mètric, llavors A = A i
d(x,A) = 0⇔ inf{d(x, a) : a ∈ A} = 0⇔ x ∈ A⇔ x ∈ A.
30.28 Remarca Si X és un espai mètric, x, y ∈ X i A ⊆ X , prenent ínﬁms respecte a a ∈ A a
la desigualtat triangular d(x, a) ≤ d(x, y) + d(y, a) obtenim d(x,A) ≤ d(x, y) + d(y,A). Veiem
aleshores que l’aplicació d( , A) : X → R deﬁnida per x 7→ d(x,A) és contínua. En efecte, donat
ǫ > 0, prenem δ = ǫ i, si d(x, x0) < δ = ǫ, aleshores
d(x0, A)− ǫ < d(x0, A)− d(x0, x) ≤ d(x,A) ≤ d(x, x0) + d(x0, A) = d(x0, A) + ǫ.
El lema següent assegura que en un espai mètric sempre és possible separar tancats.
30.29 Lema Siguin A i B dos tancats disjunts d’un espai mètric X. Aleshores existeix una
funció contínua f : X → [0, 1] tal que f(x) = 0 si x ∈ A i f(x) = 1 si x ∈ B.
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Demostració Notem que
d(x,A) + d(y,B) = 0 ⇒ d(x,A) = d(x,B) = 0 ⇒ x ∈ A ∩B = ∅.
Així, la suma d(x,A) + d(x,B) no s’anul·la en cap punt de X i el nombre
f(x) =
d(x,A)
d(x,A) + d(x,B)
està deﬁnit per a tot x ∈ X . Clarament, 0 ≤ f(x) ≤ 1. Ja hem fet notar a la remarca 30.28
que les funcions d( , A) i d( , B) són contínues. Aleshores la funció f : X → [0, 1] deﬁnida per
x 7→ f(x) està ben deﬁnida i és contínua. A més, si x ∈ A, tenim d(x,A) = 0 i f(x) = 0; si
x ∈ B, aleshores d(x,B) = 0 i f(x) = d(x,A)/d(x,A) = 1. ✷
Els teoremes següents s’apliquen a espais mètrics que tenen una base d’oberts enumerable, però
primer veurem que els espais Rn tenen aquesta propietat.
30.30 Proposició Els espais mètrics Rn tenen una base d’entorns enumerable.
Demostració Com que Q és enumerable, Q×Q és enumerable. La família B d’intervals oberts
(q1, q2) amb q1, q2 ∈ Q és, doncs, enumerable. Veurem que és una base d’oberts de R. En
efecte, si U és obert de R i x ∈ U , existeix un interval obert (a, b) tal que x ∈ (a, b) ⊆ U .
Com que Q és dens a R, existeixen q1, q2 ∈ Q tals que a < q1 < x i x < q2 < b. Aleshores
x ∈ (q1, q2) ⊂ (a, b) ⊆ U .
Per a cada natural n ≥ 1, una base d’oberts de Rn és B× n)· · · ×B, que és un producte cartesià
ﬁnit de conjunts enumerables i, per tant, enumerable. ✷
El teorema següent és una versió feble de l’anomenat teorema de metritzabilitat d’Urisson. .
30.31 Teorema (d’Urisson) Sigui X un espai mètric amb una base d’oberts enumerable. Lla-
vors existeix una aplicació contínua h : X → [0, 1]ω tal que X i h(X) són homeomorfs.
Demostració Sigui {Bn : n ∈ N} una base d’oberts enumerable de X . Considerem el conjunt
S = {(n,m) ∈ N × N : Bm ⊆ Bn}. Per a cada (m,n) ∈ S, els conjunts Bm i X \ Bn són dos
tancats disjunts. D’acord amb el lema 30.29, existeix una aplicació contínua g(m,n) : X → [0, 1]
tal que g(m,n)(x) = 1 si x ∈ Bm i g(m,n)(x) = 0 si x ∈ X \Bn.
Com que S ⊆ N×N és enumerable, existeix una bijecció σ : N→ S. Per comoditat de notació,
escriurem fn per denotar l’aplicació gσ(n). Si x ∈ U ⊆ X i U és obert, existeix (m,n) ∈ S tal
que x ∈ Bm ⊆ Bn ⊆ U i, si σ(k) = (m,n), l’aplicació fk compleix fk(x) = 1 i fk(X \U) = {0}.
Considerem l’aplicació
h : X → [0, 1]ω
x 7→ (fn(x))
i comprovem que X i h(X) són homeomorfs.
Sigui πn : [0, 1]ω → [0, 1] la n-èsima projecció canònica. La composició de h amb la n-èsima
projecció πn és πn ◦ h = fn, que és contínua. Per tant, h és contínua.
Veiem que f és injectiva. Si x 6= y, sigui U un obert que conté x i no conté y. Llavors existeix
un natural n tal que fn(x) = 1 i fn(y) = 0, la qual cosa implica h(x) 6= h(y). Per tant, h és
una bijecció entre X i h(X).
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Per veure que X i h(X) són homeomorfs, només cal comprovar que h aplica oberts de X a
oberts de h(X). Sigui U un obert de X i z = (zn) ∈ h(U). Per veure que h(U) és obert,
provarem que existeix un obert V de [0, 1]ω tal que z ∈ V ∩ h(X) ⊆ h(U).
Com que h és injectiva, existeix un únic x ∈ U tal que z = h(x). Per a certa fn, es compleix
zn = fn(x) = 1 i fn(X \ U) = {0}. L’interval (0, 1] és un obert de [0, 1], així que V =
π−1n (0, 1] = {x ∈ [0, 1]ω : xn > 0} és un obert de [0, 1]ω. Com que zn = fn(x) = 1, tenim
z ∈ V ∩ h(X). Queda per demostrar que V ∩ h(X) ⊆ h(U). Sigui x = (xk) ∈ V ∩ h(X). Com
que x ∈ V , tenim xn > 0. Com que x ∈ h(X), existeix x′ ∈ X tal que (xk) = x = (fk(x′)).
Llavors, fn(x′) = xn > 0. Com que fn(X \ U) = {0}, això implica x′ ∈ U . Per tant,
x = h(x′) ∈ h(U). ✷
El teorema signiﬁcatiu ﬁnal és el següent.
30.32 Teorema Sigui X un espai mètric compacte amb una base d’oberts enumerable. Aleshores
existeix una aplicació contínua i exhaustiva C → X.
Demostració D’acord amb el teorema 30.31, existeix una aplicació
h : X → [0, 1]ω
que és un homeomorﬁsme entre X i h(X). Com que X és compacte, el conjunt h(X) és un
tancat de [0, 1]ω. Per la proposició 30.26, existeix una aplicació
F : C → [0, 1]ω
contínua i exhaustiva. Aleshores, A = F−1(h(X)) és un tancat de C. Per la proposició 30.23,
existeix una aplicació contínua
r : C → A,
la restricció de la qual a A és la identitat.
La composició d’aplicacions contínues
C r→ A F→ h(X) h−1→ X
és contínua i és exhaustiva. ✷
Així, tot compacte de Rn és homeomorf a un quocient de C. La pols de Cantor cobreix tots els
compactes de Rn.
30.33 Remarca En els teoremes 30.31 i 30.32 es pot substituir la hipòtesi d’espai mètric per la
hipòtesi d’espai normal. Un espai topològic X és normal si es compleixen les dues condicions
següents:
1) per a cada x ∈ X el conjunt {x} és tancat;5
2) per a cada dos tancats disjunts C i D existeixen dos oberts U i V tals que C ⊆ U , D ⊆ V
i U ∩ V = ∅.
5Els espais que compleixen aquesta condició es diuen de Fréchet o T1. Els espais T1 es poden definir deforma
equivalent per la propietat que, donats dos punts x 6= y, existeixen oberts U i V tals que x ∈ U , y ∈ V , x /∈ V i
y /∈ U .
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El canvi d’hipòtesi es pot fer perquè un teorema d’Urisson (de demostració no trivial) assegura
que un espai normal amb una base d’entorns enumerable és metritzable, és a dir, s’hi pot deﬁnir
una distància (en general, més d’una) de forma que la topologia inicial és la derivada d’aquesta
distància.
En els teoremes 30.31 i 30.32 s’imposa la condició d’existència d’una base d’entorns enumerable.
En el cas d’una base d’entorns ﬁnita, la situació és més simple, com detallen les dues remarques
següents.
30.34 Remarca Si X és un espai mètric amb una base d’entorns ﬁnita, aleshores X és ﬁnit i
té la topologia discreta. En efecte, sigui U1, . . . Un una base d’oberts ﬁnita. Escollim un punt
de cada obert de la base, xi ∈ Ui. Veurem que X = {x1, . . . , xn}. Si x ∈ X \ {x1, . . . , xn} i
r = min{d(x, x1), . . . , d(x, xn)}, aleshores per a l’obert B(x, r/2) existeix un obert de la base
Ui tal que x ∈ Ui ⊆ B(x, r/2). Aleshores, r/2 > d(x, xi) ≥ r, que és una contradicció. Per tant,
X = {x1, . . . , xn} és ﬁnit. Com que X és un espai mètric, els punts són tancats. Com que X
és ﬁnit, tot subconjunt de X és reunió ﬁnita de tancats i, per tant, tancat. Així, la topologia
de X és la discreta (i X és compacte).
30.35 Remarca Sigui X un espai mètric amb una base d’oberts ﬁnita. Aleshores existeix
una aplicació contínua i exhaustiva C → X . En efecte, ja hem vist que X és ﬁnit, diguem
X = {x; . . . , xn}, i que té la topologia discreta. Escollim n punts y1, . . . , yn diferents de [0, 1] i
deﬁnim h : X → [0, 1] per h(xi) = yi. L’aplicació h és contínua i X i h(X) són homeomorfs. Per
la proposició 30.25 existeix una aplicació f : C → [0, 1] contínua i exhaustiva. Aleshores A =
f−1(h(X)) = f−1({y1, . . . , yn} és un tancat de C. Per la proposició 30.23, existeix una aplicació
contínua r : C → A, la restricció de la qual a A és la identitat. La composició d’aplicacions
contínues
C r→ A f→ h(X) h−1→ X
és contínua i és exhaustiva.
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