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a b s t r a c t
Let G = (V , E) be a connected graph and d(x, y) be the distance between the vertices x and
y in V (G). A subset of vertices W = {w1, w2, . . . , wk} is called a resolving set or locating
set for G if for every two distinct vertices x, y ∈ V (G), there is a vertex wi ∈ W such that
d(x, wi) ≠ d(y, wi) for i = 1, 2, . . . , k. A resolving set containing the minimum number
of vertices is called a metric basis for G and the number of vertices in a metric basis is its
metric dimension, denoted by dim(G).
Let F be a family of connected graphs Gn : F = (Gn)n≥1 depending on n as follows:
the order |V (G)| = ϕ(n) and limn→∞ ϕ(n) = ∞. If there exists a constant C > 0 such that
dim(Gn) ≤ C for every n ≥ 1 then we shall say that F has bounded metric dimension.
The metric dimension of a class of circulant graphs Cn(1, 2) has been determined by
Javaid and Rahim (2008) [13]. In this paper, we extend this study to an infinite class of
circulant graphs Cn(1, 2, 3). We prove that the circulant graphs Cn(1, 2, 3) have metric
dimension equal to 4 for n ≡ 2, 3, 4, 5 (mod 6). For n ≡ 0 (mod 6) only 5 vertices
appropriately chosen suffice to resolve all the vertices of Cn(1, 2, 3), thus implying that
dim(Cn(1, 2, 3)) ≤ 5 except n ≡ 1 (mod 6)when dim(Cn(1, 2, 3)) ≤ 6.
Crown Copyright© 2011 Published by Elsevier Ltd. All rights reserved.
1. Notation and preliminary results
Metric dimension is a parameter that has appeared in various applications of graph theory, as diverse as, pharmaceutical
chemistry [1,2], robot navigation [3], combinatorial optimization [4] and sonar and coast guard Loran [5], to name a few.
A basic problem in chemistry is to provide mathematical representations for a set of chemical compounds in a way that
gives distinct representations to distinct compounds. As described in [1,2], the structure of a chemical compound can be
represented by a labeled graph whose vertex and edge labels specify the atom and bond types, respectively. Thus, a graph-
theoretic interpretation of this problem is to provide representations for the vertices of a graph in such a way that distinct
vertices have distinct representations. This is the subject of the papers [6,2,7,5,8].
Navigation can be studied in a graph-structured framework in which the navigation agent (which we shall assume to
be a point robot) moves from node to node of a ‘‘graph space’’. The robot can locate itself by the presence of distinctly
labeled ‘‘landmark’’ nodes in the graph space. For a robot navigating in Euclidean space, visual detection of a distinctive
landmark provides information about the direction to the landmark, and allows the robot to determine its position by
triangulation. On a graph, however, there is neither the concept of direction nor that of visibility. Instead, we shall assume
that a robot navigating on a graph can sense the distances to a set of landmarks.
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Evidently, if the robot knows its distances to a sufficiently large set of landmarks, its position on the graph is uniquely
determined. This suggests the following problem: given a graph, what are the fewest number of landmarks needed, and
where they should be located, so that the distances to the landmarks uniquely determine the robot’s position on the graph?
This is actually a classical problem aboutmetric spaces. Aminimum set of landmarkswhich uniquely determines the robot’s
position is called a ‘‘metric basis’’, and the minimum number of landmarks is called the ‘‘metric dimension’’ of a graph.
In a connected graph G, the distance d(u, v) between two vertices u, v ∈ V (G) is the length of a shortest path between
them. LetW = {w1, w2, . . . , wk} be an ordered set of vertices of G and let v be a vertex of G. The representation r(v|W ) of v
with respect toW is the k-tuple (d(v,w1), d(v,w2), d(v,w3), . . . , d(v,wk)).W is called a resolving set [2] or locating set [5]
if every vertex of G is uniquely identified by its distances from the vertices ofW , or equivalently, if distinct vertices of G have
distinct representations with respect toW . A resolving set of minimum cardinality is called a basis for G and this cardinality
is themetric dimension of G, denoted by dim(G) [6]. The concepts of resolving set and metric basis have previously appeared
in the literature (see [6,9,10,1,2,11–15,3,7,16,4,5,8,17,18]).
For a given ordered set of vertices W = {w1, w2, . . . , wk} of a graph G, the ith component of r(v|W ) is 0 if and only if
v = wi. Thus, to show that W is a resolving set it suffices to verify that r(x|W ) ≠ r(y|W ) for each pair of distinct vertices
x, y ∈ V (G) \W .
A useful property in finding dim(G) is the following lemma.
Lemma 1 ([17]). Let W be a resolving set for a connected graph G and u, v ∈ V (G). If d(u, w) = d(v,w) for all vertices
w ∈ V (G) \ {u, v}, then {u, v} ∩W ≠ ∅.
Motivated by the problem of uniquely determining the location of an intruder in a network, the concept ofmetric dimension
was introduced by Slater in [5,8] and studied independently byHarary andMelter in [11]. Applications of this invariant to the
navigation of robots in networks are discussed in [3] and applications to chemistry in [2] while applications to the problem
of pattern recognition and image processing, some of which involve the use of hierarchical data structures, are given in [7].
Let F be a family of connected graphs Gn : F = (Gn)n≥1 depending on n as follows: the order |V (G)| = ϕ(n) and
limn→∞ ϕ(n) = ∞. If there exists a constant C > 0 such that dim(Gn) ≤ C for every n ≥ 1 then we shall say that F has
bounded metric dimension; otherwise F has unbounded metric dimension.
If all graphs in F have the same metric dimension (which does not depend on n), F is called a family with constant
metric dimension [13]. A connected graph G has dim(G) = 1 if and only if G is a path [2]; cycles Cn have metric dimension 2
for every n ≥ 3. Also generalized Petersen graphs P(n, 2), antiprisms An and circulant graphs Cn(1, 2) are families of graphs
with constant metric dimension [13].
Other families of graphs have unbounded metric dimension: if Wn denotes a wheel with n spokes and J2n the graph
deduced from the wheelW2n by alternately deleting n spokes, then dim(Wn) = ⌊ 2n+25 ⌋ for every n ≥ 7 [6] and dim(J2n) =
⌊ 2n3 ⌋ [18] for every n ≥ 4.
An example of a family which has bounded metric dimension is the family of prisms. In [9] it was proved that
dim(Pm × Cn) =

2, if n is odd;
3, if n is even.
Since prisms Dn are the trivalent plane graphs obtained by the cross product of path P2 with a cycle Cn, so prisms constitute
a family of 3-regular graphswith boundedmetric dimension. Also generalized Petersen graphs P(n, 3) have boundedmetric
dimension [12].
Note that the problem of determining whether dim(G) < k is an NP-complete problem [19]. Some bounds for this
invariant, in terms of the diameter of the graph, are given in [3] and it was shown in [2,3,7,16] that the metric dimension of
trees can be determined efficiently. It appears unlikely that significant progress can be made in determining the dimension
of a graph unless it belongs to a class for which the distances between vertices can be described in some systematic manner.
The metric dimension of circulant graphs Cn(1, 2) has been studied in [13]. In this paper, we extend this study to
the circulant graphs Cn(1, 2, 3). We prove that the circulant graphs Cn(1, 2, 3) have metric dimension equal to 4 for
n ≡ 2, 3, 4, 5(mod 6). For n ≡ 0(mod 6) only 5 vertices appropriately chosen suffice to resolve all the vertices of Cn(1, 2, 3),
thus implying that dim(Cn(1, 2, 3)) ≤ 5 except n ≡ 1(mod 6)when dim(Cn(1, 2, 3)) ≤ 6.
In what follows all indices iwhich do not satisfy inequalities 1 ≤ i ≤ nwill be taken modulo n.
2. Upper bounds for the metric dimension of circulant graphs Cn(1, 2, 3)
The circulant graphs are an important class of graphs, which can be used in the design of local area networks [20]. Let
n,m and a1, . . . , am be positive integers, 1 ≤ ai ≤ ⌊ n2⌋ and ai ≠ aj for all 1 ≤ i < j ≤ m. An undirected graph with the set
of vertices V = {v1, . . . , vn} and the set of edges E = {vivi+aj : 1 ≤ i ≤ n, 1 ≤ j ≤ m}, the indices being taken modulo n, is
called a circulant graph and is denoted by Cn(a1, . . . , am). The numbers a1, . . . , am are called the generators and we say that
the edge vivi+aj is of type aj.
It is easy to see that the circulant graph Cn(a1, . . . , am) is a regular graph of degree r , where
r =
2m− 1, if
n
2
∈ {a1, . . . , am};
2m, otherwise.
322 M. Imran et al. / Applied Mathematics Letters 25 (2012) 320–325
Fig. 1. The circulant graph C11(1, 2, 3).
The circulant graph C11(1, 2, 3) has been shown in Fig. 1. Themetric dimension of circulant graphs Cn(1, 2) has been studied
in [13] where it has been proved that dim(Cn(1, 2)) = 3 for n ≡ 0, 2, 3(mod 4) and dim(Cn(1, 2)) ≤ 4 otherwise.
In this paper, we extend this study to the circulant graphs Cn(1, 2, 3). We prove that the circulant graphs Cn(1, 2, 3) have
metric dimension equal to 4 for n ≡ 2, 3, 4, 5(mod 6). For n ≡ 0(mod 6) only 5 vertices appropriately chosen suffice to re-
solve all the vertices of Cn(1, 2, 3), thus implying that dim(Cn(1, 2, 3)) ≤ 5 except n ≡ 1(mod 6)when dim(Cn(1, 2, 3)) ≤ 6.
In the next theorem, we give the upper bounds for the metric dimension of circulant graphs Cn(1, 2, 3). Note that the
choice of an appropriate basis of vertices (also referred to as landmarks in [15]) is core of the problem.
Theorem 1. For the circulant graphs Cn(1, 2, 3) we have
dim(Cn(1, 2, 3)) ≤

4, for n ≡ 2, 3, 4, 5(mod 6) and n ≥ 14;
5, for n ≡ 0(mod 6) and n ≥ 12;
6, for n ≡ 1(mod 6) and n ≥ 13.
Proof. Case (i). When n ≡ 2(mod 6).
In this case, we can write n = 6k + 2, k ≥ 2, k ∈ Z+. Let W = {v1, v2, v3, v4} ⊂ V (Cn(1, 2, 3)). We show that W is a
resolving set for Cn(1, 2, 3) in this case. For this purpose, we first give the representations of V (Cn(1, 2, 3))\W ′ with respect
toW ′ = {v1, v2, v3}.
r(v1+3i|W ′) =

(i, i, i), 1 ≤ i ≤ k;
(2k− i+ 1, 2k− i+ 1, 2k− i+ 2), k+ 1 ≤ i ≤ 2k.
r(v2+3i|W ′) =

(i+ 1, i, i), 1 ≤ i ≤ k;
(2k− i+ 1, 2k− i+ 1, 2k− i+ 1), k+ 1 ≤ i ≤ 2k.
r(v3+3i|W ′) =

(i+ 1, i+ 1, i), 1 ≤ i ≤ k− 1;
(k, k+ 1, k), i = k;
(2k− i, 2k− i+ 1, 2k− i+ 1), k+ 1 ≤ i ≤ 2k− 1.
The set W ′ can distinguish all vertices of Cn(1, 2, 3) except the vertices v4+3i and v6k+2−3i for each 0 ≤ i ≤ k − 1 and we
have r(v4+3i|W ′) = r(v6k+2−3i|W ′) = (1+ i, 1+ i, 1+ i) for each 0 ≤ i ≤ k− 1.
The vertex v4 distinguish this pair of vertices with same representations as d(v4, v6k+2) = 2 and d(v4, v4+3i) + 2 =
d(v4, v6k+2−3i) for each 1 ≤ i ≤ k− 1. This implies thatW = W ′ ∪ {v4} is a resolving set for Cn(1, 2, 3), thus implying that
dim(Cn(1, 2, 3)) ≤ 4 in this case.
Case (ii). When n ≡ 3(mod 6).
In this case, we can write n = 6k+ 3, k ≥ 2, k ∈ Z+. LetW = {v1, v2, v3, v4} ⊂ V (Cn(1, 2, 3)). Again we show thatW
is a resolving set for Cn(1, 2, 3) in this case. For this purpose, we first give the representations of V (Cn(1, 2, 3)) \W ′ with
respect toW ′ = {v1, v2, v3}.
r(v1+3i|W ′) =

(i, i, i), 1 ≤ i ≤ k;
(2k− i+ 1, 2k− i+ 2, 2k− i+ 2), k+ 1 ≤ i ≤ 2k.
r(v2+3i|W ′) =

(i+ 1, i, i), 1 ≤ i ≤ k;
(2k− i+ 1, 2k− i+ 1, 2k− i+ 2), k+ 1 ≤ i ≤ 2k.
r(v3+3i|W ′) =

(i+ 1, i+ 1, i), 1 ≤ i ≤ k;
(2k− i+ 1, 2k− i+ 1, 2k− i+ 1), k+ 1 ≤ i ≤ 2k.
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The set W ′ can distinguish all vertices of Cn(1, 2, 3) except the vertices v4+3i and v6k+3−3i for each 0 ≤ i ≤ k − 1 and we
have r(v4+3i|W ′) = r(v6k+3−3i|W ′) = (1+ i, 1+ i, 1+ i) for each 0 ≤ i ≤ k− 1.
The vertex v4 distinguish this pair of vertices with same representations as d(v4, v6k+3) = 2 and d(v4, v4+3i) + 2 =
d(v4, v6k+3−3i) for each 1 ≤ i ≤ k− 1. This implies thatW = W ′ ∪ {v4} is a resolving set for Cn(1, 2, 3), thus implying that
dim(Cn(1, 2, 3)) ≤ 4 also in this case.
Case (iii). When n ≡ 4(mod 6).
In this case, we can write n = 6k+ 4, k ≥ 2, k ∈ Z+. LetW = {v1, v2, v3, v4} ⊂ V (Cn(1, 2, 3)). Again we show thatW
is a resolving set for Cn(1, 2, 3) in this case. For this purpose, we first give the representations of V (Cn(1, 2, 3)) \W ′ with
respect toW ′ = {v1, v2, v3}.
r(v1+3i|W ′) =

(i, i, i), 1 ≤ i ≤ k;
(k+ 1, k+ 1, k+ 1), i = k+ 1;
(2k− i+ 2, 2k− i+ 2, 2k− i+ 2), k+ 2 ≤ i ≤ 2k+ 1.
r(v2+3i|W ′) =

(i+ 1, i, i), 1 ≤ i ≤ k;
(2k− i+ 1, 2k− i+ 2, 2k− i+ 2), k+ 1 ≤ i ≤ 2k.
r(v3+3i|W ′) =

(i+ 1, i+ 1, i), 1 ≤ i ≤ k;
(2k− i+ 2, 2k− i+ 2, 2k− i+ 1), k+ 1 ≤ i ≤ 2k.
The set W ′ can distinguish all vertices of Cn(1, 2, 3) except the vertices v4+3i and v6k+4−3i for each 0 ≤ i ≤ k − 1 and we
have r(v4+3i|W ′) = r(v6k+4−3i|W ′) = (1+ i, 1+ i, 1+ i) for each 0 ≤ i ≤ k− 1.
The vertex v4 distinguish this pair of vertices with same representations as d(v4, v6k+4) = 2 and d(v4, v4+3i) + 2 =
d(v4, v6k+4−3i) for each 1 ≤ i ≤ k− 1. This implies thatW = W ′ ∪ {v4} is a resolving set for Cn(1, 2, 3), thus implying that
dim(Cn(1, 2, 3)) ≤ 4 in this case too.
Case (iv). When n ≡ 5(mod 6).
In this case, we can write n = 6k+ 5, k ≥ 2, k ∈ Z+. LetW = {v1, v2, v3, v4} ⊂ V (Cn(1, 2, 3)). Again we show thatW
is a resolving set for Cn(1, 2, 3) in this case. For this purpose, we first give the representations of V (Cn(1, 2, 3)) \W ′ with
respect toW ′ = {v1, v2, v3}.
r(v1+3i|W ′) =

(i, i, i), 1 ≤ i ≤ k;
(k+ 1, k+ 1, k+ 1), i = k+ 1;
(2k− i+ 2, 2k− i+ 2, 2k− i+ 3), k+ 2 ≤ i ≤ 2k+ 1.
r(v2+3i|W ′) =

(i+ 1, i, i), 1 ≤ i ≤ k;
(k+ 1, k+ 1, k+ 1), i = k+ 1;
(2k− i+ 2, 2k− i+ 2, 2k− i+ 2), k+ 2 ≤ i ≤ 2k+ 1.
r(v3+3i|W ′) =

(i+ 1, i+ 1, i), 1 ≤ i ≤ k;
(2k− i+ 1, 2k− i+ 2, 2k− i+ 2), k+ 1 ≤ i ≤ 2k.
The set W ′ can distinguish all vertices of Cn(1, 2, 3) except the vertices v4+3i and v6k+5−3i for each 0 ≤ i ≤ k − 1 and we
have r(v4+3i|W ′) = r(v6k+5−3i|W ′) = (1+ i, 1+ i, 1+ i) for each 0 ≤ i ≤ k− 1.
The vertex v4 distinguish this pair of vertices with same representations as d(v4, v6k+5) = 2, d(v4, v4+3i) + 2 = d(v4,
v6k+5−3i) for each 1 ≤ i ≤ k− 1 and d(v4, v3k+4) = 1+ d(v4, v3k+5). This implies thatW = W ′ ∪ {v4} is a resolving set for
Cn(1, 2, 3), thus implying that dim(Cn(1, 2, 3)) ≤ 4 in this case.
(b). When n ≡ 0(mod 6).
In this case, we can write n = 6k, k ≥ 2, k ∈ Z+. Let W = {v1, v2, v3, v4, v3k+2} ⊂ V (Cn(1, 2, 3)). We prove that W
is a resolving set for Cn(1, 2, 3) in this case. For this purpose, we first give the representations of V (Cn(1, 2, 3)) \W ′ with
respect toW ′ = {v1, v2, v3, v4}.
r(v2+3i|W ′) =

(i+ 1, i, i, i), 1 ≤ i ≤ k− 1;
(k, k, k, k), i = k;
(2k− i, 2k− i, 2k− i+ 1, 2k− i+ 1), k+ 1 ≤ i ≤ 2k+ 1.
r(v3+3i|W ′) =

(i+ 1, i+ 1, i, i), 1 ≤ i ≤ k;
(k, k, k, k), i = k;
(2k− i, 2k− i, 2k− i+ 1, 2k− i+ 1), k+ 1 ≤ i ≤ 2k+ 1.
r(v4+3i|W ′) =

(i+ 1, i+ 1, i+ 1, i), 1 ≤ i ≤ k− 1;
(2k− i− 1, 2k− i− 1, 2k− i, 2k− i), k ≤ i ≤ 2k.
The set W ′ can distinguish all vertices of Cn(1, 2, 3) except the vertices v3k+2 and v3k+3 and we have r(v3k+2|W ′) =
r(v3k+3|W ′) = (k, k, k, k). This can be done by the vertex v3k+2 as d(v3k+2, v3k+3) = 1. This implies thatW = W ′ ∪ {v3k+2}
is a resolving set for Cn(1, 2, 3), thus implying that dim(Cn(1, 2, 3)) ≤ 5 in this case.
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(c). When n ≡ 1(mod 6).
In this case, we can write n = 6k + 1, k ≥ 2, k ∈ Z+. LetW = {v1, v2, v3, v4, v3k+2, v3k+3} ⊂ V (Cn(1, 2, 3)). We prove
thatW is a resolving set for Cn(1, 2, 3) in this case. For this purpose, we first give the representations of V (Cn(1, 2, 3)) \W ′
with respect toW ′ = {v1, v2, v3, v4}.
r(v2+3i|W ′) =

(i+ 1, i, i, i), 1 ≤ i ≤ k− 1;
(k, k, k, k), i = k;
(2k− i, 2k− i+ 1, 2k− i+ 1, 2k− i+ 1), k+ 1 ≤ i ≤ 2k− 1.
r(v3+3i|W ′) =

(i+ 1, i+ 1, i, i), 1 ≤ i ≤ k;
(k, k, k, k), i = k;
(2k− i, 2k− i, 2k− i+ 1, 2k− i+ 1), k+ 1 ≤ i ≤ 2k− 1.
r(v4+3i|W ′) =

(i+ 1, i+ 1, i+ 1, i), 1 ≤ i ≤ k− 1;
(k, k, k, k), i = k;
(2k− i, 2k− i, 2k− i, 2k− i), k+ 1 ≤ i ≤ 2k− 1.
Consequently, r(v3k+2|W ′) = r(v3k+3|W ′) = r(v3k+4|W ′) = (k, k, k, k). Hence, no single vertex can distinguish this pair of
vertices with same representations as d(v3k+2, v3k+3) = d(v3k+3, v3k+4) = d(v3k+2, v3k+4) = 1. This can only be done by
at least a pair of vertices e.g. {v3k+2, v3k+3} This implies thatW = W ′ ∪ {v3k+2, v3k+3} is a resolving set for Cn(1, 2, 3), thus
implying that dim(Cn(1, 2, 3))≤ 6 in this case. 
3. Metric dimension of Cn(1, 2, 3) for n ≢ 0, 1(mod 6)
In this section, we will prove that dim(Cn(1, 2, 3)) ≥ 4 for n ≢ 0, 1(mod 6). For this purpose, we define the outer cycle
as the cycle induced by {v1, v2, . . . , vn}. Due to the rotational symmetry of Cn(1, 2, 3)we deduce the following.
Lemma 2. For any two vertices ui and uj on the outer cycle of Cn(1, 2, 3)wehave d(ui; uj) = d(ui+r; uj+r) for any 1 ≤ r ≤ n−1.
For the concept of gaps and size of a gap (to be used later), we adopted the definitions and terminology used in [6]. Let Cn be
a cycle with n vertices. We denote its vertices by v1, v2, . . . , vn. Let k, l be positive integers, 1 ≤ k < l ≤ n. Then the vertices
vk+1, vk+2, . . . , vl−1 are the vertices in the gap determined by the vertices vk and vl and the size of the gap is k− l− 1.
Theorem 2. For n ≡ 2, 3, 4, 5(mod 6) and n ≥ 13, dim(Cn(1, 2, 3)) ≥ 4.
Proof. Let n = 6k+lwhere l ∈ {2, 3, 4, 5}. To prove this theorem, it suffices to show that there is no resolving setwith three
vertices for V (Cn(1, 2, 3)). Suppose to contrary that there exists a resolving setW with three vertices for V (Cn(1, 2, 3)).
Without loss of generality, we can assume thatW = {v1, vi, vj} is a resolving set where i ≠ j and i, j ≠ 1. We make the
following claims.
Claim 1. No two vertices with consecutive indices on outer cycle can appear in any resolving set with three elements for
V (Cn(1, 2, 3)).
Without loss of generality, we can suppose that W ′ = {v1, v2, vj} is a resolving set with two vertices having consecutive
indices. By symmetry, we need only consider the case for 3 ≤ j ≤ 3k+ 1. Then
r(v4|W ′) = r(vn|W ′), if j = 3 and for all l;
r(v3|W ′) = r(v4|W ′), if j ≡ 0(mod 3) and for all l;
r(vn|W ′) = r(vn−1|W ′), if j ≡ 1, 2(mod 3), j ≠ 3k+ 1 and for all l;
r(v4|W ′) = r(vn−1|W ′), if j = 3k+ 1 and for all l;
a contradiction.
Claim 2. No first two gaps of same size between the indices of resolving vertices on outer cycle can appear in any resolving set
with three elements for V (Cn(1, 2, 3)).
Let W ′ = {v1, vi, v2i−1} be a resolving set with three elements and having first two gaps of same size between the indices
of resolving vertices. By symmetry, for l = 2, we consider the case for 3 ≤ j ≤ 3k+ 1; for l = 3, 4, we consider the case for
3 ≤ j ≤ 3k+ 2; for l = 5, we consider the case for 3 ≤ j ≤ 3k+ 3. Then
r(vi−1|W ′) = r(vi+1|W ′), if j ≡ 0(mod 3) and for all l;
r(vi+1|W ′) = r(vi+2|W ′), if j ≡ 1, 2(mod 3) and for all l;
a contradiction.
A consequence of Claims 1 and 2 implies Claim 3.
Claim 3. No first two gaps with different sizes between the indices of resolving vertices on outer cycle can appear in any basis
with three elements for V (Cn(1, 2, 3)).
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Let W ′ = {v1, vi, vj} be a resolving set with three elements and having first two gaps of different sizes. For each fixed
value of i, 3 ≤ i ≤ 2k, we have variation of j as i+ 3 ≤ j ≤ 4k+ 1. We have the following possibilities.
(i) The first gap is of odd size and the second gap is of even size.
(ii) The first two gaps are of odd size.
(iii) The first gap is of even size and second gap is of odd size.
(iv) The first two gaps are of even size.
But in each of the above possibilities, we get either r(vj−1|W ′) = r(vj+1|W ′) or r(vj−1|W ′) = r(vj−2|W ′) or r(vj−2|W ′) =
r(vj−3|W ′) or r(vj−3|W ′) = r(vj−1|W ′), or r(vj+1|W ′) = r(vj+2|W ′) or r(vj+2|W ′) = r(vj+3|W ′), or r(vj+3|W ′) =
r(vj+1|W ′), or r(vj+3|W ′) = r(vj+4|W ′), leading to a contradiction.
Hence, from above it follows that dim(Cn(1, 2, 3)) ≥ 4 which completes the proof. 
As an immediate consequence of Theorems 1 and 2, we have the following theorem.
Theorem 3. For circulant graphs (Cn(1, 2, 3)), we have dim(Cn(1, 2, 3)) = 4 when n ≡ 2, 3, 4, 5(mod 6) and n ≥ 13. 
4. Conclusion
In this paper, we have studied the metric dimension of circulant graphs Cn(1, 2, 3). We proved that the metric
dimension of circulant graphs Cn(1, 2, 3) is bounded and determined the exact value of the metric dimension when
n ≡ 2, 3, 4, 5(mod 6). In the remaining cases we proved that dim(Cn(1, 2, 3)) ≤ 5 when n ≡ 0(mod 6), n ≥ 12 and
dim(Cn(1, 2, 3)) ≤ 6 when n ≡ 1(mod 6), n ≥ 13. We close this section by raising a question as an open problem.
Open problem. Find the exact value of metric dimension of Cn(1, 2, 3)when n ≡ 0, 1(mod 6).
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