Large eddy simulations are performed for a heated over-expanded supersonic jet issued from twin converging-diverging nozzles. As the focus of the study is on nozzle interior flow modeling and its potential impact on flow and noise predictions in the jet plume, the Y-duct, S-ducts and angle adapters upstream of the nozzles are explicitly included the computational domain, using unstructured body-fitted grids. The present modeling approach consists in adaptive mesh refinement of the internal boundary layers, application of inlet synthetic turbulence, and wall-stress modeling on the interior surfaces. The main effects of the additional modeling inside the exhaust system are twofold: first it appears to prevent reverse flow observed in the baseline simulations without modeling near the start of the converging part of the nozzle; second, it tends to promote thin perturbed boundary layers inside the nozzle that rapidly transition to turbulent (rather than laminar) shear layer in the jet plume, with higher spreading rate than in the baseline cases. Overall, the farfield noise predictions show good agreement with experimental measurements from NASA Glenn Research Center. In particular, the azimuthal variations in radiated sound and the shielding effects reducing noise in the plane of the jets are well captured in the simulations. The numerical results exhibit however an unusual over-prediction of the mixing noise at peak angles, of up to +3dB. The current hypothesis is that the installation effects present in the experiment and not in the simulations would be the likely cause of these discrepancies.
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I. Introduction
While there have been substantial advancements in supersonic jet noise predictions in recent years, mainly through the use of high fidelity Large Eddy Simulation (LES) methods leveraging progress in highperformance computing, the methodology has not been effectively applied to nozzle interior flow predictions to date. The two main challenges for the application of the LES approach inside a realistic exhaust system are, first, how to robustly generate LES-appropriate meshing of the complex internal parts, and second, how to efficiently handle wall effects at realistic Reynolds numbers. As a result, the numerical tools commonly used for interior flow predictions are typically based on Reynolds-Averaged Navier-Stokes (RANS) approaches. While these lower fidelity numerical methods provide useful first estimates, they tend to lack the sensitivity to configuration changes needed in a design tool, for complex settings. As the design of new high performance turbine engine exhaust systems lean towards more complex 3-D shapes, serpentine ducts and non-axisymmetric nozzles, reliable predictions of the internal flow are therefore critical to maximize propulsive performance, durability under unsteady structural and thermal loads and ultimately to find effective strategies to mitigate jet noise emissions.
The present work is the second part of an ongoing research effort focusing on this important aspect of the jet noise problem: the modeling of the nozzle interior flow and its effects on the nozzle-exit boundary layer, the jet plume and ultimately the acoustic field. In previous LES work, 1 the influence of mesh resolution, inlet condition, inflow turbulence and wall modeling inside the nozzle were investigated for a heated supersonic internally-mixed dual-stream jet 2 issued from a single converging-diverging (CD) nozzle. Based on the results of that study, the approach is now applied to a complex twin round nozzle configuration corresponding to a case of Bozak & Henderson.
3 In addition to the CD nozzle geometry, the computational domain includes the Y-duct, S-ducts and angle adapters upstream of the nozzles, to realistically reproduce the elements of the experimental configuration where the nozzle interior modeling can be expected to affect the flow and sound field predictions. The remainder of the paper is organized as follows: first, the numerical methods and the twin nozzle configuration are briefly discussed in section II. Then, in section III, flow field results are presented for a series of large eddy simulations investigating the potential improvements associated with the different modeling applied inside the nozzle. Finally, in section IV, far-field noise predictions are compared to experimental measurements performed at NASA Glenn Research Center.
II. Simulation of heated over-expanded twin jets
A. Numerical methods
In this study, hot supersonic jets are investigated with the high-fidelity large-eddy simulation (LES) framework developed at Cascade Technologies.
1, 4-9 The unstructured LES technology used here is composed of the pre-processing mesh adaptation tool "Adapt", the compressible flow solver "Charles" and post-processing tools for far-field noise predictions based on an efficient massively-parallel implementation 8 of the frequencydomain permeable formulation 10, 11 of the Ffowcs Williams-Hawkings (FW-H) equation.
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B. Twin nozzle configuration
The present case corresponds to a heated over-expanded supersonic twin jet issued from contoured CD nozzles, with design Mach number of 1.52 and 2 inch throat diameter. The configuration is taken from the database of Bozak & Henderson 3 and a schematic is presented in figure 1(a) . The available experimental data consists in far-field acoustic data acquired on a 45-foot arc microphone array, for inlet angle 45
• ≤ φ ≤ 160
• and three azimuthal angles (see figure 1(b) ). As previously mentioned, the Y-duct, S-duct, straight adapters and both nozzles are explicitly included in the computational domain (see figure 2 ), but not the bypass duct nor S-duct external fairing. In the experiment, the conditions of the bypass stream are matched to those of the free jet wind tunnel coflow, set to M ∞ = 0.1 for the present configuration. The same coflow is applied to the whole computational domain in the LES. The nozzle pressure ratio and nozzle temperature ratio are N P R = p 0 /p ∞ = 3.0 and N T R = T 0 /T ∞ = 3.0, respectively and match the experimental conditions. Here, the subscript 0 and ∞ refer to the stagnation (total) property and free-stream (ambient) quantity, respectively. Therefore, assuming isentropic flow, the jet temperature can be estimated at T j /T ∞ ≈ 2.19, the acoustic Mach number is M a ≈ U j /c ∞ = 2.01, and the corresponding jet Mach number is M j = U j /c j ≈ 1.36, where U j is the mean (time-averaged) streamwise Twin jet model components. jet velocity and the subscript j refer to the fully-expanded jet properties. For the experiment, the Reynolds number is Re j = ρ j U j D/µ j ≈ 600, 000 and this value is matched in the simulations. For the LES, the characteristic length is the nozzle exit diameter D such that diameter size is 1 in the computational mesh. The twin jet center-to-center spacing s was chosen to s/d = 2.625 (spacing designation S1) where d is the throat diameter and d/D = 0.92. Including the ducts upstream of the nozzle, the computational domain extents from approximately −12D to 50D in the streamwise (x) direction and flares in the out-of-plane (y) direction and in-plane (z) direction, from 10D to 20D and from 12D to 30D, respectively. The nozzle exits are at (x, y, z) = (0, 0, ±1.2075D).
Similarly to the previous studies with "Charles", 1, 6, 7 sponge layers and damping functions are applied to avoid spurious reflections at the boundary of the computational domain. The Vreman sub-grid model 13, 14 is used to account for the physical effects of the unresolved turbulence on the resolved flow. A schematic of the numerical setup is shown in figure 3 , along with visualization of the instantaneous temperature and pressure field.
The FW-H surfaces used to compute the far-field noise are also presented in figure 3 . Because the combined jet plume is not axisymmetric, the FW-H surface shape smoothly transitions from rectangular near the nozzle exits to conical downstream, similar to the shape used for rectangular jets in Ref. 5 . All three FW-H surfaces extend to x = 25D, with different spreading rates. For the treatment of the FW-H outflow disk, the method of "end-caps" of Shur et al. 15 is applied for x > 20D, where the complex far-field pressure predicted from ten FW-H surfaces with the same shape but outflow disks at different streamwise locations are phase-averaged.
Since the flow is over-expanded, shock cells are present in the jet plume and can clearly be seen in figures 2 and 3. Shocks require localized introduction of modeling to ensure numerical stability. For the scheme appropriate for computing a flux across a shock, Charles uses a fully unstructured 2nd-order ENO method to perform reconstructions, 16 and the HLLC approximate Riemann 17 solver to compute the flux. The hybrid switch, which detects where shocks are present in the flow and activates the shock-appropriate scheme, is based on the method inspired by the Ducros shock sensor 18 and modified by Bhagatwala & Lele 19 to highlight regions of negative dilatation (i.e., compression). The shock sensor C SS is defined as
where ω is the vorticity magnitude, ∆ is the grid spacing, c is the local speed of sound and ǫ is a small constant. For the present unstructured mesh, the grid spacing is computed as the cube root of the cell volume and the scheme is set as active for C SS > 0.02. Figure 4 shows the regions where the shock capturing scheme is active (in red) superposed on top of the corresponding instantaneous temperature field (in greyscale contours) in the in-plane (y = 0) section, for two different grids. As expected, the jet contracts at the nozzle exit since the flow is over-expanded and the equivalent fully-expanded jet diameter is slightly smaller than the exit diameter. Overall, the results are similar, though the effect of resolution is clearly visible as the shocks (much like the turbulent structures) are much sharper and better defined on the fine grid. Table 1 lists the simulation parameters and settings for each LES run considered, included the time step dt and the total simulation time t sim for the collection of statistics and FW-H surface data. In the baseline simulations, all the solid surfaces are treated as no-slip adiabatic walls, and there is no specific grid adaption inside the nozzle and no inflow turbulence at the inlet. For the LES cases with nozzle interior flow modeling, the simulations include nozzle boundary layer (BL) refinement, synthetic turbulence and wall modeling. Details are discussed in the next two sections.
C. Mesh generation and adaptive refinement strategies
The same grid adaptation approach used for the previous round CD nozzle study 1 is applied to the twin jet configuration. The starting point is a coarse "skeletal" grid with a paved core, containing about 1.4M control volumes. Several embedded zones of refinement are then defined by the user and enforced by the adaptation tool Adapt. The main refinement zones correspond to the bulk of the mesh, containing both jet plumes and fully enclosing the FW-H surfaces used for the far-field noise predictions. Additional isotropic refinement is enforced for both jet potential cores and near-nozzle exits. As in the previous study, a smoothing algorithm and surface projection are applied to avoid sharp grid transitions between different refinement zones and to ensure accurate representation of the underlying geometry. For the baseline cases, two grids were generated, with mostly hexahedral elements: a "coarse" mesh containing approximately 29 millions unstructured control volumes (see figure 5(a)) and a fine mesh with 204 million cells, by doubling the resolution in the each refinement zones in the jet plume (i.e, both grids have exactly the same resolution inside the nozzle). Recall that the triangle elements visible in the figures are artifacts of the visualization software that tessellates cells with hanging nodes.
For the cases with nozzle interior modeling, isotropic refinement of the boundary layer mesh is then added to the previous adaptation strategy, as shown in figure 5(b) . The refinement is applied everywhere inside the exhaust system, following the settings used in our previous study in Ref. 1 . This leads to a modest increase in mesh size, while the grid in the jet plume remains largely unchanged: the coarse and fine adapted grids with boundary layer refinement now contains approximately 35 and 210 million cells, respectively. Here, it is important to note that not only the wall-normal direction but also the streamwise and azimuthal directions are refined inside the nozzle, which is critical to capture three-dimensional turbulent structures in the nozzle boundary layer. This refinement strategy effectively results in about 700 cells in the azimuthal direction close to the interior surface near the nozzle exit. In the remainder of the paper, the simulations with isotropic refinement of the internal boundary layer mesh are identified with a prefix BL (see table 1 
D. Wall modeling and inflow turbulence
In the present study, wall model is applied inside the Y-duct, S-ducts and both nozzles, following the wallstress modeling approach by Bodart & Larsson. 20, 21 In the remainder of the report, the simulations with wall modeling are identified with a prefix WM (see table 1 for details).
An extension to the digital filtering technique 22 for the generation of synthetic turbulence on unstructured grids is currently being developed by Cascade Technologies in collaboration with Stanford University (Pierce, Bose, & Moin, forthcoming). Specifically, the goal is to address two shortcomings of the digital filtering approach: 1) the construction of a discrete filter that imposes a length scale on synthetic eddies on unstructured grids is poorly defined and 2) the classical digital filtering algorithm does not support variable length scales that would be present in wall-bounded flows. These challenges are both addressed through the use of a differential filter that will also avoid previously observed scalability bottlenecks associated with synthetic turbulent inflow conditions.
Synthetic turbulence boundary conditions are applied at the inlet of the Y-duct, in addition to the boundary conditions on total pressure and temperature to set the operating conditions. Different amplitudes and profiles (namely, the turbulent pipe flow profiles from the DNS of Wu and Moin, 23 and a top hat profile for all three components of the velocity fluctuation) were considered for the turbulence fluctuations. In the remainder of the paper, the simulations with synthetic turbulence are identified with a prefix Turb (see table 1 for details)
III. Flow field results
A. Transient flow visualization Figure 6 shows the evolution of the flow (visualized by the contours of temperature) in different cross-flow planes, going from the nozzle interior to downstream of the nozzle exit at x/D = 5. The baseline case TWN-29M is compared to the case TWN-BL35M WM Turb with nozzle boundary layer refinement, synthetic turbulence and wall modeling. Recall that the two simulations have essentially the same mesh in the jet plume.
Qualitatively, the baseline case in figure 6 (a) exhibits a distorted temperature profile inside the nozzles at x/D = −0.05, with higher temperature (i.e., lower speed) localized near the in-plane nozzle surfaces. Downstream of the nozzle, this translates into rectangular-shaped profiles elongated in the out-of-plane direction. This feature can clearly seen at x/D = 5, where the two jets are still well separated. This distortion of the jet plume is present in both the instantaneous and time-averaged flow field, for both baseline cases TWN-29M and TWN-204M, independent of the resolution downstream of the nozzle exit.
In contrast, the case with modeling in figure 6 (b) shows more uniform profiles inside the nozzles, with small non-axisymmetric perturbations resulting from the application of the synthetic turbulence and wall modeling. The flow field just outside of each nozzle at x/D = 0.5 is more axisymmetric and tends to exhibit more turbulent structures than for the baseline case. At the downstream station x/D = 5, the two jets have the more typical profiles expected for circular nozzle and are starting to merge. 
B. Flow statistics
To further investigate the differences observed in the instantaneous flow field, the time-averaged and RMS streamwise velocity are computed inside the exhaust system and in the jet plume, and are shown in figure 7 for all the cases considered. More quantitative comparisons are presented in figure 8 for the statistics profiles in different sections inside the nozzle. The profiles are extracted near the connection between the Y-duct and S-duct (i.e., x/D = −5), between the S-duct and the CD nozzle (i.e., x/D = −2) and near the nozzle exit (i.e., x/D = −0.05).
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Jet Plume
Comparison of results for the coarse TWN-29M and fine TWN-204M baseline LES cases shows that the main difference is a slightly longer potential core on the refined grid. This is a well documented trend for LES, 1, 15, 24 as the increase of resolution in the jet plume leads to improvement of the prediction of the small-scale turbulent mixing and therefore an increase of the potential core length. Now comparing the baseline cases (i.e., top two rows in figure 7 ) to the LES cases with modeling (i.e., bottom three rows), the latter exhibit higher shear-layer spreading rates, lower fluctuation levels in the jet plume and longer potential core. In particular, the length of the potential core is now similar to the results for fine baseline case TWN-204M even though the mesh outside of the nozzle is still coarse, identical to the grid for TWN-29M. Also, the jets tend to merge around x/D ≈ 7 for the cases with modeling, instead of 12 for the baseline cases, as shown in figure 7(a) . These results suggest that the presence of nozzle boundary layer refinement, synthetic turbulence and wall modeling inside the nozzle tends to improve the prediction of the turbulent mixing in the jet plume.
Nozzle interior flow
As expected, the nozzle interior flow is nearly identical for the two baseline cases (see green and black dashed lines in figure 8 ), since the grid inside the exhaust system and the operating conditions are the same for the two simulations. There are essentially no fluctuations inside the nozzle until the connection between the S-ducts and CD nozzle where the flow separates. Evidence of reverse flow near the inward surfaces just upstream of the converging section of each CD nozzle can be seen in the velocity profiles at x/D = −2 in the middle figure 8 (a), for both baseline cases. This reverse flow appears to be prevented in all the LES cases with modeling, though the large region of slower fluctuating flow is still present, as shown in the bottom three rows of figure 7.
Influence of synthetic turbulence
From figure 7 , it is also clear that the cases TWN-BL35M WM Turb, TWN-BL35M WM LowTurb and TWN-BL35M WM THTurb with the different synthetic turbulence settings at the inflow show nearly identical results. Detailed inspection of the RMS profiles in figure 8 (b) confirms differences in the early stage of the development of the turbulence inside the nozzle (e.g., at x/D = −5), but the profiles and levels are essentially the same in the downstream locations (for instance at x/D = −2 and at the nozzle exit), independent of the specific choice of amplitude and profiles for the inflow turbulence. Much like in our previous study on nozzle interior flow modeling, 1 it is important to note that the flow experiences a strong favorable pressure gradient for the present configuration, from the Y-duct inlet to the nozzle exits, that would tend to damp the turbulent fluctuations.
Overall, the results suggest that the presence of "realistic" turbulence in the interior of the exhaust system is important, but the exact generation and transition mechanisms do not appear to be critical. Similar conclusions have been reported in previous works on jet noise. 
IV. Acoustic results
A. Far-field noise spectra
Similar to the experimental procedure, the far-field noise is computed at the microphone array positions (at 45 ft), then scaled to a 1ft array. In the experiment, atmospheric attenuation effects have been removed and free jet shear layer correction was applied. Therefore, the same experimental coflow M ∞ = 0.1 is applied in the FW-H calculation, assuming propagation an a uniform flow. Both experimental and numerical spectra are expressed as normalized Power Spectral Density (P SD) in dB/St (relative to 20 × 10 6 Pa), bin-averaged with bin size ∆f bin D/U j = 0.05 and plotted as a function of Strouhal number St = f D/U j .
First, the predictions from the three different FW-H surfaces highlighted in figure 3 were compared. Similarly to previous sensitivity study on FW-H surface location, 8 the results showed nearly identical spectra over the whole frequency range for the three surfaces considered. Therefore, only the predictions from the intermediate surface (i.e., red outline in figure 3 ) are used in the remainder of the paper.
Similarly, the far-field noise predictions for the cases with the different inflow turbulence setting show no significant variations. This is consistent with the observations made in section IIIB about nearly identical flow fields in the jet plume for these simulations. Therefore, only the results for the case TWN-BL35M WM Turb are presented for simplicity and readability of the figures. Figure 9 shows the far-field noise at different inlet angle φ and azimuthal angle θ measured in the experiment and predicted with the FW-H solver. Recall that θ is defined as 0 in the plane containing both jets (see figure 1(b) ) and that the jet inlet angle φ is 0 in the upstream direction. Note that the "tail-up" present for some angles in the experimental spectra at high frequencies is a postprocessing artifact associated with the correction for atmospheric attenuation.
Overall there is a good agreement with the experimental data. In particular, at upstream angle φ = 60 • , the peak around St ≈ 0.5 corresponding to the broadband shock associated noise is well captured in the simulations. One interesting observation is that there appears to be no significant differences in the radiated sound between the coarse cases with and without modeling, unlike what was observed in the flow-field for these cases. Additional analysis is required to further investigate the effects of the present nozzle interior modeling approaches on far-field noise. Also, there is a slight over prediction towards the peak angles φ = 150
• , in particular for the cases TWN-29M and TWN-BL35M WM Turb with coarser resolution in the jet plume. As the results tend to show some improvements for the baseline case with finer resolution (i.e., black dashed line in figure 9 ), an additional simulation (case TWN-BL210M WM Turb in table 1) on the fine mesh with nozzle boundary layer refinement, synthetic turbulence and wall modeling inside the nozzle is currently ongoing to confirm these trends.
B. Azimuthal directivity
For both LES and experiment, the overall sound pressure levels (OASPL) are computed from the previous results over the frequency range 0.05 ≤ St ≤ 2, to avoid the"tail-up" in the measurements. The resulting noise directivity is presented in figure 10 for the different azimuthal angle θ. In this figure, the LES results are also compared against experimental measurements for a single jet (same nozzle geometry and operating ) and LES cases with modeling TWN-BL35M WM Turb ( )
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American Institute of Aeronautics and Astronautics conditions) plus a level increase of 3dB, which represents the addition of two incoherent jets. Overall, the FW-H predictions are within 1dB of the experimental data for most inlet angles, in particular 45
• . The OASPL curves also confirms the previous observation that the coarse baseline case TWN-29M and case TWN-BL35M WM Turb with modeling yields similar radiated sound field, despite the differences observed in the flow field inside the exhaust system and in the jet plume. Here, additional simulations are underway to assess the impact of resolution.
The trends in terms of shielding effects of the twin jets are well captured in the simulations: the OASPL levels at θ = 0
• , in the plane containing both jet centers, are about 3 dB lower than the levels out-of-plane at θ = 90
• , for both LES and experiment. On the other hand, the over prediction near peak angle discussed in the previous section is clearly visible in the figures, with a maximum of approximately 2.5 − 3 dB at φ = 140
• . While some of the noise predictions agree better with the single jet data + 3dB near peak angle, the overall LES results do not match the trends for two incoherent jets, which further suggest that the simulations capture some of the jet plume interactions and/or acoustic interactions between the twin jets. This consistent over-prediction of the peak noise is an interesting feature that warrant further discussions. As shown in figure 10 , this discrepancy is only present at the peak angles (130 to 150 inlet angle) where mixing noise is dominant. The LES predictions at the lower inlet angles are in good agreement with experiment, typically within 1dB, for all azimuthal angles. The trend was found to be largely independent of the grid resolution and the modeling applied inside the exhaust system, and does not match the theoretical results for two incoherent jets. As previously mentioned, successful and reliable noise predictions have been carried out using Charles over the last few years.
1, 5-9 These studies have established best practice guidelines for conducting jet simulations and showed noise predictions which typically agreed with the experiments within plus/minus 1-2 dB. These assessments also included blind comparison against UTRC jet noise measurements for round and chevron nozzles. 6, 8 The same best practices were used throughout the work on the twin jets which gives us some degree of confidence in the jet noise predictions carried out. From this vantage point, the consistent 3dB over prediction found here is unusual and would tend to suggest that there is some effects or mechanisms affecting the mixing noise that could be present in the experiment and not in the LES. Here, it is important to point out that the present simulations focused on the internal flow and the jet plume. The provided CAD geometries did not include the by-pass duct, the S-ducts fairings nor the sheet metal covers over the y-duct section as these were made by hand in the experiment. Therefore, these element are not simulated, the external flow is limited to the nozzle exterior and a uniform constant inflow at Mach 0.1 (matching the experimental coflow) is applied as boundary condition for the domain inlet, starting at the connection between the fairing and the nozzle (see figure 3) . As a result, it is likely that the LES is not capturing the entrainment, modifications of the base flow and streamwise vorticity generated by the coflow at M ∞ = 0.1 on the exterior of the Y-duct and S-duct with fairings (see schematic in figure 1(a) ). These geometrical features are likely to perturb the jets development, enhance the jets mixing and therefore reduce the peak noise. Additional work is underway to confirm this hypothesis that the installation effects are the cause of the discrepancies at peak angle.
V. Conclusions
The present study is the second part of an ongoing research effort to develop and apply accurate, robust and cost-effective LES methodologies for the prediction of the interior nozzle flow, seamlessly coupled with the high-fidelity LES for the prediction of the jet plume and radiated noise. Large eddy simulations of a heated over-expanded supersonic jet issued from twin converging-diverging nozzles were performed, using the massively-parallel unstructured LES framework developed at Cascade Technologies. For all the cases considered, the complex exhaust system, consisting in the Y-duct, S-ducts, angle adapters and both CD nozzle, was explicitly included in the computational domain using unstructured body-fitted grids. The geometry matches the experimental configuration from NASA Glenn Research Center and the simulations were carried out at the experimental operating condition, including the full Reynolds number Re ≈ 0.6×10 6 . Following our previous LES study 1 on this topic, the present modeling approach consists in localized adaptive mesh refinement inside the nozzle, application of synthetic turbulence at the inflow and 1D RANS wall-stress modeling for the interior surfaces of the exhaust system. Here, it is important to note that the refinement inside the nozzle leads to only a small increase in grid size (i.e, about 6 millions cells), independent of resolution in jet plume, and no change in the simulation time step (see table 1 ). This results in a very modest increase of computational cost when all the different modeling are applied.
Overall, the results show some improvement for the flow field predictions in jet plume and the nozzle interior, when modeling inside the nozzle was applied, compared to the typical approach based on coarse resolution in nozzle and laminar flow assumption commonly used in most jet simulations. With modeling, reverse flow appear to be prevented in the inward part of the S-ducts just upstream of the converging section of the nozzles. Also, synthetic turbulence and wall modeling inside the exhaust system tend to promote small perturbations in the nozzle boundary layers inside the nozzle that lead to earlier transition to turbulence for the shear layer in the jet plume. On the other hand, the interior flow modeling had no significant impact on the radiated sound, for the simulation with coarse grid outside of the nozzle. Additional simulation with increase resolution in the jet plume is underway to further investigate this result.
One interesting feature of the present twin jet study is that a systematic 3dB in peak noise reduction is observed in the experiment performed at NASA Glenn Research Center, compared to the LES. As shown in figure 10 , this reduction is only present at the peak angles (130 to 150 inlet angle) where mixing noise is dominant. The LES predictions at the lower inlet angles are in good agreement with experiment, within 1dB, for all azimuthal angles. The trend was found to be essentially independent of the grid resolution and modeling applied inside the exhaust system. As this over-prediction of noise at peak angle is an unusual result for Charles computations, the current working hypothesis is that installation effects present in the experiment and not in the simulations are the main sources of these discrepancies. Additional works and analysis are ongoing to confirm this hypothesis.
