Abstract
Introduction
Generalized Stochastic Petri Nets (GSPNs) [1] are a class of Stochastic Petri Nets in which sojourn times in states are either exponentially distributed (tangible states) or deterministically zero (vanishing states). Transient and steady state probabilities of GSPN states can be computed from a CTMC defined over the tangible states, with the corresponding probabilities of vanishing states being zero. GSPNs have been used widely for the computation of performance evaluation metrics. As has been recognized in, for example, the pioneering works [9] and [21] , it may be important to express metrics that relate to execution paths. More precisely, in [21] a class of path-based reward variables is introduced, where an automaton is used for the specification of the set of paths of interest, while in [9] the reward language is based on a simple modal logic.
Continuous Stochastic Logic (CSL) [3, 6] is an extension of the temporal logic CTL [10] for the specification of guarantees on system performance, including path-based mea- * Supported in part by Miur project Firb-Perf and EEC project Crutial. sures. The logic CSL includes a probabilistic path operator to reason about the probability with which a certain (possibly timed) property is satisfied: for example, "does the system reach an error state, without passing through a recovery state, within 5 minutes with probability greater than 0.01". This property requires the accumulation of probability along the subset of paths representing executions that do not pass through recovery states, and can be computed using transient analysis in which the recovery states and error states are made absorbing [6] . The logic CSL also includes a steady-state operator which can refer to the probability of the system being in certain states in equilibrium.
CSL model-checking algorithms for CTMCs are implemented in the tools ETMCC [14] , PRISM [15] , MRMC [18] , and the APNN toolbox [8] . CSL model checking of GSPNs is possible in tools like GreatSPN [11] (via an export to MRMC and to PRISM) and the APNN toolbox, but in all cases only a model-dependent subclass of CSL formulae, which are invariant under the elimination of vanishing states, can be verified [8] . However, vanishing states can play a role in the definition of formulae, as we show in the next section. Even when it is possible to rephrase the property in terms of tangible states only, this may not be convenient or intuitive.
In this paper we extend CSL to deal with GSPNs. To achieve this goal, in Section 2 we first describe the stochastic process over vanishing and tangible states corresponding to a GSPN, which we will call a Vanishing ContinuousTime Markov Chain (VCTMC), and then, in Section 3, we define the semantics of CSL over VCTMCs. In Section 4, we show how to modify the CSL model-checking algorithm for CTMCs proposed by Baier et al. [6] to the case of VCTMCs. The paper concludes with an example of model checking a cyclic polling system modelled as a GSPN.
Related work. A recent paper developed concurrently to ours has the objective to define a model-checking algorithm for IM-SPDL on stochastic systems with vanishing states (ESLTS) [20] . The logic IM-SPDL takes into account labels of states and actions, and allows the specification of complex properties on execution paths using program-like expressions. We note that IM-SPDL is more powerful than CSL, and as a consequence the model-checking algorithm is more complicated and requires the construction of a product of a formula automaton with the ESLTS to produce a modified ESLTS, which is then reduced to a CTMC by eliminating vanishing states; this CTMC is subsequently modelchecked against a probabilistic timed reachability property of CSL. The reduced CTMCs we define in this paper are similar or identical to those generated by the construction of [20] (the paper [20] does not enter into the details of open and closed intervals at 0, and point intervals) .
A CSL model-checking algorithm for semi-Markov chains is presented in [17] . It assumed that, in all states, some time elapses with positive probability; this assumption means that considered model cannot represent faithfully VCTMCs. A variant of CSL, called eCSL, has been defined on semi-Markov stochastic Petri nets (SM-SPNs), which are Petri nets in which the sojourn time in states follows a general distribution [7] . GSPNs can be considered as a subclass of SM-SPNs in which sojourn times are either exponential or deterministically null. From a SM-SPN it is possible to generate a semi-Markov process; however, the semi-Markov process used in the semantics of eCSL is defined over tangible states only. A model-checking algorithm for stochastic transition systems has been developed in [12] ; we note that the subclass of stochastic transition systems in which nondeterminism is not permitted corresponds to VCTMCs. However, the temporal logic considered in [12] does not permit CSL-like time-bounds in path formulae.
GSPNs and motivating examples

Introduction to GSPNs
Let R ≥0 be the set of non-negative reals, and R >0 be the set of positive reals. Definition 2.1 A generalized stochastic Petri net [1] (GSPN) is a tuple G = (P, T, pri, I, O, H, W, m0), where P is the set of places, T is the set of transitions, pri : T → N is a priority function, I, O, H : T → P → N define the input, output, and inhibitor arcs with associated multiplicity, respectively, W : T → R ≥0 assigns a non-negative real to each transition, and m0 : P → N describes the initial marking.
Transitions t ∈ T with pri(t) ≥ 1 are called immediate and fire in zero time, while transitions with pri(t) = 0 are called timed and have an exponentially-distributed delay. The firing rule of classical Petri nets is changed accordingly to take priorities into account. This induces a partition of T into the set T imm of immediate transitions and the set T tim of timed transitions. For a transition t ∈ T : if t ∈ T imm then W (t) is the "weight" of the transition in comparison with other immediate transitions, and is used to compute the probability that t fires in a given marking; if t ∈ T tim , then W (t) is the rate of the exponential distribution associated with t.
We let RS denote the reachability set of a GSPN (the set of all markings reachable from m0). As usual we use interchangeably the terms "state" and "marking". Due to the presence of immediate transitions we distinguish vanishing states, in which there is at least one outgoing immediate transition (therefore the sojourn time is deterministically zero), from tangible states, in which time elapses. We indicate with VRS and TRS the set of vanishing and tangible states respectively. If s and s are states, we indicate with s[t s the fact that the firing of transition t in s produces the state s . We let RG denote the reachability graph defined over RS: nodes are the states of RS, and there is an arc labelled with transition t from node s to node s if and only if s[t s . We let TRG denote the tangible reachability graph, the nodes of which are in one-to-one correspondence with tangible states. There is an arc of TRG from s to s , where s, s are tangible states, if and only if s[t s , where t is a timed transition, (in which case the arc is labelled with t), or through the firing of a timed transition followed by a sequence of immediate transitions leading to s (in which case the arc is labelled with t followed by a sequence of immediate transitions).
Underlying stochastic process of a GSPN
2.2.1. Markov chains. We now define the notation for discrete-and continuous-time Markov chains. We consider Markov chains extended with a function which labels each state with a set of atomic propositions interpreted as being valid in that state. Let AP be a set of atomic propositions. A probability distribution on a set of elements S is a func- We denote the usual notion of transient probability of being in state s at time δ ∈ R ≥0 , given that the CTMC starts with the probability distribution α, by π C (α, s, δ). Similarly, the steady-state probability of being in state set S ⊆ S, given that the CTMC starts with the distribution α, is denoted by π C (α, S ).
Vanishing CTMCs.
In most of the papers on GSPNs, the stochastic process of a GSPN is classified as a semi-Markov process in which sojourn time in states is exponentially distributed or deterministically zero. However, when looking carefully at the stochastic process of a GSPN, we can observe that defining such a process as a semi-Markov process may not be an appropriate choice. The same basic definition of a continuous stochastic process does not apply when the sample space is the whole reachability set RS. Consider that, in a stochastic process X(δ), the state at time δ ∈ R ≥0 is defined over the set of states, which in our case is RS; however, if δ is the time of firing of a timed transition followed by a sequence of immediate transitions, then X(δ) can evaluate to a subset of states. We could consider a definition in which X(δ) is equal to the last tangible state, but then X(δ) is defined over TRS only, in which case CTMCs is enough. Alternatively, X(δ) could be equal to a sequence of states of RS. Even if the semi-Markov process is not totally adequate to describe the semantics of a GSPN, we can observe that the embedded DTMC defined as "X(n) = state of the system after the n-th change of state" is well-defined over RS. We can compute P ss , the probability of reaching state s from s in one step, using the rates of the timed transitions enabled in s, if s is a tangible state, and the weights of the immediate transitions enabled in s, if s is vanishing, as described in [2] . The only missing information is the sojourn time in states, although again this is easily recoverable from the rates of timed transitions enabled in a state.
In the next paragraph we define the stochastic process associated to a GSPN through the embedded DTMC defined over RS plus the sojourn times, which we call a CTMC with vanishing states (VCTMC). Our approach to the definition of VCTMCs is inspired by the definition of CTMCs given by Kulkarni [19] , where a stochastic process is a CTMC if it has an embedded DTMC that describes the change of state and if sojourn times are exponentially distributed. 
Definition 2.4 A labelled CTMC with vanishing states (VCTMC) is a quadruple
, we consider the probability matrix P of D partitioned in the following way:
where P V V contains transition probabilities from a vanishing state to a vanishing state, P V T from a vanishing state to a tangible state, etc. Throughout this paper, to avoid behavior in which time does not exceed some bound, we assume that lim n→∞ P n V V = 0; that is, the probability of remaining within the set of vanishing states without ever reaching a tangible state converges to 0 in the limit. This condition can be checked by computing the strongly-connected components of the directed graph of D restricted to states in S V ; such a strongly-connected component exists if and only if
VCTMC of a GSPN. We now define the VCTMC of a GSPN. Let s[t denote the fact that t is enabled in s.
Definition 2.5 The VCTMC of a GSPN G is denoted by
, where S T = TRS and S V = VRS, where the probability transition matrix P is defined, for all states s, s ∈ S, by: 
The set L(s) can be extended to include arbitrary expressions on markings and enabling of transitions as in [11] .
Solution process.
There are two different ways of computing the transient and steady-state probabilities of a GSPN. If no cycle of immediate transitions is present then the easiest approach (followed by most GSPN tools) is to build the RG, reduce the RG to the TRG, and then to use the information on TRG arcs to compute the CTMC. If a cycle of immediate transitions exists the CTMC is computed passing through the embedded DTMC defined over RS, as described in [2] . We revisit this construction in our context in the following definition. First we consider the probability matrix P of D partitioned into the matrices P V V , P V T , P T V and P T T . The probability matrix P among tangible states can be computed as
T where I is the identity matrix and (I − P V V ) −1 takes into account the possible paths among vanishing states. Then the entries of the rate matrix R of the underlying CTMC are given as R(s, s ) = λ(s)P (s, s ).
Now consider the initial distribution of D as a vector partitioned into a vector INIT V over S V and a vector INIT T over S T . Then the initial distribution of R[V] is defined by
INIT = INIT T + INIT V (I − P V V ) −1 P V T .
Motivating examples
To argue for the relevance of considering vanishing states in CSL, we consider two simple GSPNs, depicted in Figure 1 and Figure 2 . Both model the execution of a job during which errors can occur: errors might be coverered or not by the error recovery strategy. The two models behave differently upon a successful recovery. In the first model, the error stops the execution and the resulting state of the system either corresponds to a token in place failed or, in the case the error is covered, in place completed. In the second model an uncovered error stops the execution and results in failure, while a covered error does not alter the job execution. The RG and TRG of the first and second models are shown in Figure 3 and Figure 4 , respectively.
Assume that we are interested in the probability of a path along which no errors occur and in which the system arrives in a marking in which place completed is marked. The CSL formula that seems most adequate is Observe that an equivalent formula exists that is correctly computed on both the RG and the TRG for the first model:
. However, this equivalent formula does not help for the second model: the states involved in the paths over the RG and the TRG involve the same states, and since atomic propositions can be associated to states only, it is not possible to find a formula that is equivalent on the RG and on the TRG.
Continuous Stochastic Logic
Paths and probability measures
Paths of VCTMCs
If a tangible state s ∈ S T is such that λ(s) = 0, then we say that s is absorbing. If, for tangible state s ∈ S T and arbitrary state s ∈ S, we have both P(s, s ) > 0 and λ(s) > 0, then, for any δ ∈ R >0 , we say that there exists a VCTMC transition of duration δ from state s to state s , denoted by s − −− → s n of a VCTMC, σ(i) and Δ(σ, i) are defined only for i ≤ n; we define σ(i) as in the case of infinite paths, whereas Δ(σ, i) is defined as for infinite paths if i < n, and Δ(σ, n) = ∞.
We now introduce notation to refer to the states occupied along a path at an exact time point. Consider the path in Figure 5 , where s i are states and t denotes time. At time t = 9 the system moves from tangible state s 1 to a vanishing state s 2 , from where it evolves into the vanishing states s 3 and then s 4 , to finally reach the tangible state s 5 . It is then clear that, in contrast to the case of CTMCs, a path may occupy a sequence of states at a particular point in time; in our example, we say that the path occupies the sequence s 1 s 2 s 3 s 4 of states at time t = 9 (we assume that the VCTMC is leftcontinuous). Probability measure of VCTMC paths. Given a state s ∈ S of the VCTMC V, we now define the probability measure Pr is defined by induction on k by Pr 
The following proposition states that the probability of visiting a certain tangible state at a certain time point in a VCTMC is the same as the transient probability associated to the state and time point in the reduced Markov chain of the VCTMC. As there exist methods for the computation of transient probabilities on CTMCs, this provides us with methods for the computation of performance indices of VCTMCs (and on GSPNs) defined with regard to tangible states. We use α 1 s to denote the probability distribution with probability 1 in the single element s. 
CSL syntax and semantics
We now recall the syntax of CSL [3, 6] , and extend its semantics to the case of VCTMCs.
Definition 3.3 The syntax of CSL is defined as
Φ ::= a | Φ ∧ Φ | ¬Φ | P ρ (X I Φ) | P ρ (ΦU I Φ) | S ρ (Φ),
where a ∈ AP is an atomic proposition, I ⊆ R ≥0 is a nonempty interval, ∈ {<, ≤, ≥, >} is a comparison operator, and ρ ∈ [0, 1] is a probability.
Informally, the interpretation of the path formulae X I Φ and Φ 1 U I Φ 2 is as follows: the next formula X I Φ is true for a path if the state reached after the first transition along the path satisfies Φ, and the duration of this transition lies in the interval I; the until formula Φ 1 U I Φ 2 is true along a path if Φ 2 is true at some state along the path, the time elapsed before reaching this state lies in I, and Φ 1 is true along the path until that state. The probabilistic quantifier P is used to refer to the probability of satisfying a path formula, while the steady-state quantifier S refers to the steady-state probability of satisfying a CSL subformula.
We now define formally the satisfaction relation |=, where s |= Φ indicates that the CSL formula Φ is satisfied in state s, for the case of VCTMCs. Given the satisfaction relation |=, let Sat(Φ) = {s ∈ S | s |= Φ} be the set of states of V which satisfy Φ. We use Prob V (s, ϕ) to denote the probability measure of paths from s satisfying ϕ; formally, we have Prob
Definition 3.4 For V = ((S, P, INIT, L), S T , S V , Λ) and state s ∈ S, the satisfaction relation |= is defined as:
Given the assumption lim n→∞ P n V V = 0, we can use the notation σ@δ in the description of measurable paths in Definition 3.4. For the path in Figure 5 , consider the case in which states s i , for 0 ≤ i ≤ 5, satisfy Φ 1 , and s 6 satisfies Φ 2 ; the path satisfies the until formula Φ 1 U [13, 15] Φ 2 , because Φ 2 is satisfied at a time point in the interval [13, 15] , and Φ 1 is satisfied until this point. On the other hand, the path does not satisfy the formula Φ 1 U [12, 13] Φ 2 (because Φ 2 is satisfied after 13 time units have elapsed). However, if s 5 satisfies both Φ 1 and Φ 2 , the formula Φ 1 U [12, 13] Φ 2 is satisfied. Now consider the case in which s i , for 0 ≤ i ≤ 3, satisfies Φ 1 , and s 4 satisfies Φ 2 (the other states are immaterial). Then this path satisfies Φ 1 U [8, 10] Φ 2 : the formula Φ 2 is true in a vanishing state witnessed after 9 time units have elapsed, and Φ 1 holds in all preceding vanishing states and time points.
Model-checking algorithms
In this section, we present CSL model-checking algorithms for VCTMCs, and, by extension, for GSPNs. Let V = ((S, P, INIT, L), S T , S V , Λ) be a VCTMC, which we assume is fixed throughout this section. The overall algorithm proceeds in the usual manner as for branching-time temporal logics such as CTL [10] or CSL [6] : the set Sat(Φ) of states satisfying the CSL formula Φ to be verified is obtained by computing recursively the set of states satisfying the subformulae of Φ, and then using these state sets to compute Sat(Φ). As in [6] , we assume that for each state s ∈ S, we have the atomic proposition at s in AP for which at s ∈ L(s) and at s ∈ L(s ) for all s ∈ S \ {s}. For a set S of states, we let at S = s∈S at s .
Let B C be the set of bottom strongly-connected components (BSCCs) of the directed graph of C, and, for a BSCC B of C, we denote by π B the steady-state distribution corresponding to states of B. The following proposition is a minor adjustment to the analogous proposition in the case of CTMCs [6] and allows us to verify steady-state formulae of CSL on both tangible and vanishing states.
Proposition 4.1 Let V be a VCTMC with set S of states, and let s ∈ S and S ⊆ S T . Then we have that
Proposition 4.1, together with standard algorithms for computing Prob R[V] (s , at B ) (see [6] ) and π R[V] (s ), offers a method for verifying properties of the form S ρ (Φ) on V.
The case in which we wish to identify the set of states satisfying a next path formula is also a minor extension to the CTMC case [6] . Recall that, for a state s ∈ S of V, we have s |= P ρ (ϕ) if and only if Prob V (s, ϕ) ρ.
Proposition 4.2 Let V be a VCTMC with set S of states, let
s ∈ S, let I ⊆ R ≥0 be an interval, and let Φ be a CSL state formula. Then we have:
The proof follows from the definition of probability measure in Section 3.1. We note that the case in which I = [0, ∞) requires analysis of the DTMC component of V only, and can be subject to algorithms for DTMCs [13] . We now consider model checking of CSL formulae P ρ (ΦU I Ψ) containing an until path formula. As in the case of the next operator, the case in which I = [0, ∞) can be subject to analysis of the DTMC of V [13] . For the general case, and following similar results obtained previously in the context of CSL model checking for CTMCs [6] , we now describe how we can reduce the model-checking problem for the until operator to a transient analysis of (adjusted versions of) R[V].
First we require the following notation: given a CSL formula Φ, we define V[Φ] as the VCTMC obtained by modifying V so that all states that satisfy Φ become absorbing (and, by consequence, tangible). P , INIT, L) , where, for all states s, s ∈ S, we have:
Definition 4.3 For a VCTMC
otherwise.
, we let Λ s be an exponentially distributed variable with rate 0, and for s ∈ Sat(Φ), we let Λ s = Λ s .
To compute Prob V (s, ΦU I Ψ) for each state s ∈ S we consider a number of cases, depending on the form of I. By the semantics of CSL, the computation of Prob V (s, ΦU I Ψ) suffices to determine whether s satisfies P ρ (ΦU I Ψ). In the following, we write Sat T (Φ) to abbreviate S T ∩ Sat(Φ) (and similarly for Ψ and V to obtain Sat V (Φ), Sat T (Ψ) and Sat V (Ψ)). 
Proposition 4.4 Let V be a VCTMC and ΦU
[0,t] Ψ be a CSL until formula with t > 0. Then, for any state s ∈ S of V, we have:
The proposition follows from the fact that behavior of V after a state satisfying ¬Φ or Ψ is reached has no impact on the required probability; hence such states can be made absorbing. 
s , t) .
Similarly to Case 1, the proposition relies on the fact that behavior after reaching states satisfying ¬Φ has no impact on the required probability. Another property used is that, given state s and time t, the probability of the set of paths from s for which a sequence featuring vanishing states is observed at time t is zero; formally, we have Pr
This follows from the fact that the probability of the set of paths in which a transition is fired from a tangible state to a vanishing state at exactly time t is equal to zero: firing such a transition is the only way to exhibit a path featuring at least one vanishing state at exactly time t. In this way, the probability in Proposition 4.5 can be obtained by summing over tangible states only: reaching vanishing states at time t has probability zero, and therefore such vanishing states do not need to be considered in the summation. We also note that the summation is over states satisfying Φ ∧ Ψ for the same reason as in Corollary 2 of [6] . Hence, the only non-trivial probability computation that is required concerns transitions between vanishing states only. We can express the paths of interest using an until formula with a trivial time-bound interval [0, ∞), thus allowing computation of the required probability on the DTMC of V. 
Case 4: interval until. We now consider the case in which I = [t, t ] for 0 < t < t . As in the case of CTMCs [6] , the computation of the required probability is split into two parts; more precisely, we can show that
It suffices to consider only tangible states within the above sum, because, as in Case 2, the probability of the set of paths exhibiting a sequence containing vanishing states at time t is zero, and hence such paths do not contribute to the overall probability. Applying Proposition 4.5 and Proposition 4.4 then yields the following result.
Proposition 4.7 Let V be a VCTMC and ΦU [t,t ] Ψ be a CSL until formula with 0 < t < t . Then, for any state s ∈ S of V, we have:
Case 5: unbounded until. The final case that we consider concerns I = [t, ∞) for t > 0. Following the same reasoning as in Case 4, we obtain the following proposition, which specifies that the computation of the required probability reduces to an application of Case 2 and the computation of probabilities relating to a formula with time bound [0, ∞) on the DTMC of V.
Proposition 4.8 Let V be a VCTMC and ΦU
[t,∞) Ψ be a CSL until formula with 0 < t < t . Then, for any state s ∈ S of V, we have:
Other intervals. 
This result can also be applied to the case of interval (0, t). The case of interval (0, ∞) can be obtained using a similar equation (we replace π
Complexity. The worst-case time complexity of the above
where |Φ| is the length of the overall CSL formula, M is the number of nonzero entries in the matrix P of the VCTMC, N is the number of states of the VCTMC, q is the uniformization rate used for computing the transient solutions, and t max is the maximum time bound occurring in Φ. This coincides with the complexity for model checking CSL on CTMCs [6] , because computing the reduced Markov chain of a VCTMC takes O(N 3 ) time.
Numerical examples
To illustrate the procedure we consider the model of a cyclic polling system as shown in Figure 6 , in which servers visit cyclically 4 stations, and which has been used widely as an example of a GSPN [16, 2] . When a server arrives at station i (a token in place Ppi, 0 ≤ i ≤ 3), it either finds a client in queue i (token in place Pqi) and serves it (token in place Psi) or starts immediately to walk toward station i + 1 (token in place Pwi). In all of the examples below, we let the maximal number of clients in each queue be K = 3. In the CSL formulae, we use the name of a place to denote the atomic proposition which labels all states in which the place has at least one token.
We consider the single server case (therefore L = 1) and study how the server moves from the first station to the next one. The corresponding path formula is ϕ 1 ::= ¬Pw1 U [y,z] Pp1 (¬Pw1 is necessary in order to rule out full cycles). We are interested in computing the probability of the formula for all states s ∈ S, in order to identify the states which satisfy P ρ (ϕ 1 ) for some and ρ. Observe that this formula involves a vanishing state (place Pp1 is marked only in vanishing states). Figure 7 plots, for various values of y and z, the probability for all states in which Pp0 is marked and Pq0 is not (and therefore the server will not provide service), while Figure 8 plots the probability for all states in which Pp0 and Pq0 are both marked (and therefore the server will provide service).
In the case y > 0, Proposition 4.7 applies and two VCTMCs are used to calculate the results. is started from a vanishing state (corresponding to a token in Pp0). Accordingly, the CTMC that is used to calculate the transient probabilities of V[Pw1] is started from the tangible state reached immediately after this initial vanishing state. The VCTMC V[Pw1 ∨ Pp1] has instead some absorbing states that were vanishing (corresponding to a token in Pp1). In the case y = 0, Proposition 4.4 applies and only the second VCTMC is necessary. Next we study the characteristics of a full cycle with single server, expressed by the formula ϕ 2 ::= ¬Pp0 U (y,z] Pp0, where ¬Pp0 is used to rule out multiple cycles. The first graph of Figure 9 depicts the probability of a path satisfying ϕ 2 for the state s in which Pw0 is marked and all the queues are empty. If we want to investigate different types of cycle we can refine ϕ 2 . In order to study a cycle in which the server does not work we calculate the probability for the formula ϕ 3 ::= (¬Pp0 ∧ ¬Ps1 ∧ ¬Ps2 ∧ ¬Ps3) U Pq2) ∨ (Pp3 ∧ Pq3))) U (y,z] Pp0, from the state in which Ps0 is marked and all the queues are empty. Observe that the curves for the cases y = 0 and y = 1 cannot be distinguished because the probability of completing the cycle in 1 time unit is negligible.
Conclusions
This paper has presented a model-checking algorithm that can be applied to GSPNs. As discussed using simple motivating examples, vanishing states cannot simply be eliminated before model checking. We therefore define the underlying stochastic process of a GSPN as an extended form of CTMCs that consider vanishing states and that we call vanishing CTMCs. The semantics of CSL has then been extended to VCTMCs, and the algorithms based on transient analysis defined for CSL on CTMCs [6] have been extended to the case of VCTMCs. The usefulness of the approach has been shown on a classical GSPN example.
Despite the development of logics such as CSRL [5] , eCSL and asCSL [4] , which offer the possibility of using rewards, initial distributions and action labels, the use of stochastic model-checking approaches in performance evaluation is not yet widespread. In future work we intend to investigate whether the techniques from stochastic model checking may be combined with the path-based measures of Obal and Sanders [21] , and to extend CSRL to the case of vanishing states. 
