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Abstract- In this paper, a new technique for blind channel
estimation of multiple-input multiple-output (MIMO) channels
under orthogonal space-time block coded (OSTBC) transmissions
is proposed. The technique is based on the Correlation Matching
criterion and exploits the special structure of OSTBC codes
to obtain closed-form channel estimates. The proposed method
can be reformulated as a principal component analysis (PCA)
problem, which permits a straightforward derivation of com-
putationally efficient batch and adaptive algorithms. Although
derived in a different way, the technique generalizes previously
proposed methods, establishing a parameter selection criterion
which resembles the matched filter. Finally, the performance of
the proposed algorithms is evaluated by means of some simulation
examples.
I. INTRODUCCIÓN
En los últimos años, la codificación ortogonal espacio-
temporal por bloques (orthogonal space-time block coding u
OSTBC) ha emergido como una de las técnicas más promete-
doras a la hora de explotar la diversidad espacial y combatir los
desvanecimientos en sistemas con múltiples antenas en trans-
misión y recepción (multiple-input multiple-output o MIMO).
La especial estructura de los códigos OSTBC implica que,
si el receptor conoce el canal, el decodificador de máxima
verosimilitud (maximum likelihood o ML) se reduce a un
simple detector lineal, el cual se puede ver como un filtro
adaptado, seguido por un detector sı́mbolo a sı́mbolo.
Cuando el receptor no dispone de información sobre el
estado del canal (channel state information o CSI) se puede
recurrir a métodos basados en pilotos. Sin embargo, estas
técnicas implican una reducción en la eficiencia espectral, la
cual se puede evitar por medio de otras aproximaciones tales
como la codificación espacio-temporal diferencial [1] o las
técnicas de estima ciega del canal [2]–[4].
En los casos en que se dispone de información estadı́stica de
la señal de entrada a un determinado sistema, un posible crite-
rio para la identificación o igualación ciega del canal es el de
Correlation Matching (ajuste de la correlación), el cual se basa
en explotar el conocimiento a priori de la matriz de correlación
de la señal de información. Sin embargo, aunque este criterio
ha sido empleado en problemas de igualación/identificación
ciega de canal [5]–[8] y separación ciega de fuentes [9], en
un caso general conduce a sistemas de ecuaciones no lineales
que han de ser resueltos de manera iterativa y que pueden dar
lugar a problemas de mı́nimos locales.
En este trabajo el problema de estima ciega del canal
MIMO en sistemas OSTBC se resuelve mediante el criterio
de Correlation Matching, demostrando que las propiedades
especiales de los códigos OSTBC permiten la obtención de
una expresión cerrada para la estima del canal. El estimador
obtenido resulta ser una generalización del propuesto en [4],
el cual se puede interpretar como un problema de análisis
en componentes principales (principal component analysis o
PCA) [10], [11]. Además, la técnica basada en Correlation
Matching proporciona un criterio para la selección de los
parámetros propuestos en [4], el cual equivale a la idea del
filtro adaptado.
II. CONCEPTOS BÁSICOS SOBRE OSTBCS
II-A. Notación
A lo largo de este artı́culo usaremos letras mayúsculas en
negrita para referirnos a matrices, e.g., X, con elementos
xij ; minúsculas en negrita para vectores columna, e.g., x,
y minúsculas para escalares. Los superı́ndices (·)T y (·)H
denotan, respectivamente, la matriz transpuesta y Hermı́tica.
Las partes real e imaginaria se denotan como (·) y (·), y
(̂·) denotará estimas de matrices, vectores o escalares. La traza
y norma Frobenius de la matriz A se denotará como Tr(A)
y ‖A‖ respectivamente. Finalmente, I denotará la matriz
identidad de las dimensiones oportunas, y E[·] denotará el
operador esperanza matemática.
El canal MIMO se asumirá plano en frecuencia con nT
antenas trasmisoras y nR receptoras. La matriz compleja del
canal, de dimensiones nT × nR es
H = [h1 · · ·hnR ] =
⎡
⎢⎣




hnT 1 · · · hnTnR
⎤
⎥⎦ , (1)
donde hij es la respuesta del canal entre la i-ésima antena
trasmisora y la j-ésima receptora.
II-B. Modelo de Transmisión OSTBC
Consideremos un código espacio-temporal por bloques
(STBC) transmitiendo M sı́mbolos durante L slots y usando
nT antenas trasmisoras. La tasa de trasmisión se define como




M para constelaciones reales,
2M para constelaciones complejas. (2)
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donde Ck son las matrices de código STBC,
sk[n] =
{ (rk[n]) k ≤ M,
(rk−M [n]) k > M, (4)
y rk[n] denota el k-ésimo sı́mbolo complejo de información
del n-ésimo bloque STBC.
El efecto conjunto del código STBC y el canal asociado a
la j-ésima antena receptora se puede representar mediante los
vectores
wk(hj) = Ckhj , k = 1, . . . ,M ′, (5)
y teniendo en cuenta el isomorfismo entre wk(hj) y los vecto-
res reales w̃k(hj) =
[(wk(hj))T ,(wk(hj))T ]T , podemos
escribir
w̃k(hj) = C̃kh̃j , (6)
donde h̃j =











wk(hj)sk[n] + nj [n], (8)
donde nj [n] es un vector de ruido complejo incorrela-
do con la señal. Definiendo los vectores reales de lon-
gitud 2L, ỹj [n] = [(yj [n])T ,(yj [n])T ]T y ñj [n] =





w̃k(hj)sk[n]+ñj [n] = W̃(hj)s[n]+ñj [n], (9)
donde s[n] = [s1[n], . . . , sM ′ [n]]T contiene los M ′ sı́mbo-
los reales transmitidos y W̃(hj) = [w̃1(hj) · · · w̃M ′(hj)].
Finalmente, agrupando todas las señales recibidas en el vector
ỹ[n] =
[





ỹ[n] = W̃(H)s[n] + ñ[n], (10)
donde W̃(H) =
[
W̃T (h1) · · ·W̃T (hnR)
]T
, y ñ[n] se define
de manera análoga a ỹ[n].
En el caso de STBCs ortogonales (OSTBCs), la matriz
W̃(H) satisface
W̃T (H)W̃(H) = ‖H‖2I. (11)
Ası́, asumiendo ruido blanco y Gaussiano y suponiendo que el
receptor conoce el canal H, la complejidad del receptor ML





es decir, las columnas de la matriz W̃T (H) se pueden ver
como el conjunto de los igualadores ML.
Las condiciones necesarias y suficientes en las matrices de




I k = l,
−CHl Ck k = l,
(13)
lo que también implica SH [n]S[n] = ‖s[n]‖2I y
C̃Tk C̃l =
{
I k = l,
−C̃Tl C̃k k = l.
(14)
III. ESTIMA CIEGA DEL CANAL MEDIANTE Correlation
Matching
En esta sección se demuestra que la aplicación del criterio
de Correlation Matching para la estima ciega del canal en
sistemas MIMO-OSTBC conduce a una expresión cerrada para
la estima del canal MIMO, la cual se puede interpretar como
un problema de análisis en componentes principales (PCA).
Teniendo en cuenta (10), la matriz de correlación de los datos
recibidos ỹ[n] es
Rỹ = E[ỹ[n]ỹT [n]] = W̃(H)RsW̃T (H) +Rñ, (15)
donde las matrices de correlación de la señal de información
(Rs = E[s[n]sT [n]]) y del ruido (Rñ = E[ñ[n]ñT [n]]) se
asumirán conocidas en el receptor.
El método de estima ciega del canal MIMO mediante




∥∥∥(Rỹ −Rñ) − W̃(Ĥ)RsW̃T (Ĥ)∥∥∥2 , (16)
es decir, se trata de encontrar el canal Ĥ que minimice la
diferencia entre la estima y el valor teórico de la matriz de
correlación de las observaciones. Resulta sencillo comprobar














































De manera análoga, teniendo en cuenta la descomposición en
autovaloresRs = QsΣs2QTs (conQs unitaria yΣs diagonal),


















T (Ĥ) (Rỹ −Rñ)W̃(Ĥ)QsΣs
)
. (19)
A partir de (11) resulta sencillo demostrar que la matriz
W̃(Ĥ)Qs se puede ver como el conjunto de igualadores





qlkCl, k = 1, . . . ,M ′,
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donde qlk es el elemento en la l-ésima fila y k-ésima columna
de Qs. Ası́, definiendo las matrices D̃k de manera análoga a





















k (Rỹ −Rñ) F̃k, (21)









0 · · · D̃k
⎤
⎥⎦ , (22)
es una matriz diagonal por bloques de dimensiones 2LnR ×
2nTnR.
Combinando (17), (18) y (20), el problema de optimización











cuya solución viene dada por el siguiente problema de auto-
valores
Rz̃
ˆ̃h = β ˆ̃h, (24)
donde β = ‖Rs‖2‖ˆ̃h‖2 es un autovalor de la matriz Rz̃.
















por lo que la estima
ˆ̃h del canal MIMO basada en Correlation
Matching se reduce a la obtención del autovector asociado al
mayor autovalor de la matriz Rz̃.
Desde un punto de vista práctico, la implementación del
algoritmo se basa en la estima de la matriz de correlación Rỹ
a partir de N bloques OSTBC recibidos, durante los cuales se







Una vez obtenida dicha estima resulta sencillo formar la matriz
Rz̃ y obtener su autovector principal, el cual se escalará para
satisfacer ‖ˆ̃h‖2 = β/‖Rs‖2, reduciendo ası́ la indeterminación
en la estima del canal a un simple cambio de signo.
En [11] hemos demostrado que la matriz Rz̃ se puede
interpretar como una matriz de correlación, por lo que la
técnica propuesta equivale a un problema de análisis de
componentes principales (PCA). Esta reformulación permite
obtener algoritmos adaptativos de manera sencilla, por ejemplo
mediante la aplicación directa de la regla de Oja [10]. El coste
computacional por bloque OSTBC del algoritmo basado en la
regla de Oja es del orden de O(LMnTnR), lo cual no supone
un gran incremento con respecto al coste computacional del
detector de máxima verosimilitud (ver Eq. (12)), que es del
orden de O(LMnR) por bloque OSTBC.



































Fig. 1. MSE en la estima de las señales duobinarias.
Aunque derivado de forma independiente, el método pro-
puesto constituye una generalización para ruido coloreado
y matrices de correlación Rs no diagonales, de la técnica
propuesta en [4]. Además, el criterio de Correlation Matching
impone la selección de los pesos propuestos en [4] como los
autovalores λk asociados a la matriz de correlación Rs, lo
cual se puede interpretar como un filtro adaptado. Finalmente,
en [12] hemos demostrado que en el caso de señales blancas
y nR > 1, el canal se puede obtener sin ambigüedad para la
mayorı́a de los OSTBCs con aplicación práctica. En el resto de
los casos (nR = 1 y OSTBCs no identificables), si al menos
uno de los autovalores λk tiene multiplicidad 1, la técnica
propuesta extraerá el canal sin ambigüedad [11].
IV. SIMULACIONES
En esta sección se evalúa el rendimiento de la técnica
propuesta por medio de algunos ejemplos de simulación. En
todas las simulaciones se han promediado los resultados de
5000 realizaciones independientes. Se ha empleado el código
OSTBC de tasa R = 3/4 con M = 3 sı́mbolos complejos,
L = 4 slots y nT = 3 antenas trasmisoras, el cual se
presenta en Eq. (7.4.9) de [1]. El número de antenas receptoras
es nR = 1, lo que implica que no se pueda extraer el
canal sin explotar la información estadı́stica de las señales de
información [4], [12]. Los elementos del canal son variables
aleatorias complejas i.i.d con distribución Gaussiana, media
cero y varianza unidad. La relación señal a ruido (SNR) se
define como 10 log10(σ2s/σ
2), donde σ2s es la energı́a total
transmitida y σ2 es la varianza del ruido blanco y Gaussiano.
Las señales fuente son señales binarias i.i.d precodificadas
por un filtro con respuesta H(z) = 1 + z−1, que es el filtro
empleado en la modulación duobinaria, por lo que a su salida
se tiene una secuencia de sı́mbolos pertenecientes al alfabeto
{−2, 0,+2} con probabilidades 1/4, 1/2 y 1/4 respectivamente.
Estas señales forman la parte real e imaginaria de los sı́mbolos
complejos a la entrada del codificador OSTBC. De este modo,
los elementos de la matriz Rs = E[s[n]sT [n]] son 2 en la
diagonal principal, 1 en las primeras diagonales por encima y
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Fig. 2. Efecto sobre el MSE del primer parámetro en (21).
debajo de ésta, y cero en el resto de posiciones. Finalmente,
los autovalores en Σs son [1,95, 1,80, 1,56, 1,25, 0,87, 0,45].
En el primer ejemplo se ha comparado la versión bloque de
la técnica propuesta con el detector ML coherente y la técnica
diferencial propuesta en [1]. El error cuadrático medio (MSE)
en la estima de la señal para N = 50 y N = 100 bloques
recibidos se muestra en Fig. 1. Como se puede observar, el
decodificador propuesto proporciona mejores resultados que el
receptor diferencial para SNRs bajas y moderadas. El suelo de
ruido en la técnica propuesta se debe a la diferencia entre la
matriz de correlaciónRỹ y su estima R̂ỹ. Dicho suelo decrece
rápidamente con el número N de bloques disponibles.
Para comparar la técnica propuesta con el método en [4] se
ha repetido el experimento anterior para N = 100 bloques y
se ha variado el primer peso (λ1) en (21) entre 0 y 3.9 (el
doble de su valor teórico). Como se puede observar en Fig.
2, el mı́nimo MSE en la estima de las señales se encuentra
en torno a λ1 = 1,95, que es el valor sugerido por la técnica
basada en Correlation Matching.
Por último, se ha analizado la versión adaptativa del algo-
ritmo propuesto. En Fig. 3 se muestra el MSE en la estima del
canal para SNR=20dB y la aplicación directa del algoritmo de
Oja [10] con tres factores de aprendizaje diferentes. Como se
puede observar, el compromiso entre el error residual final y
la velocidad de convergencia viene determinado por el factor
de aprendizaje.
V. CONCLUSIONES
En este trabajo se ha aplicado el criterio de Correlation
Matching (ajuste de la correlación) a la estima ciega de canales
MIMO en sistemas OSTBC. A diferencia de otras técnicas
basadas en este criterio, las caracterı́sticas especiales de los
códigos OSTBC han dado lugar a la obtención de una formula
cerrada para la estima del canal. La técnica propuesta se puede
interpretar como un problema de análisis de componentes
principales (PCA), lo cual permite la obtención de algoritmos
bloque y adaptativos de bajo coste computacional. Además,
el método propuesto generaliza técnicas ya existentes, estable-
ciendo un criterio para la selección de parámetros que recuerda































Fig. 3. Versión adaptativa de la técnica propuesta. SNR=20dB.
al filtro adaptado. Finalmente, el rendimiento de los algoritmos
propuestos se ha evaluado mediante ejemplos de simulación.
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