Abstract: This paper presents a continuous-time version of recent results on unconstrained nonlinear model predictive control (MPC) schemes. Based on a controllability assumption and a corresponding infinite-dimensional optimization problem, performance estimates and stability conditions are derived in terms of the prediction horizon and the sampling time of the MPC controller. Moreover, improved estimates for small sampling times are discussed and a comparison to the application of the discrete-time results in a sampled-data context is provided.
INTRODUCTION
Model predictive control (MPC) is one of the most successful modern control methodologies. Its major advantage is the explicit consideration of a performance criterion and constraints. In MPC, a infinite horizon optimal control problem is approximated by a sequence of finite horizon problems in a receding horizon fashion. However, stability is not generally guaranteed due to the use of a finite prediction horizon. Thus, terminal constraints and an additional terminal cost function are often used to ensure asymptotic stability, see Mayne et al. [2000] , Rawlings and Mayne [2009] . On the other hand, unconstrained MPC schemes, in the sense that no terminal constraint is used, are desirable for computational reasons. The MPC schemes proposed by Hu and Linnemann [2002] , Limon et al. [2006] remove the terminal constraint from the finite horizon optimal control problem. Due to additional conditions, the terminal constraints are implicitly guaranteed to be satisfied. Other schemes use control Lyapunov functions as terminal weighting functions, see Jadbabaie et al. [2001] , Jadbabaie and Hauser [2005] , , .
The results from Grüne [2009] , Grüne et al. [2010a,b,c] use an MPC scheme without neither terminal cost functions nor terminal constraints. A controllability assumption allows to guarantee stability and to estimate the performance compared to an infinite horizon optimal controller. To this end, an "abstract" linear program is solved based on the controllability assumption.
In this work, we extend the results for discrete-time system from Grüne [2009] , Grüne et al. [2010a,b,c] to continuoustime systems. In contrast to the discrete-time setup, the necessary abstract optimization problem will not be a linear program, but an infinite-dimensional optimization problem. However, due to its particular structure it is possible to solve this problem explicitly in terms of the solution of a scalar linear time-varying differential equation. Furthermore, for the special case of an exponential controllability assumption, in contrast to the more general asymptotic controllability assumption, it is possible to derive explicit expressions for the suboptimality index in terms of the prediction horizon and the sampling time. Moreover, we compare our results to the results of Grüne et al. [2010b,c] , in which the methods for discrete-time systems from Grüne [2009] , Grüne et al. [2010a] are applied to continuous-time systems in a sampled-data context. The remainder of this paper is organized as follows. In Section 2, the problem setup considered in this work is presented. In Section 3, suboptimality estimates and stability conditions are derived for MPC without terminal constraint for continuous-time systems. In Section 4.1, the special case of an exponential controllability assumption is considered and explicit expressions for the suboptimality estimate are calculated. Section 4.2 provides improved estimates by using a growth condition. The resulting estimates are compared to the estimates without growth condition and estimates from a sampled-data approach in Section 4.3. Finally, concluding remarks are given in Section 5.
Notation: Let R + denote the non-negative real numbers. PC ([a, b] , R m ) denotes the set of all piece-wise continuous
is said to belong to class K if it is continuous, strictly increasing and ϕ(0) = 0. The function is said to belong to class K ∞ if in addition ϕ(t) → ∞ as t → ∞.
PROBLEM SETUP
In this work, we consider nonlinear continuous-time systemsẋ
with state x(t) ∈ R n , initial condition x 0 ∈ R n and control input u(t) ∈ R m subject to the input constraints u(t) ∈ U ⊂ R m . The function f is continuously differentiable and the constraint set U ⊂ R m is compact, convex, and contains the origin in its interior. Without loss of generality, we assume x = 0 to be an equilibrium of system (1) for u = 0, i.e. f (0, 0) = 0. The problem of interest is to stabilize the equilibrium x = 0 and to achieve some optimal performance via model predictive control. With respect to performance, the goal is to minimize the infinite horizon cost functional
with a positive definite stage cost F : R n × R m → R + which is continuous in both of its arguments. The associated optimal cost of this infinite horizon problem is denoted by J * ∞ (x 0 ). Since infinite horizon problems are often computationally intractable, finite horizon cost functionals combined with a receding horizon approach are often used instead. The finite horizon cost functional used in our MPC setup is given by
in which T is the prediction horizon. The open loop finite horizon optimal control problem at time t is then formulated as
subject tȱ
for all t ′ ∈ [0, T ] and in whichx(t ′ ; t) is the predicted trajectory starting from initial conditionx(t) = x(t) and driven byū(t ′ ) for t ′ ∈ [t, t + T ]. We assume that the optimal control which minimizes J T (x(t),ū; t) is given by u *
The associated optimal cost is denoted by J * T (x(t); t) and the associated predicted trajectory is x *
For given sampling time δ > 0, the control input to the system is defined by the optimal solution of problem (4) at sampling instants t i = i δ , i ∈ N 0 , in the usual receding horizon fashion
(5) It is well known that in general such a definition of the control law is not guaranteed to yield an asymptotically stable closed-loop. A practical example for this somewhat nonintuitive fact is given in Raff et al. [2006] . For this reason, most existing MPC schemes in literature use stabilizing constraints and terminal weighting functions [Mayne et al., 2000, Rawlings and Mayne, 2009] . In this work, we derive results for MPC schemes without stabilizing constraints in the spirit of [Grüne, 2009 , Grüne et al., 2010a , albeit in continuous-time. Similarly to the results cited, we are not only interested in guaranteed stability, but also in an evaluation of the performance of the resulting MPC controller. To this end, let J MPC ∞ (x 0 ) denote the infinite horizon cost resulting from application of the MPC control law (5) to the nonlinear system (1), i.e.,
in which x MPC is the resulting trajectory of the closedloop. In order to quantify the suboptimality of the MPC controller due to the use of finite horizon optimal control problems compared to the infinite horizon optimal control, we derive conditions such that
Here α is the suboptimality index as in Grüne [2009] , Grüne et al. [2010a] . From the definition, it is clear that α ≤ 1 and that α = 1 corresponds to infinite horizon optimality. Furthermore, if α > 0, then stability of the closed loop is guaranteed.
SUBOPTIMALITY ESTIMATES AND STABILITY
In order to derive the suboptimality index α, we first repeat a crucial result from relaxed dynamic programming, see Lincoln and Rantzer [2006] , Grüne and Rantzer [2008] .
then the estimate
Proof. The result is a only slightly modified version of [Grüne and Rantzer, 2008, Proposition 2.2] and [Grüne, 2009, Proposition 2.4] . The first and third inequality follow directly from the optimality of J * ∞ (x) and J * T (x), respectively. The second inequality is obtained by invoking (7) for states along the trajectory of the closed-loop at the sampling instants, i.e., x i = x MPC (i δ; x 0 ) for i ∈ N 0 and by summing up from i = 0 to i = ∞.
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In order to derive α in (7), we use a controllability assumption similar to Grüne [2009] , Grüne et al. [2010a] . 
in which β : R + → R + is a continuous, positive, and absolutely integrable function with lim t→∞ β(t) = 0.
A typical example for such a function is an exponential function β(t) = C e −λ t with some overshoot constant C ≥ 1 and decay rate λ > 0. This example directly corresponds to the exponential controllability assumption for discrete-time systems in Grüne [2009] , Grüne et al. [2010a] and will be discussed in more detail in Section 4.
In the remainder of this section, we consider an arbitrary sampling instant t i and a fixed sampling time δ > 0. For the sake of a more concise presentation, we introduce the following abbreviations:
Note that B(t) is a class K function, but bounded from above because β is assumed to be absolutely integrable.
In the following, we will derive a relation between the optimal cost J * T (δ) at sampling instant t i + δ and the optimal cost J * T (0) at sampling instant t i . With this relation and Proposition 1, an estimate of the suboptimality index α can be given.
In the first step, relations between J * T (δ) and F ti (t) can be obtained directly by using Assumption 2. Lemma 3. (Implication of Controllability Assumption). Let Assumption 2 be satisfied. Then the inequality
holds for all t ∈ [δ, T ].
Proof. For any t ∈ [δ, T ] define the control trajectoryũ t as follows
in whichû(·; x(t i + t)) is the input trajectory of Assumption 2 starting from initial state x(t i + t) = x * T (t i + t; x(t i ), t i ). Sinceũ t is a feasible, but not necessarily optimal, solution to the finite horizon optimal control problem (4), we obtain the following
The last inequality follows from (9) and the definition of B in (10). 2
In the next step, we look for the "worst" F ti (·) which satisfies the conditions (11), i.e. the function which yields the smallest value for the integral
Formally, we can write this as a linear optimization problem
This problems corresponds to the linear program [Grüne, 2009, Problem 4.4] , however note that (12b) gives infinitely many constraints for the problem in continuous-time. Due to its particular structure, it is possible to solve the infinite-dimensional optimization problem (12) as shown in the following theorem.
Theorem 4. (Linear Program). For all piece-wise continuous functions F ti (t) which satisfy the conditions (12b)
and (12c), the following lower bound holds
The function F *
ti (·) is the solution of the scalar linear differential equatioṅ
Proof. Due to linearity of the optimization problem (12), we can consider J * T (δ) = 1 without loss of generality. In the first step, we show that F * ti defined by (15) in Theorem 4 is such that constraint (12b) is active for all times, i.e. for all t ∈ [δ, T ]
The constraint is active at t = δ because of (15c). Taking the derivative of both sides of Equation (16) with respect to t yields
. Thus, for the solution of the differential equation (15a), Equation (16) is satisfied and consequently the inequality condition (12b) holds with equality.
In the second part of the proof, we show that there exists no piece-wise continuous function satifying (12b) and (12c) which yields a smaller value for (12a). For the sake of contradiction, assume there exists G * such that
But with (16) and B(T + δ − t) > 0, this implies
which means that G * violates the constraint (12b) at time t. This completes the proof.
2 Remark 5. The differential equation (15) 
is indeed the mininizer of the linear optimization problem (12) and not only a lower bound.
In Section 4, we consider the special case of an exponential controllability assumption. For this case, we give an explicit expression for the solution of the linear differential equation and consequently for the solution of the linear program.
Using the result of Theorem 4, we can state our main result regarding stability and suboptimality for the unconstrained MPC scheme in the following theorem. Theorem 6. (Stability and Suboptimality). For sampling time δ, prediction horizon T and Controllability Assumption 2, the following holds
withβ given by (14), (15) in Theorem 4. Furthermore, the estimate
) holds for all x ∈ R n and asymptotic stability of the closedloop is guaranteed for α > 0.
Proof. In the first step of the proof, we derive a relation between the cost resulting from time interval [t i , t i +δ] and the cost from time interval [t i + δ, t i + T ]. In the second step, we use this inequality to prove (17).
Due to the controllability condition (9) in Assumption 2, we obtain
We have B(T − t) ≤ B(T ) for all t > 0, thus
Hence, it directly follows that
By noting thatβ ∈]0, 1], we obtain
The suboptimality estimate (18) is a direct consequence of Proposition 1. Asymptotic stability follows directly from standard arguments in optimal control and Barbalat's Lemma [Barbalat, 1959] . This completes the proof. 2
It is of interest to find conditions on β(·) in (9) such that stability is guaranteed for a large enough prediction horizon T . For this reason, we investigate the special case of an exponential controllability assumption in the following section.
SPECIAL CASE: EXPONENTIAL CONTROLLABILITY

Calculation of the suboptimality index α
In this section, we consider the special case of an exponential controllability assumption. Assume β in Assumption 2 to be exponential
with overshoot constant C ≥ 1 and decay rate λ > 0. The function B from definition (10) then reads
with derivative
The solution of the scalar linear differential equation (15) is given by
Note that the initial condition F * t (δ) = 1 B(T ) as required in (15c) and the differential equation (15b) is satisfied becausė
Furthermore, we have the antiderivative of F *
From (17), we obtain the suboptimality index
Some observations can be made on the influence of the different parameters C, λ, δ and T on the suboptimality estimate. First, it is directly clear that α < 1 as expected. Second, if T → ∞, thenβ → 1 and α → 1, which means that the performance of the MPC controller recovers the infinite horizon optimal performance for large enough T . Third, if δ → 0, then α → −∞, which means that asymptotic stability of the closed-loop cannot be guaranteed for arbitrarily small sampling times. This result is somewhat counterintuitive, however, it is in good agreement with the results for sampled-data continuous-time systems in Grüne et al. [2010b,c] . It is shown in Section 4.2 that better estimates can be obtained by using a growth condition similar to the results of Grüne et al. [2010b,c] . This growth condition allows in particular to show that stability can be guaranteed for arbitrarily small sampling times.
Implications of the Growth Condition
In this section, we show that by using a growth condition analogue to the discrete-time results in Grüne et al. [2010b,c] , it is possible to obtain better suboptimality estimates and, hence, stabiltiy guarantees for shorter prediction horizons.
Assumption 7. (Growth Condition).
For all x 0 , there exists an input trajectory u g,x0 with u g,x0 (t) ∈ U for all t ≥ 0 such that
in which β g : R → R + is a continuous, strictly increasing function with β g (0) = 1.
In the following, we will use β g (t) = e λg t . Note that the assumption of an exponential function β g in the growth condition is actually not restrictive at all for continuoustime systems.
Using this assumption, in the derivations made in Section 3 we can replace
Thus, the results forβ in Theorem 4 then hold by using the newly obtained B(t) in (15). It is not possible to obtain general analytic solutions as in Section 4.1, however a numerical one can be calculated using standard solvers for ordinary differential equations as shown in Section 4.3.
Comparison of different estimates
In Figure 1 , the suboptimality estimate α is depicted in dependence on the parameters C, λ, and T . In each figure, the value of only one parameter is varied and the other parameters are kept constant at their default value. The default values are chosen as C = λ = 2, λ g = 0.2, δ = 0.01 and T = 3. The suboptimality estimate of Equation (24) obtained in Section 4.1 is shown by the blue dashed lines, the red solid lines represent the estimates from [Grüne et al., 2010c, Theorem 2] resulting from a sampled-data approach. As expected, α is strictly monotonically increasing in T and λ and strictly monotonically decreasing in C.
A more complicated situation is encountered when considering α as a function of the sampling time δ as shown in Figure 2 . As mentioned above, for the estimates without growth condition α → −∞ for both δ → 0 and δ → T .
The improved estimates using the growth condition in Section 4.2 are shown by magenta dash-dotted lines in Figures 1 and 2 , respectively. All estimates are improved by using the growth condition. The most significant change is in Figure 2 for the case of δ → 0. Whereas the estimates for α tend to −∞ without growth condition, the estimates with growth condition show that the closed-loop is indeed asymptotically stable for arbitrarily small sampling times.
Furthermore, it was noticed in all cases that the estimates for continuous-time systems derived in this work are better compared to the result in [Grüne et al., 2010c, Theorem 2] based on a sampled-data approach. 
CONCLUSIONS
In this paper, we extended results on model predictive control without terminal constraints and terminal cost functions from the discrete-time case to continuous-time.
It is shown that relatively simple expressions can be derived for performance estimates and stability conditions in terms of the prediction horizon and the sampling time.
