This paper proposes a heuristic multi-parameter optimization method for image and video reconstruction. The method is embedded in an evolutionary computation framework in which a set of parameters are encoded into chromosomes of an individual, and a generalized Stein's unbiased risk estimation (GSURE) is employed as a fitness function. By using the proposed method, the near-optimal parameters can be determined after several iterations, and with the use of these parameters, the ideal image can then be reconstructed. Furthermore, this method can be extended to video reconstruction. According to the similarity between adjacent frames of a video, the generation of population is vividly replaced by the frame index. We calculate the fitness based on the current frame, breed a new generation selectively, and use the new population to optimize continually based on the next frame. After several frames, the parameters can be optimized, and an ideal reconstructed frame can then be steadily output. Numerous experiments demonstrate the effectiveness and advantages of the proposed method.
I. INTRODUCTION
The process of acquisition, transmission and storage of images is inevitably degraded by many factors, and therefore degraded images are very common in practice [1] , [2] . However, the human vision and applications based on image analysis or understanding required images of high quality.
How to obtain high quality images is a hotspot in the field of image processing. Image reconstruction is an important subfield of image processing, which aims to recover high quality results from the degraded images [3] , [4] . Image reconstruction belongs to a larger class of image processing, which is a kind of ill-posed inverse problem that is difficult The associate editor coordinating the review of this manuscript and approving it for publication was Utku Kose. to solve directly [5] . The regularization method is an efficient solution to this problem [6] . Recently, various excellent image reconstruction methods based on neural network have been developed [7] - [10] . Admittedly, using deep convolutional networks to reconstruct image (SRCNN) is a state-ofthe-art method heretofore [7] .
Research on regularized image reconstruction has gained considerable achievements. Many regularization terms have been proposed. Total variation (TV), Tikhonov, wavelet and other regularization terms are widely used in image reconstruction field. On the one hand, the ability of reconstruction is related to the regularization terms; on the other hand, the reasonable regularization parameters are also important for reconstruction results. Some researchers have paid attention to the study of the parameter optimization VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ for regularization method, and some excellent optimization methods have been proposed, in which generalized cross validation (GCV) and L-curve are two effective methods widely used in many fields. GCV method is based on the philosophy that if an arbitrary element of the observed data is omitted, then the corresponding regularized solution should predict this observation well. The choice of regularization parameter should be independent of an orthogonal transformation of the observed data [11] , [12] . The advantage of this algorithm is that the data-driven approach is completely used; optimization can be implemented without any prior knowledge. However, the disadvantages of GCV are its heavy computation and inability to optimize multiple parameters simultaneously.
L-curve is a method to optimize the regularization parameter [13] , [14] . L-curve is simply a logarithmic plot of residual norm versus the reconstruction norm for a set of admissible regularization parameters. In this manner, L-curve displays the compromise between the minimization of these two quantities. The so called ''corner'' of the L-curve, defined as the point with maximum curvature, corresponds to a point in which the regularization and perturbation errors are balanced. The algorithm is intuitive and robust, and it can also be used to optimize multiple regularization parameters. When more regularization parameters need to be optimized, the quantity of calculation is very large. Moreover, parameters other than the regularization parameters (such as step length of iteration, intrinsic parameter of parameterize regularization term, etc.) cannot be optimized using this method.
How to determine the values of related parameters in regularized reconstruction model is a challenging and open problem. To solve this problem, a heuristic multi-parameter optimization algorithm for image reconstruction is proposed. We used GSURE to fit the mean square error (MSE) of the reconstructed image and obtain the near-optimal solutions of the multiple parameters via minimizing the GSURE function [15] - [18] . To accelerate the optimization, the evolutionary computation algorithm is employed and improved, a heuristic optimization method is proposed, which is better than traditional methods in convergence speed and generalization capability, and GSURE is used for the fitness measurement. Furthermore, this optimization method can be extended for video support. The generation of population corresponds to the frame index, and all the parameters can be optimized online. According to the above method, a novel adaptive video reconstruction framework is presented, which can process degraded video of various scenes, and output high quality video stably.
The rest of this paper is organized into sections. In Section II, we summarize the multi-regularization image reconstruction model. In Section III, the GSURE theory is introduced. The multi-parameter determination using genetic algorithm (GA) and GSURE for regularized image reconstruction is proposed in Section IV. In Section V, the proposed method is extended for video support. To validate the advantage of our proposed method, comprehensive experimental results are discussed in Section VI. Finally, we conclude the paper in Section VII.
II. MULTI-REGULARIZATION IMAGE RECONSTRUCTION MODEL A. IMAGE RECONSTRUCTION MODEL
Low resolution image is shown by the degradation model in Fig. 1 , and the degraded image we observed can be expressed as
where X is an original image of high quality, where E ∼ N (0, C) represents a zero-mean noise with covariance matrix C, H represents the convolution operator, the pixel numbers of Y and X are L and M , respectively. Image reconstruction aims to recover high-quality X from degraded Y.
B. MULTI-REGULARIZATION RECONSTRUCTION MODEL
Image reconstruction is an ill-posed inverse problem. To solve the problem, the regularization method is proposed. The common regularized reconstruction model can be expressed as
where R i (X) are some regularization terms and λ i are the corresponding regularization parameters. Without loss of generality, in a lot of effective regularization terms for image reconstruction, three outstanding regularization terms (TV regularization term D(X), Tikhonov regularization term T (X) and wavelet regularization term W (X)) are employed as examples in the multi-regularization reconstruction model [19] - [21] , which can be expressed as
(3) In this model, D(X) = |∇X|dX, T (X) = |∇X| 2 dX and W (X) = |F 2 X| dX, where ∇ represents the gradient operator and F 2 is a wavelet high pass operator [22] . λ D , λ T and λ W are their corresponding regularization parameters. The Euler-Lagrange equation of (3) is
where represents the Laplacian operator and is a diagonal matrix with elements of (m, m) = 1 |F 2 X(m)| corresponding to pixel m [23] .
For ∇X |∇X| and , if their denominators are close to zero, they will diverge to infinity, and then staircasing phenomenon will occur in the reconstructed image. To avoid this phenomenon, we modify these two terms to be ∇X √ |∇X| 2 +α 2 and β (m, m) = 1 √ |F 2 X(m)| 2 +β 2 , where α and β are nonzero constants [21] . The Euler-Lagrange equation can be modified as
To accelerate convergence, the forward-backward-iteration scheme is adopted. The backward-step can be expressed as
is the forward-step, γ and τ are the step lengths of forward-step and backwardstep, respectively.
To obtain a high quality reconstructed image in the multiregularization reconstruction model, a parameter vector λ consisting of regularization parameters (λ D , λ T and λ W ), step lengths (γ and τ ) and intrinsic parameters (α and β) need to be optimized.
III. GSURE THEORY
To evaluate the performance of multi-regularization reconstruction with different parameter vectors, we propose a GSURE method based on this model.
A. GSURE THEORY
The generalized model of the degraded image can be expressed as (1) . For this model, the probability density function (pdf) of Y can be expressed as
where
is a sufficient statistic to estimate X. According to the Rao-Blackwell theorem [24] , in all estimations of X, the mean square error (MSE) of E{X|u} is the minimum. The estimation of X can be expressed asX λ = h λ (u), and its MSE can be defined as
where λ is the parameter vector comprising multiple parameters that need to be optimized. We can optimize all the parameters via minimizing MSE as
MSE ofX λ = h λ (u) can be expressed as
To optimize the parameter vector, we must to evaluate the following expression
Calculating
is the unbiased estimation of v(h λ , X). Therefore, the unbiased estimation of MSE is
and the optimal parameter vector can be obtained by mini-
As mentioned in [17] 
where is the complete integral, and K is a constant (K = 1 in this paper), then
Substituting (16) into (10), MSE can be express as
We can optimize the parameter vector via minimizing
To calculate the unbiased risk estimate of MSE, Tr ∂h T λ (u) ∂u must be given. Generally, the analytical expression of h λ (u) is unknown; therefore, it can be estimated via Monte-Carlo method [25] - [27] , which is implemented as follows:
Algorithm 1 Monte-Carlo algorithm to estimate Tr ∂h λ (u) ∂u 1) Generate a zero-mean and unit variance independent and identically distribute random vector b in the same size of u;
IV. MULTIPLE PARAMETERS DETERMINATION USING GA AND GSURE
For the traditional full search optimization algorithm, the entire space where the optimal value is likely to be found needs to be searched. The calculation is very large when multiple parameters need to be optimized. To improve the optimization efficiency, many heuristic methods can be used, such as ant colony optimization (ACO), particle swarm optimization (PSO) and GA, among others [28] . In this paper, GA is adopted to accelerate the optimization.
A. GSURE-BASED GA ALGORITHM FOR IMAGE RECONSTRUCTION
GA belongs to the larger class of evolutionary algorithms (EA), which is a subfield of evolutionary computation (EC). GA is a heuristic search method using techniques inspired by natural evolution, such as inheritance, mutation, selection and crossover to mimic the process of natural selection. The method is routinely used to generate useful solutions to optimization and search problems [29] - [31] .
In GA framework, we propose a multi-parameter optimization method using the GSURE function as the measurement of fitness. Applying this method in the multi-regularization reconstruction model proposed in Section II, the approximate optimal values of the parameter vector can be evaluated, and then the ideal resultant image can be reconstructed using these parameter values. The details of the important content are as follows: 1) Encoding: Optimized parameters are encoded as genes into chromosomes; the range of the search space of each parameter is the interval [0, 1]. Each individual is a complete set of all the parameters.
2) Population size: The population size depends on the nature of the problem. To balance the genetic diversity and optimization efficiency, the population size is 10 in this paper.
3) Fitness function: GSURE mentioned in Section III is employed as the fitness measurement of individuals. A smaller GSURE value demonstrates better fitness. 4) Selection: Based on the fitness, a proportion of the current population is selected to breed an offspring generation via GSURE-based roulette method. 5) Termination: The generational process is terminated when the residual error between adjacent iterations satisfies the minimum criteria r (r = 10 −5 in thin paper) or reaches the max number of generations G max (G max = 100 in this paper).
The detailed steps of the proposed method are described as follows in Section B.
The detailed steps of the proposed method are described in Section B. The flowchart of the algorithm is depicted in Fig. 2 .
V. ADAPTIVE VIDEO RECONSTRUCTION FRAMEWORK
Video is a series of still images in frames arranged in chronological order. The proposed optimization method for image can be directly used for video via frame-by-frame processing. However, this method requires much calculation for massive iterations, and real-time requirement cannot be satisfied. To extend the method for video support, the proposed iterative method for image needs to be improved.
With the developments in video capture technology, frame rate ranges from early six frames per second to the current 120 frames per second. The frame rates of video recorders today are no less than 30 frames per second. High frame rate ensures the high similarity between adjacent frames. The optimal values of the parameters for adjacent frame are very similar.
According to the frame similarity, we improve the method for image proposed in Section IV and extend the method for online video reconstruction. The concept of generation is replaced by the frame of the video. We calculate the fitness based on frame N, breed the (N+1)-th generation, and use the new population to optimize continually based on frame N+1. After several frames (similar to several generation in GA), all the parameters can be optimized, and then steadily output ideal reconstructed frames.
The detailed steps of the extended method are as follows:
The flowchart of the algorithm is depicted in Fig. 3 .
VI. EXPERIMENTAL RESULTS
In all the examples presented in this section, the image reconstruction model mentioned in Section II is employed to test the optimization effect in image reconstruction model using the proposed method.
A. SINGLE PARAMETER OPTIMIZATION OF Tikhonov REGULARIZATION
In this section, the reconstruction using single regularization term is considered. The regularization parameter λ T of Tikhonov regularization T (X) is optimized by the GCV, L-curve, and GSURE methods. This comparative experiment can verify the correctness and effectiveness of GSURE method to optimize a single parameter. As illustrated in Fig. 4(a) -(c), the optimal regularization values evaluated by GCV, L-curve and GSURE are 0.25029, 0.22461 and 0.2550, respectively. Fig. 5(a) shows a test image degraded by a Gaussian convolution kernel with size of 5 × 5 and an additive Gaussian white noise with standard deviation of σ = 0.05, and PSNR = 25.1380 dB. The corresponding reconstructed images are shown in Fig. 5 (b)-(d), and PSNRs of which are 30.2545, 30.0780 and 30.2585 dB. The experimental results showed that the optimal parameter values estimated by the three methods were close, and the reconstructed results were very similar, proving the suitability of GSURE method to optimize a single regularization parameter. In addition, PSNR of Fig. 5(d) was the highest, implying that the parameter value calculated by GSURE method was near the true optimal value.
B. DOUBLE-PARAMETER OPTIMIZATION OF TV AND Tikhonov REGULARIZATION
In this section, the regularization parameters (λ D , λ T ) of TV regularization term D(X) and Tikhonov regularization term T (X) were optimized as an example. L-hypersurface (an extended method of L-curve for multi-parameter optimization) and GSURE were employed to the comparative experiment.
The test image is the same as that used in Section A, PSNR = 25.1380 dB as shown in Fig. 7(a) . For L-hypersurface method, the selection of the regularization parameters is defined as the point with the maximum curvature on the curvature plot, as shown in Fig. 7(a) . Fig. 6(a) shows the optimal result is (λ D , λ T ) = (0.38, 0.16). The optimization surface of the GSURE is illustrated in Fig. 6(b) .
The optimal result was (λ D , λ T ) = (0.39, 0.15). The corresponding reconstructed images are shown in Fig. 7(b) and (c), and their PSNR were 30.6639 and 30.6822 dB, respectively. The results of the experiment showed that the optimal parameters obtained by the two methods were close, and the reconstructed images were also similar. The correctness and effectiveness of the GSURE method to optimize multiple parameters were proved by the higher PSNR of Fig. 7(c) . The reconstruction images of the multi-regularization methods were slightly better than those of the single-regularization method, indicating that introducing more regularization terms into the reconstruction function was effective.
C. MULTI-PARAMETER OPTIMIZATION IN IMAGE RECONSTRUCTION
In this section, we used the proposed heuristic method to optimize multiple parameters in image reconstruction. The multi-regularization is adopted in reconstruction model as in (2) . In addition, we introduced an additional improper regularization term R(X) (wavelet low pass regularization [23] ) into the model to examine the effects of regularization terms and the robustness of the proposed method. Fig. 8(a) shows a test image ''Flowers'' degraded by a Gaussian convolution kernel with size of 5×5 and an additive Gaussian white noise with standard deviation of σ = 0.08, PSNR = 18.6527 dB. The optimized reconstruction result after the first evolution with PSNR = 18.6481 dB is shown in Fig. 8(b) . Texture distortion occurred in the reconstructed image because of the improper values of the regularization parameters, and PSNR became lower than previous. After 10 evolutions, some parameters were optimized to a certain degree, as shown in Fig. 8(c) , and the distortion decreased significantly. Fig. 8(d) shows a reconstructed image after the 40 evolutions, and PSNR of 24.0023dB was obtained. The distortion was effectively mitigated, and image sharpness was greatly improved because all parameters were significantly optimized. After the 85th evolution, the image quality slightly improved, and PSNR slightly elevated to 24.6086 dB, as shown in Fig. 8(e) . Fig. 8(f) shows the resultant image after the 100th evolution. The image quality was similar to Fig. 8(e) , and PSNR was 24.6865 dB. In this experiment, the quality of the reconstructed image achieved a steady level after the 85th evolution, implying that all parameters were stable and near the approximate optimal values. Fig. 9(a) illustrates the variation trend of PSNR during the optimization. The image quality was stable after the 85th evolution. GSURE became smaller as PSNR increased, as shown in Fig. 9(b) . The result proved the validity of the proposed method. Fig. 10 (a)-(h) show the variation trends of the parameters. The proposed method not only optimized effectively the regularization parameter in four parameters (λ D , λ T , λ W and λ R ), but also the non-regularization parameters (τ , γ , α and β). The parameter λ R of negative effect regularization term R(X) was revised into a very small value after several evolutions and ultimately set to zero, as shown in Fig. 10(d) . The result validated the robustness of the proposed method. Fig. 11(a) shows a test image ''Butterfly'' degraded by a Gaussian convolution kernel with size of 5×5 and an additive Gaussian white noise with standard deviation of σ = 0.03, PSNR = 23.3717dB. The reconstruction result after the first evolution with PSNR = 23.5295 dB is shown in Fig. 11(b) , the noise is suppressed, but the texture is blurred. After 10 evolutions, PSNR was increased slightly to 23.7077 dB as shown in Fig. 11(c) . Because all parameters are significantly optimized after the 45 evolutions, as shown in Fig. 11(d )-(f), the noise is almost invisible, the sharpness is greatly improved, and PSNR is stable at about 27dB. Fig. 12(a) illustrates the variation trend of PSNR during the optimization. The image quality is stable after the 45th evolution. GSURE became smaller as PSNR increased, as shown in Fig. 12(b) . Fig. 13(a)-(h) show the variation trends of the parameters.
D. COMPARATIVE EXPERIMENT IN IMAGE RECONSTRUCTION
In this section, the proposed method is compared with SRCNN [7] which is a state-of-the-art method based on neural network. For the test program of the proposed method, five sets of optimization parameters for different feature were coded into five individuals, which can output five different resultant images, the best one is the final reconstruction. For the test program of SRCNN, the trained neural network is directly used to reconstruct images without further learning. Four test images (resolution of 400 × 400) of different features are employed to assess the performances of the two mentioned methods. MATLAB programs were run on a PC (Intel I7-4790 CPU@3.6GHz, SDRAM 8GBytes).
As shown in Fig. 14(a) , ''Baboon'' was degraded by a Gaussian convolution kernel with size of 5 × 5 and an additive Gaussian white noise with standard deviation of σ = 0.03, PSNR = 19.8673 dB. Fig. 14(b) is the result of SRCNN with PSNR = 20.0302 dB, in this image, the texture is clearer than Fig. 14(a) , but the noise is still obvious.
The result of the proposed method is shown in Fig. 14(c) with PSNR = 20.1077 dB, as can be seen in this image, the noise is almost invisible and the texture is recognizable.
''Linda'' was degraded by 5 × 5 Gaussian convolution kernel and a Gaussian white noise with standard deviation of σ = 0.06, PSNR = 22.7015 dB, as shown in Fig. 15(a) . For the result of SRCNN (PSNR = 22.6045 dB), as can be seen in Fig. 15(b) , it is more blurred and noisier than Fig. 15(a) . As shown in Fig. 15(c) with PSNR = 27.1348 dB, there is no noise in the resultant image of the proposed method, and its texture and edges are much clearer than Fig. 15(b) .
''Bird'' was degraded by 3 × 3 Gaussian convolution kernel and a Gaussian white noise with standard deviation of σ = 0.03, PSNR = 29.3790 dB, as shown in Fig. 16(a) . The noise was amplified in the result of SRCNN, as shown in Fig. 16(b) . The resultant image of the proposed method is illustrated in Fig. 16(c) , the texture in which is clearer and sharper than Fig. 16(b) , furthermore, its PSNR is 32.6199 dB, which is 3dB higher than Fig. 16(b) . Fig. 17(a) is a test image named ''Pepper'' degraded by 3×3 Gaussian convolution kernel and a Gaussian white noise with standard deviation of σ = 0.06, PSNR = 23.1693 dB. As can be seen in Fig. 17(b) , the noise was further amplified, causing the PSNR to drop to 23.1387 dB. As shown in Fig. 17(c) , PSNR = 26.9057 dB, the proposed method removed the noise well, and made the texture sharper than Fig. 17(b) .
The performances of SRCNN and the proposed method are compared in Tab. 1. For the four test images mentioned above, PSNRs of results reconstructed by the proposed method are higher than SRCNN, and the computation costs of the proposed method are relatively short. On average, for the proposed method, PSNR is 3.0685 dB higher than SRCNN, the computation cost is 2.965s less than SRCNN, and the reconstruction error (GSURE) is only 0.0012.
E. MULTI-PARAMETER OPTIMIZATION IN VIDEO RECONSTRUCTION FRAMEWORK
In this section, the extended heuristic multi-parameter optimization method for video reconstruction was tested respectively using videos of fixed scene and mobile scene. Video reconstruction is based on the multi-regularization reconstruction model mentioned in Section II, in which eight parameters (λ D , λ T , λ W , λ R , τ , γ , α and β) need to be optimized.
The first test video in fixed scene was degraded by a Gaussian convolution kernel with size of 5 × 5 and an additive Gaussian white noise with standard deviation of σ = 0.08. Fig. 18 (a)-(e) respectively show original frames 1, 10, 50, 100 and 150 (upper), corresponding reconstructed results using optimized parameters fixedly (middle), and corresponding reconstructed results using online optimizing parameters (lower). As shown in Fig. 18(a) lower, texture distortion appeared in the resultant frame because of the improper values of the parameters, and PSNR became much lower than the original frame. Fig. 18(b) lower shows frame 10 and its reconstructed result. After 10 evolutions, some parameters have been corrected to a certain degree, and image quality can be improved significantly, PSNR was up to 25.2197 dB; however, the mottle introduced by noise remained. Fig. 18 (c) lower shows frame 50 and its reconstructed result. The mottle in the resultant image has significantly reduced, but the textures of objects remained blurred. As shown in Fig. 18(d) lower, after 100 evolutions, the quality of the reconstructed image improved to an ideal level, and PSNR was up to 26.0045 dB. Fig. 18 (e) lower shows frame 150 and its results, which was very similar with that of frame 100, and PSNR was improved approximately by 0.1 dB. This test showed that all parameters were stable and near the optimal value after 100 evolutions. As shown in Fig. 18(a) -(e) middle, reconstructed video frames of relatively high quality can be obtained using optimized parameters fixedly, it is noteworthy that the reconstruction quality of the same frame was slightly lower than the result of online optimization after frame 50, because the online optimizing parameters were more suitable for the current frame than the fixed parameters after fifty times evolutions.
As shown in Fig. 19(a) , GSURE gradually became smaller in the entire evolution process. Fig. 19(b) -(c) respectively shows the trend of PSNR in the optimization process. The quality of reconstruction gradually increased. This experiment demonstrated the effectiveness of the proposed method applied in fixed scene video. Fig. 20 (a)-(g) illustrate the variation trends of the optimized parameters, showing that all the regularization parameters have been optimized.
The second test video in mobile scene was degraded by a Gaussian convolution kernel with size of 3 × 3 and an additive Gaussian white noise with standard deviation of σ = 0.05. Fig. 20 (a)-(e) respectively show original frames 1, 40, 80, 120 and 160 (upper), corresponding reconstructed results using optimized parameters fixedly (middle), and corresponding reconstructed results using online optimizing parameters (lower). As shown in the middle of Fig. 20 (a)-(e), the reconstruction quality using optimized parameters fixedly was stable. Relatively, the reconstruction quality using online optimizing parameters was lower as can be seen in the bottom of Fig. 20(a)-(d) ; nevertheless, PSNR of Fig. 20 (e) lower is 25.0697 dB, which is better than Fig. 20 (e) middle, because all the parameters tended to be optimal after 160 times evolutions. As shown in Fig. 21(a) , GSURE generally became smaller in the evolution process. Fig. 21(b) -(c) respectively shows the trend of PSNRs using optimized parameters fixedly and online optimizing parameters in the optimization process. The quality of reconstruction generally increased, even the scenario was changing. This experiment demonstrated the effectiveness of the proposed method applied in mobile scene video. Fig. 22 (a)-(g) illustrate the variation trends of the optimized parameters, showing that all the regularization parameters have been optimized.
In summary, the proposed method can effectively optimize the parameters online, even if the scene of video is changing, due to its generalization performance. The proposed adaptive video reconstruction framework based on this method can output reconstruction results of high quality after several frames, when the parameters are close to their optimal values. As the video scene changes continuously, the parameters can be adjusted accordingly, and reconstruction frames of relatively high quality can still output steadily.
VII. CONCLUSION
This paper improved the traditional genetic algorithm and proposed a heuristic multi-parameter optimization method, then its principle and detail were discussed. This optimization method is applied in image and video reconstruction, an adaptive reconstruction framework is established, which can process degraded image/video of various scenes, and output high quality result stably. Abundant experimental results demonstrated the correctness, effectiveness, and advantage of the method.
The proposed optimization method is an open method, which can be used to solve any other inverse problems, such as deconvolution, interpolation, super-resolution reconstruction, and so on. Furthermore, it can also be widely used in the applications of another multi-parameter optimization. Subsequently, the method can be used in real-time video processing system through GPU acceleration.
