Abstract. We study the d-dimensional Cahn-Hilliard equation on the flat torus in a parameter regime in which the system size is large and the mean value is close-but not too close-to -1. We are particularly interested in a quantitative description of the energy landscape in the case in which the uniform state is a local but not global energy minimizer. In this setting, we derive a sharp leading order estimate of the size of the energy barrier surrounding the uniform state. A sharp interface version of the proof leads to a Γ-limit of the rescaled energy gap between a given function and the uniform state.
Introduction
We derive quantitative estimates on the energy barrier surrounding the uniform state in the d-dimensional Cahn-Hilliard equation on the torus in the metastable regime. These estimates are sharp at leading order and light the way to a Γ-limit for the rescaled energy gap. The study of the energy barrier is motivated by stochastics and the question of nucleation rates. It is well-known that a stochastic perturbation leads to so-called rare events or large deviations, in which the solution of a stochastically perturbed gradient flow "hops" from the basin of attraction of one local energy minimizer to that of another. The average timescale for such a rare event is exponentially large and the factor in the exponential is precisely one over noise strength times the energy barrier [12] . Hence, while we do not study a stochastic equation here, we derive analytical bounds on a deterministic quantity that has meaning for the related stochastic equation.
Because of its importance in nucleation phenomena-for instance in metallurgy, chemistry, and microelectronics-energy barriers and the corresponding "critical nucleus" have attracted widespread attention in various application areas ever since the pioneering work of Cahn and Hilliard [9, 10] . For recent experimental and numerical studies of nucleation rates, see for instance [16, 15, 22, 30] and the many references therein.
In contrast, within the mathematical community around the calculus of variations, although the existence of energy barriers is exploited in the rich literature around mountain pass theorems, quantitative studies of energy barriers seem to be rare. Here we analyze an energy barrier and the corresponding Γ-limit in the context of the Cahn-Hilliard model
for the mixing of a binary alloy [9] , where the order parameter u indicates the percentage of material in each phase. From the mathematical point of view, a subtlety of the analysis is that we will consider the competing limits of large system size and mean value close to -1 ; see subsections 1.1 and 1.2 below for details about this joint limit. In addition, the Γ-limit of the rescaled energy barrier represents a (simple) second order Γ-expansion of the energy; Γ-expansions have recently been explored by Braides and Truskinovsky [7] . Fundamental for our work is the fact that equation (1.1) represents theḢ −1 gradient flow with respect to the energy
2)
The first term in the energy models an energetic penalization for spatial variations in u, while the second term-the so-called potential term-is a double well potential representing an energetic preference for the two pure phases. For simplicity, we consider the canonical double-well potential
An important feature of the dynamic equation (1.1) is that it preserves the mean of the order parameter. Hence, one is interested in the properties of the energy considered for functions with fixed mean.
In the first part of our work, we analyze the energy barrier around the uniform state, that is, the difference between the energy of the minimum energy state on the boundary of the basin of attraction of the uniform state and the energy of the uniform state itself. In the second part of our work, using a sharp interface version of the preceding arguments, we derive the Γ-limit of the rescaled energy gap between a given function and the uniform state. The limit functional depends linearly on the perimeter and quadratically on the volume of the +1 phase in the limit. The limiting functional is predicted by the heuristics; see subsection 1.2. It is easy to see that the uniform stateū := −1 + φ satisfies the mean constraint and is a local energy minimizer. In the off-critical regime, it is also easy to see (cf. subsection 1.2) thatū is not the global energy minimizer. In the critical regime with
for fixed ξ ∈ (0, ∞), the situation is more subtle, but Bellettini, Gelli, Luckhaus and Novaga [4] (for an open set with Lipschitz boundary) and Carlen, Carvalho, Esposito, Lebowitz and Marra [11] (for the torus) establish that there exists a sharp constant at which the global minimizer changes from a spatially uniform state to a nonuniform "droplet" state (see subsection 1.2 below for more).
In the setting in which there exist states of lower energy thanū (i.e., in the off-critical regime and critical regime with ξ sufficiently large), we are interested in estimating the size of the associated energy barrier, which we define in the following way. E(γ(t)) − E(ū) , (1.6) where A := γ ∈ C([0, 1]; X φ (Ω)) : γ(0) =ū, E(γ(1)) < E(ū) .
(
1.7)
We use the term energy gap (to the uniform state) of a given function u to refer to the energy difference E(u) − E(ū).
In joint work 1 with Otto, the argument for which is also included in [25] , the second author established the scaling of the energy barrier in the off-critical regime, i.e., that there exist positive constants C 1 , C 2 ∈ R such that
In theorem 1.2 below, we "close the gap" between C 1 and C 2 . Before giving the details of our results in subsection 1.3, we explain the heuristics and comment on connections with existing literature.
Heuristics and connections with previous results.
To explain the heuristics, we consider the so-called sharp-interface limit. Starting with the energy (1.2) on a domain of length-scale L and rescaling space by ε = L −1 , one obtains the ε-dependent energy
where Ω is now order one. For ε 1, any function u ε with bounded energy satisfies u ε ≈ ±1 on most of the domain and its energy concentrates on transition regions between the two phases. In the sharp interface limit ε ↓ 0, u ε converges almost everywhere to ±1 and the energy converges in the sense of Γ-limits. In particular, according to the seminal result of Modica and Mortola and its extensions (see [19, 18, 26] ), the energy E ε acting on functions with a given fixed (i.e., independent of ε) mean m ∈ (−1, 1) Γ-converges to c 0 Per{x ∈ Ω : u(x) = +1}.
(1.8)
Here Per(A) represents the perimeter of A in Ω and c 0 denotes the constant 9) which is the cost of a one-dimensional transition layer:
In the current paper, we are interested in the energy barrier and in considering simultaneously L 1 and mean −1 + φ for φ 1. To get started, we turn to the sharp-interface limit. In particular, since the sharp-interface limit measures the leading order contribution to the energy for ε 1-or, equivalently, for L 1-we can use sharp-interface pictures to understand whyū is not the global minimizer in the off-critical regime. If u = ±1 almost everywhere, then the mean constraint implies
where V + is the volume of the set where u = +1. Solving for V + gives
The minimizer of the perimeter functional under this constraint is a ball where u = +1 inside of a background where u = −1. We observe that the leading order energy of a smooth approximation of such a "droplet function" scales like
which is much less than
in the off-critical regime (1.4). Henceū is indeed not the global minimizer. (Finding states of lower energy thanū in the critical regime is more subtle, since then the energy of the droplet state and the energy of the uniform state are of the same order.)
The simple argument above verifies that, in the off-critical regime, there exist states of much lower energy than the uniform state. However we have not argued that the ±1 function considered above approximates the energy minimizer, and indeed, it does not. An idea developed in [5] and exploited in [5, 6] to analyze the two-dimensional Ising model and in [4, 11] to analyze the global minimizer of the Cahn-Hilliard energy is the following: Rather than putting all of the "excess mass" into a droplet of u = +1 (incurring a large perimeter cost) and achieving a bulk field of u = −1 (incurring zero bulk energy), it may be better to form a "partial droplet" of u = +1 (reducing the perimeter cost) and allow for a nonzero bulk cost. We sketch the argument from [5] . Suppose that for η ∈ [0, 1] one puts a volume fraction of ηV + into a ball of u = +1 and distributes (1 − η)V + outside of this ball, leading to a value u = −1 + α in the bulk (where α is determined by η and the mean constraint). The sum of the leading order surface energy and bulk energy is
Here and throughout, σ d denotes the surface area of the (d − 1)-unit sphere in R d . Heuristically, η = 0 corresponds to the uniform stateū and η = 1 corresponds to a "full droplet" of volume V + . Recall the definition (1.10) of V + and approximate
Then one can use (1.12) to approximate the energy gap between an η-droplet u η,drop and the uniform state in terms of the partial volume v := ηV + as
where we have defined the rescaled volume ν := φ d v and introduced the constants 14) and the function
For the critical scaling
One can observe that there is a crossover at the value (1.17) in the sense that f ξ (ν) 0 if ξ < ξ d while f ξ has a strictly positive global minimizer if ξ > ξ d . See Figure 1 .
This heuristic analysis suggests that for ξ < ξ d ,ū is the global energy minimizer, while for ξ > ξ d , there exist states of lower energy. Exactly this fact is established in [4, 11] . (In [4] , see [4, remark 2.5] and [4, equation (2.9) ], which in our setting reduces to equation (1.17) . In [11] , there is a typo in [11, equation (1.21) ], but their argument leads indeed to the critical constant ξ d defined above in (1.17).)
Here we make additional use of the representation (1.16) to predict the size of the energy barrier. In the off-critical regime, one can argue that the third term in (1.13) is higher order, so that the energy barrier is well approximated by
"saddle point" Figure 1 . The energy gap is "approximated" by f ξ . The graph on the left corresponds to the case ξ < ξ d , in which f ξ has a global minimum at ν = 0. The graph on the right corresponds to the case ξ > ξ d , in which the global minimum occurs at a strictly positive value of ν.
Clearly f ∞ takes on negative values, and one can check that f ∞ attains its maximum at
with maximum value
Based on (1.13) and (1.19), one may conjecture that the energy barrier in the off-critical regime is (to leading order) C * φ −d+1 . This is the content of (1.21) from theorem 1.2. In the critical regime, all three terms in f ξ contribute and we cannot be as explicit about the barrier height. However for any ξ > ξ d , let ν ξ denote the first strictly positive zero of f ξ and define
The natural conjecture is that the energy barrier in the critical regime is (to leading order)
. This is the content of (1.22) from theorem 1.2. The fractional droplet functions considered in the above heuristics form the basis of the upper bound construction used in [11] to study global minimizers and below (cf. proposition 3.1) to study the energy barrier.
Incidentally, in light of the heuristics explained above, one can observe in the off-critical regime the scale separation
while in the critical regime, one observes
On the one hand, the balance of terms in the critical regime makes certain calculations more delicate. On the other hand, in the off-critical regime, analyzing ∆E amounts to resolving a fine-scale feature of the energy landscape.
1.2.1. Additional literature. There is a vast literature on the Cahn-Hilliard equation, and in the preceding, we have only attempted to give a brief overview of the papers most closely related to our results and methods. We briefly summarize a few additional results that are related on some level to the present article.
In one space dimension and for large L (or, equivalently, small ε), a fundamental paper on the structure of minimizers is that of Carr, Gurtin, and Slemrod [8] and a fundamental paper on the critical nucleus and nucleation is that of Bates and Fife [2] . The structure of stable equilibria in higher dimensional problems is analyzed in [13] . Results on the sharp interface limit of stable equilibria are presented in [27] , and the sharp interface limit of general critical points is analyzed in [14] .
There has been significant activity on the existence of so-called spike, bubble, and multi-spike solutions of the Cahn-Hilliard equation in [28, 29, 1, 3] and related works; there have also been many recent results on spike solutions in similar models. While these works consider L 1 (or ε 1) and fixed mean value, however, our interest is in the competition between small φ and large L. In particular, it is for φ 1 that the energy barrier becomes large and the saddle point acquires a sharp interface structure.
Our work also leads to questions about the structure and properties of the least energy saddle point (see corollary 1.8 below). Related works include [21] and [28] .
1.3. Results. We now give the details of our results.
Theorem 1.2 (Energy barrier).
Consider the Cahn-Hilliard energy functional (1.2) on X φ . In the off-critical regime (1.4), the energy barrier ∆E surrounding the uniform state is given by
where C * is defined in (1.19).
In the critical scaling
, the uniform stateū = −1 + φ is not the global energy minimizer and the energy barrier ∆E surroundingū is given by
where C ξ is defined in (1.20).
The estimate (1.21) follows directly from the lower bound in proposition 2.1 and the upper bound in proposition 3.1. The estimate (1.22) follows directly from the lower bound in proposition 2.4 and the upper bound in proposition 3.1. See also remark 1.6 below. Remark 1.3. As remarked in subsection 1.2, the fact thatū is not the global energy minimizer in the critical regime with ξ > ξ d has already been established in [4, 11] . Remark 1.4. The energy barrier is "continuous" with respect to the transition from the critical to the off-critical regime in the sense that, as ξ ↑ ∞, C ξ ↓ C * , where C ξ and C * are given by (1.20) and (1.19), respectively. Remark 1.5 (Relative size of the barrier). Although the energy barrier is large, in the off-critical regime it is still much smaller than the energy of the uniform state, since
in this case. In the critical regime, the energy barrier is of the same order as E(ū).
Remark 1.6 (Upper and lower bounds). As in [25] and [11] , we will obtain (1.21) and (1.22) with the method of upper and lower bounds. In proposition 3.1, we construct a path connectingū and a state of lower energy such that the maximum energy along the path is less than
(in the critical regime). In propositions 2.1 and 2.4, on the other hand, we establish that the maximum energy of any such continuous path is at least
Our upper bound directly uses the idea of [5] and the construction of [11] . However whereas their interest was in the energy minimizer, we make the observation that the same construction can be used to build a good estimate of the energy barrier. See subsection 1.2 for an explanation of the idea of the construction and section 3 for the construction itself. Remark 1.7 (Same barrier for constrained Allen-Cahn). As remarked above, the energy barrier represents the exponential factor in the exponentially long timescale for the stochastically perturbed equation to leave the basin of attraction of the uniform state. Since the results in theorem 1.2 concern a static feature of the energy landscape-that is, since the energy barrier depends only on the energy and the mean constraint (and not on the metric)-they are the same for the Cahn-Hilliard equation and for the constrained AllenCahn equation
A corollary of theorem 1.2 is the existence of a saddle point, which follows from a standard mountain pass argument.
Although it seems possible that the existence of such a saddle point on the torus has been investigated before, we have not been able to find a reference in the literature. Therefore, for completeness, we include the mountain pass argument in the appendix. We emphasize, however, that our main contribution is not the existence of a saddle point, but rather the quantitative estimate of its energy given by inserting (1.11) and (1.21) (or (1.22)) into (1.23).
As a by-product of our study of the energy barrier, we obtain the Γ-limit of the rescaled energy gap
This second order Γ-limit is interesting because of the competing limits φ ↓ 0 and L ↑ ∞ (see also remark 1.10 below). Also we state the Γ-limit "independent of boundary conditions" in the sense that the Γ-limit is established with no assumption of periodicity; however see remark 1.11 below.
and for any 1 < p < ∞ consider the functional on
+∞, otherwise.
(1.25)
Let 0 < ξ < ∞ and suppose that for φ, L > 0 with φ ↓ 0 and L ↑ ∞ there holds
a.e. and Per(C) < ∞, where C := {x : u(x) = +1}, +∞, otherwise.
(1.27)
equipped with the topology generated by the usual
Remark 1.10. Studying the behavior of E φL as φ ↓ 0 resembles the asymptotic problem of Modica and Mortola [19, 18, 26] ; see subsection 1.2. However in our setting
so that, rather than working with a fixed domain and fixed mean in (−1, 1), we consider
Remark 1.11 (Periodic boundary conditions).
From theorem 1.9 and its proof we also obtain Γ-convergence for the problem on the torus, i.e., if
(Ω φ,L ) subject to periodic boundary conditions and the mean constraint. The lower semicontinuity carries over automatically for sequences of periodic functions u φ such that
and the recovery sequence that we define in step 2 of the proof is already periodic on Ω φ,L .
Remark 1.12. We remark that the topology of L 1 convergence overdetermines the problem in the following sense. Suppose that u φ → u 0 in L 1 with u 0 = ±1 a.e. and such that
On the other hand, from the mean constraint, we have
The combination of (1.28) and (1.29) implies that the limit defined in (1.26) determines the measure of the limit set C as |C| = ξ d+1 /2. To allow for different possible volumes of the set C, we consider L p convergence with p > 1 (which, roughly speaking, allows the bulk value −1 + α to converge to −1 at a slower rate than with p = 1). Alternatively, in keeping with the heuristics explained in subsection 1.2, one can consider functions u φ such that
where
e., and C := {x : u 0 (x) = 1}. Remark 1.13 (Γ-convergence in the off-critical regime). Using a slight modification of the proof of theorem 1.9, one can establish Γ-convergence in the off-critical regime in the case that
(1.30)
In this paper we derive the Γ-limit via a sharp interface version of the proof of the energy barrier. It would be interesting to consider things "the other way around," i.e., to derive information about the energy gap E φ for φ > 0 from the (simpler) limit problem E ξ 0 or E ∞ 0 in the critical or off-critical regimes, respectively. In addition, it would be interesting to analyze the structure of the saddle point u s from corollary 1.8. This is the subject of work in progress. In section 2 we establish the lower bounds for the off-critical and critical regimes (in propositions 2.1 and 2.4, respectively). In section 3 we prove the upper bounds for the energy barrier (in proposition 3.1). We derive the Γ-limit of the rescaled energy gap in section 4. Finally, in the appendix we include the mountain pass argument for the existence of the saddle point.
Lower bounds
Here we present the lower bounds for the energy barrier ∆E in the off-critical and critical regimes. The first idea, exploited also in the scaling bound with Otto (see [25] ), is to "smuggle in the mean constraint" by writing the energy gap of u ∈ X φ in the form
The second idea, used also in [25] and [11] in a somewhat different form, is to estimate separately the integral of e(u) over the regions where u is (roughly speaking) close to +1, close to −1, and strictly in between ±1. To implement this idea, we introduce a partition of unity of R into three nonnegative smooth functions χ 1 , χ 2 , and χ 3 : R → [0, 1], such that χ 1 (t) + χ 2 (t) + χ 3 (t) = 1 for all t ∈ R and so that for some small κ > 0 (we will fix κ = φ 1/3 in the proof) we have
3)
See Figure 2 . Figure 2 . The partition of unity
We use this partition of unity to decompose the energy gap as
Roughly speaking, we think of the support of χ 1 (u(x)) as the bulk phase, the support of χ 2 (u(x)) as the transition region(s), and the support of χ 3 (u(x)) as the "droplet region" where u ≈ +1. However no assumption will be made about the geometry of the droplet region and we will not need to assume closeness to −1 in the bulk phase or to +1 in the droplet.
As a stand-in for the "volume of the +1 phase," we define the continuous functional
Our lower bound is given in terms of V . For clarity of exposition, we first consider the (simpler) off-critical regime in subsection 2.1. Then in subsection 2.2, we derive an improved lower bound for the critical regime.
2.1. Lower bound in the off-critical regime. The idea for the lower bound is the following. First in (2.7), we establish a lower bound on the energy gap as a function of V (defined above). Then we use (2.7) to establish a lower bound for the energy barrier.
(Notice that, according to proposition 3.1, the energy barrier is well defined in the offcritical regime (1.4), so the lower bound (2.10) on ∆E is not vacuous.) The argument is elementary: Since the function of V on the right-hand side of (2.7) is zero at zero, is positive for V small, and takes on a value C * φ −d+1 + o(φ −d+1 ) before reaching negative values, it is easy to see that any continuous path γ ∈ A (cf. (1.7)) with V (γ(0)) = V (ū) = 0 and E(γ(1)) − E(ū) < 0 must have energy C * φ −d+1 + o(φ −d+1 ) for some t ∈ (0, 1). 
As a consequence, the energy barrier defined in (1.6) satisfies the lower bound
where C * is given by (1.19).
Remark 2.2. Notice that
Proof. We obtain (2.10) directly from (2.7). Indeed, consider any continuous path γ ∈ A (where A is defined in (1.7)). Notice that V is continuous on X φ and that V (ū) = 0. Then (2.7) together with the properties of the function
Hence, it suffices to establish (2.7). We remark that we may without loss of generality assume that
since otherwise (2.7) holds trivially.
Step 1. We decompose the energy gap as in (2.5) with κ = φ 1/3 . (This choice of κ is motivated by (2.18), below.) Our first step is to show that the contribution on the "bulk" is positive. By convexity of G on (−∞, −1 + 2κ), we have for u within the support of χ 1 that
(2.13)
Step 2. We now estimate the (negative) contribution from the "droplet." We will often make use of the fact that convexity near −1 gives
(2.14)
Using (2.14), we observe that
Hence, if we can establish
we will obtain 16) which is the desired lower bound on the support of χ 3 . The estimate (2.15) is justified by the following lemma (proved at the end of the subsection), which says that if (2.15) does not hold, we can replace u by a functionũ in a way that is compatible with our estimates and so thatũ satisfies (2.15). Hence a bound for functions less than or equal to 1 + κ suffices.
Lemma 2.3. There exists κ 0 > 0 with the following property. For all 0 < φ κ κ 0 and u ∈ X φ , there exists a functionũ ∈ X φ such that
Step 3. Finally, we need to estimate the contribution to the energy gap over the "transition region." Recalling (2.14) and G (−1 + φ) > 0 and observing that u + 1 2 on the support of χ 2 , we obtain
To begin, we would like to absorb the negative term. For this, we notice that
from which it follows that
Hence, lettingG(u) = (1 − 8φ 1/3 )G(u), and invoking the inequality a 2 + b 2 2|a||b| and the coarea formula, we pass from (2.17) to
Here we have used the notation Per Ω for the perimeter in the torus, which we have bounded below by the so-called perimeter functional P (v), i.e., the minimal perimeter in the torus of a subset with volume v. As in [11] , we will need two facts about the perimeter functional on the torus: First, P is mononotically increasing for 0 v L d /2. Second, according to the isoperimetric inequality on the torus [20] , there exists = (d) > 0 such that
(This gives the only restriction on 0 in the statement of our proposition.) To apply these facts, we need to check that |{u > 1 − 2κ}|
We will show the stronger statement
Indeed, using the assumed bound on V and G(s) κ 2 /2 on [−1 + κ, 1 − κ], we observe that
Hence we may use the monotonicity of P and the isoperimetric inequality on the torus to deduce from (2.19) that
Combining (2.13), (2.16), and (2.21) establishes (2.7).
We conclude this subsection with the proof of lemma 2.3. 
It is easy to see that Ωũ 0 dx
The functionũ :=ũ λu belongs to X φ and satisfies properties (i)-(iii). It remains to check whether (iv) holds. We first observe that, because of (ii), we have
where the second inequality follows since the gradient term of the energy ofũ on D ∪ Ω − is smaller than the corresponding term of the energy of u. We thus have
The convexity of G on [1 + κ, ∞) implies that
On the other hand, since u ũ −1+φ on Ω − , the convexity of G on (−∞, −1+φ) implies
Inserting these two inequalities into (2.22) yields
Observing that G (−1 + φ) G (1 + κ), we recover
where the equality is a consequence of (ii) and Ωũ dx = Ω u dx.
2.2.
Lower bound in the critical regime. We need an improved lower bound in the critical regime. The idea is that we can get an additional term from the integral over the "bulk phase." (This additional term is higher-order in the off-critical regime.) The strategy is the same as before: On the one hand, we establish in (2.24) a lower bound involving V ; on the other hand, we use this estimate to deduce a lower bound on the maximum energy gap of any admissible path γ ∈ A. (As for the off-critical case, this lower bound is not vacuous. According to [4] , [11] , or proposition 3.1, the energy barrier is well defined for any 
24) 17) and (1.20) and C 1 , C 2 are as in proposition 2.1. As a consequence, the energy barrier defined in (1.6) satisfies the lower bound
Proof. We begin by establishing (2.24). In light of
As in the proof of proposition 2.1, we observe that the integral of e(u) over the support of χ 3 and χ 2 is estimated by (2.16) and (2.21), respectively (where in order to deduce (2.21), we replace the energy bound (2.12) by the bound (2.27)). The estimate (2.24) then follows directly from the improved bound on the support of χ 1 :
To see (2.28), we use the strict convexity of G on (−∞,
From Hölder's inequality, the simplistic bound Ω χ 1 (u) dx L d , and
we deduce 
The monotonicity of C ξ with respect to ξ gives max
As usual we rely on the continuity of V on X φ and V (ū) = 0. Also we remark that the right-hand side of (2.24) is positive for small, positive V . Hence it suffices to argue that the right-hand side of (2.24) takes on the value C ξ φ −d+1 + o(φ −d+1 ) for some 0 < V 0 L d smaller than the first strictly positive zero of the right-hand side of (2.24), which we note is at least of the order φ −d 0 L d . Combining these observations, it suffices to show that the right-hand side of (2.24) takes on the value C ξ φ −d+1 + o(φ −d+1 ) for some
We would like to transform the third term on the right-hand side of (2.24) for "intermediate" values of V . We observe that
which, combined with (2.26), implies
. It follows that the right-hand side of (2.31) is positive for φ sufficiently small and hence
We apply the elementary inequality (a + b) 2 (1 − δ)a 2 − δ −1 b 2 with δ = φ 1/3 to deduce
Combining (2.24), (2.34), and (2.35) implies that for u satisfying (2.32), we have
where C 1 , C 2 are defined in (2.8), (2.9) and
Letting ν := φ d V , we rewrite (2.36) as
We view the right-hand side of (2.38) as a function of ν and, considering the behavior of C 1 , C 2 , C 3 for φ ↓ 0, observe that
where f ξ : R + → R is defined in (1.16). We use (2.38) and the behavior of f φ,ξ to deduce a lower bound on the energy barrier. Recall the definitions of ν ξ , C ξ (cf. (1.20) ). Analogously, let ν φ,ξ denote the first strictly positive zero of f φ,ξ . We deduce from (2.38) that any γ ∈ A satisfies
Upper bounds
In this section, we develop an upper bound for the energy barrier ∆E by constructing a continuous path that connects the uniform stateū to a state of lower energy and estimating the maximum energy along the path. As explained in subsection 1.2, the main building block of our construction is the construction of [11] , in which the energy of a "droplet state" is estimated as a function of the radius of the droplet. There are a few differences in our setting, however, since we need to keep more terms and since the relative size of the error terms in the off-critical scaling is not as straightforward as in the critical case. For completeness, we include the details.
The first ingredient is the hyperbolic tangent function
which is a minimizer of the energy on R subject to ±1 boundary conditions, so that in particular
for c 0 defined in (1.9). The next step is to modify v so that it reaches ±1 at finite distance from the origin. For R > 0, one defines an odd function v R : R → R such that
with a smooth, monotone interpolation on R |x| 2R. As explained in subsection 1.2, the idea of [5] , which is also used in [11] , is to put part of the total mass V + defined in (1.10) into a droplet. Consider the fractional volume ηV + for η ∈ [0, 1] and define the corresponding radius
The main building block of our construction is a trial function of the form
where R > 0 is to be specified and α(η) is a constant chosen to accommodate the mean constraint from (1.3). The droplet state u η can be viewed as a "fractional droplet." While in [11] the idea of the fractional droplet is used to study the global energy minimizer, we observe below that the path of growing droplets parameterized by η provides an energetically favorable path out of the basin of attraction ofū. Our upper bounds take the following form. 
In the critical regime with φ = ξL −d/(d+1) for ξ > ξ d defined by (1.17), there exists a continuous path γ ∈ A such that
where C ξ is given by (1.20).
We begin in subsection 3.1 by presenting (without proof) the lemmas that we will need in order to bound the energy of our constructions. Then in subsection 3.2, we use these estimates to prove proposition 3.1. Finally in subsection 3.3, we give the proofs of the lemmas.
3.1.
Lemmas for the upper bound constructions. Our main goal is a good bound on the energy gap of the "droplets functions" u η described above, at least for droplets of moderate radius. In order to connect these functions toū, we need an elementary lemma that says that we can interpolate betweenū and a "moderately sized droplet" while keeping the energy gap well below φ −d+1 .
Lemma 3.2. There exists C ∈ R with the following property. Fix any R 1 and let
In particular, for every λ ∈ [0, 1] there holds
as long as R φ −1+1/d . Now let us consider the droplets. Our first ingredient is an estimate of the constant α from (3.4). The lemma is a slight adaptation of [11, lemma 2.1].
Lemma 3.3. In the off-critical or critical regime, there exist constants C, R 0 < ∞ with the following property. For any R R 0 and r η ∈ [R, r + ], there holds
) ξ dξ > 0 and the error term is given by
Here v, v R , and r η are given by (3.1), (3.2), and (3.3), respectively, and r + denotes the radius of a ball of volume V + defined in (1.10).
As a result, in the off-critical or critical regime, the constant α appearing in (3.4) satisfies
Remark 3.4. Note that for 1 − η φ −2/d L −2 -which in both the off-critical and critical regimes is satisfied for 1 − η φ 2 -the first term in (3.8) is dominant, i.e.,
In what follows, it will suffice to restrict to η values such that 1 − η φ 2 , and (3.8) will help in estimating the energy of u η .
We turn to an estimate of the energy of u η . The following lemma is a slight modification of [11, lemma 2.2].
Lemma 3.5. There exist constants C, R 0 < ∞ so that, for any R R 0 and r η R, 1 − η φ 2 , the energy of u η in the off-critical or critical regime satisfies
Here r η and u η are given by (3.3) and (3.4), respectively.
4 L d , so that (3.9) implies, for all r η R and η such that 1 − η φ 2 , that
For consistency with the notation we used in the lower bounds, we substitute the definition (3.3) of r η and reexpress this estimate in terms of the volume
This leads to the observation that for R 1 and V η satisfying
one has in the off-critical regime that (3.13) and that for R 1 and
one has in the critical regime that
whereC 1 is defined in (1.14). We will derive our control of the energy barrier from (3.13) and (3.15).
Proof of proposition 3.1.
Proof of proposition 3.1. We use the construction from lemma 3.2 for the first part of the path and the construction from lemma 3.5 for the second part of the path. According to lemma 3.2, as long as R φ −1+1/d , the contribution from the first part of the path is negligible with respect to the right-hand side of (3.5), (3.6), respectively. Hence we choose R to satisfy 1 R φ −1+1/d , and our main task is to analyze (3.13) and (3.15) in the off-critical and critical regimes, respectively.
We begin with the off-critical regime. Using V + φ −d in the off-critical regime, the condition (3.12) and estimate (3.13) can be reexpressed in terms of the rescaled volume ν η = φ d V η in the following way: For any C < ∞ and for all ν η with
we have for φ 1 that
where f ∞ is defined in (1.18) (and is independent of φ). Notice that R d φ d 1 (by choice of R). To deduce (3.5) from (3.17), it therefore suffices to check that (i) there exists
Indeed, (3.17) and (i) imply that there exists a point ν − satisfying (3.16) and a corresponding function u η − along our constructed path such that E(u η − ) < E(ū), while (3.17) and (ii) imply that the energy along the second part of the path until reaching u η − stays below C * φ −d+1 + o(φ −d+1 ). The observations (i) and (ii) concerning f ∞ are elementary (and were already made in subsection 1.2). This concludes the proof of (3.5).
We now consider the critical regime. Using V + = φ −d ξ d+1 /2 in the critical regime, (3.14) and (3.15) can be rewritten in terms of the rescaled volume ν η = φ d V η in the following way: For ν η satisfying
we have
where f ξ is defined in (1.16) (and is independent of φ). By choice of R, R d φ d 1 as in the off-critical regime. To deduce (3.6) from (3.18) and (3.19) , it suffices to check that (i') there exists 0
Condition (ii') is automatically satisfied by the definition (1.20) of C ξ . To check condition (i'), we write f ξ as the product
Defining g ξ :
we observe via elementary calculus that lim ν↓0 g ξ (ν) = ∞ and g ξ (ν m ) < 0 where ν m denotes the local minimum
Since ξ > ξ d (defined in (1.17)), it enough to check whether ξ d satisfies (3.20), which it does if and only if d > 1. We deduce that condition (i') holds and hence, (3.6) is established.
Proofs of lemmas.
Proof of lemma 3.2. The fact that Ω u λ dx = (−1 + φ)L d follows immediately from linearity of the integral and the choice of w R . Let 0 <r < +∞ be defined through w R (x) = −1 + φ for |x| =r. Using the fact that 0 < α < φ (c.f. (3.8)) we can easily see that R <r < 3R. Consequently, for λ ∈ [0, 1] we have
where Br(0) denotes the open ball of radiusr that is centered at the origin. Also
The last integral is bounded independently of R. To see why, first note that the integrand vanishes outside the interval [−2R, 2R], therefore
Since v (ξ) decays exponentially, the first integral inside the brackets is finite. Also, since on [R, 2R] we have v R (ξ) = O(e −R/C ), the second integral in the brackets above is also bounded independently of R. We therefore have
which, in combination with (3.21) and (3.22) , implies that
Proof of lemma 3.3. Let B rη (0) denote the open ball of radius r η centered at the origin. Since r η r + L, we have B rη (0) ⊂ Ω. Note that
Consequently, we can write
Comparing (3.7) and (3.23), it suffices to estimate the second term on the right-hand of side (3.23), which we decompose as
Since for |x| > 2r η we have
for some 0 < C < ∞ that is independent of R, it follows that
Turning to I 2 , we introduce polar coordinates in order to express
It is convenient to denote the right-hand side as I 2 − I 2 , where
We write I 2 as
Using the fact that sgn(ξ) + v R (ξ) is odd in ξ, we obtain
where the O(r d−4 η ) term appears only for d 4. Furthermore, since
we can express I 2 in terms of the R-independent profile v as 25) again with the O(r d−4 η ) term appearing only for d 4. Finally, using the fact that |sgn(ξ) + v R (ξ)| e −|ξ|/C , we similarly obtain
from which the result follows by combining (3.24) with (3.25) and (3.26), and noting that, for d 4, the O(e −R/C ) term can be absorbed into the O(r d−4 η ) error term.
Proof of lemma 3.5. In the proof we will abbreviate by writing v R instead of v R (|x| − r η ). We decompose the energy of u η as
We now estimate each of the terms in (3.27). Estimate of I 0 . Introducing polar coordinates and using the compact support of |∇v R | and G(v R ), we write
Using again that v R is odd and exponentially close to v for large |x|, we estimate 29) where the O(r d−3 η ) term appears only when d 3. We also have
so that absorbing this into (3.29) and recalling (3.28) we conclude that
Estimate of I 1 . As in the proof of lemma 3.3, we estimate
error term is present only for d 4. We thus obtain, with the help of (3.8), the estimate
(3.31)
Estimate of I 2 . We note that
and we express the integral on the right-hand side as
Changing variables, we express I 2 and I 2 as
and
As we have checked in the proof of lemma 3.3, |I 2 | = O(e −R/C ). On the other hand, we observe that
with C = R 1 − v 2 (ξ) dξ > 0 and where the error term O(r d−3 η ) is included only for d 3. Inserting these two bounds into (3.33) and then back into (3.32) together with the estimate (3.8) of α yields the estimate
Estimate of I 3 . Using lemma 3.3 and the estimate (3.8), the quantity I 3 = α 3 Ω v R dx is estimated as
Estimate of I 4 . Invoking the estimate (3.8) on α one more time, along with Remark 3.4 and the assumption 1 − η φ 2 gives
Inserting the estimates (3.30), (3.31), (3.34), (3.35), and (3.36) into the decomposition (3.27) yields (3.9).
Γ-convergence of the rescaled energy gap
In this section we study the leading order behavior of the rescaled energy gap φ as (φ, L) → (0, ∞) in the critical regime. (For the off-critical regime, we recall remark 1.13.) The normalization by φ −d+1 is selected by theorem 1.2. The proof of theorem 1.2 also suggests that the functions of interest in X φ satisfy u ≈ +1 on sets of volume ∼ φ −d . Rescaling space by a factor of φ, we rewrite the rescaled energy gap from (1.24) as
Our proof of the Γ-convergence is largely a "sharp interface version" of the proofs of propositions 2.1, 2.4, and 3.1. For completeness, we give the details (although in somewhat abbreviated format since the logical arguments have been made above). We will use the sharp partition of Ω φ,L into the sets 4) as well as the smooth partition of unity defined in (2.2)-(2.4), for κ ∈ (0, 1/2) that in this part will be taken to be a constant that is fixed with respect to φ.
Proof of theorem 1.9. We remark for reference below that 1
Throughout the proof, for a given limit function u 0 , let
Step 1: Lower semicontinuity
Suppose that the condition u 0 = ±1 a.e. does not hold. Then G(u 0 ) > 0 on a set of positive measure and, in particular, there is a compact set K ⊂ R d such that K G(u 0 ) dx > 0. Using L p (K) convergence, we may assume (up to a subsequence) that u φ converges to u 0 almost everywhere on K, and hence by Fatou's lemma we obtain lim inf
Combining this with (4.5) yields lim inf
so that (4.7) holds. We now consider the case in which u 0 = ±1 a.e. We then have u 0 = −1 + 2χ C , and since
We also remark that we may assume without loss of generality that u φ 1 + κ. Indeed, if this is not the case, we can apply lemma 2.3 and replace u φ byũ φ 1 + κ such that E φL (ũ φ ) E φL (u φ ). It is straightforward to check that the functionũ φ constructed in the lemma also satisfies
Using (4.6) and the fact
Let us first assume that C is of finite perimeter. The proof resembles our proofs of propositions 2.1, 2.4. We use the mean constraint to write
and we consider separately each of the three integrals that appear on the right-hand side of (4.8). We recall that κ ∈ (0, 1/2) is fixed, and we assume without loss of generality that
We turn first to the integral of e φ (u φ )χ 1 (u φ ). Using convexity of G on (−∞, −1 + 2κ) and inf (−∞,−1+2κ) G = G (−1 + 2κ), we estimate as in (2.29) to obtain
We treat |C| = 0 and |C| > 0 separately. On the one hand, if |C| = 0, we deduce from (4.10) that
On the other hand, if |C| > 0, we use Hölder's inequality and the mean constraint as in (2.30) to deduce from (4.10) that
Noting that
we observe from the convergence of
as (φ, L) → (0, ∞). Consequently, given |C| > 0, the right-hand side of (4.12) is nonnegative for φ small and from (4.6), (4.11), and (4.13) we obtain lim inf
For the integral of e φ (u φ )χ 3 (u φ ), we again use (2.14) and u φ 1 + κ to estimate We now turn our attention to the the integral of e φ (u φ )χ 2 (u φ ). As in (2.17), we bound
and we use (4.9) to see that we can absorb the negative term with 8κG(u φ ). Similarly to in (2.19), we setG(u) = (1 − 8κ)G(u) and estimate
Here we have used Per A • to stand for the perimeter in the interior of a set A. In the sharp interface limit, we can show that the infimum on the right-hand side of (4.16) converges to the perimeter of C (in contrast to the bound (2.21) that we derived from (2.19)). Indeed,
we reexpress (4.16) as we see that, in fact, 
Letting κ → 0, the right-hand side becomes E ξ 0 (u 0 ). If Per(C) = ∞, the same argument implies lim inf
Step 2: Recovery sequence
Here we show that for any
is trivially satisfied by u φ = u 0 , so we assume E ξ 0 (u 0 ) < ∞. Hence u 0 = ±1 a.e. and Per(C) < ∞. As above, u 0 ∈ −1 + L p (R d ) and u 0 = ±1 a.e. implies |C| < ∞. We will in the remainder of this proof allow our order symbols o(·), O(·) to depend on Per(C) and |C|.
We first assume that C is open, bounded, and with a C 2 boundary. Letting h(x) denote the signed distance of the point x ∈ R d to the boundary ∂C (with the convention that h(x) < 0 for x ∈ C), we set
where w φ := v R as in (3.2) with R = φ −1/2 . As usual, α φ is a constant chosen so that u φ satisfies the mean constraint − Ω φ,L u φ dx = −1 + φ. We begin with an estimate of α φ , which will be useful below. It follows from the mean constraint that
Using that w φ (x) equals ±1 for |x| > 2φ −1/2 , we obtain Finally, we consider the case where C is not open, bounded, and with C 2 boundary. We find it convenient in this part to index our sequence with j ∈ N, so that φ j → 0 and φ j L d/(d+1) j → ξ, and we study E φ j L j . By an approximation theorem (cf. [ As in (4.21), we define , and the constant α φ j is such that − Ω φ j ,L j u φ j dx = −1 + φ j . Using this constraint, the first part of (4.31), and (4.6), one observes
1 + w φ j h j (x) φ j dx + o(1)
from which it follows, with another application of (4.6), that
We therefore have The existence of the energy barrier ∆E that separates the uniform stateū from states of lower energy suffices to establish the existence of a saddle point u s of the energy functional E(u), such that E(u s ) = E(ū) + ∆E. Here we define a saddle point of a C 1 functional E on a reflexive Banach space X to be a point x ∈ X, such that E (x) = 0, and such that any neighborhood of x contains two points y and z for which E(y) < E(x) < E(z). In other words, a saddle point is a critical point that is neither a local maximum nor a local minimum of E.
A minimal energy saddle point u s on the boundary of the domain of attraction of the uniform stateū is sometimes referred to as a critical nucleus. We will use the "minimax" characterization of ∆E (cf. (1.6)) and the mountain pass theorem to establish the existence of such a saddle point on the torus in the off-critical and critical regimes.
All of the arguments in the appendix are standard and we include them only for completeness. We begin with the following definition.
Definition A.1 (Palais-Smale compactness criterion). A sequence x k ∈ X is called a Palais-Smale sequence if sup k 1 |E(x k )| < ∞ and E x k X * → 0. A functional E ∈ C 1 (X) is said to satisfy the Palais-Smale condition (PS) if every Palais-Smale sequence has a strongly convergent subsequence in X.
It is convenient to shift the argument of E by the mean and consider the functionalÊ on the vector space X of w ∈ H 1 ∩ L 4 (Ω) with Ω w dx = 0 byÊ(w) := E(w +ū) − E(ū). Given that We define the norm on X as w := ∇w 2 + w 4 , where · p stands for the usual L p -norm · L p (Ω) . We begin by checking thatÊ is smooth and satisfies PS.
Lemma A.2. The functionalÊ is of class C 1 (X) and satisfies the Palais-Smale condition.
Proof. It is easy to see thatÊ is continuously Fréchet differentiable in X, with its Fréchet derivative at a point w ∈ X defined viâ E w (ψ) = Ω ∇w · ∇ψ + w 3 + 3ūw 2 + (3ū 2 − 1)w ψ dx, (A.3)
for all ψ ∈ X. In order to verify the PS property, consider a PS sequence {w k } k 1 ⊂ X. ThenÊ(w k ) is uniformly bounded and, by the coercivity ofÊ, we obtain sup k 1 w k < ∞. By passing to a subsequence, if necessary, we may assume that w k w in H 1 (Ω) and L 4 (Ω). Moreover, the compact imbedding of H 1 (Ω) in L 2 (Ω) implies w k → w in L 2 (Ω), so by interpolation and the boundedness of {w k } in L 4 (Ω) we also obtain w k → w in L 3 (Ω).
anyε ∈ (0, ∆E) there exists some ε ∈ (0,ε) and a homeomorphism h : X → X such that, with (γ 1 (t)) < ∆E + ε.
Since max{Ê(0),Ê(γ 1 (1))} = 0 < ∆E −ε, it follows by (A.10) and ( (h(γ 1 (t))) ∆E − ε.
This, however, contradicts (A.9), and therefore K ∆E = ∅.
It is a direct consequence of PS that the nonempty set K ∆E is compact, and since X is infinite dimensional it can be shown (cf., for example, [23] ) that, since K ∆E cannot separate two points in its complement X \ K ∆E , it must contain a saddle point.
