We introduce representations 6−th of Lie algebras, and study the counterparts of the P-B-W Theorem and the Hopf algebra structure for the enveloping algebras of Lie algebras in the context of representations Throughout, an associative algebra always means an associative algebra having an identity, a homomorphism from an associative algebra to an associative algebra always preserves the identity, and all vector spaces are finite-dimensional vector spaces over a field k.
Throughout, an associative algebra always means an associative algebra having an identity, a homomorphism from an associative algebra to an associative algebra always preserves the identity, and all vector spaces are finite-dimensional vector spaces over a field k.
Let V be a vector space, and let End(V ) be the associative algebra of all linear transformations from V to V . It is well-known that End(V ) is a Lie algebra with respect to the following bracket [ , ] [f, g] := f g − gf for f , g ∈ End(V ).
(
This Lie algebra is denoted by gℓ(V ). In this paper, the bracket defined by (1) will be called the ordinary bracket, and a homomorphism from a Lie algebra L to the Lie algebra gℓ(V ) will be called an ordinary representation of the Lie algebra L on V . The ordinary representation theory of reductive Lie algebras has been studied successfully for a long time, but the ordinary representation theory of non-reductive Lie algebras is still beyond reach. Based on the fact that a non-reductive complex Lie algebra does not have a faithful ordinary finite-dimensional irreducible representation, we know that if f : L → gℓ(V ) is a faithful ordinary finite-dimensional representation of a non-reductive complex Lie algebra L, then all linear transformations f (x) with x ∈ L have a non-zero proper common invariant subspace W of V . In other words, the image of any faithful ordinary finite-dimensional representation of a non-reductive complex Lie algebra is inside the subalgebra End W (V ) of End(V ), where W is a nonzero proper subspace of a vector space V and End W (V ) is the set of all linear transformations from V to V which have W as an invariant subspace, i.e.,
End W (V ) := { f | f ∈ End(V ) and f (W ) ⊆ W }.
Although every non-reductive complex Lie algebra has a faithful ordinary finitedimensional representation, it is a very difficult problem to construct these faithful ordinary finite-dimensional representations for non-reductive complex Lie algebras. Since it does not appear that the solution to the difficult problem will soon be found, we search for the new way of representing Lie algebras faithfully by using linear transformations.
Except the ordinary bracket, there are other brackets which make End W (V ) into a Lie algebra. In fact, if we fix a scalar k ∈ k and a linear transformation q satisfying q(W ) = 0 and q(v) − v ∈ W for all v ∈ V , then End W (V ) becomes a Lie algebra with respect to the following square bracket [ , ] 6,k
[f, g] 6,k := f g − gf − f gq + gf q + kf qg − kgqf,
where f , g ∈ End W (V ). This Lie algebra is denoted by gℓ
[ , ] 6,k q,W (V ). Replacing gℓ(V ) by gℓ [ , ] 6,k q,W (V ), we get the notion of representations 6−th of Lie algebras, which is the new representations of Lie algebras introduced in this paper. Using representations 6−th of Lie algebras seems to be a good way of representing nonreductive complex Lie algebras with Abelian radicals faithfully by using linear transformations which have a non-zero proper common invariant subspace.
The Poincaré-Birkhoff-Witt Theorem (P-B-W Theorem) and the Hopf algebra structure for the enveloping algebras of Lie algebras are of great importance to the ordinary representations of Lie algebras. To initiate the study of representations 6−th of Lie algebras, it is natural to study the counterparts of the P-B-W Theorem and the Hopf algebra structure for the enveloping algebras of Lie algebras in the context of representations 6−th of Lie algebras. The purpose of this paper is to present our results in this study. This paper consists of seven sections. In section 1 and section 2, based on a class of associative algebras which are called invariant algebras by us, we introduce the notion of representations 6−th of Lie algebras, and give the connections between representations 6−th and the ordinary representations of Lie algebras. From section 3 to section 5, we construct the enveloping 6−th algebra of a Lie algebra by using free invariant algebras. In section 6, we prove the extended P-B-W Theorem in the context of representations 6−th of Lie algebras. The last section is devoted to the discussion of the Hopf-like algebra structures for the enveloping 6−th algebras of Lie algebras.
Invariant Algebras
We begin this section with the notion of invariant algebras, which comes from our search for the generalizations of Lie algebras. The most important example of invariant algebras is the subalgebra End W (V ) of the associative algebra End(V ).
Let A be an associative algebra with an idempotent q. The set (A, q) := { x, | x ∈ A and qxq = qx }
is clearly an associative subalgebra of A. The associative algebra (A, q) is called the (right) invariant algebra induced by the idempotent q. One property of invariant algebras is the following
Proposition 1.1 If q is an idempotent of an associative algebras A, then (A, q) becomes a Lie algebra under the following square bracket
[x, y] 6,k := xy − yx − xyq + yxq + kxqy − kyqx,
where x, y ∈ (A, q), and k is a fixed scalar in the field k.
Proof By (3) and (4) − k 2 zqxy
3(7)
+ k 2 zqyx
4(6)
,
where [ , ] is the ordinary bracket.
It follows from (5) that
and
Adding (5), (6) and (7), we get that
This completes the proof of Proposition 1.1.
We finish this section with the following 
The 6-th General Linear Lie Algebra
We introduce the notion of representations 6−th of Lie algebras by using invariant algebras. A representation 6−th of a Lie algebra L on V is roughly a combination of two ordinary representations of the Lie algebra L on V . We finish this section with the connection between representations 6−th and the ordinary representations of Lie algebras.
Let End(V ) be the associative algebra of all linear transformations from a vector space V to V , and let I (or I V ) be the identity linear transformation of V . If W is a subspace of V , then an linear transformation q satisfying
is an idempotent because
It is clear that the invariant algebra (End(V ), q) induced by the W -idempotent q is the set End W (V ) of all linear transformations on V which have a common invariant subspace W , i.e.,
The invariant algebra (End(V ), q) is called the linear invariant algebra over V induced by the W -idempotent q. By Proposition 1.1, (End(V ), q) becomes a Lie algebra under the following square bracket:
where x, y ∈ (End(V ), q) and k is a fix scalar in the field k. The Lie algebra is denoted by gℓ
[ , ] 6,k q,W (V ) and is called the 6-th general linear Lie algebra induced by (q, W ). Having fixed a basis of V :
we identify an element of x ∈ End q,W (V ) with a lower triangular block matrix:
where B m×n ∈ M m,n (k) and M m,n (k) is the ordinary associative matrix algebra of m × n matrices whose entries are in the field k. In particular, there exists a
where I n×n is the n × n identity matrix It follows from (10) that
is a Lie algebra under the following square bracket: 
A representation 6−th of a Lie algebra L is closely related to two ordinary representations of L. In fact, if ϕ : L → gℓ
and g : L → gℓ (W ) are ordinary representations of the Lie algebra L, where f and g are defined by f (x)(v+W ) := ϕ(x)(v) + W and g(x)(w) := ϕ(x)(w) for x ∈ L, v ∈ V and w ∈ W . Also, we have the following
6−th of L induced by (W, q), then f and g are two ordinary representations of the Lie algebra L on V , where
Proof Note that qϕ(x)q = qϕ(x) for x ∈ L. We now prove that f and g are two ordinary representations of the Lie algebra L on the vector space V .
For x, y ∈ L, we have
Similarly, we have
which proves that g : L → gℓ(V ) is an ordinary representations of L.
Free Invariant Algebras
Let (Â,q) be an invariant algebra, and letî be a map from a set X to (Â,q).
The pair (Â,q),î is called the free invariant algebra generated by the set X if the following universal property holds: given any invariant algebra (A, q) and any map θ : X → (A, q) there exists a unique invariant homomorphism θ : (Â,q) → (A, q) such thatθî = θ; that is, the following digram is commutative
The free invariant algebra generated a set is clearly unique.
We now construct free invariant algebras over a field k. Let X := { x j | j ∈ J } be a set, and letq be a symbol which is not an element of X. Let T (V ) be the tensor algebra based on a vector space V , where V = j∈J kx j kq is the vector space over k with a basis X {q}. Recall that the tensor algebra T (V ) has the universal property: given any associative algebra A over k and any klinear map φ : V → A, there exists a unique associative algebra homomorphism φ : T (V ) → A such that the following digram is commutative
Let I be the ideal of T (V ) generated by
LetÂ := T (V ) I andq :=q + I. Then (Â,q) is an invariant algebra.
Proposition 3.1
The pair (Â,q),î is the free invariant algebra generated by
Proof Let (A, q) be an invariant algebra and let θ : X → (A, q) be a map. Then θ can be extended a k-linear map from V to (A, q) such that
By the universal property of the tensor algebra T (V ), the k-linear map θ : V → (A, q) can be extended to an associative algebra homomorphism θ
By (18) and (19),θ : (Â,q) → (A, q) is an invariant homomorphism such that θî = θ. Since the associative algebraÂ is generated by the set
the invariant homomorphismθ satisfying (18) and (19) is unique. This proves that the pair (Â,q),î has the university property of the free invariant algebra generated by the set X Letx j :=î(x j ) = x j + I for j ∈ J. The product of two elements a and b of (Â,q) will be denoted by ab. The next proposition gives a basic property of the free invariant algebra (Â,q), i generated by the set X.
Proposition 3.2
The following subset of (Â,q),î
is a k-basis of the vector space (Â,q).
Proof First, we construct a vector space W with the following k-basis:
Recall that the set
We now define two degrees of an element in S as follows:
where |A| means the cardinality of a set A. It is clear that
Using the k-basis S of T (V ), we have
where
Thus, we get
Next, we define a linear map τ :
where τ |T m,t is defined by the rule: for y 1 ⊗ · · · ⊗ y n ∈ T m,t with m ≥ 2 and t ≥ 0, τ (y 1 ⊗ · · · ⊗ y n ) ∈ T 1,t is the element obtained from y 1 ⊗ · · · ⊗ y n by keeping the firstq (the most leftq) and deleting the otherq's. For example, we have
It is in T 2,2
It is in T 1,2
Finally, using τ , we define a linear map σ :
It is in T 0 and m ≥ 1
It is in T 1 and m ≥ 1 ) :=x j1 · · ·x jtqxjt+1 · · ·x jm and σ |T m,t := (σ |T 1 ) (τ |T m,t ) for m ≥ 2 and t ≥ 0.
It is easy to check that σ(I) = 0. Hence, the linear map σ :
that is,σ(Ŝ) =S. SinceS is a k-basis of the vector space W , the setŜ is k-linear independent. Since (Â,q) = T (V ) I is clearly spanned byŜ, Proposition 3.2 is true.
Enveloping 6−th Algebras
Let (A, q) be an invariant algebra. By Proposition 1.1, (A, q), [ , ] 6,k is a Lie algebra, where k is a fixed nonzero scalar in k and [ , ] 6,k is the following square bracket
This Lie algebra is denoted by Lie(A, q) or Lie (A, q), [ , ] 6,k . In the remaining part of this paper, we assume that the scalar k is a fixed non-zero scalar in the field k.
) be a Lie algebra (arbitrary dimensionality and characteristic). By a enveloping 6−th algebra of (L, [ , ]) we will understand a pair (U,q), i composed of an invariant algebra (U,q) together with a map i : L → (U,q) satisfying the following two conditions:
k is a Lie algebra homomorphism; that is, i is linear and
(ii) given any invariant algebra (A, q) and any Lie algebra homomorphism f :
Clearly, the enveloping 6−th algebra of a Lie algebra L, which is also denoted by (U 6−th (L),q), is unique up to an invariant isomorphism.
We now construct the enveloping 6−th algebra of a Lie algebra (
). Let (Â,q),î be the free invariant algebra generated by the set X. By Proposition 3.2,X := {x j :=î(x j ) | j ∈ J } is a linearly independent subset of (Â,q). Hence,î can be extended to an injective linear mapî : L → (Â,q). Letx :=î(x) for all x ∈ L. Let R be the ideal of (Â,q) which is generated by all the elements of the form
Define a map i : L → (U,q) by
We shall now prove Proof Clearly, (U,q) is an invariant algebra induced by the idempotentq,
Given any invariant algebra (A, q) and any Lie algebra homomorphism f :
is a basis of (Â,q), whereq 0 :=1 is the identity of (Â,q), and
Hence, we can define a linear mapf : (Â,q) → (A, q) bŷ
where u = 0, 1 and q 0 := 1 is the identity of (A, q).
It is clear thatf : (Â,q) → (A, q) is an invariant homomorphism and
Using the equation above, we have
f is unique, the pair (U,q), i satisfies the two conditions in Definition 3.1. Hence, Proposition 4.1 holds.
Model Monomials
Let X = { x j | j ∈ J } be a basis of a Lie algebra (L, [ , ]), and let (Â,q),î be the free invariant algebra generated by the set X. By Proposition 3.2, the setŜ given by (23) is a k-basis of (Â,q). An element ofŜ is called a monomial. The X-degree and theq-degree of a monomialx j1 · · ·x jtq
We suppose now that the set J of indices is ordered. The right index ind r (x j1 · · ·x jtq ux jt+1 · · ·x jm ) and the left index ind ℓ (x j1 · · ·x jtqxjt+1 · · ·x jm ) of a monomialx j1 · · ·x jtqxjt+1 · · ·x jm are defined as follows:
An element ofT is called a model monomial.
Proposition 5.1 Every element of (Â,q) is congruent mod R to a k-linear combination of model monomials.
Proof It suffices to prove that every monomial whose X-degree equals m is congruent mod R to a k-linear combination of model monomials for any m ∈ Z ≥0 .
We order the monomials inŜ by X-degrees, for a given X-degree byqdegrees, and for a given X-degree and a givenq-degree by left or right indices. Note that
whereÂ m is the subspace spanned by the monomials whose X-degree is m, and A (t,m−t) m is the subspace spanned by the monomials whose X-degree is m and whoseq-degree is (t, m − t). For convenience, if a ∈ (Â,q) and a is a sum of some monomials whose X-degrees are m, we also say that the X-degree of a is m.
We now begin to prove (26) by induction on m. It is clear that (26) holds for m = 0 or m = 1 because a monomial whose X-degree is 0 or 1 is a model monomial. Assume that (26) holds for any monomial whose X-degree is less than m with m ∈ Z ≥2 .
We are going to prove that (26) also holds for any monomial whose X-degree is m. First, we prove that (26) holds for any monomial whose X-degree is m and whoseq-degree is (0, m).
A monomial whose X-degree is m and whoseq-degree is (0, m) has the form qx j1 · · ·x jm . We use induction on n := ind r (qx j1 · · ·x jm ) to prove (26). Clearly, (28) holds for n = 0. Assume that (28) holds for any monomialqx h1 · · ·x hm with ind r (qx h1 · · ·x hm ) < n and n ∈ Z ≥1 .
Consider any monomialqx j1 · · ·x jm with ind r (qx j1 · · ·x jm ) = n. Since n ≥ 1,
where [x, y]:= [x, y]. It follows from (30) that
Since the X-degree of the term (31) 1 is m − 1 < m, the term (31) 1 is congruent mod R to a k-linear combination of model monomials by (27) . Since the right index of the term (31) 2 is n − 1 < n, the term (31) 2 is congruent mod R to a k-linear combination of model monomials by (29). Hence, (31) implies that any monomialqx j1 · · ·x jm whose right index equals n is congruent mod R to a k-linear combination of model monomials. This completes the poof of (28) by induction on n.
By the proof of (28), we havê
Similarly, we have (26) holds for any monomial whose X-degree is m and whoseq-degree is either
We now prove that (26) holds for any monomial whose X-degree is m and whoseq-degree is (t, m − t) with m ≥ t ≥ 0.
By (28) and (33), (34) holds for 2 ≥ t ≥ 0. Assume that (26) holds for any monomial whose X-degree is m and whosê q-degree is less than (t + 1,
We are going to prove that (26) also holds for any monomial whose X-degree is m and whoseq-degree is (t + 1,
Any monomial whose X-degree is m and whoseq-degree is (t + 1, m − t − 1) with m ≥ t + 1 ≥ 3 has he formx j1 · · ·x jtxjt+1qxjt+2 · · ·x jm with m ≥ t + 1 ≥ 3. We shall prove (36) buy induction on the left index n ℓ := ind ℓ (x j1 · · ·x jtxjt+1qxjt+2 · · ·x jm ), where m ≥ t + 1 ≥ 3. It is easy to check that (36) holds for any monomial whose X-degree is m, whoseq-degree is (t + 1, m − t − 1) with m ≥ t + 1 ≥ 3 and whose left index is 0. Assume that (36) holds for any monomial whose X-degree is m, whosê q-degree is (t + 1, m − t − 1) with m ≥ t + 1 ≥ 3 and whose left index is less that n ℓ , where n ℓ ∈ Z ≥1 .
If
we havex
Since
each term on the right hand side of (39) is congruent mod R to a k-linear combination of model monomials by (37), (27) and (35). This fact and (39) imply that (36) also holds for any monomial whose X-degree is m, whoseq-degree is (t + 1, m − t − 1) with m ≥ t + 1 ≥ 3 and whose left index is n ℓ with n ℓ ∈ Z ≥1 .
This completes the proof of (36), which implies that (34) holds.
Similarly, using induction on the right index, we have (26) holds for any monomial F whose X-degree is m and whoseq-degree is (m + 1, −1).
By (34) and (41), we get that if (27) holds, then (26) holds for monomial whose X-degree is m. This completes the proof of (26) by induction on m.
The Extended
6−th P-B-W Theorem
is the free invariant algebra generated by the set X,î is the injective linear mapî : L → (Â,q) which extends the injective map X → (Â,q), and (U,q), i is the enveloping 6−th algebra for the Lie algebra and R is the ideal of (Â,q) generated by all the elements of the form
After the set J of indices is ordered, the k-vector space U :=Â R is spanned by the following set of cosets of model monomialŝ
by Proposition 5.1. In this chapter we aim to prove that the spanning setT is a k-basis of the enveloping 6−th algebra (U,q), i for the Lie algebra (L, [ , ]), which is the extended 6−th P-B-W Theorem. We will use four subsections to complete the proof of the extended 6−th P-B-W Theorem.
(u, v) [6−th] -generators
Recall that the ideal R of (Â,q) is generated by all the elements of the form 
The extended 6−th P-B-W theorem is a corollary of the following Proposition 6.2 Let W be a k-vector space with a basis
wherex j1 · · ·x jm :=1 for m = 0,x i1 · · ·x itxj0 :=x j0 for t = 0 andq1 :=q.
There exists a k-linear map σ : (Â,q) → W such that
For convenience, we now define nice maps which will be used to split the proof of Proposition 6.2 into three steps. Let N be a subspace of (Â, Since the set {1,q,qx j ,x jq ,
is a basis ofÂ 0 ⊕Â 1 , we can define a k-linear map σ : 
We are going to use the remaining three subsections of this section to extend the nice k-linear map in (49) to a nice k-linear map σ : (Â,q) → W .
Step 1
The goal of Step 1 is to prove the following fact. 
can be extended to a nice k-linear map σ :
We begin the proof of Fact 1 by introducing the central index of a monomial whose X-degree is at least 2. If m ∈ Z ≥2 , we define the central index ind c (x j1 · · ·x jtqxjt+1 · · ·x jm ) by
LetB <3 m,n be the subspace spanned by all monomials whose X-degrees are m with m ∈ Z ≥2 , whoseq-degrees are (t, m − t) with 2 ≥ t ≥ 0, and whose central indices are n. Then we have 
Note that every monomial inB 
We now prove that Fact 2: For m ∈ Z ≥2 and n ∈ Z ≥1 , a nice k-linear map σ :
can be extended to a nice k-linear map
Note that the set S 1 ∪ S 2 is a basis of the vector spaceB <3 m,n , where
Using the basis S 1 ∪ S 2 of the vector spaceB 
Forx ǫ jǫx jǫ+1qxjǫ+2 · · ·x jm ∈ S 2 with ǫ = 0, 1, we have either j ǫ+1 > j ǫ+2 or j ǫ+2 ≥ j ǫ+1 . If j ǫ+1 > j ǫ+2 , we define 
each of the right hand sides of (57), (58) and (59) makes sense by using the k-linear map σ in (55). Although (58) is well-defined, we need to prove that both (57) and (59) are well defined. We shall just prove that (59) is well defined because a similar argument can be used to prove that (57) is also well defined.
Suppose that there exists another pair (j t , j t+1 ) in (59) such that m ≥ t+1 > t ≥ ǫ + 2 and j t > j t+1 . Using the pair (j t , j t+1 ) and the definition given by (59), we have 
One can prove that the right hand side of (59) = the right hand side of (60).
Using (57), (58) and (59), the k-linear map in (55) can be extended to a k-linear map in (56). To finish Step 1, we need only to prove that 
Let
and 
It follows from (66), (67) and (68) that
By (69) and (70), (65) becomes
Note that 
by (45), where j 1 = j 2 . Clearly, σ H 
By (74) and (75), (62) holds. Using (52), (54) and (55), the nice k-linear map in (50) can be extended a nice k-linear map in (51). This completes Step 1.
Step 2
The goal of Step 2 is to prove the following fact. can be extended to a nice k-linear map σ :
LetĈ ≥3 m,t,n be the subspace spanned by all monomials whose X-degrees are m with m ∈ Z ≥2 , whoseq-degrees are (t, m − t) with m ≥ t ≥ 3, and whose left indices are n. Then we haveÂ 
By the definition ofĈ ≥3 m,t,0 , we know that
is a basis ofĈ ≥3 m,t,0 . LetĈ ≥3 m,t,0,n be the subspace spanned by all monomials whose X-degrees are m with m ∈ Z ≥3 , whoseq-degrees are (t, m − t) with m ≥ t ≥ 3, whose left indices are 0, and whose central indices are n. Then we haveĈ 
Note that every monomial inĈ 
We now prove that
For m ∈ Z ≥3 and n ∈ Z ≥1 , a nice k-linear map σ :
Clearly, the set S n defined by
If j t+1 ≥ j t , there exists an integer s such that m ≥ s + 1 > s ≥ t + 2 and j s > j s+1 , in which case, we define
Since (85) (85) and (86) makes sense by the k-linear map in (83). It is clear that (85) is well-defined. Using the same proof as the one which proves that (59) is well-defined in Step 1, we get that (86) is also well-defined. Hence, the nice k-linear map in (83) can be extended to a k-linear map in (84), which is in fact nice by the same proof as the one of proving (62).
By (80), (82), (83) and (84), (79) holds. Using (78) and (79), in order to finish Step 2, it is enough to prove that
m,t,n and the set S m,t,n defined by
is a basis ofĈ ≥3 m,t,n . Forx j1 · · ·x jt−1xjtqxjt+1 · · ·x jm ∈ S m,t,n , there exists s such that t − 1 ≥ s + 1 > s ≥ 1 and j s > j s+1 . Using the pair (j s , j s+1 ), we define
Since deg X ((89) 1 ) = m−1, ind ℓ ( (89) 2 ) = n−1, degq ( (89) 3 ) = degq ((89) 4 ) = s + 1 < t and degq ((89) 5 ) = degq ((89) 6 ) = s < t, each of the six terms on the right hand side of (89) makes sense by (87).
One can prove that the right hand side of (89) is well-defined. Hence, we have extended the nice k-linear map in (87) to a k-linear map in (88) satisfying (89). The remaining part of Step 2 is to prove that the extended k-linear map in (88) satisfying (89) 
m,t,n−1 , then H 1,0 can be written aŝ
by (44), where 0 < r < r + 1 < t, j r > j r+1 and each of the three terms above has the left index n. Applying (89) to each of the three terms above, we get
.
The sum (91) 
Step 3
The goal of Step 3 is to prove the following fact. 
Recall thatÂ
whereÂ
is the subspace spanned by all monomials whose X-degrees are m, whoseq-degrees are (m + 1, −1), and whose right indices are i.
First, we define
is a basis ofÂ We now prove that 
The set
is a basis ofÂ
. For anyx j1 · · ·x jm ∈ S n with n ∈ Z ≥1 , there exists s such that m ≥ s + 1 > s ≥ 1 and j s > j s+1 . Using the pair (j s , j s+1 ), we define
Using the k-linear map in (98), each term on the right hand side of (100) makes sense. By the same proof as the one of proving that (89) is well-defined in
Step 2, we know that (100) is well-defined. Thus, we get a k-linear map in (99).
then (u, v) = (0, 0) by (43), (44) and (45). It is also clear that if H 00 satisfies (101) and (102), then σ(H 00 ) = 0 by (100). Hence, the k-linear map in (99), which extends the k-linear map in (98) and satisfies (100), is nice. This fact and (95) imply that the k-linear map in (93) can be extended to a nice k-linear map in (94). Hence, Step 3 is done.
Using the facts proved in the three steps above, we can now prove Proposition 6.2.
By (49), there exists a nice k-linear map 
is a basis for the enveloping 6−th algebra (U,q)).
Proof By Proposition 6.2, there is a nice k-linear map σ : (Â,q) → W . Thus, σ(R) = 0. Hence, the nice k-linear map σ : (Â,q) → W induces a k-linear map:
On one hand, the image of the cosets of model monomials inT are linearly independent by (46). On the other hand, the cosets of model monomials inT also span the vector space U =Â R . Hence, Proposition 6.3 holds.
Hopf-like Algebras
In this section, we discuss the Hopf-like algebra structure on the enveloping 6−th algebra of a Lie algebra.
Let (A, q) be an invariant algebra induced by the idempotent q. We define a product • inÅ := A by
(Å, 1−q) is an invariant algebra induced by the idempotent 1−q, which is called the opposite ( right) invariant algebra of the invariant algebra (A, q). An invariant anti-homomorphism f of an invariant algebra (A, q) is an invariant homomorphism f : (A, q) → (Å, 1 − q). By (10), the square bracket [ , ]
• 6,k which defines the Lie algebra Lie (Å, 1 − q), [ , ] 
where x, y ∈Å = A.
Proposition 7.1 Let U 6−th (L), q be the enveloping 6−th algebra of a Lie algebra L. There exists a unique invariant anti-homomorphism S of U 6−th (L), q such that S(q) = 1 − q and
Proof It follows from the universal property of the enveloping 6−th algebra.
Let C be a vector space over a field k. The canonical map c → 1⊗c is denoted by C → k ⊗ C, and the canonical map c → c ⊗ 1 is denoted by C → C ⊗ k respectively, where c ∈ C.
We now introduce coalgebras with σ-counits in the following Definition 7.1 A vector space C over a field k is called a coalgebra with σ-counit if there exist three linear maps ∆ : C → C ⊗ C, ε : C → k and σ : C → C such that the diagram
are commutative. The maps ∆ and ε are called the comultiplication and the σ-counit respectively.
Clearly, an ordinary counit is an id-counit. Hence, an ordinary coalgebra is a coalgebra with id-counit.
We now construct an algebra endomorphism of an invariant algebra.
then σ has the following properties:
σ is an invariant homomorphism;
3. σ − id is a derivation of (A, q).
Proof Let a and b be two elements of (A, q). Since
which proves the property 1. Similarly, both the property 2 and the property 3 hold.
The following proposition proves that the enveloping 6−th algebra of a Lie algebra is a coalgebra with σ-counit. 
where σ is the linear map defined in Proposition 7.2.
Proof Clearly, U 6−th (L) ⊗ U 6−th (L), q ⊗ q is an invariant algebra induced by the idempotent q ⊗ q. First, we prove that the linear map ∆ : L → Lie U 6−th (L) ⊗ U 6−th (L), q ⊗ q , [ , ] 6,k
defined by (110) is a Lie algebra homomorphism. Let x and y be elements of L.
Regarding L as a subalgebra in Lie 
Note that the sum of the terms with the label ⋆ in (118) is symmetric in x and y. Hence, the terms with the label ⋆ disappear in the difference ∆(x)∆(y)− ∆(y)∆(x). Thus, (118) implies that ∆(x)∆(y) − ∆(y)∆(x) = (xy + k 2 qxy − xyq − yx − k 2 qyx + yxq) ⊗ 1 + +(1 − k 2 )(qxy − qyx) ⊗ q + (1 − k 2 )q ⊗ (qxy − qyx) + +1 ⊗ (xy + k 2 qxy − xyq − yx − k 2 qyx + yxq).
By (119), we get (q ⊗ q) ∆(x)∆(y) − ∆(y)∆(x) = (qxy − qyx) ⊗ q + q ⊗ (qxy − qyx).
Using (119) 
which proves that the linear map ∆ given by (110) is a Lie algebra homomorphism. By the property of the enveloping 6−th algebra U 6−th (L), the linear map ∆ given by (110) can be extended to an invariant homomorphism ∆ : U 6−th (L), q → U 6−th (L) ⊗ U 6−th (L), q ⊗ q .
Thus, ∆ : U 6−th (L) → U 6−th (L) ⊗ U 6−th (L) is an algebra homomorphism such that both (109) and (110) hold. 
By (126) and (127), we get
Since the algebra U 6−th (L) is generated by the set {1, q} ∪ L, (111) holds by (123), (124) and (128).
We now construct the algebra homomorphism ε : U 6−th (L) → k. Note that the identity 1 of the field k is an idempotent, and (k, 1) is an invariant algebra induced by the idempotent 1. If ε : L → Lie (k, 1), [ , ] 6,k is the linear map defined by ε(x) := 0 for x ∈ L, then ε clearly is a Lie algebra homomorphism. Hence, ε can be extended to an invariant homomorphism ε : U 6−th (L), q → (k, 1). Thus, (112) holds.
Finally, both (113) and (114) follow from the definitions of ε and ∆.
If V and W are vector spaces over a field k, then the twist map
is defined by τ (v ⊗ w) := w ⊗ v, where v ∈ V and w ∈ W .
First, we introduce the concept of a bialgebra with σ-counit. 
Since the algebra U 6−th (L) is generated by the set {1, q} ∪ L, (130) holds by (131), (132) and (136).
