Abstract. The estimation of mixture models has been proposed for quite some time as an approach for cluster analysis. Several variants of the Expectation-Maximization algorithm are currently available for this purpose. Estimation of mixture models simultaneously allows the determination of the number of clusters and yields distributional parameters for clustering base variables. There are several information criteria that help to support the selection of a particular model or clustering structure. However, a question remains concerning the selection of specific criteria that may be more suitable for particular applications.
Introduction
The work of Newcomb [52] may be the first contribution for modelling a mixture of homogeneous groups. But it was only in 1914 that Pearson [54] explicitly referred to the "dissection of a given abnormal frequency curve into m components" and his work may be the first one on the decomposition of a mixture of two normal clusters. Since then, the use of finite mixtures of probability distributions has increased to model data collected from a population composed of several homogeneous subpopulations.
Several types of variables may be considered as a base for clustering. Hall and Titterington [31] directed their study to categorical variables; others studied models for continuous variables, such as Wang, Zhang, Luo, and Wei [65] ; but most real clustering problems involve both continuous and discrete variables, and methodologies for mixed clustering variables were also used [28] , [34] , [51] .
There are several information criteria that help to support the selection of a particular mixture model (associated with a clustering structure). However, a question remains concerning the performance of specific criteria that may be more suitable for particular applications.
This paper analyzes the association between the performance of information criteria that may be used for selecting the number of clusters on mixture models and the clustering variables kind (types of measurement). As a result of this analysis, we may indicate some preliminary guidelines concerning the selection of a specific information criterion, when specific types of attributes are considered for clustering in an application.
The paper is organized as follows: in section 2.1, we define notation and review finite mixture models and cluster analysis via mixture models; in section 2.2, we review previous work on maximum likelihood, estimator properties and the EM algorithm; in section 3, we review several model selection criteria proposed to estimate the number of clusters of a mixture, and some comparisons; in section 4, we handle methodology; in section 5 we report on data analysis and experimental results, and finally in section 6 we present some concluding remarks and future work prospects.
Clustering of data via finite mixture models

Finite mixture model
Clustering is a task in which one seeks to identify a finite set of clusters to describe the data [33] . Maronna and Jacovkis [44] or McLachlan and Basford [49] illustrated the use of mixture models in the field of cluster analysis. Finite mixture models assume that parameters of a statistical model of interest differ across unobserved or latent clusters.
They provide a useful method for grouping observations into clusters. In the mixture method of clustering, each different cluster in the population is assumed to be described by a different probability distribution, which may belong to the same family but differ in the values they take for the parameters of the distribution.
This approach to clustering offers some advantages when compared with other techniques: it identifies clusters [25] ; it provides means to select the number of clusters [47] ; it is able to deal with diverse types of data (different measurement levels) [63] ; it outperforms more traditional approaches [64] .
In order to present Mixture Models we give some notation below. The mixture model approach to clustering assumes that data are from a mixture of an unknown number S of clusters in some unknown proportions,
; it is assumed that the probability (density) function of 
The data are arranged in an (n × P) matrix denoted by Y, where n is the number of cases and P is the attributes' number. Let ip y be the result of the ith case in the pth attribute, for i = 1,…,n and p = 1,…,P. Let
be the ith column of matrix T Y , i.e.
an (P × 1) vector for results of case i under all attributes. Then, the log-likelihood function for the parameters is
The particularization of mixture models for multinomial, multivariate normal and mixed models can be seen in works such as [31] , [65] , and [35] , respectively.
Maximum likelihood estimation
Introduction
With the maximum likelihood approach to the estimation of  , an estimate is provided by a suitable root of the likelihood equation
In order to derive meaningful results from clustering the mixture model must be identifiable; this simply means that an unique solution to the maximum likelihood (ML) problem is possible and the model parameters of the distributions are estimable and well defined [16] .
Several researchers have studied consistency property of both the number of clusters (S) and of the other model parameters' ML estimators. The consistency of the number of clusters' estimator (S), was stated by Leroux [42] (with a maximum-penalizedlikelihood method) considering information criteria AIC, and BIC. This property of the number of clusters' estimator was also discussed in Keribin [40] , James, Priebe and Marchette [37] , Boucheron and Gassiat [14] , all concluding that the estimated number of clusters to the true (despite unknown) number of clusters is consistent.
Kabir [39] presented one of the earliest works which refers to the consistency of MLE for the remaining parameters and he stated that mixture model estimators are consistent and asymptotically normally distributed when clustering variables are assumed to belong to the exponential family of distributions. Other researchers addressed this issue, like Day [22] , Hataway [32] , and Fryer and Robertson [29] . 
The EM algorithm
Fitting finite mixture models (1) provides a probabilistic clustering of the n entities in terms of their posterior probabilities of membership of the S clusters of the mixture of distributions. Since the ML estimates of the finite mixture model (1) cannot be found analytically, estimation of finite mixture models iteratively computes the estimates of clusters posterior probabilities and updates the estimates of the distributional parameters and mixing probabilities [41] .
Expectation-maximization (EM) algorithm [23] is a widely used class of iterative algorithms for ML estimation in the context of incomplete data, e.g. fitting mixture models to observed data.
The EM algorithm proceeds by alternately applying two steps, until some convergence criterion is met.
The E-step, on the kth iteration, calculates the complete data expected log-likelihood function, given y , defined by the so-called Q function
is the membership probability of pattern i y in cluster s (posterior probability) (i=1,…,n, and s =1,…,S).
The M-step, on the (k+1)th iteration, demands the maximization of (6) with respect to  , to update the parameter estimation, obtaining
Then, by the Bayesian rule, the ith pattern is probabilistically assigned into cluster s,
Since the mixture likelihood L ( ) can never be decreased during the EM sequence,
converges to some L for a sequence of likelihood values bounded above. Since, typically with mixture model approach, the likelihood surface is known to have many local maxima the selection of suitable starting values for the EM algorithm is crucial [11] . Therefore, it is usual to obtain several values of the maximized log-likelihood for each of the different sets of initial values applied to the given sample, and then consider the maximum value as the solution.
Model selection
Model selection criteria
Model selection is an increasingly important part of data analysis. In fact, when dealing with applications, one always has to decide which one is the most appropriate model to characterize the data structure and several model selection criteria may be available for this end. In the context of clustering via finite mixture models the problem of simultaneously choosing an adequate clustering structure and a particular number of clusters can be approached by several methods:
1) Hypothesis tests
With a mixture model-based approach, to clustering, regularity conditions fail to hold for the likelihood ratio statistic (LRS). It does not have its usual asymptotic null distribution of chi-square with (
) degrees of freedom, for testing the null hypothesis that the true number of clusters is S 0 versus the alternative (S 1 > S 0 ). However, a re-sampling approach may be used to the assessment of the p-value of the LRS in testing those hypotheses [48] . Bootstrap samples are generated from the mixture model fitted under the null hypothesis of S 0 clusters, and the value of the LRS is computed for each bootstrap sample after fitting mixture models for S 0 and S 1 in turns. The process is repeated independently a number of times, and the replicated values of the LRS, obtained from the successive bootstrap samples, provide an assessment of the bootstrap, and hence of the true null distribution of LRS, thus enabling an approximation to be made to the p-value.
Regarding the specific case of testing the null hypothesis 
2) Validity indices
Indices of validity for partitions are frequently interpreted as measures of partition quality, rather than of goodness of fit. Some cluster validity indexes, available in the literature, are Dunn's index [4] , Davies-Bouldin (DB) index [53] , Xie-Beni index [67] , stability index [26] . Dunn's index is a ratio of within cluster and between cluster separations; DB index is a function of ratio of the sum of within cluster scatter to between cluster scatter; Xie-Beni index is a ratio of the fuzzy cluster sum of squared distances to the product of the number of elements and the minimum between cluster separation; stability index is a stability-based technique based on clusters' immovability on partition. We can also see [30] for a good overview of this issue.
Bayes rule together with the common structure for posterior matrix and fuzzy partition ( they have the same mathematical structure) allows for transformation of every cluster validity indexes into a measure that might be useful for mixture validation [7] ; by doing so, Bezdeck, Li, Attikiouzel, and Windham [7] showed that validity measures of cluster validity that assess geometric properties of partitions that match the expected structure in samples from mixtures of normal distributions can be as effective as information criteria for estimating the number of components.
3) Information Criteria
In the present work we specifically refer to the use of Information Criteria for mixture model selection and we focus on the determination of the true number of clusters for these models.
Several criteria are available for this end. AIC -Akaike's Information Criterion [2] and BIC -Bayesian Information Criterion [58] are, perhaps, the best known. These and some other information criteria are presented in Table 1 . 
1 We choose S* if NEC(S*)
, with the convention NEC(1)=1; otherwise we declare no clustering structure in the data.
These criteria balance fitness (trying to maximize the likelihood function) and parsimony (using penalties associated with measures of model complexity), trying to avoid overfit. Furthermore, fitting a model with a large number of clusters requires estimation of a very large number of parameters and a consequent loss of precision in these estimates [43] .
The general form of information criteria is as follows
where the first term is the negative logarithm of the maximum likelihood which decreases when the model complexity increases; the second term or penalty term penalizes too complex models, and increases with the model number of parameters.
Thus, the selected mixture model should evidence a good trade-off between good description of the data and the model number of parameters.
The emphasis on information criteria begins with the pioneer work of Akaike [2] , with the Akaike's information criterion. AIC chooses a model with S clusters that minimises (8) with C = 2 ψ n .
Later, Bozdogan [17] suggested the modified AIC criterion (AIC3) in the context of multivariate normal mixture models, using 3 instead of 2 as penalising term, that is C = 3 ψ n . When a vector parameter lies on the boundary of the parameter space (as in the case of the standard mixture problem), in comparing two models with  n and *  n parameters, respectively, the likelihood ratio statistic has a non-central chi-square distribution with 2(  n -*  n ) degrees of freedom, instead of ones considered in AIC. As a result, he obtained a penalization factor C = 2 ψ n + ψ n .
Another variant of AIC, the corrected AIC (AICc), is proposed [36] , focusing on the small-sample bias adjustment (AIC may perform poorly if there are too many parameters in relation to the sample size); AICc thus selects a model with S clusters that
Since AICc still tends to overfit as the sample size increases [50] a new criterion is then proposed -AICu -which considers a greater penalty for overfitting, specially as the sample size increases.
The consistent AIC criterion (CAIC) with C = ψ n (1 + log n) was derived by Bozdogan [17] . It tends to select models with fewer parameters than AIC does.
The Bayesian Information Criterion (BIC) was proposed by Schwarz [58] , looking for the appropriate modification of maximum likelihood, by studying the asymptotic behaviour of Bayes estimators, under a class of proper priors, which assigns positive probability on some lower dimensional spaces of the parameter vector. It refers to C = ψ n log n, and is equivalent to the MDL-Minimum Description Length [56] .
The CLC -Complete Likelihood Classification -criterion [47] In the present work we specifically refer to information criteria presented in AICc To correct AIC for bias, on regression models [19] AICu To achieve a better performance for AICc ---
CAIC
To make AIC asymptotically consistent [8] BIC/MDL To select of the order of models in polinomial regression (Schwarz) or minimum description message length (Rissanen).
[62]
Clustering
AIC3
Bozdogan AIC correction for model selection on mixture of multivariate normal.
[3]
CLC When we have a data set with well-separated clusters, using a measure of entropy [47] ICL-BIC Related with BIC, favours well-separated clusters, using a measure of entropy [10] NEC Entropy criterion, making a compromise between clustering quality and fit quality on S clusters related to one cluster [27] AWE Adds a third dimension to the information criteria. Then, it weighs: -Fit, Parsimony, and Performance of clustering [6] L Much less initialization dependent and automatically avoids the boundary of the parameter space [68] 
Information criteria comparisons
There are some studies which refer to the comparison of Information Criteria for mixture model selection.
Cutler and Windham [21] , based their work on simulations of mixtures of bivariate normal distributions and used AIC, AIC3, BIC/MDL, and ICOMP [15] , among others, as model selection criteria. They generated 500 data sets for each combination (sample sizes, number of clusters, and levels of separation), and they showed that BIC/MDL and AIC performed well, by this order, for the model which has Bezdek, Li, Attikiouzel, and Windham [7] , studied several criteria performance, namely AIC, AIC3, BIC/MDL, AWE, ICOMP, and NEC, as probabilistic indices. They simulated 12 data sets, from a two dimensional normal distribution mixture. They showed that AIC3 had the best performance, followed by AIC, BIC/MDL, AWE, NEC, and ICOMP. They also used other indices as Xie-Beni's index or Dunn's index and their generalizations, which were as effective as information criteria for assessing the number of clusters in a normal mixture.
Biernacki [9] studied normal distributions mixtures, and showed the best performance of AIC3 and BIC; ICOMP performed worse, staying basically between AIC and AIC3.
However, for the situation of a non normal cluster (uniform + normal), AIC, AIC3, BIC, and ICOMP underestimated the number of clusters; on the contrary, NEC, and AWE showed a better performance.
The last two works we mentioned above suggest that the type of clustering variables may influence the performance of certain information criterion. A methodological approach is then proposed in order to explore this hypothesis.
Methodology
The goal of the present paper is to try to establish a relationship between the type of clustering variables and Information Criteria performance, when using mixture-model cluster analysis. We focus on the capacity of several Information Criteria to discover the true number of clusters and how it associates with the type of clustering variables: categorical, continuous or mixed.
In order to meet this objective we rely on the analysis of several data sets. We thus conduct the analysis of forty-two data sets (available on the web 2 ) for which the true number of clusters is known. This approach enables the comparisons between the true (S*) and estimated number of clusters (S), for each data set.
As a main result from this methodological approach we then present a ranking of information criteria based on the proportion of data sets each criterion is able to discover i.e. the proportion of data sets yielding S = S*. Table 3 summarizes the number of analysed data sets referred to each type of clustering variables and includes the data sets identification. Since the data sets sample size and data dimension are known, we also provide separate results concerning different sample size and data dimension categories.
In order to evenly distribute the available data sets we consider two data dimension categories: n  130 and n > 130, for normal multivariate and mixed cases, n  1000 and n > 1000 for multinomial cases. This cut-off also takes into account the fact that empirically n = 100 is large enough to support asymptotic approximations on results [61] .
In order to present results we also consider an entropy cut-off value -0.7 -since several criteria showed to perform better for values that are bigger than this value (AICu, CAIC, BIC, L, and CLC, ICL-BIC, NEC, AWE).
In addition, we measure the degree of separation between clusters using index of Jedidi, 
Experiments
In the present work forty-two mixture models are estimated through the data sets presented in Tables 3. In order to illustrate the modelling procedure we decide on detailing it referred to three data sets: Landis 77 (Categorical clustering variables); Diabetes (Continuous clustering variables); Heart (Mixed clustering variables). In each data set we particularly focus on the capacity of alternative Information Criteria to yield the true number of clusters, S*. Table 4, table 5 and table 6 illustrate results referred to Landis 77, Diabetes and Heart, respectively. In those tables, (< true S * ) means that the criterion tends to underestimate S*. > true S * means that the criterion tends to overestimate S*.
The multivariate mixture models for clustering which are considered for the data sets deal with clustering base variables which are categorical, continuous, or mixed.  When all of the clustering base variables are categorical, a mixture model of multinomial probability functions is adopted.  When there are only continuous variables on the clustering base variables, we propose a multivariate Gaussian mixture model.  When using mixed clustering base variables we have to specify the appropriate univariate distribution functions for each element of In all mixture models it is generally assumed that the clustering base variables are mutually independent within clusters. In general, it is possible to include local dependences between clustering base variables by using the appropriate multivariate rather than univariate distributions for sets of locally dependent variables (multivariate normal distribution for sets of continuous variables, and joint multinomial distribution for a set of categorical variables) [63] .
Landis 77 data set
Landis 77 data set consists of 118 entities and 7 categorical clustering variables. The clustering base variables are presence/absence of carcinoma in the uterine cervix, according to 7 pathologists, and the true number of clusters (S*) is known to be 3. The adopted mixture model considers the local independence assumption. Table 4 reports the results for this data set. Criteria AIC, AIC3, AICc, AICu, CAIC, BIC, CLC, and L are minima at S = 3. They are all able to recover the known data structure.
The relative cluster sizes are 44.5%, 37.5% and 18%. Es = 0.915, indicates that clusters are well separated.
Diabetes data set
The Diabetes data set includes 145 entities, described by three continuous clustering variables, with three clusters. The clustering base variables are: glucose, insulin and
SSPG.
The adopted mixture model considers the local independence assumption, except for clustering variables glucose and insulin. The criteria selecting a mixture model with three clusters (Table 5) are CAIC, BIC, and ICL-BIC. The overlap index (Es) value is 0.847, indicating moderately separated clusters.
Heart data set
The Heart data set contains 270 entities, described by 12 clustering variables (five continuous, and seven categorical), with two clusters. The clustering base variables are:
age, resting blood pressure, serum cholesterol (mg/dl), maximum heart rate achieved According to the obtained results, we conclude that AIC3 is the best performing criterion when categorical variables are considered (multinomial distribution adopted), BIC performs better when continuous variables are considered (normal multivariate distribution adopted), and ICL-BIC has the best performance when mixed variables are considered (multinomial and normal multivariate distributions adopted).
For data sets with categorical clustering variables the AIC3 criterion achieves an excellent performance (see table 8), with 95% of structure recovery. AIC3 is the best information criterion to use across a large variety of multinomial data configurations.
As we can see (table A 5 ) , its performance seems to be very good (100%) for p  4 data dimension, very good (100%) for small sample sizes, and very good (92%) for overlapped clusters ( s E  0.7). It was followed by AICu, with 90% of structure recovery.
This conclusion is in accordance with Dias [24] . He used a Monte Carlo study to compare the performance of information criteria for the selection of the number of clusters of latent class models as a finite mixture model of conditionally independent multinomial distributions. His results showed that AIC3 had the best overall success rate of 72.9%, and outperformed other criteria such as AIC, BIC, and CAIC.
BIC (table 8) is the criterion with the best performance on normal multivariate cases, with 77% of structure recovery, followed by CAIC with 69%. BIC (table A 9 ) performs very well (100%) for p  4, and performs well (80%) for small sample sizes, and for overlapping clusters (77%).
ICL-BIC (table 8) is the criterion with the best performance on mixed data sets, with 80% of structure recovery, followed by CAIC and BIC, both with 70%, and L (60%); it performs well, regardless variable number and sample size (table A 11 ). The performance of the AIC family criteria (AICu, AICc, AIC3, AIC) and also of ICL-BIC seems to be particularly sensible to the type of clustering variables (see fig.1 ). This conclusion meets the former hypothesis of the present paper.
It seems ( fig.1 ) that the L criterion (followed by CAIC) is the less influenced by the type of clustering variables. May be this can be associated to the fact that L criterion was proposed for any type of parametric mixture model.
In general this study indicates the existence of a relationship between the performance of some information criteria and the types of clustering variables which are considered for clustering with mixture models.
This conclusion needs further research. In fact, the link between the performance of information criterion and types of clustering variables, is empirically observed. In future work, the analysis of simulated data sets should be conducted, providing means to confirm and describe this link. 
