Don't Persist All : Efficient Persistent Data Structures by Mahapatra, Pratyush et al.
Don’t Persist All: Efficient Persistent Data
Structures
Pratyush Mahapatra
Computer Sciences
University of Wisconsin Madison
Madison, WI 53703
pratyush@cs.wisc.edu
Mark D. Hill
Computer Sciences
University of Wisconsin Madison
Madison, WI 53703
markhill@cs.wisc.edu
Michael M. Swift
Computer Sciences
University of Wisconsin Madison
Madison, WI 53703
swift@cs.wisc.edu
Abstract—Data structures used in software development have
inbuilt redundancy to improve software reliability and to speed
up performance [1]. Examples include a Doubly Linked List
which allows a faster deletion due to the presence of the
previous pointer. With the introduction of Persistent Memory,
storing the redundant data fields into persistent memory adds
a significant write overhead, and reduces performance. In this
work, we focus on three data structures - Doubly Linked List,
B+Tree and Hashmap, and showcase alternate partly persistent
implementations where we only store a limited set of data
fields to persistent memory. After a crash/restart, we use the
persistent data fields to recreate the data structures along with
the redundant data fields. We compare our implementation with
the base implementation and show that we achieve speedups
around 5-20% for some data structures, and up to 165% for a
flush-dominated data structure.
Index Terms—Persistent Memory, Intel Optane DC Persistent
Memory, Data Structures
I. INTRODUCTION
With Intel’s Optane DC Persistent Memory [2] commer-
cially available, we can safely say Persistent Memory tech-
nology is finally here. It presents a huge shift from the
current memory organization where memory is divided into
two distinct categories - DRAM for main memory which
allows byte-level access and low latency but is volatile and has
low density, and storage on flash or HDD which is extremely
dense and persistent but is orders of magnitude slower [3]
and where memory accesses are limited to block granularity.
The introduction of NVM allows us to get the best of both
worlds. It provides persistence with byte-level accesses at near-
DRAM speeds and with a much higher density. For example
the largest DRAM DIMM available is from Samsung and has a
capacity of 128 GB, whereas Intel’s largest Optane DC PMMs
has a capacity of 512 GB [2]. It’s also much cheaper than
DRAM with a 128 GB Intel Optane DIMM costing around
$600 whereas the DRAM of the same capacity costs as much
as $4500 [4].
With a lower price/byte ratio, one potential use for this
new technology is as a DRAM replacement, and using it
as a vast memory while ignoring persistence. However, in
order to make the most of this new technology and use the
opportunity to gain high speed persistence, there are many
hurdles that we have to overcome [5]. For example, with the
memory being persistent, ensuring data consistency becomes
vital. In particular, if the system crashes while an update is
being made to a data structure in Persistent Memory, the data
structure may be left in a corrupted state as the update is
only half-done. To maintain consistency, we need to prevent
reordering of writes to Persistent Memory by the CPU and the
Memory Controller while also manually flushing the persistent
data structures using cache-flush and fence instructions which
incur significant performance overhead.
In this paper, we focus on improving the performance of the
Data Structures stored in Persistent Memory by reducing the
number of flushes needed. We do this by not persisting redun-
dant data fields from data structures, which are put in place
for added software reliability and performance [1], and storing
consistently the essential data fields in Persistent Memory. For
example, only storing the ”NEXT” pointer in a Doubly Linked
List, and recreating the ”PREVIOUS” pointer after a crash.
We call our approach Partly Persistent since only some of
the data fields are made persistent. Our approach produces an
average speed up of 15% over a naive implementation which
persists all data fields. We also showcase our reconstruction
algorithms which allow rebuilding of all the redundant data
fields in volatile memory using only the persistent data fields.
The rest of the paper is organized as follows. Section 2
gives an overview of related work in the field. In Section 3,
we discuss our motivation for this work. Section 4 talks about
the Design and Implementation of the Partly Persistent Data
Structures. It also showcases the Reconstruction Algorithms
for each data structure. We show the Performance Evaluation
in Section 5 along with some of the insights that we have
gained from our experiments. Section 6 is a Discussion Section
and mentions future work that could be conducted in this field,
and we conclude in Section 7.
II. RELATED WORK
There have been numerous papers on using Persistent
Memory, and there will be many more as we try to solve
the challenges facing it. In this section, we discuss some
of the most relevant work. One way of utilizing Persistent
Memory is through the use of transactions which ensures
data consistency and atomicity. Mnemosyne [6] provides a
simple programming interface to Programmers through the
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use of lightweight transaction mechanism. NV-Heaps [7] is
another way to manage Persistent Memory directly by using
an persistent object system based on epochs. Both Mnemosyne
and NV-Heaps provides an interface for managing Persistent
Memory, however they did not delve into the problem of
optimizing implementations for Persistent Memory which we
do in this work. NOVA FS [8] is a file system created for
systems with Persistent Memory. NOVA FS has Radix Trees
in Volatile Memory to speed access to logged data but it does
not store the tree persistently. This is similar to the approach
we take in our work, where we avoid storing redundant data
in Persistent Memory. HOPS in WHISPER [9] introduces the
idea of a lightweight fence called ofence for ordering and
using a heavier primitive called dfence to ensure durability.
HOPS looks at reducing the overhead of ensuring consistency,
and proposes two fence primitives. This work can use HOPS
dfence/ofence to further the overhead of consistency among
the essential data fields that need to be made persistent.
There has been work on adapting data structures for Persistent
Memory as well. NVC-Hashmap [10] uses a Split-Ordered
List implementation for a Hashmap implementation since the
layout of the structure allows atomicity control. It does not
look into the impact of flushing data. The most relevant work
to this paper is NVTree [11] which uses similar concepts of
critical data and reconstructable data to create a B+Tree design
optimized for Persistent Memory.
III. MOTIVATION
A. Cost of Persistence
The addition of Persistent Memory to the fray brings for-
ward the problem of ensuring data consistency to the limelight.
Ensuring Data Consistency implies that the programmer must
explicitly flush the data and add memory fences to avoid
data being reordered by the CPU and the Memory Controller.
Unfortunately, the cost of such operations is high and hurts
the performance of the system.
To get a quantitative estimate of the cost of flushing, we ran a
micro-benchmark of single-threaded Append-only operations
on a simple Linked List structure. In this benchmark, depend-
ing on the user-input, either all the nodes or only some of the
nodes were flushed out. This test was run on a 1 GHz Intel
Machine with Optane DCPMM [2]. More details of this test
machine can be found in Section V-A. Figure 1 shows the
result from this test run. We find that there is almost a linear
increase in execution time as we increase the number of cache
line flushes in the system.
One potential way of reducing this cost would be by collating
multiple persistent operations together, but that becomes tricky
when trying to ensure data consistency. We wanted to look at
the possibility of reducing the number of cache line flushes
and find the minimum number required to ensure that data is
not lost.
B. Redundancy in Data Structure Designs
Widely used data structures commonly have inbuilt redun-
dancies in them [1]. This could be for purposes of ensuring
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Fig. 1: Cost of Persistence
software reliability or improving the performance of the sys-
tem. For example, a Doubly Linked List has both a previous
pointer as well as a next pointer. This allows the linked list to
be traversed in both directions, thus improving performance
while also improving software reliability. Similarly, B+Trees
have nodes that do not contain any data but are used to create
a tree structure which allows efficient traversal and fast access
to the data nodes. These nodes can be recreated by using
information from the leaf nodes.
These data structures are extremely useful and improve system
performance but using them, as they are, in Persistent Memory
would lead to more time spent in memory operations. For
example, storing the redundant data fields which are useful for
traversal in volatile memory like both the PREV and NEXT
pointers in a Doubly Linked List could potentially double the
number of flushes and thus increase the program execution
time.
IV. PARTLY PERSISTENT DATA STRUCTURE DESIGN AND
IMPLEMENTATION
Storing only the absolute minimum number of data fields
and using them to recreate the redundancy would help in
reducing both the number of flushes and also ensure that the
performance of the data structure is maintained while using
it in volatile memory. For our work, we chose data structures
that are commonly used and which we expect would be used
with Persistent Memory applications in the near future. We
went with the following three data structures for this study:
• Doubly Linked List : Common data structure used in
many applications like Scheduler, LRU Cache, Playlists,
etc.
• B+Trees : Data structure that’s commonly used in
Databases and File Systems [12]
• Hashmap : Key-Value structure data structure used in
many applications.
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A. Design Decisions
Our purpose was to identify the minimum number of data
fields that need to be made persistent by flushing their values
to Persistent Memory and not lose any data. We also wanted
to be able to create an efficient reconstruction algorithm which
recreates the data structure by using only the persistent data
fields.
B. Using Persistent Memory
We used Intel’s Optane DCPMM for all our experi-
ments. We used this machine in the App Direct Mode
[2] which allows applications to write directly to Persis-
tent Memory using byte-level accesses. To ensure we only
wrote to Persistent Memory, we created a file and mmaped
it to the Persistent Memory with the MAP SYNC and
MAP SHARED VALIDATE flags set. We then used pointer
arithmetic to locate the data structures in the file allocated in
Persistent Memory.
C. Doubly Linked List
1) Design: We started off with the design of the
simplest data structure among the selected ones, a doubly
linked list. The Linked List structure has three members-
”DATA”, ”NEXT” and ”PREV”, where NEXT points to
the succeeding node in the list and PREV points to the
preceding node in the list. DATA is designed as a struct
of integer values. For our optimized implementation, only
the NEXT and DATA are stored persistently and their values
are flushed out. Listing 1 shows the implemented Node
structure. The data structure supports two write operations -
append and delete, both of which are constant time operations.
Listing 1: Linked List Node Structure
t y p e d e f s t r u c t Value Value ;
s t r u c t Value {
long long v a l u e ;
long long padd ing1 ;
long long padd ing2 ;
long long padd ing3 ;
long long padd ing4 ;
long long padd ing5 ;
long long padd ing6 ;
} ;
s t r u c t Node{
Value d a t a ;
/ / P e r s i s t e n t Data F i e l d
s t r u c t Node * n e x t ;
/ / P e r s i s t e n t Data F i e l d
/ / 64B Cache Line Boundary
s t r u c t Node * p rev ;
} a t t r i b u t e ( ( a l i g n e d ( 6 4 ) ) ) ;
2) Implementation: We have two distinct implementations
of the data structure. In the first implementation, which
we refer to as Fully Persistent, we treat all data fields of
the data structure as persistent and stored all of them in
persistent memory. In the second implementation, which we
call Partly Persistent, we only treat a subset of the data
fields as persistent and only flush those members to persistent
memory. We also have two distinct versions for the Partly
Persistent implementation. The first implementation is used for
performance evaluation since we wanted to avoid the overhead
of calling malloc (which we do in our second implementation)
to impact our results. The second implementation focuses on
reliability and crash correctness. In the first version, we operate
directly on the Persistent Memory. Thus all the data structure
operations impact the data stored in persistent memory. In
the second version, the data structure operates on volatile
memory and is mapped to Persistent Memory only after a flush
operation. Thus the flush operation acts as a checkpoint for the
Persistent Memory. Any corruption that happens before a flush
is done is not reflected in Persistent Memory. For example, if
the NEXT pointer points to itself in volatile memory and that
portion of the data is not flushed out, it will not affect the
Persistent data structure.
3) Reconstruction Algorithm: On a crash, we run a Re-
construction Algorithm when the program starts to recreate
the lost data structure. We use the DATA and NEXT pointers
stored in Persistent Memory to reconstruct the Doubly Linked
List structure. To reconstruct the Data Structure, we first read
the head of the file where the data structure is stored. It also
stores a flag bit which indicates if the Persistent Linked List
was safely initialized. If the flag is set, we point to the top
of file, which has a NODE stored which points us to the
HEAD of the Linked List. If the data structure is not corrupted,
we move to the HEAD node of the Linked List. From here
the replication is straight forward since we can traverse the
Linked List using the NEXT pointers which have been stored
persistently and also restore the PREV pointers on the way.
On the completion of one complete forward traversal, we are
able to restore all the PREV pointers in all the nodes and also
store the address of the TAIL node.
D. B+Trees
1) Design: Next we tackled a more complex data structure,
the B+Tree. We took an existing design of a B+Tree [13] and
modified it for our purpose. The B+Tree was implemented
using the struct ”node” which has the following data
fields - ”POINTERS”, ”KEYS”, ”PARENT”, ”IS LEAF”,
”NUM KEYS” and ”NEXT”. If the node is a LEAF,
then the POINTERS point to a ”record” struct which
stores a struct of integers called ”VALUE”. For our
optimized implementation, we only store the LEAF nodes
persistently here, which reduces the number of nodes stored
by a factor of (1 − 1/n) ∗ (t/(t − 1)) where n is the total
number of LEAF nodes and t is the average occupancy
per intermediate nodes. We can then use the reconstruction
algorithm to recreate the tree. Listing 2 shows the code for
the Node structure as it is implemented. The data structures
supports - ”INSERT”, ”DELETE” and ”FIND” operations.
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Fig. 2: Visual Representation of our Linked List Design
Listing 2: B+Tree Node Structure
# d e f i n e DEFAULT ORDER 19
t y p e d e f s t r u c t Value Value ;
s t r u c t Value {
long long v a l u e ;
long long padd ing1 ;
long long padd ing2 ;
long long padd ing3 ;
long long padd ing4 ;
long long padd ing5 ;
long long padd ing6 ;
long long padd ing7 ;
} ; / / 64B
t y p e d e f s t r u c t r e c o r d {
Value v a l u e ;
} r e c o r d ;
t y p e d e f s t r u c t node node ;
s t r u c t node {
void * p o i n t e r s [DEFAULT ORDER ] ;
/ / 152B
i n t keys [DEFAULT ORDER − 1 ] ;
/ / 72B
s t r u c t node * p a r e n t ; / / 8B
boo l i s l e a f ; / / 1B
/ / Only nodes where i s l e a f =TRUE
/ / i s P e r s i s t e n t
i n t num keys ; / / 4B
s t r u c t node * n e x t ; / / 8B
} a t t r i b u t e ( ( a l i g n e d ( 6 4 ) ) ) ;
/ / 256B ( Four c a c h e l i n e s )
2) Implementation: The B+Tree is implemented as a tree
of NODES where each NODE points to multiple CHILD
nodes. Each LEAF node (a node which does not have any
CHILDREN nodes) points to multiple ”record” structs
which contains the VALUE stored. The tree is traversed by
comparing the KEY in the input query with the KEY values
present in the node. The array of KEYS in the node is traversed
till a KEY larger than the input KEY is found and then we
traverse to the CHILD node pointed to by that KEY, or create
the CHILD node if it is not present (for INSERTS). If none of
the KEYs present are larger than the node KEYS, we traverse
to the right-most CHILD node pointed to in the node. Hence,
there is always one more CHILD node pointer than the number
of KEYS present. There is also a constraint with respect to the
number of CHILD nodes each node can point to. Each NODE
can point to a maximum of X CHILD nodes and should have
a minimum of X/2 CHILD nodes. If these properties are not
met, then there is a re-balancing of the tree which could entail
deleting some nodes or transferring nodes from one PARENT
to other.
For the purpose of our project, we have two distinct imple-
mentations. Similar to Linked List, we have a Fully Persistent
Implementation and a Partly Persistent Implementation. In the
partly persistent implementation, only the LEAF nodes and
their corresponding ”record” structs are stored persistently.
This implies on an INSERT or a DELETE operation, only the
LEAF node is flushed out. Whereas, in the Fully Persistent
Implementation, all the nodes are stored persistently, and thus
all the nodes where values are changed or updated, have to
be flushed out. Again similar to the Linked List, we have two
implementations of the Partly Persistent implementation, one
for performance studies and the second for correctness. As
noted previously, flushes act as checkpoints for correctness.
3) Reconstruction Algorithm: After a crash, on running
the program again, we use the Reconstruction Algorithm
to recreate the data structure. We use the LEAF nodes to
reconstruct the B+Trees. As earlier, we first point to the top
of the file which contains a node. If the value present in
the node is valid, which can be found out by reading the
”NUM KEYS” data field in the node, then the B+Tree has
been safely initialized and we can move forward with our
reconstruction. The value of the ”POINTERS[0]” in the node
points to the left most CHILD node (node with the smallest
KEYS). In the next step, we find all the CHILD nodes of the
B+Tree. This is possible since the LEAF nodes of B+Tree
form a linked list, and hence all of the nodes can be found by
traversing the Linked List using the ”NEXT” pointer. Once,
we have all the CHILD nodes, we can then arrange them
in buckets of specific size with each bucket being assigned
a single intermediate node. This step continues recursively
till there is only one bucket left and a single HEAD node
is allocated.
Choosing the size of the BUCKET is a design decision that
can have an impact on the performance of the data structure.
• Setting the bucket size to the maximum permissible value
which is equal to the total number of nodes a single node
can point to, helps reduce the number of intermediate
nodes created and the number of levels in the B+Tree. It
4
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also speeds up ”FIND” and ”DELETE” operations since
the tree traversal encounters lesser number of intermedi-
ate levels.
• Setting the bucket size to the minimum permissible value
(maximum/2 + 1), leads to larger number of intermediate
nodes and larger number of levels, but it reduces the
number of tree rebalancing operations needed due to
”INSERTS” and thus speeds up ”INSERT” operations.
In our evaluation, we set the bucket size to the maximum
permissible value which is set to 19 in our evaluation which
allows the node to match the inherent granularity of DCPMM
- 256 bytes.
E. Hashmap
1) Design: For our last data structure, we tackled Hashmap,
a data structure that’s commonly used in key-value store
applications for its constant time lookup operations. We
took an existing Hashmap implementation from the An-
droid Open Source Project directory [14] and modified it
for our purpose. The data structure is implemented using
struct Hashmap which has the following data fields -
”BUCKETS”, ”BUCKETCOUNT”, ”HASH FUNCTION”,
”EQUALS FUNCTION”, ”LOCK” and ”SIZE”. ”BUCK-
ETS” data field points to an array of struct Entry which
has ”KEY”, ”VALUE”, ”HASH” and ”NEXT” data fields.
For our optimized implementation, we only store ”SIZE”
data field from struct Hashmap and the ”KEY” and
”VALUE” data fields from struct Entry. ”BUCKETS” and
”BUCKETCOUNT” can be recreated through the ”SIZE” data
field whereas ”HASH” can be recreated using ”KEY” and
”VALUE” data fields. Listing 3 shows the Hashmap Node
Structure and also makes note of the data fields that are
stored persistently. The data structure supports ”INSERT”,
”REMOVE” and ”FIND” operations.
Listing 3: Hashmap Node Structure
t y p e d e f s t r u c t Value Value ;
s t r u c t Value {
long long v a l u e 1 ;
long long v a l u e 2 ;
long long v a l u e 3 ;
long long v a l u e 4 ;
long long v a l u e 5 ;
long long v a l u e 6 ;
long long v a l u e 7 ;
} ; / / 56B
t y p e d e f s t r u c t E n t r y E n t r y ;
s t r u c t E n t r y {
long long key ; / / P e r s i s t e n t Data F i e l d
Value v a l u e ; / / P e r s i s t e n t Data F i e l d
/ / 64B Cache Line Boundary
i n t hash ;
E n t r y * n e x t ;
} a t t r i b u t e ( ( a l i g n e d ( 6 4 ) ) ) ;
s t r u c t Hashmap {
s i z e t bucke tCoun t ;
i n t (* hash ) ( i n t key ) ;
boo l (* e q u a l s ) ( i n t keyA , i n t keyB ) ;
mutex t l o c k ;
s i z e t s i z e ; / / P e r s i s t e n t Data F i e l d
E n t r y ** b u c k e t s ;
} a t t r i b u t e ( ( a l i g n e d ( 6 4 ) ) ) ;
2) Implementation: Hashmap is implemented as an array of
BUCKETS with each BUCKET being represented as a linked
list of ENTRIES. Each ENTRY stores a KEY and the VALUE
as well as the HASH value and a pointer to the NEXT entry.
On an INSERT, the input KEY is sent to the HASH function
5
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which outputs a HASH value on which a modulus operation is
conducted to ensure that the outputted value points to a valid
BUCKET. The corresponding value is then used to map to
the entry in the BUCKET array. If the entry in the BUCKET
array is NULL, the element is inserted at that position. Else
the ENTRY is traversed using the NEXT pointer until the end
of the list. DELETE and FIND operations are implemented
similarly.
For the purpose of our project, we have two distinct implemen-
tations. Similar to the two data structures described above, we
have a Fully Persistent and Partly Persistent implementations.
In the Partly Persistent Implementations only a subset of the
data fields are made persistent, i.e. SIZE data field in the
struct Hashmap and KEY, VALUE in struct Entry. The
Fully Persistent Implementation on the other hand has all data
fields stored persistently. Following the trend of the other two
data structures, we also have two different implementations
of the Partly Persistent data structure, one for performance
studies and the second for correctness. Here too, flushes act
as checkpoints for correctness.
3) Reconstruction Algorithm: After a crash, we use the
reconstruction algorithm on running the program to recreate
the lost data structure and find the entries. We used the spatial
arrangement of the struct Entry and the SIZE data field to
recreate the Hashmap. We first read the file which has stored
the struct Hashmap to check if the Hashmap is valid and
then read the SIZE data field. The SIZE data field is used to
recover BUCKETCOUNT data field. Then, we read the file
which stores the struct Entry. Since the struct Entry
are stored adjacently in the same file, we can use information
from the SIZE data field and travel through all the valid entries
stored in the file. If the node has a KEY which is not NULL,
it is a valid Entry and we use the KEY value to recover the
HASH value. The HASH value is then used to calculate the
Index where the Entry is stored in the BUCKETS array. If the
BUCKET is empty, we store it in the first position, otherwise
we traverse the list till pointer points to NULL and store our
Entry at that position. We then set NEXT data field of the
Entry to NULL. We continue doing this till we have found all
the Entries which is denoted by SIZE and thus recreate the
Hashmap.
V. EVALUATION
For our evaluation, we focus on performance gains while
ensuring correctness. We use the naive Fully Persistent Imple-
mentation of all three data structures as the base and compare
it to the Partly Persistent Implementation. We use workloads
that do either Inserts/Updates or Deletes and we do not look
at Find/Search operations since they do not update the data
structure and thus do not have any dirty data to be written back
to Persistent Memory. In all the variations of our workloads
shown below, we conduct a fixed number of write operations
(inserts + deletes) which is set to 100M with the data structure
initialized with 200M entries.
A. Experimental Setup
We have early access to a machine equipped with Intel
Optane DCPMM (aka Real Persistent Memory). The Machine
is a 96-core Intel Cascade Lake running at a frequency of
1 GHz. The machine has been configured to run in 100%
App Direct Mode [15] which allows byte-addressable access
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of Persistent Memory to the applications.
For our experiments, we use a B+Tree Maximum Node
Capacity of 19 which makes our node traverse four cache-
lines (256B) and a default Hashmap Load Factor of 0.75.
B. Insertion Performance
In this experiment, we use a single-threaded workload which
only inserts new elements into each data structure. To avoid
page translation overheads, we create a translation for all the
pages mmaped by reading each page once. Figure 5 has the
results for all 3 data structures and Figure 6 shows the amount
of time each data structure spends in the flush operation
in proportion to its total execution time. We find that for
the Linked List data structure, where Insert is a constant-
time operation, flush takes the majority of time. And thus by
cutting down on time spent in flush operations, we are able
to achieve speedups of 165%. For the B+Tree and Hashmap
data structures, where flush time is not the dominant factor,
we are still able to manage speedups of 19.45% and 13.3%
respectively.
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Fig. 5: Insert-only Workload : Execution Time
C. Deletion Performance
In this experiment, we run a delete-only workload over a
data structure after initializing it with multiple entries. Figure
7 has the execution time results of all 3 data structures and
Figure 8 shows the proportion of time each data structure
spends in dealing with flushes in proportion to the entire
program execution time. Focusing on the Linked List data
structure, we find that the data structure still spends a lot more
time on flushing. The amount of flushes in a delete operation
is lesser than the time taken in an insert operation, and thus
we get a smaller speedup of 9.6%. For B+Tree and Hashmap,
we get a speedup of 15.13% and 13.76% respectively.
D. Mixed Workloads
In applications, we find a mix of update operations -
interleaving writes and deletes. Hence, we wanted to conduct
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Flush Operations over Total Execution Time
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Fig. 7: Delete-only Workload : Execution Time
an experiment that could try emulate that behaviour. This
led us to synthesizing workloads with differing mix of In-
sert/Delete configurations. We check for the following config-
urations (Frequency of Inserts : Frequency of
Deletes) - 1:1 , 2:1 and 4:1 . Figure 9, 10 and 11 show
the results of these experiments. The speedups of the Linked
List data structure varies from 81% to 49%. For B+Tree,
the speedups are more modest and vary between 6% to 16%
depending on the workload. Similarly, we see speedups in the
range of 14% to 21% for Hashmaps.
In all the above experiments (including Insert-only and Delete-
only workloads), we find that the time spent by the program
outside of Flush Operations in both Partly Persistent and Fully
Persistent stay fairly constant and thus the only reduction is
due to the reduction of time in handling flushes.
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Fig. 9: 1:1 (Insert/Delete) Workload : Execution Time
E. Re-flushing the Same Cache Line
In all our experiments above, the addresses flushed were
cache-line aligned (64B) and we collated multiple operations
to the same cache-line and flushed them at the same time. That
led us to the question, what would be the performance impact
if as a software designer we were not careful about the size
and alignment of the data we were flushing out. To do that, we
created a sample data structure similar to simple Linked List
which holds a struct of integer values as its data, and we
flush data of different sizes out. We run a micro-benchmark
where we INSERT data to this data structure. Figure 12 shows
the result of this experiment. We find that the cost of flushing
out non-aligned data ends up causing a huge performance loss,
with the 8B data flushes having a slowdown of 61.3% as
opposed to the cache-aligned 64B version. This slowdown
occurs due to the penalty of re-fetching the same cache-
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line multiple times. Thus, while designing data structures in
Persistent Memory, we pay special attention to the alignment
data we are flushing out.
F. Reconstruction Performance
To ensure fast performance for the data structure in volatile
memory, the redundant data fields are extremely useful. For
example, PREV pointer in Linked Lists helps in speeding up
traversal in Linked Lists. Hence, there is a need to reconstruct
the redundant data fields using the persistently stored data
structures, while ensuring that the time taken for reconstruction
is lower than the performance gained through storing only a
subset of data fields. To ensure reliable reconstruction, we use
our second version of the Partly Persistent Implementation. In
this version, data structure operates on volatile memory and
is mapped to Persistent Memory only on flush operations. We
find that the time taken for reconstruction varies depending
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on the complexity of reconstruction. For Hashmaps, it takes
7 seconds to reconstruct a 1.2 GB data structure, whereas it
takes 2 seconds for a Linked List data structure of a similar
size to be recreated. There is scope for further improvement,
for example parallelizing the reconstruction algorithm would
make the step much faster.
G. Correctness
To ensure correctness of the data structure and our evalua-
tion, we took the following measures:
• Added checks to ensure that flush operations only happen
for data mapped to Persistent Memory. This ensured that
we did not have any stray flushes which might impact
our performance results.
• We added bugs into our data structure in volatile memory
at random locations to check if it impacted our persistent
data structure. These bugs were added before a flush,
which is the point where we checkpoint our data structure
in persistent memory. We were able to correctly recover
our data structure.
• We added checks to ensure that the data written before
a crash was the same as the data recovered through our
reconstruction algorithm.
Using these steps we were able to find and fix bugs in our
program and we find that all our recoveries work.
VI. DISCUSSION
This paper shows that reducing the number of flushes helps
in reducing the execution time of the program. But we do not
look at the following considerations here:
• Fences: The number of fences or more precisely number
of flushes per fence also plays a huge rule in determining
the program performance. Having multiple flushes per
fence allows the overlapping flush latency, and hence
reduces the impact of flushes.
• Read Overheads: Our work focused on operations that
wrote data to cache-lines, and thus we never compared the
performance impact of Read operations to Persistent Data
Structures. Such a study would require us to compare
with an implementation present only in Volatile Memory.
We have been basing our evaluation on micro-benchmarks
that we ran on these data structures. Running widely-used Key-
Value store benchmarks would give us a better idea about the
performance improvements that we can expect in real-world
applications.
VII. CONCLUSION
With the introduction of Persistent Memory, accesses to
Non-Volatile Memory has become cheaper than ever before.
But using it as we use normal volatile memory would lead
to severe performance degradation due to the higher latency
of accessing it. In this paper, we show that by selectively
persisting data fields in a data structure, we are able to achieve
speedups in the range of 5-20% and sometimes speedups as
high as 165% for certain workloads.
Implementation of the data structures is present at https:
//github.com/pratyushmahapatra/PersistentApps
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