Introduction
HE problem of finding the unknown location of a target based on TOA measurements from a set of receivers whose positions are known is a fundamental problem in many applications such as military target tracking, environmental monitoring, telecommunications, security systems and many others [1] [2] .
The localization algorithms use various techniques such as TOA, time difference of arrival (TDOA), received signal strength (RSS), or angle of arrival (AOA). The focus of the present paper is a target localization problem based on the TOA measurements due to its simplicity and efficiency.
The target location can be estimated based on the least squares (LS) and the maximum likelihood (ML) estimation techniques, as powerful methods which can be employed successfully in practical applications. Hence, the localization problem can be formulated as an optimization problem known as least squares that minimizes the sum of squared errors between the estimated and the measured distances.
In general, the LS problems can be divided into two categories: linear least squares (LLS) and nonlinear least squares (NLS). In this work, the NLS is applied to solve target localization problem based on the noisy TOA measurements. However, the objective function of the NLS estimation for the considered localization problem is a highly nonlinear and multimodal. Thus, obtaining the global optimal solution of NLS problem with classical optimization methods is a difficult task, as the convergence of these algorithms heavily depends on the selection of initial points and may not always converge to the global optimal solution. In order to overcome these difficulties and to provide highly accurate optimal solution, a new hybrid optimization procedure, which combines the Genetic Algorithm (GA) with a local direct search Nelder-Mead (NM) method is presented in this paper, due to their robustness and efficiency. The proposed hybrid GA-NM method is divided in two phases in the process of finding the optimal solution. During the first phase, the GA explores the search space in order to find promising regions in which the global optimal solution may lie and provide good initial solution for local direct search method. In the second phase, the solution from the first phase is used as a starting point for the local direct search NM method, which is able to simultaneously improve the solution quality and convergence speed of the algorithm.
The WLS technique is presented in this paper to estimate the target location due to its computational efficiency and closed-form solution [3] . This technique linearizes the nonlinear TOA measurement equations by introducing an additional variable in order to minimize the weighted sum of squared residual errors.
To compare the localization accuracy, the corresponding CRLB is derived, which provides a lower bound on the variance of any unbiased estimator [4] .
The paper is organized as follows. The target localization problem based on the noisy TOA measurements from a set of receivers whose positions are known is reviewed in Section 2. Section 3 describes target localization problem which is modelled as a least squares estimation problem with NLS and WLS approaches. In Section 4, the hybrid GA-NM method is presented. The CRLB is given in Section 5. Section 6 gives the simulation results of the proposed hybrid GA-NM method against the WLS and the GA approaches. Finally, conclusions are drawn in Section 7.
Problem formulation
In this section, the two-dimensional (2-D) target localization model using noisy TOA measurements under the 
where c is the propagation speed and l d is distance between the true target location and lth receiver.
Thus, the Eq. (1) can be written in a vector form as:
where
is a measurement noise vector.
Least squares methods
In this section, LS methods for a target localization based on the noisy TOA measurements are presented. This method is based on the minimization of the NLS objective function
x which is defined as the sum of squared residuals between the estimated and the measured TOA values, i.e.:
where residual ( )
is given by:
Therefore, the problem defined in Eq. (3) is an unconstrained nonlinear optimization problem, where the optimal target location can be obtained as a minimum of the objective function NLS J , that is:
The nonlinear equations can be transformed into a set of linear equations through the following process.
Squaring the both sides of Eq. (1) yields:
Introducing the additional variables: 
From Eqs. (10)- (14) respectively, the WLS objective function is defined as follows: 
The WLS method is usually chosen in practice due to its easy implementation and higher computational efficiency.
Hybrid GA -NM method
In this section, a new hybrid genetic algorithm is presented, which combines the GA, with powerful global-search abilities, with well-known direct local search NM method. The proposed hybridization is performed with the aim to simultaneously improve the convergence speed and the accuracy of the obtained solutions. In this way, the procedure of the corresponding GA and local search NM method are presented in the following subsections.
Genetic algorithm
The GA is one of the most powerful optimization methods based on the mechanics of natural evolution [5] , which can be successfully applied to solve the NLS minimization problems. The minimization problem in Eq. (3) can be modified by introduction of bound-constraints, which can be written as:
in which x is a vector of decision variables, Finally, the mutation process selects a random variable of a random individual and negates the bit in order to introduce new unexplored solutions into the search space and to overcome trapping in local minima.
The process of selection, crossover and mutation continues for a fixed number of generations or until the fitness of the best and average individual becomes close to the global optimum.
Nelder-Mead method
The Nelder-Mead simplex method is one of the most widely used local direct search methods for finding a local minimum without using the gradient information of the objective function [6] .
In the NM simplex method, a simplex is a geometrical figure consisting of 1 n+ points { } As shown in Fig.3 , the initial simplex is bounded by a solid line and its worst vertex is denoted by 3 , x where , x are the vertices of reflection, expansion, outside and inside contraction, respectively. In order to define the vertices of the simplex for the next iteration, the centroid x of the line segment connecting the two best vertices 1
x and 2 x is also illustrated in Fig.3 . The result of each iteration is a new vertex, which replaces the current worst vertex 3 x , or a set of n new points (if a shrinkage is performed), which together with 1 x form a new simplex for the next iteration. With these operations, the simplex is successfully improved at the end of each iteration step. In this way, the initial simplex moves away from the worst vertex towards the local optimum, for which the objective function value at the vertices becomes smaller as the iteration progresses.
A single iteration of the NM local direct search method is described in following steps:
Step 1. Initialization. Starting from the initial vertex 1 x found by GA algorithm, the NM method determines the remaining n vertices { } 1 :
in the search space as follows:
where i e is the unit vector of the i th coordinate axis and ∈ λ is initial step size commonly used as 1.
λ =
Step 2. Sorting. Evaluate the objective function value at each vertex and sort the 1 n+ vertices in ascending order, such that:
Step 3. Simplex generation. For the corresponding vertices
the new simplex is formed using four possible geometric operations such as: a) Reflection. The reflection point r x is generated by reflecting the vertex 1 , n+ x with the highest objective function value as follows:
( )
, :
where x is the centroid of the n best vertices defined as:
. .
For the NM method in 2 , where the simplex is a triangle, , 
Cramer-Rao Lower Bounds
In general, the CRLB provides the theoretical lower bound on the covariance matrix of any unbiased estimator [4] . The CRLB can be obtained using the inverse of the Fisher information matrix (FIM) ( ) I x , which can be defined as:
ln ln ln , Then, the relationship between the CRLB and the variance can be expressed as:
where x is estimated vector of x and {} tr ⋅ is the trace operator.
Simulation results
In this section, the localization performance of the hybrid GA-NM method is evaluated and compared with the closedform WLS method, GA and CRLB. In the simulation environment, four receivers with known coordinates The cumulative distribution functions (CDFs) of localization errors based on the hybrid GA-NM, GA and WLS methods are compared to evaluate the localization performance. Simulations are performed with different levels of SNR, SNR = 10dB and SNR = 40dB, respectively.
The CDFs of localization errors using the considered algorithms are illustrated in Fig.4 , for SNR level set to 10dB. From the results presented in Fig.4 , it can be concluded that the hybrid GA-NM method has a superior performance in comparison to the other considered algorithms. Fig.5 depicts CDFs of previously considered algorithms for the case when the SNR = 40dB. From Fig.5 , it is observed that in the case when the SNR is larger the CDFs of hybrid GA-NM method has outperform the both GA and WLS methods.
Comparing the numerical results from Figures 4 and 5, respectively, it can be observed that hybrid GA-NM method has better localization accuracy then the both GA and WLS methods, especially in the high SNR levels.
Finally, Fig.6 shows the RMSE as the function of the SNR for the hybrid GA-NM, GA and the WLS methods. From the results in Fig.6 , it is observed that proposed hybrid GA-NM method reaches the CRLB for wide range of SNR, implicating the hybrid GA-NM as a robust method in different noisy measurement environments, outperforming both GA and WLS methods.
Conclusion
In this paper, the TOA localization problem based on the noisy measurements is formulated as the WLS and NLS estimation problem. To efficiently solve this localization problem a novel hybrid algorithm, based on the GA and NM method is introduced in this paper. Simulation results show that the proposed hybrid GA-NM method outperforms the both GA and WLS methods and can achieve higher localization accuracy over a wide range of SNR values.
