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Abstract
In this paper, we study the multiplicity of closed characteristics on partially symmetric
convex compact hypersurfaces in R2n: The main ingredient of the proof is a new ðP;oÞ-index
function and its iteration theory for symplectic matrix paths and some symplectic orthogonal
matrix P: This theory yields estimates on this multiplicity via index estimates for a new type of
iterations of any symplectic matrix path g : ½0; t-Spð2nÞ deﬁned by gðt þ tÞ ¼ PgðtÞPgðtÞ for
any tX0:
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1. Introduction and main results
In this paper we consider the multiplicity of closed characteristics on partially
symmetric hypersurfaces in R2n: Let S be a C2 compact hypersurface in R2n
bounding a convex compact set C with non-empty interior, and possess a non-
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vanishing Gaussian curvature. Without loss of generality we assume 0AC: We
denote the set of all such hypersurfaces in R2n byHð2nÞ: For any xAS; let NSðxÞ be
the outward normal unit vector at x of S: We consider the given energy problem of
ﬁnding t40 and a C1 curve x : ½0; t-R2n such that
’xðtÞ ¼ JNSðxðtÞÞ; xðtÞAS; 8tAR;
xðtÞ ¼ xð0Þ; ð1:1Þ
where J ¼ Jn ¼ ð 0In 	In0 Þ; and In is the identity matrix on Rn: When there is no
confusion, the subindex n will be omitted. A solution ðt; xÞ of the problem (1.1) is
called a closed characteristic on S: Two closed characteristics ðt; xÞ and ðs; yÞ are
geometrically distinct if xðRÞayðRÞ: We denote by JðSÞ and *JðSÞ the set of all
closed characteristics ðt; xÞ on S with t being the minimal period of x and the set of
all geometrically distinct ones, respectively. For ðt; xÞAJðSÞ; we denote by ½ðt; xÞ
the set of all elements inJðSÞ which are geometrically the same as ðt; xÞ: For a set A;
we denote the number of its total elements by #A: A long standing conjecture on the
multiplicity of closed characteristics on S is
# *JðSÞXn; 8SAHð2nÞ:
After the pioneering works [16] of Rabinowitz and [18] of Weinstein in 1978 on
# *JðSÞX1 for all SAHð2nÞ; many mathematicians made signiﬁcant contributions to
this problem. Besides results under pinching conditions (cf. references in [13]), in the
works [4] of Ekeland and Lassoued, [3] of Ekeland and Hofer, and [17] of Szulkin in
1987–1988, # *JðSÞX2 was proved for any SAHð2nÞ when nX2: In the recent paper
[15] Long and Zhu further proved
# *JðSÞX n
2
h i
þ 1; 8SAHð2nÞ;
where ½a ¼ maxfkAZ j kpag for any aAR: In another paper [7], Liu, Long, and
Zhu proved # *JðSÞXn when SAHð2nÞ is symmetric with respect to the origin, i.e.,
xAS implies 	xAS:
In this paper, we study the multiplicity of closed characteristics on partially
symmetric convex hypersurfaces in R2n: For any xi; yiARki with i ¼ 1; 2; we denote
by ðx1; y1Þ}ðx2; y2Þ ¼ ðx1; x2; y1; y2Þ: In this paper we ﬁx an integer k with 0pkpn:
Let P ¼ diagð	In	k; Ik;	In	k; IkÞ and Hkð2nÞ ¼ fSAHð2nÞ j xAS implies PxASg:
For SAHkð2nÞ; let SðkÞ ¼ fyAR2k j 0}yASg; where 0 is the origin in R2n	2k: The
following is the main result of this paper.
Theorem 1.1. For any SAHkð2nÞ with 0pkpn; suppose
# *JðSðkÞÞpk or # *JðSðkÞÞ ¼ þN; if k40: ð1:2Þ
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Then we have
# *JðSÞXn 	 2k: ð1:3Þ
Note that when k ¼ 0; Theorem 1.1 recovers the main result of [7]. When k ¼ 1; it
is well known that # *JðSð1ÞÞ ¼ 1: When k ¼ 2; by Hofer et al. [6], # *JðSð2ÞÞ ¼ 2 or
þN: Therefore we obtain
Corollary 1.2. For any SAHkð2nÞ with k ¼ 0; 1, or 2, there holds
# *JðSÞXn 	 2k: ð1:4Þ
In order to prove Theorem 1.1, besides using methods introduced in [7,15], we
classify all closed characteristics on SAHkð2nÞ into three kinds: P-symmetric, P-
asymmetric, and P-ﬁxed. The main difﬁculty in the proof is the following index
estimate for any P-symmetric closed characteristic ðt; xÞ:
iðgxÞ þ 2Sþgxð1Þð1Þ 	 nðgxÞXn 	 2k; ð1:5Þ
where gx is the fundamental solution of the linearized Hamiltonian system at x: For
the deﬁnition of the index ðiðgxÞ; nðgxÞÞ we refer to the works [1,8,9,14] of Conley,
Zehnder, and Long. Sþgxð1Þð1Þ is a splitting number of the symplectic matrix gxð1Þ at 1
introduced in [11]. Details of these concepts can be found in [13].
In earlier studies, for any symplectic path g : ½0; t-Spð2nÞ; its iteration is deﬁned
by gðt þ tÞ ¼ gðtÞgðtÞ for tX0: But our proof of (1.5) requires to study a new type of
iterations of g deﬁned by
gðt þ tÞ ¼ PgðtÞPgðtÞ; 8tX0:
To solve this problem we introduce in this paper a new index function theory, which
we call the ðP;oÞ-index function theory, and develop its iteration theory system-
atically following [13]. This new iteration theory yields the required estimate (1.5).
In Section 2, we classify the closed characteristics on any hypersurface SAHkð2nÞ;
using (1.5) and the common index jump theorem techniques of [7,15] to derive the
lower bound estimate on the number of orbits, and prove Theorem 1.1. The
establishment of the mentioned ðP;oÞ-index function and its iteration theory is
postponed to Section 3. In Section 4 we prove estimate (1.5).
2. Proof of Theorem 1.1
2.1. Known properties from the index theory and variational methods
First we brieﬂy recall the index function theory of symplectic paths. For
details readers are referred to [13]. For any nAN ¼ f1; 2;yg and t40; we deﬁne
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as usual
Spð2nÞ ¼ fMAGLð2n;RÞ j MT JM ¼ Jg; ð2:1Þ
Ptð2nÞ ¼ fgACð½0; t; Spð2nÞÞ j gð0Þ ¼ Ig; ð2:2Þ
where MT is the transpose of M: For any gAPtð2nÞ; by Conley, Zehnder, and Long
[1,8,9,14] an index theory is deﬁned by a pair of integers ði1ðgÞ; n1ðgÞÞAZ
f0;y; 2ng:
For any gAPtð2nÞ and mAN; the m-iteration path gmAPmtð2nÞ of g is deﬁned by
gmðtÞ ¼ gðt 	 jtÞgðtÞj; 8jtptpð j þ 1Þt; j ¼ 0;y; m 	 1: ð2:3Þ
The iteration theory of the mentioned index theory was established in a sequence of
papers by Long. Specially this index theory is extended to a new o-index function
theory in [11], which we denote by
ðioðgÞ; noðgÞÞAZ f0;y; 2ng; ð2:4Þ
for any gAPtð2nÞ and oAU ¼ fzAC j jzj ¼ 1g: For any MASpð2nÞ and oAU; the
splitting numbers S7MðoÞ are introduced in [11] via
S7MðoÞ ¼ lime-70 iexpð
ﬃﬃﬃﬃ	1p eÞoðgÞ 	 ioðgÞ; ð2:5Þ
where g is any path in Ptð2nÞ satisfying gðtÞ ¼ M: For any gAPtð2nÞ; the mean
index iˆðgÞ is deﬁned by
iˆðgÞ  lim
m-þN
i1ðgmÞ
m
¼ 1
2p
Z
U
ioðgÞ do; ð2:6Þ
and it is always a ﬁnite real number.
In [15], Long and Zhu proved the following common index jump theorem which
will be used below in our proof.
Proposition 2.1 (cf. Theorem 11.2.1 of [13]). For k ¼ 1;y; q; let gkAPtkð2nÞ be a
finite family of symplectic paths, denote by Mk ¼ gðtkÞ; imk ¼ i1ðgmk Þ; and nmk ¼ n1ðgmk Þ:
Suppose
iˆðgkÞ40; i1kXn; 8 k ¼ 1;y; q: ð2:7Þ
Then there exist infinitely many ðN; m1;y; mqÞANqþ1 with NXn such that the
following hold for k ¼ 1;y; q:
n2mk	1k ¼ n1k; ð2:8Þ
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n2mkþ1k ¼ n1k; ð2:9Þ
i2mk	1k þ n2mk	1k ¼ 2N 	 ði1k þ 2SþMkð1Þ 	 n1kÞ; ð2:10Þ
i2mkþ1k ¼ 2N þ i1k; ð2:11Þ
i2mkX2N 	 n; ð2:12Þ
i2mkk þ n2mkk p2N þ n: ð2:13Þ
Following Section V.3 of [2] and Chapter 15 of [13], ﬁx a SAHð2nÞ bounding a
compact convex set C: The gauge function jS of S is deﬁned by
jSð0Þ ¼ 0; and jSðxÞ ¼ inf l40jxlAC
n o
; 8xa0: ð2:14Þ
Fix a constant a with 1oao2 in this paper, we deﬁne HS : R2n-½0;þNÞ by
HSðxÞ ¼ jSðxÞa; 8xAR2n: ð2:15Þ
Then HSAC1ðR2n;RÞ-C2ðR2n\f0g;RÞ is convex and S ¼ H	1S ð1Þ: It is well-known
that the problem (1.1) is equivalent to the following problem:
’xðtÞ ¼ JH 0SðxðtÞÞ; HSðxðtÞÞ ¼ 1; 8tAR; ð2:16Þ
xðtÞ ¼ xð0Þ: ð2:17Þ
Denote by *JðS; aÞ the set of all geometrically distinct solutions ½ðt; xÞ of
(2.16)–(2.17) with t being the minimal period of x: Note that elements in *JðSÞ
and *JðS; aÞ are one to one correspondent to each other. Denote
HSðxÞ ¼ sup
yAR2n
fðx; yÞ 	 HSðyÞg; 8xAR2n; ð2:18Þ
where ð; Þ denotes the standard inner product of R2n: Deﬁne
f ðuÞ ¼
Z 1
0
1
2
ðJu;PuÞ þ HSð	JuÞ
 
dt; 8uAE; ð2:19Þ
where Pu is deﬁned by d
dt
Pu ¼ u and R 1
0
Pu dt ¼ 0; and E ¼ fuALa=ð1	aÞðR=Z;R2nÞ jR 1
0 u dt ¼ 0g: For any ðt; xÞAJðS; aÞ and mAN; let
uxmðtÞ ¼ ðmtÞða	1Þ=ða	2Þ ’xðmttÞ: ð2:20Þ
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They are critical points of f in E with strictly increasing critical values. Detailed
relations between critical points of f on E and solutions of (2.16)–(2.17) can be found
in Chapter 15 of [13]. Denote by ‘‘ind’’ the Fadell–Rabinowitz S1-cohomology index
theory for S1-invariant subsets in E deﬁned in Section V.3 of [2] (cf. the original
deﬁnition in [5]). For ½ f c  fuAE j f ðuÞpcg; deﬁne
ck ¼ inffco0jindð½ f cÞXkg: ð2:21Þ
Then all the ck’s are critical values of f and
	Nomin
uAE
f ðuÞ ¼ c1p?pckp?o0; ð2:22Þ
ck-0 as k-þN: ð2:23Þ
For any ðt; xÞAJðS; aÞ; let gxAPtð2nÞ be the fundamental solution of the linearized
system
’yðtÞ ¼ JAðtÞyðtÞ; ð2:24Þ
with AðtÞ ¼ H 00SðxðtÞÞ; and denote by
ðiðxmÞ; nðxmÞÞ ¼ ði1ðgmx Þ; n1ðgmx ÞÞ; 8mAN:
We also call gx the associated symplectic path of ðt; xÞ: We collect some known
results below which we shall need in the proof of Theorem 1.1.
Lemma 2.2 (Theorem 15.3.1 and Lemma 15.3.5 of [13]). Suppose # *JðSÞoþN:
There exists an injection map C ¼ CðSÞ : N- *JðS; aÞ N with CðkÞ ¼ ð½ðt; xÞ; mÞ
such that
f 0ðuxmÞ ¼ 0 and f ðuxmÞ ¼ ck; ð2:25Þ
iðxmÞp2k 	 2þ npiðxmÞ þ nðxmÞ 	 1: ð2:26Þ
Lemma 2.3 (Corollory 15.1.4 and Lemma 15.3.2 of [13], cf. also [10,12]). Fix
SAHð2nÞ and aAð1; 2Þ: For any ðt; xÞAJðS; aÞ and mAN; there hold
iðxmþ1Þ 	 iðxmÞX2; ð2:27Þ
iðxmþ1Þ þ nðxmþ1Þ 	 1Xiðxmþ1Þ4iðxmÞ þ nðxmÞ 	 1; ð2:28Þ
iˆðxÞ42; iðxÞXn: ð2:29Þ
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Lemma 2.4 (Theorem 15.1.1 and Lemma 15.6.3 of [13]). Suppose gAPtð2nÞ is C1
and 	J ’gðtÞgðtÞ	1 is positive definite for all tA½0; t: Let M ¼ gðtÞ and g2 be the
2-iteration of g defined by (2.3). Then we have
iðg2Þ þ 2Sþ
M2
ð1Þ 	 nðg2ÞXn: ð2:30Þ
2.2. Special properties from partially symmetric hypersurfaces
In order to prove Theorem 1.1 we further need the following results.
Lemma 2.5. For any SAHð2nÞ; there holds ðt; yÞAJðSðkÞÞ if and only if
ðt; 0}yÞAJðSÞ with 0 being the origin of R2n	2k:
Proof. It sufﬁces to prove the necessity. By the deﬁnition of the gauge function in
(2.14) we have jSðkÞðyÞ ¼ jSð0}yÞ for all yAR2k: Thus by (2.15), it follows that
HSðkÞðyÞ ¼ HSð0}yÞ; 8yAR2k: ð2:31Þ
If ðt; yÞAJðSðkÞÞ; by deﬁnition we obtain
’yðtÞ ¼ JkH 0SðkÞðyðtÞÞ ¼ JnðHSÞ0yð0}yðtÞÞ: ð2:32Þ
Since HSðxÞ is positively homogeneous of degree a by deﬁnition, Pðz}yÞ ¼ ð	zÞ}y
for any zAR2n	2k and yAR2k; and xAS if and only if PxAS; if and only if HS;aðxÞ ¼
1: Thus we have
HSðð	zÞ}yÞ ¼ HSðz}yÞ; ð2:33Þ
	ðHSÞ0zðð	zÞ}yÞ ¼ ðHSÞ0zðz}yÞ; 8zAR2n	2k; yAR2k: ð2:34Þ
Let z ¼ 0 in (2.34), we then obtain
ðHSÞ0zð0}yÞ ¼ 0; 8yAR2k:
Together with (2.32) this proves that 0}y satisﬁes (2.16)–(2.17), i.e., ðt; 0}yÞA
JðS; aÞ: &
Lemma 2.6. For any SAHkð2nÞ; suppose ðt; xÞAJðS; aÞ: Then ðt; PxÞAJðS; aÞ; and
ðiðxmÞ; nðxmÞÞ ¼ ðiððPxÞmÞ; nððPxÞmÞÞ; 8mAN: ð2:35Þ
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Moreover, if xðRÞ-PxðRÞa|; denote by x ¼ y}z with yAR2n	2k: Then one of the
following must happen:
(i) y ¼ 0 and ðt; zÞA *JðSðkÞÞ;
or (ii) ya0; and there hold
xðtÞ ¼ Px t þ t
2

 
; A t þ t
2

 
¼ PAðtÞP; ð2:36Þ
gx t þ
t
2

 
¼ PgxðtÞPgx
t
2

 
ð2:37Þ
for all tA½0; t=2; where AðtÞ ¼ H 00SðxðtÞÞ and gx is the fundamental solution of the
corresponding linearized system (2.24).
Proof. Because S ¼ PS; by (2.33) for all xAR2n we obtain
HSðxÞ ¼ HSðPxÞ; ð2:38Þ
H 0SðxÞ ¼ PH 0SðPxÞ; ð2:39Þ
H 00SðxÞ ¼ PH 00SðPxÞP: ð2:40Þ
By (2.39), ðt; xÞAJðS; aÞ implies that Px also satisﬁes (2.16) because PASpð2nÞ: By
(2.40), both PgxP and gPx are the fundamental solutions of (2.24) with x replaced by
Px: Hence gPxðtÞ ¼ PgxðtÞP: Therefore gmx and gmPx possess the same indices for any
mAN: This proves (2.35).
Suppose xðRÞ-PxðRÞa|: Then there exist t1 and t2A½0; t such that
xðt1Þ ¼ Pxðt2Þ: Since both xðt1 þ tÞ and Pxðt2 þ tÞ are solutions of the same
system (2.16), by the uniqueness, we have xðt1 þ tÞ ¼ Pxðt2 þ tÞ; and then
xðtÞ ¼ xð2ðt2 	 t1Þ þ tÞ for any tAR: Thus 2ðt2 	 t1Þ ¼ 0 or 7t: For the ﬁrst
case we have y ¼ 0: For the second case we have xðtÞ ¼ Pxðt þ t
2
Þ; where from (2.40)
we also have
H 00S x t þ
t
2

 
 
¼ H 00SðPxðtÞÞ ¼ PH 00SðxðtÞÞP: ð2:41Þ
By the deﬁnition of AðtÞ ¼ H 00SðxðtÞÞ; the above becomes
A t þ t
2

 
¼ PAðtÞP; 8tX0: ð2:42Þ
Note that P	1 ¼ P; both gxðt þ t2Þ and PgxðtÞPgxðt2Þ satisfy the same system (2.24)
with the same initial condition at t ¼ 0: So we obtain (2.37) and hence complete
the proof. &
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Proposition 2.7. Let gAPtð2nÞ be C1 and 	J ’gðtÞg	1ðtÞ be positive definite for every
tA½0; t: Suppose
g t þ t
2

 
¼ PgðtÞPg t
2

 
; 8tA 0; t
2
h i
: ð2:43Þ
Then
iðgÞ þ 2Sþgð1Þð1Þ 	 nðgÞXn 	 2k: ð2:44Þ
This proposition is used in the following proof of Claim 2 in the proof of
Theorem 1.1. It should be compared with the Lemma 2.4 above. As we have
mentioned in Section 1, because of the new iteration formula (2.43), the proof of this
proposition needs a new index function theory and the related index iteration theory.
Sections 3–5 of this paper are devoted to establish these theories.
Now we are ready to give
Proof of Theorem 1.1. It sufﬁces to consider the case # *JðS; aÞoþN: By Lemma
2.6, there exist ﬁnite non-negative integers q1; q2; and q3 such that q1 þ q2 þ q3 ¼
# *JðS; aÞ  q and
*JðS; aÞ ¼ f½ðtj; xjÞj j ¼ 1;y; q1g[
f½ðtj ; xjÞ; ½ðtj; PxjÞ j j ¼ q1 þ 1;y; q1 þ q2g[
f½ðtj ; xjÞ j j ¼ q1 þ q2 þ 1;y; q1 þ q2 þ q3g; ð2:45Þ
where the closed characteristics are divided into three classes:
(i) (P-symmetric orbits) xjðRÞ ¼ PxjðRÞ with xj ¼ yj}zj and yja0 for j ¼
1;y; q1;
(ii) (P-asymmetric orbits) xjðRÞ-PxjðRÞ ¼ | for j ¼ q1 þ 1;y; q1 þ q2;
(iii) (P-ﬁxed orbits in SðkÞ) ½ðtj; zjÞA *JðSðkÞÞ; xj ¼ 0}zj for j ¼ q1 þ q2 þ 1;y; q:
By Lemmas 2.2 and 2.6, we obtain an injection C ¼ CðSÞ : N-f½ðtj; xjÞj j ¼
1;y; qg N: Set
ið j; mÞ ¼ iðxmj Þ and nð j; mÞ ¼ nðxmj Þ; 8mAN:
By (2.29) we can apply Lemma 2.1 to the associated symplectic paths of
ðt1; x1Þ;y; ðtq; xqÞ; ð2tq1þ1; x2q1þ1Þ;y; ð2tq; x2qÞ:
Then we obtain some ðN; m1;y; m2q	q1ÞAN2q	q1þ1 with NXn such that
ið j; 2mj þ 1Þ ¼ 2N þ ið j; 1Þ; ð2:46Þ
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ið j; 2mj 	 1Þ þ nð j; 2mj 	 1Þ ¼ 2N 	 ðið j; 1Þ þ 2SþðxjÞ 	 nð j; 1ÞÞ; ð2:47Þ
ið j; 2mjÞX2N 	 n; ð2:48Þ
ið j; 2mjÞ þ nð j; 2mjÞp2N þ n; ð2:49Þ
for j ¼ 1;y; q; and
ið j; 4mjþq	q1 þ 2Þ ¼ 2N þ ið j; 2Þ; ð2:50Þ
ið j; 4mjþq	q1 	 2Þ þ nð j; 4mjþq	q1 	 2Þ ¼ 2N 	 ðið j; 2Þ þ Sþðx2j Þ 	 nð j; 2ÞÞ; ð2:51Þ
ið j; 4mjþq	q1ÞX2N 	 n; ð2:52Þ
ið j; 4mjþq	q1Þ þ nð j; 4mjþq	q1Þp2N þ n ð2:53Þ
for j ¼ q1 þ 1;y; q:
Claim 1. mj ¼ 2mjþq	q1 for j ¼ q1 þ 1;y; q:
In fact, for j ¼ q1 þ 1;y; q; by (2.48), (2.51), (2.42), (2.43), and (2.44) we have
iðj; 2mjÞX 2N 	 n
X 2N 	 ðið j; 2Þ þ Sþðx2j Þ 	 nð j; 2ÞÞ
¼ ið j; 4mjþq	q1 	 2Þ þ nð j; 4mjþq	q1 	 2Þ
4 ið j; 4mjþq	q1 	 2Þ:
Thus together with (2.27) we obtain
2mj44mjþq	q1 	 2; 8j ¼ q1 þ 1;y; q: ð2:54Þ
Similarly, by (2.50), (2.42), (2.48), (2.44), and (2.41) we have
2mjo4mjþq	q1 þ 2; 8j ¼ q1 þ 1;y; q: ð2:55Þ
Hence Claim 1 follows.
Denote by CðN 	 s þ 1Þ ¼ ð½ðtjðsÞ; xjðsÞÞ; mðsÞÞ for s ¼ 1;y; n: Here jðsÞA
f1;yqg; and mðsÞAN: From (2.26) of Lemma 2.2, we have
ið jðsÞ; mðsÞÞp2N 	 2s þ npið jðsÞ; mðsÞÞ þ nð jðsÞ; mðsÞÞ 	 1; 8s ¼ 1;y; n:
ð2:56Þ
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Note that ið j; 1Þ ¼ iðxjÞXn by (2.29). From (2.46) and(2.56) we have
ið jðsÞ; mðsÞÞp 2N 	 2s þ n
o 2N þ n
p 2N þ ið jðsÞ; 1Þ
¼ ið jðsÞ; 2mjðsÞ þ 1Þ; 8s ¼ 1;y; n:
Thus from (2.27) we obtain
mðsÞo2mjðsÞ þ 1; 8s ¼ 1;y; n: ð2:57Þ
Deﬁne
S1 ¼ fsAf1;y; n 	 kg j 1pjðsÞpq1g; ð2:58Þ
S2 ¼ fsAf1;y; n 	 kg j q1 þ 1pjðsÞpqg: ð2:59Þ
Claim 2. #S1pq1:
In fact, it sufﬁces to prove that j : S1-f1;y; q1g is injective. Note that if
jðsÞAf1;y; q1g; by (2.36), (2.37), and Lemma 2.2, we obtain xjðsÞðt þ t2Þ ¼ PxjðsÞðtÞ;
and
gxjðsÞ t þ
t
2

 
¼ PgxjðsÞ ðtÞPgxjðsÞ
t
2

 
; 8tA 0; t
2
h i
:
Thus by Proposition 2.7, we get
iðgxjðsÞ Þ þ 2SgþxjðsÞ ðtjðsÞÞð1Þ 	 nðgxjðsÞ ÞXn 	 2k: ð2:60Þ
Therefore for sAS1 by (2.47), (2.58), and (2.60) we obtain
iðxjðsÞ; 2mjðsÞ 	 1Þ þ nðxjðsÞ; 2mjðsÞ 	 1Þ
¼ 2N 	 ðiðxjðsÞ; 1Þ þ 2SþgxjðsÞ ð1Þ 	 nðxjðsÞ; 1ÞÞ
p2N 	 ðn 	 2kÞ
¼ 2N 	 2ðn 	 kÞ þ n
p2N 	 2s þ n
piðxjðsÞ; mðsÞÞ þ nðxjðsÞ; mðsÞÞ 	 1:
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Thus from (2.28) we have
2mjðsÞ 	 1omðsÞ; 8sAS1: ð2:61Þ
Now (2.57) and (2.61) yield mðsÞ ¼ 2mjðsÞ; i.e.,
CðN 	 s þ 1Þ ¼ ð½ðtjðsÞ; xjðsÞÞ; 2mjðsÞÞ; 8sAS1:
So j : S1-f1;y; q1g is an injection since so is C: This proves Claim 2.
Claim 3. #S2p2ðq2 þ q3Þ: In fact, similar to (2.61) we have
2mjðsÞ 	 1pmðsÞ; 8sAS2: ð2:62Þ
Then from (2.57) and the injectivity of C; each number in fq1 þ 1;yqg is at most
double covered by the image of the map j from S2: Thus Claim 3 holds.
Now by Lemma 2.5, to prove Theorem 1.1 it sufﬁces to consider the case
q3 ¼ # *JðSðkÞÞpk in the assumption (1.2). In this case by Claims 2 and 3 we have
# *JðS; aÞ ¼ q1 þ 2q2 þ q3
¼ q1 þ 2ðq2 þ q3Þ 	 q3
X#S1 þ #S2 	 q3
X n 	 k	 q3
X n 	 2k:
The proof of Theorem 1.1 is complete. &
3. The ðP;xÞ-index function and its iteration theory
In this section, we establish a new index function theory for the study on the
special iteration type (2.43).
3.1. The ðP;oÞ-index function theory
Using the polar representation in Lemma 1.1.3 of [13], any MASpð2nÞ has a
decomposition M ¼ AðMÞUðMÞ; where AðMÞ ¼ ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃMMtp ; and UðMÞ is symplectic
and orthogonal. By Lemma 1.1.5 of [13], we can write UðMÞ ¼ u1ðMÞ
u2ðMÞ


	u2ðMÞ
u1ðMÞ

and
there holds uðMÞ ¼ u1ðMÞ þ
ﬃﬃﬃﬃﬃﬃ	1p u2ðMÞAUðn;CÞ the unitary group on C: So in
such a way, for any path gACð½a; b; Spð2nÞÞ we can associate a unique path ugðtÞ ¼
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uðgðtÞÞ for all tA½a; b in the unitary group Uðn;CÞ: By Lemma 5.2.1 of [13], there
exists a continuous real function D : ½a; b-R satisfying
det ugðtÞ ¼ expð
ﬃﬃﬃﬃﬃﬃ
	1
p
DðtÞÞ; 8tA½a; b: ð3:1Þ
and the rotation number of g deﬁned by
DðgÞ ¼ DðbÞ 	 DðaÞ; ð3:2Þ
is uniquely determined by g:
For M and NASpð2nÞ; if M is orthogonal, we have MAðNÞUðNÞ ¼
MAðNÞMT MUðNÞ; and this implies UðMNÞ ¼ MUðNÞ: Therefore if M and
NASpð2nÞ and one of them is orthogonal, we have UðMNÞ ¼ UðMÞUðNÞ and
uðMNÞ ¼ uðMÞuðNÞ: This yields
Lemma 3.1. For any MASpð2nÞ and gACð½a; b; Spð2nÞÞ; suppose that either M is
orthogonal or gðtÞ is orthogonal for every tA½a; b: Then
DðMgÞ ¼ DðgMÞ ¼ DðgÞ: ð3:3Þ
For MASpð2nÞ and oAU; we deﬁne
DP;oðMÞ ¼ ð	1Þn	1o	n detðM 	 oPÞ:
Note that this is a real CN-function. We deﬁne
Spð2nÞ0P;o ¼ fMASpð2nÞ j DP;oðMÞ ¼ 0g; ð3:4Þ
and Spð2nÞP;o ¼ Spð2nÞ\Spð2nÞ0P;o: Note that Spð2nÞ0I ;o ¼ Spð2nÞ0o where the later is
deﬁned in (1.8.4) of [13].
For any two paths x and Z : ½0; t-Spð2nÞ satisfying xðtÞ ¼ Zð0Þ; we deﬁne
Z  xðtÞ ¼ xð2tÞ if 0ptpt=2;
Zð2t 	 tÞ if t=2ptpt:

For any two square block matrices Mj ¼ AjCj


Bj
Dj

with j ¼ 1; 2; we deﬁne
M1}M2 ¼
A1 0 B1 0
0 A2 0 B2
C1 0 D1 0
0 C2 0 D2
0
BBB@
1
CCCA;
and M}k to be the k-fold } product of M:
For any gAPtð2nÞ and oAU; the next lemma concerns the o	index function ioðgÞ
deﬁned by Deﬁnition 5.4.3 in [13].
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Lemma 3.2. For any MASpð2nÞ and oAU; there exists a path bACð½0; t; Spð2nÞI ;oÞ
depending only on M and o such that bð0Þ ¼ M; bðtÞ ¼ Mþn ¼ diagð2; 1=2Þ}n
or M	n ¼ diagð2; 1=2Þ}ðn	1Þ}diagð	2;	1=2Þ; and for any gAPtð2nÞ with gðtÞ ¼ M;
we have
ioðgÞ ¼ 1pDðb  gÞ: ð3:5Þ
Moreover, if gðtÞ ¼ PMP instead of M; we also have
ioðgÞ ¼ 1pDððPbPÞ  gÞ: ð3:6Þ
Proof. If oesðgðtÞÞ; the results follow directly from Lemma 5.2.6 and Deﬁnition
5.2.7 of [13]. If oAsðgðtÞÞ; by Section 5.4 and the proof of Lemma 9.1.5 of [13], there
exist P0ASpð2nÞ and p þ 2q positive integers 1om1om2o?ompþ2qpn and a
constant a40 depending only on M and oAU such that
QðtÞ  gðtÞP	10 Rm1ð	taÞ?Rmpþ2qð	taÞP0ASpð2nÞ; 8tAð0; tÞ; ð3:7Þ
and ioðgÞ ¼ ioðQ  gÞ; where RkðyÞ ¼ I2k	2}RðyÞ}I2n	2k and RðyÞ ¼ cos ysin y
 	sin y
cos y

:
So just as in the ﬁrst case, (3.5) and (3.6) also hold. &
Note that for any MASpð2nÞ; if u2ðMÞ ¼ 0; by Lemma 1.1.5 of [13] we have
uðMÞ ¼ u1ðMÞ and det uðMÞ ¼71: If gACð½a; b; Spð2nÞÞ satisﬁes u2ðgðaÞÞ ¼
u2ðgðbÞÞ ¼ 0; then we have DðgÞ=pAZ: Let Gt;Pð2nÞ be the set of all g0APtð2nÞ
satisfying g0ðtÞ ¼ P and that g0ðtÞ is orthogonal for all tA½0; t: Then Dðg0Þ=pAZ:
Paths in Gt;Pð2nÞ will be used to deﬁne our new index function as follows.
Deﬁnition 3.3. For any gAPtð2nÞ and oAU; via Deﬁnition 5.4.4 in [13], we deﬁne
the ðP;oÞ-index and the ðP;oÞ-nullity of g by
iP;oðgÞ ¼ ioððgPÞ  g0Þ 	
Dðg0Þ
p
; ð3:8Þ
nP;oðgÞ ¼ nP;oðgðtÞÞ ¼ noðgðtÞPÞ
¼ dimC kerCðgðtÞ 	 oPÞ; ð3:9Þ
for any g0AGt;Pð2nÞ: The path g is ðP;oÞ-degenerate if nP;oðgÞ40; or ðP;oÞ-
nondegenerate otherwise.
Note that ðiI ;oðgÞ; nI ;oðgÞÞ ¼ ðioðgÞ; noðgÞÞ for any gAPtð2nÞ and oAU:
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Lemma 3.4. The index iP;oðgÞ depends only on P; o; and g; is independent of the choice
of g0 in Gt;Pð2nÞ; and thus is well defined.
Proof. By Lemma 3.2, there exists a path b in Spð2nÞ depending only on gðtÞP and o
with bð0Þ ¼ gðtÞP; bðtÞ ¼ Mþn or M	n such that
ioððgPÞ  g0Þ ¼
1
p
Dðb  ðgPÞ  g0Þ
¼DðbÞ
p
þ DðgPÞ
p
þ Dðg0Þ
p
:
Thus
iP;oðgÞ ¼ ioððgPÞ  g0Þ 	
Dðg0Þ
p
¼ DðbÞ
p
þ DðgPÞ
p
;
which is independent of the choice of g0 from Gt;Pð2nÞ: &
For computational simplicity of iP;oðgÞ; in Gt;Pð2nÞ we can choose a special path
%g0ðtÞ ¼ Rðpt=tÞ}ðn	kÞ}I2k for tA½0; t; so that
iP;oðgÞ ¼ ioððgPÞ  %g0Þ 	 ðn 	 kÞ: ð3:10Þ
Deﬁnition 3.5. For any t40 and oAU; let g0 and g1APtð2nÞ: If there exists a map
dACð½0; 1  ½0; t; Spð2nÞÞ such that dð0; Þ ¼ g0ðÞ; dð1; Þ ¼ g1ðÞ; dðs; 0Þ ¼ I and
nP;oðdðs; ÞÞ is constant for 0psp1; then we call that g0 and g1 are ðP;oÞ-homotopic
on ½0; t along dð; tÞ; and we write g0BðP;oÞg1:
Proposition 3.6. The index function ðiP;oðgÞ; nP;oðgÞÞ have the following properties:
(i) For any gAPtð2nÞ and oAU; there holds ðiP;oðgÞ; nP;oðgÞÞ ¼ ðiP; %oðgÞ; nP; %oðgÞÞ:
(ii) (Homotopy invariance) If g0BðP;oÞg1; there holds ðiP;oðg0Þ; nP;oðg0ÞÞ ¼
ðiP;oðg1Þ; nP;oðg1ÞÞ:
(iii) (Symplectic additivity) For any oAU; gjAPtð2njÞ and PjASpð2njÞ with j ¼ 1; 2;
there holds
ðiP;oðg1}g2Þ; nP;oðg1}g2ÞÞ ¼ ðiP1;oðg1Þ; nP1;oðg1ÞÞ þ ðiP2;oðg2Þ; nP2;oðg2ÞÞ:
Proof. It follows directly from Lemma 5.3.1 and Theorem 6.2.7 of [13], and the
above Deﬁnition 3.3. &
Deﬁnition 3.7. For any MASpð2nÞ and oAU; choosing t40 and gAPtð2nÞ with
gðtÞ ¼ M; we deﬁne
S7MðP;oÞ ¼ lime-0þ iP;expð7
ﬃﬃﬃﬃ	1p eÞoðgÞ 	 iP;oðgÞ:
They are called the splitting numbers of M at ðP;oÞ:
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Proposition 3.8. Let ðpoðMPÞ; qoðMPÞÞ denote the Krein type of MP at o: For any
MASpð2nÞ and oAU; the splitting numbers S7MðP;oÞ are well defined and satisfy the
following properties.
(i) S7MðP;oÞ ¼ S7MPðoÞ; where the right-hand side is the splitting numbers given by
Definition 9.1.4 of [13].
(ii) SþMðP;oÞ 	 S	MðP;oÞ ¼ poðMPÞ 	 qoðMPÞ:
(iii) S7MðP;oÞ ¼ S7N ðP;oÞ if PNAO0ðMPÞ; where O0ðMPÞ is given in Definition 1.8.5
of [13].
(iv) S7M1}M2ðP;oÞ¼S7M1ðP1;oÞ þ S7M2ðP2;oÞ for Mj; PjASpð2njÞ with njAf1;y; ng
satisfying P ¼ P1}P2 and n ¼ n1 þ n2:
(v) S7MðP;oÞ ¼ 0 if oesðMPÞ:
(vi) There hold
0pnP;oðMÞ 	 S	MðP;oÞppoðMPÞ;
0pnP;oðMÞ 	 SþMðP;oÞpqoðMPÞ:
Proof. It follows directly from Theorems 9.1.10 and Proposition 9.1.11 of [13], and
the above Deﬁnitions 3.3 and 3.7. &
3.2. ðP;oÞ-index iteration theory
The proof of Proposition 2.7 requires the study of the iteration of any path
gAPtð2nÞ given by gðt þ tÞ ¼ PgðtÞPgðtÞ for all tX0: More precisely, this new kind
of iteration for any gAPtð2nÞ and mAN is deﬁned by
gm;PðtÞ ¼ Pjgðt 	 jtÞðPgðtÞÞj for jtptpð j þ 1Þt; j ¼ 0;y; m 	 1: ð3:11Þ
Note that when P ¼ I we have gm;I ¼ gm is given by the usual iteration formula (2.3).
Theorem 3.9. For any gAPtð2nÞ; mAN; and zAU; there hold
iPm;zðgm;PÞ ¼ izðððgPÞ  g0ÞmÞ 	
mDðg0Þ
p
; ð3:12Þ
nPm;zðgm;PÞ ¼ nzðððgPÞ  g0ÞmÞ: ð3:13Þ
Proof. Let M ¼ gðtÞ: We prove (3.13) ﬁrst. By deﬁnition we have
gm;PðmtÞ ¼ PmðPMÞm: ð3:14Þ
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Thus by the fact P2 ¼ I we have
nPm;zðgm;PÞ ¼ nPm;zðPmðPMÞmÞ ¼ nzðPmðPMÞmPmÞ ¼ nzððPMÞmÞ; ð3:15Þ
i.e., (3.13) holds.
Now we carry out the proof of (3.12) in two cases.
Case 1: m is even. In this case, Pm ¼ I and (3.14) becomes gm;PðmtÞ ¼ ðPMÞm:
Specially in Deﬁnition 3.3 for ðPm; zÞ-index function, we can choose g0 
IAGmt;Pmð2nÞ and obtain
iPm;zðgm;PÞ ¼ izðgm;PÞ: ð3:16Þ
By properties of the o-index function studied in [13] and the above Deﬁnition 3.3, we
can reparameterize the related paths deﬁned on ½0; mt so that it belongs to Ptð2nÞ
without changing the indices and rotation numbers in the following computations
when it is necessary. In this convention, by Lemma 3.2, there exists
bACð½0; t; Spð2nÞÞ such that bð0Þ ¼ ðPMÞm; bðtÞ ¼ Mþn or M	n ; bðtÞASpð2nÞz for
all 0otpt; and
izðgm;PÞ ¼ 1pDðb  g
m;PÞ; ð3:17Þ
izðððgPÞ  g0ÞmÞ ¼
1
p
DððPbPÞ  ððgPÞ  g0ÞmÞ; ð3:18Þ
where g0AGt;Pð2nÞ: Here in (3.18) we have used the fact Pbð0ÞP ¼ ðMPÞm: Note that
P and g0ðtÞ for any tA½0; t are orthogonal. Thus by (3.17) and Lemma 3.1, we obtain
pizðgm;PÞ ¼Dðb  gm;PÞ
¼DðbÞ þ Dðgm;PÞ
¼DðbÞ þ DðgÞ þ
Xm	1
j¼1
DðPjgðPMÞjÞ
¼DðbÞ þ
Xm	1
j¼0
DðgðPMÞjÞ: ð3:19Þ
Similarly by (3.18) and Lemma 3.1, we obtain
pizðððgPÞ  g0ÞmÞ ¼DððPbPÞ  ððgPÞ  g0ÞmÞ
¼DðPbPÞ þ DðððgPÞ  g0ÞmÞ
¼DðbÞ þ
Xm	1
j¼0
Dð½ðgPÞ  g0ðMPÞjÞ
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¼DðbÞ þ
Xm	1
j¼0
DðgPðMPÞjÞ þ
Xm	1
j¼0
Dðg0ðMPÞjÞ
¼DðbÞ þ
Xm	1
j¼0
DðgðPMÞjÞ þ mDðg0Þ: ð3:20Þ
Therefore, (3.19) and (3.20) yield (3.12) when m is even.
Case 2: m is odd. In this case Pm ¼ P and by Deﬁnition 3.3 we have
iPm;zðgm;PÞ ¼ iP;zðgm;PÞ ¼ izððgm;PPÞ  g0Þ 	
Dðg0Þ
p
:
By (3.11), we have
ððgm;PPÞ  g0ÞðmtÞ ¼ PmðPMÞmP ¼ ðMPÞm ¼ ððgPÞ  g0ÞmðmtÞ:
Thus similar to our study in Case 1, by Lemma 3.2 we can also ﬁnd a similar path b
from ðMPÞm to Mþn or M	n such that
izððgm;PPÞ  g0Þ ¼
1
p
Dðb  ðgm;PPÞ  g0Þ;
izðððgPÞ  g0ÞmÞ ¼
1
p
Dðb  ððgPÞ  g0ÞmÞ:
Similar to computations in (3.19)–(3.20), we then obtain (3.12) when m is odd, and
complete the proof. &
Similar to [11], we obtain the Bott-type formula for ðP;oÞ-index.
Proposition 3.10. For any gAPtð2nÞ; zAU; and mAN; we have
iPm;zðgm;PÞ ¼
X
om¼z
iP;oðgÞ; ð3:21Þ
nPm;zðgm;PÞ ¼
X
om¼z
nP;oðgÞ: ð3:22Þ
Proof. By (3.12) of Theorem 3.9, Deﬁnition 3.3, and the Bott-type formula for the
o-index function theory (Theorem 9.2.1 of [13]), we have
iPm;zðgm;PÞ ¼ izðððgPÞ  g0ÞmÞ 	
mDðg0Þ
p
¼
X
om¼z
ioððgPÞ  g0Þ 	
mDðg0Þ
p
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¼
X
om¼z
ioððgPÞ  g0Þ 	
Dðg0Þ
p
 
¼
X
om¼z
iP;oðgÞ:
Similarly by (3.13) of Theorem 3.9, Deﬁnition 3.3, and Theorem 9.2.1 of [13], we
obtain (3.22). &
In order to prove Proposition 2.7, we also need the following Bott-type formulae
for splitting numbers.
Proposition 3.11. For any MASpð2nÞ; zAU; and mAN; we have
S7
PmðPMÞmðPm; zÞ ¼
X
om¼z
S7MðP;oÞ:
Proof. Note that by Deﬁnition 3.7 and Proposition 3.8, for any MASpð2nÞ; and
zAU; we have S7MðI ; zÞ ¼ S7MðzÞ and S7MPðzÞ ¼ S7MðP; zÞ: Thus if m is even, we have
Pm ¼ I and by Corollary 9.2.4 of [13].
S7
PmðPMÞmðPm; zÞ ¼S7ðPMÞmðI ; zÞ ¼ S7ðPMÞmðzÞ
¼
X
om¼z
S7PMðoÞ ¼
X
om¼z
S7MðP;oÞ:
If m is odd, similarly we have Pm ¼ P; PðPMÞmP ¼ ðMPÞm; and
S7
PmðPMÞmðPm; zÞ ¼S7PðPMÞmðP; zÞ ¼ S7ðMPÞmðzÞ
¼
X
om¼z
S7MPðoÞ ¼
X
om¼z
S7MðP;oÞ:
The proof is complete. &
Proposition 3.12. Suppose gAPtð2nÞ; o0 ¼ e
ﬃﬃﬃﬃ	1p y0AU with 0py0o2p: Let M ¼ gðtÞ:
Then we have
iP;o0ðgÞ ¼ iP;1ðgÞ þ
X
0pyoy0
SþMðP; e
ﬃﬃﬃﬃ	1p yÞ 	 X
0oypy0
S	MðP; e
ﬃﬃﬃﬃ	1p yÞ: ð3:23Þ
Proof. This follows from the Eq. (9.3.3) of [13] and the above (3.12). &
Remark 3.13. It is possible to establish the ðM;oÞ-index function theory and its
iteration theory for any symplectic orthogonal matrix M: We shall pursue this topic
in forthcoming papers.
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3.3. The second definition of the ðP;oÞ-index function theory
For any oAU; the set Spð2nÞ0P;o is a codimension 1 hypersurface in Spð2nÞ: For
any MASpð2nÞ0P;o; we deﬁne the positive direction of Spð2nÞ0P;o at M to be that of
d
dt
MetJ jt¼0: Let
zðtÞ ¼ diag 1þ t
t

 
; 1þ t
t

 	1 }n
; 8tA½0; t:
Note that for any gAPtð2nÞ and oAU; the ðP;oÞ-nullity nP;oðgÞ is deﬁned by (3.9).
We give the second deﬁnition for the ðP;oÞ-index as follows.
Deﬁnition 3.14. Let gAPtð2nÞ and oAU: If g is ðP;oÞ-nondegenerate, we deﬁne
iP;oðgÞ ¼ ½Spð2nÞ0P;o : g  z; ð3:24Þ
where the right-hand side of (3.24) is the intersection number of Spð2nÞ0P;o and g  z:
If g is ðP;oÞ-degenerate, we deﬁne
iP;oðgÞ ¼ sup
UANðgÞ
inffiP;oðbÞ j bAU and b is ðP;oÞ-nondegenerateg; ð3:25Þ
where NðgÞ is the set of all open neighborhoods of g in Ptð2nÞ:
Because the index function deﬁned by Deﬁnition 3.14 is homotopy invariant and
symplectic additive too in the sense of Proposition 3.6, it is equivalent to the index
function deﬁned by Deﬁnition 3.3. Using Deﬁnition 3.14 one can also prove directly
properties of the ðP;oÞ-index function and its iteration theory. In some cases, it is
even simpler than using Deﬁnition 3.3. We leave it to the readers.
4. Positive deﬁnite systems and the proof of Proposition 2.7
We consider the linear Hamiltonian system (2.24) on R2n and denote the
fundamental solution of (2.24) by gA: For the proof of Proposition 2.7 we need the
assumption:
(A) AACðR;LsðR2nÞÞ; AðtÞ is positive definite and satisfies Aðt þ tÞ ¼ AðtÞ for all
tAR and some t40; where LsðR2nÞ denotes the set of all symmetric 2n  2n real
matrices.
Recall the deﬁnition of the matrix P ¼ ð	I2ðn	kÞÞ}I2k for some ﬁxed integer
kA½0; n at the beginning of Section 1.
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Theorem 4.1. Suppose (A) holds. Let g ¼ gAAPtð2nÞ be the fundamental solution of
(2.24). Then
iP;1ðgÞ ¼ kþ
X
0osot
nP;1ðgðsÞÞ; ð4:1Þ
iP;	1ðgÞ ¼ n 	 kþ
X
0osot
nP;	1ðgðsÞÞ; ð4:2Þ
iP;oðgÞ ¼
X
0osot
nP;oðgðsÞÞ; 8oAU\f71g: ð4:3Þ
Proof. Fix oAU: Since gðtÞP satisﬁes (2.24), similar to the proof of Theorem I.4.6 of
[2], there are at most ﬁnitely many times s such that oAsðgðsÞPÞ: Therefore, the
right-hand side sums in (4.1)–(4.3) are all ﬁnite. In the following we only prove (4.2),
which will be used in the proof of Proposition 2.7. The proofs of (4.1) and (4.3) are
left to the readers.
Similar to the proof of Proposition 15.1.3 of [13], Theorem I.4.6 and Proposition
I.4.12 of [2], there exist at most ﬁnitely many times fsj j j ¼ 1;y; kgCð0; tÞ with
gðsjÞPASpð2nÞ0	1; eAð0; s1Þ; and a40 such that 0oaeop2
iP;	1ðgÞ ¼ iP;	1ðgj½0;eÞ þ
Xk
j¼1
nP;	1ðgðsjÞÞ; ð4:4Þ
and aI2n 	 AðtÞ is positive deﬁnite for all tA½0; e: Deﬁne a path xAPeð2nÞ by xðtÞ ¼
x1ðtÞ}x2ðtÞ and x1ðtÞ ¼ RðatÞ}ðn	kÞ and x2ðtÞ ¼ RðatÞ}k for tA½0; e:
By the positive deﬁniteness of aI2n 	 AðtÞ; we obtain gj½0;eBðP;	1Þx via positive
deﬁnite system homotopies. This implies iP;	1ðgj½0;eÞ ¼ iP;	1ðxÞ: But by (3.10) we have
iP;	1ðxÞ ¼ i	I2ðn	kÞ;	1ðx1Þ þ iI2k;	1ðx2Þ ¼ n 	 kþ 0 ¼ n 	 k:
Hence the result follows. &
Theorem 4.2. For any gAPtð2nÞ satisfying iP;	1ðgÞXn 	 k; letting M ¼ gðtÞ;
there holds
i1ðg2;PÞ þ 2SþðPMÞ2ð1Þ 	 n1ðg
2;PÞXn 	 2k: ð4:5Þ
Proof. We have
i1ðg2;PÞ þ 2SþðPMÞ2ð1Þ 	 n1ðg
2;PÞ
¼ iP;1ðgÞ þ iP;	1ðgÞ þ 2SþMðP; 1Þ þ 2SþMðP;	1Þ 	 nP;1ðgÞ 	 nP;	1ðgÞ
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¼ 2iP;	1ðgÞ 	 ½SþMðP; 1Þ þ
X
0oyop
ðSþMðP; e
ﬃﬃﬃﬃ	1p yÞ 	 S	MðP; e ﬃﬃﬃﬃ	1p yÞÞ 	 S	MðP;	1Þ
þ 2SþMðP; 1Þ þ 2SþMðP;	1Þ 	 nP;1ðgÞ 	 nP;	1ðgÞ
¼ 2iP;	1ðgÞ 	
X
0oyop
ðSþMðP; e
ﬃﬃﬃﬃ	1p yÞ 	 S	MðP; e ﬃﬃﬃﬃ	1p yÞÞ þ 2S	MðP;	1Þ
	 ðnP;1ðgÞ 	 SþMðP; 1ÞÞ 	 ðnP;	1ðgÞ 	 SþMðP;	1ÞÞ: ð4:6Þ
Here the ﬁrst equality follows from Propositions 3.10 and 3.11. The second equality
follows from Proposition 3.12 with o0 ¼ 	1: The third equality follows from
Proposition 3.8. Therefore we obtain
i1ðg2;PÞ þ 2SþðPMÞ2ð1Þ 	 n1ðg
2;PÞ
X2iP;	1ðgÞ 	
X
0oyop
SþMðP; e
ﬃﬃﬃﬃ	1p yÞ 	 ðnP;1ðgÞ 	 SþMðP; 1ÞÞ 	 ðnP;	1ðgÞ 	 SþMðP;	1ÞÞ
¼ 2iP;	1ðgÞ 	
X
0oyop
SþMPðe
ﬃﬃﬃﬃ	1p yÞ þ ðn1ðMPÞ 	 SþMPð1ÞÞ þ ðn	1ðMPÞ
"
	 SþMPð	1ÞÞ
#
X2iP;	1ðgÞ 	 n
X2ðn 	 kÞ 	 n
¼ n 	 2k: ð4:7Þ
Here the ﬁrst equality and the following inequality follow from Proposition 3.8. The
last inequality follows from the assumption of the theorem. The proof is
complete. &
Now we can give
Proof of Proposition 2.7. By Theorem 4.1 and that AðtÞ ¼ 	J ’gðtÞg	1ðtÞ is positive
deﬁnite, we obtain iP;	1ðgj½0;t
2
ÞXn 	 k: By (2.43), g ¼ gj½0;t ¼ ðgj½0;t
2
Þ2;P: Therefore by
Theorem 4.2, we obtain
iðgÞ þ 2SþgðtÞð1Þ 	 nðgÞ ¼ i1ððgj½0;t
2
Þ2;PÞ þ 2SþðPgðt
2
ÞÞ2ð1Þ 	 n1ððgj0;t2Þ
2;PÞ
X n 	 2k:
This completes the proof. &
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