Often, a relatively small group of trades causes the major part of the trading costs on an investment portfolio. For the equity trades studied in this paper, executed by the world's second largest pension fund, we find that only 10% of all trades determines 75% of total market impact costs. Consequently, a reduction of the trading costs of comparatively few expensive trades would already result in substantial savings on total trading costs. Since trading costs depend to some extent on controllable variables, investors can try to reduce trading costs by carefully controlling these factors. As a first step in this direction, this paper focuses on the identification of expensive trades before actual trading takes place. However, forecasting market impact costs appears notoriously difficult and traditional methods fail. Therefore, we propose two alternative methods to form expectations about future trading costs. The first method uses five 'buckets' to classify expensive trades, where the buckets represent increasing levels of market impact costs. Each trade is assigned to a bucket depending on the probability that the trade will incur high market impact costs. The second method identifies expensive trades by considering the probability that market impact costs will exceed a critical level. When this probability is high, a trade is classified as potentially expensive. Applied to the pension fund data, both methods succeed in filtering out a reasonable number of trades with high trading costs. The results underline the productive role that model-based forecasts can play in trading cost management.
It is a well-known phenomenon that trading costs can substantially reduce portfolio performance. A stock with a high gross return may end up with a relatively low net return when trading costs are high. Therefore, trading costs are an important factor to consider when portfolio decisions are made.
There is a vast literature on trading costs and their determinants; see Keim and Madhavan [1998] for an excellent survey. Usually, the literature distinguishes explicit and implicit trading costs. The explicit part consists of fixed costs, such as commissions, taxes, and fees. Implicit costs are more variable and are built up of market impact costs (price impact), bid-ask spread, delay costs (the costs of adverse price movements that may occur when trading is postponed), and opportunity costs (the costs of not trading). Market impact costs are usually found to be the most important component of trading costs and occur when price effects cause execution prices to be less favorable than benchmark prices.
Often, a comparatively small group of trades causes the major part of market impact costs. For the equity trades studied in this paper, executed by the world's second largest pension fund ABP, we find that only 10% of all trades determines 75% of total market impact costs. Consequently, reducing the trading costs of relatively expensive trades would already lead to substantial savings on total trading costs. Since trading costs depend to some extent on controllable factors such as broker intermediation, investment style, trade timing, and trading venue (see e.g. Bikker, Spierdijk, and Van der Sluis [2005] ), investors can try to reduce trading costs by carefully controlling these factors. For instance, when forecasted trading costs exceeds a certain critical level, investors may decide to choose e.g. another type of broker intermediation, trade timing or trading venue or to monitor the trade more closely during execution.
Since model-based forecasts of market impact costs can contribute to identifying potentially expensive trades, they play a crucial role in transaction costs management. Although the importance of forecasting trading costs has been widely recognized (see e.g. Cheng [2003] and Konstance [2003] ), the literature has paid surprisingly little attention to this issue. To fill the gap, this paper proposes two alternative methods to identify expensive trades before actual trading takes place. Furthermore, we also discuss how to incorporate the proposed forecasting methods in the stock selection process. We illustrate the approach with a unique data set covering all global equity trades in the first quarter of 2002 executed by the world's second largest pension fund.
DATA AND DEFINITION
The 'Algemeen Burgerlijk Pensioenfonds' (ABP) is the largest Dutch pension fund and second largest of the world. It has about 2.6 million clients and an invested 1 capital of approximately 190 billion Euro 1 , corresponding to one third of total Dutch pension fund assets. The data set contains detailed information on all 3,721 worldwide internally managed equity trades of ten different funds at ABP during the first quarter of 2002, with a total transaction value of 5.7 billion Euro. Of these trades, 1,962 are buys and 1,759 are sells executed in Europe, the United States, Canada, and Japan. The trades in this sample consist of transactions for risk control and rebalancing of index trackers, as well as informed ones for active management. The internally managed equity portfolios in our sample have a total value of about 20 billion Euro.
For each transaction the data set provides the execution price and the price of the stock just before the trade was passed to the broker. Moreover, the data also specify when the trade was submitted to the broker and when it was executed. Additionally, the data include detailed information on several trade, exchange, and stock specific characteristics, including momentum, relative trade size, market capitalization, type of broker intermediation, investment style, trade timing, and trading venue. The first two columns of Exhibit 3 provide a complete list of the variable names and their definitions.
We notice that we have constructed the data set on the basis of the post-trade analysis provided by ABP; the remaining data come from Factset and Reuters. For more details on the data, we refer to Bikker, Spierdijk and Van der Sluis [2005] .
PRELIMINARY DATA ANALYSIS
Market impact costs occur when the execution price of a trade is worse than the benchmark price. Hence, in order to forecasts these costs, a benchmark price has to be chosen. We opt for the pre-execution benchmark, in line with e.g. Wagner and Edwards [1993] . More precisely, we take as the benchmark the price at the moment the order was passed to the broker and correct for market-wide price movements during the trade, as in Lakonishok [1995, 1997] . The MSCI World industry group indices are used as a proxy for these market movements. Thus, for a buy transaction in stock i at time t market impact costs (C B it ) are defined as
price impact market wide price movements where P exe it and P pt it denote the execution and pre-trade price of stock i at time t, respectively. M exe it and M pt it denote the value of the MSCI industry group index corresponding to stock i at the time of the execution of the trade and at the pre-trade time, respectively. In a similar way we define market impact costs of sells:
For both buys and sells, positive market impact cost indicate that a trade has been executed against a price worse than at the moment of trade initiation.
To get a first impression of the magnitude of trading costs, we calculate principalweighted average market impact costs. To obtain the principal-weighted statistics we weight each observation by the Euro value of the trade, so that larger trades contribute more than smaller ones. Average market impact costs of buys equal 20 basis points (bp) with a standard deviation of 6 bp and those of sells 30 bp with a standard deviation of 7 bp. Including commissions, these costs equal 27 bp for buys and 38 bp for sells, with respective standard deviations of 6 bp and 7 bp. These price effects are relatively moderate compared to other studies (see Bikker, Spierdijk, and Van der Sluis [2005] ).
Exhibit 1 depicts the contribution of each trade to total market impact costs. Starting with all trades sorted from cheap to expensive, the horizontal axis denotes the percentage of trades executed (in the range 0-100%). The vertical axis represents the total trading costs (including commission) in Euro corresponding to the trades executed. We see that the 25% cheapest trades have negative market impact costs, whereas the 35% most expensive trades incur positive trading costs. The remaining 40% of medium-expensive trades have market impact costs close to zero. Together, they yield a convex and asymmetric 'market impact costs smile'. The convexity in Exhibit 1 implies that the 10% most expensive trades cause about 75% of total market impact costs. Consequently, the investor could already realize substantial savings on total trading costs if he or she would be able to (1) identify a few expensive trades before actual trading and (2) reduce the trading costs incurred on these trades, e.g. by more careful monitoring.
We make this more explicit by means of simulation. For this purpose, we consider an investor that has a certain skill (between 0-100%) to identify expensive trades. When an investor has a skill of 100% he or she is able to rank all trades correctly according to future trading costs ('perfect foresight'); with a 0% skill, the investor's ranking of the stocks is completely random.
2 At the same time we consider a cost reduction percentage that applies to the selected trades. For all skill levels and each percentage of cost reduction per trade, we simulate the corresponding total realized savings on trading costs.
3 The resulting 3-dimensional graph in Exhibit 2 (a) displays the relation between investor skill (x-axis), cost reduction per trade (y-axis), and total expected savings (z-axis). For instance, an investor skill of 20% and a cost reduction of 20% per trade results in expected savings of almost 1.4 million Euro.
Although the extremes of no and 100% skill are quite trivial, the simulation reveals various nontrivial patterns in Exhibit 2 (a). The contour plot in Exhibit 2 (b) (where each contour line represents an additional saving of 5 million Euro) highlights the nonlinear relation between trading costs and cost reduction. Moving from south-west to north-east in Exhibit 2 (b), the distances between the contour lines get smaller. Saving an additional 5 million Euro requires a comparatively large improvement in either skill or cost reduction whenever these are low. By contrast, saving another 5 million needs to be combined with a much smaller improvement once these are already high. Also, when investor skills are low and the percentage of cost reduction is high (point A), relatively more cost reduction than skill improvement is needed to arrive at lower market impact costs. Similarly, with high investor skills and low cost reduction (point B), relatively more skill improvement than reduction is required to reduce market impact costs. Also, the contour lines show that relatively low skill values in combination with a substantial cost reduction per trade result in the same savings on total trading costs as relatively high skill values and low cost reduction percentages.
DETERMINANTS OF MARKET IMPACT COSTS
Market impact costs usually depend on various trade, exchange, and stock specific characteristics. To formalize this, we assume that the market impact costs of a buy trade are determined by N factors (say X 1 , . . . , X N ) and a random noise term ε. Since trading costs of buys and sells usually show different behavior, we follow the literature and consider separate models for them. Without loss of generality, we confine ourselves here and in the sequel to buy trades. We deal in exactly the same way with sell trades, using similar notation. Thus, we assume that market impact costs of buy trades (C B ) satisfy
For the N factors we take the variables described before (see also Exhibit 3). We estimate the resulting linear regression model using least squares. Exhibit 3 displays the corresponding estimated coefficients and R 2 's. For a detailed interpretation of the model coefficients, we refer to Bikker, Spierdijk, Van der Sluis [2005] .
FORECASTING MARKET IMPACT COSTS
The model in equation (3) explains market impact costs of buy and sell trades from various, to some extent controllable, factors. In this section we use the model to forecast future market impact costs. The resulting forecasts can play a useful role in transaction cost management. For instance, when forecasted trading costs exceed a certain critical level, the investor may decide to choose another type of broker intermediation, or trade timing, trading venue, or to monitor the trade more closely during execution.
Throughout, we evaluate the forecasting power of the model both in-sample and out-of-sample. To do so, we divide the data sample into an in-sample part (the first two months of trades, about 75% of the total sample, say trades t = 1, . . . , n) and an out-of-sample part (the final month of trades corresponding to 25% of the sample, say trades t = n + 1, . . . , n + m). Subsequently, we estimate the models for buy and sell trades using only the in-sample data. The in-sample forecasts correspond to the predicted trading costs for the in-sample trades. For the out-of-sample forecasts we proceed in a different way. We start with estimating the model using trades t = 1, . . . , n. Next, we obtain a forecast for trade t = n + 1. In the subsequent steps we add one trade at a time and use an expanding window estimator to re-estimate the models using all data available up to the day preceding trade t. Subsequently, we calculate forecasts for one trade ahead, i.e. for trade t + 1. We repeat this step-wise for each trade t = n + 1, . . . , n + m.
Numeric forecasts of market impact costs
There are several ways to forecast future market impact costs. For the moment we assume that the investor's goal is to predict the trading costs of every trade to be executed. In this case, the investor needs a numeric forecast of his or her market impact costs. The common way to forecast market impact costs is by means of expected market impact costs. Assuming that the noise term in specification (3) has mean zero, expected trading costs of buys equal
Given estimates of the coefficients β B j based on historical data, we easily calculate expected trading costs conditional on factors X 1 , . . . , X N by means of formula (4).
Exhibits 4 (a)-(d) display scatter diagrams of realized costs and forecasted trading costs, together with regression lines that capture the relation between forecasted and realized costs. Clearly, forecasted trading costs differ substantially from realized costs. This is confirmed by formal error measures, such as the mean average percentage error. Since market impact costs reflect the price movements of a stock during trade execution, the difficulty of forecasting these costs does not come as a complete surprise. Moreover, the out-of-sample period differs substantially from the in-sample months, which also complicates forecasting.
4 Nevertheless, even for this turbulent period the upward slopes of the regression lines in Exhibit 4 reflect fairly positive correlations between realized and forecasted trading costs. In-sample, the correlations equal 0.44 for buys and 0.50 for sells. Out-of-sample they take the values 0.21 and 0.19, respectively. All correlations are significant at a 5% significant level. Hence, the model forecasts higher trading costs for stocks that actually experience higher trading costs.
Bucket classification approach
Although the forecast quality of the model in equation (3) is limited, the model forecasts higher trading costs for stocks that actually experience higher trading costs. Therefore, rather than providing numeric forecasts of market impact costs, we expect to be more successful in the classification of market impact costs in terms of 'high' or 'low'. Moreover, we have seen that only 10% of all trades determines 75% of total market impact costs. This emphasizes that, from the perspective of cost reduction, the focus should be on detecting the most expensive trades.
To predict trading costs in terms of 'high' or 'low', we distinguish five buckets with predefined boundaries. We use the probability to encounter a certain level of market impact costs on a trade to predict the bucket in which market impact costs will fall. The higher the probability that a trade will cause high trading costs, the higher the bucket we will predict for that trade.
We take the same buckets for buys and sells and define them in such a way that we have five buckets with increasing levels of market impact costs: bucket 1 (no costs, (−∞, 0] bp), bucket 2 ('low costs', (0, 20] bp), bucket 3 ('average costs', (20, 50] bp), bucket 4 ('high costs', (50, 80] bp), bucket 5 ('severe costs', (80, ∞) bp). In practice, the choice of the buckets will depend on individual investor preferences. Given p 0 = 0 and p 5 = 1, we set four critical 'probability level's' p 1 ,p 2 , p 3 , and p 4 to assign the trades to one of the five buckets. If the 'excess probability' IP(C B > T | X 1 , . . . , X N ) satisfies p i < IP(C B > T | X 1 , . . . , X N ) < p i+1 we predict that a buy will fall in bucket i+1. We use the in-sample period to determine optimal values of the threshold level T and the cut-off probabilities and set T = 80 and p 1 = 0.15, p 2 = 0.25, p 3 = 0.375, and p 4 = 0.55. For sells we proceed in a similar way and set T = 80 and p 1 = 0.09, p 2 = 0.15, p 3 = 0.25, and p 4 = 0.40.
5
Again we use an expanding estimator and evaluate the quality of the bucket approach. The upper panel of Exhibit 5 displays the classification results, both in absolute numbers and in percentages. Ideally, the percentages on the diagonals of the second and fourth panel at the right-hand-side of Exhibit 5 should be as close to 100% as possible. The higher they are, the more trades are classified in the correct buckets. Misclassification occurs when off-diagonal elements in Exhibit 5 are not equal to zero. The lower panel of Exhibit 5 displays several measures related to the overall classification quality. We consider the percentage of (1) correctly classified trades, (2) trades with no or low market impact costs that are predicted to have high or severe trading costs, (3) trades with high or severe market impact costs that are predicted to have no or low trading costs, (4) seriously misclassified trades, which are defined as trades with no or low costs classified as high or severe or vice versa, and (5) trades misclassified two or more buckets away from the correct bucket. We compare the resulting percentages to the 'zero-skill' or 'naive' model assigning a trade to bucket i = 1, . . . , 5 with probability 1/5. In-sample, the bucket approach applied to buy trades strongly outperforms the zero-skill model on four out of five criteria. Out-of-sample, the bucket approach outperforms on all five criteria. In particular, the important category of trades with high or severe trading costs that are wrongly classified as having no or low costs is only 18% (versus 40% in the zero-skill model). For sells, the bucket approach again outperforms the naive model on all criteria. In line with expectations, the outperformance of the bucket approach relative to the naive model is less convincing in the out-of-sample period. However, the percentage of trades with no or low trading costs that are erroneously predicted to have high or severe costs is substantially lower than in the zero-skill model (23% versus 40%).
Trade identification
Another way of dealing with future market impact costs is to identify trades that have a high chance of being (too) expensive. That is, we assume that a trade is identified as expensive when the excess probability exceeds a certain critical level; i.e. when
for certain investor-specific values of the critical level T and probability p (0 ≤ p ≤ 1). The difference between this method and the previous two approaches is that we do not longer forecast a level or range of market impact costs for each trade, but only identify those that are likely to be expensive. We can easily calculate the excess probability (5) for the regression model in equation (3), provided that we know the distribution of the error term. If we denote the distribution function of the noise term by F (x) = P (ε ≤ x), the excess probability for buys according to model 3 writes as
The distribution of the noise term has to be known in advance to calculate this probability. As usual, the assumption of normality seems obvious and convenient, but is nevertheless likely to be restrictive. Therefore, we take the empirical distribution of the noise term based on the in-sample period, which avoids any parametric assumptions. This means that we calculate the probability in expression (6) as the fraction of trades in the in-sample period for which the residuals 6 exceed the value in the parentheses of F (·) in expression (6).
6 The residuals are defined as e
To assess the accuracy of the trade identification procedure, we do not focus on single values of T and p, but instead consider a range of critical levels p = 0, 0.05, . . . , 1 and T = 0, 10, . . . , 200 and count all correctly identified trades in the out-of-sample period. That is, we count all buy trades i for which IP(C B i > T | X 1 , . . . , X N ) ≥ p and, at the same time, C B i > T . In practice, investors will focus on a smaller area of interest in Exhibits 6 (a) and (b) on the basis of their preferences and experience.
The heat maps in Exhibits 6 (a) and (b) depict the number of correctly identified buys and sells as percentage of the total number of trades identified for the whole range of critical values. Although the classification is more accurate for higher values of the critical level, there is a trade-off between the accuracy of the method and the number of trades selected. The number of trades with trading costs exceeding T bp is small for high values of T , making the reported percentages in these areas somewhat suggestive.
To illustrate the use of the heat maps, we consider the one for buys in Exhibit 6 (a). When we select all buys i for which IP(C B i > 150 | X 1 , . . . , X N ) ≥ 0.3, the number of correctly identified trades equals 33% (9 out of 27) and thus falls in the category 30 − 40%. This means that 33% of the buy trades identified do, in fact, have market impact costs in excess of 150 bp.
CONCLUSIONS
When a relatively small group of equity trades causes the major part of the market impact costs of an investment portfolio, a reduction of the trading costs of comparatively few expensive trades would already result in substantial savings on total trading costs. For the equity trades analyzed in this paper, executed by the world's second largest pension fund, we find that only 10% of all trades determines 75% of total market impact costs. Simulations confirm that there is a nonlinear tradeoff between trading costs and the number of trades executed.
Since trading cost depend to some extent on controllable factors such as broker intermediation, trade timing, and trading venue, investors can try to reduce trading costs by carefully controlling these factors. As a first step in this direction, this paper has discussed various methods to obtain forecasts of market impact costs that can help to identify potentially expensive trades. Applied to the global equity trades of the world's second largest pension fund in the world in the first quarter of 2002, the proposed methods succeed in identifying a reasonable number of expensive trades. The results illustrate the productive role that model-based forecasts can play in trading cost management. 0%  5%  10%  15%  20%  25%  30%  35%  40%  45%  50%  55%  60%  65%  70%  75%  80%  85%  90%  95% This exhibit displays a list of determinants of market impact costs and their estimated coefficients (with corresponding t-values) based on the model of equation (3). Coefficients in bold face are significant at a 5% level. This exhibit displays realized and forecasted market impact costs for buys and sells (both in-sample and out-of-sample), together with regression lines that express forecasted trading costs as a function of realized costs. This exhibit shows heat maps indicating the percentages of correctly classified buys and sells, respectively, based on the trade identification method. The colors in the heat map indicate the percentages of correctly classified trades for a range of critical levels T (horizontal axis) and probabilities p (vertical axis).
