Abstract. Sound source localization based on microphone array is a hot topic in the field of speech signal processing in recent years. In this paper, a DNN-based sound source localization method is proposed, which can compensate the phase delay and intensity variation of received microphone signals in the process of transmission to estimate corresponding sound source signals by means of deep learning, and make full use of these information to locate sound source. Compared with traditional methods such as SRP-PHAT and transfer function based method, it has better directionality pattern and noise immunity in localization. Finally, we make the model robustness experiment, which proves that the robustness of the DNN-based method is better than transfer function based method, which can work in real environment with noises.
Introduction
Sound source localization (SSL) based on microphone array [1] is a hot research field which plays an important role in videoconferencing [2] , robot localization [3] , and speech enhancement. In recent years, the methods for SSL in general can be divided into the following five categories: steered beamforming based, time difference of arrival (TDOA) estimation based, high-resolution spectrum estimation based, transfer function (TF) based and deep neural network (DNN) based approaches.
First, the method based on steered beamforming such as steered response power with phase transform (SRP-PHAT) [4] [5] [6] [7] [8] is to compensate the time delay between the received microphone signals by beamforming, and calculate the steered response power to locate sound source. Second, the method based on TDOA estimation such as the generalized cross correlation (GCC) [9] [10] [11] is to estimate TDOA with generalized cross correlation function first and then estimate the sound source location according to the time difference and the spatial geometric position of the microphone array. Third, the method based on high resolution spectrum estimation such as multiple signal classification (MUSIC) [12] [13] [14] is to decompose the covariance matrix of signals, so as to obtain the signal subspace and the noise subspace, which can be used to estimate the direction of arrival (DOA) finally. However, these traditional methods mainly use the time difference while in fact the information of intensity difference is beneficial to SSL with scattering. The fourth type of localization method based on TF [15] [16] [17] is to locate the sound source by inverse filtering operation with TFs measured actually, which are the transmission characteristics of sound signals from a possible sound source location to a microphone. However, measuring accurate TFs is a very difficult task which needs to broadcast the specified signals in a noiseless environment where the noiseless environment is not satisfied in the actual situation. When there are noises, the measured TFs are very poor, even collapse. Recently, many scholars have focused on DNN based methods [18] [19] [20] , which need to extract features in advance, and then use neural network to learn the mapping from features to DOA. In addition, since these methods are to learn the mapping from features to DOA, they can't restore the sound source signal directly.
Since the drawbacks of the methods above, a novel method for SSL is proposed in this paper, which is aimed at obtaining the phase delay and intensity variation of received microphone signals in the process of transmission by learning from data, and make full use of phase difference and intensity difference between microphone signals to locate sound source.
The rest of this paper is arranged as follows. Section 2 details the motivation, training stage and testing stage about the proposed method. In Section 3, some experimental settings used in the paper like the distribution of microphone array are introduced and we conduct localization experiments and robustness experiments to evaluate the localization performance and robustness of the proposed model. Finally, conclusions are drawn in Section 4.
Localization Method
Modeling with DNN. When the microphone array is attached to a rigid body, the received signal is different from the source signal. The differences can be categorized into time delay, phase delay and intensity variance. Time delay is caused by the distance from the source to the microphone, while the phase delay and the intensity variance are caused by the scatter body, which will provide the additional information for SSL.
The traditional method SRP-PHAT is carried out by the time delay compensation, completely dependent on time delay difference, and ignoring the phase delay difference and intensity difference between microphone signals, which leads to bad performance when locating with microphone array on scatter body. As for this problem, TF-based method solves it very well but when the microphone array is used in another environment with different noise and reverberation, changeless TFs are unable to work in the new environment because they are not adaptive. Therefore, we can use DNN to learn the transmission characteristics adaptively and map received microphone signals to the sound source signals, which can be considered as a regression problem with DNN. When modeling, the path from one possible sound source location to one microphone can be considered as one transmission path, which should be modeled with one DNN. Therefore, if having M microphones and S sound source locations, we require M×S DNNs to model them. For methods based on scanning, the time delay can be obtained by many methods like GCC or calculated directly through dividing the distance between the known scanned location and the microphone by the sound velocity, which is the pre-information, so we do not need to use DNN to learn it, but use it directly to reduce the difficulty of training DNN. Therefore, we can directly make the operation of time delay compensation and use a frame of signals after compensation as the input of DNN, and then use the true sound source signal corresponding to the input frame as the ground truth of DNN to train it so as to learn the phase delay and intensity variation in the process of transmission in a specific path, where the structure of DNN is shown as Figure 1 . With a large number of training data, DNN can learn the transmission characteristics of sound signals in a specific path and then the sound source signals can be restored from the received microphone signals through DNNs, and finally the consistency of the multi-channel estimated sound source signals can be used to locate sound source.
DNN-based Method. The testing stage of the proposed method is also a scanning process, which first assumes a possible sound source location in the space of locations and calculates the sum of cross correlation coefficients for the sound source location, and then loop these step for all possible locations, finally select the location with the largest sum of cross correlation coefficients as the estimated location. It is shown on the right side of Figure 2 . In detail, for each possible sound source location , there are three steps as follow. The first step is to calculate the time delay according to the distance between each microphone and the scanned location, and then make time delay compensation for each received signal, which can be represented as denotes the time delay between possible sound source location and microphone l, which is calculated by dividing the distance between possible sound source location and microphone by sound velocity.
The second step is to input the frame-level time-domain signal after time delay compensation to the corresponding DNN. We use DNN to compensate the phase delay and the intensity variation, and then output the estimated sound source signal, which can be represented as
where ˆl s y denotes the estimated sound source signal, and ls DNN represents the DNN modeled for the transmission characteristics of sound signals between the microphone and sound source location . The structure of DNN in this paper is shown as Figure 1 .
The third step is to calculate the sum of cross correlation coefficients between multi-channel estimated sound source signals, which is defined as Theoretically, if the possible source location is consistent with the real sound source location, the recovered multi-channel source signals are consistent and the sum of correlation coefficients is the maximum. Therefore, for all possible sound source locations in the space of locations ℋ, we can respectively calculate the sum of correlation coefficients about them, and it's considered that the possible sound source location s corresponding to the largest one is the estimated sound source location , which can be represented as
Experiments
Settings. The microphone array used in the experiments includes six microphones, evenly distributed on the horizontal plane of a spherical rigid body with a radius of 0.0875m, that is, 60 degrees apart between adjacent microphones, as shown in the Fig.3 . The sound source locations used in the paper are 3 meters away from the center of the sphere with the range from 0° to 360° on the horizontal plane and the resolution is 5°, so there are 72 possible sound source locations in all. In the experiments, we use four-layer feed-forward neural networks with 4096 nodes since the frame size in the experiments is 4096 points where the sampling rate is 48kHz. For each neuron, tanh function is used as the activation function. However, the last layer is a regression layer without activation function. In addition, the Adam algorithm is used as the optimization algorithm and mean square error (MSE) is used as the loss function.
The training data and testing data used in the experiments are simulated by TFs which are calculated by the spherical head model [21] based on the nature of rigid ball. The received signals can be obtained by convoluting the sound source signals with the TFs. In order to make the proposed method suitable for broadband DOA estimation, the synthetic white Gaussian noises are used as training data in the experiments. As for testing data, white Gauss noises and speech signals in TIMIT database are used to evaluate the performance of the proposed methods, SRP-PHAT [4] , and TF-based method [17] . In order to evaluate the noise immunity and robustness of these methods in different SNRs, we uses the noisy signals in different SNRs (-40dB~25dB) as testing data, in which the type of noises is white Gauss noise as well.
Evaluation Metric. The mean absolute angle error (MAAE) is used as evaluation metric in the paper, which represents the mean angle error of all frames in the testing data, which is defined as 1 ,
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where denotes the total number of frames and denotes the localization angle error of frame . denotes the true DOA for frame and ̂ denotes the estimated DOA.
Localization Experiment. In this experiment, we compare the performance between the proposed method, TF-based method and SRP-PHAT. First, we use the white Gaussian noises and speech signals to locate sound source to evaluate the directionality pattern of these methods. By observing directionality pattern of these methods for different kinds of signals as shown in Figure 4 , it can be seen that the directionality pattern of the DNN-based method is always sharper than that of SRP-PHAT for the two kinds of signals since it make full use of phase difference and intensity difference between received signals. As for the DNN-based method, the directionality pattern for the white Gaussian noises is better than that for the speech signals because the model is trained with the white Gaussian noises. It is worth noting that the directionality pattern of TF-based method and DNN-based method is similar, which shows the proposed method have learnt phase difference and intensity difference successfully. Therefore, we make another experiment to evaluate the performance of noise immunity for these methods.
As for the performance of noise immunity, it can be seen from Fig.5 that the DNN-based method is better than SRP-PHAT and TF-based method. As for the white Gaussian noises, the error of localization using DNN-based method occurs when the SNR reaches -15dB, while if we use the traditional methods to locate, it appears early in -12dB. In conclusion, the performance of noise immunity is improved by 3dB. Model Robustness Experiment. In the above experiment, the model trained by clean received signals has had good performance. In order to evaluate its robustness, that is, to explore whether the model trained with noisy data in real environment can work or not, we make this experiment here comparing with TF-based method. In the experiment, the training data for DNN-based method are white Gaussian noises in different SNRs (-25dB~10dB) and the TFs are calculated using maximum length sequence in the same SNR situations. The performance of localization with different models obtained in different SNRs is shown as Fig.6 . The proposed method fails when SNR reach -24dB while TF-based method fails about -20dB. It can be concluded that this model can still be trained and applied in noisy environment and has better robustness. Therefore, the proposed method can be used in the noisy environment, in which the received multi-channel signals are used as the input of DNNs and the result of beamforming is used as the ground truth of the DNNs. By this mean, the model can be used in the real environment and adapted to the change of the environment. 
Summary
In conclusion, the proposed method can learn the phase delay and intensity variation in the process of transmission and make full use of phase difference and intensity difference between received microphone signals to locate sound source. Compared with traditional methods such as SRP-PHAT and TF-based methods, it has better noise immunity and directionality pattern, where the performance of noise immunity is improved by 3dB. Finally, it is proved by model robustness experiment that the model have better robustness than the TF-based method, which can be popularized and applied in the actual environment with noises.
