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Abstract
Operating systems theory primar-
ily concentrates on the optimal 
use of computing resources. This 
paper presents an alternative ap-
proach to teaching and studying 
operating systems design and 
concepts by way of parametrically 
optimizing critical operating sys-
tem functions. Detailed examples 
of two critical operating systems 
functions using the presented ped-
agogical approach are included.
1. Introduction
	 The	focus	of	this	paper	is	to	present	a	new	




students	 get	 an	 opportunity	 to	 build	 a	 strong	
understanding	 of	 critical	 operating	 systems	
functions	 and	 design	 without	 implementing	 a	
real	 system.	 Moreover,	 the	 use	 of	 simulation	
gives	them	a	chance	to	hone	their	programming	
skills	and	data	structure	skills	as	 they	develop	
a	model	 of	 the	 real	 system.	 Specifically,	 CPU	
scheduling,	 memory	 management,	 deadlock/













puter	hardware	 [1].	O’Gorman	 [2]	 in	his	paper	
provides	 a	 comprehensive	 list	 of	 reasons	 for	
why	 operating	 systems	 should	 be	 part	 of	 any	
computer	science	curriculum.	These	include:
•	 Knowledge	 of	 how	 an	 operating	 system	
does	what	it	does
•	 Making	 an	 informed	 decision	 about	 selec-
tion	of	an	operating	system
•	 Improving	 the	performance	of	an	operating	










a)	High	 level	 discussion	 with	 most	 program-
ming	done	in	a	high	level	language
b)	General	 theoretical	 approach	with	 several	
real	systems	added	as	case	studies
c)	Use	 of	 emulator	 programs	which	 emulate	
special	architectures
	 Krishnamoorthy	 [5]	 in	 his	 paper	 describes	
a	 course	 using	 the	 first	 approach.	 He	 reports	
several	 advantages	 of	 involving	 programming	
projects	 such	 as	 valuable	 implementation	 ex-




	 Authors	 of	 several	 textbooks	 including	 Sil-
berschatz	 and	 Galvin	 [1]	 and	 Tanenbaum	 [6]	
take	the	second	approach	in	their	presentation	
of	the	material.	While	it	 is	certainly	a	tried	and	
tested	 approach,	O’Gorman	 [2]	 elaborates	 on	
potential	difficulties	in	integrating	the	case	stud-
ies	with	the	theoretical	material.
	 Case	studies	of	 the	 third	approach	can	be	












	 Each	 of	 the	 above	 methods	 has	 its	 own	
merits.	 The	 approach	 of	 parametric	 optimiza-
tion	presented	in	this	paper	provides	a	healthy	
balance	 of	 the	 advantages	 of	 each	 method.	
Moreover,	much	of	the	operating-system	theory	
concentrates	on	 the	optimal	use	of	computing	
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resources.	 The	 general	 outline	 of	 the	 course	
is	 presented	 first	 followed	 by	 two	 detailed	 ex-
amples	of	using	parametric	optimization	in	CPU	
scheduling	and	memory	management.
3. General Outline of the Course
	 The	 course	 described	 here	 is	 an	 imple-
mentation-oriented	course	in	the	structure	and	
design	of	operating	systems.	The	prerequisites	







uate	 students	 with	 course	 deliverables	 being	
more	 rigorous	 for	 the	 graduate	 audience.	The	





case	 studies	 of	 real	 operating	 systems;	 and	
programming	projects	simulating	 the	concepts	











	 The	 focus	 of	 this	 paper	 is	 the	 part	 of	 the	
course	 that	 integrates	 the	 first	 and	 third	 ap-
proach	 (outlined	 in	 section	 2	 of	 this	 paper)	 in	
form	of	programming	assignments	that	simulate	
critical	 operating	 system	 functions	 and	 para-
metrically	optimize	them.	
4.  Parametric Optimization of 
     Operating Systems Modules
	 In	the	next	three	subsections,	the	essential	
components	 are	 elaborated	upon.	Section	4.1	




4.1. Processes and Process Control Block
	 At	 the	heart	of	 the	operating	system	 is	 the	
process	mix.	A	process	is	a	program	in	execu-
tion.	As	a	process	executes,	 it	 changes	 state,	
which	is	defined	by	that	process’s	current	activ-
ity.	A	process	may	be	in	a	new,	ready,	running,	
waiting	 or	 terminated	 state.	 Each	 process	 is	
represented	in	the	operating	system	by	its	own	
process	control	block	(PCB)	[9].	Figure	1	shows	







enters	 the	 process	 queue	 for	 scheduling	
purposes.
•	 Estimated	Execution	Time:	Used	by	sched-






•	 Program	 Counter	 Value:	 The	 address	 of	
next	instruction	to	be	executed.
•	 Registers	 /	Threads:	The	 state	 of	 different	
registers	used	by	processes
•	 Needed	 Resources:	 Indicates	 the	 quanti-
ties/types	 of	 system	 resources	 needed	 by	
a	process.
In	 other	 words,	 a	 Process	 Control	 Block	 is	 a	













ÿ Registers / Threads
ÿ Needed Resources
Process ID Arrival T ime Priority E xecution
T ime
1 0 20 10
2 2 10 1
3 4 58 2
4 8 40 4
5 12 30 3
Figure 1.  A Typical PCB
Table 1. A Sample Process Mix
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parameters	used	to	benchmark	performance.
•	 CPU	Utilization:	The	 ratio	 of	 time	 that	 the	
CPU	 is	 doing	 actual	 processing	 to	 the	 to-
tal	CPU	time	observed.	This	is	a	true	mea-
sure	of	performance	since	it	measures	the	
efficiency	of	 the	 system.	An	 idle	CPU	has	
0%	CPU	utilization	since	 it	offers	null	per-
formance	per	unit	cost.	The	higher	the	CPU	
utilization,	 the	 better	 the	 efficiency	 of	 the	
system.
•	 Turnaround	 Time:	 The	 time	 between	 a	
process’s	 arrival	 into	 the	 system	 and	 its	
completion.	 Two	 related	 parameters	 that	
can	 be	 studied	 include	 the	 average	 turn-
around	time	and	maximum	turnaround	time.	
The	 turnaround	 time	 includes	 the	 context	
switching	 times	 and	 execution	 times.	 The	
turnaround	 time	 is	 inversely	 related	 to	 the	
system	performance,	 i.e.	 lower	 turnaround	
times	imply	better	system	performance.
•	 Waiting	Time:	Waiting	time	is	the	sum	of	the	
periods	 spent	 waiting	 in	 the	 ready	 queue.	
The	 CPU	 scheduling	 algorithm	 does	 not	
affect	 the	 execution	 time	 of	 a	 process	 but	
surely	 determines	 the	 waiting	 time.	 Math-
ematically,	 it	 is	 the	difference	between	 the	
turnaround	 time	 and	 execution	 time.	 Like	
turnaround	 time,	 it	 inversely	 affects	 the	
system	 performance	 and	 has	 two	 related	
forms:	average	waiting	 time	and	maximum	
waiting	time.
•	 Throughput:	 The	 average	 number	 of	 pro-
cesses	 completed	 per	 unit	 time.	 Even	
though	 this	 is	 a	 reasonable	 measure	 of	
operating	 system	 performance,	 it	 should	
not	be	the	sole	performance	criterion	taken	
into	account.	This	is	so	because	throughput	
does	 not	 take	 into	 account	 loss	 of	 perfor-
mance	caused	by	starvation.	In	the	case	of	
starvation,	the	CPU	might	be	churning	out	
completed	 processes	 at	 a	 very	 high	 rate	
but	 there	might	 be	 a	 process	 stuck	 in	 the	
scheduler	with	an	 infinite	wait	 time.	Higher	
throughput	 is	 generally	 considered	 as	 in-
dicative	of	increased	performance.
•	 Response	 Time:	 The	 time	 difference	 be-
tween	 submission	 of	 the	 process	 and	 the	






is	 needed	 before	 it	 is	 installed	 for	 real	 usage.	
Evaluation	 provides	 useful	 clues	 to	 which	 al-
gorithms	 would	 best	 serve	 different	 cases	 of	
application	 [10].	 There	 are	 several	 evaluation	
techniques.	Lucas	(1971,	as	cited	in	[10])	sum-
marized	 and	 compared	 some	 frequently	 used	
techniques,	 including	cycle	and	 times,	 instruc-
tion	mixes,	kernels,	models,	benchmarks,	syn-
thetic	 programs,	 simulation,	 and	 monitor.	 All	
techniques	can	be	basically	classified	into	three	
types:	 the	 analytic	 method,	 implementation	 in	
real	time	systems,	and	the	simulation	method.	
	 In	the	analytic	method,	a	mathematical	for-





	 Another	 technique	 is	 to	 implement	 an	 op-
erating	system	in	a	real	machine.	This	method	
produces	a	complete	and	accurate	evaluation.	
One	of	 the	disadvantages	of	 this	 technique	 is	




	 Simulation	 is	a	method	 that	uses	program-






to	 know	 how	 the	 system	 performance	 would	




erful	 and	 flexible	 of	 the	 evaluation	 techniques	
(Lucas,	1971	as	cited	in	[10]).
	 The	model	 for	a	 full	 simulation	of	an	oper-
ating	 system	 contains	 numerous	 parameters.	
Identification	of	the	most	important	parameters	
in	terms	of	system	performance	is	useful	for	a	
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•	 Synchronization	 and	 Deadlock	 Handling:	
total	number	of	processes,	total	number	of	





olds,	memory	 placement	 algorithms,	 page	
size,	 page	 replacement	 algorithms,	 time	
quantum	 value,	 fragmentation	 percentage	
in	time	windows	over	time.
•	 Disc	 scheduling:	 disc	 configuration/size,	
disc	 access	 time,	 disc	 scheduling	 algo-
rithms,	disc	writing	mechanisms	and	all	the	
above	 mentioned	 memory	 management	
parameters.













run	 of	 a	 specific	 simulated	 module	 uses	 the	
same	 process	 mix.	This	 enables	 the	 analysis	
of	 the	 studied	 parameter	 versus	 performance	
measures	to	have	a	uniform	base	for	compari-
sons.	An	 exhaustive	 study	 of	 all	 possible	 per-
mutations	 is	 beyond	 the	 scope	 of	 the	 course.	
Hence,	 	 optimization	 of	 some	 parameters	 in	
each	module	is	performed	to	serve	as	a	model	
example.
	 The	 independent	 variables	 in	 the	modules	
include	 the	studied	parameters	 in	each	of	 the	
operating	 system	 functions	 while	 the	 perfor-
mance	measures	 like	percentage	CPU	utiliza-
tion,	average	turnaround	time,	average	waiting	
time,	 throughput,	 fragmentation	 percentage,	
rejection/denial	rate,	percentage	seek	time	and	
percentage	 latency	 time	constitute	 the	depen-
dent	variables.










their	 resultant	 effect	 on	 the	 system	 perfor-
mance.	Sub-sections	 4.4	 and	 4.5	 present	 two	
of	 the	 programming	 projects,	CPU	scheduling	
and	memory	management,	 in	details	to	exem-
plify	 the	 approach.	 Section	 4.6	 discusses	 the	



























cal	audio/visual	 tasks.	The	 idea	 is	 to	separate	
processes	with	different	CPU-burst	characteristics.	
	 Each	 queue	 has	 a	 different	 scheduling	
algorithm	 that	 schedules	 processes	 for	 the	




Fi gure 2. A Mu lti-L evel F eedback Queue
Queue 1System Jobs Round Robin
Queue 2Computation Intense SJF with preemption
Queue 3Less intense calculation Priority-based
Queue 4Multimedia Tasks FIFO 
Figure 2. A Multi-Level Feedback Queue
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	 However,	 if	 the	 above-described	 method	
is	 implemented	as	 is,	 processes	 in	 queues	2,	
3	and	4	have	a	potential	of	starvation	 in	case	
Queue	 1	 receives	 processes	 constantly.	 To	
avoid	this	problem,	aging	parameters	are	taken	
into	account.	Aging	means	 that	processes	are	
upgraded	 to	 the	 next	 queue	 after	 they	 spend	
a	pre-determined	amount	of	time	in	their	origi-
nal	 queue.	 For	 example,	 a	 process	 spends	 a	
pre-determined	 amount	 of	 time	 unattended	 in	
Queue	4	will	be	moved	to	Queue	3.	Processes	
keep	moving	 upwards	 until	 they	 reach	Queue	
1	where	 they	 are	 guaranteed	 to	 receive	CPU	
time	(or	execute	in	other	queues	before	reach-
ing	Queue	1).
	 In	 general,	 a	 multilevel	 feedback	 queue	
scheduler	is	defined	by	the	number	of	queues,	


















The	 following	 example	 provides	 a	 deeper	 un-
derstanding	of	the	issue	at	hand.
	 Thus,	 an	 estimated	 execution	 time	 for	 the	
first	 process	 is	 assumed	and	 then	 the	 filter	 is	
used	to	make	further	estimations	(see	Table	2).	
However,	the	choice	of	the	value	of	a	affects	the	




































2	 to	Queue	1,	 i.e.	 the	aging	 thresholds	 for	
FIFO,	priority-based	and	SJF	queues	














z1 = a z0 + (1-a) t0
     = (0.5) (10) + (1-0.5) (6)
     = 8
and similarly z2, z3….z6 are calculated.
zn tn Sq uare  Difference
10 6
(a) 1 0 + (1-a) 6  =
6 + 4a
4 [(6+4a)  – 4] 2 = (2+4a) 2
(6+4a)a  +  (1-a)  4
= 4a2+2a+4
6 [(4a2+2a+4) – 6]2 =
(4a2+2a-2)2
Table 2. Calculating Execution Time Estimates
Table 3. a-updating scheme





Effect	 of	 Round	 Robin	Time	 Slot:	The	 choice	
of	the	round	robin	queue	can	make	the	perfor-
mance	vary	widely.	For	example,	a	 small	 time	
quantum	 results	 in	 higher	 context	 switching	
time,	 which	 in	 turn	 translates	 to	 low	 system	
performance	 in	 form	 of	 low	 CPU	 utilization,	





time	 slot	 value	 becomes	 imperative	 for	 maxi-
mum	 CPU	 utilization	 with	 lowered	 starvation	
problem.
Effect	of	Aging	Thresholds:	A	very	 large	value	
for	 the	 aging	 thresholds	 makes	 the	 waiting	
and	 turnaround	 times	 unacceptable.	 These	
are	signs	of	processes	nearing	starvation.	On	












timates:	Su	 [10]	has	studied	 the	effect	of	 pre-










Effect	 of	 choice	 of	 preemption:	 Preemption	
undoubtedly	 increases	 the	 number	 of	 context	
switches,	 and	 increased	 number	 of	 context	
switches	 inversely	affects	 the	efficiency	of	 the	
system.	 However,	 preemptive	 scheduling	 has	
been	shown	to	decrease	waiting	and	turnaround	
time	measures	 in	 certain	 instances	 [1].	There	







Effect	 of	 Context	 Switching	Time:	 An	 increas-
ing	 value	 of	 context	 switching	 time	 inversely	
affects	 the	 system	 performance	 in	 an	 almost	
linear	fashion.	The	context	switching	time	tends	
to	affect	system	performance	 inversely.	As	 the	






the	 collected	data	 focus	on	 the	optimal	 round	
robin	time	quantum	and	effect	of	 the	a-updat-
ing	scheme.









migrate	 to	 a	 higher	 priority	 queue.	 Processes	
are	assigned	to	one	of	the	queues	upon	entry.	





aging	 parameters	 for	 the	 SJF,	 priority-based	
and	FIFO	queues,	context	switching	time,	initial	
execution	 time	estimates	and	a	values	 for	 the	
FIFO,	SJF	and	priority	queues	are	some	of	the	
independent	 variables	 in	 this	module.	To	 opti-
mize	any	one	of	 them,	every	 other	 parameter	
is	kept	fixed	and	the	studied	parameter	varied.	
Optimization	 of	 the	 round	 robin	 time	 and	 the	
effect	of	the	a	update	scheme	is	attempted	to	
serve	 as	 a	model.	Thus,	 the	 round	 robin	 time	
was	 the	 variable	 parameter	 in	 this	 case	 and	
all	 other	 parameters	 were	 fixed	 parameters.	
The	dependent	variables	of	the	module	are	the	
performance	 measures:	 average	 turnaround	
time,	average	waiting	time,	CPU	utilization	and	
throughput.	
	 Data	 was	 collected	 by	 means	 of	 multiple	
sample	 runs.	The	 output	 from	 the	 sample	 run	
indicates	 a	 timeline,	 i.e.	 at	 every	 time	 step,	 it	
indicates	which	processes	are	created	(if	any),	
which	ones	are	 completed	 (if	 any),	 processes	
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which	 aged	 in	 different	 queues.	The	 following	





at	 time	 step	 1.	 Five	 processes	 are	 created	 at	
this	instance	and	the	PCB	parameters	for	pro-
cess	number	1	are	displayed.	Part	(b)	illustrates	
the	 contents	 of	 the	 queue	 at	 this	 time	 step.	
Process	 1	 is	 assigned	 to	 the	 priority	 queue.	
Given	an	aging	parameter	of	3	 for	 the	priority	
queue,	 process	 1	 should	 migrate	 to	 the	 SJF	












4.4.3. Simulation Results and Discussion
	 Table	4	and	the	corresponding	charts	(Fig-






Figure 3. Snapshot of process mix at time steps 1-5
R R TimeSl ot Av.Turnaround Time Av. Waiting Time CPU Utilization Throughput
2 19.75 17 66.67 % 0.026
3 22.67 20 75.19 % 0.023
4 43.67 41 80.00 % 0.024
5 26.5 25 83.33 % 0.017
6 38.5 37 86.21 % 0.017








































Figure 4. Charts illustrating effect of round
robin quantum over performance measures
Figure 4.   Charts illustrating effect of round robin quantum 
                  over performance measures
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	 It	can	be	clearly	seen	from	the	Table	4	how	
the	 time	 slot	 of	 the	 round	 robin	queue	affects	
the	various	performance	parameters.	While	the	
throughput	is	observed	to	be	inversely	propor-
tional,	 the	 other	 three	 performance	measures	
seem	to	be	directly	proportional.	In	other	words,	






	 Since	 the	 round	 robin	 is	 the	 highest	 prior-








performance	measures	 as	 the	 value	 of	 round	
robin	time	slot	is	varied	with	a	updated	at	regu-
lar	 intervals.	The	performance	measure	values	
in	 the	 bracket	 are	 the	 corresponding	 values	















ing	 system	 that	 manages	 memory	 is	 called	




















mentation	 problem	 is	 elaborated	 upon	 a	 little	
later.





being	 transferred	 to	 the	main	memory	can	be	
of	different	sizes.	When	trying	to	transfer	a	very	
big	process,	it	is	possible	that	the	transfer	time	
exceeds	 the	 combined	 execution	 time	 of	 the	
processes	in	the	RAM.	This	results	in	the	CPU	
being	 idle	 which	 was	 the	 problem	 for	 which	
spooling	was	invented.	This	problem	is	termed	
as	 the	synchronization problem.	The	reason	





continuously.	 The	 issue	 regarding	 this	 is	 the	
transfer	of	the	entire	process	when	only	part	of	
the	code	 is	executed	 in	a	given	time	slot.	This	
problem	 is	 termed	 as	 the	 redundancy prob-
lem.
	 There	are	many	different	memory	manage-
ment	 schemes.	 Memory	 management	 algo-
rithms	 for	 operating	 systems	 range	 from	 the	





sharing	 and	 protection.	The	 greatest	 determi-
nant	of	any	method	in	a	particular	system	is	the	
hardware	provided.
	 Fragmentation,	 Compaction	 and	 Paging:	
Fragmentation	 is	 encountered	when	 the	 free	
memory	 space	 is	 broken	 into	 little	 pieces	 as	
R R TimeSl ot Av.Turnaround Time Av. Waiting Time CPU Utilization Throughput
2 19.75 (19.75) 17 (17) 66.67 (66.67) % 0.026 (0.026)
3 22.67 (22.67) 20 (20) 75.19 (75.19)% 0.023 (0.023)
4 43.67 (43.67) 41 (41) 80.00 (80.00)% 0.024 (0.024)
5 26.5 (26.5) 25 (25) 83.33 (83.33)% 0.017 (0.017)
6 38.5 (38.5) 37 (37) 86.21 (86.21)% 0.017 (0.017)
Table 5.  Comparing performance measures of a CPU scheduler with 
               a-update and one with no a-update (the values for the scheduler       
               with no a-update is in brackets)





quests	 18,462	 bytes.	 If	 exactly	 the	 requested	
block	 is	 allocated,	 one	 is	 left	with	 a	 hole	 of	 2	
bytes.	The	overhead	 to	keep	 track	of	 this	hole	
will	 be	substantially	 larger	 than	 the	hole	 itself.	
The	general	approach	is	to	allocate	very	small	
holes	 as	 part	 of	 the	 larger	 request.	Thus,	 the	









but	 it	 is	not	contiguous;	storage	 is	 fragmented	
into	a	large	number	of	small	holes.	In	Figure	6	





fragmentation	 of	 560K.	 This	 space	 would	 be	
large	enough	to	run	process	P5,	except	that	this	
free	memory	is	not	contiguous.	It	is	fragmented	















paction	algorithm	 is	 to	move	all	processes	 to-
ward	one	end	of	 the	memory,	and	all	holes	 in	
the	 other	 direction,	 producing	 one	 large	 hole	
















size,	 then	 the	 main	 memory	 undergoes	
compaction.	 This	 predefined	 hole	 size	 is	
termed	as	 the	hole	size	 threshold.	For	ex-
ample,	if	there	are	two	holes	of	size	‘x’	and	
size	‘y’	 respectively	and	 the	hole	 threshold	
is	4KB,	then	compaction	is	done	provided	x	
<=	4KB	and	y<=4KB.




Figure 5. Internal fragmentation
H ole of
18,464 bytes
N ext request is






















    1700K














Figure 5. Internal fragmentation
Figure 6. External Fragmentation
Figure 7. Different ways to compact memory
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centage	 refers	 to	 the	 percentage	 of	 total	
hole	 size	 over	memory	 size.	 Only	 if	 it	 ex-
ceeds	 the	 designated	 threshold,	 compac-
tion	is	undertaken.	Taking	the	two	holes	with	




	 Another	 possible	 solution	 to	 the	 external	
fragmentation	 problem	 is	 to	 permit	 the	 physi-
cal	address	space	of	a	process	to	be	noncon-
tiguous,	thus	allowing	a	process	to	be	allocated	
physical	 memory	 wherever	 the	 latter	 is	 avail-
able.	One	way	of	 implementing	 this	solution	 is	
through	the	use	of	a	paging	scheme.	Paging	is	





and	worst-fit	 are	 the	most	 common	 strategies	
used	to	select	a	free	hole.
•	 First-fit:	 Allocate	 the	 first	 hole	 that	 is	 big	





•	 Best-fit:	 Allocate	 the	 smallest	 hole	 that	
is	 big	 enough.	The	entire	 list	 needs	 to	 be	
searched,	unless	the	list	is	kept	ordered	by	
size.	 This	 strategy	 produces	 the	 smallest	
leftover	hole.
•	 Worst-fit:	 Allocate	 the	 largest	 hole.	 Again,	
the	entire	list	has	to	be	searched,	unless	it	
is	sorted	by	size.	This	strategy	produces	the	






tation	worse.	 If	memory	 is	 lost	due	to	external	
fragmentation,	careful	consideration	should	be	
given	to	a	worst-fit	strategy	[12].
4.5.1.  Continuous Memory Allocation  
           Scheme
	 The	continuous	memory	allocation	scheme	
entails	 loading	of	processes	 into	memory	 in	a	
sequential	 order.	When	 a	 process	 is	 removed	
from	main	memory,	new	processes	are	loaded	
if	there	is	a	hole	big	enough	to	hold	it.	This	algo-
rithm	 is	easy	 to	 implement,	however,	 it	suffers	
from	 the	 drawback	 of	 external	 fragmentation.	













•	 Round	 robin	 time	 slot	 (in	 case	 of	 a	 pure	
round	robin	scheduling	algorithm)
Effect	 of	 Memory	 Size:	 As	 anticipated,	 the	
greater	 the	 amount	 of	 memory	 available,	 the	
higher	would	be	the	system	performance.		
Effect	of	RAM	and	Disc	access	time:	The	higher	
the	 values	 of	 the	 access	 times,	 the	 lower	 the	
time	it	would	take	to	move	processes	from	main	
memory	to	secondary	memory	and	vice-versa	













of	 compaction	 thresholds	 on	 system	 perfor-
mance	is	not	as	straightforward	and	has	seldom	








schatz	and	Galvin	 in	 [1]	state	 that	simulations	





















	 In	 keeping	 with	 the	 above	 discussion,	 the	
simulation	of	the	above	module	and	the	analy-




4.5.1.2. Simulation Specifications and Meth-











•	 Disc	 access	 time	 (1ms	 (estimate	 for	 la-










	 In	 addition	 to	 the	 above	 enumerated	 pa-
rameters,	 the	 process	 sizes	 range	 from	20KB	





	 In	 context	 of	 memory	 management,	 com-





measure	 that	has	been	added	 in	 this	module.	
This	 measure	 along	 with	 all	 the	 other	 perfor-
mance	 measures	 constitutes	 the	 dependent	
variables	in	this	module.
	 Data	 was	 collected	 by	 means	 of	 multiple	
sample	runs.	A	walkthrough	of	a	sample	run	for	
this	module	is	included	in	Appendix	B.
Ideal Process Si ze Graph R ealistic Process Si ze Graph
                     Time  slot corresponding to this size  transfer time
Figure 8. Ideal Process Size Graph and Realistic Process Size Graph
Process size Process size
Numb er of processes Numb er of processes
Figure 8. Ideal Process Size Graph and Realistic Process Size Graph
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4.5.1.3. Simulation Results and Discussion
The	round	robin	time	quantum	is	one	of	the	two	
variable	parameters	studied	in	this	simulation.	
	 Table	6	and	Figure	9	 illustrate	 the	effect	of	
varying	the	round	robin	quantum	time	over	the	
various	 performance	 parameters	 in	 context	 of	
the	first	fit	algorithm.
	 The	 trends	 of	 increasing	 throughput	 and	
increasing	 turnaround	 and	 waiting	 times	 are	



















more	 stable	 fragmentation	 percentage	 in	 the	
simulations.	The	 aspect	 of	 first-fit	 being	 faster	
did	not	surface	in	the	results	due	to	the	nature	of	
the	implementation.	In	the	implementation,	the	
worst-fit	 and	 best-fit	 algorithms	 scan	 the	 hole	
list	 in	 one	 simulated	 time	 unit	 itself.	 In	 reality,	
however,	scanning	entire	hole	list	by	best-fit	and	
worst-fit	would	make	 them	 slower	 that	 first-fit,	
which	needs	to	scan	the	hole	list	only	as	far	as	it	
takes	to	find	the	first	hole	that	is	large	enough.
	 Fragmentation	 percentage	 in	 a	 given	 time	
window	over	the	entire	length	of	the	simulation	
was	also	studied.	The	entire	simulation	was	di-
vided	 into	 twenty	equal	 time	windows	and	 the	
fragmentation	percentage	computed	for	each	of	
ever,	as	is	illustrated	later,	paging	requires	more	
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3 4 4 2% 8 74%
4 5 6 3% 12 74%
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2 4 3 3 3 2 2 1% 1% 1% 5 5 5 82 74 74
3 4 4 4 4 4 4 2% 2% 2% 8 8 8 74 74 74
4 6 6 6 5 6 6 3% 2% 2% 12 11 11 74 74 74
5 12 6 6 12 5 5 1% 2% 2% 17 14 14 90 79 79
Figure 9. Effect of Round Robin Time Quantum over Performance Measures
Table 7. Comparing Memory Placement Algorithms
Table 6. Round Robin Time Quantum vs. Performance Measures 
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% Fragmentation vs. Round Robin Time 
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Figure 10. Comparing Memory
Placement Algorithms
(a) Avera ge Turnaround
time





Time  Window Time  Slot = 2 Time  Slot = 3 Time  Slot = 4 Time  Slot = 5
1 0.34 0.30 0.27 0.27
2 0.79 0.45 0.45 0.41
3 3.70 0.85 0.73 0.45
4 4.00 3.00 1.90 0.79
5 8.90 5.20 3.60 2.40
6 8.10 7.70 7.70 4.40
7 8.30 6.40 7.70 9.10
8 8.30 3.60 5.60 2.20
9 9.00 3.60 3.60 3.60
10 8.40 3.60 3.60 5.50
11 8.40 3.60 3.60 6.70
12 8.40 3.60 3.60 6.70
13 8.40 3.60 3.60 7.20
14 8.40 3.60 3.60 7.10
15 8.40 3.60 3.60 10.00
16 8.40 3.60 3.60 11.00
17 8.40 3.60 3.60 10.00
18 8.40 3.60 3.60 9.50
19 8.40 3.60 3.60 7.30
20 8.40 3.60 3.60 7.30
Figure 10. Comparing Memory Placement Algorithms
Table 8. Fragmentation percentage over time
the	time	windows.	The	trend	was	studied	for	four	
different	values	of	 round	robin	 time	slot.	Since	
the	 total	 hole	 size	 percentage	 threshold	 was	
specified	 as	 6%,	 time	 frames	with	 fragmenta-























fragmentation	 can	 be	 totally	 eliminated.	 How-
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than	 one	 memory	 access	 to	 get	 to	 the	 data.	







memory.	This	 base	 address	 is	 combined	 with	
memory	 address.	Two	 of	 the	 more	 significant	
parameters	in	a	paging	scheme	are:	page	size	
and	page	replacement	algorithms.	
	 Hereby,	 a	 paging	 example	 with	 a	 64MB	
RAM	 and	 2KB	 page	 size	 is	 discussed.	 64MB	
(226)	 memory	 size	 can	 be	 represented	 by	 26	
bits.	Likewise,	a	2KB	page	can	be	represented	
by	11	bits.	Thus,	for	the	page	table	[see	Figure	





In	 the	 above	 example,	 if	 the	 page	 size	 were	
1KB,	 then	 a	 16	 bit	 page	 number	 and	 10	 bit	






	 Fragmentation,	 synchronization	and	 redun-
dancy	 as	 discussed	 in	 the	 previous	 section	
are	three	problems	that	need	to	be	addressed	
in	a	memory	management	setting.	In	a	paging	





















the	 other	 hand,	 a	 small	 page	 size	 requires	 a	
large	 amount	 of	memory	 space	 to	 be	 allocat-
ed	 for	page	 tables.	One	simple	solution	 to	 the	






	 Anticipation	 and	 page	 replacement	 deals	
with	 algorithms	 to	 determine	 the	 logic	 behind	
replacing	pages	in	main	memory.	A	good	page	
replacement	 algorithm	 has	 a	 low	 page-fault	




ciates	with	each	page	 the	 time	when	 that	








•	 LFU:	 The	 least	 frequently	 used	 (LFU)	 al-




•	 MFU:	The	most	 frequently	used	 (MFU)	al-
gorithm	requires	that	the	page	with	the	larg-
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Figure 11. Fragmentation percentage over time
Figure 12. A Page Table
ever,	as	is	illustrated	later,	paging	requires	more	
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Continuous	Memory	 Allocation	 versus	 Paging	
Allocation









with	 a	 large	 page	 size,	 the	 paging	 scheme	
tends	 to	 degenerate	 to	 a	 continuous	memory	
allocation	scheme.	On	the	other	hand,	a	small	
page	 size	 requires	 large	 amounts	 of	 memory	





recently	 used,	 first-in-first-out,	 least-frequently	
used	and	 random	replacement	are	 four	of	 the	
more	common	schemes	in	use.	The	LRU	is	of-
ten	used	as	a	page-replacement	algorithm	and	
is	 considered	 to	 be	 quite	 good.	 However,	 an	
LRU	 page-replacement	 algorithm	may	 require	
substantial	hardware	assistance.
To	 study	 the	 effects	 of	 the	 above	 parameters	
on	 system	 performance,	 a	 new	 performance	
measure,	 namely	 replacement	 ratio	 percent-
age,	 is	added	 to	 the	usual	 list	of	performance	
measures.	 The	 replacement	 ratio	 percentage	
quantifies	page	replacements.	 It	 is	 the	 ratio	of	
the	number	of	 page	 replacements	 to	 the	 total	
number	of	page	accesses.
3.3.2.2. Implementation Specifics
	 Though	 paging	was	 not	 attempted	 as	 part	
of	 this	 study,	 the	 implementation	 specifics	 of	
Zhao’s	study	[11]	are	included	here	to	illustrate	
one	sample	implementation.











Continuous Memory A llocation Scheme Paged A llocation Scheme
Advantages:
• An easy algorithm for implementation
purposes.
Advantages:
• No external fragmentation, therefore,
no compaction scheme is required.
Disadvantages:
• Fragmentation problem makes
compaction an i nevitable part.
Compaction in itself is an e xpensive
proposition in terms of time.
Disadvantages:
• Storage for page tables.
• Addressing a memory location in
paging scheme needs more than one
access depending on the levels of
paging.
A	memory	 size	of	 16MB	was	chosen	and	 the	
disc	driver	configuration:	8	surfaces,	64	sectors	
and	1000	tracks	was	used.
	 Four	 page	 replacement	 algorithms:	 LRU,	
LFU,	FIFO,	random	replacement	and	page	size	





	 The	 data	 in	 Table	 10	 (taken	 from	 Zhao’s	
study	[11])	show	the	effect	of	replacement	algo-
rithms	on	the	replacement	ratio.
	 After	 having	 found	 the	 optimal	 values	 of	
all	studied	parameters	except	page	size	 in	his	
work,	Zhao	used	those	optimal	values	for	1000	









starts	 with	 CPU	 scheduling,	 as	 it	 is	 the	most	
elementary	and	closest	 to	 the	concept	of	pro-
cess	 and	 process-mix.	 Next,	 the	 topic	 of	 pro-
Scheme FIFO L RU L FU R andom
R eplacement R atio % 31 30 37 31
Table 9. Comparing continuous memory allocation scheme with paged allocation
Table 10. Page Replacement Scheme vs. Replacement Ratio percentage
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cess	 synchronization	 and	 deadlock	 handling	
is	 undertaken.	The	 class	 then	 implements	 the	
memory	management	module,	where	the	simu-
lation	integrates	CPU	scheduling	with	memory	
management.	 The	 CPU	 scheduling	 algorithm	
chosen,	 however,	 is	 round	 robin	 algorithm	 in-
stead	 of	 the	 multi-level	 feedback	 queue.	 The	
final	programming	project	is	built	on	the	imple-
mentation	of	memory	management	module	by	
integrating	 disc	 scheduling	 into	 the	 same.	 In	
other	words,	the	implementation	under	the	disc	
scheduling	module	 can	 also	 be	 viewed	 as	 an	
operating	 system	 that	 uses	 round	 robin	 algo-
rithm	for	CPU	scheduling,	continuous	memory	







2	 to	Queue	1	 i.e.	 the	 aging	 thresholds	 for	
FIFO,	priority-based	and	SJF	queues	











•	 Memory	 placement	 algorithms	 –	 first-fit,	
best-fit,	worst-fit
•	 Disc	 access	 time	 (seek	 time,	 latency	 time	
and	transfer	time)
•	 Disc	configuration







the	paper,	 even	 if	 six	of	 the	above	mentioned	
parameters	 have	 ten	 possible	 values,	 then	 a	
million	permutations	are	possible.	Furthermore,	




pendent	 parameters	 in	 the	 individual	modules	
are	 enumerated.	 Such	 a	 set	 would	 include:	




average	 seek	 time,	 average	 latency	 time	 and	










	 The	 format	 of	 teaching	 operating	 systems	
described	in	this	paper	has	been	followed	in	the	
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7. Appendices
APPENDIX A
NOTE: Simulation time of 7 has been chosen to show the functioning of aging parameters especially as also other parameters. A 
simulation time of 7 means that the CPU works for those 7ms and the number of context switches are kept track of separately. This is 
used when CPU utilization and throughput are calculated where these performance parameters are calculated not on simulation time 
































































FifoQ Content : 5 7 9
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FifoQ Content : 7 9 14
PriorityQ Content : 5 11 13
SJFQ  Content : 1 4
RRQ   Content : 8 2 3 10 6 12
DoneQ Content :
Process# 8 is executing.
Arrival	Time	=	1
FifoQ Content : 5
PriorityQ Content : 1 4
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DoneQ Content :








Journal of STEM Education  Volume 7 • Issue 3 & 4   July-December 2006 77
FifoQ Content : 14 19
PriorityQ Content : 5 11 13 7 15 9 16 17
SJFQ  Content : 1 4
RRQ   Content : 3 10 6 12 18
DoneQ Content : 8 2
Process# 3 is executing.
Total	Process	Created	=	0
FifoQ Content : 19
PriorityQ Content : 5 11 13 7 15 9 16 17 14
SJFQ  Content : 1 4
RRQ   Content : 10 6 12 18 3
DoneQ Content : 8 2
Process# 10 is executing.
SCHEDULING FINISHED
Total Processes Created in the system: 19
Total Processes Finished Execution in system: 
2
Total Context Switches: 5
Maximum TurnAround Time in the system: 5
Maximum Waiting Time in the system: 2
TotalWaitingTime:4
Average Waiting Time in the system: 2
TotalTurnaroundTime:8
Average TurnAround Time in the system: 4
CPU Throughput for this  sample run: 0.1667
CPU Utilization for this sample run: 58.33%
Number of Processes Executed from Round 
Robin Queue: 2
Number of Processes Executed from Shortest 
Job Queue: 0
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PriorityQ Content : 5 11 13 7 15
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4.	 In	the	midst	of	execution.	The	first	column	shows	simulated	time	instance,	the	second	one	shows	the	action	in	the	CPU	at	that	instance	and	
the	third	one	shows	the	action	in	the	Memory	at	that	instance.	In	addition	the	total	hole	size	is	output	at	each	instance.
5.	 Compaction	Scenario											The	first	set	shows	the	processes	in	the	RAM	prior	to	compaction	and	the	second	one	shows	the	processes	in			
	 the	RAM	after	compaction.	The	format	is:	Process	number	(starting	address)	(end	address).	
Note	that	after	compaction	the	first	process	has	a	starting	address	of	one	and	each	subsequent	process	has	a	starting	address	consecutive	to	
the	previous	process’s	end	address.	In	other	words,	all	the	holes	are	compacted	to	a	large	one	at	the	end	of	the	RAM.
6.	 Final	Performance	Measures	For	The	Run
