Fuzzy Model (AMFM) based system modelling methodology that improves on traditional Mamdani fuzzy rule based system (FRBS) techniques through use of alternative membership functions and a defuzzification mechanism that is 'differentiable', allowing a back error propagation (BEP) algorithm to refine the initial fuzzy model. Moreover, a variational Bayesian (VB) method is applied to simplify the results via automatic selection of the number of input rules so that redundant rules can be removed for the initial modelling phase. The efficacy of the proposed VB modified AMFM (VB-AMFM) approach is demonstrated through experimental trials using measurements from a compressor in an industrial gas turbine (IGT).
INTRODUCTION
The adoption of predictive condition monitoring for IGTs has attracted considerable recent attention due to widely recognized benefits of facilitating reduced down-time and assurance of safety [1] . Signal processing based techniques have been applied extensively in condition monitoring for IGTs [2, 3] . However, such techniques can only provide warnings after faults have occurred, in which case, modelbased system identification approaches have become advantageous by providing early warnings based on comparisons from predictive models.
An adaptive Mamdani fuzzy model (AMFM [4] ) has previously been reported in [5] for IGTs. The original Mamdani fuzzy rule based system (FRBS) has historically been a popular type of fuzzy inference systems [6] , and relies on the calculation of a relational matrix for each rule, and subsequently, the overall relational matrix. Finally, the output fuzzy set is obtained using the composition rule of inference. However, Mamdani FRBS has an inherent drawback that it is not differentiable with respect to membership function parameters, which prevents the use of back-error-propagation (BEP) techniques to refine the fuzzy models [7] . Therefore, AMFM was proposed to remove this limitation, through the use of alternative membership functions and a defuzzification mechanism.
After building the AMFM, a simplification is needed to improve the interpretability by removing redundancy both in the rules and in the fuzzy sets to achieve optimisation and accuracy. In [6] , an immune inspired multi-objective fuzzy modelling has been proposed to achieve this, however, it is very time consuming. Therefore, in this paper, a variational Bayesian Gaussian mixture model (VBGMM) is applied to automatically cluster the initial rules of AMFM in order to simplify the final interpretation. The efficacy of the proposed variational Bayesian method modified AMFM approach (VB-AMFM) is demonstrated using results from experimental trials of a compressor on an IGT.
II. METHODOLOGY DESCRIPTION
The main concept of the methodology is to automatically assign the number of the input rules in AMFM through the application of VBGMM so that redundant rules can be removed, and interpretability of the results can be improved.
A. Adaptive Mamdani Fuzzy Model
Denote m X and m y being the inputs and output of the mth data point. AMFM uses Gaussian membership functions for the premises and bell-shape membership functions for the consequents:
where μ is the membership degree that m y maps to i B , , and k is the number of rules. The final crisp function is: 
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A Mamdani FRBS with the pre-specified number of rules is extracted from the numerical data. However, the initial fuzzy model is not ideal since the membership parameters need to be pruned for further accuracy. A constrained BEP algorithm is thus utilized to obtain a vaccine model, through the construction of which, in terms of its predictive performance, many generations of evolutional search can be saved.
By taking the partial derivatives of (2) with respect to each parameter in θ , the following parameter updating formulas are obtained:
1) Centre of the consequent updating law:
2) Spread of the consequent updating law: 
Here, β are user-specific parameters and are the step sizes and the gains of momentum terms, respectively. A problem with the BEP updating formulas derived above is that they include no constraints with respect to the updating mechanism of the parameters. Therefore, a constraint handling scheme is added which checks the boundary violation for centers during each iteration step, and the violated solutions are assigned to the boundaries. More details of AMFM can be found in [4, 7] .
B.
Variational Bayesian Gaussian Mixture Model A Gaussian mixture model (GMM) approximates the probability density function of sample data through a linear combination of Gaussian distributions. In this way, the probabilistic distribution of measurements can be expressed as a sum of K Gaussian distributions with their corresponding means k μ and standard deviations k σ . A GMM consisting of K mixture components is therefore denoted as . Assuming the n x are statistically independent, the probability function of the data set can be expressed as the multiplication of the probabilities of the N data points:
which is the likelihood function.
To select the necessary number of mixture components, a Variational Bayesian (VB) technique is used [8] . For each data sample n x , there exists a set of binary latent variables
that specify the relationship between the N data points and the K mixture components, effectively indicating which data sample belongs to which mixture component. In the raw GMM technique, the number K is pre-determined, but in VBGMM, K is solved as an unknown through the solutions
The joint probability of all variables in the GMM is then given by 
The best distribution for each factor can be found by a freeform minimization over i q :
where
represents the expectation of the distributions
Since the variational factors are mutually coupled, they can be solved using the expectation step (E-step): 1) choose a set of initialization parameters, which are normally selected to be real, small and positive to give broad prior distributions of the variables (i.e. initially neglecting the original distributions), 2) calculate the posterior distributions in (10) through use of (11), and 3) iteratively update until the differences are smaller than some pre-selected tolerance.
After calculating the variational factors, the lower bound ) (q L can be evaluated. An EM (expectation-maximization) optimization procedure is again adopted for the maximization of the lower bound ) (q L (which minimizes the marginal log-
). The maximization step (M-step) for the mixing coefficients θ can be obtained, and the optimised distributions i q are obtained through iterative updating the variational factors through the E-step until reaching the convergence criterion. In the interests of brevity, for a more indepth discussion of the properties and application of the VB framework, the reader is directed to [8] .
III.
CASE STUDY System identification via VB-AMFM is applied to a compressor on an IGT system, as shown in Fig. 1 . A set of daily data (1440 points for 1440 minutes) is collected from fuel demand (input, kW) and compressor outlet pressure (output, bar) measurement readings, as shown in Fig. 2 .
A.
AMFM Results Here, the initial Mamdani FRBS is extracted by G3Kmeans clustering algorithm [9] . The input data are further split randomly into 2 sets, with 25% for checking the performance of the model resulting from using the remaining 75% data. The predictive performances of the initial Mamdani FRBS, in terms of the root-mean-square error (RMSE) of the predicted and the actual outputs, are shown in Fig. 3 , where 20 rules are selected for measurement distributions. Each input rule (distribution of the input signals) corresponds to an output rule (distribution the output signals fall in). AMFM's membership functions are shown in Fig. 4 showing the 20 rules for the input fuel demand and the output compressor outlet pressure. It can be seen that many input and output rules are replicated and can be removed for simplicity.
B. VB-AMFM Results
For the same test data, the initial Mamdani FRBS is now extracted using the proposed VBGMM clustering algorithm, with number of the initial rules automatically calculated; 4 in this case. By applying to the measurements as before, the results are shown in Fig. 5(a) . It can be seen that the 'optimised' 4-rule initial FRBS has benefited from improved performance compared to the results in Fig. 3 , by presenting lower 'training' and 'checking' RMSEs. Moreover, the refined fuzzy model developed through use of the constrained BEP algorithm, as shown in Fig. 5(b) , provides further improved performance. For completeness, the membership functions for VB-AMFM are given in Fig. 6 . The knowledge gained from the distributions and combinations of the membership functions has demonstrated the advantageous properties of the VB-AMFM method by expressing clearer semantic meanings of its consequents, i.e. Fig. 6(b) can be considered as a simplified version for Fig. 4(b) .
IV. CONCLUSION
This paper has proposed a VB-AMFM methodology, where VBGMM is applied to remove redundant rules in the input rules in order to simplify the whole fuzzy model. The interpretation of the results is shown to be clearer, while the 
