Introduction
In the year 1958, Anderson [1] established the following very interesting result. 
Moreover, Fink [2] also pointed out that the condition (0) = 0 ( = 1, 2, . . . , ) in Theorems 1 and 2 cannot be dropped.
In recent years, the local fractional calculus has received significantly remarkable attention from scientists and engineers. Some of the concepts of the local fractional derivative were established in . In particular, the local fractional derivative was introduced in [3-9, 17, 21-26] , Jumarie modified the Riemann-Liouville derivative in [10, 11] , and the fractal derivative was proposed in [12] [13] [14] [15] [16] [18] [19] [20] . As a result, the theory of local fractional calculus plays an important From Lemma 3, it is easily seen that (see [5] )
so that
where is the fractal dimension of F.
Definition 4 (see [3, 5] ). Assume that there exists
with
for , > 0 and , ∈ R. Then ( ) is said to be local fractional continuous at = 0 , denoted by
The function ( ) is local fractional continuous on the interval ( , ), denoted by (see [5] )
if (7) holds true for ∈ ( , ).
Definition 5 (see [4, 5] ). Assume that ( ) is a nondifferentiable function of exponent (0 < ≦ 1). Then ( ) is called the Hölder function of exponent if, for , ∈ F, one has
Definition 6 (see [4, 5] ). A function ( ) is said to be continuous of order (0 < ≦ 1) or, equivalently, -continuous, if
Local Fractional Derivatives and Local Fractional Integrals
Definition 7 (see [3] [4] [5] ). Assume that ( ) ∈ ( , ). Then a local fractional derivative of ( ) of order at = 0 is defined by
where
It follows from Definition 7 that there exists (see [5] )
if
for any ∈ ( , ).
Definition 8 (see [3, 5] ). (a) If ( ) ( ) > 0 on a given interval, then ( ) is increasing on that interval.
(b) If ( ) ( ) < 0 on a given interval, then ( ) is decreasing on that interval.
Definition 9 (see [42]). A function ( ) is called -convex on
if the following inequality holds true:
for all 1 , 2 ∈ and 0 ≦ ≦ 1 such that
Theorem 10 (see [42] Definition 12 (see [3] [4] [5] ). Assume that ( ) ∈ ( , ). A local fractional integral of ( ) of order in the interval [ , ] is expressed by
are a partition of the interval [ , ] . It follows from Definition 12 that (see [5] )
Remark 13 (see [3] [4] [5] ). Assume that ( ) ∈ ( ) ( , ) or ( ) ∈ ( , ); then
Main Results
Lemma 14. Let ( ), ( ) ∈ (0, 1) satisfy the constraints that (0) = 0 and ( ) is increasing on (0, 1] . If the function
is increasing on (0, 1], then
for ∈ [0, 1].
Proof. Let
Then, clearly, (0) = 0 and
4 Abstract and Applied Analysis Moreover, we have
Since the function
is increasing on (0, 1], we can see that
is decreasing on (0, 1]. Next, we show that ( ) ≧ 0 on [0, 1]. This proof can be divided into the following two parts.
(a) Assume that there exists a point 0 ∈ (0, 1) such that
Hence we assume that 
because ( ) ≧ 0 and ( ) is increasing (and hence ( ) ( ) ≧ 0). We have thus completed our proof.
We are in a position to state and prove our main result as follows. 
Proof. It follows from Lemma 14 and the increasing property of ( ) ( = 1, 2, . . . , ) that, for * ( ) defined as in Lemma 14, 
The proof of Theorem 15 is thus completed.
Remark 16.
In its special case when = 1, the inequality (36) asserted by Theorem 15 would reduce to the Anderson-Fink inequality (2).
