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Abstract
We prove sharp blow up rates of solutions of higher order conformally invariant equations
in a bounded domain with an isolated singularity, and show the asymptotic radial symmetry of
the solutions near the singularity. This is an extension of the celebrated theorem of Caffarelli-
Gidas-Spruck for the second order Yamabe equation with isolated singularities to higher order
equations. Our approach uses blow up analysis for local integral equations, and is unified for
all critical elliptic equations of order smaller than the dimension. We also prove the existence
of Fowler solutions to the global equations, and establish a sup ∗ inf type Harnack inequality
of Schoen for integral equations.
1 Introduction
In the classical paper [5], Caffarelli, Gidas and Spruck proved asymptotic symmetry of positive
smooth solutions to the critical semilinear elliptic equation with an isolated singularity
−∆u = n(n− 2)un+2n−2 in BR \ {0}, (1)
where n ≥ 3, BR ⊂ Rn is the open ball centered at the origin {0} with radius R > 0, and ∆ is
the Laplacian operator. More precisely, they proved
(i). If R =∞, i.e., BR = Rn, and the singularity {0} is removable, then
u(x) =
(
λ
1 + λ2|x− x0|2
)n−2
2
for some λ > 0, x0 ∈ Rn.
(ii). If R = ∞, i.e., BR = Rn, and u is singular at the origin, then u is radially symmetric, and
all solutions are classified by ODE analysis, which are usually called the Fowler solutions
or Delaunay type solutions.
*T. Jin was partially supported by Hong Kong RGC grants ECS 26300716 and GRF 16302217.
†J. Xiong was partially supported by NSFC 11501034, a key project of NSFC 11631002 and NSFC 11571019.
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(iii). If R <∞ and u is singular at the origin, then
u(x) = u¯(|x|)(1 +O(|x|)) as x→ 0
with u¯(|x|) = −∫∂B|x|(0) u(|x|θ) dθ being the spherical average of u over the sphere ∂B|x|(0).
Furthermore, there exists a Fowler solution u∗ such that
u(x) = u∗(|x|)(1 +O(|x|α)) as x→ 0 (2)
for some α > 0.
The motivation and importance of studying the solutions of (1) and characterizing the singular
set of u were highlighted in the classical work of Schoen and Yau [40, 41] on conformally flat
manifolds and the Yamabe problem. Subsequent to [5], there have been many papers related to this
result, including Chen-Lin [13, 14], C. Li [29], Korevaar-Mazzeo-Pacard-Schoen [28], Marques
[38], among others. In particular, [28] gives a proof of (2) and provides an expansion of u after the
order of u∗. The main theorems of [5] and [28] were completely extended to solutions of second
order fully nonlinear Yamabe equations by Li-Li [30], Y.Y. Li [31], Chang-Han-Yang [10] and
Han-Li-Teixeira [23].
There are also works on studying similar problems for singular solutions of higher order con-
formally invariant equations with isolated singularities. The first part of the results in [5], i.e., the
R = ∞ case with {0} being removable, was extended to fourth order equations by Lin [36], to
other higher order equations by Wei-Xu [45], and to conformally invariant integral equations by
Chen-Li-Ou [11] and Y.Y. Li [32].
The second part of the results in [5], i.e., the R = ∞ case with {0} being not removable, has
also been extended to fourth order equations. It was known from Lin [36] that all the singular
solutions of∆2u = u
n+4
n−4 in Rn \{0}, n ≥ 5, are radially symmetric. Recently, Frank-Ko¨nig [17]
classified all the singular solutions, i.e., the Fowler solutions, by ODE analysis. See also some
earlier results (including the existence of Fowler solutions, among others) by Guo-Huang-Wang-
Wei [20].
In this paper, we are interested in the third part of the results in [5], i.e., the R <∞ case with
{0} being not removable, for higher order equations.
The first main result of the paper is as follows.
Theorem 1.1. Suppose that 1 ≤ m < n/2 and m is an integer. Let u ∈ C2m(B1 \ {0}) be a
positive solution of
(−∆)mu = un+2mn−2m in B1 \ {0}. (3)
Suppose
(−∆)ku ≥ 0 in B1 \ {0}, k = 1, . . . ,m− 1. (4)
Then either 0 is a removable singularity of u, or there exists C > 0 such that
1
C
|x|−n−2m2 ≤ u(x) ≤ C|x|−n−2m2 , (5)
and
u(x) = u¯(|x|)(1 +O(|x|)) as x→ 0. (6)
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Remark 1.2. If a positive solution u of (3) satisfies either the lower bound in (5), or the upper
bound in (5) and that 0 is non-removable, then the sign assumptions (4) hold in a small punctured
ball Bτ \ {0} with some τ > 0. See Proposition 2.2 and Proposition 2.3.
Singular local solutions of ∆2u = up has been studied by Soranzo [42] with p < nn−4 which
extends earlier results of Brezis-Lions [4] and Lions [37] form = 1, and has been studied by Yang
[46] with nn−4 < p <
n+4
n−4 which extends several results of Gidas-Spruck [19] form = 1.
The equation (3) is conformally invariant in the sense that if u is a solution then its Kelvin
transform
ux,λ(ξ) =
(
λ
|ξ − x|
)n−2m
u
(
x+
λ2(ξ − x)
|ξ − x|2
)
(7)
is also a solution in the corresponding region. In the classification of entire solutions of (3) in
R
n by Lin [36] and Wei-Xu [45], one important step is to show that every entire positive solution
of (3) satisfies the Laplacian sign conditions (4). This implies that the sign conditions (4) are
kept under the Kelvin transforms (7) for entire solutions. These sign conditions will ensure the
maximum principle and are essential for applying the moving plane method. See also Gursky-
Malchoidi [22] and Hang-Yang [24] for the recent progresses on the fourth order Q-curvature
problem on Riemannian manifolds, where the positivity of the scalar curvature and the positivity
of the Yamabe invariant are assumed, respectively. However, in our local situation (3), the sign
conditions (4) may change when performing the Kelvin transforms (7). We also note whenm = 2,
the positivity of the scalar curvature of the metric u
4
n−4 δij , which implies −∆u > 0, is not
invariant under the Kelvin transform (7), either.
We overcome this difficulty by rewriting the differential equations (3) into the integral equation
(8) below, and we will work in the integral equation setting. This is inspired by a unified approach
to the Nirenberg problem and its generalizations studied by the authors with Y.Y. Li in [26].
Assume that the dimension n ≥ 1 and 0 < σ < n/2 is a real number. We consider the integral
equation involving the Riesz potential
u(x) =
∫
B1
u(y)
n+2σ
n−2σ
|x− y|n−2σ dy + h(x), x ∈ B1 \ {0}, u > 0, (8)
where u ∈ Ln+2σn−2σ (B1) ∩C(B1 \ {0}) and h ∈ C1(B1) is a positive function. Under the assump-
tions of Theorem 1.1, one can show u ∈ L
n+2σ
n−2σ
loc (B1) and can rewrite the equation (3) as (8) (after
some scaling, see details in Section 2).
Our second main result is for the solutions of (8). Note that whenever we say h is a solution
of (−∆)σh = 0 in some open set Ω for any non-integer σ, we assume that h is defined in Rn, is
smooth in Ω, and
h ∈W 2m,1loc (Rn) satisfying
∫
Rn
|∇kh(y)|
1 + |y|n+2σ−k dy <∞ for all k = 0, 1, · · · , 2m, (9)
wherem = [σ] is the integer part of σ.
Theorem 1.3. Suppose n ≥ 1, 0 < σ < n/2, u ∈ C(B1 \{0})∩L
n+2σ
n−2σ (B1) is a positive solution
of (8), and h ∈ C1(B1) is a positive function. Then
u(x) ≤ C1|x|−
n−2σ
2 , x ∈ B1/2,
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for some constant C1 > 0, and
u(x) = u¯(|x|)(1 +O(|x|)), as x→ 0.
Suppose in addition that h is smooth in B1, h is a positive function in R
n satisfying (9) if σ is not
an integer, and h satisfies (−∆)σh = 0 in B1. Then either 0 is a removable singular point of u
and u ∈ C∞(B1), or
u(x) ≥ 1
C2
|x|−n−2σ2
for some positive constant C2 > 0.
Theorem 1.3 recovers Theorem 1.1. It also recovers the previous work of Caffarelli-Jin-Sire-
Xiong [6] for the fractional Yamabe equation (0 < σ < 1). Fractional Yamabe equations with
a higher dimensional singular set have been studied by the authors with de Queiroz and Sire in
[27], and by Ao-Chan-DelaTorre-Fontelos-Gonza´lez-Wei [2] which extends the Mazzeo-Pacard
[39] program to a nonlocal setting.
Some blow up analysis arguments developed in Jin-Li-Xiong [26] will be used in proving
Theorem 1.3. A difference from the nonlinear integral equations studied in [11, 32, 26] is that our
integral equation is locally defined, and we need to establish several delicate error estimates during
the blow up. When σ is not an integer, the lower bound is much subtler. It relies on the localization
formula for fractional Laplacian operators developed by Caffarelli-Silvestre [7], Chang-Gonza´lez
[9], Yang [47], Case-Chang [8], as well as some technical analysis of Poisson integrals.
Note that if u is a solution of (8) as in Theorem 1.3 and σ is not an integer, then one can
verify that the function h˜ :=
∫
B1\B1/2
u(y)
n+2σ
n−2σ
|x−y|n−2σ dy is smooth in B1/2, is positive in R
n, satisfies
the condition (9) and (−∆)σh˜ = 0 in B1/2. Thus, one always can consider the equation (8) in a
smaller ball with the same assumptions.
We are also interested in the global singular solutions of
u(x) =
∫
Rn
u(y)
n+2σ
n−2σ
|x− y|n−2σ dy for x ∈ R
n \ {0}. (10)
We know that c|x|−n−2σ2 is a solution of (10) for a positive constant c depending only on n and σ.
It has been proved by Chen-Li-Ou [12] that every smooth positive solution u of (10) with a non-
removable singularity at the origin is radially symmetric. One may wonder whether there are other
solutions and whether one can classify all the solutions. Let t = ln |x| and ψ(t) = |x|n−2σ2 u(|x|).
Then we have
ψ(t) =
∫ ∞
−∞
K(t− s)ψ(s)n+2σn−2σ ds, (11)
where
K(t) =
1
2
n−2σ
2
∫
Sn−1
dξ
| cosh t− ξ1|
n−2σ
2
.
Non-constant periodic solutions of (11) will be conventionally called the Fowler solutions. As
mentioned earlier, Frank-Ko¨nig [17] classified all the singular solutions of ∆2u = u
n+4
n−4 in Rn \
{0}, n ≥ 5, corresponding to σ = 2 in (10), where some existence results were obtained earlier
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by Guo-Huang-Wang-Wei [20]. When σ ∈ (0, 1) and n ≥ 2, the existence of Fowler solutions of
(−∆)σu = un+2σn−2σ was proved by DelaTorre-del Pino-Gonza´lez-Wei [15], which corresponds to
σ ∈ (0, 1) and n ≥ 2 in (10). See also Ao-DelaTorre-Gonza´lez-Wei [1] for a gluing approach for
the fractional Yamabe problem with multiple isolated singularities for σ ∈ (0, 1).
Our next theorem asserts that Fowler solutions exist for all n ≥ 1 and σ ∈ (0, n/2).
Theorem 1.4. Suppose n ≥ 1 and 0 < σ < n/2. There exists T ∗ > 0 such that for every T ≥ T ∗,
there exists a positive smooth non-constant periodic solutions of (11) with period T .
The proof of this existence result uses a variational method, inspired by the work DelaTorre-
del Pino-Gonza´lez-Wei [15]. One difference is that they deal directly with the fractional Laplacian
operator (−∆)σ for σ ∈ (0, 1), while we work with its dual form, the integral equation (11), which
allows us to unify the result for all n ≥ 1 and 0 < σ < n/2. If n ≥ 2, then the exponent n+2σn−2σ in
(11) is subcritical in 1-D, and thus, we can obtain a solution by maximizing an energy functional
using compact embeddings. The n = 1 case is a critical problem. Nevertheless, the kernel K(t)
has a positive mass type property near the origin, and one can still obtain a solution as in the
Yamabe problem.
The classification of all solutions to (11) remains as an open question.
Finally, we would like to extend Schoen’s Harnack inequality to the integral equation setting.
Theorem 1.5. Suppose n ≥ 1, 0 < σ < n/2, R > 0, and u ∈ C(B3R) is a positive solution of
u(x) =
∫
B3R
u(y)
n+2σ
n−2σ
|x− y|n−2σ dy + h(x), x ∈ B3R, u > 0 in B3R.
Suppose that h ∈ C1(B3R) is a positive function such that
R
n−2σ
2 ‖h‖L∞(B5R/2) +R‖∇ lnh‖L∞(B5R/2) ≤ A
for some constant A > 0. Then
sup
BR
u · inf
B2R
u ≤ CR2σ−n, (12)
where C > 0 depends only on n, σ and A.
This paper is organized as follows. In Section 2, we show that Theorem 1.1 follows from
Theorem 1.3. In Section 3, we prove the upper bound and asymptotic radial symmetry in Theorem
1.3. In Section 4, we show the lower bound in Theorem 1.3, and complete our proof of Theorem
1.3. In Section 5, we prove the existence of Fowler solutions as in Theorem 1.4. In Section 6,
we show the Harnack inequality stated in Theorem 1.5. In Appendix A, we include two Pohozaev
type identities that were used in proving the lower bound in Theorem 1.3. In Appendix B and
Appendix C, we obtain some technical estimates for the Poisson extension, as well as its blow up
analysis, that are used to prove the lower bound in Theorem 1.3 for the non-integer cases.
Acknowledgement: Part of this work was completed while the second named author was visiting
the Department of Mathematics at the Hong Kong University of Science and Technology, to which
he is grateful for providing the very stimulating research environment and supports. Both authors
would like to thank Professor YanYan Li for his interests and constant encouragement.
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2 An integral representation for the integer order cases
For n ≥ 3, recall that the Green function of −∆ on the unit ball is given by
G1(x, y) =
1
(n − 2)ωn−1
(∣∣∣x− y∣∣∣2−n − ∣∣∣ x|x| − |x|y∣∣∣2−n
)
,
where ωn−1 is the surface area of the unit sphere in R
n. Namely, for any u ∈ C2(B1) ∩ C(B1),
u(x) =
∫
B1
G1(x, y)(−∆)u(y) dy +
∫
∂B1
H1(x, y)u(y) dSy,
where
H1(x, y) = − ∂
∂νy
G1(x, y) =
1− |x|2
ωn−1|x− y|n for x ∈ B1, y ∈ ∂B1.
By induction, we have, for 2m < n and u ∈ C2m(B1) ∩C2m−2(B1),
u(x) =
∫
B1
Gm(x, y)(−∆)mu(y) dy +
m∑
i=1
∫
∂B1
Hi(x, y)(−∆)i−1u(y) dSy,
where
Gm(x, y) =
∫
B1×···×B1
G1(x, y1)G1(y1, y2) . . . G1(ym−1, y) dy1 . . . dym−1,
and
Hi(x, y) =
∫
B1×···×B1
G1(x, y1)G1(y1, y2) . . . G1(yi−2, yi−1)H1(yi−1, y) dy1 . . . dyi−1
for 2 ≤ i ≤ m.
By direct computations, we have
Gm(x, y) = c(n,m)|x− y|2m−n +Am(x, y), (13)
c(n,m) =
Γ(n−2m
2
)
22mπn/2Γ(m)
, Am(·, ·) is smooth in B1 ×B1, and
Hi(x, y) ≥ 0, i = 1, . . . ,m.
Lemma 2.1. Let 1 ≤ m < n/2 be an integer. Let u ∈ C2m(B1 \ {0}) be a positive solution of
(−∆)mu = up in B1 \ {0}, (14)
where p > nn−2m . Then u(x)
p|x|−α ∈ L1(B1) for every α < n− 2mpp−1 . Moreover,
u(x) =
∫
B1
Gm(x, y)u(y)
p dy +
m∑
i=1
∫
∂B1
Hi(x, y)(−∆)i−1u(y) dSy. (15)
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Proof. The fact that up ∈ L1(B1) was proved in Caffarelli-Gidas-Spruck [5], Lin [36] and Xu-
Wei [45]. For completeness, we include a proof here, which uses some arguments in Yang [46].
Let η be a smooth function defined in R satisfying η(t) = 0 for t ≤ 1, η(t) = 1 for t ≥ 2 and
0 ≤ η ≤ 1 for 1 ≤ t ≤ 2. For small ε > 0, let ϕε(x) = η(ε−1|x|)q with q = 2mpp−1 . Multiplying
both sides of (14) by ϕε(x) and using integration by parts, we have∫
B1
upϕε =
∫
B1
u(−∆)mϕε +
∫
∂B1
∂(−∆)m−1u
∂ν
dS,
≤ Cε−2m
∫
ε≤|x|≤2ε
uη(ε−1|x|)q−2m +C
≤ Cε−2m
∫
ε≤|x|≤2ε
uϕ
1
p
ε + C
≤ Cεn−np−2m
(∫
B1
upϕε
)1/p
+ C
≤ C
(∫
B1
upϕε
)1/p
+ C,
from which it follows that ∫
2ε≤|x|≤1
up ≤
∫
B1
upϕε ≤ C.
By sending ε→ 0, we obtain ∫
B1
up ≤ C.
Next, we shall use some arguments in Sun-Xiong [43]. By Ho¨lder’s inequality, we have∫
B1
u|x|−α1 ≤
(∫
B1
up
)1/p( ∫
B1
|x|−
pα1
p−1
)(p−1)/p
<∞
if 0 < α1 <
np−n
p . Multiplying both sides of (14) by η(ε
−1|x|)|x|2m−α and using integration by
parts, we have∫
B1
upη(ε−1|x|)|x|2m−α =
∫
B1
u(−∆)m
(
η(ε−1|x|)|x|2m−α
)
+
∫
∂B1
F (u) dS, (16)
where F (u) involves u and its derivatives up to order 2m − 1. Now letting α = α1 in (16) and
sending ε→ 0, we have ∫
B1
up|x|2m−α1 <∞.
Using Ho¨lder’s inequality again, we can show that∫
B1
u|x|−α2 <∞ if α2 < n(p− 1)− 2m
p
+
α1
p
.
Iterating this procedure, it leads to that∫
B1
u|x|−αk <∞ and
∫
B1
up|x|2m−αk <∞
7
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if
0 < αk <
n(p− 1)− 2m
p
+
αk−1
p
< (n(p− 1)− 2m)
(
1
p
+ · · ·+ 1
pk−1
)
+
α1
pk−1
, k = 1, 2, · · · .
We proved the first conclusion.
Let
v(x) =
∫
B1
Gm(x, y)u(y)
p dy +
m∑
i=1
∫
∂B1
Hi(x, y)(−∆)m−iu(y) dSy.
Let w = u− v. Then
(−∆)mw = 0 in B1 \ {0}.
Since up ∈ L1(B1) and the Riesz potential |x|2m−n is weak type
(
1, nn−2m
)
, v ∈ L
n
n−2m
weak (B1) ∩
L1(B1). Moreover, for every ε > 0 we can choose ρ > 0 such that
∫
B2ρ
up < ε. Then for all
sufficiently large λ, we have
|x ∈ Bρ : |v(x)| > λ| ≤
∣∣∣∣∣x ∈ Bρ :
∫
B2ρ
Gm(x, y)u(y)
p dy > λ/2
∣∣∣∣∣ ≤ C(n,m)ελ− nn−2m .
Hence, w ∈ L
n
n−2m
weak (B1) ∩ L1(B1), and for every ε > 0 there exists ρ > 0 such that for all
sufficiently large λ,
|x ∈ Bρ : |w(x)| > λ| ≤ |x ∈ Bρ : |u(x)| > λ/2|+ |x ∈ Bρ : |v(x)| > λ/2|
≤ C(n,m)ελ− nn−2m .
By the generalized Boˆcher’s theorem for polyharmonic functions in [18], (−∆)mw(x) = 0 inB1.
Since w = ∆w = · · · = ∆m−1w = 0 on ∂B1, w ≡ 0 and thus u = v. This completes the proof
of (15).
Proof of Theorem 1.1 using Theorem 1.3. We can suppose that u ∈ C2m(B1 \ {0}) and u > 0 in
B1, since otherwise we just consider the equation in a smaller ball.
Since −∆u ≥ 0 in B1 \ {0}, and u > 0 in B1, we know from the maximum principle that
c1 := infB1 u = min∂B1 u > 0. By Lemma 2.1, u
n+2m
n−2m ∈ L1(B1). Thus, one can find τ < 1/4
such that ∫
Bτ
|Am(x, y)|u(y)
n+2m
n−2m dy ≤ c1
2
for x ∈ Bτ ,
where Am(x, y) is as in (13). By Lemma 2.1, we write
u(x) = C
∫
Bτ
u(y)
n+2m
n−2m
|x− y|n−2m dy + h1(x),
8
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where
h1(x) = C
∫
Bτ
Am(x, y)u(y)
p dy +
∫
B1\Bτ
Gm(x, y)u(y)
p dy
+
m∑
i=1
∫
∂B1
Hi(x, y)(−∆)i−1u(y) dSy
≥ −c1
2
+
∫
∂B1
H1(x, y)u(y) dSy
≥ −c1
2
+ inf
B1
u =
c1
2
for x ∈ Bτ ,
where we used the sign conditions (4) in the first inequality. This is the only place that we used
these sign conditions (4). On the other hand, h1 is smooth in Bτ and satisfies (−∆)mh1 = 0 in
Bτ . Hence, the conclusion follows from Theorem 1.3.
Before proving Theorem 1.3 in the next sections, we would like to give two sufficient condi-
tions for the sign assumptions (4).
Proposition 2.2. Assume as in Lemma 2.1. If
lim
ε→0
∫
B1/2\Bε
u(y)
n+2m
n−2m
|y|n+2−2m dy =∞, (17)
then the sign conditions (4) hold in some small punctured ball Bτ \ {0} for some τ > 0.
Proof. By Lemma 2.1, for k = 1, · · · ,m− 1, and x ∈ B1 \ {0},
(−∆)ku(x) =
∫
B1
Gm−k(x, y)u(y)
p dy +
m∑
i=k+1
∫
∂B1
Hi−k(x, y)(−∆)i−1u(y) dSy
= C
∫
B1
u(y)
n+2m
n−2m
|x− y|n−2(m−k) dy + h2(x),
where
h2(x) = C
∫
B1
Am−k(x, y)u(y)
n+2m
n−2m dy +
m∑
i=k+1
∫
∂B1
Hi−k(x, y)(−∆)i−1u(y) dSy.
Then h2 is smooth in B1/2.
Let r > 0 be small, which will be chosen below. Let v = r
n−2m
2 u(rx). Then
(−∆)kv(x) = C
∫
B1/r
v(y)
n+2m
n−2m
|x− y|n−2(m−k) dy + r
n−2m
2
+2kh2(rx)
≥ C
∫
B1/r\B1
v(y)
n+2m
n−2m
|x− y|n−2(m−k) dy + r
n−2m
2
+2kh2(rx)
=: h˜2(x).
9
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For every x ∈ B1,
h˜2(x) ≥ C
∫
B1/r\B2
v(y)
n+2m
n−2m
|x− y|n−2(m−k) dy + r
n−2m
2
+2kh2(rx)
≥ C
∫
B1/r\B2
v(y)
n+2m
n−2m
|y|n−2(m−k) dy + r
n−2m
2
+2kh2(rx)
= Cr
n−2m
2
+2k
∫
B1\B2r
u(y)
n+2m
n−2m
|y|n−2(m−k) dy + r
n−2m
2
+2kh2(rx)
≥ Cr n−2m2 +2k
∫
B1\B2r
u(y)
n+2m
n−2m
|y|n−2(m−1) dy + r
n−2m
2
+2kh2(rx).
By the assumption (17), we can choose r ∈ (0, 1/4) small such that
C
∫
B1\B2r
u(y)
n+2m
n−2m
|y|n−2(m−1) dy ≥ ‖h2‖L∞(B1/4) + 1.
Hence, h˜2 is positive, and thus, (−∆)kv is positive inB1\{0}. So (−∆)ku is positive inBr \{0}.
Proposition 2.3. Assume as in Lemma 2.1. If 0 is a non-removable singularity and
u(x) = O(|x|2m−n−2) near 0, (18)
then the sign conditions (4) hold in some small punctured ball Bτ \ {0} for some τ > 0.
Proof. We will show that (17) holds. If not, then∫
B1/2
u(y)
n+2m
n−2m
|y|n+2−2m dy <∞.
Then by the assumption (18), we have∫
B1/2
u(y)
2n
n−2m dy ≤ C
∫
B1/2
u(y)
n+2m
n−2m
|y|n+2−2m dy <∞.
Since u satisfies (15), we know from the regularity result, Corollary 1.1 in [32], that u is locally
bounded in B1, and thus, 0 is removable. This is a contradiction to the assumptions.
3 The upper bound and asymptotic radial symmetry
For x ∈ Rn and λ > 0, we denote
ξx,λ = x+
λ2(ξ − x)
|ξ − x|2 for ξ 6= x, Ω
x,λ = {ξx,λ : ξ ∈ Ω},
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and
ux,λ(ξ) =
(
λ
|ξ − x|
)n−2σ
u(ξx,λ).
Note that (ξx,λ)x,λ = ξ and (ux,λ)x,λ = u. If x = 0, we write u0,λ as uλ.
Lemma 3.1. Suppose f ∈ C1(B2) is positive and
|∇ ln f | ≤ C0 in B3/2
for some constant C0 > 0. Then there exists a positive constant 0 < r0 < 1/2 depending only on
n, σ and C0 such that for every x ∈ B1 and 0 < λ ≤ r0 there holds
fx,λ(y) ≤ f(y) for |y − x| ≥ λ, y ∈ B3/2.
Proof. For any x ∈ B1, we have
d
dr
(r
n−2σ
2 f(x+ rθ)) = r
n−2σ
2
−1f(x+ rθ)
(
n− 2σ
2
− r∇f · θ
f
)
≥ r n−2σ2 −1f(x+ rθ)
(
n− 2σ
2
− C0r
)
> 0 (19)
for all 0 < r < r¯ := min{12 , n−2σ2C0 } and θ ∈ Sn−1. For any y ∈ Br¯(x), 0 < λ < |y − x| ≤ r¯, let
θ = y−x|y−x| , r1 = |y − x| and r2 = λ
2
|y−x|2
r1. It follows from (19) that
r
n−2σ
2
2 f(x+ r2θ) < r
n−2σ
2
1 f(x+ r1θ).
Namely,
fx,λ(y) ≤ f(y), 0 < λ < |y − x| ≤ r¯. (20)
Note that, for |y − x| ≥ r¯
fx,λ(y) =
(
λ
|y − x|
)n−2σ
f(yx,λ) ≤
(
λ
r¯
)n−2σ
max
B3/2
f ≤ e 32C0
(
λ
r¯
)n−2σ
inf
B3/2
f ≤ f(y),
if we choose λ ≤ r0 with e 32C0( r0r¯ )n−2σ ≤ 1.
This finishes the proof.
Let u be a positive solution of (8). Replacing u(x) by r
n−2σ
2 u(rx) for r = 12 , we may consider
the equation in B2 for convenience, namely,
u(x) =
∫
B2
u(y)
n+2σ
n−2σ
|x− y|n−2σ dy + h(x) for x ∈ B2 \ {0} (21)
with u ∈ C(B2 \ {0}) ∩ L
n+2σ
n−2σ (B2) and
|∇ lnh| ≤ C0 in B3/2. (22)
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If we extend u to be identically 0 outside B2, then we have
u(x) =
∫
Rn
u(y)
n+2σ
n−2σ
|x− y|n−2σ dy + h(y) for x ∈ B2 \ {0}.
Using the following two identities (see, e.g., page 162 of [32]),(
λ
|ξ − x|
)n−2σ ∫
|z−x|≥λ
u(z)
n+2σ
n−2σ
|ξx,λ − z|n−2σ dz =
∫
|z−x|≤λ
ux,λ(z)
n+2σ
n−2σ
|ξ − z|n−2σ dz (23)
and (
λ
|ξ − x|
)n−2σ ∫
|z−x|≤λ
u(z)
n+2σ
n−2σ
|ξx,λ − z|n−2σ dz =
∫
|z−x|≥λ
ux,λ(z)
n+2σ
n−2σ
|ξ − z|n−2σ dz, (24)
one has
ux,λ(ξ) =
∫
Rn
ux,λ(z)
n+2σ
n−2σ
|ξ − z|n−2σ dz + hx,λ(ξ) for ξ ∈ B
x,λ
2 .
Thus, for any x ∈ B1 and λ < 1, we have, for ξ ∈ B2 \
({0} ∪Bλ(x)),
u(ξ)− ux,λ(ξ) =
∫
|z−x|≥λ
K(x, λ; ξ, z)(u(z)
n+2σ
n−2σ − ux,λ(z)
n+2σ
n−2σ ) dz + (hx,λ(ξ)− h(ξ)),
where
K(x, λ; ξ, z) =
1
|ξ − z|n−2σ −
(
λ
|ξ − x|
)n−2σ 1
|ξx,λ − z|n−2σ .
It is elementary to check that
K(x, λ; ξ, z) > 0 for all |ξ − x| > λ > 0, |z − x| > λ > 0.
This allows us to prove the upper bound and asymptotic radial symmetry in Theorem 1.3 using
the moving sphere method introduced by Li-Zhu [33]. See also Li-Zhang [34] and Zhang [48] for
more applications of the moving sphere method.
Proposition 3.2. Let u ∈ C(B2 \ {0}) ∩ L
n+2σ
n−2σ (B2) be a positive solution of (21). Suppose
h ∈ C1(B2) is a positive function satisfying (22). Then
lim sup
x→0
|x|n−2σ2 u(x) <∞.
Proof. Suppose by contradiction that there exists a sequence of points {xj}∞j=1 ⊂ B2 converging
to the origin such that
|xj |
n−2σ
2 u(xj)→∞ as j →∞.
Consider
vj(x) :=
( |xj |
2
− |x− xj|
)n−2σ
2
u(x) for |x− xj | ≤ |xj |
2
.
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Since u is positive and continuous in B|xj |/2(xj), we can find a maximum point x¯j ∈ B|xj|/2(xj)
of vj . That is
vj(x¯j) = max
|x−xj |≤
|xj|
2
vj(x) > 0.
Let 2µj :=
|xj |
2 − |x¯j − xj | > 0. Then
0 < 2µj ≤ |xj |
2
and
|xj |
2
− |x− xj | ≥ µj ∀ |x− x¯j | ≤ µj.
By the definition of vj , we have
(2µj)
n−2σ
2 u(x¯j) = vj(x¯j) ≥ vj(x) ≥ (µj)
n−2σ
2 u(x) ∀ |x− x¯j| ≤ µj. (25)
Thus, we have
2
n−2σ
2 u(x¯j) ≥ u(x) ∀ |x− x¯j| ≤ µj.
We also have
(2µj)
n−2σ
2 u(x¯j) = vj(x¯j) ≥ vj(xj) =
( |xj |
2
)n−2σ
2
u(xj)→∞ as i→∞. (26)
Let
wj(y) =
1
u(x¯j)
u
(
x¯j +
y
u(x¯j)
2
n−2σ
)
, hj(y) =
1
u(x¯j)
h
(
x¯j +
y
u(x¯j)
2
n−2σ
)
in Ωj,
where
Ωj =
{
y ∈ Rn : x¯j + y
u(x¯j)
2
n−2σ
∈ B2 \ {0}
}
.
We also extend wj to be zero outside of Ωj . Then
wj(y) =
∫
Rn
wj(z)
n+2σ
n−2σ
|y − z|n−2σ dz + hj(y) for y ∈ Ωj (27)
and wj(0) = 1. Moreover, it follows from (25) and (26) that
‖hj‖C1(Ωj) → 0, wj(y) ≤ 2
n−2σ
2 in BRj ,
where
Rj := µju(x¯j)
2
n−2σ →∞ as j →∞.
By the regularity results in Section 2.1 of [26], and the proof of Proposition 2.9 in [26], there exists
w > 0 such that
wj → w in Cαloc(Rn)
for some α > 0, and w satisfies
w(y) =
∫
Rn
w(z)
n+2σ
n−2σ
|y − z|n−2σ dz for y ∈ R
n.
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Since w(0) = 1, by the classification results in [11] or [32], we have
w(y) =
(
1 + µ2|y0|2
1 + µ2|y − y0|2
)n−2σ
2
(28)
for some µ > 0 and some y0 ∈ Rn.
On the other hand, we are going to show that, for every λ > 0
wλ(y) ≤ w(y) ∀ |y − x| ≥ λ, (29)
This contradicts to (28).
Let us arbitrarily fix λ0 > 0. Then for all j large, we have 0 < λ0 <
Rj
10 . Let
Σj :=
{
y ∈ Rn : x¯j + y
u(x¯j)
2
n−2σ
∈ B1 \ {0}
}
⊂⊂ Ωj.
We will show that for all sufficiently large j,
(wj)λ0(y) ≤ wj(y) ∀ |y| ≥ λ0, y ∈ Σj . (30)
Then (29) follows from (30) by sending j →∞.
By Lemma 3.1, there exist r¯ > 0 such that, for all 0 < λ ≤ r¯ and x¯ ∈ B 1
100
,(
λ
|y|
)n−2σ
h(y0,λ + x¯) ≤ h(y + x¯) for |y| ≥ λ, y ∈ B149/100. (31)
Let j large such that λ0u(x¯j)
− 1
n−2σ < r¯. It follows that, for every 0 < λ ≤ λ0
(hj)λ(y) ≤ hj(y) for y ∈ Σj\Bλ. (32)
Claim 1. There exists a positive real number λ1 independent of (large) j such that for any
0 < λ < λ1, we have
(wj)λ(y) ≤ wj(y) in Σj\Bλ.
Since wj → w locally uniformly and w is given in (28), we know that wj ≥ c0 > 0 on B1
for all j sufficiently large. On the other hand, from the equation (27) and the regularity results in
Section 2.1 in [26], we know that |∇wj | ≤ C0 < ∞ on B1 for all j sufficiently large. By the
proof of (20), there exists a r0 > 0 independent of j (large) such that for all 0 < λ ≤ r0
(wj)λ(y) < wj(y), 0 < λ < |y| ≤ r0. (33)
Again, since wj ≥ c0 > 0 on B1 for all j sufficiently large, we have
wj(x) ≥ c
n+2σ
n−2σ
0
∫
B1
|x− y|2σ−n dy ≥ 1
C
(1 + |x|)2σ−n in Ωj
for some constant C > 0. It follows that we can find a sufficiently small 0 < λ1 ≤ r0 such that
for all 0 < λ < λ1
(wj)λ(y) ≤
(
λ1
|y|
)n−2σ
max
Br0
wj ≤ C
(
λ1
|y|
)n−2σ
≤ wj(y) for all |y| ≥ r0, y ∈ Ωj.
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Together with (33), we proved the Claim 1.
We define
λ¯ := sup{0 < µ ≤ λ0 | (wj)λ(y) ≤ wj(y), ∀ |y − x0| ≥ λ, y ∈ Σj, ∀ 0 < λ < µ},
where λ0 is fixed at the beginning. By Claim 1, λ¯ is well defined.
Claim 2: λ¯ = λ0 for all sufficiently large j.
By (23) and (24), we have, for any λ¯ ≤ λ ≤ λ¯+ 12 , y ∈ Σj with |y| > λ,
wj(y)− (wj)λ(y)
=
∫
Bcλ
K(0, λ; y, z)
(
wj(z)
n+2σ
n−2σ − (wj)λ(z)
n+2σ
n−2σ
)
dz + hj(y)− (hj)λ(y)
≥
∫
Σj\Bλ
K(0, λ; y, z)
(
wj(z)
n+2σ
n−2σ − (wj)λ(z)
n+2σ
n−2σ
)
dz + J(λ,wj , y),
(34)
where we have used (32) and
J(λ,wj , y) =
∫
Rn\Σj
K(0, λ; y, z)
(
wj(z)
n+2σ
n−2σ − (wj)λ(z)
n+2σ
n−2σ
)
dz
=
∫
Ωj\Σj
K(0, λ; y, z)
(
wj(z)
n+2σ
n−2σ − (wj)λ(z)
n+2σ
n−2σ
)
dz
−
∫
Ωcj
K(0, λ; y, z)(wj)λ(z)
n+2σ
n−2σ dz. (35)
For z ∈ Rn \ Σj and λ¯ ≤ λ ≤ λ¯+ 1, we have |z| ≥ 12u(x¯j)
2
n−2σ and thus
(wj)λ(z) ≤
(
λ
|z|
)n−2σ
max
Bλ¯+1
wj ≤ Cu(x¯j)−2.
Since u ≥ c0 > 0 in B2 \B1/2, by the definition of wj , we have
wj(y) ≥ c0
u(x¯j)
in Ωj \ Σj. (36)
It follows that for large j,
wj(z)
n+2σ
n−2σ − (wj)λ(z)
n+2σ
n−2σ ≥ 1
2
wj(z)
n+2σ
n−2σ in Ωj \ Σj.
Then, we claim that
J(λ,wj , y) ≥ 1
2
(
c0
u(x¯j)
)n+2σ
n−2σ
∫
Ωj\Σj
K(0, λ; y, z) dz − C
∫
Ωcj
K(0, λ; y, z)
(
λ
|z|
)n+2σ
dz
≥
{
1
C (|y| − λ)u(x¯j)−1, if λ ≤ |y| ≤ λ¯+ 1,
1
Cu(x¯j)
−1, if |y| > λ¯+ 1, y ∈ Σj .
(37)
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Indeed, since K(0, λ; y, z) = 0 for |y| = λ and
y∇y ·K(0, λ; y, z)
∣∣∣
|y|=λ
= (n− 2σ)|y − z|2σ−n−2(|z|2 − |y|2) > 0
for |z| ≥ λ¯+ 2, and using the positivity and smoothness of K , we have
δ1
|y − z|n−2σ (|y| − λ) ≤ K(0, λ; y, z) ≤
δ2
|y − z|n−2σ (|y| − λ) (38)
for λ¯ ≤ λ ≤ |y| ≤ λ¯ + 1, λ¯+ 2 ≤ |z| ≤ Λ < ∞, where 0 < δ1 ≤ δ2 < ∞. Also, if Λ is large
enough, then
0 < c0 ≤ y · ∇y(|y − z|n−2σK(0, λ; y, z)) ≤ C0 <∞ for all |z| ≥ Λ, λ¯ ≤ λ ≤ |y| ≤ λ¯+ 1.
Hence, (38) holds for λ¯ ≤ λ ≤ |y| ≤ λ¯+ 1, |z| ≥ Λ as well.
On the other hand, by the definition of K(0, λ; y, z), one can verify that for |y| ≥ λ¯ + 1 and
|z| ≥ λ¯+ 2,
δ3
|y − z|n−2σ ≤ K(0, λ; y, z) ≤
1
|y − z|n−2σ
for some 0 < δ3 < 1.
Therefore, for large j, λ ≤ |y| ≤ λ¯+ 1 (recall that λ ≤ λ¯+ 12 ), we have
J(λ,wj , y) ≥ 1
2
(
c0
u(x¯j)
)n+2σ
n−2σ
∫
Ωj\Σj
δ1
|y − z|n−2σ (|y| − λ) dz
− C
∫
Ωcj
δ2
|y − z|n−2σ (|y| − λ)
(
λ
|z|
)n+2σ
dz
≥ 1
C1
(|y| − λ)u(x¯j)−1 − 1
C2
(|y| − λ)u(x¯j)−
2n
n−2σ
≥ 1
2C1
(|y| − λ)u(x¯j)−1
and, for |y| ≥ λ¯+ 1, y ∈ Σj , similarly, we have
J(λ,wj , y) ≥ 1
C3
u(x¯j)
−1 − 1
C4
u(x¯j)
− 2n
n−2σ ≥ 1
2C3
u(x¯j)
−1,
whereC1, C2, C3, C4 are positive constants and we have used u(x¯j)→∞. Hence, (37) is verified.
By (34) and (37), there exists ε1 ∈ (0, 1/2) (which depends on j) such that
wj(y)− (wj)λ¯(y) ≥
ε1
|y|n−2σ ∀ |y| ≥ λ¯+ 1, y ∈ Σj .
By the above inequality and the explicit formula for (wj)λ, there exists 0 < ε2 < ε1 such that
wj(y)− (wj)λ(y) ≥ ε1|y|n−2σ + ((wj)λ¯(y)− (wj)λ(y))
≥ ε1
2|y|n−2σ ∀ |y| ≥ λ¯+ 1, λ¯ ≤ λ ≤ λ¯+ ε2. (39)
16
CONFORMALLY INVARIANT EQUATIONS WITH ISOLATED SINGULARITIES
For ε ∈ (0, ε3] which we choose below, by (34) and (37) we have, for λ¯ ≤ λ ≤ λ¯ + ε and for
λ ≤ |y| ≤ λ¯+ 1,
wj(y)− (wj)λ(y) ≥
∫
λ≤|z|≤λ¯+1
K(0, λ; y, z)
(
wj(z)
n+2σ
n−2σ − (wj)λ(z)
n+2σ
n−2σ
)
dz
+
∫
λ¯+2≤|z|≤λ¯+3
K(0, λ; y, z)
(
wj(z)
n+2σ
n−2σ − (wj)λ(z)
n+2σ
n−2σ
)
dz
≥ −C
∫
λ≤|z|≤λ+ε
K(0, λ; y, z)(|z| − λ) dz
+
∫
λ+ε≤|z|≤λ¯+1
K(0, λ; y, z)
(
(wj)λ¯(z)
n+2σ
n−2σ − (wj)λ(z)
n+2σ
n−2σ
)
dz
+
∫
λ¯+2≤|z|≤λ¯+3
K(0, λ; y, z)
(
wj(z)
n+2σ
n−2σ − (wj)λ(z)
n+2σ
n−2σ
)
dz,
where we have used
|(wj)(z)
n+2σ
n−2σ − (wj)λ(z)
n+2σ
n−2σ | ≤ C(|z| − λ)
in the second inequality. Because of (39), there exists δ5 > 0 such that
wj(z)
n+2σ
n−2σ − (wj)λ(z)
n+2σ
n−2σ ≥ δ5 for λ¯+ 2 ≤ |z| ≤ λ¯+ 3.
Since ‖wj‖C1(B2) ≤ C (independent of j), it follows that there exists some constant C > 0
independent of ε such that for λ¯ ≤ λ ≤ λ¯+ ε,
|(wj)λ¯(z)
n+2σ
n−2σ − (wj)λ(z)
n+2σ
n−2σ | ≤ C(λ− λ¯) ≤ Cε ∀ λ ≤ |z| ≤ λ¯+ 1
and for, λ ≤ |y| ≤ λ¯+ 1,∫
λ+ε≤|z|≤λ¯+1
K(0, λ; y, z) dz ≤
∣∣∣∣∣
∫
λ+ε≤|z|≤λ¯+1
(
1
|y − z|n−2σ −
1
|y0,λ − z|n−2σ
)
dz
∣∣∣∣∣
+
∫
λ+ε≤|z|≤λ¯+1
∣∣∣∣∣
(
λ
|y|
)n−2σ
− 1
∣∣∣∣∣ 1|y0,λ − z|n−2σ dz
≤
{
C(ε2σ−1 + 1)|y0,λ − y|+ C(|y| − λ) if σ 6= 1/2
C(| ln ε|+ 1)|y0,λ − y|+ C(|y| − λ) if σ = 1/2
≤ C(ε2σ−1 + | ln ε|+ 1)(|y| − λ),
and∫
λ≤|z|≤λ+ε
K(0, λ; y, z)(|z| − λ) dz ≤
∣∣∣∣∣
∫
λ≤|z|≤λ+ε
( |z| − λ
|y − z|n−2σ −
|z| − λ
|y0,λ − z|n−2σ
)
dz
∣∣∣∣∣
+ ε
∫
λ≤|z|≤λ+ε
∣∣∣∣∣
(
λ
|y|
)n−2σ
− 1
∣∣∣∣∣ 1|y0,λ − z|n−2σ dz
≤ I + Cε(|y| − λ),
17
TIANLING JIN AND JINGANG XIONG
where
I =
∣∣∣∣∣
∫
λ≤|z|≤λ+ε
( |z| − λ
|y − z|n−2σ −
|z| − λ
|y0,λ − z|n−2σ
)
dz
∣∣∣∣∣
≤ Cε(ε2σ−1 + | ln ε|+ 1)(|y| − λ) if |y| ≥ λ+ 10ε.
When λ < |y| ≤ λ+ 10ε, then
I ≤
∣∣∣∣∣
∫
λ≤|z|≤λ+10(|y|−λ)
( |z| − λ
|y − z|n−2σ −
|z| − λ
|y0,λ − z|n−2σ
)
dz
∣∣∣∣∣
+
∣∣∣∣∣
∫
λ+10(|y|−λ)≤|z|≤λ+ε
( |z| − λ
|y − z|n−2σ −
|z| − λ
|y0,λ − z|n−2σ
)
dz
∣∣∣∣∣
≤ C(|y| − λ)
∫
λ≤|z|≤λ+10(|y|−λ)
(
1
|y − z|n−2σ +
1
|y0,λ − z|n−2σ
)
dz
+ C|y − y0,λ|
∫
λ+10(|y|−λ)≤|z|≤λ+ε
|z| − λ
|y − z|n−2σ+1 dz
≤ C(|y| − λ) sup
w∈Rn
∫
λ≤|z|≤λ+100ε
1
|w − z|n−2σ dz
≤ C(|y| − λ)ε 2σn .
It follows that for λ < |y| ≤ λ¯+ 1, using (38),
wj(y)− (wj)λ(y)
≥ −Cε 2σn (|y| − λ) + δ1δ5(|y| − λ)
∫
λ+2≤|z|≤λ¯+3
1
|y − z|n−2σ dz
≥
(
δ1δ5c− Cε
2σ
n
)
(|y| − λ) ≥ 0
if ε is sufficiently small. This and (39) contradict to the definition of λ¯ if λ¯ < λ0. Therefore,
Claim 2 follows.
Therefore, (29) is proved and the proof of Proposition 3.2 is completed.
We remark that the above arguments also apply to subcritical cases.
Proposition 3.3. Assume as in Proposition 3.2. Then
u(x) = u¯(|x|)(1 +O(|x|)) as x→ 0.
Proof. We are going to show that there exists 0 < ε < min{1/10, r¯} such that
ux,λ(y) ≤ u(y) for y ∈ B1 \Bλ(x), 0 < λ < |x| < ε, (40)
where r¯ is the one such that (31) hold for all 0 < λ ≤ r¯.
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First of all, by the proof of (20), for every x ∈ B1/10 \ {0} there exists a 0 < rx < |x| such
that for all 0 < λ ≤ rx
ux,λ(y) < u(y), 0 < λ < |y − x| ≤ rx.
By the equation (21), we have
u(x) ≥ 42σ−n
∫
B2
u
n+2σ
n−2σ (y) dy =: c0 > 0, (41)
and thus, we can find 0 < λ1 ≪ rx such that, for every 0 < λ ≤ λ1,
ux,λ(y) < u(y), y ∈ B2 \ (Brx(x) ∪ {0}).
Combining the above two inequalities together, we have, for every 0 < λ ≤ λ1
ux,λ(y) < u(y), y ∈ B2 \ (Brx(x) ∪ {0}).
This ensures that
λ¯(x) := sup{0 < µ ≤ |x| | ux,λ(y) ≤ u(y), ∀ y ∈ B2 \ (Bλ(x) ∪ {0}), ∀ 0 < λ < µ}
is well defined and is positive.
We are going to show that there exists ε > 0 such that λ¯ = |x| for all |x| ≤ ε. For brevity, we
will denote λ¯ = λ¯(x) in the below.
For every λ¯ ≤ λ < |x| ≤ r¯, we have, for y ∈ B1,
u(y)− ux,λ(y) ≥
∫
B1\Bλ(x)
K(x, λ; y, z)
(
u(z)
n+2σ
n−2σ − ux,λ(z)
n+2σ
n−2σ
)
dz + J(λ, u, y),
where
J(λ, u, y) =
∫
B2\B1
K(x, λ; y, z)
(
u(z)
n+2σ
n−2σ − ux,λ(z)
n+2σ
n−2σ
)
dz
−
∫
Bc
2
K(x, λ; y, z)ux,λ(z)
n+2σ
n−2σ dz.
For y ∈ Bc1 and λ < |x| < ε < 1/10, we have∣∣∣∣x+ λ2(y − x)|y − x|2
∣∣∣∣ ≥ |x| − 109 λ2 ≥ |x| − 109 |x|2 ≥ 89 |x|.
It follows from Proposition 3.2 that
u
(
x+
λ2(y − x)
|y − x|2
)
≤ C|x|−n−2σ2 .
Thus for all y ∈ Bc1,
ux,λ(y) =
(
λ
|y − x|
)n−2σ
u
(
x+
λ2(y − x)
|y − x|2
)
≤ Cλn−2σ|x|−n−2σ2 ≤ C|x|n−2σ2 ≤ Cεn−2σ2 .
(42)
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By (41), we have
ux,λ(y) < u(y) for y ∈ B2 \B1.
For y ∈ B1 \ (Bλ(x) ∪ {0}), by (41) and (42), using the proof of (37), we have
J(λ, u, y) ≥
∫
B2\B1
K(x, λ; y, z)
(
c
n+2σ
n−2σ
0 − C
n+2σ
n−2σ εn+2σ
)
dz
− C
∫
Bc
2
K(x, λ; y, z)
(( |x|
|z − x|
)n−2σ
|x|−n−2σ2
)n+2σ
n−2σ
dz
≥ 1
2
c
n+2σ
n−2σ
0
∫
B2\B1
K(x, λ; y, z) dz −Cεn+2σ2
∫
Bc
2
K(x, λ; y, z)
1
|z − x|n+2σ dz
≥ 1
2
c
n+2σ
n−2σ
0
∫
B19/10\B11/10
K(0, λ; y − x, z) dz
− Cεn+2σ2
∫
Bc
19/10
K(0, λ; y − x, z) 1|z|n+2σ dz
≥ 1
C1
(|y − x| − λ),
if we let ε be sufficiently small, where C1 > 0 is a constant independent of x. If λ¯ < |x|, using
the proof of Proposition 3.2, we will arrive at a contradiction to the definition of λ¯. The proof is
identical and we omit it here. Therefore, (40) is proved.
Let r be small (less than ε2), x1, x2 ∈ ∂Br be such that
u(x1) = max
∂Br
u, u(x2) = min
∂Br
u.
Let x3 = x1 +
ε(x1−x2)
4|x1−x2|
and λ =
√
ε
4(|x1 − x2|+ ε4). It follows from (40) that
ux3,λ(x2) ≤ u(x2).
Notice that
ux3,λ(x2) =
(
λ
|x1 − x2|+ ε4
)n−2σ
u(x1)
=
(
1
4|x1 − x2|/ε+ 1
)n−2σ
2
u(x1)
≥ ( 1
8r/ε + 1
)
n−2σ
2 u(x1).
Thus
max
∂Br
u ≤ (8r/ε+ 1)n−2σ2 min
∂Br
u.
The proposition follows immediately.
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4 The lower bound and removability of the singularity
One consequence of the upper bound in Proposition 3.2 is the following Harnack inequality and
derivative estimates, which will be used very frequently in the rest of the paper.
Lemma 4.1. Assume as in Proposition 3.2. Then for all 0 < r < 1/4, we have
sup
B3r/2\Br/2
u ≤ C inf
B3r/2\Br/2
u, (43)
where C is a positive constant independent of r.
Proof. Let v(y) = r
n−2σ
2 u(ry). Then
v(y) =
∫
B2/r
v(z)
n+2σ
n−2σ
|y − z|n−2σ dz + hr(y), (44)
where hr(y) = r
n−2σ
2 h(ry). By Proposition 3.2, we have v ≤ C in B2 \B1/10. For |x| = 1, let
gx(y) =
∫
B2/r\B9/10(x)
v(z)
n+2σ
n−2σ
|y − z|n−2σ dz.
Then for any y1, y2 ∈ B1/2(x), we have
gx(y1) =
∫
B2/r\B9/10(x)
|y2 − z|n−2σ
|y1 − z|n−2σ
v(z)
n+2σ
n−2σ
|y2 − z|n−2σ dz
≤ C
∫
B2/r\B9/10(x)
v(z)
n+2σ
n−2σ
|y2 − z|n−2σ dz ≤ Cgx(y2).
Hence, g satisfies the Harnack inequality inB1/2(x). Since h also satisfies the Harnack inequality
in B1/2(x) and
v(y) =
∫
B9/10(x)
v(z)
n+2σ
n−2σ
|y − z|n−2σ dz + gx(y) + hr(y) in B1/2(x),
it follows from Theorem 2.3 in [26] that
sup
B1/2(x)
v ≤ C inf
B1/2(x)
v.
A covering argument leads to
sup
1/2≤|y|≤3/2
v ≤ C inf
1/2≤|y|≤3/2
v.
We complete the proof by rescaling back to u.
21
TIANLING JIN AND JINGANG XIONG
Lemma 4.2. Assume as in Proposition 3.2. Suppose also that h is smooth in B2. Then we have
|∇ku(x)| ≤ C(k)|x|−n−2σ2 −k, ∀ x ∈ B1 \ {0},
for all k = 0, 1, . . . , where C(k) > 0 is independent of x.
Proof. For any fixed x, let r = |x| and v(y) = r n−2σ2 u(ry). Then we have v satisfies (44). By
Proposition 3.2, we have v ≤ C in B3/2 \ B1/2. By the local estimates (in Section 2.1 of [26]),
and making use of the smoothness of h, we have |∇kv(x)| ≤ C for |x| = 1. Scaling back to u,
the proposition is proved.
The Harnack inequality will lead to that lim infx→0 u(x) = ∞ if 0 is not a removable singu-
larity.
Lemma 4.3. Assume as in Proposition 3.2, and suppose h is smooth in B1. If
lim sup
x→0
u(x) =∞,
then
lim inf
x→0
u(x) =∞.
Proof. Let {xi} be such that ri = |xi| → 0 and u(xi)→∞. By Lemma 4.1,
inf
∂Bri
u→∞.
If σ ≥ 1, then we have −∆(u− h) ≥ 0 in B2 \ {0}. Hence,
min
Bri\Bri+1
(u− h) = min
∂Bri∪∂Bri+1
(u− h).
Since h is smooth in B1, we have minBri\Bri+1 u→∞.
If σ < 1, we let
v(x) =
∫
B2
u(y)
n+2σ
n−2σ
|x− y|n−2σ dy for all x ∈ R
n \ {0}.
Then v > 0 in Rn. By Proposition 3.2, we have v(x) = u(x) − h(x) ≤ C|x|−n−2σ2 when |x| is
small and u
n+2σ
n−2σ ∈ Lp(B1) for all 1 ≤ p < 2nn+2σ . Consequently, v(x) ≤ C|x|2σ−n when |x| is
large. Therefore, (−∆)σv is well-defined in B2 \ {0}, and
(−∆)σv(y) = c0u(y)
n+2σ
n−2σ = c0u
4σ
n−2σ v + c0u
4σ
n−2σ h > 0 in B2 \ {0},
where c0 is a positive constant. Let V be the extension of v in R
n+1
+ = {(x, t) : x ∈ Rn, t > 0}
defined in (70). Then{
div(t1−2σ∇x,tV ) = 0 in Rn+1+
− limt→0 t1−2σ∂tV (x, t) = c1u
4σ
n−2σ v + c1u
4σ
n−2σ h on B2 \ {0}
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for some positive constant c1. Let Vj = V (rjx, rjt), uj(x) = u(rjx), hj(x) = h(rjx), vj(x) =
v(rjx). Then{
div(t1−2σ∇x,tVj) = 0 in Rn+1+
− limt→0 t1−2σ∂tVj(x, t) = c0r2σj u
4σ
n−2σ
j vj + c0r
2σ
j u
4σ
n−2σ
j hj on B2/rj \ {0}.
By Proposition 3.2, we know r2σj u
4σ
n−2σ
j is locally bounded. By the Harnack inequality (Proposi-
tion 2.6 in [25]), we have
sup
∂′′B+
Vj ≤ C( inf
∂′′B+
Vj + 1),
where ∂′′B+ = {(x, t) : t > 0, |x|2 + t2 = 1}. Therefore, by the maximum principle,
inf
rj+1≤|x|≤rj
v(x) ≥ inf
rj+1≤
√
|x|2+t2≤rj
V (x, t) = inf√
|x|2+t2=rj ,rj+1
V (x, t) ≥ c min
∂Bri∪∂Bri+1
v − C.
Since v = u− h on B1 \ {0} and h is bounded on B1, we have minBri\Bri+1 u→∞.
We can improve Lemma 4.3 to the following.
Lemma 4.4. Assume as in Proposition 3.2. If
lim
x→0
|x|n−2σ2 u(x) = 0,
then u can be extended as a continuous function near the origin 0.
Proof. Here, we will use some barrier functions that were used in [26].
For every δ > 0, choose τ > 0 small such that
u(x) ≤ δ|x|−n−2σ2 in Bτ \ {0}.
Arbitrarily fix ε > 0 and µ ∈ (0, n−2σ2 ). Let M be a large positive constant to be chosen in the
below. Define
f(x) =
{
M |x|−µ + ε|x|2σ−n−µ, 0 < |x| < τ
u(x), τ < |x| < 2.
Note that for every 0 < µ < n− 2σ and 0 < |x| < 2, we have∫
Rn
1
|x− y|n−2σ|y|µ+2σ dy = |x|
2σ−n
∫
Rn
1
||x|−1x− |x|−1y|n−2σ|y|µ+2σ dy
= |x|−µ+2σ
∫
Rn
1
||x|−1x− z|n−2σ |z|µ+2σ dz
≤ C
( 1
n− 2σ − µ +
1
µ
+ 1
)
|x|−µ,
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where we did the change of variables y = |x|z. Hence, for 0 < |x| < 2,∫
Bτ
u
4σ
n−2σ (y)f(y)
|x− y|n−2σ dy ≤ δ
4σ
n−2σ
∫
Rn
f(y)
|x− y|n−2σ|y|2σ dy
≤ Cδ 4σn−2σ f(x)
<
1
2
f(x) for sufficiently small δ.
For 0 < |x| < τ , x¯ = τx/|x|, we have∫
B2\Bτ
u
4σ
n−2σ (y)f(y)
|x− y|n−2σ dy =
∫
B2\Bτ
|x¯− y|n−2σ
|x− y|n−2σ
u
n+2σ
n−2σ (y)
|x¯− y|n−2σ dy
≤ 2n−2σ
∫
B2\Bτ
u
n+2σ
n−2σ (y)
|x¯− y|n−2σ dy
≤ 2n−2σu(x¯)
≤ 2n−2σ max
∂Bτ
u.
Then for 0 < |x| < τ ,
h(x) +
∫
B2
u
4σ
n−2σ (y)f(y)
|x− y|n−2σ dy ≤ h(x) + 2
n−2σ max
∂Bτ
u+
1
2
f(x) < f(x)
ifM ≥ max∂Bτ u is sufficiently large.
Since u(x) ≤ δ|x|−n−2σ2 in Bτ \{0}, by the definition of f , there exists ρ ∈ (0, τ) (depending
on ε) such that f ≥ u in Bρ \ {0}, and also f > u near ∂Bτ . We claim that u(x) ≤ f(x) in
Bτ \ {0}. If not, let
t¯ := inf{t > 1 : tfi > u in Bτ \ {0}}.
The we have 1 < t¯ < ∞, and there exist x¯ ∈ Bτ \ Bρ such that t¯f(x¯) = u(x¯). Since, for
0 < |x| < τ ,
t¯f(x) ≥
∫
B2
u
4σ
n−2σ (y)t¯f(y)
|x− y|n−2σ dy + t¯h(x) ≥
∫
B2
u
4σ
n−2σ (y)t¯f(y)
|x− y|n−2σ dy + h(x),
we have
t¯f(x)− u(x) ≥
∫
B2
u
4σ
n−2σ (y)(t¯f(y)− u(y))
|x− y|n−2σ dy.
This leads to a contradiction by evaluating at x¯. Hence
u(x) ≤ f(x) ≤M |x|−µ + ε|x|2σ−n−µ in Bτ \ {0}.
Notice that τ does not depend on ε. Then by sending ε→ 0, we prove
u(x) ≤M |x|−µ in Bτ \ {0}.
Hence u
4σ
n−2σ ∈ Lp for some p > n2σ . By the regularity result, Corollary 2.2 in [26], we have that
u is continuous in Bτ .
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Now we are ready to prove the lower bound in Theorem 1.3.
Proposition 4.5. Assume as in Proposition 3.2. Suppose in addition that h is smooth in B2, h is a
positive function in Rn satisfying (9) if σ is not an integer, and h satisfies (−∆)σh = 0 in B2. If
lim inf
x→0
|x|n−2σ2 u(x) = 0,
then
lim
x→0
|x|n−2σ2 u(x) = 0,
and consequently, u can be extended as a continuous function near the origin 0.
Proof. We suppose by contradiction that lim supx→0 |x|
n−2σ
2 u(x) = C > 0. It follows from
Lemma 4.3 that
lim inf
|x|→0
u(x) =∞.
By the assumption and the Harnack inequality in Lemma 4.1, we can find ri → 0 such that
r
n−2σ
2
i u¯(ri) → 0 and ri is a local minimum point of r
n−2σ
2 u¯(r), where u¯(r) is the spherical
average of u over ∂Br. Let
ϕi(y) =
u(riy)
u(rien)
.
By (21),
ϕi(y) =
∫
B2/ri
(r
n−2σ
2
i u(rien))
4σ
n−2σϕi(z)
n+2σ
n−2σ
|y − z|n−2σ dz + hi(y), y ∈ B2/ri \ {0},
where hi(y) = u(rien)
−1h(riy).
We claim that
ϕi(y)→ 1
2|y|n−2σ +
1
2
in C2loc(R
n \ {0}). (45)
First, since u(rien)→∞, we have that hi(y)→ 0 in Cnloc(Rn).
Second, using the Harnack inequality in Lemma 4.1, we know that r
n−2σ
2
i u(rien) → 0 and
ϕi is locally uniformly bounded in B2/ri \ {0}. Hence, (r
n−2σ
2
i u(rien))
4σ
n−2σϕi(y)
n+2σ
n−2σ → 0 in
Cnloc(R
n \ {0}). Thus, we have, for any t > 1, 0 < |y| < t, 0 < ε < |y|/100, after passing to
subsequences,
lim
i→∞
∫
Bt
(r
n−2σ
2
i u(rien))
4σ
n−2σϕi(z)
n+2σ
n−2σ
|y − z|n−2σ dz
= lim
i→∞
∫
Bε
(r
n−2σ
2
i u(rien))
4σ
n−2σϕi(z)
n+2σ
n−2σ
|y − z|n−2σ dz
= |y|2σ−n(1 +O(ε)) lim
i→∞
∫
Bε
(r
n−2σ
2
i u(rien))
4σ
n−2σϕi(z)
n+2σ
n−2σ .
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By sending ε→ 0, we have
lim
i→∞
∫
Bt
(r
n−2σ
2
i u(rien))
4σ
n−2σϕi(z)
n+2σ
n−2σ
|y − z|n−2σ dz =
a
|y|n−2σ ,
for some constant a ≥ 0.
Also, ∫
B2/ri\Bt
(r
n−2σ
2
i u(rien))
4σ
n−2σϕi(z)
n+2σ
n−2σ
|y − z|n−2σ dz → f(y) ≥ 0 in C
n
loc(Bt)
for some function f ∈ C2(Bt), since the left-hand side is locally uniformly bounded inCn+1loc (Bt).
Moreover, for any fixed large R > 0 and y ∈ Bt, we have∫
t≤|y|≤R
(r
n−2σ
2
i u(rien))
4σ
n−2σϕi(z)
n+2σ
n−2σ
|y − z|n−2σ dz → 0 as i→∞,
and for any y′, y′′ ∈ Bt, we have∫
B2/ri\BR
(r
n−2σ
2
i u(rien))
4σ
n−2σϕi(z)
n+2σ
n−2σ
|y′ − z|n−2σ dz
≤
(
R+ t
R− t
)n−2σ ∫
B2/ri\BR
(r
n−2σ
2
i u(rien))
4σ
n−2σϕi(z)
n+2σ
n−2σ
|y′′ − z|n−2σ dz.
Therefore, it follows that
f(y′) ≤
(
R+ t
R− t
)n−2σ
f(y′′).
By sending R→∞ and exchanging the roles of y′ and y′′, we have f(y′′) = f(y′). Thus,
f(y) ≡ f(0) for all y ∈ Bt.
Since ϕi is locally uniformly bounded inB2/ri \{0}, we know that it is locally uniformly bounded
in Cn+1(B2/ri \ {0}). Hence, subject to a subsequence, ϕi → ϕ in Cnloc(Rn \ {0}) for some ϕ as
i→∞. From the above arguments, we conclude that
ϕi(y)→ a|y|n−2σ + f(0) in C
n
loc(R
n \ {0}).
Since ϕi(en) = 1 and
d
dr
{
r
n−2σ
2 ϕ¯i(r)
} ∣∣∣
r=1
= r
−n−2σ
2
+1
i ui(rien)
−1 d
dr
{
r
n−2σ
2 u¯(r)
} ∣∣∣
r=ri
= 0,
we have, by sending i to∞, that
a = f(0) =
1
2
.
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Therefore, the claim of the limit (45) is the proved.
Let
v(x) =
∫
B2
u(y)
n+2σ
n−2σ
|x− y|n−2σ dy + h(x) in R
n \ {0}. (46)
Then v = u in B2 \ {0}, and
v(x) =
∫
B2
v(y)
n+2σ
n−2σ
|x− y|n−2σ dy + h(x) in R
n \ {0}.
Consequently,
(−∆)σv(y) = c(n, σ)v(y)n+2σn−2σ in B2 \ {0}. (47)
for some constant c(n, σ) > 0, where we used the assumption that (−∆)σh = 0 in B2.
We are going derived a contradiction by a Pohozaev identity of (47), in which we need to
use the algebraic structure of the differential equation (47). The needed Pohozaev identities are
provided in the Appendix A.
We first consider the case that σ is an integer. Let P (u, r) be as in (67). From Proposition
A.2, we know that P (u, r) is a constant independent of r. Since |Dkϕi| ≤ C near ∂B1 and
r
n−2σ
2
i u(rien) = o(1), we have
|Dku(x)| ≤ Cr−ki u(rien) = o(1)r
−n−2σ
2
−k
i for all |x| = ri, k = 1, 2, · · · , n.
It follows that
lim
i→∞
P (u, ri) = 0.
Hence,
P (u, ri) = 0 for all i.
This implies that∫
∂B1
gσ(ϕi, ϕi) +
n− 2σ
n
c(n, σ)(r
n−2σ
2
i u(rien))
4σ
n−2σ
∫
∂B1
ϕ
2n
n−2σ
i = 0,
where gσ is given in (65). Sending i→∞ and multiplying 4 on both sides, we obtain∫
∂B1
gσ
(
1
|x|n−2σ + 1,
1
|x|n−2σ + 1
)
= 0.
Since
u¯λ(x) =
(
λ
|x|2 + λ2
)n−2σ
2
(48)
satisfies
(−∆)σu¯λ = c˜(n, σ)u¯
n+2σ
n−2σ
λ in R
n
for any λ > 0, we have
P (u¯λ, 1) = lim
r→∞
P (u¯λ, r) = 0 ∀ λ > 0.
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It follows that∫
∂B1
gσ(λ
−n−2σ
2 u¯λ, λ
−n−2σ
2 u¯λ) +
n− 2σ
n
c˜(n, σ)λ2σ−n
∫
∂B1
u¯
2n
n−2σ
λ = 0.
Sending λ→ 0, we obtain ∫
∂B1
gσ
(
1
|x|n−2σ ,
1
|x|n−2σ
)
= 0.
Then
0 =
∫
∂B1
gσ
(
1
|x|n−2σ + 1,
1
|x|n−2σ + 1
)
−
∫
∂B1
gσ
(
1
|x|n−2σ ,
1
|x|n−2σ
)
= 2(−1)σ n− 2σ
2
∫
∂B1
∂∆σ−1(|x|2σ−n)
∂ν
6= 0,
where we used (66) in the second equality.
This reaches a contradiction.
If σ is not an integer, the idea is the same and it only involves technical issues from the
localization formula of the fractional Laplacian (−∆)σ. The technical calculation details are
given in Appendix B and Appendix C.
We start from Proposition C.1 and Lemma C.4. It follows from Proposition C.1 and Lemma
C.4 that
P (v, ri) = 0 for all i,
where P is the one defined in (81). Rewrite the above equation for ϕi and send i → ∞, we will
have
0 =
∫
∂′′B+
1
Q˜m
(
1
2|X|n−2σ +
1
2
)
,
where
∫
∂′′B+
1
Q˜m(U) is given in (88). Let u¯λ be as in (48), and Uλ = Pσ ∗ u¯λ be as defined in
(70). Then we have P (u¯λ, 1) = 0 ∀ λ > 0, and thus,∫
∂′′B+
1
Q˜m
(
1
2|X|n−2σ
)
= 0.
But
0 =
∫
∂′′B+
1
Q˜m
(
1
2|X|n−2σ +
1
2
)
−
∫
∂′′B+
1
Q˜m
(
1
2|X|n−2σ
)
=
n− 2σ
8
∫
∂′′B+r
tb∂ν∆
m
b (|X|2σ−n) 6= 0,
which is a contradiction.
Hence, lim supx→0 |x|
n−2σ
2 u(x) = 0. Consequently, by Lemma 4.4, u can be extended as a
continuous function near the origin 0.
Proof of Theorem 1.3. It follows from Propositions 3.2, 3.3 and 4.5.
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5 Existence of Fowler solutions
Suppose that u(|x|) is a positive solution of
u(x) =
∫
Rn
u(y)
n+2σ
n−2σ
|x− y|n−2σ dy in R
n \ {0}.
Let U(t) = r
n−2σ
2 u(r), where r = |x|, θ = x|x| and t = ln r. By changing variables s = ln ρ, we
have
U(t) = e
n−2σ
2
t
∫ ∞
0
∫
Sn−1
u(ρ)
n+2σ
n−2σ
|ete1 − ρζ|n−2σ ρ
n−1 dζ dρ
=
∫ ∞
−∞
∫
Sn−1
U(s)
n+2σ
n−2σ
|e t−s2 e1 − e s−t2 ζ|n−2σ
dζ ds
=
∫ ∞
−∞
K(t− s)U(s)n+2σn−2σ ds,
where e1 = (1, 0, · · · , 0) and
K(t) =
∫
Sn−1
1
|e t2 en − e
−t
2 ζ|n−2σ
dζ
=
∫
Sn−1
1
|et + e−t − 2ζ1|
n−2σ
2
dζ.
Hence,
K(t) =

1
2
1−2σ
2
(
1
| cosh(t)− 1| 1−2σ2
+
1
| cosh(t) + 1| 1−2σ2
)
if n = 1,
1
2
n−2σ
2
ωn−2
∫ 1
−1
(1− ζ21 )
n−3
2
| cosh(t)− ζ1|n−2σ2
dζ1 if n ≥ 2,
(49)
where ω0 = 2. It is clear that K is positive, even and K(t) = O(e
−n−2σ
2
t) as |t| → ∞. It is also
elementary to check that (or see Lemma 2.6 in [15] with the γ there replaced by −σ and the proof
is identical)
K(t) ∼ |t|2σ−1 as |t| → 0, if σ ∈ (0, 1/2).
If σ = 12 , then
K(t) ∼ | ln |t|| as |t| → 0.
If σ > 12 , then K is bounded and Ho¨lder continuous on R.
Let w(t) = U(t)
n+2σ
n−2σ . We have
w(t)
n−2σ
n+2σ =
∫ ∞
−∞
K(t− s)w(s) ds. (50)
We will show that there exists a family of non-constant periodic solutions to (50).
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For any T > 0, we consider the variational problem
JT = sup
f∈AT \{0}
JT [f ], (51)
where
JT [f ] =
∫ T
0
∫ T
0 KT (t− s)f(t)f(s) dtds
(
∫ T
0 |f(t)|
2n
n+2σ dt)
n+2σ
n
, (52)
KT (t) =
∞∑
j=−∞
K(t+ jT ), (53)
and
AT = {f : f ∈ L
2n
n+2σ
loc (R), f(t) = f(t+ T ) for t ∈ R}.
If σ > 1/2, then K is bounded, and thus, by Ho¨lder inequality,
JT [f ] ≤ C(T )
(
∫ T
0 |f(t)|dt)2
(
∫ T
0 |f(t)|
2n
n+2σ dt)
n+2σ
n
≤ C(T )T n−2σn .
Therefore, JT <∞ for every T > 0.
If σ = 12 , then n ≥ 2, and K(t) ≤ C(n)|t|−
1
4 . By the Hardy-Littlewood-Sobolev inequality
[35] and Ho¨lder inequality that
JT [f ] ≤ C(T )
(
∫ T
0 |f(t)|dt)2 + (
∫ T
0 |f(t)|8/7 dt)7/4
(
∫ T
0 |f(t)|
2n
n+1dt)
n+1
n
≤ C(T )(T n−1n + T 3n−44 ).
Therefore, JT <∞ for every T > 0.
If σ < 1/2, then it follows from the Hardy-Littlewood-Sobolev inequality and Ho¨lder inequal-
ity that JT <∞ for every T > 0.
We will show that JT is always achieved by a smooth positive function. Conceptually, this
is because if n ≥ 2 then the exponent n+2σn−2σ is subcritical in 1-D. When n = 1, this is a critical
problem, and we will not have the compact embedding. Nevertheless, the kernel K in (49) has a
positive mass type property: K(t) ≥ |t|2σ−1+A0 for some A0 > 0 near the origin, and therefore,
we still can use a variational approach to show the existence of maximizers as in the Yamabe
problem.
Proposition 5.1. Suppose n ≥ 2. For every T > 0, JT is achieved by a smooth positive function.
Moreover, there exists T ∗ > 0 such that if T > T ∗, then the maximizers of JT are not constants.
Consequently, there exists a family of non-constant periodic solutions to (50).
Proof. Let {fi} be a maximizing sequence such that
‖fi‖
L
2n
n+2σ ([0,T ])
= 1 and
∫ T
0
∫ T
0
KT (t− s)fi(t)fi(s) dtds→ JT as i→∞.
Since JT [|fi|] ≥ JT [fi], we can assume that all fi are nonnegative. Subject to a subsequence, we
assume that fi ⇀ f weakly in L
2n
n+2σ ([0, T ]).
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We will show that Fi(t) :=
∫ T
0 KT (t− s)fi(s) ds converges strongly in L
2n
n−2σ ([0, T ]).
First, since n ≥ 2, it follows from the Hardy-Littlewood-Sobolev inequality and Ho¨lder in-
equality that ‖Fi‖Lp([0,T ]) ≤ C for some p > 2nn−2σ , where C > 0 is independent of i. Conse-
quently, by Ho¨lder inequality, for ε > 0, there exists δ > 0 such that
‖Fi‖
L
2n
n−2σ ([0,δ]∪[T−δ,T ])
< ε.
Secondly, we extend Fi to be zero outside of (0, T ) and let τhFi(x) = Fi(x + h). Since s, t ∈
[0, T ], when defining Fi, one can also consider that fi = 0 in R \ [0, T ] and KT (t) = 0 in
R \ [−T, T ]. Suppose h > 0 small. Given ε > 0, by Young’s inequality,
‖τhFi − Fi‖
L
2n
n−2σ ([0,T−h])
= ‖(τhKT −KT ) ∗ fi‖
L
2n
n−2σ ([0,T−h])
≤ ‖(τhKT −KT )‖L nn−2σ ([−T,T ])‖fi‖L 2nn+2σ ([0,T ]).
Since KT ∈ L
n
n−2σ ([−T, T ]) (n ≥ 2), there exists δ˜ > 0 such that if h ≤ δ˜ then ‖(τhKT −
KT )‖L nn−2σ ([−T,T ]) ≤ ε. This implies that for ε > 0, there exists δ˜ > 0 small such that if
0 ≤ h < δ˜, then
‖τhFi − Fi‖
L
2n
n−2σ ([0,T ])
= ‖τhFi − Fi‖
L
2n
n−2σ ([0,T−h])
+ ‖Fi‖
L
2n
n−2σ ([T−h,T ])
< 2ε.
The same would hold for −δ < h < 0 by similar arguments.
By the Kolmogorov-M. Riesz-Fre´chet theorem (see Theorem 4.26 in the book [3] of Brezis),
the above implies that there is a subsequence of {Fi}, which is still denoted as {Fi}, such that
{Fi} converges strongly in L
2n
n−2σ ([0, T ]) to some F . Hence,∫ T
0
∫ T
0
KT (t− s)fi(t)fi(s) dtds =
∫ T
0
(∫ T
0
KT (t− s)fi(s) ds− F (t)
)
(fi(t)− f(t)) dt
+
∫ T
0
F (t)(fi(t)− f(t)) dt
+
∫ T
0
∫ T
0
KT (t− s)fi(s)f(t) dtds
→
∫ T
0
∫ T
0
KT (t− s)f(t)f(s) dtds strongly as i→∞.
Then f 6≡ 0. Since ‖f‖
L
2n
n+2σ ([0,T ])
≤ lim inf i→∞ ‖fi‖
L
2n
n+2σ ([0,T ])
= 1, we have
JT [f ] = JT .
Also, f satisfies the equation
c0f(t)
n−2σ
n+2σ =
∫ T
0
KT (t− s)f(s) ds
for some positive constant c0. Since the kernel KT is positive, it is clear from the above equation
that f > 0 on [0, T ].
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For convenience, we substitute f(t)
n−2σ
n+2σ by g(t), and obtain
c0g(t) =
∫ T
0
KT (t− s)g(s)
n+2σ
n−2σ ds.
If σ > 12 , then KT is Ho¨lder continuous on [0, T ]. Since g and KT are periodic, using
bootstrap arguments it follows that g is smooth.
Let η be an even smooth cut-off function so that η = 1 in [−2, 2] and is zero in R \ [−3, 3].
If σ < 12 , then
c0g(t) =
∫ +∞
−∞
K(t− s)g(s)n+2σn−2σ ds
=
∫ 3
−3
K(t− s)η(s)g(s)n+2σn−2σ ds+
∫
|s|≥2
K(t− s)(1− η(s))g(s)n+2σn−2σ ds
=: h1(t) + h2(t).
Since g ∈ L 2nn−2σ (0, 1), we may suppose that g(t0) <∞ for some t0 ∈ (0, 1). Since K(t− s) ≤
CK(t0 − s) for all t ∈ (−1, 1) and all |s| ≥ 3, where C is independent of t and s, we know that
h2 ∈ L∞(−1, 1). Since g
4σ
n−2σ ∈ L
1
2σ
loc(R) and K(t) ∼ |t|2σ−1 as |t| → 0, it follows from the
regularity result Theorem 1.3 in [32] that g ∈ L∞loc(R). Then one can use direction calculations
(see, e.g., the proof of Proposition 2.5 in [26]) to verify that g is Ho¨lder continuous. Finally, h2 is
smooth in [−1, 1], and one can use bootstrap arguments for h1 (via difference quotients) to obtain
that g is smooth.
If σ = 12 and n ≥ 2, then K(t) ≤ C|t|
1
4 , and therefore, it follows from the same reason that
g ∈ L∞loc(R), and therefore, is smooth.
Now, we will show that constant functions are not maximizers of JT if T is sufficiently large.
Note that for any nonzero constant C ,
JT [C] = JT [1] =
∫ T
0
∫ T
0 KT (t− s) dtds
T
n+2σ
n
.
For every s ∈ [0, T ], ∫ T
0
KT (t− s) dt =
∫
R
K(t) dt < C.
Hence
JT [1] ≤ CT−
2σ
n .
On the other hand, let η be a nonnegative smooth cut-off function such that η ≡ 1 on [−1, 1]
and is identically zero outside of (−2, 2). Then
JT [η] ≥ 2−
n+2σ
n
∫ 1
0
∫ 1
0
K(t− s) dtds > CT− 2σn ≥ JT [1]
if T ≥ T ∗ for some sufficiently large T ∗. Therefore, when T ≥ T ∗, constant functions are not
maximizers.
We complete the proof.
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Now let us deal with the case n = 1. We use subcritical approximations. Let p > 1−2σ1+2σ , and
consider the subcritical problem:
JT,p = sup
f∈AT,p\{0}
JT,p[f ],
where
JT,p[f ] =
∫ T
0
∫ T
0 KT (t− s)f(t)f(s) dtds
(
∫ T
0 |f(t)|p+1dt)
2
p+1
,
KT is as in (53), and
AT,p = {f : f ∈ Lp+1loc (R), f(t) = f(t+ T ) for t ∈ R}.
The same proof of Proposition 5.1 leads to
Proposition 5.2. Suppose n = 1 and p > 1−2σ1+2σ . Then for every T > 0, JT,p is achieved by a
smooth positive function.
We will deal the critical case in 1-D, and show that Proposition 5.1 also holds for n = 1.
Proposition 5.3. Suppose n = 1 and σ ∈ (0, 1/2). Then for every T > 0, the JT defined in (51)
is achieved by a smooth positive function. Moreover, there exists T ∗ > 0 such that if T > T ∗,
then the maximizers of JT are not constants. Consequently, there exists a family of non-constant
periodic solutions to (50).
Proof. Let pi >
1−2σ
1+2σ be such that pi → 1−2σ1+2σ as i → ∞. For brevity, we denote JT,pi as JT,i,
and JT,pi [f ] as JT,i[f ].
We first have that
lim inf
pi→
1−2σ
1+2σ
JT,i ≥ JT . (54)
Indeed, for any ε > 0, we can choose 0 ≤ v ∈ L∞(0, T ) such that
‖v‖
L
2
1−2σ (0,T )
= 1 and
∫ T
0
∫ T
0
KT (t− s)v(t)v(s) dtds > JT − ε.
Let vp = v/‖v‖Lp+1(0,T ). Then
lim inf
pi→
1−2σ
1+2σ
JT,i ≥ lim inf
pi→
1−2σ
1+2σ
JT,i[vpi ] ≥ lim inf
pi→
1−2σ
1+2σ
‖v‖−2
Lpi+1(0,T )
(JT − ε) = JT − ε.
This proves (54) by sending ε→ 0. Therefore, one can assume that JT,i → Λ ≥ JT .
Let fi be a maximizer of JT,i obtained in Proposition 5.2, which satisfies ‖fi‖Lpi+1(0,T ) = 1
and
JT,ifi(t)
pi =
∫ T
0
KT (t− s)fi(s) ds =
∫ ∞
−∞
K(t− s)fi(s) ds.
For convenience, we denote qi =
1
pi
< 1+2σ1−2σ and gi(t) = fi(t)
pi . Then
JT,igi(t) =
∫ ∞
−∞
K(t− s)gi(s)qi ds.
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We claim that {gi} is uniformly bounded on [0, T ]. Then {gi} is uniformly bounded in Ck norms,
and will converge to a smooth function maximizing JT . The proof of that constants are not maxi-
mizers of JT for large T follows from the same proof as in that of Proposition 5.1.
Our proof of the above claim is based on blow up analysis, which is similar to the proof of
Proposition 2.11 in [26]. Suppose not, that mi := gi(ti) = max[0,T ] fi → ∞. Then subject to a
subsequence, ti → t¯ ∈ [0, T ]. Since the equation of gi is translation invariant, we may assume
that t¯ = 0. Let
g˜i(t) = m
−1
i gi
(
m
1−qi
2σ
i t+ ti
)
.
Then
JT,ig˜i(t) =
∫ ∞
−∞
Ki(t− s)g˜i(s)qi ds.
where
Ki(t) =
1
|m˜i sinh(m˜−1i t)|1−2σ
+
1
(m˜i cosh(m˜
−1
i t))
1−2σ
with m˜i = 2m
qi−1
2σ
i
=: Ki1(t) +Ki2(t).
Since g˜i is uniformly bounded by 1, we have that ‖g˜i‖Cα(−R,R) ≤ C(R), and thus, g˜i → g˜ in
Cα
′
loc(R). Since g˜i(0) = 1, we know that g˜(0) = 1. Write
JT,ig˜i(t) =
∫ R
−R
Ki1(t− s)g˜i(s)qi ds+ hi1(R, t) + hi2(t),
where R > 0 (large),
hi1(R, t) =
∫
|s|≥R
Kij(t− s)g˜i(s)qi ds, hi2(t) =
∫
R
Ki2(t− s)g˜i(s)qi ds,
Since
|K ′i1(t)| ≤ CKi1(t) for all t ≥ 1, and |K ′i2(t)| ≤ Cm−1i Ki2(t) for all t ∈ R,
we have that |h′i1(R, t)| ≤ C for |t| ≤ R − 1, and |h′i2(t)| ≤ Cm˜−1i for all t ∈ R. Thus, passing
to a subsequence, hi1(R, t)→ h1(R, t) and h′i2(t)→ c2 uniformly in [−R+ 1, R− 1], where c2
is a nonnegative constant. Hence, sending i→∞, we obtain
Λg˜(t) =
∫ R
−R
g˜(s)
1+2σ
1−2σ
|t− s|1−2σ ds+ h1(R, t) + c2. (55)
Arbitrarily fix ε > 0. Choose δ > 0 small such that for |t| < R/2, if R < |s| < δm˜i, then
1− ε
1 + ε
(R− |t|)2σ−1
R2σ−1
≤ 1− ε
1 + ε
|s− t|2σ−1
|s|2σ−1 ≤
Ki1(t− s)
Ki1(s)
≤ 1 + ε
1− ε
|s− t|2σ−1
|s|2σ−1 ≤
1 + ε
1− ε
(R + |t|)2σ−1
R2σ−1
.
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If |s| ≥ δm˜i, then it is elementary to check that
1− C(δ) R
mi
≤ Ki1(t− s)
Ki1(s)
≤ 1 + C(δ) R
mi
.
Therefore, we have for |t| < R/2.
1− ε
1 + ε
(R− |t|)2σ−1
R2σ−1
≤ h1(R, t)
h1(R, 0)
≤ 1 + ε
1− ε
(R + |t|)2σ−1
R2σ−1
.
Since h1(R, t) is non-increasing, by sending R→∞ and then ε→ 0, we obtain that
lim
R→∞
h1(R, t) = lim
R→∞
h1(R, 0) = c1 ≥ 0.
Therefore, from (55) we have
Λg˜(t) =
∫
R
g˜(s)
1+2σ
1−2σ
|t− s|1−2σ ds+ c1 + c2.
Since g is locally bounded, we have c1 + c2 = 0, and thus,
Λg˜(t) =
∫
R
g˜(s)
1+2σ
1−2σ
|t− s|1−2σ ds.
The solutions of the above equation have been classified in [11] and [32].
Then
Λ
∫
R
g˜(t)
2
1−2σ =
∫
R
∫
R
g˜(s)
1+2σ
1−2σ g˜(t)
1+2σ
1−2σ
|t− s|1−2σ ds ds ≤ S(σ)
(∫
R
g˜(t)
2
1−2σ
)1+2σ
,
where S(σ) is the sharp constant in the Hardy-Littlewood-Sobolev inequality [35] in 1-D:
S(σ) = sup
f∈L
2
1+2σ (R), f 6=0
‖ ∫
R
|x− y|2σ−1f(y) dy‖
L
2
1−2σ (R)
‖f‖
L
2
1+2σ (R)
. (56)
Since ‖fi‖Lpi+1(0,T ) = 1 and fi is periodic with period T , we have, for any fixed R > 0,
1 = m
1−2σ
2σ
( 1+2σ
1−2σ
−qi)
i
∫ Tm qi−12σi /2
−Tm
qi−1
2σ
i /2
g˜i(t)
qi+1 dt ≥
∫ R
−R
g˜i(t)
qi+1 dt→
∫ R
−R
g˜(t)
2
1−2σ dt.
Hence,
∫
R
g˜(t)
2
1−2σ dt ≤ 1, and thus
JT ≤ Λ ≤ S(σ). (57)
Now we are going to show that JT > S(σ), which will reach a contradiction. Let
uλ(t) =
(
λ
λ2 + |t− T/2|2
) 1+2σ
2
,
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which are maximizers of S(σ) in (56) for all λ > 0; see Lieb [35]. Moreover,∫
R
uλ(t)
2
1+2σ dt =
∫
R
1
1 + t2
dt = π,
and
S(σ)π2σu
1−2σ
1+2σ
λ (t) =
∫
R
uλ(s)
|t− s|1−2σ ds.
Let fλ = uλ on [0, T ], and extend it to be a periodic function on R with period T . Then∫ T
0
fλ(t)
2
1+2σ dt ≤
∫
R
uλ(t)
2
1+2σ dt = π.
For |t| < 1, we have | sinh t| ≤ |t|+ |t|3, and thus,
1
|2 sinh( t2 )|1−2σ
≥ 1|t|1−2σ
1
|1 + |t|2/4|1−2σ ≥
1
|t|1−2σ
(
1− |t|
2
4
)
=
1
|t|1−2σ −
|t|1+2σ
4
.
Choosing δ > 0 universally small such that for all |t| ≤ 4δ,
−|t|
1+2σ
4
+
1
|2 cosh( t2)|1−2σ
≥ 1
41−2σ
.
Then for |t| ≤ 4δ, we have
K(t) =
1
|2 sinh( t2)|1−2σ
+
1
|2 cosh( t2 )|1−2σ
≥ 1|t|1−2σ +
1
41−2σ
.
Then ∫ T
0
∫ T
0
KT (t− s)fλ(s)fλ(t) dtds
≥
∫ δ
−δ
uλ(t+ T/2)
∫ 3δ
−3δ
K(t− s)uλ(s+ T/2) dsdt
≥
∫ δ
−δ
uλ(t+ T/2)
∫ 3δ
−3δ
uλ(s+ T/2)
|t− s|1−2σ dsdt+
1
41−2σ
(∫ δ
−δ
uλ(t+ T/2) dt
)2
≥
∫ δ
−δ
uλ(t+ T/2)
∫
R
uλ(s+ T/2)
|t− s|1−2σ dsdt− Cλ+Aλ
1−2σ
= S(σ)π2σ
∫ δ
−δ
uλ(t+ T/2)
2
1+2σ dt− Cλ+Aλ1−2σ
= S(σ)π1+2σ −Cλ+Aλ1−2σ ,
where A and C are universal positive constants. Therefore,
JT ≥ JT [fλ] ≥
∫ T
0
∫ T
0 KT (t− s)fλ(s)fλ(t) dtds
(
∫ T
0 fλ(t)
2
1+2σ dt)1+2σ
≥ S(σ)π
1+2σ − Cλ+Aλ1−2σ
π1+2σ
> S(σ)
if λ > 0 is sufficiently small.
This finishes the proof of this proposition.
Proof of Theorem 1.4. It follows immediately from Propositions 5.1 and 5.3.
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6 A Harnack type inequality of Schoen
Proof of Theorem 1.5. The proof is very similar to that of Proposition 3.2. The only visible dif-
ference is that we do not have (36) here. We still use the method of moving spheres.
By the tranformations uR(x) = R
n−2σ
2 u(Rx) and hR(x) = R
n−2σ
2 h(Rx), and observing
‖hR‖L∞(B5/2) + ‖∇ ln hR‖L∞(B5/2) ≤ A,
we only need to prove (12) for R = 1. We extend u to be identically 0 outside B3, then we have
u(x) =
∫
Rn
u(y)
n+2σ
n−2σ
|x− y|n−2σ dy + h(y) for x ∈ B3. (58)
Suppose the contrary that there exists a sequence of solutions uj of (58) with hj such that
uj(xj)min
B2
uj > j as j →∞,
where uj(xj) = maxB1 uj .
Consider
vj(x) := (1/2− |x− xj |)
n−2σ
2 uj(x), |x− xj| ≤ 1/2.
Let |x¯j − xj| < 1/2 satisfy
vj(x¯j) = max
|x−xj |≤1/2
vj(x),
and let
2µj := 1/2 − |x¯j − xj |.
Then
0 < 2µj ≤ 1/2 and 1/2 − |x− xj| ≥ µj ∀ |x− x¯j| ≤ µj .
By the definition of vj , we have
(2µj)
n−2σ
2 uj(x¯j) = vj(x¯j) ≥ vj(x) ≥ (µj)
n−2σ
2 uj(x) ∀ |x− x¯j | ≤ µj . (59)
Thus, we have
2
n−2σ
2 uj(x¯j) ≥ uj(x) ∀ |x− x¯j | ≤ µj .
We also have
(2µj)
n−2σ
2 uj(x¯j) = vj(x¯j) ≥ vj(xj) = 2
2σ−n
2 uj(xj)
≥ 2 2σ−n2
√
uj(xj)min
B2
uj
≥ 2 2σ−n2
√
j →∞.
(60)
Let
wj(y) =
1
uj(x¯j)
uj
(
x¯j +
y
uj(x¯j)
2
n−2σ
)
, h˜j(y) =
1
uj(x¯j)
hj
(
x¯j +
y
uj(x¯j)
2
n−2σ
)
in Ωj,
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where
Ωj =
{
y ∈ Rn : x¯j + y
uj(x¯j)
2
n−2σ
∈ B2
}
.
Then
wj(y) =
∫
Rn
wj(z)
n+2σ
n−2σ
|y − z|n−2σ dz + h˜j(y) for y ∈ Ωj
and wj(0) = 1. Moreover, it follows from (59) and (60) that
‖h˜j‖C0(Ωj) → 0, wj(y) ≤ 2
n−2σ
2 in BRj ,
where
Rj := µju(x¯j)
2
n−2σ →∞ as j →∞.
By the regularity results in Section 2.1 of [26], and the proof of Proposition 2.9 in [26], there exists
w > 0 such that
wj → w in Cαloc(Rn)
for some α > 0, and w satisfies
w(y) =
∫
Rn
w(z)
n+2σ
n−2σ
|y − z|n−2σ dz for y ∈ R
n.
Since w(0) = 1, by the classification results in [11] or [32], we have
w(y) =
(
1 + µ2|y0|2
1 + µ2|y − y0|2
)n−2σ
2
(61)
for some µ > 0 and some y0 ∈ Rn.
On the other hand, we are going to show that, for every λ > 0
wλ(y) ≤ w(y) ∀ |y| ≥ λ, (62)
which will have a contradiction to (61).
Let us arbitrarily fix λ0 > 0. Then for all j large, we have 0 < λ0 <
Rj
10 . Let
Σj := BΓj ⊂⊂ Ωj , where Γj =
1
4
uj(x¯j)
2
n−2σ .
We will show that for all sufficiently large j,
(wj)λ0(y) ≤ wj(y) ∀ |y| ≥ λ0, y ∈ Σj . (63)
Then (62) follows from (63) by sending j →∞.
By Lemma 3.1, there exist r¯ > 0 such that hj satisfies (31) for all j. Let j be large such that
λ0uj(x¯j)
− 1
n−2σ < r¯. Thus, (32) holds for h˜j , that is, for every 0 < λ ≤ λ0
(h˜j)λ(y) ≤ h˜j(y) for y ∈ Σj\Bλ.
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As in the proof of Proposition 3.2, we first know that
λ¯ := sup{0 < µ ≤ λ0 | (wj)λ(y) ≤ wj(y), ∀ |y − x0| ≥ λ, y ∈ Σj, ∀ 0 < λ < µ},
is well defined.
We are going to show that λ¯ = λ0 for all sufficiently large j. In this step, there will be some
small changes from the proof of Proposition 3.2, and we explain it in the below.
We start from (34) with J defined in (35).
For z ∈ Rn \ Σj and λ¯ ≤ λ ≤ λ¯+ 1, we have |z| ≥ 14uj(x¯j)
2
n−2σ and thus
(wj)λ(z) ≤
(
λ
|z|
)n−2σ
max
Bλ¯+1
wj ≤ Cuj(x¯j)−2.
By the definition of wj , we have
wj(y) ≥
minB2 uj
uj(x¯j)
≥ j
uj(x¯j)uj(xj)
≥ 2 2σ−n2 j
uj(x¯j)2
for all y ∈ Ωj.
It follows that for large j,
wj(z)
n+2σ
n−2σ − (wj)λ(z)
n+2σ
n−2σ ≥ juj(x¯j)−
2n+4σ
n−2σ in Ωj \ Σj.
Then, as in proving (37), we can show that
J(λ,wj , y) ≥ juj(x¯j)−
2n+4σ
n−2σ
∫
Ωj\Σj
K(0, λ¯; y, z) dz − C
∫
Ωcj
K(0, λ¯; y, z)
(
λ
|z|
)n+2σ
dz
≥
{
j
2 (|y| − λ)u(x¯j)−
2n
n−2σ , if λ ≤ |y| ≤ λ¯+ 1,
j
2u(x¯j)
− 2n
n−2σ , if |y| > λ¯+ 1, y ∈ Σj.
(64)
Consequently, by (34) and (64), there exists ε1 ∈ (0, 1/2) (which depends on j) such that
wj(y)− (wj)λ¯(y) ≥
ε1
|y|n−2σ ∀ |y| ≥ λ¯+ 1, y ∈ Σj .
The rest proof of λ¯ = λ0 is identical to that of Proposition 3.2, and we do not repeat here.
Appendix A Pohozaev identities
The following is the Pohozaev identity needed for the case that σ is an integer.
Proposition A.1 (Pohozaev type identity, Proposition 3.3 in [21]). If σ is an integer, we have, for
any u, v ∈ C2σ(B2 \ {0}),∫
BR\Br
(−∆)σu 〈x,∇v〉 + (−∆)σv 〈x,∇u〉
=
∫
∂BR
gσ(u, v) ds −
∫
∂Br
gσ(u, v) ds − n− 2σ
2
∫
BR\Br
(
(−∆)σuv + (−∆)σvu
)
,
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where 0 < r < R < 1, gσ(u, v) has the following form
gσ(u, v) =
2σ−1∑
j=1
l¯j(x,∇ju,∇2σ−jv) +
2σ−1∑
j=0
l˜j(∇ju,∇2σ−j−1v) (65)
and l¯j(x,∇ju,∇2σ−jv) and l˜j(∇ju,∇2σ−j−1v) are linear in each component. Moreover∫
∂BR
l˜2σ−1(∇2σ−1u, v) = (−1)σ n− 2σ
2
∫
∂BR
∂∆σ−1u
∂ν
v, (66)
where ν is the unit outer normal of BR.
Suppose σ is an integer. Let
P (u, r) =
∫
∂Br
gσ(u, u) ds− n− 2σ
n
c(n, σ)r
∫
∂Br
u
2n
n−2σ ds, (67)
where gσ is given in (65).
Proposition A.2. Suppose σ is an integer, and u ∈ C2σ(B2 \ {0}) is a positive solution of
(−∆)σu = c(n, σ)un+2σn−2σ in B2 \ {0}.
Let P (u, r) be as in (67). Then P (u, r) is independent of r.
Proof. It follows from Proposition A.1, the equation of u and integration by parts.
If σ is not an integer, then we will use an extension formulation for (−∆)σ (see [7, 9, 47]), so
that we will work in Rn+1. We use capital letters, such as X = (x, t) ∈ Rn × R, to denote points
in Rn+1. Letm ≥ 0 be an integer,
∆b := ∆x,t +
b
t
∂t = t
−bdiv(tb∇),
and ∆mb U = ∆b(∆
m−1
b U). We use the convention that ∆
0
bU = U . We will derive a Pohozaev-
type identity for ∆m+1b U . A Pohozaev-type identity for ∆
2
bU was obtained and used in [16].
Proposition A.3 (Pohozaev type identity). LetE ⊂ Rn+1 be a bounded piecewise-smooth domain
and U ∈ C2m+2(E). Then∫
E
div(tb∇∆mb U)〈X,∇U〉 = −
n+ b− 1− 2m
2
∫
E
div(tb∇∆mb U)U
+
n+ b− 1− 2m
2
∫
∂E
tb∂ν∆
m
b UU
+
∫
∂E
tb∂ν∆
m
b U〈X,∇U〉+
∫
∂E
Qm(U),
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where ν is the unit outer normal of E,
Q0(U) = −1
2
∫
∂E
tb∇U∇UXkνk
Q1(U) =
∫
∂E
(
tb∂νUX
k∂k∆bU + t
b∆bU∂νU − tb∇U∇∆bUXkνk − tb∆bUνlXk∂klU
)
Qm(U) =
∫
∂E
Qm−2(∆bU)
+
(n − 1 + b− 2(m− 2))
2
∫
∂E
tb∆bU∂ν∆
m−1
b U +
∫
∂E
tb∂ν∆
m−1
b UX
k∂k∆bU
− (n − 1 + b− 2(m− 1))
2
∫
∂E
tb∂νU∆
m
b U −
∫
∂E
tb∆mb UνlX
k∂klU
form ≥ 2.
Proof. We use X = (X1, · · · ,Xn,Xn+1), and Xk∂kU = 〈X,∇U〉 =
∑n+1
k=1 X
k∂XkU .
We first prove it form = 0. Let V satisfy the same conditions as U . By integration by parts,
∫
E
div(tb∇U)Xk∂kV = −
∫
E
tb∇U∇(Xk∂kV ) +
∫
∂E
tb∂νUX
k∂kV
= −
∫
E
tb∇U(∇V +Xk∂k∇V ) +
∫
∂E
tb∂νUX
k∂kV
=
∫
E
∂k(X
ktb∇U)∇V −
∫
E
tb∇U∇V −
∫
∂E
tb∇U∇VXkνk +
∫
∂E
tb∂νUX
k∂kV
=
∫
E
tb∇(Xk∂kU)∇V + (n− 1 + b)
∫
E
tb∇U∇V −
∫
∂E
tb∇U∇VXkνk
+
∫
∂E
tb∂νUX
k∂kV.
Integrating by parts again, it follows that
∫
E
div(tb∇U)Xk∂kV +
∫
E
div(tb∇V )Xk∂kU
= −(n− 1 + b)
2
∫
E
Udiv(tb∇V ) + V div(tb∇U) + (n− 1 + b)
2
∫
∂E
tbU∂νV + t
b∂νUV
+
∫
∂E
(
tbXk∂kU∂νV + t
bXk∂kV ∂νU − tb∇U∇VXkνk
)
.
This proves the case whenm = 0 by setting V = U .
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Form ≥ 1, we have∫
E
div(tb∇∆mb U)Xk∂kV
= −
∫
E
tb∇∆mb U(∇V +Xk∂k∇V ) +
∫
∂E
tb∂ν∆
m
b UX
k∂kV
=
∫
E
div(tb∇∆m−1b U)Xk∂k∆bV +∆mb Udiv(tb∇V )− tb∇∆mb U∇V
+
∫
∂E
tb∂ν∆
m
b UX
k∂kV −
∫
∂E
tb∆mb UνlX
k∂klV
=
∫
E
div(tb∇∆m−1b U)Xk∂k∆bV + 2div(tb∇∆mb U)V
+
∫
∂E
tb∂ν∆
m
b UX
k∂kV −
∫
∂E
tb∆mb UνlX
k∂klV
+
∫
∂E
tb∆mb U∂νV − 2
∫
∂E
tb∂ν∆
m
b UV,
(68)
where we used
div(tbXk∂k∇V ) = Xk∂kdiv(tb∇V ) + (1− b)div(tb∇V )
= tbXk∂k∆bV + div(t
b∇V ).
Ifm = 1, by what we have proved form = 0, it follows that∫
E
div(tb∇U)Xk∂k∆bV + div(tb∇∆bV )Xk∂kU
= −(n− 1 + b)
2
∫
E
Udiv(tb∇∆bV ) + ∆bV div(tb∇U)
+
(n − 1 + b)
2
∫
∂E
tbU∂ν∆bV + t
b∂νU∆bV
+
∫
∂E
(
tbXk∂kU∂ν∆bV − tb∇U∇∆bV Xkνk + tb∂νUXk∂k∆bV
)
.
Note that ∫
E
∆bV div(t
b∇U) =
∫
E
V div(tb∇∆bU) +
∫
∂E
tb∂νV∆bU − tbV ∂ν∆bU. (69)
By setting V = U , we obtain∫
E
div(tb∇∆bU)Xk∂kU
= −(n− 1 + b− 2)
2
∫
E
Udiv(tb∇∆bU) + (n− 1 + b− 2)
2
∫
∂E
tbU∂ν∆bU
+
∫
∂E
tb∂ν∆bUX
k∂kU
+
∫
∂E
(
tb∂νUX
k∂k∆bU + t
b∆bU∂νU − tb∇U∇∆bUXkνk − tb∆bUνlXk∂klU
)
.
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Hence, we proved it form = 1.
Suppose it holds up tom− 1 withm ≥ 2. We are going to show it form. We start from (68)
and calculate the first term on the right-hand side of (68):∫
E
div(tb∇∆m−1b U)Xk∂k∆bU
=
∫
E
div(tb∇∆m−2b (∆bU))Xk∂k∆bU
=
(n− 1 + b− 2(m− 2))
2
(
−
∫
E
∆bUdiv(t
b∇∆m−1b U) +
∫
∂E
tb∆bU∂ν∆
m−1
b U
)
+
∫
∂E
tb∂ν∆
m−1
b UX
k∂k∆bU +
∫
∂E
Qm−2(∆bU).
By (69), we have∫
E
∆bUdiv(t
b∇∆m−1b U) =
∫
E
Udiv(tb∇∆mb U) +
∫
∂E
tb∂νU∆
m
b U − tbU∂ν∆mb U.
Combining with (68) with U = V , we have∫
E
div(tb∇∆mb U)Xk∂kU
= −(n− 1 + b− 2m)
2
∫
E
∆bUdiv(t
b∇∆m−1b U) +
(n− 1 + b− 2m)
2
∫
∂E
tbU∂ν∆
m
b U
+
∫
∂E
tb∂ν∆
m
b UX
k∂kU +
∫
∂E
Qm−2(∆bU)
+
(n− 1 + b− 2(m− 2))
2
∫
∂E
tb∆bU∂ν∆
m−1
b U +
∫
∂E
tb∂ν∆
m−1
b UX
k∂k∆bU
− (n− 1 + b− 2(m− 1))
2
∫
∂E
tb∂νU∆
m
b U −
∫
∂E
tb∆mb UνlX
k∂klU
This completes the proof.
Appendix B Estimates for Poisson extensions
This appendix is to show some estimates for Poisson extensions, which are needed for the proof
of Proposition 4.5 when σ ∈ (0, n2 ) is not an integer.
Let
Pσ(x, t) = β(n, σ) t
2σ
(|x|2 + t2)n+2σ2
, (x, t) ∈ Rn+1+ ,
where β(n, σ) is a normalization constant such that β(n, σ)
∫
Rn
(|x|2 + 1)−n+2σ2 dx = 1, and let
V (x, t) = Pσ ∗ v(x, t) = β(n, σ)
∫
Rn
t2σ
(|x− y|2 + t2)n+2σ2
v(y) dy. (70)
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Letm = [σ], b = 1− 2(σ −m) and
∆b := ∆x,t +
b
t
∂t = t
−bdiv(tb∇).
If v and its derivatives have fast decay at infinity (e.g., in certain fractional Sobolev spaces), then
we have V (x, 0) = v(x) and
∆m+1b V = 0 in R
n+1
+ , (71)
lim
t→0
tb∂t∆
k
bV = 0, k = 0, . . . ,m− 1, (72)
(−1)m+1 lim
t→0
tb∂t∆
m
b V = Nn,σ(−∆)σv(x). (73)
where Nn,σ is a positive constant depending only on n, σ. The equations (71), (72) and (73) were
proved Caffarelli-Silvestre [7] for σ ∈ (0, 1) and Yang[47] for σ ∈ (1, n2 ).
We will verify that the equations (71), (72) and (73) also hold for our solution v defined in
(46) in certain domains. Denote BR as the ball in Rn+1 with radius R and center at the origin, B+R
as the upper half ball BR ∩ Rn+1+ , ∂′BR as the flat part of ∂BR which is the ball BR in Rn and
∂′′BR = ∂BR ∩ {t > 0}.
Proposition B.1. Let v ∈ W 2m,1loc (Rn) ∩ C∞(B2) be a positive function in Rn, where m = [σ].
Suppose that ∫
Rn
|∇kv(y)|
1 + |y|n+2σ−k dy <∞ , k = 0, 1, · · · , 2m. (74)
Let V be as in (70). Then the left hand sides of (72) and (73) are Ho¨lder continuous functions in
B+1 , and both (72) and (73) hold for all x ∈ B1.
Proof. Let η be a nonnegative smooth cut-off function such that η ≡ 1 in [−1, 1] and is identically
zero outside of [−3/2, 3/2]. Let (x, t) ∈ B+1 . Then
V (x, t) = β(n, σ)
∫
Rn
t2σ
(|x− y|2 + t2)n+2σ2
η(|y|)v(y) dy
+ β(n, σ)
∫
Rn
t2σ
(|x− y|2 + t2)n+2σ2
(1− η(|y|))v(y) dy
=: V1 + V2.
We have for all k = 1, 2, · · · , 2m that
∇kxV1(x, t) = β(n, σ)
∫
Rn
η(|y|)v(y)∇kx
t2σ
(|x− y|2 + t2)n+2σ2
dy
= β(n, σ)
∫
Rn
t2σ
(|x− y|2 + t2)n+2σ2
∇ky(η(|y|)v(y)) dy.
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Denote ∆˜t = ∂tt +
b
t∂t. Since
V1(x, t) = β(n, σ)
∫
Rn
t2σ(η(|y|)v(y) − Tk,x(y))
(|x− y|2 + t2)n+2σ2
dy + β(n, σ)
∫
Rn
t2σTk,x(y)
(|x− y|2 + t2)n+2σ2
dy
= β(n, σ)
∫
Rn
t2σ(η(|y|)v(y) − Tk,x(y))
(|x− y|2 + t2)n+2σ2
dy +
2k∑
j=0
cjt
j,
where Tk,x(y) is the Taylor expansion of v at x up to order 2k. Then
∆˜kt V1(x, t) = β(n, σ)
∫
Rn
(v(y)− Tk,x(y))∆kt
t2σ
(|x− y|2 + t2)n+2σ2
dy + c˜2k
and ∫
Rn
(η(|y|)v(y) − Tk,x(y))∆kt
t2σ
(|x− y|2 + t2)n+2σ2
dy
≤ C
∫
Bε(x)
|y − x|2k+δ t
2(σ−k)
(|x− y|2 + t2)n+2σ2
dy
+ Ct2(σ−k)
∫
Rn\Bε(x)
|η(|y|)v(y) − Tk,x(y)|
|x− y|n+2σ dy,
where ε is some small number. Also, we observe that
|∇kℓ∇kxV2(x, t)| ≤ Ct2σ−ℓ,
where we used that (74).
This shows that∆kxV (x, t) and ∆˜
k
t V (x, t) are both Ho¨lder continuous on B+r3 \ B+r2 . Using the
assumption (74) and similar arguments, one can show show that ∆kbV (x, t) is Ho¨lder continuous
on B+r3 \ B+r2 for all k = 0, 1, 2, · · · ,m, and so is tb∂ν∆mb V .
Let ηR(s) = η(s/R), R > 0. Write
V (x, t) = β(n, σ)
∫
Rn
t2σ
(|x− y|2 + t2)n+2σ2
ηR(|y|)v(y) dy
+ β(n, σ)
∫
Rn
t2σ
(|x− y|2 + t2)n+2σ2
(1− ηR(|y|))v(y) dy
=: V1,R + V2,R.
Since
(−1)m+1 lim
t→0
tb∂t∆
m
b V1,R(x, t) = Nn,σ(−∆)σ(ηR(|x|)v(x)),
to verify (73) for V in B1, we only need to show that
lim
R→∞
(−1)m+1 lim
t→0
tb∂t∆
m
b V2,R(x, t) = 0, (75)
lim
R→∞
(−∆)σ
(
(1− ηR(|x|))v(x)
)
= 0. (76)
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The identity (75) follows from the observation that
lim
t→0
|tb∂t∆mb V2,R(x, t)| ≤ C
∫
{|y|≥R}
v(y)
|y|n+2σ dy → 0 as R→∞.
The identity (76) follows from the estimate that
(−∆)σ
(
(1− ηR(|x|))v(x)
)
= (−∆)σ−m(−∆)m
(
(1− ηR(|x|))v(x)
)
= C
∫
{|y|>R}
|(−∆)mu(y)|
|x− y|n+2(σ−m) dy + C
2m−1∑
k=0
∫
{R<|y|<2R}
|∇2m−k(1− ηR)(y)∇kv(y)|
|x− y|n+2(σ−m) dy
≤ C
∫
{|y|>R}
|(−∆)mu(y)|
1 + |y|n+2(σ−m) dy + C
2m−1∑
k=0
∫
{R<|y|<2R}
|∇kv(y)|
R2m−k|y|n+2(σ−m) dy
≤ C
2m∑
k=0
∫
{|y|>R}
|∇ku(y)|
1 + |y|n+2σ−k dy → 0 as R→∞.
This verifies (73) for V . The verification of (72) for V can be done similarly.
Our solution v defined in (46) satisfies (74) since h is assumed to satisfy (9). However, our v
may have a singularity at the origin. Nevertheless, from Lemma 4.2, |∇ku(x)| = O(|x|−n−2σ2 −k)
for x ∈ B1 \ {0}. This is actually enough to ensure that (73) and (72) hold, using another cut-off
as follows.
Proposition B.2. Let v ∈ W 2m,1loc (Rn \ {0}) ∩ C∞(B2 \ {0}) be a positive function in Rn \ {0}
satisfying (74), wherem = [σ]. Suppose in addition that∫
B1
|∇kv(y)|
|y|2m−k dy <∞, k = 0, 1, · · · , 2m. (77)
Let V be as in (70). Then the left hand sides of (72) and (73) are Ho¨lder continuous functions in
B+1 \ B+1/2, and both (72) and (73) hold for all x ∈ B1 \B1/2.
Proof. The proof for that the left hand sides of (72) and (73) are Ho¨lder continuous functions in
B+1 \ B+1/2 is almost identical to that in Proposition B.1, replacing the cut-off η by the new cut-off
function η˜ which is equal to 1 in [1/4, 5/4] and is identically zero outside of [1/8, 3/2].
To prove that both (72) and (73) hold for all x ∈ B1 \ B1/2, we use the cut-off function
ηε(s) = η(s/ε), where ε > 0 small, and η is the one in the proof of Proposition B.1. To verify
(73) for V in B1 \B1/2, using Proposition B.1, we only need to show that
lim
ε→0
(−1)m+1 lim
t→0
tb∂t∆
m
b V˜ε(x, t) = 0, (78)
lim
ε→0
(−∆)σ
(
ηε(|x|)v(x)
)
= 0. (79)
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where
V˜ε = β(n, σ)
∫
Rn
t2σ
(|x− y|2 + t2)n+2σ2
ηε(|y|)v(y) dy.
For (78), we observe that
|(−1)m+1 lim
t→0
tb∂t∆
m
b V˜ε(x, t)| ≤ C
∫
{|y|≤ε}
v(y) dy → 0 as ε→ 0+.
For (79), similar to the proof of (76), we have
(−∆)σ
(
ηε(|x|)v(x)
)
≤
∫
|y|≤2ε
|(−∆)mv(y)|dy + C
2m−1∑
k=0
∫
ε/8≤|y|≤2ε
εk−2m|∇kv(y)|dy
≤ C
2m∑
k=0
∫
|y|≤2ε
|y|k−2m|∇kv(y)|dy → 0 as ε→ 0+.
This finishes the proof of this lemma.
Appendix C Some technical estimates for the non-integer cases
This appendix is for the proof of the lower bound in Proposition 4.5 when σ is not an integer.
The idea is similar to the case that σ is an integer. But we need to work in the framework of the
extension (70), and therefore, we need to establish all the needed ingredients for the extension V .
For σ ∈ (0, 1), this analysis has been carried out in [6]. So we will focus on the case σ > 1.
Recall v is defined in (46) and is a solution of
(−∆)σv = c(n, σ)v n+2σn−2σ in B2 \ {0}, v > 0 in Rn. (80)
Define
P (v, r) =
n− 2σ
2
∫
∂′′B+r
tb∂ν∆
m
b V V + r
∫
∂′′B+r
tb∂ν∆
m
b V ∂νV
+
∫
∂′′B+r
Qm(V ) +
(−1)m(n− 2σ)Nσc(n, σ)
2n
r
∫
∂Br
v
2n
n−2σ .
(81)
where V is the Poisson extension of v defined in (70). Then
Proposition C.1. Let u and h be as in Proposition 4.5, and v be as in (46), and P (v, r) be as in
(81). Then P (v, r) is independent of r.
Proof. We apply Proposition A.3 with E = (B+R \ B+r ) ∩ {(x, t) : t = ε} and U = V . By
Proposition B.2, all the integrands in Qm are continuous functions, and moreover,
lim
ε→0+
∫
(B+R\B
+
r )∩{(x,t): t=ε}
Qm(V ) = 0, ∀ 2 > R > r > 0.
The conclusion follows by using the equations (80), (71) and (73), integration by parts, and send-
ing ε→ 0+ in the end.
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We will derive a Harnack inequality for V . To achieve this, we first need a Harnack inequality
for the tail of the Poisson convolution.
Lemma C.2. Let u and h be as in Proposition 4.5 and v be as in (46). Then for any 0 < r < 1/4
and 3/4 ≤ |x| ≤ 5/4, we have∫
{|y|<1/2}∪{|y|>3/2}
|x− y|−(n+2σ)v(ry) dy ≤ Cv(rx), (82)
where C > 0 is independent of r.
Proof. since
wr(x) =
∫
Br/2
wr(z)
n+2σ
n−2σ
|x− z|n−2σ dz + hr(x),
where wr(x) = r
n−2σ
2 v(rx) and hr(x) = r
n−2σ
2 h(rx), we have∫
{|y|<1/2}∪{|y|>3/2}
|x− y|−(n+2σ)wr(y) dy
=
∫
{|y|<1/2}∪{|y|>3/2}
|x− y|−(n+2σ)
∫
Br/2
wr(z)
n+2σ
n−2σ
|y − z|n−2σ dz dy
+
∫
{|y|<1/2}∪{|y|>3/2}
|x− y|−(n+2σ)hr(y) dy.
Note that∫
{|y|<1/2}∪{|y|>3/2}
|x− y|−(n+2σ)
∫
|z|≤1/2
wr(z)
n+2σ
n−2σ
|y − z|n−2σ dz dy ≤ C
∫
|z|≤1/2
wr(z)
n+2σ
n−2σ dz
≤ C
∫
|z|≤1/2
wr(z)
n+2σ
n−2σ
|x− z|n−2σ dz
≤ Cwr(x),
where we used Fubini’s theorem and the positivity of h. And∫
{|y|<1/2}∪{|y|>3/2}
|x− y|−(n+2σ)
∫
1/2≤|z|≤3/2
wr(z)
n+2σ
n−2σ
|y − z|n−2σ dz dy
≤ Cwr(x)
∫
{|y|<1/2}∪{|y|>3/2}
|x− y|−(n+2σ)
∫
1/2≤|z|≤3/2
1
|y − z|n−2σ dz dy
≤ Cwr(x),
where we used Proposition 3.2 and Lemma 4.1 in the second inequality. Finally,∫
{|y|<1/2}
|x− y|−(n+2σ)
∫
3/2≤|z|≤r/2
wr(z)
n+2σ
n−2σ
|y − z|n−2σ dz dy
≤ C
∫
{|y|<1/2}
∫
3/2≤|z|≤r/2
wr(z)
n+2σ
n−2σ
|x− z|n−2σ dz dy
≤ Cwr(x),
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and ∫
{|y|>3/2}
|x− y|−(n+2σ)
∫
3/2≤|z|≤r/2
wr(z)
n+2σ
n−2σ
|y − z|n−2σ dz dy
≤
∫
3/2≤|z|≤r/2
wr(z)
n+2σ
n−2σ
∫
{|y|>3/2}
|y|−(n+2σ) 1|y − z|n−2σ dy dz
≤ C
∫
3/2≤|z|≤r/2
wr(z)
n+2σ
n−2σ
|z|n−2σ dz
≤ C
∫
3/2≤|z|≤r/2
wr(z)
n+2σ
n−2σ
|x− z|n−2σ dz
≤ Cwr(x).
Therefore, ∫
{|y|<1/2}∪{|y|>3/2}
|x− y|−(n+2σ)
∫
Br/2
wr(z)
n+2σ
n−2σ
|y − z|n−2σ dz dy ≤ Cwr(x).
On the other hand, we have∫
{|y|<1/2}∪{3/2<|y|≤3/(2r)}
|x− y|−(n+2σ)hr(y) dy ≤ Cr
n−2σ
2 max
B3/2
h
≤ Cr n−2σ2 h(rx)
≤ Cwr(x),
and ∫
{|y|>3/(2r)}
|x− y|−(n+2σ)hr(y) dy ≤ Cr
n+2σ
2
∫
{|y|>3/2}
|rx− y|−(n+2σ)h(y) dy
≤ Cr n+2σ2 by the assumption (9)
≤ Cr n+2σ2 h(rx) ≤ Cwr(x).
Hence ∫
{|y|<1/2}∪{|y|>3/2}
|x− y|−(n+2σ)hr(y) dy ≤ Cwr(x).
Therefore, ∫
{|y|<1/2}∪{|y|>3/2}
|x− y|−(n+2σ)wr(y) dy ≤ Cwr(x). (83)
This finishes proving (82).
Lemma C.3. Let u and h be as in Proposition 4.5, v be as in (46) and V be as in (70). Then for
any 0 < r < 1/4,
sup
B+
5r/4
\B+
3r/4
V ≤ C inf
B+
5r/4
\B+
3r/4
V,
where C > 0 is independent of r.
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Proof. We shall use some arguments from [44].
LetWr(X) = r
n−2σ
2 V (rX) and wr(X) = r
n−2σ
2 v(rx). Let η be a nonnegative smooth cut-
off function such that η ≡ 1 in [1/2, 3/2] and is identically zero outside of [1/4, 7/4]. By the
definition of V , we have
Wr(X) = β(n, σ)
∫
Rn
t2σ
(|x− y|2 + t2)n+2σ2
η(|y|)wr(y) dy
+ β(n, σ)
∫
{|y|<1/2}∪{|y|>3/2}
t2σ
(|x− y|2 + t2)n+2σ2
(1− η(|y|))wr(y) dy
=: Ψ1(X) + Ψ2(X).
Using Lemma 4.1, we have
sup
B+
5/4
\B+
3/4
Ψ1 ≤ sup
B7/4\B1/4
wr ≤ C inf
B7/4\B1/4
wr ≤ C inf
B+
5/4
\B+
3/4
Ψ1.
Direction calculations yield that
sup
B+
5/4
\B+
3/4
Ψ2
t2σ
≤ C inf
B+
5/4
\B+
3/4
Ψ2
t2σ
.
By Step 1, we have infB+
5/4
\B+
3/4
Ψ2
t2σ ≤ wr(x) for any |x| = 1. Using Lemma 4.1 again, we have
sup
B+
5/4
\B+
3/4
Ψ2 ≤ C inf
B3/2\B1/2
wr ≤ C inf
B+
5/4
\B+
3/4
Wr.
Hence, we conclude that
sup
B+
5/4
\B+
3/4
Wr ≤ C inf
B+
5/4
\B+
3/4
Wr.
Scaling back, we proved the Harnack inequality of V .
Moreover, using (83) and direct calculations, we have for (x, t) ∈ B+5/4 \ B+3/4,
|∇ℓt∇kxΨ2(x, t)| ≤ Ct2σ−ℓ for all k ≥ 1, 1 ≤ ℓ < 2σ.
Following the above proof for that the left hand sides of (72) and (73) are continuous on B+R \ B+r ,
one can show that
|∇kx,tΨ1(x, t)| + |tb∂t∆mb Ψ1(x, t)| ≤ C, k = 0, · · · , 2m.
Hence, for (x, t) ∈ B+5/4 \ B+3/4,
|∇kx,tWr(x, t)| + |tb∂t∆mb Wr(x, t)| ≤ C, k = 0, · · · , 2m.
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Lemma C.4. Let u and h be as in Proposition 4.5, v be as in (46) and
ϕi(y) =
v(riy)
u(rien)
. (84)
Let V = P ∗ v and Φi = P ∗ ϕi Then
lim
i→∞
P (v, ri) = 0, (85)
Φi → 1
2|X|n−2σ +
1
2
, (86)
lim
i→∞
∫
∂′′B+
1
Q˜m(Φi) =
∫
∂′′B+
1
Q˜m
(
1
2|X|n−2σ +
1
2
)
, (87)
where∫
∂′′B+r
Q˜m(U) =
n− 2σ
2
∫
∂′′B+r
tb∂ν∆
m
b UU + r
∫
∂′′B+r
tb∂ν∆
m
b U∂νU +
∫
∂′′B+r
Qm(U). (88)
Proof. We will do the case for σ > 1, since the above analysis for σ ∈ (0, 1) has been done in [6].
Choosing r = ri, then we have
sup
B+
5/4
\B+
3/4
Φi ≤ C inf
B+
5/4
\B+
3/4
Φi.
and Φi is locally uniformly bounded, and (x, t) ∈ B+5/4 \ B+3/4 that
|Dkx,tΦi(x, t)|+ |tb∂t∆mb Φi(x, t)| ≤ C, k = 0, · · · , 2m. (89)
Hence for all |(x, t)| = ri, k = 1, 2, · · · , 2m,
|Dkx,tV (x, t)| ≤ Cr−ki u(rien) = o(1)r
−n−2σ
2
−k
i
|tb∂t∆mb V (x, t)| ≤ Cr−2m−1+bi u(rien) = o(1)r
−n−2σ
2
−2m−1+b
i .
This estimate will imply (85).
We arbitrarily fix 0 < r1 < r2, and we prove (86) for r1 ≤ |x| ≤ r2, t > 0. From the proof of
(45), we see that ϕj(x) ≤ C|x|2σ−n for |x| ≤ 1/2, where C is independent of j. We estimate as
follows:
Φi = β(n, σ)
∫
Rn
t2σ
(|x− y|2 + t2)n+2σ2
ϕi(y) dy
= β(n, σ)
∫
ε≤|y|≤R
t2σ
(|x− y|2 + t2)n+2σ2
ϕi(y) dy
+ β(n, σ)
∫
{|y|<ε}∪{|y|>R}
t2σ
(|x− y|2 + t2)n+2σ2
ϕi(y) dy
=: Ii(x, t) + IIi(x, t),
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where ε < r1 is small and R > r2 is large. It follows from (45) that
Ii(x, t)→ β(n, σ)
∫
ε≤|y|≤R
t2σ
(|x− y|2 + t2)n+2σ2
(
1
2|y|n−2σ +
1
2
)
dy.
Since IIi is bounded in C
1(B+r2 \B+r1), we know that IIi(x)→ fε,R(x) for some function f . Then
as in the proof of (45), one can show that limε→0,R→∞ f(x) is a constant function. Therefore,
Φi → β(n, σ)
∫
Rn
t2σ
(|x− y|2 + t2)n+2σ2
(
1
2|y|n−2σ +
1
2
)
dy + c0
=
1
2|X|n−2σ +
1
2
+ c0,
for some constant c0. Here, we used the following identity
β(n, σ)
∫
Rn
t2σ
(|x− y|2 + t2)n+2σ2
1
|y|n−2σ dy =
1
|X|n−2σ (90)
of which the proof is postponed to the end. Since Φi is uniformly bounded in C
1(B+2 \ B+1/2), and
ϕi(x)→ 12|x|n−2σ + 12 , we have that c0 = 0 and
Φi → 1
2|X|n−2σ +
1
2
in C1(B+2 \ B+1/2).
By (89), one can show that Φi → 1/(2|X|n−2σ)+ 1/2 in the needed norms to guarantee that (87)
holds.
Now we are left to prove (90). We have
β(n, σ)
∫
Rn
t2σ
(|x− y|2 + t2)n+2σ2
1
|y|n−2σ dy
= t2σ−nβ(n, σ)
∫
Rn
1
(|xt − y|2 + 1)
n+2σ
2
1
|y|n−2σ dy
= t2σ−nβ(n, σ)
∫
Rn
(
1
(|y|2 + 1)n−2σ2
)n+2σ
n−2σ 1
|xt − y|n−2σ
dy
= t2σ−n
1
(|xt |2 + 1)
n−2σ
2
=
1
|X|n−2σ ,
where in the third equality we used the fact that u¯1 defined in (48) is a solution of
u(x) = β(n, σ)
∫
Rn
u(y)
n+2σ
n−2σ
|x− y|n−2σ dy.
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