This work investigates finite differences and the use of interpolation models to obtain approximations to the first and second derivatives of a function. Here, it is shown that if a particular set of points is used in the interpolation model, then the solution to the associated linear system (i.e., approximations to the gradient and diagonal of the Hessian) can be obtained in O(n) computations, which is the same cost as finite differences, and is a saving over the O(n 3 ) cost when solving a general unstructured linear system. Moreover, if the interpolation points are formed using a 'regular minimal positive basis', then the error bound for the gradient approximation is the same as for a finite differences approximation. Numerical experiments are presented that show how the derivative estimates can be employed within an existing derivative free optimization algorithm, thus demonstrating one of the potential practical uses of these derivative approximations.
Introduction
This work considers unconstrained optimization problems of the form
where f : R n → R is smooth, but the derivatives of f are unavailable. This is a typical derivative free optimization setting. Problems of this form arise, for example when the function is smooth but it is computationally impractical to obtain derivative information, or when the function itself is not known explicitly although function values are available from a black-box or oracle, (for example via physical measurements).
A key ingredient of many algorithms for solving (1) in a derivative free setting is an estimate of the gradient of f . Sometimes gradients are used to determine search directions (for example, in implicit filtering algorithms [5, 18, 19] ), and sometimes they are used in the definition of an algorithm's stopping criteria. Several techniques exist for determining estimates to derivatives, including automatic differentiation [21, 3, 25] , finite difference approximations, interpolation models [8, 11] , Gaussian smoothing [24, 29] , and smoothing on the unit sphere [17] . This work investigates finite differences and interpolation models, so henceforth, we focus on these approaches.
1
A well known, simple, and widely applicable approach to estimating derivatives is finite difference approximations (or finite differences). Finite differences are so called because they provide estimates to derivatives by taking the difference between function values at certain known points. For example, for a function f : R n → R, the forward differences approximation g(x) to the (first) derivative is
which is an O(h) accurate approximation. Many other (well known) formulations exist, including approximations that provide a higher accuracy estimates of the gradient, as well as formulations for higher order derivatives. The standard finite difference approximation formulations can be used whenever function values evaluated along coordinate directions are available. The formulations involve minimal computations (O(n) operations), and they have low memory requirements because one does not need to store the coordinate directions, but finite differences can suffer from cancellation errors. Another approach to approximating derivatives is to use interpolation models [9, 33, 20] . Interpolation models can be viewed as a generalization of finite differences, where, instead of being restricted to the coordinate directions, function evaluations along a general set of directions are utilized, and derivative approximations are found by solving an associated system of equations (i.e., minimizing the interpolation model). Linear models lead to approximations to the gradient [4] , while quadratic models provide approximations to the gradient and Hessian [8] . Much research has focused on the 'quality' of the set of directions, because this impacts the accuracy of the derivative estimates [2, 6, 7, 16] .
The purpose of this work is to show that, if one uses a (diagonal) quadratic interpolation model with carefully chosen interpolation directions and 2n + 2 function values, then approximations to the gradient and diagonal of the Hessian can be obtained in O(n) computations and with only O(1) vectors of storage. The solution to this specific instance of an interpolation model can be thought of, in some sense, as a general finite difference type approximation to the gradient and diagonal of the Hessian, because the solution to the interpolation model is a formula that involves sums/differences of function values at the interpolation points. Although the focus of this work is on derivative estimates and not algorithmic development, the estimates here are widely applicable, and could be employed by many algorithms that require gradient approximations. Moreover, the diagonal Hessian approximation is readily available, and could be used as preconditioner within an algorithm. (See the numerical experiments in Section 6, which include a derivative free preconditioned conjugate gradients algorithm.)
It remains to note that the approaches mentioned above all require access to function values, and the cost of evaluating a function in a derivative free optimization setting can vary greatly depending upon the particular application being considered. It is up to the user to determine their function evaluation budget, and the approaches in this work require between n + 1 and 2n + 2 function evaluations to generate derivative approximations.
Summary of Contributions
The contributions of this work are listed now.
1. Derivative estimates. This work builds a quadratic interpolation model (with a diagonal approximation to the Hessian), and shows that if a certain set of interpolation directions are used in the quadratic model, with 2n+2 associated function evaluations, then approximations to the gradient g(x) and diagonal of the Hessian D(x) can be found in O(n) operations. The set of interpolation directions is referred to as a regular minimal positive basis, and these directions need not be stored in full, but can be computed on-the-fly from O(1) stored vectors.
2. An error bound. We confirm that the gradient approximations developed in this work are O(h 2 ) accurate, where h is the 'sampling radius'. (See Section 4.5.)
3. Application. We provide an example of how the gradient estimates developed in this work could be used in practice. In particular, we take the frame based, preconditioned conjugate gradients algorithm developed in [12] , which requires estimates of the gradient and a diagonal preconditioner, and employ the estimates g(x) and D(x) developed in this work. (The original paper [12] employed the standard central difference approximations to the gradient and diagonal of the Hessian.)
Notation
Let e ∈ R N denote the vector of all ones and let e j ∈ R N for j = 1, . . . , N denote the standard unit basis vectors in R N , i.e., e j is the jth column of the N × N identity matrix I. (Usually we will take N = n or N = n + 1 in this work.) Consider the points x 1 , . . . , x n+1 ∈ R n . Define f j := f (x j ) for j = 1, . . . , n + 1, i.e., f j denotes the function value at the point x j . It is convenient to define the following vectors, which contain the function values:
Similarly, for the points x ′ 1 , . . . , x ′ n+1 ∈ R n , define f ′ j := f (x ′ j ) for all j, (i.e., f ′ j denotes the function value at the point x ′ j ), and
It will also be convenient to define the vectors
and
Usually, vectors are assumed to lie in R n , while the subscript '+' denotes that the vector has an additional entry, so is an element of R n+1 (recall the notation above). Matrices are assumed to be elements of R n×n , while the subscript '+' denotes an additional column, so that the matrix is an element of R n×(n+1) . The symbol '⊙' denotes the Hadamard product, i.e., given x, y ∈ R n , x ⊙ y ∈ R n where (x ⊙ y) i := x i y i .
Paper Outline
This paper is organised as follows. Section 2 introduces the (diagonal) quadratic interpolation model employed in this work, and shows how derivative approximations can be found using the model. Section 3, describes how approximations to the gradient g(x) and the diagonal of the Hessian D(x) can be constructed from the model in O(n) computations when the interpolation directions are chosen to be the coordinate basis, and also when they are chosen to be a 'regular basis' (see Section 3.2) . Many algorithms in derivative free optimization are based upon simplices, which can be generated from a minimal positive basis. Thus, in Section 4, approximations to the gradient g(x) and the diagonal of the Hessian D(x) that can be computed in O(n) are presented when the interpolation points are formed from either a coordinate minimal positive basis, or a regular minimal positive basis (see Section 4.2). It will also be shown that the regular basis and the regular minimal positive basis are closely related to a regular simplex, hence the terminology 'regular' (see Section 4.1). In Section 4.5 an error bound is presented to confirm that the gradient approximations developed in this work are O(h 2 ) accurate, where |h| is the sampling radius. Section 5 summarizes existing work on linear models, while numerical experiments are presented in Section 6 to demonstrate the accuracy and applicability of these results.
Derivative Estimation via Interpolation Models
This section describes how to approximate derivatives of a function via interpolation models. The Taylor series for a function f about a point x ∈ R n is
Let g(x) denote an approximation to the gradient ∇f (x) (i.e., g(x) ≈ ∇f (x)), and let H(x) denote an approximation to the Hessian ∇ 2 f (x) (i.e., H(x) ≈ ∇ 2 f (x)). Then (7) becomes
In this work, only a diagonal approximation to the Hessian is considered, so define
where D(x) ≈ diag(∇ 2 f (x)). Combining (8) and (9) leads to the (diagonal) quadratic model
The motivation for this diagonal quadratic model is as follows. It is well known that, if one uses a linear model with n (or n + 1) interpolation points (i.e., n or n + 1 function evaluations), then an estimate of the gradient is available that is O(h) accurate (see also Section 5 which summarises results for linear models). For some situations, an O(h) accurate gradient is not of sufficient accuracy to make algorithmic progress, so an O(h 2 ) accurate gradient is used instead. In this case, one can still use a linear model, but 2n (or 2n + 2) interpolation points (i.e., 2n (or 2n + 2) function evaluations) are needed. In derivative free optimization, function evaluations are often expensive to obtain, so it is prudent to 'squeeze out' as much information from them as possible. Hence, suppose one had available 2n (or 2n + 2) function evaluations because an accurate gradient was desired. The model (10) contains 2n unknowns, so 2n interpolation points and function values is enough to uniquely determine an O(h 2 ) accurate gradient g(x), as well as an approximation to the pure second derivatives on the diagonal of D(x), i.e., no additional function evaluations are required to compute the pure second derivatives. Although D(x) can be determined 'for free' in terms of function evaluations (assuming 2n are available for the gradient estimate), we will also show that the diagonal matrix D(x) can be computed in O(n) flops, so the linear algebra costs are low. This is similar to the case for finite differences (i.e., one requires 2n(+1) function evaluations to compute g(x) via the central differences formula, and those same function values can also be used to compute the pure second derivatives), and so this diagonal quadratic model (10) is useful because one can obtain analogous results for a certain set of interpolation points. The goal is to determine g(x) and D(x) from the interpolation model (10) using a set of known points and the corresponding function values. Hence, one must build a sample set (a set of interpolation points). In general, one can use any number of interpolation points, although this affects the model. For a linear model (omitting the third term in (10)), one can determine a unique solution g(x) if there are n interpolation/sample points with known function values at those points (see Section 5) . For a general quadratic model with Hessian approximation H(x), one requires (n + 1)(n + 2)/2 function values to determine unique solutions g(x) and H(x). If one has access to more or fewer sample points/function values, then one can use, for example, a least squares approach to find approximations to g(x) and H(x). In the rest of this section, 2n interpolation points will be used, and it will become clear that this allows unique solutions g(x) and D(x) to the model (10) . Given x, a set of directions {u 1 , . . . , u n } ⊂ R n , and a scalar h (sometimes referred to as the sampling radius), a set of points {x 1 , . . . , x n } is defined via the equations
The model is constructed to satisfy the interpolation conditions
Substituting y = x + hu j = x j ∀j into the model (10) gives the equations
where U, W ∈ R n×n , allows (13) to be written in matrix form as
The system (16) is underdetermined, (there are only n equations in 2n unknowns), and as the goal is to find unique solutions g(x) and D(x) = diag(d(x)), an additional n equations are required. Define
Now, keep the point x, and the set of directions {u 1 , . . . , u n } ⊂ R n fixed and choose h ′ satisfying (17) . A new set of points {x ′ 1 , . . . , x ′ n } is defined via the equations
The definition of h ′ in (17) ensures that x ′ j = x j ∀j. The model is constructed to satisfy the interpolation conditions
(That is, f (x j ) = m(x j ) and f (x ′ j ) = m(x ′ j ) for j = 1, . . . , n.) Following similar arguments to those previously established, one arrives at the system
The systems (16) and (20) can be combined into block matrix form as follows:
It is clear that (22) represents a system of 2n equations in 2n unknowns. Performing block row operations on the system (22) (i.e., multiplying the first row by η and subtracting the second row, and also multiplying the first row by η 2 and subtracting the second row) gives
Hence, estimates of the gradient and diagonal of the Hessian can be found by solving
where
Questions naturally arise, such as 'when do unique solutions to (23) exist?' and 'what is the cost of computing the solutions?'. Clearly, if the matrices U and W have full rank, then unique solutions to (23) exist. The rank of U and W , of course, depends upon how the interpolation points are chosen. If the interpolation directions {u 1 , . . . , u n } form a basis for R n , then a unique solution g(x) exists. Similarly, if the vectors w j = u j ⊙ u j , for j = 1, . . . , n form a basis for R n , then a unique solution d(x) exists.
Computing the solution to a general unstructured system has a cost of O(n 3 ) flops. The focus of the remainder of this paper is to show that, if one selects the interpolation points/interpolation directions in a specific way, then unique solutions g(x) and d(x) to (23) exist, and moreover, the computational cost of finding the solutions remains low, at O(n). This is the same cost as finite difference approximations to the gradient and pure second order derivatives. Importantly, it will also be shown that this specific set of directions does not increase the memory footprint either, requiring only O(1) vectors of storage.
In what follows, it will be useful to notice that, in the special case η = −1, (24) and (25) become
The Sherman-Morrison formula for a nonsingular matrix A ∈ R n×n , and vectors u, v ∈ R n is used many times in this work, and is stated now for convenience:
Computing derivative estimates via interpolation
This section describes how to compute solutions to the diagonal quadratic interpolation model when the coordinate basis is used to construct the interpolation points, and also when the regular basis is employed. In both cases the computational cost of determining the solution is O(n), and when the coordinate basis is used with η = −1 in (17), the usual finite differences approximations to the first and second (pure) derivatives are recovered.
Interpolation using the coordinate basis
Here we present the solutions g(x) and d(x) to (23) when the coordinate basis {e 1 , . . . , e n } ⊂ R n is used to generate the interpolation points. Given a point x ∈ R n , take u j = e j ∀j, so that U ≡ I. Because e j ⊙ e j = e j , ∀j, W ≡ I. Subsequently, the points x 1 , . . . , x n , x ′ 1 , . . . , x ′ n satisfy
Substituting this into (23), shows that g(x) = 1 h y and d(x) = 2 h 2 z. Now, set η = −1. Using (26) in the expression for g(x) gives
Notice that (29) is the standard central differences approximation to the gradient, which is known to be O(h 2 ) accurate (see also Section 4.5). Similarly, substituting (27) in the expression for d(x) gives
which is the standard, central differences approximation to the diagonal entries of the Hessian. This confirms that when the coordinate basis is used in the diagonal quadratic interpolation model, with h ′ = −h, then (23) recovers the central finite differences formulas for the gradient and pure second order derivatives.
Interpolation using a regular basis
This section shows how gradient and diagonal Hessian estimates can be computed in O(n) flops if a specific basis is used to generate the interpolation points. For ease of reference, we call this a regular basis. (It will be shown that the directions forming the regular basis are n of the internal arms of a regular simplex, see Section 4).
Define the scalars
Let {v 1 , . . . , v n } be the regular basis for R n , whose elements are defined by
where the basis vectors can be collected as the columns of the matrix
Equation (32) shows that the vectors v j are simply a multiple of e (the vector of all ones) with an adjustment to the jth component. Thus, these vectors need not be stored explicitly; they can simply be generated on-the-fly and then discarded. Therefore, the regular basis has a low storage footprint of O(1) vectors.
In [13, p.569] , (see also page 20 and Corollary 2.6 in [10] ) it is shown that for V defined in (33),
which shows that the elements of the regular basis have unit length:
The following Lemma confirms that {v 1 , . . . , v n } is a basis for R n , and also that V is positive definite.
Lemma 1 (Lemma 2 in [13] ). Let α and γ be defined in (31) . Then V in (33) is nonsingular. Moreover, V has n − 1 eigenvalues equal to α, and one eigenvalue equal to 1/ √ n.
Now, a set of interpolation points are generated using the regular basis. Fix x, h and η. Take V as in (33) , and define {x 1 , . . . , x n , x ′ 1 , . . . , x ′ n } via
Note that, because v j = 1 for all j by (34), the points {x 1 , . . . , x n } all lie on a circle of radius |h|, and the points {x ′ 1 , . . . , x ′ n } all lie on a circle of radius |ηh|. Figure 1 provides an illustration showing the coordinate basis and regular basis in R 2 , and how they can be used to generate the interpolation points when η = −1 (i.e., h ′ = −h).
x e 1 
We are now ready to state the main results of this section, which show that estimates of g(x) and d(x) can be obtained in O(n) computations when using the model (13) and a regular basis (33) .
Theorem 3. Let α and γ be defined in (31) , let V be as defined in (33) , let y be defined in (24) , and let (17) hold. Then the solution to (23) is
which is an O(n) computation.
applying the Sherman-Morrison-Woodbury formula (28) to V in (33) gives
Hence, taking U ≡ V in (23) gives
Lastly, (36) depends upon operations involving vectors only (inner and scalar products and vector additions) so that g(x) is an O(n) computation.
Corollary 4. Let the assumptions of Theorem 3 hold, and let η = −1 so that y is as in (26) .
Equivalently, the ith component of g( x) is
Theorem 3 and Corollary 4 show that using a regular basis in the quadratic interpolation model leads to an estimate for g(x) that is similar to the central finite differences approximation in (29) . The formula (29) uses a factor (2h) −1 , while the formula (39) uses a factor (2αh) −1 . Both (29) and (39) involve the difference between the function values measured along the positive and negative basis directions. However, (39) also contains a 'correction' term, which involves the function values measured at all the vertices. Lastly, note that Theorem 3 requires knowledge of f (x), but in the special case η = −1, Corollary 4 shows that f (x) is not used.
Before presenting the next theorem, the following parameters are defined. Let
Remark 5. Note that 1 − 2γ is monotonically increasing in n. Moreover, n ≥ 2, and when n = 2,
Let α and γ be defined in (31) , let µ and ω be defined in (40), let V be defined in (33) , let z and W be defined in (25) and (15) respectively, and let (17) hold. Then the solution to
Proof. From (32) it can be seen that
Thus,
Applying the Sherman-Morrison-Woodbury formula from (28), to W in (43), gives
Thus
Finally, (41) depends upon operations involving vectors only (inner and scalar products and vector additions) so that determining d(x) is an O(n) computation.
Corollary 7. Let the assumptions of Theorem 6 hold, and let η = −1 so that z is as in (27) .
or equivalently, the ith component of g is
Theorem 6 and Corollary 7 show that using a regular basis in the quadratic interpolation model leads to an estimate for d(x) that is similar to the central finite differences approximation in (30) . The formula (30) uses a factor 1/h 2 , whereas (45) uses a factor 1/µh 2 . However, (39) also contains a 'correction' term, which is a kind of weighted average of the function values measured at the interpolation points.
Interpolation using minimal positive bases
Spendley et al. [32] and Nelder and Mead [28] carried out some of the pioneering work on derivativefree simplex-based algorithms. This work continues today with studies on properties of simplicies [1, 22] as well as work on simplex algorithm development, [31] . These, and many other algorithms in derivative free optimization, employ positive bases and simplices, and involve geometric operations such as expansions, rotations and contractions. In such cases, the original simplex/positive basis involves n + 1 (or possibly more) points (with their corresponding function values), and if a geometric operation is performed, then this often doubles the number of interpolation points and corresponding function values that are available. As previously mentioned, function values are expensive, so it is prudent to make full use of them.
This section is motivated in part, by the ongoing research on simplex based methods, and the following types of ideas. Consider a simplex based algorithm, where one arrives at an iteration that involves an expansion step. In such a case, one would have access to 2n + 2 function values (measured at the vertices of the 2 resulting original and expanded simplices) as a by-product. If an approximation to the gradient or diagonal of the Hessian was readily available, then this might be useful curvature information that could be built into a simplex based algorithm to help locate the solution more quickly. Moreover, depending on the type of geometric operation involved, the vertices of the 2 simplices are generated from the same set of base directions, one scaled by h, and one scaled by some h ′ = ηh. Therefore, in this work we have not restricted to η = −1, to ensure the results are applicable to expansions, contractions, and not just rotations.
In this section we investigate the use of minimal positive bases (and their associated simplices) to generate interpolation points that can be used in the model (13) . We will show that the results from the previous section carry over, in a natural way, when there are 2n + 2 (rather than 2n) interpolation points.
Positive Bases and Simplices
This section begins with several preliminaries, (see also, for example, [10, 14, 13] ). Lemma 10 shows that the set {e 1 , . . . , e n , −e} is a minimal positive basis for R n . Lemma 10 also shows that the columns of
where V is defined in (33) , form a minimal positive basis for R n (recall that V is nonsingular by Lemma 1). It can be shown that (see also Lemma 3 
The minimal positive basis {v 1 , . . . , v n+1 } has many useful properties and it is shown in [13] that the angle between any pair of elements of the minimal positive basis is the same, while (47) shows that one of the directions is aligned with the vector −e. Henceforth, we refer to the columns of V + in (46) as a regular minimal positive basis.
Definition 11 (Affine independence). A set of n + 1 points x 1 . . . , x n+1 ∈ R n is called affinely independent if the vectors x 1 − x n+1 , . . . , x n − x n+1 are linearly independent.
Definition 12 (Simplex). The convex hull of a set of affinely independent points {x 1 . . . , x n+1 } ⊂ R n is called a simplex of dimension n.
Definition 13 (Regular Simplex). A regular simplex is a simplex that is also a regular polytope.
Given a point x, and the regular minimal positive basis {v 1 , . . . , v n+1 }, the sets of points {x 1 , . . . , x n+1 } and {x ′ 1 , . . . , x ′ n+1 } formed via
are affinely independent. Hence, the convex hull of {x 1 , . . . , x n+1 } is a regular simplex aligned in the direction −e, and so too is the the convex hull of {x ′ 1 , . . . , x ′ n+1 }. This explains why we have adopted the terminology 'regular', and refer to the columns of V as a regular basis, and the columns of V + as a regular minimal positive basis; both are related to a regular simplex (see Section 3.1 in [13] ). 
Interpolation using a minimal positive basis
In this section we show that estimates of the gradient and diagonal Hessian can be obtained in O(n) computations when a regular minimal positive basis is used to generate the interpolation points. Hence, let {u 1 , . . . , u n } be a basis for R n , so that U = u 1 , . . . , u n is nonsingular. Moreover, let U + = U −U e , so that, by Lemma 10 the columns of U + are a minimal positive basis for R n . Let W be as in (15) and define
Following the same arguments as those presented in Section 2, estimates to the gradient and diagonal of the Hessian can be found by solving
Clearly, the matrices in (50) are not square, so that g(x) and d(x) will be computed as least squares solutions to (50) in this section.
Interpolation using the coordinate minimal positive basis
Here, take U = I, so that U + = I + = I −e , which corresponds to the coordinate minimal positive basis {e 1 , . . . , e n , −e}. The following results hold.
Theorem 14. Let y + be defined in (51). Then, using the coordinate minimal basis {e 1 , . . . , e n , −e}, the least squares solution to (50) is
Proof. Note that
Combining the previous two gives shows that the least squares solution to (50) is
Corollary 15. Let the assumptions of Theorem 14 hold. Letting η = −1 and letting
or equivalently
Corollary 15 shows that when the coordinate minimal positive basis is used in the quadratic interpolation model, the expression for g(x) is similar to the central differences formula, except an additional shift termf + that involves the function values at all the interpolation points, is also added to each element.
Theorem 16. Let z + be defined in (52). Then, using the coordinate minimal positive basis {e 1 , . . . , e n , −e}, the least squares solution to (50) is 
Corollary 17. Let the assumptions of Theorem 14 hold. Setting η = −1 and lettinḡ
Interpolation using a regular minimal positive basis
Here, take U = V with U + = V + , where V is defined in (33) . Furthermore, let W be as in (15) with
We are now ready to present the main results of this section.
Theorem 18. Let α and γ be defined in (31) , let V + be the regular minimal positive basis in (46), let y + be as in (51), and let (17) hold. Then the least squares solution to (50) is
which can be computed in O(n).
Proof. Using (46), it can be shown that V + V T + = α 2 I (see also Lemma 4 in [13] ), so the least squares solution to (50) is g( 
or equivalently, the ith component of g(x) is
Before presenting the next theorem, define
Theorem 20. Let α and γ be defined in (31) , let µ and ω be defined in (40), and let σ be defined in (60). Moreover, let V + be the oriented regular simplex defined in (46), let z + and W + be defined in (52) and (56) respectively, and let (17) hold. Then least squares solution to (50) is
Applying the Sherman-Morrison-Woodbury formula (28) to (62) gives
Furthermore,
The least squares solution to (50) is
Finally, (61) depends only upon operations involving vectors only (inner and scalar products and vector additions) so that d is an O(n) computation. 
Error bounds for the interpolation model
The following is a standard error bound; the proof is included for completeness. 
Let U + = u 1 , . . . , u n+1 and suppose that f is continuously differenctiable and that ∇ 2 f (x) is M -Lipschitz continuous. Then, the least squares solution g(x) to (50) satisfies
Proof. We begin by noticing that
By (6) and (65), the ith element of (67) is
The integral form of the Mean Value Theorem provides the identities
because
, by (65). By [30, p.14] , because f is twice continuously differentiable, for p ∈ R n ,
Combining (69), (70) and (71), and subsequently subtracting (x j − x) T ∇f (x) shows that for each j = 1, . . . , n:
Hence, taking the 2-norm of (67), using the calculation above, and recalling the standard norm inequality · ∞ ≤ √ n + 1 · 2 (for vectors in R n+1 ), gives (75).
Summary for quadratic interpolation models
The following tables summarize our results for diagonal quadratic interpolations models. The formulae for g(x) are expressed in terms of y + defined in (51). The error bounds give κ, where g(x) − ∇f (x) ≤ 1 6 M h 2 κ, and holds when η = −1. We conclude this section by remarking that, in the special case when n = 2, if a minimal positive basis is used to generate the points {x 1 , x 2 , x 3 , x ′ 1 , x ′ 2 , x ′ 3 } then there is enough information
Error to uniquely determine all entries of H(x) (recall that H(x) ≈ ∇ 2 f (x)), because 2n + 2 = 6 = (n + 1)(n + 2)/2 function values are available, i.e., one can approximate ∇ 2 f (x) rather than only diag(∇ 2 f (x)). The algebra is straightforward, so is omitted for brevity.
Linear Interpolation Models
While quadratic interpolation models lead to accurate approximations to the gradient and diagonal of the Hessian, they require at least 2n function evaluations (and more if the full Hessian is desired). For some applications, this cost is too high, and a linear interpolation model is preferred. In this case, one can obtain estimates of the gradient in O(n) computations, and this section details how. As usual, letting g(x) denote an approximation to the gradient ∇f (x), a linear model is
Estimations of the gradient g(x) can be obtained easily from a linear model, although the approximations from such a model (using n or n + 1 function evaluations depending on the interpolation points) are O(h) accurate (in the previous cases with 2n or 2n + 2 function evaluations, the approximations are O(h 2 ) accurate). The interpolation conditions are simply f (x+hu j ) = m(x+hu j ) ∀j. If there are n interpolation points (formed from a unit basis for R n ) then g(x) is the solution to
while if there are n + 1 interpolation points (i.e., a minimal basis for R n ) then g(x) is the solution to
An explicit solution to (73) is known for a coordinate basis, and solutions to (74) are known for the coordinate minimal positive basis and a regular minimal positive basis. An explicit solution to (73) for a regular basis (i.e., V in (33)) is as follows. By (73), g(x) = 1 h V −1 δf . Now, following the same arguments as the proof of Theorem 3 gives g(x) = 1 αh (δf + γ √ n + 1(e T δf )e), or componentwise, for j = 1, . . . , n,
The following theorem provides the standard bound for linear interpolation models.
Theorem 23. Let {u 1 , . . . , u n+1 } be a minimal positive basis for R n and let h ∈ R. Suppose points {x 1 , . . . , x n+1 , x ′ 1 , . . . , x ′ n+1 } are constructed via x j = x + hu j , x ′ j = x + ηhu j j = 1, . . . , n + 1. Let U + = u 1 , . . . , u n+1 and suppose that f is continuously differentiable with an L-Lipschitz continuous gradient. Then, the least squares solution g(x) to (73) satisfies
It is clear that if n points are used to generate the interpolation model, then the bound above becomes
The results for linear interpolation models are summarized in Table 3 . The error bounds give κ L , where g(x) − ∇f (x) ≤ 1 2 Lhκ L , and holds when η = −1. 
Numerical Experiments
Here we present numerical examples to verify the results of this paper, and to provide a concrete application to show that the results have practical use. All experiments are performed using MATLAB (version 2018a).
Derivative Computations
Here we depart from our usual notation and let y ∈ R 2 with components y = y 1 y 2 T so that Rosenbrock's function can be written as
The gradient of (76) is
and the Hessian of (76) is
Henceforth, we return to our usual notation. For the first numerical experiment we simply use the results presented in this work to compute approximations to the gradient and diagonal of the Hessian at two different points, using Rosenbrock's function. The points are chosen to be those where an accurate gradient is needed to make algorithmic progress on Rosenbrock's function.
Point near valley floor
The first point is
which was chosen because it is close to the "valley floor" for Rosenbrock's function where a good approximation to the gradient is required to make algorithmic progress. The aligned regular simplex is constructed using the approach previously presented. Here, n = 2 so that α = 3/2 and γ = 1 2 (1 − 1 √ 3 ) by (31) . Recalling that V = α(I − γee T ) (33) gives (to 4d.p.)
For this experiment h = 10 −3 was used. For the regular basis (RB), the points were generated as x j = x + hv j , x ′ j = x − hv j for j = 1, 2, while the regular minimal positive basis (RMPB) used
For the coordinate basis (CB), the points were generated as x j = x + he j , x ′ j = x − he j for j = 1, 2, while the coordinate minimal positive basis used the previous points as well as x 3 = x − he and x ′ 3 = x + he. Substituting (79) into (77) and (78) shows that the analytic gradient and Hessian are ∇f (x) = 0.19559999 0.00200000 , diag(∇ 2 f (x)) = 10 2 × 9.69996000 2.00000000 (81)
Approximations to the gradient and Hessian were built using the theorems presented earlier in this work, and are stated in Table 4 . Also stated in the table is
That is, ǫ g is the computed error between the true gradient reported in (83) and the computed approximation. Similarly, ǫ d is the computed error between the true Hessian diagonal reported in (83) and the computed approximation. Note that, for the given point (79), the theoretical error bound for the gradient approximations is are all close to the true solution (83), with the error the gradient approximations begin ≈ 10 −10 , all of which are below the theoretical bound. For a coordinate basis and a regular minimal positive basis, the approximation to the diagonal of the Hessian is also good, both having error of ≈ 10 −6 . However, for a regular basis and a coordinate minimal positive basis, the approximations d(x) are again poor, both having large error ≈ 10 2 . Again, the solution d(x) for a coordinate minimal positive basis is a shifted version of the approximation for a coordinate basis, and similarly for the regular basis and regular minimal positive basis.
Derivative estimates within a frame based preconditioned conjugate gradients algorithm
The purpose of this section is to give an example of how the gradient estimates presented in this work could be used within an existing derivative free optimization algorithm. The algorithm employed here is the frame based preconditioned conjugate gradients method from [12] (henceforth referred to as FB-PCG), which can be applied to problems of the form (1) where f is a smooth function whose derivatives are unavailable. The algorithm uses a Conjugate Gradients (CG) type inner loop, so approximations to the gradient are needed. It is well known that the practical behaviour of CG often improves when an appropriate preconditioner is used. Thus, the inexpensive estimates g(x) and D(x) are of particular use here; the D(x) developed in this work is an inexpensive approximation to the Hessian, and being diagonal, is a convenient preconditioner. The algorithm in [12] employs frames as a globalisation strategy to ensure convergence.
Here, the algorithm is implemented exactly the same way as in [12] . The only difference is the way in which the gradient and pure second derivatives are computed. In [12] , g(x) and D(x) are estimated using finite differences. Here we set η = −1, and run the algorithm using the four derivative variants presented previously in this work: (i) a Coordinate Basis (CB), which is equivalent to finite difference approximations because η = −1, (ii) a Regular Basis (RB), (iii) a Coordinate Minimal Positive Basis (CMPB), and (iv) a Regular Minimal Positive Basis (RMPB). It is expected that the practical behaviour of the algorithm will be similar in each instance, because all gradient approximations used are O(h 2 ) accurate. However, we comment that for a coordinate minimal positive basis, the approximation d(x) was computed using finite differences, to ensure the best possible algorithmic performance. Calculate the function values at the frame points, and form the gradient estimate g(x k ).
4:
if j = 1 then 5:
Form the pure second derivative estimate D(x k ). Check the stopping conditions. If frame is quasi-minimal set h k+1 = h k /λ; else h k+1 = h k . Update k = k + 1.
16: end while
The algorithm is guaranteed to converge, as confirmed by the following theorem.
Theorem 24 (Theorem 1 in [12] ). If the following conditions are satisfied: (1) the sequence of iterates is bounded;
(2) f is continuously differentiable with a locally Lipschitz gradient; and (3) h k → 0 as k → ∞, then the subsequence of quasi-minimal frame centers is infinite, and all cluster points of this subsequence are stationary points of f .
Remark 25. The algorithm of [23] is based upon the FB-PCG algorithm in [12] , but there are several differences. In [23] , a single minimal positive basis is employed at each iteration (i.e., a linear model is used, and approximations to the second derivatives are unavailable). Also, for the algorithm in [23] , at each iteration, the new point x k+1 is always set to be the point with the best (lowest) function value encountered. On the other hand, the Algorithm 1 from [12] performs n + 3 iterations of PCG, to maintain the positive properties of the PCG algorithm. After n + 3 iterations there is a reset, where the PCG process begins again from the point with the lowest function value over the preceding n + 3 iterations. Because [23] employs only O(h) approximations to g(x) and does not use approximations d(x), we do not consider it here.
The problems tested are taken from the MGH test set in [27] and were chosen to allow comparison with the results in [12] and [23] . The problems are stated in Table 6 , and the results of applying the FB-PCG algorithms to the test problems are given in Tables 7 and 8 The experiments show that the Frame Based Preconditioned Conjugate Gradients algorithm performs similarly regardless of which gradient and diagonal Hessian approximation is used, as expected.
Conclusion
This work studied the use of interpolation models to obtain approximations to the gradient and diagonal of the Hessian of a function f : R n → R. We showed that if the coordinate basis is used in the interpolation model, with the parameter η = −1 used to generate the interpolation points, then one recovers the standard finite difference approximations to the derivative. We also showed that if a regular basis, a coordinate minimal positive basis, or a regular minimal positive basis are used within the interpolation model, then approximations g(x) to the gradient, and d(x) to the pure second derivatives are available in O(n) flops. An error bound was presented which shows that for each set of interpolation directions considered in this work, the gradient is O(h 2 ) accurate. Numerical experiments were presented that show the practical uses of the estimates developed. In particular, we showed how they could be employed within the FB-PCG algorithm to solve (1).
A Constants
In this section we state several equivalences between constants that are used in this work. 
