We present an improved energy decomposition analysis (EDA) scheme for understanding intermolecular interactions in delocalized excited states, especially in excimers. In the EDA procedure, excited states are treated with linear response theory such as configuration interaction singles (CIS) or time-dependent density functional theory (TDDFT), and absolutely localized molecular orbitals (ALMOs) are used to define the intermediate (frozen, excitonic coupling, and polarized) states. The intermolecular interaction energy is thereby separated into frozen, excitonic splitting, polarization and charge transfer contributions. The excitonic splitting term describes 1 the delocalization effect as two or more degenerate local excitations couple with each other, which is often an important binding force in excimers. A maximum overlap state-tracking procedure is introduced to connect the initial fragment excitations to the constrained intermediate states, and finally to the unconstrained delocalized states of the complex. The EDA scheme is applied to several excimer systems, including the He * 2 and Ne * 2 noble gas excimers, the doubly hydrogen-bonded 2-pyridone dimer, and the aromatic benzene and perylene excimers. We are able to gain some useful insights into the role each term is playing in the formation of these excimers, and the resulting method may also be useful for understanding a range of other complexes in excited states.
Introduction
Excimers are excited dimers that, while weakly bound in the ground state, are much more strongly interacting in the electronic excited state. In fluorescence spectra, excimer emission typically appears as a broad, structureless band at lower energy than the structured molecular band. One well-known example of excimers occurs in the noble gas dimers.
1 He * 2 was the first singlet excimer to be identified though fluorescence spectra. 2 It can be thought of as a He + 2 core (with bond order 1/2), and an outer Rydberg electron. An intense continuum between 60 nm and 100 nm was attributed to the transition from He * 2 to the dissociated ground state (He + He). Other noble gases excimers (Ne * 2 , Ar * 2 , Kr * 2 ) were subsequently discovered. [3] [4] [5] Aromatic molecules can also form excimers in solution, as well as in neat liquid, molecular crystals and polymers. 1 The most stable excimer structure is usually perfectly stacked, consisting of a symmetric pair of parallel molecules. The pyrene dimer was the first experimentally studied aromatic system, 6 and its fluorescence quenching has been used as an effective analytical tool.
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There are two main types of configuration interaction (CI) which can contribute to ex- are sometimes estimated as Coulomb integrals over transition densities 14 or simply within a dipole approximation. This will tend to be inaccurate at short separations. Ab initio implementation of the Frenkel exciton model, which takes account of exact exchange and the overlap between localized states was recently proposed by Herbert and coworkers. 15 In order to study systems where charge-transfer (CT) plays an important role, efforts have been made to go beyond the Frenkel exciton model, often by expanding the basis space for CI to include charge-transfer basis states.
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The formation of excimers can also be viewed from the perspective of intermolecular interactions. Energy decomposition analysis (EDA) is a powerful tool to study intermolecular interactions. 18, 19 An EDA decomposes the total interaction energy into several interpretable components, such as electrostatics, Pauli repulsion, dispersion, polarization and charge transfer, thereby allowing an assessment of their relative importance. Many EDA schemes have been proposed and used for studying intermolecular interactions between ground state molecules, and we believe that a suitably designed EDA can also help in understanding the relative roles of the different driving forces that given rise to excimers.
For example, it would be very useful to distinguish the comparative magnitude of the ER and CR effects mentioned above. It should be mentioned that many wavefunction analysis schemes have been proposed to quantify the ER and/or CR characters of excited states using quantities related to the transition or difference density matrix. 45-51 Nonetheless, these "top-down" analysis schemes focus more on the composition and general character of an excited state wavefunction rather than the energy components that lead to the formation of an excimer. In broader terms, there is far greater chemical understanding of intermolecular interactions in the ground state of complexes than those in excited states, and therefore a well-posed EDA for excited states can be even more valuable than one for ground states.
One reason for this is that monomer properties such as polarizabilities and Lewis acidity or 4 basicity can be drastically different in excited states, and another reason is that the exciton resonance effect is unfamiliar from ground states.
There are very few reported EDA approaches for unraveling the electronic structure of complexes in excited states. Recently, we proposed an EDA scheme for understanding intermolecular interactions involving excited molecules. 52 In this work, we take up the challenge of generalizing the previously proposed EDA scheme for exciplexes to treat excimers. Briefly speaking, in the exciplex EDA, the shift in excitation energy when an excited molecule interacts with the environment was separated into three terms: frozen (FRZ), polarization(POL) and charge transfer(CT), and each term was then added to its counterparts obtained from the original ground state ALMO-EDA.
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Here, we will introduce a new term which we call excitonic-splitting (EXSP) to account for the coupling between local excitations (i.e. the ER effect). Details of the excimer EDA formulation are presented in Sec. 2. In Sec. 3, we apply the new EDA scheme to several representative examples, including the noble gas and aromatic excimers.
5
The new EDA scheme employed in this paper is closely related to the ALMO-EDA for exciplexes that we proposed recently. 52 The two schemes share the same definition for the frozen and polarized states. Therefore, we will first review our previous scheme but carefully write down the derivation for multiple states, as at least two states are considered in excimer systems. Then we introduce the excitonic splitting term and the excitonic coupling intermediate state, which are important for excimers. Finally we propose a state tracking approach that is essential for connecting the initial fragment-localized states to the final delocalized excited states of the complex.
In this section and the rest of this paper, molecular orbitals are denoted by lowercase letters i, j (occupied) and a, b (virtual). Capital letters I, J are used as subscript indicate fragments indexes. The state indexes are denoted in the superscript: s, t for fragment states, κ, κ for supersystem states, " * " for a generic excited state and superscripts are often dropped in the case of a ground state. In Sec. 3, we also use symbols for irreducible representations to specify excited states based on the symmetry of molecular wavefunctions.
Review of ALMO-EDA for exciplexes
By definition, the interaction energy is the counterpoise (CP)-corrected 61 difference between the excited supersystem energy E * and the sum of isolated fragment energies, E * frag :
where the last term represents the basis set superposition error (BSSE). When the excitation of interest is mainly localized on one fragment (assuming it is fragment 1 without loss of generality), E * frag is defined as the sum of excited state energy of fragment 1 and ground state 6 energies of other fragments. Equivalently, this is equal to the sum of ground state energies for all fragments and ω 1 , the excitation energy of fragment 1 in isolation.
Let us turn to systems composed of identical fragments. Assume there are M excitations of the isolated fragments that are close in energy. This will typically be one excitation per fragment if the fragments are identical, but can in principle involve more than one excited state per fragment. We can now define M different E frag 's, each one corresponding to a particular excitation from the M degenerate excitations. For example, the κ th reference energy, which corresponds to excited state s of fragment I is:
The M fragment excitations are likely to mix when the fragments interact, and form M supersystem excited states that are delocalized across fragments. Let us label these state energies as E κ . While the local excitations are degenerate or near-degenerate, the supersystem states will usually split due to interaction, resulting in a range of different E κ values.
To understand the effect of interaction, one needs to look at a set of M interaction energies, one for each resulting state: ∆E 
where 
Recalling that in the ground state ALMO-EDA, SCF(MI) is used to compute the polarized system energy E POL , the CT term can also be rewritten as:
In the frozen wavefunction, both amplitudes and orbitals are frozen. We compute the κ th frozen excitation energy using the singles amplitudes of the isolated fragment, t κ ≡ t 
where F and S are the Fock and overlap matrices in the MO basis, respectively, and ψ's represent the MOs. The necessity of including the occupied-virtual block of the relaxed density of the isolated fragment (z I ) is discussed by Thirman et al. in the development of MP2-ALMO-EDA, 41 as well as in our previous EDA scheme for exciplexes. 52 The frozen contribution to the excitation energies and the excited system energies are:
Further decomposition of the frozen energy is also possible in ground state EDA. and to classify the remainder of the frozen energy as Pauli repulsion:
and
where ρ represents the ground state fragment electronic density, ρ s I is the s th excited state electronic density of fragment I, and ρ nuc and ρ tot are the nuclear and total fragment charge densities, respectively. Defined in this way, the Pauli term will inevitably be contaminated by dispersion if the employed model chemistry incorporates long-range correlation effects (e.g. van der Waals density functionals).
Introducing the excitonic splitting term
Up to this point, the derivation largely follows the previous EDA scheme, except that the terms are now defined explicitly for each state. We will now introduce the main generalization needed in order to study the role of excitonic couplings, as are expected to be prevalent in systems with degenerate monomer excited states. Previously, any interaction energy difference between the frozen and polarized intermediate states was attributed to polarization effects. Now, as more than one fragment may make a significant contribution to the supersystem excitation, any coupling between these local excitations may break the degeneracy of the isolated monomer excitations. For identical fragments (and identical environment for each fragment), the frozen states are also degenerate, and the splitting due to configuration interaction between degenerate states will occur as soon as it is allowed (i.e. at the polarized level).
To separate the splitting effect due to "pure excitonic coupling" (i.e. the mixing of degenerate configurations) from polarization (i.e. changes in the on-fragment charge distributions due to the electrostatic environment), we propose a new EDA term, ∆ω EXSP , whose associated intermediate state has the form of a linear combination of the (degenerate) local excitations:
The coefficients c κ ≡ c s I and the corresponding excitonic-splitting excitation energies ω EXSP are determined by solving the Schrödinger equation in the basis of the local excitations:
The Hamiltonian A and metric G have dimension M × M , with M being the total number of degenerate local excitations considered. This excitonic term is to be evaluated before the polarized intermediate state is considered.
The matrix elements are computed as:
Here, in general, index κ corresponds to state s on fragment I, and κ corresponds to state r on fragment J. In the simple case of one degenerate state per fragment, κ reduces to simply be a fragment index. Note that the occupied orbitals are projected out of the virtual space, and the virtual orbitals are reorthogonalized within each fragment (as in Eq. 7). The response terms are added to the diagonal to ensure that the diagonal elements are the same as in Eq. 7. For simplicity, the off-diagonal elements are unmodified. Apart from simplicity, a further argument for this choice is z IJ = 0, as the RHS of the z vector equation is in fact the response of energy to orbital rotations, and interfragment orbital rotation is forbidden at the frozen level. In this way, the new model is consistent with the previous one, since if the energy gap between different local excitations is large (compared to the magnitude of coupling), the eigenvalues of Eq. 12 are just the diagonal elements, i.e., the frozen energies.
The other extreme is that all local excitations are degenerate.
In the simplest case of two identical fragments each contributing one state, we have a 2 × 2 generalized eigenvalue problem:
where V and S are the off-diagonal elements of the Hamiltonian A and the metric G, respectively. The solution to this 2 × 2 problem is
One can see that the two resulting states are fully delocalized, with the one state having lower excitation energy compared to the localized frozen states, the other state has an increased excitation energy. This shares the same spirit as the Frenkel exciton model. ω EXSP 's are the excitation energies taking the excitonic coupling effect into account, but are free of polarization and charge transfer. Therefore, we can define the excitonic splitting terms as the shift from excitation energies at the frozen level:
Subsequently the polarization term can then be evaluated via ALMO-CIS/ALMO-TDDFT
To summarize, the new EDA scheme requires computing five different energies that correspond to progressively weaker constraints: (1) isolated fragment energies (E 
Here t andt are amplitudes of Φ κ andΦ κ , respectively, S ii and S aa are the MO overlaps, which appear because the frozen, polarized and final wavefunctions use different MOs. 
The G values also hint at the relative importance of each EDA term. For example, in the above case, CT is likely to have more influence than POL. Note that in these analyses, at most M final states can eventually be mapped into the original fragment states, and these are the exciton resonance states. For states with strong CT character (e.g. the final state 2 above), one may consider 
Application Examples
The generalized excited state ALMO-EDA has been implemented in a development version of the Q-Chem electronic structure program. 66 As tests of the new EDA scheme, we apply it to five systems: He Table S1 of the Supporting Information).
3.1 Noble gas excimer: He * 2 and Ne * 2
To explore how the new EDA scheme works, we first apply it to He * 2 and Ne * 2 , at an interatomic distance of 3.0Å (close to the ground state equilibrium geometry). The calculation is performed with CIS (since it is self-interaction-free and these are Rydberg excitations) and a customized 6-311(2+)G basis, which includes two additional sets of diffuse functions to enable a better description of the Rydberg states. Fig. 1 shows the energy levels of these two systems. When polarization and charge transfer are incorporated subsequently, the excitation energies of both states red-shift, while the splitting is still present.
In the Ne * 2 case, as each monomer has three degenerate excitations, 2p x → 3s, 2p y → 3s and 2p z → 3s, six fragment states are taken into account. In the supersystem, the two 2p z → 3s excitations are inequivalent to 2p x → 3s and 2p y → 3s (the z axis is along the vector between Ne atoms), thus their frozen states are slightly higher in energy than the other four. The six states further split when they are allowed to mix. The lowest and highest excitonic states (of A 1g and A 1u symmetries, respectively) are the in-phase and out-of-phase combination of two fragment 2p z → 3s excitations, while the middle four states (two E 1g
and two E 1u ) come from 2p x → 3s and 2p y → 3s excitations. This can be confirmed by the linear combination coefficients solved from Eq. 12. Like the He * 2 case, all six states are stabilized by polarization and charge transfer.
Although the EDA terms are generally small at 3.0Å for both He * 2 and Ne * 2 , the picture can be quite different at the equilibrium distances for the excited states. For He * 2 , the equilibrium is at 1.1Å, with a well depth of 1.96 eV. For Ne * 2 , the equilibrium is at 1.8Å, with a well depth of 0.40 eV. The energy levels (as in Fig. 1 ) evaluated at the excimer equilibrium distances can be found in the Supporting Information (Fig. S1 ), where the excitation energy splittings due to excitonic coupling are much larger. The effects of POL and CT also vary significantly: by contrast with Fig. 1 , they do not always lower the excitation energies, and crossing of the higher-energy 2p z → 3s and 2p x(y) → 3s states occurs in Ne * 2 when CT is included.
Before moving on, we want to briefly discuss how to choose the fragment states. In 
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For Ne * 2 , although the EDA is performed on the six states all together, excitations of different symmetries (e.g. 2p x → 3s and 2p z → 3s) are not allowed to mix. In fact, the 6 × 6 matrices in Eq. 12 are block-diagonal and each eigenvector has only two nonzero elements, corresponding to the excitation from the same 2p orbital of each Ne atom. This means that the EDA results are the same if we treat 2p x → 3s, 2p y → 3s and 2p z → 3s separately. 
where µ and ∆ x against R for R > 5Å in Fig. 3 , which shows excellent agreement with the predicted relations. Meanwhile, the energy splitting of He * 2 is also shown in Fig. 3 , and decays fast with distance.
2-pyridone dimer
The 2-pyridone (2-PY) dimer, a complex formed through cyclic, double N-H· · · O=C hydrogen bonds, is analogous to nucleotide base pairs. The S1/S2 exciton splitting in the 2-PY dimer has been investigated both experimentally and theoretically.
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The ground state geometry of the 2-PY dimer (optimized at the ωB97X-D/6-311++G(d,p) level of theory 73 ) is near-planar and has a C 2h symmetry (Fig. 4) . The intermolecular centerof-mass distance R is found to be 5.25Å.
With ωB97X-D/6-311++G(d,p), the first excitation energy of the monomer (using its geometry in the dimer) is found to be 4.738 eV. The lowest two excited states of the dimer system, whose excitation energies are 4.805 eV and 4.957 eV, respectively, correspond to the out-of-phase and in-phase coupling of the first monomer excitation: The EDA results are shown in Table 1 . The two hydrogen bonds in the ground state give binding energy of around 1 eV, with roughly 40% of the stabilization originating from CT, which is consistent with other hydrogen-bonded systems described by the ALMO-EDA. Despite the excitonic splitting, the excimer EDA reveals that the complex is slightly destabilized in both S 1 and S 2 states compared to the ground state, mostly as a result of the less favorable electrostatics. This may be related to the weakening of hydrogen bonds. The difference densities ∆ρ = ρ * − ρ of the excited states support this assumption, as the electronic densities are depleted on oxygen atoms and increased on hydrogen atoms upon excitation (see Fig. 5 ).
The degeneracy of the monomer excitations breaks once the two states delocalize. The splitting due to excitonic coupling is ∆ = 2 × 0.062 eV = 0.124 eV, while the full calculation gives ∆ = (0.222−0.070) eV = 0.152 eV, suggesting that the splitting caused by polarization and charge transfer (in this case, mainly CT) cannot be overlooked. We can also estimate the splitting based purely on the interaction between monomer transition dipoles, i.e, using
Eq. 17. Based on our electronic structure calculation, µ 1 = µ 2 = 1.161 a.u., θ 1 = θ 2 = 88.3
• , which gives ∆ = 0.075 eV at R = 5.252Å. This is an underestimation compared to the exciton model, most likely because the exchange effect is absent in the dipole-dipole model.
Our results qualitatively agree with the CC2/aug-cc-pVTZ results reported by Leutwyler et al., 69 in which a full ab initio calculation of vertical excitation energies predicted ∆ = 1125 cm −1 (0.139 eV), and the dipole-dipole model gave ∆ = 745 cm −1 (0.092 eV). Table 1 : EDA results of the 2-PY dimer (in eV), including the decomposition of interaction energies in the ground state and the first two excited states, as well as the shifts in excitation energies. Finally, it is noteworthy that experimentally, as the out-of-phase transition is dipoleforbidden, one has to break the symmetry, typically by introducing isotopes, to observe the energy splitting. Leutwyler and coworkers measured the fluorescence emission of 2-PY dimer and found a splitting of 43.5 cm −1 (0.0053 eV, 68 which is ∼ 25 times smaller than the ab initio value. They showed that by multiplying the pure electronic splitting with a quenching factor, Γ = exp(− i S i ), where S i is the Huang-Rhys factor of the i-th vibrational coordinate, the experimental result can be nicely reproduced.
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We also report the EDA results for the S 1 and S 2 states at their separately optimized geometries in the Supporting Information (Table S2 ). For S 1 and S 2 , the intermolecular center-of-mass distances are 5.28Å and 5.32Å, respectively. The results, in general, are very similar to those reported in Table 1 . It is noteworthy that the EXSP terms at the S 1 and S 2 minima are of slightly larger magnitude than that calculated at the ground state minimum, despite the smaller intermolecular separation in the latter. This might be associated with 24 variations of the monomer geometries in these optimized complex structures.
Benzene excimer
The smallest aromatic excimer is the benzene excimer. In its ground state, the parallel displaced configuration is most stable, while the sandwich configuration (with D 6h symmetry)
is preferred in the excited state. At large distances, the lowest four states are the exciton resonance states, which originate from the two singlet excitation on each monomer (B 2u , B 1u ):
We performed EDA calculations on the D 6h dimers at varying intermolecular distances ranging from 2.6Å to 6.0Å. The monomer geometry is optimized with the ωB97X-D 
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The EDA results for the B 1g state are shown in Fig. 6 This is consistent with our results, as in the EDA procedure, the energy lowering due to CT mostly comes from removal of the constraint on excitation amplitudes (only intrafragment amplitudes can be nonzero), that is, allowing the charge-transfer type of configurations to be mixed into the wavefunctions. We also obtain the potential energy curves of the ground state (A 1g ) and four ER states with B 1g , B 2u , B 2g and B 1u symmetries (Fig. 7(c) ). Significant binding is found for the B 1g
and B 2g states, which are more favored by CT than the other two excited states. A crossing 26 between B 2u and B 2g is observed at ∼ 3.3Å. This crossing has been predicted by other authors, but at a different distance (∼ 2.8Å). 80 Asymptotically, the energies of all states approach the corresponding monomer state limit. Potential energy curves are also plotted for other intermediate wavefunctions( Fig. 7(a),(b) ). The polarized PESs show no strong binding for all states, and no state-crossing either, which again emphasizes the importance of CT. The excitonic curves deviate only slightly from the frozen curves (indicated by dashed lines in Fig. 7(a) ), as both parent monomer states are dipole-forbidden. 
Perylene excimer
Now we turn to another aromatic excimer, the perylene excimer. EDA calculations are performed on the sandwich dimer with D 2h symmetry (Fig. 8) . The monomer geometry optimization employs the ωB97X-D functional and 6-31+G(d) basis, and the EDA is performed at the TD-ωB97X-D/6-31+G(d) level of theory. We investigated the two states that come from the lowest monomer state (B 2u ):
Like the benzene dimer, the magnitude of overlaps imply small polarization and relatively large charge transfer, yet the EDA results (shown in Fig. 9 ) still reveal some unique features in the perylene case.
In contrast to benzene's Φ B 1g states, the Φ B 3g of perylene corresponds to a monomer state with large transition dipole moment (2.728 a.u.), thus we expect a strong stabilization effect from the exciton coupling. This is verified by the EDA results, shown in Fig. 9 . Charge transfer is strongly favorable as well. However, the distance dependence of charge transfer and excitonic splitting are quite different. Close to the equilibrium distance (∼ 3.4Å), CT is dominant, and for this reason we regard it as the most crucial factor in the formation of perylene excimer. At larger distances, CT rapidly diminishes as it is believed to be correlated 28 with the overlap between two fragments, which decays exponentially. The excitonic splitting term, as we discussed before, has an R −3 asymptotic behavior, allowing it to eventually surpass CT and become the most important term. Our EDA predicts this turnover at ∼ 4.2Å, where the curves corresponding to ∆ω
EXSP and ∆ω
CT cross. of the D 2h perylene dimer are shown in Fig. 10 . The B 3g state has a binding energy that is notably larger than that of the ground state, owing to its more favorable CT. Meanwhile, the weaker binding of B 2u state is more likely due to dispersion rather than CT as it is already present at the frozen stage. Recalling that in the benzene dimer, the B 2u and B 1u
states are not much favored by CT either, we wonder if it is a general trend that CT is stronger in the out-of-phase states than in the in-phase states. We also note that all binding energies are ∼ 0.9 eV stronger than those computed by Kuhlman and coworkers previously,
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who utilized BH&HLYP/6-31G(d) 82 level of theory. We attribute this discrepancy to the dispersion interaction, which is not accounted for by BH&HLYP. A comparison of EDA results using BH&HLYP and ωB97X-D is shown in Table S3 of the Supporting Information. 
Conclusion
In the present paper, we have generalized the previously proposed ALMO-EDA scheme 52 for intermolecular interactions involving excited molecules in exciplexes to include the excitonic coupling that can be important for describing excimers. The EDA is based on linear response theory (e.g. CIS, TDDFT), and it connects degenerate initial (reference) states of monomers to the final supersystem states of an excited complex.
The energy difference between the final and initial states defines the interaction energy, which is decomposed into frozen (FRZ), excitonic splitting (EXSP), polarization (POL) and With the generalization of the excited state EDA scheme, we are able to deal with situations where the excitation is delocalized across the whole system (e.g. excimers). We employed the EDA to study noble gas excimers including He * 2 and Ne * 2 , aromatic excimers including benzene and perylene excimer, as well as (2-pyridone) 2 , a hydrogen bonded system.
We are able to reveal the dominant forces that contribute to the formation of these excimers.
For example, the excitonic splitting effect is important for noble gas excimers, while CT is significant in aromatic excimers. The EDA terms are also shown to have correct asymptotic behavior.
31
Although this work focused on excimer systems, the current EDA scheme is fully compatible with localized excitations (e.g. exciplexes), which was the main subject of our initial report. 52 In exciplexes, typically one fragment has an excited state whose excitation energy is significantly lower than possible excitations on other fragments, so this state only weakly couples with other fragment states because of the large energy gap. This will result in an EXSP term that is zero by definition, and the improved EDA scheme then reduces to its previous form.
Finally, we note that the current method still retains some limitations of the previous EDA scheme for exciplexes: (i) lack of an explicit separation of dispersion effects (they are lumped as part of the FRZ term); (ii) lack of a useful basis set limit for the POL and CT terms. The latter shortcoming has been discussed in the context of ground state EDA, [83] [84] [85] [86] and the fragment electric response function (FERF) approach 84 was proposed to address this issue. Using a given truncated multipole order for the FERFs, the convergence of POL (and thus CT) with respect to the size of the employed basis set can be restored. It is an interesting open question as to whether such the FERF approach can be usefully extended or generalized to excited states.
While the method presented here is already of practical use, the limitations mentioned above, as well as the quest for an EDA based on higher-level theories for excited states, raise non-trivial challenges for future work. Furthermore, we have always been taking local excitations as reference states and considering the EDA terms in a sequence that goes from (typically) longest to shortest range. Such a sequence is certainly not unique, and it may be interesting to develop an EDA scheme starting from charge-transfer states for cases where they are of greater importance.
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