I. Subthreshold membrane potential oscillations have been observed in different types of CNS neurons. In this in vitro study, we examined the possible role of these oscillations by analyzing the responses of neurons from the inferior olivary nucleus to a combined stimulation of sine wave and synaptic potentials.
INTRODUCTION
Traditional views attribute the generation of oscillations to the properties of interconnected neuronal networks. Some recent findings place significant emphasis on the generation of CNS rhythms by cellular electrophysiological mechanisms in individual neurons (Alonso and Llinas 199 1; Llinas et al. 199 1; Llinas and Yarom 1986; Silva et al. 199 1) . One mechanism, for example, is manifested as subthreshold, sinusoidal-like oscillations of the membrane potential. Such oscillations can produce rhythmic firing by combining with prolonged depolarization in such a way that the wave peaks reach firing threshold. Alternatively, individual transient synaptic inputs can combine with the oscillating membrane potential to generate an output at a designated time. Although each neuron in the latter case fires in a nonrhythmic pattern, a network of neurons will tend to generate regular rhythmic firing (provided that the subthreshold oscillations in all the elements of the network occur at the same frequency and phase).
In the present report we describe how neurons of the mammalian inferior olivary nucleus integrate subthreshold oscillatory activity with transient synaptic inputs. It is generally accepted that these neurons, a major input to the cerebellum (Szentagothai and Rajkovits 1959) , participate in the generation of motor rhythm. Here we demonstrate that an olivary neuron can operate as a synchronizing device to ensure, with a high degree of accuracy and within a single cycle of oscillation, that the ouput of the neuron will be independent of the exact timing of the synaptic input. A preliminary account of these results has been published (Lamp1 and Yarom 199 1).
METHODS
In this study we used the submerged brain slice technique. We prepared and maintained the brain slices under in vitro conditions according to the procedures described in our previous articles (Llinas and Yarom 198 1) . Adult albino guinea pigs weighing 200-300 g were anesthetized with pentobarbital sodium (Nembutal, 36-60 mg/ kg). After decapitation, the brain stem was rapidly removed and immersed in cold oxygenated (95% 0,-50/o CO*) normal physiological solution (in mM: 124 mM: NaCl; 5 KCl; 1.2 MgSO,; 1.2 KH,PO,; 26 NaHCO,; 2.3 CaCl,; 10 glucose). The 400~pm slices were prepared and incubated up to 5 h in normal solution where the NaCl was replaced by sucrose (248 mM). With sucrose we obtained more viable cells than in normal physiological solution (Aghajanian and Rasmussen 1989) .
All intracellular recordings were performed at 34°C in the normal physiological solution, using K-acetate filled glass microelectrodes (50-80 Mfi) and an Axoclamp 2A amplifier. The data were obtained from 38 cells that showed overshooting action potentials, resting potentials more negative than -55 mV and a prominent low-threshold calcium spike (LTS). Synaptic potentials were elicited by stimulating presynaptic axons with a bipolar metal electrode that was placed on the midline of the slice. A Neuro-corder system (model DR-484, Neuro-data) and Nicolet Digital Oscilloscope (model 4094) were used to digitize and store the data. For online analysis we used an analog/digital conversion board (NB-MIO-16, National Instruments) and the LabVIEW program (version 2.1.1 National Instruments) on a Macintosh IIci computer. For synaptic blockade, we applied 50 PM DL-2-amino-5-phosphonovaleric acid ( APV), 5 PM 6,7-dinitroquinoxaline-2,3-dione (DNQX), and 5 mM kynurenic acid in the normal solution.
RESULTS
As demonstrated in recent studies, the membrane potential of olivary neurons spontaneously oscillates in the subthreshold range of potentials (Benardo and Foster 1986 , Lamp1 and Yarom 1990 , Yarom and Llinas 1986 . Because these subthreshold, sinusoidal-like oscillations were associated with minimal conductance changes (see also Yarom and Llinas 1986), they can be looked upon as though generated by a current source. In an electrotonically coupled system, such as offered by the inferior olivary nucleus (de Zeeuw et al. 1990; Llinas et al. 1974 Values are means t SD with ranges in parentheses; n = number of cells. The two component of the responses are the early phase and the late phase (see arrows in Fig. 2A ). The delays of the two components are measured from stimulus artifact. Amplitudes are measured from the baseline membrane potential, and the rise time for the early phase measured from the initial time at which the signal is clearly above the baseline, to the peak. For the late component the rise times were measured from the time that the second component is clearly distinct from the plateau of the first component. be generated by current sources. Therefore, we use in this study current injection to elicit subthreshold sinusoidal oscillations of the membrane potential in nonoscillating neurons (spontaneous subthreshold oscillations were analyzed in 11 cells).
Synaptic responses to extracellular stimuli, which probably activated ascending spinal afferents and descending fibers of cortical origin ( Azizi 1989) , were studied in 19 cells. The results are summarized in Table 1 and an example is shown in Fig. 1 A. The complex synaptic responses were composed of early and late components. The early component (filled arrowhead), which appeared after a short latency, was followed by a plateau-like potential. The late component (open arrowhead), which seems to be triggered by the plateau potential, appeared after a delay that varied with the stimulus intensity and was usually followed by a small hyperpolarizing phase. The four superimposed traces shown in Fig. 1 A demonstrate that at a given stimulus intensity the responses maintain a constant amplitude, delay, and rise time. Table 1 shows that both the early and the late responses varied with the stimulus intensity. The variation is expressed as a reduction in delay, increase in amplitude, and change in rise time. Although the amplitude of the late response increased by only 30% (from 6 t 0.7 to 8.2 t 5 mV; mean t SD), the amplitude of the early component was increased by a factor of 2.5 (from 1.7 to 5 mV). The latency of the late response decreased by a factor of 3, while that of the early component by a factor of 2. On the other hand, the rise time of the late response decreased with the stimulus intensity while that of the early component increased.
The properties of the complex synaptic response suggest that the early component represents the responses of monosynaptic pathways whereas the late component is due to a polysynaptic response. Because there are no anatomic data to support this possibility, however, we suggest that the late component represents the propagation of a signal through the gap junction network of the olivary nucleus. According to this hypothesis the extremely long delay of the late response (up to 680 ms) reflects the slow activation of the LTS and the number of coupled neurons that are sequentially activated. This possibility also explains the stability of the response at a given stimulus intensity ( Fig. 1 A) , as expected from electrotonic junctions in comparison to chemical synapses.
Nonetheless. the complex svnaptic response is associated with glutamatergic synaptic transmission. Ten cells were exposed to different types of glutamatergic synaptic blockers including N-methyl-D-aspartate (NMDA), non-NMDA, and nonspecific glutamate receptor antagonists. The effects of the various blockers resembled, in most aspects, a reduction in stimulus intensity. During perfusion with 5 PM DNQX, a non-NMDA receptor blocker, the ampli tude of the synaptic responses decreased by 35 t 20% (SW in three neurons and showed complete recovery in two neurons. During perfusion with 50 PM APV,-an NMDA-receptor blocker, the amplitude of the response was reduced to 57 t 40% of the control level (n = 5) and showed complete recovery in three neurons. In two cells that were exposed to 5 mM of kynurenic acid, a nonspecific glutamate-receptor blocker, the synaptic responses were almost completely blocked.
The ability of the subthreshold oscillations to synchronize neuronal activity is demonstrated in Fig. 1 B. The ~-HZ oscillations were elicited by sinusoidal current injection and resemble spontaneous oscillations. Synaptic potentials were triggered at different phases of the sinusoidal waveform. In the four top traces the synapses were stimulated along the negative slope of the sine wave, and the responses appeared to coincide with the peak of the next wave. In the four bottom traces, the synapses were triggered along the positive slope of the sine wave, and the responses were strongly attenuated. Two points, both of which assume that the neuron has a well-defined threshold, are immediately evident: I) a sinusoidal waveform can restrict the time of the neuronal outputs to one-half of its wavelength; 2) within this period, the peaks of the responses are only slightly dependent on the time of stimulation. In the four top traces of the example, the stimuli were given over a period of 60 ms, whereas the peaks of the responses, which were well above the peak of the sine wave, differed by only 30 ms. On the other hand, in the four bottom traces, the peaks of the responses were only slightly above the peaks of the sine wave and are distributed over a time period that was identical to the time interval of the stimulations.
These results indicate that the subthreshold oscillation acts to inhibit the response during the first half, and to facilitate it during the second half of the cycle. In fact, such a phenomenon is to be expected in a system where a sine wave and a transient response sum linearly. As shown in phase relation (Fig. 1 C) the summation is more than linear, while at the other phase (Fig. 1 D) it is mainly less than linear. Furthermore, subtraction of the third from the fourth trace reveals that superlinear summation occurs only during the initial period of the response. That is, in addition to the nonlinearity, the neuron also introduces a phase advance (Fig. 1 C) . In the other example (Fig. 1 D) the less-than-linear summation indicates that the reduction in the peak value of the signal was due to significant attenuation rather than apparent reduction resulting from the hyper-polarized state of the membrane potential.
Nonlinear summation is usually a reflection of the voltage dependence of ionic conductances. We therefore examined the effects of the membrane potential on the transient synaptic input and compared them to the effects of the sine wave. As demonstrated in Fig. 2 , A-C, the voltage dependence cannot by itself account for the nonlinear summation. Figure 2A shows five superimposed traces where the stimuli were given over a period of 80 ms. The last four stimuli evoked high-amplitude responses that appeared to coincide with the peak of the sine wave. The first stimulus failed to generate such a response, and it appears as a deformation in the trough of the wave. Subtraction of the sine wave and alignment to the time of stimulation (Fig. 2B) reveals that the last four responses are significantly higher than the first one, and that the delay between the stimulus . Note that at a frequency of 8 Hz (F) the output phase is almost linearly dependent on the input phase. At a frequency of 4 Hz (E) the output phase, during the second half of the cycle, is almost independent of the input phase.
artifact and the peak response varies within a range of 30 ms. The same stimulus without the sine wave generated a synaptic response that reached an amplitude of 6 mV (Fig.  ZC, middle trace) . Shifting the membrane potential in either the depolarizing or the hyperpolarizing direction over a range of 6 mV (corresponding to the peak-to-peak amplitude of the sine wave) resulted in a significant decrease or increase of the synaptic responses. Nonetheless, the time of the peak response seems to be independent of the membrane potential. This result leads us to conclude that the dynamics of the change in voltage, rather than the voltage itself, determine the extent of the synchronizing effect. In addition, the ability of the system to alter the delay of the synaptic responses can be utilized as a parameter to measure the extent of the synchronization.
These conclusions imply that the synchronizing abilities of the neuron are a function of the sine wave frequency. Indeed, a much stronger synchronizing effect was observed at a frequency of 4 Hz (Fig. 3A) compared with 8 Hz (Fig.  3 B) . Each stimu in Fig. 3A was sh .l .us in the four superimposed traces shown fted by 20 ms relative to the sine wa .ve. On the other hand, the shifts were only 10 ms in Fig. 3 B. The different shifts in the time of stimulation at the corresponding different frequencies resulted in similar phase relations between the stimuli and the sine waves at each frequency. To emphasize the difference in the synchronizing effect, the higher frequency is displayed on a faster time scale. It therefore seems to have the same number of cycles and the stimulus artifacts are similarly spaced. This mode of presentation clearly shows that a stronger synchronizing effect was induced by the ~-HZ oscillations where the time of the peaks of the responses extended over a period of 8 ms (right bar in Fig. 3A ) , whereas the input signals covered a range of 60 ms (left bar in Fig. 3A ) . At a frequency of 8 Hz, on the other hand, the peaks of the responses extended over a period of 28 ms (right bar in Fig. 3 B) , which is only slightly less than the relative period covered by the input signal (30 ms; left bar in Fig. 3 B) . This difference implies that the stronger synchronizing effect of the ~-HZ oscillations is a result of larger shifts in the delays between the stimuli and the responses.
A more quantitative description is shown in Figure 3 , C-F. To reveal the effects of the sine wave on the delay of the synaptic responses, the sine wave responses were subtracted from the integrated responses, and the delays were plotted as a function of the input phases (Fig. 3, C and D) . Analyzing the delay of the responses revealed that at 4 Hz the delays change over a range of close to 80 ms ( Fig. 3C ) with a strong dependence on the input phase. At a frequency of 8 Hz, on the other hand, the delays are loosely dependent on the input phases and vary over a range of only 40 ms (Fig. 3 D) .
Synchronization is accompanied by shifts in the delay, although the existence of such shifts does not necessarily imply a synchronizing effect. It should be demonstrated that the output phase is at least partially independent of the exact time of input. Indeed, at 4 Hz (Fig. 3 E) most of the outputs occur around a phase of r/ 2, independent of the input phases. At the higher frequency the output depends on the input phase and the period within the cycle where the output is independent of the input is completely missing (Fig. 3 F) . These results clearly show that both the delay and the phase relations measured at 4 Hz are consistent with a stronger synchronizing effect of this frequency.
The ability to synchronize synaptic input was found in all neurons ( yt = 9). Because a method to compare this ability is not yet formulated, we used the extent of the change in the delay to quantify this property. All the neurons showed an ability to change the delay of the synaptic input, as a function of the phase. The delay of the synaptic responses (as measured after subtracting the sine wave) could be changed by up to a factor of four. In six experiments an average factor of 2.2 t 1.1 was calculated. In all cells the ability to change the synaptic delay was a function of the frequency and amplitude of the imposed oscillation.
The ability of spontaneously occurring oscillations to synchronize synaptic input was examined in three experiments where two conditions were met: I ) the neuron displayed spontaneous oscillations, and 2) synaptic potentials could be evoked at low stimulus intensities that did not interfere with the generation of the spontaneous oscillation [usually, evoked synaptic potentials reset or even abolished the spontaneous subthreshold oscillations (Llinas and Yarom 1986) ]. The results are shown in Fig. 4 , A and B. In this case the spontaneous oscillations had an amplitude of 2-3 mV and a frequency of 4 Hz (Fig. 4A) . The stimuli were delivered at a frequency of 0.5 Hz and thus the responses occurred at different phases relative to the oscillations. Figure 4B illustrates five traces where the stimuli happened to occur in a consecutive phase relationship (arrows) covering a range of 60 ms. The peak of the response, on the other hand, covered a range of 15 ms independent of the phase of stimulation and seemed to coincide with the peak of the oscillations. Thus we conclude that spontaneous oscillations, as with the current-induced oscillations, synchronize synaptic inputs and can determine the exact time of neuronal outputs.
DISCUSSION
The data presented here demonstrate that neurons from the inferior olivary nucleus are endowed with different types of voltage-and time-dependent ionic conductances that enable the neurons to operate as accurate synchronizing devices. These conductances are so powerful that they can alter the apparent synaptic delay over a range of tens of milliseconds. The ability to act on delay lines of information processing ensures that the output of olivary neurons will be delivered at a designated time.
Two questions immediately arise. First, do these oscillations indeed occur under in situ conditions? Second, what is the functional role of the synchronizing effect? In in vivo recordings, the delays of climbing fiber responses to sensory stimulation have been shown to vary in the range of tens of milliseconds (Gellman et al. 1985; Llinas and Sasaki 1989; Mariani et al. 1987; Stone and Lisberger 1990) . Such "jittery" responses are expected if the membrane potentials of olivary neurons oscillate in the subthreshold range provided that the oscillations are unaffected by the stimulus. In fact, according to our results, it should be possible to calculate the "hidden" rhythmicity of olivary neurons from the extent of the jitter in the complex spike responses recorded from cerebellar Purkinje cells.
Although the functional role of such a synchronizing device is a matter of pure speculation, it is possible to make some reasonable predictions based on several assumptions. If the subthreshold oscillations reflect rhythmic activity that takes place somewhere in the nervous system, the synchronizing device could act as a logic gate, ensuring that the information will be added to the system only at given times. Such a logic operation can either prevent miscalculations or encourage the most effective processing of that information. In the case of the olive, this mechanism fits well with the old idea that the complex spikes deliver an error signal. It is likely, therefore, that the synchronizing effect of the membrane potential oscillation is the mechanism that allows the olivary nucleus to decide whether the information reflects an error, or is consistent with the ongoing activity in the motor system.
