This paper proposes the learning methods to control the frequency of an oscillatory neural network. The learning rules are applied to the neural oscillator that comprises two excitatory neurons, in which only one neuron has a positive feedback weight. Since it is assumed that only the feedback parameter has plasticity, the proposed learning rule can be realized with a high simplicity. By defining the phase of the neural oscillation, a mathematical model is conceived so as to conjure up of the blurred vision of phase trajectories in the system. Successful examples of the frequency learning of the sinusoidal function is shown by the computer simulation. With the proposed learning methods, the frequency of the oscillatory neural network can be adjusted to that of any desired value.
INTRODUCTION
The oscillatory phenomenon in the artificial neural networks is one of the most remarkable issues on the study of neural networks and has been studied by many researchers(1) (2) . Detailed analysis of the dynamics of oscillatory neural networks (neural oscillator) have reported in the works(3)(4). These oscillatory phenomenon in the neural networks are applied to information processing and are very promising(5)_(7). Since information is expressed as the state of phase or frequency in the information processing using oscillatory neural network, control method of its oscillation (phase or frequency) is necessary to achieve information processing. However only few studies have taken note of the control methods of its frequency. Especially, since the simple neural networks which consists of two neurons are considered as a module in the information processing system, it is worth to show control methods for such a simple neural network.
On the other hand, the learning of the moving pattern is observed in some biological model. Concerning with the phenomenon in the biological models, learning the rhythm of moving patterns can be considered that neural network learns the frequency, and it must be recallable. Studies concerning the learning moving patterns, which also means the maintenance of the synchronization between neural oscillator and a target oscillation have been discussed in the papers(8)(11). In these studies, the learning rules, which control the oscillation of the neural oscillator, use the difference of the outputs of each oscillation (activities error).
These algorithms update the weight matrix of the neural oscillator in accordance with such an activity error. The amplitude of the oscillation of the inner state of the neural oscillator changes along with the updates of its weight matrix, and this in turn increases the distortion of the output of the neural oscillator. In many case, this distortion leads a nonzero activity error. Especially for a small size neural oscillator, such as a 2-neuron oscillator, since the oscillator has few number of weights and the system has low degree of freedom, it is difficult to complete the learning of the target oscillation. Since such a small neural oscillator has high availability to implement to the information processing due to its simpleness, it is also worth to show the learning rule to learn the target frequency. This paper proposes a learning rule that uses only a plasticity of the self feedback parameter to learn the frequency of the oscillation in the neural network to that of target oscillation. The proposed learning rule is a kind of error feedback learning and the phase error rather than the activity error is used to train the neural oscillator in the learning rule.
The phase error is defined as the phase lag or lead of the neural oscillation during exactly one period of the target oscillation. In fact, by using this phase error as the training parameter, the phase error in the final stage of the learning will be zero because the period (i. e. frequency) is constant even if the oscillation amplitude is distorted.
By the convergence to zero phase error, the converged parameter in the system never change especially in such a error feedback learning, while the update of the parameter may not be zero in the learning rule using activity error. Thus it can be considered that the proposed learning rules achieve higher stability and recallability of the learning than the case using activity error. Most importantly, the neural oscillator has learned parameters that will never change including the learned frequency, such a stability of the proposed learning is strongly desired for the control of the neural oscillator.
In this paper, the learning rule is applied to a neural oscillator that consists of two neurons, in which only one neuron has the positive feedback weight. This means that we can establish a learning method with a high simplicity. Furthermore, since the neural network that has learned parameters will never change its learned frequency, it can be considered that the learned frequency is recallable. In other words, it realizes that the learning and memory of rhythm pattern which is
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OSCILLATORY NEURAL NETWORK
in this neural oscillator is governed by,
where U1 and U2 are the internal state of the neuron, T1 and T2 the time constant, and wij the synaptic weight from neuron Nj to Ni. The Parameter T1 denotes the coefficient of the positive feedback of N1, and
Si and S2 are the external inputs to N1 and N2, respectively. Note that these external inputs, S1 and S2 are constant, and are not objective functions to be synchronized. The function g (Uk) is the activation function of the neuron, and is assumed to take on the following sigmoidal function, where a is the coefficient that control the gradient of the function.
It is well known that neural oscillator exhibits many attractive dynamics such as monostable, bistable or oscillation. As many researchers have shown, the internal states of the neurons in this neural oscillator U1 and U2 are oscillatory if the synaptic weights and feedback weight are appropriately adjusted. The dynamics of neural oscillator is strongly depending on the parameters in the oscillator, such as wij, Sk and Tk. This behavior of the neural oscillator is concerned with the stability of the equilibrium points of the neural oscillator. Details of these derivations can be found in the papers(3)(4). In the next section, We shall demonstrate how the learning rule which can be applied to such neural oscillator as an update rule of the feedback parameter T1.
LERANING RULE
In this study, we shall present the learning methods to adjust the frequency of a neural oscillator that is comprises of two neurons. The objective of this learning is to adjust the frequency of the neural oscillator to a target one by varying the feedback parameter T1. in order to establish a simple learning method, we assume that only the feedback parameter T1 has plasticity. Here we shall describe the change of the frequency of the neural state with respect to the feedback parameter T1. Figure 2 shows the computer simulation result of the characteristics between the period of the neural oscillator and its feedback parameter T1. In this simuthe period (frequency) of oscillation shows a monotonic increasing (decreasing) behavior with respect to T1, and there exist a bounded region within which the neural oscillator is oscillatory. Hence, it can be reckoned that the feedback parameter T1 must be set to within this region for proper operation.
Let us assume that the target oscillation to learn is the periodic sinusoidal function I(t) which is given by, Without loss of generality, the angular frequency w is supposed to be 1.0 throughout this section.
3.1 learning rule 1 First we shall present one of the simple learning rules. This learning rule uses the phase error between the target oscillator and the neural oscillator to determine whether the phase of the neural oscillator is leading or lagging. This can be achieved by taking the difference of the phase errors at the beginning and at the end of one cycle of the target oscillation. In order to illustrate the learning oscillator is leading, and its frequency must be lower. From Fig. 2 that depicts the variation of the frequency of the neural oscillator with respect to the feedback parameter T1, the update rule of the feedback parameter can be derived as,
Where tstep is the time step of the update of feedback parameter T1.
Here tstep is defined as the time long enough thereafter the oscillation of neural oscillator is stable. Since the characteristics of the frequency to 0.0 upon the. update of T1. And the frequency of the neural oscillator will be adjusted to k-times of the target frequency, where k is an integer.
The reason behind is that the learning rule 1 algorithm simply compares the 2 phases of neural oscillator at the beginning and the end of the period of the target oscillation, and the phase error can be accuwill be effective only if the initial frequency of the neural oscillator is close to that of the target oscillation or it is required or allowed to adjust the learning frequency to k-times of the target frequency.
3.2 learning rule 2 To achieve the exact frequency learning, we propose the learning rule 2. This learning rule also makes use of the phase error between the neural oscillator and the target oscillator for the frequency learning. However, different from the learning rule 1, the phase error in the learning rule 2 is defined as the accumulated phase change of the neural oscillator within one cycle of the target oscillation. Since phase error will be nonzero if the frequency of the neural oscillation is not equal to that of the target oscillation, the exact frequency learning can be accomplished by means of learning rule 2. As the learned oscillation amplitude may not be symmetric, it is difficult, if not impossible, to define the relative amplitude difference in one time step. On the contrary, this kind of learning can be readily implemented by using the phase error rather than the activity error.
that the time step of the update is tstep and it is long enough for the oscillation of neural oscillator to be stable oscillation, the update rule of T1(t) can be written by, of T1. By applying this learning rule 2, the frequency of the neural oscillator can be adjusted to the exact target frequency
PROPERTY OF THE LEARNING RULE
The property of the proposed learning rule can be easily clarified is less than 0, the numerator of Eq. (13) is greater than 0 is less than 0, the numerator of Eq. (13) is less than 0 is greater than 0, the numerator of Eq. (13) is less than 0 is greater than 0, the numerator of Eq. (13) is greater than 0
The trajectory of the neural oscillator changes depending on the update of the feedback parameter T1, and the differential coefficient of the trajectory changes as shown in previous. Thus, in the case that T1 increases the radius of the trajectory becomes larger, and in the case that T1 decreases the trajectory becomes smaller. Under the assumption that only T1 has plasticity, the higher the frequency of the oscillator, the smaller its trajectory in the phase plane as shown in Fig. 5 . In can be lower, and the frequency will be higher otherwise. In Fig. 5 , parameters in the neural oscillator are assumed to take on the values
As shown in Fig. 4 , we can find that the trajectory of neural oscillator will be corrected to the target trajectory, and thus the frequency of neural oscillator will approach to the target frequency. The correction towards the target trajectory continues until the trajectory of neural oscillator coincides with the target trajectory.
The amplitude of update is determined by the phase error and learnof the update become smaller as the trajectory of the neural oscillator become close to the target trajectory. Finally, it will become zero after a sufficient times of update. Although the trajectory of neural oscillation never conform to the target oscillation, the update diminishes to zero because the frequency, i. e. period, will be stable and the proposed learning rule only consider frequency adjusting to the target oscillation.
SIMULATION RESULTS
In the following, we shall present the computer simulation results of the proposed learning methods. In the simulation, parameters are is 0.5 and 0.25 in the simulation of learning rule 1 and learning rule 2. In all simulations, differential equations are calculated using the fourth-order runge-kutta method. Here in Fig. 6(d) , the feedback parameter T1 has converged to the optimum value already. In the simulation, the period of neural oscillator after the learning converged is 2, and this is exactly same as that of the sinusoidal function given by Eq.(3). The results of the simulation showed that the frequency of the neural oscillator is adjusted to the target frequency by using the proposed learning rule 1.
The changes of the feedback parameter T1 versus time is shown in Fig. 7 . We can observe that the convergence of T1 to the optimum value. From the results in the Fig. 7 , we can conclude that the conthat the larger the value of learning rate, the higher is the speed of the convergence of the feedback parameter T1. However, using a too large Fig. 5 . Relationships between the period and the U1, at U2=0, U1>0 with the variations of feedback parameter T1
As mentioned in section 3.1, we have explained that the frequency of the neural oscillator may be adjusted to k-times of the target frequency with learning rule 1, where k is an integer. In Fig. 6 , the frequency of the neural oscillator is shown to be the exact target frequency. This is the case where k=1.
In Fig. 9 , we show another simulation results of learning rule 1, in which the frequency is learned to be 2 times of that of target oscillation (e. g. k=2). In the simulation, the period of neural oscillator after the learning converged is 2, cillating frequency is dictated by the initial condition of the feedback parameter T1. To elaborate, the oscillating frequency will converge to the nearest multiple of target frequency depending on the initial frequency before the learning is applied.
5.2 learning rule 2 Secondly, we show the simulation results of learning rule 2. Similarly to the results of the learning rule 1, Fig. 10 (a) and (b) show the target oscillation, and (c) and (d) show the oscillation of the neural oscillator. The learning rule 2 is assumed to be 0.5. In the simulation, the period of neural oscillator after the learning converged is 2, and this is exactly same to the period of sinusoidal function given by Eq.(3). The results of the simulation show that the frequency of the neural oscillator is adjusted to the target frequency by using the proposed learning rule 2.
In this simulation, the frequency of neural oscillator converges to exactly the same frequency of the target oscillation. This ability of learning does not depend on the initial value of feedback parameter T1 as mentioned in section 3.2. To clarify this ability of learning rule 2, we show another simulation results of learning rule 2 in Fig. 11 . In alized by means of learning rule 1 as shown in Fig.9 . However, in the simulation, the period of neural oscillator after the learning converged is 4, and this is exactly same to the period of sinusoidal function given by Eq.(3). In short, the frequency of neural oscillator is adjusted to exactly the same frequency of the target oscillation by means of learning rule 2.
Similarly to the simulation of learning rule 1, we also show the changes of the feedback parameter T1 in Fig. 12 where the parameter the value of learning rate, the faster is the speed of the convergence of feedback parameter T1. Similar to the case of learning rule 1, using a shown in the Fig. 12 , the convergence behavior of the learning rule 2 almost resembles that of the learning rule 1.
The merit of the learning rule 1 is that calculation in the learning On the other hand, comparing to learning rule 1, learning rule 2 achieves a proper frequency learning that does not depend on any initial conditions of the neural oscillator. In other words, the 6. CONCLUSIONS
In this paper, we proposed two learning rules to control the frequency of the oscillatory neural network. Since these learning methods require only one plastic connection in the network, it can be considered that the system has a high simplicity. We also depicted the property of our learning rules from a mathematical point of view. Since the neural network that has learned parameters will never change its learned frequency, one can conclude that the model is very useful to implement the learning and memory of rhythm pattern which is commonly observed in biological models. Simulation results have been presented to demonstrate the efficiency of the proposed system.
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