We discuss the rate of convergence of the Lupas -analogues of the Bernstein operators , ( ; ) which were given by Lupas in 1987. We obtain the estimates for the rate of convergence of , ( ) by the modulus of continuity of , and show that the estimates are sharp in the sense of order for Lipschitz continuous functions.
Introduction
In 1912, Bernstein (see [1] ) defined the Bernstein polynomials. Later, it was found that the Bernstein polynomials possess many remarkable properties, which made them an area of intensive research. Due to the development of -calculus, generalizations of Bernstein polynomials connected withcalculus have emerged. The first person to make progress in this direction was Lupas, who introduced a -analogue of the Bernstein operator , ( ; ) and investigated its approximating and shape-preserving properties in 1987 (see [2] ). If = 1, then { ,1 ( ; )} are the classical Bernstein polynomials. For ̸ = 1, the operators , ( ; ) are rational functions rather than polynomials. Other generalizations of the Bernstein polynomials, for example, the -Bernstein polynomials (see [3] ), the two-parametric generalization of -Bernstein polynomials (see [4] ), and the -BernsteinDurrmeyer operator (see [5] ), had also been considered in recent years. Among these generalizations, -Bernstein polynomials proposed by Phillips attracted the most attention and were studied widely by a number of authors (see [3, [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] ). The Lupas -analogues of the Bernstein operators { , ( ; )} are less known; see [2, [16] [17] [18] [19] [20] [21] . However, they have an advantage of generating positive linear operators for all > 0, whereas -Bernstein polynomials generate positive linear operators only if ∈ (0, 1).
In this paper, we will study the rate of convergence of the Lupas -analogues of the Bernstein operators { , ( ; )}. We will obtain the estimates for the rate of convergence of , ( ) by the modulus of continuity of , and show that the estimates are sharp in the sense of order for Lipschitz continuous functions. Our results demonstrate that the estimates for the rate of convergence of { , ( ; )} are essentially different from those for the classical Bernstein polynomials; however, they are very similar to those for the -Bernstein polynomials in the case ∈ (0, 1).
Throughout the paper, we always assume that is a continuous real function on 
For integers 0 ≤ ≤ , the -binomial coefficient is defined by
In [2] , Lupas proposed the -analogue of the Bernstein operator , ( ; ): for each positive integer , and
where
In [19] , Ostrovska proved that, for each ∈ [0, 1] and ∈ (0, 1), the sequence { , ( , )} converges to the limit operator ∞, ( , ) uniformly on [0, 1] as → ∞, where
∞, ( ; ) :
When > 1, the following relations (see [19] ) allow us to reduce to the case ∈ (0, 1):
The problem to find the rate of convergence occurs naturally and this paper deals with the problem of finding estimates for the rate of convergence for a sequence of theanalogue of the Bernstein operator , ( ; ) for 0 < < 1. For ∈ [0, 1], > 0, the modulus of continuity ( , ) and the second modulus of smoothness 2 ( , ) are defined as follows:
The main results of the paper are as follows. 
Theorem 2. Let 0 < < 1. Then
Furthermore,
where is an absolute constant.
Remark 3. From (12), it follows that, for each ∈ [0, 1],
uniformly not only in ∈ [0, 1], and but also in ∈ (0, 1], which generalizes the Ostrovska's result in [19] .
Remark 4. It should be emphasized that Theorem 1 cannot be obtained in a way similar to the proof of the Popoviciu Theorem for the classical Bernstein polynomials (see [22] ). It requires different estimation techniques due to the infinite product involved. Also, the proof in the paper is more difficult than the one used for -Bernstein polynomials (see [14] ), since the Lupas -analogue of Bernstein operators has the singular nature at the point = 1 and needs a new method (when → 1, /(1 − ) → ∞).
Remark 5. Results similar to Theorems 1 and 2 forBernstein polynomials were obtained in [14] and [12] , respectively. Note that when ( ) = 2 , for ∈ (0, 1), we have (see (46))
Hence, the estimate (11) is sharp in the following sense: the sequence √ in (11) cannot be replaced by any other sequence decreasing to zero more rapidly as → ∞. However, (11) is not sharp for the Lipschitz class Lip ( ∈ (0, 1]) in the sense of order. This, combining with Theorem 1, shows that in the case 0 < < 1 the modulus of continuity is more appropriate to describe the rate of convergence for the Lupas -analogue Berstein operators than the second modulus of smoothness. This is different from that in the case = 1.
Remark 6. The numbers in (11) and in (9) are both the constants independent of and . However, while in (11) does not depend on , the constant in (9) depends on and tends to +∞ as → 1−. Hence, (11) does not follow from (9) .
Let ∈ [0, 1] and ( ) = (1 − ). Using (7) and the relations
we have the following corollaries.
Corollary 7.
Let ∈ [0, 1]. Then for any ∈ (1, ∞),
where is a constant independent of and .
Then for any ∈ (1, ∞),
Proofs of Theorems 1 and 2
For the proofs of Theorems 1 and 2, we need the following lemmas.
Lemma 9 (see [2]). The following equalities are true:
, (1; ) = ∞, (1; ) = 1,
, ( 
Proof. Using (19) and ( 
Similarly, using (19) and (5), we have
The proof of Lemma 10 is complete.
For integers , , and ∈ (0, 1), ∈ [0, 1], we have (1 − )
Since 1 − exp(− ) ≤ and ln(1 + ) ≤ for all ∈ [0, ∞), we obtain
Hence,
and therefore, by (21) and (19) we get
Since 0 < < 1/(1 + ) < 1, it follows that 0 < /(1 − ) < 1/ and thence
This completes the proof of Lemma 11. 
It follows from the definition of , ( ; ) and ∞, ( ; ) that , ( ; ) ≥ 0 and ∞, ( ; ) ≥ 0 for 0 ≤ < 1. If → 1, then /(1 − ) → ∞. So, the Lupas -analogue of Bernstein operators has the singular nature at the point = 1 and the rate of convergence near the point 1 needs to be considered independently. First we suppose ∈ (1/(1 + ), 1); that is, 1 − < /(1 + ) < . Then
Since
we get
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Next, we assume that 0 < < 1/(1 + ). Then 0 ≤ /(1 − ) ≤ 1/ . We have
(1 − ) − (1) ∞, ( ; )
First we estimate 1 and 3 .
Now we estimate 2 . Since ( , ) ≤ (1 + ) ( , ), by Lemma 11 we get
From (39)- (41), we have for 0 ≤ ≤ 1/(1 + ),
Hence from (36) and (42), we conclude that, for ∈ (0, 1),
where = 2 + 6/(1 − ). At last we show that the estimate (9) 
The proof of Theorem 1 is complete.
In order to prove Theorem 2, we need the following result.
Theorem A (see [12] 
where ( ) = ( 2 , ) − ∞ ( 2 , ) and is a constant which depends only on ‖ 1 ( 0 )‖. 
Theorem 2 follows from (46) and Theorem A.
