Abstract. We study random spherical harmonics at shrinking scales. We compare the mass assigned to a small spherical cap with its area, and find the smallest possible scale at which, with high probability, the discrepancy between them is small simultaneously at every point on the sphere.
Introduction
By random spherical harmonics, we mean random functions φ : S 2 → R given by φ = c j φ j where the 2m + 1 functions φ j form an orthonormal basis for degree m spherical harmonics on S 2 and the coefficients are independent Gaussians of mean 0 and variance 1/(2m + 1). The choice of variance 1/(2m + 1) guarantees that if we integrate over a geodesic ball B r (z), In expectation, the random measure φ 2 dvol thus weights the ball B r (z) by its volume fraction. For an individual φ, there is some deviation from the expected value, and this is our interest. All of our considerations apply equally well to complex-valued harmonics φ : S 2 → C, replacing φ 2 by |φ| 2 throughout. Notice that the expected value in Equation (1.1) is independent of the center z, as it must be since the ensemble is invariant under rotation of S 2 . To normalize, consider the random variables
In fact, the proof we give shows that (1.2) P{D(r, m) > } ≤ C( )m 2 e −c( )rm .
for some positive constants c( ) and C( ), with c( ) on the order of 2 . The hypothesis that rm/ log m → ∞ guarantees that the factor m 2 can be absorbed, no matter how small a value is given. Thus the discrepancy D(r, m) converges to 0 in probability as long as rm → ∞ asymptotically faster than log m. This means the random measure φ 2 dvol is approximately uniform at a scale r ≈ 1/m, larger than 1/m by only a slowly growing function. The significance of 1/m is that it is the Planck scale, namely 1/ √ λ where λ = m(m + 1) is the Laplace eigenvalue of any spherical harmonic of degree m. As the proof unfolds, we will see that φ 2 d vol does not equidistribute below this scale. This is a quantum mechanical effect: There is enough mass but it is not being distributed evenly because the Planck scale sets a fundamental limit.
There is a heuristic justification of Theorem 1.1 worth keeping in mind during the proof. To accurately sample a polynomial of degree m requires a grid spacing of order 1/m, and hence roughly m 2 points on S 2 . With high probability, the maximum of N independent Gaussians of unit variance is of order √ log N . Taking N m 2 and approximating the supremum by a maximum over N points, we thus expect
In Section 3, we show that the variance is of order 1/(rm). So the discrepancy should be small when log m rm → 0.
To make a rigorous proof out of the heuristic above, we need to be precise about approximating the supremum by a maximum over finitely many gridpoints. For a single point z, concentration of X z follows from the variance estimate in Section 3 provided only that rm → ∞, no matter how slowly. To handle many points at once, we form a fine grid on the sphere S 2 , and this is where it becomes necessary that rm grow quickly enough. Suppose that the discrepancy satisfies D(r, m) > , so that there is a point z where X z deviates appreciably from its mean. If the grid is fine enough, then it is likely that a comparable deviation from the mean occurs also at a nearby gridpoint. In Section 5, we gain control of how much X z and X zj could differ when z j is a nearby gridpoint, and thus of how fine the grid must be. To control the probability that there is a deviant gridpoint, we simply use a union bound over the grid. Running this argument over a very fine grid loses a large factor, but we show in Section 6 that the tails of X z at a single point are light enough to handle this loss provided that rm → ∞ asymptotically faster than log m.
In the course of proving the tail bounds, we give a fairly precise description of the random variable X z . Expanding the square in φ 2 shows that X z is a quadratic form in Gaussian random variables. This quadratic form can be diagonalized explicitly: Proposition 1.2. Fix a point z ∈ S 2 and consider X = X z . If we choose for our basis functions φ j the standard ultraspherical polynomials rotated so that z is at the
where the z ν are independent standard Gaussians for 0 ≤ ν ≤ 2m and the coefficients λ ν satisfy
rm .
for any η > 0 and a ratio 0 ≤ k/(rm) < 1 bounded away from 1. For k ∼ t,
For k so large that k + k p > t, where p > 1/3, we have 
with m = 10000, r = log(m) 2 . Made with pari-gp As a consequence of Proposition 1.2, we control the tails of X z : Lemma 1.3. For any > 0 and any fixed z ∈ S 2 , there are positive C( ) > 0 and c( ) > 0 such that
The constant c( ) in the exponent can be taken proportional to 2 .
This lemma gives exponential decay in rm, which is enough to absorb any power of m sacrificed in tribute to the union bound because of the assumption that rm is asymptotically larger than log m. We distinguish two cases in Lemma 1.3: The upper tail where X > E[X] + and the lower tail where X < E[X] − . It seems natural to consider them separately because, at the lowest level of intuition, their origins are quite different. An easy way to imagine a lower tail event is that B r (z) contains a large part of the nodal set of φ so that the average of φ 2 over B r (z) is small. On the other hand, the model scenario for an upper tail event is that φ achieves its maximum value near z so that the average over B r (z) is large. Nevertheless, similar arguments in Section 6 control both the upper and lower tails.
Our original motivation for studying random spherical harmonics is the paper of Nazarov and Sodin on their nodal domains [21] and the far-reaching generalizations in [22] . A natural context for Theorem 1.1 is quantum unique ergodicity (QUE). By QUE for a Riemannian manifold M , we mean that for any fixed measurable subset
for any sequence of Laplace eigenfunctions φ λ with growing eigenvalue λ → ∞. This is known to be false on M = S 2 , because of the zonal spherical harmonics for example, but Rudnick and Sarnak conjecture that it is true on any compact negatively curved surface [25] . This has been shown for examples of arithmetic origin in work of Lindenstrauss [19] , [20] , and Bourgain-Lindenstrauss [4] , Jakobson [17] , Holowinsky [14] , Holowinsky-Soundararajan [15] . For progress constraining the possible limit measures in general, see Anantharaman [1] , AnantharamanNonnenmacher [2] , Anantharaman-Silberman [3] , and Dyatlov-Jin [8] . Even though QUE may fail for certain exceptional sequences of spherical harmonics, VanderKam [28] shows that it does hold with probability tending to 1 for φ λ in a randomly chosen orthonormal basis. Generating an entire basis at once is not the same as sampling from the monochromatic ensemble as we do here, but the two random models are similar. The scenario where the set A shrinks as the eigenvalue grows has not been considered until recent papers such as Han-Tacy [13] , Granville-Wigman [12] , Lester-Rudnick [18] , Humphries [16] .
Some facts from analysis
For ease of reference, here are some of the tools we use below. 
Here, P m is the Legendre polynomial of degree m normalized so that P m (1) = 1. In particular, |P m | ≤ 1. In fact, the standard basis of "Y m l "s has this property. Let the distance θ and the longitude α be spherical coordinates with respect to the point z. Then the 2m + 1 functions
form an orthonormal basis for spherical harmonics of degree m. The indices j and T run over j = 0, 1, . . . , m and T ∈ {sin, cos}, excluding the case where j = 0 and T = sin, which gives 0. These basis functions are orthogonal over any spherical cap B r (z) around z, no matter how small the radius r, because the functions T (jα) are orthogonal over the circle 0 ≤ α ≤ 2π. The polynomials P j m are given by
in terms of Jacobi polynomials P (α,β) n with n = m − j and α = β = j. We follow Szegő's treatment in section 4.7 of [26] . When j = 0, we have the Legendre polynomial of degree m. As j increases, P j m (x) vanishes to higher and higher order at x = 1. This endpoint x = 1 corresponds to the point z on the sphere when we take x = cos θ, θ being the distance to z. 
where
The factor h j,m disappears when we normalize in L 2 and thus plays no role. Equation (2.4) is a special case of Szegő's asymptotic (formula (8.21.17) in [26] ) for Jacobi polynomials P (α,β) n . For α > −1 and any real β, with N = n + (α + β + 1)/2, we have the estimate
The error satisfies
for any fixed π − less than π and any c > 0, the implicit O constants being subject to the choice of these parameters. In particular, (n, θ) θ 1/2 n −3/2 holds for all θ. In the special case where α = β = j and n = m − j, Szegő's asymptotic implies Fact 2.4. The case α = β = 0 is Hilb's formula for Legendre polynomials, namely
For k smaller than, say, m/3, we have (
Thus Hilb's formula naturally leads to the following integrals. 
This is formula 5.54 in [11] . It can be checked by differentiating both sides and using the recurrence relation between J k , J k , and J k±1 . The second is formula (10.22.29) in the Digital Library of Mathematical Functions [23] , and can be construed as the k = 0 case of (2.5) with J −1 = −J 1 . We don't use (2.5) in the proof, but we did use it to compute the integrals for Figure 1 .
When k and x are too close, that is, |x−k| < Ck 1/3 , these approximations become inaccurate and we use the upper bound
although it is possible to be much more precise.
The first of these is formula 7.13.2 (14) in volume 2 of the Bateman Manuscript Project [9] , page 87. Note that
so the quantity in the exponent increases with u from its limit −∞ as u → 0 to its value − log(1 + √ 2) at u = 1. The Bessel function J n (x) is exponentially small for small x and oscillates with a decaying amplitude 2/(πx) for large x. See formula 8.41(4) on p.244 of [30] for equation (2.8) . In between, there is a transition range of length Cn 1/3 centered at x = n. In this region, J n (x) achieves a maximum value of order n −1/3 and also reaches its first positive zero. This maximum of order n
is considerably larger than the amplitude n −1/2 for x beyond the transition range, and can be regarded as a "boost" from the Airy function. The result, stated as 8.2(1) on p.231 of [30] , is
In this regime, where |x − n| is of order n 1/3 or smaller, Watson established an asymptotic for J n (x) stated as formulas (1) and (2) on p.249 of [30] depending on which of x and n is the larger. Olver gives an asymptotic expansion for J n (n + τ n 1/3 ) in [24] .
As a corollary of the behaviour of J ν (t) for large t, we have
We are imprecise about the dependence of the error term on ν because we only use it with ν = 0 in connection with Equation (2.6).
Fact 2.8. If f (y) is real-valued and continuously differentiable for a < y < b with f (y) positive and monotone, and inf f > 0, then
This is shown using integration by parts on p.124 of [27] .
3. An Exact Formula for the variance Lemma 3.1. For any point z ∈ S 2 ,
where P m is the Legendre polynomial of degree m normalized so that P m (1) = 1. In particular,
Equation (3.1) is an exact formula: It holds regardless of the relative sizes of r and m. But if rm → ∞, then (3.2) shows that the variance converges to 0. This is good enough for us to conclude using Chebyshev's inequality that at any point z
as long as rm → ∞. For smaller r, the variance remains of order 1 or even diverges.
Before calculating the variance, let us verify that the mean is given by (1.1):
by linearity of expectation, expanding the square, and the fact that, for any orthonormal basis of harmonics φ j ,
which follows from Fact 2.1. Thus the expectation is the volume fraction, as claimed.
Proof. Let χ and χ be two functions on M = S 2 . We imagine the indicator functions of two equal-sized balls B and B , but one could also use smooth cutoffs.
The covariance we are interested in is
With χ = χ , this becomes the variance.
By linearity of expectation, and writing dx instead of dvol(x),
Given four independent random variables a, b, c, and d with mean zero, the expec- 
shows that the quadruple sum is
  Since 3 = 1 + 2, we can merge the first term into the second and third terms to provide the missing diagonal terms and factor the double sums into single sums:
When we integrate, the first term will cancel with the product of expectations being subtracted in the definition of covariance. The second term can be expressed using the addition formula for spherical harmonics:
Here, λ = m(m + 1) is the eigenvalue of a degree m harmonic for the spherical Laplacian on S 2 . The result is that
For balls B and B in the sphere S 2 , this becomes
In particular, the variance is given by
which establishes (3.1).
There is another approach to proving the variance formula (3.1). The random variable X = X z is a quadratic form in Gaussians, so its moment generating function is explicit (see Equation (6.4) ). Elsewhere, we use this to compute all moments of X recursively and show that, when standardized to have mean 0 and variance 1, X converges to a Gaussian as rm → ∞. The higher moments are polynomials in the traces tr(A p ), where A is the matrix with entries B φ j φ k d vol /((2m + 1) vol(B)). Using Fact 2.1 repeatedly expresses this trace as a multiple integral of a product of Legendre polynomials, much like the second moment is expressed in terms of
2 . We have
,
where the indices are taken cyclically so that x p+1 = x 1 .
Proof. We turn to the proof of Equation (3.2). We have Bernstein's inequality
which improves on the trivial bound P m (cos θ)
) ranges all the way up to 2r, if we assume that rm → ∞, most values of θ appearing in the integral will enjoy a substantially improved bound on P m (cos θ). Fix x ∈ B r (z). The points x lie in a ball B 2r (x) around x, by the triangle inequality, and the integral of P 2 m ≥ 0 can only increase if we include all x ∈ B 2r (x) instead of only those in B r (z) ∩ B 2r (x). Therefore, using spherical coordinates with respect to x on B 2r (x),
by Bernstein's inequality (Fact 2.2). We also used vol(B r ) = 4π sin(r/2) 2 and sin(r/2) ≥ r/π for r ≤ π. Thus, by (3.1), var[X z ] ≤ C/(rm) with C = 1/(4π).
The upper bound on var[X z ] holds for any fixed m. To give a lower bound, we assume rm → ∞. Then Hilb's asymptotics for P m show that this integral really is of order (rm) −1 vol(B r ) 2 . Let x · x = cos θ, so θ = d(x, x ), and let ξ = d(z, x). By the triangle inequality, B r−ξ (x) ⊂ B r (z). The integrand is nonnegative, so we have a lower bound
At this point, we restrict the range of integration further to 0 ≤ ξ < (1 − δ)r so that (r − ξ)(m + 1/2) ≥ δrm, which grows without bound by assumption. This allows us to use 2.7. The result is that
Taking δ → 0, we have that for rm → ∞,
We have used the Facts 2.4, 2.5, and 2.7.
There is a factor of 12π between the crude upper and lower bounds above. One could use spherical trigonometry to evaluate the double integral more exactly, but upper and lower bounds of order 1/(rm) are all we need. We can also express the variance as 2 λ 
Proof of Proposition 1.2
We fix z ∈ S 2 and use the basis from Fact 2.3. The key advantage of this basis is that the off-diagonal entries of the matrix A in X = z T Az all vanish. Thus
where each random variable z k is a standard Gaussian and there are no cross terms. The coefficients λ k are, for 1 ≤ j ≤ m,
Our opening move is Hilb's formula:
To appraise the coefficients λ k with k growing, we approximate the integral t 0 xJ k (x) 2 dx using Fact 2.6. Consider an initial range x < k − k p , an intermediate range where k − k p < x < k + k p , and a final range where k + k p < x < t. To begin, 0 < p < 1. In the initial range x < k so we change variables to x = k sech α and use equation (2.7). The lower limit x = 0 corresponds to α → ∞ while the upper limit
for some c > 0, since tanh α − α ∼ −α 3 /3 for small α. The constant c is positive and could be taken close to 2/3. Thus (4.2) shows that the initial range can be neglected as long as we choose p > 1/3. Over the transition range, we have (4.3)
For large x = k sec β, we have
The change of measure dx = k sec β tan βdβ = dβk sin β/ cos 2 (β) cancels the sin β in the denominator above. Thus on the final stretch of the integration,
The lower limit of integration, sec −1 (1 + k p−1 ), is roughly 0. The O term contributes O(log k + log(t 2 − k 2 )) when integrated by a change of variables u = tan β:
This can be regarded as an error term as long as t 2 − k 2 is large. The term sec 2 (β) sin(2k(tan β − β)) oscillates enough to be of lower order when integrated. Indeed, change variables to y = tan β, dy = sec 2 (β)dβ so that the integral is
sin(2k(y − arctan y))dy = k Im and therefore
The main term is therefore
In order for this to be larger than our estimates for the initial range, we take 3p − 1 > 0. For the intermediate range to be smaller than the main term, we take 1/3 + p < 1. Thus any exponent 1/3 < p < 2/3 is allowed. For definiteness, we can take p = 1/2, although a value closer to 1/3 would be more natural from the point of view of the transition for J k . Combining the three ranges shows that for k < t (strictly, for k + k p < t)
We would like to take p = 1/3 to balance the powers of k, but the implicit constant diverges because of the initial range. However, we can choose p slightly larger than 1/3 to obtain, for any η > 0,
When k is slightly larger, so that k − k p > t, only the initial segment contributes. In this case, the integral is dominated by exp(−ck (3p−1)/2 ) and is therefore negligible. If k − k p < t < k + k p so that the transition region contributes, the integral is still at most O(k 1/3+p ). The coefficients at hand are given by a ratio of these integrals with t = rm relative to t = πm. In the latter case, t is always substantially larger than k and we get
The ratio is
m .
When we incorporate the error from Hilb's formula, we get
That is, since each appears for two different basis functions (sin versus cos)
This explains the elliptical shape in Figure 1 . Also, to leading order, the coefficients just for k < rm are enough to match the expected value of X. Indeed,
up to an error of O((rm) −1/3 ). We also have, with D the nearest integer to rm, (4.8)
which is another way to see that the variance is of order 1/(rm), as shown in Section 3, and even to find the constant of proportionality. Higher moments can likewise be expressed in terms of sums of powers of λ k , and then estimated by integrals of
Union bound over a grid
Form a (deterministic) grid of points z j on S 2 such that every point is within δ of one of the gridpoints. If there is a point z such that
then we can expect the discrepancy to be high also for a nearby gridpoint. Indeed, if d(z, z j ) < δ, then
The last step follows from comparing integrals over two nearby balls as follows. For two sets B and B , we have
For balls B = B r (z) and B = B r (z ), the volume of the symmetric difference depends both on r and on the separation δ = d(z, z ) between their centers. We have vol(B r (z)∆B r (z )) = O(δr) by comparison with Euclidean rectangles, or by a more accurate calculation. Passing to averages, this gives
So either (writing X j for X zj ) there is a j such that
It follows from Théorème 7 in the paper [5] of Burq and Lebeau that φ ∞ is, with high probability, on the order of √ log m. Canzani and Hanin give another proof of this in [6] . Thus the latter case where φ 2 ∞ is at least of order r /δ is very unlikely provided that we have a growing lower bound:
as rm → ∞. We can rewrite this in the form φ 2 ∞ log m rm log m mδ By hypothesis, rm is asymptotically larger than log m. So, for any fixed , we can choose δ to be 1/m. Then the probability of this case occurring will go to 0 as rm → ∞.
For the former case, we have a union bound:
With δ = 1/m as above, we see that the union bound has cost us a factor of m 2 , and we would pay an even steeper price of m d to apply it on a d-dimensional sphere instead of S 2 . To afford it, we appeal to Lemma 1.3. Since rm/ log m → ∞, the bound exp(−c( )rm) is o(m −d ) for any d.
In fact, Burq and Lebeau show that P{ φ ∞ > c 0 √ log m + r} ≤ Ce −cr 2 for a specific constant c 0 and positive constants C and c. In our context, this shows that the probability of the latter case is exponentially small with respect to 2 rm. Thus it is no worse than the bound from Lemma 1.3 that we apply to the former case. The rate of convergence in Theorem 1.1 is thus O(exp(−c( )rm)). For example, if each λ j is 1/D, then X is a rescaled χ 2 random variable with D degrees of freedom, which exhibits concentration for large D. The role of the hypotheses is just to allow us to truncate the Taylor expansion of log(1 ± x), and assumption (6.2) could be relaxed to an upper bound on λ 3 j . Proof. The Chernoff bound is
where, given > 0, the parameter s is chosen to minimize the upper bound. Choosing s = 0 would give the trivial bound that probabilities are at most 1. Choosing an s for which E[e sX ] is infinite would be even worse. We write X = j λ j z 2 j for a quadratic form in Gaussian random variables z j . In our case, the sum is indexed by 1 ≤ j ≤ 2m + 1 and
In general, we take j ≤ D as our indices and allow the coefficients λ j = λ j (D) to depend on the number of variables. The moment generating function can be computed explicitly. For s ≥ 0 small enough that 1 − 2sλ j > 0 for all j,
since, by independence of the variables z j , the quantity on the left factors as a product of Gaussian integrals. By differentiation, the optimal s would solve
Expanding the left in a geometric series gives
Note that the first term ν = 1 in the sum on the left is j λ j = E[X], which cancels with the right. We may thus rewrite the equation for the optimal s as (6.5)
Any choice of s gives some bound, and it is natural to choose s by truncating this geometric series and solving the resulting equation. Keeping only the first term gives
One could keep two terms and solve a quadratic equation to get
which agrees with s 1 to first order in . We will content ourselves with s 1 . When we expand the logarithm, the terms of order 1 cancel so that s 1 gives
For 0 ≤ x < 1/3, we have the one-variable calculus exercise
Indeed, the claim follows for small x from the series expansion for log and the range x < 1/3 guarantees that the difference between the right and the left is in fact increasing. If we can take x = λ j / λ 2 k , which we will see shortly really is less than 1/3, then this will bound the product:
The terms that are first-order in cancel and the numbers have been rigged so that 3/8 − 1/2 = −1/8 < 0, which gives a negative coefficient of 2 . The resulting bound is
with c( ) = 2 /(8A 2 ) quadratic in . Thus the probability of a deviation above the mean is exponentially small in D, as required. We claimed above that for each j, we may assume λ j / λ , then we will be guaranteed that λ max < 1/(3 ) λ 2 k as long as < A − /(3M ) is sufficiently small (in absolute terms, with no reference to D).
For the lower tail, we rewrite X < E[X] − as −X > E[−X] + and apply the argument above to Y = −X. The details are slightly different because the moment generating function is now
with a 1 + 2sλ k instead of 1 − 2sλ k in each factor. Thus any s ≥ 0 is allowed and yields the bound
The optimal s would solve
The first-order choice of s is again
although the second-order choice is different than in the case of the upper tail:
Choosing s 1 and using the inequality − log(1 + x) ≤ −x + x 2 /2 for x ≥ 0 gives an upper bound of
Thus the lower tail is also exponentially unlikely in D, provided only that λ
Another way to prove and shifting the finite segment to an imaginary height [−T, T ] + iH. The parameters T and H will both be small multiples of D, depending on the constants in the hypotheses, with sizes constrained relative to each other.
The sum λ 2 j is nothing but the variance that we saw in Section 3, which is of order 1/(rm). The largest coefficient λ max is also of order 1/(rm), by integrating P m (cos θ) with the help of Hilb's formula as in Section 3. For small enough, we are thus guaranteed that λ j / λ 2 k < 1/3 for all j, as promised above. The argument above then applies, showing that the probability is exponentially small in rm. This is enough to overcome any factor m 2 or even a higher power coming from the union bound, as long as rm is asymptotically larger than log m.
Conclusion
We have approximated the supremum sup by a maximum over only finitely many points z. To control the error introduced this way, we made a brutish argument based on the union bound. We discuss a more sophisticated tool below, but the union bound is not as crude as it might seem. The exponentially light tail given by Lemma 1.3 is at the heart of why Theorem 1.1 is true. A helpful analogy is given by k balls thrown at random into n boxes, where one asks for the probability that each box receives close to k/n balls as expected. Dudley [7] proved a general bound that applies to a separable, subgaussian process X t indexed by a metric space (T, d). Normalizing so that E[X t ] = 0 for convenience, the subgaussian assumption is that for all λ ≥ 0, Dudley's conclusion is that
where N (T, d, ) is the smallest number of balls of radius , in terms of the metric d, needed to cover T . The constant hidden inside is absolute and could be taken to be 12. This entropy method was used effectively by Feng and Zeldtich in [10] and by Canzani and Hanin [6] . In applications, the metric d is given by
and it is not quite a metric because it is possible to have d(s, t) = 0 with s = t. In our context of random spherical harmonics, T = S 2 is the sphere and
The sign ± ensures that deviations above and below the mean can both be controlled. By spherical symmetry, the first term Br Br does not depend on the center of the ball B r while the second term Br(z) Br(z ) depends only on the spherical distance between z and z . We have d(z, z ) = 0, and indeed the first term exactly equals the second when z = z . The first term is of order 1/(rm), as we saw in Lemma 3.1. As z and z become more distant, the second term decreases because of the decay of P m (x · x ) 2 given, for example, by Fact 2.4. It would be interesting to give another proof of Theorem 1.1 by understanding the geometry of S 2 under this metric and, in particular, estimating the covering numbers N (T, d, ) .
We expect a proof using classical tools similar to those listed in Section 2 to work for higher-dimensional spheres S d in place of S 2 . We hope to prove an analogue of Theorem 1.1 valid on any compact surface M . One can also ask for quantum limits on the bundle S * M instead of only the base manifold M , as in the full formulation of quantum unique ergodicity.
