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Introduction II
The de Rham cohomology is one of the most important tools in algebraic topology and
differential topology. It is the homology of a complex which elements are differential forms,
and provides topological information about smooth manifolds, with the virtue of being
easy to compute in several cases through techniques such as the Mayer-Vietoris sequence.
In addition, the theory of N -complexes has emerged in the last years as a new cohomo-
logical theory with a broad field of applications in quantum physics [DV01]. The q-analog
de Rham complex is an example of a N -complex. It is constructed by taking a N -root of
unity q, i.e, qN = 1, for N ≥ 1 and changing the commuting rule of the differentials dxi,
dxj by using q instead of -1 [KAP96]. In this way, it is a generalization of the usual de
Rham complex.
However, mathematics are evolving at such a rate, disregarding a lot of basic but re-
quired tools, concepts and techniques. We want to talk and write about algebraic topology,
algebraic geometry, etc. and frequently we start doing this with no knowledge, intuition
or even maturity. For instance, the q-analog of de Rham complex involves a lot of deep
concepts from differential geometry that may be easily ignored. Therefore, the main goal
of this work is to make a bridge between elementary ideas such as the notion of differential
form, and some concepts of the theory of N -complexes and q− calculus.
1Preliminaries
1.1. Smooth Manifolds
In this section we give a brief description of smooth manifolds, smooth functions and
tangent space at a point. We will omit almost all the proofs since they are not difficult and
required a lot of space; they can be consulted in the references.
Recall that a second countable and Hausdorff space M is a smooth manifold of
dimension n if there exists a collection U = {(Ui,Φi)}i, called an Atlas for M , of open
sets U ′is covering M and homeomorphisms Φ
′
is between each Ui and an open set of R
n,
and where whenever two open sets Ui and Uj have non-empty intersection, the transition
functions are C∞-compatible:
Φj ◦ Φ−1i : Φi(Ui ∩ Uj)→ Rn, Φi ◦ Φ−1j : Φj(Ui ∩ Uj)→ Rn
are both C∞. The pair (Ui,Φi) is called a coordinate chart or simply a chart. If p ∈ Ui,
we say that (Ui,Φi) is a chart at p.
Strictly speaking, the atlas should be maximal, in the sense that if V is another atlas for
M where each chart is C∞-compatible with all the charts of U , then V is a sub-collection
of U . However, it is not difficult to show that given an atlas V for M , there is a unique
maximal atlas U for M containing V.
Example 1.1.1. Let M be R, and let us consider U = {R, iR} and V = {R, x3}.
This examples are trivial since in each atlas there is just one function. However, U and V
lead to different smooth manifolds inasmuch as the transition function iR((x3)−1) = 3
√
x is
not smooth at 0.
Example 1.1.2. Let S1 be the unit circle {(x, y) ∈ R2 | x2 + y2 = 1}. Consider the atlas
1
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U = {(U1,Φ1), (U2,Φ2)(U3,Φ3)(U4,Φ4)} with
U1 = {(x, y) ∈ S1 | y > 0}, Φ1(x, y) = x
U2 = {(x, y) ∈ S1 | y < 0}, Φ2(x, y) = x
U3 = {(x, y) ∈ S1 | x > 0}, Φ3(x, y) = y
U4 = {(x, y) ∈ S1 | x < 0}, Φ4(x, y) = y
Clearly, S1 =
4⋃
i=1
Ui and each Φi is a homeomorphism, for instance, Φ
−1
1 (x) = (x,
√
1− x2)
is continuous on (−1, 1) = Φ1(U1). Now, let us see that (U1,Φ1) and (U3,Φ3) are C∞
compatible, the remaining cases are similar.
Φ3 ◦ Φ−11 (x) =
√
1− x2, Φ1 ◦ Φ−13 (y) =
√
1− y2
are both smooth on (0, 1) = Φ1(U1 ∩ U3) = Φ3(U1 ∩ U3).
Definition 1.1.3. Let N and M be two smooth manifolds of dimension n and m respec-
tively. A map F : N →M is C∞ at p or smooth at p in M , if there exist charts (U,Φ) at
p and (V,Ψ) at F (p) with F (U) ⊂ V , such that Ψ ◦ F ◦ Φ−1 is C∞ at Φ(p). F is smooth
on M if it is smooth at each point of M . If M = Rm, then the chart (V,Ψ) is trivial.
This definition does not depend on the choice of charts, for if (U ′,Φ′) and (V ′,Ψ′) are
two other charts at p and F (p) respectively with F (U ′) ⊂ V ′, Ψ′ ◦F ◦Φ′−1 = (Ψ′ ◦Ψ−1) ◦
(Ψ ◦ F ◦ Φ−1) ◦ (Φ ◦Φ′−1) is smooth on Φ′(U ∩ U ′) and hence, Ψ′ ◦ F ◦Φ′−1 is smooth at
Φ′(p).
Definition 1.1.4. A C∞ map F : N →M is a diffeomorphism if F is bijective and the
inverse F−1 is C∞.
Example 1.1.5. Let (U,Φ) be a coordinate chart on a manifold M . Then Φ : U → Rn is
a diffeomorphism.
Let f be a smooth function on a manifold M of dimension n. Let (U,Φ) be a chart at
p, and let us denote by x1, . . . , xn the components of Φ. This means that xi = ri ◦Φ, being
r1, . . . , rn the standard coordinates functions of Rn. The partial derivatives of f at p
are defined as follows
∂f
∂xi
|p = ∂f ◦ Φ
−1
∂ri
|Φ(p).
Notice that if f = xj, then
∂xj
∂xi
|p = ∂x
j ◦ Φ−1
∂ri
|Φ(p) =
∂rj
∂ri
|Φ(p) = δji .
Now, we give a definition of the tangent space of a manifold M at a point p. In Rn
the tangent space, TpRn, at a point p is the same Rn: each vector v can be interpreted
as an arrow starting at p and ending at p + v. This view of the tangent space can not be
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generalized in a natural way to manifolds. However, we may identify each vector v in Rn
with the operator
∂
∂v
|p : C∞p → R,
∂
∂v
|p(f) = ∂f
∂v
|p
which is just the operator that takes a C∞ function f at p and sends it to the directional
derivative of f at p in the direction of v. One advantage of this identification is that these
operators are linear functions and satisfy the Leibniz rule for the product, more precisely
∂fg
∂v
|p = f(p)∂g
∂v
|p + ∂f
∂v
|pg(p).
In addition, since ∂f∂v |p =
∑n
i=1 v
i ∂f
∂ri
|p, then
∂
∂v
|p =
n∑
i=1
vi
∂
∂ri
|p
where v = (v1, . . . , vn) and ∂
∂ri
|p is the directional derivative operator in the direction of
ei = (0, . . . , 1, . . . , 0).
A linear function D : C∞p → R satisfying the Leibniz rule for the product is called a
derivation at p. The space of all derivations at p is denoted by D. It is not difficult to
show that a basis for D is { ∂
∂r1
|p, . . . , ∂∂rn |p} [L.]. In this way, we may define the tangent
space TpRn at p in Rn as the space of all derivations at p.
Definition 1.1.6. A derivation at a point p in a smooth manifold M is a linear function
D : C∞p → R
that takes a smooth function f at p and sends it to a real number D(f) and satisfies the
Leibniz rule for the product. The tangent space ofM at p, TpM is defined to be the space
of all derivations at p. If U is an open set containing p then TpU = TpM . In particular,
the partial derivative operator is a derivation at p, moreover any linear combination of the
form
∑n
i=1 a
i ∂
∂xi
|p is a derivation at p.
Definition 1.1.7. Let F : Nn → Mm be a C∞ function and let p be a point in N . The
differential map of F at p is defined by
F∗ : TpN → TF (p)M, Xp 7→ F∗(Xp) : C∞F (p) → R, f 7→ F∗(Xp)(f) = Xp(f ◦ F )
Theorem 1.1.8 (Chain Rule). If N
F→M G→ L are two C∞ functions then G ◦ F is C∞
and
(G ◦ F )∗ : TpN → TG(F (P ))L; (G ◦ F )∗p = G∗F (p) ◦ F∗p.
[Proof]
(G ◦ F )∗(Xp)(f) = Xp(f ◦ (G ◦ F ))
= F∗(Xp)(f ◦G)
= G∗ ◦ F∗(Xp)(f)

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Lemma 1.1.9. If F : N → M is a diffeomorphism, then F∗ : TpN → TF (p)M is an
isomorphism.
[Proof] F ◦ F−1 = 1M and F−1 ◦ F = 1N . Thus, F∗ ◦ F−1∗ = (F ◦ F−1)∗ = ITF (p)M
and F−1∗ ◦ F∗ = (F−1 ◦ F )∗ = ITpN . Therefore, F∗ is an isomorphism. 
Corollary 1.1.10. TpM = 〈 ∂∂x1 |p, . . . , ∂∂xn |p〉
[Proof] TpM = TpU for any open set U containing p. In particular, take a coordinate
chart (U,Φ) at p. Since Φ is a diffeomorphism, Φ∗ is an isomorphism which means that the
dimension of TpM is n, and since ∂∂x1 |p, . . . , ∂∂xn |p are linearly independent they generate
TpM . 
The previous lemma allows us to represent the differential of a C∞ function on a chart.
Let us consider two coordinate charts (U ; Φ = (x1, . . . , xn)) at p and (V,Ψ = (y1, . . . , ym))
at F (p) with F (U) ⊂ V . Then,
F∗(
∂
∂xi
|p) =
n∑
j=1
aj
∂
∂yj
|F (p)
F∗(
∂
∂xi
|p)(yk) =
n∑
j=1
aj
∂
∂yj
|F (p)(yk) = ak
∂
∂xi
|p(yk ◦ F ) = ak
∂yk ◦ F ◦Φ−1
∂ri
|Φ(p) = ak
∂rk ◦ (Ψ ◦ F ◦ Φ−1)
∂ri
|Φ(p) = ak
consequently, the matrix of the linear transformation F∗ is the Jacobian matrix J(Ψ ◦ F ◦
Φ−1) at Φ(p). In the case of coordinate functions, the matrix is J(Φ ◦ Φ−1) = In, namely,
Φ∗(
n∑
j=1
aj
∂
∂xj
|p) =
n∑
j=1
aj
∂
∂rj
|Φ(p).
Given two charts at a same point p in a smooth manifold M , we want to know how
is the change of basis in TpM . To this end, consider two charts (U ; Φ = (x1, . . . , xn)) and
(V,Ψ = (y1, . . . , ym)) at p. Therefore, the tangent vector ∂
∂xj
|p may be written in the form
∂
∂xj
|p =
n∑
i=1
aij
∂
∂yi
|p
and so,
∂yk
∂xj
|p = akj .
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But
∂yk
∂xj
|p = ∂r
k ◦ (Ψ ◦Φ−1)
∂rj
|Φ(p).
Thus,
[aij ] = J(Ψ ◦ Φ−1)(Φ(p)).
Bellow we introduce one of the strongest techniques that we will use later when we
construct the Mayer-Vietoris sequence. This technique is called Partitions of unity and
will allow us to move from local to global functions and forms.
Definition 1.1.11. The support of a smooth function f : M → R is defined by
suppf = {p ∈M | f(p) 6= 0}.
Definition 1.1.12. A C∞ bump function f : M → R at p supported in the open set
U , with p ∈ U , is a smooth function that is 1 in a neighborhood of p and suppf ⊂ U .
It is always possible to construct bump functions at any point p ∈ M supported in
some open set U containing p. One way to do this is to construct a bump function in R
at 0 supported in an open interval (−b, b), then extend it to Rn and finally define it in a
manifold M by using charts. The construction we make was taken from [L.].
First, let us consider the C∞ function
f(t) =
{
e−
1
t t > 0
0 t ≤ 0
This function is C∞ on R, non-decreasing and tends to 1 as t tends to ∞. Now, we define
g(t) as
g(t) =
f(t)
f(t) + f(1− t) .
g(t) is smooth since the denominator is never 0, is non-decreasing and moreover, g(t) = 0
for t ≤ and g(t) = 1 for t ≥ 1. Let a, b two positive real numbers with a < b. For any
t ∈ [−b,−a]∪[a, b], t2 ∈ [a2, b2] and since the interval [a2, b2] is carried into the interval [0, 1]
by the linear function α(t) = t−a
2
b2−a2 , we may define the smooth function h(t) = g(
t2−a2
b2−a2 ) to
obtain a function which is 0 for |t| ≤ a and 1 for |t| ≥ b. Finally, we multiply h(t) by -1
and then make the translation −h(t) + 1 to obtain the function
ρ(t) = 1− g
(
t2 − a2
b2 − a2
)
.
Clearly, ρ(t) is a bump function at 0 supported in (−b, b). To extend it to Rn we just define
it by
ρ(x) = 1− g
(
‖x‖2 − a2
b2 − a2
)
This is a bump function at 0 supported in the open ball Bb(0).
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Proposition 1.1.13. Let M be a smooth manifold of dimension n. Given U ⊂ M open
and p ∈ U there exists a bump function δ such that δ(p) = 1 and supp(δ) ⊂ U .
[Proof] Let (V,Φ) a chart at p with V ⊂ U and Φ(q) = 0; this is possible by making
a translation. Let us consider the open sets Va = Φ−1(Ba(0)) and Vb = Φ−1(Bb(0)) with
a < b and Bb(0) ⊂ Φ(V ). We define δ :M → R as follows
δ(q) =
{
ρ ◦ Φ(q) q ∈ V
0 q /∈ V
Now we show that δ is smooth: δ ◦ Φ is C∞ on Φ(V ) inasmuch as in Φ(V ), δ ◦ Φ = ρ. If
q /∈ V , δ(q) = 0 and since supp(δ) ⊂ V and supp(δ) is closed, δ = 0 on a neighborhood of
q. Hence, δ is C∞ at q for q /∈ V . 
Proposition 1.1.14. Let f be a smooth function defined on a neighborhood U of p in a
manifold M . Then there exists a smooth function g on M which agrees with f in some
possibly smaller neighborhood of p.
[Proof] Consider a C∞ bump function δ at p supported in U . Then δ is 1 on a
neighborhood V ⊂ U of p. We define
g(q) =
{
δf(q) q ∈ U
0 q /∈ U
This function is C∞ since the product of smooth functions is smooth and g = 0 on a
neighborhood of each point q not in U . Moreover, δ = 1 on V and therefore g = f on V . 
Definition 1.1.15. A C∞ partition of unity on a manifold M is a collection of smooth
functions {ρα}α∈A such that
i. {suppρα}α∈A is locally finite;
ii.
∑
ρα = 1
A partition of unity is subordinate to an open cover {Uα}α∈A if suppρα ⊂ Uα for every
α ∈ A.
Theorem 1.1.16. Let {Uα}α be an open cover of a manifold M .
i. Then there is a C∞ partition of unity {ρm}m∈N with compact support such that for each
m ∈ N, supp(ρm) ⊂ Uα for some α ∈ A.
ii. If we do not require compact support, then there is a C∞ partition of unity {ρα}α
subordinate to {Uα}α.
[Proof] See [L.]. 
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1.2. Multilinear Algebra
Throughout this section, V will denote a vector space over R with finite basis {e1, . . . , en}
and dual basis {α1, . . . αn}. Recall that αj is defined by αj(ei) = 1 if i = j and αj(ei) = 0
if i 6= j. Thus, αj is just the linear function that assigns to each vector v = ∑n1 xiei the
i-th coordinate xi in the basis {e1, . . . , en}. The dual space V ∗ of V is the space of linear
functions from V to R and its elements of V ∗ are called covectors on V . If f is a covector
and v =
∑n
1 x
iei, then
f(v) =
n∑
1
xif(ei) =
n∑
1
αi(v)f(ei).
Definition 1.2.1. A map f from V k to R is k-linear, or a k-tensor if it is linear in each
argument
f(v1, . . . , avi + bv
′
i, . . . vk) = af(v1, . . . , vi, . . . vk) + bf(v1, . . . , v
′
i, . . . vk).
The set of all k-linear functions from V k to R, Fk(V ), is a vector space with the usual sum
of functions and multiplication by a constant.
The tensor product of f in Fk(V ) and g in F l(V ) is defined by
f ⊗ g(v1, . . . , vk, vk+1, . . . , vk+l) = f(v1, . . . , vk)g(vk+1, . . . , vk+l).
This product is associative and bilinear on each argument,
(f1 + f2)⊗ g = f1 ⊗ g + f2 ⊗ g, f ⊗ (g1 + g2) = f ⊗ g1 + f ⊗ g2,
a(f ⊗ g) = (af)⊗ g = f ⊗ ag.
Definition 1.2.2. Let f be a k-tensor on V and σ a permutation in Sk, we define σf as
follows
σf(v1, . . . , vk) = f(vσ(1), . . . , vσ(k)).
Under this notation we say that f is alternating or a k-covector if f =sgn(σ)(σf) and
the space of all k-covectors is denoted by Λk(V ).
Lemma 1.2.3. The operation σf is a left action of Sk on Fk.
[Proof]
τ(σf)(v1, . . . , vk) = σf(vτ(1), . . . , vτ(k))
= f(vτσ(1), . . . , vτσ(k))
= (τσ)f(v1, . . . , vk)

Let σ be the transposition (i, j), then f(v1, . . . , vi, . . . , vj , . . . , vk) = −f(v1, . . . , vj , . . . , vi, . . . , vk).
Conversely, if f is a k-linear function satisfying
f(v1, . . . , vi, . . . , vj , . . . , vk) = −f(v1, . . . , vj , . . . , vi, . . . , vk) ∀i 6= j,
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then for each σ = σ1 · · · σp, being σi a transposition in Sk
f =sgn(σ1)(σ1f)
=sgn(σ1σ2)(σ1σ2f)
=
...
=sgn(σ1 · · · σp)(σ1 · · · σpf) = sgnσ(σf),
which means that f is alternating. Thus, f is alternating if and only if f = −(i, j)f .
Definition 1.2.4. Let f be a k-covector on V . The alternating of f , A(f) is the k-
covector
A(f) =
∑
σ∈Sk
sgnσ(σf).
A(f) is alternating since τA(f) =
∑
σ∈Sk sgnσ(τσf) = sgnτ
∑
σ∈Sk sgn(τσ)(τσf) =
sgnτA(f).
Definition 1.2.5. Let f be in Λk(V ) and g be in Λl(V ). The wedge product f ∧ g of f
and g is defined by
f ∧ g = 1
k!l!
A(f ⊗ g).
Proposition 1.2.6. The wedge product satisfies the following properties.
i. (f ∧ g) ∧ h = f ∧ (g ∧ h)
ii. f ∧ g = −1klg ∧ f for f ∈ Λk(V ) and g ∈ Λl(V ).
[Proof] See [L.] 
Corollary 1.2.7. f ∧ f = 0 if k is odd.
[Proof] It is a direct consequence of previous proposition. 
Lemma 1.2.8. If τ1, . . . , τk are covectors on V and v1, . . . , vk are vectors in V , then
τ1 ∧ · · · ∧ τk(v1, . . . , vk) = det[τ i(vj)].
In particular α1 ∧ · · · ∧ αn(v1, . . . , vn) is the volume of the hyper-cube formed by the coor-
dinates of v1, . . . , vn.
[Proof]
τ1 ∧ · · · ∧ τ2(v1, . . . , vk) = 11!···1!
∑
σ∈Sk
sgnστ1 ⊗ · · · ⊗ τk(v1, . . . , vk)
=
∑
σ∈Sk
sgnστ1(vσ(1)) · · · τk(vσ(k))
= det[τ i(vj)].
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
For simplicity, we use the multiindex I = (i1, . . . , ik) with 1 ≤ i1 < · · · < ik ≤ n. Thus,
we write eI instead of ei1 , . . . , eik and α
I instead of αi1 ∧ · · · ∧ αik .
Proposition 1.2.9. A basis for the space Λk(V ) is the set
{αi1 ∧ · · · ∧ αik | 1 ≤ i1 < · · · < ik ≤ n} = {αI}I .
[Proof] First we notice, by previous lemma, that αI(eJ) = 1 if I = J and αI(eJ ) = 0
if I 6= J . Then ∑
I
f(eI)α
I(eJ ) = f(eJ).
Now,
∑
I cIα
I = 0 implies that
cJ =
∑
I
cIα
I(eJ ) = 0.
Thus, {αI}I is linearly independent and generates all Λk(V ). 
As a consequence, we have that the dimension of Λk(V ) is
[
n
k
]
and Λk(V ) = 0 if k > n.
The wedge product of covectors has strong geometric interpretation. If V = Rn being
e1, . . . , en its standard basis, |αI(v1, . . . , vk)| measures the volume of the cube formed by
projecting the vectors v1, . . . , vk on the space generated by {eI}.
Example 1.2.10. Let v1 = (1, 2, 4) and v2 = (−1, 1,−3),
α1 ∧ α2(v1, v2) =
∣∣∣∣∣∣
1 −1
2 1
4 3
∣∣∣∣∣∣ = det
(
1 −1
2 1
)
= 3
The following two propositions provide a rule for computing the wedge product of a
set of covectors which are written as a linear combination of another set of covectors, and
for computing a k-covector evaluated at k vectors related with other k vectors by a k × k
matrix A.
Proposition 1.2.11. If ω1, . . . , ωk and τ1, . . . , τk are covectors related by
ωi =
k∑
j=1
aijτ
j.
Then
ω1 ∧ · · · ∧ ωk = det[aij ]τ1 ∧ · · · ∧ τk
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[Proof]
ω1 ∧ · · · ∧ ωk =
k∑
j1=1
a1j1τ
j1 ∧ · · · ∧
k∑
jk=1
akjkτ
jk
=
∑
jr 6=js
a1j1 · · · akjkτ j1 ∧ · · · ∧ τ jk
=
∑
σ∈Sk
a1σ(1) · · · akσ(k)τσ(1) ∧ · · · ∧ τσ(k)
=
∑
σ∈Sk
a1σ(1) · · · akσ(k)sgn(σ)τ1 ∧ · · · ∧ τk
= det[aij ]τ
1 ∧ · · · ∧ τk

Proposition 1.2.12. If ω is a k covector and u1, . . . , uk, v1, . . . , vk are vector in V related
by
uj =
k∑
i=1
aijvi.
Then
ω(u1, . . . , uk) = det[a
i
j ]ω(v1, . . . , vk)
[Proof]
ω(u1, . . . , uk) = ω(
k∑
i1=1
ai11 vi1 , . . . ,
k∑
ik=1
aikk vik)
=
∑
ir 6=is
ai11 · · · aikk ω(vi1 , . . . , vik)
=
∑
σ∈Sk
a
σ(1)
1 · · · aσ(k)k ω(vσ(1), . . . , vσ(k))
=
∑
σ∈Sk
a
σ(1)
1 · · · aσ(k)k sgn(σ)ω(v1, . . . , vk)
= det[aij ]ω(v1, . . . , vk)

Definition 1.2.13. Let T : V → W be a linear transformation of real vector spaces. For
each positive integer k the pullback T ∗ is the linear map
T ∗ : Λk(W )→ Λk(V )
T ∗(ω)(v1, . . . , vk) = ω(T (v1), . . . , T (vk))
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If S = {u1, . . . , un} is a basis for a vector space W , the vector of coordinates of w =∑n
i=1 x
iui in that basis will be denoted by [w]S .
Proposition 1.2.14. If T : V → W is a linear transformation of two vector spaces of
dimension n, then the pullback T ∗ : Λn(W )→ Λn(V ) is the map
T ∗(φ1 ∧ · · · ∧ φn) = det(MT )α1 ∧ · · · ∧ αn
where MT is the matrix of T in the basis B = {e1, . . . , en} of V and S = {u1, . . . , un} of
W , and {φ1, . . . , φn} is the dual basis of S.
[Proof] Let v1, . . . , vn n vectors in V . Since the coordinates of T (vj) in the basis S are
given by [T (vj)]S = MT [vj ]B for each j, we have that
A =
(
[T (v1)]S · · · [T (vn)]S
)
= MT
(
[v1]B · · · [vn]B
)
Thus, by the previous proposition
φ1 ∧ · · · ∧ φn(T (v1), . . . , T (vn)) = detAφ1 ∧ · · · ∧ φn(u1, . . . , un)
= detA
= detMTdet
(
[v1]B · · · [vn]B
)
= detMTα
1 ∧ · · · ∧ αn(v1, . . . , vn)

If V = W = Rn, this proposition tell us how change the volume of a parallelepiped
under the linear transformation T . For instance in the case of a rotation the volume will
not change since the determinant of its matrix is 1.
Proposition 1.2.15. If T : V →W is an isomorphism of vector spaces of finite dimension,
then T ∗ is also an isomorphism.
[Proof] Let ω be a k-covector in Λk(W ) such that T ∗(ω) = 0 and let B = {e1, . . . , en}
be a basis of V , then
T ∗(ω)(ei1 , . . . , eik) = ω(T (ei1), . . . , T (eik)) = 0
Since T is an isomorphism, T (ei1), . . . , T (eik) are linearly independent for each 1 ≤ i1 <
· · · < ik ≤ n. Thus, ω(v1, . . . , vk) = 0 for every v1, . . . , vk in V and hence, ω = 0. The
surjectivity follows immediately from the dimension theorem. 
Proposition 1.2.16. Let T : V → W be a linear map of vector spaces. Then for every
ω ∈ Λk(W ) and τ ∈ Λl(W )
T ∗(ω ∧ τ) = T ∗ω ∧ T ∗τ
[Proof]
T ∗(ω ∧ τ)(v1, . . . , vk+l) = ω ∧ τ(Tv1, . . . , T vk, T vk+1, . . . , T vk+l)
=
1
k!l!
∑
σ∈Sk+l
sgn(σ)ω(Tvσ(1), . . . , T vσ(k)) · τ(Tvσ(k+1), . . . , T vσ(k+l))
=
1
k!l!
∑
σ∈Sk+l
sgn(σ)T ∗ω(vσ(1), . . . , vσ(k)) · T ∗τ(vσ(k+1), . . . , vσ(k+l))
= T ∗ω ∧ T ∗τ(v1, . . . , vk+l)
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
1.3. Differential forms
In this section, we give the definition of differential forms and develop some of their
properties.
Definition 1.3.1. A differential k-form or simply a k-form on a manifold M is a
function ω that assigns to each point p ∈M a k-covector ωp ∈ Λk(TpM). A 0-form is just
a smooth function on M .
Definition 1.3.2. Let f : M → R be a smooth function. The differential, df of f is
defined to be the one-form that assigns to each p in M , the covector
dfp : TpM → R, dfp(Xp) = Xp(f)
Let (U,Φ = (x1, . . . , xn)) be a chart at p ∈ M . Let us compute the differential of the
coordinates functions xi’s. If Xp =
∑n
i=1 v
i ∂
∂xi
|p, then
dxj(Xp) =Xp(x
j)
=
n∑
i=1
vi
∂
∂xi
|p(xj)
=
n∑
i=1
vi
∂xj
∂xi
|p = vj .
We have showed that {dx1p, . . . , dxnp} is just the dual basis of the basis { ∂∂x1 |p, . . . , ∂∂xn |p}
of TpM . Thus, the differential of a smooth function f on M at p can be written as a linear
combination of the form
dfp =
n∑
i=1
aidx
i
p
but dfp( ∂∂xj |p) = ∂∂xj |p(f) = ∂f∂xj |p. Hence,
∂f
∂xj
|p = dfp( ∂
∂xj
|p) =
n∑
i=1
aidx
i
p(
∂
∂xj
|p) = aj .
Therefore, in local coordinates, the differential of a function f is written as
df · =
n∑
i=1
∂f
∂xi
| · dxi·;
moreover, we have that any 1-form ω is a linear combination
w =
∑
aidx
i
CAPÍTULO 1. PRELIMINARIES 13
in the chart (U,Φ = (x1, . . . , xn)). Now, if ω is a k-form on M and (U,Φ = (x1, . . . , xn))
is a chart, then ωp =
∑
I a
I(p)dxIp for every p ∈ U . The sum runs over the multi-index I
introduced in the previous section. We say that ω is C∞ or smooth on U , if the coefficient
functions aI ’s are C∞ functions on U ; and we write dxi instead of dxip when there is no
confusion on which element is evaluated ω.
The sum and wedge product of two forms are defined in the usual way
(ω + τ)p = ωp + τp, (ω ∧ τ)p = ωp ∧ τp, (f ∧ ω)p = f(p)ωp.
Similarly, the product of a form by a constant and by a smooth function are defined by
(cω)p = cωp, (fω)p = f(p)ωp.
The set of all k-forms on a manifold M , denoted by Ωk(M), is a vector space over R and
a module over C∞(M). The direct sum Ω∗(M) =
n⊕
k=0
Ωk(M) is a graded algebra with the
wedge product, and the sum goes up to n since xi1 ∧· · ·∧xik = 0 if k > n (see prop. 1.2.7).
Definition 1.3.3. Let F : N → M be a smooth map and let ω a form in Ωk(M). The
pullback of ω under F is the k-form F ∗ω ∈ Ωk(N)
F ∗ωp(X1, . . . ,Xk) = ωF (p)(F∗X1, . . . , F∗Xk).
If ω = f is a 0-form, then F ∗(f) is defined to be f ◦ F .
Notice that F∗ωp agrees with the definition of the pullback of the k-covector ωF (p)
under the linear map F∗(see previous section).
Theorem 1.3.4. Let F : N → M be a smooth map between two manifolds of dimension
n. If (U,Φ = (x1, . . . , xn) is a chart in N and V,Ψ = (y1, . . . , yn) is a chart in M with
F (U) ⊂ V , then
F ∗(dy1 ∧ · · · ∧ dyn) = detJ(Ψ ◦ F ◦ Φ)dx1 ∧ · · · ∧ dxn
in U .
[Proof] It is a direct consequence of prop. 1.2.14. 
Example 1.3.5. Let U be the open set (0, 1)× (0, pi) in R2. If F is the map F : U → R2,
F (r, θ) = (x, y) = (r cos θ, r sin θ), then for each p = (r0, θ0) in U
F ∗ : Ω2(R2)→ Ω2(U)
F ∗(dx ∧ dy) = det
[
cos θ −r sin θ
sin θ r cos θ
]
dr ∧ dθ = rdr ∧ dθ.
The previous theorem tell us how to correct the change of the volume under a smooth
map. The correction factor is the Jacobian matrix of F .
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Proposition 1.3.6. Let F : N → M be a smooth map. If ω, η are k-forms on M , τ is a
l-form on M , c is a real number and f is a smooth function on M , then
i. F ∗(ω + η) = F ∗(ω) + F ∗(η);
ii. F ∗(cω) = cF ∗(ω) and F ∗(fω) = (f ◦ F )F ∗ω;
iii. F ∗(ω ∧ τ) = (F ∗ω) ∧ (F ∗τ).
[Proof] (i) and (ii) are straightforward, (iii) is a direct consequence of prop. 1.2.16 
Definition 1.3.7. An exterior derivative on a manifoldM is a linear map D : Ω∗(M)→
Ω∗(M) such that
i. D ◦D = 0;
ii. D(ω) belongs to Ωk+1(M) for every ω in Ωk(M);
iii. D(f) = df for every C∞ function f on M .
Bellow, we will find an exterior derivative on a manifold M . To this end, we will
construct an exterior derivative on an open set U of Rn and show that it is unique. Then,
we will construct an exterior derivative on a chart (U,Φ) in M and finally we will show
that the definition of this exterior derivative does not depend on the choice of the chart.
Definition 1.3.8. Let U be an open set of Rn. The exterior derivative d(f) of a smooth
function f on U is simply its differential df
d(f) = df =
∑
j
∂f
∂xj
dxj.
If ω =
∑
I aIdx
I ∈ Ωk(U), then the exterior derivative dω of ω is defined to be the k + 1-
form
dw =
∑
I
daI ∧ dxI =
∑
I
(
∑
j
∂aI
∂xj
dxj) ∧ dxI ∈ Ωk+1(U).
Proposition 1.3.9. The linear map d of the previous definition is an exterior derivative
and satisfies that
d(ω ∧ τ) = dω ∧ τ + (−1)kω ∧ dτ, ω ∈ Ωk(U), τ ∈ Ωl(U).
[Proof] See [L.] 
Example 1.3.10. If ω = (x2 − y)dx+ xy3dy then
dω = d(x2 − y) ∧ dx+ d(xy3) ∧ dy = (2xdx− dy) ∧ dx+ (y3dx+ 2xy2dy) ∧ dy
= −dy ∧ dx+ y3dx ∧ dy = (1 + y3)dx ∧ dy.
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If f is a smooth map on R2, then
d2(f) =d(
∂f
∂x
dx+
∂f
∂y
dy)
=(
∂2f
∂x2
dx+
∂2f
∂y∂x
dy) ∧ dx+ ( ∂
2f
∂x∂y
dx+
∂2f
∂y2
dy) ∧ dy
=
∂2f
∂y∂x
dy ∧ dx+ ∂
2f
∂x∂y
dx ∧ dy
=− ∂
2f
∂y∂x
dx ∧ dy + ∂
2f
∂x∂y
dx ∧ dy = 0.
Proposition 1.3.11. The linear map d is the only exterior derivative such that
d(ω ∧ τ) = dω ∧ τ + (−1)kω ∧ dτ,
for every ω ∈ Ωk(U), and τ ∈ Ωl(U).
[Proof] see [L.] 
If (UΦ = x1, . . . , xn) is a chart on a manifold M , each k-form ω in U is a linear
combination
ω =
∑
I
aIdx
I .
Thus, we may define an exterior derivative d on U in the same way as on an open set of
Rn.
dw =
∑
I
daI ∧ dxI =
∑
I
(
∑
j
∂aI
∂xj
dxj) ∧ dxI
This operator satisfies the same properties as that defined on Rn and it is independent
of the chart, for if (V,Ψ = y1, . . . , yn) is another chart with U ∩ V 6= ∅, then on the
intersection
ω =
∑
I
aIdx
I = ω =
∑
J
bJdy
J ,
but since d is unique there (previous proposition),∑
I
daI ∧ dxI =
∑
J
dbJ ∧ dyJ .
Therefore, we may define an exterior derivative d : Ω∗(M) → Ω∗(M) from the local
definition. The map d satisfies the properties of the definition of exterior derivative since,
locally, it satisfies those properties.
Since d2 = 0, the graded algebra of differential forms Ω∗(M) =
n⊕
k=0
Ωk(M) together
with the exterior derivative d is a complex, known as the de Rham complex:
C∞(M) Ω1(M) · · · Ωn−1(M) Ωn(M) 0-d -d -d -d -
This complex will be mentioned again in chapter 2.
2N−differential modules and complexes
In this chapter we study the properties of N -modules and N -complexes, and then define
the homology of these complexes.
2.1. N-differential modules
Definition 2.1.1. Let R be a commutative ring with unity and let N be a prime integer
with N ≥ 3. A N-differential R-module (or N-module for short) is a module M
over R equipped with an endomorphism M
d−→ M called the N -differential of M which
satisfies dN = 0.
Given 1 ≤ n ≤ N − 1 we define the n-cycles, Zn(M), and n-borders, Bn(M), of M
as follows
Zn(M) = Ker(d
n) , Bn(M) = Im(d
N−n)
The n-th amplitude homology group of M is defined as the quotient group
Hn(M) =
Zn(M)
Bn(M)
The natural inclusion M
i−→M induces the homomorphism
i∗ : Hn(M)→ Hn+1(M)
given by i∗[z] = [z], which is well defined for if dn(z) = 0, then dn+1(z) = ddn(z) = 0; and
if z = dN−n(w), then z = dN−(n+1)d(w). In a similar way we have that if dn+1(z) = 0,
then dn(d(z)) = 0; and if z = dN−(n+1)(w), then d(z) = dN−n(w), so the homomorphism
d∗ : Hn+1(M)→ Hn(M)
given by d∗[z] = [d(z)] is well defined.
Example 2.1.2. Let A ∈M5(R ) be the nilpotent matrix of order 4
16
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
0 0 1 1 1
0 0 0 1 1
0 0 0 0 1
0 0 0 0 0
0 0 0 0 0

Then, R5 is a 4-differential module (or a 4-differential vector space) with differential d
given by the linear transformation d(X) = AX. Let us compute the homology of R5 with
this 4-differential. If X = (x, y, z, w, r) then
d(x, y, z, w, r) = (z + w + r, w + r, r, 0, 0)
d2(x, y, z, w, r) = (w + r, r, 0, 0, 0)
d3(x, y, z, w, r) = (r, 0, 0, 0, 0)
Thus the n-cycles and n-borders are given by
Z1(R
5) = {(t, s, 0, 0, 0) | t, s ∈ R } ∼= R2
B1(R
5) = {(t, 0, 0, 0, 0) | t ∈ R } ∼= R1
Z2(R
5) = {(t, s, l, 0, 0) | t, s, l ∈ R } ∼= R3
B2(R
5) = {(t+ s, s, 0, 0) | s, t ∈ R } ∼= R2
Z3(R
5) = {(t, s, l, q, 0) | t, s, l, q ∈ R } ∼= R4
B3(R
5) = {(t+ s+ l, s + l, l, 0, 0) | t, s, l ∈ R } ∼= R3
and the homologies are equal to
H1(R
5) = R1, H2(R
5) = R1, H3(R
5) = R1
Definition 2.1.3. A homomorphism f between two N -modules (M,d) and (M ′, d′) is a
homomorphism of modules which commutes with the differentials, i.e, such that fd = d′f .
Lemma 2.1.4. Let m and m′ be positive integers with m+m′ ≤ N−1. Then the following
hexagon Hm,m′
Hm(M)
HN−m′(M)
Hm+m′(M) Hm′(M)
HN−(m+m′)(M)
HN−m(M)
im
∗
dm
∗
i
N−(m+m′)
∗
dm
′
∗
im
′
∗
d
N−(m+m′)
∗
ff

*
-
HH
HHY
HHHHj

is exact.
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[Proof] Let m and m′ be positive integers such that m +m′ ≤ N − 1. First, we will
show that the following sequence of modules is exact
Hm(M)
im
′
∗−→ Hm+m′(M) d
m
∗−→ Hm′(M) i
N−(m′+m)
∗ −→ HN−m(M)
In order to do this, we see that if [z] ∈ Hm(M), then (dm∗ ◦ im
′
∗ )[z] = dm∗ [z] = [dm∗ (z)] = [0],
with what we have that Im(im
′
∗ ) ⊆ Ker(dm∗ ). The other inclusion is also for if z is a m+m′-
cycle such that [z] ∈ Ker(dm∗ ) is because dm∗ (z) = dN−m
′
∗ (w) for some w in Hm′(M), thus
z′ = z−dN−(m′+m)∗ is am-cycle and z−im′(z′) = z−z′ is a (m′+m)-border, i.e, im′∗ [z′] = [z].
This shows the exactness at Hm+m′(M). In order to show exactness at Hm′(M) let z be a
(m+m′)-cycle, then (iN−(m
′+m)
∗ ◦ dm∗ )[z] = [dm(z)] and since dm(z) = dN−(N−m)(z), then
(i
N−(m′+m)
∗ ◦dm∗ ) = 0. Thus Im(dm∗ ) ⊆ Ker(iN−(m
′+m)
∗ ). Finally, if [z] is in Ker(i
N−(m′+m)
∗ ),
then (iN−(m
′+m))(z) = z = dN−(N−m) = dm(z) which belongs to Im(dm∗ ).
By replacing (m,m′) by (m′, N − (m+m′)) and by (N − (m+m′),m′), the theorem
is proved. 
Let ϕ : (M,d) → (M ′, d′) be a homomorphism of N -modules; since ϕd = d′ϕ, one
has that if dn(z) = 0, then 0 = ϕ(dn(z)) = d′n(ϕ(z)), and if z = dN−n(w), then ϕ(z) =
ϕ(dN−n(w)) = d′N−n(ϕ(w)), hence ϕ(Zn(M)) ⊆ Zn(M ′) and ϕ(Bn(M)) ⊆ Bn(M ′).
Definition 2.1.5. Given ϕ a homomorphism of N -modules, we define the induced
homomorphism ϕ∗ as follows
ϕ∗ : Hn(M)→ Hn(M ′)
[z] 7−→ ϕ∗([z]) = [ϕ(z)]
The induced homomorphism ϕ∗ is well defined by the argument given above. Be-
sides, one has that
(ϕ∗ ◦ i∗)[z] = ϕ∗([z]) = [ϕ(z)] = (i′∗ ◦ ϕ∗)[z]
and
(ϕ∗ ◦ d∗)[z] = ϕ∗([d(z)]) = [ϕ(d(z))] = [d′(ϕ(z)] = (d′∗ ◦ ϕ∗[z])
this is, ϕ∗ ◦ ß∗ = i′∗ ◦ ϕ∗ y ϕ∗ ◦ d∗ = d′∗ ◦ ϕ∗.
Hereafter we will denote the homomorphisms d∗, i∗ and ϕ∗ by d, i and ϕ, as well as we
will denote by i and d the inclusion and the differential of M ′ respectively.
Proposition 2.1.6. Let ϕ : M → M ′ a homomorphism of N -differential modules. If
ϕ : H1(M) → H1(M ′) and ϕ : HN−1(M) → HN−1(M ′) are both isomorphisms, then
ϕ : Hn(M)→ Hn(M ′) is also an isomorphism for any 1 ≤ n ≤ N − 1.
[Proof] The proof we give is taken from [DV97] and is made by induction. Let n be
an integer with 1 ≤ n ≤ N − 2 and suppose that the statement is true for 1 ≤ m ≤ n. If
we consider the hexagon Hn,1 for M and M ′, we obtain the following diagrams
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HN−n(M) HN−n(M ′) Hn(M) Hn(M ′)- -ϕ ϕ
? ? ? ?
dN−n−1 dN−n−1 iN−n−1 iN−n−1
H1(M) H1(M
′) HN−1(M) HN−1(M ′)- -ϕ ϕ
? ? ? ?
in in dn dn
Hn+1(M) Hn+1(M
′) HN−n−1(M) HN−n−1(M ′)- -ϕ ϕ
? ? ? ?
d d i i
Hn(M) Hn(M
′) HN−n(M) HN−n(M ′)- -ϕ ϕ
? ? ? ?
iN−n−1 iN−n−1 dN−n−1 dN−n−1
HN−1(M) HN−1(M ′) H1(M) H1(M ′)- -ϕ ϕ
which are commutative due to the fact that ϕ commutes with d and with i, and which
columns are exact because they are part of the hexagon Hn,1 for M and for M ′. Since the
first two rows and the last two rows are isomorphisms, one has by the five lemma, that
ϕ : Hn+1(M) → Hn+1(M ′) and ϕ : HN−n−1(M) → HN−n−1(M ′) are also isomorphisms.

Now we will see that for a short exact sequence
0 −→M f−→ N g−→ L −→ 0
of N -differential modules there exists a homomorphism which connects the n-th amplitude
group of homology of L with the (N − n)-th amplitude group of homology of M , being n
a positive integer with 1 ≤ n ≤ N − 1.
Theorem 2.1.7. Given 0 −→ M f−→ N g−→ L −→ 0 a short exact sequence of N -
differential modules and 1 ≤ n ≤ N − 1, there exists a connecting homomorphism
∂ : Hn(L)→ HN−n(M)
[Proof] In order to define ∂ we will take a n-cycle z in L to which we will find a
N -cycle x in M in such a way that x will be unique under homology. Let us consider the
following commutative diagram with exact rows.
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0 M N L 0- - - -f g
? ? ?
dN−n dN−n dN−n
0 M N L 0- - - -f g
? ? ?
dn dn dn
0 M N L 0- - - -f g
? ? ?
dN−n dN−n dN−n
0 M N L 0- - - -f g
Let z be a n-cycle in Zn(L). By the exactness at L there exists w in N such that g(w) = z.
Then g(dn(w)) = dn(g(w)) = dn(z) = 0, hence dn(w) ∈ Ker(g). In this way, there exists
x in M such that f(x) = dn(w), then f(dN−n(x)) = dN−n(f(x)) = dN (w) = 0, and
since f is injective, we have that x ∈ ZN−n(M). In view of this, we define the connecting
homomorphism
∂ : Hn(L)→ HN−n(M)
[z] 7−→ [x]
Now we must check that ∂ is well defined. To do this let us take z′ ∈ [z] ∈ Hn(L), and
denote by w′ ∈ N and x′ ∈ M to the corresponding to z′ in the definition of ∂. Let
ζ be in L such that dN−n(ζ) = z − z′ and let β be in N such that g(β) = ζ. Then
dN−n(g(β)) = z− z′ = g(w−w′) and thus g(dN−n(β)− (w+w′)) = 0. Hence, there exists
α ∈M such that f(α) = dN−n(β)− (w+w′), then dn(f(α)) = −dn(w+w′) = f(x)−f(x′)
and consequently dn(α) = x− x′. This shows that x′ has the same equivalence class as x
in HN−n(M). 
With the connecting homomorphism we obtain the hexagon H(n) for 1 ≤ n ≤ N − 1,
given by
Hn(M)
HN−n(L)
Hn(N) Hn(L)
HN−n(N)
HN−n(M)
g
g
∂
f
f
∂
ff

*
-
HHHHj
HHHHj

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Theorem 2.1.8. If
0 −→M f−→ N g−→ L −→ 0 (2.1)
is exact, then the hexagon H(n) given above is exact.
[Proof] It is sufficient to show the exactness at Hn(N), Hn(L) and HN−n(M) because in
the other cases we replace n by N − n.
i. Im(f) = Ker(g). Let [w] ∈ Hn(N) be in Im(f) then [w] = [f(x)] for some n-cycle [x] in
M . Because of the exactness of 2.1, one has that g(f(x)) = 0, so g[w] = g[f(x)] =
[g(f(x))] = [0].
Conversely, let [w] ∈ Hn(N) be in Ker(g) then g(w) = dN−n(ζ) for some ζ ∈ L. This
ζ is equal to g(β) for some β ∈ N . Thus g(w) = g(dN−n(β)), so w−dN−n(β) = f(x),
with x ∈M . Since w is a n-cycle and f is one to one, we conclude that x is a n-cycle
in M and [w] = [f(x)].
ii. Im(g) = Ker(∂). Let [z] ∈ Hn(L) be in Im(g) then there exists w in Zn(N) and z′ in
L with z′ = g(w) such that [z] = [z′]. Let w′ and x′ the corresponding to z′ in the
definition of ∂. Since g(w) = z′ we can say that w′ = w. Thus f(x′) = dn(w) = 0
which implies x′ = 0 and therefore [0 = x′] = ∂[g(w)] = ∂[z].
Conversely, if ∂[z] = [x] = [0], x = dn(α) with α in M . Then dn(w) = f(x) =
f(dn(α)) = dn(f(α)). Thus w − f(α) is in Zn(N) and g(w − f(α)) = g(w) = z
iii. Im(∂) = Ker(f). Let [x] ∈ HN−n(M) be in Im(∂) then f(x) = dn(w).This implies that
f(x) belongs to BN−n(N). Thus f [x] = [0] ∈ HN−n(N).
Conversely, if [f(x)] = [0], f(x) is a (N − n)-border dn(w) in N . Thus if z = g(w),
dn(z) = g(dn(w)) = g(f(z)) = 0, hence z ∈ Zn(L) and ∂[z] = [x].

Bellow, we will show one useful result about the homologies of a N -differential module.
Proposition 2.1.9. If Hk(M) = 0 for some 0 ≤ k ≤ N − 1, then Hn(M) = 0 for every
0 ≤ n ≤ N − 1.
[Proof] Let us suppose thatHk(M) = 0 for k ≥ 2 and consider the sequenceHN−1(M) d
N−k−→
Hk−1(M)
i−→ Hk(M) = 0 from the HexagonHk−1,1. The case k = N−1 impliesHk−1(M) =
0, so let us see the case 2 ≤ k ≤ N − 2. Since dN−k is onto, we have that given
[w] ∈ Hk−1(M) there exists [z] ∈ HN−1(M) such that [w] = [dN−k(z)] in Hk−1(M).
But dN−k can be factored through
HN−1(M)
dN−k−1−→ Hk(M) = 0 d−→ Hk−1(M),
hence it is equal to the zero mapping and therefore [0] = [w] = [dN−k(z)]. Thus,Hn(M) = 0
for 1 ≤ n ≤ k.
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Now, let us suppose that Hk(M) = 0 for 1 ≤ k ≤ N − 2 and take the sequence
Hk(M) = 0
i−→ Hk+1(M) d
k−→ H1(M) from Hk,1. The homomorphism dk can be factored
through
Hk−1(M)
d−→ Hk(M) = 0 d
k−1−→ H1(M),
so dk = 0 and since dk is one to one, Hk+1(M) = 0. This complete the proof for n ≥ k. 
Now we will define the notion of homotopy between N -differential homomorphisms of
modules which will allow us to prove a lot of results about the homologies of certain kind
of N -differential modules. The definition is taken from [DV97].
Definition 2.1.10. Given any two homomorphisms of N -differential modules M
f,g−→M ′,
we say that they are homotopic and write f ∼= g if and only if there is a sequence of
homomorphisms of N -differential modules M
Km−→M ′, for 0 ≤ m ≤ N − 1, satisfying
N−1∑
m=0
dN−m−1Kmdm = f − g (2.2)
Theorem 2.1.11. Two homotopic homomorphisms of N -differential modules M
f,g−→ M ′
induce the same maps in homology.
[Proof] Let j be an integer with 1 ≤ j ≤ N − 1 and z a j-cycle in M . Then
f(z)− g(z) =
N−1∑
m=0
(dN−m−1Kmdm)(z)
=
j−1∑
m=0
(dN−m−1Kmdm)(z)
= dN−j(
j−1∑
m=0
(dj−m−1Kmdm)(z))
Thus, (f(z)− g(z)) ∈ Bj(M ′). 
2.2. N-complexes
In this section we generalize the notion of N -differential module to the case in which
M is a direct sum of modules
⊕
iZ Mi. This kind of modules will be our object of study
along this work.
Definition 2.2.1. A graded N-complex (or graded N-differential module) is a pair
(M∗, d) where M∗ is a direct sum of modules M∗ =
⊕
iZ Mi and d is an endomorphism
Mi
d−→Mi−1
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satisfying dN = 0 for each i ∈ Z. Also, we define the m-amplitude cycles and m-
amplitude borders of degree k as follows
Zm,k(M) = {z ∈Mk | dm(z) = 0}, Bm,k(M) = {z ∈Mk | z = dN−m(w)}
Thus, the m-amplitude homology of degree k of M is given by
Hm,k(M) =
Zm,k(M)
Bm,k(M)
and the total-amplitude homology of M by
H(M) = {Hm,k(M) | 1 ≤ m ≤ N − 1, k ∈ Z}
Definition 2.2.2. A homomorphism f between two N -complexes, (M,d) and (M ′, d′)
is a collection of homomorphisms
Mi
fi−→M ′i
which commute with the differentials d and d′, i.e, fid = d′fi. For simplicity, we will denote
each fi by f .
Examples 2.2.3. 1. Any finite sequence of modules and homomorphisms
0 −→M1 d1−→M2 d2−→ · · · dN−2−→ MN−1 dN−1−→ MN −→ 0
is N -complex.
2. Let 1 ≤ n ≤ N − 1. With a little abuse of notation let us write Z[q] [n]q→ Z[(q)] for the
homomorphism of modules which maps any element α ∈ Z[q] to [n]q · α (see chap.4,
sec. 4.1). Then
· · · −→ 0 0−→ Z[q] [N − 1]q−→ Z[q] [N − 2]q−→ · · · −→ Z[q] [3]q−→ Z[q] [2]q−→ Z[q] −→ 0
is a N -complex which we will denoted by (Z[q], ∂ = [∗]q).
The main example of a N -complex will appear in chapter 4 where we will construct a
N -complex with smooth differential forms on Rn.
For N -complexes, the behavior of the inclusion and the differential in homology is sim-
ilar to the case of N -modules, the difference is established by the fact that the differential
of N -complexes decreases each modules-degree one step down.
Let (M,d) a N -complex. If z ∈ Zm,k(M), dm+1(z) = d(dm(z)) = 0 and dm−1(z) =
0, then z ∈ Zm+1,k(M) and d(z) ∈ Zm−1,k−1(M), hence Zm,k(M) ⊆ Zm+1,k(M) and
d(Zm,k(M)) ⊆ Zm−1,k−1(M). In the same way, Bm,k(M) ⊆ Bm+1,k(M) and d(Bm,k(M)) ⊆
Bm−1,k−1(M). Thus the induced homomorphisms
Hm,k(M)
i→ Hm+1,k(M)
and
Hm,k(M)
d→ Hm−1,k−1(M)
are well defined. Nevertheless, the hexagon obtained in the non-graded case splits and
becomes a long exact sequence.
The properties of N -complexes can be extended to the grade case. The techniques used
in the proofs are the same as that used in the results of the previous section, inasmuch as
in these proofs it does not matter in which Mk the n-cycles are.
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Below, we illustrate the behavior of the inclusion and the differential in homology as
well as the splitting of the hexagon.
HN−1,k−1(M) HN−1,k(M) HN−1,k+1(M)
HN−2,k−1(M) HN−2,k(M) HN−2,k+1(M)
H2,k−1(M) H2,k(M) H2,k+1(M)
H1,k−1(M) H1,k(M) H1,k+1(M)








6 6 6
6 6 6
6 6 6
6 6 6
...
...
...
i i i
i i i
i i i
i i i
d d
d d
d d
d d
Given k ∈ Z and m,m′ ∈ N with 1 ≤ m+m′ ≤ N − 1, we have following exact sequence.
Hm,k(M)
HN−m′,k−(m+m′)(M)
Hm+m′,k(M) Hm′,k−m(M)
HN−(m+m′),k−(m+m′)(M)
HN−m,k−m(M)
Hm,k−N (M)
im
dm
iN−(m+m
′)
dm
′
im
′
dN−(m+m
′) ff

*
-

HHHHj

3The de Rham Complex
In this chapter we exhibit the construction of the de Rham cohomology of a smooth mani-
fold M . In addition, we deduct the Mayer-Vietoris sequence, a powerful tool in computing
the de Rham cohomology of a smooth manifold which may be seen as the union of two
open subsets.
3.1. The de Rham Cohomology
Recall that the exterior derivative d on a manifold M is the only linear map d :
Ωk(M) → Ωk+1(M) satisfying the leibniz rule, and such that d(f) = df for any smooth
function f on M and d2 = 0. The condition d2 = 0 tell us that if ω is a k-form which is
the derivative of a k− 1 form τ , ω = dτ , then dω = 0. Thus, the sequence of vector spaces
or C∞(M)-modules
C∞(M) Ω1(M) · · · Ωn−1(M) Ωn(M) 0-d -d -d -d -
is a complex.
Definition 3.1.1. The de Rham complex of a manifoldM of dimension n is the complex
(Ω∗(M), d) given above. A k-form ω is closed if dω = 0 and it is exact if ω = dτ for some
k − 1-form τ .
Example 3.1.2. In R2, let us consider the 1-form ω = fdx+ gdy. Then, the differential
of ω is the 2-form
dω = fydy ∧ dx+ gxdx ∧ dy = (gx − fy)dx ∧ dy
dω = 0 if and only if gx = fy.
Example 3.1.3. In R, if f is a smooth function, then the 1-form fdx is exact because it
is the differential of the 0-form g(x) =
x∫
0
f(t)dt.
25
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Definition 3.1.4. The homology of the de Rham complex of a manifold M is known as
the de Rham cohomology of M .
Hk(M) =
Zk(M)
Bk(M)
, H0(M) = Z0(M)
where Zk(M) is the subspace of closed k−forms and Bk(M) is the subspace of exact
k-forms.
Proposition 3.1.5. Let M be a smooth manifold with k connected components. Then
H0(M) = Rk.
[Proof]M is the disjoint union,
k⊔
i=1
Mi, of its connected components {Mi | 1 ≤ i ≤ k}.
Let f be a smooth function on M such that df = 0. Then, on any connected coordinate
chart (U, x1, . . . , xn),
∑n
j=1
∂f
∂xj
dxj|p = 0 and so, f is constant on each connected chart.
Thus, f is constant on each Mi. In this way, if fi is the function which is 1 on Mi and 0 on
any other component, every smooth function on M is a linear combination of f1, . . . , fk.
Clearly those functions, which are just the standard basis of Rk, are linearly independent.
Therefore, H0(M) = Z0(M) = Rk. 
Proposition 3.1.6. Let F : N → M be a C∞ function of manifolds. Then the pullback
F ∗ : Ω∗(M)→ Ω∗(N) commutes with the exterior derivative d, i.e, F ∗d = dF ∗.
Ωk(M) Ωk(N)
Ωk+1(M) Ωk+1(N)
-F
∗
?
d
?
d
-F
∗
[Proof] First we prove the proposition for C∞ functions. Let f be a smooth function
and let us consider a point p in M and a tangent vector Xp at p. Then,
F ∗(df)p(Xp) = dfF (p)(F∗Xp)
= (F∗Xp)(f)
= Xp(f ◦ F ))
d(F ∗f)p(Xp) = d(f ◦ F )p(Xp)
= Xp(f ◦ F )
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Now, let ω be a k-form on M , then in local coordinates ω =
∑
I aIdx
I and by prop. 1.3.6
F ∗(dω) =
∑
I
F ∗(daI ∧ dxI)
=
∑
I
F ∗daI ∧ F ∗dxI
=
∑
I
d(F ∗aI) ∧ d(F ∗xI)
= d(
∑
I
F ∗aId(F ∗xI))
= d(
∑
I
F ∗(aIdxI))
= d(F ∗(
∑
I
aIdx
I)) = d(F ∗(ω))

Let F : N → M be a smooth function of manifolds. Since F ∗ commutes with d, if ω
is a closed form, F ∗ω is closed and if ω is exact, F ∗ ω is exact as well. Indeed, if dω = 0,
then d(F ∗ω) = F ∗(dω)) = 0 and if ω = dτ , then F ∗ω = F ∗(dτ) = d(F ∗τ). In view of this,
the map
F# : Hk(M)→ Hk(N), F#[ω] = [F ∗ω]
is well defined.
If F is a diffeomorphism then F ∗ is an isomorphism of vector spaces because of F ∗
is just the pullback under the linear map F∗ which is an isomorphism by prop. 1.2.15.
Moreover, (F ∗)−1 = (F−1)∗:
F ∗ ◦ (F−1)∗ = (F−1 ◦ F )∗ = idN , and (F−1)∗ ◦ F ∗ = (F ◦ F−1)∗ = idM ,
thus the induced map F# is an isomorphism of vector spaces as well, for if F ∗(ω) = dτ ,
then
ω = (F∗)−1dτ = (F−1)∗dτ = d((F−1)∗τ),
and hence F#[ω] = 0 implies that ω = dτ for some τ , i.e, [ω] = 0. Finally, since F ∗ is onto,
given a closed k− form η ∈ Ωk(N), there exists ω ∈ Ωk(M) such that F ∗ω = η which
means that F#[ω] = [η].
3.2. The Mayer-Vietoris Sequence
In general, it is quite difficult to compute the cohomology groups of a manifold. In this
section, we will introduce one of the most powerful techniques in computing the de Rham
cohomology of a manifold, the Mayer-Vietoris sequence.
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Let M be a manifold and U an open set in M . The inclusion map iU : U →M induces
the pullback i∗UΩ
∗(M) → Ω∗(U), where i∗U (ω) is just the restriction of ω to U . When M
is the union of two open sets A and B, M = A ∪B, the inclusion maps iA, iB and iA∩B ,
induces the injective linear map i,
Ωk(M)→ Ωk(A)⊕ Ωk(B), i(ω) = (i∗A(ω), i∗B(ω)),
and the difference map j,
Ωk(A)⊕ Ωk(B)→ Ωk(A ∩B), j(τ, η) = i∗A∩B(τ)− i∗A∩B(η).
In this way, there is a short sequence of vector spaces and linear maps,
0 −→ Ωk(M) i−→ Ωk(A) ⊕Ωk(B) j−→ Ωk(A ∩B) −→ 0.
In chapter 2 we proved that a short exact sequence of N -complexes induces a long exact
sequence in homology. In this case, there is a short sequence of 2-complexes with endo-
morphism d, given by the exterior derivative. We will prove that this sequence is exact
and that i and j are homomorphisms of 2-complexes, i.e, linear maps that commute with
d.The components of i, i∗A and i
∗
B are the pullback maps of iA and iB respectively, thus
d(iω) = d(ßA ∗ ω, i∗Bω) = d(ßA ∗ ω), d(ßB ∗ ω) = (iA ∗ (dω()), iB ∗ (dω())) = i(dω)
and
d(j(τ, η)) = d(i∗A∩Bτ−i∗A∩Bη) = d(i∗A∩Bτ)−d(i∗A∩Bη) = i∗A∩B(dτ)−i∗A∩B(dη) = j(d(τ, η)).
The map i is injective and clearly j ◦ i = 0, then we just have to prove that ker(j) ⊆ Im(i)
and that j is surjective. Notice that if j(τ, η) = 0, then τ = η in A ∩B. Thus the form
ω =
{
τ on A
η on B
is well defined on M . To prove that j is surjective let us take a form ω in Ωk(A∪B) and let
{ρA, ρB} be a partition of unity subordinate to the open cover {A,B}. Define the k-forms
ωA and ωB by
ωA(p) =
{
0 p ∈ A\(A ∪B)
ρB(p)ωp p ∈ A ∪B
, ωB(p) =
{
0 p ∈ A\(A ∪B)
ρA(p)ωp p ∈ A ∪B
.
ωA is C∞ on the open set A∪B since on A∪B, ωA = ρBω. If p ∈ A\(A∪B), then p does
not belong to the support of ρB , and since supp(ρB) is closed, there is a neighborhood of p
in which ρB = 0 and so, ωA = 0 on a neighborhood of p. Consequently, ωA is a C∞ k-form
on A. In the same way, ωB is C∞ on B. Finally, notice that j(ωA,−ωB) = ρBω+ρAω = ω.
Thus the short sequence
0 −→ Ωk(M) i−→ Ωk(A)⊕ Ωk(B) j−→ Ωk(A ∪B) −→ 0
is exact and therefore, it induces a long exact sequence
· · · d∗−→ Ωk(M) i∗−→ Ωk(A)⊕ Ωk(B) j∗−→ Ωk(A ∪B) d∗−→ Ωk+1(M) i∗−→ · · ·
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called theMayer-Vietoris sequence. The connecting homomorphism d∗ was constructed
in chapter 2. Recall the construction of d∗:
Let ω be a closed k-form on A ∪ B and let ωA and ωB be the forms given above such
that j(ωA, ωB) = ω. Then j(d(ωa, ωB)) = d(j(ωA, ωB)) = dω = 0, thus there exists
η ∈ Ωk+1(M) such that i(η) = (i∗Aη, i∗Bη) = d(ωA, ωB). In this way, d∗[ω] = [η].
Example 3.2.1. [The cohomology of the circle] Consider an open cover {A,B} of the unit
circle by two open arcs A and B such that their intersection is a pair of small and disjoint
arcs. Each arc, is diffeomorphic to R and so, their de Rham cohomology is the same as the
de Rham cohomology of R.
A
B
0 −→ Ω∗(S1) i−→ Ω∗(A)⊕ Ω∗(B) j−→ Ω∗(A ∪B) −→ 0
Since there is no forms of degree ≥ 1, the induced exact sequence has the form
0 H0(S1) H0(A)⊕H0(B) H0(A ∩B)
H1(S1) H1(A)⊕H1(B) H1(A ∩B) 0
- - - -
- - -
Now, S1, A and B are connected spaces and A ∩ B has two connected components. In
addition, by example 3.1.3, H1(R) = 0, thus we have the exact sequence
0 R R2 R2 H
1(S1) 0- -
i∗ -j∗ -d∗ -
Since this sequence is exact, kerd∗ =imj∗, but kerj∗ =imi∗ = R. Thus, by dimension
theorem, imj∗ = R and since d∗ is surjective
H1(S1) =
R2
Kerd∗
=
R2
R
= R
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Therefore the cohomology of the circle is
Hk(S1) =
{
R if k =, 0, 1
0 if k > 1
4q-analog of the de Rham complex
In this chapter we generalize the de Rham cohomology on Rn. We start introducing the
factor which changes the usual de Rham complex: -1 will not be the factor that establishes
the rule to commute dxidxj, the new factor will be a N -root of unity q. In this way, we
will start developing a lot of properties about the ring that will replace the ring of smooth
functions on Rn. Later, we construct a q− analog of de Rham complex on Rn.
4.1. q-numbers and the transposing counter
Definition 4.1.1. Let q ∈ C∞(Rn) be a non-trivial N -root of the identity, i.e, qN = 1
and q 6= 1. Given n ∈ N we define the q-number [n]q
[n]q = 1 + q + · · · + qn−1
and for 1 ≤ n ≤ N − 1 the q-factorial
[n!]q = [1]q · [2]q · · · [n]q
and for convenience, we set [0!]q = 1. Since qN = 1, 0 = qN−1 = (q−1)(1+q+ · · ·+qN−1)
and 1+q+· · ·+qN−1 = 0. Thus, [N+n]q = [n]q for all n ∈ N. Finally, the q−combinatorial
number is defined by[
n
k
]
q
=
[n!]q
[k!]q · [(n − k)!]q ∀ 0 ≤ k ≤ n ≤ N
Lemma 4.1.2. Let 1 ≤ k ≤ n,m ≤ N − 1. Then,
1. [m+ n]q = [m]q + qm[n]q.
2. [m]q[n]q = c0 + c1q + · · ·+ cm+n−2qn+m−2, where
a. ck = |Ck| = |{(x, y) ∈ N2 | x+ y = k, x < m, y < n}|.
b. c0 = 1 and ck = cm+n−2−k for 0 ≤ j ≤ m+ n− 2.
c. c0 + c1 + · · ·+ cm+n−2 = mn.
31
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3. [n!]q = an,0 + an,1q + · · · + an,r(n)qr(n), where
a. r(n) = n(n−1)2 .
b. an,k = |An,k| = |{(x1, . . . , xn−1) ∈ Nn−1 | x1 + · · ·+mn−1 = k, xi ≤ i ∀ i}|.
c. an,0 = 1 and an,k = an,r(n)−k for 0 ≤ k ≤ m+ n− 2.
d. an+1,k =
∑
0≤k−i≤n an,i.
e. an,0 + · · · + an,r(n) = n!.
4.
[
n
k
]
q
+ qk+1
[
n
k + 1
]
q
=
[
n+ 1
k + 1
]
q
=
[
n
k + 1
]
q
+ qn−k
[
n
k
]
q
[Proof]
1. [m+ n]q = 1 + · · · + qm−1 + · · · + qm+n−1 = 1 + · · · + qm−1 + qm(1 + · · · + qn−1) =
[m]q + q
m[n]q.
2. (a) We have that ck =
∑
i+j=k aibj with ai = bj = 1 and i < m, j < n. Thus ck is the
number of elements of the set Ck. For property (b) notice that if x+ y = k, then
the function (x, y) 7→ (n− 1− x,m− 1− y) establishes a bijection between Ck and
Cn+m−2−k. (c) since Ci ∩Cj = ∅ for i 6= j, the set {(x, y) | x < m, y < n} is the disjoint
union of the Cj’s. Thus mn =
∑
k |Ck| =
∑
k ck.
3. Clearly r(n) = 1 + · · ·+ n− 1 = n(n−1)2 . For (b) let us consider the coefficient an,k from
[n!]q and choose a term from the j-th factor of [n!]q = (1 + q)(1 + q + q2) · · · (1 + · · ·+ qn−1)
with exponent xj . Clearly xj ≤ j and x1 + · · · + xn−1 = k. Thus, an,k is obtained
by adding the number of ways to choose theese exponents, which is the number of
elements of the set An,k. Step (c) is obtained in the same way as in the step (b) of
the previous item inasmuch as the function (x1, . . . , xn−1) 7→ (1− x1, . . . , n− 1− xn−1)
is a bijection. For (d) we notice that
An+1,k =
⊔
k−i≤n
{(x1, . . . , xn−1, k − i) ∈ Nn | x1 + · · ·+ xn−1 = i, xj ≤ j ∀j}.
Thus,
an+1,k =
∑
0≤k−i≤n
|{(x1, . . . , xn−1, k − i) ∈ Nn | x1 + · · ·+ xn−1 = i, xj ≤ j ∀j}|
=
∑
0≤k−i≤n
|{(x1, . . . , xn−1) ∈ Nn−1 | x1 + · · ·+ xn−1 = i, xj ≤ j ∀j}|
=
∑
0≤k−i≤n
an,i
(e) Let x1, . . . , xn−1 be non-negative integers with xi ≤ i. Then the maximum value
for x1 + · · ·+ xn+1 is r(n) and is achieved when xi = i. Thus,
{(x1, . . . , xn−1) ∈ Nn−1 | x1+· · ·+xn+1 ≤ r(n), xi ≤ i} = {(x1, . . . , xn−1) ∈ Nn−1 | xi ≤ i}
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Since in the i-th input of (x1, . . . , xn−1) there are exactly i+1 possible values, we have
that |{(x1, . . . , xn−1) ∈ Nn−1 | xi ≤ i}| = n!. But {(x1, . . . , xn−1) ∈ Nn−1 | xi ≤ i} is the
disjoint union of An,0, An,1, . . . , An,r(n), hence
an,0 + · · ·+ an,r(n) = n!
4. [
n
k + 1
]
q
+ qn−k
[
n
k
]
q
=
[n!]q
[(k + 1)!]q · [(n − k − 1)!]q + q
n−k [n!]q
[k!]q · [(n − k)!]q
=
[n!]q
[k!]q · [(n− k − 1)!]q
[
1
[k + 1]q
+
qn−k
[n− k]q
]
=
[n!]q
[(k + 1)!]q · [(n − k)!]q
[
[n− k]q + qn−k[k + 1]q
]
=
[n!]q
[(k + 1)!]q · [(n − k)!]q [[n− k + k + 1]q]
=
[n!]q
[(k + 1)!]q · [(n − k)!]q [n+ 1]q
=
[(n + 1)!]q
[(k + 1)!]q · [(n − k)!]q =
[
n+ 1
k + 1
]
q

Bellow we will introduce a combinatorial tool which will be too important in the next
chapters, especially in the develop of the N differential for q-forms.
Definition 4.1.3. Given n ∈ N, let us write n̂ = {1, 2, . . . , n}. For any two subsets I, J
contained in n̂ the transposing counter Φ(I, J) is given by
Φ(I, J) = |{(i, j) ∈ I × J | j < i}|
Φ(I, J) is the number of elements of I × J lying bellow the main diagonal. Alternatively,
if we consider I, J as ordered sets, then Φ(I, J) is the number of transpositions required
in order to write I ∪ J as an ordered set.
Lemma 4.1.4. The following properties are verified.
a. Φ(I, J) + Φ(J, I) + |I ∩ J | = |I| · |J |.
b. Φ is additive: if I, J,K are disjoint subsets of n̂, then Φ(I, J ∪K) = Φ(I, J) + Φ(I,K)
and Φ(I ∪K,J) = Φ(I, J) + Φ(K,J).
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c.
∑
|I| = k
qΦ(I, n̂ − I) =
[
n
k
]
q
.
[Proof] The first property is easy inasmuch as Φ(J, I) is just the number of elements of
I × J lying above the main diagonal. The second property follows immediately since I × J
can be regarded as the disjoint union
⊔
a∈I
{(a, j) | j < a}. For property (c) we notice first
that the case n = k is trivial, for then I = n̂ and qΦ(n̂,n̂−n̂) = 1 =
[
n
n
]
q
. For n = 2 we have
that ∑
|I| = 1
qΦ(I, n̂ − I) = qΦ({1},{2}) + qΦ({2},{1}) = 1 + q = [2]q =
[
2
1
]
q
Now, let us suppose that the result holds for n ≥ 2 and check it for n + 1. If I ⊆ n̂+ 1, it
may happen that {n+ 1} belongs to I or not; in the first case I = J ∪ {n+ 1} where J ⊆ n̂,
and in the second case I ⊆ n̂. Thus,∑
|I| = k
qΦ(I, n̂ + 1 − I) =
∑
|I| = k, n + 1 ∈ I
qΦ(I, n̂ + 1 − I) +
∑
|I| = k, I ⊂ n̂
qΦ(I, (n̂ − I) ∪ { n + 1})
=
∑
|J| = k − 1, J ⊂ n̂
qΦ(J ∪ {n + 1}, n̂ + 1− (J ∪ {n + 1})) +
∑
|I| = k, I ⊂ n̂
qΦ(I, n̂ − I)qΦ(I, {n + 1})
=
∑
|J| = k − 1, J ⊂ n̂
qΦ(J ∪ {n + 1}, n̂ − J) +
∑
|I| = k, I ⊂ n̂
qΦ(I, n̂ − I)qΦ(I, {n + 1})
=
∑
|J| = k − 1, J ⊂ n̂
qΦ(J, n̂ − J)qΦ({n + 1}, n̂ − J) +
∑
|I| = k, I ⊂ n̂
qΦ(I, n̂ − I)q0
= qn−(k−1)
[
n
k − 1
]
q
+
[
n
k
]
q
=
[
n+ 1
k
]
q
∀ k < n+ 1.

We finish this chapter with an important fact about the q-numbers as elements in the
extension ring Z[q] when q is a N -root of unity being N a prime number.
LetN be a prime number, and consider the ring Z[q] = {a0 + · · · aN−1qN−1 | ai ∈ Z, ∀ i}.
Since N is prime, the polynomial 1 + x+ · · ·+ xN−1, which is just the cyclotomic polynomi-
al of order N , is irreducible over Q, hence a basis for Z[q] is {1, q, . . . , qN−2}. In addition, the
q-numbers as well as the q-combinatorial numbers, by the previous lemma, are elements of
Z[q]. Furthermore, we will prove that the q-numbers are units in this ring, provided that
N is a prime number.
Lemma 4.1.5. If N is a prime number, the q-numbers, [n]q, are units in Z[q] for each
1 ≤ n ≤ N − 1.
[Proof] Given 1 ≤ n ≤ N − 1 we wish to find an element x ∈ Z[q] such that [n]q · x = 1.
Since N is a prime number, ZN is a field; then, there exists r in ZN which satisfies the
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congruence rn ≡ N − 1 mo´d N . Let us put x = −(q + qn+1 + q2n+1 · · ·+ q(r−1)n+1) and show
that [n]q · x = 1. Indeed,
[n]q · x = −(1 + · · ·+ qn−1)(q + qn+1 + q2n+1 · · · + q(r−1)n+1)
= −(q + · · · + qn) + (qn+1 + · · · + q2n) + · · ·+ (q(r−1)n+1 + · · ·+ q(r−1)n+n)
= −(q + · · · + qN−1) + (qN · · · q2N−1) + · · ·+ (qrn−(N−2) + · · · + qrn)
= −(−1) + (1 + · · · qN−1) + · · ·+ (1 + · · ·+ qN−1) = 1 + 0 + · · ·+ 0 = 1

Example 4.1.6. 1. For N = 7 let us compute the inverse of [4]q. If r = 5, we have that
5 · 4 ≡ 20 mo´d 7. Thus,
[4]q · [4]−1q = −(1 + q + q2 + q3)(q + q5 + q9 + q13 + q17)
= −(q + · · ·+ q6) + (q7 + ·+ q13) + (q14 + · · ·+ q20)
= −(−1) + 0 + 0 = 1
[4]q can be re-written as −q − q5 − q2 − q6 − q3 = 1 + q4.
2. For N = 5 we have that
[1]−1q = [1]q [2]
−1
q = −(q + q3) = 1 + q2 + q4
[3]−1q = −(q + q4 + q7) = 1 + q3 [4]−1q = −q = 1 + q2 + q3 + q4
4.2. q-differential forms on Rn
In this section we define a q−analog of differential forms on Rn and aN−differential
which will give rise to a N−complex called the q−analog de Rham complex on Rn.
Consider the ring extension C∞(Rn)[q] where q is a N−root of unity, being N a prime
number. Since, qN = 1, then
C∞(Rn)[q] = {f0 + f1q, . . . , fN−1qN−1 | fi ∈ C∞(Rn)}.
Notice that C is a subring of C∞(Rn)[q] and so, every complex number, in particular,
every q-number [n]q is a unit in C∞(Rn)[q]. Moreover, if qk = ak + ibk, then each element
p = f0 + f1q, . . . , fN−1qN−1 may be written in the form
(f0 + f1a1, . . . , fN−1aN−1) + i(f1b1, . . . , fN−1bN−1) = g0 + ig1.
Consequently, C∞(Rn)[q] is a free module over C∞(Rn), for if g0+ ig1 = 0 with g0, g1 6= 0,
then
g0 = −ig1
which is impossible inasmuch as g0 belongs to C∞(Rn). Notice that {1, q} is also a basis
for C∞(Rn)[q]: if p = g0 + ig1, then we wish to find f0 and f1 in C∞(Rn) such that
g0 + ig1 = f0 + qf1 = (f0 + f1a1) + ib1f1,
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then
g0 = f0 + f1a1, g1 = b1f1,
but since q /∈ R, b1 6= 0 and hence
f1 =
g1
b1
and f0 = g0 − a0
b1
g1.
Therefore, C∞(Rn)[q] = {f0 + qf1 | f0, f1 ∈ C∞(Rn)}.
Definition 4.2.1. Let U be an open subset of Rn and let x1, . . . , xn be the standard
coordinate functions. The q-Analog de Rham complex on U is the free algebra, qΩ∗(R)
over C∞(Rn)[q], generated by the set X = {dx1, . . . , dxn}, subject to the relation
dxjdxi = qdxidxj i ≤ j.
In other words,
qΩ
∗(R) =
C∞(Rn)[q]{X}
〈dxjdxi − qdxidxj | i ≤ j〉
For convenience the class of an element z, [z], will be denoted by z. Clearly, under this
relation
dxidxj = qN−1dxjdxi for i ≤ j,
and dxidxi = 0. Indeed, dxidxi = qdxidxi implies that dxidxi(1− q) = 0, and since 1− q
is a unit in C∞(Rn)[q], dxidxi = 0. A k-form ω is an element of qΩ∗(R) which is a linear
combination of elements of the form
(f0 + qf1)dx
i1 , . . . , dxik , with 1 ≤ i1 < · · · < ik ≤ n
and the submodule of all k− forms is denoted by qΩk(R). If ω ∈ qΩk(R), then the degree
of ω, deg(ω) is k. We write dxI instead of dxi1 · · · dxik whenever 1 ≤ i1 < · · · < ik ≤ n and
always consider I = {i1, . . . , ik} as an ordered set of n̂.
Proposition 4.2.2. Let I and J be two ordered sets of n̂. If I ∩ J = ∅, then
i. dxIdxJ = qΦ(I,J)dxI∪J .
ii. dxJdxI = qΦ(J,I)+(N−1)Φ(I,J)dxIdxJ .
[Proof] The first equality follows directly from the definition of Φ(I, J). The second,
follows from (i.):
dxIdxJ = qΦ(I,J)dxI∪J , and dxJdxI = qΦ(J,I)dxI∪J
Then,
q−Φ(I,J)dxIdxJ = q−Φ(J,I)dxJdxI
dxIdxJ = qΦ(I,J)−Φ(J,I)dxJdxI = qΦ(I,J)+(N−1)Φ(J,I)dxJdxI

Bellow we define a N−differential for qΩ∗(R)
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Definition 4.2.3. The differential operator d is the C-linear map d :q Ω∗(R) →q Ωk(R)
defined by
i. d(f) = ∂f∂x1 dx
1 + · · · + ∂f∂xndxn for a C∞ function f ∈ C∞(Rn).
ii. d((f0 + qf1)dx
I) = (d(f0) + qd(f1))dx
I
Example 4.2.4. On R3, consider a form ω = fdx+ gdy + hdz.
dω = (q
∂f
∂y
+
∂g
∂x
)dxdy + (q
∂f
∂z
+
∂h
∂x
)dxdz + (q
∂g
∂z
)dydz
Example 4.2.5. On R2, considerer the form ω = (x2y + q(x− y))dx
dω = ((2xydx+ x2dy) + q(dx− dy))dx = x2dydx− qdydx = (qx2 − q2)dxdy
Proposition 4.2.6. Let f be a C∞ function on U . Then
dk(f) = [k!]q
∑
|I|=k
∂kf
∂xI
dxI
[Proof] The proposition holds for k = 1
d(f) =
∂f
∂x1
dx1 + · · ·+ ∂f
∂xn
dxn = [1!]q
∑
|I|=1
∂f
∂xI
dxI .
Now, we proceed by induction on k.
dk(f) = d(dk−1(f))
= d([(k − 1)!]q
∑
|I|=k−1
∂k−1f
∂xI
dxI)
= [(k − 1)!]q
∑
|I|=k−1
d(
∂k−1f
∂xI
)dxI
= [(k − 1)!]q
∑
|I|=k−1
n∑
i=1
∂kf
∂xi∂xI
dxidxI
= [(k − 1)!]q
∑
|I|=k−1
n∑
i=1
qΦ(i,I)
∂kf
∂xi∂xI
dxI∪{i}
= [(k − 1)!]q
∑
J={i}∪I, i/∈I
(1 + q + · · ·+ qk−1)∂
kf
∂xJ
dxJ
= [k!]q
∑
|J |=k
∂kf
∂xJ
dxJ

The previous proposition tell us that dN (f) = 0, furthermore, we have the following
result
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Proposition 4.2.7. The differential operator d is a N -differential for the complex qΩ∗(Rn).
[Proof] Clearly, if ω is a k-form, its differential dω is a (k+1)-form. Now, if ω = fdxI ,
then notice that
dkω = dk(f)dxI .
Thus, dNω = dN (f)dxI = 0, and since each form is a linear combination of this kind of
forms, the result holds for each form in qΩ∗(Rn). 
Definition 4.2.8. The m-amplitude cycles and m-amplitude borders of degree k
are defined as follows
Zm,k(R
n) = {z ∈q Ωk(Rn) | dm(z) = 0}, Bm,k(Rn) = {z ∈q Ωk(Rn) | z = dN−m(w)}
Thus, the m-amplitude cohomology of degree k of Rn is given by
Hm,k(Rn) =
Zm,k(R
n)
Bm,k(Rn)
and the total-amplitude homology of Rn by
H(Rn) = {Hm,k(Rn) | 1 ≤ m ≤ N − 1, k ∈ Z}
Bellow, we compute the cohomology groups of R and R2 for N = 3 (q = −12 + i
√
3
2 ).
Proposition 4.2.9. Let f be a smooth function on Rn such that ∂
2f
∂xj∂xi
= 0 for each i 6= j.
Then
f =
n∑
i=1
fi(x
i), fi(x
i) ∈ C∞(Rn)∞(R), for each 1 ≤ i ≤ n.
[Proof] The result is obvious for n = 2, so let us suppose it for k ≤ n − 1. Let f be
a smooth function on C∞(Rn) such that ∂
2f
∂xj∂xi
= 0 and consider 1 ≤ i0 ≤ n. Then, for
each 1 ≤ j 6= i0 ≤ n, ∂f∂xi0 does not depend on x
j, hence ∂f
∂xi0
= hi0(x
i0) is a function of one
variable xi0. Thus,
f =
∫
hi0(x
i
0)dx
i
0 + g
where g does not depend on xi0. Notice that
∂2g
∂xj∂xk
= 0 for j 6= k, thus g =∑1≤i6=i0≤n gi(xi)
and therefore f =
∫
hi0(x
i
0)dx
i
0 +
∑
1≤i6=i0≤n gi(x
i). 
Proposition 4.2.10. If N = 3, then
H1,0(Rn) = R[q];
H2,0(Rn) = {
n∑
i=1
fi(x
i) + qgi(x
i) | fi, gi ∈ C∞(R)}
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[Proof] Since qΩk(Rn) = 0 for k < 0, there is no m-amplitude borders of degree k.
Thus, we just have to compute kerd. If df = f ′(x)dx = 0, then f(x) is a constant. Now,
let p = f0 + qf1 be a 0-form, then dp = df0 + qdf1 = 0 if and only if df0 = 0 and df1 = 0.
Consequently, dp = 0 if and only if p = a + qb with a, b ∈ R. Thus, H1,0(Rn) = R[q].
H2,0(Rn) = {∑ni=1 fi(xi) + qgi(xi) | fi, gi ∈ C∞(R)} follows from previous proposition.

Example 4.2.11. [The cohomology of R for N = 3 (q = −12 + i
√
3
2 )] The q-analog de
Rham complex in this case is
0 −→ C∞(R2)[q] d−→ qΩ1(R2) d−→ 0 −→ 0
Then, the non-trivial cohomology groups are H1,0(R), H2,0(R), H1,1(R), H1,2(R), Accord-
ing to previous proposition H1,0(R) = R[q] and H2,0(R) = C∞(Rn)[q]. Since, there is no
1-amplitude borders of degree 1, H1,1(R) =q Ω1(R). Finally, every 1-form is a cycle and
(f0 + qf1)dx = d(g0 + qg1) implies that g′0 = f0 and g
′
1 = f1. Thus, every 1-form is a
2-amplitude border and H1,2(R) = 0.
0 0 0 0
0 C∞(Rn)[q] 0 0
0 R[q] qΩ
1(R) 0
 
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