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Abstract
Chapter 1 is a survey paper for economists new to the field of a Monte Carlo sim-
ulation based method: particle filter. Particle filter can be applied to many flexible
state space models such as non-linear, non-Gaussian, stochastic volatility models or
stochastic volatility models with zero lower bound. These models have become in-
creasingly popular in macro-economics and finance. The stochastic volatility model
with zero lower bound is designed for applying zero interest rate policy. The primary
purpose of this paper is to provide particle filter algorithms for these models and make
comparisons of the Kalman filter, extended Kalman filter and particle filter.
In Chapter 2, we estimate a non-linear, non-Gaussian state space model for the short-
term interest rate. The model features a potentially binding zero-lower bound con-
straint and stochastic volatility. We use the model to extract a measure of monetary
policy uncertainty. We find that ignoring the zero-lower bound constraint on nomi-
nal interest rate leads to overestimation of the shadow rate and underestimation of the
monetary policy uncertainty in recent periods. We find that the policy uncertainty is
especially high at the beginning and the end of a quantitative easing episode. We also
find a policy uncertainty shock lowers output growth and raises unemployment and
seems to be a priced risk factor in the stock market.
In Chapter 3, I build a probit model of yields and business cycles. The proposed model
incorporates the interrelation of yields and a latent business cycle factor, which will
be extracted from the joint model. Different to previous literature, this model allows
iii
for interactions of the latent business factor and a portfolio of yields. The parameters
and the latent variable are estimated through likelihood maximization at one step. I
use the fully adapted particle filter to generate the likelihood of the nonlinear model.
I find that the model with the autocorrelated latent variable forecasts better than the
model without autocorrelated latent variable in terms of in-sample and out-of-sample
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Chapter 1
Monte Carlo Study: Compare Particle
Filter to Kalman Filter with Estimating
Examples of Stochastic Volatility Model
1.1 Introduction
The relationships between economic variables are often nonlinear. In financial markets, time
series exhibit non-Gaussian or time-varying volatility behavior. Recently the unconventional mon-
etary policy in a zero interest rate environment arouses our interest in how to construct and solve a
more realistic and flexible model. This paper surveys several state space models: a linear Gaussian
model, a linear non-Gaussian model, and a nonlinear non-Gaussian model referring particularly to
a stochastic volatility model (SV). This paper also constructs a stochastic volatility model with a
zero lower bound (SV-ZLB). The SV-ZLB model would be more realistic for zero interest rate pol-
icy environment. Kalman filter (KF) provides an efficient solution on estimating linear Gaussian
state space models, but it can not solve nonlinear or non-Gaussian models. In this paper, I intro-
duce a Monte Carlo simulation based method: particle filter (PF) to solve non-liner, non-Gaussian
state space models.
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Extended Kalman filter (EKF) is based on KF to solve nonlinear models, but the model must
be differentiable and Gaussian. Alternatively, PF can estimate a non-linear, non-Gaussian model.
For EKF, people use Taylor expansion to linearize measurement equation by taking first order
derivatives with respect to state variables; thus, the model must be differentiable. For particle
filter, people use importance sampling to simulate latent state variables, a procedure, which does
not have limitations on distribution or linearity. I will explain the theory of EKF and PF and further
provide a PF algorithm: continuous sampling importance resampling (SIR) for estimating the SV
model and SV-ZLB model.
First, I compare the estimation result of KF with PF for a linear Gaussian model and a linear
Student’s t model by using simulated data. Then, I compare the estimation result of EKF with PF
for a SV model by using simulated data. In addition, I estimate the SV-ZLB model via PF with
simulated data. The result shows both PF and KF can provide unbiased estimators and latent state
variables for linear Gaussian model. PF has more computation burden than KF. PF is better than
EFK on filtering states for linear non-Gaussian model and estimating transition equation for the
SV model. Meanwhile, PF has no more computation burden than EFK. Finally, PF can provide
accurate estimates and latent states for the SV-ZLB model.
The structure of the present paper is as follows. In section 2, I consider a SV model and construct
a SV-ZLB model. I describe estimation methods in section 3, which includes the procedures of
KF, EKF and PF. I describe continuous SIR algorithm for the SV and SV-ZLB model. In section
4, I compare the estimation results for linear Gaussian model, linear non-Gaussian model and SV
model. Further, I estimate SV-ZLB model by PF with simulated data. The final section concludes.
1.2 Models
State space models are used to assume macroeconomic observations are determined by some
underlying processes of state variables when solving economic problems. State space models
2
contains two parts: measurement equation and transition equation, given by
yt = f (xt ,vt) (1.1)
xt = h(xt−1,ut) (1.2)
The measurement equation (1.1) describes how latent state variable xt drives the movement of
observations yt . Transition equation (1.2) describes how state variables evolve over time. vt and
ut denote observation noise and state noise respectively, which can be assumed in either Gaussian
distribution or non-Gaussian distribution. f and h denote function forms that could be linear or
nonlinear.
In Gaussian term structure models (GATSM), people generally assume homoskedasticity. Va-
sicek model is one of the standard short term interest rate models (Filipovic 2009, P85)
dy = (b+βy)dt +σdw (1.3)
where y represents an observed variable—interest rate. Equation (1.3) is a discrete-time approxi-
mation to a continuous-time Vasicek model given by (Harvey Ruiz and Shephard 1994)
yt = ρ0 +ρ1yt−1 +σut , ut ∼ N(0,1) (1.4)
Instead of assuming homoskedasticity, stochastic volatility (SV) models assume the logarithm of
variance is in a stochastic process , accordingly σ = ext/2 in (1.4)
xt = φxt−1 +wt , wt ∼ N(0,σ2) (1.5)
SV models allow for heteroskedasticity and let state variables determine observations’ volatility.
3
I construct a new model: stochastic volatility model with zero lower bound (SV-ZLB) by com-
bining the SV model and a Tobit model.
yt = max{ρ0 +ρ1yt−1 + ext/2ut ,0}, ut ∼ N(0,1) (1.6)
xt has the same process as (1.5). In (1.6), ρ0 + ρ1yt−1 + ext/2ut represent a shadow rate (Black
1995), which can drop freely below zero. The SV-ZLB model can capture the volatility of shadow
rates when a nominal interest rate is stuck at zero lower bound.
1.3 Methods
1.3.1 Kalman filter and extended Kalman filter
Kalman filter (KF) is a widely used method for estimating linear state space models. KF delivers
the true likelihood, thus can be used to estimate parameters via maximizing likelihood (MLE). KF
algorithm contains predicting steps and updating steps. On predicting steps, the expected value of
state variable is calculated at t given all the information known up to t−1 . In updating steps, by
taking into account Kalman gain, which is the weight put on the new observation (Kalman 1960,
Kalman and Bucy 1961), the expected value of state variables would be updated conditional on in-
formation at t. Through predicting and updating steps recursively, the predicted and updated states
would be obtained for each period time. For linear Gaussian state space models, the log-likelihood
can be calculated with the prediction error and its variance, see (Kim and Nelson 1999). For linear
non-Gaussian state space model, the quasi log-likelihood would be calculated as Gaussian.
Extended Kalman filter (EKF) has been developed for non-linear, non-Gaussian state space
model. For instance, the SV model is a non-linear and non-Gaussian model, thus can not be esti-
mated by KF. As an extension to KF, EKF utilize the Laplace approximation as an asymptotic ap-
proximation to the posterior distribution (Gamerman 1997). Here I follow the notations in (Mayer
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at al. 2003). First p(xt |Yt−1) is approximated by a normal PDF p̃(xt |Yt−1) with mean: b(t) = φ x̂t−1
and variance: γ2t = φ
2ŝ2t−1 +σ
2, where Yt−1 denotes {y1,y2......yt−1}. Then the likelihood (7) can
be approximated by using Laplace approximation (Meyer at al. 2003) as (1.8).
p(yt |Yt−1,θ) ≈
ˆ
p(yt |xt ,θ)p̃(xt |Yt−1,θ)dxt (1.7)
=
√
2πe−ψt(yt ,x̂t ,θ)|D2ψt(yt , x̂t ,θ)|−1/2 (1.8)
where
ψt(yt ,xt ,θ) =−log(p(yt |xt ,θ)p̃(xt |Yt−1,θ)) (1.9)





Where, x̂t = argminxt ψt(yt ,xt ,θ), ŝ
2
t = |D2ψt(yt , x̂t ,θ)|−1, D2ψt(yt , x̂t ,θ) denotes the second-order
derivative of the function ψt(yt ,xt ,θ) with respect to xt . Finally, once the likelihood (1.10) is
obtained, the parameters can be estimated by MLE. In this chapter, I use the EKF to estimate the
parameters for the SV model. Because the latent state variables are integrated out in (1.7), I provide
the state variables by predicted mean b(t).
1.3.2 Particle filter
Alternatively, particle filter (PF) is a simulation-based technique for estimating non-linear, non-
Gaussian state space models, also called Sequential Monte Carlo. First, I describe how to extract
latent state variables through PF by assuming the parameters are fixed and then consider parameter
estimation in the latter paragraphs. Let x0:t denote {x0,x1, ...,xt} and y1:t denote {y1,y2, ...,yt}. For
any function f , the conditional expectation of state variables is given by
E[ f (x0:t)|y1:t ] =
ˆ
f (x0:t)p(x0:t |y1:t ;θ)dx0:t (1.11)
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where the target distribution p(x0:t |y1:t ;θ) is referred to the posterior PDF, which is non-standard
and unknown (Doucet 2001). The principle of Monte Carlo is that latent state variables can be
obtained through simulations. For PF, simulations are completed by drawing particles xit from a
proposal distribution g0:t(x0:t |y1:t ;φ). Let i denote the ith particle.
However, the target cannot be the same as proposal, discrepancy exists between the two dis-
tributions. The discrepancy is measured by an importance weight, which is calculated by taking






The definition of importance weight implies that if one particle is applied with a high proposal
density but actually has a low target density, the particle will be corrected by applied with a small
weight.
E[ f (x0:t)|y1:t ] =
ˆ
f (x0:t)p(x0:t |y1:t ;θ)
g0:t(x0:t |y1:t ;φ)
g0:t(x0:t |y1:t ;φ)dx0:t (1.13)
=
ˆ
f (x0:t)wit g0:t(x0:t |y1:t ;φ)dx0:t (1.14)
By multiplying and dividing the importance distribution in the integral (1.11), the conditional
expectation of latent state variables becomes an integral of all weighted particles in (1.14).
In discrete form, (1.11) is approximated by the weighted summation of particles
















where, ŵit is the normalized weight for particle i. Furthermore, apply Baye’s rule to (1.14)
g0:t(x0:t |y1:t ;φ)≡ gt(xt |x0:t−1,y1:t ;φ)g0:t−1(x0:t−1|y1:t−1;φ) (1.17)
wit ∝
p(yt |xt ;θ)p(xt |xt−1;θ)




Suppose state variables are in Marcov process, the weight results in the product of incremental
weight and previous weight:
wit ∝
p(yt |xt ;θ)p(xt |xt−1;θ)
gt(xt |xt−1,y1:t ;φ)
wit−1 (1.19)
and in (1.17) the incremental importance weight is defined as
w̃it ≡
p(yt |xt ;θ)p(xt |xt−1;θ)
gt(xt |xt−1,y1:t ;φ)
(1.20)
Bootstrap particle filter assumes p(xt |xt−1;θ) = gt(xt |xt−1,y1:t ;φ), then the incremental weight
p(yt |xt ;θ) is referred to the likelihood of observation conditional on the drawn particles. By given
the initial particles {xi0}i=1:N and their weights {wi0}i=1:N , recursively state variables can be ex-
tracted in each time period.
1.3.3 Sampling Importance Resampling (SIR)
Sampling importance resampling (SIR) is a bootstrap PF algorithm. This chapter uses SIR
to estimate state space models. The SIR algorithm is a step-by-step procedure of how to draw
particles and calculate importance weights over time. Rubin (1987, 1988) first proposed the SIR
algorithm.
SIR algorithm: Given the particles xit for i=1,...,N. At time t:
(i) Sample xit from p(xt |xit−1)
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(iii) Resample with replacement: draw k(i)∼MultN({wit}Ni=1)
(iv) Set xit = x
k(i)
t , {xit , 1N}
The SIR algorithm involves drawing particles xit from p(xt |xit−1), resampling xkt (i) from weights wit
and applying new particles with the same weight 1/N. The expected value of state variables would
be the sample average.
Without resampling, equation (1.17) and (1.18) show particles’ weight accumulate over time,
so some particles with big weight would have bigger weight and some particles with small weight
would have smaller weight. All the probability mass eventually would be allocated to one particle
as the number of iterations increases, that phenomenon is called the degenerate problem (Chopin
2004). With resampling, a smaller weight particle will become a smaller numbers of particles and
a bigger weight particle will become a bigger numbers of particles, but all of the particles have the
equalized weight. So, weights no longer accumulate but convert to numbers of particles. Thus, the
SIR algorithm can help to alleviate the degenerate problem from not losing some of the particles.
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Figure 1.1: 2D discontinuous negative log likelihood
Figure 1.2: 2D smoothed negative log likelihood
1.3.3.1 Likelihood function
In this paper, parameters are estimated by assuming the initial value of parameters and searching
maximum likelihood by Newton-Rhapson methods. The likelihood function is given by





















In equation (1.24), the likelihood function is the product of averaged weight. Since, the density
p(xt |xit−1) and p(yt |xit) are assumed in the state space model, by going through step (i) to step
(iv). Then, importance weight will be obtained and estimators can be estimated by maximizing
likelihood in (1.21).
A problem by using MLE is the resampling step causes discontinuities in the estimated likeli-
hood with respect to parameters. Likelihood results in a rough surface, thus to find global max-
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imum is not easy. Figure 1 shows a 2-dimension negative log likelihood. (Malik and Pitt 2011)
provide a continuous resampling procedure to smooth the likelihood. It approximates linear in-
terpolation for Gaussian samples and have a set of uniforms to invert this approximated CDF.
Particles need to be sorted in ascending order before and after resampling step for each time pe-
riod. By following the continuous resampling procedure, a 2-dimension negative log likelihood
will be like Figure 1.2. Then MLE can be applied to estimate parameters. Del Moral (2004) has
demonstrated that the particle filter delivers a consistent and an unbiased estimator for the true
likelihood function. L̂N(θ)
a.s−→ L(θ) as N→ inf and E[L̂N(θ)] = L(θ).
1.4 Examples: Compare KF, EKF to SIR
1.4.1 Linear Gaussian Model
To find the difference in estimation performance of Kalman filter and particle filter, I first con-
sider a linear Gaussian state space model. Let yt denote observation and xt denote the latent state
variable. Both observation noise ut and state noise wt follow a Gaussian distribution with variance
R and Q respectively.
yt = Cxt +ut , ut ∼ N(0,R) (1.25)
xt = Axt−1 +wt , wt ∼ N(0,Q) (1.26)
To investigate the effects of length of data and number of particles on estimation performance. I
simulate two groups of data T = 100 and T = 300. For particle filter, 80 and 150 particles are used
for two groups data respectively. True values of parameter are: A = 0.6, C = 1, Q = 1 and R = 1.
In figure 1.3, I range A from 0.1 to 1 while fixing other parameters at the true values and range
C, Q and R from 0.5 to 1.5 respectively while fixing other parameters at the true values to obtain
the sliced negative log-likelihood by Kalman filter and by particle filter. In each graph, Kalman
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(a) Varying values for parameter A
(b) Varying values for parameter C
(c) Varying values for parameter Q
(d) Varying values for parameter R
Figure 1.3: Sliced negative log likelihood by Kalman filter (blue) and by particle filter (red) using
simulated data. N = 80, T = 100, true value A = 0.6,C = 1,Q = 1,R = 1
filter likelihood is larger than particle filter likelihood, because Kalman filter likelihood is the exact
likelihood and particle filter likelihood is a approximated one for the linear Gaussian state space
model. In the (a) and (b), the distance between approximated likelihood and true likelihood in-
creases when approaching to peak and decreases toward two ends. Comparatively, the likelihoods
for R and Q are much flatter. The maximum likelihood are obtained at almost the same value of
parameters via Kalman filter and particle filter (ie. A = 0.73 and C = 0.98).
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estimation grad ×106 var×103
A 0.7805 -3.81 8.29 -7.79
C 0.8184 3.81 -7.79 22.29
LL -174.83
(a) T = 100
estimation grad ×105 var×103
A 0.5838 -3.05 5.25 -3.13
C 0.9814 -3.81 -3.13 7.64
LL -535.72
(b) T = 300
Table 1.1: Estimation results by Kalman filter for linear Gaussian model by simulated data. T =
100 and T = 300 respectively, true value: A = 0.6,C = 1,Q = 1,R = 1. Fix Q and R at true value.
Table 1.1 shows the estimation results for the linear Gaussian state space model by using Kalman
filter with fixing Q and R at the true value. The variance is obtained by taken inverse of the negative
log-likelihood’s Hessian. The initial values of parameters we set are A0 = 0.5, C0 = 0.9. Table 1a
uses data with length T = 100 and table 1b uses data with length T = 300. In 1a, Â = 0.7805,
Ĉ = 0.8184 and in 1b, Â = 0.5838, Ĉ = 0.9814. The estimate for A in table 1a is 30% higher than
the true value and by in table 1b is 3% lower than the true value. The estimate for C in table 1a is
20% lower than the true value and in table 1b is 2% lower than the true value. The estimates will
be more accurate with longer time series land larger numbers of particles. Kalman filter provide
unbiased estimates for the linear Gaussian state space model when simulated data length is 300.
Table 1.2 shows the estimation results for the linear Gaussian state space model by Particle filter
with fixing Q and R at the true value. Table 1.2a uses data with length T = 100 and 80 particles
and table 2b uses data with length T = 300 and 150 particles. Let the initial values be A0 = 0.5
and C0 = 0.5. While running MLE with continuous SIR, seeds must be fixed. To show whether
setting different seeds would affect estimates, I list the estimates by using 5 seeds and the average
of 5 seeds’ estimates.
Now we look at table 1.2 to examine Particle filter’s estimates by different seed. In table 1.2b,
estimates by 5 seeds are not as variant as in table 1.2a. In table 1.2a, the result varies from the best
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seed1 est grad×102 var×102 seed2 est grad×102 var×102
A 0.7722 9.38 0.12 0.01 A 0.7350 9.46 0.20 0.11
C 0.8496 -1.88 0.01 0.20 C 0.8424 -4.07 0.11 0.33
LL -175.57 LL -175.07
seed3 est grad×102 var×102 seed4 est grad×102 var×102
A 0.7561 4.37 0.05 0.00 A 0.8008 1.35 0.05 0.07
C 0.8485 5.08 0.00 0.09 C 0.8005 -0.12 0.07 0.64
LL -175.34 LL -175.48
seed5 est grad×102 var×102 avg est grad×102 var×102
A 0.8324 2.12 0.04 -0.04 A 0.7793 5.33 0.09 0.03
C 0.7892 0.47 -0.04 0.17 C 0.8260 -0.10 0.03 0.29
LL -175.22 LL -175.34
(a) N = 80,T = 100
seed1 est grad×102 var×102 seed2 est grad×102 var×102
A 0.5641 10.80 0.13 0.18 A 0.5641 1.89 0.28 -0.21
C 0.9972 -2.28 0.18 0.60 C 0.9891 -1.19 -0.21 0.49
LL -536.69 LL -533.95
seed3 est grad×102 var×102 seed4 est grad×102 var×102
A 0.5810 0.85 0.35 -0.32 A 0.5929 0.84 0.08 -0.02
C 0.9884 0.18 -0.32 0.66 C 0.9875 0.42 -0.02 0.20
LL -537.37 LL -536.98
seed5 est grad×102 var×102 avg est grad×102 var×102
A 0.5714 2.30 0.14 -0.08 A 0.5747 3.33 0.20 -0.09
C 0.9712 -0.42 -0.08 0.20 C 0.9867 -0.66 -0.09 0.43
LL -536.45 LL -536.29
(b) N=150,T=300
Table 1.2: Estimation results by particle filter with different seeds for linear Gaussian model. True
value: A = 0.6,C = 1,Q = 1,R = 1. Fix Q and R ate true value.
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one, which is given by seed 2 Â = 0.7350, Ĉ = 0.8424 to the worse one, which is given by seed
5 Â = 0.8324, Ĉ = .7892. In table 1.2b, the best one is from seed 4 Â = 0.5929, Ĉ = 0.9875 and
the average are Â = 0.5747, Ĉ = 0.9867. Neither the worst or the best is too far from the average
when using data length T = 300. Therefore, if the sample time series is long enough, estimates by
different seeds would have little standard deviation and closer to true value.
In table 1.2a, the average estimates are Â = 0.7793, Ĉ = 0.8260. In table 1.2b, the average
estimates are Â = 0.5747, Ĉ = 0.9867. When T = 100, the estimate of A is 29.9% higher than the
true value and the estimate of C is 18% lower than the true value. When T = 300, the estimate
of A is 5% lower than the true value and of C is 2% lower than the true value. For particle filter,
the estimates are more accurate when using longer time series. Particle filter provides accurate
estimates when we using data with length of T = 300.
Then, let us compare particle filter to Kalman filter on estimating the linear gaussian state space
model. For T = 300 case, Particle filter’s average estimates are Â = 0.5747, Ĉ = 0.9867, compared
to Kalman filter’s estimates, which are Â= 0.5838, Ĉ = 0.9814. Figure 4 and 5 are the filtered state
vs. true state by Kalman filter and particle filter for T = 100 and T = 300 respectively. The solid
line is real state from simulated data and the dotted line is filtered state. Based on our experiment,
particle filter’s estimates are as good as Kalman filter. And both Kalman filter and particle filter
can extract latent state variables accurately as the length of time series is long enough.
1.4.2 Linear non-Gaussian model
• To compare the estimation performance of Kalman filter and particle filter for linear non-
Gaussian state space model, I assume observation noise follows Student’s t distribution. V is
the degree of freedom of t distribution and variance is defined as VV−2 .
yt = Cxt +ut , ut ∼ t(V ) (1.27)
xt = Axt−1 +wt , wt ∼ N(0,Q) (1.28)
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(a) T = 100
(b) T = 300
Figure 1.4: Filtered state by Kalman filter for linear Gaussian model. T = 100 and T = 300
respectively, true value: A = 0.6,C = 1,Q = 1,R = 1. Fix Q and R at true value. Solid line is true
state and dashed line is filtered state.
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(a) N = 80,T = 100
(b) N = 150,T = 300
Figure 1.5: Filtered state by particle filter for linear Gaussian model. Use N = 80,T = 100 and
N = 150,T = 300 respectively, true value: A = 0.6,C = 1,Q = 1,R = 1. Fix Q and R at true value.
Solid line is true state and dashed line is particles averaged filtered state.
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estimation grad×106 var×102
A 0.6807 -7.63 1.04 -1.21
C 0.9814 0.00 -1.21 3.34
−LL 429.56
Table 1.3: Estimation results by quasi likelihood of Kalman filter for linear student’s t model.
T = 200, true value: A= 0.6,C = 1,Q= 1,R= 3(variance of t distribution when degree of freedom
is 3). Fix Q an dR at true value.
seed1 est grad×102 var×102 seed2 est grad×102 var×102
A 0.6372 -0.25 0.11 0.13 A 0.6552 -4.26 0.09 -0.05
C 1.0718 0.17 0.13 0.88 C 1.0614 4.54 -0.05 0.11
−LL 424.00 −LL 533.95
seed3 est grad×102 var×102 seed4 est grad×102 var×102
A 0.6016 2.07 0.59 -0.48 A 0.6489 24.51 0.04 -0.02
C 1.2204 1.01 -0.48 0.55 C 1.1550 2.79 -0.02 0.18
−LL 421.3615 −LL 425.0776
seed5 est grad×102 var×102 avg est grad×102 var×102
A 0.5926 0.70 0.09 0.01 A 0.6271 4.55 0.18 -0.08
C 1.1749 0.34 0.01 0.12 C 1.1367 1.77 -0.08 0.37
−LL 421.13 −LL 445.10
Table 1.4: Estimation results by particle filter for linear student’s t model. T = 200, true value:A =
0.6,C = 1,Q = 1,V = 3 (degree of freedom is 3). Fix Q and R at true value.
The simulated data has T = 200, true value A = 0.6,C = 1,Q = 1,V = 3. Although Kalman
filter can not provide true likelihood for non-Gaussian model, I use quasi likelihood by treating
observation noise as a Gaussian model with variance 3.
Table 1.3 and table 1.4 show estimation result of Kalman filter and particle filter with 5 different
seeds. Kalman filter estimators are Â = 0.6807, Ĉ = 0.9917. Particle filter averaged estimators
by 5 seeds are Â = 0.6, Ĉ = 1.1367. For A, Kalman filter estimate is 13.45% higher than the true
value and particle filter estimate is 4.5% higher than true value. For C, Kalman filter estimate is
0.83% lower than the true value and particle filter estimate is 13.7% higher than the true value. By
all seeds except for seed 2, particle filter provides a higher log likelihood than Kalman filter.
Figure 1.6 and figure 1.7 present the Kalman filtered state and particle filtered state with true
state respectively. The solid lines are true value and the dotted lines are model estimated state.
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Figure 1.6: Filtered state by Kalman filter for linear studen’s t model. T = 200, true value: A =
0.6,C = 1,Q = 1,R = 3. Fix Q and R at true value. Solid line is true state and dashed line is
Kalman filtered state.
Figure 1.7: Filtered state by particle filter for linear studen’s t model. N = 100,T = 200, true value:
A = 0.6,C = 1,Q = 1,V = 3. Fix Q and V at true value. Solid line is true state and dashed line is








Table 1.5: Extended Kalman filter bootstrap with 200 replicates for stochastic volatility model.







Table 1.6: Particle filter bootstrap with 200 replicates for stochastic volatility model. N = 100,T =
200, true value: ρ0 = 0,ρ1 = 0.9,φ = 0.9,σ2 = 1.
Both Kalman filtered state and particle filtered state are close to the true state except for t = 60
where Kalman filtered state is around three times lower than the true state.
1.4.3 Stochastic volatility model
Stochastic volatility state space model is as equation (4) (5). Here I rewrite the model:
yt = ρ0 +ρ1yt−1 + ext/2ut , ut ∼ N(0,1) (1.29)
xt = φxt−1 +wt , wt ∼ N(0,σ2) (1.30)
Table 1.5 and table 1.6 are SV model estimated results by EKF and PF respectively with 200
replications of simulated data by changing noise. The length of each simulated data is 200. The
true values of parameters for simulated data are: ρ0 = 0, ρ1 = 0.9, φ = 0.9 and σ2 = 1.
In table 1.5, the mean of φ̂ estimated by EKF is 0.6929 and standard error is 0.1345. In table




Figure 1.8: Histogram of estimates for ρ0,ρ1,φ ,σ2 by 200 bootstrapping of extended Kalman filter
for stochastic volatility model. T = 200, true valueρ0 = 0,ρ1 = 0.9,φ = 0.9,σ2 = 1.
23% lower than the true value and PF esimator is 1.4% lower than the true value. Therefore, when
estimating the SV model, PF has a more accurate estimator for volatility process than EKF. And
PF estimated log likelihood is larger than EKF log likelihood by 50. The histogram of estimated
parameters by EKF and PF are figure 8 and figure 9 respectively. Compared 8(c) to 9(c), φ ’s
histogram of PF are more look like a normal distribution, but of EKF has many numbers allocate
on the right end. Figure 10 shows estimated state of EKF and PF vs. true state by using the mean
of estimates in table 5 and 6 respectively. The two filtered states do not have much differences and
both are close to true state.
1.4.4 Stochastic volatility model with zero lower bound
Stochastic volatility model with zero lower bound is as equation (1.5) (1.6), here I rewrite the
model
yt = max{ρ0 +ρ1yt−1 + ext/2ut ,0}, ut ∼ N(0,1) (1.31)




Figure 1.9: Histogram of estimates for ρ0,ρ1,φ ,σ2 by 200 bootstrapping of particle filter for
stochastic volatility model. N = 100,T = 200, true valueρ0 = 0,ρ1 = 0.9,φ = 0.9,σ2 = 1.
Figure 1.10: Extend Kalman filtered state, particle filtered state vs. true state for stochastic volatil-
ity model.
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est grad var ×104
ρ0 0.0539 0.5805 1.97 0.01 0.34 1.35
ρ1 0.9570 -1.3116 0.01 0.08 0.01 0.13
φ 0.9180 -0.6629 0.34 0.01 0.63 -0.30
σ2 0.9636 -0.0995 1.35 0.13 -0.20 7.97
−LL 297.47
Table 1.7: Estimation results by particle filter for stochastic volatility model with zero lower bound.
N = 100,T = 200, true value: ρ0 = 0,ρ1 = 0.96,φ = 0.9,σ2 = 1.
Figure 1.11: Particle filtered state vs. true state for stochastic volatility model with zero lower
bound.
Because SV-ZLB model is nonlinear and non-differentiable, EKF can not estimate a non-differntiable
model. I only estimate the SV-ZLB model by PF with a T = 200 simulated data. To mimic the
shape of interest rates in reality, we set the true values of the parameters in the SV-ZLB model are
ρ0 = 0, ρ1 = 0.96, φ = 0.9 and σ2 = 1.
Table 1.7 represents the estimation result for the SV-ZLB model via PF. Figure 1.11 illustrates
the particle filtered states by fixing the parameters at the value of estimators in table 1.7. ρ̂0 is
0.0539, which is 5% higher than the true value. ρ̂1 is 0.9570, which is 0.3% higher than the true
value. φ̂ is 0.9180, which is 2% higher than the true value and σ̂ is 0.9636, which is 4% lower
than the true value. PF estimators for SV-ZLB are unbiased and PF filtered state is close to the true
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state showed by figure 1.11.
1.5 Conclusion
In this chapter, I make a Monte Carlo study to compare three different simulation based algo-
rithm: Kalman filter, Extended Kalman filter and particle filter. The comparison is via estimating
linear Gaussian, non-linear, non-Gaussian, Stochastic Volatility model and Stochastic Volatility
model with ZLB. I examine the accuracy of estimated parameter, level of likelihood and bootstrap-
ping variance. I also examine the effect of using different length of data and different number of
particles. I found PF is as good as KF when estimating the linear Gaussian model and provide bet-
ter filtered state than KF for the linear non-Gaussian model. For the SV model, PF provides more
accurate estimates for the transition equation than EKF. Finally, PF estimators for the SV-ZLB
model are unbiased and filtered state fits true state well.
23
Chapter 2
On Monetary Policy Uncertainty at the
Zero Lower Bound
2.1 Introduction
U.S nominal interest rates have been stuck at zero since 2008. Conventional Gaussian term
structure models (GATSM) do not constrain interest rate to be non-negative because that is not
necessary while interest rate is far above zero. However, lately in zero interest rate environment,
if interest rate models do not assume interest rate to be non-negative but the data are constrained
by the zero lower bound, then the models can not validly represent interest rate and its dynamics.
Correspondingly, many research of zero interest rates arose. Black (1995) first introduces the
concept of shadow rate, which can be a negative value as interest rate is at zero. After that Kim
and Singletion (2012), Kripperner (2012), Ichiue and Ueno (2013) and Christensen and Rudebusch
(2013) all construct GATSM with a zero lower bound (GATSM-ZLB). GATSM-ZLB corrects the
possible negative interest rate in GATSM by introducing shadow rates. Our model follows their
way to constrain interest rates to be non-negative. When nominal interest rate is at zero, it has no
longer movement. The advantage of including shadow rate in model is we can study on shadow
rates’ movements instead of interest rates’ movements.
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However, GATSM-ZLB does not allow for time-varying volatility (heteroskedasticity). Before
2008, nominal interest rates were the main monetary instrument and interest rates’ volatility mea-
sures the stance of monetary policy. Monetary policy is determined by underlying macro-economic
factors and so is volatility. When interest rate stuck at zero, it seems less volatile. Due to underlying
macro-economic factors are even more volatile after 2008 financial crisis, volatility are expected
to be higher. But previous work either assumes constant volatility or square-root precess, which
implies low interest rate must have low volatility. Thus, interest rates models should involve a
time-varying volatility which rely on the underlying macro-economic factors. Then the models
would be more consistent with the reality that when interest rate is low, volatility is not necessary
to be low.
We are the first to construct a stochastic volatility state space model with a zero lower bound
(SV-ZLB) to meet the needs of both non-negative interest rate and time-varying volatility. The
SV-ZLB model is based on the conventional stochastic volatility (SV) model and constrains the
measurement equation to non-negative. SV models have volatility as an unobserved state variable,
where the log of the squared residuals is a first-order autoregression (Harvey at al. 1994). The
SV model guarantees interest rate volatility is time-varying by letting the volatility depends on the
state variable, not the interest rate level itself. We contribute to construct an interest rate model
consistent with the fact that low interest rate do not necessarily have low volatility. Meanwhile, the
model has no possibility of negative interest rate.
The difficulty of estimating the SV-ZLB model is that the model is a non-linear and non-
Gaussian state space model. The conventional method to solve linear state space model is Kalman
filter (KF). Extended Kalman filter (EKF) is based on KF to deal with non-linear models, but the
model must be differentiable. Alternatively, another simulation-based method particle filter (PF),
which can estimated non-linear, non-differentiable and non-Gaussian models. For EKF, people use
Taylor expantion to linearize measurement equation by taking first order derivative with respect to
state vairable; thus, the model must be differentiable. For particle filter, people use importance
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sampling to simulate latent state variables, that procedure does not have limitation on model’s
form. We use one of PF algorithms: continuous Sampling Importance with Resampling (SIR)
to estimate parameters via Maximizing log-likelihood. Then, we fix the estimated parameters to
filter latent state variables. But, one shortcoming of implementing MLE within continuous SIR is
computational burden.
We provide a measure of monetary policy uncertainty in the presence of zero interest rate. That
measure comes form our SV-ZLB model estimated latent state variable, which is the volatility
of shadow rate. We show decreased model estimated shadow rates coincide with the periods of
"Quantitative Easing" policy. Moreover, we compare the SV-ZLB model to SV model and find
without zero lower bound, volatility will be underestimated for the periods of zero interest rates.
Finally, we find our monetary policy uncertainty index can be applied to asset pricing. It has some
predict power on future stock returns and as a risk factor, it is priced in financial market.
The structure of the present paper is as follows. In section 2, we construct a SV-ZLB interest rate
state space model. We explain estimation methods in section 3, in which we provide a continuous
SIR algorithm for the SV-ZLB model. We also show the estimation results with comparison of
SV-ZLB and SV estimated shadow rates and volatilities. In section 4, we apply our monetary
uncertainty index to financial asset pricing. Section 5 is conclusion.
2.2 Model
2.2.1 Shadow Rate Model
We assume an short term interest rate model with a zero lower bound. Interest rates can not
be negative because people can choose to hold currency, which has zero interest instead of bonds.
Black(1995) first introduces a shadow rate model:
rt = max{st ,0} (2.1)
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We follow his way to describe shadow rate st is the same as nominal short term interest rate as
interest rate is positive, otherwise the shadow rate stay below zero. Conventional term structure
models do not constrain interest rate to be nonnegative, because as interest rates are far above zero,
model estimated results would not be affected. But, since 2008 U.S short term interest rates have
been stuck at zero, we must consider an interest rate model with a zero lower bound.
2.2.2 Stochastic Volatility
Conventionally, Federal Reserve affects money market by adjusting interest rate, so interest
rates can describe the stance of monetary policy. Meanwhile, the volatility of interest rates can
represent monetary uncertainty. However, interest rates already achieve the zero lower bound and
zero interest rates have no longer movement. Instead, the Federal Reserve now affects market
through increasing money supply. Therefore, zero interest rates can not describe monetary policy
stance and the volatility of zero interest rates can not represent monetary uncertainty.
As interest rates lost its function as monetary instrument, we propose to measure monetary
policy uncertainty by the volatility of shadow rates. We assume interest rates follow a stochastic
volatility process, thus our model allows for time-varying volatility (heteroskedasticity).
st = βt + ext/2ut , ut ∼ N(0,1) (2.2)
xt = φ0 +φ1xt−1 +wt , wt ∼ N(0,σ2) (2.3)
where xt is a latent state variable and it follows a AR(1) process. st is a partially observed variable
and has a noise ut , which is assumed in a standard Gaussian distribution. Equation (3) is the tran-
sition equation in a state space model and wt is a state noise, which also is in Gaussian. Therefore,
the state variable xt determines shadow rates’ volatility and xt evolves over time.
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2.2.3 Observed Variables
Similar to the Taylor rule, our model try to stipulate how much the Central Bank should charge
the nominal interest rate in response to macroeconomic factors. The macroeconomic factors we
employ are unemployment rate and inflation rate.
βt = β0 +β1in ft +β2unemt +β3D∗ in ft +β4D∗unemt (2.4)
where, in ft is the inflation rate, unemt is the unemployment rate. To observe the Central bank’s
different responses to macroeconomic factors before and after 2008 financial crisis, we let D denote
a dummy variable with zeros before year 2008 and ones otherwise.
Besides nominal interest rate, inflation rate and unemployment rate, we also include an economic
policy uncertainty index as one observed variable in the model. We assume the volatility xt affects
the economic policy uncertainty index vt as
vt = α0 +α1vt−1 +α2xt + et , et ∼ N(0,γ2) (2.5)
Baker, Bloom and Davis (2011) build the index from components like the frequency of references
to economic uncertainty and policy in newspapers, the number of federal tax code provisions and
extent of disagreement among economic forecasters. So, the economic policy uncertainty index is
wide and xt particularly referring to the monetary policy uncertainty.
2.2.4 Model Comparison
2.2.4.1 A stochastic volatility model with zero lower bound vs. without zero lower bound
Equation (2.1)-(2.5) together is a stochastic volatility state space model with zero lower bound
(SV-ZLB). It describes the policy rule of interest rate as which is being at zero lower bound. A
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Figure 2.1: 3-month Treasury Bill Rate
Figure 2.2: Inflation: Year over year growth rate of CPI. Monetary growth: Year over year growth
rate of monetary base. Unemployment rate: Percentage of unemployment rate. Economic policy
uncertainty: Economic policy uncertainty index from Baker, Bloom and Davis (2001).
conventional stochastic volatility model (SV) has
rt = βt + ext/2ut , ut ∼ N(0,1) (2.6)
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instead of equation (2.2). We will compare the estimation result of the SV-ZLB model and the SV
model to investigate the consequence of ignoring zero lower bound in zero interest rate environ-
ment.
2.2.4.2 A stochastic volatility model with money supply vs. without money supply
Figure (2.1) and (2.2) shows monetary base growth rate increases dramatically when interest
rate is down to zero. As interest rate is at zero and the Federal Reserve started to use money supply
as the main instrument, the monetary policy stance can be reflected by the volatility of money
supply. To allow that circumstances, we extend the interest model with money supply shown as
the following equations.
rt = max{st ,0}
st = β0 +β1in ft +β2unemt +β3D∗ in ft +β4D∗unemt + ext/2wt wt ∼ N(0,1)
Vt = α0 +α1Vt−1 +α2xt + et et ∼ N(0,λ 2)
Mt = γ0 + γ1in ft + γ2unemt + γ3ipt + γ4T Din ft + γ5T Dunemt + γ6T Dipt
+γ7ext/2wt +ηt ηt ∼ N(0,ε2)
xt = φ0 +φ1xt−1 +ut ut ∼ N(0,σ2)
Mt represents monetary base growth rate. Both shadow rate and money supply are in response
to the same macro factors. And the money policy uncertainty is extracted jointly from nominal




2.3.1.1 Filtering latent state variables
Equation (2.1)-(2.5) is the SV-ZLB model we want to estimate. The SV-ZLB model is non-
linear, non-differentiable and non-Gaussian, so we implement particle filter to the model. Particle
filter is a Monte Carlo simulation-based method for filtering latent state variables by recursively
drawing N particles to approximate states variables at each of the time t (see Doucet, Freitas and
Gordon 2001). Since, the posterior density p(x0:t |y1:t) is unknown where yt denotes all observa-
tions at t, thus which is called target distribution, particles are drawn from a proposal distribution
g0:t(x0:t |y1:t ;φ) to mimic target distribution, where φ denotes all the parameters in the model. To
correct the discrepancy between target distribution and proposal distribution, we resample particles
from their weights wt .
The particle filter algorithm we use in this paper is sampling importance resampling (SIR). The
detailed SIR procedure for the SV-ZLB model is in Appendix. For SIR algorithm, at time t with
given observations and particles at t − 1, the proposal distribution is p(xt |xt−1), from which we
draw particles xit . SIR algorithm assumes p(xt |xt−1) = gt(xt |xt−1,r1:t ;φ) and by applying Baye’s
rule, the weight of particle xit is equal to w
i
t−1 multiplied by an incremental weight w̃
i
t = p(yt |xt ;φ).
So, both proposal distribution and incremental weight are assumed in the state space model. Fi-
nally, after resampling particles from their weights, each particle has the same weight 1/N.
Degenerate problem If without resampling step, calculating particle’s weight shows particles
accumulate weights over time, so some particles with big weight would grow bigger and some
particles with small weight would grow smaller. All the probability mass eventually would be
allocated to one particle as the number of iterations increases, that phenomenon is called the de-
generate problem (Chopin 2004). With the resampling step, a smaller weight particle will become
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a smaller numbers of particles and a bigger weight particle will become a bigger numbers of par-
ticles, but all of the particles have the equalized weight. So, weights no longer accumulate but
convert to numbers of particles. Thus, the SIR algorithm can help to alleviate the degenerate prob-
lem from not losing some of the particles.
2.3.1.2 Estimating parameters
We estimate parameters by maximizing log-likelihood (MLE). SIR recursive steps provides log-
likelihood at each time t as the mean of weights before resampling. We approximate the continuous
log-likelihood by a discrete distribution of particles. Intuitively, observations’ likelihood is that
conditional on the particle we drew how likely we see the observations. However, the problem
of using MLE is that SIR resampling step causes discontinuities in log-likelihood with respect to
parameter. Malik and Pitt (2011) provide a continuous resampling procedure to smooth the log-
likelihood. We followed their way of smoothing for using MLE to estimate parameters. Once,
we obtain estimated parameters, then fixed parameters and run SIR algorithm again to filter latent
state variables.
2.3.2 Data and estimation result
We focus on the monthly data of U.S 3-month Treasury Bill rate from January, 1997 through
October, 2013. Inflation rate is calculated by taking yearly percentage change of monthly CPI
index. Along with unemployment rate, all data are downloaded from the web site of Federal
Reserve Bank of St. Louis. We have a total of T = 202 observations.
Table 2.1 shows parameter estimates for the SV-ZLB model by using 509 times of continuous
SIR. Seeds of drawing random variables are changed for each time of running SIR. Estimators in
table 2.1 are the mean of 509 estimates for equation (2.1)-(2.5). Standard error is taking standard
deviation of 509 parameter estimates divided by
√
509. Figure 2.3 shows 95% confidence interval
of estimated state variable xt . Series of estimated state variable xt are obtained by running SIR
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SV-ZLB SV
mean std deviation mean std deviation
β0 13.3237 0.1350 12.7299 0.1653
β1 (πt) 0.1580 0.0320 0.2843 0.0653
β2 (Ut) -2.0629 0.0233 -1.9706 0.0255
β3 (Dπt) -1.9243 0.0562 -0.8940 0.1225
β4 (DUt) 0.5533 0.0115 0.6487 0.0171
φ0 0.0283 0.0253 0.1669 0.0713
φ1 (xt−1) 0.9779 0.0199 0.9268 0.0179
σ 0.5569 0.0748 0.6144 0.0538
α0 19.1149 0.6063 19.5525 6.2638
α1 (Vt−1) 0.8645 0.0939 1.5419 0.3034
α2 (xt) 1.9116 0.5432 1.7333 0.5809
λ 17.0755 0.4117 17.1450 2.0249
LL -192.44 1.0452 -227.70 1.45
Table 2.1: Estimation result of the SV-ZLB model and SV model without money supply by running
509 times of continuous SIR. Monthly data are from Jan,1997 to Oct,2013. Number of particles
is 100.
Figure 2.3: 95% confidence interval of estimated state variable xt by running 509 times of contin-














Figure 2.4: SV-ZLB model estimated shadow rate vs. 3-month Treasury Bill rate. The blue line is
nominal interest rate and the red line is estimated shadow rate for SV-ZLB model.
with fixing parameters on the parameter estimates.
Table 2.1 indicates shadow rate relate positively to inflation rate and negatively to unemployment
rate before year 2008 and the estimates are 0.16 and -2.06 respectively. After 2008, the estimated
parameter of inflation rate is -1.76 and the estimated parameter of unemployment rate is -1.5. As
inflation or unemployment rate increases, nominal interest rate are reduced after 2008 financial
crisis. The effect of inflation is magnified and changed to negative sign could due to endogeneity.
After 2008, to boost economy, central bank increases money supply, consequently shadow rate
decreases and price level increases.
Figure 2.4 depicts the SV-ZLB model implied shadow rate vs. 3-month Treasury Bill rate.
The shaded areas in figure 4 represent the first, second and third "Quantitative Easing" policy
period. SV-ZLB implied shadow rate first time began to drop substantially in November 2008
following FOMC’s announcement of "QE1". The shadow rate continuously decline in January
2011 corresponding with "QE2". Another dropping of the shadow rate occurs in second half
of 2013 when was half year after the announcement of "QE3". So, the SV-ZLB model implied














Figure 2.5: SV-ZLB model estimated volatility xt vs. 3-month Treasury Bill rate. The red line is













Figure 2.6: Shadow rate for model SV-ZLB vs. interest rate for model SV. The green line is
nominal interest rate, blue line is estimated interest rate for SV model and red line is estimated
















Figure 2.7: Volatility for model SV-ZLB vs. volatility for model SV. The red line is estimated
volatility of shadow rate for SV-ZLB model and the blue line is estimated volatility of interest rate
for SV model.
in shadow rate. The shadow rate could be a potential indicator for unconventional monetary policy
instead of nominal interest rate as it is at zero lower bound.
2.3.2.1 Monetary policy uncertainty
While nominal interest rate is far above zero lower bound, the volatility of interest rate can
be used as an indicator of monetary policy uncertainty, because nominal interest rate was the
main conventional monetary instrument. For unconventional monetary policy after 2008, nominal
interest rate is no longer volatile as it is stuck at zero lower bound, thus we need an new indicator
of monetary policy uncertainty. We propose that the volatility of shadow rate in the SV-ZLB
model can be served as an new monetary uncertainty index. Figure 2.5 shows the SV-ZLB model
estimated latent state variable xt , which also is the volatility of shadow rate. The advantage of
using shadow rate’s volatility as monetary policy uncertainty index particularly for unconventional
monetary policy is that the movements of shadow rate are not constrained by zero lower bound.
In figure 2.5, the first interesting point is that when nominal interest rate dropped to zero, the
volatility did not fall but arose. Unlike what square-root Gaussian term structure models assume is
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that as nominal interest rate is low, the volatility is low, the fact is in opposite. In 2007, xt is around
0, while nominal interest rate is 5%. At the end of 2008, xt is around 2, while nominal interest
rate is around 0%. So, conventional Gaussian term structure models can not solve the problem
that as zero lower bound is binding nominal interest rate, monetary policy maker should be more
uncertain than usual. For this point, the SV-ZLB model does not constrain positive relationship
between the level and the volatility of interest rate.
The second interesting point in figure 2.5 is the peaks of volatility coincide with the beginnings
and ends of "QE" policies. The volatility is relatively low in the middle of "QE" policy period.
At the beginning and end of "QE1", the volatility is around 2 and in the middle, the volatility is
around -2. For "QE2", the volatility is around 2 at the beginning, 1 in the middle and 1.7 at the end.
That may because monetary policy maker are uncertain about what to do next and when to start or
end the policy. As new policy be implemented, policy maker should become less uncertain.
2.3.2.2 Comparison of model SV-ZLB with SV
One question about using the SV-ZLB model to filter monetary policy uncertainty is why can
not we ignore the zero lower bound and use the SV model directly. What is the consequence of
ignoring zero lower bound for unconventional monetary policy as interest rate is stuck at zero?
Theoretically, as Black (1995) introduced because people can choose currency instead of a bond
with negative interest rate, interest rate always stay above zero. But conventional Gaussian terms
structure models let negative interest rate be possible. Then, our question is empirically what is the
difference in estimation result when adding zero lower bound in the model and without.
If we ignore zero lower bound and estimate the SV model, the estimated interest rate does not
match with nominal interest rate. Figure 2.6 shows the nominal interest rate, estimated shadow rate
for the SV-ZLB model and estimated nominal interest rate for the SV model. Due to the macro-
economic variables are still moving when interest rate is stuck at zero, the estimated interest rate
for the SV model is volatile and become -1% in the second half of 2009 and soar hight to 3% in
37
Figure 2.8: SV-ZLB model with money 95 and 5 percentile of Monetary Policy Uncertainty esti-
mated by using 500 bootstrapping estimators.
October 2013. So, the estimated interest rate for the SV model can not fit well with real data after
2008. Comparatively, the SV-ZLB model allows for negative shadow rate and does not constrain
shadow rate to move with macro-economic variables.
Moreover, if without zero lower bound, the volatility would be underestimated. Figure 2.7 shows
the difference in estimated volatility for the SV-ZLB model and for the SV model. Before 2008,
the two volatilities are very close to each other. The biggest difference comes during "QE2" period
when SV-ZLB volatility is around 1.5 and the SV volatility is around -3. Without zero lower bound,
in the SV model, xt is the interest rate’s volatility, due to that interest rate is less volatile at zero,
the estimated volatility is lower than the estimated volatility of shadow rate for the SV-ZLB model.




Mean Std Error Mean Std Error
β0 15.08 0.0403 14.05 0.0362
β1 -0.03 0.0105 0.00 0.0088
β2 -2.34 0.0098 -2.17 0.0078
β3 -2.70 0.0251 -0.02 0.0174
β4 0.39 0.0075 0.59 0.0062
φ0 0.09 0.0106 0.07 0.0198
φ1 0.89 0.0400 0.78 0.0098
σ 1.33 0.0201 1.71 0.0261
α0 20.16 0.0892 20.27 0.1126
α1 0.80 0.0010 0.82 0.0011
α2 0.08 0.0281 0.04 0.0297
λ 18.88 0.0386 19.19 0.0425
γ0 6.35 0.0894 6.54 0.1325
γ1 -1.53 0.0283 -1.61 0.0384
γ2 0.68 0.0245 0.68 0.0299
γ3 -0.13 0.0050 -0.11 0.0052
γ4 4.30 0.0470 6.26 0.0704
γ5 1.45 0.0207 0.71 0.0263
γ6 -2.93 0.0163 -3.45 0.0112
γ7 2.99 0.0039 4.38 0.0033
ε -0.05 0.0070 -0.008 0.0026
LL -1975 10.6 -2186 12.26
Table 2.2: Estimation result of the SV-ZLB model and SV model with money supply by running
522 times bootstrapping with random error terms of xt , Mt and Vt . Monthly data are from Jan, 1997
to Nov, 2015. Number of particles is 100.
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Figure 2.9: The extracted monetary policy uncertainty from the SV-ZLB model with money and
the SV model with money
Figure 2.10: SV-ZLB model with money estimated shadow rate and Three-month Treasury Bill
rate.
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Figure 2.11: Minimum and Maximum of particles filtered by the SV-ZLB model with money using
500 bootstrap estimators.
2.3.2.3 Comparison of model with model without money vs. with money
When the interest rate is at zero, the monetary policy uncertainty is extracted by the SV-ZLB
model based on limited information. Those information are macro factors, historical pattern of
how shadowrate responding to macro factors, and partial observation that shadow rate is negative.
Comparatively, the SV-ZLB model with money has more complete information to extract monetary
policy uncertainty. Counter-cyclically, the monetary growth rate moves dramatically when the
interest rate is at zero. Therefore, when there is no interest rate movements, the SV-ZLB model
with money still can utilize the information of money supply and the historical pattern of how
money supply responding to macro factors. Table 2.2 and Figure 2.8-2.11 present the empirical
result of estimating the SV-ZLB model with money.
Figure 2.8 shows the monetary policy uncertainty implied by the SV-ZLB model with money.
It validates the result of the model without money that the monetary policy uncertainty increases
after 2008. Figure 2.11 indicates the uncertainty with Quantitative Easing periods and purchase
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plan announcement dates. We found that by taking account of money supply, the monetary pol-
icy uncertainty rises before each purchase plan begins and trends down after the purchase plan
announcement dates. The Quantitative Easing periods and purchase plan announcement dates are
listed below.
QE1 (2008Dec-2010Mar)
On November 25, 2008, the Federal Reserve announced that it would purchase up to $600 billion.
On March 18, 2009, the FOMC announced that the program would be expanded by an additional
$750 billion.
QE2 (2010Nov-2011Jun)
On November 3, 2010, the Fed announced that it would purchase $600 billion of longer dated
treasuries, at a rate of $75 billion per month.
QE3 (2012Sep-2014Nov)
On September 13, 2012, the Federal Reserve announced a third round of quantitative easing (QE3).
This new round of quantitative easing provided for an open-ended commitment to purchase $40
billion agency mortgage-backed securities per month until the labor market improves "substan-
tially".
The Federal Open Market Committee voted to expand its quantitative easing program further on
December 12, 2012. This round continued to authorize up to $40 billion worth of agency mortgage-
backed securities per month and added $45 billion worth of longer-term Treasury securities. On
December 18, 2013 the Federal Reserve Open Market Committee announced they would be taper-
ing back on QE3 at a rate of $10 billion at each meeting.
The Federal Reserve ended its monthly asset purchases program (QE3) in October 2014.
2.4 Macro Implications
We consider a four variable VAR with 12 lags with the variable ordered as: industrial production
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Figure 2.12: Impulse response functions from a four variable VAR(12) with Industrial Production
growth rate, Unemployment, Fed Funds rate and Monetary Policy Uncertainty
uncertainty. Impulse responses to one standard deviation shocks are shown in Figure 2.12. The red
bands are 2 standard error intervals. We found that one standard deviation shock to the monetary
uncertainty lowers the industrial production growth by 0.005% in 10 months and then increases
the industrial production growth in 30 months. The uncertainty shock increases the unemployment
by 0.15% at its maximum after 15 months. The uncertainty shock reduces Fed Funds rate by
0.14% in 4 years. On the other hand, an output shock lowers the monetary policy uncertainty. An
unemployment shock increases the monetary policy uncertainty.
2.5 Asset Pricing Implications
We proposed the volatility xt in the SV-ZLB model to be a monetary policy uncertainty index
and showed how the uncertainty coincide with Quantitative Easing policy. But how can we use
the monetary policy uncertainty index? How will it affect asset pricing in financial market? In the
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following we will prove xt has predict power for future stock return and xt is a priced risk factor in
market.
2.5.1 Return forecasting
We run the forecasting regression for future S&P500 stock returns on price dividend ratio and
volatility by using ordinary least square. The regression is ∑kj=1 ρ
j−1rt+ j = a+b(k)pdt + c(k)xt +
εt+k. Let k= 1,3,6,12 respectively and ρ = 0.96. Excess stock return rt is calculated by annualized
monthly return minus risk free return: log((Dt +Pt)/Pt−1) ∗ 12− r ft . Let price dividend ratio be
pdt = log(Pt/Dt). Monthly stock prices and dividends are from Robert J. Shiller’s data base and
data are from Jan, 1998 through Oct, 2013. We run these regressions to see whether xt has predict
power on future stock returns.
Table 22 shows forecasting results for 1, 3, 6 and 12 months ahead stock returns on price div-
idend ratio and volatility. In (b) and (c), xt is significant for 3 months and 6 months ahead future
stock returns. As monetary uncertainty increase by 1, 3 months ahead future return will decrease
by 0.09 and 6 months ahead future return will decrease by 0.12. So, monetary policy uncertainty
is negatively related to future stock returns. R2 is bigger if we include more periods stock returns.
For k = 3, R2 is 0.1257 and for k = 6, R2 is 0.3598.
2.5.2 Beta pricing models
To see whether volatility is a priced risk factor, we run the Fama-MacBeth two stage regres-
sions. At the first stage, we use 5 years rolling window to run 30-industry portfolio on monetary
uncertainty index and on excess market returns respectively: Ri,t −RFt = αxi + βxixt + εxi,t and
Ri,t−RFt = αmi +βmi(Rmt−RFt)+ εmi,t . For the second stage, we use estimated β s to run regres-
sion: Ri−RF = α +λmβ̂mi +λxβ̂xi +η . Monthly 30 industries portfolio, risk free rate and market
return rates are from Kenneth French data library. Data are from Jan, 1998 through Oct, 2013.
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k=1, R2 = 0.0409
Variable Coefficient Std. Error t-stat p-value
constant 2.0413 0.7892 2.5865 0.0105
pdt -0.4534 0.1932 -2.3471 0.0200
xt -0.02035 0.0209 -0.9736 0.3315
(a)
k=3, R2 = 0.1257
Variable Coefficient Std. Error t-stat p-value
constant 6.7495 1.3349 5.0561 0.0000
pdt -1.5312 0.3242 -4.7237 0.0000
xt -0.0865 0.0405 -2.1354 0.0341
(b)
k=6, R2 = 0.2223
Variable Coefficient Std. Error t-stat p-value
constant 13.1709 1.6386 8.0377 0.0000
pdt -2.9882 0.3929 -7.6048 0.0000
xt -0.1198 0.0548 -2.1880 0.0299
(c)
k=12, R2 = 0.3598
Variable Coefficient Std. Error t-stat p-value
constant 22.2094 2.0586 10.7887 0.0000
pdt -4.9863 0.5130 -9.7196 0.0000
xt -0.1091 0.0775 -1.4079 0.1609
(d)




j−1rt+ j = a+b(k)pdt + c(k)xt + εt+k. We use ordinary least square. ρ = 0.96. Annualized
excess stock return is rt = log((Dt +Pt)/Pt−1)∗12− r ft , price dividend ratio is pdt = log(Pt/Dt)
and xt is our monetary uncertainty induex. Stock prices and dividends are from Robert J. Shiller’s
website htt p : //www.econ.yale.edu/ shiller/data.htm.
estimator std error t-stat p-value
ᾱ 0.7523 0.3078 27.5825 0.0000
λ̄m 0.1697 0.4826 4.0063 0.0001
λ̄x -0.1120 0.2621 -4.8637 0.0000
Table 2.4: Beta pricing models. First, we use 5 years rolling window to run 30 industries port-
folio on monetary uncertainty index and on excess market returns respectively: Ri,t − RFt =
αxi+βxixt +εxi,t and Ri,t−RFt = αmi+βmi(Rmt−RFt)+εmi,t . Second, we use estimated β s to run
regression: Ri−RF = α + λmβ̂mi + λxβ̂xi +η . t-statistic is calculated by the correction method
in Shanken(1992). 30 industry portfolio and market returns are from Kenneth French data library
htt p : //mba.tuck.dartmouth.edu/pages/ f aculty/ken. f rench/datalibrary.html
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In first stage, βxi represents the exposure to monetary policy uncertainty for industry i and βmi
represents the exposure to market risk for industry i. Estimated βxi and βmi are two 178 × 30
matrices. βxi is a negative definite matrix and βmi is a positive definite matrix. That means as
monetary policy uncertainty is higher, stock return will be lower and as market excess return is
higher, stock return will be higher.
In second stage, for every t, excess returns are regressed on βmi and βxi over 30 industries. Then,
estimated price of risk will be averaged over time. λ̄m denotes averaged price of market risk and λ̄x
denotes averaged price of monetary policy uncertainty. Table 2.3 shows the result of beta pricing
estimation. In table 2.3, both λ s are significant. t-statistic is calculated by the correction method in
Shanken (1992). The price of market risk is 0.1697 and the price of monetary policy uncertainty is
-0.1120. The negative sign is due to estimated exposure to monetary policy uncertainty is negative,
so as there is more exposure to monetary policy uncertainty, investors demand extra return to
compensate for taking risk. Thus, xt as a risk factor is priced in financial market.
2.6 Conclusion
We introduce a new interest rate state space model: stochastic volatility model with zero lower
bound (SV-ZLB) and provide a particle filter (PF) algorithm: continuous SIR to estimate this kind
non-linear and non-Gaussian state space model. We find when interest rate is around zero, shadow
rate is below zero lower bound and decreasing trend is correspondent with "Quantitative Easing"
policy and the volatility is higher. We also compare SV-ZLB and SV model estimated shadow rate
and volatility and find the volatility would be underestimated if we ignore zero lower bound. We
suggest to use the estimated volatility of shadow rate as a measure of monetary policy uncertainty.
We find it has predict power on 3 and 6 months ahead future stock returns and it is a priced risk
factor of portfolios beside price dividend ratio.
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Chapter 3
Forecasting Business Cycle Using Yield
Curve
3.1 Introduction
The yield curve has become one of the most popular leading indicators of economic activities
due to it’s cyclical properties. The yield curve is usually upward sloping in the expansion and be-
comes flattened or inverted before the recession. On one hand, the yield curve contains investors’
expectation for the economic status. In recessions, long-term rates intend to be high because in-
vestors require higher premium to compensate holding bonds in long term than in short term. And,
investors expect short-term interest rate will go up if they are optimistic about future economy. So,
long-term rates are higher before expansions and lower before recessions. One the other hand, the
short-term rate is the main monetary policy instrument for central bank to adjust economy. Central
banks intend to lower the short-term interest rate to stimulate investment in the recession. There-
fore, the yield curves and the business cycles have parsimonious relations and should be jointly
modeled.
Many literature investigate on the parsimonious relations between yield curves and business
cycles. Some researchers model the dynamics of yields jointly with Macro activities through the
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Finance-Macro term structure models. Some build probit models of recession in terms of yields
curves. Ang, Piazzesi and Wei (2006) construct a VAR of short-term rate, term spread and GDP
growth to forecast future GDP growth and estimate market price of risk separately. Their empirical
results show that high short rates Granger-cause low GDP growth and that the term spread does
not Granger-cause GDP growth. In Stock and Watson (2001), a trivariate model for output growth
include lags of output growth, the term spread, and the candidate indicator. They find even though
the individual forecasts based on asset prices are unstable, the combined asset price forecast of
output growth performs well across the different horizons and countries. Chauvet and Senyuz
(2012) use empirical time series proxies of the level, slope and curvature of yield curve from
which, they extract a latent yield factor and extract a latent macro factor from monthly industrial
production and allow two latent factors to follow a two-state Markov switching processes, which
involves cyclical phases of the bond market and the economy. Chauvet and Potter (2001) forecast
recessions by estimating a probit model of lagged binary business cycle variable and lagged term
spread. All the literature mentioned above try to apply the cyclical properties of yield curve to
macro activity forecast. Only Chauvet and Potter (2001) use binary business cycle data instead of
ad-hoc macro activity data directly with yield curve to forecast business cycle. However, the probit
model in Chauvet and Potter (2001) include the effect of term spread on business cycle but do not
consider the effect of business cycle on term spread. Therefore, the previous literature either don’t
include business cycle data in the term structure models or don’t incorporate interrelation between
macro variable and yield curve.
I extend the probit model in Chauvet and Potter (2001) to account for two forms of improvement.
First, I adopt a yield curve not a term spread to forecast business cycles because previous literature
found that the predictive power of the term spread is not stable over time, especially for forecasting
the recessions after 1980s. Second, I incorporate the interrelation of business cycles and yields into
the model by extracting a latent variable from business cycles and the interrelation of the latent
variable and three selected yields. The interrelation allows the yield curve to behave differently
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according to the economy status and the yield curve to reflect expectation of the future economy.
The latent variable is named as the "business cycle factor". This paper uses observed NBER
business cycles to represent the overall state of the economy. The advantage of using binary data
of business cycles is that it can reduce the dimension of ad-hoc macro variables compared to other
macro-finance models.
Furthermore, this paper shows how to estimate the models using Fully Adapted Particle Filtering
(FAPF) algorithm. The parameters and latent variables are estimated by maximizing the likelihood,
which is generated by FAPF. The likelihood is the product of two parts: the likelihood of observed
business cycle and the likelihood of yields. Simulated particles of latent variable are drawn from
transition equation and updated by measurement equation. Finally, the likelihood is smoothed by
using the method in Malik and Pitt (2011) and maximized by using fmincon function in Matlab.
Particle filtering solves the computational difficulties of estimating nonlinear state space model.
The performance of forecasting business cycles is examined under two specifications: the pro-
posed probit model with autocorrelated business cycle factor and a benchmark model without
autocorrelated business cycle factor. They are labeled as "Model 1" and "Model 2" respectively. In
model 2, the business cycle factor is extracted from observed business cycles and is a portfolio of
lagged yields. The distinctive feature of Model 2 is that the effect of lagged business cycle factor
on yields is precluded. The empirical results for model 1 shows that an increased business factor
by 1 (indicating a higher probability of recession) cause the 3-month rate reduced by 0.106 basis
point. And compared to model 2, model 1 has a better in-sample and out-of-sample forecast for
the probability of recessions and yields.
The paper is organized as follows. Section 2 explains the data and motivation. Section 3 de-
scribes the proposed model with autocorrelated latent business cycle factor and an conditional
independent benchmark model. Section 4 identify the parameter restrictions and explains the like-
lihood maximization estimation through fully adapted particle filter and out-of-sample forecast
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techniques. Section 5 discuss the empirical results for in-sample and out-of-sample estimations of
two models. Section 6 concludes.
3.2 Data and Motivation
This paper measures economic activity by the business cycle data from the National Bureau of
Economic Research (NBER). NBER provides the most widely accepted definition of recession:
A recession is a significant decline in economic activity spread across the economy, lasting more
than a few months, normally visible in real GDP, real income, employment, industrial production,
and wholesale-retail sales. A recession begins just after the economy reaches a peak of activity and
ends as the economy reaches its trough. Between trough and peak, the economy is in an expansion.
Therefore, the business cycle is not determined by any single variable but a large collection of
variables. Business cycle reflects the change of overall economic activities. By following the
previous study, this paper will prove that the yield curve has predicting power for business cycle.
In addition, this paper will also emphasize the role of business cycle in forecasting yield curve.
Peak Trough
December 1969 November 1970
November 1973 March 1975
January 1980 July 1980
July 1981 November 1982
July 1990 March 1991
March 2001 November 2001
December 2007 June 2009
Table 3.1: The NBER business cycle dates from 1969 to 2015
Table 1 lists the NBER business cycle dates from 1969 to 2015. Even with given NBER dates of
business cycle, it remains ambiguity about the start date and end date of a recession. Some study
(Dieblod and Rudebusch 1989) assumes that the recession starts in the month following the peak
month and ends on the date of the subsequent trough month. I use the quarterly data spanning
1969:Q3 to 2015:Q1. So, I follow the convention (Estrella and Trubin 2006), in which a recession
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Start and end dates
Recession 1 1970:Q1 to 1970:Q4
Recession 2 1974:Q1 to 1975:Q1
Recession 3 1980:Q2 to 1980:Q3
Recession 4 1981:Q4 to 1982:Q4
Recession 5 1990:Q4 to 1991:Q1
Recession 6 2001:Q2 to 2001:Q4
Recession 7 2008:Q1 to 2009:Q2
Table 3.2: The start and end dates of recessions from 1969 to 2015
starts in the quarter that directly follows the quarter containing the peak month and that it ends in
the quarter containing the trough month. U.S has experienced 7 recessions since 1969. Table 2
shows all the recessions’ start quarter and end quarter I use in this paper.
I use the data of end-of-quarter Constant Maturity Treasury (CMT) yields from released Fed
H.15 over the period from 1969:Q1 to 2015:Q1. The data in the model are for maturities: 3-month,
5-year and 10-year. Figure 1 shows the yield curve in maturities of 3-month, 1-year, 3-year, 5-year
and 10-year. The yield in different maturities spreads out during expansions and close up before
recessions. Many research, like (Harvey 1991, 1993) comment that recessions are often preceded
by inverted yield curves. Figure 2 shows that every recession since 1969 has been preceded by an
negative 10-year term spread except for the recession in 1990.
3.3 Model
3.3.1 State space model representation
This paper uses a model with yield-curve factors, augmented by including observable NBER
business cycles. The model is in discrete time. The data are quarterly, so that one period represents
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Figure 3.2: The term spread of 10-year bond and 3-month bond
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As a state space model representation, the vector of state variables follows a Gaussian vector
autoregression with lags, showed by a transition equation. The state variables are extracted from
observed variables, showed by a measurement equation.
I assume the state variables follow an autoregressive process with a 1-quarter lag and a 4-quarter
lag. The assumption is based on the preponderance that the slope of yield curve can predict re-
cessions approximately 4 quarters ahead. To reduce the dimension of parameters, the coefficients
of 2-quarter lag and 3-quarter lag of state variables are restricted to zero. The transition equation
takes the following form:
Ft = Φ0 +Φ1Ft−1 +Φ4Ft−4 +Ut (3.2)
with Ut ∼ IID N(0,Ω). Φ0 is a (K + 1)× 1 vector and Φ1 and Φ4 are (K + 1)× (K + 1) matrix.
Φ1 and Φ4 capture the lead-lag relationship between the business cycle factor and yields.
The most efficient way to estimate the model is to assume that all state variables are latent and
to use a one-step maximum likelihood estimation. However, this procedure is computationally
intensive. I adopt three observed yields in Xt : 3-month, 5-year and 10-year treasury bond interest
rates. st is the unobserved state variable extracted from business cycles s∗t . The relation of s
∗
t and
st is described in a probit model:
s∗t =
 1 i f st > 00 otherwise (3.3)
where a positive st indicates a recession and a non-positive st indicates an expansion. Therefore, in-
stead of extracting K +1 unobserved state variables, replacing the yield-curve factors by observed
interest rates reduces computational burden significantly.
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3.3.2 Relation to models in the literature
Macro-Finance term structure models The idea of this model is similar to the series of Macro-
Finance term structure models. Both model the yield curve’s joint dynamics with macro variables.
The interrelation of the yield curve and macro variables is as what Rudebusch and Wu (2004)
states: central banks move the short rate in response to fundamental macroeconomic shocks should
explain movements in the short end of the yield curve; furthermore, with the enforcement by the
no-arbitrage assumption, expected future macroeconomic variation should account for movements
farther out on the yield curve as well. To model joint dynamics of the yield curve and macro
variables, Ang, Piazzesi and Wei (2006) let the vector of state variable, which consist of short
rate, term spread and GDP growth, follow an autoregression with one lag. This model has a
similar transition equation. However, comparatively the shortcoming of this model is that I do not
enforce the no-arbitrage assumption. Therefore, the consistency between long and short rates is
not guaranteed by this model.
Probit models of business cycle forecasting This paper following Chauvet and Potter (2001)
builds a probit model of recession. The focus of their paper is the impact of term spread on fore-
casting future recession. In their probit model, the unobserved business cycle factor is estimated
by the lagged term spread and the lagged unobserved business cycle factor.
s∗t =
 1 i f st > 00 otherwise (3.4)
where a positive st indicates a recession and a non-positive st indicates an expansion.
st = β0 +β1Xt−k +θst−1 +σtεt (3.5)
with εt ∼ IID N(0,Ω). Xt denotes the spread between the 10-year and 3-month Treasury bill rates.
K is the forecast horizon of the latent variable in months. The main difference is that their model
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does not include the impact of business cycle on the term spread. Therefore, in addition to their

































t ∼ N(0,1), εXt ∼ N(0, Ik×1) (3.7)
Equation (3.6) is the transition equation of the state variable. Φss1 and Σ
s are scalars. ΦX0
and ΦXs1 are 3× 1 vectors. ΦXX1 and ΣX are 3× 3 matrices. I assume in the yield-business cycle
model, yield-curve factors only have impact on business cycle in 4-quarter ahead. The business
cycle factor only have impact on yield curves in 1-quarter ahead. The error terms of the business
cycle factor and yields are uncorrelated. The restrictions are (i)φ sX1 = 0; (ii)φ
ss
4 = 0; (iii)φ
Xs
4 = 0;
(iv)φ XX4 = 0; (v)Σ
sX = 0; (vi)ΣXs; (vii)Φs0; (viii) Σ
X is a lower triangular matrix.
The yield-business cycle model will be compared to a benchmark model without autocorrelated
business cycle factor. The restrictions are (i) φ ss1 = 0; (ii) φ
Xs
1 = 0; (iii)φ
sX
1 = 0; (iv)φ
ss
4 = 0;
(v)φ Xs4 = 0; (vi)φ
XX
4 = 0; (vii)Σ
sX = 0; (viii)ΣXs; (ix)Φs0; (x) Σ
X is a lower triangular matrix.
The purpose of comparing these two models is to find out whether business cycle and yields are
interrelated or only yield curve has predict power for business cycle. Two models will be compared
by in-sample and out-of-sample performance of forecasting business cycle and yields.
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3.4.2 Fully adapted filtering
Fully adapted particle filtering (FAPF) is adopted to estimate the Yield-Business cycle model.
To evaluate the probability of recession, I followed the method in Malik and Pitt (2011).
p(s∗t |st−1) =
ˆ
p(s∗t |st)p(st |st−1)dst (3.10)




Equation (3.9) and (3.10) can be viewed as changing the data generating process, in that a sample
of the data s = (s1, ...,sT ) can be obtained. The process involves two steps: sample the latent factor
by it’s transition equation and resample the latent factor by given next period’s information. The
detailed algorithm of FAPA is described as following:
Algorithm of FAPF For t = 0, ...,T −1:
Given the samples skt−1 ∼ p(st−1|It−1) for k = 1, ...,N. where, It−1 represents all the information at
t−1.
1. For i = 1 : N, compuate
wit−1|t = p(s
∗












3. For k = 1 : N, sample skt ∼ p(st |s̃kt−1;s∗t ).
3.4.3 Likelihood maximization
The joint likelihood is the product of two parts: the likelihood of observed business cycle and
the likelihood of observed yields as equation (10). The likelihood of observed business cycle is
generated in the filtering process for business factor in equation (8). The likelihood of observed
yields can be calculated by the multivariate normal probability density function, which describes
the transition process of cpt in terms of st−1 and cpt−1. The maximization process is conducted by
matlab function fmincon. The initial value of parameters are roughly estimated by running VAR of
[s∗t cpt ] on its 1- and 4-quarter lags. By given the initial value of parameters, estimating parameters
and filtering latent state st can be done at the same time via likelihood maximization.
f (yt |yt−1) = f (s∗t |st−1,cpt−1)× f (cpt |st−1,cpt−1) (3.12)





















where, Φ is the Cumulative of Distribution Function of the standard normal distribution.
f (cpt |st−1,cpt−1) = MV N(Xt ,φ X0 +φ Xs1 st−1φ XX1 Xt−1,ΣX Σ′X) (3.14)
where, MV N represents the multivariate normal probability density function.
3.5 Empirical Estimation
Section 5.1 interprets the parameter estimates of the the model with business cycle factor (model
1) and of the model without business cycle factor (model 2). Section 5.2 explains the method of
forecasting in-sample probability of recession and interprets the in-sample forecast performance.
Section 5.3 explains the method of forecasting out-of-sample probability of recession and interprets
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the out-of-sample forecast performance. To examine the effect of adding business cycle factor in
the model, results are displayed for both models in each of the section.
3.5.1 Parameter estimates
The model estimates are obtained through maximizing likelihood, which is generated by Fully
Adapted particle filtering with 100 particles. Parameters are estimated by using the yield curve
data from 1969:Q1 to 2015:Q1 and the NBER business cycle indicator from 1969:Q1 to 2009:Q4.
Because the NBER business cycle data are only available until 2009:Q4, the last 21 observations
of business cycle are pretended to be zero. Likelihood maximization starts from evaluating the
likelihood function at fixed initial value of parameters. To make the initial value of parameters
more reasonable, I use the estimates from unconstrained VAR. Then the likelihood function will
be maximized by numerically searching different value of parameters.
Table 3.3 and table 3.4 summarizes the parameter estimates of model 1 and model 2 respectively.
In table 3.3, the coefficient of one-quarter lag of business cycle factor on the current one is 0.800
and on the 3-month interest rate is -0.106, both are significant. The on-quarter lag of business cycle
does not have significant effect on 5-year and 10-year interest rates. The estimates of 4-quarter lag
of 3-month interest rate on business cycle is 0.495, which is significant. The 5-year and 10-year
interest rates don’t have significant forecast power for latent business cycle factor. Surprisingly, the
short term interest rate has more predicting power for future business cycle than the interest rate
slope. Compared to table 3.3, table 3.4 shows none of the 4-quarter lag of interest rates has effect
on the latent business cycle factor. When the effect of latent business cycle factor on interest rates
are excluded, the predict power of interest rates on business cycle disappears. All of the standard
error of model 1’s estimates are smaller than the standard error of model 2’s estimates. Besides,
Model 1 generates a larger log likelihood than model 2.
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Φ0 Φ1 Φ4
st -0.046 0.800 - - - - 0.495 -0.370 -0.095
(0.142) (0.203) - - - - (0.070) (0.240) (0.182)
3−month -0.459 -0.106 0.943 -0.145 0.200 - - - -
(0.333) (0.042) (0.095) (0.361) (0.325) - - - -
5− year -0.182 -0.029 0.292 0.033 0.727 - - - -
(0.262) (0.039) (0.076) (0.286) (0.256) - - - -
10− year -0.081 -0.012 0.251 -0.67 1.449 - - - -
(0.222) (0.038) (0.066) (0.243) (0.217) - - - -
Σ
st 0.896 - - -
(0.259)
3−month - 0.967 - -
- (0.051)
5− year - 0.593 0.505 -
- (0.049) (0.028) -
10− year - 0.447 0.469 0.148
- (0.044) (0.028) (0.011)
LogL -326.24
Table 3.3: Maximum likelihood estimates for model 1
Φ0 Φ1 Φ4
st -0.824 - - - 0.692 -0.520 -0.092
(0.540) - - - (0.374) (0.592) (0.500)
3−month -0.139 0.954 -0.223 0.260 - - -
(0.373) (0.077) (0.370) (0.382) - - -
5− year -0.236 0.296 0.006 0.749 - - -
(0.461) (0.063) (0.261) (0.289) - - -
10− year -0.050 0.253 -0.684 1.460 - - -
(0.394) (0.057) (0.189) (0.203) - - -
Σ
st 0.887 - - -
(0.418)
3−month - 0.983 - -
- (0.176)
5− year - 0.590 0.507 -
- (0.066) (0.106) -
10− year - 0.442 0.472 0.147
- (0.068) (0.090) (0.013)
LogL -345.85
Table 3.4: Maximum likelihood estimates for model 2
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Figure 3.3 and figure 3.4 show the estimated business cycle factor with actual NBER business
cycle indicator for model 1 and model 2 respectively. The actual recession occurs when the ob-
served business cycle equals to 1. The estimated business cycle factor is compared to the actual
business cycle. A positive estimated business cycle factor indicates a recession. A negative esti-
mated business cycle factor indicates an expansion. In figure 3.3, estimated business cycle factor
by model 1 matches all 7 recessions from 1969:Q1 to 2015:Q1. The estimates of business cycle
by model 2 missed 3 recessions: 1971, 1991 and 2008. Therefore, in terms of accuracy, model 1
can better estimate the recessions happened in the past.
3.5.2 In sample forecasts
The main purpose of building a probit model of business cycles and the yield curve is to forecast
business cycle turning points. The probability of a recession is calculated by using the maximum
likelihood estimates for the full sample 1969:Q1-2015Q1. Given the estimates, I define the reces-
sion probability forecast as
Pr(S∗t = 1|It−1) = Φ[φ̂ s0 + φ̂ ss1 st−1 + φ̂ sX4 Xt−4, Σ̂11], (3.15)




4 and Σ̂11 are the model estimated parameters. The posterior predictive distribu-
tion can be calculated and used to present the probability of recessions. In addition to the estimated
parameters, to obtain the recession prediction, one needs to integrate out the unknown latent vari-
able st−1. For {t = 1,2, ...T}, this is numerically integrated at each iteration by particle filtering.
Then, st−1 is the average of 100 resampled particles.
Figure 3.5 and figure 3.6 display the in-sample estimated probability of recession for model 1
and model 2 respectively. In figure 3.5, all of the estimated probability of recession are bigger
than 50% during the 7 recession periods and the estimated probability is persistent and stable. The
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Figure 3.6: In-sample estimated probabilities of recession for model 2
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recessions in 1971, 1991 and 2008.
3.5.3 Out-of-sample forecast
The out-of-sample forecasting is to evaluate the performance of forecasting future business cy-
cles and interest rates. I followed the out-of-sample forecast method in Chauvet and Senyuz (2012).
The h-step ahead forecasts p(s∗t+h = 1|It) uses in-sample estimates and observations, where It de-
notes all information up to t. I aim to forecast for the interval of 2006:Q4 - 2015:Q1, which
includes one actual recession in 2008. I consider the forecast horizons from 1 quarter to 4 quarters,
h = 1,2,4. Two models will be estimated using data from 1969:Q1 to 2006:Q3. The probability
of recessions is recursively estimated for each month from 2006:Q4 to 2015:Q1. For model 1, the
latent variable st will be re-filtered by given information s∗t for each of the forecasting period.
I evaluate the forecasts using three common measures of forecast accuracy: the mean absolute
error (MAE), the log probability score (LPS) and the quadratic probability score (QPS). These
measures are evaluated using h−step ahead forecast errors, which is obtained through the recursive





















(pt|t−h− s∗t )2 (3.18)
where pt|t−h is the h− step ahead probability of recession estimated using observations available
at t−h. These measures evaluate the closeness of predicted probabilities from the observed reces-
sion realizations. The first measure is standard. The LPS is from the more specialized literature on
evaluating probability forecasts (Diebold and Rudebusch 1989). The QPS is the most used proba-
bilistic evaluation test from (Brier and Allen 1951). The measures differ on the relative penalty to
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Probability forecast LPS MAE QPS
Current-quarter recession prediction
Model 1 0.106 0.073 0.066
Model 2 0.288 0.174 0.175
One-quarter-ahead recession prediction
Model 1 0.394 0.107 0.267
Model 2 0.706 0.193 0.329
Two-quarter-ahead recession prediction
Model 1 0.516 0.182 0.311
Model 2 0.722 0.194 0.338
Four-quarter-ahead recession prediction
Model 1 0.642 0.187 0.342
Model 2 0.754 0.191 0.353
Table 3.5: Evaluation of probability forecast
Model MSE for î1t MSE for î
20
t MSE for î
40
t
One-quarter-ahead interest rate prediction
Model 1 0.1671 0.7557 0.5424
Model 2 0.6307 0.7725 0.5478
Two-quarter-ahead interest rate prediction
Model 1 1.5122 1.8938 1.2552
Model 2 1.7957 1.9508 1.2759
Four-quarter-ahead interest rate prediction
Model 1 4.4973 3.9386 2.4406
Model 2 4.9000 4.0279 2.4720
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Figure 3.10: Out-of-sample forecast for probabilities of recession by model 2 h=4
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large versus small errors. The QPS penalizes larger forecast errors more than smaller ones.
Table 3.5 provides accuracy evaluations for probability of recession. The prediction is built at
forecast horizon, h = 0,1,2,4. Model 1 has smaller prediction errors at all four forecast horizons.
Figure 3.7 to figure 10 present the out-of-sample performance for two models at h = 1 and h = 4.
Forecast periods are shaded in blue and real recessions are shaded in light gray. The estimated
probabilities by both model surge at around two years before the 2008 recession and go down to
zero when the recession ends. However, the probabilities are not high enough to indicate the 2008
recession. The peak of estimated probability is approximately 30% at h = 1 and more than 20% at
h = 4.
3.6 Conclusions
This paper proposed a probit model that interrelates yield curve and NBER business cycles.
Similar to many Macro-Finance models, it emphasizes the interrelationship of interest rates and
macro economy. Central bank moves the short rates in response to macroeconomic shocks and
long term rate indicates investors’ forecast for future economy. This paper’s purpose is to forecast
business cycles and which is not determined by any single variable but a large collection of eco-
nomic activities. Therefore, this model directly includes NEBR business cycles as observations
instead of uses output measurements to predict business cycles. Meanwhile, I directly use three
yields in the model but not only term spread, which is widely used in business cycle forecasting
models. This model is explicit as to forecast business cycles and it also provides flexibility for the
effect of yields on recession.
In summary, I find (i) short rate has significant effect on business cycle factor 1 year ahead; (ii)
the latent business cycle factor has significant effect on forecasting the future short-term interest
rate; (iii) long term rate is insignificant on predicting recession. The result shows the proposed
model can predict all the turning points of NBER business cycles with no false peaks or troughs
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and no misssed turns. Moreover, the model with latent business cycle factor and yield curve has
better forecasting performance than the model with only yield curve.
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A.1 SIR algorithm for the SV model
Given the initial weighted particle set {xi,wi}, for every i:






















(iv) Resample N particles with {ŵit}Ni=1 and set wit =
1
N .
A.2 SIR algorithm for the SV-ZLB model
Given the initial weighted particle set {xit ,wit}, for every i:



































SIR algorithm for SV-ZLB model
B.1 Filtering latent state variables
Given the initial weighted particle set {xit ,wit} for t = 1, ..., t−1,and i = 1, ...,N.














































































where yt = [rt ,vt ]′.
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