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BILINEAR FOURIER MULTIPLIERS AND THE RATE
OF DECAY OF THEIR DERIVATIVES
LENKA SLAVI´KOVA´
Abstract. We investigate two types of boundedness criteria for
bilinear Fourier multiplier operators with symbols with bounded
partial derivatives of all (or sufficiently many) orders. Theorems
of the first type explicitly prescribe only a certain rate of decay of
the symbol itself while theorems of the second type require, in ad-
dition, the same rate of decay of all derivatives of the symbol. We
show that even though these two types of bilinear multiplier the-
orems are closely related, there are some fundamental differences
between them which arise in limiting cases. Also, since theorems
of the latter type have so far been studied mainly in connection
with the more general class of bilinear pseudodifferential operators,
we revisit them in the special case of bilinear Fourier multipliers,
providing also some improvements of the existing results in this
setting.
1. Introduction and overview of the results
Assume that σ is a bounded function on Rn. We denote by Sσ the
linear multiplier operator defined as
Sσf(x) =
∫
Rn
σ(ξ)f̂(ξ)e2πix·ξ dξ, x ∈ Rn,
for any Schwartz function f on Rn. Here, f̂(ξ) =
∫
Rn
f(x)e−2πix·ξ dx
stands for the Fourier transform of the function f . One of the key
questions about the operator Sσ is how it acts on different function
spaces. Related to this, it is a well-known consequence of the Plancherel
identity that Sσ admits a bounded extension from L
2(Rn) to L2(Rn).
Conversely, for a general bounded function σ, the operator Sσ does not
need to be bounded on Lp(Rn) if p 6= 2.
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In connection with various problems involving product-type opera-
tions, the bilinear variant of the operator Sσ also comes into play. For
a given bounded function m on R2n, we define the bilinear multiplier
operator Tm as
(1.1) Tm(f, g)(x) =
∫
Rn
∫
Rn
m(ξ, η)f̂(ξ)ĝ(η)e2πix·(ξ+η) dξdη, x ∈ Rn,
where f and g are Schwartz functions on Rn. In this paper we focus
on the study of the L2(Rn) × L2(Rn) → L1(Rn) boundedness of the
operator Tm. While this is, in a sense, a bilinear analogue of the L
2-
boundedness of the linear operator Sσ, it is not true that Tm is bounded
from L2(Rn) × L2(Rn) to L1(Rn) for every bounded function m. In
fact, it was shown by Be´nyi and Torres [2] that there is a bounded
function m with bounded partial derivatives of all orders such that the
associated operator Tm is unbounded from L
2(Rn)×L2(Rn) to L1(Rn).
Thus, stronger conditions on the decay of the function m and/or its
derivatives than merely their membership to the space L∞(R2n) need
to be required in order to guarantee the above-mentioned boundedness.
A result of Grafakos, He and Honz´ık [10] asserts that if a bounded
function m has bounded partial derivatives of all orders and is, in ad-
dition, square integrable, then Tm is bounded from L
2(Rn)×L2(Rn) to
L1(Rn). In a subsequent paper by Grafakos, He and the author [12], the
assumption m ∈ L2(R2n) was relaxed to assuming that m ∈ Lq(R2n)
for some q < 4. It was also pointed out that the same theorem fails
if q > 4; the problem of the validity of the result in the limiting case
q = 4 was however left open. One of the goals of the present paper is
to answer this question (see Theorem 1.3 below).
Let us now recall the classical Gagliardo-Nirenberg interpolation in-
equality, obtained independently by Gagliardo [9] and Nirenberg [19].
It asserts, in particular, that if f is a function in Lp1(R2n) whose partial
derivatives of an integer order k belong to Lp2(R2n) and l is a positive
integer less than k, then all partial derivatives of f of order l belong to
Lp(R2n), where p is given by
1
p
=
1− θ
p1
+
θ
p2
, θ =
l
k
.
This inequality was subsequently studied and extended to more general
contexts by various authors, see, e.g., [3, 4, 5, 6, 7, 8].
The Gagliardo-Nirenberg interpolation inequality implies that if m
is a function in Lq(R2n) which has bounded partial derivatives of all
orders, then all partial derivatives of m belong to Lr(R2n) for any
r > q. Therefore, whenever we assume that m is a function on R2n
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with bounded partial derivatives of all orders such that m belongs to
Lq(R2n) for some q < 4, then we in fact implicitly assume that all
partial derivatives of m belong to Lr(R2n) for some r < 4. This shows
a close relationship between the multiplier theorems from [10, 12] and
between a different type of multiplier theorems where a certain rate
of decay is prescribed not only for the symbol itself, but also for its
derivatives. The latter criteria have been studied mainly in connection
with the more general class of pseudodifferential operators (that is,
operators of the form (1.1) with m depending on x, ξ and η). Let us
now provide a brief overview of some of these results.
A result by Miyachi and Tomita [18], adapted to the particular case
of bilinear multiplier operators, asserts that if the condition
(1.2) |∂αξ ∂βηm(ξ, η)| ≤ Cα,β(1 + |ξ|+ |η|)−
n
2
holds for all multiindices α, β ∈ Nn0 , then the operator Tm is bounded
from L2(Rn)×L2(Rn)→ L1(Rn). In addition, the same conclusion fails
to be true if the power n/2 on the right-hand side of (1.2) is replaced
by any smaller power.
The previous result was further improved in the recent paper by
Kato, Miyachi and Tomita [14], and in the subsequent paper [15] by
the same authors. They obtained a sufficient condition for the L2(Rn)×
L2(Rn)→ L1(Rn) boundedness of Tm of the form
(1.3) |∂αξ ∂βηm(ξ, η)| ≤ Cα,βV (ξ, η),
where α, β ∈ Nn0 are multiindices satisfying |α| ≤ ⌊n/2⌋+ 1 and |β| ≤
⌊n/2⌋+ 1 and V is a non-negative function on R2n fulfilling
(1.4) card{(k, l) ∈ Zn × Zn : V (k, l) > λ} . λ−4, λ > 0,
and having a “moderate behavior” (this means, roughly speaking, that
V (ξ1, η1) is comparable to V (ξ2, η2) if (ξ1, η1) is close to (ξ2, η2); see [14,
Definition 3.7] for a precise definition). The authors also proved a
version of this result involving a Besov-type space of smoothness n/2
in each of the variables ξ and η.
The goal of this paper is to investigate the two types of multiplier
theorems mentioned above and, in particular, to point out the differ-
ences between them that arise in limiting cases.
We start by revisiting the results of [14]. Unlike in [14], where the
general case of bilinear pseudodifferential operators was studied, we
restrict ourselves to the special case of bilinear multiplier operators
and we obtain some improvements of the previous result in this set-
ting. Namely, we lower the total number of derivatives required in
condition (1.3) from n + ε to n/2 + ε. In addition, we show that the
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assumption that the function V in (1.3) has moderate behavior can be
omitted, providing that condition (1.4) is replaced by
|{(ξ, η) ∈ Rn × Rn : V (ξ, η) > λ}| . λ−4, λ > 0.
The proof of our result is independent of that in [14], using the de-
composition of the multiplier in terms of product-type wavelets (an
approach inspired by the papers [10], [11], [12]) and combinatorial ar-
guments.
To formulate our results we need the notion of the fractional Laplace
operator, which is defined for any s > 0 as
[(I −∆) s2 f ]̂(ξ) = (1 + 4π2|ξ|2) s2 f̂(ξ), ξ ∈ R2n.
Our first main result is the following theorem.
Theorem 1.1. Let m be a function on R2n satisfying
(1.5) Cs(m) := sup
λ>0
λ|{x ∈ R2n : |(I −∆) s2m(x)| > λ}| 14 <∞
for some s > n/2. Then the associated operator Tm admits a bounded
extension from L2(Rn)× L2(Rn) to L1(Rn) and
‖Tm(f, g)‖L1(Rn) ≤ CCs(m)‖f‖L2(Rn)‖g‖L2(Rn).
In addition, we obtain a version of this result involving a Besov-
type space of smoothness n/2; see Section 3 for more details. We also
point out that it is a consequence of Theorem 1.1 that if a function m
has partial derivatives of order up to ⌊n/2⌋ + 1 in L4(R2n) then the
associated operator Tm is bounded from L
2(Rn)× L2(Rn) to L1(Rn).
A crucial tool for proving Theorem 1.1 is an elementary lemma about
expressing a given (say non-negative) function defined on Z2n = Zn×Zn
as a sum of two functions with disjoint supports, the first one having
uniformly bounded ℓ2-norms over all rows and the second one having
uniformly bounded ℓ2-norms over all columns. We discuss this problem
in Section 2 where we show that such a decomposition is indeed possible
if the function satisfies the estimate (1.4), and that no condition on the
cardinality of level sets of that function weaker than (1.4) can guarantee
the existence of such a decomposition.
We now recall that it follows from the results of [18] described above
that the conclusion of Theorem 1.1 fails if the power 1/4 in (1.5) is
replaced by any smaller power. In fact, more is true; namely, (1.5) is
the weakest condition on the decay of the measure of level sets of par-
tial derivatives of m that guarantees the L2(Rn) × L2(Rn) → L1(Rn)
boundedness of the operator Tm. This is the content of the next the-
orem. It shows, in particular, an intimate connection of this problem
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with the above-mentioned combinatorial question. We note that when
optimality of condition (1.5) is discussed, we only consider the behavior
of the function
λ 7→ |{x ∈ R2n : |(I −∆) s2m(x)| > λ}|
for λ near zero. This is a natural assumption, considering that a typical
function m for which Theorem 1.1 is of interest has bounded partial
derivatives of all (or sufficiently many) orders.
Theorem 1.2. Assume that µ : (0, 1) → [0,∞) is a non-increasing
function satisfying
sup
λ∈(0,1)
λ(µ(λ))
1
4 =∞.
Given s ∈ 2N, there is a smooth function m on R2n with bounded partial
derivatives of all orders which fulfills
|{x ∈ R2n : |(I −∆) s2m(x)| > λ}| ≤ µ(λ), λ ∈ (0, 1)
and for which the associated operator Tm is unbounded from L
2(Rn)×
L2(Rn) to L1(Rn).
Next, we focus on the other type of boundedness criteria, where a
certain rate of decay is explicitly prescribed only for the symbol itself,
but not for its derivatives. We show that, in contrast to Theorem 1.1,
this criterion fails in the limiting case q = 4.
Theorem 1.3. There is a smooth bounded function m on R2n belonging
to the space L4(R2n) which has bounded partial derivatives of all orders
and for which the associated operator Tm is unbounded from L
2(Rn)×
L2(Rn) to L1(Rn).
We point out that it is unclear what is the weakest condition on the
decay of the measure of level sets of the symbol m in order to guarantee
the L2(Rn)×L2(Rn)→ L1(Rn) boundedness of the associated operator
Tm under the assumption that m has bounded partial derivatives of all
orders; in fact, it is not even clear whether such a condition exists at
all. To illustrate this further, we observe in Section 5 that the function
m constructed in the proof of Theorem 1.3 satisfies the estimate
(1.6)
|{(ξ, η) ∈ Rn × Rn : |m(ξ, η)| > λ}| . λ−4 log−α(e/λ), λ ∈ (0, 1),
for every α > 0. Thus, no condition of the form (1.6) is sufficient in this
setting. On the other hand, we have the sufficiency of the condition
|{(ξ, η) ∈ Rn × Rn : |m(ξ, η)| > λ}| . λ−q, λ > 0,
for any q < 4; see [12, Theorem 1.3].
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Let us finally mention that the class of multipliers covered by The-
orem 1.1 is wider than the one from [12, Theorem 1.3]. A similar con-
clusion was established in [14] for symbols with unlimited smoothness.
We extend this comparison result to symbols of limited smoothness by
making use of the fractional variant of the Gagliardo-Nirenberg inter-
polation inequality obtained by Brezis and Mironescu [3]. More details
are given in Section 6.
Notation. Let us now fix notation that will be used throughout the
paper. Given n ∈ N and x ∈ Rn, we denote by |x| and |x|∞ the
Euclidean and maximum norm of x, respectively. Also, given a real
number y, ⌊y⌋ stands for the integer part of y, that is, the largest
integer which does not exceed y.
For p ∈ [1,∞), we denote by Lp(Rn) the space of all Lebesgue mea-
surable functions on Rn whose absolute value is integrable when raised
to the power p, while L∞(Rn) is the space of all essentially bounded
functions on Rn. Variants of these spaces when the Lebesgue measure
on Rn is replaced by the counting measure on some countable set C are
denoted by ℓp(C). The Schwartz space of rapidly decreasing functions
on Rn is denoted by S(Rn), and S ′(Rn) stands for its dual, the space of
tempered distributions. By 〈m, f〉 we mean the action of a temperate
distribution m on a function f ∈ S(Rn). The Fourier transform of
a temperate distribution m is denoted by m̂, and the inverse Fourier
transform of a function f ∈ S(Rn) is denoted either by fˇ , or by F−1(f).
By writing “ . “ we mean that the expression on the left-hand side
of “ . “ is dominated by the expression on the right-hand side up to
multiplicative constants depending only on unessential quantities. The
relation “ ≈ “ between two expressions means that they are bounded by
each other up to multiplicative constants depending only on unessential
quantities.
2. An elementary lemma
In this section we prove an elementary combinatorial lemma which
will serve as a crucial tool for proving Theorem 1.1.
Let us start by introducing some necessary terminology. For a totally
σ-finite measure space (R, ν), we define the Lorentz space L4,∞(R, ν)
as the collection of all ν-measurable functions f on R satisfying
‖f‖L4,∞(R,ν) = sup
λ>0
λν({x ∈ R : |f(x)| > λ}) 14 <∞.
Alternatively, the quantity ‖f‖L4,∞(R,ν) can be expressed as
‖f‖L4,∞(R,ν) = sup
t>0
t
1
4 f ∗ν (t),
BILINEAR FOURIER MULTIPLIERS 7
where
f ∗ν (t) = inf{ρ ≥ 0 : ν({x ∈ R : |f(x)| > ρ}) < t}, t > 0,
stands for the non-increasing rearrangement of f with respect to the
measure ν.
In the special case when (R, ν) is the Euclidean space R2n equipped
with the 2n-dimensional Lebesgue measure λ2n, we write L
4,∞(R2n) in-
stead of L4,∞(R2n, λ2n) for simplicity. In addition, if (R, ν) is a count-
able set C equipped with the counting measure then the corresponding
Lorentz space is denoted by ℓ4,∞(C). We shall also skip the subscript
ν in the notation for the non-increasing rearrangement of a function if
no confusion can arise about the choice of the underlying measure.
Lemma 2.1. Let C be a countable set, and let f be a function on
C × C = C2 such that f ∈ ℓ4,∞(C2). Then we can write C2 as a union
of two disjoint sets S1 and S2 satisfying
(2.1)
 ∑
l: (k,l)∈S1
|f(k, l)|2
 12 ≤ C‖f‖ℓ4,∞(C2) for every k ∈ C
and
(2.2)
 ∑
k: (k,l)∈S2
|f(k, l)|2
 12 ≤ C‖f‖ℓ4,∞(C2) for every l ∈ C,
where C > 0 is an absolute constant.
Proof. We can assume, without loss of generality, that ‖f‖ℓ4,∞(C2) = 1.
Then
card{(k, l) ∈ C2 : |f(k, l)| > λ} ≤ λ−4, λ > 0.
In particular, if λ > 1 then card{(k, l) ∈ C2 : |f(k, l)| > λ} < 1,
which implies that the corresponding level sets are empty, and thus
‖f‖ℓ∞(C2) ≤ 1.
We first construct two auxiliary subsets S˜1 and S˜2 of C2 (not nec-
essarily disjoint). Let us fix k ∈ C. If ∑l∈C |f(k, l)|2 ≤ 2 then we
set (k, l) ∈ S˜1 for every l ∈ C. Conversely, if
∑
l∈C |f(k, l)|2 > 2 then
we rearrange those numbers |f(k, l)| which are positive in decreasing
order:
|f(k, l1)| ≥ |f(k, l2)| ≥ |f(k, l3)| ≥ . . . ,
where l1, l2, . . . is a suitable permutation of (a subset of) C. Note that
such a rearrangement can be constructed since all level sets {(k, l) ∈
C2 : |f(k, l)| > λ} with λ > 0 are finite. Then we find Nk ∈ N,
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Nk ≥ 2 satisfying
∑Nk−1
i=1 |f(k, li)|2 < 2 and
∑Nk
i=1 |f(k, li)|2 ≥ 2 (notice
that Nk ≥ 2 because ‖f‖ℓ∞(C2) ≤ 1). Then we set (k, li) ∈ S˜1 for
i = 1, . . . , Nk, and also (k, l) ∈ S˜1 if |f(k, l)| = 0. We observe that
(2.3)
∑
l: (k,l)∈S˜1
|f(k, l)|2 = |f(k, lNk)|2 +
Nk−1∑
i=1
|f(k, li)|2 ≤ 1 + 2 = 3.
Let us now fix l ∈ C. If ∑k∈C |f(k, l)|2 ≤ 2 then we set (k, l) ∈ S˜2
for every k ∈ C. Conversely, if ∑k∈C |f(k, l)|2 > 2 then we rearrange
those numbers |f(k, l)| which are positive in decreasing order:
|f(k1, l)| ≥ |f(k2, l)| ≥ |f(k3, l)| ≥ . . . ,
where k1, k2, . . . is a suitable permutation of (a subset of) C. Again, this
can be done since all level sets {(k, l) ∈ C2 : |f(k, l)| > λ} with λ > 0
are finite. Then we find Nl ∈ N, Nl ≥ 2 satisfying
∑Nl−1
i=1 |f(ki, l)|2 < 2
and
∑Nl
i=1 |f(ki, l)|2 ≥ 2 and we set (ki, l) ∈ S˜2 for i = 1, . . . , Nl, and
also (k, l) ∈ S˜2 if |f(k, l)| = 0. As previously, we observe that∑
k: (k,l)∈S˜2
|f(k, l)|2 = |f(kNl, l)|2 +
Nl−1∑
i=1
|f(ki, l)|2 ≤ 1 + 2 = 3.
For k ∈ C we denote
Rk = max
l∈C: (k,l)/∈S˜1
|f(k, l)|.
We note that Rk is understood to be 0 if the set {l ∈ C : (k, l) /∈ S˜1}
is empty. We now rearrange those numbers Rk that are positive in
decreasing order:
Rk˜1 ≥ Rk˜2 ≥ . . . ,
where k˜1, k˜2, . . . is a permutation of (a subset of) C, indexed by the
elements of a set Ik ⊆ N (we either have Ik = ∅, or Ik = {1, 2, . . . , N}
for some N ∈ N, or Ik = N). Such a rearrangement is possible since all
level sets {(k, l) ∈ C2 : |f(k, l)| > λ} with λ > 0 are finite. We claim
that Rk˜i . 1/
√
i for i ∈ Ik, up to an absolute multiplicative constant.
To verify this, we fix i ∈ Ik and consider the set
A = {(k˜j, l) : j ∈ {1, . . . , i}, (k˜j, l) ∈ S˜1, f(k˜j, l) 6= 0}.
Then |f(k, l)| ≥ Rk˜i for every (k, l) ∈ A. Using the definition of the
set S˜1, we obtain∑
(k,l)∈A
|f(k, l)|2 =
i∑
j=1
∑
l: (k˜j ,l)∈S˜1
|f(k˜j, l)|2 ≥ 2i.
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Also, recalling that
sup
t>0
t
1
4 f ∗(t) = ‖f‖ℓ4,∞(C2) = 1,
where f ∗ denotes the non-increasing rearrangement of f with respect
to the counting measure on C2, we get∑
(k,l)∈A
|f(k, l)|2 ≤
cardA∑
j=1
(f ∗(j))2 ≤
cardA∑
j=1
1√
j
≈
√
cardA.
So, cardA ≥ ci2, where c > 0 is an absolute constant, which yields
Rk˜i ≤ f ∗(cardA) ≤ f ∗(ci2) .
1√
i
,
as desired.
Similarly, for l ∈ C we denote
Cl = max
k: (k,l)/∈S˜2
|f(k, l)|
and rearrange those numbers Cl that are positive in decreasing order:
Cl˜1 ≥ Cl˜2 ≥ . . . ,
where l˜1, l˜2, . . . is a permutation of (a subset of) C, indexed by the
elements of a set Jl ⊆ N. An argument as above shows that Cl˜i . 1/
√
i
for i ∈ Jl.
We are now ready to define the sets S1 and S2. We notice that if
(k, l) /∈ S˜1 ∪ S˜2 then Rk > 0 and Cl > 0, and therefore k = k˜i for some
i ∈ N and l = l˜j for some j ∈ N. Thus, we can set
S1 = S˜1 ∪ {(k, l) /∈ S˜1 ∪ S˜2 : (k, l) = (k˜i, l˜j) for i ≥ j}
and
S2 = C2 \ S1 = (S˜2 \ S˜1) ∪ {(k, l) /∈ S˜1 ∪ S˜2 : (k, l) = (k˜i, l˜j) for i < j}.
It remains to verify inequalities (2.1) and (2.2). To show (2.1), we
fix k ∈ C such that (k, l) ∈ S1 \ S˜1 for some l ∈ C. Then k = k˜i for
some i ∈ N. Now, if (k, l) = (k˜i, l˜j) ∈ S1 \ S˜1 then j ≤ i, which means
that card{l ∈ C : (k, l) ∈ S1 \ S˜1} ≤ i. We also have
|f(k, l)| ≤ Rk˜i .
1√
i
if (k, l) ∈ S1 \ S˜1.
Thus,
(2.4)
∑
l: (k,l)∈S1\S˜1
|f(k, l)|2 . i ·
(
1√
i
)2
= 1.
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A combination of (2.3) and (2.4) yields (2.1). Inequality (2.2) can be
proved analogously. 
Example 2.2. In this example we show that the assumption f ∈
ℓ4,∞(C2) of Lemma 2.1 is sharp. For simplicity, we work in the setting
where C = Z but an analogous argument can be applied to cover the
general situation as well.
Assume that f is a function on Z2 satisfying the monotonicity as-
sumption
(2.5) |f(k1, l1)| ≤ |f(k2, l2)| if max{|k1|, |l1|} > max{|k2|, |l2|}.
We show that if there are two disjoint subsets S1 and S2 of Z
2 whose
union is the entire Z2 and if there is a constant C for which∑
l: (k,l)∈S1
|f(k, l)|2 ≤ C for every k ∈ Z
and ∑
k: (k,l)∈S2
|f(k, l)|2 ≤ C for every l ∈ Z,
then f ∈ ℓ4,∞(Z2).
Let us fix M ∈ Z+0 . Then we have
M∑
k=−M
M∑
l=−M
|f(k, l)|2 ≤
M∑
k=−M
∑
l: (k,l)∈S1
|f(k, l)|2 +
M∑
l=−M
∑
k: (k,l)∈S2
|f(k, l)|2
≤ 2C(2M + 1).
Due to the monotonicity assumption (2.5), f ∗((2M + 1)2) ≤ |f(k, l)|
whenever max{|k|, |l|} ≤ M . This, combined with the previous in-
equality, yields
(2M + 1)2(f ∗((2M + 1)2))2 ≤ 2C(2M + 1),
or
sup
M∈Z+0
(2M + 1)
1
2 f ∗((2M + 1)2) <∞.
Thanks to the monotonicity of the function f ∗, this implies
sup
t∈[1,∞)
t
1
4f ∗(t) <∞.
Since f is bounded, we also trivially have
sup
t∈(0,1)
t
1
4f ∗(t) <∞,
which yields that f ∈ ℓ4,∞(Z2), as desired.
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Finally, let us mention that if a function f ∈ ℓ4,∞(Z2) satisfies (2.5)
then an example of a decomposition of Z2 having the properties as in
Lemma 2.1 is
S1 = {(k, l) ∈ Z2 : |k| ≥ |l|} and S2 = {(k, l) ∈ Z2 : |k| < |l|}.
3. Proof of Theorem 1.1
In this section we apply Lemma 2.1 to prove Theorem 1.1. We start
by introducing some relevant function spaces. Given 1 < r < ∞ and
s > 0, the fractional Sobolev space Lrs(R
2n) is the space of all functions
f on R2n for which
‖f‖Lrs(R2n) = ‖(I −∆)
s
2 f‖Lr(R2n) <∞.
Further, the fractional Lorentz-Sobolev space L4,∞s (R
2n), where s > 0,
is defined as the collection of all functions f on R2n for which
‖f‖L4,∞s (R2n) = ‖(I −∆)
s
2 f‖L4,∞(R2n) <∞.
It is worth noticing that a function m on R2n satisfies the assump-
tion (1.5) if and only ifm ∈ L4,∞s (R2n), and the constant Cs(m) in (1.5)
is equal to ‖m‖L4,∞s (R2n). In addition, since the space L4s(R2n) is con-
tinuously embedded into L4,∞s (R
2n), Theorem 1.1 yields as a corollary
that the operator Tm is L
2(Rn)×L2(Rn)→ L1(Rn) bounded whenever
m ∈ L4s(R2n).
We prove Theorem 1.1 as a consequence of a stronger result involv-
ing a space of Besov type. Let us now introduce this function space
as well. We let ϕ0 be a smooth function on R
2n satisfying ϕ0(ξ) = 1
if |ξ| ≤ 1 and ϕ0(ξ) = 0 if |ξ| ≥ 32 . Further, if k ∈ N then we set
ϕk(ξ) = ϕ0(2
−kξ) − ϕ0(21−kξ). We denote by {Λk}∞k=0 the inhomoge-
neous Littlewood-Paley decomposition, defined via the Fourier trans-
form as Λ̂kf = ϕkf̂ for k ∈ Z+0 . We then let B(R2n) be the space of all
functions f on R2n satisfying
‖f‖B(R2n) =
∞∑
k=0
2
nk
2 ‖Λkf‖L4,∞(R2n) <∞.
The space B(R2n) is the Besov space with smoothness index n/2 and
summability index 1 built upon the Lorentz space L4,∞(R2n). The
family of Besov spaces built upon Lorentz spaces and its relationship
to Lorentz-Sobolev spaces was studied in the recent paper [20] where it
was shown, in particular, that L4,∞s (R
2n) →֒ B(R2n) whenever s > n/2.
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Theorem 3.1. Let m be a function on R2n belonging to the Besov space
B(R2n). Then the associated operator Tm admits a bounded extension
from L2(Rn)× L2(Rn) to L1(Rn) and
‖Tm(f, g)‖L1(Rn) ≤ C‖m‖B(R2n)‖f‖L2(Rn)‖g‖L2(Rn)
for some dimensional constant C.
The following proposition plays a crucial role in the proofs of Theo-
rems 1.1 and 3.1.
Proposition 3.2. Let k ∈ N and let m ∈ L4,∞(R2n) be a function
whose Fourier transform is supported in the ball {x ∈ R2n : |x| < 2k}.
Then there is a dimensional constant C such that
(3.1) ‖Tm(f, g)‖L1(Rn) ≤ C2nk2 ‖m‖L4,∞(R2n)‖f‖L2(Rn)‖g‖L2(Rn).
A variant of Proposition 3.2 appeared in [14, Proposition 4.1]. On
the one hand, [14, Proposition 4.1] is more general as it applies to
the setting of pseudodifferential operators with symbols whose Fourier
transform is supported in a rectangle centered at the origin. On the
other hand, once we restrict ourselves to the special setting of Proposi-
tion 3.2 then Proposition 3.2 provides a more precise estimate than [14,
Proposition 4.1], in the sense that it lowers the power of 2 on the right-
hand side of (3.1) from 2nk to 2nk/2.
We will need several auxiliary results to prove Proposition 3.2. We
start with the following straightforward lemma.
Lemma 3.3. Let Φ be a non-negative function on Rn satisfying
sup
x∈Rn
Φ(x)(1 + |x|)γ <∞
for some γ > n. Then
sup
x∈Rn
∑
k∈Zn
Φ(x− k) <∞.
Proof. Given x = (x1, x2, . . . , xn) ∈ Rn, we set
⌊x⌋ = (⌊x1⌋, ⌊x2⌋, . . . , ⌊xn⌋) ∈ Zn.
Then |x− ⌊x⌋| < √n ≤ n, which yields that for any k ∈ Zn,
1 + |x− k| ≥ 1 + ||x− ⌊x⌋| − |⌊x⌋ − k||
≥
{
1 + |⌊x⌋−k|
2
if |⌊x⌋ − k| ≥ 2n
1 if |⌊x⌋ − k| < 2n
≥ 1
2n+ 1
(1 + |⌊x⌋ − k|).
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Thus,
sup
x∈Rn
∑
k∈Zn
Φ(x− k) . sup
x∈Rn
∑
k∈Zn
(1 + |x− k|)−γ
. sup
x∈Rn
∑
k∈Zn
(1 + |k − ⌊x⌋|)−γ
=
∑
k∈Zn
(1 + |k|)−γ <∞.

A key tool for proving Proposition 3.2 is a representation of functions
in terms of product-type wavelets. In particular, we will make use of
the following fact, due to Meyer [16, 17]:
There exist real-valued functions ΨF , ΨM ∈ S(R) such that Ψ̂F is
compactly supported, Ψ̂M is compactly supported away from the origin
and, if we denote
Ψβ(x) =
2n∏
r=1
ΨF (xr − βr), β = (β1, . . . , β2n) ∈ Z2n,
x = (x1, . . . , x2n) ∈ R2n,
and
ΨGβ (x) =
2n∏
r=1
ΨGr(xr − βr), β ∈ Z2n, x ∈ R2n,
where G = (G1, . . . , G2n) ∈ {F,M}2n \ {(F, . . . , F )}, then the family
of functions
Ψj,Gβ (x) =
{
Ψβ(x), j = 0, G = (F, . . . , F )
2(j−1)nΨGβ (2
j−1x), j ∈ N, G ∈ {F,M}2n \ {(F, . . . , F )}
forms an orthonormal basis in L2(R2n).
In addition, the same family of functions is also an unconditional
basis in any Lebesgue space Lp(R2n) with 1 < p <∞. Thus, setting
J ={(j, G) : j = 0 and G = (F, . . . , F ),
or j ∈ N and G ∈ {F,M}2n \ {(F, . . . , F )}},
any function f in Lp(R2n) can be expressed in the form
f =
∑
(j,G)∈J
∑
β∈Z2n
〈f,Ψj,Gβ 〉Ψj,Gβ ,
14 LENKA SLAVI´KOVA´
unconditional convergence being in S ′(R2n). Also, we have the equiv-
alence
(3.2) ‖f‖Lp(R2n) ≈
∥∥∥∥∥∥∥
 ∑
(j,G)∈J
∑
β∈Z2n
|〈f,Ψj,Gβ 〉2jnχjβ|2
 12
∥∥∥∥∥∥∥
Lp(R2n)
,
where χjβ denotes the characteristic function of the cube centered
at 2−jβ with side-length 21−j . For the proof of this statement, see,
e.g., [21, Theorem 3.12].
The final ingredient needed for the proof of Proposition 3.2 is the
following lemma, which can be obtained from (3.2) using real interpo-
lation.
Lemma 3.4. Suppose that m ∈ L4,∞(R2n). Let (j, G) ∈ J and let
aj,G = {aj,Gβ }β∈Z2n be the sequence defined by aj,Gβ = 〈m,Ψj,Gβ 〉 for β ∈
Z2n. Then
‖aj,G‖ℓ4,∞(Z2n) . 2−
jn
2 ‖m‖L4,∞(R2n).
Proof. Let S be the sublinear operator defined as
Sf =
 ∑
(j,G)∈J
∑
β∈Z2n
|〈f,Ψj,Gβ 〉2jnχ˜jβ|2
 12 ,
where χ˜jβ denotes the characteristic function of the cube centered at
2−jβ with side-length 2−j. Since χ˜jβ ≤ χjβ, it follows from (3.2) that
the operator S is bounded on Lp(R2n) for every p ∈ (1,∞). The
Marcinkiewicz interpolation theorem (see, e.g., [1, Chapter 4, Theorem
4.13]) then yields that S is bounded on L4,∞(R2n), that is,∥∥∥∥∥∥∥
 ∑
(j,G)∈J
∑
β∈Z2n
|〈m,Ψj,Gβ 〉2jnχ˜jβ|2
 12
∥∥∥∥∥∥∥
L4,∞(R2n)
. ‖m‖L4,∞(R2n).
Therefore, fixing a pair (j, G) and using that the supports of the func-
tions χ˜jβ do not overlap in β (except perhaps for the boundary of the
corresponding cubes), we obtain
(3.3) 2jn
∥∥∥∥∥∥
∑
β∈Z2n
aj,Gβ χ˜jβ
∥∥∥∥∥∥
L4,∞(R2n)
. ‖m‖L4,∞(R2n).
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Now, for any λ > 0,∣∣∣∣∣∣
x ∈ R2n : ∑
β∈Z2n
|aj,Gβ |χ˜jβ(x) > λ

∣∣∣∣∣∣
= 2−2jn card{β ∈ Z2n : |aj,Gβ | > λ},
which implies that∥∥∥∥∥∥
∑
β∈Z2n
aj,Gβ χ˜jβ
∥∥∥∥∥∥
L4,∞(R2n)
= sup
λ>0
λ
∣∣∣∣∣∣
x ∈ R2n : ∑
β∈Z2n
|aj,Gβ |χ˜jβ(x) > λ

∣∣∣∣∣∣
1
4
= 2−
jn
2 sup
λ>0
λ
(
card{β ∈ Z2n : |aj,Gβ | > λ}
) 1
4
= 2−
jn
2 ‖aj,G‖ℓ4,∞(Z2n).
Combining this equality with (3.3) yields the conclusion. 
Proof of Proposition 3.2. Let (j, G) ∈ J and let aj,G be the sequence
defined in Lemma 3.4. We observe that
aj,Gβ =
〈
m,Ψj,Gβ
〉
=
〈
m̂, (Ψj,Gβ )
∨
〉
and that for every j ∈ N, the inverse Fourier transform of Ψj,Gβ is sup-
ported in the annulus {x ∈ R2n : K12j < |x| < K22j}, where K1 and
K2 are suitable dimensional constants. Using the support properties of
m̂, we thus deduce that aj,Gβ = 0 whenever j ∈ N satisfies K12j ≥ 2k.
Since m ∈ L4,∞(R2n), we can write m = m1 + m2, where m1 ∈
L3(R2n) and m2 ∈ L5(R2n). As the family {Ψj,Gβ } is an unconditional
basis in both L3(R2n) and L5(R2n), we deduce that m can be repre-
sented as
m =
∑
(j,G)∈J
∑
β∈Z2n
aj,Gβ Ψ
j,G
β ,
unconditional convergence being in S ′(R2n). Consequently, whenever
f and g are Schwartz functions on Rn, we have the pointwise identity
Tm(f, g)(x) =
∑
(j,G)∈J
∑
β∈Z2n
aj,Gβ TΨj,G
β
(f, g)(x)
=
∑
(j,G)∈J
j=0 or K12j≤2k
∑
β∈Z2n
aj,Gβ TΨj,G
β
(f, g)(x), x ∈ Rn.
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Let U be any subset of {(j, G) ∈ J : j = 0 or K12j ≤ 2k} and let V
be any finite subset of Z2n. By the Fatou lemma,
‖Tm(f, g)‖L1(Rn) ≤ sup
U,V
∥∥∥∥∥∥
∑
(j,G)∈U
∑
β∈V
aj,Gβ F−1(Ψj,Gβ (ξ, η)f̂(ξ)ĝ(η))
∥∥∥∥∥∥
L1(Rn)
≤ sup
U,V
∑
(j,G)∈U
∥∥∥∥∥∑
β∈V
aj,Gβ F−1(Ψj,Gβ (ξ, η)f̂(ξ)ĝ(η))
∥∥∥∥∥
L1(Rn)
.
We fix (j, G) ∈ U . We shall use the notation β = (k, l), (k, l) ∈
Zn × Zn = Z2n,
aj,Gβ = ak,l and Ψ
j,G
β (ξ, η) = ω1,k(ξ)ω2,l(η),
where the multiplicative constants in the definition of the functions ω1,k
and ω2,l are chosen in such a way that ‖ω1,k‖L∞(Rn) ≈ ‖ω1,l‖L∞(Rn) ≈
2
jn
2 .
According to Lemma 2.1, there are two pairwise disjoint sets S1, S2
in Z2n such that S1 ∪ S2 = Z2n, ∑
l: (k,l)∈S1
|ak,l|2
 12 ≤ C‖a‖ℓ4,∞(Z2n) for every k ∈ Zn
and  ∑
k: (k,l)∈S2
|ak,l|2
 12 ≤ C‖a‖ℓ4,∞(Z2n) for every l ∈ Zn.
Let us now use Lemma 3.3 to derive two preliminary estimates that
will be needed later on. Assume that j ∈ N and f ∈ S(Rn). Then the
function Φ(ξ) =
∏n
r=1Ψ
2
Gr(ξr) belongs to the Schwartz space S(Rn),
and therefore satisfies the assumption of Lemma 3.3. Consequently,∑
k∈Zn
‖ω1,kf̂‖2L2(Rn) =
∫
Rn
|f̂(ξ)|2
∑
k∈Zn
|ω1,k(ξ)|2 dξ(3.4)
≈ 2jn
∫
Rn
|f̂(ξ)|2
∑
k∈Zn
Φ(2j−1ξ − k) dξ
. 2jn‖f‖2L2(Rn).
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To derive the second estimate, we apply Lemma 3.3 with the func-
tions
Φ1(ξ) = (1 + |ξ|)−2n and Φ2(ξ) = (1 + |ξ|)2n
n∏
r=1
Ψ2Gr(ξr), ξ ∈ Rn.
We notice that
|ω1,k(ξ)|2 = 2(j−1)n
n∏
r=1
Ψ2Gr(2
j−1ξr − kr)
= 2(j−1)nΦ1(2
j−1ξ − k)Φ2(2j−1ξ − k).
Therefore,
∑
l∈Zn
∥∥ ∑
k: (k,l)∈S1∩V
ak,lω1,kf̂
∥∥2
L2(Rn)
(3.5)
≈ 2jn
∑
l∈Zn
∥∥ ∑
k: (k,l)∈S1∩V
ak,l[Φ1(2
j−1ξ − k)] 12 [Φ2(2j−1ξ − k)] 12 f̂(ξ)
∥∥2
L2(Rn)
. 2jn
∑
l∈Zn
∫
Rn
|f̂(ξ)|2( ∑
k: (k,l)∈S1∩V
|ak,l|2Φ1(2j−1ξ − k)
)( ∑
k∈Zn
Φ2(2
j−1ξ − k)) dξ
. 2jn
∑
k∈Zn
∑
l: (k,l)∈S1∩V
|ak,l|2
∫
Rn
|f̂(ξ)|2Φ1(2j−1ξ − k) dξ
. 2jn‖a‖2ℓ4,∞(Z2n)
∫
Rn
|f̂(ξ)|2
∑
k∈Zn
Φ1(2
j−1ξ − k) dξ
. 2jn‖a‖2ℓ4,∞(Z2n)‖f‖2L2(Rn).
One also has estimates analogous to (3.4) and (3.5) if j = 0 or if ω1,k
is replaced by ω2,l, f is replaced by g and S1 is replaced by S2.
Applying the inequalities we have just derived, we conclude that∥∥∑
β∈V
aj,Gβ F−1(Ψj,Gβ (ξ, η)f̂(ξ)ĝ(η))
∥∥
L1(Rn)
≤ ∥∥ ∑
(k,l)∈S1∩V
ak,lF−1(ω1,kf̂)F−1(ω2,lĝ)
∥∥
L1(Rn)
+
∥∥ ∑
(k,l)∈S2∩V
ak,lF−1(ω1,kf̂)F−1(ω2,lĝ)
∥∥
L1(Rn)
≤
∑
l∈Zn
∥∥ ∑
k: (k,l)∈S1∩V
ak,lF−1(ω1,kf̂)F−1(ω2,lĝ)
∥∥
L1(Rn)
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+
∑
k∈Zn
∥∥ ∑
l: (k,l)∈S2∩V
ak,lF−1(ω1,kf̂)F−1(ω2,lĝ)
∥∥
L1(Rn)
≤
∑
l∈Zn
‖ω2,lĝ‖L2(Rn)
∥∥ ∑
k: (k,l)∈S1∩V
ak,lω1,kf̂
∥∥
L2(Rn)
+
∑
k∈Zn
‖ω1,kf̂‖L2(Rn)
∥∥ ∑
l: (k,l)∈S2∩V
ak,lω2,lĝ
∥∥
L2(Rn)
.
(∑
l∈Zn
‖ω2,lĝ‖2L2(Rn)
) 1
2
∑
l∈Zn
∥∥ ∑
k: (k,l)∈S1∩V
ak,lω1,kf̂
∥∥2
L2(Rn)
 12
+
(∑
k∈Zn
‖ω1,kf̂‖2L2(Rn)
) 1
2
∑
k∈Zn
∥∥ ∑
l: (k,l)∈S2∩V
ak,lω2,lĝ
∥∥2
L2(Rn)
 12
. 2jn‖a‖ℓ4,∞(Z2n)‖f‖L2(Rn)‖g‖L2(Rn).
Using this and Lemma 3.4, we obtain
‖Tm(f, g)‖L1(Rn) ≤ sup
U
 ∑
(j,G)∈U
2jn‖aj,G‖ℓ4,∞(Z2n)
 ‖f‖L2(Rn)‖g‖L2(Rn)
.
 ∑
(j,G)∈J
j=0 or K12j≤2k
2
jn
2
 ‖m‖L4,∞(R2n)‖f‖L2(Rn)‖g‖L2(Rn)
≈ 2 kn2 ‖m‖L4,∞(R2n)‖f‖L2(Rn)‖g‖L2(Rn).

Proof of Theorem 3.1. We observe that the Littlewood-Paley decom-
position {Λkm}∞k=0 of m has the property that Λ̂km is supported in the
ball {x ∈ R2n : |x| < 2k+2} for each k ∈ Z+0 . Proposition 3.2 then
yields
‖Tm(f, g)‖L1(Rn) ≤
∞∑
k=0
‖TΛkm(f, g)‖L1(Rn)
.
∞∑
k=0
2
nk
2 ‖Λkm‖L4,∞(R2n)‖f‖L2(Rn)‖g‖L2(Rn)
= ‖m‖B(R2n)‖f‖L2(Rn)‖g‖L2(Rn).

BILINEAR FOURIER MULTIPLIERS 19
Proof of Theorem 1.1. This is a consequence of Theorem 3.1 and of
the embedding L4,∞s (R
2n) →֒ B(R2n) which holds whenever s > n
2
according to [20, Theorem 1.2]. 
4. Proof of Theorem 1.2
In this section we focus on proving the sharpness of Theorem 1.1, as
stated in Theorem 1.2. The following proposition is an important step
towards achieving this goal.
Proposition 4.1. Assume that Ψ is a nontrivial smooth function sup-
ported in the set {x ∈ R2n : |x|∞ < 110}. Given a sequence c ={ck,l}(k,l)∈Zn×Zn of complex numbers, consider the function m defined
by
(4.1) m(ξ, η) =
∑
(k,l)∈Zn×Zn
ck,lΨ(ξ − k, η − l), (ξ, η) ∈ Rn × Rn.
If c ∈ ℓ4,∞(Z2n) then the operator Tm admits a bounded extension from
L2(Rn)×L2(Rn) to L1(Rn), and there is a constant C depending on n
and Ψ such that
‖Tm(f, g)‖L1(Rn) ≤ C‖c‖ℓ4,∞(Z2n)‖f‖L2(Rn)‖g‖L2(Rn).
Conversely, assume that d = {dk,l}(k,l)∈Zn×Zn is a bounded sequence
of non-negative numbers which satisfies the monotonicity assumption
(4.2) dk1,l1 ≤ dk2,l2 if |(k1, l1)|∞ > |(k2, l2)|∞
and does not belong to ℓ4,∞(Z2n). Then there exists a sequence c =
{ck,l}(k,l)∈Zn×Zn of real numbers such that |ck,l| = dk,l for all (k, l) ∈
Zn×Zn, for which the associated operator Tm is unbounded from L2(Rn)×
L2(Rn) to L1(Rn).
Proof. We first verify that if c ∈ ℓ4,∞(Z2n) then the function m given
by (4.1) belongs to the Lorentz-Sobolev space L4,∞s (R
2n) for some s >
n
2
. To this end, we fix an even integer s > n
2
and observe that
‖m‖L4,∞s (R2n) = ‖(I −∆)
s
2m‖L4,∞(R2n)
. sup
|α|≤s
‖∂αm‖L4,∞(R2n) . ‖c‖ℓ4,∞(Z2n).
Applying Theorem 1.1, we obtain the first part of the proposition.
Let us now focus on the second part of the proposition. The assump-
tion d /∈ ℓ4,∞(Z2n) tells us that
sup
t>0
t
1
4d∗(t) =∞.
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Since d is a bounded sequence, we have
sup
t∈(0,42n)
t
1
4d∗(t) <∞,
and thus
sup
t∈[42n,∞)
t
1
4d∗(t) =∞.
Furthermore, thanks to the monotonicity of the function d∗, the last
equality implies
sup
N∈N
N
n
2 d∗((4N)2n) =∞.
Therefore, we can find an increasing sequence {bK}K∈N of positive in-
tegers satisfying bK+1 > 2bK for every K ∈ N and
lim
K→∞
b
n
2
Kd
∗((4bK)
2n) =∞.
We set ρK = (4bK)
2n, K ∈ N. Then
(4.3) lim
K→∞
ρ
1
4
Kd
∗(ρK) =∞.
We denote by {al(t)}l∈Zn the sequence of Rademacher functions in-
dexed by the elements of the countable set Zn. For any given t ∈ [0, 1]
we define the function
mt(ξ, η) =
∑
(j,k)∈Z2n
aj+k(t)dj,kΨ(ξ − j, η − k), (ξ, η) ∈ Rn × Rn.
Further, let ϕ be a Schwartz function on Rn whose Fourier transform is
supported in the set {ξ ∈ Rn : |ξ|∞ < 15} and which satisfies ϕ̂(ξ) = 1 if
|ξ|∞ ≤ 110 . Given any K ∈ N, we denote IK = {bK , bK+1, . . . , 2bK−1}
and define fK = gK to be the functions on R
n whose Fourier transform
satisfies
f̂K(ξ) =
∑
j∈In
K
ϕ̂(ξ − j), ξ ∈ Rn.
Then
mt(ξ, η)f̂K(ξ)ĝK(η) =
∑
j∈In
K
∑
k∈In
K
aj+k(t)dj,kΨ(ξ − j, η − k).
This yields
Tmt(fK , gK)(x) = (F−1Ψ)(x, x)
∑
j∈In
K
∑
k∈In
K
aj+k(t)dj,ke
2πix·(j+k)
= (F−1Ψ)(x, x)
∑
l∈In
K
+In
K
al(t)e
2πix·l
∑
j∈In
K
: l−j∈In
K
dj,l−j
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for x ∈ Rn. By Fubini’s theorem and Khintchine’s inequality,∫ 1
0
‖Tmt(fK , gK)‖L1(Rn) dt =
∫
Rn
∫ 1
0
|Tmt(f, g)(x)| dt dx(4.4)
≈
∫
Rn
|(F−1Ψ)(x, x)| dx( ∑
l∈In
K
+In
K
∣∣ ∑
j∈In
K
: l−j∈In
K
dj,l−j
∣∣2) 12
& d∗((4bK)
2n)
( ∑
l∈In
K
+In
K
card{j ∈ InK : l − j ∈ InK}2
) 1
2
& d∗(ρK)(bK)
3n
2 & ρ
3
4
Kd
∗(ρK).
Here, we have used that dj,k ≥ d∗((4bK)2n) if (j, k) ∈ InK × InK , a fact
which follows from the monotonicity assumption (4.2). Estimate (4.4)
now yields that there is a sequence {tK}K∈N of numbers in [0, 1] such
that
‖TmtK (fK , gK)‖L1(Rn) & ρ
3
4
Kd
∗(ρK).
Let us define the sequence c as
cj,k =
{
aj+k(tK)dj,k if (j, k) ∈ InK × InK for some K ∈ N
dj,k if (j, k) ∈ Z2n \
⋃
K∈N(I
n
K × InK).
We notice that this definition is correct since the sets IK are pairwise
disjoint.
Let m be the function given by (4.1). Using the support properties
of fK and gK , it is not difficult to observe that
Tm(fK , gK) = TmtK (fK , gK)
for every K ∈ N. Consequently,
‖Tm(fK , gK)‖L1(Rn) & ρ
3
4
Kd
∗(ρK).
Assume, for the sake of contradiction, that Tm is bounded from L
2(Rn)×
L2(Rn) to L1(Rn). Then
ρ
3
4
Kd
∗(ρK) . ‖fK‖L2(Rn)‖gK‖L2(Rn) . ρ
1
2
K .
This yields
sup
k∈N
ρ
1
4
Kd
∗(ρK) <∞,
which contradicts (4.3). The proof is complete. 
Having Proposition 4.1 at our disposal, we can now prove Theo-
rem 1.2.
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Proof of Theorem 1.2. Assume that Ψ is a function as in Proposition 4.1
which satisfies, in addition, the pointwise estimate |(I − ∆) s2Ψ| ≤ 1.
Also, let m be any function of the form (4.1). Since s ∈ 2N, we
have that all functions of the form (I −∆) s2 [Ψ(ξ − k, η − l)] for some
(k, l) ∈ Z2n are compactly supported in a set of measure less than 1
and their supports are pairwise disjoint in k and l. Therefore,
|{x ∈ R2n : |(I −∆) s2m(x)| > λ}|(4.5)
≤ card{(k, l) ∈ Z2n : |ck,l| > λ}, λ ∈ (0, 1).
Let τ(λ) be the right-continuous function on (0, 1) that is equal to
⌊µ(λ)⌋ for a.e. λ ∈ (0, 1). Since the function τ is right-continuous, non-
increasing and has values in Z+0 , there is a sequence d = {dk,l}(k,l)∈Z2n
of non-negative numbers satisfying the monotonicity assumption (4.2)
for which
(4.6) card{(k, l) ∈ Z2n : dk,l > λ} = τ(λ), λ ∈ (0, 1).
Since supλ∈(0,1) λ(µ(λ))
1
4 = ∞ and µ is non-increasing, we necessarily
have limλ→0+ µ(λ) = ∞. Therefore, τ(λ) is comparable to µ(λ) for
all but countably many λ ∈ (0, λ0), with λ0 > 0 sufficiently small.
Consequently,
sup
λ∈(0,λ0)
λ(τ(λ))
1
4 & sup
λ∈(0,λ0)
λ(µ(λ))
1
4 =∞,
since
sup
λ∈[λ0,1)
λ(µ(λ))
1
4 ≤ (µ(λ0)) 14 <∞.
This implies that d does not belong to ℓ4,∞(Z2n), and so, owing to
Proposition 4.1, there is a sequence {ck,l}(k,l)∈Z2n of real numbers such
that |ck,l| = dk,l for all (k, l) ∈ Z2n and for which the associated operator
Tm, with m defined by (4.1), is unbounded from L
2(Rn) × L2(Rn) to
L1(Rn). In addition, using (4.5) and (4.6), we deduce that
|{x ∈ R2n : |(I −∆) s2m(x)| > λ}| ≤ τ(λ) ≤ µ(λ), λ ∈ (0, 1),
as desired. 
5. Proof of Theorem 1.3
In this section we prove Theorem 1.3. To this end, for every N ∈ 2N
we consider the “interval”
IN = {bN , bN + 1, . . . , bN + 2N2+N/2 − 1},
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where {bN}N∈2N is an increasing sequence of integers to be specified
later. We also set
SN = I
n
N ⊆ Zn.
Lemma 5.1. We have∑
l∈SN+SN
(card{j ∈ SN : l − j ∈ SN})2 & 23n(N2+N2 ).
Proof. We set
JN = IN + IN = {2bN , 2bN + 1, . . . , 2bN + 2N2+N/2+1 − 2}
and observe that SN + SN = J
n
N . Consider the set KN defined as
KN = {2bN + 2N2+N/2−1, 2bN + 2N2+N/2−1 +1, . . . , 2bN + 2N2+N/2− 1}.
Then KnN ⊆ JnN . Now, if l = (l1, . . . , ln) ∈ KnN and j = (j1, . . . , jn),
then j satisfies j ∈ SN and l − j ∈ SN if and only if bN ≤ ji ≤ li − bN
for every i = 1, . . . , n. Therefore,
card{j ∈ SN : l − j ∈ SN} ≥
n∏
i=1
(li − 2bN + 1) & 2n(N2+N/2).
Altogether, ∑
l∈SN+SN
(card{j ∈ SN : l − j ∈ SN})2
≥
∑
l∈Kn
N
(card{j ∈ SN : l − j ∈ SN})2
&
∑
l∈Kn
N
22n(N
2+N/2) ≈ 23n(N2+N/2).

Proof of Theorem 1.3. Let ψ be a smooth function on Rn supported in
the set {ξ ∈ Rn : |ξ| < 1/10} such that 0 ≤ ψ ≤ 1 and ψ(ξ) = 1 if
|ξ| ≤ 1/20. Let {al(t)}l∈Zn be the sequence of Rademacher functions
indexed by the elements of the countable set Zn. For a given t ∈ [0, 1]
we define
mt(ξ, η) =
∑
N∈2N
2−
nN2
2
∑
j∈SN
∑
k∈SN
aj+k(t)ψ(2
Nξ − j)ψ(2Nη − k)
=
∑
N∈2N
Ft,N(ξ, η), (ξ, η) ∈ Rn × Rn,
where the sequence {bN}N∈2N appearing in the definition of the sets IN
and SN is chosen in such a way that the supports of the functions Ft,N
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are pairwise disjoint in N . Also, let ϕ be a Schwartz function on Rn
whose Fourier transform is supported in the set {ξ ∈ Rn : |ξ| < 1/20}.
For any N ∈ 2N we consider the functions fN = gN whose Fourier
transform satisfies
f̂N (ξ) = 2
nN
4
−nN
2
2
∑
j∈SN
ϕ̂(2Nξ − j).
Then, by Plancherel’s theorem,
(5.1) ‖fN‖2L2(Rn) = ‖gN‖2L2(Rn) ≈ 2
nN
2
−nN22−nN cardSN = 1.
We have
mt(ξ, η)f̂N(ξ)ĝN(η) = 2
nN
2
− 3nN
2
2
∑
j∈SN
∑
k∈SN
aj+k(t)ϕ̂(2
Nξ−j)ϕ̂(2Nη−k),
and so
Tmt(fN , gN)(x)
= 2
nN
2
− 3nN
2
2
∑
j∈SN
∑
k∈SN
aj+k(t)2
−2nN
(
ϕ
( x
2N
))2
e2πix·
j+k
2N
= 2−
3nN
2
− 3nN
2
2
(
ϕ
( x
2N
))2 ∑
l∈SN+SN
al(t)e
2πix· l
2N card{j ∈ SN : l − j ∈ SN}.
By Fubini’s theorem and Khintchine’s inequality,∫ 1
0
‖Tmt(fN , gN)‖L1(Rn) dt =
∫
Rn
∫ 1
0
|Tmt(fN , gN)(x)| dt dx
= 2−
3nN
2
− 3nN
2
2
∫
Rn
(
ϕ
( x
2N
))2( ∑
l∈SN+SN
(card{j ∈ SN : l − j ∈ SN})2
) 1
2
dx
≈ 2−nN2 − 3nN
2
2
( ∑
l∈SN+SN
(card{j ∈ SN : l − j ∈ SN})2
) 1
2
& 2
nN
4 ,
where the last inequality follows from Lemma 5.1. Therefore, there is
tN ∈ [0, 1] such that
‖TmtN (fN , gN)‖L1(Rn) & 2
nN
4 .
Let m be the function defined as
(5.2) m =
∑
N∈2N
FtN ,N .
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Then Tm(fN , gN) = TmtN (fN , gN) for every N ∈ 2N, and so
(5.3) ‖Tm(fN , gN)‖L1(Rn) & 2nN4 .
A combination of (5.1) and (5.3) thus yields that Tm is not bounded
from L2(Rn)× L2(Rn) to L1(Rn).
Since ψ is a smooth function and the supports of ψ(2Nξ − j) are
pairwise disjoint in (N, j), we deduce that m is a smooth function. To
verify that m has bounded partial derivatives of all orders, let us fix a
multiindex α. Since the functions FtN ,N have pairwise disjoint supports
in N , it is enough to verify that the functions ∂αFtN ,N are pointwise
bounded by a constant independent of N . This is indeed true, as
N |α| = √nN · |α|√
n
≤ nN
2
2
+
|α|2
2n
,
which implies
|∂αFtN ,N(ξ, η)| ≤ Cα,ψ2−
nN2
2
+N |α| ≤ Cα,ψ2
|α|2
2n , (ξ, η) ∈ Rn × Rn.
Finally, let us show that m belongs to L4(R2n). We have
‖FtN ,N‖4L4(R2n) . 2−2nN
2
2−2nN(cardSN)
2 ≈ 2−nN ,
and so
‖m‖L4(R2n) ≤
∑
N∈2N
‖FtN ,N‖L4(R2n) .
∑
N∈2N
2−
nN
4 <∞,
as desired. 
Remark 5.2. As mentioned in Section 1, the function m from the
proof of Theorem 1.3 not only belongs to L4(R2n), but also satisfies
the estimate
|{(ξ, η) ∈ R2n : |m(ξ, η)| > λ}| . λ−4 log−α(e/λ), λ ∈ (0, 1),
for any α > 0, up to multiplicative constants depending on α and n.
To verify this, we recall that m is of the form (5.2), where the functions
FtN ,N have pairwise disjoint supports in N ∈ 2N and satisfy
|{(ξ, η) ∈ R2n : |FtN ,N(ξ, η)| > λ}|
.
{
(cardSN )
22−2nN . 22nN
2−nN if λ ∈ (0, 2−nN22 ),
0 if λ ≥ 2−nN22 .
Therefore,
|{(ξ, η) ∈ R2n : |m(ξ, η)| > λ}|
.
∑
N∈2N
|{(ξ, η) ∈ R2n : |FtN ,N(ξ, η)| > λ}|
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.

∑
N∈2N
N≤K
22nN
2−nN ≈ 22nK2−nK if λ ∈ [2−n(K+2)
2
2 , 2−
nK2
2 )
for some K ∈ 2N;
0 if λ ≥ 2−2n.
We observe that whenever K ∈ 2N and λ ∈ [2−n(K+2)
2
2 , 2−
nK2
2 ) then
λ−4 log−α(e/λ) & 22nK
2
K−2α & 22nK
2−nK ,
which yields the desired conclusion.
6. Comparison of Theorem 1.1 with [12, Theorem 1.3]
In this section we show that each multiplier satisfying the assump-
tions of [12, Theorem 1.3] falls under the scope of Theorem 1.1 as well.
More precisely, it follows from the estimates below that whenever m
is a function belonging to Lq(R2n) for some 1 < q < 4 whose partial
derivatives up to the order ⌊ 2n
4−q
⌋ + 1 are bounded, then m ∈ L4s(R2n)
for some s > n
2
. Thanks to the embedding L4s(R
2n) →֒ L4,∞s (R2n),
this yields that m satisfies the assumptions of Theorem 1.1. The proof
of this comparison result is based on a fractional variant of the clas-
sical Gagliardo-Nirenberg interpolation inequality due to Brezis and
Mironescu [3, Theorem 1]. We start with a few preliminaries on frac-
tional Sobolev spaces.
So far, we have worked with fractional Sobolev spaces defined via
the Fourier transform. Let us now introduce another variant of these
spaces. For any s > 0 and 1 ≤ p ≤ ∞, we set k = ⌊s⌋ and define the
functional
|f |W s,p(R2n) =

‖Dkf‖Lp(R2n) if s ∈ N∫
R2n
∫
R2n
|Dkf(x)−Dkf(y)|p
|x−y|2n+(s−k)p
dx dy if s /∈ N and p <∞
supx 6=y
|Dkf(x)−Dkf(y)|
|x−y|s−k
if s /∈ N and p =∞.
The fractional Sobolev spaceW s,p(R2n) is then defined as the collection
of all k-times weakly differentiable functions f on R2n satisfying
‖f‖W s,p(R2n) = ‖f‖Lp(R2n) + |f |W s,p(R2n) <∞.
In general, the space W s,p(R2n) does not coincide with Lps(R
2n) but
we have the chain of embeddings
(6.1) W s2,p(R2n) →֒ Lps(R2n) →֒ W s1,p(R2n),
where 0 < s1 < s < s2 and 1 < p < ∞. The first embedding
in (6.1) thus implies, via Theorem 1.1 and the embedding L4s(R
2n) →֒
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L4,∞s (R
2n), that inequality
(6.2) ‖Tm(f, g)‖L1(Rn) ≤ C‖m‖W s,4(R2n)‖f‖L2(Rn)‖g‖L2(Rn)
is satisfied if s > n/2.
It follows from [3, Theorem 1] that
(6.3) ‖m‖W s,4(R2n) . ‖m‖
q
4
Lq(R2n)‖m‖
1− q
4
W s˜,∞(R2n)
holds whenever s > 0, 1 < q < 4 and s˜ = 4s
4−q
. A combination of (6.2)
and (6.3) then yields the following fractional variant of [12, Theorem
1.3].
Corollary 6.1. Let 1 < q < 4 and s > 2n
4−q
. Let m be a function on
R2n belonging to Lq(R2n) ∩W s,∞(R2n). Then the associated operator
Tm admits a bounded extension from L
2(Rn)× L2(Rn) to L1(Rn) and
‖Tm(f, g)‖L1(Rn) ≤ C‖m‖
q
4
Lq(R2n)‖m‖
1− q
4
W s,∞(R2n)‖f‖L2(Rn)‖g‖L2(Rn).
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