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Abstract
English. This report investigates a pre-
liminary application of Echo State Net-
works (ESNs) to the problem of auto-
matic emotion recognition from speech.
In the proposed approach, speech wave-
form signals are directly used as input
time series for the ESN models, trained
on a multi-classification task over a dis-
crete set of emotions. Within the scopes
of the Emotion Recognition Task of the
Evalita 2014 competition, the performance
of the proposed model is assessed by
considering two emotional Italian speech
corpora, namely the E-Carini corpus and
the emotion corpus. Promising results
show that the proposed system is able to
achieve a very good performance in rec-
ognizing emotions from speech uttered by
a speaker on which it has already been
trained, whereas generalization of the pre-
dictions to speech uttered by unseen sub-
jects is still challenging.
Italiano. Questo documento esam-
ina l’applicazione preliminare delle Echo
Stato Networks (ESN) per il problema del
riconoscimento automatico delle emozioni
dal parlato. Nell’approccio proposto,
i segnali che rappresentano la forma
d’onda del parlato sono usati diretta-
mente come serie temporali di ingresso
per i modelli ESN, addestrati su un com-
pito di multi-classificazione su un in-
sieme discreto di emozioni. Entro gli
ambiti della Emotion Recognition Task
della competizione Evalita 2014, la per-
formance del modello proposto viene va-
lutata considerando due corpora di dati
emotivi in lingua Italiana, ovvero il corpus
E-Carini e il corpus emotion. I risultati
ottenuti sono promettenti e mostrano che
il sistema proposto e` in grado di raggiun-
gere una buona prestazione nel riconosci-
mento di emozioni a partire dalle parole
pronunciate da un utente sul quale il sis-
tema e` stato gia` addestrato, mentre la gen-
eralizzazione delle predizioni per le frasi
pronunciate da soggetti mai visti in fase di
addestramento rappresenta ancora un as-
petto ambizioso.
1 Introduction
The possibility of recognizing human emotions
from uttered speech is a recent interesting area
of research, with a wide range of potential ap-
plications in the field of human-machine interac-
tions. One of the most prominent aspects of recent
systems for emotion recognition from speech re-
lates to the choice of proper features that should
be extracted from the waveform signals. Popular
choices for such features are continuous features
(Lee and Narayanan, 2005), such as pitch-related
features or energy-related features, or spectral
based features, such as linear predictor coefficients
(Rabiner and Schafer, 1978) or Mel-frequency
cepstrum coefficients (Bou-Ghazale and Hansen,
2000).
Within the scopes of the Evalita 2014 compe-
tition, this report describes a preliminary investi-
gation of the application of Echo State Networks
(ESNs) (Jaeger and Haas, 2004) to the problem of
identifying speakers’ emotions from a discrete set,
namely anger, disgust, fear, joy, sadness and sur-
prise. We adopt the paradigm of Reservoir Com-
putation (Lukosevicius and Jaeger, 2009), which
represents a state-of-the-art approach for efficient
learning in time-series domains, within the class
of Recurrent Neural Networks, naturally suitable
for treating sequential/temporal information. As
such, in our proposed approach, the waveform sig-
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nals representing speech are directly used as input
for the emotion recognition system, allowing to
avoid the need for domain-specific feature extrac-
tion from waveform signals. In order to assess the
generalization performance of the proposed emo-
tion recognition system, we take into considera-
tion a homogeneous experimental setting and a
heterogeneous experimental setting. In the homo-
geneous setting, the performance of the recogni-
tion system is assessed on sentences uttered by
the same speaker on which the system has been
trained, while in the heterogeneous setting, the
performance is assessed on sentences pronounced
by unseen subjects during the training process.
2 Description of the System
We took into consideration data coming from two
emotional Italian speech corpora, namely the E-
Carini corpus (Tesser et al., 2005; Avesani et al.,
2004) and the emotion corpus (Galata`, 2010).
Each corpus contains waveform signals represent-
ing sentences spoken by a single user, see the task
report (this volume) for further details. Such data
was then organized into two datasets, one for each
corpus, segmenting sentences into words, based
on the available information. Our emotion recog-
nition system directly uses the sounds waveform
of spoken words as input time-series for the neu-
ral network model, avoiding the use of feature ex-
traction for speech representation. The only pre-
processing step consists in normalizing the input
signals to zero mean and unitary standard devi-
ation, using the data pertaining to the extra neu-
tral emotion class for computing the normalization
constants, independently for each speaker.
The two resulting datasets were used to or-
ganize two multi-classification task for emotion
recognition: a homogeneous task and a heteroge-
neous task. The homogeneous task includes only
the E-Carini corpus dataset, and is designed for as-
sessing the ability of the emotion recognition sys-
tem to detect human emotions pertaining to a sin-
gle speaker. Indeed, training and test set for the
homogeneous task contain sequences pertaining to
the same speaker (test set represents ≈ 30% of the
available data). The heterogeneous task includes
both the E-Carini corpus and the emotion corpus,
and is designed to evaluate the generalization abil-
ity of the emotion recognition systemwhen trained
on data pertaining to one speaker and tested on
data pertaining to a different speaker. In the case
of the heterogeneous task, the training set contains
data from the E-Carini corpus, while the test set
contains data from the emotion corpus. For both
the homogeneous and the heterogeneous tasks, the
training set was balanced over the class of possible
emotions.
Emotion classification is performed by using
ESN, which implement discrete-time non-linear
dynamical systems. From an architectural per-
spective, an ESN is made up of a recurrent reser-
voir component, and a feed-forward readout com-
ponent. In particular, the reservoir part updates
a state vector which provides the network with
a non-linear dynamic memory of the past input
history. This allows the state dynamics to be in-
fluenced by a portion of the input history which
is not restricted to a fixed-size temporal window,
enabling to capture longer term input-output rela-
tionships. In the context of the specific applica-
tion under consideration, it is worth noticing that
the role of the reservoir consists in directly encod-
ing the temporal sequences of the waveform sig-
nals into a fixed-size state (feature) vector, allow-
ing to avoid the need for the extraction of specific
features from the uttered sentences. The basic ar-
chitecture of an ESN includes an input layer with
NU units, a non-linear, recurrent and sparsely con-
nected reservoir layer with NR units, and a linear,
feed-forward readout layer with NY units. In par-
ticular, for our application we use NU = 1 and
NY = 6, where each one of the output dimen-
sions corresponds to one of the emotional classes
considered. In this paper we take into considera-
tion the leaky integrator ESN (LI-ESN) (Jaeger et
al., 2007), which is a variant of the standard ESN
model, with state dynamics particularly suited for
representing the history of slowly changing input
signals.
State dynamics of the ESNs follow the word by
word segmentation organization considered in the
datasets. Accordingly, for each word w, at each
time step t, the reservoir computes a state xw(t) ∈
R
NR according to the equation:
xw(t) = (1− a)xw(t− 1)+
af(Winuw(t) + Wˆxw(t− 1))
(1)
where uw(t) is the input at time-step t,Win is the
input-to-reservoir weight matrix, W is the recur-
rent reservoir weight matrix, a ∈ [0, 1] is a leaking
rate parameter, f is an element-wise applied acti-
vation function (we use tanh), and a zero vector
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is used for state initialization. After the last time
step for word w has been considered, a mean state
mapping function is applied, according to:
X (w) = 1
length(w)
length(w)∑
t=1
xw(t) (2)
where length(w) is the number of time steps cov-
ered by the sentence w. For further informa-
tion about state mapping functions in general, and
mean state mapping in particular, the reader is re-
ferred to (Gallicchio and Micheli, 2013).
The classification output is computed by the
readout component of the ESN, which linearly
combines the output of the state mapping function,
according to the equation:
y(w) = WoutX (w) (3)
where Wout is a reservoir-to-readout weight ma-
trix. The emotional class for each word is set to the
class corresponding to the element with the high-
est activation in the output vector. The final clas-
sification of a sentence is computed by a voting
process, according to which each sentence is clas-
sified as belonging to the emotional class which is
more represented among the words that compose
that sentence.
Training in ESNs is restricted to only the read-
out component, i.e. only the weight values in ma-
trixWout are adapted, while elements inWin and
W are initialized in order to satisfy the conditions
of the echo state property (Jaeger and Haas, 2004)
and then are left untrained. In practical applica-
tions, such initialization process typically consists
in a random initialization (from a uniform distri-
bution) of weight values in matrices Win and W,
after which matrix W is scaled such that its spec-
tral radius ρ(W) is less than 1, see (Jaeger, 2001)
and (Gallicchio and Micheli, 2011) for details.
3 Results
In our experiments we considered ESNs with
reservoir dimension NR ∈ {100, 200}, 10%
of reservoir units connectivity, spectral radius
ρ = 0.999 and leaky parameter α = 0.01.
For every reservoir hyper-parametrization, results
were averaged over a number of 10 reservoir
guesses. The readout part of the ESNs was
trained using pseudo-inversion and ridge regres-
sion with regularization parameter λ ∈ {10j |j =
−5,−4,−3,−2,−1, 0, 1, 2, 3}. Reservoir dimen-
sion and readout regularization were chosen on a
validation set (with size of ≈ 30% of the training
set size), according to a hold out cross validation
scheme for model selection.
The performance of the emotion recognition is
assessed by measuring the accuracy for the multi-
classification task, i.e. the ratio between the num-
ber of correctly classified sentences and the total
number of sequences. Average training and test
accuracy obtained on both the homogeneous and
heterogeneous tasks are reported in Table 3.
Task Training Test
homogeneous 0.86(±0.01) 0.82(±0.01)
heterogeneous 0.91(±0.02) 0.27(±0.03)
Table 1: Average training and test performance
accuracy achieved by ESNs on the homogeneous
task and on the heterogeneous task.
For the sake of performance comparison, notice
that the accuracy achieved by a chance-null model
is 0.17 on both the tasks. The averaged accuracy
achieved on the test set of the homogeneous task
is 0.82, which is comparable with literature results
on emotion recognition from speech in homoge-
neous training-test condition (Ayadi et al., 2011).
The averaged accuracy achieved on the test set of
the heterogeneous task is 0.27. Note that, although
such performance is far from the one achieved on
the homogeneous task, it is still definitely beyond
the performance of the null model. The result
achieved by the system trained on the heteroge-
neous case on the full test set of the Evalita 2014
competition, comprising data from 5 different un-
seen speakers, is 0.24.
4 Discussion
In this report we have described a preliminary
application of ESNs to the problem of recogniz-
ing human emotions from speech. The proposed
emotion recognition system directly uses as in-
put the time series of the waveform signals cor-
responding to the uttered sentences, avoiding the
need for a specific feature extraction process. Two
experimental settings have been considered, with
training and test data pertaining to sequences pro-
nounced by the same speaker (homogeneous set-
ting) or not (heterogeneous setting). Performance
results achieved by ESNs are promising. In par-
ticular, a very good predictive performance is ob-
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tained when the system is assessed considering un-
seen sentences pronounced by a speaker on which
the system has already been trained. On the other
hand, the generalization of the emotion predic-
tions to speech uttered by speakers on which the
system has not been trained still remains a chal-
lenging aspect. Overall, given the characteristics
of efficiency and simplicity of the proposed ap-
proach, and in view of a possible integration with
domain-specific techniques for the multi-speaker
case, we believe that the proposed system can rep-
resent an interesting contribution for the design of
tools in the area emotional speech processing.
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