Abstract. Sharp extensions of Pitt's inequality and bounds for Stein-Weiss fractional integrals are obtained that incorporate gradient forms and vector-valued operators. Such results include Hardy-Rellich inequalities.
Weighted inequalities provide quantitative information to characterize integrability for di¤erential and integral operators and intrinsically are determined by their dilation character. In the classical context, weighted inequalities for the Fourier transform provide a natural measure of uncertainty. For functions on R n the issue is the balance between the relative size of a function and its Fourier transform at infinity. An inequality that illustrates this principle at the spectral level is Pitt's inequality:
where F is an increasing function, the function f is in the Schwartz class SðR n Þ and the Fourier transform is defined by Such inequalities may be fully determined by dilation invariance, and some cases may be realized with explicit gradient forms as Hardy-Rellich inequalities. In earlier work (see [3] ) the e¤ective calculation for the constant in Pitt's inequality was reduced to Young's inequality for convolution on a non-compact unimodular group. The objective here will be to study more general forms of Pitt's inequality
Fðj yjÞj yj 2 jf f ðyÞj 2 dy ð2Þ using the structure of Stein-Weiss potentials and convolution estimates in concert with the Hecke-Bochner representation for L 2 ðR n Þ. The previous work is described by the following three theorems.
Theorem 1 (Pitt's inequality). For f A SðR n Þ and 0 a a < n ð R n jxj Àa j f ðxÞj 2 dx a C a ð R n jyj a jf f ðyÞj 2 dy ð3Þ
Since the above inequality becomes an identity for a ¼ 0, a di¤erentiation argument provides a logarithmic form that controls the uncertainty principle by using dimensional asymptotics.
Theorem 2 (logarithmic uncertainty). For f
Logarithmic integrals are indeterminate so D may take negative values. The proof of Pitt's inequality (3) follows from a sharp estimate for an equivalent integral realization as a Stein-Weiss fractional integral on R n .
The development of the sharp estimate for the Stein-Weiss integral rests on using symmetrization to reduce the problem to radial functions, and then as a consequence of dilation invariance the estimate can be converted to Young's inequality for convolution on the multiplicative group R þ (or alternatively on R).
Since the form
can be regarded in the family of gradient estimates, Pitt's inequality has been characterized as a Hardy-Rellich inequality in some parts of the recent literature with alternative proofs and extensions (see [1] , [7] , [14] , and [17] ). Some natural generalizations of Pitt's inequality can now be viewed in the context of the arguments developed in [3] where proofs of Theorems 1, 2 and 3 are given.
1 Pitt's inequality with gradient terms Theorem 4. For f A SðR n Þ and 0 < a < n, n > 1
By convention the last term in the line above is one when k ¼ 0. This result is interesting for several aspects:
(a) for the gradient term with radial functions (i.e. k ¼ 0) the constant is reduced from that in equality (3) since Gðx þ bÞ=Gð y þ bÞ is decreasing in b for x < y; this reduction in constant is also apparent by the Plancherel theorem;
(b) the corresponding Stein-Weiss integral does not have a positive kernel though it does have symmetry in the angular variables;
(c) the limiting logarithmic uncertainty is sharper
Weighted inequalities and Stein-Weiss potentials (d) for a ¼ 2 and n > 4 one obtains the Hardy-Rellich inequality
and (e) for some values of the parameters n and a, the sharp bound is obtained by considering non-radial functions. A sharper version of (7) appears in [14] .
By using the Fourier transform on Riesz potentials
one easily sees that Pitt's inequality in Theorem 4 is equivalent to a Stein-Weiss fractional integral inequality on R n .
with D a as in Theorem 4.
Proof of Theorems 4 and 5. The main di‰culty with showing these estimates is that the Stein-Weiss kernel is not positive. This obstruction is addressed in two steps.
Step 1. Assume f is radial and set t ¼ jxj, hðtÞ ¼ jxj n=2 f ðxÞ; then (8) 
with c a ðtÞ ¼ ð S nÀ1
where dx denotes normalized surface measure, x 1 is the first component of x and D a is specified to be the best constant in (6) . Note that by monotonicity and symmetry c a ðtÞ is positive, and moreover any kernel derived from (6) will be positive-definite. Then using Young's inequality
which is sharp, it su‰ces to calculate the L 1 norm of c a to obtain the constant D a
To compute this integral, observe that
for jxj ¼ 1 and n > 1. The second integral will be calculated for the set of values n À 2 > a > 0. But notice that the first integral is an analytic function of the parameters n b 2 and b ¼ n À a for some range of values. Hence any computation for some parameter domain will determine by analytic continuation the value of kc a k L 1 ðR þ Þ for the desired parameter interval 0 < a < n with n > 1. Then (noting that jxj ¼ 1) ð
These integrals are computed by using the formula for the convolution of two Riesz potentials
and
This demonstrates that
and that for radial functions in (6)
Step 2. The Hecke-Bochner representation for L 2 ðR n Þ is used to reduce the study of inequality (6) ð
where P k is a harmonic polynomial of degree k,
Y k is a spherical harmonic of degree k, o m ¼ surface area of the unit sphere S m , and dx is normalized surface measure on S nÀ1 . Then
Let F n denote the Fourier transform on R n . Bochner's relation for spherical harmonics is
and the integral on the right-hand side of (6) becomes
For the integral on the left-hand side in (6) ð
Using inequality (6) for radial functions from Step 1, ð
and using inequality (3) ð
which demonstrates inequality (6), Theorem 4 and the equivalent Theorem 5.
Weighted inequalities and Stein-Weiss potentials This result recovers a ''classical Hardy-Rellich inequality'' for n > 4 (see remarks in [14] )
Notice that for n ¼ 8 this inequality is entirely elementary since integrating by parts
In comparing terms to evaluate constants explicitly, the following fact is useful: for 0 < x < y, the ratio Gðx þ bÞ=Gð y þ bÞ is decreasing for b > 0. Set F ðbÞ ¼ ln Gðx þ bÞ À ln Gðy þ bÞ; then
For n ¼ 2, the expression
is decreasing for k b 1 since both terms in the product are decreasing so the value of D a is found by comparing the terms for k ¼ 0 and k ¼ 1.
Proof. Set b ¼ a=4 with 0 a b < 1 2 since a < n ¼ 2. Then to see that the k ¼ 1 term is larger than the k ¼ 0 term, consider the log of the ratio of these two terms and it su‰ces to show that
is positive for b > 0 which will follow by showing that F ðbÞ is increasing with f ð0Þ ¼ 0.
0 ðbÞ > 0 and F ð0Þ ¼ 0 ensure that F ðbÞ is positive. is decreasing for b b 2 with 0 < a < n; then
This derivative is clearly negative for n ¼ 3; 4 and b b 2, n > a > 0 since n À b À a À 2 < 0. Now consider n b 5 with 0 < a < n, and use a Riemann sum to approximate the first term from above:
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The right-hand expression is negative if
this is clearly the case if
and consider the expression
for b b 2 and the positivity is clear for the case d > 0. HðdÞ > 0 implies that G 0 ðbÞ < 0, and this completes the proof of Corollary 3.
Theorem 6 (Hardy-Rellich trace inequality). For f
Proof. Using Corollary 3, determine the maximum of the two terms k ¼ 0; 1 in Theorem 4. From Corollary 2 for n ¼ 2 and by explicit calculation for n ¼ 3, one observes that the k ¼ 1 term is larger. For higher dimensions, consider the log of the ratio of the k ¼ 1 term to the k ¼ 0 term: set w ¼ n=4 and define for w b 1
Observe that by Stirling's formula, LðwÞ ! 0 as w ! y and
Since Lð1Þ is negative, the k ¼ 0 term is largest for n ¼ 4.
for this range of values. Hence LðwÞ is increasing for w b 1 or n b 4 and since the limit at infinity is zero, LðwÞ must be negative for all w b 1 and the k ¼ 0 term is largest for n b 4. This completes the argument for Theorem 6.
(B) For n b 3 and a su‰ciently near 0
Weighted inequalities and Stein-Weiss potentials Moreover, for n b 4 this value holds when 0 < a a n À 3.
(C) For large n and fixed a,
Proof. The case n ¼ 2 is contained in Corollary 2. The first step to prove part (A) will be to set a ¼ n À 2 and consider the log of the ratio of the k ¼ 1 term to the k ¼ 0 term. Then for
ðn À 1Þ treat n ¼ w as a continuous variable and calculate L 0 ðwÞ.
This formula follows from the Gauss integral representation for c (see Whittaker and Watson, page 247). Set d ¼ w À 1 and write for d > 1
Since L 0 > 0, L as a continuous function of w increases from Ày to lnðp=2Þ. Lð2Þ ¼ 0 then implies that LðnÞ > 0 for n b 3 and verifies the claim in part (A) for a ¼ n À 2.
The estimates obtained here for c using both Riemann sums and the Gauss integral are expressed in the following lemma.
To complete the proof of part (A), set a ¼ n À 2 þ 2d with 0 < d < 1 and consider
Note by using the lemma above
so LðdÞ is increasing for 0 < d < 1 and since Lð0Þ > 0 LðdÞ is positive and the result in part (A) is verified. The purpose of parts (A) and (B) is to demonstrate that for dimension at least four or larger there are definite ranges of the parameter a where either the k ¼ 0 or k ¼ 1 terms give the precise constant for Theorem 4. For n ¼ 2 the k ¼ 1 term is largest for all a. For n ¼ 3, the k ¼ 1 term is largest except for a small neighborhood of a ¼ 0. For n b 4 one can identify a definite interval in the parameter range for a where the transition between the two terms for determining the maximum value for D a occurs. Consider the log of the ratio of the two terms 
which can now be viewed as a function of a for 0 < a a n À 2d and d b 3=2. For this range of values of d
Weighted inequalities and Stein-Weiss potentials Since Lð0Þ ¼ 0, the desired value of L for a ¼ n À 2d must be negative which will imply that the k ¼ 0 term is largest for 0 < a a n À 3 and n b 4. This completes the proof of part (B).
Part (C) follows directly as an application of Stirling's formula Gðz þ aÞ F ffiffiffiffiffi ffi 2p p e Àz z zþaÀ1=2 as z ! y since for fixed a and large n, the value D a will use the k ¼ 0 term
Note that for a ¼ 2, this becomes an exact relation for n b 5: 
Logarithmic uncertainty
The basic relation for Pitt's inequality with gradient terms
becomes an equality at a ¼ 0 ðD 0 ¼ 1Þ so it can be di¤erentiated at this value of a. Corollary 2 and Theorem 7 express the value of D a needed for this calculation.
The increase in the constant here over the corresponding value in Theorem 2 reflects the comparison of the integrals ð
3 Iterated Stein-Weiss potentials
The Stein-Weiss potentials discussed here act at the spectral level, that is, in terms of L 2 estimates. In the context of using these potentials to define a linear operator on L 2 ðR n Þ, it is natural to examine iterated applications. For example, the Stein-Weiss potential with 0 < a < n ð These latter inequalities extend to include successive applications of powers of jxj and ðÀDÞ 1=2 and correspond to iterated Stein-Weiss potentials subject to growth constraints on the size of the powers and the dilation constraint that the sum of the powers of jxj must equal the sum of the powers of ðÀDÞ 1=2 . At the second iteration level, this algorithm leads to a result that includes the Maz'ya-Eilertsen inequality: 
