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Abstrak: Pengenalan pola (Pattern Recognition) dalam menganalisis motif Songket Palembang erat 
kaitannya dengan jaringan saraf tiruan. Metode untuk mendapatkan fitur yaitu dengan menggunakan 
Discrete Wavelet Transform yang merupakan tahap ekstraksi fitur, dan untuk mengidentifikasi motif 
diperlukan fitur energi berupa koefisien yang merupakan ciri dari bidang wavelet yang telah didekomposisi. 
Metodologi pengembangan system menggunakan pendekatan model iterative. Dalam analisis ini 
diimplementasikan dengan menggunakan jaringan saraf tiruan algoritma propagasi balik 
(Backpropagation). Sistem pengenalan motif Songket Palembang memperoleh kemampuan deteksinya 
dengan cara belajar dari data pelatihan. Hasil penelitian menunjukkan bahwa akurasi dari pengenalan motif 
Songket Palembang tergantung pada jenis motif Songket yang digunakan dalam pelatihan dan pengujian, 
serta nilai dari dekomposisi pada Wavelet dan arsitektur jaringan saraf tiruannya. 
 
Kata Kunci: Pengenalan pola, Discrete Wavelet Transform, Jaringan Saraf Tiruan, Propagasi Balik. 
 
Abstract: Pattern Recognition in analyzing the Pattern of Palembang’s Songket closely related to Artificial 
Neural Network. The method to get feature by using the Discrete Wavelet Transform which is as a step of 
feature extraction, and to identify patterns need energy feature in the form of coefficient that is 
characteristic of the wavelet area that has been decomposed. Methodology of System Development using 
iterative modeling approach. In this analysis implemented Artificial Neural Network using 
Backpropagation algorithm. The system of Palembang’s Songket pattern recognition acquire its detection 
capabilities by learning from training data. The result of research indicates that the accuracy of the 
Palembang’s Songket pattern recognition depending on the type of songket patterns used in training and 
testing, as well as the value of the wavelet decomposition and the architecture of Artificial Neural Network 
 






Songket merupakan jenis kain tenunan 
tradisional Melayu dan Minangkabau di 
Indonesia, Malaysia, dan Brunei. Songket 
ditenun menggunakan tangan dengan benang 
emas dan perak, serta pada umumnya 
dikenakan pada acara-acara resmi. Songket 
Palembang sendiri merupakan jenis songket 
yang terkenal dibandingkan kain tenunan 
sejenis dari daerah lainnya.  
Dalam satu jenis songket sendiri 
memiliki beberapa bagian, namun untuk 
mengenali satu songket dengan songket yang 
lain berdasarkan motifnya bisa dilihat pada 
kembang tengahnya. Oleh karenanya pada 
skripsi ini penulis akan mengembangkan 
aplikasi untuk menganalisis pengenalan motif 








Yudhy Syarofie (2007), arti songket 
secara resmi hingga kini belum ada. Namun, 
beberapa sumber memberikan penjelasan yang 
mengarah kepada pengertian kertabahasa, 
Songket menurut sumber ini berasal dari kata 
disongsong dan diteket. Kata teket dalam 
bahasa Palembang lama berarti sulam. Kata itu 
mengacu pada proses penenunan yang 
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pemasukan benang dan peralatan pendukung 
lainnya ke longsen dilakukan dengan carai 
diterima atau disongsong.   
Secara garis besar, motif songket 
Palembang terdiri dari 7 (tujuh) bagian, yaitu 
secara berurutan dari motif terluar hingga 
terdalam dikelilingi tretes, umpak ujung, 
pengapit, tawur, umpak bangkot, ombak, dan 
kembang tengah atau motif inti. Pada analisis 
ini, penulis mengambil di motif inti untuk 
mengenali nama motif tersebut. Adapun motif 
songket yang diuji pada penelitian ini, yaitu : 
 
Tabel 1: Motif Berdasarkan Kembang 
Tengah 
 
No Nama Songket Gambar 
1 Bintang Berante 
 
2 Cantik Manis 
 
3 Kenango Makan Ulet 
 
4 Nago Besaung 
 




2.2 Kecerdasan Buatan 
 
Kecerdasan buatan berasal dari bahasa 
Inggris “Artificial Intelligence” atau disingkat 
AI, yaitu intelligence berarti cerdas, sedangkan 
artificial berarti buatan.  
Menurut Winston dan Predergast 
(1984), tujuan dari kecerdasan buatan adalah : 
 
a. Membuat mesin menjadi lebih pintar 
b. Memahami apa itu kecerdasan 
c. Membuat mesin lebih bermanfaat. 
2.3 Pengolahan Citra (Image Processing) 
 
Menurut Rinaldi Munir (2004), citra 
adalah gambar pada bidang dwimatra (dua 
dimensi) yang memegang peranan sangat 
penting sebagai bentuk visual kaya informasi. 
Meskipun sebuah citra kaya informasi 
namun seringkali citra mengalami penurunan 
mutu, misalnya mengandung cacat atau derau 
(noise), warnanya terlalu kontras, kurang 
tajam, dan sebagainya. Tentunya citra 
semacam ini menjadi sulit diinterpretasi karena 
informasi yang disampaikan oleh citra tersebut 
menjadi berkurang. 
Agar citra yang mengalami gangguan 
mudah diinterpretasi, maka citra tersebut perlu 
dimanipulasi menjadi citra lain yang 
kualitasnya lebih baik. 
 
 
2.4 Jaringan Saraf Tiruan (Artifical Neural 
Network) 
 
Jaringan Saraf Tiruan (JST) 
merupakan suatu sistem pemrosesan informasi 
yang mempunya karakteristik menyerupai 
jaringan saraf biologi. Cara kerja JST seperti 





Gambar 1: Arsitektur Jaringan Saraf 
Tiruan 
 JST ditentukan oleh 3 (tiga) hal : 
 
a. Pola hubungan antar neuron 
b. Metode untuk menentukan bobot 
penghubung 
c. Fungsi aktivasi 
Fungsi aktivasi digunakan pada 
perhitungan input yang diterima neuron, 
setelah itu diteruskan ke neuron 
berikutnya. Fungsi aktivasi yang 
digunakan pada penelitian ini adalah 
Sigmoid Biner, merupakan fungsi biner 
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yang memiliki rentang 0 s/d 1 dengan 














Gambar 2. Fungsi aktivasi Sigmoid biner 
pada rentang 0 s/d 1 
 
2.4.1 Taksonomi Jaringan Saraf Tiruan 
 
 Hingga kini terdapat lebih dari 20 
model JST. Masing-masing model 
menggunakan arsitektur, fungsi aktivasi, dan 
perhitungan yang berbeda-beda dalam 
prosesnya. Pembagian jaringan saraf tiruan 
dapat dibagi dalam 3 (tiga) kategori yaitu : 
 
a. Berdasarkan strategi pelatihan 
b. Berdasarkan arsitekturnya 




2.5 Propagasi Balik (Backpropagation) 
 
Propagasi balik melatih jaringan untuk 
mendapatkan keseimbangan antara 
kemampuan jaringan untuk mengenali pola 
yang digunakan selama pelatihan serta 
kemampuan jaringan untuk memberikan 
respon yang benar terhadap pola masukan yang 
serupa (tapi tidak sama) dengan pola yang 










Gambar 3. Arsitektur Propagasi Balik 
Penggunaan propagasi balik terdiri 
dari 2 tahap : 
a. Tahap belajar atau pelatihan, di mana 
pada tahap ini pada propagasi balik 
diberikan sejumlah data pelatihan dan 
target 
b. Tahap pengujian atau penggunaan, 
pengujian dan penggunaan dilakukan 
setelah propagasi balik selesai belajar 
 
Pada intinya, pelatihan dengan metode 
propagasi balik terdiri dari tiga langkah, yaitu : 
 
a. Data dimasukkan ke input jaringan 
(feedforward) 
b. Perhitungan dan propagasi balik dari 
error yang bersangkutan 
c. Pembaharuan bobot dan bias 
 
 
2.6  Transformasi Wavelet Diskrit 
 
Menurut Darma Putra (2010), wavelet 
diartikan sebagai small wave atau gelombang 
singkat. Transformasi Wavelet akan 
mengkonversikan suatu sinyal ke dalam 
sederetan wavelet. 
Transformasi Wavelet mampu 
memberikan informasi frekuensi yang muncul, 
juga dapat memberikan informasi tentang skala 
atau durasi. 
Proses transformasi wavelet secara 
konsep sederhana. Citra semula didekomposisi 
menjadi 4 (empat) sub-image baru. Setiap sub-
image berukuran ¼ kali dari citra asli. 3 (tiga) 
sub-image pada posisi kiri bawah, kanan 
bawah, dan kanan atas akan tampak seperti 
versi kasar dari citra asli karena berisi 
komponen frekuensi tinggi dari citra asli. 
sedangkan sub-image kiri atas tampak seperti 
citra asli dan tampak lebih halus karena berisi 
komponen frekuensi rendah dari citra asli. 
Proses demikian dapat diulang seterusnya 




2.7  Metode Iterasi 
 
Pada tahap ini akan dilakukan 
beberapa kegiatan yang meliputi pendefinisian 
dari permasalahan yang ada untuk menentukan 
ruang lingkup, menentukan metodologi yang 
0  x 
f(x) 
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dipergunakan, serta membuat jadwal kegiatan 
dengan menggunakan beberapa teknik 





 Pada tahap ini menentukan tujuan 
umum yang meliputi mengumpulkan data 
berupa citra songket ataupun informasi yang 




 Setelah tahap analisis dilakukan, maka 
pemrogram mendesain secara terperinci 
sebuah rancangan aplikasi yang 
menggambarkan keseluruhan aplikasi dan 





 Pada tahap ini akan 
mengimplementasikan kode program pada 
rancangan aplikasi yang telah dibuat pada 




 Tahapan terakhir yang dilakukan 
adalah pengujian program. Hasil dari 
implementasi akan dievaluasi untuk menilai 





3.1  Lingkungan Pengembangan Program 
 
Perancangan ini dibagi menjadi dua, 
yaitu perancangan perangkat keras dan 
perangkat lunak. 
 
3.1.1 Kebutuhan Perangkat Keras 
 
Perangkat keras yang digunakan pada 
pembuatan aplikasi adalah sebagai berikut : 
 
a. I ntel Core 2 Duo Processor T5450 1.6 Ghz 
b.  Memory DDR2 2GB 
c.  120 GB Harddisk 
d.  Mobile Intel 965 Express 358MB 
 
3.2.2 Kebutuhan Perangkat Lunak 
 
Perangkat lunak yang digunakan pada 
pembuatan aplikasi adalah sebagai berikut : 
. 
a.  Windows 7 Ultimate sebagai sistem operasi 
b.  MATLAB R2009a sebagai bahasa 
pemrograman 
c.  Adobe Photoshop CS5 
 
 
3.2 Perancangan Sistem 
 
3.2.1  Pengumpulan Data 
 
Data yang digunakan dalam penelitian 
ini terdiri dari 5 (lima) citra motif songket yaitu 
nampan perak, nago besaung, bintang berante, 
kenango makan ulet dan cantik manis. Masing-
masing motif terdiri dari 40 data pelatihan dan 
200 data pengujian. Masing-masing motif 
terdiri dari 2 (dua) varian dengan total 10 
(sepuluh) motif. Data pelatihan dirotasi 0o dan 
45o, sedangkan data pengujian dirotasi 00, 15o, 
















Gambar 5. Data Pelatihan dengan Rotasi 
0o, 15o, 30o dan 45o 
 
3.2.2  Praproses 
 
   Langkah pertama yang dilakukan 
adalah melakukan grayscale image, lalu di-
















Gambar 6 :  Hasil Citra Setelah di-
Grayscale dan di-smoothing 
 
3.3.3  Ekstraksi Fitur 
 
 Pada tahap ini, citra yang sudah 
diproses akan diambil ciri fiturnya 
menggunakan Wavelet Transform. Wavelet 
Family yang digunakan adalah Symlet order 4 
(empat). 
 
3.3.4  Klasifikasi Fitur 
 
 Tentukan target dari tiap nilai keluaran 
yang diinginkan, missal : 
 
a. Untuk motif nampan perak       = 111 
b. Untuk motif nago besaung           = 101 
c. Untuk motif bintang berante       = 100 
d. Untuk motif kenango makan ulet = 110 




 Seluruh dataset yang telah diambil 
ekstraksinya dan telah diklasifikasi dilanjutkan 
ke tahap pelatihan pada proses pelatihan, 
waktu yang dibutuhkan untuk pelatihan 
tergantung dengan jumlah input pada JSTnya. 
Sehingga semakin besar jumlah masukan 




4 IMPLEMENTASI DAN ANALISIS 
PROGRAM 
 
4.1  Pengujian dan Evaluasi 
Pada subbab ini akan dibahas 
evaluasi dari rangkaian hasil uji coba yang 
telah dilakukan, mulai dari fungsi pelatihan 
terhadap epoch sampai pada uji coba durasi 
waktu pengenalan motif songket. Agar 
mendapatkan nilai akurat, penulis melakukan 
pengujian sebanyak 3(tiga) kali untuk diambil 
nilai yang terbaik. 
 
4.1.1 Pengujian Fungsi Pelatihan terhadap 
Epoch 
 
Pengujian awal ini dimaksudkan untuk 
mencari fungsi pelatihan yang mampu berjalan 
optimal pada epoch maksimal bernilai 1000. 
Proses iterasi otomatis akan berhenti jika nilai 
MSE bernilai dibawah 1e-20 atau epoch 
menyentuh angka 1000. 
Fungsi pelatihan yang mencapai 1000 
epoch namun tidak mencapai nilai dibawah 
MSE 1e-20, maka otomatis akan disingkirkan 
untuk pengujian selanjutnya. 
Tabel 2 memberikan rangkuman hasil 
uji fungsi pelatihan dimana hanya 6 (enam) 
fungsi yang memenuhi target yang diiinginkan. 
 





Jumlah epoch untuk 
mencapai toleransi 1e-20 
Trainbfg Tidak selesai selama 1000 
epoch. Pada epoch ke 1000, 
mse = 9,83e-14 
Traincgp Selesai selama 115 epoch. 
Pada epoch ke 115, mse = 
9,28e-21 
Traindx Selesai selama 995 epoch. 
Pada epoch ke 995, mse = 
9,60e-21 
Trainrp Selesai selama 137 epoch. 
Pada epoch ke 137, mse = 
8,53e-21 
Traincgf Selesai selama 327 epoch. 
Pada epoch ke 327, mse = 
9,23e-21 
trainscg Selesai selama 288 epoch. 
Pada epoch ke 288, mse = 
9,59e-21 
 
4.1.2 Pengujian Komposisi Jumlah Node 
pada JST 
 
Selanjutnya dilakukan pengujian 
terhadap pengaruh komposisi jumlah node 
pada jaringan saraf tiruan terhadap akurasi data 
uji. Tidak ada kepastian tentang berapa banyak 
jumlah node yang paling optimal. 
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Tabel 3 memberikan hasil bahwa 
komposisi node [240] [162] [3] memberikan 
hasil maksimal dengan akurasi 81,7%. 
 
Tabel 3: Pengujian Komposisi Jumlah Node 
 
Jumlah Node Persentase Akurasi 
Data Uji 
[220] [149] [3] 78,5% 
[240] [162] [3] 81,7% 
[300] [202] [3] 79,2% 
 
4.1.3 Pengujian Learning Rate 
 
Pengujian ketiga ini memberikan 
penjelasan mengenai pengaruh laju 
pemahaman terhadap nilai akurasi. 
Pada tabel 4 memberikan rangkuman 
bahwa nilai optimal diperoleh oleh learning 
rate 0.01 dengan nilai akurasi rata-rata 
tertinggi 81,7 %. 
 
Tabel 4 : Pengujian Komposisi Jumlah Node 
 
Learning Rate Akurasi Data Uji 




4.1.4  Pengujian Momentum 
 
Proses pembelajaran dengan variasi 
momentum digunakan untuk mempercepat 
proses pembelajaran. 
Pada tabel 5 memberikan rangkuman 
bahwa kombinasi learning rate yang sama 
namun dengan nilai momentum yang berbeda 
menunjukkan waktu pembelajaran dapat 
dilakukan lebih cepat dari sebelumnya. Namun 
persentase akurasi turun 1% menjadi 80,7 %, 
tetapi penurunan ini tidak terlalu jauh dari 
sebelumnya jadi masih bisa ditolerir. 
 






1 78,7 % 8 
9 80,7% 7 
0,5 80,5 % 9 
 
 
4.1.5  Pengujian MSE (Mean Squared Error) 
 
MSE digunakan sebagai parameter 
keakuratan nilai target keluaran. Semakin kecil 
MSE, tidak menjamin akurasi semakin tinggi, 
justru membuat algoritma menjadi tidak stabil 
dan proses pembelajaran semakin lama. 
Pada tabel 6 dapat dilihat bahwa nilai 
optimal MSE pada penelitian ini yang cocok 
adalah 1e-20 dengan nilai akurasi tetap pada 
80,7%.  
 
Tabel 6: Pengujian MSE 
 





4.1.6 Pengujian Fungsi Pelatihan Terhadap 
Akurasi 
 
Setelah memperoleh nilai-nilai 
parameter yang optimal pada pengujian 
sebelumnya, maka pada pengujian kali ini 
ditekankan pada pengaruh pemilih algoritma 
fungsi pelatihan terhadap akurasi data uji. 
Pada tabel 7 memperlihatkan bahwa 
fungsi pelatihan traincgb mampu memberikan 
nilai akurasi tertinggi 80,7% disbanding 
dengan fungsi pelatihan lainnya. 
 













4.1.7 Pengujian Wavelet Dekomposisi 
 
 Pada tabel 8 memperlihatkan bahwa 
dekomposisi wavelet pada level 7 (tujuh) 
menghasilkan nilai akurasi rata-rata 89,8 % 
dengan akurasi tertinggi 90,5%. 
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Level 5 80,7% 82,5% 
Level 6 85,2 % 86,0% 
Level 7 89,8% 90,5% 
Level 8 79.0% 79,0% 
 
4.1.8 Pengujian Waktu Pengenalan Motif 
 
Pengujian terakhir, penulis melakukan 
pengukuran waktu pengenalan motif. 
Pengujian dilakukan pada masing-masing 
motif dengan mengambil 4 (empat) sampel 
dataset testing dengan total 20 (dua puluh) 
data. 
Pada tabel 9 memperlihatkan bahwa 
waktu pengenalan motif songket relative 
singkat dengan rata-rata memakan waktu 0,41 
detik dengan waktu terlama 0,45 detik. 
 
Tabel 9: Waktu Pengenalan Motif 
 
No Motif Waktu 
(detik) 
1 Nampan Perak 1 0,38 
2 Nampan Perak 2 0,39 
3 Nampan Perak 3 0,42 
4 Nampan Perak 4 0,42 
5 Nago Besaung 1 0,41 
6 Nago Besaung 2 0,42 
7 Nago Besaung 3 0,44 
8 Nago Besaung 4 0,43 
9 Bintang Berante 1 0,41 
10 Bintang Berante 2 0,39 
11 Bintang Berante 3 0,39 
12 Bintang Berante 4 0,45 
13 Kenango Makan Ulet 1 0,42 
14 Kenango Makan Ulet 2 0,4 
15 Kenango Makan Ulet 3 0,42 
16 Kenango Makan Ulet 4 0,38 
17 Cantik Manis 1 0,41 
18 Cantik Manis 2 0,44 
19 Cantik Manis 3 0,41 











a) Algoritma jaringan saraf tiruan propagasi 
balik dapat digunakan untuk pengenalan 
motif songket Palembamg. 
 
b) Penggunaan transformasi wavelet dengan 
dekomposisi level 7 (tujuh) terbukti lebih 
efektif dibandingkan level dibawahnya, 
serta jika memakai dekomposisi level 8 
(delapan) maka nilai akurasi semakin 
berkurang. 
 
c) Dari hasil pengujian, maka didapatkan 
kombinasi parameter terbaik, yaitu 
menggunakan fungsi pelatihan traincgb; 
maksimal 1000 epoch; kompsisi node JST 
[240] [162] [3]; learning rate 0,01; 
momentum 0,9; MSE 1e-20; serta 
dekomposisi wavelet level 7 
 
d) Pengujian yang telah dilakukan 
menghasilkan nilai akurasi tertinggi 90,5% 
dari 40 dataset training dengan 200 dataset 





a) Aplikasi ini dapat dikembangkan dengan 
cara real-time pada pengenalan citra motif 
songket Palembang. 
 
b) Untuk hasil yang lebih spesifik dapat 
ditambahkan proses segmentasi terlebih 
dahulu sebelum proses pembelajaran dan 
pengenalan motif songket Palembang. 
 
c) Selanjutnya pengembangan aplikasi dapat 
diarahkan ke sistem pengenalan jenis dan 
warna kain serta benang yang juga 
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