We consider a one-particle bound quantum mechanical system governed by a Schrödinger operator H = −∆ + v f (r), where f (r) is an attractive central potential, and v > 0 is a coupling parameter. If φ ∈ D(H ) is a 'trial function', the local energy theorem tells us that the discrete energies of H are bounded by the extreme values of (H φ)/φ, as a function of r. We suppose that f (r) is a smooth transformation of the form f = g(h), where g is monotone increasing with definite convexity and h(r) is a potential for which the eigenvalues Hn(u) of the operator H = −∆ + u h(r), for appropriate u > 0, are known. It is shown that the eigenfunctions of H provide local-energy trial functions φ which necessarily lead to finite eigenvalue approximations that are either lower or upper bounds. This is used to extend the local energy theorem to the case of upper bounds for the excited-state energies when the trial function is chosen to be an eigenfunction of such an operator H. Moreover, we prove that the local-energy approximations obtained are identical to 'envelope bounds', which can be obtained directly from the spectral data Hn(u) without explicit reference to the trial wave functions.
I. INTRODUCTION
We study the relationship between two methods of approximating the discrete spectrum of a Schrödinger operator H = −∆+V . We assume that H is bounded below and essentially self adjoint on a suitable domain D(H ) ⊂ L 2 (R d ), and that it supports a discrete spectrum. Furthermore, we shall consider attractive 'spherically-symmetric' potential functions of the form V (r) = vf (r), where v > 0 is a positive coupling parameter and f (r) describes the shape of the potential along a radial line, where r = ||r||, r ∈ R d . For simplicity of presentation we shall discuss many general aspects of the problem with reference to the one-dimensional case d = 1 for which the potential shape f (x) is an even function of x ∈ R. An eigenvalue is written E n = F n (v) and the corresponding wave function ψ n (x) has n nodes, n = 0, 1, 2, . . . . We study an example in detail in d > 1 dimensions in section 6.
In the present context the local energy theorem uses a 'trial function' φ in a sense different from a variational analysis. The following succinct statement of the theorem may be found in volume 3 of A Course on Mathematical Physics by Walter Thirring [22] :
where, for the ground state, φ(x) is a nodefree trial function. As with variational estimates, the energy bounds can often be improved by exploring their dependence on parameters built in to the trial function φ. However, there is an important practical matter to face, namely that it seems very difficult to know ahead of time when the minimum is −∞ or the maximum is +∞, which extrema clearly add nothing new. A pragmatic aspect of the present paper is that it provides a way of choosing φ so that it is guaranteed to yield either a finite lower bound or a finite upper bound. However, interest in the solution of this problem may transcend its utility for selecting local-energy trial functions since it relates the local energy theorem to an established geometrical analysis called 'potential envelope theory' that we shall show yields precisely the same energy bounds as Eq. (1). Moreover, we can obtain both lower as well as upper bounds for every discrete eigenvalue: for the excited states, the extrema are found by using inf and sup while omitting the zeros of a suitably chosen φ(x).
We shall discuss the mathematical basis for the methods in the sections which follow, but it will help to fix ideas if we explain here what is the source of the trial wave functions φ that do have the claimed properties. It is perhaps interesting that, after we have established the connection between the theories via φ, we can go on to find the energy bounds themselves directly without using φ at all. We consider all the discrete eigenvalues as functions of the coupling parameter v > 0, thus the operator we are studying and its unknown discrete eigenvalues F n (v) are given by
Meanwhile we suppose that the following operator with attractive potential shape h(r) has known eigenvalues H n (u)
The assumed link between the problems is that the potential shape f (r) has the representation f (r) = g(h(r)), where g is an increasing function of h(r) with definite convexity, thus
The envelope prescription for the local-energy trial function φ n (r) is that it is an eigenfunction of −∆ + uh(r) with eigenvalue H n (u). We claim that if this φ n with suitable u is inserted into Eq. (1), then it yields a lower bound to E n if f = g(h) is convex (g > 0) and an upper bound to
. This is the case for each choice of the coupling v for which the eigenvalues exist. For example, it is a well-known feature of the problem that a discrete eigenvalue may only exist for an excited state when the coupling v is sufficiently large.
Potential envelope theory and the local energy theorem are discussed in more detail in sections 2 and 3. The coincidence of eigenvalues induced by the above prescription for φ and the derivation of the bounds directly from the input spectral data H n (u) are presented in sections 4 and 5. A simple example with an oscillator envelope basis h(x) = x 2 is mentioned in each section, as a connecting thread. The problem for central potentials in d > 1 dimensions is formulated in section 6 and an example with both upper and lower spectral bounds is presented in detail.
II. POTENTIAL ENVELOPE THEORY
The 'method of potential envelopes' was introduced in 1980 by Hall [9] who subsequently developed the idea into a spectral approximation and inversion theory [10] [11] [12] [13] [14] . Some of the results were re-discovered (starting 28 years later) by Buisseret, Semay, and Silvestre-Brac [5] who called their approach 'the auxiliary field method'. For our present purpose, we make use of the assumed connection Eq. (4) between the two Schrödinger operators H and H to obtain an approximation of F n (v) in terms of H n (u). For definiteness we first take g to be convex (i.e. g (h) > 0). Consider the family of all tangents to g(h). For each point of contact x = t, the tangential potential is of the form a(t)+b(t)h(x) where
Considering a(t) + b(t)h(x) as a new potential shape, the associated Schrödinger operator has eigenvalues equal to v a(t) + H n (v b(t)) as the monotonicty of g ensures that b(t) is positive. The choice that g (h) > 0 implies that g(h) lies above these tangential potentials:
Thus, by the Comparison Theorem [22] , an almost immediate consequence of the variational min-max principle [19] , it follows that
As this is valid for any point of contact, the family of tangential potentials forms a lower envelope for g(h); maximizing over t yields a lower bound for F n (v).
In the complementary case, we assume g is concave (i.e. g < 0), and a minimization over t yields energy upper bounds. The coupling parameter v in the development so far is to be taken as a constant that could equally well have been absorbed into the definition of f (x). The point of it at this stage is to show that with the same effort we approximate F n (v), not just F n (1). In the more succinct formulation of the method based on kinetic potentials, and outlined below in section 5, this coupling parameter in the target problem H will play a more essential rôle.
One further relation that will be important is the following: since the potential f (x) and its tangent a(t) + b(t)h(x) touch at the point x = t, it is true for the case where g is convex that min
A corresponding expression for a(t) in the case where g is concave requires a maximum over x.
To consider a specific example, we turn to estimating the eigenvalues of the quartic potential f (x) = x 4 by means of the harmonic oscillator h(x) = x 2 .
Example 1 Consider H = −∆ + x 4 and H = −∆ + ux 2 . The transformation g(h) = h 2 satisfies the sufficient conditions of montonicity and convexity for a lower-bound estimate of E n . We have that a(t) = −t 4 and b(t) = 2t 2 , and by an elementary scaling argument it can be shown that for the harmonic oscillator,
Thus we find that, for n = 0, 1, . . .,
III. THE LOCAL ENERGY THEOREM
Introduced by Barta in [3] for vibrating membranes and then applied to quantum mechanics by Duffin in [6] and Bartlett in [4] , the local energy theorem provides a method for estimating eigenvalues of a Schrödinger operator H by looking at the local energy
where φ is a trial function in the domain D(H ). Originally, the local energy theorem was formulated as technique for finding lower bounds to complement the well-known Rayleigh-Ritz upper bound. However, the theorem can provide both upper and lower bounds:
Theorem 1 Let φ ∈ C 2 (R) be such that φ undergoes no change of sign and vanishes only at isolated points. If v is large enough so that vf (x) > E 0 for sufficiently large |x|, then
where the points such that φ vanishes are excluded.
It is important to note that, in general, the local energy is not bounded. One can only expect it to be either bounded above or bounded below.
A rigorous proof of the lower-bound portion of this theorem first appears due to Barnsley in [2] . Moreover, Barnsley extends the lower-bound result to the excited states in the following form:
Theorem 2 Let φ ∈ C 2 (R) be such that it undergoes exactly n changes in sign and vanishes only at isolated points. If v is large enough so that vf (x) > E n for sufficiently large |x|, then, for n = 0, 1, 2, . . .,
where the points such that φ(x) vanishes are excluded.
Subsequently, interest in the upper-bound estimate of the theorem re-emerged. In particular, the works of Baumgartner [1] , Schmutz [20] , and Thirring [22] each analyze the theorem using different approaches. However, to the knowledge of the present authors, an upper-bound local-energy estimate was never proven in the case of excited states.
In more recent years, however, authors such as Mouchet [17, 18] and Handy [15] have further analyzed the groundstate local energy theorem and have identified two inherent deficiencies related to its practical use. First, one has no a priori knowledge of whether a given trial function will yield an upper or a lower bound. This will be addressed in the following section of the paper. Second, there is no way systematically to tighten a bound once a trial function has been used. Both Mouchet and Handy develop approaches that are suited for generating numerical estimates via the groundstate local energy theorem.
Building on the previous example, we use the excited-state version of the local energy theorem to estimate the eigenvalues of the quartic potential f (x) = x 4 by means of the harmonic oscillator h(x) = x 2 .
Example 2 Consider H = −∆ + x 4 and H = −∆ + tx 2 . We may approximate E n by the wave function (involving the nth Hermite polynomial, H n (x)) associated with H, which is, indeed, of class C 2 in the x variable for all n. Thus, using the local energy theorem with trial function φ n (t; x) = H n (t
IV. THE COINCIDENCE
We point out that in the previous example the bound obtained for the quartic potential's spectrum, E n ≥ 3 4 (2n+1) 4 3 , by means of the local energy theorem is the same as the bound obtained in an earlier example by envelope theory. This is by no means an isolated incident; in fact, we shall prove the following:
Theorem 3 Consider the Schrödinger problems Eq. (2) and Eq. (3). Denote the bound obtained from the local energy theorem with trial function φ by E and the bound obtained from envelope theory with the potential h by E. Then E = E.
Note that the state n is suppressed in the statement of this theorem as to indicate that it holds with either g convex or concave when n = 0, or with g convex for the excited states. Since the theorem holds for the case of g convex for all n = 0, 1, . . ., we present the proof with that set-up and reintroduce the notation that incorporates the state n.
Assuming that g is convex, envelope theory gives us that
and the local energy theorem gives us that
Hence, using Eq. (5), we have
The idea of the proof is identical for the case of concave g, with the only change occurring from the switch between minima and maxima.
This coincidence allows us to address an issue that was raised in the previous section: given a trial function φ ∈ D, we do not know a priori whether the local energy theorem will yield an upper or a lower bound. By theorem 3, however, we do know whether the local energy theorem will yield an upper or a lower bound in the special case where φ is chosen to be the wavefunction to the problem Eq. (3) for some h for which there exists a transformation such that f = g(h) and g satisfies the conditions Eq. (4). Namely, theorem 3 says that an upper bound will be obtained if g is concave and that a lower bound will be obtained if g is convex.
Moreover, as restricting the class of trial functions in the local energy theorem to those generated by Schrödinger problems like Eq. (3) results in bounds equal to those obtained by envelope theory, the proof of theorem 3 implies that the complementary bound to theorem 2 holds for this restricted class of trial functions. Namely, the following generalisation of the local energy theorem holds:
Theorem 4 Let φ n be taken from the problem Eq. (3) where g is convex. Then, for n = 0, 1, 2, . . .,
where the points such that φ n (x) vanishes are excluded.
V. KINETIC POTENTIALS AND THE THE DIRECT SPECTRAL FORMULATION OF THE ENERGY BOUND
We express the envelope energy bounds entirely in terms of certain spectral functions so that the local-energy trial function φ(r) is no longer needed to obtain the spectral approximations available by means of the local-energy method. We first define kinetic potentials as a representation for the discrete spectral data of the type of Schrödinger operator H = −∆ + v f (x) that concerns us. This representation is specially designed to facilitate the analysis of the spectral relationship induced by a smooth transformation f = g(h) of a base potential shape h(x) whose associated discrete spectrum of −∆ + v h(x) is known. We first define the concept of 'kinetic potential' and then we show that these spectral objects admit a very simple general expression of the potential-envelope method.
A. Kinetic potentials
Beginning with problem Eq. (2), we can discuss the application of min-max by expressing the process in terms of 'kinetic potentials' (minimum mean iso-kinetic potential [10] [11] [12] [13] ) whereby the optimization is effected in two stages: In the first stage, the kinetic energy is constrained to have the value s = −∆ > 0 and yields the kinetic potential f n (s) associated with the potential shape f and the eigenvalue n; and, in the second stage the result [s + vf n (s)] is minimized over the kinetic energy s > 0. Thus:
where D n are n-dimensional subspaces of D. We started with the potential shape f (r) in H = −∆ + vf (r) and then the energy functions {F n (v)} of H are represented by the corresponding kinetic potentials f n (s) . The following Legendre [8] transformation relations allow us to go back and forth {F n } ←→ {f n } between these two sets of spectral functions:
It is straightforward to prove by a variational argument [? ] that F n (v) < 0, and we can show that the Legendre transformation Eq. (6) implies
; that is to say, F n (v) is concave and f n (s) is convex.
In the case of a pure powers with Hamiltonian −∆ + v sgn(q)|x| q and eigenvalues for v = 1 written in the form E
where n = 0, 1, 2, . . . is the number of nodes in the eigenfunction and the P (q) n numbers are given by:
For example, in dimension d = 1 we have for the harmonic oscillator f (x) = x 2 , E = 1 + 2n, and P = n + 
B. Smooth transformations of potentials
The potential envelope method has a very simple expression [11] [12] [13] in terms of kinetic potentials the proof of which is essentially by an application of Jensen's inequality [7] :
Theorem 5 Consider the Schrödinger operator H = −∆ + v f , where the attractive potential shape f is a smooth transformation f = g(h) of an attractive potential h, the coupling parameter v > 0, and the transformation function g(h) is increasing with definite convexity. Then it follows that f n (s) ≈ g(h n (s)), where if g > 0, ≈ becomes ≥, and if g < 0, ≈ becomes ≤ .
Hence the envelope approximation may be written
where the approximation is a lower bound if g is convex and an upper bound if g is concave.
Example 3 Consider H = −∆ + vx 4 and the envelope generator H = −∆ + ux 2 . As mentioned in example 1, we have that H n (u) = u Since the transformation function g(h) = h 2 is convex, the envelope approximation yields the lower bound:
The dependence of the energy bound on v is the same as that derived by scaling arguments for the exact solution.
VI. FORMULATION IN d > 1 DIMENSIONS
The d-dimensional Schrödinger equation, in atomic units = 2m = 1, with a spherically symmetric potential V (r) can be written as
where
. In order to transform (8) to the d-dimensional spherical coordinates (r, θ 1 , θ 2 , . . . , θ d−1 ), we follow Sommerfeld [21] and Louck [16] , and separate variables using
where r = ||r||,
. . is the angular-momentum quantum number, and k = 2l + d. We then write the radial Schrödinger equation in the form
We suppose that the potential V (r) is less singular than the centrifugal term so that
We note that the Hamiltonian and boundary conditions of (9) are invariant under the transformation
Thus the energy remains unchanged if k = 2 + d and the number of nodes n are given. We have [12] 
where n = 0, 1, 2, . . . is the number of nodes in the radial eigenfunction and the P (q) nk numbers are given by:
, q = 0, q > −2.
Thus we have in particular for the Coulomb potential q = −1 and the harmonic oscillator q = 2: We now consider an explicit example, namely the linear combination of the Coulomb and the harmonic-oscillator potentials:
where the positive coefficients A and B are both constant, and v > 0 is a coupling parameter. V (r) is at once a concave function V (r) = g (1) (r 2 ) of r 2 and a convex function V (r) = g (2) (−1/r) of −1/r. Thus tangents to the g functions are either shifted scaled oscillators above V (r), or shifted scaled Coulomb potentials below V (r). We illustrate the situation graphically in Fig. 1 for the case k = 2 + d = 7, n = 0. The resulting envelope energy-bound formulas are given by 
