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REPRESENTATIONS OF THE UNITARY GROUP SU(2, 1) IN FOURIER
TERM MODULES
ROELOF BRUGGEMAN AND ROBERTO MIATELLO
Abstract. To study Fourier expansions of automorphic forms on G = SU(2, 1)
one needs to understand the representations of the Lie algebra of G in functions
on G that transform on the left under the unipotent group N according to a rep-
resentation of N. Since for SU(2, 1) the unipotent group is isomorphic to the
Heisenberg group, one needs not only to use characters of N but also realiza-
tions of the infinite-dimensional Schro¨dinger representation. We allow a general
type of automorphic form that need not satisfy the usual condition of polynomial
growth at the cusps. We carry out a detailed description of the resulting repre-
sentations of the Lie algebra of G and their occurrence in Fourier term modules.
1. Introduction
The real Lie group SU(2, 1) is the smallest rank one Lie group with a non-
abelian unipotent subgroup. The consequence for the study of automorphic forms
on SU(2, 1) is that instead of Fourier series at cusps one has to use Fourier-Jacobi
series. To investigate the real-analytic Poincare´ series similar to those studied in
[MW89], but associated to non-abelian representations of the unipotent subgroup,
one needs to understand Fourier-Jacobi expansion of functions on SU(2, 1) with
exponential growth near the cusps. Hence we do not impose any growth conditions
at the cusps, and work with what we call “automorphic forms with unrestricted
growth”.
We study the spaces C∞(Λ\G)K of K-finite functions that are invariant under a
lattice Λ ⊂ N, with respect to an Iwasawa decomposition SU(2, 1) = NAK. We
do not impose conditions on the growth of f (nak) as a varies in the subgroup A.
Actually we restrict the discussion to a collection of lattices that is invariant under
conjugation by the normalizer NAM of N. Elements of C∞(Λ\N)K can be ex-
panded in a general type of Fourier expansion, which is the sum of two parts: the
abelian part, with terms parametrized by characters of Λ\N, and the non-abelian
part, with terms parametrized by an orthogonal collections of realizations of the
Stone-von Neumann representation in L2(Λ\N). When applying this to automor-
phic forms we have to deal with the subspace C∞(Λ\G)ψK ⊂ C∞(Λ\G)K in which
the center of the universal enveloping algebra of the Lie algebra of SU(2, 1) acts
according to a character ψ.
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2 ROELOF BRUGGEMAN AND ROBERTO MIATELLO
The linear operator of taking a term in this expansion is an intertwining oper-
ator from the Lie algebra module C∞(Λ\N)ψK to a submodule F ψN ⊂ C∞(Λ\G)ψK ,
where N denotes a character of Λ\N or a realization of the Stone-von Neumann
representation.
If N does not correspond to the trivial character of Λ\N there are inside F ψN
two important submodules. The submoduleWψN is characterized by the property
of exponential decay in a ∈ A. It is present in F ψN for all N , except for N0 corre-
sponding to the trivial character. This module describes the Whittaker models of
cuspidal automorphic representations.
We parametrize A by a(t) with t ∈ (0,∞) such that the exponential decay oc-
curs as t ↑ ∞. The submoduleMψN ⊂ F ψN is defined by the behavior as t ↓ 0 by
prescribing a convergent expansion. For a subset of characters ψ of the envelop-
ing algebra of the Lie algebra of SU(2, 1) elements of MψN can be used to define
absolutely convergent Poincare´ series. For the Fourier expansion of such Poincare´
series (and their meromorphic continuation) we will need bothMψN andWψN .
For an open and dense set of characters ψ of the enveloping algebra the structure
of F ψN is simple: it is the direct sum of the irreducible submodulesWψN andMψN .
For both of these irreducible submodules the K-types occurring in it appear with
multiplicity one.
The open dense set of characters ψ for which this structure holds corresponds
to the property of simple parametrization, discussed in Subsection 9.2. There we
also define generic multiple parametrization and integral parametrization. Under
generic multiple parametrization each of the direct summandsMψN andWψN is the
direct sum of three isomorphic irreducible submodules. The most complicated sit-
uation arises under integral parametrization. This requires most of the work in this
paper, in Sections 12–14. Then, bothMψN andWψN contain various submodules.
We determine the complete submodule structure, from which composition series
follow. In the non-abelian case the modules MψN and WψN may have non-trivial
intersections.
Modules of square integrable automorphic forms can be decomposed into irre-
ducible submodules. If a Fourier term operator on such an irreducible module is
non-zero its image in F ψN is isomorphic to it, and hence the module is unitariz-
able. Moreover the Fourier terms have to satisfy a square integrability condition.
In Section 15 we discuss the unitarizability of submodules of F ψN .
Section 16 has the character of a summary. We discuss various ways to use the
results of this paper in the study of individual automorphic forms and in the study
of families of automorphic forms.
In this paper we try to work as explicitly as we can. We use concepts and
notations that seem suitable for the Lie group SU(2, 1), even if these concepts may
be suboptimal for more general semisimple Lie groups.
Among general semisimple Lie groups the group SU(2, 1) is relatively small.
Nevertheless, the wish to work explicitly leads in many places to computations
of a size that are hard to carry out by hand and are more suitable for symbolic
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computation with help of a computer. We explain and carry out these computations
in the Mathematica notebook rFtmSU21.nb, which we consider as an essential part
of this paper. References are of the form [Math. ∗], where ∗ refers to a section in
the notebook.
There are many places where work on SU(2, 1) has been done. The classifi-
cation of irreducible representation of especially the real Lie group SU(2, 1), or
of real Lie groups of rank one, is considered in for instance [BNS65], [K76],
[Wal76, §7] [BB83], and [M87]. Ishikawa [Ish99] gives results similar to ours
for the Fourier terms of automorphic forms with at most polynomial growth. Re-
sults concerning Whittaker models one finds in [BR07] and [KO95]. Further we
mention [BKNPP10] with results concerning Eisenstein series.
Part 1 has a preparatory nature. It discusses the group SU(2, 1), and recalls
the representation theory of maximal compact and maximal unipotent subgroups.
Part 2 defines and studies the modules F ψN in which Fourier terms of automorphic
forms with unrestricted growth take their values. Part 3 is the longest and hardest
part. It investigates the submodule structure of the modules F ψN in the situation
of what we call integral parametrization. Part 4 gives a list of irreducible mod-
ules that occur in the Fourier expansion of square integrable automorphic forms in
Section 15, and a summary of the main results in the paper in Section 16.
4 ROELOF BRUGGEMAN AND ROBERTO MIATELLO
Part 1. The Lie group SU(2, 1) and representations of subgroups
The Iwasawa decomposition NAK of the group SU(2, 1) involves a non-abelian
unipotent subgroup N and a maximal compact subgroup K. The representations
of these groups are considered, in Section 3 for K, and in Section 4 for N. The
aim of this paper is to understand the modules involved in the Fourier expansions
of functions on Γ\SU(2, 1). Section 5 discusses discrete subgroups and Fourier
expansions. We start in Section 2 with the definition of SU(2, 1).
2. The group SU(2, 1) and its symmetric space
We choose a realization of the group SU(2, 1), and we describe the Iwasawa
decomposition, the Bruhat decomposition, and the symmetric space associated
to SU(2, 1).
2.1. Definition and realization. The unitary group SU(2, 1) is the group of ma-
trices g ∈ SL3(C) that preserve a given hermitian form of signature (2, 1). Different
hermitian forms give isomorphic realizations of SU(2, 1) as a real Lie group. We
use the hermitian form (x, y) = y¯tI2,1x, with
(2.1) I2,1 =
1 0 00 1 0
0 0 −1
 ,
which leads to
(2.2) G := SU(2, 1) =
{
g ∈ SL3(C) : g¯tI2,1g = I2,1} .
This defines G as a semi-simple Lie group of dimension 8 with real rank one.
We choose the Iwasawa decomposition G = NAK, with the maximal compact
subgroup
(2.3)
K =
{
k(ζ, α, β) : ζ, α, β ∈ C, |ζ | = 1, |α|2 + |β|2 = 1} ,
k(ζ, α, β) =
 ζα ζβ 0−ζβ¯ ζα¯ 00 0 ζ−2
 ;
the unipotent subgroup
(2.4)
N =
{
n(b, r) : b ∈ C, r ∈ R} ,
n(b, r) = n(Re b, Im b, r) =

1 + ir − |b|22 b −ir + |b|
2
2−b¯ 1 b¯
ir − |b|22 b 1 − ir + |b|
2
2
 ;
and the connected component of 1 in an R-split torus
(2.5) A =
{
a(t) : t > 0
}
, a(t) =

t+t−1
2 0
t−t−1
2
0 1 0
t−t−1
2 0
t+t−1
2
 .
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The group product for N is
(2.6) n(b, r)n(b1, r1) = n
(
b + b1, r + r1 + Im (b¯b1)
)
.
The commutative group AM with
(2.7)
M =
{
m(ζ) : |ζ | = 1} ⊂ K ,
m(ζ) =
ζ 0 00 ζ−2 00 0 ζ
 = k(ζ−1/2, ζ3/2, 0) ,
normalizes N:
(2.8) a(t)m(ζ)n(b, r)m(ζ)−1a(t)−1 = n
(
ζ3tb, t2r) .
Checks in [Math. 1a].
2.2. Other realizations. We use the same realization as Ishikawa [Ish99]. This
realization has the advantage that K has the simple form
{∗ ∗ 0∗ ∗ 0
0 0 ∗

}
. Isomorphic
realizations are obtained by replacing the matrix I2,1 in (2.1) by J = U¯ tI2,1U or
J = −U¯ tI2,1U with U ∈ SL3(C). Then we obtain the isomorphic Lie group U−1GU.
With
(2.9) UFL =

−i√
2
0 1√
2
0 1 0
−i√
2
0 −1√
2
 , U¯ tFLI2,1UFL =
 0 0 i0 1 0−i 0 0

the unipotent subgroup gets a nice upper triangular form:
(2.10) U−1FLn(b, r)UFL =
1 i
√
2 b −2r − i|b|2
0 1 −√2 b
0 0 1
 .
See [Math. 1b].
This realization is used by Francsics and Lax [FL]. A closely related realization
is used in [BKNPP10].
2.3. Rational structure. The presence of complex conjugation in (2.2) implies
that it does not define g as a set of real or complex points of an algebraic group.
We view SL3 as an algebraic group overQ(i).We use the Weil restriction [We61,
§1.3] to identify G with the set of real points of an algebraic group over Q.
We write the matrix elements zp,q, 1 ≤ p, q ≤ 3, of an element g ∈ SL2(C) as
zp,q = xp,q +iyp,q. The determinant det(g) has a description det(g) = D1(xp,q, yp,q)+
iD2(xp,q, yp,q) with coefficients in Q. The relation g¯tI2,1g can also be written out in
18 polynomial equations in xp,q, yp,q with rational coefficients. (Some of these
polynomials are trivial.) In this way we obtain G as the set of real solutions of
polynomials in xp,q, yp,q, with 1 ≤ p, q ≤ 3. We obtain an algebraic group G over
Q, for which we can identify GR with G.
We also have the group of rational points GQ, with can be identified with the
subgroup of g ∈ G that have matrix coefficients in Q(i).
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With other realizations of G, for instance those indicated in §2.2, we can follow
the same approach. This may lead to other rational structures. We do not consider
SL3 as an algebraic group over other imaginary quadratic number fields.
2.4. Symmetric space. The symmetric space corresponding to SU(2, 1) is the
quotient G/K.
2.4.1. Upper half-plane model. A possible realization is the following.
(2.11) X =
{
(z, u) ∈ C2 : |u|2 < Im z
}
.
As an analytic variety it is diffeomorphic to NA, which is visible in the left action
(2.12) n(b, r)a(t) · (z, u) = (t2z + 2tbu + 2r + i|b|2, tu + ib¯) ,
which satisfies n(b, r)a(t) · (i, 0) = (t2i + 2r + i|b|2, ib¯).
The group K leaves the point (i, 0) fixed. The action of general elements k ∈ K
is complicated, except for elements of the form m(ζ) or w
(2.13)
w =
−1 0 00 −1 0
0 0 1
 = k(1,−1, 0) ,
w · (z, u) =
(−1
z
,
−u
z
)
, m(ζ) · (z, u) = (z, ζ−3u) .
The space X inherits the complex structure of C2. The action of all elements of
G preserves this complex structure.
2.4.2. Sphere model. Another model of G/K is the ball model
(2.14) B = {(w1, w2) ∈ C2 : |w1|2 + |w2|2 < 1} ,
with the following relation to the upper half-plane model.
(2.15)
B X
(w1, w2) ↔
(
i 1+w11−w1 ,
iw2
1−w1
)(
z−i
z+i ,
2u
z+i
)
↔ (z, u)
2.4.3. Boundary. In the ball model the boundary ∂B of the symmetric space is
(2.16) ∂B = {(w1, w2) ∈ C2 : |w1|2 + |w2|2 = 1} .
The boundary of ∂X can be described as
(2.17) ∂X = {∞} unionsq {(z, u) ∈ C2 ; |u|2 = Im z} ,
where∞ is the limit of (z, u) as Im z→ ∞ while Re z and u stay bounded.
The point ∞ ∈ ∂X is fixed by the parabolic subgroup NAM ⊂ G. We can write
∂X as the disjoint union
(2.18) ∂X = {∞} unionsq N · (0, 0) .
We have (0, 0) = w · ∞. See [Math. 2].
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2.5. Bruhat decomposition. Relation (2.18) leads to the Bruhat decomposition
(2.19) G = NAM unionsq NwNAM .
With the notation
(2.20) h(c) = a
(|c|) m(c/|c|) c ∈ C∗ ,
each element of G can be written uniquely as either g = nh(c), n ∈ N and c ∈ C∗,
or g = n1wh(c)n2 with n1, n2 ∈ N and c ∈ C∗.
To go from g in the big cell NwMNA of the Bruhat decomposition to the Iwa-
sawa decomposition we use
Lemma 2.1. For b ∈ C, r ∈ R, t > 0, and c ∈ C∗:
wh(c)n(b, r)a(t) = n(b′, r′)a(t′)k′ , with
b′ =
−cb
c¯2D
, r′ =
−r
|c|2|D|2 , t
′ =
t
|c| |D| ,
D = 2ir + t2 + |b|2 ,
k′ =
c(D¯ − 2t
2)/|c| |D| −2ctb/|c| |D| 0
2c¯tb¯/cD¯ c¯(D − 2t2)/cD¯ 0
0 0 cD¯/|c| |D|

Proof. We found this relation by applying wh(c)n(b, r)a(t) to (i, 0) ∈ X. That gave
the values of b′, r′ and t′, and then k1 by a computation. We check this relation in
[Math. 1c]. There one sees that Mathematica requires quite some help to carry out
the check. 
3. Maximal compact subgroup
We describe the irreducible representations of the maximal compact Lie sub-
group K ⊂ G chosen in (2.3).
3.1. Structure. The description of K in (2.3) amounts to
(3.1) K =
(
U(1) × SU(2)
) / {±1} ,
where ±1 is embedded diagonally in the product. See (1), (2) on p. 185 of [Wal76].
The presence of U(1) shows that K is not simply connected. It has an infinite
covering.
We denote by K0 ⊂ K the group corresponding to SU(2). We have, with the
notation in (2.3):
(3.2) K0 =
{
k(1, α, β) : α, β ∈ C , |α|2 + |β|2 = 1} .
The subgroup
{
k(ζ, 1, 0) : |ζ | = 1} of K corresponding to U(1) is the center of K.
The characters are induced by characters of the center of K that are trivial on the
center of K0. These characters are of the form k(ζ, 1, 0) 7→ ζ−2w, with w ∈ Z, and
extend to characters of K. On the subgroup M ⊂ K these characters take the form
m(ζ) 7→ ζw. We use w ∈ Z to indicate these characters.
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3.2. Irreducible representations. The isomorphism classes τp of irreducible rep-
resentations of K0 are parametrized by their dimension p + 1, with p ∈ Z≥0. The
irreducible representations of the center of K are the characters parametrized by
h ∈ Z. With the product description (3.1) the isomorphism classes τhp of irreducible
representations of K are parametrized by (h, p) ∈ Z2, p ≥ 0, h ≡ p mod 2 :
(3.3) τhp
(
ζ1/2u 0
0 ζ−1
)
= (ζ1/2)−h τp(u) .
We use that each element of K can be written as k(ζ1/2, α, β) = k(−ζ1/2,−α,−β).
3.2.1. Realizations of irreducible representations of K0. To realize these repre-
sentations in C∞(K) provided with the action by right translation we start with
polynomial functions Φp/2r/2,q/2 on K0  SU(2) by the identity
(3.4)
(ax+c)(p−q)/2 (bx + d)(p+q)/2
=
∑
r
Φ
p/2
r/2,q/2
(
a b
c d
)
x(p−r)/2 ,
where r and q are in p + 2Z, with absolute value at most p. See [VK91, Chapter 6],
where the function tpr,q in (2), Section 6.3.2 is a multiple of Φ
p/2
r/2,q/2.
The generating function shows that right translation by each element of SU(2)
preserves the space
∑
r,q CΦ
p/2
r/2,q/2, where we let both r and q run from −p to p in
steps of 2. Right translation(
a b
c d
)
7→
(
a b
c d
) (
η 0
0 η−1
)
=
(
aη b/η
cη d/η
)
multiplies Φp/2r/2,q/2 by η
−q. With use of the generating function we can also check
that left translation by
(
η 0
0 η−1
)
multiplies each Φp/2r/2,q/2 by η
−r. Since left and
right translations commute, the action of SU(2) by right translations preserves the
eigenspaces for left translation. Hence we get p invariant subspaces
∑
q CΦ
p/2
r/2,q/2.
There are p + 1 realizations of τp in C∞(K). In §3.3 we give the Lie algebra action
on these spaces, which shows their irreducibility and the isomorphism between
them.
3.2.2. Realizations of irreducible representations of K. In view of (3.3) we put
(3.5) hΦp/2r/2,q/2
(
ζ1/2u 0
0 ζ−1
)
= ζ−h/2 Φp/2r/2,q/2(u) .
This is well defined for h ≡ p mod 2, independently of the choice of ζ1/2. We need
also p ≡ r ≡ q mod 2 and |r|, |q| ≤ p.
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Left translation by
η 0 00 η−1 00 0 1
 acts on hΦp/2r/2,q/2 by multiplication by η−r. Right
translation by elements of K preserve the spaces
∑
q C
hΦ
p/2
r/2,q/2. This gives p + 1
realizations τhr,p of τ
h
p in C
∞(K).
The function 2wΦ00,0 is equal to the character of K corresponding to w ∈ Z
discussed in §3.1.
3.3. Lie algebra. A basis of the real Lie algebra k of K is
(3.6)
Ci =
 i 0 00 i 0
0 0 −2i
 , W0 =
 i 0 00 −i 0
0 0 0
 ,
W1 =
 0 1 0−1 0 0
0 0 0
 , W2 =
0 i 0i 0 0
0 0 0
 .
The element Ci spans the Lie algebra of the center of K, the other three elements
span the Lie algebra of K0. The exponentials are
(3.7)
exp(tCi) = k(eit, 1, 0) , exp(tW0) = k(1, eit, 0) ,
exp(tW1) = k(1, cos t, sin t) , exp(tW2) = k(1, cos t, i sin t) .
The element
(3.8) Hi =
3
2
W0 − 12Ci =
 i 0 00 −2i 0
0 0 i
 ∈ k
spans the Lie algebra of M, and
(3.9) exp(tHi) = m(eit) .
Computations in [Math. 3c].
3.3.1. Actions of the Lie algebra on the polynomial functions. The action of X ∈ k
by right differentiation of functions in C∞(K) is given by
(3.10) X f (g) = ∂t f
(
g exp(tX)
)|t=0 .
This is extended C-linearly to an action of kc = C ⊗R k, for instance to Z12 =
W1 − iW2 and Z21 = W1 + iW2. We write R(X) f for X f in discussions where
other actions by differentiation occur as well, for instance the action by left differ-
entiation.
Left differentiation is the right action determined by left differentiation, for X ∈ k
(3.11) L(X) f (g) = ∂t f
(
exp(tX)g
) ∣∣∣
t=0 (g ∈ G, X ∈ k) .
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We have
(3.12)
R(Ci) hΦ
p/2
r/2,q/2 = L(Ci)
hΦ
p/2
r/2,q/2 = −ih hΦp/2r/2,q/2 ,
R(W0) hΦ
p/2
r/2,q/2 = −iq hΦp/2r/2,q/2 , L(W0) hΦp/2r/2,q/2 = −ir hΦp/2r/2,q/2 ,
R(Z21) hΦ
p/2
r/2,q/2 = (q − p) hΦp/2r/2,q/2+1 ,
L(Z21) hΦ
p/2
r/2,q/2 =
(r − p − 2) hΦp/2r/2−1,q/2 if r ≥ 2 − p ,0 if r = −p ,
R(Z12) hΦ
p/2
r/2,q/2 = (q + p)
hΦ
p/2
r/2,q/2−1 ,
L(Z12) hΦ
p/2
r/2,q/2 =
(r + p + 2) hΦp/2r/2+1,q/2 if r ≤ p − 2 ,0 if r = p .
Some of these relations are easily seen from the definition, for instance we have
seen that exp(tW0) acts on hΦ
p/2
r/2,q/2 under left translation by multiplication by
e−irt, and under right translation by multiplication by e−iqt. This gives the actions
of W0. In (3.5) we see that the center of K acts by k(ζ, 1, 0) 7→ ζ−h; this leads to
the action of L(Ci) = R(Ci). The actions of Z12 and Z21 take more computations,
carried out in [Math. 4a].
In the formulas for R(Z21 and R(Z12) we have the factor q ∓ p, which becomes
zero if q has the value ±p for which q2 ± 1 threatens to be outside the range of q.
For left differentiation these values of q are treated separately.
3.3.2. Parameters and eigenvalues. We have seen that h is determined by the
eigenvalue −ih of Ci in ∑r τhr,p. The parameter p is determined by the action of
the Casimir element of the Lie algebra of K0:
(3.13) CK = W20 + W
2
1 + W
2
2 = W
2
0 − 2iW0 + Z12Z21
It acts in
∑
r τ
h
r,p by multiplication by −p(p + 2). See [Math. 3f].
3.4. Polynomial functions. The functions hΦp/2r/2,q/2 are polynomial functions in
the matrix elements of k ∈ K. For k = k(ζ, α, β) as in (2.3) we have, with w ∈ Z
and h ≡ 1 mod 2 (see [Math. 4b]):
(3.14)
2wΦ00,0(k) = ζ
−2w ,
hΦ
1/2
1/2,1/2(k) = ζ
−h α¯ , hΦ1/21/2,−1/2(k) = ζ
−h β¯ ,
hΦ
1/2
−1/2,1/2(k) = ζ
−h β , hΦ1/2−1/2,−1/2(k) = ζ
−h α .
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Manipulations with the generating function in (3.4) lead to the following multipli-
cation relations:
(3.15)
For η ≡ 1 mod 2, ε, ζ ∈ {1,−1} :
ηΦ
1/2
ε/2,ζ/2
hΦ
p/2
r/2,q/2 = Aε,ζ(p, r)
h+ηΦ
(p+1)/2
(r+ε)/2,(q+ζ)/2
+ Bε,ζ(p, r, q) h+ηΦ
(p−1)/2
(r+ε)/2,(q+ζ)/2 ,
Aε,ζ(p, r) =
p + εr + 2
2(p + 1)
,
Bε,ζ(p, r, q) =
 ε(ζp−q)2(p+1) if εr ≤ p − 2 ,0 if εr = p .
This looks complicated. Since we will use these relations later on we check them
in [Math. 4c] for many values of the parameters.
The polynomial functions hΦp/2r/2,r/2 form an orthogonal basis of L
2(K). We
normalize the Haar measure on K such that
∫
K dk = 1. We will not need an explicit
formula for
∥∥∥ hΦp/2r/2,q/2∥∥∥K , but will use the relation
(3.16) ‖ hΦp/2r/2,q/2‖2K =
p!( p+r
2
)
!
( p−r
2
)
!
‖ hΦp/2p/2,p/2‖2K .
This can be checked using the relation(
L(Z21)ϕ1, ϕ2
)
K +
(
ϕ1, L(Z12)ϕ2
)
K = 0 .
4. Unipotent subgroup
The group SU(2, 1) is the smallest semisimple Lie group of rank one with unipo-
tent subgroups that are not commutative.
The representation theory of the unipotent subgroup N is important for the
Fourier expansion of automorphic forms and for Poincare´ series. Our main aim is
to give, in §4.4.1, an orthonormal basis of L2(Λσ\N) for a class of standard lattices
{Λσ σ ∈ Z≥1}. This requires a discussion of the Stone-von Neumann representation
and its realizations by means of theta functions.
4.1. Heisenberg group. The group N is a realization of the Heisenberg group. It
fits into the exact sequence
(4.1) 1 −→ Z(N) −→ N −→ R2 −→ 0 ,
where Z(N) =
{
n(0, r) : r ∈ R} is the center of N. The homomorphism N → Z2 is
given by n(x, y, r) 7→ (x, y).
4.1.1. Automorphisms. The group Aut(N) of continuous automorphisms of N is
isomorphic to GL2(R)nR2. Here R2 corresponds to the group of interior automor-
phisms. Furthermore,
(
a b
c d
)
∈ GL2(R) corresponds to the outer automorphism
(4.2) n(x, y, r) 7→ n(ax + by, cx + dy, (ad − bc)r) .
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Conjugation by a(t) ∈ A corresponds to the matrix
(
t 0
0 t
)
, and conjugation by
m(eih) to the matrix
(
cos 3h − sin 3h
sin 3h cos 3h
)
.
4.1.2. Comparison. We use the multiplication relation on N given in (2.6). In
[Tha98] Thangavelu uses the multiplication relation
(4.3) [x, y, t] [u, v, s] =
[
x + u, y + v, t + s +
1
2
(uy − vx)] .
The group homomorphism
(4.4) T : n(x, y, r) 7→ [x, 2y,−r]
relates both realizations of the Heisenberg group.
4.1.3. Lie algebra. A basis of the real Lie algebra n of N is
(4.5)
X0 =

i
2 0 − i2
0 0 0
i
2 0 − i2
 , X1 =
 0 1 0−1 0 1
0 1 0
 ,
X2 =
0 i 0i 0 −i
0 i 0
 .
The sole non-zero commutator is
(4.6)
[
X1,X2] = −[X2,X1] = 4X0 .
The exponential map gives
(4.7)
exp(tX0) = n(0, t/2) , exp(tX1) = n(t, 0) ,
exp(tX2) = n(it, 0) .
See [Math. 3c].
4.2. Characters and Stone-von Neumann representation. There are two types
of unitary irreducible representations of N, namely the unitary characters and the
Stone-von Neumann representations, which are infinite dimensional.
Characters of N are trivial on the center, so they are characters of R2. They have
the form
(4.8) χβ : n(b, r) 7→ e2piiRe (β¯b)
with β ∈ C.
All other irreducible unitary representations of N have infinite dimension. See
[Tha98, Theorem 1.2.4]. The center Z(N) acts by multiplication by a character
of Z(N), and for a given central character there is only one isomorphism class of
irreducible unitary representations.
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4.2.1. Schro¨dinger representation. The Schro¨dinger representation is a realization
of the Stone-von Neumann representation in L2(R). It depends on a non-trivial
character
n(0, r) 7→ eiλr
of Z(N), parametrized by λ ∈ R∗.
The Schro¨dinger representation piλ
(
n(x, y, r)
)
applied to ϕ in the subspaceS(R) ⊂
L2(R) of Schwartz functions on R is given by
(4.9) piλ
(
n(x, y, r)
)
ϕ(ξ) = eiλ(r−2ξx−xy)ϕ(ξ + y) .
The Schwartz space is invariant under these transformations. The operators piλ(n)
extend to L2(R), and determine piλ as a unitary representation of N in L2(R).
4.2.2. Comparison. Thangavelu [Tha98, (1.2.1)] uses the representation
(4.10) piTµ [x, y, r]ϕ(ξ) = e
iµ(r+ξx+xy/2) ϕ(ξ + y) .
With Uϕ(ξ) = ϕ(ξ/2) and the isomorphism T in (4.4) we have
(4.11) piT−λ
(
T (n(x, y, r)
)
Uϕ = U piλ
(
n(x, y, r)
)
ϕ .
This shows that both representations are equivalent.
4.2.3. Automorphisms. For each automorphism A ∈ Aut(N) the representation
n 7→ piλ(An) is equivalent to some Schro¨dinger representation piλ′ . So there exists a
unitary map UA : L2(N)→ L2(N) and a number λ′ ∈ R∗ such that
(4.12) UApiλ(An) = piλ′(n)UA .
If the automorphism A corresponds to
(
t 0
0 t
)
∈ GL2(R), given by conjugation
by a(t) as in §4.1.1, then we can take UAϕ(ξ) = tϕ(tξ) and λ′ = t2λ.
4.2.4. Lie algebra action. Application of (4.7) gives the derived representation:
(4.13)
dpiλ(X0)ϕ =
i
2
λ ϕ , dpiλ(X1)ϕ(ξ) = −2iλ ξ ϕ(ξ) ,
dpiλ(X2)ϕ = ϕ′ .
See [Math. 5b]. This derived action is well-defined if ϕ is a Schwartz function.
4.3. Theta functions. The Stone-von Neumann representation can be realized by
spaces generated by theta functions on N modulo a lattice.
4.3.1. Lattices in N. A lattice Λ in N is a discrete subgroup such that the quotient
Λ\N is compact. We denote by Λσ the lattice generated by
(4.14) n(1, 0, 0) , n(0, 1, 0) , n(0, 0, 2/σ) .
We call the Λσ’s the standard lattices. Since the commutator of the generators
n(1, 0, 0) and n(0, 1, 0) is n(0, 0, 2), we need the restriction that σ ∈ Z≥1.
Any lattice is isomorphic to a standard lattice by an element in Aut(N); this can
be seen by application of the description in §4.1.1.
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4.3.2. Theta functions on a standard lattice. Let σ ∈ Z≥1 and λ ∈ R,0. The central
character of the Schro¨dinger representation piλ is n(0, 0, r) 7→ eiλr. To have it trivial
on Λσ ∩ Z(N) we take λ = 2pi` with ` ∈ σ2Z,0.
We define for each c ∈ Z/2`Z and each pi ∈ S(R)
(4.15) Θ`,c
(
ϕ, n(x, y, r)
)
=
∑
k∈Z
e2pii`
(
r−x(c/`+2k+y)
)
ϕ
( c
2`
+ k + y
)
.
The decay of Schwartz functions ensures absolute convergence of the series and
of all its derivatives with respect to the coordinates x, y and r. It transforms via the
central character determined by λ = pi`, and some computations show that it is left
invariant under multiplication by elements of Λσ. Actually, we have
(4.16)
Θ`,c
(
ϕ; n(1/2`, 0, 0)n
)
= e−piic/` Θ`,c(ϕ; n) ,
Θ`,c
(
ϕ; n(0, 1/2`, 0)n
)
= Θ`,c+1(ϕ; n) .
So we have Θ`,c(ϕ) ∈ C∞(Λσ\N).
Since n(x, y, r)n(t, 0, 0) = n(x + t, y, r − ty) we obtain
(4.17)
X1Θ`,c
(
ϕ; n(x, y, r)
)
=
(
∂x − y∂r)Θ`,c(ϕ; n(x, y, r))
= −4pii`Θ`,c(ϕ1; n(x, y, r))
with ϕ1(ξ) = ξϕ(ξ). Proceeding in a similar way we get
(4.18)
X2Θ`,c
(
ϕ; n(x, y, r)
)
= Θ`,c
(
ϕ′; n(x, y, r)
)
,
X0Θ`,c(ϕ; n) = pii`Θ`,c(ϕ; n) .
Comparison with (4.13) shows that ϕ 7→ Θ`,c(ϕ) induces an intertwining opera-
tor between pi2pi` and the subspace spanned by theta functions Θ`,c(ϕ), inducing a
unitary injection L2(R) → L2(Λs\N). Thus we have 2` mutually orthogonal re-
alizations of the Stone-van Neumann representation in the space of functions on
Λσ\N. See [Math. 5c].
4.3.3. Integration of theta functions. Let us choose the Haar measure dn on n as
dn = dx dy dr for n = n(x, y, r), with the Lebesgue measure on R in each of the
coordinates. With this choice, Λσ has covolume σ2 .
By taking apart the summations in (4.15) we find
(4.19)
(
Θ`,c(ϕ),Θ`′,c′(ψ)
)
Λσ\N =
 2σ (ϕ, ψ)R if ` = `′, c ≡ c′ mod 2` ,0 otherwise .
See [Math. 5d].
So we have injective linear maps
(
L2(R)
)2|`| → L2(Λσ\N) induced by
(4.20) (ϕc)c mod 2` 7→
√
σ
2
∑
c mod 2`
Θ`,c(ϕc) .
The image is contained in the subspace L2(Λσ\N)` determined by the central char-
acter corresponding to `. It is known that this map is a unitary isomorphism; below
we indicate an argument. The conclusion is that the orthogonal complement of
L2(Λσ\N)0 in L2(Λσ\N) is described by theta functions.
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4.3.4. Argument for unitarity. Let F ∈ C∞(Λσ\N)` be orthogonal to Θ`,c(ϕ) for
all c and ϕ. To see that this implies that F vanishes we consider
(4.21) f (x, y) = e2pii`xyF
(
n(x, y, 0)
)
.
Then f (x + 1, y) = f (x, y), and f (x, y + 1) = e4pii`x f (x, y). The assumption implies
that
0 =
∫ 1
x=0
∫ 1
y=0
F
(
n(x, y, 0)
)
Θ`,c
(
ϕ; n(x, y, 0)
)
dy dx
=
∫ 1
x=0
∫ 1
y=0
f (x, y) e−2pii`xy
∑
k
e2pii`x(c/`+2k+y) ϕ
(
c/2` + k + y) dy dx
=
∫ 1
x=0
∫ 1
y=0
f (x, y)
∑
k
e2pii`x(c/`+2k) ϕ
(
c/2` + k + y) dy dx
=
∫ 1
x=0
∑
k
∫ 1
y=0
f (x, y + k) e2piicx ϕ
(
c/2` + k + y
)
dy dx
=
∫ 1
x=0
e2piicx
∫ ∞
y=−∞
f (x, y)ϕ(y + c/2`) dy dx .
This holds for all c ∈ Z and all Schwartz functions ϕ. In particular replacing ϕ by
a translate depending on c, we get for all c ∈ Z and all Schwartz functions ϕ
0 =
∫ 1
x=0
e2piicxhϕ(x) dx ,
hϕ(x) =
∫ ∞
y=−∞
f (x, y)ϕ(y) dy .
The functions hϕ is continuous, 1-periodic, and all its Fourier coefficients vanish.
So hϕ(x) = 0 for all x ∈ R. The Schwartz functions ϕ are dense in L2(R) so for
each x ∈ R the function y 7→ f (x, y) is zero. Hence F vanishes.
4.4. Hermite basis. Normalized Hermite functions provide us with a suitable ba-
sis of Schwartz functions to use in the theta functions. See [Tha98, §1.4].
The Hermite polynomials Hm are determined by the identity
e−ξ
2
Hm(ξ) = (−1)m ∂mξ e−ξ
2
.
The normalized Hermite functions are the following Schwartz functions:
(4.22) h`,m(ξ) = 22−m/2 |`|1/4 (m!)−1/2 Hm( √4pi|`| ξ) e−2pi|`|ξ2
for ` ∈ R,0 and m ∈ Z≥0. For any given ` ∈ R,0
(4.23)
(
h`,m, h`,m′
)
R = δm,m′ .
The Hermite polynomials satisfy the relation Hm+1 = 2ξ Hm − 2m Hm−1. This
leads to relations between Hermite function h`,m, h`,m+1, and h`,m−1. The derived
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m h`,m(ξ)
0
√
2|`|1/4 e−2pi|`|ξ2
1 4
√
pi|`|3/4 ξ e−2pi|`|ξ2
2 |`|1/4 (8pi|`|ξ2 − 1) e−2pi|`|ξ2
3 2
√
2pi
3 |`|3/4
(
8pi|`|ξ2 − 3) ξ e−2pi|`|ξ2
Table 1. Some normalized Hermite functions.
Schro¨dinger representation has the following description:
(4.24)
dpi2pi`(X0)h`,m = pii` h`,m ,
dpi2pi`(X1)h`,m = −4pii` ξ h`,m
= −2i Sign (`)
√
pi|`|
(√m
2
h`,m−1 +
√
m + 1
2
h`,m+1
)
,
dpi2pi`(X2)h`,m = h′`,m = 2
√
pi|`|
(√m
2
h`,m−1 −
√
m + 1
2
h`,m+1
)
.
Checks in [Math. 5f].
Since ϕ 7→ Θ`,c(ϕ) is an intertwining operator for the action of n (and of N) we
have the corresponding relations for theta functions built with normalized Hermite
functions.
4.4.1. Orthonormal basis for L2(Λσ\N). In the direct sum decomposition
L2(Λσ\N) =
⊕
`∈(σ/2)Z
L2(Λσ\N)`
according to the central character we have orthonormal bases
(4.25)
{
Θ`,c(h`,m) : c mod 2`, m ∈ Z≥0}
for each summand with ` , 0. The character χβ is trivial on Λσ for β ∈ Z[i]. An
orthonormal basis of L2(Λσ\N)0 is
(4.26)
{
χβ : β ∈ Z[i]} .
5. Discrete subgroups
A purpose of this paper is to provide a basis for the study of functions on
SU(2, 1) that are invariant under a discrete subgroup. Here we discuss the class
of discrete subgroups Γ that we consider, and define the Fourier expansions of
functions on Γ\SU(2, 1).
5.1. Condition on discrete subgroups. We work with a discrete group Γ ⊂ G =
SU(2, 1) that has finite covolume but is not cocompact.
By a cusp c of Γ we mean here a parabolic subgroup Pc of G such that the
unipotent subgroup Nc ⊂ Pc intersects Γ in a lattice in Nc. Conjugation by γ ∈ Γ
gives an action on the cusps, which is known to have finitely many orbits. We fix
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a set P of representatives of the Γ-orbits of cusps. For each c ∈ P there are gc ∈ G
such that Pc = gcNAMg−1c . We impose the following additional condition on the
cofinite discrete subgroups Γ that we consider:
Definition 5.1. Condition on the cusps. For each c ∈ P there is gc ∈ G such that
Γ ∩ Nc = gcΛσ(c)g−1c
with σ(c) ∈ Z≥1.
5.1.1. Example: integral points in the standard realization. We may take
(5.1) Γst = G ∩ SL3(Z[i]) .
From (2.4) we see that Γst ∩ N consists of the elements n(b, ir) with b in the ideal
(1 + i) in Z[i] and r ∈ Z.
If we let Γst act on the upper half-plane modelX of the symmetric space in (2.11)
we can use ΓN to bring each point into the set{
(z, u) : |Re u| + |Im u| ≤ 1
2
, |Re z| ≤ 1}
without changing Im z − |u|2. Since also w ∈ Γst, we can bring each point into a
Siegel domain{
(z, u) : |Re u| + |Im u| ≤ 1
2
, |Re z| ≤ 1, |Im z| − |u|2 > t0}
for a suitable t0 ∈ (0, 1). (Use (2.12) and (2.13).) This shows that Γst has one
cuspidal orbit Γst · ∞.
We take P = {∞} and g∞ = h(1 − i). Then
(5.2) g∞Λ4g−1∞ = Γst ∩ N .
So Γst satisfies the condition on the cusps in Definition 5.1. See [Math. 6a].
In the identification G = GR in §2.3 the group Γst corresponds to GZ. Taking
a principal congruence subgroup with matrices congruent to the identity matrix
modulo N ∈ Z≥2 we get a normal subgroup Γst(N). Now all cusps can be written in
the form c = γ · ∞ with γ ∈ Γst. We take gc = γ · g∞ with g∞ as above. Then Γst(N)
satisfies the condition in Definition 5.1 as well.
5.1.2. Other realizations. The realization Gq of SU(2, 1) with the hermitian form
given by
(5.3)
0 0 10 2 0
1 0 0
 = U¯ tqI2,1Uq ,
Uq =

1/
√
2 0 1/
√
2
0
√
2 0
1/
√
2 0 −1/√2

can be used in a similar way. We have Gq = U−1q GUq, and we can take
(5.4) Γq = Uq
(
SL3
(
Z[i]
) ∩Gq)U−1q .
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The lattice Γq ∩ N is precisely the standard lattice Λ4. See [Math. 6b].
Francsics and Lax [FL] use a realization based on
(5.5)
UFL =

−i√
2
0 1√
2
0 1 0
−i√
2
0 −1√
2
 ,
U¯ tFLI2,1UFL =

−i√
2
0 1√
2
0 1 0
−i√
2
0 −1√
2
 .
They give a precise description of a fundamental domain, not just an enclosing
Siegel domain. The corresponding group ΓFL has cusp∞. We have
(5.6) UFLn(b, r)U−1FL =

1 − r − i2 |b|2 1−i√2 b ir −
1
2 |b|2
1−i√
2
b¯ 1 − 1+i√
2
b¯
ir − 12 |b|2 − 1+i√2 b 1 + r +
i
2 |b|2
 .
So the lattice Γ ∩ N is determined by r ∈ Z and b ∈ 1+i√
2
Z[i]. This is the lattice
m(c)Λ2m(c)−1 with c = 1−i√2 . See [Math. 6c].
These two examples satisfy the condition in Definition 5.1. There are many
discrete subgroups of G that do not satisfy this condition. Let us take Γ = G ∩
SL3
(
Z[
√−2]). Then ΓN is generated by n(2, 0), n(√−2, 0) and n(0, 1/√2). The
automorphism A ∈ Aut(N) associated to
(
2 0
0
√
2
)
∈ GL2(R), as in §4.1.1, satisfies
AΛ8 = Γ∩N. This automorphism cannot be obtained by conjugation by an element
of NAM.
5.2. Fourier expansions. We consider Fourier expansions of functions on G that
are invariant under a standard lattice in N.
5.2.1. Fourier series and convergence. Let C∞(Λσ\G)K , σ ∈ Z≥1, denote the
space of smooth functions on G that are left-Λσ-invariant on the left and K-finite
on the right.
Let f ∈ C∞(Λσ\G)K . For each a ∈ A, k ∈ K the function n 7→ f (nak) is in
C∞(Λσ\N) ⊂ L2(Λσ\N), and can be expanded in terms of the orthonormal basis
in §4.4.1:
(5.7)
f (nak) =
∑
β∈Z[i]
χβ(n) fβ(ak)
+
∑
`∈(σ/2)Z,0
∑
c mod 2`
∑
m∈Z≥0
Θ`,c(h`,m; n) f`,c,m(ak) ,
fβ(ak) =
σ
2
∫
Λσ\N
χβ(n′) f (n′ak) dn′ ,
f`,c,m(ak) =
σ
2
∫
Λσ\N
Θ`,c(h`,m; n′) f (n′ak) dn′ .
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Proposition 5.2. The Fourier expansion (5.7) converges absolutely for each f ∈
C∞(Λσ\N)K , and for all derivatives u f with u in the universal enveloping algebra
U(n).
Proof. We know that the Fourier series converges in the sense of L2(Λσ\N).
In the coordinates (x, y, r)↔ n(x, y, r) on N we have the elliptic operator
L = X20 + X
2
1 + X
2
2 =
(
∂x − y ∂r)2 + (∂y + x ∂r)2 + 14∂
2
r .
This operator acts on fβ with eigenvalue −4pi2|β|2 and on Θ`,c(h`,m) with eigenvalue
−(4+8m+pi|`|)|`|. Since f is smooth we can apply partial integration as many times
as we want, and obtain better and better estimates, uniform for ak in compact sets.
Now we apply Sobolev theory; see for instance [La74, Appendix 4]. The Sobolev
inequality (p. 393) bounds the supremum norm in terms of the norm of the second
Sobolev space, and the basic estimate (p. 401) bounds the second Sobolev norm in
terms of the L2-norm of f and L f . This gives pointwise convergence.
We can differentiate n 7→ f (nak) as many times as we want, and can interchange
differentiation and taking Fourier terms. 
5.3. Fourier term operators. For f ∈ C∞(Λσ\G)K and β ∈ Z[i] we have
χβ(n) fβ(ak) =
σ
2
∫
Λσ\N
χβ
(
n(n′)−1
)
f (n′ak) dn′
=
σ
2
∫
Λσ\N
χβ(n′)−1 f (n′nak) dn′ ,
since χβ is a (unitary) character. So with
(5.8) Fourβ f (g) :=
σ
2
∫
Λσ\N
χβ(n) f (ng) dn ,
we have χβ(n) fβ(ak) = Fourβ f (nak). Since we integrate over a compact set the
action of g by right differentiation commutes with the operator Fourβ. We see also
that the action of K by right translation commutes with Fourβ. So Fourβ is an
intertwining operator of (g,K)-modules. (See, eg Section 3.3 in [Wal88].)
(5.9) Fourβ : C∞(Λσ\G)K → Fβ
where Fβ consists of the K-finite elements of C∞(G) that transform on the left
according to the character χβ of N.
For ` ∈ σ2Z,0, c mod 2`, we define the operator Four`,c : C∞(Λσ\G)K →
C∞(G)K by
(5.10) Four`,c f (nak) =
∑
m≥0
Θ`,c(h`,m; n) f`,c,m(ak) .
Here we cannot use a simple integral like in (5.8). Proposition 8.4 will show that
the operator Four`,c is an intertwining operator of (g,K)-modules as well. There
we will also describe the (g,K)-module F`,c ⊃ Four`,cC∞c (Λσ\G)K .
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The Fourier expansion in (5.7) can be rewritten as
(5.11) f (g) =
∑
β∈Z[i]
Fourβ f (g) +
∑
`∈(σ/2)Z,0
∑
c mod 2`
Four`,c f (g) .
5.3.1. Fourier expansion at cusps. Let Γ ⊂ G be a cofinite discrete subgroup sat-
isfying the condition in Definition 5.1, and let f ∈ C∞(Γ\G)K . For each c ∈ P the
function f c : g 7→ f (gcg) is in C∞(Λσ(c)\G)K ,with a Fourier expansion as in (5.11).
The operator f 7→ f c commutes with the action of g by right differentiation. Here
the condition on the cusps is essential.
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Part 2. Modules for Fourier terms
The aim of the sections in this part is the study of the spaces in which Fourier
term operators have their image.
6. (g,K)-modules
The functions that occur in the Fourier expansion of K-finite automorphic forms
occur in modules of functions on which K-acts by right translation and on which
the Lie algebra g of SU(2, 1) acts by right differentiation. These modules are exam-
ples of (g,K)-modules, discussed in Subsections 6.2 and §6.3, after Subsection 6.1
on the Lie algebra.
6.1. Lie algebra and it universal enveloping algebra. The real Lie algebra g of
SU(2, 1) is a real form of the complex Lie algebra of type A2. As a vector space it
is the sum g = n ⊕ a ⊕ k of the Lie algebras of the subgroups N, A and K. We gave
a basis {X0,X1,X2} for n in §4.1.3 and a basis {Ci,W0,W1,W1} of k in §3.3. The
group A in the Iwasawa decomposition has Lie algebra a = RHr,
(6.1) Hr =
0 0 10 0 0
1 0 0
 .
Inside K is the group M =
{
m(ζ) : |ζ | = 1} with Lie algebra m = RHi,
(6.2) Hi =
3
2
W0 − 12Ci =
 i 0 00 −2i 0
0 0 i
 .
The Lie brackets are given in [Math. 3a].
6.1.1. Cartan algebras. There are two Cartan algebras of gc = C ⊗R g of interest
in the context of this paper. The Cartan algebra ac ⊕ mc is adapted to the Iwasawa
decomposition. We may choose X1 − iX2 and X1 + iX2 in nc as the root vectors for
the choice of simple positive roots, α1 and α2, respectively.
(6.3)
α1 α2
Hr 1 1
iHi −3 3
The element X0 ∈ n is a root vector for α1 + α2.
There is also the Cartan subalgebra h = CCi ⊕ CW0 contained in kc. It has the
following root vectors:
(6.4)
Z
[
Ci,Z
] [
W0,Z
]
Z12 = W1 − iW2 0 2iZ12
Z23 = 12 (−W1 − iW2 + X1 + iX2) 3iZ23 −iZ23
Z13 = 12
(
iHi − 2iW0 + Hr + 2iX0) 3iZ13 iZ13
Z21 = W1 + iW2 0 −2iZ21
Z32 = 12
(−W1 + iW2 + X1 − iX2) −3iZ32 iZ32
Z31 = 12
(−iHi + 2iW0 + Hr − 2iX0) −3iZ31 −iZ31
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See [Math. 3b] for the Lie brackets.
6.1.2. Universal enveloping algebra. The universal enveloping algebra U(g) is the
associative C-algebra generated by g.
The center ZU(g) of U(g) is isomorphic to a polynomial algebra in two variables.
As the first generator we take the Casimir element
(6.5)
C = H2r − 4Hr −
1
3
H2i + 4X0Hi − 8X0W0
+ 4X20 − 2X1W1 + X21 − 2X2W2 + X22
= −1
3
C2i + 2iCi −W20 + 2iW0 − Z12Z21 + 4Z13Z31 + 4Z23Z32 .
As a second generator we use the following element of degree three given in
[GPT02, Proposition 3.1]:
(6.6)
∆3 = − i9C
3
i + iCiW
2
0 + iZ12CiZ21 + 2iZ13CiZ31 − 6iZ13W0Z31
− 6Z13Z21Z32 + 2iZ23CiZ32 + 6iZ23W0Z32 + 6Z23Z12Z31
− 2C2i + 2CiW0 + 24Z13Z31 + 24Z23Z32 + 8iCi .
[Math. 3g] gives a check of the centrality.
6.2. (g,K)-modules. A (g,K)-module has the structure of a g-module and of a K-
module in which the actions of g and K are compatible, and in which each vector is
K-finite. See, eg, [Wal88, Section 3.3] for a discussion in a more general context.
The group K ⊂ SU(2, 1) is connected, and the g-action determines the action of
K. Nevertheless the action of K gives additional information; not every g-module
can be made into a (g,K)-module.
Let V be any (g,K)-module. For each v ∈ V the finite-dimensional representa-
tion generated by Kv is a direct sum of irreducible representations, each isomorphic
to some representation τhp discussed in §3.2. We denote by Vh,p the submodule of
V consisting of a sum of copies isomorphic to some τhp. This submodule is charac-
terized by the eigenvalues −ih of Ci ∈ k and −p(p + 2) of the Casimir element CK
in (3.13). We can characterize Vh,p as the intersection of the kernels of the elements
Ci + ih and CK + 2p + p2 in U(k) .
If we know for a given element v ∈ V a finite set of (hi, pi)’s such that v ∈⊕
i Vhi,pi it is possible to give the projection on a given factor Vh,p as the image
uv with an element u ∈ U(k) (actually a polynomial in Ci and CK). However, in
general it is impossible to find an element in U(k) that works for all v ∈ V. The best
one can do is to give a sequence of elements that work for an increasing collection
of finite sets.
Inside the component Vh,p we have a further decomposition into weight spaces
Vh,p,q, characterized as the kernel of W0 + iq. In this way
(6.7) Vh,p =
⊕
|q|≤p, q≡p mod 2
Vh,p,q .
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The actions of Z21,Z12 ∈ kc shift the weight by 2. We have seen this in the
description of the action on basis functions on K in (3.12); in a general (g,K)-
module this follows from the commutation relations. The occurrence in the module
V of each K-type is completely determined by the highest weight space Vh,p,p. We
use the term weight for the eigenvalues of −iW0 in representations of k. The highest
weight subspace in Vh,p is the kernel of Z21.
6.2.1. Shift operators. The commutation relations imply that the action of each of
the basis elements Z23,Z32, Z13, and Z31 sends elements in Vh,p,p to elements in
the sum of spaces Vh′,p′,q′ with |h′ − h| = 3, |p′ − p| = 1, |q′ − p| = 1.
The action of elements of U(g) enables us to project the result to one of these
spaces. The resulting operators are well known in the theory of semi-simple Lie
groups. Here we call them shift operators.
Proposition 6.1. There are the following shift operators in each (g,K)-module V
S 31 : Vh,p,p → Vh+3,p+1,p+1 ,
S −31 : Vh,p,p → Vh−3,p+1,p+1 ,
S 3−1 : Vh,p,p → Vh+3,p−1,p−1 ,
S −3−1 : Vh,p,p → Vh−3,p−1,p−1 ,
defined in terms of the action of U(g) in V.
The operators S 31 and S
3
−1 commute, and the operators S
−3
1 and S
−3
−1 commute.
Proof. We define the upward shift operators S 31 and S
−3
1 by the action of Lie alge-
bra elements: S 31 = Z31, and S
−3
1 = Z23. Since [Z31,Z23] =
1
2 Z21, and Z21 raises
the weight by 2 and the action of Z12 on highest weight spaces is zero, this implies
that these two operators commute, provided S ±31 send Vh,p,p to Vh±3,p+1,p+1.
To check that S 31Vh,p,p ⊂ Vh+3,p+1,p+1 we use that for all K-types
(6.8) Vh′,p′,p′ = ker
(
Ci + ih′
) ∩ ker(W0 + ip′) ∩ ker(CK + p′(p′ + 2)) .
We start with v ∈ Vh,p,p, which is in this intersection for (h′, p′) = (h, p), and also
satisfies Z21v = 0. For w = S 31v = Z31v we have
Ciw = CiZ31v = Z31Civ +
[
Ci,Z31
]
v
= −ihw − 3iZ31v = −i(h + 3)w ,
W0w = Z31W0v +
[
W0,Z31
]
v = −ipw − iZ31v
= −i(p + 1)w ,
CKw =
(−2iW0 + W20)w + Z12Z21Z31v
= −(p2 + 4p + 3)w + Z12
(
Z31 0 +
[
Z21,Z31
]
v
)
= −(p2 + 4p + 3)w + Z12(0) = −(p + 1)(p + 3)w .
This shows that w = S 31v ∈ Vh+3,p+1,p+1. See [Math. 7a] for a check of the compu-
tations. There we check that S −31 Vh,p,p ⊂ Vh−3,p+1,p+1 in a similar way.
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The downward shift operators S 3−1 and S
−3
−1 are based on Z32, respectively Z13,
but in a more complicated way than we used for the upward shift operators.
Let v ∈ Vh,p,p. So it has the properties indicated above. We put u = Z32v. Then
Ciu = Z32Civ +
[
Ci,Z32
]
v = −i(h + 3)u ,
W0u = Z32W0v +
[
W0,Z32
]
v = −i(p − 1)u
Preliminary computations suggest that u = up−1 + up+1 with up±1 ∈ Vh+3,p±1,p−1. If
this is true, then
CKu = −(p − 1)(p + 1) up−1 − (p + 1)(p + 3) up+1 .
It turns out that the two equations for up±1 have the unique solution
up−1 =
1
4(p + 1)
(
CKu + (p + 1)(p + 3)u
)
= u +
1
2(p + 1)
Z12Z31v ,
up+1 =
−1
4(p + 1)
(
CKu + (p2 − 1)u
)
= − 1
2(p + 1)
Z12Z31v .
So we take
(6.9) S 3−1v = up−1 = Z32v +
1
2(p + 1)
Z12Z31v .
See [Math. 7a] for the computations, also for the other case
S −3−1v = Z13v −
1
2(p + 1)
Z12Z23v
and for the relation
S −3−1S
3
−1v = S
3
−1S
−3
−1v .

The proof has given us explicit descriptions of the shift operators in terms of ele-
ments of U(g). In the case of the downward shift operators this description depends
on the K-type of the element to which the operator is applied.
(6.10)
S 31 : Vh,p,p → Vh+3,p+1,p+1 Z31
S −31 : Vh,p,p → Vh−3,p+1,p+1 Z23
S 3−1 : Vh,p,p → Vh+3,p−1,p−1 Z32 +
(
2(p + 1)
)−1Z12Z31
= p(p + 1)−1Z32 + (2(p + 1))−1Z31Z12
S −3−1 : Vh,p,p → Vh−3,p−1,p−1 Z13 −
(
2(p + 1)
)−1Z12Z23
= p(p + 1)−1Z13 − (2(p + 1))−1Z23Z12
Corollary 6.2. Let V be a (g,K)-module, and let v ∈ Vh,p,p. The submodule U(g) v
of V is equal to the space U(k)Pv where P runs over all compositions of shift oper-
ators.
Proof. The statement is clear if we let P run through the products of the elements
Z31, Z23, Z32 and Z13. The relations in (6.10) allow us to rewrite the products in
terms of shift operators. 
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6.2.2. Minimal vectors. Let V be a (g,K)-module. We call a vector v ∈ Vh,p,p
minimal if v , 0, S 3−1v = 0 and S
−3
−1v = 0.
Lemma 6.3. Let v ∈ Vh,p,p be a minimal vector. Then we have:
i) 2(p + 1)Z32v = −Z12Z31v and 2(p + 1)Z13v = Z12Z23v.
ii) S −3−1S
3
1v − (p + 1)S 3−1S −31 v = 12 (p − h)(p + 1)v.
iii) For the Casimir element in (6.5):
Cv =
(1
3
h2 + p2 + 2h + 2p
)
v + 4
p + 2
p + 1
S −3−1S
3
1v .
iv) For the central element ∆3 ∈ Z(U(g)) in (6.6):
∆3v =
1
9
h(h + 3p + 12)(h − 3p + 6) v
+ 2
(p + 2)(h − 3p + 6)
p + 1
S −3−1S
3
1v .
Proof. Part i) is a direct consequence of the description of the downward shift
operators in (6.10).
For the remaining statements we use Mathematica to carry out computations.
See [Math. 7b]. For part ii) we write out the description of the shift operators
in (6.10), using that S ±31 v ∈ Vh±3,p+1. Taking the relations in the universal envelop-
ing algebra into account this gives
S −3−1S
3
1v − (p + 1)S 3−1S −31 v
=
1
2
(p − h)(p + 1)v − Z23
(
2(p + 1)Z32 + Z12Z31
)
v .
Since S 3−1 vanishes on v this gives the formula.
The computations for parts iii) and iv) are carried out with Mathematica in a
similar way. 
6.3. Special modules.
Definition 6.4. By a special module with parameter set
[
µ2; h0, p0; A, B
]
we mean
a (g,K)-module V with the following properties:
a) The module V is generated by a minimal vector in Vh0,p0 , with the usual
conditions h0 ≡ p0 mod 2, p0 ∈ Z≥0.
b) The Casimir element C acts in V by multiplication by µ2 ∈ C.
c) The parameter set determines the set of K-types in V:
(6.11) V =
⊕
0≤a<A+1
⊕
0≤b<B+1
kc Za31 Z
b
23 Vh0,p0,p0 .
d) All K-types in V have multiplicity one.
In the introduction of Section 11.1 we quote theorems implying that all irre-
ducible (g,K)-modules are isomorphic to modules found in these notes. All of
these are special modules as defined above.
Proposition 6.5. Two irreducible special modules are isomorphic if and only if
their parameter sets are equal.
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(a,b)
(a-1,b-1)
(a,b-1)(a-1,b)
α+(a,b)
α-(a,b)
α+(a-1,b)
α-(a,b-1)
Figure 1. Square with factors for downward shift operators
The proof takes the remainder of this subsection.
Let V be a special module. In view of (6.10) we see that the highest weight
vectors in V are obtained by repeated application of upward shift operators, which
commute. Choosing a minimal vector v(0, 0) ∈ Vh0,p0,p0 we define a basis vec-
tor v(a, b) = (S 31)
a(S −31 )
bv(0, 0) in the highest weight space Vh0+3(a−b),p0+a+b,p0,a+b.
Then
{
Zc12 v(a, b) : 0 ≤ c ≤ p0 + a + b
}
is a basis of Vh0+3(a−b),p0+a+b.
The actions of kc and K on the spaces Vh0+3(a−b),p0a+b is completely determined
by the K-type. For each X in the complementary set set Q =
{
Z31,Z13,Z32,Z23
}
the product XZc21 is a linear combination of terms Z
c( j)
21 X j with X j ∈ Q. So the
action of g is completely determined by the action of the four elements of Q on the
highest weight vectors v(a, b). This in turn can be expressed by (6.10) in the action
of the shift operators on the v(a, b). We have
(6.12)
S 31v(a, b) =
v(a + 1, b) if a < A ,0 if a = A ;
S −31 v(a, b) =
v(a, b + 1) if b < B ;0 if b = B ;
S 3−1v(a, b) = α+(a, b) v(a, b − 1) ;
S −3−1v(a, b) = α−(a, b) v(a − 1, b) ;
with coefficients α±(a, b) ∈ C, and the convention α+(0, b) = α−(a, 0) = 0.
(6.13) α−(a, b)α+(a − 1, b) = α+(a, b)α−(a, b − 1) (a, b ≥ 1) .
See Figure 1.
Lemma 6.6. Suppose that a special module V with parameter set
[µ2; h0, p0; A, B]
has a non-trivial invariant subspace W. Then there are a ∈ [0, A+1), b ∈ [0, B+1),
(a, b) , (0, 0), such that v(a, b) ∈ W is a minimal vector in V.
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Proof. Any (g,K)-module is the direct sum of its isotypic subspaces, in which K
acts according to a fixed K-type. Consider v(a, b) ∈ W with (a, b) , (0, 0).
As long as one of α−(a, b) , 0 or α+(a, b) , 0 we find a lower K-type in W. This
process has to stop before (0, 0) is reached. That gives a minimal vector in V that
is an element of W. 
Since a minimal vector v(a, b) in V is defined by S 3−1v(a, b) = 0 and S
−3
−1v(a, b) =
0, we have the following direct consequence.
Lemma 6.7. If a special module has α±(a, b) , 0 for all 0 ≤ a < A + 1, 0 ≤ b <
B + 1, then it is irreducible.
Lemma 6.8. Let V be a special module, and suppose that α+(a, b) = 0 for b > 0
or α−(a, b) = 0 for a > 0. Then V has a minimal vector v(a1, b1) with (a1, b1) , 0.
Proof. Suppose that α+(a, b) = 0. Then relation (6.13) implies that
α−(a, b)α+(a − 1, b) = 0 .
So at least one of the situations in Figure 2 occurs. If α−(a, b) = 0 the vector v(a, b)
(a,b)
0
0
(a,b)
0
0
Figure 2. Square with factors for downward shift operators.
is a minimal vector. Otherwise, the square relation (6.13) implies that S 3−1v(a −
1, b) = 0. Proceeding in this way the process cannot go on longer than in the
situation of Figure 3. So a minimal vector is reached.
If S −3−1v(a, b) = 0 we proceed similarly, with reflected figures. 
Zero squares. Let S (a, b) be the square in the (a, b)-plane with (a, b) at the top, and
(a − 1, b − 1) at the bottom, like in Figure 1. We call it a zero square if at least one
of α+(a, b) and α−(a, b− 1) on the right is zero. Then also at least one of the α’s on
the left is zero, by (6.13).
If S (a, b) is a zero square, then at least one of the adjoining squares on the right,
S (a+1, b) and S (a, b−1) is also a zero square. The same holds on the left. So zero
squares do not come singly, but form connected regions, like sketched in Figure 4.
The region may reach one of the boundary lines b = 0 or a = 0, or it may extend
to infinity, parallel to a boundary line.
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(a,b)
0
0
0
0
b=0a=0
Figure 3. Propagation of the kernel of S 3−1.
Figure 4. A connected collection of zero squares.
The factors α±(a′, b′) corresponding to common edges of adjoining squares are
zero.
Lemma 6.9. If v(a, b) with (a, b) , (0, 0) is a minimal vector in a special module
V, then V is reducible.
Proof. Let W ⊂ V be the submodule generated by v(a, b). If we can find a product
of shift operators that sends v(a, b) to a non-zero multiple of v(0, 0), then W = V.
So we have to show that, if starting from v(a, b) we cannot reach v(0, 0) by shift
operators, then W is a non-trivial invariant subspace.
We have S 3−1v(a, b) = 0 and S
−3
−1v(a, b) = 0. So going downward directly from
(a, b) yields zero. A path from (a, b) to (0, 0) corresponding to a product of shift
operators gives zero if it passes a downward edge that is common to two adjoining
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zero squares. Since we start at the top of a zero square such a path always has to
go through an interior edge of the collection of zero squares. 
By Lemmas 6.6, 6.8 and 6.9 we now have equivalence between reducibility,
existence of non-trivial minimal vectors, and vanishing of at least one α±.
The next step is to find more relations for the α’s than the square relation (6.13).
Lemma 6.10. In an irreducible special module all coefficients α±(a, b), with 0 ≤
a < A, 0 ≤ b < B, are determined by the parameter set [µ2; h0, p0; A, B].
Proof. We know that v(a, b) satisfies Cv(a, b) = µ2v(a, v). We write
(6.14)
C = −W20 −
1
3
C2i − Z12Z21 + 4(s31 + s23) ,
s31 = Z31Z13 , s23 = Z23Z32 .
The terms in U(k) all have v(a, b) as an eigenvector. So we know that (s31 +
s23)v(a, b) = µa,bv(a, b) with an explicitly known eigenvalue µa,b. With Mathe-
matica it is no problem to compute µa,b, but we do not need an explicit value. A
not too complicated computation shows that there is d ∈ Z such that
(6.15)
(s31 + s23)v(a, b) = S −3−1S
3
1v(a, b) + S
3
−1S
−3
1 v(a, b) + d v(a, b)
=
(
α−(a + 1, b) + α+(a, b + 1)
)
v(a, b) + d v(a, b) .
So α−(a + 1, b) + α+(a, b + 1) is equal to a well-defined number Ca,b. With (6.13)
we now have two relations:
(6.16)
α−(a, b)α+(a − 1, b) = α+(a, b)α−(a, b − 1) ,
α+(a − 1, b) + α−(a, b − 1) = Ca−1,b−1
Since V is assumed to be irreducible all factors α± are non-zero. The values of
α+(a − 1, b) and α−(a, b − 1) determine the values of α+(a, b) and α−(a, b) com-
pletely.
We need only start the induction. To the minimal vector v(0, 0) we apply part
iii) of Lemma 6.3 that gives the value of α−(1, 0). Then part ii) of the same lemma
also gives α+(0, 1). This suffices to start the induction. 
Proof of Proposition 6.5. Implied directly by Lemma 6.10.
7. Explicit differentiation of K-finite functions on G
From general (g,K)-modules we turn to (g,K)-modules contained in the space
C∞(G)K of smooth K-finite functions on G. It is a (g,K)-module for the actions of
g and K by right differentiation and right translation.
The aim of this section is to establish explicit formulas for the differentiation of
elements of C∞(G)K , and to implement these formulas as Mathematica routines.
We use an approach that is known for general semisimple Lie groups, especially
for functions with prescribed left behavior under N. Then only the differentiation
on A remains to be carried out: the radial parts of the differentiation operators.
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By the Iwasawa decomposition any element F ∈ C∞(G)K has the form
(7.1) F(nak) =
∑
h,p,r,q
Fh,p,r,q(na) hΦ
p/2
r/2,q/2(k) ,
with component functions Fh,p,r,q ∈ C∞(NA). The summation variables run over
integers such that h ≡ p ≡ r ≡ 1 mod 2, |r|, |q| ≤ p. Only finitely many component
functions are non-zero. The aim in this subsection is to describe explicitly the
action of gc.
7.1. Differentiation. The action of any X ∈ kc involves only the basis functions
hΦ
p/2
r/2,q/2, and has been described in (3.12). We have to describe the action of the
basis elements Z13, Z32, Z23 and Z31. The procedure is known. Our task is just to
work it out explicitly. We will carry out the following steps:
(1) Considering the action of k ∈ K by conjugation on the basis elements of
L2(K).
(2) Relating the action by right differentiation to the following action of X ∈ g
(7.2)
(
M(X)F
)
(nak) = ∂tF
(
naetXk
) ∣∣∣
t=0 .
(3) Describing M(X) on functions of the form nak 7→ h(an) Φ(k) in terms of
right differentiation of h and left differentiation of Φ.
7.1.1. Conjugation by elements of K. A direct computation with Mathematica, in
[Math. 3a], gives for k = k(ζ, α, β) ∈ K
(7.3)
kZ13k−1 = αζ3 Z13 − β¯ζ3Z23 ,
kZ31k−1 = α¯ζ−3 Z31 − βζ−3Z32 ,
kZ23k−1 = βζ3 Z13 + α¯ζ3 Z23 ,
kZ32k−1 = β¯ζ−3 Z31 + αζ−3 Z32 .
The factors are polynomial functions on K. From (3.14) we have the following:
(7.4)
αζ±3 = ∓3Φ1/2−1/2,−1/2(k) , βζ
±3 = ∓3Φ1/2−1/2,1/2(k) ,
α¯ζ±3 = ∓3Φ1/21/2,1/2(k) , β¯ζ
±3 = − ∓3Φ1/21/2,−1/2(k) .
7.1.2. Right differentiation and interior differentiation. The right differentiation
by X ∈ g in nak ∈ NAK
(7.5) XF(nak) = R(X)F(nak) = ∂tF
(
naketX
) ∣∣∣
t=0
and the interior differentiation
(7.6) M(X)F(nak) = ∂tF
(
naetXk
) ∣∣∣
t=0
are related by
(7.7) XF(nak) = M(kXk−1)F(nak) .
This relation extends to X ∈ gc by linearity.
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We apply this with X ∈ {Z31,Z13,Z32,Z23}, and get
(7.8) R(X)F(nak) =
∑
i j
ϕi j(k) M(Zi j)F(nak)
with functions ϕi j on K indicated in (7.3).
By the Iwasawa decomposition we have
(7.9)
Z13 = iX0 + 12 Hr +
i
2 (Hi − 2W0)
Z31 = Z13 = −iX0 + 12 Hr − i2 (Hi − 2W0)
Z23 = 12 (X1 + iX2) − 12 (W1 + iW2)
Z32 = Z23 = 12 (X1 − iX2) − 12 (W1 − iW2)
Checked in [Math. 3i]. In this way we get for F of the form F(nak) = b(na)Φ(k),
with b ∈ C∞(NA) and Φ = hΦp/2r/2,q/2 a formula
(7.10) M(X)
(
b(na) Φ(k)
)
=
(
R(XNA)b
)
(na) Φ(k) + b(na)
(
L(XK)Φ
)
(k) .
We have given the left differentiation on K in (3.12). To carry out the multiplica-
tion by ϕi j(k) in (7.8) we use the multiplication formulas in (3.15). In this way we
have reduced the action of the elements of
{
Z31,Z13,Z32,Z23
}
to known relations
and right differentiation on NA.
7.1.3. Implementation. In this way the action by right differentiation of (a basis of)
gc on functions in the form (7.1) can be described in terms of right differentiation
on NA of the components Fh,p,r,q in (7.1). Carrying out such computations we
gladly leave to a computer, since errors slip in easily into computations by hand.
Of course, it requires great care to write the routines. The version in [Math. 8] is
based on earlier routines that we tested as well as we could, and the use of which
gives results that we compare with results of independent computations.
In the Mathematica notebook we give many explanations on the way we build
the routines.
Example. A computation in [Math. 8d] gives for F(nak) = b(na) hΦp/2r/2,p/2(k)
(7.11)
Z31
(
b hΦp/2r/2,q/2
)
=
1
8(p + 1)
(
(2 + p + r)
(
(2Hr − 4iX0)b
+ (h + 2p − r)b
)
h+3Φ
(p+1)/2
(r+1)/2,(q+1)/2
− 2(2 + p − r)((X1 − iX2)b) h+3Φ(p+1)/2(r−1)/2,(q+1)/2
− (p − q)
(
(4iX0 − 2Hr)b + (4 − h + 2p + r)b
)
h+3Φ
(p−1)/2
(r+1)/2,(q+1)/2
+ 2(p − q)((X1 − iX2)b) h+3Φ(p−1)/2(r−1)/2,(q+1)/2) ,
with the action of gc by right differentiation on the function b on NA.
A similar formula is available for all elements in the Lie algebra. For the ele-
ments in kc the formula is easy, since it involves only hΦ
p/2
r/2,q/2. For Z13, Z32 and
Z23 the general structure of the formula is the same as in (7.11).
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(
b hΦp/2r/2,p/2
)
=
(
(2 + p + r)
(
2Hr − 4iX0 + h + 2p − r)b
· h+3Φ(p+1)/2r+1)/2,(p+1)/2
− 2(2 + p − r)(X1 − iX2)b h+3Φ(p+1)/2(r−1)/2,(p+1)/2) ,
8(p + 1)S −31
(
b hΦp/2r/2,p/2
)
= 2(2 + p + r)
(
X1 + iX2
)
b h−3Φ(p+1)/2(r+1)/2,(p+1)/2
+ (2 + p − r)(2Hr + 4iX0 + 2p + r − h)b h−3Φ(p+1)/2(r−1)/2,(p+1)/2 ,
4(p + 1) S 3−1
(
b hΦp/2r/2,p/2
)
= p
(
2Hr − 4iX0 − 4 + h − 2p − r)b
· h+3Φ(p−1)/2(r+1)/2,(p−1)/2
+ 2p
(
X1 − iX2)b h+3Φ(p−1)/2(r−1)/2,(p−1)/2 ,
4(p + 1) S −3−1
(
b hΦp/2r/2,p/2
)
= −2p(X1 + iX2)b h−3Φ(p−1)/2(r+1)/2,(p−1)/2
+ p
(
2Hr + 4iX0 − (4 + h + 2p − r))b h−3Φ(p−1)/2(r−1)/2,(p−1)/2 .
Table 2. The action of the shift operators on vectors in C∞(G)K .
See [Math. 8e].
7.2. Shift operators. If we take q = p in (7.11) the last two terms become zero,
and we arrive at a highest weight vector in Vh+3,p+1,p+1. Thus, we obtain the de-
scription of S 31
(
b hΦp/2r/2,q/2
)
, in accordance with (6.10). The same works for S −31 .
The downward shift operators S ±3−1 are based on Z32 and Z13. In these cases we
just delete the contributions of the K-type τh±3p−1. In Proposition 6.1 the projection
to a given K-type was given by an element of U(g) depending on the K-type of the
argument. It would be inefficient to do that in the actual computations.
8. Fourier term modules
We turn to the submodules of C∞(G)K of our main interest: the modules Fβ and
F`,c in which the Fourier term operator in (5.8) and (5.10) take their values. We
aim at modules that are suitable to study Fourier term operators acting on function
on which we impose no growth condition.
We adapt the routines for the shift operators to these modules. It turns out that
the non-abelian modules F`,c decompose as a direct sum of submodules F`,c,µ. We
devote quite some work to describe the kernel of the shift operators acting on these
modules.
8.1. Large Fourier term modules.
Proposition 8.1. Definition of large Fourier term modules
i) Let β ∈ C. The subspace Fβ ⊂ C∞(G)K determined by the condition
F
(
ng
)
= χβ(n) F(g) on F ∈ C∞(G)K is a (g,K)-submodule of C∞(G)K . We
call it an abelian large Fourier term module.
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ii) Let ` ∈ 12Z,0 and let c ∈ Z mod 2`. We define F`,c as the vector space
spanned by functions of the form
(8.1) f
(
na(t)k
)
= Θ`,c(ϕ; n) f (t) hΦ
p/2
r/2,q/2(k) ,
where ϕ ∈ S(R) runs over linear combinations of normalized Hermite
functions h`,m with Z≥0, where f ∈ C∞(0,∞), and where the integers
h, p, r, q satisfy h ≡ p ≡ r ≡ q mod 2, |r| ≤ p, |q| ≤ p. The space F`,c
is a (g,K)-submodule of C∞(G). We call it a large non-abelian Fourier
term module.
Proof. The invariance under the (g,K)-action in part i) follows from the fact that
the actions on the right and on the left commute.
In part ii) the invariance under the action of k and K is clear. The action of the
remaining basis elements Zi j can be worked out by interior differentiation, with
the approach in §7.1. Since A normalizes N the action of n on the functions on NA
leads to an action of n on theta functions. The relations (4.17) and (4.18) show that
the differentiation produces linear combinations of theta function with the same
parameters ` and c. 
The Fourier term operators on C∞(Λσ\G)K take values in these modules, which
we call large Fourier term modules. These modules are large, since we can take
f ∈ C∞(0,∞) arbitrarily. In §9.1 we will impose the condition that ZU(g) acts by
multiplication by a character. With that restriction we will speak of Fourier term
modules.
8.1.1. Differentiation on NA. When we apply the explicit differentiation of the
previous paragraph we use that if a function b on NA is of the form b
(
na(t)
)
=
w(n) f (t), then we have, with exp(xHr) = a(ex), the relation
(8.2) Hrb
(
na(t)
)
= w(n) t f ′(t) .
For X ∈ n the action of X satisfies Xb(na) = ((aXa−1)w)(n) f (a). With (4.7) this
leads to
(8.3)
X jb
(
na(t)
)
= t (Xw)(n) f
(
a(t)
)
( j = 1, 2) ,
X0b
(
na(t)
)
= t2 (Xw)(n) f
(
a(t)
)
.
8.2. Large abelian Fourier term modules.
Proposition 8.2. All (g,K)-modules Fβ with β , 0 are isomorphic.
Proof. Any element β ∈ C∗ can be written as β = ζ−3t with |ζ | = 1 and t > 0.
Conjugation by x = a(t)m(ζ) as described in (2.8) transforms χ1 into χβ. So the
left translation
(LxF)(g) = F(xg)
gives a bijective linear map F1 → Fβ. Since left and right translations commute,
Lx is an intertwining operator. 
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(
χβ f hΦ
p/2
r/2,p/2
)
= χβ
(
(2 + p + r)
(
2t f ′ + (h + 2p − r) f )
· h+3Φ(p+1)/2(r+1)/2,(p+1)/2
− 4pii(2 + p − r)β¯ t f h+3Φ(p+1)/2(r−1)/2,(p+1)/2
)
,
8(p + 1)S −31
(
χβ f hΦ
p/2
r/2,p/2
)
= χβ
(
4piiβ(2 + p + r)t f h−3Φ(p+1)/2(r+1)/2,(p+1)/2
+ (2 + p − r)(2t f ′ + (2p + r − h) f ) h−3Φ(p+1)/2(r−1)/2,(p+1)/2) ,
4(p + 1) S 3−1
(
χβ f hΦ
p/2
r/2,p/2
)
= χβ
(
p
(
2t f ′ + (−4 + h − 2p − r) f )
· h+3Φ(p−1)/2(r+1)/2,(p−1)/2
+ 4piiβ¯pt f h+3Φ(p−1)/2(r−1)/2,(p−1)/2
)
,
4(p + 1) S −3−1
(
χβ f hΦ
p/2
r/2,p/2
)
= χβ
(
−4piipβt f h−3Φ(p−1)/2(r+1)/2,(p−1)/2
+ p
(
2t f ′ − (4 + h + 2p − r) f ) h−3Φ(p−1)/2(r−1)/2,(p−1)/2) .
Table 3. Shift operators in Fβ. See [Math. 9b].
8.2.1. Differentiation formulas. In the abelian case we have w(n) = χβ(n), and
(8.4)
X1
(
χβ(n) f (t)
)
= 2piiRe (β) χβ(n) f (t) , X0
(
χβ(n) f (t)
)
= 0 ,
X2
(
χβ(n) f (t)
)
= 2piiIm (β) χβ(n) f (t) , Hr
(
χβ(n) f (t)
)
= t χβ(n) f ′(t) .
These relations can be applied to work out the differentiation relations. In particular
we get the description of the shift operators in Table 3.
8.2.2. Kernel relations. For integers a ≤ b, a ≡ b mod 2, we use the convention
that r : (a, b) means that r runs from a to b with steps of size 2.
An element of the highest weight space Fβ;h,p,p has the form
(8.5) F
(
na(t)k
)
= χβ(n)
∑
r:(−p,p)
fr(t) hΦ
p/2
r/2,p/2(k) ,
with components fr ∈ C∞(0,∞). The description of the shift operators shows that if
F is in the kernel of a shift operator, then there are relations between components
fr and fr+2. We call these relations kernel relations. See Table 4.
Proposition 8.3. Let β ∈ C∗.
i) The upward shift operators S 31, S
−3
1 : Fβ → Fβ are injective.
ii) For each K-type τhp the subspaces of Fβ;h,p,p on which S 3−1 or S −3−1 vanish
have infinite dimension.
Proof. Since the (g,K)-module Fβ is generated by its highest weight subspaces we
can consider S ±31 on a highest weight space Fβ;h,p,p. In the kernel relations for S 31
in Table 4 we see that if S 31F = 0 for F as in (8.5), we have f−p = 0. Furthermore,
since fr+2 is expressed in terms of fr and its derivative, we conclude that all fr
vanish, and hence F = 0.
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S 31 : 2t f
′
p + (h + p) fp = 0
(2 + p + r)(2t f ′r + (h + 2p − r) fr = 4piiβ¯(p − r) t fr+2
for r : (−p, p − 2) ,
β¯ f−p = 0 ;
S −31 : β fp = 0 ,
(p − r)(2t f ′r+2 + (2p + r + 2 − h) fr+2 = −4piiβ(2 + p + r) t fr
for r : (−p, p − 2) ,
2t f ′−p + (p − h) f−p = 0 ;
S 3−1 : 2t f
′
r + (h − 2p − r − 4) fr = −4piiβ¯t fr+2
for r : (−p, p − 2) and p ≥ 1 ;
S −3−1 : 2t f
′
r+2 − (2 + h + 2p − r) fr+2 = 4piiβt fr
for r : (−p, p − 2) and p ≥ 1 .
Table 4. Kernel relations on Fβ;h,p,p.
The presence of a factor p for the downward shift operators is in
accordance with the fact that S ±3−1 vanishes on one-dimensional K-
types. Checked in [Math. 9c].
If S −31 F = 0 we proceed similarly, now starting with fp.
The proof of part i) clearly breaks down if β = 0.
For the kernel of S 3−1 in part ii) we can pick f−p arbitrarily in C
∞(0,∞). This
determines the higher components. For S −3−1 we start with any fp in C
∞(0,∞). 
8.3. Large non-abelian eigenfunction modules. In F`,c the components are lin-
ear combinations of functions on NA of the form
na(t) 7→ Θ`,c(h`,m; n) b(t)
with b ∈ C∞(0,∞) and m ∈ Z≥0. In a given module F`,c only m varies, we abbrevi-
ate ϑm = Θ`,c(h`,m). We obtain the substitution rules from (4.24) and the discussion
in §4.3.2.
(8.6)
RNA(Hr)(ϑm f ) = ϑm t f ′ ,
RNA(X0)(ϑm f ) = pii`ϑm t2 f ,
RNA
(
Sign (`)X1 + iX2
)
(ϑm f ) = −2i
√
2pi|`|(m + 1)ϑm+1 t f ,
RNA
(
Sign (`)X1 − iX2)(ϑm f ) = −2i √2pi|`|mϑm t f .
The sign of ` plays a role in these relations, hence also in the resulting differen-
tiation formulas and in the expressions for the shift operators in Table 5. We will
often write
(8.7) ε = Sign (`) , δx =
1 + x
2
for x = ±1 .
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8(p + 1)S 31F = ϑm (2 + p + r)
(
2t f ′ + (h + 2p − r + 4pi`t2) f )
· h+3Φ(p+1)/2(r+1)/2,(p+1)/2
+ 4iεϑm−ε(2 + p − r)
√
2pi|`|(m + δ−ε) t f h+3Φ(p+1)/2(r−1)/2,(p+1)/2 ,
8(p + 1)S −31 F = −4iεϑm+ε(2 + p + r)
√
2pi|`|(m + δε) t f
· h−3Φ(p+1)/2(r+1)/2,(p+1)/2
+ ϑm (2 + p − r)(2t f ′ − (h − 2p − r + 4pi`t2) f )
· h−3Φ(p+1)/2(r−1)/2,(p+1)/2 ,
4(p + 1)
p
S 3−1F = ϑm
(
2t f ′ − (4 − h + 2p + 4 − 4pi`t2) f )
· h+3Φ(p−1)/2(r+1)/2,(p−1)/2
− 4iεϑm−ε
√
2pi|`|(m + δ−ε) t f h+3Φ(p−1)/2(r+1)/2,(p−1)/2 ,
4(p + 1)
p
S −3−1F = 4iεϑm+ε
√
2pi|`|(m + δε) t f h−3Φ(p−1)/2(r+1)/2,(p−1)/2
+ ϑm
(
2t f ′ − (4 + h + 2p − r + 4pi`t2) f ) h−3Φ(p−1)/2(r−1)/2,(p−1)/2 .
Table 5. Shift operators in F`,c, For F = ϑm f (t) hΦp/2r/2,p/2.
ε and δx as in (8.7). Computation in [Math. 10b].
8.3.1. Submodules. In Table 5 we can check that the quantity
(8.8) µ := (6m + 3)Sign (`) + h − 3r ∈ 1 + 2Z
is preserved by the action of the shift operators. (Also checked in [Math. 10c].)
The action of the elements in k and right translation by elements of K preserve this
quantity as well. So we can split F`,c into invariant submodules
(8.9) F`,c =
⊕
µ≡1 mod 2
F`,c,µ ,
where F`,c,µ consists of finite linear combinations of
na(t)k 7→ Θ`,c(h`,m; n) f (t) hΦp/2r/2,q/2(k)
with (6m + 3)Sign (`) + h − 3r = µ. If we work with fixed `, c and µ we often
abbreviate F`,c,µ as Fn.
Metaplectic action. The term 3Sign (`) in the definition of µ looks strange. It
comes from an action of the double cover M˜ of M in F`,c. To construct it, we
start with the operator B = 18pii`∂
2
ξ + 2pii`ξ
2 in the Schwartz space SR. With use
of (4.24) we see that Bh`,m = i2 (2m + 1)Sign (`)h`,m. See [Math. 5g]. Hence
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there is a group homomorphism from R to the unitary operators in L2(R) such that
etBh`,m = ei(m+1/2)Sign (`)t h`,m. We define a group homomorphism m˜ from R to the
operators on F`,c by
(8.10) m˜(eit)
(
h`,c
(
ϕ
)
f (t) hΦp/2r/2,q/2
)
= Θ`,c
(
e3tBϕ
)
f (t) L
(
m(eit)
) hΦp/2r/2,q/2 .
We check that m˜(2pi) acts as −1 and that m˜(4pi) is identity. So we have an action
of the double cover M˜ of M. The relations in §3.3 imply that m˜(eit) acts in F`,c,µ
by multiplication by eiµt/2. The splitting in (8.9) is natural for this action of M˜.
This splitting is discussed on pages 489, 490 in [Ish99] in terms of the metaplectic
representation.
K-types. The K-types τhp occurring in (g,K)-modules can be pictured as points in
the (h/3, p)-plane satisfying h3 ≡ p mod 2, p ∈ Z≥0. The shift operators change the
K-types by (h, p) 7→ (h ± 3, p ± 1) (occurrences of ± not coupled). See Figure 5.
Figure 5. K-types τhp depicted in the (h/3, p)-plane. The arrows
indicate the change of K-type given by the four shift operators.
Repeated application of shift operators does leaves invariant the
set of thick points.
The K-type τhp can occur in the realizations τ
h
p,r with r ≡ p mod 2, |r| ≤ p. The
definition of F`,c,µ gives the condition that µ = (6m + 3)Sign (`) + h − 3r. Since
m ∈ Z≥0 this imposes the requirement that
3r ≥ 3 + h − µ if ` > 0 ,
3r ≤ −3 + h + µ if ` < 0 .
This imposes the following condition on the K-types:
(8.11)
h − 3p ≤ µ − 3 if ` > 0 ,
h + 3p ≥ µ + 3 if ` < 0 .
See Figure 6. This restriction is special for the modules F`,c,µ; in the modules Fβ
all K-types can occur.
38 ROELOF BRUGGEMAN AND ROBERTO MIATELLO
μ/3-1 μ/3+1
Figure 6. K-types allowed in F`,c,µ in the (h/3, p)-plane; for ` > 0
on the left, and for ` < 0 on the right.
For highest weight elements F ∈ Fn;h,p,p we get a more complicated decompo-
sition into components:
(8.12)
F =
∑
r:(r−,r+)
ϑm(r) fr hΦ
p/2
r/2,p/2 ,
m(r) = m(h, r) =
ε
6
(
µ − h + 3r) − 1
2
, r0(h) =
h − µ
3
+ ε ,
(r−, r+) =
(
r−(h), r+(h)
)
=

(
max
(−p, r0(h)), p) if ε = 1 ,(
−p,min(r0(h), p)) if ε = −1 .
The K-type τhp does not occur in Fn if r− > r+.
The kernel relations for the shift operators in Fn depend on the values of r− and
r+. We will work them out when we need them.
8.3.2. Fourier term operators. The operator Four`,c : C∞(Λσ\G)K → F`,c in
(5.10) can be split up according to the decomposition (8.9):
(8.13) Four`,cF =
∑
µ≡1 mod 2
Four`,c,µF .
The sum is finite for each F ∈ C∞(Λσ\G)K .
(8.14)
Four`,c,µF(nak) =
∑
m,h,p,r,q
Θ`,c
(
h`,m; n
) hΦp/2r/2,q/2(k)∥∥∥ hΦp/2r/2,q/2∥∥∥2
· σ
2
∫
n′∈Λσ\N
∫
k′∈K
Θ`,c
(
h`,m; n′
)
F(n′ak′) hΦp/2r/2,q/2(k′) dk
′ dn′ ,
where the sum runs over integers satisfying m ≥ 0, (6m + 3)Sign (`) + h − 3r = µ,
h ≡ p ≡ r ≡ p mod 2, |r| ≤ p, |q| ≤ p.
Proposition 8.4. The Fourier term operators
(8.15)
Fourβ : C∞(Λσ\G)→ Fβ (β ∈ C) ,
Four`,c : C∞(Λσ\G)→ F`,c (` ∈ σ2 Z,0, c mod 2`) ,
Four`,c,µ : C∞(Λσ\G)→ F`,c,µ (µ ≡ 1 mod 2) ,
are intertwining operators of (g,K)-modules.
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Proof. For Fourβ the intertwining property was already noted in §5.3.
We consider Four`,c given by
Four`,c f (nak) =
∑
m≥0
Θ`,c(h`,m; n)
σ
2
∫
n′∈Λσ\N
Θ`,c(h`,m; n′) fNA(n′a) dn′
· hΦp/2r/q,q/2(k) ,
for f (nak) = fNA(na) hΦ
p/2
r/2,q/2(k) .
It suffices to check that Z
(
Four`,c f
)
= Four`,c(Z f ) for all Z in a basis of gc.
For basis elements in kc this is directly clear. For other basis elements we use the
discussion in §7.1.2, which reduces the question to the action by interior differen-
tiation, between NA and K. In (7.9) we give the decomposition Z = Zn + Za + Zk
corresponding to the Iwasawa decomposition of G. The action of M(Zk) is the same
for Four`,c f and f . We have to look at
RNA(X0) =
1
2
t2∂r RNA(X1) = t
(
∂x − y∂r)
RNA(X2) = t
(
∂y + x∂r) RNA(Hr) = t∂t
in the coordinates (x, y, r, t) ↔ n(x, y, r)a(t). To see this we use (4.7) and the fact
that exp(xHr) = a(ex). The action of Hr is the same for Four`,c f and f . For the
function g : n 7→ fNA(na) with fixed a ∈ A we have
Four`,c f (na) =
∑
m≥0
Θ`,c(h`,m; n)
(
g,Θ`,c(h`,m)
)
Λσ\N
where (
f1, f2
)
Λσ\N =
σ
2
∫
Λσ\N
f1(n) f2(n) dn .
Partial integration gives for j = 0, 1, 2(
X j f1, f2
)
Λσ\N = −
(
f1,X j f2
)
Λσ\N .
This gives the desired formula X0Four`,c f = Four`,cX0 f , since dpi2pi`(X0)h`,m =
pii`h`,m; see (4.13).
Let ε = Sign (`). For the other basis elements we obtain with (4.24)
Θ`,c(h`,m)
(
(εX1 ∓ iX2)g,Θ`,c(h`,m)
)
Λσ\N
= −Θ`,c(h`,m)
(
g, (εX1 ± iX2)Θ`,c(h`,m)
)
Λσ\N
= −Θ`,c(h`,m)

(
g,−4i√pi|`|(m + 1) Θ`,c(h`,m+1)
)
Λσ\N ± = + ,(
g,−4i√2pi|`|m Θ`,c(h`,m−1)
)
Λσ\N ± = − ;
(εX1 ∓ iX2) Θ`,c(h`,m) (g,Θ`,c(h`,m))Λσ\N
=
(
g,Θ`,c(h`,m)
)
Λσ\N ·
−4i
√
2pi|`|m Θ`,c(h`,m−1) ± = + ,
−4i√pi|`|(m + 1) Θ`,c(h`,m+1) ± = − .
Taking the sum over m ∈ Z≥0 we obtain equality.
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In this way we conclude that Four`,c is an intertwining operator. The subspaces
F`,c,µ in the decomposition (8.9) are invariant (g,K)-modules. Hence the operators
Four`,c,µ are intertwining operators. 
9. Fourier term modules
Automorphic forms are not only Γ-invariant, but also eigenfunctions of the dif-
ferential operators corresponding to elements of the center of the enveloping al-
gebra of g. Since the Fourier term operators are, by Proposition 8.4, intertwining
operators of (g,K)-modules, the Fourier terms of automorphic forms are elements
of the submodules of Fβ and Fn on which ZU(g) acts by a character.
We start the study of these submodules by parametrizing the characters of ZU(g),
and next translate the condition that ZU(g) acts by a character into a system of
coupled linear differential equations. The coupling make these systems too hard
to allow us to solve them explicitly, except in special cases. We also consider
conditions under which the shift operators act injectively on these modules.
9.1. Definition and parametrization. Let ψ be a character of ZU(g). For N de-
noting for β ∈ C or n = (`, c, µ) we define F ψN as the (g,K)-submodule of F ∈ FN
that satisfy uF = ψ(u)F for all u ∈ ZU(g). This submodule is much smaller than
FN ; we call it a Fourier term module. Since ZU(g) is a polynomial algebra in the
Casimir element C and the element ∆3 of degree 3, the character ψ is determined
by its values ψ(C), ψ(∆3) ∈ C.
Example. Let us consider the function in F0 given by
(9.1) ϕ
(
na(t)k
)
= t2+ν 2wΦ00,0(k)
with ν ∈ C, w ∈ Z. Application of the formulas in Table 3, or a computation in
[Math. 11a], gives
(9.2)
S 31ϕ =
(
1 +
ν + w
2
)
t2+ν 2s+3Φ1/21/2,1/2 ,
S −3−1S
3
1ϕ =
1
8
(
ν2 − (w + 2)2)ϕ .
Since ϕ has K-type τ2w0 it is a minimal vector in F0. With parts iii) and iv) of
Lemma 6.3 we obtain:
(9.3)
Cϕ = λ2(w, ν) , λ2(w, ν) = ν2 − 4 + 13w
2 ,
∆3ϕ = λ3(w, ν) , λ3(w, ν) = (w + 3)
(
ν2 − 19 (w − 6)2
)
9.2. Parametrization by Weyl group orbits. The functions λ2 and λ3 on C2 are
invariant under the transformations
(9.4)
S1 : (w, ν) 7→
(1
2
(3ν − w), 1
2
(w + ν)
)
,
S2 : (w, ν) 7→
(
−1
2
(3ν + w),
1
2
(ν − w)
)
.
Check in [Math. 11b].
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This is in agreement with a theorem of Harish Chandra for general reductive Lie
groups. That theorem says that characters of the center of the enveloping algebra
correspond bijectively to the Weyl group orbits of invariant polynomial functions
on a Cartan algebra. See, eg, [Wal88], §3.2, especially Theorems 3.2.3 and 3.2.4.
In our notations we use the Cartan algebra ac ⊕mc, and identify C2 with its dual
space, by letting the simple roots in (6.3) satisfy the correspondence α1 ↔ (−3, 1),
α2 ↔ (3, 1). Then (w, ν) ∈ C2 corresponds to the linear form that satisfies
Hr 7→ ν , Hi 7→ iw .
A linear form on the Lie algebra corresponds to a (possibly multi-valued) character
of the group. For the linear form corresponding to (w, ν) ∈ C2:
a(ex)m(eiy) = exp(xHr + yHi) 7→ exν+y(iw) = (ex)ν (eiy)w .
Since m(e2pii) = 1, only (w, ν) ∈ Z×C ⊂ C2 corresponds to a character of the group
AM. The condition w ∈ Z would not be necessary if we were to work with the
universal covering group of SU(2, 1).
The Weyl group W for SU(2, 1) corresponds to the group of linear transfor-
mations of C2 generated by S1 and S2 indicated in (9.4). It is isomorphic to the
symmetric group S3.
The general theory tells us that the characters of ZU(g) are parametrized by the
orbits of W in C2. Not all of these characters can occur in a (g,K)-module:
Proposition 9.1. Let V be a (g,K)-module in which ZU(g) acts by multiplication
by the character ψ. Then there exist elements (w, ν) ∈ Z × C such that
(9.5) ψ(C) = λ2(w, ν), ψ(∆3) = λ3(w, ν) .
If (w1, ν1) ∈ C2 also satisfies this relation, then (w1, ν1) is in the orbit of (w, ν)
under the Weyl group W
Proof. We pick a non-zero element in a highest weight subspace of V and apply
downward shift operators till we have reached a minimal vector v. Lemma 6.3
implies v is also an eigenvector of S −3−1S
3
1, say with eigenvalue ϑ. Inserting λ2(w, ν)
and λ3(w, ν) as eigenvalues of C and ∆3 we get two relations between w, ν and ϑ.
Solving these relations ([Math. 11b]) leads to six solutions for (x, ν). Among these
solutions there are two solutions of the form
w =
h − 3p
2
, ν = ±√a complicated expression in p, h and ϑ .
Since h ≡ p mod 2 this shows that (w, ν) with the desired properties exist.
For the solutions of λ j(w1, ν1) = λ j(w, ν) for j = 2, 3 we find with Mathematica
precisely the orbit W(w, ν), illustrated in Figure 7. 
In this way we have concluded directly for SU(2, 1) how the characters of ZU(g)
that occur in (g,K)-modules are parametrized. The result is in accordance with the
general theory.
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S1
S2
S1
S2
S1
S2
(w,ν) ((3ν-w)/2,(w+ν)/2)
(-(3ν+w)/2,(w-ν)/2)
(w,-ν)((3ν-w)/2,-(w+ν)/2)
(-(3ν+w)/2,(ν-w)/2)
Figure 7. Weyl group orbit of a point in C2.
9.2.1. Several types of parametrization. By W we denote the collection of the W-
orbits in C2 that intersect Z × C. We use the symbol ψ in two ways. It may denote
an element of W, and it may denote the corresponding character of ZU(g). If
(w, ν) ∈ C2 we denote W(w, ν) ∈ W by [w, ν].
We put for ψ ∈ W
(9.6)
OW(ψ) = {(w, ν) ∈ ψ : w ∈ Z} , O1W(ψ) = {w : (w, ν) ∈ OW(ψ)} ,
OW(ψ)`,c,µ = {(w, ν) ∈ ψ : Sign (`)(2w − µ) + 3 ≤ 0} ,
O1W(ψ)n =
{
w : (w, ν) ∈ OW(ψ)n} .
In general OW([w, ν])) has 2 elements, (w, ν) and (w,−ν). If the number of ele-
ments inOW(ψ) is at most 2 we speak of simple parametrization. The setOW([w, ν])
has more than 2 elements if 3ν ≡ w mod 2, in which case we speak of multiple
parametrization. We also make a distinction between integral parametrization and
generic parametrization, summarized in the scheme in Table 6. The corresponding
subsets of W are indicated by the symbols WSP, WGP, · · · indicated in the table.
The points (w, ν) giving integral parametrization form a lattice in R2 minus the
origin. See Figure 35 for an illustration.
Lemma 9.2. Let ψ ∈ WGMP. Then the elements of O1W(ψ) represent the three
classes of Z/3Z.
Proof. The element [w, ν] corresponds to generic multiple parametrization if ν =
1
3 (w + 2a) for some a ∈ Z, and a . w mod 3. Then O1W(w, ν) =
{
w, a,−a − w}. One
checks that these three elements represent pairwise different elements of Z/3Z. 
9.3. Eigenfunction equations. The definition of the Fourier term modules F ψN at
the start of §9.1 imposes relations of the form CF = ψ(C)F and ∆3F = ψ(∆3)F.
To make these relations more explicit we note that F ψN is the direct sum of the
subspaces F ψN ;h,p of the K-types occurring in it, and the space F ψh,p is known if we
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3ν . w mod 2 3ν ≡ w mod 2 ν ≡ w mod 2
or w = ν = 0 and ν . w mod 2 and (w, ν) , (0, 0)
simple parametrization multiple parametrization WMP∣∣∣OW(w, ν)∣∣∣ ≤ 2 ∣∣∣OW(w, ν)∣∣∣ > 2
generic parametrization WGP integral parametrization
WSP WGMP WIP
Table 6. Several types of parametrization of characters [w, ν] of
ZU(g).
For each case we indicate the symbol denoting the set of ψ ∈ W
with that type of parametrization.
S1S2
S1S2S1
α2α1
Figure 8. Points for integral parametrization, depicted in the
(w, ν)-plane (w horizontal, ν vertical.) We have chosen the scal-
ing such that the lines fixed by S1 (given by ν = w), fixed by S2
(given by ν = −w), and fixed by S1S2S2 (given by ν = 0) inter-
sect each other in angles of size pi/3. The thick points indicate the
position of the root system A2.
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know the highest weight subspace F ψN ;h,p,p. A highest weight element in F ψN ;h,p,p
has the form
(9.7) F
(
na(t)k
)
=
∑
r:(−p,p)
ur(n) fr(t) hΦ
p/2
r/2,p/2(k)
with basis functions ur on N, component functions fr in C∞(0,∞), and the well-
known polynomial basis functions on K. The prescribed action of C and ∆3 imposes
further relations for the components, which we call the eigenfunction equations.
To specify the eigenfunction equations it is convenient to distinguish the follow-
ing cases:
• N-trivial Fourier term modules: N = N0 .
• Generic abelian Fourier term modules: N = Nβ, β , 0.
• Non-abelian Fourier term modules: N = N`,c,µ with ` ∈ σ2Z,0, c mod 2`,
µ ∈ 1 + 2Z.
Except for special cases the eigenfunction equations are complicated, and ask for
computer help. We use the differentiation routines in §7.1 and adapt them, in
[Math. 11c] to the use for elements of the enveloping algebra U(g). For each of
of the three cases indicated above we develop routines to give the eigenfunction
equations. We choose to write them for (w, ν) ∈ Z × C. See [Math. 11d–h]
Lemma 9.3. N-trivial Fourier term module The components fr of the element
F ∈ F ψ0 in (9.7) have to satisfy
(9.8)
0 = t2 f ′′r − 3t f ′ +
( (h − 3r)2
12
− ν2 + 4 − w
2
3
)
fr ,
0 = (h − 3r − 2w)(h − 3r − 3ν + w)(h − 3r + 3ν + w) fr .
Proof. A Mathematica computation, [Math. 11e], shows that(
C − λ2(w, ν))∑
r
fr hΦ
p/2
r/2,q/2
gives an expression in which the factor of hΦp/2r/2,q/2 depends only on fr and its
derivatives. We get an uncoupled system of differential equations for fr. Up to a
factor those are the differential equations in the first line of (9.8).
The equation for ∆3 also gives an uncoupled system of differential equations.
Subtraction of 12 (h− 2r + 6) times the first equation gives the relation in the second
line. 
The three factors in the second equation are permuted by the action of the Weyl
group on (w, ν). This is like it should be, since the eigenvalues of C and ∆3 are
invariant under the action of the Weyl group.
The second equation shows that non-zero solutions are possible only for certain
values of r.
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Lemma 9.4. Abelian Fourier term modules The components fr of the element
F ∈ F ψβ in (9.7) have to satisfy for r : (−p, p):
(9.9)
0 = t2 f ′′r − 3t f ′r +
( (h − 3r)2
12
− ν2 + 4 − w
2
3
− 4pi|β|2t2
)
fr
+ 2pii(p − r) β¯ t fr+2 − 2pii(p + r) β t fr−2 ,
0 =
(
(h − 3r − 2w)(h − 3r − 3ν + w)(h − 3r + 3ν + w)
+ 216pi2|β|2r t2
)
fr
− 27pii(p − r) β¯
(
2t2 f ′r+2 + (3r − h − 2) t fr+2
)
− 27pii(p + r) β
(
2t2 f ′r−2 + (h − 3r − 2) t fr−2
)
.
Proof. The computation in [Math. 11f] is more complicated than in the previous
lemma, since there are more terms. Moreover neighbouring components are cou-
pled. We have to rearrange the sum of individual terms in such a way that all
contain the same factor hΦp/2r/2,p/2. 
The relation should be valid for all r between −p and p. The terms with fr±2
contain the factor p ∓ r, which masks components that do not exist.
Substitution of β = 0 in (9.9) gives (9.8).
Non-abelian Fourier term modules. The computations in [Math. 11g] give eigen-
function equations in non-abelian Fourier term modules that are so complicated
such that copying them here seems not to make sense. In Table 5 we managed to
describe the shift operators uniformly for ` > 0 and ` < 0. Here we derive separate
formulas for ε = Sign (`) = 1 and −1. The final form is in [Math. 11h].
9.4. One-dimensional K-types. The coupling between the equations for the com-
ponents is in general an obstruction to get explicit solutions. An exception form the
one-dimensional K-types, for which there is only one component. The functions
in F [w,ν]N ;h,0 have the form
F
(
na(t)k) = u(n) f (t) hΦ00,0(k)
with the function u ∈ C∞(N) determined by N , and f ∈ C∞(0,∞). In all cases
the eigenfunction equations give a second order differential equation for f and a
second equation depending only on f , and imposing conditions on h.
The computations in [Math. 12] show that in all cases this condition is
(9.10) (h − 2w)(h − 3ν + w)(h + 3ν + w) = 0 .
This can be viewed as h = 2w where w ∈ O1W
(
[w, ν]
)
. The second and third factor
are relevant in the case of multiple parametrization; see Table 6. Under simple
parametrization we obtain the requirement that h = 2w, and hence hΦ00,0 is the
character w of M extended to K. Under multiple parametrization each element of
O1W(w, ν) leads to a one-dimensional K-type that can be present in F [w,ν]N .
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9.4.1. N-trivial Fourier term modules. From Lemma 9.3 we get the differential
equation
(9.11) t2 f ′′ − 3t f ′ + (4 − ν2) f = 0 .
It has a two-dimensional solution space spanned by t 7→ t2+ν and t 7→ t2−ν if ν , 0,
and by t 7→ t2 and t 7→ t2 log t if ν = 0. See [Math. 12a].
9.4.2. Generic abelian Fourier term modules. For F [w,ν]β with h = 2w, we find for
β , 0 that
(9.12) f (t) = t2 jν(2pi|β|t)
where jν is a solution of the modified Bessel differential equation
(9.13) τ2 j′′ν (τ) + τ j′ν(τ) − (τ2 + ν2) jν(τ) .
See [Math. 12b]. We get a two-dimensional solution space spanned by modified
Bessel functions, discussed in §A.1.
9.4.3. Non-abelian Fourier term modules. In the same way we obtain (see [Math.
12c]) for F [w,ν]
`,c,µ
(9.14) f (t) = twκ,ν/2(2pi|`|t2)
where wκ,s is a solution of the Whittaker differential equation
(9.15) w′′κ,s =
(1
4
− κ
τ
+
s2 − 1/4
τ2
)
wκ,s
with parameters κ = −m− (wSign (`) + 1)/2, m ∈ Z≥0, and s = ν/2. So here as well
we have a two-dimensional solution space spanned by known functions. In §A.2
we discuss facts concerning Whittaker functions.
We note that the definition of F`,c,µ implies that
(9.16) m =
Sign (`)
6
(µ − 2w) − 1
2
, κ = −1
6
Sign (`) (µ + w) .
In (8.11) we arrived at a condition that is for τhp = τ
2w
p equivalent to Sign (`)µ ≥
−2Sign (`)w + 3. It implies m ≥ 0. So F [w,ν]n;2w′,0 is non-trivial with dimension 2 if
and only if w′ is in the set O1W
(
[w, ν]
)
n. (See (9.6).)
9.4.4. Summary. Let β ∈ C. The space F ψ
β;2w,0 is non-trivial if and only if 2 ∈
O1W(ψ).
Let n = (`, c, µ). The space F ψ
β;2w,0 is non-trivial if and only if 2 ∈ O1W(ψ)n.
All these spaces of K-type τ2w0 have dimension 2.
Remark. For higher-dimensional K-types we arrive for generic abelian and non-
abelian Fourier term modules at coupled systems of differential equations for which
it is hard to get explicit solutions, except in special cases.
We first investigate conditions under which the shift operators may have a non-
trivial kernel.
REPRESENTATIONS OF SU(2, 1) IN FOURIER TERM MODULES 47
9.5. Kernel of downward shift operators. We consider the kernels of downward
shift operators in Fourier term modules F ψN withN = Nβ orN = Nn, n = (`, c, µ).
It suffices to consider this on K-types τhp with h ≡ p mod 2 and p ∈ Z≥0.
Proposition 9.5. Let ψ ∈ W. If the kernel of S ±3−1 : F ψN ;h,p,p → F ψN ;h±3,p−1,p−1 is
non-trivial then
(9.17) h ∓ 3p = 2w
for some w ∈ O1W(ψ).
This proposition gives only a necessary condition for S ±3−1 to have a non-trivial
kernel on F ψN ;h,p,p.
Proof. Elements of F ψN ;h,p,p have the form
F
(
na(t)k
)
=
∑
r:(−p,p)
ur(n) fr(t) hΦ
p/2
r/2,p/2(k) ,
with ur = χβ if N = Nβ, and ur = hm(r) if N = Nn.
We first consider the N-trivial case. Lemma 9.3 shows that h − 3r = w for some
(w, ν) ∈ OW(ψ). The kernel relation for S 3−1 in Table 4 shows how f ′r depends on
fr. (We have β = 0.) Inserting this in the eigenfunction relations shows that
(h − 3p − 3ν + w)(h − 3p + 3ν + w) = 0
for non-zero fr. So h = 3p + w′ for w′ ∈ O1W(ψ). This gives what the lemma states
for S 3−1. For S
−3
−1 we proceed similarly. See [Math. 13a].
In the generic abelian case we also use the kernel relations in Table 4, but now
with β , 0. The components of an element of the non-zero element of the kernel
of S 3−1 satisfy a relation expressing fr+2 in terms of fr. So if the element in the
kernel is non-zero then f−p has to be non-zero. We use the eigenfunction relations
in Lemma 9.4 for r = p for some choice of (w, ν) such that ψ = [(w, ν)]. The
occurrences of fp−2 in the eigenfunction relation are masked by the factor p+r = 0.
For f2−p we use the relation obtained from the kernel relations. In [Math. 13b] we
obtain two quantities that have to be zero. A suitable linear combination is
(h − 3p − 2w)(h − 3p + w − 3ν)(h − 3p + w + 3ν) f−p .
So indeed h = 3p + 2w′ for some w′ ∈ O1W(ψ) as a necessary condition. The case
of S −3−1 goes similarly.
In the non-abelian case the description of an element of Fn;h,p,p in terms of its
components is more complicated. We use the description and notations in (8.12).
We find for F in the kernel of S 3−1 the relation
(9.18) fr =
(
(h − 2p − r − 2 + 4pi`t2) fr−2 + 2t f ′r−2
)
·
 −i4√2pi|`|m(r) if ` > 0i
4
√
2pi|`|(m(r)+1) if ` < 0
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-4 -2 0 2 4
Figure 9. Points in the (h/3, p)-plane corresponding to K-types
in F [w,ν]N with possibly non-trivial kernels of S 3−1 (lines with slope
1) and S −3−1 (lines with slope −1), for (w, ν) = (−3, 1/3) (generic
multiple parametrization).
under the condition m(r) ≥ 1 if ` > 0 and m(r) ≥ 0 if ` < 0. So non-zero elements
of the kernel are determined by the component f−p if m(−p) ≥ 0, or the component
fm(r0) with r0 > p and m(r0) = 0.
There are many cases to consider, worked out in [Math. 13c]. There are two
easy cases: ε = 1, r0 = p, and ε = −1, r0 = −p. Then there is only one non-
zero component. The second coordinate of the eigenfunction equations gives the
condition
(9.19) (h − 3p − 2w) (h − 3p − 3ν + w) (h − 3p + 3ν + w) = 0 .
This implies the necessary condition in the proposition.
The remaining cases are ε = 1, r0 < p, with r = −p; ε = 1 p ≤ r0 < p,
with r = r0; and ε = −1, r0 > −p, with r = −p. In the eigenfunction equation
occur fr and fr+2. We use (9.18) to replace fr+2 and its derivative by expressions
concerning fr. Then we take a suitable linear combination of the two coordinates
of the eigenfunction equations, and observe that it gives (9.19) in all cases.
The case of the operator S −3−1 requires also the consideration of many cases, all
of which we work out in [Math. 13c]. 
The proposition has the consequence that non-trivial kernels of downward shift
operators occur only in K-types corresponding to points on at most three lines in the
(h/3, p)-plane. Figure 9 illustrates this in a case of generic multiple parametriza-
tion.
Definition 9.6. To each w ∈ Z we associate the set Sect(w) of K-types τhp that
satisfy h ≡ p mod 1 and |h − 2w| ≤ 3p.
The set Sect(w) corresponds in the (h/3, p)-plane to the lattice points satisfying
h ≡ p mod 2 that are on, or between, the lines h = 2w − 3p and h = 2s + 3p
in (9.17).
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Figure 10. Points in the (h/3, p)-plane corresponding to K-types
that can occur in F ψN under generic multiple parametrization. We
use the same value (w, ν) = (−3, 1/3) as in Figure 9.
If ψ ∈ WSP there is one sector Sect)w), with {w} = O1W(ψ). If ψ ∈ WGMP there
are three sectors, corresponding to the elements ofO1W(ψ). These three sectors have
no lattice point in common, as illustrated in Figure 10. If ψ ∈ WIP the two or three
sectors Sect(w) with w ∈ O1W(ψ) have lattice points in common.
Proposition 9.7. Let ψ ∈ W.
i) The K-types occurring in F ψN are contained in
(9.20)

⋃
w∈O1W (ψ) Sect(w) if N = Nβ, β ∈ C ,⋃
w∈O1W (ψ)n Sect(w) if N = Nn .
ii) Let ψ ∈ WSP, w ∈ O1W(ψ) if N = Nβ and w ∈ O1W(ψ)n if N = Nn. Then for
all p ∈ Z≥0
(9.21) S 3−1F ψβ;2w+3p,p,p = {0} , S −3−1F ψβ;2w−3p,p,p = {0} .
Proof. We take a point v , 0 in F ψN ;h,p,p for a K-type τhp that occurs in F ψN . If
p ≥ 1 the point (h/3, p) cannot be on both lines h − 3p = 2w and h + 3p = 2w
in Proposition 9.5 for the same w ∈ O1W(ψ). So there is a non-zero vector S 3−1v or
S −3−1v, in the K-type τ
h±3
p−1. If the point (h/3, p) is in a sector Sect(w), then the next
point is in Sect(w) as well.
The process can be continued till we reach a minimal vector. That can be a non-
zero vector in a one-dimensional K-type, with p = 0. In §9.4 we saw that this can
only be a K-type τ2w0 with w ∈ O1W(ψ), in the non-abelian case w ∈ O1W(ψ)n.
It can also be a minimal vector with p ≥ 1. Then we have by Proposition 9.5
h = 3p + 2w1 = −3p + 2w2
with two different elements w1, w2 ∈ O1W(ψ). In the non-abelian case at least one
of w1 and w2 is in O1W(ψ)n, since otherwise the intersection point would be in the
region ruled out in Figure 6.
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A point (h/3, p) outside the union of the sectors stays outside the sectors, since
the application of S ±3−1 sends it to a point (h/3, p) + (±1,−1). A non-zero vector
in F ψN ;h,p,p stays non-zero under this process. So we would end in a point on the
(h/3)-axis that is not of the form 23w with w ∈ O1W(ψ), which yields a contradiction
to the results concerning one-dimensional K-types. This ends the proof of part i).
For part ii) we consider a non-zero vector v ∈ F ψN ;2w±3p,p,p with S ±3−1v , 0 for
w ∈ O1W(ψ) (and in O1W(ψ)n in the non-abelian case). Then (h/3±1, p−1) is outside
the sector Sect(w). Under simple parametrization that is the sole sector, and we get
a contradiction with part i). 
9.6. Kernels of upward shift operators. We turn to the possibility that upward
shift operators in Fourier term modules may have a non-zero kernel.
Proposition 9.8.
i) If ψ ∈ WGP, then the upward shift operators in F ψN are injective.
ii) Let ψ ∈ WIP. The operator
S ±31 : F ψN ;h,p,p → F ψN ;h±3,p+1,p+1
may have a non-zero kernel only if N = N0 or Nn, and there are w, w′ ∈
O1W(ψ), w , w′, such that
a) τhp ∈ Sect(w),
b) h ± 3p ± 6 = 2w′ ,
c) if N = N`,c,µ, then ±` > 0 and w′ < O1W(ψ)n.
Proof. By Proposition 8.3 we need not consider N = Nβ with β , 0.
By Proposition 9.7 we need consider only those K-types τhp for which there is
(w, ν) ∈ OW(ψ) such that |h−2w| ≤ 3p.We will show that the presence of a non-zero
element v ∈ F ψN ;h,p,p with S ±3−1v , 0 implies that
(9.22) (h ± 6 − 3ν ± 3p + w) (h ± 6 + 3ν ± 3p + w) = 0 .
Consultation of Figure 7 shows that h ± 6 ± 3p = 2w′ for some element (w′, ν′)
of the Weyl group orbit of (w, ν). So we have h±3p±6 = 2w′ with w′ = 3ζν+w2 , ζ ∈{1,−1}. A computation shows that h + 3p ≡ 2w′ mod 6. On the other hand, the fact
that τhp is in Sect(w) means that h = 2w+ 3(a− b) with a, b ∈ Z≥0 and a + b = p. So
2w ≡ h + 3p mod 6 as well. Hence w ≡ w′ mod 3. Under generic parametrization
this implies w = w′ (with the use of Lemma 9.2). However |h − 2w| ≤ 3p is not
compatible with h±3±3p = 2w. So this rules out generic parametrization, and we
are left with ψ ∈ WIP.
N-trivial case. The eigenfunction equations in Lemma 9.3 show that components
of elements of F ψ0 satisfy an uncoupled system of differential equations. So we can
consider elements of the simple form
F
(
na(t)k) = fr(t) hΦ
p/2
r/2,p/2
with p ≡ r mod 2, |r| ≤ p, and h = 2w + 3r.
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We carry out some computations in [Math. 14a]. From S ±3−1F = 0 we see that
fr is a multiple of t∓(h+w)/3−p. Insertion of this function into the eigenfunction
equations with (w, ν) ∈ OW(ψ) gives relation (9.22). The discussion following
(9.22) concludes the discussion of the N-trivial case.
Non-abelian case. Now we consider
F
(
na(t)k
)
=
∑
r:(−p,p)
hm(r)(n) fr(t) hΦ
p/2
r/2,p/2(k)
with the restriction that only terms with m(r) ≥ 0 can contribute.We have m(r±2) =
m(r) ± ε by (8.8), and also m(εp) ≥ 0 (otherwise all components of F vanish). We
use the notation ε = Sign (`). We carry out several Mathematica computations;
see [Math. 14b].
The kernel relations for the upward shift operator S 31 give the following relation
between the components:
(9.23)
fr =
1
4(2 + p − r)t
(
i(p + r)
(
(2 + h + 2p − r + 4pi`t2) fr−2 + 2t f ′r−2))
·
 1√2pi|`|m(r) if ε = 1 ,−1√
2pi|`|m(r+1) if ε = −1 ,
valid for r ≥ 2 + max(r0,−p) if ε = 1, and for r ≤ min(r0, p) is ε = 1. If ε = 1 and
r0 ≤ −p, or if ε = −1, the lowest component f−p determines all other components.
This implies that the kernel of S 31 on F ψn;h,p,p is zero.
The remaining case is ε = 1 and −p ≤ r0 ≤ p. With Mathematica we find for
|r0| < p from the eigenfunction equations, with ψ represented by (w, ν), the relation
(h − 3p − 2w)(h − 3p − 3ν + w)(h − 3p + 3ν + w) = 0 .
The factor h − 3p − w cannot be zero, since τhp ∈ Sect(w). The other two factors
give (9.22).
If ε = 1 and r0 = p, there is only one component, fp. Then it turns out that
S 31F = 0.
For S 31 we are left with the case −p ≤ r0 < p, with ε = 1 and relation (9.22).
Since r0(h) =
h−µ
3 + 1, by (8.12), the requirement r0 ≥ −p implies that h ≥ −3p +
µ− 3. Hence we have 2w′ = h + 3p + 6 ≥ µ+ 3. So the K-type τ2w′0 does not satisfy
the condition 2w′ − 3 ≤ µ − 3 in (8.11), and w′ < O1W(ψ)n.
For the shift operator S −31 we proceed similarly. The kernel relations are
(9.24)
fr =
1
4(2 + p + r) t
(
i(p − r)((2 − h + 2p + 4 − 4pi`t2) fr+2 + 2t f ′r+2))
·
 −1√2pi|`|(1+m(r)) if ε = 1 and m(r) ≥ 01√
2pi|`|m(r) if ε = −1 and m(r) ≥ 1 .
Now the highest non-zero component determines the other components.
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Like in the case of S 31 there cannot be a non-trivial kernel if ε = 1, or if ε = −1
and r0 ≤ −p. We have to consider the case ε = −1 and −p < r0 ≤ p. This gives the
factor in (9.22).
Further we have
2w′ = h − 3p − 6 = 3r0 + µ + 3 − 3p − 6 ≤ 3p + µ − 3p − 3 = µ − 3 ,
in contradiction to the requirement 2w′ ≥ µ + 3 in (8.11). 
Proposition 9.9. Let ψ ∈ WGP. The subspaces F ψN ;h,p,p have dimension 2 if τhp ∈
Sect(w) and dimension 0 otherwise.
Proof. Under simple parametrization we have dimF ψN ;2w,0,0 = 2, by the summary
at the end of Subsection 9.4. Repeated application of the upward shift operators
brings us from the 1-dimensional K-type to all K-types corresponding to points in
Sect(w) for the sole w ∈ O1W(ψ). The injectivity in part i) of Proposition 9.8 gives
multiplicity at least 2 for all K-types that occur. From any K-type we can go down
to the K-type τ2w0 by application of downward shift operators on highest weight
spaces on which they are injective. So all multiplicities are equal to 2.
Under generic multiple parametrization there are three disjoint sectors, to each
of which we can apply the same reasoning. 
10. Special Fourier term modules
We discuss a number of submodules of the Fourier term modulesF ψN determined
by their behavior as t in g = na(t)k goes down to zero or up to infinity. This
distinction is important in the study of Fourier expansions.
We define these submodules, and consider in this section their importance for
the structure of F ψN especially under the assumption of generic parametrization.
Under simple parametrization these modules are irreducible, and isomorphic to
each other. The study of these modules under integral parametrization will be
carried out in later sections.
10.1. Principal series. For any choice of (w, ν) ∈ Z × C the Fourier term module
F [w,ν]0 contains the principal series module
(10.1)
Hw,νK =
⊕
h,p,q
C hϕ
p/2
r/2,q/2(ν) ,
hϕ
p/2
r/2,q/2
(
ν; na(t)k
)
= t2+ν hΦp/2r/2,q/2(k) .
The sum is over integers satisfying h ≡ p ≡ q mod 2, |q| ≤ p; and r = 13 (h − 2w).
The element 2wϕ00,0 is a solution of the differential equation in §9.4.1.
The module Hw,νK depends on the choice of (w, ν) in OW([w, ν]). The Fourier
term module F [w,ν]0 depends only on the Weyl group orbit OW([w, ν]), and contains
(in general) several principal series modules.
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Specialization of the results in Table 3 gives the shift operators (check in [Math.
15a]).
(10.2)
S ±31
hϕ
p/2
r/2,p/2(ν) =
2 + p ± r
8(1 + p)
(4 ± h + 2ν + 2p ∓ r) h±3ϕ(p+1)/2(r±1)/2,(p+1)/2(ν) ,
S ±3−1
hϕ
p/2
r/2,p/2(ν) =
p
4(p + 1)
(2ν ± h − 2p ∓ r) h±3ϕ(p−1)/2(r±1)/2,(p−1)/2(ν) .
Under the assumption of generic parametrization all upward operators are injec-
tive (Proposition 9.8; alternative: check with (10.2).) So Hw,νk is a special module
(Definition 6.4). Its type is
[
λ2(w, ν); 2w, 0;∞,∞]. Proposition 9.5 shows that all
downward shift operators that stay in the sector Sect(w) are also injective. With
Lemma 6.7 this implies the following result.
Proposition 10.1. Under the condition of generic parametrization the principal
series representations are irreducible special modules.
We note that the basis vectors hϕp/2r/2,q/2 form holomorphic families depending
on ν ∈ C.
Proposition 10.2. Let ψ ∈ WGP such that ν , 0 for all (w, ν) ∈ OW(ψ). Then
(10.3) F ψ0 =
⊕
(w,ν)∈OW (ψ)
Hw,νK .
Proof. This follows directly from the eigenfunction equations in Lemma 9.3 and
from the dimension statements in Proposition 9.9. If ν = 0 we get solutions t2 and
t2 log t, and then the statement is not right. 
10.2. Special Fourier term modules determined by boundary behavior. The
Fourier term modules F ψN are generated by highest weight functions in the K-types
of the form given in (9.7):
F
(
na(t)k
)
=
∑
r:(−p,p)
ur(n) fr(t) hΦ
p/2
r/2,p/2(k) .
Since F ψN consists of K-finite vectors, each of its elements is determined by finitely
many component functions fr = fr(h, p).
Definition 10.3.
i) A function f on (0,∞) has ν-regular behavior at 0 if
(10.4) f (t) = t2+νh(t) ,
where h is the restriction to (0,∞) of a holomorphic function on C.
ii) A function f on (0,∞) has exponential decay if there exists a > 0 such that
(10.5) f (t)  e−at as t → ∞ .
Examples.
(1) All hϕp/2r/2,q/2(ν) in the principal series module H
w,ν
K have ν-regular behavior
at 0.
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(2) The function µ0,0β (w, ν) ∈ F [w,ν]β with β , 0
(10.6) µ0,0β
(
w, ν; na(t)k
)
= χβ(n) t2 Iν(2pi|β|t) 2wΦ00,0(k)
has ν-regular behavior at 0. This follows from the expansion (A.2). This
function is an element of F [w,ν]
β;2w,0,0; see §9.4.2.
(3) Similarly we find with m0 = ε6 (µ−2w)− 12 ∈ Z≥0 and ν < Z≤−1 the function
(10.7) µ0,0
`,c,µ
(
w, ν; na(t)k
)
= Θ`,c
(
h`,m0 ; n
)
t Mκ,ν/2(2pi|`|t2) 2wΦ00,0(k) ,
where κ = −m0 − 12
(
εw + 1
)
. See the expansion (A.8) for the ν-regular
behavior at 0.
(4) The function ω0,0β (w, ν) in F [w,ν]β with β , 0, given by
(10.8) ω0,0β
(
w, ν; na(t)k
)
= χβ(n) t2 Kν(2pi|β|t) 2wΦ00,0(k)
has exponential decay at∞. See (A.4).
(5) The function ω0,0n (w, ν) in F [w,ν]`,c,µ , with m0 and κ like in (3), given by
(10.9) ω0,0
`,c,µ
(
w, ν; na(t)k
)
= Θ`,c
(
h`,m0 ; n
)
t Wκ,ν/2(2pi|`|t2) 2wΦ00,0(k)
has exponential decay at∞. See (A.12).
Proposition 10.4. The properties of ν-regular behavior and exponential decay are
preserved under the action of g and K.
Proof. Since the action of K and of k does not change the component functions, it
suffices to show that the action of Z31,Z23,Z32,Z13 ∈ gc preserves these properties.
On each K-type these elements can be related to shift operators. Tables 3 and 4
describe the action of the shift operators in the module FN . Inspection shows that
the operations on the component are linear combinations of b 7→ b, b 7→ t b, b 7→
t2 b, and b 7→ t b′. If b(t) = t2+νh(t) with h extending as a holomorphic function on
C, these operations change h by h 7→ tch, c = 1, 2, 3, or by h 7→ t h′ + (2 + ν)h. So
the shift operators preserve the property of ν-regular behavior at 0.
For the property of exponential decay at∞we use the convolution representation
theorem of Harish Chandra; Theorem 1 on p. 18 of [HCh66]. One writes F ∈ F ψN
in the form
(10.10) F
(
nak
)
=
∫
g∈G
F(nakg−1)α(g) dg
with α ∈ C∞c (G). So kg−1 in the integral runs over a compact set, and we can
write kg−1 = n1a1k1 where n1, a1, and k1 run over compact sets in N, A, and K,
respectively. Then nakg−1 = (n an1a−1) aa1 k1, with a(t)a1 = a(t1) where t/b ≤
t1 ≤ tb for some b > 1 depending on α. Right differentiation by an element of g
can be carried out on
(10.11) XF(g) =
∫
G
F(g1) Xα(g−11 nak) dg1 .
This has the form XF = F ∗ Xα, which again has exponential decay at∞. 
Proposition 10.4 suggests the following definitions:
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Definition 10.5. We put
(10.12) WψN =
{
F ∈ F ψN : F has exponential decay
}
.
Definition 10.6. We defineMψN as the (g,K)-submodule of functions F ∈ F ψN that
have ν-regular behavior at 0 for some (w, ν) ∈ OW(w, ν).
Remark. The principal series provides us with nice submodules of F ψ0 . For other
N , we will define Mw,νN and Ww,νN as submodules of M[w,ν]N , respectively W[w,ν]N ,
with similar properties.
Lemma 10.7. LetN beNβ with β , 0, orNn. If ψ ∈ WGP thenMψN ∩WψN = {0}.
Proof. The intersectionMψN ∩WψN is a (g,K)-submodule of F ψN . Consider a non-
zero element ofMψN ;h,p,p ∩WψN ;h,p,p. Then τhp ∈ Sect(w) for some w ∈ O1W(ψ), by
Proposition 9.9. Proposition 9.5 implies that if p ≥ 1 at least one of the downward
shift operators is injective. Using this we get a non-zero element in the intersec-
tion of K-type τh±3p−1. Proceeding in this way we arrive at a non-zero element in
MψN ;2w,0,0∩WψN ;2w,0,0. We know an explicit basis ω0,0N (w, ν), µ0,0N (w, ν) of the space
F ψN ;2w′,0,0; see (10.6)–(10.9). Of these only ω0,0N (w, ν) has exponential decay, and it
has no ν-regular behavior at 0. A non-zero element with both properties does not
exist. 
Basis families. Let N = Nβ with β , 0, or N = Nn. We put for a, b ∈ Z≥0,
(a, b) , (0, 0),
(10.13)
µa,bN (w, ν) =
(
S 31
)a(S −31 )bµ0,0N (w, ν) ∈ M[w,ν]N ;2w+3(a−b),a+b,a+b ,
ωa,bN (w, ν) =
(
S 31
)a(S −31 )bω0,0N (w, ν) ∈ W[w,ν]N ;2w+3(a−b),a+b,a+b .
Lemma 10.8. Let N = Nβ, β , 0, or N = Nn. Take (w, ν) ∈ Z × C, and assume
that ε6µ − 12 − ε3w ∈ Z≥0 if N = Nn.
i) The functions in (10.13) form holomorphic families in C r Z≤−1 for µa,bn ,
and holomorphic families on C in the other cases. They satisfy
ωa,bN (w,−ν) = ωa,bN (w, ν) .
ii) The components of the functions in (10.13) are linear combinations of spe-
cial functions of the following type
(10.14)
for ωa,bβ (w, ν) : t 7→ tc Kν+k(2pi|β|t) c ∈ Z≥2 , k ∈ Z≥0 ,
for µa,bβ (w, ν) : t 7→ tc Iν+k(2pi|β|t) c ∈ Z≥2 , k ∈ Z≥0 ,
for ωa,bn (w, ν) : t 7→ tc Wκ+k,ν/2(2pi|`|t2) c ∈ Z≥1, k ∈ Z≥0 ,
for µa,bn (w, ν) : t 7→ tc Mκ+k,ν/2(2pi|`|t2) c ∈ Z≥1, k ∈ Z≥0 .
iii) ωa,bN (w, ν) ∈ W[w,ν]N and µa,bN (w, ν) ∈ M[w,ν]N for all a, b ∈ Z≥0, ν ∈ C
(ν < Z≤−1 for µa,bn ).
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iv) If [w, ν] ∈ WGP the spaces
(10.15)
Ww,νN =
⊕
a,b≥0
k ωa,bN (w, ν)
Mw,νN =
⊕
a,b≥0
k µa,bN (w, ν)
are (g,K)-submodules ofW[w,ν]N , and ofM[w,µ]N , respectively.
Proof. Part i) follows directly from the expressions of the functions x0,0(w, ν) in
terms of modified Bessel functions or Whittaker functions.
In the proof of Proposition 10.4 we gave the action of the shift operators on the
component functions. We apply this repeatedly to the special function in the cases
(a, b) = (0, 0). Then we apply the contiguous relations in §A.1.1 and §A.2.1 to see
that we stay in the linear space spanned by the functions indicated in part ii) of the
lemma. This gives also part iii).
Under generic parametrization the upward shift operators are injective. So the
elements µa,bN (w, ν) and ω
a,b
N (w, ν) are non-zero and linearly independent. Proposi-
tion 9.9 (on the dimensions) implies that together they span F [w,ν]N . So the down-
ward shift operators send both ωa,bN (w, ν) and µ
a,b
N (w, ν) to a linear combination of
ωa
′,b′
N (w, ν) and µ
a′,b′
N (w, ν). The downward shift operators also preserve linear com-
binations as indicated in part ii). So they preserveWw,νN andMw,νN . 
Proposition 10.9. For x ∈ {µ, ω}, p ∈ Z≥0, and all ν ∈ C for x = ω, all ν ∈ CrZ≤−1
for x = µ,
(10.16) S 3−1x
p,0
N (w, ν) = 0 , S
−3
−1x
0,p
N (w, ν) = 0 .
Proof. Under simple parametrization this follows from part ii) of Proposition 9.7.
The families xp,0N (w, ·) and x0,pN (w, ·) are holomorphic on their domain, and that
holomorphy is preserved under differentiation. 
Notation. Let ψ ∈ W. We put
(10.17)
OW(ψ)+ = {(w, ν) ∈ OW(ψ) : Re ν ≥ 0} ,
OW(ψ)+n = OW(ψ)n ∩ OW(ψ)+ .
The restriction of the projection map OW(ψ) → O1W(ψ) to OW(ψ)+ → O1W(ψ) is
a bijection.
Proposition 10.10. Let ψ ∈ WGP, and let N = Nβ with β , 0, or N = Nn.
i) a) F ψβ =
⊕
(w,ν)∈OW (ψ)+
(
Mw,νβ ⊕Ww,νβ
)
.
b) F ψn =
⊕
(w,ν)∈OW (ψ)+n
(
Mw,νβ ⊕Ww,νβ
)
.
ii) Let (w, ν) ∈ OW(ψ) (for Nβ) or (w, ν) ∈ OW(ψ)n (for Nn).
a) The moduleWw,νN is an irreducible special module.
b) If ν < Z≤−1, the moduleMw,νN is an irreducible special module.
In both cases the parameter set is
[
λ2(w, ν); 2w, 0;∞,∞].
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Proof. Part i) follows from Proposition 9.9 and Lemma 10.7. For part ii) we use
the information on kernels of shift operators in Propositions 9.5 and 9.8. 
10.3. Intertwining operators. We have obtained various irreducible simple mod-
ules that are isomorphic by Proposition 6.5, namely
(10.18) Hw,νK , H
w,−ν
K , Mw,νβ , Ww,νβ , Mw,νn , Ww,νn ,
where we take β , 0, and n = (`, c, µ) such that m0 = ε6
(
µ − 2w) − 12 ∈ Z≥0.
The isomorphisms are given by intertwining operators determined up to a non-zero
factor. We may fix them by prescribing them in the K-type τ2w0 , for instance by
letting the basis vectors x0,0N correspond to each other.
The isomorphism Hw,νK → Hw,−νK can be chosen as
(10.19)
i0 : hϕ
p/2
r/2,q/2(ν) 7→ c(h, p, r, ν) hϕp/2r/2,q/2(−ν) ,
c(h, p, r, ν) =
Γ(1 + p−ν2 +
h−r
4 )Γ(1 +
p−ν
2 +
r−h
4 )
Γ(1 + p+ν2 +
h−r
4 )Γ(1 +
p+ν
2 +
r−h
4 )
.
This is well-defined for generic parametrization. Some checks are in [Math. 15b].
This operator is meromorphic in ν ∈ C. The poles and zeros for ν ∈ Z reflect the
fact that Hw,νK and H
w,−ν
K need not be isomorphic if w ≡ ν mod 2.
10.3.1. Evaluation at zero. An basis element of K-type τhp inMw,νN has the form
F =
∑
r:(−p,p)
ur(n) t2+ν hr(t) hΦ
p/2
r/2,q/2 .
The functions hr are holomorphic on C, and ur a basis element on N, a character
or a theta function, as indicated in §4.4.1. Evaluation at zero is the operator E0 :
Mw,νN → Hw,νK induced by
(10.20) E0F =
∑
r:(−p,p)
t2+ν hr(0) hΦ
p/2
r/2,q/2 .
So we replace all ur by 1, and hr(t) by its value at t = 0.
Proposition 10.11. Evaluation at zero is an intertwining operator of (g,K)-mod-
ules.
Proof. Clearly E0 commutes with the action of k and K. So it suffices to check the
operation on a basis of a complementary space of k in the Cartan decomposition,
or for the shift operators on highest weight vectors. It is not too hard to do this by
hand, on the basis of Tables 3, 5, and relations (10.2). A Mathematica check is in
[Math. 16]. 
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10.3.2. Kunze-Stein operators. An interesting family of intertwining operators is
given by the Kunze-Stein operators. See Kunze, Stein [KuSt], or Schiffmann
[Schi]. These operators turn up in the computation of Fourier coefficients of Poin-
care´ series. Here we mention their definition, but do not go into computations.
The Kunze-Stein operators act on functions F ∈ C∞(G)K that satisfy an estimate
(10.21) F
(
na(t)k
)  t2+ε
for some ε > 0, uniformly in n (and k). For β ∈ C and η ∈ NwAMN (the big cell
in the Bruhat decomposition) the abelian Kunze-Stein operator is given by
(10.22) (Sβ(η)F)(g) =
∫
n′∈N
χβ(n′) F(ηn′g) dn′ ,
and for n = (`, c, µ) the non-abelian Kunze-Stein operator is
(10.23)
(Sn(η)F)
(
nak
)
(g) =
∑
m,h,p,r,q
Θ`,c(h`,m; n)
∫
n′∈N
∫
k′∈K
Θ`,c(h`,m; n′)
· F(ηn′gk′) hΦp/2r/2,q/2(k′) dk′ dn′
hΦ
p/2
r/2,q/2(k)∥∥∥ hΦp/2r/2,q/2∥∥∥2 .
the sum is over m, h, p, r, q ∈ Z satisfying m ≥ 0, h ≡ p ≡ r ≡ q mod 2, |r| ≤ p, |q| ≤
p, and Sign (`) (6m + 3)+h−3r = µ. (These operators are similar to the Fourier term
operators in Proposition 8.4.) Under the condition (10.21) the integrals converge
absolutely. Applied to F ∈ Mw,νN with Re ν > 0 we get holomorphic families of
intertwining operators
(10.24)
Sβ(η) :Mw,νN →
Hw,−νK , if β = 0 ,Ww,νβ if β , 0 ,
Sn(η) :Mw,νN →Ww,νn .
10.4. Logarithmic modules. In the case of ν = 0 the differential relations in (9.8)
admit solutions with components of the form c1 t2 log t + c2 t2.
To describe these solutions we use the intertwining operator
(10.25)
1
2ν
(
1 − i0) : Hw,νK → F [w,ν]0 ,
where i0 depends on a function ν 7→ c(h, p, r, ν), which is holomorphic on C r 12Z.
See (10.19). To see that i0 is holomorphic in a neighborhood of ν = 0 for all w ∈ Z
we write for vectors occurring in the principal series r = 13 h − 23w, h = 3(a − b),
p = a + b, with a, b ∈ Z≥0. Then
(10.26) c(h, p, r, ν) =
Γ
(
1 + a + w−ν2
)
Γ
(
1 + a + w+ν2
) · Γ(1 + b − w+ν2 )
Γ
(
1 + b + ν−w2
) .
For w ≡ 1 mod 2 this shows that c is holomorphic in a neighborhood of ν = 0. For
w ∈ 2Z we note that the first quotient can be written as
Γ
(−a − w+ν2 )
Γ
(−a + ν−w2 ) ,
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and that there is a similar formula for the other quotient. Choosing the factors
suitably this gives holomorphy of c near ν = 0.
For all w ∈ Z the value of c(h, p, q, 0) equals 1. Hence
ν 7→ 1
2ν
(
1 − c(h, p, r, ν)
)
hϕ
p/2
r/2,p/2(ν)
extends holomorphically to ν = 0 with a term with t2 log t in its components at
ν = 0. We call the image of this intertwining operator Lw,ν0 ⊂ F [w,ν]0 .
Since 12ν (1− i0
)
determines a holomorphic family of intertwining operators on a
neighborhood of ν = 0 we get
Proposition 10.12. Let w ∈ 1 + 2Z.
i) Lw,ν0  Hw,νK for ν , 0 in a neighborhood of 0 and [w, ν] ∈ WGP.
ii) F [w,ν]0 = Hw,0K ⊕ Lw,00 .
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Part 3. Irreducible modules in Fourier term modules
In the previous part we saw that under generic parametrization (see Table 6) the
special eigenfunction modules, likeMw,νN andWw,νN , are isomorphic if they deter-
mine the same element [w, ν] ∈ W. Under integral parametrization this is no longer
the case. Then the special Fourier term modules have non-trivial submodules, and
the submodule lattice is not determined by an element of W. The main purpose
of this part is to determine all irreducible (g,K)-modules that occur in the special
Fourier term modules.
11. Preliminaries
The investigation of the submodule structure will be done in separate sections
for the N-trivial case, the generic abelian case, and the non-abelian case. Here we
carry out preparations that will be used in all these cases.
11.1. Isomorphism classes of irreducible (g,K)-modules. The subquotient the-
orem of Harish Chandra states that all isomorphism classes of irreducible (g,K)-
modules can be realized as quotient of submodules of some principal series repre-
sentation Hw,νK ; see eg [Wal88, Theorem 3.5.6]. A Theorem of Casselman (see eg
[Coll85, Corollary 1.5.4]) implies that we even get all irreducible (g,K)-modules
as submodules of some Hw,νK . This means that with the irreducible submodules that
we will find in Section 12 in the principal series representations we will have the
complete the list of isomorphism classes of irreducible (g,K)-modules.
All these irreducible modules that we find are irreducible special modules as
discussed in Subsection 6.3. Proposition 6.5 states that the isomorphism class of
such modules is determined by the parameter set
[
µ2; h0, p0; A, B
]
. We recall that
τh0p0 denotes the minimal K-type, and that A, respectively B, denote the maximal
power of the upward shift operator S 31, respectively S
−3
1 that is non-trivial on the
minimal K-type. We use the parameters A and B to distinguish the following types
of isomorphism classes of irreducible (g,K)-modules, and divide each type in sub-
types according to whether the parameter p0 is zero or not.
• Type II characterized by A = B = ∞.
– Subtype II0 characterized by p0 = 0. It contains the isomorphism
classes II0(w, ν) with (w, ν) ∈ WGP, Re ν ≥ 0.
The isomorphism class II0(w, ν) contains the modules H
w,ν
K , H
w,−ν
K ,Mw,νβ ,Wβ(w, ν),Mw,νn andWw,νn .
– Subtype II+ characterized by p0 > 0.
• Type IF characterized by A = ∞, B ∈ Z≥0.
• Type FI characterized by A ∈ Z≥0, B = ∞.
• Type FF characterize by A, B ∈ Z≥0.
For all types XY we define the subtype XY0 by the condition p0 = 0, and XY+ by
the condition p0 ≥ 1.
In Subsection 12.5 we will indicated submodules of principal series representa-
tions with isomorphism type in each of these types.
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11.2. Intersections of kernels of downward shift operators. Proposition 9.5
gave a necessary condition for the vanishing of a downward shift operator on F ψN .
Here we consider the necessary condition for the vanishing of both downward shift
operators.
Lemma 11.1. Let the K-type τhp be given, with p ≥ 1. There is exactly one Weyl
orbit ψ ∈ W for which there are w′, w′′ ∈ W1(ψ) such that
(11.1) h = 2w′ + 3p = 2w′′ − 3p .
This orbit is in WIP, it contains the elements
(11.2) (w′, ν′) =
(h − 3p
2
,
h + p
2
)
and (w′′, ν′′) =
(h + 3p
2
,
p − h
2
)
.
Furthermore,
(11.3)
h = w′ + w′′, p =
w′′ − w′
3
,
ν′ = ±2w
′′ + w′
3
, ν′′ = ±2w
′ + w′′
2
,
ψ(C) = p2 − 4 + h
2
3
, ψ(∆3) =
h − 3
9
(
(h + 6)2 − 9p2) .
Proof. The definitions of w′ and w′′ in (11.2) are equivalent to the first coordinates
of the relations in (11.1). Since p is supposed to be positive we have w′′ > w′. Let,
for unknown ν′ and ν′′, the elements
(
h−3p
2 , ν
′) and (h+3p2 , ν′′) be related by a Weyl
group element. Since w′′ , w′ this element cannot be 1 or S1S2S1 (which elements
leave fixed the first coordinate). In [Math. 17a] we check that then ν′ = h+p2 and
ν′′ = h−p2 , up to signs. In (11.2) we have made a choice of the signs. The other
relations follow.
Since #W1(ψ) ≥ 1 the Weyl orbit of the two points corresponds to integral
parameterization. 
11.3. Lattice points. Under integral parametrization we deal with Weyl group
orbits in the lattice
(11.4) L =
{
(w, ν) ∈ Z2 : w ≡ ν mod 2} .
See Figure 8. The origin (0, 0) in this lattice does not correspond to integral
parametrization.
A fundamental set for the action of W on L is the dominant chamber L+ =
{(w, ν) ∈ L : ν ≥ |w|}. (It is dominant for the choice of α1 and α2 in (6.3) as simple
positive roots.)
If (w, ν) ∈ L is fixed we write (w1, ν1) = S1(w, ν) and (w2, ν2) = S2(w, ν). This
notation depends on the choice of (w, ν). If we take (w, ν) ∈ L+ then OW([w, ν])+ ={
(w2, ν2), (w, ν), (w1, ν1)
}
. Two, but not three, elements of the set may coincide.
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12. Principal series and related modules
We consider the submodules of the principal series modules Hw,νK under the as-
sumption of integral parametrization. For each of the isomorphism classes in §11.1
we list in §12.5.1–12.5.4 the occurrences in principal series modules Hw,νK .
12.1. Kernels of shift operators. K-types. The K-types τhp occurring in H
w,ν
K have
multiplicity one. These K-types correspond to points in the sector Sect(w) in the
(h/3, p)-plane indicated in Figure 11.
2w/3
Figure 11. Points corresponding to the K-types occurring in Hw,νK .
The downward shift operator S 3−1 is zero on the highest weight
in K-types indicated by line with slope 1. The kernels of other
downward shift operator S −3−1 correspond to points on the line with
slope −1.
Proposition 12.1. Let (w, ν) ∈ L and (w j, ν j) = S j(w, ν), and let τhp ∈ Sect(w).
Then hϕp/2r/2,p/2(ν), with h = 3r + 2w, is in the kernel of the shift operators precisely
in the cases in Table 7.
if for
S 31 w2 ≥ w + 3 (ν ≤ −w − 2) h3 + p = 23w2 − 2
S −31 w1 ≤ w − 3 (ν ≤ w − 2) h3 − p = 23w1 + 2
S 3−1 w2 < w (ν ≥ −w + 2) h3 − p = 23w2
all (w, ν) h3 − p = 23w
S −3−1 w1 > w (ν ≥ w + 2) h3 + p = 23w1
all (w, ν) h3 + p =
2
3w
Table 7. Conditions for vanishing of shift operators on the func-
tion hϕp/2(h−2w)/6,p/2(ν).
We use w1 = 12 (3ν − w) and w2 = − 12 (3ν + w).
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Proof. We use that h = 2w + 3r for hϕp/2r/2,p/2(ν) ∈ Hw,νK .
For all values of (w, ν) the element hϕp/2±p/2,p/2(ν) is in the kernel of the down-
ward shift operator S ±3−1. The corresponding points in Figure 11 are on the right,
respectively left, boundary of the sector Sect(w).
In (10.2) we see that S ±3−1
hϕ
p/2
±p/2,p/2(ν) vanishes also if
0 = ±h + 2ν − 2p ∓ r = 2
(
ν ± 2
3
w ± 1
3
h − p
)
.
For S 3−1 this gives
1
3
h − p = −ν − w = 2
3
w2 .
This represents a line with slope 1 in Figure 11 intersecting the horizontal axis
in the point
(2
3w1, 0
)
. If w1 < w this line has points in the sector minus the right
boundary line. So if w2 < w it gives new spaces in H
w,ν
K;h,p,p on which S
3
−1 vanishes.
This gives the third box in Table 7. For S −3−1 we obtain the line
1
3 h+ p =
2
3w1, which
leads to new kernel elements of S −3−1 if w1 > w. This gives the bottom box in the
table.
For the vanishing of S ±31
hϕ
p/2
r/2,p/2(ν) we find in (10.2) the condition
4 ± h + 2ν + 2p ∓ r = 0 .
This yields vanishing of S 31 for points in the sector on the line
1
3 + p =
2
3w2 − 2 if
w2 ≥ w + 3. This gives the first box in the table. We obtain the second box in a
similar way. For general (w, ν) the upward shift operators are injective. So if the
line that we find coincides with a boundary line we get new information. Hence
we need no strict inequalities in the first two boxes. 
Remark. For two different points in a Weyl orbit in WIP the space H
w,ν
K and
Hw
′,ν′
K have intersection zero. Nevertheless the boundary lines of Sect(w
′) have a
significance for Hw,νK . On points in Sect(w) ∩ ∂Sect(w′) at least one shift operator
vanishes. On points in ∂Sect(w) ∩ ∂Sect(w′) at least two shift operators vanish.
12.2. Submodules. Proposition 12.1 gives us explicitly lines in the sector Sect(w)
corresponding to the vanishing of a shift operator in Hw,νK . We want to use this to
draw conclusion concerning submodules of Hw,νK . We approach this question more
generally, since we will face a similar situation for the other Fourier term modules.
Proposition 12.2. Let w ∈ Z and let V be a (g,K) module such that
(12.1) V =
⊕
a,b≥0
V2w+3(a−b),a+b .
i) For c ∈ Z and u a linear form on R2 let W be the subspace of V given by
(12.2) Wu,c =
⊕
(h/3,p)∈Sect(w) : u(h,p)≥c
Vh,p .
The linear space Wu,c is a strict (g,K)-submodule of V in the following
cases:
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a) u(h, p) = − h3 − p, c ∈ Z≤0, and S 31Vh,p = {0} for all (h/3, p) ∈ Sect(w)
such that u(h, p) = c.
b) u(h, p) = −h3 + p, c ∈ Z≤0, and S −31 Vh,p = {0} for all (h/3, p) ∈ Sect(w)
such that u(h, p) = c.
c) u(h, p) = h3 − p, c ∈ Z≥1, and S 3−1Vh,p = {0} for all (h/3, p) ∈ Sect(w)
such that u(h, p) = c.
d) u(h, p) = h3 + p, c ∈ Z≥1, and S −3−1Vh,p = {0} for all (h/3, p) ∈ Sect(w)
such that u(h, p) = c.
ii) Let W ⊂ V be a submodule such that ϕa,b ∈ W. If S 3αβ Wh+3α,p+β,p+β , 0
for α, β ∈ {1,−1}, then Wh+3α,p+β , 0.
Remarks. The module V need not be a special module as in Definition 6.4. It need
not be generated by a minimal element, and the Casimir element need not act by
multiplication by a scalar. The module Hw,νK is of this type, as are the modulesWw,νN andMw,νN that we will define in later sections.
Part i) tells us that lines on which a shift operator vanish determine submodules.
Part ii) tells that all submodules are visible in the vanishing of shift operators.
Proof. Part ii) follows from the fact that Wh,p = U(k)Wh,p,p.
For part i) with condition c) we have the following situation:
2w/3
W
The action of the Lie algebra sends an element of Vh,p to elements in the sum of
spaces Vh′,p′ with
|h−h′ |
3 , |p − p′| ∈ {−1, 0, 1}. So the critical K-types correspond
to points on the dashed line. Let (h/3, p) be such a point, and suppose that for
v ∈ Vh,p,q there exists u ∈ U(g) such that uv ∈ Vh+3,p−1. The elements Z12 and
Z21 in kc changes the weight by one, and are injective except on the lowest or
highest weight respectively. Using this we can reduce the situation to v ∈ Vh,p,p
and uv ∈ Vh+3,p−1,p−1.
We write u as a linear combination of elements in U(k)Zα31Z
β
23Z
γ
13Z
δ
32. A contri-
bution with δ ≥ 0 can be reduced by the assumption that S 3−1v = 0 to terms with
lower values of δ. (We use the description of the shift operators in (6.10).) Re-
peating this we arrange δ = 0. Further we note that Z31, Z23 and Z13 preserve the
K-types with u(h, p) ≥ c. (For Z13 us again (6.10).) This shows that uv is contained
in W. So under condition c we get invariance of W.
Under condition d) we proceed in the same way, with a reversed role of Z32 and
Z13.
For assumption b) we use the same illustration as for assumption c), but now W
has K-types in the region between the lines with slope 1. For c = 0 both lines co-
incide, and W is a non-trivial subspace of W. Like above we reduce consideration
to v ∈ Vh,p,p with u(h, p) = c, for which we know that S −31 v = 0. Decomposing u
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as above, we reduce to γ = δ = 0 by the observation that applications of S 3−1 and
S −3−1 do not decrease the value of u(h, p). Since S
−3
1 v = 0 we can remove all terms
with β ≥ 1. The proof for assumption b) is completed by the observation that the
action of Z31 does not decrease the value of u(h, p).
For assumption a) we proceed similarly with a reversed role of Z31 and Z23. 
12.3. Submodules of principal series modules. Table 7 determines half-planes
in R2 that induce subsets of L for which there is a line intersecting Sect(w) on which
a shift operator vanishes in Hw,νK . There are non-empty intersections of two of such
half-planes, but no non-empty intersection of three half-planes.
This leads to 10 regions in L to be considered. We illustrate each of these regions
with two type of illustrations. On the left we indicate the region in the lattice L. On
the right we give an sketch of the sector Sect(W) in the (h/3, p)-plane. We follow
the following coding:
• Uninterrupted lines with slope 1 of points for which S 3−1 vanishes.
• Uninterrupted lines with slope −1 of points for which S −3−1 vanishes.
• Dashed lines with slope 1 of points for which S −31 vanishes.
• Dashed lines with slope −1 of points for which S 31 vanishes.
For each case we mention our conclusions in the caption of the figure. We use the
notation (w j, ν j) = S j(w, ν).
12.3.1. Explanations for some cases.
• Figure 13. To determine A we use that the dashed line with slope -1 should
be to the right of the left boundary line of the sector line, or coincide with
it. The dashed line with slope -1 intersects the horizontal axis at 23w2 − 2.
The intersection point of the two dashed lines has second coordinate p2 =
1
2
(
2
3w2 − 2 − 23w
)
=
w2−w
3 − 1.
For (h0/3+a−b, p0 +a+b) occurring in the module we have a ≤ w2−w3 −1.
Proceeding similarly with the intersection point of the dashed line with
slope 1 and the left boundary line, we arrive at:
A =
w2 − w
3
− 1 = −ν + w + 2
2
< ∞ ,
B =
w − w1
3
− 1 = w − ν − 2
2
< ∞ .
• Figures 19–25. There remain two intersections to be considered: |ν| ≤
w − 2, w ≥ 2, and |ν| ≤ 2 − w, w ≤ −2. In the former region S −31 is zero for
h
3 − p = 23w1 + 2 and S 3−1 is zero for h3 − p = 23w2. In the latter region S 31 is
zero for h3 + p =
2
3w2 − 2 and S −3−1 is zero for h3 + p = 23w1.
We use a further division, according to whether ν ≥ 0 and ν ≤ −1.
12.4. Logarithmic submodules. The module F [w,0]0 with an odd value of w con-
tains the submodule Lw,00 , discussed in Proposition 10.12. We have to look also at
w ∈ 2Z,0, which comes under integral parametrization.
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S1S2
S1S2S1
2w/32w2/3 2w1/3
Figure 12. The region ν ≥ |w| + 2. On the left this region in the
(w, ν)-plane is indicated by thick points. On the right the sketch is
for w = 2 and ν = 6.
There are three non-trivial invariant submodules. The invariant
module with minimal vector (h/3, p) =
(w1+w2
3 ,
w1−w2
3
)
=
(−w3 , ν)
is irreducible with parameter set
[
λ2(w, ν);−w, ν;∞,∞], in which
p0 = ν ≥ 2. Its isomorphism class has type II+.
S1S2
S1S2S1
2w/32w1/3+2
Figure 13. The region ν ≤ −|w| − 2, for w = 2, ν = −6.
There is one irreducible submodule in an isomorphism class of
type FF0, with parameter set
[
λ(w, ν); 2w, 0; A, B
]
,
A = −ν + w + 2
2
, B =
w − ν − 2
2
.
The dimension is (A + 1)(B + 1).
There are two more non-trivial submodules, which are not irre-
ducible.
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S1S2
S1S2S1
2w/3
Figure 14. The region w = ν ≥ 1, illustrated for w = ν = 1.
There is an irreducible submodule in an isomorphism class of type
II+, with parameters
[
λ2(w, w);−w, w;∞,∞].
S1S2
S1S2S1
2w/3 2w1/3
Figure 15. The region −w = ν ≥ 1, illustrated for w = −2, ν = 2.
There is an irreducible submodule of in an isomorphism class of
type II+, with parameters
[
λ2(w, w);−w,−w;∞,∞].
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S1S2
S1S2S1
2w/32w1/3+2
Figure 16. The region w = −ν ≥ 1, illustrated for w = 4, ν = −4.
There is one irreducible submodule, in an isomorphism class of
type IF0, with parameters
[
λ2(w,−w); 2w, 0;∞, w − 1].
S1S2
S1S2S1
2w/3
Figure 17. The region w = −ν ≥ 1, now illustrated for w = 1,
ν = −1.
The dotted line and the solid line with slope 1 coincide. The irre-
ducible module in another isomorphism class of type IF0 has only
K-types τ2w+3pp with p ≥ 0.
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S1S2
S1S2S1
2w/3 2w2/3-2
Figure 18. Region w = ν ≤ −1, illustrated for w = ν = −5.
There is one irreducible submodule, in an isomorphism class of
type FI0, with parameters
[
λ2(w, w); 2w, 0;−w − 1,∞].
S1S2
S1S2S1
2w/32w2/3 2w1/3+2
Figure 19. Region 0 ≤ ν ≤ w − 2, illustrated for w = 7, ν = 1.
The vertical distance between the upper two lines with slope 1 is
2(ν+ 1) > 0. For ν = w−2 the dashed line coincides with the right
boundary line of the sector.
There are two irreducible submodules. One of them corresponds
to the region on and above the upper line with slope 1. It
represents an isomorphism class of type II+, with parameters[
λ2(w, ν); w−3ν2 ,
w+ν
2 ;∞,∞
]
.
The other irreducible submodule corresponds to the region on and
below the dashed line. Its isomorphism class has type IF0, with
the following parameters
[
λ2(w, ν); 2w, 0;∞, w−ν2 − 1
]
.
In the next two figures we consider the special cases that ν = w−2
and ν = 0.
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S1S2
S1S2S1
2w/32w2/3
Figure 20. Region 1 ≤ ν = w−2, illustrated for w = 3, ν = 1. The
dashed line coincides with the right boundary of the sector.
The irreducible module in an isomorphism class of type IF0 con-
tains only K-types τ2w+3pp with p ≥ 0.
S1S2
S1S2S1
2w/32w2/3
Figure 21. Region ν = 0, w ∈ 2Z≥0 illustrated for w = d, ν = 0.
All K-types correspond to points on or below the dashed line, or
to points on or above the upper solid line with slope 1.
The total module Hw,0K is the direct sum of two irreducible sub-
modules.
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S1S2
S1S2S1
2w/32w2/32w1/3+2
Figure 22. Region 2 − w ≤ ν ≤ −1, illustrated for w = 7, ν = −3.
If ν = −1 the lines with base points (2w1/3 + 2, 0) and (2w2/3, 0)
coincide.
There are three non-trivial submodules, one of them is irreducible.
It has IF+, with parameters
[
λ2(w, ν); w−3ν2 ,
w+ν
2 ;∞,−ν − 1
]
.
S1S2
S1S2S1
2w/32w2/3
Figure 23. Region 2 − w ≤ ν = −1, illustrated for w = 7, ν = −1.
This is the case when a dashed and a solid line with slope 1 coin-
cide.
The irreducible submodule has only one line of K-types. The pa-
rameter set is
[
λ2(w,−1); w+32 , w−12 ;∞, 0
]
.
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S1S2
S1S2S1
2w/3 2w1/32w2/3-2
Figure 24. The region 0 ≤ ν ≤ −w − 2, illustrated for w = −7,
ν = 1.
There is an irreducible submodule in an isomorphism class of
type II+, with parameters
[
λ2(w, ν); 3ν+w2 ,
ν−w
2 ;∞,∞
]
, and an irre-
ducible submodule representing an isomorphism class of type FI+.
with parameters
[
λ2(w, ν); 2w, 0;− ν+w2 − 1,∞
]
. If ν = 0 the direct
sum of these two spaces is equal to Hw,0K .
S1S2
S1S2S1
2w/3 2w1/3 2w2/3-2
Figure 25. Region w+2 ≤ ν ≤ −1, illustrated for w = −7, ν = −3.
If ν = −1 the lines with base points (2w1/3, 0) and (2w2/3 − 2)
coincide.
There is one irreducible submodule representing an isomorphism
class of type FI+, with
[
λ2(w, ν); 3ν+w2 ,
ν−w
2 ;−ν − 1,∞
]
as its pa-
rameters.
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Proposition 12.3. For w ∈ 2Z,0 we put
(12.3)
L˜w,00 =
⊕
(h/3,p)∈Sect(w), q:(−p,p)
(
C hλ
p/2
r/2,q/2(0) + C
hϕ
p/2
r/2,q/2(0)
)
,
hλ
p/2
r/2,q/2(0; na(t)k) = t
2 log t hΦp/2r/2,q/2(k) ,
with r = 13 (h − 2w). Then L˜w,00 is a (g,K)-submodule of F [w,0]0 and
(12.4) L˜w,00
/
Hw,0K  H
w,0
K .
Proof. We put for ν ∈ C
(12.5) hλp/2r/2,q/2(ν) =
1
2ν
( hϕp/2r/2,q/2(ν) − hϕp/2r/2,q/2(−ν)) .
This extends holomorphically to ν = 0 with value hλp/2r/2,q/2(0).
For any X ∈ gc the derivative X hϕp/2r/2,q/2(ν) is a linear combination of elements
f j(ν) h jϕ
p j/2
r j/2,q j/2
(ν) with holomorphic functions f j. This implies that X hλ
p/2
r/2,q/2(0)
is a linear combination of f j(0) hλ
p/2
r/2,q/2(0) + f
′
j (0)
hϕ
p/2
r/2,q/2(0). Applying this
approach to the shift operators, we get with (10.2):
(12.6)
S ±31
hλ
p/2
r/2,p/2(0) =
2 + p ± r
8(p + 1)
(
(4 ± h + 2p ∓ r) h±3λ(p+1)/2(r±1)/2,(p+1)/2(0)
+ 2 h±3ϕ(p+1)/2(r±1)/2,(p+1)/2(0)
)
,
S ±3−1
hλ
p/2
r/2,p/2(0) =
p
4(p + 1)
(
(±h − 2p ∓ r) h±3λ(p−1)/2(r±1)/2,(p−1)/2(0)
+ 2 h±3ϕ(p−1)/2(r±1)/2,(p−1)/2(0)
)
.
To determine the kernels of the shift operators, we note first that on the boundary
lines h = 2w ± 3p of the sector Sect(w) we have the vanishing of S ±3−1 hλp/2±p/2,p/2
by the properties of hΦp/2r/2,p/2. We check what happens on the lines indicated
in Propositions 9.5 and 9.8. The Weyl orbit of (w, 0) has the two other elements
(−w/2, w/2) and (−w/2),−w/2). On the line h = 2w′ ± 3p = −w ± 3p we find
(12.7) S ±3−1
hλ
p/2
r/2,p/2 =
p
2(p + 1)
h±3ϕ(p−1)/2(r±1)/2,(p−1)/2(0) .
On the line h = −w ∓ 3p ∓ 6:
(12.8) S ±31
hλ
p/2
r/2,p/2 =
2 + p ± r
4(p + 1)
h±3ϕ(p+1)/2(r±1)/2,(p+1)/2(0) .
This shows that L˜w,00 is a (g,K)-submodule of F [w,0]0 , and that, modulo Hw,0K , the
shift operators are zero on hλp/2r/2,p/2(0) under the same conditions as on
hϕ
p/2
r/2,p/2(0).
This gives (12.4). 
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12.5. Irreducible modules realized in N-trivial Fourier term modules. The
previous subsection has given us all irreducible submodules of principal series rep-
resentations under integral parametrization. We now collect these results, and sort
them by isomorphism classes, discussed in §11.1.
12.5.1. Irreducible principal series. The modules Hw,νK are irreducible if (w, ν) cor-
responds to genuine parametrization. The parameters are
[
µ2; 2w, 0;∞,∞] with
µ2 = λ2(w, ν).
We defined in §11.1 the isomorphism class II0(w, ν) for (w, ν) ∈ WGP and Re ν ≥
0, and indicated (g,K)-modules in his isomorphism class. Among them are the
modules Hw,νK and H
w,−ν
K .
12.5.2. Type II+. We obtained submodules representing an isomorphism class of
type II+ modules H
w′,ν′
K with (w
′, ν′) in several chambers in L, namely in L+ (Fig-
ures 12, 14, 15), in S1L+rL+ (Figure 19), and in S2L+rL+ (Figure 24). Inspection
of the parameter set shows that these modules are isomorphic if (w′, ν′) is in the
same Weyl group orbit.
For each (w, ν) ∈ L+ we define the isomorphism class II+(w, ν) as the class repre-
sented by the irreducible submodule of Hw,νK . This class contains more submodules
of principal series representation.
(12.9)
in class II+(w, ν)
ν ≥ |w| + 2 Hw,νK HS1(w,ν)K HS2(w,ν)K
w = ν ≥ 1 Hν,νK H−2ν,0K
−w = ν ≥ 1 H−ν,νK H2ν,0K
The classes II+(w, ν) with ν ≥ |w|+ 2 contain modules that are called large discrete
series representations.
12.5.3. Types IF and FI. We found modules representing isomorphism classes of
type IF or FI as irreducible modules of principal series representations H2,νK with
(w, ν) ∈ S1L+ ∪ S1S2L+ sup S2L+ ∪ S2S1L+. Different (w, ν) turn out to lead to non-
isomorphic modules. We use these values of (w, ν) to parametrize the types IF and
FI. In Table 8 we give the various possibilities, and the parameters h0, p0, A, and
B.
Each of the isomorphism classes IF0(w, ν) with 1 ≤ ν ≤ w − 2 contain a mod-
ule that is called a holomorphic discrete series representations, and the classes
FI0(w, ν) with 1 ≤ ν ≤ −w−2 contain a module called an antiholomorphic discrete
series representations. See Subsection 12.7.
12.5.4. Finite-dimensional representations. We have found in each Hw,νK satisfying
(w, ν) ∈ L, ν ≤ |w| − 2, exactly one finite-dimensional module. See Figure 13. We
call its isomorphism class FF(w, ν). The parameter set is[
λ2(w, ν); 2w, 0;− ν+w2 − 1, w−ν2 − 1
]
.
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isomph. class h0 p0 A B Figure
IF0(w,−w) −ν = w ≥ 1 2w 0 ∞ w − 1 16
IF0(w, ν) 0 ≤ ν ≤ w − 2 2w 0 ∞ w−ν2 − 1 19
IF+(w, ν) 2 − w ≤ ν ≤ −1 w−3ν2 w+ν2 ∞ −ν − 1 22
FI0(w, w) w = ν ≤ −1 2w 0 −w − 1 ∞ 18
FI0(w, ν) 0 ≤ ν ≤ −w − 2 2w 0 −w+ν2 − 1 ∞ 24
FI+(w, ν) w + 2 ≤ ν ≤ −1 3ν+w2 ν−w2 −ν − 1 ∞ 25
Table 8. Isomorphism classes of types IF and FI represented by
submodules of principal series representations.
12.5.5. Parametrization of isomorphism classes. As we mentioned in §11.1 the
classes of irreducible (g,K)-modules are all realized in principal series representa-
tions. So the list that we obtained is the complete list.
The type II0 in §12.5.1 is parametrized by the set{
(w, ν) ∈ Z × C : w . ν mod 2, Re ν ≥ 0} ∪ {(0, 0} .
The irreducible principal series representations Hw,±νK are elements of the isomor-
phism class II0(w, ν).
In §12.5.2–12.5.4 we have parametrized the other isomorphism classes by ele-
ments (w, ν) ∈ WIP. Figure 26 gives an overview.
12.6. Composition series for principal series representations. In the captions
of the Figures 12–25 we have pointed out all irreducible submodules of the re-
ducible principal series representations. The figures offer more. The lines in the
figures tell us on which K-types shift operators vanish. See the conventions at the
start of Subsection 12.3. That allows us to see all submodules, and infer the type
of the subquotients.
We do not explicitly consider the submodule graphs in all cases, but restrict
ourselves to some examples.
12.6.1. Figure 13. Let (w, ν) ∈ WIP and ν ≤ −|w| − 2. In the figure we see four
cells.
2w/32w1/3+2
a
b c
d
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Figure 26. Lattices points in the (w, ν)-plane parametrizing iso-
morphism classes.
isomorph. type II+ IF+ IF− FI+ FI− FF
symbol o h h a a +
ν ≥ 0 ≥ 0 ≤ −1 ≥ 0 ≤ −1 ≤ −1
Inside the sector the downward shift operators are injective. We get the following
submodule lattice.
(12.10)
ab  p
!!
a
0
@@
 o

abc   // abcd = Hw,νK
ac
. 
==
We list the subquotients and give their isomorphism classes.
(12.11)
a ∈ FF(w, ν) ab/a  abc/ac ∈ FI+(S1(w, ν))
ac/a  abc/ab ∈ IF+(S2(w, ν)) abcd/abc ∈ II+(w,−ν)
12.6.2. Figure 19. We take 1 ≤ ν ≤ w − 2.
2w/32w2/3 2w1/3+2
a
b
c
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This is a reasonably simple configuration:
(12.12)
a  o

ac   // abc = Hw,νK
c
/
??
The isomorphism class of a is IF0(w, ν), the isomorphism class of c is II+
(
S1(w, ν)
)
.
The module ac is the direct sum of a and c, and the isomorphism class of Hw,νK /ac
is IF+(w,−ν).
12.6.3. Figure 22. We take 2 − w ≤ ν ≤ −1.
2w/32w2/32w1/3+2
a
b
c
The submodule lattice has the following structure.
(12.13)
ab  p
!!
b
0
@@
 n

abc Hw,νK
bc
. 
==
The module b belongs to the isomorphism class IF+(w, ν). The subquotient ab/b 
abc/bc is in homomorphism class II0(w,−ν) and the subquotient bc/b  abc/ac is
in the homomorphism class II+
(
S2S1(w, ν)
)
.
12.7. Comparison. We compare the irreducible submodules that we found in
Hw,νK for (w, ν) ∈ WIP with Wallach’s list in [Wal76, §7].
Wallach works with principal series representations pik1,k2 realized on the bound-
ary of the symmetric space. The complex parameters satisfy k1 − k2 ∈ Z. The prin-
cipal series representation is reducible under the condition (k1, k2) ∈ Z2, (k1, k2) ,
(−1,−1). A comparison shows that this principal series representation is isomor-
phic to Hw,νK with
(12.14)
ν = −k1 − k2 − 2 , w = k2 − k1 ,
k1 = −ν + w2 − 1 k2 =
w − ν
2
− 1 .
Wallach parametrizes the K-types present in the submodules by non-negative
integers p and q, inHp,q on page 183, and in the subspaces in Lemma 7.5. (We use
boldface for these variables to distinguish them from the parameters p and q that
we use in functions on K. Under the transition to Hw,νK the spaceHp,q corresponds
to the space spanned by the functions hϕp/2r/2,q/2(ν) that satisfy the conditions
(12.15) p = p + q , r = p − q , h = 2w + 3r ,
and q : (−p, p).
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With these notations Wallach defines in p. 183 the following modules.
• The nonholomorphic discrete series given by k1, k2 ≤ −1, and q ≥ −k1−1,
p ≥ −k2 − 1.
The conditions on k1, k2 are equivalent to ν ≥ |w|, and by (w, ν) , (0, 0)
(by (k1, k2) , (−1,−1)). That is just the region marked with o in Figure 26,
parametrizing our type II+.
The conditions q ≥ −k1 − 1, p ≥ −k2 − 1 are equivalent to p + r ≥ ν−w
and p − r ≥ ν + w. With h = 2w + 3r this becomes
(12.16) − p + ν − 1
3
w ≤ h
3
≤ p − ν − 1
3
w .
We take w1 = 3ν−w2 , w2 = − 3ν+w2 , like in §11.3. The condition becomes
(12.17)
2
3
w1 − p ≤ h3 ≤
2
3
w2 + p .
This describes the region in the (h/3, p)-plane above two lines with slopes 1
and -1, in Figures 12, 14, and 15, corresponding to the irreducible modules
of type II+ in the first column in (12.9).
• The holomorphic discrete series is given by k1 < 0, k2 ≥ 0, with q ≤ k2.
The conditions on (k1, k2) correspond to −w ≤ ν ≤ w − 2, the region
corresponding to type IF.
The condition q ≤ k2 is equivalent to h3 ≥ 23w1 + 2 + p. This determines
the region below the dashed line with slope 1 in Figures 16 (w = −ν ≥ 1),
19 (0 ≤ ν ≤ w − 2), and 22 (2 − w ≤ ν ≤ −1). In the first two cases
this corresponds to an irreducible module of type IF0, given in the first
two rows in Table 8. In the last case the module indicated by Wallach is
reducible. It contains the irreducible module of type II+ in the third row of
the table in (8).
• The antiholomorphic discrete series is given by k2 < 0, k1 ≥ 0, and p ≤
k1. This determines the region of type IF in Figure 26, with description
w ≤ ν ≤ −w − 2. The corresponding K-types satisfy h3 ≤ 23w2 − 2 − p.
This determines the irreducible modules of type FI0 depicted in Figures 18
(w = ν ≤ −1) and 24 (0 ≤ ν ≤ −w − 2), corresponding to rows 4 and 5
in Table 8. For w + 2 ≤ ν ≤ −1 we find in Figure 25 a reducible module,
containing the irreducible module in the bottom row of (8).
This comparison shows that our distinction into types is compatible with the
three main classes used by Wallach. In most cases the same irreducible modules are
found as in our lists in Subsection 12.5. The exception occurs for 2 − |w| ≤ ν ≤ −1
(corresponding to k1 + k2 ≥ 2 and min(k1, k2) ≤ −2), when the module he indicates
is reducible.
On pages 184, 185 [Wal76] gives two sequences of irreducible modules T +k and
T−k , both with k ∈ Z≥−1. These modules have a geometric interpretation, indicated
in [Wal76, Lemma 9.2]. The isomorphism classes of the representations T +0 and
T−0 occur in the continuous cohomology of G with coefficients in the trivial module
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C. See [VZ84], especially Theorem 2.5. See also Section 3 and Theorem 4 part ii)
in [Ish00].
Wallach describes T±−1 as the irreducible submodule of the principal series rep-
resentation H±1,−1K . See Figure 17 for T
+
−1, and Figure 18 for T
−
−1. In the latter case
we should let the dashed line coincide with the left boundary of the sector. The
isomorphism classes are IF0(1,−1) for T +−1 and FI0(−1,−1) for T−k . (For k = −1
the modules T±−1 have a one-dimensional K-type. So the subscripts of IF and FI
should be 0.)
For k ≥ 0 Wallach describes the modules T±k as subquotients of H∓k,−k−2K , which
are special cases of the configuration depicted in Figure 13, in which one dashed
line coincides with a boundary of the sector. See Figure 27.
In the case of T +k with k ≥ 0 there is a submodule of H−k,−k−2K with K-type τ−2kp
with p ≥ 0. It has a finite dimensional submodule with the K-types with 0 ≤ p ≤ k.
These are the submodule ac ⊃ a in the notation used in §12.6.1. The quotient is
the module T +k . It has parameter set
[
λ2(−k,−k − 2); k + 3, k + 1;∞, 0]. We have
S2(−k,−k − 2) = (2k + 3,−1), and hence λ2(−k,−k − 2) = λ2(2k + 3,−1). So T +k is
isomorphic to the irreducible submodule of H2k+3,−1K of type IF+(2k + 3,−1). See
Figure 23.
In a similar way we find that T−k for k ≥ 0 represents the isomorphism class
FI+ (−2k − 3,−1)).
So for all k ≥ −1 the representation T±k has only one line of K-types τhp, with
h
3 = ∓ 23 k ∓ p for p ≥ k + 1.
Wallach indicates a pre-Hilbert structure for the modules. This works in the
case of holomorphic and antiholomorphic discrete series if one tacitly assumes
that k1 + k2 ≤ 2 (equivalent to ν ≥ 0), and for the T±k . In Theorem 15.1 we will see
that the irreducible modules discussed by Wallach in [Wal76, §7] correspond to the
isomorphism classes of irreducible modules that allow a pre-Hilbert structure.
In the sequel we use the name “discrete series” only for the isomorphism classes
with (w, ν) ∈ L, ν ≥ 1:
• Large discrete series: II+(w, ν) with ν ≥ |w| + 2.
• Holomorphic discrete series: IF0(w, ν) with 1 ≤ ν ≤ w − 2.
• Antiholomorphic discrete series: FI0(w, ν) with 1 ≤ ν ≤ −w − 2.
12.8. Intersection of kernels of downward shift operators.
Proposition 12.4. Let τhp be a K-type with p ≥ 1. If the intersection K0;h,p of the
kernels of S 3−1 : F0;h,p,pψ → F ψ0;h+3,p−1,p−1 and S −3−1 : F0;h,p,pψ → F ψ0;h−3,p−1,p−1 is
non-zero for some ψ ∈ W, then the character ψ of ZU(g) is the unique ψ ∈ WIP
given by Lemma 11.1, with, in particular, h = 2w′ + 3p = 2w′′ − 3p, ν′ = h+p2 and
ν′′ = p−h2 .
In this situation the dimension of K0;h,p equals 2 or 3. The space K0;h,p contains
the following linearly independent elements:
(12.18) hϕp/2p/2,p/2(ν
′) and hϕp/2−p/2,p/2(ν
′′) .
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S1S2
S1S2S1
2w/3 2w2/3-2
S1S2
S1S2S1
2w/32w1/3+2
Figure 27. Special cases in connection with the representations
T +k and T
−
k with k ∈ Z≥0.
On top (w, ν) = (−k,−k − 2) for T +k . The dashed line with slope
1 coincides with the right boundary of the sector. The K-types on
the right boundary form a submodule of H−k,−k−2, with a further
submodule of finite dimension given by the points on and below
the dashed orange line. The quotient is T +k .
The bottom pictures are for T−k with (w, ν) = (k,−k − 2). The
dashed line with slope −1 coincides with the left boundary of the
sector.
The dimension of K0;h,p is 3 if there exists a third element (w0, ν0) ∈ OW(ψ) with
w′ < w0 < w′′. Then hϕp/2h/2,p/2(p) ∈ K0;h,p is linearly independent of the other two
elements. Otherwise dim K0;h,p = 2.
We note that these basis elements span the subspace of K-type τhp and weight p
of the principal series representation of which they are an element.
Proof. Proposition 9.5 and Lemma 11.1 show that ψ is the unique element of WIP
corresponding to the Weyl group orbit represented by (w′, ν′) and (w′′, ν′′) in (11.2),
and (h/3, p) is the intersection point of the right boundary line of the sector Sect(w′)
and the left boundary line of Sect(w′′).
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The space F ψ0;h,p,p contains the elements
(12.19) hϕp/2p/2,p/2(ν
′) , hϕp/2p/2,p/2(−ν′) , hϕp/2−p/2,p/2(ν′′) , hϕp/2−p/2,p/2(−ν′′) .
If there is a element (w0, ν0) ∈ OW(ψ) such that w′ < w0 < w′′, then we have also
to consider
(12.20) hϕp/2r0/2,p/2(ν0) ,
hϕ
p/2
r0/2,p/2
(−ν0) ,
with r0 = 13 (h − 2w0), and ν0 determined up to sign. A computation in [Math. 17f]
shows that the following of the elements in (12.19) are in K0;h,p
(12.21) hϕp/2p/2,p/2(ν
′) , hϕp/2−p/2,p/2(ν
′′) .
These elements are in different principal series spaces, hence linearly independent.
In this proposition the choice of signs in (11.2) turns out to be convenient.
In order that hϕp/2r0/2,p/2(ν0) ∈ K0;h,p we need to have
h + w0 = 3(ν0 − p) = −(3ν0 − p) .
That implies w0 = −h, ν0 = p ≥ 1, and
(12.22) (w0, ν0) = S2(w′, ν′) = S1(w′′, ν′′) .
We find the non-zero element hϕp/2h/2,p/2(p) ∈ K0;h,p, which is linearly independent
of the previous elements, since it is in another principal series representation.
If ν′, ν′′ is zero we have to check the logarithmic solutions, under the assump-
tions that h = −p, respectively h = p. They turn out not to be in K0;h,p. If (w0, ν0)
is present then ν0 = p > 0. 
13. Submodules in generic abelian Fourier term modules
We turn to the submodule structure of F ψβ with β , 0. Under integral para-
metrization, we still have to define the submodulesMw,νβ andWw,νβ .
These modules differ from those in the N-trivial case in two aspects: (1) In
these modules there are no submodules of holomorphic or antiholomorphic dis-
crete series type. (2) In the principal series the modules Hw,νK and H
w′,ν′
K have zero
intersection if (w, ν) and (w′, ν′) are different elements in the same Weyl group or-
bit. In the main result of this section, Theorem 13.3, we will see thatWw,νβ ∩Ww
′,ν′
β
andMw,νβ ∩Mw
′,ν′
β are non-zero modules.
13.1. Preliminaries. There are some facts that hold both for the generic abelian
case and the non-abelian case.
In Lemma 10.8 we obtained the families ν 7→ ωa,bN (w, ν) and ν 7→ µa,bN (w, ν) that
are holomorphic in ν ∈ C (for ω), or in C r Z≤−1 (for µ). For the extremal cases
a = 0 or b = 0, Proposition (10.9) states a vanishing result for the downward shift
operators, which stays valid in the case of integral parametrization.
These families may be compared to the basis families ν 7→ hϕp/2r/2,p/2(ν) for the
principal series. An important difference is that hϕp/2r/2,p/2(ν) is explicitly known,
whereas the families ωa,bN and µ
a,b
N have a much more complicated description. We
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have to look for situations in which we can obtain a relatively simple description.
One of such situations occurs when the intersection of the kernels of the downward
shift operators is non-trivial. By Proposition 9.5 and Lemma 11.1 this can happen
only for one element ψ ∈ WIP, which is determined by the K-type.
13.2. Extremal families. In (10.13) we defined the families ωa,bβ and µ
a,b
β . Propo-
sition 8.3 implies that these families are non-zero for all ν. We call such a family
extremal if a or b equals zero.
We have some explicit information:
Lemma 13.1. In the decomposition F = χβ
∑
r:(−p,p) fr hΦ
p/2
r/2,p/2 applied to the
extremal families
(13.1)
ω
p,0
β (w, ν) has lowest component f−p(t)
.
= tp+2 Kν(2pi|β|t) ,
µ
p,0
β (w, ν) has lowest component f−p(t)
.
= tp+2 Iν(2pi|β|t) ,
ω
0,p
β (w, ν) has highest component fp(t)
.
= tp+2 Kν(2pi|β|t) ,
µ
0,p
β (w, ν) has highest component fp(t)
.
= tp+2 Iν(2pi|β|t) .
We use .= to indicate equality up to a non-zero factor.
Determining components. Proposition 10.9 implies that S 3−1x
p,0
β and S
−3
−1x
0,p
β are
identically zero for x = ω and x = µ. The kernel relations in Table 4 imply that the
components in the lemma determine all other components.
Proof. The families xa,bN are defined inductively. For a = b = 0 relations (10.6) and
(10.8) give the component f0(t) = t2 jν(2pi|β|t), with jν = Iν or Kν. The description
of the shift operators in Table 3 implies the relations in the lemma. 
13.3. Submodule structure. After the preparation of the previous subsections we
are ready to discuss the structure of the generic abelian Fourier term modules.
Proposition 13.2. Let β , 0, and let τhp with p ≥ 1 be a K-type that occurs in
Fβ. We denote by Kh,p = Kβ;h,p the intersection of the kernels of S 3−1 : Fβ;h,p,p →
Fβ;h+3,p−1,p−1 and S −3−1 : Fβ;h,p,p → Fβ;h−3,p−1,p−1.
i) The dimension of Kh,p is equal to 2. A basis is
(13.2)
kIh,p =
∑
r:(−p,p)
χβ (iβ/|β|)(r+p)/2 t2+p I(h−r)/2(2pi|β|t) hΦp/2r/2,p/2 ,
kKh,p =
∑
r:(−p,p)
χβ (−iβ/|β|)(r+p)/2 t2+p K(h−r)/2(2pi|β|t) hΦp/2r/2,p/2 .
ii) Kh,p is a subspace of the module F ψβ where ψ is the unique element of WIP
indicated in Lemma 11.1. With the notations of that lemma
(13.3)
kIh,p
.
= µ
p,0
β (w
′, ν′) .= µ0,p(w′′, ν′′) ,
kKh,p
.
= ω
p,0
β (w
′, ν′) .= ω0,p(w′′, ν′′)
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iii) If dimF ψ
β;h,p,p > 2 then dimF ψβ;h+3,p−1,p−1 > 2 or dimF ψβ;h−3,p−1,p−1 > 2.
Proof. We consider an element F = χβ
∑
r:(−p,p) fr hΦ
p/2
r/2,p/2 in Kh,p ⊂ Fβ;h,p,p. Its
components fr satisfy the kernel relations for S 3−1 and S
−3
−1 in Table 4. Together
this can be used to get a second order differential equation for fr. In [Math. 17b],
it turns out to be related to the modified Bessel differential equation (A.1) with
ν = (h − r)/2, and fr(t) = t2+p j(2pi|β|t), where we can take I(h−r)/2 or K(h−r)/2.
To determine the relation between the coefficients in these linear combinations
for various values of r, we use again the kernel relations. With the use of the con-
tiguous relations in (A.6) we get in [Math. 17c] a two-dimensional solution space,
with basis as indicated in (13.2). The K-Bessel function is even in its parameter ν,
and I−ν = Iν for integral values of ν.
In [Math. 17d] we insert this solution in the eigenfunction equations, and see
that for (w, ν) in the Weyl group orbit of (w′, ν′) the relations hold.
In the lowest component the parameter of the Bessel functions is 12 (h+ p) = ±ν′.
With Lemma 13.1 we can identify the lowest components of the two basis functions
of Kh,p with ω
p,0
β (w
′, ν′) and µp,0β (w
′, ν′). The identification for ω0,pβ (w
′′, ν′′) and
µ
0,p
β (w
′′, ν′′) goes similarly, with use of the highest components.
For part iii) we consider F ∈ F ψ
β;h,p,p for which at least one of F+ = S
3
−1F ∈
F ψ
β;h+3,p−1,p−1 and F− = S
−3
−1F ∈ F ψβ;h−3,p−1,p−1 is non-zero. If F+ is not a linear
combination of ω0,p−1β (w
′′, ν′′) and µ0,p−1β (w
′′, ν′′), then dimF ψ
β;h+3,p−1,−1 ≥ 3, and
similarly for F−. So we have to consider the situation when F+ and F− are both in
the span of the relevant basis families.
Suppose that F+ is a linear combination b of µ
0,p−1
β (w2, ν2) and ω
0,p−1
β (w2, ν2).
The relation S 3−1F = b gives an expression of the component of order 1 − p of b in
the components f−p and f2−p of F. From this relation we derive an expression for
f2−p in terms of b and f−p. With Mathematica we insert this into the eigenfunction
equation for the lowest component f−p of F. It turns out that a suitable linear
combination of both components of the eigenfunction equation does not contain
f−p anymore. This gives a linear combination of modified Bessel functions Iν′′ ,
Iν′′−1, Kν′′ , and Kν′′−1. Using the asymptotic behavior as t ↑ in (A.5) and (A.4)
we reach the conclusion that b = 0. This carried out in [Math. 17e], where we
also work out the analogous reasoning under the assumptions that F− is a linear
combination of the appropriate basis families.
These results together complete the proof of part iii). 
Theorem 13.3. Let β , 0 and let ψ ∈ WIP.
i) For p ∈ Z≥0 and h ≡ p mod 2 the space F ψβ;h,p,p has dimension 2 if∣∣∣h − 2w∣∣∣ ≤ 3p
for some w ∈ O1W(w, ν), and has dimension zero otherwise.
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ii) For each (w, ν) ∈ OW(ψ)+ the spaces
(13.4)
Mw,νβ =
∑
a,b≥0
k µa,bβ (w, ν) ⊂ Mψβ ,
Ww,νβ =
∑
a,b≥0
k ωa,bβ (w, ν) ⊂ Wψβ
are (g,K)-modules. Their intersection is zero.
iii) We have
(13.5)
Mψβ =
∑
(w,ν)∈OW (ψ)+
Mw,νβ , Wψβ =
∑
(w,ν)∈OW (ψ)+
Ww,νβ ,
F ψβ = Mψβ ⊕Wψβ .
iv) For E ⊂ OW(ψ)+, E , ∅, we put
(13.6)
WEβ =
⋃
(w,ν)∈E
Ww,νβ ,
MEβ =
⋃
(w,ν)∈E
Mw,νβ
All genuine submodules ofWψβ are of the formMEβ , and all genuine sub-
modules ofMψβ are of the formWEβ .
Let Em = OW(ψ)+ and (w+, ν+) the representative of OW(ψ) in L+. The
the submodulesWEmβ andMEmβ are irreducible, in the isomorphism class
II+(w+, ν+), with parameter set
[
λ2(w+, ν+);−w+, ν+;∞,∞].
The set L+ ⊂ L is the dominant chamber given by ν ≥ |w|.
Proof. In the lattice points in the (h/3, p)-plane we choose a strictly downward
path connecting a given point (h/3, p) to a point on the horizontal axis. The up-
ward shift operators are all injective. At a step where also the downward shift
operator is injective, the dimension of F ψ
β;h,p,p does not change. If we start outside⋃
w∈O1W (ψ) Sect(w) we end up in a point where the dimension of the highest weight
space is zero. See §9.4. If (h/3, p) ∈ ⋃w∈O1W (ψ) Sect(w) the dimension of the high-
est weight space is at least 2, again by §9.4. The dimension may change at points
where (h/3, p) is a minimal vector with p ≥ 1. Part ii) of Proposition 13.2 implies
that at such a point the dimension is constant as well. This gives part i).
For part ii) we use that differentiation by elements of g yields zero when it threat-
ens to leave the K-types in a given sector Sect(w).
The multiplicity of the K-types in the submodulesMw,νβ andWw,νβ is at least 1.
Part ii) follows from part i) by a dimension consideration as soon as we know that
Mψβ ∩Wψβ = {0}. Using a downward path in the (h/3, p)-plane as above reduces an
element of the intersection to the intersection in a minimal vector. Then we can use
the fact that Iν and Kν are linearly independent, in combination with §9.4 (p = 0)
or (13.2) (p ≥ 1).
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The intersections MEβ and MEβ are submodules. Proposition 12.2 implies that
submodules are connected to vanishing of shift operators. Here we have to deal
only with downward shift operators, by part i) of Proposition 8.3. So the subsets
E ⊂ O1W(ψ) determine all submodules. The irreducible submodules occur when
E is maximal. Representing ψ by (w, ν) in the dominant chamber L+ we get the
minimal K-type of the irreducible module on the intersection of the lines h = 2w2 +
3p and h = 2w1 − 3p where (w j, ν j) = S j(w, ν). Hence h = w2 + w1 = −w and
p = (w1 − w2)/3 = ν. 
14. Submodules of non-abelian eigenfunction modules
Under integral parametrization, the non-abelian case is considerably more com-
plicated than the generic abelian case.
The modulesMψn andWψn have in some cases a non-zero intersection. For this
reason we also use modules based on the Whittaker functions Vκ,s in (A.10). As
a consequence, we need more complicated families than ωa,bn and µ
a,b
n to describe
submodules.
Theorem 14.4 gives the main results for submodules of non-abelian Fourier term
modules. This is already stated in Section 14.3, although the proof needs work that
we carry out in later subsections.
Propositions 14.5 and 14.21 are of independent interest. They give an explicit
description of elements of Fn;h,p,p with p > 1.
14.1. Notations and conventions. For the non-abelian Fourier term modules we
need notations that we have used partly in earlier sections.
We have n = (`, c, µ) with ` ,∈ 12Z,0, c mod 2`, µ ≡ 1 mod 2, and denote
Sign (`) = ε. The K-types that occur in F ψn have to satisfy the condition (8.11),
which can be written as
(14.1) 3p − 3 ≤ ε(h − µ) .
The decomposition of F ∈ Fn;h,p,p in component functions has the form
(14.2) F
(
na(t)k
)
=
∑
r:(−p,p)
ϑm(h,r)(n) fr(t) hΦ
p/2
r/2,p/2(k) ,
where ϑm is an abbreviation of Θ`,c(h`,m) with the convention that ϑm = 0 if m ∈
Z<0. The quantity m(h, r) is determined by the relation
(14.3) ε
(
6m(h, r) + 3
)
+ h − 3r = 0 .
The quantity r0(h) is the solution of m
(
h, r0(h)
)
= 0. Since m(h, r) is increasing
in r if ε = Sign (`) = 1, and decreasing in r if ε < 0, the sum in (14.2) effectively
runs over r :
(
max(r0(h),−p), p) if ε = 1, and over r : (−p,min(r0(h), p) if ε = −1.
We use the standing assumption that the components fr are 0 if r does not satisfy
these relations. That allows us to write sums like those in (14.2) with
∑
r:(−p,p) even
if |r0(h)| ≤ p.
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We use the following terminology
(14.4)
ε = 1 ε = −1
minimal component of F : fmax(r0(h),−p f−p
maximal component of F : fp fmin(r0(h),p)
Our principal interest is in the Fourier term modules F ψn;2w,0,0 ⊂ Fn;2w,0,0. A
basis of F ψn;2w,0,0 has been determined in §9.4, in terms of Whittaker functions with
parameters κ = κ0(w) and s.
In the non-abelian case we often represent characters of ZU(g) by an element of
the dominant chamber L+. Then ψ = [w, ν] with w ≡ ν mod 2, (w, ν) , (0, 0), and
ν ≥ |w|. For w′, w′′ ∈ O1W(ψ) we have
(14.5) m0(w′′) − m0(w′) = −ε3(w
′′ − w′) , κ0(w′′) − κ0(w′) = −ε6(w
′′ − w′) .
Table 9 lists the notations that we use for the non-abelian Fourier term modules.
n = (`, c, µ) µ ∈ 1 + 2Z
ε = Sign (`)
ϑm = Θ`,c(h`,m) ϑm = 0 if m < 0
m(h, r) = ε2
(
r − r0(h)) ∈ Z
= m0(w) + ε6
(
3r + 2w − h)
m0(w) = ε6 (µ − 2w) − 12 ∈ Z≥0
r0(h) =
h−µ
3 + ε
= 13 (h − 2w) − 2εm0(w)
κ0 = κ0(w) = − ε6 (µ + w) ∈ 12Z
= −m0(w) − 12 (εw + 1)
(w j, ν j) = S j(w, ν) (w, ν) ∈ L+
(w1, ν1) =
(3ν−w
2 ,
ν+w
2
)
(w2, ν2) =
(−3ν+w2 , ν−w2 )
OW(ψ)n = {(w, ν) ∈ OW(ψ) : m0(w) ≥ 0}
OW(ψ)+n =
{
(w, ν) ∈ OW(ψ)+ : m0(w) ≥ 0}
Table 9. Overview of notations for the non-abelian cases
14.2. Basis families. The families ωa,bn (w, ν) and µ
a,b
n (w, ν), have been defined in
(10.7) and (10.9) for a = b = 0, and then recursively in (10.13) for all a, b ∈ Z≥0.
Since the W-Whittaker function Wκ,ν/2 is holomorphic in ν the families ω
a,b
n are
holomorphic in ν ∈ C. For µa,bn first order singularities may occur at ν ∈ Z≤0; we
consider µa,bn as a meromorphic family on C. See (A.8) and (A.9).
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The relation (A.13) implies that ωa,bn and µ
a,b
n may not provide us with linearly
independent elements of highest weight spaces for all combinations of w and ν.
Hence we use the (unusual) Whittaker function Vκ,s in (A.10) to define
(14.6)
υ0,0
`,c,µ
(
w, νna(t)k
)
= Θ`,c
(
h`,m0 ; n) t Vκ0(w),ν/2(2pi|`|t2) 2wΦ00,0(k) ,
υa,bn (w, ν) =
(
S −31
)b(S 31)aυ0,0n (w, ν) .
These families are holomorphic and even in ν.
The definition in (A.10) implies that υ0,0n (w, ν) is a meromorphic linear combi-
nation of ω0,0n (w, ν) and µ
0,0
n (w, ν) that is holomorphic for ν ∈ C r Z. The families
υa,bn inherit this property.
Applying Proposition 10.9 for ν ∈ C r Z, and extending the result by holomor-
phy, we obtain that
(14.7) S 3−1υ
p,0
n (w, ν) = 0 , S
−3
−1υ
0,p
n (w, ν) = 0 for all ν ∈ C .
Lemma 14.1. If F ∈ Fn;h,p,p satisfies S 3−1F = 0, then F is determined by its
minimal component. If S −3−1F = 0, then F is determined by its maximal component.
S 3−1 :
fr+2 =
(
2t f ′r + (h − 2p − r − 4 + 4pi`t2) fr
)
/4it
√
2pi|`|(1 + m(h, r))
for max
(−p, r0(h)) ≤ r ≤ p − 2 and ε = 1 ,
fr+2 = −
(
2t f ′r + (h − 2p − r − 4 + 4pi`t2) fr
)
/4it
√
2pi|`|m(h, r)
for − p ≤ r ≤ min(r0, p) − 2 and ε = −1
0 = 2t f ′r0(h) + (h − 2p − r0(h) − 4 + 4pi`t2) fr0(h)
for − p ≤ r0(h) ≤ p and ε = −1
S −3−1 :
fr−2 =
(
(h + 2p − r + 4 − 4pi`t2) fr − 2t f ′r
)
/4it
√
2pi|`|m(h, r)
for max(r0(h),−p) + 2 ≤ r ≤ p and ε = 1
fr−2 = −
(
(h + 2p − r + 4 − 4pi`t2) fr − 2t f ′r
)
/4it
√
2pi|`|(1 + m(h, r))
for 2 − p ≤ r ≤ min(r0(h), p) and ε = −1
0 = (h + 2p − r0(h) + 4 − 4pi`t2) fr0(h) − 2t f ′r0(h)
for − p ≤ r0(h) ≤ p and ε = 1
Table 10. Kernel relations for downward shift operators in Fn.
See [Math. 18].
Proof. The explicit description of S ±3−1 in Table 5 implies the kernel relations in
Table 10. These relations imply the statement of the lemma, and, moreover, impose
in some cases a differential equation on this determining component. 
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The families xa,bn with x ∈ {ω, υ, µ} may have zeros. For the extremal families
xp,0n and x
0,p
n we have sufficient information to go over to families that do not have
zeros.
Proposition 14.2. Let x ∈ {ω, υ, µ} and let w ∈ Z such that the K-type τ2w0 occurs
in Fn.
i) For each p ∈ Z≥0 there are uniquely determined families x˜p,0n (w, ν) and
x˜0,pn (w, ν) such that
a) these families are holomorphic in ν on C r Z≤−1;
b) xp,0n (w, ν) = ϕ
p
+(w, ν) x˜
p,0
n (w, ν) and x
0,p
n (w, ν) = ϕ
p
−(w, ν) x˜
0,p
n (w, ν) with
holomorphic functions ν 7→ ϕp±(w, ν) on C r Z≤−1;
c) x˜p,0n (w, ν) is determined by its minimal component, and x˜
0,p
n (w, µ) is
determined by its maximal component, given explicitly in Table 11.
(
p ≤ m0(w), ε = 1) or ε = −1 p ≥ m0(w), ε = 1
x˜p,0n min. comp. f−p min. comp. fr0(2w+3p)
ω˜
p,0
n tp+1 Wκ0(w),ν/2(2pi|`|t2) tm0(w)+1 Wκ,ν/2(2pi|`|t2)
υ˜
p,0
n tp+1 Vκ0(w),ν/2(2pi|`|t2) tm0(w)+1 Vκ,ν/2(2pi|`|t2)
µ˜
p,0
n tp+1 Mκ0(w),ν/2(2pi|`|t2) tm0(w)+1 Mκ,ν/2(2pi|`|t2)
κ0(w) = −m0(w) − εw+12 κ = −p − w+12
ε = 1 or
(
p ≤ m0(w), ε = −1) p ≥ m0(w), ε = −1
x˜0,pn max. comp. fp max. comp. fr0(2w−3p)
ω˜
0,p
n tp+1 Wκ0(w),ν/2(2pi|`|t2) tm0(w)+1 Wκ,ν/2(2pi|`|t2)
υ˜
0,p
n tp+1 Vκ0(w),ν/2(2pi|`|t2) tm0(w)+1 Vκ,ν/2(2pi|`|t2)
µ˜
0,p
n tp+1 Mκ0(w),ν/2(2pi|`|t2) tm0(w)+1 Mκ,ν/2(2pi|`|t2)
κ0(w) = −m0(w) − εw+12 κ = −p + w−12
Table 11. Determining components of the families x˜p,0n and x˜
0,p
n
for x ∈ {ω, υ, µ}.
We call the families x˜p,0n and x˜
0,p
n extremal families.
ii) a) S 3−1 x˜
p,0
n (w, ν) = 0 and S −3−1 x˜
0,p
n (w, ν) = 0 for all ν ∈ C r Z≤−1.
b) The behavior of some other shift operators can be explicitly given:
S 31 x˜
p,0
n and S −31 x˜
0,p
n in Table 12, and S −3−1 x˜
p,0
n and S 3−1 x˜
0,p in Table 13.
iii) The elements ω˜p,0(w, ν) and ω˜0,p(w, ν) have exponential decay.
Remarks. 1. The use of m0(w) and r0 in this proposition and the accompanying
tables requires some discussion. In the general situation of Table 9 the quantity
m0 = m0(w) and r0 = r0(h) have the following significance:
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S 31 x˜
p,0
n /x˜
p+1,0
n
ε = 1, 0 ≤ p < m0(w) i
√
2pi|`| √m0(w) − p
ε = 1, p ≥ m0(w) (p + 1 + w+ν2 ) (p + 1 + w−ν2 ) ω˜p,0n
−1 υ˜p,0n
p + 1 + w+ν2 µ˜
p,0
n
ε = −1, p ≥ 0 −i√2pi|`| √m0(w) + 1 + p
S −31 x˜
0,p
n /x˜
0,p+1
n
ε = 1 −i√2pi|`| √1 + m0(w) + p
ε = −1, 0 ≤ p < m0(w) i
√
2pi|`| √m0(w) − p
ε = −1, p ≥ m0(w) (p + 1 − w+ν2 ) (p + 1 + ν−w2 ) ω˜0,pn
−1 υ˜0,pn
p + 1 + ν−w2 µ˜
0,p
n
Table 12. Upward shift operator on extremal families.
The factors in the table are equal to the quotients ϕp+(w, ν)/ϕ
p
−(w, ν)
of the holomorphic functions in i)b) in Proposition 14.2.
• m0(w) ≥ 0 is equivalent to the occurrence of the K-type τ2w0 in Fn.• r0(h) determines which components fr of an element of Fn;h,p,p can be
non-zero, namely r :
(
max(r0(h),−p), p) if ε = Sign (`) = 1, and r :(−p,min(r0(h), p) if ε = −1.
In Proposition 14.2 we have that h = 2w + 3p for x˜p,0n (w, ν) and h = 2w − 3p for
x˜0,pn (w, ν). This interpretation leads to the scheme in Table 14.
2. Proposition 14.2 may be compared to Lemma 13.1 in the generic abelian cases.
In Lemma 13.1 the extremal families are determined by an extremal coefficient.
Since in the abelian case the upward shift operators are injective, there was in
Section 13 no need to introduce families x˜p,0 and x˜0,p.
Proof. In the case p = 0 we take x˜0,0n (w, ν) = x
0,0
n (w, ν), and the assertions hold by
§9.4.3. We proceed by induction. Most steps can be carried out by hand with the
description of the upward shift operators in Table 5. We prefer to carry out all steps
with Mathematica. See [Math. 19].
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S −3−1 x˜
p,0
n /x˜
p−1,0
n
ε = 1, 1 ≤ p ≤ m0(w) ip
(
p+ w−ν2
) (
p+ w+ν2
)
(p+1)
√
2pi|`|(m0(w)−p+1)
ε = 1, p > m0(w)
−p
p+1 ω˜
p,0
n
p
p+1
(
p + w+ν2
) (
p + w−ν2
)
υ˜
p,0
n
− pp+1
(
p + w−ν2
)
µ˜
p,0
n
ε = −1 −ip
(
p+ w−ν2
) (
p+ w+ν2
)
(p+1)
√
2pi|`|(m0(w)+p)
S 3−1 x˜
0,p
n /x˜
0,p−1
n
ε = 1 −ip
(
p− w+ν2
) (
p− w−ν2
)
(p+1)
√
2pi|`| (m0(w)+p)
ε = −1, 1 ≤ p ≤ m0 ip
(
p− w+ν2
) (
p− w−ν2
)
(p+1)
√
2pi|`| (m0(w)−p+1)
ε = −1, p > m0(w) − pp+1 ω˜0,pn
p
p+1
(
p − w+ν2
) (
p + ν−w2
)
υ˜
0,p
n
− pp+1
(
p − w+ν2
)
µ˜
0,p
n
Table 13. Downward shift operators extremal families for p ∈
Z≥1.
We note that S 3−1 x˜
p,0
n and S −3−1 x˜
0,p
n are identically zero.
ε x˜p,0n x˜
0,p
n
1
m0 ≥ 0 ⇔ r0 ≤ p
m0 ≥ p ⇔ r0 ≤ −p (ac) m0 ≥ 0⇒ r0 ≥ p (ac)
−1 m0 ≥ 0⇒ r0 ≥ p (ac) m0 ≥ 0 ⇔ r0 ≥ −pm0 ≥ p ⇔ r0 ≥ p (ac)
Table 14. Relation between m0 and r0. By (ac) we indicate that
the value of r0 imposes no restriction on the components with or-
der r : (−p, p).
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In many steps the determining component of xp,0n , respectively x
0,p
n , is multiplied
by a simple non-zero factor:
(14.8)
xp,0n 7→ xp+1,0n
ε = 1, p < m0 it
√
2pi|`| √m0 − p
ε = −1 −it√2pi|` √m0 + 1 + p
x0,pn 7→ x0,p+1n
ε = 1 −it√2pi|`| √1 + m0 + p
ε = −1, p < m0 it
√
2pi|`| , √m0 − p
This gives, in many cases part i) of the proposition, the action of S 31 on x˜
p,0
n , and
the action of S −31 on x˜
0,p
n . Since
S 31 x˜
p,0
n =
(
ϕ
p
+
)−1S 31xp,0n =(ϕp+)−1xp+1,0n = ϕp+1+ (ϕp+)−1 x˜p+1n ,
and similarly for S −31 x˜
0,p
n , the entries in Table 12 give the quotients of successive
values of ϕp±. Hence the factors ϕ
p
± are essentially known. Computations in [Math.
19a].
The remaining cases, with p ≥ m0(w), are more complicated. The lowest com-
ponent xp,0n has order r0(h) and for x
p+1,0
n the order increases to r0(h+3) = r0(h)+1.
This has the consequence that we need also the component of xp,0n of order r0(h)+2.
This can be determined by the kernel relation for S 3−1 in Table 10. The lowest com-
ponent of S 31x
p,0
n can now be expressed in the lowest component of F. It is nec-
essary to write it in the form tm0+1wκ,ν/2(2pi|`|t2) for wκ,ν equal to one of the three
Whittaker functions Wκ,ν/2, Vκ,ν/2 and Mκ,ν/2. The computations in this case and in
the case of x0,pn are in [Math. 19b].
Proposition 10.9 and equation (14.7) give the vanishing of the holomorphic fam-
ilies S 3−1x
p,0
n and S −3−1x
0,p
n on C r Z≤−1. Since x˜
p,0
n = x
p,0
n
/
ϕ
p
+ is holomorphic on
C r Z≤1 the vanishing of S 3−1 x˜
p,0
n follows. We proceed similarly for x˜
0,p
n .
The action of the downward shift operators in Table 13 is obtained by compu-
tations similar to those for the upward shift operator. We have to use that there is
one downward shift operator for which the image is zero by Proposition 10.9 and
equation 14.7, to get a relation between the components. See [Math. 19cd].
The minimal component of ω˜p,0n (w, ν) and the maximal component of ω˜
0,p
n (w, ν)
are of the form tc Wκ,s with c ∈ Z, κ ∈ 12Z and ν ∈ C. The recursive relations
between the components used in the proof of Lemma 14.1, together with the dif-
ferential formula in §A.2.1, imply that the other components are linear combina-
tions of functions of the same form, and hence have exponential decay according
to (A.12). 
14.3. Special submodules. Inside F ψn we have the special submodules Wψn and
Mψn , defined by their behavior as t ↑ ∞ and t ↓ 0 on na(t)k. For ψ ∈ WIP we will
define submodules M(w,ν)n ⊂ Mψn and Ww,νn ⊂ Wψn for (w, ν) ∈ OW(ψ)+n . Since
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these submodules Mψn and Wψ may have a non-zero intersection, it is useful to
define also (g,K)-submodulesVw,νn based on the families υa,bn .
Definition 14.3. Let ψ ∈ WIP. We define for (w, ν) ∈ OW(w, ν)+n the following
(k,K)-modules
(14.9)
Ww,νn =
∑
p≥0
∑
a,b≥0
(
k (S 31)
a(S −31 )
bω˜
p,0
n (w, ν) + k (S
3
1)
a(S −31 )
bω˜
0,p
n (w, ν)
)
,
Vw,νn =
∑
p≥0
∑
a,b≥0
(
k (S 31)
a(S −31 )
bυ˜
p,0
n (w, ν) + k (S
3
1)
a(S −31 )
bυ˜
0,p
n (w, ν)
)
,
Mw,νn =
∑
p≥0
∑
a,b≥0
(
k (S 31)
a(S −31 )
bµ˜
p,0
n (w, ν) + k (S
3
1)
a(S −31 )
bµ˜
0,p
n (w, ν)
)
.
We use this complicated description since in the non-abelian case the upward
shift operators are not always injective. So ωa+p,bn (w, ν) may be zero in situations
where (S 31)
a(S −31 )
bω˜
p,0
n (w, ν) is non-zero.
Theorem 14.4. Let ψ ∈ WIP
i) a) Ww,νn , Vw,νn and Mw,νn are (g,K)-submodules of F ψn for all (w, ν) ∈
OW(ψ)+n .
b) Wψn = ∑(w′,ν′)∈OW (ψ)+n Ww′,ν′n , andMψn = ∑(w′,ν′)∈OW (ψ)+n Mw′,ν′n .
We define
(14.10) Vψ =
∑
(w′,ν′)∈OW (ψ)+n
Vw′,ν′n .
c) F ψn =Wψn ⊕Vψn .
d) Each K-type occurring in the modulesWψn ,Vψn andMψn occurs with
multiplicity one.
ii) a) Vψn contains one irreducible (g,K)-submodule, with isomorphism type
II+.
b) Wψn contains one irreducible (g,K)-submodule. It has isomorphism
type II+ if m0(w) ≥ 0 for all w ∈ O1W(ψ). Otherwise it has isomorphism
type IF if ε = Sign (`) = −1, and isomorphism type FI if ε = 1.
iii) Let (w, ν) in the dominant chamber L+ represent ψ.
a) If m0(w′) ≥ 0 for all w′ ∈ O1W(ψ) then ν − εw ≤ 2m0(w) and Mψn
coincides withVψn .
b) If 0 ≤ 2m0(w) < ν − εw, then the irreducible submodule of Vψn is
contained inMψn , and forms the sole irreducible submodule ofMψn .
c) If m0(w) < 0 and F ψ is non-zero, then the irreducible submodule of
Vψn and the irreducible submodule ofWψn are the two sole irreducible
submodules ofMψn .
This is the main result of this section. The proof is spread out over several
subsections, with a recapitulation in §14.9.
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2w2/3 2w/3 2w1/3
2w2/3 2w/3 2w/3 2w1/3
Figure 28. The submodule structures of Wψn and of Vψn = Mψn
are the same if m0(w′) ≥ 0 for all w′ ∈ OW(w, ν)1.
On top the case w2 < w < w1, and on bottom the cases w = w1 ,
left, and w = w2, right.
The irreducible submodules have isomorphism type II+.
Illustration. Before proving the main theorem in the following subsections, we
illustrate the submodule structure of the modules Vψn , Wψn and Mψn in Figures
28–34, providing more detailed information than stated in the theorem.
The submodule structure depends strongly on the values of m0(w), m0(w1) and
m0(w2), with w2 ≤ w ≤ w1 as indicated in Table 9. In Proposition 12.2 we have
seen that the submodule structure can be read off from the positions of the lines
where the shift operators vanish. To indicate the position of these lines we use
the same conventions as explained and used in §12.3 . Furthermore we indicate
by a dot the minimal K-type in the irreducible submodules. For Mψn we denote
submodules contained inVψn , respectivelyWψn , by the letter v, respectively w, near
the minimal component of the submodule.
In Subsection 12.3 we gave an explicit discussion of the submodule structure of
principal series modules Hw,νK in a number of examples. We leave it to the reader
to work out the complete submodule structure of reducible modulesWψn , Vψn and
Mψn on the basis of Figures 28–34.
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2w2/3 2w/3 2w1/3
V
2w2/3 2w/3 2w1/3-2
W
2w2/3 2w/3 2w1/3
M
v
v
Figure 29. Submodule structures for ε = 1 and m0(w1) < 0 ≤
m0(w).
The irreducible submodule of Vψn has isomorphism type II+, and
the irreducible submodule ofWψn has isomorphism type FI+. The
module Mψn has two submodules coinciding with submodules of
Vψn , among them the irreducible submodule.
2w2/3 2w/3 2w1/3
V
2w2/3 2w/3-2 2w1/3-2
W
2w2/3 2w/3-2 2w1/3
M
w
v
Figure 30. Submodule structures for ε = 1 and m0(w) < 0 ≤
m0(w2).
The irreducible submodule of Vψn has isomorphism type II+, and
the irreducible submodule ofWψn has isomorphism type FI0. The
module Mψn contains the irreducible submodules of both of the
other two modules.
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2w/3 2w1/3
V
2w2/3 2w/3
V
2w/3 2w1/3-2
W
2w2/3 2w/3-2
W
2w/3 2w1/3
M
v
2w2/3 2w/3
M
v
w
Figure 31. Submodule structures for ε = 1, m0(w1) < 0 ≤ m0(w),
w2 = w (left); ε = 1, m0(w) < 0 ≤ m0(w2), w = w1 (right).
Vψ has in both cases an irreducible submodule with isomorphism
type II+, which forms the intersectionVψn ∩Mψn .
The irreducible submodule of Wψn has isomorphism type FI0. It
is contained inMψn in the case on the right.
2w/3 2w1/32w2/3
V
2w/3 2w1/32w2/3+2
W
2w/3 2w1/32w2/3
M
v
v
Figure 32. Submodule structures for ε = −1 and m0(w2) < 0 ≤
m0(w).
The irreducible submodule of Vψn has isomorphism type II+, and
is contained in the intersectionVψn ∩Mψn .
The irreducible submodule ofWψn has isomorphism type IF+.
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2w1/32w2/3 2w/3
V
2w1/32w2/3+2 2w/3+2
W
2w1/32w2/3 2w/3+2
M
v
w
Figure 33. Submodule structures for ε = −1 and m0(w) < 0 ≤
m0(w1).
The intersectionVψn ∩Mψn is irreducible of isomorphism type II+.
The intersectionWψn ∩Mψn is irreducible with isomorphism type
IF0.
2w/32w2/3
V
2w1/32w/3
V
2w/32w2/3+2
W
2w1/32w/3+2
W
2w/32w2/3
M
v
2w1/32w/3
v
w
M
Figure 34. Submodule structures for ε = −1, m0(w2) < 0 ≤
m0(w1), w1 = w (left); and for ε = −1, m0(w) < 0 ≤ m0(w1),
w2 = w (right).
The intersection Vψn ∩ Mψn is irreducible with isomorphism type
II+. The moduleWψn has an irreducible submodule with isomor-
phism type IF0, which is contained inMψn under the conditions on
the right.
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14.4. Intersection of the kernel of two downward shift operators. Proposi-
tion 13.2 gave information on K-types on which the kernels of the downward shift
operators in the abelian case have a non-zero intersection. In its proof we obtained
the explicit description in (13.2) of elements in this intersection. In this subsection
we prove the following analogous result for the non-abelian case.
Proposition 14.5. Let τhp be a K-type occurring in Fn. Denote by Kh,p = Kn;h,p the
intersection of the kernels of S 3−1 : Fn;h,p,p → Fn;h+3,p−1,p−1 and of S −3−1 : Fn;h,p,p →Fn;h−3,p−1,p−1.
We define
(14.11)
kWh,p =
∑
r
ϑm(h,r) tp+1 cW(r) Wκ(r),s(r)(2pi|`|t2) hΦp/2r/2,p/2 ,
kVh,p =
∑
r
ϑm(h,r) tp+1 cV (r) Vκ(r),s(r)(2pi|`|t2) hΦp/2r/2,p/2 ,
where r runs over r : (−p, p) for which m(h, r) ≥ 0, where
(14.12) κ(r) = −m(h, r) − ε s(h, r) − 1
2
, s(h, r) =
h − r
4
,
where m(h, r) is as indicated in Table 9, and where
(14.13)
cW(r + 2ε)/cW(r) = i
√
1 + m(h, r) ,
cV (r + 2ε)/cV (r) =
−1√
1 + m(h, r)
.
i) (a) Let m0(w′) ≥ 0 and m0(w′′) ≥ 0. Then dim Kh,p = 2, with basis{
kVh,p,k
W
h,p
}
.
b) Let one of m0(w′) and m0(w′′) be negative and the other one be non-
negative. Then dim Kh,p = 1, with basis
{
kVh,p
}
.
ii) Let ψ be the unique element in WIP represented by (w′, ν′) and (w′′, ν′′) in
Lemma 11.1.
a) The intersection of kernels Kh,p is contained in F ψn;h,p,p.
b) We have the following equalities up to a non-zero factor:
(14.14)
kWh,p
.
= ω˜
p,0
n (w
′, ν′) .= ω˜0,pn (w′′, ν′′) if m0(w′) ≥ 0 , m0(w′′) ≥ 0 ,
kVh,p
.
= υ˜
p,0
n (w
′, ν′) .= υ˜0,pn (w′′, ν′′) if m0(w′) ≥ 0 , m0(w′′) ≥ 0 ,
kVh,p
.
= υ˜
p,0
n (w
′, ν′) if ε = 1, 0 ≤ m0(w′) < p ,
kVh,p
.
= υ˜
0,p
n (w
′′, ν′′) if ε = −1 , 0 ≤ m0(w′) < p .
The proof depends on a sequence of lemmas. In these lemmas the K-type τhp is
fixed.
Care has to be taken in the use of Proposition 14.2. It considers extremal vectors
on the boundary of one sector Sect(w). In this subsection we apply it to a K-type
τhp that is on the intersection of the right boundary line of the sector Sect(w
′) and
the left boundary line of Sect(w′′). This is the situation discussed in Lemma 11.1,
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where two points (w′, ν′) and (w′′, ν′′) in one Weyl orbit ψ ∈ WIP are consid-
ered. If we use Proposition 14.2 we get in F ψn;h,p,p vectors x˜p,0(w′, ν′) and vectors
x˜0,pn (w′′, ν′′). The vectors x˜p,0(w′, ν′) are defined only if m0(w′) ≥ 0, and similarly,
for the vectors x˜p,0n (w′′, ν′′) we need m0(w′′) ≥ 0.
Lemma 14.6. The space Kn;h,p contains the elements of F ψn;h,p,p indicated in Ta-
ble 15.
ε = Sign (`) = 1 ε = Sign (`) = −1
m0(w′′) = m0(w′) − p m0(w′) = m0(w′′) − p
0 ≤ m0(w′) < p 0 ≤ m0(w′′) < p
υ˜
p,0
n (w′, ν′) υ˜
0,p
n (w′′, ν′′)
m0(w′) ≥ p m0(w′′) ≥ p
υ˜
0,p
n (w′′, ν′′) , ω˜
0,p
n (w′′, ν′′) υ˜
p,0
n (w′, ν′) , ω˜
p,0
n (w′, ν′)
υ˜
p,0
n (w′, ν′) , ω˜
p,0
n (w′, ν′) υ˜
0,p
n (w′′, ν′′) , ω˜
0,p
n (w′′, ν′′)
Table 15. Elements in Kn;h,p ∩ F ψn;h,p,p.
Proof. We use Proposition 14.2 and Table 13. In the application of the table we use
that w′ − ν′ = −2p and w′′ − ν′′ = 2p. We have to consider many cases, depending
on m0(w′) and on m0(w′′) = m0(w′) − εp.
One of the downward shift operators is trivially zero by part ii)a) in Proposi-
tion 14.2. For x˜0,pn (w′′, ν′′) we have to consider S 3−1, and S
−3
−1 for x˜
p,0(w′, ν′).
Let ε = 1. Table 13 shows that S 3−1 x˜
0,p(w′′, ν′′) = 0 whenever m0(w′′) ≥ 0,
or equivalently m0(w′) ≥ p. Similarly we get S −3−1 x˜p,0n (w′, ν′) = 0 for all x˜p,0n if
p ≤ m0(w′), and only for υ˜p,0n if p > m0(w′).
The case ε = −1 goes analogously. 
We proceed with a closer look at the case when r0(h) = εp. This condition and
each of the following statements are equivalent.
• m0(w′) = 0 if ε = 1, and m0(w′′) = 0 if ε = −1.
• The elements of Fn;h,p,p have only one component.
In Table 15 we find one kernel element for this situation, namely υ˜p,0n (w′, ν′) for
ε = 1, and υ˜0,pn (w′′, ν′). In Table 11 we find that the component has the description
fεp = t Vκ,s(2pi|`|t2) with
(κ, s) =
(
−h + p
4
− 1
2
,
h + p
4
)
for ε = 1 ,
=
(h − p
4
− 1
2
,
h − p
4
)
for ε = −1 .
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With the specialization in (A.13) we find that the component is a non-zero multiple
of
(14.15) t2+(p+εh)/2 epi|`|t
2
.
Lemma 14.7. Suppose that r0(h) = εp.
a) Kh,p is spanned by kVh,p as defined in (14.11).
b) kVh,p
.
= υ˜
p,0
n (w′, ν′) if ε = 1, and kVh,p
.
= υ˜
0,p
n (w′′, ν′′) if ε = −1.
c) Kh,p ⊂ F ψn;h,p,p.
By .= we denote equality up to a non-zero factor.
Proof. The relations S ±3−1F = 0 lead to a first order differential equation for the sole
component fεp of F. The function in (14.15) turns out to span the solution space.
This gives parts b) and c). A comparison with the definition in (14.11) and use of
(A.13) gives part a). See [Math. 20a]. 
If εr0(h) < p, then the elements F ∈ Fn;h,p,p have more than one component:
(14.16) F =
∑
r:(−p,p)
hm(h,r) fr(t) hΦ
p/2
r/2,p/2 ,
where the summation variable has to satisfy m(h, r) ≥ 0, hence r ≥ max(−p, r0(h))
if ε = 1, and r ≤ min(p, r0(h)) if ε = −1.
Lemma 14.8. Suppose that εr0(h) < p.
a) If εr0(h) < p, then dim Kh,p = 2. A basis of Kh,p is formed by the elements
kVh,p and k
W
h,p in (14.11).
b) If −p ≤ εr0(h) ≤ p − 2, then dim Kh,p = 1 and Kh,p = CkVh,p.
Remarks. We have m0(w′′) = m0(w′) − εp. So the conditions in part b) amount to
0 ≤ m0(w′) < p if ε = 1, and 0 ≤ m0(w′′) < p if ε = −1.
The previous lemma implies that the assertion of part b) is valid if εr0(h) = p as
well.
Proof. Both kernel relations in Table 10 for downward shift operators give rela-
tions between components fr and fr+2 in (14.16). Combining these relations we
find a second order differential equation for fr that is a solution of the Whittaker
differential equation (A.7) with the parameters described in (14.12). See [Math.
20b].
In [Math. 20c] we substitute the basis solutions with Wκ,s and Vκ,s with unknown
coefficients into the kernel relations. That leads to relations that are equivalent to
those in (14.13).
We carried out the determination of the differential equations for components fr
for which both fr and fr+2 can occur.
The substitution of the solutions in terms of Whittaker functions with the spec-
ified coefficients into the kernel relations works fine for all r in the allowed range.
So kWh,p and k
V
h,p satisfy all kernel relations that we used.
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Inspecting Table 10 again we see that there are also homogeneous differential
equations for fr0 if |r0| ≤ p. For r0 = εp this relation has been used in Lemma 14.7.
In [Math. 20d] we carry out a computation that shows that kVh,p satisfies this differ-
ential equation, and kWh,p does not. 
Lemma 14.9. The intersection Kh,p of the kernels of S 3−1 and S
−3
−1 on Fn;h,p,p is
equal to the intersection of the kernels of S 3−1 and S
−3
−1 on F ψn;h,p,p. This intersection
is spanned by the functions indicated in Table 15. Moreover,
(14.17)
kWh,p
.
= ω˜
p,0
n (w
′, ν′) .= ω˜0,pn (w′′, ν′′) if ε = 1, m0(w′) ≥ p ,
kVh,p
.
= υ˜
p,0
n (w
′, ν′) .= υ˜0,pn (w′′, ν′′) if ε = 1, m0(w′) ≥ p ,
kWh,p
.
= ω˜
p,0
n (w
′, ν′) .= ω˜0,pn (w′′, ν′′) if ε = −1, m0(w′′) ≥ p ,
kVh,p
.
= υ˜
p,0
n (w
′, ν′) .= υ˜0,pn (w′′, ν′′) if ε = −1, m0(w′′) ≥ p ,
kVh,p
.
= υ˜
p,0
n (w
′, ν′) if ε = 1, 0 ≤ m0(w′) < p ,
kVh,p
.
= υ˜
0,p
n (w
′′, ν′′) if ε = −1, 0 ≤ m0(w′′) < p .
Proof. Lemmas 14.7 and 14.8 show that the intersection of the kernels of the down-
ward shift operators on Fn;h,p,p is generated by the elements kVh,p and kWh,p in the
various cases. We have to identify them with the elements in Table 15. Elements
of the kernel of S 3−1 are determined by their lowest component, and elements of the
kernel of S −3−1 by their highest component. It suffices to compare these determining
components. Once that has been done it is clear that Kh,p is contained in F ψn;h,p,p.
Table 16 gives the parameters determining the highest and lowest components of
the elements kVh,p and k
W
h,p. Comparison of this table and Table 11 gives agreement
of all parameters in the first four lines of (14.17).
In the last two lines we have to deal with Vκ,s only. For kVh,p we get the compo-
nent
f kr0
.
= tp+1 Vκ(r0),s(r0)(2pi|`|t2) ,
κ(r0) = −0 − εh − r04 −
1
2
s =
h − r0
4
, −εs = −εh − r0
2
.
For υ˜p,0n (w′, ν′) (ε = 1), respectively, υ˜
0,p
n (w′′, ν′′) (ε = −1) we have
f υr0 = t
m0(w′)+1 Vκ′,ν′/2(2pi|`|t2) resp. tm0(w′′)+1 Vκ′,ν′′/2(2pi|`|t2) ,
κ = −1
2
− εh + p
4
,
s =
h + εp
4
, −εs = −εh + p
4
,
m0 =
1
2
(p − εr0) (see Table 9) .
REPRESENTATIONS OF SU(2, 1) IN FOURIER TERM MODULES 101
lowest components
ε = 1,m0(w′) ≥ p
f−p κ = m0(w′) − w′+12 s = ν
′
2
ε = 1,m0(w′) < p
fr0 κ(r0) s = s(r0)
ε = −1,m0(w′′) ≥ 0
f−p κ = −m0(w′) + w′−12 s = ν
′
2
highest components
ε = 1,m0(w′) ≥ 0
fp κ = −m0(w′′) − w′′+12 s = ν
′′
2
ε = −1,m0(w′′) ≥ p
fp κ = −m0(w′′) + w′′−12 s = ν
′′
2
ε = −1,m0(w′′) < p
fr0 κ = κ(r0) s = s(r0)
Table 16. The highest and lowest component of kVh,p and k
W
h,p are
of the form tp+1 Xκ,ν/2(2pi|`|t2) with Xκ,ν/2 equal to the Whittaker
function Wκ,ν/2 or Vκ,ν/2.
In two cases we could not get an informative reformulation
of (14.12).
With the specialization (A.13) we obtain the components
f kr0
.
= tp+1 (2pi|`|t2)ε(h−r0)/4+1/2 epi|`|t2 .= tp+2+ε(h−r0)/2 epi|`|t2 ,
f υr0
.
= tm0+1 (2pi|`|t2)(εh+p)/4+1/2 epi|`|t2 .= tp+2+ε(h−r0)/2 epi|`|t2 . 
Recapitulation of the proof of Proposition 14.5. Part i) follows from Lemmas 14.7
and 14.8. Lemma 14.9 gives part ii). 
14.5. Dimension results.
Lemma 14.10. Let Kh,p, ψ ∈ WIP be as in Proposition 14.5. If
(14.18) max
(
dimF ψn;h+3,p−1,p−1, dimF ψn;h−3,p−1,p−1
)
= 2 ,
then
(14.19) dimF ψn;h,p,p = 2 .
Proof. We use the notations in the previous section.
We know that that dimF ψn;h,p,p is at least two, by the presence of the elements
x˜p,0n (w′, ν′) if m0(w′) ≥ 0, or the presence of x˜0,pn (w′′, ν′′) if m0(w′′) ≥ 0. See Propo-
sition 14.2. If both m0(w′) ≥ 0 and m0(w′′) ≥ 0, then ω˜p,0n (w′, ν′) .= ω˜0,pn (w′′, ν′′)
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and υ˜p,0n (w′, ν′)
.
= υ˜
0,p
n (w′′, ν′′), and all these elements are in Kp,h. So there are
two linearly independent elements bω and bυ ∈ F ψn;h,p,p chosen such that bω is in{
ω˜
p,0
n (w′, ν′), ω˜
0,p
n (w′′, ν′′)
}
, and analogously for bυ.
Similarly, dimF ψn;h+3,p−1,p−1 ≥ 2 if m0(w′′) ≥ 0, and dimF ψn;h−3,p−1,p−1 ≥ 2 if
m0(w′) ≥ 0. Since the K-type τhp occurs, we cannot have m0(w′) < 0 and m0(w′′) <
0.
We use the notation
(14.20)
b+ω = ω˜
p−1,0
n (w
′, ν′) , b+υ = υ˜
p−1,0
n (w
′, ν′)
(
m0(w′) ≥ 0) ,
b−ω = ω˜
0,p−1
n (w
′′, ν′′) , b+υ = υ˜
0,p−1
n (w
′′, ν′′)
(
m0(w′′) ≥ 0) .
If m0(w′) < 0, then F ψn;h−3,p−1,p−1 = {0}, and we take n+ω = b+υ = 0. Similarly, we
take b−ω = b0υ = 0 if m0(w′′) = 0.
To prove the lemma we suppose that dimψn;h,p,p > 2 and that F ψn;h∓3,p−1,−1 is
spanned by b±ω and b±υ . So we take F ∈ F ψn;h,p,p that is not a linear combination of
bω and bυ. Then F± = S ∓3−1F ∈ F ψn;h∓3,p−1,p−1, and there are constants c·· such that
(14.21) F± = c±ω b±ω + c±υ b±υ .
That should lead to a contradiction.
(14.22)
{
F,bω,bυ
}
⊂
F ψn;h,p,p
S −3−1
{{ S 3−1
##{
F+,b+ω,b
+
υ
}
⊂
F ψn;h−3,p−1,p−1
{
F−,b−ω,b−υ
}
⊂
F ψn;h+3,p−1,p−1
If both F+ and F− are zero, then F ∈ Kh,p, hence F is a linear combination of
bω and bυ. So we assume that at least one of the derivatives is non-zero. We have
many cases, requiring essentially two different approaches.
Case 0 < m0(w′) < p and ε = 1. Then m0(w′′) < 0, and F− = 0. Computations in
[Math. 21a].
The function F has components of order r :
(
r0(h), p
)
, where −p < r0 ≤ p.
Since S 3−1F = 0 the function F is determined by its lowest component fr0 . The
lowest component of F+ has order r0 + 1 and a computation shows that it is equal
to a non-zero multiple of
2t f ′r0 − (4 + h + 2p − r0 + 4pi`t2) fr0 .
In this case bω is not an element of Kh,p = C bυ, and S −3−1bω
.
= b+ω. See Proposi-
tion 14.5. So we can subtract a multiple of bω from F to arrange that F
.
= b+υ . With
Table 11 we get
(14.23) 2t f ′r0 − (4 + h + 2p − r0 + 4pi`t2) fr0
.
= t0+1 V−p+1−(w′+1)/2,ν′/2(2pi|`|t2) .
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This gives expressions for the derivatives of fr0 in terms of fr0 and V-Whittaker
functions.
In the eigenfunction equations for r = r0 also terms with fr0+2 are present.
Since S 3−1F = 0 we can express fr0+2 in terms of fr0 by the kernel relation for
S 3−1. Substitution of all these expression into the eigenfunction equations gives
two linear combination of V-Whittaker functions. With the asymptotic behavior
we see that the implicit factor in (14.23) has to be zero. Hence fr0 and F have to
vanish.
Case m0(w′) = 0 and ε = 1. Then m0(w′′) < 0, and F− = 0.
The function F has in this case only one component, fr0 = fp. So there is no
need to determine fr0+2. The further computation, in [Math. 21b], is similar to the
previous one.
Cases 0 ≤ m0(w′′) < p and ε = −1. Then m0(w′) < 0 and F+ = 0. Analogous to
the previous two cases. See [Math. 21cd].
Cases m0(w′) ≥ 0 and m0(w′′) ≥ 0. Now both F+ and F− may be nonzero. We
can write
(14.24) F± = c±ω b±ω + c±υ b±υ .
We have εr(h) ≤ p, and εr(h ± 3) ≤ 1 − p. So the components of F can have all
orders r : (−p, p), and those of F± all orders r : (1 − p, p − 1). The determining
components of b±ω and b±υ have order ±(1 − p).
We compute the highest component f +p−1 of F
+, and the lowest component f −1−p
of F−. The function f ±∓(p−1) is a linear combination of f∓p, f∓(p−2) and f
′
∓(p−1).
Since we know the determining components of the functions in the right hand side
of (14.24), we can solve for f ′∓(p−1). Substitution into the eigenfunction equations
for r = −p and for r = p leads to a relation involving Whittaker functions only,
which shows that the four coefficients in (14.24) have to vanish.
We carry out the actual computations for ε = 1 and for ε = −1 separately, in
[Math. 21e,f].
Conclusion. In all cases we conclude that the presence of F ∈ F ψn;h,p,p linearly
independent of bω and bυ would lead to derivatives F+ and F−, of which at least
one is linearly independent of b±ω and b±υ . 
Lemma 14.11. For ψ ∈ WIP the dimension of F ψn;h,p,p is equal to 2 for all K-types
τh,p that satisfy
∣∣∣h−2w∣∣∣ ≤ 3p for some w ∈ O1W(ψ)+. All other K-types do not occur
in F ψn .
Proof. By §9.4.3 we have dimF ψn;h,p,p = 2 for (h/3, p) = (2w/3, 0) for all w ∈
O1W(ψ). The spaces F ψn;2w±3p,p,p with w ∈ O2W(ψ)+ have dimension at least 2 by
Proposition 14.2. At least one of the upward shift operators is injective, by part ii)
of Proposition 9.8. Hence all spaces F ψn;h,p,p in the lemma have dimension at least
two.
For any point (h/3, p) ∈ Sect(w) there is a path corresponding to downward shift
operators to the base point
(
2w/3, 0
)
. Along this path the dimension of F ψn;h,p,p
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cannot decrease by Lemma 14.10. So all K-types mentioned in the lemma have
multiplicity exactly equal to 2.
Starting from points outside the sectors with base points (2w′/3, 0) we obtain
a path to a point (h/3, 0) on the horizontal axis for which dimF ψn;h,0,0 = 0. This
concludes the proof. 
Proposition 14.12. Let ψ ∈ WIP and let (w, ν) ∈ OW(ψ)+n .
i) Ww,νn andVw,νn (in Definition 14.3) are (g,K)-modules. The K-types occur-
ring in these modules are τhp with (h/3, p) ∈ Sect(w); they have multiplicity
one.
ii) Ww,νn ∩Vw,νn = {0}.
iii) Ww,νn ⊂ Wψn .
Proof. The spacesWw,νn and Vw,νn are (k,K)-modules, but not necessarily g-mod-
ules. By definition each K-type in the sector determined by w occurs with multi-
plicity one in it. However the (g,K)-modules U(g)Ww,νn and U(g)Vw,νn may have
higher multiplicities and contain more K-types.
The generating elements ω˜p,0n (w, ν) and ω˜
0,p
n (w, ν) of U(g)Ww,νn have one de-
termining component of the form tc Wκ,ν(2pi|`|t2); see Table 11. We have κ ≡
w′+1
2 mod 1. The other components are a linear combination of products of in-
tegral powers of t and derivatives of the determining component. With the con-
tiguous relations in §A.2.1 we get (finite) linear combinations of functions t 7→
tc,Wκ+m,ν/2(2pi|`|t2) with c,m ∈ Z. Application of the shift operators (upward and
downward) stays within the space of functions in F [w,ν]n with components of this
form. The asymptotic behavior (A.12) implies that these functions have exponen-
tial decay. Hence U(g)Ww,νn ⊂ W[w,ν]n .
For the modules U(g)Vw,νn we have similar descriptions, now with V-Whittaker
functions instead of W-Whittaker functions. Lemma A.1 implies that non-zero
elements of U(g)Vw,νn cannot have exponential decay. Thus we have
(14.25) U(g)Ww,νn ∩ U(g)Vw,νn = {0} .
A consequence is that if |h − 2w′| ≤ 3p the K-type τhp has multiplicity one inWw,νn
and inVw,νn .
For a boundary point (h/3, p), with |h − 2ww| = 3p, we have an explicit basis
element of the space U(g)Vw,νn;h,p,p, namely υ˜p,0n (w, ν) if h = 2w′ + 3p and υ˜0,pn (w, ν)
if h = 2w′ − 3p. In part ii)a) of Proposition 14.2 we see that this element is in
the kernel of S ±3−1. So K-types outside the sector |h − 2w′| ≤ 3p do not occur in
U(g)Vw,νn . Hence Vw,νn = U(g)Vw,νn is a (g,K)-module. For Ww,νn we proceed
similarly. 
Consequences. This implies parts i)a), i)c) and i)d) of Theorem 14.4 as far as V∗n
andW∗n are concerned.
14.6. Shift operators.
Lemma 14.13. Let ψ ∈ WIP, let (w, ν) ∈ OW(ψ)+n , and let (h/3, p) ∈ Sect(w). Let
the K-type τhp satisfy |h − 2w| ≤ p.
REPRESENTATIONS OF SU(2, 1) IN FOURIER TERM MODULES 105
i) The upward shift operators S ±31 : Vw,νn;h,p,p →Vw,νn;h±3,p+1,p+1 are injective.
ii) The upward shift operator S ±31 : Ww,νn;h,p,p →Ww,νn;h±3,p+1,p+1 is zero if and
only if ±` > 0 and h − 2w′ ± 3p ± 6 = 0 with w′ ∈ O1W(ψ) r O1W(ψ)n such
that m0(w′′) < 0.
Proof. Proposition 9.8 shows that a non-zero kernel of S ±3−1 can occur if ε = ±1 for
K-types on a line h − 2w′ ± 3p ± 6 = 0 with w′ ∈ O1W(ψ) such that m0(w′) < 0,
which means w′ ∈ O1W(ψ). These points are on the dashed lines in the pictures.
2w/3
ε=1
2w'/3 2w/3
ε=-1
2w'/3
Let ε = 1, hence S −31 injective. Consider a point (h/3, p) on the line h = 2w
′ −
2 − 3p, and functions y j ∈ F ψn;h−3 j,p+ j,p+ j related by S −31 y j = y j+1. Suppose that
S 31y0 = 0.
0
y0
y1
y-1
The upward shift operators commute (Proposition 6.1). So we have S 31y1 = 0,
and also S 31y−1 = 0 if (h/3, p) is in the sector Sect(w), and y−1 corresponds to
a point on the dashed line. This shows that the kernels of S 31 on K-types corre-
sponding to points on the dotted line are related by the injective map S −31 . Let
now (p/3, h) be the intersection point of the dotted line with slope -1 and the low-
est line with slope 1. Consultation of Table 12 shows that S 31υ˜
p,0
n (w, ν) , 0 and
S 31ω˜
p,0
n (w, ν) = 0. This proves the lemma in the case ε = 1. The case ε = −1 goes
similarly. 
Lemma 14.14. Let the notations be as in the previous lemma.
i) The downward shift operator S ±3−1 is zero on Vψn;h,p,p if h = 2w′ ± 3p for
some w′ ∈ O1W(ψ), and otherwise injective.
ii) The downward shift operator S ±3−1 is zero onWψn;h,p,p if h = 2w′ ± 3p for
(w′, ν′) ∈ OW(w, ν)+n , and otherwise injective.
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Proof. The spaces Wψn;h,p,p and Vψn;h,p,p have dimension at most 1, so injectiv-
ity and vanishing are the only possibilities. By part ii)a) of Proposition 14.2 and
Lemma 14.11 the operator S ±3−1 vanishes on K-types corresponding to points on the
line h = 2w′ ± 3p if (w′, ν′) ∈ OW(ψ)+n .
For other w′ ∈ OW(ψ) we use Table 13 to see that S −3−1υ˜p,0n = 0 on the intersection
of the line h = 2w′ − 3p with the line h = 2w′′ + 3p for (w′′, ν′′) ∈ OW(w, ν)+n , and
that S −3−1υ˜
p,0
n , 0. These results are carried upwards along the line h = 2w′ − 3p by
the method used in the proof of Lemma 14.13.
For S 3−1 along the line h = 2w
′ + 3p we proceed similarly. 
14.7. Submodule structure ofWψn andVψn .
14.7.1. Submodule structure of Vψn . Now we represent a given ψ ∈ WIP by its
representative (w, ν) ∈ L+, and denote (w1, ν1) = S1(w, ν), (w2, ν2) = S2(w, ν). This
notation is used in the sketches in Figures 28–34.
Parts i) of Lemmas 14.13 and 14.14 show that only the lines where the down-
ward shift operators are zero are important for the submodule structure.
The set of K-types is determined not only by (w, ν) but also by the values of µ.
The sector Sect(w′) contributes only if m0(w′) ≥ 0. However the boundary lines
h = 2w′′ ± 3p determine lines with K-types on which S ±3−1 is zero for all w′′ ∈
O1W(ψ). This is the situations depicted in Figures 28, 29, 30, 31, 32, and 33. In all
cases there is one minimal submodule with isomorphism type II+ with parameters[
λ2(w, ν); h, p;∞,∞] and (h, p) as indicated in the figures.
In Subsection 12.5.5 we gave examples of composition series derived from pic-
tures in the principal series case. This can be done also for the modulesWψn , Vψn
andMpsn on the basis of Figures 28–34. Special is the fact that the intersections
Wψn ∩Mψn andVψn ∩Mψn are nontrivial in some of the cases.
14.7.2. Submodule structure of Wψn . Like in the case of Vψn each w′ ∈ O1W(ψ)
determines a line corresponding to K-types on which shift operators vanish. Unlike
what we saw forVψn , it matters whether m0(w) ≥ 0 or m0(w) < 0.
If all m0(w′) are non-negative the situation is the same as for Vψn . In Figure 28
the same picture illustrates the submodule structure ofWψn as well as the submod-
ule structure ofVψn .
Suppose that m0(w′) < 0, and ε = 1. Then the points on the line h = 2w′ + 3p
are irrelevant. On the K-types corresponding to points on the line h = 2w′−3p that
occur inWψn;h,p,p the downward shift operator S −3−1 is injective. Instead, there is a
line h = 2w′ − 3p− 6 corresponding to K-types on which the upward shift operator
S −31 vanishes. See the Figures 29, 30, and 31. In these sketches we indicate a
generating K-type of the sole irreducible submodule of Wψn of antiholomorphic
discrete series type.
The situation is analogous if ε = −1. Now we have lines h = 2w′ + 3p + 6
corresponding to K-types on which S 31 vanishes. See the Figures 32, 33, and 34.
Now there are in each case irreducible submodules of holomorphic discrete series
type, with elements expressed in W-Whittaker functions.
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Lemma 14.15. If ψ ∈ WIP, thenWψ = ∑(w,ν)∈OW (ψ)+n Ww,νn .
This is one of the statements in part i)b) of Theorem 14.4.
Proof. We defined Wψn in Definition 10.5 by the property of exponential decay
on A. It is a (g,K)-module by Proposition 10.4.
Let (w, ν) ∈ OW(ψ)+n . The extremal families ω˜p,0n and ω˜0,p in Proposition 14.2
have determining components (indicated in Table 11) expressed in W-Whittaker
functions, with exponential decay. The other components can be expressed in the
determining components by differentiation and multiplication by powers of t. The
relations in A.2.1 imply that all components have exponential decay. Hence a set
of generators ofWw,νn has exponential decay. This implies the inclusion ⊃.
For the other inclusion we reduce a given element ofWψn to a minimal element
on which both downward shift operators are zero. That is either an element of K-
type τ2w0 with w ∈ O1W(ψ) described in §9.4.3, or a linear combination of kWh,p and
kVh,p in Lemma 14.9. The exponential growth of the V-Whittaker functions (A.12)
implies that we get an element in someWw,νn . 
14.8. The moduleMψn . In Definition 14.3 we defined the spacesMw,νn for (w, ν) ∈
OW(ψ)+n for ψ ∈ WIP. It turns out thatMw,νn may intersectWw,νn and Vw,νn in non-
trivial submodules.
Lemma 14.16. Let ψ ∈ WIP and (w, ν) ∈ OW(ψ)+n.
i) The (k,K)-moduleMw,νn is a (g,K)-module. It contains the K-types τhp with
(h/3, p) ∈ Sect(w), with multiplicity 1.
ii) Mψn = ∑(w′,ν′)∈OW (ψ)+n Mw′,ν′n .
Proof. The elements µ˜p,0n (w, ν) and µ˜
0,p
n (w, ν) have the property of ν-regular behav-
ior. Hence gMw,νn is contained in the (g,K)-module Mψn . Part ii)a) of Proposi-
tion 14.2 implies thatMw,νn has K-types in the sector Sect(w), with multiplicity one
or two and is a (g,K)-submodule of F ψn .
Clearly
∑
(w′,ν′)∈OW (ψ)+n Mw
′,ν′
n ⊂ Mψn . Any non-trivial element ofMψn of a given
K-type can be moved to lower K-types by downward shift operators till we have
reached a minimal element. That K-type τh
′
p′ corresponds to a boundary point of at
least one sector Sect(w′) with w′ ∈ OW(ψ)+. For that K-type we know explicitly a
basis for the space F ψh′,p′ in terms of the functions in Proposition 14.2. Since we
have ν′′ ≥ 0 a consideration of the Whittaker differential equation shows that there
can be only one element, up to multiples, with ν-regular, and that element is in
someMw′,ν′n . 
We turn to the possibility that Mw,ν may have a non-trivial intersection with
Ww,νn or withVw,νn .
The three Whittaker functions Wκ,s, Vκ,s and Mκ,s are contained in a two-dimen-
sional space. For most values of (κ, s) any choice of two of them gives a linearly
independent set. However, relation (A.14) shows that Mκ,s may be proportional to
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Wκ,s, or may be proportional to Vκ,s. We start by considering the consequences for
the extremal basis families in Proposition 14.2.
Lemma 14.17. Let ψ ∈ WIP and let (w, ν) ∈ OW(ψ)+n . We put pA = −1 − ν+εw2 and
pB = ν−εw2 , and use the following notation x˜
[p]
n for x ∈ {µ, ω, υ}:
(14.26)
ε = 1 ε = −1
p ≥ 0 x˜[p]n = x˜p,0n (w, ν) x˜[p]n = x˜0,pn (w, ν)
p ≤ 0 x˜[p]n = x˜0,−pn (w, ν) x˜[p]n = x˜−p,0n (w, ν)
Then we have
(14.27)
µ˜
[p]
n
.
= ω˜
[p]
n µ˜
[p]
n
.
= ω˜
[p]
n + υ˜
[p]
n µ˜
[p]
n
.
= υ˜
[p]
n
m0 ≤ pA p ≤ pA pA < p < pB p ≥ pB
pa < m0 < pB p < pB p ≥ pB
m0 ≥ pB p ∈ Z
By µ˜[p]n
.
= ω˜
[p]
n + υ˜
[p]
n we mean a linear combination in which both coefficients are
non-zero. We abbreviate m0(w) = m0.
Proof. Relation (A.14) gives two quantities A = 12 + s − κ and B = 12 + s + κ, such
that A ∈ Z≤0 if and only if Mκ,s .= Wκ,s, and B ∈ Z≤0 if and only if Mκ,s .= Vκ,s. The
families in Proposition 14.2 are determined by their lowest of highest components.
With Table 11 this leads to the following overview.
(14.28)
x˜p,0n
ε = −1 or p ≤ m0(w) ε = 1 and p ≥ m0(w)
A = 1 + m0(w) + ν+εw2 A = 1 + p +
ν+w
2
B = −m0(w) + ν−εw2 B = −p + ν−w2
x˜0,pn
ε = 1 or p ≤ m0(w) ε = −1 and p ≥ m0(w)
A = 1 + m0(w) + ν+εw2 A = 1 + p +
ν−w
2
B = −m0(w) + ν−εw2 B = −p + ν+w2
These values of A and B are integers, so we just look when they are non-positive.
The values of A and B in the left column do not depend on p. In the right column A
is increasing in p and B is decreasing in p. The left column gives the basis values
of A and B, determining x0,0n (w, ν).
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We have (w, ν) ∈ OW(ψ)+, so we deal with points (w, ν) with ν ≥ 0. In the upper
half of the (w, ν)-plane there are two (disjoint) special regions
(14.29)
ε = 1 0 ≤ ν ≤ −w − 2m0(w) − 2 : µ˜0,0n .= ω˜0,0n ,
0 ≤ ν ≤ w + 2m0(w) : µ˜0,0n .= υ˜0,0n ;
ε = −1 0 ≤ ν ≤ w − 2m0(w) − 2 : µ˜0,0n .= ω˜0,0n ,
0 ≤ ν ≤ −w + 2m0(w) : µ˜0,0n .= υ˜0,0n .
(We have omitted (w, ν) from the notation.) In the complement of these two regions
µ˜0,0n is a linear combination of ω˜
0,0
n and υ˜
0,0
n with both coefficients non-zero. We
abbreviate this assertion as µ˜0,0n
.
= ω˜0,0n + υ˜
0,0
n .
These assertions persist for all µ˜0,pn if ε = 1, and for all µ˜
p,0
n for ε = −1, by the
injectivity of S 31, respectively of S
−3
1 . On the other part of the boundary of Sect(w)
changes may occur at values of p at which one of the quantities A or B passes
through 0. This leads to the table in the lemma. 
Boundary points. Lemma 14.17 gives us, under conditions on m0(w), points at
heights pA and pB on the right boundary of Sect(w) if ε = 1, and on the left bound-
ary of the sector if ε = −1.
We work under the assumption of multiple parametrization, for which OW(ψ)+
has 2 or 3 points. We have seen earlier that the intersection points of the boundaries
of the two or three sectors play a special role in the study of submodules of F ψn .
In the sequel we choose the representative (w, ν) of ψ in the dominant cell L+.
Then we have also (w1, ν1) = S1(w, ν) and (w2, ν2) = S2(w, ν), one of which may
coincide with (w, ν), but not both. See Figure 35. We denote by p12, p1 and p2 the
second coordinates of the points P12, P1 and P2:
(14.30)
p1 =
w1 − w
3
=
ν − w
2
,
p2 =
w − w2
3
=
ν + w
2
,
p12 =
w1 − w2
3
= ν .
We use the notation p1A and p
1
B for the quantities pA and pB when they refer to
(w1, ν1) ∈ OW(ψ)+n , and analogously for p2A, p2B, and p12A , p12B .
Lemma 14.18. With the notation just introduced we have the following relations:
(14.31)
ε = 1 ε = −1 ε = 1 ε = −1
p1A −p12 − 1 p1 − 1 p1B −p1 p12
p12A −p2 − 1 −p1 − 1 p12B p1 p2
p2A p2 − 1 −p12 − 1 p2B p12 −p2
Proof. A short computation. Check in [Math. 22a]. 
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2w/3 2w1/32w2/3
P12
P2
P1
Figure 35. Points in the (h/3, p)-plane corresponding to the K-
types for which there may be minimal vectors in F w,νn .
We may have w = w1; then point P1 corresponds to a 1-
dimensional K-type, and P12 and P2 coincide. Similarly, if w = w2
then we need not consider P2, and P1 and P12 coincide.
2w/3 2w1/32w2/3
(pB)
2
(pA)
2
(pB)
12
2w/3 2w1/32w2/3
(pB)
1
(pB)
12
(pA)
1
Figure 36. Points in the (h/3, p)-plane corresponding to the tran-
sition between the regions in Lemma 14.17.
Only the positive values are relevant. See Figure 36 for their position in the
(h/3)-p-plane.
Remark 14.19. The union of the sectors Sect(w′) with w′ ∈ OW(ψ)+ is divided
into cells by the boundary lines of the sectors. For each cell, the lower boundary
lines belong to the cell, the upper boundary lines belong to the higher neighboring
cells.
The cases (1) Mψn;h,p = Wψn;h,p,p, (2) Vψn;h,p,p , Mψn;h,p , Wψn;h,p,p, and (3)
Mψn;h,p = Vψn;h,p,p, are constant on each cell. (This follows from the injectivity
of the shift operators implied by Lemmas 14.13 and 14.14.) Moreover, going up-
wards between neighbouring cells, the rank of the case as indicated above does
not decrease. (This follows from the dependence on p of the quantities A and B
in (14.28).)
Proposition 14.20. Let ψ ∈ WIP represented by (w, ν) ∈ L+. Denote (w j, ν j) =
S j(w, ν).
i) If m0(w) ≥ ν−εw2 , then for all (w′, ν′) ∈ OW(ψ)+:
(w′, ν′) ∈ OW(ψ)+n and Mw
′,ν′
n = Vw
′,ν′
n .
ii) Suppose that 0 ≤ m0(w) < ν−εw2 . For the K-types τup occurring in F ψn the
following statements hold:
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a) If ε = 1, then m0(w1) < 0, and
(14.32)
Mψn;h,p,p = Vψn;h,p,p for (h/3, p) ∈ Sect(w1) ,
Vψn;h,p,p ,Mψn;h,p ,Wψn;h,p,p otherwise .
b) If ε = −1, then m0(w2) < 0, and
(14.33)
Mψn;h,p,p = Vψn;h,p,p for (h/3, p) ∈ Sect(w2) ,
Vψn;h,p,p ,Mψn;h,p,p ,Wψn;h,p,p otherwise .
iii) Let m0(w) < 0, and F ψn , {0}.
a) If ε = 1 then 0 ≤ m0(w2) < ν+w2 , and for (h/3, p) ∈ Sect(w2)
(14.34)
Mψn;h,p,p = Vψn;h,p,p for (h/3, p) ∈ Sect(w1) ,
Mψn;h,p,p = Wψn;h,p,p if (h/3, p) < Sect(w) ,
Vψn;h,p,p ,Mψn;h,p,p ,Wψn;h,p,p otherwise .
b) If ε = −1 then 0 ≤ m0(w1) < ν−w2 , and for (h/3, p) ∈ Sect(w1)
(14.35)
Mψn;h,p,p = Vψn;h,p,p for (h/3, p) ∈ Sect(w2) ,
Mψn;h,p,p = Wψn;h,p,p if (h/3, p) < Sect(w) ,
Vψn;h,p,p ,Mψn;h,p,p ,Wψn;h,p,p otherwise .
Proof. Under the assumption m0(w) ≥ ν−εw2 in part i) we have
m0(w1) = m0(w) − εp1 ≥ ν − εw2 − ε
ν − w
2
=
1 − ε
2
ν ≥ 0 ,
m0(w2) = m0(w) + εp2 ≥ ν − εw2 + ε
ν + w
2
≥ 0 .
Furthermore we have, under the assumption that m0(w) ≥ ν−εw2
m0(w1) − p1B =
ε − 1
4
(ν + w) + m0(w) ≥ ε + 14 (ν − w) ≥ 0 ,
m0(w) − p12B = m0(w) −
ν − εw
2
≥ 0 ,
m0(w2) − p2B = −
ε + 1
4
(ν − w) + m0(w) ≥ 1 − ε4 (ν + w) ≥ 0 .
This implies that the bottom cells mentioned in Remark 14.19 are of type (3).
Hence all cells are of this type, and part i) follows.
For case ii) we consider only ε = 1. For ε = −1 one can proceed analogously.
Since m0(w) ≥ 0 and ε = 1, we have also m0(w2) = m0(w) + p2 ≥ 0. But,
m0(w1) = m0(w)− p1 < ν−w2 − ν−w2 = 0. So the union Sect(w2)∪Sect(w) corresponds
to the set of all K-types in F ψn .
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From
p2A = p2 − 1 =
ν + w
2
− 1 , m0(w2) = m0(w) + ν + w2 < ν = p
2
B ,
p12A < 0 ≤ m0(w) <
ν − w
2
= p1 = p12B ,
we conclude that the lowest cells of the sectors Sect(w2) and Sect(w) come under
case (2) of Remark 14.19. Replacing m0(w) by ν−22 the comparison with values of
pB becomes an equality. So above the line through P12 and P2 we are in case (3)
of Remark 14.19.
For case iii) we consider ε = 1, and leave ε = −1 to the reader. Then O1W(ψ)n ={w2}. Hence m0(w2) ≥ 0. Furthermore m0(w2) = m0(w) + p2 < 0 + ν+w2 . We have to
compare m0(w2) with
p2A =
ν + w
2
− 1 , p2B = ν .
Since m0(w2) ≤ p2A, case (1) in Remark 14.19 holds for the lowest cell of Sect(w2).
On and above the line through P12 and the point
(2w
3 , 0
)
condition (3) holds. 
14.9. Recapitulation of the proof of Theorem 14.4.
i) a) Proposition 14.12 and Lemma 14.16
b) Lemmas 14.15 and 14.16
c) Proposition 14.12
d) Proposition 14.12 and Lemma 14.16
ii) Subsection 14.7
iii) Proposition 14.20
14.10. Intersection of an upward and a downward shift operator. To prove
Theorem 14.4 we used Proposition 14.5, which gives an explicit description of ele-
ments of Fn of higher-dimensional K-type on which both downward shift operators
vanish. In the next result we consider the intersection of the kernels of an upward
and a downward shift operator.
Proposition 14.21. Let ψ ∈ WIP and let τhp be a K-type occurring in F ψ`,c,µ. Denote
by K±h,p the intersection of the kernels of S
±3
1 : F ψn;h,p,p → F ψn;h±3,p+1,p+1 and of
S ±3−1 : F ψn;h,p,p → F ψn;h±3,p−1,p−1. (The occurrences of ± are coupled.)
Then ψ = [w, ν] such that 0 ≤ m0(w) ≤ p, ν2 = (2p + 2±w)2, and ±1 = Sign (`).
The space K+h,p is spanned by ω˜
p,0
n (w, ν) and the space K−h,p is spanned by ω˜
0,p
n (w, ν).
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Up to a multiple, the basis functions of K±h,p have the following description.
(14.36)
F
(
na(t)k
)
=
∑
r:(−p,p), ε(r−r0(w))≥0
C±(r)ϑm(h,r) t∓(h+r)/2 e−pi|`|t
2
,
C+(r + 2) =
i(p + r + 2)
2
√
2pi|`|(1 + m(h, r)C+(r) (r0(h) ≤ r ≤ p − 2) ,
C−(r) =
i(p − r)
2
√
2pi|`|m(h, r)C−(r + 2) (−p ≤ r ≤ r0(h) − 2 ,
m(h, r) = m0(w) +
1
2
(±r − p) .
Proof. Suppose that F ∈ F ψn;h,p,p satisfies S ±3−1F = 0 and S ±31 F = 0. All possibilities
for the submodule structure of F ψn are considered in Figures 28–34. An inspection
of these figures shows that F cannot be in Vψn . It occurs in several cases inWψn .
For ± = +, it occurs in Figures 29, 30 and 31. Then ε = Sign (`) = 1, and there is
(w, ν) ∈ OW(ψ)+n and w′ ∈ O1W(ψ)rO1W(ψ)n such that (h, p) = 2w+3p = 2w′−3−3p.
For ± = −, Figures 32, 33, and 34 give ε = −1, and the existence of (w, ν) ∈
OW(ψ)+n and w′ ∈ O1W(ψ)rO1W(ψ)n such that (h, p) = 2w− 3p = 2w′ + 3 + 3p. This
implies that m0(w) ≥ 0 > m0(w′) in all these cases, and hence, by the definition of
m0 in Table 9, m0 ≤ p.
Part i) of Theorem 14.4 implies F ∈ Wψn , and that F .= ω˜p,0n (w, ν) if ± = +, and
F .= ω˜0,pn (w, ν) if ± = −. Table 12 shows that w and ν have to satisfy the relation(
p + 1 ± w+ν2
)(
p + 1 ± w−ν2
)
= 0. Moreover, the determining component is
(14.37)
fr0(h) = t
m0(w)+1 W−p−(εw+1)/2,−p−1−εw/2(2pi|`|t2)
.
= tm0(w)−2p−εw e−pi|`|t
2
.
We carry out some Mathematica computations, in [Math. 22b]. For F ∈ K±h,p we
derive relations between consecutive components fr and fr+2 of F. These relations
lead to the description in the proposition. With the relations in Table 9 we check
that the determining component fr0(h) is proportional to the function in (14.37). 
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Part 4. Complements
Section 15 gives the irreducible (g,K)-modules that unitarizable. In Section 16
we mention consequences of this paper for the Fourier expansion of automorphic
forms with unrestricted growth.
15. Unitarity
A (g,K)-module V is unitarizable if there is a positive definite sesquilinear in-
variant linear form on V . If V is irreducible the such sesquilinear forms are unique
up to a positive factor. Unitarizability is a property of the isomorphism class of
the module. For each isomorphism class of irreducible modules we will determine
whether it is unitarizable.
15.1. Invariant sesquilinear forms and unitarizability. We will use sesquilinear
forms (·, ·), which are complex linear in the first variable and conjugate complex
linear in the second variable. Such a form is positive definite if (x, x) ≥ 0 for all x
in the domain, and if (x, x) = 0 implies x = 0.
A sesquilinear form on a g-module M is invariant if
(15.1)
(
Xv, w
)
+
(
v, X¯w
)
= 0 for all v, w ∈ M,X ∈ gc .
By X¯ for X ∈ g we denote the complex conjugate with respect to the real Lie
algebra g ⊂ gc. If M is a (g,K)-module we have (kv, kw) = (v, w) for all k ∈ K. If
M is irreducible all invariant sesquilinear forms on it are proportional.
A unitary (g,K)-module M is unitarizable if it allows a positive definite invariant
sesquilinear form on M. If M is irreducible all positive definite sesquilinear forms
are related by a positive factor.
In §15.2 and §15.3 we prove the following result:
Theorem 15.1. The following isomorphism classes of irreducible (g,K)-modules
are unitarizable.
• Type II.
– Unitary principal series. II0(w, ν) with ν ∈ iR>0 and w ∈ 2Z.
– Complementary series. II0(w, ν) with ν ∈ R≥0, and either 0 < |n| < 2,
w = 0, or |ν| < 1 and w ≡ 1 mod 2.
– II+(w, ν) with (w, ν) ∈ L+.
• Type IF. (w, ν) ∈ L.
– Discrete series. IF0(w, ν) with 1 ≤ ν ≤ w − 2;
– IF0(0, w) with w ∈ 2Z≥1;
– IF+(w,−1) with w ∈ 1 + 2Z≥0.
• Type FI. (w, ν) ∈ L.
– Antiholomorphic discrete series. FI0(w, ν) with 1 ≤ ν ≤ −w − 2;
– FI0(w, 0) with w ∈ 2Z≤−1;
– FI+(w,−1) with w ∈ −1 + 2Z≤0.
• Type FF.
– Trivial representation. FF(0,−2).
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15.2. Unitarizability of principal series representations. The positive definite
sesquilinear forms on principal series representations are known, in a much more
general context. For SU(2, 1) we have the following.
Proposition 15.2. The principal series representation Hw,νK is unitarizable in the
following cases:
i) Unitary principal series. For ν ∈ iR and w ∈ 2Z, with
(15.2)
( hϕp/2r/2,p/2(ν), h′ϕp′/2r′/2,p′/2(ν))ups = δp,p′ δr,r′ δq,q′ ∥∥∥ hΦp/2r/2,q/2∥∥∥2K .
ii) Complementary series. For ν ∈ R, with 0 < |ν| < 2 if w = 0, and |ν| < 1 if
w ≡ 1 mod 2, with
(15.3)
( hϕp/2r/2,p/2(ν), h′ϕp′/2r′/2,p′/2(ν))cmpl
= δp,p′ δr,r′ δq,q′
Γ
(
1 + w−ν+p+r2
)
Γ
(
1 + −w−ν+p−r2
)
Γ
(
1 + w+ν+p+r2
)
Γ
(
1 + −w+ν+p−r2
) ∥∥∥ hΦp/2r/2,q/2∥∥∥2K .
These sesquilinear forms are determined up to a positive factor. If w is odd and
ν = 0 the form
(·, ·)cmpl coincides with the form (·, ·)ups.
Discussion. The existence and description of the sesquilinear form of the unitary
principal series follows from, for instance, Theorem 2 in §2, Chap.III of [La74].
Take Kthere = SU(2) ⊂ K and Pthere = NAM. Wallach gives a discussion of the
principal series representation for SU(2, 1) in Section 7 of [Wal76].
Actually, we can say more. Complex conjugation gives a conjugate C-linear
map Cj : Hw,νK → Hw,ν¯K satisfying Cj (Xv) = X¯Cj v. The fact that
(·, ·)ups is a
sesquilinear form on Hw,ν is equivalent with the identification of Hw,νK with its con-
jugate dual (g,K)-module. Theorem 3 in §2, Chap.III of [La74], applied with
Kthere = K and Pthere = NA implies that H
w,−ν
K is the dual module of H(w, ν). So
the conjugate dual module is Cj Hw,−νK = H
w,−ν¯
K . For ν ∈ iR we get part i) of the
proposition. For general ν ∈ C the relation
(15.4)
( hϕp/2r/2,p/2(ν), h′ϕp′/2r′/2,p′/2(−ν¯))ups = δp,p′ δr,r′ δq,q′ ∥∥∥ hΦp/2r/2,q/2∥∥∥2K
determines a g-invariant map
(15.5)
(·, ·)ups : Hw,νK × Hw,−ν¯K → C
that is C-linear in the first factor and conjugate C-linear in the second factor.
We may use the meromorphic family i0 of (g,K)-isomorphisms Hw,νK → Hw,−νK to
get another g-invariant sesquilinear form. The family i0 has no singularities under
generic parametrization, and i0 ◦Cj identifies Hw,ν¯K with the conjugate dual of Hw,νK .
This leads to
(15.6)
(·, ·)cmpl : Hw,νK × Hw,ν¯K → C
C-linear in the first factor and conjugate C-linear in the second factor, given by
(15.7)
(
ϕ1, ϕ2
)
cmpl =
(
ϕ1, i0 ϕ2
)
ups .
In particular, for ν ∈ R this gives an invariant sesquilinear form on Hw,νK for all
ν ∈ R for which i0 is well-defined.
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Lemma 15.3. If ν ∈ R and (w, ν) corresponds to generic parametrization the
sesquilinear form
(·, ·)cmpl is positive definite precisely under the conditions in
part ii) of the proposition.
Proof. For given w ∈ Z the factor
(15.8) c(p, r, ν) =
Γ
(
1 + w−ν+p+r2
)
Γ
(
1 + −w−ν+p−r2
)
Γ
(
1 + w+ν+p+r2
)
Γ
(
1 + −w+ν+p−r2
)
in (15.3) should have the same sign for all p ∈ Z≥0 and r ≡ p mod 2, |r| ≤ p.
Writing A = 1 + w/2, B = 1 − w/2, a = p+r2 and b = p−r2 we are in the situation
of Lemma 15.4 below. Hence if w ∈ 2Z we need w = 0, and ν2 ∈ (−1, 1), and if
w ≡ 1 mod 2 then |x| < max(12 , 1 − |w|2 ) = 12 . 
Lemma 15.4. Let x ∈ R, A, B ∈ 12Z, A ≡ B mod 1. Then
p(a, b, x) =
Γ(A + a − x) Γ(B + b − x)
Γ(A + a + x) Γ(B + b + x)
> 0 for all a, b ∈ Z≥0
if and only if
A, B ∈ Z≥1 and |x| < min(A, B) ,
or A, B ∈ 1
2
+ Z and |x| < max(12 ,min(A, B)) .
Proof. First we consider A, B ∈ Z. Then we need to have p(a + 1, b)/p(a, b) =
A+a−x
A+a+x > 0 for all a, b ∈ Z≥0. If A = 0 this does not hold for a = 0. So we
need A ≥ 1. Then A + a > 0 for all a ∈ Z≥0, and A + a + |x| > 0. Then we
need also A + a − |x| > 0, hence |x| < A. If this condition is satisfied the quotient
Γ(A + a − x)/Γ(A + a − x) is indeed positive.
Similarly we arrive at the condition |x| < B.
Now let A, B ∈ 12 + Z. Then A + a does not take the value 0, and from the
requirement that Γ(A + a − x)/Γ(A + a + x) > 0 we arrive at the condition that
|x| < |A + a| for all a ≥ 0. If A > 0 this leads to the necessary condition |x| < A. If
A < 0 we take a = −A − 12 to get the necessary condition |x| < 12 . We check that
Γ(A + a − x)/Γ(A + a + x) is indeed positive if this condition holds.
For the other quotient we arrive at the condition |x| < max( 12 , B). Both conditions
together give the condition in the lemma. 
15.3. Unitarizability of irreducible submodules. Irreducible modules occur in
principal series representations Hw,νK , as the whole of H
w,ν
K under general para-
metrization, and as a genuine submodule under integral parametrization. So for
the types II+, IF, FI and FF we assume that (w, ν) ∈ WIP.
Equation (15.7) defines a sesquilinear form with help of the meromorphic family
i0 of morphisms Hw,νK → Hw,−νK of (g,K)-modules defined in (10.19). At values ν =
ν0 in Z it need not be an isomorphism. It may even have a singularity. Replacing
i0 by α(ν) i0 for a suitable analytic function α we may remove the singularity at ν0.
For an irreducible module, the resulting sesquilinear form is unique up to a constant
in C∗ if we work with an irreducible module.
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So the outcome of a check whether the form can be made positive definite on
the submodule of Hw,νK in which we are interested, determines the unitarizabiliy of
this module. For ν = 0 we work with
(·, ·)ups instead of (·, ·)cmpl.
15.3.1. Isomorphism types II+. The isomorphism class II+(w, ν) is represented by
a module V ⊂ Hw,νK with (w, ν) ∈ Z2, w ≡ ν mod 2 and ν ≥ |w|. The module V has
parameters
[
λ2(w, ν);−w, ν;∞,∞]. See Figures 12, 14 and 15.
The basis vectors occurring in V are hϕp/2r/2,p/2(ν) with p = ν + a + b, h =
−w+ 3(a− b) and r = 13 (h− 2w) = a− b−w with a, b ∈ Z≥0. The factor c in (15.8)
takes the value
(15.9) c(p, r, ν) =
a! b!
(a + ν)! (b + ν)!
.
This is well defined for a, b ∈ Z≥0, and positive. So the isomorphism class II+(w, ν)
is unitarizable. See [Math. 23a] for computations. If ν = 0 the positive definite
sesquilinear form is induced by sesquilinear form
(·, ·)ups of Hw,0K .
15.3.2. Isomorphism types IF and FI. In Table 8 we listed the isomorphism classes
IF(w, ν) and FI(w, ν) and parameters of a submodule of Hw,νK representing this class.
From this table we collect the information in Table 17.
isomph. class h0 p0 A B
a IF0(w, ν) 1 ≤ ν ≤ w − 2 2w 0 ∞ w−ν2 − 1
b IF0(w, 0) w ∈ 2Z≥1 2w 0 ∞ w2 − 1
c IF+(w, ν) 2 − w ≤ ν ≤ −1 w−3ν2 w+ν2 ∞ −ν − 1
d IF0(w,−w) w ≥ 1 2w 0 ∞ w − 1
e FI0(w, ν) 1 ≤ ν ≤ −w − 2 2w 0 −w+ν2 − 1 ∞
f FI0(w, 0) w ∈ 2Z≤−1 2w 0 −w2 − 1 ∞
g FI+(w, ν) w + 2 ≤ ν ≤ −1 3ν+w2 ν−w2 −ν − 1 ∞
h FI0(w, w) w ≤ −1 2w 0 −w − 1 ∞
Table 17. Isomorphism classes of types IF and FI.
.
Cases b and f. In cases b and f the irreducible module is contained in Hw,0K . By
restriction of
(·, ·)ups we get a positive definite sesquilinear form.
Case a. We take
(15.10) ca(p, q, ν′) = −
sin pi ν
′+w
2
sin pi ν
′−w
2
c(p, r, ν′) .
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With some relations for gamma functions and goniometrical functions this mero-
morphic function in ν′ can be written as
(15.11) ca(p, q, ν′) = (−1)p−r
Γ
(−ν′−p+r+w
2
)
Γ
(
1 + −ν
′+p+r+w
2
)
Γ
( ν′−p+r+w
2
)
Γ(1 + ν
′+p+r+w
2
) .
We write p = p0 + a + b, h = h0 + 3(a− b), and r = 13 (h0 − 2wξ) + a− b, and obtain
(15.12) ca(p, r, ν) =
(
a + w−ν2
)
!
(w−ν
2 − b − 1
)
!(
a + w+ν2
)
!
(w+ν
2 − b − 1
)
!
.
The factors depending on a are positive for all a ∈ Z≥0; for the factors with b
we need 0 ≤ b ≤ wξ−ν2 − 1 = B. This means that ca induces a positive definite
sesquilinear form.
Case c.
(15.13)
cc(p, r, ν′) = (−1)1−(ν′+w)/2(sin pi ν′−w2 )−1 c(p, r, ν′)
= i−ν
′+p−r−w Γ
(
1 + −ν
′+p−r−w
2
)
Γ
(−ν′−p+r+w
2
)
Γ
(
1 + −ν+p+r+w2
)
Γ
(
1 + ν+p+r+w2
) ,
which specializes to
(15.14) cc(p, r, ν) = (−1)b
b! (−1 − b − ν)! (1 + w−ν2 )!(
1 + ν+w2
)
!
.
Sign changes can be avoided only if 0 ≤ b ≤ B = 0, which happens if ν = −1.
The other cases. In [Math. 23b] we handle the other cases in a similar way.
15.3.3. Type FF. We use ν ≤ |w| − 2 to describe the isomorphism class FF(w, ν)
with parameters [
λ2(w, ν); 2w, 0;− ν+w2 − 1,
w − ν
2
− 1] .
See Figure 13.
With
c f (p, r, ν) =
c(p, r, ν)
sin piw+ν2 sin pi
ν−w
2
this leads to
c f (p, r, ν) =
(−1)a+b
pi2
(
a + |ν−w|2
) ( |ν+w|
2 − 1 − a
) (
b + |ν+w|2
) ( |ν−w|
2 − 1 − b
)
.
See [Math. 23c]. This is well-defined for 0 ≤ a ≤ − ν+w2 − 1 and 0 ≤ b ≤ w−ν2 − 1.
The factor (−1)a+b shows that the sesquilinear form is positive-definite only if A =
B = 0, hence w = 0 and ν = −2. The isomorphism class FF(0,−2) contains the
trivial representation.
REPRESENTATIONS OF SU(2, 1) IN FOURIER TERM MODULES 119
15.4. Square integrability and unitarizability. Unitarizability is a property of
isomorphism classes. If a class is unitarizable, all (g,K)-modules M in that class
can be given a positive scalar product turning M into a pre-Hilbert space. It depends
on the actual realization M whether there is a natural description of the scalar
product, for instance for a realization as a space of Γ-invariant functions on G the
description by an integral over Γ\G.
On the other hand if an irreducible (g,K)-module M is a submodule of, for
instance, L2(Γ\G), then that fact provides M with a scalar product compatible with
the (g,K)-action. That puts a restriction on the isomorphism class of M; this can
only be one of the classes in Theorem 15.1.
16. Fourier expansion of automorphic forms
We summarize what the work in these note tells us concerning Fourier expan-
sions of automorphic forms with unrestricted growth on G = SU(2, 1). We consider
individual automorphic forms, families of automorphic forms with the spectral pa-
rameter ν as the parameter, and representation spaces of automorphic forms. We
compare our results with those of Ishikawa [Ish99].
16.1. Automorphic forms and their Fourier terms. We define an automorphic
form with unrestricted growth as a function in C∞(Γ\G)K that is a common eigen-
function of ZU(g) with eigenvalues given by a character ψ of ZU(g). If we impose
the additional condition of polynomial growth at all cusps we speak of automor-
phic forms, as is customary. We restrict ourselves to discrete subgroups Γ ⊂ G
that satisfy the condition on the cusps in Definition 5.1, which enables us to form
the functions f c ∈ C∞(Λσ(c)\G)K defined in §5.3.1, for c running through a set of
representatives of the Γ-orbits of cusps.
These functions f c have an absolutely convergent Fourier expansion (Proposi-
tion 5.2), with abelian terms, parametrized by β ∈ Z[i], and non-abelian terms
parametrized by infinite-dimensional representations of n = (`, c, µ) of N. The op-
erator FourN : C∞(Λσ(c)\G)K → FN , withN = β or n, is an intertwining operator
of (g,K)-modules (Proposition 8.4). This implies that the Fourier terms FourN f c
are elements of the modules F ψN , of which we have studied the structure.
16.2. An individual automorphic form. Let f be an automorphic form with un-
restricted growth, eigenfunction of ZU(g) for the character ψ, with a fixed K-type
τhp. With the action of kc we can move f to the highest weight p for that K-type.
Then the Fourier term FourN f c is an element of the highest weight space F ψN ;h,p,p
in the module F ψN .
It is important which type of parametrization corresponds to the character ψ of
ZU(g). See the overview in Table 6. Under simple parametrization the character
ψ corresponds to an orbit of the Weyl group in C2 of which at most two elements
(w,±ν) are in Z × C. Then the K-type has to satisfy |h − 2w| ≤ 3p, otherwise all
Fourier terms are zero. For generic multiple parametrization the situation is not
really different. There are three integral values of w in the Weyl group orbit cor-
responding to ψ, but only one of them satisfies h ≡ 2w mod 2. (This is illustrated
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in Figure 10.) Under integral parametrization we have to take into account each of
the two or three values in the set O1W(ψ) of the first coordinates of elements of the
Weyl group orbit associated to ψ.
16.2.1. N-trivial Fourier term. The Fourier expansion has a non-zero N-trivial
Fourier term under the condition that for some w ∈ O1W(ψ) the number r = h−2w3
satisfies r ≡ p mod 2, |r| ≤ p. For each such w ∈ O1W(ψ) there is a contribution to
Four0 f c
(
na(t)k) of the form
(16.1) c1t2+ν hΦ
p/2
r/2,p/2(k) + c2t
2−ν hΦp/2r/2,p/2(k)
with constants c1, c2 ∈ C, and the the polynomial functions hΦp/2r/2,q/2 on K in (3.5).
We use the Iwasawa decomposition writing each element of SU(2, 1) uniquely in
the form na(t)k ∈ NAK.
If ν = 0 we have to replace t2+ν and t2−ν by t2 and t2 log t. Under generic
parametrization the N-trivial Fourier terms are in a space of dimension 2 or 0. Un-
der integral parametrization the dimension of the space of N-trivial Fourier terms
can be at most 6.
16.2.2. Generic abelian Fourier terms. The abelian Fourier terms that are not N-
trivial are parametrized by β ∈ Z[i] r {0}. They have the general form
Fourβ f c
(
na(t)k
)
= χβ(n)
∑
r
fr(t) hΦ
p/2
r/2,p/2 ,
with the character βχ of N given in (4.8), and functions fr ∈ C∞(0,∞) with r
running from −p to p with steps of size 2.
In this case the condition for a non-zero Fourier term is that |h − 2w| ≤ 3p
for some w ∈ O1W(ψ). We have shown that there is a basis ωa,bβ (w, ν), µa,bβ (w, ν)
spanning the space F ψ
β;h,p,p of possible Fourier terms. The a, b ∈ Z≥0 parametrize
(h/3, p) =
(
2w/3 + a − b, a + b). In general we have no nice description of the
components fr occurring in these basis families. They are given by complicated
linear combinations of modified Bessel functions (Iν′ for µ
a,b
β and Kν′ for ω
a,b
β ). For
a = b = 0 there are simple formulas, see (10.6) and (10.8).
Even if, under integral parametrization, there happen to be several w j in O1W(ψ)
such that |h − 2w j| ≤ p, then the corresponding ωa,bβ (w j, ν j) are proportional, and
similarly for the µa,bβ (w j, ν j).
The basis family ωa,bβ has the nice property that all components of ω
a,b
β (na(t)k)
have exponential decay as t ↑ ∞. The components of µa,bβ have a nice behavior as
t ↓ 0 and at least some of them have exponential growth as t ↑ ∞.
16.2.3. Non-abelian Fourier terms. The non-abelian Fourier terms Fourn f c are
parametrized by n = (`, c, µ), where ` ∈ 12 σ(c)Z,0, c ∈ Z mod 2`, µ ∈ 1 + 2Z. The
Fourier terms have the form
(16.2) Fourn f c
(
na(t)k
)
=
∑
r
Θ`,c
(
h`,m; n
)
fr(t) hΦ
p/2
r/2,p/2(k) ,
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where Θ`,c is a theta function as described in (4.15), fr ∈ C∞(0,∞). The parameter
m of the normalized Hermite function h`,m in (4.22) should be in Z≥0 and satisfy
(16.3) (6m + 3)Sign (`) + h − 3r = µ ;
otherwise fr is zero. This imposes a restriction on µ, and may force some compo-
nents fr to vanish for r running from −p to p by steps of size 2.
There are families ωa,bn (w, ν) and µ
a,b
n (w, µ) that proved to be a basis for the space
F w,νn;h,p,p under the condition that ψ = [w, ν] corresponds to generic parametrization.
The properties of these basic families are the same as for the generic abelian Fourier
terms, except that now the components fr have expressions in Whittaker functions.
If (w0, ν0) corresponds to integral parametrization two complications may occur.
The first complication is the possibility that ν 7→ ωa,bn (w0, ν) or ν 7→ µa,bn (w0, ν)
vanish at ν = ν0. Proposition 14.2 and Definition 14.3 provide a way to handle
this problem, by considering the derivatives with respect to ν at such a point. The
other complication is that ωa,bn and µ
a,b
n (or their derivatives) are linearly dependent
functions at ν = ν0. In that case a third family υ
a,b
n may be necessary.
16.3. Families of automorphic forms. Instead of individual automorphic forms
we may consider families of automorphic forms. Then we take a non-empty open
set Ω ⊂ C and consider f ∈ C∞(Ω × (Γ\G)) such that ν 7→ f (ν, g) is holomorphic
on Ω for each g ∈ G and fν : g 7→ f (ν, g) is for each ν ∈ Ω an automorphic form
with K-type τhp and character ψ of ZU(g) of the form [w, ν]. For such a family we
keep fixed h, p, and w.
All Fourier terms FourN f cν of such a family are holomorphic in ν. We write
them as
(16.4)
Four0 f cν = c0(ν)
hϕ
p/2
r/2,p/2(−ν) + d0(ν) hϕp/2r/2,p/2(ν) ,
with hϕp/2r/2,p/2
(
na(t)k
)
= t2+ν hΦp/2r/2,P/2(k) ;
FourN f cn = cN (ν)ω
a,b
N (w, ν) + dN (ν) µ
a,b
N (w, ν) for N , N0 .
The coefficients cN and dN are holomorphic on
{
ν ∈ Ω : ν , w mod 2}, and
meromorphic on Ω. Singularities may occur at ν = 0 for c0 and d0, and at any
ν ≡ w mod 2 for Nn. Note that such singularities are not caused by the family, but
by the choice of the way in which we describe the Fourier terms.
16.4. Automorphic representations. One may also consider the (g,K)-module
M ⊂ C∞(Γ\G)K generated by a single automorphic form.
Under generic parametrization and forN , N0 we can describe the Fourier term
operators f 7→ FourN as a linear combination of intertwining operators M →MψN
and M →WψN , into the submoduleMψN generated by µa,bN (w, ν) and the submodule
WψN generated by the ωa,bN (w, ν). Under integral parametrization the structure of
M might be more complicated.
When we suppose that the (g,K)-module M generated by the automorphic form
f is irreducible, the task becomes simpler. We have to know which irreducible
submodules occur in F ψN . This was our motivation for the investigations in Part 3.
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See especially §12.3, 12.5 for N = N0, Theorem 13.3 for N = Nβ, β , 0, and
Theorem 14.4 for N = Nn.
If we know that the module M is contained in L2(Γ\G) that reduces the possi-
bilities still further. The module M then is unitarizable. This implies its isomor-
phism class is in the list in Theorem 15.1. Moreover the square integrability of
F implies the square integrability of all Fourier terms with respect to the measure
dn dtt5 dk. That reduces the possibilities to multiples of
hϕ
p/2
r/2,p/2(−ν) with Re ν > 0
for N = N0, and to elements ofWψN in the other cases.
16.5. Minimal K-types. A nice fact is that all irreducible (g,K)-modules have a
unique K-type of minimal dimension, and we have explicit descriptions of the basis
functions; see Propositions 13.2 and 14.5.
We work out explicitly the Fourier expansions in a number of cases, on the ba-
sis of the results in the previous sections. We carry this out for functions F ∈
C∞(Λσ\G)K on which ZU(g) acts according to a character ψ parametrized by
(w, ν) ∈ Z × C, as discussed in §9.2. By Λσ we denote one of the standard lat-
tices in N defined in §4.3.1. The function F may be for instance an automorphic
form with unrestricted growth.
We assume that F has highest weight p in the K-type τhp, and that F generates
an irreducible (g,K)-module MF with τhp as its minimal K-type.
We denote the Fourier coefficients by c∗ and d∗. If F has at most polynomial
growth at∞ then the coefficients d∗ vanish.
16.5.1. Principal series. In the first example we take (w, ν) ∈ Z×C such that 3ν .
w mod 2, Re ν ≥ 0. Then MF is isomorphic to the principal series representation
Hw,νK , and (h, p) = (2w, 0). So MF is in the isomorphism class II0(w, ν). The
function F has a Fourier expansion of the form
F
(
na(t)k
)
=
(
c0,+t2+ν + c0,− t2−ν
)
2wΦ00,0(k)(16.5)
+
∑
β∈Z[i]′
χβ(n)
(
cβ t2Kν(2pi|β|t) + dβ t2Iν(2pi|β|t)
)
2wΦ00,0(k)(16.6)
+
∑
`,c,µ
Θ`,c
(
h`,m0 ; n
)(
c`,c,µ t Wκ0,ν/2(2pi|`|t2)
+ d`,c,µ t Mκ0,ν/2(2pi|`|t2)
)
2wΦ00,0(k) .(16.7)
This expansion is based on §9.4. We denote Z[i]′ = Z[i]r {0}. The function 2wΦ00,0
on K spans the one-dimensional K-type τ2w0 .
The two terms in the N-trivial term (16.5) reflect the fact that under the assump-
tions on (w, ν) there are two modules, namely Hw,νK and H
w,−ν
K , in the isomorphism
class II0(w, ν) that occur in C∞(N\G)K in a linearly independent way.
The other abelian terms, in (16.6), contain the quickly decreasing modified
Bessel function Kν and the exponentially increasing modified Bessel function Iν.
Modules of type II0(w, ν) occur with multiplicity two in the Fourier term modules
F ψβ for generic characters χβ.
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In the non-abelian term (16.7) the variables run over ` ∈ σ2Z,0, c mod 2`, µ ∈
1 + 2Z, with the condition that
(16.8) m0 =
Sign (`)
6
(µ − 2w) − 1
2
∈ Z≥0 .
We use
(16.9) κ0 = −Sign (`)6 (µ + w) .
Condition (16.8) implies that not all parameters n = (`, c, µ) for the non-abelian
cases can contribute to the Fourier expansion. If (`, c, µ) can contribute, it con-
tributes to the corresponding non-abelian Fourier term via the quickly decreasing
Whittaker function Wκ0,ν/2, and via the exponentially increasing Whittaker function
Mκ0,ν/2.
16.5.2. Large discrete series. We take (w, ν) ∈ Z2, w ≡ ν mod 2 and ν ≥ |w| + 2,
with h = −w and p = ν. Then MF is a (g,K)-module in the isomorphism class
II+(w, ν). The condition ν ≥ |w| + 2 implies that this isomorphism class contains
a large discrete series representation. This does not mean that F has to be square
integrable in some natural way. It may be an automorphic form with exponential
growth at the cusp∞.
We get a Fourier expansion of the form
F
(
na(t)k
)
=
(
c0,0t2+ν + c0,1t2+(ν+w)/2 + c0,2t2+(ν−w)/2
) −wΦν/2−w,ν/2(k)(16.10)
+
∑
β∈Z[i]′
χβ(n)
∑
r:(−ν,ν)
t2+ν
(
cβ
(−iβ/|β|)(r+ν)/2 K−(w+r)/2(2pi|β|t)
+ dβ
(
iβ/|β|)(r+ν)/2 I−(w+r)/2(2pi|β|t)) −wΦν/2r/2,ν/2(k)(16.11)
+
∑
`,c,µ
∑
r:(−ν,ν)
Θ`,c
(
h`,m(r); n
)
tν+1
(
c`,c,µ(r) Wκ(r),s(r)(2pi|`|t2)
+ d`,c,µ(r) Vκ(r),s(r)(2pi|`|t2)
) −wΦν/2r/2,ν/2(k) .(16.12)
The K-type of F has dimension p + 1 = ν + 1 > 1. This K-type occurs in L2(K)
with multiplicity ν + 1. So we need a sum over basis functions −wΦν/2r/2,ν/2 where r
runs over −ν,−ν − 2, . . . ν − 2, ν.
For the N-trivial term (16.10) we use Proposition 12.4, which implies that the
large discrete series type occurs in F ψ0 with multiplicity 3; see also (12.9). Hence
we have three terms. In the case of principal series representation only one basis
function on K is relevant; we use the relation r = 13 (h − 2w) in §10.1.
For the abelian term (16.11) we use Proposition 13.2. Now all basis functions
−wΦν/2r/2,ν/2 on K are present. However the coefficients for the different values of r
are related. In fact the isomorphism type II+(w, ν) has multiplicity 2 in the Fourier
term modules F ψβ with β , 0.
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In the non-abelian term (16.12), based on Proposition 14.5, we use
(16.13)
m(r) = m0(w) +
ε
2
(r + w) ε = Sign (`)
κ(r) = −m(r) − εs(r) − 1
2
s(r) = −w + r
4
.
The summation runs over the same (`, c, µ) as in §16.5.1, with the condition that
m(r) = 0. The coefficients are related by the recursion relations
(16.14)
c`,c,µ(r + 2ε) = i
√
1 + m(r)c`,c,µ(r)
d`,c,µ(r + 2ε) = −d`,c,µ(r)/
√
1 + m(r)
for those r such that |r| ≤ ν and |r + 2ε| ≤ ν. For the parameter values (κ(r), s(r))
it may happen that the usual Whittaker functions Wκ(r),s(r) and Mκ(r),s(r) are linearly
dependent. So we give the name Vκ,s to the linear combination in (A.10). It defines
Vκ,s as a family of solutions of the corresponding Whittaker differential equation
that is holomorphic, even in s, and exponentially increasing.
16.5.3. Holomorphic discrete series. In the last example we take (w, ν) ∈ Z2, w ≡
ν mod 2, 1 ≤ ν ≤ w − 2 and (h, p) = (2w, 0). Then MF belongs to the isomorphism
class IF0(w, ν), which also contains a holomorphic discrete series representation.
The Fourier expansion of F has the following form.
F
(
na(t)k
)
= c0t2+ν 2wΦ00,0(k)(16.15)
+
∑
`,c,µ
c`,c,µΘ`,c
(
h`,m0 ; n
)
t Wκ0,ν/2(2pi|`|t2) 2sΦ00,0(k) .(16.16)
This expansion show that the isomorphism class IF0(w, ν) cannot occur in many
Fourier terms modules, and if it occurs, it does with multiplicity one. The expan-
sion implies that F has at most polynomial growth at the cusp∞.
For the N-trivial term (16.15) we use §12.5.3 to see that Hw,νK is the only principal
series representation containing a submodule in the isomorphism class IF0(w, ν).
Theorem 8.3 implies that holomorphic discrete series representations cannot occur
in generic abelian Fourier term modules.
For the non-abelian contribution we use Theorem 14.4, part ii), which puts two
additional conditions on (`, c, µ), and states that we get a contribution in W[w,ν]
`,c,µ .
Like in the previous cases, we have the general conditions 2` ∈ σZ,0, c mod 2`
and m0 = m0(w) =
Sign (`)
6 (µ − 2w) − 12 ∈ Z≥0. The additional conditions are
` < 0, and m0(w′) < 0 for some element (w′, ν′) in the Weyl group orbit of (w, ν).
The set of first coordinates of the element of the Weyl group orbit of (w, ν) is{
w, (−w+ 3ν)/2, (−w−3ν)/2)}; see Figure 7. This leads to the following conditions
on µ:
(16.17) − 3ν − 3 − w < µ ≤ 2w − 3 , µ ≡ 2w − 3 mod 6 .
We have, like in (16.9), κ0 =
µ+w
6 .
Special case. We consider the special case when κ0 = ν+12 and m0 = 0. Then
ν = w − 2 and µ = 2w − 3. (Under these assumptions, −3ν + 3 − w = 9 − 4w ≤ −3,
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so there are other values of µ contributing to the non-abelian term (16.16).) In the
corresponding non-abelian Fourier term we apply the specialization (A.13), and
obtain with (4.15) and the coordinates
z = 2r + it2 + ix2 + iy2 , u = ix + y
on the symmetric space in §2.4, the following explicit description.
(16.18)
Θ`,c
(
h`,m0 ; n
)
t Wκ0,ν/2(2pi|`|t2) .= t1+κ0 e−pi|`|t
2
.
= t1+κ0 e−pi`u¯
2+pii`z¯
∑
k∈Z
e2pi`
(
u¯−k−c/2`
)2
.
(By .= we denote equality up to a non-zero factor.) Except for the factor tκ0+1
this function on NA corresponds to an antiholomorphic function on the symmetric
space.
The terminology ‘holomorphic discrete series’ (respectively ‘antiholomorphic
discrete series’) arise from representations in functions on G with action of g by
left differentiation. The transition to right differentiation seems to interchange the
concepts ‘holomorphic’ and ‘antiholomorphic’.
16.6. Ishikawa’s Fourier expansions. Theorem 5.3.1 in [Ish99] gives Fourier ex-
pansions of automorphic forms with at most polynomial growth. The expansions
in parts i-1) and ii) of the theorem have the same overall structure as the expansions
in §16.5.1 and §16.5.2 above. Table 18 gives a comparison of notations.
A difference is the use of unscaled Hermite functions in the construction of the
theta-functions, and the corresponding different expression of the parameter κ in
the non-abelian terms. Ishikawa confirmed that this has to be corrected.
The expansions in parts i-2) and i-3) for the holomorphic and antiholomorphic
discrete series are not for a vector in the K-type with minimal dimension, but con-
cern a corner K-type (of higher dimension) on which one upward and one down-
ward shift operator vanish. These expansions are similar to the expansions in our
Proposition 14.21.
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Ishikawa this paper
the group K
§2.2 §3.2.2, (3.12)
dµ = µ1 − µ2 p
−µ1 − µ2 h
vk
hΦ
p/2
p/2−k,q/2
(µ1, µ2) τhp
the group N
p. 485 §4.1.3
E1, E2,+, E2,− 2X0, −X1, −X2
(2.1.1) (2.4)
exp
(
xE2,+ + yE2,− + zE1
)
n(−x,−y, z)
§5.1 (4.8)
ψ2pi`,2pi`′ χβ with β = ` + i`′
(5.2.1) (4.15)
ϑ`,(c)j
(
n(x, y, r)
)
Θ`,c
(
h j, n(y,−x, r))
the group A
§2.1 (2.5)
ar a(r)
Table 18. Comparison of notations in [Ish99] and this paper.
Appendix A. Special functions
In the description of eigenfunction modules we needed to use modified Bessel
functions and Whittaker functions. Here we collect some facts concerning these
special functions.
A.1. Modified Bessel functions. The modified Bessel differential equation is
(A.1) x2 j′′(x) + x j′(x) − (x2 + ν2) j(x) = 0 ,
for functions j on (0,∞). See, eg, [Wats].
The exponents near t = 0 are ν and −ν. The exponent ν leads to the following
modified Bessel function
(A.2) Iν(x) =
∑
m≥0
(x/2)ν+2m
m! Γ(ν + m + 1)
.
So Iν(x) = (x/2)ν h(x), where h is the restriction of a holomorphic function on C
with value 1 at x = 0. For ν ∈ C r Z the functions Iν and I−ν span the solution
space.
The solution
(A.3) Kν(x) =
pi
2
I−ν(x) − Iν(x)
sin piν
extends holomorphically to a function of ν ∈ C. It satisfies K−ν = Kν. It is linearly
independent of Iν. This independence can be seen in the behavior near x = 0. The
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expansion of Iν(x) near zero starts with a non-zero multiple of xν, or a multiple of
x−ν if ν ∈ Z≤−1. The expansion of Kν(x) has always non-zero multiples of xν and
of x−ν if ν < Z, and a logarithmic term if ν ∈ Z.
The linear independence is also visible in the asymptotic behavior as x ↑ ∞.
The function Kν is characterized by its exponential decay as x ↑ ∞; in fact it has
an asymptotic expansion
(A.4) Kν(x) ∼
√
pi
2x
e−x
∑
m≥0
(−1)m ( 12 − ν)m ( 12 + ν)m
m! (2x)m
,
whereas
(A.5) Iν(x) ∼ e
x
√
2pix
x ↑ ∞ .
See [Wats, 7.23].
A.1.1. Contiguous relations. Section 3.71 in [Wats] gives relations for Kν and Iν:
(A.6)
Kν−1(x) − Kν+1(x) = −2νx Kν(x) , Iν−1(x) − Iν+1(x) =
2ν
x
Iν(x) ,
Kν−1(x) + Kν+1(x) = −2K′ν(x) ,
Iν−1(x) + Iν+1(x) = 2I′ν(x) .
See [Math. A1].
A.2. Whittaker functions. The Whittaker differential equation for functions on
(0,∞) is
(A.7) y′′(τ) =
(1
4
− κ
τ
+
s2 − 1/4
τ2
)
y(τ) .
It has parameters κ, s ∈ C. See eg [Sla, (1.6.2)].
The exponents at τ = 0 are 12 + s and
1
2 − s. The exponent 12 + s leads to the
solution
(A.8) Mκ,s(τ) = τs+1/2 e−τ/2
∑
n≥0
(1
2 + s − κ
)
n(
1 + 2s
)
n
τn
n!
.
It is of the form τ 7→ τs+1/2 h(τ) with a holomorphic function h on C with value 1
at 0. If s ∈ C r 12Z the functions Mκ,s and Mκ,−s span the solution space. At values
s ∈ 12Z≤−1 the function Mκ,s may have a singularity.
The solution given for s < 12Z by
(A.9) Wκ,s(τ) =
pi
sin 2pis
∑
±
∓Mκ,±s(τ)
Γ(1/2 ∓ s − κ) Γ(1 ± 2s)
extends as a holomorphic function of s, and satisfies Wκ,−s = Wκ,s. This solution is
characterized by its exponential decay as τ ↑ ∞.
128 ROELOF BRUGGEMAN AND ROBERTO MIATELLO
It is convenient to have another solution that is invariant under s ↔ −s. We
make the choice to use
(A.10)
Vκ,s(τ) = W−κ,s(−τ)
(this implies a choice of a branch)
=
pii
sin 2pis
∑
±
±e±piis Mκ,±s(τ)
Γ(1/2 ∓ s + κ) Γ(1 ± 2s) .
Unlike Mκ,s and Mκ,s, this is not a commonly used notation. The expression in
(A.10) gives Vκ,s as a meromorphic linear combination of Mκ,s and Mκ,s. We may
check that it is actually holomorphic in s.
The functions Wκ,s and Vκ,s form a basis of the solution space for all ±s ∈ C. We
have the following meromorphic relation with Mκ,s. (See [Math. A2a].)
(A.11)
Mκ,s(τ) = epiiκ Γ(1 + 2s)
( −i e−piis
Γ(1/2 + s + κ)
Wκ,s(τ)
− 1
Γ(1/2 + s − κ) Vκ,s(τ)
)
.
Exponential decay and growth. We have as τ ↑ ∞
(A.12)
Wκ,s(τ) ∼ τκ e−τ/2 ,
Vκ,s(τ) ∼ −e−piiκ τ−κ eτ/2 .
We use (4.2.22) in [Sla] for Wκ,s, and (4.1.21) to get the asymptotic behavior of
Vκ,s. Check in [Math. A2b].
Specializations. For special combinations of the parameters these Whittaker func-
tions have expressions in simpler functions. (See [Math. A2c].)
(A.13)
Wκ,±(κ−1/2)(τ) = τκ e−τ/2 = Mκ,κ−1/2(τ) ,
Vκ,±(κ+1/2)(τ) = −e−piiκ τ−κeτ/2
= −e−piiκMκ,−κ−1/2(τ) .
The relations with Mκ,κ±1/2 are valid as holomorphic functions in κ. The function
Mκ,s may have a singularity as a function of two variables at these points.
Linear dependence. The families Wκ,s and Vκ,s are linearly independent for all
choices of the parameters.
If s < 12Z≤−1 we obtain from (A.11):
(A.14)
Mκ,s ∈ CWκ,s ⇔ 12 − κ + s ∈ Z≤0 ,
Mκ,s ∈ CVκ,s ⇔ 12 + κ + s ∈ Z≤0 .
A.2.1. Contiguous relations. We will need several of the relations in Section 2.5
of [Sla]. See also [Math. A2d]
W′κ,s(τ) =
(1
2
− κ
τ
)
Wκ,s(τ) − 1
τ
Wκ+1,s(τ) ,
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V ′κ,s(τ) =
(1
2
− κ
τ
)
Vκ,s(τ) +
(κ + 1/2)2 − s2
τ
Vκ+1,s(τ) ,
M′κ,s(τ) =
(1
2
− κ/τ)Mκ,s(τ) − (12 + κ + s)τ−1Mκ+1,s(τ) ;
(τ − 2κ)Wκ,s(τ) = Wκ+1,s(τ) + ((κ − 1/2)2 − s2)Wκ−1,s(τ) ,
(τ − 2κ)Vκ,s(τ) = +(s2 − (κ + 1/2)2)Vκ+1,s(τ) − Vκ−1,s(τ) ,
(τ − 2κ) Mκ,s(τ) = (12 − κ + s)Mκ−1,s(τ) − (12 + κ + s)Mκ+1,s(τ) ,
Wκ+1/2,s(τ) = (s − κ)Wκ−1/2,s(τ) + τ1/2 Wκ,s−1/2(τ) ,
Vκ+1/2,s(τ) = (κ + s)−1Vκ−1/2,s(τ) − i
κ + s
τ1/2Vκ,s−1/2(τ) ,
(s + κ) Mκ+1/2,s(τ) = (κ − s) Mκ−1/2,s(τ) + 2sτ1/2 Mκ,s−1/2(τ) ,
Wκ+1/2,s(τ) = −(κ + s) Wκ−1/2,s(τ) + τ1/2 Wκ,s+1/2(τ) ,
Vκ+1/2,s(τ) =
1
κ − sVκ−1/2,s(τ) +
i
s − κ τ
1/2Vκ,s+1/2(τ) ,
(2s + 1) Mκ+1/2,s(τ) = (2s + 1) Mκ−1/2,s(τ) − τ1/2 Mκ,s+1/2(τ) .
We will use the following result, which is stronger than the linear independence
of Vκ,s and Wκ,s.
Lemma A.1. Suppose F is a finite linear combination of functions tc Vκ+m,s(τ) with
c,m ∈ Z. If F(τ) = O(1) as τ ↑ ∞, then F = 0.
Proof. With the contiguous relations we can write τVκ,s as a linear combination of
Vκ−1,s, Vκ,s, and Vκ+1,s. Using this repeatedly we write F in the form
F(τ) =
∑
j
c j Vκ+ j,s(τ) ,
where only finitely many coefficients c j are non-zero.
Let j0 be the minimal value of j for which c j , 0. The asymptotic behavior
(A.12) implies that
F(τ) = −e−pii(κ+ j0)τ− j0 eτ/2 + O(τ− j0−1 eτ/2) .
Since F stays bounded as τ ↑ ∞ this implies c j0 = 0.
Thus we arrive at F = 0. 
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