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Abstract 
The theorem of van der Waerden on arithmetical progression is a classic result in combina- 
torics. While its original proof was of combinatorial nature, itwas shown by Furstenberg and 
Weiss that this theorem can be derived from topological dynamics. This last derivation is 
non-effective, and it is an interesting proof-theoretical problem to extract he computational 
content of this topological proof. This has been done by Girard using Kreisel’s no counter- 
example interpretation. Here, we give a direct constructive formulation of this topological 
proof, using basic notions of point-free topology. 
0. Introduction 
Since the work of Giidel on constructible sets [ll], it has been known that any 
arithmetical statement provable with the axiom of choice is provable without using 
this axiom. Intuitively, this means that, from any proof of a “concrete statement” (for 
instance, a purely existential statement) that uses Zorn’s lemma, a more usual. 
mathematical formulation of the axiom of choice, it is possible to extract a proof that 
does not use this axiom. It does not seem, however, that this method has been used in 
extracting constructive informations from given concrete examples of a complex proof 
of an arithmetical statement. 
Stimulated by results of de Bruijin and van der Meiden [3], of Martin-LGf [14], 
and of Johnstone [13], we started in [S] a program of constructivisation of 
some infinitary proofs in combinatorics (Ramsey’s theorem, Higman’s lemma) 
by applying localic methodology. Although the extent to which this yields new 
results is not yet known, the ideas of point-free topology seem to provide intuitions 
into finding constructive versions of results which classically use the axiom of 
choice. 
We give here a further illustration of this method by presenting a constructive 
version of the proof of van der Waerden’s theorem on arithmetical progression which 
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uses some elements of topological dynamics [9]. This last non-constructive proof is 
based on a simple topological lemma, which is a direct corollary of Zorn’s lemma 
(namely, the existence of minimal dynamical system). We formulate a point-free 
constructive version of this lemma. As could be expected from other examples [S, 61, 
this localic version has a direct (constructive) proof. This may be seen as the first step, 
in a simple concrete case, of a point-free theory of dynamical systems. From this result, 
the finite version of van der Waerden’s theorem can be derived along the line of the 
usual topological proof. Contrary to the classical argument however, there is no need 
to appeal to non-constructive principles in this derivation. 
After a first version of this paper was written, we became aware of the work [2,15], 
which, in the quite different field of functional analysis, illustrates this common idea 
that localic methods can be used to find sharper reformulations of basic non- 
constructive results, which become then constructively valid. Our work suggests that 
these methods, beside the purely mathematical advantage of solving problems con- 
cerned with equivariance or continuity in parameters [15], may be interesting also 
proof-theoretically in providing an elegant framework for extracting computational 
informations from given mathematical arguments. 
Our treatment of the topological proof of van der Waerden’s theorem is apparently 
different from the one presented in Girard’s book on proof theory [lo]. We have not 
tried though to compare in detail the two arguments, because the main emphasis is 
somewhat different. The main points of our paper are the formulation of a point-free 
version of a minimal property, whose ordinary version is proved via Zorn’s lemma, 
and the observation that this point-free version has a direct inductive proof.’ For the 
topological proof, we have been following the presentation of Graham et al. [12]. 
1. Infinitary version of the minimal property 
1.1. General notations 
A block is a finite sequence of O’s and 1’s. We use the notation A, B, C, . . . , for 
blocks, and write AB for the concatenation of two blocks A and B. If A = bl . . . b, then 
p is called the size of the block A. We say that A is a subblock of B if, and only if, B can 
be written BOAB1, where B,, or B1 may be empty. If both BO and B1 are empty, then 
A is B itself, otherwise we say that A is a strict subblock of B. If BO is empty, we say 
that A is an initial subblock of B, and if B1 is empty, we say that A is a Jinal subblock 
of B. We say that A auoids B if, and only if, B is not a subblock of A. These relations are 
decidable. 
A condition is a finite sequence of integers. We write rr, r, . . . , for conditions. We say 
that r is a direct extension of (T if, and only if, r is of the form on, where n is an integer. 
‘See the survey article [l] for a presentation of the theory of inductive definitions. 
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We say that a block A satisjies the condition cr = nl . . . np if, and only if, for any 
i I p, and any subblocks B and C of the block A, if B is of size i and C of size 2 ni, 
then the block B is a subblock of C. 
We let X be the product space (0, l}” of the discrete space (0, l}. An element of X is 
called a colouring. By Tychonoff s theorem, the space X of colourings is compact. This 
fact is crucial in the non-constructive topological proof of van der Waerden’s theorem, 
Notice that in a point-free way, the fact that X is compact is direct: this is 
a syntactical version of the compactness theorem for propositional ogic, which has 
a direct inductive proof. We shall verify below that a systematic point-free presenta- 
tion allows for direct inductive proofs, and avoids altogether the use of non-construc- 
tive principles. 
For any positive integer N, let WP(N) be the open subset of colourings 6! E X such 
that there exist k, 1 which satisfy a(k) = a(k + I) = -1. = a(k + (N - 1)1). The infini- 
tary version of van der Waerden’s theorem can be expressed as the equality 
WP(iV) = x. 
We say that a finite block A is a subblock of tl E X if, and only if, there exist n, p such 
that A is a(u + 1). . . u (n + p). A colouring p is said to be a subcolouring of another 
colouring c1 if, and only if, any subblock of /I is a subblock of cc This defines a preorder 
(that is, a reflexive, transitive relation) on the set X. 
We define the map T :X + X by T(a)(n) = a(n + 1). This is clearly a bijective 
homeomorphism, and the pair (X, T) is a basic example of a dynamical system, that is 
a compact space X together with a bijective homeomorphism. 
For u E X, let E be the topological closure of the set {T”(a) In E 21. It is clear that 
/I is a subcolouring of u if, and only if, /I belongs to Cr if, and only if, p is a subset of 5. 
1.2. The minimal property 
This proposition follows from a standard, non-constructive, use of Zorn’s lemma. 
Proposition (Minimal property). For any a E X, there exists a subcolouring j3 of 
u which is minimal. 
Proof. The set of non-empty closed subsets of o! ordered by containment is such that 
any chain is dominated, by compactness. By Zorn’s lemma, it contains a maximal 
element, which is clearly of the form B, and /I is then a minimal subcolouring of a. q 
Using this fact allows for an elegant derivation of van der Waerden’s theorem. By 
the minimal property, in order to show that WP(N) is a covering, it is enough to show 
that any minimal colouring is in WP(iV). We refer to [12] for the proof that indeed 
WP(N) covers the subspace of minimal colourings. 
This existence property however is highly problematic from a constructive point of 
view. In [12], it is shown (non-constructively) that a colouring c1 is minimal if, and only 
if, there exists a fixed infinite sequence nl, n2, n3, . . . , such that for any p, any subblock 
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of a satisfies the condition n 1 . . . np. This property suggests the point-free version of the 
minimal property presented in the next section.’ 
2. A point-free version of the minimal property 
From now on, all our definitions, and proofs, will be constructive. 
We describe in a point-free way the dynamical system (X, T), that is the topological 
space X with the group action 2 x X + X defined by (a, x) H T”(x). 
Let us say that a set U of blocks is monotone if, and only if, it is upward closed in the 
subblock ordering, i.e. we have B E U whenever A E U and A is a subblock of B. We 
say that U is a covering if, and only if, there exists M such that U contains any block of 
size 2 M. 
A typical example of a monotone set is the set W(N) of blocks A = bl . . . b, such 
that there exist k, 1 such that bL = bk+, = bk+21 = ... = blr+CN-ljl, where N is a fixed 
integer. This can be seen as the point-free version of the open subset WP(N). The 
theorem of van der Waerden on arithmetical progression can be formulated as the fact 
that W(N) is a covering. 
More generally, let W ‘(N, 1) be the monotone set of blocks that have a subblock of 
theformBA,B...BA,_,B,whereBisablockofsizeIandA,,...,A,_,haveallthe 
same size. Notice that W ‘(N, 1) coincides with W(N). The topological proof of van 
der Waerden’s theorem establishes that W’(N, 1) is a covering. 
A set of conditions is said to be monotone if, and only if, it contains all direct 
extensions of an element whenever it contains this element. A monotone set of 
conditions is said to be open if, and only if, it contains a condition whenever it contains 
all its direct extensions. This terminology follows that of the monograph [14]. 
Given a set U of blocks, we associate with it a monotone set U* of conditions: 
c E U* if, and only if, there exists M such that, if A satisfies (T and is of size 2 M, then 
A E U. To say that U is covering is thus equivalent o saying that the empty condition 
is in U*. 
The following proposition is a point-free version of the minimal property. 
Proposition (Minimal property). If U is a monotone set of blocks, then U* is an open 
set of conditions. 
Proof. Let U be a monotone set of blocks and let rr = n, . . . nP be a condition such that 
all its direct extensions are in U*. We show that cs E U*. 
For this, we consider the proposition Pj that there exists M such that U contains 
any block that satisfies CJ, is of size 2 M and avoids at least j blocks of size p + 1. 
ZThis equivalent formulation is called the Bounded Gaps condition in [12]. It follows from the minimal 
property by an usual compactness argument. 
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Clearly, PO is the property c E U * we want to show, Pj holds for j big enough, taking 
M to be 0, because there are only a finite number of blocks of a given size. We show 
next that Pj+l implies Pj. 
Let us assume Pj+ 1. We have then M such that U contains any block that satisfies 
0, is of size 2 M and avoids at least j + 1 blocks of size p + 1. The direct extension 
aM of 0 is by hypothesis an element of U *. Hence, there exists N such that U contains 
any block satisfying oM and of size 2 N. I now claim that U contains any block that 
satisfies c, is of size 2 N and avoids at least j blocks of size p + 1, which establish the 
proposition. 
Indeed, let A be a block satisfying (r of size 2 N, and which avoids at least j blocks 
of size p + 1. 
If A satisfies oM, then A E U by choice of N. 
Otherwise, A satisfies cr and not aM. In this case, there exists a subblock B of A of 
size p + 1 and a subblock C of A of size 2 M such that C avoids B. Since B is 
a subblock of A, the block B differs from all the subblock of size p + 1 that A avoids. 
Hence, the subblock C of A avoids at least j + 1 blocks of size p + 1. By the choice of 
M, this implies C E U and hence A E U because U is monotone. 0 
Let us define a bar as a monotone set of conditions I/ such that the empty condition 
belongs to any open set of conditions that contains V.3 
Corollary. If U is a monotone set of blocks and U * contains a bar, then U is a covering. 
This follows directly from the minimal property, and the definitions. 
This result can be seen as a point-free version of the non-constructive fact that, in 
order to show that a monotone set U of blocks is a covering, it is enough to show that 
U contains a subblock of any minimal colouring. 
In practice, this can be used in the same way than the usual minimal property. We 
are going to illustrate this point by showing how to derive some instances of van der 
Waerden’s theorem, along the lines of its usual derivation from the classical minimal 
property [ 121. 
3. Derivation of van der Waerden’s theorem 
Before presenting the full derivation of van der Waerden’s theorem, we find it 
illuminating to show the derivation that W’(3,l) is a covering for any fixed 1, which 
illustrates the main points, and to give an example of how this proof can be 
3Classically, to say that a monotone set of conditions V is a bar is equivalent to say that for any infinite 
sequences n1, n2, n3,.  there exists p such that n, . . . np E V, but intuitionistically, this equivalence is the 
content of Brouwer’s bar theorem, discussed, for instance, in [7] and in our paper [4]. 
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instantiated. We recall that this means that any block that is “big enough” contains 
3 identical subblocks of size I in arithmetical progression. We shall not present 
a formal proof in the framework of inductive definitions, but instead try to emphasize 
the basic ideas behind this derivation.4 
Proposition. For any 1, the monotone set of blocks W’(3,l) is a covering. 
Proof. By the point-free version of the minimal property, it is enough to show that 
W’(3, I)* is a bar. 
Intuitively, we suppose given a “choice sequence” nl , n2, . . . of integers, and we want 
to show that eventually, we will find p, N such that W ‘(3,1) contains any block of size 
2 N which satisfies nl . . . np. 
The construction proceeds then as follows. We choose N bigger than all elements of 
the sequence v1 = I, v2 = 4nvI, . . . , v21 + 1 = 4nvzl. Let A be any block of size N which 
satisfies the condition n i . . . n,,~ We are going to show that A contains three identical 
blocks of size I in arithmetical progression. 
Remark first that if B is a subblock of A of size I vi, for i I 2’, and C is a subblock 
of A of size 2 n,, then B is a subblock of C. Indeed, because A is of size N, B 
is a subblock of a subblock B’ of A of size exactly vi. Since A satisfies the 
condition n1 . . . null, it follows that B’ is a subblock of C, and hence that B is a subblock 
of c. 
We let B1 be the initial subblock of A of size vl. I claim that there exists an initial 
subblock B2 of A of size 5 v2 of the form B1 C1 BIDI B;, where Ci, D1 have the same 
size, and B; is of the same size than B1. Indeed, if we consider the first consecutive 
4 subblock A of size n,, , say E = El E2 E3 E4, since A satisfies the condition nl . . . n,, , 
the block E2 contains a copy of B1. The block E can thus be put in the form 
B1 C1 BIDI B;E’ where Ci, D1 have the same size, and B; is of the same size than B1. 
Continuing in this way, and using the remark above, we build an initial subblock 
B i+l Of A of size I Vi+1 of the form BiCiDiB;, where Ci,Di have the same size, and 
Bi is of the same size than Bi. 
Let B; be the final subblock of BI of size 1. Notice that, for any i < j, we can find 
a subblock of A of the form B;CB[DBy, where C and D have the same size. 
By the box principle, since there are exactly 2’ blocks of size 1, there exists 
1 5 i < j I 2’ + 1 such that B: = By. The block A contains then three copies of the 
subblock B; in arithmetical progression. 0 
It is interesting to instantiate this argument on the simple case I= 1, which proves 
that W (3) is a covering. The instantiated argument gives that any block of size 
2 N = 124”‘, is in W (3). This can be compared with the bound 325 given by the 
*Ref. [4] contains all the basic tools for expressing this proof in the framework of inductive definitions. 
Alternatively, one can use Brouwer’s bar theorem, as presented in [7j. 
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combinatorial proof of van der Waerden [12). This difference of bounds is 
analysed in more details in the treatment of [lo]. The instantiated argument runs as 
follows. 
First we remark that any block of the form BCBDB’, where C and D have the same 
size, and B,B’ are of size 12, is in W (3). Indeed, if we write B = bl . . . bIz, either we 
have b4 = b5 = b6, in which case B E W (3), or we have bI = bi for some i, 4 I i I 6. If 
we write B’ = b; . . . b;,, two of the three elements bI, bzi- 1, b;i_ 1 are equal, and in 
each case, we get that BCBDB’ E W (3). 
The next step is to write El EzE3 E4 for the initial subblock of A of size N where each 
Ei is of size N1 = N/4. If the subblock E2 contains a copy of the initial subblock of A of 
size 12, we can apply the previous remark and conclude A E W (3). Otherwise, we have 
found a subblock A1 of A of size N1 which avoids the initial subblock of A of size 12. 
We can continue in this way, as long as we cannot apply the previous remark, building 
a sequence of blocks A0 = A, AI, AZ, . . . of size N,N1 = N/4, N2 = N,/4, . . . where 
Ai+l is a subblock of Ai which avoids the initial subblock Bi of Ai of size 12. By 
construction Ai avoids all the blocks Bo, . . . , Bi- 1, and hence the blocks Bi are all 
distinct. This implies that, at some point, we can apply the previous remark and 
conclude that AE W (3). 
We present now one constructive derivation of van der Waerden’s theorem, that is 
similar to its derivation from the classical minimal property presented in [12]. 
Theorem (van der Waerden). For all n, the monotone set of blocks W(n) is a covering. 
Proof. We show that W’(n, I)* is a bar for all 1, by induction on n. 
Intuitively, this means that, given a “choice sequence” nl, n2, . . _ of integers and an 
integer 1, we can find p, N such that W ‘(n, 1) contains any block of size 2 N which 
satisfies nl . . . np. It is clear that this holds for the value n = 1. We assume that this 
holds for a given n, and prove that it holds for the value n + 1. 
We recall that a block contains n copies of a given block B in arithmetic progres- 
sions if this block contains a subblock of the form BA1 B . . . BA,_ 1 B, where 
A 1, .*a 3 A,_ 1 are all of the same size. Notice that if a block contains n copies of B in 
arithmetic progressions, then it contains n copies of any subblock B in arithmetic 
progressions. We say that a block almost contains n copies of a given block B in 
arithmetic progressions if this block contains a subblock of the form 
BAIB . . . BA,_ 1 B’, where Ai, . . . , A,_ 1 are all of the same size, and B’ is of the same 
size than B. 
We notice first that a much stronger property follows if W’(n,l) holds for all 1. 
Given a choice sequence nl, n2 . . . of integers and an integer 1, we can find p, N such 
that any block A of size 2 N which satisfies n1 . . . np contains n copies of any subblock 
of A of size 1 in arithmetic progressions. Indeed, it is enough that p 2 1 and that N is 
such that any block A of size 2 N which satisfies n1 . . . nP contains n copies of one 
subblock of size nr, since this subblock will then contain as a subblock any subblock of 
A of size 1. 
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If p, N are chosen in such a way, any block A of size 2 2N which satisfies 
n1 . . . nP almost contains n + 1 copies of any subblock of A of size 1 in arithmetic 
progressions. 
Like in the previous derivation, we iterate 2’ times this operation. In this way, given 
a choice sequence n, , n2 . . . of integers and an integer 1, we can find p, N such that any 
block A of size 2 N which satisfies n 1 . . . np contains a family (Bi) of subblocks of A, 
for i I 2’ + 1, such that Bi is of size I and Bi+ 1 is of the form BiAl . . . BiA,B; where 
A 1, . . . , A,, are all of the same size, and Bf is of the same size than Bi. 
Let B[ be the final subblock of Bi of size 1. Notice that, for any i < j, we can find 
a subblock of A of the form B;AiB: . . . B;A,B;, where AI, . . . , A, have the same size. 
By the box principle, since there are exactly 2’ blocks of size 1, there exists 
1 I i < j 5 2’ + 1 such that By = By. The block A contains then n + 1 copies of the 
subblock By in arithmetical progression. 0 
It can be noted that a variation on this derivation gives a direct proof of the fact that 
W ‘(n, 1) is a covering for all 1, by induction on n. Indeed, if W’(n, I) is a covering for all 
1, and given lo, it is possible to find N so that any block A of size 2 N contains 
a family (Bi) of subblocks of A, for i I 2’0 + 1, such that B1 = A and Bi contains 
ablockoftheformBi+1Ar,...,Bi+lA,B:+i whereAr,...,A,areallofthesamesize, 
and B: + 1 is of the same size than B i+ 1 and B2ro+ 1 is of size I,,. (The main difference 
with the previous construction is that the sequence Bi is now built in the reverse 
direction; this remark appears essentially in [lo].) We can then proceed as above: if 
Bj’ is the final subblock of Bi of size 1, then there exists 1 I i < j I 2’0 + 1 such that 
By = $’ and the block A contains n + 1 copies of the subblock B:’ in arithmetical 
progression. 
4. Conclusion 
We list some questions naturally suggested by this work. The first one concerns the 
axiom of choice. How general is the method of point-free (or constructive) topology in 
extracting constructive proofs from classical arguments that use the axiom of choice? 
In particular, is it not possible in such a way to give an alternative proof of the fact 
that arithmetical statements provable with the axiom of choice are provable without 
using the axiom? It should be noted that, in all examples analysed so far, the point-free 
statement is provable intuitionistically within the framework of inductive definitions. 
Is there a natural mathematical statement that cannot be proved in this framework? 
Examples in functional analysis given in [2,15] may suggest some candidates, but we 
have not yet any conclusive result. 
Since we get a constructive proof of van der Waerden’s theorem, it will be natural to 
try to describe in more details the algorithm to which it corresponds. This may be 
connected to the algorithm we get by using the point-free version of Nash-Williams 
minimal bad sequence argument [S]. 
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It should be interesting to develop in a point-free way other notions used in the 
theory of dynamical systems, may be following the framework sketched in [16], and to 
formulate, for instance, generally in this framework and existence of minimal dynam- 
ical systems. Finally, a point-free version of measure and ergodic theory should be 
also of some interest, and may allow a constructive interpretation of the Ergodic 
theorem of Furstenberg [S]. 
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