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Special Section on Information and Communication System Security Efficient Fingercode Classification SUMMARY In this paper, we present an efficient fingerprint classification algorithm which is an essential component in many critical security application systems e.g. systems in the e-government and e-finance domains. Fingerprint identification is one of the most important security requirements in homeland security systems such as personnel screening and anti-money laundering. The problem of fingerprint identification involves searching (matching) the fingerprint of a person against each of the fingerprints of all registered persons. To enhance performance and reliability, a common approach is to reduce the search space by firstly classifying the fingerprints and then performing the search in the respective class. Jain et al. proposed a fingerprint classification algorithm based on a two-stage classifier, which uses a K-nearest neighbor classifier in its first stage. The fingerprint classification algorithm is based on the fingercode representation which is an encoding of fingerprints that has been demonstrated to be an effective fingerprint biometric scheme because of its ability to capture both local and global details in a fingerprint image. We enhance this approach by improving the efficiency of the K-nearest neighbor classifier for fingercode-based fingerprint classification. Our research firstly investigates the various fast search algorithms in vector quantization (VQ) and the potential application in fingerprint classification, and then proposes two efficient algorithms based on the pyramid-based search algorithms in VQ. Experimental results on DB1 of FVC 2004 demonstrate that our algorithms can outperform the full search algorithm and the original pyramid-based search algorithms in terms of computational efficiency without sacrificing accuracy. key words: vector quantization, fingercode, fingerprint classification, system software, homeland security
Introduction
In the face of strong needs arising from counter-terrorism and anti-money laundering requirements, new technologies and standards have been developed recently to address key issues related to the identification needs of financial and government systems [1] , [2] . With the emerging trend of incorporating biometrics information in e-finance and e-government systems arising from international efforts against terrorist financing and for effective border control, biometric identification is gaining increasing importance as a component in information security applications. Among all the biometric characteristics, fingerprints have been shown to have one of the highest levels of reliability [3] . Fingerprint identification systems have become an essential component in security-sensitive application systems and are used in a wide range of civilian and commercial applications for user authentication purposes (e.g. biometric passport, electronic fund transfer, door access to critical facilities). A typical fingerprint identification system has to match a given fingerprint with each of the templates of all registered people [4] . Since each match is computationintensive, the maximum size of the database has a critical impact on the efficiency of the identification system [5]. To enhance the efficiency of fingerprint identification, a common approach is to firstly classify the fingerprints, and then perform matching only within the respective class, as shown in Fig. 1 . Hence, fingerprint classification is able to reduce the number of templates that has to be matched, thus greatly reducing fingerprint identification time for a large database.
Various schemes have been developed for automatic fingerprint classification, which can be broadly classified into two categories: structure-based schemes and modelbased schemes. Structure-based schemes, such as [6], use the estimated orientation field of fingerprint images to classify fingerprints.
The weakness of this scheme is that it is very difficult to reliably obtain the estimated orientation field in low quality fingerprint images. With model-based schemes, such as [7], the locations of singular points (core and delta) are used to classify fingerprints. The problem of these schemes is that in real situations singular points could be difficult to detect in noisy fingerprint images; in addition, some new fingerprint scanning devices may capture only a part of the fingerprint, which often makes the delta points missing.
[8] proposed a fingerprint classification algorithm that aimed to overcome the problems of the existing schemes. This algorithm is based on fingercode, which is directly de- rived from the local ridge structures and does not use the core points and estimated orientation field explicitly. [8] firstly uses a bank of Gabor filters [9] to encode both local and global details in a fingerprint as a fingercode, which is represented by a fixed-length vector. The classification algorithm is divided into the pre-computing phase and online computing phase (as shown in Fig. 2 ), which are described as follows: Pre-computing phase: Suppose there are some templates (fingercodes) in the database which are manually labelled with one of the five classes, namely, whorl, right loop, left loop, arch and tend arch (as shown in Fig. 3 ). Select the templates of any pair of two classes, and then train a multilayer feed-forward neural network [10] to distinguish between each pair of classes using the templates from only the two corresponding classes in the database. The input of each neural network is a fingercode, and the output is the determined class from the pair of classes. Note that these neural networks have one hidden layer with 20-40 neurons, and two output neurons [8] . The number of the input neurons is equal to the dimension of the fingercode. There will be (C52)=10 neural networks since there are totally five classes. Online-computing phase: Each query fingercode is fed into a two-stage classifier, which classifies the fingerprint into one of the five classes. In the first stage, the squared Euclidean distance between the query fingercode and each tem-plate in the database is computed in order to find the K nearest templates. Since each template is manually labelled with the right class, two most possible classes can be found which are most frequently represented among the K nearest templates. The top two categories can be retrieved from the K-nearest neighbor classifier corresponding to the classes which have the highest and the second highest count among the K nearest neighbors. In the second stage , firstly select the corresponding neural network using the two most possible classes, and then send the query fingercode to the selected neural network for further classification in order to make the final decision between these two classes .
[8] reported that this scheme achieved a classification accuracy of 90 percent. In a typical fingerprint identification system, once a query fingerprint was misclassified , it would not be matched with any template of the misclassified category, and then it will be matched with all templates in the database to improve the matching accuracy.
Since the first stage needs more computation time compared with the second stage in the online-computation phase of fingercode-based fingerprint classification [8], it is more important to improve the performance of the K-nearest neighbor classifier to enhance the original approach . Our research focuses on the first stage of the classifier for the fingercode-based fingerprint classification. To find the K nearest templates of the given fingerprint, the fingerprint classification system needs to compute and compare the squared Euclidean distance between the user's fingercode and all stored templates, which is a computation-intensive process.
To enhance the performance of fingercode-based classification, we formulate the K-nearest neighbor classifier as a VQ encoding problem, which is an efficient technique for low-bit-rate image compression. We then investigate the various fast search algorithms in VQ [11], [12] and their potential application in improving the efficiency of the Knearest neighbor classifier in fingercode-based classification system.
However, the approach of applying VQ techniques to the K-nearest neighbor classifier is not straightforward. Though many efficient algorithms have been developed to enhance the VQ encoding process [13]-[26], not all VQ schemes can be applied directly to fingercode-based classification. The VQ encoding schemes can be roughly classified into two types according to the coding quality. The first type guarantees that the closest codeword is found Step 4: Filter the region of interest in four different directions using a bank of Gabor filters to produce a set of four filtered images. Properly tuned Gabor filters can remove noise, preserve the true ridge and valley structures, and provide information contained in a particular orientation in the image. In the fingerprint classification system, since a fingercode typically has several hundred dimensions, and there are thousands of templates in the database, the searching process is computation-intensive if the FS algorithm is used. From the above equation, each distance calculation needs k multiplication and 2k-1 additions. In the first stage, the FS method [11] computes the squared Euclidean distance between the given fingercode and each template and determines the K nearest ones, which have the minimal squared Euclidean distances. To find the K nearest templates, the FS method needs N distance computations and at least N-1 comparisons. In other words, it must perform kN multiplications, (2k-1)N additions and at least N-1 comparisons, which is time-consuming.
In order to accelerate the VQ encoding process, many fast methods [ Because of the test structure of the TSP and TNP algorithms, our algorithms are obviously more efficient than the original SP and NP algorithms, respectively.
The efficiency of our algorithms is illustrated through experimental results to be presented in the next section. Table 3 illustrates the respective performance comparisons.
Experimental Results

Experiments
As can be seen from Table 3 , the proposed TSP algorithm performs more efficiently than the original SP algorithm.
More importantly, experimental results also illustrate the scalability of our algorithm in the sense that the larger the number of the template is, the better Table 1 Average computation time for TSP with different start levels. Table 2 Average computation time for TNP with different start levels. Table 4 illustrates the respective performance comparisons. As can be seen from Table 4 , the proposed TNP algorithm can save nearly 7% computation compared with the original NP algorithm. Furthermore, although the TNP algorithm is more efficient than the TSP algorithm, as shown in the analysis in Sect. 3 and Sect. 4, TSP needs no extra memory, but TNP needs (k-1)/3-4 extra memories. Hence, the TNP algorithm is more suitable for the fingerprint classification systems with a small number of templates, but the TSP algorithm is more suitable for the ones with a large number of templates.
Conclusions
In this paper, we investigate how the various fast search algorithms in vector quantization (VQ) can improve the efficiency of the K-nearest neighbor classifier for fingercodebased fingerprint classification, and propose two efficient algorithms based on the pyramid-based search algorithms in VQ.
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