The phase transition of vortex matter from solid to liquid was studied in iron-based superconductors. Based on the traditional vortex glass theory, we have examined the magnetoresistivity data of iron-based superconductors using our extended thermal activation model:
Introduction
Recently discovered iron-based superconductors have various attractive properties, such as their superconducting transition temperatures and upper critical magnetic fields are higher than those of MgB 2 and comparable to those of the cuprate superconductors [1] [2] [3] [4] [5] . One of the interesting characteristics is that they exhibit a layered structure with conducting layers of FeAs and charge reservoir layers of ReO. This layered structure is very similar to that of cuprate superconductors. Like cuprate superconductors [6] [7] [8] , the phase transition of vortex matter from solid to liquid has also been studied in ironbased superconductors recently [9] .
The vortex solid state is characterized by a nonzero critical current density, while the vortex liquid is dissipative at all currents. The solid-to-liquid phase transition is most likely a first order melting transition in very clean systems, but it turns into a second order vortex glass transition for highly disordered systems involving point defects or Bose glass transitions in systems with corrected defects like ion-induced columnar defects or twin boundaries. With the assumption of the coherence length and the characteristic time , the dc current-voltage (I-V) characteristics for a vortex glass with quenched disorder are scaled with (1) where d is the dimensionality, E is the electrical field, J is the current density, and z is the dynamic critical exponent [10] [11] [12] [13] . Rydh et al [6, 7] modified the original vortex glass theory by introducing a new form of coherence length:
, with U eff effective pinning energy.
In this paper, we discuss the broadening of the resistive transition of iron-based superconductors and compared it with cuprate superconductors. From the method of scaling analysis, we find that the broadening of the resistive transition can be well described by our model.
Model
The broadening of the resistive transition of HTSC has been the subject of numerous experimental and theoretical studies. It is an intrinsic effect, since it was observed in polycrystalline and single crystal samples. Tinkham [14] suggested that the width of the transition (ΔT) is proportional to B 2/3 and indicated that this agrees well with that of the YBCO and BiSrCaCuO system. How-
ever, Palstra et al. [15] have found that this flux creep model is only applicable in a limited temperature regime.
Here, we use our former model [8] to investigate the iron-based superconductors prepared by Chen [16] and other types of superconductors [17, 18] .
In the thermal activation model, the resistance can be considered to be a result of the competition of thermal activation k B T and the effective pinning energy U eff , this results in the formula: (2) where ρ n appears to take a value close to the normal state resistance (In this paper, the critical temperature T c (0) of the iron-based superconductors [16] , MgB 2 [18] and our samples [17] are referenced from the reported data.). This expression is a typical scaling function of critical phenomena and is in excellent agreement with the vortex glass phase transition theory.
We studied the validity of Eqs. (2) by the method of the integral of the magneto resistance curve. Then we defined the magneto resistance as [19] ( 3) It is obvious that the area enclosed by the Δρ curve and the zero level represents the total increase in dissipation caused by the field. It is also equal to the extra work done by the external current source when the field is applied.
The area S that is calculated is ,
From Eqs. (2), one directly obtains (5) Note that because of the external current source and the intrinsic quenched disorder, the critical temperature T c (0) is a little different from the glass transition temperature T g (0) even in a zero field. Though the difference is quite small, the magnitude of is large enough that the second term at the right hand of Eqs. (5) should not be neglected.
From the relation [20] we have (6) where .
The magnetic field dependence of the area S predicted by Tinkham is proportional to B
2/3
, and now we predict the area S 0 + S is proportional to B β , in addition, we plot the log(S) versus log(B) to obtain the exponent λ, then compare it with the prediction of Tinkham. The numerical integration is handled by the Original 7.0 using the experimental data. In the end, we plot the scaling behavior of the raw data close to T c or T g to discuss the validity of our model.
Result and Discussion
We studied Eqs. (2) and (6) [18] . An easy way to confirm our model is to plot log(B) versus log(1−T g (B)/T c (0)) with a slope of 1/β and log(B) versus log(S + S 0 ) with a slope of 1/β s respectively.
In Fig. 1 , the ρ~T curves of the SmO 0.9 F 0.1 FeAs sample are shown. For a more reasonable discussion, we avoid using the ρ~T data in large fields where the dimensional transition will take place.
As we can see, a field of 9 Tesla slightly depresses the transition temperature by 1.4 K in SmO 0.9 F 0.1 FeAs, so we consider the broadening without any shift of the end point at T c (B).
The scaling behavior of vortex glass temperature T g versus field B is shown in Fig. 2 . In this paper, all the vortex glass temperatures are estimated by applying the Vogel-Fulcher relation: to the resistive tails [21] .
Utilizing these glass transition temperatures in different fields, we fit the raw data by our model which has been shown in Fig. 1 . The dash line is the theoretical fitting obtained by reasonable parameters ρ n = 0.6 mΩ·cm, T c (0) = 54 K, and v(z−1) = 3.9 ± 0.4. This is an explicit result shows that the experimental data is in good agreement with our model.
A similar analysis has been performed for the other two samples. The main results are shown in Table 1 . The local defect structure should have a profound influence on v(z− 1), a possible explanation is the variation of the quenched disorder with different samples. A comparison between these three samples in Table 1 reveals that β seems to decreases with increasing anisotropy. We should admit that equation is a more logical expression because T c (0) is not equal to T g (0) in zero fields, and will be incorrect. So we combine these two scaling lines of glass temperature into a single figure (Fig. 2) to make a comparison and find that neither deviates from the power law distinctly, but our expression is more precise at temperature far from T c (0).
Let us continue to discuss Eqs. (6) which is the proof of the validity of Eqs. (2) . Fig. 3 plots the numerical integration results of SmO 0.9 F 0.1 FeAs and Y 0.8 Er 0.2 Ba 2 Cu 3 O 7-δ , whereas Table 1 shows the critical exponents. Firstly, we should be aware that S 0 must not be neglected since the symbols of S 0 are away from S + S 0 obviously. Our expression deviates from the integration results of SmO 0.9 F 0.1 FeAs in the small field region and indicates that the glass behavior is weak since there are too few flux lines to exhibit glass behavior whereas the dissipation caused by the transport current at grain boundaries is relatively large in a near zero field. Secondly, comparing the exponent β s which is calculated from the numerical integration with the exponent β obtained from T g , we find that they are perfectly consistent with each other, which confirms the validity of Eqs. (6) . The parameters obtained from the integral fitting coincide with the one from the T g fitting, as shown in the caption of Fig. 3 . On the other hand, we also show the exponent λ obtained by plotting log(S) versus log(B) in Table 1 to compare it with Tinkham's prediction of 0.67. Our exponent qualitatively agreed with the prediction value and is consistent with other reports [19] . As has been reported [3, 4] , the properties of iron-based superconductors are similar with cuprate superconductors, but this is not the case in MgB 2 . Similar with Palstra's opinion [15] , our explanation is that the weak-link networks are strong in complex layered compounds because the "vortex motion" belongs to an irreversible process in a disordered system whereas the alloy MgB 2 does not have the layered structure. It is reasonable to observe this process only in a limited temperature range called the "irreversibility line" in HTSC. We should point out that our expression and imply a more clear and simple relation between the vortex glass theory and "irreversibility line", which has been studied but is not clear in Palstra and Pankert [22] . Considering that S and S 0 represent the total increase in dissipation caused by the field and current, respectively, the different mechanisms of dissipation may take an important role in these two behaviors and present different exponents.
Shown in Fig. 4 are the scaling results all of SmO 0.9 F 0.1 -FeAs. The temperature dependent resistance in the vortex liquid region for various magnetic fields is scaled onto a straight line with a slope equal to v(z−1) in Table 1 , therefore, this is more striking evidence for our model.
Conclusion
Our analysis uses the area of the magneto resistance vs. temperature curve. This method has the advantage of largely eliminating the contributions from sample imperfection and the complexity of channels available for electron transport to magnetic field dependence. A comparison between exponent β, which was calculated from our method and experiment data, confirms that our extended thermal activation model is a consistent description of the vortex glass theory. Furthermore, our model establishes a more clear relationship with Tinkham's model that means our model could also describe the "irreversibility line".
