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vR ´ESUM ´E
Conside´rons la loi de conservation scalaire ∂u/∂t + ∂f(u)/∂x = 0 quand la fonc-
tion de flux f(u) est concave convexe. Notre but dans cette recherche est de construire
un potentiel d’interaction de´croissant pour les quatre cas proble´matiques ge´ne´re´s par la
fonctionnelle Iguchi-LeFloch. Puis, nous allons tester les douze autres cas d’interactions
pour ve´rifier si le potentiel d’interaction est de´croissant. Ce travail est base´ sur la the´orie
des fonctions cine´tiques de LeFloch pour la re´gularisation des lois de conservation non
convexes. Les re´sultats pre´sente´s ici sont une ame´lioration par rapport a` ceux de Baiti,
LeFloch et Piccoli ainsi que ceux d’Amadori, Baiti, LeFloch et Piccoli.
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ABSTRACT
Consider the scalar conservation law ∂u/∂t + ∂f(u)/∂x = 0 when the flux function
f(u) is concave convex. Our goal in this research is to construct a decreasing interac-
tion potential for the four problematic cases generated by the Iguchi-LeFloch functional.
Then, we will test the twelve other interaction cases to check if the interaction potential
is decreasing. This work is based on LeFloch’s theory of kinetic functions for regulari-
sation of nonconvex conservation laws. The results presented here are an improvement
over those of Baiti, LeFloch and Piccoli as well as those of Amadori, Baiti, LeFloch and
Piccoli.
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1INTRODUCTION
Une loi de conservation est une e´quation diffe´rentielle aux de´rive´es partielles. Ces
e´quations proviennent de la me´canique des fluides ou` elles repre´sentent la conservation
de la masse, la quantite´ de mouvement, l’e´nergie et l’entropie. `A l’origine, elles ont e´te´
introduites par Euler et e´tudie´es par d’autres chercheurs comme Riemann, Stokes. Avec
l’arrive´e de la seconde guerre mondiale, les e´quations d’Euler sont e´tudie´es en profon-
deur puisqu’elles permettent de mode´liser les ondes de chocs ge´ne´re´es par les avions
supersoniques, les ogives et les bombes nucle´aires. Durant les anne´es 50, Oleinik (Olei-
nik, 1957; Oleinik, 1959) de´bute l’e´tude abstraite des lois de conservation avec le cas
scalaire ainsi que deux lois de conservation couple´es. Puis, Lax (Lax, 1973) se penchera
sur le proble`me de Riemann. Par la suite, les potentiels d’interaction Q(u(t)) seront in-
troduits par Glimm (Glimm, 1965) afin de pre´senter la premie`re preuve ge´ne´rale d’exis-
tence de solutions pour les syste`mes de lois de conservation. Les potentiels d’interaction
sont au coeur de la the´orie des lois de conservation et ils doivent satisfaire plusieurs
caracte´ristiques d’un point de vue mathe´matique. En effet,
1) le potentiel ne de´pend pas de la position exacte des ondes au temps t mais seulement
de leur ordre ;
2) le potentiel correspond a` une somme de termes qui sont quadratiques par rapport a` la
force des ondes ;
3) le potentiel doit eˆtre de´croissant pour une interaction entre deux ondes et celui-ci
diminue de manie`re proportionnelle au produit des ondes implique´es dans l’interaction ;
4) quand un potentiel d’interaction de´croissant satisfait 1), 2) et 3), il forme une com-
binaison line´aire avec la variation totale et le re´sultat est une mesure de´croissante de la
variation totale.
2Depuis la perce´e de Glimm (Glimm, 1965), d’autres individus ont contribue´ a` l’avance-
ment des connaissances concernant les lois de conservation. Au de´but des anne´es 80, des
gens ont ame´liore´ les techniques introduites par Glimm. Toujours durant cette pe´riode,
des chercheurs (Glimm and Lax, 1967; Liu, 1977a; Liu, 1977b; Liu and Yang, 1999;
Bressan et al., 1999) ont pre´sente´ des preuves d’existence, d’unicite´ et de stabilite´ de
solutions pour ces meˆmes lois, tout en respectant les conditions initiales a` petite varia-
tion totale, employe´es par Glimm dans ses travaux a` l’e´poque. Apre`s le de´veloppement
d’une the´orie mature d’existence, d’unicite´ et de stabilite´ pour les syste`mes convexes, la
question des syste`mes non convexes est apparue de plus en plus importante pour d’autres
personnes.
En effet, dans les anne´es 80 et 90, la majorite´ des travaux au sujet des syste`mes de lois
de conservation convexe concave se sont attarde´s a` ceux dont l’ensemble des solutions
e´taient caracte´rise´es par des re´gularisations visqueuses (diffusion). Nous pouvons main-
tenant affirmer que les travaux de Bressan et Bianchini (Bressan and Bianchini, 2005)
ont entie`rement re´gle´ la question de l’existence, de l’unicite´ et de la stabilite´. Durant
cette pe´riode, LeFloch a de´veloppe´ la the´orie des fonctions cine´tiques pour caracte´riser
les solutions des lois de conservation obtenues avec des re´gularisations plus ge´ne´rales
(de type diffusion-dispersion) (LeFloch, 2002).
Vers la fin des anne´es 90, Baiti, LeFloch et Piccoli (Baiti et al., 1999) ont propose´ une
nouvelle fonctionnelle de variation totale pour mesurer la force des ondes pour le flux
concave convexe le plus simple f(u) = u3. Leurs calculs de´montrent que cette fonction-
nelle est toujours infe´rieure ou e´gale a` ze´ro. Puis, Amadori, Baiti, LeFloch et Piccoli ont
utilise´ la meˆme de´finition pour la fonctionnelle de variation V (u) qui avait e´te´ introduite
dans (Amadori et al., 1999). Pour corriger l’augmentation de la fonctionnelle de varia-
tion totale, les chercheurs ont travaille´ avec une nouvelle de´finition pour la force des
ondes. Par la suite, en s’appuyant sur quatre hypothe`ses, ils ont e´value´ la fonctionnelle
V . Pour chacun des seize cas e´tudie´s, la fonctionnelle V est plus petite ou e´gale a` ze´ro.
3Malheureusement, leur approche abstraite ne permet pas de bien identifier le roˆle de la
fonction cine´tique. De plus, la complexite´ de cette approche fait que ce n’est pas possible
de ge´ne´raliser celle-ci au cas des syste`mes de type concave convexe.
Seulement quelques anne´es plus tard, Baiti, LeFloch et Piccoli (Baiti et al., 2004b) in-
troduit une fonctionnelle de variation totale V˜ (u) qui se veut plus explicite que celle
e´tudie´e dans (Amadori et al., 1999). Mais, encore une fois, les calculs sont trop com-
plexes pour obtenir une extension aux syste`mes (Baiti et al., 2004a). La de´finition de
celle-ci ne´cessite le calcul de la force des ondes σ˜(u−, u+). Dans le cas des solutions non
classiques, la de´finition de σ˜(u−, u+) semble assez complexe a` utiliser. Jusqu’a` mainte-
nant, la litte´rature pre´sente des de´finitions pour e´valuer les potentiels d’interaction qui
exigent des calculs qui ne sont pas tre`s transparents (Baiti et al., 1999; Amadori et al.,
1999; Baiti et al., 2004b). Plus spe´cifiquement, les proprie´te´s fondamentales de la fonc-
tion cine´tique n’apparaıˆssent pas naturellement, en particulier la proprie´te´ de contraction
|ϕ♭ ◦ ϕ♭(u)| ≤ k|u|.
Puis, Laforest et LeFloch (Laforest and LeFloch, 2010) ont propose´ une de´finition plus
intuitive et plus naturelle pour e´valuer la force des ondes comparativement a` celle de´crite
dans (Baiti et al., 2004b). `A l’aide de cette nouvelle de´finition, les auteurs ont calcule´
la fonctionnelle de Glimm pour les solutions non classiques lorsque la fonction de flux
f(u) est de type concave convexe. L’inspection de tous les cas traite´s permet d’affirmer
que la fonctionnelle de Glimm est de´croissante sauf pour quatre cas, ce qui contredit la
condition 3, pre´sente´e dans le premier paragraphe. Toutefois, ils de´montrent que celle-ci
est de´croissante dans le cas de solutions de type splitting-merging (LeFloch and Shearer,
2004). Dans ce me´moire, nous nous proposons d’e´tendre les travaux de Laforest et Le-
Floch (Laforest and LeFloch, 2010) et de construire un potentiel d’interaction Q adapte´
a` leur V . Si nous parvenons a` trouver le bon Q alors la relation V +kQ est e´quivalente a`
l’existence de solutions pour les lois de conservation scalaire non convexes. La litte´rature
sur le sujet ainsi que des travaux pre´liminaires de Laforest et LeFloch sugge`rent forte-
4ment qu’il devrait exister un tel potentiel d’interaction Q. Bien que les travaux de La-
forest et LeFloch n’ont pas encore e´te´ en mesure de produire un potentiel d’interaction
de´croissant, les re´sultats obtenus sont encourageants.
5CHAPITRE 1
LES LOIS DE CONSERVATION
1.1 Introduction aux lois de conservation
Une loi de conservation scalaire est une e´quation diffe´rentielle aux de´rive´es partielles de
la forme :
∂u
∂t
+
∂f(u)
∂x
= 0 u = u(x, t) ∈ R (1.1)
avec une condition initiale au temps t = 0 :
u(x, 0) = u0(x). (1.2)
Dans l’e´quation (1.1), les variables inde´pendantes x et t repre´sentent respectivement les
coordonne´es pour l’espace et le temps. La fonction f(u) est dite fonction de flux. Il est
aise´ de voir que meˆme si |u0| < ǫ et que f , u0 sont dans C∞ alors u peut de´velopper des
discontinuite´s apre`s un temps fini (Oleinik, 1959). Il est donc ne´cessaire d’envisager des
solutions discontinues pour l’e´quation diffe´rentielle.
De´finition 1.1. (solution faible)
Conside´rons les donne´es initiales u0 ∈ L∞(R) 1. Si u ∈ L∞(R × R+) alors u est dite
une solution faible du proble`me de Cauchy repre´sente´ par (1.1-1.2) si pour tout θ(x, t)
1. L∞(Ω) = {u est mesurable sur Ω, ||u||L∞ = supx∈Ω |u(x)| <∞}
6lisse et de support compact, nous avons :
∫ ∞
0
∫
R
(
u(x, t)
∂θ(x, t)
∂t
+ f(u(x, t))
∂θ(x, t)
∂x
)
dx dt+
∫
R
θ(x, 0) u0(x) dx = 0.
Deux e´quations diffe´rentielles bien connues sont des exemples de lois de conservation.
Il s’agit des e´quations de Burgers (1.3) et de Buckley-Leverett (1.4). Elles ont la forme
suivante :
ut +
(u2
2
)
x
= 0 (1.3)
ut +
(
u2
(u2 + (1− u)2)
)
x
= 0 (1.4)
L’e´quation de Burgers est un mode`le simple et bien e´tudie´ des fluides compressibles.
L’e´quation de Buckley-Leverett permet de repre´senter un fluide avec deux phases
u ∈ [0, 1] tel un me´lange eau-huile ; u repre´sente la saturation d’une des deux phases.
Tentons de de´terminer la provenance des chocs en regardant l’e´quation de Burgers apre`s
avoir fait la diffe´rentiation du second terme par rapport a` x. Nous avons maintenant
l’e´quation sous la forme :
ut + uux = 0 (1.5)
et ajoutons la condition initiale ci-dessous :
7u(x, 0) = u0(x) =


−1, si x < 0
1, si x > 0
(1.6)
Le proble`me de Riemann donne´ par (1.5-1.6) posse`de la solution u(x, t) = u0(x) pour
tout (x, t). Toutefois, il admet aussi une autre solution qui a la forme :
u(x, t) =


−1, si x < −t
x/t, si −t < x < t
1, si x > t
(1.7)
Ces deux solutions sont des solutions faibles.
Or, le fait que le proble`me de Riemann puisse comporter plusieurs solutions illustre bien
la ne´cessite´ d’avoir une approche pour se´lectionner une solution particulie`re parmi toutes
celles obtenues. Nous verrons que si le flux est convexe alors l’imposition d’une seule
condition d’entropie est suffisante pour identifier une solution unique.
De´finition 1.2. (entropie-flux d’entropie)
Une paire de fonctions lisses (U(u), F (u)) → R2 est une paire entropie-flux d’entropie
si F ′(u) = f(u)× U ′(u).
Il est facile de voir que si u est une solution lisse de (1.1) et que la de´finition ci-dessus
est respecte´e alors u sera aussi une solution de l’e´quation suivante :
∂(U(u))/∂t + ∂(F (u))/∂x = 0.
La de´finition 1.2 origine de la thermodynamique. Plus pre´cise´ment, la seconde loi de
la thermodynamique couvre la notion d’irre´versibilite´ des phe´nome`nes physiques. Cette
loi comporte une fonction d’entropie que nous pouvons associe´e au de´sordre ; lors d’une
8transformation le de´sordre ne peut qu’augmenter. En chimie par exemple, lorsqu’on ef-
fectue une transformation dans un syste`me, l’entropie doit augmenter. Pre´cisons que
l’entropie mathe´matique = − entropie physique.
The´ore`me 1.3.
Soient (1.1-1.2) ainsi que f ∈ C2 et convexe, u0 ∈ BV ∩ L1 et 2 une 3 paire (U, F )
avec U qui est l’entropie et F le flux d’entropie. Alors, il existe une solution unique de
(1.1-1.2) qui satisfait au sens faible :
U(u)t + F (u)x ≤ 0.
Malheureusement, l’unicite´ ne tient pas si nous n’avons pas l’hypothe`se de convexite´ sur
le flux, comme dans le cas de l’e´quation de Buckley-Leverett (LeFloch, 2002). Pour des
conditions initiales u0 ∈ Ω, dans le voisinage d’un point d’inflexion de f , il peut exister
un nombre infini de solutions qui satisfont la meˆme condition d’entropie.
Nous allons maintenant pre´senter les bases de la the´orie. Il existe plusieurs re´fe´rences
reconnues dans le domaine, dont celle de Smoller (Smoller, 1983) qui est sans doute
la mieux connue, mais nous suivrons celle de LeFloch (LeFloch, 2002). Nous de´butons
avec un the´ore`me important.
The´ore`me 1.4 (ine´galite´s d’entropie d’Oleinik).
Soit une fonction de flux f(u) quelconque. Soit une onde de choc qui est
une solution faible de (1.1) et qui a localement la forme ci-dessous :
u(x, t) =


ul, si x < λ t
ur, si x > λ t
(1.8)
2. L1(Ω) = {u est mesurable sur Ω, ||u||L1 =
∫
Ω |u(x)| dx <∞}
3. BV (Ω) = L’ensemble des fonctions avec une variation totale finie dans un intervalle I .
9ou` ul, ur et λ sont des constantes avec ul 6= ur. L’onde de choc ve´rifie les ine´galite´s
∂U(u)/∂t + ∂F (u)/∂x ≤ 0 (1.9)
pour toutes les paires d’entropies convexes (U, F ) si et seulement si les ine´galite´s d’en-
tropie d’Oleinik
f(v)− f(ul)
v − ul ≥
f(ur)− f(ul)
ur − ul (1.10)
sont respecte´es pour tout v qui se situe entre ul et ur.
De´finition 1.5.
Dans le the´ore`me 1.4, la constante λ repre´sente la vitesse de l’onde et on l’appelle
la vitesse de Rankine-Hugoniot. Il est possible de ve´rifier que u(x, t) ci-dessus est une
solution faible seulement si
λ =
f(ur)− f(ul)
ur − ul . (1.11)
De´finition 1.6. (rare´faction)
Conside´rons les e´tats ul et ur. Supposons aussi que f ′(u) croıˆt lorsque u passe de ul
a` ur. Dans ce cas, la fonction inverse de f ′(u) que nous appellerons h est de´finie dans
l’intervalle [f ′(ul), f ′(ur)]. Alors
u(x, t) =


ul, si x < tf ′(ul)
h(x/t), si tf ′(ul) < x < tf ′(ur)
ur, si x > tf ′(ur)
(1.12)
constitue une solution continue de l’e´quation (1.1). Cette solution est une onde de
rare´faction qui joint les e´tats ul a` ur.
10
Les solutions obtenues ne sont donc pas uniques car l’onde de choc donne´e par (1.8)
avec la vitesse de l’onde λ de´crite par (1.11) est aussi une solution faible. En revanche,
cette solution discontinue ne satisfait pour aucune paire (U, F ) la condition
∂U(u)/∂t + ∂F (u)/∂x ≤ 0.
Un proble`me de Riemann est un proble`me a` valeur initiale de la forme :
u0(x) =


ul si x < 0
ur si x > 0
(1.13)
Nous avons indique´ que l’addition d’une condition d’entropie nous assure de l’existence
et de l’unicite´. Ci-dessous, nous verrons que la re´gularisation d’une loi de conservation
assure le meˆme niveau d’existence et d’unicite´. Nous utiliserons ce crite`re un peu plus
tard.
The´ore`me 1.7.
Soit f ∈ C2(Ω) et convexe ainsi qu’un proble`me de Riemann avec une condition initiale
u0. Alors,
1) pour une paire d’entropie-entropie flux (U, F ) il existe une solution faible unique, u
de (1.1) qui ve´rifie U(u)t + F (u)x ≤ 0 pour (U, F ) ;
2) il existe une solution faible unique, u de (1.1) qui respecte les ine´galite´s d’entropie
d’Oleinik ;
3) il existe une solution faible unique, u de (1.1) de la forme u = limε→0 uε ou uε est la
solution de uεt + f(uε)x = εuεxx. Mentionnons ici que la limite est prise poit par point.
Pour les flux convexes, l’e´nonce´ ci-dessus nous indique donc qu’une seule paire d’entropie-
entropie flux est suffisante pour obtenir l’unicite´. De plus, cette solution est la limite
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d’une re´gularisation visqueuse.
1.2 Lois de conservation non convexes
Le the´ore`me 1.7 est faux pour les lois de conservation non convexes puisqu’une seule
paire (U, F ) ne de´termine pas uniquement la solution. Nous verrons maintenant qu’il
est possible d’identifier une classe de solutions en se´lectionnant une re´gularisation u.
Prendre une re´gularisaiton est e´quivalent au choix d’une fonction cine´tique. Nous in-
troduirons un peu plus tard la notion de fonction cine´tique.
Conside´rons le proble`me de Riemann constitue´ des e´quations (1.1-1.2).
Remplac¸ons le terme homoge`ne dans l’e´quation (1.1) par un terme de diffusion :
uǫt + f(u
ǫ)x = ε u
ε
xx (1.14)
Il s’agit d’une re´gularisation visqueuse ou` ε introduit la viscosite´. Essentiellement, cette
approche a pour but de re´introduire la viscosite´ (d’ordre 2) dans le mode`le physique
(d’ordre 1) qui de´crit un fluide. Plus ge´ne´ralement, les lois de conservation non line´aires
d’ordre 1 sont des mode`les simplifie´s de phe´nome`nes physiques a` l’inte´rieur desquels
nous avons fait le choix de ne´gliger la diffusion (ordre 2), la dispersion (ordre 3) et
les autres processus d’ordres supe´rieurs. Selon le de´veloppement de Chapman-Enskog,
tout syste`me en me´canique statistique s’exprime comme un syste`me d’e´quations aux
de´rive´es partielles avec des termes d’ordre arbitrairement e´leve´. La physique du syste`me
ne´cessite donc la pre´sence de termes d’ordres supe´rieurs.
Dans cette optique, il est pre´fe´rable de re´introduire davantage de physique a` l’aide de
re´gularisations de la loi de conservation (1.13) de la forme :
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uεt + f(u
ε)x = εau
ε
xx + ε
2buεxxx. (1.15)
L’e´quation (1.15) avec les termes εauεxx et ε2buεxxx est un proble`me bien pose´ si
ε, a > 0 (LeFloch, 2002). Si la limite limε→0 uε existe alors nous aurons une manie`re
de choisir une solution unique. Malheureusement, la limite uε de´pend de a et de b. Plus
pre´cise´ment, du rapport α = b/a qui repre´sente le rapport du taux de dispersion sur celui
de la diffusion. Quand α = 0 alors il n’y a pas de dispersion tandis que lorsque α→∞
c’est la dispersion qui domine. Dans certains syste`mes, des termes d’ordres supe´rieurs
(uxxx et plus) pourraient eˆtre ne´cessaires. Pour des lois de conservation non convexes
assujetties a` des re´gularisations de la forme (1.15), nous verrons l’apparition d’ondes de
choc dites non classiques.
De´finition 1.8. (ondes de chocs classiques et non classiques)
Une discontinuite´ qui ve´rifie les ine´galite´s d’entropie d’Oleinik est dite une onde de choc
classique.
Une discontinuite´ qui ne ve´rifie pas les ine´galite´s d’entropie d’Oleinik est dite une onde
de choc non classique.
The´ore`me 1.9.
Soit une fonction de flux concave convexe ainsi que la repre´sentation de la diffusion
dispersion donne´e par ∂tu+ ∂xf(u) = ε(b(u)ux)x + δ
(
c1(u)(c2(u)ux)x
)
x
avec
u = uǫ,δ(x, t) ainsi que b(u), c1(u), c2(u) > 0. Le rapport α = ε/
√
δ > 0 est donne´.
Alors, il existe une fonction cine´tique ϕ♭ : R → R qui satisfait :
H1) Lipschitz continue ;
H2) monotone de´croissante et ϕ♭(0) = 0 ;
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H3) il existe un voisinage compact I dans lequel 4 Lip(ϕ♭) < 1 ;
H4) ϕ♭ ◦ ϕ♭ est une contraction stricte. Autrement dit, il existe k ∈ (0, 1)
tel que |ϕ♭ ◦ ϕ♭| ≤ k|u| pour tout u.
Quand ǫ et δ tendent vers ze´ro mais que α reste constant alors toute discontinuite´ dans
la limite
u− := lim
x→x−
0
lim
ǫ→0
uǫ(x, t)
u+ := lim
x→x+
0
lim
ǫ→0
uǫ(x, t)
qui est une onde de choc non classique satisfait u+ = ϕ♭(u−).
De plus, en lien avec la fonction cine´tique ϕ♭, nous avons deux fonctions canoniques.
La premie`re est la fonction de dissipation d’entropie ze´ro, ϕ♭0 alors que la seconde ϕ♮ est
donne´e par la condition de tangence :
f ′(ϕ♮(u)) =
f(ϕ♮(u))− f(u)
ϕ♮(u)− u
Ces deux fonctions ne de´pendent que de f et de la paire (U, F ). En lien avec ces fonc-
tions, nous avons aussi :
ϕ♮(u) ≤ ϕ♭(u) < ϕ♭0(u), u < 0
4. La constante de Lipschitz est : 0 < Lip(ψ) := infu6=v
∣∣∣ψ(u)−ψ(v)u−v ∣∣∣.
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ϕ♭0(u) < ϕ
♭(u) ≤ ϕ♮(u), u > 0.
Nous pouvons aussi obtenir une fonction accompagnatrice ϕ♯ : R → R qui provient de
ϕ♭. Cette fonction accompagnatrice est la seule qui satisfait
f(u)− f(ϕ♯(u))
u− ϕ♯(u) =
f(u)− f(ϕ♭(u))
u− ϕ♭(u)
ainsi que
ϕ♭(u) < ϕ♯(u) < u u > 0
u < ϕ♯(u) < ϕ♭(u) u < 0
quand ϕ♭(u) 6= ϕ♮(u).
L’inte´reˆt de la fonction accompagnatrice ϕ♯ re´side dans le fait que celle-ci marque une
transition pour une solution d’entropie non classique. En effet, tant que ur est a` droite de
la fonction accompagnatrice ϕ♯, la solution obtenue comporte une seule onde (soit une
rare´faction ou une onde de choc classique). De`s que nous nous retrouvons a` gauche de
ϕ♯ alors la solution pre´sente deux ondes (soit une onde de choc non classique avec une
onde classique ou une onde non classique avec une rare´faction).
The´ore`me 1.10. (solutions d’entropie non classiques)
Soit une fonction cine´tique ϕ♭ et les hypothe`ses du the´ore`me 1.9. Alors, le proble`me de
Riemann de´crit par :
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u(x, 0) =


ul, si x < 0
ur, si x > 0
∂tU(u) + ∂xF (u) ≤ 0
admet une solution d’entropie non classique qui posse`de la forme suivante lorsque
ul > 0 :
1) Si ur ≥ ul alors la solution est une rare´faction qui joint ul a` ur.
2) Si ur ∈ [ϕ♯(ul), ul) alors la solution est une onde de choc classique qui joint ul a` ur.
ϕ♯ est la fonction accompagnatrice de ϕ♭.
3) Si ur ∈ [ϕ♭(ul), ϕ♯(ul)) alors la solution est une onde de choc non classique qui joint
ul a` ϕ
♭(ul) et une onde de choc classique qui joint ϕ♭(ul) a` ur.
4) Si ur ≤ ϕ♭(ul) alors la solution est une onde de choc non classique qui joint ul a`
ϕ♭(ul) et une rare´faction qui joint ϕ♭(ul) a` ur.
L’attrait de la fonction cine´tique est de permettre une analyse et une construction des so-
lutions d’une loi de conservation non convexe sans avoir a` passer par la re´gularisation.
La limite d’une re´gularisation est complexe et particulie`rement difficile dans le contexte
des fonctions dans L1
⋂
L∞. La the´orie des fonctions cine´tiques telle que de´veloppe´e
par LeFloch est donc une manie`re de contourner le proble`me de la re´gularisation.
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1.3 La me´thode de front tracking
Dans cette section, nous allons aborder la me´thode de front tracking qui permet de
re´soudre une loi de conservation scalaire avec une fonction de flux donne´e.
En ce moment, la the´orie nous assure de l’existence d’une solution faible pour (1.1)
obtenue comme la limite d’une re´gularisation visqueuse. De plus, la the´orie permet de
de´crire chaque discontinuite´ mais il nous manque un outil pour repre´senter la solution
en se basant sur des discontinuite´s locales. Cet outil s’appelle la me´thode de front tra-
cking (Dafermos, 1972; DiPerna, 1976; Risebro, 1993). Elle est fondamentalement une
simplification de la me´thode que Glimm avait introduit dans son article original (Glimm,
1965). Ci-dessous, nous allons de´crire avec un algorithme comment la me´thode de front
tracking permet de construire une approximation de la solution faible.
On choisit un nombre re´el positif ǫ suffisamment petit pour controˆler l’erreur d’approxi-
mation totale permise. Pour toute condition initiale u0 ∈ L1(R)
⋂
L∞(R), on construit
une approximation constante par morceaux u˜0 posse´dant un nombre fini de disconti-
nuite´s et telle que ||u0 − u˜0||L1(R) < ǫ.
Pour faire e´voluer la condition initiale approximative u˜0 qui est constitue´e uniquement
de discontinuite´s, il suffit de suivre les e´tapes suivantes au temps t = 0 :
1) si u˜(·, t) a une discontinuite´ en x0 qui est une onde de choc (classique ou non) alors
on permet a` cette discontinuite´ de se de´placer avec la vitesse de Rankine-Hugoniot ;
2) si u˜(·, t) a une discontinuite´ en x0 qui est une onde de rare´faction se´parant les e´tats
ul, ur alors
a) on subdivise l’onde en n ondes de rare´faction se´parant les e´tats ordonne´s
ul = u0, u1, u2, . . . , un+1 = ur tels que |ui − ui−1| = ǫ pour i = 1, 2, . . . , n et
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|un+1 − un| ≤ ǫ ;
b) on permet aux ondes de se de´placer avec la vitesse de Rankine-Hugoniot ;
´Eventuellement, ces discontinuite´s pourraient se rencontrer, disons au temps t˜. Par contre,
en tout temps, t ∈ [0, t˜]. La solution u˜(·, t) sera constante par morceaux et forme´e
d’ondes qui voyagent selon la vitesse de Rankine-Hugoniot.
Durant l’intervalle de temps [0, t˜], la fonction u˜ sera donc une solution faible de (1.1)
bien que la condition d’entropie ne soit pas satisfaite le long des ondes de rare´faction.
Pour que l’algorithme puisse poursuivre du temps t = t˜ au temps t =∞, on doit
i) de´crire comment les interactions sont approche´es ;
ii) ve´rifier que le nombre total d’ondes reste borne´.
Concernant le premier point, il suffit d’utiliser le the´ore`me 1.10 pour identifier le re´sultat
de l’interaction et par la suite se servir de 1) ou 2) pour chaque onde sortante.
Quant au nombre total d’ondes, il est possible de montrer que
a) le nombre total d’ondes de rare´faction au de´part est borne´ par TV (u˜0)/ǫ ;
b) durant les interactions, la force des ondes de rare´faction est toujours de´croissante ;
c) durant les interactions, le nombre total d’ondes de choc (classique ou non) est non
croissant.
Ensemble, ces observations permettent de conclure que la me´thode de front tracking
produit une solution faible u˜ qui est bien de´finie pour tout x ∈ R et t ∈ [0,∞).
Dans les approximations de front tracking, il n’y a que des discontinuite´s. La manie`re
classique (Glimm, 1965) de de´finir la force d’une seule discontinuite´ se´pare´e par deux
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e´tats ul et ur est σ˜(ul, ur) = |ur − ul|.
Cette de´finition de la force d’une onde sugge`re qu’on mesure la force totale des ondes,
aussi dite la variation totale, a` l’aide de
TV (u) =
∑
α
σ˜(uαl , u
α
r ).
Dans les travaux de Laforest et LeFloch, ceux-ci ont introduit une nouvelle mesure de la
force des ondes :
σ(ul, ur) =


|ul − ur| si ulur ≥ 0
|ul + ur| si ulur < 0.
Cette de´finition est valide sous des hypothe`ses techniques que nous passerons sous si-
lence. La variation totale qui en de´coule est
V (u) =
∑
α
σ(uαl , u
α
r ).
Plus ge´ne´ralement, pour les fonctions lisses par morceaux nous aurons la de´finition sui-
vante :
De´finition 1.11.
TV (u) = sup
∑
j
| u(yj)− u(yj−1) | (1.16)
Le supre´mum est la valeur obtenue lorsque nous conside´rons toutes les partitions finies
{yi} tout en ayant yj−1 < yj. L’ensemble qui contient toutes les fonctions posse´dant une
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variation totale finie a` l’inte´rieur d’un intervalle I est note´ BV (I).
Regardons de plus pre`s un autre concept important : le potentiel d’interaction. Une force
est associe´e a` chaque onde de choc. Or, avant que deux ondes se frappent, nous pourrions
pre´dire a` l’avance qu’elles pourraient interagir en regardant leurs positions et leurs na-
tures (ondes de choc ou rare´factions) respectives. Glimm (Glimm, 1965) sugge`re qu’on
de´finisse le potentiel d’interaction Q de la manie`re suivante :
Q(u) =
∑
α approche β
σ˜(ul
α, ur
α) σ˜(ul
β, ur
β) (1.17)
Dans la de´finition (1.17), σ˜ repre´sente la force d’une onde alors que uαl et uαr sont res-
pectivement les e´tats de gauche et de droite de la discontinuite´ α. Nous conside´rons
qu’une onde α a` gauche approche une onde β a` droite sauf si les deux ondes sont des
rare´factions. Dans le chapitre 3, nous allons e´tudier une variante de (1.17) avec σ˜ rem-
place´ par σ.
Ci-dessus, nous avons pre´sente´ la notion de variation totale TV . Il est possible de re´e´crire
pour les approximations de front tracking :
TV (u) =
∑
α
|uαl − uαr | (1.18)
ou` ul et ur sont les e´tats de gauche et de droite d’une discontinuite´ α. Or, il est clair que
dans (Laforest and LeFloch, 2010) la de´finition de la variation totale TV ci-dessus est
e´quivalente a` :
V (u) =
∑
α
σ(uαl , u
α
r ) (1.19)
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ou` σ(ul, ur) repre´sente la force d’une onde (Laforest and LeFloch, 2010). Mentionnons
que σ est une fonction qui satisfait c1 σ(ul, ur) ≤ |ul − ur| ≤ c2 σ(ul, ur), avec les
constantes c1, c2 6= 0. Plus spe´cifiquement, nous allons conside´rer des forces de´finies
par :
σ(ul, ur) =


|ul − ur| si ulur ≥ 0
|ul + ur| si ulur < 0
(1.20)
ou` u˜ est un changement de variables de´crit par u ∈ R.
Tous les e´le´ments sont en place pour aborder une autre notion dans la the´orie des lois de
conservation : la fonctionnelle de Glimm, note´e par H . Elle a la forme :
H(u(t)) = V (u(t)) + kQ(u(t)) (1.21)
Dans cette e´quation, V est la fonctionnelle de variation totale alors que Q est le potentiel
d’interaction quadratique. Laforest et LeFloch (Laforest and LeFloch, 2010) ont e´tudie´
la variation de la fonctionnelle de Glimm dans les seize cas possibles (LeFloch, 2002)
lorsque deux ondes interagissent pour une loi de conservation scalaire avec une fonction
de flux de type concave convexe.
Leurs re´sultats montrent que pour douze cas la fonctionnelle de Glimm est de´croissante.
Ceci correspond a` ce que nous espe´rons. C’est-a`-dire qu’un potentiel d’interaction doit
eˆtre de´croissant. Toutefois, pour l’instant quatre cas demeurent proble´matiques puisque
la fonctionnelle de Glimm re´sultante est croissante. L’objectif de cette recherche est
d’e´tendre les travaux de Laforest et LeFloch en effectuant l’e´tude d’un nouveau potentiel
d’interaction Q pour lequel V + kQ sera de´croissant.
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CHAPITRE 2
ANALYSE DE LA VARIATION TOTALE
Notre objectif dans ce chapitre est de pre´senter les valeurs obtenues pour la
fonctionnelle de variation totale ge´ne´ralise´e V donne´e par (1.19). Nous allons couvrir
les seize cas d’interactions (RC-1, RC-2, ..., NN) qui proviennent de l’e´quation (1.1) et
qui impliquent l’interaction entre deux ondes lorsque la fonction de flux f est de type
concave convexe. Ces re´sultats publie´s au de´part par Laforest et LeFloch (Laforest and
LeFloch, 2010) seront utiles pour e´tudier le potentiel d’interaction de´croissant dans le
chapitre 3.
Nous utiliserons la formule suivante pour faire les calculs. La fonctionnelle de variation
totale ge´ne´ralise´e est donne´e par :
V (u(t)) =
∑
α
σ(uαl , u
α
r ). (2.1)
Dans la formule (2.1), σ est la force de l’onde alors que α est la discontinuite´ qui se
propage et uαl , uαr repre´sentent les e´tats de gauche et de droite de la discontinuite´ α.
Tout comme Laforest et LeFloch (Laforest and LeFloch, 2010), nous supposons qu’un
changement de variable ψ a de´ja` e´te´ applique´ a` la variable u afin de s’assurer que ϕ♭
ve´rifie les proprie´te´s suivantes :
H1) La fonction ϕ♭ : R → R est Lipschitz continue ;
H2) ϕ♭ est monotone de´croissante et ϕ♭(0) = 0 ;
H3) Il existe un voisinage compact I a` l’inte´rieur duquel Lip(ϕ♭) < 1 ;
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H4) ϕ♭ ◦ ϕ♭ est une contraction. En d’autres termes, pour une constante k ∈ (0, 1) nous
avons |ϕ♭ ◦ ϕ♭(u)| ≤ k|u|, pour tout u.
The´ore`me 2.1. (fonctionnelle de variation totale ge´ne´ralise´e)
Conside´rons une fonction cine´tique ϕ♭ qui satisfait les proprie´te´s H1) a` H4) ci-dessus.
Pour une approximation de front tracking donne´e u : R+ × R → R, la loi de
conservation ut + f(u)x = 0 avec la condition initiale u(x, 0) = u0 ∈ L1
⋂
L∞ avec la
fonction cine´tique ϕ♭ conduit a` une fonctionnelle de variation totale ge´ne´ralise´e
V (u(t)) qui est non croissante.
De´monstration
De la meˆme manie`re que Laforest-LeFloch (Laforest and LeFloch, 2010), nous
de´montrerons le the´ore`me 2.1. Nous aurons besoin des ine´galite´s qui correspondent aux
seize cas dans le chapitre 3. Les symboles ul, ur, um sont pre´sents. Ils repre´sentent
respectivement l’e´tat de gauche, l’e´tat de droite et l’e´tat interme´diaire pour de´crire deux
ondes entrantes.
Pour la description des ondes, nous conserverons la notation introduite par LeFloch
(LeFloch, 2002) puisque celle-ci est claire et concise. La signification des diffe´rents
symboles est donne´e dans les lignes qui suivent.
C : une onde de choc classique (si ul > 0 alors ϕ♯(ul) < ur et si ul < 0 alors
ϕ♯(ul) > ur) ;
N : une onde de choc non classique (si ur = ϕ♭(ul)) ;
R : une onde de rare´faction (si ul > 0 alors ur > ul et si ul < 0 alors ur < ul) ;
↑ : l’onde se de´place de la gauche vers la droite (onde croissante) ;
↓ : l’onde se de´place de la droite vers la gauche (onde de´croissante) ;
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+ : l’onde joint deux e´tats positifs ;
− : l’onde joint deux e´tats ne´gatifs ;
± : l’onde joint un e´tat positif et un e´tat ne´gatif ;
∓ : l’onde joint un e´tat ne´gatif et un e´tat positif ;
′ : onde(s) re´sultante(s) ;
σ(·) : la force d’une onde ;
σ(·′) : la force d’une onde re´sultante ;
[V ] : le changement dans la fonctionnelle de variation totale ge´ne´ralise´e.
Par exemple, nous employons la notation (R↑+C↓)− (C↓′) pour indiquer qu’une onde de
rare´faction et une onde classique interagissent. Pour la rare´faction, le signe + indique
que l’onde relie deux e´tats positifs alors que la fle`che qui pointe vers le haut signifie
que cette onde est croissante. L’onde re´sultante qui provient de cette interaction est une
onde de choc. Pour spe´cifier qu’il s’agit d’une onde re´sultante, le symbole ′ est employe´
et cette onde est de´croissante puisque la fle`che associe´e a` celle-ci pointe vers le bas.
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ul
umur
C↓
C↓
′
R↑+
FIGURE 2.1 Cas RC-1
(R↑+C
↓)− (C↓′)
Cas RC-1 (R↑+C↓)− (C↓′)
Ce cas est constitue´ des ine´galite´s :
max (ϕ♯(ul), ϕ
♯(um)) < ur < ul, 0 < ul < um.
Nous divisons ce premier cas en deux parties selon le signe de ur.
1) Si ur ≥ 0 alors nous avons (R↑+C↓+)− (C↓
′
+ ).
Nous allons e´valuer le changement dans la fonctionnelle de variation totale ge´ne´ralise´e,
[V ]. Ce calcul consiste a` additionner les forces des ondes re´sultantes et de soustraire de
celles-ci les forces des ondes entrantes. Nous avons besoin de la se´rie d’ine´galite´s :
0 < ur < ul < um pour traiter les valeurs absolues dans l’expression (2.2).
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[V ] = σ(C↓
′
+ )− σ(R↑+)− σ(C↓+) (2.2)
= |ul − ur| − |um − ul| − |um − ur|
= (ul − ur)− (um − ul)− (um − ur)
= −2(um − ul) = −2|um − ul| = −2σ(R↑+)
2) Si ur < 0 alors on obtient (R↑+C↓±)− (C↓
′
± ).
De plus, ϕ♭(ul) < ur alors −ur < −ϕ♭(ul) < ul. Donc,
[V ] = σ(C↓
′
± )− σ(R↑+)− σ(C↓±) (2.3)
= |ul + ur| − |um − ul| − |um + ur| = −2σ(R↑+).
Cas RC-2 (R↑+C↓±)− (N↓
′
±R
↓′
−)
Nous avons les ine´galite´s :
ϕ♯(um) < ur ≤ ϕ♭(ul) < 0 < ul < um.
Encore une fois, nous sommes en pre´sence de deux sous-cas.
1) Si −ur < ul alors nous obtenons la se´rie d’ine´galite´s : −ϕ♭(ul) < −ur < ul < um.
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ul
um
ur
ϕ♭ul
R↑+R↓−
′
C↓±
N↓±
′
FIGURE 2.2 Cas RC-2
(R↑+C
↓
±)− (N↓
′
±R
↓′
−)
[V ] = σ(N↓
′
± ) + σ(R
↓′
−)− σ(R↑+)− σ(C↓±) (2.4)
= |ul + ϕ♭(ul)|+ |ϕ♭(ul)− ur| − |um − ul| − |um + ur|
= 2|ϕ♭(ul)− ur| − 2|um − ul| = −2(σ(R↑+)− σ(R↓−))
Cette quantite´ est ne´gative parce que ϕ♯(um) < ur ≤ ϕ♭(ul) < 0 et donc
ϕ♭(u−) ≤ ϕ♯(u−) ≤ u−. (2.5)
Puisque la fonction u˜+ ϕ˜♭(u˜) est croissante alors
[V ] ≤ 2|ϕ♭(ul)− ϕ♭(um)| − 2|um − ul| (2.6)
≤ −2 Lip(u+ ϕ♭(ul))σ(R↑+) < 0.
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ul
um
ur
ϕ♭ul
C↓ R↑+
R↓−
′
N↓±
′
FIGURE 2.3 Cas RC-3
(R↑+C
↓)− (N↓′±C↑′)
En d’autres mots, σ(R↑+) > σ(R↓−).
2) Si −ur > ul la conclusion est la meˆme.
Cas RC-3 (R↑+C↓)− (N↓
′
±C
↑′)
Nous avons les deux se´ries d’ine´galite´s :
max (ϕ♭(ul), ϕ
♯(um)) < ur < ϕ
♯(ul), 0 < ul < um.
Deux sous-cas sont pre´sents selon le signe de ur.
1) Si ur < 0 alors on a (R↑+C↓±)− (N↓
′
±C
↑′
− ).
La se´rie d’ine´galite´s est 0 < −ur < −ϕ♭(ul) < ul < um.
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[V ] = σ(N↓
′
± ) + σ(C
↑′
− )− σ(R↑+)− σ(C↓±) (2.7)
= |ul + ϕ♭(ul)|+ |ϕ♭(ul)− ur| − |um − ul| − |um + ur|
= −2σ(R↑+)
2) Si ur ≥ 0 alors on obtient (R↑+C↓+)− (N↓
′
±C
↑′
∓ ).
Nous avons les contraintes ur < −ϕ♭(ul) < ul < um.
[V ] = σ(N↓
′
± ) + σ(C
↑′
∓ )− σ(R↑+)− σ(C↓+) (2.8)
= |ul + ϕ♭(ul)|+ |ϕ♭(ul) + ur| − |um − ul| − |um − ur|
= −2σ(R↑+)
Cas RN (R↑+N↓±)− (N↓
′
±R
↓′
−)
Nous devons conside´rer les conditions ur = ϕ♭(um) et 0 < ul < um.
Ce cas ge´ne`re deux sous-cas de´pendant de l’ordre relatif entre ϕ♭(um)
et ul.
1) Lorsque nous avons −ϕ♭(ul) < −ϕ♭(um) < ul < um alors
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ul
um
ur
ϕ♭ul
R↑+
R↓−
′
N↓±
N↓±
′
FIGURE 2.4 Cas RN
(R↑+N
↓
±)− (N↓
′
±R
↓′
−)
[V ] = σ(N↓
′
± ) + σ(R
↓′
−)− σ(R↑+)− σ(N↓±) (2.9)
= |ul + ϕ♭(ul)|+ |ϕ♭(ul)− ϕ♭(um)| − |um − ul| − |um + ϕ♭(um)|
ce qui implique
[V ] = 2|ϕ♭(ul)− ϕ♭(um)| − 2|um − ul| (2.10)
≤ −2 Lip(u+ ϕ♭)|um − ul| ≤ −2 Lip(u+ ϕ♭)σ(R↑+).
2) Le second sous-cas est caracte´rise´ par −ϕ♭(ul) < ul < −ϕ♭(um) < um.
La conclusion demeure la meˆme.
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ul
um
ur
R↓−
C↓±
C↓±
′
FIGURE 2.5 Cas CR-1
(C↓±R
↓
−)− (C↓
′
± )
[V ] ≤ −2 Lip(u+ ϕ♭)σ(R↑+) (2.11)
Cas CR-1 (C↓±R↓−)− (C↓
′
± )
Les ine´galite´s sont les suivantes ϕ♯(ul) < ur < um ≤ 0 < ul.
Ceci implique que −um < −ur < −ϕ♭(ul) < ul.
[V ] = σ(C↓
′
± )− σ(C↓±)− σ(R↓−) (2.12)
= |ul + ur| − |ul + um| − |um − ur| = −2σ(R↓−)
Cas CR-2 (C↓+R↑+)− (C↓
′
+ )
Les contraintes sont donne´es par max (ϕ♯(ul), 0) ≤ um < ur < ul et les ondes sont
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ul
um ur
C↓+
C↓+
′
R↑+
FIGURE 2.6 Cas CR-2
(C↓+R
↑
+)− (C↓
′
+ )
toutes classiques.
[V ] = σ(C↓
′
+ )− σ(C↓+)− σ(R↑+) (2.13)
= |ul − ur| − |ul − um| − |um − ur| = −2σ(R↑+)
Cas CR-3 (C↓±R↓−)− (N↓
′
±R
↓′
−)
Les ine´galite´s sont ur ≤ ϕ♭(ul) < ϕ♯(ul) < um ≤ 0 < ul.
Nous avons deux sous-cas possibles.
1) Si ul < −ur alors nous devons conside´rer les ine´galite´s suivantes
−um < −ϕ♯(ul) < −ϕ♭(ul) < ul < −ur.
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ϕ♭ul
R↓−
R↓−
′
C↓±
N↓±
′
FIGURE 2.7 Cas CR-3
(C↓±R
↓
−)− (N↓
′
±R
↓′
−)
[V ] = σ(N↓
′
± ) + σ(R
↓′
−)− σ(C↓±)− σ(R↓−) (2.14)
= |ul + ϕ♭(ul)|+ |ϕ♭(ul)− ur| − |ul + um| − |um − ur|
= 2(|ul + ur| − |ϕ♭(ul)− um|) = 2(|ur − ϕ♭(ul)| − |ul + um|)
= −2(σ(R↓−)− σ(R↓
′
−))
et puisque σ(R↓−) = | − ur + um| > σ(R↓
′
−) = | − ur + ϕ♭(ul)|
alors [V ] < 0.
2) Si ul > −ur alors on a −um < −ϕ♯(ul) < −ϕ♭(ul) < −ur < ul.
[V ] = σ(N↓
′
± ) + σ(R
↓′
−)− σ(C↓±)− σ(R↓−) (2.15)
= −2|um − ϕ♭(ul)| = −2(σ(R↓−)− σ(R↓
′
−))
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ϕ♭ul
C↑−
′ C↓±
N↓±
′
FIGURE 2.8 Cas CR-4
(C↓±R
↓
−)− (N↓
′
±C
↑′
− )
Cas CR-4 (C↓±R↓−)− (N↓
′
±C
↑′
− )
Les contraintes ont la forme ϕ♭(ul) < ur < ϕ♯(ul) < um ≤ 0 < ul.
Alors on obtient −um < −ur < −ϕ♭(ul) < ul.
[V ] = σ(N↓
′
± ) + σ(C
↑′
− )− σ(C↓±)− σ(R↓−) (2.16)
= |ul + ϕ♭(ul)|+ |ϕ♭(ul)− ur| − |ul + um| − |um − ur|
= −2σ(R↓−)
Cas CC-1 (C↓+C↓)− (C↓′)
Les contraintes s’expriment sous la forme
max (ϕ♯(ul), ϕ
♯(um)) < ur < um < ul, um ≥ 0.
34
ul
um
ur
C↓
C↓
′
C↓+
FIGURE 2.9 Cas CC-1
(C↓+C
↓)− (C↓′)
Il y a deux sous-cas.
1) Si ur ≥ 0 alors nous avons (C↓+C↓+)− (C↓
′
+ ).
Les ine´galite´s sont 0 < ur < um < ul.
[V ] = σ(C↓
′
+ )− σ(C↓+)− σ(C↓+) (2.17)
= |ul − ur| − |ul − um| − |um − ur| = 0
2) Si ur < 0 alors (C↓+C↓±)− (C↓
′
± ).
Nous avons les ine´galite´s suivantes 0 < −ur < −ϕ♭(um) < um < ul.
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um
ur
C↓
′
C↑
C↓±
FIGURE 2.10 Cas CC-2
(C↓±C
↑)− (C↓′)
[V ] = σ(C↓
′
± )− σ(C↓+)− σ(C↓±) (2.18)
= |ul + ur| − |ul − um| − |um + ur| = 0
Cas CC-2 (C↓±C↑)− (C↓′)
Les contraintes prennent la forme suivante
ϕ♯(ul) < um < ur < ϕ
♯(um) < ul, um < 0.
1) Si ur ≥ 0 nous avons (C↓±C↑∓)− (C↓
′
+ ).
Les contraintes se pre´sentent comme suit
−um < −ϕ♭(ul) < ul
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ur < ϕ
♯(um) < ϕ
♭(um) < −um.
Nous combinons celles-ci pour aboutir a`
0 < ur < ϕ
♯(um) < ϕ
♭(um) < −um < −ϕ♭(ul) < ul.
[V ] = σ(C↓
′
+ )− σ(C↓±)− σ(C↑∓) (2.19)
= |ul − ur| − |ul + um| − |um + ur| = 0
2) Si ur < 0 alors on a (C↓±C↑−)− (C↓
′
± ).
Nous devons conside´rer les ine´galite´s : 0 < −ur < −um < ul.
[V ] = σ(C↓
′
± )− σ(C↓±)− σ(C↑−) (2.20)
= |ul + ur| − |ul + um| − |um − ur| = 0
Cas CC-3 (C↓+C↓)− (N↓
′
±C
↑′)
Nous avons les e´tats suivants a` regarder
ϕ♭(ul) < ϕ
♯(um) < ur < ϕ
♯(ul) < um < ul, um ≥ 0.
1) Si ur < 0 on obtient (C↓+C↓±)− (N↓
′
±C
↑′
− ).
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C↓+
C↑∓ C↓±
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′
FIGURE 2.11 Cas CC-3
(C↓+C
↓)− (N↓′±C↑′)
On conside`re que um < −ϕ♭(ul) et que −ur < −ϕ♭(um) < um.
Nous arrivons a` : 0 < −ur < −ϕ♭(um) < um < −ϕ♭(ul) < ul.
[V ] = σ(N↓
′
± ) + σ(C
↑′
− )− σ(C↓+)− σ(C↓±) (2.21)
= |ul + ϕ♭(ul)|+ |ϕ♭(ul)− ur| − |ul − um| − |um + ur| = 0
Par contre si um > −ϕ♭(ul) on a la se´rie d’ine´galite´s : 0 < −ur < −ϕ♭(ul) < um < ul.
L’expression pour [V ] est identique et le re´sultat demeure 0.
2) Si ur ≥ 0 nous sommes en pre´sence de (C↓+C↓+)− (N↓
′
±C
↑′
∓ ).
Traitons le cas ur > 0 et um < −ϕ♭(ul).
Les ine´galite´s ont la forme suivante : 0 < ur < um < −ϕ♭(ul) < ul.
38
ul
um
ur
C↓+
N↓±
C↓±
′
FIGURE 2.12 Cas CN-1
(C↓+N
↓
±)− (C↓
′
± )
[V ] = σ(N↓
′
± ) + σ(C
↑′
∓ )− σ(C↓+)− σ(C↓+) (2.22)
= |ul + ϕ♭(ul)|+ |ϕ♭(ul) + ur| − |ul − um| − |um − ur| = 0
Conside´rons maintenant le dernier sous-cas : ur > 0 et um > −ϕ♭(ul).
Ici, le re´sultat obtenu est le meˆme que celui qui provient de la premie`re partie du
sous-cas 2). Donc [V ] = 0.
Cas CN-1 (C↓+N↓±)− (C↓
′
± )
Les contraintes sont : 0 < um < ul et ϕ♯(ul) ≤ ur = ϕ♭(um).
On obtient les ine´galite´s qui suivent : 0 < −ϕ♭(um) < um < ul.
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ur
C↓+
′
N↑∓
C↓±
FIGURE 2.13 Cas CN-2
(C↓±N
↑
∓)− (C↓
′
+ )
[V ] = σ(C↓
′
± )− σ(C↓+)− σ(N↓±) (2.23)
= |ul + ϕ♭(um)| − |ul − um| − |um + ϕ♭(um)| = 0
Cas CN-2 (C↓±N↑∓)− (C↓
′
+ )
Ce cas est constitue´ par ϕ♯(ul) < um < 0 et ur = ϕ♭(um).
Nous avons besoin des ine´galite´s ci-dessous :
0 < ur = ϕ
♭(um) < −um < −ϕ♭(ul) < ul.
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C↑−
′
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′
FIGURE 2.14 Cas CN-3
(C↓+N
↓
±)− (N↓
′
±C
↑′
− )
[V ] = σ(C↓
′
+ )− σ(C↓±)− σ(N↑∓) (2.24)
= |ul − ϕ♭(um)| − |ul + um| − |um + ϕ♭(um)| = 0
Cas CN-3 (C↓+N↓±)− (N↓
′
±C
↑′
− )
Nous avons les e´tats 0 < um < ul et ur = ϕ♭(um) < ϕ♯(ul).
Deux sous-cas doivent eˆtre pris en conside´ration.
1) Si um < −ϕ♭(ul) nous avons les ine´galite´s qui suivent :
−ϕ♭(um) < um < −ϕ♭(ul) < ul. Alors,
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C↓
′
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N↓±
FIGURE 2.15 Cas NC
(N↓±C
↑)− (C↓′)
[V ] = σ(N↓
′
± ) + σ(C
↑′
− )− σ(C↓+)− σ(N↓±) (2.25)
= |ul + ϕ♭(ul)|+ |ϕ♭(ul)− ϕ♭(um)| − |ul − um| − |um + ϕ♭(um)|
= 0.
2) Si um > −ϕ♭(ul) nous avons −ϕ♭(um) < −ϕ♭(ul) < um < ul.
Tout comme dans le premier sous-cas [V ] = 0.
Cas NC (N↓±C↑)− (C↓′)
Les e´tats se pre´sentent de la manie`re suivante :
um = ϕ
♭(ul), ϕ
♯(ul) < ur < ϕ
♯(um) < ul.
1) Si ur < 0 les ine´galite´s s’e´crivent : −ur < −ϕ♭(ul) < ul.
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Les interactions entre les ondes sont (N↓±C↑−)− (C↓
′
± ).
[V ] = σ(C↓
′
± )− σ(N↓±)− σ(C↑−) (2.26)
= |ul + ur| − |ul + ϕ♭(ul)| − |ϕ♭(ul)− ur| = 0
2) Si ur ≥ 0 alors on a (N↓±C↑∓)− (C↓
′
+ ).
Les ine´galite´s sont 0 < ur < −ϕ♭(um) < −ϕ♭(ul) < ul.
[V ] = σ(C↓
′
+ )− σ(N↓±)− σ(C↑∓) (2.27)
= |ul − ur| − |ul + ϕ♭(ul)| − |ϕ♭(ul) + ur| = 0
Cas NN (N↓±N↑∓)− (C↓
′
+ )
Les e´tats sont um = ϕ♭(ul) et ur = ϕ♭(um).
Les ine´galite´s requises pour ce cas sont : 0 < ϕ♭(um) = ur < −ϕ♭(ul) < ul.
[V ] = σ(C↓
′
+ )− σ(N↓±)− σ(N↑∓) (2.28)
= |ul − ϕ♭(um)| − |ul + ϕ♭(ul)| − |ϕ♭(ul) + ϕ♭(um)| = 0

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FIGURE 2.16 Cas NN
(N↓±N
↑
∓)− (C↓
′
+ )
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CHAPITRE 3
ANALYSE D’UN POTENTIEL D’INTERACTION
Notre objectif dans ce chapitre est de pre´senter les re´sultats qui proviennent de la
fonctionnelle employe´e pour effectuer l’analyse des seize cas d’interactions possibles
au niveau des ondes. Mais tout d’abord, nous allons de´finir cette fonctionnelle.
θ(x, y) =


C⋆(aˆ(x)− aˆ(y))+ meˆme monotonocite´
1 sinon
Dans la de´finition de la fonction de poids θ(x, y), C⋆ est une constante positive. De
plus, nous dirons que deux ondes ont la meˆme monotonicite´ si elles sont toutes les deux
soient des chocs (classiques ou non classiques) ou des rare´factions.
La de´finition de la vitesse normalise´e aˆ d’une onde en x avec des e´tats voisins u+x et u−x
se lit comme suit :
aˆ(x) =
f(uˆ+x )− f(uˆ−x )
(uˆ+x )− (uˆ−x )
`A l’inte´rieur de la de´finition ci-dessus, uˆx se pre´sente sous la forme :
uˆx =


ux, si ux ≥ 0
ϕ♭0(ux), si ux < 0
Pour la force des ondes σα et σβ nous utiliserons la de´finition de Laforest-LeFloch
donne´e par l’e´quation (1.19).
La fonctionnelle introduite ci-dessus est l’analyse naturelle de celle pre´sente´e par
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Iguchi-LeFloch (Iguchi and LeFloch, 2003) dans leur e´tude. Par contre, ce n’est pas le
seul potentiel d’interaction qui a e´te´ e´tudie´ dans le passe´. En effet, le potentiel de
Glimm
Q(u(t)) =
∑
α approche β
σα × σβ
a fait l’objet d’une e´tude par Laforest-LeFloch (Laforest and LeFloch, 2010). Ils ont
de´montre´ que ce potentiel est de´croissant sauf pour les cas RC-3, CR-4, CC-3 ainsi que
CN-3.
Dans des travaux non publie´s, ces deux meˆmes chercheurs ont analyse´ la fonctionnelle
ci-dessous
QG(u(t)) =
∑
α approche β
θ˜ × σα × σβ.
Dans ce second cas, θ˜ utilise la vitesse de Rankine-Hugoniot plutoˆt que la vitesse
normalise´e aˆ. Le potentiel d’interaction est de´croissant sauf pour les cas RC-3, CR-4,
CC-3 et CN-3.
Voici le the´ore`me principal de ce me´moire.
The´ore`me 3.1.
Soit ϕ♭ une fonction cine´tique qui satisfait les proprie´te´s H1, H2, H3 et H4 alors la
fonctionnelle introduite ci-dessus est de´croissante dans tous les cas d’interactions sauf
pour CC-1, CC-2, CC-3, CN-1, CN-2, CN-3, NC et NN.
Nous avons deux objectifs dans cette recherche. Nous de´sirons introduire une
fonctionnelle qui permet d’obtenir un potentiel d’interaction de´croissant pour les cas
RC-3, CR-4, CC-3 et CN-3. Ces quatre cas font e´chouer la fonctionnelle
Iguchi-LeFloch. Notre propre fonctionnelle est de type Iguchi-LeFloch. Dans un
second temps, nous allons tester les autres cas d’interactions possibles.
Passons maintenant a` la pre´sentation des re´sultats obtenus a` partir de notre
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fonctionnelle. Pour faciliter la lecture, nous allons identifier chaque cas d’interaction
avec son titre et les sous-cas re´sultants avec les chiffres romains i) a` iv).
Cas RC-1 (R↑+C↓)− (C↓′)
max(ϕ♯(ul), ϕ
♯(um)) < ur < ul et 0 < ul < um.
Conside´rons tout d’abord la situation ou` ur ≥ 0. Toutes les ondes pre´sentes joignent
deux e´tats positifs. Toutefois, lorsque ur < 0, des ondes qui relient un e´tat positif a` un
e´tat ne´gatif apparaissent. Dans les deux situations, les calculs sont identiques. Pour
cette raison, nous pre´senterons les calculs sans faire de distinction selon le signe de ur.
i) Soit une onde de choc en y avec x < y.
B(y) = θ(y, C↓
′
)σ(C↓
′
)− θ(y, R↑+)σ(R↑+)− θ(y, C↓)σ(C↓) (3.1)
= C⋆|v(C↓′)− Λ|+ σ(C↓′)− σ(R↑+)− C⋆|v(C↓)− Λ|+σ(C↓)
Nous avons pour les vitesses : v(C↓′) < v(C↓) < v(R↑+).
En pratique, nous devons e´tudier le signe de (3.1) pour toutes les valeurs de Λ, la
vitesse en y. En ge´ne´ral, il sera facile de constater que B, qui est une fonction continue
et line´aire par morceaux par rapport au terme Λ, est ne´gative en ve´rifiant sa valeur pour
une seule valeur critique de Λ. Dans le cas actuel, il est facile de voir qu’en regardant
les valeurs de B(y) pour tout Λ de´croissant mais de´butant en Λ =∞, B(y) = −σ(R↑+)
si Λ ≥ v(R↑+) et que B(y) est certainement de´croissant pour Λ ∈ [v(C↓′), v(R↑+)]. Le
seul terme positif apparaıˆt quand Λ < v(C↓′).
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Dans ce cas, on peut e´crire
B(y) = C⋆|v(C↓′)− Λ|+σ(C↓′)− σ(R↑+)− C⋆|v(C↓)− Λ|+σ(C↓) (3.2)
= C⋆|v(C↓′)− Λ|+[σ(C↓′)− σ(C↓)]− σ(R↑+)− C⋆|v(C↓)− v(C↓
′
)|+σ(C↓)
= −C⋆|v(C↓′)− Λ|+σ(R↑+)− C⋆|v(C↓ − v(C↓
′
)|σ(C↓) < 0.
Dans bien des cas qui viennent plus toˆt, un calcul semblable sera possible et nous
mentionnerons tout simplement que le pire cas possible est Λ = v(C↓′), sans toutefois
re´pe´ter le calcul ci-dessus.
ii) Soit une rare´faction en y avec x < y.
Puisque σ(C↓′)− σ(C↓) < 0, alors nous avons
B(y) = θ(y, C↓
′
)σ(C↓
′
)− θ(y, R↑+)σ(R↑+)− θ(y, C↓)σ(C↓) (3.3)
= σ(C↓
′
)− C⋆|v(R↑+)− Λ|+σ(R↑+)− σ(C↓) < 0.
iii) Soit une onde de choc en x avec x < y.
B(x) = θ(x, C↓
′
)σ(C↓
′
)− θ(x,R↑+)σ(R↑+)− θ(x, C↓)σ(C↓) (3.4)
= C⋆|Λ− v(C↓′)|+σ(C↓′)− σ(R↑+)− C⋆|Λ− v(C↓)|+σ(C↓)
Puisque l’onde se trouve du coˆte´ gauche, il est facile de remarquer que cette quantite´ est
ne´gative si Λ = v(C↓′). Pour montrer que B(y) est ne´gatif pour tout Λ, il suffit de le
montrer quand Λ = v(C↓). Alors, nous avons l’expression
|v(C↓)− v(C↓′)| = C˜σ(R↑+).
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B(x) = C⋆C˜σ(R
↑
+)σ(C
↓′)− σ(R↑+) (3.5)
= σ(R↑+)[C⋆C˜σ(C
↓′)− 1] < 0.
Si nous posons C⋆ de manie`re a` ce que
C⋆C˜σ(C
↓′) < 1
alors B(x) sera ne´gatif. Ceci est possible si la variation totale des ondes est borne´e a
priori.
iv) Soit une onde de rare´faction en x avec x < y.
Pour tout Λ, nous avons σ(C↓′)− σ(C↓) < 0, ce qui conduit a`
B(x) = θ(x, C↓
′
)σ(C↓
′
)− θ(x,R↑+)σ(R↑+)− θ(x, C↓)σ(C↓) (3.6)
= σ(C↓
′
)− C⋆|Λ− v(R↑+)|+σ(R↑+)− σ(C↓) < 0.
Cas RC-2 (R↑+C↓±)− (N↓
′
±R
↓′
−)
ϕ♯(um) < ur ≤ ϕ♭(ul) < 0 < ul < um.
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i) Soit une onde de choc en y avec x < y.
B(y) = θ(y,N↓
′
± )σ(N
↓′
± ) + θ(y, R
↓′
−)σ(R
↓′
−)− θ(y, R↑+)σ(R↑+) (3.7)
− θ(y, C↓±)σ(C↓±)
= C⋆|v(N↓
′
± )− Λ|+σ(N↓
′
± ) + σ(R
↓′
−)− σ(R↑+)
− C⋆|v(C↓±)− Λ|+σ(C↓±)
Nous avons : v(N↓
′
± ) < v(R
↓′
−) < v(C
↓
±) < v(R
↑
+).
Le pire cas correspond a` Λ = v(N↓
′
± ). Puisque σ(R
↓′
−) < σ(R
↑
+), on obtient
B(y) = σ(R↓
′
−)− σ(R↑+)− C⋆|v(C↓±)− v(N↓
′
± )|+σ(C↓±) < 0. (3.8)
ii) Soit une rare´faction en y avec x < y.
Puisque σ(N↓
′
± ) < σ(C
↓
±), σ(R
↓′
−) < σ(R
↑
+) et pour les vitesses
|v(R↓′−)− Λ|+ < |v(R↑+)− Λ|+. Alors,
B(y) = θ(y,N↓
′
± )σ(N
↓′
± ) + θ(y, R
↓′
−)σ(R
↓′
−)− θ(y, R↑+)σ(R↑+) (3.9)
− θ(y, C↓±)σ(C↓±)
= σ(N↓
′
± ) + C⋆|v(R↓
′
−)− Λ|+σ(R↓
′
−)− C⋆|v(R↑+)− Λ|+σ(R↑+)
− σ(C↓±) < 0.
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iii) Soit une onde de choc en x avec x < y.
B(x) = θ(x,N↓
′
± )σ(N
↓′
± ) + θ(x,R
↓′
−)σ(R
↓′
−)− θ(x,R↑+)σ(R↑+) (3.10)
− θ(x, C↓±)σ(C↓±)
= C⋆|Λ− v(N↓
′
± )|+σ(N↓
′
± ) + σ(R
↓′
−)− σ(R↑+)
− C⋆|Λ− v(C↓±)|+σ(C↓±)
Le pire cas correspond a` Λ = v(C↓±). Alors,
B(x) = C⋆|v(C↓±)− v(N↓
′
± )|+σ(N↓
′
± ) + σ(R
↓′
−)− σ(R↑+). (3.11)
Or, |v(C↓±)− v(N↓
′
± )|+ ≤ Cσ(R↑+). L’expression mathe´matique devient
B(x) ≤ C⋆Cσ(R↑+)σ(N↓
′
± ) + σ(R
↓′
−)− σ(R↑+) (3.12)
= σ(R↑+)× [C⋆Cσ(N↓
′
± )− 1] + σ(R↓
′
−)
Ici, nous introduisons un re´sultat utile que nous obtenons en se basant sur l’ine´galite´ :
σ(R↓
′
−)) ≤ −Lip(ϕ♭)σ(R↑+)
Ceci nous permet d’e´crire :
B(x) = σ(R↑+)[C⋆Cσ(N
↓′
± ) + Lip(ϕ
♭)− 1] < 0 (3.13)
si la condition ci-dessous est respecte´e
[C⋆Cσ(N
↓′
± ) + Lip(ϕ
♭)] < 1. (3.14)
Selon la the´orie, il est toujours possible de supposer que Lip(ϕ♭) < 1 uniforme´ment
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pour l’ensemble des valeurs borne´es de u.
iv) Soit une rare´faction en x avec x < y.
B(x) = θ(x,N↓
′
± )σ(N
↓′
± ) + θ(x,R
↓′
−)σ(R
↓′
−)− θ(x,R↑+)σ(R↑+) (3.15)
− θ(x, C↓±)σ(C↓±)
= σ(N↓
′
± ) + C⋆|Λ− v(R↓
′
−)|+σ(R↓
′
−)− C⋆|Λ− v(R↑+)|+σ(R↑+)
− σ(C↓±)
Le pire cas est Λ = v(R↑+). Alors,
B(x) = σ(N↓
′
± )− σ(C↓±) + C⋆|v(R↑+)− v(R↓
′
−)|+σ(R↓
′
−) (3.16)
Or, nous avons l’expression 1 σ(N↓
′
± )− σ(C↓±) = −C2σ(C↓±) et
|v(R↑+)− v(R↓
′
−)|+ ≤ C1σ(C↓±). Alors,
B(x) ≤ σ(N↓′± )− σ(C↓±) + C⋆C1σ(C↓±) (3.17)
≤ −C2σ(C↓±) + C⋆C1σ(C↓±)
= σ(C↓±)[−C2 + C⋆C1] ≤ 0
lorsque C⋆ satisfait l’ine´galite´
C⋆C1 ≤ C2
avec C1 et C2 qui sont des constantes.
Cas RC-3 (R↑+C↓)− (N↓
′
±C
↑′)
max(ϕ♭(ul), ϕ
♯(um)) < ur < ϕ
♯(ul) et 0 < ul < um.
1. La de´monstration de ce re´sultat est difficile.
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i) Soit une onde de choc en y avec x < y.
B(y) = θ(y,N↓
′
± )σ(N
↓′
± ) + θ(y, C
↑′)σ(C↑
′
)− θ(y, R↑+)σ(R↑+) (3.18)
− θ(y, C↓)σ(C↓)
= C⋆|v(N↓
′
± )− Λ|+σ(N↓
′
± ) + C⋆|v(C↑
′
)− Λ|+σ(C↑′)− σ(R↑+)
− C⋆|v(C↓)− Λ|+σ(C↓)
Pour les vitesses, on a : max(v(C↓), v(N↓
′
± )) ≤ min(v(C↑′), v(R↑+)).
Le pire cas possible correspond a` Λ = v(C↓) et v(C↓) < v(N↓
′
± ) alors nous obtenons :
B(y) = C⋆|v(N↓′± )− v(C↓)|+σ(N↓
′
± ) + C⋆|v(C↑
′
)− v(C↓)|+σ(C↑′) (3.19)
− σ(R↑+)
≤ C⋆C1σ(R↑+)σ(N↓
′
± ) + C⋆C2σ(R
↑
+)σ(C
↑′)− σ(R↑+)
= σ(R↑+)[C⋆C1σ(N
↓′
± ) + C⋆C2σ(C
↑′)− 1] < 0
si nous prenons C⋆ a priori petit. Autrement dit, il faut que
C⋆C1σ(N
↓′
± ) + C⋆C2σ(C
↑′) < 1.
ii) Soit une rare´faction en y avec x < y.
Ici, e´tant donne´ que σ(N↓
′
± ) + σ(C
↑′) ≤ σ(C↓) alors on a
B(y) = θ(y,N↓
′
± )σ(N
↓′
± ) + θ(y, C
↑′)σ(C↑
′
)− θ(y, R↑+)σ(R↑+) (3.20)
− θ(y, C↓)σ(C↓)
= σ(N↓
′
± ) + σ(C
↑′)− C⋆|v(R↑+)− Λ|+σ(R↑+)− σ(C↓) < 0.
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iii) Soit une onde de choc en x avec x < y.
B(x) = θ(x,N↓
′
± )σ(N
↓′
± ) + θ(x, C
↑′)σ(C↑
′
)− θ(x,R↑+)σ(R↑+) (3.21)
− θ(x, C↓)σ(C↓)
= C⋆|Λ− v(N↓
′
± )|+σ(N↓
′
± ) + C⋆|Λ− v(C↑
′
)|+σ(C↑′)− σ(R↑+)
− C⋆|Λ− v(C↓)|+σ(C↓)
Le pire cas est Λ = v(C↓) avec v(N↓
′
± ) < v(C
↓). Lorsque ces conditions sont
satisfaites, nous avons
B(x) = C⋆|v(C↓)− v(N↓
′
± )|+σ(N↓
′
± )− σ(R↑+) (3.22)
= C⋆C3σ(R
↑
+)σ(N
↓′
± )− σ(R↑+)
= σ(R↑+)[C⋆C3σ(N
↓′
± )− 1] < 0
si C⋆C3σ(N↓
′
± ) < 1.
iv) Soit une rare´faction en x avec x < y.
Sachant que σ(N↓
′
± ) + σ(C
↑′) ≤ σ(C↓), nous de´duisons que
B(x) = θ(x,N↓
′
± )σ(N
↓′
± ) + θ(x, C
↑′)σ(C↑
′
)− θ(x,R↑+)σ(R↑+) (3.23)
− θ(x, C↓)σ(C↓)
= σ(N↓
′
± ) + σ(C
↑′)− C⋆|Λ− v(R↑+)|+σ(R↑+)− σ(C↓) < 0.
Cas RN (R↑+N↓±)− (N↓
′
±R
↓′
−)
0 < ul < um et ur = ϕ♭(um).
54
i) Soit une onde de choc en y avec x < y.
B(y) = θ(y,N↓
′
± )σ(N
↓′
± ) + θ(y, R
↓′
−)σ(R
↓′
−)− θ(y, R↑+)σ(R↑+) (3.24)
− θ(y,N↓±)σ(N↓±)
= C⋆|v(N↓
′
± )− Λ|+σ(N↓
′
± ) + σ(R
↓′
−)− σ(R↑+)
− C⋆|v(N↓±)− Λ|+σ(N↓±)
Les ine´galite´s pour les vitesses ont la forme :
v(N↓
′
± ) < v(N
↓
±) < min(v(R
↓′
−), v(R
↑
+)) < max(v(R
↓′
−), v(R
↑
+)).
Le pire cas consiste en Λ = v(N↓
′
± ). Parce que σ(R
↓′
−) < σ(R
↑
+), nous avons
B(y) = σ(R↓
′
−)− σ(R↑+)− C⋆|v(N↓±)− v(N↓
′
± )|+σ(N↓±) < 0 (3.25)
ii) Soit une rare´faction en y avec x < y.
B(y) = θ(y,N↓
′
± )σ(N
↓′
± ) + θ(y, R
↓′
−)σ(R
↓′
−)− θ(y, R↑+)σ(R↑+) (3.26)
− θ(y,N↓±)σ(N↓±)
= σ(N↓
′
± ) + C⋆|v(R↓
′
−)− Λ|+σ(R↓
′
−)− C⋆|v(R↑+)− Λ|+σ(R↑+)
− σ(N↓±)
Le pire cas possible est lorsque v(R↑+) < v(R↓
′
−) et Λ = v(R
↑
+). Dans cette situation,
nous obtenons ceci
B(y) = σ(N↓
′
± ) + C⋆|v(R↓
′
−)− v(R↑+)|+σ(R↓
′
−)− σ(N↓±). (3.27)
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Or, on peut e´crire ce qui suit
σ(N↓
′
± )− σ(N↓±) = σ(R↓
′
−)− σ(R↑+) (3.28)
= Lip(ϕ♭ ◦ ϕ♭)σ(R↑+)− σ(R↑+)
= −σ(R↑+)[1− Lip(ϕ♭ ◦ ϕ♭)]
De plus, |v(R↓′−)− v(R↑+)|+ ≤ C2 quand une borne TV (u0) existe. Donc, nous
aboutissons a` l’expression ci-dessous
B(y) = −σ(R↑+)[1− Lip(ϕ♭ ◦ ϕ♭)− C⋆C2 Lip(ϕ♭)−1] ≤ 0 (3.29)
si C⋆ est petit a priori.
iii) Soit une onde de choc en x avec x < y.
B(x) = θ(x,N↓
′
± )σ(N
↓′
± ) + θ(x,R
↓′
−)σ(R
↓′
−)− θ(x,R↑+)σ(R↑+) (3.30)
− θ(x,N↓±)σ(N↓±)
= C⋆|Λ− v(N↓
′
± )|+σ(N↓
′
± ) + σ(R
↓′
−)− σ(R↑+)
− C⋆|Λ− v(N↓±)|+σ(N↓±)
Le pire cas correspond a` Λ = v(N↓±), ce qui me`ne a`
B(x) = C⋆|v(N↓±)− v(N↓
′
± )|+σ(N↓
′
± ) + σ(R
↓′
−)− σ(R↑+) (3.31)
On a |v(N↓±)− v(N↓
′
± )|+ = Cσ(R↑+) et σ(R↓
′
−) = σ(R
↑
+)|Lip(ϕ♭ ◦ ϕ♭)|.
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B(x) = C⋆Cσ(R
↑
+)σ(N
↓′
± ) + σ(R
↓′
−)− σ(R↑+) (3.32)
= σ(R↑+)[C⋆Cσ(N
↓′
± ) + |Lip(ϕ♭ ◦ ϕ♭)| − 1] < 0
si la condition ci-dessous est satisfaite
[C⋆Cσ(N
↓′
± ) + |Lip(ϕ♭ ◦ ϕ♭)| ] < 1. (3.33)
iv) Soit une rare´faction en x avec x < y.
B(x) = θ(x,N↓
′
± )σ(N
↓′
± ) + θ(x,R
↓′
−)σ(R
↓′
−)− θ(x,R↑+)σ(R↑+) (3.34)
− θ(x,N↓±)σ(N↓±)
= σ(N↓
′
± ) + C⋆|Λ− v(R↓
′
−)|+σ(R↓
′
−)− C⋆|Λ− v(R↑+)|+σ(R↑+)
− σ(N↓±)
Le pire cas a` conside´rer est quand v(R↑+) > v(R↓
′
−) et Λ = v(R
↑
+).
Nous avons l’expression ci-dessous :
B(x) = σ(N↓
′
± ) + C⋆|v(R↑+)− v(R↓
′
−)|+σ(R↓
′
−)− σ(N↓±). (3.35)
Tout comme en ii) σ(N↓′± )− σ(N↓±) = −σ(R↑+)[1− Lip(ϕ♭ ◦ ϕ♭)]. Alors que
|v(R↑+)− v(R↓
′
−)|+ = C2. Ceci implique
B(x) = −σ(R↑+)[1− Lip(ϕ♭ ◦ ϕ♭)] + C⋆C2 Lip(ϕ♭)−1σ(R↑+) (3.36)
= −σ(R↑+)[1− Lip(ϕ♭ ◦ ϕ♭)− C⋆C2 Lip(ϕ♭)−1] ≤ 0
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lorsque les constantes C⋆ et C2 sont suffisamment petites pour avoir
C⋆C2 Lip(ϕ
♭)−1 + Lip(ϕ♭ ◦ ϕ♭) ≤ 1. (3.37)
Cas CR-1 (C↓±R↓−)− (C↓
′
± )
ϕ♯(ul) < ur < um ≤ 0 < ul.
i) Soit une onde de choc en y avec x < y.
B(y) = θ(y, C↓
′
± )σ(C
↓′
± )− θ(y, C↓±)σ(C↓±)− θ(y, R↓−)σ(R↓−) (3.38)
= C⋆|v(C↓
′
± )− Λ|+σ(C↓
′
± )− C⋆|v(C↓±)− Λ|+σ(C↓±)
− σ(R↓−)
La se´rie d’ine´galite´s est : v(R↓−) < v(C↓
′
± ) < v(C
↓
±).
Le pire cas est Λ = v(C↓
′
± ). Dans cette situation, nous obtenons :
B(y) = −C⋆|v(C↓±)− v(C↓
′
± )|+σ(C↓±)− σ(R↓−) ≤ 0. (3.39)
ii) Soit une rare´faction en y avec x < y.
Puisque σ(C↓
′
± ) < σ(C
↓
±), on a
B(y) = θ(y, C↓
′
± )σ(C
↓′
± )− θ(y, C↓±)σ(C↓±)− θ(y, R↓−)σ(R↓−) (3.40)
= σ(C↓
′
± )− σ(C↓±)− C⋆|v(R↓−)− Λ|+σ(R↓−) < 0.
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iii) Soit une onde de choc en x avec x < y.
B(x) = θ(x, C↓
′
± )σ(C
↓′
± )− θ(x, C↓±)σ(C↓±)− θ(x,R↓−)σ(R↓−) (3.41)
= C⋆|Λ− v(C↓
′
± )|+σ(C↓
′
± )− C⋆|Λ− v(C↓±)|+σ(C↓±)
− σ(R↓−)
Le pire cas est Λ = v(C↓±). Alors
B(x) = C⋆|v(C↓±)− v(C↓
′
± )|+σ(C↓
′
± )− σ(R↓−) (3.42)
= C⋆C˜σ(R
↓
−)σ(C
↓′
± )− σ(R↓−)
= σ(R↓−)[C⋆C˜σ(C
↓′
± )− 1] < 0
si nous faisons l’hypothe`se que les constantes C⋆ et C˜ sont assez petites pour que la
condition suivante soit vraie
C⋆C˜σ(C
↓′
± ) < 1. (3.43)
iv) Soit une rare´faction en x avec x < y.
B(x) = θ(x, C↓
′
± )σ(C
↓′
± )− θ(x, C↓±)σ(C↓±)− θ(x,R↓−)σ(R↓−) (3.44)
= σ(C↓
′
± )− σ(C↓±)− C⋆|Λ− v(R↓−)|+σ(R↓−) < 0.
Cas CR-2 (C↓+R↑+)− (C↓
′
+ )
max(ϕ♯(ul), 0) ≤ um < ur < ul.
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i) Soit une onde de choc en y avec x < y.
B(y) = θ(y, C↓
′
+ )σ(C
↓′
+ )− θ(y, C↓+)σ(C↓+)− θ(y, R↑+)σ(R↑+) (3.45)
= C⋆|v(C↓
′
+ )− Λ|+σ(C↓
′
+ )− C⋆|v(C↓+)− Λ|+σ(C↓+)− σ(R↑+)
Nous constatons que v(R↑+) < v(C
↓
+) < v(C
↓′
+ ).
Ici, la pire situation correspond a` Λ = v(C↓+). Nous obtenons
B(y) = C⋆|v(C↓′+ )− v(C↓+)|+σ(C↓
′
+ )− σ(R↑+) (3.46)
= C⋆C˜σ(R
↑
+)σ(C
↓′
+ )− σ(R↑+)
= σ(R↑+)[C⋆C˜σ(C
↓′
+ )− 1] < 0.
Encore une fois, nous faisons l’hypothe`se que C⋆ ainsi que C˜ sont des constantes
positives et assez petites pour avoir
C⋆C˜σ(C
↓′
+ ) < 1. (3.47)
ii) Soit une rare´faction en y avec x < y.
Puisque σ(C↓
′
+ ) < σ(C
↓
+) alors
B(y) = θ(y, C↓
′
+ )σ(C
↓′
+ )− θ(y, C↓+)σ(C↓+)− θ(y, R↑+)σ(R↑+) (3.48)
= σ(C↓
′
+ )− σ(C↓+)− C⋆|v(R↑+)− Λ|+σ(R↑+) < 0.
60
iii) Soit une onde de choc en x avec x < y.
B(x) = θ(x, C↓
′
+ )σ(C
↓′
+ )− θ(x, C↓+)σ(C↓+)− θ(x,R↑+)σ(R↑+) (3.49)
= C⋆|Λ− v(C↓
′
+ )|+σ(C↓
′
+ )− C⋆|Λ− v(C↓+)|+σ(C↓+)− σ(R↑+)
Le pire cas possible provient de Λ = v(C↓
′
+ ). Alors,
B(x) = −C⋆|v(C↓′+ )− v(C↓+)|+σ(C↓+)− σ(R↑+) < 0. (3.50)
iv) Soit une rare´faction en x avec x < y.
Puisque σ(C↓
′
+ ) < σ(C
↓
+), alors on obtient ceci
B(x) = θ(x, C↓
′
+ )σ(C
↓′
+ )− θ(x, C↓+)σ(C↓+)− θ(x,R↑+)σ(R↑+) (3.51)
= σ(C↓
′
+ )− σ(C↓+)− C⋆|Λ− v(R↑+)|+σ(R↑+) < 0.
Cas CR-3 (C↓±R↓−)− (N↓
′
±R
↓′
−)
ur ≤ ϕ♭(ul) < ϕ♯(ul) < um ≤ 0 < ul.
Les vitesses sont dans l’ordre suivant : min(v(R↓−), v(N↓
′
± )) < max(v(R
↓
−), v(N
↓′
± )) <
min(v(C↓±), v(R
↓′
−)) < max((v(C
↓
±), v(R
↓′
−)).
i) Soit une onde de choc en y avec x < y.
Nous sommes en pre´sence des ine´galite´s suivantes pour les forces : σ(R↓
′
−) < σ(R
↓
−) et
σ(N↓
′
± ) < σ(C
↓
±).
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Tandis que pour les vitesses, on a |v(N↓′± )− Λ|+ < |v(C↓±)− Λ|+. Ces trois ine´galite´s
me`nent a`
B(y) = θ(y,N↓
′
± )σ(N
↓′
± ) + θ(y, R
↓′
−)σ(R
↓′
−)− θ(y, C↓±)σ(C↓±) (3.52)
− θ(y, R↓−)σ(R↓−)
= C⋆|v(N↓′± )− Λ|+σ(N↓
′
± ) + σ(R
↓′
−)− C⋆|v(C↓±)− Λ|+σ(C↓±) (3.53)
− σ(R↓−) < 0.
ii) Soit une rare´faction en y avec x < y.
B(y) = θ(y,N↓
′
± )σ(N
↓′
± ) + θ(y, R
↓′
−)σ(R
↓′
−)− θ(y, C↓±)σ(C↓±) (3.54)
− θ(y, R↓−)σ(R↓−)
= σ(N↓
′
± ) + C⋆|v(R↓
′
−)− Λ|+σ(R↓
′
−)− σ(C↓±)
− C⋆|v(R↓−)− Λ|+σ(R↓−)
Le pire cas qu’on puisse avoir est Λ = v(R↓−).
B(y) = σ(N↓
′
± ) + C⋆|v(R↓
′
−)− v(R↓−)|+σ(R↓
′
−)− σ(C↓±) (3.55)
Or, σ(N↓
′
± )− σ(C↓±) = σ(R↓
′
−)− σ(R↓−) et |v(R↓
′
−)− v(R↓−)|+ = C|σ(R↓
′
−)− σ(R↓−)|
ou` C est une constante. Ceci nous permet d’e´crire
B(y) = σ(R↓
′
−)− σ(R↓−) + C⋆C|σ(R↓
′
−)− σ(R↓−)| (3.56)
× σ(R↓′−) = |σ(R↓
′
−)− σ(R↓−)|[−1 + C⋆Cσ(R↓
′
−)] ≤ 0
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si la condition donne´e ci-dessous est satisfaite
[−1 + C⋆Cσ(R↓
′
−)] ≤ 0 (3.57)
avec C⋆ ainsi que C qui sont des constantes positives.
iii) Soit une onde de choc en x avec x < y.
B(x) = θ(x,N↓
′
± )σ(N
↓′
± ) + θ(x,R
↓′
−)σ(R
↓′
−)− θ(x, C↓±)σ(C↓±) (3.58)
− θ(x,R↓−)σ(R↓−)
= C⋆|Λ− v(N↓′± )|+σ(N↓
′
± ) + σ(R
↓′
−)− C⋆|Λ− v(C↓±)|+σ(C↓±)
− σ(R↓−)
Λ = v(C↓±) est le pire cas.
On peut e´crire les ine´galite´s qui suivent : |v(C↓±)− v(N↓
′
± )|+ ≤ Cσ(R↓−) et pour les
forces σ(R↓
′
−) < λσ(R
↓
−) ou` 0 < λ < 1. Alors, en se servant de ces meˆmes ine´galite´s,
nous arrivons a`
B(x) ≤ C⋆Cσ(R↓−)σ(N↓
′
± ) + λσ(R
↓
−)− σ(R↓−) (3.59)
= σ(R↓−)[C⋆Cσ(N
↓′
± ) + λ− 1] < 0
lorsque la condition exprime´e par
C⋆Cσ(N
↓′
± ) + λ < 1 (3.60)
est respecte´e.
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iv) Soit une rare´faction en x avec x < y.
B(x) = θ(x,N↓
′
± )σ(N
↓′
± ) + θ(x,R
↓′
−)σ(R
↓′
−)− θ(x, C↓±)σ(C↓±) (3.61)
− θ(x,R↓−)σ(R↓−)
= σ(N↓
′
± ) + C⋆|Λ− v(R↓
′
−)|+σ(R↓
′
−)− σ(C↓±)
− C⋆|Λ− v(R↓−)|+σ(R↓−)
Λ = v(R↓
′
−) repre´sente le pire cas qu’on puisse rencontrer.
Puisque σ(N↓
′
± ) < σ(C
↓
±), v(R
↓
−) < v(R
↓′
−) alors on peut affirmer que
B(y) = σ(N↓
′
± )− σ(C↓±)− C⋆|v(R↓
′
−)− v(R↓−)|+σ(R↓−) < 0. (3.62)
Cas CR-4 (C↓±R↓−)− (N↓
′
±C
↑′
− )
ϕ♭(ul) < ur < ϕ
♯(ul) < um ≤ 0 < ul.
i) Soit une onde de choc en y avec x < y.
B(y) = θ(y,N↓
′
± )σ(N
↓′
± ) + θ(y, C
↑′
− )σ(C
↑′
− )− θ(y, C↓±)σ(C↓±) (3.63)
− θ(y, R↓−)σ(R↓−)
= C⋆|v(N↓′± )− Λ|+σ(N↓
′
± ) + C⋆|v(C↑
′
− )− Λ|+σ(C↑
′
− )
− C⋆|v(C↓±)− Λ|+σ(C↓±)− σ(R↓−)
L’ordre des vitesses est : v(R↓−) < v(N↓
′
± ) < v(C
↓
±) < v(C
↑′
− ).
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Le pire cas provient de Λ = v(C↓±). Alors,
B(y) = C⋆|v(C↑
′
− )− v(C↓±)|+σ(C↑
′
− )− σ(R↓−). (3.64)
En observant que |v(C↑′− )− v(C↓±)|+ = C˜σ(R↓−), nous obtenons
B(y) = C⋆C˜σ(R
↓
−)σ(C
↑′
− )− σ(R↓−) (3.65)
= σ(R↓−)[C⋆C˜σ(C
↑′
− )− 1] < 0
si nous avons C⋆C˜σ(C↑
′
− ) < 1.
ii) Soit une rare´faction en y avec x < y.
Puisque σ(N↓
′
± ) + σ(C
↑′
− ) < σ(C
↓
±), nous obtenons
B(y) = θ(y,N↓
′
± )σ(N
↓′
± ) + θ(y, C
↑′
− )σ(C
↑′
− )− θ(y, C↓±)σ(C↓±) (3.66)
− θ(y, R↓−)σ(R↓−)
= σ(N↓
′
± ) + σ(C
↑′
− )− σ(C↓±)− C⋆|v(R↓−)− Λ|+σ(R↓−) < 0
iii) Soit une onde de choc en x avec x < y.
B(x) = θ(x,N↓
′
± )σ(N
↓′
± ) + θ(x, C
↑′
− )σ(C
↑′
− )− θ(x, C↓±)σ(C↓±) (3.67)
− θ(x,R↓−)σ(R↓−)
= C⋆|Λ− v(N↓
′
± )|+σ(N↓
′
± ) + C⋆|Λ− v(C↑
′
− )|+σ(C↑
′
− )
− C⋆|Λ− v(C↓±)|+σ(C↓±)− σ(R↓−)
Le pire cas possible est Λ = v(C↓±) avec v(C↑
′
− ) > v(C
↓
±).
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Devant cette situation, nous obtenons :
B(x) = C⋆|v(C↓±)− v(N↓
′
± )|+σ(N↓
′
± )− σ(R↓−). (3.68)
Si on utilise le fait que |v(C↓±)− v(N↓
′
± )|+ ≤ C˜σ(R↓−) alors
B(x) = σ(R↓−)[C⋆C˜σ(N
↓′
± )− 1] < 0 (3.69)
si la condition C⋆C˜σ(N↓
′
± ) < 1.
iv) Soit une rare´faction en x avec x < y.
B(x) = θ(x,N↓
′
± )σ(N
↓′
± ) + θ(x, C
↑′
− )σ(C
↑′
− )− θ(x, C↓±)σ(C↓±) (3.70)
− θ(x,R↓−)σ(R↓−)
= σ(N↓
′
± ) + σ(C
↑′
− )− σ(C↓±)− C⋆|Λ− v(R↓−)|+σ(R↓−) < 0
Cas CC-1 (C↓+C↓)− (C↓′)
max(ϕ♯(ul), ϕ
♯(um)) < ur < um < ul et um ≥ 0.
i) Soit une onde de choc en y avec x < y.
B(y) = θ(y, C↓
′
)σ(C↓
′
)− θ(y, C↓+)σ(C↓+)− θ(y, C↓)σ(C↓) (3.71)
= C⋆|v(C↓′)− Λ|+σ(C↓′)− C⋆|v(C↓+)− Λ|+σ(C↓+)
− C⋆|v(C↓)Λ|+σ(C↓)
Les vitesses sont dans l’ordre : v(C↓) < v(C↓′) < v(C↓+).
Si Λ ∈ [v(C↓+),∞) alors B(y) = 0. Tandis que si Λ ∈ (−∞, v(C↓)], alors nous
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obtenons,
B(y) = C⋆|v(C↓′)− v(C↓)|+σ(C↓′)− C⋆|v(C↓+)− v(C↓)|+σ(C↓+) (3.72)
+ C⋆|v(C↓)− Λ|+[σ(C↓′)− σ(C↓+)− σ(C↓)]
Le pire cas est donc Λ = v(C↓).
Conside´rons la situation lorsque ur ≥ 0.
Pour e´valuer B(y), nous allons nous servir des expressions suivantes pour les forces :
σ(C↓+) = |ul − um|, σ(C↓) = |um − ur|, σ(C↓′) = |ul − ur|. En utilisant ces
expressions ainsi que les formules de Rankine-Hugoniot pour les vitesses
v(C↓), v(C↓
′
), v(C↓+), nous obtenons
B(y) = C⋆[
f(ul)− f(ur)
ul − ur −
f(um)− f(ur)
um − ur ](ul − ur) (3.73)
− C⋆[f(ul)− f(um)
ul − um −
f(um)− f(ur)
um − ur ](ul − um)
= C⋆[(f(ul)− f(ur))− (f(ul)− f(um))]
+ C⋆
f(um)− f(ur)
um − ur [−(ul − ur) + (ul − um)] = 0
Toutefois, si ur < 0 alors les forces s’e´crivent sous la forme :
σ(C↓+) = |ul − um|, σ(C↓) = |um + ur|, σ(C↓′) = |ul + ur|.
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Un calcul similaire montre que
B(y) = C⋆[
f(ul)− f(ur)
ul − ur −
f(um)− f(ur)
um − ur ](ul + ur) (3.74)
− C⋆[f(ul)− f(um)
ul − um −
f(um)− f(ur)
um − ur ](ul − um)
= C⋆[(f(ul)− f(ur))(ul + ur)
(ul − ur) − (f(ul)− f(um)]
+ C⋆
f(um)− f(ur)
um − ur [−(ul + ur) + (ul − um)
Or, on constate que
ul + ur
ul − ur =
ul − ur + 2ur
ul − ur = 1 +
2ur
ul − ur .
B(y) = C⋆
(
[f(ul)− f(ur)− f(ul) + f(um)] + (f(ul)− f(ur)) 2ur
ul − ur (3.75)
+
f(um)− f(ur)
um − ur [−(ul + ur) + (ul − um)]
)
= C⋆
(f(um)− f(ur)
um − ur [(um − ur)− ur − um] +
f(ul)− f(ur)
ul − ur (2ur)
)
= C⋆
(f(ul)− f(ur)
ul − ur −
f(um)− f(ur)
um − ur
)× (2ur)
= C⋆
(
v(C↓
′
)− v(C↓))× (2ur) ≤ 0
puisque (v(C↓′)− v(C↓)) > 0 et 2ur ≤ 0.
ii) Soit une onde de rare´faction en y avec x < y.
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Puisque σ(C↓′) = σ(C↓+) + σ(C↓)
B(y) = θ(y, C↓
′
)σ(C↓
′
)− θ(y, C↓+)σ(C↓+)− θ(y, C↓)σ(C↓) (3.76)
= σ(C↓
′
)− σ(C↓+)− σ(C↓) = 0
iii) Soit une onde de choc en x avec x < y.
B(x) = θ(x, C↓
′
)σ(C↓
′
)− θ(x, C↓+)σ(C↓+)− θ(x, C↓)σ(C↓) (3.77)
= C⋆|Λ− v(C↓′)|+σ(C↓′)− C⋆|Λ− v(C↓+)|+σ(C↓+)
− C⋆|Λ− v(C↓)|+σ(C↓)
Ici, le pire cas possible est Λ ∈ [v(C↓+),∞). Alors, nous avons
ce qui suit
B(x) = C⋆|v(C↓+)− v(C↓
′
)|+σ(C↓′)− C⋆|v(C↓+)− v(C↓)|+σ(C↓). (3.78)
Traitons tout d’abord la situation lorsque ur ≥ 0. Nous allons prendre
les de´finitions des forces introduites pour le cas ur ≥ 0 en i).
B(x) = C⋆[
f(ul)− f(um)
ul − um −
f(ul)− f(ur)
ul − ur ](ul − ur) (3.79)
− C⋆[f(ul)− f(um)
ul − um −
f(um)− f(ur)
um − ur ](um − ur)
= C⋆[−(f(ul)− f(ur)) + (f(um)− f(ur))]
+ C⋆
f(ul)− f(um)
ul − um [(ul − ur)− (um − ur)]
= C⋆
f(ul)− f(um)
ul − um [−(ul − um) + (ul − um)] = 0
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Conside´rons maintenant la situation quand ur < 0. Nous allons
nous servir de nouveau des formules pour les forces pre´sente´es
dans le cas i) lorsque ur < 0.
B(x) = C⋆[
f(ul)− f(um)
ul − um −
f(ul)− f(ur)
ul − ur ](ul + ur) (3.80)
− C⋆[f(ul)− f(um)
ul − um −
f(um)− f(ur)
um − ur ](um + ur)
= C⋆[
f(ul)− f(um)
ul − um
(
(ul + ur)− (um + ur)
)
− (f(ul)− f(ur))− (f(ul)− f(ur)) 2ur
ul − ur
+ (f(um)− f(ur)) + (f(um)− f(ur)) 2ur
um − ur ]
= C⋆ × 2ur[−f(ul)− f(ur)
ul − ur +
f(um)− f(ur)
um − ur ]
= C⋆ × 2ur
(
v(C↓)− v(C↓′)) ≥ 0
puisque C⋆ ≥ 0, 2ur ≤ 0 et (v(C↓)− v(C↓′)) ≤ 0.
iv) Soit une onde de rare´faction en x avec x < y.
B(x) = θ(x, C↓
′
)σ(C↓
′
)− θ(x, C↓+)σ(C↓+)− θ(x, C↓)σ(C↓) (3.81)
= σ(C↓
′
)− σ(C↓+)− σ(C↓) = 0
Cas CC-2 (C↓±C↑)− (C↓′)
ϕ♯(ul) < um < ur < ϕ
♯(um) < ul et um < 0.
i) Soit une onde de choc en y avec x < y.
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B(y) = θ(y, C↓
′
)σ(C↓
′
)− θ(y, C↓±)σ(C↓±)− θ(y, C↑)σ(C↑) (3.82)
= C⋆|v(C↓′)− Λ|+σ(C↓′)− C⋆|v(C↓±)− Λ|+σ(C↓±)
− C⋆|v(C↑)− Λ|+σ(C↑)
Nous avons pour les vitesses : v(C↑) < v(C↓±) < v(C↓
′
).
Le pire cas est Λ = v(C↓±). Alors,
B(y) = C⋆|v(C↓′)− v(C↓±)|+σ(C↓
′
) > 0. (3.83)
ii) Soit une rare´faction en y avec x < y.
Puisque σ(C↓′) = σ(C↓±) + σ(C↑), alors nous avons
B(y) = θ(y, C↓
′
)σ(C↓
′
)− θ(y, C↓±)σ(C↓±)− θ(y, C↑)σ(C↑) (3.84)
= σ(C↓
′
)− σ(C↓±)− σ(C↑) = 0.
iii) Soit une onde de choc en x avec x < y.
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B(x) = θ(x, C↓
′
)σ(C↓
′
)− θ(x, C↓±)σ(C↓±)− θ(x, C↑)σ(C↑) (3.85)
= C⋆|Λ− v(C↓′)|+σ(C↓′)− C⋆|Λ− v(C↓±)|+σ(C↓±)
− C⋆|Λ− v(C↑)|+σ(C↑)
Λ = v(C↓
′
) est le pire cas rencontre´. Alors,
B(x) = −C⋆|v(C↓′)− v(C↓±)|+σ(C↓±)− C⋆|v(C↓
′
)− v(C↑)|+σ(C↑) < 0 (3.86)
iv) Soit une rare´faction en x avec x < y.
B(x) = θ(x, C↓
′
)σ(C↓
′
)− θ(x, C↓±)σ(C↓±)− θ(x, C↑)σ(C↑) (3.87)
= σ(C↓
′
)− σ(C↓±)− σ(C↑) = 0
Cas CC-3 (C↓+C↓)− (N↓
′
±C
↑′)
ϕ♭(ul) < ϕ
♯(um) < ur < ϕ
♯(ul) < um < ul et um ≥ 0.
i) Soit une onde de choc en y avec x < y.
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B(y) = θ(y,N↓
′
± )σ(N
↓′
± ) + θ(y, C
↑′)σ(C↑
′
)− θ(y, C↓+)σ(C↓+) (3.88)
− θ(y, C↓)σ(C↓)
= C⋆|v(N↓
′
± )− Λ|+σ(N↓
′
± ) + C⋆|v(C↑
′
)− Λ|+σ(C↑′)
− C⋆|v(C↓+)− Λ|+σ(C↓+)− C⋆|v(C↓)− Λ|+σ(C↓)
Au niveau des vitesses, nous avons :
v(C↓) < v(N↓
′
± ) < min(v(C
↑′), v(C↓+)) < max(v(C
↑′), v(C↓+)).
Le pire cas correspond a` Λ = v(C↓+) et v(C↓+) < v(C↑
′
). Alors,
B(y) = C⋆|v(C↑′)− v(C↓+)|+σ(C↑
′
) > 0. (3.89)
ii) Soit une rare´faction en y avec x < y.
Puisque σ(N↓
′
± ) + σ(C
↑′) = σ(C↓+) + σ(C
↓), nous obtenons
B(y) = θ(y,N↓
′
± )σ(N
↓′
± ) + θ(y, C
↑′)σ(C↑
′
)− θ(y, C↓+)σ(C↓+) (3.90)
− θ(y, C↓)σ(C↓)
= σ(N↓
′
± ) + σ(C
↑′)− σ(C↓+)− σ(C↓) = 0
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iii) Soit une onde de choc en x avec x < y.
B(x) = θ(x,N↓
′
± )σ(N
↓′
± ) + θ(x, C
↑′)σ(C↑
′
)− θ(x, C↓+)σ(C↓+) (3.91)
− θ(x, C↓)σ(C↓)
= C⋆|Λ− v(N↓
′
± )|+σ(N↓
′
± ) + C⋆|Λ− v(C↑
′
)|+σ(C↑′)
− C⋆|Λ− v(C↓+)|+σ(C↓+)− C⋆|Λ− v(C↓)|+σ(C↓)
Ici, le pire cas est Λ = v(C↓+). Alors, on a l’expression suivante :
B(x) = C⋆|v(C↓+)− v(N↓
′
± )|+σ(N↓
′
± ) + C⋆|v(C↓+)− v(C↑
′
)|+σ(C↑′) (3.92)
C⋆|v(C↓+)− v(C↓)|+σ(C↓)
Pour l’instant, il est impossible pour nous de conclure si B(x) est ne´gatif mais nous
proposons tout de meˆme une analyse de´taille´e de cette expression. Nous commencons
avec une analyse approximative de B(x) avant de poursuivre plus tard avec une analyse
rigoureuse.
Conside´rons l’onde de choc imaginaire CI reliant les e´tats ul et ϕ♯(ul). Alors,
σ(N↓
′
± ) + σ(C
↑′
− ) ≤ σ(CI).
Supposons que nous avons l’expression :
a(u, v) =
f(u)− f(v)
u− v
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qui est la vitesse de Rankine-Hugoniot qui joint les e´tats u et v. Si um est proche de ul
alors on a
v(C↓) = a(ur, um) ≤ a(ϕ♯(ul), um). (3.93)
En revanche, um doit toujours eˆtre positif. Quand um sera proche de um = 0 alors C↓
sera une onde de choc qui reliera deux e´tats ur et um qui sont approximativement dans
une re´gion avec f ′′ < 0, une re´gion concave. Donc, nous pourrions aussi avoir
a(um, ϕ
♯(ul)) ≤ a(um, ur) (3.94)
En ge´ne´ral, l’expression qui comporte v(C↓) = a(ur, um) semble plus probable que
a(um, ϕ
♯(ul)) ≤ a(um, ur). Dans ce cas,
|v(C↓+)− v(C↓| ≤ |a(ul, um)− a(ϕ♯(ul), um)| (3.95)
≤ C3|ul − ϕ♯(ul)| = C3σ(CI).
Donc,
B(x) ≤ C⋆σ(C↓±)
(
C1σ(N
↓′
± ) + C2σ(C
↑′
− )− C3σ(CI)
)
. (3.96)
Si les constantes C1, C2, C3 sont toutes presque e´gales alors puisque
σ(N↓
′
± ) + σ(C
↑′
− ) ≤ σ(CI) il y a une possibilite´ que B(x) soit ne´gatif.
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Dans les lignes qui suivent, nous allons tenter de confirmer cette
affirmation en effectuant des calculs de´taille´s.
Nous avons ur < ϕ♯(ul) < 0 et l’expression (3.95)
B(x) = C⋆|v(C↓+)− v(N↓
′
± )|σ(N↓
′
± ) + C⋆|v(C↓+)− v(C↑
′
− )|σ(C↑
′
− ) (3.97)
− C⋆|v(C↓+)− v(C↓±)|σ(C↓±)
= C⋆
(
a(ul, um)− a(ul, u♭l)
)
(ul + u
♭
l) + C⋆
(
a(ul, um)− a(u♭l , ur)
)
× (ur − u♭l)− C⋆
(
a(ul, um)− a(um, ur)
)
(um + ur)
Nous avons l’e´galite´ : a(ul, u♭l) = a(ul, u
♯
l). Nous allons nous servir de celle-ci pour
re´e´crire B(x).
B(x) = C⋆
(
a(ul, um)− a(ul, u♯l)
)
(ul + u
♭
l) (3.98)
+ C⋆
(
a(ul, um)− a(ul, u♯l) + a(ul, u♭l)− a(ur, u♭l)
)
(ur − u♭l)
− C⋆
(
a(ul, um)− a(u♯l , um) + a(u♯l , um)− a(um, ur)
)
(um + ur)
Les identite´s suivantes vont eˆtre utiles pour e´crire B(x) sous une autre forme.
a(ul, um)− a(ul, u♯l) = a
(
ul, u
♯
l + (um − u♯l)
)
− a(ul, u♯l) (3.99)
=
∂a
∂v
(ul, u
♯
l)(um − u♯l) +O
(
(um − u♯l)2
)
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a(ul, u
♭
l)− a(ur, u♭l) = a(u♯l , u♭l)− a(ur, u♭l) (3.100)
= a(u♭l , u
♯
l)− a
(
u♭l , u
♯
l + (ur − u♯l)
)
= −∂a
∂v
(u♭l , u
♯
l)(ur − u♯l) +O
(
(ur − u♯l)2
)
a(ul, um)− a(u♯l , um) = a(um, ul)− a
(
um, ul + (u
♯
l − ul)
)
(3.101)
= −∂a
∂v
(um, ul)(u
♯
l − ul) +O
(
(u♯l − ul)2
)
a(u♯l , um)− a(um, ur) = a
(
um, ur + (u
♯
l − ur)
)
− a(um, ur) (3.102)
=
∂a
∂v
(um, ur)(u
♯
l − ur) +O
(
(u♯l − ur)2
)
Re´e´crivons maintenant B(x) en utilisant les expressions pre´sente´es ci-dessus.
B(x) = C⋆(ul + u
♭
l)
∂a
∂v
(ul, u
♯
l)(um − u♯l) +O
(
(ul + u
♭
l)(um − u♯l)2
)
(3.103)
+ C⋆(ur − u♭l)
(
− ∂a
∂v
(u♭l , u
♯
l)(ur − u♯l) +O
(
(ur − u♯l)2
)
+
∂a
∂v
(ul, u
♯
l)(um − u♯l) +O
(
(um − u♯l)2
))
− C⋆(um + ur)
(
− ∂a
∂v
(um, ul)(u
♯
l − ul) +O
(
(u♯l − ul)2
)
+
∂a
∂r
(um, ur)(u
♯
l − ur) +O
(
(u♯l − ur)2
))
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Le second terme dans l’expression pre´ce´dente a la forme :
g(u♭l)(u
♯
l − ur) + g(ul)(um − u♯l) = (um − ur)
(
g(u♭l)
u♯l − ur
um − ur + g(ul)
um − u♯l
um − ur
)
= (um − ur)
(
g(u♭l)λ+ g(ul)(1− λ)
)
avec λ ∈ (0, 1).
Si g est continue alors il existe u⋆ ∈ (u♭l , ul) tel que l’expression
pre´ce´dente puisse s’e´crire (um − ur)g(u⋆) = (um − ur)∂a∂v (u⋆, u♯l).
De plus, on remarque que si λ ≈ 0 alors u⋆ ≈ ul et vice-versa ; si λ ≈ 1
alors u⋆ ≈ u♭l .
`A une constante C˜ pre`s, nous avons la se´rie d’ine´galite´s :
0 < um − u♯l < um − ur ≤ C˜(um + ur) = C˜σ(C↓±).
La constante C˜ est relie´e a` la constante de Lipschitz de la fonction cine´tique. Alors,
B(x) ≤ C⋆(ul + u♭l)
∂a
∂v
(ul, u
♯
l)C˜σ(C
↓
±) + C⋆(ur − u♭l) (3.104)
× ∂a
∂v
(u⋆, u♯l)C˜σ(C
↓
±) + C⋆σ(C
↓
±)
∂a
∂v
(um, ul)(u
♯
l − ul)
− C⋆σ(C↓±)
∂a
∂v
(um, ur)(u
♯
l − ur) +O(s3)
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s est la force d’une des ondes.
Re´e´crivons de nouveau B(x).
B(x) ≤ C⋆σ(C↓±)
(
C˜(ul + u
♭
l)
∂a
∂v
(ul, u
♯
l) + C˜(ur − u♭l)
∂a
∂v
(u⋆, u♯l) (3.105)
+ (u♯l − ul)
∂a
∂v
(um, ul)
)
− C⋆σ(C↓±)
∂a
∂v
(um, ur)(u
♯
l − ur) +O(s3)
Or, nous avons
(ul + u
♭
l)
∂a
∂v
(ul, u
♯
l) + (ur − u♭l)
∂a
∂v
(u⋆, u♯l) = (ur + ul) (3.106)
×
(∂a
∂v
(ul, u
♯
l)
(u♭l − (−ul))
(ur − (−ul)) +
∂a
∂v
(u⋆, u♯l)
(ur − u♭l)
(ur − (−ul))
)
= (ur + ul)
∂a
∂v
(u⋆⋆, u♯l)
pour une valeur u⋆⋆ ∈ (ul, u⋆) avec u⋆ ∈ (u♭l , ul).
Donc, nous arrivons finalement a` l’expression qui suit :
B(x) ≤ C⋆σ(C↓±)
(
C˜(ur + ul)
∂a
∂v
(u⋆⋆, u♯l) + (u
♯
l − ul) (3.107)
× ∂a
∂v
(um, ul)
)
− C⋆σ(C↓±)
∂a
∂v
(um, ur)(u
♯
l − ur) +O(s3)
≤ C⋆σ(C↓±)
(
C˜(ul − ur)
∣∣∣∂a
∂v
(u⋆⋆, u♯l)
∣∣∣− (ul − u♯l)∂a∂v (um, ul)
)
− C⋆σ(C↓±)
∂a
∂v
(um, ur)(u
♯
l − ur) +O(s3)
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Malheureusement, ce long de´veloppement ne nous permet pas de conclure concernant
le signe de B(x).
iv) Soit une rare´faction en x avec x < y.
B(x) = θ(x,N↓
′
± )σ(N
↓′
± ) + θ(x, C
↑′)σ(C↑
′
)− θ(x, C↓+)σ(C↓+) (3.108)
− θ(x, C↓)σ(C↓)
= σ(N↓
′
± ) + σ(C
↑′)− σ(C↓+)− σ(C↓) = 0
Cas CN-1 (C↓+N↓±)− (C↓
′
± )
0 < um < ul ainsi que ϕ♯(ul) ≤ ur = ϕ♭(um).
i) Soit une onde de choc en y avec x < y.
B(y) = θ(y, C↓
′
± )σ(C
↓′
± )− θ(y, C↓+)σ(C↓+)− θ(y,N↓±)σ(N↓±) (3.109)
= C⋆|v(C↓
′
± )− Λ|+σ(C↓
′
± )− C⋆|v(C↓+)− Λ|+σ(C↓+)
− C⋆|v(N↓±)− Λ|+σ(N↓±)
Les diffe´rentes vitesses sont : v(N↓±) < v(C↓
′
± ) < v(C
↓
+).
Le pire cas que nous puissions rencontrer est Λ = v(N↓±). Alors,
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B(y) = C⋆|v(C↓
′
± )− v(N↓±)|+σ(C↓
′
± )− C⋆|v(C↓+)− v(N↓±)|+σ(C↓+). (3.110)
L’ expression pour B(y) ci-dessus ne nous permet pas de conclure. Alors, re´e´crivons
B(y) comme suit :
B(y) = C⋆|a(ul, ur)− a(ur, um)|σ(C↓′± ) (3.111)
− C⋆|a(ul, um)− a(um, ur)|σ(C↓+)
Sachant que nous pouvons de´velopper les expressions ci-dessus comme suit :
a(ur, ul)− a(ur, um) = ∂a
∂v
(ur, um)(ul − um) +O
(
(ul − um)2
)
(3.112)
= f ′′(um)(ul − um)
+O
(
(ur − um)(ul − um) + (ul − um)2
)
a(ul, um)− a(um, ur) = a
(
um, ur + (ul − ur)
)
− a(um, ur) (3.113)
=
∂a
∂v
(um, ur)(ul − ur) +O
(
(ul − ur)2
)
= f ′′(ur)(ul − ur)
+O
(
(um − ur)(ul − ur) + (ul − ur)2
)
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En utilisant ces formules, nous obtenons
B(y) = C⋆f
′′(um)(ul − um)(ul + ur)− C⋆f ′′(ur)(ul − ur)(ul − um) (3.114)
+O(s3)
= C⋆(ul − um)
(
f ′′(um)(ul + ur)− f ′′(ur)(ul − ur)
)
+O(s3)
ce qui ne nous permet pas de conclure concernant B(y). Par contre, cette expression
sera peut-eˆtre utile plus tard.
ii) Soit une rare´faction en y avec x < y.
Puisque σ(C↓
′
± ) = σ(C
↓
+) + σ(N
↓
±), on obtient
B(y) = θ(y, C↓
′
± )σ(C
↓′
± )− θ(y, C↓+)σ(C↓+)− θ(y,N↓±)σ(N↓±) (3.115)
= σ(C↓
′
± )− σ(C↓+)− σ(N↓±) = 0.
iii) Soit une onde de choc en x avec x < y.
B(x) = θ(x, C↓
′
± )σ(C
↓′
± )− θ(x, C↓+)σ(C↓+)− θ(x,N↓±)σ(N↓±) (3.116)
= C⋆|Λ− v(C↓
′
± )|+σ(C↓
′
± )− C⋆|Λ− v(C↓+)|+σ(C↓+)
− C⋆|Λ− v(N↓±)|+σ(N↓±)
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Ici, Λ = v(C↓+) s’ave`re le pire cas possible. Nous obtenons donc :
B(x) = C⋆|v(C↓+)− v(C↓
′
± )|+σ(C↓
′
± )− C⋆|v(C↓+)− v(N↓±)|+σ(N↓±) (3.117)
Regardons plus en de´tails ce que nous pouvons faire pour tenter
de conclure. Nous avons les expressions suivantes :
|v(C↓+)− v(C↓
′
± )| = a(ul, um)− a(ul, ur) (3.118)
=
∂a
∂v
(ul, ur)(um − ur) +O
(
(um − ur)2
)
= f ′′(ur)(um − ur)
+O
(
(ul − ur)(um − ur) + (um − ur)2
)
|v(C↓+)− v(N↓±)| = a(ul, um)− a(ur, um) (3.119)
=
∂a
∂v
(um, ur)(ul − ur) +O
(
(ul − ur)2
)
= f ′′(ur)(ul − ur)
+O
(
(um − ur)(ul − ur) + (ul − ur)2
)
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B(x) = C⋆
(
f ′′(ur)(um − ur)(ul + ur)− f ′′(ur)(ul − ur)(um + ur)
)
(3.120)
+O(s3)
= C⋆f
′′(ur)
(
(um − ur)(ul + ur)− (ul − ur)(um + ur)
)
+O(s3)
= C⋆f
′′(ur)
(
(um − ur)(ul − ur) + (um − ur)2ur
− (ul − ur)(um − ur)− (ul − ur)2ur
)
+O3
= C⋆f
′′(ur)× 2ur × (um − ul) +O(s3)
Techniquement, f ′′(ur) < 0, ur < 0, (um − ul) < 0 et le premier terme est ne´gatif. Par
contre, l’expression est aussi d’ordre trois et le signe de l’expression de´pend donc du
terme que l’on ne´gligeait plus toˆt. En pratique, un estime´ indiquant que B est d’ordre
trois est insuffisant pour une analyse classique.
iv) Soit une rare´faction en x avec x < y.
B(x) = θ(x, C↓
′
± )σ(C
↓′
± )− θ(x, C↓+)σ(C↓+)− θ(x,N↓±)σ(N↓±) (3.121)
= σ(C↓
′
± )− σ(C↓+)− σ(N↓±) = 0
Cas CN-2 (C↓±N↑∓)− (C↓
′
+ )
ϕ♯(ul) < um < 0 et ur = ϕ♭(um).
i) Soit une onde de choc en y avec x < y.
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B(y) = θ(y, C↓
′
+ )σ(C
↓′
+ )− θ(y, C↓±)σ(C↓±)− θ(y,N↑∓)σ(N↑∓) (3.122)
= C⋆|v(C↓
′
+ )− Λ|+σ(C↓
′
+ )− C⋆|v(C↓±)− Λ|+σ(C↓±)
− C⋆|v(N↑∓)− Λ|+σ(N↑∓)
L’ordre des vitesses est : v(N↑∓) < v(C↓±) < v(C↓
′
+ ).
Le pire cas a` conside´rer ici est lorsque Λ = v(C↓±). Alors,
B(y) = C⋆|v(C↓
′
+ )− v(C↓±)|+σ(C↓
′
+ ) > 0. (3.123)
ii) Soit une rare´faction en y avec x < y.
Puisque σ(C↓
′
+ ) = σ(C
↓
±) + σ(N
↑
∓) on obtient l’expression :
B(y) = θ(y, C↓
′
+ )σ(C
↓′
+ )− θ(y, C↓±)σ(C↓±)− θ(y,N↑∓)σ(N↑∓) (3.124)
= σ(C↓
′
+ )− σ(C↓±)− σ(N↑∓) = 0.
iii) Soit une onde de choc en x avec x < y.
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B(x) = θ(x, C↓
′
+ )σ(C
↓′
+ )− θ(x, C↓±)σ(C↓±)− θ(x,N↑∓)σ(N↑∓) (3.125)
= C⋆|Λ− v(C↓
′
+ )|+σ(C↓
′
+ )− C⋆|Λ− v(C↓±)|+σ(C↓±)
− C⋆|Λ− v(N↑∓)|+σ(N↑∓)
Le pire cas possible se produit lorsque Λ ∈ [v(C↓′+ ),∞). Et, puisque
σ(C↓
′
+ )− σ(C↓±)− σ(N↑∓) = 0
B(x) = C⋆|Λ− v(C↓′+ )|+ × [σ(C↓
′
+ )− σ(C↓±)− σ(N↑∓)] (3.126)
− C⋆|v(C↓
′
+ )− v(C↓±)|+σ(C↓±)− C⋆|v(C↓
′
+ )− v(N↑∓)|+σ(N↑∓) < 0.
iv) Soit une rare´faction en x avec x < y.
B(x) = θ(x, C↓
′
+ )σ(C
↓′
+ )− θ(x, C↓±)σ(C↓±)− θ(x,N↑∓)σ(N↑∓) (3.127)
= σ(C↓
′
+ )− σ(C↓±)− σ(N↑∓) = 0
Cas CN-3 (C↓+N↓±)− (N↓
′
±C
↑′
− )
0 < um < ul et ur = ϕ♭(um) < ϕ♯(ul).
i) Soit une onde de choc en y avec x < y.
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B(y) = θ(y,N↓
′
± )σ(N
↓′
± ) + θ(y, C
↑′
− )σ(C
↑′
− )− θ(y, C↓+)σ(C↓+) (3.128)
− θ(y,N↓±)σ(N↓±)
= C⋆|v(N↓
′
± )− Λ|+σ(N↓
′
± ) + C⋆|v(C↑
′
− )− Λ|+σ(C↑
′
− )
− C⋆|v(C↓+)− Λ|+σ(C↓+)− C⋆|v(N↓±)− Λ|+σ(N↓±)
La se´rie d’ine´galite´s concernant les vitesses est :
v(N↓±) < v(N
↓′
± ) < min(v(C
↑′
− ), v(C
↓
+)) < max(v(C
↑′
− ), v(C
↓
+)).
Le pire cas qui peut se pre´senter est : Λ = v(C↓+) lorsque v(C
↓
+) < v(C
↑′
− ). Alors,
B(y) = C⋆|v(C↑′− )− v(C↓+)|+σ(C↑
′
− ) > 0. (3.129)
ii) Soit une rare´faction en y avec x < y.
Puisque σ(N↓
′
± ) + σ(C
↑′
− ) = σ(C
↓
+) + σ(N
↓
±), alors nous avons
B(y) = θ(y,N↓
′
± )σ(N
↓′
± ) + θ(y, C
↑′
− )σ(C
↑′
− )− θ(y, C↓+)σ(C↓+) (3.130)
− θ(y,N↓±)σ(N↓±)
= σ(N↓
′
± ) + σ(C
↑′
− )− σ(C↓+)− σ(N↓±) = 0.
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iii) Soit une onde de choc en x avec x < y.
B(x) = θ(x,N↓
′
± )σ(N
↓′
± ) + θ(x, C
↑′
− )σ(C
↑′
− )− θ(x, C↓+)σ(C↓+) (3.131)
− θ(x,N↓±)σ(N↓±)
= C⋆|Λ− v(N↓
′
± )|+σ(N↓
′
± ) + C⋆|Λ− v(C↑
′
− )|+σ(C↑
′
− )
− C⋆|Λ− v(C↓+)|+σ(C↓+)− C⋆|Λ− v(N↓±)|+σ(N↓±)
Le pire cas est donne´ par : Λ = v(C↓+) et l’ine´galite´ 2 v(C↑
′
− ) < v(C
↓
+). Alors,
B(x) = C⋆|v(C↓+)− v(N↓
′
± )|+σ(N↓
′
± ) + C⋆|v(C↓+)− v(C↑
′
− )|+σ(C↑
′
− ) (3.132)
− C⋆|v(C↓+)− v(N↓±)|+σ(N↓±).
Regardons les expressions suivantes pour tenter de conclure concernant le signe de
B(x).
v(C↓+)− v(N↓
′
± ) = a(ul, um)− a(ul, u♯l) (3.133)
=
−∂a
∂v
(ul, um)(u
♯
l − um) +O((u♯l − um)2)
= −f ′′(um)(u♯l − um) +O((ul − um)(u♭l − um) + (u♭l − um)2)
≤ C1|u♯l − um|
2. Le cas Λ = v(N↓±) est aussi proble´matique mais plus simple.
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v(C↓+)− v(N↓±) = a(ul, um)− a(um, u♭m) (3.134)
= a(ul, um)− a(um, u♯m)
=
−∂a
∂v
(um, ul)(u
♯
m − ul) +O((u♯m − ul)2)
= −f ′′(ul)(u♯m − ul) +O((u♯m − ul)(um − ul) + (u♯m − ul)2)
≤ C2|u♯m − ul|
Ces deux expressions permettent d’e´crire :
B(x) = C⋆C1|um − u♯l |σ(N↓
′
± )− C⋆C2|ul − u♯m|σ(N↓±) (3.135)
+ C⋆C3σ(N
↓
±)σ(C
↑
−)
Dans l’expression ci-dessus, les deux premiers termes sont semblables et s’annulent
presque en totalite´ mais le dernier terme est proble´matique. Tout ceci implique que
B(x) peut eˆtre positif ou ne´gatif.
iv) Soit une rare´faction en x avec x < y.
B(x) = θ(x,N↓
′
± )σ(N
↓′
± ) + θ(x, C
↑′
− )σ(C
↑′
− )− θ(x, C↓+)σ(C↓+) (3.136)
− θ(x,N↓±)σ(N↓±)
= σ(N↓
′
± ) + σ(C
↑′
− )− σ(C↓+)− σ(N↓±) = 0
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Cas NC (N↓±C↑)− (C↓′)
um = ϕ
♭(ul) et ϕ♯(ul) < ur < ϕ♯(um) < ul.
i) Soit une onde de choc en y avec x < y.
B(y) = θ(y, C↓
′
)σ(C↓
′
)− θ(y,N↓±)σ(N↓±)− θ(y, C↑)σ(C↑) (3.137)
= C⋆|v(C↓′)− Λ|+σ(C↓′)− C⋆|v(N↓±)− Λ|+σ(N↓±)
− C⋆|v(C↑)− Λ|+σ(C↑)
Les vitesses se pre´sentent dans l’ordre suivant : v(C↑) < v(N↓±) < v(C↓
′
).
Λ = v(N↓±) est le pire cas qui puisse se produire. Alors,
B(y) = C⋆|v(C↓′)− v(N↓±)|+σ(C↓
′
) > 0. (3.138)
ii) Soit une rare´faction en y avec x < y.
On a σ(C↓′) = σ(N↓±) + σ(C↑) alors
B(y) = θ(y, C↓
′
)σ(C↓
′
)− θ(y,N↓±)σ(N↓±)− θ(y, C↑)σ(C↑) (3.139)
= σ(C↓
′
)− σ(N↓±)− σ(C↑) = 0.
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iii) Soit une onde de choc en x avec x < y.
B(x) = θ(x, C↓
′
)σ(C↓
′
)− θ(x,N↓±)σ(N↓±)− θ(x, C↑)σ(C↑) (3.140)
= C⋆|Λ− v(C↓′)|+σ(C↓′)− C⋆|Λ− v(N↓±)|+σ(N↓±)
− C⋆|Λ− v(C↑)|+σ(C↑)
Le pire cas a` conside´rer s’ave`re eˆtre Λ ∈ [v(C↓′),∞). De plus,
σ(C↓
′
)− σ(N↓±)− σ(C↑) = 0, alors on peut affirmer que
B(x) = C⋆|Λ− v(C↓′)|+ × [σ(C↓′)− σ(N↓±)− σ(C↑)] (3.141)
− C⋆|v(C↓′)− v(N↓±)|+σ(N↓±)− C⋆|v(C↓
′
)− v(C↑)|+σ(C↑) < 0.
iv) Soit une rare´faction en x avec x < y.
B(x) = θ(x, C↓
′
)σ(C↓
′
)− θ(x,N↓±)σ(N↓±)− θ(x, C↑)σ(C↑) (3.142)
= σ(C↓
′
)− σ(N↓±)− σ(C↑) = 0
Cas NN (N↓±N↑∓)− (C↓
′
+ )
um = ϕ
♭(ul) et ur = ϕ♭(um).
i) Soit une onde de choc en y avec x < y.
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B(y) = θ(y, C↓
′
+ )σ(C
↓′
+ )− θ(y,N↓±)σ(N↓±)− θ(y,N↑∓)σ(N↑∓) (3.143)
= C⋆|v(C↓
′
+ )− Λ|+σ(C↓
′
+ )− C⋆|v(N↓±)− Λ|+σ(N↓±)
− C⋆|v(N↑∓)− Λ|+σ(N↑∓)
Les diffe´rentes vitesses sont ordonne´es comme suit : v(N↑∓) < v(N↓±) < v(C↓
′
+ ).
Le pire cas provient de Λ = v(N↓±).
B(y) = C⋆|v(C↓
′
+ )− v(N↓±)|+σ(C↓
′
+ ) > 0 (3.144)
ii) Soit une rare´faction en y avec x < y.
Puisque σ(C↓
′
+ ) = σ(N
↓
±) + σ(N
↑
∓), nous avons
B(y) = θ(y, C↓
′
+ )σ(C
↓′
+ )− θ(y,N↓±)σ(N↓±)− θ(y,N↑∓)σ(N↑∓) (3.145)
= σ(C↓
′
+ )− σ(N↓±)− σ(N↑∓) = 0.
iii) Soit une onde de choc en x avec x < y.
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B(x) = θ(x, C↓
′
+ )σ(C
↓′
+ )− θ(x,N↓±)σ(N↓±)− θ(x,N↑∓)σ(N↑∓) (3.146)
= C⋆|Λ− v(C↓
′
+ )|+σ(C↓
′
+ )− C⋆|Λ− v(N↓±)|+σ(N↓±)
− C⋆|Λ− v(N↑∓)|+σ(N↑∓)
Le pire cas possible a la forme : Λ ∈ [v(C↓′+ ),∞). Alors,
B(y) = C⋆|Λ− v(C↓
′
+ )|+ × [σ(C↓
′
+ )− σ(N↓±)− σ(N↑∓)] (3.147)
− C⋆|v(C↓′+ )− v(N↓±)|+σ(N↓±)− C⋆|v(C↓
′
+ )− v(N↑∓)|+σ(N↑∓) < 0.
iv) Soit une rare´faction en x avec x < y.
B(x) = θ(x, C↓
′
+ )σ(C
↓′
+ )− θ(x,N↓±)σ(N↓±)− θ(x,N↑∓)σ(N↑∓) (3.148)
= σ(C↓
′
+ )− σ(N↓±)− σ(N↑∓) = 0

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CHAPITRE 4
CONCLUSION
Notre objectif principal dans cette recherche e´tait de pre´senter une fonctionnelle qui
pourrait re´soudre les quatre cas d’interactions proble´matiques qui de´coulent de l’e´quation
aux de´rive´es partielles ∂u/∂t + ∂f(u)/∂x = 0 lorsque la fonction de flux f(u) est de
type concave convexe. Et, par la suite, ve´rifier si cette meˆme fonctionnelle est en mesure
de conduire a` B(y) ≤ 0 pour les autres cas d’interactions.
La fonctionnelle Laforest-Pellerin propose´e a` l’inte´rieur du chapitre 3 ne permet pas de
solutionner les quatre cas proble´matiques caracte´rise´s par B(y) > 0 qui proviennent de
la fonctionnelle Iguchi-LeFloch. En effet, les cas d’interactions RC-3, CR-4 fonctionnent
puisque B ≤ 0. Toutefois, les cas CC-3, CN-3 font e´chouer notre fonctionnelle ; ils
produisent des sous-cas avec B(y) > 0. Elle ne permet pas non plus de ve´rifier certains
autres cas d’interactions pour la meˆme raison.
Une analyse de nos calculs montre deux points importants quand un cas d’interaction
donne comme re´sultat B(y) ≤ 0 :
1) la force de l’onde re´sultante σ(·′) est plus petite que la force de l’onde entrante σ(·) ;
2) la vitesse de l’onde re´sultante v(·′) est plus petite que la vitesse de l’onde entrante
v(·).
D’un point de vue mathe´matique, nous savons maintenant ce qui doit eˆtre fait. Est-
ce qu’il est possible de construire une fonctionnelle de Glimm de manie`re a` satisfaire
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les points 1) et 2) ? Si oui, comment ? Pour l’instant, ces deux questions restent sans
re´ponses.
Le mieux que nous puissions faire est de sugge´rer des approches potentielles. L’e´tude
des syste`mes de dimension 2 × 2 pourrait mener a` une meilleure compre´hension du cas
scalaire et a` une re´solution e´ventuelle du proble`me. Une e´tude en profondeur des 16
cas d’interactions pourrait s’ave´rer une autre avenue a` explorer. Au moment d’e´crire ces
lignes - novembre 2010 - ce proble`me pose toujours un de´fi conside´rable et il demeure
ouvert...
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ANNEXE I
R ´ESUM ´E DES R ´ESULTATS
Cette annexe comporte les re´sultats pour la fonctionnelle qui a e´te´ aborde´e dans la re-
cherche. La pre´sentation a pour but de re´introduire les re´sultats de´montre´s dans le cha-
pitre 3 de ce me´moire mais de manie`re beaucoup plus compacte.
Fonctionnelle Laforest-Pellerin (de type Iguchi-LeFloch)
La fonction de poids θ(x, y) se de´finit comme suit :
θ(x, y) =


C⋆(aˆ(x)− aˆ(y))+ meˆme monotonicite´
1 sinon
La de´finition de la force des ondes σ(u−, u+) est :
σ(u−, u+) =


|u+ − u−| si u−u+ ≥ 0 ;
|u+ + u−| si u−u+ < 0.
Le terme B pre´sente´ dans les calculs est obtenu en effectuant le produit B(·) = θ(x, y)×
σ(·).
Passons maintenant aux re´sultats. Pour chacun des cas, i) repre´sente le re´sultat pour une
onde de choc en y, ii) le re´sultat pour une rare´faction en y, iii) le re´sultat pour une onde
de choc en x, iv) le re´sultat pour une rare´faction en x.
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Cas RC-1
i) B < 0 ii) B < 0 iii) B < 0 iv) B < 0
Cas RC-2
i) B < 0 ii) B < 0 iii) B < 0 iv) B ≤ 0
Cas RC-3
i) B < 0 ii) B < 0 iii) B < 0 iv) B < 0
Cas RN
i) B < 0 ii) B ≤ 0 iii) B < 0 iv) B < 0
Cas CR-1
i) B < 0 ii) B < 0 iii) B < 0 iv) B < 0
Cas CR-2
i) B < 0 ii) B < 0 iii) B < 0 iv) B < 0
Cas CR-3
i) B < 0 ii) B < 0 iii) B < 0 iv) B < 0
Cas CR-4
i) B < 0 ii) B < 0 iii) B < 0 iv) B < 0
Cas CC-1
i) B ≤ 0 ii) B = 0 iii) B = 0 et B > 0 iv) B = 0
99
Cas CC-2
i) B > 0 ii) B = 0 iii) B < 0 iv) B = 0
Cas CC-3
i) B > 0 ii) B = 0 iii) B =? iv) B = 0
Cas CN-1
i) B =? ii) B = 0 iii) B =? iv) B = 0
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Cas CN-2
i) B > 0 ii) B = 0 iii) B < 0 iv) B = 0
Cas CN-3
i) B > 0 ii) B = 0 iii) B ≷ 0 iv) B = 0
Cas NC
i) B > 0 ii) B = 0 iii) B < 0 iv) B = 0
Cas NN
i) B > 0 ii) B = 0 iii) B < 0 iv) B = 0
Remarques sur les cas d’interactions
Tout d’abord, les cas RC-1, RC-2, RC-3, RN, CR-1, CR-2, CR-3, CR-4 conduisent a`
B ≤ 0. C’est ce que nous souhaitons obtenir pour en arriver a` un potentiel d’interaction
de´croissant.
Tandis que les cas CC-1, CC-2, CC-3, CN-2, CN-3, NC et NN font e´chouer notre fonc-
tionnelle puisque pour chacun de ces cas nous avons B > 0 pour au moins un sous-cas.
Le cas CN-1 pre´sente B = 0 a` deux reprises. Toutefois, les deux sous-cas qui font in-
tervenir des ondes de chocs me`nent a` des expressions qui ne permettent pas de conclure
concernant le signe de B. Pour exprimer ceci, nous avons fait appel au point d’interoga-
tion ?.
Finalement, pour les quatre cas proble´matiques RC-3, CR-4, CC-3, CN-3. Nos re´sultats
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ci-dessus indiquent que RC-3 ainsi que CR-4 de´bouchent sur B < 0 alors que CC-3 et
CN-3 conduisent a` B > 0.
