Abstract. The symmetric orthogonalization, which is obtained from the polar decomposition of a matrix, is optimal. We propose an iterative algorithm to compute this orthogonalization on vector computers. It is especially efficient when the original matrix is near an orthonormal matrix.
necessary to check the orthonormality ofthe computed vectors, since for close eigenvalues there is an accompanying loss of orthogonality. Usually, especially when the vectors have been computed by inverse iteration, the Gram-Schmidt orthonormalization is performed on the groups of eigenvectors corresponding to close eigenvalues. If the residual is checked before and after this orthogonalization, a loss of accuracy appears. This should not be surprising since Gram-Schmidt orthogonalization corresponds to a QR factorization which depends on the ordering of the vectors. So, instead of a QR factorization, a polar decomposition seems to be preferred because it leads to an orthonormalization which is the best in some sense. This process has been called "Symmetric Orthogonalization" by Lowdin in [LOT0] .
In this paper, the optimal properties of symmetric orthogonalization are described in 1. In this section it is also shown that, to orthonormalize a matrix A, it is sufficient to compute A (A'A) -/2.
In 2, an iterative scheme, which computes S-l/z, where S is a Hermitian positive definite matrix, is analyzed and shown to be efficient on vector processors.
In 3, the complete algorithm for the symmetric orthogonalization is given and experiments are presented.
1. Polar decomposition. In this section, the polar decomposition of a matrix and its application are described. This decomposition is a well-known factorization and a satisfactory presentation is given by Higham in [HA84] . 
The last inequality proves that scheme (I') is always convergent.
The function u --; g(u) u + u(1 u2)/2 transforms the interval (0, V) into the interval (0, ]. If we consider u such that 0 < u < then 0 < g(u) (u + 2)(1 u)2/2 < u.
In this situation it appears that scheme (I) must be preferred to scheme (II). The generalization of scheme (II) to the matrix situation is much more interesting, since its computation is expressed with matrix multiplications. Moreover, the differences in convergence between (I) and (II) are not as great as in the scalar case.
2.2. Matrix schemes. Let S be a Hermitian positive definite matrix of order p and let 0 < Sl <--< s be its eigenvalues. First of all we remark that the only schemes to be considered are those which correspond to the application of the scalar schemes in every eigendirection when the initial guess commutes with S. Because we are only interested in polynomial schemes, we consider the following schemes that are based on (II) In the same way, the reader can prove that r(F'o(V)) I is equivalent to K(S) < 9. This expression proves that (1/4) is actually equivalent to using (1/2) and adding a symmetrization at every step. This formulation is cheaper in terms of operation count than the original one.
(ii) Considering the scheme given To,
which is based on the scalar scheme (I), the associated function G defined by
G: T--(1/2)(T+ (ST)-')
has the same differential application as the (F0)'. So, the local convergence of this scheme is only insured if K(S) < 9. This scheme has been studied by Laasonen in [LA58] .
THEOREM 2.4. Let o(S) be the spectral radius of S. Ift < (3/(S)) 3.1. Application of scheme (2). Let us come back to the matrix .4 e C P, assuming rank (.4) p _-< n. To orthogonalize this matrix with a symmetric orthogonalization, it is necessary to compute S -I/2 where S A*A ( I). To insure the stability of (;) the condition number of S is assumed to be smaller than (I 7 + 16f).
In order to define an initial guess, the spectral radius p(S) of the matrix S has to be estimated. In fact, the o-norrn is used instead of this spectral radius. From Theorem 2.4 a number # is then computed:
--V3IIsII --< /3/o(s).
By choosing To M, we ensure the convergence of scheme (Z). The first iteration can be skipped since it is easy to compute the following:
However, if the matrix A S-I is small (i.e., O(A) < 1), the initial guess can be much closer to the solution by choosing the Taylor approximation of order k of (I + A)
After m iterations the magnitude of the error is given by rm-S -/-O(A ( / 1). The computation of Tm involves (k 1) + 3m matrix multiplications. Then, the best order to choose is always smaller than 5. For a required precision e, an estimation of the best order of the Taylor approximation is given by the author in [PH85] and depends on the ratio (log e/log IIAII), This algorithm is related to the algorithm which is described in [BB71 ] : here the matrix T (A'A) -/2 is computed before performing the multiplication A T, hence the iterative part of the algorithm is in O(p3) flops while it was in O(np2) in [BB71 ] . Moreover, the introduction of a symmetrization on the iterate at every stage improves the stability when needed. To measure the cost of the computation, it is assumed that A R nxp. An alternative way to compute the symmetric orthogonalization would be to perform the SVD ofA or to diagonalize S. In both cases, the number of flops is larger (see [PH85] Conclusion. Even when the result of a computation should be an orthonormal set of vectors (e.g., for the eigenvectors of a Hermitian matrix), there is often a loss of orthogonality which occurs due to rounding errors. In this situation the orthogonalization process should preserve the quality ofthe original set. As has been proved, the symmetric orthogonalization is optimal. The iterative scheme which is proposed in this paper is efficient on vector processors since it uses only matrix multiplications. This scheme is numerically stable when the ratio of the extremal singular values is smaller than 3 + /-.
