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PROBLEM DEPINITION
The decentralized detection problem is defined as follows.
There are M > 2 hypothees H1, H2,..., HM with knowna priori probabiities P(HJ) > 0 and N snsrs. E:ach senor i obtains an obsrvation pi, where yk is a random variable taking values in a set Y.
We assume that Vi,. ,yN are conditionally independent (given the true hypothesis) and identically distributed with known conditional distributions Pr (. I Hi). Each nsor i evalutes a )-valued message ui E {1(,.. . D}, as a function of its observation, and transmits it to a fusion center.
Finally, the fusion center declas one of the alternative hypothees to be true. Let 7ji: Y i-+ {1,. .,D}, i = l,2,...,N, be the function (to be called a decision rule) used by the ith sensor to determine its message u,; that is, us = 7y4(y). Let uo E {1 ... , M} be the decision of the fusion center. This decision is made according to a decision rule0 {,:D.Av., D} 4 {1, ...I,M}; that is, uo =-o(u1,. ..,uw) . We say that the fusion center makes an error if uo = i and Hi is not the true hypothesis. The probability of error is completely determined by the statistcs of the observations and by the decision rules 70,71y...,7yf; it will be denoted by JN(-yo,. . ,y -N). Our problem is to choose the decision rules o), 71, .. . ,7N of the sensors and of the fusion center so as to minimize the probability of error.
The above described problem and its variations have attracted substantial interest [TeS81] , [KuP82] , [EkT821, [Tsi84J, [TeVS41, [TsA851, [PaA861, [HoV861, [ChV86] , [Sad86J, [Sri86a] , [SriS6b] This is because the optimal decision rules are chosen so as to optimize systemwide performance, as opposed to the performance of each individual sensor. The performance of a decentralized detection system is generally inferior to that of a centralized system in which all raw data available are transmitted to the fusion center, due to the loss of information in the local processing.
However, decentrlized detection is often more practical due to the reduction of the communiction requirements, as well as because the proceasing of the data is shared by a number of different procesors. On the other hand, decentralized detection problems are qualitatively different and much more difficult than the corresponding centralzed detection problems. For this reason, there are very few such problems that have been solved analytialy. In fact, most of the theoretical research available is limited to the derivation of necessary conditions for optimality, and these can only be solved numerically. In contrast, in this paper, we identify a special case for which an explicit solution can be obtained analytically.
We now define the particular problem to be studied. We assume that there is a one-to-one correspondence between observations and hypotheses and, more specifically, Y = {I, * *, M}I We asnume that the conditional distribution of the observation y of any sensor is given by
where r is a scalar satisfying 0< e < 1/(M-1). In other words, the observation of a sensor indicates the true hypothesis with probability 1-(MA-1)e, or it indicates a false hypothesis in which case each one of the false hypotheses is equally likely (probability c). Furthermore, we assume that the number of sensors is large and we will be looking for an asymptotic solution, as N --oo.
Our model is undoubtedly too structured to be an exact representation of a realistic problem, the main drawback beimg the assumption that there is a one-to-one correpon- We use r to denote the set of all possible decision rules.
Due to the finiteness of the observation set Y and of the message set {,t.. , D D, it is seen that the set r is also finite. We introduce the shorthand notation '9 to denote a possible choike (',Io , .y..v) of decision rules for the N-sensor problem. With a reasonable choice of 9', the probability of error JN ('9) convergs exponentially to zero as N increases. For this reaon, we focus on the exponent of the error probability, defined by
Let RN = inf,,N r,4 (9), where the inflinm is take ove all possible choices of decion rule for the N-ensor problem. Thus, R, is the optimal exponent. AsN teNnd to infinity, R4 has a limit [Tsi88] which will be denoted by At. In the sequel, we will be concered with chooing the decision rules so that the corresponding error exponent approaches the optimal exponent A*. 
i)Er
We now derive the solution of (11).
(11) Proposition 1: Let ST = max, Si. Then, a vecto : E X is an optimal solution of the problem (11) if and only if the following twoconditions hold:
(i) The value of E,eri 27 is the same for every pair ,j) such that i # j.
(ii) ffi E C, and S, CS*,then F =0.
Furthermore, the optimal value of (11) To what extent the above two guidelines can be verified analytically or experimentally in more reaitic problems is an interesting question which is left for further research.
