Based on negative correlation learning and evolutionary learning, this paper presents evolutionary ensembles with negative correlation learning (EENCL) to address the issues of automatic determination of the number of individual neural networks (NNs) in an ensemble and the exploitation of the interaction between individual NN design and combination. The idea of EENCL is to encourage di erent individual NNs in the ensemble to learn di erent parts or aspects of the training data so that the ensemble can better learn the entire training data. The cooperation and specialization among di erent individual NNs are considered during the individual NN design. This provides an opportunity for di erent NNs to interact with each other and to specialize. Experiments on two real-world problems demonstrate that EENCL can produce NN ensembles with good generalization ability.
Introduction
Many real-world problems are too large and too complex for a single monolithic system to solve alone. There are many examples from both natural and arti cial systems that show that an integrated system consisting of several subsystems can reduce the total complexity of the system while solving a di cult problem satisfactorily. The success of neural network (NN) ensembles in improving a classi er's generalization is a typical example 1].
NN ensembles adopt the divide-and-conquer strategy. Instead of using a single network to solve a task, an NN ensemble combines a set of NNs that learns to subdivide the task and thereby solve it more e ciently and elegantly. An NN ensemble o ers several advantages over a monolithic NN 2] . First, it can perform more complex tasks than any of its components (i.e., individual NNs in the ensemble). Second, it can make an overall system easier to understand and modify. Finally, it is more robust than a monolithic NN and can show graceful performance degradation in situations where only a subset of NNs in the ensemble are performing correctly.
Given the advantages of NN ensembles and the complexity of the problems that are beginning to be investigated, it is clear that the NN ensemble method is and will be an important and pervasive problem-solving technique. However, designing NN ensembles is a very di cult task. It relies heavily on human experts and prior knowledge about the problem.
The idea of designing an ensemble learning system consisting of many subsystems can be traced back to as early as 1958 3, 4] . Since the early 1990's, algorithms based on similar ideas have been developed in many di erent but related forms, such as NN ensembles 5, 2], mixtures of experts 6, 7, 8, 9] , and various boosting and bagging methods 10, 11, 12] . However, all of these algorithms rely on some manual design, such as the design of individual NNs and/or division of training data. The number of individual NNs in an ensemble system is often prede ned and xed according to human experience and prior knowledge of the problem to be solved. Also, it is generally unclear what subtasks should be performed by which NNs. In the case of some speech and image processing tasks, such task decomposition was done manually. While manual design and a xed ensemble architecture may be appropriate when there are experienced human experts with su cient prior knowledge of the problem to be solved, it is certainly not the case for those real-world problems where we do not have much prior knowledge. Tedious trial-and-error processes are often involved in designing NN ensembles in practice.
This paper presents evolutionary ensembles with negative correlation learning (EENCL) for designing NN ensembles automatically based on negative correlation learning 13, 14, 15] and evolutionary learning 16, 1, 17] . EENCL di ers from previous work on designing NN ensembles in three major aspects. First, most previous work did not acknowledge or exploit the negative correlation among individual NNs in an ensemble as a driving force in the control of problem-solving activity. The individual NNs were often trained independently or sequentially. One of the disadvantages of such an approach is the loss of interaction among the individual networks during learning. EENCL emphasizes specialization and cooperation among individual NNs in the ensemble. In EENCL, an evolutionary algorithm based on evolutionary programming 18] has been used to search for a population of diverse individual NNs that together solve a problem (e.g., classify examples). To maintain a diverse population while applying the selection operator, the evolutionary algorithm must incorporate some kind of speciation technique 19, 20, 21] by which individuals in a population can form several species automatically through evolution. Fitness sharing 22, 17] and negative correlation learning 13, 14, 15] have been used to encourage the formation of di erent species. Fitness sharing refers to a class of speciation techniques in evolutionary computation 23]. The idea of negative correlation learning is to encourage di erent individual networks in the ensemble to learn di erent parts or aspects of the training data, so that the ensemble can better learn the entire training data. In negative correlation learning, the individual networks are trained simultaneously rather than independently or sequentially. This provides an opportunity for the individual networks to interact with each other and to specialize. Negative correlation learning can create negatively correlated NNs using a correlation penalty term in the error function to encourage such specialization.
Second, most previous work separated the design of individual NNs from combination procedures, following a two-stage design process: rst generating the individual NNs, and then combining them. The possible interactions among them cannot be exploited until the combination stage. There is no feedback from the combination stage to the individual NN design stage. It is possible that some of the independently designed individual NNs do not make much contribution to the whole system. In contrast, negative correlation learning learns and combines individual NNs in the same process. This provides an opportunity for di erent NNs to interact with each other and to specialize. One approach that does resemble negative correlation learning is the mixtures-of-experts (ME) architectures 6, 7, 8, 24, 9] . Negative correlation learning is di erent from the ME architecture 9] that consists of a gating network and a number of expert networks, although the ME architecture can also produce biased individual networks whose estimates are negatively correlated 9]. Negative correlation learning does not need a separate gating network. It uses totally di erent error functions. The strength parameter in negative correlation learning provides a convenient way to balance the bias-variance-covariance trade-o 15]. The ME architecture does not provide such control over the trade-o .
Third, the number of NNs in the ensemble is often prede ned and xed in most previous work. Usually the number of NNs is determined manually through a trial-and-error process. In EENCL, the number of NNs in the ensemble is not prede ned but determined by the number of species, which are formed automatically through evolution.
The rest of this paper is organized as follows: Section 2 gives ideas of using evolutionary learning to design NN ensembles; Section 3 describes EENCL in detail; Section 4 presents experimental results on EENCL and some discussions; and nally Section 5 concludes with a summary of the paper and a few remarks.
Evolutionary Learning
Evolutionary learning is a population-based learning method. It has been used to minimize error functions because of its robust global search capability, as compared with gradient-based algorithms. It is also used because it could incorporate NN's weight learning and structure learning in the same learning process. EPNet is such an evolutionary learning system for designing feedforward NNs 16] .
In essence, evolutionary learning has been used as a kind of global optimization algorithm. It is common that the best individual (i.e., the individual with the smallest error) is selected as the output of evolution. No consideration is given to other individuals in the population. Unfortunately, an NN with the smallest training error may not be the NN with best generalization 1].
While there is little we can do in nonpopulation-based learning, there are opportunities for improving population-based evolutionary learning. Since the best individual in learning might not be the individual with best generalization, other individuals in the population might be better and contain useful information. Hence, an ensemble system that combines the entire population is expected to have better generalization than any single individual.
Combining individual NNs in a population into an NN ensemble has a close relationship with the design of NN ensembles. The population of NNs can be regarded as an ensemble. The evolutionary process can be regarded as a natural and automatic way to design NN ensembles. We have tested this idea to form the nal result by combining all the individuals in the last generation 1]. However, the interaction between individual NN design and combination was not considered, and the ensemble size was xed.
Evolving Neural Network Ensembles
EENCL is studied to address the following issues: exploitation of the interaction between individual NN design and combination and automatic determination of the number of individual NNs. In EENCL, an evolutionary algorithm based on evolutionary programming 18] has been used to search for a population of diverse individual NNs that solve a problem together. To maintain a diverse population, tness sharing 22] and negative correlation learning have been used to encourage the formation of di erent species. In the current implementation of EENCL, each NN in the ensemble is a feedforward NN with logistic transfer functions. The major steps of EENCL are given as follows:
1. Generate an initial population of M NNs, and set k = 1. The number of hidden nodes for each NN, n h , is speci ed by the user. The random initial weights are distributed uniformly inside a small range.
2. Train each NN in the initial population on the training set for a certain number of epochs using negative correlation learning. The number of epochs, n e , is speci ed by the user.
3. Randomly choose a group of n b NNs as parents to create n b o spring NNs by Gaussian mutation.
4. Add the n b o spring NNs to the population and train the o spring NNs using negative correlation learning while the remaining NNs' weights are frozen.
5. Calculate the tness of M + n b NNs in the population and prune the population to the M ttest NNs.
6. Go to the next step if the maximum number of generations has been reached. Otherwise, k = k + 1 and go to Step 3.
7. Form species using the k-means algorithm.
8. Combining species to form the ensembles.
There are two levels of adaptation in EENCL: negative correlation learning at the individual level and evolutionary learning based on evolutionary programming (EP) 18] at the population level. Details about each component of EENCL are given in the following sections.
Negative Correlation Learning
Suppose that we have a training set
where x 2 R p , d is a scalar, and N is the size of the training set. The assumption that the output d is a scalar has been made merely to simplify exposition of ideas without loss of generality. This section considers estimating d by forming an ensemble whose output is a simple averaging of outputs of a set of neural networks
where M is the number of the individual neural networks in the ensemble, F i (n) is the output of network i on the nth training pattern, and F(n) is the output of the ensemble on the nth training pattern.
Negative correlation learning introduces a correlation penalty term into the error function of each individual network in the ensemble so that all the networks can be trained simultaneously and interactively on the same training data set D. The error function E i for network i in negative correlation learning is de ned by
where E i (n) is the value of the error function of network i at the presentation of the nth training pattern. The rst term in the right side of Eq. (2) is the empirical risk function of network i. The second term, p i , is a correlation penalty function. The purpose of minimizing p i is to negatively correlate each network's error with errors for the rest of the ensemble. The parameter 0 1 is used to adjust the strength of the penalty. The penalty function p i has the form:
The partial derivative of E i (n) with respect to the output of network i on the nth training pattern is
where we have made use of the assumption that F(n) has constant value with respect to F i (n). The standard back-propagation (BP) algorithm 25] has been used for weight adjustments in the mode of pattern-by-pattern updating. That is, weight updating of all the individual networks is performed simultaneously using Eq.(4) after the presentation of each training pattern. One complete presentation of the entire training set during the learning process is called an epoch. The negative correlation learning from Eq.(4) is a simple extension to the standard BP algorithm. In fact, the only modi cation that is needed is to calculate an extra term of the form (F i (n) ? F(n)) for the ith network.
From Eqs. (2), (3), and (4), we may make the following observations:
1. During the training process, all the individual networks interact with each other through their penalty terms in the error functions. Each network F i minimizes not only the di erence between F i (n) and d(n), but also the di erence between F(n) and d(n). That is, negative correlation learning considers errors that all other networks have learned while training a network.
2. For = 0:0, there are no correlation penalty terms in the error functions of the individual networks, and the individual networks are just trained independently. That is, independent training for the individual networks is a special case of negative correlation learning.
3. For = 1, from Eq.(4) we get @E i (n)
Note that the empirical risk function of the ensemble for the nth training pattern is de ned by E ens (n) = 1
The partial derivative of E ens (n) with respect to F i on the nth training pattern is @E ens (n)
In this case, we get @E i (n)
The minimization of the empirical risk function of the ensemble is achieved by minimizing the error functions of the individual networks. From this point of view, negative correlation learning provides a novel way to decompose the learning task of the ensemble into a number of subtasks for di erent individual networks.
Fitness Evaluation
The tness evaluation in EENCL is carried out by tness sharing. Explicit and implicit tness sharing have been proposed to encourage speciation in recent years 26, 27] . Fitness sharing accomplishes speciation by degrading the raw tness (i.e., the unshared tness) of an individual according to the presence of similar individuals. Thus this type of speciation requires a distance metric on the phenotype or genotype space of the individuals. Traditionally, such a measurement is based on the Hamming distance between two binary strings. However, this sharing scheme is not suitable for EENCL because the individual networks are not represented by binary strings in EENCL.
Fitness sharing used in EENCL is based on the idea of \covering" the same training patterns by shared individuals. The procedure of calculating shared tness is carried out pattern-by-pattern over the training set. If one training pattern is learned correctly by p individuals in the population, each of these p individuals receives tness 1=p, and the rest of the individuals in the population receive zero tness. Otherwise, all the individuals in the population receive zero tness. The tness is summed over all training patterns. Such tness evaluation encourages each individual in the population to cover di erent patterns in the training set.
Selection Mechanism and Replacement Strategy
There are many di erent selection mechanisms, such as roulette wheel selection 23] and rank-based selection 16] , that have been used to select individuals to reproduce in evolutionary algorithms. Such selection mechanisms encourage the algorithm to quickly nd the best individual. In EENCL, each individual is selected to be mutated with equal probability. This re ects the emphasis of EENCL on evolving a diverse set of individuals.
After mutation, all the M + n b individuals in the population are evaluated and sorted. The M ttest individuals are selected to replace the current population.
Mutation
Mutation in EENCL is carried out in two steps: weight mutation and further weight training. In the rst step, the selected n b parent networks create n b o spring by the following weight mutation: 
where w 0 ij and w ij denote the weights of o spring i and parent i, respectively, i = 1; ; n b , j is the index number of weights. N(0; 1) denotes a Gaussian random variable with mean zero and standard deviation one.
In the second step, the n b o spring NNs are rst added to the population, and indexed by M + 1 to M + n b . Then the n b o spring NNs are further trained by negative correlation learning, while the weights of the remaining NNs in the population are frozen. The error function for each o spring NN is de ned by
where i = M +1; ; M +n b , N is the number of training patterns, F j (n) is the output of individual network j on the nth training pattern, y(n) is the desired output of the nth training pattern and F(n)
Forming the Ensembles
A population of NNs is generated after the evolutionary process. A direct method is to use all the individual NNs in the population to form an ensemble. It is interesting to investigate whether or not all the individual NNs in the last generation are useful in forming the ensemble. Can the size of the ensemble be reduced without worsening the performance too much? Two methods for constructing the NN ensembles were tested in EENCL. One used all the individual NNs in the last generation and the other selected one representative from each species in the last generation. The species in the population are determined by clustering the individuals in the population using the k-means algorithm 28]. The resulting clusters correspond to di erent species. The representative for each species is the ttest individual in the species.
There are n c output nodes in each NN, where n c is the number of classes in a classi cation problem. 
Combination Methods
Three combination methods for determining the output of the ensemble have been investigated in EENCL. The rst is simple averaging. The output of the ensemble is formed by a simple averaging of output of individual NNs in the ensemble. The second is majority voting. The output of the greatest number of individual NNs will be the output of the ensemble. If there is a tie, the output of the ensemble is rejected. The third is winner-takes-all. For each pattern of the testing set, the output of the ensemble is only decided by the individual NN whose output has the highest activation.
Experimental Studies
We have applied EENCL to two benchmark problems: the Australian credit card assessment problem and the diabetes problem. Both data sets were obtained from the UCI machine learning benchmark repository. They are available by anonymous ftp at ics.uci.edu (128.195.1.1) in directory /pub/machine-learning-databases.
The Australian credit card assessment problem is to assess applications for credit cards based on a number of attributes. There are 690 patterns in total. The output has two classes. The 14 attributes include 6 numeric values and 8 discrete ones, the latter having from 2 to 14 possible values.
The diabetes data set is a two-class problem that has 500 examples of class 1 and 268 of class 2. There are 8 attributes for each example. The data set is rather di cult to classify. The so-called \class" value is really a binarised form of another attribute that is itself highly indicative of certain types of diabetes but does not have a one-to-one correspondence with the medical condition of being diabetic.
In order to compare EENCL with previous work, the experimental setup is the same as the previous experimental setup described in 29] . The n-fold cross-validation technique 30] was used to divide the data randomly into n mutually exclusive data groups of equal size. In each train-andtest process, one data group is selected as the testing set, and the other (n ? 1) groups become the training set. The estimated error rate is the average error rate from these n groups. In this way, the error rate is estimated e ciently and in an unbiased way. The parameter n was set to be 10 for the Australian credit card data set, and 12 for the diabetes data set, respectively.
The parameters used in EENCL were set to be the same for both problems: the population size M (25) , the number of generations (200), the reproduction block size n b (2), the strength parameter (0.75), the number of training epochs n e (5), the minimum number of cluster sets (3), and the maximum number of cluster sets (25) . The used NNs in the population are multilayer perceptrons with one hidden layer and ve hidden nodes. These parameters were selected after some preliminary experiments. They were not meant to be optimal.
Experimental Results

A Population as an Ensemble
Tables 1{2 show the results of EENCL for the two data sets, where the ensembles were constructed by the whole population in the last generation. The accuracy rate refers to the percentage of correct classi cations produced by EENCL. In comparison with the accuracy rates obtained by three combination methods, winner-takes-all outperformed simple averaging and majority voting on both problems. In simple averaging and majority voting, all individuals are treated equally. However, not all individuals are equally important. Because di erent individuals created by EENCL were able to specialize to di erent parts of the testing set, only the outputs of these specialists should be considered to make the nal decision of the ensemble for this part of the testing set. The winnertakes-all combination method performed better because there are good and poor individuals for each pattern in the testing set and winner-takes-all selects the best individual.
Simple Averaging Majority Voting Winner- Takes 
A Subset of the Population as an Ensemble
For the previous implementation of EENCL, all the individuals in the last generation were used in the ensembles. It is interesting to investigate whether we can reduce the size of the ensembles by selecting representative individuals from the whole population. Such investigation can provide some hints on whether all the individuals in the last generation will contain some useful information. We used the k-means algorithm 28] to divide the individuals in the population into di erent clusters. Each cluster corresponds to a species. These species are then used to construct an NN ensemble, in which one representative from each species was selected for combination. The representative for each species is the ttest individual in the species. The number of species, i.e., the number of clusters, starts from 3 to 25 (i.e., the population size). The optimal number of species was determined by measuring the performance of these constructed ensembles on the training set. The accuracy rate was chosen as the measure of performance. The results of the ensemble formed by the representatives from species are given in Table 3 . The combination method used is winner-takes-all. The t-test statistics comparing the accuracies of the ensembles using the representatives from species to the ensembles using the whole population are 0.80 for the Australian credit card data set, and ?0:36 for the diabetes data set. No statistically signi cance di erence was observed between them for both data sets, which implies that the ensemble does not have to use the whole population to achieve good performance. The size of the ensemble can be substantially smaller than the population size. The reduction in the size of the ensembles can be seen from Table 4 that gives the sizes of the ensembles using the representatives from species.
Comparisons with Other Work
Direct comparison with other evolutionary approaches to designing ensembles is very di cult due to the lack of such results. Instead, the best and latest results available in the literature, regardless of whether the algorithm used was an evolutionary, a BP, or a statistical one, were used in the comparison.
Tables 5{6 compare the results of EENCL, including the results of the ensembles using the whole population and the ensembles using the representatives from species, with those produced by other 23 algorithms tested by Michie et al. 29 ]. These 23 algorithms can be categorized into four groups: statistical algorithms (Discrim, Quadisc, Logdisc, SMART, ALLOC80, k-NN, CASTLE, NaiveBay, Default); decision trees (CART, IndCART, NewID, AC 2 , Baytree, Cal5, C4.5); rule- Table 4 : Sizes of the ensembles using the representatives from species. The results are averaged on 10-fold cross-validation for the Australian credit card data set, and 12-fold cross-validation for the diabetes data set. Mean, SD, Min, and Max indicate the mean value, standard deviation, minimum, and maximum value, respectively. based methods (CN2, ITrule); neural networks (Backprop, Kohonen, LVQ, RBF, DIPOL92). More details about these algorithms appear in 29] . EENCL used the same data setup as in 29], i.e., 10-fold cross-validation for the Australian credit card data set and 12-fold cross-validation for the diabetes data set. The error rate refers to the percentage of wrong classi cations on the testing set. For the ensembles using the whole population and the winner-takes-all combination method, the average testing accuracy rates of EENCL are respectively 0.865 and 0.779 for the Australian credit card data set and the diabetes data set. Accordingly, their average testing error rates are respectively 0.135 and 0.221. For the ensembles using the representatives from species, similarly we can get the average testing error rates of EENCL from Table 3 for the two data sets. They are respectively 0.132 and 0.223 for the Australian credit card data set and the diabetes data set.
As demonstrated by the results, EENCL have been able to achieve the generalization performance comparable to or better than the best of 23 algorithms tested 29] for both the Australian credit card data set and the diabetes data set. Table 5 : Comparison among EENCL and others 29] in terms of the average testing error rate for the Australian credit card data set. The results are averaged on 10-fold cross-validation.\FD" indicates Kohonen algorithm failed on that data set. Two error rates are listed for EENCL, which are the results for the ensembles using the whole population and the ensembles using the representatives from species.
Conclusions
This paper introduces EENCL for learning and designing of NN ensembles. The negative correlation learning and tness sharing were adopted to encourage the formation of species in the population. In a sense, EENCL provides an automatic way of designing NN ensembles, where each NN is an Table 6 : Comparison among EENCL and others 29] in terms of the average testing error rate for the diabetes data set. The results are averaged on 12-fold cross-validation. Two error rates are listed for EENCL, which are the results for the ensembles using the whole population and the ensembles using the representatives from species.
individual or a representative from each species in the population. EENCL was tested on the Australian credit card assessment problem and the diabetes problem. Very competitive results have been produced by EENCL in comparison with other algorithms 29]. Rosen 31] proposed an ensemble learning algorithm using decorrelated NNs. The idea is that individual networks attempt to not only minimize the error between the target and their output, but also decorrelate their errors from networks trained previously. However, Rosen's algorithm still trains the individual networks sequentially. One major disadvantage of this algorithm is that training a network in an ensemble cannot a ect the networks trained previously in the ensemble, so that the errors of the individual networks are not necessarily negatively correlated. Negative correlation learning extends Rosen's work to simultaneous training of negatively correlated NNs. Such extension has produced signi cant improvement in NN ensembles' performance. Negatively correlated NNs can be obtained in negative correlation learning.
The architecture of each NN in the ensemble is prede ned in the current implementation of EENCL. One of the future improvements to EENCL would be to evolve the architectures of NNs by EPNet 16] . Another future improvement would be to form the ensemble output from a linear combination of individual NN outputs, where the linear combination weights would co-evolve with NN ensembles in order to exploit the interaction between NNs and their combined output. Table 3 : Accuracy rates of the ensemble formed by the representatives from species. The results are averaged on 10-fold cross-validation for the Australian credit card data set, and 12-fold crossvalidation for the diabetes data set. Mean, SD, Min, and Max indicate the mean value, standard deviation, minimum, and maximum value, respectively. Table 4 : Sizes of the ensembles using the representatives from species. The results are averaged on 10-fold cross-validation for the Australian credit card data set, and 12-fold cross-validation for the diabetes data set. Mean, SD, Min, and Max indicate the mean value, standard deviation, minimum, and maximum value, respectively. Table 5 : Comparison among EENCL and others 29] in terms of the average testing error rate for the Australian credit card data set. The results are averaged on 10-fold cross-validation.\FD" indicates Kohonen algorithm failed on that data set. Two error rates are listed for EENCL, which are the results for the ensembles using the whole population and the ensembles using the representatives from species. Table 6 : Comparison among EENCL and others 29] in terms of the average testing error rate for the diabetes data set. The results are averaged on 12-fold cross-validation. Two error rates are listed for EENCL, which are the results for the ensembles using the whole population and the ensembles using the representatives from species.
