Let b be a non-degenerate symmetric (respectively, alternating) bilinear form on a finite-dimensional vector space V , over a field with characteristic different from 2. In a previous work [10], we have determined the maximal possible dimension for a linear subspace of b-alternating (respectively, b-symmetric) nilpotent endomorphisms of V . Here, provided that the cardinality of the underlying field be large enough with respect to the Witt index of b, we classify the spaces that have the maximal possible dimension.
Introduction

Notation
Throughout the article and with the exception of Sections 2 and 3, F denotes a field with characteristic not 2. Let V be a finite-dimensional vector space over F,
The problem
The traditional Gerstenhaber problem consists of the following questions:
• What is the maximal possible dimension for a nilpotent linear subspace of End(V )?
• What are the spaces with the maximal possible dimension?
Remember that a flag F of V is a finite increasing sequence (F i ) 0≤i≤p of linear subspaces of V , and such a flag is said to be stable under an endomorphism u if u(F i Gerstenhaber [3] proved this result under the additional requirement that F be of cardinality at least dim V ; Serezhkin [11] later lifted that assumption.
In this article, we deal with the so-called structured Gerstenhaber problem, which is the equivalent of the traditional one for a space equipped with a nondegenerate symmetric or alternating bilinear form. In short, we are interested in the nilpotent linear subspaces of S b and A b . Here, the maximal dimension is connected to the Witt index of b.
A flag F = (F 0 , . . . , F p ) of V is called partially complete whenever dim F i = i for all i ∈ [[0, p]]. Such a flag is called b-singular whenever F p is totally singular for b. When it is partially complete and b-singular, it is called maximal if p equals the Witt index of b. It was shown in [10] that if F = (F i ) 0≤i≤ν is a maximal partially complete b-singular flag of V , then the set N S b,F (respectively, the set N A b,F ) of all nilpotent u ∈ S b (respectively, u ∈ A b ) that stabilize F (or, equivalently, u(F i ) ⊂ F i−1 for all i ∈ [ [1, ν] ]), is a linear subspace with dimension ν(n − ν) (respectively, ν(n − ν − 1)). Moreover, it was proved in [10] that this dimension is optimal for the structured Gerstenhaber problem: This theorem generalizes earlier results of Meshulam and Radwan [7] who tackled the case of an algebraically closed field with characteristic 0 with a symmetric form b. In two specific cases (point (a) when b is alternating, point (b) when b is symmetric), the result can also be seen as a special case of a general result of Draisma, Kraft and Kuttler [2] when the underlying field is algebraically closed and with characteristic different from 2.
The present article deals with the problem of characterizing the spaces with maximal dimension. It turns out that, in contrast with Theorem 1.2 -in the proof of which there is no need to discriminate whether b is symmetric or alternating -the search for spaces having the maximal dimension must be split into four subproblems: spaces of symmetric endomorphisms for a symmetric form, spaces of alternating endomorphisms for an alternating form, spaces of alternating endomorphisms for a symmetric form, and spaces of symmetric endomorphisms for an alternating form. A complete solution to the former two subproblems appears in [10] : [1] , who limited their discussion to complex numbers (their proof can easily be generalized to any quadratically closed field with characteristic not 2). In the proof of the above two theorems, the strategy was the same one as in [1] : by a trace orthogonality argument, one proved that V is stable under squares; one deduced that V is stable under the Jordan product (u, v) → uv + vu; one used the Jacobson triangularization theorem [4, 8] to deduce that V is triangularizable; the conclusion followed with limited effort.
However, in the two remaining cases, i.e. alternating endomorphisms for a symmetric form, and symmetric endomorphisms for an alternating form, the above strategy fails. Indeed, in the first case (respectively, the second one) the square of an element of A b (respectively, of S b ) is an element of S b (respectively, of A b ), and can belong to A b (respectively, to S b ) only if it is zero. It is clear though that in general N A b,F (respectively, N S b,F ) does not consist solely of square-zero elements. It was found however that any nilpotent subspace of A b (respectively, of S b ) with the maximal possible dimension is stable under cubes provided that |F| > 3 (see lemmas 5.2 and 5.3 of [10] , reproduced as Lemma 5.4 in Section 5.2 of the present manuscript). However, a nilpotent subspace that is stable under cubes is not necessarily triangularizable. A classical example, in matrix terms, is the space of all 3 by 3 matrices of the form
One checks that every such matrix has cube zero (and hence this vector space is stable under cubes, and even under any odd power). Yet, it is not triangularizable since it is easily checked that there is no non-zero vector that lies in the kernel of every matrix of the above type.
In the above example it can be shown that there is no non-degenerate symmetric or alternating bilinear form b on F 3 for which all the matrices under hand represent b-symmetric (or b-alternating) endomorphisms in the standard basis. However, the example can be used to construct an example of this kind. Simply, let ε ∈ {1, −1}, and consider the bilinear form b whose matrix in the standard basis of F 6 is 0 3 I 3 ε I 3 0 3 , and the space V of all endomorphisms of F 6 with matrix in the standard basis equal to
for ε ′ := ε (respectively, ε ′ := −ε), some pair (x, y) ∈ F 2 and some symmetric (respectively, alternating) matrix M ∈ M 3 (F). Then, one checks that V is a nilpotent subspace of S b (respectively, of A b ), and that it is stable under cubes (and, more generally, under any odd power). Worse still, the Witt index of b is ν := 3, and V has dimension exactly ν(n − ν) − 1 (respectively, ν(n − ν − 1) − 1) where n := 6, which is just one unit under the critical dimension of Theorem 1.2. Again, it is not hard to check that V is not triangularizable. Hence, the stability under cubes, although a nice property, is clearly insufficient to obtain the triangularizability of the spaces with maximal dimension.
The aim of the present article is to give a partial solution in the yet unresolved cases: assuming that the cardinality of the underlying field is large enough with respect to the Witt index of b, we shall prove that the above characterization still holds. Here are our results: The lower bounds on the cardinality of F are relevant because they are the lowest ones so that we can ensure that the nilpotency of a linear subspace of A b (in Theorem 1.5) or S b (in Theorem 1.6) be preserved in extending the field of scalars; they are connected to the maximal possible nilindex in A b and in S b . See Sections 4.3 and 5.3 for details.
At this point, we should note that the above two results are already known in the case when F is algebraically closed. Indeed, in the first case (respectively, the second one) A b (respectively, S b ) is a Lie subalgebra of End(V ), and it is isomorphic to the Lie algebra of the reductive algebraic group O(b) (respectively, Sp(b)). Moreover, the set of all unipotent orthogonal automorphisms (respectively, of all unipotent symplectic automorphisms) that stabilize a given maximal partially complete b-singular flag F is a Borel subgroup of that algebraic group. A general theorem of Draisma, Kraft and Kuttler [2] then yields Theorems 1.5 and 1.6 in that case. However, one must check a tedious condition (named condition (C) in [2] ), and the proof uses deep results from the theory of algebraic groups. In the special case when b has the maximal possible Witt index (that is, ⌊n/2⌋), one can show through an extension of scalars argument that their result yields ours (this is not entirely straightforward though, we will discuss this issue in Section 5.3). In particular, Theorem 1.6, with its cardinality assumption, is a direct consequence of the general theorem of Draisma et al. However, this still leaves open the problem of proving Theorem 1.5 for small Witt indices.
Strategy, and structure of the article
The aim of the present work is to give a (mostly) self-contained elementary proof of Theorems 1.5 and 1.6. The proof involves a new technique for the study of spaces of nilpotent matrices, which uses elementary algebraic geometry: the idea is that, given a nilpotent subspace V of End(V ) with maximal nilindex p, one looks at the behaviour of the space Im u p−1 when u varies in V. This idea is inspired by the topic of spaces of bounded rank operators, where similar techniques have been successful. Combined with standard trace orthogonality techniques, this yields a very interesting sufficient condition for the reducibility of a nilpotent subspace (Lemma 2.5). That condition will be the key to prove the above theorems, and we will illustrate its power by giving a new proof of the classical Gerstenhaber theorem under the mild assumption that the underlying field be of cardinality at least the dimension of the vector space V under consideration.
The remainder of the article is organized as follows. In Section 2, we recall the classical trace lemma for nilpotent subspaces of operators (Lemma 2.1), we obtain key results on the spaces Im u p−1 , when p is the maximal nilindex in a nilpotent subspace V and u varies in V; we conclude the section by obtaining the key Reducibility Lemma (Lemma 2.5).
The tools of Section 2 are used in Section 3 to yield an efficient new proof of Gerstenhaber's theorem for fields with large cardinality: there, the novelty resides in the analysis of the spaces with the maximal dimension.
In the next two sections, we lay out some groundwork for the structured Gerstenhaber problem. In Section 4, we collect results on individual b-symmetric or b-alternating endomorphisms: in addition to very basic results and considerations of endomorphisms of small rank (the b-symmetric tensors and the balternating tensors), we study the maximal nilindex in a space of type N S b,F or N A b,F , and we finish with deeper results on the canonical forms for b-symmetric or b-alternating endomorphisms: those results are needed in the most technical parts of the proof of Theorem 1.5. In Section 5, we deal more closely with the structured Gerstenhaber problem: we recall the inductive proof of Theorem 1.2 that already appeared in [10] , and as a by-product of that proof we obtain an important property of spaces with the maximal dimension (the Strong Orthogonality Lemma, see Lemma 5.1), along with results that allow one to perform an inductive proof. From the stability under cubes that we have already mentioned, we will also derive another stability result (Corollary 5.5) that will turn out to be essential in the proof of Theorem 1.5. We will close Section 5 with a discussion on the extension of scalars: it will be shown in particular that, in order to prove Theorems 1.5 and 1.6, it suffices to do so when the underlying field is infinite. This will allow us to use elementary ideas from algebraic geometry.
Having paved the way in Sections 4 and 5, we will then be ready to prove Theorems 1.5 and 1.6. The easier one is by far the latter, so we will start by tackling it (Section 6), and we will finish with the former (Section 7). In both cases, we consider an infinite underlying field, and the proof works by induction on the dimension of the underlying vector space V : the key is to prove the existence of a non-zero isotropic vector x that is annihilated by all the elements of V.
General results on spaces of nilpotent matrices
Here, V denotes a finite-dimensional vector space over an arbitrary field F (here, there is no restriction of characteristic).
The trace lemma
One of the main keys for analyzing nilpotent spaces of endomorphisms is the so-called trace lemma. It appeared first in [6] , where it was proved for fields with characteristic zero. The result was extended in [5] , and a variation of the proof was given in [10] . 
The generic nilpotency index
Here, we assume that V = {0}. Definition 1. Let V be a nilpotent subspace of End(V ). The greatest nilindex among the elements of V is called the generic nilindex of V and denoted by ind(V). Then, with p := ind(V), we set
We say that V is pure when rk u p−1 ≤ 1 for all u ∈ V.
In other words, V is pure if and only if every element of V with nilindex p has exactly one Jordan cell of size p.
Notation 2. For x ∈ V and a linear subspace V of End(V ), we set
which is a linear subspace of V .
Let V be a nilpotent linear subspace of End(V ). Given x ∈ V {0}, note that Vx is linearly disjoint from Fx: indeed, for all v ∈ V we have v(x) ∈ Fx {0} otherwise x would be an eigenvector of v with a non-zero associated eigenvalue.
Here is an important observation:
Proof. Let v ∈ V. We write x = u p−1 (y) for some y ∈ V . Let λ ∈ F. We write
where the operators u 0 , . . . , u p−1 belong to End(V ), and more precisely
Then, for all λ ∈ F, we note that (u + λv) p−1 (y) belongs to V • . Now, let ϕ be a linear form that vanishes everywhere on K(V). Hence,
Since |F| ≥ p, this yields in particular ϕ(u 1 (y)) = 0. Varying ϕ, we obtain u 1 (y) ∈ K(V). Finally, since p = ind(V) the (vector-valued) polynomial function
vanishes everywhere on F, and again we deduce that u ′ 1 = 0. Here,
The next results will be used in the most technical parts of the proof of Theorems 1.5 and 1.6. 
Moreover, as this covering is minimal we can find a vector x ∈ V • {0} that belongs to none of H 2 , . . . , H N . Choose u ∈ V such that Im u p−1 = Fx. Let y ∈ V • {0}, and choose v ∈ V such that Fy = Im v p−1 . Since Ker u p−1 and Ker v p−1 are proper linear subspaces of V , they do not cover V and hence we can find a vector z ∈ V (Ker u p−1 ∪ Ker v p−1 ); then, u p−1 (z) is non-zero and collinear with x, and v p−1 (z) is non-zero and collinear with y. Set
The polynomial function
is identically zero. Since F is infinite, this yields an index
) is identically zero. However, γ(0) is non-zero and collinear with x, and γ(1) is non-zero and collinear with y. It follows from the first point that we must have k = 1, and then we deduce from the second one that y ∈ H 1 . Varying y yields V • ⊂ H 1 , and hence K(V) ⊂ H 1 . This is absurd.
The above lemma will be used through the following (essentially equivalent) form: 
Application to a reducibility lemma for nilpotent subspaces of operators
The key to most of the theorems in this article is the following lemma, which relies critically on Proposition 2.2:
Then, Vx = {0}.
In practice, condition (C) is not always easy to obtain, but we will get it with little effort in the case of the traditional Gerstenhaber theorem.
Proof. Set p := ind(V) and choose u ∈ V such that x ∈ Im u p−1 .
For a vector y ∈ V , the height of y (with respect to u) is defined as the supremum of the integers k ≥ 0 such that y ∈ Im u k (hence, it is +∞ if y = 0, and at most p − 1 otherwise).
Since K(V) contains the non-zero element x, we can choose an element y ∈ K(V) with minimal height h < +∞. Condition (C) gives an operator v ∈ V and a scalar λ such that y = v(x) + λx. Proposition 2.2 then yields a vector z ∈ K(V) such that v(x) = u(z), whence y = u(z) + λx. Since the height of x is at least p − 1 and the one of u(z) is at least h + 1, we get that the height of y would be at least h + 1 if h < p − 1, which would be a contradiction in that case. Hence,
We conclude, by using Proposition 2.2 once more, that
The proof takes advantage of the Reducibility Lemma. Here, F denotes an arbitrary field (possibly of characteristic 2). The proof works by induction. Gerstenhaber's theorem is obviously true for spaces with dimension at most 1, so in the rest of the section we fix an integer n > 1 and we assume that Gerstenhaber's theorem holds whenever the dimension of the underlying space is less than n and less than or equal to the cardinality of F. We let V be an n-dimensional vector space over a field F with at least n elements, and V be a nilpotent linear subspace of End(V ).
The first part of the proof, which deals with the inequality, is classical. It can be found in [5] : we have to reproduce it because it is a necessary step towards the second part.
Proof of the dimension inequality
Some preliminary work is required here. Denote by V ⋆ the dual space of V . Let f ∈ V ⋆ and x ∈ V . The endomorphism y ∈ V → f (y) x is denoted by f ⊗ x. Its trace equals f (x); it is nilpotent if and only if f (x) = 0. Now, fix x ∈ V {0}. We set
Through f ∈ V ⋆ → f ⊗ x, the space V x is isomorphic to the linear subspace of V consisting of its elements whose range is included in Fx.
The Trace Lemma applied to k = 1 yields f (u(x)) = 0. Besides, f (x) = 0 because f ⊗ x is nilpotent, and the conclusion follows. Now, we fix an arbitrary vector x ∈ V {0}. Denote by U the kernel of u ∈ V → u(x) ∈ Vx. Then, every element u of U induces a nilpotent endomorphism u of V /Fx, and
is a nilpotent linear subspace of End(V /Fx). By induction, we have
Denote by U ′ the kernel of u ∈ U → u ∈ V mod x. Obviously, U ′ is the set of all u ∈ V with range included in Fx, whence
Applying the rank theorem twice, we obtain
By Lemma 3.1, dim Vx + dim V x ≤ n − 1, and hence
Spaces with the maximal dimension
Assume now that dim V = n 2 . Then, from the above inequalities, we get, for every x ∈ V {0}, the two equalities
Using Lemma 3.1 once more, we deduce:
Fix x ∈ V {0}. Let us assume for a moment that Vx = {0}. Then, U = V.
We have just seen that V mod x has dimension n − 1 2 , hence by induction
, we denote by F i the inverse image of G i−1 under the canonical projection from V to V /Fx, and we deduce that F := ({0}, F 1 , . . . , F n ) is a complete flag of V that is stable under every element of V. It ensues that V ⊂ N F , and since the dimensions are equal we conclude that V = N F . Hence, in order to conclude it suffices to exhibit a vector x ∈ V {0} such that Vx = {0}. To obtain such a vector, we start by analyzing the generic nilindex of V, which we denote by p. Proof. One has p ≥ 2 since V = {0}.
Choose x ∈ V {0}. Then V mod x is a nilpotent linear subspace of End(V /Fx) with dimension n − 1 2 . By induction it reads N F ′ for some complete flag F ′ of V /Fx, and hence it contains an element v such that v n−2 = 0. This yields an operator u ∈ V that annihilates x and whose induced endomorphism of V /Fx equals v. Obviously u n−2 = 0, and hence p > n − 2.
It follows in particular that every element of V with nilindex p has exactly one Jordan cell of size p (and one additional Jordan cell of size 1 if p = n − 1). Now, we fix an element u of V with nilindex p, and we choose x ∈ Im u p−1 {0}. Proof. Assume that Vx = {0} and choose v 0 ∈ V such that v 0 (x) = 0. We choose a linear form ψ on V such that ψ(v 0 (x)) = 0. Let v ∈ V and z ∈ V . For all (λ, µ) ∈ F 2 , the vector
Let ϕ be a linear form that vanishes everywhere on Fx ⊕ Vx. Then, the phomogeneous polynomial function
vanishes everywhere on F 2 , and since |F| ≥ p we successively deduce that this function is identically zero, and that one of the polynomial functions (λ, µ) → ψ (λv 0 + µv)(x) and (λ, µ) → ϕ (λv 0 + µv) p−1 (z) is identically zero. The first one is not identically zero since ψ(v 0 (x)) = 0, and hence the second one is identically zero. Taking (λ, µ) = (0, 1) and varying ϕ yields v p−1 (z) ∈ Fx ⊕ Vx.
Varying v and z finally yields K(V) ⊂ Fx ⊕ Vx.
If K(V) ⊂ Fx ⊕ Vx then we deduce from the Reducibility Lemma that Vx = {0}. Otherwise we directly have Vx = {0}.
From there, the conclusion follows, as was explained earlier.
4 General results on b-symmetric and b-alternating endomorphisms
Basic results
We start with three basic results that reproduce, respectively, lemmas 1.4, 1.5 and 2.4 from [10] . Proof of Lemma 4.4 . By Lemma 4.3, we can find a totally b-singular subspace F of V with dimension ν that is stable under u. Then F ⊂ F ⊥ and F ⊥ is stable under u. The bilinear form b induces a non-degenerate bilinear form b on F ⊥ /F that is still b-symmetric or b-alternating. Moreover, since F is maximal among the totally b-singular subspaces of V , the form b is non-isotropic, and in particular it is symmetric (if it is alternating then F ⊥ /F = {0} and it is also symmetric). Moreover, u also induces an endomorphism u of F ⊥ /F , which is b-symmetric or b-alternating. By Lemma 4.2, we deduce that u = 0, which means that u maps F ⊥ into F .
It follows that Proof. We have shown in the previous lemma that rk u ≤ 2ν. Obviously rk u ≤ n − 1 because u is non-injective. Assume finally that u is b-alternating and n = 2ν. Since b is non-degenerate, the rank of u equals the one of the alternating bilinear form (x, y) → b x, u(y) , and hence it is even. Since rk u < 2ν we deduce that rk u ≤ 2ν − 2. The statements on the nilindex are then straightforward consequences of the observation that rk u ≥ ind(u) − 1.
Symmetric and alternating b-tensors
Here, b denotes an arbitrary non-degenerate symmetric or alternating bilinear form on a finite-dimensional vector space V . Given vectors x and y of V , we denote by
the b-symmetric tensor of x and y, and we note that x ⊗ b y belongs to S b ; likewise,
which belongs to A b , is called the b-alternating tensor of x and y. Given a non-zero vector x ∈ V , the mapping y ∈ V → x ⊗ b y is linear and injective: the direct image of a linear subspace L of V under it is denoted by x ⊗ b L.
Given a non-zero vector x ∈ V , the mapping y ∈ V → x ∧ b y is linear and its kernel equals Fx: the direct image of a linear subspace L of V under it is denoted by x ∧ b L. Now, let x, y be b-orthogonal vectors of V such that b(x, x) = 0. It is easily seen that x⊗ b y and x∧ b y vanish at x and map {x} ⊥ into Fx. Since span(x, y) ⊂ {x} ⊥ , it easily follows that both maps are nilpotent (with nilindex at most 3). There is a converse statement, and the following result, which was proved in [10] (see proposition 3.1 there), sums everything up:
The following conditions are equivalent:
(i) The endomorphism u is nilpotent, vanishes at x, and maps {x} ⊥ into Fx.
(ii) There exists y ∈ {x} ⊥ such that u = x ⊗ b y (respectively, u = x ∧ b y).
Moreover, the following result is an easy consequence of the Trace Lemma: Proof. Let k be an odd positive integer such that |F| > k. Remembering the notation for tensors from Section 3.1, we note that, with ϕ : z → b(x, z) and ψ : z → b(y, z), we have
and hence, noting that v k belongs to S b (respectively, to A b ) because k is odd,
From there, the result follows from the Trace Lemma (Lemma 2.1). Proof. By Corollary 4.5, it suffices to exhibit an element of N A b,F with nilindex at least 2ν + 1 if n = 2ν, and at least n − 1 otherwise. In any case, we write F = (F i ) 0≤i≤ν , and set F := F ν and p := n − 2ν; we take a Witt decomposition V = F ⊕ G ⊕ H in which H is totally b-singular with dimension ν and G = (F ⊕ H) ⊥ . We choose a basis (f 1 , . . . , f ν ) of F ν that is adapted to F (so that
The maximal nilindex in
and then we obtain a basis (h 1 , . . . , h ν ) of H such that b(f i , h j ) = δ i,j for all i, j in [ [1, ν] ]. We choose an orthogonal basis (g 1 , . . . , g p ) of G. The family B := (e 1 , . . . , e ν , g 1 , . . . , g p , h 1 , . . . , h ν ) is a basis of V in which the matrix of b reads
Assume first that n = 2ν, and define K = (k i,j ) ∈ A ν (F) by k i,j = 0 whenever {i, j} = {ν − 1, ν}, and k ν,ν−1 = −k ν−1,ν = 1. Setting
Assume now that n > 2ν. We define C := (c i,j ) ∈ M p,ν (F) by c i,j = 0 whenever (i, j) = (p, ν), and c p,ν = 1. We also set
and we see that SN is alternating and N is nilpotent. Hence the endomorphism u represented by N in B is b-alternating and nilpotent. Once more, we see that u stabilizes F. This time around Proof. Set ν := n/2. We choose a hyperbolic basis B = (e 1 , . . . , e ν , f 1 , . . . , f ν ) of V in which (e 1 , . . . , e ν ) is adapted to F, so that the matrix of b in B reads
Here, we consider once more the ν by ν nilpotent Jordan matrix J, and this time around we consider the matrix D ∈ S ν (F) with exactly one non-zero entry, located at the (ν, ν) spot and which equals 1. One defines u as the endomorphism of V whose matrix in the basis B equals
Seeing that AM is symmetric, we obtain that u is b-symmetric. Once again, u is nilpotent and stabilizes F, and this time around we see that u ν (f 1 ) = (−1) ν−1 e ν and hence u 2ν−1 (f 1 ) = (−1) ν−1 e 1 , leading to ind(u) ≥ 2ν. Conversely, every nilpotent element of End(V ) has nilindex at most n = 2ν.
Combining the above results with Lemma 4.3, we find: Here, we assume that b is non-degenerate. Let u belong to S b (respectively, to A b ). We say that u is indecomposable when V = {0} and there is no
On the indecomposable nilpotent elements in
and V 2 are non-zero linear subspaces that are stable under u. Thanks to the classification theory for pairs of bilinear forms in which one form is symmetric and the other one is alternating (see, e.g. [12] ), we have the following information on indecomposable nilpotent endomorphisms: We give an elementary proof of this result. In the prospect of that proof, remember that a square matrix M = (m i,j ) 1≤i,j≤n is called anti-lower-triangular
2 with i + j = n + 1. The anti-diagonal entries of M are m 1,n , m 2,n−1 , . . . , m n,1 . An anti-lower-triangular matrix is invertible if and only if all its anti-diagonal entries are non-zero.
Proof. We consider a splitting V = V 1 ⊕ · · · ⊕ V N in which every subspace V i is stable under u and the resulting endomorphism of V i is a Jordan cell. We denote by q the minimal dimension among the V i 's, and we set U := Ker u q .
Assume first that q is odd, and write it q = 2p+1. Assume that b(x, u 2p (x)) = 0 for every x ∈ U . Then, the quadratic form x → b(u p (x), u p (x)) vanishes everywhere on U and hence u p (U ) -which equals Ker u p+1 because of the definition of q -is totally b-singular. Yet its orthogonal complement under b is Im u p+1 . In particular Ker u p+1 ⊂ Im u p+1 , which contradicts the existence of a Jordan cell of size q for u.
This yields some x ∈ U such that b(x, u 2p (x)) = 0. Note that
is anti-lower-triangular with all its antidiagonal entries non-zero. Therefore, the subspace W := span(u k (x)) 0≤k≤2p has dimension 2p + 1 and is b-regular, and the endomorphism induced by u on W is a Jordan cell. Since W is b-regular, V = W ⊕ W ⊥ . As u is indecomposable and W ⊥ is stable under u, we conclude that W = V and that u is a Jordan cell of odd size. Moreover, we see that span(u k (x)) p+1≤k≤2p is totally b-singular with dimension p = n−1 2 = n 2 , and hence the Witt index of b equals n 2 . Now, we consider the case when q is even, and we write it q = 2p + 2 for some integer p ≥ 0. This time around, we set c : (x, y) ∈ V 2 → b(x, u(y)), which is alternating. If c(x, u 2p (y)) = 0 for all (x, y) ∈ U 2 , then u p (U ) = Ker u p+2 would be totally singular for c; in other words Ker u p+2 would be b-orthogonal to u(u p (U )) = Ker u p+1 . Yet, the b-orthogonal complement of Ker u p+1 is Im u p+1 , and hence we would have Ker u p+2 ⊂ Im u p+1 , contradicting the existence of a Jordan cell of size 2p + 2 for u. This yields two vectors x and y of Ker u q such that b(x, u q−1 (y)) = 0. Now, we set W x := span(u k (x)) 0≤k≤q−1 and W y := span(u k (y)) 0≤k≤q−1.
We claim that W x and W y have dimension q and are linearly disjoint, and that W x ⊕ W y is b-regular. To back this up, we consider the family (e 1 , . . . , e 2q ) := u q−1 (y), u q−1 (x), . . . , u(y), u(x), y, x .
For all non-negative integers k, l such that k+l > q −1,
Since c is alternating and q − 1 is odd, b(x, u q−1 (x)) = 0 = b(y, u q−1 (y)), whence
, u l (y)) = (−1) k b(x, u q−1 (y)) = 0 for all non-negative integers k, l such that k + l = q − 1. It follows that the matrix b(e i , e j ) 1≤i,j≤2q is anti-lower-triangular with all its anti-diagonal entries non-zero. This shows that e 1 , . . . , e 2q are linearly independent and that their span is b-regular, as claimed. Since u is indecomposable, we deduce that V = W x ⊕ W y , and hence u is the direct sum of two Jordan cells of size q. Here, we directly have Ker u p+1 = Im u p+1 , and hence Ker u p+1 is totally b-singular with dimension n 2 = q. We conclude that the Witt index of b equals n 2 · Here is the corresponding result for nilpotent symmetric endomorphisms for a symplectic form. We will not need it, so we simply state it and leave the proof (which an easy adaptation of the previous one) to the reader: We finish with a very simple result: Lemma 4.13. Let u ∈ S b ∪ A b be a Jordan cell, and (e 1 , . . . , e n ) be a Jordan basis of it, with n odd. Write n = 2p + 1. Then, the radical of the induced bilinear form on span(e 1 , . . . , e p+1 ) is span(e 1 , . . . , e p ).
Proof. We have Ker u p = span(e 1 , . . . , e p ) = Im u p+1 and Im u p = span(e 1 , . . . , e p+1 ), whence the said radical equals
. . , e p ).
General results on the structured Gerstenhaber problem
In this section, we recall some elements of the study of the structured Gerstenhaber problem from [10] , and we consider the problem of extending scalars. There are two items we have to review. First (Section 5.1), we need to go back to the inductive proof of Theorem 1.2, and for two reasons:
• It will explain how Theorems 1.5 and 1.6 can be proved by induction.
• An important partial consequence on the structure of spaces of maximal dimension, called the Strong Orthogonality Lemma (Lemma 5.1), can be drawn from this proof.
In Section 5.2, we recall a stability property for spaces with maximal dimension that was mentioned in the introduction, and we draw an important consequence of it. Finally, in Section 5.3, we explain how, in Theorems 1.5 and 1.6, one can reduce the situation to the one where the underlying field is infinite.
A review of the proof of Theorem 1.2, and some consequences on spaces with the maximal dimension
Here, we recall the inductive proof of Theorem 1.2 (see section 3 of [10] ). Let V be a nilpotent subspace of S b (respectively, of A b ). If the Witt index ν of b is zero, then Lemma 4.2 shows that V = {0}. Assume now that ν > 0 and let x ∈ V be an arbitrary non-zero isotropic vector.
We consider the kernel
of the surjective linear mapping
Any u ∈ U V,x stabilizes {x} ⊥ (because it stabilizes Fx) and hence induces a nilpotent endomorphism u of the quotient space {x} ⊥ /Fx. Note that b induces a non-degenerate symmetric or alternating bilinear form b on {x} ⊥ /Fx with Witt index ν − 1. The set V mod x := {u | u ∈ U V,x } is then a nilpotent linear subspace of S b (respectively, of A b ). Finally, the kernel of the linear mapping
consists of the operators u ∈ V that vanish at x and map {x} ⊥ into Fx. Set
By Proposition 4.6, L V,x is a linear subspace of {x} ⊥ (respectively, a linear subspace of {x} ⊥ that contains x), the kernel of ϕ reads
, and the dimension of that kernel equals dim L V,x (respectively, dim L V,x − 1). Hence, applying the rank theorem twice yields
In any case, the Orthogonality Lemma for Tensors (Proposition 4.7) yields that
and it follows that dim V ≤ dim(V mod x) + n − 1
If we do not take Theorem 1.2 for granted, this allows one to prove it by induction on the dimension of V : indeed, by induction dim(V mod x)
, and it follows that dim V ≤ ν(n − ν) (respectively, dim V ≤ ν(n − ν − 1)). Now, assume that dim V = ν(n − ν) (respectively, dim V = ν(n − ν − 1)). Then, the above series of inequalities yields the two equalities − 1) ). Assume furthermore that |F| > 3.
Stability properties of spaces with the maximal dimension
Then, u 2 v + uvu + vu 2 ∈ V for all u and v in V.
Proof. Let u and v belong to V. By Lemma 5.4, the linear subspace V contains
and we conclude by using the fact that the characteristic of F is not 2.
Extending scalars
Let V be a nilpotent subspace of S b (respectively, of A b ). Let L be a field extension of F. We assume that the extension F − L preserves Witt indices, i.e. it induces an injection from the Witt group of F to the one of L. In particular, this is known to hold if L is purely transcendental over F, e.g. when L = F(t) (see [9] Chapter XV, Section 3). This case is interesting because L then turns out to be infinite. Next, we set
has its dimension over L equal to the one of V over F; better still, for every basis (u 1 , . . . , u k ) of V, the family (
Next, let V be a nilpotent subspace of S b (respectively, of A b ), and denote by d the generic nilindex of S b (respectively, of A b ). Assume that |F| ≥ d. We claim that V L is nilpotent. Indeed, let us take a basis (u 1 , . . . , u p ) of V. Then,
which, by extending to V L , yields
On the left-hand side is a (vector-valued) polynomial function, homogenous with degree d; since we have assumed that |F| ≥ d, this function vanishes everywhere on L p , whence every element of V L is nilpotent.
Finally, assume that there is a non-zero isotropic vector y of V L at which every element of V L vanishes. There is a unique minimal subspace E of V such that y can be written as a sum of tensors of the form λ ⊗ x with λ ∈ L and x ∈ E. Then, every element of V must vanish at every element of E. Moreover, we claim that E contains a non-zero b-isotropic vector. Indeed, let (e 1 , . . . , e q ) be a basis of E. We write y =
becomes isotropic over L. Since we have assumed that the extension L of F preserves Witt indices, we conclude that Q is isotropic, which yields a non-zero b-isotropic vector x of E. We conclude that every element of V vanishes at x.
Combining the above remarks with Corollary 4.10, we obtain the following results: Proof. Assume that Theorem 1.5 holds over any infinite field with characteristic not 2. Then, we prove Theorem 1.5 by induction on the dimension of the vector space V . Let F be a field with characteristic not 2, V be an n-dimensional vector space over F (with n > 0), b be a symmetric bilinear form on V , and V be a nilpotent subspace of A b with dimension ν(n − ν − 1). Assume that |F| ≥ 2ν + 1 if n > 2ν, and that |F| ≥ n − 1 otherwise. Let us choose an infinite extension 6 Spaces of symmetric nilpotent endomorphisms for a symplectic form
We are now ready for the proofs of Theorems 1.5 and 1.6. In the present section, we deal with the latter, which turns out to be the easier. By Proposition 5.8, Theorem 1.6 requires a proof only for infinite fields. So, we fix an infinite field F (with characteristic not 2) and we prove Theorem 1.6 by induction on the dimension of the vector space V under consideration. The result is obvious for a vector space with dimension 0. Let V be vector space over F with finite dimension n > 0, and let b be a symplectic form on V . Let V be a nilpotent subspace of S b with dimension ν(n − ν), where ν := n 2 · By induction and the Lifting Lemma (Lemma 5.3), it suffices to show that there exists a non-zero vector x ∈ V such that Vx = {0}. We split the proof of the existence of such a vector into two subcases, whether the generic nilindex of V is at most 2 or not.
A special case
Here, we assume that all the elements of V have square zero. Hence uv
Classically, any subset A of skewcommuting nilpotent elements of End(V ) vanishes at some non-zero vector. To see this, one can use Jacobson's triangularization theorem [4, 8] for example, but one can also give a very elementary proof: if A ⊂ {0} the result is obvious; otherwise choose u ∈ A {0} and note that Ker u is stable under all the elements of A. By restricting the elements of A to Ker u, we recover a skew-commuting set of square-zero endomorphisms of Ker u, and by induction there is a non-zero vector x of Ker u at which all the elements of A vanish.
When the generic nilindex is greater than 2 (part 1)
In the rest of the proof, we assume that the generic nilindex of V is greater than 2.
Claim 6.1. The generic nilindex of V is greater than or equal to n − 2.
Proof. Choose an arbitrary vector x ∈ V {0}. Denote by b the symplectic form induced by b on {x} ⊥ /Fx. By Lemma 5.2, the subspace V mod x has dimension (ν − 1) (n − 2) − (ν − 1) and it is a nilpotent subspace of S b . Hence, by induction V mod x = N S b,G for some maximal partially complete b-singular flag G of {x} ⊥ /Fx. Hence, by Lemma 4.9 there is an element v ∈ V mod x with nilindex n − 2. We conclude that ind(u) ≥ n − 2 for some u ∈ V.
In the rest of the proof, we denote by p the generic nilindex of V. Remember that we have assumed p ≥ 3.
Claim 6.2. The nilpotent subspace V is pure.
Proof. Let u ∈ V have nilindex p. Since p ≥ n − 2 and p ≥ 3, we have 2p > n, and hence u has exactly one Jordan cell of size p.
Proof. Let x ∈ V • {0} and choose u ∈ V such that x ∈ Im u p−1 . By Proposition 2.2, Vx ⊂ Im u, whence Fx ⊕ Vx ⊂ Im u. Taking the orthogonal complement and applying the Strong Orthogonality Lemma (Lemma 5.1), we deduce that Ker u = (Im u) ⊥ ⊂ L V,x , and in particular x ⊗ b x ∈ V since x ∈ Ker u. Now, we use a reductio ad absurdum, by assuming that Vx = {0} for all x ∈ V • . The Reduction Lemma yields 
Then, (e i ⊗ b e i )(x) = 2 b(e i , x) e i is non-zero and collinear with e i . Thus, e i ∈ Vx by Claim 6.3. We deduce that K(V) ⊂ Vx, which contradicts property (H).
When the generic nilindex is greater than 2 (part 2)
Now, we are ready for the final contradiction. Choose a basis (x 1 , . . . , x q ) of
. By the Strong Orthogonality Lemma, we use the non-inclusion K(V) ⊂ Fx i ⊕ Vx i to obtain a vector z i ∈ V such that x i ⊗ b z i ∈ V and z i ∈ K(V) ⊥ . Applying the Linear Density Lemma once more, we find a vector y ∈
by the total singularity of K(V)) and we deduce that x i ∈ Vy. Hence y satisfies condition (C) of the Reducibility Lemma, contradicting property (H). This final contradiction completes the proof.
7 Spaces of nilpotent alternating endomorphisms for a symmetric bilinear form
In this ultimate section, we prove Theorem 1.5. By Proposition 5.7, we know that it suffices to do so when the underlying field is infinite. We fix such a field F (with characteristic not 2), and we prove the result by induction on the dimension of the vector space V under consideration. Let V be a finite-dimensional vector space with dimension n > 0, and let b be a non-degenerate symmetric bilinear form on V , whose Witt index we denote by ν. Let V be a nilpotent subspace of A b with dimension ν(n − ν − 1). If ν = 0 then V = {0}, which is the claimed result. Assume now that ν > 0. Combining the Lifting Lemma and the induction hypothesis, we see that it suffices to prove the existence of a non-zero b-isotropic vector x of V such that Vx = {0}. The overall strategy of the proof is similar to the one of the previous section, but the details are much more difficult. Assume first that the generic nilindex of V equals 2. Then, as in Section 6.1, we find that the elements of V skew-commute pairwise. Moreover, we can take u 0 ∈ V with nilindex 2, so that Im u 0 is a non-trivial subspace of V , and it is totally b-singular because Im u 0 ⊂ Ker u 0 = (Im u 0 ) ⊥ . The elements of V induce nilpotent endomorphisms of Im u 0 that skew-commute pairwise, and with the same line of reasoning as in Section 6.1 we deduce that some non-zero vector x of Im u 0 satisfies Vx = {0}. The vector x is b-isotropic because it belongs to Im u 0 , and hence the proof is complete in that case.
In the remainder of the proof, we assume that the generic nilindex of V is greater than 2. In the next section, we obtain additional information on the generic nilindex of V. We finish the present one with a basic, yet very useful result:
Proof. Denote by p the generic nilindex of V. Let x ∈ V • . Then, for some u ∈ V, we have x ∈ Im u p−1 , and hence x belongs both to Ker u and to Im u = (Ker u) ⊥ . This yields the claimed result. From now on, the generic nilindex of V is denoted by p. • Or u has one Jordan cell of size p, and all its other Jordan cells have size 1.
The generic nilindex
Proof. By Lemma 4.11, the number of Jordan cells of given even size for u is even, and since V is pure we get that p is odd. We need to discard case (iii). Assume on the contrary that it holds. Then, p + 4 ≤ n, and hence 2ν ≤ p + 3 < n, leading to ε = 0. Besides, Proposition 4.11 
As p ≥ 3 and k − 1 > 0, this yields p = 3, k = 2 and l = 0, which proves the claimed statement.
A variation of Proposition 2.2
Claim 7.5. Let u ∈ V have nilindex p, and let x ∈ Im u p−1 {0} and v ∈ V. Then, v(x) ∈ u({x} ⊥ ).
Proof. Choose y ∈ V such that u p−1 (y) = x. For λ ∈ F, set
where x 0 , . . . , x p−1 all belong to V and x 0 = x. We have seen in the proof of Proposition 2.2 that v(x) = u(−x 1 ). For all λ ∈ F, the vector γ(λ) is b-isotropic because it belongs both to the kernel and to the range of the b-alternating endomorphism u + λv; hence b(γ(λ), γ(λ)) = 0. Differentiating this polynomial function at zero yields 2 b(x 0 , x 1 ) = 0, and it follows that −x 1 ∈ {x} ⊥ , which yields the claimed statement. Proof. Let v ∈ V. By Corollary 5.5, the endomorphism w := u 2 v + uvu + vu 2 belongs to V, and we see that u 2 (v(x)) = w(x) because x ∈ Ker u. Claim 7.7. Let x ∈ V be isotropic and non-zero. Assume that (Fx ⊕ Vx) ⊥ contains a non-isotropic vector. Then, for all v ∈ V, the subspace V contains
Proof. Let v ∈ V. By assumption and by the Strong Orthogonality Lemma, there is a non-isotropic vector y of {x} ⊥ such that x∧ b y ∈ V. Set u := x∧ b y and α := b(y, y), the latter of which is non-zero. One computes that
Applying Corollary 5.5, we deduce that the operator α x ∧ b v(x) + b(y, v(x)) u belongs to the linear subspace V. Since α = 0 and u ∈ V, the desired conclusion follows. From there, we split the study into two subcases, whether V is pure or not.
Case 1: V is pure
Here, we assume that V is pure. We take a Jordan basis (e 1 , . . . , e p ) for u V 0 , a Jordan basis (f 1 , f 2 , f 3 ) for u V 1 and a basis (g 1 , . . . , g n−p−3 ) of V 2 . Hence, B := (e 1 , . . . , e p , f 1 , f 2 , f 3 , g 1 , . . . , g n−p−3 ) is a basis of V . Again, Im u p−1 = Fx = Fe 1 , whence {x} ⊥ = Ker u p−1 = span(e 1 , . . . , e p−1 , f 1 , f 2 , f 3 , g 1 , . . . , g n−p−3 ). Proof. Assume on the contrary that G := (Fx ⊕ Vx) ⊥ is totally singular. The space G has dimension at least n 2 , due to Claim 7.9. Therefore, G ⊥ = G because G ⊂ G ⊥ . Then, Fx ⊕ Vx = G ⊥ = G would be totally singular. Using Claim 7.9 once more, it would follow that dim G < Proof. Let x and y belong to V • {0}. Assume that b(x, y) = 0. Since V is pure, we can choose u ∈ V and v ∈ V such that Im u p−1 = Fx and Im v p−1 = Fy. Thus, x ∈ (Im v p−1 ) ⊥ = Ker v p−1 , and hence v p−1 (x) = 0. It follows that y is collinear with v p−1 (x). Combining Claims 7.8 and 7.10, we find that x is orthogonal to v p−1 (x), which contradicts the fact that x is non-orthogonal to y. We conclude that x is orthogonal to y. Varying x and y yields the claimed result.
The remainder of the proof is similar to the one in Section 6.3: the only formal difference is that symmetric tensors must be replaced with alternating tensors. One obtains that Vx = {0} for some x ∈ V • {0}, which completes the proof.
Case 2: V is not pure
Here, we assume that V is not pure. By Claim 7.4, the generic nilindex in V is 3 and there is an element u of V that has exactly two Jordan cells of size 3, with all remaining Jordan cells of size 1. By Proposition 4.11, V splits into a b-orthogonal direct sum V = V 1 ⊥ ⊕ V 2 ⊥ ⊕ V 3 in which u stabilizes V 1 and V 2 and induces Jordan cells of size 3 on those spaces, and V 3 ⊂ Ker u. We choose respective Jordan bases (e 1 , e 2 , e 3 ) and (f 1 , f 2 , f 3 ) of V 1 and V 2 for u. Proof. Note that Im u 2 = span(e 1 , f 1 ).
We shall prove that Ve 1 ⊂ span(e 1 , f 1 ).
Noting that {e 1 } ⊥ = span(e 1 , e 2 ) ⊕ V 2 ⊕ V 3 , we deduce from Claim 7.5 that Fe 1 ⊕ Ve 1 ⊂ span(e 1 , f 1 , f 2 ). Hence, dim(Fe 1 ⊕ Ve 1 ) ≤ 3 ≤ n 2 · Now, note that the isotropic vectors of span(e 1 , f 1 , f 2 ) are exactly the vectors of span(e 1 , f 1 ). Indeed, by Lemma 4.13 the vector f 2 is non-isotropic, whereas b(e 1 , e 1 ) = b(f 1 , f 1 ) = b(e 1 , f 1 ) = b(e 1 , f 2 ) = b(f 1 , f 2 ) = 0 since e 1 , f 1 belong to Ker u and e 1 , f 1 , f 2 belong to Im u.
In particular, if dim(Fe 1 ⊕ Ve 1 ) = n 2 , then Fe 1 ⊕ Ve 1 contains the nonisotropic vector f 2 . Thus, with the same proof as for Claim 7.10, we deduce that (Fe 1 ⊕ Ve 1 ) ⊥ contains a non-isotropic vector. It follows from Claim 7.8 that Fe 1 ⊕ Ve 1 is totally b-singular, and we deduce from the above that Ve 1 ⊂ span(e 1 , f 1 ) = Im u 2 .
Symmetrically Vf 1 ⊂ Im u 2 and we conclude that every element of V stabilizes Im u 2 .
From here, it is easy to conclude. The 2-dimensional totally singular subspace Im u 2 is stable under all the elements of V. The induced endomorphisms are nilpotent endomorphisms of Im u 2 , and by Gerstenhaber's theorem in dimension 2 (or trivially if the resulting space of endomorphisms contains only the zero element) there is a non-zero vector x of Im u 2 that is annihilated by all those endomorphisms. Hence, Vx = {0} and x is isotropic: the proof is complete.
