The Discrete Split Delivery Vehicle Routing Problem with Time Windows (DSDVRPTW) consists of designing the optimal set of routes to serve, at least cost, a given set of customers while respecting constraints on vehicles' capacity and customer time windows. The delivery request of a customer is discrete since it consists of several items that cannot be split further. The problem belongs to the class of split delivery problems since each customer's demand can be split in orders, i.e. feasible combinations of items, and each customer can be visited by more than one vehicle. In this work, we model the DSDVRPTW assuming that all feasible orders are known in advance and that each vehicle can serve at most one order per customer. Remarkably, service time at customer's location depends on the serviced combination of items, which is a modeling feature rarely found in literature. We present a mixed integer program for the DSDVRPTW based on arcflow formulation, we reformulate it via Dantzig-Wolfe and we apply column generation. We propose a branch-and-price algorithm, implemented using state-of-the-art techniques for the pricing and the master problem. Computational results on instances based on Solomon's data set are presented and discussed.
Introduction
The capacitated Vehicle Routing Problem (VRP) consists of designing the optimal routes for a set of vehicles with given capacity in order to serve a set of customers. Customer's demand must be delivered by exactly one vehicle and vehicles' capacity must cannot be violated (exceeded).
The Split Delivery Vehicle Routing Problem (SDVRP) is a relaxed version of the classical capacitated VRP in which the number of visits to customer locations is no longer constrained to be at most one. In the SD-VRP each customer can be visited by more than one vehicle which serves a fraction of its demand. It has been shown that this relaxation could yield to substantial savings on the total traveled distance, up to 50% in some instances, as well as on the number of required vehicles (Archetti et al., 2006a; Archetti et al., 2008a) . The problem and some properties have been introduced by Dror and Trudeau (1989) and Dror and Trudeau (1990) , who solve the problem using heuristic schemes. Next, Dror et al. (1994) introduce a mathematical formulation based on integer programming, solved through a cutting plane approach. Lower bounds have been proposed by Belenguer et al. (2000) ; exact methods (Gueguen, 1999; Jin et al., 2007) as well as heuristic algorithms (Archetti et al., 2006b; Chen et al., 2007; Jin et al., 2008; Archetti et al., 2008b) have been proposed. Gendreau et al. (2006) and Desaulniers (2008) address the problem with time windows and present exact approaches based on column generation and branch-and-bound techniques. Lower bounds have been studied by Ceselli et al. (2009b) and a tabu search algorithm has been proposed by Ho and Haugland (2004) .
In the Discrete Split Delivery Vehicle Routing Problem (DSDVRP) the demand of a customer consists of several items which cannot be split further. The problem belongs to the class of split delivery problems since each customer's demand can be fractionated and each customer can be visited by more than one vehicle. Nakao and Nagamochi (2007) present the problem and propose a dynamic programming based heuristic. The algorithm is compared to other existing heuristics for the VRP and computational results on real-world instances are provided. Ceselli et al. (2009a) present an exact approach to a real-world VRP in which customers' orders can be split among several vehicles in a discrete fashion. The authors propose a three level order aggregation which end up, at the last level, in considering any possible combination of items. The VRP with splittable and discrete demand arises in some practical applications, such as the routing of helicopters for crew exchanges on off-shore locations (Sierksma and Tijssen, 1998) and the Field Technician Scheduling Problem (Xu and Chiu, 2001) ; however, authors do not specifically relate their problems to the DSDVRP.
In the reminder of the paper we study the Discrete Split Delivery Vehicle Routing Problem with Time Windows (DSDVRPTW). We assume that demand can be split in orders, i.e. feasible combinations of items, that each vehicle can serve at most one order per customer and that service time at customer's location depends on the delivered combination of items. Remarkably, this is a modeling feature rarely found in literature, where service times are usually assumed to be independent of the delivered quantities. We refer e.g. to Gendreau et al. (2006) and Desaulniers (2008) , who make the simplifying assumption of constant service times: this is indeed the case in applications where the unloading time is negligible, but it is not an appropriate modeling assumption for applications where the unloading time is largely affected by the size of the delivery. In Section 2 we recall some known properties of split deliveries. Section 3 provides an arc-flow formulation for the DSDVRPTW. In Section 4 we reformulate the problem using Dantzig-Wolfe decomposition and we illustrate the column generation scheme. The branch-and-price implementation is presented in Section 5 and computational results are discussed in Section 6. Section 7 concludes the paper.
Properties
In this section we recall some known properties of the VRP with Split Deliveries, firstly introduced by Dror and Trudeau (1990) , extended to the variant with time windows by Gendreau et al. (2006) . In particular, we discuss the implications of the new modeling feature introduced in this paper, the quantity-dependant service time.
Property 1
The SDVRP(TW) is a relaxation of the corresponding VRP(TW). Let z * s be the value of the optimal solution for the SDVRP(TW) and let z * f be the value of the optimal solution for the corresponding VRP(TW). Property 1 states that z * s ≤ z * f . Clearly, z * s ≯ z * f for any problem instance since any VRP(TW) solution (and in particular, the optimal one) is a feasible solution for the corresponding SDVRP(TW). Furthrmore, there exists instances such that z * s < z * f , as for the following example.
Dror and Trudeau's example We consider three demand points with d 1 = 3, d 2 = 4 and d 3 = 3; the distances between the points including the depot (node 0) are c 0i = 2M for i = 1, 2, 3; c 12 = c 23 = ǫ and c 13 = 2ǫ. All vehicles have a capacity of five units. The VRP solution has a total cost of 12M and requires 3 vehicles, whereas the SDVRP solution has a total cost of 8M + 2ǫ and requires only 2 vehicles (cf. Fig. 1 ). Property 2 The SDVRPTW is NP-Hard in the strong sense. The NP-Hardness has been proven by reducing the Traveling Salesman Problem to the SDVRPTW using a polynomial transformation.
Property 3 When the cost matrix satisfies the triangular inequality, there exists an optimal solution of the SDVRP in which no two routes have more than one split demand in common. Consider an optimal SDVRP solution where two customers p and q are serviced by the same two routes k and w with split deliveries d Fig. 2 ). Without loss of generality, we assume that d
It is always possible to modify the quantities delivered by k and w to drop out customer p from route k, such that demands are still fulfilled, vehicles' capacity is not violated and the objective function does not increase its value. In particular, the new quantities are d
Property 3 can be extended to the SDVRP with Time Windows only under the assumption of constant service times. In particular, since route w still visits customers p and q, service times are unchanged and time windows are not affected. With respect to route k, since customer p is not visited anymore, the vehicle may reach some subsequent customer earlier that allowed; in this case, the vehicle will just wait at customer's location until it is allowed to start the delivery.
It can be easily shown that properties 1 and 2 also hold for the DS-DVRPTW, whereas property 3 does not apply to the DSDVRPTW with quantity-dependant service times. In this case, the increased quantity delivered by route w to customer p implies an increased service time at location p. As a consequence, the arrival and the delivery to the next customers may not comply with the time windows constraints anymore.
Arc-flow formulation
In this section we present a mixed integer linear program for the DSD-VRPTW based on arc-flow formulation.
Let G(V, E) be a complete graph with V = {0} ∪ N, where vertex {0} represents the depot and N = {1, ..., n} is the set of customers to be served. Each arc (i, j) ∈ E has a cost c ij and a travel time t ij . The set of available vehicles with identical capacity Q is denoted by K. The set of items R is defined as R = i∈N R i , where R i represents the set of items to be delivered to customer i ∈ N. Furthermore, R i ∩ R j = ∅ ∀i = j, i, j ∈ N, meaning that any item r ∈ R is univocally associated to a customer i ∈ N. Each item r ∈ R has a size q r and a service time t r . Items are delivered in orders, i.e. combinations of items. The set of orders C is defined as C = i∈N C i , where C i represents the set of feasible orders for customer i ∈ N. Furthermore, C i ∩ C j = ∅ ∀i = j, i, j ∈ N, meaning that any order c ∈ C is univocally associated to a customer i ∈ N. Each order c ∈ C has a size q c = r∈R e r c q r and a service time t c such that max r∈R e We define the following decision variables:
The discrete split delivery vehicle routing problem with time windows can be formulated as follows:
k∈K c∈C
where M is a sufficiently large constant. The objective function (1) minimizes the total traveling costs. Flow conservation is ensured by constraints (2)-(4), which also link x and y variables. Demand satisfaction is ensured by constraints (5): all items must be delivered (but not all combinations). Constraints (6) ensure that every vehicle delivers at most one order per customer. Precedence, time windows and capacity constraints are ensured by constraints (7)- (8), (9)- (10) and (11). Finally, the domain of variables is defined by (12), (13) and (14).
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The service time at customer location depends on the selected order. This feature is modeled by the term c∈C i t c y k c in constraints (7): it increases the complexity of the model, with respect to the same type of precedence constraints in classical VRP formulations with time windows.
Column generation
In this section we reformulate the DSDVRPTW model (1)- (14) via DantzigWolfe decomposition (Dantzig and Wolfe, 1960) and provide the formulations of the master problem and pricing subproblem. The master problem is solved by means of column generation.
Master problem
Let (2)- (4) and (6)- (14) be the constraints that define the subproblem and let
4); (6) − (14) for k} be the feasible bounded domain of the subproblem associated to vehicle k ∈ K. Let P k be the set of extreme points of
k represents a feasible route for vehicle k with respect to vehicle's capacity and customers' time windows, delivering a unique order to every customer visited by the tour.
Since vehicles k ∈ K present identical restrictions (in this case, the same capacity), all subproblems are identical and can therefore be aggregated into a single subproblem. We denote as D = conv{(x, y, T ) | (x, y, T ) satisfies (2)− (4); (6) − (14)} the feasible domain of the subproblem and P the set of extreme points of D. Each extreme point d p = (x p , y p , T p ), p ∈ P represents now a feasible route that can be covered by any vehicle among the |K| available.
The definition of the master problem requires the following additional notation: we denote c p the cost of path p ∈ P, defined as c p = (i,j)∈p c ij , while α r p denotes a binary parameter equal to 1 if path p ∈ P delivers item r ∈ R. After some standard adjustments and aggregation, the master 7 problem can be formulated as follows:
where λ p are the decision variables associated to paths p ∈ P. The dual variables associated to constraints (16) are denoted as π r while π 0 is the dual variable associated to constraint (17).
The objective function (15) minimizes the total traveling costs. Constraints (16) ensure that all items are delivered to customers, while constraint (17) ensures that the number of chosen routes does not exceed the number of available vehicles.
We remark that constraints (16) need to be modeled as partitioning constraints in the DSDVRPTW, unlike common reformulations for routing problems that generally make use of covering constraints. This is due to the fact that, for every customer i ∈ N, the set of orders C i does not necessarily contain all subsets of items r ∈ R i , but only the subsets that are considered feasible with respect to the problem definition (incompatibilities between specific items, restrictions on the order size, etc.). As a consequence, a partitioning solution equivalent to the optimal covering solution may not exist.
Pricing subproblem
We denotec p := c p − r∈R π r α r p −π 0 the reduced cost of a route p ∈ P. In a column generation scheme, given a dual solution of the (restricted) master problem, the pricing subproblem identifies the route p * with the minimum reduced cost:
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The subproblem formulation relies on variables x, y and T defined in Section 3 (without index k, since we have aggregated the subproblems) and can be written as follows:
Analyzing the objective function, we can observe that two major decisions are made in the subproblem: a) the sequence of customers i ∈ N visited in the route (cost component c ij ); b) for each customer in the route, the order c ∈ C to be delivered, and therefore the subset of items r ∈ R delivered by the route (cost component e r c ).
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The pricing problem (20)- (32) is an Elementary Shortest Path Problem with Resource Constraints (ESPPRC) defined on a network which has one node for every order c ∈ C and whose arcs have transit time equals to (t ij + t c ). In particular, the choice on the orders to be delivered by the route has impact on the complexity to the subproblem.
Branch-and-price implementation
For solving the DSDVRPTW we have implemented a branch-and-price algorithm (Barnhart et al., 1998; Lübbecke and Desrosiers, 2005) with stateof-the-art solution techniques for the pricing and the master problem. The pricing problem is solved using bounded bi-directional dynamic programming (Righini and Salani, 2006) with decremental state space relaxation (Righini and Salani, 2008) . The algorithm is initialized by a preprocessing phase, used to identify and remove trivially dominated combinations, and by a simple greedy algorithm used to find a feasible solution to the problem. Such solution allows to compute an upper bound on the cost of the solution and on the number of vehicles. The search tree is explored using a best-first strategy.
Branching scheme
In the search tree, branching is required when the master problem is solved at optimality and the corresponding solution of the arc-flow formulation is not integer. We have implemented a branching scheme consisting of four hierarchical levels:
1. if the total number of vehicles is fractional ( p∈P λ p =K), branching is performed on constraint (17) by enforcing p∈P λ p ≤ ⌊K⌋ on the first child node and p∈P λ p ≥ ⌈K⌉ on the second child node.
if the number of vehicles visiting a customer
, branching is performed by enforcing p∈P α i p λ p ≤ ⌊K i ⌋ on the first child node and p∈P α i p λ p ≥ ⌈K i ⌉ on the second child node. This branching requires additional constraints in the master problem and associated dual values to be collected in the pricing; however, the pricing structure is not affected.
3. if there is an arc (i, j) ∈ E visited a fractional number of times ( k∈K x k ij =x ij ), branching is performed by enforcing x ij ≤ ⌊x ij ⌋ on the first child node and x ij ≥ ⌈x ij ⌉ on the second child node. This branching requires additional constraints in the master problem and associated dual values to be collected in the pricing; however, the pricing structure is not affected.
4. if none of the above conditions holds, then there exist two consecutive arcs (i, j) ∈ E and (j, l) ∈ E visited consecutively a fractional number of times: p∈P ijl λ p =z ijl , where P ijl denotes the set of paths containing arc (j, l) immediately after arc (i, j). In this case, branching is performed by enforcing z ijl ≤ ⌊z ijl ⌋ on the first child node and z ijl ≥ ⌈z ijl ⌉ on the second child node. This branching requires modifying the pricing structure as well as additional constraints in the master problem. However, it is rarely needed (<1% of instances in our tests).
2-Path Cuts
At the root node we try to identify valid 2-path inequalities that are violated by the current linear relaxation solution.
The basic idea of k-path inequalities (Kohl et al., 1999) is to identify a subset of customers that is visited by less than k vehicles in the current fractional solution, although it requires, in the optimal solution, at least k vehicles to be serviced. For any subset of customers S ⊆ N, |S| ≥ 1 we define the flow into S, denoted x(S), as x(S) = i∈S j∈S x ij wherē S = N \ S. Given the smallest number of vehicles needed to service all the customers in S, denoted by k(S), a valid k-path inequality is defined by x(S) ≥ k(S).
Since calculating k(S) is very time consuming, we have limited the search to the 2-path inequalities. This reduces to identify some set S such that x(S) < 2 and k(S) > 1. To determine whether k(S) > 1, we solve a Traveling Salesman Problem with Time Windows (TSPTW) for S: if a TSPTW solution cannot be found, then k(S) > 1. Since the number of sets S grows exponentially, in our search we limited the size of S to twice the average number of customer per vehicle. All 2-path inequalities that are violated by more than a predetermined threshold value (0.2 for our tests) are added to the master problem, defining a new linear relaxation to solve.
Computational results
Algorithms are coded in ANSI C and compiled with gcc 4.1.2. Computational experience is run under a linux operating system on a 2Ghz Intel processor equipped with 2GB of RAM. All restricted master problems are solved using CPLEX version 10.2.
Instances
To the best of our knowledge there is no standard dataset used in the literature for the DSDVRPTW. The most related contribution is that of Nakao and Nagamochi (2007) for which the instances are not available.
We generated our test bed from the well-known Solomon's data set (Solomon, 1983) . For all instances of classes R1, C1 and RC1 we considered the first n = 25, 50 customers and we discretized the demand of each customer in 12 items (|R i | = 12 ∀i ∈ N).
For each customer, we generated 7 orders: 1 full order (containing 12 items); 2 complementary orders 50%-50% (containing 6 items each, partitioned); 2 complementary orders 75%-25% (containing 9 and 3 items respectively, partitioned); 2 complementary 90%-10% orders (containing 11 and 1 items respectively, partitioned).
We considered 3 possible scenarios:
A: full order + 50-50% orders (|C i | = 3); B: full order + 50-50% orders + 75-25% orders (|C i | = 5); C: full order + 50-50% orders + 75-25% orders + 90-10% orders (|C i | = 7).
The full order has been always included in order to allow the comparison of the DSDVRPTW with the classical VRP with Time Windows (VRPTW). The unsplittable case, which is trivially composed of the full order only (|C i | = 1), is denoted as scenario O.
In order to enhance splitting, we considered more restrictive capacities than Solomon's, as already suggested by Gendreau et al. (2006) . Instances have been tested with Q = 30, 50 and 100.
From the 29 original Solomon's instances (12 for class R1, 9 for class C1 and 8 for class RC1), we derived 174 instances: 29 × 2 (customers) × 3 (capacities). Each instance has been tested under the 4 scenarios A, B, C and O. Table 1 presents a summary of the instances solved by the branch-andprice within 1 hour of computational time. Instances are grouped by the number of customers (n) and the capacity (Q). The number of instances of each class is also provided (nb_inst). For each group, the table provides the number of instances solved at optimality (nb_solved ) and the average computational time in seconds (t) for each DSDVRPTW scenario.
Results
We were able to solve 88, 67 and 47 out of 174 instances for scenarios A, B and C, respectively. The difficulty of solving the instances increases with the size of |C|: 75, 125 and 175 orders with 25 customers and 150, 250, and 350 orders with 50 customers for scenarios A, B and C, respectively. This difficulty also increases with the number of customers: we were able to solve 76% (A), 60% (B) and 48% (C) of instances with n = 25, whereas only 25% (A), 17% (B) and 6% (C) of instances with n = 50 were solved at optimality. The average computational time is also affected by the size of |C| and the number of customers.
For n = 25 customers, instances of class R1 are the easiest to solve. There are 36 (A), 36 (B) and 32 (C) solved instances out of 36 for class R1; 20 (A), 8 (B) and 2 (C) solved instances out of 27 for class C1; 10 (A), 8 (B) and 8 (C) solved instances out of 24 for class RC1. On average, 96% of instances were solved in class R1, 37% in class C1 and 36% in class RC1.
For n = 50 customers, class RC1 seems easier to solve than class R1 (on average, 42% versus 11% of solved instances), while no instances in class Optimal solutions are detailed in tables 2, 3, 4, 5 and 6. For each instance, we provide the value of the optimal integer solution (z IP ), the number of vehicles (veh) and the computational time in seconds (t). The three DSDVRPTW scenarios A, B, C and compared to the unsplittable VRPTW scenario O: figures highlighted in bold denote savings due to split deliveries. Instances that are not feasible for the unsplittable case because of insufficient capacity are denoted by "Q < d". Instances not solved at optimality within 1 hour of computational time are denoted by "x".
We can observe that split deliveries are more frequent for instances with small Q values, although they also occur for certain instances with Q = 100.
In a few cases, split deliveries not only decrease the total traveling costs but also allow to save one vehicle.
Conclusions
Analyzing the results, we can conclude that obtaining optimal solutions is difficult, even with a small number of orders per customer. Furthermore, only a limited number of instances with 50 customers could be solved.
We guess that the bottleneck is in the pricing problem. Indeed, the underlying ESPPRC network is huge, since, in the worst case scenario, for every customer i ∈ N we have that set C i corresponds to the set of all subsets of R i and therefore its size grows exponentially with the number of items. Computational results show that solving the ESPPRC on such a network may be impractical. Therefore, more efficient solution techniques need to be investigated. Table 6 : Optimal solutions for class RC1, n = 50 customers.
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