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Resumen
En este trabajo se presenta un estudio de validación de un método para selec-
cionar técnicas de pronóstico de series de tiempo. En el método propuesto se 
£ȱȱȱęȱȱȱȱÛȱȱȱ
métodos estadísticos tradicionales de pronóstico para así seleccionar el de me-
jor potencial. Para llevar a cabo la validación, se emplearon dieciocho series de 
tiempo reales, correspondientes a actividades económicas del estado de Ta-
maulipas. Los resultados apuntan a que el método de selección propuesto es 
ęȱęȱȱȱȱȱȱ¤ȱàȱȱ-
sonas con poco conocimiento estadístico. Tablas con los resultados del método 
ȱ¢ȱȱȱȱȱȱ¤ȱȱȱ ęàȱȱ
método estadístico tradicional de pronóstico sugerido.
Abstract
In this paper, a validation study for a method geared towards the selection of fore-
casting techniques for time series is presented. The proposed method makes use of 
ęȱȱ ȱȱȱȱȱȱȱȬȱ-
ȱȱȱȱȱȱȱȱǯȱȱȱȱ ȱȱ
data related to economic activities in the state of Tamaulipas were used for validation 
ǯȱȱ ȱ ȱ ȱ ȱȱȱ ȱ Ĝ¢ȱ ȱ ȱ
ȱȱȱȱȱȱ ȱȱȱȱȱȱǯȱȱȱ
ȱȱȱȱȱȱȱȱȱǯȱ
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Introducción
ȱȱęȱȱȱȱȱ¢ȱǰȱ
toda empresa requiere tomar decisiones con anticipa-
ción a los posibles cambios en su mercado. Estas deci-
ȱ ȱ ȱ ȱ ȱ ȱ ȱ àȱ
àǰȱÇȱȱȱȱȱȱǰȱȬ
to es, con pronósticos. 
Existen muchas técnicas estadísticas de pronósticos 
en la literatura;  sin embargo, en el grueso de las com-
ÛÇȱȱ¢ȱÛȱȱ·¡ǰȱȱøȱȱ
no se usen estas técnicas. Algunas veces se prescinde de 
su uso por desconocimiento de las mismas, otras por no 
conocer su aplicación correcta y en algunas otras, por-
ȱȱÇȱȱȱ·ȱ¤ȱȱ
para cada caso. Esta situación se agrava cuando no se 
cuenta con paquetería computacional especializada 
para realizar pronósticos, y cuando no se tiene el tiem-
ȱęȱȱȱàȱ£ȱȱ·-
cas de pronóstico para seleccionar una con buen 
Ûǯȱȱȱȱȱȱȱ·-
do adecuado de pronóstico podría entonces ayudar, en 
general, a mejorar la utilización de estas técnicas en el 
Çȱ¢ǰȱȱǰȱȱȱ¤ȱ (Vi-
llareal, 2006).
Este trabajo resume la aplicación en dieciocho series 
de tiempo reales del método desarrollado en Villareal 
(2006)  para seleccionar la mejor técnica de pronóstico 
ȱȱ·ȱÇǯȱȱ·ȱ¤ȱȱ
en ȱ ȱ ę (RNA) para predecir el 
Ûȱȱȱ·ȱȱàȱęȱ
ȱȱȱȱȱǻȱȱȱȱȱ-
glés). La capacidad predictiva de las RNA ha sido estu-
ȱ¢ȱ¤ȱȱȱ ȱ
analíticas en Hornik et alǯȱ ǻŗşŞşǼȱ¢ȱ£ȱ ǻŘŖŖśǼǰȱȱ
ǰȱȱ£ȱȱȱęȱȱ
ȱȱȱȱȱÛÇȱȱ-
nicaciones.
ȱȱȱȱ£ȱȱȱȱ-
ron obtenidas del sitio de internet del Instituto Nacio-
ȱ ȱ Çȱ ¢ȱ 	Çȱ ȱ ¤ȱ ǻ	ǰȱ
ŘŖŖŝǼȱȱȱàȱȱȱȱàȱà-
ȱǻǼǯȱ¤ǰȱȱȱȱȱȱ¤ȱȱ
ȱȱȱÇȱȱǰȱ	Çǰȱ-
ȱǰȱȱ¢ȱàȱǻ	ǰȱŘŖŖŝǼǯȱ
Todas las series de tiempo se relacionan con activida-
des económicas del estado de Tamaulipas para estable-
cer la pertinencia del estudio a un nivel regional.
Los ocho métodos de pronóstico de series de tiempo 
(datos disponibles por los autores) utilzados en este traba-
jo son: (T1) método ingenuo, (T2) promedio, (T3) prome-
dio móvil, (T4) promedio móvil autorregresivo integrado 
ȱȃȄȱǻŖǰȱŗǰȱŗǼȱàȱȱ·ȱAutoregressive In-
tegrated Moving AverageǰȱǻśǼȱ£ȱ¡ȱ-
ǰȱ ǻŜǼȱ àȱ ǰȱ ǻŝǼȱ ȱ ǻŖǰȱ Řǰȱ ŘǼȱ ¢ȱ ǻŞǼȱ
suavizado exponencial doble. El método ingenuo (T1), 
promedio (T2), promedio móvil (T3) y suavizado expo-
ȱǻśǼȱȱ£ȱøȱȱȱȱ-
àȱȱȱȱȱȱǯȱȱ ȱ
datos presentan una tendencia lineal, creciente o decre-
ciente, el método de regresión lineal (T6) y el método de 
£ȱ¡ȱȱǻŞǼȱȱȱ¤ȱ-
ǯȱȱ·ȱȱǻŖǰȱŗǰȱŗǼȱǻŚǼȱ¢ȱȱǻŖǰȱŘǰȱ
2) (T7) son equivalentes al suavizado exponencial simple 
¢ȱǰȱǰȱȱȱȱȱȱȱ
aplicarse a series de tiempo constantes y de tendencia con 
estacionalidades, esto es, a series de tiempo donde los da-
tos presentan un patrón repetitivo cada k unidades de 
ǯȱȱȱȱ·ȱȱȱȱ

ȱ¢ȱȱǻŘŖŖŗǼȱ¢ȱȱet al. (1998).
Todos los métodos de pronóstico, a excepción de los 
ȱ¢ȱȱȱàȱǰȱȱęȱȱȱ
¡ȱȱȱȱÛȱȱàȱȱ-
ȱȱǯȱȱȱ·ȱȱ¢ȱàȱ-
neal se utilizó el paquete computacional estadístico 
ǯȱ
Método para predecir la mejor técnica  
de pronóstico 
En Villarreal (2006), se desarrollaron varias RNA para 
ȱȱÛȱȱàȱȱȱȱ·-
dos de pronóstico mencionados. El objetivo es seleccio-
ȱ ȱ ·ȱ ȱ àȱ ¤ȱ ȱ ȱ
ȱÇȱȱȱȱȱȱȱ¤Ǳȱȱ
øȱȱȱàȱȱ ǻt) y el orden 
¤¡ȱȱȱȱǻn) ajustado a la serie de tiem-
ȱȱȱȱȱ¡àȱȱ¤ȱȱŞŖƖǯȱȱ-
sente trabajo aplica este método a series de tiempo 
reales.
El método propuesto por Villarreal et al. (2009) se 
apoya en la capacidad de aproximación de las RNA 
ȱȱȱÛȱȱȱ·ȱȱ-
nóstico. Los pasos del método, partiendo de que se tie-
ȱ ȱ ȱ ȱ ȱ ȱ ¤ȱ ȱ ȱ ǰȱ ȱ
como sigue:
ŗǯȱȱ ȱ ȱ ȱ ȱ ȱ [-1, 1]. Los datos de la 
serie de tiempo se normalizan para que caigan en 
ȱȱȱǽȬŗǰȱŗǾȱȱȱȱȱȱ-
tos de dimensionalidad.
2.  Caracterizar la serie de tiempoǯȱȱȱȱ-
¤ȱȱ£ȱȱǱȱȱøȱȱ-
ríodos de la serie de tiempo (t) y el grado del primer 
55
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polinomio (n) que se ajuste a los datos de la serie con 
ȱęȱȱàǰȱ2ȱǁŞŖƖǯ
ȱȱ¤ȱȱȱȱȱȱ-
£àȱȱȱȱ¤ǯȱȱ¤ȱt 
ȱȱȱȱȱȱȱ¢ȱȱ¤ȱn 
de una prueba secuencial de aproximación ejecutable 
ȱȱ¡ǯȱȱȱȱȱȱȱȱȱ
¤ęȱȱàȱȱȱǯȱǯȱȱ-
trar n, basta usar la opción de ajustar una línea de ten-
dencia de tipo polinomial a los datos y presentar en 
pantalla tanto el valor de R2 como la expresión polino-
mial. El objetivo es determinar el orden del polinomio 
ȱȱȱȱęȱȱȱȱȱȱȱ
que se obtenga un R2ȱ ǁŞŖƖǯȱȱ ȱ ȱȱ ȱ
series necesitaban un valor de n ¤ȱȱȱȱ-
tenido por la opción de Excel, se realizó un ajuste de 
curvas por medio de mínimos cuadrados y así se obtu-
vo el valor de R2 deseado.
řǯȱȱ ȱȱȱȱȱęǯȱȱ£ȱȱȱ
ȱęȱȱǰȱȱȱ
usan como entradas t y n y como salida la predic-
ción del error cuadrado medio para cada uno de los 
métodos de pronóstico.
Una RNA, en el contexto del método propuesto, es en 
ȱȱȱ¤ȱȱȱȱȱ
¤ȱȱȱȃȄǯȱ¤ȱ¤ȱ-
ȱȱȱǰȱ¢ȱȱȱȱ¤ȱ-
presentar con ella. Para encontrar estos pesos se utilizan 
ȱ ȱ £àȱ ȱ £ȱ ȱ -
àȱȱȱȱȱ¡àǯȱȱȱ¤ȱ
de redes neuronales, varios de estos algoritmos de opti-
£àȱȱęȱȱȱȱȱȃȱȱ
àȄǯȱȱȱǰȱȱȱ-
to de pesos que permitan una aproximación adecuada a 
ȱȱȱȱȱȃȄǯ
La RNA que se propone en esta etapa se representa 
ȱȱȱȱȱęȱŗǯȱȱȱȱȱřȱ
capas: una capa de entrada que recoge los valores de t y 
nǰȱȱȱȱȱȱȱàǰȱ¢ȱȱ
ȱȱȱȱ ȱȱȱȱȱȱȱ
para un método de pronóstico en particular.
En la Figura 1, vij es un peso de la conexión que llega 
a la j-ésima neurona de la capa oculta procedente de la 
i-ésima neurona de la capa de entrada y wj es el peso de 
la conexión que llega a la neurona de salida procedente 
de la j-ésima neurona de la capa oculta. Estos pesos se 
usan para ponderar las salidas generadas por las neuro-
nas de la RNA. Los pesos que se aplican a las conexio-
nes provenientes de neuronas que vemos con valor 
constante de uno se denominan sesgosǯȱ àȱ
¤ȱȱȱȱȱȱȱȱ
-
ȱ¢ȱȱǻŗşşśǼȱ¢ȱȱȱet al. (1998). 
Śǯȱȱȱȱȱȱ·ȱ¢ȱȱȱȱ
mejoresǯȱȱøǰȱȱȱȱ·ȱȱȱ
ȱȱȱȱ¢ȱȱȱȱȱǰȱ·ȱ
¤ȱȱȱȱȱȱ¤ȱÛǯȱȱ·ȱ
resultantes son los que se deben utilizar para generar 
los pronósticos.
Figura 1. RNA con tres capas, entrenada por retropropagación 
del error
Series de prueba
El método descrito se aplicó a dieciocho series corres-
pondientes al sector económico del estado de Tamauli-
ǯȱȱȱàȱǰȱȱȱȱȱ
ȱȱȱȱȱęȱȱȱȱ
ȱÇȱ¢ȱ	Çȱȱ¤ȱǻ	ǰȱŘŖŖŝǼǰȱ
ȱȱàȱȱȱȱàȱàȱǻǼȱ
¢ȱȱȱÇȱȱǰȱ	Çǰȱȱ
ǰȱȱȱ¢ȱàȱǻ	ǰȱŘŖŖŝǼǯȱȱ-
ries representan lo siguiente: 
SERIE 1.ȱȱȱȱęȱȱȱ-
tor turismo, cuenta satélite de turismo (1993-2004). Va-
ȱ ȱ ȱ ȱ ǰȱ ȱ ȱ ȱ £ȱ ȱ
individuos, empresas o instituciones privadas sin intención 
de lucro. 
SERIE 2.ȱøȱȱ ȱ ǻȱȱ
ǱȱøȱȱȱȱǼǰȱ-
pales características de la industria maquiladora de ex-
portación, estadísticas de la industria maquiladora de 
¡àȱǻǼǰȱȬȱȱŘŖŖŜǯȱNúmero 
de unidades activas en operación con disposición de un pro-
grama de maquila de exportación. 
Capa de entrada
                              
Capa oculta
                                    
Capa de salida MSE
1
n t 1
wj
vij
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SERIE 3.ȱȱ ȱȱ ǻȱȱǱȱ
miles de pesos), componentes de valor agregado de ex-
portación, estadísticas de la industria maquiladora de 
¡àȱǻǼǰȱȬȱȱŘŖŖśǯȱValor de 
la actividad de maquila de exportación referente a la 
ȱ ȱ ȱ àȱ ȱ ǰȱ ȱ ȱ 
servicios. 
SERIE 4. Insumos importados (unidad de medi-
da: miles de pesos corrientes), principales características 
de la industria maquiladora de exportación, estadísticas 
ȱȱȱȱȱ¡àȱǻǼǰȱ-
ro-diciembre de 2006. Valor de los materiales importados para 
la transformación de la industria maquiladora de exportación. 
SERIE 5.  Camarón (unidad de medida: kilogra-
mos), producción acuícola en sistemas controlados, 
pesca Tamaulipas (1990-2004). Kilogramos de camarón 
producidos en sistemas acuícolas controlados. 
SERIE 6.   Índice de productividad (indicadores 
anuales, unidad de medida: índice base 1993=100), Ta-
ǰȱàȱȱȱȱǰȱ
industria maquiladora de exportación (1990-2004). Ín-
ȱȱȱȱȱȱȱ-
turera.
SERIE 7.   Índice de productividad total (indica-
dores anuales, unidad de medida: índice base 1993=100) 
Tamaulipas, industria maquiladora de exportación 
(1990-2004). Índice de productividad total en la industria 
maquiladora de exportación producción/consumo total. 
SERIE 8.   Índice de productividad (indicadores 
anuales, unidad de medida: índice base 1993 = 100). Ta-
maulipas, división V sustancias químicas, derivados 
ȱàǰȱȱȱȱ¢ȱ¤ǰȱȱ
maquiladora de exportación (1990-2004). Índice de pro-
ductividad para la industria maquiladora de exportación, di-
visión V sustancias químicas (producción/consumo). 
SERIE 9.  Bagre (unidad de medida: kilogra-
mos), producción acuícola en sistemas controlados, 
pesca Tamaulipas (1990-2004). Kilogramos de Bagre pro-
ducidos en sistemas acuícolas controlados. 
SERIE 10.  ȱ ȱ ȱ ȱ ȱ
ȱȱǻȱȱǱȱȱȱà-
lares), Tamaulipas, sector externo. Trimestres 1, 2, 3 y 4 
ȱŘŖŖřǰȱŘŖŖŚǰȱŘŖŖśȱ¢ȱŘŖŖŜǰȱȱŗȱȱŘŖŖŝǯ Millones 
ȱàȱȱȱȱǯ
SERIE 11.  Petroquímicos por producto total 
(indicador anual, unidad de medida: miles de tonela-
das), subsector petrolero, producción de petróleo y 
àȱȱȱÇȱ¢ȱÇ-
cos, sector energético (1980-2002). Miles de toneladas 
producidas de productos petrolíferos y petroquímicos en el 
ȱ·ǯ
SERIE 12.  Carbón (indicadores anuales, unidad 
de medida: petajoules), producción de energía prima-
ria, sector energético (1970-2004).ȱ ȱ ȱ àȱ
ȱȱȱ·ǯȱ
SERIE 13.   Petróleo crudo (indicadores anuales, 
unidad de medida: petajoules), producción de energía 
primaria, sector energético (1970-2004). Petajoules de pe-
àȱȱȱȱȱ·ǯ
SERIE 14.   Promedio diario del salario base de 
£àȱȱȱ¡ȱȱȱȱǻ-
dad de medida: pesos), Tamaulipas, empleo y desem-
ǯȱȱȱȱŘŖŖŘǰȱ ŘŖŖřǰȱ ŘŖŖŚǰȱ ŘŖŖśǰȱ ŘŖŖŜȱ¢ȱ
seis periodos de 2007. ȱȱȱȱȱȱ
cotización ante el IMSS. 
SERIE 15.ȱȱȱ ȱȱȱøȱȱǻ-
dad de medida: millones de pesos a precios corrientes), 
ę£ȱøȱ ȱ ȱȱ¢ȱ¤-
ǰȱę£ȱøǯȱȱȱȱŗşşśȱȱŘŖŖŜȱ¢ȱ
tres periodos de 2007. Millones de pesos ingresados al sec-
ȱøǯ
SERIE 16.  Carbón mineral no coquizable (uni-
dad de medida: toneladas), volumen de producción mi-
øȱȱȱǰȱȱ¢ȱ
ȱ øǰȱ ȱǯȱ ȱ ȱ
de 1990 hasta 2006 y cuatro periodos de 2007. Toneladas 
ȱȱàȱȱȱ£ǯ
SERIE 17.  Petróleo crudo (unidad de medida: mi-
les de barriles por día), volumen de producción de petró-
ȱȱ¢ȱȱǰȱȱǯȱȱȱȱ
1990 hasta 2006 y cinco periodos de 2007. ȱȱȱ
de petróleo crudo producidos diariamente en el sector minero.
SERIE 18.  Gas natural (unidad de medida: mi-
ȱȱȱøȱȱÇǼǰȱȱȱàȱ
ȱ àȱ ȱ ¢ȱ ȱ ǰȱ ȱǯȱȱ
periodos de 1990 hasta 2006 y cinco periodos de 2007. 
ȱ ȱ ȱ øȱ ȱ ȱ ȱ ȱ -
mente en el sector minero. 
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Aplicación del método de selección a series de 
prueba
ȱȱȱȱ·ȱȱàȱȱ·ȱ
ȱàȱǰȱȱȱȱȱȱȱ
escaladas en el rango de [-1, 1]. Posteriormente, se ajus-
àȱȱȱȱęȱȱàȱ-
¢ȱ ȱ ŞŖƖǯȱ ȱ àǰȱ ȱ ęȱ Řȱ ȱ ȱ
ȱŝȱǰȱȱàȱȱȱ·ȱȱ
(0, 2, 2), el ajuste polinomial, la ecuación representativa 
del polinomio junto con el R2ȱǯȱȱȱȱ-
teriores se puede observar que la serie de tiempo 7 tiene 
un valor  t ƽȱŗśȱ¢ȱȱn = 6. 
ȱȱȱȱȱȱȱȱȱ·ȱ
de pronóstico utilizando una RNA. Finalmente se hace 
ȱȱȱȱȱȱȱ-
nar el que tenga menor error. En la tabla 1 se indica que 
ȱ·ȱŝȱǻȱǻŖǰȱŘǰȱŘǼǼȱȱȱȱȱȱ
método de pronóstico para una serie de tiempo con ca-
Çȱȱȱȱŝǯ
ȱȱŗȱȱ¤ȱȱȱȱàȱȱ
método de pronóstico (del primero hasta el octavo lu-
gar) de acuerdo con la comparación del pronóstico real 
y el pronóstico predicho por el método de Villarreal et 
al. (2009) descrito en Villarreal (2006) para las 18 series 
de tiempo bajo estudio.
ȱȱȱȱȱŗȱȱt = 12 y n = 1, 
los tres mejores métodos de pronóstico predichos son: 
ȱŝȱȱǻŖǰȱŘǰȱŘǼǰȱȱŜȱàȱȱ¢ȱȱŞȱ-
£ȱ¡ȱǰȱǯȱȱ-
do con el pronóstico real, el mejor método es el T7 
ȱǻŖǰȱŘǰȱŘǼǰȱȱȱȱȱŞȱ£ȱ¡-
nencial doble, el tercero es el T6, la regresión lineal.
ȱȱȱȱȱȱȱȱ¤ȱǰȱ
éstas corresponden a empates de métodos (mismo va-
ȱȱǼǰȱȱǰȱȱȱȱŗŜȱȱt = 208 y 
nȱƽȱŘŝǲȱȱȱȱȱàȱǰȱȱśȱ-
vizado exponencial simple ocupa el primer lugar, en 
ȱȱȱàȱǰȱȱȱȱ¤ȱ-
ȱȱȱ·ȱǰȱȱŚȱȱǻŖǰȱŗǰȱ
ŗǼǰȱ śȱ £ȱ ¡ȱ ȱ ¢ȱ Şȱ £ȱ
¡ȱǯȱȱȱŗȱȱŞȱȱęȱ
en la sección de introducción.
ȱ ȱ ȱŗǰȱ ȱȱȱȱȱ ȱŗŞȱǰȱȱ
·ȱȱ£ȱȱȱȱȱ·ȱȱ
para pronosticarlo dentro de los 3 primeros lugares en 
ŗŚȱǯȱȱȱŚȱȱǰȱȱȱȱȱȱ
recomienda el segundo método y en las otras dos, el 
ǯȱȱȱȱȱȱȱȱȱ
alta capacitación estadística, con estas instancias el mé-
ȱÇȱȱȱȱ¢ȱ£ȱȱ
seleccionar una técnica adecuada para cada serie. La 
selección de técnicas aquí presentada, aunque no es ex-
ǰȱȱ¤ȱ¢ȱȱȱęȱȱȱ-
ratura de pronósticos.
Aplicación del método de selección por  
medio de tablas
En esta sección se presentan los resultados del método 
desarrollado por Villarreal et alǯȱǻŘŖŖşǼȱȱȱ-
ǰȱȱȱȱȱȱ¤ȱȱȱǯȱȱ
tablas 2, 3 y 4 muestran el mejor método, el segundo y 
tercero respectivamente, para una serie de tiempo con 
combinaciones de n (eje horizontal) y t (eje vertical) par-
ticulares. Por lo tanto, después de haber determinado 
los valores de t ǻøȱȱǼ y n (orden polino-
mial) el usuario puede consultar las tablas 2, 3 y 4 para 
seleccionar los mejores 3 métodos de pronóstico. Por 
ejemplo, si tenemos una serie de tiempo de grado poli-
ȱśȱ¢ȱřŜȱÇǰȱȱęȱȱ-
nes de la combinación (nȱƽȱśǰȱt = 36)  en estas tablas para 
ęȱȱȱ·ȱȱàȱǯȱȱ
ȱǰȱȱȱǰȱȱȱȱȱȱ
Figura 2.  Serie de tiempo 7 vs. 
Pronóstico ARIMA (0, 2, 2).
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 n t
 1º 2º 3º 4º śķ 6º 7º 8º
        
1 1 12
Predicho T7 T6 T8 T1 ś T4 T3 T2
Real T7 T8 T6 T4 ŗǰȱś * T2 T3
2 4 12
Predicho T7 T1 T8 ś T6 T4 T2 T3
Real T1 śǰȱŞ * T2 T6 T7 T4 T3
3 ś 12
Predicho T7 T1 T8 T6 ś T2 T3 T4
Real T6 T7 T8 Śǰȱś * T1 T2 T3
4 6 12
Predicho T6 T7 T8 T3 ś T2 T4 T1
Real T6 T4 śǰȱŞ * T7 T1 T2 T3
ś 4 ŗś
Predicho T7 T8 T1 T4 ś T3 T6 T2
Real T6 T7 T4 śǰȱŞ  * T1 T2 T3
6 ś ŗś
Predicho T7 T8 T3 ś T6 T4 T1 T2
Real ŗǰȱśǰȱT8 * * T6 T4 T2 T7 T3
7 6 ŗś
Predicho T7 T3 T8 T6 ś T4 T1 T2
Real T6 T4 ŗǰȱśǰȱŞ * * T7 T2 T3
8 8 ŗś
Predicho T7 T6 T3 T8 T4 T2 ś T1
Real T6 T7 T4 śǰȱŞ * T1 T2 T3
9 9 ŗś
Predicho T7 T6 T3 T2 T4 T8 ś T1
Real T6 T4 T7 śǰȱŞ * T1 T2 T3
10 1 17
Predicho T7 T6 T4 T8 T1 ś T3 T2
Real T6 T4 T8 ŗǰȱś * T7 T2 T3
11 2 23
Predicho T7 T4 T1 T8 T3 T6 ś T2
Real T7 T4 T8 ŗǰȱś * T6 T2 T3
12 1 řś
Predicho T7 T6 T8 T3 T4 ś T1 T2
Real T7 T8 ŗǰȱŚǰȱś * * T6 T3 T2
13 2 řś
Predicho T7 T3 T4 T8 T1 T6 ś T2
Real T7 T4 T8 ŗǰȱś * T6 T2 T3
14 1 66
Predicho ś T3 T8 T4 T2 T7 T6 T1
Real T6, T8 * ŗǰȱŚǰȱśǰȱT7 * * * T3 T2
ŗś śś 147
Predicho ś T3 T4 T2 T8 T7 T6 T1
Real T4 T1 T6 T7 ś T2 T8 T3
16 27 208
Predicho ś T3 T4 T2 T8 T7 T6 T1
Real ŚǰȱśǰȱT8 * * T1 T7 T6 T3 T2
17 3 209
Predicho ś T3 T4 T8 T2 T7 T6 T1
Real ŚǰȱśǰȱT8 * * T1 T7 T6 T3 T2
18 4 209
Predicho ś T3 T4 T8 T2 T7 T6 T1
Real T7, T8 * ŗǰȱŚǰȱś * * T3 T6 T2
Tabla 1. Métodos de pronóstico predichos por las RNA vs. Reales para cada serie de tiempo
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mejor método para pronosticar es el promedio, el se- gundo es el promedio móvil y el tercero es el suavizado 
exponencial doble.
Tabla 2.  Primeros mejores métodos de pronóstico resultantes de acuerdo con el método de Villarreal et al. (2009)
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Tabla 3.  Segundos mejores métodos de pronóstico resultantes de acuerdo con el método de Villarreal et al. (2009)
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40
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GRADO POLINOMIAL (n )
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Promedio móvil
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Tabla 4.  Terceros mejores métodos de pronóstico resultantes de acuerdo con el método de Villarreal et al. (2009)
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58 Promedio
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Conclusiones
En este trabajo se presentó la validación del método de 
Villarreal et al. (2009) para la selección de técnicas de 
àǯȱȱȱǰȱȱȱȱŗŞȱȱ
de tiempo reales, que el método trabaja competitiva-
mente. Adicionalmente se propuso la utilización de ta-
ȱȱ¤ȱȱȱȱȱȱȱȱ
ȱ·ǯȱ ȱ ȱȱ ȱ ȱ Çȱ-
ȱ¢ȱȱ ȱȱ ȱȱȱàȱ
de este método por personas con poco entrenamiento 
estadístico que requieran seleccionar un método de 
pronóstico. Los resultados alientan a buscar caracteri-
£ȱ¤ȱȱȱȱ£àȱȱ·-
dos cuantitativos para la toma de decisiones en las 
ÛÇȱ¡ǯ
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