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vKurzfassung
Die vorliegenden Dissertationsschrift stellt ein Systemkonzept zur Scha¨tzung unmit-
telbarer, zuku¨nftiger Bewegungsabla¨ufe von Fahrzeugen im Straßenverkehr vor. Das
Szenario besteht aus der Klasse der Abbiegesituationen, in denen das Abbiegever-
halten eines Fahrzeugs an einer Kreuzung mo¨glichst fru¨hzeitig im Rahmen eines
Zeithorizonts mehrerer Sekunden im Voraus erkannt werden muss. Eine ada¨quate
und verla¨ssliche Erkennung bildet die Grundlage vieler Anwendungen im Fahrzeug-
bereich, z.B. in Sicherheitsanwendungen (Kollisionserkennung und -vermeidung) und
der Fahrerassistenz (visuell, haptische oder auditive Informationen an den Fahrer).
Bisherige Verfahren zur Bewegungspra¨diktion nutzen entweder lineare Bewegungs-
modelle, welche nicht das Fahrverhalten beru¨cksichtigen, oder wenden ein gelerntes
Bewegungsmodell beschra¨nkt auf bekannte Kreuzungen an, fu¨r die eine große Anzahl
Trainingsbeispiele existiert. Die vorliegende Arbeit stellt Konzepte zur Bewegungs-
pra¨diktion auf bisher nicht observierten Kreuzungen vor.
Die grundlegende Idee liegt in der Verwendung bereits observierter Bewegungen in
Form von Trajektorien, die den Zustand des Objekts
”
Fahrzeug“ zu jedem Zeitpunkt
beschreiben. Fu¨r die Scha¨tzung zuku¨nftiger Bewegungsverla¨ufe eines Fahrzeugs wird
der observierte Fahrverlauf (Historie) mit einer Menge gelernter Bewegungsmuster
verglichen. Daraus lassen sich Hypothesen u¨ber den zuku¨nftigen Verlauf der Bewe-
gung ermitteln. Die Verwendung von Trajektorien erlaubt eine sensorunabha¨ngige
Repra¨sentation von Bewegungsmustern.
Der erste Ansatz zur Bewegungspra¨diktion bildet die effiziente Suche einer Fahrzeug-
Historie in einer Menge von gelernter Trajektorien durch einen Trajektorien-Parti-
kelfilter. Dazu wird die Trajektorienmenge durch einen bina¨ren Baum u¨ber sich u¨ber-
lappenden Teilstu¨cken der Bewegungsmuster strukturiert und ein probabilistischer
Suchalgorithmus (Partikelfilter) findet und gewichtet die a¨hnlichsten Trajektorien-
stu¨cke in der Referenzmenge. Eine neuartiges Trajektorien-Distanzmaß (Quaternion-
based Longest Common Subsequence, QRLCS) ermo¨glicht den Vergleich zwischen
den Trajektorien; das Distanzmaß ist eine Erweiterung der
”
Longest Common Sub-
sequence-Metrik“ fu¨r Trajektorien und ist so konzipiert, dass es unabha¨ngig von
Verschiebung und Rotation die A¨hnlichkeit zweier Trajektorien bewerten und aus
diesen die Teilbereiche untereinander zuordnen kann.
Ein zweiter Ansatz lo¨st zwei Nachteile des ersten Verfahrens: Zum einen verbraucht
der Strukturbaum u¨ber die Referenzmenge viel Speicherplatz und zum anderen ist
der Trajektorien-Partikelfilter nur bedingt in der Lage, Bewegungen fu¨r bisher unbe-
kannte Kreuzungssituationen zu generalisieren. Unter der Annahme, dass die Men-
ge aller Bewegungsmuster nur einen kleinen Unterbereich aller mo¨glichen Bewe-
gungskonfigurationen einnimmt, ermittelt das zweite Verfahren eine Mannigfaltig-
keit durch die Anwendung des
”
Unsupervised Kernel Regression“ (UKR), welche
vi
gleichzeitig den zuku¨nftigen Bewegungsverlauf eines Fahrzeugs beinhaltet. Auf die-
ser Mannigfaltigkeit wird der aktuelle Fahrzeugzustand mitsamt Historie u¨ber die
Zeit durch einen Partikelfilter verfolgt, wodurch Hypothesen u¨ber den zuku¨nftigen
Bewegungsverlauf generiert und bewertet werden.
Ein Vergleich beider Ansa¨tze zur Bewegungspra¨diktion mit Standardmethoden aus
der heutigen Literatur zeigt fu¨r Abbiegesituationen bei Kreuzungen eine deutliche
Verbesserung der Pra¨diktionsleistung fu¨r Fahrzeuge. Die gleichzeitige Betrachtung
des Fahrverhaltens mehrerer Straßenverkehrsteilnehmer fu¨hrt zu sogenannten Si-
tuationsklassen, in denen das gegenseitige Abbiegeverhalten klassifiziert wird. Die
vorgestellte Methode zur Bewegungspra¨diktion und einfachen Interaktionsmodel-
len erlaubt eine fru¨hzeitige Erkennung der jeweiligen Situationsklasse und ist somit
fu¨r sicherheitsrelevante Anwendungen im Fahrzeug geeignet. Des Weiteren wird die
Leistungsfa¨higkeit der vorgestellten Pra¨diktionsmethoden am Beispiel eines Einsat-
zes zur Objektverfolgung und der Detektion von Fußga¨ngerverhalten in Straßenver-
kehrsszenarien gezeigt.
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1
Einleitung
1.1 Motivation
In den letzten Jahren nimmt die Vision vom unfallfreien Fahren auf den Straßen
immer mehr Gestalt an. Viele der im Bereich der aktiven und passiven Sicherheit
angesiedelten Produkte und Komponenten sind in aktuellen Serienfahrzeugen inte-
griert, wie z. B. das erga¨nzende Ru¨ckhaltesystem (Airbag), das elektronische Stabili-
ta¨tsprogramm (ESP) oder verbesserte Fahrgastzellen. Sie unterstu¨tzen den Fahrer in
Situationen, in denen eine unmittelbare Gefahr fu¨r die Insassen und Außenstehende
bevorsteht. Zunehmende Bedeutung erlangen die sogenannten Fahrerassistenzsys-
teme, welche – weiter als bisher – vorausschauend das Szenario einscha¨tzen und
den Fahrer visuell, haptisch oder auditiv auf mo¨gliche Gefahrenquellen aufmerksam
machen.
Beispiele fu¨r Fahrerassistenzsysteme sind der Bremsassistent, die Einparkhilfe, oder
die La¨ngs- und Querfu¨hrungsassistenz [Stiller, 2005]. Solche Systeme versuchen
eine Bru¨cke zwischen den kognitiven Fa¨higkeiten eines Menschen, dem Komfort-
und Sicherheitsbedu¨rfnis der Fahrzeuginsassen und maschineller Reaktionszeit zu
schlagen: Wa¨hrend der Fahrer eines Fahrzeugs eine Situation im Straßenverkehr mit
mehreren Teilnehmern schnell mit Hilfe von Erfahrung und Kontextwissen erfassen
und potentielle Gefahrenquellen abscha¨tzen kann, so sind unmittelbar auftretende
Ereignisse, die unter der Reaktionszeit eines Menschen liegen, wie zum Beispiel un-
erwartet auftretende Hindernisse, nur ungenu¨gend durch den Fahrer selbst handhab-
bar. Fu¨r einen Fahrer reicht die Reaktionszeit von 0, 75 s bis 1, 5 s, jeweils abha¨ngig
von Konstitution, Alter und a¨ußeren Einflu¨ssen [Green, 2000]. Derzeit setzen hier
aktuelle Assistenzsysteme an wie zum Beispiel der Bremsassistent, um ein Bremsen
automatisch und nach physikalisch optimalen Kriterien zu unterstu¨tzen und einen
Unfall zu vermeiden oder die mo¨glichen Unfallfolgen zu vermindern. Hier kommen
die Vorteile maschineller Datenverarbeitung zum Tragen, die auf plo¨tzlich auftre-
tende Ereignisse schnell und pra¨zise deutlich unter der Reaktionszeit des Menschen
im Bereich weniger Millisekunden reagieren ko¨nnen.
Fu¨r eine vollsta¨ndige Beherrschung des aktuellen Verkehrsszenarios sind aber die
bisher in der Literatur beschriebenen reaktiven Fahrerassistenzsysteme nicht aus-
reichend [Stiller, 2005]. Die Bewegungsenergie von Kraftfahrzeugen im Straßen-
verkehr kann wa¨hrend des Bremsvorgangs bei ho¨heren Geschwindigkeiten innerhalb
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einer Sekunde nicht vollsta¨ndig abgebaut werden und ein Ausweichen ist in diesem
Zeitraum ebenfalls nicht immer mo¨glich. Es ist daher notwendig, die Situation vor-
ausschauender zu den in der Literatur beschriebenen Systemen zu scha¨tzen und da-
mit die zuku¨nftigen Bewegungsverla¨ufe der Verkehrsteilnehmer zu bestimmen. Hier
kehrt sich die Leistungsfa¨higkeit moderner Computerleistung und menschlichen Ein-
scha¨tzungsvermo¨gens um: Menschliche Fahrer sind im Gegensatz zu Maschinen sehr
gut in der Lage, Situationen weit im Voraus einzuscha¨tzen, zu bewerten und Aussa-
gen u¨ber wahrscheinliche Bewegungsverla¨ufe zu treffen. Allerdings ist diese Fa¨higkeit
a¨hnlich wie die Reaktionszeit von physischen und psychischen Einflu¨ssen, d. h. Ab-
lenkung, U¨bermu¨dung, Stress, etc., abha¨ngig und somit nicht immer konstant bei
gleichbleibender Qualita¨t der Aussage verfu¨gbar.
Ein Ansatz zur Lo¨sung dieses Problems der Vorhersage ist die U¨bertragung von
kognitiven Fa¨higkeiten des Menschen zur Scha¨tzung zuku¨nftiger Bewegungsverla¨u-
fe auf einen Assistenzcomputer im Fahrzeug. Die Entwicklung von Methoden zur
Vorhersage der Bewegungen von Straßenverkehrsteilnehmern ist das Ziel dieser Dis-
sertation. Die bisher erwa¨hnten kinematischen Methoden zur Vorhersage der Ob-
jektbewegungen lassen sich hier nicht ohne Weiteres verwenden, da die Anzahl mo¨g-
licher Umfeldkonfigurationen nichtlinear mit der Zeit ansteigt. Ein Beispiel ist die
Anna¨herung eines Fahrzeugs an eine Kreuzung; die Entscheidung des zuku¨nftigen
Wegverlaufs ist nicht mit rein kinematischen Modellen zu ermitteln, sondern ver-
langt zusa¨tzliches Kontextwissen wie den Straßenverlauf, den Status anderer Ver-
kehrsteilnehmer und das potentielle Ziel des Fahrers, um den Raum der mo¨glichen
Bewegungsverla¨ufe in einem berechenbaren Rahmen zu halten.
Die Frage ist nun, ob sich die Intention des Fahrers und damit die Vorhersage von Ort
und Bewegung des Objekts
”
Fahrzeugs“ fu¨r la¨ngere Zeitra¨ume in die Zukunft anhand
von sensoriell erfassbaren Merkmalen auf robuste Weise ermitteln la¨sst. Eine sol-
che Vorausschau im Kontext der Kollisionserkennung ist notwendig [Stiller, 2007;
Lerner u. a., 1996], aber auch fu¨r das sogenannteWarn-Dilemma ist es von Vorteil:
Ein Assistenzsystem, welches den Fahrer zu ha¨ufig in – aus der Sicht des Fahrers –
nicht gefa¨hrdender Situationen warnt, fu¨hrt zur Inakzeptanz des Fahrzeughalters
gegenu¨ber dem System. Damit besteht die Gefahr, dass es dann zur Nichtbeachtung
einer relevanten Warnung kommt, welches sich als fatal in tatsa¨chlich gefa¨hrlichen
Situationen herausstellt. Somit liegt das Augenmerk fu¨r eine vorausschauende Be-
stimmung des Fahrverhaltens nicht nur auf die Gro¨ße des Zeithorizonts, sondern
auch auf die Robustheit der Pra¨diktion unter Beru¨cksichtigung des individuellen
Fahrverhaltens. An diesem Punkt setzt die vorliegende Dissertationsschrift an.
1.2 Ziele der Dissertation
Das Ziel dieser Arbeit ist Entwurf, Implementierung und Umsetzung eines Systems
zur Bewegungsvorhersage solcher Objekte im Straßenverkehrsszenario, deren Erken-
nung und Analyse ihres Bewegungsverhaltens unbedingt zur sicheren und unfallfrei-
en Fahrt eines Fahrzeugs erforderlich ist. Dazu geho¨ren insbesondere Kraftfahrzeuge.
Der Fokus liegt hierbei auf der Verwendung erlernter Bewegungsmuster anhand von
Beispielen. Die Pra¨diktionsleistung soll den Zeitraum einer Sekunde deutlich u¨ber-
schreiten. Damit soll ein Beitrag zur automatischen Analyse und Interpretation von
Straßenverkehrsszenarien innerhalb dynamischer Szenen geleistet werden.
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Abbildung 1.1: Thematische Einordnung der Arbeit im Kontext des Szenenverstehens.
1.3 Thematische Einordnung
Diese Arbeit ordnet sich als Vorstufe einer Reihe von Anwendungen im Kontext
des Szenenverstehens fu¨r Fahrerassistenzsystemen ein, wie in Abbildung 1.1 gezeigt.
Dass bedeutet, dass keine konkrete Funktion aus den entwickelten Methoden zur
Bewegungspra¨diktion realisiert wird, sondern die vorgestellten Methoden zur Ak-
tionserkennung und Bewegungsvorhersage zum einen in die Entwicklung konkreter
Anwendungen einfließen ko¨nnen und zum anderen in weiteren Komponenten zur Sze-
neninterpretation verwendet werden. Beispiele fu¨r eine konkrete Assistenzfunktion
im Fahrzeug sind die Kollisionserkennung mit automatisierten Ausweichmano¨vern
oder ein adaptives Fahrlicht zur intelligenten Lichtverteilung abha¨ngig von der Fahr-
situation. Als Beispiele fu¨r Komponenten der Szeneninterpretation kann die Analyse
des Fahrverhaltens, der Klassifikation dynamischer Szenen mit mehreren Interakti-
onspartnern im Straßenverkehr und die Detektion ungewo¨hnlicher Verhaltensmuster,
d. h. Abweichungen vom pra¨dizierten Verhalten, gelten.
Diese Arbeit zeigt neben der Leistungsfa¨higkeit der vorgestellten Methoden zur Be-
wegungspra¨diktion weiterhin exemplarische Anwendungen zur Verfolgung von Fahr-
zeugen in verrauschten Sensordaten, zur Situationsklassifikation an Kreuzungen und
der Absichtsvorhersage von Fußga¨ngern an Straßen.
1.4 Gliederung der Arbeit
Die vorliegende Dissertationsschrift gliedert sich in die folgenden Themenbereiche:
Kapitel 2 gibt einen U¨berblick u¨ber den derzeitigen Stand der Technik u¨ber Me-
thoden zur Aktionserkennung und -vorhersage mit besonderem Fokus auf Fahreras-
sistenzsysteme. Darauf aufbauend stellt Kapitel 3 den theoretischen Rahmen be-
reit, beginnend mit einer Auseinandersetzung mit den Literaturverfahren bis hin
zu der Entwicklung eines Systemkonzepts zur Bewegungsvorhersage und Aktions-
erkennung. Kapitel 4 und 5 stellen jeweils eine Realisierung dieses Konzepts vor,
pra¨sentieren aber auch Beispielanwendungen. In Kapitel 6 wird die Leistungsfa¨hig-
keit der entwickelten Systeme gezeigt. Am Ende folgt eine Zusammenfassung der
Arbeit und ein Ausblick.
4 1. Einleitung
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Stand der Technik
Die Grundlage des in dieser Arbeit zu entwickelnden Systems zur Aktionserkennung
und -pra¨diktion ist die Verfu¨gbarkeit von ausgereiften und robusten Methoden zur
Erkennung, Lokalisierung und zur Verfolgung von Realweltobjekten (z. B. Fahrzeu-
gen). Dies geschieht auf Basis der Auswertung und Analyse von Daten unterschied-
licher Sensoren wie Radar [Floudas u. a., 2005], globale Positionierungssysteme
(GPS) [Schubert u. a., 2008], mobile drahtlose Systeme [Akyildiz u. a., 2002]
oder bildgebenden Sensoren [Hu u. a., 2004b; Yilmaz u. a., 2006].
Das bekannteste Verfahren fu¨r die sensorbasierte Zustandsscha¨tzung eines Realwelt-
objekts u¨ber diskrete Zeitschritte (engl. tracking) ist der probabilistische Bayes-
Filter-Algorithmus [Thrun u. a., 2005] in Form eines Kalman- [Kalman, 1960] oder
Partikelfilters [Isard und Blake, 1998]. Der Zustand in diesem Kontext entha¨lt die
Information zur Beschreibung und Lokalisierung des Objekts in Relation zu seiner
Umgebung und beinhaltet ha¨ufig die Position, Ausrichtung und entsprechende die
erste und ho¨here Ableitungen wie Geschwindigkeit und Gierrate. Das Bayes-Filter
beinhaltet zwei Schritte fu¨r die Zustandsscha¨tzung eines Objekts: In dem ersten
Schritt wird eine Pra¨diktion des Objektzustands aus dem vorherigen Zeitschritt in
den aktuellen Zeitpunkt durchgefu¨hrt, welcher die angenommene Bewegungsrichtung
widerspiegelt. In einem zweiten Schritt wird diese Scha¨tzung durch einen Vergleich
mit dem Sensor (Messung) verifiziert und ggf. korrigiert. Beide Schritte beinhalten
sowohl Pra¨diktions- als auch Messungsunsicherheiten, so dass sich als Resultat des
Bayes-Filter-Algorithmus der gescha¨tzte Objektzustand mit zugeho¨riger Abscha¨t-
zung der Genauigkeit des Ergebnisses ergibt.
Die Bewegungspra¨diktion wird bereits in den Bayes-Filter-Algorithmus mit einge-
bracht; allerdings geho¨rt dies in den Kontext der sogenannten Kurzzeitpra¨diktion, da
immer nur fu¨r den na¨chsten Zeitschritt die Bewegung gescha¨tzt werden muss. Dies
la¨sst sich mit einfachen Bewegungsmodellen bewerkstelligen, da geringe Fehler durch
den zweiten Schritt (Messungs-Update) korrigiert werden. Fu¨r la¨ngere Zeithorizonte
in die Zukunft steht diese Information nicht zur Verfu¨gung. Bei einer Anwendung
des Bayes-Filter-Algorithmus fu¨r diese Langzeitpra¨diktion ohne den zweiten Schritt
akkumulieren sich die Unsicherheiten, so dass am Ende der Informationsgehalt der
Pra¨diktion gegen Null sinkt. Daher sind hier anspruchsvollere, kinematische und
kognitive Bewegungsmodelle notwendig, die die Fahrerabsicht mit einbeziehen. Die-
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ses Kapitel gibt einen U¨berblick u¨ber diese Methoden in dem aktuellen Stand der
Forschung.
2.1 Verwendung des Begriffs
”
Zeithorizont“
Die Bewegungsvorhersage von Kraftfahrzeugen im Straßenverkehr beinhaltet eine
implizite Definition u¨ber die maximale Reichweite der Pra¨diktionsleistung, bis zu
der die Bewegung in die Zukunft gescha¨tzt wird. Dies wird in dieser Arbeit als
Pra¨diktionshorizont bezeichnet und in Sekunden angegeben. Die Verwendung des
Begriffs wurde aus der deutschen U¨bersetzung des englischen Begriffs prediction ho-
rizon [Engster und Parlitz, 2006; Abarbanel und Parlitz, 2006] entlehnt.
Andere Bezeichnungen sind die sogenannte Vorhersagekraft vonOliver und Pent-
land [2000b] (engl.: predictive power), der Zeithorizont von Tan und Huang [2006]
(engl.: time horizon) oder der Vorhersagehorizont von Shumway und Stoffer
[2006, S. 118] (engl.: forcast horizon). Deren Einheit ist ebenfalls in Sekunden oder
in einer festen Anzahl von Zeitschritten angegeben.
Die Wahl eines Wertes fu¨r den Zeithorizont sollte von der Geschwindigkeit des Fahr-
zeugs und dem Verhalten anderer Straßenverkehrsteilnehmer in der unmittelbaren
Umgebung abha¨ngig gemacht werden [Tan und Huang, 2006]. Meist wird aber ein
Wert im Bereich von zwei bis drei Sekunden als ausreichend angesehen, um im der
Anwendung einer Unfallvermeidung erfolgreich zu sein [Lerner u. a., 1996].
2.2 Autonome Fahrzeuge
Fahrerassistenzsysteme und Systeme zum autonomen Fahren von Kraftfahrzeugen
mu¨ssen, um ihre Aufgaben durchfu¨hren zu ko¨nnen, in der Lage sein, ihre Umwelt in
dem Verkehrsszenario vollsta¨ndig und sicher zu erfassen, zu analysieren und zu inter-
pretieren. Der natu¨rliche Umgang mit anderen Verkehrsteilnehmern ist insbesondere
fu¨r autonom fahrende Fahrzeuge wichtig. Hier spielt ebenfalls die Scha¨tzung u¨ber
das zuku¨nftige Verhalten anderer Objekte bezu¨glich Geschwindigkeit, Beschleuni-
gung und A¨nderung der Richtung im Verkehrsfluss eine große Rolle. Daher wird
in diesem Abschnitt ein U¨berblick u¨ber die wichtigsten Projekte der letzten drei
Jahrzehnten mit prototypischen Realisierungen gegeben.
Der Beginn der Forschung u¨ber autonomes Fahren ab 1980 ist stark von der Pio-
nierarbeit Ernst Dickmanns an der Universita¨t der Bundeswehr Mu¨nchen gepra¨gt.
Das von seiner Gruppe entwickelte Versuchsfahrzeug fu¨r autonome Mobilita¨t und
Rechnersehen (VaMoRs, Dickmanns [2007]) war ein mit Kameras und Transpu-
tern ausgestatteter Kleintransporter und in der Lage, selbststa¨ndig eine abgesperrte
Autobahn entlang zu fahren. Zur effizienten Verarbeitung der Sensordaten wurde
das biologisch motivierte Konzept der Sakkadenfixierung mittels Kameras ange-
wendet [Mysliwetz und Dickmanns, 1987], um eine Fokussierung auf relevante
Bereiche in den Bildern zu erhalten. Initiiert von der europa¨ische Forschungsini-
tiative fu¨r anwendungsorientierte Forschung und Entwicklung (EUREKA), wurde
1987 nachfolgend das PROgraMme for a European Traffic of Highest Efficiency and
Unprecedented Safety (PROMETHEUS) ins Leben gerufen [Thomanek und Dick-
manns, 1996]. Aus diesem Projekt gingen zwei Versuchsfahrzeuge hervor (VaMP und
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VITA-II), welche ausgestattet mit Odometrie-, Kamera- und GPS-Sensoren [Dick-
manns, 1998] als erste wirklich autonomen Fahrzeuge gelten [Dickmanns, 2007].
Diese konnten sich bei einer Pra¨sentation bei Paris 1994 autonom im regula¨ren Stra-
ßenverkehr bewegen [Dickmanns, 2005]. Weitere Vorfu¨hrungen wurden 1995 und
1998 gezeigt, wo zum einen vollautonome Langstrecken-Fahrten und zum anderen
eine Konvoi-Fahrt demonstriert wurde [Dickmanns, 1998].
Im Jahr 1997 pra¨sentierte das US-amerikanische National Automated Highway Sys-
tem Consortium (NAHSC) eine Reihe von Demonstrationen zu Fahrerassistenzsys-
temen und autonomen Fahren (Demo’97) in der Na¨he von San Diego unter der
Leitung von Dean Pomerleau (Carnegie Mellon University). Ein Schwerpunkt lag
auf dem autonomen Spurfolgen mit Markern auf der Straße, gestu¨tzt durch Radar-,
GPS- und Kamerasensorik. Aufkommende Situationen mit anderen Fahrzeugen und
Fahrmano¨ver wurden mit einprogrammierten Verhaltensweisen realisert [Thorpe
u. a., 1997; O¨zgu¨ner u. a., 1997; Stiller, 2007].
Seit 2004 initiiert die Defense Advanced Research Projects Agency (DARPA) des
US-amerikanischen Verteidigungsministeriums sogenannte
”
Challenges“, bei der ver-
schiedene Teams von Universita¨ten und Einrichtungen mit ihren unbemannten Fahr-
zeugen gegeneinander im Wettbewerb antreten [DARPA, 2010]. Bisher sind drei
Wettbewerbe durchgefu¨hrt worden: Die ersten zwei fanden 2004 und 2005 als Grand
Challenges statt, bei der ein Fahrzeug autonom entlang einer vorgegebenen Strecke
u¨ber 200 km durch die Mojave-Wu¨ste fahren musste. Wa¨hrend 2004 kein Fahrzeug
ihr Ziel erreichte, schafften es 2005 insgesamt fu¨nf Teams von 195 insgesamt die Stre-
cke zu durchfahren (davon vier Teams in der maximalen Zeit von zehn Stunden).
Die drei ersten Pla¨tze belegten die Teams Stanford Racing Team (Stanford Univer-
sity, Thrun u. a. [2006]), Red Team und Red Team Too (jeweils Carnegie Mellon
University, Urmson u. a. [2004]). Bei allen Fahrzeugen fiel die große Anzahl von Sen-
soren (Laserscanner, Radar, Kamera und Ultraschall) auf, um eine mo¨glichst breite
Umgebungserfassung zu ermo¨glichen. Der dritte von der DARPA ausgeschriebene
Wettbewerb war die Urban Challenge, wobei zu Beginn 53 Teams in einem mehrstu-
figen Prozess mit steigendem Schwierigkeitsgrad teilnahmen. In dem finalen Wett-
bewerb nahmen elf Teams teil; der Kurs war durch eine abgesperrte Siedlung mit
bemannten Fahrzeugen gelegt, in dessen Umgebung sich die autonomen Fahrzeuge
zurechtfinden und gestellte Aufgaben erfu¨llen mussten. Insbesondere die Interaktion
mit den anderen Straßenverkehrsteilnehmern gilt als besondere Herausforderung in
diesem Szenario. Insgesamt sechs Fahrzeuge schafften diesen ca. 90 km langen Kurs;
die ersten drei Pla¨tze belegten die Teams Tartan Racing (Carnegie Mellon Univer-
sity, Urmson u. a. [2008]), Stanford Racing (Stanford University, Montemerlo
u. a. [2009]) und VictorTango (Virginia Polytechnic Institute and State University,
Reinholtz u. a. [2009]) (siehe Abbildung 2.1).
Insgesamt ist der zeitliche Verlauf der Handlungskomplexita¨t der demonstrierten
Versuchsfahrzeuge interessant: Beginnend mit rein reaktiven Systemen in den acht-
ziger Jahren zur Fahrzeugsteuerung, geht der Trend zu mehr vorausschauenden Be-
wegungsplanung der autonomen Fahrzeuge in der Interaktion mit anderen Fahrzeu-
gen. Allerdings wird derzeit diese Interaktion auf symbolischer Ebene unter Zuhil-
fenahme der Straßenverkehrsregeln gelo¨st und dann mit Hilfe eines modellbasierten
Bahnplanungsalgorithmus realisiert [Montemerlo u. a., 2009; Reinholtz u. a.,
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(a) Team Tartan Racing, Fzg.
”
Boss“
Quelle: Urmson u. a. [2008]
(b) Team Standford Racing, Fzg.
”
Junior“
Quelle: Montemerlo u. a. [2009]
Abbildung 2.1: Fahrzeuge der ersten zwei Platzierungen der DARPA Urban Challenge
2009]. Diese Bewegungsprofile entsprechen nicht unbedingt den Erwartungen ande-
rer Straßenverkehrsteilnehmer. Auch sind die bisher angewendeten Modelle nicht
geeignet fu¨r Zeithorizonte la¨nger als eine Sekunde vorauszuschauen, insbesondere
bei der Scha¨tzung der Bewegung anderer Verkehrsteilnehmer.
2.3 Verwandte Kategorisierungen
Das Problem der Pra¨diktion eines Bewegungsverlaufs kann insbesondere fu¨r ein
Fahrzeug von verschiedenen Richtungen her angegangen werden. Eine ingenieurs-
technische Lo¨sung ist der Bezug zu physikalischen Randbedingungen und Bewe-
gungsgesetzen basierend auf dem aktuellen Zustand des Fahrzeugs mit Information
u¨ber Position, Richtung und ihren ho¨heren Ableitungen. Diese kinematischen An-
sa¨tze beru¨cksichtigen aber nur teilweise oder sehr eingeschra¨nkt das jeweilige Fah-
rerverhalten. Die Frage ist nun, wie man die kognitiven Eigenschaften des Menschen
zur Bewegungsscha¨tzung mit einbeziehen kann. Dennett [1987] beschreibt die Art
wie Menschen die Bewegungen anderer Personen vorhersagen [Govea und Dizan,
2010, Abschnitt 3.1]: Wenn Mo¨glichkeiten und Handlungsweisen bekannt sind, d. h.
sich eine Person also rational verha¨lt, wird die Bewegung auf symbolischer Ebene
mit verknu¨pften Elementen logisch nachvollzogen und entsprechend vorhergesagt.
Die genauen Bewegungsabla¨ufe werden als allgemein bekannt vorausgesetzt und mit
Hilfe von Erwartungen abstrahiert. Das hierfu¨r notwendige Kontextwissen1 steht
heutigen rechnergestu¨tzten Systemen nicht oder nur teilweise zur Verfu¨gung, da die
Modellierung von Experten- bzw. Kontextwissen manuell erfolgt und sehr aufwa¨ndig
ist. Daher wird nach dem derzeitigen Forschungsstand ha¨ufig ein Mittelweg zwischen
kinematischen Modellierung von Bewegungsabla¨ufen und kognitiver Modellierung
von Eigenschaften gewa¨hlt, indem observierte und gelernte Bewegungsmuster auf
das aktuelle Szenario angewendet werden.
1Kontextwissen wird allgemein definiert u¨ber das Wissen u¨ber Kontext:
”
Context is any infor-
mation that can be used to characterize the situation of an entity. An entity is a person, place or
object that is considered relevant to the integration between a user and an application, including
the user and the application themselves.“ [Dey, 2001]
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(a) Typische Szene: Roboter und zwei
Personen im Korridor
detected features
(b) Laser-basierte Personenlokalisation
Abbildung 2.2: Serviceroboter bei Scha¨tzung von Personenbewegungen. Quelle: Benne-
witz u. a. [2005]
2.3.1 Kategorisierung aus dem Robotik-Bereich
Die Scha¨tzung zuku¨nftiger Bewegungen wurde insbesondere im Bereich der Robotik
fu¨r die Anwendung auf Personenbewegungen untersucht. Govea und Dizan [2010,
Kapitel 3] stellt eine Einteilung bestehender Verfahren der Bewegungsvorhersage
fu¨r gelernte Bewegungsmuster bei Robotikanwendungen im Haushalt (sogenannte
Serviceroboter, Abbildung 2.2) vor. Demnach teilen sich bestehende Verfahren nach
ihrer Repra¨sentation von Bewegungsmustern in drei Kategorien ein:
1. Trajektorien-Prototypen.
Prototypische Bewegungen werden als Trajektorien, d. h. Bewegungsabla¨ufe,
modelliert.
2. Diskrete zustandsbasierte Modelle.
Diese Art von Modellen basieren auf Markovketten, wobei fu¨r diskrete Zeit-
schritte jeweils der Zustand eines Objekts auf der Basis von U¨bergangswahr-
scheinlichkeiten propagiert wird.
3. Andere Repra¨sentationen.
Entsprechend werden in dieser Kategorie diejenigen Bewegungsrepra¨sentatio-
nen behandelt, die nicht zu den ersten beiden Kategorien passen, z. B. aus dem
Bereich der neuronalen Netze.
Wertung: Insbesondere fu¨r das Fahrzeugszenario beru¨cksichtigt diese Katego-
risierung nur einen Teil der mo¨glichen Pra¨diktionsmethoden, da z. B. die kine-
matischen Bewegungsmodelle hier nicht erscheinen. Des Weiteren beschra¨nkt
sich das betrachtete Szenario auf ha¨usliche statische Umgebungen, in dessen
Umfeld Bewegungsmuster u¨ber einen la¨ngeren Zeitraum gelernt werden ko¨n-
nen. Die Anwendung eines trainierten Modells auf neue, bisher unbekannte Si-
tuationen ist daher nicht gegeben und wird entsprechend in dieser Einteilung
bestehender Verfahren nicht beru¨cksichtigt.
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(a) Nominal (b) Worst-Case (c) Probabilistisch
Abbildung 2.3: Kategorisierung der Bewegungsmodelle fu¨r Flugzeuge nach Kuchar und
Yang [2000].
2.3.2 Kategorisierung aus der Flugu¨berwachung
Kuchar und Yang [2000] vero¨ffentlichten eine U¨bersicht u¨ber aktuelle Konflikt-
detektions- und -auflo¨sungsalgorithmen im Bereich der Flugu¨berwachung. Fu¨r eine
Konflikterkennung im Flugverkehr ist ebenfalls eine Pra¨diktion der Flugbahnen fu¨r
einen großen Zeithorizont notwendig: Bei Passagierflugzeugen ist zwar ha¨ufig ein Au-
topilot aktiv, aber bei kleinen Maschinen hat der menschliche Pilot direkten Einfluss
auf die Steuerung; somit kommt auch hier wieder eine zu scha¨tzende, menschliche
Komponente bei der Bewegungsvorhersage zum Tragen. In der U¨bersicht werden
die Methoden der Flugvorhersage zur Erkennung einer Kollision in drei Kategorien
eingeteilt:
1. Nominal Der aktuelle Zustand des Flugzeugs wird fu¨r eine einzelne Trajek-
torie in die Zukunft pra¨diziert (Abbildung 2.3(a)). Diese nominalen Pra¨dik-
tionen gehen davon aus, als beste mittlere Vorhersage zu gelten, welches fu¨r
Zeithorizonte weniger Sekunden fu¨r Flugzeuge als ausreichend gilt [Kuchar
und Yang, 2000, S. 10]. Allerdings ko¨nnen sie keine Unsicherheiten fu¨r eine
Pra¨diktion abbilden, welche bei unerwarteten Verhaltensmustern fu¨r gro¨ßere
Zeithorizonte auftreten, und somit Falschalarme auslo¨sen.
2. Worst-Case Die Kategorie Worst-Case kann als Gegenstu¨ck zur nominalen
Pra¨diktion angesehen werden. Diese Art der Bewegungsvorhersage geht davon
aus, dass dem Piloten eines Flugzeugs die Durchfu¨hrung einer Vielzahl von Ma-
no¨vern zur Verfu¨gung stehen und diese zumindest theoretisch auch ausnutzen
wird. Das Ergebnis ist eine Scherung mo¨glicher Mano¨ver in Abbildung 2.3(b),
wobei der grau hinterlegte Bereich erreichbare Aufenthaltspunkte des Flug-
zeugs darstellt. Die Worst-Case Annahme wird immer dann einen Konflikt
detektieren, wenn dieser im Bereich der mo¨glichen Erreichbarkeit liegt und
beru¨cksichtigt nicht das wahrscheinliche Bewegungsverhalten. Dieser Ansatz
wird angewendet, wenn Flugzeugen zum Beispiel u¨ber Flugha¨fen ein Korridor
zugewiesen ist und dieser selbst durch unwahrscheinliche Bewegungen nicht
verlassen werden darf [Kuchar und Yang, 2000, S. 10].
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3. Probabilistisch Die probabilistische Pra¨diktionsmethode kann als gewichte-
te Worst-Case-Methode angesehen werden. Jeder mo¨glichen Kombination aus
Position, Geschwindigkeit und Richtung des Flugzeugs wird eine Aufenthalts-
wahrscheinlichkeit zugewiesen, wie exemplarisch in Abbildung 2.3(c) gezeigt.
Extrahiert man aus dieser Wahrscheinlichkeitsverteilung den Mittelwert, erha¨lt
man wiederum die nominale Vorhersagemethode (Fall 1). Somit sind probabi-
listische Trajektorien eine Generalisierung der nominalen und Worst-Case Tra-
jektorien. Eine Konfliktdetektion erfolgt somit ebenfalls probabilistisch, kann
aber einem Menschen in der letzten Entscheidungsinstanz schwer zu vermitteln
sein und ihn verunsichern [Kuchar und Yang, 2000, S. 11].
Wertung: Fu¨r eine Kategorisierung der bestehenden Pra¨diktionsmethoden im
Straßenverkehr ist die Einteilung nach Kuchar und Yang [2000] zu stark ab-
strahiert, da die kinematischen Pra¨diktionsmethoden dem nominalen Bereich
allein entsprechen und die verbleibenden Ansa¨tze der probabilistischen Pra¨dik-
tion zugeordnet werden.
Die bisher dargestellten Kategorisierungen nach Govea und Dizan [2010] und
Kuchar und Yang [2000] bieten zwar einen guten U¨berblick u¨ber bisherige
Pra¨diktionsmethoden, sind aber auf ihren Anwendungsbereich zum Beispiel im
Haushalt oder auf den Flugraum spezialisiert und u¨berschneiden sich daher
nicht mit den vero¨ffentlichten Methoden aus dem Straßenverkehrsumfeld. Daher
wird in dieser Arbeit ein alternative Kategorisierung im na¨chsten Abschnitt 2.4
gezeigt, die die bisher vero¨ffentlichten Methoden zusammenfasst.
2.4 Vorhersage von Objektbewegungen
Die Einteilung bestehender Verfahren zur Bewegungspra¨diktion wird in dieser Dis-
sertation so gewa¨hlt, dass sie zwischen Repra¨sentation und Speicherungen von Be-
wegungsmustern unterscheidet. Daraus resultiert eine fu¨r das jeweilige Modell spe-
zifische Pra¨diktionsmethode, welche in den folgenden Abschnitten na¨her erla¨utert
werden:
1. Kinematische Pra¨diktionen (Abschnitt 2.4.1) Diese Kategorie umfasst die
Vorhersage von Bewegungen basierend auf physikalischen Bewegungsmodellen
fu¨r einen aktuellen Zustand des Objekts. Unsicherheiten der Pra¨diktion werden
meist nicht durch das Modell selbst, sondern durch zusa¨tzliche Filteralgorith-
men erga¨nzt.
2. Diskrete Sequenzverarbeitung (Abschnitt 2.4.2) Diese Art der Bewegungs-
vorhersage verarbeitet Folgen von diskreten Zusta¨nde eines Fahrzeugs, genannt
Historie, um eine Pra¨diktion des Bewegungsverhaltens zum Beispiel fu¨r ein Ab-
biegemano¨ver vorherzusagen. Insbesondere ihre Auspra¨gung der Hidden Mar-
kov Modelle (HMM) wird hierzu ha¨ufig verwendet.
3. Logikbasierte Inferenz (Abschnitt 2.4.3) Die anzuwendende Szene wird in
dieser Herangehensweise durch manuell gesetzte Relationen diskreter Elemente
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in der Umgebung beschrieben. Eine Vorhersage einer Bewegung wird dann
durch kausale Zusammenha¨nge ermittelt.
4. Ra¨umlich-lokale Graphen (Abschnitt 2.4.4) Ein Graph beschreibt einen
Straßenverlauf durch Einteilung in diskrete Abschnitte. Die Vorhersage von
Objektbewegungen wird u¨ber das Entlangwandern bestehender Kanten reali-
siert.
5. Zeitreihenanalyse (Abschnitt 2.4.5) Hier steht die Betrachtung eines Zeit-
fensters einer aufgenommenen Sequenz im Vordergrund, welche eine Zeitrei-
henvorersage durch eine Kombination der Historienelemente ermo¨glicht.
6. Temporale Neuronale Netze (Abschnitt 2.4.6) Mit observierten Bewe-
gungsmustern und zugeho¨rigen Pra¨diktionen in Form von Trajektorien wird
ein neuronales Netz trainiert, so dass bei der Pra¨sentation einer observierten
Historie eine Bewegungspra¨diktion gescha¨tzt wird. Die Handhabung zeitlicher
U¨berlappungen der Historie werden durch zeitversetzte Neuronen oder Rekur-
renz erleichtert.
7. Trajektorienbasierte Verfahren (Abschnitt 2.4.7) Die Bewegungsmuster
werden als Trajektorien in einer Menge gesammelt und / oder generalisiert und
als mo¨gliche Bewegungsverla¨ufe wieder zur Bewegungspra¨diktion verwendet.
2.4.1 Kinematische Pra¨diktionen
In die Gruppe der kinematischen Pra¨diktionen werden diejenigen Bewegungsmodel-
le eingeteilt, die die Bewegung eines Fahrzeugs auf Basis des aktuellen Zustands
durch geometrisch- und physikalisch-motivierte Bewegungsmodelle pra¨dizieren. Der
zeitabha¨ngige Zustand eines Fahrzeugs x(t) beinhaltet nach der Literatur wie unten
angegeben ha¨ufig Position [x, y], Orientierung φ und entsprechende erste und ho¨here
Ableitungen wie Geschwindigkeit v entlang der Richtungsachse, Beschleunigung a,
A¨nderung des Gierwinkels φ˙ (Giergeschwindigkeit oder auch Gierrate genannt) oder
die Gierbeschleunigung φ¨.
Li und Jilkov [2003] stellen eine ausfu¨hrliche U¨bersicht u¨ber bestehende Bewe-
gungsmodelle dieser kinematischen Art bereit. Demnach la¨sst sich die grundlegende
Form eines verallgemeinerten kinematischen Bewegungsmodells wie folgt mit einer
Differentialgleichung beschreiben:
dx(t)
dt
= f(x(t),u(t), t) +w(t), x(t0) = x0 (2.1)
Die A¨nderung des ggf. vektoriellen Zustands x(t) = [x, y]⊤ eines Fahrzeugs in einer
zweidimensionalen Ebene ha¨ngt von dem Steuereingang u(t) und einer zeitabha¨n-
gigen Funktion f(·, t) ab. Zusa¨tzlich bezeichnet w(t) einen stochastischen Prozess,
der die Unsicherheiten des Bewegungsmodells widerspiegelt.
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In den nachfolgend in dieser Kategorie aufgelisteten Arbeiten werden ha¨ufig eine von
vier Spezialisierungen des Fahrzeug-Bewegungsmodells von Gleichung 2.1 verwendet,
die sich wie folgt allgemein beschreiben lassen [Li und Jilkov, 2003]:
x˙(t) = v(t) cosφ(t)
y˙(t) = v(t) sinφ(t)
v˙(t) = at(t)
φ˙(t) =
an(t)
v(t)
, (2.2)
wobei at(t) die Tangentialbeschleunigung entlang der Fahrzeug-Ausrichtung und
an(t) die Querbeschleunigung quer zur Fahrzeug-Ausrichtung bezeichnen. Der Term
fu¨r die Unsicherheit wird hier vernachla¨ssigt, d. h. das Bewegungsmodell verha¨lt
sich deterministisch. Die durch die Gleichungen 2.2 beschriebene Kurve besitzt die
folgende Kru¨mmung κ(t) (vgl. Abschnitt A.2.1)
κ(t) =
an
v2(t)
=
an
(att + v0)2
, (2.3)
mit v0 als Wert der initialen Fahrzeuggeschwindigkeit zum Zeitpunkt t = 0. Die vier
Spezialisierungen ergeben sich aus der Wahl fu¨r die Beschleunigungen at und an:
1. Konstante Geschwindigkeit (CV, engl.: constant velocity): at = 0, an = 0.
Dies entspricht einer Geradeausfahrt mit konstanter Geschwindigkeit.
2. Konstante Beschleunigung (CA, engl.: constant acceleration): at = konst.,
an = 0. Bei diesem Bewegungsmodell fa¨hrt das Fahrzeug ebenfalls geradeaus,
aber mit konstanter Beschleunigung.
3. Konstanter Lenkwinkel (CT, engl.: constant turn): at = 0, an = konst. Fu¨r
dieses Modell gilt eine konstante Kru¨mmung von κCT =
an
v20
und es beschreibt
eine Kreisbahn mit Radius rCT =
1
κCT
bei konstanter Geschwindigkeit v(t) =
v0.
4. Konstanter Lenkwinkel und konstante Beschleunigung (CTCA, engl.:
constant turn and constant acceleration): at = konst. 6= 0, an = konst. Durch
die A¨nderung der tangentialen Geschwindigkeit wird bei konstanter Querbe-
schleunigung eine Kurve gefahren, deren Kru¨mmung entsprechend u¨ber die
Zeit gro¨ßer (at < 0) oder kleiner (at > 0) wird.
Die bisher dargestellten Bewegungsmodelle sind sehr abstrakt und kommen in der
Literatur nicht immer in dieser Reinform vor. Aus diesem Grund wird nun ein U¨ber-
blick u¨ber eine Reihe von Anwendungen und Erweiterungen dieser kinematischen
Modelle, insbesondere aus dem Anwendungsbereich fu¨r Fahrzeuge gegeben. Sie er-
mo¨glichen eine Vorhersage der Fahrzeugbewegung auf Grundlage des aktuellen Zu-
stands (Position, Richtung, etc.) des Fahrzeugs.
Ein Pra¨diktionsmodell ist z. B. wie beiMiller und Huang [2002] ha¨ufig mit der Be-
stimmung einer Kollisionswahrscheinlichkeit, bzw. eines Kollisionszeitpunkts (TTC,
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Abbildung 2.4: Szenario einer Fahrzeug-Beobachtung aus Koller u. a. [1993]. Die Ele-
mente der jeweils oberen und unteren Reihe zeigen das gleiche Fahrzeug beim Einparken
und werden im Bild automatisch verfolgt.
engl.: time-to-collision) fu¨r zwei oder mehreren Fahrzeuge in einer Szene gekop-
pelt. Unterschreitet die TTC einen festgesetzten Schwellwert, so wird dem Fahrer
durch eine Warnung in Form eines visuellen, haptischen oder akustischen Signals
die Drohung einer unmittelbaren Gefahr mitgeteilt oder direkt dem Fahrer die Kon-
trolle durch das Fahrzeug entzogen (z. B. durch Bremsen). Miller und Huang
[2002] verwenden das lineare CV-Modell zur Bewegungsvorhersage und berechnen
zusa¨tzlich zur TTC den Zeitpunkt des maximal mo¨glichen Ausweichens (TTA, engl.:
time-to-avoidance), welcher als der spa¨teste Zeitpunkt fu¨r ein Ausweichmano¨ver de-
finiert ist. Einen a¨hnlichen Ansatz zeigen Atev u. a. [2005] fu¨r eine kamerabasiertere
Verfolgung von Fahrzeugen und Vorhersage von Kollisionen. Die visuelle Verfolgung,
d. h. Tracking, erfolgt mittels dreidimensionaler Boxen mit Restriktionen auf Flucht-
punkte im Bild. Mo¨gliche Kollisionen werden durch lineare Bewegungsextraktion
ermittelt: Dazu wird ein Rechteck auf dem Grund der Box in der Zeit linear mit
konstanter Geschwindigkeit extrudiert und eine Volumenu¨berschneidung mit ande-
ren Rechtecken gemessen. Die daraus ermittelten Werte erlauben eine Bestimmung
des TTC-Zeitpunkts. Dem CV-Modell stellen Sjo¨berg u. a. [2010] ein Modell zur
Bewegungspra¨diktion mit variabler Gierrate gegenu¨ber. Hierzu wird die Straßento-
pologie vorausgesetzt, so dass zu jedem Zeitpunkt der Pra¨diktionskurve das Fahrzeug
sich entlang der Straße bewegt. Auf mo¨gliche Redundanzen des Wegverlaufs, z. B.
die Pra¨diktion an einer Kreuzung mit mehreren Fahrtmo¨glichkeiten wird nicht ein-
gegangen. Es zeigt sich, dass je besser das Pra¨diktionsmodell fu¨r Bewegungen ist,
desto besser wird die Situation von dem System eingescha¨tzt. Dies verlangt aber
auch nach weiterem Kontextwissen u¨ber die jeweilige Umgebung eines Fahrzeugs.
Koller u. a. [1993] realisieren eine Objektverfolgung in Monobildkameras aus einer
Serie von Bildern. Das Ziel ist eine automatisierte Verkehrsu¨berwachung fu¨r Fahr-
zeuge, wie in Abbildung 2.4 dargestellt. Ein parametrisiertes 3D-Modell wird in den
relativ niedrig aufgelo¨sten Bildern in einem iterativen Prozess u¨ber die Zeit ver-
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Abbildung 2.5: Schaar von pra¨dizierten Bewegungsverla¨ufen fu¨r zwei Fahrzeuge nach
Botsch und Lauer [2010]. Das blaue Fahrzeug biegt links ab, wa¨hrend das rote Fahrzeug
geradeaus weiter fa¨hrt.
folgt und beru¨cksichtigt die Schattenbildung der Fahrzeuge. Das Bewegungsmodell
ist durch konstante Geschwindigkeit und konstanter Kurvenradius charakterisiert
(CT-Modell). Kollnig und Nagel [1997] verbessern die automatische Verfolgung
weiter durch Verwendung von Vergleichen direkt auf den Bildgradienten anstatt auf
Bildsegmenten und eine automatische Kalibrierung der Kamera auf die Szene, das
Bewegungsmodell allerdings bleibt dasselbe. Ein a¨hnliches CT-Pra¨diktionsmodell
verwenden Chan und Tan [2001], allerdings mit einem anderen Hintergrund: Die
Autoren untersuchen die Machbarkeit von Steuereingriffen durch ein Fahrerassis-
tenzsystem nachdem eine Kollision aufgetreten ist, um weitere Unfa¨lle z. B. durch
das Einlenken auf die Gegenfahrbahn zu verhindern. Es wird angenommen, dass die
Fahrzeugsteuerung nicht oder nur in einem sehr geringen Maße nach einem Unfall
beeinflusst ist. Das CT-Modell wird hier verwendet, um das Fahrzeug wieder auf
seine eigene Spur oder Straßenabschnitt zu mano¨vrieren.
In der Arbeit von Botsch und Lauer [2010] wird das CTCA-Modell fu¨r eine Kol-
lisionserkennung und -vermeidung mit besonderem Fokus auf Echtzeitfa¨higkeit des
Systems verwendet. In diesem Szenario kreuzen sich die Wege zweier Fahrzeuge in
naher Zukunft. Fu¨r das CTCA-Modell werden die maximalen Beschleunigungswerte
at,max und an,max durch physikalische Randbedingungen festgesetzt. Die Kollisi-
onserkennung erfolgt durch Pra¨diktion der Einzeltrajektorien fu¨r jedes Fahrzeug
basierend auf dem Bewegungsmodell fu¨r verschiedene Lenkwinkel, je 12 pro Fahr-
zeug. Dies entspricht fu¨r jedes Fahrzeug einem diskret abgetasteten Worst-Case-Fall
aus Abschnitt 2.3 und ist in Abbildung 2.5 illustriert. Die paarweise U¨berschneidung
wird dann fu¨r jeden Zeitschritt getestet. Aus der Zusammenfassung werden Kollisi-
onswahrscheinlichkeiten und Ausweichmo¨glichkeiten bestimmt. Um die Rechenzeit
zu verku¨rzen wird ein sogenannter Random Forest Klassifikator [Breiman, 2001]
verwendet, der zwischen
”
Kollision vermeidbar“ und
”
Kollision unvermeidbar“ klas-
sifiziert und mit den Trajektorien aus dem Bewegungsmodell trainiert wird, so dass
von der Rechenzeit aufwa¨ndige U¨berschneidungsbestimmung entfa¨llt.
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Das CTCA-Modell fu¨r die Bewegungspra¨diktion ist deterministisch, stellt also keine
Information u¨ber Unsicherheiten in der Scha¨tzung zur Verfu¨gung. Tan und Huang
[2006] kombinieren daher das CTCA-Modell mit einem Kalman-Filter [Kalman,
1960] fu¨r ein System zur Kollisionswarnung innerhalb einer kooperativen Gruppe
von Fahrzeugen. Jedes Fahrzeug in diesem Szenario ist mit einem DGPS-Empfa¨nger
(engl.: Differential Global Positioning System) ausgeru¨stet. Der Zustand eines Fahr-
zeugs beschrieben durch die Position, Richtung, Gierrate, Geschwindigkeit und Be-
schleunigung wird mit einem Kalman-Filter gescha¨tzt und dem jeweils anderen Fahr-
zeug drahtlos u¨bermittelt. Durch eine Anwendung des CTCA-Bewegungsmodells mit
konstanter Beschleunigung und konstanter Gierrate ist eine Pra¨diktion fu¨r einen ma-
ximalen Zeithorizont von zwei bis drei Sekunden mo¨glich. Die Autoren unterscheiden
zwischen zwei Arten von Fehlern bei der Pra¨diktion: Die erste Fehlerart nimmt an,
dass an sich die Pra¨diktion korrekt ist, aber rauschbedingt von der wahren Pra¨dikti-
on abweicht. Die zweite Art beru¨cksichtigt zum einen den Fehler durch die Scha¨tzung
des aktuellen Zustands, welcher aufgrund des Bewegungsmodells sehr starke Auswir-
kungen auf die Pra¨diktion hat, und zum anderen den nichtlinearen Verlauf der Pra¨-
diktion durch menschlichen Einfluss. Der rauschbedingte Fehler wird durch eine Inte-
gration der Differentialgleichungen 2.2 u¨ber einen sogenannten Open-Loop-Kalman-
Filter (Extendend Kalman Filter, EKF) gescha¨tzt, welcher die Messung zu jedem
Zeitpunkt in dem Verifikationsschritt ausblendet und stattdessen die Richtungs- und
Geschwindigkeitsa¨nderungen als Kontrollvariablen mit einbezieht. Somit steigt die
Unsicherheit u¨ber die Scha¨tzung der Pra¨diktion mit fortschreitender Pra¨diktionszeit
an. Die Pra¨diktionen werden dann dazu verwendet, mittels TTC-Werte eine Kollisi-
onswahrscheinlichkeit zu scha¨tzen. In a¨hnlicher Weise verwenden Batz u. a. [2009]
einen Unscentend Kalman-Filter (UKF) [Wan und Van Der Merwe, 2002], um
eine Bewegungspra¨diktion fu¨r Fahrzeuge auf Basis des CTCA-Modells durchzufu¨h-
ren. Die Motivation der Arbeit ist die Erkennung potentiell gefa¨hrlicher Situationen
mit mehr als zwei Fahrzeugen. Die Unsicherheit der Pra¨diktion fließt mit in die
Berechnung der Kollisionswahrscheinlichkeit ein. Das koordinierte Ausweichen der
Gruppe wird in den Arbeiten von Frese u. a. [2007, 2008] behandelt.
Polychronopoulos u. a. [2004] verwenden mehrere Bewegungsmodelle, um fu¨r
einen zeitlichen Horizont von vier bis fu¨nf Sekunden die Bewegungen des eigenen
Fahrzeugs und anderer Objekte in einer Szene zu pra¨dizieren. Das Ziel ist auch
hier wieder, das Gefahrenpotential fu¨r eine Kollision fu¨r mehrere Fahrzeuge zu be-
stimmen. Die Einstufung erfolgt aufgrund zweier festgelegter Kriterien, zum einen
die predicted minimum distance (PMD) und die time to predicted minimum distan-
ce (TPMD), welche jeweils die paarweise Distanz und Zeit fu¨r einen minimalen
Abstand der Fahrzeuge untereinander angeben. Durch Vergleich mit einem Schwell-
wert ko¨nnen daraus wieder die ga¨ngigen TTC-Werte bestimmt werden. Die Szene
wird anhand stochastischer, vektorieller Zusta¨nde modelliert: Die Fahrbahngeome-
trie mittels Klothoide, das eigene Fahrzeug, bewegte und unbewegte Hindernisse
und den sogenannten Szenentracker, welcher die Fahrzeuge in der Szene verfolgt,
die Zusta¨nde durch mehrere Kalman-Filter scha¨tzt und daraus einen Fahrbahnver-
lauf herleitet. Die Bewegungspra¨diktion erfolgt durch eine gewichtete Summe fu¨nf
verschiedener Modelle: Neben den in diesem Abschnitt bereits beschriebenen CA-,
CT-, CTCA- und Klothoid-Modellen kommt eine spezielle Pra¨diktionsmethode ins
Spiel: Es ist ein Verbund aus einer Klothoiden fu¨r die Straßengeometrie und dem
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Abbildung 2.6: Parameter des Einspurmodells eines Fahrzeugs mit Massenzentrum (CG),
Abstand zum Vorder- bzw. Hinterrad (lf , lr) und Lenkwinkel δ. Nach Rajamani [2006,
S. 21].
CA-Modell, so dass eine Bewegung explizit entlang des gescha¨tzen Straßenverlaufs
pra¨diziert wird. Diese Modelle werden zu einer Trajektorie durch eine gewichtete
Summe verschmolzen; die einzelnen Gewichte werden heuristisch anhand der jewei-
ligen Situation (Abbiegemano¨ver, Geradeausfahrt, etc.) bestimmt. Aus den Trajek-
torien fu¨r jedes Fahrzeug ko¨nnen nun die Kennzahlen PMD und TPMD bestimmt
werden. In Polychronopoulos u. a. [2007] wird dieses Verfahren zur Scha¨tzung
von zuku¨nftigen Bewegungen weiter durch ein hierarchisches Modell verbessert, in
dem zuna¨chst die jeweils rein kinematischen und Klothoid-Bewegungsmodelle fusio-
niert und dann erst zusammen mit jeweils auftretenden Situation, z. B. U¨berhol-
oder Abbiegemano¨ver, verschmolzen werden.
Das CTCA-Modell wird auch mit anderen Modellen kombiniert, zum Beispiel einer
Klothoiden (siehe Abschnitt A.1.1). Eine Klothoide wird als Hilfsmittel in der Stra-
ßenplanung verwendet, um mo¨glichst weiche U¨berga¨nge zwischen Straßenabschnit-
ten unterschiedlicher Richtung zu erzielen. Daraus folgt, dass sich die Bewegungen
von Fahrzeugen entlang von Straßen ebenfalls durch eine Klothoide approximieren
lassen. Lytrivis u. a. [2008] pra¨sentieren ein modellbasierte Bewegungspra¨diktion
fu¨r ein System zur Kollisionswarnung. Die Fahrzeuge in der Szene werden mittels
eines Kalman-Filters u¨ber die Zeit verfolgt. Die Vorhersage der Bewegungen fu¨r ein
Fahrzeug basiert auf zwei Teilmodellen, jeweils abha¨ngig von dem zeitlichen Pra¨dik-
tionshorizont: Das erste Modell verwendet die Scha¨tzung zum aktuellen Zeitpunkt
aus dem Kalman-Filter fu¨r eine Pra¨diktion mit konstanter Gierrate und konstanter
tangentialer Beschleunigung (CTCA-Modell). Es wird explizit darauf hingewiesen,
dass dieses Modell realistischer als andere Bewegungsmodelle, z. B. das CA- oder
CV-Modell sind. Das zweite Modell beinhaltet fu¨r ho¨here Zeithorizonte die Verfol-
gung des Straßenverlaufs mittels Klothoid-Approximation durch ein Polynom dritter
Ordnung. Beide Modelle werde durch eine gewichtete Summe zu einem Bewegungs-
modell verschmolzen; der Parameter der Gewichtung wird durch ein Fuzzy-System
bestimmt. Eine Kollisionswarnung wird ausgegeben, falls die pra¨dizierten Trajekto-
rien eine Kollision vorhersagen.
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In der Vero¨ffentlichung von Huang und Tan [2006] werden vier verschiedene kine-
matische Pra¨diktionsmodelle fu¨r Bewegungen von Fahrzeugen vorgestellt, basierend
auf dem sogenannten Einspurmodell:
x˙(tn, tk) = vx(tn, tk) cosφ(tn, tk)− vy(tn, tk) sinφ(tn, tk)
y˙(tn, tk) = vx(tn, tk) sinφ(tn, tk) + vy(tn, tk) cosφ(tn, tk)
v˙x(tn, tk) = ax(tn)
φ˙(tn, tk) = ωz(tn) (2.4)
tn bezeichnet dabei die aktuelle Zeit, tk ist der Zeithorizont fu¨r die Pra¨diktion; somit
kann fu¨r eine beliebige Funktion f(tn, tk) angegeben werden, ob ihre Werte konstant
sind aus dem aktuellen Zustand (f(tn) = konst.), oder ob die Werte der Funktion
sich zeitlich mit dem Pra¨diktionshorizont tk vera¨ndern (f(tn, tk)). Im Vergleich zu
den Gleichungen 2.2 von Li und Jilkov [2003] wird hier die Geschwindigkeit explizit
in die laterale und longitudinale Komponente vx und vy aufgeteilt.
Die vier von Huang und Tan [2006] vorgestellten Modelle (siehe unten) variieren
in der Auspra¨gung der Quergeschwindigkeit vy und Gierrate ωz. Zu unterscheiden
ist hier der Gierwinkel φ (φ˙ = ω) und der Lenkwinkel δ: Der Gierwinkel gibt die
Ausrichtung des Fahrzeugs relativ zu einem globalen Koordinatensystem an, wa¨h-
rend der Lenkwinkel die Ausrichtung der Reifen eines Fahrzeugs relativ zur Fahrzeug
selbst beschreibt (vgl. Abbildung 2.6). Des Weiteren verwenden diese Modelle eine
Reihe von β-Parametern, welche physikalische Konstanten und die Geometrie des
Fahrzeugs beru¨cksichtigen. Dabei bezeichnetm die Masse des Fahrzeugs, Iz das Mas-
sentra¨gheitsmoment und die La¨ngen lf und lr die Absta¨nde zum Massenmittelpunkt
(CG) des Fahrzeugs (siehe Abbildung 2.6). Zusa¨tzlich werden mit Cαf und Cαr die
Seitenkraftbeiwerte der Vorder- und Hinterra¨der angegeben:
β1 =
−2(Cαf+Cαr)
m
β4 =
2(−Cαf lf+Cαrlr)
Iz
β2 =
2(−Cαf lf+Cαrlr)
m
β5 =
−2(Cαf l
2
f+Cαrl
2
r)
m
β3 =
2Cαf
m
β6 =
2Cαf lf
Iz
(2.5)
Huang und Tan [2006] bauen ihre Modelle mit einer hierarischen Abha¨ngigkeit auf,
beginnend mit einem allgemeinen Bewegungsmodell und einer schrittweisen Verein-
fachung in jedem weiteren Modellabschnitt:
• Modell I: Dies stellt das allgemeinste Modell dar. Es beru¨cksichtigt lineare
A¨nderungen in der Quergeschwindigkeit und Gierrate:
v˙y(tn, tk) =
β1
vx(tn, tk)
vy(tn, tk) +
(
β2
vx
− vx
)
ωz(tn, tk) + β3δ(tn)
ω˙z(tn, tk) =
β4
vx(tn, tk)
vy(tn, tk) +
β5
vx
ωz(tn, tk) + β6δ(tn) (2.6)
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• Modell II: Dies ist eine Vereinfachung des ersten Modells, die Quergeschwin-
digkeit und Gierrate sind hier konstant (v˙y = 0, ω˙z = 0):
vy(tn) =
β2β6 − β3β5 − β6[vx(tn)]2
β1β5 − β2β4 + β4[vx(tn)]2 vx(tn)δ(tn)
ωz(tn) =
β3β4 − β1β6
β1β5 − β2β4 + β4[vx(tn)]2vx(tn)δ(tn) (2.7)
• Modell III: Die direkte Verwendung der Gierrate als laterale Eingabe fu¨hrt
zu einer weiteren Vereinfachung des zweiten Modells:
vy(tn) =
β2β6 − β3β5 − β6[vx(tn)]2
β3β4 − β1β6 ωz(tn) (2.8)
• Modell IV: Bei dem letzten Modell wird die Quergeschwindigkeit vy in Glei-
chung 2.4 vernachla¨ssigt (vy = 0). Das Ergebnis ist wiederum das CTCA-
Modell.
Huang und Tan [2006] verwenden fu¨r die Bewegungspra¨diktion eines Fahrzeugs
die Modelle I und IV (CTCA) in Verbindung mit dem bereits beschriebenen Open-
Loop-Kalman-Filter aus Tan und Huang [2006].Huang und Tan [2009] erweitern
dieses Konzept auf die Bestimmung des Fehlers fu¨r die aktuelle Positionsscha¨tzung
und Pra¨diktion. Hierzu werden die Kovarianzmatrizen des Kalman-Filters heran-
gezogen, die im Falle der Pra¨diktion in die Zukunft ohne Messung pra¨diziert wer-
den (Open-Loop-Kalman-Filter). Zusa¨tzlich werden weitere Fehlerquellen betrach-
tet, z. B. Kommunikationsfehler und Fehlerpropagierung in Konfliktsituationen.
In Verbindung mit Kosten-Nutzen-Funktionen ko¨nnen die kinematischen Bewegungs-
modelle auch im Bereich der Spieltheorie [Owen, 1995] eingesetzt werden, um das
zuku¨nftige Verhalten bzw. die Bewegungen der Straßenverkehrsteilnehmer zu scha¨t-
zen. Lachner [1997] berechnet simulativ die Fahrbahnen von Fahrzeugen in Kollisi-
onsszenarien. In diesem vorgestellten Szenario begegnen sich zwei Fahrzeuge, wobei
eines davon (absichtlich) auf Konfrontationskurs mit dem anderen ist. Entsprechend
der Spieltheorie wird das Problem als ein Differentialspiel behandelt und die Fahr-
bahnen mit optimierten Trajektorien berechnet. Dabei kommt das CTCA-Modell
zum Einsatz, welches mit sogenannten Kontrollvariablen versetzt wird und die die
Bewegung abschnittsweise mit Hilfe von Optimierungskriterien durch physikalische
Nebenbedingungen und jeweilige Zielpunkte der Fahrzeuge steuern. Zu jedem Zeit-
punkt vera¨ndert ein Fahrzeug diese Variablen so, dass ein mo¨glichst geringer Schaden
fu¨r das eigene Fahrzeug bei diesen Konfrontationskurs entsteht und beru¨cksichtigt
gleichzeitig das Verhalten des anderen Fahrers. In dem vorgestellten Szenario ist es
somit mo¨glich, einem
”
Geisterfahrer“ durch Ausweichen auf die Standspur auszuwei-
chen.
Broadhurst u. a. [2004] pra¨sentieren ein a¨hnliches System zur Pra¨diktion und
Planung von Fahrzeugbewegungen im Straßenverkehr. Einzelne Aktionen eines Fah-
rers fu¨r einen diskret eingeteilten Zeitabschnitt werden durch kinematische Bewe-
gungsmodelle mit vera¨nderbaren lateralen und longitudinalen Beschleunigungen mo-
delliert, die als vera¨nderliche Parameter einem Entscheidungsbaum zur Verfu¨gung
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stehen. Unter Beru¨cksichtigung modellierter Kostenfunktionen wird ein optimaler
Pfad in dem Baum mittels Dynamischer Programmierung berechnet, welcher einen
kollisionsfreien Verlauf aller Fahrzeuge in der Szene unter Beru¨cksichtigung nicht all-
zu großer Beschleunigungswerte darstellt. Als Beispiel werden U¨berholmano¨ver mit
und ohne Gegenverkehr genannt, die das Fahrzeug selbststa¨ndig mit dieser Methode
bestimmen kann.
Broadhurst u. a. [2005] vero¨ffentlichten einen a¨hnlichen Ansatz wie Broadhurst
u. a. [2004] zur Scha¨tzung des zuku¨nftigen Bewegungsverhaltens von Straßenver-
kehrsteilnehmern, allerdings mit speziellem Fokus auf die Einscha¨tzung eines Risi-
kopotentials einer Szene mit mehreren Fahrzeugen. Demnach kann die Wahrschein-
lichkeit p(C) einer Kollision C mit Hilfe des Gesetzes der totalen Wahrscheinlichkeit
dargestellt werden:
p(C) =
∫
p(C|U)p(U) ∂U . (2.9)
Dabei stellt U die Menge aller mo¨glichen und zuku¨nftigen Beeinflussungen durch die
Fahrer als sogenannte Kontrollvariablen und damit die zuku¨nftigen Bewegungsver-
la¨ufe dar. Wa¨hrend das wahrscheinlichste Szenario
Umax(t) = argmax
U
p(C|U)p(U) (2.10)
durch die Anwendung der Dynamischen Programmierung gefunden werden kann
[Broadhurst u. a., 2004], kann das Integral in Gleichung 2.9 unter der Beru¨cksich-
tung der Verteilungen nicht analytisch bestimmt werden. Daher verwenden Broad-
hurst u. a. [2005] die Methode des Monte Carlo Sampling [Hammersley und
Handscomb, 1964], welche p(C) anhand eines Samplings einer heuristisch definier-
te Verteilung p(u) approximieren. Diese Verteilung ist eine gewichtete Summe aus
einer Normalverteilung und Verteilungen u¨ber heuristisch definierten Bewegungsmo-
dellen, die mo¨gliche kinematische Bewegungsprimitiven, z. B. Abbiegen, U¨berholen,
Spurwechsel, Bremsen, etc., abbilden. Somit wird das u¨bliche Verhalten in diese
Verteilungen integriert. Die Bestimmung des Bedrohungsgrades p(C) wird zu jedem
Zeitschritt durchgefu¨hrt und ermo¨glicht auch die Erkennung und Vorhersage indi-
rekter Gefahrenquellen, wie z. B. das Einscheren eines Fahrradfahrers in die eigene
Fahrspur aufgrund eines Ausweichmano¨vers. Danielsson u. a. [2007] verwenden
explizit das CTCA-Modell versehen mit Kontrollvariablen fu¨r die Bewegungsprimi-
tiven. Weitere Fortschritte bei der Pra¨diktion wurden durch die Hinzunahme des
Sichtfeldes eines Fahrers und der Einbezug des Straßenverlaufs erzielt [Eidehall
und Petersson, 2006, 2008].
Wertung: Die kinematischen Bewegungsmodelle orientierten sich stark an phy-
sikalischen Bewegungsmodellen, beru¨cksichtigen allerdings nicht das zuku¨nftige
Verhalten eines Menschen. Fu¨r kurze Zeithorizonte unter der Reaktionszeit eines
Menschen sind sie daher sehr gut geeignet, da der Anteil menschlicher Einfluss-
nahme in diesem Zeitbereich vernachla¨ssigbar gegenu¨ber den Momenten eines
Fahrzeugs ist. Fu¨r ho¨here Zeithorizonte hingegen sind diese Modelle fu¨r die Be-
wegungspra¨diktion nicht geeignet, da der Bewegungsverlauf nichtlinear in den
kinematischen Parametern dargestellt werden muss.
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2.4.2 Diskrete Sequenzverarbeitung
Die Methoden der kinematischen Pra¨diktion fu¨r die Bewegungsvorhersage von Fahr-
zeugen beru¨cksichtigen nicht die Historie der Fahrzeugbewegung fu¨r die Scha¨tzung
des zuku¨nftigen Zustands. Dass diese Historie Informationen u¨ber das zuku¨nftige
Verhalten eines Fahrers bereitstellen kann, zeigt ein einfaches Beispiel: Bei einem
Abbiegemano¨ver wird der Fahrer vor dem eigentlichen Abbiegen ist erster Linie einen
Bremsvorgang einleiten, welcher als Indikator fu¨r ein Abbiegen verwendet werden
kann. Die Methoden der sequentiellen Symbolverarbeitung beru¨cksichtigen diese In-
formation durch eine meist diskrete Unterteilung der Historie in einzelne Abschnitte,
um den Verlauf einer Bewegung schon fru¨her als die kinematischen Pra¨diktionsmo-
delle verla¨sslich zu scha¨tzen.
Die Standard-Methode fu¨r die Verarbeitung von sequentiellen Daten sind die Hid-
den Markov Modelle (HMM, Bishop [2006, Kapitel 13], Hastie u. a. [2009]; Fink
[2007]). Sie unterscheiden zwischen observierten und latenten Zusta¨nden eines Fahr-
zeugs, wobei letztere die angenommene, realen Zusta¨nde wiedergeben. Fu¨r die Mo-
dellierung eines Fahrzeugzustands muss man sich nicht auf physikalische Eigenschaf-
ten wie Position, Geschwindigkeit, etc. beschra¨nken, sondern kann die Fahrerabsicht,
z. B. Linksabbiegen, Bremsen, etc., in dieser abstrakten Form verwenden. Da diese
lateralen Zusta¨nde nicht direkt bzw. nur probabilistisch mit Hilfe der Fahrzeugsen-
sorik beobachtbar sind, kann mit Hilfe der verfu¨gbaren Beobachtungen auf diese Zu-
sta¨nde geschlossen werden. Dies wird als Inferenz bezeichnet. Ein HMM dru¨ckt diese
Beziehung zwischen Observation und den lateralen Variablen aus und es existieren
eine Reihe von Weiterentwicklungen fu¨r das Training und die Inferenz eines solchen
HMMs in der Literatur [Bishop, 2006; Fink, 2007]. Der Vorteil eines HMMs im
Kontext der Bewegungsvorhersage liegt in der Verwendung einer mo¨glichen Mixtur
aus symbolischer und kontinuierlicher Information. Beispielsweise kann die Trajek-
torie eines Fahrzeugs mit der Aktivierung des Blinkers so in einem gemeinsamen
Szenenmodell gekoppelt werden.
Die eigentliche Pra¨diktion der Bewegung eines Fahrzeugs im Straßenverkehr erfolgt
fu¨r ein HMM auf folgende Weise [Fraser und Dimitriadis, 1993], jeweils abha¨n-
gig von dem Detailgrad der Zustandsbeschreibung: Beschreibt ein lateraler Zustand
eines HMMs nur einen zeitlich gesehenen kurzen Teil eines Bewegungsablaufs, z. B.
eine Kreisbahnbewegung fu¨r einen Bruchteil einer Sekunde, so wird eine Bewegungs-
vorhersage aus den wahrscheinlichsten Zusta¨nden mittels des Erwartungswerts der
Zustandsfolge wieder zusammengesetzt. Ist die Repra¨sentation eines Zustands hin-
gegen abstrakter, z. B. bei einem Linksabbieger, so kann aus diesem der Verlauf der
Bewegung mit Hilfe von Kontextwissen z. B. durch eine Freiraumanalyse oder durch
Verwendung digitaler Karten geschlossen werden.
Ein Beispiel fu¨r die Klassifikation zeitlich kurzer Abschnitte durch ein HMM ist die
Vero¨ffentlichung von Fraile und Maybank [1998]: Ein Abbiegemano¨ver wird auf
der Basis eines in einem Kamerabild u¨ber die Zeit verfolgten Fahrzeugs bestimmt,
wie in Abbildung 2.7(a) dargestellt. Diese Trajektorie wird in u¨berlappende Teil-
trajektorien unterteilt, welche durch ein Polynom zweiter Ordnung approximiert
und durch einen nachfolgenden Vergleich mit Schwellwerten in Geschwindigkeit und
Kru¨mmung den Klassen Links, Rechts, Geradeaus und Stopp zugeordnet wird. Diese
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(a) Beispiel der Erkennung des Abbiegemano¨-
vers nach Fraile und Maybank [1998].
Die weißen Pfeile sind Normalvektoren or-
thogonal zur Trajektorienrichtung.
(b) Generalisierung und Inferenz von Fußga¨n-
gertrajektorien. Sterne stellen die latenten
Zusta¨nde mit zugeho¨rigen Unsicherheiten
dar. Quelle: Makris und Ellis [2002]
Abbildung 2.7: Beispiele von Trajektorien-Klassifikationen mittels Hidden Markov Model-
len (HMM).
Klassen sind die Observablen eines HMMs erster Ordnung; die latenten Variablen
besitzen die gleichen Klassenstruktur. Somit dient dieses HMM der Filterung der
verrauschten observierten Klassen, welche die tatsa¨chlichen Zusta¨nde scha¨tzt. Eine
explizite Formulierung einer Bewegungspra¨diktion wird in dieser Vero¨ffentlichung
nicht gezeigt, ko¨nnte aber auf Basis der detektierten Abbiege-Klasse erfolgen.
Makris und Ellis [2002] stellen ein System zur Klassifikation, Bewegungspra¨-
diktion und Detektion atypischer Bewegungen von Fußga¨ngertrajektorien in einem
Surveillance-Szenario mit statischer Kamera vor. Typischen Bewegungen werden aus
einer Reihe observierter Bewegungsmuster (Trajektorien) gelernt, welche von einem
Personen-Tracking-System stammen. Die Autoren scha¨tzen prototypische Trajekto-
rien, die neben den Mittelwertspunkten zu jedem Zeitpunkt auch die linke und rechte
Grenze orthogonal zu jedem Mittelwertspunkt beinhaltet (siehe Abbildung 2.7(b)).
Da die Verteilung der Auftrittswahrscheinlichkeiten der Trajektorien zu Beginn un-
bekannt ist, wird zuna¨chst eine konstruierte, stu¨ckweise lineare Verteilung ange-
nommen und die Trajektorien danach geclustert. Anschließend wird die Verteilung
genauer approximiert, basierend auf diesen ermittelten Zugeho¨rigkeiten. Fu¨r jeden
Prototyp wird ein sogenanntes Low Level Hidden Markov Model (LLHMM) aufge-
setzt, wobei die U¨bergangswahrscheinlichkeiten aus den Daten direkt bestimmt wer-
den. Zusa¨tzlich werden verschiedene Modelle fu¨r verschiedene Tageszeiten trainiert,
um die Erkennung der Bewegungsmuster zu verbessern. Dies erlaubt eine Detektion
von atypischen Bewegungsmustern und Pra¨diktion der Bewegungen von Personen.
Eine Bewegungspra¨diktion erfolgt durch eine probabilistische Zuweisung einer detek-
tierten Bewegung eines Fußga¨ngers zu einer prototypischen Sequenz (HMM-Modell).
In Abbildung 2.7(b) ist dies beispielhaft durch eine weiße Fußga¨ngertrajektorie ge-
zeigt, die einem gru¨n dargestellten Prototypen zugeordnet wird. Der Prototyp wird
dann dazu verwendet, die mo¨gliche Position des Fußga¨ngers vorherzusagen.
In den Vero¨ffentlichungen von Oliver und Pentland [2000a,b] wird ein HMM
fu¨r die Erkennung und Vorhersage einer
”
Fahrerabsicht“ verwendet. Als eine Fahrer-
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Fahrverhalten Mittlerer Zeithorizont
fu¨r Vorhersage
U¨berholen 1,26 s
Anfahren 1,40 s
Abbremsen 2,40 s
Fahrspurwechsel links 0,10 s
rechts 0,70 s
Abbiegen links 0,80 s
rechts 0,50 s
Tabelle 2.1: Vorhersagekraft des Fahrerverhaltens anhand von HMMs. Quelle: Oliver
und Pentland [2000b].
absicht sind die folgenden Zusta¨nde eingestuft: U¨berholen, Links- und Rechtsabbie-
gen, Fahrspurwechsel nach rechts oder links, Anfahren und Stopp bzw. Anhalten.
Die Autoren vergleichen drei Arten von Merkmalen zur Erkennung des definierten
Fahrerverhaltens: Zum einen die fahrzeuginternen Merkmale (Geschwindigkeit, Be-
schleunigung, Stellung des Gaspedals, Lenkradstellung und Aktivierung des Brems-
pedals), Fahrzeugposition relativ zur Fahrbahnspur und Blickrichtung des Fahrers
eingeteilt in sechs Richtungen (Fahrbahn, Ru¨ckspiegel, rechter und linker Außenspie-
gel und linker und rechter Schulterblick). Die Trainingsmenge wurde aus verschie-
denen Testpersonen zusammengestellt mit einer subjektiven Bewertung des Beginns
eines Fahrerverhaltens. Ein HMM erster Ordnung wurde auf den fahrzeuginternen
Daten trainiert, außerdem wurde ein sogenannten Coupled Hidden Markov-Modell
(CHMM) [Brand u. a., 1996] fu¨r zwei Merkmal-Kombinationen aus fahrzeugin-
ternen Daten und jeweils Fahrzeugposition relativ zur Fahrspur und Blickrichtung
verwendet. Neben der Erkennung eines der sieben als Fahrerverhalten eingestuften
Zusta¨nde wurden die pra¨diktiven Eigenschaften der verwendeten HMMs untersucht,
die ein Fahrerverhalten mo¨glichst fru¨hzeitig vorhersagen. Diese Werte sind in Ta-
belle 2.1 wiedergegeben. Im Mittel erreichen die Modelle einen Pra¨diktionshorizont
von ca. 1 s, allerdings sind Abweichungen sehr stark von der Art des zu pra¨dizieren-
den Fahrerverhaltens abha¨ngig: Wa¨hrend sehr gute Vorhersagen u¨ber ein (regula¨res)
Abbremsen gemacht werden kann, sind die U¨berholmano¨ver mit einer Vorhersage-
leistung von 0, 1 s nur sehr schlecht fru¨hzeitig zu erkennen. Diese Werte sind al-
lerdings mit Vorsicht zu genießen, da die Zeitpunkte des jeweiligen Beginns eines
Fahrmano¨vers subjektiv durch den Fahrer gegeben ist und sich nicht an physikali-
schen Randbedingungen knu¨pft.
Berndt u. a. [2008] stellen eine HMM-basierte Methode zur Erkennung von Abbiege-
und Fahrspurwechsel vor. Als Merkmale werden die fahrzeuginterne Sensorik – wie
Bremspedalstellung, Bremsdruck, Querbeschleunigung, Lenkradwinkel, Lenkradgier-
rate, Gierrate und Geschwindigkeit – und Informationen aus einer digitalen Karte
(Distanz zur na¨chsten Abbiegemo¨glichkeit, Kru¨mmung der Straße und Straßentyp)
verwendet. Aus diesen Merkmalen werden verschiedene inhomogene HMM-Ketten
fu¨r jede Abbiege- und Fahrspurwechselklasse trainiert. Wa¨hrend der Klassifikation
wird dasjenige Modell mit der ho¨chsten Auftrittswahrscheinlichkeit einer Observati-
on gewa¨hlt. Um eine fru¨hzeitige Erkennung zu Erreichen, werden die HMM-Ketten
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nach dem Training anhand der Transitionswahrscheinlichkeiten getrennt. Dies ent-
spricht einem fru¨hzeitigen Abbruch des iterativen Forward-Algorithmus zur Bestim-
mung der Auftrittswahrscheinlichkeit. Das vorgestellte System erreicht eine gute
Klassifikationsrate, allerdings haben die Autoren nicht bestimmt, wie fru¨h ein Ma-
no¨ver tatsa¨chlich erkannt wurde.
Wertung: Die Hidden Markov-Modelle, die zur diskreten Sequenzverarbeitung
eingesetzt werden, ermo¨glichen die Einbringung von gelerntem Wissen in die
Bewegungsscha¨tzung, allerdings sind die Pra¨diktionen dann auf diskrete Zu-
sta¨nde beschra¨nkt, z. B. links abbiegen. Die tatsa¨chliche Bewegung in Form
einer Trajektorie la¨sst sich dadurch nur schwer wieder rekonstruieren.
2.4.3 Logikbasierte Inferenz
In den vorherigen Abschnitten wurden die physikalisch-motivierten und gelernten
Vorhersagemodelle fu¨r eine Fahrzeugbewegung hauptsa¨chlich basierend auf die His-
torie eines Fahrzeugs betrachtet. Dem menschlichen Fahrer kommt zusa¨tzlich noch
das Kontextwissen zugute, um Situationen im Straßenverkehr einscha¨tzen zu ko¨n-
nen.
Als Kontext ko¨nnen im engeren Sinne die Relationen verschiedener unbewegter,
d. h. statischer und bewegter, d. h. dynamischer Objekte zueinander angesehen wer-
den, aber auch die Erfahrung eines Fahrers u¨ber mo¨gliche Verhaltensweisen anderer
Fahrzeughalter im Verkehr. Eine erweiterte Betrachtung des Kontextbegriffs fu¨hrt zu
anderen Einflu¨ssen wie Fahrzeugtyp, Straßenzustand, gegenwa¨rtige Wetterlage oder
Warnhinweise. Die Bedeutung einzelner Merkmale zur Abscha¨tzung einer Situation
ist dabei nicht statisch, sondern von der jeweiligen Situation abha¨ngig. Lernende
Verfahren leiten aus den Merkmalen prototypische Bewegungsmuster ab, basierend
auf pra¨sentierten Trainingsdaten. Allerdings steigt mit der Anzahl der Merkmale
gleichzeitig die Anzahl der Dimensionen der ha¨ufig in vektorieller Form pra¨sentier-
ten Merkmale, welches einen vergleichsweisen exponentiellen Anstieg der Anzahl der
Trainingsdaten erfordert (Fluch der Dimensionalita¨t, Bellman [1961]). Aber viele
Zusammenha¨nge sind einem Menschen bereits in Form von Regeln oder Relationen
vertraut, so dass sich diese Zusammenha¨nge direkt in ein Modell integrieren lassen
und sich als Folge die Anzahl der zum Training beno¨tigten Daten wieder reduziert.
Ein formaler Rahmen zur Integration von Regeln und Relationen, welche die Zusam-
menha¨nge zwischen Objekten definieren, ist die formale Logik [Zoglauer, 2008].
Dieser Formalismus umfasst Notationsweise und Operatoren fu¨r logische Schlussfol-
gerungen. Die bedeutendste Auspra¨gung ist die sog. Pra¨dikatenlogik, welche erlaubt
einfache Aussagen maschinell zu verarbeiten und Schlussfolgerungen zu ziehen. Ein
Beispiel sind die Aussagen
”
Das eigene Fahrzeug ist hinter dem Lastwagen.“ und
”
Der Lastwagen bremst.“. Sind entsprechende Relationen bekannt, so kann ein Sys-
tem mit Hilfe der Pra¨dikatenlogik auf die folgende Aussage schließen:
”
Das eigene
Fahrzeug muss bremsen.“ Allerdings kann die Pra¨dikatenlogik keine zeitlich geord-
neten Vorga¨nge abbilden, was insbesondere fu¨r eine Anwendung einer Vorhersage
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von Fahrzeugbewegungen vonno¨ten ist. Es existiert daher eine Erweiterungen die-
ses Logikformalismus von Arens u. a. [2004], welche nachfolgend im Kontext der
Bewegungspra¨diktion vorgestellt werden.
Arens u. a. [2004] stellen ein System zur Verfolgung und Vorhersage von Fahrzeu-
gen vor (siehe auch Nagel und Arens [2005]). Das Szenario ist die U¨berwachung
von Straßenverkehr an Kreuzungen. Eine Kamera ist u¨ber der Kreuzung angebracht
und u¨berblickt dabei die ganze Szene. Die Fahrzeuge werden mittels Fahrzeugmodel-
len und Kalman-Filter in den Bildern u¨ber die Zeit verfolgt [Ottlik und Nagel,
2008], ko¨nnen aber diese Objekte nicht immer verla¨sslich aufgrund von Verdeckun-
gen durch Ba¨ume, große Fahrzeuge oder Schilder tracken. Die Autoren bringen daher
das Kontextwissen u¨ber das Verhalten der Verkehrsteilnehmer u¨ber eine dreistufi-
ge Repra¨sentationsebene mit ein, um Schlussfolgerungen und logische Vorhersagen
dem Tracking-System wieder zuru¨ckzufu¨hren und somit die Detektion der Bewe-
gungen zu verbessern. In der ersten Ebene werden Situationen durch Repra¨senta-
tion dynamischer und statischer Objekte im Straßenverkehr unabha¨ngig von der
Zeit modelliert und zu einer sog. geometrischen Szenenbeschreibung (engl.: geome-
tric scene description (GSD), Neumann [1989]) zusammengefasst. Die zweite Ebe-
ne beinhaltet die Verbindung des GSD mit Kontextwissen mittels Logikoperatoren
durch eine sog. unscharfe, metrisch-temporale Logik (engl.: fuzzy metric temporal
Horn logic (FMTHL), Haag u. a. [1997]). Das FMTHL ist a¨hnlich zu PROLOG –
der Standard-Programmiersprache fu¨r die Pra¨dikatenlogik – aufgebaut, allerdings
mit dem Unterschied, dass zeitliche Vorga¨nge abgebildet, zeitliche Operatoren zur
Verfu¨gung gestellt und Unsicherheiten in den logischen Aussagen modelliert wer-
den ko¨nnen. Die logische und gewichtete Verknu¨pfung mit Bewegungsprimitiven er-
folgt in der dritten Ebene, dem Situations-Graphenbaum (engl.: situation graph tree
(SGT), Kru¨ger [1991]). Sie beschreibt den Zustand eines Fahrzeugs eingebettet in
den Kontext von vergangenen und zuku¨nftigen Zusta¨nden; der Detaillierungsgrad
ha¨ngt dabei von der Modellierung ab. Somit beinhaltet ein SGT auch die Pra¨diktion
der Bewegung sowohl auf logischer Ebene und der daraus resultierenden Umsetzung
in kinematische Bewegungen.
Wertung: Die logikbasierten Regeln erlauben eine Reduzierung der Trainings-
menge durch Einbringung expliziten Kontextwissens in die Bewegungspra¨dik-
tion. Allerdings ist die explizite Modellierung aller deskriptiver und kausaler
Zusammenha¨nge sehr aufwa¨ndig, da dies manuell geschehen muss. Zusa¨tzlich
verlangt dies eine funktionale Umsetzung der Regeln zu den Fahrzeug-Sensoren.
Dies macht den Einsatz logikbasierter Regeln sehr aufwa¨ndig in der Umsetzung
und damit nicht tragbar fu¨r die Bewegungspra¨diktion.
2.4.4 Ra¨umlich-lokale Graphen
Die Bewegungen eines Fahrzeugs im Straßenverkehr erfolgt meist entlang vorgege-
bener Wege in Form von Straßen. Zusammen mit Verknu¨pfungspunkten wie z. B.
Kreuzungen bilden sie ein Netzwerk der Straßentopologie. Diese Form des Kontext-
wissens kann nun fu¨r die Vorhersage der Bewegungen durch eine Abbildung dieser
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(a) Wohnbereich mit Bewegung
eines Menschen und Robo-
ters. Quelle: Tadokoro u. a.
[1995].
(b) Nachbildungen einer Straßentopologie nach
Frese u. a. [2008].
Abbildung 2.8: Beispiele von Bewegungspra¨diktionen anhand ra¨umlich-lokaler Graphen.
Topologie auf einen Graphen verwendet werden. Dabei werden mo¨gliche Aufent-
haltspunkte eines Fahrzeugs als Knoten in diesem Graph modelliert und die Kanten
geben entsprechend die mo¨glichen U¨berga¨nge an. Ein Beispiel ist in Abbildung 2.8
gegeben, hierbei wird zwischen ungerichteten und gerichteten Kanten (in der Ab-
bildung dargestellt durch die Pfeilmarkierungen) unterschieden. Fehlende Kanten
zwischen den Knoten deuten auf ein Hindernis (Abbildung 2.8(a)) oder auf einen
nicht erlaubten U¨bergang (Abbildung 2.8(b)) hin. Des Weiteren lassen sich die Kan-
ten mit Gewichten versehen, so dass U¨berga¨nge mit hohen Gewichten bevorzugt
werden.
Eine Vorhersage der Bewegung kann nun durch eine Vorwa¨rtspropagierung der Zu-
sta¨nden in dem Graphen durchgefu¨hrt werden. Dabei wird auf der Basis einer be-
kannten Position der Zustand eines Fahrzeugs im Graphen anhand der Kanten fu¨r
die na¨chsten Zeitschritte pra¨diziert. Da die Bewegung eines Fahrzeugs im Gegensatz
zur Darstellung im Graphen kontinuierlich ist, kann die Zugeho¨rigkeit eines Fahr-
zeugs zu einem Knoten im Graphen auch partiell erfolgen. Die folgend aufgeliste-
ten Vero¨ffentlichungen geben einen U¨berblick u¨ber Methoden dieser graphenbasierte
Vorhersage.
Eine Scha¨tzung zuku¨nftiger, menschlicher Bewegungsverla¨ufe ist fu¨r Roboter im
Haushalt sinnvoll, um den Roboter mo¨glichst konfliktfrei durch den Wohnbereich
navigieren zu ko¨nnen. Hier spielen typische Bewegungsmuster des Menschen eine
große Rolle, die zur Bewegungspra¨diktion verwendet werden ko¨nnen. In der Arbeit
von Tadokoro u. a. [1995] wird die ha¨usliche Umgebung als ein diskretes Gitter
modelliert, wobei jede Gitterzelle den Zustand des Roboters oder Menschen mit
zugeho¨riger Auftrittswahrscheinlichkeit oder ein Hindernis aufnehmen kann (siehe
Abbildung 2.8(a)). Heuristisch bestimmte U¨bergangswahrscheinlichkeiten modellie-
ren dabei die zuku¨nftige Bewegung eines Menschen, z. B. dass Menschen mit ho¨herer
Wahrscheinlichkeit dazu tendieren entlang von Ga¨ngen zu gehen, bei Kreuzungen
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die Richtung zu wechseln oder bei Tu¨reinga¨ngen die Geschwindigkeit zu reduzie-
ren. Fu¨r den Roboter wird dann entsprechend einen Pfad zu dem gewu¨nschten Ziel
mittels eines Genetischen Algorithmus [Mitchell, 1996] gefunden, der hohe Auf-
trittswahrscheinlichkeiten von pra¨dizierten menschlichen Bewegungen vermeidet und
gleichzeitig effizient zum Ziel gelangt.
Eine Pra¨diktion der Bewegungen von Straßenverkehrsteilnehmern auf einer gro¨beren
Skalierung fu¨hren Morzy [2006, 2007] durch: Anstatt die genaue Bewegung lokal
fu¨r die na¨chsten Sekunden zu analysieren, werden Bewegungsmuster in Form von
Trajektorien u¨ber die Zeit anhand eines Stadtplans gesammelt. Als Sensoren kom-
men Mobiltelefone, PDAs oder GPS-Empfa¨nger zum Einsatz. U¨ber den Stadtplan
wird ein diskretes Gitter mit fester Auflo¨sung gelegt und typische Bewegungsver-
la¨ufe mit Hilfe des Apriori-Algorithmus [Agrawal und Srikant, 1994] aus dem
Bereich des Dataminings identifiziert: Aus den aufgezeichneten Bewegungsmustern
werden atomare U¨berga¨nge von Gitterzelle zu Gitterzelle extrahiert und iterativ wie-
der zu gro¨ßeren Ketten zusammengesetzt. Ein Vergleich mit Schwellwerten fu¨r die
Auftrittswahrscheinlichkeit und Konfidenz erlaubt eine Filterung relevanter Bewe-
gungsmuster. Durch eine Zuweisung einer aufgezeichneten Trajektorie zur Laufzeit
zu einem extrahierten Prototypen resultiert in eine Vorhersage fu¨r die Objektbewe-
gung in dem Straßennetz.
In eine thematisch-a¨hnliche Kerbe wie Morzy schlagen auch Kim u. a. [2007]: Al-
lerdings wird hier kein Gitter u¨ber die Straßentopologie gelegt, sondern die Be-
wegungsmuster als gespeicherte Menge von Segmentabschnitten der Straßenkarte
in einer Datenbank abgelegt. Motiviert ist hier eine Bewegungspra¨dikation anhand
der Topologie durch eine Anwendung im Transportwesen, wo von einem Kunden
aufgegebene Gu¨ter dynamisch einem Transportfahrzeug durch die Betrachtung des
zuku¨nftig gefahrenen Weges zugeordnet werden ko¨nnen. Das System identifiziert
Gruppen von mo¨glichen Bewegungsmustern aus der Datenbank, bewertet diese mit
der gefahrenen Historie eines Fahrzeugs anhand eines A¨hnlichkeitsmaßes und ordnet
die wahrscheinlichsten Prototypen dem Fahrzeug zur Bewegungspra¨diktion zu.
Wertung: Die Verwendung ra¨umlich-lokaler Graphen fu¨r die Bewegungspra¨-
diktion beschra¨nkt sich auf statische Umgebungen und kann daher nach dem
derzeitigen Stand der Literatur nicht auf bisher nicht beobachtete Szenarien
angewendet werden. Eine metrisch genaue Vorhersage ko¨nnen diese Verfahren
ebenfalls nicht leisten.
2.4.5 Zeitreihenanalyse
Die Zeitreihenanalyse (engl.: time series analysis) umfasst statistische Methoden zur
Untersuchung von Reihen skalarer Werte, die an verschiedene Zeitpunkten aufge-
zeichnet wurden. Die klassische Stochastik geht ha¨ufig von der Annahme statistisch
unabha¨ngiger und gleichverteilter Ereignisse aus; durch die hohe Korrelation zeit-
lich aufeinanderfolgender Ereignisse ist sie somit nicht uneingeschra¨nkt verwendbar
[Shumway und Stoffer, 2006, Kap. 1]. Die Zeitreihenanalyse kann u¨berall dort
genutzt werden, wo Datenreihen aufgezeichnet werden, zum Beispiel im Bereich der
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Wirtschaftswissenschaften, Sozialwissenschaften, Medizin, Physik oder Datamining.
Ein Teil der Zeitreihenanalyse behandelt die Vorhersage des na¨chsten Zeitschritts
einer Zeitreihe anhand einer observierten Reihe von Messdaten. In den folgenden
Abschnitten werden die wichtigsten Pra¨diktionsmethoden beschrieben; fu¨r einen
allgemeineren U¨berblick sei auf Shumway und Stoffer [2006], Falk [2011] und
Schelter u. a. [2006] verwiesen.
Das bekannteste ist das sogenannte autoregressive process model der Ordnung p,
geschrieben als AR(p). Es pra¨diziert den Wert einer Variable st fu¨r einen Zeitschritt
t durch eine Linearkombination der letzten p Zeitschritte st−1 + . . . + st−p [Falk,
2011, Abschn. 2.2]:
st = a1st−1 + . . .+ apst−p + εt, t ∈ Z. (2.11)
Die Parameter a1, . . . , ap ∈ R gewichten die zeitlich vorhergehenden Zusta¨nde, wa¨h-
rend εt einen Zufallsanteil repra¨sentiert durch weißes Rauschen darstellt. Ohne den
Zufallsanteil εt ist ein AR(p)-Prozess eine Regression u¨ber die letzten p Zeitschritte.
Eine Erweiterung des AR(p)-Modells ist das sogenannte autoregressive moving ave-
rage process model der Ordnung p, q, abgeku¨rzt als ARMA(p, q) [Box und Jenkins,
1990]. Es erweitert das AR(p)-Modell um eine mo¨gliche Einflussnahme vorangehen-
der Zufallsvariablen εt−1, . . . , εt−p auf den aktuellen Zustand durch eine Linearkom-
bination mit den Parametern b1, . . . , bp ∈ R [Falk, 2011, Abschn. 2.2]:
st = a1st−1 + . . .+ apst−p + εt + b1εt−1 + . . .+ bqεt−q. (2.12)
Eine Erweiterung zum ARMA(p, q)-Modell ist das sogenannte ARIMA(p, q)-Modell,
bei dem Differenzen der zeitlichen Variablen betrachtet werden. Wa¨hrend es fu¨r das
AR(p)-Modell eine geschlossene Lo¨sung fu¨r die Wahl der Parameter gibt, so ist das
fu¨r das ARMA(p, q)-Modell und seine Derivate nicht mo¨glich. Allerdings existieren
eine Reihe von Standardmethoden, die ha¨ufig als rekursive Prozeduren definiert sind
[Weigend und Gershenfeld, 1993, Abschn. 3.1.2].
Einen anderen Ansatz zur Vorhersage einer Zeitreihe wa¨hlen Engster und Parlitz
[2006], bezeichnet als local modeling. Dieses Verfahren konstruiert einen
”
Verlaufs-
vektor“ st (engl.: delay vector) fu¨r einen Zeitschritt t aus einer Zeitreihe p skalarer
Werte st, . . . , st−p−1
st = [st, . . . , st−p−1]
⊤, (2.13)
um aus einer Datenmenge Ω = {(st, st+1)}t=1...N bestehend aus N Tupeln von His-
torie und pra¨diziertem Zeitschritt ein Pra¨diktionsmodell zu scha¨tzen. Anstatt einer
globalen Funktion, d. h. optimiert u¨ber alle Datenpunkte, verwendet das Modell fu¨r
eine Anfrage st die k na¨chsten Nachbarn snn1 , . . . , snnk ∈ Ω, um eine Scha¨tzung
ŝt+1 zu bestimmen. Engster und Parlitz [2006] konstruieren ein Polynom m-ter
Ordnung in jede Nachbarschaft und bilden aus einer von der Distanz zur Anfrage
abha¨ngigen Gewichtung entweder ein gewichtetes Mittel (m = 0) oder ein lokal-
lineares Modell (m = 1). Interessant ist die Verwendung globaler Fehlermaße, die
nicht nur den Fehler ‖ŝt+1 − st+1‖ fu¨r den na¨chsten Zeitschritt, sondern auch eine
la¨ngere Pra¨diktion mit iterativer Anwendung des Verfahrens fu¨r mehrere Zeitschritte
voraus beru¨cksichtigt. Dieses Fehlermaß erlaubt eine bessere Wahl der Modellpara-
meter, die nicht analytisch bestimmt werden ko¨nnen, wie zum Beispiel die Anzahl
der Nachbarn k oder der Grad des Polynoms m.
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Engster und Parlitz [2006] vergleichen das vorgestellte Verfahren mit einer Me-
thode von Gershenfeld u. a. [1999], dem sogenannten cluster weighted modeling.
Hier wird die Methode der Gaussian Mixture Models (GMM, siehe Bishop [2006,
Kap. 9]) um ein Scha¨tzung des Erwartungswertes ŝt+1 = E[p(st+1|st)] erweitert.
Die Wahrscheinlichkeitsverteilungen sind multivariate Gaußverteilungen, deren Mit-
telwerte und Varianzen durch einen EM-Algorithmus anhand der Datenmenge Ω
gescha¨tzt werden.
Wertung: Fu¨r die Methoden der Zeitreihenanalyse gibt es bisher keine An-
wendungen zur Bewegungspra¨diktion von Objekten, abgesehen von physikali-
schen Beschreibungen wie etwa Planetenbewegungen. Die bisher vorgestellten
Methoden sind auf die Analyse skalarer Zeitreihen beschra¨nkt; eine Erho¨hung
der Dimensionen wie es zum Beispiel fu¨r Fahrzeugbewegungen notwendig ist,
fu¨hrt zu einer kombinatorischen Explosion der theoretischen Grundlage: Die
den AR(p)- und ARMA(p, q)-Modellen zugrundeliegende Autokorrelation wird
mathematisch nicht mehr handhabbar und bei den local models und dem cluster
weighted modeling erho¨hen sich stark die Anzahl der Dimensionen der Einga-
bevektoren. Beides vervielfacht nichtlinear die Anzahl notwendiger Parameter
und damit erho¨ht sich die Wahrscheinlichkeit, in ungu¨nstigen, lokalen Minima
wa¨hrend der Optimierungsphase zu gelangen.
2.4.6 Temporale Neuronale Netze
In der Informatik sind die ku¨nstlichen neuronalen Netze informationsverarbeitende
Graphen, die aus einer großen Anzahl einfacher Einheiten, den Neuronen, bestehen
[Zell, 1997]. Sie haben biologische, vernetzte neuronale Zellen zum Vorbild (Per-
zeptron: McCulloch und Pitts [1943]; Rosenblatt [1958]), welche durch den
massiven parallelen Einsatz ein leistungsfa¨higes System bilden. Ein neuronales Netz
ist eine starke Abstraktion seines biologischen Vorbilds und besteht aus in Schichten
angeordneten Neuronen als Basisfunktionen, d. h. Knoten in dem Netz. Die U¨ber-
ga¨nge zwischen den Knoten sind die Gewichte und bilden die Parameter des Netzes,
welche selbststa¨ndig anhand von annotierten Beispielen gelernt werden. Fu¨r einen
detaillierten U¨berblick sei auf Bishop [1995] und Zell [1997] verwiesen.
Die Anwendung neuronaler Netze fu¨r die Vorhersage von Objektbewegungen ver-
langt nach einem zeitlichen Aspekt in der Netzstruktur, da die Bewegungen von
Objekten im Straßenverkehr ebenfalls kontinuierlich verla¨uft. Pra¨sentiert man ei-
nem neuronalen Netz fu¨r jeden Zeitschritt die Eingabe der Objektbeschreibung,
Position, etc., als Muster, so ist nicht nur das Muster selbst wichtig, sondern auch
seine Position in der gesamten Sequenz [Zell, 1997, S. 137]. Die ha¨ufigste topologi-
sche Auspra¨gung des neuronalen Netzes ist das sogenannte Feedforward-Netzwerk.
Der Informationsfluss einer Eingabe richtet sich streng vom Anfang bis zur Ausgabe
des Netzes. Zur Verarbeitung zeitlich-aufeinanderfolgender Signale werden entweder
spezielle Leck-Neuronen (engl.: leaky neurons, Reiss und Taylor [1991]) in das
Netz eingefu¨gt oder die Ausgabe des Netzes wieder in die vorangegangenen Schich-
ten zuru¨ckgefu¨hrt (rekurrente Netze). Beide Varianten werden im Folgenden fu¨r die
Bewegungspra¨diktion kurz vorgestellt.
30 2. Stand der Technik
...
...
...
...
...
Symbol-
Netzwerk
Leck-
Neuronen
Kontext-
Netzwerk
Feedback-Schleife
Eingabe-
Schicht
(a) Netz mit Leck-Neuronen und
Feedback-Schleife nach Johnson
und Hogg [1996]; Sumpter und
Bulpitt [2000].
(b) Echo-State-Netzwerk nach Hell-
bach u. a. [2008]. Fu¨r das Training
werden nur die Wout-Gewichte ad-
aptiert.
Abbildung 2.9: Beispiele rekurrenter neuronaler Netze fu¨r die Bewegungspra¨diktion.
In Johnson und Hogg [1996] verwenden die Leck-Neuronen fu¨r die Repra¨sentation
zeitlicher Bewegungsmuster von Fußga¨ngern in Szenen mit einer statischen Kamera,
z. B. auf einen Parkplatz ausgerichtet. Ein Bewegungsdetektor verfolgt die Perso-
nen in der Szene u¨ber einen la¨ngeren Zeitraum. Eine Vektorquantisierung durch
ein neuronales Netz approximiert die Verteilung dieser Objekttrajektorien. In Ab-
bildung 2.9(a) entspricht dies dem Symbolnetzwerk. Die Eingabe des Netzes ist ein
vierdimensionaler Vektor aus zweidimensionaler Position und der relativen Verschie-
bung zum na¨chsten Zeitschritt. Die Anzahl der Ausgabeknoten des Symbolnetzes
betra¨gt 1000 Stu¨ck und an jeden Knoten wird ein Leck-Neuron angeha¨ngt (Leck-
Neuronen-Schicht in Abbildung 2.9(a)). Jedes Leck-Neuron gibt das Maximum seiner
Eingabe der letzten Zeitschritte verbunden mit einem exponentiellen Abklingterm
an die folgende Schicht weiter [Reiss und Taylor, 1991]. Somit erha¨lt jedes Aus-
gabeneuron des Symbolnetzes in Verbindung mit einem Leck-Neuron ein gewisses
Moment, welche in Kombination mit anderen Neuronen eine Trajektorie nachbil-
det. Das nachgeschaltete Kontext-Netzwerk verknu¨pft diese zeitliche Information
mit symbolischer Information; fu¨r die Pra¨diktion schlagen Johnson und Hogg
eine Verknu¨pfung der Ausgabeneuronen des Kontext-Netzes mit Trajektorien vor,
anhand derer wieder die zuku¨nftige Bewegung gescha¨tzt wird.
Die Arbeit von Sumpter und Bulpitt [2000] ist eine Erweiterung des neurona-
len Netzes von Johnson und Hogg [1996] um eine rekurrente Komponente. Die
Aufgabe dieses Netzes ist, die Bewegungen einer Herde von Tieren, z. B. Schafen
oder Ga¨nsen, vorherzusagen (vgl. Vaughan u. a. [1997]). Die Bewegungspra¨dikti-
on wird dazu verwendet die Herde durch einen Roboter zielgerichtet an einen be-
stimmten Punkt innerhalb einer festen Umgebung zu dirigieren. Die Struktur ist in
Abbildung 2.9(a) dargestellt. Die Eingabe des neuronalen Netzes ist ein Merkmals-
vektor aus Position der Herde, Position des Roboters, die A¨nderung der Position
der Herde und die Form-Parameter, die den Rand der Herde in einem Kamera-
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bild durch B-Splines pra¨sentieren. Das Symbol-Netz verwendet 500 Ausgabeknoten
fu¨r die Vektorquantisierung. Durch die nachgeschaltete Leck-Neuronen-Schicht wird
auch hier wieder die Trajektorie der Merkmalsvektoren in dem Netz nachgebildet.
Der Abklingterm ist so modelliert, dass die Leck-Neuronen ca. zwei Sekunden der
observierten Historie speichern. In der dritten Schicht wird die Verbindung zwischen
diesen zeitlichen Aktivierungen hergestellt, dem sogenannten Kontext-Netzwerk. Es
wird kompetitiv so trainiert, dass es immer den na¨chsten Zeitschritt pra¨diziert. Eine
besondere Eigenschaft des neuronalen Netzes ist der mo¨gliche Umgang mit partiel-
len Eingangsdaten: Wird nur die Position des Roboters pra¨sentiert, kann das Netz
die u¨brige Eingabe scha¨tzen. Dies ist fu¨r die Pra¨diktion von Vorteil, da dem trai-
nierten Netz eine Planung des Roboterpfades pra¨sentiert werden kann und das Netz
die zuku¨nftige Position der Herde scha¨tzt. Fu¨r eine Bewegungspra¨diktion mehrerer
Zeitschritte der Herdenbewegung wird die Ausgabe des Kontext-Netzes wieder in
die Eingabe der Leck-Neuronen-Schicht gegeben. Aus der Verknu¨pfung der zeitli-
chen Ausgaben des Kontext-Netzes erha¨lt man so eine Pra¨diktion der Bewegung.
Die Pra¨diktionsleistung der Herdenposition wird fu¨r einen Zeithorizont von drei Se-
kunden voraus im Mittel bei einem Meter angegeben.
Ein Echo-State-Netzwerk (ESN) verwenden Hellbach u. a. [2008] fu¨r die Bewe-
gungspra¨diktion von Personen. Dieses neuronale Netz wurde fu¨r das Lernen sich
wiederholender Signale konstruiert; der Aufbau weicht allerdings stark von der Ar-
chitektur u¨blicher neuronaler Netze ab. Eine schematische U¨bersicht ist in Abbil-
dung 2.9(b) gezeigt. Die Eingabe des Netzes wird in ein Reservoir propagiert, welches
eine Menge von Neuronen mit einer geringen Anzahl von Verknu¨pfungen darstellt.
Diese Spa¨rlichkeit in der Anzahl der Verknu¨pfungen wird in der Regel mit bis zu
20 % gegenu¨ber einem vollvernetzten Reservoir angegeben. Das Netz ist in der Hin-
sicht rekurrent, dass die Ausgabe des ESN wieder in das Reservoir zuru¨ckgegeben
wird. Wa¨hrend des Trainings werden nur die AusgabegewichteWout angepasst, die
u¨brigen Gewichtsmatrizen Win, Wres und Wback werden bei der Initialisierung
des Netzes nach bestimmten Kriterien mit zufa¨lligen Werten belegt. Im Gegensatz
zu den allgemeinen neuronalen Netzen entfa¨llt somit beim Training die adaptive
Anpassung der Gewichte und wird beim ESN durch eine direkte Bestimmung der
Wout im Least-Squares-Sinne ersetzt.
Hellbach u. a. [2008] verwenden ein ESN fu¨r die Bewegungsvorhersage ra¨umlicher
Positionen von Ko¨rperteilen, z. B. der Hand. Bei sich gehenden oder laufenden Perso-
nen beinhaltet das Bewegungssignal neben der Verschiebung eine oszillierende Kom-
ponente wie bei dem Hin- und Herschwingen eines Arms. Die Autoren vergleichen
die Pra¨diktion des ESN mit Methoden der Zeitreihenanalyse (siehe Abschnitt 2.4.5),
insbesondere mit den Autoregressive Models, dem Local Modeling und dem Cluster
Weighted Modeling. Das Ergebnis der Vero¨ffentlichung ist, dass das ESN generell
die gleiche Pra¨diktionsleistung wie das Local Modeling besitzt mit a¨hnlichen Ge-
schwindigkeitsvorteilen in der Berechnung wie die Autoregressive Models und somit
in beiden Kategorien mit aktuellen Verfahren mithalten kann. Aus dieser Kombinati-
on ergibt sich nach der Argumentation der Autoren einen Vorteil fu¨r die Verwendung
eines ESNs.
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Abbildung 2.10: Trajektorie eines Fahrzeugs aus der Vogelperspektive mit einzelnen Fahr-
zeugzusta¨nden xi und Zeitstempel ti.
Wertung: Ein rekurrentes neuronales Netz ermo¨glicht eine Bewegungspra¨dik-
tion durch eine iterative Propagierung der Ausgabe wieder zur Eingabe des Net-
zes. Insbesondere die Anwendung spezieller Leck-Neuronen erlaubt dem Netz
die Speicherung der Bewegungshistorie eines Objekts. Im Vergleich dazu ist ein
Echo-State-Netzwerk auf die Verarbeitung oszillierender Signale spezialisiert. In
den Bewegungsmustern von Fahrzeugen tritt dieser oszillierender Anteil nicht
auf.
2.4.7 Trajektorienbasierte Verfahren
Eine Trajektorie ist definiert als ein diskret abgetastetes, kinematisches Profil eines
Fahrzeugsmano¨vers [Chan, 1995]. Somit stellt eine Trajektorie T eine geordnete Lis-
te von Tupeln zu jedem Zeitschritt i = 1 . . .N dar, welche den vektoriellen Zustand
eines Fahrzeugs xi ∈ RD der Dimension D und einen Zeitstempel ti ∈ N beinhalten:
T = {(x1, t1), (x2, t2), . . . , (xN , tN)} . (2.14)
In der Literatur besteht der Fahrzeugzustand xi meist aus der zweidimensionalen
Position des Fahrzeugs, d. h. xi = [x, y]
⊤ (siehe Abbildung 2.10). Zwar lassen sich die
Geschwindigkeit, Orientierung und weitere kinematische Merkmale aus den numeri-
schen Ableitungen dieser Trajektorien bestimmen, aber diese Merkmale ko¨nnen auch
direkt in den Fahrzeugzustand aus den Sensoren integriert werden, um numerische
Fehler zu vermeiden.
Eine Menge von Trajektorien bildet gespeicherte Menge von Bewegungsmustern.
Diese kann durch ein geeignetes Modell generalisiert oder in ihrer Rohform zur Pra¨-
diktion verwendet werden. Fu¨r ein observiertes Muster wird nun fu¨r die Vorhersage
nach mo¨glichst a¨hnlichen Bewegungsmustern in der Trajektorien-Menge gesucht. Da
die Trajektorien auch die zuku¨nftige Bewegungen speichern, kann somit auf den zu-
ku¨nftigen Bewegungsverlauf der observierten Bewegung geschlossen werden. In den
folgenden Abschnitten werden Verfahren aus der Literatur exemplarisch vorgestellt,
in welchen die Verwendung Trajektorien einen Großteil der Methode bestimmt.
Saunier u. a. [2007] verwenden direkt Trajektorien zur Bewegungspra¨diktion und
stellen eine probabilistische Kollisionspra¨diktion fu¨r Kreuzungen vor. Eine Kamera
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(a) Pra¨diktion von Fahrzeugbewegungen an
Kreuzungen. Quelle: Saunier u. a. [2010]
(b) Pra¨dktion von Personenbewegungen in
ha¨uslichen Umgebungen. Quelle: Kruse
u. a. [1997]
Abbildung 2.11: Beispiele fu¨r die Bewegungspra¨diktion mittels Trajektorien.
observiert aus der Vogelperspektive eine Kreuzung und nimmt die Fahrzeugbewegun-
gen auf, welche u¨ber einen Merkmals-Tracker in den Kamerabildern verfolgt werden.
Die daraus resultierenden Trajektorien beinhalten die Fahrzeugposition und den
entsprechenden Zeitstempel. Aus der Trajektorienmenge werden kurze Teilstu¨cke
eliminiert, falls diese in la¨ngeren Trajektorienstu¨cken mittels eines Trajektorien-
Distanzmaßes gefunden (LCSS, vgl.Vlachos u. a. [2005]) werden. Die resultierende
Hypothesenmenge dient im weiteren Verlauf als Referenzmenge zur Pra¨diktion der
Fahrzeugbewegungen. Dazu bestimmt das System anhand einer observierten Trajek-
torie eines Fahrzeugs die a¨hnlichste Referenztrajektorie. Der zuku¨nftige Bewegungs-
verlauf wird dann durch einen Lookup auf dieser Referenztrajektorie ermittelt. Eine
Kollisionswahrscheinlichkeit wird immer paarweise fu¨r zwei Fahrzeuge bestimmt, in-
dem die pra¨dizierten Bewegungsverla¨ufe auf eine zuku¨nftige Kollision u¨berpru¨ft und
durch eine Normalverteilung abha¨ngig von der menschlichen Reaktionszeit probabi-
listisch gewichtet werden (siehe Abbildung 2.11(a)). U¨berschreitet diese Kollisions-
wahrscheinlichkeit einen manuell bestimmten Schwellwert, so wird an den Fahrer
eine Warnung ausgegeben. Saunier u. a. [2010] erweitern dieses Konzept auf eine
verbesserte statistische U¨berpru¨fung anhand des Orts der Kreuzung. Es zeigt sich,
dass besonders beim Linksabbiegen eine erho¨hte Kollisionswahrscheinlichkeit auf-
tritt. Außerdem ko¨nnen nun statistische Profile fu¨r jede Kreuzung angelegt werden.
Einen a¨hnlichen Ansatz wie Saunier u. a. [2007] verfolgen Kruse u. a. [1997] mit
sogenannten stochastischen Trajektorien zur Scha¨tzung zuku¨nftiger Bewegungsver-
la¨ufe von Personen innerhalb einer ha¨uslichen Umgebung (siehe Abbildung 2.11(b)).
Mehrere an der Zimmerdecke montierte Kameras mit u¨berlappenden Sichtfeldern
observieren die Szene von verschiedenen Blickwinkeln aus und verfolgen die Perso-
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nenbewegungen durch eine Kombination aus Differenzbildanalyse und Konturverfol-
gung in den Bildern. Eine so u¨ber die Zeit aufgenommene Trajektorienmenge wird
dann zu einer Untermenge sogenannter stochastischer Trajektorien reduziert, in-
dem a¨hnliche Trajektorien u¨ber ein Distanzmaß verglichen werden. Das Distanzmaß
bewertet den Grad der U¨berlappung zweier Trajektorien. Die stochastische Kompo-
nente ist die Auftrittswahrscheinlichkeit einer Trajektorie in der observierten Menge.
Fu¨r die Bewegungsvorhersage von Personen wird eine aufgenommene Trajektorie ei-
ner Person mit der Referenzmenge verglichen. Durch die Zuordnung der a¨hnlichsten
Trajektorien kann u¨ber die Auftrittwahrscheinlichkeit eine Abscha¨tzung u¨ber den
zuku¨nftigen Bewegungsverlauf von Personen abgegeben werden. Diese Information
wird zur Roboternavigation verwendet, bei der ein Roboter mo¨glichst ohne Sto¨rung
des Bewegungsverlaufs durch die Umgebung fa¨hrt.
Ein a¨hnliches Szenario wie Kruse u. a. [1997] verwenden Bennewitz u. a. [2005]
fu¨r die Navigation von Robotern in Haushalten, Bu¨roumgebungen und Fluren. Al-
lerdings wird in dieser Vero¨ffentlichung die Trajektorien-Referenzmenge durch ei-
ne gewichtete Summe von Normalverteilungen approximiert, welche durch einen
Expectation-Maximisation-Algorithmus (EM) bestimmt sind. Ein Hidden-Markov-
Modell (HMM) ordnet eine observierte Trajektorie eines Menschen einer Serie von
Normalverteilungen in probabilistischer Weise zu, so dass eine Pra¨diktion der Be-
wegung u¨ber eine Bestimmung der Aufenthaltswahrscheinlichkeit fu¨r die na¨chsten
Zeitschritte ermo¨glicht wird.
Eine aufgezeichnete Menge von Objektbewegungen in Form von Trajektorien entha¨lt
viele redundante Informationen, d. h. viele Bewegungsmuster haben eine so große
U¨bereinstimmung, dass sie als gleichwertig gelten oder ein Muster in dem anderen
Muster bereits enthalten ist. In der Literatur wird deshalb ha¨ufig ein Clusterver-
fahren eingesetzt, um die aussagekra¨ftigsten Trajektorien-Prototypen zu ermitteln,
welche mo¨glichst gut die Gesamtmenge repra¨sentieren. Dies verlangt zum einen nach
einem geeigneten Verfahren zur Gruppierung und Bestimmung dieser Prototypen
und zum anderen nach einem Distanzmaß fu¨r Trajektorien. Wa¨hrend die Cluster-
verfahren in der Literatur hinreichend gut erforscht sind (siehe dazu Anderberg
[1973] und Xu und Wunsch [2005]), existiert fu¨r ein Trajektorien-Distanzmaß kein
etablierter Standard. Daher wird in den folgenden vero¨ffentlichten clusterbasierten
Verfahren neben der Pra¨diktionsleistung auch auf das Distanzmaß eingegangen.
Eine Bahnplanung in dynamischen Umgebungen mittels gelernten Bewegungen stel-
len Large u. a. [2004] vor (vgl. auch Vasquez u. a. [2004]). Anwendungsbeispiele
werden anhand einer Fußga¨ngererkennung und U¨berwachung des Verkehrsflusses
an Abzweigungen gezeigt. Eine ortsfeste Kamera verfolgt aus der Vogelperspektive
sich bewegende Objekte, z. B. Fußga¨nger oder Fahrzeuge. In einer Trainingspha-
se werden Trajektorien aufgezeichnet und mittels eines agglomerativem Clustering-
Algorithmus auf Mittelwertstrajektorien und zugeho¨rige Varianzen reduziert. Das
vorgestellte Distanzmaß fu¨r zwei kontinuierliche Trajektorien Ti und Tj u¨ber die
Zeit t ist wie folgt definiert:
δ(Ti, Tj) =
 1
max
{
t
(max)
i , t
(max)
j
} ∫ max{t(max)i ,t(max)j }
t=0
(Ti(t)− Tj(t))2 dt
 12 (2.15)
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mit T (t) = T (t(max)) fu¨r t > t(max). t
(max)
i und t
(max)
j stellen jeweils die zeitliche Dau-
er der Trajektorien Ti und Tj dar. Der Wert δ(Ti, Tj) beschreibt somit die mittlere
euklidische Distanz zwischen zwei Trajektorien. In der Umsetzung wird das Integral
durch eine Summe u¨ber die diskreten Trajektorienpunkte ersetzt. Aufgrund der An-
nahme einer statischen Szene liegen die Trajektorien in dem gleichen Teilraum in
Weltkoordinaten; somit ist keine Kompensation fu¨r die Verschiebung oder Rotation
der Trajektorien fu¨r einen Vergleich notwendig. Mittels einer Distanztabelle werden
die Trajektorienstu¨cke geclustert und fu¨r jedes Clusterzentrum Ck den zeitabha¨ngi-
gen Mittelwert µk(t) und die (allgemeine) Standardabweichung σk aus den jeweiligen
Nk Anha¨ngern di(t), 1 ≤ i ≤ Nk, di(t) ∈ Ck bestimmt:
µk(t) =
1
Nk
Nk∑
i=1
Ti(t), σk =
(
1
Nk
Nk∑
i=1
δ2(Ti, µk)
2
) 1
2
. (2.16)
Fu¨r den Pra¨diktionalgorithmus wird eine probabilistische Bewertungsfunktion defi-
niert, welche die Wahrscheinlichkeit der Zuordnung einer gegebenen Teiltrajektorie
Tp(t) zu dem Clusterzentrum Ck bestimmt:
p(Tp |Ck) = 1√
2piσk
e
− 1
2
(
δp(Tp,µk)
σ
)2
. (2.17)
Die Bestimmung der Distanz von der Teiltrajektorie Tp(t) zu einem Clusterzentrum
ist eine Modifikation der Distanzfunktion aus Gleichung 2.15:
δp(Tp, Ti) =
(
1
t
(max)
p
∫ t(max)p
t=0
(Tp(t)− Ti(t))2 dt
) 1
2
. (2.18)
Eine Zuordnung einer beobachteten Trajektorie zu einer gelernten Trajektorie kann
nun u¨ber eine Wahrscheinlichkeitsschwelle erfolgen, um mehrere Mo¨glichkeiten fu¨r
ein verfolgtes Objekt zu erhalten. Die Bewegungsplanung eines Roboters erfolgt
nun u¨ber einen A∗-Algorithmus (vgl. Hart u. a. [1968]), der die Bewegungen der
Objekte im Raum beru¨cksichtigt und als Hindernisse betrachtet, die es zu umfahren
gilt. Somit soll der u¨bliche Bewegungsablauf von anderen Objekten oder Personen
im Raum nicht gesto¨rt werden.
Die Detektion atypischer Personen-Bewegungen in Videosequenzen mit statischer
Kamera stellen Junejo u. a. [2004] vor. Aufgezeichnete Trajektorien werden unter-
einander mit der Hausdorff-Distanz (siehe Gleichung 2.19, Belogay u. a. [1997])
verglichen und durch einen Graph-Cut-Algorithmus geclustert. Die Hausdorff-Di-
stanz D(Ti, Tj) zwischen zwei Trajektorien Ti und Tj ist dabei wie folgt definiert
[Junejo u. a., 2004]:
D(Ti, Tj) = max {d(Ti, Tj), d(Tj, Ti)} mit d(Ti, Tj) = max
a∈Ti
min
b∈Tj
||a− b|| (2.19)
Je mehr sich zwei Trajektorien u¨berdecken, desto geringer ist der Hausdorff-Abstand
D(Ti, Tj). Fu¨r jeden Clusterprototypen wird eine mittlere Trajektorie und ein um-
schließender Schlauch berechnet, welche Mittelwert und Varianz approximieren. Die
Zugeho¨rigkeit einer zur Laufzeit aufzeichneten Bewegung wird anhand von drei
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Abbildung 2.12: Multiple Hypothesen fu¨r die Bewegungspra¨diktion von Fahrzeugbewegun-
gen fu¨r verschiedene Zeitschritte. Die Prozentangaben geben die Wahrscheinlichkeit einer
Hypothese an. Quelle: Hu u. a. [2004a].
Merkmalen bestimmt: Die ra¨umliche Distanz, der Unterschied in Geschwindigkeit
und Kru¨mmung der Trajektorie.
Anagnostopoulos u. a. [2010] interpretieren die Bewegungspra¨diktion als ein
Klassifikationsproblem und wenden Methoden des maschinellen Lernens zur Grup-
pierung observierten Bewegungsmuster und Zuordnung einer beobachteten Historie
zu einem Bewegungs-Prototypen durch einen Klassifikator an. Die Prototypen einer
Menge von Trajektorien aufgezeichnet durch die Bewegungen von Benutzern mit
Mobiltelefonen in der Stadt wird durch ein kMeans-Clusterverfahren (vgl. Ander-
berg [1973]) gruppiert. Die Anzahl der Clusterzentren ist nicht manuell festgelegt,
sondern wird durch ein kompetitives Verfahren aus der Familie der Adaptive Reso-
nance Theory-Algorithmen (ART, Grossberg [1987]) bestimmt. Zur Laufzeit wird
eine observierte Trajektorie zu einem Prototypen durch die Hausdorff-Distanzmetrik
zugeordnet und somit eine Pra¨diktion der Bewegung durch einen Lookup auf dem
Prototypen erzielt.
In den Vero¨ffentlichungen von Hu u. a. [2004c,a] wird eine Kollisionsdetektion mit-
tels der Pra¨diktion aufgezeichneter Trajektorien realisiert. Das Szenario besteht aus
einer statischen Kamera, die auf eine Verkehrskreuzung aus der Vogelperspektive
blickt. Die Arbeit besteht aus zwei Teilen: Zum einen werden aufgenommene Be-
wegungsmuster durch eine Fuzzy Self-organising Map (FSOM, Tsao u. a. [1994])
geclustert und die Outputneuronen wieder realen Trajektorien zugewiesen. Die so
entstandene, reduzierte Menge von Referenztrajektorien wird dann in dem zweiten
Schritt zur Vorhersage von Kollisionen und Detektion von abnormalen Verhaltens-
mustern von Verkehrsteilnehmern verwendet. Hierzu wird fu¨r ein observiertes Bewe-
gungsmuster eines Fahrzeugs der a¨hnlichste Teil zu jedem Trajektorien-Prototypen
u¨ber ein Distanzmaß gefunden, welches sowohl den Abstand der Trajektorienpunkte
in der Bildebene als auch den Geschwindigkeitsunterschied zu jeden Trajektorien-
punkt beru¨cksichtigt. Des Weiteren wird der Vergleich der Trajektorienpunkte der
observierten Historie exponentiell abklingend gewichtet, um den Einfluss zeitnaher
Observationen auf das Distanzmaß zu sta¨rken. Der Distanzwert normalisert u¨ber die
Distanzen zu allen Prototypen ergibt somit eine Zuweisungswahrscheinlichkeit eines
Prototypen zu einer observierten Trajektorie. Fu¨r die Bewegungspra¨diktion wird die
Auftrittswahrscheinlichkeit fu¨r eine Gewichtung des zuku¨nftigen Bewegungsverlaufs
verwendet (siehe Abbildung 2.12).
Wertung: Trajektorien ermo¨glichen eine sensorunabha¨ngige Repra¨sentation
von Bewegungsmustern durch die direkte Speicherung der Objektzusta¨nde und
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Abbildung 2.13: Beispiel einer Bahnplanung fu¨r ein Fahrzeug mit bekannter Start- und
Endkonfiguration ~xs und ~xg auf einem Parkplatz. Quelle: Schro¨der u. a. [2008].
bilden die Grundlage vieler lernender Verfahren, die die Parameter von Be-
wegungsmodellen an eine Menge von Bewegungsmustern anpassen (vgl. Ab-
schnitt 2.4.2, 2.4.5 und 2.4.6). Im Gegensatz zu den konstruierten Bewegungs-
modellen zielt die direkte Verwendung der Trajektorien zur Bewegungsvorher-
sage auf ein implizites Bewegungsmodell, dessen Instanzen durch die Trajek-
torienmenge genu¨gend repra¨sentiert ist. In der derzeitigen Literatur werden in
der Bewegungsvorhersage fu¨r Fahrzeuge immer statische Szenarien genommen,
fu¨r die viele Trajektorien-Beispiele (> 300) bereits bekannt sind. Eine Adaption
auf neue, bisher unbekannte Szenarien ist bisher nicht angegeben.
2.5 Bahnplanung und Kooperative Gruppen
Die Bahnplanung scha¨tzt fu¨r mobiles Objekt, z. B. fu¨r Fahrzeuge, Roboter, etc.,
den Weg unter bestimmten Optimierungskriterien wie Wegla¨nge oder Sicherheit des
Objekts. Fu¨r einen U¨berblick sei auf LaValle [2006] verwiesen. In der klassischen
Bahnplanung mu¨ssen folgende Kriterien erfu¨llt sein:
• Der Start- und Zielpunkt des Objekts ist gegeben, und
• die Umgebung – andere Objekte, topologische Gegebenheiten oder Hindernisse
– ist hinreichend sensoriell erfasst.
Fu¨r die Anwendung der Bahnplanung in der Bewegungsvorhersage ist insbesondere
das erste Kriterium nicht erfu¨llt, da die Intention eines Fahrers u¨ber die Richtung im
Allgemeinen nicht im Voraus bekannt ist. Ausnahmen bilden die Verwendung von
manuell eingegebener Richtungsinformationen zum Beispiel aus mobilen Navigati-
onssystemen, bei denen der Fahrer im Vorfeld das gewu¨nschte Ziel angibt und ein
System zur Bewegungsplanung lokal an jeder Abzweigung die Richtung vorgeben
kann. In diesen Fa¨llen kann die Bahnplanung eine Bewegungspra¨diktion realisieren,
indem angenommen wird, dass die berechnete Bahn einer von einem menschlichen
Fahrer ausgefu¨hrte Fahrt widerspiegelt.
38 2. Stand der Technik
Ein Beispiel aus der Literatur fu¨r den Einsatz der Bahnplanung fu¨r Fahrzeuge ist
die Vero¨ffentlichung von Schro¨der u. a. [2008]. Die Autoren verwenden einen A∗-
Algorithmus [Hart u. a., 1968], um in einem durch kinematischen Bewegungsprimi-
tiven aufgespannten Graphen einen optimalen Pfad zu finden. Die Bewegungsprimi-
tiven setzen sich aus Bewegungen mit konstanter Geschwindigkeit und konstanter
Kru¨mmung (CT-Modell aus Abschnitt 2.4.1) mit verschieden gewa¨hlten Parametern
zusammen. Das Optimalita¨tskriterium begu¨nstigt eine kurze Wegstrecke, mo¨glichst
wenige A¨nderungen in dem Kru¨mmungsverlauf, die Vermeidung von Hindernissen
in der Umgebung des Fahrzeugs und das Folgen eines Straßenverlaufs. Beispiele
sind fu¨r das Einparken auf einem Parkplatz (siehe Abbildung 2.13) und das Folgen
einer Fahrspur gegeben. Die Einbringung weiterer Aspekte der Fahrdynamik wie
Beschleunigung, Stehenbleiben oder Bremsen erho¨ht die Komplexita¨t des Graphen
nichtlinear und dadurch sto¨ßt der A∗-Algorithmus schnell an seine rechentechnischen
Grenzen zur Laufzeit. Althoff u. a. [2008] stellen daher eine erweiterte Betrach-
tung der Fahrdynamik mit Hilfe von
”
Stochastic Reachable Sets“ vor, allerdings wird
hier angenommen, dass der Bahnverlauf bereits bekannt ist. Die Anwendung ist die
Kollisionsdetektion fu¨r mehrere Fahrzeuge in einer Verkehrssituation, die durch ein
diskretes Raster repra¨sentiert ist. Jede Zelle des Rasters bildet die Aufenthalts-
wahrscheinlichkeit fu¨r ein Fahrzeug ab. Die Bewegungsmodelle beru¨cksichtigen die
Interaktion zwischen den Fahrzeugen.
Wertung: Fu¨r den Einsatz der Bahnplanung in der Bewegungspra¨diktion muss
das Ziel bereits bekannt sein. Diese Information ist insbesondere bei der Be-
trachtung anderer Fahrzeuge nicht gegeben und daher kann die Bahnplanung
fu¨r die Bewegungspra¨diktion nicht verwendet werden.
2.6 Zusammenfassung
Dieses Kapitel stellt einen U¨berblick u¨ber der Stand der Technik im Bereich der
Fahrerassistenzsysteme und Methoden zur Bewegungspra¨diktion und Aktionsvor-
hersage bereit. Das na¨chste Kapitel baut auf diesem U¨berblick auf und entwickelt
ein Systemkonzept zur Bewegungsvorhersage und Aktionserkennung.
3
Entwurf eines Systems zur
Bewegungsvorhersage und Aktionserkennung
Das vorhergehende Kapitel gab einen U¨berblick u¨ber den Stand der Technik in
der Bewegungsvorhersage von Fahrzeugen. Auf Basis dieser Darstellung werden in
diesem Kapitel die U¨berlegungen und Anforderungen an ein System zur Bewegungs-
pra¨diktion vorgestellt.
3.1 Kritische Analyse der Literaturverfahren
In der Literatur ist das kinematische CTCA-Modell (engl.: constant turn and con-
stant acceleration, vgl. Abschnitt 2.4.1) die am ha¨ufigsten verwendete Methode zur
Bewegungspra¨diktion fu¨r Fahrzeuge. Dies la¨sst sich anhand der Einfachheit dieses
Modells erkla¨ren, da keine Parameter gelernt werden mu¨ssen. Des Weiteren ist dieses
Modell fu¨r eine Pra¨diktion mit einem Zeithorizont von unter einer Sekunde ausrei-
chend, da in diesem Bereich menschliche Einflu¨sse, z. B. die A¨nderung der Fahrtrich-
tung, nur geringe Auswirkungen in der endgu¨ltigen Position oder Ausrichtung des
Fahrzeugs haben. Aufgrund geringer Geschwindigkeiten gilt dies insbesondere fu¨r
den innersta¨dtischen Verkehr.
Die Nachteile bei der Verwendung des CTCA-Modells werden in typischen Abbie-
gesituationen deutlich; beginnt ein Fahrzeug an einer Kreuzung abzubiegen, treten
zwei negative Effekte bei der Pra¨diktion durch das CTCA-Modell auf: Zum einen
la¨sst sich ein
”
U¨berstreichen“ der Pra¨diktionstrajektorie zu Beginn des Einbiegens
beobachten (siehe Abbildung 3.1(a)). Bei einem Linksabbieger verweist die Pra¨dik-
tion somit immer in die Fahrbahn eines entgegenkommenden Fahrzeugs. Der zwei-
te Effekt tritt bei dem Herausfahren aus der Kreuzung auf. Hier u¨bersteuert die
Pra¨diktion den Kurvenradius des Fahrzeugs und verweist somit ebenfalls auf die
Fahrbahn eines entgegenkommenden Fahrzeugs oder sogar auf den Bereich außer-
halb der Straßenbegrenzungen (siehe Abbildung 3.1(a)). Wird das CTCA-Modell
fu¨r Zeithorizonte gro¨ßer als eine Sekunde verwendet, sind somit in einem Fahreras-
sistenzsystem permanent auftretende Falschalarme die Folge.
Verantwortlich fu¨r diese negativen Effekte bei dem CTCA-Modell sind die nichtli-
nearen Gierwinkel- und Geschwindigkeitsverla¨ufe der Trajektorien (siehe Abbildun-
gen 3.1(b)–(c)). Diese nichtlinearen Verla¨ufe kommen durch den Eingriff des Fahrers
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Abbildung 3.1: Pra¨diktion des CTCA-Modells an einer Kreuzung fu¨r einen Linksabbie-
ger. (blau) Tatsa¨chlich abgefahrene Fahrzeugtrajektorie. (gru¨n) Pra¨diktionen des CTCA-
Modells fu¨r einen Zeithorizont von 3 s, dargestellt fu¨r jeden zehnten Zeitschritt. Die Marker
geben jeweils den Beginn (Kreis) und Ende (Kreuz) des Abschnitts an, fu¨r den das CTCA-
Modell angewendet wird.
zustande. Somit ist ersichtlich, dass das CTCA-Modell fu¨r eine Langzeitpra¨diktion
mit einem Zeithorizont gro¨ßer als eine Sekunde ungeeignet ist.
Menschlichen Einflu¨sse oder das sogenannte
”
Fahrverhalten“ ko¨nnen dagegen u¨ber
ein lernendes Verfahren mit in die Pra¨diktion eingebracht werden. In der Literatur-
u¨bersicht in Kapitel 2 wurden dazu einige Methoden vorgestellt. Die Hidden Markov-
Modelle (HMM) beschra¨nken sich aber auf eine diskrete, symbolische Verarbeitung
von Verhaltensmustern (siehe Abschnitt 2.4.2). Eine positionsgenaue Abscha¨tzung
des zuku¨nftigen Fahrverlaufs eines Fahrzeugs ist damit aber nur u¨ber einen zu-
sa¨tzlichen Schritt mo¨glich, der aus den diskreten Zusta¨nden des Abbiegeverhaltens
wieder eine Trajektorie generiert. Dazu ist ein erweitertes Kontextwissen in Form
einer Straßenkarte oder a¨hnliches notwendig. Des Weiteren verlangt das Training
eines HMM’s durch eine hohe Anzahl der internen Parameter eine große Menge von
Trainingsdaten fu¨r eine ausreichende Konvergenz des Lernverfahrens. Dies ist fu¨r
die Betrachtung von statischen Szenen durchfu¨hrbar, wo ein Sensor das Geschehen
an einer Kreuzung u¨ber einen la¨ngeren Zeitraum verfolgen kann, aber im Falle eines
sich bewegenden Fahrzeugs ausgestattet mit einem Fahrerassistenzsystem mu¨sste
dieselbe Kreuzung sehr oft durchfahren werden, um eine gute Pra¨diktion durch ein
HMM zu gewa¨hrleisten. Die Verwendung eines HMM’s zur Bewegungspra¨diktion ist
somit nicht die geeignete Wahl.
Alternativ stehen fu¨r die Bewegungspra¨diktion Methoden aus dem logik- und gra-
phenbasierten Umfeld zur Verfu¨gung (siehe Abschnitte 2.4.3 und 2.4.4). Diesen Ver-
fahren ist allerdings gemein, dass ihnen eine manuell erstellte Struktur vorgegeben
werden muss, deren Parameter wiederum aus Stichproben adaptiert wird. Fu¨r eine
Anwendung im Bereich der Bewegungsvorhersage sind diese Voraussetzungen nicht
erfu¨llt, da hier das Kosten-Nutzen-Verha¨ltnis durch eine aufwa¨ndige Annotation
aller Abbiegesituationen zu ungu¨nstig erscheint. Die logik- und graphenbasierten
Verfahren erlauben zwar Herleitungen komplizierter Situationen auch mit mehre-
ren Fahrzeugen, allerdings ist die o¨rtliche Auflo¨sung der Pra¨diktion zu gering, bzw.
mu¨sste wieder aus den Regeln und Zusta¨nden hergeleitet werden. In a¨hnlicher Wei-
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se bereiten den Methoden aus der Zeitreihenanalyse (Abschnitt 2.4.5) zur Bewe-
gungspra¨diktion die Verwendung ho¨herdimensionaler Bewegungen von Fahrzeugen
Schwierigkeiten bei der Erstellung der Bewegungsmodelle, was durch den Nachteil
der großen Dimensionalita¨t [Bellman, 1961] verursacht wird.
Die in der Literatur dargestellten Anwendungen im Bereich der neuronalen Netze
(Abschnitt 2.4.6) und der trajektorienbasierten Verfahren (Abschnitt 2.4.7) zur Be-
wegungspra¨diktion zeigen durchga¨ngig die Merkmale von statischen Szenarien auf,
d. h. ein globaler Sensor observiert eine Szene aus der Vogelperspektive, verfolgt
Objekte unter der Zuhilfenahme eines Tracking-Verfahrens in den Sensordaten und
scha¨tzt anhand dieser Bewegungsmenge (Trajektorienmenge) die Modellparameter
fu¨r die Bewegungspra¨diktion. Diese Menge besitzt ha¨ufig mehr als einhundert Ele-
mente, so dass sich verla¨ssliche Statistiken effektiv in Form von Verteilungen extra-
hieren lassen. Ein ga¨ngiges Beispiel aus dem Fahrzeugumfeld ist die Beobachtung
einer Kreuzung durch eine Kamera, die hoch u¨ber der Szene angebracht ist.
Fu¨r ein System zur Vorhersage von Bewegungsmustern von Fahrzeugen in Abbiege-
situationen ko¨nnen nicht alle Typen von Kreuzungen im Vorfeld mehrmals durch-
fahren werden, um eine fu¨r die Verfahren aus der Literatur anwendbare Trainings-
menge zu erzeugen. Dies ist nicht mo¨glich, weil der manuelle Aufwand zu groß und
damit zu kostenintensiv ist. Daher wird in dieser Dissertationsschrift ein neuartiges
Verfahren vorgestellt, das die notwendige Adaptionsfa¨higkeit fu¨r bisher ungesehene
Abbiegesituationen zeigt.
3.2 Allgemeine Anforderungen
Das Ziel dieser Arbeit ist die Entwicklung und Untersuchung eines Konzepts zur
Scha¨tzung unmittelbarer, zuku¨nftiger Bewegungsabla¨ufe von Fahrzeugen im Stra-
ßenverkehr. Ein potentielles Pra¨diktions-System muss eine Reihe von Anforderun-
gen erfu¨llen und Eigenschaften besitzen, die die Rahmenbedingungen fu¨r das System
festlegen und die erforderlichen Systemausgaben na¨her spezifizieren. Diese Kriterien
sind die folgende:
1. Die Ausgabe des Systems ist eine Pra¨diktion unmittelbarer Fahrzeugbewegun-
gen in Abbiegesituationen. Die Pra¨diktion sollte den vollsta¨ndigen Bewegungs-
ablauf eines Fahrzeugs zu jeden Zeitpunkt beschreiben ko¨nnen, zum Beispiel
in Form einer Trajektorie.
2. Eine Pra¨diktion sollte zu jedem Zeitpunkt bis hin zu einem vorher definier-
ten Zeithorizont nicht nur die Position des Fahrzeugs, sondern auch ho¨here
Ableitungen wie Geschwindigkeit oder Gierrate zur Verfu¨gung stellen.
3. Die Pra¨diktionsleistung des Systems mit gegebenem Zeithorizont (siehe Ab-
schnitt 2.1) muss die Marke von einer Sekunde deutlich u¨berschreiten, d. h.
u¨ber eine ausreichend große Vorhersageleistung verfu¨gen.
4. Das System muss in der Lage sein, Unsicherheiten in Form multipler Hypo-
thesen oder statistischer Varianzen auszudru¨cken.
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5. Ein System zur Bewegungsvorhersage muss die Pra¨diktionen an bisher unge-
lernte Szenarien oder Straßenabschnitte adaptieren ko¨nnen. Dazu za¨hlen so-
wohl die Erkennung von kleinen Unregelma¨ßigkeiten in dem Bewegungsverlauf
durch eine gea¨nderte Fahrweise als auch neue Straßengeometrien.
6. Das System sollte in der Lage sein, zusa¨tzliche Informationen, z. B. in Form
von Kontextwissen, mit in die Pra¨diktion einzubringen, um so die Vorhersage
des Fahrverlaufs verla¨sslicher zu gestalten.
7. Bisher dem System unbekannte Bewegungsverla¨ufe sollten zur Laufzeit inte-
griert werden, um die Pra¨diktion zu verbessern.
8. Fu¨r eine Produktumsetzung des Systems in Serienfahrzeugen sollte das Sys-
tem zur Bewegungspra¨diktion den Anforderungen der Echtzeitfa¨higkeit genu¨-
gen; dazu za¨hlt zum einen eine geringe kombinatorische Komplexita¨t und zum
anderen ein geringe Gro¨ße eines dauerhaft gehaltenen Speichers.
Die Kriterien wurden aus folgenden U¨berlegungen gewa¨hlt: Die Kriterien (1) und (2)
ermo¨glichen eine Pra¨diktion zu jedem Zeitpunkt bis zu einem definierten Zeithori-
zont. Damit ist instantan eine Abscha¨tzung des mo¨glichen Gefahrenpotentials auch
fu¨r die Zwischenschritte mo¨glich. Zusa¨tzlich erlauben Informationen u¨ber ho¨here
Ableitungen der Position wie die Geschwindigkeit eine bessere Einscha¨tzung der
Dynamik einer Bewegung. Bisherige Methoden zur Bewegungspra¨diktion – wie das
CTCA-Modell – decken die Pra¨diktion bis zu einem Zeithorizont von einer Sekunde
sehr gut ab; ein neues Konzept zur Bewegungsvorhersage muss daher deutlich u¨ber
diese Leistung gehen (Kriterium 3).
Scha¨tzungen fu¨r zuku¨nftige, unmittelbare Bewegungsverla¨ufe sind stark mit Unsi-
cherheiten behaftet. Dies gilt nicht nur fu¨r die lokale Unsicherheit im Falle geringer
Abweichungen von der tatsa¨chlichen Trajektorie, sondern auch fu¨r generelle Fahr-
mano¨ver: Bei dem Heranfahren an eine Kreuzung sind verschiedene Fahrtrichtungen
mo¨glich, wie die Links-, Rechts- oder Geradeausfahrt. Diese Unsicherheiten muss
ein System zur Bewegungspra¨diktion abdecken ko¨nnen (Kriterium 4). Gleichzeitig
erho¨ht sich die Unsicherheit der Pra¨diktion fu¨r ein lernendes Verfahren in bisher
unbekannten Abbiegesituationen. Daher wird in Kriterium (5) gefordert, dass die
in dieser Arbeit entwickelten Methoden zur Bewegungspra¨diktion in der Lage sind
sich an neue Gegebenheiten anpassen zu ko¨nnen. Weiter muss das System im Fal-
le einer fehlgeschlagenen Pra¨diktion in der Lage sein, neue und bisher unbekannte
Bewegungsverla¨ufe zu integrieren (Kriterium 7).
Derzeitige Fahrzeuge sind mit einer Reihe von Sensoren ausgestattet, die nicht nur
auf sensorieller Ebene die Umgebung erfassen, sondern auch durch mitgefu¨hrte Re-
cheneinheiten kontextbezogene Informationen zur Verfu¨gung stellen. Beispiele sind
hierfu¨r der Fahrbahnverlauf, der Status vorhandener Ampeln oder die Klassifikation
von Verkehrszeichen oder Verkehrsteilnehmern in den Sensordaten. Ein System zur
Bewegungspra¨diktion sollte nach Kriterium (6) diese Kontextinformationen in die
Pra¨diktion mit einfließen lassen ko¨nnen, um die Qualita¨t der Pra¨diktion zu verbes-
sern.
3.3. Konzept zur Bewegungspra¨diktion 43
Abbildung 3.2: Darstellung der Pra¨diktorfunktion fpred anhand einer Fahrzeugbewegung
fu¨r einen Linksabbieger mit observierter Historie H und zuku¨nftigem Bewegungsverlauf
F .
Abbildung 3.3: Realisierung des Pra¨diktors fpred ist definiert durch den Zugriff auf die
Wissensbasis (WB).
3.3 Konzept zur Bewegungspra¨diktion
Die grundlegende Idee fu¨r die Entwicklung eines Konzepts zur Bewegungspra¨diktion
ist der Ru¨ckschluss eines observierten Bewegungsverlaufs auf den zuku¨nftigen Be-
wegungsverlauf eines Fahrzeugs (siehe Abbildung 3.2). Der observierte Verlauf der
Fahrzeugbewegung wird im Folgenden als Historie oder Historienverlauf bezeich-
net. Eine aufgezeichnete Menge von Bewegungsmustern mit einem Verweis auf den
jeweiligen zuku¨nftigen Bewegungsverlauf dient als Trainingsmenge fu¨r ein System
zur Bewegungsvorhersage; diese Menge wird im Folgenden auch Wissensbasis (WB)
genannt. Dieser Ansatz stammt aus dem Gebiet der Mustererkennung, daher kom-
men viele Methoden aus diesem Bereich zum Einsatz. Ein derartiges System zur
Bewegungspra¨diktion kann funktional in Form einer Abbildung fpred beschrieben
werden:
fpred : H → {Fi}i≥1 , (3.1)
das eine observierte Historie H zu einer oder mehreren zuku¨nftigen Bewegungsver-
la¨ufen Fi abbildet.
In dieser Dissertation werden leistungsfa¨hige Realisierungen fu¨r den Pra¨diktor fpred
vorgestellt. Generell kann die Auspra¨gung des Pra¨diktors anhand seines Zugriffs auf
die Wissensbasis spezifiziert werden, wie in Abbildung 3.3 dargestellt. Eine Mo¨g-
lichkeit ist der Zugriff des Pra¨diktors auf eine extern gespeicherte Menge von Be-
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wegungsmustern, in der Abbildung als extern hervorgehoben. Der Pra¨diktor fpred
ist dann als ein Suchverfahren realisiert, das in der Wissensbasis bei gegebenem
Historienabschnitt H nach a¨hnlichen Beispielen fahndet, um zuku¨nftige Bewegun-
gen zu erhalten. Die zweite Mo¨glichkeit ist eine Generalisierung der Wissensbasis
in Form einer Parameter- oder Variablenmenge direkt fu¨r den Pra¨diktor, hier als
intern bezeichnet. Dadurch erha¨lt man einen Pra¨diktor in einer rein funktionalen
Beschreibung, wie zum Beispiel der Polynomklassifikator [Schu¨rmann, 1996]. Die
dritte Auspra¨gung des Pra¨diktors ist eine Kombination aus sowohl interner als auch
externer Anwendung der Wissensbasis zu einem hybriden Pra¨diktor. Dabei werden
nach einem definierten Kriterium diejenigen Elemente der Wissensbasis selektiert,
die am meisten informationstragend sind, wa¨hrend eine funktionale Kombination
dieser Elemente durch die Ermittlung eines Parametersatzes erreicht wird.
Insbesondere die externe und hybride Ausfu¨hrung des Pra¨diktors wird in dieser Dis-
sertationsschrift ausfu¨hrlich vorgestellt, fu¨r den internen Fall bestehen in der Lite-
ratur ausreichend Verfahren aus dem Bereich der Regression und Mustererkennung.
3.4 Voraussetzungen und Annahmen
Fu¨r das Konzept zur Bewegungspra¨diktion dieser Dissertationsschrift gelten eine
Reihe von Voraussetzungen, die sich in zwei Gruppen einteilen lassen: Die erste
Gruppe umfasst Voraussetzungen, die sich automatisch oder manuell auf ihre Gu¨ltig-
keit hin u¨berpru¨fen oder sich aufgrund von U¨berlegungen herleiten lassen, wa¨hrend
zu der zweiten Gruppe die Annahmen za¨hlen, deren Erfu¨llung zwar nicht sicher-
gestellt werden, aber mit Hilfe von Indizien besta¨tigt werden ko¨nnen. Sowohl Vor-
aussetzungen als auch Annahmen bilden den Rahmen, in dem sich die entwickelten
Methoden bewegen.
Die folgenden methodischen Voraussetzungen gelten in dieser Arbeit:
1. Eine Trajektorie bildet eine geordnete Reihe von Tupeln bestehend aus einem
vektoriellen Zustand und einem Zeitstempel. Der vektorielle Zustand bezieht
sich dabei immer auf den Objektrepra¨sentationspunkt. Diese Art der Trajekto-
rien ermo¨glicht eine hinreichend gute Repra¨sentation von Bewegungsabla¨ufen.
2. Die Methoden zur Generierung von Trajektorien aus Sensordaten sind verfu¨g-
bar und bieten eine gute lokale Genauigkeit im Vergleich zur Gesamtbewegung.
3. Dem System zur Bewegungspra¨diktion ist bekannt, wenn das Fahrzeug eine
Mo¨glichkeit zum Abbiegen hat.
Die erste Voraussetzung la¨sst sich aus den u¨blichen Sensorgegebenheiten schließen,
da derzeitige Sensoren und Tracking-Verfahren iterativ zu einem diskreten Zeitpunkt
einen Messwert bzw. eine Objektposition zuru¨ckgeben. Zwischen diesen Zeitpunkten
erfolgt die Messung und die algorithmische Verarbeitung der Sensordaten. Trajek-
torien entsprechen dieser Ausgabe und sind somit eine informationserhaltende Form
der Repra¨sentation von Bewegungsmustern. Ein Objektzustand in einer Trajektorie
bezieht sich gro¨ßtenteils im Verkehrsumfeld auf rigide Objekte wie Fahrzeuge oder
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er legt den Fokus auf die Position eines Objekts wie zum Beispiel bei Fußga¨ngern.
Die Form a¨ndert sich somit nicht u¨ber die Zeit oder ist zumindest nicht relevant fu¨r
die Bewegungsvorhersage. Daher bezieht sich die vektorielle Zustandsrepra¨sentation
eines Objekts immer auf den Objektrepra¨sentationspunkt. Formparameter wie zum
Beispiel die dreidimensionale Ausdehnung eines Fahrzeugs werden als bekannt vor-
ausgesetzt und daher nicht gesondert in die Zustandsrepra¨sentation mit einbezogen.
In speziellen Fa¨llen ko¨nnen aber Formparameter mit in die Zustandsrepra¨sentation
eingebracht werden.
Die zweite Voraussetzung behandelt die Verfu¨gbarkeit eines hinreichend guten Tra-
ckingverfahrens. Aufgrund der großen Menge verfu¨gbarer Tracking-Algorithmen an-
gewandt auf verschiedene Sensordaten, wie zum Beispiel inThrun u. a. [2005];Bar-
rois u. a. [2009]; Barth und Franke [2008]; Li und Jilkov [2010a,b]; Schubert
u. a. [2008] gezeigt, ist dies eine gu¨ltige Voraussetzung. Fu¨r die dritte Voraussetzung
erlauben moderne Navigationssysteme durch Positionsinformationen aus digitalen
Karten zum einen die Erkennung einer Abbiegemo¨glichkeit und zum anderen eine
grobe Unterscheidung zwischen verschiedenen Kreuzungsgeometrien. Zu diesen Geo-
metrien za¨hlen beispielsweise die Vier-Wege-Kreuzung oder eine T-Kreuzung. Dies
ermo¨glicht eine grobe Vorauswahl mo¨glicher Abbiegemano¨ver, was eine Vereinfa-
chung fu¨r ein System zur Bewegungspra¨diktion darstellt.
Die bisher dargestellten Voraussetzungen werden nun um die sogenannten metho-
dischen Annahmen erga¨nzt:
1. Es existiert eine Abbildung fpred mit hinreichend kleinem Fehler, die einen
beobachteten Bewegungsverlauf (Historie) zu einem zuku¨nftigen Bewegungs-
verlauf abbildet.
2. Der observierte Bewegungsverlauf entha¨lt den Großteil der Information fu¨r
eine ada¨quate Abbildung fpred.
3. Eine Menge observierter Bewegungsmuster (Wissensbasis) repra¨sentiert Bewe-
gungsverla¨ufe, die mo¨glich und sinnvoll in einer Abbiegesituation sind.
Die erste Annahme bildet die Grundlage dieser Arbeit. Die bisher dargestellten Ver-
fahren aus der Literatur unterstu¨tzen diese Annahme, dass eine solche Abbildung
fpred durch ein lernendes Verfahren realisiert werden kann. Auch zeigt ein einfa-
cher Selbstversuch bei der Beobachtung von Abbiegeverhalten an Kreuzungen, dass
Menschen sehr gut in der Lage sind, die zuku¨nftigen Bewegungsverla¨ufe zu scha¨tzen.
Die zweite Annahme ist kritisch zu hinterfragen, da es keine Studien gibt, die den
Informationsgehalt von observierten Bewegungsmustern bei Fahrzeugen zur Bewe-
gungspra¨diktion untersuchen. Eine Standardverfahren zur Untersuchung linearer
Abha¨ngigkeiten zwischen zeitlich versetzten Elementen einer Reihe ist die Darstel-
lung der Autokorrelation aus dem Bereich der Zeitreihenanalyse (vgl. Bronsht-
ein u. a. [2007, Abschnitt 17.2.1.2] und Shumway und Stoffer [2006, Definition
1.3, S. 22]). Die Autokorrelationsfunktion angewandt auf eine Zeitreihe x1, . . . , xN ,
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Abbildung 3.4: Paarweise Verteilung des Betrages des Autokorrelationskoeffizienten jeweils
der Beschleunigung und Gierrate fu¨r Zeithorizonte tp von 0 bis 5 Sekunden. Die Boxen
geben jeweils den Bereich zwischen dem 25% und 75% Quartil an.
xi ∈ R, definiert den Grad der linearen Abha¨ngigkeit eines Elements xt und dessen
Pra¨diktion xt+tp fu¨r den Zeithorizont von tp Zeitschritten wie folgt:
ρx(tp) =
γ(x1...(N−tp), x(tp+1)...N)√
γ(x1...(N−tp), x1...(N−tp))γ(x(tp+1)...N , x(tp+1)...N)
(3.2)
mit γ(s, t) = E[(s− E[s])(t− E[t])].
Die Autokorrelationsfunktion ρ(tp) ist fu¨r einen Wertebereich [−1, 1] definiert; Ab-
solutwerte ‖ρ(tp)‖ < ε um den Nullpunkt zeigen an, dass die Elemente xt und xt+tp
wenig bis u¨berhaupt nicht voneinander linear abha¨ngig sind, wa¨hrend gro¨ßere Ab-
solutwerte ‖ρ(tp)‖ ≫ ε auf eine große lineare Abha¨ngigkeit schließen lassen.
Der Betrag der Autokorrelationsfunktion |ρ(tp)| wurde beispielhaft auf jeweils 54
Trajektorien des DGPS-Datensatzes (siehe Abschnitt 6.1.1) fu¨r verschiedene Zeit-
horizonte tp im Bereich [0, 5] s angewendet, wie in Abbildung 3.4 gezeigt. Da die
Funktion nur fu¨r skalare Reihen definiert ist, wurden entsprechend dem Ansatz der
kinematischen Pra¨diktion aus jeder Trajektorie jeweils die Beschleunigung und die
Gierrate korreliert. Es zeigt sich, dass insbesondere fu¨r Zeithorizonte mit geringen
Werten (bis zu einer Sekunde) die linearen Anteile der Pra¨diktion deutlich u¨berwie-
gen, da fu¨r diesen Zeitbereich ein Fahrzeug noch nicht weit von seinem Referenzwert
xt entfernt ist. Aber gerade in dem relevanten Pra¨diktionsbereich mit einem Zeitho-
rizont von zwei bis vier Sekunden ist keine signifikante Korrelation mehr erkennbar.
Die beispielhafte Anwendung der Autokorrelationsfunktion ist eine starke Vereinfa-
chung unter der Annahme linearer Abha¨ngigkeiten zwischen dem aktuellen Zustand
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xt und seiner Pra¨diktion xt+tp (wie sie aber bei der kinematischen Pra¨diktion ge-
troffen wird), zeigt aber deren Anwendbarkeit fu¨r geringe Zeithorizonte bis zu einer
Sekunde. Durch eine Kombination aus der Betrachtung mehrerer Zeitschritte in der
Historie und lernenden Verfahren ist eine deutliche Steigerung der Pra¨diktionsleis-
tung zu erwarten. Die maximale Pra¨diktionsleistung basierend auf der Information
aus der Bewegungshistorie ist leider nicht direkt bestimmbar, sondern kann nur
durch einen vorhandenen Pra¨diktor gezeigt werden.
Die dritte Annahme erscheint regelma¨ßig im Bereich der Mustererkennung: Es wird
angenommen, dass fu¨r die erfolgreiche Erkennung das Vorhandensein einer Beispiel-
stichprobe unabdingbar ist, die die zu erkennende Situation in der Realita¨t genau
beschreibt. Eine entsprechende Annahme wird hier auch fu¨r die Wissensbasis eines
Systems zur Bewegungspra¨diktion getroffen, aber in abgemilderter Form: U¨bliche
Trainingsmengen in der Mustererkennung beinhalten nicht nur die Merkmalsvekto-
ren, sondern auch die ha¨ufig manuell festgelegte Klassenzugeho¨rigkeit (Annotation,
Label) des Merkmalsvektors. Fu¨r die Trainingsmenge eines Systems zur Bewegungs-
pra¨diktion ist dagegen keine manuelle Annotation notwendig, da der zuku¨nftige Be-
wegungsverlauf eines Objekts zum Zeitpunkt t aus der gleichen Trajektorie mit den
nachfolgenden Zeitschritten t + tp ablesbar ist. Somit ist eine nachtra¨gliche Erwei-
terung der Wissensbasis zur Laufzeit mo¨glich, falls ein bisher nicht bekannter Be-
wegungsverlauf detektiert wurde. Aber dennoch ist eine breite initiale Menge von
Bewegungsmustern notwendig, die durch das Durchfahren mo¨glichster unterschied-
licher Kreuzungsgeometrien erreicht wird.
3.5 Bewertung eines Pra¨diktors
Die Bewertung der Qualita¨t eines Pra¨diktors im Vergleich zu einer Ground-Truth ist
notwendig, um die Gu¨te verschiedener Pra¨diktionsmethoden zu bestimmen. Analog
zu einer Fitnessfunktion aus dem Bereich der Optimierung gibt somit eine derartige
Bewertungsmethode die Richtung der Entwicklung eines Pra¨diktors vor. Liegt der
Fokus auf der Bewertung einer groben Bewegungsrichtung, z. B. links, rechts oder
geradeaus, wird der Pra¨diktor eher als Klassifikator oder HMM realisiert werden;
liegt der Fokus auf der Positionsgenauigkeit, werden eher Regressionsmodelle als
Vorlage fu¨r den Pra¨diktor dienen. Die folgenden Bewertungsmethoden sind mo¨glich:
Kategorie-Fehler Bewertung der groben Richtung, z. B. links, rechts oder gerade-
aus.
Punktueller Fehler Bewertung der Genauigkeit zu einem bestimmten Zeitpunkt
in einzelnen Komponenten der pra¨dizierten Trajektorie, z. B. in Position, Win-
kel oder Geschwindigkeit. Speziell fu¨r den Positionsvergleich zur Ground-Truth
sind folgende Maße mo¨glich:
1. Vergleich von Punkten mit gleichem Zeitstempel.
2. Vergleich von Punkten mit minimalem euklidischen Abstand.
Globaler Fehler Bewertung des Verlaufs der pra¨dizierten Trajektorie.
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Abbildung 3.5: Darstellung des Bewertungskriteriums Punktueller Fehler am Beispiel eines
Rechtsabbiegers.
Der Kategorie-Fehler bewertet durch einen Vergleich grober Richtungen die pra¨di-
zierte Bewegung mit der Ground-Truth. Dieses Kriterium wird nicht in dieser Dis-
sertation verwendet, da es eine Reihe von Nachteilen besitzt: Zum einen erlaubt es
keine Aussage u¨ber den positionsgenauen Bewegungsverlauf, welches zum Beispiel
wichtig fu¨r die Kollisionserkennung ist. Des Weiteren ist die Zuordnung zu einer
Klasse nicht eindeutig, bzw. die U¨berga¨nge zwischen den Klassen sind fließend. Zum
Beispiel ist nicht eindeutig, ob ein Rechtsabbieger mit dem Einschlag des Lenkrads
oder schon mit einem vorangegangenen Bremsen beginnt, wobei letzteres auch als
ein Teil einer Geradeausfahrt betrachtet werden kann.
Der punktuelle Fehler vergleicht einzelne Zusta¨nde zweier Trajektorien unterein-
ander. Zum einen ko¨nnen dies zwei Zusta¨nde mit gleichem Zeitstempel sein, zum
anderen zwei Zusta¨nde mit minimalem euklidischen Abstand in der x-y-Ebene (sie-
he Abbildung 3.5). Der Unterschied zwischen diesen punktuellen Vergleichen ist
die unterschiedliche Betonung auf dem Verlauf einer Trajektorie im Vergleich zur
Ground-Truth; der Vergleich aufgrund des minimalen euklidischen Abstands ver-
nachla¨ssigt den Geschwindigkeitsverlauf einer Trajektorie und fokussiert stattdessen
auf eine mo¨glichst parallele und enganliegende Trajektorie. Bei dem Vergleich von
Zusta¨nden mit gleichen Zeitstempeln wird sowohl die Geschwindigkeit als auch der
Winkelverlauf gleichma¨ßig beru¨cksichtigt. Der Vorteil des punktuellen Fehlers liegt
in der Aussagekraft eines Fehlers fu¨r den Menschen, da sich Unterschiede in den Ein-
heiten Meter, Grad und Meter/Sekunde leicht vorstellen und bewerten lassen. Ein
Nachteil dieses Fehlermaßes ist die Vernachla¨ssigung des Verlaufs der Trajektorie.
Somit kann nicht sichergestellt werden, dass bei einem guten Fehlerwert zu einem
bestimmten Zeitpunkt der vorangegangene Verlauf ebenfalls mit a¨hnlich guten Feh-
lerwerten behaftet war.
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Der globale Fehler betrachtet den gesamten Verlauf einer Trajektorie im Vergleich
zu der Ground-Truth. Da zwei Trajektorien verglichen werden, geho¨rt dieses Feh-
lermaß zu den Trajektorien-Distanzmaßen, die in Abschnitt 4.2 behandelt werden.
Als Beispiele fu¨r Trajektorien-Distanzmaße seien hier der mittlere Abstand [Large
u. a., 2004, siehe auch Gl. 2.15], der Vergleich von Koeffizienten der durch Polynome
approximierten Trajektorien [Naftel u. a., 2006], das Zeichenketten-basierte LCSS
[Vlachos u. a., 2005] oder die Hausdorff-Distanz [Junejo u. a., 2004, siehe auch
Gl. 2.19] erwa¨hnt. Mit Ausnahme des mittleren Abstands besitzen diese Distanzma-
ße allerdings keine Aussagekraft fu¨r den Menschen, da als Fehlerwert nur abstrakte
Gro¨ßen zuru¨ckgegeben werden und sich somit eine Pra¨diktion nicht qualitativ be-
werten la¨sst.
Die in dieser Dissertation verwendete Auswertungsmethode eines Pra¨diktors ist eine
Kombination aus punktuellem und globalem Fehler, in dem zu diskreten Zeithorizont-
Werten der punktuelle Fehler bestimmt wird und somit ein Verlauf des globalen
Fehlers erkennbar ist. Dadurch ist eine qualitative Bewertung mo¨glich.
3.6 Weiteres Vorgehen
In den nachfolgenden zwei Kapiteln werden die in dieser Dissertation entwickelten
Methoden fu¨r die Vorhersage von Trajektorien-Bewegungsmustern als Realisierung
der Pra¨diktorfunktion fpred vorgestellt. Zum Einen beinhaltet dies die sogenann-
te trajektorienbasierte Pra¨diktion, einem probabilistischen Suchalgorithmus fu¨r ei-
ne gespeicherte Menge von Trajektorien. Eine alternative Pra¨diktionsmethode folgt
darauf als konzeptionelle Erweiterung der probabilistischen Suche, welcher in der
Lage ist, neue Bewegungsmuster anhand einer gelernten Menge von Trajektorien zu
generieren und auf die aktuell observierte Trajektorie anzuwenden.
3.7 Zusammenfassung
Dieses Kapitel entwirft auf der Basis der Literaturu¨bersicht in Kapitel 2 ein System-
konzept fu¨r die Realisierung eines Pra¨diktors. In den na¨chsten zwei Kapiteln werden
die hier gewonnenen Annahmen, Erkenntnisse und Rahmenbedingungen zur Reali-
sierung zweier Pra¨diktoren eingesetzt, zum einen der Trajektorien-Partikelfilter und
zum anderen der Mannigfaltigkeit-Pra¨diktor.
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Erste Systemauspra¨gung:
Der Trajektorien-Partikelfilter
Der Trajektorien-Partikelfilter ist eine Methode zur Bewegungspra¨diktion (Pra¨dik-
tor), welche auf auf der probabilistischen Suche von Sidenbladh u. a. [2002] ba-
siert. In diesem Kapitel wird dieser Pra¨diktor einschließlich seiner Konzeption und
des verwendeten Trajektorien-Distanzmaßes vorgestellt.
4.1 U¨berblick
Die Grundannahme fu¨r die Pra¨diktion von Bewegungsverla¨ufen fu¨r Objekte im Stra-
ßenverkehr ist das wiederkehrende Auftreten von Bewegungsmustern in Abbiegesi-
tuationen, die gelernt werden ko¨nnen. Ein erster Ansatz ist die Aufnahme und Spei-
cherung einer Trajektorienmenge, in der mittels eines effizienten Algorithmus nach
einem Muster gesucht und zur Pra¨diktion verwendet werden kann. Abbildung 4.1
zeigt einen schematischen U¨berblick u¨ber die einzelnen Komponenten des Pra¨dik-
tors. Es wird zwischen zwei Phasen unterschieden: der Trainings- und der Laufzeit-
phase.
In der Trainingsphase werden Trajektorien mit Hilfe von Sensoren und Tracking-
Algorithmen aufgenommen und zu einer Menge von Bewegungsmustern verbunden.
Die nachfolgenden Schritte in dieser Phase, d. h. Auseinanderschneiden der Trajek-
torien, Polynomapproximation und Merkmalsaufbau, sind aus Sidenbladh u. a.
[2002] adaptiert und werden in dem Abschnitt 4.3 na¨her erla¨utert. Diese Kom-
ponenten bereiten die sogenannte probabilistische Suche in der Laufzeitphase vor.
In der Laufzeitphase wird die zuku¨nftige Bewegung eines Fahrzeugs bei bekannter
Bewegungshistorie gescha¨tzt, indem das Suchverfahren in der vorbereiteten Men-
ge von Bewegungsmustern nach mo¨glichst a¨hnlichen Bewegungen wie das bereitge-
stellte Historienstu¨ck sucht und anhand dieser Information Hypothesen u¨ber den
zuku¨nftigen Bewegungsverlauf des Objekts erstellt. Die A¨hnlichkeit ist u¨ber ein in
dieser Dissertation entwickeltes Distanzmaß, dem sogenannten Quaternion-based,
Rotationally-invariant Longest Common Subsequence (QRLCS), definiert und wird
in dem folgenden Abschnitt 4.2 beschrieben.
52 4. Erste Systemauspra¨gung: Der Trajektorien-Partikelfilter
Abbildung 4.1: Ablaufdiagramm fu¨r den Trajektorien-Partikelfilter.
4.2 Trajektorien-Distanzmaß
Der Vergleich zur Bestimmung der A¨hnlichkeit zwischen zwei Bewegungsmustern
erfolgt mit einem auf Trajektorien definierten Distanzmaß. Dazu werden zuna¨chst
allgemeine Anforderungen an ein solches Distanzmaß definiert, dann wird ein Ver-
gleich mit existierenden Verfahren aus der Literatur gezogen und schließlich das in
dieser Dissertation verwendete Distanzmaß vorgestellt.
4.2.1 Allgemeine Anforderungen
Ein Vergleichsmaß von Objektbewegungen im Straßenverkehr muss Anforderungen
genu¨gen, die sich aus den Eigenheiten der Fahrzeugsensorik und der Umgebung
herleiten lassen:
1. Handhabung verschiedener Abtastraten der Trajektorien.
2. Handhabung von Ausreißern in den Trajektorien.
3. Handhabung von Trajektorien mit unterschiedlichen La¨ngen.
4. Invarianz gegenu¨ber der Translation zweier Trajektorien.
5. Invarianz gegenu¨ber der Rotation zweier Trajektorien.
Die Handhabung unterschiedlicher Abtastraten ermo¨glicht einen Vergleich von Tra-
jektorien unterschiedlicher Sensoren oder Tracking-Systemen. Dadurch ist es zum
Beispiel mo¨glich, einen Datensatz von Bewegungsmustern mit Hilfe eines DGPS-
Sensors aufzubauen und diesen mit Trajektorien aus bildgebenden Sensor- und
Tracking-Systemen zu vergleichen. Die zweite Forderung erlaubt das Auftreten von
Rauschen in Trajektorien in Form sogenannter Ausreißer, also Trajektorienpunkte,
die stark von der Bewegungsrichtung abweichen. Ebenfalls zu den Ausreißern za¨hlt
hier das Fehlen von Trajektorienpunkten zu einem bestimmten Zeitpunkt. Die Suche
nach einem a¨hnlichen Trajektorienstu¨ck in einer Menge von Trajektorien verlangt
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Abbildung 4.2: Distanz zwischen zwei Trajektorien durch Zuordnung (gru¨n) von Trajek-
torienelementen. Die ×-Markierung gibt den Startpunkt einer Trajektorie an.
das Finden von Teiltrajektorien in einem gro¨ßeren Stu¨ck. Dies fasst die Anforde-
rung 3 zusammen. Die La¨nge einer Trajektorie bezieht sich auf die Anzahl seiner
Elemente.
In den Trajektorien wird unter anderem die ortsabha¨ngige Position gespeichert. Fu¨r
einen Vergleich zweier Bewegungsmuster ist es aber unerheblich, von welchem Start-
punkt oder aus welcher Richtung die Objekte kommen. Ein Beispiel ist in Abbil-
dung 4.2 gezeigt. Ein Distanzmaß fu¨r Trajektorien muss daher auch den Anforde-
rungen 4 und 5 genu¨gen.
4.2.2 Trajektorien-Distanzmaße in der Literatur
Ein Vergleichsmaß bestimmt den Grad der (Un-) A¨hnlichkeit zwischen zwei Ob-
jekten. Fu¨r eine allgemeine Definition und eine Kategorisierung vorhandener Di-
stanzmaße sei auf Santini und Jain [1999] und Lesot u. a. [2009] verwiesen.
Ein Vergleichsmaß fu¨r Trajektorien basiert – wie in diesem Abschnitt dargestellt
– auf der Distanz zwischen den (vektoriellen) Trajektorienzusta¨nden, in der Vero¨f-
fentlichung von Xu und Wunsch [2005] findet sich dazu ein U¨berblick u¨ber diese
Vektor-Distanzmaße. Den mittleren euklidischen Abstand zwischen zwei Trajekto-
rien in einem gleich großen Zeitfenster verwenden Yuen und Torralba [2010] als
Trajektorien-Vergleichsmaß. Da diese Verwendung des mittleren euklidischen Ab-
stands nicht translationsinvariant ist, d. h. der Wert des Distanzmaßes ha¨ngt von
der Verschiebung beider Trajektorien zueinander ab, vergleichen Jin und Mok-
htarian [2004] den Winkelverlauf zweier Trajektorien, kurz als MPEG-7 Motion
Descriptor bezeichnet.
Needham und Boyle [2003] stellen einen Vergleich der Anwendung verschiedener
Mittelwert- und Varianzeigenschaften fu¨r Trajektorien vor. Hierzu za¨hlt der mittlere
Abstand zwischen Trajektorienzusta¨nden, die Elimierung der Translation zwischen
Trajektorien u¨ber den Mittelwert und ein Maß fu¨r die Fla¨che zwischen Trajekto-
rien. Letzeres verwenden auch Pelekis u. a. [2007] in Kombination mit anderen
Merkmalen wie der A¨hnlichkeit zweier Bewegungsmuster in der Richtung und der
Geschwindigkeit.
In den Vero¨ffentlichungen von Belogay u. a. [1997] und Junejo u. a. [2004] wird
die Hausdorff-Distanz zum Vergleich von Trajektorien verwendet, indem zwei Tra-
jektorien als Mengen von Punkten aufgefasst werden. Die Gleichung 2.19 aus Ab-
schnitt 2.4.7 beschreibt die Hausdorff-Distanz ausfu¨hrlich. Atev u. a. [2010] stellen
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eine modifizierte Hausdorff-Distanz fu¨r Trajektorien vor, bei der nur eine Untermen-
ge der Punktpaare durchsucht werden muss.
Cohen und Guibas [1997] pra¨sentieren ein rotations-, skalierungs- und transla-
tionsinvariantes Verfahren fu¨r den Vergleich zweier Trajektorien anhand des Win-
kelverlaufs. Die Trajektorien stellen in dieser Arbeit keine Bewegungsmuster dar,
sondern beschreiben die Kontur eines Objekts. In dem Verfahren werden die Trajek-
torien in geradlinige Segmente geteilt, so dass der Winkelverlauf eine Stufenfunktion
bildet. Mit Hilfe eines Optimierungsverfahrens werden sowohl die Transformations-
parameter als auch der Distanzwert zweier Trajektorien zueinander bestimmt.
Die bisher beschriebenen Vergleichsmaße fu¨r Trajektorien verallgemeinerten lokale
Punkt-Punkt-Differenzen. Ein anderes Maß ist der Vergleich zweier Vektoren, die
jeweils eine Trajektorie als Koeffizienten einer Funktion komplett beschreiben. Fu¨r
Gewo¨hnlich werden hierzu Least-Squares-Polynome verwendet, aber auch der Ein-
satz von Fourierreihen, Haar Wavelets oder Chebyshev-Polynome ist mo¨glich [Kha-
lid und Naftel, 2004, 2005; Goldin und Kanellakis, 1995; Chan und Fu,
1999; Naftel u. a., 2006].
Porikli [2004] pra¨sentiert ein HMM-basiertes Trajektorien-Distanzmaß fu¨r den
Vergleich von Objektbewegungen in Kamerabildern. Bei einer gegebenen Menge
von Trajektorien werden M HMM-Modelle mit Normalverteilungen als Emmisions-
wahrscheinlichkeiten trainiert. Die Distanz zwischen zwei Trajektorien wird durch
eine zweistufige Methode bestimmt: Zuna¨chst wird jeder Trajektorie Ta und Tb ein
HMM-Modell mit dem Parametersatz λa und λb anhand der maximalen Ausgabe-
wahrscheinlichkeit zugewiesen. Dann wird die sogenannte Cross-Fitness ms(Ta, Tb)
bestimmt, die sich aus den Observationswahrscheinlichkeiten der HMM-Modelle zu-
sammensetzt [Porikli und Haga, 2004]:
ms(Ta, Tb) = |p(Ta|λa) + p(Tb|λb)− p(Ta|λb)− p(Tb|λa)|. (4.1)
Sind die Trajektorien Ta und Tb gleich, so maximieren sich die Observationswahr-
scheinlichkeiten und damit ist der Wert der Distanz ms(Ta, Tb) gleich Null. Entspre-
chend erho¨ht sich der Distanzwert bei steigender Una¨hnlichkeit der Trajektorien.
Die Trajektorien beinhalten in dieser Vero¨ffentlichung nicht nur die Position zu
jedem Zeitpunkt, sondern auch zusa¨tzliche Merkmale wie den Winkelverlauf, Ge-
schwindigkeit, Dauer und die Gro¨ße des Objekts. Zusa¨tzlich ko¨nnen Histogramme
u¨ber die genannten Merkmale mit in die Bestimmung der Wahrscheinlichkeitswer-
te eingebracht werden, um die Distanz mit globalen Statistiken anzureichern. Dies
unterstu¨tzt die Detektion ungewo¨hnlicher Ereignisse wie zum Beispiel eine laufende
Person in einer Menge langsam gehender Menschen.
Eine eigene Klasse von Trajektorien-Vergleichsmaßen ist an den Methoden aus dem
Bereich der Zeichenketten-Vergleiche [Crochemore und Rytter, 1994, Kap. 11]
entlehnt. Die sogenannte Edit-Distanz (ED) gibt die minimalen Kosten fu¨r die U¨ber-
fu¨hrung einer Zeichenkette in eine andere an. Die Kosten werden durch Operatoren
bestimmt, zu denen die Ersetzung, die Einfu¨gung, Lo¨schung und das Vertauschen
der Reihenfolge von einzelnen Zeichen za¨hlt. Die ED-Berechnung mit den ersten
drei Operatoren wird Levenshtein-Distanz [Levenshtein, 1966] genannt, wa¨hrend
die Hinzunahme des vierten Operators als Damerau-Levenshtein-Distanz [Dame-
rau, 1964] bezeichnet wird. Letzeres kommt weitaus seltener in der Anwendung
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auf Trajektorien in der Literatur vor. Die Edit-Distanz wird fu¨r zwei Zeichenket-
ten P = (P1, . . . , PN), N = |P | und T = (T1, . . . , TM), M = |T | rekursiv wie
folgt bestimmt [Crochemore und Rytter, 1994, Abschnitt 11.1], [Bozkaya u. a.,
1997]:
ED(P, T ) =

|T | falls |P | = 0
|P | falls |T | = 0
ED(tail(P ), tail(T )) falls δ(head(P ), head(T )) = 0
min

ED(tail(P ), tail(T )) + 1,
ED(tail(P ), T ) + 1,
ED(P, tail(T )) + 1
 sonst
(Ersetzung)
(Einfu¨gung)
(Lo¨schung)
(4.2)
Die Funktionen head(T ) = T1 und tail(T ) = (T2, . . . , T|T |) geben jeweils das erste
Element und die nachfolgenden Elemente einer Zeichenkette zuru¨ck. Die Funktion
δ(p, t) fu¨r zwei Zeichen p und t gibt 0 zuru¨ck, falls p und t gleich sind, sonst hat
sie eine 1 als Ru¨ckgabewert. Man beachte, dass die Kosten fu¨r die Anwendung der
Operatoren und der δ-Funktion in Gleichung 4.2 jeweils auf 1 gesetzt sind, sich aber
generell der Kostenwert der Ersetzung gegenu¨ber denen der Einfu¨gung und Lo¨schung
unterscheiden darf wie von Bozkaya u. a. [1997] oder Chen und Ng [2004] gezeigt1.
Bilenko und Mooney [2003] demonstrieren die Lernbarkeit der Operator-Kosten
direkt aus den Trainingsdaten fu¨r die Anwendung der Edit-Distanz in einem Text-
Klassifikator.
Die rekursive Angabe der Edit-Distanz erlaubt zwar eine kompakte Beschreibung des
Algorithmus, ist aber nicht effizient, da gleiche Teilausdru¨cke wa¨hrend der Ausfu¨h-
rung mehrfach berechnet werden. Die dynamische Programmierung (DP, Cormen
u. a. [2009, Kap. 15]) erlaubt eine zeitlich optimale Berechnung der Edit-Distanz
durch Speicherung von Zwischenwerten in Tabellen, so dass der Algorithmus eine
quadratische Komplexita¨t O(NM) in der Laufzeit und einen linearen Speicherver-
brauch O(N) besitzt.
Die Anwendung der Edit-Distanz auf Trajektorien erfolgt durch eine Ersetzung der
δ-Funktion durch eine Schwellwert-Abfrage auf die Distanz zweier Trajektorienzu-
sta¨nde; unterschreitet die Distanz einen manuell festgelegten Wert, so gilt δ = 0,
liegt der Distanzwert u¨ber der Schwelle, so gilt δ = 1. Hahn u. a. [2008, 2009]
definieren so die Levenshtein-Distanz auf Trajektorien (LDT), wobei die relative
Verschiebung und Orientierung zweier Trajektorien durch eine Normalisierung an-
hand des Mittelwerts und der ersten Hauptachse herausgerechnet wird. Eine Anwen-
dung der Edit-Distanz auf dreidimensionale Raumkurven (3D-Trajektorien) zeigen
Rodriguez u. a. [2004]. Hier werden die 3D-Trajektorien durch zweidimensiona-
le Trajektorien ersetzt, die in der ersten Dimension den Torsionswinkel und in der
zweiten Dimension den Kru¨mmungswinkel beinhalten. Sind die Trajektorien frei von
einem Rauschanteil, kann somit die Edit-Distanz unabha¨ngig von Translation und
Rotation bestimmt werden. Die Operator-Kosten fu¨r die Einfu¨gung und das Lo¨schen
werden abha¨ngig von der Trajektorien-La¨nge bestimmt, wa¨hrend die Kosten fu¨r die
Ersetzung auf die L1-Norm gesetzt wird.
1Die Kosten fu¨r Einfu¨gung und Lo¨schung mu¨ssen allerdings gleich bleiben, um die Edit-Distanz
kommutativ bezu¨glich der Zeichenketten zu halten.
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(a) Zwei Zeitreihen X und Y mit DTW-
Zuordnung.
(b) DTW-Kostenmatrix und Warp-Pfad.
Abbildung 4.3: Beispiel des Vergleichs zweier Zeitreihen mit dem Dynamic Time Warping
(DTW). Quelle: Salvador und Chan [2007].
Die bisher dargestellten Edit-Distanzen sind keine Metriken im mathematischen Sin-
ne, da sie zwar die Forderung nach Definitheit und Symmetrie erfu¨llen, aber nicht
die Dreiecksungleichung. Chen und Ng [2004] und Chen u. a. [2005] stellen daher
eine Modifikation der Edit-Distanz durch eine Ersetzung der Operatorkosten mit
einer L1-Norm unter der Verwendung einer Hilfsvariable vor, kurz als Edit distance
with Real Penalty (ERP) bezeichnet. Durch die Erfu¨llung der Dreiecksungleichung
ko¨nnen Verbesserungen in der Laufzeit des Algorithmus erreicht werden, indem Teile
der DP-Zwischenwerte nicht mehr berechnet werden mu¨ssen.
Eine Vereinfachung der Edit-Distanz ist die Bestimmung der la¨ngsten gemeinsamen
Teilfolge in zwei Zeichenketten (engl.: longest common subsequence, LCS) [Cormen
u. a., 2009, Abschnitt 15.4]. Der Ersetzungs-Operator in Gleichung 4.2 wird dabei
vernachla¨ssigt. Die Ausgabe des LCS-Algorithmus fu¨r Zeichenketten ist die Anzahl
der Elemente, deren Teilfolge in beiden Zeichenketten auftritt. Eine Adaption des
LCS fu¨r den Vergleich von Trajektorien wurde von Vlachos u. a. [2005] vorgestellt
(vgl. Vlachos u. a. [2002b,a, 2004]). Dabei wird die Distanz zwischen zwei Trajek-
torien-Zusta¨nden durch eine L1-Norm bestimmt; neben einer bina¨ren Entscheidung
anhand eines Schwellwertes kann der Distanzwert durch eine sigmoide Funktion ge-
kapselt werden. Der Wert der LCS-Distanz wird anschließend anhand der La¨nge der
Eingabetrajektorien normiert. Buzan u. a. [2004] stellen eine LCS-Erweiterung zur
Verfolgung von Objekten in Videosequenzen mit einer statischen Kamera mittels
Trajektorien dar. Aufgenommene Bewegungsmuster (Trajektorien) werden mittels
dem LCS-Distanzmaß und einem agglomerativem Clusterverfahren [Anderberg,
1973] gruppiert und die Translationsparameter durch eine Optimierung bestimmt.
Zur Laufzeit werden observierte Bewegungen entsprechend dem na¨chsten Cluster-
zentrum zugeordnet und somit wird eine Objektverfolgung durch die resultierende
Bewegungsscha¨tzung auch fu¨r verdeckte Objekte ermo¨glicht.
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Ein der Edit-Distanz a¨hnliches Vergleichsmaß ist das sogenannte Dynamic Time
Warping (DTW) [Kruskal und Liberman, 1983; Berndt und Clifford, 1994].
Fu¨r zwei Zeitreihen X = x1, . . . , xi, . . . , x|X| und Y = y1, . . . , yj, . . . , y|Y | konstruiert
es einen sogenannten Warp-Pfad W = w1, . . . , wK aus Index-Tupeln wk = (i, j).
Der optimale Warp-Pfad ist das Minimum u¨ber die Summe der Zeitreihen-Distanzen
anhand seiner Zuordnungen [Salvador und Chan, 2007]:
argmin
W
{
DTW(W ) =
K∑
k=1
dist(wki, wkj)
}
. (4.3)
In anderen Worten findet das DTW eine Zuordnung der Zeitreihenelemente anhand
der minimalen globalen Distanz. Mit Hilfe der dynamischen Programmierung la¨sst
sich auch hier ein effizienter Algorithmus durch die Konstruktion einer Kostenma-
trix oder -tabelle finden; der optimale Warp-Pfad ist dann der Pfad mit minimaler
Kostensumme durch die Kostenmatrix (Abbildung 4.3(b)). In Abbildung 4.3(a) sind
beispielhaft zwei Zeitreihen X und Y gezeigt. Man erkennt deutlich, dass das DTW
zu jedem Punkt in einer Zeitreihe einen oder mehrere Zuordnungen zu den Elemen-
ten der anderen Zeitreihe findet. Das DTW erlaubt den Vergleich von Zeitreihen
oder Trajektorien unterschiedlicher La¨nge mit lokalen Verschiebungen (Stauchungen
und Streckungen), nimmt aber im Gegensatz zum LCS an, dass sich die Zeitreihen
vollsta¨ndig ineinander u¨berfu¨hren lassen.
Eine weitere Methode zum Vergleich von Trajektorien basiert auf der Approximation
lokaler Trajektorien-Abschnitte durch parametrisierte Kurven oder Signaturen zur
Feststellung der Tranformationsparameter von einer Trajektorie in eine andere. Die
Distanz zweier Trajektorien kann dann zum Beispiel u¨ber den mittleren euklidischen
Abstand erfolgen. Schwartz und Sharir [1987] approximieren Teil-Trajektorien
durch Polynome (sogenannte charakteristische Kurven). Durch eine Optimierung im
Least-Squares-Sinne werden dann die Polynom-Mengen zweier Trajektorien inein-
ander u¨berfu¨hrt. Nunziati u. a. [2010] verwenden als Kennzahl oder Signatur eines
Trajektorienabschnitts das Doppelverha¨ltnis (engl. cross-ratio), die die Lage vier
benachbarter Trajektorienpunkte unabha¨ngig von der Ausrichtung und Lage einer
Trajektorie angibt. U¨ber eine Analyse des Doppelverha¨ltnis-Verteilung und Anwen-
dung des Shannon-Entropie-Maßes u¨ber diese Verteilung werden saliente Punkte
in einer Trajektorie detektiert und mit Salienzpunkten einer anderen Trajektorie
verglichen, um die Transformation zur erhalten. Die kennzeichnenden oder salienten
Abschnitte einer Trajektorie werden ha¨ufig in der Literatur in Kombination mit dem
String-Matching verwendet, um eine Zuordnung zweier Mengen von Salienzpunk-
ten zu erhalten und dann die Transformationsparameter zu bestimmen. Wolfson
[1990] verwendet dazu die mittlere A¨nderung des Winkelverlaufs einer Trajektorie
und quantisiert die Werte entsprechend der na¨chsten Ganzzahl. Anschließend wird
die Zuordnung durch eine Anwendung des LCS bestimmt. Analog ordnen Hsieh
u. a. [2004] dem Winkelverlauf einer Trajektorie diskrete Kennzahlen anhand manu-
ell definierter Kriterien zu und bestimmen den Wert der Edit-Distanz. Croitoru
u. a. [2005] bestimmen sogenannte Global-Sperical-Shape-Signaturen – inspiriert von
den Gravitationskra¨ften zwischen Planeten – und vergleichen diese Signaturen durch
die LCS-Distanz.
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Wertung: Die bisher dargestellten Trajektorien-Distanzmaße erlauben den
Vergleich von Bewegungsmustern unter verschiedenen Voraussetzungen. Die
Edit-Distanz und seine Derivate haben sich gema¨ß den in dieser Dissertation
gestellten Anforderungen in Abschnitt 4.2.1 besonders bei verrauschten Tra-
jektorien mit Ausreißern als leistungsfa¨hig gezeigt. Allerdings fehlt bisher die
Invarianz bezu¨glich der Rotation. Diejenigen Distanzmaße, die eine Rotations-
invarianz bieten, basieren auf der Winkelrepra¨sentation und sind daher bei ver-
rauschten Trajektorien nicht anwendbar. Aus diesem Grund wird in den folgen-
den Abschnitten eine Adaption des LCS-Distanzmaßes vorgestellt, die invariant
gegenu¨ber Rotation und Translation der Trajektorien untereinander ist.
4.2.3 Entwickeltes QRLCS-Distanzmaß fu¨r Trajektorien
Das in dieser Dissertation vorgestellte Distanzmaß fu¨r den Vergleich zweier Trajek-
torien basiert auf dem Longest Common Subsequence-Verfahren fu¨r Trajektorien
(LCS) nach Vlachos u. a. [2005] und erweitert diese um eine Invarianz gegenu¨ber
Rotation und Translation. Die LCS-Distanz fu¨r Trajektorien T und P ist wie folgt
rekursiv definiert:
LCSδ,ε(T, P ) =

0 falls |T | = 0 oder |P | = 0
1 + LCSδ,ε(tail(T ), tail(P )) falls ‖head(T )− head(P )‖1 < ε
und ‖ |T | − |P | ‖ ≤ δ
max
{
LCSδ,ε(tail(T ), P ),
LCSδ,ε(T, tail(P ))
}
sonst.
(4.4)
Die Variablen ε und δ definieren zum einen einen
”
Schlauch“ um die Trajektorien,
in dessen Bereich zwei Trajektorienpunkte als gleich gelten, und zum anderen einen
maximal mo¨glichen zeitlichen Versatz, den zwei Trajektorienpunkte haben du¨rfen.
Letzteres beschleunigt die Berechnung der LCS-Distanz, da der Algorithmus in der
Ausfu¨hrung der dynamischen Programmierung nicht alle Elemente der Kostenma-
trix berechnen muss. Der Wert der LCS-Distanz ist abha¨ngig von der La¨nge der
Trajektorien, daher definieren Vlachos u. a. [2005] eine normierte LCS-Distanz
wie folgt:
LCS Normδ,ε(T, P ) =
LCSδ,ε(T, P )
min{|T |, |P |}. (4.5)
Die Grundannahme bei dem LCS-Distanzmaß ist, dass die Trajektorien so zueinan-
der liegen, dass die Trajektorienpunkte durch eine Nachbarschaftsabfrage verglichen
werden ko¨nnen. Wie in Abschnitt 4.2.1 erla¨utert, ist dies fu¨r den Vergleich von
Objektbewegungen im Straßenverkehr nicht gegeben. Bei einem Vergleich von zwei
a¨hnlich langen Trajektorien ko¨nnten die Parameter der Transformation, d. h. Rota-
tion und Translation, durch eine Normalisierung des Mittelwerts und Ausrichtung
auf die Hauptachsen vor der Bestimmung der LCS-Distanz erreicht werden. Bei der
Suche eines Trajektorienstu¨cks in einer verha¨ltnisma¨ßig langen Trajektorie ist die-
ser Ansatz nicht mehr durchfu¨hrbar, da Mittelwert und Ausrichtung des gesuchten
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Teilstu¨cks stark von dem globalen Mittelwert und Ausrichtung einer Trajektorie
abweichen ko¨nnen.
Neben dem Wert der LCS-Distanz erha¨lt man durch das sogenannte Backtracking
eine Liste von Zuordnungen der Elemente beider Trajektorien [Cormen u. a., 2009,
Abschnitt 15.4]. Mit anderen Worten
”
probiert“ das LCS-Verfahren verschiedene Zu-
ordnungen aus, und wa¨hlt diejenige Zuordnung mit der geringsten Edit-Distanz. Ist
die Zuordnung von Punkten zweier Punktmengen bekannt, so existieren mit Hilfe
von Quaternionen effiziente – d. h. linear mit der Anzahl der Punkte – Berechnungs-
vorschriften zur Bestimmung der Rotation der Mengen zueinander [Horn, 1987;
Arun u. a., 1987; Kearsley, 1989; Zhang und Faugeras, 1991; Coutisas u. a.,
2004]. Eine Invarianz gegenu¨ber der Translation la¨sst sich durch eine U¨berlagerung
der Mittelwerte beider Punktmengen erreichen. Daraus resultiert fu¨r die Definition
eines tranlations- und rotationsinvarianten LCS ein duales Problem: Fu¨r die Bestim-
mung der Transformationsparameter muss eine Zuordnung der Trajektorienelemente
bekannt sein, wa¨hrend fu¨r die Bestimmung der Zuordnung die Transformationspa-
rameter bekannt sein mu¨ssen.
Die Anwendung der dynamischen Programmierung zerlegt die rekursive Formulie-
rung des LCS in Gleichung 4.4 gema¨ß dem Teile&Herrsche-Prinzip [Cormen u. a.,
2009, Kap. 4] in optimale Teillo¨sungen, die sukzessiv zu einer globalen, optimalen
Lo¨sung zusammengesetzt werden. Die Idee ist nun, gleichzeitig sowohl die Zuord-
nung als auch die Transformation zu optimieren. Dieses Verfahren wird im Folgenden
als Quaternion-based Rotationally-invariant LCS (QRLCS) bezeichnet. Hier werden
fu¨r die Vorschriften zur Bestimmung der Transformation iterative Formulierungen
gefunden, die zu jeder Teilmenge der Punktzuordnungen die Bestimmung einer op-
timalen Teil-Transformation ermo¨glicht.
Bei dem LCS-Verfahren fu¨r Zeichenketten wird davon ausgegangen, dass sich der
Wert eines Zeichens wa¨hrend der Ausfu¨hrung des Algorithmus nicht a¨ndern darf.
Betrachtet man nun die Anwendung eines translationsinvarianten LCS auf Trajek-
torien, dann zeigt sich bei der Bestimmung der Kostenmatrix in der ersten Zeile, dass
jedes Element einer Trajektorie genau mit jedem Element der Vergleichstrajektorie
u¨bereinstimmt. Dies ist darin begru¨ndet, dass der Mittelwert eines Trajektorien-
punktes wiederum der Trajektorienpunkt ist und sich somit durch den Vergleich
zweier u¨bereinanderliegender Punkte ein Distanzwert von 0 ergibt, unabha¨ngig von
der Art der Distanz. Werden nun im Verlauf der LCS-Berechnung zu den Teiltrajek-
torien weitere Punkte hinzugefu¨gt, so entstehen Widerspru¨che in den Teillo¨sungen,
da einzelne Punkte im Verbund mit anderen Trajektorienpunkten nun nicht mehr
a¨hnlich sind. Aus diesem Grund wird dem QRLCS-Algorithmus eine sogenannte Pi-
votpunkt-Einschra¨nkung hinzugefu¨gt, die eine initiale Zuordnung festsetzt, an der
sich nachfolgende Teillo¨sungen ausrichten.
Das QRLCS-Verfahren ist in Algorithmus 4.1 zusammengefasst. Die Eingabe der
QRLCS-Funktion bilden zwei Trajektorien P = (P1, . . . ,PN), Pi ∈ RD und T =
(T1, . . . ,TM), Ti ∈ RD sowie die Schwellwerte σmax ∈ RD fu¨r den Vergleich der
Trajektorienelemente. Die Elemente Ri,j ≡ Rp = (M,Γ) sind Tupel fu¨r die Trans-
formationsparameter, d. h. fu¨r Translation M und fu¨r Rotation Γ. Diese werden
durch die in Zeile 8 und 9 beschriebenen Funktionen initialisiert, inkrementiert und
angewendet. In Abschnitt 4.2.4 werden diese Methoden erla¨utert. Mit Ausnahme
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Algorithmus 4.1 QRLCS(P , T , σmax) – Bestimme Distanz Cmax und Transfor-
mation Rmax der Trajektorie P zu T .
1: M = |T |, N = |P |, Pi,Tj ∈ RD, σmax ∈ RD
2: Cmax = −∞, Rmax = ∅
3: for k = 1 to M do
4: C[0 . . .N, 0 . . .M ], Ci,j = 0 // Kostenmatrix
5: R[1 . . .N, 1 . . .M ], Ri,j = ∅ // Transformation-Speicher
6: for i = 1 to N do
7: for j = k to M do
8: Rp =
{
init(Pi,Tj) falls i ≡ 1 ∨ j ≡ k
increment(Ri−1,j−1,Pi,Tj) sonst
9: Prot = apply(Rp,Pi)
10: match = true
11: if ∃d ∈ 1 . . .D : ‖Prot,d − Tj,d‖1 > σmax,d then
12: match = false
13: end if
14: if j ≡ k then // Pivotpunkt-Einschra¨nkung
15: match = (i ≡ 1)
16: else if i ≡ 1 then
17: match = false
18: end if
19: if match then // Zuweisung aus vorherigem Zustand
20: // Je gro¨ßer Manhattan-Distanzwert, desto kleiner der Kostenwert
21: Ci,j = Ci−1,j−1 + spur(1
D − (1Dσmax)−1 |Prot −Tj|)/D
22: Ri,j = Rp
23: else
24: if Ci,j ≥ Ci−1,j then
25: Ci,j = Ci−1,j
26: Ri,j = Ri−1,j
27: else
28: Ci,j = Ci,j−1
29: Ri,j = Ri,j−1
30: end if
31: end if
32: end for
33: end for
34: if CN,M ≥ Cmax then // Bestimmung maximaler Kostenwerte
35: Cmax = CN,M
36: Rmax = RN,M
37: end if
38: end for
39: return Cmax, Rmax
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Abbildung 4.4: Beispiel fu¨r die Anwendung des QRLCS-Distanzmaß. (links) Verrauschte
Trajektorien mit einfacher und doppelter Frequenz und fehlender Sensoreingabe. (rechts)
LCS-Kostenmatrix mit Zuweisungspfad.
der Pivotpunkt-Einschra¨nkung in Zeile 3 und 14 entspricht der QRLCS-Algorith-
mus dem LCS-Verfahren aus Gleichung 4.4. Im Gegensatz zur LCS-Definition nach
Vlachos u. a. [2005] bauen sich die Werte der Kostenmatrix aus Distanzwerten auf,
die umgekehrt proportional zur L1-Norm sind (Zeile 21). Die Ausgabe der QRLCS-
Funktion ist zum einen die Summe minimaler Distanzwerte Cmax und die Ausgabe
der Transformation Rmax.
Aus dem QRLCS-Algorithmus 4.1 ist ersichtlich, dass die Laufzeit-Komplexita¨t
des Algorithmus O
(
MN(M+1)
2
)
≈ O(NM2) bei gleichzeitigem linearen Speicher-
verbrauch O(N) ist. Der lineare Speicherverbrauch kommt dadurch zustande, dass
jeweils nur eine Zeile der Kosten- und Transformationsmatrix C und R gespeichert
werden muss. Bei Trajektorien mit mehr als Tausend Elementen ist die QRLCS-
Ausfu¨hrung nach dem derzeitigen Stand der Technik nicht mehr praktikabel. Aber
fu¨r die Berechnung der Kostenmatrix existieren eine Reihe von approximativen Ver-
fahren wie zum Beispiel von Salvador und Chan [2007] beschrieben: So kann die
QRLCS-Berechnung auf verschiedenen Auflo¨sungsstufen der Kostenmatrix laufen,
bei der iterativ die Auflo¨sungsstufe erho¨ht wird und anhand der letzten Stufe nicht
mehr alle Elemente dieser Matrix berechnet werden mu¨ssen. Vlachos u. a. [2005]
verwenden eine Einschra¨nkung der zeitlichen Verschiebung zweier Trajektorien, so
dass das Endstu¨ck einer Trajektorie nicht zu dem Anfang der anderen Trajektorie
und umgekehrt zugeordnet werden kann. Dies fu¨hrt zur einer Konzentration auf
ein diagonales Band in der Kostenmatrix und damit zu einer Reduzierung des Re-
chenaufwands. Mit der Pivotpunkt-Einschra¨nkung kann dieses Band noch sta¨rker
eingegrenzt werden.
Fokussiert sich der Vergleich zweier Trajektorien auf die Bestimmung des Distanz-
werts, z. B. bei zwei Trajektorien mit gleicher euklidischer La¨nge, deren Anfangs-
und Endstu¨ck jeweils u¨bereinander liegen mu¨ssen, so entfa¨llt die Pivotpunkt-Ein-
schra¨nkung durch die Beschra¨nkung auf k = 1. Das bedeutet, dass die Trajektorien
durch eine implizite Festlegung des Rotationspunkts auf beide Anfangsstu¨cke zu-
einander gedreht werden. Dadurch la¨sst sich die Laufzeit-Komplexita¨t auf O(NM)
reduzieren.
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Ein Beispiel fu¨r die Anwendung des QRLCS-Verfahrens ist in Abbildung 4.4 dar-
gestellt. Das QRLCS findet die korrekten Zuordnungen der Trajektorienelemente
zwischen den Trajektorien P (gru¨n) und T (blau), obwohl P mit der doppelten
Frequenz abgetastet, ein Trajektorienelement entfernt wurde und die Trajektorien
zueinander unterschiedlich ausgerichtet und verschoben sind. In der Abbildung 4.4
rechts ist die Kostenmatrix C mit den markierten Zuordnungen als optimaler Zu-
ordnungspfad in der Kostenmatrix dargestellt.
4.2.4 Bestimmung der Transformationsparameter
Der QRLCS-Algorithmus verwendet die Funktionen init, increment und apply, die
das Transformations-Tupel (M,Γ) initialisieren, inkrementieren und auf ein neues
Trajektorienelement anwenden (Algorithmus 4.1, Zeile 8 und 9). Die Methoden fu¨r
die Realisierung dieser Funktionen werden in diesem Abschnitt vorgestellt.
Bei gegebenen zwei Trajektorien P und T u¨bernimmt der LCS-Teil des QRLCS-Al-
gorithmus die Zuordnung der einzelnen Trajektorienelemente, so dass im Folgenden
die Trajektorien P und T wie folgt definiert sind:
P = (P1, . . . ,PN), Pi ∈ R2 (4.6)
T = (T1, . . . ,TN), Ti ∈ R2. (4.7)
T
(d)
t gibt das t-te Element (Zeitschritt) der Trajektorie T in der d-ten Dimension an.
Man beachte, dass die Beschra¨nkung auf zwei Dimensionen keine Einschra¨nkung
bedeutet, sondern nur den fu¨r die Transformation relevanten Teil der Trajektorien
betrachtet. Nun muss zum einen eine Methode gefunden werden, die die Transforma-
tionsparameter (M,Γ) so bestimmt, dass die Summe u¨ber die Differenz aller Paare
von Trajektorienelementen minimal wird:
argmin
M,Γ
N∑
i=1
‖Ti − fM,Γ(Pi)‖ (4.8)
Mit anderen Worten wird die Trajektorie P so gedreht und um seinen Mittelwert
und verschoben, dass sie auf T mo¨glichst gut passt. Der Mittelwert (Rotationspunkt)
einer Trajektorie T der La¨nge |T | = t ist das arithmetische Mittel seiner Elemente:
µT,t =
1
t
t∑
i=1
Ti, µT,t ∈ R2 (4.9)
Entsprechend gibt µ
(d)
T,t den Wert der d-ten Dimension dieses Mittelwerts an.
In dieser Dissertation werden zwei Auspra¨gungen fu¨r fM,Γ vorgestellt, zum einen
nach Kearsley [1989] und zum anderen nach Horn [1987]. Zudem wird zu jeder
Auspra¨gung eine inkrementelle Repra¨sentation gefunden, die es ermo¨glicht, ein neues
Punktpaar (Pi,Ti) hinzuzufu¨gen und sofort eine aktualisierte Menge von Transfor-
mationsparametern zu erhalten. Diese Eigenschaft fordert die Implementierung des
QRLCS-Algorithmus, da optimale Teilergebnisse in Tabellen gespeichert werden.
Sowohl Kearsley als auch Horn verwenden Quaternionen zur Bestimmung der Ro-
tationsparameter, auch als Hamilton-Zahlen bezeichnet [Hamilton, 1866]. Kui-
pers [2002] gibt dazu einen guten U¨berblick u¨ber dieses Thema. Quaternionen
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q = q1+iq2+jq3+kq4 sind komplexe Zahlen mit einem reellen Teil und drei Imagina¨r-
teilen und ko¨nnen auch in Vektorform dargestellt werden: q = [q1, q2, q3, q4] ≡ [q1,v].
Eine grundlegende Eigenschaft sind die sogenannten Hamilton-Regeln i2 = j2 =
k2 = ijk = −1, so dass einigen Rechenoperationen wie zum Beispiel die Multi-
plikation gesondert fu¨r Quaternionen definiert sind. Ein Quaternion q̂ der La¨nge
‖q̂‖ = 1 wird als Einheitsquaternion bezeichnet. Die Inverse eines Einheitsquaterni-
ons q̂−1 ist gleich seinem konjugierten Vertreter q̂−1 = q̂ = [q1,−q2,−q3,−q4]. Mit
den Quaternionen existiert ein eleganter Weg, um die Rotation eines Punktes x ∈ R3
im dreidimensionalen Raum um den Ursprung entlang einer definierten Drehachse
n ∈ R3 mit den Winkel θ durchzufu¨hren. Sei
qrot = [cos(θ/2), sin(θ/2)n] (4.10)
ein Quaternion, dann beschreibt der folgende Ausdruck eine Rotation des Punktes
x um den Winkel θ mit der Rotationsachse n:
[0,xrot] = qrot[0,x]q
−1
rot. (4.11)
Fu¨r die Trajektorien von Objekten im Straßenverkehr werden planare Bewegungen
angenommen. Daher gilt fu¨r die folgenden Abschnitte der Drehvektor n̂ = [0, 0, 1]⊤.
Ein Punkt im zweidimensionalen Raum y ∈ R2 kann durch eine Erga¨nzung mit einer
Null in der dritten Dimension [y, 0]⊤ zu einem Punkt im dreidimensionalen Raum
erweitert werden.
4.2.4.1 Inkrementelle Translation
Die Verschiebung einer Trajektorie (Translation) wird hier als Vera¨nderung des Mit-
telpunkts als arithmetisches Mittel der Trajektorienelemente gesehen. Eine inkre-
mentelle Formulierung, die den Mittelwert einer Trajektorie aus dem vorhergehenden
Zeitschritt µ{P,T},t−1 um ein Trajektorienelement Pt oder Tt erweitert, ist einfach
zu bestimmen durch
µP,t =
1
t
t∑
i=1
Pi =
1
t
t−1∑
i=1
Pi +
1
t
Pt =
t− 1
t
µP,t−1 +
1
t
Pt (4.12)
µT,t =
1
t
t∑
i=1
Ti =
t− 1
t
µT,t−1 +
1
t
Tt. (4.13)
Der Mittelwert-Vektor µ{P,T},t−1 dient gleichzeitig als Rotationszentrum, d. h. eine
Trajektorie wird um seinen Mittelpunkt gedreht. In den folgenden Abschnitten wird
angenommen, dass der Mittelwert einer Trajektorie vor der Anwendung der Rotation
bereits mit den obigen Gleichungen 4.12 und 4.13 bestimmt wurde.
4.2.4.2 Inkrementelle Rotation nach Kearsley
Die computergestu¨tzte Strukturanalyse in der Chemie vergleicht unter anderem Mo-
leku¨le in ihrem Aufbau und ihrer Struktur. Kearsley [1989] stellt dazu ein Quater-
nionen-basiertes Verfahren vor, das zwei große molekulare Strukturen bei bekannter
Zuordnung der einzelnen Atome gegenseitig u¨berlagert, um Abweichungen leichter
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detektieren zu ko¨nnen. Diese Methode la¨sst sich auf den Vergleich von Trajektorien
u¨bertragen, indem die durch das QRLCS bekannte Zuordnung der Trajektorienele-
mente beide Trajektorien durch eine Verschiebung und Drehung u¨berlagert werden.
Das Residuum der U¨berlagerung zweier Trajektorien P und T durch ein Rotations-
quaternion q̂θ, ‖q̂θ‖ = 1, kann mit Hilfe von Gleichung 4.11 wie folgt beschrieben
werden:
E(θ) =
t∑
i=1
‖[0,Ti − µT,t, 0]− q̂θ[0,Pi − µP,t, 0]q̂−1θ ‖2. (4.14)
Eine Minimierung des Fehlers im Least-Squares-Sinne nach dem Winkel θ fu¨hrt bei
Verwendung folgender Hilfsvariablen, die die Summe und Differenz der mittelwerts-
befreiten Trajektorienelemente abku¨rzend beschreiben,
um,t = (Tt − µT,t)− (Pt − µP,t) (4.15)
up,t = (Tt − µT,t) + (Pt − µP,t), (4.16)
zu einer Lo¨sung des folgenden Eigenwertproblems [Kearsley, 1989]:( ∑t
i=1 ‖um,i‖2
∑t
i=1(u
(1)
p,iu
(2)
m,i − u(1)m,iu(2)p,i )∑t
i=1(u
(1)
p,iu
(2)
m,i − u(1)m,iu(2)p,i )
∑t
i=1 ‖up,i‖2
)(
q1
q4
)
= λ
(
q1
q4
)
(4.17)
Der Eigenvektor zum kleinsten Eigenwert repra¨sentiert dann die optimalen Rota-
tionsparameter in der Form qopt = [q1, 0, 0, q4]. Im Gegensatz zu der Darstellung
des Eigenwert-Problems in Kearsley [1989] wurde in Gleichung 4.17 bereits eine
Drehung in der Ebene angenommen, so dass sich der Eigenvektor und die Matrix
auf die Bestimmung der Quaternionen-Elemente q1 und q4 verku¨rzen.
Fu¨r den QRLCS-Algorithmus ist eine inkrementelle Formulierung der Matrixelemen-
te aus Gleichung 4.17 zu finden, die der Transformation einer Zeitreihe 1, . . . , t− 1
ein neues Punktpaar (Pt,Tt) hinzufu¨gt. Die folgenden Ausdru¨cke stellen dabei diese
inkrementelle Form dar; die entsprechende Herleitung findet sich in Abschnitt A.2.2.
t∑
i=1
‖um,i‖2 =
(
t−1∑
i=1
‖Ti −Pi‖2
)
+ ‖Tt −Pt‖2 − t‖µT,t − µP,t‖2 (4.18)
t∑
i=1
‖up,i‖2 =
(
t−1∑
i=1
‖Ti +Pi‖2
)
+ ‖Tt +Pt‖2 − t‖µT,t + µP,t‖2 (4.19)
t∑
i=1
(u
(1)
p,iu
(2)
m,i − u(1)m,iu(2)p,i ) = 2
t−1∑
i=1
(
P
(1)
i T
(2)
i − T (1)i P (2)i
)
+ 2(P
(1)
t T
(2)
t − T (1)t P (2)t )
+ 2t(µ
(2)
P,tµ
(1)
T,t − µ(2)T,tµ(1)P,t) (4.20)
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Somit mu¨ssen folgende Terme in jedem Iterationsschritt des QRLCS gespeichert
werden:
γ1(t) =
t∑
i=1
‖Ti −Pi‖2 (4.21)
γ2(t) =
t∑
i=1
‖Ti +Pi‖2 (4.22)
γ3(t) = 2
t∑
i=1
(
P
(1)
i T
(2)
i − T (1)i P (2)i
)
(4.23)
Das Tupel (M,Γ) = ((µT,t,µP,t), (γ1(t), γ2(t), γ3(t))) beschreibt vollsta¨ndig die Trans-
formation der Trajektorie P zu T in dem Zeitschritt t.
Bei der Pra¨sentation eines neuen Punktpaars (Pt,Tt) werden zuerst die Mittel-
werte µP,t−1 und µT,t−1 mit Hilfe der Gleichungen 4.12 und 4.13 zu µP,t und µT,t
aktualisiert. Im Anschluss werden mit Hilfe der γ-Variablen γ1,2,3(t−1) aus dem vor-
hergehenden Zeitschritt die Matrixelemente in den Gleichungen 4.18, 4.19 und 4.20
bestimmt und das Eigenwertproblem in Gleichung 4.17 gelo¨st. Mit dem Eigenvek-
tor zum kleinsten Eigenwert kann dann ein Rotationsquaternion aufgebaut und
zur U¨berlagerung der Trajektorien verwendet werden. Soll das pra¨sentierte Punkt-
paar (Pt,Tt) der Reihe hinzugefu¨gt werden, so werden die Mittelwerte und die
γ-Variablen in den Gleichungen 4.21, 4.22 und 4.23 aktualisiert.
Wertung: Mit der Methode der inkrementellen Rotation nach Kearsley exis-
tiert nun ein mathematisch elegantes Verfahren zur Bestimmung der Trans-
formationsparameter in dem QRLCS-Algorithmus. Es hat sich jedoch in der
Anwendung gezeigt, dass es numerisch instabil ist und die wiederholte Lo¨sung
des Eigenwertproblems in Gleichung 4.17 rechentechnisch aufwa¨ndig ist. Aus
diesem Grund wird in dem na¨chsten Abschnitt eine Methode der inkrementel-
len Rotation nach Horn [1987] vorgestellt, das die dargestellten Nachteile nicht
besitzt.
4.2.4.3 Inkrementelle Rotation nach Horn
Horn [1987] stellt in der U¨bersicht eine Reihe von Quaternion-basierten Methoden
vor, die analytisch zwei Punktmengen im zwei- und dreidimensionalen Raum op-
timal im Least-Squares-Sinne zueinander rotieren lassen. Ein effizientes Verfahren
zur Bestimmung des Rotationswinkels fu¨r eine Drehung in der Ebene nach Horn
wird in diesem Abschnitt erla¨utert und um eine inkrementelle Formulierung fu¨r die
Verwendung in dem QRLCS-Algorithmus erweitert.
In diesem Abschnitt wird implizit die Verwendung dreidimensionaler Trajektori-
enelemente angenommen, also gilt
Ti ≡
(
Ti
0
)
µT,t ≡
(
µT,t
0
)
Pi ≡
(
Pi
0
)
µP,t ≡
(
µP,t
0
)
. (4.24)
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Die Minimierung der Summe u¨ber die Norm der Punktdifferenzen nach Gleichung 4.28
definiert Horn [1987] u¨ber die Maximierung der Summe der Skalarprodukte ζ(θ)
zwischen den mittelwertsbefreiten Punktpaaren:
ζ(θ) =
t∑
i=1
‖Ti − µT,t‖ ‖Pi − µP,t‖ cos(αi − θ)
=
(
t∑
i=1
‖Ti − µT,t‖ ‖Pi − µP,t‖ cos(αi)
)
cos(θ)
+
(
t∑
i=1
‖Ti − µT,t‖ ‖Pi − µP,t‖ sin(αi)
)
sin(θ)
= C cos(θ) + S sin(θ) (4.25)
mit
C =
t∑
i=1
‖Ti − µT,t‖ ‖Pi − µP,t‖ cos(αi) =
t∑
i=1
〈
Ti − µT,t; Pi − µP,t
〉
(4.26)
S =
t∑
i=1
‖Ti − µT,t‖ ‖Pi − µP,t‖ sin(αi) =
〈
t∑
i=1
((Ti − µT,t)× (Pi − µP,t)); n̂
〉
.
(4.27)
Die Variable αi = ∠(Ti − µT,t,Pi − µP,t) gibt dabei den von den mittelwertsbe-
freiten Punktpaaren eingeschlossenen Winkel an. Durch die Drehung in der Ebene
ist der Rotationsvektor n̂ definiert als n̂ = [0, 0, 1]⊤. Die Definition von ζ(θ) ist
sinnvoll, da mit steigendem Wert des Skalarprodukts die Vektoren und damit die
Punktpaare zunehmend kollinear sind. Des Weiteren ermo¨glicht Gleichung 4.25 eine
einfache Extraktion des Rotationswinkels θ, so dass das Maximum von ζ(θ) u¨ber
eine Extremwertrechnung bestimmt werden kann:
d
dθ
(C cos(θ) + S sin(θ))
!
= 0
⇔ C sin(θ) = S cos(θ) (4.28)
mit der Lo¨sung mit Hilfe des trigonometrischen Pythagoras2:
sin(θ) = ± S√
S2 + C2
, cos(θ) = ± C√
S2 + C2
(4.29)
Da eine Maximierung von θ erstrebt ist, werden die Terme mit dem Plus-Zeichen
verwendet. Man beachte, dass S und C beliebige Vorzeichen haben ko¨nnen.
Aus Gleichung 4.29 la¨sst sich wiederum ein Rotationsquaternion erzeugen und nach
Gleichung 4.11 anwenden [Horn, 1987]:
q˙ = cos
(
θ
2
)
+ sin
(
θ
2
)
(in̂(1) + jn̂(2) + kn̂(3)) =
[
cos
(
θ
2
)
, 0, 0, sin
(
θ
2
)]
(4.30)
mit cos
(
θ
2
)
=
√
1 + cos(θ)
2
, sin
(
θ
2
)
=
sin(θ)√
2(1 + cos(θ))
2Trigonometrischer Pythagoras: sin2(θ) + cos2(θ) = 1 [Bronshtein u. a., 2007, Absch. 2.7.2.1]
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Alternativ ist auch der Aufbau einer Rotationsmatrix mo¨glich:
R =
(
cos(θ) − sin(θ)
sin(θ) cos(θ)
)
(4.31)
Somit mu¨ssen fu¨r eine Bestimmung des Rotationswinkels θ die S- und C-Ausdru¨cke
aus Gleichung 4.27 und 4.26 berechnet und nach Gleichung 4.29 in eine trigonome-
trische Form gebracht werden, um zwei Trajektorien u¨bereinander zu lagern.
Fu¨r die Anwendung dieser Rotationsbestimmung in dem QRLCS-Algorithmus lassen
sich die S- und C-Ausdru¨cke wie folgt inkrementell formulieren:
Ct =
(
t−1∑
i=1
〈Ti; Pi〉
)
− t 〈µT,t; µP,t〉 (4.32)
St =
〈(
t−1∑
i=1
(Ti ×Pi)
)
− t(µT,t × µP,t); n̂
〉
(4.33)
Die Herleitung der Gleichungen ist in Abschnitt A.2.3 na¨her erla¨utert.
Analog zur der Bestimmung der Transformationsparameter nach Kearsley mu¨ssen
nun folgende Terme u¨ber die Zeit gespeichert werden:
γ1(t) =
t∑
i=1
〈Ti; Pi〉 (4.34)
γ2(t) =
t∑
i=1
(Ti ×Pi) (4.35)
Das Tupel (M,Γ) = ((µT,t,µP,t), (γ1(t), γ2(t))) beschreibt somit vollsta¨ndig die
Transformation zu Zeitschritt t.
Wertung: Die inkrementelle Rotation nach Horn stellt eine gute Alternative zu
dem vorher beschriebenen Verfahren nach Kearsley dar. Man beachte, dass die
sin(θ)- und cos(θ)-Ausdru¨cke niemals evaluiert werden, sondern nur als Gan-
zes in die Gleichungen zum Aufbau der Transformationsgleichungen verwendet
werden. Dies macht die Methode sehr effizient.
4.3 Probabilistische Suche in Wissensbasis
Gema¨ß der Definition eines Systems zur Pra¨diktion aus Abschnitt 3.3 erha¨lt der Pra¨-
diktor fpred ein beobachtetes Bewegungsmuster H eines Objekts im Straßenverkehr
in Form einer Trajektorie der letzten ∆tH Zeitschritte und erstellt auf der Basis der
Historie eine oder mehrere Hypothesen u¨ber den zuku¨nftigen Bewegungsverlauf des
Objekts. Die Hypothesen werden auf der Basis einer vorher aufgezeichneten Menge
von Bewegungsmustern (Wissensbasis oder Referenzmenge) erstellt.
Die einfachste Variante fu¨r die Scha¨tzung der Pra¨diktionshypothesen ist eine er-
scho¨pfende Suche in der Wissensbasis mit einem Trajektorien-Distanzmaß nach der
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zur Historie H a¨hnlichsten TeiltrajektorieWi. Anschließend werden die gema¨ß einem
vorher definierten Zeithorizont die nachfolgenden ∆tpred Zeitschritte der Teiltrajek-
torie Wi als der wahrscheinlichste, zuku¨nftige Bewegungsverlauf verwendet. Das in
dem vorhergehenden Abschnitt vorgestellte QRLCS-Distanzmaß ist in der Lage,
die Suche nach Wi in der Wissensbasis durchzufu¨hren. Aus Sicht der beno¨tigten Re-
chenzeit ist dieses Vorgehen aber praktisch nicht durchfu¨hrbar, weil eine vollsta¨ndige
Suche sehr viel Rechenzeit in Anspruch nimmt, die zur Anwendung des Pra¨diktors
in Echtzeit in dieser Gro¨ßenordnung nicht zur Verfu¨gung steht. Aus diesem Grund
wird in diesem Abschnitt ein approximatives Suchverfahren auf der Basis von Si-
denbladh u. a. [2002] vorgestellt und um die Scha¨tzung der Bewegungshypothesen
erweitert, was die beno¨tigte Rechenleistung im Vergleich zur erscho¨pfenden Suche
deutlich verringert.
Die nachfolgenden Unterabschnitte gliedern das probabilistische Suchverfahren in
verschiedene Themengebiete: Die Abschnitte 4.3.1 und 4.3.2 begru¨nden die Einbrin-
gung eines Filter-Algorithmus in den Pra¨diktor und liefern eine U¨bersicht u¨ber die
verwendeten Bezeichner und Ausdru¨cke. Abschnitt 4.3.3 fu¨hrt das Problem der Pra¨-
diktion eines Bewegungsablaufs auf den Bayes-Filter-Algorithmus und damit auf das
Verfahren nach Sidenbladh u. a. [2002] zuru¨ck. Der nachfolgende Abschnitt 4.3.4
gibt den probabilistischen Tracking-Algorithmus nach Sidenbladh u. a. [2002] wie-
der, angewandt auf Fahrzeugtrajektorien durch den Aufbau eines strukturierten
Baums u¨ber die Bewegungsmenge und probabilistische Suche in dieser Baumstruk-
tur. Der Aufbau des Baums entspricht dabei dem Training des lernenden Verfahrens
zur Pra¨diktion, wa¨hrend die Suche die Anwendung des Pra¨diktors zur Laufzeit dar-
stellt. Der Unterabschnitt 4.3.6 stellt eine Reihe von heuristischen Mo¨glichkeiten fu¨r
die Gewichtung der Pra¨diktionshypothesen in dem Partikelfilter vor. Die Partikel
in dem Partikelfilter approximieren die Verteilung der Auftrittswahrscheinlichkeit
einer Pra¨diktion, in Abschnitt 4.3.5 werden daher Ansa¨tze vorgestellt, die aus dieser
Verteilung eine oder mehrere Pra¨diktionen in Form von Trajektorien ermittelt.
4.3.1 Begru¨ndung und Wahl des Filter-Algorithmus
Die Aufzeichnung der Bewegungshistorie H wird mit Hilfe von Sensoren durchge-
fu¨hrt, wie zum Beispiel Kamera, Radar oder Lidar. In den sensoriellen Daten wird ein
Algorithmus zur Objektdetektion angewendet, um anhand des Objektschwerpunkts
eine Trajektorie u¨ber die Zeit zu erhalten. Prinzip- und konstruktionsbedingt sind
diese Messungen allerdings mit einem Rauschanteil behaftet, so dass die tatsa¨chlich
abgefahrene Bewegung nur anna¨hernd gescha¨tzt werden kann. Aus diesem Grund
werden in aktuellen Verfahren zur Objektverfolgung in der Literatur in den Sens-
ordaten Filteralgorithmen eingesetzt, wie zum Beispiel der Kalman- oder Partikel-
filter, die die Messungen und deren Unsicherheiten in die Scha¨tzung der tatsa¨chlich
abgefahrenen Bahn mit einbeziehen. Eine A¨nderung der tatsa¨chlich abgefahrenen
Historie durch den Rauschanteil fu¨hrt ebenfalls fu¨r den Pra¨diktor zu einer deutli-
chen A¨nderung der Bewegungshypothesen, da z. B. ein Fehler in der Position des
letzten observierten Objektzustands einen nichtlinearen Einfluss auf die Pra¨diktion
mit zunehmenden Pra¨diktionshorizont hat. Daher soll fu¨r die Pra¨diktion ebenfalls
ein Filterverfahren zur Minimierung rauschbedingter Fehler mit einbezogen werden.
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In der Literatur werden am ha¨ufigsten zwei zeitliche Filter eingesetzt [Yilmaz u. a.,
2006;Thrun u. a., 2005], der Kalman- [Kalman, 1960] und der Partikelfilter [Isard
und Blake, 1998] (CONDENSATION-Algorithmus). Beide Filter ko¨nnen durch
den Bayes-Filter-Algorithmus [Thrun u. a., 2005, Abschnitt 2.4.1] abstrahiert wer-
den, der eine rekursive Scha¨tzung eines Objektzustands auf Basis vorangegangener
Zustandsscha¨tzungen postuliert. Die Realisierung des Bayes-Filter-Algorithmus in
Form des Kalman-Filters nimmt dabei eine Normalverteilung der Auftrittswahr-
scheinlichkeit eines Objektzustands an, wa¨hrend der Partikelfilter beliebige Vertei-
lungen durch eine Menge von Hypothesen oder Partikeln zula¨sst. Wenn ein Filter den
zuku¨nftigen Bewegungsverlauf scha¨tzt, so ist die Annahme einer Normalverteilung
der Auftrittswahrscheinlichkeit einer Pra¨diktion nicht mehr erfu¨llt, da zum Beispiel
das Anfahren eines Fahrzeugs an eine Kreuzung mo¨gliche Hypothesen in Form eines
Geradeausfahrens, eines Rechts- und eines Linksabbiegens generieren muss, und so-
mit eine Verteilung mit mindestens drei Moden, d. h. lokalen Maxima, erforderlich
macht. Aus diesem Grund wird im Folgenden ein Partikelfilter als zeitlicher Filter
der Objektzusta¨nde verwendet.
Sidenbladh u. a. [2002] verbinden erstmals einen Partikelfilter fu¨r das Tracking
von Ko¨rperposturen in Kamerabildern mit der direkten Verwendung einer Menge
von aufzeichneten Bewegungsmustern. Das Verfahren verwendet den Partikelfilter
als ein zeitliches Optimierungsverfahren, das gezielt nach dem in den Kamerabildern
beobachteten Bewegungsablauf in der Referenzmenge sucht, um den na¨chsten Zeit-
schritt pra¨dizieren zu ko¨nnen. Das in diesem Abschnitt der Dissertation vorgestellte
Pra¨diktionsverfahren greift auf die Methode nach Sidenbladh u. a. [2002] zuru¨ck
und erweitert die Tracking-Komponente mit dem Partikelfilter um eine Fa¨higkeit,
weiter als einen Zeitschritt vorausschauen zu ko¨nnen.
Ein Bewegungsmuster in Form einer Trajektorie ist eine zeitlich geordnete Folge
von Objektzusta¨nden. Die Suche nach einem Bewegungsmuster in der Referenz-
menge zum Tracking eines Zustandes verletzt explizit die Markov-Annahme erster
Ordnung in dem Filter. Die Annahme besagt, dass der Zustand eines Objekts zum
Zeitpunkt t nur von dem Zustand aus dem vorherigen Zustand t−1 abha¨ngt und die
u¨brigen Abha¨ngigkeiten des aktuellen Zustands zu Zusta¨nden weiter in die Vergan-
genheit vernachla¨ssigt werden ko¨nnen [Bishop, 2006, Abschnitt 13.1]. Dieses Prinzip
liegt dem Bayes-Filter-Algorithmus und damit auch dem Partikel- oder Kalman-Fil-
ter zugrunde. Sidenbladh u. a. [2002] argumentieren, dass diese Verletzung durch
eine Anpassung der Berechnung der Partikelgewichte abgemildert werden kann. In
der neueren Literatur ist die Einbringung der letzten N Historienelemente in den
Partikelfilter auch als Memory-based Particle Filter (M-PF) bezeichnet und wurde
von Mikami u. a. [2009, 2010] vorgestellt. Daher wird davon ausgegangen, dass die
Verletzung der Markov-Annahme erster Ordnung in dem Partikelfilter zu vernach-
la¨ssigbar kleinen Fehlern in dem Tracking fu¨hrt.
4.3.2 Abku¨rzungen und Bezeichner fu¨r Variablen
Die folgenden Bezeichner fu¨r Variablen werden fu¨r eine probabilistische Formulie-
rung der Pra¨diktion verwendet: Eine Trajektorie T mit N Elementen ist eine geord-
nete Liste von Vektoren T = [T1, . . . ,TN ] und beschreibt einen Bewegungsverlauf
zu diskreten Zeitschritten, wobei jeder Vektor Ti ∈ Rd mindestens den Zeitstempel
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und die Position des Objekts in der x-y-Ebene umfasst, d. h. es gilt d ≥ 3. Ho¨here
Ableitungen der Position wie die Geschwindigkeit oder Gierrate ko¨nnen ebenfalls in
den Vektor mit u¨bernommen werden. Die Einbindung des Zeitstempels in die Vek-
torrepra¨sentation erlaubt die Behandlung der Trajektorie zu diskreten Zeitschritten
1, . . . , t, . . . , N . Die Dauer der Observation einer Bewegung wird in th Zeitschrit-
ten und der Zeithorizont mit tp angegeben. Dies ist keine Einschra¨nkung gegenu¨ber
der gegebenen Dauer eines Historienstu¨cks oder eines Zeithorizonts in Sekunden;
die Anzahl der Zeitschritte kann einfach durch den gro¨ßtmo¨glichen Abschnitt der
Trajektorie bestimmt werden, dessen kumulierte Summe der Zeitstempeldifferen-
zen minimal zu dem gegebenen Wert des Historienstu¨cks oder des Zeithorizonts in
Sekunden ist.
Eine HistorieHt = [Tt−th+1, . . . ,Tt] mit th Trajektorienelementen beschreibt den ob-
servierten Bewegungsverlauf bis zu dem aktuellen Zeitschritt t. Die Pra¨diktion ist fu¨r
den aktuellen Zeitschritt t als zuku¨nftigen Bewegungsverlauf Φt = [Tt, . . . ,Tt+ts−1] =
[Φt, . . . ,Φt+ts−1] angegeben. Ein in der Referenzmenge abgelegtes Trajektorienstu¨ck
mit th Trajektorienelemente wird mit Ψi = [Ti−th+1, . . . ,Ti] = [Ψi−th+1, . . . ,Ψi]
bezeichnet. Die Angabe des Zeitschritts orientiert sich bei der Historie und der Pra¨-
diktion an dem aktuellen Zeitschritt t der observierten Trajektorie, bei dem Refe-
renzstu¨ck ist ein beliebiger Zugriff auf alle Trajektorienelemente der Referenzmenge
mo¨glich.
4.3.3 Probabilistische Formulierung der Pra¨diktion
Wahrscheinlichkeitsverteilungen erlauben eine allgemeine und elegante Beschreibung
von Auftrittswahrscheinlichkeiten fu¨r Zufallsvariablen. Die Pra¨diktion eines Bewe-
gungsmusters kann als eine Zufallsvariable aufgefasst werden. Zusa¨tzlich bieten diese
probabilistischen Formulierungen eine Reihe von Mo¨glichkeiten die Abha¨ngigkeiten
zwischen Zufallsvariablen zu modellieren. Eine Anwendung dieser Abha¨ngigkeit ist
die Bestimmung des zuku¨nftigen Verlaufs einer Trajektorien bei gegebener, obser-
vierter Historie. In diesem Abschnitt wird das Problem der Pra¨diktion probabilis-
tisch formuliert, um die Anwendung einer Partikelfilter-Variante nach Sidenbladh
u. a. [2002] zu ermo¨glichen und zu jedem Zeitschritt der observierten Bewegung eine
Verteilung der Pra¨diktion zu erhalten.
Die Auftrttswahrscheinlichkeit der Pra¨diktion Φt kann bei gegebener, observierter
Historie Ht als Wahrscheinlichkeitsverteilung p(Φt |Ht) dargestellt werden. Die Idee
ist nun, die observierte Historie als mit einem Rauschanteil behaftete Messung zu
betrachten und die probabilistische Formulierung der Pra¨diktion in ein Tracking der
aktuellen Position mit anschließendem Pra¨diktionsanteil aufzuspalten:
p(Φt |Ht) = p(Φt+1,Φt |Ht) (4.36a)
= p(Φt |Φt+1, Ht) p(Φt+1 |Ht) (4.36b)
≈ p(Φt |Ht) p(Φt+1 |Ht) (4.36c)
In Zeile 4.36a und 4.36b wird der aktuelle Zustand von der Pra¨diktion abgespal-
ten und fortan gesondert betrachtet. Die letzte Zeile verwendet die Approximation
p(Φt |Φt+1, Ht) ≈ p(Φt |Ht) unter der Annahme, dass der zuku¨nftige Verlauf Φt+1
einen deutlich geringeren Einfluss als die observierte Historie Ht auf den aktuellen
4.3. Probabilistische Suche in Wissensbasis 71
Zustand Φt hat und somit vernachla¨ssigt werden kann. Der erste Term p(Φt |Ht)
der Gleichung 4.36c ist die Aufenthaltswahrscheinlichkeit fu¨r den Zustand Φt zum
aktuellen Zeitpunkt t bei gegebener Messung Ht und kann mit Hilfe der probabilis-
tischen Suche nach Sidenbladh u. a. [2002], wie in dem nachfolgenden Abschnitt
beschrieben, bestimmt werden. Auf den ersten Blick scheint mit dem zweiten Teil
p(Φt+1 |Ht) nichts gewonnen zu sein, da die pra¨dizierte Trajektorie Φt+1 immer noch
vollsta¨ndig vom observierten Bewegungsmuster Ht abha¨ngt. Allerdings kann eine
Approximation dieses Terms durch heuristisch definierte Verteilungen mit in den
Partikelfilter als Gewichtsterm der Partikel einfließen. Diese Gewichtungen werden
in Abschnitt 4.3.6 na¨her erla¨utert.
4.3.4 Probabilistische Suche nach Sidenbladh
In diesem Abschnitt wird der Suchalgorithmus nach der Methode von Sidenbladh
u. a. [2002] dargestellt, angewendet auf Bewegungsmuster fu¨r Fahrzeuge. Unterschie-
de zu diesem Referenzverfahren fu¨r die Anwendung auf Fahrzeugtrajektorien werden
im Folgenden explizit genannt.
Gesucht ist eine iterative Formulierung der Wahrscheinlichkeitsverteilung p(Φt |Ht)
in dem aktuellen Zeitschritt t, die bei einem gegebenen, observierten Bewegungsver-
lauf Ht (Historie) die Auftrittswahrscheinlichkeit des Fahrzeugzustands Φt scha¨tzt.
Die probabilistische Formulierung des Bayes-Filter-Algorithmus [Thrun u. a., 2005,
Abschn. 2.4.1] ermo¨glicht diese iterative Formulierung basierend auf der Verteilung
p(Φt−1 |Ht−1) des vorhergehenden Zeitschritts:
p(Φt |Ht) = η p(Ht |Φt)
∫
p(Φt |Φt−1) p(Φt−1 |Ht−1) dΦt−1 (4.37)
mit η als Normalisierungsfaktor. In dem Ausdruck gibt p(Ht |Φt) die Auftrittswahr-
scheinlichkeit der Historie Ht bei gegebenem Zustand des Fahrzeugs Φt an, wa¨h-
rend p(Φt |Φt−1) die U¨bergangswahrscheinlichkeit zwischen zwei aufeinanderfolgen-
den Zeitschritten darstellt.
In der Realisierung der Gleichung 4.37 in Form des Partikelfilters wird p(Φt |Ht)
durch eine Menge von Hypothesen (den Partikeln) {Φ(s)t }s=1,...,N mit den Gewich-
ten {w(s)t }s=1,...,N repra¨sentiert. Diese Verteilung p(Ht |Φt) wird dabei zur Gewich-
tung der Partikel verwendet; die Auspra¨gung dieser Verteilung ist meist heuristisch
festgelegt. In einem Partikelfilter wird jede Hypothese in den na¨chsten Zeitschritt
anhand der U¨bergangswahrscheinlichkeit p(Φt |Φt−1) pra¨diziert. Sidenbladh u. a.
[2002] argumentieren nun, dass diese Verteilung bei gegebenem Fahrzeugzustand
Φt−1 a¨hnlich ist zu einer Verteilung p(Φt | [Φt−th , . . . ,Φt−1]) bei gegebener Historie
von Zusta¨nden [Φt−th , . . . ,Φt−1]:
p(Φt |Φt−1) ≈ p(Φt | [Φt−th , . . . ,Φt−1]) (4.38a)
= p(Φt |Ψi−1) p(Ψi−1 | [Φt−th , . . . ,Φt−1]) (4.38b)
mit p(Φt |Ψi−1) =
{
1 falls Φt = Ψi
0 sonst
(4.38c)
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xPos zPos Bogenla¨nge Geschw. Gierwinkel Gierrate
xPos - X - - X X
zPos X - - - X X
Geschw. - - - - X X
Bogenla¨nge - - - - X X
Gierwinkel X X X X - -
Gierrate X X X X - -
Tabelle 4.1: Mo¨gliche Kombinationen zur vollsta¨ndigen Beschreibung eines Bewegungsver-
laufs. Quelle: Wiest [2010, S. 14].
In Zeile 4.38b der Gleichung wird die Annahme hinzugenommen, dass fu¨r die
”
wahre“
Fahrzeugtrajektorie [Φt−th , . . . ,Φt−1] ein entsprechend a¨hnliches Gegenstu¨ck Ψi−1 in
der Referenzmenge existiert, wie in Zeile 4.38c explizit gefordert. Somit reduziert sich
die U¨bergangswahrscheinlichkeit auf eine Verteilung, die die Auftrittswahrschein-
lichkeit eines Trajektorienstu¨cks Ψi−1 bei gegebener, wahrer Fahrzeugtrajektorie
[Φt−th , . . . ,Φt−1] beschreibt.
Im Folgenden wird fu¨r die Konstruktion der Wahrscheinlichkeitsverteilungen ein nor-
mal verteiltes Rauschen fu¨r Trajektorien angenommen. Die Verwendung von Tra-
jektorien als Reihe von Zusta¨nden ist allerdings unhandlich bei der Formulierung
multivariater Gaußverteilungen. Daher werden die Trajektorien in Vektoren ein-
heitlicher La¨nge mit Hilfe von Tschebyscheff-Koeffizienten (siehe Press u. a. [2007,
Abschnitt 5.8] und Abschnitt A.1.2) transformiert. Im Gegensatz dazu verwenden
Sidenbladh u. a. [2002] direkt u¨bereinander gestapelte Vektoren von Winkeln der
Ko¨rpermodellkonfigurationen fu¨r den Aufbau der Vektoren.
Die Koeffizienten der Tschebyscheff-Polynome werden fu¨r jedes Trajektorienstu¨ck
Φt und Ψi in der Komponente Gierwinkel φ und Geschwindigkeit v ermittelt und
anschließend zu einem Vektor zusammenfasst. Der Gierwinkel wird zusa¨tzlich auf
einen Anfangswert von Null Grad normalisiert, um die Repra¨sentation unabha¨ngig
von der Ausrichtung des Trajektorienstu¨cks zu machen. Dies dru¨ckt die Funktion
chebyφ,v() aus:
ϕt = chebyφ,v([Φt−th , . . . ,Φt−1]) (4.39a)
ψi = chebyφ,v(Ψi) (4.39b)
Die Kombination aus Winkel und die Geschwindigkeit ist nicht die einzige Mo¨glich-
keit, eine Trajektorie zu repra¨sentieren. Mo¨gliche Kombinationen zur Repra¨sentation
nach Wiest [2010] sind in Tabelle 4.1 gezeigt. xPos und zPos geben die zweidimen-
sionale Position eines Trajektorienpunkts an, wa¨hrend die Bogenla¨nge die La¨nge der
Trajektorie vom Anfang bis zu jedem Zeitpunkt beschreibt. Die Geschwindigkeit ist
die zeitliche Ableitung der Bogenla¨nge. Nur die Bogenla¨nge, die Geschwindigkeit
und die Gierrate sind die Komponenten einer Trajektorie, die eine Trajektorie un-
abha¨ngig von der Ausrichtung (globale Rotation) und Position beschreiben, die u¨b-
rigen Komponenten mu¨ssen auf eine festgelegte Richtung und gegebenenfalls einen
gemeinsamen Anfangspunkt normalisiert werden. Als Norm wird in dieser Disser-
tation der Ursprung (0, 0) und eine Richtung mit 0◦ entlang der x-Koordinate in
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Abbildung 4.5: Beispielmenge von 200 normalisierten Trajektorien in einem globalen Ko-
ordinatensystem.
einem globalen Koordinatensystem angesehen. Abbildung 4.5 zeigt einige Beispiele
normalisierter Trajektorien in der Positionskomponente.
Sidenbladh u. a. [2002] nehmen nun fu¨r die Bewegungsmuster der Ko¨rperposturen
an, dass die Referenztrajektorie ψi a¨hnlich ist zu dem ”
wahren“ Bewegungsmuster
ϕt, u¨berlagert mit einem additivem, multivariat normal verteiltem Rauschen. Die
gleiche Annahme wird auch fu¨r die Fahrzeugtrajektorien getroffen:
ψi = ϕt +Np(0,Γ) (4.40)
Dann ist die Wahrscheinlichkeit, dass das tatsa¨chlich auftretende Bewegungsmuster
ϕt dem Bewegungsmuster aus der Referenzmenge ψi a¨hnlich ist, wie folgt als eine
multivariate Gaußverteilung u¨ber die Mahalanobis-Distanz definiert:
p(ψi |ϕt) =
1√
(2pi)p det(Γ)
exp
{
−1
2
(ψi − ϕt)⊤ Γ−1 (ψi − ϕt)
}
(4.41)
Eine vereinfachte Anwendung der Gleichung 4.41 wa¨re eine erscho¨pfende Suche nach
dem Maximum von p(ψi |ϕ(s)t ) fu¨r jedes Partikel ϕ(s)t in der Referenzmenge der
Teiltrajektorien {ψi}i=1,...,m, um anschließend mit Gleichung 4.38b die U¨bergangs-
wahrscheinlichkeiten zu bestimmen. A¨hnlich zu der in der Einfu¨hrung dieses Ab-
schnitts 4.3 beschriebenen, erscho¨pfenden Suche mit dem QRLCS-Distanzmaß ist
dieses Vorgehen sehr aufwa¨ndig und dadurch nicht praktikabel. Die Idee von Si-
denbladh u. a. [2002] ist nun, u¨ber die Menge der Referenztrajektorien anhand von
sogenannten Deskriptoren einen Bina¨rbaum zu konstruieren, der diese Suche deut-
lich beschleunigt. Diese Dissertation folgt dieser Idee mit dem Unterschied, dass die
Tschebyscheff-Koeffizienten die Grundlage dieser Deskriptoren bilden und dass die
Gewichtsberechnung der Partikel auf die Fahrzeugtrajektorien optimiert ist.
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Abbildung 4.6: Beispiel eines strukturierten Bina¨rbaums u¨ber Referenzmenge von Bewe-
gungsmustern. Die Bla¨tter des Baums verweisen auf die Endstu¨cke einzelner, u¨berlappen-
der Teiltrajektorien in der Referenzmenge.
4.3.4.1 Erzeugung von Deskriptoren und Aufbau des Strukturbaums
Um einen effizienten Zugriff auf die einzelnen u¨berlappenden Trajektorienelemente
in der Referenzmenge zu ermo¨glichen, wird ein Bina¨rbaum u¨ber diese Menge kon-
struiert. Ein Beispiel eines solchen Baums ist in Abbildung 4.6 gezeigt. Der Baum
beginnt oben an der Wurzel und verzweigt sich in jeder Ebene in einen linken oder
rechten Teilbaum, bis die Bla¨tter erreicht sind. Die Anzahl der Ebenen l wird auch
als Tiefe des Baums bezeichnet. Die Bla¨tter sind Verweise auf die Teilstu¨cke der Tra-
jektorien-Referenzmenge und dessen unmittelbaren zeitlichen Nachfolger. A¨hnliche
Teilstu¨cke sollen dabei so in den Baum einsortiert werden, dass deren Verweise sich
in gleichen Teilba¨umen befinden.
Jeder Verweis zu einer Referenztrajektorie besitzt eine Adresse [c1, . . . , cl]
⊤, die die
absolute Position des Verweises in dem Baum beschreibt. Da in jeder Ebene k ent-
schieden wird, in welchen Teilbaum ein Verweis eingeordnet ist, muss die Unter-
scheidbarkeit eines Adresselements ck mit kleineren Werten fu¨r k zunehmen, um den
Fehler einer Einsortierung zu minimieren. Der Verweis auf ein Trajektorienstu¨ck mit
seiner Adresse in dem Baum wird als Deskriptor dieses Trajektorienstu¨cks bezeich-
net.
Die Tschebyscheff-Koeffizienten ψi besitzen zwar den fu¨r den Aufbau des Baums
notwendigen Abstieg des Informationsgehalts mit steigender Anzahl der Koeffizien-
ten in jeder Trajektorienkomponente, wie zum Beispiel der Geschwindigkeit. Aber
dadurch, dass die Tschebyscheff-Koeffizienten zweier Komponenten zusammenge-
fasst sind, ist diese Ordnung nicht mehr gegeben. Aus diesem Grund werden die
Tschebyscheff-Koeffizienten auf eine orthonormale Basis projiziert, die diese Rang-
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ordnung wieder herstellt. In dem Bereich der Mustererkennung ist dieses Verfahren
als Hauptkomponentenanalyse (engl.: principal component analysis, PCA) oder auch
als Karhunen-Loe`ve-Transformation bekannt.
Zuna¨chst wird die Menge der Koeffizienten {ψi}i=1,...,m mittelwertsbefreit und an-
schließend zu einer Matrix P zusammengefasst:
ψ =
1
m
m∑
i=1
ψi (4.42)
P = [ψ1 −ψ, . . . ,ψm −ψ ], P ∈ Rn×m (4.43)
Anschließend erfolgt die Anwendung der Singula¨rwertzerlegung (engl.: singular value
decomposition, SVD, Bronshtein u. a. [2007, Abschn. 4.5.3]) auf P:
P = UΣV⊤ (4.44)
Die Matrix U = [u1, . . . ,un] umfasst die Menge orthonormierter Eigenvektoren ui
– bekannt als Linkssingula¨rvektoren – von PP⊤. Entsprechend ist V = [v1, . . . ,vm]
eine Zusammenfassung der orthonormierten Eigenvektoren vi – bekannt als Rechts-
singula¨rvektoren – von P⊤P. Die MatrixΣ entha¨lt entsprechend des Ranges r von P
die r Singula¨rwerte σ1 ≥ . . . ≥ σr auf den Diagonalelementen und repra¨sentiert die
Standardabweichung fu¨r jede Hauptkomponente 1, . . . , r. Dies entspricht den posi-
tiven Wurzeln aus den Eigenwerten
√
λ1, . . . ,
√
λr zu den Eigenvektoren von U und
V.
Nun zieht man die ersten l Singula¨rwerte σ1, . . . , σl mit der Wahl des Wertes fu¨r
l < m derart zu Rate, dass 95 % der Varianz in den Trainingsdaten P erhalten blei-
ben und konstruiert einen reduzierte, orthonormale Basis mit U˜ = [u1, . . . ,ul]. Die
Projektion der Tschebyscheff-Koeffizienten auf diesen reduzierten Raum resultiert
in dem Deskriptor ci = U˜
⊤(ψi −ψ) fu¨r die Referenztrajektorie. Dies gilt nicht nur
fu¨r die Referenztrajektorien; analog lassen sich die Tschebyscheff-Koeffizienten ϕt
beliebiger Trajektorienstu¨cke in Adressen ct = U˜
⊤(ϕt − ψ) umwandeln, wenn U˜
aus der Menge der Referenztrajektorien mit Gleichung 4.44 bestimmt wurde.
Abbildung 4.7 fasst das Verfahren zum Aufbau eines Deskriptors fu¨r jede Teiltra-
jektorie nochmal zusammen. Die Referenzmenge wird in u¨berlappende Trajektori-
enstu¨cke unterteilt und fu¨r jedes Teilstu¨ck ein Deskriptor durch Bestimmung der
Tschebyscheff-Koeffizienten mit anschließender Projektion auf die reduzierte Ortho-
normalbasis aufgebaut.
Fu¨r den Aufbau des Struktur-Baums, d. h. die Einsortierung jedes Trajektorienele-
ments der Referenzmenge, wird – beginnend mit der Wurzel des Baums – in jeder
Stufe k anhand des Koeffizientenwerts ci,k entschieden, ob der Deskriptor in den
rechten Teilbaum (ci,k ≥ 0) oder linken Teilbaum (ci,k < 0) sortiert wird. Abbil-
dung 4.6 zeigt dies beispielhaft fu¨r einen Bina¨rbaum der Tiefe l = 3.
4.3.4.2 Suche in strukturierter Bewegungsmenge
Die Hypothesenmenge {ϕ(s)t , w(s)t }s=1,...,N des Partikelfilters repra¨sentiert die Ver-
teilung p(Φt |Ht) der Aufenthaltswahrscheinlichkeit des ”wahren“ Fahrzeugzustands
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Abbildung 4.7: Aufbau eines Deskriptors fu¨r eine Teiltrajektorie.
bei gegebener, observierter Historie. Jedes Partikel ist ein Verweis auf einen Trajek-
torienabschnitt in der Referenzmenge. Die Bla¨tter des Bina¨rbaums verweisen nicht
nur auf ein Trajektorienabschnitt, sondern auch auf dessen unmittelbaren zeitlichen
Nachfolger. La¨sst man nun ein Partikel anhand seines Deskriptors in dem Baum zu
einem a¨hnlichen Blatt gelangen, kann durch den zeitlichen Nachfolger ein Pra¨dikti-
onsschritt fu¨r einen Zeitschritt realisiert werden.
Der Partikelfilter gema¨ß des CONDENSATION-Algorithmus von Isard und Bla-
ke [1998] beinhaltet neben dem Pra¨diktionsschritt eines Partikels in den na¨chsten
Zeitschritt auch einen Diffusionsschritt, um lokale Maxima in der Optimierung bes-
ser explorieren zu ko¨nnen. Sidenbladh u. a. [2002] modellieren den Diffusionschritt
durch eine probabilistische Entscheidung, die fu¨r ein Partikel ϕ
(s)
t mit dem Deskrip-
tor c
(s)
t in jeder Ebene k des Baums bestimmt, ob es in den linken ci,k < 0 oder
rechten Teilbaum ci,k ≥ 0 ”fa¨llt“:
prechts(k) = p(ci,k ≥ 0 | c(s)t,k) =
1√
2piβσk
∫ c(s)
t,k
z=−∞
exp
{
−1
2
z2
βσ2k
}
dz (4.45)
plinks(k) = 1− prechts(k) (4.46)
Aufgrund der probabilistischen Natur dieser Entscheidungsregel werden bei wieder-
holter Anwendung Partikel mit gleichen Deskriptoren c
(s)
t zwar unterschiedlichen
Bla¨ttern des Baums zugeordnet, aber dennoch fallen diese in a¨hnliche Teilbereiche
des Baums. Dies ermo¨glicht die Suche nach Trajektorienstu¨cken a¨hnlich zu dem
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Abbildung 4.8: Beispiel der Partikelverteilung in einem Bina¨rbaum mit anschließendem
Pra¨diktionsschritt. Die Kreise stellen den Anteil der Partikelmenge in jeder Baumebene
dar.
beobachteten Historienstu¨ck. Die Suchbreite wird dabei durch zwei Parameter be-
einflusst: Zum einen der Standardabweichung σk als Diagonalelemente der Matrix
Σ von Gleichung 4.44, und zum anderen die sogenannte Temperatur β, die eine
manuelle Steuerung der Suchbreite ermo¨glicht.
Abbildung 4.8 fasst die Kombination aus Diffusions- und Pra¨diktionsschritt noch-
mal zusammen. Die Kreise in den Knoten des Bina¨rbaums stellen beispielhaft die
Verteilung einer Partikelmenge in den Teilba¨umen dar. So wird nach der Wurzel
des Baums ein Viertel der Partikel dem linken Teilbaum zugeordnet, wa¨hrend drei
Viertel der Partikel in den rechten Teilbaum fallen.
4.3.5 Bewegungspra¨diktion durch Trajektorien-Lookup
Die Hypothesen des Partikelfilters verweisen jeweils auf ein Trajektorienstu¨ck in
der Referenzmenge. Dieser Verweis dient nicht nur dazu, wie in Abschnitt 4.3.4.2
einen Zeitschritt zu pra¨dizieren, sondern die nachfolgenden tp Zeitschritte in der
Referenztrajektorie als eine Langzeitpra¨diktion zu verwenden.
Abbildung 4.9 veranschaulicht dieses Vorgehen anhand eines Beispiels. Die Refe-
renztrajektorien, auf die die Partikel verweisen, werden an die observierte Historie
mit Hilfe des QRLCS-Distanzmaßes
”
angelegt“und deren zuku¨nftiger Verlauf als ro-
te Hypothesen dargestellt. Auf jeder Hypothese ist am Pra¨diktionshorizont tp die
gescha¨tzte Position des Fahrzeugs als gru¨ne Kreuze eingetragen. Anhand des Trajek-
torien-Lookups am Pra¨diktionshorizont steht nicht nur die Position zur Verfu¨gung,
sondern alle Informationen aus den Referenztrajektorien, wie z. B. Gierwinkel, Gier-
rate, Geschwindigkeit, etc.
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Abbildung 4.9: Scha¨tzung zuku¨nftiger Bewegung bei einem Rechtsabbiege-Mano¨ver fu¨r
einen Pra¨diktionshorizont von 2, 0 s aus der Vogelperspektive. Blaues Rechteck: Fahrzeug-
zustand zum aktuellen Zeitpunkt. Braunes Rechteck: Referenzpra¨diktion. Schwarze Linie:
Referenzbewegung (Ground-Truth). Rote Linien: Hypothesen des Partikefilters. Gru¨ne
Kreuze: Fahrzeugposition auf den Hypthesen bei 2, 0 s.
Die direkte Verwendung der positionalen Scha¨tzung als Aussage u¨ber das zuku¨nftige
Bewegungsverhalten ist nicht zweckma¨ßig, da die Partikelmenge zwar die Verteilung
der Aufenthaltswahrscheinlichkeit des Fahrzeugzustands repra¨sentiert, aber keine
direkte Aussage u¨ber lokale Maxima trifft. Die Folge ist die Bildung von Gruppen
pra¨dizierter Bewegungen, wie das Cluster in Abbildung 4.9 illustriert. Aus diesem
Grund wird die Modensuche mit dem Meanshift-Verfahren nach Comaniciu und
Meer [2002] auf dieser Punktwolke durchgefu¨hrt. Die Partikelgewichte dirigieren die
Clusterzentren zusa¨tzlich in Richtung der besten Pra¨diktion [Schmidt u. a., 2006].
4.3.6 Bewertung der Pra¨diktionshypothesen
Als Ausgangslage fu¨r die Bewertung der Pra¨diktionshypothesen in dem Partikel-
filter dient der Term p(Φt+1 |Ht) p(Ht |Φt) als gesamte Verteilung der Messungs-
wahrscheinlichkeiten von Gleichung 4.36 und 4.37. Eine manuell definierte Menge
von Observationswahrscheinlichkeiten ersetzt diesen Term fu¨r die Bestimmung des
Gewichts w
(s)
t eines Partikels ϕ
(s)
t :
w
(s)
t = pqrlcs(Ht |ϕ(s)t ) pkin(Φt |ϕ(s)t ) (4.47)
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Die Auswertung der Tschebyscheff-Koeffizienten ϕ
(s)
t mit Hilfe der Gleichung A.9 zu
einer Trajektorie [Φ
(s)
t−th
, . . . ,Φ
(s)
t−1], welche dann u¨ber das QRLCS-Distanzmaß aus
Algorithmus 4.1 (S. 60) verglichen wird:
pqrlcs(Ht |ϕ(s)t ) = 1−
QRLCS([Φ
(s)
t−th
, . . . ,Φ
(s)
t−1], Ht)
min{tp, th} (4.48)
Das QRLCS-Distanzmaß liefert gleichzeitig die Transformationsparameter, um die
Hypothese an die Historie anzulegen.
pkin bewertet Pra¨diktionen anhand der kinematischen Pra¨diktion (CTCA-Modell):
Fu¨r Zeithorizonte < 1 s ist diese Art der Pra¨diktion gut geeignet. Daher werden
Partikel, die eine a¨hnliche Bewegung wie das CTCA-Modell in diesem Zeithorizont
aufweisen, ho¨her gewichtet. Unter Annahme normal verteilter Fehler in Beschleuni-
gung und Gierrate ist pkin wie folgt aufgebaut:
pkin(Φt |ϕ(s)t ) = ηkin exp
{
−1
2
(aHt − aϕ(s)t )
2
σ2a
}
exp
{
−1
2
(φ˙Ht − φ˙ϕ(s)t )
2
σ2
φ˙
}
, (4.49)
mit ηkin als Normalisierungsfaktor. Die Variablen aT und φ˙T stellen jeweils den
Zugriff auf die Beschleunigungs- und Gierratenkomponente der Trajektorie T dar.
Somit definiert σa eine manuelle Standardabweichung der Beschleunigung und σφ˙
eine manuell definierte Standardabweichung der Gierrate.
4.4 Anwendungen des Trajektorien-Partikelfilters
Fu¨r den in diesem Kapitel vorgestellte Trajektorien-Partikelfilter werden Beispielan-
wendungen vorgestellt, die drei Anwendungen des Pra¨diktors zeigen. Dies umfasst
die Integration des Pra¨diktors in ein System zur Objektdetektion und -verfolgung
auf Basis von Stereokameras, dem sogenannten Meanshift-Tracking [Hermes u. a.,
2010a], die Klassifikation des Abbiegeverhaltens entgegenkommender Fahrzeuge (Si-
tuationsklassifikation, Ka¨fer u. a. [2010a,b]) und die Klassifikation und Vorhersage
des Verhaltens von Fußga¨ngern [Keller u. a., 2011]. Die Auswertungen finden sich
in Kapitel 6.
4.4.1 Meanshift-Tracking
Das Szenenverstehen fu¨r ein Fahrzeugumfeld beginnt mit der Detektion und stabilen
Verfolgung von Objekten in Sensordaten, um Interaktionsmuster zwischen den Ver-
kehrsteilnehmern ableiten zu ko¨nnen. Die Vorhersage der Objektbewegungen spielt
hier eine wichtige Rolle, da sie eine fru¨hzeitige Einscha¨tzung einer Szene im Stra-
ßenverkehr ermo¨glichen.
In diesem Abschnitt wird die Einbindung einer hierarchischen Pra¨diktion fu¨r die Rea-
lisierung eines stabilen Trackings in verrauschten Sensordaten gezeigt. Das Szenario
ist ein innersta¨dtischer Kreisverkehr (Abbildung 4.10(a)), das verschiedene Dyna-
miken wie das Einfahren in, das Herausfahren aus dem Kreisel oder ein Folgen des
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(a) Linkes Bild der Stereo-Kamera. (b) Dem Bild entsprechende, geschwindigkeit-
sattributierte 3D-Punktwolke aus der Vo-
gelperspektive.
Abbildung 4.10: Kreisverkehr-Szenario des Meanshift-Trackers.
Kreisbogens beinhaltet. Zwei Stereokameras beobachten die Szene aus dem Versuchs-
tra¨ger heraus. Anhand der Stereokameras la¨sst sich durch Vergleich von Bildmerkma-
len im rechten und linken Kamerabild eine dreidimensionale Punktewolke berechnen
[Stein, 2004], die mit Geschwindigkeitsvektoren parallel zur Bildebene angereichert
ist (Abbildung 4.10(b)). Die geschwindigkeitsattributierte Punktewolke wird auch
als Szenenfluss bezeichnet [Huguet und Devernay, 2007]. Der Anteil des Mess-
rauschens nimmt bei den Stereopunkten mit steigendem Abstand zu den Kameras
nichtlinear zu [Wo¨hler, 2009], wie in den Stereopunkten in Abbildung 4.10(b) er-
kennbar ist. Der daraus resultierende Fehler in der Objektlokalisierung muss durch
den Meanshift-Tracker kompensiert werden.
Abbildung 4.11 zeigt die methodische U¨bersicht u¨ber das Meanshift-Tracking-Ver-
fahren. Die Kamerabilder und der Szenenfluss dienen zum einen der Initialisierung
von Objekten, wenn diese das Sichtfeld der Kamera betreten, und zum anderen zur
Verifikation bereits getrackter Objekte. Der Verifikationsschritt wird als einen zwei-
stufigen Meanshift-Algorithmus [Comaniciu und Meer, 2002] modelliert, der die
dreidimensionalen Stereo-Punkte mit dem Bildinhalt u¨ber Intensita¨tshistogramme
gewichtet (siehe Abbildung 4.12). Details zu diesem zweistufigen Meanshift-Verfah-
ren lassen sich in Hermes u. a. [2010a]; Hahn [2010] finden.
Das Meanshift-Verfahren liefert Informationen u¨ber die Position, Ausrichtung und
Ausdehnung der getrackten Objekte. Diese fließen wie in Abbildung 4.11 dargestellt
in einen hierarchischen Pra¨diktor ein, der zum einen eine Vorhersage der Position
in dem na¨chsten Zeitschritt zum Tracking macht und diese Information wieder dem
Meanshift-Modul zuru¨ckfu¨hrt, und zum anderen durch den Trajektorien-Partikelfil-
ter eine Vorhersage mit ho¨herem Zeithorizont erlaubt. Die hierarchische Pra¨diktion
besteht aus drei Stufen: der flussbasierten Pra¨diktion, der kinematischen Pra¨diktion
und dem Trajektorien-Partikelfilter. Die Auswahl der Pra¨diktionsart ist abha¨ngig
von der La¨nge der getrackten Bewegung, d. h. die Anzahl bisher observierter Zeit-
schritte. Mit bis zu fu¨nf Zeitschritten wird die Position fu¨r den na¨chsten Zeitschritt
anhand des Bildflusses parallel zur Bildebene bestimmt. Der Geschwindigkeitsvek-
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Abbildung 4.11: U¨bersicht der Komponenten des Meanshift-Trackers.
Abbildung 4.12: Bildbasierter Meanshift: Dargestellt ist ein dreidimensionales Gitter par-
allel zu den Bildebenen. Jede Gitterzelle wird in die Stereo-Bilder projiziert und anhand
korrespondierender Grauwerte gewichtet.
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(a) Kreuzung 1 (b) Kreuzung 2 (c) Kreuzung 3
Abbildung 4.13: Drei Testkreuzungen in der Situationsklassifikation mit den mo¨glichen
Bewegungsverla¨ufen zwei sich jeweils kreuzender Fahrzeuge.
tor ist dabei das Mittel aus allen Szenenflusspunkten, die dem Objekt zugeordnet
sind. Bei einer Historienla¨nge von fu¨nf bis 30 Zeitschritten kommt die kinemati-
sche Pra¨diktion (CTCA-Modell) zum Einsatz; Grundlage ist das jeweilige Mittel
aus Beschleunigung und Gierrate. Sind u¨ber 30 Zeitschritte bereits verfolgt, so akti-
viert sich der Trajektorien-Partikelfilter, der in diesem Szenario eine Pra¨diktion mit
einem Zeithorizont mit mehr als einer Sekunden durchfu¨hrt.
4.4.2 Situationsklassifikation
Eine weitere Anwendung des Trajektorien-Partikelfilters ist die Klassifikation des
gegenseitigen Abbiegeverhaltens zweier oder mehrerer Fahrzeuge an Kreuzungen in
kooperativen Situationen. In einem Fahrerassistenzsystem ist fu¨r den Fahrer nicht
direkt eine positionsgenaue Abscha¨tzung des zuku¨nftigen Bewegungsverlaufs vermit-
telbar, sondern eine grobe Zuordnung zu den im Allgemeinen bekannten Kategorien
wie zum Beispiel
”
Entgegenkommender Linksabbieger“ notwendig, die den Fahrer
nicht mit einer Informationsflut u¨berschwemmen. Gleichzeitig ist eine fru¨hzeitige
und sichere Erkennung einer solchen Kategorie vonno¨ten, um den Fahrer fru¨hzeitig
auf eine potentielle gefa¨hrliche Situation aufmerksam machen zu ko¨nnen.
Die Hypothesen des Trajektorien-Partikelfilters fließen in diesen Situationsklassi-
fikator ein. Betrachtet werden drei mo¨gliche Fahrrichtungen fu¨r jedes Fahrzeug:
Linksabbiegen (L), Rechtsabbiegen (R) und Geradeausfahren (G) (siehe auch Ab-
bildung 4.13). Eine paarweise Kombination dieser Fahrrichtungen ergibt fu¨r zwei
Fahrzeuge, die von gegenu¨berliegenden Seiten auf eine Kreuzung fahren, neun Si-
tuationsklassen [Ka¨fer u. a., 2010a]. Ka¨fer u. a. [2010b] erweitern die Anzahl auf
27 Situationsklassen, indem weitere Richtungen, aus der ein Fahrzeug an die Kreu-
zung heranfa¨hrt, hinzugenommen werden.
Die Realisierung des Situationsklassifikators gliedert sich wie folgt: Der Trajektorien-
Partikelfilter ermittelt zuna¨chst, basierend auf der observierten Historie, gewichtete
Hypothesen u¨ber zuku¨nftige Bewegungsverla¨ufe fu¨r jedes Fahrzeug unabha¨ngig von
einer Beeinflussung durch andere Straßenverkehrsteilnehmer (Abbildung 4.14). Je-
de Pra¨diktion eines Fahrzeugs wird nun paarweise mit der Pra¨diktion des anderen
Fahrzeugs zu einer Differenztrajektorie (engl: multiple participant trajectory, MPT)
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Abbildung 4.14: Beispiel der fru¨hen Erkennung einer LL Situationsklasse fu¨r zwei Fahrzeu-
ge an einer Kreuzung. Die Referenztrajektorien beider Fahrzeuge sind gestrichelt markiert,
wa¨hrend die Hypothesen durch durchgehende Linien dargestellt sind.
verbunden, d. h. die einzelnen Komponenten beider Trajektorien werden element-
weise voneinander subtrahiert. Anschließend wird jede MPT durch einen Vektor
von Tschebyscheff-Koeffizienten repra¨sentiert und durch einen Polynomklassifikator
[Schu¨rmann, 1996] klassifiziert.
Des Weiteren wird ein schwaches Interaktionsmodell beru¨cksichtigt: Es wird davon
ausgegangen, dass beide Fahrer eine Kollision vermeiden wollen. Daher werden Kom-
binationen von Pra¨diktionshypothesen unterdru¨ckt, die fu¨r einen Zeithorizont von
mehr als 1 s eine Kollision vorhersagen.
4.4.3 Klassifikation und Pra¨diktion von Fußga¨ngerbewegun-
gen
In den bisherigen Anwendungen wurde der Trajektorien-Partikelfilter fu¨r die Vorher-
sage von Fahrzeugbewegungen verwendet. Allerdings ist fu¨r heutige Fahrerassistenz-
systeme auch eine verla¨ssliche und mo¨glichst fru¨he Absichtserkennung von Personen
im Straßenverkehr notwendig, um notfalls auf einkreuzende Personen rechtzeitig rea-
gieren zu ko¨nnen. Im Gegensatz zu den Fahrzeugen ist die Bewegungsvorhersage fu¨r
Personenbewegungen durch die hohe Dynamikvielfalt erschwert; ein Fußga¨nger kann
sich augenblicklich in eine beliebige Richtung bewegen, anhalten oder weitergehen,
fu¨r Fahrzeuge gilt dies nicht.
In diesem Szenario soll mit Hilfe des Trajektorien-Partikelfilters fru¨hzeitig detek-
tiert werden, ob eine Person am Straßenrand die Straße u¨berqueren wird und damit
die Fahrspur des Fahrzeugs schneidet oder am Rand stehenbleiben wird (Abbil-
dung 4.4.3, Keller u. a. [2011]). Der Versuchstra¨ger ist mit Stereokameras ausge-
ru¨stet, die den vorderen Bereich des Fahrzeugs erfassen [Hirschmu¨ller, 2008]. Es
84 4. Erste Systemauspra¨gung: Der Trajektorien-Partikelfilter
Abbildung 4.15: Beispiel der Klassifikation eines Fußga¨ngerverhaltens: Wird der Fußga¨nger
im weiteren Verlauf die Fahrbahn u¨berqueren oder am Fahrbahnrand stehen bleiben?
Abbildung 4.16: Aufbau der Merkmale aus dichtem Stereo und dichtem Fluss fu¨r die
Klassifikation von Fußga¨ngerverhalten.
wird im Folgenden davon ausgegangen, dass die Person in den Bilddaten mit op-
tischem Fluss [Wedel u. a., 2008] mit bekannten Messungenauigkeiten detektiert
und u¨ber die Zeit verfolgt wird [Enzweiler und Gavrila, 2009]. Durch eine Zu-
ordnung der Detektion zu den Stereo-Daten erha¨lt man die Position des Fußga¨ngers
vor dem Fahrzeug in dem Weltkoordinatensystem.
Die Trajektorien der Fußga¨nger sind in diesem Ansatz um sogenannte Motion Fea-
tures angreichert, die den Gang mit in die Trajektorie einbringen und somit eine
verla¨sslichere Vorhersage der Absicht ermo¨glichen sollen. Eine U¨bersicht findet sich
in Abbildung 4.4.3. Die Stereo- und Flussdaten werden zuna¨chst anhand der ge-
scha¨tzten Distanz des Fußga¨ngers zum Fahrzeug von Hintergrundeinflu¨ssen befreit.
Anschließend wird der Bereich um den Fußga¨nger in diskrete Bereiche eingeteilt,
anhand derer fu¨r jeden Bereich Histogramme u¨ber die Flussrichtung bestimmt wer-
den. Eine Zusammenfassung und Dimensionsreduktion fu¨hrt zu den sogenannten
HoM-Features (engl.: histogram of orientation motion), die in den Trajektorien-
zusta¨nden mit eingebaut werden. Zusa¨tzlich kann auch die gemittelte, horizontale
Flussrichtung als Komponente mit in die Trajektorie hinzugenommen werden, auch
als median horizontal object flow -Merkmal oder MFlowU -Merkmal bezeichnet.
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Abbildung 4.17: Pra¨diktion der Fußga¨ngertrajektorien durch Trajektorien-Partikelfilter
und Aufbau des Strukturbaums.
Der Trajektorien-Partikelfilter baut seinen Strukturbaum u¨ber einer Menge von Re-
ferenztrajektorien von Fußga¨ngerbewegungen auf, die neben der Position auch die
HoM-Features enthalten. Manuell wird jeder Referenztrajektorie das Klassenlabel
Anhalten Cs und Weitergehen Cw zugewiesen.
Jedes Partikel des Trajektorien-Partikelfilters verweist somit nicht nur auf ein Tra-
jektorienstu¨ck in der Referenzmenge, sondern auch auf die jeweilige Klasse Cs,w.
Durch Anwendung des Meanshift-Verfahrens werden die Hypothesen anschließend
geclustert und die Auftrittswahrscheinlichkeit fu¨r die Klasse Anhalten anhand des
Klassenanteils in der Partikelverteilung bei observierter Historie Ht approximiert:
p(Cs |Ht) ≈
∑
Φ
(l)
t ∈Cs
w(l)∑
Φ
(l)
t ∈Cs
w(l) +
∑
Φ
(l)
t ∈Cw
w(l)
(4.50)
Verglichen wird das vorgestellte Verfahren zum einem mit Vorhersagen von Versuchs-
personen, die die Bildsequenzen vorgelegt bekommen haben und in jedem Zeitschritt
entscheiden mussten, ob die Person stehenbleibt oder die Straße kreuzt. Zum anderen
wurde ein IMM-KF (engl.: integrated multiple model Kalman filter, [Bar-Shalom
u. a., 2001]) verwendet, in dem zwei konkurrierende Bewegungsmodelle integriert
waren, die zum einen eine Bewegung mit konstanter Geschwindigkeit (CV) und zum
anderen ein Anhalten vorhergesagt haben.
4.5 Zusammenfassung
Dieses Kapitel stellt die erste Realisierung eines Pra¨diktors vor. Dieser besteht aus
zwei Komponenten, einem Trajektorien-Vergleichsmaß und einem probabilistischen
Suchalgorithmus zur effizienten Suche in einer Menge von Referenzmustern. Die
Vorstellung einiger Anwendungen aus dem Bereich der Objektverfolgung und der
Klassifikation von Fahrer- und Fußga¨ngerabsichten runden das Kapitel ab.
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5
Zweite Systemauspra¨gung:
Der Mannigfaltigkeit-Pra¨diktor
Dieses Kapitel stellt die zweite Auspra¨gung des Pra¨diktors fpred vor, die den in
dem vorherigen Kapitel 4 erla¨uterten Trajektorien-Partikelfilter bezu¨glich des Spei-
cherverbrauchs, der Laufzeit und der Anwendung auf bisher unbekannte Abbiegema-
no¨ver verbessert. Die Bewegungsverla¨ufe von Fahrzeugen besitzen eine intrinsische
Dimensionalita¨t, die deutlich geringer ist als deren tatsa¨chliche Dimensionalita¨t der
Merkmalsrepra¨sentation. Dieser Unterraum geringer Dimensionalita¨t wird als Man-
nigfaltigkeit bezeichnet. Ein gutes Indiz fu¨r die Existenz dieser Mannigfaltigkeit ist
die Beobachtung, dass nicht alle Bewegungsformen, die von einer Trajektorie theore-
tisch dargestellt werden ko¨nnten, auch in der Realita¨t im Straßenverkehr auftreten.
Einem Pra¨diktor kann in der Trainingsphase nicht die ganze und detaillierte Band-
breite mo¨glicher Bewegungsmuster pra¨sentiert werden, da zum einen der manuelle
Aufwand zur Erzeugung dieser Trainingsmenge sehr hoch ist und sich zum anderen
die Fahrerverhaltensweisen und Abbiegesituationen dynamisch u¨ber die Zeit a¨ndern.
Ein Pra¨diktor muss deshalb in der Lage sein, eine pra¨sentierte Bewegungsmenge von
Referenzmustern zu generalisieren. Ist eine Mannigfaltigkeit auf Basis dieser Daten
erst einmal gescha¨tzt, so ko¨nnen neue Bewegungsmuster mit ihr synthetisiert wer-
den. Diese Fa¨higkeit zur Generalisierung wird im Folgenden zur Konstruktion eines
verbesserten Pra¨diktors genutzt, um sich neuen Gegebenheiten anpassen zu ko¨nnen.
5.1 Idee und U¨berblick
Der Mannigfaltigkeit-Pra¨diktor gliedert sich in zwei Teile: Dem Trainings- und dem
Anwendungsteil, dargestellt in Abbildung 5.1.
In der Trainingsphase wird eine gegebene Menge von observierten Trajektorien
(Referenzmenge) in u¨berlappende Teilstu¨cke zerteilt, die sowohl eine Historie mit
th Zeitschritten als auch den nachfolgenden Bewegungsverlauf mit einem Zeithori-
zont von tp Zeitschritten umfasst. Jedes Trajektorienelement dieser Referenzmenge
wird anschließend durch einen Vektor von Tschebyscheff-Koeffizienten (siehe Ab-
schnitt A.1.2) ersetzt, um eine kompakte Repra¨sentation der Bewegungsmuster zu
erhalten. Die Methode der Unsupervised Kernel Regression (UKR, Meinicke u. a.
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Abbildung 5.1: U¨bersicht des Mannigfaltigkeit-Pra¨diktors.
[2005]; Klanke [2007]) – ein unu¨berwachtes Lernverfahren – scha¨tzt die niederdi-
mensionale Repra¨sentation (Mannigfaltigkeit) dieser Menge von Bewegungsmustern.
Die Idee ist hier, Beispieltrajektorien mit jeweils einem Historien- und Pra¨diktions-
abschnitt durch das UKR generalisieren zu lassen, anstatt die Bewegungsdynamik
zusa¨tzlich zu lernen.
In der Anwendungsphase erha¨lt der Pra¨diktor einen observierten Historienverlauf
des Fahrzeugs als Eingabe und vergleicht durch einen Partikelfilter mo¨gliche Hy-
pothesen auf der Mannigfaltigkeit mit der observierten Historie. Da die Mannig-
faltigkeit auch den zuku¨nftigen Bewegungsverlauf umfasst, kann eine Suche nach
den wahrscheinlichsten Bewegungsverla¨ufen (Modensuche) eine Reihe gewichteter
Pra¨diktionshypothesen aufstellen. Das UKR-Modell in Verbindung mit dem Parti-
kelfilter ist in der Lage, zwischen bekannten Bewegungsmustern zu interpolieren und
damit situationsangepasste Hypothesen u¨ber den zuku¨nftigen Bewegungsverlauf zu
erzeugen.
Die nachfolgenden Abschnitte geben einen U¨berblick u¨ber dem UKR a¨hnliche Ver-
fahren zur Bestimmung der Mannigfaltigkeit und vertiefen im Anschluss das darge-
stellte Verfahren der Pra¨diktion.
5.2 Mannigfaltigkeiten in der Literatur
Eine Menge hochdimensionaler Datenpunkte besitzt ha¨ufig einen inha¨renten Frei-
heitsgrad, der weitaus geringer ist als die Anzahl der Dimension der gewa¨hlten Re-
pra¨sentation. Dieser Freiheitsgrad ist die minimale Untermenge an Variablen, die
no¨tig ist, um den Datenraum vollsta¨ndig zu beschreiben. Meist sind die Datenpunk-
te nicht gleichma¨ßig im Raum verteilt, sondern bilden eine Struktur aus. Eine Reihe
von Verfahren zur Dimensionsreduktion versuchen diese Strukturen aufzudecken und
eine niederdimensionale Repra¨sentation zu finden, welche die geometrischen Eigen-
schaften bestmo¨glich wiedergibt. Ein Beispiel einer niederdimensionalen Einbettung
ist in Abbildung 5.2 dargestellt. Diese Algorithmen werden unter dem Begriff Ma-
nifold-Learning zusammengefasst [Wiest, 2010]. Eine U¨bersicht u¨ber ga¨ngige Ver-
fahren zur Dimensionsreduktion bieten Lee und Verleysen [2007].
Das bekannteste und wohl auch am ha¨ufigsten angewendete Verfahren zur Dimensi-
onsreduktion ist die Hauptkomponentenanalyse (engl.: principal component analysis,
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Abbildung 5.2: Beispiel der Einbettung einer zweidimensionalen Ebene in Form von Da-
tenpunkten in einen dreidimensionalen Raum. In der Literatur ist dieses Fallbeispiel als
”
Schweizer Rolle“ bekannt [Tenenbaum u. a., 2000].
PCA). Hierbei werden die Datenpunkte auf eine Menge orthogonaler Basisvektoren
projiziert. Unter der Annahme, dass die Varianz in den Daten mit dem Informations-
gehalt korrespondiert, werden die Basisvektoren so bestimmt, dass sie diese Varianz
entlang der Hauptachsen nachbilden. Durch die Wegnahme derjenigen Basisvektoren
mit kleiner Varianz wird eine Reduktion des Datenraums erreicht.
Wie das Beispiel in Abbildung 5.2 zeigt, ist die Anwendung linearer Dimensions-
reduktionsverfahren wie die PCA-Methode nicht immer geeignet, um die inha¨rente
Struktur zu ermitteln. Es haben sich daher in der Literatur [Lee und Verley-
sen, 2007] eine Reihe nichtlinearer Dimensionsreduktionsverfahren etabliert, wie
zum Beispiel die Kernel-PCA (KPCA, Hoffmann [2007]), das Local Linear Em-
bedding (LLE, Roweis und Saul [2000]) oder das Isomap-Verfahren [Tenenbaum
u. a., 2000]. Die Methode der Unsupervised Kernel Regression (UKR,Meinicke u. a.
[2005]; Klanke [2007]) ist ein relativ junges Lernverfahren, welches die Verteilung
von Punkten im hochdimensionalen Raum durch eine nichtlineare Mannigfaltigkeit
geringer Dimension approximiert.
Die bisher dargestellten Verfahren zur Dimensionsreduktion vernachla¨ssigen eine
zeitliche Ordnung der Datenpunkte. Ein lernender Pra¨diktor fu¨r Fahrzeugbewegun-
gen gibt in jedem Zeitschritt eine oder mehrere Hypothesen u¨ber den zuku¨nftigen
Bewegungsverlauf ab. Durch eine dichte Abtastung des Bewegungsverlaufs im Be-
reich weniger Millisekunden (z. B. 50 Hz) ist die A¨nderung dieses Verlaufs im metri-
schen Sinne lokal begrenzt. Diese Information kann bei der Entwicklung des Pra¨dik-
tors helfen, um die Genauigkeit und die Verla¨sslichkeit zu erho¨hen. In der Literatur
wird bisher nur wenig auf die Bewahrung dynamischer Strukturen anhand zeitli-
cher U¨berga¨nge eingegangen. Ausnahmen bilden Lee und Elgammal [2007] und
Wang u. a. [2005]: Erstere setzen auf eine Mannigfaltigkeit ein Vektorfeld auf, um
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die zeitlichen U¨berga¨nge zu lernen. Allerdings liegt der Fokus auf der Aufdeckung
zyklischer Bewegungsformen, z. B. der Gang eines Menschen; mo¨gliche Unstetigkei-
ten in dem Vektorfeld werden von vornherein ausgeschlossen. Wang u. a. [2005]
stellen die sogenannten Gaussian Process Dynamical Models (GPDM) vor, die ne-
ben einer strukturellen Mannigfaltigkeit auch die zeitlichen U¨berga¨nge zwischen den
Datenpunkten lernt. Dazu fu¨hren sie das Problem auf ein Hidden-Markov-Modell
fu¨r vektorwertige Zusta¨nde zuru¨ck und verwenden die versteckten Variablen zur
Repra¨sentation der niederdimensionalen Mannigfaltigkeit. Beiden Verfahren ist ge-
mein, dass sie eine iterative Integration auf der Mannigfaltigkeit fu¨r die Vorhersage
des Bewegungsablaufs benutzen und somit anfa¨llig fu¨r variierende Startbedingungen
und leichte Fehler in der Mannigfaltigkeit sind.
Die Hauptanwendung der Mannigfaltigkeit-Verfahren unter Beachtung zeitlicher
U¨berga¨nge ist in der Literatur die Verfolgung (Tracking) von Konfigurationen des
menschlichen Ko¨rpers in Kamerabildfolgen und 3D Motion Capturing-Daten [Guo
und Qian, 2007; Wang u. a., 2008; Urtasun u. a., 2006]. So la¨sst sich eine ein-
dimensionale Mannigfaltigkeit in einen 50-dimensionalen Raum einbetten, was die
oszillierenden Bewegungen der Versuchspersonen wiedergibt und das Tracking durch
eine Vorhersage der Ko¨rperposturen in den Sensordaten fu¨r den na¨chsten Zeitschritt
vereinfacht. Eine Langzeitpra¨diktion fu¨r einen Zeithorizont von mehreren Sekunden
mit Hilfe einer Mannigfaltigkeit ist nach dem derzeitigen Stand der Technik nicht
realisiert.
5.3 Aufbau der Trajektorien-Referenzmenge
Der Mannigfaltigkeit-Pra¨diktor erha¨lt als Eingabe im aktuellen Zeitschritt t eine
observierte Historie Ht = [pt−th+1, . . . ,pt] in Form von th Trajektorienelementen pi.
Die Ausgabe des Pra¨diktors ist eine K-elementige Hypothesenmenge {Ft,k}k=1,...,K
mit zugeho¨rigen Gewichten {wk}k=1,...,K . Jede Hypothese Ft,k = [pt+1, . . . ,pt+tp ]
ist wiederum eine Trajektorie mit einem Zeithorizont von tp Zeitschritten, die den
zuku¨nftigen Bewegungsverlauf beschreibt. Der Aufbau eines Trajektorienelements pi
ist gleich dem in Abschnitt 4.3.2 beschriebenen Trajektorienaufbau und beinhaltet
die Position, Gierwinkel und deren ho¨here Ableitungen.
In der Trainingsphase des Mannigfaltigkeit-Pra¨diktors werden dem System Trajek-
torien aus der Referenzmenge der Gro¨ße M pra¨sentiert, die der Pra¨diktor genera-
lisiert. Eine Beispieltrajektorie [Hi, Fi] entha¨lt den Historienabschnitt Hi und die
zeitlich nachfolgende Pra¨diktion Fi. Die Anwendung der Tschebyscheff-Approxima-
tion (siehe Abschnitt A.1.2) auf das vollsta¨ndige Trajektorienstu¨ck [Hi, Fi] und die
korrespondierende Historie Hi baut die folgenden Matrizen von Tschebyscheff-Ko-
effizienten fu¨r alle M Referenztrajektorien in den Komponenten Winkel φ und Ge-
schwindigkeit v mit 1
2
D Koeffizienten auf (vgl. Gleichung 4.39 in Abschnitt 4.3.4):
CH,F =
[
chebyφ([H1, F1]) . . . chebyφ([HM , FM ])
chebyv([H1, F1]) . . . chebyv([HM , FM ])
]
, CH,F ∈ RD×M (5.1)
CH =
[
chebyφ(H1) . . . chebyφ(HM)
chebyv(H1) . . . chebyv(HM)
]
, CH ∈ RD×M (5.2)
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Anstatt die Historie und Pra¨diktion in einer Trajektorie zusammenzufassen, wa¨-
re es ebenfalls mo¨glich die Tschebyscheff-Approximation getrennt auf Historie und
Pra¨diktion anzuwenden. Allerdings entstehen so unerwu¨nschte Unstetigkeiten beim
U¨bergang zwischen der Historie und der Pra¨diktion aufgrund von Approximations-
und Interpolationsfehlern.
5.4 Unsupervised Kernel Regression (UKR)
Die Unsupervised Kernel Regression (UKR) ist ein Verfahren zur Bestimmung ei-
ner niederdimensionalen Repra¨sentation in einer Menge observierter Datenpunkte.
Die UKR wird in die Gruppe der unu¨berwachten Lernverfahren eingeordnet, da ihr
nur die Menge observierter Datenpunkte pra¨sentiert wird und sie die sogenannten
latenten Variablen, d. h. die Mannigfaltigkeit, selbststa¨ndig ermittelt.
Das UKR-Verfahren wurde inMeinicke u. a. [2005] erstmals vorgestellt, inKlanke
und Ritter [2006, 2007]; Klanke [2007] ausfu¨hrlich beschrieben, weiterentwickelt
und von Steffen [2010] auf Daten mit einer zeitlichen Reihenfolge angewendet. Die
folgenden Abschnitte geben einen kurzen U¨berblick u¨ber das UKR-Verfahren nach
Klanke [2007] undWiest [2010] mit Bezug zu Bewegungsmustern von Fahrzeugen.
5.4.1 Dichtefunktion
Die UKR ist ein iteratives Verfahren zur Bestimmung einer niederdimensionalen Re-
pra¨sentation X = [x1, . . . ,xN ], X ∈ Rq×N , in einer Menge observierter Datenpunkte
Y = [y1, . . . ,yN ],Y ∈ Rd×N . Dabei wird ein Dichtescha¨tzer y = f(x) beru¨cksichtigt,
der die lokale Nachbarschaftsbeziehung in der Mannigfaltigkeit und den Stu¨tzstellen
definiert.
Die Dichtefunktion basiert auf dem Nadaraya-Watson Kerndichtescha¨tzer [Nadar-
aya, 1964] und ist wie folgt definiert:
f(x; X) =
N∑
i=1
yi
K(‖x− xi‖)∑
j K(‖x− xj‖)
(5.3)
K(x) ist eine Kernel-Dichtefunktion, hier allerdings unabha¨ngig von einem Band-
breitenparameter. Dieser Parameter ist implizit durch die relative Position der la-
tenten Variablen X gegeben. Eine mo¨gliche Auspra¨gung eines Kernels K(x) ist der
Gauß-Kernel mit Bandbreitenparameter H = diag {h1, . . . , hq}
K(x) =
1
(2pi)
q
2 detH
exp
(
−1
2
‖H−1x‖2
)
, (5.4)
wobei die Elemente des BandbreitenparametersH bei Anwendung im UKR-Verfahren
auf 1 gesetzt werden. Eine Alternative ist der sogenannte Quartic-Kernel:
K(x) =
{
15
16
(1− x2)2 |x| < 1
0 |x| ≥ 1. (5.5)
Im Vergleich zum Gauß-Kernel kann dieser numerisch schneller bestimmt werden,
da der Exponential-Term entfa¨llt.
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Man beachte, dass f(x; X) keine bijektive Abbildung ist. Bei einem gegebenen Punkt
x auf der Mannigfaltigkeit ist es zwar mo¨glich den entsprechenden ho¨herdimensio-
nalen Punkt y zu bestimmen, aber nicht umgekehrt.
Die Gleichung 5.3 la¨sst sich kompakter mit Hilfe von
b(x; X) =
 b1(x; X)...
bN (x; X)
 , bi(x; X) = K(‖x− xi‖)∑
j K(‖x− xj‖)
(5.6)
wie folgt ausdru¨cken:
f(x; X) =
N∑
i=1
yibi(x; X) = Y b(x; X). (5.7)
Die Zusammenfassung der Dichtefunktion f , den latenten Variablen X und den
Stu¨tzstellen Y zu einem Tupel (f,X,Y) bildet das UKR-Modell.
Die Idee ist nun, ein UKR-Modell auf Basis einer gegebenen Menge von Trajektorien
CH,F in Koeffizienten-Repra¨sentation zu lernen, d. h. dass eine Mannigfaltigkeit die
Menge der Trajektorien mit Historie und zuku¨nftigem Verlauf approximiert. Wie
oben erwa¨hnt, ist es nicht mo¨glich direkt auf X zu schließen, daher wendet das
UKR-Verfahren ein iteratives Optimierungsverfahren an. Die Initialisierung von X,
die Zielfunktion der Optimierung und das Optimierungsverfahren selbst werden nun
kurz erla¨utert.
5.4.2 Zielfunktion, Regulierung und Optimierung
Die Bestimmung der latenten Variablen X in dem UKR-Modell erfolgt auf Basis
einer Zielfunktion, die als der mittlere quadratische Fehler u¨ber die Rekonstruktion
der Daten definiert ist:
R(X) =
1
N
N∑
i=1
‖yi − f(xi; X)‖2 = 1
N
‖Y −YB(X)‖2F (5.8)
‖ · ‖2F ist die Frobeniusnorm und B eine Zusammenfassung der Basisfunktionen
B(X) = [b(x1; X), . . . ,b(xN ; X)]. (5.9)
Eine Minimierung dieses Rekonstruktionsfehlers besitzt eine triviale Lo¨sung mit
R(X) = 0 genau dann, wenn die latenten Variablen einen unendlich großen Abstand
besitzen und somit die Stu¨tzvektoren isoliert sind. Eine elegante Lo¨sung dieses Pro-
blems ist eine Regulierung mit Hilfe der Leave-One-Out-Cross-Validation (LOO-CV)
[Klanke, 2007] mit einer A¨nderung der Zielfunktion wie folgt:
Rcv(X) =
1
N
N∑
i=1
‖yi − f−i(xi; X)‖2 = 1
N
‖Y −YBcv(X)‖2F (5.10)
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wobei
f−i(x; X) =
∑
l 6=i
yl
K(x− xl)∑
j 6=lK(x− xj)
(5.11)
die Auswertung der UKR-Funktion ohne yi darstellt.
Klanke [2007] schla¨gt fu¨r die Optimierung die Methode des Resilent Backpropaga-
tion (RPROP) [Riedmiller und Braun, 1993] vor, eines Gradientenabstiegsver-
fahrens mit variabler Schrittweite. Dieses Optimierungsverfahren wird ebenfalls in
dieser Dissertation zur Bestimmung der latenten Variablen ermittelt.
5.4.3 Auswahl der Stu¨tzvektoren
und Initialisierung des UKR-Modells
Die Anzahl der u¨berlappenden Trajektorienelemente, d. h. die Anzahl der Spalten
vonCH,F , kann mit u¨ber 100.000 Elementen sehr groß werden und besitzt ha¨ufig red-
undante Eintra¨ge wie zum Beispiel durch die Geradeausfahrten. Aus diesem Grund
werden die Trajektorien durch den kMeans-Clusteralgorithmus [Anderberg, 1973]
auf die gewu¨nschte Anzahl der Stu¨tzstellen reduziert. Das kMeans-Verfahren erha¨lt
dabei die Dichteverteilung der Punkte [Bishop, 2006, Abschnitt 9.1].
Das Training des UKR-Modells beno¨tigt eine gute Initialisierung X̂ der latenten
Variablen X, um die Optimierung zu einem globalen Minimum zu fu¨hren. Als mo¨g-
liche Initialisierungen eignen sich ga¨ngige Dimensionsreduktionsverfahren wie die
PCA oder das LLE. Die latenten Variablen definieren aber auch durch die relati-
ve Position zueinander die Breite der lokalen Dichte, so dass eine Skalierung der
Initialisierung X̂ der latenten Variablen vonno¨ten ist. Dies ist wiederum ein eige-
nes Optimierungsproblem und kann durch einen Gradientenabstieg gelo¨st werden.
Entsprechende Details sind in Wiest [2010, Abschnitt 2.2.6] und Klanke [2007]
erla¨utert.
5.5 Pra¨diktion mittels einer Mannigfaltigkeit
Die Verbindung aus einer Trajektorien-Referenzmenge aus Abschnitt 5.3 und des-
sen Generalisierung durch die UKR aus Abschnitt 5.4 bildet den Mannigfaltigkeit-
Pra¨diktor. Es sei ein UKR-Modell mit der durch das kMeans-Clustering reduzier-
ten Menge von Tschebyscheff-Koeffizienten CH,F als Stu¨tzstellen derart trainiert,
dass eine zweidimensionale Mannigfaltigkeit in den Koeffizientenraum eingebettet
ist. Die Koeffizienten CH,F umfassen Trajektorienstu¨cke mit der Historie H und
dem nachfolgenden Bewegungsverlauf F .
Sei Ht eine gegebene, dem Pra¨diktor unbekannte Historie, dessen Verlauf pra¨diziert
werden soll. Der naheliegendste Ansatz ist die Suche nach einem Punkt xH auf der
Mannigfaltigkeit, dessen rekonstruierte Historie Ĥ der TrajektorieHt am a¨hnlichsten
ist. Mit dem nachfolgenden, rekonstruierten Verlauf kann so eine Pra¨diktion erreicht
werden. Dieses direkte Vorgehen besitzt aber den Nachteil, dass der Vergleich zwi-
schen observierter Historie und rekonstruierter Historie in dem Trajektorienraum
erfolgen muss, zum Beispiel durch Anwendung des QRLCS-Distanzmaßes, und da-
mit rechenintensiv ist. Deutlich gu¨nstiger wa¨re ein Vergleich im Koeffizientenraum.
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Abbildung 5.3: Funktionsprinzip des Mannigfaltigkeit-Pra¨diktors.
Die neuartige Idee ist nun, sich parallel zu den Stu¨tzstellen CH,F eine entsprechende
Menge von Stu¨tzstellen CH zu halten, die nur die Tschebyscheff-Koeffizienten des
Historienteils umfassen. Das Training des UKR-Modells erfolgt weiterhin mit CH,F ;
nur fu¨r den Vergleich der observierten Historie chebyφ,v(Ht) mit der rekonstruierten
Historie yĤ werden die Stu¨tzstellen CH,F durch CH ausgetauscht.
Die Abbildung 5.3 verdeutlicht diese Herangehensweise. Eine Stu¨tzstelle auf der
Mannigfaltigkeit in dem Raum der latenten Variablen verweist sowohl auf die ent-
sprechende Stu¨tzstelle in dem Koeffizientenraum CH der Historienstu¨cke als auch
auf die Stu¨tzstelle im Koeffizientenraum CH,F der vollsta¨ndigen Trajektorien. Fu¨r
eine observierte Historie Ht kann nun leicht mittels einer Optimierung der entspre-
chende Punkt xH auf der Mannigfaltigkeit gefunden werden. Das UKR-Modell liefert
instantan bei Verwendung der Stu¨tzstellen aus CH,F den gescha¨tzten Bewegungs-
verlauf F̂ .
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(a) Abbiegemano¨ver aus der Vogelperspekti-
ve. (blau) aktuelle Position, (schwarz ge-
strichelt) Ground-Truth, (rot) kinemati-
sche Pra¨diktion, (gru¨n) Hypothesen, (cy-
an) pra¨dizierter Verlauf.
(b) Zweidimensionale Mannigfaltigkeit.
(blau) latente Variablen X, (rot) Par-
tikel, (schwarz) Meanshift-Cluster mit
ho¨chstem Partikelgewicht.
Abbildung 5.4: Beispiel fu¨r die Pra¨diktion eines Rechtsabbiegers mit demMannigfaltigkeit-
Pra¨diktor.
Die Optimierung erfolgt im zweidimensionalen Raum auf der Mannigfaltigkeit und
ist damit sehr effizient. Die Anwendung eines Optimierungsverfahrens ist notwen-
dig, da nur eine Abbildung von der durch die Stu¨tzstellen X aufgespannten Man-
nigfaltigkeit zum Koeffizientenraum mo¨glich ist, nicht aber umgekehrt (siehe Ab-
schnitt 5.4.1).
Die Optimierung muss Unsicherheiten widerspiegeln ko¨nnen: Das Beispiel eines ge-
radeaus fahrenden Fahrzeugs mit deutlichem Bremsverhalten fu¨hrt zu einer gestei-
gerten Wahrscheinlichkeit eines Abbiegens in beliebiger Richtung. Wie in dem vor-
hergehenden Kapitel kommt auch hier ein Partikelfilter [Isard und Blake, 1998]
zum Einsatz: Eine Menge von Partikeln {ψ(s)}s=1,...,N , ψ(s) ∈ Rq repra¨sentiert mo¨g-
liche Zusta¨nde auf der Mannigfaltigkeit, die eine observierte Historie Ht mo¨glichst
gut wiedergeben. Das Partikelgewicht w(s) ist anschließend bestimmbar u¨ber eine
Normalverteilung in dem Koeffizientenraum:
w(s) = p(Ht |ψ(s)) ≈ η exp
{
−1
2
‖f(ψ(s); CH)− chebyφ,v(Ht)‖2
σ2w
}
(5.12)
Man beachte, dass die Funktion chebyφ,v(Ht) nur einmal pro Zeitschritt fu¨r die
Gewichtung aller Partikel aufgerufen werden muss. Dies ermo¨glicht eine effiziente
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Abbildung 5.5: Geschwindigkeits- und Gierwinkelverla¨ufe des Rechtsabbiegers. Farbge-
bung wie in Abbildung 5.4(a).
Berechnung der Partikelgewichte. Da die Partikel als Punkte auf der Mannigfaltig-
keit agieren, sind sie genauso niederdimensional wie die Mannigfaltigkeit selbst und
verringern somit die Komplexita¨t der Suche nach einem geeigneten xH .
Eine finale Menge von Pra¨diktionshypothesen la¨sst sich durch Anwendung des ge-
wichteten Meanshift-Verfahrens [Comaniciu undMeer, 2002; Schmidt u. a., 2006]
auf die Partikelmenge ermitteln.
5.5.1 Beispiel
Die Abbildung 5.4 zeigt beispielhaft die Anwendung des Mannigfaltigkeit-Pra¨diktors
anhand von DGPS-Daten (vgl. Abschnitt 6.1.1). Abbildung 5.4(a) stellt ein Abbie-
gemano¨ver aus der Vogelperspektive dar: Das Fahrzeug beginnt gerade in die Straße
rechts einzubiegen. Die Geschwindigkeits- und Gierwinkelverla¨ufe aus Abbildung 5.5
verdeutlichen, dass das Lenkrad zum aktuellen Zeitpunkt zwar noch nicht merklich
eingeschlagen ist, aber das Bremsmano¨ver bereits ca. 1,5 s vorher begonnen hat.
Die Mannigfaltigkeit des UKR-Modells wird in Abbildung 5.4(b) gezeigt. Jeder
Punkt ist die latente Variable einer Stu¨tzstelle und repra¨sentiert den gesamten Ver-
lauf einer Trajektorie. Die roten Markierungen stellen die Partikelmenge des Partikel-
filters dar. Da die Zielfunktion eines Partikels die A¨hnlichkeit der Historie vergleicht,
sind fu¨r die im Beispiel gezeigte Historie verschiedene Bereiche auf der Mannigfaltig-
keit mit Partikeln belegt. Eine Ru¨ckprojektion der Partikel in den Trajektorienraum
zeigt, dass diese Bereich sowohl eine Geradeausfahrt als auch einen Rechtsabbieger
vorhersagen (siehe Abbildung 5.4(a)). Somit werden beide Mo¨glichkeiten weiter in
Betracht gezogen.
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Die finale Pra¨diktion la¨sst sich durch Anwendung des gewichteten Meanshift-Filters
auf der Partikelmenge bestimmen. Das Ergebnis ist in der Abbildung 5.4(a) als
pra¨dizierter Verlauf gekennzeichnet. Zum Vergleich zeigt die kinematische Pra¨diktion
ein interpolierendes Verhalten, d. h. die Entscheidung zwischen einem Rechtsabbieger
und einer Geradeausfahrt ist hier nicht eindeutig.
5.6 Zusammenfassung
Dieses Kapitel stellt die zweite Realisierung eines Pra¨diktors vor. Die Idee ist, die Ge-
neralisierungseigenschaften von niederdimensionalen Mannigfaltigkeiten zur Bewe-
gungspra¨diktion auf einer generalisierten Menge von Referenzmustern zu verwenden.
Die Leistungsfa¨higkeit der vorgestellten Pra¨diktoren wird in dem na¨chsten Kapitel
gezeigt.
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6
Experimentelle Untersuchung
Dieses Kapitel stellt die Evaluation der vorgestellten Systeme zur Bewegungspra¨-
diktion durch eine experimentelle Untersuchung anhand realer Daten dar. Die Re-
pra¨sentation von Bewegungsmustern durch Trajektorien ist unabha¨ngig von der Art
des Sensors und der Methode zur Scha¨tzung der Objektpositionen. Dies wird an-
hand verschiedener Datensa¨tze gezeigt, die in dem folgenden Abschnitt vorgestellt
werden. Im Anschluss folgen die Evaluierungen fu¨r die trajektorienbasierten Pra¨dik-
tionen durch den Trajektorien-Partikelfilter und den Mannigfaltigkeit-Pra¨diktor.
6.1 Beschreibung der verwendeten Datenbasis
Die in dieser Arbeit verwendeten Datensa¨tze fu¨r die Evaluierung der Bewegungs-
pra¨diktion umfassen Bewegungsmuster aus zwei verschiedenen Datenquellen. Diese
Quellen sind das Differential Global Positioning System (DGPS) und Trajektorien
von Fahrzeugbewegungen aus Stereo-Punktwolken. In den folgenden Abschnitten
werden diese Datensa¨tze hinsichtlich des Sensors und der Aufbau der Datenbasis
na¨her erla¨utert.
6.1.1 DGPS-Trajektorien
Das Global Positioning System (GPS) ist ein satellitengestu¨tztes Navigationssys-
tem zur Positionsscha¨tzung an beliebiger Stelle auf der Erde. Urspru¨nglich fu¨r das
US-amerikanische Verteidigungsministerium in den 70er Jahren entwickelt, wird es
derzeit mit kleinen Einschra¨nkungen bezu¨glich der Genauigkeit von der Allgemein-
heit genutzt [El-Rabbany, 2002, Kap. 1].
Durch eine gleichma¨ßige Verteilung von mindestens 24 Satelliten in der Erdumlauf-
bahn wird sichergestellt, dass von jedem (flachen) Punkt der Erde ein Signal von vier
bis zehn Satelliten empfangen werden kann. Da die Position der Satelliten bekannt
ist, kann durch eine Triangulierung auf ein GPS-Empfangsgera¨t eine Position auf der
Erde gescha¨tzt werden, derzeit mit einer Genauigkeit von ca. 22 m bis 100 m in einem
95%-Intervall. Dies ist als sogenannte Punktpositionierung bekannt [El-Rabbany,
2002, Abschnitt 5.1]. Neben der dreidimensionalen Position wird auch die zeitliche
Drift in dem GPS-Empfangsgera¨t mitgescha¨tzt, so dass immer das Signal von vier
Satelliten gleichzeitig vorhanden sein muss.
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Als zweite Positionierungsmethode wird neben der GPS-Punktpositionierung die
GPS-Relativpositionierung (engl. Differential Global Positioning System, DPGS)
unterschieden [El-Rabbany, 2002, Abschnitt 5.2 und 5.7], auch als differentiel-
le Positionierung bezeichnet. In diesem Fall gibt es zwei GPS-Empfa¨nger, die je-
weils die gleichen Satelliten verfolgen. Einer der Empfa¨nger mit bekannter Position
(sog. Basisstation) ist statisch an einen Ort gebunden, wa¨hrend die Position des an-
deren, mobilen GPS-Empfa¨ngers zu scha¨tzen ist. Dabei wird die Messunsicherheit
im Vergleich zur GPS-Punktpositionierung deutlich fu¨r einen Bereich weniger Me-
ter erho¨ht, indem die Differenz zwischen Basis und mobilem Empfa¨nger durch ein
Funksignal als zusa¨tzliche Messung mit einbezogen wird.
Insbesondere in sta¨dtischen Umgebungen ist eine vollsta¨ndige Erreichbarkeit von
Satellitensignalen nicht immer gewa¨hrleistet, zum Beispiel bei Verdeckungen durch
hohe Geba¨ude oder Ba¨ume. Selbst bei einer Verwendung von einer zusa¨tzlichen Ba-
sisstation ist somit eine ausreichende Positionsscha¨tzung nicht mehr mo¨glich [El-
Rabbany, 2002, Abschnitt 9.4]. Aus diesem Grund wird bei den in dieser Dissertati-
on evaluierten Datensa¨tzen ein DGPS-Positionierungssystem mit einem Inertialsen-
sor (engl. inertial measurement unit, IMU) zu einem DGPS/INS verbunden, welches
mit Hilfe von Beschleunigungssensoren und Gyroskopen lokal eine hohe Auflo¨sung
in der Position erlaubt und dauerhaft durch das DPGS-Signal korrigiert wird. Dieses
DGPS/INS-System erlaubt eine Ortsauflo¨sung von wenigen Zentimetern bis zu ei-
nem Meter. Zusa¨tzlich la¨uft in der Aufnahmesoftware der mobilen Empfangsstation
im Fahrzeug ein Kalman-Filter, der die eingehenden Signale von GPS-Satelliten und
Basisstation filtert und die Position, laterale Geschwindigkeit und Gierrate scha¨tzt.
6.1.1.1 Der Datensatz: Industriegebiet
Dieser Datensatz ist ein von der Daimler AG zur Verfu¨gung gestellter DGPS-Da-
tensatz. Die Aufnahme erfolgte in Bo¨blingen (Baden-Wu¨rttemberg) in einem Indus-
triegebiet (siehe Abbildung 6.1). Der Fokus lag bei der Aufnahme auf drei Kreuzun-
gen, bei denen von jeder mo¨glichen Richtung aus sa¨mtliche Fahrmano¨ver gefahren
wurden, d. h. Links-, Rechts- und Geradeausfahrten (siehe Abbildung 6.2). Fu¨r die
Versuchsfahrten wurden keine Straßenabschnitte abgesperrt; stattdessen wurden die
Fahrten wurden mit dem dort u¨blichen Verkehrsaufkommen durchgefu¨hrt. Mit einer
Gesamtla¨nge von 23,36 km ist dieser Datensatz der gro¨ßte aller Datensa¨tze in die-
ser Dissertation. Aus diesem Grund wird die Pra¨diktionsleistung der vorgestellten
Verfahren anhand des DGPS-Datensatzes verglichen.
6.1.2 Szenenfluss
Ein Szenenfluss ist eine dreidimensionale Punktewolke mit einer dreidimensionalen
Geschwindigkeitskomponente in jedem Punkt [Huguet und Devernay, 2007]. In
dieser Arbeit wird der Szenenfluss auf Basis der Bilder einer Stereokamera bestimmt.
Eine Stereokamera besteht aus zwei oder mehr ra¨umlich versetzten Kameras, die
synchron Bilder aufnehmen. Durch die Anwendung geometrischer Beziehungen, wie
in Wo¨hler [2009] und Hartley und Zisserman [2004] beschrieben, la¨sst sich
durch den Vergleich von Bildausschnitten in den Kamerabildern die betrachtete
Szene mit Hilfe dreidimensionaler Punkte rekonstruieren. Dabei unterscheidet man
zwischen dem dichten Stereo und dem Korrespondenz-Stereo. Ersteres rekonstruiert
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Abbildung 6.1: DGPS-Datensatz aus der Vogelperspektive mit ausgewa¨hlten Kreuzungen.
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Abbildung 6.2: Detailansicht der ausgewa¨hlten Kreuzungen aus dem DPGS-Datensatz.
Abbildung 6.3: Versuchstra¨ger mit Stereokameras hinter der Frontscheibe.
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(a) Kategorien von Fahrzeugbewegungen (b) Trajektorien.
Abbildung 6.4: Kreisverkehr-Datensatz.
aus jedem Bildpunkt in den Kamerabildern einen dreidimensionalen Punkt, wa¨hrend
das Korrespondenz-Stereo dies nur an signifikanten Stellen in den Bildern, wie zum
Beispiel an Stellen großer Intensita¨tsa¨nderung, tut.
Die Scha¨tzung des optischen Flusses [Wedel u. a., 2008] anhand der zeitlichen Bild-
folgen zeigt A¨nderungen wie zum Beispiel Objektbewegungen in den Bildern an.
Durch eine lokale Zuweisung in den Bildern kann so einem Stereopunkt ein Fluss
zugeordnet werden. Ob der Fluss in allen drei Raumrichtungen definiert ist oder nur
entlang der Bildebenen, ha¨ngt von der Auflo¨sung des Stereo-Algorithmus und des
optischen Flusses ab. Alternativ ko¨nnen auch die Stereopunkte direkt u¨ber die Zeit
mit einem Filter verfolgt werden [Franke u. a., 2005; Rabe u. a., 2010].
Ein Beispiel fu¨r einen Szenenfluss ist in Abbildung 4.10(b) gezeigt. Objektverfol-
gungsalgorithmen wie zum Beispiel Barrois u. a. [2009] detektieren und verfolgen
die Objekte u¨ber die Zeit in den Szenenfluss-Daten, so dass sich aus den Objektmit-
telpunkten Trajektorien ermitteln lassen.
6.1.2.1 Erster Datensatz: Kreisverkehr
Dieser Datensatz dient zur Evaluierung des in Abschnitt 4.4.1 dargestellten Means-
hift-Trackers und stellt daher keine Trajektorien zur Verfu¨gung, sondern nur die
Szenenfluss-Daten. Die Szene stellt einen Kreisverkehr in Barcelona (Spanien) dar
(Abbildung 4.10(a)), in denen drei verschiedene Kategorien von Verkehrsteilnehmer-
bewegungen (Fahrzeuge und Fahrradfahrer) detektiert und pra¨diziert werden (siehe
auch Abbildung 6.4(a)):
Kategorie I Die Verkehrsteilnehmer fahren von links in ca. 40 m Entfernung in
den Kreisverkehr ein.
Kategorie II Die Verkehrsteilnehmer kommen rechts hinter der Mitte des Kreis-
verkehrs hervor und fahren links aus der Szene.
Kategorie III Die Verkehrsteilnehmer kommen rechts hinter der Mitte des Kreis-
verkehrs hervor und folgen dem Kreisverkehr rechts aus der Szene.
Die Referenztrajektorien zum Training des Trajektorien-Partikelfilters werden mit
Hilfe des Meanshift-Trackers ohne die Aktivierung des Trajektorien-Partikelfilters
erstellt. Diese sind in Abbildung 6.4(b) dargestellt.
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6.1.2.2 Zweiter Datensatz: Personen im Straßenverkehr
Der zweite Datensatz umfasst eine Menge von 30 Trajektorien von Fußga¨ngern,
die mit Hilfe von Stereo-Kameras aufgenommen und manuell in den Bildern mar-
kiert sind. Die Bewegungsmuster teilen sich in zwei Kategorien: Die erste Kategorie
umfasst 17 Muster, bei denen der Fußga¨nger an einem Bordstein stehenbleibt, wa¨h-
rend die zweite Kategorie 13 Muster entha¨lt, bei denen der Fußga¨nger eine Straße
u¨berquert. Der Versuchstra¨ger mit den Stereo-Kameras steht bei 21 Trajektorien
in ca. 17 m Entfernung zum Fußga¨nger; bei den u¨brigen fa¨hrt der Wagen mit ca.
20–30 km/h auf den Fußga¨nger zu.
6.2 Vergleich der Pra¨diktionsverfahren
Dieser Abschnitt vergleicht die Pra¨diktionsverfahren der kinematischen Pra¨dikti-
on, des Trajektorien-Partikelfilters und des Mannigfaltigkeit-Pra¨diktors unter den
zwei Gesichtspunkten der Pra¨diktionsleistung und der notwendigen La¨nge der Be-
wegungshistorie.
6.2.1 Pra¨diktionshorizont
Mit zunehmendem Zeithorizont steigt auch der Fehler, den ein Pra¨diktor macht. In
diesem Abschnitt wird die kinematische Pra¨diktion (CTCA-Modell) als Referenz-
verfahren verwendet und den Pra¨diktionen des Trajektorien-Partikelfilters und des
Mannigfaltigkeit-Pra¨diktors gegenu¨bergestellt. Die Evaluation beruht auf dem DG-
PS-Datensatz: Zwei Kreuzungen dienen als Trainingsmenge der lernenden Verfahren
und eine Kreuzung als Testszenario.
Interessant ist die Frage, wie groß der Zeithorizont werden darf, um noch eine als
verla¨sslich geltende Vorhersage der Objektbewegung zu erhalten. Die Abbildung 6.5
ist eine visuelle Darstellung der Tabelle A.1 von Seite 124. Sie stellt eine Zusammen-
fassung der Fehler zu jedem Zeithorizont von 1,0 s bis 4,0 s in Schritten von 0,5 s
in Quartilen dar. Der Fehler ist in der Position als euklidische Distanz zwischen der
pra¨dizierten Position und der Ground-Truth definiert; fu¨r die u¨brigen Komponen-
ten der Trajektorie in Gierwinkel, Geschwindigkeit und Gierrate ist der Fehler die
einfache Differenz zwischen Ground-Truth und Pra¨diktion.
Es zeigt sich, dass insgesamt der Pra¨diktionsfehler nichtlinear mit steigendem Zeit-
horizont zunimmt. Die Fehler der kinematischen Pra¨diktion unterscheiden sich nicht
signifikant von den beiden anderen Pra¨diktoren bis zu einem Zeithorizont von 2,0 s.
Ab diesem Zeithorizont besitzt der Fehler in dem Gierwinkel den gro¨ßten Einfluss auf
den Fehler in der Position. Im Vergleich steigt der Fehler fu¨r die lernenden Pra¨dikto-
ren in der Position, der Geschwindigkeit und dem Gierwinkel nicht so stark an. Der
Mannigfaltigkeit-Pra¨diktor hat die besten Pra¨diktionseigenschaften, er generalisiert
die Menge der Referenzmuster besser als der Trajektorien-Partikelfilter.
Bei Betrachtung des Positionsfehlers scheint eine sinnvolle Anwendung des Man-
nigfaltig-Pra¨diktors bei einem Zeithorizont von 4,0 s nicht mehr gegeben zu sein,
da eine Abweichung bis 6 m in der Position nicht mehr akzeptabel ist. Bei einer
konstanten Geschwindigkeit des Fahrzeugs von 50 km/h entspricht dies allerdings
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(a) Positionsfehler. (b) Fehler in der Geschwindigkeit.
(c) Fehler in dem Gierwinkel. (d) Fehler in der Gierrate.
Abbildung 6.5: Fehler der Vorhersage in den Trajektorienkomponenten Position, Geschwin-
digkeit, Gierwinkel und Gierrate. (dunkelgru¨n) kinematische Pra¨diktion, (blau) Trajekto-
rien-Partikelfilter, (gru¨n) Mannigfaltigkeit-Pra¨diktor. Jeder Balken zeigt das 25%, 50%
und 75% Quantil an.
einer Vorausschau von ca. 50 m, so dass der Fehler in Relation zu dieser Vorhersage
wieder akzeptabel erscheint.
In Abbildung 6.5(d) ist ein auffa¨llig großer Fehler in der Gierrate fu¨r den Mannigfal-
tigkeit-Pra¨diktor zu bemerken. Dies ist ein Approximationsfehler der Tschebyscheff-
Interpolation in den ho¨heren Ableitungen.
6.2.2 La¨nge der Historie
Der Mannigfaltigkeit-Pra¨diktor ist im Vergleich der Pra¨diktionsverfahren anhand
der Pra¨diktionsleistung das bessere Verfahren. Es stellt sich allerdings die Frage,
wie lange der Bewegungsverlauf eines Fahrzeugs observiert werden muss, um eine
gute Pra¨diktion zu erhalten. Die Evaluierung verwendet wie im vorhergehenden
Abschnitt den DGPS-Datensatz und stellt die zeitliche La¨nge der Bewegungshistorie
der Pra¨diktionsleistung von 3,0 s gegenu¨ber. Die zeitliche La¨nge wurde dabei im
Bereich von 0,1 s bis 1,0 s mit einer Abtastung von 0,1 s vera¨ndert.
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(b) Fehler in der Geschwindigkeit.
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(c) Fehler in dem Gierwinkel.
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(d) Fehler in der Gierrate.
Abbildung 6.6: Fehler der Vorhersage in den Trajektorienkomponenten Position, Geschwin-
digkeit, Gierwinkel und Gierrate bei variierender La¨nge der Historie und konstantem Pra¨-
diktionshorizont von 3,0 s. (gru¨n) kinematische Pra¨diktion, (blau) Mannigfaltigkeit-Pra¨-
diktor. Jeder Balken zeigt das 25%, 50% und 75% Quantil an.
Die Abbildung 6.6 zeigt die Ergebnisse der Pra¨diktion. Der Positionsfehler in Ab-
bildung 6.6(a) pendelt sich sowohl fu¨r die kinematische Pra¨diktion als auch fu¨r den
Mannigfaltigkeit-Pra¨diktor auf eine zeitliche Historienla¨nge von ca. 0,4–0,5 s ein.
Verantwortlich dafu¨r ist der Fehler in der Geschwindigkeit (Abbildung 6.6(b)), des-
sen Median ebenfalls bei dieser zeitlichen La¨nge dem Nullpunkt am na¨chsten kommt.
6.3 Anwendungen des Trajektorien-Partikelfilters
6.3.1 Meanshift-Tracking
Die Pra¨diktionsleistung des Meanshift-Trackers zeigt sich im Folgenden anhand des
Kreisverkehr-Datensatzes (Abschnitt 6.1.2.1) im Vergleich zu der kinematischen Pra¨-
diktion.
Die Evaluierung des Meanshift-Trackers mit hierarchischer Pra¨diktion fu¨hrt zu kei-
ner signifikanten Verbesserung der Tracking-Qualita¨t, d. h. die Pra¨diktion in den
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na¨chsten Zeitschritt fu¨r den Meanshift-Filter liefert mit der kinematischen und dem
Trajektorien-Partikelfilter gleiche Ergebnisse [Hermes u. a., 2010a].
Abbildung 6.7 zeigt den Pra¨diktionsfehler in der pra¨dizierten Position fu¨r verschie-
dene Zeithorizonte fu¨r zwei Beispieltrajektorien u¨ber die Zeit. Verglichen wird die
Pra¨diktion der kinematischen Pra¨diktion und der Trajektorien-Partikelfilter. Da mit
einer Ground-Truth verglichen wird, die aus einem vollsta¨ndigen Lauf des Meanshift-
Trackers resultiert, weist diese Referenztrajektorie aufgrund von Verdeckungen mit
anderen Fahrzeugen Lu¨cken auf, mit denen die Pra¨diktion nicht verglichen werden
kann. Die vertikale Linie markiert den Beginn der Pra¨diktion mit dem Trajektorien-
Partikelfilter, da dieser 30 Zeitschritte der observierten Historie fu¨r eine Pra¨diktion
beno¨tigt.
Die kinematische Pra¨diktion ist aufgrund des hohen Rauschanteils in den Trajekto-
rien nicht in der Lage, eine ada¨quate Pra¨diktion zu erstellen. Bei dem Trajektorien-
Partikelfilter ist dieses Rauschen bereits in seiner Referenzmenge enthalten, so dass
es um einen Faktor 2 deutlich bessere Pra¨diktionen liefert. Der Unterschied in der
Qualita¨t der Pra¨diktion steigt stark mit zunehmendem Zeithorizont an. Aufgrund
des hohen Rauschanteils und des engen O¨ffnungswinkels der Kameras ist es aber
nicht mo¨glich, la¨nger als 1,5 s im Voraus die zuku¨nftige Position zu scha¨tzen.
6.3.2 Situationsklassifikation
Die Evaluierung der Situationsklassifikation erfolgt auf dem DGPS-Datensatz. Das
vorgestellte System erkennt die Klasse einer gegebenen Situation. Das Kriterium
der Evaluierung ist eine mo¨glichst fru¨hzeitige Erkennung der Situationsklasse. Im
Folgenden bezeichnet die Zeitangabe trec die Dauer in Sekunden, fu¨r die das System
die Klasse korrekt erkannt hat, bevor die Fahrzeuge den minimalen euklidischen
Abstand bei trec = 0 s zueinander haben. Dies ist meist die Mitte der Kreuzung.
Negative Werte fu¨r trec bedeuten eine Klassifikation bevor die Mitte erreicht wurde.
Eine Klasse gilt als sicher erkannt, wenn der minimale Abstand des Diskriminanzwer-
tes zu allen anderen Diskriminanzwerten einen definierten Schwellwert u¨bersteigt;
in diesem Fall wird der Wert auf 0,1 gesetzt.
Abbildung 6.8 zeigt den zeitlichen Verlauf der normalisierten Diskriminanzwerte des
Klassifikators einer LL-Situation aus Abbildung 4.14. Mit trec = 0, 92 s im Voraus
wurde die Klasse fru¨h erkannt.
Tabelle 6.1 zeigt die Median-Werte fu¨r trec an allen Kreuzungen. Der Trajektorien-
Partikelfilter wurde fu¨r jede Kreuzung neu trainiert, so dass die aktuelle Testkreu-
zung aus dem Trainingsdatensatz ausgeschlossen ist. In der Tabelle sind alle Werte
negativ, d. h. die Situationsklassen wurden erkannt, bevor die Situation definitions-
gema¨ß voru¨ber war.
6.3.3 Absichtserkennung und -pra¨diktion von Fußga¨ngern
Die Evaluierung der Absichtserkennung aus Abschnitt 4.4.3 erfolgt durch einen Ver-
gleich mit zwei Referenzmethoden und der menschlichen Pra¨diktionsleistung. Eine
erscho¨pfende Suche (engl.: brute force, BF) vergleicht die observierte Trajektorie
mit allen Trajektorien aus der Referenzmenge mit dem QRLCS-Distanzmaß und
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(a) Verkehrsteilnehmer der Kategorie I.
(b) Verkehrsteilnehmer der Kategorie II.
Abbildung 6.7: Pra¨diktionsfehler [m] fu¨r verschiedene Zeithorizonte. Vergleich der kinema-
tischen Pra¨diktion (kin.) mit dem Trajektorien-Partikelfilter (prtcl.). Die vertikale Linie
markiert den Beginn der Pra¨diktion mit dem Trajektorien-Partikelfilter.
sucht eine feste Anzahl der a¨hnlichsten Trajektorienelemente heraus. Dadurch ist
sichergestellt, dass die probabilistische Suche die richtigen Trajektorienstu¨cke in der
Referenzmenge findet. Das zweite Referenzverfahren ist der IMM-KF (siehe Ab-
schnitt 4.4.3). Des Weiteren werden ebenfalls Kombinationen aus Merkmalen evalu-
iert, aus denen die Trajektorien aufgebaut sind.
Das Evaluationskriterium ist die Anzahl der Zeitschritte zum Erreichen des Bord-
steins, an dem das System die Absicht des Fußga¨ngers erkannt hat, kurz als TTS
(engl.: time-to-stop) fu¨r Fa¨lle der Klasse Cs oder als TTC (engl.: time-to-curb) fu¨r
die Trajektorien der Klasse Cw bezeichnet.
Abbildung 6.9 zeigt die gescha¨tzte Auftrittswahrscheinlichkeit fu¨r das Anhalten der
Testperson an dem Bordstein der Straße u¨ber die Zeit. Wa¨hlt man einen signifikan-
ten Schwellwert fu¨r die Erkennung der Klasse Cs wie zum Beispiel 0, 5, so ist als
erstes auffa¨llig, dass Menschen in der Lage sind, verla¨sslich und im Vergleich zu den
Systempra¨diktionen weit im Voraus die Absicht richtig zu erkennen, in diesem Fall
ca. 15 Zeitschritte (= 70 ms). Die besten Pla¨tze belegen der Trajektorien-Partikel-
filter und die erscho¨pfende Suche mit Trajektorien, die sowohl die Position als auch
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Abbildung 6.8: Zeitliche Entwicklung einer LL Situation aus Abbildung 4.14. Der Zeit-
punkt trec = −1, 92 s zeigt den Beginn der korrekten Erkennung der Situationsklasse
durch den Trajektorien-Partikelfilter.
Situationsklasse Kreuzung Median [s]
K1 [s] K2 [s] K3 [s]
LL -2,16 -1,38 -1,92 -1,92
LG -0,14 -1,36 -1,26 -1,26
LR -0,47 -1,28 -1,54 -1,28
RL -0,70 -1,60 -1,96 -1,60
RG -0,72 -2,02 -0,38 -0,72
RR -0,39 -2,00 -1,62 -1,62
GL -0,52 -1,90 -2,32 -1,90
GG -0,22 -2,26 -2,38 -2,26
GR -0,44 -1,86 -1,70 -1,70
Tabelle 6.1: Zeitpunkt trec der korrekten Erkennung fu¨r alle Situationsklassen und Kreu-
zungen.
zusa¨tzliche Merkmale (HoM und MFlowU) enthalten. Die erscho¨pfende Suche mit
Trajektorien, die nur die Position enthalten, ist nicht sehr ergiebig, da aufgrund des
Messrauschens in den Positionsdaten zu viele a¨hnliche Stu¨cke beider Klassen gefun-
den werden; der Trajektorien-Partikelfilter sucht gezielter nach passenden Stu¨cken.
Eine verla¨ssliche Erkennung mit dem IMM-KF ist erst zu dem Zeitpunkt gegeben,
wenn die Person den Bordstein erreicht. Dies ist darin begru¨ndet, dass der Kalman-
Filter die Dynamik nicht genu¨gend abbilden kann.
Die beste Pra¨diktionsleistung fu¨r ein System liegt allerdings bei 5 Zeitschritten (=
22 ms). Hier besteht noch Forschungsbedarf. Mo¨glichkeiten bieten sich durch das
Einbringen von Kontextinformationen oder die Verwendung von Merkmalen mit ho¨-
herer o¨rtlicher Auflo¨sung in den Bildern, die zum Beispiel die Kopfrichtung scha¨tzen
ko¨nnen.
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6.4 Zusammenfassung
Dieses Kapitel umfasst die Evaluierung der vorgestellten Ansa¨tze zur Bewegungs-
pra¨diktion. Zuna¨chst werden Datensa¨tze vorgestellt, anhand derer die entwickelten
Systeme bewertet werden. Im Anschluss zeigt sich die Leistungsfa¨higkeit der Pra¨-
diktoren im Vergleich mit ga¨ngigen Referenzverfahren. Typische Anwendungsfelder
werden ebenfalls kurz erla¨utert.
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(a) Trajektorien der Klasse Anhalten.
(b) Trajektorien der Klasse Weitergehen.
Abbildung 6.9: Gescha¨tzte Wahrscheinlichkeit des Auftretens der Klasse Anhalten u¨ber
die Zeit, gemittelt u¨ber alle Sequenzen. Bei t = 0 ist der Bordstein erreicht, bzw. wird
von der Testperson u¨berschritten. Evaluiert sind die Pra¨diktionsmodelle des Trajektorien-
Partikelfilters (PF), des IMM-Kalman-Filters (IMM) und der erscho¨pfenden Suche (BF)
im Vergleich zur Pra¨diktionsleistung eines Menschen.
7
Zusammenfassung
Die Dissertationsschrift stellt ein Systemkonzept zur Scha¨tzung unmittelbarer, zu-
ku¨nftiger Bewegungsabla¨ufe von Fahrzeugen im Straßenverkehr vor. Das Szenario
besteht aus der Klasse der Abbiegesituationen, in denen das Abbiegeverhalten eines
Fahrzeugs an einer Kreuzung mo¨glichst fru¨hzeitig im Rahmen eines Zeithorizonts
mehrerer Sekunden im Voraus erkannt werden muss.
Die grundlegende Idee liegt in der Verwendung bereits observierter Bewegungen in
Form von Trajektorien, die den Zustand des Objekts
”
Fahrzeug“ zu jedem Zeitpunkt
beschreiben. Fu¨r die Scha¨tzung zuku¨nftiger Bewegungsverla¨ufe eines Fahrzeugs wird
der observierte Fahrverlauf (Historie) mit einer Menge gelernter Bewegungsmuster
verglichen. Daraus lassen sich Hypothesen u¨ber den zuku¨nftigen Verlauf der Bewe-
gung ermitteln. Die Verwendung von Trajektorien erlaubt eine sensorunabha¨ngige
Repra¨sentation von Bewegungsmustern.
Die Dissertation teilt sich in zwei Themenbereiche: Die Konzeption und Entwicklung
eines Pra¨diktors und dessen Anwendung in verschiedenen Bereichen von Fahrerassis-
tenzsystemen, die zur Realisierung eines Konzeptes zum Szenenverstehen beitragen
(siehe Abbildung 7.1). Das beinhaltet die Vorhersage von Bewegungsmustern an
Kreuzungen, die fru¨hzeitige Klassifikation von Situationen mit mehreren Fahrzeu-
gen, eine Objektverfolgung und Bewegungspra¨diktion in verrauschten Sensordaten
und – etwas abseits der Betrachtung von Fahrzeugbewegungen – die Vorhersage von
Fußga¨ngerabsichten im urbanen Straßenverkehr.
Der erste Ansatz zur Bewegungspra¨diktion bildet die effiziente Suche einer Fahr-
zeug-Historie in einer Menge von gelernter Trajektorien durch einen Trajektorien-
Partikelfilter. Dazu wird die Trajektorienmenge durch einen bina¨ren Baum u¨ber sich
u¨berlappende Teilstu¨cke der Bewegungsmuster strukturiert und ein probabilistischer
Suchalgorithmus (Partikelfilter) findet und gewichtet die a¨hnlichsten Trajektorien-
stu¨cke in der Referenzmenge. Ein neuartiges Trajektorien-Distanzmaß (Quaternion-
based Longest Common Subsequence, QRLCS) ermo¨glicht den Vergleich zwischen
den Trajektorien; das Distanzmaß ist eine Erweiterung der
”
Longest Common Sub-
sequence-Metrik“ fu¨r Trajektorien und ist so konzipiert, dass es unabha¨ngig von
Verschiebung und Rotation die A¨hnlichkeit zweier Trajektorien bewerten und aus
diesen die Teilbereiche untereinander zuordnen kann.
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Abbildung 7.1: Komponenten der Dissertation.
Ein zweiter Ansatz lo¨st zwei Nachteile des ersten Verfahrens: Zum einen verbraucht
der Strukturbaum u¨ber die Referenzmenge viel Speicherplatz und zum anderen ist
der Trajektorien-Partikelfilter nur bedingt in der Lage, Bewegungen fu¨r bisher unbe-
kannte Kreuzungssituationen zu generalisieren. Mit der Annahme, dass die Menge al-
ler Bewegungsmuster nur einen kleinen Unterbereich aller mo¨glichen Bewegungskon-
figurationen einnimmt, ermittelt das zweite Verfahren eine Mannigfaltigkeit durch
die Anwendung des
”
Unsupervised Kernel Regression“ (UKR), welche gleichzeitig
den zuku¨nftigen Bewegungsverlauf eines Fahrzeugs beinhaltet. Auf dieser Mannig-
faltigkeit wird der aktuelle Fahrzeugzustand mitsamt Historie u¨ber die Zeit durch
einen Partikelfilter verfolgt, wodurch Hypothesen u¨ber den zuku¨nftigen Bewegungs-
verlauf generiert und bewertet werden.
Ein Vergleich beider Ansa¨tze zur Bewegungspra¨diktion mit Standardmethoden aus
der heutigen Literatur zeigt fu¨r Abbiegesituationen bei Kreuzungen eine deutliche
Verbesserung der Pra¨diktionsleistung fu¨r Fahrzeuge. Die gleichzeitige Betrachtung
des Fahrverhaltens mehrerer Straßenverkehrsteilnehmer fu¨hrt zu sogenannten Si-
tuationsklassen, in denen das gegenseitige Abbiegeverhalten klassifiziert wird. Die
vorgestellte Methode zur Bewegungspra¨diktion und einfachen Interaktionsmodel-
len erlaubt eine fru¨hzeitige Erkennung der jeweiligen Situationsklasse und ist somit
fu¨r sicherheitsrelevante Anwendungen im Fahrzeug geeignet. Des Weiteren wird die
Leistungsfa¨higkeit der vorgestellten Pra¨diktionsmethoden am Beispiel eines Einsat-
zes zur Objektverfolgung und der Detektion von Fußga¨ngerverhalten in Straßenver-
kehrsszenarien gezeigt.
Ausblick
Der entwickelte Ansatz sieht sich im Kontext des Szenenverstehens als vorgeschal-
tetes System, das Fahrerassistenzmethoden zu einer verla¨sslichen Vorausschau und
Vorhersage von Objektbewegungen im urbanen Straßenverkehr verwenden ko¨nnen,
um daraus weitere Funktionen zu realisieren. Insbesondere kann hier die Ru¨ckkopp-
lung des Pra¨diktors mit einer solchen Funktion verbessert werden, um die Pra¨dik-
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tion weiter zu verbessern. Ein Beispiel ist die Situationsklassifkation mit mehreren
Straßenverkehrsteilnehmern: Bisher wird die Pra¨diktion fu¨r jedes Fahrzeug einzeln
durchgefu¨hrt und danach erst werden die Abha¨ngigkeiten zwischen den Verkehrs-
teilnehmern modelliert. Diese Abha¨ngigkeiten ko¨nnen zum Beispiel direkt in die
Berechnung des Partikelgewichts einfließen. Mit einem a¨hnlichen Ansatz ist es auch
mo¨glich, weitere Informationen wie die Freiraumanalyse in der Pra¨diktion zu be-
ru¨cksichtigen.
Die Evaluierung und Beispielanwendungen der vorgestellten Pra¨diktoren besaßen
wenige Freiheitsgrade in der Topologie der betrachteten Kreuzungen und Abbie-
gespur, d. h. es wurden im Allgemeinen rechtwinklige Kreuzungen betrachtet. Fu¨r
den realen Einsatz eines Pra¨diktors ist eine Erweiterung auf neue Straßentopologien
notwendig. Bei dem Trajektorien-Partikelfilter ist der einfachste Ansatz, die Refe-
renzmenge von Bewegungsmustern zu erweitern. Allerdings fu¨hrt dieses Vorgehen
zu einer Explosion des Speicherverbrauchs. Der Mannigfaltigkeit-Pra¨diktor erlaubt
einen einfachen Austausch der Mannigfaltigkeit und der zugewiesenen Stu¨tzstellen,
so dass zum Beispiel fu¨r jede Straßentopologie eine Mannigfaltigkeit trainiert werden
kann. Zur Laufzeit erkennt ein vorgeschalteter Klassifikator die Topologie einer Stra-
ße und tauscht entsprechend die Mannigfaltigkeit aus oder wendet eine Kombination
aus Mannigfaltigkeiten a¨hnlicher Topologien an.
Eine Erweiterung und Verbesserung der vorgestellten Pra¨diktoren ha¨ngt schlussend-
lich von dem Anwendungsszenario und der Art des Fahrerassistenzsystems ab. Die
vorliegende Dissertationsschrift zeigt aber eine gute Richtung an, wie sich zuku¨nftige
Pra¨diktions- und Aktionsklassifikationsmethoden auf Basis von Trajektorien entwi-
ckeln ko¨nnen.
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Anhang
A.1 Theoretische Grundlagen
A.1.1 Klothoide
Eine Klothoide, oder auch Spinnlinie genannt, ist eine spezielle Form einer spiralfo¨r-
migen Kurve, welche ha¨ufig in der Straßenplanung fu¨r U¨bergangselemente zwischen
Straßenverla¨ufen unterschiedlicher Kru¨mmung eingesetzt wird. Sie hat die Eigen-
schaft, dass die Kru¨mmung κ der Kurve proportional mit der Bogenla¨nge s vom
Symmetriezentrum aus mit 1/a2 als Proportionalita¨tsfaktor ansteigt [Bronshtein
u. a., 2007, Abschnitt 2.14.5]:
κ =
s
a2
. (A.1)
Die Parameterdarstellung der Klothoiden in der (x, y)-Ebene lautet wie folgt:
x(t) = a
√
pi
∫ t
0
cos
(
piu2
2
)
du
y(t) = a
√
pi
∫ t
0
sin
(
piu2
2
)
du −∞ < t <∞
t =
s
a
√
pi
, a > 0 (A.2)
Eine Beispielkurve mit Parameter a = 1 ist in Abbildung A.1(a) gezeigt. Die bei-
den asymptotischen Punkte liegen bei limt→∞(x(t), y(t)) = (a
√
pi/2, a
√
pi/2) und
limt→−∞(x(t), y(t)) = (−a√pi/2,−a√pi/2).
Eine direkte Auswertung von Gleichung A.2 erfordert eine Approximation der Fresnel-
Integrale. In der Praxis wird die Gleichung fu¨r die Modellierung von Fahrzeugbe-
wegungen und der Scha¨tzung der Fahrbahngeometrie durch ein Polynom dritter
Ordnung approximiert [Lytrivis u. a., 2008; Polychronopoulos u. a., 2004]:
y(x) = c0
x2
2
+ c1
x3
6
+ y0 (A.3)
Dabei bezeichnen die Koeffizienten c0 und c1 jeweils die Kru¨mmung und die Kru¨m-
mungsa¨nderung. Mit dem Parameter y0 ist die laterale Verschiebung parallel zur
Fahrzeugausrichung bezeichnet, dessen Werte fu¨r die Scha¨tzung der Fahrzeugbewe-
gung y0 = 0 und fu¨r die Scha¨tzung der Fahrbahngeometrie y0 ∈ {y0,l, y0,r} annehmen
kann. Ein Beispiel ist in Abbildung A.1(b) gezeigt.
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(b) Vereinfachtes Modell einer Klothoiden
aus Gleichung A.3 mit c0 = 0.1, c1 =
−0.02 und y0 ∈ {−1, 1} zur Bestimmung
der Straßengeometrie.
Abbildung A.1: Beispiel von Klothoiden.
A.1.2 Tschebyscheff-Polynome
Tschebyscheff-Polynome werden dazu verwendet, eine beliebige Funktion f(x) durch
eine Menge von Polynomkoeffizienten zu approximieren. Die folgende Darstellung
dieser Polynome ist [Press u. a., 2007, Abschnitt 5.8] entlehnt.
Ein Tschebyscheff-Polynom Tn(x) mit dem Grad n ist auf dem Intervall x ∈ [−1, 1]
wie folgt definiert:
Tn(x) = cos(n cos
−1(x)) (A.4)
Unter Zuhilfenahme trigonometrischer Beziehungen ergibt sich fu¨r jedes Tschebys-
cheff-Polynom Tn(x) ein gewo¨hnliches Polynom mit Grad n:
T0(x) = 1
T1(x) = x
T2(x) = 2x
2 + 1
T3(x) = 4x
3 − 3x
T4(x) = 8x
4 − 8x2 + 1
. . .
Tn+1(x) = 2xTn(x)− Tn−1(x) fu¨r n ≥ 1 (A.5)
Die Tschebyscheff-Polynome bis zum Grad n = 5 sind in Abbildung A.2 gezeigt.
Das Polynom Tn(x) besitzt in dem Intervall x ∈ [−1, 1] n Nullstellen an den Stellen
x = cos
(
pi(k + 1
2
)
n
)
fu¨r k = 0, 1, . . . , n− 1 (A.6)
und es besitzt n+ 1 Extremwerte an den Stellen
x = cos
(
pik
n
)
fu¨r k = 0, 1, . . . , n. (A.7)
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Abbildung A.2: Tschebyscheff-Polynome Tn(x) bis zum Grad n = 5.
Eine beliebige Funktion f(x) auf dem Intervall x ∈ [−1, 1] kann durch eine Linear-
kombination von Tschebyscheff-Polynomen mit N Koeffizienten cl, l = 0, . . . , N −1,
definiert als
cl =
2
N
N−1∑
k=0
f(xk) Tl(xk) (A.8a)
=
2
N
N−1∑
k=0
f
(
cos
(
pi(k + 1
2
)
N
))
cos
(
pil(k + 1
2
)
N
)
, (A.8b)
approximiert werden:
f(x) ≈
[
N−1∑
k=0
ckTk(x)
]
− 1
2
c0 (A.9)
und ist exakt an allen N Nullstellen von TN (x). Ein Abbruch der Approximation
mit einem geringeren Grad M ≪ N ist ohne einen großen Informationsverlust mo¨g-
lich, da der Einfluss der Glieder ckTk(x) mit steigendem k exponentiell mit einem
oszillierenden Anteil abnimmt [Press u. a., 2007, S. 253]. Die Tschebyscheff-Appro-
ximation gilt im Bereich der Polynome bei einer festgelegten Anzahl von Koeffizi-
enten als a¨hnlich gut wie die Minimax-Polynome [Mason und Handscomb, 2003,
Abschn. 3.3] mit der theoretisch bestmo¨glichen Approximationsleistung, allerdings
sind die Koeffizienten der Tschebyscheff-Polynome mit einem deutlich geringeren
Rechenaufwand zu bestimmen.
Ist die zu approximierende Funktion f(x) auf einem beliebigen Intervall x ∈ [a, b]
anstatt auf [−1, 1] definiert, so ist eine Umrechnung einfach durch folgende Abha¨n-
gigkeit zu realisieren:
y(x) =
a+ b− 2x
a− b (A.10)
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A.2 Herleitungen
A.2.1 Kru¨mmung Kinematisches Bewegungsmodell
v(t) = att + v0 (A.11)
φ(t) =
{
an
v0
t fu¨r at = 0
an
at
log
(
att
v0
+ 1
)
sonst
(A.12)
x˙(t) = v(t) cos (φ(t)) = v(t) cos
(
an
at
log
(
att
v0
+ 1
))
(A.13)
y˙(t) = v(t) sin (φ(t)) = v(t) sin
(
an
at
log
(
att
v0
+ 1
))
(A.14)
x¨(t) = at cos
(
an
at
log
(
at
v0
+ 1
))
− an sin
(
an
at
log
(
att
v0
+ 1
))
(A.15)
y¨(t) = at sin
(
an
at
log
(
at
v0
+ 1
))
+ an cos
(
an
at
log
(
att
v0
+ 1
))
(A.16)
Kru¨mmungsgleichung einer ebenen Kurve aus Bronshtein u. a. [2007, Gleichung
3.440, S. 229]:
κ(t) =
x˙(t)y¨(t)− x¨(t)y˙(t)
(x˙2(t) + y˙2(t))
3
2
(A.17a)
=
an
(att+ v0)2
=
an
v2(t)
(A.17b)
A.2.2 Inkrementelle Rotation nach Kearsley
Inkrementelle Version folgender Matrix nach Gleichung 4.17 notwendig:
R =
( ∑t
i=1 ‖um,i‖2
∑t
i=1(u
(1)
p,iu
(2)
m,i − u(1)m,iu(2)p,i )∑t
i=1(u
(1)
p,iu
(2)
m,i − u(1)m,iu(2)p,i )
∑t
i=1 ‖up,i‖2
)
(A.18a)
=
(
R1,1 R1,2
R1,2 R2,2
)
(A.18b)
Mit Hilfsvariablen aus Gleichung 4.16:
um,t = (Tt − µT,t)− (Pt − µP,t) (A.19a)
up,t = (Tt − µT,t) + (Pt − µP,t) (A.19b)
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Erstes Element R1,1:
t∑
i=1
‖um,i‖2 =
t∑
i=1
(
(u
(1)
m,i)
2 + (u
(2)
m,i)
2
)
(A.20a)
=
t∑
i=1
(u
(1)
m,i)
2 +
t∑
i=1
(u
(2)
m,i)
2 (A.20b)
t∑
i=1
(u
(d)
m,i)
2 =
t∑
i=1
((T
(d)
i − µ(d)T,t)− (P (d)i − µ(d)P,t))2 (A.20c)
=
t∑
i=1
((T
(d)
i )
2 − 2T (d)i P (d)i − 2T (d)i µ(d)T,t + 2T (d)i µ(d)P,t
+ (P
(d)
i )
2 + 2P
(d)
i µ
(d)
T,t − 2P (d)i µ(d)P,t
+ (µ
(d)
T,t)
2 − 2µ(d)T,tµ(d)P,t + (µ(d)P,t)2) (A.20d)
Mit den Beziehungen
t∑
i=1
T
(d)
i µ
(d)
T,t = t(µ
(d)
T,t)
2
t∑
i=1
T
(d)
i µ
(d)
P,t = tµ
(d)
P,tµ
(d)
T,t (A.21a)
t∑
i=1
P
(d)
i µ
(d)
P,t = t(µ
(d)
P,t)
2
t∑
i=1
P
(d)
i µ
(d)
T,t = tµ
(d)
T,tµ
(d)
P,t (A.21b)
lassen sich die Terme weiter vereinfachen und schließlich wieder zusammenfassen:
t∑
i=1
(u
(d)
m,i)
2 =
t∑
i=1
((T
(d)
i )
2 − 2T (d)i P (d)i + (P (d)i )2 − (µ(d)T,t)2 + 2µ(d)P,tµ(d)T,t − (µ(d)P,t)2)
(A.22a)
=
t∑
i=1
((T
(d)
i − P (d)i )2 − (µ(d)T,t − µ(d)P,t)2) (A.22b)
=
(
t−1∑
i=1
(T
(d)
i − P (d)i )2
)
+ (T
(d)
t − P (d)t )2 + t(µ(d)T,t − µ(d)P,t)2 (A.22c)
t∑
i=1
‖um,i‖2 =
(
t−1∑
i=1
‖Ti −Pi‖2
)
+ ‖Tt −Pt‖2 − t‖µT,t − µP,t‖2 (A.22d)

120 A. Anhang
Analog la¨sst sich unter Beru¨cksichtigung der Vorzeichen das R2,2-Element berechnen:
t∑
i=1
‖up,i‖2 =
t∑
i=1
(u
(1)
p,i )
2 +
t∑
i=1
(u
(2)
p,i )
2 (A.23a)
t∑
i=1
(u
(d)
p,i )
2 =
t∑
i=1
((T
(d)
i − µ(d)T,t) + (P (d)i − µ(d)P,t))2 (A.23b)
=
t∑
i=1
((T
(d)
i )
2 + 2T
(d)
i P
(d)
i − 2T (d)i µT,t − 2T (d)i µ(d)P,t
+ (P
(d)
i )
2 − 2P (d)i µT,t(d) − 2P (d)i µ(d)P,t
+ (µ
(d)
T,t)
2 + 2µ
(d)
T,tµ
(d)
P,t + (µ
(d)
P,t)
2) (A.23c)
=
(
t−1∑
i=1
(T
(d)
i + P
(d)
i )
2
)
+ (T
(d)
t + P
(d)
t )
2 − t(µT,t + µP,t)2 (A.23d)
t∑
i=1
‖up,i‖2 =
(
t−1∑
i=1
‖Ti +Pi‖2
)
+ ‖Tt +Pt‖2 − t‖µT,t + µP,t‖2 (A.23e)

Das R1,2-Element la¨sst sich wie folgt inkrementell umformen:
t∑
i=1
(u
(1)
p,iu
(2)
m,i − u(1)m,iu(2)p,i ) (A.24a)
=
t∑
i=1
(((T
(1)
i − µ(1)T,t) + (P (1)i − µ(1)P,t))((T (2)i − µ(2)T,t)− (P (2)i − µ(2)P,t))
− ((T (1)i − µ(1)T,t)− (P (1)i − µ(1)P,t))((T (2)i − µ(2)T,t) + (P (2)i − µ(2)P,t))) (A.24b)
= 2
t∑
i=1
((P
(1)
i − µ(1)P,t)(T (2)i − µ(2)T,t)− (T (1)i − µ(1)T,t)(P (2)i − µ(2)P,t)) (A.24c)
= 2
t∑
i=1
(P
(1)
i T
(2)
i − T (1)i P (2)i + µ(2)P,tµ(1)T,t − µ(2)T,tµ(1)P,t) (A.24d)
= 2
(
t−1∑
i=1
(P
(1)
i T
(2)
i − T (1)i P (2)i )
)
+ 2(P
(1)
t T
(2)
t − T (1)t P (2)t )
+ 2t(µ
(2)
P,tµ
(1)
T,t − µ(2)T,tµ(1)P,t) (A.24e)

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A.2.3 Inkrementelle Rotation nach Horn
Inkrementelle Form der Variablen C aus Gleichung 4.26:
C =
t∑
i=1
〈
Ti − µT,t; Pi − µP,t
〉
(A.25a)
=
t∑
i=1
(〈Ti; Pi〉 − 〈Ti; µP,t〉− 〈Pi; µT,t〉+ 〈µP,t; µT,t〉) (A.25b)
=
(
t∑
i=1
〈Ti; Pi〉
)
+ t
〈
µT,t; µP,t
〉− t∑
i=1
(〈
Ti; µP,t
〉
+
〈
Pi; µT,t
〉)
(A.25c)
=
(
t−1∑
i=1
(Ti ×Pi)
)
− t(µT,t × µP,t) (A.25d)
mit folgender Beziehung
t∑
i=1
(〈
Ti; µP,t
〉
+
〈
Pi; µT,t
〉)
=
t∑
i=1
(〈
Ti; µT,t
〉
+
〈
Pi; µP,t
〉)
(A.26a)
=
t∑
i=1
D∑
d=1
(
T
(d)
i µ
(d)
T,t + P
(d)
i µ
(d)
P,t
)
(A.26b)
=
D∑
d=1
((
t∑
i=1
T
(d)
i µ
(d)
T,t
)
+
(
t∑
i=1
P
(d)
i µ
(d)
P,t
))
(A.26c)
=
D∑
d=1
((
tµ
(d)
T,tµ
(d)
T,t
)
+
(
tµ
(d)
P,tµ
(d)
P,t
))
(A.26d)
= t
(〈
µT,t; µT,t
〉
+
〈
µP,t; µP,t
〉)
(A.26e)
= 2t
〈
µT,t; µP,t
〉
(A.26f)

Inkrementelle Form der Variablen S = 〈S⋆; n̂〉 aus Gleichung 4.27:
S⋆ =
t∑
i=1
((Ti − µT,t)× (Pi − µP,t)) (A.27a)
=
t∑
i=1
(
(Ti ×Pi)− (Ti × µP,t) + (Pi × µT,t) + (µT,t × µP,t)
)
(A.27b)
Mit den Teilausdru¨cken:
t∑
i=1
(
Ti × µP,t
)
=
t∑
i=1
(
T
(1)
i µ
(2)
P,t − T (2)i µ(1)P,t
)
(A.28a)
= t
(
µ
(1)
T,tµ
(2)
P,t − µ(1)P,tµ(2)T,t
)
(A.28b)
= t(µT,t × µP,t) (A.28c)
t∑
i=1
(
Pi × µT,t
)
= −t(µT,t × µP,t) (A.28d)
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folgt fu¨r S⋆
S⋆ =
(
t∑
i=1
(Ti ×Pi)
)
− t(µT,t × µP,t) (A.29a)

A.3 Schriftenverzeichnis
A.3.1 Konferenzbeitra¨ge
1. Schmidt, J.; Wo¨hler, C.; Kru¨ger, L.; Go¨vert, T. & Hermes, C.
3D Scene Segmentation and Object Tracking in Multiocular Image Sequences
The 5th Int. Conf. on Computer Vision Systems, Bielefeld, 2007
2. Hermes, C.; Wo¨hler, C.; Schenk, K. & Kummert F.
Long-term Vehicle Motion Prediction
Intelligent Vehicles Symposium (IV), Xi’an (China), 2009, S. 652–657
3. Barrois, B.; Hristova, S.; Wo¨hler, C.; Kummert, F. & Hermes, C.
3D Pose Estimation of Vehicles Using a Stereo Camera
Intelligent Vehicles Symposium (IV), Xi’an (China), 2009, S. 267–272
4. Hermes, C.; Einhaus, J.; Hahn, M.; Wo¨hler, C. & Kummert, F.
Vehicle Tracking and Motion Prediction in Complex Urban Scenarios
Intelligent Vehicles Symposium (IV), San Diego, 2010, S. 26–33
5. Ka¨fer, E.; Hermes, C.; Wo¨hler, C.; Ritter, H. & Kummert, F.
Recognition of Situation Classes at Road Intersections
Int. Conf. on Robotics and Automation (ICRA), Anchorage, 2010, S. 3960–
3965
6. Ka¨fer, E.; Hermes, C.; Wo¨hler, C.; Kummert, F. & Ritter, H.
Recognition and Prediction of Situations in Urban Traffic Scenarios
Proc. Int. Conf. on Pattern Recognition (CVPR), Istanbul, 2010, S. 4234–4237
7. Keller, C.; Hermes, C. & Gavrila, D.
Will the pedestrian cross? Probabilistic Path Prediction based on Learned Mo-
tion Features
Pattern Recognition (DAGM), Springer Berlin / Heidelberg, Vol. 6835, S. 386–
395, 2011
A.3.2 Beitra¨ge auf Fachtagungen
1. Hermes, C.; Barth, A.; Wo¨hler, C. & Kummert, F.
Object Motion Analysis and Prediction in Stereo Image Sequences
Proc. Oldenburger 3D-Tage, Oldenburg, 2009
2. Hermes, C.; Hahn, M.; Einhaus, J.; Wo¨hler, C. & Kummert, F.
Tracking and Motion Prediction of Vehicles in Complex Urban Traffic Scenes
Proc. 4. Tagung Sicherheit durch Fahrerassistenz, Mu¨nchen, 2010
A.3. Schriftenverzeichnis 123
3. Ka¨fer, E.; Hermes, C.; Wo¨hler, C.; Ritter, H. & Kummert, F.
Situation Analysis at Road Intersections
Proc. 5. Dortmunder Auto-Tag, Dortmund, 2010
4. Hermes, C.; Wiest, J.; Wo¨hler, C.; Kreßel, U. & Kummert, F.
Manifold-based Motion Prediction
Proc. 6. Dortmunder Auto-Tag, 2011
A.3.3 Patente
1. Hermes, C. & Wo¨hler, C.
Verfahren zur Erfassung und Vorhersage von Aktionen eines oder mehrerer
bewegter Objekte
Patent-Nr. DE102008061910.8, 2009
2. Barrois, B.; Beuter, N.; Hahn, M.; Hermes, C.; Kreßel, U.; Kru¨ger, L.; Kum-
mert, F.; Ott, R.; Sagerer, G. & Wo¨hler, C.
Verfahren zum Betrieb eines Fahrerassistenzsystems und Vorrichtung zur Durch-
fu¨hrung des Verfahrens
Patent-Nr. DE102009033853A1, 2010
3. Barrois, B.; Beuter, N.; Hahn, M.; Hermes, C.; Kreßel, U.; Kru¨ger, L.; Kum-
mert, F.; Ott, R.; Sagerer, G. & Wo¨hler, C.
Verfahren zur Detektion und Verfolgung von Objekten in Bildsequenzen
Patent-Nr. DE102009051264A1, 2010
124 A. Anhang
Z
eith
orizon
t
k
in
.
P
ra¨d
ik
tion
T
ra
jek
torien
-P
F
M
an
n
igfaltigkeit-P
ra¨d
ik
tor
P
os.
v
θ
θ˙
P
os.
v
θ
θ˙
P
os.
v
θ
θ˙
[s]
[m
]
[m
/s]
[d
eg]
[d
eg/s]
[m
]
[m
/s]
[d
eg]
[d
eg/s]
[m
]
[m
/s]
[d
eg]
[d
eg/s]
1,0
0,12
0,00
0,00
0,01
0,38
-0,03
0,17
0,03
0,21
-0,01
0,00
0,01
0
,0
5
/
0
,2
5
-0
,1
6
/
0
,1
3
-0
,5
6
/
0
,4
5
-0
,7
6
/
0
,9
1
0
,1
9
/
0
,6
4
-0
,3
9
/
0
,4
3
-0
,6
7
/
1
,3
3
-0
,7
3
/
1
,2
6
0
,1
1
/
0
,3
4
-0
,2
0
/
0
,1
6
-0
,4
8
/
0
,8
5
-0
,9
6
/
1
,5
9
1,5
0,33
0,00
0,00
0,01
0,66
-0,03
0,23
0,05
0,44
-0,01
0,00
0,00
0
,1
2
/
0
,7
0
-0
,3
1
/
0
,3
2
-1
,2
9
/
1
,0
8
-1
,1
4
/
1
,4
1
0
,3
4
/
1
,1
0
-0
,5
1
/
0
,5
9
-1
,0
2
/
1
,6
7
-0
,7
1
/
1
,4
4
0
,2
2
/
0
,7
6
-0
,4
1
/
0
,2
5
-1
,0
2
/
1
,3
2
-1
,3
8
/
1
,7
9
2,0
0,75
0,00
0,00
0,01
1,09
-0,01
1,12
0,25
0,74
-0,01
0,00
0,01
0
,3
1
/
1
,6
0
-0
,5
2
/
0
,6
4
-2
,3
4
/
2
,0
4
-1
,5
3
/
1
,8
8
0
,5
2
/
1
,8
6
-0
,7
6
/
0
,7
4
-1
,1
7
/
3
,0
2
-0
,5
0
/
1
,6
6
0
,3
4
/
1
,3
1
-0
,5
1
/
0
,4
8
-1
,4
9
/
2
,0
7
-1
,3
8
/
2
,3
0
2,5
1,47
0,00
-0,01
0,01
1,64
-0,15
0,85
0,32
1,07
0,00
0,00
0,02
0
,5
9
/
3
,0
9
-0
,7
2
/
1
,0
8
-3
,8
5
/
3
,4
0
-1
,9
7
/
2
,2
8
0
,7
4
/
2
,7
2
-1
,0
6
/
1
,0
3
-0
,7
8
/
3
,4
0
-0
,2
8
/
2
,1
3
0
,5
0
/
1
,9
9
-0
,5
8
/
0
,6
5
-1
,8
3
/
2
,9
8
-1
,8
7
/
2
,5
2
3,0
2,48
0,00
-0,01
0,02
2,06
-0,04
1,43
0,29
1,69
0,00
0,35
0,25
0
,9
7
/
5
,1
2
-0
,9
1
/
1
,6
8
-5
,9
9
/
5
,0
4
-2
,5
6
/
2
,7
0
1
,0
1
/
3
,6
6
-1
,0
7
/
1
,1
7
-0
,6
1
/
4
,1
3
-0
,3
7
/
2
,3
0
0
,6
8
/
3
,4
3
-0
,7
7
/
0
,8
2
-1
,5
2
/
4
,5
7
-1
,6
5
/
5
,1
4
3,5
3,95
0,00
0,00
0,03
2,93
-0,03
1,82
0,28
2,03
0,03
0,48
0,17
1
,4
9
/
7
,7
8
-1
,0
3
/
2
,5
2
-8
,9
4
/
7
,0
4
-3
,3
0
/
3
,2
2
1
,4
6
/
5
,0
9
-1
,3
4
/
1
,6
4
-0
,6
0
/
5
,1
7
-0
,4
0
/
2
,3
3
0
,8
5
/
4
,4
1
-0
,6
6
/
1
,3
3
-1
,2
5
/
4
,8
6
-2
,0
4
/
5
,2
7
4,0
5,85
0,01
0,00
0,03
3,83
-0,40
1,22
0,20
2,82
0,00
0,56
0,57
2
,1
6
/
1
1
,1
1
-1
,1
2
/
3
,4
2
-1
4
,4
1
/
9
,6
1
-4
,2
7
/
3
,7
3
1
,6
7
/
6
,8
3
-1
,7
1
/
2
,1
2
-0
,7
0
/
4
,9
1
-0
,5
6
/
2
,3
1
1
,0
7
/
6
,3
7
-0
,6
0
/
2
,0
3
-1
,9
3
/
9
,1
4
-2
,1
0
/
7
,9
5
T
ab
elle
A
.1:
E
valu
ieru
n
g
d
es
P
ra¨d
ik
tion
sh
orizon
ts
v
on
1
,0
b
is
4
,0
s
fu¨
r
R
eferen
z-P
ra¨d
ik
tor
u
n
d
d
ie
v
orgestellten
P
ra¨d
ik
toren
.
J
ed
er
T
ab
el-
len
ein
trag
gib
t
d
en
M
ed
ian
(50%
Q
u
an
til)
u
n
d
d
aru
n
ter
d
as
25%
u
n
d
75%
Q
u
an
til
an
.
E
valu
iert
ist
d
er
F
eh
ler
in
d
er
P
osition
(P
os.),
d
er
G
esch
w
in
d
igk
eit
(v
),
d
em
G
ierw
in
k
el
(θ
)
u
n
d
d
er
G
ierrate
(θ˙).
Abku¨rzungs- und Symbolverzeichnis
CA Kinematisches Pra¨diktionsmodell: Geradeausfahrt mit konstanter Be-
schleunigung.
CT Kinematisches Pra¨diktionsmodell: konstanter Lenkwinkel und konstante
Geschwindigkeit.
CTCA Kinematisches Pra¨diktionsmodell: konstanter Lenkwinkel und konstante
Beschleunigung.
CV Kinematisches Pra¨diktionsmodell: Geradeausfahrt mit konstanter Ge-
schwindigkeit.
DGPS Differential Global Positioning System.
DP Dynamic Programming [Cormen u. a., 2009, Kap. 15].
DTW Dynamic Time Warping.
EDT Edit-Distanz fu¨r Trajektorien.
EM Methode zur Maximierung eines Erwartungswertes, engl.: expectation
maximisation [Dempster u. a., 1977].
GMM Gaussian Mixture Models [Bishop, 2006, Kap. 9]
GPS Global Positioning System.
Historie Observierte Bewegungsverlauf eines Fahrzeugs, siehe Abschnitt 3.3.
HMM Hidden Markov Model.
IMU Intertial Measurement Unit. Ein Sensor zur Unterstu¨tzung der GPS-
Positionierung.
GPS/INS GPS-Integration mit Inertial Navigation System.
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LCS Longest Common Subsequence. Ein Vergleichsmaß fu¨r Zeichenketten
und Trajektorien [Vlachos u. a., 2005].
LCSS Synonym fu¨r LCS.
LDT Levenshtein-Distanz fu¨r Trajektorien [Hahn u. a., 2008].
PCA Hauptkomponentenanalyse, engl.: principal component analysis.
Pra¨diktor Funktion zur Abbildung eines observierten Bewegungsverlaufs auf einen
zuku¨nftigen Bewegungsverlaufs, siehe Abschnitt 3.3.
QRLCS Quaternion-based Rotationally Invariant Longest Common Subsequence.
Ein Vergleichsmaß fu¨r Trajektorien [Hermes u. a., 2009b].
Wissensbasis Menge von Bewegungsmustern, dient als Grundlage fu¨r einen Pra¨dik-
tor.
φ Orientierung eines Fahrzeugs, auch Gierwinkel genannt.
φ˙ A¨nderung des Gierwinkels u¨ber die Zeit, auch Giergeschwindigkeit oder
Gierrate genannt.
φ¨ A¨nderung der Gierrate u¨ber die Zeit, auch Gierbeschleunigung genannt.
fpred Funktionale Form eines Pra¨diktionsverfahrens, siehe Abschnitt 3.3.
v Fahrzeuggeschwindigkeit entlang der Richtungsachse.
a Beschleunigung des Fahrzeugs entlang der Richtungsachse.
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