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a b s t r a c t
For each integer k ≥ 3, we find all maximal intervals Ik of natural numbers with the
following property: whenever the number of elements in every maximal chain in a finite
partially ordered set P lies in Ik, then P contains k pairwise disjoint maximal antichains. All
such Ik are of the form[
n, n+
⌊
n− k
k− 2
⌋]
,
where n ≥ k is an integer.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
Several of the best-known results on finite partially ordered sets concern maximal chains and antichains, including
Dilworth’s max–min theorem on chain partitions and Sperner’s characterization of maximum-sized antichains in the
Boolean lattice of all subsets of a finite set. Here we are concerned with conditions on the possible sizes of maximal chains
that ensure there are some number of pairwise disjointmaximal antichains. If P is a finite (partially) ordered set, it is obvious
what condition needs to prevail in order that P contain two disjoint maximal antichains: every maximal chain of P needs
to have at least two elements. If this condition does not hold, then P contains an isolated point, which must be in every
maximal antichain, and it’s game over. On the other hand, if every maximal chain of P does have at least two elements, then
the maximal elements and minimal elements of P , each of which forms a maximal antichain of P , are disjoint, and we are
done.
However, things are not as straightforward if what wewant aremore than two pairwise disjoint maximal antichains. For
example, for any integer n ≥ 3, the ordered set P(n, 3) in Fig. 1 has the property that all maximal chains have either n or
2n− 2 elements (in particular all maximal chains can be ‘‘large’’), but it is easy to see that P(n, 3) does not have even three
pairwise disjoint maximal antichains.
Of course, it is easy to guarantee lots of pairwise disjoint maximal antichains in special cases. For instance, in the Boolean
lattice of all subsets of anm-set, there are at least an exponential number (1.067m is a lower bound for largem) of pairwise
disjoint maximal antichains [2]. More generally, if we insist that all maximal chains of a finite ordered set P contain a fixed
number n of elements, then P is graded and the levels will form n pairwise disjoint maximal antichains. But, if our goal is
merely to obtainmore than two pairwise disjoint maximal antichains, we can do better. In fact, it turns out that the example
in Fig. 1 is as bad as things can get. Here is our main result.
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Fig. 1. The ordered set P(n, 3).
Theorem 1. Let n and k be integers with n ≥ k ≥ 3 and let P be a finite ordered set. Suppose that the number of elements in
every maximal chain of P lies in the interval
Ik =
[
n, n+ n− k
k− 2
]
.
Then P contains at least k pairwise disjoint maximal antichains.
Here is an alternate formulation of this result that may be more appealing.
Let the shortest maximal chain of P have m elements and the longest have M elements; then P contains at least 2+ ⌊ m−2M−m+1⌋
pairwise disjoint maximal antichains.
This lower bound on the number of pairwise disjoint maximal antichains is best possible, and in fact is exact whenever
m = 1 orm = M . However, as our proof of Theorem 1 will be by induction on k, we stick with the original formulation.
Note that when k = 3, Theorem 1 becomes: if the number of elements in every maximal chain of P lies in the interval
I3 = [n, 2n− 3], where n ≥ 3 is an integer, then P contains 3 pairwise disjoint maximal antichains. The interval [n, 2n− 3] is
best possible for all n ≥ 3 by Fig. 1. In fact Theorem 1 is best possible for all values of k ≥ 3, as we shall see.
Also note that nothing like Theorem 1 can hold for graphs, with cliques and independent sets taking the place of chains
and antichains, respectively. This is because for each n ≥ 2, there are graphs inwhich allmaximal cliques have n vertices, but
which do not have even two disjoint maximal independent sets. The following construction was suggested by Tom Trotter.
For n ≥ 3, let H be a simple (n − 1)-uniform hypergraph with chromatic number at least 4. Define a graph G by placing a
clique on each hyperedge of H and adjoining a new vertex to each of these, creating a clique of order n. Now suppose that
I1 and I2 are disjoint independent sets of G. Color the vertices of G with {1, 2, 3} by assigning 1 to the elements of I1, 2 to
those of I2 and coloring the rest with 3. Since H is 4-chromatic, there is a monochromatic hyperedge E. Since I1 and I2 are
independent, E is colored by 3. But then the new vertex attached to E belongs to at most one of the disjoint pair I1 and I2,
so at least one of these is not maximal. For n = 2, construct G by adding a pendant vertex to each vertex in a 5-cycle. We
note that one of the referees provided a construction based on the Kneser graphs that yields graphs for which all families of
r maximal independent sets have nonempty intersection, for each r ≥ 2.
2. Preliminaries
We first give some notation and terminology. Let P be a finite ordered set. For S ⊆ P,max(S) (min(S)) denotes the set
of all maximal (minimal) elements of S. Clearly, max(S) and min(S) are antichains for any S, and max(P) and min(P) are
maximal antichains of P . If max(S) (for example) is a singleton, we write max(S) = a instead of max(S) = {a}. (Both [8,9]
are useful references for the combinatorial aspects of order theory.)
For any subset S of P , we write inc(S) to be the set of all elements of P incomparable with all elements of S. It is easy to
see that for any antichain A in P ,
A ∪min(inc(A)) and A ∪max(inc(A))
are maximal antichains of P .
Let `(S) = max{|C | − 1 : C ⊆ S is a chain} be the length of S, that is, the length of the longest chain contained in S.
For an antichain A in P, A↑ = {y ∈ P | y ≥ a for some a ∈ A} denotes the set of all elements in P which are greater than
or equal to some element in A. If A = {a} is a singleton, we write a↑ instead of {a}↑.
We will require the following easy result.
Lemma 2. Let M be a maximal antichain in an ordered set P. If F ⊆ M↑ is a maximal antichain of M↑, then F is a maximal
antichain of P.
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Proof. Assume that F ⊆ M↑ is a maximal antichain ofM↑, and let u ∈ P − M↑. We need to show that u is comparable to
some element of F . Since M is a maximal antichain of P, u is comparable to some element m ∈ M , and in fact u < m since
u 6∈ M↑. Since F is a maximal antichain inM↑,m ≤ v for some v ∈ F . Thus u < v, so F is a maximal antichain in P . 
3. Proof of Theorem 1
Assume that all maximal chains in P have at least n elements, where n ≥ 3 is an integer. Let
A = {x ∈ P | `(x↑) = n− 2};
so A is the set of all elements x ∈ P for which the longest chain in P with minimal element x has exactly n − 1 elements.
Then A is an antichain. Let B = min(inc(A)), and putM = A ∪ B. Then, as mentioned above,M is a maximal antichain of P .
It is not difficult to see that
M ∩min(P) = ∅. (1)
For suppose that x ∈ min(P). Then since all maximal chains in P have at least n elements, `(x↑) ≥ n − 1, so x 6∈ A. Also,
x < a for some a ∈ A, so x 6∈ B. Thus x 6∈ M .
Now we proceed by induction on k to prove Theorem 1.
Step (i): k = 3.
Assume that all maximal chains in P have between n and 2n − 3 (inclusive) elements. We want to find three pairwise
disjoint maximal antichains in P .
By (1), M↑ is disjoint from min(P), so with min(P) as one maximal antichain, we need only find two more maximal
antichains of P withinM↑. The following claim will accomplish this.
Claim 1. All maximal chains in M↑ have at least 2 elements; that is, M↑ has no isolated points.
Suppose c is an isolated point ofM↑. Then c must lie inM = A∪B. Since n ≥ 3, c 6∈ A. Now suppose that c ∈ B. Note that
c isolated inM↑means in particular that c ∈ max(P), so (since all maximal chains in P have at least n elements) there must
be a chain D in P with exactly n− 1 elements and such that c > max(D) = d. Since c ∈ min(inc(A)), d < a for some a ∈ A.
Now let E be a chain with minimum element a and exactly n − 1 elements altogether, which must exist by the definition
of A. Then D ∪ E is a chain with 2n − 2 elements, contradicting the maximal chain length condition on P . This establishes
Claim 1.
By Lemma 2, (1) and the above claim, P has the three pairwise disjoint maximal antichains max(M↑),min(M↑), and
min(P).
Step (ii): Now assume k ≥ 4 and that Theorem 1 is true for all ordered sets and for the integer k − 1 ≥ 3. Let P be an
ordered set in which all maximal chains have at least n and at most n+ n−kk−2 elements, where n ≥ k.
Claim 2. All maximal chains in M↑ have at least n− n−2k−2 elements.
Let C be a maximal chain in M↑ with minimal element x ∈ M , and suppose that C has fewer than n − n−2k−2 elements.
Since C is contained in a maximal chain of P with at least n elements, there is a chain E ⊆ P with maximal element less than
x such that
|E| ≥ n− |C | > n− 2
k− 2 .
Case (i): Suppose x ∈ A. Then there is a chain D ⊆ P with minimal element x and |D| = n− 1. Thus E ∪ D is a chain and
|E ∪ D| > n− 2
k− 2 + (n− 1) = n+
n− k
k− 2 ,
which contradicts the upper bound on maximal chain size in P .
Case (ii): Suppose x ∈ B. Let u be the maximal element of E, so x > u. By the definition of B, u < a for some a ∈ A. Now
again there exists a chain D ⊆ P with minimal element a and |D| = n− 1, and as before,
|E ∪ D| > n+ n− k
k− 2 ,
a contradiction.
This proves Claim 2.
If a chain C has minimal element in A, then `(C) ≤ n− 2 by the definition of A. Note also that for a chain C with minimal
element x ∈ B, `(C) ≤ n− 2 as otherwise there is some a ≥ x such that a ∈ A, contradicting x ∈ B ⊆ inc(A). Thus, letting
m = n−
⌊
n− 2
k− 2
⌋
=
⌈
(k− 3)n+ 2
k− 2
⌉
,
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Fig. 2. The ordered set P(n, k).
all maximal chains inM↑ have betweenm and n− 1 elements. Since
m+ m− k+ 1
k− 3 =
(k− 2)m− (k− 1)
k− 3 ≥
(k− 3)n+ 2− (k− 1)
k− 3 = n− 1,
all maximal chains inM↑ have betweenm andm+ m−k+1k−3 elements. Also, since n ≥ kwe get
m ≥ (k− 3)k+ 2
k− 2 = k− 1.
Thus we may apply induction to the ordered setM↑ to conclude that there are k− 1 pairwise disjoint maximal antichains
in M↑. By Lemma 2, these are maximal antichains in P . Using (1), we conclude that these k − 1 pairwise disjoint maximal
antichains in M↑, together with min(P), constitute a family of k pairwise disjoint maximal antichains in P . This completes
the proof of Theorem 1. 
4. Theorem 1 is best possible
When k = 3, Fig. 1 shows that the interval [n, 2n− 3] from Theorem 1 is best possible. We now generalize this example
for arbitrary k ≥ 4. Let P(n, k) be the ordered set in Fig. 2, with (k − 1)n elements. Double lines indicate covering pairs of
elements.
We claim that, for all integers n ≥ k ≥ 4,
(a) all maximal chains in P(n, k) have between n and n+ ⌊ n−kk−2⌋+ 1 elements, and
(b) P(n, k) does not contain k pairwise disjoint maximal antichains.
Proof of (a). There are only two kinds of maximal chains in P(n, k): the k − 1 vertical chains C1, C2, . . . , Ck−1 (which we
call straight chains), and the k− 2 chains which start at the bottom of one of the straight chains C2, . . . , Ck−1 and end at the
top of the previous straight chain (which we call crooked chains). Each straight chain Ci contains the distinguished element
ci and has n elements. The crooked chains are enumerated by 1 through k− 2 in the obvious way. Since
(i+ 1)n
k− 2 −
in
k− 2 =
n
k− 2 > 1 H⇒
⌊
(i+ 1)n
k− 2
⌋
≥
⌊
in
k− 2
⌋
+ 1,
the crooked chains each have at least n elements. Thus, we need only establish the upper bound on the sizes of the crooked
chains. We argue this explicitly for crooked chains 2 through k− 3 and omit the other two cases.
For crooked chain i+ 1 (where 1 ≤ i ≤ k− 4), its size is⌊
(i+ 1)n
k− 2
⌋
+ n−
⌊
in
k− 2
⌋
− 1,
so we want to prove⌊
(i+ 1)n
k− 2
⌋
+ n−
⌊
in
k− 2
⌋
− 1 ≤ n+
⌊
n− k
k− 2
⌋
+ 1,
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which is equivalent to⌊
(i+ 1)n
k− 2
⌋
−
⌊
in
k− 2
⌋
≤
⌊
n− 2
k− 2
⌋
+ 1. (2)
Since ba+ bc ≤ bac + bbc + 1 for all real a, b,⌊
(i+ 1)n
k− 2
⌋
≤
⌊
in
k− 2
⌋
+
⌊
n
k− 2
⌋
+ 1. (3)
Thus if n = q(k− 2)+ t for some integer q and t ∈ {2, 3, . . . , k− 3}, then⌊
n
k− 2
⌋
= q =
⌊
n− 2
k− 2
⌋
,
which with (3) proves (2). Thus (a) holds for n 6≡ 0, 1 mod (k− 2). For n ≡ 0 mod (k− 2),⌊
(i+ 1)n
k− 2
⌋
= in
k− 2 +
n
k− 2 ≤
⌊
in
k− 2
⌋
+
⌊
n− 2
k− 2
⌋
+ 1,
so (a) holds. For n ≡ 1 mod (k− 2), the left hand side of (1) is
(i+ 1)(n− 1)
k− 2 −
i(n− 1)
k− 2 +
⌊
i+ 1
k− 2
⌋
−
⌊
i
k− 2
⌋
,
which (since i ≤ k− 4) is equal to
n− 1
k− 2 ≤
⌊
n− 2
k− 2
⌋
+ 1,
so (a) holds again. 
Proof of (b). Consider the k−1 elements c1, c2, . . . , ck−1 in the chains C1, . . . , Ck−1 respectively, as shown in Fig. 3. Wewill
prove that any maximal antichain in P(n, k) must contain one of these elements, which will establish (b). For each i let Bi
be the ‘‘bottom’’ part of Ci, that is, the elements of Ci which are less than ci, and let Ti be the ‘‘top’’ part (the elements of Ci
which are greater than ci). So
Bi =

∅ if i = 1{
1, 2, . . . ,
⌊
(i− 1)n
k− 2
⌋}
if 2 ≤ i ≤ k− 2
{1, 2, . . . , n− 1} if i = k− 1
and
Ti =

{2, 3, . . . , n} if i = 1{⌊
(i− 1)n
k− 2
⌋
+ 2, . . . , n
}
if 2 ≤ i ≤ k− 2
∅ if i = k− 1.
Suppose there exists a maximal antichain A not containing any of the ci’s. Then, since the only elements comparable to ci
are the rest of the elements in Ci, Amust intersect either Bi or Ti for each i. Thus A intersects T1 and Bk−1, so there is some i so
that A intersects both Ti and Bi+1 (where the switch from T ’s to B’s happens). But all elements of Ti and Bi+1 are comparable,
contradiction.
This finishes the proof that Theorem 1 is best possible for all values of k ≥ 3. 
5. A related problem
It is interesting to contemplate switching ‘‘chain’’ and ‘‘antichain’’ in Theorem 1.
In their paper introducing the notion of the dimension of ordered sets, Dushnik and Miller proved that an ordered set P
has a complement Q on the same set – every pair of distinct elements is comparable in exactly one of P and Q – if and only if
P is 2-dimensional. [See Theorem 3.61 of [3] and note that their term is ‘‘conjugate’’ rather than ‘‘complement’’. Also, see [8],
Theorem 7.5.3 for an equivalent graph-theoretic result.)
We claim that the ordered sets P(n, k) of Figs. 1 and 2 all have dimension 2. To verify this one could check that none
of these ordered sets contains one of the known list of 3-irreducible ordered sets (cf. [9], Chapter 3). Alternatively, we can
easily describe two linear extensions of the order of P(n, k)whose intersection is that order. With the notation in Fig. 2 and
Section 4, here are the extensions:
< 1: c1 < B2 < T1 < c2 < · · · < Bi−1 < Ti−2 < ci−1 < Bi < Ti−1 < · · · < ck−2 < Bk−1 < Tk−2 < ck−1, and
< 2: Ck−1 < Ck−2 < · · · < C2 < C1.
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Fig. 3. The ordered set Q (n, 3).
Since P(n, k) is 2-dimensional, there is a complementary ordered set Q (n, k) for each n ≥ k ≥ 3. To be explicit, let Q (n, k)
have the same elements as P(n, k), ordered by the intersection of <1 and the dual of <2. Every maximal chain (antichain)
in P(n, k) corresponds to a maximal antichain (chain) in Q (n, k), and conversely. So every maximal antichain in Q (n, k)
has at least n and at most n+ ⌊ n−kk−2⌋ elements, and Q (n, k) does not contain k pairwise disjoint maximal chains. Q (n, 3) is
illustrated in Fig. 3.
Every maximal antichain of Q (n, 3) has either n or 2n − 2 elements, and Q (n, 3) does not have three pairwise disjoint
maximal chains.
If we insist that every maximal antichain of P have exactly n elements, then it is easy to see that P contains n pairwise
disjointmaximal chains. This is because, since P haswidth n, by Dilworth’s Theorem P is the union of n chains C1, C2, . . . , Cn,
which we can choose to be maximal. But these chains must be pairwise disjoint as well. For suppose that C1 and C2 had an
element x in common. Take a maximal antichain A containing x. A intersects C1 and C2 in x (and in no other element), and
intersects each of C2, . . . , Cn in only one element, so A can have only n− 1 elements, a contradiction.
For P to contain two disjoint maximal chains, we have the following unsurprising result.
Proposition 3. Suppose that every maximal antichain of an ordered set P contains at least two elements. Then P contains two
disjoint maximal chains.
Proof. Proceed by induction on the size of P . The result is true for |P| = 2 and 3. So let P be an ordered set with at least four
elements, and suppose the result holds for all ordered sets of cardinality less than |P|.
Suppose first that, for every maximal element a of P, P − {a} no longer has the property that every maximal antichain
has at least two elements. Thus in each such case there must be a singleton maximal antichain {b} in P − {a}. This means
that for every maximal a there is an element b such that {a, b} is a maximal antichain in P and every lower cover of a in P is
less than b. In particular we get: for each maximal a, every lower cover of a is less than every other maximal. Thus P is the
linear sum of P − A and A where A is the set of maximals of P . Moreover, P must have exactly two maximals, say a and b.
Applying induction to P − {a, b}, we get two disjoint maximal chains in P − {a, b}, and now amay be added to one of these
chains and b to the other to get two disjoint maximal chains in P .
So nowwemay assume that for somemaximal element a of P, P−{a} still has the property that everymaximal antichain
has at least two elements. Use induction to find two disjoint maximal chains C1 and C2 in P − {a}. If they are both maximal
in P , done. If C1 is maximal in P but C2 is not, then make C2 maximal (by adding in a). Then C1 and C2 ∪{a} are disjoint, done.
So suppose that neither C1 nor C2 are maximal in P . Then adding a to both chains will make themmaximal in P . There must
be some element b in P which is incomparable to a, and b can be chosen to be a maximal of P . Find an element c in C1 ∪ C2
so that c < b and c is maximal in this respect, if such an element exists. Say that c is in C1. Then create a chain by taking
the part of C1 up to c together with a maximal chain from c to b. This chain is maximal in P and is disjoint from C2 ∪ {a}, so
done. If there is no such element c , then any maximal chain through b is disjoint from C1 ∪ {a} (say), so done. 
We are led to the intriguing question: For k ≥ 3, what are the maximal intervals Ik so that, whenever the size of every
maximal antichain of an ordered set P lies in Ik, P contains k pairwise disjoint maximal chains? The intervals are the same if
we restrict P to dimension 2, because we can take complements and apply Theorem 1. But in general? In fact, Howard and
Trotter [7] have recently established the exact dual of Theorem 1:
Theorem 4 (Howard, Trotter [7]). Let n and k be integers with n ≥ k ≥ 3 and let P be a finite ordered set. Suppose that the
number of elements in every maximal antichain of P lies in the interval
Ik =
[
n, n+ n− k
k− 2
]
.
Then P contains at least k pairwise disjoint maximal chains.
So here we have an example of a valid statement in order theory (Theorem 1) whose dual statement (Theorem 4) is
also valid. Dilworth’s Theorem (a finite width ordered set can be partitioned into width-many chains) and its obvious dual
(an ordered set of finite height can be partitioned into height-many antichains) are another, very familiar, example. Thewell-
known theorems of Greene [5] and Greene and Kleitman [6] are dual results that generalize the chain–antichain theorems to
statements about k-families. In fact, Frank [4] introduced the notion of orthogonal chain and antichain families and applied
network flows to obtain a theorem that is a common generalization of the Greene and Greene–Kleitman theorems.
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In contrast, the situation appears much different for the following dual facts about the truncated Boolean lattice
Bn − {0, 1}:
• given any n− 2 antichains there always exists a maximal antichain disjoint from all of them (see [2]);
• given any n− 2 chains there always exists a maximal chain disjoint from all of them (see [1]).
At the moment, we know of no single statement from which these can be derived, nor of a common method of proof for
these two results.
The relationship between the dual Theorems 1 and 4 may lie somewhere between what obtains in the above two
situations, since Howard and Trotter have an approach providing an alternative proof of our Theorem 1 that follows the
main line of argument of their Theorem 4. However, at this time, we know of no statement thatwould yield both Theorems 1
and 4.
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