Nowadays IEEE 802.11 wireless local area networks (WLANs) support multiple transmission rates. To achieve the best performance, transmitting stations adopt the various forms of automatic rate fallback (ARF). However, ARF suffers from severe performance degradation as the number of transmitting stations increases. In this paper, we propose a new rate adaptation scheme which adjusts the ARF's up/down threshold according to the channel contention level. Simulation result shows that the proposed scheme achieves fairly good performance compared with the existing schemes.
Introduction
IEEE 802.11 is the most successful WLAN system enabling wireless Internet access. IEEE 802.11 medium access control (MAC) layer specification [10] adopts Carrier Sensing Multiple Access/Collision Avoidance (CSMA/CA) in form of the distributed coordination function (DCF) and the point coordination function (PCF). Recent IEEE 802.11 specification defines multiple transmission rates. Specifically, IEEE 802.11/b [11] supports 4 transmission modes (1, 2, 5.5, and 11 Mbps) in the 2.4 GHz band while IEEE 802.11/a [12] provides 8 transmission mode up to 54Mbps in the 5 GHz band. Moreover, IEEE 802.11/g [13] , which is the extension of IEEE 802.11/b, supports 12 transmission modes up to 54 Mbps in the 2.4 GHz band. As IEEE 802.11 provides multi-rates, rate adaptation has become the key problem in maximizing the WLAN performance. However, IEEE 802.11 specification doesn't describe how to select the optimal transmission rate and it leaves the implementation of rate adaptation to device manufacturers' decision. Hence, many rate adaptation schemes [2] - [4] have been proposed. The most widely accepted rate adaptation scheme is Automatic Rate Fallback (ARF) [1] because of its simplicity. ARF tries a transmission rate-up shift on 10 consecutive success ACKs and it decreases transmission rate on 2 consecutive frame failure (missing ACKs). However, ARF suffers from severe performance degradation as the number of transmitting stations increases. Another drawback of ARF is that it doesn't work efficiently in the stable channel condition. Even when the current channel condition is stabilized, ARF keeps trying to transmit in a higher rate in [4] , RTS/CTS exchange is used in an adaptive manner to differentiate between channel error and frame collision. However, CARA doesn't care about the rate-up threshold.
In this paper, we propose a new rate adaptation scheme which adjusts the rate-up and rate-down threshold in an adaptive manner. The main contribution of this paper is that we can increase performance of ARF through simple firmware upgrade of ARF, which is already implemented in many devices.
System Overview
IEEE 802.11 [10] defines two types of the MAC layer method, DCF and PCF. While PCF is optional and rarely implemented, DCF is the basic access method based on the CSMA-CA protocol and all stations are required to support DCF. Stations sense the channel to determine whether the medium is busy or idle. If the medium is busy, all stations must be quiet for a certain minimum period after a transmission has been completed, called the interframe space (IFS). The length of the IFS depends on the type of frame that the station is about to transmit. To refrain the waiting stations from capturing the channel simultaneously, the channel seize timing of contending stations is randomized by choosing random backoff time in the contention window. This basic CSMA-CA access scheme is illustrated in Fig. 1 . Fig. 1 Basic CSMA-CA operation [9] .
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In spite of the random backoff time selection, frame collision may happen when contending stations choose the same backoff time. It causes the missing ACK. Thus, as the number of contending stations increases, frame collision happens more often. Channel error also causes the missing ACK. In case of ARF, it uses ACK and missing ACK as the indicator of the channel quality to accommodate the current transmission rate. However, in the multi-node condition, DCF with ARF doesn't operate properly and shows performance degradation [5] . Basically, ARF cannot differentiate between channel error and frame collision. As the number of nodes increases, the chance of frame collision also increases. This incurs unnecessary rate down in ARF and it results in performance degradation. Therefore, as shown in [6] , ARF's rate distribution is mainly concentrated on low rates under the multi-node condition. In this paper, we deal with a new rate adaptation scheme which prevents ARF's rate distribution from being concentrated on low rates. We consider the infrastructure mode which has one access point (AP) and the other stations are located around it in a star topology. Moreover, we use the contention window size and frequency of the backoff counter stop of each station to estimate the channel contention level.
Proposed Rate Adaptation Scheme
One of the weak points of ARF is that it doesn't reflect the current contention level. If the contention among the transmitting stations increases, receiving 10 consecutive ACKs can be quite difficult because frame collision can happen before we receive 10 consecutive ACKs. In this case, the rateup threshold value 10 is a rather large number to reach even when the SNR of the channel is high enough. Moreover, in such a high contention condition, 2 consecutive frame failure happens often because of the increased frame collision probability. Thus, the rate-down threshold value 2 could be a very small number and it results in many rate down shifts. Markov chain model analysis of ARF [6] has shown that the rate distribution of ARF mainly concentrated on low transmission rate as the number of stations increases.
The newly proposed rate adaptation scheme roughly estimates the current contention level with local information only, i.e., without any help from other stations. We define τ as the probability that there are transmitting stations in a randomly chosen slot time. We assume that there are no hidden terminals and all the transmitting stations are in the saturation mode. If the channel condition and probability τ change slowly, we may use the ratio between the number of backoff counter stop and the number of backoff counter stop plus backoff time as the estimator of τ. Each station records the randomly chosen backoff time of the recent n frames and how many times the backoff counter has stopped before it reached zero. Every time the backoff counter reaches zero, each station calculates the estimation of τ with these recent n frames' backoff time where n is a constant to reflect the current channel condition. Hence, the estimatorτ is calculated as follows:τ
Using this estimatorτ, we propose a new rate adaptation scheme which is robust to channel contention level. The basic philosophy of the new scheme is that for a transmitting station, the rate-up and rate-down probability should not be affected by the number of contending stations if the channel error rate (from the noise) is stable. Now, we call θ u as the rate-up threshold and θ d as the rate-down threshold of ARF. For θ u transmitted frames, the probability that frame collision doesn't happen is approximately P s = (1 −τ) θ u . If we set θ u as a constant, probability P s decreases as the number of stations increases becauseτ also increases. This means that the chance of rate-up try is lowered as the number of stations increases even under the high SNR condition. This makes transmitting in high rates quite difficult when there are many contending stations. In order to make the rate-up try happen in a similar frequency with the low contention level case, we keep this probability P s constant even whenτ increases. Then, we show
where θ u,m is the rate-up threshold under the moderate contention condition and τ m is probability τ under the moderate contention condition. Similar logic applies to the ratedown threshold θ d . The probability that θ d times consecutive frame failure happens from frame collision is approximately P f = (τ) θ d . Note that probability P f increases as the number of stations increases. Analogously, we want to keep this probability P f constant even whenτ increases. Thus, we show
where θ d,m is the rate-down threshold under the moderate contention condition and τ m is probability τ under the moderate contention condition. However, just like ARF, this scheme suffers from the unnecessary rate up try, especially when the current rate's frame error rate (FER) is low and the one step higher rate's FER is very high because the transmission rate bounces up and down. Thus, we introduce AARF [3] concept here and modify (3) to avoid the unnecessary rate up attempts under the stable channel condition. Similar to AARF, when the first transmitting frame after a rate-up shift (probing frame) fails, we increase C f (probing frame failure count). If C f becomes bigger than θ d + k, the rate-up threshold is multiplied by 2 where k is a constant to be chosen. When a rate-up attempt succeeds or rate-down happens, C f is reset to zero. Then, the final rate adaptation scheme based on this idea is as follows: 
Every time the backoff counter reaches zero, each station calculatesτ, then updates θ u and θ d . The flow chart for this scheme is given in Fig. 2 , where positive s count stands for the consecutive success ACKs, negative s count stands for the consecutive missing ACKs, and PROBING state means the first transmission after a rate-up shift. The basic scheme is similar with ARF, however, we change the rate-up and rate-down threshold after transmitting frames. Although we focus only on frame collision and neglect the channel error from the noise, the performance of this scheme turns out to be quite good.
Simulation Results
We perform simulation using the NS-2 Network Simulator [7] . We add multi-rate PHY layer code and SNR vs BER data provided by Intersil [8] to NS-2. We perform the simulation in a star topology infrastructure network. Simulation is performed on an 802.11b system. To se- Table 1 ). Simulation results in Figs. [3] [4] [5] [6] show that the proposed scheme has fairly good performance compared with other schemes. While the number of nodes increases, the throughput degradation is moderate. The throughput improvement is the most evident under SNR 10 dB condition. However, under SNR 8 dB condition, the performance of the new rate adaptation scheme is not better than fixed 5.5 Mbps. The FER of 11Mbps under SNR 8 dB is so high that the most of rate-up try toward 11 Mbps fails. Therefore, the unnecessary rate-up try under SNR 8 dB decreases performance, and we can minimize the performance gap between the fixed 5.5 Mbps and the new rate adaptation scheme by introducing the AARF concept.
Conclusion
In this paper, we proposed a new rate adaptation scheme which uses local information only. Using the ratio between the channel sensing and channel busy, we estimate the level of contention. With this information, we can change the rate-up and rate-down threshold parameters more accurately. We can implement this scheme through simple firmware upgrade of the widely deployed ARF rate adaptation method. Through simulations, we have shown that the proposed rate adaptation scheme maintains the relatively high throughput in spite of the increased contention among the transmitting stations.
