Estimators based on influence functions (IFs) have been shown effective in many settings, especially when combined with machine learning techniques. By focusing on estimating a specific target of interest (e.g., the average effect of a treatment), rather than on estimating the full underlying data generating distribution, IF-based estimators are often able to achieve asymptotically optimal mean-squared error. Still, many researchers find IF-based estimators to be opaque or overly technical, which makes their use less prevalent and their benefits less available. To help foster understanding and trust in IF-based estimators, we present tangible, visual illustrations of when and how IF-based estimators can outperform standard "plug-in" estimators. The figures we show are based on connections between IFs, gradients, linear approximations, and Newton Raphson.
Introduction
Influence functions (IF) are a core component of classic statistical theory, and have emerged as a popular framework for incorporating machine learning algorithms in inferential tasks. Estimators based on IFs have been shown effective in causal inference and missing data (Robins et al., 1994; Robins and Rotnitzky, 1995; van der Laan and Robins, 2003) , regression (van der Laan, 2006; Williamson et al., 2017) , and several other areas (Bickel and Ritov, 1988; Kandasamy et al., 2014) .
Unfortunately, the technical theory underlying IFs intimidates many researchers away from the subject. This lack of approachability slows both the theoretical progress within the IF literature, and the dissemination of results.
One typical approach for partially explaining intuition for IF-based estimators is to describe properties that can be easily seen from their formulas. For example, IF-based estimators for average treatment effects (ATEs) have been described as "double robust (DR)," i.e., they remain consistent if either the exposure model or the outcome model is correctly specified up to a parametric form (van der Laan and Robins, 2003; Bang and Robins, 2005; Kang et al., 2007) . However, this explanation does not necessarily provide intuition for the underlying theory of IF-based estimators. Further, the DR explanation often does not capture an arguably more important benefit of these estimators, which is that they can attain parametric rates of convergence even when constructed based on flexible nonparametric estimators that themselves converge at slower rates. Unlike the DR explanation, the notion of faster convergence rates with no parametric assumptions can also extend to applications of IFs beyond the goal of ATE estimation (Bickel and Ritov, 1988; Birgé and Massart, 1995; Kandasamy et al., 2014; Williamson et al., 2017) .
This paper visually demonstrates a general intuition for IFs, based on a connection to linear approximations and Newton-Raphson. Our target audience is statisticians and statistics students who have some familiarity with multivariate calculus. Our hope is that these illustrations can be similarly useful to illustrations of the standard derivative as the "slope at a point," or illustrations of the integral as the "area under a curve." For these calculus topics, a guiding intuition can be visualized in minutes, even though formal study typically takes over a semester of coursework.
In Sections 1 & 2 we show figures illustrating why nonparametric, IF-based estimators have strong asymptotic performance, but may underperform in small samples. We avoid heuristic 2-D or 3-D representations of an infinite-dimensional distribution space, and instead show literal, specific 1-dimensional paths through that space. In Section 3 we briefly discuss connections to semiparametric models and higher order IFs. Our overall goal is to facilitate discussion and teaching of IF-based estimators so that their benefits can be more widely developed and applied.
Visualizing IF-based estimators
Suppose we are interested in a functional ψ of a population distribution P for a random variable Z. For example, ψ(P) may be the prevalence of a biomarker, or the average effect of a treatment. We assume that we start with an initial estimate of the population distribution, P. For simplicity, we assume thatP is determined a priori, or estimated from a different sample split, although we discuss below how this can be relaxed. GivenP and a new sample of data points {z 1 , . . . , z n }, what is the best way to estimate ψ(P)? In this section, we illustrate that IFs can inform this question by approximating how ψ(P) would change ifP was made to more closely resemble P.
First, we define an (unknown) path through the space of distributions that connects P andP. Let p andp be probability densities for P andP respectively. Let P be the set of convex combinations of the form P = P + (P − P) = (1 − )P + P for ∈ [0, 1]. More specifically,
where p is the density of P , such that P = P 0 andP = P 1 . For each distribution P along this path, there exists a corresponding value for ψ(P ), though note that in practice the functional can only be computed at = 0 and not > 0.
We illustrate an example of such a set of distributions in Figure 1 -A, and illustrate the values ψ(P ) along this path in Figure 1 -B. As a working example for our illustrations, we Figure 1: Linear approximation of P -Given P andP, Panel A shows a subset of the distributions in P as we vary ∈ [0, 1] (see Eq 1). When = 0 we have p = p, and when = 1 we have p =p. In Panel B, the solid line shows the target functional value (y-axis) as we vary (x-axis). The dotted line shows the slope of ψ(P ) with respect to at = 1. This slope is calculated using the IF (see Eq 6, and Appendix A). Because ||P − P || 2 = ||P −P|| 2 (see Eq 8), the x-axis can equivalently be expressed either in terms of ||P − P || 2 or in terms of . Reflecting this, we show the distributional distance ||P − P || 2 on a secondary horizontal axis at the top of the figure. will use the functional of the integrated squared density, ψ(P) = p(z) 2 dz (Bickel and Ritov, 1988; Birgé and Massart, 1995; Laurent, 1996; Giné and Nickl, 2008; Robins et al., 2009) . This is purely for the purposes of coding an example figure however. The technical discussion below does not assume ψ(P) = p(z) 2 dz. Our goal is to find the y-intercept of the curved, solid line in Figure 1 -B, which is equal to ψ(P 0 ) = ψ(P). Remarkably, although the solid curve is unknown and can only be evaluated at = 1, it is also possible to estimate the slope of the solid line with respect to , at = 1 (i.e.,
). This allows us approximate the curve ψ(P ) linearly, and take the intersection point with the y-axis (shown as "1-step" in Figure 1 -B). The intersection point of our approximation has a y-coordinate of ψ(
is the distance between P 1 and P 0 in terms of . Let v : R → R be the function satisfying v( ) = ψ(P ). When v is invertible, finding the value of ψ(P) = v(0) is equivalent to a root-finding problem for v −1 , and the "1-step" method described above is equivalent to 1 step of Newton-Raphson for v −1 (see Pfanzagl, 1982) . Our same 1-step approximation ψ(P 1 ) − ∂ ∂ ψ(P ) =1 can also be motivated from the Taylor expansion of the function v:
where
for some value¯ ∈ [0, 1], by Taylor's theorem (Serfling, 1980) . Applying Taylor's Theorem in order to descibe R 2 requires that v and v are finite, and that v is continuous, although these conditions are often not necessary if the R 2 term can instead be studied directly (see Section 2; and Serfling, 1980) . The ability to estimate ∂ ∂ ψ(P ) =1 generally requires that we know the influence function (IF) for ψ. With some abuse of notation (a formal definition follows below), the IF can be thought of as the gradient function φ(z, Q) := ∂ψ(Q) ∂q (z) for any distribution Q with density q.
1
The name "influence function" reflects the notion that φ(z, Q) measures how much the target functional ψ(Q) would change if q(z) were increased, i.e., the "influence" of the potential realization z. Under this interpretation, knowing the IF allows ∂ ∂ ψ(P ) =1 to be identified via the chain rule, as
We will see below that Eq 3 can be efficiently estimated using our sample. However, before proceeding, we give a more formal definition of the IF. In general, we would like to be able to use the IF to identify derivatives not only along the pathway P, but along any sufficiently smooth 1-dimensional pathway. Reflecting this, let Q represent an arbitrary pathway of distributions Q e with densities q e , indexed by the 1-dimensional parameter e. We assume that the score function sē(z) := ∂ log qe(z) ∂e e=ē is finite for all values ofē and z, which implies that the density q e is strictly positive, and changes smoothly in e. The IF can then be formally defined as the function φ satisfying
for any such pathway Q. The connection between the score-based criteria in Eq 4 and the "chain rule" representation in Eq 3 can be seen from plugging the definition of the score (sē) into Eq 4:
Thus, the influence function φ must have the same "chain rule" property as the gradient function (i.e., Eq 3) for any such pathway Q, with the pathway P forming a special case. Note that the score-based criteria in Eq 4 only identifies φ up to an additive constant. Eq 4 will still hold if we replace φ(z, Qē) with φ f (z, Qē) = φ(z, Qē) + f (Qē) for any function f that is constant in z. This follows from the fact that the expected value of the score, sē(z)qē(z)dz, is equal to zero for any valid score. Thus, in order to uniquely define φ, we additionally require that φ(z, Q)dQ(z) = 0 for any distribution Q. For example, for the integrated squared density functional ψ(Q) = q(z) 2 dz, the IF can be shown to be φ(z, Q) = 2{q(z) − ψ(Q)} (see Appendix A; Bickel and Ritov 1988; Robins et al. 2008) , which satisfies φ(z, Q)q(z)dz = 2 {q(z) 2 − ψ(Q)q(z)}dz = 0. Returning to our example of the pathway P, we can now use the IF to derive an empirical estimate of ∂ ∂ ψ(P ) =1 (e.g., the dashed line in Figure 1 ). LetP {f (Z)} denote the expectation of f (Z) with respect toP for any function f . Then, applying Eq 5, we have
Here, we can see the value of determiningP a priori, as this lets us study the approximation in Eq 7 by treating the right-hand side as a simple sample average. Alternatively, rather than determiningP a priori, we may allow the current dataset {z 1 , . . . , z n } to inform the selection ofP as well as the calculation of the summation in Eq 7, so long as we restrict P to be selected from a sufficiently regularized class (e.g., a Donkser class). In this case, the bias and variance of n i=1 φ(z i ,P) can be studied using empirical process theory (van der Vaart, 2000) .
Combining the above results from Eq 2 and 7, we can approximate ψ(P) using our dataset, as
which motivates the "1-step" estimator
Conditions under which the R 2 term converges to zero are discussed in the next section.
We can see from Figure 1 that when R 2 is in fact negligible, the only challenge remaining is to estimate the slope ∂ ∂ ψ(P ) =1 , which can be done in an unbiased and efficient way via Eq 7. It should not be surprising then that the estimatorψ, which takes precisely this approach, has optimal mean-squared error (MSE) properties when R 2 is small. More specifically, given no parametric assumptions on P, it can be shown that no estimator of ψ(P) can have a MSE uniformly lower than n −1 Var(φ(Z, P)). We refer to van der Vaart (2000 van der Vaart ( , 2002 for more details on this minimax lower bound result. In practice, the variance bound n −1 Var(φ(Z, P)) can be approximated by n −1 Var(φ(Z,P)) = n −1 Var(ψ). Thus, when R 2 is negligible and Var(φ(Z,P)) approximates Var(φ(Z, P)) well, estimating the slope throughP yields an unbiased estimator that is optimally efficient.
2 Visualizing the residual R 2 , and the sensitivity to the choice of initial estimatorP
Formal study of the R 2 term is often done on a case-by-case basis by algebraically simplifying the residual P ψ(P) −ψ , and so Taylor's Theorem is often not needed to describe the R 2 term (Eq 2). In many cases, the R 2 term reveals itself to be a quadratic combination of one or more error terms. For example, for the integrated squared density functional ψ(P) = p(z) 2 dz, the R 2 term can be shown to be exactly equal to the negative of {p(z)−p(z)} 2 dz (see Appendix A). When the error term p(z) −p(z) converges (uniformly) to zero, the 2 nd degree exponent implies that R 2 converges to zero even more quickly.
A similar result can be shown for the general case of smooth functionals ψ. Here, R 2 will turn out to depend on two pieces of information that make the problem difficult: the underlying distributional distance betweenP and P, which is typically assumed to converge to zero as sample size grows, and the "smoothness" of ψ (defined below). In the remainder of this section we visually illustrate this result (Figure 2) , and review this result formally. , we define the path P (k) as the set of distributions P (k) = (1 − )P + P (k) for ∈ [0, 1], analogous to P. Figure 2 -B shows each of these K paths, as well as the 1-step estimators corresponding to each path. We can see that the 1-step estimators are generally more effective whenP (k) is "closer" to P (defined formally below). We can also see that, as in Figure 1 , the performance of 1-step estimators depends on the smoothness of ψ(P (k) ) with respect to . Here, we define the distance between two distributions G and Q as ||G − Q|| 2 := [g(z) − q(z)] 2 dz, where g and q are the densities of G and Q respectively. To study the R 2 term further, let l( ) be the distance between P and P , 
. ,P (K) . For each distributionP
(k) , a path P (k) connecting P to P (k) can be defined in the same way as P. Panel B shows the values of the target parameter at each pointP (k) along each path P (k) , as well as a linear approximation of each path. For each value of k ∈ 1, . . . , K, we show the distributionP (k) (Panel A) and pathway P (k) (Panel B) in the same color. On the x-axis in Panel B, we plot each distribution's distance from P, in order to show several paths simultaneously. The y-intercept of each linear approximation corresponds to a different 1-step estimator, and the accuracy of this estimator will depend on the distance ||P −P (k) || 2 .
Thus, directly corresponds to a L 2 distance, and P can equivalently be indexed by l( ) rather than . Reflecting this, we now exchangeably write P l( ) and P to refer to the same distribution along the path P.
We also can re-express the derivatives from the previous section in terms of distributional distance:
More generally for higher order derivatives, it can be shown by induction that
When the term in braces is bounded for k = 2, the R 2 term will shrink whenP is close to P. Specifically, consider the condition that
where B is a finite constant that holds for any choice ofP. This condition essentially states that changes in ψ with respect to distributional distance do not deviate too far from linear trends. Since Taylor's Theorem implies that R 2 = 1 2
for some value¯ ∈ [0, 1] (see Eq 2), the above condition implies that
This result is often expressed by instead defining the influence function in terms of the distributional Taylor expansion of ψ, as the unique function φ satisfying ψ(P) = ψ(P) − φ(z,P) d(P(z) − P(z)) + R 2 (P, P), and φ(z, P) dP(z) = 0 for any two distributionsP, P, where R 2 satisfies either R 2 (P, P) = O(||P −P|| 2 2 ) or a similar condition. The above equation is analogous to the standard Taylor expansion in Eq 2, but plugs in the integral term from Eq 6.
A similar argument to that of Eqs 11-12 can be used to show that the error of the standard plug-in estimator is also bounded, but by the slower rate of ψ(P) − ψ(P) = O(||P −P|| 2 ). To see this, we apply Taylor's Theorem in a similar way as in Eq 2 to get ψ(P 0 ) = ψ(P 1 ) + R 1 , where
In summary, when ψ satisfies the smoothness condition defined above, and ||P −P|| 2 2 converges to zero, the R 2 converges to zero as well. Further, the R 2 term will often converge to zero faster than the error rate of the standard plug-in estimator ψ(P). If the sample size is small however, or if ||P −P|| 2 2 converges slowly, then bothψ and the plug-in estimator ψ(P) may be biased, and additional sensitivity analyses should be run.
3 Discussion: semiparametric models & higher order IFs Thus far, we have considered so-called nonparametric models, in which no knowledge or restrictions are assumed a priori about the distribution P. In certain cases though, we may already know certain parameters of the probability distribution. For example, we may know the process by which patients are assigned to different treatments in a particular cohort, but not know the distribution of health outcomes under each treatment. This more general framework is known as a semiparametric model, with the nonparametric model forming a special case of no a priori knowledge.
When some parameters of P are known, the distributions along the path P may not all satisfy the restrictions enforced by that knowledge. Now, only pathways through the subspace of allowed distributions are of interest. Because of this, we need only consider derivatives along allowed pathways, and the influence function φ no longer needs to be valid for all pathways Q (see Eq 4). This relaxed criteria for the influence function will now be met not just by φ, but by a set (S) of functions. Of these, if we can identify the "efficient influence function" φ equal to arg minφ ∈S Var(φ(Z, P)), then we can more efficiently estimate the derivatives along allowed pathways. We can also show that no unbiased estimator may have a variance lower than n −1 Var(φ s (Z, P)), which is equal to or lower than the nonparametric bound described above (n −1 Var(φ(Z, P))). Determining φ s requires a projection operation that is usually the focus of figures illustrating the theory of IFs, but this operation is beyond the scope of this paper.
The approach of Section 1 amounts to approximating ψ(P ) as a linear function of , but several alternative approximations of ψ(P ) exist as well. For example, the standard "plug-in" estimator ψ(P) can be thought of as approximating ψ(P ) as a constant function of , and extrapolating this approximation to estimate ψ(P 0 ). Given that the linear approximation often gives improved estimates over the constant approximation, we might expect that a more sophisticated approximation ψ(P ) would improve accuracy even further. Indeed, for the special case of the squared density functional ψ(P) = p(z) 2 dz shown in Figures 1  & 2, a 2 nd degree polynomial approximation of ψ(P ) fully recovers the original function with no approximation error. In general, deriving higher order polynomial approximations requires that we be able to calculate higher order derivatives of ψ(P ), which forms part of the motivation for recent work on higher order influence functions.
Interestingly, it turns out that using higher-order influence functions is not as straightforward as the first-order case, simply because higher-order influence functions do not exist for most functionals of interest (e.g., the integrated density squared, average treatment effect, etc.). In other words, although there is often a function φ satisfying
for an appropriate second-order term R 2 (P, P) (though not always -see for example Kennedy et al. (2017) ), there is typically no function φ 2 satisfying
for an appropriate third-order term R 3 (P, P). This has led to groundbreaking work by, for example, Robins et al. (2008 Robins et al. ( , 2009 Robins et al. ( , 2017 (Serfling, 1980; Pfanzagl, 1982; Bickel et al., 1993; van der Vaart, 2000; van der Laan and Robins, 2003; Tsiatis, 2006; Kennedy, 2016) .
Conclusion
For many quantitative methods, visualizations have proved valuable tools for communicating results and establishing intuition (e.g., for gradient descent, Lagrange multipliers, and graphical models). In this paper we provide similar tools for illustrating IFs, based on a connection to linear approximations and Newton-Raphson. Our overall goal is to make these methods more intuitive and accessible.
The growing field of IF research shows great promise for estimating targeted quantities with higher precision, and delivering stronger scientific conclusions. Progress has been made in diverse functional estimation problems, ranging from density estimation to regression to causal inference. The approach also naturally encourages interdisciplinary collaboration, as the selection of the target parameter (ψ) benefits from deep subject area knowledge, and the initial distribution estimate (P) is often attained using powerful, flexible machine learning methods. There are many opportunities for new researchers to tackle theoretical, applied, computational, and conceptual challenges, and to push this exciting field even further. A Derivation of IF and R 2 term for the squared integrated density functional
For ψ(Q) = q(z) 2 dz, the influence function is equal to φ(z, Q) = 2(q(z) − ψ(Q)) (Bickel and Ritov, 1988; Robins et al., 2008) . To see this, let Q e and q e be defined as in Eq 4, where q e is dominated by an integrable function ν. Then This, in combination with the fact that φ(z, Q)q(z)dz = 2 {q(z) 2 − ψ(Q)q(z)}dz = 0, establishes that φ(z, Q) = 2(q(z) − ψ(Q)) is the IF for ψ(Q) = q(z) 2 dz.
