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Abstract
The notions of predictive complexity and of corresponding amount of information are considered. Predictive
complexity is a generalization of Kolmogorov complexity which bounds the ability of any algorithm to predict
elements of a sequence of outcomes. We consider predictive complexity for a wide class of bounded loss functions
which are generalizations of square-loss function. Relations between unconditional KG(x) and conditional KG(x|y)
predictive complexities are studied. We deﬁne an algorithm which has some “expanding property”. It transforms
with positive probability sequences of given predictive complexity into sequences of essentially bigger predictive
complexity. A concept of amount of predictive information IG(y : x) is studied. We show that this information
is noncommutative in a very strong sense and present asymptotic relations between values IG(y : x), IG(x : y),
KG(x) and KG(y).
© 2004 Elsevier Inc. All rights reserved.
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1. Introduction
Machine learning (and statistics) considers the problem of predicting a future event xn from past
observations x1x2 . . . xn−1, where n = 1, 2 . . . . A prediction algorithm makes its prediction in a
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form of a real number between 0 and 1. The quality of prediction is measured by a loss function (, p),
where  is an outcome and 0p1 is a prediction. Various loss functions are considered in literature
on machine learning and prediction with expert advice [1,3,8,9,14]. The logarithmic loss function, where
(, p) = − log p if  = 1 and (, p) = − log(1 − p) otherwise, is important in probability theory
and generates the log-likelihood function. The square-loss function (, p) = (− p)2 is important for
applications.
The main goal of on-line prediction is to ﬁnd a method of prediction which minimizes the total loss
suffered on a sequence x = x1x2 . . . xn for n = 1, 2 . . . . This idea of “minimal” possible total loss was
formalized by Vovk [10] in a notion of predictive complexity. Intuitively, it is the loss of an optimal
idealized prediction strategy (“idealized” means that this strategy is allowed to work inﬁnitely long). This
loss gives a natural lower bound to ability of any algorithm to predict elements of a sequence of outcomes.
For the exact deﬁnition of predictive complexity see Section 2. Since predictive complexity is deﬁned
only up to an additive constant, it cannot have direct applications in practice. However it allows us to give
a very general formal representation to our intuitions about prediction. It provides a tool to determine the
limits of effectiveness of prediction algorithms. An example of an application of this tool is the statement
and the solution of the snooping problem published in [11]: given a bit of information about a data set,
how much better can elements of this data set be predicted?
The situation is similar to that with Kolmogorov complexity, which formalizes our intuitions about
the shortest description of an object. Results of the theory of predictive complexity are expressed in the
same asymptotic fashion as the results about Kolmogorov complexity. In fact, Kolmogorov complexity
coincides with predictive complexity for a particular loss function.
In this paper, we present results for a class of bounded loss functions which are generalizations of the
squared difference. We study relations between unconditional and conditional predictive complexities.
The motivation for this study can be provided by the following practical problem. Suppose we have to
predict a sequence of data y = y1, y2, y3, . . . (say, prices of houses) given another sequence on-line
z = z1, z2, z3, . . . (say, a set of attributes of these houses) and there is third sequence x = x1, x2, x3, . . .
(which contains some other attribute). The question is: given sequences z and x on-line, how much better
can sequence y be predicted than in the situation when only z is given? The sequence z can be considered
as an oracle and all further results can be rewritten for the oracle case. Thus we will not mention z below.
This problem justiﬁes our interest in the comparison of minimal losses on y and on y given x, or in
other words KG(y) and KG(y|x). The value KG(x) is also important. A difference between KG(y) and
KG(y|x) can be considered as an amount of information in x about y. We denote it as IG(x : y) and call
amount of predictive information.
At ﬁrst, we prove a variant of triangle inequality for predictive complexity (Proposition 4). The main
result of the paper, Theorem 2, implies that the upper bound in this inequality is tight for a wide range of
cases. In order to prove it, we describe an algorithm (Theorem 1)which has some “expanding property”:
this algorithm transforms with positive probability a sequence x of given predictive complexity k into
a sequence (x) with predictive complexity KG((x))ck log n
k
, where n is the length of x, c is a
constant. This is impossible for Kolmogorov complexity K(x), since for any computable mapping , it
satisﬁes the inequality K((x))K(x) + O(1). Theorem 3 is an interesting reformulation of the main
result showing that pair of sequences can be predicted easier than its element.
The secondgroupof results concerningpredictive information is given inSection4.Weexplore relations
between four important values IG(y : x), IG(x : y), KG(x) and KG(y) in a limit form (Theorems 4–7).
In particular, we prove that IG(y : x) is noncommutative in a very strong sense.
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2. Predictive complexity
We consider only simplest case, where events are simple binary outcomes from {0, 1}. Let us denote
n = {0, 1}n and  =⋃∞n=0 n. We denote by l(x) the length of a ﬁnite sequence x ∈ , xn = x1 . . . xn
is its initial preﬁx of length n. By  we denote the empty sequence from . We write x ⊆ y if x = yn for
some n l(y). We also will identify elements of  and positive integer numbers in a natural fashion. It
is important to consider the case when some a priori information is used in performing predictions. We
consider a set of signals . For simplicity we will consider the case  = .
It is natural to suppose that all predictions are given according to a prediction strategy (or prediction
algorithm) S. When performing prediction pi the strategy S uses two input sequences, a sequence xi−1 =
x1x2 . . . xi−1 of previous outcomes, and a sequence yi = y1y2 . . . yi of signals, i.e. pi = S(xi−1, yi).
The total loss suffered by S on a sequence xn is represented as
LossS(xn|yn) =
n∑
i=1
(xi, S(x
i−1, yi)).
The value yn = 0n, n = 0, 1, . . ., corresponds to the case when a priori information does not used (here
by 0n we denote the sequence of n zeros).
The valueLossS(xn|yn) can be interpreted as predictive complexity of xn given yn. This value, however,
depends on S and it is unclear which S to choose. Levin [15], developing ideas of Kolmogorov and
Solomonoff, suggested (for the logarithmic loss function) a very natural solution to the problem of
existence of a smallest measure of predictive complexity. Vovk [10] extended these ideas in a more
general setting for the class of mixable loss functions.
Let us ﬁx  > 0 (the learning rate) and put  = e− ∈ (0, 1). A loss function (game) (, 	) is called
-mixable if for any sequence of predictions 	1, 	2, . . . and for any sequence of nonnegative weights
p1, p2, . . . with sum 1 a prediction 	ˆ exists such that
(, 	ˆ) log
∑
i
pi
(,	i ) (1)
for all . The log-loss function is -mixable for any 0 <  ln 2, and square loss function is also -mixable
for any 0 < 2 (see [8]).
A function KG(x|y) is a measure of predictive complexity (with respect to a mixable loss function
(, 	)) if the following two conditions hold:
• (i) KG(|) = 0 and for every x and y of equal length and each extension 	 of y there exists a prediction
p depending on x and y	 such that inequality
KG(x|y	)KG(x|y)+ (, p) (2)
holds for each .
• (ii) KG is semicomputable from above, which means that there exists a computable nondecreasing by
t sequence of simple functions KGt such that for every x and y it holds KG(x|y) = inf t KGt (x|y).
By a simple function we mean a function which takes rational values or +∞ and equals +∞ for almost
all x ∈ .
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Requirement (i) means that themeasure of predictive complexitymust be valid: there exists a prediction
strategy that achieves it. Notice that if  is replaced by= in (2), then the deﬁnition of a total loss function
will be obtained. Requirement (ii) means that KG(x|y) must be “computable in the limit”.
The main advantage of such deﬁnition is that a semicomputable from above sequence KGi(x|y)
of all measures of predictive complexity (with respect to a ﬁxed mixable loss function (, 	)) can be
constructed.More precise, there exists a computable from i, t, x, y sequenceKGti (x|y)of simple functions
such that
• (iii) KGt+1i (x|y)KGti (x|y) for all i, t, x;• (iv) KGi(x|y) = inf t KGti (x|y) for all i, x;• (v) for eachmeasure of predictive complexityKG(x|y) there exists an i such thatKG(x|y) = KGi(x|y)
for all x and y. In particular, for any computable prediction strategy S there exists an i such that
LossS(x|y) = KGi(x|y) for all x and y.
This sequence can be constructed using standard methods of the theory of algorithms [6]. Exact construc-
tion and proofs for unconditional case are given in [12].
Let us consider some analogywith Kolomogorov complexity which is based on computablemethods of
decoding of ﬁnite binary sequences. By this method F of decoding we can reconstruct any ﬁnite sequence
x using its binary program p and some parameter y: x = F(p, y). Each method of decoding F deﬁnes
some measure of conditional complexity KF (x|y) = min{l(p) : F(p, y) = x} of ﬁnite sequences x.
It is easy to verify that this function is semicomputable from above. Kolmogorov’s idea was to “mix”
all these measures of complexity in a “universal” measure. A computable sequence Fi of all methods
of decoding can be constructed by the methods of the theory of algorithms [6]. A universal method of
decoding can be deﬁned U(〈i, p, y〉) = Fi(p, y), where i is a program computing Fi and 〈i, p, y〉 is
a suitable code of the triple (i, p, y). Then for any method of decoding F semicomputable from above
it holds KU(x|y)KF (x|y) + O(1) for each x and y, where a constant O(1) depends on F. We ﬁx
some KU(x|y), denote it K(x|y), and call the conditional Kolmogorov complexity of a ﬁnite sequence
x given a ﬁnite sequence y. Unconditional complexity is deﬁned K(x) = K(x|). For technical reason
we consider preﬁx-free methods of decoding: for any (p, y) and (p′, y′) from the domain of F if p = p′
then p ⊆ p′ and p′ ⊆ p. Then∑ 2−K(x)1. In preﬁx-free case Kolmogorov complexity can be also
deﬁned analytically (see [5]).
KU(x|y) = log1/2
∞∑
i=1
ri2−KFi (x|y),
where r1, r2, . . . is a computable sequence of nonnegative weights with sum 1. For example, we can
take ri = 2−i , i = 1, 2, . . . .
The mixture of all measures of predictive complexity KGi(x|y) in the case of -mixable loss function
is deﬁned
KG(x|y) = log
∞∑
i=1
ri
KGi (x|y), (3)
where ri = 2−K(i), i = 1, 2, . . . . The following proposition asserts that the function KG(x|y) is a
measure of predictive complexity minimal up to an additive constant.
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Proposition 1. Let a loss function (
, p) be computable and -mixable for some  > 0. Then there
exists a measure of predictive complexity KG(x|y) with respect to (, 	) such that for each measure of
predictive complexity KGi(x|y) (with respect to (, 	))
KG(x|y)KGi(x|y)+ (ln 2/)K(i) (4)
holds for all x, y, where K(i) is the Kolmogorov preﬁx complexity of the program i enumerating KGi
from above, besides, a constant c exists such that KG(x|y)LossS(x|y)+ (ln 2/)(K(S)+ c) holds for
each computable prediction strategy S and for each x, y. 1
The proof of this proposition is based on Vovk’s aggregating algorithm [7,8,10] (see also Section A).
Let some -mixable loss function (, p) be given. Put
b = inf
p
sup

(, p). (5)
We suppose that b > 0. We suppose also that the loss function is computable, and hence, it is continuous
in p in the interval [0, 1]. We also suppose that the inﬁnum in (5) is attained for some computable real
number pˆ. For log-loss function b = 1, p = 12 and b = 1/4, p = 12 in the case of squared difference.
We impose a very natural condition
(0, 0) = (1, 1) = 0, (6)
which holds in both cases of log- and square-loss functions. We also consider additional requirements on
loss function by which square-loss function differs from log-loss function
(0, 1) = (1, 0) = a. (7)
Now, when restrictions on a loss function were speciﬁed let us ﬁx some KG(x|y) satisfying conditions
of Proposition 1 and call its value the conditional predictive complexity of x given y. In the case when
y is trivial, i.e. consists only from zeros we consider (unconditional) predictive complexity KG(x) of a
sequence x.
Let us consider the set
An,k = {y|l(y) = n,KG(y)k}. (8)
We denote by #A the cardinality of a ﬁnite set A. Tight upper and lower bounds of the number #An,k
of all sequences of length n having predictive complexityk were obtained in [12]. Relations between
Kolmogorov and predictive complexities also were obtained in that paper. Here, we present simpliﬁed
versions of these results which will be used in this paper.
Proposition 2. There exists a constant c such that for all n and k
∑
i (k−c)/a
(
n
i
)
#An,k
∑
ik/b
(
n
i
)
. (9)
1 We suppose that some universal programming language is ﬁxed. Let p be any programwhich given x and a degree of accuracy
 > 0 computes a rational approximation of S(x) with this accuracy. We denote by K(S) the length of the shortest such p.
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Proof. Let a sequence x of length n have no more thanm ones. Consider prediction strategy S(z) = 0 for
all z. Then by (6) and (7) there are at least∑im (ni) of x such that KG(x)LossS(x)+ cam+ ck,
where c is a constant. Then m(k − c)/a and we obtain the left-hand side of inequality (9).
To prove the right-hand side of inequality (9) consider the (possibly incomputable) universal prediction
strategy (x) = p, where p = p(x) is the prediction from the item (i) of deﬁnition of the measure of
predictive complexity. By deﬁnition Loss(x)KG(x) for each x. We consider a binary tree deﬁned by
the set  of vertices with edges (x, x0) and (x, x1) for all x ∈ . By (5) for any x we have (0,(x))b
or (1,(x))b. By this property we assign new labelling to edges of the binary tree using letters A and
B. We assign A to (x, x0) and B to (x, x1) if (0,(x))b, and assign B to (x, x0) and A to (x, x1)
otherwise. Evidently, two different sequences of length n have different labellings. For each edge (x, x)
labelled by A it holds (,(x))b and, hence, for any sequence x of length n having more than m As it
holds KG(x)Loss(x)bm. Therefore, #An,k
∑
ik/b
(
n
i
)
. 
Remember, that K(x) is the Kolmogorov preﬁx complexity of x.
Proposition 3. A positive constant c exists such that for all n and k such that 6bk bn2 inequality
K(x)
3k
b
log
n
k/b
+ c (10)
holds for all x of the length n satisfying KG(x)k.
Proof. Let kbn/2 and letAn,k be deﬁned by (8). Since KG(x) is semicomputable from above, we have
an algorithm enumerating all elements of An,k given n and k. So, we can specify any x ∈ An,k by n, k
and the ordinal number of x in this enumeration. We use also the upper bound (9). This gives us a preﬁx
method of encoding elements of An,k given n and k. Therefore, we obtain
K(x)  log
∑
ik/b
(
n
i
)
+ log n+ log k + c1
 log
k
b
(
en
k/b
)k/b
+ 2 log n+ c1 3k
b
log
n
k/b
+ c,
where c1 and c are positive constants and k6b. 
Notice, that requirement (7) to loss function did not used in the proof of this proposition.
3. Expanding property
The following Proposition 4 is an analog of the corresponding result for the preﬁx Kolmogorov
complexity K(x)K(x|y)+K(y)+O(1) [5].
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Proposition 4. Positive constants c1 and c2 exist such that for all x and y of length n
KG(x)  KG(x|y)+ (ln 2/)K(y)+ c1 (11)
 KG(x|y)+ c2 KG(y) log
(
n
KG(y)
)
. (12)
Inequality (12) holds if 6bKG(y)bn/2.
Proof. This proposition is a direct corollary of Proposition 1. For any ﬁnite sequence y deﬁne y¯ = y0∞.
It is easy to verify that a function KS(x) = KG(x|y¯l(x)) is a measure of predictive complexity with
respect to the same loss function (i.e. it satisﬁes requirements (i) and (ii) of the deﬁnition of the measure
of predictive complexity). It can be enumerated from below by a program depending from y. Then by (4)
for any x such that l(x) = l(y) it holds KG(x)KG(x|y) + (ln 2/)K(y) + c1, where c1 is a positive
constant. Applying the upper bound on K(y) from Proposition 3 we obtain the needed result. 
The following theorem shows that inequality (12) cannot be improved. We construct a computable
mapping having some “expanding property”: it transforms sequences of given predictive complexity into
sequences of essentially bigger predictive complexity.
LetCn,k be the set of sequences y of the length n having k changes from0 to 1 or from1 to 0 (occurrences
of combinations 01 and 10 in y); it is also convenient to consider a case y1 = 1 (i.e. the case when y starts
from 1) as a change.
Let us consider a computable predictive strategy S such that S() = 0 and S(x1) = 1, S(x0) = 0 for
all x. By (7) we have LossS(y)a(k + 1) for each y ∈ Cn,k . Therefore, KG(y)ak + O(1) for each
y ∈ Cn,k . Let r be the least integer number s such that sr .
For any n and any sequence z of the lengthn by subtree n(z) we mean the set
n(z) = {y|l(y) = n, z ⊆ y}
supplied by corresponding binary tree structure. The height of the subtree is the number m = n− l(z).
Theorem 1. For any n and k n2 a computable mapping  from Cn,k to the subtree n(0n−m), where
m = log 4k(n
k
), exists such that for a portion 12 of all y ∈ Cn,k the output x = (y) satisﬁes
KG(x)
b
20
log
(
n
k
)
, (13)
KG(x|y) = O(log n). (14)
We have also KG(y)ak + O(1) for each y ∈ Cn,k . In the case k = k(n) = o(n) the factor b/20 in
(13)–(14) can be replaced on b/2.
Proof. We construct a mapping  which compresses the set Cn,k into the subtree n(0n−m) of height m,
where m = log 4k(n
k
), such that the density of the image of  in this set is sufﬁciently large, namely,
4−k . We prove also a variant of “incompressibility lemma”, from which follows that the large portion of
this image consists of elements x of predictive complexity KG(x) satisfying (13).
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Let y ∗ y′ denotes the maximal joint preﬁx of y and y′, i.e. a sequence z of maximal length such that
z ⊆ y and z ⊆ y′. The mapping  will satisfy
l((y) ∗ (y′)) l(y ∗ y′) (15)
for all y, y′ ∈ Cn,k .
We construct the mapping  as a result of the recursive procedure COMP(n, k, ), where n and k be
positive integer numbers and  = 0 or 1.
Procedure COMP(n, k, ).
For any n the procedure COMP(n, 0, 0) returns the identical mapping  on the set {0n}, the procedures
COMP(n, 1, 1) and COMP(n, 0, 1) return the identical mapping  on the set {1n}.
Let Cn,k be the set of all sequences from Cn,k starting from  ( = 0, 1).
Let k > 0. Then the procedure returns a mapping  from Cn,k into a subtree n(l) for some l1.
Without loss of generalitywe suppose that = 0.Wewill construct thismapping by series of subsequent
reassignments of the values of . We start with the mapping  identical on C0n,k .
We distinguish two main stages of the construction.
Stage 1. The preliminary deﬁnition of  on basic subtrees (recursive application of the procedure
COMP to subtrees of the binary tree).
There are n − 1 basic subtrees n(0i), i = 1, . . . , n − 1. Each of them is isomorphic (by a natural
way) to the tree n−i . For each i = 1, . . . , n− 2 we apply the procedure COMP(n− i, k − 1, 1) to the
tree n−i . By its deﬁnition the procedure returns for each i a mapping i from C1n−i,k−1 into a subtree
n−i(1ki ) for some ki > 0 (also ki < n− i).
Induction hypothesis: for each i the set i(C1n−i,k−1) ∩ n−i(1ki ) occupies at least 4−(k−1) portion of
all sequences of subtree n−i(1ki ). In other words,
#i(C1n−i,k−1) ∩ n−i(1ki )4−(k−1)#n−i(1ki ).
We say also that the density of the image of i in n−i(1ki ) is at least 4−(k−1). Any x ∈ C0n,k can be
represented as x = 0i1z for some i > 0 and for some z of length n− i − 1. Deﬁne (x) = 0ii(1z).
DenoteAi = n(0i1ki ) and call it compressed basic subtree. The height ofAi is equal tohi = n−i−ki .
A sequence of trees Ai is called normal if the inequality hihi+1 holds for all i.
Lemma 1. A normal sequence of compressed basic subtrees Ai can be constructed.
Proof. To construct this sequencewe change the assignments of according to the following instructions.
Each initial basic subtree n(0i), 1i < n−1 contains (before applying the procedure COMP) a subtree
T = n(0i1) isomorphic to its upper neighbour n(0i+1). This subtree T will be transformed by the
procedure COMP as a part of n(0i) on the previous inductive step into a subtree T ′ of corresponding
resulting basic subtree Ai = n(0i1ki ). For each i if hi < hi+1 then replace Ai+1 on the corresponding
subtree T ′ of Ai . Doing these replacements we simultaneously changing corresponding assignments of
the values of . This process provides us that hihi+1 for all i. 
Let Ai be a normal sequence of compressed basic subtrees. By deﬁnition (0i1z) ∈ Ai for all z of
length n− i − 1. By the induction hypothesis (C0n,k) ∩ (∪iAi) occupies at least 4−(k−1) portion of all
sequences from
⋃
i Ai .
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Fig. 1. Joining to the nearest upper neighbour (si = 0). The values of  located in the subtree T1 = n(0i1si+3) are transformed
to values located in the subtree T3 = n(0i+11si+30).
Fig. 2. Moving up to the nearest upper free vertex on the base (si = 0). The values of  located in the subtree T4 = n(0i12)
are transformed to values located in the subtree T5 = n(0i+11).
Stage 2. The ﬁnal transformation of  (Joining and moving of the compressed basic subtrees to the
resulting compressed subtree n(0l)).
We will change the values of  deﬁned at Stage 1 such that the density of the image of  in some
resulting subtree n(0l) will be at least 4−k . The reconstruction consists of subsequent application of the
following two operations on subtrees of a binary tree and of corresponding reassignments of .
(1) Joining to the nearest upper neighbour (see Fig. 1). Suppose that there are at least two compressed
basic subtrees (deﬁned at Stage 1) of the typeT1 = n(0i1si+3) andT2 = n(0i+11si+2), where si0, and
of the same height h. We transform each assignment of the type (y) = 0i1si+3z to (y) = 0i+11si+10z,
i.e. move subtree T1 = n(0i1si+3) to a tree T3 = n(0i+11si+10). We will apply this transformation
only to the ﬁrst (left) pair of the basic subtrees of height h. Then the height of the resulting subtree will
be h+ 1 and will not exceed the height of the previous basic subtree.
(2)Moving up to the nearest upper free vertex on the base (see Fig. 2). Suppose that after Stage 1 there
is a basic subtree T4 = n(0i1si+2) and there is no basic subtree of type T5 = n(0i+11si+1), where
si0. In this case we change each assignment (y) = 0i1si+2z to (y) = 0i+11si+1z, we say that the
basic subtree T4 = n(0i1si+2) is moved to a subtree T5 = n(0i+11si+1).
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By deﬁnition, after these transformations, the image of  still occupies at least 4−(k−1) portion of all
sequences from each transformed basic subtree.
Given initial compressed basic subtrees we transform them by applying these two operations as long
as they output nontrivial results (we omit the formal description of the corresponding algorithm).
Lemma 2. Any basic subtree has the form n(0l1) or n(0l11) after these transformations, where l1.
Proof. Suppose that among ﬁnal basic subtrees there is a basic subtree of type (0i1si+3), where si0.
Then there are only two possibilities. The ﬁrst one is that there is no basic subtree of type n(0i+11si+2),
and then the operation (2) must be applied. The second one is that there is a basic subtree n(0i+11si+2)
(and so, subtree n(0i+11si+10) has empty intersection with the image of , since otherwise subtree
n(0i+11si ) should be basic). In this case the operation (1) must be applied. No basic subtree of type
n(0i+11s) (where ssi+1) was constructed on previous step of recursion, since otherwise, the property
hihi+1 of the normality of compressed basic subtrees (see Lemma 1) fails. The contradiction obtained
shows that there is no basic subtree of type (0i1j+3) after all transformations. 
As the result of Stage 2 we obtain new assignments to values of . These new values are contained in
new basic subtrees of the type n(0i1j ), where i1 and j = 1 or 2. We note also that new assignments
never destroy the property (15) of .
Consider the ﬁrst basic subtree B of maximal height. Since, the operations (1) and (2) cannot be applied
to B, then by Lemma 2, it is of the form n(0l1) or n(0l11), where l1. Then the portion of sequences
of B among all sequences of n(0l) is at least 14 . Therefore, the portion of sequences in n(0
l), which are
of a form (y), where y ∈ C0n,k , can decrease no more than in 4 times, and so it is  144−(k−1) = 4−k .
We declare the mapping and the subtree n(0l) as the results returning by procedure COMP(n, k, 0).
We also proved that the induction hypothesis holds for these results.
End of the procedure COMP.
Let  and n(0l) be outputs of COMP(n, k, 0). Since the set (Cn,k) contains
(
n
k
)
sequences in the
binary tree n(0l) by density condition this tree has 4k
(
n
k
)
sequences.
The following lemma will be used to prove the existence of elements of big predictive complexity in
a set of given cardinality.
Lemma 3. For any n let m < n and z be a sequence of the length n − m. Then for any set W ⊆ n(z)
for at least 12 portion of all x ∈ W it holds
KG(x)blmax,
where lmax is the maximal integer number l such that l m2 and
H
(
l
m
)

log #W
m
− log m
m
− 1
m
, (16)
where H(p) = −p log p − (1− p) log(1− p) is the Shannon entropy.
Proof. Let (x) be the universal predictive strategy as in the proof of Proposition 2 such that Loss(x)
KG(x) for all x. By deﬁnition of b (see (5)) for any x we have (0,(x))b or (1,(x))b. Using this
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property we assign the labelling to edges using letters A and B as in the proof of Proposition 2. Then for
any sequence x of the length m having more than k As it holds Loss(x)bk.
Now, to estimate from below the maximal total loss of  on sequences fromW we must estimate from
below the maximal number of As occurring in sequences fromW. This estimate l must satisfy inequality
l∑
i=1
(
m
i
)
<
1
2
#W. (17)
We have Loss(x)bl for all x from the at least 12 part of elements x ofW (where the number of As in x
is more than l). Inequality (17) follows from l(m
l
)
< 12#W . Since the elementary inequality(
m
l
)
2mH
(
l
m
)
holds (see [2, Section 6.1]), inequality (17) also follows from:
l2mH
(
l
m
)

1
2
#W. (18)
This inequality follows from:
H
(
l
m
)

log #W
m
− log m
m
− 1
m
. (19)
Hence, we have KG(x)bl for at least 12 portion of all x ∈ W , where l is the maximal number satisfying(19). 
To apply Lemma 3 get
m =
⌈
log 4k
(
n
k
)⌉
,
W = (Cn,k).
We have #W = (n
k
)
. We must ﬁnd maximal l such that the inequality
H
(
l
m
)

log
(
n
k
)
2k + log (n
k
) − log m
m
− 1
m
(20)
holds. It holds
(
n
k
)
2k if k n2 . Then since log
(
n
k
)
k, the ﬁrst term of (20) is bigger than 13 . Hence, for
m sufﬁciently large it is sufﬁcient to ﬁnd l such that
H
(
l
m
)

3
10
. (21)
It is easy to verify by table values of Shannon entropy that inequality (21) wittingly holds if
l
m

1
20
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and so, we can take estimate
lmax = m20 .
By Lemma 3 an x of the length n exists such that
KG(x)
b
20
(
2k + log
(
n
k
))

b
20
log
(
n
k
)
.
Let (y) = x. By the preﬁx property (15) of mapping  each preﬁx xi of length i can be recovered from
a preﬁx yi of length i. Hence, a prediction strategy S exists which computes the ith member of x given
yi = y1 . . . yi . By deﬁnition we have LossS(x|y) = 0. This predictive strategy S is trivially deﬁned by
the mapping  given n and k as parameters. Hence, by (4) we have KG(x|y)(2 ln 2/) log n for all
sufﬁciently large n. The proof of the theorem is completed. 
In the following theorems we present results of Proposition 4 and Theorem 1 in an asymptotic form.
For any functions (n) and (n) the expression (n) = ((n))means that there exist constants c1 and c2
such that c1(n)(n)c2(n) holds for all n. The expression (n) = ((n)) means that there exists
a constant c1 such that (n)c1(n) for all n.
Theorem 2. Let a function k(n) be unbounded, (n) = (log n), and k(n) = O(n), (n) = O(n). Then
sup
x:∃y(KG(y)k(n),KG(x|y)(n))
KG(x) = 
(
(n)+ k(n) log
(
n
k(n)
))
. (22)
Proof. The part  follows from Propositions 3 and 4. In case (n)k(n) log
(
n
k(n)
)
the part  of (22)
is evident. Otherwise, the statement follows from Theorem 1. 
For any x = x1 . . . xn and y = y1 . . . yn we consider “a pair” [y, x] = y1x1 . . . ynxn.
Theorem 3. Let k(n) = (log n), (n) = (k(n)), k(n) = O(n) and (n) = O(n). Then
sup
x:∃y(KG(y)k(n),KG([y,x])(n))
KG(x) = 
(
(n)+ k(n) log
(
n
k(n)
))
. (23)
Proof. In case (n)k(n) log
(
n
k(n)
)
the part  of (23) is evident. Otherwise, we use Theorem 1
and its proof. Let us consider the mapping  from the proof of Theorem 1 and the sequences y and
x = (y) satisfying the conditions of this proposition. Deﬁne a computable prediction strategy S by
S(y1x1 . . . yi−1xi−1yi) = (yi)i = xi, (see also the endof theproof ofTheorem1), andS(y1x1 . . . yixi) =
0. This strategy predicts each even bit precisely and outputs 0 as prediction for any odd bit. Then by (7)
we have LossS([y, x])ak(n) and, therefore,
KG([y, x])ak(n)+ (ln 2/)K(S)ak(n)+ (2 ln 2/) log nc1(n) (24)
for some constant c1. ByTheorem1 it holdsKG(y)c2 log nc3k(n) for all y, where c2, c3 are constants.
The part  of (23) follows from these inequalities after normalizing of k(n) and (n).
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The  part of (23) follows from Proposition 4 and an obvious inequality KG(x|y)KG([y, x])+ c,
where c is a positive constant. 
4. Predictive information
The amount of predictive information in a sequence y about a sequence x of the same length in the
process of on-line prediction was deﬁned by Vovk [9]
IG(y : x) = KG(x)− KG(x|y). (25)
In this section, we explore relations between four important values IG(y : x), IG(x : y), KG(x) and
KG(y) in a limit form. These results are mainly based on the construction of Theorem 1.
Theorem 4 below implies that predictive information is noncommutative in the strongest possible sense.
Deﬁne
g1(n) = sup
l(x)=l(y)=n
(IG(x : y)− IG(y : x)). (26)
Theorem 4. It holds g1(n) = bn+O(1).
Proof. For any sequence x = x1 . . . xn deﬁne its left shift T x = x2 . . . xn0. The proof of theorem is
based on the following simple lemma.
Lemma 4. It holds
KG(x|T x) = O(1), (27)
KG(T x) = KG(T x|x)+O(1). (28)
To prove (27) consider a computable prediction strategy S such that for any sequences x and y of length
n2 it holds S(x|y) = yn−1 (for n = 1 deﬁne S(x|y) = 0). Then LossS(x|T x)b for each x, and by
deﬁnition KG(x|T x)b + c hold for all x, where c is a positive constant c.
Let us prove (28).We haveKG(T x|x)KG(T x)+O(1) by deﬁnition. To prove the converse inequality
deﬁne a function S(u) using an idea of Vovk’s [8] aggregating algorithm.
S(u) = log(2−1KG(u|0u) + 2−1KG(u|1u)). (29)
We show that S(u) is a measure of predictive complexity. Indeed, for any 
S(u)− S(u)= log
1∑
i=0
2−1KG(u|iu) − log
1∑
i=0
2−1KG(u|iu)
= log
1∑
i=0
qi
KG(u|iu)−KG(u|iu) log
1∑
i=0
2−1(,pˆ(iu))(, pˆ(u)),
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where
qi = 2
−1KG(u|iu)∑1
j=0 2−1KG(u|ju)
,
i = 0, 1, and predictions pˆ(iu) and pˆ(u) exist by -mixability property of the loss function (, p). By
deﬁnition (29) of S(u) we have for i = 0, 1
S(u)KG(u|iu)+ (ln 2/)
for all u. Hence, by deﬁnition
KG(T x)KG(T x|x)+ c
for all x, where c is a positive constant. 
To prove the inequality g1(n)bn +O(1) of Theorem 4 let us compare IG(T x : x) and IG(x : T x)
for some x. By Lemma 4 a positive constant c exists such that
IG(T x : x) = KG(x)− KG(x|T x)KG(x)− c,
IG(x : T x) = KG(T x)− KG(T x|x)c
for all x. Using deﬁnition (5) of b and the diagonal argument it easy to construct a sequence x of length
n such that KG(x)bn. From this the inequality g1(n)bn+O(1) follows.
The inequality g1(n)bn+O(1) follows from inequalities:
IG(x : y)− IG(y : x)KG(y)bl(y)+ c
for all x and y, where c is a positive constant. The last inequality can be easily proved using a computable
prediction strategy which always predicts pˆ, where pˆ minimizes condition (5). 
Let us deﬁne
g2(n) = sup
l(x)=l(y)=n,6bKG(y)
IG(y : x)
KG(y)
. (30)
The main results of Section 3 can be summarized in the following theorem.
Theorem 5. It holds g2(n) = (log n).
Proof. Inequalityg2(n)C1 log n (for someC1>0) followsdirectly from(12). Inequalityg2(n)C2 log n
(for some C2 > 0) can be derived from Theorem 1. Its enough to let k = √n. 
Let us deﬁne also
g3(n) = sup
l(x)=l(y)=n,0<KG(x)
IG(y : x)
KG(x)
. (31)
Theorem 6. It holds limn→∞ g3(n) = 1.
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Proof. This relation follows from the representation:
g3(n) = sup
l(x)=l(y)=n,0<KG(x)
(
1− KG(x|y)
KG(x)
)
and from Theorem 1, where we let k = n/4. 
Theorem 7. Let 1k(n)bn for all n. Then a constant c exists such that
sup
(x,y):l(x)=l(y)=n,KG(y)k(n)
IG(y : x) = 
(
k(n) log
(
n
k(n)
))
(32)
sup
(x,y):l(x)=l(y)=n,KG(x)k(n)
IG(y : x) = k(n)+O(1) (33)
sup
(x,y):l(x)=l(y)=n,IG(x:y)c
IG(y : x) = (n). (34)
Proof. The part  of (32) follows from Proposition 4. The part  of (32) follows from Theorem 1.
To prove (33) put x = y and note that KG(x|x) = O(1). Relation (34) follows from the proof of
Theorem 4. 
Appendix A. Proof of Proposition 1
A sequence KGi(x|y) of all measures of predictive complexity (with respect to a mixable loss function
(, 	)) can be deﬁned using standard methods of the theory of algorithms (see [12]). Let ri be a semi-
computable from below sequence of real numbers such that the series
∑∞
i=1 ri is convergent and its sum
does not exceed 1. We can take ri = 2−K(i). Analogously to [9,10] a measure of predictive complexity
KG(x|y) can be deﬁned
KG(x|y) = log
∞∑
i=1
KGi (x|y)ri, (A.1)
where  = e−. By deﬁnition KG(x|y) is semicomputable from above, i.e (ii) holds. We must verify (i).
Indeed, by (A.1) for every x, y of equal length and ,  ∈ {0, 1}
KG(x|y)− KG(x|y) = log
∞∑
i=1
qi
KGi (x|y)−KGi (x|y) (A.2)
 log
∞∑
i=1
qi
(,	i )(, 	), (A.3)
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where
qi = ri
KGi (x|y)∑∞
s=1 rsKGs (x|y)
.
Here for any i a prediction 	i = 	(x, y) satisfying
KGi(x|y)− KGi(x|y)(, 	i)
exists since each element of the sequence KGi(x|y) satisﬁes the condition (i) of the measure of predictive
complexity. A prediction 	 satisfying (A.3) exists by mixability of the game. For further details see
[9, Section 7.6].
Inequality (4) is an easy consequence of (3). To prove the rest part of Proposition 1 note that there exists
a computable function f (p) which transform any program p computing S into an enumerating program
i = f (p) such that LossS(x|y) = KGi(x|y). We have also K(i) = K(f (p))K(p) + c, where c is a
constant.
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