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The present work aims at studying the performance of exchange–correlation func-
tionals for the prediction of two-photon absorption (2PA) strengths. For this purpose,
we considered six common functionals used for studying 2PA processes and tested these
on six organoboron chelates. The set consisted of two semi-local (PBE and BLYP), two
hybrid (B3LYP and PBE0), and two range-separated (LC-BLYP and CAM-B3LYP)
functionals. The RI-CC2 method was chosen as the reference level and was found to
give results consistent with the experimental data that are available for three of the
molecules considered. Of the six exchange–correlation functionals studied, only the
range-separated functionals predict an ordering of the 2PA strengths that is consistent
with experiment and with RI-CC2 results. Even though the range-separated functionals
predict correct relative trends, the absolute values for the 2PA strengths are underes-
timated by a factor of two to six for the molecules considered. An in-depth analysis,
based on the derived generalized few-state model expression for the 2PA strength for
a coupled-cluster wavefunction, reveals that the problem with these functionals can
be linked to underestimated excited-state dipole moments and—to a lesser extent—
overestimated excitation energies. The semi-local and hybrid functionals exhibit less
predictable errors and a variation in the 2PA strengths in disagreement with the refer-
ence values. The semi-local and hybrid functionals show smaller average errors than the
range-separated functionals, but our analysis reveals that this is due to fortuitous error
cancellation between excitation energies and the transition dipole moments. Our results
constitute a warning against using currently available exchange–correlation functionals
in the prediction of 2PA strengths and highlight the need for functionals that correctly
describe the electron density of excited electronic states.
2
1 Introduction
The two-photon absorption (2PA) process was predicted by Maria Göppert-Mayer in 1931,1
but the theory had to wait 30 years for experimental confirmation.2,3 Since then, one has
witnessed a number of applications of this process. For instance, 2PA can be employed in the
field of atomic and molecular spectroscopy to identify symmetry-forbidden transitions4 or to
record Doppler-free spectra.5 Among the technology-related applications of 2PA are bioimag-
ing6–9 and attempts to utilize the process for three-dimensional optical data storage.10,11 For
some of these applications it is desirable to optimize the two-photon brightness,12,13 which is
the product of the 2PA cross section and the fluorescence quantum yield. The simultaneous
tuning of these parameters is by no means a trivial task. Despite difficulties, there has been
a quest for the maximization of the 2PA cross section of molecules, largely relying on insights
from theory.14–23 In fact, electronic structure calculations and related few-state model anal-
yses frequently support experimental studies.14,24,25 The majority of computational studies
are undertaken to understand the relation between chemical/electronic structure and 2PA
activity and this has become an important ingredient in material design. However, the suc-
cess of the predictions obtained by computer simulations depends heavily on the accuracy
of the electronic structure methods used.
The first attempts at the quantum-chemical calculation of 2PA spectra of molecules
were undertaken in the 1960’s and 1970’s, in most cases using semi-empirical Hamiltoni-
ans.4,26–29 Response theory formalisms were developed for various reference wave functions
in the 1980’s and 1990’s and these were first implemented in the DALTON quantum chem-
istry program,30–34 thus allowing for fully ab-initio calculations of 2PA spectra. Nowadays,
several other quantum-chemistry programs allow the calculation of 2PA spectra, including
TURBOMOLE,35 GAMESS US36 and QCHEM.37 Thanks to efficient implementations, it is
now possible to simulate electronic 2PA spectra of molecules composed of a few tens of atoms
using coupled-cluster (CC) wavefunctions. Despite these recent advances, density functional
theory (DFT) is still the most frequent choice for studying electronic structure and two-
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photon transition intensities for larger molecules. However, there are several striking reports
regarding the poor and unsystematic performance of exchange–correlation functionals in this
area.38,39 The 2PA cross section is proportional to the 2PA strength (δ2PA0J ) corresponding to
a transition from the ground state (0) to the final state (J), and the product of the photon
energies ω1ω2, which fulfill the resonance condition ω1 + ω2 = ωJ − ω0. Reliable predictions
of electronic 2PA spectra require that both excitation energies and 2PA strengths are accu-
rately determined. It is now well recognized that many exchange–correlation functionals have
difficulties in predicting the excitation energies to Rydberg and charge-transfer states.40–45
Considering that one of the paradigms in molecular nonlinear optics is the optimization of
the chemical structures to maximize effective charge-transfer length, the use of DFT for these
molecules can be troublesome. To overcome these difficulties, range-separated functionals
were proposed.46,47 In fact, these functionals reduce average errors in excitation energies for
Rydberg and charge-transfer excitations significantly.45 For this reason, the CAM-B3LYP
functional gained some popularity in studies of 2PA spectra of extended π-conjugated sys-
tems. However, the CAM-B3LYP functional gives 2PA strengths that are underestimated
in comparison with the reference CC values38 even though it improves upon conventional
functionals in predicting excitation energies to charge-transfer states. The subject in ques-
tion becomes even more intriguing once the vibrational fine structure of bands in electronic
2PA spectra is considered. There are several reports demonstrating that conventional hybrid
functionals, like B3LYP, yield disastrous predictions of geometric derivatives of second-order
transition moments.48,49 From this perspective, it is a much safer strategy to employ range-
separated functionals for simulations of vibronic structure in 2PA spectra.
All these results motivate the present study. The goal of this paper is to perform an
in-depth analysis of the performance of several exchange–correlation functionals, including
hybrid and range-separated hybrid functionals, in predicting electronic 2PA spectra. We will
use CC2 results as a reference. An earlier benchmark work has shown that 2PA strengths
predicted by the CC2 method are in very good agreement with more accurate CCSD results.38
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The analysis will encompass not only electronic two-photon transition strengths but also
electronic structure parameters like excitation energies and transition moments between
electronic states. A convenient framework for such an analysis is the generalized few-state
model, which allows essential intermediate states to be identified while at the same time
taking into account the vectorial character of transition moments.50 The latter gives rise
to the channel interference description of multiphoton absorption processes, for which the
magnitude as well as the relative orientation of different transition dipole moments is crucial.
At the CC level of theory, however, left and right transition moments may differ due to
the non-Hermitian structure of the theory.35 In this work, in an attempt to pinpoint the
differences between electronic structure parameters at the DFT and CC levels, we have
taken the non-Hermitian structure of CC response theory into account and developed a
generalized few-states model for CC wavefunctions.
For the in-depth assessment of the exchange–correlation functionals, we have chosen a
series of six four-coordinate organoboron N,C chelates which have recently been studied
experimentally (see Scheme 1).51
The remainder of this paper is organized as follows. A concise outline of the theory
of the general few-state model for CC wavefunctions will be presented in Section 2. The
computational details are presented in Section 3 and our results in Section 4. A summary
of the main findings is presented in Section 5.
2 Theory
In the case of one source of linearly polarized light and within the CC theory framework, the
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where the symbolsMµµJ←0 andM
νν
0←J are used to denote right and left second-order transition
moments, respectively. In the case of one source of photons, i.e., ω = 1
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Inserting Eqs. 2 and 3 into Eq. 1, one can derive the expression for a generalized few-state
model for non-Hermitian theories, where the left and right transition moments are different.
The derivation is presented in the Supporting Information. The final expression for the 2PA
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In the above expression, the superscripts distinguish between right (L0) and left (0L) mo-
ments and ∆EK = 12ωJ − ωK . The term θ
RS
PQ in Eq. 4 represents the angle between the
transition dipole moment vectors µPQ and µRS. In the case of theories with Hermitian struc-
ture, i.e., where the left and right moments are equal, the above expression reduces to the
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Any number of intermediate states K and L can be chosen in the generalized few-state model
expressions in Eqs. 4 and 5. In this work we will make use of a two-state model (2SM), in
which K and L can be either the ground state 0 or the final excited state J . Four terms
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contribute to the 2SM expression for δ: δ0J00, δ0J0J , δ0JJ0 and δ0JJJ , for which we will use
the compact notations δ00, δ0J , δJ0 and δJJ , respectively.
3 Computational details
The geometries of all six compounds in Scheme 1 were optimized in the gas phase using
the B3LYP functional53 and the cc-pVTZ basis set54 with the aid of the GAUSSIAN 09
program.55 All six compounds are neutral. The stationary points obtained were confirmed
to be minima by evaluation of the Hessian. Gas-phase electronic structure calculations were
performed at the optimized geometries to determine the poles and residues of the linear and
quadratic response functions. The GAMESS US program was employed to determine the
one- and two-photon absorption spectra based on DFT and the cc-pVDZ basis set.36 The
palette of exchange–correlation functionals consisted of semi-local functionals (BLYP56,57
and PBE58), global hybrids (B3LYP53 and PBE059,60) and range-separated hybrids (CAM-
B3LYP46 and LC-BLYP47). The value of the range-separation parameter µ was set to 0.33
in the latter two functionals. In addition, RI-CC2 calculations were performed using the
TURBOMOLE program.35,61 In these calculations, the cc-pVDZ basis set54 and the corre-
sponding recommended auxiliary basis set62 were used to determine the electronic structure.
The aug-cc-pVDZ basis set54 was employed to calculate the two-photon absorption strength
for the first electronic excitation in molecules 1 and 2. The RI-CC2/cc-pVDZ results de-
viated by only 5% and 1%, respectively, from the RI-CC2/aug-cc-pVDZ results.63 In the
case of the CC2 method, left and right transition moments are different and in some cases
even the sign of the moments is different, leading to negative values for oscillator strengths.
For this reason, the sign differences in left and right transition moments were checked for
all analyzed transitions to safeguard the correctness of the results obtained based on the
generalized few-state models. In order to get further insight into the response theory results,
the 2PA process has been further analyzed in terms of generalized few-state models at both
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the CC2 and DFT levels of theory. The scripts used for this analysis as well as the output
from the scripts is available in an online repository.63 This repository also contains output
from all calculations discussed in the text.
4 Results and discussion
We start this section with a discussion of the electronic structure of the four-coordinate
organoboron N,C chelates. The excitation energies corresponding to the transitions to the
two lowest singlet-excited states are shown in Table 1. Figure 1 shows the dominant one-
electron orbital transitions for the S0 → S1 and S0 → S2 electronic excitations. It is clear
from the figure that the RI-CC2 method as well as the CAM-B3LYP, LC-BLYP and PBE0
functionals predict that the S0 → S1 and S0 → S2 excitations in all molecules (1–6) are
dominated by the HOMO→LUMO and HOMO-1→LUMO transitions, respectively. This
also holds for the B3LYP functional, except for molecule 5. The dominant orbital transitions
in molecule 5 for B3LYP, BLYP and PBE are very different from the other methods and
involve both HOMO-1 and HOMO-2 to LUMO transitions. For PBE and BLYP, the first
two excited states in molecules 2, 4, and 6 are interchanged, whereas the dominating orbital
character for molecules 1 and 3 are consistent with the range-separated functionals and the
RI-CC2 method. In what follows, we will analyze only the electronic excitation dominated
by the HOMO→LUMO transition. Thus, it is always S0 → S1 for RI-CC2 (1–6), CAM-
B3LYP (1–6), LC-BLYP (1–6) and B3LYP (1–4, 6), while in the case of BLYP and PBE
it is either S0 → S1 (1, 3) or S0 → S2 (2, 4, 6). We will not analyze the electronic structure
of molecule 5 for B3LYP, BLYP and PBE due to the complicated orbital character of the
electronic excitations predicted by those functionals. For the sake of consistency, molecule
5 will be excluded from part of the comparative discussions.
Table 1 also contains the values of the 2PA strength corresponding to the two lowest
singlet excited states for molecules 1–6, while Figure 2 shows the comparison of the two-
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photon transition strength, δ2PA (lower inset) and 2PA cross section, σ2PA (upper inset)
only for the electronic excitation dominated by the HOMO→LUMO transition for molecules
1–4 and 6. The upper inset in Figure 2 shows the comparison of calculated 2PA cross
sections with experimental data available for molecules 1, 2 and 4. This quantity involves a
product of δ2PA and the square of the excitation energy. This comparison is made under two
assumptions: firstly, the same value for the band width is assumed for all three molecules;
secondly, we assume a similar solvent effect for all three molecules and compare theoretical
values for molecules in the gas phase with experimental data obtained in the non-polar
solvent chloroform (CHCl3). In order to limit the impact of these two assumptions, the
upper inset shows the comparison of relative σ2PA with the value for molecule 1 set to one.
The experimental data (in black) shows roughly twofold and fourfold increase in σ2PA on
passing from molecule 1 to 2 and from molecule 1 to 4, respectively. The best agreement
with the experimental trend is observed for the RI-CC2 method, which gives support for
using this method as reference for the assessment of two-photon transition strengths obtained
using the exchange–correlation functionals. The range-separated functionals (CAM-B3LYP
and LC-BLYP) also predict the order correctly, while the remaining four functionals give
an incorrect trend. Indeed, σ2PA for molecule 2 is smaller than the value for molecule 1 for
all four remaining functionals and the increase on passing from molecule 1 to molecule 4 is
roughly 1.5 instead of the experimental factor of four.
The absolute 2PA strengths δ2PA (lower panel of Figure 2) for the exchange–correlation
functionals differ significantly from the RI-CC2 values. The range-separated functionals
always predict the smallest values for δ2PA. In fact, the average ratio δ2PACC2/δ2PADFT is 3.28
and 4.08 for CAM-B3LYP and LC-BLYP (Table 2) with maximum values of 4.74 and 5.70,
respectively. The underestimation of δ2PA by CAM-B3LYP is similar to earlier work, in which
a corresponding factor ranging from two to four was found for a different set of molecules.38
The average ratio δ2PACC2/δ2PADFT for the remaining functionals is much smaller and spans from
1.43 (BLYP) to 2.90 (PBE0). Thus, all functionals underestimate δ2PA on average, compared
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to RI-CC2. In a few cases, δ2PA is higher than for RI-CC2, with minimal values of the
ratio δ2PACC2/δ2PADFT of 0.91 (B3LYP), 0.66 (BLYP) and 0.71 (PBE), all for molecule 1. The
unsystematic performance of the exchange–correlation functionals is a striking result. One
could argue that the deviation of the long-range corrected functionals is most predictable
with less than a factor two difference between the minimum and maximum value for the
ratio δ2PACC2/δ2PADFT among the six molecules (Table 2). Values for δ2PACC2/δ2PADFT for all molecules
are given in the Supporting Information.
In an attempt to shed light on the origin of the differences between δ2PA predicted by the
RI-CC2 method and by the various exchange–correlation functionals, we will take advantage
of the generalized few-state model presented in Section 2. Although this model allows the
use of an arbitrary number of intermediate excited states, for the sake of clarity we will base
our analysis on the smallest reasonable number of states. Results based on a two-state model
(i.e., only using the ground state 0 and final excited state J) are satisfactory while introducing
more excited states only gives marginally better results. Figure 3 shows the comparison of
δ2PA from response theory (δ2PA (RSP)) with the two-state model results. Results based
on a two-state model are in most cases higher than those obtained with response theory,
with a ratio between the two results well below a factor two. Note that these differences are
much smaller than the relative differences in δ2PA across the set of molecules studied. For
the sake of completeness, Figure 3 also includes the comparison between orbital-relaxed (R)
and orbital-unrelaxed (U) two-state model RI-CC2 results.64–66
To dig deeper into the nature of the 2PA process in the molecules studied, we will turn to
the individual terms contributing to δ2PA(2SM), i.e., δ00, δ0J and δJJ . The final excited state
J is either S1 or S2, as discussed previously. Figure 4 contains the comparison of the three
individual terms for all methods employed. Figure 4 provides several insights into the origin
of the 2PA strengths and the differences between the methods employed. First, δJJ domi-
nates δ2PA(2SM) in most cases, while δ00 is similar to or larger than δ0J . Thus, the correct
prediction of δJJ is crucial for a correct prediction of δ2PA(2SM) and, provided that the two-
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state model is a reliable approximation, also for the response-theory value of δ2PA. Indeed,
δJJ shows a similar trend to that predicted by response theory (and experiment) on passing
from molecule 1 to 2 and from molecule 1 to 4. Second, δJJ is underestimated by the range-
separated functionals CAM-B3LYP and LC-BLYP for all studied molecules, in comparison
to RI-CC2. The other four functionals have a ratio δJJ(CC2)/δJJ(DFT) that is either smaller
or greater than one, depending on the molecule. Third, δ00 is underestimated by DFT with
only one exception (molecule 1 for LC-BLYP). The long-range corrected functionals clearly
come closest to the values of δ00 predicted by RI-CC2. Fourth, the δ0J(CC2)/δ0J(DFT)
ratio predicted using DFT can, similarly to the ratio for δJJ , be either smaller or greater
than 1. The range-separated functionals have negative values for δ0J for most molecules, in
disagreement with the sign of δ0J for CC2. The sign of δ0J depends solely on the sign of
the angle term for a two-state model (see Eq. 4 in Section 2), i.e., the relative orientation of
different transition/dipole moment terms. The remaining four functionals predict a positive
value for δ0J for all molecules, consistent with the RI-CC2 results. Based on these insights,
one may point out two possible sources of the observed underestimated values of δ2PA (see
Figure 2) predicted by the range-separated functionals: i) the positive δJJ term is largely
underestimated (major source), ii) the δ0J term can be negative for some molecules, thus
contributing to the discrepancies upon adding it to the the δJJ term (minor source).
In order to gain further insight into the source of the observed discrepancies, the break-
down of the δ00, δ0J and δJJ terms is shown in Figure 5. To make a valid comparison between
DFT and RI-CC2, the latter being a non-Hermitian theory, we show the products of left and
right transition moments. For consistency, the other dipole terms are also presented as
products. The lower inset in Figure 5 shows the “energy” term.67 According to Eq. 4, the
δ00 and δJJ terms are products of three out of four terms shown in Figure 5 multiplied by
the angular term (not shown). We can thus pinpoint the sources of the discrepancy in δ00
and δJJ . We highlight the key observations from the analysis of Figure 5 separately for the
range-separated functionals and the remaining four functionals. First, the range-separated
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functionals are closest to the reference method RI-CC2 for all contributions. Indeed, the
range-separated functionals predict values of |µ00|2 very similar to the values of the RI-CC2
method. In addition, these two functionals outperform the other four functionals in the
calculation of |µ0J ||µJ0|. The same holds for the “energy” term (lower panel), which is how-
ever slightly underestimated by the range-separated functionals for all molecules, which is to
be expected as they overestimate the excitation energy.45 The range-separated functionals
significantly underestimate |µJJ |2 for all molecules except molecule 3. The dominating δJJ
term is thus underestimated by the range-separated functionals due to too small values of
|µJJ |2 (major source) and an underestimated value of the “energy” term (minor source). In
other words, the range-separated functionals largely underestimate the excited-state dipole
moment of the final state in addition to a small overestimation of the excitation energy to
that state. Second, the other four functionals also perform well for |µ00|2, but do not follow
any systematic trend across the set of studied molecules for the other terms. For example, the
|µJJ |2 term is either largely overestimated (molecules 1 and 3) or underestimated (molecules
4 and 6). Moreover, the |µ0J ||µJ0| term is underestimated for the B3LYP, BLYP, PBE and
PBE0 functionals, but to a very different degree for the different molecules. We observe a
dramatic error cancellation between the “energy” term and the |µ0J ||µJ0| term for those four
functionals. The energy term is largely overestimated, while |µ0J ||µJ0| is underestimated
in an unsystematic manner. Since the product of |µ0J ||µJ0| and the energy term appears
in δ00, δ0J and δJJ , the success of a given functional in predicting δ2PA depends to a very
large extent on this error cancellation for a specific molecule. One should be aware of the
unpredictable error in δ2PA in general and this error cancellation in particular when claiming
that hybrid functionals are to be preferred in calculations of δ2PA.68
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5 Summary and conclusions
In summary, we have studied the performance of six density functionals (CAM-B3LYP, LC-
BLYP, B3LYP, PBE0, BLYP, and PBE) in predicting the 2PA strength of six organoboron
N,C chelates with RI-CC2 as reference. For this purpose, we have also derived the general-
ized few-state model expression for 2PA strength for a CC wavefunction. Our analysis has
revealed that 2PA strengths predicted by range-separated functionals are seriously underes-
timated, but in a relatively systematic manner. Errors for semi-local and hybrid functionals,
on the other hand, are smaller on average but more unsystematic and system dependent.
Hence, only range-separated functionals provide relative 2PA strengths in agreement with
the theoretical reference and with experimental data for the investigated molecules. Our
two-state model analysis has revealed that the smaller average error of semi-local and hybrid
functionals is due to an error compensation between energy and transition dipole moment
terms. Our work clearly demonstrates the need to develop functionals that can describe
the electron density of excited electronic states, and not only the excitation energies and
transition moments to these excited states.
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Scheme 1: The structures of four-coordinate organoboron N,C chelates51 studied in the
present work. Reused with permission. c© 2015 Wiley-VCH Verlag GmbH & Co. KGaA,
Weinheim.
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Figure 1: Dominating orbital character for the S0 →S1 (left) and S0 →S2 (right) electronic
transitions. H = HOMO; L = LUMO.
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Figure 2: Relative two-photon absorption cross section σ2PA (upper panel) and calculated ab-
solute two-photon transition strength δ2PA (lower panel) corresponding to the lowest-energy
electronic excitation dominated by the HOMO→LUMO transition (S0 →S1 or S0 →S2, see
Figure 1). σ2PA is only given for molecules where experimental data is available and is given
relative to molecule 1.
22
Figure 3: Ratio of the two-photon absorption strength δ2PA computed with a two-state model
(2SM) and the two-photon transition strengths computed with response theory (RSP) for the
lowest-energy electronic excitation dominated by the HOMO→LUMO transition (S0 →S1 or
S0 →S2, see Figure 1).
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Figure 4: Terms contributing to the two-photon absorption strength δ within a two-state
approximation for the lowest-energy electronic excitation dominated by the HOMO→LUMO
transition (S0 →S1 or S0 →S2, see Figure 1).
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Figure 5: Dipole and energy terms contributing to the two-photon absorption strength
within a two-state approximation for the lowest-energy electronic excitation dominated by
the HOMO→LUMO transition (S0 →S1 or S0 →S2, see Figure 1).
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Table 1: Excitation energies (∆E, in eV) and two-photon transition strengths (δ2PA, in a.u.)
corresponding to excitations to the two lowest-energy singlet excited states.
S0 → S1 S0 → S2
∆E δ2PA ∆E δ2PA
Molecule 1 RI-CC2 3.281 3078 3.465 1629
CAM-B3LYP 3.364 1233 3.685 1461
LC-BLYP 3.536 859 4.125 1024
B3LYP 2.679 3371 2.854 1768
BLYP 2.050 4652 2.234 820
PBE 2.054 4347 2.234 609
PBE0 2.836 2997 2.999 1433
Molecule 2 RI-CC2 3.124 5990 3.516 1459
CAM-B3LYP 3.249 1968 3.797 1052
LC-BLYP 3.391 1766 4.202 635
B3LYP 2.803 2585 2.838 1648
BLYP 2.184 2294 2.342 2568
PBE 2.190 2097 2.356 2452
PBE0 2.915 2413 3.002 1554
Molecule 3 RI-CC2 3.240 3842 3.421 2043
CAM-B3LYP 3.327 1515 3.673 1476
LC-BLYP 3.488 1185 4.110 1011
B3LYP 2.680 3265 2.848 1701
BLYP 2.054 4320 2.239 588
PBE 2.058 4033 2.239 492
PBE0 2.835 2944 2.986 1463
Molecule 4 RI-CC2 2.929 15342 3.457 2187
CAM-B3LYP 3.145 3476 3.744 1294
LC-BLYP 3.288 3068 4.102 705
B3LYP 2.693 5203 2.812 2075
BLYP 2.178 2533 2.239 6580
PBE 2.185 2375 2.240 6886
PBE0 2.796 4978 2.975 1874
Molecule 5 RI-CC2 2.970 31799 3.426 801
CAM-B3LYP 3.341 6711 3.694 804
LC-BLYP 3.502 5582 4.125 1338
B3LYP 2.699 2335 2.821 8013
BLYP 2.043 1976 2.279 8383
PBE 2.046 2150 2.250 7259
PBE0 2.857 3945 2.946 6366
Molecule 6 RI-CC2 2.987 5224 3.356 2990
CAM-B3LYP 3.071 2136 3.563 1639
LC-BLYP 3.273 1466 3.806 578
B3LYP 2.541 4028 2.689 4031
BLYP 2.074 4985 2.086 5510
PBE 2.076 5183 2.104 4800
PBE0 2.660 3633 2.842 3596
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Table 2: Summary of statistical data analysis for two-photon absorption strengths, δ2PA.
The ratio ξ corresponds to ξ = δ2PACC2 / δ2PADFT. The data below encompass also molecule 5
in the case of PBE0 and the range-separated functionals. Values for ξ for all molecules are
given in the Supporting Information.
CAM-B3LYP LC-BLYP B3LYP BLYP PBE PBE0
ξave 3.28 4.08 1.73 1.43 1.48 2.90
ξmin 2.45 3.24 0.91 0.66 0.71 1.03
ξmax 4.74 5.70 2.95 2.33 2.44 8.06
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