In this paper, we analyse the price movements of the Indian domestic airline industry. In the first part, we conduct a detailed econometric analysis of five selected domestic routes. In the second part, we study the effect of time interval (of the day of booking to day of departure) and the weekend effect on the average airfare. Our exploratory research suggests that, on the same route in the same time window, there is strong positive correlation among the prices of different airlines in most of the cases. It also shows that the price competition steps up airfares as the departure date comes closer and weekend airfares are higher than weekday airfares. The application of revenue management and dynamic pricing (RMDP) strategy is a common practice in the Indian domestic airline industry.
Introduction
The market for homogeneous (or close substitute) goods and services is often characterised by price differentials (between products), price dispersion (over time) and price discrimination (among customers). The airline industry, which features all of the above, has been the main focus of such studies over the years.
The application of the revenue management and dynamic pricing (RMDP) (Smith et al., 1992; Talluri and van Ryzin, 2004) system is an integral part of the information technology (IT) system in the airline industry. It helps to update airfares dynamically based on the actual booking (till that time period) and the expected demand forecast, and sets corresponding booking limits for the updated airfares for each flight. In a competitive environment, every airline operator offers airfares based on its own competitive pricing approaches (Bilotkach et al., 2010) . There are two types of passenger airlines carriersfull service carriers (FSCs) and low cost carriers (LCCs). These carriers operate in the same competitive airline market. When the booking window for a particular departure day's flight opens (say, 60 days earlier), we observe that the airfare is relatively low and LCCs set their fares lower compared to conventional FSCs (Pels and Rietveld, 2004) . Then the airfare dynamically increases as the departure date gets closer. However, both FSCs and LCCs may follow different strategies to increase air fare during the booking period.
The Indian domestic airline industry is operated by both FSCs and LCCs. The domestic air traffic grew at 18.5% per annum during -2005 -2011 (Report of Working Group on Civil Aviation Sector, 2012 . In this study, we analyse the airfare movements from the airfare histories of competing airlines for selected air routes. However, there is practically no literature that discusses the airfare movement in the Indian domestic market. This paper is probably one of the early attempts that discusses the airfare movement in the context of the Indian domestic airline market.
In this paper, we plan to address the following questions:
1 Do all airlines demonstrate an increasing trend in a substantial competitive state when we move across the booking profile (say from 60 days prior to departure to day of departure)?
2 Can this increasing trend across all airlines be captured by a multiple regression analysis? To what extent can the effect of the day of the week be explained by this regression analysis?
3 If the time along the booking profile can be grouped into different time windows, is there a significant group effect that can be explained by the regression model?
4 To what extent can the variation across the airfares across the booking profile be explained by a negatively sloped linear function of time (expressed as the number of days to departure)? To what extent can average airfare across all sectors be expressed by this function of time?
This paper is organised as follows. In Section 2, we review literature on the dynamic pricing mechanism. Section 3 provides the data sources. Section 4 explains the price movement analysis on selected five origin destination cities. In this section, we introduce three different models to capture price movements. In the first model, we develop a pooled ordinary least square analysis. In the second model, regression analysis with a dummy variable (the day of departure effect) is developed. In the third model, the same analysis is done for time effect. The selected results of the three models are also provided in this section. The weekend effect in the airline pricing model is discussed in Section 5.
In the later part of this section, we explain the results and data analysis of the weekend effect. In Section 6, we indicate the usefulness of the study to customers (passengers), service providers (airline companies) and regulators. In Section 7, we draw some conclusions about the nature of the Indian domestic airline industry.
Literature review
While looking at the survey of literature, we find that there are three important areas that can be studied. The first deals with the pricing strategy. Borenstein and Rose (1994) , Stavins (2001) and Shapiro (2007, 2009 ) empirically studied the relationship between market competition and price dispersion with cross-sectional data. Dynamic pricing strategies are driven by customer dynamics rather than price discrimination over an existing set of customers (McAfee and Velde, 2007) . In a competitive market with uncertain aggregate demand where firms pre-commit to a capacity, equilibrium price is determined by the airline market demand and supply (Talluri and van Ryzin, 2004) . Often, in an oligopolistic market, irregular pricing strategies help firms to avoid price wars with their competitors, while price dispersion is often an outcome of uncertainty in demand with higher capacity costs (Dana, 1998) . Hernandez and Wiggins (2008) studied the non-linear pricing behaviour of the US airline industry. They found that there is a negative correlation between market concentration and price dispersion. The second area discusses competition and price discrimination. Gallego and van Ryzin (1994) discussed the inter-temporal price discrimination approaches from a Revenue Management perspective. Hazledine (2006) empirically worked on the price discrimination strategies of homogenous products where the firm had charged according to the consumers' willingness to pay and in this competitive market structure, average prices were independent of price discrimination strategies. Escobari and Gan (2007) studied price dispersion where capacity costs are higher with uncertain demand. They used US airline data and observed that the second degree price discrimination is applicable when offering advanced discounts on purchase.
The third area deals with competition, pricing strategy and price movement along the booking profile. Piga and Bachis (2007) examine the daily change in airfares for FSCs as well as LCCs. They conclude that each airline's price distribution tends to rise as the departure date comes closer. Mantin and Koo (2010) extended their airfare dispersion studies by introducing the time effect and the weekend effect. A similar airfare dispersion study was done by Obermeyer et al. (2013) in European airline markets. In their study, they established that efficient airlines were better able to differentiate airfares compared to their inefficient counterparts. Looking at the literature search, we find that although studies have been conducted in the European and US market, no work has been done on the price movement of competing airlines in the Indian context where airline traffic and tourist traffic is increasing at a very high rate. We found that there is hardly any published literature in this sector. Hence we decided to take up this study.
Data source
Our airfare data collection process is divided into two different datasets. In the first dataset, we have collected the minimum airfare data (for the economy class), airline wise, on five origin destination cities, and in the second dataset, we collected the minimum airfare data from 69 domestic airline routes across India (for the economy class). We divide our analysis into two parts. In the first part, we analyse the price movement analysis model on the selected five origin-destination cities across different competing airlines. In the second part, we study the weekend effect on the average prices on the selected 69 domestic air routes across India.
The data of daily economy class airfares of 31 departure dates (1-31 December, 2012) has been collected for selected city pairs from a popular travel website (www.yatra.com). We collect the one way minimum airfare for all the airlines operating on that particular route from 60 days prior to each departure date. We collect distance data (in km) between two origin-destination airports from Google Map (www.google.com). There are six main airlines operating in the Indian domestic air-routes -Airline 1, Airline 2 and so on. Airlines 1, 2, 3 and 6 are private LCCs that operate in almost all the routes in our sample study. Airline 4 is a government regulated FSC airline which has the maximum coverage all over the country. Airlines 3 and 5 are under the same private company, but Airline 5 is an FSC airline while Airline 3 faces intense competition from LCCs.
Price movement analysis model on selected five origin-destination cities
On the basis of the fundamental principles of economics, we can assume that demand from passengers who choose an airline depends on the prices of the airline, prices of competing airlines and other factors like day of the week, number of days to departure and so on. Owing to confidentiality issues, no airline in India is willing to provide such actual booking data. Since we could not get the reservation data, we decided to do the study with only airfares of the 31 departure days (1-31 December, 2012) . A priori, we expect fares of flights departing in the same time window to compete with each other. Thus, we see how the fare of one flight changes as the fares of the other competing airlines change. We do a panel data analysis on the selected five origin-destination cities with 31 cross sections. We take 31 departure days (1-31 December, 2012) and 60 observations for each of the 31 departure days. We develop four different models for each route separately to check for cross-sectional and time effects. The model formation and the corresponding explanations of the four different models are provided below. For all j ∈ J, r ∈ R.
The models
γ n,r : Coefficient of dummy variable nth time effect for route r. For all n ∈ N, r ∈ R.
Variables: Dd n,r : Dummy variable of nth time effect for route r. For all n ∈ N, r ∈ R.
Model 1: Pooled ordinary least squares analysis
Model 2: Dummy variable for the day effects
A particular cross section might have a higher intercept. In this case, this would imply that the average fare for a particular flight is high on a particular departure day. A priori, we expect this to be true on a weekday. So we have taken Saturday to be the reference category.
For all, ,
e.g., D sun,1 = 1 for departure day Sunday for the Route 1 and 0 otherwise. A positive and significant δ m,r would indicate that on the mth departure day, average fare is higher than that on Saturday (benchmark category) for route r.
Model 3: Time effects
We expect airfares to rise as the day of departure comes closer. To check this, we plot the data (days prior to departure against flight fares for all the flights for each route) and note the critical points where fares jump. We then divide the time (day prior to departure) horizon into five parts according to the airfare changes, assign a time dummy for each part, and then perform a regression analysis of each flight fare on other flight fares and time dummies for each route.
For all ,
Here we consider time break Dd 5,r as a benchmark category. A positive and statistically significant dummy will indicate an increase in fares corresponding to that time period. In the following section, as we move from Model 1 to Model 2, we analyse price movements in depth. In Model 3, we discuss the price movement along with prior departure days (time) effect.
Results and data analysis on five selected origin-destination cities
In this section, we analyse the first three questions outlined in Section 1. As described in Section 4, three sets of estimation have been done for each route. In this section, we have used the first dataset (where we have collected the minimum airfare data airline-wise of five randomly selected origin-destination cities). The characteristics of the routes and fare statistics are summarised in Table 1 .
Thus, Route 1 is the shortest and this route is operated by three LCC service providers, namely Airline 1, Airline 2, Airline 3 and one government operated FSC namely Airline 4. Route 2 is the longest route. Route 4 is the busiest route. Route 3 is a short distance busy route while Route 5 is a long distance busy route. In our study, we take only non-stop flights from origin to destination cities. These five routes are operated by both LCCs and FSCs. These carriers are operated by both private airlines and government airlines. The details about the airlines' operations are shown in Table 2 . Now, we apply the three models mentioned in Section 4.1 to the selected five routes mentioned in Table 2 . We provide the best result of each combination of routes for each model and analyse the results according to the competing airlines' pricing behaviour by introducing different categorical variables.
In the following, we define P a1 , P a2 , P a3 , P a4 , P a5 and P a6 as the airfare of Airline 1, Airline 2, Airline 3, Airline 4, Airline 5 and Airline 6, respectively. Nature of the cities is mentioned within the brackets. 
Model 1: Pooled ordinary least squares analysis
In this model, we answer the first question described in Section 1 and provide the results of Route 4. We have used the first dataset (where we have collected the minimum airfare data airline wise of five randomly selected origin destination cities). Here, we take the airfare of Airline 1 (LCC and private airline) as a dependent variable, and the airfares of Airline 2, Airline 3, Airline 4, Airline 5 and Airline 6 are the independent variables. That is, the airfare of Airline 1 (of Route 4) is explained by the respective competitive airlines' airfares (of Route 4). The regression result of the model is given in Table 3 . The independent variables of this model are significant, and the overall model is also significant. The airfare of Airline 4 (FSC, government) is positively explained by Airline 2, Airline 3, Airline 4 and Airline 5 but the airfare of Airline 6 (LCC, private) has a negative impact on Airline 1's airfare. Thus, the changes in the airfare of Airline 2, Airline 3, Airline 4 and Airline 5 have a significant impact on the airfare of Airline 1 and the corresponding fare changes indicate a high degree of competition but the airfare of Airline 6 has a significantly lesser impact on the airfare of Airline 1 compared to other competitive airlines' airfares.
In Table 4 , we present a few selected results of other routes, namely, Route 1, Route 2, Route 3 and Route 5 (excluding Route 4). The dependent variable for the route 1 is airfare of Airline 1, the dependent variable for Route 2 is the airfare of Airline 3, the dependent variable for Route 3 is airfare of Airline 4 and so on For each route's coefficients of the independent variables have significant contribution on the dependent variable and has competitive influence on the dependent variable as shown in Table 1 . On the basis of the above results, we find that there is strong competition on the price movement across the booking profiles among most of the competitive airlines for each route. This can be explained by the fact that when one airline reduces the price for a particular route, other competing airlines follow suit. In other words, the degree of application of revenue management strategy may be relatively same for all competing airlines for each route. The sign of the constant terms (β 0 values) are not consistent in every regression; in most of the cases there is a strong positive correlation among the prices of competing airlines. Route wise correlations among the competitors' airfares are shown in Tables A1-A5 (Appendix). The price movement of Airline 4 is little different than the other four airlines in different routes. This may be owing to the fact, this airline is FSC and its customers are PSU (public sector unit) executives (who are employers and they may not have so much sensitive to price increase). So it may be possible that when one LCC airline reduces price, may be all other airline reduces price, but not Airline 4.
In the next part, we describe the day of the week effect on the departure day.
Model 2: Dummy variable for day of the week effects
In this model, we describe to what extent the effect of the day of the week is explained (as mentioned in the second question in Section 1) by providing the results of Route 2. We have used the first dataset (where we have collected the minimum airfare data airline wise of five randomly selected origin-destination cities). We assume the airfare of Airline 4 (FSC and government) to be a dependent variable and the airfare of Airline 1, Airline 2, Airline 3, Airline 5 and the 'day of departure' variable (Sunday, Monday, Tuesday, Wednesday, Thursday and Friday) as the independent variables. The regression results of Model 2 are given in Table 5 . In this model, we examine competitive pricing behaviour with days (day of departure) effect. We consider Saturday as a benchmark category. In the above model, all the variables are significant and the overall model is also significant. In Table 5 , we observe that the delta (δ m,r ) coefficients are all negative. To understand this better, we tabulate four such regression models and try to show the results in Table 6 . We find that on three of the four routes, the price of an airline ticket on Sunday is higher than on any other day. Similarly the prices on weekdays are lower than those on Sunday. As Saturday is the benchmark category, in a given week, the prices of weekend tickets are higher than those on weekdays. This is evident from the fact that the delta coefficients for the four regression models are negative for all days of the week (or Monday to Friday) and most of these are significant. Their effects are different for different routes and different airlines, but they are all negative. This can be explained by two factors. First, as the demand is low on Sunday, to break-even, the airline has to charge higher prices than on any weekday to make profit. Second, the number of aircraft available is fewer and hence the routes served are less. Therefore, anybody planning to travel on weekends may have fewer choices and may not opt for weekend travel. This may further reduce the demand on the weekend. So we may argue that weekend fares are higher than weekday fares. This strengthens our conclusion (Model 1) that the price movements of one airlines is across airlines correlated with all other airlines and shows that the day of departure has an impact on the airfare. 
Model 3: Time effects
In this model, we answer the third question raised in Section 1. For this analysis, we use the first dataset (where we have collected the minimum airfare data airline-wise of five randomly selected origin-destination cities). Here, we discuss the results of Route 2 by applying Model 4 (Section 4). We consider the airfare of Airline 1 as a dependent variable. The regression results of Model 4 are provided in Table 7 . The above results (Table 7) partially capture the increasing behaviour of airfare movements when the day of departure comes closer and closer. In Table 8 , we present a few selected results of other routes excluding Route 2 and we get the similar conclusion as in Table 7 . From this section, we conclude that when we move along the booking profile, there is a strong positive correlation between the airfare of one airline and that of its competing airlines in the same route. We can also find that for any airline prices the following conclusion holds true for the gamma coefficients for all routes. We may recall the definition of time break -time break 1 defined as prior departure days 1-7, time break 2 defined as prior departure days 8-15, time break 3 defined as prior departure days 16-30 and time break 4 defined as prior departure days 31-45. Hence, we can say that as we move across the booking profile, the prices increase. The time effect model explains that close to the day of departure, the airfare dynamically increases and there is more competition among the airline operators for each route.
Weekend effect in airfare pricing on the Indian domestic airlines market
In this section, we extend our study with the introduction of time (days prior to departure) effect and day (days of the week) effect. This study has been conducted on the selected 69 domestic airline routes across India for a period of 60 days. We now answer the fourth question that is stated in Section 1. Here we study the time effect and day of the week effect on the average airfare of Indian domestic airlines. The dependent variable, average price, represents average prices of selected routes across the Indian domestic airline market, collected 60 days prior to departure. In our analysis, we consider Saturday and Sunday (collectively) as a weekend variable. The different day variables are treated as a dummy variable and the time variable represents days before departure. Here, we introduce one more time variable in the square of time form. In our model, we assume day of departure, Friday, as a benchmark category. Therefore, our detailed projected model is shown below.
The model
Model 4 Other days' dummy variables are defined accordingly.
Friday is the benchmark category and the dummy variable Weekend is developed by combining departure day -Saturday and Sunday.
Results and data analysis of weekend effect
The following analysis has been done based on the 69 routes' domestic airfares across India. In this model, we have adjusted Friday as a benchmark category. The estimated result of Model 4 has been shown in Table 9 . On the basis of the results in Table 9 , we find that 'Average Prices' are negatively influenced by time and day of the week and positively influenced by square of the variable. The square of time has a much smaller slope effect than time. All independent variables are statistically significant. From the above result, we find that the Average prices of Monday, Tuesday, Wednesday and Thursday are lower than the average prices of Friday. Furthermore, the Average prices of Weekend (Saturday and Sunday) are higher than the average prices of Friday. Additionally, we can also state from this analysis that weekend prices are higher than the weekday prices. This has been explained in our earlier section and this equation also confirms that. In Table 10 , we present a comparison between our study and an earlier publication by Mantin and Koo (2010) . Mantin and Koo's (2010) study considers Thursday as a benchmark category whereas we consider Friday as the benchmark category. The relationship between Average Price (airfare) and Time variables (days prior to departure) remains similar in both the studies. Here are some points that we would like to highlight.
1 In both studies, the β 0 coefficients are positive and significant.
2 In both studies, the time coefficients (β 1 ) are negative and significant.
3 In both studies, the coefficients of weekend effects (β 7 ) are positive. But, in our study, the weekend coefficient has a significant effect on Average Price whereas Mantin and Koo's (2010) study shows an insignificant effect on Average Price.
Furthermore, we break the weekend variable into Saturday and Sunday and run the regression. We compare this result with Mantin and Koo's (2010) result (Table A6 ). The conclusion remains the same as we have discussed earlier.
Perhaps, the weekend airfares are higher than weekday airfares because of the fact that airlines do not work with their full fleet of operations on weekends. As the capacity (or number of flights) is reduced, the prices are increased. Thus, price sensitive passengers purchase their air tickets early and may prefer to travel on a weekday than on a weekend. It has been established that there is an increasing dynamic price movement as the departure day gets closer. So, most of the Indian domestic airline service providers apply RMDP strategies. These operators are either FSCs or LCCs and their conventional pricing strategies are different (Pels and Rietveld, 2004) . As a result, there exists price dispersion among competing service providers.
Relevance of this research to stakeholders
This analysis can be useful to all the stakeholders (passengers, new entrants, etc.) that are crucial to airlines. First, the existing competing airline operators can identify the degree of competition and set their airfare according to the market demand and segment the airfare market based on weekdays and weekends with respect to days prior to departure. The airfares become very high one or two days before the Diwali festival in November. In India, the Director General of Civil Aviation (DGCA) is the nodal regulatory agency. The DGCA can use this study as a reference to control unusual increases in airfares.
Second, this will help both, existing and new airline companies, to understand their competitor's price behaviour. Third, it may be useful for price sensitive passengers when they are taking their decision to buy their air ticket. If this rule is strictly regulated by the DGCA, the airline can increase and decrease prices according to the demand, but only up to a certain limit.
Conclusion
Each route is characterised by its own significant route characteristic behaviour and the competing airline operators set their prices according to these route characteristics. The overall average airfare movements are affected by the days (day of departure) and time (days prior to departure). These features prove that the application of RMDP is a common practice in the Indian domestic airline industry.
From our study, we can conclude that the pricing (airfare) movement depends on the airfare competition (strategies) and every competing airline applies RMDP strategies. This is an exploratory study of the Indian domestic airline industry based on the selected air routes based on the date of departure (1-31 December, 2012). The conclusion which we have drawn may be more concrete if we do a similar study for different time intervals with exact booking data. We can then develop each airline's market demand function as a function of the 'quantity of demand' and the 'competitors' price'. 
