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ONE RELATOR QUOTIENTS OF GRAPH PRODUCTS
YAGO ANTOLI´N AND ADITI KAR
Abstract. In this paper, we generalise Magnus’ Freiheitssatz and solution to the
word problem for one-relator groups by considering one relator quotients of cer-
tain classes of right-angled Artin groups and graph products of locally indicable
polycyclic groups.
1. Introduction
The word problem for a finitely presented group is the decidability problem of
determining whether two words represent the same element. It was Max Dehn who
proposed the three fundamental problems of infinite group theory, the word problem,
the conjugacy problem and the isomorphism problem and proved that the word and
conjugacy problems are solvable in the fundamental groups of closed surfaces of genus
≥ 2. A remarkable theorem of Magnus’ generalises Dehn’s result to establish that
the word problem is solvable for any group that may be defined via a presentation
involving only one relator. In this paper, we generalise Magnus’ solution to the word
problem for one-relator groups by considering one relator quotients of right-angled
Artin groups and graph products of locally indicable polycyclic groups.
Let Γ = (V,E) be a graph with vertex set V and edge set E. The right-angled
Artin group associated to the graph Γ is defined by
AΓ := 〈V | [u, v] = 1 ∀ (u, v) ∈ E〉.
In the literature, right-angled Artin groups are often also called graph groups or
partially commutative groups. If Γ is the complete graph on V , then AΓ ∼= Z
n and
the rank n is equal to the cardinality |V | of V . In the other extreme, we have the
non-abelian free group of rank |V |, which is the right-angled Artin group associated
to the totally disconnected graph with |V | vertices. For a subset U ⊂ V , we denote
by ΓU the subgraph of Γ spanned by U . Recall that the inclusion ΓU → Γ induces an
natural injective map AΓU → AΓ. In this paper, we consider one-relator quotients of
a special class of right-angled Artin groups.
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Definition 1.1. A graph L is called starred if it is finite and has no incidence of
full subgraphs isomorphic to either C4, the cycle of length 4, or L3, the line of length
three. A right-angled Artin group is said to be starred if its defining graph is starred.
For us, the important feature of connected starred graphs is the following: Droms
showed (see [4, Lemma]) that every such graph has a node: a node is a vertex which
is adjacent to every other vertex. For a starred graph we define N = N(Γ) = {v ∈
V Γ : v is a node of Γ}, the set of nodal vertices. In particular ΓV−N is disconnected.
A subset U of V spans a sub-star of Γ if ΓU is spanned by N and some connected
components of ΓV−N .
For a groupG and g ∈ G, we write G/〈|g |〉 to denote the quotient of G by the normal
closure of g in G. Our main interest lies in one relator quotients of right-angled Artin
groups and in this spirit we obtain the theorem below.
Theorem A. Let AΓ be a starred right-angled Artin group and let g be an element
of AΓ. Let N be the set of nodal vertices of V and G := AΓ/〈|g |〉. Then
(i) the word problem is solvable in G;
(ii) if U ⊂ N and g 6∈ AΓU , then AΓU naturally embeds in G;
(iii) if U spans a sub-star, and g is not conjugate to an element of AΓU then AΓU
naturally embeds in G.
Right-angled Artin groups are a special case of graph products, a more general
construction. Let Γ be a simplicial graph and suppose that G = {Gv | v ∈ V Γ} is a
collection of groups (called vertex groups). The graph product ΓG, of this collection
of groups with respect to Γ, is the group obtained from the free product of the Gv,
v ∈ V Γ, by adding the relations
[gv, gu] = 1 for all gv ∈ Gv, gu ∈ Gu such that {u, v} is an edge of Γ.
Given a graph product G := ΓG and a full subgraph Λ of Γ, we denote by GΛ the
graph product Λ{Gv | v ∈ V Λ}. It is known that the natural map GΛ → G induced
by the inclusion of Λ in Γ is injective.
The graph product of groups is a natural group-theoretic construction generalizing
free products (when Γ has no edges) and direct products (when Γ is a complete
graph) of groups Gv, v ∈ V Γ. Graph products were first introduced and studied by
E. Green in her Ph.D. thesis [5]. Green considered one-relator quotients of right-
angled Artin groups and asked if there exists some form of a Freiheitssatz for these
groups. Theorem A (iii) gives a Freiheitssatz for this family of groups. Green did not
consider the word problem for one relator right-angled Artin groups.
Theorem A(i) is a special case of Theorem B below, in which we give a solution to
the word problem for one relator quotients of graph products of poly-(infinite cyclic)
groups. Recall that a group is poly-(infinite cyclic) if there is a finite length subnormal
series in which all the factor groups are infinite cyclic. Clearly, poly-(infinite cyclic)
groups are locally indicable. Recall that a group G is locally indicable if every non-
trivial finitely generated subgroup of G has an infinite cyclic quotient.
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Theorem B. Let Γ be a starred graph and G = {Gv | v ∈ V Γ} be a family of poly-
(infinite cyclic) groups. Let g ∈ G := ΓG. Then, the word problem of the one-relator
quotient G/〈|g |〉 is solvable.
Statements (ii) and (iii) of Theorem A do not generalise to graph products of
poly-(infinite cyclic) groups and to illustrate this, an example is given in section 5.
In Theorem C below, we establish a Freiheitssatz for one relator quotients of groups
of the form (A×C)∗C (B×C), where A and B are locally indicable. Theorem C plays
a crucial role in the proof of Theorem A. Algorithmically locally indicable groups are
defined in Section 2.
Theorem C. Let A,B and C be groups and G := (A × C) ∗C (B × C). Let w ∈ G
and suppose that it is not conjugate to an element of A×C nor of B ×C. Then the
following hold.
(i) (Freiheitssatz) If A and B are locally indicable, then the natural map (A ×
C)→ G/〈|w |〉 is injective.
(ii) (Membership problem) If moreover A and B are algorithmically locally indi-
cable; then the membership problem for A×C is solvable in the group G/〈|w |〉.
When C is trivial, Theorem C(i) is the local-indicability Freiheitssatz (indepen-
dently proved by Brodskii [3] and Howie [6]) and Theorem C(ii) is a strengthening
of a result of Mazurovskii [9]. It is worth remarking here that the Freiheitssatz
fails in general for direct products; for example, in the one-relator quotient of
G = 〈 a, b | 〉 × 〈 c, d | 〉/〈|ac−1 |〉, the natural map 〈 a, b | 〉 → G is not injective.
Since (A×C) ∗C (B ×C) ∼= (A ∗B)×C, Theorem C(i) also provides a Freiheitssatz
for direct products as follows.
Corollary 1.2. Let A and B be two locally indicable groups and C any group. If
g ∈ (A ∗B)×C is not conjugate to an element of A×C or B ×C then C naturally
embeds in the one-relator quotient ((A ∗B)× C)/〈|g |〉.
The word problem for one relator quotients of direct product of groups is much
simpler.
Proposition 1. Let A and B be two recursively presented groups and a ∈ A and
b ∈ B such that the word problem is solvable in A, A/〈|a|〉, B and B/〈|b|〉. Then the
word problem is solvable in G = (A× B)/〈|(a, b)|〉.
Proposition 1 greatly enlarges the class of one relator graph products with solvable
word problem and combined with Theorem B, Proposition 1 provides the Corollary
below.
Corollary 1.3. Let A and B be two starred graph products of poly-(infinite cyclic)
groups. Then, for all g ∈ A×B, (A×B)/〈|g |〉 has solvable word problem.
Notation 1.4. Let x, y be elements of a group G. We denote the commutator of x
and y by [x, y] := xyx−1y−1 and xy := y−1xy. Similarly, for X, Y ⊂ G, XY := {xy :
x ∈ X, y ∈ Y }.
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The paper is organized as follows: In section 2 we introduce the concept of algorith-
mically locally indicable groups and show that chordal graph products of poly-(infinite
cyclic) groups have this property. In section 3 we prove Theorem C, in section 4 we
prove Proposition 1 and finally, Theorems A and B in section 5.
2. Algorithmic Local Indicability
Higman called a group G locally indicable if every non-trivial finitely generated
subgroup of G has an infinite cyclic quotient. As we wish to employ local indicability
for solving word problems, we require a computable form of Higman’s notion. In this
section, we define the notion of algorithmic local indicability which plays a crucial
role in Theorems A, B and C. We show that a graph product of poly-(infinite cyclic)
groups is algorithmically locally indicable.
We say that the uniform membership problem is solvable in a group G (also known
as generalized word problem) if there exists an algorithm which, given any finitely
generated subgroup H ≤ G and an element g ∈ G, decides whether g belongs to H
or not.
Definition 2.1. A group G is said to be algorithmically locally indicable if
(1) the uniform membership problem is solvable in G, and
(2) there exists a computable surjection from every finitely generated subgroup
of G to the integers, i.e. there is an algorithm which, given any finite subset
{w1, . . . , wk} ⊂ G that generates a non-trivial subgroup H in G, produces a
list of integers {n1, . . . , nk} with the property that mapping each wi to the
corresponding ni defines an epimorphism of H onto Z.
Examples. 1.) Abelian and non-abelian free groups are algorithmically locally in-
dicable. The abelian case follows easily from the fundamental structure theorem for
finitely generated abelian groups. If F is a non-abelian free group, then we know
the uniform membership problem is solvable in F from [8]. Now let g1, . . . , gn ∈ F
and let H = 〈g1, . . . , gn〉 be the subgroup that they generate in F . Perform Nielsen
transformations to obtain a (Nielsen reduced) basis for H . Now there are many ways
to define an epimorphism from H onto Z!
2.) The right-angled Artin group associated to C4 is a direct product of two non-
abelian free groups of rank 2. Mikhailova showed in [10] that the uniform membership
problem is not solvable in F2 × F2. Hence this group is locally indicable but is not
algorithmically locally indicable.
A graph L is chordal if it is finite and every cycle of length at least 4 has a chord,
i.e. an edge joining two non-adjacent vertices of the cycle. Notice that every starred
graph is chordal.
Proposition 2.2. Let Γ be a chordal graph, G = {Gv | v ∈ V Γ} a family of poly-
(infinite cyclic) groups. Then G := ΓG is algorithmically locally indicable.
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We remark that chordal graph products of poly-(infinite cyclic) groups is the larger
family of graph products for which the uniform membership problem is solvable. In
the particular case of starred right-angled Artin groups, this was implicit in the proof
of Droms [4, Theorem] when he proves that all subgroups of starred right-angled
Artin group are starred.
To prove the proposition above, we need a few lemmas.
Definition 2.3. A short exact sequence of groups 1 → K
φ
→ G
ψ
→ H → 1 is said to
be algorithmic if:
(i) the groups K, G and H and the morphisms φ and ψ are given to us in an
algorithmic way; i.e. we can effectively operate in K, G and H , and compute
images under φ and ψ,
(ii) we can solve the word problem in K and H ,
(iii) given g ∈ G, such that ψ(g) = 1 we can find k ∈ K such that φ(k) = g.
Lemma 2.4. Let K,H be two groups which satisfy property (2) of Definition 2.1.
Let 1 → K
φ
→ G
ψ
→ H → 1 be an algorithmic short exact sequence. Then G satisfies
property (2) of Definition 2.1.
Proof. Given {g1, . . . , gn} in G we can compute its image in H under ψ. Since the
word problem in H is solvable we can decide whether or not 〈ψ(g1), . . . , ψ(gn) 〉 is
the trivial group. If {ψ(g1), . . . , ψ(gn)} generates a non-trivial subgroup, then the
algorithm of H produces a computable epimorphism from 〈ψ(g1), . . . , ψ(gn) 〉 to Z.
Composing with ψ we obtain our computable epimorphism from 〈 g1, . . . , gn 〉 to Z.
If 〈ψ(g1), . . . , ψ(gn) 〉 is trivial, then ψ(gi) = 1 for each i = 1, . . . , n and for each i,
we can find a unique ki ∈ K such that φ(ki) = gi. Observe that the injective map
φ restricts to an isomorphism of 〈 k1, . . . , kn 〉 with the subgroup of G generated by
the gi. Since the word problem in K is solvable, we can decide if all of the ki are
trivial or not. If at least one of the ki’s is non-trivial in K, then the algorithm in K
produces a computable epimorphism from 〈 k1, . . . , kn 〉 to Z which furnishes us with
the required epimorphism. 
We will repeatedly use the following lemma in the rest of the paper.
Lemma 2.5. The free product of two algorithmically locally indicable groups is algo-
rithmically locally indicable.
Proof. Let A and B be algorithmically locally indicable groups and let S be a
nonempty finite set of words in A ∗B. Mikhailova provides a solution to the uniform
membership problem for free products in [11] and so we need to verify property (2)
of Definition 2.1. First we write each element of A∗B in normal form: every element
w 6= 1 of the free product A ∗B can be uniquely expressed as a product w = g1 . . . gk
such that each gi 6= 1, each gi belongs to one of the factors A or B and successive gi,
gi+1 are not in the same factor. In particular, we can effectively compute the image
of every g ∈ G in A× B under the natural quotient map pi : A ∗B → A×B.
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Recall that in each factor one may decide if a given word is trivial and then we can
decide if a word is trivial in A × B. Let K = ker pi and recall that [12, Prop. I.1.4]
says that K is free with basis {[a, b]±1, a ∈ A, b ∈ B}. Therefore K is algorithmically
locally indicable. Denote by φ the natural inclusion of K → A ∗B.
Note that a1b1a2b2, ai ∈ A, bi ∈ B can be rewritten as
a1a2b1b2[(b1b2)
−1, a−12 ][a
−1
2 , b
−1
2 ] and one can further prove using induction that
a1b1 . . . akbk is precisely
a1 . . . akb1 . . . bk
(
k−1∏
i=1
[(bi . . . bk)
−1, (ai+1 . . . ak)
−1][(ai+1 . . . ak)
−1, (bi+1 . . . bk)
−1]
)
Therefore any element a1b1 . . . akbk of A∗B that lies in the kernel K (i.e. a1 . . . ak =
1 and b1 . . . bk = 1) may be rewritten as a product of commutators of the form
[a, b]±1, a ∈ A, b ∈ B. That is, for every g ∈ A∗B, pi(g) = 1, we can compute a k ∈ K
(as a word in the free basis of K) such that φ(k) = k.
In other words, we have proved that 1→ K
φ
→ A∗B
pi
→ A×B → 1 is an algorithmic
short exact sequence and now the lemma follows from Lemma 2.4 that A ∗B satisfy
the condition (2) of Definition 2.1.

Corollary 2.6. Poly-(infinite cyclic) groups are algorithmically locally indicable.
Proof. The uniform membership problem is shown to be solvable for polycyclic groups
in [2]. To verify that condition (2) of Definition 2.1 holds, one proceeds by induction
on the Hirsch length of the polycyclic group and repeatedly applies Lemma 2.4. 
Lemma 2.7. Let Γ be a simplicial graph and G = {Gv | v ∈ V Γ} a family of groups
that satisfy property (2) of Defintion 2.1. Then G := ΓG satisfies property (2) of
Defintion 2.1.
Proof. Let S = {w1, . . . , wk} 6= {1} be a finite collection of words from G and let H
be the subgroup generated by S in G. The general case reduces to the situation when
Γ is finite. This is because for infinite Γ, the finite set S involves a finite subset Λ of
Γ. Moreover, GΛ is a retract of G. Once we have a computable epimorphism of the
subgroup generated by S in GΛ, composing with the canonical surjection G→ GΛ, we
get the required computable epimorphism from H onto Z. Therefore we may assume
that the defining graph Γ is finite.
We now proceed by induction on the size of its vertex set |V |. If |V | = 1 then
G ∼= Gv, v ∈ V and there is nothing to prove. Fix v ∈ V and consider Λ, the full
subgraph of Γ with vertex set V − {v}. Also, the normaliser of Gv in G is precisely
Gv×GLk(v), here Lk(v) is the link of v in Γ, that is the full subgraph of Γ whose vertex
set are vertices adjacent to v. It is now easy to see that G ∼= (Gv ×GLk(v)) ∗GLk(v) GΛ
and using Bass-Serre theory, we deduce that 〈GGv 〉, the normal subgroup generated
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by Gv, is a free product of ∗t∈TG
t
v, where T is in one-one correspondence with cosets
of Gv ×GLk(v) in G. Our graph product G fits into the split short exact sequence:
(1) 1→ 〈GGv 〉
i
→ G
pi
→ GΛ → 1.
Using normal forms for graph products, we can solve the membership problem for
Gv × GLk(v) in G. Hence, one can easily choose minimal length representatives for
cosets of Gv×GLk(v) in G. Then we can compute the normal forms in the free product
decomposition of 〈GGv 〉 of pre-images of elements of G mapping to 1 in GΛ and, by
Lemma 2.5, 〈GGv 〉 satisfies property (2) of Definition 2.1.
Note that, using normal forms, i and pi in (1) are given in an algorithmic way.
Hence (1) is an algorithmic short exact sequence. Moreover, by induction hypothesis,
property (2) of Definition 2.1 holds for GΛ. Therefore, the lemma follows from Lemma
2.4. 
Proof of Proposition 2.2. Let G be graph product of poly-(infinite cyclic) groups over
a chordal graph. Arguing as in [7, Corollary 1.3], one can prove that G is the funda-
mental group of a graph of groups (Y,G(−)), where Y is a tree and the vertex and
edge groups are polycyclic and so by [7, Theorem 1.1] the uniform membership prob-
lem is solvable. We need to verify property (2) of Definition 2.1. Since poly-(infinite
cyclic) groups are algorithmically locally indicable (Corollary 2.6), the proposition
follows from Lemma 2.7. 
3. Proof of Theorem C
The proof of Theorem C is similar to the one for free products and is based on
[1, 3]. We will repeatedly use the following fact.
Lemma 3.1. Let G = (A × C) ∗C (B × C). Then G ∼= (A ∗ B) × C and any
automorphism of A ∗B extends to an automorphism of G that fixes C.
Lemma 3.2. Let A be generated by (a1, . . . , ak) and let (z1, . . . , zk) ∈ Z such that
ai 7→ zi, i = 1, . . . , k extends to an epimorphism φ : A → Z. Let a ∈ A such that
φ(a) = 1. Let n > 0 be an integer and Â := A ∗〈 a=αn 〉 〈α| 〉, i.e. the group obtained
from A by adding an n-th root of a.
(i) If A is locally indicable, so is Â.
(ii) If A is algorithmically locally indicable, so is ker φ̂, where φ̂ : Â→ Z is defined
by φ̂(g) = n · g, g ∈ A and φ̂(α) = 1.
Proof. Let K := ker φ and K̂ := ker φ̂. The group K̂ acts on the Bass-Serre tree T of
A ∗〈 a=αn 〉 〈α| 〉. The intersection of K̂ with the conjugates of 〈α| 〉 is trivial and the
intersection of K̂ with conjugates of A is isomorphic to K. Then using Bass-Serre
theory
(2) K̂ = ∗g∈K̂\Â/A(K̂ ∩ gAg
−1) ∗ F
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where F is a free group. Since K̂\Â ∼= 〈α 〉 and αn ∈ A, we conclude that
{1, α, . . . , αn−1} is a transversal for the double cosets K̂\Â/A. Moreover, since
K̂ = 〈K,αKα−1, . . . , αn−1Kαn−1 〉, we conclude that F = 1.
If A is locally indicable, K is locally indicable and K̂ is locally indicable. Thus, Â
is an extension of locally indicable groups and hence locally indicable. This proves
(i).
To prove (ii) observe that for any element k ∈ K̂, we can effectively compute the
normal form of k in the free product (2). By Lemma 2.5, K̂ is algorithmically locally
indicable since it is a free product of algorithmically locally indicable groups. 
Lemma 3.3. Let A be a group and let a ∈ A. Suppose that the membership problem
for 〈 a 〉 in A is solvable. Then, for any group C, the membership problem for 〈 a, C 〉
is solvable in A× C.
Proof. The subgroup 〈 a, C 〉 is isomorphic to 〈 a 〉 × C and so an element (a0, c0) ∈
A× C belongs to 〈 a, C 〉 if and only if a0 belongs to 〈 a 〉, 
Theorem C. Let A,B and C be groups and G := (A × C) ∗C (B × C). Let w ∈ G
and suppose that it is not conjugate to an element of A×C nor of B ×C. Then the
following hold.
(i) (Freiheitssatz) If A and B are locally indicable, then the natural map (A ×
C)→ G/〈|w |〉 is injective.
(ii) (Membership problem) If moreover A and B are algorithmically locally indi-
cable; then the membership problem for A×C is solvable in the group G/〈|w |〉.
Proof. Since G ∼= (A∗B)×C, we can use the normal form of free products to express
the element w as a reduced word a1b1 . . . alblc, where ai ∈ A, bi ∈ B and c ∈ C. After
conjugation, if necessary, we can assume that ai 6= 1 6= bi for i = 1, . . . , l. The proof
proceeds by induction on l.
If l = 1, since w is not conjugate to an element of either A×C nor of B×C, both
a1, b1 are non-trivial. Moreover, A and B are locally indicable which implies that
〈 a1 〉 ∼= 〈 b1 〉 ∼= Z and 〈C, a1 〉 ∼= 〈C, b1c 〉 ∼= C × Z. The group G/〈|w |〉 is therefore
the amalgamated free product (A × C) ∗〈C,a1 〉=〈C,b1c 〉 (B × C) and (i) holds. Under
the hypothesis of (ii), the membership problem 〈 a1 〉 in A is solvable (resp. 〈 b1 〉 in
B) and so by Lemma 3.3, the membership problem for 〈 a1, C 〉 is solvable in A× C,
(resp. 〈 b1c, C 〉 in B × C). Hence, normal forms may be effectively computed in
G/〈|w |〉 view as an amalgamated free product and then, the membership problem for
A× C (and B × C) is solvable in G/〈|w |〉 and (ii) holds.
Suppose now that l is at least 2. Let A0 = 〈 a1, . . . al 〉, B0 = 〈 b1, . . . bl 〉 and
G0 = (A0 × C) ∗C (B0 × C) = 〈A0, B0 〉 6 G. If A and B are algorithmically locally
indicable, so are A0 and B0. To show (i), it is enough to show that (A0×C) naturally
embeds in G0/〈|w |〉, since then A×C naturally embeds in (A×C) ∗(A0×C) (G0/〈|w |〉).
To show (ii), assuming that (i) holds, it is enough to show that (A0×C) and (B0×C)
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have solvable membership problem in G0/〈|w |〉, since then we can compute normal
forms in
G/〈|w |〉 = (A× C) ∗(A0×C) (G0/〈|w |〉) ∗(B0×C) (B × C)
and in particular solve the membership problem for A×C and B ×C in G/〈|w |〉. So
we can assume from henceforth that A = A0, B = B0 and G = G0.
Since A and B are locally indicable, there exists epimorphism φA : A → Z and
φB : B → Z, and, since G ∼= (A ∗ B) × C, we can extend them to φ̂A : G → Z
and φ̂B : G → Z. For the proof of (ii) we can assume that φA, φB, φ̂A and φ̂B are
computable.
Case 1: φ̂A(w) = 0 or φ̂B(w) = 0. In this case we will assume that φ̂A(w) = 0.
Due to the asymmetry of this case, to cover all possibilities, we have to show that
A × C and B × C naturally embed in G/〈|w |〉 and that, under the extra hypothesis
of (ii), (A× C) and (B × C) have solvable membership problem in G/〈|w |〉.
Choose a ∈ A such that φ̂A(a) = 1. Let A˜ denote the kernel of φA and let H denote
the kernel of φ̂A. Then, writing B
i := a−iBai, we have
H = C × (A˜ ∗B0 ∗B−1 ∗B1 ∗B−2 ∗B2 ∗ . . . )
For p, q ∈ Z, p ≤ q let
H[p↑q] = A˜ ∗B
p ∗Bp+1 ∗ · · · ∗Bq 6 H.
For i = 1, . . . , l, let mi = φA(ai) and we rewrite ai as a
mi a˜i, where a˜i ∈ A˜. Since
φA(w) = 0, we can rewrite w as
(3) am1 a˜1a
−m1(am1b1a
−m1)am1+m2 a˜2 · · · (a
m1+···+mlbla
−m1−···−ml)c
Let µ = min{
∑j
i=1−mi : j = 1, . . . , l} and ν = max{
∑j
i=1−mi : j = 1, . . . , l}.
After conjugating w by a or a−1 we can assume that µ ≤ 0. If ν = µ then, since∑l
i=1mi = 0, we have that mi = 0 for i = 1, . . . , l, and hence φA is the constant map
0, a contradiction. Therefore, µ < ν, w ∈ H[µ↑ν] × C, and using normal forms, w is
not conjugate to an element of H[µ+1↑ν] ×C nor of H[µ↑ν−1] ×C. Moreover, since the
sequence (
∑j
i=1−mi : j = 1, . . . , l) is not constant, the number of times that it takes
the value µ (resp. ν) is strictly less than l. Then w as a word in the free product with
amalgamation (H[µ↑ν−1]×C)∗C (B
ν×C) and as a word in (H[µ+1↑ν]×C)∗C (B
µ×C)
has length less than l.
Since the free product of (algorithmically) locally indicable groups is (algorith-
mically) locally indicable, H[µ+1↑ν], H[µ↑ν−1], B
µ and Bν are (algorithmically) locally
indicable. Now, the induction hypothesis says that H[µ+1↑ν]×C and B
µ×C naturally
embed (resp. have solvable membership problem) in
(H[µ↑ν] × C)/〈|w |〉 = ((H[µ+1↑ν] × C) ∗C (B
µ × C))/〈|w |〉,
and H[µ↑ν−1] × C and B
ν × C naturally embed (resp. have solvable membership
problem) in
(H[µ↑ν] × C)/〈|w |〉 = ((H[µ↑ν−1] × C) ∗C (B
ν × C))/〈|w |〉.
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Assume that A and B are locally indicable. The conjugation by a in H induces an
isomorphism a : (H[µ↑ν−1] × C)→ (H[µ+1↑ν] × C) and G/〈|w |〉 is the HNN-extension
(4) G/〈|w |〉 =
〈
H[µ↑ν] × C
〈|w |〉
, a a(H[µ↑ν−1] × C)a
−1 = H[µ+1↑ν] × C
〉
Then (H[µ↑ν] ×C)/〈|w |〉 embeds in G/〈|w |〉. In particular B
0 ×C embeds in (H[µ↑ν] ×
C)/〈|w |〉, that is B × C embeds in G/〈|w |〉. Similarly A˜ × C naturally embeds in
G/〈|w |〉. To show that A× C naturally embed in G/〈|w |〉 suppose that x, y ∈ A × C
such that x ∈ y〈wG 〉 (i.e. x and y are equal in G/〈|w |〉), we have to show that x = y.
Since φ̂A(w) = 0, the map φ̂A : G → Z factors through G/〈|w |〉. Hence, x, y have
the same image under φ̂A and then y
−1x ∈ (A˜ × C) ∩ 〈wG 〉. Since A˜× C naturally
embed in G/〈|w |〉 the previous intersection is the trivial group and then x = y. This
completes the proof of (i) in Case 1.
Assume now that A and B are algorithmically locally indicable. Then, as noticed
before, the membership problem for H[µ+1↑ν]×C and H[µ↑ν−1]×C in (H[µ↑ν]×C)/〈|w |〉
is solvable. This means that normal forms in the HNN-extension (4) can be effectively
computed and we can solve the membership problem for A˜×C and B×C in G/〈|w |〉.
To solve the membership problem for A × C in G/〈|w |〉, take x ∈ G and y ∈ A × C
such that φ̂A(x) = φ̂A(y). Taking into account that φ̂A is constructible, given x ∈ G
we can compute such an y. Notice that x ∈ A × C if and only if xy−1 ∈ A˜ × C.
It follows that we can solve the membership problem for A × C in G/〈|w |〉. This
completes the proof of (ii) in Case 1.
Case 2: φ̂A(w) = m 6= 0 and φ̂B(w) = n 6= 0. Due to the symmetry of this case, we
only have to show that A×C embeds in G/〈|w |〉 and that, under the extra hypothesis
of (ii), A× C has solvable membership problem in G/〈|w |〉.
Subcase 2.1: B ∼= Z.
In this situation B = 〈 b 〉 and w = a1b
n1 · · · alb
nlc. It is important to notice that
no ni is equal to 0. Let n = φB(w) = n1 + · · ·+ nl.
Let Â be the group obtained from A by adding α, an nth-root of a, that is Â =
A ∗〈 a=αn 〉 〈α| 〉. We construct an epimorphism φÂ : Â → Z by setting φÂ(g) =
n · φA(g), for g ∈ A and φÂ(α) = 1. Let Ĝ = (Â × C) ∗C (B × C) = (Â ∗ B) × C.
We can extend φÂ to φ̂Â : Ĝ → Z. Under the hypothesis of (ii), both φÂ and φ̂Â are
computable epimorphisms. If m = φ̂A(w), we have that φ̂Â(w) = nm.
We define a map f : Â ∪ B ∪ C → Â ∪ B ∪ C by f(g) = g for all g ∈ Â ∪ C and
f(b) = bα−m. Clearly f extends to an isomorphism of Ĝ (also denoted by f). Then
f(w) = a1(bα
−m)n1 . . . al(bα
−m)nlc and φ̂Â(f(w)) = 0.
Note that, by Lemma 3.2, Â is still locally indicable, and, if A is algorithmically
locally indicable, so is A˜ = ker φÂ. Let H denote the kernel of φ̂Â, then
H = C × (A˜ ∗B0 ∗B−1 ∗B1 ∗B−2 ∗B2 ∗ . . . )
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where Bi := α−1Bαi. For p, q ∈ Z, p ≤ q let H[p↑q] denote A˜∗B
p∗Bp+1∗· · ·∗Bq 6 H .
We record the following
(5) If A and B are algorithmically indicable then so is H[p↑q].
Let mi = φÂ(ai) then ai = α
mi a˜i. To simplify notation, we will write
kb to denote
αkbα−k. We can rewrite f(w) as
f(w) = αm1a˜1(bα
−m)n1 . . . αml a˜l(bα
−m)nlc
= a′1(
k1,1b)ε1,1 · · · (k1,n1b)ε1,n1 . . . a′l(
kl,1b)εl,1 · · · (kl,nlb)εl,nl c
where a′i = α
ki,1 a˜iα
−ki,1 ∈ A˜, εi,j = ni/|ni| ∈ ±1, 1 ≤ i ≤ l and ki,j =
(∑i
p=1mp
)
−(∑i−1
p=1 nim
)
− (j − 1)n, if ni is positive and ki,j =
(∑i
p=1mp
)
−
(∑i−1
p=1 nim
)
− jm,
if ni is negative.
Let µ = min{ki,j : 1 ≤ i ≤ l, 1 ≤ j ≤ ni} and ν = max{ki,j : 1 ≤ i ≤ l, 1 ≤ j ≤ ni}.
Since for all i = 1, . . . , l, ni 6= 0 we have that
(6) {ki,j : 1 ≤ j ≤ ni} takes ni different values.
In particular µ < ν and the sequence (ki,j : 1 ≤ i ≤ l, 1 ≤ j ≤ ni) takes the value µ
(resp. ν) at most l times.
We claim thatH[µ↑ν−1]×C andH[µ+1↑ν]×C naturally embed in (H[µ↑ν]×C)/〈|f(w)|〉,
and under the hypothesis of (ii), these groups have solvable membership problem in
(H[µ↑ν]×C)/〈|f(w)|〉. Therefore we can argue as in Case 1: we have an HNN-extension
Ĝ/〈|w |〉 ∼= Ĝ/〈|f(w)|〉
=
〈
H[µ↑ν] × C
〈|f(w)|〉
, α α(H[µ↑ν−1] × C)α
−1 = H[µ+1↑ν] × C
〉
.(7)
and f(Â × C) naturally embeds in Ĝ/〈|f(w)|〉 and hence Â × C naturally embeds
Ĝ/〈|w |〉. Using the amalgamated free product splitting of Â it follows that A × C
embeds G/〈|w |〉.
Moreover, if A and B are algorithmically locally indicable, then under the conclu-
sions of the claim, the normal forms in the HNN-extension (7) are computable and
since φ̂Â is computable, we can conclude arguing as in the previous case, that the
membership problem for f(Â× C) in Ĝ/〈|f(w)|〉 is solvable. Hence the membership
problem for Â×C in Ĝ/〈|w |〉 is solvable. Since 〈 a 〉 has solvable membership problem
in A, the normal forms in the free product with amalgamation A∗〈 a=αn 〉 〈α| 〉 can be
effectively computed and the membership problem for A × C in G/〈|w |〉 is solvable,
as required.
We now need to proof the claim. We show only that H[µ↑ν−1] naturally embeds in
(H[µ↑ν] × C)/〈|f(w)|〉 and that under the hypothesis of (ii), this group has solvable
membership problem in (H[µ↑ν] × C)/〈|f(w)|〉. The corresponding proof for H[µ+1↑ν]
is similar.
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By (6) and the remark below, the sequence (ki,j : 1 ≤ i ≤ l, 1 ≤ j ≤ ni) takes the
values ν at most l times. Hence f(w) has length at most l in (H[µ↑ν−1]×C)∗C (B
ν×C).
If the length is strictly smaller than l, then by induction hypothesis H[µ↑ν−1] × C
naturally embeds in (H[µ↑ν] × C)/〈|f(w)|〉. Under the extra hypothesis of (ii) along
with (5), H[µ↑ν−1] is algorithmically locally indicable and by induction, H[µ↑ν−1] × C
has solvable membership problem in (H[µ↑ν] × C)/〈|f(w)|〉.
The remaining case is when f(w) has length l in the free product with amalgamation
(H[µ↑ν−1]×C) ∗C (B
ν ×C) and hence f(w) = h1(
νb)ε1 . . . hl(
νb)εlc, where εi = ±1. As
we may change f(w) to a conjugate or to its inverse, without loss of generality, we
can assume that ε1 = 1. We apply an automorphism φ to (H[µ↑ν−1]×C) ∗C (B
ν ×C)
that fixes H[µ↑ν−1] ×C and sends
νb to νbh−12 . Then φ(f(w)) has length less than l in
(H[µ↑ν−1]×C) ∗C (B
ν ×C) and by induction hypothesis, H[µ↑ν−1]×C = φ(H[µ↑ν−1] ×
C) naturally embeds in (H[µ↑ν] × C)/〈|φ(f(w))|〉 and hence, in (H[µ↑ν] × C)/〈|f(w)|〉.
Also, under the extra hypothesis of (ii) along with (5), H[µ↑ν−1] is algorithmically
locally indicable and by induction, H[µ↑ν−1] ×C has solvable membership problem in
(H[µ↑ν] × C)/〈|f(w)|〉.
Subcase 2.2: B arbitrary.
We first prove (i). The map φ̂B extends to a homomorphism pi from (A×C)∗C (B×
C) to (A×C) ∗C (〈 b 〉×C), for some b ∈ B. Then pi(w), which has length at most l,
is not conjugate to an element of A × C or 〈 b 〉 × C. We apply Case 1 and Subcase
2.1 to conclude that A×C naturally embeds in ((A×C) ∗C (〈 b 〉×C))/〈|pi(w)|〉, and
hence A × C naturally embeds in G/〈|w |〉. This completes the proof of (i) and from
now on, we may assume that (i) holds.
Recall that φ̂A(w) = m 6= 0 and φ̂B(w) = n 6= 0. In order to show (ii), let
ψ : A∗B → Z ∼= 〈 u| 〉 be defined by ψ(a) = nφA(a) for a ∈ A, and ψ(b) = −mφB(b),
for b ∈ B. Setting K = kerψ, we can regard A∗B as a semidirect product K⋊〈 u| 〉.
In particular, we can rewrite w as
(8) w = a˜1u
nm1 b˜1u
−mn1 · · · a˜lu
nml b˜lu
−mnlzc,
where a˜i, b˜i ∈ K and mi = φA(ai), ni = φB(bi) for i = 1, . . . , l. Since ψ is computable
and normal forms are easily constructed in free products, we have that
(9) for any given g ∈ K ⋊ 〈 u| 〉, we can decide whether or not g ∈ A.
Consider the group G1 = (A ∗ B ∗ 〈 z| 〉) × C and the extension ψ̂ of ψ defined by
ψ̂ : G1 → 〈 u| 〉, ψ̂(g) = ψ(g) if g ∈ A ∪B and ψ(g) = 1 if g ∈ C ∪ {z}.
We have an embedding ι of G = (A ∗B)×C into G1 via a 7→ a, b 7→ z
−1bz, c 7→ c.
Then, from (8)
ι(w) = a˜1u
nm1z−1b˜1u
−mn1z · · · a˜lu
nmlz−1b˜lu
−mnlzc.
The total sum of the exponents of u appearing in ι(w) is n
∑
mi −m
∑
ni = nm −
mn = 0. So, we can rewrite ι(w) as
ι(w) = k1(u
−t1z−1ut1)k2(u
−t2zut2) · · ·k2l−1(u
−t2l−1z−1ut2l−1)k2l(u
−t2lzut2l)c
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where ki ∈ K for i = 1, . . . , 2l and t2j = −n
∑j
i=1mi + m
∑j
i=1 ni and t2j−1 =
−n
∑j
i=1mi + m
∑j−1
i=1 ni for j = 1, . . . , l. Observe that t2l = 0 and, since at least
two ni’s and two mi’s are non-zero, the sequence (ti : i = 1, . . . , 2l) takes at least one
non-zero value. Let µ = min{ti : i = 1, . . . , 2l} and ν = max{ti : i = 1, . . . 2l}; by the
previous observation µ < ν.
For p ≤ q, let
H[p↑q] = K ∗ 〈 u
−pzup 〉 ∗ · · · ∗ 〈 u−qzuq 〉.
We can express G1 = (A ∗B ∗ 〈 z| 〉)× C as the HNN extension
(10) G1 ∼= 〈H[µ↑ν] × C, u | u
−1(H[µ↑ν−1] × C)u = H[µ+1↑ν] × C 〉
and by (i), the groups H[µ↑ν−1] × C and H[µ+1↑ν] × C naturally embed in (H[µ↑ν] ×
C)/〈|ι(w)|〉. Hence, G1/〈|ι(w)|〉 may be written as an HNN extension as follows.
(11) G1/〈|ι(w)|〉 ∼= 〈 (H[µ↑ν] × C)/〈|ι(w)|〉, u | u
−1(H[µ↑ν−1] × C)u = H[µ+1↑ν] × C 〉.
Since there are at most 2l occurrences of z or its inverse in ι(w), both µ and
ν can not occur in the sequence (ti : i = 1, . . . , 2l) more that l times. Say that
ν occurs at most l times. This implies that ι(w) is a word of length at most l
in (H[µ↑ν−1] ∗ 〈 u
−νzuν 〉) × C. Observe that K 6 A ∗ B is algorithmically locally
indicable and so is the free product H[µ↑ν−1]. Then by Case 2.1.
(12)
H[µ↑ν−1] × C has solvable membership problem in
(H[µ↑ν−1] × C) ∗C (C × 〈 u
−νzuν 〉)
〈|ι(w)|〉
,
and using the conjugation by u, we deduce that the membership problem forH[µ+1↑ν]×
C in (H[µ+1↑ν]×C) ∗C (C ×〈 u
−µzuµ 〉)/〈|ι(w)|〉 is also solvable. The normal forms for
the HNN extension (11) can be effectively computed.
Now, we can solve the membership problem for A × C in G/〈|w |〉 by solving the
membership problem for ι(A×C) = A×C in G1/〈|ι(w)|〉, and we can do it as follows.
Given g ∈ G1/〈|ι(w)|〉, we can compute ψ̂(g) and then, if ψ̂(g) /∈ ψ̂(A) we conclude
that g /∈ A × C. Suppose that ψ̂(g) ∈ ψ̂(A), then we can compute a ∈ A such
that ψ̂(a) = ψ̂(g) and then g ∈ A × C if and only if ga−1 ∈ (K ∩ A) × C. Since
normal forms in the HNN extension (11) can be effectively computed, we can decide
whether or not ga−1 belongs to the base group. By (12), we can decide whether or not
ga−1 ∈ H[µ↑ν−1]×C. Using normal forms for free products, we can decide whether or
not ga−1 ∈ K×C. Finally, by (9) we can decide whether or not ga−1 ∈ (K ∩A)×C.
This completes the proof of the theorem. 
4. Direct products
Lemma 4.1. Let A, B be groups and a ∈ A and b ∈ B. Let pi be the natural quotient
map
pi :
A×B
〈|(a, b)|〉
→
A
〈 aA 〉
×
B
〈 bB 〉
.
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Then ker pi is abelian of finite rank.
Proof. Observe that 〈 (a, b)A×B 〉 is a normal subgroup of 〈 aA 〉 × 〈 bB 〉. Therefore,
the group G = A×B/〈|(a, b)|〉 fits into the following exact sequence.
(13) 1→
〈 aA 〉 × 〈 bB 〉
〈 (a, b)A×B 〉
→ G
pi
→
A
〈 aA 〉
×
B
〈 bB 〉
→ 1
where pi is the natural quotient map.
Let a1 ∈ A; then (a, b)
(a1,1) = (aa1 , b) and hence,
(aa1 , b)(a, b)−1 = (a−11 aa1a
−1, 1) = ([a1
−1, a], 1) ∈ 〈 (a, b)A×B 〉.
Therefore, ([A, a], 1) ⊆ 〈 (a, b)A×B 〉 and similarly, (1, [B, b]) ⊆ 〈 (a, b)A×B 〉. There is
a natural epimorphism φ,
〈 aA 〉
〈 [a, A] 〉
×
〈 bB 〉
〈 [b, B] 〉
φ
→
〈 aA 〉 × 〈 bB 〉
〈 (a, b)A×B 〉
= ker(pi).
Note that 〈 aA 〉/〈 [a, A] 〉 and 〈 bB 〉/〈 [b, B] 〉 are cyclic and hence, ker(pi) is abelian
of rank at most 2.

Proposition 1. Let A and B be two recursively presented groups and a ∈ A and
b ∈ B such that the word problem is solvable in A, A/〈|a|〉, B and B/〈|b|〉. Then the
word problem is solvable in G = (A× B)/〈|(a, b)|〉.
Proof. By Lemma 4.1, we conclude that the recursively presented group G is an
extension of two groups in each of which, the word problem is solvable. Therefore, G
has solvable word problem.

5. Proof of Theorems A and B
In order to prove Theorem B we need the following observation.
Lemma 5.1. Any quotient of a polycyclic group is polycyclic. In particular, any
quotient of a polycyclic group has solvable word problem.
Theorem B. Let Γ be a starred graph and G = {Gv | v ∈ V Γ} be a family of poly-
(infinite cyclic) groups. Let g ∈ G := ΓG. Then, the word problem of the one-relator
quotient G/〈|g |〉 is solvable.
Proof. We argue by induction on |V |. If |V | = 1 the result holds by Lemma 5.1. We
suppose |V | ≥ 2 and that the result holds for starred graphs with fewer vertices.
If Γ is connected, then there exists a nodal vertex v, and G = Gv × GV−{v}. By
induction hypothesis all one relator quotients of GV−{v} and Gv have solvable word
problem. Also GV−{v} and Gv are finitely presented. Therefore, by Proposition 1,
G/〈|g |〉 has solvable word problem.
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If Γ is disconnected, then Γ is the union of two disjoint components Γ1 and Γ2.
In this case, G = GΓ1 ∗ GΓ2 . If g is conjugate to an element of GΓ1 then, G/〈|g |〉 =
GΓ1/〈|g |〉 ∗ GΓ2 . By induction, GΓ1/〈|g |〉 has solvable word problem and so, G, being
the free product of two groups with solvable word problem, also has solvable word
problem.
The remaining case is when g is not conjugate to an element of GΓ1 nor of GΓ2 . But
by Proposition 2.2, GΓ1 and GΓ2 are algorithmically locally indicable. Therefore, we
can apply the special case of Theorem C (ii) in which the amalgamated subgroup is
trivial to conclude that GΓ1 has solvable membership problem in G/〈|g |〉; in particular,
the word problem for G/〈|g |〉 is solvable. 
Theorem A. Let AΓ be a starred right-angled Artin group and let g be an element
of AΓ. Let N be the set of nodal vertices of V and G := AΓ/〈|g |〉. Then
(i) the word problem is solvable in G;
(ii) if U ⊂ N and g 6∈ AΓU , then AΓU naturally embeds in G;
(iii) if U spans a sub-star, and g is not conjugate to an element of AΓU then AΓU
naturally embeds in G.
Proof. Assertion (i) follows from Theorem B. To prove (ii), we argue by induction on
the number of vertices of Γ. Recall that N is the set of nodal vertices of Γ and U is a
subset of N such that g /∈ AΓU . If Γ is disconnected then N is empty and the result
holds. So we will suppose that Γ is connected.
Let g ∈ AΓN . As AΓ = AΓV −N × AΓN , the group AΓ/〈|g |〉 decomposes as a direct
product of AΓV −N and AΓN/〈|g |〉. We know that ΓN is a complete graph and AΓN is
abelian. If g /∈ AΓU , then 〈 g 〉 ∩AΓU = {1} and AΓU naturally embeds in AΓ/〈|g |〉.
Suppose that g /∈ AΓN . Now ΓV−N is disconnected; let K1 and K2 be non-empty
graphs that form a partition of ΓV−N . If g is conjugate to an element of AK1 ×AΓN ,
then by induction hypothesis, AΓN naturally embeds in (AK1×AΓN )/〈|g |〉. Therefore,
we can form the amalgamated free product (AK1 ×AΓN )/〈|g |〉 ∗AΓN (AK2 ×AΓN ) and
AΓU naturally embeds in it. It remains to consider the case when g is not conjugate
to an element of either AK1 × AΓN or AK1 × AΓN . Here, we invoke Theorem C(i) to
conclude that AΓN naturally embeds in AΓ/〈|g |〉 and therefore AΓU embeds in G as
required.
For (iii), let K1, . . . , Kn be the connected components of Γ − N . Then U spans
a sub-star of Γ if U = N ∪ (∪i∈IV Ki), where I is a proper subset of {1, . . . , n}.
By hypothesis g is not conjugate to an element of AΓU . The case I is empty was
considered in (ii). So we assume that I is non-empty. Let J = {1, . . . , n} − I and
U c = N ∪ (∪j∈JV Kj). If g is not conjugate to an element of AΓUc , then the result
follows from Theorem C(i), since G = (AΓU−N × AΓN ) ∗AΓN (AΓUc−N × AΓN ).
Finally, suppose that g is conjugate to an element of AΓUc . Since g /∈ AΓN , (ii)
implies that AΓN naturally embeds in AΓUc/〈|g |〉. Then AΓ/〈|g |〉
∼= AΓUc/〈|g |〉 ∗AΓU AΓU
and hence AΓU naturally embeds in AΓ/〈|g |〉. 
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Example 5.2. In this example we show that Theorem A can not be generalised to
graph products of poly-(infinite-cyclic) groups.
For i = 1, 2, 3, let Hi be the poly-(infinite-cyclic) group 〈 xi, yi | xiyix
−1
i = y
−1
i 〉.
Consider (y1, y2) ∈ H1 × H2. It is easy to see that (y
2
1, 1) and (1, y
2
2) belong to
〈 (y1, y2)
H1×H2 〉. However neither H1 nor H2 naturally embed in (H1×H2)/〈|(y1, y2)|〉.
Similarly, let Γ be the graph consisting of a line of length 2. We denote the vertices
of Γ by {1, 2, 3}, where 2 represents the central vertex. Let G be the graph product
of the Hi’s over Γ and set g = y1y2. The previous argument shows that H2 does not
embed in G/〈|g |〉 under the natural map. Using normal forms, we can see that g is
not conjugate to an element of G{2,3} = H2 ×H3 but the natural map from G{2,3} to
G/〈|g |〉 is not injective, since H2 does not embed in G/〈|g |〉.
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