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Abstract
Make-to-order (MTO) and assemble-to-order (ATO) systems are emerging busi-
ness strategies in managing responsive supply chains, characterized by high product
variety, highly variable customer demand, and short product life cycle. Motivated
by the strategic importance of response time in today’s global business environment,
this thesis presents models and solution approaches for response time reduction and
service-level differentiation in designing MTO and ATO supply chains.
In the first part, we consider the problem of response time reduction in the
design of MTO supply chains. More specifically, we consider an MTO supply chain
design model that seeks to simultaneously determine the optimal location and the
capacity of distribution centers (DCs) and allocate stochastic customer demand to
DCs, so as to minimize the response time in addition to the fixed cost of opening
DCs and equipping them with sufficient assembly capacity and the variable cost of
serving customers. The DCs are modelled as M/G/1 queues and response times
are computed using steady-state waiting time results from queueing theory. The
problem is set up as a network of spatially distributed M/G/1 queues and mod-
elled as a nonlinear mixed-integer program. We linearize the model using a simple
transformation and a piece-wise linear and concave approximation. We present two
solution procedures: an exact solution approach based on cutting plane method
and a Lagrangean heuristic for solving large instances of the problem. While the
cutting plane approach provides the optimal solution for moderate instances in few
iterations, the Lagrangean heuristic succeeds in finding feasible solutions for large
instances that are within 5% from the optimal solution in reasonable computation
times. We show that the solution procedure can be extended to systems with mul-
tiple customer classes. Using a computational study, we also show that substantial
reduction in response times can be achieved with minimal increase in total costs
in the design of responsive supply chains. Furthermore, we find the supply chain
configuration (DC location, capacity, and demand allocation) that considers con-
gestion and its effect on response time can be very different from the traditional
configuration that ignores congestion.
The second part considers the problem of response time reduction in the design
of a two-echelon ATO supply chain, where a set of plants and DCs are to be estab-
lished to distribute a set of finished products with non-trivial bill-of-materials to a
set of customers with stochastic demand. The model is formulated as a nonlinear
mixed integer programming problem. Lagrangean relaxation exploits the echelon
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structure of the problem to decompose into two subproblems - one for the make-to-
stock echelon and the other for the MTO echelon. We use the cutting plane based
approach proposed above to solve the MTO echelon subproblem. While Lagrangean
relaxation provides a lower bound, we present a heuristic that uses the solution of
the subproblems to construct an overall feasible solution. Computational results
reveal that the heuristic solution is on average within 6% from its optimal.
In the final part of the thesis, we consider the problem of demand allocation and
capacity selection in the design of MTO supply chains for segmented markets with
service-level differentiated customers. Demands from each customer class arrives
according to an independent Poisson process and the customers are served from
shared DCs with finite capacity and generally distributed service times. Service-
levels of various customer classes are expressed as the fraction of their demand
served within a specified response (sojourn) time. Our objective is to determine
the optimal location and the capacity of DCs and the demand allocation so as to
minimize the sum of the fixed cost of opening DCs and equipping them with suf-
ficient capacity and the variable cost of serving customers subject to service-level
constraints for multiple customer classes. The problem is set up as a network of spa-
tially distributed M/M/1 priority queues and modelled as a nonlinear mixed integer
program. Due to the lack of closed form solution for service-level constraints for
multiple classes, we present an iterative simulation-based cutting plane approach
that relies on discrete-event simulation for the estimation of the service-level func-
tion and its subgradients. The subgradients obtained from the simulation are used
to generate cuts that are appended to the mixed integer programming model. We
also present a near-exact matrix analytic procedure to validate the estimates of the
service-level function and its subgradients from the simulation. Our computational
study shows that the method is robust and provides an optimal solution in most of
the cases in reasonable computation time. Furthermore, using computational study,
we examine the impact of different parameters on the design of supply chains for
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In the early 1980s, most manufacturing and service organizations believed that low
cost and high quality were the most fundamental sources of competitive advantage
[79]. Increasingly stiff competitive pressure forced these organizations to continually
search for strategies to design and produce higher quality products at more compet-
itive prices. New manufacturing technologies and strategies, such as just-in-time
manufacturing, kanban, lean manufacturing, and total quality management became
very popular and organizations invested heavily in implementing these strategies.
However, with the passage of time, as more and more manufacturers managed to
reduce costs and improve quality, they realized that these technologies and strate-
gies had already helped them reduce costs as much as is practically possible [127].
In the early 1990s, market competition further forced organizations to introduce
new products and ever greater variety at rapid rates, and “speed” evolved as the
competitive paradigm. In order to position themselves to succeed, organizations
shifted their focus from cost-based and quality-based strategies to speed-based strate-
gies. This new paradigm is termed as time-based competition [28, 135, 136].
With the emergence of time-based competition, time (speed) became the key
competitive priority and one of the main drivers of supply chain’s performance.
Kevin Rollins, the vice chairman of Dell Computer Corporation, states “Most of
the managerial challenges at Dell Computer have to do with what we call velocity
- speeding the pace of every element of our business. Life cycles in our business
are measured in month, not years, and if you don’t move fast, you’re out of the
1
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game” [89]. In today’s business environment, an organization that has the ability to
respond to customer demand within shorter time frames - both in terms of volume
change and variety change, enjoys a competitive advantage. Organizations today
compete on three basic temporal aspects: product development cycle time, manu-
facturing lead time, and response time [79]. Product development cycle time is the
time needed to transform a design to a product. Manufacturing lead time is the
time it takes to convert raw materials to finished products. Examples of response
time include on-time delivery (a percentage of a match between the promised deliv-
ery date and the actual product delivery date, order processing time (time elapsed
between the placement of order by a customer and the delivery of products to the
customer), transit time (duration between the time of shipment and the time of
receipt), and cash-to-cash cycle time (the amount of time required from the time a
product has begun its manufacturing until the time it is completely sold. Shorter
product development time gives an organization an early entry into the market,
enabling it to establish itself as a market leader. Shorter manufacturing lead time
allows the manufacturer to reduce finished goods inventories as well as work-in-
process inventories, which in turn helps mitigate the risk of obsolescence and cut
inventory costs. Shorter response time increases customer satisfaction which leads
to a higher market share [28, 79, 135, 136]. Recent industry practice reveals that
customers are even willing to pay a price premium for shorter response times [28].
Amongst all the three temporal aspects, response time is viewed as the external
performance measure that represents the firm’s commitment on customer satisfac-
tion and it is this measure that the customer really cares. Therefore, many firms
use response time standards as an explicitly advertised competitive instrument.
Hence, the focus of this thesis is on response time reduction and response time
based service-level differentiation in the design of supply chains.
1.1 Market-Responsive Supply Chain
For a variety of reasons, product and technology life cycles are shortening, competi-
tive pressures force more frequent product changes and consumers demand a greater
variety of products than ever before. The main challenge facing supply chains today
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is to quickly respond to frequent and unpredictable changes in the market [117].
Furthermore, many firms introduce innovations in trend, fashion, and technology to
differentiate themselves from their competitor and to attract consumers to buy their
offerings, which in turn increases their profit margins. Market-responsive supply
chains have emerged as an ideal strategy to deal with such “innovative” products
(e.g. laptops) whose demand is highly variable, product variety is high, life cycle is
short, and market trends are changing.
Fisher [63] points out the difference between market-responsive supply chains
and efficient supply chains. Efficient supply chains work well for ‘functional” prod-
ucts (e.g. staple foods, toothpaste) manufactured using traditional mass production
where there is low product variety, the cycle times are long and demand is fairly
stable and predictable. While the primary focus of an efficient supply chain is to
match supply to market demand at the lowest possible cost, a responsive supply
chain focuses on responding quickly to unpredictable demand in order to minimize
stockouts, forced markdowns, and obsolete inventory. The product design strategy
of an efficient supply chain is to maximize performance and minimize cost, whereas
a responsive chain uses modular design in order to postpone product differentiation
for as long as possible. An efficient supply chain tends to explore ways to shorten
lead time as long as it doesn’t increase cost, whereas in a responsive supply chain,
the focus is to invest aggressively in ways to reduce lead time.
Unlike efficient supply chains, a market-responsive supply chain deals with de-
mand uncertainty using three strategies: (1) reduce uncertainty - for example by
finding sources of new data that can serve as leading indicators or by having dif-
ferent products share common components/platform as much as possible so that
demand for components becomes more predictable, (2) avoid uncertainty by reduc-
ing lead times and increasing supply chain flexibility so that the product can be
made to order or assembled to order, and (3) hedge against uncertainty with buffers
of excess capacity. Fisher [63] describes how companies such as National Bicycle
and Sport Obermeyer illustrate different ways of blending these three strategies to
create responsive supply chains. In this thesis, we attempt to incorporate these
strategies in the strategic design of responsive supply chains.
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1.2 Make-to-Order and Assemble-to-Order Sup-
ply Chains
Make-to-order (MTO) and assemble-to-order (ATO) systems are successful busi-
ness strategies in managing market-responsive supply chains, characterized by high
product variety, highly variable customer demand, and short product life cycles. Be-
cause of mass customization and competition on product variety, many firms adopt
an MTO/ATO strategy to offer a variety of products and deal with product prolif-
eration [137]. Dell’s manufacturing and distribution of Personal Computers (PCs)
is an excellent example of an MTO/ATO supply chain [50, 89]. Dell typically of-
fers several lines of product, with each allowing at least dozens of “features” from
which customers can select when placing an order - different combinations of CPU,
hard drive, memory, and other peripherals. In Dell’s supply chain, multiple compo-
nents are procured and kept in inventory at various assembly facilities, from which
they are assembled into a wide variety of finished products in response to customer
orders. Whereas each of these components takes a substantial lead time to manu-
facture, the time to assemble all these components into a PC is low, provided there
is sufficient assembly capacity and the components are available. In traditional
make-to-stock (MTS) supply chains, the customer orders are met from stocks of an
inventory of finished products that are kept at various points in the network. This
is done to reduce the delay in fulfilling customer orders, increase sales, and avoid
stockouts. However, the problems associated with holding inventory of finished
products may outweigh the benefits, especially when those products become obso-
lete as technology advances or fashion changes. While an MTO strategy eliminates
finished goods inventories and reduces a firm’s exposure to the risk of obsolescence,
it usually spells long response times (or order-to-delivery lead times) [69].
In order to reconcile the dual needs of short response time and high product
variety, many firms such as General Motors, General Electric, American Standard,
Compaq, IBM, BMW, Nike iD, and National Bicycle have adopted an ATO strat-
egy. ATO is a hybrid strategy (i.e. mix of MTO and MTS) in which a subassembly,
or a number of common subassemblies used in several products, are assembled and
placed in inventory until the order is received for finished product [133]. This allows
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the firm to customize their orders by having the product ready using MTO strat-
egy, while taking the advantage of economies of scale using MTS strategy. Also, the
investment in semi-finished product inventory is smaller compared to the option of
maintaining a similar amount of finished goods inventory. Furthermore, demand
pooling benefits can be realized. Although maintaining a semi-finished product
inventory in ATO systems lowers the customer response time as compared to a
pure MTO system, it can further be reduced by minimizing congestion at the point
of differentiation. Naturally, the response time to deliver the product is critical
and forms the basis for competition. The potential for increased demand and/or
consumers’ willingness to pay a price premium for customized products within a
shorter response time provides further incentives for firms to reduce response time
in MTO and ATO supply chains.
1.3 Response Time Reduction
With the emergence of speed as a key competitive priority in the arena of global
competition, numerous firms have reduced their response time. For example, Toy-
ota reduced the lead time to deliver a custom built car from 30-60 days to within
5 days of receiving the customer order [128]. In 2000, General Motors announced
a dramatic vision to reduce lead-time from 50-60 days to less than 10 days [127].
Ford planned to reduce the order-to-delivery cycle times to less than 15 days by
2000 [140]. By 2005, Nissan expected to cut the order-to-delivery cycle time from
40 days to 14 days initially, and then to 7-days, thereby saving $ 3600 per vehicle
[115]. FAW-Volkswagen Automotive Company1 (NE China) plans to reduce order-
to-delivery cycle time from a few months to 3 weeks. In fashion retail sector, Liz
Claiborne reduced the lead time from 10-50 weeks to less than 60 days by launching
a campus in China [117]. Motorola delivers their customized cellular phones the
next day to customers anywhere in the United States [137].
Furthermore, many firms use response-time standards as an advertising strategy
in their promotion campaigns while others strive to reduce their response time in
1FAW-Volkswagen is a joint venture between First Automobile Works (FAW) and Volkswagen
Group
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an effort to improve their customer service-level. For example, Domino’s offers a
guarantee on the speed of its delivery. Under its “30 minutes or its free” policy, it
offers the delivery free of charge if the customer order were to take more than 30
minutes. Citicorp introduced MortgagePower, which promised its customers a loan
commitment within 15 days while others required 30 to 60 days to make a commit-
ment [136]. Black Angus Restaurants offer their customers free lunches if not served
within 10 minutes [132]. Banks like Wells Fargo markets its “five minute maximum
wait policy”, under which any customer having to wait more than five minutes in
line receives five dollars [132]. Lucky, a supermarket chain in California, guaran-
tees under its “3 is a crowd” marketing campaign that a new checkout counter will
be opened if there are more than three customers waiting in line [132]. In freight
services, Federal Express offers next day package delivery by 11:00 a.m. whereas
UPS guarantees next day package delivery by 8:30 a.m. Furthermore, most major
electronic brokerage firms, (e.g. Ameritrade, Fidelity, E-trade) all prominently fea-
ture the average or median execution speed per transaction which is monitored by
independent firms. Some firms go as far as to provide an individual execution time
score card as part of the customer’s personal account statements. As an additional
example, in the airline industry, independent government agencies (e.g. the Avia-
tion Consumer Protection Division of the U.S. Department of Transportation, as
well as internet travel services e.g Expedia) report the average delay on a flight by
flight basis.
1.4 Service-Level Differentiation for Multiple Cus-
tomer Segments
Service-level differentiation is a successful business strategy used by manufactur-
ing and service firms in managing customer segments with different profitability
and service quality requirements and expectations. Firms segment customers into
multiple classes to which they offer the same product or service but with different
levels of service quality so as to maximize (long run) profits. Customers may be seg-
mented based on the price they pay, the volume they purchase, or the length of the
contract they purchase. Examples of such market segmentation are abundant [7].
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Computer software and hardware firms (e.g. IBM, Dell Inc.) often segment their
customers into Home and Home Office users, Small Businesses, Large Businesses
and the Government, and Education and Health Care sectors, where each segment
is served according to a specific priority discipline based on their waiting time expec-
tations. Airlines offer different check-in and security clearance procedures for their
Economy, Business and First class passengers. Banks and credit card companies
segment their customers into regular, Gold and Platinum customers. Amazon.com
differentiates consumers based on their delivery time requirements by offering them
to choose between expedited shipping or free shipping options.
Customers in distinct market segments view service quality differently. Service
quality offered to customers may be specified in terms of penalties for delays, ex-
pediting undertaken in case of shortages, or guarantees of a fill rate for customers
with long-term contracts. More specifically, in manufacturing sectors, typical mea-
sures of service levels include fill rate, expected order delay, the probability that
the order delay does not exceed a quoted lead time, and the percentage of orders
fulfilled accurately. In service industries, service levels are measured through ex-
pected customer waiting time, the probability that the customer receives service
within a specified time window, or the probability that a customer does not leave
before being served [20]. In MTO and ATO systems, where no finished product
inventory is held in the system, the service levels are often specified as a function of
response time (e.g. probability that the customer response time does not exceed a
quoted lead time). The supply chain network must be designed to meet the service
level requirements for multiple customer classes in such responsive supply chains.
1.5 Scope of This Research
The strategic importance of response time reduction and service-level differenti-
ation in supply chains has made time a competitive priority. Such time-based
competition is especially important in MTO and ATO supply chains, where multi-
ple components or subassemblies are produced and kept in inventories, from which
they can be rapidly assembled into a wide variety of finished products in response
to customer orders. When products are made to order or assembled to order, there
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are no finished goods inventories to handle spikes in demand. Instead production
or assembly capacity must deal with all the orders within an acceptable time frame,
otherwise lost sales can easily wipe out firm’s profit margin and diminish its com-
petitive edge. Hence to reduce long response times or order-to-delivery lead-time,
firms should invest heavily in acquiring sufficient production or assembly capacity
[69]. Most of the models of MTO/ATO in the literature assume that the system
has sufficient production/assembly capacity and the time to assemble a product
from its components is negligible [133]. While this is a reasonable assumption for
tactical and operational level planning, capacity decisions should be considered as
one of the most critical decisions needed to realize a responsive supply chain during
strategic planning and supply chain design. Transportation, inventory, production,
and distribution decisions can often be changed frequently (or in the short term) in
order to respond to the changes in factors such as the availability of raw materials,
labor costs, transportation costs, inventory holding costs, exchange rates. Capacity
decisions, on the other hand, are often fixed and difficult to change in the medium
term as it involves huge investment. Therefore, insufficient capacity at production
facilities and DCs may result in long response times and lost sales, no matter how
well the transportation, inventory, production, and distribution decisions are opti-
mized in response to changing conditions.
Chopra and Meindl [41] point out that response time in supply chains is influ-
enced by the design of its distribution network. Firms that target customers who
can tolerate long response times usually require few DC locations that may be far
from the customers and can focus on increasing the capacity of the each location.
On the other hand, firms that target customers who value short response time
need to locate many facilities with adequate capacity to avoid congestion. Thus,
a decrease in the response time customers desire increases the number and/or the
size of the facilities in the network. However, supply chain network design models
presented in the literature, mainly consider the design of “efficient” supply chains,
where the focus is on cost reduction under a fairly stable and deterministic demand
settings. Additionally, Lee and Billington [86] identify the separation of strategic
supply chain design from operational decisions as one of the pitfalls of supply chain
management. They state that when companies add or close a plant or distribution
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center in a supply chain network, the effect of changes in the network configura-
tion on operational factors such as response time is often an afterthought. To the
best of our knowledge, no research has modelled MTO and ATO supply chain net-
work design problems from a response-time perspective. In this thesis, we consider
the problem of designing such responsive supply chains that incorporate response
time and demand uncertainty into the strategic design and planning. More specif-
ically, we present models that capture the tradeoffs among response time costs,
location and capacity acquisition costs, and transportation costs, while designing a
one-echelon and two-echelon supply chain network. Given the fact the inclusion of
response time makes the model intractable, we present efficient solution approaches
that can solve such integrated models of supply chain network design.
1.6 Structure of the Thesis
The remainder of the thesis is organized as follows. Having outlined the motiva-
tion and the scope of this work, we proceed in Chapter 2 to describe the problem
of response time reduction in MTO supply chain characterized by stochastic cus-
tomer demand that has to be satisfied from a set of DCs, where sufficient capacity
has to be acquired in order to avoid long response times. We briefly discuss the
characteristics of the context in which the modelling is done. The variables and
the parameters are established, the assumptions are stated, and a non-linear mixed
integer programming model is formulated. We linearize the model using a simple
transformation and piece-wise linear and concave approximations. We present two
solution approaches: an exact solution procedure based on cutting plane method
and a Lagrangean heuristic. Detailed computational results are reported. Through
a case study, we show that substantial reduction in response time can be achieved
with minimal increase in total costs in the design of responsive supply chains. Fur-
thermore, we demonstrate the difference between the MTO supply chain configu-
ration that considers congestion and its effect on response time and the traditional
configuration that ignores congestion. We extend the basic model to multiple cus-
tomer classes and general demand and service time distributions where DCs are
modelled as spatially distributed GI/G/1 queues. Some of the results appear in
Vidyarthi et al. [147].
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In Chapter 3, we consider the problem of response time reduction in designing
a two-echelon ATO supply chain. We present a model that locates plants and DCs,
determines plant and DC capacity, and allocates customers to DCs with the objec-
tive of minimizing response time costs in addition to the fixed location and capacity
acquisition costs, variables costs of transportation. We formulate the model as a
nonlinear MIP problem and derive some valid cuts. Lagrangean relaxation is ap-
plied to decompose the problem by echelon resulting in two subproblems - one for
MTS echelon and the other for MTO echelon. We use the solution methodology
proposed above to solve the subproblem related to the MTO echelon to optimality.
While Lagrangean relaxation provides a lower bound, we present a heuristic that
uses the solution of the subproblems to construct an overall feasible solution. De-
tailed computational results are reported. The results appear in Vidyarthi et al.
[147].
In Chapter 4, we consider the problem of designing an MTO supply chain for
segmented markets with service-level differentiated customers. The modelling con-
text is described, the assumptions are stated, and a model is formulated. Due to the
lack of closed-form expressions for service-level constraints for multiple customer
classes, we rely on discrete-event simulation for the estimation of the function and
its subgradients. This subgradient information is used to generate constraints that
are appended as cuts in an iterative cutting plane algorithm. We present a near-
exact matrix analytic method to validate the estimates obtained from the simula-
tion in some cases. We provide computational results and some managerial insights.
Finally, in Chapter 5, we summarize the contributions and outline some future
research directions.
Chapter 2
Response Time Reduction in
MTO Supply Chain Design∗
2.1 Introduction
Although MTO systems are widely used business strategies in managing respon-
sive supply chains, characterized by high product variety, highly variable customer
demand, and short product life cycles, they usually spell long response time. Due
to fierce pressure from global competition, this strategy needs to be supported by
efficient design of a supply chain network that can meet the customer demand in
reasonable response time. The objective of this chapter is to model the effect of
response time reduction on supply chain network configuration and analyze the
tradeoff among response time costs, facility location and capacity acquisition costs,
and outbound transportation costs in the design of supply chain networks. More
specifically, we present a model to determine the configuration of an MTO supply
chain, where the emphasis is on minimizing customer response time through the
acquisition of sufficient assembly capacity and the optimal allocation of workload
to the assembly facilities (DCs) under stochastic customer demand settings. The
DCs are modelled as spatially distributed queues with Poisson arrivals and general
service times to capture the dynamics of response time. The model is formulated
∗A version of the materials in this chapter has appeared in the paper: N. K. Vidyarthi, S.
Elhedhli, and E. M. Jewkes (2009), Response time reduction in make-to-order and assemble-to-
order supply chain design, IIE Transactions, 41(5), 448-466.
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as a nonlinear mixed integer programming (MIP) problem and is linearized using
piecewise linear functions. We present a cutting plane algorithm that provides
the optimal solution to the problem. Furthermore, we present a Lagrangean relax-
ation heuristic procedure for solving large scale instances of such integrated models.
Explicit consideration of congestion effects and their impact on response time in
making location, capacity, and allocation decisions in supply chains distinguishes
this work from most other supply chain design models.
The rest of the chapter is organized as follows. In Section 2.2, we briefly re-
view the related literature. Section 2.3 provides a nonlinear MIP formulation of
the MTO supply chain design problem. In Section 2.4, we linearize the model us-
ing a simple transformation and piecewise linear and concave approximations. An
exact solution procedure based on cutting plane method is presented in Section
2.5, whereas Section 2.6 presents a Lagrangean heuristic. The simplifications re-
sulting from assuming exponentially distributed service times (M/M/1 case) and
deterministic service times (M/D/1 case) are explicitly described in Section 2.7.
Computational results and managerial insights are reported in Section 2.8. In Sec-
tion 2.9, we extend our model to include multiple customer classes and general
demand processes and service time distributions. Finally, in Section 2.10, we offer
concluding remarks.
2.2 Related Literature
The related literature can be categorized into three groups: (i) lead time reduction
and capacity planning with congestion in supply chains, (ii) supply chain network
design and (iii) stochastic location model with immobile servers
2.2.1 Lead Time Reduction and Capacity Planning with
Congestion in Supply Chains
Since the seminal publications on time-based competition by Blackburn [28] and
Stalk and Hout [136], there has been extensive research on lead time reduction in
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various domains of supply chains [41]. The focus is mainly on two components
of lead time: replenishment/supply lead time and delivery lead time. Ray et al.
[111] analyze the effects of investment in replenishment lead time reduction in a
single-echelon MTS firm which faces a constant demand rate and replenishes its
raw material inventory from a supplier using a continuous review (Q, r) inventory
policy. In general, research on investments in lead time reduction in a stochastic
(Q, r) inventory model setting can be categorized into two groups: (i) those assum-
ing that variability of the lead time demand is due to demand rate variations while
the lead time duration is fixed; and (ii) those assuming that variability of the lead
time demand is due to the variability of the lead time duration, while the demand
rate is constant. See Ray et al. [111] and references therein for more details along
these lines of research. Glasserman and Wang [68] study the trade-offs between
delivery lead time and inventory at a fixed fill rate. So and Song [132] develop a
model to study the interaction among delivery lead time, price, and capacity selec-
tion decisions. Their model simultaneously determines the optimal price, delivery
lead time, and capacity decisions for a service facility modelled as an M/M/1 queue
to maximize the overall profit. They assume that the demand is sensitive to both
the price and delivery lead time and is modelled using a log-linear (Cobb-Douglas)
demand function. Ray and Jewkes [112] study the interaction between delivery lead
time and operating/capacity costs in an MTO environment when demand and price
are lead time sensitive. While most of these works have dealt with replenishment
or delivery lead times, the focus of our work is the reduction of production lead
time in an MTO/ATO supply chain comprising of spatially distributed facilities,
where the production lead time is determined by the demand allocated, capacity
acquired at the facilities, and the variability in demand and processing time. We
model facilities as M/G/1 queues and use steady state waiting time results from
queueing theory to model production lead time.
On the other hand, capacity planning and expansion problems, which primarily
deal with determining the locations, sizes, timings, as well as the types of produc-
tion facilities to meet the demand at minimum total cost, have been widely studied
in operations research/management literature for the last five decades [88]. How-
ever, the relationships between the capacity, demand, and operational performance
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measures such as lead times and congestion have only been addressed recently (see
Kim and Uzsoy [80], Rajagopalan and Yu [108] and references therein). Most of
these models have focused on a single-facility system with homogenous servers,
fixed capacity, and a single customer class. The congestion is usually modelled as a
constraint that ensures that a target lead time is satisfied with a pre-specified prob-
ability. Despite that, solution approaches proposed to date are either approximate
or heuristic. Note that capacity planning of manufacturing facilities or DCs is a
key issue in determining the order-to-delivery lead time especially in MTO supply
chains, where customer orders arrive randomly and lead to high variability and con-
gestion. The problem is further complicated by the presence of spatially distributed
facilities with heterogenous servers that interact to satisfy the demand arising from
multiple customer classes with varying order-to-delivery lead time expectations. In
this thesis, we attempt to bridge this gap.
2.2.2 Supply Chain Network Design
Motivated by the importance and financial impact of strategic planning decisions
in supply chains, numerous researchers have developed models and solution ap-
proaches for designing supply chain networks. These models cover formulations
which range in complexity from simply linear, single-echelon, single-commodity,
single-period, single-country, uncapacitated, deterministic models to non-linear,
multi-echelon, multi-commodity, multi-period, multi-national, capacitated, stochas-
tic models. Deterministic models for supply chain design assume that the param-
eters of the model are known with certainty, whereas stochastic models consider
uncertainties in the environment by associating some probability distribution with
the parameters. Successful applications of SCND models range from automotive,
chemical, consumer goods, electronics, foods, to packaging industries. Firms such
as Caterpillar [110], DowBrands [76], Volkswagen of America [77], Kellogg [31],
Hewlett-Packard [84], BMW [64], Proctor & Gamble [34], Digital Equipment Cor-
poration [12], Nabisco Bakeries [32], Ault Foods [106], Libbey-Owens-Ford [92],
Hunt-Wesson-Foods [67] and several others have achieved substantial efficiency
gains and cost reduction through the optimization of their supply chain network
design. For an extensive review on supply chain design, readers are referred to Vi-
Chapter 2. Response Time Reduction in MTO Supply Chain Design 15
dal and Geotschalckx [143], Erengüç et al. [59], Sarmiento and Nagi [116], Daskin
et al. [46], Klose and Drexl [81], Martel [91], Meixell and Gargeya [93], Snyder and
Daskin [129], and Shen [121]. As pointed out in the recent reviews, over the years,
supply chain network design models have evolved to consider issues such as:
• Multinational or global logistics issues such as tarrifs, transfer prices, taxes
[36, 42, 82]; NAFTA [113, 153]; exchange rates [144].
• Capacity acquisition and technology selection [45, 58, 104, 142].
• Inventory management [15, 16, 35, 44, 49, 60, 74, 95, 96, 100, 101, 102, 103,
114, 122, 123, 118, 119, 124, 120, 121, 125, 129, 134, 138, 139, 144, 145]; safety
stock and risk pooling [134, 144, 145]
• Lead time [61, 62, 134, 144]
• Congestion [61, 62, 75, 114]
• Transportation mode selection [43, 62, 144]
• Facility reliability and disruption [130, 131], supplier reliability [107, 144]
• Robustness and risk-management [97]
• Bill-of-materials [104]
• Vehicle routing [30]
• Service-level measures such as fill rate [35], demand coverage [123]
Although various integrated models of supply chain design have been proposed
in recent years to support lead time reduction, these models have continued to be
largely guided by more traditional concerns of efficiency and cost in MTS settings,
where the primary focus is on minimizing fixed cost of facility location and variable
transportation cost under a fairly stable and deterministic customer demand set-
tings. Some of them include Dogan and Goetschalckx [53], Vidal and Goetschalckx
[144], Teo and Shu [139], Shen [118], Eskigun et al. [61, 62] and Elhedhli and Gzara
[58]. For example, Vidal and Goetschalckx [144] present a model that captures the
effect of change in transportation lead time and demand on the optimal configura-
tion of the global supply chain network, assuming that the demand is deterministic.
In their model, the transportation lead time is captured through safety stock to be
held to meet the demand during stochastic replenishment lead times, which in turn
depends on the transportation mode selected. Eskigun et al. [61, 62] incorporate
delivery lead time and the choice of transportation mode in the design of supply
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chain under a deterministic demand setting. Their delivery lead time is composed
of load make-up time (batching delays), queueing time in the facilities due to con-
gestion, and unavoidable administrative delays in the system and is modelled using
a simple function. Sourirajan et al. [134] extend their model to incorporate safety
stock decisions to capture the tradeoffs between risk pooling and congestion as a
result of consolidation of operations. These models tend to ignore congestion at the
facilities and its effect on response time. Their solutions prescribe locating facilities
whose capacity utilization is very high, resulting in excessively long response time
when subjected to the variability in service times and randomness in customer or-
ders. Reviews by Vidal and Goetschalckx [143], Erengüç [59], and Sarmiento and
Nagi [116] also point out that most of the existing supply chain design models do
not consider measures of customer service such as response time in making loca-
tion/allocation decisions. Also refer to the recent review by Klose and Drexl [81].
This is not surprising given the complexity of the model and the interplay of loca-
tional and queueing aspects of the problem. To the best of our knowledge, Huang
et al. [75] is one of the first papers to model the effect of congestion in the design
of distribution networks. They model capacity using the mean and variance of the
DCs as continuous variables, whereas our model considers capacity as a set of dis-
crete options with known means and variances. They propose solution procedures
based on outer approximation and Lagrangean relaxation, and test these on small
instances of the problem.
2.2.3 Stochastic Location Model with Immobile Servers
Another growing body of literature that is related to our work and accounts for con-
gestion in strategic planning are stochastic location models with immobile servers
(SLMIS). SLMIS seeks to locate a set of service facilities with adequate capacity,
and allocate stochastic demand to each of them, so as to minimize the fixed costs
of opening facilities and acquiring service capacity, as well as the variable access
and expected waiting time [57]. The problem arises in several planning contexts:
location of emergency service facilities - such as medical clinics; police stations, and
fire stations; refuse collection and disposal [5]; location of stores and service centers;
telecommunication network design [40]; location of bank branches and automated
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teller machines [2, 148]; internet mirror site location [148]; and preventive health-
care facilities [155]. For an extensive review, the readers are referred to Berman
and Krass [25] and Boffey et al. [29]. The study of models of this type originated
with Berman et al. [27]. For further discussion of this class of problems, we refer
the reader to Berman et al. [26], Marianov and Serra [90], Wang et al. [149], El-
hedhli [57], Baron et al. [17] and references therein. As pointed out by Elhedhli
[57], there are two different approaches in the literature to model service quality in
stochastic location models. The first considers a probability constraint that ensures
that waiting time or queue length does not exceed a certain threshold [90], whereas
the second approach incorporates the service cost directly in the objective function
[3, 5, 8, 37, 57, 148]. Due to the complexity of the underlying problem, most papers
in this area make strong assumptions: Either the number/capacity of the facilities
(or both) are assumed to be fixed or the facilities are uncapacitated [2, 3]. The de-
mand arrival is assumed to be a (time homogeneous) Poisson process and the service
process is assumed to be exponential [2, 3, 8, 9, 10, 24, 57, 90, 148]. Customers
travel to the closest facility to obtain service [2, 3, 148]. Customers from different
priority classes are often grouped into a single class [2, 3, 8, 9, 10, 24, 57, 90, 148].
In some situations (e.g. bank branches, ATMs, medical clinics), when the facilities
offer a comparable level of service and little is known about the waiting times, then
it is natural for the customer to select a nearest facility. However, in MTO/ATO
supply chains, this is not the case. Furthermore, most of the previous work with
the exception of Elhedhli [57] has been done in the context of coverage models,
where the idea is to provide “adequate” service to the maximum number of cus-
tomers. To the best of our knowledge, Baron et al. [17] is one of the few to consider
the problem under much more general spatial distribution of demand arrival and
service process, without fixing either the number or the capacity of the facilities.
Despite the aforementioned assumptions, most of the techniques proposed to
date to solve these problems, with the exception of Elhedhli [57], are either ap-
proximate or heuristic based. For example, solution approaches developed include
asymptotic approximation [37], Lagrangean relaxation based heuristics [5, 8, 9, 10,
148]; Greedy heuristic [149, 155]; Descent algorithm [2]; Ascent algorithm [23]; Sim-
ulated annealing [3, 23, 24]; Tabu search [148, 149]; Genetic Algorithm [3, 23, 24].
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This is not surprising, given the complexity of the model due to nonlinearity in the
objective function or the constraints, and the interplay of locational and queueing
aspects of the problem.
2.3 Model Formulation
Consider the problem of designing an MTO supply chain, where a set of DCs are
to be established and equipped with sufficient capacity to serve a set of customers
(Figure 2.1). Sufficient capacity here implies being able to obtain service without
waiting for an excessively long time after the order is placed. The DCs maintain
an inventory of multiple components and facilitate the assembly and shipment of
a wide variety of finished products in a timely fashion without carrying expensive
finished-goods inventory and incurring long response time. In MTO supply chains,
where customer orders triggers the assembly of finished product from components,
response time consists of assembly lead time and delivery lead time. The delivery
time between individual DCs and customers can be assumed to be relatively con-
stant compared to the order fulfilment time at DCs in such settings. Moreover, it
can further be reduced (using alternative transportation modes or expedited deliv-
ery services) to respond quickly to customer orders on a short term basis. However,
assembly lead time is highly dependent on the DC capacity and the allocated work-





 Potential DCs (j)                Customers (i) 
Flow of finished product 
 
Figure 2.1: A make-to-order supply chain network
To model this, we assume that the demand for each product from each customer
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is independent and occurs according to a Poisson process. Once the demand for
a product is realized at the customers’ end, the order is placed at the DCs. DCs
will act as assembly facilities and the customers’ orders arriving at the DCs are
met on a first-come first-serve (FCFS) basis. We assume that each DC operates as
a single flexible-capacity server with an infinite buffer to accommodate customer
orders waiting for service. We also assume that there is an unlimited supply of
components and that inventory holding costs at the DCs are insignificant. Under
these assumptions, the MTO supply chain is modelled as a network of independent
M/G/1 queues in which the DCs are treated as servers with service rates propor-
tional to their capacity. As pointed out by Baron et al. [17], there are two common
ways to model flexible capacity of a queuing system. One is to assume multiple par-
allel servers each with a given service rate, and the other is to assume a single server
with a flexible service rate. We model each DC as a single server with discrete ca-
pacity levels. The response time is computed using the expressions for steady state
expected waiting time from queueing theory. As pointed out by Elhedhli [56] and
Boffey et al. [29], there are two different approaches to incorporate response time
in the model. The first incorporates response time cost in the objective function,
whereas the second approach considers a probability constraint that ensures that
waiting time or queue length does not exceed a certain threshold [17]. In this
model, we use the first approach, where the response time cost is incorporated
into the objective function. Later in Chapter 4, we describe a model with proba-
bility constraint that ensures that waiting time does not exceed a certain threshold.
Hence, the model formulated below simultaneously determines the location and
capacity of DCs and the assignment of customer to DCs by minimizing the re-
sponse time costs in addition to the fixed location and capacity acquisition costs,
the assembly and transportation costs from DCs to customers. Besides capacity
restrictions (steady state conditions) at the DCs, and the demand requirements,
there are constraints which ensure that at most one capacity level is selected at the
DCs. To model this problem, we define the following notation:
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Indices and parameters:
i : Index for customers, i = 1, 2, . . . , I.
j : Index for potential DCs, j = 1, 2, . . . , J .
k : Index for potential capacity level at DCs, k = 1, 2, . . . , K.
fjk : Fixed cost of opening DC j and acquiring capacity level k ($/period).
cij : Unit cost of serving customer i from DC j ($/unit).
t : Mean response time cost per unit time per customer ($/period/customer).
λi : Mean demand rate for the product from customer i (units/period).
µjk : Mean service rate at DC j, if it is allocated capacity level k (units/period).
σ2jk : Variance of service times at DC j, if it is allocated capacity level k.
Decision variables:
xij : Fraction of customer i’s demand served by DC j (0 ≤ xij ≤ 1).
yjk : 1, if DC j is opened and capacity level k is acquired; 0, otherwise.
Let the demand for the product at customer location i be an independent
random variable that follows a Poisson process with mean λi. If xij is the frac-
tion of customer i’s demand served by DC j, then the aggregate demand arrival
rate at DC j is also a random variable that follows a Poisson process with mean
λj =
∑I
i=1 λixij, due to the superposition of Poisson processes. If the service times
at each DC follows a general distribution and each DC is modelled as an M/G/1
queue, then the mean service rate of DC j, if it is allocated capacity level k, is given
by µj =
∑K







service rate reflects the server capacity or essentially the number of make-to-order
products a DC can assemble and ship in a given time period. Let τj represent the
mean service time at DC j (τj = 1/µj), ρj be the utilization of DC j (ρj = λj/µj),







Under steady state conditions (λj < µj) and FCFS queuing discipline, the ex-




















and the expected total waiting time for DC j is obtained by multiplying the waiting
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time at DC j by the expected demand as:(
































































The resulting non-linear MIP formulation is:




















yjk ≤ 1 ∀j (2.4)
J∑
j=1
xij = 1 ∀i (2.5)
0 ≤ xij ≤ 1, yjk ∈ {0, 1} ∀i, j, k (2.6)
The first term in the objective function (2.2) represents the fixed cost of lo-
cating DCs and equipping them with adequate assembly capacity. Although the
capital location cost is strategic and one-time, it is amortized over the span of the
planning period. The second term accounts for the variable cost of assembly and
shipment of products from DCs to customers. The third term is the expected total
response time cost or the lost sales due to excessive response times between DCs
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and customers. The expected total response time cost is expressed as a product of
average response time cost per unit time that one of its customers spends in the
system and expected total waiting time in the system. It can be interpreted as a
penalty function that reflects the true cost of not fulfilling customer orders in the
committed lead time. In practice, determining the values of average response time
cost can be challenging, however one can rely on techniques outlined in Rao et al.
[110]. To accurately reflect lost sales due to unacceptable response time, Rao et al.
[110] surveyed Caterpillar dealers to determine the percent of customers who would
renege if a product was not available immediately, after two-weeks, and after four-
weeks. A lower bound on the response time cost can be provided by the inventory
holding costs [61]. Furthermore, the problems can be solved iteratively with differ-
ent values of t to obtain a tradeoff curve from which decision makers may choose a
solution based on their preference between location and capacity acquisition cost,
transportation cost, and response time costs. In this chapter, for simplicity, we
assume that the cost of response time is linearly proportional to the waiting time.
However, the model can be extended to other cost functions such as a piecewise
linear function or a cost function proportional to max{0, E[W (M/G/1)] − W0},
where W0 is the maximum tolerated waiting time for a customer. Moreover, the
average response time cost t may vary from customer to customer (tij) if desired,
but we assume for simplicity that it is the same across customers.
Constraints (2.3) ensure that the steady state conditions (λj ≤ µj) at the DCs
are met. Constraint set (2.4) ensures that at most one capacity level is selected at a
DC, whereas constraint set (2.5) ensures that the total demand is met. Constraints
(2.6) are nonnegativity and binary restrictions. The formulation can easily handle
single sourcing requirements by imposing binary restrictions on xij. This would
restrict the assignment of customer i’s demand to one and only one DC j.
The nonlinearity in [PN ] arises due to the expression of the total waiting time
at the DCs, E[W (M/G/1)]. The results on the convexity of waiting time in a
M/G/1 queue (with FCFS service discipline) by Tu and Kumin [141] and Weber
[151] are worthwhile noting. Tu and Kumin [141] and Weber [151] have proved
that in a M/G/1 queue, the expected steady-state waiting time is a nonincreasing
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convex function of the service rate and a nondecreasing convex function of the
arrival rate. It can be shown that E[W (M/G/1)] is convex in aggregate arrival
rate λj, for fixed value of µj and convex in service rate µj, for fixed value of λj,
where λj =
∑I
i=1 λixij and µj =
∑K









< 0. Intuitively, one would expect
that the waiting time increases with increasing marginal returns as the arrival
rate increases and decreases with decreasing marginal returns as the service rate
increases. In the next section, we deal with the nonlinearity due to the expression
of total average waiting time using a linearization based on a simple transformation
and a piecewise linear approximation. We also present an exact solution procedure
based on the cutting plane method. Our cutting plane method is similar to the
outer approximation method [54].
2.4 Linearization of the Model



























µjkzjk, where zjk =
{
0 if yjk = 0






is the server (DC) utilization. Since there is at most one k′ with
yjk′ = 1 while yjk = 0 for all other k 6= k′, the expression zjk = ρjyjk can be ensured
by adding the following constraints
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zjk ≤ yjk ∀j, k
K∑
k=1
zjk = ρj ∀j
The function ρj =
Rj
1+Rj
is concave. Given a set of points Rhj indexed by H, ρj can
be approximated by an infinite set of piecewise linear functions that are tangent to
ρj at points R
h





















(1 + Rhj )
2
, ∀j, h ∈ H
 
: Rj/(1+Rj) 
: Piecewise Approximation f(Rj) 
Rj 
Figure 2.2: A piecewise linear approximation of
Rj
1+Rj





































0 if yjk = 0
Rj if yjk = 1
and zjk =
{
0 if yjk = 0
ρj if yjk = 1
∀j, k
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Similarly, because there exists at most one k′ with yjk′ = 1 while yjk = 0 for all
other k 6= k′, the expression wjk = Rjyjk can be ensured by adding the following
constraints
wjk ≤ Myjk ∀j, k
K∑
k=1
wjk = Rj ∀j
where M is the usual Big-M.

















Rj + ρj +
K∑
k=1









µjkzjk = 0 ∀j (2.10)
K∑
k=1
yjk ≤ 1 ∀j (2.11)
J∑
j=1
xij = 1 ∀i (2.12)
zjk − yjk ≤ 0 ∀j, k (2.13)
ρj −
1




(1 + Rhj )2




zjk = 0 ∀j (2.15)
wjk −Myjk ≤ 0 ∀j, k (2.16)
K∑
k=1
wjk −Rj = 0 ∀j (2.17)
yjk ∈ {0, 1}; 0 ≤ xij , zjk ≤ 1; ρj , Rj , wjk ≥ 0; ∀i, j, k (2.18)
The steady state conditions (λj < µj) translate into capacity constraints, and are
enforced by the constraints (2.10) and (2.29) and forced to “<” by the term Rj in
the objective.
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2.5 Exact Solution Procedure
Note that [PL(H)] is a minimization problem, hence at least one of the constraints










(1 + Rhj )
2
}
∀j when yjk = 1
In order to deal with the infinite number of constraints (2.30) in the linear MIP
model [PL(H)], we use a cutting plane method, described as follows. For an initial
and finite set of points (Rhj )H̄⊂H , [PL(H̄)] is a relaxation of the full problem [PL(H)],


















Rj + ρj +
K∑
k=1
CV 2jk(wjk − zjk)
}
where (x, y, R, ρ, w, z) is the solution of [PL(H̄)].



































provides an upper bound to [PL(H̄)] and [PN ]. If the best known upper bound
coincides with the lower bound at a given iteration, then the optimal solution
is obtained and the method is terminated. If not, a new set of cuts (3.14) are
generated using (Rj) and appended to [PL(H̄)] and the procedure is repeated. The
computational performance of the method is reported in Section 2.7.
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2.6 Lagrangean Relaxation
Initial computational testing reveals that the direct solution of [PL(H̄)] takes long
runtimes as the problem size increases. In this section, we propose a Lagrangean
heuristic. Relaxing constraints (2.5) in [PN ] with dual multipliers αi, i = 1, ..., I
leads to a Lagrangean nonlinear subproblem which decomposes into J independent










































0 ≤ xij ≤ 1, yjk ∈ {0, 1} ∀i, k
Given that at most one capacity level can be selected at DC j, the solution to
subproblem [SPN(j,α)] for DC j for a given set of multipliers αi, can be obtained by
solving K independent subproblems, one for each capacity level k:
[SPN(j,k,α)] : min fjk +
I∑
i=1




























0 ≤ xkij ≤ 1 ∀i
We introduce the superscript k with the variable xij as it depends on µjk. Note
that [SPN(j,k,α)] is continuous nonlinear knapsack problem. Introducing auxiliary
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ij), and using the lineariza-
tion scheme proposed in section 3.3, problem [SPN(j,k,α)] reduces to following linear
program:
[SPL(j,k,α,H)] : min fjk +
I∑
i=1
(cijλi − αi) xkij +




























0 ≤ xkij ≤ 1, Rjk ≥ 0 ∀i, j
which is amenable to solution by the cutting plane method of section 3.4. Note
that the capacity constraints will never be binding at optimality, otherwise the Rjk
term in the objective function goes to infinity. Furthermore, for a given set of dual
multipliers, αij and DC j, the subproblem [SPL(j,k,α,H)] is solved to optimality for
each capacity level k = 1, ..., K. The level k∗ that yields the most negative objective
function value is assigned to DC j, and the variable yjk∗ is set to 1, whereas yjk’s
are set to zero, ∀k 6= k∗. If no such level k∗ exists, then no DC is opened at location
j, and the variables xij and yjk are all set to zero.
2.6.1 The Lower Bound







v(·) denotes the optimal objective value of the problem (·). The best lower bound























(cijλi − αi) xkqij +
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ij ≤ µjk, 0 ≤
xkij ≤ 1}. The Lagrangean dual problem can be reformulated as a linear program
with exponential number of constraints as:







































∀j, k, q ∈ Q0x
The relaxation of [MP ] defined on subsets Q̄jx ⊂ Qjx results in a relaxed master
problem [RMP ]. We use Kelley’s classical cutting plane method [78], in which the
optimal ᾱ from [RMP ] is used to solve the subproblems [SPN(j,k,α)] and generate






























The index set Q̄jx is updated as iterations proceed. The Lagrangean process termi-
nates when the gap between the objective of the master problem and subproblems
is less than some pre-specified optimality tolerance ε specified by the user.
2.6.2 The Heuristic: Finding a Feasible Solution
The solution of the subproblems [SPL(j,k,α,H)] provide the location of DCs, their
capacity levels (yjk), the allocation of customers to DCs (xij), and a lower bound
to [PN ]. This solution may be infeasible for [PN ] as the allocation of customers to
DCs may not satisfy the demand assignment constraints
∑J
j=1 xij = 1, ∀i. To find
an upper bound, we present a heuristic that attempts to construct a feasible solution
at the final iteration of the Lagrangean dual problem. We fix the location and the
Chapter 2. Response Time Reduction in MTO Supply Chain Design 30
capacity levels of the DCs for which yjk = 1 at the final iteration of the Lagrangean




k=1 µjkyjk and the total
arrival rate
∑I
i=1 λi. If the total service rate is less than the total arrival rate, then
we pick a candidate DC (in order of its utilization ρj) and increase its capacity to
the next level (i.e. set yj,k+1 = 1) if there exists one to choose from else we pick the






i=1 λi is satisfied.
In order to determine the optimal allocation of the customer demand to the open






















λixij ≤ µjk ∀j
J∑
j=1













0 ≤ xij ≤ 1, Rjk ≥ 0 ∀i, j
2.7 Special Cases
In this section, we look at the two special cases that are commonly looked at in the
literature. In particular, we consider systems with exponential and deterministic
service time distributions.
Case I. Systems with Exponential Service Times (M/M/1 case): The ex-
ponential processing and assembly time is a reasonable assumption in cases where
there is high variability in setup times and processing times, e.g. in semiconductor
wafer fabrication [79]. Also, this is more reasonable than deterministic processing
and assembly times for MTO products with very high product variety and vary-
ing batch sizes. For exponentially distributed service times at the DCs, the total
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The resulting linear MIP model is:
[P
M/M/1















yjk ∈ {0, 1}; 0 ≤ xij, zjk ≤ 1; ρj, Rj ≥ 0 ∀i, j, k
The model is structurally identical to the service system design model presented
in Amiri [8] and Elhedhli [57].
Case II. Systems with Deterministic Service Times (M/D/1 case): In
many cases, the processing/assembly of finished products at the DCs often involves
repeated steps without much variation [79]. This is particularly true for MTO prod-
ucts with limited options and batch size of one such as Dell PCs. For deterministic



















The resulting linear MIP model is as follows:
[P
M/D/1















(Rj + ρj) (2.20)
s.t. (10)− (15)
yjk ∈ {0, 1}; 0 ≤ xij, zjk ≤ 1; ρj, Rj ≥ 0 ∀i, j, k
The cutting plane method described above can be used to solve these models to
optimality. Alternatively, one can rely on the Lagrangean heuristic proposed above.
Some computational results are provided in Section 2.8.
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2.8 Computational Results and Insights
In this section, we report our computational experiences with the proposed solution
methodologies and present some insights. All the proposed solution procedures were
coded in C and the MIP problems were solved using ILOG CPLEX 10.1 (using the
Callable Library) on a Sun Blade 2500 workstation with 1.6-GHz UltraSPARC IIIi
processors. In the implementation of the iterative cutting plane method and after
the solution of the relaxed MIP, we use the procedure CPXaddrows() to append
the cuts generated and exploit warm starting.
2.8.1 Test Problems
The test problems are derived from the 2000 census data consisting of 150 largest
cities in the continental United States (see Daskin[47]). We generate nine sets of
test problems by setting the number of customers (I) to the 50, 100, and 150 largest
cities, and the potential DC locations (J) to the 5, 10, and 20 most populated cities.
The mean customer demand rates λi are obtained by dividing the population of
those cities by 103. The unit transportation costs cij are obtained by dividing the
great-circle distance between the customer i and the potential DC location j by 100.
The service rate of DC j equipped with capacity level k, is set to µjk = βk
∑
i λi
(where βk = 0.15, 0.20, 0.45 for I = 50; βk = 0.10, 0.20, 0.30 for I = 100; βk =




to reflect economies of scale. For the M/M/1 case, the variance of service times σ2jk
are set to the mean service rates, µjk whereas for the M/G/1, the σ
2
jk is obtained
by setting coefficient of variation (CV ) to 1.5. The average response time cost





I×J , where θ is the response time cost multiplier and λicij
denotes the total production and transportation cost associated with the order from
ith customer served by jth DC. In order to explore the sensitivity of the solution
to different levels of response time costs, the multiplier θ is tested for 0.1, 1, 5,
10, 50, 100, and 200 (higher value of θ models the situation in which losing a
customer order due to high expected waiting time is extremely costly). In the
implementation of the cutting plane method, we start with an a priori set of cuts
for the function f(R) = R/(1+R). These cuts are generated based on the piecewise
Chapter 2. Response Time Reduction in MTO Supply Chain Design 33
linear approximation f̂(R) of the function f(R) such that the approximation error
(measured by f̂(R)− f(R)) is at most ε (see Elhedhli [56]). A similar approach is
used by Aboolian et al. [4]. This is in part motivated by our initial computational
results which show that the option of starting with an a priori set of cuts improves
the performance of the cutting plane method (see Elhedhli [56] for similar results).
In all the test problems, we use 32 cuts which corresponds to ε = 0.001.
2.8.2 An Illustrative Case Study
Using the first set of test problems (where I = 50, J = 5, and K = 3), we illustrate
that the MTO supply chain configuration that considers congestion and its effect
on response time can be different from the configuration that ignores congestion.
Furthermore, we show empirically that substantial reduction in response times can
be achieved with minimal increase in total costs in the design of responsive supply
chains.
The first set of test problems consist of 50 customers, 5 potential DC locations
(j = 1, New York, NY; j = 2, Los Angeles, CA; j = 3, Chicago, IL; j = 4, Houston,
TX; j = 5, Philadelphia, PA) that can be equipped with 3 capacity levels (k = 1,
small; k = 2, medium; k = 3, large). The problem is solved to optimality (with
a gap of 10−6) using the cutting plane method. Table 2.1 summarizes the results
for different values of the response time cost by setting θ to 0, 0.1, 1, 10, 100, and
1000 under four different cases: M/G/1 case with CV = 1.5, M/M/1 case, M/G/1
case with CV = 0.5, and M/D/1 case. The table shows the total objective function
value (TC), fixed cost (FC), variable cost (VC), total response time cost (RC),
total expected waiting time (E(W )), average DC utilization (ρ̄), DCs opened and
their capacity levels ( Open DCs(yjk)), expected waiting time at the DCs (Wj),
DC utilization (ρj), the number of cuts generated (CUT), the number of iterations
required (ITR), and the CPU time in seconds (CPU(s)) under different scenarios.
Figure 2.3 shows the effect of changing response time cost on the total workload
and capacity of DCs under various scenarios. The supply chain network configura-
tion for two extreme values of response time cost (θ = 0 vs. θ = 1000) are shown
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in Figure 2.4. Figure 2.5(a) shows the effect of changing response time cost on the
total expected waiting time (E(W )), and Figure 2.5(b) shows the effect of changing
total expected waiting time E(W ) on the sum of fixed and transportation costs.
The observations are as follows:
• Figure 2.4 shows that the supply chain configuration that ignores congestion
opens 4 DCs (medium size DCs in New York, Los Angeles, and Chicago and
a small DC in Houston) whereas the configuration that considers congestion
opens 5 DCs, all with highest capacity level (k=3). Also there is substan-
tial reallocation of customer demand among the DCs in order to balance the
workload to reduce the DC utilization and overall response time in the sys-
tem. Hence, the supply chain configuration that considers congestion and
its effect on response time can be different from the traditional configura-
tion that ignores congestion. However, we observe that at very high values
of θ, the configurations (location, capacity and demand allocations) are not
significantly different among the M/G/1, M/M/1 and M/D/1 cases.
• As we see from Table 2.1, even with very small values of average response
time cost, t = 0.1 × meani,j(λicij) or t = 1 × meani,j(λicij), substantial im-
provement in the total expected waiting time (E[W ]) can be achieved over
t = 0. For example, for the M/G/1 case (CV = 1.5), E[W ] decreases from
77.41 units to 48.37 units for θ = 0.1 and 1 respectively. This is due to the
even distribution of demand among DCs. Figure 2.5(a) also shows that the
substantial reduction in response time can be achieved with a small values
of response time costs. This is because, as we increase the magnitude of the
response time cost, DCs with higher capacity are used and/or number of DCs
opened increases, average DC utilization decreases, thereby reducing conges-
tion and improving average response time. From Figure 2.5(b), we see that
the left portion of the curves are quite flat, indicating that substantial im-
provement (decrease) in response time can be achieved with a small increase
in fixed and transportation costs.
• As the response time cost becomes dominant compared to other cost compo-
nents, DCs with higher capacity level are opened (See Figure 2.3), average DC
utilization decreases, thereby improving (decreasing) the response time. For
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example, in Table 2.1, in the M/G/1 case (CV = 1.5), for θ = 1, 4 medium
size DCs are opened, whereas for θ = 1000, 5 large size DCs are opened. The
average DC utilization decreases from 0.83 to 0.44 and the expected waiting
time decreases from 48.37 to 5.44 units. As θ goes to infinity, the response
time costs are very high compared to the fixed location cost (FC) and the
transportation cost (VC). This results in opening all the potential DCs with
the highest capacity levels in an attempt to minimize congestion at DCs. Fur-
thermore, the optimal solution recommends assigning more customers to their
closest open facilities (i.e. to a greater extent the closest-assignment property
holds). This is evident from Table 2.1(a). However, demand splitting does
occur in few cases.
• Table 2.1(a) depicts the allocation of demand to DCs under various scenarios
(Closet-assignment of customers to DCs, M/G/1 case with θ = 1000 and
M/M/1 case with θ = 1000. For example, in Table 2.1 (a), we observe that
the demand for 3 out of 50 customers were split in the M/G/1 case, whereas
5 out of 50 customers were split in the M/M/1 case.
• As we increase the magnitude of the response time cost, the transportation
cost decreases initially and then increases. For example, in Table 2.1, in the
M/G/1 case (CV = 1.5), for θ = 0, VC = 103,577; for θ = 1, VC = 101,494;
and for θ = 100, VC = 101,987. This is due to the reallocation of customer
demand among DCs in an attempt to reduce the total expected waiting time.
• If transportation costs are very high compared to the fixed location cost and
the response time costs, the optimal solution recommends assigning more cus-
tomers to the closest open facilities in most cases. However, demand splitting
does occur in few cases.
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Table 2.1: Comparison of the MTO supply chain network configurations for M/G/1,
M/M/1, and M/D/1 cases: An Illustrative Example.
M/G/1 (CV = 1.5) M/M/1 (CV = 0) M/G/1 (CV = 0.5) M/D/1
θ = 0 TC 146,965 146,965 146,965 146,965
FC 43,388 43,388 43,388 43,388
VC 103,577 103,577 103,577 103,577
RC 0 0 0 0
E(W ) ∞ ∞ ∞ ∞
ρ̄ 0.96 0.96 0.96 0.96
Open DCs 1(2), 2(2), 3(2), 4(1) 1(2), 2(2), 3(2), 4(1) 1(2), 2(2), 3(2), 4(1) 1(2), 2(2), 3(2), 4(1)
Wj [138.79, ∞, 5.27, ∞] [138.79, ∞, 5.27, ∞] [138.79, ∞, 5.27, ∞] [138.79, ∞, 5.27, ∞]
ρj [0.99, 1.00, 0.84, 1.00] [0.99, 1.00, 0.84, 1.00] [0.99, 1.00, 0.84, 1.00] [0.99, 1.00, 0.84, 1.00]
CUT 0 0 0 0
ITR 1 1 1 1
CPU(s) 0.14 0.14 0.14 0.14
θ = 0.1 TC 148,567 148,333 148,042 146,724
FC 46,816 43,388 43,388 43,388
VC 101,494 104,235 104,093 104,033
RC 257 710 560 503
E(W ) 77.41 214.05 169.00 152.40
ρ̄ 0.83 0.96 0.96 0.96
Open DCs 1(2), 2(2), 3(2), 4(2) 1(2), 2(2), 3(2), 4(1) 1(2), 2(2), 3(2), 4(1) 1(2), 2(2), 3(2), 4(1)
Wj [10.09, 33.51, 2.49, 2.83] [33.93, 98.34, 7.24, 74.55] [42.56, 124.89, 6.66, 94.06] [48.12, 139.37, 6.43, 107.05]
ρj [0.99, 0.97, 0.71, 0.74] [0.97, 0.99, 0.88, 0.99] [0.98, 0.99, 0.87, 0.99] [0.98, 0.99, 0.87, 0.99]
CUT 4 20 20 20
ITR 2 6 6 6
CPU(s) 0.35 0.88 1.69 0.9
θ = 1 TC 150,269 149,683 149,286 149139
FC 46,816 46,816 46,816 46816
VC 101,849 101,744 101,649 101,609
RC 1,604 1,124 822 714
E(W ) 48.37 33.9 24.79 21.55
ρ̄ 0.83 0.83 0.83 0.83
Open DCs 1(2), 2(2), 3(2), 4(2) 1(2), 2(2), 3(2), 4(2) 1(2), 2(2), 3(2), 4(2) 1(2), 2(2), 3(2), 4(2)
Wj [10.09, 15.08, 2.49, 3.39] [10.09, 18.11, 2.49, 3.21] [10.09, 22.02, 2.49, 3.06] [10.09, 24.19, 2.49, 3.00]
ρj [0.91, 0.94, 0.71, 0.77] [0.91, 0.95, 0.71, 0.76] [0.91, 0.96, 0.71, 0.75] [0.91, 0.96, 0.71, 0.75]
CUT 4 8 16 12
ITR 2 3 5 4
CPU(s) 0.33 0.41 0.91 0.45
θ = 10 TC 157,274 155,674 154,324 153874
FC 52,078 49,447 49,447 49447
VC 101,407 101,640 101,638 101616
RC 3,789 4,587 3,240 2811
E(W ) 11.43 13.84 9.77 8.48
ρ̄ 0.67 0.75 0.75 0.75
Open DCs 1(3), 2(3), 3(2), 4(2) 1(2), 2(3), 3(2), 4(2) 1(2), 2(3), 3(2), 4(2) 1(2), 2(3), 3(2), 4(2)
Wj [1.75, 2.27, 2.10, 1.94] [6.63, 2.27, 2.54, 2.39] [6.63, 2.27, 2.58, 2.36] [6.78, 2.27, 2.65, 2.28]
ρj [0.64, 0.69, 0.68, 0.66] [0.87, 0.69, 0.72, 0.71] [0.87, 0.69, 0.72, 0.70] [0.87, 0.69, 0.73, 0.69]
CUT 12 12 8 12
ITR 4 4 3 4
CPU(s) 0.65 0.62 0.49 0.60
θ = 100 TC 182,451 176,255 172,486 170,940
FC 57,340 57,340 57,340 54,709
VC 101,987 101,494 101,494 101,557
RC 23,124 17,421 13,650 14,675
E(W ) 6.98 5.26 4.12 4.43
ρ̄ 0.56 0.56 0.56 0.61
Open DCs 1(3), 2(3), 3(3), 4(3) 1(3), 2(3), 3(3), 4(3) 1(3), 2(3), 3(3), 4(3) 1(3), 2(3), 3(3), 4(2)
Wj [1.45, 1.68, 0.96, 1.05] [1.54, 1.84, 0.91, 0.97] [1.54, 1.84, 0.91, 0.97] [1.75, 2.15, 1.00, 1.54]
ρj [0.59, 0.63, 0.49, 0.51] [0.61, 0.65, 0.48, 0.49] [0.61, 0.65, 0.48, 0.49] [0.64, 0.68, 0.50, 0.61]
CUT 16 4 4 16
ITR 5 2 2 5
CPU(s) 0.77 0.26 0.35 0.93
θ = 1000 TC 358,156 316,316 289,863 280,873
FC 71,675 71,675 71,675 71,675
VC 106,029 102,974 99,683 99,460
RC 180,453 141,666 118,506 109,738
E(W ) 5.44 4.27 3.57 3.31
ρ̄ 0.44 0.44 0.44 0.44
Open DCs 1(3), 2(3), 3(3), 4(3), 5(3) 1(3), 2(3), 3(3), 4(3), 5(3) 1(3), 2(3), 3(3), 4(3), 5(3) 1(3), 2(3), 3(3), 4(3), 5(3)
Wj [0.64, 1.39, 0.78, 0.84, 0.55] [0.66, 1.51, 0.77, 0.83, 0.50] [0.68, 1.67, 0.76, 0.84, 0.43] [0.72, 1.67, 0.76, 0.85, 0.41]
ρj [0.39, 0.58, 0.44, 0.46, 0.35] [0.40, 0.60, 0.44, 0.45, 0.34] [0.40, 0.63, 0.43, 0.46, 0.30] [0.42, 0.63, 0.43, 0.46, 0.29]
CUT 35 35 25 10
ITR 8 8 6 3
CPU(s) 1.66 1.45 1.2 0.39
θ: Multiplier for the response time costs;
TC: Total cost; FC: Fixed cost; VC: Variable cost; RC: Response time cost;
E(W ): Total expected waiting time;
ρ̄: Average DC utilization;
Open DCs (ykl): DCs selected open and their capacity levels;
Wj : Response time;
ρj : DC utilization;
CUT: Number of cuts generated;
ITR: Number of iterations;
CPU(s): CPU time in sec.
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Figure 2.3: Effect of changing response time cost on the total workload and capacity
of DCs under various scenarios
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(c) M/M/1 Case, θ = 1000 (d) M/G/1 Case (CV = 1.5) , θ = 1000
Figure 2.4: Effect of changing response time cost on the supply chain network
configuration






























































Figure 2.5: (a) Effect of changing response time cost (t) on the total expected
waiting time E[W ], (b) Effect of changing expected waiting time E[W ] on the fixed
costs + transportation costs
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2.8.3 Performance of the Cutting Plane Method
Table 2.2 displays the performance of the cutting plane method for MTO supply
chain design problems under M/G/1 (CV = 1.5), M/M/1 (CV = 1.0), and M/D/1
(CV = 0) cases for varying problem sizes. The columns marked FC, VC, and RC
represent the fixed costs, the variable production and transportation, and the re-
sponse time costs respectively, expressed as a percentage of total costs (TC). The
columns marked E(W ) is the total average waiting time in the system, ρ is the
average DC utilization, and DC represents the number of DCs opened. The table
also displays the number of constraints generated (CUT), the number of iterations
of the method (ITR), and the total CPU time in seconds required to obtain the
optimal solution.
The results show that the average CPU time for M/G/1, M/M/1 and M/D/1
cases are 48, 21, and 9 seconds respectively, whereas the average number of cuts
required are 26, 25, and 25 respectively. Also the maximum CPU time for M/G/1,
M/M/1 and M/D/1 cases are 1147, 410, and 107 seconds respectively, whereas the
maximum number of cuts required are 66, 60, and 50 respectively. The computa-
tion times reveal the stability and the efficiency of the cutting plane method for
different percentages of fixed, variable and response time costs, whereas the number
of iterations imply that only a fraction of the constraints in [PL(H)] are required.
As the magnitude of response time cost (t) increases, the percentage of response
time cost becomes more significant with respect to other cost components and the
method seems to require more CPU time and iterations as large number of cuts are
generated. It is also worthwhile noting that the computational times for the second
set of instances (I=50, J = 20, and K=3) are comparatively higher than others
because the optimal solution has highly congested DCs. In the model, this corre-
sponds to the value of R/(1 + R) approaching 1. At the flat portion of R/(1 + R),
a higher number of cuts is needed to close the gap. Furthermore, in almost all of
the instances, the M/G/1 case requires more cuts, and hence more CPU time to
solve than the M/M/1 and M/D/1 cases. This is attributed to the nonlinearity in
the expression of expected waiting time for M/G/1 queues.
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2.8.4 Performance of the Lagrangean Heuristic
We test the Lagrangean heuristic on the same set of test problems used in the
previous section and report the performance in Table 2.3. The Lagrangean bound
(LAG) is expressed as a percentage of the optimal solution. The quality of the
heuristic solution (GAP) is expressed as a percentage of the optimal solution:
100 × (Heuristic Solution−Optimal Solution)/Optimal Solution. In all these test
problems, the heuristic is activated at the final iteration of the Lagrangean proce-
dure. The table also reports the computational time of the subproblems (SP), the
master problem (MP) and the heuristic (H) as a percentage of the total computa-
tional time (CPU) for various instances. The heuristic succeeds in finding feasible
solutions that are within a maximum of 4.90%, 4.67%, and 4.99% from the optimal
solution for the M/G/1, M/M/1, and M/D/1 case respectively. On average the gap
is 3.17%, 2.45%, and 2.73% from the optimal solution for the M/G/1, M/M/1, and
M/D/1 cases respectively. In terms of computational time, the proposed heuristic
takes an average of 195, 175, and 150 sec for M/G/1, M/M/1, and M/D/1 cases
respectively for problems with up to 150 customers, 20 DCs and 5 capacity levels.
The total computational time can be as high as 410 sec in some cases. Also the com-
putational times seem to depend on the coefficient of variation of service times. In
most of the cases, the M/G/1 instances (CV = 1.5) takes more time than M/M/1,
and M/D/1 cases. It is evident that the solution of the subproblems accounts for
most of the computational time: 81.83%, 83.88%, and 86.18% for M/G/1 case,
M/M/1, and M/D/1 cases respectively. The master problem accounts for 17.26%,
15.08%, 12.85%, for M/G/1 case, M/M/1, and M/D/1 cases respectively whereas
the heuristic accounts for 0.91%, 1.05%, 0.97% on average. This supports the claim
that the difficulty of the original problem has been transferred to the subproblems,
while keeping them still computationally tractable. This pays off in getting a lower
bound and a heuristic solution close to optimal solution.
In Table 2.4, we compare the performance of the cutting plane method and
the Lagrangean heuristic for high response time costs (by setting θ to 400, 600,
800, 1000, 1500, 2000). The results show that as the Lagreangean heursitic is
computationally efficient compared to the cutting plane method for intances where
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the response time cost component is dominant.
2.9 Extensions
We present extensions to our original model to consider systems with multiple cus-
tomer classes and general distributions of demand and service times. We show that
our solution procedures can be easily extended to deal with these cases. Later, in
Chapter 4, we consider a system with multiple customer classes where we incor-
porate a probability constraint that ensures that waiting time does not exceed a
pre-specified threshold.
2.9.1 Systems with Multiple Customer Classes
In certain settings, the demand for finished product may arise from a different
customer classes. Assume that these customers belong to one of N priority classes
(class 1 has the highest priority and class N has the lowest) and whenever a DC
becomes free to serve a new customer from the queue, the customer selected for
service is the member of the highest priority class who has waited longest in the
queue. In other words, customers are selected to begin service in the order of
priority classes, but on a first-come-first-serve (FCFS) basis within each priority
class. Let the system incur a delay cost tn per unit time one of its customers
spends in the system (either waiting in the queue or in service). Without the loss
of generality, we assume that the average response time costs per unit time are
ordered as follows: t1 ≥ t2 ≥ t3 ≥ ... ≥ tn. We assume that the expected service
time 1/µjk is same for all priority classes that are assigned to a DC j equipped with
capacity level k. If xnij denote the fraction of demand for the product from customer













xnij = 1 ∀i, n (2.22)
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Table 2.4: Comparison of the cutting plane method and the Lagrangean heuristic
for high response time costs: MTO supply chain design (M/G/1 Case - CV = 1.5)
Cutting Plane Method Lagrangean Heuristic
No. I J K θ FC VC RC TC E(W) ρ̄ DC CUT ITR CPU LAG GAP SP MAS HEU CPU
(%) (%) (%) (s) (%) (%) (%) (%) (%) (s)
1 50 10 3 400 39 39 23 212,766 9 0.48 7 35 6 11 97.20 2.85 80.66 17.73 1.61 53
600 35 36 30 236,528 9 0.48 7 66 10 22 97.99 1.45 74.93 23.41 1.66 43
800 41 30 29 255,872 7 0.37 9 54 7 12 94.97 1.59 74.03 24.22 1.75 36
1000 38 28 33 274,163 7 0.37 9 1791 200 319 97.04 3.12 82.29 17.09 0.62 127
1500 33 24 43 319,662 7 0.37 9 1791 200 220 96.45 0.91 78.66 20.88 0.46 139
2000 29 21 50 365,025 7 0.37 9 54 177 624 98.88 2.29 83.5 15.01 1.49 190
2 50 20 3 400 47 23 30 228,976 19 0.51 13 78 7 1149 99.21 3.81 74.42 25.23 0.35 152
600 47 20 33 262,325 16 0.44 15 90 7 1782 94.15 3.40 89.39 9.84 0.77 323
800 43 18 39 291,067 16 0.44 15 90 7 1896 95.95 1.93 75.38 24.36 0.26 372
1000 44 16 40 317,721 14 0.39 17 3383 200 1256 99.42 4.12 84.12 14.99 0.89 380
1500 37 14 49 380,310 14 0.39 17 3383 200 1406 98.20 3.37 77.77 20.35 1.88 390
2000 34 12 54 441,483 13 0.37 18 3582 200 1938 98.03 0.61 72.72 25.96 1.32 430
3 100 5 3 400 28 68 4 210,908 12 0.67 4 8 3 11 97.30 1.24 70.15 28.76 1.09 112
600 29 66 5 215,230 9 0.61 4 8 3 12 98.66 1.52 83.42 15.54 1.04 143
800 30 65 5 218,490 7 0.56 4 8 3 17 95.40 2.56 70.61 29.07 0.32 178
1000 29 65 6 221,250 7 0.56 4 12 4 18 97.42 1.75 82.13 16.55 1.32 183
1500 28 63 9 228,097 7 0.56 4 16 5 11 99.94 0.41 85.65 13.64 0.71 126
2000 27 61 12 234,938 7 0.56 4 8 3 12 94.28 3.21 73.24 24.86 1.90 196
4 100 10 3 400 43 48 9 193,580 12 0.55 7 28 5 37 94.43 0.72 73.9 23.91 2.19 312
600 44 46 9 201,406 8 0.48 7 7 2 36 95.41 1.49 78.58 21.19 0.23 318
800 43 45 12 207,730 8 0.48 7 14 3 856 99.02 3.17 89.18 10.13 0.69 426
1000 44 44 13 213,144 7 0.44 7 7 2 954 94.47 3.79 73.59 24.7 1.71 435
1500 45 41 14 224,999 6 0.38 7 7 2 1538 96.88 0.22 80.55 18.48 0.97 546
2000 44 39 17 235,026 5 0.36 7 14 3 2315 97.47 1.54 78.07 21.33 0.60 422
5 100 20 3 400 45 49 6 187,426 12 0.55 7 7 2 14 95.91 0.44 86.58 12.75 0.67 167
600 43 48 9 193,341 12 0.55 7 28 5 38 99.11 1.58 70.43 28.76 0.81 215
800 44 47 10 198,756 10 0.51 7 42 7 84 95.08 2.72 78.93 19.93 1.14 212
1000 44 46 10 203,233 8 0.48 7 7 2 37 94.57 2.79 72.96 26.05 0.99 315
1500 44 44 13 212,782 7 0.44 7 7 2 90 94.49 1.92 85.03 14.75 0.22 245
2000 44 42 14 220,999 6 0.41 7 28 5 352 95.90 2.31 85.32 14.41 0.27 223
6 150 5 5 400 27 67 5 252,673 7 0.56 4 8 3 13 94.58 1.14 75.44 23.4 1.16 172
600 27 66 8 259,205 7 0.56 4 4 2 77 99.96 1.69 85.11 13.26 1.63 187
800 26 64 10 265,718 7 0.56 4 20 6 238 95.87 0.89 76.14 22.35 1.51 219
1000 25 63 12 272,157 7 0.56 4 4 2 393 99.16 2.57 89.21 9.02 1.77 211
1500 24 59 17 288,223 7 0.56 4 16 5 378 97.19 2.83 75.28 23.24 1.48 267
2000 23 56 21 304,252 7 0.56 4 16 5 395 98.41 2.80 73.64 25.67 0.69 345
7 150 10 5 400 33 61 5 230,691 16 0.64 6 24 5 33 95.55 2.77 86.4 11.91 1.69 178
600 34 60 6 235,314 12 0.59 6 18 4 126 95.65 1.26 80.57 18.09 1.34 119
800 33 59 8 239,855 12 0.59 6 18 4 134 98.16 2.06 75.42 22.97 1.61 121
1000 34 59 7 241,739 10 0.54 6 12 3 308 99.95 1.59 84.61 13.81 1.58 249
1500 35 57 8 248,715 8 0.49 6 18 4 408 99.63 3.01 74.32 24.95 0.73 298
2000 32 60 9 254,275 7 0.49 5 5 2 205 95.94 1.18 75.19 23.73 1.08 145
8 150 20 5 400 45 48 7 202,139 28 0.68 9 36 5 664 96.02 2.63 76.78 23.01 0.21 445
600 46 46 8 208,164 23 0.63 9 18 3 1372 99.34 1.14 71.16 27.03 1.81 647
800 45 49 6 212,702 14 0.56 8 16 3 2146 94.63 2.66 76.89 20.95 2.16 546
1000 41 52 7 215,704 12 0.56 7 14 3 2009 95.62 3.41 81.59 18.04 0.37 587
1500 42 50 8 222,842 10 0.52 7 7 2 2088 98.37 0.30 70.3 28.59 1.11 458
2000 42 49 9 229,020 9 0.48 7 14 3 2595 95.82 3.53 85.84 12.93 1.23 575
min 23 12 4 187,426 5 0.36 4 4 2 10.65 94.15 0.22 70.15 9.02 0.21 36
max 47 68 54 441,483 28 0.68 18 3582 200 2595 99.96 4.12 89.39 29.07 2.19 647
mean 37 47 16 245,638 10 0.51 7 311 28 638 97 2 79 20 1 282
I: No. of customers; J: No. of potential DCs; K: No. of capacity levels at each DC;
θ: Multiplier for the response time cost;
FC: Fixed cost; VC: Variable cost; RC: Response time cost; TC: Total cost;
E(W ): Total expected waiting time;
ρ̄: Average DC Utilization;
DC: Total no. of DCs selected open;
CUT: Number of cuts generated;
ITR: Number of iterations;
CPU(s): CPU time in sec.
LAG: Lagrangean bound expressed as percentage of optimal solution;
GAP: 100×(Heuristic Solution-Optimal Solution)/Optimal Solution;
SP: Computational times of the subproblems,
MP: Computational times of the master problems,
H: Computational times of the heuristics
(Note that SP, MP, and H are expressed as percentages of the total computational time, CPU).
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Let E[W nj ] denote the steady-state waiting time of a nth class customer at DC j.
The problem is to simultaneously determine the location and the capacity of DCs
y∗ = {y∗jk}, and the allocation of multiclass customer demand to DCs x∗ = {xn∗ij }
so as to minimize the cost of response time in addition to the sum of fixed cost
of opening DCs and equipping them with sufficient processing capacity and the
variable cost of serving customers.
Case I: Systems with Nonpreemptive Priorities
With nonpreemptive priorities (NPP), a customer being served cannot be ejected
back into the queue if a higher priority customer enters the system. Therefore,
once the DC has begun serving a customer, the service must be completed without
interruption. For a DC j, modelled as an M/M/1 queue with multiple customer
classes and NPP service discipline, the steady-state waiting time in the system
(including the service time) E[W nj ], for a customer of priority class n, is given by






, n = 1, 2, ..., N
where A = µ2j/
∑N
n=1 λ
n, B0 = 1, and Bn = 1−
∑n
m=1 λ
m/µj, ∀n ≥ 1.
In case of systems with two customer classes (N = 2, where h: high priority
and l: low priority), the expression for E[W nj ] reduces to:
E[W hj ] =
λhj












The total response time is obtained by multiplying the steady-state expected
waiting time by the expected arrival rates as follows:
λhj E[W hj ] = λhj
(
λhj




















Note that the expression for the total response time of high priority class cus-
tomers (2.23) is same as that of a single class customers and hence we can use the
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linearization scheme presented in Section 2.3. In order to linearize the expression
for total response time for low priority class customers (2.24), we proceed as fol-
lows. Given that the function λljE[W lj ] is convex, it can be approximated by infinite











j ),∀q ∈ Q, that is
W lj (.) = max
q∈Q
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which can be written as
W lj (.) ≥ W
lq
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are the subgradients at points q ∈ Q, and can be
computed by taking the partial derivatives of the expression (2.24).
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µjkzjk = 0 ∀j (2.26)
K∑
k=1
yjk ≤ 1 ∀j (2.27)
J∑
j=1
xnij = 1 ∀i, n (2.28)








































∀j, q ∈ Q (2.32)
yjk ∈ {0, 1}; 0 ≤ xnij , zjk ≤ 1; ρj , Rj ,W lj ≥ 0 ∀i, j, k, n (2.33)
The model with large number of constraints in (2.30) and (2.32) is amenable to the
cutting plane method, where one can start with an initial subset of constraints, and
others are included as needed. For an initial and finite set of points {xq, yq}Qq⊂Q
considered, [P(Qq)] is a relaxation of the full problem [P(Q)], hence a lower bound to
[PG(H)] or [PG] is provided by the optimal objective function value v(PG(Hq)), where
the lower and upper bounds are given by:
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where,
W hj (.) =
λhj
µj − λhj












If the upper bound coincides with the lower bound then (x, y) is an optimal
solution to [P ], and the procedure is terminated. If not, then using the current




















jk and generate two cuts of the form
ρhj −
1





(1 + Rqj )
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This new set of constraints is appended to constraint set (2.30) and (2.32) respec-
tively and the procedure is repeated again.
In settings where the assumption of exponential service times is too restrictive,
the model can be extended to deal with multiple customer classes with general
service times distributions, for which the steady-state waiting time is given by:















, n = 1, 2, ..., N
For two priority class with nonpreemptive priorities, these expressions reduce to
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Case II: Systems with Preemptive Priorities
In case of systems where preempting (interrupting) the service of customers with
lower response time costs to allow customers with higher response time costs to be
served immediately is permitted, the steady-state waiting time is given by:
E[W nj ] =
1/µj
Bn−1Bn
, n = 1, 2, ..., N
where B0 = 1 and Bn = 1−
∑n
m=1 λ
m/µj, ∀n ≥ 1.
The total response times are given by:
λhj E[W hj ] =
λhj
µj − λhj
and λljE[W lj ] =
λljµj
(µj − λhj )(µj − λhj − λlj)
These expressions can be linearized using the procedure shown above.
2.9.2 Systems with General Demand Processes and Service
Time Distributions
In case of systems with general arrival processes and service time distributions,
where the demand forms independent renewal processes, DCs can be modelled as
GI/G/1 queues. However, two technical difficulties must be addressed: (i) The
superposition of renewal processes does not necessarily yield a renewal process,
and therefore, the arrival process to each facility may not be a renewal process,
(ii) There are no exact expressions for the expected waiting time in a GI/G/1
queue. As pointed out by Benjaafar et al. [21, 22] the first difficulty can be
handled by approximating superposed renewal processes by a renewal process whose
coefficient of variation is obtained via a two-moment approximation, such as the
asymptotic method described in Albin [6] and Whitt [152]. The second difficulty
can be addressed by using one of the reasonably approximations for the expected
waiting time in a GI/G/1 queue (see Buzacott and Shanthikumar [33] and Wolff
[154]). One such approximation for the expected waiting time (service plus queuing
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where τj represent the mean service time at DC j (τj = 1/µj), ρj be the utilization
of DC j (ρj = λj/µj), c
2











j be the variance of arrival times at DC j, and c
2
a be the




j). It can be shown that
the total expected waiting time for a GI/G/1 queue (λjWj(GI/G/1)) is convex in
the arrival rate [66]. Alternatively, one may focus on heavy traffic regimes (ρ → 1)
for which explicit results for GI/G/1 queue are available. Some of these results can
be found in Peterson [105]. Along with these approximate expressions and explicit
results, the cutting plane method presented above can be used to tackle these cases.
2.10 Concluding Remark
In this chapter, we modelled and analyzed the effect of response time consideration
on the design of MTO supply chain networks. We presented an MTO supply chain
design model that captures the trade-off among response time, the fixed cost of
opening DCs and equipping them with sufficient capacity, and the transportation
cost associated with serving customers. Under the assumption that the customer
demand follows Poisson process and service times follow general distribution, the
DCs were modelled as a network of single-server queues, whose capacity levels and
locations are decision variables. We presented a non-linear MIP formulation, a
linearization procedure, a cutting plane method, and a Lagrangean heuristic. Our
computational results indicate that while the cutting plane method provides opti-
mal solution for moderate instances of the problem in few iterations, the Lagrangean
heuristic provides solution that is within 5% of the optimal for the test instances
in reasonable computation times. We used the models to demonstrate empirically
that substantial improvement (decrease) in response time can be achieved with a
minimal increase in total cost associated with designing supply chains. Also we
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showed that the supply chain configuration (DC location and capacity, and alloca-
tion of customers to DCs) obtained using the model that considers congestion can
be very different from those obtained using the traditional models that ignores re-
sponse time. Furthermore, the inclusion of response time in the objective function
may not satisfy the closest-assignment property and causes splitting of demand in
few cases. We showed that our solution procedures can be easily extended to deal
to MTO systems with multiple customer classes and general demand processes and
service time distributions.
Chapter 3
Response Time Reduction in
ATO Supply Chain Design†
3.1 Introduction
ATO system is a business strategy adopted by many firms to meet the dual needs of
mass customization and shorter response time (e.g. Dell, IBM, Gateway, National
Bicycle, Nike) [133]. ATO systems facilitate delayed product differentiation by
maintaining inventories of semi-finished products/sub-assemblies while delaying the
final assembly of finished products until the customer orders arrive. Maintaining
inventory of common semi-finished products allows firms to aggregate demands
across different finished products, thereby reducing safety stock inventories (due
to risk pooling effects). Furthermore, it increases firm’s responsiveness to cater to
unpredictable changes in the demand mix and reduces the response time. However,
the time to assemble a finished product following an order depends on the assembly
capacity, workload allocated, and the variation in processing times of the product
mix. Inadequate assembly capacity, suboptimal allocation of customer demand,
coupled with variability in processing times of product mix can spell long response
times, which could easily wipe out firm’s profit margin and diminish its competitive
edge.
†A version of the materials in this chapter has appeared in the paper: N. K. Vidyarthi, S.
Elhedhli, and E. M. Jewkes (2009), Response time reduction in make-to-order and assemble-to-
order supply chain design, IIE Transactions, 41(5), 448-466.
53
Chapter 3. Response Time Reduction in ATO Supply Chain Design 54
The objective of this chapter is to model the effect of congestion on response
time in the design of a two-echelon ATO supply chain, where a set of plants and
DCs are to be established to assemble and distribute finished products to a set of
customers with stochastic demand. We formulate a nonlinear MIP model of the
problem. We present a Lagrangean relaxation of the model that exploits the eche-
lon structure of the problem to decompose into two problems - one relates to MTS
echelon and other relates to MTO echelon. We propose a heuristic to construct fea-
sible solution. To the best of our knowledge, this is one of the early attempts that
explicitly account for congestion in the design of two-echelon supply chain network
design.
The remainder of this chapter is organized as follows. In Section 3.2, we review
related literature. Section 3.3 presents a nonlinear MIP model of the ATO supply
chain design problem. Section 3.4 presents a Lagrangean relaxation of the model
and the heuristic. Computational results are reported in Section 3.5. Finally, in
Section 3.6, we conclude with some remarks.
3.2 Related Literature
The significance of offering a high level of product variety to customers, while main-
taining reasonable response times and costs has prompted a number of researchers
to address issues related to ATO supply chain. We refer the reader to Song and
Zipkin [133] for reviews of the ATO literature. Most of the papers on ATO sys-
tems address tactical/operational planning issues such as optimal inventory levels,
service level, component commonality etc. assuming that the facility location and
capacity decisions are fixed. It is worthwhile noting that the strategic configuration
of the supply chain has a long lasting impact on the firm and influences its tactical
level decisions. It can be construed from the above discussion that, despite such
impressive anecdotal evidence of the importance of stochastic demand and response
time, few analytical model have examined strategic design of supply chain from a
response time perspective.
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Another stream of related literature is on supply chain network design. We
refer the reader to Section 2.2.2 of the previous chapter for a brief review of related
literature on supply chain network design. Most of the earlier work on supply
chain network design are in deterministic settings. As pointed out in the previous
chapter, to the best of our knowledge, Huang et al. [75] is the only paper to model
the effect of congestion in the design of distribution networks. The originality of
our work is the explicit modelling of congestion using a queueing framework in the
design of two-echelon ATO supply chains. We also present solution approaches to
deal such highly nonlinear large-scale models.
3.3 Model Formulation
We consider the problem of designing an ATO supply chain, where we seek to locate
a set of plants and DCs to distribute a product with non-trivial bill-of-material to
a set of customers with stochastic demand. The DCs will act as intermediate facil-
ities between the plants and the customers and facilitate the shipment of products
between the two echelons, as shown in Figure 3.1.
 
Flow of semi-finished products (n)     Flow of finished product  
Make-to-Stock Echelon               Make-to-Order Echelon 
Potential Plants(m)
Potential DCs (j) 
Customers (i) 
Figure 3.1: An assemble-to-order supply chain network
The semifinished products are produced at the plants and shipped to the DCs,
where an inventory of semi-finished products is maintained. Once the demand
is realized at the customers’ end, the order is placed to the DC and the final
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product is assembled and the demand is met. Hence, the supply chain network
is a combination of make-to-stock echelon (plant-DC echelon) and the make-to-
order echelon (DC-customer echelon). The problem environment is characterized
by stochastic customer demand that has to be satisfied from a set of DCs where
sufficient capacity has to be acquired in order to avoid long response times. To
model this problem, we define the following additional notation:
m : Index for potential plants, m = 1, 2, . . . ,M .
n : Index for semi-finished products, n = 1, 2, . . . , N .
gm : Fixed cost of opening a plant at location m ($/period).
pm : Maximum available capacity of plant m (units).
c′jmn : Unit production and transportation cost for semi-finished product
n from plant m to DC j.
ηn : Number of units of semi-finished product n required to make one
unit of finished product.
um : Decision variable that equals 1, if plant m is opened; 0, otherwise.
vjmn : Number of units of semi-finished product n produced at plant m
and shipped to DC j.
Under the assumption that the demand at customer i is an independent random
variable that follows a Poisson process with mean λi and the service time at each
DC follows a general distribution, each DC is modelled as M/G/1 queue, whose
mean service rate, if it is allocated capacity level k, is given by µj =
∑K
k=1 µjkyjk




jkyjk. Under steady state
conditions (λj < µj) and FCFS queuing discipline, the total average waiting time for
the entire system (service plus queuing time) is given by (2.1). The resulting non-
linear MIP formulation that simultaneously determines the location and capacity of
plants and DCs, the shipment levels from plants to DCs, and allocation of customers
to DCs by minimizing response time costs in addition to fixed cost of location and
capacity acquisition, and the variable cost of production and transportation costs
between echelons is as follows:






































































yjk ≤ 1 ∀j (3.5)
J∑
j=1
xij = 1 ∀i (3.6)
0 ≤ xij ≤ 1, yjk, um ∈ {0, 1}, vjmn ≥ 0 ∀i, j, k,m, n (3.7)
The objective function (3.1) consists of fixed cost of opening plants, fixed cost
of locating DCs and equipping them with the required capacity level, the variable
cost of producing and procuring semi-finished product, the variable cost of serving
customers from DCs, and the total waiting time costs at the DCs. Constraints
(3.2) are capacity restrictions on the opened plants and permit the use of opened
plants only. Constraints (3.3) are commodity flow conservation equations at the
DCs. Constraints (3.4) ensure that the steady state conditions at the DCs are
met. Constraints (3.5) ensure that at most one capacity level is selected at a DC
whereas constraints (3.6) ensure that the total demand is met. Constraints (3.7)
are nonnegativity and binary constraints. The model can be extended to include
the safety stock inventory costs at DCs as discussed in Buzacott and Shanthikumar
[33]. Also refer to Benjaafar et al. [22].
Model [PATO] can be linearized using a simple transformation and the piecewise
linear approximation presented in the previous chapter. This would yield a linear
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model with large number of constraints that can be solved to optimality using the
cutting plane method (presented in Section 3.4). However, our initial computational
testing shows that such an approach will yield excessive runtimes, even for small
size problems (primarily due to the large number of constraints and variables). This
motivates the development of the Lagrangean heuristic.
3.4 Lagrangean Relaxation
There are number of ways in which the model can be relaxed in Lagrangean fashion
(refer to Klose and Drexl[81] and references therein). In this paper, we exploit the
echelon structure of the ATO supply chain using Lagrangean relaxation to decom-
pose the model into two subproblems. Note that in [PATO], constraints (3.2) relate
to the MTS echelon, constraints (3.4)-(3.6) relate to the MTO echelon, whereas
constraints (3.3) are the flow conservation constraints that link the two echelons.
Upon relaxing the flow conservation constraints (3.3) with dual multipliers βjn, the
problem decomposes into two subproblems:
















vjmn ≤ pmum ∀m (3.9)
um ∈ {0, 1}, vjmn ≥ 0 ∀j, m, n (3.10)



















































xij = 1 ∀i (3.13)
K∑
k=1
yjk ≤ 1 ∀j (3.14)
0 ≤ xij ≤ 1, yjk ∈ {0, 1} ∀i, j, k (3.15)
Subproblem [SPMTS] is a linear MIP model that determines the location of
plants and the flow of semi-finished products into the DCs, whereas the subproblem
[SPMTO] is a non-linear MIP model that provides the location and capacity level of
DCs and the allocation of customers to DCs. Note that the subproblem [SPMTO] is
the MTO supply chain design model presented in the previous chapter and hence
we use the proposed cutting plane algorithm to solve it. From model [PATO], we
























Constraints (3.16) are aggregate capacity constraints for the MTS echelon. Con-
straints (3.17) is derived from (3.3) and (3.4) and constraints (3.18) follows from
(3.3) and (3.6). Constraints (3.17) imply that the total flow of semi-finished prod-
ucts through a DC should not exceed the DC’s maximum throughput capacity,
whereas constraints (3.18) ensure that the flow of every semi-finished product from
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plants to DC is at least equal to the bill-of-material times the demand of that prod-
uct from all the customers. These constraints are redundant in the original MIP
formulation, but they improve the quality of the subproblem solutions in terms
of the feasibility to the original problem upon relaxing the flow conservation con-
straints. This results in better heuristic solutions. Therefore, we add these set of
constraints to [SPMTS] as follows:








































um ∈ {0, 1}, vjmn ≥ 0 ∀j, m, n (3.24)
3.4.1 The Lower Bound
The Lagrangean lower bound is given by the solution of the Lagrangean dual prob-
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This can be explicitly written as:





















































































where Iu,v is the index set of feasible points of the set:
{(um, vjmn) : (40)− (43); um ∈ {0, 1}; vjmn ≥ 0, ∀j, m, n}
and Ix,y is the index set of feasible points of the set:
{(xij, yjk) : (32)− (34); xij ≥ 0; yjk ∈ {0, 1}, ∀i, j, k}.
We use Kelley’s cutting plane method [78], in which the point β̄ is the solution
of the relaxed master problem [RMP ], defined on subsets Īu,v ⊂ Iu,v and Īx,y ⊂ Ix,y.
This β̄ from [RMP ] is used to solve the subproblems [SPMTS] and [SPMTO], and

























































































The index sets Īu,v and Īx,y are updated as Īu,v ∪ {̄i} and Īx,y ∪ {ī′}, respectively,
as the algorithm proceeds through the iterations.
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3.4.2 The Heuristic: Finding a Feasible Solution
The first subproblem [SPMTS] provides the location of plants (um) and the flow of
semifinished into the DCs (vjmn), whereas the second subproblem [SPMTO] provides
the location and the capacity decisions of the DCs (yjk), the assignment of customers
to DCs (xij). Note that the link between the two subproblems is the flow balance
of products in and out of DCs. Hence, a feasible solution to problem [PATO] can be
constructed by solving [SPMTS] with the additional set of constraints
∑M
m=1 vjmn =∑I
i=1 ηnλixij, where xij is obtained from the solution of [SPMTO]. The overall
procedure is shown in Figure 4.2. Computational results are provided next.
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Figure 3.2: Solution procedure for two-echelon ATO supply chain design
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3.5 Computational Results and Insights
The proposed solution procedure was coded in C and the MIP problems were solved
using ILOG CPLEX 10.1 Callable Library on a Sun Blade 2500 workstation with
1.6-GHz UltraSPARC IIIi processors. The test instances are derived from the 2000
census data consisting of 150 largest cities in the continental United States (as done
in [48]. We generate eight sets of test problems by setting the number of customers
(I) to the 50, 100, and 150 largest cities, and the potential DC locations (J) to the
5, 10, and 20 most populated cities. The demand rates λi are obtained by dividing
the population of those cities by 103. The unit transportation costs cij are obtained
by dividing the great-circle distance between the customer i and the potential DC
location j by 100. The service rate of DC j equipped with capacity level k, is set to
µjk = βk
∑
i λi (where βk = 0.15, 0.20, 0.45 for I = 50; βk = 0.10, 0.20, 0.30 for I =
100; βk = 0.10, 0.15, 0.20, 0.30, 0.45 for I = 150). The fixed costs of the DC, fjk are
set to 100×√µ
jk
. The capacities of plants are set to: Pm = U [0.1, 0.5]×
∑I
i=1 λi
whereas their fixed cost are obtained using: gm = U [1000, 2000]×
√
(pm). For the
M/G/1, the coefficient of variation (CV ) to set to 1.5. The average response time





I×J , where θ is the response time cost multiplier and λicij
denotes the total production and transportation cost associated with the order from
ith customer served by jth DC. The response time costs is varied by changing the
multiplier θ to 0.1, 1, 5, 10, 50, 100, and 200. The production coefficients (bill-of-
material) ηn were randomly generated in the range U [1, 5] and rounded up to the
nearest integer value.
3.5.1 Insights
Incorporating response time in the design of two-echelon supply chains impacts the
location and capacity of DCs and the allocation of customer demand to DCs. This
also effects the location and capacity of plants and inbound flows from plants to
DCs. The tradeoff among the fixed location and capacity acquisition costs, trans-
portation cost and response time in two-echelon supply chain is complex, however,
we make the following observations from the optimal solution:
• As response time cost increases relative to plant and DC location costs and
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transportation cost (i.e. θ → ∞), the model recommends using DCs with
higher capacity level or in some cases more DCs are opened. The customer
demand gets reallocated to decrease the average DC utilization, thereby im-
proving the overall response time. More customers are assigned to their closest
open DCs and the DCs are served by their closet open plants, thereby de-
creasing the inbound and outbound transportation cost. Note that demand
splitting occurs in an attempt to balance the workload among open DCs.
• As the fixed location cost of DCs increases relative to the response time cost
and transportation cost, the optimal solution recommends closing some of the
DCs and using existing DCs but with higher capacity level (due to economies
of scale). This consolidation of workloads at few DCs increases the average
DC utilization, thereby increasing the overall response time. Most of the
customers are assigned to their closest open DCs. It is worthwhile noting
that no demand splitting was observed in thic case (due to the consolidation
of workloads at few DCs).
3.5.2 Performance of the Lagrangean Heuristic
In Table 3.1, we compare the performance of the cutting plane algorithm and the
Lagrangean heuristic and report the results for one problem set of the two-echelon
ATO supply chain design problem (where I = 100, J = 10, K = 3, M = 20, and





i λi). The results show that the Lagrangean heuristic outperforms
the cutting plane method in terms of computational time. On average, the La-
grangean heuristic takes 421 sec whereas the cutting plane method takes 1344 sec.
Furthermore, as we vary θ from 0.1, 1, 5, 10, 50, 100, 500, 1000, 2000, to 5000, the
optimal solution demonstrates that substantial decrease in response time can be
achieved (as a result of decrease in DC utilization due to workload reallocation and
capacity acquisition) with a small increase in total cost associated with designing
supply chains.
Table 3.2 shows the computational performance of the Lagrangean heuristic
for M/G/1, M/M/1, and M/D/1 cases. The second subproblem pertaining to
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Table 3.1: Comparison between the cutting plane method and the Lagrangean
heuristic for ATO supply chain design for I = 100, J = 10, K = 3, M = 20, and
N = 1.
Tight Capacities, r = 3
Cutting Plane Method Lagrangean Heuristic
θ FC VC RC E(W) ρ̄ DC CUT ITR CPU FC VC RC E(W) ρ̄ DC LAG GAP CPU
(%) (%) (%) (s) (%) (%) (%) (%) (%) (s)
0.1 50 50 0 689.3 0.96 5 10 3 714 41 59 0 689.3 0.96 5 95.88 4.12 251
1 49 50 1 209.2 0.96 5 10 3 1029 41 59 1 218.2 0.96 5 96.78 3.22 268
5 48 50 2 169.3 0.95 5 10 3 1585 43 57 1 195.9 0.94 5 95.04 4.96 269
10 51 49 1 32.5 0.69 5 10 3 2180 42 56 2 51.84 0.76 5 95.81 4.19 271
50 51 47 2 14.51 0.6 5 5 2 1002 44 55 2 17.47 0.62 5 96.72 3.28 177
100 51 47 2 8.39 0.54 5 5 2 810 43 54 3 11.47 0.6 5 94.99 5.01 278
500 50 46 4 8.39 0.54 5 5 2 964 43 49 8 10.82 0.65 5 96.4 3.6 423
1000 49 44 7 6.21 0.44 5 5 2 1100 40 46 14 9.82 0.44 5 96.88 3.12 427
2000 46 41 13 5.99 0.44 5 5 2 1148 39 41 21 4.75 0.43 6 97.11 2.89 444
5000 38 32 30 3.95 0.32 7 28 5 1699 33 33 34 3.98 0.32 7 97.01 2.99 451
Moderate Capacities, r = 5
Cutting Plane Method Lagrangean Heuristic
θ FC VC RC E(W) ρ̄ DC CUT ITR CPU FC VC RC E(W) ρ̄ DC LAG GAP CPU
(%) (%) (%) (s) (%) (%) (%) (%) (%) (s)
0.1 46 54 0 261.9 0.84 6 12 3 1500 39 61 0 332.3 0.85 4 98.11 1.89 205
1 46 54 0 98.12 0.83 6 6 2 964 39 61 0 122.7 0.84 4 96.83 3.17 407
5 41 58 1 34.16 0.83 4 4 2 1019 38 61 1 40.72 0.84 4 96.69 3.31 325
10 41 58 1 34.16 0.83 4 4 2 898 38 61 1 40.72 0.84 4 95.52 4.48 280
50 41 56 4 21.84 0.76 4 4 2 1467 39 58 3 27.56 0.79 4 97.27 2.73 322
100 43 55 2 6.81 0.56 4 4 2 1495 40 57 2 7.74 0.58 4 97.11 2.89 333
500 42 54 4 6.81 0.56 4 4 2 1122 37 53 10 7.74 0.58 4 96.88 3.12 365
1000 40 50 10 6.81 0.56 4 4 2 1370 34 48 18 7.74 0.58 4 94.01 5.99 291
2000 41 44 15 5.52 0.44 5 10 3 2524 40 38 22 6.63 0.47 6 95.6 4.4 589
5000 30 29 41 4.55 0.37 6 12 3 1981 30 29 40 6.53 0.44 6 97.67 2.33 232
Loose Capacities, r = 10
Cutting Plane Method Lagrangean Heuristic
θ FC VC RC E(W) ρ̄ DC CUT ITR CPU FC VC RC E(W) ρ̄ DC LAG GAP CPU
(%) (%) (%) (s) (%) (%) (%) (%) (%) (s)
0.1 40 60 0 81.01 0.83 4 4 2 1103 40 60 0 81.66 0.83 4 96.57 3.43 546
1 40 60 0 62.75 0.83 4 4 2 955 39 60 0 63.85 0.83 4 96.65 3.35 435
5 40 60 1 40.27 0.83 4 4 2 906 39 60 1 42.23 0.83 4 98.91 1.09 487
10 39 59 1 40.27 0.83 4 4 2 875 39 60 1 41.78 0.83 4 94.41 5.59 327
50 40 58 2 11.71 0.67 4 4 2 979 40 58 2 12.97 0.67 4 96.19 3.81 354
100 40 56 4 11.71 0.67 4 4 2 1140 40 57 3 11.75 0.61 4 96.99 3.01 654
500 41 55 5 7.02 0.56 4 4 2 1080 38 52 11 8.96 0.56 4 97.27 2.73 765
1000 38 52 10 6.94 0.56 4 8 3 1765 34 47 19 7.84 0.56 4 98.1 1.9 642
2000 34 47 19 6.85 0.56 4 8 3 1884 41 38 21 7.54 0.37 6 95.59 4.41 822
5000 32 29 39 4.43 0.37 6 12 3 2148 31 29 39 4.43 0.37 6 96.37 3.63 984
min 30 29 0 3.95 0.32 4 4 2 714 30 29 0 3.98 0.32 4 94.01 1.09 177
max 51 60 41 689.3 0.96 7 28 5 2524 44 61 40 689.3 0.96 7 98.91 5.99 984
mean 43 50 7 63.38 0.66 5 7 2 1314 39 52 9 64 0.64 5 97.51 3.49 421
θ: Multiplier for the response time cost;
FC: Fixed cost; VC: Variable cost; RC: Response time cost (expressed as percentage of total cost);
E(W ): Total expected waiting time;
ρ̄: Average DC utilization;
DC: No. of DCs selected open;
CUT: Number of cuts generated;
ITR: Number of iterations;
CPU(s): CPU time in sec.
LAG: Lagrangean bound expressed as percentage of optimal solution;
GAP: 100×(Heuristic Solution-Optimal Solution)/Optimal Solution;
CPU: Total computational time (in sec).
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the MTO echelon was solved to optimality using the cutting plane approach. In all
these test problems, the heuristic is activated at the final iteration of the Lagrangean
procedure. The Lagrangean bound (LAG) is expressed as the percentage of heuristic
solution and the quality of the heuristic solution (GAP) is expressed as: 100 ×
(Heuristic Solution− LAG)/LAG. The table shows the computational time of the
subproblems (SP), the master problem (MP) and the heuristic (H) expressed as a
percentage of the total computational time (CPU) for various instances. From these
results, it is evident that the proposed heuristic succeeds in finding feasible solutions
that are within an average of 2.81%, 2.58%, and 2.99% of the Lagrangean bound
in reasonable computational time: 427, 390, and 345 sec for M/G/1 case, M/M/1,
and M/D/1 cases respectively. The total computational time can be as high as 1038
sec in some cases. In terms of the size of the test problems, the heuristic succeeds
to solve problems with up to 35 plants, 20 DCs, and 150 customers, 5 products, 5
capacity levels and 5 semi-finished products within a maximum of 6% gap from the
optimal solution. Table 3.2 shows that the solution of subproblem 2 accounts for
most of the computational time, 89.08%, 89.50%, and 89.93% for M/G/1, M/M/1,
and M/D/1 cases respectively. The master problem accounts for 9.87%, 9.36%, and
9.03%, whereas the heuristic accounts for 1.05%, 1.14%, and 1.04%, on average for
M/G/1, M/M/1, and M/D/1 cases respectively.
3.6 Concluding Remark
In this chapter, we presented a model that captures the effect of response time
reduction on the design of two-echelon ATO supply chain networks, that consists
of plants and DCs serving a set of customers. Lagrangean relaxation was applied to
decompose the problem by echelon - one for the MTS echelon and the other for the
MTO echelon. While Lagrangean relaxation provides a lower bound, a heuristic is
proposed that uses the solution of the subproblems to construct an overall feasible
solution. Computational results reveal that the heuristic solution is on average
within 6% from the optimal solution. We also used the models to demonstrate that
substantial decrease in response time can be achieved with a small increase in total
cost associated with designing supply chains.













































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































MTO Supply Chain Design for
Segmented Markets‡
4.1 Introduction
Service-level differentiation is an emerging strategy adopted by manufacturing and
service firms operating in an MTO environment to manage customer segments with
different profitability and different service quality requirements. Firms segment cus-
tomers into different classes to which they offer the same product or service but
with different levels of service quality so as to maximize profits. Furthermore, in
supply chains that support after-sales services, the delivery of differentiated levels of
service to disparate classes of customers is an increasingly important requirement
in today’s customercentric environment. In make-to-stock systems, service-level
differentiation can be an effective way of utilizing inventory investment as they
provide higher service levels for the more critical parts at the expense of accepting
lower service levels for parts with less impact [51].
‡A version of the materials presented in this chapter will be submitted for publication: N.
K. Vidyarthi, S. Elhedhli, and E. M. Jewkes, (2009) Demand allocation and capacity decisions
in make-to-order supply chain design for segmented markets with service-level differentiated cus-
tomers [146].
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In this chapter, our primary objective is to present a model that seeks to si-
multaneously determine the location and the service capacity of DCs and allocate
demand arising from various customers to DCs in an MTO supply chain that serves
multiple classes of customer with different service-level requirements. Specifically,
we study the following issues: How will an MTO supply chain be designed for ser-
vice level differentiated customers? How will the demand be allocated and service
capacity be segmented for different customer classes? In MTO systems, where no
finished product inventory is held in the system, the service quality is often specified
as a function of order-to-delivery lead time or response time. It is worthwhile noting
that in the literature, the service level is often specified in terms of expected waiting
time of customers mainly for tractability reasons (see Silva and Serra [126] and
references therein). Placing bounds on expected waiting time reduces congestion
in the system, however it does not guarantee that the actual waiting time of the
customer is within a pre-specified limit. If the distribution of the service-time has a
long-tail, then the system can frequently generate waiting times that are way above
the average waiting times [1]. In such cases, constraints involving expected waiting
time measures can lead to suboptimal solutions. Therefore, in this research, we
express service level of a customer class in terms of the fraction of demand served
within a pre-specified waiting time (sojourn time) for that class. To the best of our
knowledge, none of the models proposed in the literature has considered the design
of such service/supply chain systems that provides a waiting-time based service-
level guarantee on the customer order in the presence of multiple customer classes
whereas research (Batta, 1989) has shown that the optimal location of facilities
under multiple customer classes is usually different from that obtained by grouping
demand arrivals from all priorities into a single category.
We present an MTO supply chain design model that seeks to simultaneously
determine the location and the capacity of distribution centers (DCs) and allocate
stochastic customer demand arising from multiple customer classes to DCs by min-
imizing the fixed cost of opening DCs and equipping them with sufficient assembly
capacity and the variable cost of serving customers subject to service level con-
straints on response time for each of these customer classes. Note that customer
classes vary in their demand rates and service level requirements.
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The rest of the chapter is organized as follows. In Section 4.2, we review related
literature. We present the problem description, the mathematical formulation, and
the linearization of the model in Section 4.3. Section 4.4 describes the procedure
for estimation of the service level function and its subgradients. In Section 4.5,
we present a solution procedure based on cutting plane algorithm. Computational
results and insights are reported in Section 4.6. Finally, Section 4.7 provides the
concluding remark.
4.2 Related Literature
Multiple customer classes have received increased attention in the operations re-
search/ operations management literature during the last several years. Supply
chains are often characterized by multiple customer segments differentiated by their
service-level requirements, e.g. service parts logistics systems, airlines, and hotels.
The practice of inventory rationing, i.e. issuing stock to some customers, while re-
fusing (lost sales) or delaying demand fulfillment (backordering) for other customers
setting, as a way to cope with multiple customer segments having different expec-
tations, has been studied extensively in the literature. This includes research on
inventory rationing in periodic review systems (see Frank et al. [65] and references
therein), for continuous-review settings (see Deshpande et al. [52] and its citations
therein), the case of make-to-stock systems (see Ha [70, 71, 72] and bibliographies
there), service parts logistics systems [150], and production-inventory in general
[55]. All of these models consider situations, where inventory of finished products
are held in stock at a facility, and the customer demand (if fulfilled) is met from the
stock. The research presented in this thesis differs from the existing literature on
multiple customer classes in that we deal with the design of MTO system where the
processing/assembly capacity multiple facility locations is rationed among different
customer classes, so as to satisfy the demand with prespecified response-time-based
service-level requirements that may differ amongst the customer classes.
Another body of literature that is relevant to our work is stochastic location
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models with immobile server and priority class. One of the early papers in this
area is Batta et al. [19]. Batta et al. [19] point that queuing disciplines frequently
used in decision models (such as first-come first-served, last-come-first-served, and
service-in-random-order) are clearly inappropriate in many contexts (e.g. urban
emergency services, police patrols). They present a formulation and solution tech-
niques for a single server priority queueing location model (PQL) that allow calls to
be selected from an arbitrary number of priority classes. Furthermore, they show
that the optimal K-PQL model prescribes location that is usually different from
that obtained by grouping arrivals from all priorities into a single category and
using the single queue length model. Batta [18] considers the problem of locating
a single server on a network operating as an M/G/1 queue, in which queued calls
are serviced by a class of queuing disciplines that depend solely on expected service
time information. The model is analyzed as an M/G/1 non-preemptive priority
queuing model, with location-dependent priorities. More recently, Silva and Serra
[126] present model and solution algorithms for priority queue covering location
problem (PQCLP) which seeks to locate (emergency) service facilities when the
arrivals have different priorities. Their model maximizes the population covered
while ensuring that constraints on the average waiting time for each customer class
are met.
4.3 Model Formulation
We consider the problem of designing an MTO supply chain (Figure 4.1) consist-
ing of J potential DC locations (production or assembly facilities) that serves I
customer locations with the demand for a single product. These customers belong
to one of N priority classes (class 1 has the highest priority and class N being
the lowest) and these classes may vary in their demand rates and service level re-
quirements. Demand from each customer class n (n = 1, ..., N(i)) from location i
(i = 1, ..., I) occurs one unit at a time according to an independent Poisson process
with mean arrival rate λni . Once the demand is realized at the customers’ end, the
order is placed to the DC. The DC acts as an processing facility that consists of a
server with infinite buffer to accommodate customer orders waiting for service. The
DC begins the processing of the final product after the receipt of an order. Orders
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from different customers are processed at the DC in the order of priority classes,
but on a first-come-first-serve (FCFS) basis within each priority class. Because the
system operates on a MTO basis, no finished product inventory is held at any point
in the system, and hence the customer orders cannot be met immediately.
 
 
 Potential DCs (j)                                           Customers (i) 
High priority customers 
Low priority customers 
µ1 
µJ 
Figure 4.1: Schematic MTO supply chain with multiple customer classes
Let cij be the cost of fulfilling an order (unit transportation and/or production
cost) of customer i from DC j (j = 1, ..., J). Processing times at the DCs are
assumed to be exponentially distributed with the mean 1/µjk, if DC j is equipped
with a service capacity level k (k = 1, ...K). We model the flexible capacity of
each DCs as a single server with a choice of k = 1, ...K discrete capacity levels
(with the corresponding service rate µjk). We assume that the processing time at
a DC is independent of the customer class, however the model can be easily ex-
tended to deal with that. Let fjk be the fixed cost (amortized over the planning
period) associated with the use of DC j that is equipped with capacity level k. If
xnij denote the long-run fraction of demand of customer i of class n served by DC
j (0 ≤ xnij ≤ 1), then the total demand served by DC j is also a random variable









introduce a binary decision variable yjk that takes the value 1, if DC j equipped
with capacity level k is used and 0 otherwise. To ensure the overall stability of











k=1 µjkyjk. To ensure that the demand




ij = 1. Hence, each DC j can be
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modelled as an M/M/1 priority queue with aggregate arrival rate λj and service
rate µj and the system can be viewed as a network of spatially distributed M/M/1
priority queues. Our objective is to simultaneously determine the allocation of the
multiclass customer demand to the DCs, x∗ and the location and capacity level of
the DCs y∗ so as to minimize the fixed cost of using DCs equipped with sufficient
processing capacity and the variable cost of fulfilling customer demands subject to
meeting the specified service level requirements.
In an MTO system, where customer orders cannot be met immediately, it is
reasonable to specify the service level requirement as a function of waiting time of
the orders. Service-level constraints are often specified as bounds on the average
waiting time of a customer in the system [126]. Note that specifying bounds on the
average waiting time of customers in the system does not guarantee that the actual
waiting times of customers are less than the average waiting time specially when
the waiting-times has long-tail distribution. For example, consider an MTO supply
chain configuration for a single class of customers, M/M/1 case, θ = 0.1 from Table
2.1. The optimal configuration prescribes opening 4 DCs, each with a capacity of
µ1 = 13700, µ2 = 13700, µ3 = 13700, and µ4 = 6850. The total demand allocated to
these DCs are λ1 = 13289, λ2 = 13563, λ3 = 12056, and λ4 = 6781.5. The expected
waiting time at the DCs are W1 = 33.93, W2 = 98.34, W3 = 7.24, and W4 = 74.55.
Let us place a bound of 100 units on the waiting time (τ = 100). Hence, the
probabilities that the actual waiting time of a customer at the DCs is less than 100
units (Pr(Wj ≤ 100) can be computed as follows: Pr1 = 1−exp−(µ1−λ1)/100 = 0.98,
Pr2 = 0.75, Pr3 = 0.99, Pr4 = 0.49. From these probabilities, it is clear that a
service-level of Pr2 = 0.75 and Pr4 = 0.49 is unacceptable, although the average
waiting time at every DCs is within the upper bound (of 100 units). Hence, we
specify the service level requirements as the fraction of demand served within a
specified response (sojourn) time. This can expressed as the probability that a
customer order from a priority class spends more than τ time units does not exceed
α for some finite τ and α ∈ (0, 1). For a given demand allocation x and capacity
level y, let the arrival rate and service rate at a DC j be denoted by λnj (x) and




j , µj) denote the total time spent in the system (waiting in
queue + service time) by an order of class n at DC j, and τnj is the quoted response
Chapter 4. Service-Level Differentiation in MTO Supply Chain Design 74
time, then the service level constraint can be expressed as follows:
Snj (x,y, τ
n) = Pr{W nj (λnj , µj) ≤ τn} ≥ αn ∀j, n







ij and µj(y) =
∑K
k=1 µjkyjk. In other words, S
n
j (.) are the cumu-
lative distribution functions (CDFs) of W nj (.).
With these notations, the MTO supply chain design problem for multiple cus-
tomer classes with service-level constraints can be formulated as follows:






























yjk ≤ 1 ∀j (4.3)
J∑
j=1
xnij = 1 ∀i, n (4.4)
Pr{W nj (x,y) ≤ τn} ≥ αn ∀j, n (4.5)
0 ≤ xnij ≤ 1, yjk ∈ {0, 1} ∀i, j, k, n (4.6)
The objective function (4.1) minimizes the sum of fixed cost of locating DCs
and acquiring sufficient capacity and the variable cost of assembly and shipment of
products from DCs to the customers. Constraints (4.2) are the stability condition
for the queuing system, which models the DCs. Constraint set (4.3) ensures that
at most one capacity level is selected at a DC, whereas constraint set (4.4) ensures
that the demand for each customer is met. Constraint set (4.5) are the service
level requirements for the various classes of customers. Constraint set (4.6) are the
nonnegativity and binary constraints.
The underlying model is difficult to solve due to the lack of closed form ex-
pression for service-level constraint (4.5) for multiple customer classes . There-
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fore we will use simulation where the service-level functions Snj (x,y, τ
n) are esti-
mated by corresponding sample averages Ŝnj (x,y, τ
n, m), where m is the sample
size used. Furthermore, the above model seems to be linear except for the service-
level function Ŝnj (x,y, τ
n, m). Our initial testing shows that the components of
Ŝnj (x,y, τ
n, m) are concave. Intuitively, one would expect that the service level in-
creases with decreasing marginal returns as the service rate increases. Furthermore,
it should decrease with increasing marginal returns as the arrival rate increases. Our
initial simulation results show that this is a reasonable assumption. Chen and Hen-
derson [39] have also shown that in an M/M/s queue, the distribution of steady
state waiting time of customers evaluated at any fixed value, is concave and de-
creasing function of arrival rate. If this concavity assumption holds, then we can
approximate the service level function with piecewise linear concave function.
For the sake of clarity, we will limit our analysis and discussion to two customer
classes (n = h and l: h being the high priority class and l being the low priority
class) in the remainder of the section. However, without loss of generality the
model remains valid for N classes. Furthermore, it is worthwhile noting that we
assume preemptive priority queue because of the existence of closed form solution
for the tail of response time distribution for the high priority customers. For the
low priority customers, we rely on simulation or matrix analytic method for the
estimation of the response time distribution. For the non-preemptive priority case,
one has to rely on simulation or matrix analytic method for the estimation of the
response time distribution for both classes of customers (due to lack of closed-form
expressions).
4.3.1 Linearization
The tail of the response time distribution Shj (.) for high priority customers in a
preemptive priority queue is known to be exponential [154] and is given by:
Shj (.) = Pr(W
h
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Using this, the service level constraint (4.5) for the high priority customer can be












If the concavity assumption holds, then the service level for low priority cus-
tomers Slj(.) can be approximated by a set of supporting hyperplanes that are
































This can be written as
Slj(.) ≤ S
lq




































This implies that the service level constraint for the low priority customer can































+ αn ∀j, q ∈ Q
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yjk ≤ 1 ∀j (4.10)
J∑
j=1










































+ αn ∀j, q ∈ Q (4.13)
0 ≤ xnij ≤ 1, yjk ∈ {0, 1} ∀i, j, k, n (4.14)
In the next section, we describe the procedure for estimating the service level
Slj(.) and its subgradients.
4.4 Estimation of Service Level Function and its
Subgradients
In this section, we describe two procedures for estimating the service level Slj(.)
and its subgradients; the first is based on discrete-event simulation, and the second
uses matrix analytic methods [83, 99]. The matrix-analytic methods can provide
near-exact estimates of service level function in some cases.
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4.4.1 Discrete-Event Simulation
Service Level Function: We use discrete-event simulation to estimate the value




j, µj). Suppose we run a
simulation with sample size m, where we independently generate the realizations of
aggregate arrival times (1/λhj , 1/λ
l
j) and service times (1/µj) from their respective
distributions. Let ξ denote the set of all the random arrival and service times and
let ξ1,...,ξm denote the independent realizations of ξ. Let Kj(ξ
d) denote the total
number of orders from lower class customers and let sj(ξ
d, x, y) denote the number
of orders from lower class customers whose response time is within a prespecified
time limit τ l, corresponding to the arrival and service rates at the DC j, based on
the demand allocation x and capacity level y acquired. Then an estimate of the
service level function, Slj(.), measured as the fraction of customer orders receiving





















To compute the function, we use simulation with common random numbers,
i.e. make sure that the same random numbers are used for all values of demand
allocation x and capacity level y acquired [85]. The convergence of the estimate
Ŝlj(., m) to the actual value of S
l
j(.) as m →∞ with probability one, can be proved
using techniques very similar to Atlason [13] and Cezik and Ecuyer [38].
Subgradients of Service Level Function: Some of the methods for gradient
estimation are finite difference method, perturbation analysis, likelihood ratio meth-
ods, frequency domain methods, and simultaneous perturbation method. In this
chapter, we use finite difference method as this is the most straightforward and
intuitive method for estimating subgradients, when an expression for the function
is unknown. Furthermore, the finite difference method has been shown to provide
better estimates of gradients despite the fact that it requires more simulation runs
compared to other methods such as simultaneous perturbation and likelihood ratio
methods [11, 13, 14]. Gradient estimation through finite difference method can be
obtained using forward differences, backward differences, or central differences. We
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choose to use central differences as they usually provide an estimate that has less
bias than the forward or backward differences [11, 94].
In order to estimate the subgradients of a function (i.e. partial derivatives with
respect to a continuous variable) using central finite differences, the function is
evaluated at two different points. Then an estimate of the partial derivative at a
particular value can be found by linear interpolation. If the variable is integer, then
the smallest difference between the two points is one. In our case, the arrival rate
λj is a continuous variable as 0 ≤ xij ≤ 1, and service rate µj is a discrete variable






























































































where dλhj , dλ
l
j and dµj (referred as step size) are the incremental change in
arrival rate of high priority, arrival rate of low priority and service rate of customers
at DC j respectively. Note that the symbols Ŝlj(.) denote the estimates of S
l
j(.)
obtained from simulation at their corresponding parameter values. It is clear that
we would conduct six simulation runs to obtain these three estimates of subgradients
at a point (λhj , λ
l
j, µj) for every DC j that is selected open (yjk = 1). These estimates
of subgradients are used to generate the constraints of the form (4.13).
4.4.2 Matrix Analytic Method
Alternatively, one can use matrix analytic methods in some cases to estimate the
service level function for the low priority customers. Details regarding this method
can be found in Latouche and Ramaswami [83] and Neuts [99].
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Let us determine the joint distribution of queue lengths. For that, let the number
of high and low priority customers in the system (including the one in the service)
be denoted by Nh and Nl, respectively. We assume that Nl ≥ 0 (infinite low priority
class buffer size) whereas 0 ≤ nh ≤ M (the buffer size of the high priority customers
in the system be M). No other state variables are required to model the system
since the service is exponential and it is not necessary to keep track of which type
of customer the server is attending to. As long as there is at least one high priority
customer present in the system, the system must be busy attending to high priority
queue. Therefore, the vector N = (Nl, Nh) represents states of a continuous-time
Markov chain with state space {n = (nl, nh)|nl ≥ 0, 0 ≤ nh ≤ M}. In the
Markov process {N}, a transition can occur only if a customer of either class
arrives or a customer of either class is served. For example, with the arrival of
a high priority customer with rate λh, the system transits from state n to n
′,
where n′ = {(nl, nh + 1} and with the arrival of a low priority customer with rate
λl, the system transits from state n to n
′′ = {(nl + 1, nh)}. Similarly, with the
service of a high priority customer with rate µh, the system transits from state
n = {(nl, nh)|nl ≥ 0, nh > 0} to ṅ = {(nl, nh − 1)} and with the service of a low
priority customer with rate µl, the system transits from state n = {(nl, nh)|nl ≥
0, nh = 0} to n̈, where n̈ = {(nl − 1, nh)}. We order the states of the system
lexicographically, i.e. (0, 0), (0, 1), (0, 2), . . . , (0, M); (1, 0), (1, 1), (1, 2), . . . , (1, M);
. . .; (i, 0), (i, 1), (i, 2), . . . , (i, M), and define π(i,s) to be the stationary probability
of the state (i, s). First of all, let us determine the steady-state joint distribution
of queue lengths, that can be represented by π ≡ (π0, π1, π2, π3, ...), where πi ≡
(π(i,0), π(i,1), π(i,2), π(i,3), ..., π(i,M)). With nl serving as the level and nh as the sub-
level, the infinitesimal generator of the chain N for nl = 0, 1, 2 and nh = 0, 1, ...,M
is given by:
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Q =

(0, 0) (0, 1) (0, ...) (0, M) (1, 0) (1, 1) (1, ...) (1, M) (2, 0) (2, 1) (2, ...) (2, M)
(0, 0) −δ1 λh λl
(0, 1) µ −δ2 λh λl
(0, ...) µ −δ2 λh λl
(0, M) µ −δ3 λl
(1, 0) µ −δ2 λh λl
(1, 1) µ −δ2 λh λl
(1, ...) µ −δ2 λh λl
(1, M) µ −δ3 λl
(2, 0) µ −δ2 λh
(2, 1) µ −δ2 λh
(2, ...) µ −δ2 λh
(2, M) µ −δ3

where δ1 = λh + λl, δ2 = λh + λl + µ, and δ3 = µ + λl. The entries of the genera-






































and A0 = B0 − A−1.
The matrix B0 contains all transitions when no low priority customers are
present in the system and the server is devote to serving high priority customers. A1
contains all transitions that represents arrivals of low priority customers, whereas
A−1 contains transitions corresponding to the service of low priority customer. Since
nl can only change by ±1, the only non-zero matrices are A1, A0, and A−1. As a
result, the system under consideration is a continuous-time quasi-birth-and-death
(QBD) process. Thus, using πQ = 0, we have the steady-state balance equation in
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matrix form:
π0B0 + π1A−1 = 0
πj−1A1 + πjA0 + πj+1A−1 = 0 ∀j ≥ 1
which can be written in the recursive form, i.e.
πj = πj−1R ∀j ≥ 1
where the rate matrix R is the minimal non-negative solution to the quadratic
equation:
A1 + RA0 + R
2A−1 = 0
The steady-state probabilities π0 are determined from:
π0(A1 + RA−1) = 0
subject to the normalization equation:
∞∑
k=0
πke = π0(I −R)−1e = 1
where I denotes the identity matrix and e is a column vector of ones of size M +1.
These steady state probabilities will be used in estimating the service-level for low
priority customers.
This matrix analytic procedure is very efficient for obtaining the near-exact
performance measures through judicious choice of the number of states. Note that
the computational implementation of the procedure requires that the number of
states in the QBD process be finite. We begin by treating the queue length of the
high and low priority customers to be of finite size but of sufficiently large size that
the estimates of desired performance measures are quite accurate. However, the
computational effort grows rapidly with the number of states and customer classes,
making it necessary to rely on simulation.
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4.4.2.1 Estimation of Service-Level for Low Priority Customers
We derive the distribution of response time of low priority customers. The response
time of a low priority customer W lj is the time between its arrival to the system
till it completes its service (i.e. waiting time in queue plus the time in service).
We assume that the low priority customer may be preempted by one or more of
the high priority customers for service. However, the method can be extended to
deal with the non-preemptive priority case. In general, it is difficult to characterize
the distribution of the service-level Slj in such systems. However, Ramaswami and
Lucantoni [109] present an efficient algorithm for the derivation of complementary
distribution of stationary waiting times in phase-type and QBD processes. Leeman
[87] uses the same approach to derive the complementary distribution of stationary
waiting times in more complex queuing system. We adopt their approach to derive
the distribution of response time of low priority customers.
Let us tag a low priority customer entering the system. The time spent by this
tagged customer depends on the number of customers of either class already present
in the system ahead of it and also on the number of high priority arrivals before
this tagged customers completes its service. All further low priority arrivals have no
influence on its response time. Therefore, the time spent by this tagged customer in
the system is the time until absorption in a modified Markov process {Ñ}, obtained
by setting λl = 0. Consequently, the matrix A1, representing transition to a higher
level, becomes a zero matrix. Furthermore, we define an absorbing state 0∗ as the
state in which the tagged customer has finished its service and exits the system.











where, B̃0 = B0 + A1; Ã0 = A0 + A1, and the column vector b0 contain elements
that represent the transition from the state (0, s) to the absorbing state 0∗. The
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first row and the column corresponds to the absorbing state 0̃.
The time spent by the tagged customer in the system is the time until absorption
in the modified Markov process with rate matrix Q̃. For a given arrival rates (λh and
λl) and service rate µ, the distribution of the time spent by a low priority customer
in the system is Slj(τ) = 1−Slj(τ), where Slj(τ) is the stationary probability that a
low priority customer spends more than τ units of time in the system. Further, let
Sljk(τ) denote the conditional probability that the a tagged customer, who finds k
low priority customers ahead of it, spends more than τ units of time in the system.
The probability that the tagged customer finds m low priority customers ahead of
it is given by π = π0R





Sljk(τ) can be computed by uniformizing the CTMC with a Poisson process with
rate θ, where θ = max0≤m≤M(−Q̃)mm = max0≤i≤M(−Ã0)mm = max0≤i≤M(−A1 −











. . . . . . . . .

where b̂0 = b0/θ, B̂0 =, Â0 =
Ã
θ
+ I, and Â−1 = A−1/θ. In this uniformized
process, the points of a Poisson process are generated with rate θ and transitions
occur at these epochs only. The probability that t Poisson points are generated
in time τ equals e−θτ (θτ)
t
t!
. Suppose that the tagged customer finds m customers
ahead of it. Then, for the time in system to exceed τ , at most m of the t Poisson
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p is a matrix of conditional probabilities, given that the system has made
t transitions in the discrete-time Makov process with rate matrix Q̂, and p of
those transitions correspond to lower levels (i.e. service completions of low priority

















Therefore, the expression for service level reduces to












p and can be computed recursively as:
Ht = H(t−1)Â0 + RH(t−1)Â−1
starting with H(0) = I.
4.5 Solution Procedure
The linear model [MCL] with infinite number of constraints is amenable to an
iterative cutting plane method, where the service level and its subgradients are
estimated using either simulation or matrix analytic method. It differs from the
traditional description of the algorithm (presented in the previous chapters) only
in that we use either simulation or matrix analytic method to evaluate the service
level function and its subgradients due to the lack of existence of an algebraic ex-
pression for the function.
The iterative use of simulation and mathematical programming in the context
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of cutting plane algorithm to deal with the problem of lack of closed form solution
of performance measures of interest has drawn the attention of researchers very
recently (see [13, 14, 38, 73, 98] and references therein). The idea of combining
simulation and mathematical programming in an optimization framework seems
very promising as it harnesses the advantages of two powerful solution techniques.
Henderson and Mason [73] is the first to outline a general methodology that uses
simulation with integer programming iteratively for solving rostering problems in
call centers, where one wishes to minimize the costs of staffing, subject to the ser-
vice level constraint. Morito et al. [98] use simulation in a cutting plane algorithm
to solve a large-scale logistic system design problem at the Japanese Postal Service.
Atlason et al. [13, 14] present an iterative simulation-based cutting plane algorithm
to optimize the scheduling of agents in the context of call center staffing problem
(with single-call-type and single-skill type) with the objective of minimizing total
staffing costs subject to service-level requirements over multiple time periods. Cezik
and L’Ecuyer [38] extend the methodology to optimize the scheduling of agents in
the multiskill call center staffing problem.
We present an iterative simulation-based cutting plane algorithm to optimize
the demand allocation and location and capacity acquisition decisions in the de-
sign of an MTO supply chain network comprising of spatially distributed service
facilities (DCs) that would serve the demand of multiple classes of customers with
prespecified service-level requirements. The idea is to optimize a relaxed version
of the problem by generating cuts from the violated service-level constraints and
adding corresponding linear constraints until the optimal solution of the relaxed
problem is feasible for the original problem. For that, we relax the service-level
constraints (5.13), and solve the linear MIP model to obtain an initial solution
(x0, y0). Using the demand allocation and the capacity level at the DCs, we com-
pute the aggregate arrival rates (λnj ) and service rates (µj) at all the DCs selected
open. We run simulation with the arrival rates and service rates obtained from the
solution to get the estimates of service level function Slj and its three subgradients.
If these estimates satisfy the service-level constraints (5.13), then we stop with the
optimal solution to model [MC], else we add a set of linear constraints of the form
(5.13) to the relaxed problem so that it will eliminate the current solution without
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eliminating any feasible solution. This procedure is repeated until all the service
level constraints are satisfied. The convergence of this solution procedure can be
proved along the lines of Atlason et al. [13, 14].
4.6 Computational Results and Insights
In this section, we report our computational experiences with the proposed solu-
tion procedure and present some insights. The proposed solution procedures were
coded in C and the MIP problems were solved using ILOG CPLEX 10.1 (using
the Callable Library). The simulation model was built in SimEvents. The matrix
analytic method was coded in MATLAB. The tests were performed on a Sun Blade
2500 workstation with 1.6-GHz UltraSPARC IIIi processors. The test problems
are generated as on procedure outlined in Chapter 2. In all the test problems, we
consider two customer classes - the mean demand arrival rate of the high priority
customer (λhj ) is obtained by dividing the population of the cities by 10
3. The mean
demand arrival rate of the low priority customer (λlj) is set to: λ
l
j = U [0.5, 1.5]×λhj .
The service level requirements are set to αh = 99%, 98%, αl = 90% to 95%. The
threshold on the waiting time τn is set to expected waiting time in an M/M/1
queue: minj{λj/µj(µj −λj)+1/µj}, where λj = λhj +λlj and µj are the arrival and
service rates of the DCs selected open at the first iteration of the solution procedure
(i.e. based on initial solution - x0, y0).
In the implementation of the matrix analytic procedure, the number of labels
of high and low priority customer classes are set to M = 100. Figure 4.2 shows the
effect of changing the number of levels (M) on the distribution of response time for
low priority class customers. The figure depicts that as the value of M increases,
the error introduced due to the truncation decreases, hence we set M = 100. Figure
4.3 shows the comparison of the estimates of the response time distributions of the
low priority class customers obtained from simulation and the matrix geometric
method for different utilization levels (ρ = 0.3, 0.6, 0.9). The vertical lines show the
99% confidence interval estimates from simulation, whereas the dotted line shows
the estimates from matrix geometric method. It is clear from this figure that both
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the estimates are very close.
The step size for estimating the subgradient using the finite difference method
are set to: dλh = dλl = dµ = 0.05. The number of replications required for the
simulation is set to ensure that the estimates of the service level function and the
subgradients are obtained at the 99% confidence intervals [85]. For example, if the

















where t is constant obtained from the statistical tables depending on α and n;









is the subgradient estimate at replication d.
Figure 4.2: Effect of changing the number of levels (M) on the distribution of
response time for low priority class customers (M/M/1 case)
In Table 4.1, we compare the performance of the simulation-based cutting plane
method (S-CPM) and the matrix analytic based cutting plane method (MGM-
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 Time Units
 
Figure 4.3: Comparison of the estimates of the response time distributions of the
low priority class customers obtained from simulation and the matrix geometric
method for different utilization (M/M/1 Case)
CPM) and report the results for eight test problems by varying the service level
requirements, αh and αl for M/M/1 case. It is worthwhile nothing that simula-
tion based cutting plane method can be used to deal with M/G/1 case provided
the distribution of service processes is known and the concavity assumption for
the performance measures of interest holds. However, the use of matrix analytic
method is restricted to problems which can be modelled as quasi-birth-and-death
processes (e.g. M/M/1 case).
In Table 4.1, the columns marked FC and VC represent the fixed costs and the
variable production and transportation expressed as a percentage of total costs,
DC represents the number of DCs opened. The table also displays the number of
constraints generated (CUT), the number of iterations of the method (ITR), and
the total CPU time in seconds required to obtain the optimal solution. The results
show that both the solution procedures succeeded in finding the optimal solution
to these test instances. However, the simulation-based cutting plane method out-
performs the other method in terms of computational times - on average, S-CPM
requires 285 sec, whereas the MAM-CPM requires 466 sec. This is due to the
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matrix computations required by the matrix analytic method for determining the
service level. Furthermore, as the service level requirements increase, the methods
require more iterations and computation time as large number of cuts are required.
The results also show that increasing service level requirements reduces congestion
by either increasing the capacity of the DCs, opening new DCs, or reallocating
customer demand to among various DCs.
4.7 Concluding Remark
In this chapter, we presented a model for designing MTO supply chains for seg-
mented markets with service-level differentiated customers. The model seeks to
simultaneously determine the location and the capacity of the DCs, and allocate
stochastic customer demand to DCs by minimizing the fixed location cost and the
variable production and transportation cost subject to service level constraints for
multiple demand classes. We presented a simulation-based cutting plane method,
where we use simulation to estimate the service-level function and its subgradients.
We compared the results with the matrix analytic method based cutting plane
algorithm for M/M/1 case and found that simulation outperforms in terms of com-
putational times. In future, we would like to explore the use of simulation-based
cutting plane method in a Lagrangean framework for solving larger instances of the
problem. In summary, the solution method looks promising and can be used to
analyze more complex problems in supply chain optimization, for which no closed
form expression for performance measures of interest exists.
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Table 4.1: Comparison of the simulation-based cutting plane method and the
matrix analytic method based cutting plane method: MTO supply chain design
(M/M/1 Case - preemptive priority)
Simulation-based Matrix-Analytic-based
Cutting Plane Method (S-CPM) Cutting Plane Method (MA-CPM)
No. I J K αh αl FC VC DC CUT ITR CPU FC VC DC CUT ITR CPU
(%) (%) (s) (%) (%) (s)
1 50 10 3 0.98 0.90 45 55 6 13 12 50 45 55 6 11 13 52
0.98 0.91 45 55 6 13 15 63 45 55 6 11 17 59
0.98 0.92 48 52 6 17 12 65 48 52 6 12 15 70
0.99 0.93 48 52 6 18 12 69 48 52 6 12 16 91
0.99 0.94 48 52 6 18 10 70 48 52 6 15 14 108
0.99 0.95 48 52 6 23 18 78 48 52 6 15 11 123
2 50 20 3 0.98 0.90 60 40 11 21 18 116 60 40 11 20 23 272
0.98 0.91 62 38 11 21 17 117 62 38 11 24 22 299
0.98 0.92 62 38 11 21 14 120 62 38 11 24 25 307
0.99 0.93 67 33 12 25 15 110 67 33 12 28 22 310
0.99 0.94 67 33 12 25 15 137 67 33 12 32 20 346
0.99 0.95 67 33 12 32 15 146 67 33 12 35 23 364
3 100 5 3 0.98 0.90 30 70 4 18 23 180 30 70 4 37 12 395
0.98 0.91 32 68 4 22 23 182 32 68 4 37 17 417
0.98 0.92 35 65 4 22 23 182 35 65 4 37 24 425
0.99 0.93 40 60 5 22 27 189 40 60 5 38 21 433
0.99 0.94 42 58 5 28 27 204 42 58 5 38 16 441
0.99 0.95 43 57 5 28 26 213 43 57 5 38 17 446
4 100 10 3 0.98 0.90 48 52 8 27 12 374 48 52 8 25 13 457
0.98 0.91 50 50 9 32 12 391 50 50 9 25 16 482
0.98 0.92 53 47 9 28 12 386 53 47 9 25 15 487
0.99 0.93 53 47 9 30 15 231 53 47 9 27 13 524
0.99 0.94 54 46 9 30 21 408 54 46 9 27 18 525
0.99 0.95 55 45 8 37 21 263 55 45 9 27 19 544
5 100 20 3 0.98 0.90 48 52 8 23 21 437 48 52 8 15 17 559
0.98 0.91 50 50 8 23 21 550 50 50 8 15 15 561
0.98 0.92 52 48 9 21 21 336 52 48 9 15 18 563
0.99 0.93 52 48 9 29 24 404 52 48 9 21 10 564
0.99 0.94 55 45 10 34 24 518 55 45 10 21 15 569
0.99 0.95 56 44 10 25 27 375 56 44 10 21 15 575
6 150 5 5 0.98 0.90 30 70 4 15 20 212 30 70 4 23 10 422
0.98 0.91 32 68 4 30 20 278 32 68 4 23 17 316
0.98 0.92 35 65 4 23 21 297 35 65 4 23 18 417
0.99 0.93 38 62 4 28 21 239 38 62 4 27 11 517
0.99 0.94 40 60 5 25 23 322 40 60 5 27 17 468
0.99 0.95 41 58 5 21 23 354 41 58 5 27 23 405
7 150 10 5 0.98 0.90 30 70 6 21 15 271 30 70 6 18 13 531
0.98 0.91 32 68 6 17 15 211 32 68 6 22 18 533
0.98 0.92 33 67 6 12 16 202 33 67 6 27 16 534
0.99 0.93 35 62 7 16 17 234 35 62 7 32 17 574
0.99 0.94 36 64 7 25 18 243 36 64 7 32 21 575
0.99 0.95 38 56 7 13 21 278 38 56 7 32 21 598
8 150 20 5 0.98 0.90 49 51 10 27 21 533 49 51 10 36 16 756
0.98 0.91 51 49 10 43 21 531 51 49 10 45 17 852
0.98 0.92 52 48 10 45 21 544 52 48 10 45 18 993
0.99 0.93 52 48 10 46 22 672 52 48 10 53 21 749
0.99 0.94 52 48 10 47 22 582 52 48 10 53 21 872
0.99 0.95 54 46 10 49 26 691 54 46 10 58 24 880
Min 30 33 4 12 10 50 30 33 4 11 10 52
Max 67 70 12 49 27 691 67 70 12 58 25 993
Mean 47 53 8 26 19 285 47 53 8 28 17 466
I: No. of customers; J: No. of potential DCs; K: No of capacity levels at each DC;
αh: specified service-level for high priority customers;
αl: specified service-level for low priority customers;
FC: Fixed cost; VC: Variable cost (expressed as percentages of the total cost);
DC: No. of DCs selected open;
CUT: Number of cuts generated;
ITR: Number of iterations;
CPU(s): CPU time in sec.
Chapter 5
Conclusions and Future Research
We summarize the major contributions of this thesis. We also discuss several vari-
ations and extensions to current models and some additional research directions.
5.1 Summary
The major contribution of this thesis lies the modelling and development of so-
lution approaches for the design of responsive supply chain networks - MTO and
ATO supply chains. We present three models: (i) model for MTO supply chain de-
sign that attempt to find solutions that balances the overall response time cost and
the fixed cost of DC location and capacity acquisition and the variable transporta-
tion cost, (ii) model for ATO supply chain design that attempt to find solutions
that balances the overall response time cost and the fixed cost of plant and DC
location and capacity acquisition, and the inbound and outbound transportation
cost, and (iii) model for MTO supply chain design that attempt to find solutions
that balances the response time based service level requirements for multiple cus-
tomer classes against the fixed cost of DC location and capacity acquisition and
the variable transportation cost. It is evident that inclusion of stochastic demand,
response time considerations and service level requirements in presence of conges-
tion and multiple customer classes made the model highly nonlinear and difficult to
solve. To this end, we presented linearization procedures, exact and heuristic solu-
tion approaches for these models that performed well, providing optimal solutions,
92
Chapter 5. Conclusions and Future Research 93
tighter bounds and short computation times. We show using numerical examples
that large improvements in response time are often possible with little additional
cost.
5.2 Future Research Directions
The summary presented above shows the current understanding of an integrated
large-scale supply chain model. It is certainly true that there are more issues to
be explored as the expansion of the knowledge of these systems continues and
the realization of the benefits of integrated supply chain grows. There are several
potential directions in which the research reported here can be extended. Some of
them are as follows:
• In the design of MTO supply chains, we have so far modelled DCs as single
server queues. This is appropriate only when DCs experience heavy traffic
(i.e. ρj ≈ 1). Under heavy traffic conditions, a DC with multiple (identical)
servers will operate almost identical to a single server queue with service rate
equal to the sum of all the parallel servers [33]. However, it is difficult to
predict in advance whether all the DCs will experience heavy traffic, espe-
cially when the objective is to reduce the overall response time. Therefore,
it would be interesting to look at cases where DCs are modelled as network
of spatially distributed multiple server queues with Poisson demand arrivals
and general service time distributions (M/G/s). Due to the lack of a closed
form expression for waiting time distributions in a M/G/s queue, one might
have to rely on simulation.
• It would be interesting to extend the model in Chapter 4 to consider the design
of two-echelon ATO supply chains for segmented markets with service-level
differentiated customers.
• One can investigate the combined effect of risk pooling and congestion on
the design of response time sensitive supply chains. While the risk-pooling
effect would consolidate the workloads on a few DCs, the congestion compo-
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nents would distribute the demand among various DCs to reduce the overall
response time.
• Simultaneous location, capacity, and pricing in presence of congestion: In
addition to the waiting time and access costs, customers are sensitive to price
of the product. Therefore, it would be interesting to look at the interaction
between the location, capacity, and pricing decisions of a firm using analytical
models and solution approaches.
• The combined use of large-scale optimization and simulation can prove to
be an efficient solution approach in the modelling and analysis of integrated
supply chains. These approaches would make use of discrete-event simulation
for the estimation of performance measures that cannot be evaluated using
analytical models or mathematical programming models.
• We would also look into the possibility of using simulation in solving subprob-
lems, while using optimization to deal with master problem in a Lagrangean
relaxation framework. This can be useful for large-scale optimization prob-
lems arising in the design and planning of service parts logistics network de-
sign and (e.g. IBM Spare parts Division) and other express package delivery
distribution system design (e.g. FedEx, UPS).
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