This paper presents an LPV output feedback control strategy for a 4-DOF control moment gyroscope (CMG). The LPV model constructed by linearizing the nonlinear model around moving operating points contains fifteen scheduling variables causing a massive computational complexity involved in controller synthesis. A practical iterative approach based on kernel principal component analysis (kernel-PCA) is proposed for reduction of scheduling variables and LPV controller synthesis. The LPV controller designed for a fixed rotor speed is applied in feedback to a full nonlinear model of the CMG at different rotor speeds. Simulation results show that the controller obtained through the proposed method ensures improved performance in terms of increased operating range for CMG with reduced control effort while maintaining the transient performance and tracking accuracy.
I. INTRODUCTION
Control moment gyroscope (CMG) is a highly coupled nonlinear electromechanical plant. These attributes of the plant pose great challenges while designing The control system [1] . CMGs are used for attitude control in International Space Stations (ISS) and stability augmentation of the ships [2] , [3] . Thrusters have the ability to perform complete reorientations faster than the CMGs for attitude control due to their larger torque capability than that of the CMGs. However, the use of thrusters has several disadvantages including consumption of propellant, contamination of solar array, and stressing of the space station structure. These disadvantages can be avoided by operating CMGs within their capacity of angular momentum [2] . A laboratory setup of 4-DOF CMG, ECP-750 is shown in Fig. 1 .
Reference tracking for wide operating range of CMG is considered in literature. A feedback algorithm is designed for control of the CMG system using geometric phase technique by formulating non-holonomic control system for CMG in [5] . In [6] , a cascaded backstepping approach is proposed to design the state-feedback law for reference tracking of CMG. A linear MIMO controller is designed and The associate editor coordinating the review of this manuscript and approving it for publication was Huiping Li. implemented for ECP-750 gyroscope by decomposing the MIMO system into 2 single-input-single-output (SISO) systems, in series with a single multi-input-multi-output (MIMO) system. The controller for MIMO subsystem is designed using individual channel design (ICD) technique in [7] . Gain scheduling and self-scheduling controller is designed in [1] , [8] and [9] respectively, by linearizing the CMG model around moving operating points and constructing a LPV model. The above discussed controller design approaches proposed for 4-DOF CMG achieve the reference tracking for operating range maximum up to 65 • for q 3 and 80 • for q 4 . Increased operating range of 4-DOF CMG results in an increased gyroscopic torque which can be used for attitude control of ISS, see [2] . Motivated by this, an effort is made in this paper to increase the operating range of 4-DOF CMG. Many control design approaches including TS-fuzzymodel-based approximation approach proposed in [10] and TS-fuzzy affine model based approaches proposed in [11] can be applied to CMG for increased operating range. However, the focus of this paper is to achieve increased operating range for 4-DOF CMG using an LPV controller.
In this work, an output feedback LPV controller is designed for stability and reference tracking of 4-DOF CMG for wide operating range. LPV is a class of systems to approximate the dynamic behavior of nonlinear systems by some linear dynamic relation between inputs and outputs. This relation depends upon a set of some measurable signals which are called scheduling variables. These signals represent variable operating conditions of the original system. This ability to represent and capture nonlinear dynamics using linear relation, which depends on measurable signals, makes the use of tools from linear control theory possible in controller synthesis process [12] . The LPV systems in state-space form can be represented as:
here θ (t) ∈ θ represents the parameter-varying vector in region S, where . denotes the set of real numbers, A (θ (t)) ∈ n s ×n s , B (θ (t)) ∈ n s ×n u are the system matrix and input matrix while n s is number of states and n u is number of inputs of the LPV system. The scheduling parameters θ (t) vary as a function of scheduling signals ρ(t). The scheduling variables can be external or internal to the system making the model pure-LPV or quasi-LPV respectively. The function relating the parameter variations and scheduling signals is called the scheduling function, i.e., θ (t) = p(ρ(t)). The scheduling function is chosen to reflect the similar behavior as the nonlinear model in the whole scheduling region S.
Representation of a nonlinear system as an LPV can be a nontrivial issue. There are many methods to represent the nonlinear systems as an LPV system including the one where nonlinearities in the system can be treated as the scheduling variables [12] . This nonlinear embedding approach can be represented as:
where f (x, u) is the nonlinear model. From Eq. 2 it can be concluded that the LPV representation has the equivalent variation as the nonlinear model in the scheduling region S. One way of looking at an LPV system is as the extension of linear-time-invariant (LTI) systems since both have similar properties when the parameters in LPV systems are frozen at some operating point for a given time. The representation of LPV model, when frozen at some given operating points can be viewed as shown in Fig. 2 .
LPV controller synthesis requires the LPV model of plant with affine-or rational-dependence on scheduling parameters θ t [12] . In this paper an LPV model with affine dependence on scheduling parameters is considered. Nonlinear model of the plant is linearized around moving operating points using Taylor series expansion and nonlinearities are treated as scheduling parameters. The resulting LPV model has n = 15 scheduling variables (θ t ) causing a very high computational complexity involved in LPV controller synthesis, as one has to solve 2 n LMIs with n being number of scheduling parameters [13] . To deal with this issue, original LPV model is converted to an LPV model with reduced number of scheduling variables φ t using kernel-PCA. Since affine dependence is lost as a result of application of kernel-PCA, the recovery of affine model is affected by solving a nonlinear optimization problem [14] .
Motivated by [14] , kernel-PCA based model reduction approach was applied to 4-DOF CMG to obtain an LPV controller that could ensure the stability and reference tracking for wide operating range. Simple application of the procedure introduced in the mentioned paper does not yield an output feedback controller that outperforms the controllers given in [8] and [9] in terms of the operating range covered. Driven by the need to increase the operating range, a practical procedure is proposed in this paper that overcomes the stated problem. The major contributions of this paper include modification of kernel-PCA to an iterative kernel-PCA and successful synthesis of an output feedback LPV controller for increased range of CMG with lesser control effort compared to those proposed in literature.
This article is organized as: section 2 represents model description of CMG. Section 3 briefly describes the kernel-PCA based LPV model reduction. Section 4 explains the iterative kernel-PCA based approach for LPV controller synthesis. Section 5 is about the detailed discussion on simulation results and finally, conclusions are drawn in section 6.
II. MODEL DESCRIPTION OF CMG
The CMG considered in this work has four bodies named as; A, B, C and D providing the 4 angular degrees of freedom. Bodies B, C and D are referred to as gimbals while, A is the rotor in gimbal B. Two DC motors provide torques τ 1 and τ 2 for spinning the rotor and rotating the gimbal B. The rotor, gimbals B, C and gimbal D rotate about the axes 1, axes 2, axes 3 and axes 4, respectively as shown in Fig. 3 .
No active torque is applied to gimbal C and D. q 1 is the angular position of body A, q 2 represents relative angle between gimbal B and gimbal C, relative angle between gimbal C and gimbal D is q 3 and q 4 is the relative angle between the gimbal D and inertial frame of reference.
All the angular positions are measured using optical encoders. Angular momentum of a fixed magnitude is generated through the spin of rotor at a constant speed. By applying torque τ 2 on gimbal B, the orientation of rotor is changed which redirects the angular momentum of the rotor. This change in direction of angular momentum results in generating the gyroscopic torque which is used to rotate body D [15] . The angular speeds of rotor, gimbal B, gimbal C and gimbal D, are denoted by ω 1 , ω 2 , ω 3 and ω 4 respectively, as represented by Fig. 3 . In general, the control of the position of gimbal C and D, i.e. q 3 and q 4 , is required.
The non-linear equations of motion for the control moment gyroscope can given by [1] :
Here, τ f i , i = 1, 2, 3, 4 are the terms of friction, q 2 is the relative angle between gimbals B and C, q 3 is relative angle between gimbals C and D and, the relative angle between D and inertial frame of reference is q 4 . The detailed nonlinear model is given in [4] .
A. LPV MODELING
Quasi-LPV model of a system represented by Eq. 1 with θ t ∈ θ t , θ t ∈ n has a dependency of θ t on measurable signals ρ t obtained from system and can be given by:
here, s is number of scheduling signals, ρ t and n is number of scheduling variables θ t . The LPV-SS is said to be affine if:
Here, θ t,i represents i th entry in θ (ρ t ) and S(θ t ) is:
Now, consider a compact convex representation P θ ⊂ n , θ t ∈ P θ , ∀t > 0. It is known as the operating region or scheduling region of the system, which is defined by P θ := Co{θ v 1 , . . . , θ v N }, with v 1 , . . . , v N being N vertices of a convex polytope and Co denotes the convex hull. So, θ t can be obtained at any t by the convex combination of vertices as:
With β i ≥ 0 and N i=1 β i = 1. Here, we can obtain θ t by convex combination of vertices θ v , with states in S(θ t ) depending affinely on scheduling variables discussed in Eq. 5 and 6. With this fact, one can represent a system by the linear combination of LTI systems at vertices of the polytope [12] . This representation is known as polytopic LPV state-space representation.
Nonlinear model of CMG in Eq. 3 is converted to the LPV by linearizing it around moving operating points using Taylor series. Those operating points are defined as ω 1 = and q 2 = q 2o , and q 3 = q 3o but variation in ω 1 (t), q 2 (t) and q 3 (t) are allowed in time. Following this procedure, linearized version of Eq. 3 can be represented by Eq. 8 [1] 
The constants I b , I c ,
Their values are given in Table 1 .
Using assumptions of constant rotor speed and moving operating points, quasi-LPV model is obtained in the form of Eq. 9, where ρ t may include states, external signals, inputs and outputs. The quasi-LPV model considered in this paper uses two scheduling signals i.e. q 2 and q 3 . The matrices are given in Eq. 9
The inputs, outputs, scheduling signals and states of the designed quasi-LPV model are given as:
here, θ 1 (ρ t ) , . . . , θ 15 (ρ t ) are scheduling parameters (θ t ) and are functions of scheduling signals, ρ t ∈ {q 2 , q 3 }, which are assumed to be measurable in real time. Scheduling parameters are not shown here due to limited space. The number of scheduling variables in LPV model have significant impact on conservatism, over-bounding and increasing complexity in scheduling regions [16] . For a polytopic LPV representation, computational complexity in controller synthesis is increased exponentially with the increase in number of variables, i.e. with 2 n where n is number of scheduling variables. Therefore, a common problem to solve in LPV controller synthesis is reducing the number of scheduling variables. For LPV systems, model reduction can be done in two ways: reducing scheduling dependency or number of state variable. Both of these are strongly related from complexity point of view [17] . In this paper, reduction in complexity of dependency of LPV model on scheduling variables (model order reduction) is addressed for the LPV model of CMG.
Affine dependence and variation of reduced variables in a polytope are necessary to be preserved during model order reduction. This preservation allows the reduced model to represent it as a convex combination of the LTI systems on polytope vertices, hence making controller design computationally tractable as one has to solve the LMIs only on reduced vertices [16] . Hence, for a system having measurable signals ρ t and scheduling variables θ t , for order reduction of the LPV model, find some mapping as:
with m < n so that trajectories of new, reduced model can be represented as:ẋ
These equations represent the trajectories of Eq. 1 fairly accurately provided that the actual and reduced LPV models satisfy the criterion presented in Eq. 20. This new statespace in Eq. 12 can have rational-or affine-dependence on reduced variables φ t . In this research work, affine dependence is considered and support vector machine learning (kernel-PCA) is used for LPV model order reduction.
III. LPV MODEL ORDER REDUCTION WITH KERNELPCA
To perform model order reduction, one needs to collect data from simulations or measurements. Consider the LPV model in Eq. 1, the scheduling parameters are computed as: (13) with N number of samples such that N ≥ n and n being total number of scheduling parameters. Because of high dimension of feature space, separation of the data can be easily achieved. The effectiveness of this method is due to famous kernel-trick, which allows to perform linear operations in feature-space without mapping the scheduling variables in feature-space. Kernel-PCA is used for dimensionality reduction of scheduling variables in LPV modeling. Assume that the scheduling variables are mapped in the feature space with ψ (θ 1 ) , . . . , ψ(θ n ), and centered i.e. N i=1 ψ (θ i ) = 0. For performing normal PCA, one needs to find the covariance matrix given by:
To extract principal components, λv =Cv should be satisfied. Hence, we may deduce:
and xy = x T y is the dot product. For details of the procedure, reader is referred to [14] . It is very important to note that with kernel-PCA it is not necessary to compute the mapping in feature-space. What it does require is the characterization of dot product in the VOLUME 7, 2019 feature-space. This characterization can be obtained by defining a kernel function. There are many options in the selection of kernel matrix including polynomial kernel k θ i , θ j = θ i .θ j + 1 d , sigmoid kernel k θ i , θ j = tanh(θ i .θ j +d), and radial basis function k θ i , θ j = exp − |θ i .θ j | /σ 2 . The parameters, d, b and σ are known as the degree of kernel for polynomial, sigmoid and radial basis respectively. These are also treated as the tuning parameters which are to be chosen by user based on the application. Now, Gram kernel matrix, K ∈ N ×N is defined as:
here, k(., .) represents nonlinear kernel function. Finally, to extract the principal components, one needs to find the projections of image of some test point θ t on eigen-vector v red in feature-space as:
In Eq. 17 φ t is projection of ψ(θ t ) on v red and φ red,t is r th entry of φ t .
Since it is assumed that the data is centered in featurespace, which is unknown for certain due to unavailability of featured-space. So, the centered kernel matrix can be obtained by replacing ψ(θ i ) byψ (θ i ) = ψ (θ i ) 1 n n i=1 ψ(θ i ). Here, new centered matrix is reproduced as [18] :
here, 1 N ∈ N ×N with each element in 1 N being 1 N . Fraction of total variation is used to calculate the accuracy of reduced model. It is defined as:
with m being number of the reduced variables and λ i the i th eigen value ofK . Using Eq. 18, one can choose m based on the significant eigen values. The reduced LPV model has no longer affine dependence on new scheduling variables φ t [14] . In order to identify the reduced LPV model with affine dependence on φ t we need to minimize the square of Frobenius norm of error between original state-space (the one having n scheduling variables) and the new state-space with reduced (m) number of variable. The mathematical formulation of optimization problem is given by:
here, . F represents Frobenius norm, N is total number of samples and m is reduced number of scheduling variables. While S(θ t ) is given by Eq. 6.
Kernel-PCA based model-order reduction is applied on two-link planar robotic manipulator in [14] for LPV controller synthesis. However, this system is slower which doesn't assure the validation of kernel-PCA for the systems with high coupling, nonlinearities and faster response. The same technique can be applied for CMG but does not give a controller that stabilizes the plant for wide range. Since the model of CMG is fairly more complex than the robot model, this may be the practical reason for the said limitation. To prove the point, a nonlinearity measure approach proposed in [19] is applied to both 2-link robot and 4-DOF CMG. The obtained nonlinearity measure for 2-link robot was 0.29 and 0.96 for the case of 4-DOF CMG which shows that the latter is 'more' nonlinear compared to the former. Since the nonlinearity in the model adversely affects the controller, see [20] , this may have been the reason for the failure of the approach in [14] for synthesizing controller that can ensure stability and reference tracking for increased operating range of CMG. The approach is modified in this paper and an LPV controller has successfully been designed to ensure reference tracking of CMG for wide operating range. The improved technique is discussed in the next section.
IV. AN IMPROVED ITERATIVE TECHNIQUE BASED ON KERNEL-PCA
For kernel-PCA based iterative controller synthesis, one first needs to collect data for measurable signals ρ t ∈ ρ from simulations or measurements. These measurable signals ρ t are used to generate scheduling variables θ t as shown in Eq. 4. A selected kernel function is used to obtain Gram Kernel matrix which is centered using Eq. 18. Principle components from the centered Gram matrix are extracted based on fraction of total variation to obtain the reduced number of scheduling variables. Nonlinear optimization problem in Eq. 20 is then solved to have affine dependence of LPV model on reduced number of variables φ t . The polytopic LPV gain scheduling controller K (φ t ) is designed using reduced order LPV model P(φ t ) of CMG. The controller K (φ t ) is designed using control configuration represented in Fig. 4 so that it ensures acceptable induced L 2 gain in the closed-loop. Variables z 1 , z 2 denote errors and controller outputs while y represents measurements. The state-space form can be described by [12] :
here δ t , y t , u t represent the states, inputs and outputs of the LPV controller. The closed-loop system in Fig. 4 has induced L 2 gain performance less than γ if there exist a symmetric positive definite matrix Y such that the following matrix inequality is satisfied [12] : for all the possible trajectories of scheduling signals φ t . Here A c (φ t ), B c (φ t ), C c (φ t ) and D c (φ t ) are the state-space matrices of the closed-loop system. This control technique is specifically used for the LPV systems having affine dependence on scheduling variables φ t with φ t ranging in a fixed polytope. W p and W u in Fig. 4 are the shaping filters designed in such a way to achieve perfect tracking. For tracking accuracy, sensitivity function is desired to be kept small which suggests forcing integral action and thus W p filter is designed to have s −1 shape. W u are designed to be the high-pass filter to limit the magnitude of inputs at high frequencies and thus limiting the closed-loop bandwidth. The high frequency gains of W u is increased for limiting the fast actuator movements. The shaping filters used in the final iteration are given as follows: s + 1 × 10 9 The LPV controller designed using reduced number of scheduling variables is applied in online configuration with the nonlinear model to verify the desired performance. The online configuration is shown in Fig. 5 .
For highly coupled or faster systems, the controller designed in the first iteration using reduced number of vari- ables fails to provide reference tracking. For unstable system it sometimes even fails to ensure the stability. For such a situation, one needs to collect the measurable signals data from online configuration after first iteration. Then θ t is generated from these signals and the whole procedure is repeated until a satisfactory controller is obtained that fulfills the design requirements. This procedure is depicted by a flowchart given in Fig. 6 . Algorithm 1 is given for the detailed illustration of proposed approach.
The computational effort of using an iterative kernel-PCA is clearly higher than simply using the kernel-PCA. In the former case one applies kernel-PCA in each iteration along with performing data collection, scheduling variable construction and closed-loop formulation for data collection of the next iteration. If 'N kPCA ' is the cost of applying kernel-PCA then iterative kernel-PCA method would require '(N kPCA × i) + (M × (i − 1))', where i is total iterations and 'M ' is the additional cost of collecting data and scheduling variable construction etc.
V. RESULTS AND DISCUSSION
To perform model order reduction, one needs to collect data from simulations or measurements and generate the scheduling variables as: (23) with N number of samples/data point such that N ≥ n and n being total number of scheduling parameters. In this work, VOLUME 7, 2019 Algorithm 1 Kernel PCA-Based Iterative LPV Controller
Step 1: Obtain measurable signal covering the entire operating range.
Step 2: Obtain measurable signals θ t using Eq. 4.
Step 3: Generate Gram Kernel matrix K using Eq. 6.
Step 4: Center Gram Kernel matrix K to obtain K using Eq. 18.
Step 5: Chose m, diagonalize K and normalize eigenvectors of K .
Step 6: Obtain reduced number of variables φ t using Eq. 17
Step 7: Solve Eq. 20 to have affine dependence of new model on reduced number of parameters φ t .
Step 8: Design LPV controller using Eq. 2 and test the controller for desired performance in online configuration show in Fig. 5 .
If Desired performance is achieved Controller is successfully designed.
Else
Take the measurable signals from online simulation in Fig. 5 , go to step 1 and follow the steps.
measurable signals ρ t ∈ {q 2 , q 3 } are assumed to be multisine. And generated for 5000 data points. For CMG, measurable signals must satisfy [1] :
Three kernel functions namely, polynomial, sigmoid and radial basis kernel functions discussed in section 2, are used for LPV model-order reduction of 4-DOF CMG. Polynomial kernel is chosen for model reduction based on the fraction of total variation in selecting the number of reduced parameters. Fraction of total variation by Eq. 19 and nonlinear optimization results by Eq. 20 for all three kernels are given in Fig. 7 and Fig. 8 respectively. Based on V (m) plot in Fig. 7 , polynomial kernel is selected as it captures the dynamics better using least variables compared to the other two. In order to capture the maximum possible dynamics of the system with minimum number of variables, four scheduling variables are chosen. In order to have the affine dependence on reduced scheduling variables (φ t ), nonlinear optimization problem in Eq. 20 was solved for all the kernels. The minimum objective values obtained by polynomial, sigmoid and RBF kernels where 0.4473, 1.6637, and 1.2265 respectively. Thus, polynomial kernel provides the best reduced LPV model out of all three used in this work.
A. INPUT SIGNALS
Reference input trajectories used in online simulation are discussed here. Square wave is chosen as a reference input trajectory for the gimbals C and D. Square trajectory completely describes the reference tracking capability of 4-DOF CMG. Recall that the position of gimbal C is designated as q 3 and that of gimbal D as q 4 . Square trajectory is designed for following scenarios:
• While gimbal C is at its ultimate positive position, gimbal D is moved to its ultimate positive position and vice versa.
• While gimbal C is at its ultimate positive position, gimbal D is moved to its ultimate negative position and vice versa.
• gimbal C is at zero position, gimbal D is moved to its ultimate positive/negative position and vice versa. To meet the linearization assumptions in section 2, the rotor is brought to a constant speed of 400 rpm through a proportional controller. For the case when rotor is rotated with breaks applied to all the gimbals, the plant becomes SISO [4] , with torque τ 1 as input and rotor speed ω 1 as output. Once rotor achieves the desired speed, proportional controller is taken out of the loop and the reference trajectories described above are applied with LPV controller in closed-loop.
Simulation results are shown in Fig. 9-11 for reference tracking of gimbals C and D with square inputs. Fig. 9 shows the angular positions of gimbal C (q 3 ) and D (q 4 ). Fig. 10 represents angular speed of the rotor and angular position of gimbal B (q 2 ). Fig. 11 represents the control inputs. LPV controller designed for a fixed rotor speed, i.e. ω 1 = 400 rpm, through proposed approach was applied in closedloop to the full order nonlinear model of the system by rotating the rotor at different speeds. Controller is able to achieve the reference tracking even when the rotor speed is varied as shown in Fig. 9 . Change in angular position of gimbal B, i.e. q 2 and the rotor speed is given in Fig. 10 Control signals for the motors at different rotor speeds can be seen in Fig. 11 The iterative kernel-PCA based LPV output feedback controller proposed in this paper is able to achieve reference tracking of ±70 • and 85 • for q 3 and q 4 respectively as shown in Fig. 9 and 10 . Moreover, this technique is able to achieve increased operating range with reduced control effort and minimum variations in q 2 compared to the ones proposed in [1] and [8] , [9] .
B. COMPARISON OF RESULTS
The LTI state-feedback control designed by the manufacturer was able to achieve reference tracking of ±4.5 • for both q 3 and q 4 [4] . In [7] , q 3 was steered to ±5 • with q 4 achieving the amplitude of ±25 • . The operating ranges obtained by the proposed approach in this paper is ±70 • for q 3 and ±85 • for q 4 which is larger than those achieved by different control design techniques in [1] , [8] , [9] with less are control efforts. Control design techniques in all three of these were able to achieve tracking of ±65 • for q 3 and ±80 • for q 4 . A comparison of the ranges achieved by the proposed approach with those of literature is given in table 2. Although model matching technique in [9] is able to reduce the control signal of motor 2 but the model matching controller is 2-DOF having twice states as compared to single DOF and thus making the closed-loop operation slower. The controller designed through the proposed approach is based on output feedback. Implementing it in real-time needs more computational resources than those for state-feedback as the controller must be obtained by interpolation of vertex controllers over the scheduling parameters. Nonetheless, the proposed approach is successful in increasing the range of operation of the CMG.
VI. CONCLUSION
Iterative kernel principal components analysis (kernel-PCA) based approach for linear parameter varying (LPV) output feedback controller design proposed in this paper is more practical for a 4-DOF control moment gyroscope (CMG). The LPV output feedback controller obtained through the proposed approach clearly outperforms the controllers proposed in literature in terms of the operating range and control effort. The output feedback controller designed in this paper has many advantages, including the reduced number of sensors and less control effort, over the state-feedback controllers proposed for 4-DOF CMG in literature. The increased operating range of CMG achieved through the proposed approach can help to increase the gyroscopic torque produced by gimbal movements, this may be helpful for the CMGs used for attitude control of international space stations (ISS). Moreover, the successful application of the proposed approach for a control moment gyroscope concludes the effectiveness of the approach for highly nonlinear, complex and coupled systems.
Increasing the range of operation of CMG further can be a topic of future research which may be attempted with alternative methods such as LFT based LPV approach. Parameter dependent Lyapunov function-based controller design for less conservativeness can also be attempted for increasing the range of operation. A further area of enquiry could be the affect of use of low order controllers on the operating range.
