In this paper, we develop a Mean Field Games approach to Cluster Analysis. We consider a finite mixture model, given by a convex combination of probability density functions, to describe the given data set. We interpret a data point as an agent of one of the populations represented by the components of the mixture model, and we introduce a corresponding optimal control problem. In this way, we obtain a multi-population Mean Field Games system which characterizes the parameters of the finite mixture model. Our method can be interpreted as a continuous version of the classical Expectation-Maximization algorithm.
Introduction
Cluster Analysis, a classical problem in unsupervised Machine Learning, concerns the repartition of a group of data points into subgroups, in such a way that the elements within a same group are more similar to each other than they are to the elements of a different one. Clustering methods can be used either to infer specific patterns in rough data set, or as a preliminary analysis in supervised Machine Learning algorithms (for a review of the applications of cluster analysis, see [5, 24] ). Algorithms for Cluster Analysis are generically divided into two classes: hard clustering methods, whose prototype is the K-means algorithm and its variants, for which each data point belongs only to a single subgroup [7] ; soft clustering methods, such as the Expectation-Maximization and the Fuzzy K-means algorithms, for which each data point has a certain degree or probability to belong to each cluster [6, 22] .
Most of the mathematical literature on Cluster Analysis, and more in general on Machine Learning, is in the framework of finite-dimensional optimization. But recently, different approaches based on partial differential equations and infinite dimensional optimization have begun to be pursued [11, 12, 15] . Even if, in most of the cases, it is not clear if these new approaches are computationally competitive with the traditional ones, they offer new points of view and insights in this rapidly developing field.
In this paper, we propose an approach to Cluster Analysis based on Mean Field Games (MFG in short). This theory was introduced by Lasry and Lions [19] in the framework of differential games with a large number of rational agents. Although it was realized from the beginning that, in perspective, one of the most promising application of MFG theory could be the "Big Data" analysis [18, 20] , up to now most of the applications are in the fields of Economics and Financial Mathematics, and only very few papers deal with data analysis problems [23, 25] . Nevertheless, a MFG version of the classical hard-clustering K-means algorithm has been recently proposed in [14] . Relying on a similar approach, here we deal with a MFG version of the soft clustering ExpectationMaximization algorithm.
As in the classical Expectation-Maximization (EM in short) algorithm, the starting point of our analysis is a finite mixture model given by convex combinations of probability density functions (PDFs in short)
Finite mixture models are powerful probabilistic techniques to describe complex scenarios, e.g. several regions with high mass density, and populations composed by different sub-populations, each one represented by a PDF. Generally, the components of the mixture are assumed to be parametrized PDFs. For example, for a Gaussian mixture model, the parameters are represented by the mean and the variance of each component. Then, the EM algorithm is a technique which allows to compute the unknown coefficients (weights and parameters) of the mixture by incrementally increasing the maximum likelihood with respect to the data set.
In our approach, we are given a PDF f on R d representing the data set, and we aim to find a corresponding mixture model in order to subdivide the points in K clusters. We interpret the data points as agents belonging with a certain probability to one of the K sub-populations, which are described by a PDF m k with appropriate weights α k on the entire population. The similarity, or proximity, among the members of a same sub-population is encoded in the cost functions of the optimal control problems for each sub-population, which push the agents to aggregate around the closer barycentre of the distributions m k .
In order to characterize the components of the mixture model, i.e. the PDFs m k and the weights α k , we first consider the case of a quadratic MFG system
1) for k = 1, . . . , K, where the coupling among the different populations is encoded in the right hand side of the first equation. Indeed, the mean µ k and the covariance matrix Σ k of the population m k depend, besides data set f , on the whole measure m. We introduce a notion of consistency with the data set, and we show that a solution of the multi-population MFG system (1.1) is given by a consistent Gaussian mixture with the same mean and variance of f . Moreover, any consistent Gaussian mixture can be obtained as a solution of the MFG system. We remark that the main difference between our approach and the classical EM algorithm, which is an iterative procedure, is that the MFG method gives the partition into clusters as the result of the solution of a stationary system of PDEs.
Then we consider a stationary multi-population MFG system, where the Hamiltonian and the coupling terms can be very general, and we show that it always admits a solution. Note that, in this framework, it is not reasonable to obtain uniqueness, since there may be several admissible partitions of a given data set. We also consider a two-step numerical approximation of the MFG system, inspired to the classical EM algorithm, and we test the method on discrete and continuous data sets.
The paper is organized as follows. In Section 2, following [5, 6] , we briefly introduce the K-means and the Expectation Maximization algorithms, in their classical approach. In Section 3, we first describe the approach in [14] and then we propose a quadratic multi-population MFG model for Gaussian finite mixture models. In Section 4, we study a general class of MFG systems for Cluster Analysis. Finally, in Section 5, we perform some numerical tests to confirm the theoretical results.
Clustering Algorithms
In this section, we briefly review some classical algorithms for Cluster Analysis. We start by describing the K-means algorithm, a hard clustering technique, hence the Expectation-Maximization algorithm, a soft clustering one. For a complete introduction to the subject, we refer to [5, Cap. 9] . In the following, we are given a set of observable data X = {x 1 , . . . , x I } in R d and a fixed number K of clusters S j , j = 1, . . . , K, into which we want to partition our observations.
K-Means algorithm
The K-means algorithm is an iterative procedure that assigns points to the nearest cluster with respect to the Euclidean distance, even though other distances can be considered. We denote by µ = {µ 1 , µ 2 , . . . , µ K }, µ k ∈ R d , the vector of barycentres of the clusters {S 1 , S 2 , ..., S K }. Moreover, we introduce a vector of cluster assignment, c = (c 1 , c 2 , . . . , c I ), c i ∈ {1, . . . K}, such that for every vector x i ∈ X , we have
The goal is to find the vectors µ and c in order to minimize the functional
representing the sum of the distances of the data points to the corresponding barycentres (1 denotes the characteristic function). Starting from an arbitrary assignment for the vector µ 0 , the n th iteration of the K-means algorithm alternates two steps:
Cluster assignment: Minimization of the objective function J with respect to c by assigning the point x i to the closest barycentre, i.e. 
At each iteration, the objective function J decreases and the algorithm is repeated until there is no change in the cluster assignments, up to a tolerance error.
Finite mixture model and EM algorithm
Mixture models are probabilistic techniques used to represent complex scenarios of data, and they are related to soft clustering methods which consider a probabilistic partition of the data points into clusters, whose corresponding parametrized probabilities are computed via the EM algorithm. In this setting, we assume that the data set X represents a set of (independent and identically distributed) observations of a random variable X, with unknown distribution that we aim to approximate with a distribution P . Moreover, we assume that P is given by a mixture of probability densities p k (x|θ k ), depending on some parameters θ k , with mixing coefficients α k such that
The purpose is to compute the parameters α = (α 1 , . . . , α k ), θ = (θ 1 , . . . , θ k ) of the mixture model (2.2) in order to maximize the likelihood objective function
with respect to data set X . To simplify the computation of the extrema of the previous functional, the data set X is considered as incomplete, and it is introduced a random variable Y = {y i } I i=1 whose values y i specify the component of P generating the point, i.e. y i ∈ {1, . . . , K} and y i = k if and only if the point x i has been generated by the distribution p k . Introduced the responsibility
i.e. the probability of an assignment y i once we have observed x i , the EM algorithm aims to find a maximum of the expected value of the complete data log-likelihood functional
(see formula (9.40) in [5] ). It takes a particular simple and explicit form if we consider parametric distributions p k (x|θ k ) given by Gaussian distributions
. . , K, and computing the optimality conditions for the functional (2.4) with respect to γ k for α k , µ k , Σ k fixed, and then exchanging the roles, we get the the following two alternating steps:
. . , K, compute the posterior probability (responsibility) of a datum x i to belong to the cluster S k
) .
M-step:
Update the parameters α, µ, Σ, by setting for k = 1, . . . , K,
After the convergence of the algorithm under some appropriate stopping criterion, we interpret the responsibility γ k (x i ) as the probability that x i belongs to the cluster S k .
It is interesting to observe that the K-means algorithm can be derived as a limit of the EM algorithm when the variances of the mixture model (2.4) go to zero. Indeed, assume for simplicity that the covariance matrix is Σ k = σI, k = 1, . . . , K , where I is the identity d × d matrix and σ > 0 a constant. In this case, the responsibilities in (2.3) are given by
.
For σ → 0, the responsibility γ k (x i ), corresponding to index k minimizing the distance of the barycentre µ k from x i , tends to 1, while, for j = k, all the other responsibilities γ j (x i ) go to 0. Hence, at least formally, γ k (x i ) → 1 {ci=k} and the maximum likelihood functional (2.4) tends, up to a constant, to the K-means functional J defined in (2.1).
MFG models for Cluster Analysis
In this section, we describe some models for Cluster Analysis based on MFG theory. In the classical MFG theory (see [19] ), we have a continuum of indistinguishable agents whose dynamics, driven by independent Brownian motions W t , is given by
The function a t represents the control which an agent chooses in order to minimize a cost function J, to be specified according to the considered model. In general, J comprises a term L(x, a) depending on the current state x and control a of the agent, and a term F (x, m) depending on the distribution m of the other agents. For example, consider the long time average cost
where m is a density function representing the distribution of the agents. Let
} be the Hamiltonian function. Then the triplet (u, m, λ), given by the ergodic cost λ, the corrector u and the distribution of the agents m corresponding to the choice of the optimal control D p H(x, Du), can be characterized as a solution of the MFG system
The first equation is an Hamilton-Jacobi-Bellman equation for the couple (λ, u); the second is a Fokker-Planck equation for the distribution m, which provides the density of the population at the position x ∈ R d ; the normalization conditions are imposed since u is defined up to a constant, and m must represent a probability density function.
In some problems, as the ones we consider, several populations of agents, homogeneous within a given group but with different objectives and preferences from one group to the other, can interact in the same environment. In this case, the model can be described by a multi-population MFG system, where, for k = 1, . . . , K, each population satisfies a system such as (3.2), but with the cost function F k depending on m k and also on the distributions m j , j = k of the other populations (see [13, 19] ).
We describe two approaches to Cluster Analysis based on MFG theory, which correspond respectively to the K-means algorithm and to the EM algorithm. We consider a data set given by the support of a measure with density function
Note that the data set X in Section 2 corresponds to the case of an atomic measure
The function f describes the entire population of agents/data points, that we want to subdivide in K sub-populations/clusters on the basis of some similar properties or characteristics, where K is fixed a priori. Each population is represented by a density function m k and the similarity or proximity will be expressed by means of an appropriate cost function.
The MFG K-means model
A MFG approach which mimics the K-means algorithm has been recently introduced in [14] (and described by P.L. Lions in some conferences). Since this approach is the basis for the EM algorithm we will subsequently study, we briefly describe it. It is worth noting that it is a hard clustering method, as the classical K means algorithm, hence each data point can belong only to a single cluster
Denote by m = (m 1 , . . . , m K ) and u = (u 1 , . . . , u K ) the vectors of the density functions and of the corresponding value functions. An agent of the k-th population moves according to the dynamics (3.1) and minimizes the infinite horizon cost functional
where ρ > 0, the discount factor, is a fixed constant. The coupling cost is given by
where the barycentres y k are defined by
Consider the multi-population MFG system for k = 1, . . . , K,
wheref k is a Gaussian distribution with meañ
and variance ε, and the cluster S k = S k (u) related toỹ k is defined by
The value function u k is intended as a measure of the distance from the barycentre y k . We refer to [14] for a detailed interpretation of the system. A family of vectors {ȳ k } K k=1 is said to satisfy the "règle d'auto-consistence" with the data set f ifȳ
for a family of clusters {S k } K k=1 . In [14] , the following two crucial results are proved:
(i) For all the family of vectors {ȳ k } K k=1 satisfying the "règle d'auto-consistence" (3.10) for some family of clusters {S k }, there exists a solution (u, m) of (3.7) such thatȳ k = y k with y k given by (3.6).
(ii) Given a solution (u, m) of (3.7), then the barycentres y k given by (3.6) satisfy the "règle d'auto-consistence" (3.10) for
It is important to observe that it is not reasonable to expect uniqueness of the solution to (3.7), since there exist in general several sets of barycentres {ȳ k } K k=1 satisfying (3.10). This non-uniqueness property can be interpreted as the convergence to a local minimum in the classical K-means algorithm.
The MFG EM model
The aim is to find, by means of an appropriate multi-population MFG system, a mixture of K density functions which gives an optimal representation of a data set, described by a density function f as in (3.3) . The resulting method is soft-clustering, since each point/agent has a certain probability to belong to each one of the clusters. In this section, in order to explain the method in a simple setting, we will describe a specific model for a Gaussian mixture, while the general method will be described in Section 4. Moreover, to simplify the computation, we consider the 1-dimensional case (see Remark 3.6 for the general case). We introduce some preliminary notations. Given a mixture
where
We also define 14) which are the mean and the variance of the density function m k computed with respect to the data set f .
Remark 3.1. Consider a finite data set X = {x 1 , . . . , x I } and the corresponding atomic measure P defined in (3.4). Then, replacing the measure f (x)dx in (3.13)-(3.14) with P , we obtain
, which coincide with formulas (2.5), (2.6) used in the Maximization step of the EM algorithm.
Given the same dynamics (3.1) for all the populations, an agent of the k-th population wants to minimize the ergodic cost functional
Note that the coupling among the various populations is given by the dependence of µ k , σ 2 k on the responsibility γ k , which in turn depends on the measure m. Observe that F k is instead independent of u j , j = 1, . . . , K. The coupling term forces a generic data point to distribute with an higher probability around the nearest mean point µ k , since it penalizes the square of the distance from it, with an attenuation factor given by the variance σ 2 k . At a formal level, the multi-population MFG system corresponding to the previous problem is given by
k are defined as in (3.12)-(3.14).
Definition 3.2. We say that a Gaussian mixture m(
where the responsabilities γ k are defined as in (3.12) with m k (x) = N (x|ν k , τ k ).
Note that ε can be considered as an additional parameter of the model, that we can tune to adjust the variance of the function m k . Proposition 3.3. Let ε = 1 and m be a Gaussian mixture consistent with the data set f . Then m and f have the same mean and variance, i.e.
Proof. To prove (3.19) , it suffices to apply the consistency conditions (3.18) to (3.11) and recall that
To prove (3.20), we first claim that
Indeed, multiplying by α k the consistency conditions (3.18) and summing over k, by the identity
we easily get
and therefore the claim. Combining (3.21) with the identity (3.19), we get (3.20).
In the next result, we show that if there exists a mixture of Gaussian densities consistent with the data set f , then it solves (3.17) for appropriate (u k , λ k ), k = 1, . . . , K.
be a mixture of Gaussian densities consistent with the data set f . Then, the family of quadruples (
. . , K, is a solution of (3.17).
Proof. Substituting m k (x) = N (x|ν k , τ k ) in the second equation of (3.17), we get
Replacing u k , given by (3.22) , in the Hamilton-Jacobi equation in (3.17), we have
Recalling that, by (3.18), ν k = µ k and τ 2 k = εσ 2 k , we get that the previous equation is satisfied for
Taking into account the normalization condition u k (µ k ) = 0, we finally get the result.
We now prove a reverse result, i.e. a solution of the MFG system (3.17) gives a mixture of Gaussian densities consistent with the data set f .
be a solution of the MFG system (3.17). Then m(x) = K k=1 α k m k (x) is a Gaussian mixture consistent with the data set f .
Proof. Firstly, fixed k = 1, . . . , K, consider the Hamilton-Jacobi equation
with the normalization condition u k (µ k ) = 0. By [10, Theorem 2.7], the unique solution of the previous equation is given by the couple (
k in the Fokker-Planck equation, we obtain the equation
Taking into account the normalization conditions m k ≥ 0, m k dx = 1, we have that the solution of (3.24) is given by the Gaussian density
where, by (3.24), the constants ν k , τ k have to satisfy the identity
Hence m k is a solution of (3.24
, with m k (x) = N (x|µ k , εσ k ) and α k as in (3.17), we get a Gaussian mixture compatible with the data set f . Remark 3.6. In the d-dimensional case, the coupling term is
is said to be consistent with the data set, in sense of Definition 3.2, if ν k = µ k , T k = εΣ k , where µ k and Σ k defined as in (3.26)-(3.27), and
A solution to (3.17), with µ k and Σ k defined as in (3.26)-(3.27), is given by
A general class of linear-quadratic MFG systems admitting a Gaussian distribution as solution of the Fokker-Planck equation was studied in [3] .
Remark 3.7. If we consider a coupling cost F k in (3.16) independent of σ k , i.e.
2 , where σ > 0, then the solution of the MFG system (3.17) gives a mixture of Gaussian densities m(x) = K k=1 α k N (x|µ k , εσ). Arguing formally and sending σ → 0, the responsibility γ k (x), corresponding to the index k minimizing the distance of x from the barycentre µ k , tends to 1, while the other responsibilities γ j (x), for j = k, tend to 0. Set S k = {x ∈ R d : lim σ→0 γ k (x) = 1} and observe these sets coincide with the clusters defined in (3.9) for the MFG K-means model. Moreover the consistency condition for the mean in (3.18) converges to
which coincides with (3.10). Hence the MFG K-means model can be interpreted, at least formally, as the limit of the MFG EM model for σ → 0 (we plan to do a more rigorous analysis of this observation in the future). Sending → 0 + in (3.17) has a different effect in the model. Indeed, in this case, the problem degenerate in a first order MFG system and the finite mixture m tends to a convex combination of Dirac functions concentrated in the barycentre µ k .
The general MFG algorithm
In this section, we formulate a general MFG model for a finite mixture of probability densities.
We consider a smooth, bounded domain Ω containing the support of the data set f defined as in (3.3) . Given a mixture of density functions as in (3.11) and defined the corresponding responsibilities γ k as in (3.12), we consider the following multi-population MFG system
where n is the outward normal to the boundary of Ω and ∂ n denotes the normal derivative.
In the rest of the paper, we will make the following assumptions:
(H3) The coupling costs F k : Ω × R × R d×d → R are a continuous, bounded functions of the form
which has to be compared with the definition of µ k in (3.26) (similarly for Σ k ). As we will see in the proof of the existence theorem, since m(x) > 0 for all x ∈ Ω, definitions (4.3)-(4.4) avoid the problem of having α k = 0 in the definition of µ k , Σ k . 
where q k is a function of the data set f . But to maintain the parallelism with classical EM algorithm, we prefer to restrict to the simpler case (4.2).
We now give the definition of solution for the MFG system (4.1). Note that the coefficients of the mixture α k are part of the unknowns of the system.
(ii) m k satisfies (FP)-(FPn) in weak sense, i.e.
(iii) The coefficients α k satisfy (COEFF) (note that this implies α k ∈ [0, 1] and
The normalization conditions (NORM) are satisfied.
We are going to prove existence of a solution to (4.1). The proof is similar to the one of [13, Theorem 4] , the main difference is the presence of the additional unknowns given by the coefficients α k .
Theorem 4.4. Assume (H1)-(H3). Then, there exists a solution
Proof. Fixed p > d, we define the sets
where C, δ are two constants to be fixed later, and we consider the set
It is easy to see that the set C is convex. Moreover, it is compact since α k ∈ [0, 1], k = 1, . . . , K, and the set D is compactly embedded in C 0,β (Ω) with β ≤ (p − d)/p (see Theorem 7.26 in [17] ). We define the map Ψ : C → C which, to a vector (β, η) = (β 1 , . . . , β K , η 1 , . . . , η K )  associates the vector (α, m) = (α 1 , . . . , α K , m 1 , . . . , m K ) defined in the following way:
Step (i): Given (β, η) ∈ C, we define the responsibilities
Note the responsibilities are well defined since, by η k ≥ δ > 0 and
Step (ii): Given γ k (x) as in Step (i), we define µ k , Σ k as in (4.3)-(4.4) and we consider the Hamilton-Jacobi-Bellman equations
for k = 1, . . . , K. Note that the previous systems are independent of each other.
for some positive constant C which depends only on Ω, H and
Step (iii): Given u k as in
Step (ii), we consider the problems 
for constantsĈ,δ > 0 which depend only on DH k (x, Du k (x)) L ∞ (Ω) and therefore, recalling (4.8), on Ω, H and F k L ∞ . Hence, in (4.5) , fixing C larger thatĈ in (4.10) and δ smaller thanδ in (4.11), we conclude m k ∈ D, k = 1, . . . , K.
Furthermore, we define
We conclude that the map Ψ, which to the vector (η, β) associates the vector (α, m) given by (4.9)-(4.12) is well defined and maps the set C into itself.
We now show that the map Ψ is continuous with respect to the
Then, by 0 ≤ γ n k , γ k ≤ 1, (4.13) and the dominated convergence theorem, we have
(4.14)
Moreover, since
, for n → ∞, uniformly in Ω.
Recalling definitions (4.3)-(4.4), it follows that
. . , K, the solutions of (4.7) corresponding respectively to F k (x, µ n k , Σ n k ) and F (x, µ k , Σ k ), by a standard stability result for (4.7), we have that λ n k converges to λ k and u n k converges u k uniformly in Ω. Moreover Du k n → Du n locally uniformly in Ω (see [13, Theorem 4 ] for details). Let m n k , m k be the solutions of (4.9) corresponding to u n and u. By the estimate (4.10), the functions m n k are equi-bounded in W 1,p . By the local uniform convergence of Du k n to Du k , passing to the limit in the weak formulation of (4.9) yields that (possibly passing to a subsequence) that m n k converges to a weak solution of the problem, which, by uniqueness, coincides with m k . Hence m n k converges uniformly to m k , k = 1, . . . , K, and, recalling (4.14), we conclude that the map Ψ is continuous.
Applying the Schauder's Fixed Point Theorem to the map Ψ : C → C, we get that there exists (α, m) ∈ C such that Ψ(α, m) = (α, m), hence a solution to (4.1).
Numerical approximation and examples
In this section, we present an algorithm for the cluster problem, based on the numerical approximation of (4.1). Our aim is to compute the finite mixture model (3.11) and the corresponding responsibilities γ k (x). We use an approach similar to the classical EM algorithm. Indeed, rather than solving the full problem (4.1) in the coupled unknowns (u k , λ k , m k , α k ) for k = 1, ..., K, we split it in the iterative resolution of K independent sub-problems as follows.
Given an arbitrary initialization α 
Note that the coupling between the mixture components is entirely embedded in the E-step, and this significantly reduces the computational efforts to perform the M-step, in particular the K sub-problems (5.2) can be solved in parallel. Let us now discuss, more in detail, the main ingredients for a practical implementation of the algorithm. First of all, we have to introduce a discretization of the domain Ω. The choice of a structured or an unstructured grid clearly depends on the geometry of Ω and, in turn, on the nature of the data set represented by the distribution f . Typically Ω can be chosen as a simple hypercube in R d containing the support of f , as in the tests shown below. Then, we need some quadrature rule for the approximation of the integrals appearing in the E-step, and also a suitable discretization of the MFG systems in the M-step, e.g. via finite differences or finite elements ( [1, 2, 9] ). Note that each system in (5.2) consists of two non-linear PDEs in the three unknowns (u k , m k , λ k ), plus boundary and normalization conditions. This leads to the building block of the algorithm, namely the numerical solution a discrete nonlinear system which is formally overdetermined, having more equations than unknowns. More precisely, if Ω is discretized with N of degrees of freedom, then (u k , m k , λ k ) corresponds to a vector of 2N + 1 unknowns, while (5.2) gives 2N +2 non-linear equations, subject to N constraints representing the condition m k ≥ 0. Hence, by employing a Newton-like solver, we end up with non square linearized systems, whose solutions should be meant in a least-squares sense, as explained in [8] , where a direct method for MFG systems is proposed. We refer the reader to this paper for further details and the implementation of the method, which will be used in the following tests.
We conclude this discussion with some remarks on the initialization and the stopping criterion of the algorithm. As it is commonly used in the classical EM algorithm, we choose all the initial weights α nodes, respectively for K = 1, 2, 3. The thin line represents f , while the thick line represent the mixture m = K k=1 α k m k . We clearly see how the mean and the variance of each m k adapt to the data, according to the given number K of mixture components. 
Test 2.
We consider the example of a distribution on Ω = [0, 1] with an oscillatory behavior. Indeed, we define f by suitably scaling and translating the functionf = x sin(4πx) for x ∈ [0, 1], so that f has compact support and Figure 2 , we show the solutions corresponding to K = 1, 2, 3, 4, again for a uniform grid of N = 201 nodes. It is interesting to observe that the peaks of f are sequentially approximated as the number K of mixture components increases, according to their heights and the underlying masses.
Test 3.
We present an application of MFG clustering to the so called color quantization problem in computer graphics. Given an image, the aim is to reduce the total number of colors (2 24 for images in 24-bit RGB format) to a given number K, so that the resulting image is as similar as possible to the original one. Note that color quantization is quite different from segmentation, indeed no geometric correlation between pixels is considered, but just the color information. Here we consider the case of an image in gray scales, i.e. each pixel contains a level of gray represented by a value in the interval [0, 1] (typically sampled with 256 levels, from black 0 to white 1), so that the problem is reduced to dimension one, choosing Ω = [0, 1] uniformly discretized with N = 256 nodes. To generate the data set distribution f , for each x ∈ [0, 1] we count the number of pixels in the image with gray level x, then we normalize it to satisfy 1 0 f (x) dx = 1. In Figure 3 , we show the original image and the corresponding distribution f , while in Figure 4 we report the results for K = 2, 3, 5 clusters respectively. We remark that each image is reconstructed from the corresponding mixture by simply using the responsibilities {γ k } k=1,...,K to map the single pixel gray value to the barycentre of its most representative cluster. More precisely, if the pixel p has gray value x p , then it is mapped to the value µ k * , where k * = arg max k=1,...,K γ k (x p ). 
Test 4.
We finally consider a two dimensional example. We take some data from the Elki project [16], forming a "mouse" similar to a popular comic character. The data set is organized in 3 clusters (plus some random noise), corresponding to the head and the ears of the mouse, see Figure 5 . Then, we set K = 3, we discretize the domain Ω = [0, 1] 2 by means of a uniform grid of N = 51 2 nodes, and we build the distribution f as in the previous test, by counting the data points falling in each cell of the grid and normalizing the result to obtain Ω f (x) dx = 1. For the visual representation, we consider RGB triplets in [0, 1] 3 , and we assign to the three clusters the pure colors red (1, 0, 0), green (0, 1, 0) and blue (0, 0, 1) respectively. Then we use the responsibilities {γ k } k=1,2,3 ∈ [0, 1] to compute the color of each cell of the grid as C i = (γ 1 (x i ), γ 2 (x i ), γ 3 (x i )), for i = 1, ..., N , which quantifies how much it belongs to a certain cluster. Figure 6 shows the surface of the computed mixture and the corresponding clusterization. We observe that the scattered data set is well approximated by the mixture, and the corresponding three clusters are well separated by small overlapping regions. 
