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CAP´ITULO 1
Introduccio´n
1.1. Heteroestructuras de semiconductores
Aunque el uso de materiales semiconductores para aplicaciones
electro´nicas se remonta a mediados de este siglo, en la de´cada de los
50, no fue hasta principios de los an˜os 70, con el trabajo pionero de Esa-
ki y Tsu [1] 1 , cuando surgio´ la idea de construir estructuras artificiales
de estos materiales. En el contexto del desarrollo de la tecnolog´ıa de los
semiconductores, las heteroestructuras surgieron con la finalidad de di-
sen˜ar dispositivos en los que fuese posible tener un cierto control sobre
sus propiedades o´pticas y electro´nicas, es decir, en cierto modo, poder
disen˜ar dispositivos electro´nicos a la carta.
En cualquier caso, en una primera etapa de desarrollo de las hete-
roestructuras de semiconductores los e´xitos obtenidos no fueron muy nu-
merosos debido, en parte, a la falta de control sobre las imperfecciones
inherentes a los procesos de crecimiento de los distintos materiales. Los
primeros e´xitos vinieron con la fabricacio´n de la´seres de inyeccio´n [2] a
1Todas las referencias de esta memoria se recogen en una u´nica seccio´n que co-
mienza en la pa´gina 171.
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partir de heterouniones de GaAs-AlGaAs, que fueron crecidas mediante
la te´cnica de epitaxia en fase l´ıquida (LPE).
Todo el intere´s por construir heteroestructuras reside en el hecho de
que, a pesar de lo complicado del proceso de crecimiento, hacie´ndolo uno
es capaz de manipular el comportamiento de electrones y huecos median-
te lo que se ha dado en llamar ingenier´ıa de bandas [3,4]. Con el desarrollo
de las distintas te´cnicas epitaxiales de crecimiento de superficies a media-
dos de los 70, en particular de la deposicio´n qu´ımica de vapores (CVD) y
de la epitaxia por haces moleculares (MBE), comenzo´ a surgir una nueva
tecnolog´ıa basada en el disen˜o de disferentes tipos de heteroestructuras
artificiales. Diodos emisores de luz, transistores bipolares, transistores de
efecto campo, la´seres de cascada, etc. han ido apareciendo, y sus propie-
dades se han visto mejoradas merced al empuje realizado, tanto desde
el punto de vista tecnolo´gico como desde el punto de vista de la mejor
comprensio´n teo´rica de la f´ısica de estos sistemas [5].
Sin embargo, las heteroestructuras de semiconductores no son so´lo
interesantes desde un punto de vista aplicado. La posibilidad de jugar
con su dimensionalidad a la hora de confinar los portadores de carga en
cero, una, y dos dimensiones, hace de las heteroestructuras una excelente
herramienta para estudiar los ma´s diversos feno´menos f´ısicos [6]. As´ı, se
han usado superredes (SRs en adelante), pozos cua´nticos, barreras do-
bles, etc. para investigar, desde un punto de vista fundamental, diversos
feno´menos como el efecto Hall cua´ntico [7], la localizacio´n en sistemas
desordenados y la transicio´n metal-aislante [8].
1.2. Transporte electro´nico
Sorprendentemente, no se desarrollo´ una teor´ıa unificada y comu´nmen-
te aceptada del transporte electro´nico en sistemas mesosco´picos —el for-
malismo de Landauer-Buttiker— hasta principios de la de´cada de los
ochenta. Los primeros intentos de construir esta teor´ıa vinieron por par-
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te de Rolf Landauer, quien en 1957 publico´ un famoso art´ıculo [9] en
el que estudiaba el transporte de electrones en un so´lido unidimensional
desordenado. La fo´rmula de Landauer sufrio´ posteriores revisiones, prin-
cipalmente debidas al hecho de que su demostracio´n no estaba basada en
la teor´ıa de la respuesta lineal. El primero en revisar el trabajo de Lan-
dauer fue el Premio Nobel de F´ısica P. W. Anderson [10] quien en 1980
consiguio´ una demostracio´n rigurosa, aunque so´lo en el caso unidimensio-
nal, de la fo´rmula de Landauer. Fisher y Lee [11] extendieron el trabajo
de Anderson a ma´s de una dimensio´n, considerando un sistema de N
canales, y Engquist y Anderson [12] en un nuevo trabajo, recuperaron la
fo´rmula inicial de Landauer, poniendo de manifiesto la importancia de
los contactos en la teor´ıa del transporte. Finalmente, entre 1985 y 1988
los trabajos de Bu¨ttiker [13–15] proporcionaron una extensio´n unificada
de la fo´rmula de Landauer al caso de varios canales, y una comprensio´n
mucho mayor de que´ es lo que realmente se obtiene cuando se intenta
medir una resistencia.
El desarrollo de la teor´ıa del transporte electro´nico en sistemas me-
sosco´picos ha posibilitado en los u´ltimos an˜os el estudio de las propieda-
des electro´nicas de muy diversos dispositivos. En particular se ha cons-
truido e investigado un sinf´ın de distintas estructuras artificiales, SRs,
pozos, hilos, puntos cua´nticos, nanotubos, etc., con la finalidad de disen˜ar
dispositivos optoelectro´nicos para diferentes aplicaciones tecnolo´gicas. En
este sentido, una de las contribuciones de esta tesis sera´ el estudio del
transporte electro´nico en un nuevo tipo de SRs, las llamadas SRs gausia-
nas (SRGs en adelante), que como se vera´, constituyen un buen candidato
para disen˜ar filtros pasa banda para aplicaciones como, por ejemplo, el
la´ser de cascada.
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1.3. Desorden
Tras el desarrollo de la teor´ıa, el transporte electro´nico en heteroes-
tructuras de semiconductores se ha investigado de forma extensiva en las
u´ltimas dos de´cadas. El transporte electro´nico en presencia de campos
magne´ticos, o de campos ele´ctricos aplicados, da lugar a feno´menos como
el efecto Hall cua´ntico [7], las oscilaciones de Bloch [16], el efecto tu´nel
resonante, etc. que han recibido, y siguen hacie´ndolo, intensos esfuer-
zos para su mejor comprensio´n. En particular se han dedicado grandes
esfuerzos a estudiar los mecanismos de pe´rdida de coherencia en estos sis-
temas. Un ejemplo de esto son los trabajos teo´ricos de Domı´nguez-Adame
y col. [] acerca de la pe´rdida de coherencia en las oscilaciones de Rabi
observadas en SRs de semiconductores. Los mecanismos de pe´rdida de
coherencia son muy diversos, siendo uno de ellos la dispersio´n electro´nica
debido a la presencia en las heteroestructuras de desorden no intencional
en forma de impurezas o de rugosidad en las intercaras de los distintos
materiales que las componen. Un ejemplo de esto es la pe´rdida de cohe-
rencia en las oscilaciones de Rabi en SRs de semiconductores predicha
teo´ricamente por Domı´nguez-Adame y col. [102]. Otras fuentes de desor-
den pueden ser la falta de periodicidad de los elementos que componen
la heteroestructura como sucede, por ejemplo, en las matrices de puntos
cua´nticos autoensamblados. Una parte importante de esta tesis esta´ de-
dicada precisamente al estudio de los efectos que este tipo de desorden
no intencionado tiene sobre algunas heteroestructuras. En este sentido,
la teor´ıa de las propiedades electro´nicas de los so´lidos desordenados ha
madurado considerablemente durante las dos u´ltimas de´cadas. En parte,
esta mejora en la comprensio´n del desorden ha sido debida a la disponi-
bilidad de nuevos me´todos teo´ricos, as´ı como a la aparicio´n de mayores
y ma´s ra´pidos ordenadores que facilitan la tarea de estudiar nume´rica-
mente la complejidad de estos sistemas. Por otro lado, la mejora en las
te´cnicas de crecimiento epitaxial a las que ya nos hemos referido, as´ı como
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la aparicio´n de nuevas te´cnicas, han hecho posible la realizacio´n de test
experimentales de los resultados teo´ricos existentes. Una de las mayores
contribuciones de este trabajo es el desarrollo de una te´cnica nume´rica
para el estudio del efecto de la rugosidad en el transporte en heteroestruc-
turas de doble barrera. Este me´todo, asimismo, sera´ de utilidad para el
estudio del efecto del desorden en la estructura electro´nica y propiedades
de transporte de matrices desordenadas de puntos cua´nticos.
1.4. Localizacio´n
El ingrediente esencial en la descripcio´n de sistemas electro´nicos de-
sordenados, como las heteroestructuras de semiconductores desordena-
das, es el concepto de localizacio´n. El concepto ba´sico de localizacio´n fue
introducido por Anderson. En 1958 Anderson [17] sen˜alo´ que la funcio´n
de onda en un so´lido desordenado tridimensional resultar´ıa exponencial-
mente localizada en el espacio para valores suficientemente grandes del
desorden. Este hallazgo le valio´ la concesio´n del Nobel en 1977. En el ca-
so del modelo de Anderson en sistemas de baja dimensionalidad, Mott y
Twose [18], posteriormente a e´ste, demostraron rigurosamente la singular
propiedad de que, con independencia del grado de desorden del sistema,
todos los estados esta´n localizados en una y dos dimensiones. Ma´s tarde
otros autores, extendieron la demostracio´n de esta propiedad a diversos
modelos distintos a la propuesta original de Anderson. De esta forma se
extendio´ en la comunidad cient´ıfica la idea de que un sistema unidimen-
sional desordenado no pod´ıa tener estados extendidos, lo que se vino en
llamar como principio de localizacio´n de Anderson.
Sin embargo esta imagen tradicional se vino abajo fundamentalmen-
te a ra´ız del del trabajo publicado por Dunlap [19] y col., en el que el
desorden en un modelo de tipo enlace fuerte presentaba correlaciones
de corto alcance de tipo dime´rico. Este modelo conocido como random
dimer resulto´ presentar una fenomenolog´ıa completamente distinta al de-
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sorden tradicional sin correlaciones de ningu´n tipo en sistemas unidimen-
sionales, dado que en e´l aparecen estados extendidos que pueden tener
importancia para el transporte. En una serie de trabajos posteriores Wu
y Phillips [20, 21], utilizando el modelo random dimer, presentaron una
posible explicacio´n a las buenas propiedades conductoras que presentan
algunos pol´ımeros desordenados tras ser dopados, como la polianilina. Sin
embargo, los pol´ımeros constituyen un sistema en el que es muy dif´ıcil
asegurar co´mo es el desorden que presentan y, por tanto, estos trabajos
no se aceptaron como una prueba experimental de la violacio´n del prin-
cipio de localizacio´n de Anderson. En an˜os posteriores se han dedicado
grandes esfuerzos a la comprensio´n de co´mo afectan las correlaciones en
el desorden a la aparicio´n de estados extendidos en sistemas desordena-
dos. En particular, Bellani y col. [22] han encontrado la primera evidencia
experimental, mediante el empleo de SRs semiconductoras, de que corre-
laciones de tipo espacial en el desorden inhiben la localizacio´n de estados
en sistemas desordenados de baja dimensionalidad. Una de las contribu-
ciones de esta tesis sera´ la aplicacio´n de una nueva te´cnica anal´ıtica al
estudio de estados extendidos en SRs desordenadas con desorden corre-
lacionado, encontrando la aparicio´n de estados extendidos para distintos
tipos de desorden.
1.5. Objetivos y organizacio´n de la tesis
A lo largo de las anteriores l´ıneas hemos realizado una muy breve
introducio´n al transporte electro´nico en las heteroestructuras fabricadas
con materiales semiconductores y a la f´ısica del desorden. Estos dos temas
son el pilar ba´sico de esta tesis desde tres puntos de vista distintos.
Por un lado, estamos interesados en las propiedades de transporte
electro´nico en si de heteroestructuras como las SRs. En este sentido he-
mos investigado una nueva clase de heteroestructuras, las antes citadas
SRGs, tanto en lo que se refiere a su estructura electro´nica, como en lo
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que se refiere a sus propiedades de transporte. Adema´s hemos investigado
la estructura electro´nica y la localizacio´n en heterouniones magne´ticas en
semiconductores con intervalo estrecho de energ´ıas prohibidas.
Por otro lado, nos hemos ocupado del efecto que el desorden no inten-
cional, inevitable en todo proceso de crecimiento de heteroestructuras,
tiene sobre el transporte electro´nico en e´stas. As´ı, hemos estudiado el
transporte tanto en heteroestructuras de doble barrera como en SRs de
puntos cua´nticos autoensamblados.
Finalmente nos hemos ocupado de la aparicio´n de estados extendidos
en sistemas unidimensionales desordenados, con desorden de tipo corre-
lacionado. Al respecto, hemos dirigido nuestro intere´s hacia la investi-
gacio´n de los estados electro´nicos en SRs donde se introduce desorden
intencionado en alguno de los para´metros estructurales que definen estas
heteroestructuras.
La presente tesis estara´ organizada de la siguiente manera:
En el cap´ıtulo segundo haremos una breve introduccio´n a la des-
cripcio´n de los estados electro´nicos en heteroestructuras semicon-
ductoras, as´ı como a la teor´ıa del transporte electro´nico en sistemas
mesosco´picos. Tambie´n se hace una presentacio´n de los feno´menos
de localizacio´n en sistemas desordenados y se describen algunas
te´cnicas empleadas para caracterizar el desorden.
El cap´ıtulo tercero esta´ dedicado al estudio de las SRGs, tanto des-
de el punto de vista de la estructura electro´nica como desde el punto
de vista del transporte. Compararemos nuestros resultados teo´ri-
cos con algunos resultados experimentales existentes. Finalmente
estudiaremos un modelo de transicio´n metal-aislante que puede ser
investigado experimentalmente en SRGs.
El cuarto cap´ıtulo lo dedicaremos al estudio de estados extendidos
en SRs con desorden intencional correlacionado. Utilizaremos para
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ello una te´cnica anal´ıtica que inicialmente probaremos en el estudio
de los estados electro´nicos de una aleacio´n binaria.
En el cap´ıtulo quinto describiremos una te´cnica nume´rica que he-
mos desarrollado para estudiar el transporte electro´nico en hete-
roestructuras de tipo doble barrera e investigar el efecto de la ru-
gosidad en las intercaras, as´ı como del desorden composicional, so-
bre magnitudes como la corriente y la conductancia. Por otro lado,
tambie´n aplicaremos esta te´cnica para analizar el transporte en ma-
trices de puntos cua´nticos autoensamblados con un cierto grado de
desorden en la forma y la posicio´n de los puntos.
El sexto cap´ıtulo lo dedicaremos al estudio de las funciones de onda
y las propiedades de esp´ın de los estados electro´nicos en heterou-
niones magne´ticas de tipo normal e invertido en semiconductores
de intervalo estrecho de energ´ıas prohibidas.
Finalmente en el cap´ıtulo se´ptimo concluye la memoria un resu-
men de los principales resultados y conclusiones de nuestro trabajo.
Cap´ıtulo 1
CAP´ITULO 2
Transporte electro´nico y
localizacio´n
El propo´sito de este cap´ıtulo es presentar brevemente una introduc-
cio´n a la f´ısica del transporte electro´nico en heteroestructuras de semi-
conductores, y a la f´ısica del desorden en esta clase de sistemas. Comen-
zaremos con una somera discusio´n de la aproximacio´n de la masa efectiva
aplicada al estudio de la estructura electro´nica en heterouniones, seguida
de una seccio´n dedicada al ca´lculo de la conductividad, concluyendo el
cap´ıtulo con una introduccio´n a la f´ısica del desorden en la que se expo-
nen, sucintamente, algunas te´cnicas para cuantificar dicho desorden.
2.1. Electrones en heteroestructuras
Las actuales te´cnicas de crecimiento por MBE permiten conseguir que
la superficie de separacio´n entre dos semiconductores integrantes de una
heteroestructura sufra so´lo alteraciones del orden de una monocapa de
un punto a otro de la misma, es decir, que sea altamente plana. Esta
caracter´ıastica es muy importante, ya que permite simplificar la descrip-
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cio´n del movimiento de los portadores en el plano normal a la direccio´n
de crecimiento. Para simplificar el estudio de la estructura electro´nica en
heteroestructuras acudiremos al concepto de unio´n plana y abrupta. Con
este te´rmino significamos una heterounio´n perfectamente plana en la que
no existe interdifusio´n, es decir, aquella en la que a cada lado de la unio´n
so´lo existen a´tomos correspondientes a un mismo semiconductor.
El estudio de la estructura electro´nica en heteroestructuras suele ha-
cerse a partir de la aproximacio´n de la masa efectiva [23–25]. Aunque
esta aproximacio´n tiene sus limitaciones y no siempre es justificado rea-
lizarla, se ha mostrado como un me´todo sencillo y bastante exacto en
muchos casos de intere´s. La aproximacio´n de la masa efectiva describe
una situacio´n en la que electro´n experimenta la accio´n de un potencial,
cuyo origen se debe al desajuste de las bandas de conduccio´n de ambos
semiconductores, cuando se acerca a la heterounio´n.
Como es natural, no so´lo existe un desajuste en la banda de conduc-
cio´n en la heterounio´n, sino que tambie´n esta´ presente en la banda de
valencia. Dependiendo de co´mo se alinean las bandas de conduccio´n y
de valencia [26], las heterostructuras pueden ser clasificadas en tres tipos
distintos (heterostructuras de tipo I, de tipo II y de tipo III), como puede
verse en la figura 2.1.
2.1.1. Aproximacio´n de la masa efectiva.
Como hemos avanzado, la forma ma´s simple de tratar los estados
electro´nicos en una heteroestructura de semiconductores es mediante la
aproximacio´n de la masa efectiva, basada en desarrollar la funcio´n de
onda electro´nica en te´rminos de las funciones de onda de Bloch en cada
uno de los semiconductores que componen la heteroestructura.
Vamos a considerar el caso de una heterounio´n formada por dos semi-
conductores que llamaremos A y B. La generalizacio´n de los resultados
a otras heteroestructuras ma´s complejas, como barreras dobles, SRs,etc.
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Figura 2.1. Esquema mostrando los tres tipos distintos de hete-
rostructuras, en funcio´n de la alinecio´n las bandas de conduccio´n y de
valencia. Se indica tambie´n un ejemplo de cada una de ellas.
es inmediata. Si suponemos que las funciones perio´dicas de Bloch son
iguales en los semiconductores A y B (lo que es va´lido en casi todos los
compuestos III-V directos cerca del punto Γ; ve´ase [27] para una discusio´n
detallada), podemos escribir las soluciones a la ecuacio´n de Schro¨dinger
en la heterounio´n, Ψ(r), como sigue
Ψ(r) =
{ ∑
n ψ
A
n (r)Un(r,k0), en A∑
n ψ
B
n (r)Un(r,k0), en B
(2.1)
donde Un(r,k0) son las funciones de onda de Bloch en la banda n y k0
es el punto de la zona de Brillouin en el que se construyen los estados
electro´nicos. Si consideramos que z es la direccio´n de crecimiento de la
heterounio´n y que, como anticipamos, existe simetr´ıa translacional en el
plano normal a esta direccio´n, podemos escribir las funciones ψAn (r) y
ψBn (r) como sigue
ψA,Bn (r) =
1√
S
exp(ik⊥ · r⊥)χA,Bn (z), (2.2)
donde S es el a´rea de la heterounio´n, y k⊥ = (kx, ky) y r⊥ = (x, y). En
lo sucesivo vamos a suponer que las funciones χA,Bn (z) var´ıan lentamente
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sobre distancias grandes comparadas con el para´metro de red, de manera
que la funcio´n de onda electro´nica sera´ el producto de dos componenetes,
una funcio´n que var´ıa ra´pidamente —las funciones de Bloch en cada
uno de los semiconductores—, y una funcio´n que var´ıa lentamente —la
llamada funcio´n envolvente—. Para ulteriores ca´lculos tomaremos k0 =
0.
La ecuacio´n de Schro¨dinger para la heterounio´n puede escribirse, con
las hipo´tesis que hemos considerado, de la siguiente manera[
p2
2m0
+ VA(r)θA + VB(r)θB
]
Ψ(r) = EΨ(r), (2.3)
donde θA es una funcio´n que toma el valor 1 si r corresponde al material
A y se anula en otro caso; ana´logamente se define θB. Multiplicando
esta ecuacio´n por la izquierda por Ψ∗(r), e integrando a todo el espacio,
llegamos a un sistema de N ecuaciones diferenciales acopladas
Dχ = Eχ, (2.4)
donde, por brevedad, hemos definido un vector χ cuyas N componentes
son las funciones envolventes χA,Bn (z), y el operador diferencial D es una
matriz N ×N cuyos elementos son
Dnm =
[
EAn (0)θA + E
B
n (0)θB +
~2k2⊥
2m0
− ~
2
2m0
∂2
∂z2
]
δnm
+
~k⊥
m0
· 〈n |p⊥|m〉 − i~
m0
〈n |pz|m〉 ∂
∂z
− ~
2
2
∑
i,j
∂
∂ri
1
M ijnm
∂
∂rj
, (2.5)
donde M ijnm, con i, j = x, y, z, son los tensores de masa efectiva cuyas
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componentes esta´n dadas por
m0
M ijnm
=
2
m0
∑
ν
〈n |pi| ν〉〈ν |pj|m〉
〈E〉 − EAν (0)θA − EBν (0)θB
, (2.6)
habiendo definido
〈n |p|m〉 =
∫
ω
d3rU∗n(r,0)pUm(r,0). (2.7)
No´tese que en este sistema de ecuaciones so´lo hemos retenido los te´rmi-
nos de segundo orden en p, descartando los te´rminos de orden superior.
Es importante observar que el sistema de ecuaciones (2.4) tendr´ıa solu-
ciones sencillas si se despreciaran los elementos de matriz 〈n |p|m〉, dado
que en ese caso so´lo ser´ıa distinto de cero el te´rmino que multiplica la
delta de Kronecker, es decir, las ecuaciones estar´ıan desacopladas. Sin
embargo, no en todas las situaciones es posible despreciar estos elemen-
tos de matriz que recogen la interaccio´n entre las distintas bandas de los
semiconductores, lo que complica indudablemente la solucio´n.
2.1.2. Hamiltoniano de Ben Daniel-Duke
Quiza´ el modelo ma´s sencillo para abordar el problema de la estructu-
ra electro´nica en una heteroestructura de semiconductores es el llamado
hamiltoniano de Ben Daniel-Duke. Esta aproximacio´n proporciona re-
sultados muy exactos en el caso de sistemas del tipo GaAs-AlxGa1−xAs
cuando la anchura de las barreras no es excesivamente pequen˜a, y los es-
tados que se consideran son los ma´s pro´ximos al borde inferior de la banda
de conduccio´n ma´s baja. En este modelo supondremos que, en ausencia
de interaccio´n esp´ın-o´rbita, so´lo hay contribucio´n de te´rminos diagonales
al operador diferencial D en la ecuacio´n (2.4), de manera que los estados
de la heteroestructura pueden construirse a partir de los estados de una
u´nica banda parabo´lica en cada uno de los distintos semiconductores y
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la ecuacio´n (2.4) queda como sigue[
V (z)− ~
2
2
d
dz
1
m(z)
d
dz
+
~2k2⊥
2m(z)
]
χ(z) = Eχ(z). (2.8)
No´tese que en esta expresio´n la masa efectiva m(z) es dependiente de
la posicio´n. Esto es debido a que, a pesar de considerar so´lo te´rminos
diagonales, el tensor de masa efectiva (2.6) ha de ser calculado a partir
de te´rminos cruzados de la banda considerada con el resto de bandas
pro´ximas. En el hamiltoniano de Ben Daniel-Duke, supondremos que la
masa dependiente de la posicio´n se escribe
m(z)−1 = m−10 + (M
zz
cc )
−1, (2.9)
donde M zzcc es una cantidad obtenida experimentalmente, de manera que
las distintas bandas se suponen realmente desacopladas entre s´ı.
Las condiciones de contorno en las intercaras entre distintos semicon-
ductores se reducen a la continuidad de las funciones
χ(z) y
1
m(z)
dχ(z)
dz
, (2.10)
como puede comprobarse en la ecuacio´n (2.8) integrando e´sta en la regio´n
de transicio´n de un material a otro. Por otro lado, las condiciones (2.10)
garantizan la conservacio´n de la corriente de probabilidad.
Por u´ltimo, es importante sen˜alar que el te´rmino proporcional a k⊥,
presenta al igual que el te´rmino V (z) variaciones en forma de escalo´n
debido a la discontinuidad de la masa efectiva. Sin embargo, su contri-
bucio´n suele ser pequen˜a en la mayor parte de los casos (por ejemplo
en heteroestructuras de GaAs-AlGaAs o InP-InGaAs). Adema´s suelen
estudiarse los estados de conduccio´n en el centro de la banda, cuando
k⊥ = 0.
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2.1.3. Modelo de dos bandas
Un refinamiento mayor en los ca´lculos de estructura electro´nica en he-
teroestructuras pasa por considerar los efectos de interaccio´n entre ban-
das pro´ximas. En el llamado modelo de dos bandas, especialmente u´til
en el caso de semiconductores de intervalo estrecho de energ´ıas prohi-
bidas, se incluyen los efectos de la banda de conduccio´n y de la banda
de valencia de huecos ligeros. Si denotamos por χc y χv las funciones
envolventes asociadas a la banda de conduccio´n y la banda de valen-
cia respectivamente, entonces el operador D en (2.5) tiene elementos de
matriz
Dnm =
[
EAn (0)θA + E
B
n (0)θB
]
δnm
+ (1− δnm)
[
~k⊥ · v⊥ − i~vz ∂
∂z
]
, (2.11)
donde hemos despreciado el te´rmino de energ´ıa cine´tica ~2k2/m0 que
habitualmente suele ser pequen˜o, y hemos definido v⊥ = 〈c |p⊥| v〉/m0 y
vz = 〈c |pz| v〉/m0. En el caso particular en el que k⊥ = 0, el sistema de
ecuaciones (2.4) puede escribirse Eg(z)/2 + V (z)− E −i~vz ∂∂z
−i~vz ∂
∂z
−Eg(z)/2 + V (z)− E
( χc
χv
)
= 0,
donde Eg(z) es el intervalo de energ´ıas prohibidas y V (z) es una funcio´n
que describe la posicio´n del centro del intervalo de energ´ıas prohibidas.
No´tese que la ecuacio´n (2.12) tiene la estructura formal de una ecuacio´n
de Dirac unidimensional para un electro´n relativista.
En el caso ma´s general en el que no hay necesariamente invariancia
translacional en el plano normal al eje z se puede demostrar que la ecua-
cio´n para la funcio´n envolvente en un modelo de dos bandas se puede
reescribir como
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(
Eg/2 + V − E −iv(σ · p)
iv(σ · p) −Eg/2 + V − E
)(
χc
χv
)
= 0,
donde σ = (σx, σy, σz) es un vector cuyas componentes son las matri-
ces de Pauli, y v es el modulo del elemento de matriz inter-banda del
operador velocidad p/m0. Esta ecuacio´n sera´ de intere´s, como veremos,
para calcular la estructura electro´nica de heterouniones magne´ticas en
semiconductores masivos, en las que la aproximacio´n de la funcio´n envol-
vente es u´til para enlazar las soluciones en dos regiones entre las cuales
el campo magne´tico presenta una discontinuidad.
2.2. Conductancia: la fo´rmula de Landauer
En 1957, Rolf Landauer publico´ un famoso art´ıculo [9] que comple-
tar´ıa en 1970 [28], en el que presentaba un nuevo punto de vista sobre
el transporte de electrones en un sistema unidimensional completamente
desordenado. Landauer considero´ el material como un complejo centro de
dispersio´n sobre el que incide un flujo de cargas y, como fruto de esta inte-
raccio´n, aparece la resistividad del material; de esta forma, encontro´ que
la conductividad a T = 0 de un conductor estrictamente unidimensional
viene dada por
G =
e2
h
τ
1− τ , (2.12)
en donde τ es el coeficiente de transmisio´n del sistema. Esta fo´rmula fue,
en su momento, so´lo parcialmente aceptada. Por una lado, la ecuacio´n no
era obtenida utilizando la ampliamente aceptada teor´ıa de la respuesta
lineal, y por otro, una fo´rmula para el caso estrictamente unidimensional
despertaba entonces poco intere´s en relacio´n con los trabajos experimen-
tales sobre feno´menos de transporte cua´ntico.
En 1980 Anderson y col. [10] abordaron una formulacio´n rigurosa de
la fo´rmula de Landauer extendie´ndola al caso de varias dimensiones. Sin
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embargo, so´lo tuvieron e´xito en el caso estrictamente unidimensional, con
lo cual, a pesar del intere´s teo´rico de este trabajo, tuvo poco impacto en
el a´mbito experimental.
A continuacio´n varios autores intentaron una revisio´n de la fo´rmula
de Landauer en el caso unidimensional, as´ı como su extensio´n a varias di-
mensiones (incluyendo canales de dispersio´n transversales) de forma que
pudiese usarse en ca´lculos cuantitativos de las propiedades de transporte
en sistemas reales. La propuesta de estos autores era utilizar la fo´rmula
de Kubo basada en la teor´ıa de la respuesta lineal. El primer resultado
relevante fue obtenido por Economou y Soukoulis [29], quienes partiendo
de la fo´rmula de Kubo obtuvieron para el caso unidimensional la fo´rmula
G =
e2
h
τ, (2.13)
que contradec´ıa la fo´rmula de Landauer (2.12). Poco despue´s, Fisher y
Lee [11] extendieron este resultado al caso de N canales, obteniendo la
expresio´n
G =
e2
h
Tr
(
tt†
)
, (2.14)
en la que t es la matriz de transmisio´n que conecta el flujo incidente en
los diversos canales a un lado del centro dispersor con el flujo saliente en
los canales del otro lado.
Observemos que la ecuacio´n (2.13) no so´lo contradice la ecuacio´n de
Landauer (2.12), sino que aparentemente contradice la intuicio´n f´ısica,
que nos dice que un conductor perfecto (τ = 1) deber´ıa tener resistencia
cero, y por tanto una conductividad infinita. Al contrario, la fo´rmula
(2.13) predice que ese conductor perfecto tendr´ıa una resistencia h/e2.
Esto hizo que dicha ecuacio´n fuese considerada incorrecta por gran parte
de la comunidad cient´ıfica a pesar de no poder encontrarse ningu´n fallo
substancial en los trabajos de Economou y Soukoulis.
Muy poco tiempo despue´s del trabajo de Fisher y Lee, Engquist y
Transporte electro´nico y localizacio´n en heteroestructuras...
18 Transporte electro´nico y localizacio´n
Anderson [12] abordaron de nuevo la ecuacio´n de Landauer pero desde
un punto de vista diferente. En vez de intentar so´lo una derivacio´n rigu-
rosa a partir de la teor´ıa de la respuesta lineal, su propo´sito fue acercarse
a las condiciones reales en que son realizados los experimentos de trans-
porte. Concretamente subrayaron que, en general, la corriente a trave´s
del circuito esta´ controlada por una resistencia en serie con la muestra de
intere´s. La ca´ıda de potencial en la muestra se mide an˜adiendo dos cone-
xiones a ambos lados de la muestra, lo que se conoce como una medida de
cuatro conexiones. Como resultado se recupera la fo´rmula de Landauer a
temperatura cero, consiguiendo Engquist y Anderson adema´s encontrar
una expresio´n va´lida a temperatura finita
G =
e2
h
∫ (
− ∂f
∂E
)
τ(E)dE∫ (
− ∂f
∂E
)
[1− τ(E)]dE
, (2.15)
donde las integrales se extienden a las bandas permitidas, τ(E) es el coefi-
ciente de transmisio´n y f es la distribucio´n de Fermi-Dirac. La fo´rmula de
Landauer no fue totalmente aceptada hasta que Bu¨ttiker, en una serie de
art´ıculos publicados durante la de´cada de los 80 [13–15], proporciono´ una
extensio´n unificada a la fo´rmula de Landauer para un nu´mero arbitrario
de canales y contactos.
2.3. Sistemas desordenados
2.3.1. Localizacio´n de Anderson
En su trabajo pionero publicado en 1958 [17], P. W. Anderson uti-
lizo´ un modelo de enlace fuerte para simular un so´lido cristalino tridi-
mensional. La energ´ıa de sitio en cada punto de la red es una variable
aleatoria que toma valores sobre un cierto rango con una determinada
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distribucio´n de probabilidad. Desde un punto de vista matema´tico esto
supone introducir desorden en los elementos diagonales del hamiltoniano,
por lo que a este tipo de desorden se le suele conocer con el nombre de
desorden diagonal. La conclusio´n principal de Anderson en su trabajo de
1958 fue que en un sistema f´ısico todos los estados esta´n localizados si la
magnitud del desorden supera un determinado valor cr´ıtico que depende
de la dimensio´n del sistema. Hablamos de un estado localizado cuando la
probabilidad de encontrar al electro´n en el sistema es relevante en una
regio´n limitada del espacio y esta probabilidad decrece (generalmente de
manera exponencial) cuando nos alejamos de esta regio´n.
El valor del desorden en que deber´ıa producirse la transicio´n no ha
podido ser calculado con rigor hasta la fecha en dimensio´n arbitraria.
En 1969 J. Ziman [30] demostro´ que la transicio´n depend´ıa de la va-
riable espectral, es decir, que con la introduccio´n de desorden podemos
encontrar el espectro dividido mediante dos frentes mo´viles que separan
los estados localizados de los estados extendidos, deduciendo incluso una
correccio´n a la estimacio´n aproximada del valor del desorden cr´ıtico que
hab´ıa realizado Anderson. En el caso unidimensional es posible calcular
el valor del desorden cr´ıtico, que resulta ser igual cero. Esto es tanto
como decir que para cualquier cantidad de desorden, por pequen˜a que
sea, todos los estados esta´n localizados en sistemas unidimensionales. La
primera demostracio´n rigurosa de esta propiedad fundamental se debe a
Mott y Twose [18]. Finalmente Matsuda e Ishii [31] extendieron esta de-
mostracio´n a numerosos modelos de desorden (todos ellos con desorden
no correlacionado) con lo que establecieron la idea de que estaba demos-
trado que para cualquier tipo y cantidad de desorden todos los estados
esta´n localizados en una dimensio´n [32]. Un estudio extensivo acerca de
localizacio´n puede encontrarse en la Ref. [33], y en particular en el art´ıcu-
lo de Lee y Ramakrishnan [34], donde se presenta de manera detallada
la teor´ıa de escala desarrollada por Abrahams y col. [8]. Esta teor´ıa de
escala es el marco teo´rico esta´ndar para el estudio de la localizacio´n en
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sistemas electro´nicos desordenados.
2.3.2. Desorden correlacionado
Como acabamos de mencionar, hasta finales de la de´cada de los ochen-
ta se pensaba que en un sistema unidimensional desordenado todos los
estados esta´n localizados. A pesar de que las demostraciones de esta afir-
macio´n eran dependientes del modelo, se consideraba que el ’principio’ de
localizacio´n de Anderson era un resultado completamente riguroso. Sin
embargo, a mediados de 1990 Dunlap, Wu y Phillips [19] propusieron un
modelo desordenado unidimensional que presentaba estados deslocaliza-
dos. El modelo, al que bautizaron con el nombre de random dimer model
(RDM), es muy simple: para introducirlo, consideremos un modelo de en-
lace fuerte unidimensional en el que la energ´ıa de sitio solamente pueda
tomar dos valores, ²a y ²b y la constante de acoplo entre sitios vale t en el
caso de pro´ximos vecinos y 0 en el resto. En el caso en que la secuencia
de energ´ıas de sitio es desordenada, alterna´ndose los valores de ²a y ²b de
forma totalmente aleatoria, se cumplen las predicciones de la teor´ıa de
escala, estando todos los estados localizados. Sin embargo, si introduci-
mos la condicio´n de que una de estas energ´ıas se asigne aleatoriamente
por parejas (d´ımeros) de la red, encontramos
√
N estados extendidos si
se cumple la condicio´n |²a − ²b| ≤ 2t, siendo N el nu´mero total de sitios.
Por tanto, la fraccio´n de estados extendidos decrece con el taman˜o del
sistema como 1/
√
N .
El RDM presenta problemas de tipo conceptual, dado que no resul-
ta claro si el u´nico estado extendido que aparece en el modelo en el
l´ımite termodina´mico —un conjunto de medida nula desde un punto de
vista matema´tico—, es relevante para las propiedades de transporte en
sistemas f´ısicos reales. De hecho este modelo fue aplicado para descri-
bir un posible mecanismo de transporte en pol´ımeros desordenados con
propiedades conductoras sorprendentemente buenas como el polipirrol
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y el poliparafenilo [20] o la polianilina [21], pero los resultados no fue-
ron aceptados como una prueba indiscutible de transporte en un sistema
desordenado unidimensional por dos razones fundamentales. Por un la-
do aparece una falta de control experimental a la hora de construir un
pol´ımero con una estructura espacial determinada, lo que hac´ıa dif´ıcil
concluir que realmente la estructura de estos pol´ımeros presentaba un
desorden de tipo RDM. Por otro lado, desde un punto de vista teo´rico,
Stephens y Skinner [35] sugirieron que los efectos de deslocalizacio´n que
introduce el desorden correlacionado desaparecen cuando se consideran
los efectos tridimensionales siempre presentes en los pol´ımeros citados,
aunque esto u´ltimo fue cuestionado por Domı´nguez-Adame y col. [36].
Durante la de´cada de los 90 se publicaron un elevado nu´mero de tra-
bajos teo´ricos dedicados a clarificar el papel que juegan los estados ex-
tendidos en sistemas desordenados con desorden correlacionado sobre las
propiedades de transporte en dichos sistemas. En particular Domı´nguez-
Adame y col. desarrollaron a lo largo de estos an˜os una serie de trabajos
dedicados a estudiar el transporte electro´nico en SRs semiconductoras
con desorden correlacionado [37–42], que concluyeron en 1999 con la pu-
blicacio´n de la primera evidencia experimental de que correlaciones de
tipo espacial en el desorden inhiben la localizacio´n de estados en sistemas
desordenados de baja dimensionalidad [22].
2.4. Caracterizacio´n del desorden
Para introducir el concepto de estado extendido podemos recurrir a
las soluciones a la ecuacio´n de Schro¨dinger en un so´lido cristalino infinito
perfectamente perio´dico y sin ningu´n tipo de desorden. Estas soluciones,
obtenidas mediante el teorema de Bloch, son perfectamente perio´dicas
y tienen un momento bien definido, de manera que son autofunciones
extendidas en todo espacio. As´ı, un electro´n que ocupa un estado dado
por una de estas soluciones puede estar con ide´ntica probabilidad en cada
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uno de los a´tomos del cristal. Esto es lo que entendemos por un estado
extendido. De forma ana´loga, llamamos estados localizados a los estados
caracterizados por funciones de onda que toman valores distintos de cero
u´nicamente en una regio´n finita del espacio. Para estimar el taman˜o de
esta regio´n se define la longitud de localizacio´n, como veremos.
Cuando consideramos la localizacio´n de estados en el sentido de An-
derson, tal y como haremos en este trabajo en adelante, suponemos que
las funciones de onda correspondientes a estados localizados son tales que
al hacer estad´ıstica sobre distintas realizaciones se verifica que
〈ψ(x)ψ(x′)〉 ∼ exp (−|x− x′|/λ) . (2.16)
En esta expresio´n llamaremos longitud de localizacio´n al para´metro λ,
el cual ofrece una estimacio´n del taman˜o de la regio´n espacial en la que
se encuentra el electro´n que ocupe estados descritos por este tipo de
funciones de onda. Otra forma de estimar la longitud de localizacio´n es
mediante el coeficiente de Lyapunov, magnitud mucho ma´s conveniente
desde el punto de vista nume´rico dado que tiene una relacio´n muy sencilla
con el formalismo de la matriz de transferencia.
En cualquier caso, independientemente de me´todo empleado a la hora
de estimar la longitud de localizacio´n, en un sistema finito nunca podre-
mos decir con total certeza que un estado es completamente extendido.
Para evitar en lo posible esta ambigu¨edad, emplearemos siempre dife-
rentes formas de caracterizar el grado de localizacio´n de los estados, de
manera que si bien ninguna de ellas es concluyente por si sola, al estu-
diarlas en conjunto podremos tener una imagen muy precisa del tipo de
estado en cuestio´n.
2.4.1. Coeficiente de Lyapunov
El coeficiente de Lyapunov, Γ(E), mide el ritmo de decrecimiento
de la funcio´n de onda correspondiente al autoestado de energ´ıa E a lo
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largo del sistema. Por consiguiente, su inverso, 1/Γ, determina la longi-
tud de localizacio´n de dicho estado. El coeficiente de Lyapunov puede
ser definido de diversas formas, cada una de las cuales permite relacio-
narlo con otras magnitudes de intere´s. En concreto, es posible encontrar
una relacio´n directa entre el coeficiente de Lyapunov y la conductividad
de Landauer a temperatura cero, utilizando la expresio´n de Kirkman y
Pendry [43]
Γ(E) = −L
2
log τ(E), (2.17)
donde τ(E) es el coeficiente de transmisio´n y L es la longitud del sistema.
Con esta definicio´n del coeficiente de Lyapunov es posible reescribir la
conductancia a temperatura cero en unidades de e2/h como sigue
g(E) =
1
exp
(
2Γ
L
)− 1 . (2.18)
Esta expresio´n es muy u´til, pues la conductividad es una magnitud me-
dible directamente en los experimentos, a diferencia del coeficiente de
Lyapunov, y podemos extraer informacio´n sobre la longitud de locali-
zacio´n de un estado determinando co´mo escala la conductancia con el
taman˜o del sistema, lo cual es importante si se pretende realizar un ex-
perimento para comprobar la veracidad de los hallazgos teo´ricos. Como
vemos, las expresiones que hemos presentado, tanto para el coeficiente de
Lyapunov como para la conductancia a temperatura cero, e igualmente
la conductancia a temperatura finita, se basan en el conocimiento del
coeficiente de transmisio´n del sistema. Esto hace que, desde el punto de
vista nume´rico, sean muy apropiadas pues en una dimensio´n podemos
calcular mediante expresiones recurrentes exactas el coeficiente de trans-
misio´n para un potencial dado utilizando, por ejemplo, el formalismo de
la matriz de transferencia.
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2.4.2. Ana´lisis multifractal
Las te´cnicas de ana´lisis multifractal permiten determinar la estructu-
ra espacial de una determinada funcio´n a diferentes escalas. Estas te´cni-
cas fueron introducidas por Halsey y col. en 1986 [44]. Esencialmente el
procedimiento consiste en estudiar co´mo escalan con el taman˜o del siste-
ma los momentos asociados a la funcio´n en estudio, que en nuestro caso
sera´ el mo´dulo al cuadrado de la funcio´n de onda. La definicio´n habitual
en el caso discreto de los distintos momentos es [45]
µq(N) =
∑N
n=1 |ψn|2q(∑N
n=1 |ψn|2
)q , (2.19)
con q 6= 1. Mediante los momentos descritos por la ecuacio´n anterior es
posible determinar un conjunto de dimensiones generalizadas, Dq, por
medio del ajuste
µq(N) ' N−(q−1)Dq . (2.20)
Para el caso de los estados localizados Dq tiende a cero para todo valor
de q, mientras que para los estados extendidos es igual a la dimensio´n
espacial del sistema.
El momento de segundo orden µ2(N) corresponde a la inversa del
cociente de participacio´n (IPR) introducido por Canisius y van Hemmen
en 1985 [46] y que se ha revelado como uno de los instrumentos ma´s
u´tiles para determinar el cara´cter extendido o localizado de un estado.
Es fa´cil deducir de la expresio´n (2.19) que para un estado extendido el
valor de la IPR tomara´ valores pequen˜os, del orden de 1/N , mientras
que para estados localizados la IPR tomara´ valores mayores cercanos a
la unidad, que se alcanza en el caso l´ımite en que la funcio´n de onda
este´ completamente localizada en un a´tomo.
Por u´ltimo debemos sen˜alar que es posible definir la IPR en el caso
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cont´ınuo mediante la siguiente expresio´n
IPR =
∫ ∞
−∞
dz |ψ(z)|4 , (2.21)
supuesto que la funcio´n de onda esta´ correctamente normalizada. Cabe
destacar que (IPR)−1 tiene una interpretacio´n f´ısica muy clara: estable-
ce el taman˜o de la regio´n donde la funcio´n de onda tiene una amplitud
apreciable. Por tanto, existe una relacio´n directa con la longitud de lo-
calizacio´n de otras funciones de onda pues no se escoge una dependencia
exponencial como la indicada en (2.16).
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CAP´ITULO 3
Heteroestructuras con
modulacio´n de composicio´n
3.1. Introduccio´n
La idea de fabricar so´lidos artificiales que den lugar a perfiles de po-
tencial de formas arbitrarias se remonta a principios de la de´cada de los
70. El trabajo pionero de Esaki y Tsu [1] hubiera sido de escasa utilidad
sin un avance paralelo en la tecnolog´ıa de crecimiento de heteroestruc-
turas semiconductoras que, con el advenimiento de la MBE, ha hecho
posible el nacimiento de la f´ısica de los sistemas de baja dimensionalidad
y una nueva generacio´n de dispositivos optoelectro´nicos basados en la
posibilidad de disen˜ar artificialmente su estructura electro´nica.
Entre los dispositivos que pueden obtenerse a partir de una SR semi-
conductora, uno de especial intere´s ser´ıa un filtro pasa banda en energ´ıa
de alta eficiencia, capaz de transmitir electrones situados en un cierto
intervalo de energ´ıas seleccionable. Un dispositivo como e´ste podr´ıa utili-
zarse para muy diversas aplicaciones, siendo una de las ma´s interesantes
la posibilidad de fabricar un filtro u´til para incrementar la eficiencia de
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la´seres de cascada [47,48]. En un la´ser de cascada el efecto la´ser es debido
Figura 3.1. Esquema del perfil de la banda de conduccio´n de
una parte de un la´ser de cascada, mostrando las activa y de inyeccio´n
reflexio´n. Para optimizar el disen˜o se crecen en serie varias regiones
como la indicada en la figura con la etiqueta de ‘periodo del la´ser’.
a electrones que sufren transiciones entre las subbandas de conduccio´n
de una heteroestructura adecuada. En este tipo de la´seres, un electro´n
confinado en la regio´n activa emite un foto´n al desexcitarse desde el nivel
confinado de mayor energ´ıa al estado de menor energ´ıa; el electro´n enton-
ces abandona una regio´n activa, mediante efecto tu´nel hasta la siguiente,
donde el proceso radiativo se repite. La SR que sirve como sistema de
inyeccio´n-relajacio´n a ambos lados de la regio´n activa debe servir como
filtro pasa banda de energ´ıa para los electrones con energ´ıa igual a la
del nivel ma´s bajo, mientras que debe reflejar los electrones con energ´ıa
igual a la del nivel ma´s alto. La regiones de inyeccio´n-relajacio´n usadas
normalmente sirven como filtros caracterizados por coeficientes de trans-
misio´n del orden de 10−1 en la banda y del orden de 10−4 en los intervalos
de energ´ıa prohibida [49,50]. Es evidente que la eficiencia la´ser puede ser
mucho mayor si el coeficiente de transmisio´n en la banda, y fuera de ella,
pueden incrementarse y decrementarse respectivamente.
Tung y Lee [51] disen˜aron por vez primera un filtro pasa banda ba-
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Figura 3.2. Perfil de la banda de conduccio´n de la SRG propuesta
por Tung y Lee (a), y de la SRG propuesta por Go´mez y col. (b).
sado en SRs de GaAs-AlGaAs con modulacio´n de composicio´n. Estas
heteroestructuras pose´ıan un perfil de tipo gaussiano tanto en pozos co-
mo en barreras. Este disen˜o impone restricciones a la hora de controlar
los para´metros estructurales de la SR para seleccionar la posicio´n y an-
chura de las minibandas de conduccio´n. Adema´s debido a las elevadas
fracciones de Al necesarias, una SR como esta crecida por MBE presen-
tar´ıa un nu´mero muy elevado de defectos. Posteriormente al trabajo de
Tung y Lee, Go´mez y col. [52] recuperaron la idea de los primeros pro-
poniendo un nuevo disen˜o de filtro, la denominada SR gaussiana (SRG)
que gracias a que so´lo requer´ıa de modulacio´n composicional en las ba-
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rreras, permit´ıa un crecimiento epitaxial ma´s libre de defectos, adema´s
de mayores posibilidades de disen˜o (ve´ase la figura 3.2). Ma´s tarde, nues-
tros colaboradores del Paul Drude Institu¨t crecieron un dispositivo de
este tipo siguiendo nuestras indicaciones, que fue caracterizado o´ptica-
mente [53] encontra´ndose un buen acuerdo entre los ca´lculos teo´ricos de
estructura electro´nica y experimentos de fotoluminiscencia (PL) a baja
temperatura llevados a cabo sobre las muestras crecidas. Adema´s, otros
trabajos se han dedicado al estudio del efecto del desorden no intencio-
nal sobre el transporte en las SRGs [54], as´ı como al estudio de SRGs
con barreras de tipo delta [55]. Por u´ltimo, las SRGs se han propuesto
como sistema u´til para estudiar feno´menos de saturacio´n en la transicio´n
metal-aislante [56]. A ra´ız de nuestros trabajos, otros autores han encon-
trado disen˜os alternativos que presentan propiedades similares a las de
nuestro disen˜o [50].
3.2. Transporte y estructura electro´nica
En esta seccio´n nos proponemos estudiar la formacio´n de minibandas
en heteroestructuras semiconductoras de GaAs-AlxGa1−xAs con modu-
lacio´n de composicio´n de tipo gaussiano. Para ello vamos a analizar la
estructura de la curva de transmisio´n en estos sistemas compara´ndola con
la de una SR sin modulacio´n de composicio´n (SR uniforme). Tambie´n pre-
tendemos estudiar co´mo las peculiares propiedades de las SRGs se ven
afectadas por la existencia de desorden no intencionado. Obtendremos la
curva de corriente frente a voltaje en el caso gaussiano, compara´ndolo
con el caso uniforme y, discutiremos la importancia de los efectos de in-
teraccio´n a muchos cuerpos (interaccio´n electro´n-electro´n) para explicar
los espectros de PL observados experimentalmente en SRGs. Finalmente
discutiremos un modelo discreto de SRG para cuyo estudio desarrollare-
mos una te´cnica de renormalizacio´n. Adema´s vamos a mostrar que esta
te´cnica es u´til para investigar la transicio´n localizado-deslocalizado en
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algunos sistemas aperio´dicos.
3.2.1. Coeficiente de transmisio´n
Nos proponemos calcular aqu´ı el coeficiente de transmisio´n de SRs
de GaAs-AlxGa1−xAs. Para nuestros propo´sitos es suficiente estudiar los
estados electro´nicos ma´s pro´ximos al l´ımite inferior de la banda de con-
duccio´n, usando para ello la aproximacio´n de la masa efectiva. Conside-
raremos en nuestro ca´lculo una masa efectiva dependiente de la posicio´n
que de´ cuenta de la variacio´n espacial de la fraccio´n de Al a lo largo
de la muestra (modulacio´n de composicio´n). Por otro lado, por simplici-
dad, consideraremos que los electrones tienen momento electro´nico cero
en el plano perpendicular a la direccio´n z —que es la de crecimiento—,
de manera que la masa efectiva usada sera´ la masa en el valle Γ. En la
referencia [57] esta masa efectiva es m∗e = (0,067+0,083x)m0, siendo m0
la masa electro´nica, y en donde x ≤ 0,45 es la fraccio´n molar de Al. Con
estas aproximaciones podemos escribir la ecuacio´n de autovalores para
las funciones electro´nicas envolventes mediante un hamiltoniano de Ben
Daniel-Duke como sigue[
−~
2
2
d
dz
(
d
m∗(z)dz
)
+ U(z)
]
ψ(z) = Eψ(z). (3.1)
Aqu´ı U(z) es el perfil de la banda de conduccio´n que viene dado por
el desajuste entre los bordes de la banda de conduccio´n entre GaAs y
AlxGa1−xAs. Para construir la funcio´n U(z) en el caso de la SRG va-
mos a considerar que la altura de una barrera de AlxGa1−xAs centrada
en zb esta´ dada por U0 exp(−z2b/σ2) mientras que el fondo de cada po-
zo yace siempre a la misma energ´ıa, que consideraremos como origen,
y que sera´ la energ´ıa del borde de la banda de conduccio´n en GaAs.
Esto contrasta, como ya hemos anticipado, con el caso de la SRG pro-
puesta por Tung y Lee [51], en la que tanto barreras como pozos se
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construyen con AlxGa1−xAs estando ambos modulados por una envol-
vente gaussiana. Desde un punto de vista aplicado, un dispositivo como
el de Tung y Lee presenta peor calidad cristalogra´fica dado que son ne-
cesarias elevadas fracciones molares de Al para construirlo (y por tanto
mayores temperaturas del sustrato), siendo adema´s menor el rango en
los para´metros estructurales con los que es posible jugar. En nuestros
ca´lculos U0 = 0,36 eV, la anchura de las barreras sera´ de 1,5 nm y la de
los pozos 6,2 nm, mientras que el para´metro σ es 28,875 nm. La longitud
total de la SRG as´ı construida es suficientemente pequen˜a para asegurar
que el transporte electro´nico tiene lugar en re´gimen bal´ıstico, como ha
sido mostrado recientemente por Rauch y col. [58]. En esta referencia
los autores encontraron que la longitud de coherencia en SRs uniformes
de GaAs-AlxGa1−xAs es de unos 150 nm. Si consideramos un nu´mero
de barreras de N = 15, la longitud de nuestra SR es de unos 110 nm,
de manera que podemos suponer que el transporte en los ejemplos que
vamos a estudiar es coherente. La figura 3.3 muestra el perfil de la banda
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Figura 3.3. Perfil de la banda de conduccio´n de una SRG construida
con los para´metros estructurales usados en los ca´lculos.
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de conduccio´n correspondiente a estos valores para una SRG construida
con los para´metros estructurales que hemos seleccionado.
Es posible relacionar los valores de la funcio´n envolvente a ambos
lados de cualquier barrera, digamos la n-e´sima, usando para ello la
matriz de transferencia 2 × 2 M(n), cuyos elementos pueden escribir-
se como M11(n) = M
∗
22(n) ≡ αn y M12(n) = M∗21(n) ≡ βn [3, 40]. Si
N es el nu´mero total de barreras, la matriz de transferencia completa
de la heteroestructura puede escribirse a partir del producto T (N) =
M(N)M(N − 1) . . .M(1). Ahora bien, es posible calcular el elemento
AN = T11(N) fa´cilmente usando la relacio´n de recurrencia [40]
An =
(
αn + α
∗
n−1
βn
βn−1
)
An−1 −
(
βn
βn−1
)
An−2, (3.2)
junto con las condiciones iniciales A0 = 1 A1 = α1. El conocimiento de
AN nos permite obtener el coeficiente de transmisio´n a una energ´ıa dada
E, τ = |AN |−2. Podemos observar en la figura 3.4(a) el coeficiente de
transmisio´n calculado en funcio´n de la energ´ıa de los electrones incidien-
do en la SRG desde uno de los contactos. Se observa la aparicio´n de dos
minibandas por debajo de la barrera ma´s alta, a 0,35eV. Puede observar-
se tambie´n co´mo el valor del coeficiente de transmisio´n es practicamente
1 para todas las energ´ıas dentro de la minibanda. Esta caracter´ıstica es
muy peculiar en esta clase de dispositivos dado que el nu´mero de barreras
es muy pequen˜o. En el caso de una SR uniforme, es decir sin modula-
cio´n de composicio´n o de tipo Kronig-Penney, con los mismos para´metros
estructurales, se observa tambie´n la presencia de dos minibandas, centra-
das en la misma energ´ıa, pero al contrario de lo que ocurr´ıa en el caso de
la SRG, la probabilidad de transmisio´n ahora no es constante, sino que
oscila fuertemente en funcio´n de la energ´ıa [ver figura 3.4(b)].
La interesante propiedad que acabamos de mostrar en el caso de las
SRG hace de ellas un candidato o´ptimo como dispositivo de filtro pasa
banda en energ´ıas, ya que su transmitividad, y por extensio´n su conduc-
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Figura 3.4. Coeficiente de transmisio´n para una SRG (a), y una SR
uniforme (b). Se observa la aparicio´n en los dos casos de dos miniban-
das por debajo de la barrera ma´s alta,indicada por la l´ınea discont´ınua
vertical.
tancia, presenta un mejor comportamiento para dicho fin que las tradicio-
nales SR sin modulacio´n de composicio´n. La idea de modular mediante
una gaussiana algu´n parametro estructural en heteroestructuras de dis-
tinta naturaleza ha resultado ser de utilidad. As´ı, en la referencia [59],
se discute la validez de un filtro o´ptico en la regio´n de los rayos X, para
el que se propone una multicapa meta´lica con modulacio´n gaussiana en
los ı´ndices de refraccio´n: en este trabajo se observa como la reflectividad
o´ptica en la regio´n de los rayos X mejora (banda plana de reflectividad
sobre un mayor rango de longitudes de onda) en el caso de una multicapa
con modulacio´n gaussiana respecto al caso uniforme, pudie´ndose selec-
cionar la regio´n del espectro en la que el espejo es efectivo cambiando el
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valor de la dispersio´n σ de la funcio´n moduladora (ver figura 3.5).
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Figura 3.5. Reflectividad en la regio´n de los rayos X de multicapas
(102 periodos) no absorbentes con dos capas por periodo (A y B) de
ı´ndices de refraccio´n nA = 0,9200 y nB = 0,9995, respectivamente, y
anchuras dA = dB = 50A˚. La figura muestra los resultados para el
caso uniforme en el que nB = 0,9995 es constante a lo largo de toda
la estructura (panel superior), y el caso gaussiano en el que N var´ıa a
lo largo de la estructura con una envolvente gaussiana, de dispersio´n
σ = 100 y σ = 50 (panel inferior).
3.2.2. Efectos del desorden
En la anterior seccio´n hemos supuesto para el ca´lculo del coeficien-
te de transmisio´n que las SRs estudiadas estaban libres de defectos e
imperfecciones. Sin embargo, durante el proceso de crecimiento de estas
heteroestructuras es inevitable la aparicio´n de una cierta cantidad de
desorden que, como es bien sabido, tiene importantes efectos sobre sus
propiedades de trasporte [49, 50, 60]. En el caso concreto de las SRGs
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una pequen˜a cantidad de desorden no intencional puede ser particular-
mente cr´ıtica en lo que se refiere a las peculiares propiedades de e´stas
como filtro pasa banda, ma´s au´n teniendo en cuenta lo estrecho de las
barreras que se han considerado. Es por ello que se hace necesario hacer
una estimacio´n de hasta que punto las sorprendentes propiedades de las
SRGs son robustas frente a la existencia de desorden en las muestras, y
de que´ precisio´n es necesaria sobre los para´metros estructurales para que
e´stas no se pierdan.
Si seguimos el criterio de Ma¨der y col. [61], el desorden en las SRs
puede clasificarse en dos grandes categor´ıas: desorden lateral y desorden
vertical. El desorden vertical aparece siempre que el grosor de las la´minas
o la fraccio´n molar de las especies que forman alguna de las capas (la
fraccio´n molar de Al, x, en el caso de las SRGs) fluctu´an en torno a sus
valores nominales. El desorden vertical destruye la periodicidad de una
SR uniforme a lo largo de la direccio´n de crecimiento. En lo que se refiere
al desorden lateral, encontramos esta clase de desorden siempre que uno
de los semiconductores (digamos A) penetra dentro del otro (digamos
B), y viceversa, apareciendo islas y escalones en la intercara entre los
dos materiales. As´ı, aparecen intercaras rugosas en las que se rompe la
simetr´ıa translacional en el plano normal a la direccio´n de crecimiento.
Ambos tipos de desorden aparecen durante el proceso de crecimiento de
la heteroestructura.
Comenzaremos estudiando el desorden vertical. Para ello vamos a con-
siderar la variacio´n en el grosor de las la´minas de los distintos materiales
permitiendo que sus anchuras wnb y w
n
p (las anchuras de la n-e´sima barre-
ra y del n-e´simo pozo respectivamente), fluctu´en en torno a sus valores
nominales, wb y wp, de acuerdo con la ley
wnb = wb(1 +W²n), (3.3)
con la condicio´n adicional de que wnb + w
n
p = wb + wp. Aqu´ı W es un
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para´metro positivo que mide la fluctuacio´n ma´xima de la anchura, mien-
tras que los para´metros ²n son nu´meros aleatorios no correlacionados con
valor absoluto menor o igual que 1/2. De forma ma´s precisa, si P (²n)
es la funcio´n de distribucio´n de probabilidad de la variable aleatoria ²n,
tenemos
P (²n)
{
1, si |²n| < 12
0, en otro caso.
(3.4)
De la misma manera describiremos las fluctuaciones en la fraccio´n molar
de Al: xn = xn0 (1 + Y ²n), y por tanto, U
n
b = U
n
0 (1 + Y ²n), donde x
n
es el valor de la fraccio´n molar de Al en la barrera n-e´sima, xn0 es su
valor nominal, Unb es la altura en energ´ıa de la barrera n-e´sima, U
n
0 el
valor nominal de esta, e Y es un para´metro positivo que controla el valor
ma´ximo de las fluctuaciones.
Unos valores dados deW e Y y de las secuencias de nu´meros aleatorios
{²n} identifican de forma u´nica un perfil de potencial y por tanto una
SRG. Nos proponemos a continuacio´n dar una descripcio´n estad´ıstica de
las propiedades de transmisio´n de las SRGs con desorden no intencional.
Para ello procederemos como sigue:
1. Construiremos M perfiles de potencial a partir de M secuencias
aleatorias {²n} y calcularemos las correspondientes curvas de trans-
misio´n τi(E), i = 1, . . . ,M como lo hicimos en la seccio´n anterior
2. Calcularemos, para cada valor de la energ´ıa E, el valor medio τ(E),
as´ı como la desviacio´n s(E) del coeficiente de transmisio´n.
Hemos realizado distintos ca´lculos con varios valores del grado de de-
sorden (amplitud ma´xima de la fluctuacio´n) W . Para cada valor de W se
han considerado M = 100 realizaciones del desorden. Podemos observar
en la figura 3.6 el coeficiente de transmisio´n promedio τ(E) y la desviacio´n
esta´ndar s(E) en los casosW = 0,2, 0,4, y 0,6. Es importante sen˜alar que
M = 100 es un nu´mero suficientemente grande de realizaciones para dar
una descripcio´n estad´ısticamente fiable. De hecho es posible calcular que
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Figura 3.6. Efecto del desorden vertical sobre el coeficiente de trans-
misio´n en una SRG para distintos valores del para´metro de desorden
W . La l´ınea continua muestra el coeficiente de transmisio´n promediado
sobre 100 realizaciones del desorden, mientras que la l´ınea discontinua
muestra la desviacio´n esta´ndar en funcio´n de la energ´ıa.
existe una probabilidad igual a 0.997 de que el valor medio del coeficiente
de transmisio´n 〈τ〉 se encuentre en el intervalo[τ − 3s/√M, τ +3s/√M ].
Con M = 100, este intervalo es de un taman˜o insignificante compara-
do con la desviacio´n esta´ndar. La figura 3.6 muestra claramente que las
sorprendentes propiedades de las SRGs como filtros pasa banda perma-
necen inalteradas hasta valores del grado de desorden tan grandes como
W = 0,4. Para valores mayores estas propiedades se degradan cada vez
ma´s. Para W = 0,4, en el caso que consideramos, la fluctuacio´n ma´xima
en la anchura de las barreras es de 6A˚. Esta anchura es del orden de la
anchura de dos monocapas ato´micas depositadas durante el proceso de
crecimiento. La curva de desviacio´n esta´ndar nos muestra que la variacio´n
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del coeficiente de transmisio´n de una muestra a otra (de una realizacio´n
del desorden a otra) presenta sus valores ma´ximos en los extremos de la
banda. En el centro de la banda el coeficiente de transmisio´n se ve menos
afectado por el desorden.
Lo que no nos muestra la curva de desviacio´n esta´ndar es si, para una
realizacio´n dada del desorden, la transmisio´n en los bordes de la banda
es suave, o por el contrario oscila. En la figura 3.7 mostramos las curvas
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Figura 3.7. Coeficiente de transmisio´n para dos realizaciones par-
ticulares del desorden vertical (a) y (b). En cada una de las dos figuras
mantenemos la misma secuencia {²n}, mientras que se var´ıa el para´me-
tro de desorden W .
de transmisio´n para distintos grados de desorden y dos realizaciones (a)
y (b) de e´ste. Estas curvas muestran claramente el efecto destructivo del
desorden. Tambie´n es posible observar co´mo el efecto del desorden no
implica necesariamente oscilaciones en la transmisio´n en los bordes de
la banda. De nuevo observamos co´mo para valores grandes del grado de
desordenW , para una realizacio´n particular del desorden, las propiedades
Transporte electro´nico y localizacio´n en heteroestructuras...
40 Heteroestructuras con modulacio´n de composicio´n
de filtrado se degradan ra´pidamente. A pesar de ello, como se observa en
la figura 3.8, estas propiedades continuan siendo mejores en el caso de una
0.0 0.1 0.2 0.3 0.4
E(eV)
0.0
0.2
0.4
0.6
0.8
1.0
τ
Gaussiana
Uniforme
Figura 3.8. Coeficiente de transmisio´n para una SRG y una SR
uniforme desordenadas, siendo el grado de desordenW = 0,4 en ambos
casos.
SRG respecto al caso de una SR uniforme. En esta figura representamos
el coeficiente de transmisio´n promediado sobre M = 100 realizaciones de
una SRG frente al promediado en el caso de una SR uniforme.
Hasta ahora so´lo nos hemos preocupado del desorden vertical, pero el
desorden puede ser lateral tambie´n. En general es bastante dif´ıcil obtener
resultados en el caso del desorden lateral (ve´ase el cap´ıtulo 5), dado
que este problema es estrictamente tridimensional. Sin embargo podemos
simplificar el problema en el caso en que D, el taman˜o promedio de las
islas, no es particularmente pequen˜o. Para ello dividiremos la SR en Q
canales de taman˜o transversal d. Si escogemos d de manera que d < D
cada canal resulta ser, para un electro´n incidente, uniforme en la direccio´n
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transversal. Mostramos esta situacio´n en la figura 3.9. Podremos ignorar
z
d
wb
λ
e
canal
Figura 3.9. Divisio´n de la SR en Q canales de taman˜o d en la
direccio´n transversal. Si escogemos d de manera que d < D, donde
D es el taman˜o promedio de las irregularidades de la superficie, cada
canal sera´, en apariencia, uniforme en la direccio´n transversal para un
electro´n incidente. En la figura λe es la longitud de onda del electro´n
incidente, wb es la anchura nominal de la barrera y z es la direccio´n
de crecimiento de la SR.
la difraccio´n de los electrones fuera de un canal siempre que
λe
d
L < d, (3.5)
donde L es la longitud total de la SR, y λe la longitud de onda de De
Broglie del electro´n. Con esta aproximacio´n suprimimos la posibilidad
de feno´menos de interferencia entre distintos canales. Con L ∼ 100 nm
y una energ´ıa de los electrones incidentes Ez ∼ 0, 04 eV, la ecuacio´n
(3.5) se satisface para d ∼ 50 nm. Adema´s estamos suponiendo que el
recorrido libre medio electro´nico en la direccio´n transversal es menor
que el taman˜o de las islas le . D. Dentro de cada canal el problema
del transporte puede ahora resolverse en te´rminos de desorden vertical:
cada canal tendra´ unos valores determinados para la anchura de pozos
y barreras y el coeficiente de transmisio´n para cada canal τC podremos
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calcularlo como hemos venido haciendo hasta ahora. Teniendo en cuenta
que hemos dividido la SR en Q canales, el coeficiente de transmisio´n de
una realizacio´n determinada del desorden lateral es entonces
τL =
1
Q
Q∑
i=1
τC,i, (3.6)
donde τC,i es el coeficiente de transmisio´n del canal i-e´simo. De nuevo
vamos a caracterizar la distribucio´n de valores para el coeficiente de trans-
misio´n a una energ´ıa dada mediante su valor medio τL(E) y su desviacio´n
esta´ndar sL(E). Estas cantidades pueden ser expresadas, a partir de su
definicio´n y de la ecuacio´n (3.6), en te´rminos de τC(E) y sC(E), es decir
del valor medio y de la desviacio´n esta´ndar del coeficiente de transmisio´n
de un canal. As´ı obtenemos τL(E) = τC(E) y sL(E) = sC(E)/
√
Q′, don-
de Q′ es el nu´mero de canales no correlacionados. Dado que el taman˜o
transversal de la regio´n en la que el grosor de la barrera es del orden de
D, se tiene que Q′ ≈ (area total)/D2.
El desorden vertical tiene un impacto ma´s profundo sobre la cur-
va de transmisio´n que el desorden lateral. De hecho, incluso aunque la
curva de transmisio´n promedio es pra´cticamente la misma en ambos ca-
sos —como es natural—, la desviacio´n esta´ndar tiene valores mayores
en el caso del desorden vertical. Podemos ejemplificar esto considerando
que t´ıpicamente las dimensiones laterales de una SR son del orden de
100µm [58]. Tomando D ∼ 50nm obtenemos una desviacio´n esta´ndar
para el desorden lateral 104 veces ma´s pequen˜a que en el caso vertical.
Las fluctuaciones en la fraccio´n molar de Al en las barreras son, co-
mo ya hemos dicho, otra fuente de desorden vertical. Sin embargo es
posible mostrar co´mo estos apenas influyen en la calidad de la SRG y
en su capacidad como filtro pasa banda. En la figura 3.10 mostramos el
coeficiente de transmisio´n calculado para una fluctuacio´n en la fraccio´n
molar de Al de un 10%, bastante mayor de las encontradas en procesos
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de crecimiento por MBE. Como se puede ver, este desorden no modifica
de forma significativa el coeficiente de transmisio´n.
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Figura 3.10. Efecto de la fluctuacio´n de la fraccio´n molar de Al
sobre la curva de transmisio´n de una SRG. La l´ınea cont´ınua nos mues-
tra el coeficiente de transmisio´n promediado sobre 100 realizaciones
del desorden, mientras que la l´ınea a trazos nos muestra la desviacio´n
esta´ndar del coeficiente de transmisio´n en funcio´n de la energ´ıa. El
grado de desorden considerado es Y = 0,1.
3.2.3. Caracter´ıstica j − V
Hasta ahora hemos estudiado u´nicamente el coeficiente de transmi-
sio´n de las SRGs. Esta cantidad es de utilidad dado que, esencialmente,
es equivalente a la conductancia a temperatura cero. Ahora estamos, sin
embargo, interesados en encontrar una magnitud f´ısica susceptible de
ser observada experimentalmente de forma directa. Por ello, a continua-
cio´n vamos a calcular las curvas de corriente-voltaje en medidas de dos
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contactos tanto para una SRG como para una SR uniforme a distintas
temperaturas.
La densidad de corriente unidimensional a temperatura T para una
SR sometida a un campo ele´ctrico uniforme puede calcularse en el mar-
co de un modelo de estado estacionario [62, 63] mediante la siguiente
expresio´n
j(V ) =
m∗eekBT
2pi2~3
∫ ∞
0
N(E, V )τ(E, V )dE, (3.7)
donde V es el potencial aplicado, y kB es la constante de Boltzman.
N(E, V ) es una funcio´n estad´ıstica que tiene en cuenta la ocupacio´n de
los estados en los contactos de la SR, de acuerdo con una distribucio´n de
Fermi, y que esta´ dada por
N(E, V ) = ln
(
1 + exp[(EF − E)/kBT ]
1 + exp[(EF − E − eV )/kBT ]
)
, (3.8)
siendo EF el nivel de Fermi en el contacto que se encuentra a mayor
potencial, que supondremos para este ca´lculo que coincide con el borde
de la banda de conduccio´n del GaAs. El coeficiente de transmisio´n para
un valor del voltaje dado V , τ(E, V ) lo obtendremos discretizando la
ecuacio´n (3.1) en la que sustituiremos el potencial U(z) por U ′(z) =
U(z)−eV z/L en el que el te´rmino lineal da cuenta de un campo ele´ctrico
uniforme aplicado [64]. Supondremos que el campo ele´ctrico es aplicado
u´nicamente en el interior de la SR, mientras que se hace cero en los
contactos. Para la discretizacio´n consideraremos el intervalo [0, L] como
una malla de puntos zk ≡ ks, en donde s sera´ la constante de red de la
malla. De esta forma, la versio´n discretizada de la ecuacio´n (3.1) puede
reescribirse en forma matricial de la siguiente manera(
ψ(zk+1)
ψ(zk)
)(
αk −1
1 0
)(
ψ(zk)
ψ(zk−1)
)
≡ Pk
(
ψ(zk)
ψ(zk−1)
)
, (3.9)
donde αk ≡ 2+(2m∗es2/~2)[U(zk)−eV zk/L−E]. Expresada de esta forma
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matricial, la ecuacio´n (3.1), es susceptible de ser resuelta mediante un
me´todo de matriz de transferencia. De hecho, iterando (3.9) obtenemos(
ψ(zNs+1)
ψ(zNs)
)
= PNs . . . P0
(
ψ(z0)
ψ(z−1)
)
≡ T (Ns)
(
ψ(z0)
ψ(z−1)
)
, (3.10)
donde T (Ns) es la matriz de transferencia global y Ns es el nu´mero total
de puntos en la discretizacio´n de la SR. La cantidad T (Ns) es real y
relaciona los valores de la funcio´n envolvente en presencia de un voltaje
aplicado a ambos extremos de la SR. La solucio´n de la ecuacio´n (3.1) en
la regio´n libre de campo puede escribirse como
ψ(zk) =
{
eiqik + re−iqil k ≤ 0,
teiqdk k ≥ Ns,
(3.11)
donde, para valores pequen˜os de s, qi ≡
√
2m∗eEs2/~2 y qd ≡√
2m∗e(E + eV )s2/~2. Usando las ecuaciones (3.10) y (3.11), encontra-
mos que el coeficiente de transmisio´n viene dado por
τ(E, V ) =
2 sen (qi) sen (qd)
D(E, V )
, (3.12)
con
D(E, V ) ≡ T 211 + T 212 + T 221 + T 222
+2(T11T12 + T21T22) cos qi
−2(T11T21 + T12T22) cos qd
−2(T11T22 + T12T21) cos qi cos qd
+2 sen qi sen qr,
donde, por brevedad, se ha omitido la dependencia de Tij en Ns. Teniedo
en cuenta que T (k) = PkT (k − 1) y que T (0) = P0 es posible encontrar
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las siguientes relaciones de recurrencia:
T11(k) = αkT11(k − 1)− T11(k − 2),
T12(k) = αkT12(k − 1)− T12(k − 2),
T21(k) = T11(k − 1),
T22(k) = T12(k − 1), k = 1, 2, . . . , Ns.
(3.13)
Estas ecuaciones recursivas junto con las condiciones iniciales Tij(−1) =
δij, T11(0) = α0, T12(0) = −1, T21(0) = 1, y T22(0) = 0, nos van a
permitir calcular el coeficiente de transmisio´n usando (3.12). Una vez
calculado nume´ricamente el coeficiente de transmisio´n, podemos deter-
minar la curva de corriente-voltaje a partir de la ecuacio´n (3.7). En la
figura 3.11 mostramos la curva j − V tanto para una SRG como para
una SR uniforme a dos temperaturas distintas (77 y 300K). Lo prime-
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Figura 3.11. Curvas de corriente frente a voltaje para una SRG
(l´ınea continua) y para una SR uniforme (l´ınea a trazos), calculadas a
dos valores distintos de la temperatura, T = 300K y T = 77K.
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ro que se observa es que las densidades de corriente encontradas en la
SRG llegan a ser o´rdenes de magnitud mayor que las encontradas para
la SR uniforme. Tambie´n se puede observar en las figuras la aparicio´n
en las curvas de regiones de resistencia diferencial negativa para ambas
SRs, aunque las tasas pico-valle son muy distintas en los dos casos. En
particular las tasas pico-valle en el caso gaussiano son 40 y 20 a 77 y
300K respectivamente. Estos resultados corroboran au´n ma´s la idea de
que las SRGs constituyen un buen candidato como dispositivo de filtro
en energ´ıas.
3.2.4. Interaccio´n electro´n-electro´n: experimentos de PL
Durante el desarrollo de esta tesis, y en colaboracio´n con los gru-
pos del Dr. Rudolf Hey del Paul Drude Institu fu¨r Festko¨rperelektronik
(Berl´ın) y del Dr. Vittorio Bellani del Dipartimento di Fisica ‘A. Vol-
ta’ (Universita´ di Pavia), se crecieron y caracterizaron mediante medidas
o´pticas de PL a baja temperatura, muestras de SRG y SR uniforme. Las
muestras fueron crecidas por MBE, y las tablas 3.1 y 3.2 muestran los
para´metros estructurales y de composicio´n que fueron considerados en
cada una de las dos SRs.
Semiconductor Dopado Taman˜o
GaAs:Si 6 · 1018cm−3 3,0 nm
Al0,3Gas0,7As:Si 4 · 1018cm−3 100.0 nm
Al0,014Gas0,986As 1.5 nm
GasAs 6.2 nm
Al0,036Gas0,964As 1.5 nm
GasAs 6.2 nm
Al0,079Gas0,921As 1.5 nm
GasAs 6.2 nm
Al0,15Gas0,85As 1.5 nm
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Semiconductor Dopado Taman˜o
GasAs 6.2 nm
Al0,247Gas0,753As 1.5 nm
GasAs 6.2 nm
Al0,352Gas0,648As 1.5 nm
GasAs 6.2 nm
Al0,436Gas0,564As 1.5 nm
GasAs 6.2 nm
Al0,468Gas0,532As 1.5 nm
GasAs 6.2 nm
Al0,436Gas0,564As 1.5 nm
GasAs 6.2 nm
Al0,352Gas0,648As 1.5 nm
GasAs 6.2 nm
Al0,247Gas0,753As 1.5 nm
GasAs 6.2 nm
Al0,15Gas0,85As 1.5 nm
GasAs 6.2 nm
Al0,079Gas0,921As 1.5 nm
GasAs 6.2 nm
Al0,036Gas0,964As 1.5 nm
GasAs 6.2 nm
Al0,014Gas0,986As 1.5 nm
Al0,3Gas0,7As:Si 4 · 1018cm−3 100.0 nm
GaAs:Si 4 · 1018cm−3 50,0 nm
n+ - GaAs
Cuadro 3.1. Para´metros estructurales de la SRG usada en los
experimentos de PL. No´tese la ausencia de uniformidad en la fraccio´n
de Al.
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Semiconductor Dopado Taman˜o
GaAs:Si 6 · 1018cm−3 3,0 nm
Al0,3Gas0,7As:Si 4 · 1018cm−3 100.0 nm
Al0,35Gas0,65As 1.5 nm
GasAs 6.2 nm
Al0,35Gas0,65As 1.5 nm
... ×14
Al0,3Gas0,7As:Si 4 · 1018cm−3 100.0 nm
GaAs:Si 4 · 1018cm−3 50,0 nm
n+ - GaAs
Cuadro 3.2. Para´metros estructurales de la SR uniforme usada en
los experimentos de PL.
En la figura 3.12 podemos observar los espectros de emisio´n de PL
obtenidos a una temperatura de 4K tanto para la SRG como para la
SR uniforme. Los espectros de emisio´n fueron realizados con un la´ser
de Argon (λ = 514,5 nm), siendo la densidad de potencia luminosa so-
bre la muestra de unos 2,5 W/cm2. La luz emitida por las muestras fue
detectada usando un detector de PbS enfriado, mediante una te´cnica con-
vencional de lock-in, y analizada con un monocromador Jobin Yvon-Spex
HR 460 de 0,5 m. En los resultados cabe destacar un claro desplazamien-
to a menores energ´ıas del ma´ximo de PL en el caso gaussiano frente al
uniforme. Este desplazamiento es provocado, evidentemente, por la dis-
tinta estructura electro´nica de las dos SRs. Debido a las concentraciones
de dopado en los reservorios de las muestras de los experimentos, se hace
necesario un estudio de la estructura electro´nica de las SRs que tenga en
cuenta el efecto de la interaccio´n electro´n-electro´n en ellas. En esta sec-
cio´n nos proponemos realizar un ca´lculo teo´rico de tipo autoconsistente
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de la estructura electro´nica de las SRs que incorpore este tipo de inte-
raccio´n, comprobando si nuestros resultados se ajustan a los observados
en la figura 3.12.
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Figura 3.12. Espectros de PL obtenidos para una SRG y una SR
uniforme a T = 4K. No´tense las distintas escalas de energ´ıas.
A continuacio´n vamos a desarrollar un me´todo autoconsistente de
diagonalizacio´n del hamiltoniano electro´nico de la SR, que nos permi-
tira´ calcular los autoestados electro´nicos de e´sta y, a partir de ellos, de
forma aproximada, la energ´ıa de las transiciones interbanda que nos dan
la posicio´n en el espectro del pico de PL. La ecuacio´n de partida para el
ca´lculo autoconsistente sera´ la ecuacio´n para la funcio´n envolvente[
− ~
2
2m∗
d2
dz2
+ U(z)
]
ψ(z) = Eψ(z), (3.14)
en la que m∗ sera´ la masa efectiva, bien electro´nica m∗e en la banda de
conduccio´n, bien de huecos pesados m∗hp en la banda de valencia. No´tese
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que en el presente ca´lculo vamos a utilizar por simplicidad una masa
efectiva homoge´nea a lo largo de la SR. En nuestra ecuacio´n de partida
sustituiremos el te´rmino de potencial U(z) por un nuevo te´rmino U ′(z)
que constara´ de distintas contribuciones
U(z)↔ U ′(z) ≡ U(z) + UCC(z) + UH(z), (3.15)
donde UCC , es el te´rmino local de canje-correlacio´n, y UH es el te´rmi-
no de Hartree. El potencial de canje-correlacio´n obtenido mediante la
parametrizacio´n de Hedin-Lundquist [65] es
UCC(z) = − Ry
∗
10,5piαr(z)
[
1 + 0,7734r(z) ln
(
1 +
1
r(z)
)]
, (3.16)
donde α = (4/9pi)1/3 y
r(z) =
1
21
(
4
3
pia∗3n(z)
)−1/3
.
Aqu´ı n(z) es la densidad electro´nica local, y Ry∗ = e2/8pi²0κa∗ y
a∗ = 4pi²0κ~2/m∗ son la constante de Ryberg y radio de Bohr efectivos
respectivamente. La constante diele´ctrica local κ, al igual que la masa
efectiva, supondremos que no depende de la coordenada espacial z. El
potencial de Hartree UH(z) lo obtendremos por integracio´n de la ecuacio´n
de Poisson unidimensional en la que las fuentes de potencial son, por un
lado la densidad de donadores ionizados en los reservorios, N+D (z), que
no coincide necesariamente con la densidad de dopado, y por otro lado
la densidad electro´nica en la SR, n(z),
d2UH(z)
dz2
=
e
²0κ
[N+D − n(z)]. (3.17)
La condicio´n de contorno a aplicar a esta ecuacio´n sera´ la anulacio´n de UH
fuera de la SR y los reservorios. La densidad electro´nica puede escribirse
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como
n(z) =
∑
j
nj|ψj(z)|2, (3.18)
donde el ı´ndice j etiqueta los distintos autoestados de la ecuacio´n (3.14),
y nj es la funcio´n de ocupacio´n del nivel j-e´simo que esta´ dada por la
siguiente expresio´n
nj =
kBTm
∗
pi~2
ln
[
1 + exp
(
EF − Ej
kBT
)]
, (3.19)
siendo Ej la energ´ıa del nivel j-e´simo.
Esta forma de plantear el problema impone la necesidad de una solu-
cio´n autoconsistente, dado que la densidad electro´nica depende del valor
local de las funciones envolventes, mientras que estas a su vez se cal-
culan a partir del potencial de Hartree para cuyo ca´lculo es necesaria la
densidad electro´nica. El proceso de autoconsistencia puede caracterizarse
mediante un esquema iterativo. Si usamos el super´ındice i para denotar
todas las cantidades calculadas en el paso i-e´simo del procedimiento ite-
rativo, entonces un paso del me´todo autoconsistente puede describirse
como sigue:
1. Calculamos el potencial U ′i(z) = U(z) + U iCC(z) + U
i
H(z).
2. Diagonalizamos el Hamiltoniano en la ecuacio´n (3.14) obteniendo
as´ı ψij(z) y E
i
j.
3. Calculamos el nivel de Fermi en los contactos a partir de la expre-
sio´n
a∗2N+D =
N∑
j=1
nij.
4. Calculamos ni(z) a partir de la ecuacio´n (3.18).
5. Calculamos U i+1H (z), as´ı como U
i+1
CC (z), a partir de la n
i(z) calculada
con anterioridad.
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6. Comprobamos si se satisface la condicio´n de autoconsistencia. En
nuestro caso esta condicio´n consiste en que la contribucio´n de Har-
tree al hamiltoniano sea igual, dentro de una cierta tolerancia, en
dos pasos consecutivos, esto es
|U i+1H (z)− U iH(z)|
|U i+1H (z)|
× 100 < ε,
donde ε es la tolerancia expresada en tanto por ciento.
7. Si la condicio´n de autoconsistencia no se alcanza, entonces redefi-
nimos el potencial de Hartree U i+1H (z)↔ λU i+1H (z) + (1− λ)U iH(z),
hacemos i↔ i+ 1 y volvemos al punto 1.
8. En el caso de que se alcance la condicio´n de autoconsistencia hare-
mos ψj(z) ≡ ψij(z) y Ej ≡ Eij y finalizamos el ca´lculo autoconsis-
tente.
El para´metro λ que aparece en el punto 7 se introduce para controlar la
convergencia del me´todo autoconsistente. Se sabe, por ejemplo, que en
el caso λ = 1, este me´todo autoconsistente no converge para densidades
de dopado ionizado tales que N+D & 1012 cm−2. Una buena eleccio´n para
densidades de donores ionizados no muy elevadas, como es el caso que
nos ocupa, es λ = 0,5.
En la figura 3.13 mostramos los resultados obtenidos para los au-
toestados y autonerg´ıas de electrones y huecos pesados en el borde de
las bandas de conduccio´n y valencia, respectivamente, en el caso de la
SRG. La diferencia de energ´ıa entre estos estados es de 1,53 eV, en buen
acuerdo con lo observado en el experimento de PL (figura 3.12). Esta
misma diferencia de energ´ıa calculada en el caso de la SR uniforme es de
1,58 eV (ve´ase la figura 3.14), de nuevo en muy buen acuerdo con en el
experimento.
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Figura 3.13. Niveles de energ´ıa de electrones y huecos pesados para
una SRG a T = 4K. Se muestran las funciones envolventes correspon-
dientes al estado fundamental y el primer estado excitado. Tambie´n se
ha representado los perfiles de las bandas de conduccio´n y de valencia
obtenidos autoconsistentemente.
3.2.5. Modelo discreto
En esta seccio´n estamos interesados en investigar un modelo de SRG
en la que las barreras de potencial son del tipo delta de Dirac. El intere´s
por este modelo es doble. Por un lado hay un intere´s pra´ctico, dado que
un modelo como este simula una SRG con modulacio´n de dopado de tipo
delta. Por otro lado la herramienta matema´tica que vamos a desarrollar
para estudiar el sistema resulta de utilidad, como veremos, para el estu-
dio de la transicio´n localizado-deslocalizado en sistemas aperio´dicos, en
particular en sistemas descritos mediante la ecuacio´n de Harper.
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Figura 3.14. Niveles de energ´ıa de electrones y huecos pesados para
una SR uniforme a T = 4K. Se muestran las funciones envolventes
correspondientes al estado fundamental y el primer estado excitado.
Tambie´n se han representado los perfiles de las bandas de conduccio´n
y de valencia obtenidos autoconsistentemente.
Nuestro punto de partida sera´ la ecuacio´n para la funcio´n envolvente
electro´nica en una SR
− ~
2
2m∗
d2
dz2
ψ(z) +
∑
n
²nδ(z − na)ψ(z) = Eψ(z), (3.20)
donde a equivale al periodo de la SR, y ²n al a´rea de las barreras. Para
los ²n vamos a considerar la siguiente expresio´n
²n = 2λ cos [2piµ(n− n0)] exp
[
−(n− n0)
2
2σ2
]
. (3.21)
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Esta expresio´n se reduce en el caso µ = 0 a la de la altura de las barreras
en una SRG con barreras de tipo delta, mientras que para µ = (
√
5−1)/2,
la inversa de la seccio´n a´urea, y en el l´ımite σ → ∞, la ecuacio´n (3.20)
con ²n as´ı definido se transforma en la ecuacio´n de Harper.
La ecuacio´n (3.20) puede ser convertida, mediante una transformacio´n
de Poincare´ [37, 66], en una ecuacio´n de tipo enlace fuerte de la forma
ψn+1 + ψn−1 − Enψn = 0, (3.22)
donde
En = ²n
sen (k)
k
− cos(k), (3.23)
siendo k el vector de onda dado por la ecuacio´n E = ~2k2/2m∗.
Estamos interesados ahora en resolver la ecuacio´n (3.22) en el ca-
so gaussiano, es decir, con un valor finito de σ. Podemos considerar el
potencial gaussiano como un defecto local no puntual conectado a dos
redes semi infinitas en las que hay transmisio´n perfecta. Para calcular la
transmitividad de este sistema vamos a tratar de eliminar el defecto lo-
cal gaussiano, aprovechando la simetr´ıa de e´ste, de manera que, una vez
eliminado, el ca´lculo del coeficiente de transmisio´n del sistema se reduzca
al de un sistema renormalizado consistente en una red uniforme con un
u´nico defecto de tipo dime´rico. Para ello iremos diezmando los sitios de
la red empezando por el situado por el centro de la campana gaussiana,
etiquetado como n0, tal y como se muestra en la figura 3.15. Esto con-
duce a un sistema renormalizado consistente en un d´ımero en el que las
energ´ıas de sitio se pueden escribir como E1 = E1 − γ1 y la constante
de acoplo entre los dos sitios del d´ımero —inicialmente esta constante de
acoplo es 1 en todos los sitios de la red como puede verse en la ecuacio´n
(3.22)—, es γ1 = 1/E0. Si continuamos iterativamente con este proceso
de diezmado de sitios de la red, en el paso n-e´simo, tendremos una red
renormalizada con un d´ımero en el que las energ´ıas de sitio se denotan
por En+1 y la costante de acoplo entre estos sitios se denota por γn+1.
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Figura 3.15. Modelo de enlace fuerte con modulacio´n de tipo
gaussiano mostrando el proceso iterativo de diezmado.
Este esquema de diezmado nos conduce a las siguientes ecuaciones que
describen una transformacio´n iterativa en el espacio bidimensional de E
y γ
γn+1 =
γn
E
2
n − γ2n
En+1 = En+1 − En
E
2
n − γ2n
. (3.24)
En lo que sigue denominaremos esta transformacio´n como transformacio´n
dime´rica (TD). Es importante sen˜alar que los para´metros espec´ıficos del
modelo —los valores de σ y µ— se encuentran contenidos en el te´rmino
En+1, y que, por tanto, la TD contiene toda la complejidad del sistema
estudiado, que se manifiesta en una constante de acoplo y energ´ıa de sitio
que tienen una dependencia altamente no lineal en la energ´ıa. La aparen-
te falta de simetr´ıa de las ecuaciones (3.24) puede hacerse desaparecer
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mediante el siguiente cambio de variables
²n =
1
2
(
En + γn
)
,
Γn =
1
2
(
En − γn
)
. (3.25)
El resultado de hacer este cambio de variables es la siguiente nueva trans-
formacio´n discreta
²n+1 =
1
2
(
En+1 − 1
²n
)
,
Γn+1 =
1
2
(
En+1 − 1
Γn
)
. (3.26)
Como podemos ver el cambio de variable, no so´lo hace sime´tricas las ecua-
ciones, sino que ademas desacopla las antiguas variables convirtiendo el
problema matema´tico originalmente bidimensional en dos problemas uni-
dimensionales. Dado que no estamos interesados tanto en las propiedades
matema´ticas de la transformacio´n como en el significado f´ısico de las va-
riables, continuaremos nuestro estudio con las variables originales En y
γn.
La utilidad de la TD surge del hecho de que cambios en los para´metros
del sistema (λ en el caso del sistema bajo estudio) se reflejan en cambios
significativos en las trayectorias de la transformacio´n en el espacio {E, γ},
tanto para valores finitos de σ como en el caso σ →∞. De hecho, a pesar
de que la existencia de un defecto local de tipo gaussiano nos ha sido
de ayuda para visualizar el proceso de diezmado, esta no es realmente
necesaria. Las trayectorias en el espacio de fases (el espacio {E, γ} en el
caso de la TD) —el llamado diagrama de fases de la transformacio´n—
nos va a proporcionar informacio´n relevante acerca de propiedades del
sistema. En particular, un cambio en las soluciones de equilibrio de la
transformacio´n discreta (3.24) cuando cambiamos los para´metros de la
transformacio´n, µ y σ en nuestro caso, van a mostrar un cambio en el
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comportamiento f´ısico del sistema que estudiamos. Estas soluciones de
equilibrio, llamadas tambie´n puntos fijos, pueden ser de distintos tipos.
Concretamente, cuando las trayectorias en el espacio de fases convergen
a una o´ N soluciones hablaremos de atractores simples o de periodo N ,
respectivamente.
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Figura 3.16. Variacio´n en los valores asinto´ticos de la constan-
te de acoplo γn y energ´ıa de sitio En renormalizadas en funcio´n del
para´metro λ, calculadas para µ = 0 y σ = 100. La funcio´n tangente
hiperbo´lica es usada por una cuestio´n de escala cuando las cantidades
γn y En divergen.
A continuacio´n vamos a estudiar el modelo puramente gaussiano, es
decir, el caso en el que µ = 0. La figura 3.16 muestra co´mo la transi-
cio´n localizado deslocalizado se manifiesta a trave´s de una variacio´n del
atractor de la transformacio´n bajo estudio. En la fase subcr´ıtica, en la
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que el sistema tiene un coeficiente de transmisio´n igual a 1, el atractor
presenta un ciclo l´ımite biperio´dico en el caso de la constante de acoplo
renormalizada γ, mientras que esta´ caracterizado por un punto fijo en
el caso de la energ´ıa de sitio renormalizada E. Lejos del punto cr´ıtico
el atractor muestra un patro´n oscilatorio regular, que es perio´dico en λ
con per´ıodo ≈ 1/σ. A medida que nos acercamos a la zona de transi-
cio´n el ciclo biperio´dico comienza a perder su simetr´ıa, degenerando en
un atractor con un ciclo tambie´n biperio´dico pero asime´trico en el caso
de γ. Por otro lado, el punto cr´ıtico para el atractor de E en la fase
deslocalizada es sustituido por un ciclo biperio´dico en la fase localizada.
La fase localizada se caracteriza adema´s por un decaimiento exponencial
de la constante de acoplo con el taman˜o del sistema, con una longitud
caracter´ıstica ξ que esta´ relacionada con la longitud de localizacio´n de
la funcio´n envolvente ψ, γ ≈ exp[−(2n/ξ)]. Este decaimiento resulta, en
el l´ımite termodina´mico, en la anulacio´n de la constante de acoplo, de
manera que el d´ımero se rompe y el coeficiente de transmisio´n se anula
en la fase localizada.
En la transicio´n que hemos discutido, la fase meta´lica esta´ descrita
por soluciones en forma de onda plana que sufren un cambio de fase real
en el defecto dime´rico. En la fase aislante, por contra, este cambio de fase
esta´ dado por una cantidad imaginaria. Imponiendo esta condicio´n sobre
las soluciones del sistema renormalizado, es posible encontrar la condicio´n
de transmisio´n perfecta que viene dada por el conjunto de valores de la
energ´ıa E para los que la siguiente funcio´n se anula
fn(λ, σ, E) = 1− γ2n + En(En − En). (3.27)
La figura 3.17 muestra la variacio´n en fn y el coeficiente de transmisio´n
en el caso puramente gaussiano, es decir, con µ = 0, en funcio´n de la
energ´ıa. Podemos ver que la condicio´n de anulacio´n de fn coincide con
la condicio´n de transmisio´n perfecta, es decir, es cero para las energ´ıas
Cap´ıtulo 3
3.2 Transporte y estructura electro´nica 61
-0.5
0.0
0.5
1.0
1.5
f n
0 20 40 60 80 100
E
0.0
0.5
1.0
τ
Figura 3.17. Coeficiente de transmisio´n (recuadro inferior) para
una SRG con barreras de tipo δ. El recuadro superior muestra el com-
portamiento de la funcio´n fn en funcio´n de la energ´ıa, comproba´ndose
que esta funcio´n se anula cuando se satisface la condicio´n de transmi-
sio´n perfecta.
correspondientes a las minibandas de transmisio´n de la SRG con barre-
ras de tipo delta. Por tanto, la anulacio´n de la funcio´n fn resulta de
utilidad para determinar el umbral de localizacio´n en sistemas como los
estudiados.
Como ya hemos mencionado, el esquema de renormalizacio´n que he-
mos descrito puede resultar u´til para estudiar sistemas aperio´dicos. En
particular haciendo σ →∞ obtenemos y K = pi/2 nos encontramos en el
centro de la banda en la ecuacio´n de Harper unidimensional. En este caso
la fase subcr´ıtica no es un atractor, como en el caso puramente gaussiano.
A medida que λ crece, las trayectorias de la TD resultan ser cada vez
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ma´s complejas (ver la figura 3.18) colapsando finalmente sobre una l´ınea
vertical correspondiente a γ, cuando el d´ımero se rompe en el umbral
de localizacio´n. La fase localizada estara´ de nuevo caracterizada por un
decaimiento exponencial de la constante de acoplamiento d´ımero con una
longitud caracter´ıstica igual a la mitad de la longitud de localizacio´n en
la ecuacio´n de Harper.
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Figura 3.18. Trayectorias en la TD para λ = 0,992, cerca del punto
cr´ıtico de la transicio´n (λ = 1). Aqu´ı λ se expresa en unidades de K,
siendo K = pi/2.
3.3. Conductancia
Durante muchos an˜os los experimentos de efecto Hall cua´ntico han
sido comu´nmente aceptados como paradigma de las transiciones de fase
cua´nticas [67], siendo su descripcio´n teo´rica uno de los mayores e´xitos
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de la teor´ıa de escala [34]. Sorprendentemente se ha descubierto un com-
portamiento distinto al predicho por la teor´ıa de escala en unos recientes
experimentos de Shahar y col. [68], en los que se mostraba una clara in-
consistencia con la descripcio´n que esta teor´ıa hace de la transicione Hall
cua´ntica. En ellos se observaba un nuevo re´gimen de transporte en una
gran variedad de muestras para un amplio rango de valores de campo
magne´tico y temperatura. Ma´s recientemente Schaijk y col. [69] critica-
ban los experimentos de Shahar y col. [68] y publicaron nuevos datos
en los que no aparece rastro alguno del nuevo re´gimen de saturacio´n de
conductancia a bajas temperaturas.
En esta seccio´n pretendemos mostrar un modelo muy simple de tran-
sicio´n metal-aislante en la que se encuentra un re´gimen de saturacio´n
de conductancia a bajas temperaturas como el observado en los experi-
mentos de Shahar y col. [68]. Adema´s proponemos un experiemento de
transporte sobre SRGs en las que dicho re´gimen podr´ıa ser observado.
3.3.1. Transicio´n metal-aislante
Experimentalmente la identificacio´n de una fase aislante esta´ ba-
sada en la extrapolacio´n de la componente xx del tensor de resisti-
vidad a una cierta temperatura T , ρxx(T ), a su valor a temperatura
T = 0. Este proceso es siempre algo ambiguo. La f´ısica subyacente
en las transiciones de tipo Hall cua´ntico es la transicio´n de Anderson
localizado-deslocalizado [70]. Entre estados localizados y no localizados
existe una regio´n estrecha en la que pueden sobrevivir algunos estados
cuasi-localizados —estados con longitud de localizacio´n del orden del
taman˜o del sistema—, en el caso de muestras finitas (o de medidas a
temperatura finita). Estos estados son obviados en las interpretaciones
usuales de los datos experimentales, que los consideran irrelevantes pa-
ra las propiedades de transporte. En esta seccio´n vamos que esto no es
cierto en un caso muy simple de transicio´n metal-aislante.
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El modelo de transicio´n metal-aislante ma´s simple que uno puede
imaginar consiste en considerar un sistema cuya curva de transmitividad
esta´ dada por la funcio´n
τ(E) =
{
1, E ≥ Ec,
0, E < Ec,
(3.28)
donde Ec es la energ´ıa cr´ıtica de la transicio´n. Podemos ver esta curva de
transmisio´n en el recuadro de la figura 3.19(a). Calcular la dependencia
con la temperatura T de la conductancia G para valores del potencial
qu´ımico µ por encima y por debajo de la energ´ıa cr´ıtica Ec, as´ı como la
dependencia con el potencial qu´ımico µ para distintos valores de T , es
inmediato a partir del formalismo de Landauer-Bu¨ttiker [15]. Podemos
ver estas dependencias en las figuras 3.19(a) y 3.19(b) respectivamente.
Adema´s, es posible obtener una expresio´n anal´ıtica para la conductancia
a partir de la fo´rmula de Engquist-Anderson [12]
G =
e2
h
∫ (
− ∂f
∂E
)
τ(E)dE∫ (
− ∂f
∂E
)
[1− τ(E)]dE
, (3.29)
donde f es la distribucio´n de Fermi
f =
1
e(E−µ)β + 1
, β = (kBT )
−1.
A partir de (3.28) y (3.29) es posible obtener en el l´ımite de bajas tempe-
raturas, es decir cuando β À δ, siendo δ = µ−Ec, la siguiente expresio´n
para la conductancia
G ≈ e
2
h
eδβ. (3.30)
La teor´ıa de escala implica la existencia de un punto cr´ıtico que es inde-
pendiente de la temperatura T [71]. Este comportamiento es muy similar
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Figura 3.19. Distintas curvas de conductancia en funcio´n de la tem-
peratura correspondientes a distintos valores constantes del potencial
qu´ımico (a), y en funcio´n del potencial qu´ımico correspondientes a
distintos valores constantes de la temperatura (b), en el caso de una
transicio´n metal-aislante ideal (ver el recuadro interior mostrando la
transicio´n abrupta en el coeficiente de transmisio´n).
al observado en la figura 3.19, pero no es el mismo dado que una solucio´n
anal´ıtica de este modelo muestra una regio´n de cruce, de a´rea S, para
las curvas de conductancia a distinta temperatura, en lugar de un u´nico
punto
S ≈ e
2
h
Ec
2
α(T )e−α(T ), (3.31)
donde α(T ) = 2Ecβ. Como se observa en esta expresio´n, el area de la
regio´n de cruce tiende a cero en el l´ımite β → ∞, en cuyo caso existe
acuerdo entre el modelo y la teor´ıa de escala.
Se sabe [17] que a bajas temperaturas, si los centros de dispersio´n
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ela´stica esta´n situados aleatoriamente en el espacio, las fases de las ondas
de electrones reflejados sera´n coherentes e interferira´n constructivamen-
te entre si, aumentando la probabilidad de que un electro´n vuelva en el
sentido opuesto al de origen, dando como resultado su localizacio´n. Este
es, precisamente, el caso contrario al de un sistema rigurosamente orde-
nado, en el que las ondas reflejadas interfieren destructivamente a bajas
temperaturas, dando como resultado un comportamiento meta´lico. Esta
reflexio´n por coherencia de fase sera´ ma´s importante a medida que dismi-
nuya la temperatura y los procesos incoherentes de dispersio´n inelastica
sean ‘congelados’, aunque estos no desaparezcan del todo a temperaturas
finitas [72]. Para lograr la aparicio´n de las dos fases, en los experimentos
habituales de transicio´n metal-aislante normalmente se eligen sistemas
como pozos cua´nticos de InGaAs en los que el desorden en la aleacio´n
es el predominante (a´tomos de In insertados aleatoriamente en una red
de GaAs [69]). Sin embargo, es fundamental sen˜alar que otros procesos
incoherentes, como la dispersio´n por impurezas, dan lugar a la aparicio´n
de estados cuasi-localizados en la regio´n entre la fase meta´lica y la fase
aislante, y cuyos efectos son despreciables en el interior de estas fases. La
anchura de esta regio´n de estados cuasi-localizados sera´ una funcio´n de
los detalles de la muestra, pero claramente dependera´ de la importancia
del papel desempen˜ado por los procesos de dispersio´n inela´stica.
Teniendo todo esto en consideracio´n, parece claro que un modelo algo
ma´s elaborado de la transicio´n metal-aislante que el descrito en la ecua-
cio´n (3.28), debera´ dar cuenta de la existencia de estos estados cuasi-
localizados de los que hablamos. Vamos a modificar, por lo tanto, este
modelo, considerando que en lugar de una energ´ıa cr´ıtica Ec, existe una
regio´n de anchura 2ω en la que la transmitividad var´ıa de forma suave,
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en sentido matema´tico, entre 0 y 1
τ(E) =

1, E ≥ Ec + ω,
g(E), Ec + ω > E > Ec − ω,
0, E ≤ Ec − ω.
(3.32)
Aqu´ı g(E) es una funcio´n que var´ıa suavemente entre Ec − ω y Ec + ω.
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Figura 3.20. Distintas curvas de conductancia en funcio´n de la tem-
peratura correspondientes a distintos valores constantes del potencial
qu´ımico (a), y en funcio´n del potencial qu´ımico correspondientes a
distintos valores constantes de la temperatura (b), en el caso de una
transicio´n metal-aislante no ideal (ver el recuadro interior mostrando
la transicio´n de anchura distinta de cero en el coeficiente de transmi-
sio´n).
Con esta definicio´n, el comportamiento asinto´tico de la conductancia en
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el l´ımite de bajas temperaturas puede escribirse de la siguiente forma
G =
e2
h
g(µ)
1− g(µ) +O(T
2). (3.33)
De esta expresio´n se deduce que, cuando se representa en funcio´n de la
temperatura para distintos valores del potencial qu´ımico, la conductancia
muestra un plateau a bajas temperaturas, saturando a un valor constante
en el l´ımite T → 0. Puede observarse este comportamiento en la figura
3.20. Esta figura muestra un comportamiento muy distinto del esperado
en una transicio´n metal-aislante convencional. De hecho, esta figura es
completamente inconsistente con la descripcio´n que proporciona la teor´ıa
de escala aunque, sin embargo, muestra una dependencia compatible con
la ley fenomenolo´gica propuesta por Shahar y col. [68] para explicar una
saturacio´n ide´ntica observada en sus experimentos.
Como ya hemos mencionado, Schaijk y col. han puesto en tela de jui-
cio los resultados de Shahar y col., mostrando nuevos datos en los que
no hay indicios de saturacio´n al menos a temperaturas por encima de los
100 mK. En la figura 3.21 mostramos la conductancia en funcio´n de T
para distintos valores del para´metro ω cuando g(E) = (E−Ec)/2ω+1/2,
es decir en el caso ma´s simple en el que la transmitividad en la regio´n
de transicio´n var´ıa linealmente. Como se puede apreciar en la figura una
transicio´n metal-aislante como la propuesta en la ecuacio´n (3.32) hace
compatibles los resultados de los experimentos de Shahar y Schaijk, da-
do que, como se observa, el para´metro ω controla la temperatura a la que
tiene lugar la saturacio´n en la curva de conductancia. El caso ideal corres-
ponde a un valor ω = 0, para el cual no hay saturacio´n. Sin embargo para
valores de ω distintos de cero la saturacio´n en la conductancia aparece a
un valor particular de la temperatura Ts que dependera´ del valor de ω;
cuanto ma´s pequen˜o es el valor de ω, ma´s pequen˜a es la temperatura de
saturacio´n Ts.
En el art´ıculo de Shahar y col. se mostraron los resultados obteni-
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Figura 3.21. Conductancia en funcio´n de la temperatura para
un valor fijo del potencial qu´ımico. En la figura se observa co´mo la
anchura de la la regio´n de transicio´n (ω) en la curva de transmisio´n
determina la temperatura de saturacio´n que se sen˜ala con una flecha
en cada caso.
dos con una gran variedad de muestras de muy distintos materiales. La
saturacio´n se observo´ en todas ellas pero a temperaturas muy distintas,
entre 100 y 500 mK. Como ya hemos discutido anteriormente, cuanto me-
nos importantes son los procesos de dispersio´n incoherente, ma´s pequen˜a
sera´ la anchura de la regio´n de transicio´n ω y, consecuentemente, ma´s pe-
quen˜a sera´ la temperatura de saturacio´n observada. As´ı, para muestras
de mayor calidad, en las que la importancia de los procesos de dispersio´n
incoherentes es menor, es posible que la temperatura de saturacio´n se re-
duzca hasta no resultar observable a las temperaturas experimentalmente
accesibles, como en los experimentos de Schaijk y col..
La curva de transmitividad en la ecuacio´n (3.28) recuerda a la curva
de transmitividad observada en las SRGs en los bordes de las minibandas
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Figura 3.22. Conductancia frente a la temperatura para distintos
valores de la energ´ıa de Fermi en el caso de una SRG, mostrando la
regio´n de saturacio´n. No´tese la escala logar´ıtmica de temperaturas.
(figura 3.4). Esto sugiere que es posible utilizar estas SRs para verificar
la existencia de la regio´n saturacio´n en la curva de conductancia frente
a temperatura. En la regio´n de bajas temperaturas so´lo los electrones
pro´ximos al nivel de Fermi contribuyen a la conductancia, de manera
que la minibanda de transmisio´n en una SRG puede considerarse en pri-
mera aproximacio´n como semi infinita a energ´ıas mayores que Ec + ω
para temperaturas suficientemente bajas, es decir, para temperaturas ta-
les que ∆ À kBT , donde ∆ es la anchura de la minibanda. En la figura
3.22 mostramos la conductancia en funcio´n de la temperatura para dis-
tintos valores del nivel de Fermi pro´ximos al borde de la minibanda. Se
puede observar como a temperaturas por encima de unos 10 K el siste-
ma tiene el comportamiento predicho por la teor´ıa de escala para una
Cap´ıtulo 3
3.4 Conclusiones 71
transicio´n metal-aislante, con una conductancia que crece al disminuir la
temperatura en la fase meta´lica, mientras que disminuye con la tempe-
ratura en la fase aislante. Sin embargo, a temperaturas por debajo de 10
K es posible observar co´mo la conductancia satura a un valor constante
que dependera´ del valor del potencial qu´ımico en el sistema.
3.4. Conclusiones
A continuacio´n, presentamos los principales resultados de este cap´ıtu-
lo resumidos en las siguientes conclusiones.
En este cap´ıtulo hemos estudiado las propiedades de transporte
electro´nico en SRs semiconductoras con modulacio´n de composi-
cio´n, en las que la modulacio´n es de tipo gaussiano (SRGs).
Hemos calculado la transmitividad de una SRG compara´ndola con
la de una SR convencional (uniforme). La minibanda de transmi-
sio´n en el caso gaussiano es pra´cticamente plana, lo que contrasta
con las fuertes oscilaciones del coeficiente de transmisio´n en la SR
uniforme. Esto hace de la SRG un buen candidato a dispositivo de
filtro pasa banda en energ´ıa, con aplicaciones en la´seres de cascada.
Se ha estudiado el efecto del desorden no intencional sobre las pro-
piedades de transmisio´n de la SRG. Se han considerado dos tipos
de desorden, desorden vertical y desorden lateral, mostra´ndose que
es el primero el que tiene un mayor impacto sobre las propiedades
de transporte de la SRG.
Hemos calculado el espectro de energ´ıas de la SRG teniendo en
cuenta el efecto de la interaccio´n electro´n-electro´n, utilizando para
ello un modelo de campo medio (potencial de Hartree autoconsis-
tente). Hemos comparado el valor teo´rico obtenido para la posicio´n
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del ma´ximo de PL con el obtenido experimentalmente, observando
un excelente acuerdo entre estos dos valores.
Hemos desarrollado una te´cnica de renormalizacio´n para estudiar
SRGs con barreras de tipo delta. Dicha te´cnica ha resultado ser de
utilidad para estudiar la transicio´n localizado-deslocalizado en otro
tipo de sistemas, como los descritos, por ejemplo, por la ecuacio´n
de Harper.
Finalmente hemos estudiado un modelo de transicio´n metal-
aislante que puede explicar la regio´n de saturacio´n observada en
la curva de conductancia frente a temperatura en ciertos experi-
mentos de efecto Hall cua´ntico cuyos resultados son inconsistentes
con la teor´ıa convencional de escala. Hemos propuesto la SRG co-
mo sistema f´ısico en el que observar dicha saturacio´n en la curva
de conductancia.
Cap´ıtulo 3
CAP´ITULO 4
Heteroestructuras con desorden
intencionado
4.1. Introduccio´n
Desde que Anderson publico´ su famoso art´ıculo [17], la localizacio´n
electro´nica en sistemas desordenados ha sido un activo tema de investi-
gacio´n. Recordemos que fue conjeturado por Mott y Twose [18], demos-
trado rigurosamente en algunos sistemas por Ziman [32], y argumentado
de forma general por Abrahams y col. [8], que en el caso de un modelo
con para´metros totalmente aleatorios (desordenados), todos los estados
esta´n localizados en 1 y 2 dimensiones. Sin embargo, hoy en d´ıa es bien
sabido que pueden aparecer estados extendidos en sistemas aleatorios en
los que el desorden exhibe correlaciones de corto [19–21, 37–39, 74–83] o
largo [84, 85] alcance. Estas correlaciones en el desorden implican que la
variables aleatorias del sistema no son independientes entre s´ı dentro de
una determinada longitud de correlacio´n.
Recientemente ha crecido de forma notable el intere´s en las condi-
ciones bajo las cuales tiene lugar la supresio´n de la localizacio´n de An-
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derson debido a la presencia de correlaciones en el desorden. Debido a
la escasez de confirmaciones experimentales, hay au´n cierta controversia
acerca de la importancia de estos resultados y de su aplicacio´n f´ısica. Los
grandes avances experimentados por la nanotecnolog´ıa han permitido el
crecimiento de SRs de semiconductores con propiedades f´ısicas a medida,
lo que abre la posibilidad de verificar experimentalmente las prediccio-
nes teo´ricas al respecto de la deslocalizacio´n debida a las correlaciones
en el desorden. En esta l´ınea, Chomette y col. [86] sugirieron la locali-
zacio´n de Anderson como responsable del aumento en la intensidad de
la fotoluminiscencia observada en SRs con desorden intencionado. Por
otro lado, Diez y col. [39–41] conjeturaron que las llamadas SRs con po-
zos constituyendo d´ımeros (SPD), deber´ıan mostrar un incremento en la
conductancia debido a las correlaciones de corto alcance en el desorden.
Algunos an˜os despue´s de esta propuesta, la supresio´n de la localizacio´n
debida a las correlaciones en SPDs fue usada de nuevo para explicar
las medidas de transporte observadas en SRs de este tipo, crecidas en
GaAs-AlxGa1−xAs, por Bellani y col. [22].
En este cap´ıtulo pretendemos estudiar la existencia de estados
electro´nicos extendidos en heteroestructuras semiconductoras con desor-
den correlacionado. Comenzaremos por introducir una te´cnica anal´ıtica
de caracter bastante general, que ya fue usada en el estudio de fono-
nes en SRs desordenadas [87], basada en el formalismo de la matriz de
transferencia, al problema de la localizacio´n de estados electro´nicos en
una clase de aleaciones binarias [88], por ser este sistema ma´s fa´cilmente
tratable desde un punto de vista matema´tico. A continuacio´n aplicare-
mos este mismo formalismo a la obtencio´n de la condicio´n de existencia
para la aparicio´n de estados extendidos en SRs con dos tipos de desor-
den correlacionado [89]. Finalmente estudiaremos la presencia de estados
extendidos en SRs de tipo binario con desorden correlacionado, las SRs
con barreras constituyendo d´ımeros (SBD), en las que observaremos la
aparicio´n simulta´nea de dos tipos de estados deslocalizados cuyo origen
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sera´ discutido en detalle [90].
4.2. Aleaciones binarias
Con la finalidad de introducir la te´cnica anal´ıtica que usaremos para
el estudio de estados extendidos en sistemas unidimensionales desorde-
nados [87], vamos a estudiar una aleacio´n binaria unidimensional con
dos clases de a´tomos, aniones y cationes, de manera que los aniones se
encuentran en las posiciones impares de una cadena, y los cationes en
las pares. Este sistema puede asimilarse a un modelo sencillo de alea-
cio´n binaria semiconductora como pueda ser compuesto ternario de los
grupos III-V. En estas aleaciones —digamos AlxGa1−xAs—, una subred
esta´ ocupada por un u´nico tipo de catio´n —digamos el As—, mientras
que en la otra subred los aniones —digamos Ga y Al— esta´n situados
alterna´ndose de forma aleatoria. Modelizaremos este sistema mediante
una ecuacio´n de tipo enlace fuerte en la que denotaremos la energ´ıa del
sitio n por ²n. La fuente de desorden en el sistema bajo estudio sera´ la
fluctuacio´n estoca´stica de la energ´ıa de sitio en las posiciones impares.
En las posiciones pares la energ´ıa de sitio es la misma y podemos asu-
mir, sin pe´rdida de generalidad, que e´sta es igual a cero. La ecuacio´n que
describira´ el sistema es
(E − ²n)ψn + ψn+1 + ψn−1 = 0, n = 1, 2, . . . ,N , (4.1)
donde E es la autoenerg´ıa correspondiente a cada uno de los estados del
sistema yN ≡ 2N es el nu´mero total de a´tomos. Supondremos de aqu´ı en
adelante que las energ´ıas {²2n−1}Nn=1 son un conjunto de variables alea-
torias no correlacionadas distribuidas de forma normal con valor medio
v y varianza σ2. En lo que sigue denotaremos σ como grado de desorden.
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Con estas definiciones tenemos que los correladores
〈²2n−1〉 = v, 〈²2n−1²2n′−1〉 = (v2 + σ2)δnn′ , (4.2)
La ecuacio´n (4.1) puede ser reescrita a partir de la matriz de promocio´n
2× 2, Pn, como sigue(
ψn
ψn+1
)
=
(
0 1
−1 −E + ²n
)(
ψn−1
ψn
)
≡ Pn
(
ψn−1
ψn
)
. (4.3)
Iterando esta ecuacio´n es posible relacionar (ψn, ψn+1) con (ψ0, ψ1) ha-
ciendo ψ0 ≡ 0(
ψn
ψn+1
)
=
1∏
k=n
Pk
(
ψ0
ψ1
)
≡Mn
(
ψ0
ψ1
)
, (4.4)
donde Mn denota la matriz de transferencia. Definiremos Tn ≡ P2nP2n−1
como la matriz de promocio´n para la celda unidad diato´mica en la ca-
dena unidimensional, y trabajaremos con ella en lugar de la matriz de
promocio´n de un so´lo a´tomo por razones de conveniencia. Con esta defi-
nicio´n podemos escribir la matriz de transferencia total del sistema como
MN =
∏1
n=N Tn. Para valores reales de E y ²n, la matriz de promocio´n
Tn puede ser considerada como un elemento del grupo SO(1,2), que es
isomorfo al grupo SL(2,R). Por ello Tn puede ser expresada en te´rminos
de las matrices de Pauli, σµ, como sigue
Tn =
[
E
2
(E − ²2n−1)− 1
]
I2 − E
2
(E − ²2n−1)σ3
+
²2n−1
2
σ1 + i
(
E − ²2n−1
2
)
σ2, (4.5)
donde Im denota la matriz unidad de orden m × m. Adema´s se puede
demostrar fa´cilmente la siguiente propiedad T−1n = σ2T
†
nσ2. Por u´ltimo
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sera´ tambie´n de utilidad el teorema de Oseledec [91], que afirma que la
siguiente matriz l´ımite existe
Γ = l´ım
N→∞
(
M †NMN
)1/2N
, (4.6)
con autovalores eγ.
4.2.1. Condicio´n de existencia de estados extendidos
Estamos interesados en calcular la longitud de localizacio´n del sis-
tema, dado que a partir de e´sta obtendremos informacio´n acerca del
cara´cter extendido o localizado de los autoestados. Utilizando la fo´rmula
para la descomposicio´n del producto de dos estados de esp´ın 1/2 en suma
de estados escalares y de esp´ın 1, tenemos
(Tj)
α
α′(T
−1
j )
β′
β =
1
2
(δ)αβ(δ)
β′
α′ +
1
2
(σµ)β
′
α′Λ
µν
j (σ
ν)αβ , (4.7)
donde
Λµνj =
1
2
Tr
(
Tjσ
µT−1j σ
ν
)
(4.8)
es la parte de esp´ın 1 en la suma. Multiplicando la expresio´n (4.7) a la
derecha y a la izquierda por σ2 tenemos
(Tj)
α
α′(T
+
j )
β′
β =
1
2
(σ2)
α
β(σ2)
β′
α′ +
1
2
(σµσ2)
β′
α′Λ
µν
j (σ
νσ2)
α
β . (4.9)
A partir de esta u´ltima expresio´n es posible calcular el valor de la matriz Γ
en (4.6). Si consideramos una distribucio´n estoca´stica de energ´ıas como
en (4.2) es posible obtener el valor medio de Γ calculado sobre dicha
distribucio´n
〈Γ〉 = 1
2
σ2 ⊗ σ2 + 1
2
(σµσ2)⊗ (σνσ2)
(
N∏
j=1
〈Λj〉
)µν
, (4.10)
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donde Λj esta´ definido como en (4.8). De acuerdo con el ya citado teorema
de Oseledec [91], el exponente de Lyapunov para una cierta energ´ıa E,
que es igual a la inversa de la longitud de localizacio´n λ−1 , donde λ viene
dado en unidades de la celda unidad —diato´mica—, estara´ dado por
λ−1 = ln[ξ(E)], (4.11)
donde ξ(E) es el autovalor de 〈Λj〉 ma´s pro´ximo a la unidad. Tras algo
de a´lgebra se obtienen los elementos de 〈Λj〉 que esta´n dados por
〈Λ11j 〉 =
1
2
(
2 + E4 + 4Ev − 2E3v − σ2 − v2
+(σ2 + v2 − 4)E2
)
,
〈Λ12j 〉 = −
i
2
(
E4 − 2E3v + σ2 + v2 + (σ2 + v2 − 2)E2
)
,
〈Λ13j 〉 = −E3 − v + 2E2v − (σ2 + v2 − 2)E,
〈Λ21j 〉 =
i
2
(
E4 + 4Ev − 2E3v − σ2 − v2
+(σ2 + v2 − 2)E2
)
,
〈Λ22j 〉 =
1
2
(
2 + E4 − 2E3v + σ2 + v2 + (σ2 + v2)E2
)
,
〈Λ23j 〉 = −i
(
E3 + v − 2E2v + (σ2 + v2)E
)
,
〈Λ31j 〉 = −2E + E3 + v − E2v,
〈Λ32j 〉 = −i
(
E3 − v − E2v) ,
〈Λ33j 〉 = 1− 2E2 + 2Ev. (4.12)
Los estados deslocalizados tienen longitud de localizacio´n infinita y, por
tanto, a una cierta energ´ıa, la matriz 〈Λj〉 debe tener un autovalor igual
a uno. De esta manera llegamos a la siguiente condicio´n para la aparicio´n
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de estados deslocalizados
det
[
I3 − 〈Λj〉
]
= −2σ2E2 = 0, (4.13)
por lo que existe un estado deslocalizado cuando E = 0. Este resultado
esta´ apoyado por el hecho de que el estado con E = 0 es solucio´n a la
ecuacio´n (4.1) para una cadena infinita en la que ψ2n+1 + ψ2n−1 = 0, de
manera que se extiende uniformemente a lo largo de toda la red dado
que la amplitud de probabilidad en los sitios impares |ψ2n+1|2 permanece
constante.
4.2.2. Longitud de localizacio´n
Como vemos, encontrar en el modelo que nos ocupa el estado extendi-
do con E = 0 no requiere de toda la herramienta matema´tica que hemos
empleado hasta ahora. Sin embargo, todos los desarrollos anteriores s´ı nos
van a servir para el estudio de modelos ma´s complejos y, en este caso,
para poder obtener de forma anal´ıtica el comportamiento de la longitud
de localizacio´n en funcio´n de la energ´ıa. Para ello podemos desarrollar la
ecuacio´n (4.11) en serie de potencias de E en torno a E = 0. El resultado
es
λ−1 =
{
− σ24v E +O(E2), E < 0,
2v1/2E1/2 +O(E3/2), E > 0,
(4.14)
para v > 0. No´tese que la longitud de localizacio´n es asime´trica en un
entorno de la energ´ıa del estado extendido dado que escala como ∼ E
por la izquierda, y como ∼ E1/2 por la derecha. La situacio´n es justo
la contraria en el caso en el que v < 0. Adema´s es importante sen˜alar
que el prefactor para E < 0 depende del grado de desorden de la alea-
cio´n, mientras que para E > 0 es independiente de σ. En el caso en que
el sistema es ordenado (σ = 0), la aleacio´n es simplemente una cadena
perio´dica diato´mica con energ´ıas de sitio 0 y v en cada celda unidad y,
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consecuentemente, habra´ dos bandas permitidas. La banda de energ´ıas
ma´s bajas se extiende desde v/2− (v2/4 + 4)1/2 hasta 0, mientras que la
banda de energ´ıas ma´s altas se extiende desde v hasta v/2+(v2/4+4)1/2
para v > 0. En este caso todos los autoestados son funciones de Bloch
que se extienden sobre la cadena completa. La localizacio´n tiene lugar tan
pronto como se introduce una pequen˜a cantidad de desorden en el sistema
-2 -1 0 1 2 3
E
0
1
2
3
λ-
1
σ=0.1
σ=0.5
σ=1.0
Figura 4.1. Inversa de la longitud de localizacio´n en funcio´n de
la energ´ıa cuando v = 1 y σ = 0,1, 0,5 y 1,0. No´tese que λ → ∞ en
E = 0.
pero, de acuerdo con los anteriores resultados, el estado con E = 0 per-
manece extendido. Esto puede observarse claramente en la figura 4.1,
donde representamos la inversa de la longitud de localizacio´n obtenida
a partir de la expresio´n (4.11) en funcio´n de la energ´ıa con v = 1 para
distintos valores del grado de desorden σ. En todos los casos la inversa
de la longitud de localizacio´n es distinta de cero excepto para E = 0, en
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donde λ−1 = 0. Como ya hemos comentado esto indica la existencia de
un estado deslocalizado a esta energ´ıa, si admitimos localizacio´n expo-
nencial. En la siguiente seccio´n abordaremos la discursio´n de la existencia
de estados extendidos en el caso de sistemas finitos, es decir, aquellos con
longitud de localizacio´n mayor que el taman˜o del sistema.
4.2.3. Resultados nume´ricos
Para confirmar los anteriores resultados anal´ıticos hemos diagonali-
zado nume´ricamente la ecuacio´n (4.1) con condiciones de contorno fijas.
Fundamentalmente centraremos nuestro estudio nume´rico en la densidad
de estados normalizada (densidad de estados por unidad de longitud)
ρ(E), y en el grado de localizacio´n (razo´n inversa de participacio´n, IPR)
IPR(E) de un determinado estado con energ´ıa E. Estas cantidades se
definen respectivamente como [92]
ρ(E) =
1
N
〈∑
k
(
1
R
)
θ
[
R
2
− |E − Ek|
]〉
, (4.15)
IPR(E) =
1
Nρ(E)
〈∑
k
(
1
R
)
θ
[
R
2
− |E − Ek|
]( N∑
n=1
a4kn
)〉
, (4.16)
donde el promedio 〈. . .〉 esta´ definido sobre un conjunto de cadenas linea-
les desordenadas, akn es el autovector de (4.1) correspondiente al autova-
lor Ek con k = 1, 2, . . . ,N , R es la resolucio´n espectral, y θ es la funcio´n
paso de Heaviside. Para estados extendidos a lo largo de todo el sistema
la IPR se comporta como 1/N . En concreto, para autoestados de la red
perio´dica, la IPR puede calcularse de forma exacta, siendo su valor 0 en
el l´ımite N → ∞. En el caso de estados localizados, en dicho l´ımite, la
IPR toma valores mayores, siendo su valor 1 en el caso extremo en que
el autoestado se encuentra localizado en un u´nico sitio de la red.
Hemos realizado todos los ca´lculos para v = 1 estudiando varios va-
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lores del grado de desorden σ en el intervalo de 0,1 a 1,0. El mayor valor
para el grado de desorden que consideramos aqu´ı es tal que las fluctuacio-
nes t´ıpicas de la energ´ıa de sitio son del orden de la constante de acoplo
entre pro´ximos vecinos. El nu´mero ma´ximo de a´tomos en la cadena es
N = 1000 (500 celdas unidad), aunque se han estudiado tambie´n sistemas
mayores para comprobar que nuestros resultados son independientes del
taman˜o del sistema. Los resultados se obtienen como un promedio sobre
100 realizaciones del desorden para cada par dado de valores v y σ. La
resolucio´n espectral es de R = 4×10−3, ma´s que suficiente para nuestros
propo´sitos.
A continucio´n vamos a comentar los resultados que hemos obtenido
nume´ricamente. La figura 4.2 muestra la densidad de estados para dos
valores distintos del grado de desorden (σ = 0,1 y 1,0) cuando el taman˜o
de sistema es N = 1000 y v = 1. La densidad de estados presenta la
habitual forma de U dentro de las bandas cuando el grado de desorden
es pequen˜o. Las singularidades en el l´ımite de las bandas permitidas
se suavizan y desaparecen al aumentar el grado de desorden excepto a
E = 0, energ´ıa para la que la divergencia permanece incluso para el valor
ma´s grande del grado de desorden (σ = 1,0). Este resultado sugiere que
el estado con E = 0 es deslocalizado.
La IPR muestra un incremento global cuando el grado de desorden
aumenta, lo que significa que cuanto mayor es el grado de desorden menor
es la longitud de localizacio´n. Esto se observa claramente en la figura
4.3, donde mostramos la IPR en funcio´n de la energ´ıa para los mismos
para´metros que en la figura 4.1. Puede observarse que el incremento de
la IPR depende fuertemente de la energ´ıa, siendo ma´s acusado cerca del
centro de las dos bandas permitidas. Como podr´ıa esperarse, la IPR para
E = 0 resulta ser independiente del grado de desorden, mientras que no lo
es del taman˜o del sistema aunque esto u´ltimo no se muestra en la figura.
Esta peculiaridad pone de manifiesto el cara´cter extendido del estado con
E = 0. Es destacable la buena correspondencia que existe entre la figura
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Figura 4.2. Densidad de estados en funcio´n de la energ´ıa para
N = 1000, v = 1 y grados de desorden σ = 0,1 y 1,0. El recuadro
interior muestra aumentada la regio´n pro´xima al borde superior de la
banda ma´s baja para σ = 1,0. La curva en dicho recuadro es el ajuste
a
√−E.
4.1 (resultado anal´ıtico) y la figura 4.2 (resultado nume´rico).
Desde un punto de vista matema´tico, la ecuacio´n (4.14) demuestra
la existencia de un u´nico estado extendido en sistemas infinitos. Sin em-
bargo, la divergencia de la longitud de localizacio´n λ para la energ´ıa
resonante supone que varios estados presenten longitud de localizacio´n
mayor que el taman˜o del sistema en el caso de un sistema finito. Podemos
calcular de forma aproximada el nu´mero de dichos estados a partir de
ciertas consideraciones ba´sicas: observando la divergencia de la densidad
de estados a la energ´ıa resonante (figura 4.2), esta´ claro que existen esta-
dos pro´ximos al borde superior de la banda inferior incluso en presencia
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Figura 4.3. IPR para los mismos casos mostrados en la figura
4.1. No´tese el aumento global de la IPR al incrementar el grado de
desorden excepto para E = 0.
de desorden. Podemos admitir que, al igual que en el caso perio´dico, la
densidad de estados diverge como ρ ∼ 1/√−E cerca de borde superior
de la banda inferior incluso en el caso de sistemas desordenados (ver el
recuadro interior en la figura 4.2). Se deduce fa´cilmente de la ecuacio´n
(4.14) que la longitud de localizacio´n es mayor que el taman˜o del sistema
para aquellos estados cuya energ´ıa yace en el intervalo comprendido entre
E = Ec ≡ −4v/Nσ2 y E = 0. El nu´mero de dichos estados es entonces∫ 0
Ec
Nρ(E) dE ∼
√
N .
Por tanto, llegamos finalmente a la conclusio´n de que la longitud de
localizacio´n de ∼ √N estados es mayor que el taman˜o del sistema. Es
interesante sen˜alar que un comportamiento similar fue encontrado en el
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modelo random dimer [19].
4.3. Superredes con desorden correlacionado
En esta seccio´n vamos a utilizar la te´cnica anal´ıtica que hemos em-
pleado en el caso de la aleacio´n binaria, aplica´ndola al estudio de la loca-
lizacio´n de estados electro´nicos en SRs fabricadas con GaAs-AlxGa1−xAs,
con desorden intencional correlacionado. En concreto, pretendemos estu-
diar los estados electro´nicos de dos tipos distintos de SRs desordenadas.
Los dos modelos de desorden considerados son:
El espesor de las la´minas de GaAs es constante e igual a dp, mientras
que el espesor de las la´minas de AlxGa1−xAs viene dado por una
variable aleatoria distribuida uniformemente entre 0 y un valor db.
De nuevo el espesor de las la´minas de GaAs es constante e igual
a dp pero ahora el espesor de las la´minas de AlxGa1−xAs alterna
entre un valor fijo y un valor aleatorio.
Encontraremos en ambos casos las condiciones para la energ´ıa que en
caso de ser satisfechas implican la existencia de algu´n estado deslocaliza-
do. Para ello, partiremos para la descripcio´n matema´tica de los estados
electro´nicos en estas SRs de una ecuacio´n tipo Ben Daniel-Duke para la
funcio´n envolvente en el marco de la aproximacio´n de la masa efectiva. La
ecuacio´n, en el caso de tener invariancia traslacional en el plano normal
a la direccio´n de crecimiento, se escribe como
−~
2
2
[
d
dz
1
m∗(z)
dψ(z)
dz
]
+ V (z)ψ(z) = Eψ(z), (4.17)
donde m∗(z) es la masa efectiva dependiente de la posicio´n. Definimos el
cuadrado del momento electro´nico en GaAs como κ2 ≡ 2m∗pE/~, donde
m∗p es la masa efectiva en GaAs. Por otro lado η
2 ≡ 2m∗b(E−V )/~, donde
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m∗b es la masa efectiva en AlxGa1−xAs y V la diferencia entre los l´ımites
de la banda de conduccio´n de GaAs y AlxGa1−xAs. Con estas definiciones
la matriz de transferencia Tj que relaciona las soluciones de la ecuacio´n
(4.17) entre dos periodos consecutivos en la SR, entendiendo un periodo
como el conjunto de una la´mina de GaAs (pozo) y otra de AlxGa1−xAs
(barrera), se puede escribir como
Tj =
(
αj βj
β∗j α
∗
j
)
, (4.18)
donde
αj =
[
i
2
(m∗bκ
m∗pη
+
m∗pη
m∗bκ
)
sen (κdp) + cos(κdp)
]
eiηd
j
b ,
βj =
i
2
(m∗bκ
m∗pη
− m
∗
pη
m∗bκ
)
sen (κdp)e
−ηdjb , (4.19)
siendo djb la anchura de la barrera j-e´sima. Consideraremos las SRs bajo
estudio como formadas por un conjunto de N periodos pozo-barrera.
El problema del transporte de portadores en una dimensio´n para una
amplia clase de modelos de desorden fue tratado en la referencia [93] den-
tro del formalismo de la matriz de transferencia y se obtuvieron algunos
resultados de cara´cter general. En particular se demostro´ que la matriz
de transferencia cont´ınua para problemas unidimensionales, que perte-
nece al grupo SL(2,R), puede ser usada para calcular de forma exacta
cantidades como la resistividad. E´sta u´ltima puede obtenerse, siguiendo
las referencias [10,28,93], a partir de la expresio´n
ρ =
1− τ
τ
= T12T
∗
21, (4.20)
donde T12 y T21 son los elementos no diagonales de la matriz de trans-
ferencia total del sistema T . Es fa´cil demostrar que las matrices Tj que
aparecen en la ecuacio´n (4.18) pertenecen al grupo SL(2,R) y por tanto
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la ecuacio´n (4.7) usada en el caso de la aleacio´n binaria es va´lida tambie´n
en este caso. Dado que estamos interesados en calcular la resistividad en
la ecuacio´n (4.20), y en esta aparecen productos de elementos de T y T †,
la expresio´n (4.7) no es u´til y debemos transformarla de alguna forma.
Es inmediato comprobar la siguiente propiedad
σ3T
−1σ3 ≡ T †. (4.21)
Multiplicando (4.7) a derecha e izquierda por la matriz σ3 finalmente
obtenemos
(Tj)
α
α′(T
+
j )
β′
β =
1
2
(σ3)
α
β(σ3)
β′
α′ +
1
2
(σµσ3)
β′
α′Λ
µν
j (σ
νσ3)
α
β . (4.22)
A partir de esta u´ltima expresio´n y de la ecuacio´n (4.20) es inmediato
calcular la resistividad. Recordando la definicio´n de las matrices Λj dada
en la ecuacio´n (4.8) podemos escribir
ρ =
1
2
[
−1 +
( N∏
j=1
Λj
)33]
, (4.23)
de manera que ρ so´lo depende del elemento {3, 3} de la parte esp´ın 1
del producto directo de matrices de transferencia. Esta expresio´n resulta
ser de un notable intere´s por el hecho de ser multiplicativa en Λµνj , j =
1, 2, . . . , N , cada una de las cuales depende u´nicamente de los para´metros
locales en el periodo j-e´simo de la SR.
4.3.1. Condicio´n de existencia de estados extendidos
Como se desprende de la forma de la expresio´n (4.23), debido a la
forma multiplicativa de la dependencia de la resistividad de Landauer
en los para´metros locales, es posible promediar sobre distintos tipos de
desorden correlacionado de forma relativamente sencilla.
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Sustituyendo la expresio´n (4.18) para la matriz de transferencia en
la ecuacio´n (4.8) obtenemos las siguientes expresiones para los elementos
de Λj
Λ11j = cos(2κdp) cos(2ηd
j
b)− cosh(θ) sen (2ηdjb) sen (2κdp),
Λ12j = [cosh
2(θ) cos(2κdp)− senh 2(θ)] sen (2ηdjb)
+ cosh(θ) cos(2ηdjb) sen (2κdp),
Λ13j = −i senh (θ)[cos(2ηdjb) sen (2κdp)
− cosh(θ)[1− cos(2κdp)] sen (2ηdjb)],
Λ21j = − sen (2ηdjb) cos(2κdp)− cosh(θ) cos(2ηdjb) sen (2κdp),
Λ22j = [cosh
2(θ) cos(2κdp)− senh 2(θ)] cos(2ηdjb)
− cosh(θ) sen (2κdp) sen (2ηdjb),
Λ23j = i senh (θ)
[
sen (2κdp) sen (2ηd
j
b) + cosh(θ)[1− cos(2κdp)]
]
,
Λ31j = i senh (θ) sen (2κdp),
Λ32j = i senh (2θ)[1− cos(2κdp)]/2,
Λ33j = cosh
2(θ)− senh 2(θ) cos(2κdp), (4.24)
en donde, por simplicidad, hemos definido
cosh(θ) =
1
2
(
m∗bκ
m∗pη
+
m∗pη
m∗bκ
)
. (4.25)
Como anticipamos, cada una de las djb es una variable aleatoria distri-
buida uniformemente entre 0 y db para los dos modelos de desorden que
vamos a estudiar. Para obtener el promedio estad´ıstico de las distintas
componentes de Λ, tendremos en cuenta que con la citada distribucio´n
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de probabilidad se satisface
a ≡ 〈cos(2ηdj2)〉 =
sen (2dbη)
2d2η
,
b ≡ 〈 sen (2ηdj2)〉 =
sen 2(d2η)
d2η
. (4.26)
Tomando promedios tambie´n en la ecuacio´n (4.23) tenemos
〈ρ〉 = 1
2
[−1 + (〈Λ〉N)33] . (4.27)
Para taman˜os grandes del sistema, en el re´gimen N À 1, la resistivi-
dad debe comportarse como eΓN [28,94,95], donde el coeficiente de Lya-
punov Γ nos proporciona la longitud de correlacio´n. Usando la ecuacio´n
(4.27) y la definicio´n del coeficiente de Lyapunov Γ = l´ımN→∞ ln ρ/N ,
podemos obtener una expresio´n exacta para la longitud de localizacio´n
λ, que resulta ser
Γ = λ−1 = ln ξ, (4.28)
donde ξ es el autovalor de 〈Λ〉 en el caso del primer modelo de desorden,
o de Λ〈Λ〉 en el caso del segundo, ma´s pro´ximo a la unidad. Aqu´ı Λ
es la matriz cuyos elementos esta´n dados por (4.24) con anchura de la
barrera fija e igual a db. Los estados electro´nicos estara´n localizados o no
dependiendo del comportamiento de λ. Si para un estado electro´nico a
una energ´ıa dada la longitud de localizacio´n se hace infinita, en general
se tratara´ de un estado deslocalizado [96] y la expresio´n (4.28) muestra
que esto sucedera´ cuando ξ(E) = 1. Sera´ por tanto necesario calcular los
determinantes
det(1− 〈Λ〉)
det(1− Λ〈Λ〉), (4.29)
para encontrar las condiciones de estados extendidos en cada uno de los
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modelos propuestos de desorden correlacionado. Para el primero de los
dos determinantes obtenemos
det [1− 〈Λ〉] = 1
2
sen 2(dpκ)
(
m∗bκ
m∗pη
− m
∗
pη
m∗bκ
)2 (
a2 + b2 − 1) , (4.30)
lo que conduce a la siguiente condicio´n para tener un estado extendido
sen (dpκ) = 0. (4.31)
Por otro lado para el segundo determinante se tiene
det(1− Λ〈Λ〉) = cos(κdp) cos(ηdb)
− 1
2
(
m∗bκ
m∗pη
m∗pη
m∗bκ
)
sen (κdp) sen (ηdb), (4.32)
de manera que la condicio´n ahora para que exista un estado extendido
es
cos(κdp) cos(ηdb) =
1
2
(
m∗bκ
m∗pη
+
m∗pη
m∗bκ
)
sen (κdp) sen (ηdb). (4.33)
4.3.2. Resultados nume´ricos
Con la finalidad de verificar los resultados anal´ıticos obtenidos con
el anterior formalismo, hemos realizado extensivos ca´lculos nume´ricos
que permiten mostrar la existencia de los estados extendidos discutidos
anteriormente. Vamos a dirigir nuestra atencio´n al modelo de desorden
en el que la anchura de todas las barreras de AlxGa1−xAs fluctu´a alea-
toriamente, calculando en este modelo el coeficiente de transmisio´n del
sistema como una funcio´n de la energ´ıa para un taman˜o N fijo, y como
una funcio´n del taman˜o N para una energ´ıa fija. Se ha calculado el coe-
ficiente de transmisio´n del sistema mediante el formalismo de la matriz
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Figura 4.4. Coeficiente de transmisio´n τ esn funcio´n de la energ´ıa
reducida E/V . Las flechas muestran las energ´ıas dadas por la ecuacio´n
(4.34). La altura y la anchura nominal de las barreras son, respectiva-
mente, V = 0,4 eV y db = 15 A˚, mientras que la anchura de los pozos
es dp = 200 A˚, y el nu´mero de periodos es N = 200.
de transferencia [3, 52].
La figura 4.4 muestra el coeficiente de transmisio´n calculado en fun-
cio´n de la energ´ıa reducida E/V para estados por encima de la barrera.
Los para´metros estructurales elegidos para el ca´lculo son los siguientes:
dp = 200 A˚, db = 15 A˚, V = 0,4 eV, y N = 200. Las flechas se encuen-
tran colocadas a las energ´ıas dadas por la relacio´n (4.31) y que pueden
expresarse como sigue
E =
n2pi2~2
2m∗pd2p
, (4.34)
donde n es un nu´mero entero. En la figura puede verse claramente que
estas energ´ıas coinciden con las resonancias estrechas que aparecen en la
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curva del coeficiente de transmisio´n.
0 100 200 300 400
N
0.1
1.0
τ
E = 0.6875 eV
E = 2.7501 eV
E = 2.9500 eV
Figura 4.5. Coeficiente de transmisio´n en funcio´n del taman˜o del
sistema N . Las l´ıneas punteada y discontinua corresponden, respecti-
vamente, a n = 7 y n = 14 en la ecuacio´n (4.34). La l´ınea cont´ınua
se corresponde a una energ´ıa de E = 2,95 eV, situada entre n = 14 y
n = 15. Los para´metros estructurales son los mismos que en la figura
4.4.
Para comprobar si las energ´ıas dadas por (4.34) se corresponden con
aute´nticos estados extendidos o no, hemos representado en la figura 4.5
el coeficiente de transmision para un par de ellas en funcio´n del taman˜o
del sistema N , y lo hemos comparado con el coeficiente de transmisio´n
para una energ´ıa cualquiera que yace entre dos de las resonancias. Para
las energ´ıas en (4.34) el coeficiente de transmisio´n permanece constante
en funcio´n del taman˜o N , siendo este comportamiento el esperado para
un estado extendido. Por el contrario, para un estado con energ´ıa en-
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tre dos cualquiera de las resonancias el coeficiente de transmision decae
exponencialmente.
4.4. Superredes binarias con desorden correlacionado
La te´cnica anal´ıtica utilizada en las dos secciones anteriores, aunque
de cara´cter general, no es de aplicacio´n sencilla en cualquier modelo de
desorden correlacionado. En particular en el caso de SRs binarias, es
decir, aquellas en las que uno de los para´metros estructurales de la SR
puede tomar u´nicamente dos valores de forma aleatoria, puede resultar
ma´s provechoso atacar el problema de alguna forma ma´s directa aunque
menos sistema´tica.
En esta seccio´n nos proponemos estudiar la existencia de estados ex-
tendidos en SBDs fabricadas con GaAs-AlGaAs. En estas SRs las alturas
de las barreras (la diferencia en energ´ıa entre los l´ımites de la banda de
conduccio´n en GaAs y AlxGa1−xAs) toma dos posibles valores de for-
ma totalmente aleatoria en cada periodo —porcio´n de la SR formada
por una barrera y la mitad del pozo anterior y el posterior—, salvo que
cuando aparece la barrera ma´s alta lo hace en pares formando lo que
denominaremos un d´ımero. Un sistema similar al que planteamos, en el
que el para´metro binario es la anchura de los pozos en lugar de la altura
de las barreras, las SPDs, ha sido estudiado de forma extensiva en las
referencias [39–41]. En la figura 4.6 mostramos el perfil de la banda de
conduccio´n de una SBD.
Para la descripcio´n mate´matica de nuestro sistema partimos, tal y
como hicimos en la seccio´n anterior, de un hamiltoniano de Ben Daniel-
Duke para la funcio´n envolvente. Al igual que entonces, la ecuacio´n
(4.17) nos servira´ para estudiar estados pro´ximos al borde de la ban-
da de conduccio´n en las pro´ximidades del valle Γ. Vamos a llamar Vj
(j = 1, 2, . . . , N , donde N es el nu´mero de periodos de la SR), a la al-
tura de la barrera correspondiente al periodo j. Las Vj podra´n tomar
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Figura 4.6. Vista esquema´tica del perfil del borde de la banda de
conduccio´n de una SBD, en la que se aprecia la presencia de dos tipos
de barreras con alturas V y V , apareciendo las de altura V siempre en
pares (d´ımeros).
dos valores distintos, V y V , dependiendo del valor x o x de la fraccio´n
molar de aluminio en AlxGa1−xAs, y lo hara´n de forma aleatoria salvo
por el hecho de que siempre que aparezca V lo hara´ en dos periodos
consecutivos. Sin pe´rdida de generalidad, en lo que sigue supondremos
que V < V y nos fijaremos exclusivamente en los estados electro´nicos
con energ´ıas por debajo de la barrera ma´s baja V . Entonces el cuadrado
del momento electro´nico de la j-e´sima barrera se puede escribir como
η2j = 2m
∗
b,j(Vj − E)/~2, donde m∗b,j es la masa efectiva electro´nica en di-
cha barrera. Con la definicio´n de periodo ligeramente distinta a la de la
seccio´n anterior, y considerando estados con E < V , podemos reescribir
los elementos de la matriz de transferencia (4.18) como sigue
αj =
[
cosh(ηjdb) +
i
2
(
m∗b,jκ
m∗pηj
− m
∗
pηj
m∗b,jκ
)
senh (ηjdb)
]
eiκdp
βj = − i
2
(
m∗b,jκ
m∗pηj
+
m∗pηn
m∗b,jκ
)
senh (ηjdb)e
−iκdp . (4.35)
El momento electro´nico en la j-e´sima barrera puede tomar dos valores,
η y η, al igual que la masa efectiva que toma valores m∗b o m
∗
b , segu´n la
fraccio´n molar de aluminio sea x o x.
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4.4.1. Estados extendidos
En el caso de SPDs [40] se ha demostrado que existe un estado ex-
tendido cuando Re(αd) = 0 y |Tr(Tr)| ≤ 2, donde
αd =
[
cosh(ηdb) +
i
2
(
m∗bκ
m∗pη
− m
∗
pη
m∗bκ
)
senh (ηdb)
]
eiκdp ,
siendo dp la anchura de cada pozo cua´ntico constituyente de un d´ımero, y
Tr es la matriz de transferencia para el periodo de una SR no dime´rica, es
decir aquella en la que dp,j = dp, ∀j. Es posible obtener de forma directa
condiciones similares para la existencia de estados extendidos en el caso
de las SRs con d´ımeros en las barreras. Estas condiciones resultan ser
formalmente las mismas, aunque la expresio´n para αd var´ıa ligeramente
αd =
[
cosh(ηdb) +
i
2
(
m∗bκ
m∗pη
− m
∗
pη
m∗bκ
)
senh (ηdb)
]
eiκdp . (4.36)
De las anteriores condiciones de deducen las siguientes condiciones
|cosh(ηdb) cos(κdp)− ξ− senh (ηdb) sen (κdp)| ≤ 1,
cosh(ηdb) cos(κdp)− ξ− senh (ηdb) sen (κdp) = 0. (4.37)
para energ´ıas por debajo de la barrera mas baja. En estas u´ltimas ecua-
ciones hemos definido por brevedad
ξ± ≡ 1
2
(
m∗bκ
m∗pη
± m
∗
pη
m∗bκ
)
ξ± ≡
1
2
(
m∗bκ
m∗pη
± m
∗
pη
m∗bκ
)
.
La energ´ıa para la que las dos condiciones (4.37) se satisfacen (si es
que existe) se corresponde con un estado extendido en la SR uniforme
con un u´nico defecto de tipo dime´rico. Llamaremos energ´ıa de resonancia
dime´rica, Ed, a esta energ´ıa. Ma´s adelante demostraremos nume´ricamente
que, de hecho, esta energ´ıa se corresponde con la de un estado extendido
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en una SR con un conjunto de d´ımeros distribuidos aleatoriamente a lo
largo de ella.
Adema´s de la anterior energ´ıa de resonancia debida a la existencia
de correlaciones de corto alcance de tipo dime´rico, las SRs con d´ımeros
en las barreras presentan otro tipo de resonancia debido a correlaciones
de tipo binario. Consideremos una SR formada por dos tipos de barreras
distribuidas de forma aleatoria. Es evidente que los efectos de la aletorie-
dad sera´n eliminados cuando las posiciones de dos barreras cualesquiera
puedan ser intercambiadas para un cierto valor de la energ´ıa. En el caso
de que esto suceda, al existir u´nicamente dos tipos de barreras, es posible
desplazar todas las barreras de un tipo a cada lado. Podemos ilustrar este
proceso esquema´ticamente
V V V V V V V V V V V V −→ V V V V V V V V V V V V .
Este argumento puede aplicarse al caso de las SRs con d´ımeros en las
barreras dentro del formalismo de la matriz de transferencia, conside-
rando que la condicio´n de intercambio de dos barreras etiquetadas por
los ı´ndices i y j es matema´ticamente equivalente a la condicion de que
las matrices de transferencia Ti y Tj conmuten entre s´ı (un argumento
similar ha sido utilizado para el estudio de estados cr´ıticos en sistemas
de Fibonacci [97]). En concreto, dado que so´lo existen dos tipos de barre-
ras, con alturas V y V , podemos escribir la condicio´n de conmutacio´n de
matrices de transferencia como [T, T ] = 0, siendo T la matriz de transfe-
rencia asociada a un periodo de la SR con una barrera de altura V , y T
la matriz de transferencia asociada a un periodo de la SR con una barre-
ra de altura V . Esta condicio´n de conmutacio´n conduce a las siguientes
ecuaciones
Im(ββ
∗
) = 0,
βIm(α) = βIm(α). (4.38)
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donde α, β son los elementos de la matriz de transferencia T , mientras
que α, β son los elementos de la matriz de transferencia T . En el caso de la
SR con d´ımeros en las barreras estas dos condiciones pueden satisfacerse
simultaneamente, dado que la primera de ellas se reduce a una identidad,
mientras que la segunda proporciona la siguiente ecuacio´n transcendente
ξ+ senh (ηdb)
ξ+ senh (ηdb)
=
cosh(ηdb) sen (κdp) + ξ− senh (ηdb) cos(κdp)
cosh(ηdb) sen (κdp) + ξ− senh (ηdb) cos(κdp)
. (4.39)
Para poder tener un estado extendido a la energ´ıa que es solucio´n de
la ecuacio´n (4.39), esta energ´ıa debe yacer dentro de las minibandas de
las SRs formadas u´nicamente con barreras de altura V o de altura V , es
decir
|Tr(T )| ≤ 2, |Tr(T )| ≤ 2. (4.40)
De aqu´ı en adelante llamaremos energ´ıa de resonancia conmutativa, Ec,
a la energ´ıa que es solucio´n de las ecuaciones (4.39) y (4.40).
4.4.2. Resultados nume´ricos
Para determinar si las energ´ıas Ed y Ec corresponden a aute´nticos
estados extendidos hemos realizado un estudio nume´rico. En la figu-
ra 4.7 mostramos el coeficiente de transmisio´n de una SBD hecha de
GaAs-AlxGa 1−xAs con los siguientes para´metros estructurales db = 25 A˚,
dp = 25 A˚, x = 0,33 y x = 0,44. La fraccio´n de barreras de altura V es
el 30% del nu´mero total de barreras. Con estos para´metros puede ob-
servarse como aparecen dos resonancias en el coeficiente de transmisio´n
pro´ximas a los bordes de la minibanda. Las energ´ıas a las que aparecen es-
tas resonancias resultan ser aquellas obtenidas resolviendo las ecuaciones
(4.37) y (4.39), (4.40). Las soluciones son Ed ' 0,140eV y Ec ' 0,212eV
para las resonancias dime´rica y conmutativa respectivamente. En la figu-
ra 4.8 representamos la dependencia del coeficiente de transmisio´n con el
taman˜o del sistema para diversas energ´ıas. Puede verse que las curvas de
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Figura 4.7. Coeficiente de transmisio´n en funcio´n de la energ´ıa
para una SR con d´ımeros en las barreras con db = 25 A˚, dp = 25 A˚,
x = 0,33 y x = 0,44 y N = 1000 periodos. El nu´mero de barreras de
altura V es el 30% del total. Se observa la aparicio´n de dos resonancias
con energ´ıas E = Ed ' 0,140eV y E = Ec ' 0,212eV.
Ed y Ec tienen pendiente cero, siendo esto consecuencia de una longitud
de localizacio´n infinita. Mientras, lejos de las resonancias, observamos
que los estados tienen longitud de localizacio´n finita. Esto sugiere que
las energ´ıas obtenidas a partir de las ecuaciones (4.37) y (4.39), (4.40)
corresponden de hecho a dos tipos distintos de estados extendidos. Pue-
de tambie´n observarse en la figura el efecto del desorden no intencionado
sobre las resonancias. Con el fin de comprobar si nuestros resultados son
aplicables a SRs reales, en las que es inevitable la presencia de cierto gra-
do de desorden no intencionado debido a la rugosidad en las intercaras
entre distintos materiales, hemos permitido en nuestros ca´lculos que la
anchura de pozos y barreras fluctu´e aleatoriamente de la forma que ex-
plicamos en el cap´ıtulo anterior [40]. La anchura de las la´minas teniendo
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Figura 4.8. Dependencia del coeficiente de transmisio´n en funcio´n
con el taman˜o del sistema (nu´mero de periodos N). La l´ınea cont´ınua
y los c´ırculos se corresponden con Ec y Ed respectivamente, mientras
que la l´ınea a trazos se corresponde con E = 0,170 eV. La l´ınea de
puntos se corresponde con una SR con desorden no intencional a la
energ´ıa Ec, en la que la anchura de las barreras y los pozos fluctu´a un
1% en torno a sus valores medios.
en cuenta la fluctuacio´n con la que modelizamos la rugosidad puede ex-
presarse como di(1 +W²), donde di = db, dp es la anchura nominal de la
capa,W es un para´metro adimensional que mide el grado de desorden no
intencionado y ² es una variable aleatoria distribuida uniformemente en-
tre −1/2 y 1/2. La figura 4.8 muestra que la rugosidad en las intercaras
hace que el estado electro´nico correspondiente a la resonancia conmu-
tativa se localice. En la figura hemos considerado W = 0,05, es decir,
fluctuaciones que en promedio son del orden del 1% de la anchura de la
la´mina. En la figura es posible observar que la longitud de localizacio´n
es suficientemente grande como para permitir la posible comprobacio´n
experimental de la existencia de las resonacias dime´rica y conmutativa
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en SRs con un elevado control estructural en las que la rugosidad en las
intercaras es pequen˜a.
Es importante sen˜alar que los estados extendidos de tipo conmutativo
que estamos describiendo no son caracter´ısticos de las SBDs, en el sentido
de que las correlaciones de t´ıpo dime´rico no son en absoluto necesarias
para su aparicio´n. Esto significa que cualquier SR con una distribucio´n
binaria en la altura de las barreras que satisfaga la siguiente funcio´n de
correlacio´n 〈VnVm〉 = V 2δnm deber´ıa mostrar el mismo tipo de estado ex-
tendido. As´ı, debemos enfatizar que, debido a la existencia de dos tipos
de correlaciones en la distribucio´n de valores de unos de los para´metros
estructurales de la SR, hemos encontrado un sistema en el que aparecen
dos tipos de estados extendidos, siendo sus or´ıgenes totalmente distin-
tos: uno de ellos se debe a las correlaciones dime´ricas de corto alcance,
mientras que el otro surge de la naturaleza conmutativa de las matrices
de transferencia que describen el sistema a ciertas energ´ıas.
Realmente el tipo de resonancias conmutativas que hemos descrito
parecen ser ub´ıcuas en estructuras de tipo binario. Por ejemplo, una con-
dicio´n similar a la encontrada en el caso de la SBDs se puede obtener en
el caso de las SPDs. En estas SRs se encuentra que una nueva resonancia
aparece cuando se satisface la condicio´n
κ(d¯p − dp) = pi. (4.41)
Aqu´ı n es un entero, y d¯w y dp son los anchuras de los dos tipos de pozos
cua´nticos en la SR. Otro ejemplo de esta clase de resonancias es la modelo
de Kronig-Penney binario y aleatorio con barreras de potencial de tipo
delta. En este modelo las condiciones de conmutacio´n (4.39) conducen a
la misma energ´ıa de resonancia encontrada por Ishii [98] y discutida por
Hilke y Flores [99].
Concluimos esta seccio´n con algunos comentarios acerca de la posi-
bilidad de observacio´n de los estados extendidos estudiados en SRs con
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desorden intencional. Se ha demostrado [22] que la existencia de estados
extendidos en SPDs se pone de manifiesto en medidas de transporte a
baja temperatura. En particular la resistividad de una muestra de este
tipo con una eleccio´n adecuada de los para´metros, y una muestra ordena-
da (perio´dica), hechas de GaAs-AlxGa1−xAs, muestran un plateau a baja
temperatura, mientras que este plateau esta´ ausente cuando se relaja la
restriccio´n dime´rica, es decir, cuando los dos tipos de pozos se disponen
aleatoriamente pero sin formar pares. Nuestra conjetura es que el mis-
mo tipo de medidas puede llevarse a cabo en SBDs para determinar el
aute´ntico cara´cter extendido de los estados conmutativos los cuales, en
esta clase de SRs, son ma´s fa´ciles de situar dentro de la minibanda. Sin
embargo las medidas de resistividad sera´n, probablemente, incapaces de
separar los efectos de estados dime´ricos y conmutativos, de manera que
se hara´ necesaria una seleccio´n cuidadosa de los para´metros estructurales
de la SR con el fin de situar la resonancia dime´rica fuera de la minibanda,
dejando la conmutativa dentro de e´sta. De este modo las desviaciones en
el comportamiento de la resistividad respecto al valor obtenido para la
SR ordenada sera´n so´lo achacables a la presencia de un estado extendido
de tipo conmutativo.
4.5. Conclusiones
A continuacio´n presentamos los principales resultados de este cap´ıtulo
resumidos en las siguientes conclusiones.
En este cap´ıtulo hemos estudiado la existencia de estados extendi-
dos en SRs desordenadas con desorden intencional correlacionado.
Para el estudio de estados extendidos en sistemas con desorden
correlacionado hemos comenzado por aplicar la te´cnica anal´ıtica
que utilizamos posteriormente en el caso de las SRs, al caso de una
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aleacio´n binaria, por ser este ma´s sencillo desde un punto de vista
algebraico.
En el caso de la aleacio´n binaria hemos demostrado la existencia
de un estado deslocalizado para sistemas infinitos. Se ha obtenido,
adema´s, una expresio´n aproximada para la longitud de localizacio´n
en un entorno de la energ´ıa a la que aparece el estado extendido.
Por u´ltimo se han mostrado resultados nume´ricos de densidad de
estados e IPR, que sugieren la existencia de ∼ √N estados exten-
didos en el caso de un sistema finito, donde N es el taman˜o del
sistema. Esto u´ltimo es importante desde un punto de vista experi-
mental, dado que las propiedades de transporte en sistemas reales
(finitos) estara´n influenciadas por la existencia de estos estados con
longitud de localizacio´n mayor que el taman˜o del sistema.
El mismo me´todo anal´ıtico utilizado en el caso de la aleacio´n bina-
ria se ha usado para estudiar SRs semiconductoras con dos tipos
de desorden correlacionado. Se han encontrado expresiones para
la energ´ıa de las resonancias de transmisio´n y se ha demostrado
nume´ricamente en uno de los dos tipos de desorden que estas reso-
nancias en la energ´ıa coinciden con estados electro´nicos extendidos
de la SR. Las resonancias de transmisio´n encontradas nume´rica-
mente son anchas en energ´ıa, lo que sugiere longitudes de localiza-
cio´n grandes para las energ´ıas pro´ximas a las energ´ıas resonantes
encontradas anal´ıticamente, y por tanto la posibilidad de que las
propiedades de transporte en la SR se vean afectadas por la exis-
tencia de estados con longitud de localizacio´n mayor que el taman˜o
del sistema.
Hemos estudiado la existencia de estados extendidos en SBDs. En
este tipo de SRs en las que uno de los para´metros estructurales
puede tomar dos valores de forma aleatoria, se han encontrado dos
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tipos de resonancias de transmisio´n. El origen de una de ellas esta´ en
las correlaciones de corto alcance de tipo dime´rico, mientras que el
or´ıgen de la otra se encuentra en la naturaleza conmutativa de las
matrices de transferencia que describen el sistema. Finalmente se ha
demostrado nume´ricamente la naturaleza extendida de los estados
electro´nicos correspondientes a las energ´ıas de las resonancias de
transmisio´n encontradas.
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CAP´ITULO 5
Heteroestructuras con desorden
no intencionado
5.1. Introduccio´n
Desde la aparicio´n de diversos me´todos de crecimiento epitaxial, co-
mo la MBE, ha sido posible el desarrollo de dispositivos basados en
heteroestructuras de semiconductores de alta calidad cristalina, carac-
terizados por una baja presencia de defectos e impurezas, as´ı como por
un elevado control de la rugosidad en las intercaras entre los distintos
materiales. Con todo, es inevitable la aparicio´n de irregularidades duran-
te el crecimiento de estos dispositivos, de manera que se hace necesario
un tratamiento teo´rico que investigue los efectos de estas imperfecciones
estructurales sobre sus propiedades o´pticas y de trasporte.
Se han dedicado diversos trabajos al estudio teo´rico de las propie-
dades de la estructura y transporte electro´nicos en superredes, tanto en
estado estacionario [72, 100, 101] como dependientes del tiempo [102], y
en heteroestructuras de doble barrera [103,104], en las que esta´ presente
algu´n tipo de desorden no intencionado. As´ı mismo, se han desarrollado
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diversas te´cnicas nume´ricas y anal´ıticas para tratar este tipo de proble-
mas, basadas en formalismos del tipo matriz de transferencia [105], o en
el formalismo de las funciones de Green [106,107]. Aunque estos me´todos
pueden resultar convenientes desde un punto de vista anal´ıtico o com-
putacional, las aproximaciones necesarias para simular la presencia de
desorden hacen de ellos modelos poco realistas.
Si bien hasta la fecha se han desarrollado algunos modelos unidimen-
sionales para estudiar la propagacio´n de paquetes de ondas en multicapas
rugosas, en las que el desorden se introduce a trave´s de un potencial que
es una funcio´n aleatoria de una u´nica coordenada [108], estos modelos
fallan a la hora de describir sistemas con un pequen˜o nu´mero de capas
(por ejemplo heteroestructuras de doble barrera). En este cap´ıtulo nos
proponemos desarrollar una herramienta teo´rica para tratar de forma
ma´s realista, mediante un modelo bidimensional, el desorden presente en
las heteroestructuras de semiconductores que se crecen hoy en d´ıa. Una
vez desarrollada esta herramienta, la utilizaremos para estudiar co´mo
afecta la rugosidad en las intercaras entre distintos materiales, as´ı co-
mo la falta de homogeneidad en las concentraciones de Al que aparecen
durante el proceso de crecimiento epitaxial, al transporte electro´nico en
heteroestructuras de doble barrera de GaAs-AlxGa1−xAs [109,110]. Pos-
teriormente pasaremos a estudiar la formacio´n de minibandas en matrices
bidimensionales (superredes) de puntos cua´nticos de GaAs-InxGa1−xAs,
y co´mo el desorden debido a la falta de homogeneidad en el taman˜o o la
forma de los puntos, o a la desviacio´n de la posicio´n de los puntos respec-
to a una ordenacio´n perio´dica, afecta a dicha formacio´n de minibandas
y a la conductancia en estos sistemas [111].
5.2. Modelo de transporte
En lo que sigue consideraremos heteroestructuras de semiconductores
conectadas a dos contactos en las que, modificando el nivel de Fermi en
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cada uno de los contactos, es posible inyectar electrones en una direc-
cio´n u otra (con la aplicacio´n de un campo ele´ctrico, por ejemplo). El
potencial de la heteroestructura, actuando como centro dispersor de los
electrones inyectados en el sistema, va a determinar el comportamiento
de magnitudes como la conductancia o la corriente ele´ctrica.
Figura 5.1. Vista esquema´tica del sistema bajo estudio. Las regiones
I y III son los contactos izquierdo y derecho respectivamente, mientras
que los electrones so´lo sufren procesos de dispersio´n en la regio´n II.
Para nuestros propo´sitos vamos a considerar la ecuacio´n de Schro¨din-
ger bidimensional para un u´nico electro´n en un modelo de una banda
dentro de la aproximacio´n de masa efectiva. En las proximidades del va-
lle Γ esta aproximacio´n conduce a una ecuacio´n tipo Ben Daniel–Duke
para la funcio´n envolvente de la siguiente forma:[
− ~
2
2m∗
(
∂2
∂y2
+
∂2
∂z2
)
+ U(y, z)
]
ψ(y, z) = Eψ(y, z). (5.1)
siendo z la coordernada en la direccio´n de crecimiento (ver figura 5.1). Por
simplicidad consideraremos, en lo que sigue, una masa efectiva constante
m∗ en el punto Γ a lo largo de toda la heteroestructura. Esto no representa
una seria limitacio´n, dado que la ecuacio´n (5.1) puede ser fa´cilmente
modificada de manera que incluya una masa efectiva dependiente de la
posicio´n. Con la finalidad de resolver nume´ricamente esta ecuacio´n vamos
Transporte electro´nico y localizacio´n en heteroestructuras...
108 Heteroestructuras con desorden no intencionado
a definir una malla en el espacio con distancias entre nodos en los ejes y
e z dadas por ay y az respectivamente. Si ahora definimos las constantes
ty ≡ −~2/(2m∗a2y) y tz ≡ −~2/(2m∗a2z) y tomamos diferencias finitas en
la ecuacio´n (5.1) llegamos a la siguiente versio´n discreta de la misma
tz(ψn+1,m + ψn−1,m) + ty(ψn,m+1 + ψn,m−1) +
(Un,m − 2tz − 2ty)ψn,m = Eψn,m. (5.2)
Aqu´ı el te´rmino de energ´ıa potencial Un,m es debido a la diferencia de
energ´ıa entre los bordes de la banda de conduccio´n en los materiales que
componen la heteroestructura.
Para resolver esta ecuacio´n de tipo enlace fuerte utilizaremos el me´to-
do de la matriz de transferencia. Si dividimos nuestro sistema en rodajas
(o regiones del sistema con ı´ndice n constante) a lo largo del eje z po-
demos utilizar la solucio´n —conocida— en una de estas rodajas para
calcular la solucio´n —desconocida— en la siguiente. Definamos el vector
φn ≡

ψn,1
ψn,2
...
ψn,M
 , n = 0, 1, . . . , N + 1, (5.3)
dondeM yN+1 son el nu´mero de divisiones de la malla en las direcciones
y y z respectivamente, y la matriz Mn = Rn + Bn. Rn es una matriz
tridiagonal cuyos elementos diagonales son (Rn)mm = Un,m − 2tz − 2ty
y los no diagonales son iguales a ty. Bn es una matriz que depende de
las condiciones de contorno elegidas en la direccio´n y. Si elegimos, como
haremos en lo sucesivo, condiciones de contorno perio´dicas, tendremos
que (Bn)1,M = (Bn)M,1 = ty, siendo el resto de los elementos cero. Con
estas definiciones es posible reescribir la ecuacio´n (5.2) en forma matricial
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como sigue(
φn−1
φn
)
=
(
t−1z (EI −Mn) −I
I O
) (
φn
φn+1
)
, (5.4)
donde I y O son las matrices identidad y cero, respectivamente, de di-
mensiones M × M . Esta u´ltima expresio´n nos permite relacionar por
iteracio´n las amplitudes de las funciones envolventes en rodajas no conse-
cutivas. En particular podemos obtener la expresio´n para las amplitudes
de las funciones envolventes en el contacto izquierdo en funcio´n de las
amplitudes en el derecho(
φ0
φ1
)
= T (N)
(
φN
φN+1
)
, (5.5)
donde
T (N) ≡
N∏
n=1
(
t−1z (EI −Mn) −I
I O
)
. (5.6)
es la matriz de transferencia asociada a la heteroestructura.
Como ya ha sido indicado, nuestro objetivo es resolver el problema
de la dispersio´n de electrones que inciden sobre la heteroestructura desde
uno de los contactos. En lo que sigue consideraremos electrones incidien-
do sobre la heteroestructura desde el contacto izquierdo (zona I en la
figura 5.1). Las funciones envolventes en los contactos estara´n determi-
nadas por las condiciones de contorno los mismos. Estas condiciones de
contorno son abiertas en la direccio´n de crecimiento z y, como se anticipo´,
son perio´dicas en y. Entonces, en la direccio´n de crecimiento, las solucio-
nes son ondas planas, mientras que en la direccio´n normal existira´ una
discretizacio´n de la energ´ıa. Como consecuencia de esta discretizacio´n
aparece un nu´mero finito de canales transversales igual al nu´mero de
puntos en la direccio´n y de la malla. En equilibrio se tiene que Un,m = 0
en los contactos, e imponiendo ψn,1 = ψn,M+1, es posible encontrar una
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solucio´n particular a la ecuacio´n (5.2) de la forma
ψln,m =
1√Nl
exp
(
i
2pil
M
m
)
exp (iklazn) l = 1, 2, . . . ,M, (5.7)
donde Nl es una constante de normalizacio´n necesaria para que todos los
distintos modos propagantes transporten la misma corriente de probabi-
lidad. Esta constante de normalizacio´n esta´ dada por
Nl = 1
a2y
sen 2
(
2pil
M
)
+
1
a2z
sen 2 (klaz) . (5.8)
Es importante notar que estamos considerando una dependencia del mo-
mento en la direccion z con el ı´ndice l. Este hecho es una consecuencia
de haber asumido impl´ıcitamente que todos los procesos de dispersio´n en
la regio´n II son ela´sticos, de manera que la energ´ıa se conserva. Para una
energ´ıa dada se tendra´
kl =
1
az
cos−1
{
1
2tz
[
E − 2ty
(
cos
2pil
M
− 1
)]
+ 1
}
. (5.9)
Con estas consideraciones podemos ahora escribir una solucio´n general
para el problema de dispersio´n de un electro´n que incide con energ´ıa E
sobre la regio´n II a trave´s del canal transversal l. En el contacto izquierdo,
es decir, para (m,n) ∈ I, esta´ solucio´n sera´ de la forma
ψln,m =
1√Nl
exp
(
i
2pil
M
m
)
exp (iklazn)
+
M∑
j=1
r̂lj
1√Nj exp
(
i
2pij
M
m
)
exp (−ikjazn) , (5.10a)
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mientras que en el contacto derecho, con (m,n) ∈ III, tendremos
ψln,m =
M∑
j=1
t̂lj
1√Nj exp
(
i
2pij
M
m
)
exp (ikjazn) . (5.10b)
Las matrices r̂ y t̂ que aparecen en estas dos soluciones son la matrices
de reflexio´n y transmisio´n, y son las responsables de la mezcla de canales
debida a la dispersio´n por el potencial de la heteroestructura. De esta
manera, r̂ij representa la amplitud de probabilidad de que un electro´n
incidiendo en el canal i sea reflejado en el canal j. De la misma manera
t̂ij representa la amplitud de probabilidad de que un electro´n que incida
en el canal i se transmita a trave´s de la heteroestructura saliendo en
el canal j. En este punto, la solucio´n en la regio´n II es desconocida.
Realmente no estamos interesados en esta solucio´n, dado que toda la
f´ısica del problema de dispersio´n de electrones por el potencial de la
heteroestructura esta´ contenido en las matrices de mezcla r̂ y t̂. En lo
que sigue nuestro principal objetivo sera´ relacionar los elementos de r̂ y
t̂ con los de la matriz de transferencia T (N) que aparece en la ecuacio´n
(5.6), dado que estos u´ltimos son conocidos.
Comenzaremos reescribiendo formalmente la ecuacio´n (5.2) como
Hψ = Eψ. A continuacio´n vamos a realizar la siguiente transformacio´n
sobre las funciones envolventes
ψ˜ = t̂−1ψ. (5.11)
Es fa´cil ver que el hamiltoniano H es invariante bajo dicha transforma-
cio´n, esto es, H˜ ≡ t̂−1Ht̂ = H. Que es as´ı es evidente dado que, for-
malmente, t̂ y H conmutan entre s´ı por actuar sobre espacios vectoriales
diferentes. El hecho de que H sea un invariante implica que T (N) no se
ve afectada por la transformacio´n (5.11) de las funciones envolventes, de
manera que permanece inalterada. Adema´s, bajo esta transformacio´n, es
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posible reescribir las soluciones (5.10a) y (5.10b) de la siguiente forma
ψ˜ln,m =
M∑
j=1
âlj
1√Nj exp
(
i
2pij
M
m
)
exp (ikjazn)
+
M∑
j=1
b̂lj
1√Nj exp
(
i
2pij
M
m
)
exp (−ikjazn) , (5.12a)
va´lida para (m,n) ∈ I, y
ψ˜ln,m =
1√Nl
exp
(
i
2pil
M
m
)
exp (iklazn) , (5.12b)
que es valida en (m,n) ∈ III. Aqu´ı hemos definido b̂lj ≡
∑M
s=1 t̂
−1
ls r̂sj y
âlj ≡ t̂−1lj . Para cada canal l podemos escribir la ecuacio´n transformada
de (5.5) como (
φ˜l0
φ˜l1
)
= T (N)
(
φ˜lN
φ˜lN+1
)
. (5.13)
Si ahora introducimos las siguientes definiciones
A0 ≡ A0jm =
1√Nj exp
(
i
2pij
M
m
)
,
B0 ≡ A0,
A1 ≡ A1jm =
1√Nj exp
(
i
2pij
M
m
)
exp
(
ikjaz
)
,
B1 ≡ B1jm =
1√Nj exp
(
i
2pij
M
m
)
exp
(
− ikjaz
)
,
âl =

âl1
âl2
...
âlM
 , b̂l =

b̂l1
b̂l2
...
b̂lM
 , (5.14)
llegamos a la siguiente transformada de la ecuacio´n (5.13) en te´rminos
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de los elementos de las matrices de mezcla(
φ˜l0
φ˜l1
)
=
(
A0 B0
A1 B1
) (
âl
b̂l
)
= T (N)
(
φ˜lN−1
φ˜lN
)
, (5.15)
y, finalmente, tenemos(
âl
b̂l
)
=
(
A0 B0
A1 B1
)−1
T (N)
(
φ˜lN−1
φ˜lN
)
, (5.16)
que nos proporciona los elementos de matriz âlj y b̂lj con j = 1, 2, . . . ,M
para cada canal l en te´rminos del producto de dos matrices conocidas
y de las soluciones transformadas (5.12b) en el contacto derecho para
el canal l. Es importante sen˜alar aqu´ı que toda la informacio´n acerca
del potencial de la heteroestructura esta´ contenida en la matriz T (N), de
manera que e´sta resulta ser la magnitud fundamental en la resolucio´n del
problema de dispersio´n.
5.2.1. Conductancia
Una vez que â y b̂ han sido calculadas, obtener las matrices de mezla
r̂ y t̂ es sencillo. Sin embargo, las matrices calculadas de esta manera son
matrices de respuesta del sistema que incluyen informacio´n sin contenido
f´ısico. Esta informacio´n espu´rea proviene del hecho de haber estado con-
siderando todas las soluciones matema´ticas del problema de dispersio´n,
incluidas las que divergen en infinito. Estas soluciones son aquellas pa-
ra las que el momento en la ecuacio´n (5.9) es una cantidad imaginaria.
Para evitar estas soluciones espu´reas desecharemos todos los elementos
de t̂ para los que el nu´mero cua´ntico transversal l entrante y/o saliente
satisfaga la siguiente condicio´n
E < 2ty
(
cos
2pil
M
− 1
)
. (5.17)
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Una vez que son conocidas las matrices de mezcla, en particular la ma-
triz t̂, podemos utilizarlas para calcular distintas cantidades f´ısicas co-
mo la conductancia o la corriente ele´ctrica. A partir del formalismo de
Landauer-Bu¨ttiker [9, 13–15] es posible determinar la conductancia para
un sistema de dos contactos y muchos canales a temperatura cero, usando
para ello la fo´rmula de Fisher-Lee [11]
G =
2e2
h
Tr(t̂ †t̂). (5.18)
5.2.2. Corriente ele´ctrica
Para poder calcular la corriente ele´ctrica debida a un campo aplica-
do F debemos modificar ligeramente nuestras ecuaciones y adema´s son
necesarias algunas aproximaciones adicionales. En primer lugar conside-
raremos contactos ele´ctricos perfectos, de manera que no haya ca´ıda de
potencial en ellos. Adema´s no tendremos en cuenta la contribucio´n a la
corriente de los electrones en el mar de Fermi del contacto derecho. Esta
aproximacio´n es buena siempre que eV > EF , donde V es la ca´ıda de
tensio´n a lo largo de la regio´n II y EF es el nivel de Fermi en el contacto
izquierdo. Finalmente, haremos nuestro estudio a temperatura cero.
Cuando consideramos un campo ele´ctrico aplicado a lo largo de la
direccio´n z, el potencial U(y, z) en la ecuacio´n (5.1) ha de ser reemplazado
por U(y, z) +UF (z), donde UF es constante en los contactos, (UF (z) = 0
en la regio´n I, y UF (z) = −eV en la regio´n III) y se comporta linealmente
en la regio´n II, es decir, UF (z) = −eFz. Aqu´ı V = FL es la ca´ıda de
potencial a lo largo de la regio´n II, cuya longitud es L. El momento
electro´nico en el contacto derecho ahora es
ql =
1
az
cos−1
{
1
2tz
[
E + eV − 2ty
(
cos
2pil
M
− 1
)]
+ 1
}
, (5.19)
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mientras que la nueva solucio´n general en este mismo contacto es
ψln,m =
M∑
j=1
t̂lj
1√Nj exp
(
i
2pij
M
m
)
exp (iqjazn) , (5.20)
donde (m,n) ∈ III. Teniendo en cuenta todas las aproximaciones conside-
radas hasta ahora, es posible calcular una nueva matriz de transferencia
T (N) para cada valor de F . Insertando la solucio´n (5.20) en la ecuacio´n
(5.16) podemos obtener ahora las matrices de mezcla para un determi-
nado campo aplicado y, a partir de ellas, calcular la corriente ele´ctrica
inducida por dicho campo. Partiendo de la expresio´n para la corriente
de probabilidad podemos escribir una versio´n discreta de la contribucio´n
del canal l a la densidad de corriente electro´nica a lo largo de la direccio´n
del campo aplicado en el contacto derecho (calculada en una rodaja de
ı´ndice n dentro de la regio´n III, esto es, dentro de dicho contacto) como
jlz = i
etzaz
~ay
1
M
M∑
m=1
Im[(ψln,m)
∗ψln+1,m]. (5.21)
Para calcular la densidad total de corriente a trave´s de la muestra sim-
plemente necesitamos sumar sobre todos los estados transversales permi-
tidos por debajo del nivel de Fermi en el contacto izquierdo, esto es
jz = i
etzaz
2pi~ay
1
M
M∑
m=1
M∑
l=1
∫ klF
0
Im[(ψln,m)
∗ψln+1,m]dk. (5.22)
No´tese que aqu´ı el momento electro´nico en la direccio´n z, k, var´ıa de ma-
nera continua dado que la energ´ıa de un electro´n incidente puede tomar
cualquier valor comprendido entre 0 y EF . En esta u´ltima expresio´n k
l
F es
la componente del momento electro´nico a lo largo de la direccio´n z de un
electro´n que incide con nu´mero cua´ntico transversal l y energ´ıa inciden-
te EF . Utilizando los elementos de la matriz de transmisio´n finalmente
Transporte electro´nico y localizacio´n en heteroestructuras...
116 Heteroestructuras con desorden no intencionado
llegamos a
jz = i
etzaz
2pi~ay
1
M
M∑
m=1
M∑
l=1
∫ klF
0
M∑
j=1
M∑
s=1
t̂ ∗lj t̂ls
1√NsNj exp
(
i
2pi(s− j)m
M
)
× exp (i(qs − qj)azn) [exp (iqsaz)− exp (−iqjaz)] dk. (5.23)
Los resultados que hemos obtenido proporcionan una descripcio´n anal´ıti-
ca exacta, aunque no cerrada, de cualquier heteroestructura bidimensio-
nal basada en semiconductores de gap ancho, siempre que el hamilto-
niano de Ben Daniel-Duke resulte va´lido como aproximacio´n. Adema´s es
importante sen˜alar que la generalizacio´n a tres dimensiones es directa,
aunque desde un punto de vista computacional las dificultades en este
caso aumentan sensiblemente.
5.3. Dobles barreras con desorden en las intercaras
El efecto tu´nel resonante en heteroestructuras de doble barrera hace
de estos sistemas candidatos muy prometedores para constituir una nueva
generacio´n de dispositivos electro´nicos de alta velocidad. Por ejemplo, en
la literatura se han descrito heteroestructuras de doble barrera fabricadas
en GaAs-AlxGa1−xAs funcionando a frecuencias del orden de los teraher-
cios [112]. El origen del efecto tu´nel resonante en las heteroestructuras de
doble barrera es un efecto cua´ntico cuyas caracter´ısticas fundamentales
son hoy en d´ıa bien conocidas: existe un incremento espectacular de la
transmisio´n electro´nica a trave´s de la doble barrera cuando la energ´ıa de
los electrones incidentes esta´ pro´xima a alguno de los niveles cuasi ligados
del pozo [113]. En la pra´ctica, se aplica un voltaje con la finalidad de des-
plazar la energ´ıa del nivel cuasi ligado de manera que su centro se alinee
con el nivel de Fermi. En consecuencia, la curva corriente–voltaje presen-
ta resistencia diferencial negativa, dado que si seguimos aumentando el
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potencial aplicado el nivel de Fermi estara´ por debajo de la resonancia
de transmisio´n, y esta caera´ abruptamente. Esta imagen extremadamente
Figura 5.2. Regio´n de resistencia diferencial negativa en la cur-
va de corriente frente a voltaje obtenida en un dispositivo de doble
barrera [26].
simple de los dispositivos basados en heteroestructuras de doble barrera
contrasta con las dificultades encontradas para describir de forma apro-
piada las muestras reales de este tipo. Dispersio´n por fonones, electrones,
o defectos reducen la coherencia cua´ntica necesaria, y de hecho, se ob-
servan desviaciones respecto a la descripcio´n anterior. Estos mecanismos
de dispersio´n pueden explicar la aparicio´n de efectos como resonancias
en bandas laterales debidos a la interaccio´n con fonones [114, 115] y fo-
tones [116, 117], histe´resis en las curvas de corriente–voltaje debidas a
efectos de interaccio´n de muchos cuerpos [118–120], o la disminucio´n de
la movilidad electro´nica debida a la rugosidad en las superficies, existente
incluso en heteroestructuras de alta calidad cristalina [104].
En la siguiente seccio´n vamos a tratar de estudiar los efectos que so-
bre las propiedades de transporte electro´nico tiene la rugosidad presente
en las intercaras entre los distintos semiconductores que aparece durante
el proceso de crecimiento de heteroestructuras de doble barrera formadas
por GaAs y AlxGa1−xAs. Esta rugosidad puede considerarse como desor-
den no intencional que, siguiendo a Ma¨der y col. puede clasificarse en
dos categor´ıas, lateral y vertical [61] (ve´ase la figura 5.4). Este desorden
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Figura 5.3. Vista esquema´tica de un dispositivo de doble barrera
con rugosida en la intercara entre distintos materiales.
no intencional depende cr´ıticamente de las condiciones de crecimiento
(presiones parciales, temperatura, etc.) y puede ser caracterizado usando
distintas te´cnicas, como la microscop´ıa tu´nel de barrido [121–123] o la
dispersio´n de rayos X [124]. Como ya dijimos, el desorden lateral aparece
cuando un semiconductor se introduce en el otro, dando lugar a interca-
ras qu´ımicamente entremezcladas, escalones e islas. Como consecuencia
de dicho desorden lateral, la intercara no es plana y se rompe la simetr´ıa
translacional en el plano perpandicular a la direccio´n de crecimiento. Por
otro lado el desorden vertical se observa cuando el grosor de una la´mina
fluctu´a en torno a su valor nominal. A continuacio´n vamos a estudiar
co´mo afecta a la corriente y la conductancia la rugosidad presente en las
intercaras de una doble barrera tanto en forma de desorden lateral como
en forma desorden composicional —el debido a fluctuaciones locales de la
concentracio´n de Al— que puede ser visto como una mezcla de desorden
lateral y vertical.
5.3.1. Desorden lateral
Para tratar el desorden lateral hemos desarrollado un modelo de in-
tercara en el que consideramos la formacio´n de islas consecutivas las unas
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Figura 5.4. Esquema mostrando la diferencia entre desorden lateral
y vertical.
a las otras, todas ellas con el mismo taman˜o lateral. En este modelo las
islas tienen alturas que esta´n distribuidas estoca´sticamente (ve´ase la fi-
gura 5.5). Es posible expresar el perfil de rugosidad de la intercara entre
dos la´minas consecutivas definiendo la siguiente funcio´n para la altura
de la intercara en cada punto respecto a su valor nominal
h(y) = η
∑
n
wn{θ(y − nζ) + θ[(n+ 1)ζ − y]− 1}. (5.24)
Aqu´ı h(y) representa la desviacio´n respecto a una superficie plana en la
posicio´n y, θ es la funcio´n theta de Heaviside, ζ es la anchura de las islas,
wn es la variable aleatoria asociada a la n-sima isla que controla la fluc-
tuacio´n de la altura en torno al valor medio, y η es la desviacio´n ma´xima
—en valor absoluto— suponiendo que las variables wn esta´n uniforme-
mente distribuidos entre −1 y 1. De aqu´ı en adelante nos referiremos a
η como grado de desorden lateral.
Para simular el desorden lateral, vamos a considerar dos tipos de
modelos. El primero de ellos es el que llamaremos desorden no correla-
cionado, para el cual las variables aleatorias wn toman valores desde −1 a
1 con distribucio´n uniforme, verifica´ndose el correlador 〈wnwm〉 = δnm/3.
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h(y)
Al
x
Ga1-xAs
GaAs
y
ζ
Figura 5.5. Islas y escalones modelando el desorden lateral (rugo-
sidad) en la intercara entre dos capas de distintos materiales semicon-
ductores.
Un correlador como este implica que la altura de la superficie en cada
punto es independiente del valor de la altura en cualquier otro punto del
resto de la intercara. Sin embargo, resultados experimentales y mode-
los teo´ricos de procesos de crecimiento por MBE [125] muestran que las
alturas de la superficie en puntos distantes esta´n fuertemente correlacio-
nadas [126]. Para modelizar esta situacio´n consideraremos un segundo
modelo de desorden lateral en el que las variables aleatorias wn siguen
una distribucio´n normal con valor medio cero y sera´n tales que satisfagan
el siguiente correlador exponencial 〈wnwm〉 = exp(−|n−m|/ξ)/3, donde
ξ es la longitud de correlacio´n del desorden. En lo que sigue todos los
resultados presentados han sido calculados a temperatura cero, salvo que
se indique otra cosa.
Pasando ya a los resultados obtenidos con nuestro modelo para los
distintos tipos de desorden lateral, comenzamos realizando algunas ca´lcu-
los nume´ricos para estudiar el efecto que sobre la conductancia tienen
distintos valores del grado de desorden η en el caso de desorden no corre-
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lacionado. La figura 5.6 muestra la conductancia calculada para distintos
valores de η. Aqu´ı ay = 10 nm, az = 0,3 nm, ζ = 20 nm, M = 50, y
N = 38. La anchura de las barreras es de 2,1 nm tanto para el emisor co-
mo para el colector, sus alturas son tambie´n ide´nticas e iguales a 0,3 eV,
y la anchura del pozo es de 4,8 nm. Las curvas se corresponden con el
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Figura 5.6. Conductancia en unidades de 2e2/h de una doble barre-
ra ordenada, comparada con la de una desordenada para dos valores
distintos del grado de desorden lateral η. Los resultados con desor-
den fueron obtenidos promediando sobre 100 realizaciones distintas
del desorden lateral. En el recuadro interior se puede apreciar el des-
plazamiento de la primera resonancia de conductancia hacia energ´ıas
menores a medida que crece el desorden lateral.
promedio calculado para un conjunto de curvas de conductancia calcula-
das sobre 100 realizaciones distintas del desorden lateral. Se estudiaron
tres valores distintos del grado de desorden, η = 0 (doble barrera perfec-
ta sin rugosidad en las intercaras), η = 0,3 nm (la mayor fluctuacio´n es
del orden de una monocapa) y η = 0,6 nm (la mayor fluctuacio´n es del
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orden de dos monocapas). Como resultado principal puede apreciarse en
la figura 5.6 que al aumentar el grado de desorden η se produce una dis-
minucio´n del valor de la conductancia a la energ´ıa de la resonancia de la
doble barrera. Tambie´n es posible observar como el ma´ximo de conduc-
tancia se ensancha ligeramente debido a las fluctuaciones en la energ´ıa
del nivel resonante que se producen en cada realizacio´n del desorden. Es
posible observar, adema´s, un efecto adicional: a medida que el grado de
desorden lateral aumenta, el ma´ximo de conductancia se desplaza hacia
menores energ´ıas. Este efecto sera´ importante para explicar ma´s adelante
las curvas de corriente-voltaje.
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Figura 5.7. Conductancia en unidades de 2e2/h de una doble ba-
rrera ordenada comparada con la de una desordenada para dos valores
distintos de la temperatura, T = 77 K y T = 300 K. Las curvas con
desorden se obtuvieron promediando sobre 100 realizaciones. η = 0,3
nm en el caso desordenado.
Con la finalidad de comprobar cua´l es el efecto de una temperatura
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finita (distinta de cero) sobre la conductancia, hemos calculado esta can-
tidad a dos valores distintos de la temperatura, T = 77 K y T = 300
K, usando para ello la fo´rmula de Engquist-Anderson [12]. La figura 5.7
muestra la conductancia en el caso de un sistema ordenado y de uno de-
sordenado en el que η = 0,3 nm. En ambos casos puede observarse como
la curva de conductancia se ensancha a medida que la temperatura se in-
crementa, a la vez que su valor ma´ximo disminuye. Se sigue observando
una disminucio´n en el valor de la conductancia como consecuencia de la
presencia del desorden lateral.
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Figura 5.8. Conductancia en unidades de 2e2/h en funcio´n del
taman˜o de las islas para ζ ∼ λe (l´ınea de puntos) y ζ < λe (l´ınea raya-
da). Las curvas fueron calculadas promediando sobre 50 realizaciones
del desorden.
Pasando ahora al efecto del taman˜o de las islas, ζ, hemos podido
observar que es inexistente salvo cuando dicho taman˜o es del orden de
la longitud de onda de de Broglie del electro´n, es decir, cuando ζ À λe
la conductancia no depende de ζ. Como uno esperar´ıa, cuando ζ ∼ λe
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el elctro´n comienza a ver el desorden y la conductancia se incrementa a
medida que ζ disminuye, como se observa en la figura 5.8. Para energ´ıas
en torno a 0,1 eV la transicio´n tiene lugar para taman˜os ζ ∼ 10 nm.
La figura 5.9 nos muestra la corriente en funcio´n del campo apli-
cado. Para realizar este ca´lculo escogimos los siguientes para´metros:
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Figura 5.9. Corriente electro´nica en unidades arbitrarias en fun-
cio´n del voltaje aplicado a lo largo de la direccio´n z para una doble
barrera ordenada y para otraa desordenada. La curva fue calculada
promediando sobre 50 realizaciones del desorden.
ay = 10 nm, az = 0,1 nm, ζ = 10 nm, M = 20 y N = 77. La anchu-
ra de las barreras es de 2,1 nm para ambas, al igual que su altura, que se
tomo´ como 0,25 eV. La anchura del pozo es 2,9 nm. Las curvas mostradas
en la figura 5.9 corresponden a un promedio sobre 50 realizaciones del
desorden lateral. El nivel de Fermi se fijo´ en 20meV, el voltaje ma´ximo
aplicado fue de 0,5V, y el grado de desorden lateral escogido fue η = 0,3 .
Sorprendentemente, se encontro que la corriente en el sistema desorde-
nado es mayor que aquella observada en el ordenado. Este resultado,
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contrario a la intuicio´n, puede explicarse recordando el desplazamiento
a energ´ıas ma´s bajas del pico de conductancia que hemos discutido an-
teriormente. Este desplazamiento puede entenderse suponiendo que la
rugosidad superficial hace que la anchura efectiva del pozo cua´ntico sea
mayor que su valor nominal. Esto implicar´ıa una resonancia de trans-
misio´n a una energ´ıa ma´s baja, de manera que el ma´ximo de corriente
se desplaza tambie´n hacia voltajes ma´s bajos. Sin embargo, un pozo de
mayor anchura efectiva implica tambie´n una corriente mayor, de mane-
ra que, desde un punto de vista estad´ıstico, la corriente para una doble
barrera desordenada sera´ mayor.
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Figura 5.10. Conductancia en unidades de 2e2/h de una doble
barrera desordenada en el caso en el que el desorden lateral es expo-
nencialmente correlacionado, en funcio´n de la longitud de correlacio´n,
para un energ´ıa Ec = 0,1025meV. Cada punto de la curva fue calcula-
do promediando sobre 50 realizaciones de desorden correlacionado con
un valor fijo de la longitud de correlacio´n ξ.
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Hasta ahora hemos considerado so´lo desorden lateral no correlaciona-
do en las heterouniones. Hemos calculado tambie´n la conductancia para
una doble barrera en la que la rugosidad en las intercaras esta´ exponen-
cialmente correlacionada tal y como describimos previamente. La figura
5.10 muestra la conductancia a una cierta energ´ıa, Ec = 0,1025 eV, pro´xi-
ma a la de la resonancia para el caso ordenado (a energ´ıas pro´ximas a la
de resonancia las fluctuaciones son de menor amplitud), cuando la lon-
gitud de correlacio´n var´ıa varios o´rdenes de magnitud. Los para´metros
f´ısicos son los mismos que se escogieron para la figura 5.6. El taman˜o
de las islas es de 20 nm, mientras que el grado de desorden lateral es
η = 0,3 nm. Para la obtencio´n de la curva se promedio´ sobre 50 realiza-
ciones del desorden lateral correlacionado. En la figura puede observarse
como la conductancia incrementa a medida que incrementa la longitud
de correlacio´n. Se observan claramente dos reg´ımenes asinto´ticos para
longitudes de correlacio´n pequen˜as y grandes respectivamente. El prime-
ro de estos l´ımites, ξ → 0 puede extrapolarse al caso ya estudiado en el
que el desorden lateral no es correlacionado. Un estudio ma´s detallado de
la figura 5.10 revela que este l´ımite no correlacionado describe correcta-
mente las propiedades de transporte del sistema siempre que la longitud
de correlacio´n no exceda los 10 nm. As´ı llegamos a la importante conclu-
sio´n de que aquellos modelos de transporte electro´nico en dobles barreras
desordenadas basados en la suposicio´n de que el desorden no es correla-
cionado proporcionan valores correctos para la conductancia incluso en
algunos casos en los que la longitud de correlacio´n es no nula (aunque no
excesivamente grande). No es necesario decir que los modelos de desor-
den no correlacionado son mucho ma´s convenientes desde un punto de
vista anal´ıtico que aquellos en los que el desorden es correlacionado. El
taman˜o de la zona de la figura 5.10 en la que las correlaciones no juegan
ningu´n papel esencial esta´ determinado por el taman˜o de las islas, ζ, co-
mo es de esperar. Esto es debido a que so´lo correlaciones en el desorden
cuya longitud de correlacio´n sea mayor que el taman˜o de las islas afectan
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al movimiento electro´nico. Para pequen˜os taman˜os de isla —comparados
con la longitud de correlacio´n— la conductancia aumenta a medida que
la longitud de correlacio´n crece. Esta tendencia se observa hasta taman˜os
del orden de los 100 nm que son del orden del taman˜o del sistema en la
direccio´n y, observa´ndose entonces la aparicio´n de un nuevo re´gimen. En
este re´gimen es posible calcular el valor l´ımite de la conductancia como un
promedio sobre distintas heteroestructuras de doble barrera ordenadas,
cada una de ellas con una anchura aleatoria distribuida normalmente.
5.3.2. Desorden composicional
El desorden composicional en heteroestructuras fabricadas a partir de
GaAs y AlxGa1−xAs es debido a la ausencia de uniformidad espacial en la
fraccio´n molar de aluminio durante el proceso de crecimiento epitaxial de
la heteroestructura. Nos proponemos simular el desorden composicional
definiendo una malla espacial bidimensional sobre la regio´n en la que
se encuentran las barreras de AlxGa1−xAs como mostramos en la figura
5.11. Hecho esto, asociaremos un valor xij para la fraccio´n molar de Al a
cada regio´n de la malla etiquetada con el par de ı´ndices {ij}. Este valor
fluctuara´ aleatoriamente en torno al valor nominal de la fraccio´n molar
de aluminio x¯, en la barrera. De esta manera podemos escribir
xij = x¯+ Ωwij (5.25)
donde Ω es la fluctuacio´n ma´xima de la fraccio´n molar de Al, y wij es
una variable aleatoria asociada al punto {ij} de la malla, que toma valo-
res entre −1 y 1. No´tese que la fraccio´n molar promediada sobre toda la
malla tiene un valor apro´ximadamente igual a x¯. Para poder estudiar el
efecto del desorden composicional sobre el transporte electro´nico y aislar
dicho efecto de aquellos debidos a la presencia de rugosidad en las inter-
caras, supondremos que dichas intercaras son perfectamente planas y que
las anchuras de las distintas la´minas semiconductoras son iguales a sus
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Figura 5.11. Esquema de la malla introducida en las barreras de
AlxGa1−xAs mostrando la distribucio´n de concentraciones de Al en
distintas posiciones.
respectivos valores nominales, es decir, despreciaremos cualquier fluctua-
cio´n en el valor de dichas espesores. En la figura 5.12 pueden observarse
resultados t´ıpicos para la conductancia en un sistema de doble barrera
con desorden composicional en el que los para´metros estructurales son
los mismos que en la figura 5.6. Las dimensiones de la regio´n en la que
asumimos que la fraccio´n molar de Al permanece constante se escogieron
como a = 10 nm y b = 1nm (ve´ase la figura 5.11). En los resultados puede
observarse como para fluctuaciones tan grandes como Ω = 0,14, esto es,
para fluctuaciones del orden de 0,1eV en la altura de la barrera, cuando
promediamos sobre 100 realizaciones, la conductancia pra´cticamente no
cambia (las variaciones son del orden del 3%). Este comportamiento es
consecuencia de que la densidad de probabilidad electro´nica dentro de
las barreras, all´ı donde consideramos el desorden composicional, es muy
pequen˜a. En otras palabras, incluso inhomogeneidades espaciales mode-
radamente elevadas dejan la conductancia pra´cticamente inalterada. Por
tanto, podemos concluir que los efectos del desorden composicional so-
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Figura 5.12. Conductancia en unidades de 2e2/h de una doble
barrera ordenada, comparada con la misma magnitud de una doble
barrera con desorden composicional para dos valores distintos de Ω.
En el recuadro interior se muestra aumentada la zona pro´xima a la
primera resonancia.
bre la conductancia pueden ser descartados frente a aquellos debidos al
desorden lateral.
5.4. Puntos cua´nticos autoensamblados
Recientes avances en nanotecnolog´ıa han hecho posible el crecimien-
to de superredes de puntos cua´nticos [127, 128] . A la vista de la ana-
log´ıa entre a´tomos y puntos cua´nticos, cabe esperar que cuando dichos
puntos cua´nticos sean colocados con una distribucio´n espacial perio´dica
formando una matriz, como en el caso de una superred, tenga lugar la
formacio´n de una minibanda de estados electro´nicos [132,133] a causa de
la superposicio´n de funciones de onda electro´nicas en puntos pro´ximos
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entre s´ı. Aunque esta analog´ıa no puede ser llevada muy lejos debido a
que los portadores en puntos cua´nticos se ven influenciados por la pre-
sencia de fonones, defectos, estados superficiales, etc., es claro que los
niveles de la minibanda dependeran sensiblemente de co´mo es la distri-
bucio´n de posiciones en una matriz de puntos cua´nticos. En este sentido
las matrices de puntos cua´nticos crecidas por MBE pueden tener dis-
tribuciones de posiciones totalmente aleatorias [129, 130], parcialmente
ordenadas [127, 128], o bien perfectamente perio´dicas [131]. A continua-
Figura 5.13. Imagen de microscop´ıa de fuerzas mostrando islas de
InAs (izquierda) e InGaAs (derecha) crecidas epitaxialmente sobre un
sustrato de GaAs. Las islas, con forma de pira´mide de unos 30-40 nm
de base y 4-8 nm de altura, dan lugar a puntos cua´nticos cuando son
cubiertas por una capa epitaxial de GaAs [151].
cio´n nos proponemos caracterizar la formacio´n de minibandas de estados
electro´nicos en superredes de puntos cua´nticos, mediante de las propie-
dades de transporte electro´nico en estos sistemas. Tambie´n observaremos
la destruccio´n de estas minibandas cuando desaparece la ordenacio´n pe-
rio´dica de los puntos en estas heteroestructuras. Para ello tendremos en
cuenta la destruccio´n del ordenamiento por la existencia de dos tipos de
desorden, que denominaremos configuracional y morfolo´gico.
5.4.1. Desorden configuracional y morfolo´gico
Consideraremos en lo que sigue una matriz de 4× 4 puntos cua´nticos
de GaAs en InxGa1−xAs (ve´ase la figura 5.14) distribuidos irregularmen-
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Figura 5.14. Vista esquema´tica de una matriz de puntos cua´nticos
mostrando desorden morfolo´gico y configuracional.
te en una red (desorden configuracional), y cuyas formas son ligeramente
distintas entre si (desorden morfolo´gico). Para simular ambos tipos de
desorden supondremos que los puntos se encuentran desplazados de su
posicio´n en una red regular en una cantidad vectorial aleatoria δr, y que
son de forma rectangular, variando el taman˜o en la direccio´n de creci-
miento en una cantidad δζ respecto al valor nominal. Para evitar la pro-
fusio´n de para´metros libres en el modelo, consideraremos que la energ´ıa
de confinamiento, dada por la discontinuidad entre las bandas de conduc-
cio´n de los semiconductores que componen la heteroestructura ∆Ec, es
la misma para todos los puntos. Esto no es una limitacio´n seria dado que
las inhomogeneidades espaciales en la discontinuidad entre las bandas de
conduccio´n, y las fluctuaciones de la forma de los puntos, conducen esen-
cialmente a los mismos resultados. En cualquier caso las modificaciones
necesarias para tener en cuenta distintas energ´ıas de confinamiento ∆Ec
son sencillas en nuestro esquema nume´rico.
Por una cuestio´n de claridad, separaremos en lo que sigue los efectos
de desorden configuracional y morfolo´gico. Como hemos anticipado, de-
sorden configuracional significa que cada punto cua´ntico desplaza su posi-
cio´n δr = (δy, δz), mientras que su taman˜o dy×dz y su forma permanecen
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Figura 5.15. Modelos de desorden configuracional y morfolo´gico. En
el primero de ellos el punto cua´ntico desplaza su posicio´n una cantidad
δr mientras que su taman˜o nominal dy × dz permanece inalterado. En
el segundo la posicio´n del centro del punto no cambia, mientras que
su taman˜o a lo largo del eje Z puede incrementarse o disminuirse en
una cantidad δζ.
constante (ve´ase la figura 5.15). Aqu´ı δy y δz son variables aleatorias no
correlacionadas con valor medio cero, y distribuidas uniformemente en los
intervalos [−Wy/2,Wy/2] y [−Wz/2,Wz/2] respectivamente. En cuanto
al desorden morfolo´gico, consideraremos que cada punto se alarga a lo
largo del eje Z una cantidad δζ, mientras que su centro permanece en su
posicio´n en la red regular (ve´ase la figura 5.15), siendo δζ una variable
aleatoria distribuida uniformemente con anchura Wζ .
5.4.2. Destruccio´n de la minibanda
Hemos realizado varios ca´lculos nume´ricos con el fin de estudiar el
efecto tanto del desorden configuracional como del morfolo´gico sobre la
conductancia de superredes de puntos cua´nticos fabricadas sobre GaAs
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en InxGa1−xAs. La discontinuidad entre las bandas de conduccio´n de
estos materiales, ∆Ec, se tomo´ como el 70% de la diferencia de sus in-
tervalos de energ´ıa prohibida ∆Eg, que en heteroestructuras tensionadas
de GaAs-InxGa1−xAs tiene el valor ∆Eg = 1,45x eV. En adelante to-
maremos x = 0,35 y, por tanto, ∆Ec = 0,35 eV. Puesto que estamos
principalmente interesados en los efectos del acoplo entre niveles a trave´s
del semiconductor de intervalo de energ´ıa prohibida ma´s ancho, en lugar
de en los niveles individuales confinados dentro de cada punto cua´ntico,
tomaremos como valor para la masa efectiva en toda la heteroestructura
el valor en GaAs,m∗ = 0,067m, dondem es la masa del electro´n libre. De
cualquier manera, como ya se menciono´ en el caso de la doble barrera de
GaAs-AlxGa1−xAs, nuestro modelo permite fa´cilmente ser generalizado
para poder incluir una masa efectiva distinta en el interior de los puntos
cua´nticos. Las dimensiones de cada punto se eligieron como dy = 8,0 nm
y dz = 1,6 nm, y la separacio´n entre los centros de los puntos en la matriz
ordenada como 14,0 nm y 6,8 nm en el eje Y y en el eje Z respectivamen-
te. El nu´mero de puntos en la malla usada para el ca´lculo nume´rico fue
M = 50 y N + 1 = 39.
Como resultado t´ıpico de nuestros ca´lculos, mostramos en la figura
5.16 la conductancia del sistema frente a la energ´ıa de Fermi, medida a
partir del borde de la banda de conduccio´n en InxGa1−xAs, en ausencia
de campo ele´ctrico aplicado. La l´ınea cont´ınua corresponde al resultado
obtenido para la matriz perio´dica (ordenada). El acoplo entre los puntos
cua´nticos de la matriz da lugar a un desdoblamiento de cada nivel reso-
nante asociado un estado ligado dentro de un punto cua´ntico, en tantos
niveles como puntos contiene la matriz. Podemos observar en la figura
5.16 la aparicio´n de dos minibandas por debajo de la energ´ıa de confina-
miento en ausencia de desorden, lo que esta´ de acuerdo con otros estudios
previos [132]. Cada banda esta´ caracterizada por cuatro ma´ximos de con-
ductancia, siendo cada uno de ellos la convolucio´n de otros cuatro que no
pueden ser resueltos excepto en el caso del que presenta menor energ´ıa en
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Figura 5.16. Conductancia en unidades de 2e2/h frente a la energ´ıa
de Fermi para una matriz ordenada de 4 × 4 puntos cua´nticos, en
ausencia de campo ele´ctrico aplicado. El recuadro interior muestra un
detalle del ma´ximo de conductancia de ma´s baja energ´ıa en la segunda
minibanda.
la minibanda ma´s alta (ve´ase el recuadro de la figura 5.16). Estos cuatro
picos se mezclan en uno u´nico ma´s ancho debido a la gran separacio´n
existente entre puntos cua´nticos a lo largo de la direccio´n Y . Esta sepa-
racio´n hace que el acoplamiento entre puntos cua´nticos vecinos en el eje
Y sea menor, es decir, |ty| < |tz|. De esta forma, el desdoblamiento de
niveles debido al acoplamiento entre puntos vecinos en el eje Y es menor.
El efecto de mezcla es mayor en la minibanda superior (ve´ase el recua-
dro de la figura 5.16) debido a una mayor superposicio´n de las funciones
envolventes, lo que a su vez se manifiesta en un ensanchamiento de los
cuatro picos principales.
El transporte a trave´s de la minibanda cambia tan pronto como con-
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sideramos cierto grado de desorden en la heteroestructura, como es de
esperar. El taman˜o medio y la separacio´n entre puntos cua´nticos, as´ı co-
mo las fluctuaciones en torno a sus valores medios, dependen fuertemente
de las condiciones de crecimiento (como, por ejemplo, la temperatura),
as´ı como de tratamientos te´rmicos posteriores [130]. Como muestra, la
0.20 0.25 0.30
E (eV)
0
1
2
3
4
5
G
(2e
2 /h
)
Wζ=0.4nm
Wζ=0.8nm
Figura 5.17. Conductancia en unidades de 2e2/h para una matriz
de 4 × 4 puntos cua´nticos con desorden morfolo´gico: Wζ = 0,4 nm
(l´ınea de trazos) y Wζ = 0,8 nm (l´ınea punteada). Estos resultados se
comparan con los obtenidos para la conductancia en el caso de una
matriz ordenada (l´ınea continua).
figura 5.17 presenta la conductancia para dos valores distintos del grado
de desorden en el caso de desorden morfolo´gico; Wζ = 0,4 nm en un
caso y Wζ = 0,8 nm en el otro. Por otro lado, la figura 5.18 muestra la
conductancia calculada para dos valores distintos del grado de desorden
en el caso de desorden configuracional; Wz = 2,0 nm es igual en los dos
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casos, mientras que Wy = 0 nm en un caso y Wy = 1,2 nm en el otro.
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Figura 5.18. Conductancia en unidades de 2e2/h para una matriz
de 4× 4 puntos cua´nticos con desorden configuracional: Wy = 2,0 nm
y Wz = 0 nm (l´ınea de trazos), y Wy = 2,0 nm y Wz = 1,2 nm (l´ınea
punteada). Estos resultados se comparan con los obtenidos para la
conductancia en el caso de una matriz ordenada (l´ınea continua).
Como principal resultado es importante sen˜alar que los estados
electro´nicos en la matriz desordenada se comportan como los corres-
pondientes a un material amorfo, en el sentido de que un incremento
en el desorden supone una fuerte disminucio´n en la conductancia, mien-
tras que los intervalos de energ´ıas permitidas se ensanchan debido a las
fluctuaciones de los niveles de energ´ıa de los puntos cua´nticos para cada
realizacio´n del desorden. Esta´ claro a la vista de la figura 5.17 que el
intervalo de energ´ıas prohibidas desaparece, en el caso de un grado de
desorden morfolo´gico muy elevado, a medida que el efecto tu´nel es me-
nos probable debido a una gran separacio´n entre los niveles de distintos
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puntos cua´nticos. Por otro lado, el efecto del desorden configuracional
sobre la estructura de bandas es menos profundo, en el sentido de que el
ensanchamiento es despreciable para valores realistas de los para´metros,
aunque se sigue observando una disminucio´n de la conductancia (ve´ase
la figura 5.18). Por otro lado, como es natural, se observa un ma´ximo de
conductancia para un valor de le energ´ıa igual a la del nivel individual
de un u´nico pozo.
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Figura 5.19. Conductancia en unidades de 2e2/h para una matriz
ordenada de 4 × 4 puntos cua´nticos en funcio´n del voltaje aplicado
(l´ınea cont´ınua), cuando el nivel de Fermi es EF = 0,27eV (panel
superior) y cuando el nivel de Fermi es EF = 0,17eV (panel inferior).
Se compara este resultado con el obtenido para matrices 4 × 4 con
desorden configuracional (Wy = 2,0 nm,Wz = 1,2 nm; l´ınea a puntos),
y morfolo´gico (Wζ = 0,8 nm; l´ınea a trazos).
En cuanto a los efectos de un campo ele´ctrico uniforme aplicado so-
bre la matriz de puntos cua´nticos en la direccio´n z, hemos calculado la
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conductancia para una energ´ıa de Fermi dada en funcio´n del voltaje apli-
cado V . Hemos considerado dos casos, EF = 0,17 eV y EF = 0,27 eV,
que se corresponden, aproximadamente, con el fondo de las dos prime-
ras minibandas. La razo´n de esta eleccio´n es observar el comportamiento
de la conductancia cuando la minibanda baja y cruza el nivel de Fermi
a medida que se incrementa el voltaje aplicado. Se considero´ una ca´ıda
uniforme de potencial a lo largo de la regio´n II (figura 5.1). La figura
5.19 muestra la conductancia frente al voltaje aplicado, tanto para una
superred de puntos cua´nticos ordenada, como para superredes con de-
sorden configuracional o morfolo´gico. Las matrices ordenadas muestran
tres regiones bien definidas de derivada dG/dV negativa debidas al efec-
to tu´nel resonante a trave´s de los puntos cua´nticos. Las tasas pico–valle
observadas empeoran en el momento en que el desorden es tenido en
consideracio´n en el ca´lculo.
5.5. Conclusiones
Los principales resultados expuestos en este cap´ıtulo se pueden resu-
mir en las siguientes conclusiones.
Hemos desarrollado una herramienta teo´rica para el estudio de pro-
blemas de transporte electro´nico en heteroestructuras semiconduc-
toras con algu´n tipo de desorden o imperfeccio´n, en los que las
aproximaciones anal´ıticas cla´sicas no resultan apropiadas para su
resolucio´n.
Esta nueva herramienta nos ha permitido estudiar el transpor-
te electro´nico en heteroestructuras de doble barrera de GaAs-
AlxGa1−xAs con desorden no intencional, as´ı como el transporte
en matrices bidimensionales (superredes) de puntos cua´nticos de
GaAs-InxGa1−xAs parcialmente ordenadas.
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En el caso de la doble barrera con desorden no intencional, hemos
considerado dos tipos de desorden, lateral y composicional, debidos
a la rugosidad en las intercaras y a la inhomogeneidad en la fraccio´n
de Al en las barreras, respectivamente.
Hemos mostrado que el principal efecto del desorden lateral es una
reduccio´n de la conductancia. Cuando introducimos correlaciones
en la rugosidad, la conductancia comienza aumentar: cuanto mayor
es la longitud de correlacio´n, mayor es la conductancia. Adema´s,
de los resultados con rugosidad correlacionada se ha inferido que
los modelos no correlacionados proporcionan valores correctos para
la conductancia en el supuesto de que la longitud de correlacio´n no
exceda un cierto valor cr´ıtico. En cuanto a la corriente ele´ctrica, he-
mos observado un comportamiento sorprendente: e´sta es mayor al
considerar el desorden lateral que en el caso ordenado. Hemos atri-
buido este efecto a un desplazamiento en energ´ıas de la resonancia
de transmisio´n en la doble barrera.
Respecto al desorden composicional, hemos llegado a la conclusio´n
de que pueden ignorarse, dado que sus efectos son mucho menores
sobre el transporte que los debidos al desorden lateral.
En el estudio de las matrices bidimensionales de puntos cua´nticos,
tambie´n consideramos dos tipos de desorden; morfolo´gico y con-
figuracional. El desorden morfolo´gico es debido esencialmente a la
dispersio´n en el taman˜o de los puntos, mientras que el configuracio-
nal aparece por la disposicio´n desordenada de los puntos respecto
a la configuracio´n ordenada en una red perio´dica bidimensional.
En las matrices de puntos cua´nticos se observo´ la formacio´n de una
minibanda de estados electro´nicos la cual es destruida con la in-
troducio´n del desorden que, a causa de la localizacio´n de Anderson
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en las funciones envolventes, reduce el valor de la conductancia y
ensancha la regio´n de energ´ıas permitidas.
Nuestros resultados sugieren que, de cara a la fabricacio´n y creci-
miento de matrices y superredes de puntos cua´nticos, resulta ma´s
interesante poner e´nfasis en el control estructural de los puntos en
si, que sobre la disposicio´n regular de estos en una red. Esto es
debido a que, como hemos visto, el efecto del desorden morfolo´gico
sobre las propiedades de transporte es mucho ma´s acusado que el
efecto del desorden configuracional.
Por u´ltimo, la curva de conductancia frente a voltaje presenta va-
rias regiones de dG/dV negativa, cuyas tasas pico valle decrecen
fuertemente al introducir el desorden.
Cap´ıtulo 5
CAP´ITULO 6
Localizacio´n en
heteroestructuras magne´ticas
6.1. Introduccio´n
Las ma´s recientes te´cnicas litogra´ficas han abierto el camino a la reali-
zacio´n de experimentos con campos ma´gneticos no homoge´neos en los que
el taman˜o de la regio´n en la que cambia el campo magne´tico es del orden
de los nano´metros [134]. La consecucio´n de este tipo de campos magne´ti-
cos ha sido posible a partir de la fabricacio´n de puntos magne´ticos, depo-
sicio´n de materiales superconductores sobre heteroestructuras convencio-
nales, o el crecimiento en patrones de ciertos materiales ferromagne´ticos.
El creciente intere´s en el estudio de gases de electrones bidimensiona-
les (2DEG en adelante) sometido a campos magne´ticos no homoge´neos
se debe principalmente a las especiales propiedades de transporte de las
heteroestructuras magne´ticas.
Podemos citar algunos ejemplos que muestran el intere´s del estu-
dio del transporte en heteroestructuras magne´ticas. En contraste con los
feno´menos de trasporte en re´gimen de efecto tu´nel a trave´s de heteroes-
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tructuras ele´ctricas, por ejemplo de tipo doble barrera, la probabilidad de
tu´nel en heteroestructuras magne´ticas depende no so´lo de la componente
del momento en la direccio´n normal a la barrera, sino tambie´n del mo-
mento en el plano de e´sta. Este hecho convierte el trasporte electro´nico
en re´gimen de efecto tu´nel, en un proceso inherentemente bidimensional
en el que las barreras de tipo magne´tico poseen propiedades de filtro en el
espacio de momentos [135]. El efecto de un campo magne´tico local sobre
la corriente tu´nel a trave´s de una barrera de potencial ancha considerado
en la referencia [136] se ha relacionado con esta propiedad de filtrado.
En esta misma referencia se ha mostrado que un campo magne´tico loca-
lizado estrictamente en el interior de la barrera de potencial conduce a
resonancias localizadas dentro de la barrera.
Por otro lado, un gran nu´mero de art´ıculos han tratado aspectos del
transporte en un gas electro´nico bidimensional (2DEG en adelante) en el
seno de un campo magne´tico de´bilmente modulado [134, 137, 138]. Otro
trabajo de intere´s en el a´rea de los campos magne´ticos espacialmente
oscilantes es la medida de la magnetoresistencia en el re´gimen de campos
pequen˜os observada en un 2DEG sometido a un campo magne´tico que
alterna de signo de forma perio´dica [139].
Adema´s de todo esto, el intere´s por el estudio del 2DEG en el seno
de un campo magne´tico alternante esta´ motivado por la relevancia de es-
te problema en la descripcio´n en te´rminos del fermio´n compuesto de un
nivel de Landau semi-lleno como ana´logo cla´sico del efecto Hall cua´ntico
fraccional [140, 141]: como es sabido, en el caso de un 2DEG modula-
do en densidad, que se supone que se encuentra en re´gimen de efecto
Hall cua´ntico fraccionario [142,143], el problema del transporte se reduce
al del movimiento en re´gimen bal´ıstico de fermiones compuestos en el
seno de un campo magne´tico perio´dico. Un tratamiento semicla´sico del
problema conduce a considerar estados conocidos como estados-serpiente
debido a la forma caracter´ıstica de las trayectorias en la analog´ıa cla´sica.
Mu¨ller, en la referencia [145], parece ser el primero en haber propuesto
Cap´ıtulo 6
6.1 Introduccio´n 143
un tratamiento mecano-cua´ntico de los estados-serpiente en un campo de
gradiente constante. En presencia de un campo magne´tico constante se
sabe que los electrones de un 2DEG idealmente no acotado se encuentran
localizados en o´rbitas ciclotro´nicas [146]. De esta forma, la conduccio´n
se hace cero en ausencia de dispersio´n por defectos o de l´ımites en las
muestras. Entre tanto, un campo magne´tico no uniforme puede dar como
resultado un estado extendido en forma de estado-serpiente. Un estu-
dio teo´rico detallado de los estados-serpiente puede encontrarse en [147],
mientras que la confirmacio´n experimental de su existencia y propaga-
cio´n a lo largo de l´ıneas de campo magne´tico cero obtenida a partir de
medidas del transporte se puede hallar en las referencias [134,139].
La inusuales propiedades cine´ticas y de tu´nel de las heteroestructuras
magne´ticas son consecuencia del reordenamiento del espectro energe´tico
debido a la presencia de un campo magne´tico no homoge´neo. Hasta el
momento, todos los trabajos teo´ricos dedicados al estudio del transpor-
te electro´nico en heteroestructuras magne´ticas han utilizado modelos de
una sola banda para describir el espectro energe´tico. Esta aproximacio´n
es va´lida para semiconductores como el GaAs dado que en este caso, para
campos magne´ticos como los empleados normalmente en los experimen-
tos, entre 0,1 y 1 T, el intervalo de energ´ıas prohibidas es mayor que
la energ´ıa de ciclotro´n. Esta situacio´n, sin embargo, cambia en el caso
de semiconductores con intervalo estrecho de energ´ıas prohibidas de tipo
III-V, IV-VI y II-VI en donde un modelo de una u´nica banda resulta
inadecuado para la descripcio´n de feno´menos de transporte electro´nico.
En este cap´ıtulo pretendemos estudiar estructuras magne´ticas en las
que un semiconductor homoge´neo de intervalo estrecho de energ´ıas prohi-
bidas es sometido a un campo magne´tico no homoge´neo [149]. Nuestra
intencio´n es proporcionar una descripcio´n clara de los efectos de un cam-
po magne´tico alternado sobre el espectro energe´tico de un semiconductor
de intervalo estrecho de energ´ıas prohibidas. En las estructuras magne´ti-
cas que consideraremos el campo magne´tico estara´ dirigido a lo largo del
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eje Z, siendo homoge´neo en la direccio´n del eje Y , y variando u´nicamen-
te en la direccio´n del eje X. Como primera aproximacio´n para el estudio
del campo magne´tico no homoge´neo, vamos a considerar una transicio´n
abrupta en forma de funcio´n escalo´n. La razo´n de esta aproximacio´n
es que, como ha sido mostrado en [135], con una eleccio´n adecuada de
los parametros experimentales, es posible hacer que la anchura de la re-
gio´n en la que se produce la variacio´n del campo magne´tico sea menor
que la longitud magne´tica caracter´ıstica lH , que para valores del campo
magne´tico de hasta 10 T no puede ser menor de 10 nm.
En este cap´ıtulo estudiaremos dos tipos de uniones magne´ticas. Por
un lado consideraremos las llamadas uniones magne´ticas invertidas en las
que B+B− < 0, donde B± ≡ Bz(x = ±∞). Por otro lado estudiaremos
las denominadas uniones magne´ticas normales, en las que B+B− > 0
(ve´ase la figura 6.1).
Figura 6.1. Dibujo esquema´tico que muestra una unio´n magne´tica
invertida y una unio´n magne´tica normal.
Cap´ıtulo 6
6.2 Modelo de dos bandas 145
6.2. Modelo de dos bandas
La forma ma´s sencilla de tratar teo´ricamente los semiconductores de
intervalo estrecho de energ´ıas prohibidas es mediante lo que se conoce co-
mo modelo de dos bandas [148] (ve´ase la seccio´n 2.1.3). La aproximacio´n
perturbativa a primer orden de la teor´ıa k · p nos conduce al siguiente
hamiltoniano de Dirac
H0 =
(
∆+ V −i~v (σ · k)
i~v (σ · k) −∆+ V
)
, (6.1)
siendo ∆ la semianchura del intervalo de energ´ıas prohibidas, ∆ = Eg/2,
V la llamada funcio´n de trabajo, que describe el desplazamiento del
centro del intervalo de energ´ıas prohibidas, k es el operador momento
k = −i∇, v es el elemento de matriz inter-banda del operador velocidad,
y σ = (σx, σy, σz) es el vector cuyas componentes son las matrices de
Pauli. En su forma ma´s simple el hamiltoniano de Dirac del modelo de
dos bandas trata los estados de los portadores en las bandas de valencia y
de conduccio´n, como dos estados de Kramers conjugados. De esta forma
el hamiltoniano en la ecuacio´n (6.1) tiene en consideracio´n las propie-
dades de esp´ın de las funciones de onda, que en este caso se denominan
espinores.
En lo que sigue vamos a prescindir del te´rmino que da cuenta de la
correccio´n Zeeman a la energ´ıa en presencia de un campo magne´tico.
As´ı, es posible incorporar un campo magne´tico esta´tico en H0 mediante
la siguiente transformacio´n de aforo
k→ k+ |e|
~c
A(r). (6.2)
Para un campo magne´tico B = (0, 0, Bz) el potencial vector A es, con
la eleccio´n de aforo de Landau, A(r) = (0, xBz, 0). Siguiendo la referen-
cia [150], podemos escribir las autofunciones del hamiltoniano (6.1) para
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el material masivo en la forma
Ψ±(r) = ei(kyy+χζζ)
(
c1Dp−1(±ξ)u+ c2Dp(±ξ)v
c3Dp−1(±ξ)u+ c4Dp(±ξ)v
)
, (6.3)
donde los vectores u y v se definen de la forma
u =
1
2
(
1 + ϕ
1− ϕ
)
, v =
1
2
(
1− ϕ
1 + ϕ
)
. (6.4)
Aqu´ı hemos definido la siguiente variable espacial adimensionalizada ξ =√
2(x0 + x)/lH , donde x0 = ϕkyl
2
H es el centro de las orbitas de Landau,
ϕ = sgn(Bz) = ±1 define la orientacio´n del campo magne´tico (ϕ = 1
corresponde a un vector de campo apuntando en la direccio´n del eje Z
positivo) y lH =
√
~c/|eBz| es la longitud magne´tica caracter´ıstica. Por
u´ltimo χζ = lHkz, y ζ = z/lH son la componente z del momento y
la coordenada espacial en el eje Z adimensionales, respectivamente. Las
funciones Dp(±ξ) son las funciones especiales parabo´licas cil´ındricas, que
constituyen dos soluciones independientes de la ecuacio´n diferencial del
oscilador armo´nico [144][
− d
2
dξ2
+
ξ2
4
]
Dp(ξ) =
(
p+
1
2
)
Dp(ξ), (6.5)
siendo la relacio´n de dispersio´n correspondiente al material masivo
χ2ζ + 2p =
[
lH
~v
]2 [
(E − V )2 −∆2] , (6.6)
donde P se determina a partir de las condiciones de contorno.
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Los coeficientes espinoriales de la ecuacio´n (6.3) vienen dados por

c1
c2
c3
c4
 =

(
1
± 1√
p
)
i~v
E − V +∆(k
±
p · σ)
 1± 1√
p

 , (6.7)
donde hemos definido k±p = 1/lH(±i(1− p)/
√
2,±1 + p/√2, ϕχζ).
Partiendo la ecuacio´n de tipo Schro¨dinger determinada por el hamil-
toniano (6.1) con la sustitucio´n (6.2), pretendemos buscar una solucio´n
que sea combinacio´n lineal de las autofunciones (6.3). En el caso de una
unio´n magne´tica con un cambio abrupto (en forma de funcio´n paso) del
campo magne´tico en x = 0, es necesario aplicar ciertas condiciones de
contorno al problema. Estas se reducen a exigir la continuidad de la fun-
cio´n de onda en la regio´n en la que el campo magne´tico cambia de forma
abrupta. Adema´s deberemos considerar que las dos soluciones Dp(±ξ)
presentan distintos comportamientos asinto´ticos cuando ξ(x) → ±∞.
Dado que las soluciones deben decaer a cero lejos de la discontinuidad
magne´tica, las funciones de onda so´lo pueden incluir autofunciones de la
forma Ψ+ para x > 0, mientras que so´lo autofunciones de la forma Ψ−
sera´n aceptables para x < 0.
6.3. Uniones magne´ticas invertidas
En el caso de la unio´n magne´tica invertida, consideraremos la situa-
cio´n en la que se verifica B+ = −B− = B (unio´n invertida sime´trica), de
manera que, tras un largo ca´lculo algebraico (ver ape´ndice A) llegamos
a la siguiente expresio´n para la relacio´n de dispersio´n
D2p(ξ0)− pD2p−1(ξ0) = 0, (6.8)
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donde ξ0 =
√
2kylH es la coordenada x adimensional del centro de las
orbitas de Landau. Esta ecuacio´n define, para cada energ´ıa, los valores
permitidos de la componente ky del momento electro´nico, que esta´n re-
lacionadas con la posicio´n de los centros de las o´rbitas de Landau. En la
-4 -2 0 2 4ξ0
0
1
2
3
4
5
p
Figura 6.2. Espectro de energ´ıa de la unio´n magne´tica invertida
sime´trica.
figura 6.2 se presenta la solucio´n nume´rica de la relacio´n de dispersio´n
de la ecuacio´n (6.8), representa´ndose los valores permitidos de p en fun-
cio´n de ξ0. Considerando la dependencia de E con p que aparece en la
ecuacio´n (6.6), parece claro que podemos entender esta figura como el
espectro energe´tico del sistema.
Vamos a particularizar nuestro estudio al caso de un campo magne´tico
semicla´sico, en el que la energ´ıa cine´tica de un electro´n puede escribirse
como E = 1/2m∗v2. Entonces la energ´ıa de Fermi es εF = 4~ωH siendo
ωH la frecuencia de ciclotro´n. En lo que sigue Utilizaremos para nuestros
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ca´lculos el siguiente valor para la energ´ıa de Fermi εF = ∆ = 0,1 eV. En el
caso de un 2DEG (esto es, cuando χζ = 0), la ecuacio´n (6.6) implica que
(E−V )/∆ = √p+ 1. En la figura se puede observar co´mo el espectro de
energ´ıa de la unio´n magne´tica invertida consiste en un conjunto de bandas
sucesivas, que son los remanentes de los niveles de Landau, mostrando
una rotura de la simetr´ıa de inversio´n temporal [145]. El espectro de
energ´ıa que mostramos en la figura 6.2 tiene una analog´ıa directa con
el obtenido en el caso del modelo de una sola banda [147] y puede ser
interpretado de la misma forma. En el caso de un 2DEG sometido a
un campo magne´tico en forma de funcio´n paso el problema de una sola
banda se reduce a resolver la ecuacio´n de Schro¨dinger unidimensional[
1
2m∗
d2
dx2
− Vky(x) + E
]
ψ(x) = 0
con el potencial efectivo
Vky(x) =
{
ky − x
[
1−
(
1− B+
B−
)
θ(x)
]}2
,
que depende de ky. En esta u´ltima expresio´n θ(x) es la funcio´n theta de
Heaviside. Podemos analizar el espectro de energ´ıa de la unio´n magne´tica
invertida en te´rminos del potencial efectivo Vky . Para ky ¿ 0 el potencial
tiene la forma de dos pozos parabo´licos desacoplados. Para cada uno
de ellos se obtienen como solucio´n los niveles de Landau (n + 1/2)~ωH ;
estos niveles de Landau son doblemente degenerados debido a que los
estados son iguales en los dos pozos desacoplados, y su velocidad es vy =
(∂En,ky/∂ky)(1/~) = 0 a lo largo del eje y. A medida que aumentamos
ky los dos pozos parabo´licos comienzan a acoplarse. Como resultado la
funcio´n de onda comienza a localizarse cerca de la regio´n en la que el
campo magne´tico var´ıa. Estos estados localizados se caracterizan por
una velocidad vy distinta de cero que aumenta con el momento ky, y por
tener orbitas que penetran alternativamente en las regiones con campos
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B+ y B− (estados-serpiente).
Como ya anticipamos, no estamos teniendo en consideracio´n el efecto
Zeeman en nuestros ca´lculos. As´ı, cada nivel de Landau se encuentra
doblemente degenerado y es descrito mediante dos funciones de onda.
El mo´dulo cuadrado de una de las funciones de onda normalizadas a
ambos lados de la regio´n donde tiene lugar de discontinuidad del campo
se escribe como sigue
|Ψ±|2 = 1√
2lHI
{
1/pD2p(±ξ) +D2p−1(±ξ)
∓ ∆
E − V [D
2
p−1(±ξ)− 1/pD2p(±ξ)]
}
. (6.9)
donde Ψ+ = Ψ(x > 0),Ψ− = Ψ(x < 0), ±ξ = (√2/lH)(x0 ± x), y
I =
∫ ∞
ξ0
[
D2p−1(y) +D
2
p(y)
]
dy.
La expresio´n anal´ıtica para la funcio´n de densidad de probabilidad del
estado de esp´ın conjugado de e´ste, Ψ˜, se escribe igual que (6.9) pero con
un cambio de signo en el segundo te´rmino de esta ecuacio´n.
En la figura 6.3 mostramos las funciones de densidad de probabilidad
para los cuatro primeros cuasi-niveles de Landau en ξ0 = −2, 0, 2. En
ella las funciones de densidad de probabilidad de los distintos niveles han
sido desplazadas hacia arriba unas respecto a las otras, correspondiendo
la inferior al estado de menor energ´ıa empezando por la de menor energ´ıa
(la inferior). En la figura puede observarse como el valor de ξ0 determina
no so´lo la posicio´n de los centros de las o´rbitas ciclotro´nicas sino tambie´n
la extensio´n de los cuasi-niveles de Landau. Cuanto mayor es el valor
de ξ0 ma´s localizada se encuentra la funcio´n de onda. Como se observa
en la figura 6.3(a), en ξ0 = −2, cuando los electrones experimentan un
potencial de doble pozo efectivo, la funcio´n de onda para los estados
excitados es asime´trica. Sin embargo, cuando ξ0 = 0 y ξ0 = 2 (figuras
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6.3(b) y 6.3(c) respectivamente) los electrones experimentan un potencial
efectivo acoplado sime´trico, de manera que la funcio´n de onda se hace
sime´trica.
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Figura 6.3. Funciones de onda de la unio´n magne´tica sime´trica
invertida para los cuatro niveles de Landau de menor energ´ıa en los
puntos (a) ξ0 = −2, (b) ξ0 = 0, y (c) ξ0 = 2.
6.4. Uniones magne´ticas normales
En el caso de la unio´n magne´tica normal, el campo magne´tico sim-
plemente cambia en valor absoluto en la regio´n de transicio´n que, al
igual que en el caso de la unio´n magne´tica invertida, supondremos que es
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Figura 6.4. Espectro de energ´ıas de la unio´n magne´tica normal
para (a) β = 0,5 y (b) β = 0,9.
abrupta. En este caso obtenemos la siguiente relacio´n de dispersio´n (ver
ape´ndice A)
l−HDq−1(−ξ−0 )Dp(ξ+0 ) + l+HDq(−ξ−0 )Dp−1(ξ+0 ) = 0. (6.10)
Aqu´ı l+H y l
−
H son los valores de la longitud magne´tica para x > 0 y
x < 0, respectivamente,
√
q/p = l+H/l
−
H , y ξ
±
0 =
√
2kyl
±
H son de nuevo
las coordenadas x adimensionales de los centros de las o´rbitas de Landau
a cada lado de la unio´n normal. En la figura 6.4 mostramos la solucio´n
nume´rica a la ecuacio´n (6.10). Los ca´lculos se realizaron para dos valores
distintos del para´metro β = l+H/l
−
H , β = 0,5 y β = 0,9. El espectro
energe´tico es ahora cualitativamente distinto al obtenido para la unio´n
magne´tica invertida. En primer lugar, puede apreciarse que los estados
dejan de ser degenerados para ky ¿ 0 (aunque siguen siendo doblemente
degenerados en lo referente al esp´ın). En segundo lugar, para ky À 0
los niveles de energ´ıa se aproximan a los valores de Landau en el caso
de un campo magne´tico uniforme. Por u´ltimo, la velocidad electro´nica
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Figura 6.5. Funcio´n de onda de la unio´n magne´tica normal para
β = 0,5 en los puntos (a) ξ0 = 0 y (b) ξ0 = 2.
a lo largo del eje Y o, lo que es lo mismo, la pendiente de las curvas
de dispersio´n, depende del valor de β. Cuanto mayor es β, menor es la
velocidad electro´nica. Cuando β → 1 la velocidad electro´nica se anula y,
en consecuencia, los estados-serpiente desaparecen.
De nuevo es posible analizar el espectro en te´rminos del potencial
efectivo. La velocidad de las o´rbitas electro´nicas se reduce y tiende a
cero tanto en el caso ky ¿ 0 como en el caso en que ky À 0 en todos los
cuasi-niveles de Landau. La figura 6.5 muestra la funcio´n de densidad de
probabilidad para dos estados con ξ0 = 2 (a) y ξ0 = 0 (b) en el caso en
que β = 0,6. Podemos observar el resultado esperado pues en ambos casos
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los electrones se encuentran en estados localizados cerca de la regio´n de
discontinuidad del campo magne´tico, estando ma´s localizados en ξ0 = 0
que en ξ0 = 2.
6.5. Esp´ın
Podemos encontrar a partir del modelo de dos bandas que hemos
utilizado, en el que las propiedades de esp´ın esta´n directamente caracte-
rizadas por los autoestados, el valor medio del vector de esp´ın a partir
de la siguiente expresio´n
〈S(x)〉 = 〈Ψ|Σ|Ψ〉, (6.11)
donde Σ es el operador de esp´ın. Tras el ca´lculo llegamos a la conclusio´n
de que el valor medio de ninguna de las tres componentes del vector de
esp´ın para cada valor de ky se anula, ni siquiera en el caso de la unio´n
magne´tica invertida sime´trica. Por supuesto, la direccio´n de estos vectores
para cada uno de los dos estados esp´ın conjugados es opuesta a la del
otro. En el caso de un 2DEG (es decir, cuando χζ = 0) en una unio´n
magne´tica invertida, se obtiene
〈S(x)〉 = (0, 0, Sz(ξ))
donde
S±z (ξ) =
1√
2lHI
{
∓ (1/pD2p(±ξ)−D2p−1(±ξ)
− ∆
E − V [D
2
p−1(±ξ) + 1/pD2p(±ξ)]
}
.
Tras integrar a lo largo del eje x tenemos que
〈Sz〉 = − ∆
E − V . (6.12)
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De esta expresio´n se sigue que, a pesar de que en la unio´n magne´tica
invertida el nu´mero de electrones con esp´ınes opuestos es el mismo, el
esp´ın de cada uno de los estados de esp´ın conjugados promediado a lo
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Figura 6.6. Valor medio del esp´ın de la unio´n magne´tica invertida
en funcio´n de x en los puntos (a) ξ0 y (b) ξ0 = 2.
largo del eje X resulta tener una componente distinta de cero. Es ma´s, el
valor absoluto de esta componente depende del valor de ξ0. En la figura
6.6 mostramos la componente z del esp´ın en funcio´n de x en una unio´n
magne´tica invertida para ξ0 = 0 y ξ0 = 2. Como se puede observar en
esta figura el esp´ın de los estados electro´nicos localizados (los estados-
sepiente) es una funcio´n de la posicio´n localizada cerca de la regio´n en
la que el campo magne´tico cambia de forma abrupta. Obviamente, el
otro estado de esp´ın conjugado Ψ˜ tiene direccio´n opuesta, de manera
que la suma total del esp´ın es cero. En la figura 6.7 aparece el valor
promediado a lo largo del eje x de la componente z del esp´ın en funcio´n
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Figura 6.7. Esp´ın promediado a lo largo del eje x de la unio´n
magne´tica invertida en funcio´n de ξ0 para Ψ (curva inferior) y Ψ˜ (curva
superior).
de ξ0 para los dos estados de esp´ın conjugados correspondiente al primer
cuasi-nivel de Landau. Es importante sen˜alar que el esp´ın promedio en
el caso de estados deslocalizados (es decir, cuando ky ¿ 0) tiende a ±1
para los dos estados degenerados y decrece lentamente hasta casi anularse
para los estados localizados (con ky À 0). Cuando se incluye el te´rmino
Zeeman la degeneracio´n de esp´ın desaparece. Como resultado, cada cuasi-
nivel de Landau de la unio´n magne´tica estara´ caracterizado por un valor
no nulo del valor medio del esp´ın, estando este localizado cerca de la
discontinuidad en el campo en el caso de los estados-serpiente.
6.6. Conclusiones
A continuacio´n resumimos los principales resultados presentados en
este cap´ıtulo.
Cap´ıtulo 6
6.6 Conclusiones 157
En este cap´ıtulo hemos estudiado el espectro de energ´ıa de unio-
nes magne´ticas basadas en semiconductores de intervalo estrecho
de energ´ıas prohibidas. Para ello hemos usado un modelo de dos
bandas basado en un hamiltoniano de Dirac.
Hemos mostrado como los niveles de Landau, en el caso de las
uniones mage´ticas, son sustituidos por bandas de cuasi-niveles de
Landau degenerados. Adema´s hemos interpretado el espectro de
energ´ıas de las uniones magne´ticas en te´rminos de la forma de un
potencial efectivo en un modelo de una banda.
En la unio´n magne´tica invertida sime´trica las velocidades electro´ni-
cas crecen con el momento ky en la direccio´n en la que cambia el
valor del campo, implicando esto un incremento de la conducti-
vidad en esta direccio´n. Mientras, en la unio´n magne´tica normal,
la velocidad depende del cociente l+H/l
−
H , siendo cero en los l´ımites
ky → ±∞.
El valor medio del vector de esp´ın para los cuasi-niveles de Landau
es distinto de cero. La componente z de este vector es una funcio´n
de x localizada en la regio´n en la que el campo cambia de valor. De
esta forma podemos considerar los estados serpiente, para los que
ky ¿ 0, como sistemas de esp´ın cuasi-unidimensionales.
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CAP´ITULO 7
Conclusiones
En este u´ltimo cap´ıtulo vamos a resaltar los principales resultados
encontrados a lo largo de este trabajo, su relevancia en el contexto de la
F´ısica de los Semiconductores y su proyeccio´n de futuro.
A lo largo del primer cap´ıtulo hemos estudiado el transporte electro´ni-
co en un nuevo tipo de heteroestructura con modulacio´n de composicio´n,
las denominadas superredes gausianas (SRGs), fabricadas a partir de
GaAs-AlxGa1−xAs, en las que la fraccio´n de Al en las barreras es una
funcio´n gaussiana de la posicio´n. La principal conclusio´n de este cap´ıtulo
ha sido que estas SRs constituyen una interesante opcio´n en el disen˜o del
filtros electro´nicos de pasa banda en energ´ıas, con aplicaciones, por ejem-
plo, en la construccio´n de la´seres de cascada. Desde un punto de vista del
transporte electro´nico hemos comprobado co´mo las SRGs presentan una
banda plana de conduccio´n donde las SRs normales presentan un com-
portamiento oscilatorio. Nuestros ca´lculos adema´s han mostrado co´mo
esta interesante propiedad es robusta frente a la aparicio´n de desorden
en forma de rugosidad en las intercaras de los distintos semiconductores
que forman la heteroestructura. Para verificar si nuestras predicciones
teo´ricas eran acertadas en lo referente a las SRGs, los grupos del Dr.
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R. Hey del Paul Drude Institut fu¨r Festko¨rperelektronik (Berl´ın) y del
Dr. Vittorio Bellani del Dipartimento di Fisica ’A. Volta’ (Universita´ di
Pavia) se encargaron de crecer y caracterizar o´pticamente, respectiva-
mente, varias SRs como las estudiadas teo´ricamente en este trabajo. Los
resultados han sido o´ptimos, en el sentido de que hemos sido capaces de
reproducir mediante un ca´lculo de estructura electro´nica, en el que se
han tenido en cuenta efectos no lineales de interaccio´n electro´n-electro´n,
la posicio´n del ma´ximo de PL observado en los experimentos. En esta
l´ınea, esperamos en el futuro disponer de datos experimentales de medi-
das de transporte vertical en las muestras de SRGs para poder cotejar
con nuestros resultados teo´ricos.
Tambie´n hemos tratado en este trabajo el caso de las SRs tipo delta,
con envolvente de tipo gausiano. Aparte del posible intere´s pra´ctico del
problema, el planteamiento de e´ste nos ha servido para desarrollar una
te´cnica de renormalizacio´n de utilidad, por ejemplo, en el estudio de la
transicio´n localizado-deslocalizado en sistemas aperio´dicos como los des-
critos por la ecuacio´n de Harper. Finalmente, y desde un punto de vista
algo ma´s especulativo, hemos estudiado un modelo simple de transicio´n
metal-aislante que podr´ıa resultar u´til para explicar los resultados con-
tradictorios encontrados recientemente en experimentos de efecto Hall
cua´ntico, que han mostrado discrepancias con la teor´ıa convencional de
escala. En este contexto, medidas de conductancia en SRGs pueden re-
sultar de utilidad para verificar experimentalmente el modelo que hemos
propuesto.
En el segundo cap´ıtulo nos hemos centrado en el estudio del desor-
den correlacionado en SRs con desorden intecionado. Es bien sabido que
estos sistemas, debido a la existencia de correlaciones en el desorden, pre-
sentan estados deslocalizados. El principal resultado del cap´ıtulo ha sido
la aplicacio´n de una nueva te´cnica anal´ıtica al estudio de estados deslo-
calizados. Esta te´cnica es introducida y desarrollada en el caso de una
aleacio´n binaria y nos permite calcular la longitud de localizacio´n en un
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entorno de la energ´ıa del estado extendido que aparece como consecuen-
cia de las correlaciones en las energ´ıas de sitio que describen la aleacio´n.
Por otro lado, hemos estudiado tambie´n mediante esta te´cnica la existen-
cia de estados extendidos en SRs semiconductoras de GaAs-AlxGa1−xAs
con desorden de tipo binario. As´ı, hemos obtenido expresiones anal´ıticas
para la posicio´n de las distintas resonancias de transmisio´n que aparecen
en dos modelos distintos de desorden correlacionado. Un estudio nume´ri-
co de dichas resonancias nos ha permitido concluir que e´stas aparecen a
energ´ıas que se corresponden con estados extendidos del sistema. Por u´lti-
mo hemos estudiado la aparicio´n de estados extendidos en SRs dime´ricas
en las que las correlaciones de tipo dime´rico aparecen en la altura de las
barreras. Una interesante propiedad de estas SRs es que, como hemos de-
mostrado, presentan dos tipos de estados extendidos. El origen de estos
dos tipos de estado se encuentra en las correlaciones de tipo dime´rico en
uno de los casos, y en la propia naturaleza binaria de la SR en el otro.
En el tercer cap´ıtulo hemos tratado el problema del transporte
electro´nico en heteroestructuras de semiconductores en las que una cierta
cantidad de desorden no intencional esta´ presente. El desorden no inten-
cional aparece de diversas maneras, como en forma de rugosidad en la
intercara de distintos materiales, como fluctuaciones en la fraccio´n molar
en uno de los componentes del material, etc. Para poder tratar este de-
sorden, hemos resuelto la ecuacio´n de Schro¨dinger bidimensional median-
te un me´todo de matriz de transferencia discreta. Hemos aplicado esta
te´cnica al estudio del transporte en heteroestructuras semiconductoras
de doble barrera, as´ı como a SRs de puntos cua´nticos autoensamblados.
En el caso de la doble barrera hemos considerado desorden lateral (tanto
correlacionado como no correlacionado), as´ı como desorden composicio-
nal. De nuestros resultados se desprende que es mucho ma´s acusado el
efecto sobre el transporte del desorden lateral que el debido al desorden
composicional. Por otro lado, al estudiar el desorden lateral correlacio-
nado, hemos llegado a la interesante conclusio´n de que existen distintos
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reg´ımenes de transporte en funcio´n de la longitud de correlacio´n del de-
sorden lateral. En particular hemos mostrado co´mo incluso en sistemas
en los que las correlaciones son pequen˜as, aunque no nulas (del orden del
taman˜o caracter´ıstico de la rugosidad en las intercaras), podemos ignorar
dichas correlaciones obteniendo resultados muy precisos. Esto explicar´ıa
por que´ muchos modelos teo´ricos en los que se admite la ausencia de
correlaciones en la rugosidad han tenido e´xito, a pesar de que las co-
rrelaciones esta´n presentes en los sistemas f´ısicos reales. En cuanto a
las SRs de puntos cua´nticos, hemos tenido en cuenta dos tipos de desor-
den que hemos llamado desorden configuracional y desorden morfolo´gico.
Nuestra conclusio´n principal en lo que se refiere al transporte en SRs de
puntos cua´nticos es que el efecto del desorden configuracional sobre el
transporte electro´nico es mucho menor que el del desorden morfolo´gico.
Este resultado es de intere´s, dado que proporciona una gu´ıa a la hora
de construir este tipo de sistemas: se requiere un mayor control sobre la
forma y taman˜o de los puntos que sobre su disposicio´n ordenada en la
red. La te´cnica nume´rica que hemos utilizado a lo largo de este cap´ıtu-
lo es bastante general. Esto hace que pueda ser empleada en el estudio
de muy diversos sistemas f´ısicos. En particular esperamos continuar el
trabajo realizado en esta tesis estudiando sistemas de gran intere´s como
los nanotubos o las mole´culas artificiales de puntos cua´nticos. Adema´s
esperamos incluir en nuestro estudio las interacciones a muchos cuerpos
(interaccio´n electro´n-electro´n), as´ı como estudiar el transporte en pre-
sencia de campos magne´ticos y campos de radiacio´n dependientes del
tiempo.
La localizacio´n electro´nica en uniones magne´ticas de semiconducto-
res de intervalo estrecho de energ´ıas prohibidas ha sido el tema central
del cap´ıtulo cuarto. Aqu´ı hemos visto co´mo en esta clase sistemas no
son va´lidos los modelos ma´s simples de una banda, de manera que he-
mos recurrido a modelos que incorporan el acoplamiento entre banda de
conduccio´n y de valencia. El principal resultado alcanzado ha sido la ob-
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tencio´n de las relaciones de dispersio´n para uniones magne´ticas normales
e invertidas. Hemos observado co´mo en el caso de las uniones magne´ticas
los niveles de Landau son sustituidos por bandas de estados cuasidege-
nerados, y hemos llegado a la conclusio´n de que la conductancia en estos
sistemas depende de forma no trivial del momento electro´nico en la direc-
cio´n normal al plano formado por la direccio´n del campo, y la direccio´n
en la que e´ste presenta una discontinuidad. Finalmente hemos investiga-
do las propiedades de esp´ın de estos sistemas, llegando a la interesante
conclusio´n de que la componente z del esp´ın en una unio´n magne´tica
invertida es una funcio´n distinta de cero en una regio´n localizada en la
direccio´n en la que el campo presenta la discontinuidad. Esto implica que
las uniones magne´ticas invertidas pueden considerarse como sistemas de
esp´ın cuasi-unidimensionales. Sin duda estos resultados son relevantes
en el disen˜o de nuevos dispositivos en el marco de una ciencia de muy
reciente aparicio´n: la espintro´nica.
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APE´NDICE A
Relaciones de dispersio´n en
uniones magne´ticas
En este ape´ndice pretendemos explicar con algu´n detalle el ca´lculo
de las relaciones de dispersio´n, tanto para la unio´n magne´tica invertida,
como para la unio´n magne´tica normal, que han sido investigadas en el
cap´ıtulo 6.
A.1. Unio´n magne´tica invertida
A cada uno de los lados de la unio´n magne´tica es posible escribir las
dos soluciones independientes como sigue [150]
Ψ1 = e
i(kyy+χζζ)

Dp−1(ξ)
Dp−1(ξ)
i~v
E−V+∆
[
χζDp−1(ξ)− i
√
2Dp(ξ)
]
i~v
E−V+∆
[
χζDp−1(ξ) + i
√
2Dp(ξ)
]
 , (A.1)
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Ψ2 = e
i(kyy+χζζ)

Dp(ξ)
−Dp(ξ)
i~v
E−V+∆
[−χζDp(ξ) + i√2Dp−1(ξ)]
i~v
E−V+∆
[
χζDp(ξ) + i
√
2Dp−1(ξ)
]
 , (A.2)
para ξ →∞, mientras que para ξ → −∞ las soluciones pueden escribirse
de la siguiente forma
Ψ1 = e
i(kyy+χζζ)

Dp−1(−ξ)
−Dp−1(−ξ)
i~v
E−V+∆
[−χζDp−1(−ξ) + i√2Dp(−ξ)]
i~v
E−V+∆
[
χζDp−1(−ξ) + i
√
2Dp(−ξ)
]
 , (A.3)
Ψ2 = e
i(kyy+χζζ)

Dp(−ξ)
Dp(−ξ)
i~v
E−V+∆
[
χζDp(−ξ)− i
√
2Dp−1(−ξ)
]
i~v
E−V+∆
[
χζDp(−ξ) + i
√
2Dp−1(−ξ)
]
 , (A.4)
Dado que Ψ1 y Ψ2, as´ı como Ψ1 y Ψ2 son soluciones independientes a un
lado y otro de la unio´n, una solucio´n general a cada uno de estos lados
se escribira´ como una combinacio´n lineal de estas soluciones, es decir
Ψ+ = A ·Ψ1 +B ·Ψ2, (A.5)
a un lado de la unio´n, y
Ψ− = A ·Ψ1 +B ·Ψ2, (A.6)
al otro. Si ahora imponemos la condicio´n de que las soluciones Ψ+ y
Ψ− sean iguales en la unio´n, es decir, en la regio´n en la que el campo
magne´tico presenta su discontinuidad, y suponemos que esta tiene lugar
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en x = 0, entonces
A ·Ψ1(ξ0) +B ·Ψ2(ξ0) = A ·Ψ1(ξ0) + A ·Ψ1(ξ0), (A.7)
en donde ξ0 =
√
2x0/lH . Definimos ahora el siguiente vector
w =

A
B
A
B
 , (A.8)
y a continuacio´n la matriz M, cuyos elementos vienen dados por
M11 = Dp−1(ξ0),
M12 = Dp(ξ0),
M13 = −Dp−1(ξ0),
M14 = −Dp(ξ0),
M21 = Dp−1(ξ0),
M22 = −Dp(ξ0),
M23 = Dp−1(ξ0),
M24 = −Dp(ξ0),
M31 = Ω
[
χζDp−1(ξ0)− i
√
2Dp(ξ0)
]
,
M32 = Ω
[
− χζDp(ξ0) + i
√
2pDp−1(ξ0)
]
,
M33 = Ω
[
χζDp−1(ξ0)− i
√
2Dp(ξ0)
]
,
M34 = Ω
[
− χζDp(ξ0) + i
√
2pDp−1(ξ0)
]
,
M41 = Ω
[
χζDp−1(ξ0) + i
√
2Dp(ξ0)
]
,
M42 = Ω
[
χζDp(ξ0) + i
√
2pDp−1(ξ0)
]
,
M43 = Ω
[
− χζDp−1(ξ0)− i
√
2Dp(ξ0)
]
,
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M44 = Ω
[
− χζDp(ξ0)− i
√
2pDp−1(ξ0)
]
, (A.9)
siendo
Ω =
i~v
E − V +∆ . (A.10)
Con estas definiciones, podemos reescribir la ecuacio´n (A.7) como sigue
M ·w = 0 (A.11)
de manera que so´lo existe solucio´n w 6= 0 si se cumple que det(M) = 0.
Esta u´ltima condicio´n nos conduce directamente a la relacio´n de disper-
sio´n para la unio´n magne´tica invertida
D2p(ξ0)− pD2p−1(ξ0) = 0. (A.12)
A.2. Unio´n magne´tica normal
En este caso las soluciones a cada lado de la unio´n pueden escribirse
de la siguiente manera
Ψ1 = e
iθ+

Dp−1(ξ+)
Dp−1(ξ+)
K+
[
χ+Dp−1(ξ+)− i
√
2Dp(ξ
+)
]
K+
[
χ+Dp−1(ξ+) + i
√
2Dp(ξ
+)
]
 , (A.13)
Ψ2 = e
iθ+

Dp(ξ
+)
−Dp(ξ+)
K+
[−χ+Dp(ξ+) + i√2pDp−1(ξ+)]
K+
[
χ+Dp(ξ
+) + i
√
2pDp−1(ξ+)
]
 , (A.14)
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para ξ →∞, mientras que para ξ → −∞ las soluciones pueden escribirse
de la siguiente forma
Ψ1 = e
iθ−

Dq−1(−ξ−)
Dq−1(−ξ−)
K−
[
χ−Dq−1(−ξ−) + i
√
2Dq(−ξ−)
]
K−
[
χ−Dq−1(−ξ−)− i
√
2Dq(−ξ−)
]
 , (A.15)
Ψ2 = e
iθ−

Dq(−ξ−)
−Dq(−ξ−)
K−
[−χ−Dq(−ξ−)− i√2qDq−1(−ξ−)]
K−
[
χ−Dq(−ξ−)− i
√
2qDq−1(−ξ−)
]
 . (A.16)
Aqu´ı, θ±, K±, y χ± son constantes que dependera´n del valor del campo
magne´tico y por tanto del valor de l±H a un lado u otro (±) de la unio´n.
En concreto K± ∝ 1/l±H mientras que χ± ∝ l±H , de manera que podemos
definir K ≡ K±χ±. K sera´ independiente del lado de la unio´n en que nos
encontremos siempre que
√
q/p = l+H/l
−
H . Adema´s definiremos J
+ ≡ 1/l+H
y J− ≡ 1/l−H .
Construiremos en este caso una solucio´n general al igual que como lo
hicimos para la unio´n magne´tica invertida, es decir, a partir de combina-
ciones lineales de las soluciones independientes a cada uno de los lados
de la unio´n. La matriz M que aparece en (A.11) tiene los siguientes
elementos en el caso de la unio´n magne´tica normal
M11 = e
iθ+Dp−1(ξ+0 ),
M12 = e
iθ+Dp(ξ
+
0 ),
M13 = −eiθ−Dq−1(−ξ−0 ),
M14 = −eiθ−Dq(−ξ−0 ),
M21 = e
iθ+Dp−1(ξ+0 ),
M22 = −eiθ+Dp(ξ+0 ),
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M23 = −eiθ−Dq−1(−ξ−0 ),
M24 = e
iθ−Dq(−ξ−0 ),
M31 = e
iθ+
[
KDp−1(ξ+0 )− i
√
2J+Dp(ξ
+
0 )
]
,
M32 = e
iθ+
[
−KDp(ξ+0 ) + i
√
2J+pDp−1(ξ+0 )
]
,
M33 = −eiθ−
[
KDq−1(−ξ−0 ) + i
√
2J−Dq(−ξ−0 )
]
,
M34 = −eiθ−
[
−KDq(−ξ−0 )− i
√
2J−qDq−1(−ξ−0 )
]
,
M41 = e
iθ−
[
KDp−1(ξ+0 ) + i
√
2J+Dp(ξ
+
0 )
]
,
M42 = e
iθ−
[
KDp(ξ
+
0 ) + i
√
2J+pDp−1(ξ+0 )
]
,
M43 = −eiθ+
[
KDq−1(−ξ−0 )− i
√
2J−Dq(−ξ−0 )
]
,
M44 = −eiθ+
[
KDq(−ξ−0 )− i
√
2J−qDq−1(−ξ−0 )
]
, (A.17)
de manera que el sistema (A.11) so´lo tiene so´lucio´n distinta de la trivial
cuando, al igual que antes, se cumpla que det(M) = 0. Finalmente la
relacio´n de dispersio´n para la unio´n magne´tica normal tras resolvier el
determinante
l−HDq−1(−ξ−0 )Dp(ξ+0 ) + l+HDq(−ξ−0 )Dp−1(ξ+0 ) = 0. (A.18)
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