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Abstract
In this paper we provide sub-linear algorithms for several fundamental problems in the setting in
which the input graph excludes a fixed minor, i.e., is a minor-free graph. In particular, we provide
the following algorithms for minor-free unbounded degree graphs.
1. A tester for Hamiltonicity with two-sided error with poly(1/ϵ)-query complexity, where ϵ is the
proximity parameter.
2. A local algorithm, as defined by Rubinfeld et al. (ICS 2011), for constructing a spanning
subgraph with almost minimum weight, specifically, at most a factor (1 + ϵ) of the optimum,
with poly(1/ϵ)-query complexity.
Both our algorithms use partition oracles, a tool introduced by Hassidim et al. (FOCS 2009), which
are oracles that provide access to a partition of the graph such that the number of cut-edges is
small and each part of the partition is small. The polynomial dependence in 1/ϵ of our algorithms
is achieved by combining the recent poly(d/ϵ)-query partition oracle of Kumar-Seshadhri-Stolman
(ECCC 2021) for minor-free graphs with degree bounded by d.
For bounded degree minor-free graphs we introduce the notion of covering partition oracles
which is a relaxed version of partition oracles and design a poly(d/ϵ)-time covering partition oracle
for this family of graphs. Using our covering partition oracle we provide the same results as above
(except that the tester for Hamiltonicity has one-sided error) for minor-free bounded degree graphs,
as well as showing that any property which is monotone and additive (e.g. bipartiteness) can be
tested in minor-free graphs by making poly(d/ϵ)-queries.
The benefit of using the covering partition oracle rather than the partition oracle in our algorithms
is its simplicity and an improved polynomial dependence in 1/ϵ in the obtained query complexity.
2012 ACM Subject Classification Theory of computation → Streaming, sublinear and near linear
time algorithms
Keywords and phrases Property Testing, Hamiltonian path, minor free graphs, sparse spanning
sub-graphs
Digital Object Identifier 10.4230/LIPIcs.APPROX/RANDOM.2021.61
Category RANDOM
Related Version Full Version: https://arxiv.org/abs/2102.11728
Funding Reut Levi: This research was supported by the Israel Science Foundation grant No. 1867/20.
Acknowledgements We would like to thank Dana Ron and Oded Goldreich for helpful comments.
1 Introduction
The family of minor-free graphs has been at the focus of attention ever since the theory of
graph minors began many decades ago and has been drawing much attention in the field of
computer science as well. Aside from being an important family that includes natural families
of graphs such as planar graphs, it also has the appeal that some hard graph problems
become easy when restricted to this family of graphs (e.g. Graph Isomorphism [15]).
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Minor-free graphs have been extensively studied also in the realm of sublinear algorithms
and in particular property testing (see e.g. [4, 5, 29, 21, 17, 3, 10, 18, 7, 6, 19, 20]). In
particular, in the general-graph model [30] where there is much less body of work, compared
to the bounded-degree graph model [11] and the dense graph model [13], these graphs draw
attention as they allow for better characterization compared to general unbounded degree
graphs. A notable example is the result by Czumaj and Sohler [7] who recently gave a full
characterization of properties that can be tested with one-sided error with query complexity
that is independent of the size of the graph (i.e. testable). They showed that the latter is
possible if and only if testing the property can be reduced to testing for a finite family of
finite forbidden subgraphs. This raises the question regarding the testability of properties
that can not be reduced to testing for a finite family of finite forbidden subgraphs when
we allow the tester to have two-sided error. A well known example of such property is the
property of being Hamiltonian.
Another question, which is also relevant for bounded degree graphs, is whether we can
obtain algorithms with query complexity which is only polynomial in 1/ϵ where ϵ is the
proximity parameter. Newman and Sohler [29] showed that any property of bounded degree
hyperfinite graphs and in particular minor-free graphs is testable. Their algorithm learns the
graph up to modifications of ϵdn edges with query complexity which is super-polynomial
in d and ϵ. While this approach works for all properties of graphs, more efficient testers
can be obtained for specific properties of graphs. In particular, properties of graphs which
are monotone and additive can be tested by using O(d/ϵ) queries to a partition oracle, a
tool introduced by Hassidim et al. [14]. Thus, an implication of the recent poly(d/ϵ)-query
partition oracle of Kumar-Seshadhri-Stolman [20] is that monotone and additive properties
are testable with poly(d/ϵ)-queries. Thus the question of designing testers with poly(1/ϵ)-
queries remains open for properties which are not monotone or not additive, as the property
of being Hamiltonian.
An additional motivation for studying Hamiltonicity in minor-free graphs is, as shown by
Yoshida-Ito [33] and Goldreich [12], that it can not be tested with sublinear query complexity
in general bounded degree graphs.
1.1 Our Results
All our algorithms work under the promise that the input graph is minor-free.
1.1.1 Testing Hamiltonicity
In the general graph model, we provide an algorithm for approximating the distance from
Hamiltonicity up to an additive error of ϵn where n denotes the number of vertices in
the input graph with query complexity which is poly(1/ϵ) and time complexity which is
exponential in poly(1/ϵ). This also implies a tolerant tester with two-sided error for testing
Hamiltonicity with the same complexities.
In the bounded-degree graph model, we provide an algorithm for testing Hamiltonicity
with one-sided error with query complexity which is poly(d/ϵ), where d denotes the bound
on the degree, and time complexity which is exponential in poly(d/ϵ).
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1.1.2 Local algorithm for constructing spanning subgraphs of almost
optimum weight
In the general graph model, we provide a local algorithm for constructing a sparse spanning
subgraph of weight at most (1 + ϵ)OPT where OPT denotes the weight of the MST of
the input graph. The algorithm receives as parameters ϵ and an upper bound, W , on the
maximum weight of an edge in the graph. Moreover, the number of edges of the output
graph that do not belong to the MST of the input graph1 is O(ϵn/W ). The query complexity
and time complexity of the algorithm is poly(W/ϵ). We note that in addition to incidence
queries our algorithm also use random neighbour queries.
In the bounded-degree graph model, we provide a simpler algorithm with the same
guarantees whose query complexity and time complexity is poly(dW/ϵ), where the polynomial
of the complexity is somewhat improved compared to the algorithm for graphs of unbounded
degree.
1.1.3 Testing monotone and additive properties of graphs
We prove that any property which is monotone (closed under removal of edges and vertices)
and additive (closed under the disjoint union of graphs) can be tested in the bounded degree
model with poly(d/ϵ)-query complexity under the promise that the input graph is minor-free.
The same result was recently shown independently by Kumar-Seshadhri-Stolman [20]. While
in [20] they use partition oracles in the proof, we use a relaxed notion of partition oracles
(which we introduce in this paper) and consequently obtain a somewhat improved polynomial
dependence in the query complexity and a simpler algorithm.
1.2 Our algorithms for minor-free unbounded degree graphs
1.2.1 Testing Hamiltonicity
We begin by proving that the distance from Hamiltonicity of any graph G = (V, E) equals
the size of the minimum path cover of G minus 1, where a path cover of a graph is a set of
disjoint paths such that each v ∈ V belongs to exactly one path (see Claim 11).
We then prove that if we remove O(ϵ|V |) edges from G as well as edges that are incident
to O(ϵ|V |) vertices in G then the distance from Hamiltonicity may be increased by (at most)
O(ϵ|V |) (see Claims 12 and 13).
Thus, in order to obtain an approximation, with an additive error of O(ϵ|V |), to the size
of the minimum path cover of G (and hence to its distance from Hamiltonicity) it suffices to
obtain such approximation to the size of the minimum path cover of Ĝ where Ĝ is defined
as follows. We obtain Ĝ from G by first removing the edges incident to vertices of high
degree, which we refer to as heavy vertices, then running the partition oracle on the resulting
graph and then removing the cut-edges of the partition. An approximation to the size of the
minimum path cover of Ĝ can be obtained by sampling vertices u.a.r. from V and computing
the size of the minimum path cover of their connected component in Ĝ.
Since we obtain an approximation algorithm for the distance from being Hamiltonian we
also obtain a tolerant tester with two-sided error for this property.
1 Without loss of generality we assume that the weights of the edges are distinct and hence that there is
a unique MST.
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1.2.2 Constructing spanning subgraphs with almost optimum weight
We present our algorithm as a global algorithm and prove its correctness. Thereafter, we
describe the local implementation of this global algorithm.
Our global algorithm proceeds as follows. In the first step, the algorithm adds all the
edges between heavy vertices to the edges of the constructed spanning subgraph, E′, where a
heavy vertex is defined to be a vertex of degree greater than some threshold.
It then runs the partition oracle on the graph induced on the vertices that are not heavy,
i.e., light vertices and adds all the cut-edges of the partition to E′.
In the second step, each part of the partition is partitioned into subparts by running a
controlled variant of Borůvka’s algorithm for finding an MST on each part independently.
The edges spanning the sub-parts are then added to E′. Then, for each each sub-part, the
algorithm adds a single edge to a single heavy vertex which is adjacent to the sub-part
(assuming there is one).
We prove that all the edges added in the second step belong to the minimum spanning
forest (MSF) of a graph which is O(ϵ/WG)-close to G, where WG denotes the maximum
weight of an edge in G. Additionally we prove that if we remove O(ϵ|V |/WG) edges from G,
then the weight of the minimum spanning forest (MSF) may increase by (at most) O(ϵ|V |).
The second step partitions the vertices of the graph into clusters and isolated parts, where
isolated parts are parts that are not adjacent to any heavy vertex, and the clusters are
defined as follows. Each cluster contains a single heavy vertex, which we refer to a the center
of the cluster and sub-parts that are adjacent in the constructed graph to the center (each
sub-part is adjacent to at most a single center).
In the third step the algorithm adds edges to E′ between pairs of cluster that are adjacent
to each other. For every edge {u, v} which is adjacent to two different clusters, A and B, the
algorithm runs another algorithm that samples edges incident to A and B and returns the
lightest one. The edge {u, v} is added to E′ if it is lighter than the returned edge.
We note that the algorithm that samples edges incident to a pair of specific clusters, A
and B may not sample sufficient number of edges or may not return any edge (this is likely
when the degree of both centers is large compared to the number of edges which are incident
to both A and B). In the analysis which is adapted from [28], we show that nonetheless,
w.h.p. the number of edges added in the third step is sufficiently small. The main idea
is to consider the graph in which each cluster is contracted into a single vertex and then
to analyse the sampling algorithm with respect to this graph which is also minor-free and
hence has bounded arboricity 2. The bounded arboricity of the contracted graph ensures
that w.h.p. the sampling algorithm samples enough edges which are incident to A and B as
long as the cut between these clusters is sufficiently large. On the other hand, if this is not
the case then we show that we can afford to add to E′ all the edges in the cut.
The local implementation of the above-mention global algorithm is quite straightforward
and is presented in Section B.7.
1.3 Our algorithms for minor-free bounded degree graphs
1.3.1 Covering partition oracles
We introduce a relaxed version of partition oracles which we call covering partition oracles
and design such an oracle for minor-free graphs with query complexity poly(d/ϵ). Given
query access to a graph G = (V, E) and parameter ϵ a partition oracle provides access to
2 The arboricity of a graph is the minimum number of forests into which its edges can be partitioned.
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a partition of V , P, such that the size of each part of P is small (usually poly(1/ϵ)), the
number of cut-edges of P is at most ϵ|V | (w.h.p.) and P is determined only by G and the
randomness of the oracle. On query v ∈ V the oracle returns the part of v in P.
A covering partition oracle has the same guarantees only that the requirement to return
the part of v on query v ∈ V is relaxed as follows. On query v ∈ V the oracle is required to
return a (small) subset S such that S contains the part of v in P.
Our covering partition oracle builds on a central theorem from the recent work of [19].
The theorem states that for any minor-free bounded degree graph there exists a partition
of the graph into small parts with small number of cut-edges such that for each part of
the partition, P , there exists a vertex, s ∈ V , such that if we preform sufficiently many
(polynomial in 1/ϵ) lazy random walks from s then w.h.p. we encounter all the vertices in P .
Building on this theorem we prove that the simple algorithm that on query v ∈ V performs a
set of lazy random walks from v (of different lengths) and then performs a set of lazy random
walks from each endpoint of these walks is a covering partition oracle.
The algorithms described in Subsections 1.3.2-1.3.4, use our covering partition oracle.
We note that since a partition oracle is a special case of a covering partition oracle
(with stronger guarantees) all our algorithms for bounded degree graphs also work when one
replaces calls to the covering partition oracle by calls to a partition oracle.
As mentioned above, the use of covering partition oracles has two benefits. The first
benefit is that the implementation of the covering partition oracles is much simpler and
the second benefit is that the query complexity per oracle query is better (though both our
covering partition oracle and the partition oracle of [20] have query complexity which is
poly(d/ϵ)), which consequently affects the query complexity of the algorithms.
Another conceptual benefit in introducing covering partition oracles is that for some
families of graphs the gap in the query complexity can be more dramatic. To give a concrete
example consider (ϵ, ρ(ϵ))-hyperfinite graphs 3. It is straightforward to obtain a covering
partition oracle with query complexity O(dρ(ϵ)) for this family of graphs while the best known
partition oracle for this family has query complexity which is O(2dρ(cϵ
3)) [14], where c is some
constant. We note that all our algorithms for bounded degree graphs work for any family of
graphs for which there is a covering partition oracle (including (ϵ, ρ(ϵ))-hyperfinite graphs).
1.3.2 Testing Hamiltonicity
In addition to relating the distance from Hamiltonicity of any graph G = (V, E) to the size
of its minimum path cover, as mentioned above, we also prove that given a subset S ⊂ V ,
if the size of the minimum path cover of G[S] is greater than the number of edges in the
cut of S and V \ S then G is not Hamiltonian. Using this claim it becomes straightforward
to design a one-sided error tester for Hamiltonicity that uses O(1/ϵ) queries to a partition
oracle. We prove that it suffices to use the same number of queries to the covering partition
oracle. We note that in this case there is a trade-off between the query complexity and time
complexity. In particular while using the covering partition oracle rather than the partition
oracle results in a better polynomial dependence of the query complexity it also results in a
worse polynomial dependence in the exponent of the running time (in both cases the running
time is exponential in ϵ−1 since we find the size of the minimum path cover by brute force 4).
3 Let ρ be a function from R+ to R+. A graph G = (V, E) is (ϵ, ρ(ϵ))-hyperfinite if for every ϵ > 0 it is
possible to remove ϵ|V | edges of the graph such that the remaining graph has connected components of
size at most ρ(ϵ).
4 Finding the minimum path cover is APX-hard since (as noted by Chandra Chekuri at stackex-
change.com [16]) we can reduce the TSP-path problem in metrics with distances 1 and 2 to it. The
latter problem is APX-hard [9]).
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1.3.3 Constructing spanning subgraphs with almost optimum weight
As mentioned-above, given a weighted graph G = (V, E, w) if we remove O(ϵ|V |/WG) edges
from G then the weight of the MSF of the resulting graph may increase by at most O(ϵ|V |)
compared to the weight of G. Thus given access to a partition of V such that the subgraph
induced on each part is connected and the number of cut-edges is O(ϵ|V |/WG) we can
proceed as follows. For each part of the partition we add to E′ the edges of the MST of
the subgraph induced on this part. In addition, we add to E′ the cut-edges of the partition.
Consequently, the total weight of the edges in E′ is greater than the weight of the MST of G
by at most O(ϵ|V |/WG). Hence, if on query {u, v} we query the partition oracle on u and v
then it is possible to determine whether {u, v} ∈ E′ where E′ is constructed as described
above with respect to the partition of the oracle. We prove that the same approach works
when we preform the same queries to the covering partition oracle.
1.3.4 Testing monotone and additive properties
One of the main applications of the partition oracle is a general reduction for testing monotone
and additive properties of bounded degree minor-free graphs. The idea of the reduction
(from testing to the partition oracle) is to sample O(d/ϵ) vertices and for each vertex v in the
sample to test whether the subgraph induced on the part of v has the properties. The tester
accepts iff all sampled parts pass the test. We prove that the same reduction works when we
replace the queries to the partition oracle by queries to the covering partition oracle.
1.4 Organization
Due to space limitations, an extended section on related work as well as omitted proofs and
details of Section 3 appear in the appendix.
2 Preliminaries
In this section we introduce several definitions and some known results that will be used in
the following sections. Unless stated explicitly otherwise, we consider simple graphs, that is,
with no self-loops and no parallel edges.
Let G = (V, E) be a graph over n vertices. Each vertex v ∈ V has an id, id(v), where
there is a full order over the ids.
The total order over the vertices induces a total order (ranking) ρ over the edges of
the graph in the following straightforward manner: ρ((u, v)) < ρ((u′, v)) if and only if
min{u, v} < min{u′, v′} or min{u, v} = min{u′, v′} and max{u, v} < max{u′, v′} (recall
that V = [n]). Thus, given a weighted graph, we may assume without loss of the generality
that the weights of the edges are unique by breaking ties according to the order over the edges.
For a subset of vertices X, we let G[X] denote the subgraph of G induced by X.
When we consider bounded degree graphs, we consider the bounded-degree graph
model [11]. The graphs we consider have a known degree bound d, and we assume we
have query access to their incidence-lists representation. Namely, for any vertex v and index
1 ≤ i ≤ d it is possible to obtain the ith neighbor of v (where if v has less than i neighbors,
then a special symbol is returned). If the graph is edge-weighted, then the weight of the
edge is returned as well. When we consider graphs with unbounded degree we consider the
general graph model [30] equipped with an additional type of query: random neighbor query.
Namely, when we query any given vertex v a random neighbor of v is returned 5.
5 We note that we do not use the random neighbor query in our tester for Hamiltonicity.
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For a graph G = (V, E) and two sets of vertices V1, V2 ⊆ V , we let EG(V1, V2) denote
the set of edges in G with one endpoint in V1 and one endpoint in V2. That is E(V1, V2)
def=
{(v1, v2) ∈ E : v1 ∈ V1, v2 ∈ V2}. If G is clear from the context we may omit it from the
notation.
A tester with two-sided error for a property P receives a parameter ϵ and query access to
a graph G = (V, E) and has the following guarantees. If G ∈ P then the tester accepts with
probability at least 2/3. If G is ϵ-far 6 from P then the tester rejects with probability at
least 2/3 . A tester with one-sided error accepts G ∈ P with probability 1.
2.1 Partition oracles and covering partition oracles
▶ Definition 1. For ϵ ∈ (0, 1], k ≥ 1 and a graph G = (V, E), we say that a partition
P = (V1, . . . , Vt) of V is an (ϵ, k)-partition (w.r.t. G), if the following conditions hold:
1. For every 1 ≤ i ≤ t it holds that |Vi| ≤ k;
2. For every 1 ≤ i ≤ t the subgraph induced by Vi in G is connected;
3. The total number of edges whose endpoints are in different parts of the partition is at
most ϵ|V | (that is, |{(vi, vj) ∈ E : vi ∈ Vj , vj ∈ Vj , i ̸= j}| ≤ ϵ|V |).
Let G = (V, E) be a graph and let P be a partition of V . We denote by gP the function
from v ∈ V to 2V (the set of all subsets of V ), that on input v ∈ V , returns the subset Vℓ ∈ P
such that v ∈ Vℓ. We denote the set of cut-edges of P by EGP = {(u, v) ∈ E : gP(v) ̸= gP(u)}
(we may omit G from the notation when it is clear from the context).
▶ Definition 2 ([14]). An oracle O is a partition oracle if, given query access to the incidence-
lists representation of a graph G = (V, E), the oracle O provides query access to a partition
P = (V1, . . . , Vt) of V , where P is determined by G and the internal randomness of the
oracle. Namely, on input v ∈ V , the oracle returns gP(v) and for any sequence of queries, O
answers consistently with the same P. An oracle O is an (ϵ, k)-partition oracle with respect
to a class of graphs C if the partition P it answers according to has the following properties.
1. For every Vℓ ∈ P , |Vℓ| ≤ k and the subgraph induced by Vℓ in G is connected.
2. If G belongs to C, then |EP | ≤ ϵ|V | with high constant probability, where the probability
is taken over the internal coin flips of O.
We consider the following relaxation of Definition 2.
▶ Definition 3. An oracle O is a covering partition oracle if, given query access to the
incidence-lists representation of a graph G = (V, E), the oracle O, on input v ∈ V , returns
a subset S ⊆ V such that gP(v) ⊆ S where P is a partition of V determined by G and the
internal randomness of the oracle. For any sequence of queries, O answers consistently
according to the same P. An oracle O is an (ϵ, k)-covering partition oracle with respect to a
class of graphs C if the following conditions hold.
1. On every query, the subgraph induced by the subset returned by O, S, is connected and
|S| ≤ k.
2. If G belongs to C, then w.h.p., |EP | ≤ ϵ|V |, where the probability is taken over the internal
coin flips of O.
6 In the bounded degree model, a graph G = (V, E) is said to be ϵ-far from a property P if for every
graph G′ = (V, E′) ∈ P of maximum degree d it holds that the symmetric difference between E and E′
has cardinality which is greater than ϵ · d|V |/2. In the general graph model, a graph G = (V, E) is said
to be ϵ-far from a property P if for every graph G′ = (V, E′) ∈ P it holds that the symmetric difference
between E and E′ has cardinality which is greater than ϵ · max{|E|, |E′|}.
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2.2 Graph minors
Recall that a graph R is called a minor of a graph G if R is isomorphic to a graph that can be
obtained by zero or more edge contractions on a subgraph of G. A graph G is R-minor-free if
R is not a minor of G. We next quote two results that will play a central role in this work.
▶ Fact 4. Let R be a fixed graph with r edges. For every R-minor-free graph G = (V, E) it
holds that:
1. |E| ≤ r · |V |;
2. E can be partitioned into at most r forests.
Unless stated otherwise, in all our algorithms, we assume that the input graph is R-minor-
free graph where R is a fixed graph with r edges (we could receive r as a parameter but we
make this assumption for the sake of brevity).
2.3 Hamiltonian path and minimum path cover
▶ Definition 5 (Hamiltonian path). A Hamiltonian path in G = (V, E) is a path between two
vertices of G that visits each vertex of G exactly once.
▶ Definition 6 (minimum path cover). Given an undirected graph G = (V, E), a path cover is
a set of disjoint paths such that every vertex v ∈ V belongs to exactly one path. The minimum
path cover of G is a path cover of G having the least number of paths.
2.4 Local algorithms for constructing sparse spanning subgraphs
▶ Definition 7 ([28]). An algorithm A is a local sparse spanning graph (LSSG) algorithm
if, given n ≥ 1, ϵ > 0, and query access to the incidence-lists representation of a connected
graph G = (V, E) over n vertices, it provides oracle access to a subgraph G′ = (V, E′) of G
such that:
1. G′ is connected.
2. |E′| ≤ (1 + ϵ) · n with high constant probability 7, where E′ is determined by G and the
internal randomness of A.
More specifically, on query u, v ∈ E, A returns whether (u, v) ∈ E′, and for any sequence of
edges, A answers consistently with the same G′.
An algorithm A is an LSSG algorithm for a family of graphs C if the above conditions
hold, provided that the input graph G belongs to C.
▶ Definition 8 ([26]). A local algorithm for (1 + ϵ)-approximating the minimum weight
spanning graph of a graph G = (V, E, w) with positive weights and mine∈E w(e) ≥ 1, is a
local algorithm for (1 + ϵ)-sparse spanning graph of G = (V, E, w) for which the following
holds:
∑
e∈E′ w(e) ≤ (1 + ϵ)α, where α is the weight of a minimum weight spanning tree
of G.
For a graph G = (V, E, w) we define WG = maxe∈E w(e) (when it is clear from the context,
we sometimes omit the subscript G). We denote by MSF(G) the set of edges the minimum-
spanning-forest of G (as mentioned above we assume without loss of generality that all weights
are distinct and thus the minimum-spanning-forest is unique). For a connect weighted graph
we denote by MST(G) the set of edges the minimum-spanning-forest of G. For a subset of
edges S ⊆ E, we define w(S) def=
∑
e∈S w(e).
7 In some papers the required success probability is high, i.e. at least 1 − 1/Ω(n).
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Our algorithms build on the following rules.
1. The cut rule states that for any cut of the graph (a cut is a partition of the vertices into
two sets), the lightest edge that crosses the cut must be in the MST.
2. The cycle rule states that if we have a cycle, the heaviest edge on that cycle cannot be in
the MST.
3 Algorithms for minor-free graphs with unbounded degrees
3.1 Testing Hamiltonicity
In this section we prove the following Theorem.
▶ Theorem 9. Given query access to an input graph G = (V, E) where G is a minor-free
unbounded degree graph and parameters ϵ and |V |, there exists an algorithm that accepts
G with probability at least 2/3 if G is ϵ/2-close to being Hamiltonian and rejects G with
probability at least 2/3 if G is ϵ-far from being Hamiltonian. The query complexity of the
algorithm is poly(1/ϵ) and the running time is exponential in poly(1/ϵ).
Theorem 9 is a direct consequence of following claim (which is proved in the sequel).
▷ Claim 10. Given an input graph G = (V, E) which is a minor-free graph, and parameter ϵ,
Algorithm 1 outputs a value x such that with high constant probability δHAM(G) − ϵ|V | ≤
x ≤ δHAM(G) + ϵ|V |.
We next state a couple of claims which we use in the proof of Claim 10.
▷ Claim 11. Let G = (V, E) be a graph and let k be the size of a minimum path cover of G.
Then the distance of G for being Hamiltonian, δHAM(G), is k − 1.
▷ Claim 12. Let G = (V, E) be a graph and let F ⊆ E be a subset of edges. Then
δHAM(G) ≤ δHAM(G′) ≤ δHAM(G) + |F |,
where G′ = (V, E′) and E′ = E \ F .
▷ Claim 13. Let G = (V, E) be a graph and let S ⊆ V be a subset of vertices. Then
δHAM(G) ≤ δHAM(G′) ≤ δHAM(G) + 2|S|,
where G′ = (V, E′) and E′ is the set of edges in E that are not incident to vertices in S.
Proof of Claim 10. Let P denote the partition for which the partition oracle executed in
Step 3(a)i answers according to. With high constant probability |EP | ≤ ϵ|V |4 . Let E1 denote
this event.
Let G′ = (V, E′) be the graph such that E′ is the set of edges that are not incident to
vertices in H and are not in EP . By Claims 12 and 13,
δHAM(G) ≤ δHAM(G′) ≤ δHAM(G) + |EP | + 2|H|.
By Markov’s inequality and Fact 4, |H| ≤ ϵ|V |4 . We prove that, conditioned that E1 occurs,
Algorithm 1 outputs with high constant probability a (1 + ϵ)-approximation to δHAM(G′).
For each v ∈ V define the random variable xv as defined in Step 3 of Algorithm 1. Let
T ∈ P be a part in P , then
∑
v∈T xv = k where k is the minimum path cover of G[T ]. Thus∑
v∈V xv is the minimum path cover of G′. Since for every v ∈ V , xv ∈ (0, 1], it follows by
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Algorithm 1 Approximating the distance to Hamiltonicity in minor-free, unbounded degree,
graphs.
Input: Oracle access to a minor-free, unbounded-degree, graph G = (V, E)
Output: (1 + ϵ)-approximation to δHAM(G)
1. Define ∆ def= 8c(h)/ϵ, H to be the set of vertices of degree greater than ∆, and L def= V \H.
2. Sample a set S of y = Θ(1/ϵ2) vertices u.a.r.
3. For each vertex v ∈ S:
a. If v ∈ L then:
i. Query the partition oracle on v with parameter ϵ/4 w.r.t. the graph G[L].
Let Sv denote the returned set.
ii. Set xv = k/|Sv| where k is the size of the minimum path cover of G[Sv].





|S| · |V |.
the additive Chernoff’s bound that with high constant probability
∣∣∣∣∑v∈S xv|S| − ∑v∈V xv||V | ∣∣∣∣ ≤ ϵ4 .







· |V | ≤ δHAM(G) + ϵ|V |,
as desired. ◁
3.2 A Local algorithm for constructing a spanning subgraph with almost
optimum weight
In this section we prove the following theorem.
▶ Theorem 14. There exists a local algorithm for (1 + ϵ)-approximating the minimum weight
spanning graph for the family of unbounded degree minor-free graphs, with positive weights
and minimum weight which is at least 1. The query complexity and time complexity of the
algorithm is poly(W/ϵ) where W is an upper bound on the maximum weight. The algorithm
receives ϵ and W as parameters.
▷ Claim 15. Let G = (V, E, w) be a weighted graph and let G′ = (V, E′, w) be a graph
such that E′ = E \ S where S ⊆ E. Then w(MSF(G′)) ≤ w(MSF(G)) + |S|WG. Moreover,
|MSF(G′) \ MSF(G)| ≤ |S|.
We next describe our algorithm from a global point of view.
3.2.1 The global algorithm
Our global algorithm, which is listed in Algorithm 2, proceeds as follows. In Step 2, the
algorithm adds all the edges between heavy vertices to E′ where a heavy vertex is defined to
be a vertex of degree greater than ∆ def= 6r2W/ϵ.
It then runs the partition oracle on the graph induced on the light vertices, namely
vertices that are not heavy, and adds all the cut-edges of the partition, P, to E′ (Step 4).
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Algorithm 2 Global algorithm for approximated-MST in unbounded-degree minor-free graphs.
Input: parameters ϵ and W and access to a minor-free graph G = (V, E).
Output: G = (V, E′) which is an approximated-MST of G.
1. Let H denote the set of all vertices of degree greater than ∆ and let L = V \ H.
2. Add all the edges of G[H] to E′.
3. Run the partition oracle with parameter ϵ/(6W ) on all vertices in G[L]. Let P
denote the resulting partition.
4. Add all the edges in EP to E′.
5. For each S ∈ P:
a. Run Algorithm 4 and let F = (S, A) denote the returned graph.
b. Add the edges in A to E′.
c. For each connected component of F , C:
i. Add to E′ the lightest edges which is adjacent to C and H (if such edge
exists).
6. For each v ∈ H, define the cluster of v, denoted by C(v), to be subset of vertices
that contains v and all the vertices in sub-parts B such that there exists an edge
in E′ that is incident to v and a vertex in B. v is referred to as the center of the
cluster.
7. For each edges {u, v} ∈ E such that u and v belong to different clusters:
a. Run Algorithm 3 and add {u, v} to E′ if it is lighter than the edge returned by
the algorithm or if it returned null.
8. Return G′ = (V, E′).
Step 5 consists of two parts. In Sub-step 5a the algorithm runs Algorithm 4 on each part
in P. Algorithm 4 partitions the parts into connected sub-parts by preforming a controlled
variant of Borůvka’s algorithm. The edges added in Sub-step 5a are the edges that span the
sub-parts. In Sub-step 5c, for each sub-part, the algorithm adds a single edge to a single
vertex in H which is adjacent to the sub-part (assuming there is one).
This partitions the vertices of the graph into clusters and isolated parts, namely, parts
in P that are not adjacent to any vertex in H. Each cluster contains a single heavy vertex,
which we refer to as the center of the cluster and sub-parts that are connected by a single
edge to the center.
In Step 7 the algorithm adds edges to E′ between pairs of clusters that are adjacent to
each other in G′ = (V, E \ EP). For every edge {u, v} which is adjacent to two different
clusters, A and B, the algorithm runs Algorithm 3 which samples edges incident to A and B
and returns the lightest one. The edge {u, v} is added to E′ if it is lighter than the edge
returned by Algorithm 3 (or if the algorithm returned null).
We note that we do not have direct access to uniform samples of edges incident to a pair
of specific clusters, A and B. In fact, it could be the case that Algorithm 3 does not return
any edge (this is likely when the degree of both centers is large compared to the number of
edges which are incident to both A and B). By adapting the analysis in [28], we show that
nonetheless, w.h.p. the number of edges added in Step 7 is sufficiently small.
This concludes the description of the global algorithm. The proof of correctness as well
as the local implementation (Algorithm 8) are differed to the appendix.
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Algorithm 3 Return sampled lightest edge.
Input: a ∈ H and b ∈ H.
Output: The sampled lightest edge between C(a) and C(b)
1. Initially A = ∅ and let x be an upper bound on the size of the parts returned by
the partition oracle when executed with parameter ϵ/(6W ).
2. Sample a set, S, of Θ̃(W 2r3x∆/ϵ2) edges incident to a.
3. For each {a, u} ∈ S do:
a. If u ∈ H then add it to A if and only u = b.
b. Otherwise, find the part of u and the sub-parts of this part.
c. For each sub-part find its center.
d. Add to A all the edges between the sub-part of u and sub-parts that belong
to C(b).
4. Repeat Steps 2-3 where a and b switch roles.
5. Return the lightest edge in A (if A = ∅ then return null).
Algorithm 4 Partition into sub-parts.
Input: Access to the input graph G = (V, E) and a subset S ⊆ L such that G[S] is connected.
Output: A graph F = (S, A) such that each connected component of F is a sub-part of S
1. Initially every vertex in S is a in its own sub-part (a singleton) and A = ∅.
2. We say a sub-part B is active if the
lightest in EG(B, S \ B) is lighter than the lightest edge in EG(B, H) or if EG(B, H) = ∅.
3. While there are still active sub-parts do:
a. Each active sub-part B selects the lightest edge in EG(B, S \ B), denoted
by eB .
b. For each active sub-part, B, add eB to A
c. Update the new sub-parts to be the connected components of the graph
F = (S, A) (each connected component is a sub-part).
4. Return F .
4 Algorithms for minor-free graphs with bounded degrees
4.1 Covering partition oracle
In this section we prove the following theorem.
▶ Theorem 16. Algorithm 5 is an (ϵ, poly(ϵ−1))-covering-partition oracle for minor-free
bounded degree graphs with query complexity poly(ϵ−1). Specifically, the size of the sets
returned by the oracle is O(ϵ−640 log2(1/ϵ)).
We begin with a couple of definitions and lemmas from [20] that we build on.
▶ Definition 17 ([20]). Given x ∈ (R+)|V | and parameter ξ ∈ [0, 1), the ξ-clipped vector
cl(x, ξ) is the lexicographically least vector y optimizing the program: min ∥y∥2, subject to
∥x − y∥1 ≤ ξ and ∀v ∈ V, y(v) ≤ x(v).
▶ Lemma 18 ([20]). There is an absolute constant α such that the following holds. Let H
be a graph on r vertices. Suppose G is a H-minor-free graph. Then for any h ≥ αr3, there
exists at least (1 − 1/h)n vertices such that ∥cl(pv,ℓ, 3/8)∥22 ≥ h−7.
R. Levi and N. Shoshan 61:13
Given two parameters ϵ ∈ [0, 1/2], and a graph R on r ≥ 3 vertices. The length of the
random walk is ℓ = αr3 + ⌈ϵ−20⌉ where α is some absolute constant.
▶ Theorem 19 ([20]). Suppose there are at least (1−1/ℓ1/5)n vertices s s.t. ∥cl(ps,ℓ, 1/4)∥22 >
ℓ−c. Then, there is a partition {P1, P2, . . . , Pb} of the vertices s.t.:
1. For each Pi, there exists s ∈ V such that: ∀v ∈ Pi,
∑
t<10ℓc+1 ps,t(v) ≥ 1/8ℓc+1.
2. The total number of edges crossing the partition is at most 8dn
√
cℓ−1/5 log ℓ.
▶ Corollary 20. Let G = (V, E) be a graph which is R-minor-free where R is a graph on r
vertices. There exists a partition {P1, P2, . . . , Pb} of the V such that:
1. For each Pi, there exists s ∈ V such that: ∀v ∈ Pi,
∑
t<10ℓ8 ps,t(v) ≥ 1/8ℓ8.
2. The total number of edges crossing the partition is at most ϵdn.
Proof. We first note that 8dn
√
cℓ−1/5 log ℓ ≤ ϵdn for sufficiently large constant α.
By Lemma 18 there exist at least (1 − 1/ℓ)n vertices such that ∥cl(pv,ℓ, 3/8)∥22 ≥ ℓ−7.
Thus the corollary follows from the facts that (1−1/ℓ)n ≥ (1−1/ℓ1/5)n and ∥cl(ps,ℓ, 1/4)∥22 ≥
∥cl(ps,ℓ, 3/8)∥22. ◀
Algorithm 5 Covering-partition oracle.
Input: v ∈ V .
Output: A subset S which covers the part of v.
1. For every t < 10ℓ8 perform x def= Θ(ℓ8 log ℓ) random walks of length t from v.
2. Let R denote the endpoints of the random walks preformed in the previous step.
3. For every vertex r ∈ R, for every t < 10ℓ8, perform x random walks of length t
from r.
4. Let S denote the set of all vertices encountered by the random walks performed in
Step 1 and Step 3.
5. Return S.
Proof of Theorem 16. Let G = (V, E) be a graph which is R-minor-free where R is a graph
over r vertices. Consider the partition of V , P = {P1, P2, . . . , Pb} as defined in Corollary 20
when we take the proximity parameter to be ϵ/2. We shall define another partition P ′ which
is a refinement of P such that Algorithm 5 returns for every v ∈ V , a subset S such that
P ′ ⊆ S where P ′ denotes the part of v in P ′. Thereafter, we shall prove that, w.h.p., the
number of cut-edges of P ′ is not much greater than the number of cut-edges of P.
For every v ∈ V , we say that v fails if Algorithm 5, when queried on v, does not return S
such that P v ⊆ S, where P v denotes the part of v in P. We define P ′ as follows. For every
v ∈ V , if there exists u ∈ P v such that u fails, then the part of v in P ′ is defined to be the
singleton {v} (namely, the entire part P v is partitioned into singletons in P ′). Otherwise, it
is defined to be P v.
We next show that w.h.p. the cut-edges of P ′ is at most ϵd|V |. For every v, the probability
that v fails is at most p def= ℓ−c1 for an appropriate setting of x (with accordance to the
Theta-notation), where c1 is a constant that will be determined later. Let y = ℓc2 be an
upper bound on the number of vertices in the parts of P, where c2 is a constant. 8
8 Clearly, since for each Pi, there exists s ∈ V such that: ∀v ∈ Pi,
∑
t<10ℓ8 ps,t(v) ≥ 1/8ℓ
8, it follows
that y ≤ 10ℓ8 · 8ℓ8.
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For every v ∈ V , define the random variable Xv as follows. If v fails then Xv = |Pv|/y and
otherwise Xv = 0. Clearly y ·
∑
v∈V Xv ≥ |P ′| − |P|. Note that {Xv}v∈V are independent
random variables ranging in [0, 1].
For every v ∈ V , we define the random variable Yv as follows. With probability p,
Yv = 1 and otherwise Xv = 0. Clearly, Yv dominates Xv. Since {Yv}v∈V are identical
independent random variables, it follows by the multiplicative Chernoff’s bound that w.h.p.
y ·
∑
v∈V Yv ≤ y · |V | · 2p.
Since for sufficiently large c1, p ≤ ϵ4y , it follows that w.h.p. |P
′| − |P| ≤ ϵ|V |/2. Thus, the
number of cut-edges in P ′ is greater than the number of cut-edges in P by at most ϵd|V |/2
(recall that the algorithm refines P by decomposing entire parts into singletons). ◀
4.2 Testing Hamiltonicity
In this section we prove the following theorem.
▶ Theorem 21. Given query access to an input graph G = (V, E) where G is a minor-free
bounded degree graph and a parameters ϵ and |V |, Algorithm 6 accepts G with probability
1 if G is Hamiltonian and rejects G with probability at least 2/3 if G is ϵ-far from being
Hamiltonian. The query complexity of the algorithm is poly(d/ϵ) and the running time is
exponential in poly(d/ϵ).
The correctness of Algorithm 6 builds on the following claim which, given S ⊂ V , bounds
the size of a minimum path cover in G[S] by the size of the cut of S.
▷ Claim 22. Let G = (V, E) be a graph and let S ⊂ V be a subset of vertices of G. Let k
be the size of a minimum path cover in G[S]. If k − 1 > |E(S, V \ S)|/2, then there is no
Hamiltonian path in G. Moreover, any Hamiltonian path in G must include at least 2(k − 1)
edges from E(S, V \ S).
Proof. Let G = (V, E) be a graph. Assume toward contradiction that there exists Hamiltonian
path in G, H = (v1, v2, . . . , v|V |) and a subset S ⊂ V such that k − 1 > |E(S, V \ S)|/2,
where k is the size of a minimum path cover in G[S]. Let P ′S denote the set of all maximal
sub-paths of H in G[S]. In order to connect the sub-paths in P ′S it must hold that H
leaves and returns to G[S] at least 2(P ′S − 1) times, each time using a different edge. Thus,
|E(S, V \ S)| ≥ 2(|P ′S | − 1). Since P ′S is a path cover of G[S] it follows that |P ′S | ≥ k, thus,
|E(S, V \ S)| ≥ 2(k − 1), in contradiction to our assumption. Hence the claim follows. ◁
We next list our algorithm and prove its correctness.
Proof of Theorem 21. By Claim 22, Algorithm 6 never rejects graphs which are Hamilto-
nian.
Let G be a minor-free bounded degree graph which is ϵ-far from being Hamiltonian. We
shall prove that Algorithm 6 rejects G with probability at least 2/3. Let P denote the
partition that the oracle, executed in Step 2a, answers according to. With high constant
probability, it holds that |EP | ≤ ϵ|V |6 . Let E1 denote the event that this conditions holds.
Let F denote the set of parts, S, in P , such that E(S, V \ S) = ∅ or for which the size of
the minimum path cover of G[S] is greater |E(S, V \ S)|/2 + 1
Assume towards contradiction that E1 occurs and that |F| < ϵ|V |/(2x) where x is an
upper bound on the number of vertices in each part of P . We next show that δHAM(G) ≤ ϵ|V |
in contradiction to our assumption.
For each part S ∈ F we construct a path over S that visits each vertex in S exactly once
by adding at most |S| − 1 ≤ x − 1 edges to G.
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Algorithm 6 Testing Hamiltonicity in minor-free, bounded degree, graphs.
Input: Oracle access to a minor-free, bounded-degree, graph G = (V, E)
Output: Tests if G is Hamiltonian with one-sided error.
1. Sample a subset, S ⊆ V , of y def= Θ(x/ϵ) vertices, uniformly at random, where x is
an upper bound on the size of the sets returned by the covering partition oracle
when execute with parameter ϵ/6.
2. For each v ∈ S do:
a. Query the covering partition oracle on v with parameter ϵ/6, and let Sv denote
the returned set.
b. If E(Sv, V \ Sv) = ∅ then return REJECT.
c. For each subset T ⊆ Sv such that G[T ] is connected, find the size of the
minimum path cover of T and return REJECT if it is greater than |E(T, V \ T )|/2 + 1.
For each part S ∈ P \F , let CS denote a minimum path cover of G[S]. We construct a path
over S that visits each vertex in S exactly once by adding at most |CS | − 1 ≤ |E(S, V \ S)|/2
edges to G.
We then connect all the paths induced on the different parts of P by adding at most
|P| = |F| + |P \ F| edges.
Overall the number of edges added is at most:
|F| · (x − 1) + |EP | + |F| + |P \ F| ≤ |F| · x + 3 |EP | < ϵ|V |,
where the first inequality follows from the fact that |P \ F| ≤ 2|EP | as for each S ∈ P \ F it
holds that E(S, V \ S) ∩ EP ̸= ∅ and each edge in EP is adjacent to at most 2 parts in P.
Thus, if δHAM(G) > ϵ|V | and E1 occurs then |F| ≥ ϵ|V |/(2x). Thus, the number of
vertices in parts that belong to F is at least ϵ|V |/(2x), which implies that G is rejected
w.h.p. either in Step 2b or in Step 2c of Algorithm 6, as desired. ◀
4.3 Local algorithms for constructing a spanning subgraph with almost
optimum weight
In this section we prove the following theorem.
▶ Theorem 23. Algorithm 7 is a local algorithm for (1 + ϵ)-approximating the minimum
weight spanning graph for minor-free graphs, with high constant success probability and time
and query complexity poly(W, d, ϵ−1).
Proof. Let P denote the partition that the oracle, executed in Step 1, answers according to.
With high constant probability, it holds that |EP | ≤ ϵ|V |/W . Let E1 denote the event that
this conditions holds. We claim that the number edges for which Algorithm 7 returns YES
for which both endpoints belong to the same part is at most |V | − 1. To see this consider a
part T ∈ P and a cycle C in G[T ]. Let {u, v} denote the heaviest edge in the cycle. When
queried on u and v the covering partition oracle returns sets Su and Sv such that T ⊆ Su ∪Sv.
Thus the cycle C is contained in G[Su ∪ Sv]. Therefore the algorithm returns NO on {u, v}
in Step 3. By the cycle rule the number of edges in G[T ] for which the algorithm returns
YES is exactly |T | − 1.
Hence conditioned on E1, the total number of edges for which Algorithm 7 returns YES
is at most (|V | − 1) + ϵ|V |/W .
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By the cycle rule, any edge, e, for which Algorithm 7 returns NO does not belong to the
MST of G. Since the MST consists of exactly |V | − 1 edges, it follows that, conditioned on
E1, the number of edges that do not belong to the MST and for which Algorithm 7 returns
YES is at most ϵ|V |/W as desired. ◀
Algorithm 7 Local algorithm for approximated-MST in bounded-degree minor-free graphs.
Input: {u, v} ∈ E and parameters ϵ and W .
Output: YES if {u, v} belongs to the approximated-MST and NO otherwise.
1. Perform a query u and a query v to the covering-partition oracle with parameter
ϵ/W . Let Su and Sv denote the subsets returned by the oracle, respectively.
2. Find the subgraph induced on Su ∪ Sv, denoted by G[Su ∪ Sv].
3. Return NO if and only if {u, v} is the heaviest edge on any cycle in G[Su ∪ Sv].
4.4 Testing monotone and additive properties
▶ Theorem 24. Any property of graphs which is monotone (closed under removal of edges
and vertices) and additive (closed under the disjoint union of graphs) can be tested with
one-sided error in minor-free graphs with bounded degree d with query complexity which is
poly(d/ϵ) where ϵ is the proximity parameter.
Proof. Let T be a property of graphs which is monotone and additive. We propose the
following algorithm for testing P on an input graph G which is a minor-free graphs of degree
bounded by d. Sample a set of O(d/ϵ) vertices, S, uniformly at random and run the covering
partition oracle on each v ∈ S with parameter ϵ/2.
For each v ∈ S, let Sv denote the set returned by the covering partition oracle when
queried on v. Return ACCEPT iff for all v ∈ S, G[Sv] has the property T .
If G has the property T then since T is monotone it follows that for all v ∈ S, G[Sv] has
the property T as well.
Let P denote the partition that the covering partition oracle answers according to. With
high constant probability |EP | ≤ ϵ|V |/2. Let E1 denote the event that this condition holds.
If G is ϵ-far from having the property T then, conditioned on E1, G′ = (V, E \EP) is (ϵ/2)-far
from having the property T .
Thus we need to remove at least ϵ|V |/2 edges from G′ to obtain the property T . By the
additivity and monotonicity of T it follows that G′ has the property T if and only if for
every T ∈ P, G[T ] has the property T . Thus, there are at least ϵ|V |/2 edges, and hence
at least ϵ|V |/(2d) vertices, that belong to parts, T ∈ P such that G[T ] does not have the
property T . Hence, with high constant probability the algorithm sample one of these vertices
and rejects G. This concludes the proof. ◀
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A Related Work
A.1 Partition Oracles
Partition oracles were introduced by Hassidim et al. [14] as a tool for approximating para-
meters and testing properties of minor-free bounded degree graphs. The query complexity of
the partition oracle of [14] is exponential in 1/ϵ. The query complexity was later improved
in [25] to be quasi-polynomial in 1/ϵ. Very recently, Kumar-Seshadhri-Stolman [20] obtained
a partition oracle with query complexity which is polynomial in 1/ϵ.
Edelman et al. [8] obtained a partition oracle with query complexity polynomial which is
in 1/ϵ for graphs with bounded treewidth.
A.2 Testing Hamiltonicity
Yoshida and Ito [33] and more recently Goldreich [12] proved a linear (in the number of
vertices) lower bound for testing Hamiltonicity (even with two-sided error) in bounded degree
graphs. Adler and Köhler [1] provided a deterministic construction of families of graphs for
which testing Hamiltonicity with one-sided error requires linear number of queries.
A.3 Testing properties of minor-free graphs
Newman and Sohler [29] showed that any property of hyperfinite graphs and in particular
minor-free graphs can be tested with query complexity that depends only on 1/ϵ and d
where d is a bound on the maximum degree. In fact, they proved a stronger claim, that a
minor-free graph can be learned up to a precision of ϵdn edges with such query complexity.
However, although the query complexity of their canonical tester is independent of n it is
super-polynomial in d/ϵ.
For minor-free graphs of unbounded degrees, Czumaj et al. [6] obtained an algorithm
whose query complexity depends only on 1/ϵ for testing Bipartiteness. More recently, this
result was generalized by Czumaj ans Sohler [7] who proved that any property of minor-free
graphs can be tested with one-sided error with query complexity that depends only on 1/ϵ
if and only if it can be reduced to testing for a finite family of finite forbidden subgraphs.
Czumaj et al. [6] also provide a canonical tester for testing H-subgraph freeness for any fixed
H with query complexity that is independent of n, however super polynomial in 1/ϵ.
It was shown that for other restrictive families of graphs of unbounded degree that every
property is testable with query complexity which is at most polylogarithmic in n [21, 17, 3].
Specifically, Kusumoto and Yoshida [21] proved that any property of forests can be tested
with query complexity poly(log n) and that testing Isomorphism of forests requires Ω(
√
log n).
This result was generalized in Babu-Khoury-Newman [3] for k-outerplanar graphs.
A.4 Local algorithms for constructing sparse spanning subgraphs
The model of local computation algorithms as considered in this work, was defined by
Rubinfeld et al. [32] (see also Alon et al. [2] and survey in [23]). The problem of constructing
sparse spanning subgraphs in this model was studied in several papers [26, 24, 25, 22, 31, 28].
This problem is a special case of constructing an ϵ-almost MST in which the weights of all
the edges are identical.
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For restricted families of graphs, it was shown that the complexity of the problem is
independent of n. Specifically, it was shown in [24] that for families of graph that are, roughly
speaking, sufficiency non-expanding, one can provide an algorithm with query complexity
that is independent of n (however, super-exponential in 1/ϵ). This is achieved by simulating
a localized version of Kruskal’s algorithm. On the negative side, it was also shown in [24]
that for graphs with expansion properties that are a little better, there is no local algorithm
that inspects a number of edges that is independent of n.
In [28] there is an algorithm for locally constructing sparse spanning subgraphs in minor-
free, unbounded degree, graphs with query complexity and time complexity which are
polynomial in d and 1/ϵ. Thus our algorithm for unbounded degree graphs generalizes this
result for the weighted case.
In [26, 27] it was shown that a spanning subgraph of almost optimum weight can be
constructed locally in minor-free graph with degree bounded by d with query complexity
and time complexity which are quasi-polynomial in d, 1/ϵ and W where W is the maximum
weight of an edge. Thus our algorithm for unbounded degree graphs generalizes this result
to unbounded degree graphs and improves the complexity of the upper bound from quasi-
polynomial to polynomial in d, 1/ϵ and W .
B Omitted proofs and details
B.1 Proof of Claim 11
Let G = (V, E) be a graph and let C = {P1, . . . , Pk} be a minimum path cover of G.
We first prove that δHAM(G) ≤ k − 1. For every 1 ≤ i ≤ k − 1 we add an edge which
connects the end-vertex of Pi to the start-vertex of Pi+1. Thus, by adding k − 1 edges we
constructed a Hamiltonian path in G.
We next prove that δHAM(G) ≥ k − 1. By definition, there exist δHAM(G) edges such
that when added to G, G becomes Hamiltonian. Let E′ denote a set of δHAM(G) such
edges and let G′ = (V, E ∪ E′) be the graph resulting from adding these edges to G. Let
H = (s1, . . . , s|V |) denote a Hamiltonian path in G′. After we remove back the edges in E′
we break H into |E′| + 1 connected components (each edge we remove adds an additional
connected component), i.e. into |E′| + 1 paths. Thus the size of the minimum path cover of
G is at most |E′| + 1 = δHAM(G) + 1. Thus k ≤ δHAM(G) + 1 and so δHAM(G) ≥ k − 1 as
desired.
B.2 Proof of Claim 12
The claim that δHAM(G) ≤ δHAM(G′) follows from the fact that the distance from being
Hamiltonian can not decrease when we remove edges.
Let C be a minimum path cover of G. By Claim 11, δHAM(G) = |C| − 1. Now consider
removing the edges in F one by one and how this affects the number of paths in C. After
removal of a single edge, the number of paths may increase by at most one. Thus, after
removing all the edges in F the paths in C break into at most |C|+ |F | paths. Thus the size of
the minimum path cover of G′ is at most |C| + |F |. By claim 11, δHAM(G′) ≤ |C| + |F | − 1 =
δHAM(G) + |F |, as desired.
B.3 Proof of Claim 13
The proof of this claim is similar to the proof of Claim 12.
The claim that δHAM(G) ≤ δHAM(G′) follows from the fact that the distance from being
Hamiltonian can not decrease when we remove edges.
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Let C be a minimum path cover of G. By Claim 11, δHAM(G) = |C| − 1. Now consider
removing the edges adjacent to vertices in S vertex by vertex and how this affects the number
of paths in C. After removal of edges incident to a specific vertex, the number of paths may
increase by at most two. This follows from the fact that each vertex v belongs to exactly one
path, P , and the fact that when the edges incident to v are removed, P may break into at
most 3 different paths. Thus, after removing all the edges incident to vertices in S the paths
in P break into at most |C| + 2|S| paths. Thus the size of the minimum path cover of G′ is
at most |C| + 2|S|. By claim 11, δHAM(G′) ≤ |C| + 2|S| − 1 = δHAM(G) + 2|S|, as desired.
B.4 Proof of Claim 15
We claim that MSF(G) ⊆ MSF(G′) ∪ S. To see this observe that for every edge e ∈
E′ \ MSF(G′), it holds, by the cycle rule, that there exists a cycle in G′ such that e is the
heaviest edges in this cycle. Thus, these edges are not in MSF(G) either (because all the
cycles in G′ exist in G as well).
Since the number of connected components in G is at most the number of connected
components in G′ it holds that |MSF(G′)| ≤ |MSF (G)|. Thus,
|MSF(G) \ MSF(G′)| ≥ |MSF(G′) \ MSF(G)| . (1)
Since MSF(G) ⊆ MSF(G′) ∪ S it holds that MSF(G) \ MSF (G′) ⊆ S. Thus,
|MSF(G) \ MSF(G′)| ≤ |S| . (2)
It follows from Equations 1 and 2 that |MSF(G′) \ MSF(G)| ≤ |S|. Thus, the claim follows
from the bound on the maximum weight of an edge in G.
B.5 Correctness of Algorithm 2
▷ Claim 25. With high constant probability, the number of edges added to E′ in steps 2
and 4 of Algorithm 2 is at most ϵ|V |/(3W ).
Proof. With high constant probability |EP | ≤ ϵ|V |/(6W ). Since G is minor-free it follows
by Fact 4 and Markov’s inequality the number of edges in G[H] is at most ϵ|V |/(6W ). The
claim follows. ◁
▷ Claim 26. All edges added to E′ in step 5 of Algorithm 2 belong to MSF(Ĝ) where
Ĝ = (V, E \ EP).
Proof. Let S ∈ P and let F = (S, A) denote the graph returned by Algorithm 4.
We first prove that all the edges in A belong to MSF(Ĝ). Since each sub-part B of S
is active (see Step 2 of Algorithm 4) as long as the lightest edge in EG(B, S \ B) is lighter
than the lightest edge in EG(B, H) it follows that eB (see Step 3a of Algorithm 4) is the
lightest edge in EĜ(B, V \ B). Thus, all the edges of A belong to MSF(Ĝ) by the cut rule
(see Subsection 2.4).
We next prove that for each connected component of F , C, the lightest edge which is
adjacent to C and H (if such edge exists) is in MSF(Ĝ). We first note that we only need
to consider S such that EG(S, H) ̸= ∅. In this case each connected component of F , C, is
adjacent to at least one vertex in H. Since C is not active it follows that lightest edge which
is adjacent to C and H is the lightest edge in the cut of C in Ĝ. Thus the claim follows from
the cut rule. This concludes the proof of the claim. ◁
In the proof of the following claim we closely follow the analysis in [28] (see proof in
Subsection B.6).
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▷ Claim 27. Let U denote the set of edges in E′ that are incident to two different clusters
(namely, each endpoint belongs to a different cluster). With probability 1 − 1/Ω(|V |),
|U | ≤ ϵ|V |/(3W ) .
▷ Claim 28. Let G = (V, E) be a connected minor-free graph, then with high constant
probability the graph returned by Algorithm 2, G′ = (V, E′), is connected and
∑
e∈E′ w(e) ≤
(1 + ϵ)OPT, where OPT is the weight of a minimum weight spanning tree of G.
Proof. We begin by proving G′ is connected. To see this observe that each vertex either
belongs to a cluster or to a subset S ∈ P such that EG(S, H) = ∅.
By construction, the subgraph induced on each cluster in G′ is connected. For any two
clusters which are connected by an edge the lightest edge that connects the clusters belongs
to E′. This follows from Step 7 in Algorithm 2. If EG(S, H) = ∅ then G′[S] is connected
by Algorithm 2, as all sub-parts of S remain active throughout the entire execution of the
algorithm. Moreover, all the edges in EG(S, V \ S) are in E′ as well. Thus G′ is connected.
The claim regrading the weight of the edges of G′ follows from Claim 15 and Claims 25-27.
◁
B.6 Proof of Claim 27
For each cluster B, we charge to B a subset of the edges incident to B so that the union of
all the charged edges (over all clusters) contains U . Our goal is to show that with probability
1 − 1/Ω(n), the total number of charged edges is at most ϵ|V |/(3W ).
Let Ĝ = (V, Ê) be such that Ê = E \ EP . Consider the auxiliary graph, denoted G̃,
that results from contracting each cluster B and isolated parts in Ĝ into a mega-vertex in
G̃, which we denote by v(B). For each pair of clusters B and B′ such that EĜ(B, B′) is
non-empty, there is an edge (v(B), v(B′)) in G̃, which we refer to as a mega edge, and whose
weight is |EĜ(B, B′)|. Since G is minor-free, so is G̃. By Fact 4, which bounds the arboricity
of minor-free graphs, we can partition the mega-edges of G̃ into r forests. Consider orienting
the mega-edges of G̃ according to this partition (from children to parents in the trees of
these forests), so that each mega-vertex has at most r outgoing mega-edges. For cluster B
and a cluster B′ such that (v(B), v(B′)) is an edge in G̃ that is oriented from v(B) to v(B′),
we shall charge to B a subset of the edges in EĜ(B, B′), as described next.
Let x be an upper bound on the size of parts returned by the partition oracle when
executed with parameter ϵ/(6W ). Thus x is an upper bound on the size of part in the
partition P of G[L]. Let Eb(B, B′) denote the subset of edges in EĜ(B, B′) that are the
(ϵ/(9rW )) · |E(B, B′)| lightest edges of E(B, B′). We charge all the edges in Eb(B, B′) to
B. The rationale is that for these edges it is likely that the algorithm won’t sample an edge
in EĜ(B, B′) which is lighter. The total number of such edges is at most (ϵ/(9rW )) · |E| ≤
ϵ|V |/(9W ).
For a light vertex y let subpart(y) denote the subpart of y. Let u be the center of the
cluster B, and let N b(u, B′) be the set of vertices, y ∈ N(u), such that:(




∃(y′, z) ∈ Eb(B, B′) s.t. y′ ∈ subpart(y)
)
.
That is, N b(u, B′) is the subset of neighbors of u such that if Algorithm 3 selects one of
them in Step 2, then it obtains an edge in Eb(B, B′). We consider two cases.
First case: |N b(u, B′)|/|N(u)| < ϵ2/(162W 2r3x∆). In this case we charge all edges
in EĜ(B, B′) to B. For each part subpart(y) such that y ∈ N b(u, B′) there are at most
|subpart(y)| · ∆ edges (y′, z) ∈ Eb(B, B′) for which y′ ∈ subpart(y). Therefore, in this case
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|Eb(B, B′)| ≤ x∆ · |N b(u, B′)| ≤ N(u) · ϵ2/(162W 2r3) and hence |E(B, B′)| < (9rW/ϵ) ·
ϵ2/(162W 2r3) · N(u). It follows that the total number of charged edges of this type is at
most (ϵ/(18rW )) · 2|E| ≤ ϵn/(9W ).
Second case: |N b(u, B′)|/|N(u)| ≥ ϵ2/(162W 2r3x∆). For each u and B′ that fall under
this case we define the set of edges Y (u, B′) = {(u, v) : v ∈ N b(u, B′)} and denote by Y the
union of all such sets (over all such pairs u and B′). Edges in Y are charged to B if and only
if they belong to U and are incident to a vertex in B. Fix an edge in Y that is incident to
B, and note that the selection of neighbors of u is done according to a t-wise independent
distribution for t > 4q, where q is the sample size set in Step 2 of the Algorithm 3. Therefore,
the probability that the edge belongs to U is upper bounded by (1 − ϵ2/(162W 2r3x∆))q,
which by the setting of q, is at most p = ϵ/(18Wr) (for sufficiently large constant w.r.t. the
Theta notation).
We next show, using Chebyshev’s inequality, that w.h.p., the number of edges in Y that
are in U is at most 2p|E|. For y ∈ Y , define Jy to be an indicator variable that is 1 if and
only if y ∈ F . Then for a fixed y ∈ Y , E[Jy] ≤ p and {Jy} are pairwise independent (this is





















and the proof of Claim 27 is completed.
▶ Remark 29. The random seed that Algorithm 2 uses consists of two parts. The first part
is for running the partition oracle. The second part is for selecting random neighbors in
Step 2 of Algorithm 3. Since the selection of neighbors is according to a t-wise independent
distribution we obtain that a random seed of length Õ(log n) is sufficient.
B.7 The local implementation of Algorithm 2
Algorithm 8 is the local implementation of Algorithm 2 and is listed next.
Algorithm 8 Local algorithm for approximated-MST in unbounded-degree minor-free graphs.
Input: {u, v} ∈ E.
Output: YES if {u, v} belongs to the approximated-MST and NO otherwise.
1. If both u and v are in H return YES.
2. If both u and v are light:
a. Query the partition oracle on u and v and return YES if they belong to different parts.
b. Find the sub-parts of u and v by running Algorithm 4.
c. If u and v are in the same sub-part:
i. Return YES if {u, v} is in the set of edges returned by Algorithm 4 (when running on u).
ii. Otherwise, return NO.
d. Otherwise, set Cu to be the center of u and Cv to be the center of v.
e. If Cu = Cv return NO.
3. Otherwise, if u is light and v is heavy (and analogously if v is light and u is heavy) then:
a. Find the sub-part of u and set Cu to be the center of this sub-part
b. Set Cv = v
4. Run Algorithm 3 on Cu and Cv and return YES if the edge {u, v} is lighter than the edge
returned by the algorithm. Otherwise, return NO.
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