Differences in single-copy nuclear-DNA sequences among 13 species of passerine birds were measured using DNA-DNA hybridization. A matrix of pairwise dissimilarity values (delta mode distances) was constructed from analysis of fitted thermal dissociation curves. A least-squares method of phylogenetic estimation was used to construct two topologies from the distance matrix, one constraining branch lengths of sister taxa to be equal and the other permitting such lengths to vary. These topologies were identical in the pattern of branching of taxa, and the difference in their sums of squares was not statistically significant, suggesting that rates of DNA evolution in sister groups of nine-primaried oscines are equal. A nonparametric test for nonrandom variation in distances of sister groups to outgroup taxa revealed no statistically significant deviation from random variation that would be expected as a result of measurement error. However, the level of measurement error was such that rates of DNA evolution in sister taxa could vary by as much as 10% without being detected with the statistical methods used here.
Introduction
Since Zuckerkandl and Pauling (1962) proposed the existence of a molecular clock in 1962, a substantial body of data has been generated that bears on the existence, regularity, and calibration of molecular clocks. Many of these data pertain to proteins, and although it is clear that the nucleotide substitutions that underlie amino acid replacements accrue in a fashion roughly linear with respect to time (Langley and Fitch 1974) , the significant deviation from uniformity of the combined rates of change of proteins, and of the rates of individual proteins relative to one another, indicate that protein clocks are "not the stochastic timepiece that radioactive decay is" (Fitch 1976) .
The failure of protein-encoding sequences to conform to a uniform rate of divergence has been explained in part by their comparatively small information content, and critical analyses of protein clocks (e.g., Gillespie 1984) offer the prospect of decreasing variances of relative dates of divergence by increasing the number of compared sequences. This prospect finds its most complete expression in studies of the total sequence complexity (Britten et al. 1974) of genomes. Such studies have relied exclu-sively on DNA-DNA hybridization techniques, because sequencing of entire genomes of eukaryotes, although technically possible, is currently impractical.
The results of single-copy DNA-DNA hybridization studies have been interpreted as evidence that rates of divergence are uniform within certain lineages (e.g., muroid rodents [Brownell 19831 and passerine birds [Sibley and Ahlquist 19851) but variable in others (e.g., primates [Bonner et al. 1980, 19811, rodents [Brownell 19831, higher eukaryotes [B&ten 19861, and herons [Sheldon 19871 ). However, most studies have inferred rates from topologies derived from clustering methods that themselves assume rate constancy (Felsenstein 1984) . Furthermore, with the exception of Sheldon ( 1987) , most researchers have not applied appropriate statistical methods to test the uniformrate hypothesis. I measured differences in the single-copy nuclear-DNA sequences of passerine birds of the New World nine-primaried oscine complex, using DNA-DNA hybridization methods. From the measurements, I constructed a matrix of distances among the species and analyzed the matrix with a pairwise least-squares method to estimate the group's phylogeny, which served as the basis for parametric and nonparametric statistical tests of rate uniformity. In doing so, I have tried to address the following three issues in the use of DNA-DNA hybridization data in rate studies: (1) the degree to which the measurements exhibit the mathematical properties of a metric, (2) the statistical testing of rate uniformity, and (3) the estimation of the degree to which experimental error limits the conclusions of the rate tests. The results bear particularly on the topic of rate uniformity in passerine birds, which, as pointed out by Houde (1987) , has not been adequately tested in previous studies (e.g., Sibley and Ahlquist 1985) .
Methods
Single-copy DNA sequence differences among 13 oscine taxa (table 1) were measured by means of DNA-DNA hybridization, using sheared, radioiodine-labeled singlecopy nuclear-DNA fractions hybridized with excesses of unfractionated, sheared nuclear DNA chromatographed on hydroxyapatite at 2.5degree C increments from 55.0 to 95.0 C. The details of DNA purification, shearing, sizing, fractionation, labeling, hybridization, and thermal chromatography can be found in Bledsoe (1984) and are based on the methods of Britten and Kohne ( 1968) , Kohne ( 1970) , Kohne and Britten (197 l) , Commorford (197 I), Britten et al. (1974) , and Shields and Straus (1975) . Zoological nomenclature follows recent standards (e.g., American Ornithologists' Union 1983) for the pertinent geographical areas.
DNA samples were extracted from whole blood, with the exception of DNA of Fringilla coelebs, which was extracted from liver and kidney tissues. For each species, a single sample of DNA was prepared from material of one to four individuals, except for Cardinalis cardinalis, for which two samples were made. One single-copy DNA tracer sample was prepared for each species except Tachyphonus mfus and C. cardinalis, for which two separate labeled samples were made, and species of Passer, which were not labeled.
Data Analysis
A computer program written by T. F. Smith was used to fit thermal dissociation curves (plotting experimental counts versus temperature) to a modified Fermi-Dirac function (equation [ 11) with a least-squares method: (2, 1) 6.OkO.07
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where Y(T) is the number of radioactive counts eluted at temperature T, P1 and P3 are fitted parameters denoting the distribution's maximum and minimum, respectively, and P2 and P4 are fitted parameters denoting the distribution's low-temperature and high-temperature slopes, respectively.
The mode (M) of the fitted distribution was calculated as
M=Ps+@ (2) for each conspecific (species A -species A) and interspecific (species A -species B) curve. For each comparison, the interspecific mode was subtracted from the conspecific mode to yield a quantity termed delta mode. The mode of the fitted Fermi-Dirac distribution is a measure of the thermal stability of hybridized sequences, and hence delta mode provides a measure of the number of DNA sequence differences between homologous, hybridizing DNAs of the two species. The delta-mode statistic was chosen over other statistics because the fitted distribution circumvents the error produced by the linear-extrapolation methods used for other statistics (e.g., TsoH and T,). In addition, the least-squares values of fitted Fermi-Dirac curves were useful in identifying the aberrant delta-mode values discussed below. More important, delta mode does not incorporate information of the sequences that did not form stable hybrids at the incubation temperature. Thus, when sequences in one species lack homologues in another species (e.g., through sequence deletion), delta-mode values, like delta T, (Sheldon 1987) , will not exhibit the nonreciprocity that measures based on the percentage of hybridization would exhibit. Furthermore, because normalized percentage hybridization (NPH) values of comparisons of closely related species have large variances (Bledsoe 1984; Sheldon 1986) , statistics that incorporate NPH (e.g., Ta [Benveniste and Todaro 19761 = TSoH [Sibley and Ahlquist 19851) can obscure close branchings of taxa and thus can produce inaccurate topologies that compromise rate inferences. However, delta mode correlates well with NPH (Bledsoe, submitted) , so that divergence rates of sequences that do not hybridize at the criterion temperature are probably adequately reflected in delta-mode values.
Delta-mode values for each pairwise combination of taxa were averaged for replicate and reciprocal curves. Delta-mode values were not available for several pairwise combinations either because their NPH was low (<80%), because the experimental apparatus malfunctioned, or because DNA of taxa that later turned out to be of systematic interest were not included in early experiments.
In these instances, values for taxa not otherwise included in the present study were substituted for least-squares phylogenetic estimation. Species phylogenetically close to one of the taxa of a missing pairwise combination, as indicated by delta-mode values or congeneric status, were used for all but two of the empty cells. The replacements were Icterus. nigrogularis instead of Psarocolius angustifrons (which are delta mode 1.8 from one another) for three comparisons (to Tersina viridis, Nephelornis oneilli, and Sicalis luteola), Vermivora pinus instead of Dendroica striata (delta mode = 1.4) for three comparisons (to T. viridis, N. oneilli, and Passer domesticus), Carduelis tristis for Carduelis pinus (delta mode = 1.4) for one comparison (to N. oneilli), and Carpodacus mexicanus instead of Carduelis pinus (delta mode = 1.7) for one com-parison (to T. viridis). Sicalis columbiana instead of S. luteola (no distance available) was used for one comparison (to Carduelis pinus). For two cells (Tachyphonus rufis to F. coelebs and Carduelis pinus), no suitable replacement values were available, and an average of the values of the sister group of Tachyphonus rufus (iV. oneilli, Catamblyrhynchus diadema, and S. luteola) in an unweighted pair-group method of analysis (see Sneath and Sokal 1973, pp. 230-234) of the other 76 cells in table 1 was used. Replacement values are marked with an asterisk in table 1. Because the number of substitutions is small compared with the number of filled cells, and because only close relatives were used for most of the substitutions, this approach is unlikely to affect the least-squares phylogenetic reconstructions adversely. Distances between each of the labeled taxa and Passer domesticus, P. melanurus, or P. hispaniolensis (or, for labeled Psarocolius comparisons, Plocepasser mahali) were included in the analysis to root the FITCH least-squares network (see below).
Replicate delta-mode values that differed by > 1.5 delta-mode units and also showed abnormal dissociation curves were not used to calculate the means shown in table 1. When it was unclear which of a small number of replicates was discrepant, the value with the poorest least-squares Fermi-Dirac fit was excluded. Of 265 initial values, seven values were excluded. In five of 3 1 experiments, abnormal conspecific modes were corrected and used to calculate interspecific delta-mode values. The following four criteria were used to identify such abnormal conspecific modes: (1) poor Fermi-Dirac fit, (2) departure from the modal value of -85 C expected of properly labeled and analyzed conspecific DNA-DNA hybrids, (3) discrepancy among replicate conspecific curves in a single experiment, and (4) discrepancy among different experiments employing the same tracer preparation. The first and second criteria were useful primarily in identifying abnormal modes, whereas the third and fourth were used to correct such modes.
Topological Reconstruction
Topologies based on the data in table 1 were constructed with a pairwise leastsquares method by using the Phylogenetic Inference Package (PHYLIP 2.6, by J. Felsenstein). (For a review of pairwise methods, see Felsenstein 1982 .) The KITSCH and FITCH options, which respectively constrain and do not constrain sister branches to be equal in length, were employed to construct least-squares topologies. These algorithms seek the topology and set of branch lengths that minimize the sum of the squares of the difference between each original value and its corresponding topological distance divided by the original distance. Although the first steps of both algorithms are essentially those described by Fitch and Margoliash (1967) and thus assume constancy in the evolutionary rates of sister branches, FITCH includes heuristic methods to (1) increase the fit of the tree to the original data by varying branch lengths and (2) assess the fits of many topologies to determine whether trees other than the initial topology yield lower measures of fit. Thus, FITCH is heuristically capable of reconstructing the correct topology despite large differences in evolutionary rates (Bledsoe 1987) , so that, effectively, constancy of rate is not assumed (contra Lanyon 1985) .
I used a least-squares measure of fit (Cavalli-Sforza and Edwards 1967) because for cells with n 2 4, variance and delta mode are not correlated (r = -0.041, not statistically significantly different from zero, P > .05). The SHUFFLE program included with PHYLIP was used to vary the sequence in which taxa were added in searching for the lowest least-squares fit. I also used the option for user-defined trees to vary the positions of stems bounding short branch lengths, to determine whether slight changes in topology improved the fit of the FITCH and KITSCH trees and to permit the application of the F-ratio test (see below) to alternative topologies. Because the dissimilarity values in table 1 are metrics (see Results) , branch lengths were constrained to positive values (see Felsenstein 1984) .
Statistical Tests
Rate uniformity among taxa was tested statistically by assessing the equality of length of sister branches, as suggested by Rohlf and Sokal ( 198 l) , by using the ratio of the sum of squares of least-squares topologies constructed when sister branches were constrained to be equal and when they were not. If it is assumed that the distances in table 1 are additive, independent, and normally distributed, this ratio will have an F-distribution with the number of degrees of freedom (df) equal to the number of distances free to vary minus the number of unconstrained branches free to vary (Felsenstein 1984) . In a least-squares application, the difference of the sum of squares is divided by the difference in df. This quantity is then divided by the sum of squares of the unconstrained tree divided by the df of the unconstrained tree (Sheldon 1987 ). The resulting ratio will have an F-distribution.
Because the assumption of normality of distances was possibly incorrect, a nonparametric method based on the relative-rate test of Sarich and Wilson ( 1967) was also used to test the hypothesis of rate uniformity. If it is assumed that distance is a monotonic function of time, then members of a monophyletic group (the ingroup) should each have the same distance to any other taxon in the set (the outgroup). If rates among the ingroup taxa are not uniform, a nonrandom pattern of distances to outgroup taxa should be evident in the ranks of the distances (Houde 1987) . Differences in the sums of such ranks were tested with Friedman's method for randomized blocks (Sokal and Rohlf 198 1, . Table 1 presents the matrix of delta-mode values between taxa. For any mapping of three taxa onto a, b, and c, the criteria for a dissimilarity measure d to be a metric are as follows (Sneath and Sokal 1973, p. 120) : (1) (3) and (4). Criterion ( 1) is taken to be met, although reassociated complementary sequences from even a single individual will not be perfectly matched in the absence of complete homozygosity. Such differences can only be estimated, because perfectly matched duplexes are not usually available (B&ten et al. 1978) . Additional sequence mismatch will exist in the absence of complete outbreeding because populations will exhibit a level of genie polymorphism greater than the average heterozygosity. Such levels are assumed to have a negligible effect on DNA dissimilarity measures reported here. DNA differences within avian populations (e.g., grebes [Ahlquist et al., accepted] ) and among subspecies (e.g., herons [Sheldon 19861) were found to have no significant effect on distances to other species when measured with the same techniques used in the present study. Table 2 lists the average reciprocal differences of the labeled taxa. Given the small sample sizes (see table 1) on which the reciprocals are based, reciprocity is generally good, suggesting that the data meet criterion (2) given above. In addition, the average reciprocal differences are comparable to the SDS of replicate comparisons (table l) , DNA Evolutionary Rates in Passerine Birds 565 0.550 zk 0.517 (0.2-1.3)   Tachyphonus rufus (8) . . . . . . . . . . . .   0.388 + 0.2 10 (0.0-0.6) Cutamblyrhynchus diadema (10) . . . 0.329 f 0.22 1 (0.1-0.6)   Sicalis luteola (6). . . . . . . . . . . . . . .   0.467 f 0.197 (0.2-0.7) Cardinalis cardinalis ( 10) . . . . . . . . 0.489 (O.O-1.3) Pooecetes gramineus (7) . . . . . . . . . . . (Buneman 1971) . Inspection of table 1 indicates that many of the distances fail to conform to this expression. In the instances tested, the discrepancies were ~0.5, a level consistent with the effects of experimental error, which can induce nonadditivity (Fitch and Smith 1982) . Figure 1 shows the FITCH least-squares topology, in which sister branches are not constrained to be equal. The tree is rooted to Passer, the taxon most distant from all other taxa. The same topology was achieved with the IUTSCH least-squares analysis (fig. 1, bottom) , in which sister branches are constrained to be equal.
Results

Mathematical Properties of the Data
Least-Squares Topologies and Rate Tests
The difference between the sums of squares of the FITCH and KITSCH trees in figure 1 is not statistically significant (ss[constrained] = 11.47, ss[unconstrained] = 8.90, F-ratio = 1.44, F.osfll,ssj = 1.97). Topologies with higher sums of squares, in which the positions of stems bounding the shorter (<0.45) branches were reversed, also showed differences between the FITCH and IUTSCH sums of squares that were not statistically significant (P % 0.05). Friedman's method of randomized blocks, when applied to ingroups of the FITCH tree in figure 1 so that the number of outgroup comparisons is >5, indicates that the ranks of distances to outgroup taxa are not statistically significantly different from those expected on the basis of the null hypothesis of random variation (tables 3-5).
The ingroup consisting of Psarocolius, Dendroica, Junco, and Pooecetes most closely approached a nonrandom set of ranks (P = 0.207) and had the largest range FIG. 1 . --Least-squares topologies constructed so that branches from each node are not constrained to be equal in length @ITCH tree, top) and so that such branches are required to be equal in length (KITSCH tree, bottom). The unconstrained topology is rooted to Passer and has a sum of squares of 8.90. The constrained topology has a sum of squares of 11.47. The numbers next to each stem are branch lengths in units of delta mode. The ordinate indicates percent divergence, expressed in delta-mode units. of rank sums (Psarocolius = 15; Pooecetes = 26). Among these latter two taxa, Psarocolius is closer to six of eight outgroup taxa than is Pooecetes, which is equidistant once and closer in a single instance. Rank differences between Psarocolius and Pooecetes were not statistically significant by Friedman's method, although the test is extremely weak when only two ingroup taxa are used. Table 6 gives the average distances of the ingroup containing Psarocolius, Dendroica, Junco, and Pooecetes to the outgroup taxa. Once again, Psarocolius is closer than would be expected under rate uniformity, but the 95% confidence limits overlap and the difference is not statistically significant. However, in both this comparison and the rank-sum tests, three of the four Psarocohs distances that are not lower than the other ingroup distances are based on a sample size of one, so that sampling error might affect the ability to detect statistically nonrandom variation in Psarocolius distances.
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Discussion
The results of the F-ratio and rank-sum tests indicate that inferred rates of singlecopy nuclear-DNA evolution do not appear to differ between the sister lineages of the nine-primaried passerine birds (depicted in fig. 1 ). This conclusion is not likely to be compromised even if the pattern of branching around the shorter lengths of figure 1 is inaccurate, because rearranged topologies also provide no indication of inequality of rates. However, although large rate differences such as those observed among higher taxa (B&ten 1986) can clearly be ruled out for the species studied here, the conclusion of rate uniformity holds only insofar as experimental error did not obscure less pronounced rate differences, and insofar as, for the statistical tests, a Type-II error was not committed in accepting null hypotheses that are false. Because a distribution describing the expectations of distances among taxa is not available, an accurate estimate of the effects of experimental error across the entire topology cannot be provided. However, if we assume that the differences between means in table 6 are real, then a maximum difference in inferred rate of -10% between sister taxa would not be identified in this portion of the topology. A second and similar estimate is based on the overlap of confidence limits of the mean distances in table 5. The largest overlap of the 95% limits is 0.65. If the actual means fall at the extremes of this interval, a 12% difference in net rate would be overlooked in the rate analysis. Sheldon ( 1987) , in a study similar to the current one, used the F-ratio test to identify a 19%-25% rate difference between sister taxa, a result that suggests that differences of this magnitude would probably be identified by the F-ratio test if they existed among the nine-primaried passerines. In addition, the probability of committing a Type-II error in the F-ratio test is very small because the numbers of parameters of the constrained and unconstrained models yield large df values. However, one of the assumptions of the F-ratio test-i.e., that distances are normally distributed-is not certainly met, because we have no evidence of such a distribution. Unfortunately, the nonparametric rank-sum tests are weak when the number of taxa is small, as is the case in tables 3-5. Friedman's method of randomized blocks was not used by Sheldon (1987) , but when it is applied to one of his ingroups showing an 11% increase in rate, the rank-sum differences barely reach significance at the 0.05 level. This suggests that Friedman's method is insensitive to small (< 10%) rate changes, such as might be anticipated on the basis of the data in tables 5 and 6. Templeton ( 1986) and Felsenstein (accepted) have discussed the shortcomings of other such nonparametric tests.
The considerations of experimental error and the strength of the statistical tests indicate that differences in the rates of sister taxa on the order of 10% could not be inferred from the data and analytical methods of the present study. Larger sample sizes than those of the means in table 1 might reduce this percentage somewhat. In addition, the mixed-model ANOVA of Felsenstein (accepted), which was not available for the present study, would provide a stronger analysis of the statistical properties and limitations of DNA-DNA hybridization distances among the nine-primaried passerines. Of course, even if the observed distances prove to be strictly a monotonic function of time in all lineages, the function might not be linear, as Felsenstein (accepted) has demonstrated for DNA-DNA hybridization distances among the hominoid primates. In addition, because the process of nucleotide substitution appears to be stochastic, rates will vary when measured across short time intervals, although such intervals become very small indeed when large numbers of sequences are compared (Felsenstein, accepted) . Finally, rates might vary substantially above the limit set by the stochastic nature of the "clock" yet not be inferred as variable because they reach the average rate before genetic isolation of descendant lineages occurs. Such "episodic" clocks (Gillespie 1986 ) might be discounted if, for several extant lineages that branched from one another over a comparatively short interval of time, the inferred lengths of branches linking these lineages departed from the lengths expected on the basis of rate uniformity. However, in DNA-DNA hybridization reconstructions, these short branches are often the ones most impinged on by measurement error. This problem is part of the more general issue of the unknown biases in topological reconstructions based on macromolecular distances, an issue that will require resolution before DNA-DNA hybridization studies can be certain to contribute accurate phylogenetic estimates necessary for modeling DNA evolution from direct sequence information.
