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Abstract
We consider a network of n spin 1
2
systems which are pairwise interacting via Ising interaction and are
controlled by the same electro-magnetic control field. Such a system presents symmetries since the Hamiltonian
is unchanged if we permute two spins. This prevents full (operator) controllability [2] in that not every unitary
evolution can be obtained. We prove however that controllability is verified if we restrict ourselves to unitary
evolutions which preserve the above permutation invariance. For low dimensional cases, n = 2 and n = 3, we
provide an analysis of the Lie group of available evolutions and give explicit control laws to transfer between
any two permutation invariant states. This class of states includes highly entangled states such as GHZ states
[8] and W states [6], which are of interest in quantum information.
Keywords: Controllability of Spin Networks, Permutation Invariant States, Lie Algebraic Methods in Quantum
Control.
1 Introduction
The controllability of a control system describes the set of states which can be reached for that system by opportunely
changing the external controls. For finite dimensional quantum systems, controllability is usually assessed by
calculating the Lie algebra generated by the Hamiltonians of the system [2]. Such a Lie algebra is called the
dynamical Lie algebra. If the dynamical Lie algebra of a system of dimension d is the full Lie algebra u(d) (su(d))
of d× d skew-Hermitian matrices (with zero trace) then the set of available evolutions is the full Lie group of d× d
unitary matrices U(d) (with determinant equal to 1, SU(d)) and the system is said to be operator controllable.1
More in general the set of the available evolutions is dense in the Lie group associated with the dynamical Lie
algebra and it is equal to such a Lie group in the case where such a Lie group is compact. Although controllability
is the generic situation [14], in reality, symmetries present in the system’s dynamics restrict the type of available
evolutions. In this paper, we analyze one of these situations for a system of interest in the implementation of
quantum information processing and the generation of entangled states.
In particular, we consider a network of n ≥ 2 spin controlled in parallel by an electromagnetic field. Such a
system was also considered in [1] and allows one to perform quantum information processing and generate entangled
states without the need to address the spins individually. A common control field is used to control all spins
simultaneously. The Hamiltonian (cf. (6) below) is symmetric in the sense that is invariant under permutation.
As a consequence, starting from the ground state where all the spin are in state 0〉 the possible states of the spin
network will also be permutation invariant. Examples of such states are the GHZ states introduced in [8]
|GHZ〉 := 1√
2
(|000 · · ·0〉+ |111 · · ·1〉), (1)
and the W states
|W 〉 := 1√
n
(|100 · · · 0〉+ |010 · · ·0〉+ |001 · · · 0〉+ · · ·+ |000 · · ·1〉), (2)
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1The term ‘completely controllable’ is used to denote this situation [7].
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considered in [6]. However, we do not restrict ourselves to transfer to or from these states as in [1] but consider
the control problem on the full subspace of permutation invariant states. A basis for such a subspace is given by
the n+ 1 orthonormal states, for m = 0, 1, ..., n,
|φm〉 = 1√(
n
m
) ∑
k
|k〉. (3)
In formula (3), for each m the sum runs for all the elements in the computational basis which have m 1’s and n−m
0’s. For example, |GHZ〉 in (1) is 1√
2
(|φ0〉+ |φn〉), while |W 〉 in (2) is |φ1〉.
We present the following results:
1. We prove the controllability of the system in the sense that the dynamical Lie algebra L (see, e.g., [2]) is
the full Lie subalgebra of u(2n) consisting of matrices which have zero trace and are permutation invariant.
The corresponding Lie group is compact and therefore the set of possible available evolutions is equal to the
corresponding Lie group eL (Theorem 2).
For the cases n = 2 and n = 3:
2. We explicitly describe the dynamical Lie algebra L which is, after a change of coordinates, spanned by
matrices in a direct sum of u(1) with u(3) and with zero trace for the case n = 2. It is spanned by matrices
in a direct sum of two copies of (a Lie algebra isomorphic to) u(2) and u(4) and with trace equal to zero
for the case n = 3. From this, a parametrization of the Lie group of the available evolutions is obtained
and controllability between any two permutation invariant pure states is proved. Results are summarized in
Theorem 3 and 4 for the cases n = 2 and n = 3, respectively.
3. We use the above parametrization of the Lie group of available evolutions and Lie group decomposition
techniques to provide explicit control algorithms to transfer between any two permutation invariant states
(Section 4).
1.1 Definitions and elementary properties
The Pauli matrices σx,y,z are defined as
σx :=
(
0 1
1 0
)
, σy :=
(
0 i
−i 0
)
, σz :=
(
1 0
0 −1
)
. (4)
Let 1 be the two dimensional identy matrix, the Pauli matrices satisfy
σxσx = σyσy = σzσz = 1,
σxσy = −iσz, σyσz = −iσx, σzσx = −iσy
σyσx = iσz, σzσy = iσx, σxσz = iσy
(5)
The quantum system we study in this paper is a symmetric Ising spin chain under the control of a common
electromagnetic field. The corresponding, time varying controlled Hamiltonian, for n ≥ 2 spin 12 particles is defined
as:
H(t) = Hzz +Hxux(t) +Hyuy(t), (6)
where
Hzz =
∑
1≤k<m≤n 1⊗ · · ·1⊗ σz︸︷︷︸
kth
⊗1⊗ · · ·1⊗ σz︸︷︷︸
mth
⊗1⊗ · · ·1,
Hx =
∑n
k=1 1⊗ · · ·1⊗ σx︸︷︷︸
kth
⊗1⊗ · · ·1,
Hy =
∑n
k=1 1⊗ · · ·1⊗ σy︸︷︷︸
kth
⊗1⊗ · · ·1.
(7)
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Here ux and uy represent the x and y components of a control electromagnetic field. Hzz is the interaction
Hamiltonian which is the sum of
(
n
2
)
Ising interactions between all pairs of spins. The Hamiltonians Hx, Hy model
the interaction of the spins with the external control field.
It is clear that the given Hamiltonian is invariant under a permutation of the spins, we next define the Lie
subalgebra of u(2n) of matrices which are permutation invariant. The 4× 4 matrix
Π :=


1 0 0 0
0 0 1 0
0 1 0 0
0 0 0 1

 , (8)
is such that for any two, 2× 2 matrices, σ1 and σ2
Πσ1 ⊗ σ2Π = σ2 ⊗ σ1. (9)
The n− 1 matrices Πj,j+1, j = 1, ..., n− 1, defined as
Πj,j+1 := 1
⊗j−1 ⊗Π⊗ 1⊗n−j−1, (10)
generate the whole group of permutations in the sense that every permutation of positions of the n factors in
a tensor product can be obtained by multiplications of such matrices. Therefore the Lie subalgebra of u(2n) of
matrices which are permutation invariant can be described as
LPI := {A ∈ u(2n) |Πj,j+1AΠj,j+1, j = 1, . . . n− 1}. (11)
Since Π2 = 1 ⊗ 1, we have that Π2j,j+1 = 1⊗n, for every j = 1, 1, ..., n − 1. From this it follows that if general
2n × 2n skew-Hermitian matrices A and B are such Πj,j+1AΠj,j+1 = A and Πj,j+1BΠj,j+1 = B, AB is also such
that Πj,j+1ABΠj,j+1 = Πj,j+1AΠ
2
j,j+1BΠj,j+1 = AB. This confirms that LPI is a Lie subalgebra of u(2n), since
it is closed under commutation.
2 Controllability
Applying general results on the controllability of systems on Lie groups [11] and quantum systems (see, e.g., [2],
[10], [15]) the study of the controllability of system (6) will be carried out by evaluating the dynamical Lie algebra
L in u(2n) generated by the matrices {iHzz, iHx, iHy} in (6). It is known that the set of reachable evolutions is
dense in the Lie group, eL, associated with the dynamical Lie algebra L and coincides with such a Lie group if this
Lie group is compact. The following result characterizes the dynamical Lie algebra for system (6). It shows that,
except for the fact that the matrices corresponding to Hzz , Hx and Hy in (7) have zero trace, the dynamical Lie
algebra is the full Lie algebra of permutation invariant skew-Hermitian matrices in u(2n).
Theorem 1. (Dynamical Lie Algebra) The dynamical Lie algebra L associated with system (6) coincides with the
space of all permutation invariant matrices in su(2n), i.e., with LPI in (11),
L = LPI ∩ su(2n). (12)
The set of possible evolutions for the system (6) (7) is described in the following theorem.
Theorem 2. (Controllability) The set of possible evolutions for the system characterized by the Hamiltonian (6)
is the compact Lie group corresponding to the Lie algebra LPI ∩ su(2n).
Proof. The claim follows from the standard results on controllability of right invariant systems on Lie groups [11]
and quantum mechanical systems [2], [10], [15] and the observation that eL
PI
is compact (which is proved in
Remark 3.3 below) and SU(2n) is also compact, so that
eL
PI∩su(2n) = eL
PI ∩ SU(2n),
is also compact. From known results for right invariant systems on Lie groups [11] (because of compactness) the
set of available evolutions is exactly equal to such a Lie group.
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We now calculate the dimension of the Lie algebra L in (12). To do this we first introduce some notations. Let
σ0 := 1. For an n−ple l := (l1, l2, ..., ln) of elements in the set {0, x, y, z}, we denote by
σl := σl1 ⊗ · · · ⊗ σln . (13)
Consider a matrix X of the type X = i
∑
l αlσl ∈ su(2n), where the sum is taken among the 4n possible n−ples
in {0, x, y, z}, with coefficients αl. For any permutation π we let Xpi = i
∑
l αlσpi(l). Thus X is permutation
invariant, i.e. X ∈ LPI (see equation (11)), if and only if X = Xpi for all permutations π ∈ Sn.
For a triple (kx, ky, kz) indicating the numbers of {x, y, z} symbols, we denote by Φ(kx, ky, kz) the set of n-ples
with kx, x
′s, ky, y′s, and kz, z′s. We let, with definition (13),
Xn(kx,ky,kz) = i
∑
l∈Φ(kx,ky,kz)
σl.
Then Xn(kx,ky,kz) is a permutation invariant matrix, and any permutation invariant matrix can be written as a
linear combination of matrices of the type Xn(kx,ky,kz).
With these notations, in particular we have:
iHzz = X
n
(0,0,2), iHx = X
n
(1,0,0), iHy = X
n
(0,1,0). (14)
We first calculate the dimension of the Lie algebra LPI in (11). Elements forming a basis for the Lie algebra
LPI in (11) are in one to one correspondence with triple (kx, ky, kz) where kx,y,z denote the number of matrices
σx,y,z present on the given element. Therefore, the dimension of LPI is given by all the ways to choose the triples
(kx, ky, kz), with 0 ≤ kx + ky + kz ≤ n.
Now, given 0 ≤ k ≤ n, we have (k+1)(k+2)2 ways of choosing (kx, ky, kz), with k = kx + ky + kz. In fact, kx can
be chosen in k+1 ways, then ky can be chosen in k+1− kx ways, while kz = k− (kx + ky) is now fixed. Thus by
varying kx, from 0 to k, we have that the total ways are:
k∑
kx=0
(k + 1− kx) =
k+1∑
l=1
l =
(k + 1)(k + 2)
2
.
The dimension of the Lie algebra LPI in (11) is obtained by summing the above numbers as k = 0, 1, ..., n. We
have
dim LPI =
n∑
k=0
(k + 1)(k + 2)
2
=
1
2
n∑
k=0
(k + 1)(k + 2) =
1
2
(n+ 3)(n+ 2)(n+ 1)
3
:=
(
n+ 3
n
)
. (15)
where the second equality is proved by induction on n.
Therefore, the dimension of the Lie algebra L in (12) is (n+3
n
)− 1.
2.1 Proof of Theorem 1
The dynamical Lie algebra L is generated by iHzz, iHx, and iHy and since iHzz, iHx, and iHy belong to LPI ∩
su(2n), L ⊆ LPI ∩su(2n). To prove Theorem 1 we need to establish also the converse inclusion, i.e. LPI ∩su(2n) ⊆
L. To get this inclusion, we will prove that,
∀ (kx, ky, kz) such that 1 ≤ kk + ky + kz ≤ n, Xn(kx,ky,kz) ∈ L. (16)
We will prove equation (16) by induction on k¯ = kx+ky+kz (1 ≤ k¯ ≤ n). We will derive equation (16) for k¯ = 1, 2
first and then will prove the inductive step.
• k¯ = 1.
For k¯ = 1 there are only three possible triples (kx, ky, kz), with kx + ky + kz = k¯. X
n
(1,0,0) and X
n
(0,1,0) are
already in L because of (14). Moreover a direct calculation gives
[Xn(1,0,0), X
n
(0,1,0)] = 2X
n
(0,0,1),
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since
[Xn(1,0,0), X
n
(0,1,0)] = −
n∑
i,j=1
[1⊗ · · ·1⊗ σx︸︷︷︸
ith
⊗1⊗ · · ·1, 1⊗ · · ·1⊗ σy︸︷︷︸
jth
⊗1⊗ · · ·1] =
= 2i
n∑
i
1⊗ · · ·1⊗ σz︸︷︷︸
ith
⊗1⊗ · · ·1,
since we have that, if i 6= j then the two matrices commute, and if i = j then [σx, σy] = −2iσz.
• k¯ = 2.
For k¯ = 2 there are only 6 possible triples (kx, ky, kz) with kx + ky + kz = k¯. X
n
(0,0,2) is already in L because
of (14). Moreover, we calculate
[Xn(1,0,0), X
n
(0,0,2)] = −2Xn(0,1,1)
[Xn(0,1,0), X
n
(0,0,2)] = 2X
n
(1,0,1)
(17)
Let us give details on the first equation. The second one is similar. First we notice that:
[1⊗ · · ·1⊗ σx︸︷︷︸
ith
⊗1⊗ · · ·1, 1⊗ · · ·1⊗ σz︸︷︷︸
jth
⊗ · · · ⊗ σz︸︷︷︸
lth
⊗ · · ·1⊗ · · ·1] =
=


0 if i 6= j and i 6= l
2i 1⊗ · · ·1⊗ σy︸︷︷︸
jth
⊗ · · · ⊗ σz︸︷︷︸
lth
⊗ · · ·1⊗ · · ·1 if i = j
2i 1⊗ · · ·1⊗ σz︸︷︷︸
jth
⊗ · · · ⊗ σy︸︷︷︸
lth
⊗ · · ·1⊗ · · ·1 if i = l
(18)
Thus:
[Xn(1,0,0), X
n
(0,0,2)] = −
n∑
i, j, l = 1
j < l
[1⊗ · · ·1⊗ σx︸︷︷︸
ith
⊗1⊗ · · ·1, 1⊗ · · ·1⊗ σz︸︷︷︸
jth
⊗ · · · ⊗ σz︸︷︷︸
lth
⊗ · · ·1⊗ · · ·1] =
= −
n∑
j, l = 1
j < l
2i

 1⊗ · · ·1⊗ σy︸︷︷︸
jth
⊗ · · · ⊗ σz︸︷︷︸
lth
⊗ · · ·1⊗ · · ·1+ 1⊗ · · ·1⊗ σz︸︷︷︸
jth
⊗ · · · ⊗ σy︸︷︷︸
lth
⊗ · · ·1⊗ · · ·1

 =
= −2Xn(0,1,1).
This shows that Xn(0,1,1) and X
n
(1,0,1) are in L. Moreover we have with similar calculations (cf. Appendix A)
[Xn(0,1,1), X
n
(1,0,0)] = 4X
n
(0,2,0) − 4Xn(0,0,2)
[Xn(1,0,1), X
n
(0,1,0)] = −4Xn(2,0,0) + 4Xn(0,0,2),
(19)
and therefore Xn(0,2,0), and X
n
(2,0,0) are also in L. Finally, using a similar argument as the one used to prove
(17), we have,
[Xn(0,0,1), X
n
(2,0,0)] = 2X
n
(1,1,0). (20)
Therefore all the basis matrices corresponding to k¯ = 2 are in L.
• By exchanging the roles of x, y and z, we can see the following:
Fact: Assume that Xn(kx,ky,kz) ∈ L for all triples (kx, ky, kz), with kx+ ky+ kz ≤ kˆ and that Xn(k˜x,k˜y,k˜z), with
k˜x + k˜x + k˜x > kˆ is obtained as a Lie bracket of elements X
n
(kx,ky,kz)
with kx + ky + kz = kˆ, and therefore is
in L. Then, every Xn
(kˆx,kˆy,kˆz)
is also in L, where (kˆx, kˆy, kˆz) is any permutation of (k˜x, k˜y, k˜z).
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• Inductive step: Let 2 ≤ k¯ − 1 < n and assume that all possible Xn(kx,ky,kz) ∈ L for 1 ≤ kx + ky + kz ≤ k¯ − 1.
Then also all Xn(kx,ky,kz) ∈ L with kx + ky + kz = k¯.
Proof. By the symmetry property of the above Fact, it is enough to prove that, using Lie bracket of elements
Xn(kx,ky,kz) ∈ L with 1 ≤ kx + ky + kz ≤ k¯ − 1, we can obtain all Xn(kx,ky,kz) for kx + ky + kz = k¯ with the
restriction that kz ≤ ky ≤ kx. Such a restriction does not imply a loss of generality.
We set kx = k¯−j and will prove this fact by induction on j. The possible range of values for j is 0 ≤ j ≤ [ 2k¯3 ].
In fact, if j = [ 2k¯3 ]+1, then in particular j >
2k¯
3 , thus kx = k¯−j < k¯− 2k¯3 = k¯3 , so also kx+ky+kz ≤ 3kx < k¯.
On the other hand if j = [ 2k¯3 ], then kx = k¯− j ≥ k¯3 , thus 3kx ≥ k¯, so there exists a triple (k¯ − j, ky, kz), with
k¯ − j + ky + kz = a
¯
rk and kz ≤ ky ≤ k¯ − j
Base step: j = 0 ⇒ kx = k¯.
To get this base step, j = 0, we will prove also the cases j = 1 and j = 2. It holds that:
[Xn(k¯−1,0,0), X
n
(1,1,0)] = 2X
n
(k¯−1,0,1) + 2X
n
(k¯−2,0,1). (21)
To see this, assume we have an n−ple i which has k¯− 1 elements equal to x and all the other equal to 0 and
an n−ple j with one element jx = x one jy = y and all the other equal to 0. Denote by A the set of indexes
such that il = x. We have:
[σi, σj ] =


0 if jy 6∈ A
−2iσl1 ⊗ · · · ⊗ σln if jx ∈ A and jy ∈ A
−2iσs1 ⊗ · · · ⊗ σsn if jx 6∈ A and jy ∈ A
(22)
where the n−ple l = (l1, . . . , ln) has k¯−2 indexes equal to x and one equal to z, while the n−ple s = (s1, . . . , sn)
has k¯− 1 indexes equal to x and one equal to z. Since [Xn
(k¯−1,0,0), X
n
(1,1,0)] is a permutation invariant matrix,
and Xn
(k¯−1,0,0) is a sum of all elements of the type σi, while X
n
(1,1,0) is a sum of all elements of the type σj ,
from (22), equation (21) follows.
From equation (21) since Xn
(k¯−2,0,1) is in L, we have that Xn(k¯−1,0,1) ∈ L. By the symmetry property of the
above Fact we also have Xn
(k¯−1,1,0) ∈ L. The next two equations can be proved by direct calculation:
[Xn(k¯−1,1,0), X
n
(0,0,1)] = −2Xn(k¯−2,2,0) + 2Xn(k¯,0,0). (23)
[Xn(k¯−1,0,1), X
n
(0,1,0)] = 2X
n
(k¯−2,0,2) − 2Xn(k¯,0,0). (24)
We now compute [Xn
(k¯−2,1,0), X
n
(1,0,1)] with an argument similar to the one used to derive equation (21).
Assume we have an n−ple i which has k¯− 2 elements equal to x, one element iy = y, and all the other equal
to 0, and an n−ple j with one element jx = x one jz = z and all the other equal to 0. Denote by A the set
of indexes such that il = x. We have:
[σi, σj ] =


0 if
jx 6∈ A ∪ {iy} and jz 6∈ A ∪ {iy} or
jx ∈ A and jz 6∈ A ∪ {iy} or
jx = iy and jz ∈ A
−2iσl1 ⊗ · · · ⊗ σln if jx 6∈ A ∪ {iy} and jz = iy
2iσs1 ⊗ · · · ⊗ σsn if jx 6∈ A ∪ {iy} and jz ∈ A
2iσm1 ⊗ · · · ⊗ σmn if jx ∈ A and jz ∈ A
−2iσq1 ⊗ · · · ⊗ σqn if jx ∈ A and jz = iy
2iσr1 ⊗ · · · ⊗ σrn if jx = iy and jz 6∈ A ∪ {iy}.
(25)
Here the n−ple l = (l1, . . . , ln) has k¯ indexes equal to x, the n-ple s = (s1, . . . , sn) has k¯ − 2 indexes equal
to x and two equal to y, the n−ple m = (m1, . . . ,mn) has k¯ − 3 indexes equal to x and two equal to y, the
n-ple q = (q1, . . . , qn) has k¯ − 2 indexes equal to x, and the n-ple r = (r1, . . . , rn) has k¯ − 2 indexes equal to
x and two equal to z. Since Xn
(k¯−2,1,0) is a sum of all elements of the type σi, while X
n
(1,0,1) is a sum of all
elements of the type σj , from (25), we have:
[Xn(k¯−2,1,0), X
n
(1,0,1)] = −2Xn(k¯−3,2,0) + 2Xn(k¯−2,0,0) − 2Xn(k¯−2,2,0) − 2Xn(k¯−2,0,2) + 2Xn(k¯,0,0). (26)
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Since Xn
(k¯−3,2,0) and X
n
(k¯−2,0,0) are in L, putting together equations (23), (24), and (26), we get that
Xn(k¯,0,0), X
n
(k¯−2,2,0), X
n
(k¯−2,0,2) ∈ Ln.
So, in particular, we have proven that L contains all Xn
(k¯,0,0)
, which is the base step, j = 0.
Induction step: Assume we have in L all Xn(kx,ky,kz) with kx + ky + kz = k¯ and kx = k¯ − (j − 1), we want to
show that we also have all Xn(kx,ky,kz) with kx = k¯ − j.
Fix a triple kx + ky + kz = k¯, with kx = k¯ − j. Certainly ky or kz is different from 0.
Assume kz 6= 0, consider the triple (k¯ − (j − 1), ky, kz − 1), we have that the sum of the three elements is k¯,
and also k¯ − (j − 1) ≥ ky ≥ kz − 1, thus, by the inductive assumption Xn(k¯−(i−1),ky,kz−1) ∈ L. We have:
[Xn(k¯−(i−1),ky,kz−1), X
n
(0,1,0)] = 2X
n
(k¯−i,ky,kz) − 2Xn(k¯−i+2,ky,kz−2).
Since the second element is in L by the inductive assumption, we have that Xn
(k¯−i,ky,kz) ∈ L.
If kz = 0, the triple is (k¯ − i, i, 0). We compute:
[Xn(k¯−(i−1),i−1,0), X
n
(0,0,1)] = −2Xn(k¯−i,i,0) − 2Xn(k¯−i+2,i−2,0).
Again we can conclude, since the second element on the right hand side is in L.
3 Dynamical Lie algebra analysis for n = 2 and n = 3
3.1 Case n = 2 and generalizations
The symmetric vectors |φ0〉, |φ1〉, and |φ2〉, defined in (3) are an orthonormal basis of the +1 eigenspace of Π in
(8) while the unit (antisymmetric) vector
|ψ0〉 := 1√
2
(−|01〉+ |10〉), (27)
span the, 1-dimensional, −1 eigenspace of Π. Writing the corresponding change of basis matrix in the computational
basis, we obtain, with a := 1√
2
,
T † := [|ψ0〉, |φ0〉, |φ1〉, |φ2〉] :=


0 1 0 0
−a 0 a 0
a 0 a 0
0 0 0 1

 . (28)
We have, with Π in (8) TΠT † = diag(−1, 1, 1, 1) := 11,3.2 Therefore a matrix A ∈ u(4) is in LPI defined in (11) if
and only if
TΠT †(TAT †)TΠT † = 11,3(TAT †)11,3 = TAT †,
that is, if and only if A˜ := TAT † commutes with 11,3. This happens if and only if A˜ has a block diagonal form
with two blocks of dimension 1 and 3. This proves that LPI is u(1)⊕ u(3) in this case, where the sum is a direct
sum of Lie algebras (the two addenda commute) and the corresponding Lie group is the direct product of U(1)
and U(3), a compact Lie group.
Remark 3.1. A different way to arrive at the change of coordinates T in (28), which will then be generalized to
the case n = 3 is to notice that |φ0〉, |φ1〉 and |φ2〉 span an invariant subspace for the generators Hzz, Hx and Hy
of the Lie algebra LPI and therefore for the whole Lie algebra. The same thing is true for the subspace spanned
by |ψ0〉. Therefore, in the basis given by the matrix T in (28) the elements of LPI are in the 1 + 3 block diagonal
form.
2In the following we shall use the notation 1j,k for diag(−1,−1, ...,−1, 1, 1, ..., 1) with j ‘-1’s and k, ‘1’s.
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Remark 3.2. This result can be generalized in at least two ways to the case of a general number n of spin. In
particular assume we have n spin and we are interested in the superalgebra of LPI of matrices invariant under
permutation of two of the spins, which we can assume without loss of generality to be the first two. That is, we
are interested in the superalgebra of LPI
LPI12 := {A ∈ u(2n) |Π1,2AΠ1,2}. (29)
Using the change of coordinates T⊗12n−2, we have that T⊗12n−2Π1,2T †⊗12n−2 = 12n−2,3×2n−2 so that, analogously
to above, modulo a change of coordinates, the matrices in LPI12 are all the matrices in u(2n) which are block
diagonal with blocks of dimension 2n−2 and 3×2n−2. ThereforeLPI12 = u(2n−2)⊕u(3×2n−2) and the corresponding
Lie group is the direct product of U(2n−2) and U(3× 2n−2), again a compact Lie group.
Assume now n even. and consider the superalgebra of LPI of all the matrices A such that
Le := {A ∈ u(2n) |Π⊗Π⊗ · · · ⊗ΠAΠ⊗Π⊗ · · · ⊗Π = A}. (30)
Using the change of coordinates A→ T ⊗ T ⊗ · · · ⊗ TAT †⊗ T † ⊗ · · · ⊗ T † we see that, in the new coordinates, the
matrices in Le are tensor products of block diagonal 4 × 4 matrices with one 1 × 1 block and one 3 × 3 block. So
the Lie algebra Le is spanned by all the matrices in i(iu(1)⊕ iu(3))⊗n2 . Using the fact that iu(j)⊗ iu(k) = iu(jk),
we see that
Le = ⊕
n
2
j=0
(
n
2
j
)
iu(3j), (31)
where for a positive integer k, we have denoted by ku(·) the direct sum of k copies of u(·).
Remark 3.3. The Lie algebra LPI is the intersection of all the Lie algebras LPIjk defined analogously to LPI12
in (29). All these Lie algebras are conjugate (and therefore isomorphic) to LPI12. Therefore the corresponding Lie
group eL
PI
is the intersection of the compact Lie groups eL
PIjk
and therefore compact.
Applying the change of coordinates T in (28) to the basis {|φ0〉, |φ1〉, |φ2〉}, we obtain the basis
|φ˜0〉 := T |φ0〉 =


0
1
0
0

 , |φ˜1〉 := T |φ1〉 =


0
0
1
0

 , |φ˜2〉 := T |φ2〉 =


0
0
0
1

 . (32)
Since the Lie group of block diagonal matrices, direct product of U(1) and U(3), is transitive on the manifold of
linear combinations of |φ˜0〉, |φ˜1〉, |φ˜2〉 with unit norm, (natural) pure state controllability follows. We summarize
in the following Theorem:
Theorem 3. In the coordinates given by the matrix T in (28) the Lie algebra of permutation invariant matrices
LPI is made of block diagonal matrices with skew-Hermitian blocks of dimensions 1 and 3. The set of reachable
evolutions is the Lie group of block diagonal matrices diag(U1, U3) with U1 (U3) unitary of dimension 1 (3) and
det(U1) det(U3) = 1. System (6) is pure state controllable on the space of permutation invariant states.
3.2 Case n = 3
For n = 3, the dynamical Lie algebra L is the intersection of LPI12 and LPI23 defined in Remark 3.2 inside su(8).
In order to find a system of coordinates where LPI has a form which easily displays its Lie algebra structure we
follow the idea of Remark 3.1 and find orthonormal subspaces which are invariant for the generators of LPI and
therefore for all of LPI . One such subspace is given by
Sφ := span{|φ0〉, |φ1〉, |φ2〉, |φ3〉},
with |φj〉 defined in (3). Let
|ψ0〉 := − 1√
2
|010〉+ 1√
2
|100〉
and
|ψ1〉 := − 1√
2
|011〉+ 1√
2
|101〉
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. It is a straightforward calculation to show that the subspace
Sψ := span{|ψ0〉, |ψ1〉},
is invariant under Hzz, Hx and Hy defined in (6) and (7) and therefore for the whole Lie algebra LPI . Moreover
consider the orthonormal vectors
|χ0〉 :=
√
2√
3
|001〉 − 1√
6
|010〉 − 1√
6
|100〉,
|χ1〉 := 1√
6
|011〉+ 1√
6
|101〉 −
√
2√
3
|110〉.
Again, a straightforward calculation shows that the subspace
Sχ := span{|χ0〉, |χ1〉},
is invariant under Hzz , Hx and Hy defined in (6) and (7) and therefore for the whole Lie algebra LPI , moreover it
is orthogonal to Sφ and Sψ . Therefore, the matrix
M † := [|ψ0〉, |ψ1〉, |χ0〉, |χ1〉, |φ0〉, |φ1〉, |φ2〉, |φ3〉] :=


0 0 0 0 1 0 0 0
0 0
√
2√
3
0 0 1√
3
0 0
− 1√
2
0 − 1√
6
0 0 1√
3
0 0
0 − 1√
2
0 1√
6
0 0 1√
3
0
1√
2
0 − 1√
6
0 0 1√
3
0 0
0 1√
2
0 1√
6
0 0 1√
3
0
0 0 0 −
√
2√
3
0 0 1√
3
0
0 0 0 0 0 0 0 1


, (33)
is such that the matrices in MLPIM † have the form
MAM † :=

W1 0 00 W2 0
0 0 W3

 , (34)
with W1 ∈ u(2), W2 ∈ u(2), W3 ∈ u(4). Furthermore using the fact that Π23AΠ23 = A, for A ∈ LPI and (34), we
obtain
MΠ23M
†

W1 0 00 W2 0
0 0 W3

MΠ23M † =

W1 0 00 W2 0
0 0 W3

 . (35)
Using M † in (33) and the (easily verifiable) relations3
Π23|ψ0〉 = 1
2
|ψ0〉 −
√
3
2
|χ0〉, Π23|ψ1〉 = 1
2
|ψ1〉 −
√
3
2
|χ1〉, (36)
Π23|χ0〉 = −1
2
|χ0〉 −
√
3
2
|ψ0〉, Π23|χ1〉 = −1
2
|χ1〉 −
√
3
2
|ψ1〉,
we calculate
MΠ23M
† :=


1
212 −
√
3
2 12 0 0
−
√
3
2 12
1
212 0 0
0 0 12 0
0 0 0 12.

 (37)
3Notice also the relations which will not be used Π12|ψ0〉 = −|ψ0〉, Π12|ψ1〉 = −|ψ1〉, Π12|χ0〉 = |χ0〉, Π12|χ1〉 = |χ1〉 which together
with (36) show the invariance of the subspaces span{|ψ0〉, |χ0〉} and span{|ψ1〉, |χ1〉} under both Π12 and Π23.
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This, used in (35) gives W1 =W2. In conclusion in the new coordinates, matrices in LPI must be of the form
Bˆ :=

W 0 00 W 0
0 0 Q

 , (38)
with W and Q arbitrary skew-Hermitian matrices of dimensions 2 and 4, respectively. Since the number of degrees
of freedom in (38) is equal to the dimension of LPI calculated in (15) (which for n = 3 gives 20) the Lie algebra of
matrices in (38) with trace equal to 0 gives exactly L. The Lie group corresponding to the dynamical Lie algebra
L = LPI ∩ su(8), which is the space of available evolutions for the system (6) is, in the given coordinates, the Lie
group of matrices of the form 
U2 0 00 U2 0
0 0 U4,

 (39)
with U2 and U4 arbitrary unitary matrices of dimensions 2 and 4, respectively, and [det(U2)]
2 det(U4) = 1. In
the new coordinates |φ0〉, |φ1〉, |φ2〉 and |φ4〉 are the elements of the standard basis ~e5, ~e6, ~e7, ~e8. From this, and
the fact that U(4) is transitive on the complex sphere of dimension 4, it follows the pure state controllability of
system (6) in the space of permutation invariant states. Summarizing we have the following Theorem which is the
corresponding of Theorem 3 for the case n = 3.
Theorem 4. In the coordinates given by the matrix M in (33), the Lie algebra of permutation invariant matrices
LPI is made of block diagonal matrices with skew-Hermitian blocks of dimensions 2, 2 and 4, where the blocks of
dimension 2 are equal. The set of reachable evolutions is the Lie group of block diagonal matrices diag(U2, U2, U4)
with U2 (U4) unitary of dimension 2 (4) and det(U2)
2 det(U4) = 1. System (6) is pure state controllable on the
space of permutation invariant states.
4 Algorithms for control
We now give algorithms for control to perform an arbitrary unitary on the space of permutation invariant states.
The change of coordinates displayed in the previous section shows that we have a problem of control on U(3) and
U(4) respectively. In fact the upper blocks of the matrices in L (in the new coordinates) can be neglected since they
do not affect the space of permutation invariant states. We shall assume that in (6) we can use arbitrarily large
controls possibly in very short time (hard pulses). This will allows us to use methods of Cartan decompositions of
Lie groups for control.
4.1 Case n = 2
Consider the matrices −iHx, −iHy and −iHzz defined in (7) for the case n = 2. In the new coordinates defined
by the matrix T in (28), −iHx, −iHy and −iHzz transform respectively into
Ax := T (−iHx)T † =


0 0 0 0
0 0 −i√2 0
0 −i√2 0 −i√2
0 0 −i√2 0

 , Ay := T (−iHy)T † =


0 0 0 0
0 0
√
2 0
0 −√2 0 √2
0 0 −√2 0

 ,
Azz := T (−iHzz)T † =


i 0 0 0
0 −i 0 0
0 0 i 0
0 0 0 −i

 .
One extra change of coordinates A→ TˆATˆ † with
Tˆ :=


1 0 0 0
0 −i√
2
0 −i√
2
0 0 1 0
0 1√
2
0 −1√
2

 , (40)
10
gives
Aˆx := Tˆ (Ax)Tˆ
† =


0 0 0 0
0 0 −2 0
0 2 0 0
0 0 0 0

 , Aˆy := Tˆ (Ay)Tˆ † =


0 0 0 0
0 0 0 0
0 0 0 −2
0 0 2 0

 ,
Aˆzz := Tˆ (Azz)Tˆ
† =


i 0 0 0
0 −i 0 0
0 0 i 0
0 0 0 −i

 .
In these coordinates the system (6) becomes the right invariant system on a Lie group
X˙ = AˆzX + AˆxXux + AˆyXuy. (41)
Neglecting the upper 1 × 1 block of the matrix X (which does not affect the permutation invariant states), and
neglecting matrices which are multiples of the identity which only add a phase factor to the solution, this system
has a P −K structure, i.e., there exists a Cartan decomposition of su(3) = K ⊕ P , with
[K,K] ⊆ K, [K,P ] ⊆ P , [P ,P ] ⊆ K
such that the matrices multiplying the control (in this case Aˆx and Aˆy) generate the Lie subalgebra K and the
drift matrix (in this case Aˆz) belongs to P . In our case, the decomposition is obtained with K = so(3) while P is
the space of purely imaginary matrices. The method of control in this case is as follows:
First write the desired final condition Xf ∈ SU(3) according to the Cartan decomposition as Xf := K1AK2
where K1 and K2 which are in the Lie group corresponding to K (in this case SO(3)). The matrix A is an element
of the Lie group associated to a Cartan subalgebra (i.e., a maximal Abelian subalgebra contained in P). Then the
problem is to obtain evolutions which implement K2, A and K1 in that order. K1 and K2 are obtained with hard
pulses, high amplitude short time controls, which essentially allow us to neglect the drift term. The element A is
implemented by alternating hard pulses with free evolutions (setting the controls equal to zero).
Details of the approach to control based on decompositions of Lie groups are described in [2] which also gives
computational methods to find the factors K1,2 and A in the decomposition. The paper [12] shows that this method
of control is in fact time optimal.
4.2 Case n = 3
Analogously to the case n = 2, we first transform −iHx, −iHy and −iHzz in new coordinates using the transfor-
mation M in (33). A direct calculation (using Appendix B) shows:
M(−iHx)M † := −i


0 1 0 0 0 0 0 0
1 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 0 0
√
3 0 0
0 0 0 0
√
3 0 2 0
0 0 0 0 0 2 0
√
3
0 0 0 0 0 0
√
3 0


(42)
M(−iHy)M † :=


0 1 0 0 0 0 0 0
−1 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 −1 0 0 0 0 0
0 0 0 0 0
√
3 0 0
0 0 0 0 −√3 0 2 0
0 0 0 0 0 −2 0 √3
0 0 0 0 0 0 −√3 0


(43)
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M(−iHzz)M † := −i


−1 0 0 0 0 0 0 0
0 −1 0 0 0 0 0 0
0 0 −1 0 0 0 0 0
0 0 0 −1 0 0 0 0
0 0 0 0 3 0 0 0
0 0 0 0 0 −1 0 0
0 0 0 0 0 0 −1 0
0 0 0 0 0 0 0 3


(44)
From now on we shall only focus on the last four rows and columns which represent the evolution of the dynamics
on the subspace of permutation invariant states spanned by |φ0〉, |φ1〉, |φ2〉, and |φ3〉. The problem of control is
solved if we are able to factorize the desired final evolution Xf ∈ U(4) in exponentials of matrices proportional to
(cf. (42)), (43), (44))
Bx :=


0
√
3i 0 0√
3i 0 2i 0
0 2i 0
√
3i
0 0
√
3i 0

 , By :=


0
√
3 0 0
−√3 0 2 0
0 −2 0 √3
0 0 −√3 0

 , B˜zz :=


−3i 0 0 0
0 i 0 0
0 0 i 0
0 0 0 −3i

 , (45)
that is as exponentials of the form eBxt, eByt and eB˜zzt for real t. The exponentials of the form eBxt and eByt can
be obtained using hard pulses in the Hamiltonian (6), the elements eB˜zzt are obtained by setting the controls equal
to zero and allowing the system free evolution. Notice that the orbit {eB˜zzt | t ∈ RI } is periodic and so we can
obtain all the values in it even if we restrict ourselves to positive values of the time t as it is required in physical
applications. Furthermore, by neglecting an overall phase factor which does not have a physical meaning,and
rescaling the time t, we can consider instead of the matrix B˜zz in (45), the matrix
Bzz := −1
2
(
B˜zz + i1
)
=


i 0 0 0
0 −i 0 0
0 0 −i 0
0 0 0 i

 , (46)
and restrict to matrices Xf ∈ SU(4).
We shall again use an appropriate Cartan decomposition along with the method for generating ‘new directions’
described in [4]. In particular, we use the AIII KAK Cartan decomposition [9] of SU(4) in that every element
Xf ∈ SU(4) can be factorized as
Xf := K1AK2, (47)
where K1 and K2 are matrices with elements at the intersection of rows and columns 1-4 and 2-3 occupied by 2× 2
unitary matrices U1 and U2 (by permuting row and column indexes these would be block diagonal matrices with
2 × 2 blocks) and det(U1) det(U2) = 1. The matrix A is the product of two commuting matrices belonging to the
associated Cartan subalgebra which we can take equal to span{A4, C4} with
A3 :=
1
2


0 0 1 0
0 0 0 −1
−1 0 0 0
0 1 0 0

 , C3 :=


0 0 1 0
0 0 0 1
−1 0 0 0
0 −1 0 0

 , (48)
which are commuting. Methods to compute the factors in (47) are described in [2]. Our task is therefore to show
how to express matrices of the form K1 K2 and A in (47) as products of exponentials of the matrices Bx, By and
Bzz . In order to do that we shall consider two Lie subalgebras of su(4) which are isomorphic to each other. In
particular consider the Lie algebra A given by
A := span{A1, A2, A3, E},
with A3 given in (48) and
A1 :=
1
2


0 1 0 0
−1 0 0 0
0 0 0 1
0 0 −1 0

 , A2 := 12


0 0 0 1
0 0 1 0
0 −1 0 0
−1 0 0 0

 , E := 12


0 0 0 1
0 0 −1 0
0 1 0 0
−1 0 0 0

 . (49)
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We have the commutation relations
[A1, A2] = A3, [A2, A3] = A1, [A3, A1] = A2, [A, E] = 0, (50)
which show that A is the direct sum of a Lie subalgebra isomorphic to su(2) with its centralizer spanned by E.
Consider now the Lie algebra B, with B := span{B1, B2, B3, F} where B1 := A1 in (49) and
B2 :=
1
2


0 0 0 i
0 0 i 0
0 i 0 0
i 0 0 0

 , B3 := 12


0 0 i 0
0 0 0 −i
i 0 0 0
0 −i 0 0

 , F := 12


0 0 0 i
0 0 −i 0
0 −i 0 0
i 0 0 0

 , (51)
and we have the commutation relations
[B1, B2] = B3, [B2, B3] = B1, [B3, B1] = B2, [B, F ] = 0, (52)
which, compared to (50) show that B is isomorphic to A.
We shall assume first that we are able to obtain all matrices in the connected Lie groups corresponding to A
and B, i.e., eA and eB and show that with these we can construct the decomposition (47). Then we will show how
to obtain any element on these Lie groups.
The matrices of the form e(A2−E)t ∈ eA (e(A2+E)t ∈ eA) are equal to the identity except for the rows and
columns 2 and 3 (1 and 4) which contain an arbitrary (depending on t) Y−rotation. Analogously, the matrices of
the form e(B2−F )t ∈ eB (e(B2−F )t ∈ eB) are equal to the identity except for the rows and columns 2 and 3 (1 and
4) which contain an arbitrary (depending on t) X−rotation. Using these matrices and Euler decompositions we
obtain matrices such that the elements corresponding to indexes 1 and 4 give an arbitrary matrix in SU(2), and
the elements corresponding to indexes 2 and 3 give an arbitrary matrix in SU(2). Multiplying the overall 4 × 4
matrix by a matrix of the form eBzzt we obtain matrices of the form K1 and K2 in (47). The element A in (47) is
obtained as the product of an element of the form eA3t and an element of the form eC3t (cf. (48) which commute.
eA3tineA, while, it is immediate to verify that e−Bzz
pi
4 B3e
Bzz
pi
4 = C3, so that
eC3t = e−Bzz
pi
4 eB3teBzz
pi
4 .
Finally, we show how to obtain arbitrary elements in eA and eB. We start with eA (eB is similar). We are
allowed to take exponentials eByt for By in (45) but also exponentials of
Bˆy := e
Bzz
pi
2 Bye
−Bzz pi2 =


0 −√3 0 0√
3 0 2 0
0 −2 0 −√3
0 0
√
3 0

 . (53)
In a basis given by eigenvectors of By, we write By as
TByT
† :=


2i 0 0 0
0 −2i 0 0
0 0 2i 0
0 0 0 −2i

+


−i 0 0 0
0 −i 0 0
0 0 i 0
0 0 0 i

 . (54)
In the same coordinates, Bˆy becomes
T BˆyT
† :=


−i √3 0 0
−√3 i 0 0
0 0 −i √3
0 0 −√3 i

 +


−i 0 0 0
0 −i 0 0
0 0 i 0
0 0 0 i

 . (55)
The second matrix in (54) and (55) commutes with both matrices and therefore spans the centralizer of the Lie
algebra generated by the two matrices which is conjugate to A. In these coordinates, it is also clear that such a
Lie algebra is isomorphic to the direct sum of su(2) and a one dimensional centralizer. The 2× 2 blocks of the first
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matrices on the right hand sides in (54) and (55) are equal to each other. The problem of factorization is therefore
a problem on SU(2) with an additional phase factor which we would like to fix arbitrarily. This problem can be
solved by first neglecting the second term in (54) and (55) and considering the problem of factorization of elements
in SU(2) with matrices eZ1t and eZ2t, with
Z1 :=
(
2i 0
0 −2i
)
, Z2 :=
( −i √3
−√3 i
)
. (56)
This problem can be solved (with minimum number of switches) with the method described in [5] (see also [13]).
The extra phase factor can be ‘canceled’ by introducing and extra identity matrix which again can be obtained in
arbitrary time. In particular assume we want to obtain the matrix with e−imuXf in the upper block and eimuXf
in the lower block, for Xf ∈ SU(2). Let
∏
j=1 e
Z1tj1eZ2tj2 the sequence which gives Xf according to the method of
[5]. Moreover let
∏
j=1 e
Z1aj1eZ2aj2 the sequence which gives
(
0 1
−1 0
)
and
∏
j=1 e
Z1bj1eZ2bj2 the sequence which
gives
(
0 −1
1 0
)
. We use
∏
j=1
eTByT
†tj1eTBˆyT
†tj2 ×
∏
j=1
eTByT
†aj1eTBˆyT
†aj2 × eTByT †α
∏
j=1
eTByT
†bj1eTBˆyT
†bj2 × eTByT †α. (57)
Set T :=
∑
j(tj1+tj2)+
∑
j(aj1+aj2)+
∑
j(bj1+bj2) In the upper (lower) block, this giveXfe
−iT e−2iα (XfeiT e2iα)
and choosing 2α+ T = µ we obtain the desired final condition.
The treatment of eB is perfectly analogous starting with Bx in (45) rather than By and obtaining the extra
‘direction’ (cf. (53)
Bˆx := e
Bzz
pi
2 Bxe
−Bzz pi2 =


0 −√3i 0 0
−√3i 0 2i 0
0 2i 0 −√3i
0 0 −√3i 0

 , (58)
we express the matrices Bx and Bˆx in the coordinates given by the eigenvectors of Bx, that is for an appropriate
matrix U we have (cf. (??) and (55))
UBxU
† =


2i 0 0 0
0 −2i 0 0
0 0 2i 0
0 0 0 −2i

 +


−i 0 0 0
0 −i 0 0
0 0 i 0
0 0 0 i

 ,
UBˆxU
† =


−i √3 0 0√
3i i 0 0
0 0 −i sqrt3i
0 0
√
3i i

+


−i 0 0 0
0 −i 0 0
0 0 i 0
0 0 0 i

 .
Then the treatment follows, as for the case of eA from the results on factorizations of SU(2) in [5].
Acknowledgement D. D’Alessandro research is supported by NSF under Grant 17890998
References
[1] J. Chen, H. Zhou, C. Duan, and X. Peng, Preparing GHZ and W states on a long-range Ising spin model by
global control, Physical Review A (2017)
[2] D. D’Alessandro, Introduction to Quantum Control and Dynamics, CRC Press, Boca Raton FL, August 2007.
[3] D. D’Alessandro, Constructive decomposition of the controllability Lie algebra for Quantum systems, IEEE
Transactions on Automatic Control June 2010, 1416-1421.
14
[4] D. D’Alessandro, General methods to control right-invariant systems on compact Lie groups and multilevel
quantum systems, 2009 J. Phys. A: Math. Theor. 42, 395301.
[5] D. D’Alessandro, Optimal evaluation of generalized Euler angles with applications to control, Automatica, 40
(2004) 1997-2002.
[6] W. Du¨r, G. Vidal and J. I. Cirac, Phys. Rev. A, 62, 062314 (2000)
[7] H. Fu, S. G. Schirmer and A. I. Solomon, Complete controllability of finite-level quantum systems, J. Phys.
A, 34 (2001) 1679
[8] D. M. Greenberger, M. A. Horne and A. Zeilinger, Bell’s theorem, quantum theory and the conceptions of the
universe, pp. 73-76, Kluwer Academics, Dordrecht, The Netherlands, (1989).
[9] S. Helgason, Differential geometry, Lie groups and symmetric spaces, Academic Press, New York, 1978.
[10] G. M. Huang, T. J. Tarn and J. W. Clark, On the controllability of quantum mechanical systems, Journal of
Mathematical Physics, 24 No. 11, 2608-2618, (1983).
[11] V. Jurdjevic´ and H. Sussmann, Control systems on Lie groups, Journal of Differential Equations, 12, 313-329,
(1972).
[12] N. Khaneja, R. Brockett and S. J. Glaser, Time optimal control of spin systems, Phys. Rev. A, 63, 032308,
(2001).
[13] R.M. Koch , F. Lowenthal, Uniform Finite Generation of Three-Dimensional Linear Lie Groups, Canadian
Journal of Mathematics. 1975;27(2):396417.
[14] S. Lloyd, Almost any quantum logic gate is universal, Physical Review Letters, Volume 75, Number 2, July
1995.
[15] V. Ramakrishna, M. Salapaka, M. Dahleh, H. Rabitz, A. Peirce, Controllability of molecular systems, Physical
Review A, Vol. 51, No. 2, February 1995, 960-966.
Appendix A: Proof of formula (19)
To prove the first one, let first observe that:
[1⊗ · · ·1⊗ σy︸︷︷︸
jth
⊗ · · · ⊗ σz︸︷︷︸
lth
⊗ · · ·1⊗ · · ·1, 1⊗ · · ·1⊗ σx︸︷︷︸
ith
⊗1⊗ · · ·1] =
=


0 if i 6= j and i 6= l
2i 1⊗ · · ·1⊗ σz︸︷︷︸
jth
⊗ · · · ⊗ σz︸︷︷︸
lth
⊗ · · ·1⊗ · · ·1 if i = j
−2i 1⊗ · · ·1⊗ σy︸︷︷︸
jth
⊗ · · · ⊗ σy︸︷︷︸
lth
⊗ · · ·1⊗ · · ·1 if i = l
(59)
Using the previous equation we have:
[Xn(0,1,1), X
n
(1,0,0)] = −
n∑
i, j, l = 1
j 6= l
[1⊗ · · ·1⊗ σy︸︷︷︸
jth
⊗ · · · ⊗ σz︸︷︷︸
lth
⊗ · · ·1⊗ · · ·1, 1⊗ · · ·1⊗ σx︸︷︷︸
ith
⊗1⊗ · · ·1]
= −
n∑
j, l = 1
j 6= l
2i

1⊗ · · ·1⊗ σz︸︷︷︸
jth
⊗ · · · ⊗ σz︸︷︷︸
lth
⊗ · · ·1⊗ · · ·1− 1⊗ · · ·1⊗ σy︸︷︷︸
jth
⊗ · · · ⊗ σy︸︷︷︸
lth
⊗ · · ·1⊗ · · ·1


−4Xn(0,0,2) + 4Xn(0,2,0).
The second equality can be proved in a similar way.
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Appendix B: Calculation of the action of Hx, Hy and Hzz on the basis
{|ψ0〉, |ψ1〉, |χ0〉, |χ1〉, |φ0〉, |φ1〉, |φ2〉, |φ3〉}
Hx|ψ0〉 = |ψ1〉
Hx|ψ1〉 = |ψ0〉
Hx|χ0〉 = |χ1〉
Hx|χ1〉 = |χ0〉
Hx|φ0〉 =
√
3|φ1〉
Hx|φ1〉 =
√
3|φ0〉+ 2|φ2〉
Hx|φ2〉 =
√
3|φ3〉+ 2|φ1〉
Hx|φ3〉 =
√
3|φ2〉
(60)
Hy|ψ0〉 = −i|ψ1〉
Hy|ψ1〉 = i|ψ0〉
Hy|χ0〉 = −i|χ1〉
Hy|χ1〉 = i|χ0〉
Hy|φ0〉 = −i
√
3|φ1〉
Hy|φ1〉 = i
√
3|φ0〉 − 2i|φ2〉
Hy|φ2〉 = −i
√
3|φ3〉+ 2i|φ1〉
Hy|φ3〉 = i
√
3|φ2〉
(61)
Hzz |ψ0〉 = −|ψ0〉
Hzz |ψ1〉 = −|ψ1〉
Hzz|χ0〉 = −|χ0〉
Hzz|χ1〉 = −|χ1〉
Hzz|φ0〉 = 3|φ0〉
Hzz|φ1〉 = −|φ1〉
Hzz|φ2〉 = −|φ2〉
Hzz|φ3〉 = 3|φ3〉
(62)
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