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HOCHSCHILD COHOMOLOGY AND GRADED HECKE
ALGEBRAS
ANNE V. SHEPLER AND SARAH WITHERSPOON
We dedicate this article to Sergey Yuzvinsky on the occasion of his 70-th birthday.
Abstract. We develop and collect techniques for determining Hochschild coho-
mology of skew group algebras S(V )#G and apply our results to graded Hecke
algebras. We discuss the explicit computation of certain types of invariants
under centralizer subgroups, focusing on the infinite family of complex reflec-
tion groups G(r, p, n) to illustrate our ideas. Resulting formulas for Hochschild
two-cocycles give information about deformations of S(V )#G and, in particu-
lar, about graded Hecke algebras. We expand the definition of a graded Hecke
algebra to allow a nonfaithful action of G on V , and we show that there exist
nontrivial graded Hecke algebras for G(r, 1, n), in contrast to the case of the nat-
ural reflection representation. We prove that one of these graded Hecke algebras
is equivalent to an algebra that has appeared before in a different form.
1. Introduction
Lusztig [18] showed that the graded version of an affine Hecke algebra essentially
retains its representations, which in turn determine certain representations of the
corresponding group of Lie type [15]. Lusztig’s graded Hecke algebra for a Coxeter
group is a deformation of the skew group algebra generated by the group and the
vectors upon which the group acts (in its natural reflection representation). Drin-
feld [9] had considered a different type of deformation, a degenerate affine Hecke
algebra: He allowed any finite subgroup of GL(V ) and used skew-symmetric forms
on V to deform the skew group algebra. Ram and the first author [22] showed that
Lusztig’s graded Hecke algebra was a special case of Drinfeld’s construction. Drin-
feld’s algebra thus serves as a graded Hecke algebra for arbitrary finite subgroups
of GL(V ). One complication arises from this viewpoint when working with a wider
class of groups: Drinfeld’s construction for a given finite subgroup of GL(V ) may
only yield the trivial graded Hecke algebra. This article is partly motivated by a
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desire to understand and resolve this problem. We use Hochschild cohomology as a
tool to explore those deformations of skew group algebras that satisfy an expanded
definition of graded Hecke algebra. To illustrate our ideas (and as an application
of results), we focus on the infinite family of complex reflection groups.
Drinfeld’s construction yields only the trivial algebra for the complex reflection
groups G(r, 1, n) = (Z/rZ) ≀Sn when r ≥ 3 and n ≥ 4 (see [22]). Ariki and Koike
[1] defined a Hecke algebra (the Ariki-Koike algebra) for these complex reflection
groups by generators and relations. Around the same time, Broue´ and Malle [2]
defined a cyclotomic Hecke algebra for G(r, 1, n) (coinciding with the Ariki-Koike
algebra) and Broue´, Malle, and Rouquier [4] gave a topological description using
braid groups (see also [3]). Although the Hecke algebra itself enjoys fruitful study
(see the survey paper by Mathas [20]), a satisfactory formulation of an affine Hecke
algebra for the groups G(r, 1, n) seems to be lacking. One asks when a graded
Hecke algebra may be a reasonable substitute. In this article, we use Hochschild
cohomology and algebraic deformation theory to address a natural question: When
and what kinds of graded Hecke algebras may be defined for G(r, 1, n)?
Although Drinfeld’s construction only yields trivial graded Hecke algebras for
G(r, 1, n) in general, Ram and the first author [22] constructed a novel graded
Hecke algebra for these groups using ad hoc methods. Deze´le´e [7] independently
discovered the same algebra as a subalgebra of a rational Cherednik algebra in the
case r = 2, that is, for the Weyl group WBn = G(2, 1, n), and defined this algebra
for WDn = G(2, 2, n). Deze´le´e [8] further realized the graded Hecke algebras
of Ram and the first author, for general r, as subalgebras of rational Cherednik
algebras (equivalently, graded Hecke algebras associated to V ⊕ V ∗, where V is
the reflection representation). These rational Cherednik algebras are examples
of symplectic reflection algebras, defined by Etingof and Ginzburg [11] who were
interested in related deformations of orbifolds.
In this paper, we expand the definition of graded Hecke algebra to allow non-
faithful representations of a finite group G on a finite dimensional vector space
V (Definition 8.1). We construct a natural graded Hecke algebra for G(r, 1, n)
using a nonfaithful representation, and we show that this construction coincides
with the algebra of Ram and the first author [22] (Theorem 9.8). We further give
the generic form of a graded Hecke algebra associated to G(r, 1, n), depending on
many parameters, in (9.1). A related paper of Chmutova [6] deals with existence
of these more general types of graded Hecke algebras defined for any symplectic
representation of G.
A graded Hecke algebra for a group G, with a given representation on a finite
dimensional vector space V , is a particular type of deformation of the skew group
algebra S(V )#G. Thus every graded Hecke algebra defines an element in degree 2
Hochschild cohomology HH2(S(V )#G). We characterize all possible graded Hecke
algebras, both in relation to Hochschild cohomology (Theorem 8.7) and in relation
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to defining skew-symmetric forms (Corollary 8.17). Corollary 8.17 generalizes a
result of Ram and the first author [22], first formulated by Drinfeld [9] for Coxeter
groups.
There may well be other compelling deformations of S(V )#G (arising from some
of the many elements of degree 2 Hochschild cohomology) that are not graded
Hecke algebras. Some small examples of such deformations were given in [5, 26].
With these potential deformations in mind, as well as the immediate applications
to graded Hecke algebras in this article, we compute the relevant cohomology in
two cases:
(1) G is the monomial reflection groupG(r, p, n) acting via its natural reflection
representation on V = Cn (Theorem 5.1), and
(2) G = G(r, p, n) acting on V = Cn via the permutation representation of its
quotient symmetric group Sn (Theorem 7.7).
The graded vector space structure of Hochschild cohomology HH
q
(S(V )#G) can
be described in terms of invariants of centralizer subgroups of G (see [12, 14]). We
recall this structure in Section 3 and reformulate it in terms of semi-invariants.
In Sections 5–7, we explicitly compute these semi-invariants in degree 2 using
techniques of classical invariant theory and the theory of hyperplane arrangements;
the full Hochschild cohomology space HH
q
(S(V )#G) could be computed similarly
using our approach. Although we are primarily interested in applications to graded
Hecke algebras and other deformations, our explicit computation of Hochschild
cohomology should also be of interest to homological algebraists and to geometers
studying cohomology for associated orbifolds.
Our results in case (1) above show that the lack of nontrivial graded Hecke al-
gebras (when r ≥ 3, n ≥ 4, see [22]) stems from a lack of certain types of elements
in HH2(S(V )#G). This conclusion motivates our computation in case (2), lead-
ing to the aforementioned nontrivial graded Hecke algebras under a nonfaithful
representation of G.
The authors thank A. Ram for questions and suggestions that led to this project.
2. Terminology and notation
We work over the complex numbers C, letting ⊗ = ⊗C unless otherwise specified.
Let G be a finite group and let V be the vector space Cn with a representation of
G. Let V ∗ denote the contragredient (or dual) representation. We will often need
a choice of basis v1, . . . , vn of V and dual basis x1, . . . , xn of V
∗.
Let R be an associative C-algebra with an action of G by automorphisms. In
this paper, R will always be either the symmetric algebra S(V ) or the tensor
algebra T (V ). The skew group algebra R#G is the vector space R ⊗ CG with
multiplication
(r ⊗ g)(s⊗ h) = r · g(s)⊗ gh
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for all r, s ∈ R and g, h ∈ G. We abbreviate r⊗ g by rg (r ∈ R, g ∈ G) and r ⊗ 1
or 1⊗ g simply by r or g, respectively. Note that an element g ∈ G acts on R by
conjugation by g: gr(g)−1 = g(r)g(g)−1 = g(r) for all r ∈ R.
For our cohomological computations, we fix some notation involving the action
of G on V . Let V G = {v ∈ V : g(v) = v for all g ∈ G}, the set of G-invariants
in V . More generally, let χ : G → C be any linear character (i.e., any group
homomorphism from G to C×) and let V χ = {v ∈ V : g(v) = χ(g)v for all g ∈ G},
the set of χ-invariants in V (also called semi-invariants with respect to χ).
For any g ∈ G, let Z(g) = {h ∈ G : gh = hg}, the centralizer of g in G, and
let V g = {v ∈ V : g(v) = v}, the g-invariant subspace of V . Since G is finite,
we may assume G acts by isometries on V (i.e. G preserves a Hermitian form). If
h ∈ Z(g), then h preserves both V g and its orthogonal complement (V g)⊥ and we
define
h⊥ = h|(V g)⊥
(i.e., h⊥ is the linear transformation by which h acts on the vector space (V g)⊥).
We are particularly interested in semi-invariants with respect to the Hochschild
character χg : Z(g)→ C of g defined by
(2.1) χg(h) = det(h
⊥)
for all h ∈ Z(g). When no confusion will arise, we simply write χ instead of χg.
Note that χg is a linear character. Let 1 denote the identity element of G and let
In (or just I) denote the n× n identity matrix.
Our results involve the following complex reflection groups parametrized by
positive integers r, p, n: The full monomial group G(r, 1, n) < GLn(C) is the
group of all monomial n×n matrices whose nonzero entries are r-th roots of unity.
The full monomial group is a finite complex reflection group acting on V = Cn
and is isomorphic to the wreath product of the cyclic group of order r and the
symmetric group:
G(r, 1, n) = N ·G(1, 1, n) ∼= (Z/rZ)n ⋊Sn = Z/rZ ≀Sn,
where N is the normal subgroup of diagonal matrices in G(r, 1, n) and G(1, 1, n) ≤
G(r, 1, n) is isomorphic to the symmetric group Sn.
Let ξ in C be a fixed primitive r-th root of unity. Let ξi be the diagonal matrix
diag{1, . . . , 1, ξ, 1, . . . , 1}, with i-th entry ξ. We denote each element in G(r, 1, n)
by g = ξa11 . . . ξ
an
n σ, where σ ∈ Sn and 0 ≤ ai < r. In the special case that r is
even (so ξr/2 = −1), we write (1,−2) := ξr/22 (1, 2) for the transformation v2 7→ v1,
v1 7→ −v2.
For any p dividing r, we consider a natural subgroup of G(r, 1, n) also acting as
a reflection group on V . Let ψ(M) be the product of the nonzero entries of any
matrix M . Then
G(r, p, n) = {M ∈ G(r, 1, n) : ψ(M)r/p = 1},
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that is, M in G(r, 1, n) lies in G(r, p, n) when the sum of the exponents of ξ in
the nonzero entries of M is 0 modulo p. Several real reflection groups (Coxeter
groups) are special cases of the groups G(r, p, n):
• G(1, 1, n) is the symmetric group Sn,
• G(2, 1, n) is the Weyl group WBn of type Bn,
• G(2, 2, n) is the Weyl group WDn of type Dn, and
• G(r, r, 2) is the dihedral group I2(r) of order 2r.
We briefly record some facts on centralizers and conjugacy classes in G(r, 1, n).
Note that ZG(r,p,n)(g) = ZG(r,1,n)(g) ∩ G(r, p, n) for any g in G(r, p, n). The
(generalized) cycle structure of an element g in G(r, 1, n) determines its conju-
gacy class and the size of its centralizer Z(g) in the following way. Every ele-
ment g in G(r, 1, n) can be written as the product of disjoint cycles of the form
ξaii ξ
ai+1
i+1 · · · ξamm (i, i + 1, . . . , m). We call such an element an (a, k)-cycle, where
k = m− i+1 and a = ai+ ai+1 + · · ·+ am mod r. Two elements in G(r, 1, n) are
conjugate if and only if they have the same number of (a, k)-cycles for each a and
k (where 0 ≤ a < r and 1 ≤ k ≤ n). Let ma,k be the number of (a, k)-cycles for g;
the order of the centralizer of g in G(r, 1, n) is
(2.2) |Z(g)| =
∏
a,k
ma,k! · kma,k · rma,k .
See [22, Equation (2.5)] and [19, Appendix B, Section 3].
3. Hochschild cohomology of S(V )#G
The Hochschild cohomology of a C-algebra R is the graded vector space
HH
q
(R) = Ext
q
Re(R,R), where R
e = R ⊗ Rop acts on R by left and right multi-
plication. More generally, if M is an R-bimodule (equivalently a left Re-module),
HH
q
(R,M) = Ext
q
Re(R,M) so that HH
q
(R) = HH
q
(R,R). For more details, see
[25].
Fix a finite group G and a representation V = Cn of G. The Hochschild coho-
mology of S(V )#G is given in [12, 14] when G acts faithfully on V . In this section,
we reformulate this result to aid our explicit computations and our determination
of graded Hecke algebras. We state all results more generally for representations
which are not necessarily faithful. No new techniques are needed for the general-
ization, and so we merely sketch those arguments that appear elsewhere for the
faithful case.
Let C be a set of representatives of the conjugacy classes of G. In the following
theorem, a negative exterior power is interpreted as 0. Recall the Hochschild
characters χg defined in (2.1).
6 ANNE V. SHEPLER AND SARAH WITHERSPOON
Theorem 3.1. There is an isomorphism of graded vector spaces
HH
q
(S(V )#G) ∼=
⊕
g∈C
(
S(V g)⊗∧ q−codimV g((V g)∗))χg .
For any g ∈ C, let HH2(g) be the g-component of HH2(S(V )#G) in the theorem:
(3.2) HH2(g) =
(
S(V g)⊗∧2−codimV g((V g)∗))χg .
We call HH2(g) the set of Hochschild semi-invariants of g. Note HH2(g) = 0
if codimV g > 2, since the exterior power 2−codimV g is negative in this case.
Sketch of a proof of Theorem 3.1. We give only an outline as the bulk of the cal-
culation follows [12, 26]. A result of S¸tefan on Hopf Galois extensions [24, Cor.
3.4] implies that there is an action of G on HH
q
(S(V ), S(V )#G) for which
HH
q
(S(V )#G) ∼= HH q(S(V ), S(V )#G)G.
Now S(V )#G ∼= ⊕g∈GS(V )g as an S(V )-bimodule. The above isomorphism of
graded vector spaces may thus be rewritten as
(3.3) HH
q
(S(V )#G) ∼=
(⊕
g∈G
HH
q
(S(V ), S(V )g))
)G
.
The action of G permutes the direct summands by conjugation on their indices
g ∈ G. We may therefore rewrite the vector space structure of these G-invariants
as ⊕g∈CHH q(S(V ), S(V )g)Z(g) (one applies a transfer (trace) operator
∑
h∈G/Z(g) h
to each Z(g)-invariant to obtain a G-invariant). To compute the summands
HH
q
(S(V ), S(V )g)Z(g), one may first use a Koszul complex (see [25, §4.5] for
details of Koszul complexes) to find HH
q
(S(V ), S(V )g) and then determine the
Z(g)-invariants. The use of a Koszul complex yields
(3.4)
HH
q
(S(V )#G) ∼=
⊕
g∈C
(
S(V g)g ⊗∧ q−codimV g((V g)∗)⊗∧codimV g(((V g)⊥)∗))Z(g) ,
where Z(g) acts diagonally on the given tensor product of three representations.
Its action on the factor S(V g)g is by conjugation by h (h ∈ Z(g)). The ac-
tions on the given dual vector spaces are the contragredient actions. The factor∧codimV g(((V g)⊥)∗) is one-dimensional since codimV g = dim((V g)⊥)∗. We also
denote this factor by det(((V g)⊥)∗); it is included in the above expression (3.4)
only since it carries a potentially nontrivial Z(g)-action.
We find the contribution to Hochschild cohomology from each g ∈ G represent-
ing a conjugacy class by determining the Z(g)-invariants of
(3.5) S(V g)g ⊗∧ q−codimV g((V g)∗)⊗ det(((V g)⊥)∗).
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Let x1, . . . , xm be a basis of ((V
g)⊥)∗. Let s ∈ S(V g) ⊗∧ q−codimV g((V g)∗). Then
the element gs ⊗ x1 ∧ · · · ∧ xm of S(V g)g ⊗
∧ q−codimV g((V g)∗)⊗ det(((V g)⊥)∗) is
Z(g)-invariant if and only if
gs⊗ x1 ∧ · · · ∧ xm = det((h−1)⊥) g h(s)⊗ x1 ∧ · · · ∧ xm
for all h ∈ Z(g). Equivalently, h(s) = det(h⊥)s = χg(h)s for all h ∈ Z(g). 
The next lemma gives in particular a necessary condition for HH2(g) to be
nonzero (cf. [12, Example 3.10]).
Lemma 3.6. Let g ∈ G, and suppose (S(V g)⊗∧i−codimV g((V g)∗))χg 6= 0 for some
i ≥ 0. If h ∈ Z(g) and h|V g is the identity map, then det(h) = 1. In particular,
det(g) = 1.
Proof. Let s be a nonzero element of (S(V g)⊗∧i−codimV g((V g)∗))χg . If h ∈ Z(g)
and h|V g is the identity, then h(s) = s, and so det(h)s = det(h⊥)s = χg(h)s =
h(s) = s. 
We may now rewrite Theorem 3.1 for degree 2 cohomology using (3.2) and the
above lemma. The condition det(g) = 1 from the lemma implies codimV g 6= 1 if
HH2(g) 6= 0, and the appearance of the exterior power 2−codimV g in (3.2) implies
that codimV g ≤ 2. Thus we have
(3.7) HH2(S(V )#G) ∼=
⊕
g∈C
HH2(g) ∼=
⊕
g∈C
det(g)=1
codimV g∈{0,2}
HH2(g).
Remark 3.8. We briefly mention a generalization that we do not pursue in this pa-
per. Let α : G×G→ C× be a two-cocycle, that is α(g, h)α(gh, ℓ) = α(h, ℓ)α(g, hℓ)
for all g, h, ℓ ∈ G. The crossed product algebra S(V )#αG is the vector space
S(V )⊗CG with multiplication (rg)(sh) = α(g, h)r·g(s)gh for all r, s ∈ R, g, h ∈ G.
The derivation of the more general Hochschild cohomology HH
q
(S(V )#αG) is sim-
ilar to that of HH
q
(S(V )#G). (See [26, Cor. 6.5], which remains valid for non-
faithful actions of G on V .) One obtains a sum as in Theorem 3.1, namely
HH
q
(S(V )#αG) ∼=
⊕
g∈C
(
S(V g)⊗∧ q−codimV g((V g)∗))χαg .
However, the linear character χαg on Z(g) now depends on α:
χαg (h) = det(h
⊥)α(g, h)(α(h, g))−1
for all h ∈ Z(g). These potentially different characters χαg can lead to different
semi-invariants. In this broader setting, deformations of S(V )#αG are treated in
[5, 6, 26, 27].
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4. Invariant Theory of G(r, p, n)
The Hochschild cohomology of the skew group algebra S(V )#G(r, p, n) is de-
rived from the invariant theory of G(r, p, n) and its centralizer subgroups. In this
section, we briefly record the invariant theory of G(r, p, n) acting via its natural
reflection representation on V = Cn and on the exterior algebra of derivations on
V ∗. We first recall some well-known facts on reflection groups.
Recall that a reflection is an element of GL(V ) of finite order which fixes
a hyperplane (called the reflecting hyperplane) in V pointwise. Let G be a
reflection group, i.e., a (finite) group G ≤ GL(V ) generated by reflections. The
collection of reflecting hyperplanes A for G is called the reflection arrangement.
For each H ∈ A, let lH in V ∗ be a linear form defining H = ker lH . The reflection
arrangement A is defined (up to a nonzero constant) by the polynomial Q =∏
H∈A lH in S(V
∗). When G is a reflection group acting on V ∗, we identify (V ∗)∗
with V and define the reflection arrangement A by a polynomial Q in S(V ).
Remark 4.1. By the Shephard-Todd-Chevalley Theorem (see [21, Chapter 6]),
the invariant ring S(V )G is a polynomial algebra generated by n algebraically in-
dependent invariants: S(V )G = C[f1, . . . , fn], for some polynomials fi called basic
invariants. In fact, a set of homogeneous, algebraically independent, invariant
polynomials f1, . . . , fn generate S(V )
G if and only if the product of the degrees
deg fi is |G| (for example, see [16, Theorem 3.7.5]). Hence, the invariants of a
direct sum of reflection representations is the tensor product of the invariants: If
G and G′ are reflection groups acting on complex vector spaces V and V ′ with
basic invariants f1, . . . , fn and f
′
1, . . . , f
′
n′, respectively, then
S(V ⊕ V ′)G⊕G′ = C[f1, . . . , fn, f ′1, . . . , f ′n′] ∼= S(V )G ⊗ S(V ′)G
′
.
The following proposition (see [23], for example, or above remark) describes the
polynomials invariant under G(r, p, n). Recall that the k-th elementary symmetric
function in variables z1, . . . , zn is the polynomial fk =
∑
1≤i1<···<ik≤n
zi1 · · · zik .
Proposition 4.2. Let G = G(r, p, n) act on V with C-basis v1, . . . , vn via its
natural reflection representation. Then
S(V )G(r,p,n) = C[f1, . . . , fn]
where fi is the i-th elementary symmetric function in variables v
r
1, . . . , v
r
n for i < n
and fn = (v1 · · · vn)r/p.
We identify S(V )⊗∧k(V ∗) with the S(V )-module of k-derivations (or k-vector
fields) on V ∗. The following proposition (see [21]) describes the invariant deriva-
tions on V ∗. The generators θi in the proposition are called basic derivations.
Proposition 4.3. Let G be a reflection group acting on V ∗ = Cn with reflection
arrangement defined by Q ∈ S(V ). Suppose θ1, . . . , θn in (S(V ) ⊗ V ∗)G are in-
variant derivations whose coefficient matrix has determinant Q up to a nonzero
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scalar. Then(
S(V )⊗∧k(V ∗))G = ⊕
1≤i1<···<ik≤n
S(V )G (θi1 ∧ · · · ∧ θik).
Proof. Note that S(V )det
−1
= S(V )G Q, where det−1 is the inverse of the deter-
minant character of G acting on V ∗ (see [21, Example 6.40]). Solomon’s Theorem
[21, Prop. 6.47] then implies that the invariant k-derivations are generated freely
over S(V )G by the nonzero wedge products of the θi (taken k at a time). 
We apply the above proposition to G = G(r, p, n) (see [21, Appendix B]) .
Proposition 4.4. Let G(r, p, n) act on V = Cn with C-basis v1, . . . , vn and on V
∗
contragadiently with dual basis x1, . . . , xn. Then
(S(V )⊗∧(V ∗))G(r,p,n) = ⊕
1≤k≤n
⊕
1≤i1<···<ik≤n
S(V )G(r,p,n) (θi1 ∧ · · · ∧ θik),
where
θj :=
∑
1≤i≤n
v
(j−1)r+1
i ⊗ xi
for j < n and
θn :=
{ ∑
1≤i≤n v
(n−1)r+1
i ⊗ xi if p 6= r∑
1≤i≤n (v1 · · · vi−1vi+1 · · · vn)r−1 ⊗ xi if p = r
.
5. Hochschild cohomology in degree 2 for G(r, p, n)
We give the Hochschild 2-cohomology HH2 (S(V )#G) explicitly when the mono-
mial group G = G(r, p, n) acts (faithfully) via its natural reflection representation
on V = Cn. The results rely on some computations postponed until Section 6.
We assume n ≥ 4 throughout this section. Results for n = 2 and n = 3 are
slightly different because the pattern of relevant conjugacy classes in G differs for
low values of n. The techniques from this section apply to give explicit Hochshild
cohomology in the case n = 2 or n = 3, but we omit these results for sake of
brevity. In the following theorem, we use the notation HH2(g) defined in (3.2).
Theorem 5.1. Assume n ≥ 4. Let G = G(r, p, n) act on V = Cn via the natural
reflection representation. The Hochschild cohomology in degree 2 for the skew
group algebra S(V )#G is
HH2(S(V )#G) ∼= HH2(1)⊕HH2(1, 2, 3)⊕HH2(1,−2)⊕
⊕
i=1,...,⌊r/2⌋
HH2(ξi1 ξ
−i
2 )
where
• HH2(1) = (S(V )⊗∧2(V ∗))G(r,p,n) is given explicitly in Proposition 4.4,
• HH2(1, 2, 3) is given explicitly in Proposition 6.1,
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• HH2(1,−2) = 0 unless r = 2p, in which case HH2(1,−2) is given explicitly
in Proposition 6.4,
• HH2(ξℓ1 ξ−ℓ2 ) = 0 unless r > 1, p = r, and ℓ 6= r/2, in which case
HH2(ξℓ1 ξ
−ℓ
2 ) is given explicitly in Proposition 6.10.
Proof. We apply (3.7). If g ∈ G(r, p, n) with codim(V g) = 0, then g is the identity
element 1 (as G(r, p, n) acts faithfully on V ). Furthermore, the Hochschild char-
acter χ for g = 1 should be interpreted as the trivial character of Z(g) = G(r, p, n)
since (V g)⊥ = {0}. Hence
HH2(1) =
(
S(V g)⊗∧2((V g)∗))G(r,p,n) ,
which is given explicitly in Proposition 4.4.
If g ∈ G(r, p, n) with codim(V g) = 2, then g is conjugate to one of the following
elements (see [22, Section 2B]):
gb = ξ
a
1ξ
−a
3 (1, 2, 3), 0 ≤ a ≤ gcd(p, 3)− 1,
gc = ξ
a+ℓ
1 ξ
−a
2 (1, 2), ℓ 6= 0 (so r 6= 1),
gd = ξ
ℓ1
1 ξ
ℓ2
2 , ℓ1 6= 0, ℓ2 6= 0 (so r 6= 1),
ge = (1, 2)ξ
ℓ
3, ℓ 6= 0,
gf = (1, 2)ξ
a
3ξ
−a
4 (3, 4).
We can further conjugate these elements into simpler forms under our assump-
tion n ≥ 4. Each element of the form gb = ξa1ξ−a3 (1, 2, 3) is conjugate to (1, 2, 3)
(via (1, 2, 3)ξa3ξ
−a
4 ) in G(r, p, n). Each element of the form gc = ξ
a+ℓ
1 ξ
−a
2 (1, 2) is
conjugate to ξℓ2(1, 2) (via ξ
a
1(1, 2)ξ
−a
3 ) in G(r, p, n). We assume 1 = det gc = −ξℓ,
else HH2(gc) = 0 by Lemma 3.6. Thus, if HH(gc) is nonzero, r must be even
with ξℓ = −1 and we may assume gc = ξℓ2(1, 2) = (1,−2). The sets of Hochschild
semi-invariants HH2(1, 2, 3) and HH2(1,−2) are given in Propositions 6.1 and 6.4.
By Proposition 6.8, the set of Hochschild semi-invariants HH2(gd) is zero unless
G = G(r, r, n). The element gd lies in G(r, r, n) only when ℓ2 ≡ −ℓ1 mod r. In
the special case that ℓ1 = ℓ2 = r/2, HH
2(gd) is zero by Proposition 6.9. Otherwise,
HH2(gd) is given in Proposition 6.10.
The sets of Hochschild semi-invariants HH2(ge) and HH
2(gf) are both zero by
Propositions 6.11 and 6.12. 
The Hochschild cohomology in degree 2 simplifies when G is the symmetric
group Sn = G(1, 1, n) and when G is the Weyl group WBn = G(2, 1, n). (See
Proposition 4.2 for the explicit rings of invariants S(V )Sn and S(V )WBn needed in
the following statements.)
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Corollary 5.2. Let G be the symmetric group Sn = G(1, 1, n) for n ≥ 4 acting
on V with C-basis v1, . . . , vn (via the natural permutation representation). The
Hochschild cohomology in degree 2 for the skew group algebra S(V )#G is
HH2(S(V )#G) ∼= HH2(1)⊕ HH2(1, 2, 3)
where
• HH2(1) = (S(V )⊗∧2(V ∗))Sn = ⊕
1≤i1<i2≤n
S(V )Sn (θi1 ∧ θi2),
for
θj :=
∑
1≤i≤n
vj−1i ⊗ xi,
• HH2(1, 2, 3) = C[f0, f1, . . . , fn−3], where f0 = (v1 + v2 + v3) and fi is the
i-th elementary symmetric function in v4, . . . , vn for i > 0.
Corollary 5.3. Let G be the Weyl group WBn = G(2, 1, n) for n ≥ 4 acting on V
with C-basis v1, . . . , vn (via its natural reflection representation). The Hochschild
cohomology in degree 2 for the skew group algebra S(V )#G is
HH2(S(V )#G) ∼= HH2(1)⊕ HH2(1, 2, 3)⊕ HH2(1,−2)
where
• HH2(1) = (S(V )⊗∧2(V ∗))WBn = ⊕
1≤i1<i2≤n
S(V )WBn (θi1 ∧ θi2),
for
θj :=
∑
1≤i≤n
(vi)
2(j−1)+1 ⊗ xi,
• HH2(1, 2, 3) = C[f0, f1, . . . , fn−3], where f0 = (v1 + v2 + v3)2 and fi is the
i-th elementary symmetric function of v24 , . . . , v
2
n for i > 0,
• HH2(1,−2) = C[f ′1, . . . , f ′n−2], where f ′i is the i-th elementary symmetric
function in v23, . . . , v
2
n.
6. Invariant theory for certain centralizer subgroups of G(r, p, n)
In Section 5, we gave the Hochschild cohomology of S(V )#G in degree 2 where
V is the natural reflection representation of G = G(r, p, n). The Hochschild co-
homology can be expressed as the direct sum of certain subspaces, each subspace
invariant under an action of a centralizer subgroup Z(g) for some g ∈ G. In
this section, we determine these invariant subspaces. We analyze the contribution
HH2(g) from the group elements g ∈ G(r, p, n) with codim(V g) = 2 and det g = 1.
Recall that v1, . . . , vn is the given C-basis for V .
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Proposition 6.1. Assume n ≥ 4 and G = G(r, p, n). Let g = (1, 2, 3). Then
S(V g)Z(g) =
⊕
0≤i<r, 0≤j<m
i≡3jr/p mod r
C[f r0 , f1, . . . , fn′−1, f
m
n′ ] f
i
0 f
j
n′ ,
where
• n′ = n− 3,
• m = p/3 if 3 divides p; m = p otherwise,
• f0 = v1 + v2 + v3,
• fn′ = (v4 · · · vn)r/p,
• fi is the i-th elementary symmetric function of vr4, . . . , vrn for 1 ≤ i ≤ n′−1.
Let χ be the Hochschild character for g as defined in (2.1). The set of Hochschild
semi-invariants for g is
HH2(g) = S(V g)χ =
⊕
0≤i<r, 0≤j<m
i≡2+3jr/p mod r
C[f r0 , f1, . . . , fn′−1, f
m
n′ ] f
i
0f
j
n′ .
Proof. Let v0 = f0 = v1 + v2 + v3. Note that V
g = C-span{v0, v4, . . . , vn} and
(V g)⊥ ⊂ C-span{v1, v2, v3}. Let VA = C-span{v1, v2, v3} and VB = C-span{v4, . . . , vn}.
One may use (2.2) to verify that the centralizer of g in G is
Z(g) = {hA ⊕ hB : hA ∈ 〈ξI3, (1, 2, 3)〉 < G(r, 1, 3), hB ∈ G(r, 1, n′)} ∩G(r, p, n).
The centralizer Z(g) includes the subgroup
Z ′ = {I3 ⊕ hB : hB ∈ G(r, p, n′)}.
Since χ(h) = 1 for all h ∈ Z ′, S(V g)χ ⊂ S(V g)Z′. And since Z ′ ⊂ Z(g),
S(V g)Z(g) ⊂ S(V g)Z′. We begin by finding the invariants of S(V g) under Z ′.
The group Z ′ acts on VB as the reflection group G(r, p, n
′) with invariants
S(VB)
G(r,p,n′) = C[v4, . . . , vn]
G(r,p,n′) = C[f1, . . . , fn′]
by Proposition 4.2. The group Z ′ fixes v0, so acts on V
g as the direct sum of the
trivial group withG(r, p, n′). Thus, S(V g)Z
′
= C[v0, v4, . . . , vn]
Z′ = C[f0, f1, . . . , fn′]
by Remark 4.1. Hence,
S(V g)Z(g) ⊂ C[f0, f1, . . . , fn′] and S(V g)χ ⊂ C[f0, f1, . . . , fn′].
The polynomials f1, . . . , fn′−1 are invariant under Z(g). But the polynomials f0
and fn′ pick up a scalar when Z(g) acts. We introduce some characters to record
and compare the actions of Z(g) on f0 and on fn′.
Define a linear character on Z(g)
τ : Z(g)→ C
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by h(f0) = τ(h) f0 for all h in Z(g). Fix h = hA ⊕ hB ∈ Z(g) and note that
hA = (ξ
kI3)(1, 2, 3)
j, for some j and k. Since det(h⊥) = ξ2k (as (dimV g)⊥ = 2),
τ 2(h) = ξ2k = det(h⊥) = χ(h). Hence, χ = τ 2.
Recall that ψ(M) is the product of the nonzero entries of M , for any matrix M .
Since M ∈ G(r, p, n) implies that ψ(M)r/p = 1, we see that ψ(hB)r/p = ψ(hA)−r/p
(as ψ(h) = ψ(hA)ψ(hB)). Observe that ψ(hA) = ξ
3k = τ(h)3. Then
h(fn′) = [ψ(hB)(v4 · · · vn)]r/p = ψ(hB)r/p fn′ = ψ(hA)−r/p fn′ = τ(h)−3r/p fn′.
In summary, the action of Z(g) on f0, . . . , f
′
n is given by
(6.2) h(fk) =

τ(h) fk for k = 0
fk for 0 < k < n
′
τ(h)−3r/p fk for k = n
′
for all h ∈ Z(g). In particular, for any i, j,
(6.3)
h(f i0f
j
n′) = τ(h)
i−3jr/p f i0f
j
n′ , and
χ(h) = τ 2(h).
We now give an explicit description of S(V g)Z(g) and S(V g)χ as subsets of
C[f0, . . . , fn′]. Fix some s in C[f0, . . . , fn′ ] and write s as a polynomial in f0
and fn′ with coefficients in f1, . . . , fn′−1:
s =
∑
i,j≥0
aij f
i
0 f
j
n′ where aij ∈ C[f1, . . . , fn′−1] ⊂ S(V g)Z(g).
Then s is invariant (respectively χ-invariant) under Z(g) exactly when each f i0f
j
n′
with aij 6= 0 is invariant (respectively χ-invariant) under Z(g). The monomial
f i0f
j
n′ is invariant under Z(g) exactly when
τ(h)i−3jr/p = 1 for all h ∈ Z(g)
by Equation (6.3). Similarly, the monomial f i0f
j
n′ is χ-invariant under Z(g) exactly
when
τ(h)2 f i0f
j
n′ = χ(h) f
i
0f
j
n′ = h(f
i
0f
j
n′) = τ(h)
i−3jr/p f i0f
j
n′, i.e.,
τ(h)2+3jr/p−i = 1 for all h ∈ Z(g) .
But the set {τ(h) : h ∈ Z(g)} depends on p and n.
Note that τ(h) is a power of ξ for each h ∈ Z(g) and that h′ = ξ1ξ2ξ3ξ−34 ∈ Z(g)
with τ(h′) = ξ. Hence
{τ(h) : h ∈ Z(g)} = 〈ξ〉.
Thus the monomial f i0f
j
n′ is invariant under Z(g) exactly when ξ
i−3jr/p = 1:
f i0f
j
n′ ∈ S(V g)Z(g) if and only if i ≡ 3jr/p mod r.
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In particular, f r0 is invariant under Z(g). Also, f
m
n′ is invariant under Z(g) where
m = p/3 if p is divisible by 3 and m = p otherwise. So
C[f r0 , f1, . . . , fn′−1, f
m
n′ ] ⊂ S(V g)Z(g) ⊂ C[f0, f1, . . . , fn′−1, fn′].
Thus, S(V g)Z(g) is the free C[f r0 , f1, . . . , fn′−1, f
m
n′ ]-module
S(V g)Z(g) =
⊕
0≤i<r, 0≤j<m
i≡3jr/p mod r
C[f r0 , f1, . . . , fn′−1, f
m
n′ ] f
i
0f
j
n′ .
Similarly, f i0f
j
n′ is χ-invariant under Z(g) exactly when ξ
2+3jr/p−i = 1:
f i0f
j
n′ ∈ S(V g)χ if and only if i ≡ 2 + 3jr/p mod r.
Thus, S(V g)χ is the free C[f r0 , f1, . . . , fn′−1, f
m
n′ ]-module
S(V g)χ =
⊕
0≤i<r, 0≤j<m
i≡2+3jr/p mod r
C[f r0 , f1, . . . , fn′−1, f
m
n′ ] f
i
0f
j
n′ .

Proposition 6.4. Assume n ≥ 4, G = G(r, p, n). Suppose g = (1,−2). Then
S(V g)Z(g) =
{
C[f1, . . . , fn′−1, f
p/2
n′ ] if p is even
C[f1, . . . , fn′−1, f
p
n′ ] if p is odd
where
• n′ = n− 2,
• fn′ = (v3 . . . vn)r/p,
• fi is the i-th elementary symmetric function of vr3, . . . , vrn for i < n′.
Let χ be the Hochschild character for g as defined in (2.1). The set of Hochschild
semi-invariants for g is
HH2(g) = S(V g)χ =
⊕
0≤i<r
2≡2(−r/p)i mod r
C[f1, . . . , fn′−1, f
r
n′] f
i
n′ .
In particular, HH2(g) is zero unless r = 2p.
Proof. Each element h of the centralizer Z(g) breaks into a direct sum: We may
write h = h⊥⊕ h⊥, where h⊥ ∈ G(r, 1, 2) is the matrix of h acting on (V g)⊥ (with
respect to the basis {v1, v2} of (V g)⊥) and h⊥ ∈ G(r, 1, n′) is the matrix of h acting
on V g (with respect to the basis {v3, . . . , vn} of V g). One may use (2.2) to verify
that
Z(g) = {h⊥ ⊕ h⊥ : h⊥ ∈ 〈g⊥, ξI2〉, h⊥ ∈ G(r, 1, n′)} ∩ G(r, p, n).
HOCHSCHILD COHOMOLOGY AND GRADED HECKE ALGEBRAS 15
The centralizer Z(g) includes the subgroup Z ′ of G fixing (V g)⊥ pointwise:
Z ′ = {I2 ⊕ B : B ∈ G(r, p, n′)} ⊂ Z(g).
The group Z ′ acts on V g = C-span{v3, . . . , vn} as the reflection group G(r, p, n′).
By Proposition 4.2,
S(V g)Z
′
= C[v3, . . . , vn]
G(r,p,n′) = C[f1, . . . , fn′].
Since χ(h) = 1 for all h ∈ Z ′, S(V g)χ ⊂ S(V g)Z′. And since Z ′ ⊂ Z(g),
S(V g)Z(g) ⊂ S(V g)Z′. Hence,
S(V g)Z(g) ⊂ C[f1, . . . , fn′] and S(V g)χ ⊂ C[f1, . . . , fn′].
Observe that f1, . . . , fn′−1 lie in S(V
g)Z(g). How does Z(g) act on the last
polynomial, fn′? Recall that ψ(M) is the product of the nonzero entries of M , for
any matrix M , and that M ∈ G(r, p, n) implies ψ(M)r/p = 1. For any h ∈ Z(g),
ψ(h) = ψ(h⊥)ψ(h⊥) and
(6.5)
h(fn′) = h(v3 · · · vn)r/p
= (ψ(h⊥)v3 · · · vn)r/p
= ψ(h⊥)
r/p fn′
= ψ(h)r/p ψ(h⊥)−r/p fn′
= ψ(h⊥)−r/p fn′.
Fix some s in C[f1, . . . , fn′] and write s as a polynomial in fn′ with coefficients
in f1, . . . , fn′−1:
s =
∑
i≥0
ai f
i
n′ where ai ∈ C[f1, . . . , fn′−1] ⊂ S(V g)Z(g).
Then s is invariant (respectively χ-invariant) under Z(g) exactly when each f in′
with ai 6= 0 is invariant (respectively χ-invariant) under Z(g).
From Equation (6.5), the polynomial f in′ is invariant under Z(g) exactly when
(6.6) 1 = ψ(h⊥)−ir/p for all h ∈ Z(g).
And the polynomial f in′ is χ-invariant under Z(g) exactly when
(6.7)
det(h⊥) f in′ = χ(h) f
i
n′ = h(f
i
n′) = ψ(h
⊥)−ir/p f in′, i.e.,
det(h⊥) = ψ(h⊥)−ir/p, for all h ∈ Z(g) .
Note that Z(g)⊥ := {h⊥ : h ∈ Z(g)} is generated by g⊥ and ξI2 = ξ1ξ2 since
n ≥ 3 implies that the centralizer Z(g) contains ξ1ξ2ξ−23 ∈ G(r, p, n). (If n = 2, the
matrix ξI2 need not lie in G(r, p, n).) Thus, in order to establish the invariance
or semi-invariance of f in′, we need only check Equations (6.6) and (6.7) for g
⊥
and ξI2 Note that g = ξ
r/2
2 (1, 2) ∈ G(r, p, n) implies that the integer r/p is even.
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Hence ψ(g⊥)−ir/p = (−1)−ir/p = 1. And det(g⊥) = 1. Hence, both Equations (6.6)
and (6.7) are satisfied for the generator g⊥ of Z(g)⊥. So, the invariance or semi-
invariance of f in′ depends only on i and the action of the generator ξI2 of Z(g)
⊥
on fn′ .
Thus, f in′ is invariant under Z(g) exactly when
1 = ψ(ξI2)
−ir/p = (ξ2)−ir/p, i.e. 0 ≡ 2ir/p mod r.
But 0 ≡ 2ir/p mod r means that i is a multiple of p/2 when p is even and a
multiple of p when p is odd. And f in′ is χ-invariant under Z(g) exactly when
ξ2 = det(ξI2) = ψ(ξI2)
−ir/p = (ξ2)−ir/p, i.e. 2 ≡ −2ir/p mod r.
In particular, f rn′ is invariant under Z(g). Hence
S(V g)Z(g) =
{
C[f1, . . . , fn′−1, f
p/2
n′ ] if p is even
C[f1, . . . , fn′−1, f
p
n′] if p is odd
and
HH2(g) = S(V g)χ =
⊕
0≤i<r
2≡2(−r/p)i mod r
C[f1, . . . , fn′−1, f
r
n′] f
i
n′ .

Proposition 6.8. Assume n ≥ 2, r ≥ 2, G = G(r, p, n). Let g = ξℓ11 ξℓ22 , where
ℓi 6= 0. The set of Hochschild semi-invariants for g is trivial,
HH2(g) = S(V g)χ = 0,
unless G = G(r, r, n).
Proof. Note that V g = C-span{v3, . . . , vn} and (V g)⊥ = C-span{v1, v2}. Let h =
ξ1ξ
p−1
2 ∈ Z(g). Then h|V g = 1 and det h⊥ = ξp. Lemma 3.6 implies that if HH2(g)
is nonzero, then ξp = 1 and so p = r. 
Proposition 6.9. Assume n ≥ 2, r ≥ 2 (r even). Let G = G(r, r, n). Let
g = ξ
r/2
1 ξ
r/2
2 . The set of Hochschild semi-invariants for g is trivial:
HH2(g) = S(V g)χ = 0.
Proof. Note that V g = C-span{v3, . . . , vn} and (V g)⊥ = C-span{v1, v2}. Let h =
(1, 2). Then h ∈ Z(g) with h|V g = 1. But det h⊥ = −1 6= 1. By Lemma 3.6,
HH2(g) is zero. 
Proposition 6.10. Assume n ≥ 3, r ≥ 2. Let G = G(r, r, n). Let g = ξℓ1ξ−ℓ2 ,
where ℓ 6= r/2. Then
S(V g)Z(g) = C[f1, . . . , fn′−1, f
r
n′],
where
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• n′ = n− 2,
• fn′ = v3 · · · vn,
• fi is the i-th elementary symmetric function of vr3, . . . , vrn for i < n′.
Let χ be the Hochschild character for g as defined in (2.1). The set of Hochschild
semi-invariants for g is
HH2(g) = S(V g)χ = C[f1, . . . , fn′−1, f
r
n′] f
r−1
n′ .
Proof. Note that V g = C-span{v3, . . . , vn} and (V g)⊥ = C-span{v1, v2}. Let s ∈
HH2(g) be a Hochschild semi-invariant for g. Consider the subgroup of Z(g)
Z ′ = {I2 ⊕B : B ∈ G(r, r, n′)}.
Since det h⊥ = 1 for all h ∈ Z ′, s is invariant under Z ′: s ∈ S(V g)Z′ =
C[v3, . . . , vn]
Z′. But Z ′ acts on the vector space V g as G(r, r, n′) with respect
to the basis {v3, . . . , vn} of V g. By Proposition 4.2,
S(V g)Z
′
= C[v3, . . . , vn]
G(r,r,n′) = C[f1, . . . , fn′].
Hence,
HH2(g) = {Hochschild semi-invariants for g} ⊂ C[f1, . . . , fn′ ].
One may use (2.2) to verify that
Z(g) = {A⊕ B ∈ G(r, r, n) : A is a 2× 2 diagonal matrix}.
Let s be any element of C[f1, . . . , fn′] and write s as a polynomial in fn′ with
coefficients in f1, . . . , fn′−1:
s =
∑
i≥0
ai f
i
n′ where each ai ∈ C[f1, . . . , fn′−1].
Note that f1, . . . , fn′−1 are invariant under Z(g). Hence s is invariant (respectively
χ-invariant) under Z(g) exactly when each f in′ with ai 6= 0 is invariant (respectively
χ-invariant) under Z(g).
Observe that
h(fn′) = χ(h)
−1fn′ = (det h
⊥)−1 fn′
for any h ∈ Z(g) since p = r. Hence, f in′ is invariant under Z(g) exactly when
1 = (det h⊥)−i for all h ∈ Z(g).
Similarly, fn′ is χ-invariant under Z(g) exactly when
det(h⊥) = (det h⊥)−i for all h ∈ Z(g), i.e.,
1 = (det h⊥)1+i for all h ∈ Z(g).
As n ≥ 3, {deth⊥ : h ∈ Z(g)} = 〈ξ〉. Hence, f in′ is invariant under Z(g) exactly
when i is a multiple of r. And f in′ is χ-invariant under Z(g) exactly when −1 ≡ i
mod r. Thus,
S(V g)Z(g) = C[f1, . . . , fn′−1, f
r
n′],
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and
HH2(g) = S(V g)χ = C[f1, . . . , fn′−1, f
r
n′] f
r−1
n′ .

Proposition 6.11. Assume r ≥ 2, G = G(r, p, n). Let g = (1, 2)ξℓ3. The set of
Hochschild semi-invariants for g is zero:
HH2(g) = S(V g)χ = 0.
Proof. Note that V g = C-span{v1 + v2, v4, v5, . . . , vn} and (V g)⊥ = C-span{v1 −
v2, v3}. Let h = (1, 2) ∈ Z(g). Then h|V g = 1 while det h⊥ = −1, so Lemma 3.6
implies that HH2(g) = 0. 
Proposition 6.12. Assume n ≥ 4. Let g = (1, 2)ξa3ξ−a4 (3, 4). The set of Hochschild
semi-invariants for g is zero:
HH2(g) = S(V g)χ = 0.
Proof. Note that V g = C-span{v1 + v2, v3 + ξ−av4, v5, . . . , vn} and that (V g)⊥ =
C-span{v2− v1, v3− ξ−av4}. Let h = (1, 2) ∈ Z(g). Then h|V g = 1 while det h⊥ =
−1, so Lemma 3.6 implies that HH2(g) = 0. 
7. Hochschild 2-cohomology for nonfaithful action of G(r, p, n)
Let G = G(r, 1, n), with n ≥ 3. We define a nonfaithful action of G on V = Cn
and determine the Hochschild 2-cohomology for the skew group algebra S(V )#G.
This nonfaithful action will yield nontrivial graded Hecke algebras in Section 9.
Although we restrict our attention to G(r, 1, n) in this section, the same results
generally hold for G(r, p, n) (under the nonfaithful action). In fact, Propositions
7.3 and 7.6 and Theorem 7.7 below hold verbatim when we replace G(r, 1, n) by
G(r, p, n) and replace n ≥ 3 by n ≥ 5. We simply intersect each centralizer
Z(g) in G(r, 1, n) with G(r, p, n) throughout the proofs. We leave the details to
the reader. (For p ≥ 2 and low values of n, Remark 7.4 does not apply as the
centralizers exhibit a different structure.)
Recall that G is the group productN ·G(1, 1, n), where N is the normal subgroup
of diagonal matrices in G and G(1, 1, n) ≤ G is isomorphic to Sn. Define a
representation
(7.1) ρ : G→ GL(V )
by composing the quotient map G → Sn with the permutation representation of
Sn on V (permuting the fixed basis v1, . . . , vn).
The next lemma describes the centralizer of a diagonal element. Given a diag-
onal matrix g = ξa1In1 ⊕ · · · ⊕ ξakInk , rename the basis vectors v1, . . . , vn of V so
that v
(1)
1 , . . . , v
(1)
n1 are the first n1 basis vectors, v
(2)
1 , . . . , v
(2)
n2 are the next n2 basis
vectors, etc., and decompose V as V1 ⊕ · · · ⊕ Vk with Vi = C-span{v(i)1 , · · · , v(i)ni }.
One may use (2.2) to verify the following lemma.
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Lemma 7.2. Let g′ be a diagonal matrix in G = G(r, 1, n) and suppose n1, . . . , nk
are the multiplicities of the diagonal entries. Then g′ is conjugate in G to some
g = ξa1In1 ⊕ · · · ⊕ ξakInk and Z(g) acts on V = V1 ⊕ · · · ⊕ Vk as the direct sum of
reflection groups,
Z(g) = {M1 ⊕ · · · ⊕Mk : Mi ∈ G(r, 1, ni)} = G(r, 1, n1)⊕ · · · ⊕G(r, 1, nk).
Contribution from g with codimV g = 0.
We first find the contribution to the Hochschild 2-cohomology of S(V )#G(r, 1, n)
from g with codimV g = 0. The set of g in G = G(r, 1, n) with codim(V g) = 0
under the nonfaithful representation ρ is exactly the subgroup N of diagonal ma-
trices in G(r, 1, n). Below, we use the notation HH2(g) defined in (3.2) and we
identity S(V )⊗ ∧k(V ∗) with the S(V )-module of k-derivations on V ∗.
Proposition 7.3. Let G = G(r, 1, n) act on V = Cn via the nonfaithful repre-
sentation ρ. Let g′ ∈ G be a diagonal matrix. The g′ is conjugate to some g ∈ G
whose set of Hochschild semi-invariants HH2(g) is the set of derivation 2-forms
invariant under a direct sum of symmetric groups.
Explicitly: Suppose n1, . . . , nk are the multiplicities of the diagonal entries of g
′
and decompose V as V1 ⊕ · · · ⊕ Vk with each Vi ∼= Cni as above. For i = 1, . . . , k,
let θ
(i)
1 , . . . , θ
(i)
ni ∈ S(Vi)⊗ V ∗i be basic derivations for the permutation action of the
symmetric group Sni on Vi. Then HH
2(g) is generated by the wedge products of
the θ
(i)
j taken two at a time:
HH2(g) =
(
S(V )⊗∧2(V ∗))Z(g) = ⊕
i≤i′,
j<j′ when i=i′
S(V )Z(g) (θ
(i)
j ∧ θ(i
′)
j′ ) .
Also,
S(V )Z(g) =
k⊕
i=1
S(Vi)
Sni .
Remark 7.4. We may easily construct explicit basic invariants and basic deriva-
tions for the last proposition using Propositions 4.2 and 4.4. Let x
(i)
1 , . . . , x
(i)
ni be
the basis of V ∗i dual to the basis v
(i)
1 , . . . , v
(i)
ni of Vi. Let f
(i)
j be the j-th elementary
symmetric function of v
(i)
1 , . . . , v
(i)
ni . Then
S(V )Z(g) = C[f
(1)
1 , . . . , f
(1)
n1
, . . . , f
(k)
1 , . . . , f
(k)
nk
].
We may also explicitly define θ
(i)
1 , . . . , θ
(i)
ni ∈ S(Vi)⊗ V ∗i :
θ
(i)
j :=
∑
1≤l≤ni
(v
(i)
l )
(j−1)r+1 ⊗ x(i)l .
20 ANNE V. SHEPLER AND SARAH WITHERSPOON
Proof of Proposition 7.3. By Lemma 7.2, g′ is conjugate to some diagonal g with
Z(g) = G(r, 1, n1)⊕ · · · ⊕G(r, 1, nk).
Under the representation ρ, g acts as the identity and V g = V . Thus, the
Hochschild character χ : Z(g)→ C (given by h 7→ det h⊥) is trivial and HH2(g) is
the just the set of derivation 2-forms invariant under Z(g),
HH2(g) =
(
S(V g)⊗∧2−codimV g((V g)∗))χ = (S(V )⊗∧2(V ∗))Z(g) .
Each G(r, 1, ni) acts on Vi as the symmetric group Sni
∼= G(1, 1, ni) under the
representation ρ. Thus the block diagonal group Z(g) acts as the direct sum of
symmetric groups, and we simply find the polynomials and derivation 2-forms
invariant under the permutation action of Sn1 ⊕ · · · ⊕Snk on V1 ⊕ · · · ⊕ Vk.
By Remark 4.1, the ring of invariant polynomials is just the tensor product
of the corresponding rings S(Vi)
Sni of symmetric polynomials. The underlying
arrangement of reflecting hyperplanes is given by the product of the polynomials
defining the subarrangements. More precisely, we define the reflection arrangement
(after identifying (V ∗)∗ with V ) by the polynomial
Q = Q1 · · ·Qk ∈ S(V ),
where each Qi ∈ S(Vi) is the Vandermonde determinant (Qi =
∏
j1<j2
x
(i)
j1
− x(i)j2 )
for Sni acting on V
∗
i (see Section 4). As the θ
(i)
j are basic derivations, the co-
efficient matrix of {θ(i)1 , . . . , θ(i)ni } has determinant Qi up to a nonzero scalar (by
Theorem 4.3). Thus θ
(1)
1 ∧ · · ·∧ θ(k)nk is a nonzero scalar multiple of (Q1 · · ·Qk) x1∧
· · · ∧ xn = Q x1 ∧ · · · ∧ xn. By Proposition 4.3, the derivations θ(i)j wedged to-
gether two at a time then generate the invariant derivation 2-forms over the ring
of invariant polynomials. 
Contribution from g with codimV g = 2.
We now determine the contribution to the Hochschild 2-cohomology of the skew
group algebra S(V )#G(r, 1, n) (under the nonfaithful representation ρ defined in
(7.1)) from g with codimV g = 2.
Remark 7.5. Suppose g ∈ G = G(r, 1, n) with codim(V g) = 2 under the non-
faithful action of G on V given by ρ. Then for n ≥ 3, g is conjugate to a diagonal
matrix times either a 3-cycle or the product of two 2-cycles (in case n ≥ 4). In
fact, we may assume g is conjugate to a diagonal matrix times the permutation
(1, 2, 3) or (1, 2)(3, 4).
If g is the product of a diagonal matrix with (1, 2)(3, 4), then the set of Hochschild
semi-invariants for g is zero, i.e. HH2(g) = 0: Suppose g = ξa11 · · · ξann (1, 2)(3, 4)
and define h = ξa11 ξ
a2
2 (1, 2) ∈ Z(g). Then det(h⊥) = −1 6= 1 (under the nonfaithful
action given by ρ) and hence HH2(g) = 0 by Lemma 3.6.
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In the following proposition, we give explicit invariants by decomposing V into
subspaces. Let VA = C-span{v1, v2, v3} and VB = C-span{v4, . . . , vn}. If g′ is the
product of a diagonal matrix and a 3-cycle, then g′ is conjugate to g = gA ⊕ gB
where gA ∈ G(r, 1, 3) is a 3 × 3 diagonal matrix times the 3-cycle (1, 2, 3) and
gB = ξ
a1In1 ⊕ · · · ⊕ ξakInk ∈ G(r, 1, n − 3). (Note that n1, . . . , nk are simply the
multiplicities of the diagonal entries of gB.) We apply Lemma 7.2 to gB acting on
VB: Rename the basis vectors v4, . . . , vn of VB so that v
(1)
1 , . . . , v
(1)
n1 are the first
n1 basis vectors, v
(2)
1 , . . . , v
(2)
n2 are the next n2 basis vectors, etc.; decompose VB as
V1 ⊕ · · · ⊕ Vk with Vi = C-span{v(i)1 , · · · , v(i)ni }.
Proposition 7.6. Assume n ≥ 3. Let G = G(r, 1, n) act on V ∼= Cn via the
nonfaithful representation ρ, and let g′ be the product of a diagonal matrix with
a 3-cycle. Let f
(i)
l be the l-th elementary symmetric function of the elements v
(i)
j
defined above. Let f0 = v1 + v2 + v3. Then g
′ is conjugate to g with
HH2(g) = S(V g)χ = S(V g)Z(g) = C[f0, f
(1)
1 , . . . , f
(1)
n1
, . . . , f
(k)
1 , . . . , f
(k)
nk
].
Proof. As in the above paragraph, let g = gA ⊕ gB. The action of Z(g) on V =
VA ⊕ VB (and on V g = V gA ⊕ V gB) decomposes as a direct sum:
Z(g) = ZA ⊕ ZB
where ZA = ZG(r,1,3)(gA) and ZB = ZG(r,1,n−3)(gB). In fact, ZA = 〈ξI3, (1, 2, 3)〉.
Under the representation ρ, g acts on V as the permuation (1, 2, 3). Hence
V g = C-span{v1 + v2 + v3, v4, . . . , vn} and (V g)⊥ = C-span{v1 − v2, v1 − v3}.
The subgroup Z(g) acts on (V g)⊥ as the group 〈(1, 2, 3)〉 with determinant 1 un-
der the representation ρ. Thus, the Hochschild character χ : Z(g)→ C (given by
h 7→ det h⊥) is trivial (the diagonal matrices act trivially):
S(V g)χ = S(V g)Z(g).
Note that S(V gA) = C[v1 + v2 + v3] and ZA acts trivially on v1 + v2 + v3. Hence,
S(V gA)
ZA = C[v1 + v2 + v3].
We apply Lemma 7.2 and Remark 7.4 to the diagonal matrix gB ∈ G(r, 1, n− 3)
acting on VB:
S(V gB)
ZB = C[f
(1)
1 , . . . , f
(1)
n1 , . . . , f
(k)
1 , . . . , f
(k)
nk
].
Hence, by Remark 4.1,
S(V g)Z(g) ∼= S(V gA)ZA ⊗ S(V gB)ZB ∼= C[f0, f (1)1 , . . . , f (1)n1 , . . . , f (k)1 , . . . , f (k)nk ].

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Putting it together, nonfaithful case.
We now record the Hochschild 2-cohomology of S(V )#G where G = G(r, 1, n)
acts on V via the nonfaithful representation ρ. We combine the contribution to
cohomology from g ∈ G with codimV g = 0 and the contribution from g ∈ G with
codimV g = 2.
Theorem 7.7. Assume n ≥ 3. Let G = G(r, 1, n) act on V = Cn via the nonfaith-
ful representation ρ. The Hochschild cohomology in degree 2 for the skew group
algebra S(V )#G is
HH2(S(V )#G) ∼=
⊕
g∈C
HH2(g)⊕
⊕
g′∈C′
HH2(g′)
where
• C is a set of representatives of those conjugacy classes in G containing
diagonal matrices, and HH2(g) is given in Proposition 7.3,
• C ′ is a set of representatives of those conjugacy classes in G containing the
product of a diagonal matrix in G with a 3-cycle, and HH2(g′) is given in
Proposition 7.6.
Proof. By Equation (3.7),
HH2(S(V )#G) =
⊕
g∈C
codimV g=0
HH2(g) ⊕
⊕
g′∈C
codimV g=2
HH2(g′).
In Proposition 7.3, we determined the contribution to Hochschild cohomology
from those g in G with codimV g = 0, i.e., from the diagonal matrices in G. In
Proposition 7.6, we determined the contribution to Hochschild cohomology from
those g in G with codimV g = 2, i.e., from those g ∈ G conjugate to the product
of a diagonal matrix in G and a 3-cycle. 
8. Graded Hecke algebras as deformations of S(V )#G
In this section, we define a graded Hecke algebra associated to a finite group
G and any finite dimensional representation V of G. We give an explicit connec-
tion between graded Hecke algebras and the Hochschild semi-invariants defined
in Section 3. As a consequence of Theorems 5.1 and 8.7, if G = G(r, p, n) with
r ≥ 3, n ≥ 4, and V is its natural reflection representation, there are no nontrivial
graded Hecke algebras: The relevant Hochschild cohomology, while nonzero, is not
of the required form. This nonexistence of a graded Hecke algebra was discovered
by Ram and the first author [22], and now we may view their result in the con-
text of algebraic deformation theory and Hochschild cohomology. This negative
result inspired their ad hoc construction of a “different graded Hecke algebra” for
G(r, 1, n), which coincides with an algebra defined by Deze´le´e [7] in case r = 2.
In the next section, we show that this “different graded Hecke algebra” is in fact
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a graded Hecke algebra under our broader Definition 8.1, in which we allow non-
faithful actions of G. This also motivates our earlier computations in Section 7 of
Hochschild cohomology for a nonfaithful action of G(r, 1, n) on V = Cn: Theorems
7.7 and 8.7 imply existence of a generic graded Hecke algebra depending on many
parameters, described in (9.1).
The following definition includes the symplectic reflection algebras defined by
Chmutova [6] in case G acts symplectically, i.e., when there is a (not necessarily
injective) group homomorphism G→ Sp(V ). For brevity, we omit tensor symbols
in expressions in the tensor algebra T (V ).
Definition 8.1. Let G be a finite group with a representation V = Cn. For each
g ∈ G, choose a skew-symmetric bilinear form ag : V × V → C. Let
A = (T (V )#G) /(vw − wv −
∑
g∈G
ag(v, w)g),
where the quotient is by the ideal generated by all elements of the given form
for v, w ∈ V . Consider A to be a filtered algebra in which we assign degree 1 to
elements of V and degree 0 to elements of G. We call A a graded Hecke algebra
if the associated graded algebra grA is isomorphic to S(V )#G. Equivalently A is
isomorphic as a vector space to S(V )#G via a choice of linear section S(V ) →֒
T (V ) of the canonical projection of T (V ) onto S(V ).
In case G is a Coxeter group and V its natural reflection representation, the
graded algebra associated to the affine Hecke algebra (with respect to a different
choice of filtration) defined by Lusztig [18] is a graded Hecke algebra under our
definition [22, §3]. This is the origin of the term graded Hecke algebra.
By definition, graded Hecke algebras are parametrized by sets {ag}g∈G satis-
fying suitable conditions. These conditions may be determined by applying [22,
Lemma 1.5], valid in this more general setting when the action of G on V may not
be faithful:
Lemma 8.2. Let A be the algebra defined by a set of skew-symmetric bilinear
forms {ag}g∈G in Definition 8.1. Then A is a graded Hecke algebra if and only if
(8.3) h[v, w](h)−1 = [h(v), h(w)], and
(8.4) [u, [v, w]] + [v, [w, u]] + [w, [u, v]] = 0
in A, for all u, v, w ∈ V and h ∈ G (where [v, w] = vw − wv).
Equations (8.3) and (8.4) are equivalent to uniqueness of the expressions hwv
and wvu when rearranged with all group elements to the right and vector space
elements in alphabetical order [22]. In case G acts faithfully on V , this lemma
was used in [22] to show directly that the sets {ag}g∈G corresponding to graded
Hecke algebras form a vector space of dimension d+dim(
∧2(V ))G, where d is the
number of conjugacy classes of g ∈ G such that codim(V g) = 2 and χg ≡ 1 (where
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χg(h) = det(h
⊥) for h ∈ Z(g)). This approach may be adapted to nonfaithful
actions to yield Corollary 8.17 below. However, we take a somewhat different
route in the next theorem in order to relate graded Hecke algebras to Hochschild
cohomology, and thus to other potential deformations of S(V )#G.
Definition 8.5. Let g ∈ G and fg ∈ HH2(g), i.e., fg is a Hochschild semi-invariant
of g (see (3.2)). By definition, we may write fg as a linear combination of elements
of the form p⊗ y, where p ∈ S(V g), y ∈ ∧((V g)∗). We say that fg has degree m
if the polynomial p of highest degree in such a linear combination has degree m
(with respect to fixed bases of V g,
∧
((V g)∗)). Note that the homogeneous parts
of fg are also Hochschild semi-invariants of g.
Remark 8.6. In the next theorem, we explain how to define a graded Hecke
algebra from an element of Hochschild cohomology. We first outline how one
identifies a Hochschild semi-invariant with a function on S(V )e ⊗ ∧2(V ) (recall
S(V )e = S(V ) ⊗ S(V )op). Let C denote a set of representatives of the conjugacy
classes of G, as before. Via (3.7), each element of HH2(S(V )#G) may be identified
with a set {fg}g∈C of Hochschild semi-invariants (see (3.2)). Applying (3.4) as well,
we regard each fg as an element of S(V
g)g ⊗ ∧2(V ∗) by making the canonical
identification of the vector space
∧2−codimV g((V g)∗) ⊗∧codimV g(((V g)⊥)∗) with a
subspace of
∧2(V ∗) and by inserting the factor g. This allows us to consider fg
as a Z(g)-invariant function on S(V )e ⊗∧2(V ) in the following way: Suppose fg
is a linear combination of elements of the form pg ⊗ y (p ∈ S(V g), y ∈ ∧2(V ∗)).
Let r, s ∈ S(V ), z ∈ ∧2(V ). Then fg(r ⊗ s ⊗ z) ∈ S(V )g is the corresponding
linear combination of elements y(z)rpgs (see the proof of Theorem 8.7 below for
details). We further apply a transfer (trace) operator to each fg to obtain the
corresponding G-invariant function f on S(V )e ⊗∧2(V ):
f =
∑
g∈C
∑
h∈G/Z(g)
h(fg),
where (h(fg))(r ⊗ s⊗ z) = h(fg(h−1(r ⊗ s⊗ z))).
Theorem 8.7. Let G be a finite group with a representation V = Cn. The param-
eter space of graded Hecke algebras for the pair G, V is isomorphic to the space
consisting of sets {fg}g∈G of Hochschild semi-invariants whose nonzero elements
have degree 0. The defining skew-symmetric bilinear forms {ag}g∈G of the graded
Hecke algebra corresponding to {fg}g∈C are given by ag(v, w)g = fg(1⊗ 1⊗ v ∧w)
and ah−1gh(v, w) = ag(h(v), h(w)) for all g ∈ C, h ∈ G, and v, w ∈ V .
The remainder of this section is devoted to proving this theorem and its corollary.
We need some technical lemmas and formulas from [5, 26, 27]. We obtain the
forms ag from the functions fg by finding intermediary Hochschild two-cocycles
µ1 and corresponding deformations of S(V )#G. First, we recall the definitions of
deformations and Hochschild two-cocycles. For more details, see [13] or [10].
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Let t be an indeterminate. If R is any associative C-algebra (such as R =
S(V )#G), a deformation of R over C[t] consists of the C[t]-module R[t] =
C[t]⊗ R together with an associative product ∗ of the form
(8.8) a ∗ b = ab+ µ1(a, b)t + µ2(a, b)t2 + · · ·
for all a, b ∈ R, where ab is the product of a and b in R and µi : R × R → R
is C-bilinear (extended to be C[t]-bilinear) for each i. (In order for a ∗ b to be in
R[t], this sum must in fact be finite for each pair a, b; one may also be interested
in deformations over C[[t]] or another extension of C, but we will not need these
here.) Associativity implies conditions on the µi. In particular µ1 must be a
Hochschild two-cocycle, i.e.
(8.9) µ1(a, bc) + aµ1(b, c) = µ1(ab, c) + µ1(a, b)c
for all a, b, c ∈ R. That is, µ1 is a representative of an element of HH2(R) obtained
via the bar complex
(8.10) · · · δ3−→ R⊗4 δ2−→ R⊗3 δ1−→ Re m−→ R→ 0,
where δi(a0⊗a1⊗· · ·⊗ai+1) =
∑i
j=0(−1)ja0⊗· · ·⊗ajaj+1⊗· · ·⊗ai+1 andm is multi-
plication. This is an Re-free resolution of R (where Re = R⊗Rop), and thus yields
HH
q
(R) = Ext
q
Re(R,R) upon taking cohomology of the cochain complex result-
ing from application of HomRe(R,−). Specifically, HHi(R) = Ker(δ∗i+1)/ Im(δ∗i ),
defined via the cochain complex
0→ HomRe(Re, R) δ
∗
1−→ HomRe(R⊗3, R) δ
∗
2−→ HomRe(R⊗4, R) δ
∗
3−→ · · · .
We identify HomRe(R
⊗4, R) ∼= HomC(R⊗2, R), and a straightforward calculation
yields Equation (8.9) as the defining relation for elements of Ker(δ∗3).
In order to prove Theorem 8.7, we explain how to obtain the defining skew-
symmetric forms {ag}g∈G of a graded Hecke algebra from a set of Hochschild
semi-invariants {fg}g∈C whose nonzero elements have degree 0. The following
comparison of the bar complex (8.10) to a Koszul complex allows us to write down
corresponding Hochschild 2-cocycles µ1 explicitly.
There is a chain map from the bar complex (8.10) for R = S(V ) to the Koszul
complex P q = K({vi ⊗ 1 − 1 ⊗ vi}ni=1), where v1, . . . , vn is a basis of V (see [25,
§4.5] for details on Koszul complexes):
· · · → S(V )⊗4 δ2−→ S(V )⊗3 δ1−→ S(V )e m−→ S(V ) → 0
↓ ψ2 ↓ ψ1 ‖ ‖
· · · → S(V )e ⊗∧2(V ) d2−→ S(V )e ⊗∧1(V ) d1−→ S(V )e m−→ S(V ) → 0
The differentials d1, d2 are S(V )
e-homomorphisms given in our notation by
d1(1⊗ 1⊗ vi) = vi ⊗ 1− 1⊗ vi,
d2(1⊗ 1⊗ vi ∧ vj) = (vi ⊗ 1− 1⊗ vi)⊗ vj − (vj ⊗ 1− 1⊗ vj)⊗ vi,
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for 1 ≤ i < j ≤ n. The vertical maps ψ1 and ψ2 may be given by the formulas
(see [26, (4.9) and (4.10)], where the notation is somewhat different):
(8.11) ψ1(1⊗ vk11 · · · vknn ⊗ 1) =
n∑
i=1
ki∑
a=1
vki−ai v
ki+1
i+1 · · · vknn ⊗ vk11 · · · vki−1i−1 va−1i ⊗ vi,
(8.12)
ψ2(1⊗vk11 · · · vknn ⊗vm11 · · · vmnn ⊗1) =∑
1≤i<j≤n
mj∑
b=1
ki∑
a=1
vki−ai v
ki+1
i+1 · · · vkj−1j−1 vkj+mj−bj vkj+1+mj+1j+1 · · · vkn+mnn ⊗
vk1+m11 · · · vki−1+mi−1i−1 vmi+a−1i vmi+1i+1 · · · vmj−1j−1 vb−1j ⊗ vi ∧ vj .
To obtain an explicit Hochschild two-cocycle µ1 from a set {fg}g∈C of Hochschild
semi-invariants, we apply the following proposition. This proposition appears as
part of [5, Thm. 5.4], where it is stated for arbitrary degree and arbitrary resolution
P q. It is valid also when G acts nonfaithfully on V .
Proposition 8.13. Let R = S(V )#G. Let f : S(V )e ⊗∧2(V )→ R be a function
(on the degree 2 term of the above Koszul complex) representing an element of
HH2(S(V ), R)G. Under the isomorphism HH2(S(V ), R)G ∼= HH2(R), f is mapped
to the function µ1 ∈ HomC(R⊗2, R) ∼= HomRe(R⊗4, R) whose action on the degree
2 term of the bar complex (8.10) is given by
µ1(rg ⊗ sh) = ((f ◦ ψ2)(1⊗ r ⊗ g(s)⊗ 1))gh,
for all r, s ∈ S(V ) and g, h ∈ G.
Our final tool for proving Theorem 8.7 is [27, Thm. 3.2], valid when G acts
nonfaithfully on V ; we also record it here for convenience. Consider S(V )#G to
be a graded algebra where elements of V have degree 1 and elements of G have
degree 0. In [27], a graded Hecke algebra is defined over C[t]: It is a quotient of
T (V )#G[t], by the ideal generated by all vw−wv−∑g∈G ag(v, w)tg, whose asso-
ciated graded C[t]-algebra is isomorphic to S(V )#G[t]. To obtain our Definition
8.1, simply substitute any nonzero complex number for t.
Proposition 8.14. Up to isomorphism, the (nontrivial) graded Hecke algebras
over C[t] are precisely the deformations of S(V )#G over C[t] for which deg µi =
−2i (i ≥ 1).
Proof of Theorem 8.7. Suppose {fg}g∈C is a set of Hochschild semi-invariants and
that each nonzero fg has degree 0. As in Remark 8.6, let f be the associated
function on S(V )e ⊗∧2(V ). Let µ1 be the corresponding Hochschild 2-cocycle of
S(V )#G, given by Proposition 8.13. Let v, w ∈ V . By Remark 8.6, Proposition
8.13, and formula (8.12), µ1(v ⊗ w) = (f ◦ ψ2)(1 ⊗ v ⊗ w ⊗ 1) is an element of
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the subalgebra CG of S(V )#G. Similarly, µ1(w ⊗ v) is an element of CG. Define
scalars ag(v, w) by setting
(8.15) µ1(v ⊗ w)− µ1(w ⊗ v) =
∑
g∈G
ag(v, w)g.
As µ1 is bilinear, each resulting function ag : V ×V → C is bilinear. By definition,
ag is skew-symmetric for each g ∈ G. We claim that the set {ag}g∈G defines a
graded Hecke algebra. Let A be the corresponding quotient given in Definition 8.1.
By Lemma 8.2, it suffices to verify (8.3) and (8.4) for A.
By Definition 8.1 and Equation (8.15), [v, w] = µ1(v⊗w)−µ1(w⊗ v) lies in A,
for all v, w ∈ V . Abuse notation and write ψ2(v⊗w) = ψ2(1⊗ v⊗w⊗ 1). Apply
definition (8.12) of ψ2 to our chosen basis for V to see that ψ2(vi⊗vj) = 1⊗1⊗vi∧vj
if i < j and 0 otherwise. After expressing all vectors in terms of this basis, we find
h (ψ2(v ⊗ w)− ψ2(w ⊗ v)) = ψ2(h(v)⊗ h(w))− ψ2(h(w)⊗ h(v))
for all v, w ∈ V , h ∈ G. As f is also G-invariant, it follows that
µ1(v ⊗ w)− µ1(w ⊗ v) = (f ◦ ψ2)(v ⊗ w)− (f ◦ ψ2)(w ⊗ v)
is G-invariant as a function on v, w ∈ V , and thus (8.3) holds in A.
Next we claim that the Jacobi identity (8.4) is a direct consequence of the
Hochschild 2-cocycle condition (8.9). The left side of (8.4) may be rewritten by
replacing the innermost bracket [v, w] in the first term by µ1(v ⊗ w)− µ1(w ⊗ v),
and similarly for each of the other two terms. We obtain
uµ1(v ⊗ w)− uµ1(w ⊗ v)− µ1(v ⊗ w)u+ µ1(w ⊗ v)u+ vµ1(w ⊗ u)− vµ1(u⊗ w)
−µ1(w⊗u)v+µ1(u⊗w)v+wµ1(u⊗v)−wµ1(v⊗u)−µ1(u⊗v)w+µ1(v⊗u)w.
Substitutions from the six permutations of (8.9) in which {a, b, c} = {u, v, w} yield
µ1(uv ⊗ w)− µ1(u⊗ vw) + µ1(u⊗ wv)− µ1(uw ⊗ v) + µ1(vw ⊗ u)− µ1(v ⊗ wu)
+µ1(w⊗vu)−µ1(wv⊗u)+µ1(v⊗uw)−µ1(vu⊗w)+µ1(wu⊗v)−µ1(w⊗uv).
But this expression is zero as S(V ) is commutative. We have thus shown that
(8.4) holds in A. This concludes the proof that a set of Hochschild semi-invariants
whose nonzero elements have degree 0 gives rise to a graded Hecke algebra.
We now argue that every graded Hecke algebra arises in this way. Note that
if a set {ag}g∈G of skew-symmetric bilinear forms defines a graded Hecke algebra,
then so does {αag}g∈G for any fixed scalar α. We may therefore consider the
related graded Hecke algebra over C[t], where the indeterminate t takes the place
of the arbitrary scalar α. By Proposition 8.14, a (nontrivial) graded Hecke algebra
over C[t] is a deformation of S(V )#G such that the associated Hochschild 2-
cocycle µ1 satisfies deg µ1 = −2, and more generally deg(µi) = −2i (i ≥ 1).
Equation (8.8) and Definition 8.1 (with ag replaced by tag) force relationship (8.15)
between the defining forms tag and the cocycle µ1. As µ1 is a Hochschild 2-cocycle,
Equation (3.7) implies existence of a set of Hochschild semi-invariants {fg}g∈C and
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a corresponding function f (see Remark 8.6) such that ψ∗2(f) is cohomologous to
µ1. In particular, there exists an S(V )
e-homomorphism β : S(V )⊗3 → S(V )#G
such that f ◦ ψ2 = µ1 + β ◦ δ2. Identify β with a C-linear function from S(V ) to
S(V )#G, and note that
β(δ2(1⊗ v ⊗ w ⊗ 1)) = vβ(w)− β(vw) + β(v)w
for all v, w ∈ V . Thus for all i < j we have
(f ◦ ψ2)(vi ⊗ vj) = µ1(vi⊗ vj)− µ1(vj ⊗ vi) + viβ(vj) + β(vi)vj − vjβ(vi)− β(vj)vi
(since ψ2(vj ⊗ vi) = 0 when i < j). Thus (f ◦ ψ2)(vi ⊗ vj) is a sum of the element
µ1(vi⊗vj)−µ1(vj⊗vi) in CG and the element viβ(vj)+β(vi)vj−vjβ(vi)−β(vj)vi
in the ideal (V ) of S(V )#G. Now (f ◦ ψ2)(vi ⊗ vj) = f(1 ⊗ 1 ⊗ vi ∧ vj), and
the function f is discussed in Remark 8.6; in particular it is determined by these
values since it is an S(V )e-homomorphism. Since S(V )#G ∼= CG ⊕ S(V ) as
a vector space and the homogeneous parts of f are also G-invariant functions on
S(V )e⊗∧2(V ), we have f = f ′+f ′′ where (f ′◦ψ2)(vi⊗vj) = µ1(vi⊗vj)−µ1(vj⊗vi)
and f ′′ ◦ ψ2 = β ◦ δ2 is a coboundary. By Remark 8.6, f ′ itself corresponds to a
set of Hochschild semi-invariants, {f ′g}g∈C. As deg µ1 = −2 and degψ2 = −2,
each f ′g is either 0 or has degree 0. Thus {f ′g}g∈C is the desired set of Hochschild
semi-invariants. (Alternatively, we could simply prove that our map from sets
{fg}g∈C of Hochschild semi-invariants (whose nonzero elements have degree 0) to
sets {ag}g∈G of skew-symmetric forms defining graded Hecke algebras is surjective
by classifying the latter directly from Lemma 8.2, cf. [22, Thm. 1.9].)
The formula for the ag in terms of the fg follows from our calculations above:
If i < j, then∑
g∈G
ag(vi, vj)g = [vi, vj] = µ1(vi ⊗ vj)− µ1(vj ⊗ vi)
= (f ◦ ψ2)(vi ⊗ vj) = f(1⊗ 1⊗ vi ∧ vj).
Now examine the coefficient of each g (g ∈ G) separately, and apply (8.3). The
resulting formula extends from pairs vi, vj of basis elements to all v, w ∈ V by
linearity. 
Remark 8.16. We point out an interesting consequence of the Hochschild 2-
cocycle condition (8.9) in this context: Let µ1 and A be as in the first paragraph
of the proof of Theorem 8.7. We showed that the Jacobi identity (8.4) holds in A
as a direct consequence of the Hochschild 2-cocycle condition (8.9) for µ1.
The following corollary characterizes graded Hecke algebras without reference
to Hochschild cohomology. Recall that χg(h) = det(h
⊥) for h ∈ Z(g), where
h⊥ = h|(V g)⊥ , and C denotes a set of representatives of the conjugacy classes of G.
Corollary 8.17. Let d be the number of conjugacy classes of g ∈ G such that
codimV g = 2 and χg ≡ 1.
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(i) The sets {ag}g∈G corresponding to graded Hecke algebras form a vector
space of dimension
d +
∑
g∈C
V g=V
dim(
∧2(V ))Z(g).
(ii) All graded Hecke algebras arise in the following way: For each g ∈ C
satisfying codimV g = 2 and χg ≡ 1, define a skew-symmetric bilinear
form ag : V × V → C by setting ag(w1, w2) equal to an arbitrary scalar
for a fixed basis {w1, w2} of (V g)⊥, ag(V g, V ) = 0, and ah−1gh(v, w) =
ag(h(v), h(w)) for all h ∈ G, v, w ∈ V . For each g ∈ C satisfying V g = V ,
define ag by any choice of Z(g)-invariant linear functional on
∧2(V ), and
ah−1gh(v, w) = ag(h(v), h(w)) for all h ∈ G, v, w ∈ V .
Proof. By (3.7), if HH2(g) is nonzero, then codimV g ∈ {0, 2}. We apply Theo-
rem 8.7 in each case: If codimV g = 0 (i.e. V g = V ), the Hochschild semi-invariants
of g that are either 0 or of degree 0 form a vector space of dimension dim(
∧2(V ))Z(g)
(see (3.2)). Theorem 8.7, Remark 8.6, and (8.3) then give the indicated form of
the corresponding functions ag. If codimV
g = 2, a nonzero scalar is a Hochschild
semi-invariant for g if and only if χg ≡ 1 (by definition). Again by Theorem 8.7,
Remark 8.6, and (8.3), the values of the corresponding forms ag are precisely those
given in (ii). (Alternatively the corollary may be proven directly, without using
Hochschild cohomology, cf. [22, Thm. 1.9]). 
9. Graded Hecke algebras for G(r, 1, n)
Assume n ≥ 3. Let G = G(r, 1, n) act on V = Cn nonfaithfully as the symmetric
group via ρ defined in (7.1). In this section, we find all graded Hecke algebras
corresponding to this action. Similar results hold for G(r, p, n). We prove that in
a special case, these algebras are isomorphic to algebras that appeared in [22], and
in [7] when r = 2.
By Theorems 7.7 and 8.7, the parameter space of graded Hecke algebras for G, V
has dimension equal to the number of conjugacy classes of elements g in G(r, 1, n)
for which g is the product of a diagonal matrix with a 3-cycle. (By Proposition 7.3
and Remark 7.4, the diagonal matrices themselves do not have Hochschild semi-
invariants of degree 0.) We refine the notation introduced in the text preceding
Proposition 7.6 for these elements g: Choose representatives g = gb,c,m, one for
each conjugacy class, where
gb,c,m = ξ
b
3(1, 2, 3)ξ
c1Im1 ⊕ · · · ⊕ ξckImk ,
c = (c1, . . . , ck), m = (m1, . . . , mk), and 0 ≤ b, c1, . . . , ck ≤ r − 1 (m1, . . . , mk are
the multiplicities of the diagonal entries other than the first three). By Corollary
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8.17(ii), all graded Hecke algebras arise as follows. For each representative gb,c,m,
choose a scalar αb,c,m. The corresponding graded Hecke algebra is
(9.1) A = (T (V )#G) /(vw − wv −
∑
g∈G(r,1,n)
ag(v, w)g),
where the skew-symmetric bilinear forms ag (g ∈ G) are given by:
• ag ≡ 0 if g is not conjugate to one of the representatives gb,c,m;
• agb,c,m(v1 − v2, v2 − v3) = αb,c,m and agb,c,m(V (1,2,3), V ) = 0;
• ah−1gb,c,mh(v, w) = agb,c,m(h(v), h(w)) for all h ∈ G.
We are particularly interested in the choice α0,0,n−3 = 1 (k = 1) and all other
αb,c,m = 0. Denote the resulting graded Hecke algebra by Ar,1,n:
Definition 9.2. Ar,1,n = (T (V )#G(r, 1, n)) /(vw − wv −
∑
g∈G(r,1,n)
ag(v, w)g),
where the skew-symmetric bilinear forms ag (g ∈ G) are given by:
• ag ≡ 0 if g is not conjugate to (1, 2, 3);
• a(1,2,3)(v1 − v2, v2 − v3) = 1 and a(1,2,3)(V (1,2,3), V ) = 0;
• ah−1(1,2,3)h(v, w) = a(1,2,3)(h(v), h(w)) for all h ∈ G.
We claim that the defining relations vw−wv−∑g∈G ag(v, w)g of Ar,1,n may be
replaced by
(9.3) vmvk − vkvm = 1
3
∑
1≤i≤n
i 6=m,k
r−1∑
a,b=0
ξ
a
mξ
b
k(ξi)
−a−b((m, k, i)− (m, i, k))
for all 1 ≤ m < k ≤ n. To see this, first note that the group elements in this
sum are precisely those that both are conjugate to (1, 2, 3) and act nontrivially
on vm, vk. For each i, a, b let h be an element of Sn such that h
−1(1, 2, 3)h =
ξamξ
b
kξ
−a−b
i (m, k, i) (or h
−1(1, 2, 3)h = ξamξ
b
kξ
−a−b
i (m, i, k)). Then apply Definition
9.2, writing v1, v2, v3 in terms of the vector space decomposition V ∼= (V (1,2,3))⊥⊕
V (1,2,3).
We will show that the graded Hecke algebra Ar,1,n is precisely the algebra defined
by Ram and the first author [22, (5.1)] as a substitute for a (nonexistent) graded
Hecke algebra corresponding to the natural reflection representation of G(r, 1, n).
Their algebra agrees with one defined by Deze´le´e [7] in case r = 2. Our results in
Section 8 will then imply that these algebras of [7, 22] arise from deformations of
S(V )#G(r, 1, n) over C[t]. They were originally given in a different form, analo-
gous to Lusztig’s definition of a graded Hecke algebra. The proof that Lusztig’s
definition is a special case of Drinfeld’s definition [22, Thm. 3.5] suggested to us
how to proceed.
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Definition 9.4. As in [22, (5.1)], let H∗r,1,n be the algebra generated by the basis
v1, . . . , vn of V and all g (g ∈ G(r, 1, n)) such that CG(r, 1, n) and S(V ) are
subalgebras and the following additional relations hold:
ξivk = vkξi (1 ≤ i, k ≤ n),(9.5)
sivk = vksi (k 6= i, i+ 1),(9.6)
sivi+1 = visi +
r−1∑
a=0
(ξi)
a(ξi+1)
−a (1 ≤ i ≤ n− 1),(9.7)
where si is the simple reflection (i, i+ 1).
A useful variant of relation (9.7) is sivi = vi+1si −
∑r−1
a=0 (ξi)
a (ξi+1)
−a. In
Deze´le´e’s version [7], one may choose any nonzero scalar as the coefficient of the
sum in relation (9.7) above, and the proof of the following theorem may be modified
accordingly.
Theorem 9.8. Let Ar,1,n be the graded Hecke algebra of Definition 9.2. There is
an algebra isomorphism
Ar,1,n ∼= H∗r,1,n.
The remainder of this section is devoted to the proof of this theorem. We first
collect some additional relations in H∗r,1,n that are consequences of (9.6) and (9.7).
Lemma 9.9. Let 1 ≤ j, k,m ≤ n with j < k. In H∗r,1,n, the element (j, k)vm is
equal to
vm(j, k), if m < j or k < m
vm(j, k) +
r−1∑
a=0
(ξm)
a(ξk)
−a (j,m, k)−
r−1∑
a=0
(ξj)
a(ξm)
−a (j, k,m), if j < m < k
vk(j, k)−
∑
j<i<k
r−1∑
a=0
(ξi)
a(ξk)
−a (j, i, k)−
r−1∑
a=0
(ξj)
a (ξk)
−a, if m = j
vj(j, k) +
∑
j<i<k
r−1∑
a=0
(ξi)
a(ξj)
−a (k, i, j) +
r−1∑
a=0
(ξj)
a(ξk)
−a, if m = k.
Proof. Write (j, k) as a product of simple reflections:
(j, k) = sk−1sk−2 · · · sj+1sjsj+1 · · · sk−2sk−1.
If m < j or k < m, then (j, k)vm = vm(j, k) by (9.6). If j < m < k, then
application of (9.7) and its variation (given in the text following (9.7)) yields the
stated relation.
If m = j, we use induction on k − j. If k − j = 1 then the desired rela-
tion is the one given in the text following (9.7). Assume the relation given in
Lemma 9.9 holds when k is replaced by k − 1 and m = j < k − 1. Then
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(j, k)vj = sk−1(j, k−1)sk−1vj = sk−1(j, k−1)vjsk−1, and application of the induc-
tion hypothesis and the variation of (9.7) yields the relation stated in the theorem.
The final relation is proved by a similar induction. 
We will make a change of generators for H∗r,1,n. For each k (1 ≤ k ≤ n), let
(9.10) v˜k = vk +
1
2
∑
1≤j≤n
j 6=k
r−1∑
a=0
(−1)δj<k (ξk) a (ξj)−a (k, j),
where δj<k = 1 if j < k and 0 otherwise.
Lemma 9.11. The algebra H∗r,1,n is generated by v˜k (1 ≤ k ≤ n) and g (g ∈
G(r, 1, n)) and is defined by the relations of G(r, 1, n) together with
ξiv˜k = v˜kξi for all 1 ≤ i, k ≤ n,(9.12)
siv˜k = v˜ksi if k 6∈ {i, i+ 1},(9.13)
siv˜i = v˜i+1si for 1 ≤ i ≤ n− 1,(9.14)
v˜mv˜k − v˜kv˜m = 1
4
∑
1≤i≤n
i 6=m,k
r−1∑
a,b=0
(ξm)
a(ξk)
b(ξi)
−a−b((m, k, i)− (m, i, k)),(9.15)
where the last relation holds for 1 ≤ m < k ≤ n.
Proof. In the definition of v˜k, both summands vk and
∑∑
(−1)δj<k(ξk)a(ξj)−a(k, j)
are invariant under conjugation by ξi (1 ≤ i ≤ n) and by si (k 6= i, i+1), so (9.12)
and (9.13) hold.
We check (9.14), using (9.7):
siv˜isi = sivisi +
1
2
∑
1≤j≤n
j 6=i
r−1∑
a=0
(−1)δj<i si(ξi)a(ξj)−a(i, j)si
= vi+1 −
r−1∑
a=0
si(ξi)
a(ξi+1)
−a +
1
2
∑
1≤j≤n
j 6=i+1
r−1∑
a=0
(−1)δj<i(ξi+1)a(ξj)−a(i+1, j)
= vi+1 +
1
2
∑
1≤j≤n
j 6=i+1
r−1∑
a=0
(−1)δj<(i+1)(ξi+1)a(ξj)−a(i+1, j)
= v˜i+1.
Finally, we check (9.15). Assume m < k. We compute the bracket v˜mv˜k− v˜k v˜m,
first substituting from (9.10) and then applying the relations from Lemma 9.9.
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The result is a cancelation of all terms having factors of vm or vk:
(vm+
1
2
∑
1≤i≤n
i 6=m
r−1∑
b=0
(−1)δi<m(ξm)b(ξi)−b(m, i))(vk+
1
2
∑
1≤j≤n
j 6=k
r−1∑
a=0
(−1)δj<k(ξk)a(ξj)−a(k, j))
−(vk+1
2
∑
1≤j≤n
j 6=k
r−1∑
a=0
(−1)δj<k(ξk)a(ξj)−a(k, j))(vm+
1
2
∑
1≤i≤n
i 6=m
r−1∑
b=0
(−1)δi<m(ξm)b(ξi)−b(m, i))
=
1
2
∑
1≤j≤n
j 6=k
r−1∑
a=0
(−1)δj<kvm(ξk)a(ξj)−a(k, j) +
1
2
∑
1≤i≤n
i 6=m
r−1∑
b=0
(−1)δi<m(ξm)b(ξi)−b(m, i)vk
+
1
4
∑
1≤i≤n
i 6=m
∑
1≤j≤n
j 6=k
r−1∑
a,b=0
(−1)δi<m+δj<k(ξm)b(ξi)−b(m, i)(ξk)a(ξj)−a(k, j)
−1
2
∑
1≤i≤n
i 6=m
r−1∑
b=0
(−1)δi<mvk(ξm)b(ξi)−b(m, i)−
1
2
∑
1≤j≤n
j 6=k
r−1∑
a=0
(−1)δj<k(ξk)a(ξj)−a(k, j)vm
−1
4
∑
1≤i≤n
i 6=m
∑
1≤j≤n
j 6=k
r−1∑
a,b=0
(−1)δi<m+δj<k(ξk)a(ξj)−a(k, j)(ξm)b(ξi)−b(m, i)
=
1
4
∑
1≤i≤n
i 6=m
∑
1≤j≤n
j 6=k
r−1∑
a,b=0
(−1)δi<m+δj<k(ξm)b(ξi)−b(m, i)(ξk)a(ξj)−a(k, j)
−1
4
∑
1≤i≤n
i 6=m
∑
1≤j≤n
j 6=k
r−1∑
a,b=o
(−1)δi<m+δj<k(ξk)a(ξj)−a(k, j)(ξm)b(ξi)−b(m, i)
+
1
2
∑
1≤i≤n
i 6=m,k
r−1∑
a,b=0
(ξm)
a(ξk)
b(ξi)
−a−b((m, k, i)− (m, i, k)).
Now in the first two of the three summands above, we may cancel the terms for
which {m, i}∩{k, j} is empty. Rewriting the remaining terms and combining with
the last summand, we have the desired relation (9.15).
Finally, if the v˜k are taken instead of the vk as generators of H
∗
r,1,n together with
G(r, 1, n), relations (9.12)–(9.15) are equivalent to the relations for H∗r,1,n given in
Definition 9.4. 
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Proof of Theorem 9.8. Define an algebra homomorphism from Ar,1,n to H
∗
r,1,n by
sending g to g (g ∈ G(r, 1, n)) and vk to 2√
3
v˜k (1 ≤ k ≤ n). This map is well-
defined: The relations (9.12)–(9.14) correspond to relations in Ar,1,n, and (9.15)
corresponds to (9.3) in Ar,1,n. This accounts for all the relations in Ar,1,n. The
map is surjective as every generator in H∗r,1,n lies in its image. On the other hand,
we can define an inverse map similarly. Therefore Ar,1,n ∼= H∗r,1,n. 
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