Rain is the dominant attenuator for radio systems operating above 10 GHz. Correctly configuring systems that can dynamically compensate for rain fading requires a detailed knowledge of spatial and temporal rain field variation. Ideally, this would be provided by a database of meteorological radar measurements. Unfortunately, such data is scarce. Alternatives to radar measurements are methods for simulating rain fields in time and space. This paper discusses a monofractal, additive (in the logarithmic domain) discrete cascade model for simulating rain fields in two spatial dimensions. The model produces events-on-demand, customised to an input rain rate parameter and desired rain event type (stratiform or convective). In order to test the long term statistics of a proposed radio system, simulated rain field datasets are required which will reproduce the annual rain statistics for the average year. Work towards a method to convert from a set of single events into a set capable of reproducing annual statistics is presented in this paper.
INTRODUCTION
Radio systems operating at frequencies of above 10 GHz are adversely affected by rain, clouds and atmospheric gases. As the radio spectrum below 10 GHz becomes increasingly congested, there is significant pressure to open up these higher frequencies to commercial exploitation. Rain fade mitigation techniques (FMT) such as adaptive transmit power control are often suggested as methods of improving spectrum efficiency, either through allowing exploitation of higher frequency bands, or through improving the packing density of terrestrial links at lower bands [1] . However, in order to accurately implement these FMT, detailed knowledge of the spatio-temporal variation of rain fields is required, on scales of hundreds of metres and timescales of the order of seconds. As yet, radar rain maps at these resolutions are not available, hence the need for accurate simulated rain fields. This paper describes a discrete additive cascade process which simulates meteorologically realistic rain fields. The simulator is validated through a comparison with rain rate exceedance cumulative distribution functions as measured by rain gauges located at Sparsholt and Chilbolton in the South of England, and with the curves produced by the current ITU rain rate model [2] .
DATA DESCRIPTION
The rainfall rate fields analysed in this research have been obtained by means of the Chilbolton Advanced Meteorological Radar (CAMRa), which is located in Hampshire in the south of England, at the latitude 51˚ 9' North and the longitude 1˚ 26' West. The climate is temperate maritime, with an average annual rain rate exceeded for 0.01% of the time of approximately 22.5 mm/hr. The radar is a 25 m steerable antenna, equipped with a 3 GHz Doppler-Polarization radar, and has an operational range of 100 km, and a beam width of 0.25˚. To avoid reflections from ground clutter, maps of the rain rate field near the ground were produced by scanning with an inclination of 1.2˚. These maps are produced on a polar grid, with a range resolution of 300 m and an angular resolution of 0.3˚. The number of maps produced in a given time period is dependent on the total angle scanned. The radar has a maximum angular velocity of 1˚/second. The radar scans were interpolated onto a square Cartesian grid, with a side length of 188 pixels. Eache pixel was equivalent to an area of 300 m *300 m, resulting in a scan side length of 56.4 km. The grids were separated in time by approximately 2 minutes.
METHOD OF RAIN FIELD SIMULATION
To simulate the rain field we use the successive random addition algorithm introduced by Voss [3] to generate fractional Brownian motion in two dimensions. The algorithm is easily extended to higher dimensions A key parameter in the simulator is H (known as the Hurst exponent), which is related to the power spectral density exponent of the measured rain fields. The spectral density function for a two-dimensional isotropic random field is given by (e.g. [4] ):
For the simulations presented here, analysis of the meteorological radar data gives a spectral density exponent for each of the rain event types of -8/3, therefore from (1) H=1/3 for all the simulations. The simulated surfaces are generated on a lattice in an iterative manner. On a square grid, the generation of a midpoint displacement surface has two stages for each Figure 1 gives a schematic representation of the iterative additive procedure described below. The procedure is continued for the next generation (points E) where the values at the new points are given by the average of the nearest neighbour locations, i.e., the neighbours in directions parallel to the axes. The points on the rim will have values given by the average of their three nearest neighbours, rather than sites inside the lattice, which have four. All the points plotted then have independent values of added to them, with the variance given by the equation above. This produces the new square lattice with a scale 1/2 the original. Each generation has the variance changed according to stage n and the process continues until all the points on the lattice are filled. The result of the algorithm is a twodimensional array of values, X, with a side length of where N i is the total number of iterations. N i is effectively limited only by the speed and memory capabilities of the computer used for the simulation. On a desktop PC with 512 MB of RAM and a processor speed of 2.4 GHz, the time taken to create a simulated rain field with N i =10 and r l =1/2 is less than 5 seconds. Differentiating between simulations of stratiform events and convective events requires changing the value of the parameter r l . This parameter controls whether or not all the rain occurs in one large area (as is the case for stratiform rain) or instead is broken up into convective type rain cells. It is related to the concept of "lacunarity" discussed in [5, 6] . A fractal is called lacunar if it contains large intervals or gaps in the fractal set (or measure). In the case of our data and simulations, stratiform rain fields are more lacunar, i.e., the gaps between areas of stratiform rain tend to be larger than the gaps between the convective rain cells, which are more fragmented, but closer together. In some cases the gaps between areas of stratiform rain are so large that we only see one area of rain at a time in the radar scans. In theory, varying the lacunarity does not alter the fractal dimension. The successive random addition algorithm described above uses the same algorithmic procedure as for the midpoint displacement algorithm [3] , in which r l is fixed with a value of 1/2 (though for each step in the simulation there are two stages, with r l being reduced by at each stage). However, because with successive random additions all points are treated equivalently at each stage, the resolution at the next stage can change by any factor r l <1. For the simulations presented here, empirically chosen values of r l = ½ and r l = 1/3 are used for stratiform and convective rain respectively. This is because the concept of lacunarity has not yet had significant mathematical development, hence there is little in the literature about how to calculate it for real data. This area needs further research. Given a sample of N n points at stage n with resolution λ, stage n+1 with resolution r l λ is determined first by interpolating the values at the new resolution from the old N n values. The number of points plotted at the new resolution is: 
The discrete, additive cascade process used to produce the simulated rain fields results in arrays that are equivalent to log rain rate fields. Hence some processing is required to convert to equivalent rain rates. This can be done by using the following formula:
where X is the simulated array values, X 0.01 is value in X exceeded by 0.01% of the points in X, R 0.01 is the rain rate exceeded in 0.01% of an average year and R sim is the resulting simulated array of rain rates. (X 0.01 must be greater than log 10 (R 0.01 ) This offset alters the mean of the simulated distribution but will not affect any of the higher order moments. R 0.01 is chosen as the parameter to scale the simulated distribution to, as it is used in link budget planning, and hence is easily calculated from ITU-R Recommendation P837 [2] . The resulting simulated rain field has appropriate spectral density exponent, fractal dimension, and behaviour that is visually consistent with experimentally observed convective or stratiform type of events (according to what is desired). Figures 2 and 3 show examples of the 2D rain events produced by the simulator. It should be noted that these plots are not the full simulated array, but instead have been zoomed in to the area of most interest, as the majority of the points in the simulated array have very small rain rate values. 
COMPARISON WITH MEASURED DATA
The presented simulator produces two-dimensional snapshots of simulated rain fields. In order to validate the simulator, we assume that a spatio-temporal equivalence exists, which allows us to compare cumulative distributions of rain fall exceedance as measured by a drop counting rain gauge located at Sparsholt, in Hampshire, UK, with the rainfall as produced by the simulator. Figure 4 plots the measured annual cumulative distributions for the rain gauge as recorded for several different years, in comparison with the curve from the ITU-R Recommendation P 837 [2] , and the cumulative distributions of a simulated "annual" dataset made by different combinations of stratiform and convective simulated events. The crossing point that occurs at 0.01% exceedance probability in all the simulated datasets is due to the scaling procedure outlined above. At this time there is limited data on what proportion of the rain events in an average year are stratiform or convective. As a first approximation, figure 4 plots the cdfs of an all-stratiform dataset, alongside that of an allconvective and a 50-50 mix of the two types. In general, we can see that the simulator tends to underestimate for high rainfall rates and small availabilities, but compares quite well for the lower rain rates.
In order to test the validity of the simulator to other climactic regions, figure 5 shows the cdfs of the simulated datasets in comparison with the ITU-R Rec. 837 [2] curves for different European cities. As can be seen, in general there is a good agreement between the ITU-R curve and the simulated curve for the lower rain rates. It is only at the high rain rates where the curves diverge. This is primarily due the method of combining the simulated rain fields into a simulated "annual" dataset, which requires more work. However, even at this early stage, the results are promising. 
FROM EVENT-ON-DEMAND TO LONGER TERM STATISTICS
It has been shown [1] that the overall spatial correlation statistics produced by the simulated rain fields are similar to those measured. However, when applying the rain fields to a communications engineering case study, it is necessary to test the resulting statistics from the case study, especially with reference to the spatial correlation.
If we assume that each simulated field is a snapshot at any given minute, that means we require 43,200 simulated arrays for a month (30 days) and 525,600 arrays for a year. If we consider that each convective array requires 8,328 KB of computer storage space and each stratiform array requires 16,419 KB, then the memory requirements for a full year is significant. As a test, the author simulated 500 stratiform and 500 convective arrays. This required 11.7 GB of hard disk space in total, and the processing time was 110 minutes. Going by those figures, 525,600 arrays would require ~6,150 GB of memory and would take ~ 40 days to create. These requirements were prohibitive given the resources available, so a work-around was proposed to check that the spatial correlation still holds without needing to perform half a million simulations. We know that the spatial correlation of the field is consistent with radar measurements. However, the question asked was: if we have two points in the field (simulated rain gauges) separated by a given distance (7.5km 1 ) are the rain rate exceedence statistics at the two points consistent with measurements?
As we are investigating two simulated rain gauges in a larger rain rate field, we can increase the number of data points we obtain for a given simulation by varying the orientation of the baseline between the gauges (figure 6). A simulated gauge dataset of 48,000 data points per gauge was created by generating 1,000 simulated fields. Each field had 12 pairs of gauge locations and 4 "flips" of the simulated field (unchanged, flipped around x axis, y axis and both x and y axes) were used. Flipping the simulated field reduced the influence of any preferred directions that may occur in the simulated field. This produced a pair of simulated rain gauge datasets which have enough data points to be equivalent to 1 month. Figure 7 shows the cumulative distributions of these two simulated gauge datasets in comparison with the ITU-R Rec. 837 model curves calculated for the sites of Sparsholt and Chilbolton. (The simulated rain data fields were all scaled according to the R 0.01 rain rate measured at Sparsholt.) 
