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Introduction
This work is a continuation and application of our work [14] on Lippmann-Schwinger equation in the relativistic case. The classical integral Lippmann-Schwinger equation plays an essential role in the non-relativistic scattering theory [7] . Among interesting recent references one could mention, for instance, [1, [4] [5] [6] 9, 13] (and many further references may be found therein). The relativistic analogue of the Lippmann-Schwinger equation was formulated in terms of the limit values of the corresponding resolvent [3, 10] . In [14] we found the limit values of this resolvent in the explicit form, which opened way to interesting further developments. Some of these developments are given in [15] , and the present paper is dedicated to new important results in this direction.
Consider the Dirac operator Here I k is the k × k identity matrix, p = −i grad, ν is a scalar potential, A is a vector potential and (−e) is the electron charge. Next we define α = [α 1 , α 2 , α 3 ] and β. The matrices α s and β are the 4×4 matrices of the forms α s = 0 σ s σ s 0 , s = 1, 2, 3; β =
where Pauli matrices σ s are given by the formulas
(1.4)
In this paper, we consider two types of the scattering problems (relativistic case), namely, the stationary scattering problem, where the distance r tends to infinity, and the dynamical scattering problem, where the time t tends to infinity. In Section 2, we formulate our results on relativistic Lippmann-Schwinger equation [14] , and our approach to the scattering problems is essentially based on these results. In Section 3, we study the mentioned above dynamical scattering problem and the corresponding scattering operator. We present the conditions under which the wave operators exist and are complete. Hence, the corresponding scattering operator S(L, L 0 ) also exists, and it is unitary. We construct the energetic representation of S(L, L 0 ). In Section 4, we consider the scattering amplitude f (ω, ω ′ , n, λ) and describe the interconnections between the scattering amplitude and the scattering operator S(L, L 0 ). Finally, in Section 5 we study separately the case where the potential V (r) satisfies the condition: V (r) = V (|r|). [14] . First, put Here, rα = r 1 α 1 + r 2 α 2 + r 3 α 3 , the matrices α k and β are defined by the relations (1.3) and (1.4), and * denotes the convolution:
The RLS equation takes the form [14] :
the vectors g n (k) have the form g n (k) = g n (k)/|g n (k)| and g n (k) are given by
and the positive branch of square root is chosen.
Remark 2.1 Clearly φ above depends on λ but we omit sometimes some variables in the text for convenience.
Under some natural conditions, φ is a solution (in a distributive sense) of the equation Lφ = λφ (see Theorem 2.8).
2. Further we assume that the matrix V (r) is self-adjoint:
Hence, V (r) can be represented in the form V (r) = U(r)D(r)U * (r), (2.11) where U(r) is an unitary matrix and D(r) is a diagonal matrix:
Let us introduce the diagonal matrices 
It is easy to see that
We will need also a modified RLS integral equation. If the 4×1 matrix function φ(r, k, n) is a solution of the RLS equation (2.6), then the matrix function ψ(r, k, n) = V 1 (r)φ(r, k, n) is a solution of the following modified RLS integral equation:
We note that the operators B + (λ) act in the Hilbert space L 2 (R 3 ). (We say that the matrix belongs to the Hilbert space L 2 (R 3 ) if each element of the matrix belongs to the Hilbert space L 2 (R 3 ).) In [14] , we proved the following result.
Theorem 2.2 If the function V (r) is bounded and belongs to the space
3. Let us introduce the following definition.
Definition 2.3 [14] . We say that λ∈E = (−∞, −m] ∪ [m, +∞) is an exceptional value if the equation
has a nontrivial solution in the space L 2 (R 3 ). The set of exceptional points is denoted by E + . The set of points λ such that λ∈E and λ / ∈E + is denoted by E + .
We have [14] : 
4. The interconnections between spectral and scattering results are described in [14] by the following theorem.
Theorem 2.6 Assume that V (r) = V * (r) and the function V (r) is bounded and belongs to the space L 1 (R 3 ). Let λ∈E + and the relation
hold. Then, the asymptotics of the solution φ(r, k, n, λ) of the RLS equation (2.6) is given by the formula
The 4×1 vector functions f (ω, ω ′ , n, λ) given by (2.22 ) are called the relativistic scattering amplitudes.
5. Now we will formulate the connections between the solutions of the equation Lφ = λφ (2.23) and the solutions of the RLS equation (2.6) (see [14] ). As usual, the solution φ of (2.23), which belongs to L 2 (R 3 ), is called the eigenfunction of L. 
Then, the vector function φ(r, k.n) is the solution of the equation (2.23) in the distributive sense.
Recall that λ∈E + is required in Theorem 2.6. 3 The scattering operator 1. In this section, we use the relativistic Lippmann-Schwinger equation to study the scattering problem. We introduce the operator function
The absolutely continuous subspaces with respect to the operators L and L 0 are denoted by by G and G 0 , respectively. The wave operators W ± (L, L 0 ) are defined (see [12] ) by the relation:
Here, P 0 is the orthogonal projector on the subspace G 0 , and the limit in (3.2) is the limit in the sense of strong convergence.
Remark 3.1 In this paper, we consider the case of the operator L 0 defined by (1.2) . In this case, we have: G 0 = R 3 and P 0 = I.
Theorem 3.2 [14] . Assume that V (r) = V * (r), and the function V (r) is bounded, belongs to the space
Then, the wave operators W ± (L, L 0 ) exist.
4)
then the wave operators W ± (L, L 0 ) exist. Theorem 3.6 [15] . Let the conditions of Theorem 3.2 be fulfilled. Then the corresponding wave operators W ± (L, L 0 ) exist and are complete.
2. Now, we will find the energetic representation S(λ) of the scattering operator S(L, L 0 ). In order to do it, we use Definition 3.4 and write
where (f, g) stands for the scalar product of f and g. We assume that conditions of the Theorem 3.2 are fulfilled. Hence, the wave operators W ± and the scattering operator S exist. We assume also that f (r) and g(r) belong to C ∞ 0 . Using these assumptions we can change the order of integration in the calculations below. It follows from relation (3.6) and equality
Taking into account Abel's limits, we obtain (see [12] , section 6, Lemma 5) Let us introduce the domain D(R, ε, k) such that |k| < R and |k−k 0 | > ε > 0 for all k 0 satisfying the condition ± k 2 0 + m 2 ∈E + . We will use the following notation:
· dk, for R→∞, ε→ + 0.
(3.13)
According to [15, (4. 50)], we have
where g 0,n and φ 0 are defined by the relations
15)
φ 0 (r, k, n) = exp{ir·k} g n (k). exp{−iλ n (q)t}[ g n (q) f n (q)]dq.
(3.18) We need the following notations
where 
Let us consider the case λ s (k) = λ n (k) in greater detail. If |q|∼|k|, the relation
is valid. Hence, we obtain the equality
holds, and in our case (see (3. 27)) we have this situation because 
The operators T p (λ) act in the space H. 3. Next, we study the structure of the operators T p (λ). For that purpose we introduce the operator
where q = |k|ω. The functions Z p (q) and a(|k|) above are defined by (3.20) and (3.34), respectively. The adjoint to F p (λ) operator has the form
The following assertion is valid. We will need the following definition: Proof. Using the equality Z p (q)Z * p (q) = I 2 , we derive relation
for F p given by (3.39 ). Since V (r) satisfies the conditions of Theorem 2.6, the function V (r) belongs to the Rollnik class (see [19, Ch. 1] ). Now, it follows from (3.44) that the operators F * p F p belong to the Hilbert-Schmidt class. Using (3.41), we see that operators T 1 (λ) and T 2 (λ) belong to the Hilbert-Schmidt class as well.
Scattering amplitude
In this section, we will investigate the connection between the stationary scattering problem (scattering amplitude) and dynamical scattering problem (scattering operator).
We suppose further in the text that the conditions of Theorem 2.6 are fulfilled. Consider the vector functions According to Theorem 3.6, the wave operators W ± (L, L 0 ) are complete. Hence, the operators S 1 (λ) and S 2 (λ) given by (3.38 ) are unitary in the space H. Then, there exist complete orthonormal systems of eigenvectors G j,1 (ω, λ) and G j,2 (ω, λ) of the operators S 1 (λ) and S 2 (λ), respectively. We denote the corresponding eigenvalues by µ j,1 (λ) and µ j,2 (λ). We note that |µ j,1 (λ)| = |µ j,2 (λ)| = 1. We introduce the vector functions Hence, the vector functions F s,p can be represented in the form of the series:
where q = |k|ω, k = |k|ω ′ and
We represent the 2×1 vector functions G j,p (ω, λ) in the form
j,1 (ω, λ)], (4.7)
j,2 (ω, λ)]. Relations (4.4), (4.5) and (4.12) imply that the following statement is valid. 
15)
where p = 1, n = 1, 2 if λ > m; p = 2, n = 3, 4 if λ < −m and [16, 17] .
Remark 4.6 The analog of (4.14) for the 3D Schrödinger equation was derived in our paper [18] .
The scattering by a centre of force
In this section, we study the classical case where V (r) = V (|r|), θ ′ = 0, φ ′ = 0. where N = g 4 . We use the following assertion (see [11, p. 263] ). Recall the classical formulas (see [11, p. 263 In [17] , we proved (5.18) by the methods of theory of ordinary differential equations.
