





A. Jenis Penelitian  
  Jenis Penelitian ini adalah Penelitian Explanatory. Menurut Umar 
(2000:36) penelitian eksplanatori (explanatory research) adalah 
penelitian yang bertujuan untuk menganalisis hubungan-hubungan 
antara satu variabel dengan variabel lainnya atau bagaimana suatu 
variabel mempengaruhi variabel lainnya. Penelitian eksplanatori atau 
eksplanatif bertujuan untuk menjelaskan hubungan antara dua atau lebih 
gejala atau variabel.  
 
B. Jenis dan Sumber Data 
  Jenis data yang digunakan dalam penelitian ini adalah data 
kuantitatif. , sedangkan sumber data menggunakan data sekunder yang 
diperoleh dari annual report serta laporan publikasi keuangan Bank 
Umum Konvensional Go Public.Sugiyono (2009 : 20) data sekunder 
adalah data yang tidak langsung memberikan data ke peneliti, jadi 
berupa data sekunder berdasarkan runtut waktu atau time series berupa 
laporan ikhtisar keuangan yang meliputi Capital Adequacy Ratio 
(CAR), Loan To Deposit Ratio (LDR) dan Return on Assets (ROA) 




C. Populasi dan Teknik Penentuan Sampel  
Populasi merupakan keseluruhan elemen-elemen yang 
menunjukkan ciri-ciri tertentu yang dapat digunakan untuk membuat 
kesimpulan, Sampel merupakan bagian dari jumlah dan karakteristik 
yang dimiliki populasi tersebut (Sanusi, 2014:87).Populasi dalam 
penelitian ini adalah Bank Umum Konvensional Go Public yang 
terdaftar di BEI periode 2014 – 2016.  
Metode dalam pengambilan sampel dalam penelitian ini 
menggunakan metode purposive sampling. Menurut Sugiyono (2009 : 
30) Purposive Sampling merupakan metode pengambilan sampel 
dengan menggunakan kriteria – kriteria yang ditentukan. Adapun 
kriteria – kriteria penentuan sampel yang digunakan dalam penelitian ini 
adalah sebagai berikut :  
1. Bank Umum Konvensional Go Public yang terdaftar di Bursa Efek 
Indonesia (BEI) periode 2014 – 2016.  
2. Bank tersebut mempunyai laporan keuangan tahun 2014 – 2016  
3. Bank menggunakan nilai mata uang Rupiah  
4. Bank selama tahun penelitian memperoleh laba, tidak mengalami 
kerugian, diatas 1%. 






D. Definisi Operasional Variabel  
1. Capital Adequacy Ratio (CAR) 
  CAR merupakan dasar rasio yang hasil pembagian antara 
besaran nilai modalnya (yang terdiri dari modal inti, modal 
pelengka[, dan lain-lain) terhadap jumlah nilai ATMR. Rasio ini 






2. Loan to Deposit Ratio (LDR) 
  LDR merupakan perbandingan antara besarnya jumlah 
pinjaman yang dberikan dengan jumlah dana masyarakat yang 
dihimpun.Semakin besarnya penyaluran dana dalam bentuk 
pinjaman relatif dibandingkan dengan deposit atau simpanan  
masyarakat pada suatu bank membawa konsekuensi semakin 
besarnya risiko yang ditanggung oleh bank yang bersangkutan. 
Rasio ini dapat dirumuskan sebagai berikut : 
LDR = 
JUMLAH KREDIT YANG DIBERIKAN
TOTAL DANA PIHAK KETIGA+KLBI+MODAL INTI
 x 100% 
 
3. Return on Assets (ROA) 
  ROA merupakan rasio yang digunakan untuk mengetahui 
kemampuan bank menghasilkan keuntungan secara relatif 
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dibandingkan dengan nilai total asetnya. Rasio ini dapat dirumuskan 




 x 100% 
 
E. Teknik Pengumpulan Data  
Metode Pengumpulan data yang digunakan dalam penelitian ini 
adalah metode dokumentasi. Sugiyono (2009 : 422 ) menyatakan bahwa 
dokumentasi adalah metode pengumpulan data dengan cara menelaah 
dokumen-dokumen yang berhubungan dengan penelitian yang 
dilakukan. Peneliti mendownload secara langsung berupa laporan 
keuangan bank umum konvensional go public di BEI tahun 2014-2016 
pada website IDX www.idx.co.id 
 
F. Teknik Analisis Data  
Penelitian ini bertujuan untuk menguji hipotesis yang diajukan 
dimana menyoroti pengaruh variabel independen terhadap variabel 
dependen. Metode analisis yang digunakan adalah analisis regresi linear 
berganda. Pengolahan data menggunakan program Statistik Product and 
Service Solution (SPSS).   
1. Uji Asumsi Klasik 
Metode dikatakan baik ketika memenuhi standar tertentu , 
sehingga dapat mendapatkan hasil penelitian yang relevan dengan 
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apa yang terjadi di lapangan ,untuk memenuhi standar tersebut 
diperlukan beberapa uji terhadap asumsi data yang terdapat dalam 
penelitian.  Berikut ini merupakan uji asumsi klasik yang akan 
dilakukan dalam penelitian ini. 
 
a. Uji Normalitas 
Uji normalitas bertujuan untuk mengetahui apakah 
masing-masing variabel berdistribusi normal atau tidak. Uji 
normalitas diperlukan karena untuk melakukan pengujian-
pengujian variabel lainnya dengan mengansumsikan bahwa 
nilai residual mengikuti distribusi normal. Ada 2 cara 
mendeteksi apakah residual berdistribusi normal atau tidak 
yaitu dengan analisis grafik dan uji statistik. Analisis grafik 
salah satu cara termudah melihat normalitas residual adalah 
melihat grafik histogram, normal plot. Dasar penambil 
keputusan (Ghozali, 2013 : 154-159) :  
1) Jika data menyebar disekitar garis diagonal dan mengikuti 
arah garis diagonal atau grafik histogramnya 
menunjukkan pola distribusi normal, maka model regresi 
memenuh asumsi normalitas.  
2) Jika data menyebar jauh dari diagonal dan tidak mengikuti 
arah garis diagonal atau grafik histogram tidak 
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menunjukkan pola distribusi normal, maka model regresi 
tidak memenuhi asumsi normalitas.  
Uji statistik yang dapat digunakan untuk menguji 
normalitas residual adalah uji statistik non-parametrik 
Kolmogrov-Smirnov (K-S). 
 
b. Uji Multikolonieritas 
Ghozali (2013:103), uji multikolonieritas bertujuan untuk 
menguji apakah model regresi ditemukan adanya korelasi antar 
variabel bebas (independen). Model regresi yang baik 
seharusnya tidak terjadi korelasi diantara variabel independen , 
jika variabel independen saling berkorelasi, maka variabel-
variabel ini tidak ortogonal. Variabel ortogonal adakah variabel 
independen yang memiliki nilai korelasi antar sesama variabel 
independen sama dengan nol. 
 
c. Uji Heterokedastisitas 
Uji heteroskedastisitas yaitu untuk menguji apakah dalam 
model regresi terjadi ketidaksamaan variance dari residual satu 
pengamatan ke pengamatan yang lain. Jika variance dari residual 
satu pengamatan ke pengamatan lain tetap, maka disebut 
homoskedastisitas dan jika berbeda disebut 
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heteroskedastisitas.Model regresi yang baik adalah yang 
homoskedastisitas atau tidak terjadi heteroskedastisitas. 
Kebanyakan data crossection mengandung situasi 
heterokedastisitas karena data ini menghimpun data yang 
mewakili berbagai ukuran (kecil, sedang dan besar). ( Ghozali, 
2013:139).  
 
d. Uji Autokorelasi 
Komputer ( 2006 : 257 ) Uji autokorelasi didapati 
kesepakatan bahwa persamaan regresi yang terbentuk tidak 
boleh ada autokorelasi.  Autokorelasi dapat diartikan adanya 
kesalahan pengganggu periode t dengan kesalahan pada periode 
t-1 (sebelumnya). Masalah ini sering timbul karena residu tidak 
bebas dari suatu observasi ke observasi lainnya sering kali 
timbul pada data Time Series. (Sanusi 2014:136) Untuk 
mendeteksi gejala autokorelasi dapat dilakukan dengan 
pengujian Durbin-Watson (d). Hasil perhitungan Durbin-
Watson (d) dibandingkan dengan nilai dtabel pada α = 0,05. Tabel 
dmemiliki dua nilai,yaitu nilai batas atas (dU) dan batas bawah 
(dL)untuk berbagai nilai n dan k. 
Jika d < dL ; maka terjadi autokorelasi positif 
d > 4 - dL ; maka terjadi autokorelasi negatif 
dU < d < 4 – dU ; maka tidak terjadi autokorelasi 
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dL ≤ d ≤ dU atau 4 – dU ≤ d ≤ 4 – dL ; maka pengujian tidak 
meyakinkan. 
2. Analisis Regresi Linear Berganda
Analisis regresi berganda digunakan untuk menjawab 
hipotesis 1 , 2 dan 3.. Melalui analisis ini dapat dilihat pengaruh 
atau hubungan antara variabel bebas (independent variable) 
dengan variabel terikat (dependent variable) , dengan analisis 
regresi berganda maka dapat diketahui seberapa besar kedua 
variabel tersebut mempengaruhi profitabilitas. 
Sanusi (2013:135) Persamaan regresi berganda yang 
digunakan dalam penelitian adalah:  
Y = a + b1x1 + b2x2 + e 
Keterangan :  
Y   = Profitabilitas 
a   = Konstanta  
b1x1 = CAR 
b2x2 = LDR 
= Koefisien regresi 
e = Standard Eror 
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3. Koefisien Determinasi (R2) 
  Ghozali ( 2013 : 97 ), koefisien determinasi ( R² ) pada 
intinya mengukur seberapa jauh kemampuan model dalam 
menerangkan variasi variabel dependen. Nilai koefisien 
determinasi adalah antara nol dan satu. Nilai R² yang kecil 
berarti kemampuan variabel-variabel independen dalam 
menjelaskan variasi variabel dependen amat terbatas. Nilai yang 
mendekati satu variabel-variabel independen memberikan 
hampir semua informasi yang dibutuhkan untuk memprediksi 
variasi variabel dependen.  
  Kelemahan mendasar dalam penggunaan koefisien 
determinasi adalah jumlah variabel independen yang 
dimasukkan kedalam model. Setiap tambahan satu variabel 
independen, maka R² pasti meningkat tidak peduli apakah 
variabel tersebut berpengaruh secara signifikan terhadap 
variabel independen. 
4. Uji Hipotesis 
Melakukan penelitian diperlukan uji hipotesis. Uji hipotesis 
merupakan metode pengambilan keputusan yang didasarkan dari 
analisis data. Uji hipotesis terkadang disebut juga dengan 
“konfirmasi analisis data”. Pengujian ini dilakukan untuk 
menjawab pertanyaan-pertanyaan yang telah diasumsikan. 
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a. Uji Pengaruh Simultan (Uji F) 
Ghozali (2013 : 96) Uji F pada dasarnya 
menunjukkan apakah semua variabel independen yang 
dimasukkan dalam model mempunyai pengaruh secara 
bersama-sama terhadap variabel dependen atau terikat. 
Pengujian ini dilakukan pada tingkat keyakinan 95 % 
dengan ketentuan sebagai berikut : 
1) Penentuan  besarnya F hitung  menggunakan rumus : 
𝐹ℎ𝑖𝑡𝑢𝑛𝑔 =
𝑅2/(𝐾 − 1)
(1 − 𝑅2)(𝑛 − 𝑘 − 1)
 
Keterangan : 
R = koefisien determinasi 
N = jumlah observasi 
K = jumlah variabel  
2) Pernyataan dalam penelitian ini, hipotesis sebagai 
berikut : 
Ho : b1, b2, b3 = 0, artinya tidak ada pengaruh secara 
signifikan dari variabel bebas secara bersama –sama. 
Ha : b1, b2, b3 = 0, artinya ada pengaruh secara 
signifikan dari variabel bebas secara bersama –sama. 
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3) Kriteria pengembalian keputusan diterima dan ditolak 
untuk uji F adalah : 
a) Jika Fhitung > Ftabel maka Ho ditolak dan Ha diterima. 
b) Jika Fhitung < Ftabel maka Ho ditolak dan Ha ditolak. 
 
b. Uji Pengaruh Parsial (Uji t) 
Ghozali (2013 : 97) Uji t digunakan untuk menguji 
seberapa jauh pengaruh variabel independen yang 
digunakan dalam penelitian ini secara individual dalam 
menerangkan variabel dependen.. Variabel penjelas dalam 
penelitian ini adalah profitabilitas (ROA) (Y), sedangkan 
variabel terikatnya adalah Capital Adequacy Ratio (X1), 
Loan to Deposit Ratio (X2).pengujian ini dilakukan pada 
tingkat keyakinan  95 % dengan ketentuan sebagai berikut: 







X : rata – rata sampel 
𝜇 : rata – rata populasi  
S : standar deviasi  sampel 
N : jumlah sampel  
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2) Pengujian ini dilakukandengan hipotesis sebagai 
berikut : 
Ho : b 1, b2 ,b3 = 0, artinya tidak ada pengaruh secara 
signifikan dari variabel bebas terhadap variabel terikat. 
Ha : b 1, b2 ,b3 ≠ 0, artinya ada pengaruh secara 
signifikan dari variabel bebas terhadap variabel terikat. 
3) Kriteria pengembalian keputusan diterima dan ditolak 
untuk uji F adalah : 
Ho diterima dan Ha ditolak apabila hitung ≥ t tabel. 
Artinya variabel bebas secara bersama-sama tidak 
berpengaruh secara signifikan terhadap variabel 
terikat. 
Ho ditolak dan Ha diterima apabila hitung ≤ t tabel. 
Artinya variabel bebas secara bersama-sama 
berpengaruh secara signifikan terhadap variabel 
terikat. 
 
4) Uji Hipotesis Kedua 
Uji hipotesis kedua menggunakan Standarized Coefficient 
dan t hitung digunakan untuk mendapatkan variabel bebas yang 
berpengaruh dominan terhadap variabel terikat pada tingkat 
kepercayaan yang digunakan 95% dengan taraf signifikansi 
adalah 5% dengan kriteria penilaian sebagai berikut : jika nilai 
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koefisien X1 (kecukupan modal) < nilai koefisien X2 
(likuiditas),maka berarti X2 (likuiditas) adalah variabel yang 
paling berpengaruh terhadap variabel Y (Profitabilitas). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
