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SOMMARIO 
Le analisi di sensitività e di incertezza sono in grado di fornire quantitativamente, 
su fondate basi matematiche e fisiche, risposte a tipiche domande scientifiche e 
ingegneristiche quali: quanto il modello in considerazione rappresenta il fenomeno 
fisico, quanto i risultati di un codice possono essere estrapolati, ecc… 
La tecnologia degli Impianti di Potenza Nucleare (NPP) è stata sviluppata sulla 
base del tradizionale concetto di “difesa in profondità” supportato dai metodi di 
calcolo deterministici e conservativi per le analisi di sicurezza. Nel 1970 [1], ipotesi 
conservative furono introdotte nell’analisi di sicurezza per trattare le esistenti 
incertezze dei codici. Da allora, un’intensa campagna sperimentale nel campo 
della termoidraulica ha generato un notevole aumento delle conoscenze e di 
conseguenza lo sviluppo di codici “best-estimate” capaci di fornire informazioni più 
realistiche sul comportamento fisico del sistema e di identificare le questioni più 
rilevanti sulla sicurezza, consentendo la valutazione degli effettivi margini esistenti 
tra i risultati dei codici di calcolo e i criteri di accettazione. 
Tuttavia, i risultati dei calcoli “best-estimate” ottenuti dai complessi codici  
termoidraulici di sistema (come Relap5, Cathare, Athlet, Trace, ecc…) sono affetti 
da ineliminabili approssimazioni che sono non predicibili senza l’utilizzo di 
strumenti di calcolo che tengono conto delle varie sorgenti di incertezza. Di 
conseguenza, l’utilizzo di codici “best-estimate” nella tecnologia nucleare, sia per 
scopi di progettazione che di sicurezza, implica la comprensione e l’accettazione 
delle limitazioni e delle deficienze dei codici stessi. 
Le incertezze dei codici di calcolo posso avere diverse origini: dalle 
approssimazioni dei modelli e delle soluzioni numeriche, alla mancanza di 
conoscenza di precisi valori per le condizioni iniziali e al contorno del problema. 
L’ammontare di incertezza che influenza un calcolo può dipendere fortemente sia 
dal codice che dalle tecniche di modellizzazione (cioè dall’utilizzatore del codice). 
Una metodologia di incertezza per essere “robusta” e consistente deve prendere in 
considerazione tutti gli aspetti sopra menzionati. 
Ai fini della classificazione, si distinguono tre principali approcci indipendenti per 
effettuare le analisi di sensitività e di incertezza dei calcoli dei codici termoidraulici 
di sistema: a) la propagazione degli errori di input dei codici e il trattamento 
statistico della risultante incertezza, b) la propagazione degli errori di output dei 
codici e il trattamento deterministico dell’incertezza e c) la metodologia di 
validazione sperimentale e di calibrazione di complessi modelli di simulazione 
numerica dipendenti dal tempo in grado di incorporare in modo consistente sia le 
incertezze sperimentali che computazionali, facendo un uso estensivo dei concetti 
dell’analisi di sensitività. 
Tenendo in considerazione quanto sopra, il principale obiettivo della tesi è di 
contribuire all’ulteriore sviluppo e qualifica degli strumenti di sensitività e di 
incertezza per effettuare l’analisi deterministica di sicurezza dei reattori nucleari. A 
questo scopo, l’attività di PhD è stata suddivisa in due parti principali, in relazione 
al diverso stato di avanzamento e maturità delle metodologie presentate. 
Da un lato, l’obiettivo è di consolidare e rafforzare la metodologia di incertezza 
CIAU proposta dell’Università di Pisa [24, 25], dimostrandone il raggiunto livello di 
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maturità e qualifica attraverso la sua applicazione nell’ambito del progetto 
BEMUSE promosso dall’OECD [92, 93]. Dall’altro lato, lo scopo è di sviluppare un 
metodo totalmente deterministico, denominato CASUALIDAD, basato su avanzati 
strumenti matematici per eseguire le analisi di sensitività e di incertezza 
internamente ai codici termoidraulici di sistema. 
Per quanto concerne la metodologia CIAU, i contributi apportati dal lavoro di tesi 
sono stati: 1) l’estensione del database di incertezza con l’aggiunta di dodici nuovi 
tests [6] e 2) lo sviluppo di una procedura per eseguire la ‘qualifica interna’ del 
metodo [7]. Entrambi gli aspetti hanno contribuito a ottenere una più accurata 
valutazione delle incertezze attraverso la CIAU, poiché rispettivamente hanno 
migliorato l’affidabilità statistica e permesso una sistematica analisi qualitativa e 
quantitativa dei dati che costituiscono il database della CIAU. 
Il secondo obiettivo della tesi è consistito nello sviluppo di un esauriente e 
esaustivo approccio per utilizzare le incertezze quantificate attraverso esperimenti 
in ITF [12] e SETF [13] nel processo di calibrazione di complessi codici di calcolo 
per la predizione dei transitori in NPP. La metodologia proposta è capace di 
elaborare multipli SETF and ITF esperimenti per apprendere il più possibile sulle 
incertezze dei parametri di input, consentendo di migliorare le predizioni dei codici 
di calcolo sulla base delle evidenze sperimentali disponibili. La metodologia 
CASUALIDAD è un approccio pionieristico che può essere considerato anche 
come un tentativo di sostituire l’empiricismo dell’approccio CIAU, in relazione al 
trattamento statistico dell’accuratezza per derivare i valori di incertezza, attraverso 
più rigorosi metodi deterministici, come gli avanzati strumenti/procedure per 
effettuare l’analisi di sensitività locale (ASAP [14, 15] o FSAP [14, 15]), globale 
(GASAP, [16, 17]) e la metodologia (DAA, [17]) per incorporare in modo 
consistente le informazioni sperimentali all’interno di un modello predittivo per 
ottenere una migliorata stima dell’incertezza. 
La conclusione principale del lavoro di tesi è la chiara rilevanza industriale che 
l’approccio “best estimate plus uncertainty” ha, e avrà sempre di più nel prossimo 
futuro, rispetto all’approccio conservativo. Più in dettaglio, i risultati ottenuti in 
relazione alla CIAU dimostrano, nell’ambito di un’iniziativa internazionale, il livello 
di “robustezza” e “adeguatezza” della metodologia di incertezza proposta 
dall’Università di Pisa. Allo stesso tempo, sia i progressi realizzati che le 
applicazioni effettuate, costituiscono un supporto fondamentale per l’uso della 
metodologia CIAU nel processo di licenziamento degli NPP, come attualmente in 
corso per Atucha-2 NPP in Argentina [9, 10, 11] o come nel recente passato è 
avvenuto per Angra-2 NPP in Brasile (2000, [8]). 
Per quanto concerne il metodo CASUALIDAD, per il quale un’applicazione 
dimostrativa (il ‘blowdown’ di un gas da un recipiente in pressione considerando 
anche lo scambio termico attraverso la parete del recipiente) è presentata nel 
lavoro di tesi, la metodologia proposta costituisce un fondamentale passo in avanti 
rispetto ai metodi correntemente usati e basati sulla statistica e sull’utilizzo delle 
valutazioni degli esperti. Essa permette: a) di stabilire le incertezze di ogni 
parametro che caratterizza il sistema, attraverso un approccio matematico-
deterministico in cui le evidenze sperimentali giocano un ruolo fondamentale e b) di 
predire una stima ‘migliorata’ sia delle risposte calcolate dai codici di calcolo che 
delle relative incertezze. 
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ABSTRACT 
Sensitivity and uncertainty analyses can provide quantitatively in a mathematically 
and physically well-founded way answers to typical scientific and engineering 
questions such as: how much the model under consideration represents the 
physical phenomena, how far the calculated results can be extrapolated and etc… 
Nuclear Power Plant (NPP) technology has been developed based on the 
traditional defense in depth philosophy supported by deterministic and overly 
conservative methods for safety analysis.  In the 1970s [1], conservative 
hypotheses were introduced for safety analyses to address existing uncertainties. 
Since then, intensive thermal-hydraulic experimental research has resulted in a 
considerable increase in knowledge and consequently in the development of best-
estimate codes able to provide more realistic information about the physical 
behaviour and to identify the most relevant safety issues allowing the evaluation of 
the existing actual margins between the results of the calculations and the 
acceptance criteria. 
However, the best-estimate calculation results from complex thermal-hydraulic 
system codes (like Relap5, Cathare, Athlet, Trace, etc..) are affected by 
unavoidable approximations that are un-predictable without the use of 
computational tools that account for the various sources of uncertainty. Therefore 
the use of best-estimate codes within the reactor technology, either for design or 
safety purposes, implies understanding and accepting the limitations and the 
deficiencies of those codes. 
Uncertainties may have different origins ranging from the approximation of the 
models, to the approximation of the numerical solution, and to the lack of precision 
of the values adopted for boundary and initial conditions. The amount of 
uncertainty that affects a calculation may strongly depend upon the codes and the 
modeling techniques (i.e. the code’s users). A consistent and robust uncertainty 
methodology must be developed taking into consideration all the above aspects. 
Three main independent ways to perform the sensitivity and uncertainty analysis of 
thermal-hydraulic system code calculations have been identified in the present 
effort with approaches based on: a) propagation of code input errors and statistical 
treatment of the resulting uncertainty, b) propagation of code output errors and 
‘deterministic’ treatment of the resulting uncertainty and c) experimental validation 
and calibration methodology of complex time-dependent numerical simulation 
models able to consistently incorporate both computational and experimental 
uncertainties making extensive use of the concepts of the sensitivity analysis. 
Taking into consideration the above framework, the main objective of the thesis is 
to contribute to the further development and qualification of the sensitivity and 
uncertainty tools for performing deterministic nuclear reactor safety analyses. To 
this aim, the PhD activity has been subdivided in two main parts mostly related with 
the different state of advancement and maturity of the involved methodologies. 
From one side, the goal is to consolidate and strengthen the Code with the 
capability of Internal Assessment of Uncertainty (CIAU, [24, 25]) proposed by 
University of Pisa and to demonstrate its robustness and achieved maturity level 
through the application of the methodology in the framework of the BEMUSE (Best 
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Estimate Methods Uncertainty and Sensitivity Evaluation, [92, 93]) project 
promoted by OECD. From the other side, the aim is to develop a fully deterministic 
method, named CASUALIDAD (Code with the capability of Adjoint Sensitivity and 
Uncertainty AnaLysis by Internal Data ADjustment and assimilation) based on 
advanced mathematical tools for performing the sensitivity and the uncertainty 
analyses internally to the thermal-hydraulic system code. 
With respect to CIAU, the contributions of the thesis’s work are 1) the extension of 
the uncertainty database with the addition of twelve new tests [6] and 2) the 
development of a procedure for the ‘internal’ qualification of the method [7]. Both 
aspects result in a more accurate CIAU uncertainty evaluation as they contribute 
respectively to improve the statistical performance and to perform a systematic 
qualitative and quantitative analysis of the data constituting the CIAU database.  
With respect to the second goal of the thesis’s work, a comprehensive approach for 
utilizing quantified uncertainties arising from Integral Test Facilities (ITFs, [12]) and 
Separate Effect Test Facilities (SETFs, [13]) in the process of calibrating complex 
computer models for the application to NPP transient scenarios has been 
developed. The methodology proposed is capable of accommodating multiple 
SETFs and ITFs to learn as much as possible about uncertain parameters, 
allowing for the improvement of the computer model predictions based on the 
available experimental evidences. The pioneering CASUALIDAD approach can be 
considered also as an attempt to substitute the empiricism of the CIAU approach in 
relation with the statistical treatment of the accuracy for deriving the uncertainty 
values with rigorous mathematical deterministic methods like the advanced 
sensitivity tools for performing the local (the Adjoint Sensitivity Analysis Procedure, 
ASAP [14, 15], or the Forward Sensitivity Analysis Procedure, FSAP, [14, 15]) and 
global (Global Adjoint Sensitivity Analysis Procedure, GASAP [16, 17]) sensitivity 
analyses and the methodology (the Data Adjustment and Assimilation, DAA [17]) 
for consistently incorporating observed available information into a predicting 
model to obtain an improved uncertainty estimation.  
As a main conclusion from the present effort, it is clear the industrial relevance of 
the best-estimate plus uncertainty approach compared with the conservative 
approach. More in detail, with respect to the CIAU uncertainty method, the attained 
results demonstrate, within the framework of an international initiative, the level of 
robustness and adequacy of the proposed uncertainty methodology. At the same 
time, both the achieved advancements and the performed applications, constitute 
fundamental supports for the use of the CIAU method in the NPP licensing 
process, like for Angra-2 NPP (Brazil) in the recent past (2000, [8]) and for 
Atucha-2 NPP (Argentina) currently under application [9, 10, 11]. 
With respect to the CASUALIDAD, for which a demonstrative application (i.e. the 
blowdown of a gas from a pressurized vessel taking into account the heat transfer 
through the vessel wall) is presented, the proposed methodology constitutes a 
major step forward with respect to the generally used expert judgement and 
statistical methods as it permits a) to establish the uncertainties of any parameter 
characterizing the system, based on a fully mathematical approach where the 
experimental evidences play the major role and b) to calculate an improved 
estimate of the computed response and relative improved (i.e. reduced) 
uncertainty.  
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BIC Boundary and Initial Conditions 
BST Blowdown Suppression Tank 
BT Bayesian Theorem 
BWR Boiling Water Reactor 
CASUALIDAD Code with the capability of Adjoint Sensitivity and Uncertainty 
AnaLysis by Internal Data ADjustment and assimilation 
CCFL Counter Current Flow Limiting or Limitation 
CFD Computational Fluid Dynamics 
CFR Code of Federal Regulations 
CFR Code of Federal Regulations 
CHF Critical Heat Flux 
CHFR CHF Ratio 
CIAU Code with capability of Internal Assessment of Uncertainty 
CIAU-TN Extension of CIAU to Thermal-hydraulic and 3D Neutron-kinetics 
CL Cold Leg 
CRP Coordinated Research Project (of IAEA) 
CSAU Code Scaling, Applicability and Uncertainty  
CSNI Committee on the Safety of Nuclear Installations 
CV+J Control Volume plus Junction (approach) 
CWO Core-Wide Oxidation 
DAA Data Adjustment and Assimilation 
DASM Discrete Adjoint Sensitivity Method 
DAST Data Analysis for Statistical Treatment 
DB DataBase 
DBA Design Basis Accident 
DC DownComer 
DDDSM Direct Discretized Derivatives System Method 
DDM Decoupled Direct Method 
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DEGB Double Ended Guillotine Break 
DIMNP Department of Mechanical, Nuclear and Production Engineering  
DNB Departure from Nucleate Boiling 
DNBR DNB Ratio 
ECCS Emergency Core Cooling Systems 
EM Evaluation Model 
EOP Emergency Operating Procedures 
EUR European Utility Requirements  
FA Fuel Assembly 
FFTBM Fast Fourier Transform Bases Method 
FSAP Forward Sensitivity Analysis Procedure 
FSAR Final Safety Analysis Report 
GAMA Group on Accident Management and Analysis (of OECD) 
GASAP Global Adjoint Sensitivity Analysis Procedure 
GFM Green’s Function Method 
GRS Gesellschaft für Anlagen- und Reaktorsicherheit mbH  
HL Hot Leg 
HPIS High Pressure Injection System 
HTC Heat Transfer Coefficient 
IAEA International Atomic Energy Agency 
IAU Internal Assessment of Uncertainty 
IBLOCA Intermediate Break Loss Of Coolant Accident 
ID Identification 
IPA Integral PArameters 
ISP International Standard Problem 
ITF Integral Test Facility 
LB Lower Band (of uncertainty) 
LBLOCA Large Break Loss Of Coolant Accident 
LHS Latin Hypercube Sampling 
LMO Local Maximum Oxidation 
LOCA Loss Of Coolant Accident 
LOE Limit of Operating Envelope 
LOFT Loss Of Fluid Test (facility) 
LOFW Loss Of Feed-Water 
LP Lower Plenum 
LPIS Low Pressure Injection System 
LSTF Large Scale Test Facility 
LUB Lower Uncertainty Bands 
LWR Light Water Reactor 
MCP Main Coolant Pump 
MSLB Main Steam Line Break 
NDP Non Dimensional Parameters 
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NEA Nuclear Energy Agency 
NK Neutron Kinetics 
NPP Nuclear Power Plant 
NRC Nuclear Regulatory Commission 
OECD Organization for the Economic Cooperation and Development 
PCT Peak Cladding Temperature 
PDF Probability Density Function 
Ph.W Phenomenological Window  
PIE Postulated Initiating Event 
PIRT Phenomena Identification and Ranking Table 
PML Principle of the Maximum Likelihood 
PORV Pilot Operated Relief Valve (typically installed in PRZ) 
PS Primary System (including the steam generators) up to the 
isolation valves 
PWR Pressurized Water Reactor 
QA Quality Accuracy 
QAM Quantity Accuracy Matrix 
QOBV Quick Opening Blowdown Valve 
QU Quantity Uncertainty 
QUM Quantity Uncertainty Matrix 
RC reference Calculation  
RG Regulatory Guide (of US NRC) 
RLBLOCA Realistic LBLOCA 
RPV Reactor Pressure Vessel 
RS Response Surface 
RTA Relevant Thermalhydraulic Aspect 
SA Sensitivity Analysis 
SBLOCA Small Break Loss Of Coolant Accident 
SETF Separate Effect Test Facility 
SIM-CODE Simulator of a SYS-TH code 
SLB Steam Line Break 
SPDF Subjective Probability Distribution Functions 
SRRC Standardized Rank Regression Coefficient 
SVP Single Valued Parameters 
SYS-TH System Thermal-Hydraulics 
TA Time Accuracy 
TAF Top of Active Fuel 
TAV Time Accuracy Vector 
TH Thermal-Hydraulics 
TMI Three Mile Island 
TOR Time Of Reflooding 
TPCF Two Phase Critical Flow 
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TPG Technical Program Group 
TQU Total Quantity Uncertainty 
TRUE Topics Relevant for Uncertainty Evaluation 
TSE Time Sequence of Events 
TU Time Uncertainty 
TUV Time Uncertainty Vector 
UA Uncertainty Analysis 
UAM Uncertainty Analysis in Best Estimate Modeling 
UB Upper Band (of uncertainty) 
UBEP Uncertainty Bands Extrapolation Process (tool of CIAU) 
UE User Effect 
UMAE Uncertainty Method based on Accuracy Extrapolation  
UMS Uncertainty Method Study 
UNIPI UNIversity of PIsa 
UP Upper Plenum 
UPI Upper Plenum Injection 
US NRC Unites States Nuclear Regulatory Commission 
US United States 
UTP  Upper Tie Plate 
UTP Upper Tie Plate 
UUB Upper Uncertainty Bands 
V&V Verification and Validation (for computational tools) 
VASS Variational Adjoint Sensitivity System 
VTS Variational Tangent System 
VVER Water-cooled Water-moderated Energy Reactors (also WWER) 
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LIST OF SYMBOLS 
Greek Symbols 
α  Vector of system parameters iα  
β Expansion coefficient 
γ Generic nitrogen or air properties 
iδα  Increment of the parameter iα  
∆ Finite difference 
θ Wall temperature 
λw Thermal diffusivity of vessel wall 
µ Dynamic viscosity 
ρ Density 
σ Standard deviation 
χ
2 Computed and experimentally measured responses consistency indicator 
 
Roman Symbols 
A Accuracy value 
AA Average Amplitude (from FFTBM tool) 
Ar Break Area 
AS Vessel surface area 
Cd Discharge coefficient 
CP Heat capacity at constant pressure 
Cv Heat capacity at constant volume 
CM Covariance matrix of the experimental responses 
CR Computed covariance matrix of the responses 
Cα Covariance matrix of the system parameters α  
CαR Covariance matrix of the system parameters α  and responses R 
D Vessel internal diameter 
F Flow rate 
Gr Grashof number 
h Gas enthalpy or heat flux 
H Vessel height 
h Variational vector 
k Thermal conductivity (of nitrogen or air) or ratio between CP and Cv 
KV Scaling factor 
Kw Thermal conductivity of vessel wall 
M Mass inventory 
M Vector of experimental observations 
n Number of points 
N2 Nitrogen 
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Nu Nusselt number 
pd Subinterval of the driving quantity Qd 
P Pressure 
Pr Prandtl 
q Heat flux through the vessel wall 
Qd Driving Quantity 
R Vector of responses Rj 
S Vessel wall thickness 
S Sensitivity Matrix 
t Time 
T Temperature 
u Gas internal energy 
U Uncertainty value 
u Vector of dependent (i.e. state) variables 
V Volume 
W  External source of power 
x Phase-space position vector 
y Vector of system’s critical points 
Y Generic quantity/time trend or object quantity (in CIAU) 
 
Superscripts 
0 Nominal values 
BIC Boundary, Initial Conditions (parameters characterizing BIC) 
CODE Code (parameters characterizing CODE) 
Hyp Hypercube 
IE Improved Estimate 
NOD Nodalization (parameters characterizing NOD) 
PP Properties and Phenomena (parameters characterizing PP) 
ν, µ Time nodes 
 
Subscripts 
0 Initial value 
A Air 
C Calculation 
E Experiment or External side of vessel wall 
env External environment 
I Internal side of vessel wall 
inj Accumulator injection 
N Nitrogen 
que Core quenching 
sat Saturation 
SS Steady State 
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1. INTRODUCTION 
Nuclear power technology has been developed based on the traditional defense in 
depth philosophy for the design of the plant that was supported by deterministic 
and overly conservative methods for safety analysis.  
In the 1970s conservative hypotheses were introduced for safety analyses to 
address existing uncertainties. Since then, intensive thermal-hydraulic 
experimental research has resulted in a considerable increase in knowledge, and 
the development of computer codes has improved their ability to calculate results 
that agree with experimental evidences. 
The use of a conservative methodology may be so conservative that important 
safety issues may be masked. For example, the assumption of high core power 
may lead to high mixture level in the core in the case of Small Break Loss Of 
Coolant Accident (SBLOCA). Consequently, the calculated peak clad temperature 
may not be conservative as expected. Therefore, it may be preferable to use a 
more realistic approach together with an evaluation of the related uncertainties to 
compare with acceptance criteria. This type of analysis is referred to as a Best 
Estimate Plus Uncertainty (BEPU) approach and can provide more realistic 
information about the physical behavior, identifying the most relevant safety issues 
and supplying information about the actual existing margins between the results of 
calculations and acceptance criteria.  
In addition to the establishment of best-estimate calculations for design and safety 
analysis, understanding uncertainties is important for introducing appropriate 
design margins and deciding where additional efforts should be undertaken to 
reduce uncertainties. For this reason the sensitivity and uncertainty analyses are 
fundamental tools for providing quantitatively in a mathematically and physically 
well-founded way answers to typical scientific and engineering questions such as 
how much the model under consideration represents the physical phenomena, how 
far the calculated results can be extrapolated and etc… 
Models of complex physical systems, like the nuclear reactor power plants, usually 
involve two distinct sources of uncertainties, namely the stochastic uncertainty, 
which arises because the system under investigation can behave in many different 
ways, and the subjective or epistemic uncertainty, which arises from the inability to 
specify an exact value for a parameter that is assumed to have a constant value in 
the respective investigation.  
Comprehensive uncertainty analysis methodology in complex system models 
requires treatment of all sources of uncertainty, considering all available 
information. Complexity of systems and their models with dependency of 
processes and phenomena can lead to insufficient understanding of simulation 
code behavior and predictions. In this case, the availability of information and data 
plays an important role in how uncertainties are quantified. Due to the multiplicity of 
sources and types of uncertainty and form of available information (qualitative and 
quantitative), the quantification of uncertainty requires a formal and comprehensive 
analysis methodology. The methodology shall consider uncertainties in inputs 
(broadly defined), in models (individual models and interaction among them), and 
in the outputs. 
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Based on the above, nuclear power plant analysis and design needs 
experimentally validated numerical simulation tools, capable of handling the 
inherently time-dependent and nonlinear nature of the underlying physical 
phenomena. The existence of large uncertainties in system parameters contributes 
significantly to discrepancies observed between measured and calculated 
quantities of interest (henceforth referred to as system responses). A 
comprehensive and efficient methodology for the experimental validation and 
calibration of complex time-dependent numerical simulation models has to 
incorporate both computational and experimental uncertainties. The resulting 
validated and calibrated models are capable of yielding true “improved-estimate” 
values for the quantities computed by the respective simulation tools and at the 
same time can provide a robust way for quantifying the uncertainties in the system 
parameters. 
For those reasons the modeling aspects of Uncertainty Analysis (UA) and 
Sensitivity Analysis (SA) are at the center of the present activity that has the 
objective to contribute to the further development and validation on scientific 
ground of the proposed tools and to support their performance. 
1.1. Historical Background 
The concepts of Design Basis Accident (DBA) and the rules and the criteria for the 
related analysis constitute the fundaments of nuclear reactor safety that were fixed 
in the seventies (e.g. US NRC 10 CFR50 and Appendix K, [1]) when the large 
majority of NPP now in operation were designed. Owing to several weaknesses in 
the knowledge and understanding, conservatisms were introduced at each level of 
the safety analysis (e.g. acceptance criteria, conservative assumptions in models, 
conservative input conditions, etc.). 
The availability of only conservative models did not allow the calculation of the 
actual ‘distance’ between a plant status and the acceptability criteria, even in the 
case of an accident. Thus, nor the ‘safety margins’ could be established in a 
quantitative manner, neither the optimization of a safety solution could be 
demonstrated.  
This brought to huge research programs in thermal-hydraulics that went on since 
the seventies and basically were completed in the nineties. The knowledge and the 
understanding acquired in this period is at the basis of the ‘modern’ safety culture, 
independent upon the NPP design, and if the case, upon the number of operational 
years. 
Therefore, a modern safety analysis, though accounting for the historical 
acceptance criteria and established rules, namely of the Regulatory Body in the 
Country, should also make reference to the fundamentals of the safety technology: 
- The physical barriers to the release of the fission products; 
- The safety functions realized by protective systems or features intended to 
preserve the integrity of barriers or to mitigate the effect of barrier failures. 
This implies the consideration of: a) the most advanced computational tools and 
techniques, b) the interdisciplinary approach for accident analysis including the 
connection among different disciplines needed to address complex problems, 
Università di Pisa – DIMNP  - 3 -  Introduction 
 
 
Alessandro Petruzzi  - December 2008 -  Page 3 of 331 
c) the recent guidelines issued by US Nuclear Regulatory Commission (NRC) and 
International Institutions like IAEA and OECD/CSNI and the European Utility 
Requirements (EUR). 
A qualitative understanding of thermal-hydraulic phenomena till the seventies, 
including a qualitative understanding of the meaning of frequency and probability 
(i.e. with negligible operational feed-back at the time), was at the origin of the key 
associated concepts: DBA and Conservatism (code, boundary conditions, 
Acceptance Criteria, Appendix K approach).  
The DBA was intended as a minimum set of enveloping scenarios whose positive-
conservative evaluation, within the (overly) conservative Appendix K approach, 
could ensure that an adequate level of protection is provided by the designers.  
TMI-2 and also Chernobyl-4 were practical demonstrations that complex accidents 
out of the DBA list may occur. The needs from operator training and, above all, the 
progress in the techniques for deterministic and probabilistic accident analysis, i.e. 
an outcome of the research programs carried out during three-four decades, 
suggested a change in the conservative approach. 
A recent issued OECD/CSNI report, ref. [2], identifies four classes of deterministic 
methods that can be seen as a historical progress for the licensing approach: 
1) Very Conservative (Appendix K for LOCA); 
2) Best Estimate Bounding; 
3) Realistic Conservative; 
4) Use of Best-Estimate Plus Uncertainty (BEPU). 
A similar classification was proposed earlier (2003) by IAEA, e.g. ref. [3], in a well 
known table where “Type of Applied Code”, “Type of BIC (Boundary and Initial 
Conditions”, “Assumption on System Availability” and “Type of Approach”, are 
distinguished.  
Without entering into detail of the four classes of methods nor of the IAEA table, 
refs [2] and [3], two remarks apply: 
• Drawbacks from the Applicant and from the Licensing Authority side are 
identified when the approaches 1) to 3) or the ‘conservative’ approaches of  the 
IAEA table are pursued; 
• BEPU constitutes the current trend (as also testified by ongoing projects like 
BEMUSE, IAEA CRP on uncertainty, or recently issued documents like US 
NRC RG 1.203 and IAEA Safety Series Report on uncertainty methods [4]). 
The development of BEPU methods had, as specific reference framework, the 
deterministic accident analysis and the acceptance criteria valid within the 
conservative approach, i.e. items 1) to 3) above. The BEPU approach in ref. [2] is 
considered as “… the biggest effort for a proper use of best estimate models in 
order to minimize unnecessary conservatism while accounting for uncertainties 
associated to simulation results.”. 
The first framework for calculating the uncertainty was proposed by U.S. NRC and 
denominated Code Scaling, Applicability, and Uncertainty (CSAU) evaluation 
methodology [5]. The first application of the CSAU methodology resulted in the 
calculation of the Peak Cladding Temperature (PCT) during a Large Break LOCA 
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(LBLOCA) design basis accident event for a Westinghouse 4-loop pressurized 
water reactor with the uncertainty to a 95% confidence level. The peak temperature 
was calculated using the TRAC thermal-hydraulic system code and was given as a 
single-valued number with uncertainty bands. 
In the meantime, a number of uncertainty methodologies were proposed in other 
countries. These methods, although sharing a common goal with CSAU, use 
different techniques and procedures to obtain the uncertainties on key calculated 
quantities. More important, these methods have progressed far beyond the 
capabilities of the early CSAU analysis. Presently, uncertainty bands can be 
derived (both upper and lower) for any desired quantity throughout the transient of 
interest, not only point values like peak cladding temperature. 
The current challenge is the ‘distributed’ and ‘comprehensive’ application of the 
BEPU methods within the FSAR (Final Safety Analysis Report), making reference 
to the physical barriers to the release of the fission products and to the safety 
functions (i.e. the two dashed items above), other than considering the existing 
acceptability threshold (i.e. the heredity from the conservative approach). In this 
manner a homogeneous level of safety can be ensured for all the aspects that are 
part of the FSAR. Furthermore, nowadays the application of the BEPU methods 
must be consistent with the best-latest available information in various 
technological sectors (e.g. Computational Fluid Dynamics and 3D Neutron 
Kinetics). 
1.2. Objective of the Thesis 
The main objective of the thesis is to contribute to the further development and 
qualification of the sensitivity and uncertainty tools for performing deterministic 
nuclear reactor safety analyses. To this aim the PhD activity has been subdivided 
in two main parts mostly related with the different state of advancement and 
maturity of the involved methodologies. 
From one side, the goal is to consolidate and strengthen the Code with the 
capability of Internal Assessment of Uncertainty (CIAU) proposed by University of 
Pisa and to demonstrate its robustness and achieved maturity level through the 
application of the methodology in the framework of the BEMUSE (Best Estimate 
Methods Uncertainty and Sensitivity Evaluation) project promoted by OECD. From 
the other side, the aim is to develop a fully deterministic method based on 
advanced mathematical tools for performing the sensitivity and the uncertainty 
analyses internally to the thermal-hydraulic system code. 
With respect to CIAU, the contributions of the thesis’s work are 1) the extension of 
the uncertainty database with the addition of twelve new tests [6] and 2) the 
development of a procedure for the ‘internal’ qualification of the method [7]. Both 
aspects result in a more accurate CIAU uncertainty evaluation as they contribute 
respectively to improve the statistical (in fact more tests are inside the database) 
and to perform a systematic qualitative and quantitative analysis of the data 
constituting the CIAU database. The application of the CIAU method to the 
BEMUSE project and the attained results are part of the performed activity and 
demonstrate within the framework of an international initiative the level of 
robustness and adequacy of the proposed uncertainty methodology. At the same 
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time, both the achieved advancements and the performed applications, constitute 
fundamental supports for the use of the CIAU method in the licensing process of 
Nuclear Power Plants (NPP) like for Angra-2 NPP (Brazil) in the recent past (2000, 
[8]) and for Atucha-2 NPP (Argentina) currently under application [9, 10, 11]. 
With respect to the second goal of the thesis’s work, a comprehensive approach for 
utilizing quantified uncertainties arising from Integral Test Facilities (ITFs, [12]) and 
Separate Effect Test Facilities (SETFs, [13]) in the process of calibrating complex 
computer models has been developed. The methodology proposed is capable of 
accommodating multiple SETFs and ITFs to learn as much as possible about 
uncertain parameters, allowing for the improvement of the computer model 
predictions based on the available experimental evidences. The pioneering 
approach, called CASUALIDAD (Code with the capability of Adjoint Sensitivity and 
Uncertainty AnaLysis by Internal Data ADjustment and assimilation), can be 
considered also as an attempt to substitute the empiricism of the CIAU approach in 
relation with the statistical treatment of the accuracy for deriving the uncertainty 
values with rigorous mathematical deterministic methods like the advanced 
sensitivity tools for performing the local (the Adjoint Sensitivity Analysis Procedure, 
ASAP [14, 15], or the Forward Sensitivity Analysis Procedure, FSAP, [14, 15]) and 
global (Global Adjoint Sensitivity Analysis Procedure, GASAP [16, 17]) sensitivity 
analyses and the methodology (the Data Adjustment and Assimilation, DAA [17]) 
for consistently incorporating observed available information into a predicting 
model to obtain an improved uncertainty estimation. 
1.3. Structure of the Thesis 
The present work has been organized in seven chapters including the present one 
dealing with introductory remarks and the organization of the performed work. 
With the purpose to support the developments and applications planned in the 
thesis’s work, the Chapter 2 provides with a comprehensive overview about the 
sensitivity and uncertainty analysis including definitions and complementary roles. 
Drawbacks and benefits of the conservative and best estimate analysis are then 
summarizes and the need to perform an uncertainty evaluation associated with the 
best-estimate results obtained by a best-estimate thermal-hydraulic system code, 
affected by different sources of uncertainties, is emphasized. The salient features 
of three independent approaches for estimating the uncertainties are reviewed 
respect with relevant topics to be considered and addressed by a consistent 
uncertainty methodology. A limited scope survey has been finally conducted on 
information made available by international organizations as the International 
Atomic Energy Agency (IAEA), the Nuclear Energy Agency (NEA/OECD), and 
industrial or technical supporting organizations (e.g. Westinghouse, AREVA NP, 
AECL, TRACTEBEL and GRS). 
The Chapter 3 supplies ‘spot-information’ about the CIAU methodology proposed 
by the University of Pisa, giving emphasis mostly a) to the idea behind the method; 
b) to the tools that have been implemented for realizing the idea and for 
constituting the actual CIAU code-software-package; c) to the applications to some 
cases of industrial interest (LBLOCA transients in Angra-2 NPP and Kozloduy-3 
NPP) for demonstrating the maturity level of the method and d) to the extension of 
the CIAU method for the uncertainty evaluation of coupled thermal-hydraulic and 
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3D neutron-kinetics calculations. The advancements in CIAU methodology that 
constitute the original contributions of the thesis’s work (i.e. the extension of the 
uncertainty database and the development of a procedure for the ‘internal’ 
qualification of the method) are then presented together with the derived 
advantages and improvements. 
The application of the CIAU methodology in the framework of the BEMUSE 
programme is discussed in the Chapter 4. A critical comparison between the 
features and results of the CIAU method respect with the other approaches 
adopted in BEMUSE is presented in relation to items like: sources of uncertainties, 
selection of the input parameters and quantification of their uncertainty ranges, 
ranking process, etc. The main phases by which the BEMUSE programme has 
been subdivided are described and in particular the results obtained for the phases 
III and V dealing with the uncertainty analysis of a LBLOCA Double Ended 
Guillotine Break (DEGB) in LOFT ITF facility and in ZION NPP respectively are 
discussed and compared. 
The goal of the Chapter 5 is to give the fundamental mathematical bases for 
carrying out the deterministic sensitivity and uncertainty analysis of the 
demonstrative problem considered in the following Chapter 6. After that the 
mathematical representation of a general physical problem has been discussed, 
the FSAP and ASAP methods for performing efficiently the local deterministic 
sensitivity analysis are illustrated and the general framework of the global 
sensitivity analysis (GASAP) is presented for the determination of all system's 
critical points. The Data Adjustment and Assimilation (DAA) techniques, based on 
Bayesian inference, are then presented for explaining the process of absorbing 
and incorporating new observed information into a predicting model and the 
resulting updating/adjusting of the model itself in a statistically optimal way.  
The Chapter 6 provides the bases and the structure of the proposed CASUALIDAD 
methodology, a pioneering and comprehensive approach for utilizing quantified 
uncertainties arising from SETFs and ITFs in the process of calibrating complex 
computer models for NPP safety analysis applications. A simplified demonstrative 
application dealing with a simulator of a more complex code (of which tries to 
reproduce the main contents and features) is then presented. The implementation 
into the methodology of the subroutines for performing internally (to the code) the 
deterministic sensitivity and uncertainty analyses (of the simplified application) is 
finally discussed together with the evaluation of the attained results. 
Chapter 7 concludes the thesis summarizing the main achievements and giving the 
recommendations for future works along the streamlines pointed out during the 
development of the PhD activity.  
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2. SENSITIVITY AND UNCERTAINTY ANALYSIS  
Sensitivity and Uncertainty analysis are becoming increasingly widespread in many 
fields of engineering and sciences, as diverse as nuclear and chemical 
engineering, electrical engineering, atmospheric and geophysical sciences, 
encompassing practically all of the experimental data processing activities as well 
as many computational modeling and process simulation activities. 
Notwithstanding the efforts made in the thermal-hydraulics nuclear safety analysis 
for qualifying the codes and the feedback upon the development, results of system 
thermal-hydraulics predictions are still affected by noticeable errors. Sensitivity and 
Uncertainty analysis are needed, respectively, to identify the main sources of errors 
and to quantify the errors. The result of a Best Estimate (BE) prediction by a 
system thermal-hydraulics code not supplemented by the proper uncertainty 
evaluation constitutes a non-sense. This consideration provides the motivation for 
this chapter of the thesis. 
2.1. Accuracy, Sensitivity and Uncertainty 
2.1.1. Definitions and Complementary Roles of the Analyses 
Let’s start with three relevant definitions, i.e., in alphabetic order, accuracy, 
sensitivity and uncertainty, as they are commonly accepted in the sector of 
deterministic accident analysis within the more general framework of nuclear 
reactor safety technology. 
Accuracy is defined, ref. [18], as “the known bias between a code prediction and 
the actual transient performance of a real facility”. Therefore, the evaluation of 
accuracy implies the availability of a calculation result and of a measured value. 
Point values and continuous time trends shall be included in the definition. The 
experimental error is not part of the definition. However, in the majority of cases of 
practical interest in the area of accident analysis of Nuclear Power Plants (NPP) 
the error that characterizes the measurement is much lower of the error (i.e. the 
accuracy) that characterizes the comparison between measured and predicted 
values. 
The sensitivity is, according to ref. [19], “… the study of how the variation in the 
output of a model (numerical or otherwise) can be apportioned, qualitatively or 
quantitatively, to different sources of variation, and of how the given model 
depends upon the information fed into it”.  Furthermore, “Sensitivity analysis 
studies the relationships between information flowing in and out of the model.”. 
These definitions imply that the parameter values that characterize both (and only) 
the boundary and initial conditions, e.g. representative of a system, and the 
numerical structure of a correlation embedded into the model (or code) constitute 
the typical objective of a Sensitivity Analysis (SA). Terms such as influence, 
ranking by importance and dominance, are all related to SA. 
The uncertainty is the unknown error that characterizes the prediction of any code 
or model. The uncertainty analysis is, according to ref. [18] and related to system 
thermal-hydraulic code predictions, “An analysis to estimate the uncertainties and 
error bounds of the quantities involved in, and the results from, the solution of a 
problem. Estimation of individual modelling or overall code uncertainties, 
Università di Pisa – DIMNP  - 8 -  Sensitivity and Uncertainty Analysis 
 
 
Alessandro Petruzzi  - December 2008 -  Page 8 of 331 
representation (i.e. nodalization related) uncertainties, numerical inadequacies, 
user effects, computer compiler effects and plant data uncertainties for the analysis 
of an individual event”.  Furthermore, to conclude with a citation from ref. [19], “… 
uncertainty is not an accident of the scientific method but its substance”. Within the 
present context, the uncertainty is the necessary supplement for a best-estimate 
thermal-hydraulic code prediction; see also ref. [20] and generally speaking the 
objective of an Uncertainty Analysis (UA) is to assess the effects of parameter 
uncertainties on the uncertainties in computed results. 
The reason why an Accuracy Analysis (AA) is performed is mainly connected, in 
the sector under investigation here (i.e. the deterministic accident analysis), with 
the demonstration of qualification for computer codes. The accuracy analysis 
implies the availability of relevant experimental data and of tools to characterize the 
resulting discrepancies from a qualitative and a quantitative point of view, e.g. refs. 
[21] and [22]. 
The reasons why a SA is performed are strongly affected by the type and the 
objectives of the model and may range from verification purposes, to finding 
singular points (e.g. maximum and minimum) of an assigned output quantity, or the 
factors that mostly contribute to that output, or the correlation among input 
variables (see § 5.2. 5.3 and § 6.3 for the application). It can be premised that 
needs for SA come from the fundamental principles of quality assurance.  
The reasons why an UA is performed come from nuclear safety principles and 
primarily from concepts like defense-in-depth. It must be ensured that the nominal 
result of a code prediction, ‘best-estimate’ in the present case, is supplemented by 
the uncertainty statement, that can be simplified as ‘uncertainty bands’, in such a 
way that connected safety margins are properly estimated (see § 2.1.2). 
The key result from AA is the demonstration of the qualification level of a code and 
the characterization of the range of parameters over which the code should be 
considered as qualified and applicable to situation of interest to nuclear reactor 
safety. The AA should also provide an answer to the scaling issue, e.g. ref. [23]. 
The key result from SA is the influence of input parameters upon selected output 
quantities and the evaluation of the relative influence of input parameters, 
according to the definition given above.  
The key results from UA are error bands that bound the best-estimate predictions. 
Point value error bands can be distinguished from continuous error bands that 
bound one or several curves, as well as from three-dimensional graphic 
representations where instantaneous values for quantity-error (e.g. pressure) are 
reported together with time-error as a function of time [24, 25]. 
Therefore AA, SA and UA are closely linked, but important differences can be 
identified. All that is needed for a meaningful SA is the model and the input values, 
while UA attempts to estimate the actual error band value for an output; as a 
consequence, it needs a reference value typically not available (thus the definition 
of ‘unknown’ error). AA, on the other hand needs relevant experimental data. As an 
example, the check that an assigned model satisfies the first or the second 
principle of thermodynamics may not be the objective of SA, but it is the objective 
for UA and can be confirmed following AA. Furthermore, when performing SA, the 
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values of the concerned input parameters are varied arbitrarily around the initial (or 
nominal) value to a ‘small’ or to a ‘large’ extent depending upon the scope of the 
analysis; when performing the UA, whatever is the method adopted, a range of 
variation for the concerned input parameters must be assigned or available. SA 
may be a way to perform UA if input parameters are properly selected with proper 
ranges of variation. Moreover, SA and UA can be considered as formal methods 
for evaluating data and models because they are associated with the computation 
of specific quantitative measures that allow, in particular, assessment of variability 
in output variables and importance of input variables. 
Specific aspects of thermal-hydraulic computer codes should be considered when 
performing either AA or SA or UA. One example is the impact of the nodalization 
upon the results: there are phenomena like Critical Heat Flux (CHF) or Two-Phase 
Critical Flow (TPCF) characterized by explicit or implicit equations implemented in 
the codes and phenomena like Natural Circulation that depend upon both the 
equations implemented into the code and upon the structure and the parameters 
related to the nodalization. In this last case a significant (AA, or SA or UA) analysis 
must account for nodalization parameters like individual node length, equivalent 
diameters, node density (i.e. average node length) and relative position of nodes 
(i.e. thermal-hydraulic centers of nodes).    
Moreover, sensitivity and uncertainty analysis procedures can be either local or 
global in scope [14]. The objective of local analysis is to analyze the behavior of 
the system response locally around a chosen point or trajectory in the combined 
phase space of parameters and state variables. On the other hand, the objective of 
global analysis is to determine all of the system's critical points (bifurcations, 
turning points, response maxima, minima, and/or saddle points) in the combined 
phase space formed by the parameters and dependent (state) variables, and 
subsequently analyze these critical points by local sensitivity and uncertainty 
analysis. Once the local sensitivities become available they can be used for the 
following purposes: (i) understand the system by highlighting important data; (ii) 
eliminate unimportant data; (iii) determine effects of parameter variations on the 
system’s behavior; (iv) design and optimize the system (e.g., maximize 
availability/minimize maintenance); (v) reduce over-design; (vi) prioritize the 
improvements effected in the respective system; (vii) prioritize introduction of data 
uncertainties; (viii) perform local uncertainty analysis. 
The methods for sensitivity and uncertainty analysis are based on either 
deterministic or statistical procedures. In principle, both types of procedures can be 
used for either local or for global sensitivity and uncertainty analysis, although, in 
practice, deterministic methods are used mostly for local analysis while statistical 
methods are used for both local and global analysis.  
2.1.2. Needs for Uncertainty Analysis  
In the past, large uncertainties in the computer models used for nuclear power 
system design and licensing have been compensated using highly conservative 
assumptions (see § 2.5.1). The Loss-Of-Coolant-Accident Evaluation Model is one 
of the main examples about this approach. However, the use of excessive 
conservatism results in significant economic penalty and not necessarily provides 
commensurate safety benefits. As a consequence, today the use of “best-estimate” 
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code predictions rather than “conservative” estimates can be identified. This 
approach requires to replace subjective judgments about the adequacy of a code 
or of the degree of conservatism in the adopted assumptions with logical 
quantitative measures. 
However, notwithstanding the important achievements and progresses made in 
recent years, the predictions of the best estimate system codes are not exact but 
remain uncertain because (see § 2.2 and Ref. [26]): 
1. The assessment process depends upon data almost always measured in 
small scale facilities and not in the full power reactors; 
2. The models and the solution methods in the codes are approximate: in 
some cases, fundamental laws of the physics are not considered. 
Consequently, the results of the code calculations may not be applicable to give 
exact information on the behavior of a NPP during postulated accident scenarios. 
Therefore, BE predictions of NPP scenarios must be supplemented by proper 
uncertainty evaluations in order to be meaningful. Three main areas, among other, 
can be easily identified where the need of UA is mandatory or strongly suggested: 
a. Licensing and Safety: if calculations are performed in best estimate fashion 
with quantification of uncertainties, a “relaxation” of licensing rules is 
possible and a more realistic estimates of NPPs’ safety margins can be 
obtained; 
b. Accident Management: the evaluation of code uncertainties may also have 
potential for improvements in Emergency Response Guidelines; 
c. Research Prioritization: the UA can identify correlations and code models 
that need improvements, i.e. the code development and validation activity 
can become more cost-effective. UA also shows what kind of experimental 
tests are most needed. 
Hereafter the attention is mostly focused on the licensing and safety aspects of the 
UA. The main objective of safety analysis is to demonstrate in a robust way that all 
safety requirements (see § 2.5.1) are met, i.e. that sufficient margins exist between 
real values of important parameters and their threshold values at which damage of 
the barriers against release of radioactivity would occur. The concept of safety 
margins is introduced in Figure 2.1 where two definitions are given: either in 
absolute terms, in relation to expected damage of safety barriers or in relation to 
acceptance criterion, typically set up by the regulatory body. Within the framework 
of this thesis, only margins to acceptance criteria will be considered further. Figure 
2.1 also illustrates the difference between results of conservative and best-estimate 
analysis. While in conservative approach, the results are expressed in terms of a 
set of calculated conservative values of parameters limited by acceptance criteria, 
in best estimate approach the results are expressed in terms of uncertainty ranges 
for the calculated parameters. 
In simple terms, a conservative approach is adopted to ensure that the actual plant 
response in relation to a selected criterion is bounded by the conservative value for 
that response, i.e. for the Peak Cladding Temperature (PCT) the conservative 
approach ensures that: 
≥conservative actualPCT PCT  (2.1) 
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Figure 2.1 : Concept of safety margins respect to BEPU and 
conservative approaches. 
 
A BE approach ensures that the predicted plant behavior with given uncertainty 
includes the actual value, i.e.: 
≤ ≤BE uncertainty actual BE uncertaintyPCT -PCT PCT PCT +PCT  (2.2) 
As already underlined the word ‘uncertainty’ and the need for uncertainty 
evaluation are connected with the use of BE codes instead of ‘conservative’ codes 
or assumptions in the code application. Moreover, nowadays the application of 
3-D neutron-kinetics thermal-hydraulic coupled codes implies the choice of the BE 
approach and consequently the evaluation of uncertainty. 
The selection of a best estimate analysis in place of a conservative one depends 
upon a number of conditions that are away from the analysis itself.  These include 
the available computational tools, the expertise inside the organization, the 
availability of suitable NPP data (e.g. the amount of data and the related details 
can be much different in case of best estimate or conservative analysis), or the 
requests from the national regulatory body. In addition, conservative analyses are 
still widely used to avoid the need of developing realistic models based on 
experimental data, task that may reveal ‘un-realistic’ in the case of BDBA, or simply 
to avoid the burden to change approved code and/or the approaches or 
procedures to get the licensing. 
A summary of drawbacks and benefits of the conservative and BEPU approaches 
is provided in Table 2.1.  The conservative approach does not give any indication 
of the actual margins between the actual plant response and the conservatively 
estimated response. By contrast, the uncertainty  evaluation  provided  in  the  best  
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Table 2.1 : Drawbacks and benefits of the conservative and BEPU approaches. 
 
 CONSERVATIVE 
BEST ESTIMATE PLUS 
UNCERTAINTY 
Intentional conservatisms may not always lead 
to conservative results. For example, high 
power during Small Break LOCA (SBLOCA) 
may lead to over-prediction of swell level and 
over-prediction of core cooling, thus lower peak 
cladding temperatures, which is opposite to 
pessimistic expectations when evaluating the 
peak cladding temperature acceptance criterion 
Practical application can be seriously time 
consuming – long and exhausting preparation 
of data, high number of calculations etc. This 
has also the impact on the requirements on 
the computation tools (high computer power, 
large data storage space) 
Degree of conservativism can change during a 
course of the event – specifically selected value 
of the parameter can be conservative in the 
beginning of the event but can change to even 
favorable value in another period of the event 
Selection of uncertain parameters and 
definition of probabilistic distribution functions 
can be difficult due to the lack of information. 
Definition of uncertain parameters is also 
usually based on expert judgment leading to a 
possible user effect 
Intentional conservativism can results in 
misleading sequences of events and unrealistic 
time-scales 
Extensive experimental and operational data 
are needed to reference applied values 
Conservative values of important parameters 
are typically selected based on engineering 
judgment (possible user effect) in combination 
with sensitivity calculations. Sensitivity 
calculations are usually limited in scope and 
typically do not include the investigation of the 
combined dependency, which means that each 
important parameter is tested individually 
without examining the possible influence when 
other parameters change. Moreover each of 
these parameters is tested for limited number of 
values (typically minimum and maximum is 
tested) so the most penalizing value can be 
easily omitted 
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estimate approach is a direct measure of such margins. As a result the best 
estimate approach may allow for the elimination of unnecessary conservatism in 
the analysis and may allow the regulatory body and plant operating organization to 
establish a more consistent balance for a wide range of acceptance criteria. 
Moreover, a conservative approach does not give any indication about actual plant 
behavior including time-scale for preparation of emergency operating procedures, 
or for the use in accident management and preparation of operation manuals for 
abnormal operating conditions. 
2.2. Sources of Uncertainties in Thermal-Hydraulic System 
Codes 
Models of complex physical systems usually involve two distinct sources of 
uncertainties, namely: (i) stochastic uncertainty, which arises because the system 
under investigation can behave in many different ways, and (ii) subjective or 
epistemic uncertainty, which arises from the inability to specify an exact value for a 
parameter that is assumed to have a constant value in the respective investigation. 
Epistemic (or subjective) uncertainties characterize a degree of belief regarding the 
location of the appropriate value of each parameter. In turn, these subjective 
uncertainties lead to subjective uncertainties for the response, thus reflecting a 
corresponding degree of belief regarding the location of the appropriate response 
values as the outcome of analyzing the model under consideration. A typical 
example of a complex system that involves both stochastic and epistemic 
uncertainties is a nuclear power reactor plant: in a typical risk analysis of a nuclear 
power plant, stochastic uncertainty arises due to the many hypothetical accident 
scenarios which are considered in the respective risk analysis, while epistemic 
uncertainties arise because of the many uncertain parameters that underlie the 
estimation of the probabilities and consequences of the respective hypothetical 
accident scenarios.  
A fundamental step in the application of BE method to the safety analysis of NPP is 
the identification and characterization of uncertainties. This is connected with the 
approximate nature of the codes and of the process of code applications. In other 
words, ‘sources of uncertainty’ affect the predictions by BE codes and must be 
taken into account. The major sources of uncertainty in the area of safety analysis 
are represented by the: 
1) Code or Model Uncertainty (associated with the code models and correlations, 
solution scheme, model options, data libraries, deficiencies of the code and 
simplified assumptions and approximations); 
2) Representation or Simulation Uncertainties (accuracy of the complex facility 
geometry, 3D effects, control and system simplifications); 
3) Scaling Issue (prototype are typically characterized by different geometric 
dimensions as well as adopted materials, including working fluids, and different 
ranges of variation for thermal-hydraulic quantities respect with a NPP); 
4) Plant Data Uncertainties (unavailability of some plant parameters, instrument 
errors and uncertainty in instrument response); 
5) User Effect (it is implicitly present and characterizes each of the broad classes 
of uncertainty above mentioned). 
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A more detailed list of uncertainty sources, some of them supported by 
documented evidences (see Figures 2.2 – 2.7), is given hereafter, where an 
attempt has been made to distinguish ‘independent’ sources of ‘basic’ uncertainty. 
Complex interactions among the basic uncertainty sources are expected and justify 
(in advance) the complex structure of an uncertainty method. Comprehensive 
research programs have been completed [26] or are in progress [27, 28] aimed at 
thermal-hydraulic system code assessment and improvement to reduce the 
influence of the basic uncertainties upon the results [29, 30].  
A) Balance (or conservation) equations are approximate: 
• all the interactions between steam and liquid are not included, 
• the equations are solved within cylindrical pipes: no consideration of 
geometric discontinuities, situation not common for code applications to the 
analysis of NPPs transient scenarios 
B) Presence of different fields of the same phase: e.g. liquid droplets and film. 
Only one velocity per phase considered by codes, thus causing another source 
or uncertainty. 
C) Geometry averaging at a cross section scale: the need “to average” the fluid 
conditions at the geometry level makes necessary the ‘porous media 
approach’. Velocity profiles happen in the reality: These correspond to the 
‘open media approach’. The lack of consideration of the velocity profile, i.e. 
cross-section averaging, constitutes an uncertainty source of ‘geometric origin’. 
D) Geometry averaging at a volume scale: only one velocity vector (each phase) 
is associated with a hydraulic mesh along its axis. Different velocity vectors 
may occur in the reality (e.g. inside lower plenum of a typical reactor pressure 
vessel, at the connection between cold leg and down-comer, etc.). The 
volume-averaging constitutes a further uncertainty source of ‘geometric origin’.  
E) Presence of large and small vortex or eddy. Energy and momentum dissipation 
associated with vortices are not directly accounted for in the equations at the 
basis of the codes, thus introducing a specific uncertainty source. In addition, a 
large vortex may determine the overall system behaviour (e.g. two-phase 
natural circulation between hot and cold fuel bundles), not necessarily 
consistent with the prediction of a code-discretized model.  
F) The 2nd principle of thermodynamics is not necessarily fulfilled by codes. 
Irreversible processes occur as a consequence of accident in nuclear reactor 
systems. This causes ‘energy’ degradation, i.e. transformation of kinetic energy 
into heat. The amount of the transformation of energy is not necessarily within 
the capabilities of current codes, thus constituting a further specific energy 
source. 
G) Models of current interest for thermal-hydraulic system codes are constituted 
by a set of partial derivatives equations. The numerical solution is approximate; 
therefore, approximate equations are solved by approximate numerical 
methods. The ‘amount’ of approximation is not documented and constitutes a 
specific source of uncertainty. 
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H) Extensive and unavoidable use is made of empirical correlations. These are 
needed ‘to close’ the balance equations and are also reported as ‘constitutive 
equations’ or ‘closure relationships’. Typical situations are: 
• The ranges of validity are not fully specified. For instance, pressure and 
flowrate ranges are assigned, but void fraction, or velocity (or slip ratio) 
ranges may not be specified. 
• Relationships are used outside their range of validation. Once 
implemented into the code, the correlations are applied to situations, 
where, for instance, geometric dimensions are different from the 
dimensions of the test facilities at the basis of the derivation of the 
correlation. One example is given by the wall-to-fluid friction in the piping 
connected with reactor pressure vessel: no facility has been used to derive 
(or to qualify) friction factors in two phase conditions when pipe diameters 
are of the order of one meter. In addition, once the correlations are 
implemented into the code, no (automatic) action is taken to check whether 
the boundaries of validity, i.e. the assigned ones, are over-passed during a 
specific application.  
• Correlations are implemented approximately into the code. The 
correlations, apart from special cases, are derived by scientists or in 
laboratories that are not necessarily aware of the characteristics or of the 
structure of the system code where the correlations are implemented. 
Furthermore, unacceptable numeric discontinuities may be part of the 
original correlation structure. Thus, correlations are ‘manipulated’ (e.g. 
extrapolated in some cases) by code developers with consequences not 
always ascertained. Fig. 2.2 shows how a valid/qualified correlation (Shah 
correlations, at two different velocities, for the condensation heat transfer) 
has been (necessarily) implemented into a system code. 
• Reference database is affected by scatter and errors. Correlations are 
derived from ensembles of experimental data that unavoidably show 
‘scatter’ and are affected by errors or uncertainties. The experimentalist 
must interpret those data and achieve an ‘average-satisfactory’ 
formulation.  
I) A paradox shall be noted: ‘Steady State’ & ‘Fully Developed’ flow condition is a 
necessary prerequisite or condition adopted when deriving correlations. In 
other terms, all qualified correlations must be derived under the steady state 
and fully developed flow conditions. However, almost in no region of the NPP 
those conditions apply during the course of an accident.  
J) The state and the material properties are approximate. Various materials used 
in a NPP are considered in the input deck, including liquids, gases and solids. 
Thermo-physical properties are part of the codes or constitute specific code 
user input data. These are of empirical nature and typically subjected to the 
limitations discussed under item H). A specific problem within the current 
context can be associated with the derivatives of the water properties. 
K) Code User Effect exists (UE) [31, 32]. Different groups of users having 
available the same code and the same information for modelling a NPP do not 
achieve the same results. UE is originated by: 
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Figure 2.2: Comparison between results of the original Shah correlation for 
condensation heat transfer coefficient and Shah correlation after 
implementation in the Cathare code. 
 
• Nodalisation development, see also item N), below. 
• Interpreting the supplied (or the available) information, usually incomplete; 
see also item M) below and Fig. 2.3 where the same (imperfect) 
information from experimentalists (pressure drops across steam generator 
equal to -2.7 + 5 KPa in the natural circulation test A2-77 performed in the 
LOBI facility) are correctly interpreted by the code-users in different way, 
thus generating (without surprise) different steady state results (see 
Fig. 2.4). 
• Accepting the steady state performance of the nodalization: code users 
must accept a steady state results before performing the transient analysis. 
The ‘acceptance’ of the steady state results (Fig. 2.4) ‘reflects’ the choices 
made and affects (without surprise) the transient results.  
• Interpreting transient results, planning and performing sensitivity studies, 
modifying the nodalisation and finally achieving “a reference” or “an 
acceptable” solution. 
The user effect might result in the largest contribution to the uncertainty and is 
connected with user expertise, quality and comprehensiveness of the code-
user manual and of the database available for performing the analysis. 
L) Computer/compiler effect exists. A computer code is developed making use of 
the hardware selected by the code developers and available at the time when 
the code development starts. A code development process may last a dozen 
years during which period profound code hardware changes occur. 
Furthermore, the code is used on different computational platforms and the 
current experience is that the same code with the same input deck applied 
within two computational platforms produces different results. Differences are 
typically small in ‘smoothly running transients’, but may become noticeable in 
the case of threshold- or bifurcation-driven transients. Fig. 2.5 depicts the 
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Figure 2.4: User effect in accepting (and qualifying) 
a steady state calculation. 
comparison between the primary side pressure, during the PORV cycling 
period, of two calculations performed using exactly the same input-deck and 
running on different computer configuration: the calculation labeled 
“psb_test7c1gg” has been run using a P-IV, 32 bits, 2800 MHz processor and 
Windows 32 bits as operative system; the calculation labeled as 
“psb_testtc1ggAMD” has been run adopting a AMD Athlon, 64 bits 3200+ 2200 
MHz as processor and Windows 32 bites as operative system. The 
experimental results are 
also added. 
M) Nodalisation effect 
exists. The nodalization 
is the result of a wide 
range brainstorming 
process where user 
expertise, computer 
power and code manual 
play a role. There is a 
number of required code 
input values that cannot 
be covered by logical 
recommendations.  
Therefore, an infinite 
number of suitable 
nodalizations can be 
developed to simulate 
an assigned system. 
The user expertise to fix 
the values of 
parameters or to 
perform selections not 
included among the 
recommendations may 
prove inadequate, 
affecting the results to 
an unknown extent and 
constituting the origin of 
a specific source of 
uncertainty. Fig. 2.6 
shows how the same 
facility (LOBI) is 
modeled with different 
level of detail (i.e. 
number of control 
volumes) by the code 
users using either the 
same or different code.  
 
 
 
 
Figure 2.3: User effect in interpreting the available 
information (pressure drops across steam generator) 
from experiment. 
Natural circulation test LOBI A2-77 
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Figure 2.5: Computer/compiler effect: same code version and same input deck run 
on different computational platforms produces different results 
(reference to a qualified input-deck). 
 
N) Imperfect knowledge of boundary and initial conditions.  Some boundary and 
initial conditions values are unknown or known with approximation: the code 
user must add information. This process unavoidably causes an impact on the 
results that is not easily traceable and constitutes a specific source of 
uncertainty.  Fig. 2.7 constitutes an evident example of how the imperfect 
knowledge of the steam generator secondary side heat losses (between 20 kW 
and 50 kW for the SBLOCA BL-12 performed in the LOBI-MOD2 facility) has a 
strong impact (about 200 K) in the prediction of the PCT. 
 
 
 
 
Figure 2.6: Nodalization effect: same 
facility modeled with different number 
of control volumes. 
Figure 2.7: Imperfect knowledge of boundary 
conditions: effect of steam generator 
secondary side heat losses on the prediction 
of the peak cladding temperature. 
Natural circulation test LOBI A2-77 
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O) Code/model deficiencies cannot be excluded. The system code development 
started toward the end of the sixties and systematic assessment procedures 
were available since the eighties. A number of modeling errors and 
inadequacies have been corrected or dealt with and substantial progress has 
been made in improving the overall code capabilities. Nevertheless, 
deficiencies or lack of capabilities cannot be excluded nowadays. Examples, 
not applicable to all thermal-hydraulic system codes, are connected with the 
modeling of: 
• the heat transfer between the free liquid surface and the upper gas-steam 
space, 
• the heat transfer between a hotter wall and the cold liquid down-flowing 
inside a steam-gas filled region.  
Those deficiencies are expected to have an importance only in special 
transient situations.  
Table 2.2 associates the above sources of uncertainties listed from A) to O) to the 
broader classes from 1) to 5). 
2.3. The Methods to Evaluate the Uncertainty 
In this section the salient features of independent approaches for estimating the 
uncertainties associated with the predictions of complex system codes are 
reviewed [29]:  
• The propagation of code input errors (Fig. 2.8): this can be evaluated as being 
the most adopted procedure nowadays, endorsed by industry and regulators. 
It adopts the statistical combination of values from selected input uncertainty 
parameters (even though, in principle an unlimited number of input 
parameters can be used) to calculate the propagation of the errors throughout 
the code. 
• The propagation of code output errors (Fig. 2.10): this is the only 
demonstrated independent working alternative to the previous one and has 
also been used for industrial applications. It makes full and direct reference to 
the experimental data and to the results from the assessment process to 
derive uncertainty. In this case the uncertainty prediction is not propagated 
throughout the code. 
• A third and independent way, i.e. different from propagation of code input 
errors or from propagation of code output errors, (Fig. 2.11) is based on 
Adjoint Sensitivity Analysis Procedure (ASAP, [14, 15]), Global Adjoint 
Sensitivity Analysis Procedure (GASAP, [16, 17]), and Data 
Adjustment/Assimilation (DAA) methodology [17] by which experimental and 
calculated data, including the computation of sensitivities (derived from 
ASAP), are mathematically combined for the prediction of the uncertainty 
scenarios. The approach is reviewed hereafter as deterministic method. 
2.3.1. The Three Main Approaches 
The first approach, reviewed as the prototype for propagation of code input errors, 
is the so-called “GRS method” (see also §2.4.2 and [33]), which includes the 
“CSAU method” (Code Scaling, Applicability and Uncertainty, see also §2.4.1 and 
[23]) and the majority of methods adopted by the nuclear industry. Although the  
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Table 2.2: Main uncertainty classes and cross-reference 
to sources of uncertainty. 
(1) Code Uncertainty 
Sources of uncertainty connected 
with the Code 
A system thermal-hydraulic code is a computational tool that 
typically includes three different sets of balance equations (of 
energy, mass and momentum), closure or constitutive 
equations, material and state properties, special process or 
component models and a numerical solution method. Balance 
equations are not sophisticate enough for application in special 
components or for the simulation of special processes. 
Examples for those components are the pumps and the steam 
separators and examples for those special processes are the 
Counter Current Flow Limiting (CCFL) condition and the two-
phase critical flow, though this is not true for all the codes. 
Empirical models ‘substitute’ the balance equations in such 
cases.  
• Balance equations: uncertainty 
sources A) to F). 
• Closure and constitutive 
equations: uncertainty sources 
H) and I). 
• Material properties: uncertainty 
source J). 
• Special process and component 
models: uncertainty sources H), 
I) and O). 
• Numerics: uncertainty source 
G).   
(2) Representation Uncertainty 
Sources of uncertainty connected 
with the Nodalization 
The representation uncertainty deals with the process of setting 
up the nodalisation (idealization). The nodalisation constitutes 
the connection between the code and the ‘physical reality’ that is 
the objective of the simulation. The process for setting up the 
nodalisation is a brainstorming activity carried out by the group 
of code users that aims at transferring the information from the 
real system (e.g. the NPP), including the related boundary and 
initial conditions, into a form understandable to the code. 
Limitation in available resources (in terms of man-months), lack 
of data, target of the code application, capabilities/power of the 
available computational machines, expertise of the users, have 
a role in this process. The result of the process may heavily 
affect the response of the code. 
The source of uncertainty 
connected with the nodalisation is 
identified as M). However the J) 
source can also have a role.  
(3) Scaling Issue 
Sources of uncertainty connected 
with the Scaling Issue 
Scaling is a broad term used in nuclear reactor technology, as 
well as in basic fluid-dynamics and in thermal-hydraulics. In 
general terms, scaling indicates the need for the process of 
transferring information from a model to a prototype. The model 
and the prototype are typically characterized by different 
geometric dimensions as well as adopted materials, including 
working fluids, and different ranges of variation for thermal-
hydraulic quantities respect with a NPP.  
Therefore, the word “scaling” may have different meanings in 
different contexts. In system thermal-hydraulics, a scaling 
process, based upon suitable physical principles, aim at 
establishing a correlation between a) phenomena expected in a 
NPP transient scenario and phenomena measured in smaller 
scale facilities or b) phenomena predicted by numerical tools 
qualified against experiments performed in small scale facilities.  
The sources of uncertainty 
connected with the scaling are 
those applicable to the balance 
equations, e.g. identified as A) to I). 
More precisely uncertainty sources 
associated to the scaling are A) to 
E), H) and I). 
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Table 2.2: Main uncertainty classes and cross-reference 
to sources of uncertainty (Cont’d). 
(4) Plant Uncertainty 
Sources of uncertainty connected 
with the Plant Data 
Uncertainty or limited knowledge of boundary and initial 
conditions and related values for an assigned NPP are reported 
as plant uncertainty. Typical examples are the pressurizer level 
at the start of the assigned transient, the thickness of the gap of 
the fuel rod, the conductivity of the UO2, as well as the gap 
itself.  
It might be noted that quantities like gap conductivity and 
thickness are relevant for the prediction of safety parameters 
(e.g. PCT) and are affected by other parameters like burn-up 
whose knowledge is not as much detailed (e.g. each layer of a 
fuel element that may be part of the nodalisation) as required. 
Thus such a source of error in the class of ‘plant uncertainty’ 
cannot be avoided and should be accounted for by the 
uncertainty method.  
The source of uncertainty 
connected with the plant data is 
identified as N). 
 
(5) User Effect 
Sources of uncertainty connected 
with the User Effect 
Complex systems codes such as RELAP5, CATHARE, TRAC, 
ATHLET, have many degrees of freedom that allow 
misapplication (e.g., not using the countercurrent flow-limiting 
model at a junction where it is required) and errors by users 
(e.g., inputting the incorrect length of a system component).  In 
addition, even two competent users will not approach the 
analysis of a problem in the same way and consequently, will 
likely take different paths to obtain a problem solution.  The 
cumulative effect of user community members to produce a 
range of answers using the same code for a well-defined 
problem with rigorously specified boundary and initial conditions 
is the user effect.  
The sources of uncertainty 
connected with the code-user are 
those identified as K) and J). The 
code user has part of the 
responsibility associated with the 
source of uncertainty L). 
 
 
 
entire set of the actual number of input parameters for a typical NPP input deck, 
ranging up to about 105 input parameters, could theoretically be considered as 
uncertainty sources by these methods, only a ‘manageable’ number (of the order of 
several tens) is actually taken into account in practice. Ranges of variations, 
together with suitable PDF (Probability Density Function) are then assigned for 
each of the uncertain input parameter actually considered in the analysis. The 
number of computations needed for obtaining the desired confidence in the results 
can be determined theoretically by the Wilks formula [34]. Subsequently, the 
identified computations (ca. 100) are performed using the code under investigation 
to propagate the uncertainties inside the code, from inputs to outputs (results). The 
logical steps of the approach are depicted in Fig. 2.8. 
The main drawbacks of such methods are connected with: a) the need of 
engineering judgment for limiting (in any case) the number of the input uncertain 
parameters; b) the need of engineering judgment for fixing the range of variation 
and the PDF for each input uncertain parameter; c) the use of the code-
nodalization for propagating the uncertainties: if the code-nodalization is wrong, not 
only the reference results are wrong but also the results of the uncertainty 
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Figure 2.9: Spread of the upper limit of PCT 
using Wilks’ formula at first and second order 
(KAERI analysis). 
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Figure 2.8 : Uncertainty methods based upon propagation of input uncertainties. 
 
calculations; d) the process of selecting the (about) 100 code runs is demonstrably 
not convergent, and the investigation of results from two or more different sets of 
100 calculations shows different values for uncertainty. A support to the last 
consideration is supplied by Fig. 2.9 that summarizes a study performed by KAERI 
in the framework of the Phase III of BEMUSE project (see § 4.3.2.3 and [28]). A 
direct Monte-Carlo simulation consisting of 3500 runs were performed for 
simulating the Large Break Loss Of Coolant Accident (LBLOCA) L2-5 in the LOFT 
facility and several samples of 
n = 59 and n = 93 calculations 
were considered. The following 
considerations apply: 
• From about 1000 runs, the 
mean value (equal to 1034 K) 
and the 95% empirical 
quantile (equal to 1173 K) of 
the first are almost stabilized; 
• The 95% quantile value of 
1173 K has to be compared 
with the value of 1219 K 
obtained with the sample of 
93 calculations used for 
evaluating the upper 
tolerance limit of the first PCT 
in the BEMUSE project. A 
difference of 46 K has been 
attained; 
• The dispersion of the upper 
limit obtained by using Wilks’ 
formula at the first (i.e. the 
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maximum value is retained) and second order (i.e. the second maximum value 
is retained), with a probability of 95% and a confidence level of 95%, was 
studied. The following aspects have to be outlined: 
 - The spread of the results predicted for the upper limit of the first PCT is equal 
to roughly 200 K at the first order and 120 K at the second order; 
 - At first order, among the 58 calculations, ranging from 1170 K to 1360 K, no-
one was found significantly lower than the 95% quantile of the 3500 code 
runs, notwithstanding statistically 3 cases (i.e. 5% of 58) are expected; 
 - At the second order, among 37 calculations, ranging from 1150 K to 1270 K, 
  1 case was found below 1173 K. 
 
The second approach, reviewed as the propagation of code output errors, is 
representatively illustrated by the UMAE-CIAU (Uncertainty Method based upon 
Accuracy Extrapolation [35] ‘embedded’ into the Code with capability of Internal 
Assessment of Uncertainty [24, 25], see also § 2.4.3 and Chapter 3) in Fig. 2.10. 
Note that this class of methods includes only a few applications from industry. The 
use of this method depends on the availability of ‘relevant’ experimental data, 
where here the word ‘relevant’ is connected with the specific NPP transient 
scenario under investigation for uncertainty   evaluation.    Assuming such 
availability of relevant data, which are typically Integral Test Facility (ITF) data, and 
assuming the code correctly simulates the experiments, it follows that the 
differences between code computations and the selected experimental data are 
due to errors. If these errors comply with a number of acceptability conditions [35], 
then the resulting (error) database is processed and the ‘extrapolation’ of the error 
takes place. Relevant conditions for the extrapolation are:  
- Building up the NPP nodalization with the same criteria as was adopted for the 
ITF nodalizations; 
- Performing a similarity analysis and demonstrating that NPP calculated data 
are “consistent” with the data measured in a qualified ITF experiment.  
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Figure 2.10: Uncertainty methods based upon propagation of output uncertainties. 
Università di Pisa – DIMNP  - 24 -  Sensitivity and Uncertainty Analysis 
 
 
Alessandro Petruzzi  - December 2008 -  Page 24 of 331 
Multiple Input
n ~ 105
1
2
n
Multiple Output
m ~ 103
(typical, irrelevant)
1
2
m
Predicted NPP
transient scenario 
Relevant 
experimental
data
ID of   range &
Covariances
per   each n 
SENSITIVITY
BIC     CODE      INPUT               
DECK
BAYESIAN
APPROACH
ASAP
GASAP CIAU
DAA
POSTERIOR
INFORMATION
Database of Improved
Estimated Input Values
 
 
Figure 2.11:  Uncertainty methodology based on Adjoint Sensitivity Analysis 
Procedure and Data Adjustment/Assimilation. 
 
The main drawbacks of this method are as follows: a) the method is not applicable 
in the absence of relevant experimental information; b) a considerable amount of 
resources is needed to establish a suitable error database, but this is a one-time 
effort, independent of subsequent applications of this method; c) the process of 
combining errors originating from different sources (e. g, stemming from different 
ITF or SETF - Separate Effect Test Facility - different but consistent nodalizations 
and different types of transient scenarios) is not based upon fundamental principles 
and requires detailed validation. 
The third approach, depicted in Fig. 2.11, is based upon the mathematical tools of 
ASAP, GASAP and DAA by which all parameters  α   that affect any prediction, 
being part of either the code models or the input deck can be considered. The 
methodologies here briefly presented are discussed with more details in Chapter 5, 
whereas a demonstrative application of the developed procedure is given in 
Chapter 6. 
The Adjoint Sensitivity Analysis Procedure (ASAP) [14, 15] is one efficient 
deterministic method for computing local sensitivities S of large-scale systems, 
when the number of parameters and/or parameter variations exceeds the number 
of responses R of interest (that is the case of most problems of practical interest).  
In addition, also system’s critical points  y   (i.e. bifurcations, turning points, saddle 
points, response extrema) can be considered and determined by the Global Adjoint 
Sensitivity Analysis Procedure (GASAP) [16, 17] in the combined phase-space 
formed by the parameters, forward state variables, and adjoint variables. 
Subsequently the local sensitivities of the responses R located at critical points y  
can be analyzed by the ASAP.  
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Once the sensitivity matrix S of the responses R respect to the parameters α  is 
available, the moment propagation equation (see equation 5.39) is adopted to 
obtain the computed covariance matrix CR of the responses starting from the 
covariance matrix αC  of the system parameters. The elements of the matrix αC  
reflect the state of knowledge about the input (uncertainty) parameters that can be 
characterized by ranges and PDFs. It is very well known that in system thermal-
hydraulics only few elements of αC  are obtained from experimental observations 
(mainly from SETF), whereas, for the largest number of parameters engineering 
judgment is adopted for deriving “first”-guess values of ranges and PDFs. The 
imperfect knowledge of the input uncertainty parameters affects the computed 
responses R and the relative covariance RC  and constitutes the main reason why 
proper experimental data (i.e. connected with the specific NPP transient scenario 
under investigation for uncertainty evaluation) are needed. The technique by which 
experimental observations are combined with code predictions and their respective 
errors to provide an improved estimate of the system state (including the first guess 
values of the elements of αC ) is known as Data Adjustment and Assimilation 
(DAA) and it is based on a Bayesian inference process. 
In order to reduce uncertainties in both the system parameters and responses, the 
Bayesian inference procedure is used to consistently assimilate computational and 
experimental information. There are several approaches possible when performing 
a DAA process in conjunction with time dependent nonlinear systems, and the “on-
line data adjustment/assimilation” is well suited for uncertainty analysis of large-
scale highly nonlinear time-dependent problems. It can be performed on-line (i.e., 
sequentially in time and interactively with the code that calculates the system’s 
dependent variables and responses), by decomposing the original system into 
simpler interacting subsystems. In the present case, the assimilation process 
involves, at every time node, the minimization of a quadratic objective function 
subject to assigned constraints.  
The idea at the basis of DAA can be made more specific as follows: the computed 
results R and the respective statistical errors RC  predicted by mathematical models 
and based on ‘prior’ or ‘first’ guess PDFs (including appropriate ranges) for the 
input model parameters (i.e. αC ) are combined with proper experimental 
observations M of the states of a system to generate ‘adjusted’ values for the 
system model parameters ( IEα , where the suffix IE stays for Improved Estimate 
values) and the related covariance matrix ( IE
αC , or ‘posterior’ PDFs). From this 
process, which can be considered as “improved” estimate analysis of the system’s 
states, the responses IER  and the respective covariance matrix ( IERC ) are finally 
derived. 
Once a suitable database of improved estimates for the input model parameters 
( IEα ) and for the related covariance matrix ( IE
αC ) is available, the application of the 
method to a NPP scenario is straightforward and involves: a) the calculation of the 
reference responses NPPR , where here the word ‘reference’ is connected with the 
reference (i.e. best-estimate) NPP boundary and initial conditions supplemented by 
improved estimates of the input model parameters ( IEα , stemmed from the 
Università di Pisa – DIMNP  - 26 -  Sensitivity and Uncertainty Analysis 
 
 
Alessandro Petruzzi  - December 2008 -  Page 26 of 331 
corresponding generated database) when other information is not available; b) the 
computation of the sensitivity coefficients S, c) the application of the moment 
propagation equation to obtain the computed covariance matrix NPP
RC  of the 
responses starting from the covariance matrix NPP
αC  of the NPP system parameters. 
When other information is not available, NPP
αC  is supplemented by improved 
estimates of the input model covariance matrix ( IE
αC ) stemmed from the 
corresponding generated database. 
The main drawbacks of this approach are as follows: a) the method is not 
applicable in the absence of relevant experimental information (like the CIAU); b) 
the adjoint model, needed for computing the sensitivity S,  requires relatively 
modest additional resources to develop and implement if this is done 
simultaneously with the development of the original code; however if the adjoint 
model is constructed a posteriori, considerable skills may be required for its 
successful development and implementation; c) a considerable amount of 
resources is needed to establish a suitable database of improved estimates for the 
input model parameters ( IEα ) and for the related covariance matrix ( IE
αC ). 
However, this is a one-time effort, independent on subsequent applications of the 
method. 
2.3.2. Topics Relevant for the Uncertainty Evaluation (TRUE) 
Fundamental aspects to be considered when developing an uncertainty method 
(like the ones discussed in the previous section) are here briefly recalled [36]. The 
definition of “Topics Relevant for Uncertainty Evaluation” with the acronym TRUE is 
introduced to emphasize the central role they have to play in structuring the 
architecture of a methodology. The following three TRUEs are discussed and, for 
each of them, one example is given together with the lesson learned: 
1) The Nodalization Choices: different input decks (i.e. nodalization user 
choices) produce different effects upon relevant code output parameters; 
2) The Code Versions: different code versions (same developer) have a strong 
impact in the prediction of relevant code output parameters; 
3) The Bifurcation Analysis: scenarios can be imagined where bifurcations bring 
the transient evolution far from the best-estimate deterministic prediction, 
thus invalidating the connected uncertainty evaluation. 
The nodalization choices 
Results from the analysis of the LBLOCA DEGB in the Angra-2 NPP are 
considered [8]. A “fictitious” 3-D nodalization of the Reactor Pressure Vessel (RPV) 
was adopted and the influence of Upper Plenum (UP) noding assumption was 
considered by developing three different RPV-UP nodalisations simulating one 
uniform (Z in Fig. 2.12) and two non-uniform (X and Y in Fig. 2.12) UP behaviors 
(top-down flow allowed in all channels, top-down flow allowed in all channels 
except in the hot assembly and top-down flow allowed only in the determined 
breakthrough channels, respectively). 
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Figure 2.12: TRUE, influence of the nodalization choices. 
 
A comprehensive sensitivity study has been carried out aims at confirming the 
influence of selected input parameters upon the LBLOCA predicted scenario and at 
showing the importance of nodalisation upon the same prediction when an 
assigned input parameter is varied. Starting from the ‘reference’ nodalisations (X, Y 
and Z), single parameters are varied in each code run. Sixty-one variations of input 
parameters, subdivided in six groups (‘fuel’, ‘nodalisation’, ‘loop hydraulics’, ‘PSA 
and ECCS’, ‘neutronics’, ‘other’) were considered. The dispersion of results for 
∆PCT (defined as the difference between the PCT of the reference calculation and 
the PCT obtained from the generic sensitivity run) can be seen in Fig. 2.12. The 
following two outcomes can be detected: 
a) The reference PCT are affected by the nodalisation (i.e. choices); 
b) The ∆PCT are strongly affected by the nodalisation (i.e. a given input uncertain 
parameter is relevant or not depending upon the selected nodalization). 
Moreover, also the sign of ∆PCT (i.e. the increase or decrease of the PCT 
value respect to the reference calculation) is nodalization-dependent (e.g. 
sensitivity case highlighted by vertical red line in Fig. 2.12). 
It shall be noted that the conclusions at item a) and b) are also applicable when 
different thermal-hydraulic system codes are adopted. 
The lesson learned, i.e. the importance of the nodalisation and of the code upon 
the predicted scenario, shall be duly considered when the evaluation of the 
uncertainty of relevant code output parameters is performed by the process of 
propagating input uncertainties through the code (i.e. propagation of code input 
uncertainties) that is affected by the code itself and by the nodalization. 
The code versions 
After the closure of the Uncertainty Method Study (UMS, see also § 4.1), 
comparison calculations of the experiment LSTF-SB-CL-18 were performed using 
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different versions of the 
RELAP5 code, i.e. in 
chronological order MOD 2, 
MOD 3.2 and MOD 3.2.2. It 
turned out that MOD 3.2 
calculated a 170 K higher 
peak clad temperature 
compared with MOD 2 and 
MOD 3.2.2 using the same 
input deck  
(Fig. 2.13). This is in 
agreement with the calculated 
peak clad temperature value 
and the relative higher upper 
limit of the uncertainty ranges 
calculated by two participants 
in the framework of the UMS.  
The lesson learned from this TRUE is that the code versions (highly evaluated and 
qualified system thermal-hydraulic code), with the same input deck, have strong 
impact upon results and affect uncertainty prediction. Therefore, ‘direct’ specific 
code qualification is needed for uncertainty evaluation and the ‘internal assessment 
of uncertainty’ (see Chapter 3), by which the uncertainty methodology is strictly 
connected with the code version, is a highly recommended property to consider. 
The bifurcation analysis 
Scenarios can be imagined where bifurcations bring the transient evolution far from 
the best-estimate deterministic prediction, thus invalidating the connected 
uncertainty evaluation. Therefore, a bifurcation analysis may reveal necessary. 
Bifurcations can be originated by the actuation or lack of actuation of a system (e.g. 
pressurizer relief valves) or by the occurrence of a physical phenomenon 
characterized by a threshold (typically, the dryout). A tree of uncertainty bands can 
be predicted by CIAU and the results of a sample application [37] can be seen in 
Fig. 2.14. The CIAU-
bifurcation capability was 
applied in the post-UMS study 
and the uncertainty ranges 
obtained by one participant 
(extreme results in the UMS 
framework) were (basically) 
reproduced by the CIAU 
bifurcation study.  
The lesson learned from this 
experience is that bifurcation 
study is possible and 
produces (as expected) wider 
uncertainty bands compared 
with standard uncertainty 
study. 
 
 
Figure 2.13: TRUE, influence of the 
code versions. 
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Figure 2.14: TRUE, consideration of bifurcation 
analysis by CIAU (tree of uncertainty bands). 
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2.4. The Pioneering Work for Uncertainty in System Thermal-
Hydraulics 
2.4.1. Overview of the Code Scaling, Applicability and Uncertainty 
(CSAU) 
The pioneering work in the area of the BEPU methods was done by US NRC and 
its contractors and consultants while revising the acceptance rules on ECCS 
(Emergency Core Cooling System, [38]) in 1988. The revised rule, stating an 
alternate ECCS performance analysis based on best-estimate methods, may be 
used to provide more realistic estimates of the plant safety margins if the licensee 
quantifies the uncertainty of the estimates and includes that uncertainty when 
comparing the calculated results with prescribed acceptance limits. To support the 
revised ECCS rule a method called the Code Scaling, Applicability and Uncertainty 
(CSAU) was developed. Subsequently a number of organizations have utilized the 
CSAU framework to build variants of the USNRC approach or to build 
methodologies that are only similar to the USNRC approach via the CSAU 
framework itself. A simplified flow sheet of CSAU method is given in Fig. 2.15. 
The appeal of the CSAU framework, at least in the US, stems from the USNRC’s 
tacit approval of the original process and hence the implied promise that 
subsequent BEPU methodologies based on the CSAU framework will require less 
resources to gain approval by the USNRC licensing authority. 
Subsequent to the revised rule in 1988 the USNRC sponsored two demonstrations 
of the CSAU process: one for a LBLOCA using TRAC [39] and one for a SBLOCA 
using RELAP5 [40].  Since these studies were completed at least two nuclear fuel 
manufacturers have developed variations of the CSAU methodology, obtained 
approval for using their methodology on their commercial reloads, and have begun 
using them in the industry.  In addition to these commercial applications, several 
studies have been performed to evaluate ways in which the uncertainty 
methodology based on the CSAU framework can be streamlined and improved. 
The CSAU framework, conceptually, has three elements (see Fig. 2.15 and [39]):  
In the element description, first a summary of the original application of the CSAU 
framework is outlined and then some potential modifications to the original process 
are introduced and discussed.  In summary, the elements and steps of the CSAU 
framework are: 
Element 1 - Requirements & Code Capabilities:  The steps included in Element 
1 are to: (1) specify the scenario, (2) select the NPP, (3) identify and rank the 
processes, (4) select the “frozen” code, (5) provide the code documentation, and 
(6) determine the code applicability. Element 1 was implemented by making use of 
the collective judgment of a panel of experts (Step 3) that exercised the PIRT 
(Phenomena Identification and Ranking Table ) process to identify the key 
phenomena that either controls the transient behavior or exerts considerable 
influence on the transient path.  The scenario, NPP, and “frozen” code had been 
selected beforehand by the USNRC for the first application—and thus these items 
were a foreordained initial condition for the first application.   Consequently, steps 
1, 2, 4, 5, and 6 largely follow from the specified initial condition.  However, the 
means for achieving the objectives of Step 3 can potentially be modified.  
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Figure 2.15: The CSAU methodology framework. 
 
This baseline application of the CSAU framework, in particular Step 3, can be 
altered to make use of data extracted from expert committees and condensed into 
a form accessible to an expert system. This information could then be implemented 
into a computer code environment. To analyze a particular scenario, the analyst, 
either making use of the judgments of the panel of experts or aided by 
recommendations from the computer-based expert system, would then be able to 
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prune the list of uncertain parameters to include only the most important ones. 
Using either approach, the important parameters can then be assigned an 
uncertainty distribution, either the default suggested by the computer or the 
analyst’s choice.  The default uncertainty distribution, if no information is available, 
is the uniform distribution, as used in the baseline implementation of the CSAU 
framework. 
Element 2 – Assessment & Ranging of Parameters:  Steps 7 through 10 
constitute Element 2, i.e.,  (7) establish an assessment matrix, (8) define the NPP 
nodalization, (9) determine the code and experiment accuracy, and (10) determine 
the effect of scaling.  These steps take the uncertainty analysis to the point where 
the uncertainty calculations can be performed.  In short, following the determination 
that the code to be used is applicable to the problem slated for analysis (final step 
of Element 1), the experimental data sets either available or required for 
comparison with the code calculations are identified in an assessment matrix in 
preparation for creating the systems analysis code model nodalization.  Thereafter, 
the code calculations are begun to obtain calculation-to-data comparisons that are 
used to study the code calculation accuracy and then the effect of scaling.  The 
work done in this element requires analysis by experts certified in the use of the 
systems analysis code subject to the uncertainty evaluation from the creation of the 
model nodalizations (for the NPP and the Separate Effect Test / Integral Effect 
Test) to the performance of the NPP and experimental facility analyses and 
comparisons to data. 
Element 3 – Sensitivity & Uncertainty Analysis:  The final element of the 
process contains Steps 11 through 14:  (11) determine the effect of reactor input 
parameters and state, (12) perform NPP sensitivity calculations, (13), combine 
biases and uncertainties, and (14) determine the total uncertainty.  The ultimate 
outcome of this element is the calculation uncertainty for the desired performance 
measure, e.g., the PCT or the system primary inventory level.  Of these four steps, 
Steps 11 and 12 entail running a multitude of calculations using the systems 
analysis code to study the effects of various combinations of reactor initial 
conditions and other boundary condition parameters.  To obtain formulations that 
enable NPP sensitivity calculations to be performed, Step 12 included the creation 
of Response Surface (RS), based on regression analysis via a multinomial least 
squares fitting process of the calculated PCT in terms of the highly-ranked 
variables.  The RS [41] enables the replacement of the code by a fit to the output of 
interest, i.e., the PCT in this case.  This process is time-consuming and expensive.  
The baseline implementation of the CSAU framework used the RS to simulate 
variable behavior for use in predicting potential system behavior scenarios.   
Alternatively, the Latin Hypercube Sampling (LHS) approach could be used by 
allowing the software to draw a random value from the distribution of each 
parameter, and then to write the corresponding input deck for the reactor code.  An 
automated approach would then aim to run the code and to obtain outputs of the 
results. Used in this way, LHS is a kind of stratified Monte Carlo sampling, which 
has been used  
for large nonlinear codes, such as large fault-tree codes and the codes used to 
evaluate the Waste Isolation Pilot Plant [42]. The code is run once for each set of 
sampled parameters. The collection of outputs can be analyzed in various ways. 
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For example, a histogram of the results from the code output gives the uncertainty 
distribution, and the sample correlation coefficients show which input parameters 
are most influential in the output calculation. This process will require fewer runs 
than simple Monte Carlo sampling. It will also require fewer runs than RS modeling, 
while allowing consideration of more uncertain parameters, in an automated way. 
The CSAU is a practical roadmap to develop a realistic methodology but 
shortcomings were recognized since its introduction. In particular, with regard to 
the PIRT the human judgment factor and the fact that knowledge gained is not 
always factored back into final documentation was seen as a weakness. Soon after 
its introduction, the CSAU methodology was reviewed by the technical community, 
and comments were published [43]. Although there was agreement that the 
methodology described many of the key steps required for an acceptable 
methodology, there was also technical criticism and some skepticism on the 
practical applicability of the methodology [44]. 
One important issues raised was whether the PIRT procedure eliminated too many 
important processes from consideration. This concern is heightened by the fact that 
since every additional process which is included increases the complexity and cost 
of subsequent steps, there is the possibility of ‘rationalizing’ a short list of 
contributors. 
However there are three conditions preventing such an occurrence: first, detailed 
independent review of the methodology by the USNRC’s experts eventually brings 
to light important processes which may have initially been ignored. Second, Reg. 
Guide 1.157 provides a complete list of all the processes known to affect the LOCA 
transient, and requires a detailed assessment of each one. Third, the CSAU 
methodology requires thorough assessment of a ‘frozen’ version of the computer 
code with a wide variety of experiments. Since these experiments are specifically 
selected to cover the expected range of conditions, important phenomena will be 
identified. 
The PIRT concept has evolved over the years [45, 46] and has been extensively 
used in various areas by the industry. Main area of application is development of 
realistic analysis methodologies (not limited to LOCA) and the development of 
testing requirements for new plant designs. Recent PIRT also include the “State of 
Knowledge”. This process put significant emphasis on processes or phenomena 
that are flagged as highly important with a low state of knowledge. 
2.4.2. The GRS Method 
The GRS method [33] is a probabilistic method based on the concept of 
propagating the input uncertainties. All relevant uncertain parameters including the 
code, representation and plant uncertainties are identified, any dependencies 
between uncertain parameters are quantified and ranges and/or PDFs for each 
uncertain parameter are determined. Expert judgment and experience from code 
applications to separate and integral test and full plant application are principal 
sources of information for uncertain parameters identification and quantification.  
Peculiarities of the GRS method are:  
(i) The uncertainty space of input parameters (defined by their uncertainty 
ranges) is sampled at random according to the combined “subjective” 
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probability distribution of the uncertain parameters and code calculations are 
performed by sampled sets of parameters. 
(ii) The number of code calculations is determined by the requirement to 
estimate a tolerance/confidence interval for the quantity of interest (such as 
peak clad temperature). The Wilks formula [34] is used to determine the 
number of calculations needed for deriving the uncertainty bands. 
(iii) Statistical evaluations are performed to determine the sensitivities of input 
parameter uncertainties on the uncertainties of key results (parameter 
importance analysis). 
(iv) There are no limits for the number of uncertain parameters to be considered 
in the analysis and the calculated uncertainty has a well-established 
statistical basis.  
(v) The method relies only on actual code calculations without using 
approximations like fitted response surfaces.  
For the selected plant transient, the method is applied to an integral effects test 
simulating the same scenario prior to the plant analysis. If experimental data are 
not bounded, the set of uncertain input parameters has to be modified. Experts 
identify significant uncertainties to be considered in the analysis, including the 
modeling uncertainties, and the related parameters, and identify and quantify 
dependencies between uncertain parameters. Subjective Probability Density 
Functions are used to quantify the state of knowledge of uncertain parameters for 
the specific scenario. The term “subjective” is used here to distinguish uncertainty 
due to imprecise knowledge from uncertainty due to stochastic or random 
variability. 
Uncertainties of code model parameters are derived based on validation 
experience. The scaling effect has to be quantified as model uncertainty. Additional 
uncertain model parameters can be included or PDF can be modified, accounting 
for results from the analysis of SETF. Input parameter values are simultaneously 
varied by random sampling according to the subjective PDF and dependencies. A 
set of parameters is provided to perform the required number n of code runs. For 
example, the 95% fractile and 95% confidence limit of the resulting subjective 
distribution of the selected output quantities is directly obtained from the n code 
results, without assuming any specific distribution. No response surface is used or 
needed. 
Sensitivity measures by using regression or correlation techniques from the sets of 
input parameters and from the corresponding output values allow the ranking of the 
uncertain input parameters in relation to their contribution to output uncertainty. 
Therefore, the ranking of parameters is a result of the analysis, not of prior expert 
judgment. The 95% fractile, 95% confidence limit and sensitivity measures for 
continuous-valued output parameters are provided. 
Upper statistical tolerance limits are the upper β confidence for the chosen α 
fractile. The fractile indicates the probability content of the probability distributions 
of the code results (e.g. α = 95% means that PCT is below the tolerance limit with 
at least α = 95% probability). One can be β  % confident that at least α% of the 
combined influence of all the characterized uncertainties are below the tolerance 
limit. The confidence level is specified because the probability is not analytically 
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determined. It accounts for the possible influence of the sampling error due to the 
fact that the statements are obtained from a random sample of limited size. The 
smallest number n of code runs to be performed is given by the Wilks formula: 
( ) ≥n1- α β  (2.3) 
and represents the size of a random sample (a number of calculations) such that 
the maximum calculated value in the sample is an upper statistical tolerance limit. 
For two-sided statistical tolerance intervals (investigating the output parameter 
distribution within an interval) the formula is:  
⋅ ⋅ ≥n n-11- α -n (1- α) α β  (2.4) 
The minimum number n of calculations for both one-sided and two-sided can be 
found in Table 2.3. As a consequence, the number n of code runs is independent 
of the number of selected input uncertain parameters, only depending on the 
percentage of the fractile and on the desired confidence level percentage. The 
number of code runs for deriving sensitivity measures is also independent of the 
number of parameters. As an example, a total number of 100 runs is typical for the 
application of the GRS method. For regulatory purposes where the margin to 
licensing criteria is of primary interest, the one-sided tolerance limit may be applied, 
i.e. for a 95th/95th percentile 59 calculations should be performed.  
2.4.3. The UMAE Methodology (Precursor of CIAU Method) 
developed at UNIPI 
The UMAE [35], whose flow diagram is given in Fig. 2.16, is the prototype method 
for the description of “the propagation of code output errors” approach. The method 
focuses not on the evaluation of individual parameter uncertainties but on the 
propagation of errors from a suitable database calculating the final uncertainty by 
extrapolating the accuracy from relevant integral experiments to full scale NPP. 
Considering ITF of reference water cooled reactor, and qualified computer codes 
based on advanced models, the method relies on code capability, qualified by 
application to facilities of increasing scale. Direct data extrapolation from small 
scale experiments to reactor scale is difficult due to the imperfect scaling criteria 
adopted in the design of each scaled down facility. So, only the accuracy (i.e. the 
difference between measured and calculated quantities) is extrapolated. 
Experimental and calculated data in differently scaled facilities are used to 
demonstrate that physical phenomena and code predictive capabilities of important 
phenomena do not change when increasing the dimensions of the facilities (see 
right loop FG in Fig. 2.16). 
 
Table 2.3: GRS method - number of minimum calculations. 
 One-sided Statistical Tolerance Limit Two-sided Statistical Tolerance Limit 
β/α 0.90 0.95 0.99 0.90 0.95 0.99 
0.90 22 45 230 38 77 388 
0.95 29 59 299 46 93 473 
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Other basic assumptions are that phenomena and transient scenarios in larger 
scale facilities are close enough to plant conditions.  The influence of user and 
nodalisation upon the output uncertainty is minimized in the methodology. 
However, user and nodalisation inadequacies affect the comparison between 
measured and calculated trends; the error due to this is considered in the 
extrapolation process and gives a contribution to the overall uncertainty. 
The method utilizes a database from similar tests and counterpart tests performed 
in ITF, that are representative of plant conditions. The quantification of code 
accuracy (step ‘f’ in Fig. 2.16) is carried out by using a procedure based on the 
Fast Fourier Transform Based Method (FFTBM, [47, 48]) characterizing the 
discrepancies between code calculations and experimental data in the frequency 
domain, and defining figures of merit for the accuracy of each calculation. Different 
requirements have to be fulfilled in order to extrapolate the accuracy. 
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Figure 2.16: UMAE flow diagram (also adopted within the process of development 
and application of CIAU). 
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Calculations of both ITF experiments and NPP transients are used to attain 
uncertainty from accuracy. Nodalisations are set up and qualified against 
experimental data by an iterative procedure, requiring that a reasonable level of 
accuracy is satisfied. Similar criteria are adopted in developing plant nodalisation 
and in performing plant transient calculations (see left loop FG in Fig. 2.16). The 
demonstration of the similarity of the phenomena exhibited in test facilities and in 
plant calculations, accounting for scaling laws considerations (step ‘k’ in Fig. 2.16), 
leads to the Analytical Simulation Model, i.e. a qualified nodalisation of the NPP.  
The following three main differences between UMAE and CSAU can be identified: 
1. Only expert (or engineering) judgment can stop the process of getting 
uncertainty in the case of CSAU, while a detailed comparison between 
measured and calculated trends may give the same results for UMAE (path FG 
in Fig. 2.16). 
2. Several sensitivity calculations using a plant nodalization approved by expert 
judgments are necessary in the CSAU to get uncertainty; one plant calculation 
through a qualified nodalization is necessary in the UMAE. 
3. To get uncertainty from UMAE, experimental data in ITF must be available and 
related to the assigned transient; this is not the case in CSAU. Furthermore, the 
code must be able to predict the measured scenario. 
Minor differences between UMAE and CSAU are related to the following: 
a. User qualification: unqualified users presumably will not get acceptable results 
from the block “f” in Fig. 2.16, while they can perform sensitivity calculations in 
the CSAU. 
b. Errors that may be present in the plant nodalizations of both CSAU and UMAE. 
The probability that this happens in the UMAE is minimized because of the 
analysis at block “k” in Fig. 2.16. 
c. The use of the response surface methodology is included in CSAU and not in 
the UMAE. 
d. The assumption in the UMAE that YE/YC is a statistical quantity. 
2.5. The Industrial Applications of Sensitivity and Uncertainty 
(S&U) Analysis 
In recent years, the industry has made efforts in developing realistic calculation 
methodologies in the safety analysis to improve the plant performance, for 
example, by power uprates or by increase in safety margins and to reduce the 
unnecessary conservatisms used in the safety analysis. 
Realistic calculations can be useful for a variety of reasons.  Examples are to avoid 
unnecessary economic penalties, remove overly restrictive operational practices or 
improve operational flexibility. Uncertainty assessments are a necessary 
complement to realistic calculations, providing information on the sensitivity of 
analysis results to modeling and/or to plant variations. 
Hereafter the S&U methods developed by five international organizations (GRS, 
Westinghouse, AREVA NP, AECL and Tractebel Engineering) are summarized and 
the applications to sample problems are discussed. In addition to these cases of 
practical interest, the regulatory independent LBLOCA analysis by CIAU method to 
the Angra-2 NPP is presented inside the Chapter 3.  
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2.5.1. Historical Background and Regulation Approaches in the 
Nuclear Industry  
The concepts of Design Basis Accident (DBA) and the rules and the criteria for the 
related analysis constitute the fundaments of nuclear reactor safety that were fixed 
in the seventies (e.g. US NRC 10 CFR50 and Appendix K) when the large  majority 
of NPP now in operation were designed. 
The current safety regulations of the United States Nuclear Regulatory 
Commission (USNRC) are stipulated in 10 CFR Part 50, Section 50.46. Based on 
the 10 CFR 50.46 rule, an Emergency Core Cooling System (ECCS) design is 
required to satisfy prescriptive criteria. The regulation identifies the following five 
criteria: 
1. Peak Clad Temperature (PCT) should be less than 2200 F; 
2. Local Maximum Oxidation (LMO) should be less than 17%; 
3. Core-Wide Oxidation (CWO) should be less than 1% (to limit the maximum 
amount of hydrogen generated); 
4. The core should maintain a coolable geometry; 
5. Long term cooling should be demonstrated. 
Typically the last two criteria (coolable geometry and long-term cooling) are 
satisfied outside the LOCA analysis once the LOCA calculations demonstrate to be 
in compliance with the first three criteria. 
Owing to several weaknesses in the knowledge and understanding, conservatisms 
were introduced at each level of the safety analysis (e.g. acceptance criteria, 
conservative assumptions in models, conservative input conditions, etc.). The 
availability of only conservative models did not allow the calculation of the actual 
‘distance’ between a plant status and the acceptability criteria, even in the case of 
an accident. Thus, nor the ‘safety margins’ could be established in a quantitative 
manner, neither the optimization of a safety solution could be demonstrated. This 
brought to huge research programs in thermal-hydraulics that went on since the 
seventies and basically were completed in the nineties.  
A recent issued OECD/CSNI report, ref. [2], identifies four classes of deterministic 
methods that can be seen as a historical progress for the licensing approach: 
1) Very Conservative (Appendix K approach for LOCA). 
2) Best Estimate Bounding. 
3) Realistic Conservative. 
4) Use of Best-Estimate Plus Uncertainty (BEPU). 
A similar classification was proposed earlier (2003) by IAEA, e.g. ref. [3], in a well 
known table (see Table 2.4) where “Type of Applied Code”, “Type of BIC”, 
“Assumption on System Availability” and “Type of Approach”, are distinguished.  
Very conservative approach (Appendix K)  
Historically the initial licensing procedures were established in 1974 when the 
USNRC published rules for LOCA analysis in 10CFR 50.46 and Appendix K [1]. 
Analysis following these rules is known as the (very) conservative approach. It is 
the first one used in safety analysis. The basic reason for developing the 
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Table 2.4: Various options for combining computer code and input data (IAEA). 
Option 
Computer 
Code 
Initial and boundary 
conditions 
Availability of 
systems 
Approach 
1 Conservative Conservative input data 
Conservative 
assumptions 
Deterministic 
2 Best estimate Conservative input data 
Conservative 
assumptions 
Deterministic 
3 Best estimate 
Realistic input data with 
uncertainties 
Conservative 
assumptions 
Deterministic 
4 Best estimate 
Realistic input data with 
uncertainties 
PSA based 
assumptions 
Deterministic + 
probabilistic 
 
conservative method has been the need to make allowance for the lack of 
knowledge of physical phenomena. It is an approach based on the notions of 
consequences (maximization) and criteria (restrictive). 
10CFR 50.46 established the primary safety criteria for PCT, maximum cladding 
oxidation, maximum hydrogen generation, coolable geometry, and long-term 
cooling (these remain unchanged today in the US). ECCS cooling performance is 
evaluated using a computer code model. Appendix K to Part 50 establishes 
required and acceptable features of the evaluation model. Discussion of the 
relative importance of the various features of Appendix K is of course not found in 
Appendix K nor in the documentation of that time. Since then, several studies have 
been carried out to provide some information in this regard [49]. For LBLOCA the 
most important features appeared to be use of high peaking factors, lockout of 
return to nucleate boiling, steam-only cooling during reflood and bounding decay 
heat. For SBLOCA these were the single failure criterion and bounding decay heat. 
Problems raised by the conservative approach are: a) there is no way to prove that 
the conservatisms that are verified on scaled down experiments are also valid at 
full scale reactor size; b) due to nonlinearity, the additivity of several conservative 
measures cannot be verified and c) the method is inappropriate for Emergency 
Operating Procedures (EOP) studies (especially obvious after TMI2 accident). All 
these limitations have been the motivation for developing best estimate codes. 
Best estimate bounding  
In the best estimate bounding approach, the best estimate computer code is used 
while the uncertain input parameter values are selected conservatively to bound 
the parameter of interest. 
This approach represents the uncertainties by taking upper bounds for the ranges 
of uncertain parameter values. The approach has many similarities with best 
estimate plus uncertainties. However, the major difference is that instead of 
quantifying the impact of input uncertainties the result is expected to be bounded. 
One of the major limitations of such methods is that they may involve 
unquantifiable over conservatism due to the linear combination or bounding of all 
conservative assumptions. Sometimes, the final licensing results are comparable 
with or even more conservative than the Appendix K type approach. The bounding 
best estimate approach using SECY-83-472, as licensed by Westinghouse and 
General Electric (GE), is no longer allowed in USA. 
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Realistic conservative  
Current licensing practice in many countries consists of using conservative 
boundary and initial conditions and assumptions as input for a best estimate or 
realistic code. It is believed that in this way all other uncertainties are adequately 
covered. 
The realistic conservative approach is very similar to best estimate bounding, 
except that in the former besides conservative initial and boundary conditions with 
respect to licensing parameters some other conservatism is added by penalizing 
code models (for example the Deterministic Realistic Model), using plant operating 
parameters at their bounding limits for full power operation, or taking values of 
code parameters to penalize the results. 
Best estimate plus uncertainties (BEPU)  
Original criteria for LOCA were formulated at a time when limitations in knowledge 
made conservative approaches necessary. Research conducted during 1974-1988 
provided a foundation sufficient for the use of realistic and physically based 
analysis methods [38]. A large number of experimental programs were completed 
internationally. Several advanced best estimate computer codes were developed in 
parallel with experiments for replacing conservative evaluation models: RELAP, 
TRAC, COBRATRAC, RETRAN, CATHARE, ATHLET etc. Based on these 
research results the USNRC initiated an effort to develop and demonstrate a BE 
method acceptable for licensing which could bring benefit to nuclear plant 
operators (less conservative, consideration of uncertainties, economic gains).  
In September 1988, the NRC approved a revised rule for the acceptance of ECCS 
[50]. The revised rule for ECCS evaluation contains three key features: the original 
acceptance criteria were retained; evaluation model methods based on Appendix K 
may continue to be used as an alternative to best estimate methodology; and an 
alternate ECCS performance, based on BE methods, may be used to provide more 
realistic estimates of plant safety margins, provided the licensee quantifies the 
uncertainty of the estimates and includes the uncertainty when comparing the 
calculated results with prescribed acceptance limits. It is required with a high level 
of probability that the criteria would not be exceeded while it is not prescribed how 
to account for uncertainties. The CSAU method was developed [39] and 
demonstrated for LBLOCA in a Pressurized Water Reactor (PWR) [51]. After the 
pioneering CSAU, several new methods were developed which were presented 
together at a special OECD/NEA/CSNI (Organization for Economic Cooperation 
and Development/Nuclear Energy Agency/Committee on Safety of Nuclear 
Installations) workshop on uncertainty analysis methods in 1994 [52]. One of the 
objectives of the workshop was also the preparation of the Uncertainty 
Methodology Study (UMS, see also § 4.1). In the UMS study (1995-97) five 
uncertainty methods were compared [26]. The OECD/CSNI workshops in 
Annapolis-1996 [53], Ankara-1998 [54] and Barcelona-2000 [55] also dealt with 
uncertainty evaluation methods. More recently, the BEMUSE (Best Estimate 
Methods Uncertainty and Sensitivity Evaluation ) task group (in the framework of 
CSNI/GAMA - Group on Accident Management and Analysis) undertook during the 
first 3 phases a quantitative comparison of different uncertainty evaluation 
methodologies, based on the LOFT L-2-5 experiment (see also §4.2 and §4.3) and 
the ZION NPP (see also §4.4).  
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The very conservative method agrees well with IAEA no. 1 safety analysis 
approach, realistic conservative with IAEA no. 2 and BEPU with IAEA no. 3. The 
IAEA no. 4 safety analysis approach has not yet been used. Even though the 
availability of NPP systems could also be judged based on realistic considerations, 
in best-estimate analyses performed till now it is typical to apply evaluation of 
uncertainties only to physical models embedded in the computer code and to NPP 
initial and boundary conditions, while assumptions regarding availability of NPP 
systems are still used in a conservative way. Therefore, there is still remaining 
significant conservative component in present best-estimate analyses. 
2.5.1.1. The role of engineering judgment 
Engineering judgment has always been a necessary part of any engineering task. 
Engineers, through the expression of their experience, have often applied 
engineering judgment to make big engineering challenges workable. Confirmation 
is, of course, necessary when safety is a concern. In developing the CSAU 
methodology, the Technical Program Group (TPG) formalized this often 
unappreciated aspect of engineering. Doing so began a debate as to the extent 
engineering judgment should play in the LOCA safety analysis problem. 
The manifestation of engineering judgment in the CSAU process is the PIRT. As 
the name implies, the PIRT reflects qualitative engineering judgment as to the 
importance of various phenomena relevant to the problem of interest. The intent of 
the PIRT is to provide a technical basis during the BEPU methodology 
development process for the many decisions, including the management of 
uncertainty, required to complete the task. 
Resistance to this formalized use of engineering judgment inspired several 
criticisms, including: 
• Who is qualified to be part of a PIRT team? 
• How do PIRT teams deal with differences of opinion? 
• Should uncertainty with the ranking process be incorporated into the PIRT? 
• Even after the PIRT is developed, engineering judgment is required to use 
the results. 
• How can the absence of knowledge (i.e., un-modeled parameters) be 
treated in this context? 
Despite the initial criticism, the PIRT exercise has found a degree of acceptance. 
Its foremost value has been in establishing an understanding of the processes and 
phenomena of interest among a group of peers. Once consensus is achieved, 
decisions impacting the solution of the task-at-hand may begin. 
In the original CSAU LBLOCA sample problem, the TPG – applying a PIRT they 
developed for this problem – established a precedent that the LBLOCA problem 
can be well-characterized by explicitly addressing a minimum set of very important 
processes and phenomena. Beyond that set of large-break LOCA contributors, 
other phenomenological or process parameters were treated as “nominal.” This 
application of engineering judgment has not found universal acceptance for two 
reasons: 1) there is a lack of consensus of “important” parameters and 2) it ignores 
traditional licensing measures defined in plant technical specifications and limiting 
condition of operation. 
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To satisfy this criticism, the BEPU approach recognizes the value of “realistic 
conservatism,” that is, the explicit treatment of uncertainty by characterizing the 
uncertainty parameter such that the key output variables are penalized relative to 
the acceptance criteria. For parameters with low large-break LOCA importance, 
this may be a trivial distinction; however, as importance increases, scrutiny over 
that which is proclaimed conservative also increases. Nonetheless, the acceptance 
of “realistic conservatism” represents a significant departure from the original 
concept of BE methods; yet, it is absolutely necessary for the complex LOCA 
analysis problem where engineering judgment is involved. 
An important technique for limiting the use of engineering judgment at least in the 
phase of the application of an uncertainty methodology (and not in the 
development of the methodology itself, see also § 3.1) is embedded in the CIAU 
method. CIAU has been developed having in mind, among its objectives, to avoid 
the dependence of the results on methodology/user.  
2.5.1.2. Summary of the applications of Best-Estimate methodology 
Regulations in most countries permit the use of best estimate codes. Hereafter, 
there is the result of a survey by the Committee on the Safety of Nuclear 
Installations of the OECD [56]. Examples for applying best estimate methods 
including uncertainty evaluations in licensing processes are (all completed 
analyses were performed for postulated LBLOCA if not stated otherwise):  
1) Netherlands: An NPP upgrade renewal license of the Dodewaard nuclear 
power plant, performed by General Electric, reviewed by GRS; 
2) USA: Updates to the final safety analysis reports of approximately twenty 
plants, performed by Westinghouse using the CSAU method [57] and response 
surfaces; main concerns of USNRC were to investigate compensating code 
errors and propagation of uncertainties and scalability; 
3) USA: An AP 600 LBLOCA analysis, performed by Westinghouse using the 
CSAU method [58];  
4) Brazil: The Angra-2 NPP licensing analysis, performed by Siemens [59] (now 
Framatome ANP), reviewed by GRS; first application in a licensing process of 
a new NPP;  
5) Canada: Guidelines and applications by Ontario Power Generation (OPG) for a 
60% pump discharge pipe break and a 100% reactor inlet header - inner zone 
break calculation [60], and Atomic Energy of Canada Ltd (AECL) for a 100% 
pump suction pipe break calculation [61], reviewed by an international expert 
panel [62]; 
6) Korea: The KHNC (Korea Hydro Nuclear Corporation) Realistic Evaluation 
Methodology for power increase (in any case, license renewal every 10 years) 
follows essentially the CSAU method, however, using the Wilks’ formula 
(proposed by GRS), performing 59 computer code runs to obtain 95% 
probability statements; 
7) France: The utility EDF (Electricité De France) presented a statistical method 
(95% probability statement) using a response surface to substitute the BE 
code, plus a deterministic “realistic” calculation enveloping the 95% values 
[63]. IRSN reviewed this method for the French Safety Authority. The response 
surface was not accepted, but the envelope based on representative integral 
tests was. IRSN uses the Wilks’ formula to evaluate the uncertainty relying on 
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actual code results without approximations by fitted response surfaces similar 
to the GRS method;  
8) Lithuania: The Lithuanian Energy Institute (LEI) performed uncertainty 
analyses for the Ignalina Unit 2 NPP (RBMK-1500) licensing process using the 
GRS method, for example investigating the group distribution header blocking 
event.  
9) Germany: Efforts are underway to include realistic analyses and probabilistic 
uncertainty evaluation in the licensing regulation. 
2.5.2. GRS Method for S&U Evaluation of Code Results 
The GRS method for uncertainty and sensitivity evaluation of code results, already 
discussed in § 2.4.2, can be used for different codes to investigate the combined 
influence of all potentially important uncertainties on the calculation results. Several 
applications have been performed in GRS to investigate loss of coolant from the 
primary and secondary coolant systems of PWR, as well as related experiments. 
For these analyses the thermal-hydraulic computer code ATHLET was used. 
Hereafter the application of the GRS method to a German reference reactor for a 
DEGB LOCA in cold leg is summarized together with the comparison with a 
“conservative” calculation. 
2.5.2.1. Application of the GRS method to a German reference reactor, 
2 x 100% cold leg break 
A double ended cold leg offset shear break design basis accident of a German 
PWR of 1300 MW electric power is investigated. The fuel rod peak linear heat 
generation rate is 530 W/cm. Loss of off-site power at turbine trip is assumed. ECC 
injection is into cold and hot legs. The accumulator system is specified to initiate 
coolant injection into the primary system below a pressure of 2.6 MPa. High and 
low pressure ECC injection is available. A single failure is assumed in the broken 
loop check valve for ECC injection from accumulator, high and low pressure 
system, and one hot leg accumulator is unavailable due to preventive 
maintenance.  
The uncertainty analysis considered 56 uncertain input parameters. These consist 
of 37 model parameters, 4 parameters to select different model correlations for 
heat transfer and friction, 2 for bypass flow cross sections in the reactor vessel, 1 
for temperature of accumulator water, 1 for core power, 1 for decay heat, 1 for 
radial power distribution in the core, 1 for hot channel factor, 5 for gap width (5 
burn-up classes), 1 for fuel thermal conductivity and 2 for convergence criteria.  
The calculations are performed using the code ATHLET Mod 1.2, cycle D. A total 
number of 100 calculations was performed.  
Fig. 2.17 shows that at any point of time, at least 95% of the combined influence of 
all considered uncertainties on the calculated clad temperatures is below the 
presented uncertainty limit (one-sided tolerance limit), at a confidence level of at 
least 95%. A “conservative” calculation result is shown for comparison, applying 
the best estimate code ATHLET with default values of the models (i.e. the 
uncertainty of code models was not taken into account), and conservative values 
for the initial and boundary conditions reactor power, decay heat, gap width of fuel 
rods between fuel and clad, fuel pellet thermal conductivity, and temperature of 
accumulator water. All these conservative values were also included in the  
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Figure 2.18: Sensitivity measures of the blowdown 
PCT with respect to the selected 56 uncertain input 
parameters. 
 
 
Figure 2.17: Calculated one-sided 95%/95% uncertainty limit and BE reference 
calculation compared with a “conservative” calculation of rod clad temperature. 
 
distributions of the input parameters for the uncertainty analysis. The maximum 
clad temperature does not bound the 95%/ 95% one-sided tolerance limits of the 
uncertainty analysis over the whole transient time. The peak clad temperatures, 
however, are bounded due to cumulating conservative values of the highly 
sensitive parameters gap width and pellet thermal conductivity. It is obvious that 
the results are dependent on the extent of conservatism implemented in the 
conservative calculations. 
Sensitivity measures 
indicate the influence of 
the uncertainty in input 
parameters on the first 
peak clad temperature. 
For example, the 
Spearman Rank 
Correlation Coefficient is 
used as sensitivity 
measure. The length of 
the bars indicates the 
sensitivity of the 
respective input 
parameter uncertainty on 
the result (here the peak 
clad temperature, Fig. 
2.18). The sensitivity 
measure gives the 
variation of the result in 
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Figure 2.19: Sensitivity measures of the reflood PCT 
with respect to the selected 56 uncertain input 
parameters. 
terms of standard 
deviations when the input 
uncertainty varies by one 
standard deviation (if the 
input uncertainties are 
independent). Positive 
sign means that input 
uncertainty and results 
have the same direction, 
i.e. an increase of input 
uncertainty values tends 
to increase the clad 
temperature and vice 
versa. For negative sign 
the input uncertainty and 
the result have opposite 
direction, i.e. increasing 
the parameter values 
tends to decrease the 
clad temperature and vice 
versa. 
The most important parameter uncertainties, out of 56 identified potentially 
important parameters, with respect to the blowdown PCT uncertainty are:  
- fuel rod gap width for low burn-up (positive sign)  
- fuel heat conductivity (negative sign)  
-  minimum film boiling temperature (negative sign)  
- model for critical heat flux (negative sign: Biasi correlation causes lower clad 
temperatures due to a later change from nucleate to transition boiling 
compared to the Hench - Levy correlation)  
- reactor initial power (positive sign)  
- two-phase multiplier in horizontal pipe (negative sign: Higher resistance of 
water transport to break location => higher water content in core due to lower 
break flow => lower clad temperature). 
The most important parameters for the reflood PCT uncertainty are, Fig. 2.19:  
-  fuel heat conductivity (negative sign)  
-  fuel rod gap width for low burn-up (positive sign)  
-  model for 1-phase convection to steam (Mc Eligot correlation tends to cause 
higher clad temperatures than Dittus-Boelter II)  
-  number of droplets (negative sign: Number of droplets higher  higher 
condensation  lower PCT)  
-  steam-droplet cooling (negative sign: Higher cooling tends to result in lower 
PCT). 
2.5.3. Westinghouse Realistic Large Break LOCA Evaluation Model 
The Westinghouse realistic (best-estimate) methodology is based on the CSAU 
methodology [23]. The methodology was approved by the NRC in 1996 after an 
extensive review. At that time this was the first BE LOCA evaluation model 
approved [57, 64]. In its original version Westinghouse BE methodology was 
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applicable to 3- and 4-loop plants with safety injection into the cold leg. 
Subsequently, the methodology applicability was extended to 2-loop plants with 
Upper Plenum Injection (UPI) in 1999 [65, 66] and advanced passive plant such as 
the AP600 and AP1000 [67]. Since its approval, Westinghouse has applied the 
methodology to more than 30 nuclear power plants both in the USA and abroad. 
Westinghouse LOCA methodology is based on the use of WCOBRA/TRAC 
computer code. A key step in a best-estimate analysis is the assessment of 
uncertainties associated with physical models, data uncertainties, and plant initial 
and boundary condition variability. As uncertainties are incorporated into the 
process, a procedure is developed where the results from several calculations are 
collected to develop a statement where compliance with prescriptive rules or 
acceptance criteria is demonstrated. Based on the current 10 CFR 50.46 rule, an 
ECCS design is required to satisfy three main criteria: (1) the Peak Clad 
Temperature (PCT) should be less than 2200 F, (2) the local maximum clad 
oxidation (LMO) should be less than 17% and (3) the core-wide oxidation (CWO) 
should be less than 1%. 
The technique used to combine those uncertainties evolved over the years. In its 
original implementation Westinghouse methodology followed strictly the CASU 
where the use of response surface was suggested as a practical means to 
combine the various uncertainty components. More recently the methodology was 
modified toward non-parametric methods. The new methodology is called 
Automated Statistical Treatment of Uncertainty Method (ASTRUM, [68, 69]). The 
main difference between the new and the old techniques is in the evaluation of final 
uncertainty, Element III of CSAU.  
The Westinghouse methodology identified more than 30 important uncertainty 
contributors, as shown in Table 2.5. The list in Table 2.5 applies to the entire 
standard Westinghouse 2-, 3- and 4-loop PWR. For the 2- Loop UPI, some 
additional uncertainty parameters were considered with regard to the Upper 
Plenum hydraulics [66]. Table 2.5 is a substantially larger than the list developed in 
the CSAU demonstration. This fact does not indicate a flaw in the CSAU 
methodology itself, but is indicative of the need to apply the PIRT process 
thoroughly, and not rely totally on the CSAU demonstration.  
The Westinghouse methodology considers the distinction between global and local 
variables. Each LOCA transient analysis is divided in two parts: 
1. Predict the nominal behavior of fuel rods in the high power fuel assembly, as a 
result of variations in global variables. Global variables are defined as those 
variables which affect the overall system thermal-hydraulic transient response. 
By nominal the predicted fuel behavior when local variables (see below) are at 
their as-coded or best-estimate value is meant. 
2. For a given Reactor Coolant System response and nominal (see definition 
above) hot assembly behavior, predict the behavior of the hot rod as a result of 
variations in local, or hot spot, variables. Local variables affect the hot spot 
response, but have a negligible effect on the overall system thermal hydraulics, 
which allows us to consider their impact only at the local level. Variables 24 to 
37 for example pertain to this second category. 
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Table 2.5:  PWR uncertainty contributors in Westinghouse BE methodology. 
 (a) Plant initial fluid conditions  (c) Thermal-hydraulic physical models 
1 RCS average fluid temperature 19 Critical flow modeling (CD) 
2 RCS pressure 20 
Broken loop resistance (pumps and other 
loop resistances) 
3 Accumulator fluid temperature 21 Condensation modeling 
4 Accumulator pressure 22 
ECC bypass Entrainment and steam 
binding 
5 Accumulator volume 23 Effect of nitrogen injection 
6 Safety injection temperature  (d) Hot rod physical models 
7 Accumulator line resistance 24 Local hot spot peaking factor 
 (b) Plant initial core power distribution 25 Fuel conductivity 
8 Core power calorimetric uncertainty 26 Gap heat transfer coefficient 
9 Decay heat uncertainties 27 Fuel conductivity after burst 
10 Gamma redistribution 28 Fuel density after burst (fuel relocation) 
11 Nominal hot assembly peaking factor 29 Cladding reaction rate 
12 
Nominal hot assembly average relative 
power 
30 Rod internal pressure 
13 Average relative power, lower third of core 31 Burst temperature 
14 Average relative power, middle third of core 32 Burst strain 
15 Average relative power, outer edge of core 33 Blowdown heat-up heat transfer coefficient 
16 Time in cycle 34 Blowdown cooling heat transfer coefficient 
 (c) Thermal-hydraulic physical models 35 Refill heat transfer coefficient 
17 Break type (cold leg split or guillotine) 36 Reflood heat transfer coefficient 
18 Break area (for split breaks) 37 Minimum film boiling temperature 
 
For each contributor in Table 2.5, the range over which the variable was expected 
to deviate from the nominal (i.e., as input or as coded value) was quantified using 
SETs and IETs data or plant operation data. The end result is a PDF for each of 
the uncertainty parameters. For some of them the PDF are approximated by 
normal distributions; for other an “actual” distribution is used. In some cases a 
uniform distribution is assumed if the information was insufficient to characterize a 
more appropriate distribution. 
Element 3 of the CSAU roadmap discusses how uncertainties are combined and 
propagated throughout the transient. The objective of the uncertainty analysis is to 
quantify the contributions or better the combined effects of all uncertainties to the 
PCT (or LMO and CWO) from the various sources. The exact solution of the 
problem would require examining all the possible interaction among these 
parameters. Historically the response surface method was applied by 
Westinghouse, whereas nowadays the non-parametric statistics method is 
considered. 
The non-parametric statistical sampling technique is sometimes referred to as 
‘distribution-free’ or ‘order’ statistics. It is possible to determine the tolerance limits 
from unknown distributions by randomly sampling the character in question. The 
consideration of non-parametric tolerance limits was originally presented by Wilks 
[34].  
Beside the PCT, the 10 CFR 50.46 acceptance criteria to be satisfied include also 
the estimated LMO, which needs to be less than 17%, and the estimated value of 
core wide oxidation CWO, which needs to be less than 1%. A rigorous application 
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Figure 2.20: Peak clad temperature (PCT) from the 
ASTRUM 124-runset. 
of the order statistics theory requires the formulation of a simple singular statement 
of uncertainty in the form of a tolerance interval for the numerical acceptance 
criteria of the three attributes contained in the 10 CFR 50.46 (PCT, LMO, and 
CWO). The singular statement of uncertainty chosen in the Westinghouse 
methodology is based on a 95% tolerance interval (γ) with a 95% confidence level 
(β) for each of the 10 CFR 50.46 criteria, i.e. PCT, LMO, and CWO. 
According to Guba et al. [70], this required the extension of the sample size 
beyond the 59 runs which are only sufficient if one outcome is measured from the 
sample. A more general theory, which applies to the case where more than one 
outcome is considered from the sample, is discussed in [70] and provides a more 
general formula applicable to one-sided populations with multiple 
outcomes (p>1). The N number of runs can be found solving the following equation 
for: 
( )
( )γ γ⋅ ⋅∑
N-p
N- jj
j=0
N!
β = 1-
N- j ! j!
 (2.5) 
By substituting a γ = 0.95 and β = 0.95, and p = 3, the number of computer runs, N 
is found equal to 124. 
This method was recently implemented in the Westinghouse Realistic Large Break 
LOCA evaluation model, also referred as ASTRUM [68]. The ASTRUM Evaluation 
Model and its approach to the treatment of uncertainties were approved by the US 
NRC in November 2004. 
One main advantage of ASTRUM, is that the number of runs (sample size) is fixed 
(124 runs) and it is independent on the number of uncertainty attributes considered 
in the sampling process. As result few additional uncertainty parameters could now 
be directly sampled instead 
of choosing a bounding 
approach. To mention some 
of these new parameters 
sampled in the procedure: 1) 
time in cycle on which the 
postulated LOCA event is 
predicted to occur; 2) break 
type (a double ended 
guillotine or a split); 3) break 
size for a split break. 
2.5.3.1. Westinghouse 
sample analysis 
results 
Sample ASTRUM analysis 
results are presented for a 
typical Westinghouse 3-loop 
PWR in Figs. 2.20, 2.21 and 
2.22. Fig. 2.20 is a scatter 
plots which shows the effect 
of the effective break area 
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Figure 2.21: Oxidation and PCT from 
the ASTRUM 124-runset. 
 
 
 
Figure 2.22: Clad temperature traces at the PCT 
elevation for the top-10 ranked PCT cases in the 
ASTRUM 124 runset. 
on the final PCT. The 
effective break area is 
defined by multiplying the 
CD with the sample value of 
the break area (FA), 
normalized to the cold leg 
cross sectional area. Two 
break types, the DEGB and 
split (SPLIT) breaks, are 
explicitly identified. The 
DEGB is simply a complete 
pipe separation providing 
independent flow from the 
pump discharge and reactor 
vessel into the containment. 
A split break is modeled 
similarly, but, with a smaller 
break area and with the 
allowance of some flow 
communication between the 
pump discharge and reactor 
vessel.  Note that the break 
area is ranged only for the 
split breaks (SPLIT), 
whereas CD is ranged for 
both split and DEGB. This 
creates a region in the FA x 
CD space where both type 
of break can be found. 
Fig. 2.20 shows that the 
limiting PCT case is a 
double-ended-guillotine cold 
leg break transient with a 
near nominal discharge 
coefficient CD. It is noted 
(Fig. 2.21) that the limiting 
case with respect to LMO 
has rank 2 in term of PCT 
and is SPLIT case with a 
lower effective break area. 
The LMO case can be easily 
spotted in the scattered plot 
of Fig. 2.20, since the PCT is 
relatively higher than other 
cases with similar value of 
effective break area.  
Fig. 2.21 shows the degree 
of correlation between the 
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local maximum oxidation and PCT for the various runs. While the correlation 
degree is high, the figure shows that the maximum LMO case does not necessarily 
coincide with the maximum PCT case. 
Fig. 2.22 shows the clad temperature for the ranked top 10 PCT cases. The limiting 
PCT case and LMO cases are shown in red and green respectively. It is noted that 
LMO case is reached in transient which was affected by delay quench. Despite the 
peak clad temperature is lower than the limiting PCT case, more oxidation was 
accrued in the second case as high temperature were sustained for a longer period 
of time.  The limiting case in term of CWO had rank 12 in term of PCT. Since the 
limiting PCT, LMO and CWO values from he run matrix (124 cases) were below the 
10 CR 50.46 limits, a statement can be made were 95th percentile PCT, LMO and 
CWO populations are bounded by the limiting values with a 95% confidence level. 
Other sample results obtained with both the 1996 methodology (response 
surfaces) and 2004 ASTRUM (non-parametric) are shown in Table 2.6. Note that 
for similar plant ASTRUM provided at least 150 F in additional PCT margin and 
significant more margins in term of oxidation. 
2.5.4. AREVA NP Realistic Large Break LOCA Analysis Methodology 
In preparing the AREVA NP large-break LOCA methodology [71], the challenge of 
addressing the expectations of Regulatory Guide 1.157 and the CSAU process 
moved the AREVA NP methodology development team towards nonparametric 
statistical methods and the “realistic conservatism” concept of uncertainty 
management. By taking this step, the focus of the methodology moves towards the 
resolution of individual uncertainty contributors. 
The main advantage of nonparametric statistical methods is that the number of 
treatable uncertainty contributors is independent of the number of plant 
calculations. This characteristic provides flexibility during the development process 
to explicitly address as many or as few analysis contributors as necessary to 
resolve the outcome of the PIRT. As this is a product of engineering judgment, the  
 
Table 2.6: Sample results of various BE LOCA analyses 
(comparison between the 1996 EM and 2004 ASTRUM EM). 
 
 
Representative 
Plant Analysis 
1996 EM 
Surface Method 
2004 EM 
ASTRUM 
 
2-Loop 
with UPI 
PCT = 2087 °F 
LMO < 17% 
CWO < 1% 
SECY Analysis 
PCT = 1870 °F 
LMO = 3.4% 
CWO << 0.3% 
18% Power Uprates 
 3-Loop 
PCT = 2050 °F 
LMO = 12% 
CWO = 0.8% 
PCT = 1836 °F 
LMO = 2.9% 
CWO = 0.03% 
 4-Loop 
PCT = 2125 °F 
LMO = 13% 
CWO = 0.9% 
PCT = 1967 °F 
LMO = 2.4% 
CWO << 0.4% 
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Figure 2.23: Scatter plot of operational 
parameters (AREVA NP RLBLOCA). 
 
 
Figure 2.24: PCT versus break size scatter plot 
from 59 calculations. 
uncertainty associated with 
this exercise can be reduced 
by explicitly addressing 
additional analysis 
contributors. In addition, this 
methodology characteristic 
provides the opportunity to 
incorporate customer 
requests for the explicit 
treatment of plant process 
uncertainty. The generic 
AREVA NP RLBLOCA 
methodology was approved 
by the USNRC in April 2003 
and is now being applied to 
several nuclear power plants 
serviced by AREVA NP Inc. 
While the CSAU 
methodology represents a 
significant departure from 
traditional deterministic 
methods, the AREVA NP 
methodology applying 
nonparametric statistics 
retains an economical 
viability on par with existing 
methodologies. 
2.5.4.1. AREVA RLBLOCA 
demonstrative 
application 
Some results (Fig. 2.23, 2.24 
and 2.25) from the 
application of AREVA 
RLBLOCA methodology to a 
3-loop Westinghouse PWR 
are provided here. For this 
problem over 30 uncertainty 
parameters were statistically 
treated using a Monte Carlo 
sampling procedure for the 
creation of 59 code input file 
sets. Four input files were 
required for the fuel 
performance evaluation, 
thermal-hydraulic steady-
state initialization, thermal-
hydraulic transient response 
and simultaneous 
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Figure 2.25: Minimum, mean and maximum PCT 
(independent of elevation) for limiting break for 
the 3-loop sample problem. 
containment response.  
Fig. 2.23 illustrates the 59 
case sampling of a small set 
of eight parameters. The PCT 
results from these 59 
calculations are shown in Fig. 
2.24 as scatter plots of PCT 
results versus break size for 
two break types, the DEGB 
and the split breaks. Fig. 2.25 
shows the minimum, the 
mean (50/50) and the 
maximum (95/95) calculated 
PCT traces (independent of 
axial elevation) obtained from 
the 59 runs. For the 3-loop 
sample problem the 50/50 
condition was identified as 
1500 °F; whereas the 95/95 
condition attained a PCT of 
1853 °F.  
2.5.5. BEAU Methodology at AECL for CANDU NPP 
The Best Estimate Analysis and Uncertainty (BEAU, [72]) methodology 
development at AECL started by the mid-1990s and it has been based on the 
principles of the CSAU methodology [23] in the US. 
An existing and purely deterministic safety analysis approach, called Limit of 
Operating Envelope (LOE) method (conservative approach), has been and still is 
used today as a licensing tool in CANDU licensing safety analysis.  In this 
approach: 
• realistic or best-estimate codes are mostly used, 
• key operating parameters for the plant are all simultaneously set at their limits, 
• a limiting plant operating mode is assumed, 
• assumptions are applied to limit the credited effectiveness of safety systems, 
such as shutdown system margin, availability and insertion rates, and 
• biases in dominant modeling parameters are adopted in the conservative 
direction while uncertainties are not considered or allowed. 
From a regulatory view, this approach yields satisfactory results when predicted 
safety margins are substantial.  However, for a number of design basis events, in 
particular LBLOCA, application of the LOE approach can result in safety margins 
that are not substantial.  The industry position in Canada has been that the degree 
of conservatisms built into the LOE approach is sufficient to demonstrate 
confidence in plant safety in case of a LBLOCA, even when the safety margins are 
not substantial since they were deliberately skewed to give pessimistic answers.  
The regulatory position was that any remaining and unaccounted modeling 
uncertainties may further erode the already reduced safety margins. To resolve this 
situation the CANDU industry initiated development of a BEAU methodology to 
allow a more realistic and systematic consideration of uncertainties for both the 
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operating and modeling parameters. The BEAU uncertainty assessment 
methodology developed at AECL, and by utilities in Canada, is based on the US 
NRC’s CSAU approach [23], and consists of the following logical and systematic 
steps: 
• identification of a plant specific, limiting accident scenario; 
• identification of the acceptance criteria to be met; 
• identification of the margin parameter to be used to assess acceptance; 
• working back through the analysis to determine the important phenomena and 
key parameters that have a significant impact on the value of the margin 
parameter; 
• selection of a suite of computer programs to model the identified phenomena; 
• identification of data sets that can be used to validate the selected computer 
programs; 
• validation of the computer programs to provide a statement of accuracy for the 
conditions / geometries of the intended facility; 
• identification of all the sources of remaining uncertainties that have a 
significant impact on the value of the safety margin parameter; and 
• propagating the identified uncertainties through the safety analysis to provide 
an overall uncertainty assessment for the safety margin parameter. 
The safety margin derived is conventionally defined as: 
Safety margin = Acceptance criterion value – (best estimate value + algebraic 
sum of the systematic uncertainties + random uncertainty at a specified level of 
confidence) 
2.5.5.1. Selected applications of BEAU methodology to CANDU-6 NPP 
A summary of a BEAU analysis on a CANDU 6 power plant with CANFLEX® fuel 
[73] is hereafter presented.  A 100% Pump Suction Pipe (PSP) break, following 
start-up after a prolonged shutdown, was identified as a limiting case for a LBLOCA 
scenario for fuel temperature in a CANDU 6 reactor.  
The acceptance parameters relevant to a LBLOCA power pulse are the obvious 
traditional ones of peak fuel centerline temperature and peak fuel sheath 
temperature, since the safety concern in this accident phase is maintaining 
pressure tube integrity by avoiding melting of fuel elements.  Fuel maximum 
temperature was selected as the primary acceptance parameter of interest as it is 
directly related to the fission energy deposited in the fuel by the power pulse. 
The analysis is structured into two components/level of detail to focus on the 
dominant parameters for each phase and to allow for the consideration of all 
identified highly ranked parameters in the statistical analysis and response surface 
fits for output parameters.  The first was a coupled reactor thermal-
hydraulic/physics analysis of the entire reactor circuit, while the second phase is a 
high power single channel analysis to focus on limiting parameters.  The main 
objective of the first phase of the analysis was to evaluate the uncertainty in the 
calculated power pulse of the event.  Then, the power pulse was considered as 
one of the highly ranked uncertain parameters used in fitting the response surfaces 
of the output parameters. 
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Figure 2.26: Convergence distribution function for 
the maximum sheath temperature with ±3 σ. 
of input parameters. 
The bases for determining the final set of parameters that were included in the 
statistical calculations of both phases of the analysis were: 
• the identification of parameters influencing the dominant phenomena through 
the formation of Parameter Interaction Table (PIT), and, 
• the ranking of the identified parameters based on single-parameter sensitivity 
analysis. 
Ranking of the parameters is performed separately for each of the two phases of 
the analysis.  The first phase (coupled thermal-hydraulic/physics) is controlled by 
physics and thermal-hydraulic parameters while the second phase (single channel 
analysis) is dominated by fuel stored energy and thermal-hydraulic parameters. 
The fitted response surfaces included linear terms, second order and interaction 
terms.  They were fitted, validated and checked for its sensitivity for including low 
key parameters.  The 
distribution function of the 
input parameters was 
randomly sampled (i.e., 
Monte Carlo sampling) to 
develop a large set of input 
cases.  Each of the input 
cases was run to produce a 
corresponding random 
value for the key output 
parameter.  The key output 
parameter distribution was 
then analyzed statistically to 
find the mean and the 95th 
percentile values. 
Convergence of the results 
was checked by increasing 
the number of sets of 
uncertainty combinations.  
The obtained distributions 
for 10000 (10k), 20000 
(20k) and 30000 (30k) sets 
of input parameters are 
shown in Fig. 2.26.  The 
results show that 
convergence is achieved 
even with 10000 sets.  The 
impact of the input 
parameter distribution and 
uncertainty ranges of input 
parameters was also 
examined.  A summary of 
statistical results of the 
calculated distribution of 
acceptance parameters is 
Table 2.7 : Statistics of the Calculated Distribution 
of Acceptance Parameters. 
 Centreline T, °C Sheath T, °C 
 10k 20k 30k 10k 20k 30k 
Analysis distribution 
Mean 1475.07 1474.76 1475.38 807.34 806.99 807.47 
σ 49.61 49.91 50.09 21.54 21.99 21.85 
Minimum 1302.70 1302.36 1312.88 722.02 714.80 722.40 
Maximum 1651.63 1641.96 1649.89 882.67 884.39 890.33 
95% 
value 
1556.63 1557.06 1558.24 842.05 842.62 843.31 
 
Uniform distribution 
Mean 1477.39 1478.44 1478.39 805.36 806.09 805.82 
σ 85.52 84.59 84.93 36.64 36.47 36.72 
Minimum 1266.32 1264.67 1262.72 699.94 692.80 690.95 
Maximum 1706.32 1713.49 1700.48 908.55 914.25 911.85 
95% 
value 
1612.93 1613.49 1613.58 865.26 866.01 865.47 
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shown in Table 2.7.  This table shows, as expected, higher calculated values when 
uniform distributions for all input parameters were assumed. 
A safety margin was expressed by the difference between the acceptance criterion 
value and the best estimate value plus uncertainties.  The acceptance criterion 
temperature is 2840°C for fuel (melting temperature) and 1760°C for sheath 
(melting temperature).  Taken from the results in Table 2.7, the conservative value 
for the 95th percentile is 1614°C for fuel centerline temperature and 866°C for the 
sheath temperature.  When biases from systematic uncertainty were taken into 
account, the safety margins were estimated by: 
Acceptance criterion -[random uncertainty (95% value) + total bias] 
for fuel centerline melting: 2840 - [1614+252] = 974°C 
for sheath melting:   1760 - [866+276] = 618°C 
Using an LOE methodology (conservative approach), the calculated margins are 
762°C and 334°C for fuel centerline and sheath temperature respectively.  This 
clearly demonstrates the benefit of using the BEAU methodology in obtaining 
realistic estimates of the safety margins. 
2.5.6. TE Deterministic Bounding Approach for Doel-2 NPP 
Since 1992, Tractebel Engineering (TE) has developed and applied a deterministic 
bounding approach to FSAR (Final Safety Analysis Report) accident analysis using 
the best estimate system thermal hydraulic code RELAP5/MOD2.5 and the 
subchannel thermal hydraulic code COBRA-3C. This approach has been accepted 
by the Belgian Safety Authorities, and turned out to be cost effective for most of the 
non-LOCA transient analyses [74, 75]. 
Since this approach adapts a decoupled modeling of the core responses, the 
results from the analysis often involved too large un-quantified conservatisms, due 
to either simplistic approximations for asymmetric accidents with strong 3D core 
neutronics - plant thermal hydraulics interactions, or additional penalties introduced 
from “incoherent” initial/boundary conditions for separate plant and core analyses. 
Therefore, an external dynamic coupling between the RELAP5/MOD2.5 code and 
the 3-D neutronic code PANTHER was implemented since 1997. Furthermore, a 
static linkage between the PANTHER code and the COBRA-3C code was 
developed for on-line calculation of Departure from Nucleate Boiling Ratio (DNBR) 
[76]. The TE coupled code package has been applied to develop a Main Steam 
Line Break (MSLB) accident analysis methodology [77] using the TE deterministic 
bounding approach. The methodology has been applied for MSLB accident 
analysis in support of licensing of the power uprate and steam generator 
replacement of the Doel-2 plant. The results of coupled thermal-hydraulic and 
neutronic analysis of MSLB show that there exists an important margin in the 
traditional FSAR MSLB accident analysis. 
2.5.6.1. The TE deterministic bounding approach 
The TE deterministic bounding approach to PWR accident analysis approach 
consists of 7 steps [75] as illustrated in Fig. 2.27: 
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1. a well-defined accident scenario and acceptance criterion, consistent with the 
initial design basis and current licensing basis analyses; 
2. an identification of key physical phenomena, for which the RELAP5 code and 
the standard pant model are shown to be applicable for their simulation, 
through best estimate calculations in a wide range of operational and transient 
conditions during the code verification and validation; 
3. a RELAP5 specific plant model, updated with required initial and boundary 
conditions for the analyzed accident; 
4. a bounding treatment of the RELAP5 code bias and uncertainties resulting for 
known code weaknesses and limitations; 
5. a reference case that includes evident conservatisms and uncertainties from 
licensing requirements, current licensing basis, experiences, or engineering 
judgments; 
6. a set of parametric sensitivity studies for determining the non-evident 
conservative initial and boundary conditions, as allowed by the plant Technical 
Specifications or requested by the applicable regulatory rules; 
7. a licensing case that combines all conservatisms and uncertainties. 
The development of such a methodology for accident analysis requires a large 
number of sensitivity studies to identify the most limiting initial and boundary 
conditions and needs a high level of expertise for setting-up the plant model and to 
assess the results. 
Consistent with the current licensing basis, the licensing parameter for the design 
basis Steam Line Break (SLB) accident analysis is chosen to be the minimum 
DNBR for which the acceptance criterion is that the calculated minimum DNBR 
remains above the licensing limit. 
The key physical phenomena that may affect a MSLB accident are identified as 
follows: break flow; excessive reactor coolant system cooldown and 
depressurization; reactor vessel dome flashing; reactor vessel thermal mixing; core 
return to power due to neutronic feedbacks; power redistribution effects across the 
core (3-D neutronics); fuel rod heat transfer; steam generator heat transfer; safety 
boron injection; auxiliary feedwater; main steam/feed water isolation. 
The TE coupled code package is shown to be capable of simulating all the above 
phenomena.  The advantages of the coupled methodology consist in the improved 
accuracy brought by the reciprocal dynamic interaction between codes, in the 
replacement of the over-simplified point kinetics by a full 3D neutron kinetics, and 
in the coherence in the application of the various uncertainties and conservatisms. 
However, in order to remain consistent with the current licensing basis analyses, 
the same conservatism's and uncertainties as those applied in the traditional 
decoupled methodology are applied to the coupled calculations. Consequently, the 
coupling makes it possible that the conservatism's and uncertainties are accounted 
for in a global and consistent manner. The method for determining most penalizing 
transient conditions and applicable uncertainties follows the deterministic bounding 
approach sequentially for 3D neutron kinetics, core thermal-hydraulics and system 
thermal-hydraulics.  
The licensing case includes all most penalizing assumptions as determined by the 
methodology, uses the same uncertainties and conservatisms as in the traditional 
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Figure 2.27: TE deterministic bounding approach. 
 
 
Figure 2.28: Effect of uncertainties and 
conservatisms on minimum DNBR value. 
decoupled analysis, but 
incorporates consistent 
global plant-core feedbacks 
by using the coupled code 
package.  
The so-determined licensing 
case DNBRmin is compared 
with the safety analysis limit 
to verify the acceptance 
criterion. Fig. 2.28 presents 
the typical evolutions of 
DNBR values obtained by 
COBRA-3C. The so-called 
“best-estimate” DNBR 
results were obtained using 
realistic T-H and core 
neutronic assumptions 
except for the licensing 
conservatisms for SLB. The 
“conservative” results were 
obtained by incorporating all 
the conservatisms and 
uncertainties that are 
coherent with the coupled 
methodology.  It can be 
concluded from Fig. 2.28 
that: 
- there exist important 
conservatisms in the final 
licensing case, due to the 
application of the traditional 
uncertainties and 
conservatisms in the 
coupled SLB accident 
analysis; 
- nevertheless, there still 
remain significant margins 
(up to 30%) in the final 
licensing case DNBRmin 
with respect to the licensing 
limit (1.45). 
 
 
 
 
 
 
Università di Pisa – DIMNP  - 57 -  Advancements in CIAU Methodology 
 
 
Alessandro Petruzzi  - December 2008 -  Page 57 of 331 
3. ADVANCEMENTS IN CIAU METHODOLOGY 
The CIAU (Code with the capability of Internal Assessment of Uncertainty) and the 
UMAE (Uncertainty Methodology based on Accuracy Evaluation, see § 2.4.3) 
methods have been developed by University of Pisa in the framework of a long 
lasting research activities started since 80’s and involving several researchers.  
CIAU is extensively discussed in the available technical literature, Refs. [24, 25, 29, 
37, 6, 7, 8], and tens of additional relevant papers, that provide comprehensive 
details about the method, can be found in the bibliography lists of the above 
references. Therefore, the present chapter supplies only ‘spot-information’ (in 
section § 3.1) about CIAU, giving emphasis mostly a) to the idea behind the 
method, b) to the tools that have been implemented for realizing the idea and for 
constituting the actual CIAU code-software-package and c) to the applications to 
some cases of industrial interest for demonstrating the maturity level of the method. 
The reason why this summary has been included in the present work is connected 
with the application of the CIAU methodology in the framework of the BEMUSE 
programme (Chapter 4) and thus it has the aim to present the main features of the 
method and to make a critical comparison (see § 3.1.5) respect with the other 
approaches adopted in BEMUSE in relation to items like: sources of uncertainties, 
selection of the input parameters and quantification of their uncertainty ranges, 
ranking process, etc. 
The advancements in CIAU methodology, that constitute the original contributions 
of the thesis’s work in this chapter, are 1) the extension of the uncertainty database 
(see § 3.2) and 2) the development of a procedure for the ‘internal’ qualification of 
the method (see § 3.3). Both aspects result in a more accurate CIAU uncertainty 
evaluation as they contribute respectively to improve the statistic (in fact more tests 
are inside the database) and to perform a systematic qualitative and quantitative 
analysis of the data constituting the CIAU database.  
3.1. The CIAU Method 
All of the uncertainty evaluation methods discussed in Chapter 2 are affected by 
two main limitations: 
• The resources needed for their application may be very demanding, ranging up 
to several man-years; 
• The achieved results may be strongly method/user dependent. 
The last item should be considered together with the code-user effect, widely 
studied in the past, and may threaten the usefulness or the practical applicability of 
the results achieved by an uncertainty method. Therefore, the Internal Assessment 
of Uncertainty (IAU) was requested as the follow-up of international conferences 
[53, 54]. The approach CIAU, Code with capability of IAU, has been developed with 
the objective of reducing the limitations mentioned above.  
The bases of the method are discussed in four main steps in § 3.1.1, whereas the 
statistical treatment of the experimental and calculated databases is illustrated in 
§ 3.1.2 through the presentations of the special numerical tools of CIAU. Three 
main applications of the methodology carried out in the recent past and with 
relevance to the nuclear industry are then summarized in § 3.1.3 with the aim to 
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outline the maturity level of the method. CIAU-TN, the extension of CIAU method 
for the evaluation of the uncertainty affecting the 3-D Thermal-hydraulics/Neutron-
kinetics code calculations is presented briefly in § 3.1.4 together with the 
application to the MSLB scenario (case with the return to power) in TMI-1 NPP. 
Finally § 3.1.5 provides a critical comparison between the CIAU approach and the 
other uncertainty approaches adopted in BEMUSE programme in relation to items 
like: sources of uncertainties, selection of the input parameters and quantification 
of their uncertainty ranges, ranking process, etc. 
3.1.1. The Bases of the Method 
The bases of the CIAU method can be summarized in four steps: 
1.  The use of the ‘UMAE method as tool for qualifying thermal-hydraulic code 
calculations’ related both to ITFs (used in the ‘development process’ of CIAU) 
and to NPPs (for the CIAU ‘application process’, i.e. the step dealing with the 
uncertainty evaluation of the NPP code calculation); 
2. The ‘NPP status approach’ to identify ‘phase spaces’ (i.e. combinations of finite 
intervals of selected – driving – quantities) to which associate single 
uncertainty values for each of the selected – output – quantities (i.e. 
responses); 
3. The ‘separation and recombination of time and quantity error’ to split the 
physical- (i.e. phenomena based) statistical treatment of the uncertainty in two 
contributions associated with the values of the selected – output – quantities 
(i.e. responses) and with the time when those values are reached during the 
transient; 
4. The ‘error filling process and the error extraction process’ to first generate the 
accuracy database and second to use the derived uncertainty database for the 
uncertainty evaluation of the NPP code calculation. 
Brief syntheses of each of the above steps are given in the sections from § 3.1.1.1 
to § 3.1.1.4, while details about the final form of the CIAU process and status is 
summarized in § 3.1.1.5. 
3.1.1.1. The UMAE Qualification Process (the Engine of CIAU) 
The UMAE methodology (see § 2.4.3 ref. [35]) can be used in combination with a 
thermal-hydraulic code to produce the CIAU. It involves the fulfillment of different 
‘conditions of acceptability’ for demonstrating the achievement of qualified ITF and 
NPP nodalizations and related code calculations (in this term it can be considered 
like the ‘engine’ of the CIAU). Various steps in the method, including the use of 
statistics, are introduced to avoid the expert judgments at any level in the process.  
Data coming from generic experiments in integral facilities and in separate effect 
test facilities, other than counterpart and similar tests can be processed in the 
UMAE.  One condition for the application of the method is the similarity between 
the concerned plant scenario, in relation to which uncertainty must be calculated, 
and the experimental database originating the accuracy of the code. A simplified 
flow diagram of the UMAE is given in Fig. 2.16.  
3.1.1.2. The NPP Status Approach 
The usual characterization of any transient or event occurred or calculated in a 
typical LWR (Light Water Reactor) is through a number of time trends, e.g. 
pressures, levels, temperatures, mass flow-rates versus time. The event time, or 
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the time elapsed since the event beginning, constitutes the main way to 
characterize the transient together with the initial and boundary conditions. In this 
case, which can be identified as ‘time-domain’, time is taken as horizontal axis in 
the graphical representation of the transient evolution. Therefore, in the area of 
uncertainty evaluation, each transient becomes unique, thus requiring a specific 
evaluation of the error that characterizes any of the time trends. This is true 
notwithstanding the possibility to consider Key Phenomena or Relevant 
Thermalhydraulic Aspects (RTAs) [13, 78], that are common to classes of 
transients. 
A different way to look at the same transients involves the use of the ‘phase-space’. 
This approach consists in selecting a fixed, small group of quantities (called “driving 
quantities” Qd) and in describing any event taking place in a NPP not as a function 
of time, but by the group of values assumed by the selected quantities: each group 
of the selected variables represents a status of the plant. This approach is actually 
utilized to optimize the emergency procedures of NPPs. 
In the graphical representation, any relevant quantity can be used in the vertical or 
horizontal axis. Fig. 3.1 shows the comparison of relevant quantities among data of 
five experiments reproducing LBLOCA (Large Break Loss of Coolant Accident), 
SBLOCA (Small Break Loss of Coolant Accident) and LOFW (Loss Of Feed-Water) 
scenarios in different PWR simulators (BETHSY, LSTF, LOFT, SPES and LOBI) 
and gives an idea of differences between the ‘time-domain’ and the ‘phase-space’ 
approaches, [79]. Differences in the two sets of graphics are obvious.  
The basic idea of the CIAU method is that at any of the regions into which the 
‘phase-space’ is subdivided can be assigned one uncertainty value for the selected 
output quantities (called “object quantities”, Y). In other words, the NPP status is a 
region of phase-space where the uncertainty in the code prediction is assumed to 
be ‘uniform’. 
The same idea, referring to specific thermalhydraulic phenomena, is discussed in 
Refs [79, 80]. Those papers show that phenomenological areas or regions in the 
‘phase-space’ are suitable for the use in scaling and extrapolation studies. 
Additional support for planning the method come from the characterization of 
generic plant status for the actuation of accident management countermeasures, 
as discussed in Ref. [81]. Finally, the pursued approach is similar to what proposed 
by D.C. Groeneveld and P. Kirillov [82]: in that case, pressure, quality and flow rate 
are entered into the ‘look-up’ table that produces a suitable value for the CHF 
(Critical Heat Flux). In the present case, proper ‘driving quantities’ are entered into 
matrices and vector and produce uncertainty values. 
3.1.1.3. The Separation and Recombination of Time and Quantity Error 
The definition of time and quantity error can be drawn from Fig. 3.2. The dotted line 
is the result of a system code calculation: Y is a generic thermalhydraulic code 
output plotted versus time. Each point value in the curve is affected by a time error 
(Et in Fig. 3.2a) and by a quantity error (Eq in Fig. 3.2b).  The availability of 
experimental data (measured in appropriate NPP simulators, i.e. ITFs) allows to 
quantify those errors and to generate the so-called (in the CIAU nomenclature) 
Time and Quantity Accuracy database. Owing to the uncertainty affecting any 
thermal-hydraulic code calculation (see § 2.2), each point value of the NPP code  
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Comparison in the ‘time-domain’ 
 
a) Primary system pressure b) Cladding temperature 
 
Comparison in the ‘phase-space’ 
 
 
c) Primary system mass inventory Vs pressure d) Cladding temperature Vs primary system mass 
 
Figure 3.1 : Comparison between ‘time domain’ and ‘phase-space’ representation 
among selected quantity evolutions characterizing different transients. 
 
result may take any value within the rectangle (Fig. 3.2c) identified by the time (Ut) 
and quantity (Uq) error (uncertainty). The amount of the uncertainty value (i.e. each 
edge of the rectangle) can be defined in probabilistic terms, consistently with what 
recommended by current licensing approaches; e.g., a 95% probability level is 
considered acceptable to the US NRC staff for comparison of best-estimate 
predictions of postulated transients to the licensing limits in 10 CFR (Code of 
Federal Regulations) Part 50 [50]. The way used to combine the rectangles at the 
end of the CIAU process for generating the CIAU uncertainty bands can be seen in 
Fig. 3.2d. The adopted process is ensuring a higher (still non quantified) level of  
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Figure 3.2 : Definition of quantity and time errors to be included into  
the quantity and time uncertainty database. 
 
probability (see section § 3.1.1.5) respect to the 95% probability usually associated 
with the edge of the rectangle.  
3.1.1.4. The Error Filling Process and the Error Extraction Process 
Two processes are foreseen for the realization of the CIAU method: the ‘error 
filling’ process and the ‘error extraction’ process. The former is dealing with: a) the 
selection of relevant experiments (ITF and SETF), i.e. of those experiments whose 
geometrical properties of the facility and boundary and initial conditions are similar 
to those of the 
concerned plant 
scenarios; b) the code 
calculation results 
qualified following the 
UMAE criteria; c) the 
derivation of the 
separate time and 
quantity accuracy 
(error) database; d) 
the identification of 
the NPP statuses; e) 
the storing of the time 
and quantity accuracy 
(error) values inside 
the selected (by the 
ITF and/or SETF 
experiment scenario) 
NPP statuses. 
NPP STATUS
HYPERCUBE TIME INTERVAL
“ERROR” 
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EXPERIMENTS
CODE APPLICATION
RESULTS
Error filling 
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NPP UNCERTAINTY 
PREDICTION
Error extraction 
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Figure 3.3 : The error filling process and 
the error extraction process. 
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After that a qualified NPP code calculation has been made available by UMAE, the 
‘error extraction’ process is used to draw out from the selected (by the transient) 
NPP statuses the uncertainty values to be associated with the nominal (best 
estimate) values of the object quantities for the uncertainty evaluation. It shall be 
noted that only one NPP best-estimate calculation per transient is sufficient for 
performing the uncertainty analysis. Between the two processes, the step dealing 
with the accuracy extrapolation (see § 3.1.2.2) is performed for passing from the 
accuracy database (output of the ‘error filling’ process) to the uncertainty database 
(input of the ‘error extraction’ process). 
3.1.1.5. The CIAU Process and Status 
The CIAU method can in principle (read if a suitable set of experiments is 
available) consider any transient situation assumed to occur in a Nuclear Power 
Plant. No distinction is made among DBA (Design Basis Accident), BDBA (Beyond 
DBA), operational transients or transients involving multiple failures. The only 
boundaries are constituted by the values assumed by the considered transient 
driving quantities. However, the hypothesis is made that the transients do not 
evolve toward situations that imply core degradation and loss of geometric integrity. 
It can be premised that code validation must be proved within the fixed boundaries 
or ranges of variation of the assigned parameters. 
Referring to any plant transient scenario (i.e. SBLOCA, LBLOCA or Operational 
Transient), the status of a plant can be characterized by six driving quantities (Qd) 
and by the transient time (t). In the case of a PWR the six quantities are: a) the 
upper plenum pressure (Q1), b) the primary loop mass inventory (including 
pressurizer) (Q2), c) the steam generator pressure (Q3), d) the cladding surface 
temperature at 2/3 of core active length (starting from the bottom of the active fuel) 
(Q4), e) the core power (Q5) and f) the steam generator downcomer collapsed liquid 
level (Q6). These are listed as (1) to (6) in Tables 3.1. If a BWR is considered, five 
driving quantities apply, i.e. all of the above except the one at item c), and the 
quantity at item f) is the reactor pressure vessel downcomer level. The transient 
time needs the specification of a ‘zero’ (t = zero s) value starting from normal 
operating conditions. The hypothesis here is that a stable steady state (or 
stationary) situation must occur, or be specified when a code calculation is 
concerned, before t = 0.  
In relation to each of the driving quantities and to the transient time, upper and 
lower boundaries must be fixed together with a minimum-optimal number of 
intervals (pd).  The assumed subdivisions can be found in Tables 3.1 and 3.2, 
respectively. Six dimensions constitute the ‘phase-space’ domain, a) to f) above 
(five in the case of BWR), and each combination of intervals pd identifies one 
hypercube (Hyp) in that domain. Therefore, a hypercube and a time interval 
characterize a unique plant status in the frame of the CIAU uncertainty evaluation. 
All plant statuses are characterized by a matrix of hypercubes and by a vector of 
time intervals.  
The idea at the basis of CIAU can be made more specific as follows: the 
uncertainty in code prediction is constant within each plant status.  A Quantity 
Uncertainty Matrix (QUM) and a Time Uncertainty Vector (TUV) can be set up, 
utilizing the definitions in Fig. 3.2. 
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Table 3.1 : Subdivision of driving quantities (Q) into intervals.  
PWR -
DRIVING 
QUANTITIES 
(Qd) 
(1) 
Upper 
Plenum 
Pressure 
(MPa) 
(2) 
Primary Circuit 
Mass Inventory 
(%)a 
(3) 
Steam 
Generator 
Pressure 
(MPa) 
(4) 
Cladding 
Temperature 
(K) 
(5) 
Core 
Power  
(%)a  
(6) 
Steam 
Generator 
Level 
(%)a 
BWR -
DRIVING 
QUANTITIES 
(Qd) 
(1) 
Upper 
Plenum 
Pressure 
(MPa) 
(2) 
Primary Circuit 
Mass Inventory 
(%)a 
Not Present 
(3) 
Cladding 
Temperature 
(K) 
(4) 
Core 
Power 
(%)a  
(5) 
Downcomer 
Level 
(%)a 
1 0.09 – 0.5 10 – 40 0.1 – 3.0 298 – 473 0.5 – 1.0 0 – 50 
2 0.5 – 2.0 40 – 80 3.0 – 7.0 473 – 573 1.0 – 6.0 50 – 100 
3 2.0 – 4.0 80 – 100 7.0 – 9.0 573 – 643 6.0 – 50 100 – 150 
4 4.0 – 5.0 100 – 120 - 643 – 973 50 – 100 - 
5 5.0 – 7.0 - - 973 – 1473 100 – 130 - 
6 7.0 - 9.0 - - - - - 
7 9.0 – 10.0 - - - - - 
8 10.0 – 15.0 - - - - - H
yp
er
cu
be
 In
te
rv
al
s 
(p
d)
 
9 15.0 – 18.0 - - - - - 
 
Additional considerations are given hereafter: 
a) Upper and lower limits of the driving quantities Qd (Tab. 3.1) reflect either the 
physically allowed values or the boundaries of validation of system codes; 
b) The range of each interval (pd) in the quantity table (Tab. 3.1) and in the time 
vector (Tab. 3.2) is arbitrary. A decrease in the range signifies an increase in 
the number of intervals and, even more, in the number of hypercubes. The 
validity in the selection of those ranges can be verified a posteriori (by the 
Internal or Independent qualification process), when the QUM and the TUV are 
filled by data; 
c) The total number of hypercubes considering the intervals in Tab. 3.1 is 8100. 
However, not all the combinations of intervals are realistic, e.g. very low 
pressures and very high core power might be inconsistent. In practical terms 
this only means that some hypercubes will never be touched by any transient 
and, most probably, will not include uncertainty data; 
 
Table 3.2 : Subdivision of transient time into intervals
*
. 
No. 
Transient duration 
(physical time) (s) 
Period 
(s) 
Time Step 
(s) 
Time Interval 
1 0-100 0 – 100 1. From 1 to 100 
0 – 100 1. From 1 to 100 2 0-1000 
100 - 1000 2. From 101 to550 
0 – 100 1. From 1 to 100 
100 - 1000 2. From 101 to 550 3 0-10000 
1000 - 10000 5. From 551 to 2350 
0 – 100 1. From 1 to 100 
100 - 1000 2. From 101 to 550 
1000 - 10000 5. From 551 to 2350 
4 > 10000 
> 10000 10. From 2350 to ∞ 
 
*Applicable to a generic ITF or NPP transient. 
a: Percent of the Initial (nominal) Value 
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d) Short lasting (few tens of seconds) LBLOCA, long lasting (several hundreds or 
even thousands seconds) SBLOCA or very long lasting (up to tens thousand 
seconds) transients, even without loss of primary loop integrity, produce 
quantity uncertainty data that may concern the same hypercubes. However, 
the actual uncertainty that characterizes the values of a generic quantity, 
during a short lasting or a long lasting transient, is different because this is the 
combination of quantity and time uncertainty values (see Fig. 3.2 and also 
Fig. 3.8). Moreover, the error corresponding to the time uncertainty value is a 
‘never decreasing’ function of time in the CIAU method (see also Fig 3.21). In 
the database gathered so far, no systematic differences between quantity 
uncertainty values of different origins have been detected. Nevertheless, data 
from SBLOCA, LBLOCA, Transients and Operational Transients that originate 
quantity uncertainty suitable for the CIAU QUM and TUV are distinguished and 
traceable in the database; 
e) Uncertainty data are continuously gathered and combined, in the same way in 
which the CHF look-up table [83] is set up and qualified. When a reasonable 
number of data is available for each hypercube, the consistency in the 
selection of the hypercube range can be checked together with the hypothesis 
of mixing relevant data from SBLOCA, LBLOCA and transients; 
f) Each transient scenario in a nuclear plant evolves throughout a series of 
subsequent status. Each time the event touches a hypercube and a time 
interval (i.e. a plant status), it takes proper uncertainty values (see the ‘error 
extraction’ process in Fig. 3.3). In this way, the entire event can be associated 
with uncertainty bands. 
A simplified flow diagram of the CIAU is given in Fig. 3.4, where two main parts can 
be identified.  The former is dealing with the development of the method (or the 
‘error filling’ process in Fig. 3.3) and the latter with its application (or the ‘error 
extraction’ process in Fig. 3.3).  
CIAU, Development Process 
The development of the method implies the availability of qualified experimental 
data (block a in Fig. 3.4), of qualified system codes calculation results (block b), of 
postulated transients including the definition of plant status (block c) and the 
selection of variables in relation to which the uncertainty must be calculated (block 
e). The support of experimental data (block a) is considered mandatory, whatever 
is the qualification process. Qualified code results (block b) signify the run of 
qualified code in a qualified computer/compiler by a qualified user using a qualified 
nodalization [21].  
Any uncertainty methodology, supported by a system code, can be used at block b 
for producing data that are concerned with block c, thus producing an uncertainty 
database. Thousands of variables are the output of a code calculation and are 
utilized to characterize a postulated transient scenario. It may result impractical and 
non-necessary to evaluate the uncertainty connected with any quantity. Therefore, 
three variables (object quantities, Y) have been selected for uncertainty evaluation: 
the system pressure taken in the upper plenum of the vessel, the (maximum) rod 
cladding temperature at 2/3 core active length and the fluid mass inventory in the 
primary circuit. It may be noted that the above quantities are the same as those 
utilized for characterizing plant status. 
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Figure 3.4 : CIAU flow diagram. 
 
If the UMAE uncertainty methodology is used, relevant experimental data and code 
calculation results (blocks a and b) are compared. Accuracy is evaluated 
qualitatively and quantitatively, block d. If accuracy is acceptable, block d, the 
Quantity Accuracy Matrix (QAM) and the Time Accuracy Vector (TAV) are 
generated, blocks f and g, respectively. 
Now, the various plant statuses identified under block c can be filled by data 
coming from block b or from blocks f and g in the case of UMAE.  The scenario 
independence check (block h, see also § 3.3) needs to verify that the transient type 
does not affect calculated uncertainties in each hypercube. For instance, it might 
happen that data from the analysis of several SBLOCA produce uncertainty values 
much higher than data from the analysis of a similar number of LBLOCA, when the 
same hypercubes are concerned. In this case, the outlet “NO” from the block h 
brings into the block i and the number of hypercubes, i.e. the ranges of variation of 
the driving quantities, must be changed or the transient type must be identified 
inside each hypercube. If the scenario independence check is positively passed, 
uncertainty values can be meaningfully assigned to each plant status. The already 
mentioned QUM and TUV are then generated. 
CIAU, Application Process 
The application of the CIAU is straightforward once QUM and TUV are available. 
The ‘error (uncertainty) matrices’ and the ‘error (uncertainty) vector’ are currently 
used as a post-processor of a CIAU calculation. The ASM (Analytical Simulation 
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Model), i.e. a qualified NPP nodalization in the UMAE nomenclature, is used to get 
the transient scenario. Once a generic event is predicted, block p, the six driving 
quantities are used to identify the succession of hypercubes. The time intervals are 
also identified by the predicted event time, block r. This leads to the quantity 
uncertainty and the time uncertainty values, blocks s and t, respectively, that can 
be combined to get the uncertainty bands. It may be noted again that uncertainty 
bands only envelope the quantities selected under block e. The computer tool 
UBEP (§ 3.1.2.3) is used to combine time and quantity uncertainty at each time of 
the predicted event, block u, to generate continuous uncertainty bands that 
envelope the ASM calculation results. 
3.1.2. The “Empirical” Statistical Treatment of Experimental and 
Calculated Data 
An overview of the tools and of the procedures adopted for the development of the 
CIAU or necessary to run the methodology is given in Tab. 3.3. The relevant 
procedures foreseen in the development or application processes have been 
implemented in specific computer programs: the Accuracy Finalized to 
Extrapolation (AFE), the Data Analysis for Statistical Treatment (DAST) and the 
Uncertainty Bands Extrapolation Process (UBEP). 
 
 
Table 3.3 : List of procedures and computer tools necessary to 
develop and to run the CIAU. 
 
N° Procedure 
Existence of 
software 
Adopted 
procedure 
Notes 
(8) 
1 Selection of NPP No ---(1) D & A 
2 Selection of the reference NPP transient No ---(2) D & A 
3 NPP & ITF nodalizations development No as in UMAE D & A 
4 NPP & ITF nodalization qualification at the 
‘steady state’ level  
Y (3) as in UMAE D & A 
5 NPP & ITF nodalization qualification at the 
‘on-transient’ level 
Y (FFTBM)(4) as in UMAE D & A 
6 Derivation of Accuracy data finalized to the 
extrapolation 
Y (AFE)(5) CIAU specific D 
7 Use of the statistical method  Y (DAST)(5) CIAU specific D 
8 Use of the ASM and achievement of 
reference NPP calculation  
No(6) --- A 
9 Derivation of continuous uncertainty bands Y (UBEP) CIAU specific A 
10 Introduction of biases if necessary No as in UMAE A 
11 Interpretation of uncertainty results No ---(7) --- 
 
(1) Must be consistent with the data base 
(2) As above. This could come from Probabilistic Safety Assessment study  
(3) A table of threshold values is available  
(4) Including the demonstration of similarity foreseen by UMAE process. This also implies the 
 possible stop of the CIAU process  
(5) Only in the phase of development. This procedure is not used for running of CIAU 
(6) Any recommendations of the manual should be considered. Qualification as in the UMAE 
(7) This activity is connected with follow-up and implications of CIAU results 
(8) D = Development of CIAU, A= Application of CIAU 
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3.1.2.1. The AFE Tool 
Assuming the availability of experimental and calculated databases that fulfil the 
following UMAE conditions: 
a) The experimental database must be originated by a qualified ITF and by 
qualified boundary and initial conditions; 
b) The scaling problem must be addressed; 
c) Measured data shall be qualified; 
d) The calculated database must be achieved by a qualified/frozen code version, 
adopting a qualified nodalisation developed following specified rules; 
e) The comparison between experimental and calculated data must demonstrate 
the fulfilment of the qualitative and quantitative accuracy criteria (these imply 
the use of the FFTBM tool); 
the AFE tool completes the following steps: 
1. Derivation of M time spans – phenomenological windows – on the basis of the 
occurrence of events listed in Table 3.4 (time spans generally have different 
duration in the experimental (∆tE) and in the calculated (∆tC) scenarios); 
2. Identification of corresponding points between experimental (iE) and calculated 
(iC) time trends inside each time span m taking into consideration the different 
starting and ending instants (thus durations) of the experimental and calculated 
phenomenological windows (see Fig. 3.5). It shall be noted that: 
a) the experimental points are derived on the basis of the time steps 
subdivision in Table 3.2; 
b) the number of experimental points (nE) is imposed to be equal to the 
number of calculated points (nC); thus: 
  ≡E C E Cn = n and i = i i  (3.1) 
  where i indicates the corresponding experimental and calculated point 
 inside the phenomenological window m ( =1,…,Mm ); 
3. Calculation of the quantity ( Yj,iA ) and time (
t
j,iA ) accuracy values per each 
considered point (see Fig. 3.5) by the following formulas:  
 
Table 3.4 : List of time events used for identifying comparable time spans in 
the experimental and calculated trends (input to the AFE computer tool). 
Test Start 
Scram 
Main Steam Line valve operation (closure, opening) 
Main Feed Water operation (closure, opening) 
Pump trip and coastdown limits 
Blowdown in saturation condition 
Pressurizer PORV actuation (start and end of cycling) 
Steam generators Steam Relief valve operation (start and end of cycling) 
ECCS (accumulators, Low Pressure Injection System, High Pressure Injection System) 
start and end of liquid delivery 
Dryout occurrence (at two-thirds of the active fuel height) 
Rewetting occurrence (at two-thirds of the active fuel height) 
Actuation of relevant Engineered Safety Features (Pressurizer heaters, Chemical and 
Volume Control System, residual Heat Removal, etc.) 
Neutron power peaks in case of Anticipated Transient without Scram 
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Figure 3.5 : Example of derivation of the time error ∆t(i) and of the quantity error 
∆Y(i) inside the same (calculated – experimental) phenomenological window. 
 
 
 
j,i j,i
Y
j,i E CA = 1- Y  / Y  (3.2) 
 tj,i E CA = 1- t (i) / t (i)  (3.3) 
 where  
j.i
j
E E EY = Y (t (i))   and  j,i
j
C C CY = Y (t (i))  are the values of a generic 
experimental and calculated thermal-hydraulic quantity at time  Et (i)   and  Ct (i)   
respectively for the transient test j; 
4. Derivation of the time sequence of hypercubes Hyp (based on the values of the 
experimental driving quantities Qd with d =1,…,6 ). It shall be noted that each 
time span (identified at step 1) may belong to one or more hypercubes Hyp and 
to one or more time intervals (tcell); 
5. Association of the quantity accuracy values to the selected hypercubes. The 
same hypercube Hyp can contain several points i and thus several quantity 
accuracy values Yj,iA  deriving from a) the same or different time span m and b) 
from the same or different transient test j. Indicating with jM  the number of 
points of the test j inside the hypercube ( )QHyp  ( { }1 6= Q ,…,QQ ) and with 
jf(k) (k =1,…,M )  the selected points i, it is:  
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 Y,Hyp( ) Yj,f(k)j,kA = A
Q  (3.4) 
6. Association of the time accuracy values (TA) to the selected time cells. Inside 
the same time interval tcell(i), considering the time steps subdivision in 
Table 3.2, only time accuracy values tj,iA  coming from different transient tests j 
can be present, thus: 
 cellt,t (i) tj,ijA = A  (3.5) 
7. Calculation of the average quantity accuracy values (QA) inside each 
hypercube per each transient test. The ensemble of the quantity accuracy 
values Y,Hyp( )j,kA
Q  belonging to the same test j is then collapsed inside the 
hypercube ( )QHyp  and characterized by an average and a standard deviation. 
It is requested (and verified by the internal qualification process – see § 3.3) 
that the standard deviation is sufficiently small to consider the average value as 
representative of the error stemming from each set j inside the hypercube: 
 
∑
jM
Y,Hyp( )
j,k
Y,Hyp( ) k=1
j
j
A
A =
M
Q
Q  (3.6) 
The value of jM  depends on test experiment. However, a minimum value for 
jM  is requested by the internal qualification process: jM  must be larger than 
10 in each hypercube. 
Through the above steps the AFE error database is generated and it is made up of 
a matrix called Quantity Accuracy Matrix (QAM) and a vector named Time 
Accuracy Vector (TAV). Figure 3.6 illustrates the structures and the filling process 
of the database. The transient time Et (i)  and the values of the six driving quantities 
E,iQ  at time Et (i)  allow identifying the time cell tcell(i) inside TAV and the hypercube 
( )QHyp  inside QAM, where the time ( cellt,t (i)jA ) and the average quantity (
Y,Hyp( )
jA
Q ) 
accuracy values per each transient test j are stored respectively.  Any experimental 
test in relevant ITF or SETF combined with a code simulation can be used to 
originate QA and TA for the corresponding hypercube and time interval. Any 
thermalhydraulic quantity calculated by the code and measured in the experiments 
is eligible for being considered for uncertainty evaluation into a hypercube. The 
upper plenum pressure, the rod surface temperature at 2/3 of core height and the 
mass inventory in the primary loop have been chosen for filling the QAM. Transient 
time is necessary for filling the TAV.  Although the variables (object quantities) 
selected for the QA coincide with three of the six driving quantities, this does not 
constitute a condition for the process.   
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Figure 3.6 : Structures and filling process of QAM and TAV. QUM and TUV have a 
similar structure but they contain uncertainty values instead of accuracy values. 
 
Samples extracted from QAM and TAV are given in Tables 3.5 and 3.6, 
respectively. Sixteen hypercubes, over the total number of 8100, are given in 
Tab. 3.5 (QAM). The six digits at the upper left of each rectangle identify each 
hypercube. Each digit is related to one of the quantities (a) to (f) listed in Table 3.1: 
the first digit deals with the pressure in the primary system, the second one with the 
mass inventory and so on. The value of the digit characterizes the interval, thus for 
instance, considering the hypercube 833311 at the upper left corner of the table, 
the value 8 for the first digit identifies the eighth interval of the pressure, the value 3 
identifies the third interval for the mass inventory and so on. Let consider now a 
generic hypercube where accuracy data are available (e.g. hypercube No. 833342 
in Tab. 3.5). The following information can be drawn: 
• The first column gives the reference experiment test ID; 
• The second and the third column give the average accuracy ( Y,Hyp( )jA
Q ) and the 
accuracy dispersion originated from the comparison between experimental and 
calculated data concerned with the primary pressure inside that hypercube; 
• The fourth and fifth column give the average accuracy ( Y,Hyp( )jA
Q ) and the 
accuracy dispersion originated from the comparison between experimental and 
calculated data concerned with primary system mass inventory inside that 
hypercube; 
Q1(1) 
Q4(1) 
   Q2(1) 
  Q3(1)  Q5(1) 
Q6(1) 
Q1( j1 ) 
Q4( j4 ) 
   Q2( j2 ) 
 Q3( j3 ) Q5( j5 ) 
 Q6( j6 ) 
Q1( n1 ) 
Q4( n4  ) 
  Q2( n2 ) 
 Q3( n3 ) Q5( n5 ) 
Q6( n6 ) 
AY1(j1 , j2 , j3 , j4 , j5 , j6) 
AY3(j1 , j2 , j3 , j4 , j5 , j6) 
AY2(j1 , j2 , j3 , j4 , j5 , j6) 
At(i) 
1 2   i-1    i     i+1   N-1  N 
ti 
Q
  
A
  
M
 
T
  
A
  
V
 
Hyp(Q) ≡  Hypercube inside QAM 
 
Q ≡ {Q1; Q2; Q3; Q4; Q5; Q6} ≡  Driving quanties for Hyp 
 
Qd : Experimental Driving Quantity d (d = 1…6) 
 
Qd (pd) : Interval pd (pd = 1...nd) of the Driving Quantity Qd 
 
nd : Max interval number for the coordinate Qd 
 
AYk : Quantity Accuracy Value for the Object Quantity k 
 
At : Time Accuracy Value 
 
i : Time cell number (i = 1…N) inside TAV 
 
N : Total number of time cells 
 
ti : Experimental Transient time corresponding to time cell 
 number i 
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Table 3.5 : Data inside QAM (sample). 
833311 
 
 
833333 
 
 
833312 
 
 
833341 
 
 
833313 
 
 
 
833342 
SB-CL-18  2.70  0.42     2.31  0.56    2.15  0.21 
SB-CL-21  4.10  1.05   10.93  2.02    3.63  0.58 
LSLW       2.90  0.77     0.00  0.00    0.99  0.31   
SP-SB-03   8.90  0.93     4.94  0.98    0.87  0.04 
833321 
BT15/16   5.9 1.34    2.18  0.64    0.82  0.25 
 
833343 
SB-CL-18  7.00  2.11    5.37  1.73     2.68  0.55   
 
833322 
 
 
833351 
 
 
833323 
 
 
 
833352 
BL-34         14.40  0.47    7.48  0.14    1.70  0.07 
SB-CL-18   16.70  2.43    5.26  0.03    0.68  0.12 
SB-CL-21    1.50   0.41  7.40  0.22  1.36  0.17  
833331 
 
 
 
833353 
SB-CL-18    17.30  2.83    6.19   0.37    0.92  0.20 
SB-CL-21     2.20   0.52    10.63 0.90    0.67  0.18 
833332 
SP-SB-04    4.2  0.06    6.51  0.0    3.36  0.49 
 
833411 
 
 
 
• The sixth and seventh column give the average accuracy ( Y,Hyp( )jA
Q ) and the 
accuracy dispersion originated from the comparison between experimental and 
calculated data concerned with rod surface temperature inside that hypercube. 
From the structure of the database and before processing the data to obtain the 
uncertainty values by DAST tool (see following paragraph), the CIAU developers 
have the possibility to recognize the sources of error by connecting the error itself 
with the experiment. For instance, it will be possible to distinguish, inside each 
hypercube, errors coming from SBLOCA from errors coming from LBLOCA. This 
process is part of the “internal qualification” of the CIAU (see § 3.3), i.e. block ‘h’ in 
Fig. 3.4. It is also clear that the analysis of new experiments allows increasing the 
number of data inside each hypercube and a better statistical basis for the final 
step of data treatment.  
The structure of TAV can be drawn from Table 3.6. Twenty sets of data are 
reported in the table over a number that depends upon the considered maximum 
transient duration. The digits at the upper left identify each set of data. The digits 
characterize the time interval: time intervals from 193 to 200 are reported in 
Table 3.6. Inside each time interval, two columns can be distinguished: 
• The left column gives the reference experiment test ID; 
• The right column gives the error in % of the time value that characterises the 
center of the assigned time interval: a unique error (time accuracy) is calculated 
from each test j inside each time interval.  
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Table 3.6 : Data inside TAV (sample). 
193 
 
…………….. 
…………….. 
…………….. 
…………….. 
…………….. 
…………….. 
…………….. 
…………….. 
…………….. 
…………….. 
…………….. 
 
195 
 
BT-15/16 
BL-34 
BL-44 
SP-CL-18 
SP-CL-21 
LSLW 
SP-SB-03 
SP-SB-04 
SP-SW-02 
7-200 
BT-17 
ZAP1 
 
 
3.220 
16.410 
17.152 
14.087 
14.611 
0.315 
9.395 
0.516 
11.880 
8.488 
11.810 
9.885 
195 
 
BT-15/16 
BL-34 
BL-44 
SP-CL-18 
SP-CL-21 
LSLW 
SP-SB-03 
SP-SB-04 
SP-SW-02 
7-200 
BT-17 
ZAP1 
 
 
3.243 
16.227 
17.067 
13.947 
14.481 
0.317 
9.308 
0.520 
11.781 
8.346 
10.332 
9.825 
196 
 
BT-15/16 
BL-34 
BL-44 
SP-CL-18 
SP-CL-21 
LSLW 
SP-SB-03 
SP-SB-04 
SP-SW-02 
7-200 
BT-17 
ZAP1 
 
 
3.265 
16.043 
16.983 
13.807 
14.351 
0.319 
9.221 
0.524 
11.882 
8.205 
11.625 
9.784 
197 
 
BT-15/16 
BL-34 
BL-44 
SP-CL-18 
SP-CL-21 
LSLW 
SP-SB-03 
SP-SB-04 
SP-SW-02 
7-200 
BT-17 
ZAP1 
 
 
3.288 
15.859 
16.898 
13.667 
14.221 
0.321 
9.133 
0.528 
11.883 
8.063 
10.522 
9.701 
198 
 
BT-15/16 
BL-34 
BL-44 
SP-CL-18 
SP-CL-21 
LSLW 
SP-SB-03 
SP-SB-04 
SP-SW-02 
7-200 
BT-17 
ZAP1 
 
 
3.310 
15.676 
16.814 
13.527 
14.091 
0.323 
9.046 
0.531 
11.884 
7.922 
11.510 
9.623 
199 
 
BT-15/16 
BL-34 
BL-44 
SP-CL-18 
SP-CL-21 
LSLW 
SP-SB-03 
SP-SB-04 
SP-SW-02 
7-200 
BT-17 
ZAP1 
 
 
3.355 
15.308 
16.645 
13.247 
13.832 
0.328 
8.871 
0.539 
11.885 
7.639 
11.201 
9.498 
200 
 
…………….. 
…………….. 
…………….. 
…………….. 
…………….. 
…………….. 
…………….. 
…………….. 
…………….. 
…………….. 
…………….. 
 
 
 
It can be easily understood that the number of data in the time intervals decreases 
with the increasing of time, because a smaller number of suitable experiments 
exists that is characterised by longer time durations. 
3.1.2.2. The DAST Tool 
The results from AFE are available in hypercubes and time intervals. These are 
related to different facilities and different test types, each of these being identified. 
Once a suitable number of data points are gathered in each hypercube or time 
interval, DAST performs the statistical evaluation, utilizing the theoretical 
background and the derivation outlined in this paragraph. No restriction has been 
put to the number of data points; however, the internal qualification process 
requests the availability in each hypercube of at least ten data points derived from 
at least three differently scaled facilities to make reliable the statistical evaluation. 
Through the ‘accuracy extrapolation’ process inside each NPP status, several 
accuracy values are transformed into one uncertainty value per each hypercube 
(quantity uncertainty, uQ) and per each time interval (time uncertainty, ut). The 
following formula is adopted for evaluating the uncertainty per each ‘object’ 
quantity Y inside each hypercube ( )QHyp  or for the time t inside each time cell 
tcell(i) (in the following formulas the indexes Y or t and ( )QHyp  or tcell(i) – e.g. 
Y,Hyp( )U = U Q  – are neglected from all terms to simplify the notation): 
( )( )⋅ ⋅V S οU = 1+E A +E +E Y  (3.7) 
where:  
 
 
Università di Pisa – DIMNP  - 73 -  Advancements in CIAU Methodology 
 
 
Alessandro Petruzzi  - December 2008 -  Page 73 of 331 
U = one side of the uncertainty band width for the ‘objetc’ quantity Y, 
A = extrapolated accuracy inside the hypercube, 
E = extra errors coming from sources detailed below, 
Y = reference (‘object’) value calculated by the code.  
The term into parentheses constitutes the non-dimensional percent uncertainty 
and is directly available into the Quantity Uncertainty Matrix (QUM) and Time 
Uncertainty Vector (TUV). In the above equation, EV is the extra contribution to the 
error originated by the dimensions of the facility and ES and Eσ are the 
contributions to the error due to the dispersion of accuracy values inside each 
hypercube or time interval coming from a single experiment and from the 
combination of experiments, respectively. The term ES is originated by the 
presence of several accuracy data of the same experiment-test j inside the same 
hypercube (thus this term is obviously zero in each time interval). In deriving the 
global accuracy Y Y,Hyp( )A = A Q  inside each hypercube, weighting factors have been 
used: 
1. to account for scaling distortions of each facility (data coming from NPP 
measurements are weighted with a factor equal to one); 
2. to account for measurement errors; 
3. to account for data dispersion originated by the accuracy averaging process in 
each hypercube or time interval (outputs of the AFE). 
The following formulas are adopted: 
≡ ⋅∑
Hyp( )N
Y,Hyp( )Y Y,Hyp( )
j j
j=1
A A = P A
Q
QQ  (3.8) 
≡ ⋅∑
t (i)cell
cellcell
N
t,t (i)t,t (i)t
j j
j=1
A A = P A  (3.9) 
where j varies between 1 and Hyp( )N = N Q  or cellt (i)N = N , i.e. the number of 
experiments (and connected code calculations) inside each hypercube ( )QHyp or 
time interval tcell(i), respectively. The internal qualification process requests that at 
least three experiments coming from three different facilities (with different scaling 
factors) belong to the selected hypercube or time cell, thus ≥Hyp( )N 3Q  or 
≥cellt (i)N 3  in order to make reliable the statistical evaluation. The weighting factor 
Pj (for each hypercube or time cell) is given by: 
⋅ ⋅
⋅ ⋅∑
Dj Kj Sj
j N
Dj Kj Sj
j=1
P P P
P =
P P P
  (3.10) 
In Eq. (3.10) each weighting factor may assume a value between 0 and 1. In 
addition: 
1) PDj is the weighting factor that accounts for the intrinsic error affecting any data. 
Experimental errors or lack of experimental characterization are part of this. For 
instance, if the dry out occurrence is not the same in any point of a core cross 
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section plane, the rod temperature value is given with a weighting factor equal 
to 0.1. A table is available to derive the values of PDj in the case of practical 
interest [24, 84]; 
2) PSj: is the weighting factor that accounts for the dispersion of the jM  quantity 
accuracy values Y,Hyp( )j,kA
Q  (k =1,…, jM ) inside the same hypercube. In the case 
of the time cell, tcell(i), being =1jM , it is PSj = 1. In particular: 
cellt (i)
SjP =1.0  (3.11) 
 
 
⋅
∑
jM 2Hyp( ) Hyp( )
j,k j
Hyp( ) k=1
j Hyp( )
jj
A - A
1
S =
M -1A
Q Q
Q
Q
 (3.12) 
 ⋅



≥
Hyp( ) Hyp( )
j j
Hyp( )
j
Hyp(Q)
j
1.0 - 0.9 S if 0.0 < S <1.0
P =
0.1 if S 1.0
Q Q
Q  (3.13) 
where Hyp( )jS
Q  is twice the fractional standard deviation of the distribution of the 
Y,Hyp( )
j,kA
Q ; 
3) PKj is the weighting factor that accounts for geometrical distortions that 
characterized scaled facilities: 
( ) ( )
( )
( ) ( ) ( )
( ) ( )
 ≤

⋅
≤



V
-4
Kj V
V
V
0.1 1/K 1/1200
5 10
P = 0.71- 1/1200 < 1/K 1/20
1/K
1 1/K > 1/20
 (3.14) 
 In these last equations, Kv is the actual volume-scaling factor of the facilities 
(i.e., all the scaling factors are related to the reference reactor of the largest 
facility); 
The E terms that are part of the uncertainty definition (Eq. 3.7) are defined as 
follows: 
a) Ev takes into account the average volume of the facilities that are used to 
generate the database. This is written as a function of the average Kv that 
characterizes the database inside each hypercube or time interval: 
V
V
0.3
E = 0.3 -
K
 (3.15) 
where: 
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⋅∑
∑
N
Kj Vj
j=1
V N
Kj
j=1
P K
K =
P
 (3.16) 
b) Es takes into account the average spread of the quantity accuracy values of the 
same test j in each hypercube and is given as a function of the Sj. This error is 
originated by the dimensions of the hypercube and is defined as: 
⋅ ⋅ ⋅∑
N
s j j j
j=1
E = P 2 S A  (3.17) 
 In particular, Es is defined inside hypercubes and not for time intervals (i.e., 
SE = 0  in the case of time cells, tcell(i)). 
c) Eσ accounts for the dispersion inside each hypercube or time interval originated 
by the combination of database (i.e. experiment and connected code 
calculation) of different origins (i.e. different test j). This is taken equal to 2σ, 
where σ is defined inside each hypercube or time interval as follows: 
 ⋅ ⋅ ∑
N 2
j j
j=1
P N A - A
σ =
N-1
  (3.18) 
⋅σE = 2 σ  (3.19) 
where Y,Hyp( )j jA = A
Q  or cellt,t (i)j jA = A  and 
YA = A  or tA = A  for quantity or time 
accuracy extrapolation, respectively. 
It shall be noted that the selection of the weights constitutes an engineering 
judgment that is part of the development process of the CIAU (and of the UMAE) 
that must not be exercised during the application of the methodology. The impact 
of the selected values of the weighting factors upon the predicted uncertainty 
results has been evaluated: different sets of reasonable weighting factors do not 
bring substantial changes in the uncertainty bands. 
It may be emphasized that the considered formulation deals with the process of 
data combination and of uncertainty identification. In relation to the first process, 
the weighting factors are used to lower or to increase the importance of a single 
datum depending upon the error or the accuracy that characterizes this datum. In 
the second process, weighting factors are used to increase the final uncertainty 
depending upon the overall error that characterizes the database. The values of ES 
and of Eσ and their distribution, once the process of filling of the hypercubes and 
the time intervals is completed, make evident the possible need of reducing the 
dimensions of the hypercubes or of considering separately the data from different 
types of experiments. 
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The demonstration that the quality of code predictions is not affected by the 
dimension of the considered facility or that the code is applicable for NPP studies 
constitutes the scaling problem. This is not directly dealt with in the DAST 
computer tool. However, the research that brought to the formulation of the UMAE 
(Eqs 3.15 and 3.16) and to the introduction of the NPP statuses supports the 
current approach. The internal qualification process (see § 3.3) must be 
completed in order to guarantee (reasonably) the scaling capability of the 
gathered database. 
In the adopted nomenclature, the error is the difference |YE – YC|. In the case of 
TUV, the average error in the i
 th
 time interval (tcell(i)) is not smaller than the 
average error in the time interval i – 1. If DAST calculates a smaller error, the 
average error of the i
th
 time interval is set to the value of the time interval i – 1. 
The confidence in the uncertainty results, i.e., in the wideness of the error bands 
bounding the code-calculated time trends, is connected with the terms EV, ES, and 
Eσ defined earlier. The generic objective is to get a 95% confidence bound, 
consistent with the demand from the current risk-based regulation. 
When performing the accuracy extrapolation, differences occur between UMAE 
and CIAU processes, though the same formulas are used. In the former case the 
extrapolation process is related to the accuracy data gathered from the analysis of 
a set of homogeneous transients measured in ITF. In the latter case, the results 
from any kind of transient can be combined: the only condition is that they fall into 
the same hypercube (Quantity Accuracy/Uncertainty) or time interval (Time 
Accuracy/Uncertainty). 
Results from the DAST tool showing the structure and the values of the 
uncertainty database (i.e. QUM and TUV) are presented in §3.2. 
3.1.2.3. The UBEP Tool 
The UBEP is the actual post-processor of the CIAU methodology. Uncertainty 
bands are superimposed to the time trends representative of the selected NPP 
transient scenario. This is calculated by the Analytical Simulation Model (ASM, 
see Fig. 2.16). 
The six driving quantities output of the ASM are firstly used to identify the 
sequences of hypercubes ( )QHyp  that characterize the selected NPP transient 
scenario. Thus, through the error extraction process, the Quantity Uncertainty 
(QU) and the Time Uncertainty (TU) are drawn out from the selected hypercubes 
and time cells at each time instant into the transient. A rectangle can be built up 
per each time step, as sketched in Fig. 3.3c and this is related to each of the three 
selected object quantities for the uncertainty evaluation. The last operation of the 
UBEP tool consists in finding the envelope of all the rectangles (Fig. 3.3d). In this 
way, continuous upper and lower uncertainty bands are generated in relation to 
upper plenum pressure, rod cladding temperature at 2/3 core height and fluid 
mass inventory of the primary loop. The process of combining together the QU 
and the TU to produce the Total Quantity Uncertainty (TQU) is depicted in detail in 
Fig. 3.7. In particular, it is important to emphasize that: 
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Figure 3.7 : Definitions of Time Uncertainty (TU), Quantity Uncertainty (QU) and 
Total Quantity Uncertainty (TQU).  
 
 
- the Quantity Uncertainty (QU) is the uncertainty (with 95% of probability) 
characterizing the quantity value at a certain time instant; QU is calculated by 
DAST and stored in QUM inside each hypercube; 
- the Time Uncertainty (TU) is the uncertainty (with 95% of probability) 
characterizing the time of occurrence of any points during the transient; TU is 
calculated by DAST and stored in TUV inside each time cell; 
- the Total Quantity Uncertainty (TQU) is the uncertainty (with more than 95% of 
probability) deriving from the geometric combination of QU and TU and 
calculated by UBEP. 
It is worthwhile to note the time uncertainty of a point A may influence the total 
quantity uncertainty of a point B, with tA < tB. 
An other aspect that needs to be put in evidence is the following: the quantity 
uncertainty (at a certain instant during the transient) may be the same for different 
types of transient but the total quantity uncertainty is in general different due to the 
presence of the time uncertainty. A graphical representation of this concept is 
shown in Figure 3.8. Let suppose for sake of semplicity that only the primary 
pressure trend identifies the sequence of the hypercubes touched by the two 
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different transients (e.g. SBLOCA (S) and the LBLOCA (L)) sketched in figure. 
Hence if the two transients reach the same value Q  of the pressure, then the same 
hypercube is selected and the same quantity uncertainty Q LU (S) = U (L)  must be 
applied. However, the pressure is equal to Q  in correspondence of two different 
time instants: tS and tL for SBLOCA and LBLOCA respectively. Therefore two 
distinct time cells, containing own time uncertainty values ut(tS) and ut(tL) are 
identified. The time errors Ut(tS) and Ut(tL) are in conclusion different due to the 
different time uncertainty values and for the fact that the value Q  of the primary 
pressure is reached in correspondence of two different time instants in the 
transients. In this way it is possible to explain the differences in the total uncertainty 
prediction between the different transient types (e.g. between a SBLOCA and a 
LBLOCA) considered in CIAU methodology. A similar argument must be applied 
when the same time t  is considered during the transients. In that case, the time 
uncertainty has the same value but not the quantity uncertainty: as conclusion, the 
total quantity uncertainty is again different. 
3.1.3. Key Industrial Applications of CIAU 
Three main applications of the CIAU methodology with relevance to the nuclear 
industry are presented hereafter. More details may be found in Refs [8, 85, 86]. 
 
 
Figure 3.8 : Time, quantity and total quantity uncertainties for 
two different transients. 
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Uncertainty Analysis of the LBLOCA-DBA of the Angra-2 PWR NPP. 
Angra-2 is a 4 loop 3765 MWth PWR designed by Siemens KWU. The NPP is 
owned and operated by the ETN utility in Brazil. The NPP design was ready in the 
‘80s, while the operation start occurred in the year 2000 following about ten-year 
stop of the construction. The innovation proposed to the licensing process by the 
applicant consists in the use of a Best Estimate tool and methodology to 
demonstrate the compliance of the NPP safety performance with applicable 
acceptance criteria set forth in the Brazilian nuclear rule. 
In this study [8], the CIAU application aimed at performing an ‘independent’ best-
estimate plus uncertainty analysis of the LBLOCA-DBA of the Angra-2 PWR NPP. 
The analysis is classified as ‘independent’ in the sense that it was carried out by 
computational tools (code and uncertainty method) different from those utilized by 
the applicant utility. 
The main results are summarized in Fig. 3.9 and 3.10, where the PCT and the 
related uncertainty bands obtained through the CIAU and through the 
computational tools adopted by the applicant, are given. The following comments 
apply: 
- Continuous uncertainty bands have been obtained by CIAU related to rod 
surface temperature (Fig. 3.9), pressure and mass inventory in primary system. 
Only point values for PCT are considered in Fig. 3.10; 
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Figure 3.9 : Result of CIAU application to Angra-2 LBLOCA analysis: 
uncertainty bands for rod surface temperature at ‘axial level 9’ 
of the realistic hot rod, obtained by the reference run. 
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Figure 3.10 : Angra-2 LBLOCA uncertainty evaluation: final result from the CIAU 
study and comparison with results of the applicant. 
 
- The CIAU (and the applicant) analysis has been carried out as best-estimate 
analysis: however, current rules for such analysis might not be free of undue 
conservatism and the use of peak factors for linear power is the most visible 
example; 
- The conservatism included in the reference input deck constitutes the main 
reason for getting the ‘PCT licensing’ from the CIAU application above the 
acceptability limit of 1200 °C; 
- The amplitude of the uncertainty bands is quite similar between the CIAU and the 
applicant. Discrepancies in the evaluation of the ‘PCT licensing’ outcome from 
the way of considering the ‘center’ of the uncertainty bands. In the case of CIAU, 
the ‘center’ of the uncertainty bands is represented by the phenomenological 
result for PCT obtained by the reference calculation (1100 °C in Fig. 3.9). In the 
case of applicant the ‘center’ of the uncertainty bands is a statistical value 
obtained from a process where the reference calculation has no role (796 °C in 
Fig. 3.10); 
- The reference best estimate PCT calculated by the applicant (result on the left of 
Fig. 3.10) plus the calculated uncertainty is lower than the allowed licensing limit 
of 1473 K; 
- The reference best estimate PCT calculated by CIAU (result on the right of  
Fig. 3.10) is higher than the PCT ‘proposed’ by the applicant and the upper limit 
for the rod surface temperature even overpasses the allowed licensing limit of 
1473 K thus triggering licensing issues; 
- Based on the results at the previous point, new evidences from experimental 
data have been made available by the applicant. This allowed to repeat the best 
estimate reference calculation (both for the CIAU and the applicant). The new 
reference best estimate PCT calculated by CIAU is lower than the previous 
(about 200 °C) and close to the new reference PCT calculated by the applicant 
(‘base case’ in Fig. 3.10); 
- It is shown that the new CIAU upper limit for the rod surface temperature is lower 
than the allowed licensing limit of 1473 K. 
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Kozloduy-3 200 mm Break to Show Similarity of Code Results  
Results of independent safety evaluations [85] of the transient behaviour of the 
Kozloduy unit 3 VVER 440/230 NPP (675 MWth) following Large Break LOCA is 
discussed in the following. The considered LOCA is originated by a 200 mm single 
ended break in cold leg, and conservative boundary and initial conditions were 
assumed. A comprehensive analysis of the ‘LBLOCA 200 mm’ transient was 
carried out. The specific purposes of the analysis include: 
- the demonstration that the use of the CATHARE code provides quantitatively and 
qualitatively similar predictions as the RELAP5; 
- the execution of an independent safety analysis supported by CIAU uncertainty 
evaluation. 
The following comments apply: 
- The application of the uncertainty method to the results of the ‘LBLOCA 200 mm’ 
might be not justified owing to the use of some conservative input data. However, 
within the present context, the CIAU uncertainty evaluation to the RELAP5 
analysis allows the quantitative evaluation of the results and of the CATHARE 
results predicted by UNIPI;  
- Uncertainty results related to the rod surface temperature that are obtained from 
the application of CIAU having as reference the UNIPI-RELAP5 calculation are 
summarized in Fig. 3.11; 
- The ‘PCT licensing’ predicted by CIAU (1062 °C) lies within the licensing 
acceptability threshold (1200 °C). The available safety margin is close to 150 K. 
The uncertainty results obtained by CIAU are supported by the outcome of the 
sensitivity study. The removal of the conservatism considered in the process 
(that could not be justified within the performed analysis) is expected to bring the 
predicted ‘PCT licensing’ below 1000 °C; 
- The demonstration that the results of predictions by RELAP5 and CATHARE are 
not in contradiction has been obtained through the uncertainty bands calculated 
by CIAU having as reference the RELAP5 calculation. Fig. 3.11 shows that the 
 
 
 
Figure 3.11 : Uncertainty analysis of the ‘200 mm’ LOCA-DBA of VVER-440 NPP: 
main result from CIAU application. 
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 CATHARE results are embedded within the uncertainty bands of the RELAP5, 
when the same transient is calculated with the same boundary and initial 
conditions, thus allowing a successful solution to the assigned problem. 
Best Estimate and Uncertainty Evaluation of LBLOCA 500 mm for Kozloduy-3 
The analysis of the ‘LBLOCA 500 mm’ (DEGB in CL) transient [86] was carried out 
by adopting the Relap5 code. The specific purposes of the analysis include the 
assessment of the results and the execution of an independent safety analysis 
supported by uncertainty evaluation. A BE transient prediction of the ‘LBLOCA 500 
mm’ was performed. Evaluation of the uncertainty was performed by CIAU for the 
RPV upper plenum pressure, the mass inventory in primary system and the hot rod 
cladding temperature. Only the last parameter is shown in Fig. 3.12 together with 
the uncertainty bands. The most relevant result is the demonstration that the PCT 
in the concerned hot rod is below the licensing limit. 
In the same Fig. 3.12, bounding results (PCT and time of quenching) from two 
conservative calculations (i.e. obtained by a BE code utilizing conservative input 
assumptions) are given: one is the conservative calculation (‘driven’ conservatism 
in Fig. 3.12) performed by the applicant, the other is the conservative calculation 
performed by UNIPI (‘rigorous’ conservatism in Fig. 3.12). The following can be 
noted: 
a) The ‘driven’ conservative calculation has been performed by the applicant 
using a set of values for the selected conservative input parameters different 
respect to the values adopted in a previous analysis and accepted by the 
regulatory body; 
b) The ‘driven’ conservative calculation is not “conservative” and does not bound 
entirely the BE + uncertainty upper bound. This implies that code uncertainties 
are not properly accounted for by the adopted conservative input parameter 
values; 
 
 
 
Figure 3.12 : BE reference 500 mm LBLOCA analysis for Kozloduy Unit 3 NPP: 
Surface temperature at the PCT location in hot rod and 
uncertainty bands derived by CIAU application. 
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c) The ‘rigorous’ conservative calculation performed by UNIPI [86] is correctly 
conservative (i.e. it use the same set of values for the selected conservative 
input parameters previously licensed), but its conservatism is such to cause 
PCT above the licensing limit; 
d) The comparison between the conservative PCT obtained by UNIPI and the 
CIAU upper band of the BE+uncertainty calculation shows the importance of 
using a full BE approach with a suitable evaluation of the uncertainty. 
3.1.4. Extension to Coupled 3D TH-NK Codes: CIAU-TN 
CIAU-TN [84, 25] is the extension of CIAU method for the uncertainty evaluation of 
the 3D Thermal-Hydraulics/Neutron-Kinetics coupled code calculations. The 
capability to derive continuous uncertainty bands bounding the core power history 
and the axial and radial peaking factors distributions has been achieved and 
sample results related to the OECD/NRC PWR MSLB Benchmark [87] have been 
shown. Notwithstanding the full implementation and use of the procedure requires 
a database of errors not available at the moment, the results obtained give an idea 
of the errors expected from the application of the present computational tool to 
problems of practical interest. 
3.1.4.1. Features of CIAU-TN 
The status approach at the basis of CIAU methodology, implies the selection of 
new ‘driving’ quantities to take into account the thermal-hydraulics/neutron-kinetics 
feedbacks between the two codes and to characterize the regions of the phase-
space (hypercubes) to which assign the uncertainty values. In order to achieve this 
extension, the number of ‘driving’ quantities has been increased by two units, as 
can be seen in Table 3.7. The total reactivity and the core average exposure 
constitute the two additional quantities able to characterize the series of 
subsequent statuses by which each transient scenario in NPP evolves. The ranges 
of variation for these variables and their subdivisions into intervals together with the 
new adopted subdivision for the total core power are identified in Table 3.7. The 
total number of hypercubes, resulting from the combination of all intervals of the 
eight variables, is increased to 311040 instead of the 8100 hypercubes used in 
CIAU. However, this number can be reduced taking into account some physical 
conditions when the NPP status is identified; e.g. the possibility of getting status 
with very low pressure and core power greater than 100% is excluded.  
In order to achieve the capability to predict the uncertainty affecting the 3D thermal-
hydraulics/neutron-kinetics calculations, the uncertainty matrices and vectors listen 
in Table 3.8 have to be filled following a similar approach to the one pursued for  
 
Table 3.7 :  Subdivision of the new driving quantities into intervals. 
HYPERCUBE LIMITS NEW DRIVING 
QUANTITIES (1) (2) (3) (4) (5) (6) 
Total 
Reactivity 
(dk/k) 
-0.40 ÷ -0.10 -0.10 ÷ -0.01 -0.01 ÷ 0.0 0.0 ÷ 0.003 0.003 ÷ 0.005 0.005 ÷ 0.007 
Core Average 
Exposure 
(GWd/t) 
0 ÷10 10 ÷ 20 20 ÷ 30 30 ÷ 40 - - 
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Table 3.8 :  New uncertainty matrixes and vectors in CIAU-TN. 
ID DESCRIPTION OBJECTIVE 
DTUV Detailed Time Uncertainty Vector Uncertainty on the Time when the Power Peak occurs 
DPUV Detailed Power Uncertainty Vector Uncertainty on the Quantity of the Core Power 
APFUV Axial Peaking Factors (Fz) Uncertainty 
Vector 
Uncertainty on the Quantity of Fz 
ZUV Axial (Z) Position Uncertainty Vector Uncertainty on Axial Position of the Maximum   
RPFUV Radial Peaking Factors (FR) 
Uncertainty Vector 
Uncertainty on the Quantity of FR 
XUV Radial (X) Position Uncertainty Vector Uncertainty on Radial (X) Position  
YUV Radial (Y) Position Uncertainty Vector Uncertainty on Radial (Y) Position  
 
the filling of QUM and TUV. The application of CIAU-TN is straightforward once 
these uncertainty matrices and vectors are available: each time the transient enters 
in one plant status, uncertainty values are picked up from the uncertainty database 
and continuous uncertainty bands are automatically generated and superimposed 
to the following three new additional ‘object’ quantities: a) Total core power history; 
b) Axial peaking factors distribution (Fz); c) Radial peaking factors distribution (Fx,y). 
The dependence on the spatial position of the quantities b) and c) requires the 
development of specific tools in order to compare experimental (or reference) and 
calculated results to get accuracy values. The description of these tools is beyond 
the scope of this section and can be found in detail in Ref. 84. 
Notwithstanding CIAU-TN is able to perform the uncertainty evaluation of the local 
factors at each time step of the calculation, hereafter the attention will be focused 
only on the peaking factors distributions corresponding to the time instant (tp) when 
the core power peak occurs. 
3.1.4.2. CIAU-TN Application to MSLB 
The reference calculation for the CIAU-TN uncertainty application deals with the 
second scenario (case with return to power) of the Exercise 3 of the MSLB 
Benchmark [88]. This exercise consists in performing a best-estimate coupled core 
plant transient analysis.  TMI-1 NPP is the reference design for the PWR model. 
The MSLB can occur as a consequence of the rupture of one steam line upstream 
of the main steam isolation valves. The event is characterised by significant space-
time effects in the core caused by the asymmetric cooling and the assumed stuck-
out control rod during the reactor trip. Appropriate modelling of this scenario 
requires multi-dimensional core representation (coupled three-dimensional 
neutronics/core thermal-hydraulics) supplemented by a one-dimensional simulation 
of the remainder part of the reactor coolant system. 
Two set of uncertainty matrices and vectors have been derived using the results of 
the MSLB Benchmark. The first set constitutes the objective of the derivation of the 
CIAU-TN and any calculation used in the process is qualified in the sense required 
by the methodology. The second one has been developed in order to enlarge the 
database (all the results of the MSLB have been considered) and to prove the 
capability and flexibility of the method. However, it can not be used to supply the 
uncertainty evaluation because a validation process has to be fulfilled. 
Related to set N° 1, the database have been calculated using only the results 
obtained by University of Pisa [89] through the use of RELAP5/PARCS coupled 
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code. Continuous uncertainty bands bound the trends of Fz and Fxy distributions 
and the core power history (see Fig. 3.13). Uncertainties values [87] for the 
following parameters have been calculated: 
• Core power: 
- first peak (117% of 2772 MW - tP = 7.9 s): 16.1% of quantity uncertainty 
(QU), 32.7% of time uncertainty (TU); 
- second peak (44% of 2772 MW - tP = 57.5 s): 35.8% of QU, 22.3% of TU; 
• Energy released to the fuel: 60.4%; 
• Fz distribution: 
- first peak: average uncertainty value of about 25.4% (maximum value 
46.6%); 
- second peak: average uncertainty value of about 33.6% (maximum value 
35.4%); 
• Fxy distribution: 
- first peak: average uncertainty value of about 33.9% (maximum value 
94.0%); 
- second peak: average uncertainty value of about 45.8% (maximum value 
135.3%). 
Notwithstanding the full implementation and use of the procedure requires a 
database of errors not available at the moment, the results obtained give an idea of 
the errors expected from the application of present computational tool to problems 
of practical interest. 
3.1.5. Main Topics for Comparison with other Uncertainty Methods 
Topic #1: List of uncertainty sources  
The process of application of best-estimate (or realistic) computer codes to the 
safety analysis of NPPs implies the evaluation of uncertainties.  This is connected 
with the (imperfect) nature of the code and of the process of code application.  In 
other words, ‘sources of uncertainty’ affect the prediction results of best-estimate 
codes and must be taken into account.  The list of uncertainty sources considered 
by CIAU method are independent on the uncertainty scenario and are listed in 
§ 2.2. 
Topic #2: How is the list of input uncertain parameters established? 
The UMAE/CIAU uses a data base of “relevant” transients in “relevant” facilities. It 
is therefore a necessary condition for the application of the methodology that such 
experimental data are available. “Relevant” facilities have been identified as those 
facilities designed having in mind the ‘time preserving’ and the ‘power-to-volume’ 
scaling ratios. LOFT, Semiscale, LOBI, SPES, BETHSY, LSTF, PKL, PMK, Pactel 
and Mist are examples of integral test facilities satisfying the above requirements in 
the PWR area. It is assumed that at least one experiment has been performed in at 
least one of these facilities having similar boundary and initial conditions to those 
of the selected reference transient. 
The information about the sources and the types of uncertainties is implicit in the 
data base constituted by experimental and calculated trends. The following 
process applies for the identification of uncertainties: 
a) Selection of the experiment representative of the reference NPP test scenario; 
b) Identification of Relevant Thermalhydraulic Aspects (RTA); 
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a) Core power history 
b) Axial Peaking Factors: First Peak c) Axial Peaking Factors: Second Peak 
  
d) Radial Peaking Factors: First Peak. e) Radial Peaking Factors: Second Peak. 
 
Figure 3.13 : Application of CIAU-TN to MSLB: uncertainty bands. 
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c) Characterisation of RTA: each RTA must be characterised by numerical values 
constituting the SVP, NDP, IPA and TSE (Single Valued Parameters, Non 
Dimensional Parameters, Integral Parameters, parameters belonging to the 
Time Sequence of Events, respectively): at least forty parameters must be 
selected to characterise a test scenario (the consideration of a relatively high 
minimum number of parameters removes the importance of subjective choices 
in this phase of the method); 
d) Identification of a minimum number of similar experiments. The following 
considerations apply: 
 - Several tens of tests similar among each other exist for a generic NPP 
transient; 
 - The adopted number of similar tests is a function of the resources 
available (increasing the number of selected similar tests increases the 
‘confidence’ in the results); 
- Tentatively, the minimum number of similar tests to be specifically 
considered for each application can be fixed as three (provided no 
unexpected situations are measured); this means that if in any set of three 
tests, performed in differently scaled facilities, an unexpected situation 
occurs (in the sense that a RTA occurs only in one test) the three 
experiments cannot be used for the UMAE/CIAU unless the origin of the 
problem is very well understood (for example connected to the boundary 
conditions) and the new RTA is very well predicted by the code; 
- Limiting situations may be envisaged: let us assume that ten experiments 
are used for the extrapolation. It may happen that all the ten experiments 
are characterised by one RTA but only in five (or less) of the experiments 
another RTA occurs. In such a situation the extrapolation process implies 
that in the same transient 10 data are used to extrapolate the first RTA and 
only 5 (or less) data are used to extrapolate the second RTA. The realism 
in the data extrapolation is not substantially affected considering that, even 
in the worst situation, 10 overall similar scenarios remain the basis for the 
extrapolation process. In addition, this situation does not occur if one 
extrapolates the accuracy for pressure and residual mass; it may occur 
when extrapolating the accuracy of rod surface temperature in case of 
CHF; 
e) Execution of code runs simulating the selected experimental scenarios: several 
conditions, identified in the UMAE/CIAU description, must be fulfilled in relation 
to the development of the nodalizations, the achievement of steady state, the 
acceptability of the code results. 
Topic #3: How are the uncertainties of the input parameters quantified? 
The ‘propagation of output errors’ is at the basis of UMAE/CIAU method. In no 
case a characterization of the input uncertainty parameters is adopted (as 
explained above all possible input uncertain parameters are considered by the 
method through the direct comparison between experiment and calculation 
results).  The following applies to the characterisation of the output uncertainties: 
a) The ‘Accuracy A’ (experimental value / calculated value) is a measure of the 
discrepancy between the experimental and calculated value of any of the 
parameters (RTA) discussed above; 
b) The quantity A is a stochastic variable. 
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Uncertainties associated with nodalization inadequacies (including the need to 
nodalize 3D systems with 1D components), model inadequacies including 
numerics, imperfect knowledge of boundary and initial conditions and user effects), 
are combined all together in the UMAE/CIAU process (see also Ref. 28). In this 
case it is assumed that the same uncertainty ranges characterise the facilities and 
the reference NPP. There are no assumptions connected with the linearity 
between parameters (RTA) and phenomena and with the mutual independence of 
the input uncertainties.  
Topic #4: Phenomena identification and ranking process 
A prioritization process constituted by phenomena identification and phenomena 
characterisation tables are included in different steps of the UMAE/CIAU. However 
in no case ‘ranking’ is adopted. 
In connection with the prioritization process it seems worthwhile to report here two 
observations, giving a reason why the ranking of phenomena is not considered in 
the UMAE/CIAU: 
- The phenomena identified (RTA in the case of the UMAE/CIAU) are not 
independent among each other (i.e. misprediction of break flow may be caused 
by misprediction in CCFL and vice versa): so, ranking of one phenomenon 
implies the ranking of many others that are not usually identified; 
- A highly ranked phenomenon (phenomenon (a), e.g. forced convection heat 
transfer) might be known with high level of accuracy; a low ranked phenomenon 
(phenomenon (b), e.g. behaviour of non condensable gases) might be known 
with a very low level of accuracy. In the frame of uncertainty evaluation the 
phenomenon (b) might cause a greater error than phenomenon (a), but owing to 
its low rate it is not considered. 
3.2. Enlargement of the CIAU Database 
The extension of the CIAU database is a fundamental activity in order to increase 
the reliability of the statistic evaluation (at the basis of CIAU) and to obtain a robust 
applicable tool for licensing applications. Thus the process to include new qualified 
tests to the existing database is the current main priority of the CIAU methodology 
and it is continuously ongoing in order to reach the target value of 100 tests.  
A large amount of resources (in terms of manpower and computational tools) is 
requested to perform the enlargement of the CIAU database as it shall include 
tests in which the experiments and the calculated results satisfy the acceptability 
criteria envisaged in the UMAE methodology (see § 2.4.3 and Ref. [35]). 
The work performed in the present context consists in the analysis (or repetition of 
previous analyses) and qualification (in the sense required by UMAE methodology 
[90]) of 12 tests concerning different kinds of transients and types of facilities [6]. 
The status of the CIAU database with the list of tests is presented in § 3.2.1 
whereas the final calculated accuracy and uncertainty values are depicted through 
a set of figures in § 3.2.1.1 and § 3.2.1.2 respectively. The external (i.e. 
independent) qualification process of the updated CIAU database is then 
discussed in § 3.2.2. More details about each new test added to the databased 
together with the main achieved results are given in Appendix A. 
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3.2.1. The Status of the CIAU-RELAP5 Database 2008 
The new tests added to the CIAU-RELAP5 database derives from several 
performed activities ranging from the RELAP5 assessment and validation, to the 
demonstration of the availability of qualified computational tools for developing 
accident management procedures in VVER-1000 NPP (TACIS 30303 contract-
service) and to the participation in international activities (OECD PSB-VVER, 
OECD SETH and PKL III and OECD-BEMUSE) and cooperation (like for the test 
LOFT L2-3 LBLOCA). 
Notwithstanding a complete documentation is available for each of the tests 
included in the database, a suitable procedure for archiving, classifying and 
verifying the tests has been set up and reported partially, as sample, in Appendix A. 
The aim of the procedure is: 
• to allow an easy check of all tests and of their implementation into the CIAU 
database; 
• to record in a systematic way all relevant information characterizing each test of 
the database (the relevant documents, the input decks, the experimental data, 
the identification of the parameters, etc...); 
• to provide the possibility to easily transfer the “know-how” gained in the 
development phase of the CIAU method to any other developer (or user); 
• to make easier the traceability of the data (i.e. from the accuracy value of each 
point of a test to the final stored uncertainty value) embedded into QUM and 
TUV; 
• to support the application of the database (through the UBEP program) with all 
the necessary information regarding the adopted uncertainty data and the 
number and kind of tests, and thus accuracy values, from which the uncertainties 
have been derived. 
Main features of the ITFs, whose experimental tests have been used for enlarging 
the CIAU database, are briefly summarized hereafter and highlighted in Table 3.9. 
• PSB-VVER facility is a VVER1000 (V-320 design) NPP simulator. It is a full high 
ITF at “low-power” with volume and cross-sectional area scaled down 1:300. The 
facility has the primary and secondary systems at full pressure as in the 
reference NPP; 
• PKL-III facility is a KONVOI 1300-MWe PWR NPP simulator (Siemens design). It 
is a full height ITF that models the entire primary system and most of the 
secondary system (except for the turbine and the condenser). The power, the 
volume and the cross sectional areas are scaled down (1:145). The primary and 
secondary side pressures are scaled with respect to the reference NPP and 
cannot exceed about 5MPa and 5.6MPa respectively. All four loops are 
simulated separately; 
• LOBI/MOD2 facility is a simulator of a 1300-MWe KWU-PWR Siemens (4 loops). 
It is a full-power, full-pressure ITF scaled down (1:712). It incorporates the 
essential features of a typical PWR primary and secondary cooling system; 
• LOFT (Loss-Of-Fluid-Test) facility is a 1000MWe Westinghouse PWR NPP (4 
loops) simulator. It is a fully operational PWR (i.e. with real nuclear core) able to 
investigate the nuclear thermal-hydraulic phenomena. The coolant volumes and 
flow areas in LOFT were scaled down (1:50). 
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Table 3.9 : Main feature of some ITFs belonging to the CIAU database 2008. 
# QUANTITY UNIT 
PSB-
VVER 
PKL-III LOFT LOBI/MOD2 
1 Reference reactor type -- 
VVER-
1000 
(4 loops) 
KWU-
PWR 
Siemens 
(4 loops) 
W-PWR 
(4 loops) 
KWU-PWR 
Siemens 
(4 loops) 
2 Reference reactor power MWth 3000 3900 3000 3900 
3 ITF nominal power MWth 1.5 2.512 10 5.28 
4 ITF number of loops -- 4 4 4 2 
5 ITF number of rods -- 168 340 1300 8x8 
6 
Nominal pressure 
primary side MPa 15.7 4.5* 15.5 15.7 
7 
Maximum secondary 
side presure 
MPa 5.9 5.6* 5.86 6.94 
8 ITF volume with PRZ m3 -- 3.282 -- 0.649 
9 Number of tubes for SG -- 34 28 -- 
IL 24 
BL 8 
10 
Internal diameter of SG 
tubes 
mm  19.6 -- 
IL 19.6 
BL 19.6 
11 
L/D ratio of hot leg – max 
and min values --  32.18 -- 
IL 60.814 
BL 95.010 
 
* Limit on the operator pressure. 
 
The 12 new tests analyzed have been added to the existing CIAU database 
available from 2003 (DB 2003) and they are listed in Table 3.10 from n° 29 to 
n° 40. The following considerations apply: 
• A variety of transient types are part of the table, ranging from LBLOCA to 
SBLOCA, to LOFW, to trip of the MCP, to operational transients; 
• A wide range of volume scaling factors is covered up to include the full database 
coming from NPP; 
• SETF and ITF simulating all classes of light water reactors (PWR, BWR and 
VVER) and also CANDU Reactors (see n° 20 in  Table 3.10) are part of the 
database; 
• The number of hypercubes that are touched by the ensemble of the experiments 
listed in Table 3.10 is 339 over a total number of 8100 hypercubes (though it 
shall be noted that not all of the 8100 hypercubes correspond to situations of 
practical interest in the NPP). In particular, the are transients like the test BL-06 
(SBLOCA in LOBI/MOD2 facility, #18 in Table 3.10) that evolves through a high 
number of hypercubes and tests like #9, 10, 11 or #26, 27 in Table 3.10 that stay 
inside only two hypercubes for all duration of the transient; 
• An internal (see § 3.3) and external (see § 3.2.2) qualification process have been 
performed to confirm and to verify the consistency and the qualification of the 
new updated CIAU database (DB 2008); 
• A general decreasing of the uncertainty values for the ‘object’ quantities inside 
each hypercube has been observed passing from 28 to 40 tests (see also 
§ 3.2.1.2), as expected. The 12 new tests increase also of about one hundred 
the number of hypercubes filled with uncertainty data. 
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Table 3.10: Transients belonging to the CIAU database 2008 (DB 2008). 
 
N° Facility/Plant Test ID Type 
Scaling 
Factor  
1 / KV 
N° 
Hyper-
cubes 
Involved 
End of 
Test for 
CIAU 
(s) 
1 SPES SP-SB-04 SBLOCA 
Ar = 6% of Amax in CL 
100% power 
No AFW. SRV active 
HA and LPIS in CL 
1/257 20 1600 
2 SPES SP-SB-03 SBLOCA 
Ar = 6% of Amax in CL 
10% power 
No AFW. SRV active 
HA and LPIS in CL 
1/257 19 1800 
3 LOBI/MOD2 BL-44 SBLOCA 
Ar = 6% of Amax in CL 
100% power 
No AFW. SRV active 
HA and LPIS in CL 
1/712 22 2200 
4 LOBI/MOD2 BL-34 SBLOCA 
Ar = 6% of Amax in CL 
10% power 
No AFW. SRV active 
HA and LPIS in CL 
1/712 25 2200 
5 LSTF SB-CL-18 SBLOCA 
Ar = 6% of Amax in CL 
10% power 
No AFW. SRV active 
HA in CL 
1/48 17 709 
6 LSTF SB-CL-21 SBLOCA 
Ar = 6% of Amax in CL 
10% power 
No AFW. SRV active 
HA in CL 
1/48 21 1572 
7 LOBI/MOD2 A1-93 SBLOCA 
Ar = 2% of Amax in CL 
100% power 
No AFW. SRV active 
HA in CL 
1/712 24 1950 
8 LOBI/MOD1 A1-04 LBLOCA 
Ar = 200% of Amax in CL 
HA in CL 
1/712 18 72 
9 VVER-1000 KZ1 
Operational 
Transient 
Loss of a primary loop flow  
72 % power 
FW controlled by core power 
1/1 2 248 
10 VVER-1000 KZ2 
Operational 
Transient 
Loss of a primary loop flow 
52 % power 
FW controlled by core power 
1/1 2 222 
11 VVER-1000 KZ3 
Operational 
Transient 
Partial Loss of feedwater 
72 % power 
SG control valve stuck open 
1/1 4 118 
12 LOBI/MOD2 BT15-BT16 LOFW 
100% power 
BT15 pumps running 
BT16 pumps tripped 
1/712 17 12500 
13 SPES SP-SW-02 LOFW 
Delayed activation of AFW. 
No ECCS intervation 
1/257 17 6666 
14 LSTF LSLW LOFW 
Delayed activation of AFW. 
No ECCS intervation 
1/48 13 11004 
15 UPTF UPTF-05 LBLOCA 
Blow Down Phase 
Constant Conditions. 
ECCS injection 
1/1 54 98 
16 UPTF UPTF-06 - 
Refill Phase 
Constant Conditions. 
ECCS injection 
1/1 36 119 
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Table 3.10: Transients belonging to the CIAU database 2008 (DB 2008) – Cont’d. 
 
 
 
N° Facility/Plant Test ID Type 
Scaling 
Factor  
1 / KV 
N° 
Hyper-
cubes 
Involved 
End of 
Test for 
CIAU 
(s) 
17 UPTF UPTF-07 - 
Refill Phase 
Constant Conditions. 
ECCS injection. N2 injection 
1/1 54 377 
18 LOBI/MOD2 BL-06 SBLOCA 
Ar = 6% of Amax in CL 
Trip of FW and MSL 
1/712 34 6484 
19 LOBI/MOD2 BT-17 LOFW 
Delayed activation of AFW 
Fast upper plenum 
depressurization 
1/712 28 6030 
20 RD-14m B9401 LBLOCA 
Inlet Header 
Critical Break LOCA 
1/60 24 900 
21 LOBI/MOD2 BT-02 LOFW - 1/712 14 9913 
22 ANGRA-1 RES-11-99 
Station Black 
Out 
- 1/1 9 178 
23 VVER-1000 MCP01 MCP Main Coolant Pump Restart 1/1 4 120 
24 VVER-440 MCP02 MCP Main Coolant Pump Trip 1/1 4 599 
25 
VVER-440 
BC V-213 
BC-V213-05 LBLOCA 
70 mm break diameter and 
‘far’ position 
1/1000 11 160 
26 PANDA ISP42-Ph-A 
Containment 
Pressurization 
Passive Containment Cooling              
System Start-Up 
1/40 2 5400 
27 PANDA ISP42-Ph-C 
Containment 
Pressurization 
Long-Term Passive Decay 
Heat Removal 
1/40 2 7000 
28 PSB-VVER cl-4-1-03 SBLOCA 
Ar = 4.1% of Amax in CL 
Accumulators available 
LPIS in loops 1,3,4 
1/300 17 2800 
29 LOFT L2-5 LBLOCA 
Ar = 200% of Amax in CL 
100% power 
Trip of FW and MSL 
HA, HPIS and LPIS in CL 
1/50 18 65 
30 LOFT L2-3 LBLOCA 
Ar = 200% of Amax in CL 
100% power 
Delayed cost down of 
primary coolant pumps 
HA, HPIS and LPIS in CL 
1/50 38 200 
31 PKL-III EE22 SBLOCA 
HPIS and LPIS 
(loop 1 and 2) 
1/300 18 2593 
32 PSB-VVER CT41 SBLOCA 
Ar = 4.1 % of Amax  
CT of LOBI BL-34 
HA available 
LPIS in loops 1,3,4 
1/300 22 3511 
33 PSB-VVER T#08 SBLOCA 
Ar = 0.5 %  of Amax  
HPIS & LPIS failure 
AM: PS F&B by PORV 
opening and make-up 
system 
1/300 27 4377 
34 PSB-VVER T#04 SBLOCA 
Ar = 0.7 % of Amax  
AM: SS depressurization 
by SG2 & 3 
1/300 26 4780 
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Table 3.10: Transients belonging to the CIAU database 2008 (DB 2008) – Cont’d. 
 
Ar : Break Area AFW : Auxiliary Feed Water BRU-A : SRV in WWER reactor 
CL : Cold Leg CT: Counterpart Test  FW : Feed Water 
F&B : Feed and Bleed HA : Hidro Accumulator MSL : Main Steam Line 
PORV : Pilot Operated Relief Valve  PRISE : PRImary to SEcondary leakage PS : Primary System 
SG : Steam Generator SRV : Steam Relief Valves SS : Secondary System 
 
A synthesis of the content of the database DB 2008 is performed by the Table 3.11 
and the Figures 3.14, 3.15 and 3.16 where also the comparison with the DB 2003 
is shown. The experiments belonging to the DB 2008 are grouped in classes of 
transients in Table 3.11 to allow the verification of the non-dependence of the 
accuracy and uncertainty values inside each hypercube on the type of test, as it is 
requested from one step of the internal qualification process (see Fig. 3.29). 
Moreover the table illustrates that the DB 2008 is very well suited for covering all 
phenomena occurring during a loss of coolant accident (both from small and large 
break size). 
Figure 3.14 depicts the number of tests (i.e. the couples made up of one 
experiment and the related code calculation) inside each cell of the time vector 
(TAV or TUV) as function of the transient time duration. At each time cell is 
associated a physical time (x-axis) as from Table 3.2. One of the condition for a 
qualified application of the CIAU method (see § 3.3) is that at least 10 tests coming 
from three different facilities are used for the derivation of the uncertainty from the 
accuracy values inside each time cell. Based on this constraint, a qualified 
application (by UBEP) of the CIAU method with DB 2008 can be obtained for 
transients with a duration less than about 6000 s. An increase of about 4000 s has 
been obtained respect with the DB 2003. 
Figures 3.15 and 3.16 depict the number of tests and ‘data-points’ respectively 
inside each hypercube (of QAM or QUM) represented by a progressive number in 
x-axis. Generally more data-points (Mj in § 3.1.2.1) of the same test (j) fall inside 
the same hypercube and this is the origin of the difference between the Figures. 
N° Facility/Plant Test ID Type 
Scaling 
Factor  
1 / KV 
N° 
Hyper-
cubes 
Involved 
End of 
Test for 
CIAU 
(s) 
35 PSB-VVER T#11 SBLOCA 
Ar = 0.7 %  of Amax  
HPIS failure 
AM: SS cooldown 30 K/h & 
1 HPIS recovery 
1/300 23 10014 
36 PSB-VVER T#12 SBLOCA 
Ar = 0.7 % of Amax 
HPIS & LPIS failure 
AM: SS cooldown 30 K/h & 
make-up system 
1/300 23 10014 
37 PSB-VVER T#10 NC 
Natural circulation 
Dreinage and refilling 
phases 
1/300 10 39665 
38 PSB-VVER T#03 PORV 
PORV stuck open 
Similar to Zaporozhye Acc. 
1/300 12 1035 
39 PSB-VVER 11up IBLOCA 
Ar = 11% of Amax 
(upper plenum) 
Shakedown test 
1/300 21 12425 
40 PSB-VVER PSH1 SGTR 
PRISE 
BRU-A stuck open 
1/300 22 16719 
Università di Pisa – DIMNP  - 94 -  Advancements in CIAU Methodology 
 
 
Alessandro Petruzzi  - December 2008 -  Page 94 of 331 
Table 3.11 : Subdivision of the tests of CIAU DB 2008 in transient classes. 
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(a) :  Two tests simulate the Refill phase (d) : Containment Pressurization 
(b) : Station Blackout (e) : Natural Circulation 
(c) : Main Coolant Pump Restart (f) : Intermediate Break LOCA 
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Figure 3.14: Number of tests inside TUV (DB 2003 and DB 2008). 
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Figure 3.15 : Number of tests inside QUM (DB 2003 and DB 2008). 
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Figure 3.16 : Number of points inside QUM (DB 2003 and DB 2008). 
0
100
200
300
400
500
600
700
800
900
1000
1 501 1001 1501 2001 2501 3001 3501 4001 4501 5001 5501 6001 6501 7001 7501 8001
Università di Pisa – DIMNP  - 96 -  Advancements in CIAU Methodology 
 
 
Alessandro Petruzzi  - December 2008 -  Page 96 of 331 
One of the condition for a qualified application of the CIAU method (see § 3.3) is 
that each hypercube contains at lest three tests coming from three different 
facilities and each of these tests has at least 10 data-points to be used for the 
accuracy ‘extrapolation’ process for deriving the uncertainty values. Based on 
Figures 3.15 and 3.16, the following considerations apply: 
• The DB 2008 allows to fill new hypercubes (about 100) that were empty in the 
DB 2003; 
• A larger number of points and tests are present inside each hypercube in the 
DB 2008; 
• The constrain previously mentioned is satisfied in a larger number of 
hypercubes for the DB 2008 respect with the DB 2003. 
3.2.1.1. The Accuracy Database 2008 
The synthesis of the accuracy values of the databases (DB 2003 and DB 2008) is 
made through the Figures from 3.17 to 3.20 distinguishing between time and 
quantities (primary pressure, primary mass inventory and maximum cladding 
temperature) accuracy. In all figures the y-axis shows the normalized time or 
quantities accuracy values, i.e. the actual time or quantities accuracy values inside 
the time cell or hypercube divided respectively by the maximum values of the time 
or quantities accuracy of the whole database. Due to proprietary reasons the 
maximum values are not supplied in this context. The following considerations 
applied  
• The time accuracy values of the DB 2008 are slightly larger respect with the 
DB 2003 during the first 6000 s when qualified (UBEP) applications can be 
performed; 
• After 6000 s the time accuracy values of the DB 2008 are definitively larger 
and almost equal to two times the values of the DB 2003; 
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Figure 3.17: Normalized time accuracy (DB 2003 and DB 2008). 
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Figure 3.18: Normalized primary pressure accuracy (DB 2003 and DB 2008). 
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Figure 3.19 : Normalized primary mass inventory accuracy 
(DB 2003 and DB 2008). 
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Figure 3.20 : Normalized maximum cladding temperature accuracy  
(DB 2003 and DB 2008). 
 
• The reasons for such an increase of the time accuracy values from DB 2003 to 
DB 2008 are connected with the addition to the database of transients 
involving accident management procedures (tests # 33, 34, 35 and 36) whose 
time accuracies (i.e. the discrepancy between the experimental and the 
calculated timing of the events) are larger than the average values derived 
from all the remaining transients; 
• A systematic decrease of the primary accuracy values can be observed 
passing from DB 2003 to DB 2008; 
• The accuracy values of the primary system mass inventory is in general 
decreasing from DB 2003 to DB 2008 with few exceptions for some 
hypercubes at very low pressure and some hypercubes at high pressure and 
relatively high power; 
• The statement at the previous bullet applies also to the accuracy values of the 
cladding temperature. In this case the accuracy values (in %) are larger for the 
hypercubes characterized by temperatures around 500K + 100K. 
3.2.1.2. The Uncertainty Database 2008 
The synthesis of the uncertainty values of the databases (DB 2003 and DB 2008) 
is made through the Figures from 3.21 to 3.24 distinguishing between time and 
quantities (primary pressure, primary mass inventory and maximum cladding 
temperature) uncertainty. In all figures the y-axis shows the normalized time or 
quantities uncertainty values, i.e. the actual time or quantities uncertainty values 
inside the time cell or hypercube divided respectively by the maximum values of 
the time or quantities uncertainty of the whole database. Due to proprietary 
reasons the maximum values are not supplied in this context.  
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Figure 3.21: Normalized time uncertainty (DB 2003 and DB 2008). 
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Figure 3.22: Normalized primary pressure uncertainty (DB 2003 and DB 2008). 
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Figure 3.23: Normalized primary mass inventory uncertainty 
(DB 2003 and DB 2008). 
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Figure 3.24: Normalized maximum cladding temperature uncertainty  
(DB 2003 and DB 2008). 
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A set of considerations similar to the one discussed for the analysis of the 
database of the accuracy can be applied to the uncertainty database. In addition, 
from Figure 3.24 shall be emphasized that the larger uncertainty values for the 
maximum cladding temperature are stored in the hypercubes representing the 
occurrence of the core quenching (e.g. the four hypercubes around 1000, 2000, 
3000 and 4000). The uncertainty values in correspondence of the core dry-out 
occurences (e.g. hypercube around #6000) are less than 20%. 
3.2.2. The (External, Independent) Qualification of the Database 2008 
One important aspect of any tool developed in system thermal-hydraulics is the 
possibility to perform an assessment and eventually to show the quality level, 
utilizing databases independent from those utilized in the development of the tool 
itself. Two qualification steps are foreseen in the case of CIAU: the Internal 
Qualification Process (discussed in the following section) and the Independent 
(External) Qualification Process here presented. 
The Independent (External) qualification step is carried out when a reasonable 
number of hypercubes and time intervals have been filled (the DB 2008 is actually 
in this condition). In this case, CIAU is run to simulate qualified transients 
measured in ITFs that have not been utilized for getting uncertainty values. The 
success is the demonstration that CIAU-calculated uncertainty bands envelop the 
experimental data. This must be intended as the reference Independent (External) 
Qualification process for the CIAU, together with the condition that uncertainty 
bands are reasonably large. The completion of this step allows establishing, on an 
objective basis, the confidence level of the uncertainty statements. The increase in 
the number of positively completed qualification analyses will increase the 
confidence level of the procedure. The SBLOCA experiment SB-CL-18 (test #5 in  
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Figure 3.25: Uncertainty bands for the primary pressure of SBLOCA experiment 
SB-CL-18 (DB 2003 and DB 2008). 
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Figure 3.26: Uncertainty bands for the Primary system mass inventory of SBLOCA 
experiment SB-CL-18 (DB 2003 and DB 2008). 
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Figure 3.27: Uncertainty bands for the cladding temperature of SBLOCA 
experiment SB-CL-18 (DB 2003 and DB 2008). 
 
Università di Pisa – DIMNP  - 103 -  Advancements in CIAU Methodology 
 
 
Alessandro Petruzzi  - December 2008 -  Page 103 of 331 
Table 3.10, [13]) performed in the Japanese facility LSTF was selected as objective 
of the analysis. Thermal-hydraulic system code calculations [91] were performed in 
order to simulate the transient evolution and the CIAU uncertainty bands were 
calculated from the databases (DB 2003 and DB 2008) from where the test #5 was 
cancelled (not considered). The experimental data were used to show the success 
of the uncertainty evaluation and to qualify the uncertainty methodology. The 
results are given in Figures 3.25, 3.26 and 3.27, where the Relap5/Mod3.2 best 
estimate code prediction, the experimental data and the upper and lower predicted 
uncertainty limits (obtained from DB 2003 and DB 2008) are reported for each of 
the three ‘object’ quantities. The following two remarks apply: 
• The uncertainty bands bound the experimental data and thus the Independent 
(External) qualification process has been successfully completed; 
• The comparison between the uncertainty limits calculated using the old 
(DB 2003) and the new database (DB 2008) reveals that the new bands are in 
general narrower as consequence (see Eqs 3.12, 3.17, 3.18) of the decreasing 
of the values Es and Eσ with the increasing of the number of data-points and 
tests inside the hypercubes. 
3.3. A Methodology for the (Internal) Qualification of the 
Database 
The Internal Qualification process is a fundamental step for the demonstration of 
the qualification level of the CIAU. The activity performed in the present framework 
has consisted in developing a systematic procedure for the qualitative and 
quantitative analysis of the CIAU database.  This process is continuously ongoing 
during the development of the method and only after his positive finalization (see 
Fig. 3.4) the External (Independent) Qualification process can be applied. 
More in detail, the internal qualification process must demonstrate that the 
accuracy and uncertainty values in each hypercube or in each time cell do not 
depend upon: a) the time (into the transient) when the hypercube is reached; b) the 
volume scaling factors of the facilities; c) the transient type (e.g. SBLOCA, 
LBLOCA, LOFW, etc.); d) the dimension of the hypercubes (at least up to a certain 
extent); e) the characteristics of ITF or SETF or NPP implemented in the database. 
For instance, it might happen that the internal qualification process reveals that 
data from the analysis of several SBLOCAs produce uncertainty values much 
higher than data from the analysis of a similar number of LBLOCAs, when the 
same hypercubes are selected. In this case, the number of hypercubes, i.e., the 
ranges of variation of the driving quantities, must be changed or the transient type 
must be identified inside each hypercube.  The main steps of the methodology for 
performing the internal qualification process are discussed in § 3.3.1 and § 3.3.2 
distinguishing between the qualification at accuracy and uncertainty level 
respectively. 
In addition to the analysis of the distribution of the accuracy and uncertainty values 
inside the database, the following constrains constitute pre-requisites for a qualified 
CIAU application stemming from the stored information in the selected time-cells 
and hypercubes: 
 
Università di Pisa – DIMNP  - 104 -  Advancements in CIAU Methodology 
 
 
Alessandro Petruzzi  - December 2008 -  Page 104 of 331 
1. At least 10 tests coming from three different facilities shall be used for the 
derivation of the time uncertainty from the time accuracy values inside each 
time cell; 
2. Each hypercube shall contain at lest three tests coming from three different 
facilities and each of these tests shall have at least 10 data-points to be used 
for the accuracy ‘extrapolation’ process for deriving the quantity uncertainty 
values. 
3.3.1. Qualification at Accuracy Level 
The internal qualification process at accuracy level consists of the following four 
steps, the first of which is dealing with the ‘acceptability analysis’ (i.e. the 
quantification of the discrepancy between each experiment and the related 
calculation) of each single test of the database: 
1. Application of the FFTBM to the driving quantities (see Table 3.1). An example 
of this step is given in Figure 3.28 for the test ‘11up’ (test # 39 in Table 3.1). 
During the whole transient duration, the following conditions shall be satisfied 
for accepting a test inside the CIAU database: 
a) the single accuracy value of the primary pressure shall be less than 0.1; 
b) the single accuracy values of the other driving quantities must be less than 
0.4; 
c) the global accuracy value (i.e. for the whole transient) must be less than 
0.4. 
In Fig. 3.28 the single accuracy value of the core power is not shown as the 
‘calculated’ core power was imposed to be equal to the experiment values (i.e. 
single accuracy is equal to 0); 
2. Verification inside each hypercube that the standard deviation of the jM  
quantity accuracy values Y,Hyp( )j,kA
Q  ( )k =1,…,M j  belonging to the same test j 
(see item 7 in § 3.1.2.1) is sufficiently small to consider the average value 
Y,Hyp( )
jA
Q  as representative of the error stemming from each set j inside the 
hypercube. Practically, the following constrains shall be satisfied: 
( ) ≤ ⋅ ⋅ 
Y,Hyp( ) Y,Hyp( )
d d MIN j j d d MIN d d MAXQ (p ) 1- A - 2 σ Q (p ) +Q (p ) 2
Q Q  (3.20a) 
( ) ⋅ ⋅ ≤ 
Y,Hyp( ) Y,Hyp( )
j j d d MAX d d MIN d d MAX1+ A +2 σ Q (p ) +Q (p ) 2 Q (p )
Q Q  (3.20b) 
where: 
- d d MINQ (p )  and d d MAXQ (p )  are the lower and upper limit respectively of the 
interval pd of the quantity Qd of the selected hypercube Hyp(Q); 
- Y,Hyp( )jσ
Q  is the standard deviation of the jM  quantity accuracy values 
Y,Hyp( )
j,kA
Q  ( )k =1,…,M j  belonging to the same test j in the selected 
hypercube Hyp(Q). 
The constrains given by Eqs 3.20 shall be applied to each object quantity Y, 
noting that the selected three variables (see § 3.1.1.5) coincide with three of the 
six driving quantities in Table 3.1 (i.e. Y=1  Q1; Y=2  Q2 , Y=3  Q4). 
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Figure 3.28: Internal qualification process at accuracy level: application of the 
FFTBM to the driving quantities of the test # 39 (IBLOCA) in Table 3.1. 
 
3. Repetition of the same verification process at step 2 for the global accuracy 
≡ ∑
Hyp( )N
Y,Hyp( )Y Y,Hyp( )
j j
j=1
A A = P × A
Q
QQ  derived from the HYP( )N Q  tests inside the 
selected hypercube Hyp(Q). Practically, the following constrains shall be 
satisfied: 
( ) ≤ ⋅ ⋅ 
Y,Hyp( ) Y,Hyp( )
d d MIN d d MIN d d MAXQ (p ) 1- A - 2 σ Q (p ) +Q (p ) 2
Q Q  (3.21a) 
( ) ⋅ ⋅ ≤ 
Y,Hyp( ) Y,Hyp( )
d d MIN d d MAX d d MAX1+ A +2 σ Q (p ) +Q (p ) 2 Q (p )
Q Q  (3.21b) 
where Y,Hyp( )σ = σ Q  is given by Eq. 3.18 and accounts for the dispersion inside 
each hypercube originated by the combination of the average accuracy values 
Y,Hyp( )
jA
Q  of different origins. 
4. Demonstration that the accuracy values in each hypercube or in each time cell 
do not depend upon: a) the time (into the transient) when the hypercube is 
reached; b) the volume scaling factors of the facilities; c) the transient type 
(e.g. SBLOCA, LBLOCA, LOFW, etc.); d) the dimension of the hypercubes (at 
least up to a certain extent); e) the characteristics of ITF or SETF or NPP 
implemented in the database. 
For sake of simplicity, the analysis [7] to be performed is shown here by Fig. 
3.29 only for one ‘object’ quantity and one hypercube. The selected ‘object’ 
quantity is the cladding temperature, whereas the selected hypercube  is  one   
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Figure 3.29: Accuracy distribution of the cladding temperature inside 
the hypercube 9 4 2 3 5 3. The distribution is independent on 
the type of transient and on the scaling factors of the ITF. 
 
containing a sufficient large number of tests (hypercube 9-4-2-3-5-3).  Fig. 3.29 
demonstrates the independence of the accuracy values ( Y,Hyp( )jA
Q ) of the 
cladding temperature on the transient type and volume scaling factor (Kv) inside 
the selected hypercube. The Y,Hyp( )totA = A
Q  value is the extrapolated global 
cladding temperature accuracy inside the hypercube 9-4-2-3-5-3 derived from 
the 12 average accuracy values ( Y,Hyp( )jA
Q ) of the tests. 
3.3.2. Qualification at Uncertainty Level 
The internal qualification process at uncertainty level consists of the following three 
steps, the last of which is dealing with the whole database involving the 
‘a-posteriori’ qualification of the set of weighting factors selected during the 
accuracy extrapolation process (see § 3.1.2.2): 
1. Verification inside each hypercube that the calculated uncertainty values are 
consistent with the dimensions of the hypercube itself. Practically, the following 
constrains shall be satisfied: 
( ) ≤ ⋅ 
Y,Hyp( )
d d MIN d d MIN d d MAXQ (p ) 1-U Q (p ) +Q (p ) 2
Q  (3.22a) 
( )  ⋅ ≤ 
Y,Hyp( )
d d MIN d d MAX d d MAX1+U Q (p ) +Q (p ) 2 Q (p )
Q  (3.22b) 
 
≡ ≡ ⋅∑
Hyp( )N
Y,Hyp( )Y Y,Hyp( )
tot j j
j=1
A A A = P A
Q
QQ
Università di Pisa – DIMNP  - 107 -  Advancements in CIAU Methodology 
 
 
Alessandro Petruzzi  - December 2008 -  Page 107 of 331 
where Y,Hyp( )U Q  is the uncertainty value (in percentage) of the object quantity Y 
in the selected hypercube Hyp(Q). 
The constrains given by Eqs 3.22 shall be applied to each object quantity Y, 
noting that the selected three variables (see § 3.1.1.5) coincide with three of 
the six driving quantities in Table 3.1 (i.e. Y=1  Q1; Y=2  Q2 , Y=3  Q4). 
2. Demonstration that the uncertainty values in each hypercube or in each time 
cell do not depend upon: a) the time (into the transient) when the hypercube is 
reached; b) the volume scaling factors of the facilities; c) the transient type 
(e.g. SBLOCA, LBLOCA, LOFW, etc.); d) the dimension of the hypercubes (at 
least up to a certain extent); e) the characteristics of ITF or SETF or NPP 
implemented in the database. 
For sake of simplicity, the analysis [7] to be performed is shown here by 
Figures 3.30 and 3.31 only for the cladding temperature and the hypercube 9-
4-2-3-5-3 (same object quantity and hypercube used in § 3.3.1).  Figures show 
the no-dependence of the uncertainty values of the cladding temperature on 
the volume scaling factor and on the transient type respectively. In both cases, 
the first set of histograms refers to the total uncertainty value U and to the 
contributors to U (see the term into parentheses in Eq. 3.7) of the ensemble of 
the 12 experiments that fall inside the hypercube 9-4-2-3-5-3. Moreover, it can 
be observed that the uncertainty values are between 7% and 12% as 
confirmation of the homogenous distribution of the uncertainty values respect 
with the different transients and scaling factors. 
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Figure 3.30: Uncertainty distribution of the cladding temperature inside the 
hypercube 9 4 2 3 5 3. The distribution is independent on the scaling factors of ITF. 
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Figure 3.31: Uncertainty distribution of the cladding temperature inside 
the hypercube 9 4 2 3 5 3. The distribution is independent on the type of transient. 
 
Every hypercube filled with enough tests has the same features for all of the 
three ‘object’ quantities and, as conclusion, the database (DB 2008) gathered 
so far does not show any dependence respect with the items listed from a) to 
e). Moreover, the performed internal qualification process guarantees 
reasonably the scaling capability of the gathered database. 
3. The selection of the weighting factors (see Eq. 3.10) constitutes an engineering 
judgment that is part of the development process of the CIAU (and of the 
UMAE) that however must not be exercised during the application of the 
methodology (i.e. when using the UBEP tool). The impact of the selected 
values of the weighting factors upon the predicted uncertainty results has to be 
evaluated: different sets of reasonable weighting factors must not bring to 
substantial changes to: 
a) The uncertainty values inside each hypercube; 
b) The size and the shape of the uncertainty bands calculated per each test 
belonging to the database. 
The database obtained so far (DB 2008) does not show dependence on the 
selection of reasonable sets of weighting factors. 
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4. THE BEMUSE PROGRAMME 
The BEMUSE [92, 93, 94] (Best Estimate Methods – Uncertainty and Sensitivity 
Evaluation) Programme has been promoted by the Working Group on Accident 
Management and Analysis (GAMA) and endorsed by the CSNI.  The high-level 
objectives of the work are: 
• To evaluate the practicability, the quality and the reliability of BE methods 
including uncertainty evaluation in applications relevant to nuclear reactor 
safety; 
• To promote the use of BE-Methods by the regulatory bodies and the industry. 
Operational objectives include an assessment of the applicability of best-estimate 
and uncertainty methods to integral tests and their use in reactor applications.  The 
scope of the Programme is to perform LBLOCA analyses making reference to 
experimental data and to a NPP in order to address the issue of “the capabilities of 
the present computational tools” including scaling/uncertainty analysis. 
The justification for such an activity comes from the consideration that a wide 
spectrum of uncertainty methods applied to BE codes exist and are used in 
research laboratories, but their practicability and/or validity is not sufficiently 
established to support general use of the codes and acceptance by industry and 
safety authorities. The consideration of the BE codes and uncertainty evaluation for 
DBA, by itself, shows the safety significance of the proposed activity.  End users for 
the results are expected to be the industry, the safety authorities and the research 
laboratories. 
The work consists of six phases carried out in two steps (one for ITF and one for 
NPP) dealing with the BE analysis of large break LOCA accident in LOFT facility 
(test L2-5) and in ZION NPP (phase II and IV respectively) and with the sensitivity 
study and uncertainty analysis of the ITF and NPP LBLOCA transient (phase III 
and V respectively). 
4.1. Overview of Projects devoted to the Development and 
Evaluation of Uncertainty Methods (UMS and UAM) 
Two projects devoted to the assessment of uncertainty methods have to be 
necessarily mentioned before starting with the discussion and presentation of the 
BEMUSE results: the Uncertainty Method Study (UMS) and the Uncertainty 
Analysis in Best Estimate Modeling (UAM) that can be considered the “precursor” 
and the “successor” respectively of the BEMUSE project. Hereafter brief 
descriptions of the projects are given together with the main findings from the UMS. 
The UMS study was the first international study on the uncertainty methodologies 
applied to a SBLOCA experiment (LSTF SB-CL-18 5%) in the Japanese Large 
Scale Test Facility (LSTF). For some methods, it was the first full application and it 
constitutes a pilot study that allowed a better understanding of the underlying 
assumptions at the basis of each method. 
In the UMS, five uncertainty methods were applied during the UMS study: four of 
them are based on a propagation of uncertainties through the computer code; one 
is based on accuracy extrapolation. Tables 4.1 and 4.2 [26] compare the methods 
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from the perspective of the methodology assumptions with regard to the 
characterization of the uncertainties (Table 4.1) and the ingredients in each 
methodology (Table 4.2) respectively.  It is instructive to briefly inspect the 
differences between the prominent uncertainty methodologies as an exercise in 
understanding the differences between them and thus in understanding the factors 
that contribute to choosing one methodology over another from a technical 
perspective. 
Table 4.1: Assumptions about characteristics of uncertainties in the UMS. 
Criteria AEAT CSAU GRS IPSN UMAE 
Useful to know: What values of a 
quantity of 
interest are 
consistent with 
the available 
evidence.  
Evidence is 
used to obtain 
reasonable 
uncertainty 
range that 
includes all 
values 
consistent with 
evidence. 
What 
values of a 
quantity of 
interest are 
consistent 
with 
available 
evidence. 
What 
values of a 
quantity of 
interest are 
consistent 
with 
available 
evidence. 
What 
values of a 
quantity of 
interest are 
consistent 
with 
available 
evidence. 
What values of a quantity 
of interest are consistent 
with available evidence. 
Although 
stochastic 
quantities, 
describing the 
relationship 
between the 
measured and 
calculated 
quantities, are 
used - a  
number of non-
statistical 
conditions must 
be satisfied 
before using the 
parameters 
    The non-statistical 
conditions that must be 
satisfied include: the 
design scaling factors and 
test design scaling factors 
must be suitable, sufficient 
relevant experimental data 
are available and qualified, 
the code models must 
demonstrate the capability 
to predict the selected 
experimental data with an 
accuracy level better than 
the assigned limit, the 
nodalization and user must 
be qualified, and the 
relevant thermal-hydraulic 
aspects are the same in 
the plant calculations and 
the tests. 
State of 
knowledge 
about input 
uncertainties 
expressed as: 
 
Subjective 
probability 
distribution 
functions 
Subjective 
probability 
distribution 
functions 
Subjective 
probability 
distribution 
functions 
 
Minimum 
knowledge 
about input 
uncertainties is 
expressed as: 
 
Uniform 
distribution 
Uniform 
distribution 
Uniform 
distribution 
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Table 4.2: Comparison between UMS methods. 
Feature AEAT  CSAU  GRS  IPSN  UMAE 
Characteriza-
tion of 
uncertainties 
Reasonable 
uncertainty 
ranges. 
Reasonable 
uncertainty 
range plus 
subjective 
probability 
distribution. 
Range of all 
possible 
applicable 
values plus 
state of 
knowledge 
expressed 
by subject 
probability 
distributions. 
Reasonable 
uncertainty 
range plus 
subjective 
probability 
distribution. 
Accuracy 
(difference 
between prediction 
and measurement) 
is treated as a 
stochastic variable. 
Selection of 
data 
All relevant 
and 
available 
separate 
effects data 
should be 
used. 
All relevant 
and 
available 
separate 
effects data 
should be 
used. 
All relevant 
and 
available 
data should 
be used. 
All relevant 
and 
available 
data should 
be used. 
Must be enough 
integral experiment 
data with: suitable 
facility scaling, 
suitable test 
scaling, and full 
range of Relevant 
Thermal-hydraulic 
Aspects (RTA). 
Selection of 
important 
uncertainties 
Yes PIRT 
process. 
All possibly 
important 
uncertainties
. 
All possibly 
important 
uncertainties
. 
No 
Qualification ISO-9000-3 
or 
equivalent. 
Experienced 
users.  ISO 
9001. 
Qualified 
input deck.  
Experienced 
users.  ISO 
9001. 
Qualified 
input deck. 
Data base, 
nodalization, users 
qualified.  
Quantitative criteria 
for prediction of 
RTA and 
qualification of 
nodalization. 
Combination 
and 
propagation 
of 
uncertainties 
and 
extrapolation 
The analyst 
explores the 
multi-
dimensional 
parameter 
space for 
maxima and 
minima and 
decides 
when to 
stop. 
Uncertainty 
space is 
sampled at 
random 
according to 
the 
combined 
subjective 
probability 
distribution 
until a 95% 
classical 
statistical 
confidence 
limit of the 
95% 
probability 
content of 
the 
calculation 
result is 
available. 
Uncertainty 
space is 
sampled at 
random 
according to 
the 
combined 
subjective 
probability 
distribution 
until a 95% 
classical 
statistical 
confidence 
limit of the 
95% 
probability 
content of 
the 
calculation 
result is 
available. 
Uncertainty 
space is 
sampled at 
random 
according to 
the 
combined 
subjective 
probability 
distribution 
until a 95% 
classical 
statistical 
confidence 
limit of the 
95% 
probability 
content of 
the 
calculation 
result is 
available. 
Provided that:  the 
data criteria above 
are fulfilled; the 
qualification criteria 
above are fulfilled; 
the RTA predicted 
for plant are in the 
data base; the 
parameter ranges 
are properly scaled 
and are the same; 
the ratios of 
measured/calculate
d values of 
parameters are 
randomly 
distributed about 
1.0—such that the 
measured accuracy 
of parametes 
calculated for data 
base is 
extrapolated to 
plant. 
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Table 4.2: Comparison between UMS methods (Cont’d). 
Feature AEAT CSAU GRS IPSN UMAE  
Number of 
code runs 
Defined by user For a two-sided 
tolerance/confid
ence interval 
Wilks’ formula 
defines number 
of runs needed 
for at least 95% 
probability 
content and at 
least 95% 
confidence.  
Licensing 
calculations 
need one sided 
95%/95% 
tolerance/confid
ence limits.   
For a two-sided 
tolerance/confid
ence interval 
Wilks’ formula 
defines number 
of runs needed 
for at least 95% 
probability 
content and at 
least 95% 
confidence.  
Licensing 
calculations 
need one sided 
95%/95% 
tolerance/confid
ence limits.   
For a two-sided 
tolerance/confid
ence interval 
Wilks’ formula 
defines number 
of runs needed 
for at least 95% 
probability 
content and at 
least 95% 
confidence.  
Licensing 
calculations 
need one sided 
95%/95% 
tolerance/confid
ence limits.   
One for each 
test in data 
base and one 
for target 
transient. 
Specific data 
used for 
scaling 
During code 
validation 
During code 
validation 
During code 
validation 
During code 
validation 
Yes 
Use of 
response 
surfaces to 
approximate 
results 
No 
Yes in classical 
CSAU -
however not all 
variants of 
CSAU require 
response 
surfaces. 
No No No 
Use of biases 
on results No No No No 
Possibly in an 
identifiable 
number of 
situations. 
Continuous 
output 
parameters 
Overall maxima 
and minima of 
calculated 
curves or 
judged 
envelope 
curves (if wider) 
Not in classical 
CSAU.  
Variants of 
CSAU give 
continuous 
output similar to 
GRS and IPSN 
methods. 
By two curves 
that are the 
continuous 
connections of 
lower and 
upper 
endpoints of 
local 95%/95% 
tolerance/confid
ence limits. 
By two curves 
that are the 
continuous 
connections of 
lower and 
upper 
endpoints of 
local 95%/95% 
tolerance/confid
ence limits. 
By linear 
interpolation 
Sensitivity of 
output 
parameters to 
input 
parameters 
Understanding 
of the 
processes and 
their 
interactions 
generated 
Statistical 
sensitivity 
information 
generated. 
Statistical 
sensitivity 
information 
generated. 
Statistical 
sensitivity 
information 
generated. 
No 
Check 
against 
independent 
experimental 
data from 
data base 
used 
Yes Optional Yes Optional Yes 
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A fundamental understanding regarding the methodologies follows from the 
assumptions each has regarding the problem of the uncertainty characteristics (see 
Table 4.1).  The probabilistic methods, i.e., CSAU (the variant of the CSAU 
framework examined is ENUSA, GRS, and IPSN) share the same assumed 
uncertainty characteristics, i.e., (i) knowing the values of the quantities of interest 
are consistent with the available evidence, (ii) using Subjective Probability 
Distribution Functions (SPDF) to describe the input uncertainties, and (iii) assuming 
the input uncertainties are described as uniform distributions - particularly when  
little knowledge regarding them is available.  The AEAT and UMAE methods, in 
contrast, have unique assumptions, e.g., the AEAT method projects a reasonable 
uncertainty range based on the available evidence and the UMAE method requires 
satisfaction of a number of on-statistical conditions.  
A deeper understanding is gained by comparing the overall characteristics of the 
methods (see Table 4.2).  For example, the number of code runs for the 
probabilistic methodologies is determined by using Wilks’ formula; the table shows 
many similarities between these methodologies while the AEAT and UMAE 
methodologies frequently have unique requirements.   
The five methods produced significant discrepancies for the predicted uncertainties 
as depicted in Fig. 4.1. The major differences between the ranges of the clad   
 
 
 
Figure 4.1: Calculated uncertainty range compared with measured values of rod 
clad temperature in LSTF-SB-CL-18, as predicted by uncertainty methods in UMS. 
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Figure 4.2: Width of uncertainty bands for the 
primary pressure as predicted by various 
uncertainty methods in the UMS. 
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Figure 4.3: Width of uncertainty bands for the 
cladding temperature as predicted by various 
uncertainty methods in the UMS. 
temperature came from the 
quantification of the input 
uncertainties, and 
consequently, the choice of 
uncertain parameters, the 
wideness of the input 
uncertain ranges and of 
their SPDFs. The width of 
the output uncertainty 
bands (upper band values 
minus lower band values) 
are depicted in Fig. 4.2 and 
4.3 respectively for primary 
pressure and cladding 
temperature to facilitate a 
qualitative comparison with 
the uncertainty bands 
obtained during the 
BEMUSE project (see § 4.3, 
Figs 4.43 and 4.41). The 
similarity between the 
deterministic AEAT method 
and the probabilistic 
ENUSA method was 
remarkable. These two 
analyses used the same 
code (RELAP5 MOD 3.2) 
and mostly the same input 
uncertainties. The predicted 
uncertainty ranges by the 
UMAE method were 
intermediate between the 
IRSN and GRS results. It 
followed that at least for 
uncertainty propagation 
methods it is very important 
how they are applied and it 
is interesting to note that a 
similar conclusion has been obtained, more than ten years later, at the end of the 
third phase of BEMUSE project (see § 4.3). The large discrepancy between the 
uncertainty bands of the cladding temperature predicted by AEAT and ENUSA 
methods from one side and the bands calculated by the other UMS methods was 
investigated in a post-UMS study whose results have been summarized in § 2.3.2 
and Fig. 2.13. 
Within the area of nuclear reactor safety and design, the ambitious UAM project 
has to be mentioned [95, 96]. The objective of the activity is to establish an 
internationally accepted benchmark framework to compare, assess and further 
develop different uncertainty analysis methods associated with the design, 
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operation and safety of LWRs. As a result the LWR UAM benchmark will help to 
address current nuclear power generation industry and regulation needs and 
issues related to practical implementation of risk informed regulation. The realistic 
evaluation of consequences must be made with best estimate coupled codes, but 
to be meaningful, such results should be supplemented by an uncertainty analysis. 
The use of coupled codes allows to avoid unnecessary penalties due to incoherent 
approximations in the traditional decoupled calculations, and to obtain more 
accurate evaluation of margins regarding licensing limit. This becomes important 
for licensing power upgrades, improved fuel assembly and control rod designs, 
higher burn-up and others issues related to operating LWRs as well as to the new 
Generation 3+ designs being licensed now  (ESBWR, AP-1000, EPR-1600 and 
etc.). 
The principal objective is: a) to subdivide the complex system/scenario into several 
steps, each of which can contribute to the total uncertainty of the final coupled 
system calculation, b) to identify input, output, and assumptions for each step, c) to 
calculate the resulting uncertainty in each step; d) to propagate the uncertainties in 
an integral systems simulation for which high quality plant experimental data exists 
for the total assessment of the overall computer code uncertainty. As part of this 
effort, the development and assessment of different methods or techniques to 
account for the full chain of uncertainty propagation, ranging between the cross 
section generation to the NPP system simulations addressing microscale, 
macroscale and multiphysics aspects, will be investigated and tested on a number 
of benchmark exercises for which experimental data is available and for which the 
power plant details have been released. The steps of the UAM project are depicted 
in Fig. 4.4.  
Six different “uncertainty technology areas” have been distinguished and are 
relevant for the UAM Project: 
a) generation of neutron cross section, (NXS); 
b) neutron-kinetics modelling, (NKM); 
c) thermal-hydraulics modelling, (THM); 
d) setting up input decks (or meshing) including ‘user averaging’ and ‘user 
interference’ with numerical techniques, (M&AVGN); 
e) gathering input data, (GID); 
f) coupling (all of the above), (COU). 
Namely, each of the UAM steps is affected by uncertainties belonging to one or 
more of the areas listed above. Uncertainty area NXS has to consider 
approximation of experimental data and integration of nuclear theories. Uncertainty 
areas NKM, THM and GID have to consider the uncertainty of model parameter 
and modelling features. Some uncertainty areas like M&AVGN and COU are 
ignored in most of the current uncertainty studies (or indirectly covered by 
qualification and engineering judgement). Moreover, the uncertainties do not affect 
only the results of each calculation step, but have also consequences on 
subsequent steps. The super-position of all effects of the six uncertainty areas 
might lead to unacceptable results of the overall process. However, a number of 
‘intermediate’ qualification and engineering judgement involvements are part of the 
process when applied to a technological purpose and aim at decoupling the effects 
of uncertainty.   
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Figure 4.4 : The steps of the UAM project. 
The technology relevance of 
UAM, can be summarized as 
follows:  
 Systematic identification 
of uncertainty sources. 
 The systematic 
consideration of 
uncertainty and 
sensitivity methods in all 
steps of the realistic or 
best-estimate analysis 
calculations generates a 
new level of accuracy. 
This new approach 
leads to a quantification 
of methods for 
applications and to an 
improved transparency 
of complex 
dependencies.  
 All calculation results are 
represented by 
reference results and 
variances and suitable 
(i.e. requested by 
regulatory bodies) 
tolerance limits 
considering the relevant 
uncertainties. 
 The dominant parameters are identified for all physical processes and their 
effect on results is determined. 
 Characterization of ranges of uncertainty making reference to the uncertainty 
technological areas. 
 Identification of uncertainty decoupling actions and check of the related 
influence. In this case, methods for sensitivity and uncertainty analysis based 
on global approach can be used to assess the level of coupling (correlation) 
between different physical parameters. 
 Supports the quantification of safety margins (i.e. difference between 
calculated values and licensing safety values or technological failure values). 
 The experiences of validation are explicitly and quantitatively documented. The 
results of validation are transferred to safety applications. 
 Recommendations and guidelines for the application of the new methodologies 
are established on the basis of development of the new approach for each step 
of safety analysis. 
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4.2. BEMUSE Phase II: Re-Analysis of the ISP-13 Exercise, 
Post Test Analysis of the LOFT L2-5 Test Calculation 
The scope of the Phase II of BEMUSE is to perform a LBLOCA analysis making 
reference to the experimental data of LOFT L2-5 in order to address the issue of 
“the capabilities of the present computational tools” including the 
scaling/uncertainty analysis. The operational objective of the activity is the quality 
demonstration of the system code calculations in performing LBLOCA analysis 
through the fulfillment of a comprehensive set of common criteria established in 
correspondence of different steps of the code assessment process. In particular 
criteria and threshold values for selected parameters have been adopted following 
the UMAE (see § 2.4.3) method for: 
a) The developing of the nodalization; 
b) The evaluation of the steady state results; 
c) The qualitative and quantitative comparison between measured and calculated 
time trends. 
Paragraph §4.2.1 deals with the planning and the conduct of the BEMUSE Phase 
II. A brief introduction of the specifications re-elaborated by the host institution (i.e. 
UNIPI) in order to make available a common – standard – reference experimental 
database to all participants [97] is given together with a description of the LOFT 
facility and of the L2-5 LBLOCA test. 
The nodalization developed by UNIPI and the attained results from the qualification 
process both at steady state and on-transient level are presented in detail in 
§4.2.2. The comparisons between the assumptions, the adopted nodalization and 
the results predicted by the fourteen participants at the phase II of BEMUSE are 
summarized in §4.2.3. Main conclusions and findings are given in §4.2.4. 
4.2.1. The Definition of the Problem 
4.2.1.1. LOFT facility configuration 
The LOFT facility [98, 99, 100, 101, 102] has been designed to simulate the major 
components and the system responses of a commercial PWR during a LOCA. The 
experimental assembly includes five major subsystems (Fig. 4.5) which have been 
instrumented such that system variables can be measured and recorded during 
experiments simulating PWR accident conditions. 
The LOFT reactor vessel has an annular downcomer (DC), a lower plenum (LP), a 
lower core support plates, a nuclear core and an upper plenum (UP). The 
downcomer is connected to the cold legs (CL) of the intact and broken loops and 
contains two instrumented stalks. The upper plenum is connected to the hot legs 
(HL) of the intact and broken loops. The core contains 1300 nuclear fuel rods 
arranged in five square (15x15 assemblies) and four triangular (corner) fuel 
modules (Fig. 4.6). The center assembly is highly instrumented, and its fuel rods 
were prepressurized to 2.4 MPa. The fuel rods in the peripheral fuel assemblies 
are unpressurized. Two of the corner and one of the square assemblies are not 
instrumented. The fuel rods have an active length of 1.676 m and an outside 
diameter of 10.7 mm.  
The fuel consists of UO2 sintered pellets. The fuel pellet diameter and length are 
9.29 and 15.2 mm, respectively. The cladding material is zircaloy-4. The cladding 
inside and outside diameters are 9.46 and 10.7 mm, respectively. 
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Figure 4.5: LOFT system configuration for Experiment L2-5. 
 
The intact loop simulates three loops of a commercial four-loop PWR and contains 
a steam generator, two primary coolant pumps in parallel, a pressurizer, a venturi 
flowmeter and connecting piping. 
The broken loop consists of a hot leg and a cold leg that are connected to the 
reactor vessel and the Blowdown Suppression Tank (BST) header. Each leg 
includes a break plane orifice, a Quick Opening Blowdown Valve (QOBV), a 
recirculation line, an isolation valve and connecting piping. The recirculation lines 
establish a small flow from the broken loop to the intact loop and they are used to 
warm up the broken loop. However, the recirculation lines are not used during the 
transient. The broken loop hot leg also contains a simulated steam generator and a 
simulating pump. These simulators have hydraulic orifice plate assemblies which 
have similar (passive) resistances to flow as an active steam generator and a 
pump. 
The blowdown suppression system is comprised of the BST header, the BST, the 
nitrogen pressurization system and the BST spray system. The BST header is 
connected to downcomers which extend inside the BST below the water level. The 
header is also directly connected to the BST vapour space to allow pressure 
equilibration. The spray system consists of a centrifugal pump that discharges 
through a heatup heat exchanger and any of three spray headers or a pump 
recirculation line that contains a cooldown heat exchanger. Liquid is sprayed into 
the BST so that the BST pressure simulates the containment back pressure 
expected during a LOCA.  
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Figure 4.6: LOFT core configuration for BEMUSE Phase II. 
 
The LOFT Emergency Core Cooling System (ECCS) simulates the ECCS of a 
commercial PWR. It consists of two accumulators, a high-pressure injection system 
(HPIS), and a low-pressure injection system (LPIS). Each system is arranged to 
inject scaled flow rates of emergency core coolant directly into the primary coolant 
system. All ECC flow was directed to the intact loop cold leg during the L2-5 Test. 
4.2.1.2. Test L2-5 (DEGB LBLOCA) description 
For the performance of Experiment L2-5 [97, 99, 100, 101, 103] the LOFT facility 
was configured to simulate a double-ended 200 % cold leg break. 
The experiment was initiated from nominal operating conditions by opening the 
quick-opening blowdown valves in the broken loop hot and cold legs. The reactor 
scrammed on low pressure at 0.24 ± 0.01 s. Following the reactor scram, the 
operators tripped the primary coolant pumps at 0.94 ± 0.01 s. The pumps were not 
connected to their flywheels during the coastdown. This atypical primary coolant 
pump operation (approximating a LOCA simultaneous with a loss of site power and 
atypically fast pump coastdown) was specified in an attempt to cause early flow 
stagnation in the core and preclude the early bottom-up core-wide rewet. 
The system depressurized to upper plenum fluid saturation conditions, and the 
core cladding temperature started to deviate from saturation. A rewet of the upper 
portion of the center fuel assembly began at approximately 12 s and ended at 
approximately 23 s. The peripheral fuel assembly temperature remained saturated, 
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except for some isolated short intervals in some measurements, until 
approximately 23 s, when they departed from saturation.  
Core thermal behavior can be characterized by three different cladding 
temperature scenarios, each occurring in a different region of the core: 
1. An immediate and sustained deviation from saturation lasting until final core 
quench in the lower half of the central fuel assembly. 
2. An immediate deviation from saturation followed by a top-down quench and 
a second temperature excursion in the top half of the central fuel assembly 
and the high-power locations in the peripheral fuel assemblies. 
3. A delayed (20 s) temperature excursion in other regions of the peripheral fuel 
assemblies. 
Accumulator injection of ECC to the intact loop cold leg began at 16.8 ± 0.1 s. ECC 
injection from the HPIS and LPIS began at 23.90 ± 0.02 s and 37.32 ± 0.02 s, 
respectively. This delay was intended to simulate the delay expected for a PWR 
emergency diesel to begin delivering power (in response to the loss of site power).  
The fuel rod peak cladding temperature of 1078 ± 13 K was attained at 28.47 ± 
0.02 s. The cladding was quenched at 65 ± 2 s, following the core reflood.  
The LPIS injection was stopped at 107.1 ± 0.4 s, after the experiment was 
considered complete. The BST pressure was automatically controlled by the spray 
system to simulate the containment back pressure expected during a LOCA in a 
commercial PWR. 
4.2.1.3. Specification for BEMUSE Phase 2 
A full rewriting of the specifications for the LOFT L2-5 LBLOCA experimental test 
[98] constitutes the starting activity for the phase II of BEMUSE. The justification for 
such an activity derived from the fact that the specification report of ISP-13 was 
revised several times in order to take into account the shortcomings identified 
during the performance of the exercise. Thus, the availability of a common – 
standard – elaborated (reference) experimental database has constituted a pre-
requisite for carrying out the Phase II. 
UNIPI, in collaboration with CEA, proposed and prepared the input/reference 
database [97] to be used by participants and containing the following information: 
- Facility geometry (Table 4.3); 
- Material properties of passive structures (including steam generator tubes); 
- Core configuration and linear axial profiles (see Figs 4.6, 4.7 and Table 4.4); 
- Fuel material properties (including gap conductivity and thermal capacity); 
- Initial conditions (Table 4.5); 
- Boundary conditions; 
- Imposed sequence of main events (Table 4.6). 
Sensitivity calculations have been also included in the Phase II. In fact, useful 
information to discuss the results of uncertainty analysis and to provide a 
complementary view of the uncertainty evaluation (which have been performed 
during Phase III, see § 4.3), can be drawn from the sensitivity analysis. The list of 
sensitivity parameters and the proposed ranges of variation were provided (see 
Table 4.7). 
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Figure 4.7: Linear heat generation rate profiles. 
 
Table 4.3: LOFT geometry. 
 
 PARAMETER UNIT 
MEASURED 
VALUE 
Primary Circuit (1) m3 7.94 
Reactor Vessel (Total) 
Core 
Core Bypass 
Upper Plenum 
Lower Plenum 
Downcomer 
m3 
2.95 
0.293 
0.053 
0.90 
0.68 
1.02 
Intact Loop (Total) 
Hot Leg from RPV to SG inlet 
SG Plenums and Tubes 
Pump Suction Piping 
Pumps 
Cold Leg from Pump outlet to RPV 
Pressurizer 
Pressurizer Surge line 
m3 
3.63 
0.38 
1.44 
0.34 
0.20 
0.33 
0.93 
0.01 
Broken Loop Total m3 1.36 
Suppression System Total m3 108 
Accumulator A 
Total Volume 
Available Liquid Volume (included injection line) 
Injection Line Volume (+ Stand Pipe) 
N2 Volume 
m3 
 
3.84 
1.82 
0.36 
0.84 
Borated Water Storage Tank m3 102.2 
V
O
L
U
M
E
S
 
Steam Generator 
Inlet Primary Plenum 
Outlet Primary Plenum 
Internal Volume of Tubes including tube sheet 
Secondary Side 
m3 
 
0.33 
0.33 
0.78 
6.65 
(1): Primary Circuit is composed of: Vessel + Hot Leg Intact Loop + Steam Generator Primary 
Side + Pumps + Cold Leg + Pressurizer + Broken Loop (Hot and Cold Legs). 
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Table 4.3: LOFT geometry (Cont’d). 
 
 PARAMETER UNIT 
MEASURED 
VALUE 
Primary Circuit 
Hot leg flow area 
Cold leg flow area 
m2 
 
0.0634 
0.0634 
Core Flow Area 
Lower Core Region 
Upper Core Region 
m2 
 
0.16 
0.17 
Quick Opening Blowdown Valves (QOBV) 
Break Area (each valve)  
m2 0.0083650 
A
R
E
A
S
 
Structures heat transfer area 
Cladding heat transfer surface area 
Steam Generator U-tubes external area less tube sheet 
Steam Generator U-tubes surface area inside tube sheet 
Steam Generator U-tubes internal cross sectional area  
m2 
 
73.39 
335 
43 
82·10-6 
Reactor Vessel  
Internal diameter 
Core filler inside/outside diameter 
Core barrel outside diameter. 
Upper downcomer annulus outside diameter 
Upper section flow skirt inside diameter 
m 
 
1.47 
0.94 / 1.45 
0.84 
1.02 
0.71 
Core 
Active fuel length 
Core Equivalent Hydraulic diameter 
m 
 
1.676 
12·10-3 
Steam Generator 
Average length including tube sheet 
Minimum/Maximum length including tube sheet 
Minimum/Maximum height from bottom of tube sheet 
Thickness of tube sheet 
Tube Bundle diameter 
Outside diameter of tubes 
Average wall thickness 
m 
 
5.17 
4.27 / 6.19 
2.15 / 2.73 
0.292 
1.22 
12.7·10-3 
1.24·10-3 
L
E
N
G
T
H
S
 
Accumulator A 
∆Z liquid level 
Standpipe gate height (from bottom of the accumulator) 
m 
 
1.18 
1.245 
Core 
Number of fuel rods 
- 
 
1300 
Steam Generator 
Number of tubes 
- 
 
1845 
N
U
M
B
E
R
 
ECCS 
Number of Accumulator (in cold leg) 
Number of HPIS (in cold leg) 
Number of LPIS (in cold leg) 
- 
 
1 (°°) 
1 (°°) 
1 (°°) 
Bottom (inside) of reactor vessel m 0.000 
Bottom of downcomer annulus  0.727 
Top of lower grid plate  1.230 
Bottom of Active Fuel (BAF)  1.248 
Top of Active Fuel (TAF)  2.924 
Top of downcomer annulus  4.560 
Vessel nozzle centerline  4.983 
Top (inside) of reactor vessel  6.549  
Bottom (inside) of pressurizer  6.123 
Top (inside) of pressurizer  8.179 
Bottom of Steam Generator U-Tubes above tube sheet  5.742 
E
L
E
V
A
T
IO
N
S
 
Loop seal axis  3.686 
 (°°) Only 1 (over 2) Accumulator, 1 (over 2) HPIS and 1 (over 2) LPIS are active during the LOFT L2-5. 
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Table 4.4: Power distribution in each rod and in each zone. 
Core Zones 
Rod Average Power 
(kW) 
N° of Rods for 
Zones 
Power in each Core 
Zone (KW) 
Zone 1 22.7130 372 8449.2360 
Zone 2 27.6923 724 20049.2252 
Zone 3 36.7816 203 7466.6648 
Zone 4 41.0 1 41.00 
TOTAL 1300 36006.1260 
Zone 1: Peripheral (≡ external ≡ cold) core channel – It should simulate the cold rod. 
Zone 2: Average core channel - It should simulate the average rod in the average channel. 
Zone 3: Hot core channel - It should simulate the average rod in the hot channel. 
Zone 4: It should simulate the hot rod in hot channel. 
 
Table 4.5: LOFT L2-5 system initial conditions. 
PARAMETER UNIT MEASURED VALUE 
Primary coolant system 
Mass flow 
Hot leg pressure 
Core ∆T 
Intact loop cold leg temperature (near vessel) 
Intact loop hot leg temperature (near vessel) 
Broken loop cold leg temperature (near vessel) 
Broken loop hot leg temperature (near vessel) 
Primary side mass inventory 
Boron concentration 
 
kg/s 
MPa 
K 
K 
K 
K 
K 
Kg 
ppm 
 
192.4 ± 7.8 
14.94 ± 0.06 
33.1 ± 4.3 
556.6 ± 4.0 
589.7 ± 1.6 
554.3 ± 4.2 
561.9 ± 4.3 
5330 
668 ± 15 
Reactor vessel 
Power level 
Maximum linear heat generation rate (see Fig. 4.7) 
Control rod position (above full-in position) 
 
MW 
KW/m 
m 
 
36.0 ± 1.2 
40.1 ± 3.0 
1.376 ± 0.010 
Pressurizer 
Liquid temperature 
Liquid level 
PRZ pressure 
 
K 
m 
MPa 
 
615.0 ± 0.3 
1.14 ± 0.03 
14.95 
Steam generator secondary side 
Saturation temperature 
Pressure 
Feedwater mass flow 
Feedwater temperature 
Narrow range liquid level 
Downcomer liquid temperature 
 
K 
Mpa 
kg/s 
K 
m 
K 
 
547.1 ± 0.6 
5.85 ± 0.06 
19.1 ± 0.4 
476.6 ± 4.0 
0.23 ± 0.06 
539.0 ± 4.0 
Suppression tank 
Liquid level 
Liquid volume 
Gas volume 
Liquid temperature 
Pressure (gas space) 
Boron concentration 
 
m 
m3 
m3 
K 
Mpa 
ppm 
 
1.41 ± 0.06 
33.9 ± 2.1 
51.7 ± 2.1 
358.4 ± 3.0 
0.097 ± 0.007 
3687 ± 15 
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Table 4.6: LOFT L2-5 sequence of imposed events. 
EVENTS SETPOINTS 
Experiment L2-5 initiated – break opening (s) 0.0 
Reactor scrammed (s) 0.24 ± 0.01 
Primary coolant pumps tripped (s) 0.94 ± 0.01 
Feedwater isolation (start) (s) 0.3  
Feedwater isolation (s) 2.5 
Steam line isolation (start) (s) 0.35 
Steam line isolation (s) 9.35 
Accumulator initiated (MPa) 4.29 
Isolation of Accumulator never 
HPIS injection initiated (s) 23.90 ± 0.02 
LPIS injection initiated (s) 37.32 ± 0.02 
LPIS injection terminated (s) 107.1 ± 0.4 
End of (calculated) transient (s) 120 
 
Table 4.7: BEMUSE Phase II: planning of sensitivity study. 
RANGE N° PARAMETERS 
MIN MAX 
DESCRIPTION 
S1 Break Area RC x 0.7 RC x 1.15 
Tube diameter from RPV to break point shall be 
modified respect to RC. 
S2 Gap Conductivity RC x 0.2  RC x 2 Only in the hot rod in hot channel (zone 4). 
S3 Gap Thickness RC x 0.3 RC x 3 Only in the hot rod in hot channel (zone 4) 
S4 Presence of Crud 0.15 mm 
Consideration of 0.15 mm of crud in hot rod in hot 
channel with thermal conductivity that is 
characteristic of ceramic material, e.g. Al2O3. 
S5 Fuel Conductivity RC x 0.4 RC x 2 Only in the hot rod in hot channel (zone 4). 
S6 
Core Pressure 
Drop 
RC + ∆: 
 
(∆PTOT)RC x 0.9 
RC + ∆: 
 
(∆PTOT)RC x 1.3 
The pressure drop across the core shall increase 
(decrease) of an amount ∆ to obtain a total 
pressure drop that is 30% (10%) bigger (lower) 
than the total pressure drop of reference case. 
S7 
CCFL at UTP &/or 
connection UP 
Range not assigned CCFL is nodalization dependent. Each participant 
can propose a solution. 
S8 Decay Power RC x 0.8 RC x 1.25 
The decay power has to be 25% (20%) bigger 
(lower) than in the reference case.  
S9 Time of Scram RC - 0.20 RC + 1 sec 
The power curve shall follow the imposed time 
trend that implies full power till  RC + 1 sec 
(RC – 0.20 sec) and after that shall followed the 
decay power. 
S10 
Maximum Linear 
Power 
RC x 0.8 RC x 1.5 Only in the hot road in hot channel (zone 4) 
S11 
Accumulator 
Pressure 
RC – 0.5 MPa RC + 0.5 MPa 
Set point of accumulator pressure shall be             
0.5 MPa lower (bigger) than the set point in the 
base case (= 4.29 MPa). 
S12 
Accumulator Liquid 
Mass 
RC x 0.7 RC x 1.1 
Accumulator liquid mass shall be 0.7 (1.1) times 
the value in the reference case. 
S13 Pressurizer Level RC - 0.5 m RC + 0.5 m 
Pressurizer level shall be 0.5 m lower (bigger) 
than in the reference case. 
S14 HPIS Failure Failure of HPIS. 
S15 LPIS injection start --- RC + 30 sec Delay in starting LPIS injection. 
RC: Value used in the Reference Case. 
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4.2.2. Development and Results from University of Pisa 
4.2.2.1. Description of the RELAP5 input deck 
The Relap5/Mod3.2 LOFT large break model nodalization developed by UNIPI for 
the experiment L2-5 is depicted in Figure 4.8 and the main nodalization code 
resources used are summarized in Table 4.8.  Some significant aspects of the 
nodalization are hereafter described. 
The vessel model consists of 26 hydraulic components which are connected 
through 31 junctions.  The reactor core is represented by a single average channel, 
modeled as a pipe component (227) divided in 6 hydraulic volumes, with the fuel 
bundles arranged in 4 groups: the first one representing the average fuel rods in an 
average channel, the second representing the average fuel rods in the hot channel, 
the third representing the hot fuel rods in the hot channel and the fourth 
representing the fuel rods in the peripheral channels. The heat structures used in 
the vessel model are made up of 70 heat slabs subdivided in: 
• 24 active structures for the core fuel rods exchanging heat with the pipe 
component 227 where the overall power is dissipated: four stacks (each of 6 
slabs) simulate the four different groups of fuel bundles mentioned above.; 
• 46 heat slabs simulating the vessel structures; in 12 slabs (over 46) the heat 
exchange with the environment is imposed. 
The pressurizer vessel has been represented by a pipe component (415) with 7 
volumes.  The model includes a spray line connecting the cold leg to the 
pressurizer dome.  Two additional systems can be noted in the pressurizer 
nodalization: 1) a time dependent volume and related motor valve (components 90  
 
 
Figure 4.8: UNIPI nodalization for LOFT L2-5. 
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Table 4.8: RELAP5 code resources used for the UNIPI nodalization. 
PARAMETERS VALUES 
1 TOTAL NUMBER OF HYDRAULIC NODES 121 
 - Primary side 103 
 - Secondary Side 18 
2 TOTAL NUMBER OF JUNCTIONS 133 
 - Primary side 114 
 - Secondary Side 19 
3 NUMBER OF HYDRAULIC CORE CHANNELS (without bypass) 1 
4 NUMBER OF AXIAL CORE NODES PER CHANNEL 6 
5 TOTAL NUMBER OF MESH POINTS (heat structures) 1211 
6 NUMBER OF ACTIVE HEAT STRUCTURE CORE CHANNELS 4 
 
and 85, respectively); 2) a time dependent junction and related time dependent 
volume (components 45 and 40, respectively).  Both are control systems: the 
former system allows the primary side pressure to remain constant in the steady-
state period and the second one maintains the liquid level inside the pressurizer at 
an assigned value.  The temperature of the fluid possibly injected by this system 
corresponds to the saturation conditions inside the pressurizer.  The pressurizer 
model includes heat structures representing internal heaters (cycling and backup 
heaters).  The trip valve 425 and the related time dependent volume 810, 
connected to the top of the pressurizer, simulate the Power Operated Relief Valve 
(PORV) system.  Accumulator with the related surge line and HPIS and LPIS 
simulators (time dependent volumes and junctions) have been added to the 
nodalization to perform the analysis of test L2-5.  These injection systems are 
connected to the cold leg of the intact loop. 
Five zones may be recognized in the secondary side of the steam generator: 1) the 
downcomer; 2) the riser zone, essentially including the U-tubes; 3) the top of the 
vessel, including the separator, and the steam dome regions; 4) the steam line 
downstream the dome; 5) the feedwater line (simulated with the time dependent 
junction 566 and the time dependent volume 565) connected to the top of the 
downcomer.  The degree of detail of the nodalization is commensurate to what 
considered in the primary loop.  In particular, the elevations of the riser volumes 
are the same as the elevations of the corresponding rising and descending nodes 
of the primary side U-tubes (slicing nodalization technique).  The component 500  
 
Table 4.9: RELAP5 code resources used for the UNIPI nodalization. 
HOT ROD IN HOT CHANNEL 
(ZONE 4 – Fig. 4.7) 
AVERAGE ROD IN AVERAGE 
CHANNEL 
(ZONE 2 - Fig. 4.7) PARAMETERS 
Bottom Level 
(< 0.4 m) 
2/3 Core 
Height 
(0.4 - 1.0 m) 
Top Level 
(> 1.0 m) 
Bottom 
Level 
(< 0.4 m) 
2/3 Core 
Height 
(0.4 - 1.0 m) 
Top Level 
(> 1.0 m) 
Maximum Linear 
Power (KW/m) 30.60 40.69 25.91 18.17 25.16 16.56 
Elevation from 
BAF (m) 
0.279 0.560 - 0.838 1.12 0.279 0.560 - 0.838 1.12 
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simulates the separator that is necessary in the code model in order to achieve 
quality equal to one in the steam dome. 
Table 4.9 contains the maximum linear powers considered in the axial 
discretization of the linear power profiles (accordingly to Fig. 4.6) and the 
corresponding elevations for the temperature time trends requested for the 
comparison (e.g. given in Fig. 4.23). 
4.2.2.2. UNIPI steady state achievement 
A steady state calculation has been achieved by running a ‘null transient’ of 100 s.  
The application of the UMAE procedure (see §2.4.3) led to a qualified nodalization 
at steady-state level.  The related results are shown in Table 4.10 and in Fig. 4.9, 
where calculated values (taken at 100 s) are compared with experimental data.  
The following conclusions apply: 
- The calculated values are stable, i.e. solutions are stable with an inherent 
drift < 1% / 100 s. 
- A good agreement (indispensable condition to be confident in the capabilities 
of the adopted nodalization to reproduce the phenomena expected for the 
selected transient) between calculated and experimental values of the 
pressure distribution along the loop (at least for the points where the measures 
are available) has been obtained, as demonstrated in Figure 4.9.  All values of 
the calculated normalized (respect to the hot leg inlet pressure) pressure 
distribution curve (versus loop length) are inside the uncertainty experimental 
bands. 
- The criteria for the nodalization qualification are fulfilled through the complete 
comparison among the values of the quantities in Table 4.10 where 
experimental and calculated data and the corresponding errors (E) are listed. 
All the single acceptability factors Qi (see §4.2.3.2 for the definition) are below 
the threshold of 1.0 as requested by the qualification procedure. The global 
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Figure 4.9: Normalized pressure drops distribution versus loop length. 
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acceptability factors are QA = 0.006 and QB = 0.002 for the nodalization 
development and the qualification at Steady State level respectively (see again 
§4.2.3.2 for the definitions). Both of them are widely below the thresholds of 1.0 
and, hence, the nodalization satisfies the required qualification step. 
4.2.2.3. UNIPI reference calculation and on-transient qualification 
A comprehensive comparison between measured and calculated trends has been 
performed, including the following steps: 
a) Comparison between values of quantities characterizing the sequence of 
events (Table 4.11) 
b) Comparison between experimental and calculated time trends on the basis of 
20 variables listed in Table 4.12 and showed in Figures 4.10 - 4.14; 
 
Table 4.10: UNIPI nodalization qualification and steady state data table. 
ACCEPT. EXP DATA CALC DATA ERROR
ERROR YE ERROR YC E
AE  +
1 Primary circuit volume 1% 7.94 0.08 7.94 0.00% 0.0000
2 Secondary circuit volume 2% 6.65 0.13 6.62 0.00% 0.0000
3
Non Active structures heat transfer area 
(overall)
10% NA NA --- --- ---
4 Core heat structure transfer surface area 73.39 0.07 73.44 0.00% 0.0000
5
SG U-tubes heat structure external surface area 
(without tube sheet)
335.00 0.34 336.94 0.48% 0.0478
6 Core heat structure volume 0.1967 0.0061 0.1932 0.00% 0.0000
7
SG U-tubes heat structure volume (without 
tube sheet)
0.6930 0.0014 0.6930 0.00% 0.0000
8
Maximum of the axial power distribution for 
the average rod in average channel (zone 2)
1% 26.95 2.05 25.17 0.00% 0.0000
9
Maximum of the axial power distribution for 
the hot rod in hot channel (zone 4)
1% 40.10 3.05 40.69 0.00% 0.0000
1 Primary circuit power balance 36.00 1.20 36.00 0.00% 0.0000
2 Secondary circuit power balance NA NA --- --- ---
3 Primary system hot leg pressure 14.94 0.10 15.02 0.00% 0.0000
4 PRZ pressure 14.95 0.10 15.02 0.00% 0.0000
5 SG exit pressure 5.85 0.06 5.84 0.00% 0.0000
6 Accumulator A pressure 4.29 0.06 4.29 0.00% 0.0000
7 Intact loop HL temperature (near vessel) 589.5 4.2 592.2 0.00% 0.0000
8 Intact loop CL temperature(near vessel) 556.4 4.3 558.8 0.00% 0.0000
9 Reactor vessel downcomer temperature 555.0 4.0 558.8 0.00% 0.0000
10 Broken loop HL temperature (near vessel) 561.9 4.3 564.9 0.00% 0.0000
11 Broken loop CL temperature (near vessel) 554.3 4.2 553.5 0.00% 0.0000
12 Intact loop pressurizer temperature 615.6 0.7 615.5 0.00% 0.0000
13 Pump velocity rpm 1% 1250.0 70.0 1260.4 0.00% 0.0000
14 Heat losses 10% NA NA --- --- ---
15 RPV pressure loss 26.0 1.9 28.0 0.36% 0.0358
16 Core pressure loss NA NA --- --- ---
17 PS total loop pressure loss 75.0 20.3 71.0 0.00% 0.0000
18 SG pressure loss 38.0 13.7 31.0 0.00% 0.0000
19 Total mass inventory in PS 2% 5330.0 300.0 5335.6 0.00% 0.0000
20 Total mass inventory in SG 5% NA NA --- --- ---
21 PS total loop coolant mass flow 192.40 7.80 198.90 0.00% 0.0000
22 SG feedwater mass flow 19.10 0.40 19.50 0.00% 0.0000
23 Core coolant mass flow rate NA NA --- --- ---
24 Core bypass mass flow (LP-UP) 10% NA NA --- --- ---
25 Pressurizer level (collapsed level) 0.05 1.14 0.03 1.13 0.0000 0.0000
26 Secondary side or downcomer level 0.1 NA NA --- --- ---
1) GLOBAL       ACCEPTABILITY       FACTOR        FOR         NODALIZATION       DEVELOPMENT      QA  = 0.0060
2) GLOBAL ACCEPTABILITY FACTOR FOR NODALIZATION QUALIFICATION AT STEADY STATE    QB = 0.0019
N° QUANTITY UNIT
(A
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Table 4.11: UNIPI resulting time sequence of events. 
TIME AFTER 
EXPERIMENT 
INITIATION
UNIPI     
CALCULATION
(s) (s)
Experiment L2-5 initiated 0 0.00
Subcooled blowdown ended 0.043 ± 0.01 0.10
Reactor scrammed 0.24 ± 0.01 0.24
Cladding temperatures initially deviated from saturation (DNB in core) 0.91 ± 0.2 0.50
Primary coolant pumps tripped 0.94 ± 0.01 0.94
Subcooled break flow ended in cold leg 3.4 ± 0.5 3.80
Partial top-down rewet initiated 12.1 ± 1.0 Not Observed
Pressurizer emptied 15.4 ± 1.0 15.00
Accumulator A injection initiated 16.8 ± 0.1 16.00
Partial top-down rewet ended 22.7 ± 1.0 Not Observed
HPIS injection initiated 23.90 ± 0.02 23.90
Maximum cladding temperature reached 28.47 ± 0.02 7.20
LPIS injection initiated 37.32 ± 0.02 37.32
Accumulator emptied 49.6 ± 0.1 51.20
Core cladding fully quenched 65 ± 2.0 62.00
Blowdown Suppression Tank maximum pressure reached 72.5 ± 1.0 70.00
LPIS injection terminated 107.1 ± 0.4 Not Switched off
EVENTS
 
 
c) Qualitative evaluation of calculation accuracy on the basis of the phenomena 
included in the CSNI matrix as given in Table 4.13. 
d) Qualitative evaluation of calculation accuracy on the basis of the Relevant 
Thermalhydraulic Aspects (RTA) as given in Table 4.14. 
e) Quantitative evaluation of calculation accuracy, utilizing the FFTBM as given in 
Table 4.15.  
It may be noted that the same list of phenomena in Table 4.13, (item c)), has been 
used to evaluate the suitability of the facility, of the test type and of Experiment 
L2-5 as far as the code assessment process is concerned; this is done in the 
columns 2 to 6 of the mentioned Table. The difference between phenomena and 
RTA, i.e. first column of Tables 4.13 and 4.14, (items c) and d)), is clear 
considering that phenomena are applicable to classes of transients and are 
generally defined, while RTA relate to a specific experiment and must be derived 
from experimental data. 
The resulting time sequence of events is presented in Table 4.11. Reactor scram 
time, pump trip time, and initiation time of HPSI, LPSI have been modeled as input 
data. The calculated events are generally in reasonable agreement with data, 
except for the following: 
- Time of occurrence and ending of partial top-down rewet: this phenomenon has 
not been predicted by the code; 
- Time of PCT: due to the non prediction of the partial top-down rewet, the PCT 
has been reached before in the calculation; 
- The accumulator emptied later respect with the experiment and the LPIS has not 
been switched off. 
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Table 4.12: UNIPI qualitative accuracy evaluation of time trends. 
N° PARAMETERS° ID Exp 
JUDGMENTS 
(*) 
01 Intact loop pressure in hot leg PE-PC-002 E 
02 SG pressure - secondary side PE-SGS-001 E 
03 Accumulator A pressure PT-P120-043 R 
04 Pressurizer Pressure PT-P139-05-1 R 
05 Core inlet fluid temperature TE-3LP-001 R 
06 Core outlet fluid temperature TE-5UP-003 R 
07 Upper head fluid temperature TE-3UP-010 M/R (1) 
08 SG DC bottom fluid temperature TE-SG-003 R 
09 Break flow rate in cold leg FR-BL-001 R 
10 Break flow rate in hot leg FR-BL-002 M (2) 
11 ECCS Integral flow rate Derived-ECCS R 
12 Primary side total mass Derived-MASS R 
13 SG pressure drop – UT PS PDE-PC-002 R 
14 Primary pumps pressure drop PDE-PC-001 R 
15 
Hottest Rod surface temperature in hot rod in hot channel (zone 
4) – bottom level (less than 0.4 m) 
TE-5F04-015 
TE-5H05-002 
R 
16 
Hottest Rod surface temperature in hot rod in hot channel (zone 
4) - 2/3 core height (less than 0.4 m and 1.0 m) 
TE-5H06-024 
TE-5H06-037 
R 
17 
Hottest Rod surface temperature in hot rod in hot channel (zone 
4) – top level (bigger than 1.0 m) 
TE-5H07-041 
TE-5M07-062 
M (3) 
18 
Hottest Rod surface temperature in average rod in average 
channel (zone 2) - bottom level (less than 0.4 m) 
TE-2G14-011 
TE-4F07-015 
R 
19 
Hottest Rod surface temperature in average rod in average 
channel (zone 2) - 2/3 core height (between 0.4 m and 1.0 m) 
TE-2H15-026 
TE-4F09-026 
M (3) 
20 
Hottest Rod surface temperature in average rod in average 
channel (zone 2) - top level (bigger than 1.0 m) 
TE-2H13-049 
TE-4F09-041 
M (3) 
(*): E = Excellent ; R = Reasonable ; M = Minimal ; U = Unqualified (see also §4.2.3.3) 
(1):  The saturation temperature has been provided. 
(2):  Discrepancies may be reduced considering the existing exp. errors and changing the initial 
conditions at the break. 
(3): Discrepancies are due to the pressure drop distribution in the core region and to the occurrence of 
the CCFL conditions at the top of the core. 
 
 
Twenty parameters have been selected to describe the transient scenario. The 
related list is given in Table 4.12 and the time trends are shown in Figures 4.10 - 
4.14. Hereafter, brief comments are given distinguishing groups of homogeneous 
variables. 
 
Absolute Pressures (Figure 4.10) 
The primary system pressure is well predicted by the code. The secondary side 
steam generator pressure was practically imposed since this variable is not so 
relevant for a large break LOCA transient (a time dependent volume was added in 
order to approach to the measured values).  The accumulator pressure is slightly 
different, but a good agreement regarding accumulator injection time has been 
achieved (see Table 4.11).  The pressurizer pressure is under predicted for all 
transient. 
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Figure 4.10: UNIPI time trends for absolute 
pressures. 
Fluid temperatures (Figure 
4.11) 
Good agreement has been 
obtained for the core inlet 
and outlet liquid 
temperatures. The over 
prediction of the fluid 
temperature in the bottom of 
the steam generator 
downcomer derives from 
the same reason, besides 
the fact that the steam 
generator model for this 
transient does not fully 
describe the real 
component behavior. 
Mass flowrates (Figure 
4.12) 
The measured values of 
cold and hot leg break 
flowrates are compared with 
the respective calculated 
trends in Figure 4.12. For 
the cold leg, there is a 
reasonable agreement 
between measured and 
calculated values. For the 
hot leg, an over prediction 
of mass flowrate is 
observed during the first 10 
s of transient.  Regarding 
the ECCS flowrates there is 
a difference between 
calculated and measured 
trends in the rate at which 
the emergency coolant from 
the accumulator tank is 
injected into the primary 
system. In L2-5 experiment, 
accumulator emergency 
coolant is injected at a 
constant rate, and the 
injected mass (ECCS 
integral flowrate) increases linearly with time until the accumulator empties. In the 
code calculation, the accumulator flowrate results lower than the measured 
flowrate probably due to higher resistance in the ECCS lines. However, this does 
not seem to affect the global transient results. 
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Figure 4.11: UNIPI time trends for fluid 
temperatures. 
Residual Mass (Figure 4.13) 
The experimental data set 
does not include initial 
primary system mass.  It 
has been assumed that the 
initial value for the 
experimental curve is the 
same of the calculated one.  
The instant value of this 
variable is calculated adding 
the mass injected by the 
ECCS and subtracting the 
mass lost through the 
break. As the former is 
under predicted and the 
latter is over predicted, the 
primary side total mass 
results under predicted. 
Pressure drops 
The discrepancies observed 
in these figures are 
attributed to the fact that 
pressure taps are not 
coincident with the center of 
the volumes of the 
nodalization. Experimental 
error may also influence 
these time trends.  The 
transient comparison is 
acceptable in relation to all 
the considered trends also 
having in mind the above 
limit. 
Rod Surface Temperatures 
(Figure 4.14) 
For the analysis of the rod 
surface temperature trends, 
the three-dimensional 
situation in the core and the 
position of the 
thermocouples strongly 
affect the comparison 
between experimental and 
calculated values.  For 
these reasons, in Figure 4.14 calculated time trends are compared with two 
experimental curves representing the temperature trends that have the maximum 
and the minimum PCT respectively for the considered zones (bottom position, 2/3 
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Figure 4.12: UNIPI time trends for mass flow rates. 
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Figure 4.13: UNIPI time trends for ECCS integral 
mass and primary side mass. 
core height position and top 
position for the zone 2 – 
average rod in average 
channel – and the zone 4 – 
hot rod in hot channel).  A 
reasonable good agreement 
has been achieved except 
for the lowest and highest 
portions of the core. The 
reason of those 
discrepancies is the 
occurrence of the CCFL 
conditions in the top 
position of the core. The 
departure from saturated 
conditions and the 
reflooding are reasonably 
well predicted in time and 
also the calculated PCT 
agrees well with the 
experimental value, 
although the time at which 
this temperature occurs is 
under predicted due to the 
not occurrence of the early 
top-down quenching in the 
calculation.  
 
The first part of the 
qualitative accuracy 
evaluation has been 
completed through the 
visual comparison of the 
time trends of relevant 
parameters, and the above 
considerations have been 
summarized in Table 4.12 
by assigning five levels of 
judgment (E, R, M, U, and -) 
whose meanings are 
detailed in the footnotes of 
the table and in §4.2.3.3. As 
no ‘U’ mark has been 
assigned this qualification 
step may be considered 
satisfied. 
The following step of the 
qualitative accuracy 
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Figure 4.14: UNIPI time trends for cladding 
temperatures. 
evaluation is based upon a 
systematic procedure 
consisting in the 
identification of the 
phenomena (based on the 
CSNI list) and of the RTAs. 
In both cases, the five levels 
of judgment are introduced 
and the results are reported 
in Tables 4.13 and 4.14. In 
addition, the parameters 
characterizing the RTA (i.e., 
SVP = Single Valued 
Parameter, TSE = 
parameter belonging to the 
Time Sequence of Events, 
IPA = Integral Parameter 
and NDP = Non 
Dimensional Parameter) 
give an idea of the amount 
of the discrepancy between 
experimental and calculated 
values. Nearly all RTAs of 
the experiment are present 
in the calculated data base, 
with the exception of the 
partial rewet in the upper 
portion of the central fuel 
assembly. This RTA, 
however, has not major 
consequences on the 
remaining part of the 
transient in the sense that it 
does not affect the overall 
evaluation of code 
calculation performance. 
Taking into account the 
previous considerations, no 
‘U’ mark is present and, 
finally, it can be concluded 
that the calculation is 
qualitatively correct. 
The positive conclusion 
from the qualitative 
accuracy evaluation steps 
makes possible to address 
the quantitative accuracy evaluation by the use of FFTBM [47, 48]. The results of 
the application of the method are given in Table 4.15. It can be concluded that the 
achieved results are well below the acceptability thresholds, both in relation to the 
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overall accuracy AAtot and to the primary system pressure accuracy AA01 (see 
§4.2.3.3 for definitions):  
01 totAA = 0.085 < 0.1 and AA = 0.250 < 0.4  
As the two acceptability criteria are satisfied, the documented reference calculation 
is acceptable from the code assessment point of view (although for the primary 
pumps pressure drop a AA value bigger than 1.0 is obtained); i.e. the code is 
positively assessed in relation to its capabilities to predict this kind of transient.  
4.2.2.4. UNIPI sensitivity calculations 
Following the specifications in Table 4.7, various sensitivity calculations have been 
performed and the analysis has been mostly focused on the influence of the 
changed input parameters on the PCT and on the reflooding time (tref). Figure 4.15 
shows the calculated distribution of ∆PCT and ∆tref, where ∆ is the difference 
between the value of the sensitivity calculation and the value of the reference 
calculation. The following considerations apply: 
 
 
Table 4.13: UNIPI judgment of code calculation performance on the basis of 
phenomena included in the CSNI matrix (LOFT facility). 
Test Type 
 
B
lo
w
d
o
w
n
 
R
ef
il
l 
R
ef
lo
o
d
 LOFT 
Test 
Facility 
Test L2-5 
Calculation 
Judgment 
Break flow + + + + + R 
Phase separation (condition or transition) o + + + + M 
Mixing and condensation during injection o + + o o R 
Core wide void + flow distribution o + + o o M 
ECC bypass and penetration o + o + + R 
CCFL (UCSP) o + + o o - 
Steam binding (liquid carry over, etc.) - o + o o M 
Pool formation in UP - + + o o M 
Core heat transfer incl. DNB, dryout + + + + + R 
Quench front propagation o o + + + R 
Entrainment (Core, UP) o o + o o M 
Deentrainment (Core, UP) o o + o o M 
1- and 2- phase pump behavior + o o o + R 
P
h
en
o
m
en
a 
Noncondesable gas effect - o o + + R 
Test Facility + + +  
 
Phenomena versus test type Test facility versus phenomenon Test type versus test facility 
+ occurring + suitable for code assessment + performed 
o partially occurring o limited suitability o performed but of limited use 
- not occurring - not suitable - not performed or planned 
   
Phenomena versus L2-5 test Phenomena versus calculation 
+ occurring E Excellent U Unqualified 
o partially occurring R Reasonable - Not applicable 
- not occurring M Minimal  
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Table 4.14: UNIPI RTAs suitable for qualitative accuracy evaluation. 
RTAs TYPE UNIT EXP
UNIPI                   
CALC JUDGEMENT
Experiment L2-5 initiated TSE s 0.00 0.00 -
Subcooled break flow ended (cold leg) TSE s 3.40 3.80 E
Integral break flowrate at dryout time IPA kg 493.00 169.09 M
Integral break flowrate at ACC injection time IPA kg 3768.00 3954.53 E
Integral break flowrate at core quenching time IPA kg 4804.00 5235.90 R
Integral break flowrate at 100 s IPA kg 5160.00 5559.66 R
Time of emptying TSE s 15.40 15.00 E
PRZ pressure/Primary pressure at 5 s NDP - 1.93 1.83 E
PRZ pressure/Primary pressure at 10 s NDP - 2.01 1.88 R
PRZ pressure/Primary pressure at emptying time NDP - 1.92 1.37 R
Time of PRZ-Primary pressure equalization TSE s 38.00 40.00 E
Cladding temp. initially deviated from saturation TSE s 0.91 0.50 R
Maximum cladding temperature reached TSE s 28.47 7.20 R
Peak cladding temperature SVP K 1078.00 1098.45 E
Core cladding fully quenched TSE s 65.00 62.00 E
Pressure at dry out time SVP MPa 9.54 9.84 E
Pressure at 10 s SVP MPa 5.76 5.66 E
Pressure at 20 s SVP MPa 2.91 2.80 E
Pressure at core quenching time SVP MPa 0.44 0.40 E
Pressure at 100 s SVP MPa 0.42 0.30 R
ACC intervention time TSE s 16.80 16.00 E
ACC Pressure 10 s after injection initiation SVP MPa 2.68 2.93 R
ACC Pressure 20 s after injection initiation SVP MPa 1.78 2.06 R
ACC Pressure at core quenching time SVP MPa 0.98 1.18 R
Integral ACC flowrate at core quenching time IPA kg 1504.00 1432.29 E
Integral ACC flowrate at 100 s IPA kg 1506.00 1498.10 E
Accumulator emptied TSE s 49.60 51.20 E
HPIS intervention time TSE s 23.90 23.90 -
HPIS flowrate at core quenching time SVP kg/s 0.74 0.79 R
HPIS flowrate at 100 s SVP kg/s 0.75 0.79 R
Integral HPIS flowrate at core quenching time IPA kg 33.30 30.24 E
Integral HPIS flowrate at 100 s IPA kg 59.50 60.36 E
LPIS intervention time TSE s 37.32 37.32 -
LPIS flowrate at core quenching time SVP kg/s 5.67 6.08 R
LPIS flowrate at 100 s SVP kg/s 7.21 6.35 R
Integral LPIS flowrate at core quenching time IPA kg 146.80 153.87 E
Integral LPIS flowrate at 100 s IPA kg 379.66 389.81 E
Integral ECC flowrate at core quenching time IPA kg 1685.00 1713.61 E
Integral ECC flowrate at 100 s IPA kg 1945.00 2074.39 R
Minimum mass / initial mass NDP - 0.27 0.15 M
Primary mass/initial mass at core quench. time NDP - 0.41 0.30 R
Primary mass/initial mass at 100 s NDP - 0.40 0.31 R
Break flowrate behaviour
Pressurizer behaviour
Dryout occurrence
Upper Plenum pressure behaviour
Primary System Mass behaviour
Accumulator behaviour
HPIS behaviour
LPIS behaviour
Accumulator+HPIS+LPIS behaviour
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Table 4.15: UNIPI quantitative accuracy evaluation by FFTBM. 
N° PARAMETERS° ID EXP AA WF 
01 Intact loop pressure in hot leg PE-PC-002 0.085 0.429 
02 SG pressure - secondary side PE-SGS-001 0.014 0.448 
03 Accumulator A pressure PT-P120-043 0.069 0.108 
04 Pressurizer Pressure PT-P139-05-1 0.133 0.088 
05 Core inlet fluid temperature TE-3LP-001 0.087 0.196 
06 Core outlet fluid temperature TE-5UP-003 0.082 0.288 
07 Upper head fluid temperature TE-3UP-010 0.228 0.127 
08 SG DC bottom fluid temperature TE-SG-003 0.021 0.188 
09 Break flow rate in cold leg FR-BL-001 0.398 0.298 
10 Break flow rate in hot leg FR-BL-002 0.869 0.235 
11 ECCS Integral flow rate Derived-ECCS 0.094 0.111 
12 Primary side total mass Derived-MASS 0.189 0.074 
13 SG pressure drop – UT PS PDE-PC-002 0.869 0.335 
14 Primary pumps pressure drop PDE-PC-001 1.024 0.405 
16 
Hottest Rod surface temperature in hot rod in hot 
channel (zone 4) - 2/3 core height (between 0.4 m 
and 1.0 m) 
TE-5H06-024 0.337 0.235 
18 
Hottest Rod surface temperature in average rod in 
average channel (zone 2) - bottom level (less than 
0.4 m) 
TE-4E08-011 0.749 0.112 
19 
Hottest Rod surface temperature in average rod in 
average channel (zone 2) - 2/3 core height 
(between 0.4 m and 1.0 m) 
TE-4E08-030 0.821 0.082 
20 
Hottest Rod surface temperature in average rod in 
average channel (zone 2) - top level (bigger than 
1.0 m) 
TE-4E08-045 0.172 0.157 
TOTAL 0.250 0.196 
 
Peak Cladding Temperature (PCT) 
- The largest increases of PCT (> 400 K) have been obtained for the sensitivities 
on gap and fuel conductivity; 
- Other three sensitivities (gap thickness, presence of crud and maximum linear 
power) produce an increase of PCT bigger than 100 K; 
- For all five sensitivities mentioned above and for the one connected with the time 
of scram (producing an increase of PCT of about 90 K), the increase of PCT is 
due to the increase of the energy initially stored in the fuel (S2, S3, S4, S5) and 
to the increase of the power at steady state (S10) and during the first second of 
the transient (S9); 
- The sensitivity connected with the break size is the only one producing a 
reduction of the PCT due to the increase of the core cooling at the beginning of 
the transient; 
- Practically no effect on the PCT is obtained in the other sensitivity calculations. 
Time of Peak Cladding Temperature 
- In all cases, except the ones with reduced fuel conductivity (S5) and increased 
break area (S1), the peak cladding temperature is achieved at about 7 s (±2 s); 
- In the two mentioned cases (S1 and S5), the PCT is obtained at about 20 s and 
the sensitivity with reduced fuel conductivity is also characterized by the 
maximum reflooding time. 
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Figure 4.15: UNIPI sensitivity calculations: ∆PCT & ∆tref. 
 
Reflooding Time 
- The only noticeable effect on the quenching time (+ 36 s respect to the reference 
case) derives from the sensitivity S5 with reduced fuel conductivity; 
- Only other three cases (S2, S7 and S10) produce a larger reflooding time 
respect with the reference time of 62 s; 
- For the remaining sensitivities, a decrease of reflooding time is achieved with a 
maximum reduction of about 10 s for the case with the 70% of accumulator liquid 
mass. 
Relation between Peak Cladding Temperature (PCT) and Reflood Time (tref) 
• Decrease of PCT and tref : 
- Only for the sensitivity S1 characterized by the increase of core cooling; 
• Increase of PCT and tref : 
- Sensitivity S5 (fuel conductivity) and S2 (gap conductivity) characterized by the 
increase of energy initially stored in the fuel; 
• Increase of PCT and (almost) null effect on tref : 
- Sensitivities S3 (gap thickness) and S4 (presence of crud) characterized by the 
increase of energy initially stored in the fuel; 
- Sensitivity S10 (maximum linear power) characterized by the increase of local 
power; 
- Sensitivity S9 (time of scram) characterized by the increase of full power; 
• (Almost) null effect on PCT and decrease of tref : 
- Only sensitivity S12 characterized by the reduction of accumulator liquid mass; 
• (Almost) null effect on PCT and (almost) null effect of tref : 
- Sensitivity S8 (decay power) characterized by the increase of full power; 
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Figure 4.16: UNIPI sensitivity calculations: UP pressure, PS mass inventory, 
cladding temperature. 
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- Sensitivities S11, 
S14 and S15 playing 
a role after the 
achievement of the 
PCT; 
- Other sensitivities 
(S6, S7 and S13) 
without any noticeable 
effects. 
The time trends of the 
UP pressure, of the 
PS mass inventory 
and of the hottest rod 
surface temperature 
(zone 4 – 2/3 core 
height) are given in 
Figures 4.16 for each 
sensitivity calculation. 
No noticeable effect 
has been revealed for 
the upper plenum 
pressure and primary 
system mass 
inventory in all 
sensitivities. 
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4.2.3. Comparison among Participants 
This section is dealing with the comparison of the results obtained by fourteen 
participants to the phase II of BEMUSE using seven different thermal-hydraulic 
system codes as indicated in Table 4.16. The comparison has been organized in 
the following subsections: 
- §4.2.3.1 summarizes the main code resources adopted for developing the 
nodalizations; 
- §4.2.3.2 discusses the steady state achievements by the use of single and global 
figures of merit calculated for each participants; 
- §4.2.3.3 deals with the evaluation of the transient reference results calculated by 
the participants and with the comparison against the experimental data. The 
resulting time sequence of main events, the qualitative accuracy evaluation 
trough the visual comparison of time trends and the use of Relevant Thermal-
Hydraulic Aspects (RTAs) and the quantitative accuracy evaluation by the Fast 
Fourier Transform Based Methods (FFTBM) are also discussed; 
- §4.2.3.4 summarizes the results of the performed sensitivity calculations. The 
primary pressure, the mass inventory and the hottest cladding temperature time 
trends are presented for each sensitivity and the attention has been focused 
mainly on the peak cladding temperature and reflooding time and on their 
difference respect with the value of the reference case. 
4.2.3.1. Comparison of adopted code resources 
Table 4.16 lists the nodalization code resources used by each participant. In 
particular the following data have been supplied: 
- Number of hydraulic nodes; 
- Number of mesh points for the heat structures; 
- Number of core channels (not including the bypass channel) and 
- Number of axial core nodes per channel. 
The following considerations apply: 
• The CEA input deck is the more detailed one (i.e., the one having the 
larger number of hydraulic nodes and mesh points) and includes a 3D core 
vessel representation; 
• The nodalization developed by GIDROPRESS has the lower number of 
hydraulic nodes and mesh points. In particular, it has some main 
differences compared with the real layout of the experimental facility due to 
the fact that the adopted TECH-M-97 code simulates the equipment 
characteristic only of WWER plant; 
• The participants that have used RELAP5 and ATHLET have developed 
nodalizations with almost the same number of hydraulic nodes and mesh 
points; 
• IRSN used the finest axial nodalization of the core channel (18 axial core 
nodes); 
• CEA, JNES, KAERI and PSI have developed and used a 3D core vessel 
representation. 
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Table 4.16: List of participants, codes and nodalization resources used in 
BEMUSE phase II. 
Organization's  
Name 
Code's  Name 
N° 
Hydraulic 
Nodes 
N° Mesh 
Points 
(Heat 
Structures) 
N° Core 
Channels 
(Without 
Bypass) 
Axial Core 
Nodes Per 
Channel 
CEA CATHARE 2 V2.5 C25 673 ~ 4000 12 9 
GIDROPRESS TECH-M-97 T97 82 646 4 12* 
GRS ATHLET A12 138 886 3 8 
IRSN 
CATHARE V2.5 
mod6.1 
C25 473 3033 2 18 
JNES 
TRAC-M/F77 
Version 5.5.2 
TM55 316 6264 12 5 
KFKI-AEKI ATHLET 2.0A M23 140 1105 3 6 
KAERI MARS 2.3 A20 364 2272 8 9 
KINS RELAP5/MOD3.3 R5 142 1109 2 9 
NRI-1 RELAP5/MOD3.3 R5 301 1653 4 12 
NRI-2 
ATHLET Mod 2.0 
Cycle A 
A20 139 227 3 6 
PSI TRACE v 4.05 TR4 328 N/A 12  5 
TAEK RELAP5/MOD3.3 R5 130 544 1 12 
UPC RELAP5/MOD3.3 R5 153 1101 1 12 
UNIPI RELAP5/MOD3.2 R5 121 1211 1 6 
 
4.2.3.2. Comparison and evaluation of steady state results 
In this section the achievement and the evaluation of the steady state calculation 
results are summarized and compared with the experimental data. The adopted 
procedure and criteria to demonstrate the geometrical fidelity of the developed 
nodalization and the capability to reproduce the measured nominal steady state 
condition of the system are described in [35, 90].  
The “steady state” qualification level step includes different checks: one is related 
to the evaluation of the geometrical data and of numerical values implemented in 
the nodalization; the other one is related to the capability of the nodalization to 
reproduce the steady state qualified conditions. In the second check a “steady 
state” calculation shall be performed and this activity depends on the different code 
peculiarities. As an example, for the RELAP5 code, the steady state calculation is 
constituted by a “null transient” calculation (“null transient” means that the 
“transient” option is selected in the calculation without imposing any variation, e.g. 
opening of a valve). 
The relevant geometrical values and the relevant thermal-hydraulic parameters of 
the steady state conditions have been identified and are reported in Table 4.17. 
The data in the part ‘A’, called ‘Nodalization Development’ (items from 1 to 9), are 
related to the geometrical values and are derived from the nodalization; the data in 
the part ‘B’, called ‘Nodalization Qualification at Steady State’ (items from 1 to 26), 
are obtained from the steady state calculation. 
The experimental data have been supplied with errors that must be considered in 
the comparison with the calculated values and parameters (no error is made if the 
calculated value is inside the experimental uncertainty bands). For each 
participant, the errors made respect with the experimental data are reported in 
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Table 4.17. For each item of the part ‘A’ and ‘B’ a ‘Single Acceptability Factor’ (Qi, 
[27]) has been calculated as the ratio between the error made and the ‘Acceptable 
Error’ of the considered parameter (acceptable errors have been set-up and are 
listed in [27]). Single Acceptability Factors Qi shall be less than 1.0. The following 
considerations apply: 
• GIDROPRESS and UNIPI have all the Qi less than 1.0; 
• CEA (A8), GRS (A4), KAERI (A9), NRI-1 (A9), NRI-2 (A9), PSI (B15) and 
TAEK (A9) have one Qi larger than 1.0 (the one indicated between 
parenthesis); 
• IRSN (B19 and B22), KINS (A9 and B5) and UPC (A9 and B11) have two Qi 
larger than 1.0; 
• JNES (A4, A9, B19 and B22) and KFKI (A4, A9, B3 and B4) have four Qi 
larger than 1.0. 
• For the parameter A4 (core heat structure surface area), three participants 
have used a value outside of the specified experimental uncertainty; 
• In order to give an overall picture of the quality of the nodalizations at the 
“steady state” level, for each participant two global factors QA and QB have 
been calculated as the average values of the single acceptability factors Qi 
belonging to the part ‘A’ and ‘B’ of Table 4.17, respectively. The global 
acceptability factors QA and QB shall be below the threshold of 1.0 to have a 
qualified nodalization at steady state level. Figure 4.17 shows the global 
acceptability factors calculated for each participant.  
The following considerations apply: 
• All QA and QB values are below the threshold of 1.0; 
• TAEK and KAERI have a QA quite large and a QB very low (compensation of 
errors during the transient calculations may be expected); 
• All participants have a QB value less than QA, except for IRSN and PSI. 
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Figure 4.17: Global acceptability factors resulting from nodalization qualification. 
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The agreement between calculated and experimental values of the pressure 
distribution along the loop (at least for the points where the measures are 
available) is an indispensable condition to be confident in the capabilities of the 
developed nodalization to reproduce the phenomena expected for the selected 
transient. Figure 4.18 shows the calculated normalized (respect to the hot leg inlet 
position) pressure distribution curve versus loop length (14 different positions) for 
each participant. The following considerations apply: 
• Almost all calculated values are inside the uncertainty experimental bands in 
correspondence of the hot leg outlet position and of the loop seal; 
• In correspondence of the cold leg inlet and outlet positions, the major part of 
the calculations fall outside the uncertainty bands; 
The positions characterized by a large discrepancy among the calculated results of 
the participants are: a) the steam generator U-tubes top elevation, b) the pump 
inlet and outlet and c) the lower plenum. No experimental value was available for 
those positions. 
4.2.3.3. Comparison and evaluation of reference results 
In this section the “On Transient” level qualification of the reference calculations is 
carried out. This activity is necessary to demonstrate the capability of the 
nodalization to reproduce the relevant thermal-hydraulic phenomena expected 
during the transient. This step also makes possible to verify the correctness of 
some systems operating only during transient events. Checks from the qualitative  
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Figure 4.18: Comparison of normalized pressure curves along the loop 
for all participants. 
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Figure 4.19: Resulting time sequence of events (0-120 s). 
and quantitative point of 
view are performed to 
evaluate the acceptability of 
the calculation on “transient 
level”. The adopted 
procedure and criteria are 
discussed in [35, 90, 48, 
104]. 
The qualitative accuracy 
evaluation is performed 
through the following three 
steps: 
1. Resulting time sequence 
 of main events; 
2. Visual observation of the 
 time trends of relevant 
 parameters; 
3. Selection of relevant 
 thermalhydraulic aspects. 
The first step of the 
qualitative accuracy 
evaluation process has the 
objective to check the 
correspondence of the 
experimental and calculated 
timing of the main events 
a) 0 – 1 sec 
a) 0 – 25 sec 
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characterizing the transient. Figure 4.19 shows the results of the comparison and 
the following considerations can be derived: 
• The partial top-down rewet phenomenon has not been predicted by PSI and 
UNIPI; 
• The LPIS injection was not terminated by KINS, PSI and UNIPI; 
• The largest discrepancies in predicting the timing are for: 
- Departure from Nucleate Boiling (DNB); 
- Starting and ending time of the partial top-down rewet; 
- Time when the PCT is reached; 
- Time when the core is fully quenched; 
• All participants, except for GRS and KAERI, underpredicted the time of the 
PCT; 
• All participants underpredicted the accumulator injection time. 
Concerning with the second step, twenty time trends (see [27]) have been selected 
in relation to which experimental data exist: these are assumed to be the minimum 
number of measured quantities that fully describe the experimental scenario. 
Figures from 4.20 through 4.23 show the comparison of predicted and 
experimental time trends of the primary pressure in intact loop hot leg, of the break 
flow rate in cold leg, of the primary side total mass and of the hot rod temperature  
at 2/3 level respectively.  Some emphasis has been given to the 3D rod surface 
temperature distribution considering the LOFT configuration and the LBLOCA 
scenario.  Each calculated time trend should correspond to the one that has the 
maximum PCT in the corresponding zone (radially and axially, see Fig. 4.6). The  
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Figure 4.20: Comparison of time trends of intact loop pressure in hot leg. 
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Figure 4.21: Comparison of time trends of break flow rate in cold leg. 
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Figure 4.22: Comparison of time trends of primary side total mass. 
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Figure 4.23: Comparison of hot rod temperature (2/3 level). 
 
calculated results in each zone have been compared with two experimental time 
trends: the ones having the maximum and minimum PCT respectively in the same 
zone. 
For the hot rod (zone 4) between 0.4 m and 1.0 m (called ‘2/3 core height’ 
elevation), Table 11 gives the value and the time of the first PCT as function of the 
maximum linear power adopted for the same zone (i.e. zone 4 - 2/3 core height). 
The results are also shown in Figure 4.24. The following considerations apply: 
• The minimum calculated value of the first PCT is about 970 K (KAERI and 
JNES); 
• The maximum calculated value of the first PCT is about 1250 K (NRI-2); 
• The maximum difference among the calculated values of the first PCT is about 
280 K. The maximum difference among linear power in PCT location is 5.84 
KW/m; 
• Seven participants obtained a first PCT value between 1000 K and 1100 K. 
The third step of the qualitative accuracy evaluation is based on the use of the 
Phenomenological Windows (PhW) and RTAs.  The adopted procedure is 
discussed in [35, 90]. The LBLOCA test scenario (measured and calculated) has 
been divided into phenomenological windows (i.e., time spans in which a unique 
relevant physical process mainly occurs and a limited set of parameters controls 
the scenario).  In each PhW, RTAs have been identified and have been 
characterized by numerical values of significant parameters: 
- Single Valued Parameters, SVP (e.g., minimum level in the core); 
- Nondimensional Parameters, NDP (e.g., Froude numbering the hot leg at the 
beginning of reflux condensation); 
Università di Pisa – DIMNP  - 150 -  The BEMUSE Programme 
 
 
Alessandro Petruzzi  - December 2008 - Page 150 of 331 
900.0
950.0
1000.0
1050.0
1100.0
1150.0
1200.0
1250.0
1300.0
34
.8
5
35
.3
0
35
.3
3
35
.3
6
35
.4
9
35
.4
9
35
.7
5
36
.0
0
36
.5
7
36
.8
0
37
.7
7
39
.2
5
40
.1
0
40
.1
0
40
.6
9
Linear Power in PCT location (KW/m)
F
ir
st
 P
C
T
 (
K
)
5.0
6.0
7.0
8.0
9.0
10.0
11.0
12.0
13.0
T
im
e 
o
f 
F
ir
st
 P
C
T
 (
s)
First PCT
Time of First PCT
K
IN
S
 [
R
5]
 
E
D
O
 [
T
97
]
P
S
I 
[T
R
4
]
N
R
I-
2
 [
A
20
]
N
R
I-
1
 [
R
5]
K
F
K
I 
[A
2
0]K
A
E
R
I 
J
N
E
S
 [
T
M
5
5]
IR
S
N
 [
C
2
5]
G
R
S
 [
A
1
2
]
C
E
A
 [
C
2
5
]
U
P
C
 [
R
5
]
T
A
E
K
 [
R
5
] 
 
U
N
IP
I 
[R
5
]
E
X
P
 
 
Figure 4.24: First PCT and time of first PCT as function of linear power 
in the PCT location. 
 
- Time Sequence of Events, TSE (e.g., time when dryout occurs); 
- Integral Parameters, IPA (e.g., integral or average value of break flow rate during 
subcooled blowdown). 
The list of RTAs characterized by the values of significant experimental and 
calculated parameters is given in Table 4.18. Hereafter the following considerations 
apply: 
• All participants overpredicted the integral break flowrate at 100 s; 
• The time of pressurizer emptying was well predicted by each participant; 
• All participants underpredicted the time of PCT except for GRS and KAERI; 
• In general the value of PCT was well calculated. The maximum differences 
respect to the experimental value of 1078 K have been obtained by NRI-2 
(1250 K) and by KAERI (980 K); 
• The upper plenum pressure behaviour has been well predicted during all 
transient, except in correspondence of 20 s when GIDROPRESS, JNES, KINS 
and TAEK underpredicted the value of about 1-2 MPa; 
• As consequence of the previous point, GIDROPRESS, JNES, KINS and TAEK 
have had an early accumulator injection; 
• A good agreement has been obtained for the mass injected by the accumulator 
with the exception of KAERI that overpredicted of about 500 Kg; 
• The HPIS and LPIS behaviors (time, flow rates and injected masses) were well 
predicted by all participants, except for GRS for which, due to typing  
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 mistakes during the preparation of the input deck, the intervention times were 
imposed 5 s earlier than in the experiment; 
• It shall be noted that experimental values of the primary system mass were 
not available. 
Four subjective judgment marks are used in Table 4.18 with the following 
meanings: 
a. The code predicts qualitatively and quantitatively the parameter (Excellent - the 
calculation falls within the experimental data uncertainty band). 
b. The code predicts qualitatively, but not quantitatively the parameter 
(Reasonable - the calculation shows only correct behavior and trends). 
c. The code does not predict the parameter, but the reason is understood and 
predictable (Minimal - the calculation does not lie within the experimental data 
uncertainty band and at times does not have correct trends). 
d. The code does not predict the parameter and the reason is not understood 
(Unqualified - calculations do not show the correct trend and behavior, and 
reasons are unknown and unpredictable). 
The accuracy of the code calculations have been quantified utilizing the FFTBM. 
This tool, described in detail in [48, 104], produces a couple of values in the 
frequency domain from each comparison between calculated and measured time 
trends: 1) the so-called “average accuracy” AA and 2) the “weighted frequency” 
WF. The transformation from time to the frequency domain avoids the dependence 
of the error from the transient duration. Weighting factors are then attributed to 
each time trend to make possible the summing up of the error and the achievement 
of a global unique parameter (AATOT) and a unique threshold for accepting the 
calculation.  
The time trends selected for the quantitative analysis are listed in Table 4.19. The 
two acceptability criteria [48, 104] concern with the average accuracy of the intact 
loop pressure in hot leg (AAP-1) and with the global average accuracy (AATOT): 
P-1 totAA < 0.1 and AA < 0.4  
Hereafter the following considerations apply: 
• The AATOT is less than 0.4 for all participants. The minimum AATOT value has 
been calculated for KAERI (0.185) and the maximum one for GRS (0.382); 
• Four participants (JNES, KINS, PSI and TAEK) have AAP-1 larger than 0.1; 
• The minimum value for AAP-1 has been calculated for KFKI (0.050); 
• All participants have a AA value close to or larger than 1.0 for the primary 
pumps pressure drops; 
• The largest AA values have been obtained for the SG pressure drop (P-13) 
calculated by GRS and for the break flow rate in hot leg (P-10) calculated by 
UPC; 
• Figures 4.25 and 4.26 give an idea of the distribution of the AA values 
calculated by FFTBM for the selected parameters and participants, 
respectively. 
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Figure 4.25: Distributions of AA per parameters. 
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Figure 4.26: Distributions of AA per participants. 
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4.2.3.4. Critical evaluation of the results 
Complex systems codes such as the ones used in the framework of the phase II of 
BEMUSE have many degrees of freedom that allow misapplication (e.g., not using 
the countercurrent flow-limiting model at a junction where it is required) and errors 
by users (e.g., inputting the incorrect length of a system component).  In addition, 
even two competent users will not approach the analysis of a problem in the same 
way and consequently, will likely take different paths to obtain a problem solution.  
The cumulative effect of user community members to produce a range of answers 
for a well-defined problem with rigorously specified boundary and initial conditions 
and using the same code version is called ‘user effect’.  User effect is originated by 
[31, 32, 41]: 
A) Nodalization development; 
B) Interpreting the supplied (or the available) information, usually incomplete; 
C) Accepting the steady state performance of the nodalization; 
D) Interpreting transient results, planning and performing sensitivity studies, 
modifying the nodalisation and finally achieving “a reference” or “an 
acceptable” solution. 
The user effect can be quantified and is a function of: 
• The flexibility of the system code 
• The practices used to define the nodalisation and to ensure that a convergent 
solution is achieved. 
The flexibility of the system codes under consideration is a primary reason for 
generating a user effect. An example is the flexibility associated with modeling a 
system component such as the steam generator. For instance, the TRAC code has 
a specific component designed to model steam generators whereas a steam 
generator model created using RELAP5 is constructed of basic model components 
such as PIPE, BRANCH, etc. Consequently, there are more degrees of freedom 
available to the user, that each require a decision, when a RELAP5 steam 
generator model is being constructed than when a TRAC-generated model of the 
same component is being defined. As a result, the RELAP5 results for this 
particular case will have a larger user effect than the TRAC results.  
The effect of the user on a code result should be minimized as much as possible. 
Some of the user effects come from un-precise knowledge about the appropriate 
parameter value or about an appropriate choice of a code model. These 
uncertainties are to be quantified by the uncertainty ranges and/ or probability 
distributions of uncertain input parameters. They should be determined assuming a 
very experienced user. Possible choices of an un-experienced user should not be 
taken into account. This applies in particular for uncertainty methods propagating 
input uncertainties. 
All sources of uncertainty connected with the user effect (items from A through D 
listed above) are present in performing the phase II of BEMUSE and they have 
been considered and analyzed (see Figures 4.27 and 4.28). In particular: 
• Item A) can be connected with the ‘global acceptability factor for the 
nodalization development’, QA; 
• The ‘global acceptability factor for the nodalization qualification at steady state 
level’, QB, can be linked with item C); 
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Figure 4.27: Distribution of AAP1 and AATOT. 
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Figure 4.28: Distribution of global acceptability factors & global average accuracy 
(AATOT). 
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• The activities at item D) can be interpreted trough the single average accuracy 
values (AA, and particularly AAP-1) and by the global average accuracy value 
(AATOT). 
However, it shall be emphasized that in BEMUSE project, the participants used 
also different codes and hence the results in Figures 4.27 and 4.28 have to be 
compared only per group of codes (e.g. CATHARE, RELAP5,…). 
4.2.3.5. Comparison and evaluation of sensitivity results 
The goal of the sensitivity analysis is to study the influence of different parameters 
(break area, gap conductivity, core pressure drops, time of scram etc.) upon the 
predicted LBLOCA transient evolution. A series of fifteen sensitivity calculations 
(from S1 to S15 in Table 4.7) with assigned parameters and ranges of variation 
was performed by each participant. The time trends of the upper plenum pressure, 
of the primary system mass inventory and of the hottest rod surface temperature 
have been compared and are discussed in detail in [27].  
Hereafter the attention is focused only on the ∆PCT and the ∆tref, (time of 
reflooding) where ∆ is the difference between the value of the sensitivity calculation 
and the value of the reference calculation.  Figures 4.29 and 4.30 show the 
distribution of ∆PCT per sensitivity parameters and per participants respectively. 
The following considerations apply: 
• GRS and NRI-2 calculations (same code but different versions used) are 
characterized by the largest ranges of variation for ∆PCT (about 800 K, from -
93K till +695K for GRS and from -52K  till +731K  for NRI-2);  
• CEA and NRI-1 calculations (different codes) are characterized by the smallest 
ranges of variation for ∆PCT (about 350 K, from  -84K till +270K for CEA and 
from -9K  till  +370K  for NRI-1); 
• For the sensitivity S2 (gap conductivity), GRS adopted the maximum value of 
gap conductivity instead of the suggested minimum value in Table 4.7. This 
explains the negative ∆ value obtained by GRS (-93K); 
• For some sensitivities, some participants predicted a variation of PCT in an 
opposed direction respect to the one predicted by the remaining calculations. 
This occurs for the following cases: GIDRO (S12), IRSN (S3 and S5), KAERI 
(S9), PSI (S5) and UPC (S1 and S8); 
• The sensitivities on accumulator pressure (S11), accumulator liquid mass 
(S12), pressurizer level (S13), failure of HPIS (S14), injection time of LPIS 
(S15) and occurrence of CCFL at upper tie plate (S7) have almost null effect 
on PCT; 
• The sensitivities on gap conductivity (S2), gap thickness (S3), fuel conductivity 
(S5) and maximum linear power (S10) have a large impact on PCT (max value 
of ∆ equal to 731 K); 
• The sensitivities on core pressure drops (S6) and pressurizer level (S13) are 
characterized by positive and negative values of ∆PCT. 
Figure 4.31 compares the ∆PCT Gaussian distributions of the sensitivity 
calculations obtained taking into account the results of all participants. The 
Gaussian curves are useful to qualitative evaluate the influence of the sensitivity 
parameters on the PCT. The average values and the standard deviations, 
characterizing each curves (i.e. sensitivity calculations), indicate that the sensitivity  
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Figure 4.29: ∆PCT  distribution per parameters. 
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Figure 4.30: ∆PCT  distribution per participants. 
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on fuel conductivity (S5), gap conductivity (S2), gap thickness (S3) and maximum 
linear power (S10) strongly affected the PCT (i.e. large average values) and are 
also characterized by a large discrepancy in the results predicted by the 
participants (i.e. large standard deviations).  
Figures 4.32 and 4.33 show the distribution of ∆tref per sensitivity parameters and 
per participants respectively. The following considerations apply: 
• IRSN and PSI calculations (different codes) are characterized by the largest 
ranges of variation for ∆tref (about 60s, from  -10s till +52s for IRSN and from  -
4s  till  +45s  for PSI);  
• NRI-1 calculation is characterized by the smallest range of variation for ∆tref 
(about 6s, from  -4s  till +2s); 
• The sensitivities on core pressure drops (S6), presence of crud (S3), 
occurrence of CCFL at upper tie plate (S7) and failure of HPIS (S14) have a 
small effect on tref (less than 10s); 
• PSI sensitivity calculations are characterized by large values of tref; 
• All sensitivity calculations are characterized by positive and negative values of 
∆tref. 
Figure 4.34 compares the ∆tref Gaussian distributions of the sensitivity calculations 
obtained taking into account the results of all participants. Sensitivities S4, S6 and 
S7 are caracherized by small average values and small standard deviations. The 
remaining sensitivities are characterized by almost the same standard deviations 
and average values (except for the sensitivity on the break area (S1) having a 
different average value). 
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Figure 4.31: ∆PCT  Gaussian distribution curves per parameters. 
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Figure 4.32: ∆tref  distribution per parameters. 
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Figure 4.33: ∆tref  distribution per participants. 
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Figure 4.34: ∆tref  Gaussian distribution curves per parameters. 
 
4.2.4. BEMUSE Phase II: Conclusions 
The revisiting of the LOFT International Standard Problem 13 (ISP-13) based on a 
LBLOCA experiment (double ended guillotine break in cold leg) has been 
completed. Fourteen new references calculation, coming from eleven countries and 
involving the use of seven different thermal-hydraulic system codes, have been 
submitted and processed. 
The technological importance of the activity can be derived from the following: 
a) LOFT is the only Integral Test facility with a nuclear core where safety 
experiments have been performed; 
b) The ISP-13 was completed more than 20 years ago and open issues remained 
from the analysis of the comparison between measured and calculated trends. 
The present activity started with a full rewriting of specifications. This implied 
assumptions from the host institution and the issue of a comprehensive set of 
tables and figures. Based on procedures developed at the host institution (i.e. 
UMAE), criteria for quality demonstration at different steps in the process of code 
assessment have been proposed and carefully pursued by participants. This 
included the developing of the nodalization, the evaluation of the steady state 
results and the comparison between measured and calculated time trends.  
Significant achieved results can be summarized as follows: 
1) Almost all performed calculations appear qualified against the fixed criteria: few 
mismatches between results and acceptability thresholds have been 
characterized; 
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2) Dispersion bands of results appear substantially less than in ISP-13 (even 
though a lower number of participants submitted calculation in BEMUSE with 
respect to ISP-13): this testifies the code improvements achieved in the last 20 
years but especially the improvements in the techniques for performing system 
thermal-hydraulic analysis; 
3) The performed sensitivity studies do not constitute an uncertainty evaluation 
for the analysis of experiments but shall be used as guidance for deriving such 
uncertainty. 
 
4.3. BEMUSE Phase III: Uncertainty and Sensitivity Analysis 
of the LOFT L2-5 Test 
Phase III is devoted to uncertainty and sensitivity analyses applied to the LOFT 
L2-5 test. Eleven participants from ten organizations and eight countries took part 
in the exercise using five thermal-hydraulic codes.   
Precise requirements [105] were provided in ten steps corresponding to four main 
parts during which uncertainty and sensitivity analyses had to be performed for six 
output parameters, i.e. the two time trends and the four single-value output 
parameters described in Table 4.20. The lower/upper bounds calculated by the 
uncertainty methods correspond to the 5% / 95% percentile respectively and the 
same maximum linear power (i.e. 40.1 kW/m) was adopted by the participants 
during the analysis. 
The application of the CIAU uncertainty method to LOFT L2-5 is presented in 
§4.3.1, whereas the comparison between the main results obtained by the different 
uncertainty methodologies are discussed in §4.3.2. Critical evaluation of results are 
then given in §4.3.3. 
4.3.1. Uncertainty Evaluation by CIAU 
The results of the application of the CIAU/UBEP method (or in other words “the 
error extraction process” in Figure 3.4) to the LOFT L2-5 test are presented 
hereafter [106]. 
Table 4.21 contains the list of the transients belonging to the CIAU database that 
has been used for the uncertainty evaluation of the LOFT L2-5 test calculation.  
The following considerations apply: 
• A variety of transient types are part of the table, ranging from LBLOCA to 
SBLOCA, to LOFW, to trip of the MCP, to operational transients, etc…; 
• A wide range of volume scaling factors is covered up to include the full scale (i.e. 
NPP data); 
• Separate effect test facilities and integral test facilities simulating all class of light 
water reactors (PWR, BWR and VVER) are part of the database; 
• The CIAU database consists of 40 transients (see Table 3.10) instead of the 30 
available (in Table 4.21) at the time when the uncertainty evaluation of the LOFT 
L2-5 was performed (2006); 
• A general decreasing of the uncertainty values of the ‘object’ quantities (i.e. the 
parameters for which the uncertainty evaluation is performed) inside each 
hypercube is observed increasing the number of tests in the database. 
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Table 4.20: Output parameters for uncertainty and sensitivity analysis (Phase III). 
Type Definition Criterion Experimental value 
Maximum cladding 
temperature: Max_TC  
Maximum value (envelop 
value) of all rod surface 
temperatures 
independent on the 
location (i.e. assembly or 
elevation).  
Experimental value 
versus time has been 
determined on the 
basis of 165 
thermocouple 
measurements. 
Time 
trend 
Pressure in the upper 
plenum: Pup 
No criterion 
As provided by the 
experiment. 
1st PCT (blowdown phase) Max_TC and t < tinj 1062 K (at t = 12.5 s) 
2nd PCT  ( ~ reflood phase) Max_TC and t > tinj 1077 K (at t = 28.5 s) 
Time of accumulator  
injection: tinj 
Time of beginning of 
injection 
16.8 s 
Single 
valued 
parameter 
Time of complete time  
quenching: tque 
Max_TC < Tsat + 30 K 65.85 s 
 
Table 4.22 contains the sequence of hypercubes selected during the LOFT L2-5 
transient calculation and the quantity uncertainty values QU associated with the 
three ‘object’ quantities (i.e. primary pressure, primary mass inventory and hottest 
rod surface temperature) inside each hypercube.  Figure 4.35 depicts the time 
uncertainty values TU (and the corresponding time errors) which are combined with 
the QU values to obtain the total quantity uncertainty TQU for each point of the 
L2-5 test (see also §3.1.2.3 for the definitions of QU, TU and TQU). It shall be 
noted that the time uncertainty database (i.e. TUV) may be applied to any transient 
independent on the duration and for LOFT L2-5 test only the first 120 sec of the 
database are considered. Once the TQU values are available, the CIAU 
uncertainty bands can be generated for bounding the selected output parameters. 
Table 4.23 contains the TQU values calculated in correspondence of selected time 
instants: e.g. change of hypercube, occurrence of first and second PCT, time of 
accumulator injection, and time of complete quenching with reference to the upper 
and lower band and to experimental and calculated time trends. 
Figures 4.36, 4.37 and 4.38 shows the results of the CIAU application to LOFT 
L2-5 respectively for the upper plenum pressure, the primary system mass 
inventory and the hottest cladding temperature, whereas Table 4.24 summarizes 
the uncertainty evaluation for the single value output parameters. It shall be noted 
that: 
- the upper and lower uncertainty bands envelope the experimental values for all 
time trend of the ‘object’ quantities; 
- the experimental single values are bounded by the calculated upper and lower 
uncertainty values. 
The analysis of CIAU uncertainty bands (Figs 4.36, 4.37 and 4.38) shall be done 
considering the following: 
• CIAU is a method that gives emphasis (i.e. takes into account and propagates 
consistently) the time error: this implies a ‘larger error’ (and a larger band 
width) when gradients are steep. This fact shall be  connected   also   with   the  
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Table 4.21: Transients utilized in CIAU uncertainty database for LOFT L2-5. 
N° 
Facility 
or 
Plant 
Test  
ID 
Type 
Scaling 
Factor  
 
1 / KV 
N° 
Hyper-
cubes 
Involved 
End of 
Test 
for 
CIAU 
(s) 
1 SPES SP-SB-04 SBLOCA 
Ar = 6% of Amax in CL - 
100% power 
1/257 20 1600 
2 SPES SP-SB-03 SBLOCA 
Ar = 6% of Amax in CL - 
10% power 
1/257 19 1800 
3 LOBI/MOD2 BL-44 SBLOCA 
Ar = 6% of Amax in CL - 
100% power 
1/712 22 2200 
4 LOBI/MOD2 BL-34 SBLOCA 
Ar = 6% of Amax in CL - 
10% power 
1/712 25 2200 
5 LSTF SB-CL-18 SBLOCA 
Ar = 6% of Amax in CL - 
10% power 
1/48 17 709 
6 LSTF SB-CL-21 SBLOCA 
Ar = 6% of Amax in CL - 
10% power 
1/48 21 1572 
7 LOBI/MOD2 A1-93 SBLOCA 
Ar = 2% of Amax in CL - 
100% power 
1/712 24 1950 
8 LOBI/MOD1 A1-04 LBLOCA Ar = 200% of Amax in CL 1/712 18 72 
9 VVER-1000 KZ1 Op. Transient 
Loss of a primary loop 
flow - 72 % power 
1/1 2 248 
10 VVER-1000 KZ2 Op. Transient 
Loss of a primary loop 
flow -52 % power 
1/1 2 222 
11 VVER-1000 KZ3 Op. Transient 
Partial Loss of feedwater 
- 72 % power 
1/1 4 118 
12 LOBI/MOD2 BT15-BT16 LOFW 
100% power 
BT15 pumps running - 
BT16 pumps tripped 
1/712 17 12500 
13 SPES SP-SW-02 LOFW - 1/257 17 6666 
14 LSTF LSLW LOFW - 1/48 13 11004 
15 UPTF UPTF-05 - Blow Down 1/1 54 98 
16 UPTF UPTF-06 - Refill 1/1 36 119 
17 UPTF UPTF-07 - Refill 1/1 54 377 
18 LOBI/MOD2 BL-06 SBLOCA - 1/712 34 6484 
19 LOBI/MOD2 BT-17 LOFW - 1/712 28 6030 
20 RD-14m B9401 LBLOCA - 1/60 24 900 
21 LOBI/MOD2 BT-02 LOFW - 1/712 14 9913 
22 ANGRA-1 RES-11-99 Black-Out Station Black Out 1/1 9 178 
23 PKL PKL-B SBLOCA - 1/145 16 6000 
24 VVER-1000 MCP01 MCP 
Main Coolant Pump 
Restart 
1/1 4 120 
25 VVER-440 MCP02 MCP Main Coolant Pump Trip 1/1 4 599 
26 
VVER-440 
BC  V-213 
BC-V213-
LBLOCA 
70 mm break diameter 
and ‘far’ position 
1/1000 11 160 
27 PANDA ISP42-Ph-A 
Containment 
Pressurization 
Passive Containment 
Cooling System 
Start-Up 
1/40 2 5400 
28 PANDA ISP42-Ph-C 
Containment 
Pressurization 
Long-Term Passive 
Decay Heat Removal 
1/40 2 7000 
29 PSB 11ac IBLOCA 
Upper Plenum break 
11% 
1/300 12 1037 
30 PSB cl-4-1-03 SBLOCA 
6% CL break - 
Counterpart 
1/300 17 2800 
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Table 4.22: Hypercubes selected during LOFT L2-5 transient and  
quantity uncertainty (QU). 
TIME 
INTERVAL (s) 
QUANTITY UNCERTAINTY (QU) 
# 
Start End 
HYPERCUBE 
COORDINATES Primary 
Pressure 
(%) 
Mass 
Inventory 
(%) 
Cladding 
Temperature 
(%) 
1 0 1 9-4-2-3-5-3 19.54 0.18 9.27 
2 1 2 7-3-2-4-3-2 6.30 7.27 8.10 
3 2 3 6-2-2-4-2-2 6.48 7.52 8.68 
4 3 5 6-2-2-5-2-2 5.16 7.02 8.51 
5 5 7 5-2-2-5-2-2 5.86 8.38 9.36 
6 7 10 5-2-2-5-2-1 6.17 12.62 7.82 
7 10 14 5-1-2-5-2-1 5.28 12.25 5.29 
8 14 17 4-1-2-5-2-1 5.77 24.69 5.08 
9 17 23 3-1-2-5-2-1 5.84 72.02 4.35 
10 23 28 2-1-2-5-2-1 7.91 112.32 10.87 
11 28 37 2-1-2-4-2-1 16.34 111.85 15.09 
12 37 59 1-1-2-4-2-1 22.51 76.27 15.97 
13 59 120 1-1-2-1-2-1 12.09 52.69 15.67 
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Figure 4.35: Distribution of time uncertainty (TU) and time error in CIAU. 
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Table 4.23: Total uncertainty TQU at some selected instants during the transient. 
UB: Upper Band RC: Reference Calculation tinj: Time of accumulator injection 
LB: Lower Band EX: Experimental Value tque: Time of complete quenching 
 
 
prediction of suitable error for the accumulator intervention time (see Table 
4.24). 
• If the 95% percentile value for maximum and minimum values of the 
uncertainty bands is considered (for comparison purposes with the request of 
BEMUSE phase III specification, see §4.3), smaller band widths would be 
produced by CIAU: the CIAU uncertainty bands provide more than the 95% 
percentile as depicted by Fig. 3.7).  
The previous two considerations are more important when discussing the results of 
the uncertainty bands for the primary pressure (see Fig. 4.36). In particular: 
• the 5 MPa of band width around 20 sec refers to uncertainty bands, i.e. to TQU 
and therefore to more than 95% percentile. A lower value equal to about 5.8% 
(see Table 4.22) is associated to the height of the ‘uncertainty rectangle’ (QU) 
corresponding to the 95% percentile. 
UNCERTAINTY (%) 
TIME INSTANTS 
TOTAL (TQU) 
Primary 
Pressure 
Mass 
Inventory 
Cladding  
Temperature 
# 
(s) 
Event 
Description 
HYPERCUBE 
COORDINATES 
TIME 
CELL TIME 
(TU) 
LB UB LB UB LB UB 
1 0 Starting 9-4-2-3-5-3 1 0.00 0.954 0.954 0.18 0.18 1.49 9.27 
2 1 Change Hyp 7-3-2-4-3-2 2 58.440 13.59 6.30 18.51 7.27 8.10 25.40 
3 2 Change Hyp 6-2-2-4-2-2 3 58.442 19.24 6.48 23.20 7.52 8.68 20.96 
4 3 
1st PCT UB 
Change Hyp 
6-2-2-5-2-2 4 58.442 25.01 15.09 38.45 18.94 14.95 17.30 
5 5 Change Hyp 5-2-2-5-2-2 6 58.437 22.20 12.46 44.40 16.49 10.47 10.58 
6 7 
1st PCT RC 
Change Hyp 
8 58.439 25.01 17.35 48.85 26.72 11.45 9.36 
7 8 
1st PCT LB 
tinj LB 
5-2-2-5-2-1 
9 58.449 29.55 14.00 59.17 29.15 10.70 8.94 
8 10 Change Hyp 11 55.166 31.10 13.14 58.39 30.88 9.45 9.26 
9 12.5 1st PCT EX 
5-1-2-5-2-1 
14 51.816 62.58 25.29 85.59 59.03 13.33 10.16 
10 14 Change Hyp 15 50.737 71.12 31.40 83.72 71.42 17.32 11.12 
11 16 tinj RC 17 49.489 79.57 35.26 80.94 68.13 21.03 8.87 
12 16.8 tinj EX 
4-1-2-5-2-1 
17 49.489 79.90 40.47 79.52 71.24 21.67 8.70 
13 17 Change Hyp 3-1-2-5-2-1 18 48.232 79.99 41.77 79.17 72.02 21.84 8.65 
14 23 Change Hyp 24 45.248 79.95 134.5 71.21 158.2 23.10 11.73 
15 23.5 tinj UB 
2-1-2-5-2-1 
24 45.248 79.13 140.3 70.92 160.7 22.97 12.28 
16 28 Change Hyp 29 43.274 73.47 223.3 70.98 175.8 24.85 15.09 
17 28.5 2nd PCT EXP 29 43.274 72.36 222.4 71.25 177.0 24.32 15.90 
18 32.4 
2nd PCT 
LB-RC-UB 
2-1-2-4-2-1 
33 41.309 63.45 227.9 73.80 184.8 24.96 18.50 
19 37 Change Hyp 38 39.303 51.41 181.0 77.07 179.7 26.08 22.08 
20 41.4 tque LB 
1-1-2-4-2-1 
42 37.650 40.27 158.9 79.90 143.5 55.09 23.84 
21 59 Change Hyp 60 33.119 39.18 33.44 81.65 79.18 45.48 41.43 
22 62 tque RC 63 32.609 44.74 21.25 80.88 73.54 8.48 133.7 
23 64.9 tque EX 65 32.307 46.43 17.54 79.65 76.60 7.18 132.3 
24 81.5 tque UB 
1-1-2-1-2-1 
82 30.796 26.53 33.93 53.10 59.85 2.87 20.90 
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• the influence of the ‘time-uncertainty’ TU on the TQU for the considered output 
quantity is larger as the gradient (of the output quantity) is steeper. In the 
present case TU (i.e. the base of the ‘uncertainty rectangle’ corresponding to 
the 95% percentile) is about 50% at 20 sec (Fig. 4.35). 
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Figure 4.36: Upper plenum pressure: experimental, reference, sensitivity 
(from Phase II) calculations and uncertainty bands. 
 
Table 4.24: Uncertainty evaluation for single value output parameters. 
OUTPUT  UNCERTAIN  PARAMETERS 
 
1st PCT (K) 2nd PCT (K) 
Time of 
Accumulator 
(s) 
Time of 
Complete 
Quenching (s) 
LOWER 
UNCERTAINTY 
BAND 
991.8 
(at t = 8.0 s) 
708 
(at t = 32.4 s) 
8.0 41.4 
REFERENCE 
CALCULATION 
1098.5 
(at t = 7.0 s) 
944 
(at t = 32.4 s) 
16.0 62.0 
EXPERIMENTAL 
VALUE 
1062 
(at t = 12.5 s) 
1077 
(at t =28.5 s) 
16.8 64.9 
UPPER 
UNCERTAINTY 
BAND 
1196.7 
(at t = 3.0 s) 
1118.2 
(at t = 32.4 s) 
23.5 81.5 
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Figure 4.37: Primary system mass inventory: experimental, reference, sensitivity 
(from Phase II) calculations and uncertainty bands. 
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Figure 4.38: Cladding temperature at 2/3 core height: experimental, reference, 
sensitivity (from Phase II) calculations and uncertainty bands. 
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4.3.2. Comparison among Participants 
This section is dealing with the comparison of the results (in terms of uncertainty 
bands) predicted by the participants during the phase III of BEMUSE [28, 107]. 
Particular attention is given to the fully probabilistic methods and to the selection of 
phenomena, input uncertainty parameters and uncertainty ranges (see §4.3.2.1) 
characterizing the transient. Results are presented and discussed in §4.3.2.2 for 
the requested four single-value output parameters and for the two time trends. A 
sensitivity study of the Wilks’ formula [34], that is at the basis of all fully probabilistic 
methods, is then presented in §4.3.2.3. A critical evaluation of the results and of 
the adopted uncertainty methods is finally discussed in §4.3.3. 
4.3.2.1. Selection of input uncertain parameters, uncertainty ranges and 
phenomena 
Two kinds of approach for the characterization of the input uncertain parameters 
can be identified: 
• The first approach (used by KAERI, KINS, PSI and UPC) is based on PIRT 
process (§2.3.3) and led to a rather low number of input parameters, ranging 
from 13 to 24, that allows the participants to overcome the lack of resources to 
quantify their own uncertainties in the following step; 
• The second approach (CEA, GRS, IRSN, NRI-1, NRI-2) allows to consider all 
potential influential parameters and led to a quite high number of input 
parameters, ranging from 31 to 64. An elicitation process is nevertheless used 
and the important phenomena occurring during the transient are identified, 
generally on the basis of the expert judgement (§2.5.1.1) supported by some 
sensitivity calculations. 
This process is NOT part of the CIAU method that lies on propagation of output 
errors and consequently does not consider input parameters (all sources of 
uncertainties are inherently considered in the database, see also Table 4.40 in 
§4.4.3.1). One of the reasons why CIAU does not rely on the process of selection 
of input parameters and phenomena can be derived from the analysis of the data 
in Table 4.25: a consistent disagreement exists among the participants about the 
selection of the type and number of the more relevant phenomena. Indeed, it may 
be noted that: 
• 20 phenomena are considered in total; 
• 3 phenomena (flow rate at the break, fuel thermal behaviour and heat transfer 
in the dry zone) are considered by all the participants (i.e. 9 participants); 
• 3 other phenomena (pump behaviour, heat transfer in the wet zone and critical 
heat flux - which could be included into the item “heat transfer in the dry zone”) 
are considered by all the participants apart from one (i.e. 8 participants); 
• The other phenomena are considered by a maximum of 6 participants. 
The 20 phenomena were characterized by about 150 input parameters, subdivided 
in the classes listed in Table 4.26. The following considerations apply: 
• The number of the input parameters ranges from 13 to 64 depending on the 
participants; 
• Only two parameters (the film boiling heat transfer coefficient and the decay 
heat) were considered by all participants; 
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Table 4.25 : Number of input parameters considered for each phenomenon / 
physical law by each participant 
CEA GRS IRSN KAERI KINS NRI-1 NRI-2 PSI UNIPI UPC Phenomena or main Physical 
Laws 
[C25] [A12] [C25] [M23] [R5] [R5] [A20] [TR4] [R5] [R5] 
Number of input parameters 52 49 42 14 13 31 64 24 # 14 
Flow rates repartition/pressure drops 5 4    1 4  * 1 
Wall friction  8 4    8  *  
Flow rate at the break 9 2 1 1 1 4 6 3 * 1 
Fuel thermal behaviour  8 3 6 5 4 6 7 8 * 8 
Pump behaviour 4 1  1 2 2 1 1 * 1 
Heat transfer in the wet zone 3 3 4 2 2 1 3 2 *  
Heat transfer in the dry zone 4 6 5 3 3 1 6 3 * 3 
Critical heat flux 1 2 1 1 1 1 2 1 *  
ECC bypass 2 2  1  2 3  *  
Interfacial friction 4 6 5   1 6 1 *  
CCFL      5   *  
Steam binding 2 5 1    5  *  
Condensation 1 1 8    1  *  
Evaporation 2 2 6    2  *  
Data related to injections 4     5 3 3 *  
Data related to the pressurizer 2     2 1 2 *  
Data specific to 0-D module   3      *  
Reflood (if not quoted in the heat 
transfers in the dry zone) 1 2 2   1 2  *  
Initial conditions:primary system       2  *  
Numerical parameters  2     2  *  
 
#: All input parameters that describe the related phenomenon or physical law. 
*: All phenomena included in the CIAU database (see Table 4.21). 
 
• Other 6 parameters (initial power, fuel conductivity, forced convection with 
vapour and with liquid, critical heat flux and nucleate boiling) are considered by 
all participants apart from one (i.e. 8 participants);  
• The use of different codes with different models for a same physical 
phenomenon can only partly explain the observations at the previous three 
bullets. 
 
Table 4.26: Types of input uncertain parameters considered by each participants. 
CEA GRS IRSN KAERI KINS NRI-1 NRI-2 PSI UNIPI UPC Phenomena or main Physical Laws 
[C25] [A12] [C25] [M23] [R5] [R5] [A20] [TR4] [R5] [R5] 
Number of input parameters 52 49 42 14 13 31 64 24 # 14 
Physical model Yes Yes Yes Yes Yes Yes Yes Yes Yes1 Yes 
Material properties Yes No Yes Yes Yes Yes Yes Yes Yes1 Yes 
Initial and boundary conditions Yes Yes Yes Yes Yes Yes Yes Yes Yes1 Yes 
Alternatives models No Yes No No No Yes Yes No Yes1 No 
Numerical parameters No Yes No No No No Yes No Yes1 No 
Geometrical data (excluding fuel) a, c a, d No b, a No a, e b, a, d e Yes1 a 
a: Form loss coefficient; b: Break area, c: Heat structure, d: Bypass, e: Accumulator volume. 
#: All input parameters that describe the related phenomenon or physical law. 
1: The method does not consider input parameters but takes into account implicitly all sources of uncertainties. 
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Figure 4.39: Comparison between the ranges of 
variation selected by the participants for the 
decay heat and the critical heat flux. 
A comparison between the 
ranges of variation has also 
been performed for the input 
parameters considered by the 
majority of the participants, i.e. 
those related to the fuel 
behaviour and the heat transfer. 
The width of the uncertainty 
bands are depicted in Fig. 4.39 
for the decay heat and the 
critical heat flux. The plotted 
widths correspond to the (max-
min) value in the case of a 
naturally truncated law, such as 
uniform law. For the not 
naturally truncated laws, the 
widths correspond to [m-2σ ; 
m+2 σ] for a normal law and to 
[em-2σ ; em+2σ] for a log-normal 
law. All the widths have been 
converted in % of the reference 
value, to allow an easier 
comparison. Notwithstanding 
the parameters in Fig. 4.39 have 
been considered by almost all 
participants, the spread in the 
selection (i.e. different 
engineering judgments in interpreting the information available and in 
supplementing the missing data) of the uncertainty ranges is quite noticeable and 
naturally affects the final uncertainty bands (see §4.3.2.2). 
4.3.2.2. Uncertainty analysis results 
Apart from CIAU, almost all the participants use a probabilistic method based on 
the propagation of the uncertainties of input parameters, associated with the use of 
Wilks’ formula [34]. 
Hereafter a summary of the results obtained by the 10 participants at Phase III of 
BEMUSE are presented giving particular emphasis to single value output 
parameters (like first and second PCT, time of accumulator injection and time of 
core quenching) and to relevant time trends like pressure and maximum cladding 
temperature (see Table 4.20). 
Single value output parameters 
The results are presented in Figure 4.40 ordered by increasing width of uncertainty 
bands. The following observations apply: 
• First PCT: The spread of the uncertainty bands is within [96 ; 471] K. Only one 
participant (UPC) does no envelop the experimental PCT, due to a too high lower 
bound. Two reasons can explain this result:, on the one hand, UPC has the 
Università di Pisa – DIMNP  - 173 -  The BEMUSE Programme 
 
 
Alessandro Petruzzi  - December 2008 -  Page 173 of 331 
highest reference value among 
all the participants, on the other 
hand, its band width is among 
the most narrow ones; 
• Second PCT: The spread of the 
uncertainty bands is within [127 
; 599] K. Only one participant 
(PSI) does no envelop the 
experimental PCT, due this time 
to a too low upper bound. The 
reasons are roughly similar to 
those given for UPC with the 
first PCT: PSI finds a too low 
reference value, as several 
participants, but has also the 
specificity to consider a narrow 
uncertainty band.  
• Time of accumulator injection: 
The uncertainty band widths 
vary within [0.7 ; 15.5] s. Four 
participants among eleven 
calculate too low upper bounds 
(KINS, PSI, KAERI and UPC), 
whereas CEA finds an upper 
bound just equal to the 
experimental value. These 
results are in concordance with 
the prediction of the pressure of 
the upper plenum. 
• Time of complete quenching: 
The width of the uncertainty 
range varies from 10 s to more 
than 78 s (if the core is not yet 
quenched at the end of the 
calculation as it is the case for 
two participants - KAERI, KINS - 
or if there are several code 
failures before the complete 
quenching - IRSN), the upper 
bound is arbitrarily plotted at 
120 s). All the uncertainty bands 
envelop the experimental value, 
even if the upper bound is close 
to the experimental value for 
one participant.  
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Figure 4.40: Uncertainty analysis results for 
four single-valued output parameters. 
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Time trend output parameters 
Table 4.27 summarizes the features of all participants in relation to the reference 
and uncertainty evaluation of the maximum cladding temperature. The width of the 
uncertainty bands (upper band minus lower band) varies from a little more than  
100 K to 700 K. Even if with a little of arbitrariness, three classes of widths can be 
distinguished: [100 ; 300], [300; 500]; [500; 700] and, as a consequence, if the 
width is less than 300 K, the band is considered narrow, whereas if it is wider than 
500 K, it is considered large. 
Another way to present the results is to plot the difference between the upper 
bound and the reference calculation for all the participants, since in a safety 
analysis, the upper bound is the quantity of interest. Figure 4.41 shows the 
dispersion of this difference: before 50 s (i.e. before the core quenching) it is less 
than 200 K, except for NRI-2 and IRSN whose evaluation, starting from around 
20 s and 40 s respectively, exceed slightly 300 K. It can be also noted that the 
lowest differences are observed for the same participants who obtained the most 
narrow uncertainty bands: PSI, UPC and GRS. However there is an exception 
constituted by KINS whose uncertainty band is larger than 500 K whereas its 
difference “upper bound minus reference calculation” is only around 50 K. 
Only two participants (PSI and UPC) do not envelop the experimental data during 
the whole transient, and, more precisely, four cases, with certain continuity from 
one case to the next one, can be distinguished. Fig. 4.42 gives one example for 
each of the four cases discussed here below: 
Case 1 (GRS and to a less extent UNIPI): Before the full core quenching, the 
uncertainty bands envelop the experimental data without being very large (less 
than 200 K for GRS, 400 K for UNIPI). This result can be partly explained because 
the reference calculations are rather close to the experiment; 
Case 2 (KAERI, KINS and to a less extent NRI-2): The uncertainty bands envelop 
the experimental data during the whole transient, but their widths are large (500 to  
 
Table 4.27 : Maximum cladding temperature: main features of 
uncertainty results and reference calculation. 
CEA GRS IRSN KAERI KINS NRI-1 NRI-2 PSI UNIPI UPC
yes, but 
upper bound 
close to 
experiment 
between 30 
and 50 s
yes
yes, except 
around 50 s: 
upper bound 
slightly 
lower than 
exp.
yes yes
yes, but 
upper bound 
close to 
experiment 
around 50-60 
s
yes no yes no
Width large narrow medium large large medium large narrow medium narrow
Lower bound very low very low very low very low
Upper bound
close to 
experimental 
data
close to 
experimental 
data
close to 
experimental 
data
too low too low
Maximum code-
experiment differences 
before the quench front 
completion
between 150 
and 250 K
less than 150 
K
more than 
250 K
less than 150 
K
less than 150 
K
between 150 
and 250 K
between 150 
and 250 K
less than 150 
K
less than 150 
K
between 150 
and 250 K
Under or over-
estimated?
under-
estimated 
after 10 s
slightly 
under-
estimated 
before 30 s, 
over-
estimated 
after 30 s
under-
estimated
under-
estimated
very close
under-
estimated 
after 10 s
under-
estimated
under-
estimated
under-
estimated 
after 20 s
over-
estimated 
before 25 s, 
under-
estimated 
after 25 s
Features of 
the 
uncertainty 
band before 
the quench 
front 
completion
Reference 
calculation 
Envelops the experimental data?
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Figure 4.41 : Maximum cladding temperature: difference between upper band and 
reference calculation predicted by each participant. 
 
700 K) and, in particular, the lower bounds are very low, close to the saturation 
temperature. In this case, the quality of the reference calculation is less important 
than in the case 1 (nevertheless, KAERI and KINS calculations are very close to 
the experimental results whereas this is less true for NRI-2); 
Case 3 (CEA, NRI-1 and to a less extent IRSN): As in case 2, the uncertainty 
bands envelop the experimental data, but the best-estimate reference calculations 
are not so satisfactory being the temperatures under-estimated after the first 10 
seconds. In particular, the upper bands are very close to the experimental 
reference in the case of CEA and NRI-1 and, just for few seconds, even slightly 
lower than the experimental values for IRSN. In the case of CEA, the lower bound 
is also quite low. Depending on the participant, the width of the uncertainty band 
ranges from 350 K to 600 K; 
Case 4 (PSI and UPC): The uncertainty bands do not envelop the experimental 
data during some periods of the transient. These results are consistent with those 
found for the first PCT (too high lower bound for UPC) and for the second PCT (too 
low upper bound for PSI). The explanations are a not very good best-estimate 
calculation for UPC and a too narrow uncertainty band for PSI. 
In relation to the uncertainty evaluation of the upper plenum pressure, the width of 
the uncertainty bands varies from 0.2 MPa to 5 MPa (see Fig. 4.43). For all the 
participants, the uncertainty band is very narrow after 50 s, and its width is 
comparable with the experimental uncertainty (± 0.12 MPa). For this reason, in the 
following analysis, this last part of the transient is not considered. 
A small majority of participants (6 out of 10) envelop, completely or almost, the 
experimental data and, more precisely, four cases, with certain continuity from  one  
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Figure 4.42 : Uncertainty analysis for the maximum 
cladding temperature – sample cases. 
 
case to the next one, can be 
distinguished. Figure 4.44 
gives one one example for 
each of the four cases 
discussed here below: 
Case 1 (UNIPI): The 
uncertainty bands envelop 
the experimental data for 
the whole transient, but the 
predicted width is quite 
large respect to the ones 
calculated by the other 
participants. Two reasons 
can explain the results 
obtained by UNIPI: the first 
one is that the CIAU can 
lead to large widths of the 
bands for time trends with 
steep gradients because it 
takes into account explicitly 
the contribution of the time 
shifts to the Total Quantity 
Uncertainty (which is the 
uncertainty finally provided) 
by considering the 
combination of the Quantity 
Uncertainty and the Time 
Uncertainty; the second 
reason is that the percentile 
corresponding to the Total 
Quantity Uncertainty is 
higher than 95%, both 
Quantity and Time 
Uncertainties corresponding 
to 95% (see also Fig. 3.7). 
Moreover, it shall be 
outlined that the predicted 
CIAU uncertainty bands are 
consistent with the correct 
uncertainty evaluation of the 
time of the accumulator 
injection (see Fig. 4.40). 
Case 2 (IRSN and NRI-2): 
Globally, the uncertainty 
band envelops the 
experimental data. More 
strictly speaking, IRSN  
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Figure 4.43 : Width of the uncertainty bands for the upper plenum pressure. 
 
predicted a lower band slightly higher than the experimental pressure between 45 
and 50 s, and NRI-2 calculated a too low upper band before 3 s; 
Case 3 (CEA, GRS and NRI-1): The uncertainty bands do not envelop the 
experimental data during a certain time interval, but the lower or upper bands stay 
nevertheless very close to them. For two cases out of three (GRS, NRI-1), the 
upper bound is slightly lower than the experimental pressure as a consequence of 
a too fast depressurization, due to, for example, deficiencies of the discharge 
modelling (GRS, NRI-1) or to low values of the heat transfer fouling factor (NRI-1); 
Case 4 (KINS, PSI, KAERI and UPC): During at least 10 s, the upper bound is 
really lower than the experimental pressure. For PSI, the case is even more 
complex: the upper bound is lower than the experiment data from 12 to 25 s, but 
before and after this time interval, the contrary is observed (the lower bound is too 
high compared with the experimental pressure). 
As conclusion, the majority of the participants predicted uncertainty bands which 
envelop the experimental data (7 cases out of 10 for the “maximum cladding 
temperature” time trend and, roughly, 6 cases for the “upper plenum pressure” time 
trend). However, the width of the uncertainty bands varies widely: from 100 to 700 
K for the maximum cladding temperature and from 0.2 to 5 MPa for the upper 
plenum pressure. The explanation of this variety in the results predicted by 
methods belonging to the same “family” (i.e. propagation of input uncertainties) 
could be very difficult; nevertheless the following attempt can be made: 
• The width of the uncertainty bands depends mainly on the treatment of the 
sensitive input parameters (sensitive parameters are those parameters for 
which a low variation has a high influence on the output); 
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Figure 4.44 : Uncertainty analysis for the upper 
plenum pressure – sample cases. 
 
• More precisely, the width is 
related to the completeness of 
the sensitive inputs and their 
range of variation. In return, 
the width does not depend (or 
the resulting effect is 
insignificant) on the total 
number of inputs and the 
range of variation of 
insensitive parameters; 
• According to the previous two 
bullets, the width of the 
uncertainty bands of the 
outputs (the maximum 
cladding temperature, for 
instance) predicted by the 
participants can be rather well 
explained. Some typical 
examples are given below: 
- GRS defined many 
parameters (49), but only 
some of them are really 
sensitive and their ranges of 
variation are narrow. As a 
result GRS obtained a 
relative narrow uncertainty 
band; 
- NRI-2 used the same code 
as GRS with the same input 
parameters and the same 
range of variation, but they 
defined, additionally to 
GRS, some new 
parameters (15 new input 
parameters), among which 
some of them are sensitive 
with a rather large range of 
variation. As a 
consequence, the NRI-2 
uncertainty bands are larger 
than the GRS ones; 
- KINS and KAERI performed 
a preliminary selection to 
identify the most sensitive 
parameter via a PIRT 
process: they selected few 
inputs (13 and 14 
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respectively), but these inputs are generally sensitive and with large ranges of 
variation. As a result, their uncertainty bands are large;  
- PSI (24 inputs) defined extremely small ranges of variation of its inputs, which 
results in the narrowest uncertainty bands. 
4.3.2.3. Critical study of Wilks’ formula and complementary analyses 
Five participants have increased the number of code runs with respect to their base 
case, as shown in Table 4.28. Three among them (CEA, IRSN and KAERI) carried 
out quite a large number of code runs for the first PCT (between 590 and 3500). 
From this large sample, they produced rather numerous random samples of 59 
elements, and by applying Wilks’ formula at the first order, they obtained several 
values for the upper tolerance limit, Y(59), for α = β = 95%. The following 
conclusions can be drawn (see also Fig. 2.9): 
- The dispersion of Y(59) ranges between 75 and 250 K; 
- This dispersion is twice less when Wilk’s formula is applied at the second 
order; 
- The large number of code runs allows to directly estimating the 95% percentile. 
The estimation, denoted as Y95 roughly converged around 400-500 code runs. 
The tolerance limit Y(59) is generally higher than Y95 (theoretically in β = 95% 
of the cases), however it can happen that Y(59) is lower than Y95 (theoretically 
in 1-β = 5% of the cases).  
On this basis, these participants advice to apply Wilks’ formula at least at the order 
3 or 4: 124 and 153 code runs are then needed respectively. Another solution 
might be to estimate directly the empirical 95% percentile, associated with a 
confidence interval, using the properties of the order statistics from which Wilks’ 
formula is drawn. 
 
 
Table 4.28 : Number of code runs and output parameters considered 
for the complementary analysis. 
 CEA IRSN KAERI NRI-1 NRI-2 
Base case: 
number of code 
runs 
100 59 100 59 60 
Improved 
method: number 
of code runs 
1003 590 3500 93 100 / 1000 
Considered 
output 
parameters 
1st PCT 1st PCT 1st and 2nd PCT 
Temperature-
type outputs + 
time of 
accumulator 
injection 
Temperature-
type outputs + 
time of 
accumulator 
injection 
Upper tolerance 
limits obtained in 
the base case 
1st PCT: 
1246 K 
1st PCT: 
1233 K 
1st PCT: 1218 K 
2nd PCT: 1197 K 
1st PCT: 1208 K 
2nd PCT: 1167 K 
1st PCT: 1165 K 
2nd PCT: 1185 K 
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Some complementary studies were performed by the participants. 
CEA, IRSN and NRI-2 compared the global sensitivity measures obtained with the 
increased number of code runs with respect to the base case. An example of 
results, obtained by CEA, is shown in Figure 4.45: one can note that one 
parameter (#43, corresponding to forced convection with vapour) has a 
Standardized Rank Regression Coefficient (SRRC) higher than 0.2 with 100 code 
runs, and can consequently be considered as rather relevant, whereas its SRRC 
becomes hardly higher than 0.1 with 1000 code runs. The opposite case (one 
parameter non relevant with a low number of code runs becomes influential with a 
larger number of runs) can occur too. 
An other interesting investigation has been preformed by CEA and it is related with 
the type of probabilistic law followed by the input parameters. CEA, which used 
only normal and log-normal laws truncated at µ ± 3.09σ in its base case, carried out 
two tests, each of them with 100 calculations. In the first test, all the normal and 
log-normal density functions of the inputs are replaced by uniform and log-uniform 
density functions respectively, with a minimum value equal to (µ - 2σ in case of a 
normal law and to e(µ - 2σ) in case of a log-normal law (the same with (µ + 2σ and e(µ 
+2σ)
 for the maximum value). The influence of this change of density is studied on 
the upper bound of the maximum cladding temperature that resulted significantly 
increased: about 30 K more for the 1st PCT and up to 55 K if considering the whole 
transient. In the second test, the normal and log-normal laws are kept but truncated 
at µ ± 2σ  instead of µ ± 3.09σ. This leads to a slight decrease of the upper bound of 
the maximum cladding temperature of about 15 K for the 1st PCT. 
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Figure 4.45 : Comparison of the sensitivities obtained for the 1
st 
PCT with 
100 and 1000 code runs. 
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4.3.3. Critical Evaluation of the Results 
The main lessons learnt from Phase III of the BEMUSE programme are 
summarized hereafter: 
• All the participants use a probabilistic method associated with the use of Wilks’ 
formula, except for UNIPI with CIAU method. The use of both methods has 
been successfully mastered; 
• Depending on the participants, the number of uncertain input parameters 
ranges from 13 to 64. When a rather low number of input parameters is 
considered, it is mainly due to the difficulty of associating an appropriate range 
of variation to them. Nevertheless, it must be pointed out that the lists of 
uncertain input parameters are very different depending on the participants 
(e.g., only two parameters were considered by all participants!). The use of 
different codes with different models for a same physical phenomenon can only 
partly explain this observation; 
• The remark at the previous bullet is not applicable to the CIAU method that 
takes into account implicitly all the sources of uncertainties and all possible 
input parameters characterizing the occurring phenomena without requesting 
any ranking process; 
• The complementary studies performed with a very large number of code runs 
(typically 1000) lead to the conclusion that 100 code runs, as typically carried 
out by the methods based on propagation of input uncertainties, is not 
sufficient both for uncertainty and sensitivity analysis. For uncertainty analysis, 
the increased number of code runs allows to increase the precision of the 
upper (lower) tolerance limit when applying Wilks’ formula. For sensitivity 
analysis, the increased number of code runs leads to more reliable correlation 
or regression coefficients, particularly for less important parameters. 
• Based on the previous bullet, when the upper tolerance limit approaches 
regulatory acceptance criteria (e.g. 1204°C PCT) it would be advisable that the 
number of code runs is increased to 200 calculations instead of the 59 code 
runs needed, using Wilks’ formula at the first order for the estimation of a 
α = 95% tolerance limit with a confidence level β of 95%; 
• The dispersion of the upper tolerance limits obtained through the 
complementary analysis considering different number of samples (of 59 or 93 
code runs) is of the same order (about 200 K) of the uncertainty evaluation of 
the PCT; 
• The modification of the type of laws (uniform instead of normal or log-normal) 
for the PDF of the input parameters has also an effect on the results of the 
uncertainty analysis, but this effect is less important than the dispersion of the 
tolerance limits resulting from the application of Wilks’ formula at the first or 
second order. However, if the order of Wilks’ formula is increased, one could 
expect that this issue – the choice of the type of PDF – became more relevant. 
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4.4. BEMUSE Phase IV and V: Main Results and CIAU 
Applications 
The objectives of Phases IV [108] and V [109] of the BEMUSE programme are 
respectively the simulation and the uncertainty evaluation of a LBLOCA in a 
Nuclear Power Plant using the experience gained in the previous Phases II and III 
whose domain of investigation was the LOFT Integral Test Facility. 
The present section deals with the results obtained by UNIPI using the RELAP5 
code for the prediction of the BE calculation of the NPP LBLOCA scenario (§4.4.2, 
[110]) and the following uncertainty evaluation by CIAU method (§4.4.3, [111]). The 
comparison with the results obtained by the other participants to the Phases IV and 
V of the BEMUSE programme is still in progress at the time of this written and 
therefore has not been included. 
4.4.1. The Definition of the Problem 
The selection of the plant was a quite important issue of BEMUSE Phase IV. When 
the project started in 2003, TMI-1 was the suggested plant. The main reason for 
such suggestion was that the plant was known by different participants as its input 
deck had been used in one previous common exercise. Once BEMUSE project 
was on-going, participants disagreed on maintaining the original selection and 
some other options were considered. None of the considered options was actually 
made available by the different plant owners. At this point the group made the 
decision of using Zion NPP and CSNI approved the choice.  
Zion NPP, a dual-reactor nuclear power plant operated and owned by the 
Commonwealth Edison network, was a Westinghouse 4 loops PWR with a thermal 
power of 3250 MWth (1040 MWe). The 25-year old plant had not been in operation 
since February, 1997. In 1998 Commonwealth Edison, owner of the plant, 
concluded that Zion could not produce competitively priced power and the two-unit 
Zion Nuclear Power Station was retired in February, 1998.  At this time, plans were 
started to keep the facility in long-term safe storage and to begin dismantlement 
after 2010. All nuclear fuel has been removed permanently from the reactor vessel, 
and the fuel has been placed in the plant's onsite spent fuel pool. 
US NRC provided the input decks of Zion NPP for TRACE and RELAP5 codes and 
the coordinators (UPC and UNIPI) prepared the specifications [108] with the main 
purpose of conducting the exercise but also to make explicit the information 
needed to the users of other codes for developing their own Zion input decks. The 
input/output specifications give all the necessary detail on this point and were 
prepared in agreement with the philosophy followed for the Phases II and III 
dealing with LOFT ITF. 
Along with ZION plant parameters, the main features of the LBLOCA scenario were 
specified in order to assure common initial and boundary conditions. The selected 
test is a cold leg large break LOCA DEGB without HPIS and with accumulator 
(pressure set-point equal to 4.14 MPa) and LPIS injection. It has been assumed 
that the SCRAM and the trip of the reactor pumps occurred at the same time of the 
break and the steam and feedwater lines were isolated at 10 s and 20 s 
respectively. More details about boundary and initial conditions are provided in 
§4.4.2.1 together with the description of the RELAP5 nodalization. 
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4.4.2. Best Estimate Calculation by Relap5 
4.4.2.1. Zion NPP nodalization 
The RELAP5/Mod3.2 ZION NPP model nodalization is shown in Figure 4.46. The 
vessel model (Fig. 4.47) consists of 23 hydraulic components which are connected 
by 50 junctions. The downcomer (DC) is nodalized by two channels made with two 
BRANCHES and one PIPE (with 8 control volumes) each. One DC channel (360) 
has a volume and flow area equivalent to 3/4 of the total DC volume and flow area 
and it is connected with the three intact loop via the respective cold legs. The 
second DC channel (370) is connected to the broken loop. Cross flow junctions 
between the two DC channels have been implemented as suggested in the 
specification [108].  
The reactor core is represented by two hydraulic channels, modelled by two PIPE 
(830 and 840) subdivided in 18 hydraulic volumes. The PIPE 830 simulates 2/3 of 
the total volume and flow area of the core and it is associated with the peripheral 
and average fuel bundles (see Figure 4.48). The PIPE 840 simulates the remaining 
1/3 of the core and has been coupled with the hot fuel bundle, hot fuel channel and 
hot fuel rod. Core cross flow junctions (899) has been considered as suggested in 
the specification. Loss coefficients (forward and reverse) have been introduced for 
simulating the 5 grid spacers. A core bypass (800) is simulated by a 18 nodes 
PIPE. 
The 193 fuel assembly (FA) have been arranged in the following five groups of 
HEAT STRUCTURES as depicted by Fig. 4.48: 
- The first represents the RELAP5 average fuel rod in the peripheral channel 
and includes 64 NPP FA, 
- The second represents the RELAP5 average rod in the average channel and 
includes 64 NPP FA, 
- The third represents the RELAP5 average rod in the hot channel and includes 
64 NPP FA,  
- The fourth represents the RELAP5 average rod in the hot fuel assembly, 
- The fifth represents the RELAP5 hot rod in the hot fuel assembly. 
The subdivision of the ZION NPP power among the five groups has been done in 
agreement with the values in Table 4.29 and taking into account the direct 
moderator heating (about 2.5%). The linear power associated to each axial piece of 
the five heat structures is represented in Figure 4.49. Geometrical features of the 
fuel pins and fuel pellets have been considered (hot condition) using data in 
Table 4.30. Finally, the following choices have been adopted: 
- Bottom-up and top down reflood model for all five RELAP5 heat structures; 
- CCFL model at core tie plate using Wallis correlation; 
- Gap thermal conductivity introduced by mean of a table given in the specification. 
Each of the four loops (three intact – Fig. 4.50 – and one broken – Fig. 4.51) is 
explicitly modelled with their own steam generators also considering the objective 
to develop a multi purpose nodalization (i.e. valid for other kind of transients). The 
pressurizer (PIPE 150) is connected to the hot leg (PIPE 100 and PIPE 102) of 
loop 1 via the surgeline (PIPE 152). Five zones may be recognized in the 
secondary side of each steam generator: 1) the downcomer; 2) the riser zone, 
essentially including the U-tubes; 3) the top of the vessel, including the separator,  
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Figure 4.47 : RELAP5/Mod3.2 nodalization 
of the ZION reactor pressure vessel. 
and the steam dome regions; 4) the 
steam line downstream the dome; 5) 
the feed water line (simulated with 
the time dependent junction (181) 
and the time dependent volume 
(182) connected to the top of the 
downcomer.  The degree of detail of 
the nodalization is commensurate to 
what considered in the primary loop.  
In particular, the heights of the riser 
volumes are the same as the heights 
of the corresponding rising and 
descending nodes of the primary 
side U-tubes (slicing nodalization 
technique).  The component 172 
simulates the separator that is 
necessary in the code model in order 
to achieve quality equal to one in the 
steam dome. 
The double end guillotine break (full 
open area equal to 0.3832 m2) is 
located in the cold leg (PIPE 212 and 
214) of the loop 2 (Fig. 4.51) and it is 
simulated by three VALVEs (213, 
515 and 505). Volumes 500 and 510 
(TMDPVOL) simulate the 
containment with pressure imposed 
as a function of time after the break 
[108]. The RELAP5\Mod3.2 default 
Henry-Fauske critical flow model is 
adopted. 
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Figure 4.48 : ZION NPP fuel assembly grouped in 5 groups of 
RELAP5 heat structures. 
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Table 4.29 : ZION NPP power subdivision among the five RELAP 
group of heat structures. 
Rod 
average 
linear 
power  
Power 
per rod  
Maximum 
linear 
power  
Number 
of rods 
Fuel 
Power  
Moderator 
Power  
Total 
Power  Core 
Zone 
(kW/m) (kW) (kW/m)  (kW) (kW) (MW) 
1 17.56 64.25 21.56 13056 838881.02 21509.77 860.39 
2 21.94 80.32 26.94 13056 10487601.27 26887.21 1075.49 
3 26.33 96.38 32.33 13056 1258321.53 32264.65 1290.59 
4 30.72 112.44 37.72 203 22825.71 585.27 23.41 
5 32.92 120.47 40.42 1 120.47 3.09 0.12 
Total    39372 3168750 81250 3250 
 
Moreover the following can be noted: 
- The hydro accumulators (190, 490, 690) have been simulated with proper 
ACCUM components with 4.14 MPa as pressure set-point. Accumulators are 
isolated when their level falls below 0.14 m in order to avoid the injection of non 
condensables in the primary system; 
- The LPIS system is nodalized by time dependent volumes (191, 491 and 691) 
and time dependent junctions (192, 492 and 692) by which the LPIS mass flow 
rate is imposed as function of pressure. The LPIS pressure set point is 1.42 
MPa; 
- The reactor coolant pumps trip at the same time of the break; 
 
 
 
 
Figure 4.49 : ZION NPP fuel assembly grouped in 5 groups of 
RELAP5 heat structures. 
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Figure 4.50 : RELAP5/Mod3.2 nodalization of the 
ZION intact loop. 
Table 4.30: Fuel rod characteristics (hot condition for the average rod). 
PARAMETER UNIT VALUE 
Fuel Pin   
Outside diameter mm 10.71 
Cladding thickness mm 0.61 
Gap thickness mm 0.054 
Active fuel length m 3.66 
Fuel pellet   
Diameter mm 9.38 
 
- The reactor coolant pump velocities are imposed as a function of time after the 
break; 
- A decay power curve is imposed by reactor power multiplier specified as a 
function of time after the break; 
- The steam line and the feed water line were isolated at 10 s and 20 s 
respectively after the break; 
- A null transient of 200 s was run for achieving a steady state. The transient was 
run for 500 s. 
Table 4.31 summarizes the main nodalization code resources used, whereas Table 
4.32 contains the maximum linear powers considered in the axial discretization of 
the linear power profiles and the corresponding elevations for the six temperature 
time trends reported in §4.4.2.2. 
4.4.2.2. Steps of the ZION NPP nodalization qualification process 
The UMAE (§2.4.3) procedure has been adopted for qualifying the ZION NPP 
nodalization. The steps (i, j, k, m) of the loop GI in Fig. 4.52 are the ones to be 
satisfied when qualifying a 
NPP nodalization. In 
particular: 
1. The NPP nodalization 
(block i) must be set-up 
following the same guidelines 
(i.e. model options, 
nodalization strategy,…) as 
in the case of the ITF. In 
other words, this means that 
the ZION NPP nodalization 
has been developed taking 
into account the choices and 
the experience deriving from 
the nodalization of LOFT ITF 
carried out in the framework 
of BEMUSE Phase II [27]. 
This step is fully described in 
§4.4.2.1; 
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Figure 4.51 : RELAP5/Mod3.2 nodalization of the 
ZION broken loop. 
2. The qualification at 
‘steady state’ level 
(block j) of the plant 
nodalization is obtained 
using similar criteria 
adopted for the ITF in 
loop FG (i.e. 
demonstration of the 
achievement of a 
stationary behaviour of 
time trends, analysis of 
the pressure drops 
along the length of the 
NPP loops, 
achievement of the 
nominal NPP 
conditions,…). This 
step is described in 
(§4.4.2.3); 
3. The qualification at 
‘on transient’ level 
(blocks j and k) of the 
plant nodalization is 
obtained through the  
 
Table 4.31: RELAP5 nodalization code resources. 
TOTAL NUMBER OF HYDRAULIC NODES 286 
TOTAL NUMBER OF JUNCTIONS 294 
TOTAL NUMBER OF HEAT STRUCTURES 247 
TOTAL NUMBER OF MESH POINTS 2238 
NUMBER OF CORE CHANNELS (without bypass) 2 
NUMBER OF AXIAL CORE NODES PER CHANNEL 18 
 
Table 4.32: Maximum linear power and location. 
HOT ROD IN HOT FA 
(ZONE 5) 
AVERAGE ROD IN AVERAGE 
CHANNEL (ZONE 2) 
Bottom Level 2/3 Core Height Top Level  Bottom Level 2/3 Core Height Top Level 
PARAMETERS 
0 – 1.22 m 1.22 – 2.44 m 2.44 - 3.66 m 0 – 1.22 m 1.22 – 2.44 m 2.44 - 3.66 m 
Maximum Linear 
Power (KW/m) 
36.28 40.42 37.56 24.19 26.94 25.04 
Elevation from 
BAF (m) 
1.11 1.73 2.54 1.11 1.73 2.54 
Azimuthal 
Position NA NA NA NA NA NA 
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Figure 4.52: UMAE qualification steps for BEMUSE Phase II and IV. 
  
 
 
analysis of the Relevant Thermalhydraulic Aspects (RTA) of the analysed NPP 
transient (in similar way to what performed in the loop FG for an ITF). Showing that 
the NPP nodalization produces results in agreement with one of the ITF 
experiments (block k) positively completes the qualification process. A qualified 
plant nodalization is made available (block m) from fulfilling the previous steps of 
the UMAE and it is called ASM (Analytical Simulation Model). These steps are 
described in §4.4.2.4 and §4.4.2.5 where the Kv-scaling calculation (or similarity 
analysis) of the ZION NPP nodalization to the LOFT L2-5 experiment is also 
discussed. 
4.4.2.3. RELAP5 ZION NPP: Steady state achievement 
A steady state calculation has been achieved by running a ‘null transient’ of 200 s.  
The application of the procedures at block ‘i’ led to a qualified nodalization at 
steady-state level.  The related results are shown in Table 4.33 and in Figure 4.53, 
where calculated values (taken at 200 s of calculation) are compared with 
reference data from the specification.  The analysis of data brings to the following 
conclusions: 
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Table 4.33: Nodalization qualification and steady state data table. 
1 Primary circuit volume (with pressurizer, WITHOUT accumulators) - volume of the pipes 352.91
2 Secondary circuit volume - volume of the pipes 661.91
3 Non Active structures heat transfer area (External) 1303.42
4 Core heat transfer surface area 4847.84
5 SG U-tubes heat transfer external surface area (without tube sheet) 19134.82
6 Core heat transfer volume (volume surrounding active core) 18.16
7 SG U-tubes heat transfer volume (without tube sheet) 87.86
8 Maximum of the axial power distribution for the average rod in average channel (zone 2) 26.94
9 Maximum of the axial power distribution for the hot rod in hot fuel assembly (zone 5) 40.42
1 Core power 3250.00
2 Heat transfer in the steam generators (4 loops) 3255.10
3 Primary system hot leg pressure 15.50
4 Pressurizer pressure (top volume) 15.48
5 Steam generator 1 exit pressure 6.71
6 Accumulator 1 pressure 4.14
7 Intact HL 1 temperature (near vessel) 602.50
8 Intact CL 1 temperature (near vessel) 571.20
9 Reactor vessel downcomer temperature 571.15
10 Broken loop HL temperature (near vessel) 602.50
11 Broken loop CL temperature (near vessel) 571.15
12 Pressurizer temperature (lower volume) 617.29
13 Rod surface temperature (hot rod in hot channel , 1.6 - 1.8 m) 623.79
14 Upper header temperature (Liquid, at the TOP) 589.85
15 Reactor coolant pump of loop 1 velocity rpm 1146.50
16
Reactor pressure vessel pressure loss (External/Internal) 254.14 / 109.62
17 Core pressure loss  (External/Internal) 159.2 / 96.95
18 Primary system total loop pressure loss 521.67
19 Steam generator 1 pressure loss 175.18
20 Primary system total mass inventory (with pressurizer, without accumulators) 233656.00
21 Steam generator 1 total mass inventory 37777.00
22 Primary system total loop coolant mass flow 17386.00
23 Steam generator 1 feedwater mass flow 439.23
24 Core coolant mass flow 17145.90
25 Core bypass mass flow (LP-UP) 217.26
26 Pressurizer level (collapsed) 8.78
27 Secondary side downcomer level 11.90
28 Mass Flow Rate / Power (Channel 1 including PZ and AZ) Kg/MJ 5.8738
29 Mass Flow Rate / Power (Channel 2 including HZ, HA and Hot Rod) Kg/MJ 4.3945
m
m3
kW/m
K
Nodalization development
MW
Steady State
CALC DATA
m3
Nº Unit
m2
MPa
kPa
kg
kg/s
 
 
- The calculated values are stable, i.e. solutions are stable with an inherent 
drift < 1% / 100 s. 
- A good agreement (indispensable condition to be confident in the capabilities 
of the adopted nodalization to reproduce the phenomena expected for the 
selected transient) between calculated and reference values (from the  
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Figure 4.53: Normalized pressure distribution versus loop length. 
 
 specification) of the pressure distribution along the loop has been obtained, as 
shown in Figure 4.53.  
- The criteria for the nodalization qualification are fulfilled through the complete 
comparison between the calculated values of the quantities in Table 4.33 and 
the corresponding reference data in the specification. 
4.4.2.4. Kv-Scaling analysis: ZION NPP nodalization scaled to LOFT L2.5 
experiment 
This step of the qualification process (block k in the UMAE diagram) intends to 
demonstrate that the developed ZION NPP nodalization is capable to reproduce 
relevant thermal-hydraulic phenomena of any facility/plant and that no new 
phenomena are “artificially” produced by the nodalization as consequence of 
special arrangements in the model in order to force the code to generate expected 
results. The demonstration is conducted reproducing with the NPP nodalization an 
experiment performed in ITF by imposing related scaled experimental Boundary 
and Initial Conditions (BIC). The selected test adopted for the qualification is the 
LOFT experiment L2-5 analyzed in BEMUSE Phase II. 
Set-up of the model for the ZION Kv scaled calculation 
The preparation of the Kv scaled calculation is performed applying to the ZION 
NPP model the scaled BIC adopted in the L2-5 test. The scaling factor Kv is 
constituted by the ratio between the primary side coolant volumes (V) of the ZION 
NPP and of the LOFT ITF: 
 
 
 
ZION
v
LOFT PS
V
K = = 44.45
V
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The basic concept of the Kv scaled calculation is achieved by imposing the same 
value of the ratio between the break area (Ar) and the volume V in the NPP and in 
the ITF. It this case the result is: 
   
   
   LOFT ZION
Ar Ar
=
V V
 
and as a consequence the break area to be used in the Kv scaled NPP model is: 
( ) ( ) ⋅ 2ZIONr rZION-Kv LOFT
LOFT
V
A = A = 0.372 m
V
 
The next steps to be performed for developing the ZION Kv scaled model are 
summarized hereafter: 
1. The liquid volumes injected by the accumulators have to be scaled by the 
factor Kv. Consequently also the total volume (i.e. liquid plus gas) of the 
accumulator has to be scaled; 
2. The HPIS, not modelled in the ZION NPP model, but present in the LOFT 
experiment are to be added to the ZION Kv model; 
3. The thermal-hydraulic conditions of the fluid of the ECCS must be imposed 
equal to the LOFT L2-5 experiment; 
4. The values of the HPIS and LPIS mass flow rates must be scaled by the Kv 
factor;  
5. The trends of the relationships “mass flow rate of HPIS and LPIS versus 
pressure”, “decay power versus time”, “pump cost down versus time” and 
“containment pressure and temperature versus time” have to be imposed equal 
to the experiment; 
6. Pressure set-points (like accumulator/LPIS set point) must be imposed as in 
the LOFT L2-5 experiment; 
7. The delay in the actuation of systems (e.g. scram, start of HPIS and LPIS 
injection, steam line isolation, feed water isolation) adopted in the experiment 
must be preserved in the Kv scaled calculation; 
It shall be noted that the break area in the L2-5 experiment is constituted by a 
“double ended guillotine break”. The resulting ZION Kv-scaled  area is 2 x 0.372 m2 
 
 
Figure 4.54: Break areas for the ZION-Kv scaled calculation. 
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and this area does not correspond to the full area of the ZION NPP cold leg 
(0.3832 m2). However, in order to reproduce the phenomena occurring during a 
“double ended guillotine break” the two break areas of the cold leg (see Fig. 4.54) 
have been set equal to the reduced scaled value of 0.372 m2. The ZION Kv scaled 
features are summarized in Table 4.34. 
 
Table 4.34: Kv scaled features of the ZION Kv nodalization. 
# DESCRIPTION UNIT 
LOFT 
ITF 
ZION 
NPP 
ZION 
Kv 
NOTES 
Break      
1 
Break area (each side of the 
cold leg) 
m2 0.008365 0.3832 0.372 x Kv 
2 Time of the break s 0 0 0 - 
3 Opening time law - - - - Same as LOFT L2.5 
Accumulators      
4 Pressure set point MPa 4.29 4.14 4.29 Same as LOFT L2.5 
5 Liquid temperature K 302 308 302 Same as LOFT L2.5 
6 Accumulator volume (1 over 3) m3 1.28 38.9 56.896 x Kv 
7 Liquid volume m3 0.60666 23.8 26.966 x Kv 
LPIS      
8 
Mass flow rate versus pressure 
law 
- - - - 
LOFT mass flow rate values x Kv 
Pressure dependence as from 
LOFT L2-5 
9 Injection starting s 37.32 
Set point 
(pressure) 
37.32 Same as LOFT L2.5 
10 Injection ending s 107.1 
Set point 
(pressure) 
107.1 Same as LOFT L2.5 
11 Liquid temperature K 302 308 302 Same as LOFT L2.5 
HPIS      
12 Number of HPIS - 3 0 3 
Not implemented in ZION. 
Same as LOFT L2.5 in ZION Kv 
13 
Mass flow rate versus pressure 
law 
    
LOFT mass flow rate values x Kv 
Pressure dependence as from 
LOFT L2-5 
14 Injection starting s 23.90 - 23.90 Same as LOFT L2.5 
15 Liquid temperature K 302 - 302 Same as LOFT L2.5 
SCRAM      
16 Scram time s 0.24 0 0.24 Same as LOFT L2.5 
17 Decay power curve - - - - 
LOFT multipliers values 
to be used. 
PUMPS      
18 Pump trip s 0.94 0 0.94 Same as LOFT L2.5 
19 Pump costdown curve - - - - 
LOFT relative pump speed 
velocity (versus time) x ZION 
nominal pump speed velocity 
STEAM LINE      
20 Isolation (valves start to close) s 0.35 10 0.35 Same as LOFT L2.5 
21 Isolation (valves end to close) s 9.35 10 9.35 Same as LOFT L2.5 
FEED WATER      
22 Isolation (valves start to close) s 0.3 20 0.3 Same as LOFT L2.5 
23 Isolation (valves end to close) s 2.5 20 2.5 Same as LOFT L2.5 
CONTAINMENT      
24 Pressure time trend - - - - Same as LOFT L2.5 
25 Temperature time trend - - - - Same as LOFT L2.5 
Università di Pisa – DIMNP  - 194 -  The BEMUSE Programme 
 
 
Alessandro Petruzzi  - December 2008 -  Page 194 of 331 
Results of the Kv scaled calculation 
The two systems ZION NPP and LOFT ITF are obviously different from the 
hardware point of view and the scaling of the BIC is not a sufficient condition to 
avoid the occurrence of discrepancies between the ZION Kv scaled calculation and 
the results of the LOFT experiment. However the aim of the Kv scaled calculation 
is the demonstration that the model is able to reproduce the relevant phenomena 
occurring in the experiment. For that reason the result of the Kv scaled calculation 
and of the experiment must be compared only from a qualitative point of view. 
The results of the Kv scaled calculation are documented in Table 4.35 and in 
Figures from 4.55 to 4.60. The results of the LOFT experiment and of the ZION 
NPP calculation (see §4.4.2.5) are also shown for allowing a deeper understanding 
of the occurred phenomena. 
The primary side pressure is quite well reproduced (Figure 4.55). As a 
consequence the injection time trend of the ECCS in the Kv scaled calculation is 
similar to the trend in the experiment (Figure 4.58). The observed differences, in 
the ECCS mass flow rate and thus in the integral injected mass, are related to the 
accumulator behaviour. In the experiment the accumulators are empty after about 
50 s while in the Kv scaled calculation the accumulator injection is stopped at about 
81 s. This is related with the differences in the discharging modalities due to the 
different geometry of the surge lines in ZION NPP and LOFT ITF. 
The time trends of the primary side mass inventories are shown in Figure 4.56. 
Notwithstanding the curves have a qualitative similar trend, the Kv scaled 
calculation under-predicts the minimum mass inventory. This is due to a faster 
 
Table 4.35: Comparison between ZION Kv scaled calculation and LOFT L2-5 
Experiment: Resulting events. 
TIME AFTER EXPERIMENT 
INITIATION No. EVENTS 
LOFT L2-5 
Experiment 
ZION Kv 
Calculation 
NOTES 
1 Experiment L2-5 initiated 0.0 0.0 Imposed 
2 Reactor scrammed 0.24 0.24 Imposed 
3 
Cladding temperatures initially 
deviated from saturation 
0.91 0.5  
4 Primary coolant pumps tripped 0.94 0.94 Imposed 
5 Partial top-down rewet initiated 12.1 9  
6 Pressurizer emptied 15.4 
11.8 
(Level < 0.1 m) 
 
7 Accumulator injection initiated 16.8 18  
8 Partial top-down rewet ended 22.7 20  
9 HPIS injection initiated 23.90 23.90 Imposed 
10 
Maximum cladding 
temperature reached 
28.47 
1st dryout: 9 
2nd dryout: 39 
 
11 LPIS injection initiated 37.32 37.32 Imposed 
12 Accumulator emptied 49.6 81  
13 Core cladding fully quenched 65 80  
14 LPIS injection terminated 107.1 107.1  
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depressurization during the 
first 25 s that results in a 
larger loss of mass from 
the break (Figure 4.57). 
After 25 s, the pressure 
predicted by the Kv scaled 
calculation is in good 
agreement with the 
experiment, but due to the 
more water injected in the 
system by the 
accumulators, the 
calculated primary mass 
inventory continues to 
slightly increase up to 80 s, 
whereas in the experiment 
it stops at about 50 s. The 
larger quantity of water 
injected by accumulators, 
produces also a larger loss 
of water from the break 
(indeed the gradient of the 
Kv calculated integral mass 
from the break, in Figure 
4.57 from about 45 s to 
about 80 s, is larger than 
the gradient of the 
experimental curve).  
However it shall be noted 
that the experimental trend 
of the primary side mass 
inventory has been derived 
and thus it is affected by a 
large uncertainty (see also 
Ref. [110]). This fact 
makes less relevant the 
observed differences 
mentioned above. 
Figures 4.59 and 4.60 
show the comparison 
between the ZION Kv 
scaled calculation and the 
LOFT L2-5 experiment in 
relation to the cladding 
temperatures for the 
average rod in the average 
zone (top elevation) and for 
the hot rod (2/3 core  
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Figure 4.55 : ZION Kv, upper plenum pressure. 
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Figure 4.56 : ZION Kv, primary side mass inventory. 
 
-40.0 -20.0 0 20.0 40.0 60.0 80.0 100.0 120.0 140.0 
Time (s) 
0 
1000 
2000 
3000 
4000 
5000 
6000 
7000 
8000 
T
o
ta
l 
In
te
g
ra
l 
M
as
s
 F
lo
w
 R
a
te
 a
t 
B
re
ak
 (
K
g
) 
XXX ZION-BEMUSE     Total Integral Break Flow rate - Scaled by Kv 
X 
X 
X 
X 
X X X X X 
X X X 
X X X X X X 
YYY ZION-KV               Total Integral Break Flow rate - Scaled by Kv 
Y
Y
Y 
Y 
Y
Y
Y Y Y
Y
Y Y 
Y Y Y Y Y Y
ZZZ LOFT-EXP            Total Integral Break Flow rate 
Z 
Z 
Z 
Z 
Z 
Z Z 
Z Z Z Z 
Z Z Z Z Z 
Z Z 
Z 
 
Figure 4.57 : ZION Kv, total integral break 
mass flow rate. 
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Figure 4.60 : Hot rod cladding temperature 
(2/3 core height). 
height) respectively. The 
occurrences of the first and 
second PCT are quite very 
well predicted. The 
different linear power for 
the considered axial piece 
of the average rod in the 
LOFT experiment and in 
the ZION Kv scaled 
calculation (about 10 
kW/m) is the main factor 
responsible for he 
difference of about 250K in 
the prediction of the first 
PCT (Figure 4.59). The 
same discrepancy reduces 
to about 100 K for the hot 
rod in agreement with the 
reduced difference (about 
2-3 kW/m) in linear power 
(Figure 4.60). The second 
PCTs are very well 
predicted both in the 
average rod and in the hot 
rod (differences are less 
than 30 K). A good 
agreement is also obtained 
for the quenching of the 
temperatures: only about 
20 s is the over prediction 
respect to the experiment. 
Conclusions from the 
ZION Kv scaled 
calculation 
The results of the ZION Kv 
scaling calculation 
demonstrate, from a 
qualitatively point of view, 
the capability of the ZION 
NPP nodalization to 
reproduce the main 
phenomena of the 
experiment. No new 
phenomena are brought in 
the calculation and the 
observed discrepancies 
are originated by the 
 
-40.0 -20.0 0 20.0 40.0 60.0 80.0 100.0 120.0 140.0 
Time (s) 
0 
500 
1000 
1500 
2000 
2500 
3000 
3500 
E
C
C
S
 In
te
g
ra
l 
M
as
s 
(K
g
) XXX ZION-BEMUSE       ECCS Integral Mass 
X 
X 
X 
X 
X 
X 
X 
X X X X 
X X X 
YYY ZION-KV                 ECCS Integral Mass 
Y
Y
Y
Y 
Y 
Y 
Y 
Y Y Y 
Y Y Y Y 
ZZZ LOFT-EXP              ECCS Integral Mass 
Z Z Z 
Z 
Z 
Z 
Z 
Z Z Z 
Z Z Z 
Z Z Z Z Z 
 
Figure 4.58: Total integral ECCS mass flow rate. 
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Figure 4.59: Average rod cladding temperature 
(top elevation). 
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existing hardware differences between the ZION plant and the LOFT facility. 
On the basis of the obtained results from the Kv scaled calculation, the ZION NPP 
nodalization can be considered an “on transient” qualified nodalization. Some 
special aspects are summarized here below: 
1) The comparison of the primary side pressures demonstrates the validity of the 
Kv scaled approach. The experimental pressure time trend is reproduced in a 
satisfactory way by the calculation, in particular during the first 15 s of the 
blowdown phase. The reflood phase is characterized by a longer injection from 
the accumulators. 
2) The energy terms affecting the results are: 
a) The energy stored in the core structures, 
b) The decay energy released from the core, 
c) The energy released from break, 
d) The heat stored and released from the structures. 
 Distortions in the results of the Kv scaled calculation are originated from items 
a) and d). 
3) The dryouts predicted by the Kv scaled calculation are in good agreement with 
the LOFT L2-5 experiment. The larger difference in the prediction of the first 
dryout has to be attributed to the different linear power of the considered axial 
pieces of the rods in the calculation and in the experiment. 
4) The obtained results demonstrate the quality and the flexibility of the ZION 
NPP nodalization. However, some additional steps (not included in the present 
analysis) could be part of a further detailed investigation: 
• Characterization of the pressure trend versus the length of the circuit, 
• Identification of the stagnation points and evaluation of the core differential 
pressures, 
• Comparison of the energy released by the steam generators, 
• The ECCS bypass in the blowdown phase, 
• The heat wall delay related with the heat released from the downcomer 
structures, 
• Characterization of the distribution of the masses and voids in the core. 
4.4.2.5. RELAP5 ZION NPP: Reference transient calculation 
In agreement with the steps fulfilled for BEMUSE Phase II the following data are 
hereafter presented: 
-  Time sequence of events, Table 4.36; 
-  Relevant Thermal-hydraulic Aspects (e.g. break flow rate, pressurizer, dryout, 
ECCS behaviours), Table 4.37; 
-  Time trends of relevant parameters: pressures (Figs 4.61), liquid masses  
(Fig. 4.62) and rod temperatures (Fig. 4.63). 
The reflood phenomenon predicted by RELAP5 is depicted in Figure 4.64 for the 
hot rod. The code activates the reflood model in the heat structures when the 
average pressure in the connected hydrodynamic volumes is less than 1.2 MPa, 
and the average void fraction in the interconnected hydrodynamic volumes is  
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Table 4.36: Resulting time sequence of events. 
Break initiation 0.00
Reactor scrammed 0.00
DNB in core 0.12
Primary coolant pumps tripped 0.00
Partial top-down rewet initiated (1) 3.00
Pressurizer emptied (below 0.1 m) 11.90
Accumulator 1 injection initiated 12.10
Partial top-down rewet ended (1) (last one before the MAX PCT) 18.10
Maximum cladding temperature reached 47.30
LPIS 1 injection initiated 22.50
Accumulator emptied 80.10
Core cladding fully quenched 261.50
EVENTS
CALCULATED TIME 
AFTER TRANSIENT 
INITIATION (s)
(1) Partial top down rewet: significant clad temperature decrease in the inner channel of active core  
 
greater than 0.9 (i.e., nearly empty). The effect of the water coming from the 
pressurizer can be derived from the top-down reflood curve in the time span from 
about 15 s to 20 s. Moreover it can be realized that the bottom-up reflooding is 
much more effective than the top-down and the last portion of the core to be 
quenched is at about 3 m from the bottom of the active core (at about 280 s). 
Figures 4.65, 4.66 and 4.67 show the Peak Cladding Temperatures (PCT) and the 
Time Of Reflooding (TOR) for each axial piece of the five zones by which the core 
has been subdivided. As expected the hot rod has the larger PCTs and TORs 
independent on the axial position.  
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Figure 4.61 : ZION NPP reference calculation: primary pressure time trends. 
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Table 4.37: List of Relevant Thermalhydraulic Aspects. 
RTAs UNIT CALC
Experiment L2-5 initiated s 0
Integral break flowrate at dryout time (at 0.12 sec) kg 3720
Integral break flowrate at ACC injection time (at 80.10 s) kg 263225
Integral break flowrate at core quenching time (at 261.5 s) kg 307533
Integral break flowrate at 500 s kg 356816
Time of emptying (level below 0.1 m) s 11.9
PRZ pressure/Primary pressure at 5 s - 1.54
PRZ pressure/Primary pressure at 10 s - 1.43
PRZ pressure/Primary pressure at emptying time - 1.33
Time of PRZ-Primary pressure equalization s 35.11
DNB in core s 0.12
Maximum cladding temperature reached s 47.3
Peak cladding temperature K 1200.46
Core cladding fully quenched s 261.5
Pressure at dry out time (at 0.12 sec) MPa 11.78
Pressure at 10 s MPa 6.37
Pressure at 20 s MPa 2.43
Pressure at core quenching time (at 261.5 s) MPa 0.22
Pressure at 500 s MPa 0.219
ACC1 intervention time s 12.1
ACC1 Pressure 10 s after injection initiation MPa 4.14
ACC1 Pressure 20 s after injection initiation MPa 3.82
ACC1 Pressure at core quenching time (at 261.5 s) MPa 1.54
Integral ACC1 flowrate at core quenching time (at 261.5 s) kg 23274
Integral ACC1 flowrate at 500 s kg 23274
ACC1 emptied s 80.1
LPIS intervention time s 22.5
LPIS flowrate at core quenching time (at 261.5 s) kg/s 88.0
LPIS flowrate at 500 s kg/s 88.0
Integral LPIS flowrate at core quenching time (at 261.5 s) kg 20972
Integral LPIS flowrate at 500 s kg 41943
Total integral ECCS flowrate at core quenching time (at 261.5 s) kg 62874
Total integral ECCS flowrate at 500 s kg 125826
Minimum mass / initial mass - 0.04378
Primary mass/initial mass at core quench time (at 261.5 s) - 0.252
Primary mass/initial mass at 500 s - 0.310
Primary System Mass (with pressurizer) behaviour
Accumulator 1 behaviour
LPIS1 - behaviour
ECCS behaviour
Break flowrate behaviour
Pressurizer behaviour
Dryout occurrence
Upper Plenum pressure behaviour
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Figure 4.62 : ZION NPP reference calculation: liquid masses time trends. 
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Figure 4.63 : ZION NPP reference calculation: hot rod surface temperature 
 time trends. 
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Figure 4.64: ZION NPP reference calculation: bottom-up and top-down 
reflooding in the hot rod. 
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Figure 4.65: ZION NPP reference calculation: PCT in the core 
(different radial and axial position). 
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Figure 4.66: ZION NPP reference calculation: Time Of Reflooding (TOR) in the 
core (different radial and axial position). 
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Figure 4.67: ZION NPP reference calculation: PCT and TOR in the core 
(different radial and axial position). 
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4.4.2.6. RELAP5 ZION NPP: Sensitivity calculations 
The list of the performed sensitivity calculations is given in Table 4.38. For each of 
them, the ∆PCT and the ∆tref are calculated, where ∆ is the difference between the 
value of the reference calculation and the value of the sensitivity calculation. Figure 
4.68 shows the distribution of ∆PCT and ∆tref, whereas the time trends of the upper 
plenum pressure, of the primary system mass inventory and of the hot rod surface 
temperature (zone 5 – 2/3 Core Height) are given in Figures 4.69, 4.70 and 4.71 
respectively for each sensitivity calculation. 
No noticeable effect has been found for the upper plenum pressure and primary 
system mass inventory in all sensitivities. Concerning with the hot rod surface 
temperature the following considerations apply: 
Peak Cladding Temperature (PCT): 
- The largest variation of PCT (about 120 K) has been obtained for the sensitivities 
on gap dimension; 
- Other two sensitivities (fuel and gap conductivity) produce a variation of PCT 
larger than 50 K; 
- The sensitivities on the decay power and initial power give a variation of 
about 40 K; 
- Practically no effect on the PCT is obtained in the other sensitivity calculations. 
Time of Peak Cladding Temperature 
- With the exception of the sensitivity about the containment pressure, that 
produces a delay of about 50 s, there is no effect on the time of occurrence of 
the PCT. 
Reflooding Time 
- The sensitivity about the containment pressure produces a delay of about 30 s 
for the quenching time of the hot rod; 
- No noticeable effect has been revealed from the other sensitivity calculations. 
 
Table 4.38: List of sensitivity calculations and ∆PCT & ∆tref results. 
 
N° PARAMETER VARIATION ∆PCT (K) ∆tREFLOOD (s)
0 Base case (abs. value) 1193.82 102.60
1 Fuel conductivity (lower range value) Value BC - 0.4 W/mK -77.13 -11.60
2 Fuel conductivity (upper range value) Value BC + 0.4 W/mK 31.67 1.20
3 Gap conductivity (lower range value) Value BC * 0.8 -49.52 -11.60
4 Gap conductivity (upper range value) Value BC * 1.2 20.62 6.30
5 Decay Power (lower range value) Value BC - 8% 26.26 9.70
6 Decay Power (upper range value) Value BC + 8% -28.63 -14.60
7 Initial power (lower range value) Value BC - 3.3% 31.40 6.10
8 Initial power (upper range value) Value BC +3.3 % -33.18 -11.00
9 Maximum linear power (lower range value) Value BC - 7.6% 56.35 -0.50
10 Maximum linear power (upper range value) Value BC + 7.6% -46.28 2.20
11 LPIS delay (upper range value) Value BC + 30 s -5.88 -6.30
12 Accumulator level (lower range value) Value BC - 33 ft3 -6.28 -8.60
13 Accumulator level (upper range value) Value BC + 33 ft3 4.02 3.30
14 Accumulator pressure (lower range value) Value BC -100 psig -4.90 -1.50
15 Accumulator pressure (upper range value) Value BC + 100 psig -11.98 -2.30
16 Contianment pressure (lower range value) - -16.48 -59.90
17
Hot/ cold dimensions of pellet radius and gap 
(lower range value)
Pellet radius reduced 
to 1/4
-126.81 -25.00
18
Hot/ cold dimensions of pellet radius and gap 
(upper range value)
Gap size doubled 125.98 12.10
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Figure 4.68: ∆PCT & ∆tref results for each sensitivity calculation. 
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Figure 4.69 : Time trends of upper plenum pressure for each sensitivity calculation. 
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Figure 4.70 : Time trends of primary system mass inventory 
for each sensitivity calculation. 
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Figure 4.71: Time trends of hot rod surface temperature (zone 5 – 2/3 core height) 
for each sensitivity calculation. 
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4.4.3. Uncertainty Evaluation of ZION NPP LBLOCA DEGB Transient 
4.4.3.1. CIAU application and results 
The CIAU database used for the uncertainty evaluation of the LOFT L2-5 test 
during the Phase III of BEMUSE (§4.3.1) is adopted for generating the uncertainty 
bands for the LBLOCA DEGB scenario in ZION NPP [111]. More precisely, the 
LOFT L2-5 test has been added to the list in Table 4.21 and the resulting 
distribution of quantity uncertainties inside each of the 8100 hypercubes is depicted 
in Fig. 4.72. 
Table 4.39 lists the sequence of hypercubes selected during the ZION DEGB 
LBLOCA transient calculation and the quantity uncertainty values QU associated 
with the three ‘object’ quantities (i.e. primary pressure, primary mass inventory and 
hottest rod surface temperature).   
A qualified application of CIAU to a selected NPP scenario requests to investigate 
whether the phenomena occurring during the NPP transient are covered by a 
sufficient number of ITF experiments implemented in the uncertainty database. 
This step constitutes a fundamental pre-requisite for the CIAU application and for 
generating uncertainty bands supported by experimental evidences. The fulfillment 
of this step can be derived from Table 4.40. A more exhaustive process (not 
discussed here) is then apply to each identified experiment and consists in: a) 
characterization of the time span when the phenomenon is occurring, b) 
quantification of the accuracy between experiment and calculated values. 
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Figure 4.72 : Distribution of Quantity Uncertainty (QU) inside the hypercubes 
(values normalized to the maximum value of primary pressure, primary mass 
inventory and fuel clad temperature respectively). 
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Table 4.39 : Hypercubes selected during ZION NPP DEGB LBLOCA transient and 
Quantity Uncertainty. 
TIME INTERVAL 
(s) 
QUANTITY UNCERTAINTY (QU) - 95% 
# 
Start End 
HYPERCUBE 
COORDINATES Primary 
Pressure 
(%) 
Mass 
Inventory 
(%) 
Cladding 
Temperature 
(%) 
1 0 1 9 3 2 3 4 2 2.71 2.5 3.89 
2 1 2 8 3 2 4 3 2 4.61 10.27 3.16 
3 2 3 7 2 2 5 3 2 2.19 27.94 3.55 
4 3 5 6 2 2 5 3 2 3.06 6.01 5.45 
5 5 7 6 2 2 4 3 2 3.06 6.00 5.40 
6 7 8 6 2 2 5 3 2 3.06 6.00 5.90 
7 8 9 6 1 2 5 3 2 6.32 6.01 18.44 
8 9 15 5 1 2 5 3 2 6.8 3.81 7.42 
9 15 17 4 1 2 5 3 2 17.28 12.56 9.00 
10 17 20 3 1 2 5 3 2 15.91 24.52 5.33 
11 20 22 3 1 2 5 2 2 4.69 24.52 8.30 
12 22 29 2 1 2 5 2 2 7.25 54.95 11.06 
13 29 81 1 1 2 5 2 2 13.30 32.16 18.32 
14 81 102 1 1 2 4 2 2 50.90 32.16 6.33 
15 102 104 1 1 2 2 2 2 37.51 32.16 3.79 
16 104 500 1 1 2 1 2 2 37.51 32.16 3.79 
 
 
The results of the CIAU application to the ZION DEGB LBLOCA reference 
calculation (Phase IV of BEMUSE) are in Figures 4.73, 4.74, 4.75 and 4.76 for the 
following time trends: 
- Upper plenum pressure, 
- Primary system mass inventory, 
- Hot rod cladding temperature (at 2/3 core height); 
- Maximum cladding temperature (Max_TC), defined as the maximum value 
(envelope value) of all the rod surface temperatures irrespective of the 
location (assembly or elevation) and the power level. 
Table 4.41 contains the total quantity uncertainty (TQU) values calculated in 
correspondence of selected time instants: e.g. change of hypercube, occurrence of 
first and second PCT, time of accumulator injection, and time of complete 
quenching with reference to upper and lower uncertainty bands and to calculated 
time trend. 
The uncertainty evaluation for the single value output parameters (i.e. first and 
second PCT, time of accumulator injection, time of complete quenching) are in 
Table 4.42.  
The analysis of CIAU uncertainty bands shall be done considering the following: 
• CIAU is a method that gives emphasis (i.e. takes into account and propagates 
consistently) the time error: this implies a ‘larger error’ (and a larger band 
width) when gradients are steep. This fact shall be connected with the 
prediction of suitable error for the accumulator intervention time (see 
Table 4.42); 
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Table 4.40 : Cross matrix between phenomena (not exhaustive list) 
occurring in ZION NPP DEGB LBLOCA and experiments 
in CIAU Database (not full list) in Table 4.21. 
Test Type 
 
B
lo
w
d
o
w
n
 
R
e
fi
ll
 
R
e
fl
o
o
d
 Examples of Experiments in 
Table 4.21 addressing the 
phenomena 
(Not full list) 
Break flow + + + 
1, 2, 3, 4, 5, 6, 7, 8, 15, 18, 20, 
23, 26, 29, 30, 31 
Phase separation (condition or 
transition) 
o + + 
1, 2, 3, 4, 5, 6, 7, 18, 23, 29, 
30, 31 
Mixing and condensation during 
injection 
o + + 
1, 2, 3, 4, 5, 6, 7, 8, 15, 18, 20, 
23, 26, 29, 30, 31 
Core wide void + flow distribution o + + 8, 20, 26, 29, 31 
ECC bypass and penetration o + o 
1, 2, 3, 4, 5, 6, 7, 8, 15, 18, 20, 
23, 26, 29, 30, 31 
CCFL (UCTP) o + + 8, 20, 26, 29, 31 
Steam binding (liquid carry over, etc.) - o + 
1, 2, 3, 4, 5, 6, 7, 8, 15, 18, 20, 
23, 26, 29, 30, 31 
Pool formation in UP - + + 8, 20, 26, 29, 31 
Core heat transfer incl. DNB, dryout, 
RNB 
+ + + 
1, 2, 3, 4, 5, 6, 7, 8, 12, 13, 14, 
18, 19, 20, 21, 22, 23, 24, 25, 
26, 29, 30, 31 
Quench front propagation o o + 
1, 2, 3, 4, 5, 6, 7, 8, 12, 13, 14, 
18, 19, 20, 21, 22, 23, 24, 25, 
26, 29, 30, 31 
Entrainment (Core, UP) o o + 8, 20, 26, 29, 31 
1- and 2- phase pump behavior + o o 12, 24 
P
h
e
n
o
m
en
a
 
Noncondensable gas effects - o o 27, 28 
 
+ : Occurring, o: Partially Occurring, - : Not Occurring. 
Note: The test 31 corresponds to the LOFT L2-5. 
 
 
• If the 95% percentile value for maximum and minimum values of the 
uncertainty bands are considered (for comparison purposes with the request of 
BEMUSE Phase V specification), smaller band widths would be produced by 
CIAU (see Table 4.39): thus the CIAU uncertainty bands provide more than 
the 95% percentile as depicted by Fig. 3.7 and reported in Table 4.41).  
The previous two considerations are more important when discussing the results of 
the uncertainty bands for the primary pressure (see Fig. 4.73). In particular: 
• The about 7 MPa of band width at time instant equal to 12 sec, refers to 
uncertainty bands, i.e. to TQU and therefore to more than 95% percentile. A 
lower value (about 0.4 MPa) is associated to the height of the ‘uncertainty 
rectangle’ (QU) corresponding to the 95% percentile (for the quantity). 
• The influence of the ‘time-uncertainty’ TU on the Total Quantity Uncertainty 
(TQU) for the considered output quantity is larger as the gradient (of the output 
quantity) is steeper. 
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Figure 4.73 : Upper plenum pressure - reference calculation (Phase IV) 
and CIAU uncertainty bands. 
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Figure 4.74 : Primary system mass inventory - reference calculation (Phase IV) 
and CIAU uncertainty bands. 
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Figure 4.75 : Hot rod cladding temperature (at 2/3 core height) - reference 
calculation (Phase IV) and CIAU uncertainty bands. 
 
250.0
400.0
550.0
700.0
850.0
1000.0
1150.0
1300.0
1450.0
1600.0
0 50 100 150 200 250 300 350 400 450 500 550 600 650 700
Time (s)
T
em
p
er
at
u
re
 (
K
)
Cladding Temperatures
Lower Band
Upper Band
 
 
Figure 4.76 : Maximum cladding temperature (Max_TC) - reference calculation 
(Phase IV) and CIAU uncertainty bands. 
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Table 4.41 : Single value output parameters. 
OUTPUT  UNCERTAIN  PARAMETERS 
 LOWER 
UNCERTAINTY 
BAND 
REFERENCE 
CALCULATION 
UPPER 
UNCERTAINTY 
BAND 
1st PCT (K) 905.7 1053.5 1175.9 
2nd PCT (K) 848.2 1198.4 1418 
Time of Accumulator Injection (s) 5.8 16.2 27.2 
Time of Accumulator Empty (s) 42.7 80,1 118.5 
Time of Complete Quenching (s) 172 264 356 
 
Table 4.42 : Total Uncertainty (Quantity ‘+’ Time) at some selected time instants. 
 
 
UB: Upper Band tinj: Time of accumulator injection 
LB: Lower Band tempty : Time of accumulator empty 
RC: Reference Calculation tque: Time of complete quenching 
UNCERTAINTY (%) 
TIME INSTANTS 
TOTAL (TQU) 
Primary 
Pressure 
Mass 
Inventory 
Hot Rod 
Cladding  
Temperature 
Maximum  
Cladding  
Temperature 
# 
(s) 
Event 
Description 
HYPERCUBE 
 
COOR 
DINATES 
TIME 
CELL TIME 
(TU) 
LB UB LB UB LB UB LB UB 
1 0 Starting 9 3 2 3 4 2 1 79.08 0.10 0.10 2.00 2.00 3.88 3.88 3.88 3.88 
2 1 Change Hyp 8 3 2 4 3 2 2 79.08 28.65 4.61 37.08 11.72 3.17 36.38 3.17 32.45 
3 2 
1st PCT LB  
Change Hyp 
7 2 2 5 3 2 3 79.08 20.86 2.19 40.83 27.94 13.64 12.25 14.03 11.61 
4 3 
1st PCT RC & UB 
Change Hyp 6 2 2 5 3 2 4 77.07 22.73 12.18 47.45 44.20 25.19 8.66 24.43 9.76 
5 Change Hyp 6 73.58 34.70 11.20 68.97 33.15 13.32 27.10 13.18 26.10 
5 
5.8 tinj LB 
6 2 2 4 3 2 
6 72.71 50.13 10.46 79.13 33.14 12.92 27.68 12.27 27.42 
6 7 Change Hyp 6 2 2 5 3 2 7 69.90 62.10 14.79 85.98 49.81 15.91 23.30 15.87 22.19 
7 8 Change Hyp 6 1 2 5 3 2 8 67.86 66.98 15.81 84.18 50.97 18.45 19.58 18.45 18.45 
8 9 Change Hyp 5 1 2 5 3 2 9 66.40 82.00 17.09 82.10 52.29 22.04 14.36 21.79 13.59 
15 Change Hyp 10 63.14 95.20 43.62 49.74 152.4 14.17 27.34 14.12 27.59 
9 
16.2 tinj RC 
4 1 2 5 3 2 
16 62.96 94.55 63.15 37.49 204.7 13.44 29.25 13.39 29.59 
10 17 Change Hyp 3 1 2 5 3 2 17 62.92 94.24 72.29 27.80 209.2 13.17 30.27 13.12 30.64 
11 20 Change Hyp 3 1 2 5 2 2 17 62.74 91.63 142.7 27.14 262.8 14.05 30.34 14.04 30.84 
22 Change Hyp 18 62.05 87.45 243.1 20.00 347.1 15.62 28.44 15.56 29.16 
12 
27.2 tinj UB 
2 1 2 5 2 2 
21 61.49 64.41 644.9 16.01 452.6 17.66 25.35 17.61 26.03 
13 29 Change Hyp 28 61.50 56.21 723.2 16.30 432.5 18.32 24.34 18.32 24.94 
14 34 2nd PCT LB 28 61.53 29.45 502.7 22.65 273.6 21.51 21.60 20.20 22.07 
15 42.7 tempty LB 29 61.18 27.92 170.0 55.90 130.3 32.61 19.33 27.92 19.59 
16 49 2nd PCT RC 30 58.87 47.86 114.3 65.73 78.90 33.18 18.32 29.20 18.35 
17 75 2nd PCT UB 35 56.61 58.68 81.18 49.01 34.47 62.15 36.39 24.00 30.62 
18 80.1 tempty RC 
1 1 2 5 2 2 
43 56.41 58.42 82.31 43.22 32.16 59.86 42.19 22.35 32.38 
19 81 Change Hyp 1 1 2 4 2 2 43 56.32 63.27 61.06 42.34 34.20 58.44 47.24 21.55 33.74 
20 102 Change Hyp 1 1 2 2 2 2 44 54.25 51.84 111.1 34.13 45.43 29.61 133.8 23.55 28.04 
21 104 Change Hyp 50 48.25 51.26 113.7 34.45 44.74 7.04 204.0 23.46 26.96 
22 118.5 tempty UB 76 47.93 50.28 118.0 36.57 40.98 4.56 174.3 23.13 22.65 
23 172 tque LB 81 47.88 45.32 47.00 35.48 43.01 4.55 4.25 23.45 22.69 
24 264 tque RC 82 47.82 38.38 51.21 36.39 54.56 3.91 4.22 59.72 27.25 
25 356 tque UB 
1 1 2 1 2 2 
102 47.71 41.25 44.17 41.36 40.58 4.19 3.87 3.88 146.9 
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4.4.3.2. Sensitivity analysis to support CIAU uncertainty evaluation 
CIAU method is based on “propagation of output errors” and consequently do not 
request ranking (and selection) of input uncertain parameters and do not provide 
sensitivity coefficients. Sensitivity calculations are indeed performed to support the 
results of the uncertainty evaluation. 
In this context, in addition to the sensitivity analysis performed in the framework of 
BEMUSE Phase IV (and hereafter identified as SB#.a or SB#.b where ‘#’ stays for 
the sensitivity case and ‘a’ and ‘b’ indicate the lower and upper input parameter’s 
variation respectively, see Table 4.38), the eighteen sensitivity calculations (S#) 
listed in Table 4.43 have been performed having as goal the demonstration that 
changes in the ‘nodalization strategy’ (i.e. number of core channels, number of 
downcomers, number of volumes for lower and upper plenum nodalization) reflect 
in variations of main 
output parameters (e.g. 
first PCT, PCT, time of 
full core quenching, 
etc…) that are anyway 
bounded by the 
calculated uncertainty 
bands. 
The main changes in 
the sensitivity 
calculations S01 to S18 
are dealing with: 
- number of hydraulic 
core channels (from 
one to 24 channels); 
- number of down 
comers (from one to 
eight); 
- fictitious 3D 
nodalization of lower 
plenum and upper 
plenum; 
- core cross flow; 
- upper down comer 
cross flow; 
- CCFL upper core tie 
plate. 
More details about the 
features of the adopted 
nodalizations can be 
found in Ref. [110]. The 
number of hydraulic 
volumes has increased 
from  253,   in   case  of 
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Figure 4.77 : Nodalization effect on the first PCT. 
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Figure 4.78 : Nodalization effect on the PCT. 
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‘1-core channel, 1-DC 
channel’ (Zion-01), to 
1167, in case of the 3D 
fictitious nodalization 
(Zion-3D_R33). It shall 
be noted that due to 
code limitation, the 
case S17 and S18 
have been run with 
RELAP5 / Mod 3.3 
instead of 
RELAP5/Mod3.2.2. In 
order to evaluate the 
impact of the different 
code versions, the 
case S15 and S16 
have been run with 
both versions; no 
significant differences 
have been found as it 
appears from Figures 
4.77 to 4.84. 
The output parameters 
selected for evaluating 
the impact of the 
different nodalization 
choices are: 
-  the first PCT (Fig. 
4.77); 
-  the PCT (Fig. 4.78); 
-  the time when PCT is 
reached (Fig. 4.79); 
-  the time when the 
core is fully quenched 
(Fig. 4.80); 
-  the minimum mass 
inventory (Fig. 4.81); 
-  the time when the 
minimum mass 
inventory is occurring 
(Fig. 4.82); 
-  the time when the 
accumulator starts to 
inject (Fig. 4.83); 
-  the time when the 
accumulator ends to 
inject (Fig. 4.84); 
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Figure 4.79 : Nodalization effect on the PCT time. 
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Figure 4.80 : Nodalization effect on the full core 
quenching time. 
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Figure 4.81 : Nodalization effect on the mass inventory. 
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-  the time trends of the 
upper plenum 
pressure, primary 
system mass inventory 
and hot rod cladding 
temperatures (Figs 
4.85, 4.86 and 4.87 
respectively). 
The following shall be 
noted: 
1.  No significant 
effects can be 
observed on the first 
PCT and on the time 
instants when the 
accumulators start and 
end to inject; 
2.  The time when the 
PCT is occurring and 
when the minimum 
mass inventory in the 
system is reached are 
slighted affected by the 
nodalization choices; 
3.  Differences of 
about 100 K and 70 s 
are predicted between 
the reference 
nodalization of ZION 
(as used in BEMUSE 
Phase IV) and the 
sensitivity cases. 
As stated at the 
beginning of this 
section, the goal of the 
performed sensitivity 
analysis is the 
demonstration that the 
predicted CIAU 
uncertainty bands, 
obtained starting from 
the reference ZION 
NPP DEGB LBLOCA 
scenario calculated in 
BEMUSE Phase IV, 
bound the results of the 
sensitivity calculations.  
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Figure 4.82 : Nodalization effect on the time when the 
minimum mass is reached. 
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Figure 4.83 : Nodalization effect on the time when the 
accumulator starts to inject. 
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Figure 4.84 : Nodalization effect on time when the 
accumulator ends to inject. 
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Figure 4.85 : Upper plenum pressure: uncertainty bands and sensitivity results. 
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Figure 4.86 : Primary system mass inventory: uncertainty bands and 
sensitivity results. 
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Figure 4.87 : Hot rod cladding temperature: uncertainty bands and 
sensitivity results. 
 
 
This achievement is demonstrated through the Figs 4.85, 4.86 and 4.87 where 
respectively the upper plenum pressure, the primary system mass inventory and 
the hot rod cladding temperature time trends are represented. Figure 4.88 shows 
similar results for single value output parameters. 
As conclusion, the calculated sensitivity results provide a support to the CIAU 
uncertainty analysis and to the predicted uncertainty bands. 
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Figure 4.88 : Single value output parameters: uncertainty bands 
and sensitivity results.
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5. DETERMINISTIC METHODS FOR S&U ANALYSIS 
OF LARGE-SCALE SYSTEM 
Generally speaking, the sensitivity and uncertainty analysis procedures can be 
either local or global in scope. The objective of local analysis is to analyze the 
behavior of the system response locally around a chosen point or trajectory in the 
combined phase space of parameters and state variables. On the other hand, the 
objective of global analysis is to determine all of the system's critical points 
(bifurcations, turning points, response maxima, minima, and/or saddle points) in the 
combined phase space formed by the parameters and dependent (state) variables, 
and subsequently analyze these critical points by local sensitivity and uncertainty 
analysis. 
The methods for sensitivity and uncertainty analysis are based on either 
deterministic or statistical procedures. In principle, both types of procedures can be 
used for either local or for global sensitivity and uncertainty analysis, although, in 
practice, deterministic methods are used mostly for local analysis while statistical 
methods are used for both local and global analysis. It is also important to note that 
all of the statistical methods for uncertainty and sensitivity analysis first commence 
with the “uncertainty analysis” stage, and only subsequently proceed to the 
“sensitivity analysis” stage; this path is the exact reverse of the conceptual path 
underlying the deterministic methods for sensitivity and uncertainty analysis, where 
the sensitivities are determined prior to using them for uncertainty analysis.  
In practice, sensitivities cannot be computed exactly by using statistical methods; 
this can be done only by using deterministic methods. The simplest deterministic 
methods most commonly used for computing local sensitivities are, in order of 
increasing sophistication: the “brute-force” method based on recalculations, the 
direct method (including the Decoupled Direct Method, DDM), the Green’s Function 
Method (GFM), the Forward Sensitivity Analysis Procedure (FSAP, refs [14] and 
[15]), and the Adjoint Sensitivity Analysis Procedure (ASAP, refs [14] and [15]). 
The direct method and the FSAP require the solution of the forward variational (or 
“tangent”) model, involving at least as many model-evaluations as there are 
parameters in the original model. On the other hand, the ASAP requires a single 
evaluation of a model that is adjoint to the forward variational model, customarily 
called the “adjoint sensitivity system”. It is important to note that the source term for 
the adjoint sensitivity system is related to the response under investigation.  
Once they become available, the exact local sensitivities can be used for the 
following purposes: (i) understand the system by highlighting important data; (ii) 
eliminate unimportant data; (iii) determine effects of parameter variations on the 
system’s behavior; (iv) design and optimize the system (e.g., maximize 
availability/minimize maintenance); (v) reduce over-design; (vi) prioritize the 
improvements effected in the respective system; (vii) prioritize introduction of data 
uncertainties; (viii) perform local uncertainty analysis.  
In relation with the last purpose, the use the “propagation of moments” method in 
conjunction with deterministically obtained sensitivities for performing local 
uncertainty analysis of large-scale systems must be considered.  
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It is important to emphasize that the “propagation of moments” equations are used 
both for processing experimental data obtained from indirect measurements and 
also for performing statistical analysis of computational models. The “propagation 
of moments” equations provide a systematic way of obtaining the uncertainties in 
computed results, arising not only from uncertainties in the parameters that enter 
the respective computational model but also from the numerical approximations 
themselves. The major advantages of using the “propagation of moments” method 
are: (i) if all sensitivities are available, then all of the objectives of sensitivity 
analysis (enumerated above) can be pursued efficiently and exhaustively; and (ii) 
since the response sensitivities and parameter uncertainties are obtained 
separately from each other, improvements in parameter uncertainties can 
immediately be propagated to improve the uncertainty in the response, without the 
need for expensive model recalculations. On the other hand, the major 
disadvantage of the “propagation of moments” method is that the local sensitivities 
need to be calculated a priori and, as already emphasized, such calculations are 
very expensive computationally, particularly for large (and/or time-dependent) 
systems. It hence follows that the ideal, most efficient overall methodology for 
performing local sensitivity and uncertainty analysis is to combine the ASAP (which 
would provide the local response sensitivities) with the “propagation of moments” 
method, to obtain the local response uncertainties. 
The goal of this Chapter is to give the fundamental mathematical bases for carrying 
out the deterministic sensitivity and uncertainty analysis of the demonstrative 
problem considered in Chapter 6 (adopted for highlighting the main steps of the 
proposed methodology, see § 6.1). After that the mathematical representation of a 
general physical problem has been discussed in § 5.1, the FSAP and ASAP 
methods for performing efficiently the local deterministic sensitivity analysis are 
illustrated in § 5.2. The general framework of the global sensitivity analysis is 
presented in § 5.3 for the determination of all system's critical points (in the 
combined phase space formed by the parameters and dependent – state – 
variables) to be subsequently analyzed the by local sensitivity methods. 
The Data Adjustment and Assimilation (DAA) techniques, based on Bayesian 
inference, are then presented in § 5.4 for explaining the process of absorbing and 
incorporating new observed information into a predicting model and the resulting 
updating/adjusting of the model itself in a statistically optimal way. More in details, 
the additional information introduced by drawing inferences from the observed data 
should improve the knowledge about the system. This added knowledge 
(contained in the posterior probability density function) should lead to a reduction of 
uncertainties in both the responses and the system parameters.  
The material presented in this Chapter is largely based on the work done by 
Cacuci, Refs. [14, 15, 16, 17, 112] and constitutes the fundamental for the 
application discussed in Chapter 6. 
5.1. Mathematical Representation of the Physical System 
As it is well known, a physical system and/or the result of an indirect experimental 
measurement are characterized by independent variables, dependent variables, 
and relationships between these quantities. Such relationships can be modeled 
mathematically in terms of: (a) linear and/or nonlinear equations that relate the 
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system's independent variables and parameters to the system's state (i.e., 
dependent) variables; (b) inequality and/or equality constraints that delimit the 
ranges of the system's parameters; and (c) one or several quantities, customarily 
referred to as system responses (or objective functions, or indices of performance, 
or results of indirect measurements), which are to be analyzed as the parameters 
vary over their respective ranges. Mathematical models also include parameters 
whose actual values are not known precisely, but may vary within some ranges 
that reflect our incomplete knowledge or uncertainty regarding them. Furthermore, 
the methods needed to solve various equations numerically introduce themselves 
(numerical) errors. The effects of such errors and/or parameter variations must be 
quantified in order to assess the respective model’s range of validity. Moreover, the 
effects of uncertainties in the model’s parameters on the uncertainty in the 
computed results must also be quantified. 
In operator form, a physical system can be represented mathematically by means 
of K  coupled nonlinear equations of the form: 
( ) ( ) ( )    ∈   , = ,N u x α x Q α x x Ω  (5.1) 
where: 
1. ( )x1 J= x ,…,xx  denotes the phase-space position vector; ∈ ∈R xJxx Ω , where xΩ  
is a subset of the xJ -dimensional real vector space R
xJ ; 
2. ( ) ( ) ( )  u1 K= u ,…,uu x x x  denotes the vector of dependent (i.e. state) variables; 
( ) ∈u x uE , where uE  is a normed linear space over the scalar field F  of real 
numbers; 
3. ( ) ( ) ( )  = ,…,x x x1 Iα αα  denotes the vector of system parameters; ∈ αα E , where 
αE  is also a normed linear space; occasionally, the components of α  may 
simply be a set of real scalars, in which case 
αE  is 
I
 ; 
4. ( ) ( ) ( )      = ,…,x 1 KuQ QQ α α α  denotes a (column) vector whose elements 
represent inhomogeneous source terms that depend either linearly or 
nonlinearly on α ; ∈Q QE , where QE  is also a normed linear space; the 
components of Q  may be operators (rather than just functions) acting on ( )xα  
and x ; 
5. ( ) ( ) ≡  , ,…, ,u u1 KuN NN α α  is a uK -component column vector whose components 
are, in general, nonlinear operators (including differential, difference, integral, 
distributions, and/or infinite matrices) of u  and α . 
In view of the definitions given above, N  represents the mapping : Q⊂ →N D E E , 
where = ×u αD D D , ⊂u uD E , ⊂α αD E , and = ×u αE E E . Note that an arbitrary 
element ∈e E  is of the form ( ),= ue α . 
If differential operators appear in Eq. (5.1), then a corresponding set of boundary 
and/or initial conditions (which are essential to define D ) must also be given. The 
respective boundary conditions are represented as: 
Università di Pisa – DIMNP  - 224 -  Deterministic Methods for S&U Analysis 
 
 
Alessandro Petruzzi  - December 2008 -  Page 224 of 331 
( ) ( ) ∂  ∈ ∂  xΩ x, - = 0 , ΩB u A xα α  (5.2) 
where A  and B  are nonlinear operators, while ∂ xΩ  represents the boundary 
of 
xΩ . 
The vector-valued function ( )u x  is considered to be the unique nontrivial solution 
of the physical problem described by Eqs. (5.1) and (5.2). The system response 
(i.e., performance parameter), ( ),R u α , associated with the problem modeled by 
Eqs. (5.1) and (5.2), is a phase-space dependent mapping that acts nonlinearly on 
the system’s state vector u  and parameters α , and is represented in operator 
form as: 
( ) : ⊂ →R R Re D E E  (5.3) 
where RE  is a normed vector space. It is very important to note that Eq. (5.3) can 
be interpreted to represent not only the results of calculations, but also the results 
of indirect measurements. 
In practice, the exact values of the parameters α  are not known; usually, only their 
nominal (mean) values, 0α , and their covariances, ( )cov ,i jα α , are available (in 
exceptional cases, higher moments may also be available). The nominal parameter 
values ( )0 xα  are used in Eqs. (5.1) and (5.2) to obtain the nominal solution ( )0u x  
by solving the equations: 
( ) ( ) ∈0 0 0 x, = , Ωu xN α Q α  (5.4) 
( ) ( ) ∈ ∂0 0 0 x, = , ΩB u A xα α  (5.5) 
Thus, the concatenated vector ( )0 0 0= ,ue α  represents the “base-case” (or 
nominal) solution of the so-called “base-case system” (or “nominal system” or 
“control scenario”) represented by Eqs. (5.4) and (5.5). Once the nominal values 
( )0 0 0= ,ue α  have been obtained, the nominal value ( )0R e  of the response ( )R e  is 
obtained by evaluating Eq. (5.3) at ( )0 0 0= ,ue α . 
The objective of local sensitivity analysis (§ 5.2) is to analyze the local behavior of 
the system response, ( ),R u α , around a chosen point or trajectory, ( )0 0 0= ,ue α , in 
the combined phase space of parameters and state variables. On the other hand, 
the objective of global sensitivity analysis [17] is to determine all of the system's 
critical points (bifurcations, turning points, response extrema) in the combined 
phase space formed by the parameters and dependent (state) variables, and 
subsequently analyze these critical points by local sensitivity analysis (§ 5.3). 
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5.2. Deterministic Method for Local Sensitivity and 
Uncertainty Analysis 
In large-scale, complex models, the importance of parameters is not a priori 
obvious, and may often be counterintuitive. To analyze such complex models, 
information about the slopes of the model’s response at a given set of nominal 
parameter values in parameter space is of high importance. The exact slopes are 
provided by the local partial functional derivatives ∂ ∂ iR/ α  of the response R with 
respect to the model parameters iα ; these local partial functional derivatives are 
called the local sensitivities of the model’s response to parameter variations. 
The simplest way of estimating local sensitivities is by recalculations of the model’s 
response, using parameter values that deviate by a small amounts, δ iα , of the 
order of 1%, from their nominal values 0
iα . The sensitivities are then estimated by 
using a finite difference approximation to ∂ ∂ iR/ α  of the form: 
( ) ( )
( )
∂ ∂
 
∂ ∂  0
R ,…, + ,…, -RR
= , i =1,…,I
0 0 0 0
1 i i I i
i i
α α α α α
α α
α
 (5.6) 
This procedure, occasionally called the “brute-force method”, requires ( )+1I  model 
computations; if central differences are used, the number of model computations 
could increase up to a total of 2I . Although this method is conceptually simple to 
use and requires no additional model development, it is slow, relatively expensive 
computationally, and involves a trial-and-error process when selecting the 
parameter perturbations δ iα . Note that erroneous sensitivities will be obtained if: 
(i) δ iα  is chosen to be too small, in which case the computational round-off 
errors will overwhelm the correct values, and 
(ii) the parameter dependence is nonlinear and δ iα  is chosen too large, in which 
case the assumption of local linearity is violated. 
Local sensitivities can be computed exactly only by using deterministic methods 
that involve some form of differentiation of the system under investigation. The 
deterministic methods for calculating sensitivities exactly are as follows: the direct 
method (including its Decoupled Direct Method variant, DDM), the Green’s 
Function Method (GFM), the Forward Sensitivity Analysis Procedure (FSAP), and 
the Adjoint Sensitivity Analysis Procedure (ASAP). 
The so-called direct method has been applied predominantly to systems involving 
differential and/or algebraic systems of equations describing chemical kinetics 
(including combustion kinetics) and molecular dynamics. This method involves 
differentiation of the system of equations underlying the model with respect to each 
parameter in the model. The sensitivity to each parameter is then computed by 
solving the respective differentiated system. The most advanced and 
computationally economical version of the direct method is the DDM [113, 114], in 
which the Jacobian matrix needed to solve the original system at a given time-step 
is also used to solve the sensitivity equations at the respective time-step, before 
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proceeding to solve both the original and sensitivity systems at the next time-step. 
Note that the computational effort increases linearly with the number of 
parameters.  
Another method occasionally used for computing sensitivities for models governed 
by first-order derivatives in time is the GFM. This method commences by 
differentiating the underlying model with respect to its initial conditions to obtain a 
Green’s function, which is subsequently convoluted with the matrix of parameter 
derivatives, and is finally integrated in time to obtain the respective time-dependent 
sensitivities. There are several variants of the GFM, however in practice the GFM 
is seldom used, since it is computationally more expensive and considerably more 
difficult to implement than the DDM.  
As shown in Ref. [14, 15], the most general and comprehensive way of defining 
local sensitivities for general operators (in the sense of nonlinear functional 
analysis) is in terms of the first Gâteaux-differential of the system’s response, at the 
nominal value of the system’s dependent variables and parameters. 
The Gâteaux variation of a function F  at 0x  with increment h is defined as: 
{ }
→
≡ ⋅0 0 0 0
t 0
t=0
d 1
δF(x ; h) F(x + th) = lim F(x + th) - F(x )
dt t
 (5.7) 
Applying that definition to Eq. (5.3) yields the G-differential ( )0δ ;R e h of the 
response ( )R e at 0e  with increment h , as: 
( ) ( ) ( ) ( )
→
  ≡     t 0t=0
+ t -Rd
δ ; + t = lim
dt t
R
R R
0 0
0 0
e h e
e h e h  (5.8) 
for ∈t F , and all (i.e., arbitrary) vectors ∈h E ; here ( )= u αh h ,h , since 
×u αE = E E . The G-differential ( )0δ ;R e h  is related to the total variation of R  at 
0e  through the relation: 
( ) ( ) ( ) ( ) ( )
→
  t 0
+ t - = δ ; + ∆ , with lim ∆ t t = 0R R R0 0 0e h e e h h h  (5.9) 
It is important to note that R  need not to be continuous in u  and/or α  for 
( )0δ ;R e h  to exist at ( )0 0 0= ,ue α , and that ( )0δ ;R e h  is not necessarily linear in 
h . Thus, by defining ( )0δ ;R e h  to be the sensitivity of the response R  to variation 
h , the concept of sensitivity can also be used for responses that involve 
discontinuities. 
Based on the concept of Gâteaux-differentials, Cacuci has developed two 
procedures for calculating the local sensitivities for any type of large-scale 
nonlinear systems, namely: the Forward Sensitivity Analysis Procedure and the 
Adjoint Sensitivity Analysis Procedure. The scopes of both the FSAP and the 
ASAP is to calculate exactly and efficiently the local sensitivities of the system’s 
response to variations in the system’s parameters, around their nominal values.  
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The conceptual principles underlying the (complementary) FSAP and ASAP 
procedures will be illustrated in 5.2.1 and §5.2.2, below, by using the simple 
paradigm of a model described by a system of linear algebraic equations. Note that 
the FSAP for this illustrative paradigm also serves to illustrate in detail the DDM, 
since the results of these two methods coincide in this particular case. The 
complete mathematical theory underlying the FSAP and ASAP for (large-scale) 
nonlinear systems, is widely discussed in references [14] and [15]. 
5.2.1. The Forward Sensitivity Analysis Procedures (FSAP) 
The FSAP constitutes a generalization of the decoupled direct method (DDM), 
since the concept of Gâteaux-differential (which underlies the FSAP) constitutes 
the generalization of the concept of total-differential in the calculus sense, which 
underlies the DDM. Notably, the Gâteaux-differential exists for operators and 
generalized functions (e.g., distributions) that are not continuous in the ordinary 
calculus-sense, and therefore do not admit the “nice” derivatives required for using 
the DDM. However, the FSAP reduces to the DDM, as would be expected, 
whenever the continuity assumptions required by the DDM are satisfied. Finally, 
even though the FSAP represents a generalization of the DDM, the FSAP requires 
the same computational and programming effort to develop and implement as the 
DDM. Hence, just as the DDM, the FSAP is advantageous to employ only if the 
number of different responses of interest for the problem under consideration 
exceeds the number of system parameters and/or parameter variations to be 
considered. Otherwise, the use of either the FSAP or the DDM becomes 
impractical for large systems with many parameters, because of the very large 
demand on computational resources.  
To illustrate the concepts underlying the FSAP, consider a paradigm system 
modeled by algebraic equations, in which the response of interest is a scalar 
quantity of the form: 
R = cx  (5.10) 
where x  is the solution of the system of linear simultaneous equations: 
=Ax b  (5.11) 
In the above equations, the components of the n×n  matrix ( ) ( )ija= , i, j =1,…,nA , 
and the components of the vectors ( )1 nb ,…,b=b  and ( )1 nc ,…,c=c  represent 
parameters originating from experiments and/or calculations, so they are not 
known exactly. In practice, therefore, these parameters are considered to be 
stochastic variables, characterized by their respective nominal (i.e., mean) values 
( ) ( )0ija0 = , i, j =1,…,nA , ( )0 01 nb ,…,b0 =b , ( )0 01 nc ,…,c0 =c , and associated 
uncertainties. Since the parameters are stochastic variables, it follows that the 
response R  is also a stochastic variable, characterized by a nominal (or mean) 
value, 0R , and associated uncertainties. It is important to note that the response 
R  can, in principle, represent either the result of an indirect measurement or the 
result of a calculation.  
Università di Pisa – DIMNP  - 228 -  Deterministic Methods for S&U Analysis 
 
 
Alessandro Petruzzi  - December 2008 -  Page 228 of 331 
The nominal solution 0x  is obtained by solving Eq. (5.11) for the nominal 
parameter values 0A and 0b , i.e. : 
0 0 0=A x b  (5.12) 
The above equation is called “the base-case system” (or, alternatively, the “nominal 
system” or the “control scenario”).  The nominal solution 0x  and the nominal 
parameter values 0c  are used in Eq. (5.10) to calculate the nominal value, 0R , of 
the response; this yields: 
R0 0 0= c x  (5.13) 
As has been mentioned in the forgoing, measurements and/or calculations give 
rise to errors ( )≡ ijaδ δA , where ≡ 0ij ij ija a aδ - , ( )i, j =1,…,n ;  ( )≡ 1 nb bδ δ ,…,δb , 
where ≡ 0i i ib b bδ - , and ( )≡ 1 nc cδ δ ,…,δc , where ≡ 0i i ic c cδ - , ( )i =1,…,n , in the 
system parameters , ,A b c , respectively. Usually, the complete probability density 
distributions for these stochastic parameters are not known, so that the 
corresponding “errors” are represented mathematically by means of parameter 
covariances ( )ij lma acov , , ( )i jb bcov , , ( )i jc ccov , , ( )ij la bcov , , ( )ij la ccov , , and 
( )i jb ccov , , ( )i, j,l,m =1,…,n .  
The aim of uncertainty analysis is to obtain the mean value (i.e., expectation), 
( )RE , and the variance, ( )Rvar , of the response R , which arise due to parameter 
uncertainties. Since the response R  considered in Eq. (5.10) depends nonlinearly 
on some of the system parameters, the propagation of moments equations (see 
§ 5.2.3, below) must be used to calculate the mean value, variance, and (possibly) 
higher order moments of R . As will be shown there, the propagation of errors 
(moments) equations require knowledge of the sensitivities of R  to all of the 
system parameters. 
In principle, the sensitivities of R  to all system parameters could be calculated by 
solving the perturbed linear system: 
( )( )0 0 0+δ +δ = +δA A x x b b  (5.14) 
to obtain: 
0 δ= +newx x x  (5.15) 
and then use newx  to calculate the perturbed response value, newR , i.e.,  
( ) ≡new newR R R0 0= +δ +δc c x  (5.16) 
The response sensitivities could then be obtained by dividing the difference 
( )newR R0-  by the parameter variations ≡ 0ij ij ija a aδ - , ≡ 0i i ib b bδ -  and 
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≡ 0i i ic c cδ - . When the system under consideration is large, involving many 
parameters, the base-case solution 0x  is obtained by iterative methods rather than 
by inverting the matrix 0A  directly; in practice, therefore, the inverse matrix ( )-10A  
is very rarely available. Furthermore, even if the inverse matrix ( )-10A   were 
available, the inverse matrix ( )-10 + δA A  is extremely unlikely to be available, since 
this inverse matrix would need to be computed anew every time an element of 
( )δA  would change (as would be the case, for example, if a new experimental or 
computational evaluation of any of its components would result in new 
uncertainties).  
Instead of computing sensitivities by “brute-force”, via recalculations and finite 
differences, it is considerably more efficient to compute sensitivities by employing 
the FSAP to calculate the Gâteaux variation Rδ  of the response R  at the point 
( )0 0 0, ,A x b  along the directions ( )δ , δ , δA x b . Thus, the Gâteaux variation of 
Eq. (5.10) is computed by using the respective definition, namely: 
( ) ( )( )     R R
0 0 0
ε=0
d
+ εδ - +εδ +εδ = 0
dε
c c x x  (5.17) 
which yields, upon performing the respective operations, the relation: 
( ) ( )R 0 0δ = δ + δc x c x  (5.18) 
The quantity ( ) 0δc x  is customarily called the “direct effect” term, since it can be 
already computed at this stage. On the other hand, the quantity ( )0 δc x  is 
customarily called the “indirect effect” term, since it can be computed only after 
having determined the variation δx . In turn, δx  is obtained by solving the 
Gâteaux-differentiated Eq. (5.11), namely: 
( ) ( ) ( )     
0 0 0
ε=0
d
+εδ +εδ - +εδ =
dε
A A x x b b 0  (5.19) 
or, equivalently: 
( ) ( )0 0δ = δ - δA x b A x  (5.20) 
The system obtained in Eq. (5.20) is called the Forward Sensitivity System, which 
would need to be solved in order to compute the unknown vector of variations δx . 
For given, fixed values of the parameter variations ( )δA  and δb , the vector δx  
can be obtained by solving Eq. (5.20). Note that solving Eq. (5.20) once requires 
the same amount of computational effort as needed for solving the base-case 
system, Eq. (5.12), since the solution of Eq. (5.20) requires inverting (directly or 
iteratively) the matrix 0A  only once, for a fixed set of values for ( )δA  and δb .  
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Note also that inversion of the matrix 0A  could be done simultaneously in both the 
original system, Eq. (5.12), and in the Forward Sensitivity System (as would be 
performed in both the FSAP and DDM). Note, however, that the right-side (i.e., the 
source) of Eq. (5.20) involves the parameter variations ( )δA  and δb . Therefore, if 
any of the elements of ( )δA  and δb  would change (due to new evaluations, for 
example), then Eq. (5.20) would need to be solved anew. Therefore, solving 
Eq. (5.20) repeatedly becomes impractical for large systems with many 
parameters, because of the large computational resources required by such 
repeated calculations. Such computationally intensive requirements limit the 
practical usefulness of the FSAP, just as they also limit the practical usefulness of 
the DDM. 
A more complex application of the FSAP procedure is illustrated in § 6.3.1 and it 
deals with the blowdown of a gas from a pressurized vessel with 1-D heat 
conduction through the vessel wall. 
5.2.2. The Adjoint Sensitivity Analysis Procedure (ASAP) 
For large-scale systems, in which the number of system parameters and/or 
parameter variations to be considered exceeds the number of responses of 
interest, the ASAP is, by far, the most advantageous method to employ, even 
though it can only be implemented after an appropriately constructed adjoint 
sensitivity system is already available. If this adjoint model is developed 
simultaneously with the original model, then the Adjoint Sensitivity System requires 
very little additional resources to develop. If, however, the Adjoint Sensitivity 
System is developed a posteriori, considerable skills may be required for its 
successful implementation and use. The remarkable efficiency of the ASAP stems 
from the fact that the adjoint sensitivity system is linear in the adjoint function, and 
is independent of any parameter variations. Hence, the adjoint sensitivity equation 
needs to be solved only once, for each response, in order to obtain the adjoint 
function. In particular, if the original model is linear in the state (i. e., dependent) 
variables, then the adjoint sensitivity equation can be solved independently of the 
original model. In turn, once the adjoint function has been calculated, it is used to 
obtain the sensitivities to all system parameters, by simple quadratures, without 
needing to solve repeatedly differential and/or integral equations. Thus, for the 
large-scale systems, with many parameters, as usually encountered in practice, the 
ASAP is the most efficient method to use for sensitivity analysis. 
The ASAP relies on constructing and using the hermitian adjoint matrix to 0A , 
which is accomplished as generally outlined in refs [14] and [15], in order to avoid 
the need for solving Eq. (5.20) repeatedly. For the illustrative paradigm system, the 
n-component vector ( )1 nψ ,…,ψ=ψ  is introduced, and the inner (scalar) product of 
ψ  with Eq. (5.20) is form to obtain: 
( ) ( )0 0, δ = , δ - δψ A x ψ b A x  (5.21) 
Noting that the hermitian adjoint of 0A  is simply its transpose, ( )+0A , and 
transposing the left side of Eq. (5.21) leads to: 
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( ) ( )+0 0, δ = δ ,ψ A x x A ψ  (5.22) 
Since the vector ψ  is still arbitrary at this stage, it is possible to specify it by 
identifying the right side of Eq. (5.22) with the first term on the right side of Eq. 
(5.18), to obtain: 
( )+0 0=A ψ c  (5.23) 
Collecting now the results indicated by Eq. (5.18) through (5.23) yields the 
following succession of equalities: 
( ) ( ) ( ) ( )R+0 0 0 0, δ - δ = δ , = δ = δ - δψ b A x x A ψ c x c x  (5.24) 
Retaining the first and the last terms in Eq. (5.24) yields the expression: 
( ) ( )R 0 0δ = δ + , δ - δc x ψ b A x  (5.25) 
where the vector ψ  is the solution of Eq. (5.23). Equation (5.23) is called the 
Adjoint Sensitivity System, while the vector ψ  is called the adjoint function. 
Note that the Adjoint Sensitivity System, i.e., Eq. (5.23), is independent of 
parameter variations ( )δA  and δb ; it only depends on the response R  through 
the vector 0c , which appears as the source-term for this equation. Furthermore, 
Eq. (5.23) is linear in ψ . Hence, the adjoint sensitivity equation needs to be solved 
only once in order to obtain the adjoint function ψ . Note also that the adjoint 
sensitivity equation is independent of x , which means that it can be solved 
independently of the original equation (5.12); this important property is specific to 
linear problems, as exemplified by Eq. (5.11). Once the adjoint function has been 
computed from Eq. (5.23), it is used, in turn, in Eq. (5.25) to obtain the sensitivities 
Rδ  to all system parameters. Thus, the need to solve repeatedly the Forward 
Sensitivity System has been circumvented. To summarize: the ASAP is the most 
efficient method to use for sensitivity analysis of systems in which the number of 
parameters exceeds the number of responses under consideration (that is the case 
for most practical problems). 
A more complex application of the ASAP procedure is illustrated in § 6.3.2 and it 
deals with the blowdown of a gas from a pressurized vessel with 1-D heat 
conduction through the vessel wall. 
5.2.3. Local Uncertainty Analysis 
For large-scale systems, it is not possible to find an explicit, analytical solution for 
the probability distribution function, ( )PDF R , of the response R . Therefore, the 
“Moment Matching” method is customarily employed to approximate ( )PDF R , as 
follows: (i) given the PDF ’s or the (central) moments ( )j im α , ( )Ii =1,…, , of the 
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system parameters iα , calculate the first four (central) moments ( ) ( )1m R = RE , 
( )2m R , ( )3m R , ( )4m R  of the response R ; and (ii) approximate the unknown 
( )PDF R  by ( )γP R; β; , a two-parameter PDF  that has the same four moments, 
( )im R i =1,…,4 , as calculated above. Note that ( ) ( )1m R = RE  and ( )2m R  
determine the two parameters ( )γβ;  of ( )γP R; β; , while ( )3m R  and ( )4m R  
determine the shape (skewness and kurtosis) of ( )γP R; β; . 
The current state-of-the-art methods for obtaining the moments, ( )im R , i =1,…,4  
of the ( )PDF R  are Statistical Methods  and the “Propagation of Errors” (also 
known as the Propagation of Moments or the Taylor-Series) Method. In principle, 
statistical methods employ simulations to: (i) generate randomly a sample of N m-
tuples { }ijz ,  ( )i =1,…,m; j =1,…,N , where ijz  denotes the j th  random value of the 
i th  input variable, ix ; (ii) solve the model N-times for each m-tuple ijz  to obtain a 
sample of N values of the system response R ; (iii) from this sample, estimate the 
moments ( )im R , ( )i =1,…,4 , confidence limits, and the approximate PDF, 
( )γP R; β; , of R . Statistical methods are conceptually easy to use and require little 
additional modeling. However, as it is well known, current statistical methods have 
two major inherent drawbacks, as follows: (i) since many thousands of simulations 
are needed, statistical methods are at best expensive (for small systems), or, at 
worst, impracticable (e.g., for large-scale time-dependent systems); and (ii) since 
the response sensitivities and parameter uncertainties are amalgamated, 
improvements in parameter uncertainties cannot be directly propagated to improve 
response uncertainties; rather, the entire set of simulations must be repeated anew 
in order to obtain improved response uncertainties. 
As mentioned in the foregoing, the alternative to statistical methods is the 
“propagation of errors” method. To illustrate the concepts underlying this method 
for uncertainty analysis, the system parameters ( )1 Iα ,…,α  can be considered, 
without loss of generality, to be real scalars, with nominal values ( )0 01 Iα ,…,α  and 
uncertainties ( )1 Iα ,…,α . Also without loss of generality, the relative uncertainties 
0
i iδα /α  can be taken to be symmetrical around 
0
iα , and smaller than unity.  
For illustrative purposes, the response is related to the parameters via a 
computational model (or measurement equation, in case of indirect measurements) 
having the functional form: 
( ) ( )0 01 I 1 1 I IR = R α ,…,α = R α + δα ,…,α + δα  (5.26) 
In the functional relation above, R  is considered in the dual role of both a (random) 
function as well as the numerical realization of this function; this consideration is 
consistent with the notation used for random variables and functions. Expanding 
( )0 01 1 I IR α + δα ,…,α + δα  in a Taylor series around the ( )0 0 01 I= α ,…,αα nominal 
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values and retaining only the terms up to the n th  order in the variations 
( )≡ 0i i iδα α - α  around 0iα  gives: 
( ) ( )
( )
≡
   ∂ ∂
   
   ∂ ∂ ∂   
 ∂
 
 ∂ ∂ ∂ 
 ∂
 
 ∂ ∂ ∂ 
∑ ∑
∑
∑
⋯
1 1 2
001 1 21 1 2
1 2 3
01 2 31 2 3
01 2 n1 2 n
0 0
1 I 1 1 I I
I I 2
0
i i i
i i ii =1 i ,i =1 α
I 3
i i i
i i ii ,i ,i =1
I n
i i ii ,i ,…,i =1
R α ,…,α R α + δα ,…,α + δα =
R 1 R
= R + δα + δα δα
α 2 α α
1 R
+ δα δα δα +
3! α α α
1 R
+ δ
n! α α … α
α
α
α
α
1 ni i
α …δα
 (5.27) 
 
Using the above Taylor-series expansion, the various moments of the random 
variable ( )1 IR α ,…,α  are calculated by considering that the system parameters 
( )1 Iα ,…,α  are random variables distributed according to a joint probability density 
function ( )1 Ip α ,…,α , with mean values: 
( ) 0i iα = αE  (5.28) 
variances: 
( ) ( ) ( )≡ ≡ ∫
α
2
2 o
i i i i i 1 I 1 2 I
S
α ,α σ α - α p α ,…,α dα dα …dαvar  (5.29)  
and covariances: 
( ) ( )( ) ( )≡ ∫
α
o o
i j i i j j 1 I 1 2 I
S
α ,α α - α α - α p α ,…,α dα dα …dαcov  (5.30) 
For large-scale complex systems, with many parameters, it is impractical to 
consider the nonlinear terms in Eq. (5.27). In such cases, the response 
( )1 IR α ,…,α  is reduced to a linear function of the parameters ( )1 Iα ,…,α  of the 
form: 
( ) ( )  ∂ 
∂ 
∑ ∑
0
I I
0 0
1 I i i i
ii=1 i=1
R
R α ,…,α = R + δα = R + S δα
α
α
α  (5.31) 
 where ( )≡0 0R R α  and ( )≡ ∂ ∂ 0i iS R α α  is the sensitivity of the response 
( )1 IR α ,…,α  to the parameter iα . The mean value of ( )1 IR α ,…,α  is obtained from 
Eq. (5.31) as: 
( ) ( )
 
≡  
 
 
∑∫
α
I
0 0
i i 1 I 1 2 I
i=1S
R S δα p α ,…,α dα dα …dα + R = RE  (5.32) 
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The various moments of ( )1 IR α ,…,α  are calculated by using Eqs. (5.31) and 
(5.32); thus, the l th  central moment lµ ( )R  of ( )1 IR α ,…,α  is obtained as the 
following I -fold integral over the domain Sα  of the parameters α : 
( ) ( )( )( ) ( )
l
l
l
 
≡  
 
 
∑∫
α
i
i=1S
µ E -E = S δ p
I
i 1 I 1 2 IR R R α α ,…,α dα dα …dα   (5.33) 
The variance of ( )1 IR α ,…,α  is calculated by setting l = 2  in Eq. (5.33), to obtain 
( ) Tvar =R αSC S  (5.34) 
where the superscript “ T ” denotes transposition, αC  denotes the covariance 
matrix for the parameters ( )1 Iα ,…,α , with elements defined as: 
( ) ( )
( )
 ≠


ij
cov = , i j, º correlation coefficient
=
var = , i = j ,
i j ij i j ij
2
i i
α ,α ρ σ σ ρ
α σ
αC  (5.35) 
while the column vector ( )= 1 IS ,…,SS , with components ( )∂ ∂ 0=i iS R α α , denotes 
the sensitivity vector. Equation (5.34) is colloquially known as the sandwich rule. If 
the system parameters are uncorrelated, then Eq. (5.34) takes on the simpler form: 
( ) ( )∑ ∑
i=1 i=1
var = var =
I I
2 2 2
i i i iR S α S σ  (5.36) 
The above concepts can be readily extended from a single response to n 
responses that are functions of the parameters ( )1 Iα ,…,α . In vector notation, the n 
responses are represented as the column vector  
( )= 1 nR ,…,RR  (5.37) 
If R  is considered to depend linearly on the parameters ( )1 Iα ,…,α , then the 
expectation ( )E R  and the covariance matrix RC  of R  are obtained as: 
( ) 0E =R R  (5.38) 
and, respectively: 
( )( ) ( )T T T T= E δ δ = E δ δ =R αC S α S α S α α S SC S   (5.39) 
where the superscript “T ” denotes transposition, and where S  is a rectangular 
matrix of order n× I  with elements representing the sensitivity of the thj  response 
to the thi  system parameter. Note that Eq. (5.39) has the same “sandwich” form as 
Eq. (5.34) for a single response.  
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It is important to emphasize that the “propagation of moments” equations are used 
both for processing experimental data obtained from indirect measurements and 
also for performing statistical analysis of computational models. The “propagation 
of moments” equations provide a systematic way of obtaining the uncertainties in 
computed results, arising not only from uncertainties in the parameters that enter 
the respective computational model but also from the numerical approximations 
themselves. 
An example of the application of the “sandwich rule” is provided in § 6.4 for the 
computational uncertainty evaluation of the demonstrative problem. 
5.3. Global Sensitivity Analysis 
The concept of local sensitivity was defined in § 5.2 in terms of the first Gâteaux-
differential of the system’s response, calculated at the nominal value of the 
system’s dependent variables (i.e. state functions) and parameters. Thus, the local 
sensitivities would give only the first order contributions to the response variation 
( )kα+δ ,…, +δ0 01 1 kR α α α  in Eq. (5.27) and/or to the response statistics. The 
contributions from higher order terms in δα would require knowledge of the higher 
order Gâteaux-differentials of the response and, consequently, of the higher order 
Gâteaux-differentials of the operator equations underlying the mathematical 
description of the physical system under investigation. Although several techniques 
have been proposed in the literature for calculating the higher order Gâteaux-
differentials of the response and system’s operator equations, none of these 
techniques has proved routinely practicable for realistic problem. 
Moreover, the (operator) Taylor series defined as: 
( )
( )
( )∫
2
n-11
n-1 n
0
1
( ) = F( )+δ ( ; )+ δ δ ( ; )+…
2
1-1
+ δ δ ( ; )+ δ δ ( + )
n -1 ! n -1 !
0 0 0 0
0 0
F x + h x F x h F x h
t
F x h F x th; h dt
 (5.40) 
clearly shows that the Taylor series is a local concept, valid within some radius of 
convergence of the series around the base-case value x0. This means that even if 
the Gâteaux-differentials of the response ( )αR  around 0α  were available to all 
orders, they would still merely provide local, but not global, information. 
Thus, this section illustrates the salient features of the Global Adjoint Sensitivity 
Analysis Procedure (GASAP) developed by Cacuci [16, 17], which is aimed at 
determining all of the system's critical points (bifurcations, turning points, saddle 
points, response extrema) in the combined phase-space formed by the 
parameters, forward state variables, and adjoint variables, and subsequently 
analyze these critical points locally by the efficient ASAP. The local sensitivities 
around a point in phase-space (including critical points) provide, in particular, 
information about the linear stability of the respective point. The aim of the GASAP 
is attained by devising a conceptual and computational framework using a global 
continuation method, based on homotopy theory, for determining interesting 
features of the physical problem (i.e., various types of critical points) over the entire 
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space of parameter variations. Furthermore, computational difficulties (such as 
slow convergence, small steps, or even failure to converge) are circumvented by 
using a "pseudo-arc-length" (i.e., distance along a local tangent) continuation 
method, which employs a scalar constraint in addition to the basic homotopy, thus 
"inflating" the original problem into one of a higher dimension. 
It shall be noted that, notwithstanding the mathematical formulation of the GASAP 
is hereafter presented and included in the proposed methodology in § 6.1, its 
application to the considered demonstrative problem in Chapter 6 has not been 
performed (i.e. the system's critical points have not been identified and analyzed) 
due to limited time resource available in the framework of the thesis. This activity 
surely constitutes a future work (§ 7.2) to be carried out. 
5.3.1. Mathematical Framework and Critical Points 
The mathematical model of the physical system and associated responses are 
here represented by nonlinear algebraic relationships as would be required prior to 
numerical computations. This description in terms of algebraic (as opposed to 
differential and/or integral) operators in finite dimensional vector spaces simplifies 
considerably the mathematical manipulations to follow without detracting from the 
conceptual generality and applicability of the underlying methodology. In the 
sequel, all vectors are considered to be column vectors, while the superscript T will 
be used to denote transposition. 
The canonical discretized mathematical representation of the physical system 
under consideration is as follows: 
1. m linear and/or nonlinear equations that relate the system’s state (i.e., 
dependent) variables: 
 , : × →ℝ ℝN α 0 Nϕ i m( , )= N j
D D⊂
 (5.41) 
 where 
 [ ]≡N ϕ ϕα α1 mN N( , ),..., ( , )  (5.42) 
is an m-component column vector whose components are linear and/or 
nonlinear operators; N is here defined on a domain DN and takes values in the 
Euclidean space ℝm . Each component of N is considered to operate on the 
vectors α  and ϕ , where 
 ≡ ∈ℝ1 i(α ,...,α ),α α
i  (5.43) 
is an i-component column vector, comprising the system parameters, and 
 ( ,..., ), : ϕϕ ϕ≡ ⊂ ℝ1 m Dϕ ϕ
m  (5.44) 
is an m-component column vector, comprising the system’s dependent 
variables, defined on a domain ϕ ⊂ ℝD
m . Note that the components of both α  
and ϕ  are considered here to be scalar quantities, taking on values in the real 
Euclidean spaces ℝi  and ℝm , respectively. Since Eq. (5.41) is a canonical 
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representation for problems that have been fully discretized in preparation for a 
numerical solution, it automatically comprises all initial and/or boundary 
conditions that may have appeared in the originally continuous-variable 
description of the physical problem. 
2. k inequality and/or equality constraints that delimit the ranges of the system’s 
parameters: 
 :≤ ⊂ →ℝ ℝgD
i k( ) ,g α 0 g  (5.45) 
where [ ]≡ 1 kg g( ) ( ),…, ( )g α α α  is a k-component column vector, defined on a 
domain Dg that delimits, directly or indirectly, the range of the parameters iα . 
3. a system response (or several system responses) that is to be analyzed as the 
parameters vary over their respective ranges: 
 ϕ⊂ × →ℝ ℝRR R D Dϕ
i 1( , ), :α  (5.46) 
In the discrete formulation framework considered here, R is a real-valued 
functional defined on a domain DR, having its range in ℝ
1 . 
The global optimization problem (i.e. namely to find the critical points of the system 
response R αϕ( , )  subject to the equality and inequality constraints represented by 
Eqs. (5.41) and (5.45)), of the physical system defined above, is typically handled 
by introducing the Lagrange functional ( , , , )L y α zϕ , defined as: 
( , , , ) ( , ) , ( , ) , ( )≡ + 〈 〉 + 〈 〉y α z y N z gϕ ϕ ϕα α αL R m k  (5.47) 
where the angular brackets denote inner products in ℝm  and ℝk , respectively; i.e., 
, ; ( )n〈 〉 = = ∈∑i ℝa b a b
n
i i
i=l
a b ; n n = m or k
,a b
 (5.48) 
while: 
1 my ,...,y= ( )y  1 k= (z ,...,z )z  (5.49) 
are column vectors of Lagrange multipliers. The critical points of R are found 
among the points that cause the first Gâteaux-variation δL  of L  to vanish for 
arbitrary variations δϕ , δy , δz  and δα . From Eq. (5.47), δL  is obtained as: 
y z N y y N z g S y zϕ ϕ ϕ ϕ ϕα α α α α αδL δ δ δ δ+( , , , ) = • ( , , )+ • ( , )+ • ( )+ • ( , , , )  (5.50) 
where the column vectors N+ and S are defined as: 
( ) ( ), , ϕ ϕ+ ≡ +N y N yϕ α R∇ ∇  (5.51) 
and 
( ) ( ) ( ), , , ≡ + +S y z N y g zϕ α α α αR∇ ∇ ∇  (5.52) 
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The requirements that the first Gâteaux-variation δL of L  vanish, for arbitrary δϕ , 
δy , δz  and δα , together with the constraints ≤g 0 , lead to the following (Karush-
Kuhn-Tucker) necessary conditions: 
( ) ( ) ( ), , , , , , , , ,,+ = = = = ≤ ≥0 iN y 0 S y z 0 N z g g 0 z 0ϕ ϕ ϕα α α 0  (5.53) 
for the minima of ( , )ϕ αR  and similar conditions (except that ≤z 0 ) for the maxima 
of ( , )ϕ αR . The inequalities in Eq. (5.53) imply a lack of global differentiability so a 
direct solution is usually hampered by computational difficulties. Such 
computational difficulties can be mitigated by recasting the last three conditions in 
Eq. (5.53) into the following equivalent form which involves equalities only: 
( )≡K 01 kK ,...,K =  (5.54) 
where the component Ki of the column vector K is defined as 
( )≡ 2i i i i i i iK g + z + g g - z z  (5.55) 
Using Eq. (5.54) in Eq. (5.53) makes it possible to recast the latter into the 
equivalent form: 
( ) ( ) ( ) ( ) ( ) ≡  F u N u N u S u K u 0
+ , , , =  (5.56) 
where the components of the column vector: 
( ), , , ,≡ ∈ℝu y z uϕ α 2m+i+k  (5.57) 
are, respectively: the dependent variables, ϕ ; their corresponding Lagrange 
multipliers, y ; the parameters, α ; and the Lagrange multipliers, z , corresponding 
to the inequalities constraints, g . It is important to note that F is globally 
differentiable if R, N, and g are differentiable twice globally. The Jacobian matrix 
F u'( )  of F u( )  has the block matrix structure: 
( ) ( )
( )
( )
ϕ ϕ ϕ
ϕ α
ϕ α α
+ 
 
 
 =  
 
 
  
N N S 0 0
N 0 N 0 0
F u S N S g g
0 0 Z g 0 0
0 0 0 0 C
T T
T
T
'( )
2
2
∇ ∇ ∇
∇ ∇
∇ ∇ ∇ ∇ ∇
∇
A I
A A
I
 (5.58) 
where { }≡ jj | g = 0A  and { }≡ jj | g < 0I  denote the set of indices corresponding 
to the active and inactive constraints, respectively, while the remaining quantities 
are defined as follows: 
( )
∈
≡Z j j
zdiagA A
 (5.59) 
( )
∈
≡C j j
gdiagI I
 (5.60) 
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( )( )∈ ×≡ ∂ ∂g j q j ig α∇ A A  (5.61) 
( )( )∈ ×≡ ∂ ∂g j q j ig α∇ I I  (5.62) 
All derivatives appearing in Eq. (5.58) are partial (first- and second-order, 
respectively) Gâteaux-derivatives. Note that in the two extreme situations when the 
constraints are either all inactive or all active, the matrices g∇ A  and ( )Z g
T2 ∇A A  
or the matrices g∇ I  and CI  disappear, respectively, from the structure of ( )F' u  in 
Eq. (5.58). 
By introducing the equivalence between the Eqs (5.53) and (5.56), all inequalities 
have disappeared fromF u 0( ) = . Furthermore, the Jacobian ( )F' u  is nonsingular at 
the zeros of F u( )  so efficient numerical methods, such as locally superlinearly 
convergent quasi-Newton methods, can be used to find these zeros. The objective 
of the global computational algorithm (not presented here, see Refs [14] and [15] 
for more details) is therefore to determine all of the critical points where the solution 
path ϕ  bifurcates (i.e. splits in two or more branches) and where the response R 
attains maxima, minima, and/or saddle points. Specifically, the bifurcation points 
occur at the zeros of the determinant of the Jacobian matrix ( )F' u , denoted as 
[ ]F' uDet ( ) , while the maxima, minima and/or saddle points of R occur at the zeros 
of F u( ) , respectively. 
5.3.2. Local Sensitivity Analysis of Critical Points 
Once all system's critical points, in the combined phase space formed by the 
parameters and dependent – state – variables, have been determined by global 
computational algorithm, local sensitivity methods can be adopted for performing 
local analysis. 
More in general, often the response functional, ( )eR , of a physical system is 
located at a critical point, ( )y α , of a function that depends on the system’s state 
vector and parameters. In such situations, the components ( ) ( )αiy , m =1,…M , 
of ( )y α , must be treated as responses in addition to ( )eR . The objectives of 
sensitivity analysis for such systems would be to determine: 
(A) the G-differential ( )∂ e hR 0; of ( )eR  at the “base-case point” ( )0 0 0= ,ue α , 
which gives the sensitivity of ( )eR  to changes ( )u αh h h= ,  in the systems 
state functions and parameters; and 
(B) the vector ( ) ( )∂ ∂ ∂y αα h 1,…, My y0; =  whose components ( )0 ;∂ αα hmy represent 
the G-differentials of ( )α0my  at 0α , for ( )m =1,…M , which would thus provide 
the sensitivity of the critical point ( )y α  to parameter variations αh . 
The applications of the FSAP and ASAP methods for local sensitivity analysis of 
critical points are presented in detail in Ref. [15]. 
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5.4. Data Adjustment and Assimilation (DAA) Methodology 
Bayesian inference is a statistical inference in which evidences or observations are 
used to update or to newly infer the probability that a hypothesis may be true. The 
name "Bayesian" comes from the frequent use of Bayes' theorem in the inference 
process. Bayesian inference uses aspects of the scientific method, which involves 
collecting evidence that is meant to be consistent or inconsistent with a given 
hypothesis. As evidence accumulates, the degree of belief in a hypothesis ought to 
change.  Bayesian inference uses a numerical estimate of the degree of belief in a 
hypothesis before evidence has been observed and calculates a numerical 
estimate of the degree of belief in the hypothesis after evidence has been 
observed (this process is repeated when additional evidence is obtained).  
Given new evidence, Bayes' theorem adjusts probabilities in the following way: 
⋅P(E |H) P(H)
P(H |E) =
P(E)
 (5.63) 
where: 
• H represents a specific hypothesis; 
• P(H) is called the prior probability of H that was inferred before new evidence, 
E, became available; 
• P(E|H) is called the conditional probability of seeing the evidence E if the 
hypothesis H happens to be true. It is also called a likelihood function when it is 
considered as a function of H for fixed E; 
• P(E) is called the marginal probability of E: the a priori probability of witnessing 
the new evidence E under all possible hypotheses. It can be calculated as the 
sum of the product of all probabilities of any complete set of mutually exclusive 
hypotheses and corresponding conditional probabilities:  
 ⋅∑ i iP(E) = P(E |H ) P(H ) ; 
• P(H|E) is called the posterior probability of H given E. 
The factor P(E | H) / P(E) represents the impact that the evidence has on the belief 
in the hypothesis. If it is likely that the evidence E would be observed when the 
hypothesis under consideration is true, but unlikely that E would have been the 
outcome of the observation, then this factor will be large. Multiplying the prior 
probability of the hypothesis by this factor would result in a larger posterior 
probability of the hypothesis given the evidence. Conversely, if it is unlikely that the 
evidence E would be observed if the hypothesis under consideration is true, but a 
priori likely that E would be observed, then the factor would reduce the posterior 
probability for H. Under Bayesian inference, Bayes' theorem therefore measures 
how much new evidence should alter a belief in a hypothesis. 
In statistics, the previously mentioned likelihood function (often simply the 
likelihood) is a function of the parameters of a statistical model that plays a key role 
in statistical inference. In non-technical usage, "likelihood" is a synonym for 
"probability", but technically if "probability" allows to predict unknown outcomes 
based on known parameters, then "likelihood" allows to estimate unknown 
parameters based on known outcomes.  In a sense, likelihood works backwards 
from probability: given B, the conditional probability P(A|B) is used to reason about 
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A, and given A, the likelihood function L(B|A) is used to reason about B. This mode 
of reasoning is formalized in Bayes' theorem: 
⋅P(A |B) P(B)
P(B | A) =
P(A)
 
Thus, in statistics, a likelihood function is a conditional probability function 
considered as a function of its second argument with its first argument held fixed, 
thus: 
L(b | A) = P(A |B = b)  
Summarizing, the concept of prior probability distribution is used to characterize the 
existing knowledge of (i.e., degree of belief in) each system parameter. To gain 
additional knowledge about the system, experiments (i.e., observations of the 
system responses) are often performed. Bayesian inference techniques can then 
be used to combine new information with prior knowledge in a consistent manner. 
The additional information introduced by drawing inferences from the observational 
data should improve the knowledge about the system. Furthermore, this added 
knowledge (contained in the posterior probability density function) should lead to a 
reduction of uncertainties in both the responses and the system parameters. 
Based on the definitions given above, it is now possible to introduce the concepts 
characterizing the Data Adjustment and Assimilation (DAA) methodology [17, 112]. 
DAA is the process of absorbing and incorporating observed information into a 
predicting model. This is normally done by integrating the model in time, adding 
observations. The model state summarises in an organised way the information 
from earlier observations and it is modified to incorporate new observations, by 
combining new and old information in a statistically optimal way. 
The most general time dependent data adjustment is called in the literature “off-line 
data adjustment with foresight”. It can be further simplified to “on-line data 
adjustment” or to “off-line data adjustment without foresight”. 
The theory underlying the first methodology for uncertainty analysis of time-
dependent nonlinear systems is presented in § 5.4.1. It is based on a 
computational strategy in which the generation of sensitivities and the calculation of 
uncertainties are performed separately. Best estimates for the system parameters 
and responses and their respective covariances are determined by solving a single 
constrained minimization problem involving simultaneously the entire partition of 
the system’s time span of interest. This methodology is referred to as the “off-line 
uncertainty analysis with foresight,” and is best suited for problems characterized 
by mildly nonlinear responses and relatively few time intervals of interest. A second 
methodology, referred to as the “on-line uncertainty analysis,” demonstrates that 
uncertainty analysis can be performed on-line, i.e., sequentially in time and 
interactively with the code that calculates the system’s dependent variables and 
responses, and uses this fact to decompose the original system into simpler but 
interacting subsystems. Thus, this methodology is best suited for uncertainty 
analysis of large-scale highly nonlinear time-dependent problems. A third 
methodology, referred to as the “off-line uncertainty analysis without foresight,” is 
specifically developed for uncertainty analysis of systems for which an interactive 
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procedure cannot be practically implemented and which are too large to be 
analyzed by using the first methodology. The last two methodologies are briefly 
discussed in § 5.4.2. 
5.4.1. Off-Line Data Adjustment/Assimilation with Foresight 
Consider a physical problem described by a system of coupled nonlinear time- and 
space-dependent equations. Since such equations generally involve nonlinear 
differential and/or integral operators, distributions, etc., they are typically solved by 
numerical methods. The application of numerical methods requires that the 
problem’s dependent variables, system parameters, responses, etc., be 
represented at discrete time and spatial nodes. 
Consider that the time span of interest is partitioned into ( )tN -1  intervals, and let 
tJ  be the ordered set of integers { }t tJ = 1,…,N  representing the set of time nodes. 
Consider next that the system parameters and system responses are also 
represented discretely such that, at every time node ν , there are αN  distinct 
system parameters and RN  distinct responses. Let αJ  and RJ  denote the ordered 
sets of integers { }α αJ = 1,…,N  and { }R RJ = 1,…,N  respectively. 
To avoid potentially cumbersome notational complexity in subsequent derivations, 
the notation ∈i J , where i is an index and J is an ordered set of integers, is 
introduced to signify that the index i takes on (i.e., runs through) all the integer 
values contained in J. This convention will often be used in the sequel; for example, 
ν ∈ tJ  will signify that ν = t1,2,…,N . 
In view of the foregoing considerations, the (column) vector vα  of αN  system 
parameters, and the (column) vector 
ν
R  of RN  responses can be represented at 
every time node ν  as: 
{ }| ,v v v= ∈ ∈α i αα ti J J  (5.64) 
and 
{ }| ,v vν= ∈ ∈R Rn R tn J J  (5.65) 
respectively. 
In general, the system responses depend on the system parameters both directly 
and indirectly via the system’s dependent variables. Moreover, at any given time 
node ν , a response 
ν
Rn  can be a function of not only the system parameters at 
time node ν  , but also of the system parameters at all previous time nodes µ , 
where ν≤ ≤1 µ . Therefore, the following functional dependence can be generally 
considered: 
( )vν ν= vR Rn n  (5.66) 
Università di Pisa – DIMNP  - 243 -  Deterministic Methods for S&U Analysis 
 
 
Alessandro Petruzzi  - December 2008 -  Page 243 of 331 
where vv  is the (partitioned) vector: 
( )1 2| | ... |v v≡v α α α  (5.67) 
In general, information about system parameters is derived from observations (e.g., 
experimental evidence, inferences based on theoretical models, etc.). Such 
observations provide experimentally “observed” values να  of the “true,” but 
unknown, parameter values, and also provide “observational errors” ν∆α which 
reflect differences between the observed values να  and the true values. In order to 
interpret the experimentally observed quantities, the parameters are considered to 
be multivariate random variables νβ characterized by some joint probability density 
function ( )νβf . Then, in the absence of bias, the observed value να  and the 
observed covariance matrix ν ν∆ ∆α α   are identified, respectively, with the 
expected values νβ  and the covariance matrix ν ν∆ ∆β β  of the multivariates νβ .  
Finally, the “nominal” parameter values 
ν
α  (which are used in actual 
computations) are identified with the observed values να , while the nominal 
covariance matrix 
ν ν
∆ ∆α α  associated with 
ν
α  is identified with the covariance 
matrix ν ν∆ ∆α α  of the observed values, as follows: 
( )v v v= = βα α  (5.68) 
and 
( )vv v v v v v v≡ ∆ ∆ = ∆ ∆ = ∆ ∆ɶ ɶ ɶC β βα α α α α  (5.69) 
It is important to note that no assumptions have been imposed on the form of the 
joint density function ( )νβf ; only the first and second moments of ( )νβf  are 
specified by Eqs. (5.68) and (5.69). 
In general, nominal uncertainties in the parameters of a time-dependent system are 
quantified by specifying a partitioned covariance matrix: 
 
 
 
=  
 
 
 
… …
… …
… … … …
… … …
C C
C C
C
C
α α
α α
α
α
t t
11 12
21 22
N N
 (5.70) 
The elements of the covariance submatrices Cνµα , where ,ν ∈µ tJ , appearing in 
Eq. (5.70) correlate uncertainties in system parameters at distinct time nodes; i.e., 
they are of the form: 
v v≡ ∆ ∆µ µiα,ij jc α α  (5.71) 
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Note that off-diagonal submatrices satisfy the relationship 
νν =C C
µ
µ
αα . 
The nominal covariance matrix of the computed responses can be obtained by 
expanding the response 
ν
Rn  defined in Eq. (5.66) about the centroid vv  of the joint 
probability density function of the parameters. Using Eq. (5.67) and retaining only 
the linear terms (i.e., neglecting second order terms ( )2 ∆  
µ
io α ), one obtains: 
, ,
vν∆ = ∆ ∈ ∈∑∑ µ µ αni i
µ i
R s α µ in vJ J  (5.72) 
where 
{ }
0
v
v
v
v
v
v
ν ∂ ∂ ≤ ≤ ≤
= 
 < ≤
iµ
ni
R α µ
s
µ
n t
t
1 N
N
 (5.73) 
are the sensitivities of the n ’th response at time node ν  to the i ’th parameter at 
time node µ . Multiplying each side of Eq. (5.72) by its own transpose and taking 
the expectation value of the resulting equation yields: 
, ;
v v v v∆ ∆ = ∆ ∆ ∈ ∈∑∑ ɶɶ ɶR R S Sρ ρ η µη
ρ η
ρ,η ,µv tJ Jα α  (5.74) 
where vJ  is the set of ordered integers { }v ν=J 1,2,…,  and where 
ν µS  is the 
R αN ×N  sensitivity matrix with elements 
ν µ
nis . In terms of covariance matrices, the 
above equation can be written as: 
v v
v= ∈ ∈∑∑ ɶC S C Sµ ρ ρη µηαR
ρ η
, ρ,η ; ,µv tJ J  (5.75) 
where vC µR  represents the covariance matrix of responses calculated at time nodes 
ν  and µ . Of course, the right side of Eq. (5.75) represents vC µR  exactly only if the 
responses 
v
R  are linear in all the parameters µα  , ν≤µ . Otherwise, the first order 
estimate represented by the right side of Eq. (5.75) provides an accurate estimate 
of the correct value of vC µR  only if the nominal and expected values of 
v
R  are 
relatively close. 
At this point, Bayesian inference techniques can be used to combine in a 
consistent manner new information (i.e. additional knowledge about the system 
deriving from new experiment) with prior knowledge of (i.e., degree of belief in) 
each system parameter. The additional information introduced by drawing 
inferences from the observed data should improve the knowledge about the system. 
Furthermore, this added knowledge (contained in the posterior probability density 
function) should lead to a reduction of uncertainties in both the responses and the 
system parameters. 
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Mathematically, the Bayesian inference procedure involves minimizing the 
quadratic objective function: 

   
      
    
ɶ M R
R α
C C y
y x
xC C
Q
-1
1
=
2
α
α
 (5.76) 
subject to constraints: 
v v
v
ν
= + ∈ ∈∑y S x dµ µ
µ
µ v t, J , J  (5.77) 
which describe the functional relationship between the system parameters and the 
responses. The matrix appearing in Eq. (5.76) can be shown to define the natural 
metric of the computational manifold. The quantities (column vectors) appearing in 
Eqs (5.76) and (5.77):  
( ) ( );v v= =⋯ ⋯ ⋯ ⋯y y y y x x x xt tN N1 1  (5.78) 
are defined as: 
ˆv v v= −x α α  (5.79) 
and 
 v vv = −y R R  (5.80) 
and represent, respectively, the variations in the system parameters and 
responses; in the above expressions, ˆ vα  and 
v
R  denote the vectors of adjusted 
(best estimate or improved estimate also indicated as ( )νIEα  and ( )νRIE  in § 6.4) 
values to be determined. 
The covariance matrix of the experimental responses is represented by MC and the 
matrix RαC  accounts for possible correlations between these responses and the 
system parameters. The structures of MC  and RαC  are similar to that of Cα  as 
given in Eq. (5.70). The column vector νd  appearing in Eq. (5.77) is defined as: 
,
vv v
v= − ∈d R M tJ  (5.81) 
where the (column) vectors vM  and 
v
R  represent the experimentally measured 
values and the calculated values, respectively, of the responses under 
consideration. 
For subsequent derivations, it is convenient to recast Eq. (5.77) in a more compact 
form. This is done by defining the sensitivity matrix: 
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1
1 t
v v vv
 
 
 
 
 
 =
 
 
 
 
 
 
⋯ ⋯ ⋯ ⋯
⋮ ⋱ ⋮
⋮ ⋮
⋮ ⋱ ⋮
⋯ ⋯ ⋮
⋮ ⋮ ⋮ ⋱
⋯ ⋯ ⋯ ⋯ ⋯
S 0 0
S 0
T
S S S 0
0
S S
µµ
µ
t t
11
N N N
 (5.82) 
which makes it possible to recast Eq. (5.77) into the compact form: 
= +y Tx d  (5.83) 
The method of Lagrange multipliers can now be used to minimize the quadratic 
loss function Q  defined in Eq. (5.76) subject to the constraints represented by 
Eq. (5.83). The details of the mathematical derivation are provided in Ref. [17, 112] 
and, hereafter, only the final results of the methodology are presented. 
The vectors ˆ vα  and 
v
R , representing at a specific time node ν  the best estimates 
for the system parameters and responses respectively, are obtained from: 
( )  ( )ˆ ,vv v vν
        ≡ = + − × ∈ ∈         
∑ ∑ ∑ɶSRC C C d
µηµ η µη η
µ η η
µ ηIE -1d t tJ Jααα α α  (5.84) 
 ( )  ( ) , ,v vv vν
        ≡ = + − × ∈ ∈         
∑ ∑ ∑SɶMR R M C C C d
µηµ η µη η
µ η η
µ ηIE -1d t tJ J
αR  (5.85) 
where -1dC  is the inverse of the covariance matrix 
≡ ∆ ∆dC d d associated with the 
vector d , Eq. (5.81), and it is given by: 
 = - - +αRd R αR MC C C T TC C  (5.86) 
The covariance matrices   ≡ ≡ ∆ ∆IEαB Cα α α  and 
  ≡ ≡ ∆ ∆IER RB C R R  associated 
with the best estimates ˆ vα  and 
v
R  of the system parameters and responses, 
respectively, can be obtained from: 
( ) ( )≡ − − −ɶIE -1R d RB C C C C T C C TC= αα α α α α α  (5.87) 
( ) ( )≡ = − − −ɶIE -1 RR R M M R d MB C C C C T C C TCαα  (5.88) 
In terms of the covariance and sensitivity submatrices, Eqs. (5.87) and (5.88) can 
be written as: 
( )  ( )1v vv v v v−
    
 ≡ = − − × − ∈           
∑ ∑ ∑ ∑ɶIE d tJRB C C C C C C S CSα α α α α αα
µ ρηρµ µ π ρπ ηµ ηπ πµ
η ρ π π
, ,µ,η,ρ,π
 (5.89) 
Università di Pisa – DIMNP  - 247 -  Deterministic Methods for S&U Analysis 
 
 
Alessandro Petruzzi  - December 2008 -  Page 247 of 331 
( ) ( ) 1 ,vv v v v v−
    
 ≡ = − − × − ∈           
∑ ∑ ∑ ∑ɶIE d tM M M JR RR RB C C C C S C C S Cα α
µ ρη πµµ µ ρ π ρπ ηµ ηπ
η ρ π π
,µ,η,ρ,π
 (5.90) 
The expression of the response-parameter covariance matrix  ≡ ∆ ∆ɵcB r α  is 
obtained by: 
( ) ( )≡ = − − −ɶIE -1R R R M R d R αB C C C C T C C TCα α α α α  (5.91) 
or in terms of covariance and sensitivity submatrices: 
( ) ( )vv v v v v
    
 ≡ = − − × − ∈           
∑ ∑ ∑ ∑ɶIE -1 tJc R R dR M RB C C C C S C C S Cα α αα α
µ ρη
µ µ ρ π ρπ ηµ ηπ πµ
η ρ π π
, ,µ,η,ρ,π
 (5.92) 
It is important to note that even if no a priori correlations existed between system 
parameters and experimental responses (i.e. =RC 0α ), a posteriori correlations are 
introduced, as evidenced by Eq. (5.92), via the Bayesian inference process. 
In solving the constrained minimization problem represented by Eq. (5.83) to obtain 
the adjusted parameter and response values ˆ vα  and 
v
R , Eqs (5.84) and (5.85), 
respectively, information about the system parameters and responses at all time 
nodes (i.e., [ν = t1,2,…,N ]) was simultaneously taken into account. Thus, at any 
time node ν , ν ∈ tJ  the best estimates ˆ
vα  and 
v
R  incorporate, through the matrix 
-1
dC , information not only from time nodes prior to ν  (i.e., information regarding 
“present” and “past” states of the system) but also posterior to ν  (i.e., information 
about the future states of the system). In this respect, the methodology here 
presented  involves a characteristic that is conceptually related to the “foresight” 
aspects encountered in decision analysis. 
It is also important to note that, in practice, the application of the methodology 
developed in this section involves two distinct computational stages. A complete 
sensitivity data base (i.e., sensitivities ν µnis  at all times nodes ,ν ∈ tJµ ) needs to be 
available prior to the performing the data adjustment/assimilation process. In view 
of these two fundamental features, the methodology presented above can be 
called “off-line data adjustment/assimilation methodology with foresight” to highlight 
the requirement that all sensitivities need to be generated off-line, prior to 
performing the uncertainty analysis, and that foresight characteristics are included 
in the procedure. These sensitivities can be generated most efficient by using the 
ASAP, based on the adjoint sensitivity system for the nonlinear model simulating 
the physical processes that underlie the data adjustment/assimilation procedure. 
The application of the “off-line data adjustment/assimilation methodology with 
foresight” to the demonstrative problem of the blowdown of a gas from a 
pressurized vessel, taking into account the 1-D heat conduction through the vessel 
wall is discussed in § 6.4. 
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5.4.2. Other Data Adjustment/Assimilation Algorithms 
Since the incorporation of foresight effects involves the inversion of the matrix dC , 
the off-line methodology presented in the previous section is best suited for 
problems involving relatively few time nodes. Such problems are, for example, fuel 
management optimization problems, where only a few time intervals (i.e., “cycles”) 
are typically of interest. For large-scale highly nonlinear problems involving many 
time nodes (e.g., thermal-hydraulic problems), the matrix dC  becomes very large 
and can exceed the available computer storage. Also, in such a case, the inversion 
of dC  becomes prohibitively expensive.  For such problems, an alternative data 
adjustment/assimilation methodology called the “on-line data 
adjustment/assimilation methodology” is developed according to the following 
guidelines: 
1. At a given time node ν  “best estimate” (or improved estimates) ˆµα , where 
νµ < , are used to obtain the computed response at node ν . This implicitly 
accounts for sensitivities and covariances relating to parameters at nodes 
νµ < , so that only sensitivities and covariances at node ν  will explicitly appear 
in the expressions of the constraints and of the objective function; 
2. The uncertainty analysis is performed (a) sequentially in time (i.e., 
ν = t1,2,…,N ); and (b) interactively with the code that calculates the dependent 
variables and responses. 
As conclusion, the on-line data adjustment/assimilation formalism requires 
computation of sensitivities sni of responses to parameters at the same time node 
only, which can be done efficiently by using the ASAP. The mathematical 
formulation of the on-line methodology is discussed in details in Ref. [17]. 
In practice, situations can arise when, on the one hand, the system under 
consideration is too large to be analyzed by using the off-line methodology with 
foresight and, on the other hand, the interactive procedure required within the 
on-line methodology cannot be implemented. For such problems, a simplified 
version of the off-line formalism with foresight has been developed and it is widely 
presented in Ref. [17]. 
Conceptually, this methodology is a hybrid between the methodology presented in 
§5.4.1 and the on-line methodology. By comparison, this algorithm is 
computationally the easiest to apply, since, on the one hand, it does not involve the 
interactive procedure required by the on-line methodology, and, on the other hand, 
there are only comparatively small matrices to be inverted. Since the computation 
of sensitivities and the uncertainty analysis are performed separately, this 
methodology has characteristics similar to the off-line methodology. However, it is 
also apparent that this methodology incorporates neither the full effect of second-
order terms, nor the foresight effects discussed in §5.4.1. Thus, this methodology 
can be referred to as the “off-line uncertainty analysis methodology without 
foresight”. 
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6. A PIONEERING DETERMINISTIC METHOD FOR 
UNCERTAINTY ANALYSIS AND A 
DEMONSTRATIVE APPLICATION 
A large experimental database including SETFs and ITFs is available in the LWR 
safety area. The license applicants may select different sets of tests for assessing 
the uncertainty in the same or similar accident analysis. This results in a large 
variability in the uncertainty evaluations, due also to the inexistence of a uniform 
systematic method in identifying and reducing the number of important parameters 
and characterizing their uncertainty. In this context, it is important to note that the 
CSAU methodology was developed as a roadmap and supplies a comprehensive 
“basket of requirements” for developing applicable uncertainty methodologies, 
rather than being the standard uncertainty method. 
The intent of this chapter is to illustrate a comprehensive approach for utilizing 
quantified uncertainties arising from SETFs and ITFs in the process of calibrating 
complex computer models. The methodology proposed is capable of 
accommodating multiple SETFs and ITFs to learn as much as possible about 
uncertain parameters, allowing for the improvement of the computer model 
predictions based on the available experimental evidences. 
Notwithstanding a similar approach has been already adopted in other scientific 
fields like meteorology, the application to the nuclear safety area constitutes a real 
challenge due to the complexity (in terms of number of relevant phenomena and 
related parameters involved) of the system under consideration and its strong non-
linearities. The pioneering approach can be considered also as an attempt to 
substitute the empiricism of the CIAU approach in relation to the statistical 
treatment of the accuracy for deriving the uncertainty values with a rigorous 
mathematical deterministic method. 
The section §6.1 provides the bases and the structure of the proposed method 
having as reference a generic system thermal-hydraulic codes (e.g. RELAP5, 
CATHARE, etc…). The complexity of the proposed methodology and of the system 
thermal-hydraulic codes from one side and the limited resources typical of a PhD 
thesis activity from the other hindered the possibility to perform a full application on 
a real case, i.e. for instance a RELAP5 prediction of a LOCA transient in a NPP or 
ITF. This is the reason of the simplified demonstrative application discusses in 
§6.2 dealing with a simulator (SIM-CODE) of a more complex code of which tries to 
reproduce the main contents and features (i.e. balance equations, physical models, 
correlations with discontinuities, physical properties, etc…). The sections 
§6.3 and §6.4 illustrate the implementation into the methodology of the subroutines 
for performing internally (to the code) the deterministic sensitivity and uncertainty 
analysis respectively. The evaluation of the results and the future developments 
are then discussed in section §6.5. 
Notwithstanding the development of the database of the improved estimations of 
the input values and covariance matrix is part of the methodology presented in 
§6.1, the limited available resources prevent to achieve this goal for the simplified 
demonstrative application; but this lack (also due to the unavailability of a large set 
of experimental data) must not be interpreted as a border for the methodology itself. 
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6.1. The CASUALIDAD Method (Code with the capability of 
Adjoint Sensitivity and Uncertainty AnaLysis by Internal 
Data ADjustment and assimilation) 
The CASUALIDAD Method (Code with the capability of Adjoint Sensitivity and 
Uncertainty AnaLysis by Internal Data ADjustment and assimilation) has been 
developed as a fully deterministic method based on advanced mathematical tools 
for performing internally to the thermal-hydraulic system code the sensitivity and 
the uncertainty analysis. The availability of a suitable database of experiments 
(SETF and/or ITF) and related qualified code calculations constitutes a pre-
requisite for the development and the following application of the methodology.  
Similarly to the CIAU method, the process to develop the database of improved 
estimations of input values and related covariance matrix is distinguished from the 
application process where the database is used to produce the improved 
uncertainty scenario. Thus the information embedded in the set of experiments and 
related qualified code calculations is elaborated and transformed in a suitable 
information for performing an improved (in the sense that is based on the 
experimental evidences) uncertainty evaluation. 
The general principles of the methodology together with brief descriptions of the 
main tools constituting the CASUALIDAD are given in §6.1.1, whereas the 
structure of the method (i.e. the development process and the application process) 
is discussed in detail in §6.1.2. 
6.1.1. The Bases of the Method 
Establishing the range and probability distribution function of parameters is fairly 
easy for parameters which describe the condition of the plant (such as initial power 
or geometrical data) or for parameters describing physical data (such as thermal 
conductivity of UO2). It is more difficult for parameters relative to the constitutive 
relationships (such as interfacial friction) because they can not be directly 
measured in facilities. To this end, the results from SETF together with their 
experimental uncertainties are used for establishing or assessing these constitutive 
relationships. However, the models developed from SETF are applicable to a 
certain range of parameters, when often the correlations are extrapolated to more 
extreme conditions in correspondence of which the data is lacking. In order to 
justify these extrapolations, the ITF data, whose ranges of parameters are much 
close to typical conditions, are used. 
The fundamental principle of the methodology here proposed can be derived from 
Fig. 6.1. The initial uncertainty distribution obtained from SETFs is shown coloured 
in red and represents the uncertainty in each model parameters (multiple model 
parameter distributions). After the application of the Bayesian Theorem (BT) and 
the Principle of the Maximum Likelihood (PML, see also for definitions § 5.4) the 
uncertainty distributions (in blue), that are prior estimations for the code-simulation, 
are obtained.  The code simulations are further constrained (using BT & PML) 
against the ITF for taking into account both the system behaviour and the use of 
the correlations (developed starting from SETFs) outside their range of validity. At 
the end of this step, the key parameters, their contributions to the uncertainty of the 
system responses  and  the  posterior   parameter   distributions   (green   curve   in 
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Figure 6.1: The basic idea and framework of the CASUALIDAD method. 
 
Fig. 6.1) are obtained. It shall be noted that if the extrapolation of the SETF 
conditions to the ITF conditions were not required and the various physics models 
employed in the ITF were truly uncoupled, then it is expected that the prior and 
posterior distributions results from the application of the BT & PML are very similar.  
The framework for which the CASUALIDAD method has been developed deals 
with the dashed area in Fig. 6.1, or in other terms the methodology is system 
oriented having as main objective the improvements of the estimations of the 
system output responses and related covariance matrix (i.e. uncertainty) through 
the reduction and improvement of the input parameter values and covariance. Key 
elements for the methodology are: 
1. Availability of a frozen qualified and internationally recognized thermal-
hydraulic code; 
2. Availability of a suitable large database of ITF containing different transient 
scenarios and different scales of facility (e.g. the set of tests belonging to the 
CIAU database, see Table 3.10); 
3. Use of a robust and rigorous procedure (i.e. set of acceptability criteria to be 
satisfied) for the qualification and acceptance of thermal-hydraulic system code 
calculations (see UMAE method, §2.4.3 and Chapter 4); 
4. Availability of adequate (i.e. exact and efficient from CPU time point of view) 
methods for performing the local and global sensitivity analysis. The powerful 
tool based on ASAP (§5.2.2) is implemented for the derivation of the sensitivity 
matrix S containing the local derivatives of any response Rn (obtained by the 
code) respect to any parameter iα  ( ∂ ∂n iR α ). For large-scale systems, in 
which the number of system parameters and/or parameter variations to be 
considered exceeds the number of responses of interest, the ASAP is, by far, 
the most advantageous method to employ. The global sensitivity analysis is 
performed through the implementation of the GASAP method (see§ 5.3) aimed 
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at determining all of the system's critical points and subsequently analyze them 
locally by ASAP. Thus, the strong non-linearities charactering the NPP system 
can be efficiently considered during the sensitivity analysis and taking into 
account for the following step dealing with the uncertainty evaluation; 
5. Implementation of the DAA (see §5.4) method based on the Bayesian 
Theorem and the Principle of the Maximum Likelihood for updating the “a 
priori” PDF of the input parameters α and responses R with the available 
experiments M (“likelihood observations”, see also element 2) for getting the 
“posterior” Improved Estimation (IE) of the input parameters IEα , responses 
IER  and related covariance matrixes; 
6. Use of the concept of Status Approach (see §3.1.1.2) for grouping together the 
“posterior” Improved Estimations of the input parameters IEα , responses IER  
and related covariance matrixes deriving from similar transients, i.e. transients 
selecting the same path in the phase space of the selected driving quantities. A 
database of improved estimations is then generated and the appropriate 
information stored inside (i.e. the one in the phase space selected by the NPP 
calculation) can be used during the application process of the methodology 
(see Fig. 6.3). 
The following are assumptions used in the methodology, notwithstanding criteria 
embedded in the methodology itself and evidences from other methods allow, 
respectively, detection when they are violated (and thus when the methodology 
can not be applied) or demonstration of their well-founded basis: 
a. Phenomena and transient scenarios in larger scale facilities are close enough 
to plant conditions (see also similar discussion for CIAU and UMAE). This 
assumption also supports the element 6 in the previous list; 
b. Given that the discrepancy between measured and calculated responses (and 
not the absolute values) is used for evaluating the uncertainty (see both 
Equations 3.2 and 3.3 in CIAU and Equations 5.84 and 5.85 in DAA 
methodology), this difference is randomly dispersed around the zero value 
independent on the volume scaling factors of the facilities [115]. Moreover the 
methodology provides a consistent indicator 2χ  (see Eq. 6.85 in §6.4.1) that 
quantifies the degree of consistency between calculation and experiment and 
allows neglecting the contributions of the related discrepancies to the 
uncertainty estimation when the consistency is poor (i.e. 2χ  far from unity 
value);  
c. The influence of user and nodalisation upon the uncertainty of the response is 
minimized in the methodology by the use of robust qualification procedures 
(see element 3 of the previous list). The consistent indicator 2χ  contributes to 
minimize this influence discharging the cases where the consistency between 
calculation and experiment are poor. 
6.1.2. The Structure of the Method 
The CASUALIDAD methodology has been structured in two main steps. The 
former has the aim to generate the database of improved estimations starting from 
the available set of experimental data and related qualified calculations; the latter is 
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dealing with the use of the selected (from the obtained database) set of improved 
estimations for the uncertainty evaluation of the predicted NPP transient scenario. 
More details about the two processes are given hereafter. 
CASUALIDAD, Development Process 
The development of the method and related database implies the availability of 
qualified experimental ITF data (block a in Fig. 6.2), the use of UMAE (§2.4.3) as a 
robust and consistent procedure for qualifying thermalhydraulic system code 
calculations (block b) and the availability of a frozen version of system thermal-
hydraulic code (block c). These requirements constitute pre-requisites to the 
development of the methodology itself. Moreover it is assumed that a Steady-State 
(SS) condition is achieved before running the transient scenario, and consequently 
the values of input parameters characterizing the Boundary and Initial Conditions 
(BIC) of the problem have to be considered after SS achievement. More precisely 
four different kinds of input parameters α  are distinguished: 
1. The parameters BICSSα  (block d) characterizing the Boundary, Initial Conditions 
(BIC), evaluated after SS achievement (e.g. the distribution of temperatures 
inside a core channel or the core inlet mass flow rates); 
2. The parameters PPα  (block e) used for specifying Properties and Phenomena 
(PP) of the system. They include for instance the geometrical properties of the 
system (e.g. the flow area of a pipe or the core active heat transfer surface 
area), the physical properties of the materials and also parameters 
characterizing complex thermal-hydraulic aspects, like the pressure drops 
distribution (e.g. the k form loss coefficients in RELAP). Respect with BICSSα , the 
PPα  parameters are those parameters whose values specified in the input deck 
do not change when the SS has achieved; 
3. The parameters NODα  (block f) characterizing the nodalization (NOD), i.e. those 
parameters that constitute the discretization of the real system into an 
ensemble of control volumes and junctions (e.g. in RELAP the pipes, 
branches, junctions, etc…) through the definition of the volume lengths and 
elevations, the volume flow areas, etc…; 
4. The parameters CODEα  (inside block c) that are part of the correlations inside 
the thermal-hydraulic system code. Respect with the other parameters, the 
CODEα  are not directly accessible (modifiable) from the input deck. 
The selection of the responses of interest (block g) among the thousands available 
from a code calculation implies an engineering judgment that must consider the 
relevance of the safety and licensing issues. No limitation exists when performing 
the sensitivity analysis (see blocks i and k). The situation is instead different when 
performing the uncertainty analysis (see blocks l and o), where practically the 
constrain derives from the available experimental responses (block a). 
Once the selected predicted responses R (block h) have been qualified through the 
application of the UMAE procedure, they are passed to the sensitivities tools 
(block i) together with all input parameters α . The sensitivity analysis is then 
performed locally and globally in order respectively to obtain exact local derivatives 
of any response Rn respect to any input parameter iα  ( ∂ ∂n iR α ) and to  determine  
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Figure 6.2: Flow-chart of CASUALIDAD method: development process. 
 
all of the system's critical points ( )y α  (bifurcations, turning points, saddle points, 
response extrema) and their derivatives ( ∂ ∂my iα ) respect to any input parameter 
iα  (block j). The local sensitivity analysis is performed by ASAP (see 
§5.2.2 and §6.3.2 for the demonstrative application) or alternatively can be carried 
out by FSAP (see §5.2.1 and §6.3.1 for the demonstrative application) or by a 
‘direct’ method (Direct Discretized Derivatives System Method) as briefly discussed 
in §6.3.3 for the demonstrative application. The global sensitivity analysis is 
performed by GASAP (see §5.3) and makes possible to efficiently deal with the 
non-linearities characterizing the NPP system. Finally, the sensitivity matrix S  
(block k) is obtained and can be used for the following purposes (among others): 
a) To support the qualification process of the nodalization through quantitative 
parameters that allow the verification of possible ‘unstable’ behaviours of the 
developed nodalization, i.e. if a small change in any of the input parameters α  
causes a large variation in the selected relevant responses R. In fact, the 
matrix S supplying the derivatives of any selected response respect with any 
parameter (e.g. the derivative of the core PCT respect to the length of one 
node in the U-tube of the primary side of a steam generator) constitutes a large 
source of information for performing the qualification process; 
b) To understand the system by highlighting important data and eliminating the 
unimportant ones; 
c) To design and optimize the system (e.g., maximize availability/minimize 
maintenance); 
d) To perform the uncertainty analysis (see blocks l and o). 
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While the sensitivity analysis is able to consider all parameters α , the uncertainty 
methodology here developed can not deal ‘directly’ with the NODα  parameters. The 
reason for such a limitation is due to the lack of information about the variance (and 
generally speaking about the covariance matrix) of the parameters characterizing 
the nodalization (e.g. the length of a volume in a PIPE component in RELAP). 
However, as deducible from the word ‘directly’, it shall be emphasized that this 
limitation does not imply that the input uncertainties arising from the development 
of the nodalization do not contribute to the final evaluation of the uncertainty of the 
responses. In fact, these input uncertainties affect the discrepancy between the 
experimentally measured values and the calculated values of the responses as 
from the vector d in Eq. 5.81, and thus finally affect the uncertainty evaluation. 
The a priori knowledge (block m) of the covariance matrixes , ,BIC PP CODEα,SS α αC C C  
(related to the BIC, PP and CODE parameters), deduced from SETFs, available 
literature or based on the engineering judgement, is then used in the “propagation 
of moments” equation (Eq. 5.39) to obtain the covariance matrix of the calculated 
responses (block l). 
The next step (block n) implies the use of the Data Adjustment and Assimilation 
(DAA, see §5.4) as a methodology based on the Bayesian Theorem and the 
Principle of the Maximum Likelihood for consistently incorporating observed 
information into a predicting model. More specifically, the “a priori” knowledge of 
the: 
a) input parameters , ,BIC PP CODESSα α α  (block o), 
b) input covariance matrixes (block m), 
c) calculated response R (block h), 
d) calculated covariance matrix RC  (block l), 
is combined in a statistically optimal way with “likelihood observations” (block a), 
i.e.: 
e) experimental measures of the responses M, 
f) covariance matrix of the measured responses MC , 
to consistently improve and reduce the posterior estimations (block p) of the: 
g) input parameters 
IE IE IEBIC PP CODE
SS , ,α α α , 
h) calculated responses 
IE
R , 
i) input covariance matrixes 
IE IE IEBIC PP CODE
α,SS α α, ,C C C , 
j) calculated covariance matrix 
IE
RC . 
Moreover, the DAA method supplies a quantitative measure of the consistency of 
the process through an indicator factor that allows to quantify the degree of the 
discrepancy between calculation and experiment and to not perform the adjustment 
and assimilation when the consistency is poor.  
As the CASUALIDAD methodology is system oriented, the experimental data to be 
incorporated in the DAA process are mostly dealing with ITF. However, SETF and 
also NPP operational transients can be processed if available. 
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The final step of the methodology has the goal to generate a database of 
(posterior) improved and reduced estimations of the input parameters and related 
covariance matrixes. For each of the experimental test, the process up to the block 
p has to be repeated for generating the posterior estimations. Considering that 
different kinds of scenario can be processed and that the same phenomena can 
occur in different transients, the concept of the “Status Approach” (see §3.1.1.2) is 
adopted for generating the database. The idea here is to group together the 
improved estimations of the input parameters IEα  and related covariance matrixes 
IE
αC deriving from ‘similar’ transients, i.e. transients selecting the same path in the 
phases space of the selected driving quantities. It is assumed that similar tests 
generate similar values of the percentages of parameters’ variation between 
“posterior” and ‘prior’ estimations (similarity check). Thus, if the similarity check is 
positively passed, the transient identification process (block q), based on the 
phases space subdivision characterized by the selected driving quantities (block r), 
allows identifying the location inside the database where to store the obtained 
posterior estimations (block s). 
CASUALIDAD, Application Process 
The application of the CASUALIDAD is straightforward once the database of the 
improved estimations of the input parameters and related covariance matrixes is 
available. 
The UMAE method (block a, in Fig. 6.3) is used to qualify the NPP transient 
calculation obtained by a qualified thermal-hydraulic system code (block b). The 
input parameters characterizing both the input-deck (i.e. , ,BIC PP NODSSα α α , block 
c) and the correlations inside the code ( CODEα , inside block b) are evaluated on the 
‘first-guess’ basis (i.e. values deduced from SETFs, available literature or based on 
the engineering judgement). The relevant responses from safety and licensing  
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Figure 6.3: Flow-chart of CASUALIDAD method: application process. 
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point of view must be selected (d) in agreement with the selection process 
performed during the development of the methodology. The transient evolution, 
defined by the quantities R (block e), selects a path in the phase space subdivision 
(characterized by the selected driving quantities, f), that can be identified through 
the transient identification process (block g). Thus, the posterior estimations of the 
input parameters (block h) and input covariance matrixes (block i) associated to the 
selected path in the phases space can be drawn out from the database. 
A second thermal-hydraulic system code calculation is set up using the posterior 
estimations of the parameters characterizing both the input deck ( ,
IE IEBIC PP
SSα α ) 
and the correlations inside the code (
IECODEα ) in order to get an improved 
estimation of the responses IER  (block j). The UMAE method is still used to qualify 
the improved NPP transient calculation. 
The sensitivity analysis is then performed locally and globally (block k) to derive the 
system's critical points (block l) and the derivatives of any response respect with 
any input parameter (block m). The sensitivity matrix S can be used for the same 
purposes stated in the development process of the methodology having as 
reference the NPP instead of the ITF system. 
Lastly, the uncertainty evaluation is performed by the “propagation of moments” 
equation (Eq. 5.39) where the improved estimations of the input covariance 
matrixes , ,
IEIE IEBIC PP CODE
α,SS α αC C C  are used (block i) to obtain the improved 
estimation of the covariance matrix of the calculated responses IERC  (block n). The 
diagonal values on the IERC  matrix allow finally the generation of continuos 
uncertainty bands for the selected responses IER  (block o). 
6.2. The Demonstrative Application: the Blowdown Paradigm 
Problem 
The complexity of the methodology discussed in §6.1 from one side and the limited 
resources typical of a PhD thesis activity from the other constitute the reasons of 
the simplified demonstrative application hereafter discussed. 
The application can be considered simplified and demonstrative because the 
typical complex thermal-hydraulic system code in Fig. 6.2 is substituted with a 
simpler code-package (called SIM-CODE) simulating a well defined physical 
problem: the blowdown of a gas from a pressurized vessel. Notwithstanding the 
simplifications introduced, the SIM-CODE has the same structure and features of a 
more complex code (presence of correlations, discontinuities, physical properties, 
etc…) but at the same time is enough simple to allow the implementation of the 
sensitivity (specifically ASAP) and uncertainty (DAA) tools. 
A brief description of the blowdown non-linear system is given in §6.2.1, whereas 
models and correlations as implemented in SIM-CODE are discussed in §6.2.2. 
The validation of the numerical tool is performed against the available 
experiemental test as described in §6.2.3. 
Università di Pisa – DIMNP  - 258 -  A Pioneering Deterministic Methodology 
 
 
Alessandro Petruzzi  - December 2008 -  Page 258 of 331 
6.2.1. The Gas Blowdown Process 
The physical processes occurring during blowdown of a vessel can be regarded as 
being a combination of fluid mechanics (the flow within the vessel and through the 
choke), heat transfer (between the fluid and the vessel wall and also between the 
vessel wall and the environmental) and thermodynamics (the trajectory of the 
depressurization in phase space). The fluid mechanics and heat transfer are both 
transient and three dimensional. In relation with the phenomena, the blowdown of a 
gas from a pressurized vessel consists of a depressurization process during which 
the fluid temperature decreases due to the enthalpy loss with the flow discharging. 
The decrease of the fluid temperature causes the starting of heat-transfer 
processes from the vessel wall to fluid, resulting in the vessel wall temperature 
decreasing and the fluid temperature recovering. This conjugate heat-transfer 
process may be quite complicated. A potential safety issue must therefore be taken 
into consideration, i.e. whether or not the wall temperature would decline below the 
ductile-brittle transition temperature of the steel from wich the vessel is made, to 
threaten the integrity of the vessel. Moreover, usually the depressurisation process 
is a very rapid phenomenon: typically the pressure can fall by 100 bar in a few 
hundreds seconds and also the fluid temperature can fall of as much as 100 K in 
the same time. 
Being interested in the evolution of the pressure within the vessel and the 
temperature of the gas and the walls in contact with it, all the spatial variations of 
the thermodynamic quantities can be negleted. This assumption of homogeneous 
gas is supported by and consistent with what is actually measured experimentally 
during the blowdown. Furthermore, even a rapid blowdown process, occurs at a 
time-scale which is generally much longer than the time needed for the pressure 
within the vessel to rearrange. Therefore, local variations of the gas pressure 
should generally be neglected in a vessel. For the gas temperature, assuming a 
rapid motion induced by the acceleration of the gas far upstream the orifice 
towards the exit, it can be imagined that the gas is mixed and homogenized at all 
the time, especially in the early stages of the blowdown, while the pressure is 
dropping steeply. 
In order to simplify matter, the Fourier equation is solved inside the walls, 
neglecting their curvature (generally cylindrical), as it can be generally assumed 
that the radius of curvature is very large, compared to the thickness. Boundary 
conditions derived from the heat flux balance at the walls in contact with the fluids 
(gas and air) are then imposed to the heat equations. Furthermore, notwithstanding 
the heat diffusion equation should in principle be solved in two dimensions, the 
heat flux along the wall surface can be considered in first approximation negligible 
compared to the heat flux across its thickness. 
The blowdown system can be described through the prediction of the pressure, 
temperature and density of the gas in the tank, of the mass flow rate out of the tank 
as well as of the wall temperature as functions of time during the discharge 
process.The following assumptions are made: 
1. The properties of the gas in the tank are spatially uniform at any instant of time 
(i.e., quasi-steady or uniform state assumption); 
2. The average velocity of the gas in the tank is zero; 
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3. The opening is modeled as an ideal converging nozzle with isentropic flow to 
the nozzle throat; 
4. It is assumed one-dimensional flow and properties in the nozzle; 
5. The gravitational potential energy is neglected; 
6. No shear or shaft work is considered for the control volume; 
7. The gas is assumed calorically perfect; 
8. Consideration of one-dimensional heat conduction through the vessel wall. 
6.2.2. The SIM-CODE 
A computer program called SIM-CODE has been developed which can be used to 
simulate the rapid depressurization or blowdown of a vessel containing nitrogen. 
The program can predict pressure, gas and vessel temperatures and mass flow 
rate from the vessel through the blowdown choke or orifice, all as function of time. 
6.2.2.1. Description of the system 
Vessel: The vessel (Fig. 6.4) is a vertical cylinder with flat ends. It initially contains 
M0 kilograms of pressurized gas at temperature T0 and pressure P0. The vessel 
wall is assumed also to be initially at uniform temperature Ө=T0. The 
depressurization process is started by a release of gas through a valve with a 
constant discharge flow rate outF . 
The geometry of the vessel is characterized by the internal diameter D, the height 
H and the wall thickness S from which the following geometrical quantities can be 
derived: 
 
 
 
Figure 6.4: Sketch of the blowdown system simulated in SIM-CODE. 
0 S 
P 
Fout 
E
θ  
S 
H 
D 
A , Cd 
P < Pt 
Air 
Penv , Tenv 
E tθ < T  
Wo 
γ , τ 
F 
W 
P , T 
 
N2 
(Po , To) 
(Cp , R) 
Kw , λw
 
θ  
x 
E
θ  
I
θ  
q’’ 
''
I
q
 
''
E
q
 
Università di Pisa – DIMNP  - 260 -  A Pioneering Deterministic Methodology 
 
 
Alessandro Petruzzi  - December 2008 -  Page 260 of 331 
- the volume V:   ( )⋅ ⋅2V = π D 4 H ; 
- the vessel surface area AS:  
⋅ 
⋅ ⋅ ⋅ 
 
2
S
D+(D+S) π D
A = π H+ 2
2 4
. 
It is assumed that: 
- the internal and external wall surface areas of the vessel are identical and 
equal to AS; 
- the heat transfer coefficients (nitrogen-internal wall and air-external wall) 
through the horizontal surfaces of the flat ends of the vessel are derived by the 
same correlations used for the heat transfer coefficients through the vertical 
cylindrical surface (see § 6.2.2.4). 
The vessel wall is stainless steel and it is characterized by the following physical 
properties: 
- the thermal conductivity Kw; 
- the thermal diffusivity λw. 
The internal ( Iθ ) and external ( Eθ ) wall temperatures are relevant for the 
evaluation of the internal ( Nh ) and external ( Ah ) heat transfer coefficients 
respectively (see § 6.2.2.4). 
Break Orifice: The break orifice is a choke (horizontally oriented) of equivalent area 
A and with a orifice discharge coefficient Cd. The equivalent choke area A can be 
changed by a factor γ in a period of τ seconds by a motor-valve controlled by the 
trip signal TRIP-P. The break opening occurs at time t = t0 seconds. The mass flow 
rate Fout (see Eq. 6.15) flows through the orifice. 
Internal Gas (Nitrogen): The gas inside the vessel is Nitrogen (N2) and the 
hypothesis of calorically perfect gas is adopted. Taking into account that:  
- the N2 critical temperature is 126.2 K; 
- the N2 boiling temperature (at 1atm) is 77.36 K; 
and the typical range of applications simulated by the code, it can be concluded 
that N2 is at gaseous status for all situations to be analyzed. 
The physical properties used for characterizing the gas are the heat capacity at 
constant pressure Cp and the specific gas constant R from which the following 
properties can be derived: 
- the heat capacity at constant volume Cv: 
  
v pC = C - R  
- the ratio between the heat capacities at constant pressure and volume k:
 p p
v p
C C
k = =
C C - R
 
The gas system is described by the following state variables: 
- the gas pressure P; 
- the gas temperature T. 
Being calorically perfect, the following gas quantities can be easily derived: 
- the gas specific volume v: ( )⋅v = R T /P ; 
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- the gas enthalpy h:  ⋅ph = C T ; 
- the gas internal energy u: ⋅vu = C T . 
The evaluations of the physical properties of the nitrogen are obtained from a 
double linear interpolation in P (Eq. 6.20) and 
NT  (average temperature between T 
and the temperature at the internal wall Iθ , Eq. 6.21) between the values in 
Table 6.1. 
External Environment (Stagnant Air): The gas outside the vessel is air at stagnant 
condition. The air state is characterized by: 
- the air pressure Penv; 
- the air temperature Tenv; 
and it is assumed to be constant during all transient. 
The evaluations of the physical properties of the air are obtained from a linear 
interpolation in 
AT  (average temperature between Tenv and the temperature at the 
external wall Eθ , Eq. 6.27) between the values in Table 6.2. 
Trip System: The typical blowdown transient can be modified by the operation of a 
control system consisting of the evaluation of two logical statements. Each trip 
statement is a simple logical statement that has a true or false result. The trip 
statements are: 
a) Trip-P, based on gas pressure signal P, and  
b) Trip-T, based on external vessel wall temperature Eθ . 
a) Trip-P: gas pressure – break area orifice 
Trip-P can control the break orifice changing (i.e. reducing) the break area by a 
factor γ (<1.0) after a time period τ, following a pressure signal based on the trip 
logic: tP < P , where P is the gas pressure and Pt is a threshold value (selected by 
the user). If the logical statement becomes true the area of the break is changed by 
a factor γ after a time period τ. Eq. 6.29 supplies the mathematical formulation for 
Trip-P.  
b) Trip-T: external vessel wall temperature – power to internal gas 
Trip-T can control the operation of the power supplier system. Trough it, the power 
Wo is given to the internal gas in order to prevent an excessive decrease of the 
wall temperature of the vessel. The trip logic is based on the statement: E tθ < T , 
where Eθ  is the external wall temperature of the vessel and tT  is a threshold value 
(selected by the user). If the logical statement becomes true the power Wo (see 
Eq. 6.28) is given to the internal gas. Eq. 6.30 supplies the mathematical 
formulation for Trip-T.  
6.2.2.2. Derivation of the non-linear system equations 
The non-linear system equation characterizing the blowdown thermal-hydraulic 
process implemented in SIM-CODE can be derived combining the mass and 
energy balances with the rigid volume constraint and the gas state relationships. 
Mass balance: 
out
dM
= -F
dt
 (6.1) 
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Energy balance: ⋅ ⋅ ⋅''out out I S
d(M u)
= -F h +q A + W
dt
 (6.2) 
Rigid volume constraint: ⋅dV d(M v)= = 0
dt dt
 (6.3) 
State relationships: ⋅ ⋅P v =R T  (6.4) 
 ⋅vu = C T  ⋅ph = C T  (6.5) 
where: 
M: Gas mass [Kg]; 
outF :  Mass flow rate at the break [Kg/s]; 
u:  Internal energy [J/Kg]; 
h:  Enthalpy [J/Kg]; 
hout:  Enthalpy at the break [J/Kg]; 
''
Iq :  Thermal flux through the internal walls of the vessel [W/m
2]; 
W:  External source of power [W]. 
The appropriate combination of the above equations determines the thermal-
hydraulic system to be advanced in time from the initial conditions: 
( )
( )
  ⋅ ⋅ ⋅ ⋅ ⋅ ⋅  

  ⋅ ⋅ ⋅  ⋅ ⋅
 
   
''
I S out
'' 2I S
out
dP 1
= (k -1) q A + W -F k R T
dt V
q A + W TdT k -1 R T
= -F
dt V P P
 (6.6) 
The heat conduction equation through the vessel wall is added to the system (6.6) 
in order to determine the distribution of the wall temperature θ(x,t) , i.e. the vessel 
wall temperature at the position x inside the tickness, at time t: 
∂ ∂
⋅
∂ ∂
2
2
w
1 θ(x,t) θ(x,t)
=
λ t x
 (6.7) 
The boundary and initial conditions necessary to uniquely solve the problem are: 
- Initial gas pressure: 0P(0) = P  (6.8a) 
- Initial gas temperature: 0T(0) = T  (6.8b) 
- Initial vessel wall temperature distribution:  0 ≤ ≤0θ(x,0) = θ (x) x S  (6.8c) 
- The external air pressure: ∀air envP (t) = P t  (6.9a) 
- The external air temperature ∀air envT (t) = T t  (6.9b) 
- Continuity of the heat flux at internal wall "Iq  of the vessel: 
 [ ]∂ ⋅ ⋅ ∂ 
"
w N I I
x=0
θ
-K = h T - θ = q
x
 (6.9c) 
- Continuity of the heat flux at external wall "Eq  of the vessel: 
 
∂ 
⋅ ⋅   ∂ 
"
w A env E E
x=S
θ
K = h T - θ = q
x
 (6.9d) 
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It shall be noted that the steady state conditions (initial and final) imply 
0 0 envT = θ (x) = T  with ≤ ≤0 x S . As the initial status is assumed to be at steady 
state condition, only one condition between 0T  and envT  must be specified. 
6.2.2.3. Physical properties of nitrogen and air 
Physical properties of nitrogen and air (at about 1 atm) are given in Table 6.1 and 
6.2 respectively. The values of the physical properties needed for the evaluation of 
the Grashof (Gr) and Prandtl (Pr) numbers and of the heat transfer coefficients 
(see §6.2.2.4) are obtained by linear interpolation of the property values of nitrogen 
γ r sP ,TN,z  and air γ
kT
A,q  using as entries in the tables 6.1 and 6.2 the temperatures 
s NT = T  and k AT = T  respectively, given by: 
( ) / 2N I IT (T,θ ) = T(t)+θ (t)  (6.10) 
( ) / 2A E E envT (θ ) = θ (t)+T  (6.11) 
At high pressure, nitrogen can be supercritical, thus the physical properties of 
nitrogen depend also on P. In this case a double linear interpolation (in P and NT ) 
is adopted. Figures 6.5 show the dependence on pressure and temperature of the 
physical properties of the nitrogen. 
 
Table 6.1: Nitrogen properties ( γ r sP ,TN,z ). 
Nitrogen Properties (γ r sP ,TN,z ) 
z = 1 z = 2 z = 3 z = 4 z = 5 Temperature Pressure 
Density 
Specific Heat 
Capacity 
Thermal 
Conductivity 
Dynamic 
Viscosity 
Expansion 
Coefficient 
sT  
(K) 
Pr 
(bar) 
ρ 
(kg/m3) 
Cp 
(kJ/kg ⋅ K) 
k 
(W/m ⋅ K) 
µ x 10-5 
(Pa ⋅ s) 
β x 10-3 
(1/K) 
130 0.1 0.259 1.040 0.0128 0.8849 7.88 
130 1.0 2.615 1.053 0.0128 0.8882 7.88 
130 10 28.653 1.222 0.0132 0.9268 7.88 
130 50 460.360 4.659 0.0542 3.0927 7.88 
130 100 571.710 2.412 0.0702 4.6005 7.88 
130 150 616.600 2.096 0.0801 5.4507 7.88 
130 200 646.920 1.955 0.0881 6.1373 7.88 
150 0.1 0.225 1.040 0.0145 1.0066 6.93 
150 1.0 2.259 1.048 0.0146 1.0095 6.93 
150 10 23.876 1.148 0.0150 1.0411 6.93 
150 50 168.900 2.365 0.0244 1.3706 6.93 
150 100 419.170 2.854 0.0477 2.7897 6.93 
150 150 512.080 2.230 0.0601 3.7892 6.93 
150 200 561.750 2.000 0.0691 4.4987 6.93 
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Table 6.1: Nitrogen properties ( γ r sP ,TN,z ) (Cont.d).  
Nitrogen Properties (γ r sP ,TN,z ) 
z = 1 z = 2 z = 3 z = 4 z = 5 Temperature Pressure 
Density 
Specific Heat 
Capacity 
Thermal 
Conductivity 
Dynamic 
Viscosity 
Expansion 
Coefficient 
sT  
(K) 
Pr 
(bar) 
ρ 
(kg/m3) 
Cp 
(kJ/kg ⋅ K) 
k 
(W/m ⋅ K) 
µ x 10-5 
(Pa ⋅ s) 
β x 10-3 
(1/K) 
180 0.1 0.187 1.040 0.0170 1.1801 5.64 
180 1.0 1.878 1.045 0.0171 1.1824 5.64 
180 10 19.328 1.101 0.0175 1.2077 5.64 
180 50 110.480 1.460 0.0221 1.3818 5.64 
180 100 248.740 1.991 0.0319 1.8456 5.64 
180 150 363.900 2.051 0.0427 2.5037 5.64 
180 200 438.440 1.928 0.0514 3.1149 5.64 
230 0.1 0.147 1.039 0.0209 1.4482 4.39 
230 1.0 1.467 1.042 0.0209 1.4501 4.39 
230 10 14.822 1.071 0.0213 1.4692 4.39 
230 50 77.133 1.210 0.0242 1.5767 4.39 
230 100 158.260 1.386 0.0290 1.7766 4.39 
230 150 235.150 1.511 0.0344 2.0494 4.39 
230 200 301.360 1.568 0.0400 2.3669 4.39 
273 0.1 0.123 1.040 0.0240 1.6614 3.67 
273 1.0 1.235 1.041 0.0240 1.6629 3.67 
273 10 12.395 1.060 0.0244 1.6788 3.67 
273 50 62.686 1.143 0.0266 1.7619 3.67 
273 100 125.330 1.242 0.0300 1.8986 3.67 
273 150 184.810 1.321 0.0337 2.0720 3.67 
273 200 238.790 1.374 0.0376 2.2743 3.67 
293 0.1 0.115 1.040 0.0254 1.7559 3.43 
293 1.0 1.150 1.041 0.0254 1.7573 3.43 
293 10 11.524 1.057 0.0257 1.7720 3.43 
293 50 57.848 1.125 0.0277 1.8474 3.43 
293 100 114.910 1.205 0.0308 1.9672 3.43 
293 150 169.040 1.271 0.0342 2.1153 3.43 
293 200 218.680 1.318 0.0376 2.2868 3.43 
350 0.1 0.096 1.041 0.0291 2.0112 2.8 
350 1.0 0.963 1.042 0.0291 2.0124 2.8 
350 10 9.614 1.052 0.0294 2.0246 2.8 
350 50 47.668 1.096 0.0310 2.0847 2.8 
350 100 93.741 1.145 0.0334 2.1740 2.8 
350 150 137.380 1.187 0.0360 2.2789 2.8 
350 200 178.030 1.220 0.0386 2.3976 2.8 
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Table 6.2: Air properties ,
kT
A qγ  (at about 1 atm). 
Air Properties ,
kT
A qγ  
q = 1 q = 2 q = 3 q = 4 q = 5 Temperature 
Density 
Specific Heat 
Capacity 
Thermal 
Conductivity 
Dynamic 
Viscosity 
Expansion 
Coefficient 
Tk 
(K) 
ρ 
(kg/m3) 
Cp 
(kJ/kg ⋅ K) 
k 
(W/m ⋅ K) 
µ x 10-5 
(Pa ⋅ s) 
β x 10-3 
(1/K) 
223.15 1.534 1.005 0.0204 1.4650 4.51 
273.15 1.293 1.005 0.0243 1.7197 3.67 
293.15 1.205 1.005 0.0257 1.82076 3.43 
313.15 1.127 1.005 0.0271 1.91252 3.20 
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Figure 6.5: Nitrogen physical properties. 
 
The physical properties of nitrogen have been derived from [116] together with the 
uncertainties summarized in Table 6.3. The same uncertainty values can be 
associated also to the properties of the air. 
6.2.2.4. Adopted correlations 
Equations 6.6, 6.9c and 6.9d require to specify the correlations to be used for the 
break flow rate through the orifice outF , for the heat transfer coefficients Nh  and Ah  
and for the external source of power W. 
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Table 6.3: Uncertainty values of the physical properties of nitrogen and air. 
# PHYSICAL PROPERTIES UNCERTAINTIES 
1 Density 0.02% 
2 Heat capacity 0.3% 
3 Thermal conductivity 2% 
4 Viscosity 2% 
 
Break flow rate 
A number of possible situations can arise in practice when calculating the flow rate 
through the choke or orifice. The conditions under which flow of a gas, whether 
perfect or real, chokes in an orifice are well-known. In particular, if the back-up 
pressure is sufficiently low, the mass flow speed in the orifice is just the local speed 
of the sound and its rate through the orifice is maximum and given by: 
 
⋅ ⋅ ⋅ ⋅ ⋅  
k+1
2
k-1
choke d
P (t) 2
F (P,T) = C A k
R T(t) k +1
 (6.12) 
where A [m2] is the break orifice equivalent area and dC is the orifice discharge 
coefficient [-]. 
As the tank pressure falls toward the back pressure, the nozzle will eventually 
unchoke. The theoretical results can be extended through the unchoked regime by 
writing a mass flow expression at the nozzle exit plane, imposing the boundary 
condition that the nozzle exit static pressure must equal the ambient pressure, 
substituting this result into the integral continuity equation, and integrating the 
resulting ordinary differential equation using the unchoking P and T values. 
Figure 6.6 depicts the trend of the mass flow rate at the break, breakF , as function 
of the ratio x between the external (air) and internal (gas) pressure. 
 
 
 
Figure 6.6: Dependence of Fbreak on external and internal pressure. 
F 
x 1 xc 
breakF (P,T)  
chokeF (P,T)  
envPx(P) =
P
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The following correlation is implemented in SIM-CODE: 
≤


⋅ ≤



choke c
2 k+1 2 k+1
k k k k
break choke c c c
F (P,T) x(P) x
F (P,T) = F (P,T) x - x x - x x < x(P) 1
x >10
 (6.13) 
with the critical gas pressure Pc given by: 
  ⋅  
 
k
k-1
c
2
P = P
k +1
 
 
 
 
k
k-1c
c
P 2
x = =
P k +1
 (6.14) 
Finally, the break flow rate through the orifice outF  is given by: 
⋅out break PF (P,T) = F (P,T) TRIP (P)  (6.15) 
where TRIPP is given by Eqs 6.29 or 6.29’. 
Heat transfer coefficients 
The heat transfer coefficients in Eqs 6.9c and 6.9d characterize the heat transfer 
between the nitrogen and the internal wall of the vessel (hN) and between the air 
and the external wall of the vessel (hA), respectively.  
It is assumed that the correlations hereafter discussed and developed for the heat 
transfer coefficients through vertical cylindrical surfaces can be applied also for the 
evaluation of the heat transfer coefficients through the horizontal surfaces of the 
flat ends of the vessel. 
In relation to hN, experiments show that natural convection usually dominates 
forced convection in the gas though forced convection can also be important [117, 
118]. The reason why natural convection is important is that, at high pressures, 
densities and hence density differences which drive natural convenction are large 
while viscosities which retard natural convection are low because they are not 
significantly affected by pressure. The natural convection heat transfer coefficient 
between the gas and the wall is determined using the following standard 
correlation [119] that distinguishes between laminar and turbulent regime based on 
the product between Grashof (Gr) and Prandtl (Pr) numbers: 
⋅N I N I
N I
k (T,θ ,P) Nu (T,θ ,P)
h (T,θ ,P) =
H
 (6.16) 
[ ]
[ ]
 ⋅ ⋅ ⋅ ≤


⋅ ⋅ ⋅
b 9
N I N I N N
N I
d 9
N I N I N N
a Gr (T,θ ,P) Pr (T,θ ,P) Gr Pr 10 laminar
Nu (T,θ ,P) =
c Gr (T,θ ,P) Pr (T,θ ,P) Gr Pr >10 turbulent
 (6.17) 
with the coefficients of Nusselt NNu  given by: 
a = 0.555 b =1/4 c = 0.130 d =1/3  
and Gr and Pr determined by: 
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)
⋅ ⋅
⋅ ⋅
2
3N I N I
N I I2
N I
g β (T,θ ,P) ρ (T,θ ,P)
Gr (T,θ ,P) = H (θ (t) - T(t)
µ (T,θ ,P)
 (6.18) 
⋅N I N I
N I
N I
Cp (T,θ ,P) µ (T,θ ,P)
Pr (T,θ ,P) =
k (T,θ ,P)
 (6.19) 
with g equal to the gravity acceleration (g = 9.81 m/s2). 
The nitrogen physical properties in the above formulas are obtained through a 
double linear interpolation between the values in Table 6.1. Indicating with γN,Z  
the generic property of the nitrogen (i.e. Nz =1: k , Nz = 2 : β , Nz = 3 : ρ , Nz = 4 :µ , 
Nz = 5 : Cp ), it is: 
γ γ
γ γ ⋅
r+1 r
r
P P
I IN,z N,zP
N,z I I rN,z
r+1 r
(T,θ ) - (T,θ )
(T,θ ,P) = (T,θ )+ (P -P )
P -P
 ≤r r+1P P < P  (6.20) 
γ γ
γ γ ⋅
r s+1 r s
r sr
P ,T P ,T
N,z N,zP ,TP
I N I sN,z N,z
s+1 s
-
(T,θ ) = + (T (T,θ ) - T )
T - T
 ≤ Ns I s+1T T (T,θ ) < T  (6.21) 
where: 
- Pr and Ts identify the entry values for the pressure and temperature 
 respectively in Table 6.1; and 
- γ r sP ,TN,z  is the generic z-th physical property of the nitrogen in Table 6.1 in 
 correspondence of the pressure equal to Pr and temperature equal to Ts; i.e 
 γ γr sP ,T N,z N s rN,z = (T = T ,P =P ) . 
In relation to hA, the heat flux from the vessel wall to the surroundings depends on 
the precise nature of the surroundings. Normally, the presence of air ensures that 
the heat transfer is by natural convection especially if the vessel is sheletered or 
more generally if the wind speed is low. The following standard correlations are 
used to determine the heat transfer coefficient from the vessel wall to the 
surroundings (air) in case of natural convection heat transfer (low wind velocity):  
⋅A E A E
A E
k (θ ) Nu (θ )
h (θ ) =
H
 (6.23) 
[ ]
[ ]
 ⋅ ⋅ ⋅ ≤


⋅ ⋅ ⋅
b 9
A E A E A A
A E
d 9
A E A E A A
a Gr (θ ) Pr (θ ) Gr Pr 10 laminar
Nu (θ ) =
c Gr (θ ) Pr (θ ) Gr Pr >10 turbulent
 (6.24) 
with the coefficients of Nusselt ANu  given by: 
a = 0.555 b =1/4 c = 0.130 d =1/3  
and Gr and Pr determined by: 
⋅ ⋅
⋅ ⋅
2
3A E A E
A E env E2
A E
g β (θ ) ρ (θ )
Gr (θ ) = H (T - θ (t))
µ (θ )
 (6.25) 
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⋅A E A E
A E
A E
Cp (θ ) µ (θ )
Pr (θ ) =
k (θ )
 (6.26) 
The air physical properties in the above formulas are obtained through a linear 
interpolation between the values in Table 6.2. Indicating with γ A,q  the generic 
property of the air (i.e. Aq =1: k , Aq = 2 : β , Aq = 3 : ρ , Aq = 4 :µ , Aq = 5 : Cp ), it is: 
γ γ
γ γ ⋅
k+1 k
k
T T
A,q A,qT
AA,q E E kA,q
k+1 k
-
(θ ) = + (T (θ ) - T )
T - T
 ≤k A E k+1T T (θ ) < T   (6.27) 
where: 
- Tk identifies the entry value for the temperature in Table 6.2; and 
- γ kTA,q  is the generic q-th physical property of the air in Table 6.2 in 
 correspondence of the temperature equal to Tk; i.e  γ γk
T
A A kA,q = (T = T ) . 
External source of power 
In order to prevent an excessive decrease of the vessel wall temperature, a power 
source can be applied to the gas as depicted in Fig. 6.4. The external source of 
power W is added to the system 6.6 and it is characterized by: 
⋅E o T EW(θ ) = W TRIP (θ )  (6.28) 
where W0 is the supplied constant power and TRIPT is the trip controlling the power 
system (see Eqs 6.30 or 6.30’). 
Trip System 
Both trips, TRIP-P and TRIP-T, can be either OFF or ON based on user choices. If 
they are set OFF, the corresponding trip system is out of operation and the values 
they assume are respectively: 
PTRIP =1  in equation (6.15) (6.29’) 
TTRIP = 0  in equation (6.28) (6.30’) 
If TRIP-P is ON, then the initial gas pressure P has to be smaller than the threshold 
value tP  in order to reduce the break orifice area by a factor γ (<1.0) after a time 
delay τ. If this situation does not occur TRIPP is equal to 1. The logic of TRIPP is 
given by: 
γ τ


t P
P
if P(t) < P and t > t (P)+
TRIP (P) =
1 otherwise
 (6.29) 
where tp is the time when the gas pressure P becomes equal to tP , i.e. 
P P tt (P) :P(t = t ) = P  
When TRIP-T is ON, the logic is determined by: 
0



E t
T E
1 if θ (t) < T
TRIP (θ ) =
otherwise
 (6.30) 
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6.2.2.5. Discretization of the differential system equations 
The differential equations in the state variables (P(t), T(t), θ(x,t)) to be advanced in 
time from the initial conditions (P0, T0, [ ], ∀ ∈0 0 envθ (x) = T = T x x 0,S ) are: 
( ){ }
( )

 ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅

  ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ 
   

∂ ∂ ⋅
 ∂ ∂
N I I S E out
2
N I I S E
out
2
2
w
dP(t) 1
= (k -1) h (T,θ ,P; ) (θ (t) - T(t)) A + W(θ ; ) -F (P,T, ) k R T(t)
dt V
h (T,θ ,P; ) (θ (t) - T(t)) A + W(θ ; ) T(t)dT(t) k -1 R T(t)
= -F (P,T, )
dt V P(t) P(t)
1 θ(x,t) θ(x,t)
=
λ t x
α α α
α α
α
 (6.31) 
together with the boundary conditions: 
[ ] ∂ ⋅ ⋅ ∂ 

∂  ⋅ ⋅    ∂ 
w N I I
x=0
w A E env E
x=S
θ
-K = h (T,θ ,P; ) T(t) - θ (t)
x
θ
K = h (θ ; ) T - θ (t)
x
α
α
 (6.32) 
where: 
- I Iθ = θ (t) = θ(0,t)  is the internal surface vessel wall temperature; 
- E Eθ = θ (t) = θ(S,t)  is the external surface vessel wall temperature; 
- α  is the vector of system parameters: 
γ τ
 
 
 
  
r s r s r s r s r s
k ks k k k
d env env 0 w w N,P ,T N,P ,T N,P ,T N,P ,T N,P ,T
A,T A,T A,T A,T A,T t t
D,H,S,A,C ,T ,P ,W ,a,b,c,d,k,R,λ ,K ,g,k ,β ,ρ ,µ ,Cp ,…
=
…,k ,β ,ρ ,µ ,Cp , ,P , ,T
α  
The heat conduction equation is spatially discretized splitting the thickness S in J 
uniform element of thickness ∆x = S J ) with one element of thickness ∆x/2 at each 
end in order to obtain J+1 mesh points (see Figure 6.7). There is a heat flux 
''
I
q
 
from the vessel to the gas into one of the half-thickness elements and a heat flux ''
E
q
 from the surroundings into the other half-thickness element. It is assumed that 
the thermal diffusivity λw and conductivity Kw of the wall are uniform through the 
thickness. At each end (mesh points 0 and J in Figure 6.7), the heat conduction 
equation has to be discretized with the boundary conditions in Eqs 6.33: 
 
Figure 6.7: Spatial discretization inside the thickness S of the vessel wall. 
  x 
 ∆x/2  ∆x/2  ∆x  ∆x  ∆x  ∆x  ∆x 
S 
   j  j+1 J-1 J  j-1   1   0 
"
Iq  
"
Eq  
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( ) ( )
( ) ( )
∂ ∂ ∂
⋅ ⋅
∂ ∂ ∂∂ ∂ ∂ 
≈ ≈ ∂ ∂∂  
⋅ ⋅ ⋅
≈ ⋅
N2
w∆x x=0 ∆x
2
x=0x=0
N
w
2
x = 0
θ θ θ 1
- - h T,θ(0,t),P; θ(0,t) - T(t)
x x x Kθ θ
= =
x x ∆x/2 ∆x/2x
1
2 h T,θ(0,t),P; θ(0,t) - T(t)
Kθ(∆x,t) - θ(0,t)
2 -
∆x∆x
α
α
 (6.33a) 
 
( ) ( )
( ) ( )
∂∂ ∂ ⋅ ⋅
∂∂ ∂∂ ∂ ∂ 
≈ ≈ ∂ ∂∂  
⋅ ⋅ ⋅
≈ ⋅
A env2
wS x=S-∆x S-∆x
2
x=Sx=S
A env
w
2
x = S
1 θθ θ h θ(S,t); T - θ(S,t) --
K xx xθ θ
= =
x x ∆x/2 ∆x/2x
1
2 h θ(S,t); T - θ(S,t)
K θ(S,t) - θ(S - ∆x,t)
- 2
∆x ∆x
α
α
 (6.33b) 
The time discretization is obtained using the Euler method (with time step ∆t) for 
the differential equations containing the derivatives respect to P and T (see first 
and second equation in the system 6.31) and a backward-time approach (with time 
step ∆t) for the heat conduction to yield in layer j = 0 , in layers j =1,…,J-1 and in 
layer j = J , the third, the fourth and the fifth equations respectively in the system 
6.34: 
( ) ( )( )
( )( ) ( )
( )
( ) ( )
  ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅   
  ⋅ ⋅ ⋅ ⋅  ⋅ ⋅ ⋅     
 ⋅
⋅ ⋅ ⋅ ⋅ 
 
⋅ ⋅
n+1 n n n n n n n
N 0 S out
2n n n n n n
N 0 Sn+1 n n
outn n
w
n+1 n+1 n+1 n n+1 n+1 n
0 1 0 N 0 02
w
n+1
j w
1
P = P + ∆t k -1 h θ - T A + W -F k R T
V
h θ - T A + W T R Tk -1
T = T + ∆t -F
V P P
∆t λ ∆x
θ - 2 θ - θ - h θ - T = θ j = 0
K∆x
θ
θ - ∆t λ
( )
( )
( ) ( )
















 ⋅
 ≤ ≤



  ⋅ ⋅ ⋅ ⋅ ⋅   
n+1 n+1 n+1
j+1 j j-1 n
j2
n+1 n+1 n+1 n n+1 nw
J J-1 J A env J J2
w
- 2 θ +θ
= θ 1 j J-1
∆x
∆t λ ∆x
θ - 2 θ - θ + h T - θ = θ j = J
K∆x
 
(6.34) 
where: 
 
( ) ( ) ( ) ( )
( ) ( ) ( ) ⋅ ⋅ ≤ ≤
n n n n n n n n n n n
N N 0 A A J J out out
n n n n n n n
J j j
h = h T ,θ ,P ; ; h = h θ ; ; W = W θ ; ; F = F P ,T ;
P = P t ; T = T t ; θ = θ x ,t ; t = n ∆t ; x = j ∆x 0 j J
α α α α
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a) ⋅n n nout PF = F TRIP  b) ⋅
n n
o TW = W TRIP  c) 
⋅
nn
n N N
N
k Nu
h =
H
 d) 
⋅
nn
n A A
A
k Nu
h =
H
 
with: 
a) 
0

   ⋅ ⋅ ⋅ ⋅ ≤ 
⋅  




⋅








k+1
n 2
k-1n n
choke d cn
2 k+1
n nk k
n n n
break choke c
2 k+1
k k
c c
n
(P ) 2
F = C A k x x
k +1R T
(x ) - (x )
F = F x < x <1
x - x
x >1
 n env
n
P
x =
P
 
 
τγ




n n
t P
n
P
if P < P and t > t +
TRIP =
1 otherwise
 with P tP(t ) = P  
b) 





n
J t
n
T
1 if θ < T
TRIP =
0 otherwise
 
c) 
 ⋅ ⋅ ⋅ ≤



⋅ ⋅ ⋅
n n c n n 9
N N N N
n
N
n n d n n 9
N N N N
a (Gr Pr ) Gr Pr 10 laminar
Nu =
c (Gr Pr ) Gr Pr >10 turbulent
 
 ⋅ ⋅ ⋅ ⋅
n n 2
n 3 n nN N
N 0n 2
N
g β (ρ )
Gr = H (θ - T )
(µ )
 ⋅
n n
n N N
N n
N
Cp µ
Pr =
k
 
 and indicating by γN  the generic property of the Nitrogen (i.e. Nk , Nβ , Nρ , 
 Nµ , NCp ): 
 
 
γ γ
γ γ ⋅
r+1 r
r
P Pn n
Pn n nN N
N rN
r+1 r
( ) - ( )
= ( ) + (P -P )
P -P
 ≤ nr r+1P P < P  
 ( ) γ γγ γ ⋅
r s+1 r s
r si
P ,T P ,Tn nP ,TP N N
N sN N
s+1 s
-
= + (T - T )
T - T
 ≤
n
s N s+1T T < T  
 
n n
n 0
N
T +θ
T =
2
  γ γr sP ,T N N s rN = (T = T ,P = P )  
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d) 
 ⋅ ⋅ ⋅ ≤



⋅ ⋅ ⋅
n n b n n 9
A A A A
n
A
n n d n n 9
A A A A
a (Gr Pr ) Gr Pr 10 laminar
Nu =
c (Gr Pr ) Gr Pr >10 turbulent
 
 ⋅ ⋅ ⋅ ⋅
n n 2
n 3 nA A
A env Jn 2
A
g β (ρ )
Gr = H (T - θ )
(µ )
  
⋅n nn A A
A n
A
Cp µ
Pr =
k
 
 and indicating by γ A  generic property of the Air (i.e. Ak , Aβ , Aρ , Aµ , ACp ): 
 
γ γ
γ γ ⋅
k+1 k
k
T T
nTn A A
AA kA
k+1 k
-
= + (T - T )
T - T
 ≤
n
k A k+1T T < T  
 
n
n J env
A
θ +T
T =
2
 γ γkT A A kA = (T = T )  
Indicating with λ ⋅ 2o wF = ∆t ∆x  and rearranging the discretized system (6.34), one 
gets: 
 
( ) ( )( )
( )( ) ( )
  ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅    
  ⋅ ⋅ ⋅ ⋅  
⋅ ⋅ ⋅  
    
    
⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅    
     
n+1 n n n n n n n
N 0 S out
2n n n n n n
N 0 S
n+1 n n
outn n
n+1 n n+1 n n+1
0 o N o 1 N
w w
1
P = P + ∆t k -1 h θ - T A + W -F k R T
V
h θ - T A + W T R Tk -1
T = T + ∆t -F
V P P
∆x ∆x
θ 1+ 2 F 1 h - 2 F θ +h T = θ
K K
( )


















 ⋅ ⋅ ⋅ ⋅ ≤ ≤




   ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅      

n
0
n+1 n+1 n+1 n
o j-1 j o o j+1 j
n+1 n+1 n n n
o J-1 J o A J o A env
w w
j = 0
-F θ +θ 1+ 2 F -F θ = θ 1 j J-1
∆x ∆x
-2 F θ +θ 1+ 2 F 1+h = θ + 2 F h T j = J
K K
 (6.35) 
 
The system (6.35) can be recast in the form: 
⋅ n+1 n( = ( )A X X B Xn)  (6.36) 
where n+1( )X  denotes the vector of unknown state variables ( )n+1 n+1 n+1jP ,T ,θ  at time-
step n+1, B is the vector of known terms, including the state variables at time n 
( )n n njP ,T ,θ , and A is a sparse matrix: 
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 
 
 
 
 
 
 
 
 
 
  
 
⋮
⋮
n+1
n+1
n+1
0
n+1
n+1
j
n+1
J
P
T
θ
=
θ
θ
X
 
( ) ( )( )
( )( ) ( )
   ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅     
   ⋅ ⋅ ⋅   ⋅ ⋅ ⋅       
 
 
 
 
 
 
 
 ⋅ ⋅ ⋅ ⋅ 
 
⋮
⋮
n n n n n n n
N 0 S out
2n n n n n n
N 0 Sn n
outn n
n
0
n
j
n n
J o A env
w
1
P + ∆t k -1 h θ - T A + W -F k R T
V
h θ - T A + W ×T R Tk -1
T + ∆t -F
V P P
θ=
θ
∆x
θ +2 F h T
K
B
 
 
 
 
  
  
  
 
 
 
 
 
 
 
 
 
  
    
⋯
⋯
⋯
⋱ ⋮ ⋮
⋮ ⋮
⋮
⋮ ⋮
⋮ ⋮ ⋱ ⋮
⋯ ⋯
A
n n
o N o N o
w w
o o
o o o
o o
n
o o A
w
1 0 0 0 0 0
0 1 0 0 0 0
∆x ∆x
0 -2F h 1+ 2F 1+h -2F 0 0
K K
0 0
= 1+ 2F -F 0
0 0 -F 1+ 2F -F
0 -F 1+2F
∆x
0 0 0 -2F 1+ 2F 1+h
K
 
 
6.2.2.6. Numerical solution of the discretized system 
The discretized system (Eqs 6.35 or 6.36 in matrix form) is numerically solved 
calculating before the gas pressure n+1P  and the gas temperature n+1T  from the 
first and second equation respectively, and then solving the tridiagonal system in 
jθ  where the gas temperature 
n+1T  is considered as a known quantity and 
indicated therefore as n+1T . When n+1P  and n+1T  have been calculated the system 
to solve in n+1jθ becomes: 
( )
   
⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅   
   
⋅ ⋅ ⋅ ⋅ ≤ ≤
  
⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅  
   
n+1 n n+1 n n+1 n
0 o N o 1 0 o N
w w
n+1 n+1 n+1 n
o j-1 j o o j+1 j
n+1 n+1 n n n
o J-1 J o A J o env A
w w
∆x ∆x
θ 1+ 2 F 1+h - 2 F θ = θ +2 F T h j = 0
K K
-F θ +θ 1+ 2 F -F θ = θ 1 j J-1
∆x ∆x
-2 F θ +θ 1+ 2 F 1+h = θ + 2 F T h j = J
K K








 (6.37) 
In matrix form, the system (6.37) can be recast in the form: 
⋅n n+1 n( ) = ( )C θ θ D θ  (6.38) 
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where n+1θ  denotes the vector of unknown temperatures at time-step n+1, D is the 
vector of known terms, including the temperature at time n, nθ , and the gas 
temperature n+1T , and C is a tridiagonal matrix that can be inverted by a standard 
two-sweep method. 
 
 
 
 
 
 
 
 
 
⋮
⋮
n+1
0
n+1 n+1
j
n+1
J
θ
= θ
θ
θ  
 
⋅ ⋅ ⋅ ⋅ 
 
 
 
 
 
 
 
⋅ ⋅ ⋅ ⋅  
 
⋮
n n+1 n
0 o N
w
n
1
n
J-1
n n
J o env A
w
∆x
θ + 2 F T h
K
θ
=
θ
∆x
θ +2 F T h
K
D
 
  
⋅  
  
 ⋅ 
 
 
⋅ 
  
 ⋅     
⋯
⋯
⋮ ⋮ ⋱ ⋮ ⋮
n
o N o
w
o o o
o o o
n
o o A
w
∆x
1+ 2F 1+h -2 F 0 0
K
-F 1+ 2 F -F 0
=
0 0 -F 1+ 2 F -F
∆x
0 0 0 -2 F 1+ 2F 1+h
K
C
 
 
The numerical solution discussed above has been adopted in the SIM-CODE and a 
verification process has been performed to check the correctness of the 
implemented equations inside the subroutines. As example of the tests carried out, 
Figure 6.8 shows the results obtained for a case where is possible to identify the 
correct working of the TRIP-P (Pt = 1 MPa and consequent decreasing of the mass 
flow rate due to the reduction of the break orifice area at about 15 s, see Fig. 6.8c) 
and of the switching from turbulent to laminar correlation for the heat transfer 
coefficient at the internal surface of the vessel wall (see Fig. 6.8d at about 150 s).  
6.2.3. Validation against Experimental Results 
In this section, the results obtained with SIM-CODE, relatively to the simulation of 
one available experiment performed at the Imperial College (hereafter identified as 
I1, [118]) is reported in order to perform the validation process of the developed 
subroutines. 
In experiment I1, the vessel was a vertical cylinder with length of 1.524 m, inside 
diameter of 0.273 m, wall thickness of 25 mm and flat ends. The vessel contained 
100 mole% of nitrogen that blew down from the top through a choke of equivalent 
diameter 6.35 mm. The initial pressure was 150 bar and the initial temperature 
290 K. Blowdown time was of order of 100 s and there was no liquid formation by 
condensation from the gas. The experiment was conducted in a bunker and 
therefore it has been assumed to have stagnant air at 1.01 bar and 290 K. 
Measurement uncertainties due to the instrumentation are supplied and 
summarized in Table 6.4. Due to the presence of several thermocouples located in 
different positions for measuring both the fluid and the wall temperatures, Table 6.5 
shows the error bands at different time instants for both temperatures. 
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c) Mass flow rate d) Heat transfer coefficient at internal vessel wall 
 
Figure 6.8: Sample results from SIM-CODE. 
 
The experimental results are summarized in Figure 6.9a, which gives the variation 
with time of the gas pressure inside the vessel, and Figure 6.9b, which gives the 
variations with time of the bulk gas and wall temperatures. As can easily be seen 
on a logarithmic scale, the gas pressure during the blowdown follows almost 
exactly an exponential trend. The plot in Fig. 6.9b shows that the gas temperature  
 
Table 6.4: Accuracy values for the measurements. 
# MEASUREMENTS ACCURACY 
1 Gas Pressure + 0.2 bar 
2 Gas Temperature + 0.5 K 
3 Inside and Outside Wall Temperature + 0.5 K 
4 Thermal response time + 0.1 s 
Università di Pisa – DIMNP  - 277 -  A Pioneering Deterministic Methodology 
 
 
Alessandro Petruzzi  - December 2008 -  Page 277 of 331 
Table 6.5 : Size of the error bands for gas and wall temperatures  
(generated from different measurement positions of the thermocouples). 
ERROR BANDS (K) TIME 
(s) Gas Temperature Wall Temperature 
0 see table 6.4 see table 6.4 
10 8.0 1.0 
20 10.0 3.0 
30 15.0 4.0 
40 20.0 4.0 
100 26.0 4.0 
 
is driven by the cooling due to the expansion in the first stage of the 
depressurisation, up to about 30 seconds. Later the heat coming in from the 
outside becomes important and the gas is heated up by the walls. For large t, the 
temperature goes back to equilibrium with the external environment and the 
pressure stops dropping. The temperature decrease of the wall surface in contact 
with the gas (internal vessel wall) is between 5 and 10 K and takes place during the 
first about 30 seconds. 
The simulation of the experiment I1 has been performed by SIM-CODE adopting 
as nominal values of the parameters characterizing the system the value collected 
in Table 6.6 and without considering the trip system (i.e. TRIP-P and TRIP-T flags 
were set OFF).  
 
 
a) Experimental gas pressure b) Experimental gas and wall temperature  
 
Figure 6.9 : Experimental results from test I1. 
Hatched regions span experimental measurements. 
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Table 6.6: Reference values of the system parameters used for experiment I1. 
# COMPONENT  DESCRIPTION ID VALUE UNIT 
1 Height H 152.4 cm 
2 Internal Diameter D 27.3 cm 
3 Wall Thickness S 2.5 cm 
4 Thermal conductivity (wall) Kw 14.42 W/m ⋅ K 
5 
In
p
u
t 
Thermal diffusivity (wall) λw -64.50×10  m
2/s 
6 Volume V 89207.25 cm3 
7 
VESSEL 
D
e
riv
ed
 
Vessel Surface Area AS 14839.83 cm
2 
8 Break Orifice Equivalent Area A 0.31669 cm2 
9 
BREAK 
ORIFICE Orifice Discharge Coefficient Cd 0.8 - 
10 Heat Capacity at Constant Pressure Cp 1140.67 J/Kg ⋅ K 
11 In
p
u
t 
Specific Gas Constant R 296.79 J/Kg ⋅ K 
12 Heat Capacity at Constant Volume Cv 743.88 J/Kg ⋅ K 
13 
INTERNAL 
GAS 
D
e
riv
ed
 
Ratio between Cp and Cv k 1.3990 - 
14 Air Pressure Penv 1.01 bar 
15 
EXTERNAL 
ENVIRONMENT Air Temperature Tenv = To 290 K 
16 Trip-P TRIP-P OFF - 
17 
TRIP SYSTEM 
Trip-T TRIP-T OFF - 
18 Gas Initial Pressure Po 150 bar 
19 Gas Initial Temperature * To = Tenv 290 K 
20 
INITIAL 
CONDITIONS 
Vessel Wall Temperature distribution * 0 envθ (x) = T  290 K 
21 Laminar Regime – Multiplicative Factor a 0.555 - 
22 Laminar Regime – Exponential Factor b 1/4 - 
23 
Turbulent Regime – Multiplicative 
Factor 
c 0.130 - 
24 
CORRELATIONS 
Turbulent Regime – Exponential Factor d 1/3 - 
25 Time Step ∆t 0.1 s 
26 
NUMERICAL 
PARAMETERS Mesh Size ∆x 0.25 cm 
 
*: The initial system conditions are assumed to be stationary. 
 
The comparisons between experimental and calculation results of the gas pressure 
and of the gas and vessel wall temperatures are given in Figures 6.10 and 6.11 
respectively. In relation to the gas pressure, the agreement is rather good, besides 
a small deviation from the experimental data, roughly after the first 20 seconds. 
The predicted gas temperature lies within the region spanned by the two 
experimental curves (the two discontinuous curves) except for the time period 
between 20 and 30 seconds when the calculated temperature is maximum 4 K 
larger than the experimental upper uncertainty band.  The numerical results of the 
temperature evolution of the wall surface in contact with the gas (internal vessel 
wall), are again in excellent agreement with the experimental data, as the 
prediction lies between the two experimental curves. 
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Figure 6.10: Comparison between experimental and calculated pressure 
inside the vessel (test I1). 
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Figure 6.11: Comparison between experimental and calculated temperature 
(test I1). 
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6.3. The Deterministic Sensitivity Analysis Procedures  
The aim of this section is to provide an example of application of the powerful tools 
discussed in § 5.2 for determining the sensitivity of any response of a code to any 
parameter. 
The problem to solve can be formulated in the following way. Let R be a response 
of a code; it can be, for instance, a physical quantity (e.g. mass inventory, cladding 
temperature, break flow rate, heat flux, etc.) or the timing of an event (e.g. the PCT 
occurrence).  Let iα  be any parameter of a code, like an initial or boundary 
condition, a physical quantity (e.g. pressure, temperature, etc.), a fluid physical 
property, a physical parameter in the constitutive relationships (e.g. interfacial 
friction, wall friction, mass and energy transfer between phases, etc.) or a generic 
parameter in the correlations implemented inside the code, etc. 
From mathematical point of view the question to answer is: what will be the change 
δR  of the response R, due to a modification iδα  of the parameter iα ? The solution 
is provided by the calculation of the sensitivity profile: 
∂
⋅
∂
i
i
α R
R α
 which is the 
percentage of change of the response R for one percent of change of the 
parameter iα . 
Several methods are used to calculate the sensitivity profile. The most commonly 
used and easiest method is the one referred to as “brute force.” To evaluate the 
sensitivity of R with respect to the parameter iα , one calculation is performed using 
the standard set of parameters ( )1 2 i I= α ,α ,...,α ,...αα and one calculation with 
( )∆1 2 i i I= α ,α ,...,α + α ,...αα . The derivatives are then numerically evaluated by: 
∂
≈
∂
i+∆α
i i
R( ) -R( )R
α ∆α
α αs s
 (6.39) 
where αu  is the vector of the state variables, solution of the partial differential 
equation system ( ), =αNL u α 0  where NL is a Non-Linear function of both αu  and 
α . The advantage of this method is that the actual sensitivity of the code is 
obtained. The drawbacks are that a) one code computation is needed for each 
1 2 Iα ,α ,...α  parameters and b) the selection of the appropriate ∆ iα  increments. This 
method is used in this study only to qualify the results obtained by the other 
sensitivity procedures hereafter presented. 
Another method, which is often used, is the direct sensitivity method (see § 6.3.3), 
which consists in solving at each time step the derived equations of the initial 
system: 
∂ ∂ ∂
⋅ =
∂ ∂ ∂
NL u NL
u α α
 (6.40) 
The advantage of this method is its relative easy implementation in any code 
system. The main drawback is that the computation time for evaluating ∂ ∂u α  is of 
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the same order of magnitude as the computation time for the solution 
( ), =αNL u α 0 .  
The subroutines package developed in the framework of the CASUALIDAD 
methodology, having SIM-CODE as reference numerical code, offers to the user 
the possibility to select (depending on the computational CPU cost) between two 
other methods: the Forward and the Adjoint sensitivity procedures other than the 
direct sensitivity method. In particular, the Adjoint procedure has the advantage 
that only one linear adjoint equation for each response R is needed after 
calculation of one direct problem, independent on the number of parameter iα . The 
main drawback is that considerable skills may be required for its successful code 
implementation and use. 
While the fundamental mathematical bases of FSAP and ASAP have been given in 
§ 5.2.1 and § 5.2.2 respectively, their application and derivation for the blowdown 
paradigm problem (i.e. the SIM-CODE) are presented in § 6.3.1 and § 6.3.2. The 
main achievements of the performed sensitivity analyses are then discussed in 
§ 6.3.4 together with the results obtained through the direct sensitivity method (see 
§ 6.3.3) and the ‘brute force’ method, being the last one used only for validation 
purpose. 
6.3.1. Derivation of FSAP for the SIM-CODE 
The blowdown physical problem is described by the following nonlinear differential 
equations: 
( ){ }
( )
⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅
 ⋅ ⋅ ⋅ ⋅
⋅ ⋅ 
  
∂ ∂
⋅
∂
N S out
2
N S
out
w
dP(t) 1
- (k -1) h (T,θ(0,t),P; ) (θ(0,t) - T(t)) A + W(θ(S,t); ) -F (P,T, ) k R T(t) = 0
dt V
h (T,θ(0,t),P; ) (θ(0,t) - T(t)) A + W(θ(S,t); ) T(t)dT(t) k -1 R T(t)
- -F (P,T, ) = 0
dt V P(t) P(t)
θ(x,t)
- λ
t
α α α
α α
α
( )











∀ ∈ ∂
2
2
θ(x,t)
= 0 x x 0,S
x
 (6.41) 
together with the boundary conditions: 
( )
( )
 ∂ 
⋅ ⋅ ∂ 

∂  ⋅ ⋅  ∂ 
w N
x=0
w A env
x=S
θ
-K +h (T,θ(0,t),P; ) θ(0,t) - T(t) = 0
x
θ
K +h (θ(S,t); ) θ(S,t) - T = 0
x
α
α
 (6.42) 
and the initial conditions: 
[ ]



 ∀ ∈
0
0
0 0 env
P(t = 0) = P
T(t = 0) = T
θ(x,t = 0) = θ (x) = T = T x x 0,S
 (6.43) 
Before proceeding with the FSAP derivation of the forward system model, it is 
useful to recast it discretizing the boundary conditions (6.42) in order to implement 
them directly into the model.  
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Let discretize the operator  ( )∂ ∀ ∈
∂
2
2
θ(x, t)
x x 0,S
x
 with a finite difference: 
( )
∂ ⋅
≈
∂
2
2 2
θ(x,t) θ(x + ∆x,t) - 2 θ(x,t)+θ(x - ∆x,t)
x ∆x
 (6.44’) 
Using the definition given in Fig. 6.7: 
⋅jx = j ∆x  
j =1,…,J-1 
∈J = S/∆x J N  


⇒ 


j j
0
J
θ (t) = θ(x ,t) j =1,…,J-1
θ (t) = θ(0,t)
θ (t) = θ(S,t)
 
the Eq. 6.44’ becomes: 
( )
∂ ∂ ⋅
≈
∂ ∂
2 2
j j j+1 j j-1
2 2 2
θ (t) θ(x ,t) θ (t) - 2 θ (t)+θ (t)
= j =1,…,J
x x ∆x
 (6.44) 
Substituting Eq. 6.44 in the system (6.41) and taking into consideration the 
boundary conditions (6.42), the blowdown physical problem is given by the 
following J+3 nonlinear differential equations: 
( ){ }
( )
⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅
 ⋅ ⋅ ⋅ ⋅
⋅ ⋅ 
  
⋅ ⋅
N 0 0 S J out
2
N 0 0 S J
out
1 0
w N 0
dP(t) 1
- (k -1) h (T,θ ,P; ) (θ (t) - T(t)) A + W(θ ; ) -F (P,T, ) k R T(t) = 0
dt V
h (T,θ ,P; ) (θ (t) - T(t)) A + W(θ ; ) T(t)dT(t) k -1 R T(t)
- -F (P,T, ) = 0
dt V P(t) P(t)
θ (t) - θ (t)
-K +h (T,θ ,P; ) θ
∆x
α α α
α α
α
α ( )
( )
( )











∂ ⋅
⋅
∂



⋅ ⋅

⋮
⋮
0
j j+1 j j-1
w 2
J J-1
w A J J env
(t) - T(t) = 0
θ (t) θ (t) - 2 θ (t)+θ (t)
- λ = 0 j =1,…,J-1
t ∆x
θ (t) - θ (t)
K +h (θ ; ) θ (t) - T = 0
∆x
α
 (6.45) 
with the initial conditions: 





0
0
j j,0 0 env
P(t = 0) = P
T(t = 0) = T
θ (t = 0) = θ = T = T j = 0,…,J
 (6.46) 
The physical system (6.45) can be represented in operator form as: 
[ ] [ ]( ), ( ) ( )NL u x α x = Q α x  ∈x Ω  (6.47) 
where: 
1. = (t,x)x  denotes the phase-space position vector; with ≤ ∞0 t <  and ≤ ≤0 x S ; 
2. ( ) ( ) ( )  j( ) = P t ,T t ,θ tu x  with j = 0,…,J  denotes the vector of J+3 dependent (i.e. 
state) variables; 
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3. [ ]i( ) = α ( )α x x  with ≤ ≤1 i I = 286+ 2+1= 289  denotes the vector of system 
parameters (where the ‘+ 2’ is referring to the two initial boundary conditions 
0P  
and 
0T  and the ‘+ 1’ is referring to the dicretization parameter ∆x ). It shall be 
noted that the ( )α x  symbol, already used in § 6.2.2.5, has been here adopted 
to indicate the following set of system parameters that includes 
0P  , 0T  and 
∆x : 
 γ τ
  
 
  
α r s r s r s r s r s
k ks k k k
d env env 0 w w N,P ,T N,P ,T N,P ,T N,P ,T N,P ,T
A,T A,T A,T A,T A,T t t 0 0
D,H,S,A,C ,T ,P ,W ,a,b,c,d,k,R,λ ,K ,g,k ,β ,ρ ,µ ,Cp ,…
=
…,k ,β ,ρ ,µ ,Cp , ,P, ,T ,P ,T ,∆x  
 
4. [ ]( ) =Q α x 0  denotes a (column) vector (null in the case of the blowdown 
system 6.45) whose elements represent inhomogeneous source terms that 
depend either linearly or nonlinearly on α ; 
5.   1 2 3+j= NL ( ),NL ( ),NL ( )NL u,α u,α u,α  with j = 0,…,J  is J+3-component column 
vector whose elements are:  
 
 
 
   
   
   
   
   
=   
   
∂   
   
∂   
   
 
 
⋮
⋮
⋮
⋮
u α
u α
u α
NL
u α
u α
1
1
22
3
3
3+j
j
3+ j
J+3
J+3
dP
-N
dtNL ( , )
dT
-NNL ( , )
dt
NL ( , ) N
=
NL ( , ) θ (t)
-N
t
NL ( , )
N
 (6.48) 
 with:  
[ ]{ }⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅α α α1 N 0 0 S J out1N = (k -1) h (T,θ ,P; ) (θ (t) - T(t)) A + W(θ ; ) -F (P,T, ) k R T(t)V  
 
[ ] ⋅ ⋅ ⋅ ⋅
⋅ ⋅ 
  
α α
α
2
N 0 0 S J
2 out
h (T,θ ,P; ) (θ (t) - T(t)) A + W(θ ; ) T(t)k -1 R T(t)
N = -F (P,T, )
V P(t) P(t)
 
 
( )⋅ ⋅α1 03 w N 0 0
θ (t) - θ (t)
N = -K +h (T,θ ,P; ) θ (t) - T(t)
∆x
 
 
( )
⋅
⋅ j+1 j j-13+ j w 2
θ (t) - 2 θ (t)+θ (t)
N = λ
∆x
 ≤ ≤1 j J-1  
 
( )⋅ ⋅αJ J-1J+3 w A J J env
θ (t) - θ (t)
N = K +h (θ ; ) θ (t) - T
∆x
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Indicating with h the variational vector of the J+3 state variables: 
( )≡h
0 JP T θ θ
h ,h ,h ,...,h  
the application of FSAP to the system 6.48 gives the Variational Tangent System 
(VTS) of the blowdown paradigm problem: 
( )
( )
     ∂ ∂ ∂ ∂ ∂   
≡        ∂ ∂ ∂ ∂ ∂        
     ∂ ∂ ∂ ∂ ∂   
≡        ∂ ∂ ∂ ∂ ∂        
∑
∑
0 J
0
1
0 0 00 0 289
p 1 1 1 1 1
p T θ θ i 1
i=10 J i
0 0 00 0 289
T 2 2 2 2 2
p T θ θJ i 2
i=10 J i
W
θ
dh N N N N N
- h - h - h - h = δα q
dt P T θ θ α
dh N N N N N
- h - h - h - h = δα q
dt P T θ θ α
K
- h
∆x
( ) ( ) ( )
( )
( ) ( ) ( ) ( )
( )
( ) ( )
( )
( )
( )
  ∂ ∂ ∂        ∂ ∂ ∂       
   ∂
  ≡ 
∂    
∑
⋮
0 0 0
j
j+1 j j-1
00 0
0 0 0N N N
θ p T θ 0 θ T N
0
0
289
0 0 0 0W W N
1 0 0 i 32
i=1 i
θ w0 0 0w w
θ θ θ j+1 j j-12 2
h h h
-h + h + h + h θ - T + h -h h =
P T θ
δK K h
= - δ ∆x θ -θ - θ - T δα q
∆x α∆x
dh 2λ δ ∆xλ δλ
- h - 2h +h = θ - 2θ +θ -
dt ∆x ∆x ∆x
( ) ( )
( ) ( )
( )
( ) ( )


















 
  ≡
   


  ∂   ∂ 
   ∂
  ≡ 
∂    
∑
⋮
J J-1 J J
j+33
0
0 0 0W A
θ θ J env θ A θ
J
289
W0 0 0 0 0W A
J J-1 J env env A J+32
i=1 i
q j =1,...,J -1
K h
h -h + θ - T h +h h =
∆x θ
K δ ∆xδK h
= - θ - θ - - θ - T + δT h q
∆x α∆x
 
(6.49) 
where hN and hA are the heat transfer coefficients between nitrogen and internal 
surface of the vessel wall (given by Eq. 6.16) and between air and external surface 
of the vessel wall (given by Eq. 6.23), respectively. The suffix ‘0’ indicates that the 
related quantities are those obtained by the solution of the direct problem 
( ), =αNL u α 0 . 
Noting that two equations in the system (6.49) are algebraic equations, the VTS is 
then completed with the J+1 initial conditions: 
( ) ( ) ( )
jp 0 T 0 θ env 0
h 0 = δP ; h 0 = δT ; h 0 = δT = δT j =1,...,J-1 
The derivatives of the N1 and N2 components and of the hN and hA correlations 
respect to the state variables P, T, 
0θ  and Jθ  and to the parameters iα  are given in 
Appendix C. Appropriate subroutines have been developed and implemented in 
CASUALIDAD to calculate those derivatives (see § 6.3.4). 
The VTS can be recast in matrix form Ah q=  before applying the time 
discretization by which the discretized variational vector h is attained in 
CASUALIDAD. The system 6.50 must be solved for each of the I parameters 
iα  
imposing one increment iδα  at time to calculate the related sensitivity profile. 
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( ) ( ) ( )
   ∂ ∂ ∂ ∂   
      ∂ ∂ ∂ ∂       
   ∂ ∂ ∂ ∂   
      ∂ ∂ ∂ ∂       
∂ ∂ ∂     
     ∂ ∂ ∂     
0 00 0
1 1 1 1
0 J
0 00 0
2 2 2 2
0 J
0 0 0
0 0 0 0 0 0 0 0N N N W W
0 0 N 0 N
N N N Nd
- - - 0 0 0 0 -
dt P T θ θ
N N N Nd
- - - 0 0 0 0 -
P dt T θ θ
h h h K K
θ - T θ - T -h θ - T +h + - 0 0 0
P T T ∆x ∆x
( ) ( ) ( )
( ) ( )
( )
 
 
 
 
 
 
 
 
 
 

















 
⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋱ ⋮ ⋮
W W W
2 2 2
W W W
2 2 2
W W
2 2
λ 2λ λd
0 0 - + - 0 0 0
dt∆x ∆x ∆x
λ 2λ λd
0 0 0 - + - 0 0
dt∆x ∆x ∆x
λ 2λ
0 0 0 0 - + 0 0
∆x ∆x
0 0 0 0 0 0 - + -
0 0 0 0 0 0 0 - +
    … 
…   
   ∂ ∂ ∂ ∂
   
∂ ∂ ∂ ∂   
   ∂ ∂ ∂ ∂
   
∂ ∂ ∂ ∂   
⋯
⋯
⋯
0 0
1 1 1 1
0 J
0 0
2 2 2 2
0 J
N N N N
- - - 0 0 0 0 -
θ θ
N N N N
- - - 0 0 0 0 -
θ θ
θ - T θ - T -h θ - T + h + - 0 0 0
( )
( ) ( )
( ) ( )
( ) ( ) ( )
( )
 
 
 
 
 
 
 
 
 
 
 ∂
 
∂  
⋯
⋯
⋯
⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋱ ⋮ ⋮
W W W
2 2 2
W W W
2 2 2
W W
2 2
W W W
2 2 2
0
0 0 0W W A
J env A
J
0
λ 2λ λ
0 0 - + - 0 0 0
∆x ∆x ∆x
λ 2λ λd
0 0 0 - + - 0 0
dt∆x ∆x ∆x
λ 2λd
0 0 0 0 - + 0 0
dt∆x ∆x
λ 2λ λd
0 0 0 0 0 0 - + -
dt∆x ∆x ∆x
K K h
0 0 0 0 0 0 0 - + θ - T +h
∆x ∆x θ
  
  
  
  
  
  
  
  
  
  
                                                          
⋮
⋮
0
1
2
3
J-1
J
1P
2T
3θ
4
θ
5
θ
6
θ
θ
J+2
θ
J+3
qh
qh
qh
qh
= q
h
q
h
h
q
h q
 
(6.50) 
In case the response R of interest coincides with one of the time trends of the state 
variables u (e.g. uj), once the variational vector h is calculated for the imposed 
increment iδα  of the parameter iα , the related sensitivity profiles sj,i can be 
obtained by: 
∂
⋅ = ⋅
∂
j ji i
j,i
j i j i
R hα α
s =
R α R δα
 (6.51) 
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Figure 6.12: Discrete adjoint sensitivity method. 
6.3.2. Derivation of ASAP for the SIM-CODE 
Two different methods exist for deriving the adjoint sensitivity model from the 
application of ASAP. The first one, the Continuous Adjoint Sensitivity Method, 
consists in writing the adjoint system of the initial direct problem and then with its 
(space) discretization. In this way two problems could arise: the first one is how to 
choose the boundary conditions of the adjoint problem and the second one is how 
to be sure that the discretization of the adjoint problem is consistent with the 
discretization of the direct problem.  The second method, the Discrete Adjoint 
Sensitivity Method (DASM), consists with the discretization of the adjoint problem 
starting from the (space) discretized direct problem, Fig. 6.12. From a 
mathematical point of view, it has been demonstrated that this approach is correct 
and that the calculated sensitivity is really the sensitivity of the initial code. 
The generic response R of the system 6.47 can be written as: 
∫
ft=t
0 J
t=0
R = F(P,T,θ ,...θ ; )dtα  (6.52) 
where α0 JF(P,T,θ ,...θ ; )  is a function of the state variables u and of the system 
parameters α  that characterize the response and tf is the time duration of the 
simulated transient. As example, if the response of interest is the gas temperature 
at the generic time t  (i.e. ( )T t ), then ( )≡ ⋅α0 JF(P,T,θ ,...θ ; ) T(t) δ t - t  where 
( )δ t - t  is the Dirac function. 
The variation DR of Eq 6.52 can be subdivided in one direct DRd and one indirect 
DRi contribution: 
( ) ( )( )
        ∂ ∂ ∂ ∂ ∂              ∂ ∂ ∂ ∂ ∂             
    =  
∑∫ ∫
∫ ∫u αF h F δα
f f
0 J
f f
0 0 00 0t t 289
P T θ θ i
i=10 J i0 0
t t
0
i d
0 o
F F F F F
DR = h + h + h +...+ h dt + δα dt
P T θ θ α
= dt + dt DR +DR∇ ∇
 (6.53) 
While the direct term DRd can be easily calculated once the function F (i.e. the 
response R) has been selected, the indirect contribution DRi would require to 
evaluate the variational vector h 
as from the FSAP application in 
§6.3.1. The need to calculate h 
for each parameter variation iδα  
can be circumvented through 
the development of the 
Variational Adjoint Sensitivity 
System (VASS)  =* * uA u F∇  
(6.54) where A* is the adjoint of 
the operator A in system 6.50 
and u* is the adjoint state 
variables vector. 
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(6.54)
 
Let then consider the following expression:  
( ) ( ) ( )⋅ ⋅ ⋅ ⋅∫ ∫ ∫

f f ft t t
0 0 0
DRi
- dt = dt - dt* * * * uu Ah h A u u q h F∇
 
thus: 
( ) ( )
 
⇒ ⋅ ⋅ ⋅ 
  
∫ ∫
f ft t
i
0 0
DR = dt - - dt* * * *u q u Ah h A u
 (6.55) 
Università di Pisa – DIMNP  - 288 -  A Pioneering Deterministic Methodology 
 
 
Alessandro Petruzzi  - December 2008 -  Page 288 of 331 
Based on the VTS system 6.50 and VASS system 6.54, the term in square 
parenthesis in Eq. 6.55 can be calculated as: 
( )
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Imposing the final time conditions as: 
( ) ( ) ( )* * *f f j fP t = 0; T t = 0; θ t = 0 j =1,…,J -1 (6.56) 
the indirect term DRi is finally given by: 
( ) ( ) ( ) ( )
( ) ( ) ( )
⋅
 
⋅ ⋅ ⋅ 
 
∑∫
∑ ∑∫
f
f
J-1t * * *
i 0 0 j env0
j=1
J J-1t * * * * * *
1 2 j j+3 0 0 j env0
j=0 j=1
DR = dt +P 0 δP + T 0 δT + θ 0 δT
= P q + T q + θ q dt +P 0 δP + T 0 δT + θ 0 δT
*u q
 (6.57) 
Therefore, the evaluation of DRi requires to solve the VASS in 6.54 for obtaining 
the adjoint state variables vector u*. This can be done transforming the VASS in 
Eq. 6.54 into an initial-value problem as given by 6.58 through the substitution 
τ ≡ ft - t .  
It can be noted that the variation iδα  of the parameter iα  affects the variation DR of 
the response R through the direct contribution DRd and through the elements qi in 
the internal product ⋅*u q  of the indirect contribution DRi. In other words, the 
variations iδα  do not appear in the VASS initial-value problem (6.58) and 
consequently it can be solved only one time for each selected response (i.e. F) 
independently on the number of parameters 
iα . This constitutes the advantage in 
terms of CPU time of the ASAP respect to FSAP when the number of response of 
interest R is larger than the number of parameters 
iα . 
The derivatives of the N1 and N2 components and of the hN and hA correlations 
respect to the state variables P, T, 
0θ  and Jθ  and to the parameters iα  are given in 
Appendix C. Appropriate subroutines have been developed and implemented in 
CASUALIDAD to calculate those derivatives (see § 6.3.4). 
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τ
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
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



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
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
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* * *w w W
J-2 J-1 j2 2
J-1
0 0 0 0
* * * 0 0 0 *1 2 w W A
J-1 J env A J2
J J J J
F λ λ K
= + θ ( - 2 θ + θ
θ ∆x∆x ∆x
F N N λ K h
0 = + P ( + T ( + θ - + θ - T + h θ
θ θ θ ∆x θ∆x


 
(6.58)
( ) ( ) ( )* * *jP 0 = 0; T 0 = 0; θ 0 = 0 j =1,…,J -1. 
Once the variation j,iDR  of the generic response Rj to the variation iδα  of the 
parameter 
iα  has been calculated, the related sensitivity profiles sj,i can be 
obtained by:  
∂
⋅ = ⋅
∂
j j,ii i
j,i
j i j i
R DRα α
s =
R α R δα
 (6.59) 
6.3.3. Derivation of Direct Discretized Derivatives System Method for 
the SIM-CODE 
A third procedure, hereafter called Direct Discretized Derivatives System Method 
(DDDSM), for calculating the sensitivity profiles has been implemented in 
CASUALIDAD. 
Let consider a physical problem described by a system of coupled nonlinear time- 
and space-dependent equations. Since such equations generally involve nonlinear 
differential and/or integral operators, distributions, etc., they are typically solved by 
numerical methods. The application of numerical methods requires that the 
problem’s dependent variables, system parameters, responses, etc., be 
represented at discrete time and spatial nodes. After the space-discretization the 
physical problem can be described by the system:  
 
Università di Pisa – DIMNP  - 291 -  A Pioneering Deterministic Methodology 
 
 
Alessandro Petruzzi  - December 2008 -  Page 291 of 331 




u
Φ u α
u u0
d
= ( , )
dt
(t = 0) =
 (6.60) 
that can be solved, for instance, with an implicit numerical scheme at two steps: 
ν ν ν νu u Φ u u α+1 +1= + ( , , )  (6.61) 
 
ν ν ν ν ν νν
ν
ν
ν
ν
⋮ ⋮
u u
u u Φ u u α u Φ u u α u α
u u Φ u u α u u α Φ u u α u u α α
u u Φ u u α u u α Φ u u α u u α α
u u Φ u u α u u α Φ u u
0
0
1 0 1 0 0 1 0 0
2 1 2 1 1 0 2 0 1 0
3 2 3 2 2 0 3 0 2 0
-1 -1 -1 0 0
=
0 = + ( , , ) = + ( ( , ), , )
1 = + ( , , ) = ( , )+ ( ( , ), ( , ), )
3 = + ( , , ) = ( , )+ ( ( , ), ( , ), )
-1 = + ( , , ) = ( , )+ ( (
( = )
( = )
( = )
( = ) ν
ν ν ν ν ν ν ννν
α u u α α
u u Φ u u α u u α Φ u u α u u α α
-1 0
+1 +1 0 +1 0 0
, ), ( , ), )
= + ( , , ) = ( , )+ ( ( , ), ( , ), )( = )
 (6.61’) 
The idea here is to follow step by step the numerical discretized solution (6.61) 
calculating directly the derivatives respect with the parameters 
iα  and the initial 
conditions u0,k of the state variables u0. 
Thus, indicating with 
z
 the fact that the derivatives must be calculated 
considering z as constant, the derivation of (6.61) respect with α gives: 
( )
( )
∂
∂
∂ ∂ ∂ ∂ ∂
ν ⋅
∂ ∂ ∂ ∂∂
↓
∂
∂∂
∂  ∂ 
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u Φ u u α Φ u u α u Φ u u α
α α α αu
Φ u u α
αu
α Φ u u α
I
u
u u Φ u u α u
α α αu
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0 1 0
0 0 0 0
1 0
0
0
0
1
0 0 0 0
0
1 1 0 1 0 1 1 0
1
, ( , ),
1 0
1
( , ),
1 0
1
,
2 1 2 1 2
2
( , ),
= 0
( , , ) ( , , ) ( , , )
= 0 = = +
( , , )
=
( , , )
-
( , , )
=1 = + +
∂ ∂ ∂
⋅
∂ ∂∂
↓
∂ ∂ ∂ ∂
⋅
∂ ∂ ∂∂∂
∂  ∂ 
 ∂
 
u u α α u u u α u u α
u u u α α u u u α u u α
u
u u α α
Φ u u α u Φ u u α
α αu
u Φ u u α u Φ u u α
α α αuu
α
Φ u u α
I
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2 2 1
0 0 0 0
2 2 1
0 0 0 0 0
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1
0
2 1 1 2 1
1
( , ), ( , ), ( , )
1 2 1 1 2 1
12
( , ), ( , ), ( , )
2 1
2
( , ),
( , , ) ( , , )
+
( , , ) ( , , )
+ +
=
( , , )
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( ) ∂ ∂ ∂ ∂ ∂ ∂ ∂ν ⋅ ⋅
∂ ∂ ∂ ∂ ∂∂ ∂
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∂ ∂ ∂ ∂
⋅
∂ ∂ ∂∂∂
∂ ∂
2 3 3 2
0 0 0 0 0 0 0 0
3 3 2
0 0 0 0 0
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α α α α αu u
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α α αuu
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∂
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u (u ,α),α
u Φ(u ,u ,α)
α α
Φ(u ,u ,α)
I
u
+
-
Indicating with αK
+1ν  the matrix containing the derivatives of the state variables 
vector u respect with the vector of parameters α  at time step ν +1, it is: 
 
 ∂ ∂
⋅ 
∂∂  ∂  
∂  
 ∂
 
∂  
 
0 0 0
0
0
α
u (u ,α),α u (u ,α),u (u ,α)
α
u
u (u ,α),α
Φ Φ
I (u ,u ,α) K (u ,u ,α)
αu
u
K
α
Φ
I (u ,u ,α)
u
+1 +1
+1 +1
+1
+1
+1
+1
+ +
= =
-
ν ν ν
ν
ν ν ν ν ν
ν
ν
ν
ν ν
ν
 (6.62’) 
From numerical point of view instead of proceeding with the inversion of the matrix 
at the denominator of Eq. 6.62’, it is more convenient to consider the system: 
   
   ∂ ∂ ∂
⋅ ⋅   
∂∂ ∂      
   
+1 +1
0 0 0 0
α α
u (u ,α),α u (u ,α),α u (u ,α),u (u ,α)
Φ Φ Φ
I (u ,u ,α) K I (u ,u ,α) K (u ,u ,α)
αu u
+1 +1 +1 +1
+1
- = + +
ν ν ν ν
ν ν ν ν ν ν ν ν
ν ν
 (6.62) 
and to solve it with an iteration or Newton-Raphson method to obtain the generic 
element j, i: 
( ) ∂
∂
0
α
u ,α-
K
i
+1
j+1
j,i i
α
u
=
α
ν
ν  
The derivation of (6.61) respect with u0, gives the matrix uK 0
+1ν  containing the 
derivatives of the state variables vector u respect with the vector of the initial 
conditions of the state variables u0 at time step ν +1: 
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 (6.63’) 
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As for Eq. 6.62’, from numerical point of view instead of proceeding with the 
inversion of the matrix at the denominator of Eq. 6.63’, it is more convenient to 
consider the system: 
ν ν
ν ν ν ν ν ν
ν ν
   
   ∂ ∂
⋅ ⋅   
∂ ∂      
   
u u
u u α α u u α α
Φ Φ
I u u α K I u u α K
u u0 0+1
0 0
+1 +1 +1
+1
( , ), ( , ),
- ( , , ) = + ( , , )  (6.63) 
and to solve it with an iteration or Newton-Raphson method to obtain the generic 
element j, k: 
( )
ν
ν ∂
∂u
u α
u
K
u0
0 0,k
+1
j+1
j,k
0,k
-u ,
=  
Summarizing, at each time step ν +1 the DDDSM requires: 
a) To solve the system 6.61 (step common to FSAP and ASAP); 
b) To calculate the derivatives 
ν
∂
∂
Φ
u
 and ∂
∂
Φ
α
 (step common to FSAP and ASAP); 
c) To calculate the derivatives 
ν
∂
∂
Φ
u +1
 (depending on the numerical method used to 
solve the system 6.61, this derivatives can be available from step a); 
d) To solve the systems 6.62 and 6.63 with an iteration or Newton-Raphson 
method; 
e) To store the calculated sensitivity matrixes ναK
+1  and νuK 0
+1  for the evaluation at 
next time step ν +2. 
The application of the DDDSM procedure to a complex physical problem described 
by a system of coupled nonlinear time- and space-dependent equations (like those 
typical of a system thermal-hydraulic code) is discussed in Appendix B together 
with the mathematical derivation of the equations to be solved. 
Let now apply DDDSM to the blowdown problem simulated by SIM-CODE. Re-
arranging the system (6.34) derived using a) the Euler method - with time step ∆t - 
for the differential equations containing the derivatives respect to P and T and b) a 
backward-time approach - with time step ∆t - for the heat conduction equation, one 
gets:  
( ) ( )( )
( )( ) ( )
( )
ν ν ν ν ν ν ν ν
ν ν ν ν ν ν
ν ν ν
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ν ν
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
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
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( )
( )
ν ν ν
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ν ν ν ν
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and the system given by 6.61 practically becomes: 
ν ν ν ν
ν ν ν ν
ν ν ν ν
ν ν
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(6.64)
The application of the DDDSM to the system 6.64 allows to obtain the system 
equations 6.65 and 6.66 to be solved with the Newton-Raphson method to obtain 
respectively the matrixes ναK
+1  and νuK 0
+1  for the blowdown problem: 
ν ν ν ν
ν ν ν ν ν ν ν ν
ν ν
   
   ∂ ∂ ∂
⋅ ⋅   
∂∂ ∂      
   
α
u u α α u u α α u u α u u α
Φ Φ Φ
I u u α K I u u α K u u α
αu u +1 +1
0 0 0 0
+1 +1 +1 +1
α+1
( , ), ( , ), ( , ), ( , )
- ( , , ) = + ( , , ) + ( , , )
 (6.65) 
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ν ν
ν ν ν ν ν ν
ν ν
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   
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I u u α K I u u α K
u u0 0+1
0 0
+1 +1 +1
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- ( , , ) = + ( , , )
 (6.66) 
Appropriate subroutines have been developed and implemented in CASUALIDAD 
(see § 6.3.4) to solve the systems 6.65 and 6.66 at each time step ν +1 for 
calculating the derivatives ναK
+1  and νuK 0
+1 . In case the response R of interest 
coincides with one of the time trends of the state variables u (e.g. uj), the related 
sensitivity profiles sj,i can be obtained by:  

⋅
∂ 
⋅ = 
∂  ⋅


i
0,k
i
α i
jji
j,i
0,kj i
u i i 0,k
j
α
K if α  is a system parameter
RRα
s =
uR α
K if α  is an initial condition parameter (α = u )
R
 (6.67) 
6.3.4. Implementation in CASUALIDAD and Comparison of the 
Results 
The sensitivity modules (FSAP, ASAP and DDDSM) implemented in CASUALIDAD 
use, from a coding point of view, all the elementary subroutines of the SIM-CODE. 
In other terms, for each subroutine of the direct problem (e.g. the subroutines 
calculating the flow rate from the break, the heat transfer from the vessel wall, etc.), 
a corresponding subroutine containing the derivatives respect to the state variables 
u and to the parameters α  has been added to SIM-CODE (see Fig. 6.13). This 
ensures that exactly the same equations, the same discretization scheme, the 
same physics of the direct problem are followed by the sensitivity calculations. 
Additional subroutines may be added to calculate the derivatives of the responses 
(in the case of SIM-CODE this is not needed as the responses R coincide with the 
vector of the state variables u). When the SIM-CODE calculation is performed, the 
sensitivity calculation can be used as a post-processing module. 
Table 6.7 gives the number of calculations more consuming from CPU time point of 
view (i.e. calculations that do not deal for instance with multiplications between  
 
Table 6.7: Sensitivity methods and needed resources. 
Responses SA 
Method # 
Time 
Steps 
State 
Variables 
Parameters Resources needed for SA 
Brute 
Force 
I+1 code calculations to be performed. 
The differential system equations (6.45) has to be 
soved I+1 times (one time for the reference case 
and I times for the I parameters variation). 
FSAP 
1 code calculation and I differential system 
equations JxJ (6.49) to be solved. 
ASAP 
1 code calculation and PxN differential system 
equations JxJ (6.58) to be solved. 
DDDSM 
P N J I 
1 code calculation and 2xN algebraic system 
equations (JxI in 6.65 and JxJ in 6.66) 
to be solved. 
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Figure 6.13: Implementation of sensitivity methods for SIM-CODE 
in CASUALIDAD. 
 
matrixes, but imply the solution of differential or non-linear algebraic systems 
equations) to be performed depending on the sensitivity method for obtaining the 
sensitivity profiles when the system is constituted by I parameters α  and J state 
variable u and the P responses of interest are evaluated at N time steps. 
The method to qualify the sensitivity modules implemented in CASUALIDAD is to 
compute a large number of benchmark tests and to compare the results of the 
FSAP, ASAP and DDDSM tools with the brute force technique. In the following, the 
reference calculation is characterized by the values of the parameters in Table 6.6, 
while the sensitivity results are calculated through FSAP, ASAP and DDDSM and 
compared with the brute force results obtained imposing a 1% variation for each of 
the 289 iα  parameters. Three examples are presented here: 
1. The 1% variation of the parameter k (ratio between the specific heat capacity 
of the gas at constant pressure and at constant volume), Fig. 6.14; 
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2. The 1% variation of the parameter D (internal vessel wall diameter), Fig. 6.15; 
3.  The 1% variation of the parameter Nk(T5;P5) (thermal conductivity of the 
nitrogen at 350 K and 150 bar), Fig. 6.16. 
For all analyzed cases, several responses have been systematically considered. In 
particular in Figures from 6.14 to 6.16, the variations generated by the 1% variation 
of the three selected parameters are shown for the gas pressure, P, the gas 
temperature, T; the internal vessel wall temperature, iθ , the internal heat transfer 
coefficient, hN, the mass flow rate at the break, Fout and the remaining mass of the 
gas inside the vessel, M. The obtained results show a good agreement between 
the FSAP, ASAP, DDDSM methods and the brute force technique and constitute 
the qualification of the implemented sensitivity modules in CASUALIDAD. 
Once the sensitivity profiles are available, the exact local sensitivities can be used 
for different purposes like a) understanding the system by highlighting important 
parameter, b) determining the effects of parameter variations on the system’s 
behavior (see §6.4.1) and c) performing uncertainty analysis (see §6.4.1 and 
6.4.2).  
In relation with the identification of the more sensitivity parameters for the 
considered responses, Fig. 6.17 shows the derivatives of gas pressure, gas 
temperature and mass flow rate respect with all 289 iα  parameters in 
correspondence of two time steps (80s and 95s). The following can be noted: 
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Figure 6.14: Responses variations for 1% variation of the parameter k. 
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Figure 6.15: Responses variations for 1% variation of of the parameter D. 
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c) ∆Fout variation. d) ∆hN variation. 
Figure 6.16: Responses variations for 1% variation of of the parameter Nk(T5;P5). 
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- The break area A 
is the most sensitivity 
parameter for the gas 
pressure and the 
mass flow rate both at 
80s and at 95s; 
- The thermal 
diffusivity of the wall 
Wλ  is the most 
sensitivity parameters 
at 80s for the gas 
temperature, but at 
95s the derivative 
respect with  the 
break area A 
becomes about 10 
times larger; 
- The dynamic 
viscosities of the 
nitrogen in 
correspondence of 
selected values of the 
gas temperature and 
pressure, have a 
second order effect on 
the responses; 
- The relative 
importance of the 
parameters changes 
during the transient; 
- It can occur that at 
different time steps 
the same parameter 
produces a variation 
of different sign on the 
selected response. 
For instance, this is 
the case for the 
derivative of the mass 
flow rate Fout respect 
with the parameter 
Nµ(T4;P2) (see Fig. 
6.17c). 
 
 
Figure 6.17: Sensitivity of selected responses respect with iα . 
-3.0E+10
-2.5E+10
-2.0E+10
-1.5E+10
-1.0E+10
-5.0E+09
0.0E+00
5.0E+09
0 50 100 150 200 250 300
Parameter #
Time = 80 s
Time = 95 s
α = A
d
P
/d
α
 [
P
a/
α
]
 
a) Gas Pressure, P. 
-1.0E+06
-5.0E+05
0.0E+00
5.0E+05
1.0E+06
1.5E+06
2.0E+06
2.5E+06
3.0E+06
0 50 100 150 200 250 300
Parameter #
Time = 80 s
Time = 95 sα  = A
α  = λW
α = Nµ_T4-P2
α  = Nµ_T4-P3 α = Nµ_T5-P2
α  = Nµ_T5-P3
d
T
/d
α
 [
K
/α
]
 
b) Gas Temperature, T. 
-1.8E+03
-1.6E+03
-1.4E+03
-1.2E+03
-1.0E+03
-8.0E+02
-6.0E+02
-4.0E+02
-2.0E+02
0.0E+00
2.0E+02
0 50 100 150 200 250 300
Parameter #
Time = 80 s
Time = 95 s
α = A
d
F
o
u
t/d
α
 [
K
g
/s
/α
]
 
c) Mass Flow Rate, Fout. 
-3.0E+08
-2.0E+08
-1.0E+08
0.0E+00
1.0E+08
2.0E+08
3.0E+08
0 50 100 150 200 250 300
α = λW
α = Nµ_T4-P3
α = Nµ_T4-P2
α = Nµ_T4-P4
α = Nµ_T5-P2
α = Nµ_T5-P3
α = Nµ_T5-P4
α = Nµ_T5-P5
-1.0E+01
-5.0E+00
0.0E+00
5.0E+00
1.0E+01
1.5E+01
2.0E+01
2.5E+01
3.0E+01
3.5E+01
4.0E+01
0 50 100 150 200 250 300
α = λw
α = Nµ_T4-P3
α = Nµ_T4-P2
α = Nµ_T4-P4
α = Nµ_T5-P5
α = Nµ_T5-P3
α = Nµ_T5-P4
α = Nµ_T5-P2
Università di Pisa – DIMNP  - 301 -  A Pioneering Deterministic Methodology 
 
 
Alessandro Petruzzi  - December 2008 -  Page 301 of 331 
Furthermore, the 
sensitivity profiles 
(see Eqs 6.51, 6.59 
and 6.67) provide a 
different perspective 
about the importance 
of the input 
parameters supplying 
the time trends of the 
percentage of 
variation of the 
selected responses 
respect with 1% 
variation of the input 
parameter. Fig. 6.18 
shows the sensitivity 
profiles for a) the gas 
pressure and b) the 
gas temperature: the 
internal diameter D of 
the vessel is the 
dominant parameter 
determining the gas 
pressure behaviour 
(at least after about 
10 seconds, being 
before the initial 
pressure, Po, the 
most sensitive 
parameter), whereas 
the initial temperature 
To and the coefficient 
d in the Nusselt 
correlation (see Eq. 
6.17 ) are the most 
sensitivity parameter 
characterizing the gas 
temperature 
respectively up to and 
after about 20 
seconds. 
6.4. The Uncertainty Evaluation  
The aim of this section is to provide an example of application of the DAA 
methodology discussed in §5.4 for performing the uncertainty analysis, i.e. to 
determine the uncertainty ∆R  on R. 
The notion ‘more sensitivity parameters’ (as used in the previous §6.3) by itself 
does not provide useful information for performing uncertainty analysis without 
specifying the range of variation of the input parameters. Knowing the range of 
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Figure 6.18: Some sensitivity profiles for gas pressure 
and gas temperature. 
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parameters is fairly easy for those that describe the condition of the plant (such as 
initial power or geometrical data) or the thermophysical data (such as thermal 
conductivity). It is more difficult for parameters used in the constitutive relationships 
(the α CODE  parameters in §6.1). One of the aim of the proposed methodology is to 
identify the ranges of variation of the parameters affecting the responses by 
providing the variance-covariance matrix of the input parameters (i.e. BICSSα , α
PP , 
and α CODE  in Fig. 6.2). As consequence, the notion ‘relevant’ parameters is more 
interesting than that of sensitivity parameters. At first order, the relevant 
parameters are those corresponding to the largest value of the product 
( )∂ ∂ ⋅i iR α δα  where ( )∂ ∂ iR α  is given by the deterministic sensitivity tools 
(performing both local and global analysis) and where iδα  is the determined range 
of the iα  parameters. Thus, in CASUALIDAD the determination of the relevant 
parameters - the ranking of the parameters in other words - comes from a 
mathematical deterministic derivation and not from expert judgment (see PIRT 
process in §2.4.1 and §2.5.1.1) and/or statistical methodologies (see GRS method, 
§2.4.2). 
Two general purpose modules have been developed for performing a) the 
evaluation of the computed covariance matrix of the responses (‘propagation of 
error’ in Fig. 6.19) and b) the validation and calibration of time dependent tools for 
numerical simulation of nonlinear systems (‘DAA’ in Fig. 6.19). The developed 
software has been incorporated in CASUALIDAD and applied to the SIM-CODE 
simulating the blowdown problem. 
6.4.1. Derivation of the Propagation of Errors Method for 
the SIM-CODE and Results 
The module implementing the propagation of error method or ‘sandwich rule’ 
formula (see Eq. 5.39) in CASUALIDAD is briefly described in the following. More 
details are available in Appendix D. 
Let consider a physical system for which the column vector να  of αN  system 
parameters is represented at every time node ν  as: 
{ }ν ν∈ ∈α νi α t t α α= α |i J , J = {1,. . . , N }, J  = {1,. . . , N }  (6.68) 
and the computed responses are represented by a column vector, νR , containing 
NR responses: 
{ } { }ν ν ν∈ ∈n R t R R= R |n J , J , J  = 1,. . . , NR  (6.69) 
The system responses νR  computed by simulation tools usually depend on the 
system parameters both directly and indirectly via the system’s dependent 
variables. Moreover, at any given time node ν , a response νR  can be a function of 
not only the system parameters at time node ν , but also of the system parameters 
at all previous time nodes µ , where µ ν≤ ≤1 .  
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Figure 6.19: Implementation of DAA method for SIM-CODE in CASUALIDAD. 
 
The propagation of error method for a time dependent problem is obtained by: 
T=R αC SC S  (6.70) 
where the input covariance matrix αC  contains block-matrices which describe the 
intrinsic correlations at different time steps (blocks on the diagonal) but also the 
cross-correlations between different time steps (off-diagonal blocks): 
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 (6.71) 
Furthermore the blocks νµαC  are filled with elements of the type 
νµ
α,ijc . 
νµ
α,ijc  
describing the correlation between the parameter 
iα  at time step ν  and parameter 
jα  at time step µ . 
( )ν µ ν µ∆ ∆αC , i ji,j = ,  (6.72) 
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The sensitivity matrix S is ×t tN N  block matrix given by: 
 
 
 
 
  
 
⋯
⋯
⋮ ⋮ ⋱ ⋮
⋯t t t t
1,1
2,1 2,2
N ,1 N ,2 N ,N
0 0
0
=
S
S S
S
S S S
 (6.73) 
where the block matrixes Sνµ  are ×R αN N  sensitivity matrixes with elements 
νµ
niS  
supplied by sensitivity tools (FSAP, ASAP or DDDSM) and defined as: 
{ }νµ ν µ νµµ ν ν µ∂ ∂ ≤ ≤ ≤ ≤ni n i t ni tS = R α , 1 N and S = 0, < N  (6.74) 
Consequently the Eq. 6.70 becomes: 
( ) ( ) ( )
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 (6.75) 
with the generic element ( )ν µ,RC  given by:  
( ) ( ) ( )
µνν µν µ ν µ∑∑TR α αC SC S S C S
, T, ,h h, µ,r
h=1 r=1
= =  (6.75’) 
In the case of the blowdown physical system simulated by the SIM-CODE, the 
following assumptions apply: 
1. The αN  parameters to be considered are parameters (see §6.1.2) 
characterizing boundary and initial conditions BICSSα , properties and phenomena 
of the system PPα , and code correlations CODEα  (i.e. the parameters 
characterizing the nodalization NODα  are not considered); 
2. Based on the above, all system parameters 
iα  are constant in time, i.e. in 
Eq. 6.68 it is: 
ν ν∀1i i iα = α = α  (6.68’) 
and there is no time dependence for the input covariance matrixes, i.e: 
( ) ( )ν µ ν µ∆ ∆ ααC C, i ji,j i,j= , =  (6.72’) 
and hence Eq. 6.71 becomes: 
 
 
 
 
 
 
 
⋮
⋮
⋯ ⋯ ⋱ ⋯
⋮
=
α α α
α α α
α
α α α
C C C
C C C
C
C C C
 (6.71’) 
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Summarizing the αN  system parameters in Eq. 6.68 are given by: 
γ τ
  
 
  
r s r s r s r s r s
k ks k k k
d env env 0 w w N,P ,T N,P ,T N,P ,T N,P ,T N,P ,T
A,T A,T A,T A,T A,T t t 0 0
D,H,S,A,C ,T ,P ,W ,a,b,c,d,k,R,λ ,K ,g,k ,β ,ρ ,µ ,Cp ,…
=
…,k ,β ,ρ ,µ ,Cp , ,P , ,T ,P ,T   
α  
with 
αN = 286+ 2 = 288 , where the ‘+ 2’ is referring to the two initial boundary 
conditions for the gas pressure 
0P  and gas temperature 0T . It shall be noted that 
the discretization parameter ∆x  is not considered in agreement with the framework 
of the hypotheses used for developing the DAA methodology ( ∆x  is a NODα  
parameter for which it is not possible to properly define PDF).  
Finally the ‘sandwich rule’ in Eq. 6.75 as implemented in CASUALIDAD for deriving 
the computed covariance of the responses 
RC  simplifies in: 
( ) ( ) ( )
( ) ( ) ( )
( ) ( ) ( )
 
 
 
 
 
 
  
 
⋯
⋯
⋮ ⋮ ⋱ ⋮
⋯
t
t
t t t t
TT T N1 1 1 2 1
* * * * * *
TT T N2 1 2 2 2
T * * * * * *
* *
TT TN N N N1 2
* * * * * *
= =
α α α
α α α
R α
α α α
S C S S C S S C S
S C S S C S S C S
C S C S
S C S S C S S C S
 (6.76) 
with the generic element ( )ν µ,RC  given by: 
( ) ( ) ( ), ,
ν µ
ν µ ν µ
TT
αR * α * * *C = S C S = S C S  (6.76’) 
where the matrix 
*
νS  are provided by the sensitivity tools (FSAP, ASAP or DDDSM, 
see Appendix D for more details). 
The application of the Eq. 6.76 to the blowdown problem requests to specify the 
input covariance matrix αC  in Eq. 6.72’. The following assumptions have been 
considered: 
1. All parameters 
iα  follow a Gaussian PDF; 
2. The average values of the Gaussian PDF correspond with the values of the 
parameters given in Tables 6.1, 6.2 and 6.6; 
3. The standard deviations of the Gaussian PDF are evaluated from the 
uncertainty values in Table 6.8 associated with a 95% of probability; 
4. The parameters are uncorrelated (i.e. the off-diagonal elements of the matrix 
αC  are assumed to be zero). 
The results achieved by the application of the propagation of errors method to the 
blowdown problem are presented in Figures from 6.20 to 6.22. The elements on 
the diagonal of the response covariance matrix CR correspond with the variance of 
the selected responses at different time steps from which it is possible to derive the 
uncertainty bands in Fig. 6.20. The correlations between responses (e.g. gas 
pressure, gas and wall temperatures, mass flow rate, etc…) in correspondence of 
selected time instants (0.1, 10, 70 and 80 s) are depicted in Fig. 6.21, whereas the 
correlations between two responses (e.g. gas temperature-mass flow rate, gas 
pressure-mass inventory) at different time instants are shown in Fig. 6.22. 
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Table 6.8: Uncertainty values for the input parameters (95% probability). 
Description Parameters 
Uncertainty 
(%) 
Notes 
Geometrical parameters, linear D, H, S 0.1 - 
Geometrical parameters, area A 0.2 - 
Discharge coefficient Cd 20.0 - 
Gas and wall temperatures To, Tenv 0.17 from Tab 6.4 
Gas pressures P, Penv 0.13 from Tab 6.4 
Code correlations (HTC) a, b, c, d 2.0 Ref. [119] 
Wall properties wλ , wK  2.0 Ref. [119] 
Nitrogen and air density 
r sN,P ,T
ρ , 
kA,T
ρ  0.02 from Tab. 6.3 and [116] 
Nitrogen and air heat capacity 
r sN,P ,T
Cp , 
kA,T
Cp 0.3 from Tab. 6.3 and [116] 
Nitrogen and air thermal conductivity 
r sN,P ,T
k , 
kA,T
k  2.0 from Tab. 6.3 and [116] 
Nitrogen and air viscosity 
r sN,P ,T
µ , 
kA,T
µ  2.0 from Tab. 6.3 and [116] 
Nitrogen and air expansion coefficient 
r sN,P ,T
β , 
ksA,T
β  2.0 Ref. [116] 
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Figure 6.20: Uncertainty bands of computed responses (as derived 
by ‘sandwich rule’). 
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Figure 6.20: Uncertainty bands of computed responses (Cont’d). 
 
P T
Ө
1
Ө
2
Ө
3
Ө
4
Ө
5
Ө
6
Ө
7
Ө
8
Ө
9
Ө
10
Ө
11 M
F
ou
t
hN h
A
P
T
Ө1
Ө2
Ө3
Ө4
Ө5
Ө6
Ө7
Ө8
Ө9
Ө10
Ө11
M
Fout
hN
hA
P T
Ө
1
Ө
2
Ө
3
Ө
4
Ө
5
Ө
6
Ө
7
Ө
8
Ө
9
Ө
10
Ө
11 M
F
ou
t
hN h
A
P T
Ө
1
Ө
2
Ө
3
Ө
4
Ө
5
Ө
6
Ө
7
Ө
8
Ө
9
Ө
1
0
Ө
1
1 M
F
o
u
t
hN h
A
P
T
Ө1
Ө2
Ө3
Ө4
Ө5
Ө6
Ө7
Ө8
Ө9
Ө10
Ө11
M
Fout
hN
hA
 
a) Snap shot at 0.1 s b) Snap shot at 10 s 
0.010-
0.012
0.008-
0.010
0.006-
0.008
0.004-
0.006
0.002-
0.004
0.000-
0.002
-0.002-
0.000
P T
Ө
1
Ө
2
Ө
3
Ө
4
Ө
5
Ө
6
Ө
7
Ө
8
Ө
9
Ө
1
0
Ө
1
1 M
F
ou
t
h
N h
A
P
T
Ө1
Ө2
Ө3
Ө4
Ө5
Ө6
Ө7
Ө8
Ө9
Ө10
Ө11
M
Fout
hN
hA
 
P T
Ө
1
Ө
2
Ө
3
Ө
4
Ө
5
Ө
6
Ө
7
Ө
8
Ө
9
Ө
1
0
Ө
1
1 M
F
ou
t
h
N h
A
P
T
Ө1
Ө2
Ө3
Ө4
Ө5
Ө6
Ө7
Ө8
Ө9
Ө10
Ө11
M
Fout
hN
hA
 
c) Snap shot at 70 s d) Snap shot at 80 s 
0.120-
0.140
0.100-
0.120
0.080-
0.100
0.060-
0.080
0.040-
0.060
0.020-
0.040
0.000-
0.020
-0.020-
0.000
-0.040-
-0.020
Figure 6.21: Covariance values between responses at different time instants (as 
derived by ‘sandwich rule’). Values normalized with the response values at 
selected instants. 
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Figure 6.22: Covariance values between two responses at different time instants 
(as derived by ‘sandwich rule’). Values normalized with the response 
values at time zero. 
 
It can be noted that notwithstanding no correlations have been specify among input 
parameters (i.e. off-diagonal elements of the matrix αC  are zero), the computed 
responses obtained by the moment propagation errors are correlated as depicted 
in Figs 6.21 and 6.22. 
6.4.2. Derivation of the DAA Procedure for the SIM-CODE and 
Results 
The generic data assimilation and model calibration algorithm implemented in 
CASUALIDAD is briefly described in the following. More details are available in 
Appendix D. 
The mathematical formalism of the “Time-Dependent Data Assimilation and Model 
Calibration” for Nt time steps has been already discussed in §5.4. Hereafter more 
emphasis is given to the formulas implemented in the DAA module of 
CASUALIDAD (see Fig. 6.19) for the application to the SIM-CODE. 
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In view of the foregoing considerations, the column vector να  of αN  system 
parameters is represented at every time node ν  as: 
{ }ν ν∈ ∈α νi α t t α α= α |i J , J = {1,. . . , N }, J  = {1,. . . , N }  (6.68) 
The system responses computed by simulation tools usually depend on the system 
parameters both directly and indirectly via the system’s dependent variables. 
Moreover, at any given time node ν , a response νR  can be a function of not only 
the system parameters at time node ν , but also of the system parameters at all 
previous time nodes µ , where 1 µ ν≤ ≤ . The computed responses are 
represented by a column vector, νR , containing NR responses: 
{ } { }ν ν ν∈ ∈n R t R R= R |n J , J , J  = 1,. . . , NR  (6.69) 
Additional observations (e.g., experimental evidence, inferences based on 
theoretical models) generally provide new information about system parameters. 
Such observations provide ‘observed’ values να  of the ‘true’, but unknown, 
parameter values and also provide ‘observational errors’ ν∆α  which reflect 
differences between the observed values να  and the true values. Such errors are 
represented by block-matrices which describe the intrinsic correlations at different 
time steps (blocks on the diagonal) but also the cross-correlations between 
different time steps (off-diagonal blocks). The matrix of parameter correlations:  
 
 
 
 
  
 
⋯
⋯
⋮ ⋮ ⋱ ⋮
⋯
t
t
t t t t
1,N1,1 1,2
2,N2,1 2,2
N ,1 N ,2 N ,N
=
α α α
α α α
α
α α α
C C C
C C C
C
C C C
 (6.71) 
Furthermore the blocks νµαC  are filled with elements of the type 
νµ
α,ijc . 
νµ
α,ijc  
describing the correlation between the parameter 
iα  at time step ν  and parameter 
jα  at time step µ . 
( )ν µ ν µ∆ ∆αC , i ji,j = ,  (6.72) 
The covariance in the model parameters induce uncertainties in the responses 
computed by the model, which can be computed via the ‘sandwich rule’ (see 
§6.4.1): 
( ) ( ) ( )
µνν µν µ ν µ ν ∈∑∑TR α αC SC S S C S
, T, ,h h, µ,r
h=1 r=1
= = ,µ J
t
 (6.75’) 
where Sνµ  is the ×R αN N  sensitivity matrix with elements 
νµ
niS  defined as: 
{ }νµ ν µ νµµ ν ν µ∂ ∂ ≤ ≤ ≤ ≤ni n i t ni tS = R α , 1 N and S = 0, < N  (6.74) 
The aim of the model calibration is to update the parameters in a numerical 
simulation tool by using additional experimental data denoted hereafter by the 
vector: 
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{ } { }ν ν ∈ ∈= M |n J , ν J , J  = 1,. . . , Nn M t M MM  (6.77) 
and by the matrix MC  representing the covariance matrix of the experimental 
responses. Furthermore the matrix αRC  is defined for accounting possible 
correlations between responses and system parameters. The structures of MC  and 
αRC  are similar to that of αC  matrix given in Eq. (6.71). 
The additional information introduced by drawing inferences (Bayesian inference) 
from the observational data can improve the knowledge about the system. This 
added knowledge (contained in the posterior probability density function) can lead 
to a reduction of uncertainties in both the responses and the system parameters. It 
can be shown [17] that such a Bayesian inference procedure leads to the following 
posterior “Improved-Estimated” parameters and responses: 
( ) ( )
η η
ν µηνµ νη µη ην η
         × ∈ ∈               
∑ ∑ ∑0
µ
T TIE -1= + - , µ J , J
αR α d t t
α α C C S C d
 (6.78) 
( ) ( )
µ η η
ν µηνµ νη µη ην µ η
       × ∈ ∈           
∑ ∑ ∑R R C C S C d
T
IE -1= + - , J , J
M M αR d t t
 (6.79) 
and improved estimated parameter, response and parameter-response covariance 
matrixes: 
( ) ( ) , , , , ,
η ρ π π
νµ ρηνµ νρ ρπ ηµ ηπ πµνπ ν µ η ρ π
              ∈                  
∑ ∑ ∑ ∑C C C C S C C S C
T T TIE -1= - - - J
α α αR α d αR α t
 (6.80) 
( ) ( ) , , , ,
η ρ π π
νµ ρηνµ νρ ρπ ηµ ηπ πµνπ ν µ η ρ π
            ∈              
∑ ∑ ∑ ∑C C C C S C C S C
T T
IE -1= - - - , J
R M M αR d M αR t
 (6.81) 
( ) ( ) , , , ,
η ρ π π
νµ ρηνµ νρ ρπ ηµ ηπ πµνπ ν µ η ρ π
            ∈              
∑ ∑ ∑ ∑
T T
IE -1= - - - , J
αR αR M αR d αR α t
C C C C S C C S C
 (6.82) 
The matrixes d and Cd in the above formulas are written, in the form of block 
matrixes, as: 
d R - M=  (6.83) 
T T= + - -d R M αR αRC C C SC C S  (6.84) 
The methodology provides also with a consistent indicator to quantify the degree of 
of the discrepancy between calculation and experiment. The 2χ  indicator (here 
below written in the form of block matrixes) allows the quantification of the 
consistency of the problem obtained combining the theoretical model with the 
experimental information and suggest to not perform the adjustment and 
assimilation process when the relative consistency is poor (i.e. 2χ  far from unity 
value):  
χ 2 T -1= dd C d   (6.85) 
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Due to the different kinds of response (e.g. pressures, temperatures, etc…) of 
interest which range over different orders of magnitude, the relative theory [120] of 
the data adjustment and assimilation process is derived to offer larger 
computational safety by avoiding matrix operations with numbers spread of many 
orders. Obviously the relative theory can be applied only for non-zero nominal 
values of system parameters and responses. 
The formulas from Eq. 6.68 to Eq. 6.77 remain simply valid as they have only to be 
written using the following relative matrixes (distinguished hereafter with the index 
rel): 
-  the relative input parameters matrix: 
 { }ν νν ∈ ∈αrel i α t t α α= 1 |i J , J = {1,. . . , N }, J  = {1,. . . , N }  (6.86) 
-  the relative responses matrix: 
 { } { }ν ν ∈ ∈Rrel n R t R R= 1 |n J , ν J , J  = 1,. . . , N  (6.87) 
-  the relative sensitivity matrix: 
 ( ) ( )
ν
ν ν
ν ν ν
∂
≤ ≤ ≤ ≤
∂
µ
µ µi n
ni t ni tµrel rel
n i
α R
S = , 1 µ N and S = 0, < µ N
R α
 (6.88) 
-  the relative measured responses matrix: 
 { } { }ν ν ν ν∈ ∈M rel n rel M t M= M R |n J , J , J  = 1,. . . , N  (6.89) 
The elements of the relative covariance matrixes ( ) ( ) ( ), ,α M αRC C Crel rel rel  are defined 
as follows: 
( ) ( ) ( ), ,
ν νν
ν ν ν
αν ν ν
∆ ∆∆ ∆ ∆ ∆µ µ µj jµ µ µi n m n
α,ij M,ij R,niµ µ µrel rel rel
i j n m n j
α αα M M M
C = C = C =
α α R R R α
 (6.90) 
Once the improved estimate relative matrixes have been obtained, the improved 
estimate absolute matrixes can be derived from the following relations: 
( )⋅α α αIE IEdiag rel=  (6.91) 
( )⋅R R RIE IEdiag rel=  (6.92) 
( )⋅ ⋅α αC α C αIE IEdiag diagrel=  (6.93) 
( )⋅ ⋅R RC R C RIE IEdiag diagrel=  (6.94) 
( )⋅ ⋅αR αRC R C αIE IEdiag diagrel=  (6.95) 
where αdiag  and Rdiag  are diagonal quadratic matrixes containing the elements of 
the matrixes α  and R . 
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In the framework of the CASUALIDAD methodology the following assumptions are 
applied for implementing the DAA module: 
1. No correlation exists between responses and system parameters, thus: 
 αRC = 0  (6.96) 
2. All system parameters 
iα  are constant in time, i.e. in Eq. 6.68 it is: 
ν ν∀1i i iα = α = α  (6.68’) 
and there is no time dependence for the input covariance matrixes, i.e: 
( ) ( ) ,ν µ ν µ ν µ∆ ∆ ∀ααC C, i ji,j i,j= , =  (6.72’) 
Finally the DAA formulas as implemented in CASUALIDAD for performing the data 
adjustment and model calibration assume the following form: 
a. improved estimate of the input parameters: 
 ( ) ( ) ( ) ( )( ) ( )ν                    
           
∑ ∑ ∑ ∑ ∑
T µη T µηIE 1 µη -1 η 1 µ -1 η
0 0 *
µ η η µ η
= α - × = α - ×α αα αα C S C d C S C d
 (6.96) 
 or in matrix form: ( )IE T -10 α * dα = α - C S C d  (6.96’) 
b. improved estimate of the responses: 
 ( ) ( )ν ν ν
   
  
   
∑ ∑
µηIE µ -1 η
µ η
= + ×M dR M C C d
 (6.97) 
 or in matrix form: IE = + -1M dR M C C d  (6.97’) 
c. improved estimate of the input covariance matrix: 
 ( ) ( ) ( ) ( )
( )( ) ( ) ( )( )
ν     
    
    
 
=  
 
∑ ∑ ∑ ∑
∑ ∑
Tµ T ρηIE ρπ ηπ
η ρ π π
TT ρηρ η
* *
η ρ
= -
-
-1
α α αα d
-1
α α αd
C C C S C S C
C C S C S C
 (6.98) 
 or in matrix form: ( ) ( )IE T T* *= - -1α α α d αC C C S C S C  (6.98’) 
d. improved estimate of the response covariance matrix: 
 ( ) ( )( )ν ν ν  
 
∑ ∑
µ ρηIE µ ρ -1 ηµ
η ρ
= -R M M d MC C C C  C
 (6.99) 
 or in matrix form: IE = -1R M M d MC C - C C C  (6.99’) 
e. improved estimate of the parameter-response covariance matrix: 
 ( ) ( ) ( ) ( ) ( ) ( )ν ν ν        
    
∑ ∑ ∑ ∑ ∑
µ ρη ρηIE ρ ηπ ρ η
*
η ρ π η ρ
= =-1 -1α ααR M d M dC C C S C C C S C
 (6.100) 
 or in matrix form: ( )IE = -1αR M d * αC C C S C  (6.100’) 
In the above formulas the matrix 
dC  is given by: 
d R MC = C +C  (6.101) 
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and the block matrixes S* are provided by the sensitivity tools (FSAP, ASAP or 
DDDSM, see Appendix D for more details). 
The following can be noted: 
• The improved estimate (IE) of the system parameters IEα  are not dependent 
on time as well as the nominal values 0α ; 
• The improved estimate of the system responses IER  depend on time through 
the measured responses M and its covariance matrix CM; 
• The improved estimate of the covariance matrix of the system parameters IEαC  
do not depend on time as well as the nominal covariance matrix αC ; 
• The improved estimate of the covariance matrix of the system responses IERC  
depend on time through the covariance matrix of the measured responses CM; 
• Even if no a priori correlations existed between system parameters and 
experimental responses ( )= 0αRC , a posteriori correlations are introduced, as 
highlight ed by Eq. 6.100, via the Bayesian inference process ≠IE 0αRC ; 
• When the Computed & Experimentally Measured Responses (“C & E”) 
Consistency Indicator is of the order of 1 ( )χ 2i.e. = O(1)  the computational and 
experimental data are “consistent” and the DAA can be applied. 
The application of the DAA module to the blowdown problem requests to specify 
the measured responses M and its covariance matrix CM. The experimental results 
considered hereafter deal with the experiment I1 discussed in §6.2.3 and in 
Fig. 6.9. The off diagonal elements of the matrix CM are assumed to be zero, 
whereas the elements on the diagonal (i.e. the variances of the responses) are 
derived from the values in Tables 6.4 and 6.5. 
Main results achieved by the application of the DAA procedure to the blowdown 
problem are presented in Fig. 6.23. For each response, twenty experimental 
measurements at different time steps have been considered for combining the 
computational results with the experimental information. The value obtained for χ2 
indicates that the posed problem is quite consistent for applying the data 
assimilation and calibration procedure. 
The available experimental information is thus assimilated by using the software 
module DAA in CASUALIDAD according to the mathematical formalism presented 
through the above formulas. After the assimilation, the new values of the calibrated 
(improved-estimate) responses are obtained. Fig. 6.23 shows the comparison 
between the achieved results before and after the application of the DAA. As 
expected, the size of the improved estimate Upper Uncertainty Bands (UUB) and 
Lower Uncertainty Bands (LUB) for a) the gas pressure and b) the gas temperature 
reduce in agreement with the reduction of the variance values (i.e. the diagonal 
elements) from the matrix RC  to 
IE
RC . Furthermore, the improved estimate 
calculated responses tend towards the “measured” values (blue curves in 
Fig. 6.23) and the system parameters have been adjusted from their ‘initial’ to the 
‘improved estimated’ values together with the decrease of the relative standard 
deviations. 
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b) Gas temperature. 
Figure 6.23: Improved estimate of the uncertainty bands of selected response (as 
derived by DAA). Comparison with results from the ‘sandwich rule’. 
 
6.5. Summary and Future Developments 
The work presented in this chapter is an original contribution to the general 
problem of the sensitivity and uncertainty analysis. The methodology developed is 
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capable of accommodating multiple SETFs and ITFs to learn as much as possible 
about uncertain physics parameters, allowing for an improved estimation of the 
computer model predictions. 
The methodology proposed is general and theoretically can be applied to any 
system code (independent on the number of correlations, parameters, responses 
of interest, etc…). Its application to a demonstrative problem has been successfully 
performed and in particular: 
1. The blowdown of a gas from a pressurized vessel taking into consideration the 
heat transfer through the vessel wall has been selected as reference 
benchmark test for the simplified application of the methodology; 
2. A simplified code-package (called SIM-CODE) has been derived for simulating 
the blowdown physical problem. The SIM-CODE has the same structure and 
features of a more complex code (presence of correlations, discontinuities, 
physical properties, etc…) but at the same time is enough simple to easily 
allow the implementation of the sensitivity and uncertainty tools; 
3. The FSAP, ASAP and DDDSM procedures have been successfully derived for 
the SIM-CODE and incorporated into the CASUALIDAD method for carrying 
out the sensitivity analysis; 
4. The classical brute force method has been used to qualify the sensitivity tools 
and the robustness of the implemented procedures has been proved 
performing several tests; 
5. The DAA procedure has been implemented into the CASUALIDAD method for 
performing a consistent ( )χ 2i.e. = O(1)  time-dependent data assimilation and 
calibration process between computed and measured responses; 
6. The experiment I1 has been processed by the CASUALIDAD methodology and 
satisfactory improved (reduced) uncertainty bands have been obtained for the 
selected responses. 
In conclusion, the developed methodology constitutes a major step forward with 
respect to the generally used expert judgement and statistical methods as permits 
a) to establish the uncertainties of any parameter characterizing the system based 
on a fully mathematical approach where the experimental evidences play the major 
role and b) to calculate an improved estimate of the computed response and 
relative improved (i.e. reduced) uncertainty.  
However due to the limited resource available, not all the steps of the 
CASUALIDAD methodology as presented in §6.1 have been developed and 
incorporated in subroutines. In particular: 
a) The GASAP procedure for performing the global sensitivity analysis of the 
blowdown physical problem simulated by SIM-CODE has not been derived. 
Thus the non-linearities affecting the system has not been characterized in the 
present work; 
b) Only the experiment I1 (see §6.2.3) has been considered for performing the 
data assimilation and calibration model by the DAA tool. The development of a 
database of (posterior) improved and reduced estimations of the input 
parameters and related covariance matrixes implies the availability and the 
processing of several experimental tests; 
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c) Based on the previous item, the subroutines for implementing the “Similarity 
Check and the Transient Identification” has not been developed and 
incorporated up to now in the CASUALIDAD package; 
d) The external qualification process, i.e. the verification that the uncertainty 
bands - generated by the database of (posterior) improved and reduced 
estimations of the input parameters and related covariance matrixes - bound 
the responses of an experiment not belonging to the database, has not been 
performed as a consequence of item b). 
The activities related with the above items from a) to d) constitute main priorities to 
be considered and accomplished in the near future. However the full exploitation of 
the potentialities of the methodology will be achieved only through the derivation 
and implementation of the sensitivity and uncertainty tools for a complex system 
thermal-hydraulic code (e.g. RELAP5, CATHARE,…). Significant steps towards 
this taget constitute a fundamental need to be satisfied by the nuclear scientific 
community in the near future for achieving a formalized-standard method for 
uncertainty and safety margin quantification using well-established experimental 
data. 
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7. CONCLUSIONS 
The best-estimate calculation results from complex thermal-hydraulic system codes 
are affected by approximations that are un-predictable without the use of 
computational tools that account for the various sources of uncertainty. Therefore 
the use of best-estimate codes within the reactor technology, either for design or 
safety purposes, implies understanding and accepting the limitations and the 
deficiencies of those codes. 
In a general case when conservative input conditions are adopted together with a 
best estimate code, the conservatism in the results cannot be ensured because of 
the obscuring influence that an assigned input conservative parameter value may 
have upon the prediction of the wide variety of phenomena that combine for a 
typical reactor accident scenario. In addition, the amount of conservatism, when 
this can be ensured for an assigned output quantity, may suffer from two 
limitations: a) it does not correspond to a conservatism in the prediction of a 
different system relevant variable (e.g. a conservative prediction for rod surface 
temperature does not correspond to a conservative prediction of emergency 
system flow-rate or of containment pressure) and b) the amount of conservatism is 
unknown. 
Consequently a consistent and robust use of a best estimate code implies the 
adoption of realistic boundary and initial conditions and the evaluation of the 
uncertainties affecting the computed results. This type of analysis is referred to as 
a best estimate plus uncertainty approach. A best estimate approach provides 
more realistic information about the physical behaviour and can identify the most 
relevant safety issues evaluating the existing margins between the results of the 
calculations and the acceptance criteria. 
Uncertainties may have different origins ranging from the approximation of the 
models, to the approximation of the numerical solution, and to the lack of precision 
of the values adopted for boundary and initial conditions. The amount of 
uncertainty that affects a calculation may strongly depend upon the codes and the 
modeling techniques (i.e. the code-users). A consistent and robust uncertainty 
methodology must be developed taking into consideration all the above aspects. 
A variety of uncertainty methods is available and they have been adopted by 
various institutions. A review of existing uncertainty methods has been 
accomplished in the present thesis, making reference to the best estimate 
prediction of NPP accident scenarios. Sources of uncertainties, significant features 
of the uncertainty methods, as well as significant results from their application have 
been described. Some of these uncertainty methodologies have achieved a 
reasonable maturity level and are ready for practical applications (e.g. UMAE-CIAU 
and GRS).  
The methods for sensitivity and uncertainty analysis are based on either 
deterministic or statistical procedures. In principle, both types of procedures can be 
used for either local or for global sensitivity and uncertainty analysis, although, in 
practice, deterministic methods are used mostly for local analysis while statistical 
methods are used for both local and global analysis. It is also important to note that 
all of the statistical methods for uncertainty and sensitivity analysis first commence 
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with the “uncertainty analysis” stage, and only subsequently proceed to the 
“sensitivity analysis” stage; this path is the exact reverse of the conceptual path 
underlying the deterministic methods for sensitivity and uncertainty analysis, where 
the sensitivities are determined prior to using them for uncertainty analysis.  Once 
available, the local sensitivities can be used for the following purposes: (i) 
understand the system by highlighting important data; (ii) eliminate unimportant 
data; (iii) determine effects of parameter variations on the system’s behavior; (iv) 
design and optimize the system (e.g., maximize availability/minimize maintenance); 
(v) reduce over-design; (vi) prioritize the improvements effected in the respective 
system; (vii) prioritize introduction of data uncertainties; (viii) perform local 
uncertainty analysis (see third bullet below).  
Summarizing, three main independent ways to perform the sensitivity and 
uncertainty analysis of thermal-hydraulic system code calculations have been 
identified in the present effort: 
• The propagation of code input errors (i.e. GRS prototype): this can be 
evaluated as being the most adopted procedure nowadays, endorsed by 
industry and regulators. It adopts the statistical combination of values from 
selected input uncertainty parameters (even though, in principle an unlimited 
number of input parameters can be used) to calculate the propagation of the 
errors throughout the code. 
• The propagation of code output errors (e.g. UMAE-CIAU prototype): this is the 
only demonstrated independent working alternative to the previous one and 
has also been used for industrial applications. It makes full and direct reference 
to the experimental data and to the results from the assessment process to 
derive uncertainty. In this case the uncertainty prediction is not propagated 
throughout the code. 
• The fully deterministic approach based on the Adjoint and Global Adjoint 
Sensitivity Analysis Procedure extended to performing uncertainty evaluation in 
conjunction with Data Adjustment and Assimilation: all parameters that affect 
any prediction, being part of either the code models or the input deck can be 
considered; proper experimental observations are needed to provide an 
improved estimate of the probability distribution functions of those parameters 
thorough the combination with code predictions and respective errors. The 
reduction of the uncertainties in both the system parameters and responses is 
obtained by the Bayesian inference procedure that is at the basis of Data 
Adjustment and Assimilation. 
The maturity of the methods at the first two bullets may be considered as proved 
also based upon applications completed within the framework of initiatives of 
international institutions (OECD/NEA and IAEA). The method at the third bullet 
constitutes an innovative uncertainty procedure but should not yet be considered 
as an established technology. However, it constitutes an established idea and 
framework to pursue a mathematically based path to evaluate the uncertainty in 
system code predictions. 
As a main conclusion from the present effort, it is clear the industrial relevance of 
the best-estimate plus uncertainty approach compared with the conservative 
approach (also considering the potential still unexplored benefits that it may 
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produce for the nuclear industry) and that the qualified uncertainty methodologies 
are mature and can be used with confidence to license any type of NPPs. 
However, it is acknowledged that the foremost factor in the promotion and use of 
the various uncertainty methodologies is the acceptance and preference of the 
governing NPP licensing authority in the various countries. Furthermore, realistic 
systems availability and the use of three-dimensional neutron kinetics to establish 
the realistic peak linear power as boundary and initial conditions, must be re-
discussed (among the other things) in the light of the capabilities of codes and 
uncertainty methods discussed in the present thesis. 
7.1. Main Achievements 
As stated in the Introduction (§ 1.2), the PhD work has been subdivided in two 
main parts: from one side the activity to consolidate and strengthen the existing 
CIAU uncertainty methodology, from the other side the attempt to develop a fully 
deterministic methodology (CASUALIDAD) based on advanced mathematical tools 
for performing comprehensive sensitivity and uncertainty analyses internally to a 
thermal-hydraulic system code. 
With respect to the CIAU uncertainty method, the following constitute the main 
achievements: 
1. The extension of the uncertainty database (DB 2008) with the addition of 
twelve new tests. The DB 2008 has both a larger number (about 100) of 
hypercubes filled with data and a larger number of hypercubes that can be 
considered (based on the CIAU constrains) qualified for licensing applications. 
As expected a general decrease of accuracy and uncertainty values has been 
observed passing from DB 2003 to DB 2008. 
2. The development of a procedure for the ‘internal’ qualification of the method. A 
systematic procedure for the qualitative and quantitative analysis at accuracy 
and uncertainty level of the CIAU database has been established and applied 
to the DB 2008.  As result, a fundamental step for the demonstration of the 
qualification level of the CIAU has been achieved and this makes the method 
robust enough for licensing applications. 
3. The application of the CIAU method to the BEMUSE project (Phases III and V). 
Uncertainty bands for the LBLOCA DEGB in LOFT L2-5 (Phase III) and in 
ZION NPP (Phase V) have been predicted for the upper plenum pressure, the 
mass inventory and the maximum cladding temperature. The comparison of 
the attained results respect with experiment (Phase III) and calculated results 
(Phase V) reveal the achieved maturity level of the CIAU methodology that is 
characterized by the capability a) to deal with all source of uncertainty, b) to 
takes into account and propagates consistently the time error and c) to 
minimize the engineering judgements needed for performing the uncertainty 
evaluation. The CIAU results have been supported also by several sensitivity 
analyses, including those strictly related with the ‘nodalization strategy’ (i.e. 
number of core channels, number of downcomers, number of volumes for 
lower and upper plenum nodalization). 
As conclusion, the achieved advancements and the performed applications 
constitute fundamental supports for the use of the CIAU method in the framework 
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of the licensing process of nuclear power plants (e.g. licensing process of Atucha-2 
NPP currently under application in Argentina). 
With respect to the CASUALIDAD methodology, the main achievement is the 
development of a comprehensive approach for utilizing quantified uncertainties 
arising from SETFs and ITFs in the process of calibrating complex computer 
models for the application to NPP transient scenarios.  
The validation and calibration process relies fundamentally on combining exact 
sensitivities with computational and experimental uncertainty information to yield 
the best obtainable values for the responses and the system parameters, as well 
as reduced uncertainties corresponding to these values. It shall be notes that this 
formalism is sufficiently general to produce results, which, at any given time instant, 
incorporate not only information available from present and past states of the 
system but also foresight effects (i.e., information about future states of the 
system). The model validation and calibration methodology makes extensive use of 
the concept of sensitivity analysis procedures (FSAP and ASAP). The use of these 
methods has the advantage of being global in nature, in that the sensitivity to all 
data can be studied without a priori choices being made and determining the 
sensitivity functions exactly. 
This general purpose methodology for experimental validation and calibration of 
time-dependent simulation tools has been incorporated into the CASUALIDAD 
software and successfully applied to a demonstrative application (the blowdown of 
a gas from a pressurized vessel taking into account the heat transfer through the 
vessel wall). However the subroutines developed for implementing the data 
assimilation and model calibration methodology can be used as a general software 
module for validating and calibrating time dependent tools for numerical simulation 
of nonlinear systems. 
In conclusion, the developed CASUALIDAD methodology constitutes a major step 
forward with respect to the generally used expert judgement and statistical 
methods as permits a) to establish the uncertainties of any parameter 
characterizing the system based on a fully mathematical approach where the 
experimental evidences play the major role and b) to calculate an improved 
estimate of the computed response and relative improved (i.e. reduced) 
uncertainty.  
7.2. Specific Remarks and Future Works 
Best-estimate applications of complex thermal-hydraulic system codes are 
recommended to be supported by uncertainty evaluation for the relevant output 
quantities. 
The Internal Assessment of Uncertainty is a desirable capability in the area that 
was already identified by the technical community in 1996: it allows the ‘automatic’ 
association of uncertainty bands to code calculations results, considering the 
uncertainty as a ‘peculiarity’ of the assigned code. Consequently, the influence of 
code-user upon the predicted uncertainty values should be negligible when a 
robust uncertainty method is available. The recommendation to explore this area 
considering the economic benefit of IAU applications has been followed in the 
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present work through the consideration and development of the CIAU and 
CASUALIDAD methodology respectively. 
With respect to the future activities to be performed in the area of the present PhD 
thesis, the following can be noted: 
1. The extension of the CIAU database is a fundamental activity in order to 
increase the reliability of the statistic evaluation. Thus the process to include 
new qualified tests to the existing database is the current main priority of the 
CIAU methodology and it is continuously ongoing in order to reach the target 
value of 100 tests.  
2. Not all the steps of the CASUALIDAD methodology as presented in Chapter 6 
have been developed and incorporated in subroutines. In particular: 
a) The GASAP procedure for performing the global sensitivity analysis of the 
blowdown physical problem simulated by SIM-CODE has not yet been 
derived; 
b) Only one experiment has been considered for performing the data 
assimilation and calibration model by the DAA tool; 
c) The external qualification process, i.e. the verification that the uncertainty 
bands - generated by the database of (posterior) improved and reduced 
estimations of the input parameters and related covariance matrixes - 
bound the responses of an experiment not belonging to the database, has 
not yet been performed. 
3. The full exploitation of the potentialities of the CASUALIDAD methodology will 
be achieved only through the derivation and implementation of the sensitivity 
and uncertainty tools for a complex system thermal-hydraulic code like 
RELAP5, CATHARE, etc…. Any step towards the achievement of this target 
constitutes a challenging activity for the near future. 
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