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From the above assumptions it follows that, if the weight function m is positive in [a,b] , then the problem (1), (2) has a smallest eigenvalue A > o. It is the only eigenvalue of (1), (2) corresponding to a positive eigenfunction.
Let us denote by L the differential operator defined by the expression (3) and the boundary conditions (2) . Using the method of [l] one may prove that the operator L does not lower the number of sign changes, i.e. Lu as a function of x does not change signs less often than u does on [a,b] . From this, in the case of m(x) > 0 in [a,b] , by [5] , we have the typioal spectral properties: 1) problem (1), (2) has a countably infinite number of real simple eigenvalues /lfl for which (4) 0 < A1 < < ..., lim An = +oo ,
2) eigenfunction un corresponding to has exactly n-1 zeros in (a,bj all of which are simple, 3) every linear combination of eigenfunctions of (1), (2) of the form cmum + ... + cnun (n^ m £ 1, cm,...,cnreal con-? o stants, cm + ... + has in (s,b) at least m-1 and at most n-1 zeros.
In this paper we assume that the weight function m in (1) may change sign in (a,b). As is well known (see for example [2] , [3] ), if m(xQ)>0 for some x e(a,b), then the problem (1), (2) has a principal eigenvalue 0 characterized by being the unique positive .eigenvalue corresponding to a positive eigenf unction. If X2 0 is an another eigenvalue of (1), (2), then A, 2 A.,. Proof.
Without loss of generality we may further assume that I ml <1 in [a,b] . Let u, denote a positive eigenn corresponding to ill 1 '. Let us define the continuous function corresponding to function U1 in interval I2 as follows
Analogously as in the proof of Lemma 2 in [3] , we show that
where L2 denotes the operator defined by (3) in interval I2 and by suitable boundary conditions on the ends of I2 as above; M denotes the multiplication operator induced by the function m. Prom the inequality (6), by Lemma 1 of [3] , it follows that there exists 0 < JL * , and a function ueC 2 (I2), u>0 in I2, such that
The equality (7) shows that the number X is the positive principal eigenvalue of the equation (1) (1 ) possible, and so ¡1} < Alj . Lemma 1 is proved.
Let us denote by il^ (t) the principal eigenvalue of equation (1) for the interval [a,t] with boundary conditions « 1 u(a) -u'(a) =0, u(t) =0, where a < t < b. By Lemma 1, the mapping t -«-^(t) is a decreasing function in (a,b).
Lemma 2.
The function t -*fl,.j(t) is continuous for t c (a,b).
Proof. By monotonicity of t -^A^(t), it is continuous excepting at most countably many points. Suppose that t e (a,b) is a point of discontinuity of t -»-^{t). 3. Bxlatenoe and propertiea of seoond eigenvalue of (1), (2) In thia seotion we shall use the following lemma. Lemma 3. Let u^ and u^ be two arbitrary aigenfunctions of problem (1), (2) corresponding to positive eigenvalues and A^, respectively, such that Ai < Aj'. Then between each two zeros of u^ there is a zero of eigenfunction u^.
Thia lemma ia the particular case of Theorem 4, [2] . Using the results of Section 2, we shall prove the following theorems. Theorem 1.
If the problem (1), (2) has an eigenvalue A > > 0 (A1 being the principal eigenvalue of (1), (2)), then there exists an eigenvalue A2 (D* (2) such that A £ Ag> and such that the eigenfunotion u2, corresponding to A2, has exactly one zero in (e,b).
Proof. Let u be an eigenfunction of (1), (2) corresponding to the eigenvalue A. Since A^ is unique positive eigenvalue of (1), (2) to which corresponds positive eigenfunction, then the function u has zeros in (a,b). If u has exactly one zero in (a,b), then putting A2 := A and u2 1» u we get the thesis of Theorem 1.
Suppose now that the function u has at least two zeros in (a,b). Let xQ e (a,b) be a smallest and x1 e (a,b) a largest of zeros of the function u in (a,b). Without loss of generality we may assume that the function u is positive in -781 (a,z0). This means that X > 0 is positive principal eigenvalue of equation (1) for interval (a,xQ) with boundary conditions cx.|U(a) -p.|U'(a) = 0, u(xQ) » 0. Beoause xQ<x^, so denoting I1 « (a,x0), I2 = (a.x^ and using Lemma 1, we get
where X¡j^ is positive principal eigenvalue of equation (1) for interval I2 with boundary conditions a.|U(a) -p.ju'ia) = 0t u(x^) « 0. On the other hand X is positive principal eigenvalue of equation (1) Cue to the continuity and monotonicity of the mappings t ~»%\ 2 Ht) and t -*/lj 0, (t)t it follows from (15) that there exists exactly one point tQe (x ,x.j> such that The proof of Theorem 1 is complete. Theorem 2.
Under the assumptions of Theorem 1, there is no eigenvalues of problem (1), (2) belonging to the interval (A^^).
This theorem is a direct consequence of Lemma 3.
4* Existence and properties of n-th eigenvalue of
In this section the results of Sections 2, 3 will be used in the case of another positive eigenvalues of (1), (2), provided that these exist. Denote by the n-th eigenvalue of (1), (2), i.e. this positive eigenvalue of (1), (2) which corresponds to eigenfunction u n having exactly n-1 zeros in (a,b).
Lemmas 1, 2 refer to the case n«1; in order to generalize them on the case of arbitrary natural n, we use the induction with respect to n. Therefore let A.! 1 ' and ¿J, 2 ' denote n-th r n n eigenvalues of equation (1) for intervals and I 2 , respectively. The intervals I 2 and also the. boundary conditions on the ends of I 2 are the same as in Section 2. Assuming that Lemmas 1, 2 hold for any natural n, we shall prove the following ones. means that is the n-th eigenvalue of (1 j for the interval (x 0 ,x n ). On the other hand is the principal positive eigenvalue of (1) for the interval ( (1) for interval (xn,x) exists and Kow let xnyx; then, by the induction assumption, A^j as the n-th eigenvalue of (1) for the interval (*0» x n) decreases continuously, while X increases continuously. Because lim A(xn) = +oo, as easily can be seen, there exists xn such that * < i < x and n n (2D ^;{(xn) = s<sn) < am = Reasoning analogously as in the proof of Theorem 1, we infer that 3.1?i(x ) is the(n+1)-tn eigenvalue at (1) for inijtI n terval 12« From this, by (21), there follows the thesis of Lemma 4 in the case of xQ = x. Of course, when x<xQ and xn+1 = x, the proof of Lemma 4 is analogous.
It remains to consider the case of x <xQ and <x.
Repeating the first part of this proof we get >^n +1* where is the (n+1)-th eigenvalue of (1) for the interval (xo,x). Using again the first part of this proof we have -
12)
A.n+1>
The proof of Lemma 4 is completed. Let us denote by the (n+1)-th positive eigenvalue of equation (1) for interval (a,t) with boundary conditions a.| u( a) -p^u'fa) = 0, u(t) = 0, where a < t < b. Assuming that /ln+1(t) exists for each te (a,b), it follows from Lemma 4, that the mapping t -» (t) is a decreasing function in (afb). Lemma 5.
The mapping t -^^q+i^) i® continuous in the interval (a,b).
We omit the proof, analogous to that of Lemma 2. Lemmas 4, 5 imply the following result. Theorem 3.
If for the problem (1), (2) there exists an eigenvalue %>%a>0, then:
(a) there exists the eigenvalue of the problem (1), (2) such that < A.0+1 <? X , (b) there exist no eigenvalues of the problem (1), (2) belonging to the intervsl
The proof of (a) is similar to that of Theorem 1, while (b) follows from Lemma 3.
Up to now we have considered the case of the problem (1), (2) having the positive principal eigenvalue X^ and we were interested in these eigenvalues of (1), (2) which are greater than X^.
As we know (cf. [3] ) that the weight function m in the equation (1) admits both positive and negative value in (a,b), there exist two principal eigenvalues X < 0 and > 0 of the problem (1), (2) . Moreover the eigenfunction u_1 corresponding to is also positive in (a,b). It is easily seen that, if the problem (1), (2) has negative eigenvalues smaller than , then we ma? arrange them in sequence 0> x _2> ... such that each eigenfunction u_n corresponding to X_D has exactly n-1 zeros in the interval (s,b).
