If only we always knew ahead of time…. The dream of any stock portfolio manager 1 is to allocate stocks in his portfolio in hindsight so as to always reach maximum 2 wealth. With hindsight, over a given time period, the best strategy is to invest into 3 the best performing stock over that period. However, even this appealing strategy is 
S denote subsets of (tuples of, matrices of) reals, and |S| their cardinal. Calligraphic We briefly summarize the extension of Bregman divergences to matrix divergences by using the diagonalization of linear operators [16, 21, 25] . Let ψ be some strictly convex differentiable function whose domain is dom(ψ) ⊆ R. For any symmetric matrix N ∈ R d×d whose spectrum satisfies spec (N) ⊆ dom(ψ), we let Umegaki's relative entropy [22] − log x Tr − log L + log N + LN −1 − d logdet divergence [25] x log x + (1 − x) log(1 2) where ∇ ψ (N) is defined using a Taylor expansion of ∂ψ/∂x, in the same way as Ψ (N) does for ψ in (15.1). We have chosen to provide the definition for the matrix divergence without removing the transpose when N is symmetric, because it shall be discussed in a general case in Sect. 15.6. Table 15 .1 presents some examples of matrix divergences. An interesting and non-trivial extension of matrix divergences, which has not been proposed so far, relies in the functional composition of generators. We define it as follows. For some real-valued functions φ and ψ with φ • ψ strictly convex and differentiable, and matrix N, the generator of the divergence is:
ψ(N)
.
= Tr (Ψ (N)) , Ψ (N)
.D ψ (L N) . = ψ(L) − ψ(N) − Tr (L − N)∇ ψ (N) ,(15.φ • ψ
(N)
= φ(ψ(N)).
Remark that φ is computed over the reals. 
U N C O R R E C T E D P R O O F
First, (15.5) brings:
We consider separately the terms in (15.10). First, it comes: = αL + (1 − α)N for which:
(15.14)
On the other hand, φ is concave, and so
. This implies the following upperbound for the right-hand side of (15.14):
Putting the resulting inequality into (15.14) yields: 
Mean-Variance Model

128
Our generalization is in fact two-way as it relaxes both the normal assumption and the vector-based allocations of the original model. It is encapsulated by regular exponential families [4] with matrix supports, as follows. We first define the matrix Legendre dual of strictly convex differentiable ψ as:
We can easily find the exact expression for ψ . Indeed,Ñ = ∇ ψ (N), and thus
, out of which it comes: . Up to a normalization factor which does not depend on Θ, this density is in fact proportional to a ratio of two determinants:
It is not hard to see that the following holds true for p ψ defined as in (15.19): [18] , considers that the investor maximizes instead the expected utility of reward, which boils down to maximizing in our case
, where an utility function u models the investor's preferences in this framework. One usually requires that the first derivative of u be positive (non-satiation), and its second derivative be negative (risk-aversion). It can be shown that the expected utility equals the utility of the expected reward minus a real risk premium p ψ (A; Θ): 
If we take expectations of (15.24) and (15.25), simplify taking into account the
, and match the resulting expressions using
160
(15.23), we obtain the following approximate expression for the risk premium:
Thus, approximation "in the small" of the risk premium makes it proportional to 
The proof of this Lemma is similar to the ones found in the literature (e.g.
[9], Chap. 4).
171
The framework of Lemma 3 is that of constant absolute risk aversion (CARA) [9], 172 the framework on which we focus now, assuming that the investor is risk-averse.
173
This implies k = 0 and a > 0; this constant a is called the risk-aversion parameter, 174 and shall be implicit in some of our notations. We obtain the following expressions
175
for c ψ and p ψ . 
U N C O R R E C T E D P R O O F
Proof We first focus on the certainty equivalent. We have: 
Tr A∇ ψ (Θ) from (15.21).
193
The following Lemma states among all that Theorem 1 is indeed a generalization
194
of the mean-variance approach (proof straightforward).
195
Lemma 4. The risk premium satisfies the following limit behaviors: 
where di ag(.) is the vector of the diagonal entries of the matrix.
199
One may use Lemma 4 as a sanity check for the risk premium, as the Lemma says that the risk premium tends to zero when risk aversion tends to zero, or when there is no allocation at all. Hereafter, we shall denote our generalized model as the mean-divergence model. Let us illustrate in a toy example the range of premia available, fixing the dimension to be d = 1, 000. We let A and Θ ε be diagonal, where A denotes the uniform allocation (A = (1/d)I), and Θ ε depends on real ε ∈ [0, 1], with:
Thus, the natural market allocation shifts in between two extreme cases: the one in 
On-line Learning in the Mean-Divergence Model
207
As previously studied by [14, 26] To adopt the same scale for allocation matrices, all shall be supposed to have r -norm upperbounded by , for some user-fixed > 0 and r > 0. Assume for example r = 1: after division by , one can think such matrices as representing the way the investor scatters his/her wealth among the d stocks, leaving part of the wealth for a riskless investment if the trace is < 1. The algorithm we propose, simply named A, uses ideas from Amari's natural gradient [1] , to progress towards the minimization of the risk premium using a geometry induced by Bregman-Schatten p-divergence. To state this algorithm, we abbreviate the gradient (in A) of the risk premium as:
(the risk aversion parameter a shall be implicit in the notation). Algorithm A ini- • (Premium dependent update) Upon receiving observed returns W t , compute Θ t using (15.21), and update portfolio allocation matrix to find the new unnormalized allocation matrix, A u t+1 : 
We make the following assumption regarding market evolution: the matrix divergence or the risk premium is convex enough to exceed linear variations up to a small constant δ > 0 (we let (i) denote this assumption):
This is the set of premium dependent updates, and all its elements are SPD matrices. We let λ * > 0 denote the largest eigenvalue in the elements of U, and ρ * ≥ 1 their largest eigenratio, where the eigenratio of a matrix is the ratio between its largest and smallest eigenvalues. We let T denote the set of indexes for which we perform 
Then, Algorithm A satisfies: 
232
Proof sketch: The proof makes an extensive use of two matrix inequalities that we state for symmetric matrices (but remain true in more general settings):
The former is a simple generalization of q-norm vector inequalities; the second is Hölder's matrix inequality. Following a general well-oiled technique [15], the proof consists in bounding a measure of progress to the shifting reference, 
(15.37)
236
We now bound separately the two parts, starting with δ t,1 . We have: 
Plugging (15.39) in (15.38) and using assumption (i) yields:
Lemma 5. The following bound holds for the divergence between successive updates:
= A u t+1 in Lemma 1 (ii), and using (15.32), we get: 
We now work on U α q . Let υ denote an eigenvalue of U α , and 
(15.47)
268
We now refine this bound in three steps. First, since A t q−1
, the factor 269 after the times is ≤ 1. Second, let us denote ν * < ν t ≤ 1 the multiplicative factor by 270 which we renormalizeÃ t+1 . Remarking that
and using Lemma 1, we obtain:
where N M means N − M is positive semi-definite. The rightmost inequality
278
follows from the fact that the updates preserve the symmetric positive definiteness of
t−1 , which, from Lemma 2 in [25] , yields Lemma.
283
Armed with the statement of Lemma 5 and the upperbound on η a , we can refine (15.40) and obtain our lowerbound on δ t,1 as: 
Using the shorthands:
and one more application of (15.35) as in Case 1, we obtain: 
There remains to plug this bound into (15.51) and simplify a bit further to obtain the 299 statement of the Theorem.
300
The bound in Theorem 33 shows that the sum of premia of algorithm A is no larger turn like a weather vane through market periods (divergence almost always < 0.3).
330
The fact that market accidents make the divergence peak, like during the subprime 
Discussion
341
In this section, our objective is twofold. first, we drill down into the properties of our erties to refine our analysis on the risk premium of our mean-divergence model.
345
Thus, for our first goal, the matrix arguments of the divergences are not assumed to 346 be symmetric anymore. 
366
Then any Bregman matrix divergence can be written as:
If, in addition, N is symmetric, (15.52) becomes: 
Proof Calling to (15.1) and using the general definition of (15.2), we get:
Introducing the diagonalization, we obtain: Now, using the cyclic invariance of the trace and the definition of H N , L , we get:
Here, we have made use of π i j , the general term of Π N , L , and (π −1 ) i j , the general
Using the same path, we obtain: 
as claimed. When N is symmetric, we easily get H N , L = I, and we obtain (15.54).
383
If, in addition, N is symmetric, both transition matrices P L and P N are unitary. Hence, D ψ (L||N) can be written in the form of a separable term plus two penalties: 
392
The definition of Bregman matrix divergences makes quite a large consensus, yet some variations do exist. For example, [12, 16] use a very particular composition of two functions, φ • ψ, in which φ is actually the divergence generator and ψ lists the eigenvalues of the matrix. In this case, (15.52) would be replaced by (writing for short H instead of H N , L hereafter):
where D ψ is the divergence matrix whose general
Let us compare (15.59) to (15.53) when both arguments are symmetric matrices -which is the case for our finance application -, which can be abbreviated as:
We see that (15.60) clearly separates the divergence term (D ψ ) from an interaction term, which depends on both the eigenvectors (transition matrices) and eigenvalues:
If we move back to our generalization of the mean-variance model, we have L = Θ − aA and N = Θ (Θ and A are symmetric). Adding term aA to Θ possibly changes the transition matrix compared to Θ, and so produces a non-null interaction term between stocks. Furthermore, as the allocation A gets different from the natural market allocation Θ, and as the risk aversion a increases, so tends to do the magnitude of the interaction term. To study further its magnitude, let us define:
We analyze ς when the risk term aA remains sufficiently small, which amounts to 393 assuming reduced risk premia as well. For this objective, recalling that both Θ and
394
A are SPD, we denote their eigensystems as follows:
where the columns of T, (resp. V) are the eigenvectors and the diagonal elements of diagonal matrix D (resp. D ) are the corresponding eigenvalues. The geometric multiplicity of eigenvalue d ii is denoted g(d ii ). We say that the first-order shift setting holds when the second-order variations in the eigensystem of Θ due to the shift aA are negligible, that is, when: 
Here, t i is the eigenvector in column i of T , and d ii its eigenvalue.
402
Proof sketch: The proof stems from standard linear algebra arguments [24] .
403
We distinguish two cases: We have used the following facts: ΘT = TD and T T = I (T = T −1 since Θ is symmetric). Equation (15.69) proves the Lemma, as looking in the diagonal of the matrices of (15.69), one gets (because D is diagonal): 
437
We finally get: 
by virtue of Hölder inequality (q, r ≤ ∞), using the fact that T is orthonormal.
442
Taking q = r = 2 and simplifying yields the statement of the Theorem. 
Conclusion
450
In this paper, we have first proposed a generalization of Markowitz' mean-variance arguments. Information geometry suggests that this step should be tried [2] . Indeed, 454 because the duality collapses in this case [2] , the Gaussian assumption makes that 455 the expectation and natural parameter spaces are identical, which, in financial terms, 456 represents the identity between the space of returns and the space of allocations.
457
This, in general, can work at best only when returns are non-negative (unless short 458 sales are allowed). Experiments suggest that the generalized model may be more 459 accurate to spot peaks of premia, and alert investors on important market events.
460
Our model generalizes one that we recently published, which basically uses plain 461 Bregman divergences on vectors, which we used to learn portfolio based on their 462 certainty equivalent [20] . The matrix extension of the model reveals interesting and 463 non trivial roles for the two parts of the diagonalization of allocations matrices in the 464 risk premium: the premium can indeed be split into a separable part which computes a 465 premium over the spectral allocation, thus being a plain (vector) Bregman divergence 466 part like in our former model ( [20] ), plus a non separable part which computes an 467 interaction between stocks due to the transition matrices. We have also proposed in 468 this paper an analysis of the magnitude of this interaction term. 
