Multivariate Delta Goncarov and Abel Polynomials by Lorentz, Rudolph et al.
ar
X
iv
:1
60
8.
05
83
6v
1 
 [m
ath
.C
O]
  2
0 A
ug
 20
16
Multivariate Delta Gončarov and Abel Polynomials
Rudolph Lorentz
Department of Mathematics, Texas A&M University at Qatar
PO Box 23874 Doha, Qatar
Salvatore Tringali1
Department of Mathematics, Texas A&M University at Qatar
PO Box 23874 Doha, Qatar
Catherine H. Yan∗
Department of Mathematics, Texas A&M University
77845-3368 College Station, TX. USA
Abstract
Classical Gončarov polynomials are polynomials which interpolate derivatives. Delta Gončarov
polynomials are polynomials which interpolate delta operators, e.g., forward and backward dif-
ference operators. We extend fundamental aspects of the theory of classical bivariate Gončarov
polynomials and univariate delta Gončarov polynomials to the multivariate setting using umbral
calculus. After introducing systems of delta operators, we define multivariate delta Gončarov
polynomials, show that the associated interpolation problem is always solvable, and derive a
generating function (an Appell relation) for them. We show that systems of delta Gončarov poly-
nomials on an interpolation grid Z ⊆ Rd are of binomial type if and only if Z = ANd for some
d×d matrix A. This motivates our definition of delta Abel polynomials to be exactly those delta
Gončarov polynomials which are based on such a grid. Finally, compact formulas for delta Abel
polynomials in all dimensions are given for separable systems of delta operators. This recovers
a former result for classical bivariate Abel polynomials and extends previous partial results for
classical trivariate Abel polynomials to all dimensions.
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1. Introduction
The main purpose of this paper is to extend some fundamental aspects of the theory of
Gončarov and Abel polynomials to higher dimensions and to replace partial derivatives by systems
of delta operators.
Such topics have an extensive history. In 1881, Abel [1] introduced a sequence g0, g1, g2, . . .
of polynomials, now carrying his name, to represent analytic functions. These polynomials are
determined by the condition that they interpolate the derivatives of any given analytic function
f : R→ R at the nodes of an arithmetic progression through the formula
f(x) =
∞∑
n=0
gn(x)
n!
f (n)(nb), (1)
where b ∈ R is a fixed parameter. In particular, it can be shown that gn(x) = x(x − nb)
n−1 for
every n, and gn satisfies the orthogonality condition
g(k)n (kb) = n!δk,n for all k.
Abel polynomials count some basic combinatorial objects, for example, labeled trees and
(generalized) parking functions [24]. The sequence {gn(x)}n≥0 is of binomial type, which leads
to a connection with umbral calculus (or finite operator calculus), a branch of mathematics that
studies analytic and algebraic-combinatorial properties of polynomials by a systematic use of
operator methods.
The (classical) umbral calculus of polynomials in one variable was put onto a firm theoretical
basis by Rota et al. in a series of papers [16, 21, 22]. It was extended to multivariate polynomials
and applied to combinatorial problems in [2, 17, 18, 19]. In [3, 7] and [23], higher dimensional
umbral calculus is used to derive various versions of the Lagrange inversion formula.
The operators considered in umbral calculus are delta operators, a family of linear operators,
acting on the algebra of univariate polynomials with coefficients in a field. Delta operators share
many properties in common with derivatives. Each delta operator d is uniquely associated with
a sequence {pn} of polynomials of binomial type, which interpolates the iterates of d, evaluated
at 0, as
f(x) =
∞∑
n=0
pn(x)
n!
[dnf(x)]x=0.
In [4, 5], Gončarov allowed the interpolation grid to be arbitrary, obtaining that
f(x) =
∞∑
n=0
gn(x; a0, a1, . . . , an)f
(n)(an), (2)
where an ∈ R and gn(x; a0, a1, . . . , an) are the Gončarov polynomials. Such polynomials have
an extensive history in numerical analysis, even for interpolation of derivatives [14]. Gončarov
polynomials in two or more variables have the unusual property that the interpolation problem
is solvable for any choice of the nodes of interpolation. The uniqueness was shown in [12] for the
bivariate case and in [6] for the multivariate case.
It is well known that certain values of (univariate) Gončarov polynomials are connected with
order statistics (e.g., see [9]). This connection has been further developed [11] into a complete
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correspondence between Gončarov polynomials and parking functions, a discrete structure lying
at the heart of combinatorics. In [10], difference Gončarov polynomials were studied. Since
difference operators are delta operators, this was another connection with umbral calculus.
Our basic goal here is to extend the theory of classical multivariate Gončarov polynomials
by using umbral calculus and replacing partial derivatives with delta operators. This is a further
development of our previous work [8, 15] on the analytic and combinatorial properties of bivariate
Gončarov polynomials and [13] on the interpolation with general univariate delta operators. In
addition, the theory of generating functions, polynomial recursion and approximation theory (the
latter being Abel’s original motivation for studying his Abel polynomials), just to mention a few,
all play a role here.
The rest of the paper is organized as follows. Section 2 contains the definition and basic
properties of a system of delta operators in d variables. In Section 3 we define the multivariate
Gončarov polynomials associated with a system of delta operators and an interpolation grid Z,
derive a generating function (Appell relation), and characterize the set of delta Abel polynomials,
which are multivariate Gončarov polynomials of binomial type associated with delta operators.
In the last two sections, we present closed formulas for multivariate delta Abel polynomials in the
special case when these are associated with a separable system of delta operators. In particular,
Section 4 deals with the bivariate case, and Section 5 contains the general formulas in an arbitrary
dimension.
2. Systems of delta operators
A univariate delta operator d is defined as a linear operator on the space of univariate poly-
nomials in one variable x that is shift-invariant and for which d(x) is a non-zero constant. In the
multivariate case, we need to consider systems of delta operators. To state the definition, we first
give some preliminary notations using multi-indices.
Let d be a fixed integer ≥ 1 (the space dimension). For a vector v ∈ Rd, we denote by vj the
j-th component of v. We write the vector of space variables as x = (x1, x2, . . . , xd), and we do
the same with the vectors of Rd. In particular, for y, z ∈ Rd we let y · z =
∑d
i=1 yizi, and we use
0 for the zero vector of Rd.
Given n = (n1, n2, . . . , nd) ∈ N
d, we set n! = n1!n2! · · ·nd!, |n| =
∑d
i=1 ni, and x
n =
xn11 x
n2
2 · · ·x
nd
d (typically, the vectors of N
d will serve as indices for the Gončarov polynomials
we will work with). For k,n ∈ Nd, k ≤ n means ki ≤ ni for all i, and
(
n
k
)
=
(
n1
k1
)
· · ·
(
nd
kd
)
.
Let R[x] and RJxK be, respectively, the algebra of polynomials (of finite degree) and the
algebra of formal power series in the variables x1, x2, . . . , xd with coefficients in R. The (total)
degree of a multivariate polynomial p(x) is the maximum of |n| for all n ∈ Nd such that xn
appears in p(x) with a non-zero coefficient, while by the (relative) degree of p(x) with respect to
xi we mean the highest power m for which x
m
i is a factor of a monomial x
n appearing in p(x)
with a non-zero coefficient.
We denote by Ev, for each v ∈ R
d, the shift operator R[x] → R[x] : f(x) 7→ f(x + v). We
say that a linear operator L : R[x] → R[x] is shift-invariant if LEv = EvL for every v ∈ R
d. In
particular, Ev is shift-invariant.
Definition 1. Let d1, d2, . . . , dd be shift-invariant linear operators on R[x]. Then (d1, d2, . . . , dd)
is a system of delta operators if for any linear polynomial p(x) = a1x1 + a2x2 + · · · + adxd, we
have that dip(x) = ci for every i = 1, . . . , d, where ci ∈ R is a constant depending only on i, and
at least one of c1, c2, . . . , cd is not 0.
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It is shown by Parrish [18, Theorem 4.1] that every shift-invariant linear operator L on R[x]
is a formal power series in D1, D2, . . . , Dd, where Di = Dxi is the partial derivative with respect
to the variable xi. To wit, we can write
L =
∑
n∈Nd
anD
n1
1 D
n2
2 · · ·D
nd
d . (3)
We refer to the formal power series
f(x) =
∑
n∈Nd
anx
n
as the indicator of L, and we write L = f(D1, D2, . . . , Dd). With this notation in hand, we have
the following:
Theorem 2.1. Let d1, d2, . . . , dd be shift-invariant linear operators with indicators f1(x), f2(x), . . . ,
fd(x). Assume
fi(x) =
∑
n∈Nd
a(i)n x
n.
We form the d × d matrix Jf = (mi,j) by letting mi,j be the constant term of the formal power
series ∂fi/∂xj. Then (d1, d2, . . . , dd) is a system of delta operators if and only if detJf 6= 0 and
a
(i)
0 = 0 for all i.
Proof. Assume (d1, d2, . . . , dd) is a system of delta operators, and let p(x) = p0 +
∑d
j=1 pjxj ,
where p0, p1, . . . , pd ∈ R. The representation of delta operators provided by Eq. (3) yields that
dip(x) = a
(i)
0 p(x) +
d∑
j=1
mi,jpj (i = 1, . . . , d). (4)
Also, dif(x) being a constant for every linear polynomial f(x) implies, for each i, that a
(i)
0 = 0,
and hence dip(x) =
∑d
j=1mi,jpj . But then, the condition that dip(x) 6= 0 for some i means that
there is no non-trivial solution to the linear system Jfv = 0. It follows that detJf 6= 0.
Conversely, if a
(i)
0 = 0, then dip(x) =
∑d
j=1mi,jpj ∈ R for all i. And since detJf 6= 0, we
have that Jfv 6= 0 for any non-zero vector v = (p1, p2, . . . , pd) ∈ R
d. Thus any linear polynomial
of the form p0 +
∑d
j=1 pjxj satisfies dip(x) 6= 0 for some i.
Definition 2. A set of polynomials {pn(x)}n∈Nd is said to be a basic sequence of a system of
delta operators (d1, d2, . . . , dd) if:
(1) the degree of pn(x) is |n| for every n ∈ N
d;
(2) p0(x) = 1 and pn(0) = 0 for all n ∈ N
d with |n| ≥ 1;
(3) di(pn) = nipn−ei for all n ∈ N
d and 1 ≤ i ≤ d, where ei is the i-th standard basis vector
(0, . . . , 1, . . . , 0).
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From Parrish [18], each system of delta operators has a basic sequence (called normalized shift
basis in [18]). Moreover, a sequence of polynomials {pn(x)}n∈Nd is the basic sequence of some
system of delta operators if and only if it satisfies the binomial identity
pn(x+ y) =
∑
k≤n
(
n
k
)
pk(x)pn−k(y) for all n ∈ N
d.
Notice that, for eachm ∈ N, the set {pn(x) : |n| ≤ m} is a basis of the vector space of polynomials
of R[x] of degree at most m.
Univariate delta operators reduce the degree of a polynomial by one. The next definition gives
a generalization of this property.
Definition 3. We say that the shift-invariant linear operators (d1, d2, . . . , dd) form a strict system
of delta operators if di is degree reducing for each i, in the sense that for any polynomial p(x)
of degree m with respect to xi, the degree of dip with respect to xi is m − 1 if m ≥ 1, otherwise
di(p) = 0.
Strict systems of delta operators can be characterized as follows.
Theorem 2.2. A system of shift-invariant delta operators (d1, d2, . . . , dd) is a strict system if
and only if for each i, the indicator fi(x) of di can be written as fi(x) = xigi(x) for some formal
power series gi(x) with gi(0) 6= 0.
Proof. It is clear that if fi(x) = xigi(x) with gi(0) 6= 0, then the operator di reduces the degree
with respect to xi by 1.
Conversely, assume that (d1, d2, . . . , dd) is a strict system of delta operators. We will show
that f1(x) = x1g1(x) with g1(0) 6= 0. The formulas for other i are similar. Assume
f1 =
∑
n∈Nd
cnx
n.
We need to show that cn = 0 whenever n1 = 0, and c(1,0,...,0) 6= 0.
First, notice that d1(1) = 0, which implies c0 = 0. Then, assume that cn 6= 0 for some n with
n1 = 0. Find in the set
{n ∈ Nd : n = (0, n2, . . . , nd) and cn 6= 0}
the minimal index m = (0,m2, . . . ,md) under the lexicographic order. Apply d1 to x1 · x
m.
Note that Dn11 D
n2
2 · · ·D
nd
d (x1x
m2
2 · · ·x
md
d ) is 0 if n1 > 1 or ni > mi for any 2 ≤ i ≤ d, and is a
polynomial with no x1 factor if n1 = 1. With our choice of m, we conclude that
d1(x1 · x
m) = cmm2! · · ·md!x1 + g(x2, . . . , xd),
which is of degree 1 with respect to x1, a contradiction.
It remains to show that c(1,0,...,0) 6= 0, which can be seen by applying d1 to x
2
1. Indeed, if
c(1,0,...,0) = 0, then d1(x
2
1) = 2c(2,0,...,0), so that d1 has reduced the degree with respect to x1 by
at least 2, which is a contradiction.
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Remark 1. A system of formal power series f1(x), f2(x), . . . , fd(x) is called admissible if and
only if (i) each fi(x) has zero constant term and (ii) detJf 6= 0. (See e.g. [3, 7, 20].) Hence,
a system of delta operators in our definition is precisely a system of shift-invariant linear oper-
ators whose indicators form an admissible system. Such systems of operators have been called
“admissible differential operators” by Joni [7] and “umbral operators” by Garsia and Joni [3].
It is known that for any admissible system f1(x), f2(x), . . . , fd(x) there exists a unique com-
positional inverse, i.e., an admissible system of formal power series g1(x), g2(x), . . . , gd(x) such
that
fi(g1(x), g2(x), . . . , gd(x)) = xi and gi(f1(x), f2(x), . . . , fd(x)) = xi
for all i. Consequently a system of delta operators has compositional inverse.
Remark 2. Another definition of system of delta operators is given by Niederhausen [17]
for pairs of delta operators whose indicators are “delta multi-series”, which is equivalent to a
strict system of delta operators defined here. Clearly, strict systems are special cases of systems
of delta operators. Conversely, not all admissible systems are strict. For example, the pair
(d1, d2) = (Dx +Dy, Dx −Dy) in the bivariate case has admissible indicators, but does not form
a strict system.
3. Delta Gončarov polynomials
In the present section we introduce delta Gončarov polynomials starting from the biorthog-
onality condition in the Gončarov interpolation problem. The univariate version was discussed
in [11] with the differentiation operator and in [13] with an arbitrary delta operator. Here we
extend the theory to many variables.
To this end, let ∆ = (d1, d2, . . . , dd) be a system of delta operators, which we assume as fixed
for the rest of the section, and let {Φn : n ∈ N
d} be a set of shift-invariant operators of the form
Φn = Lnd
n1
1 d
n2
2 · · · d
nd
d , (5)
where Ln is a shift-invariant linear operator whose indicator has a non-zero constant.
We say that a set of polynomials {qn(x)}n∈Nd is a sequence of polynomials if deg qn = |n| for
all n. A sequence {qn(x)}n∈Nd of polynomials is then called biorthogonal to the set {Φn : n ∈ N
d}
if
ε(0)Φn(qk(x)) = n!δn,k. (6)
Theorem 3.1. Given a set {Φn : n ∈ N
d} of shift-invariant operators, there exists a unique
sequence of polynomials that is biorthogonal to it.
To prove Theorem 3.1 we need some additional notation and a couple lemmas.
Definition 4. A subset S of Nd is a lower set if for any n ∈ S, it follows that k ∈ S for any
0 ≤ k ≤ n.
For any lower set S, we let
ΠdS(∆) =
{
q(x) : q(x) =
∑
k∈S
akpk(x), ak ∈ R
}
,
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where {pn}n∈Nd is the basic sequence of (d1, d2, . . . , dd). In particular, we write
Πdn(∆) =

q(x) : q(x) =
∑
k≤n
akpk(x), ak ∈ R

 .
Lemma 3.2. Let S ⊆ Nd a lower set. For any n ∈ Nd, the set of functionals
{Ψk = ε(0)Φk : k ∈ N
d,k ≤ n} (7)
is a linearly independent set over Πdn(∆).
Proof. Suppose there are real numbers λk such that
Ψ(p(x)) =
∑
k≤n
λkΨk(p(x)) = 0 (8)
for each p(x) ∈ Πdn(∆). We will show that the coefficients λk all vanish.
The basic sequence {pn : n ∈ N
d} has the property that
d
k1
1 d
k2
2 · · · d
kd
d pn = (n1)k1(n2)k2 · · · (nd)kdpn−k (9)
for each k ≤ n, and
d
k1
1 d
k2
2 · · · d
kd
d pn = 0 (10)
whenever ki > ni for some i.
Substituting p0(x) = 1 into Eq. (8), we have
Ψ(p0(x)) = λ0ε(0)L0(1) = 0. (11)
Since the indicator of L0 has non-zero constant term, this yields L0(1) 6= 0, and hence λ0 = 0.
Next we show that for any index vector k ∈ Nd with 0 ≤ k ≤ n, if λs = 0 for all 0 ≤ s ≤ k
and s 6= k, then λk = 0. To see this, we substitute pk(x) into Eq. (8) and use the assumption
that λs = 0 for s < n and Eq. (10), so as to find that
Ψ(pk(x)) = λkε(0)Lk(k!).
But the indicator of Lk has non-zero constant term, so Lk(k!) is a non-zero constant. Evaluating
at 0 does not change its value, and this implies λk = 0.
The lemma then follows from an induction on |k|.
Lemma 3.3. Let V be a vector space of dimension m, and {t1, t2, . . . , tm} an independent set of
linear functionals on V . Then, for any b1, . . . , bm ∈ R there is a unique vector v ∈ V such that
ti(v) = bi for all i.
Proof. Let {e1, e2, . . . , em} be a basis of V and let ai,j = ti(ej). Then the lemma just says that
Ax = b is uniquely solvable if and only if the matrix A = (ai,j) has linearly independent rows.
Combining Lemmas 3.2 and 3.3, we have the following:
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Corollary 3.4. Under the assumptions of Lemma 3.2, given any multiset of real numbers {bk :
k ∈ Nd, k ≤ n}, there is a unique polynomial q(x) ∈ Πdn(∆) such that, for all k ≤ n,
ε(0)Φk(q(x)) = ε(0)Lkd
k1
1 d
k2
2 · · · d
kd
d (q(x)) = bk. (12)
Theorem 3.1 follows from Corollary 3.4 by letting qn(x) be the unique polynomial in Π
d
n(∆)
that satisfies
ε(0)Φk(qn(x)) = n!δn,k (13)
for all k ≤ n. By the definition of Πdn(∆), given any polynomial r(x) ∈ Π
d
n(∆) and any k
′ with
k′i > ni for some i, we have
d
k′1
1 d
k′2
2 · · · d
k′d
d (r(x)) = 0.
In particular, ε(0)Φk′(qn(x)) = 0, and this shows that the biorthogonality condition (13) holds
for all k ∈ Nd. On the other hand, it is clear that qn(x) is of degree m = |n|, otherwise qn(x)
would be a linear combination of {pk : |k| < m}, and hence we would have ε(0)Φn(qn(x)) = 0,
which is a contradiction.
Putting it all together, we see from the above that the sequence of polynomials {qn(x)}n∈Nd
is biorthogonal to the set of operators {Φn : n ∈ N
d}.
In particular, if each Ln in Eq. (5) is a shift operator, then the set of polynomials biorthogonal
to {Φn : n ∈ N
d} is just the set of the delta Gončarov polynomials in which we are interested.
More precisely, using that ε(0)Ev = ε(v), we have the following:
Definition 5. Let ∆ = (d1, d2, . . . , dd) be a system of delta operators, and Z = {zk : k ∈ S} ⊆ R
d
a multiset of nodes, which we refer to as an interpolation grid. The delta Gončarov polynomial
tn(x;Z) is the unique polynomial in Π
d
n(∆) satisfying
ε(zk)d
k1
1 d
k2
2 · · · d
kd
d (tn(x;Z)) = n!δk,n (14)
for all k ≤ n.
From the preceding discussion, we see that tn(x;Z) only depends on the set of nodes in
Zn = {zk : k ≤ n}.
The delta Gončarov polynomials form a basis for the solutions of the following interpolation
problem with a system of delta operators ∆ = (d1, d2, . . . , dd), which we call the delta Gončarov
interpolation problem in dimension d:
Problem. Let S be a lower set. Given a multiset of nodes Z = {zk : k ∈ S} ⊆ R
d and a multiset
of real numbers {bk : k ∈ S}, find a polynomial P (x) in Π
d
S(∆) such that, for all k ∈ S,
ε(zk)d
k1
1 d
k2
2 · · · d
kd
d (P (x)) = bk.
By Theorem 3.1, the above problem has the unique solution
P (x) =
∑
k∈S
bk
k!
tk(x;Z).
Conversely, any polynomial in ΠdS(∆) can be expanded as a linear combination of delta Gončarov
polynomials. This is the content of the next proposition, which follows from the orthogonality
relations.
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Proposition 3.5. For any P ∈ ΠdS(∆),
P (x) =
∑
k∈S
1
k!
[
ε(zk)d
k1
1 d
k2
2 · · · d
kd
d (P (x))
]
tk(x;Z).
In particular, substituting P (x) in Proposition 3.5 with the basic polynomial pn(x), and
noting that
(
n
k
)
= 0 unless k ≤ n, we obtain a binomial relation between the basic sequence and
the delta Gončarov polynomials, which generalizes the linear recurrence for univariate Gončarov
polynomials [11, Eq. (2.5)].
Proposition 3.6. Let {pn(x)}n∈Nd be the basic sequence of the system of delta operators (d1, d2, . . . , dd).
Then
pn(x) =
∑
k≤n
(
n
k
)
pn−k(zk)tk(x;Z). (15)
4. Sequences of binomial type
The basic sequence of a system of delta operators is of binomial type. In general, this is not
true for multivariate delta Gončarov polynomials. In the present section we give a necessary and
sufficient condition under which a sequence of delta Gončarov polynomials is of binomial type.
The following definition is adapted from Parrish [18].
Definition 6. A polynomial sequence {qn(x)}n∈Nd is said to be of binomial type if q0, qe1 , . . . , qed
span the vector space of linear polynomials in R[x] and, for any n ∈ Nd, qn satisfies the identity
qn(x+ y) =
∑
k≤n
(
n
k
)
qk(x)qn−k(y).
In particular, Parrish showed in [18] that:
(1) A sequence of polynomials is of binomial type if and only if it is the basic sequence of a
system of delta operators;
(2) A sequence of polynomials {pn(x)}n∈Nd is a sequence of binomial type if and only if∑
n∈Nd
pn(x)
yn
n!
= ex·g(y) (16)
for an admissible system of formal power series g = (g1, g2, . . . , gd).
(3) If {pn(x)}n∈Nd is the basic sequence of a system (d1, d2, . . . , dd) of delta operators, then
the formal power series g1, g2, . . . , gd in point (2) above are, respectively, the compositional
inverses of f1, f2, . . . , fd, where fi is the indicator of di for each i. Consequently, Eq. (16)
is equivalent to the following Appell relation for the sequence {pn(x)}n∈Nd :
∑
n∈Nd
pn(x)
n!
f(y)n = ex·y, (17)
where f(y) = (f1(y), f2(y), . . . , fd(y)).
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Now, fix a system of delta operators, and let their indicators and the corresponding composi-
tional inverses be as in the above. Then, we can derive an Appell relation for multivariate delta
Gončarov polynomials as follows:
Theorem 4.1 (Appell relation). Let {tn(x;Z)}n∈Nd be the sequence of delta Gončarov poly-
nomials associated to a system ∆ = (d1, d2, . . . , dn) of delta operators and a grid Z = {zn : n ∈
N
d} ⊆ Rd. Then
ex·g(y) =
∑
k∈Nd
tk(x;Z)
k!
ykezk·g(y). (18)
Proof. Combining Eqs. (15) and (16), we have
ex·g(y) =
∑
n∈Nd
pn(x)
yn
n!
=
∑
n∈Nd
1
n!

∑
k≤n
(
n
k
)
pn−k(zk)tk(x;Z)

yn
=
∑
k∈Nd
(
1
k!
tk(x;Z)y
k ·
∑
m=n−k
pm(zk)
m!
ym
)
=
∑
k∈Nd
tk(x;Z)
k!
ykezk·g(y),
which concludes the proof.
Note that an equivalent version of the Appell relation (18) is
ex·y =
∑
k∈Nd
(
tk(x;Z)
k!
f(y)n · ezk·y
)
. (19)
This will be used in the proof of the following theorem, which is the main result of the present
section and characterizes the delta Gončarov polynomials that are of binomial type in terms of
the “geometry” of the underlying interpolation grid, by showing that the latter is actually a linear
transformation of the set of lattice points Nd. We will refer to such Gončarov polynomials as delta
Abel polynomials, as in the univariate case they are exactly the Abel polynomials x(x − nb)n−1,
for which the interpolation grid is an arithmetic progression of the form 0, b, 2b, . . . for some b ∈ R.
Theorem 4.2. Given a system of delta operators (d1, d2, . . . , dd) and a grid Z = {zk : k ∈ N
d} ⊆
R
d. Then the associated set of delta Gončarov polynomials {tn(x;Z)}n∈Nd is of binomial type if
and only if there is a d × d matrix A for which zk = Ak for all k. (Here we view k ∈ N
d as a
column vector). In other words, the set of nodes is the image of the set of lattice points Nd under
the matrix A.
Proof. We split the proof into two parts.
Necessity. Assume the sequence of delta Gončarov polynomials {tk(x;Z)} is of binomial
type. This is equivalent to the existence of an admissible system of formal power series g =
(g1, g2, . . . , gd) such that
∑
k∈Nd
tk(x;Z)
yk
k!
= ex·g(y). (20)
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Let h = (h1, h2, . . . , hd) ∈ RJxK be the compositional inverse of g. Substituting y with
h(y) = (h1(y), h2(y), . . . , hd(y)), we obtain
∑
k∈Nd
tk(x;Z)
k!
h(y)k = ex·y. (21)
Comparing this with the alternate Appell relation (19) and using the uniqueness of the coefficients,
we have
h(y)k = f(y)k · ezk·y for all k ∈ Nd. (22)
Taking the same equation with index k+ ej and dividing by the first we get
hj(y) = fj(y) · e
(zk+ej−zk)·y,
which holds for all k ∈ Nd and 1 ≤ j ≤ d. It follows that zk+ej − zk is a constant vector
independent of k. Denote this constant vector by tj . It follows that
zk = z0 + k1t1 + k2t2 + · · ·+ kdtd.
So, taking k = 0 in Eq. (22), we get ez0·y = 1, which implies z0 = 0. Hence zk is of the form Ak,
where A is the matrix whose columns are t1, t2, . . . , td.
Sufficiency. Conversely, assume Z is a linear transformation of Nd by a d× d matrix A. Then
zk = k1t1 + k2t2 + · · ·+ kdtd,
where t1, t2, . . . , td are the column vectors of the matrix A. The Appell relation for tk(x) then
becomes
ex·y =
∑
k∈Nd
(
tk(x;Z)
k!
f(y)k · e(k1t1+k2t2+ ···+kdtd)·y)
)
=
∑
k∈Nd
(
tk(x;Z)
k!
h(y)k
)
,
where we set h(y) = (h1(y), h2(y), . . . , hd(y)), with
hi(y) = fi(y)e
ti·y.
Since Eq. (23) agrees with Eq. (17), it only remains to show that the system h(y) is admissible.
For this, note that
∂hi
∂yj
=
∂fi
∂yj
· eti·y + fi(y)ti,je
ti·y.
But fi(0) = 0, hence
∂hi
∂yj
(0) = ∂fi
∂yj
(0), and then Jh = Jf is non-singular. Thus the sequence
{tn(x;Z)}n∈Nd is of binomial type.
Given a system of delta operators, Theorem 4.2 says that if the defining grid is a linear
transformation of Nd, then the associated sequence of delta Gončarov polynomials is of binomial
type. Therefore, these polynomials are the basic sequence of some system of delta operators.
More explicitly, we have:
11
Proposition 4.3. Let ∆ = (d1, d2, . . . , dd) be a system of delta operators. Let Z be a linear trans-
formation of Nd by a d×d matrix A, and ti the i-th column vector of A. Denote by {tn(x;Z)}n∈Nd
the sequence of delta Gončarov polynomials associated with ∆ and Z. Then {tn(x;Z)}n∈Nd is the
basic sequence of the system of delta operators (s1, s2, . . . , sd), with si = diEti for all i.
This can be seen by writing down the orthogonality conditions for the system (s1, s2, . . . , sd),
or from the proof of Theorem 4.2.
5. Closed formulas for bivariate delta Abel polynomials
In the rest of the paper we will show how to derive compact formulas for a family of multivariate
delta Abel polynomials using the properties of delta operators.
The systems of delta operators considered here are separable, in the sense that di = DiLi for
each i, where Li is an invertible shift-invariant operator acting only on xi, i.e., the indicator of
Li is a formal power series in the variable xi only. The classical case where di = Di is a special
example in this family.
We shall give a closed formula for the multivariate delta Abel polynomials, which are delta
Gončarov polynomials whose defining grid is a linear transformation of Nd by a d × d matrix.
From Theorem 4.2, these are exactly the delta Gončarov polynomials that are of binomial type.
For simplicity and clarity, in this section we describe the approach and the results in the
bivariate case, where the variables are x and y. The general case is dealt with in a similar manner
in the next section.
In [15], it was conjectured and then verified that, for a 2× 2 matrix
A =
(
a11 a12
a21 a22
)
, (23)
the classical bivariate Abel polynomials on the grid
Z = {(xi,j , yi,j)}(i,j)∈N2 , where (xi,j , yi,j) = A(i, j)
t for all i, j ∈ N, (24)
are given by
[(x − x0,n)(y − ym,0)− x0,nym,0] (x− xm,n)
m−1(y − ym,n)
n−1. (25)
We will derive this formula using the techniques of delta operators. For that we will need the
concept of bivariate Pincherle derivatives and their properties, see [16, 21]. These operators were
also called “Lie derivatives” in [3, 7].
Let L be a shift-invariant operator on R[x, y]. Then the Pincherle derivatives of L relative x
and y are, respectively, the linear operators defined by taking, for every p(x, y) ∈ R[x, y],
L
′
x(p(x, y)) = L(xp(x, y)) − xL(p(x, y))
and
L
′
y(p(x, y)) = L(yp(x, y)) − yL(p(x, y)).
If L is shift-invariant, then so are L′x and L
′
y . In addition, the indicator function of Lx (resp. Ly)
is ∂f(x, y)/∂x (resp. ∂f(x, y)/∂y), where f(x, y) is the indicator of L. Consequently, we have:
1. (Dx)
′
x = I, the identity operator, and (Dx)
′
y = 0;
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2. (LS)′x = (L)
′
xS+ L(S)
′
x for any shift-invariant operator S;
3. (LDx)
′
x = L+ (L)
′
xDx;
4. (E(a,b))
′
x = aE(a,b), (E(a,b))
′
y = bE(a,b).
Two formulas from [21] we will be using are based on the fact that any univariate delta operator
can be written as d = DL, where L is an invertible shift-invariant operator. Let d = DL be a
delta operator with basic sequence {pn}
∞
n=0. Then
pn(x) = d
′
L
−n−1(xn) (26)
and
pn(x) = xL
−n(xn−1). (27)
The crucial step enabling the use of delta operators is Proposition 4.3, which allows us to solve
a Gončarov interpolation problem on the type of linear grid used here by determining a basic
sequence.
Theorem 5.1. Let (dx, dy) with dx = DxLx, dy = DyLy be a separable pair of delta operators,
and let Z be a linear transformation of N2 by a 2× 2 matrix A as in Eqs. (23) and (24). Denote
by (tm,n((x, y);Z))(m,n)∈N2 the sequence of Abel polynomials associated with the pair (dx, dy) and
the grid Z, and fix m,n ∈ N. The following holds:
(i) Let pm and qn be the (univariate) basic sequences of dx and dy respectively. Then tm,n((x, y);Z)
is given by ∣∣∣∣ x− x0,n ym,0x0,n y − ym,0
∣∣∣∣ pm(x− xm,n)x− xm,n ·
qn(y − ym,n)
y − ym,n
,
where xi,j = a1,1i+ a1,2j and yi,j = a2,1i+ a2,2j for all 0 ≤ i ≤ m and 0 ≤ j ≤ n.
(ii) Let s1 = DxLxE(a1,1,a2,1) and s2 = DyLyE(a1,2,a2,2). Then
tm,n((x, y);Z) = J(s1, s2)E
−m−1
a1,1,a2,1
E−n−1a1,2,a2,2L
−m−1
x L
−n−1
y (x
myn), (28)
where
J(s1, s2) =
∣∣∣∣ (s1)′x (s1)′y(s2)′x (s2)′y
∣∣∣∣ . (29)
(iii) tm,n((x, y);Z) = Tm,n(x
myn), where Tm,n is the operator∣∣∣∣ (dx)′x + a1,1dx a2,1dxa1,2dy (dy)′y + a2,2dy
∣∣∣∣ E−m(a1,1,a2,1)E−n(a1,2,a2,2)L−m−1x L−n−1y . (30)
Proof. The proof consists of first showing that (ii) and (iii) are equivalent. Then we prove that
(iii) yields the basic sequence of the pair (s1, s2), which, by Proposition 4.3, is the same as the
bivariate Abel polynomial associated with the pair (dx, dy) and the grid Z. Lastly, we use (26)
and (27) to derive (i).
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Step 1. (ii) and (iii) are equivalent. We calculate
(s1)
′
x = E(a1,1,a2,1)[(dx)
′
x + a1,1dx];
(s1)
′
y = a2,1E(a1,1,a2,1)dx;
(s2)
′
x = a1,2E(a1,2,a2,2)dy ;
(s2)
′
y = E(a1,2,a2,2)[(dy)
′
y + a2,2dy].
Substituting these values into (28) and (29), we obtain (iii).
Step 2. (iii) yields the basic sequence of the pair (s1, s2). Let, for m,n ≥ 0,
sm,n(x, y) = Tm,n(x
myn).
By induction, it is enough to show that sm,n satisfies the following:
(a) s0,0(x, y) = 1;
(b) sm,n(0, 0) = 0 if m ≥ 1 or n ≥ 1;
(c) s1(sm,n) = msm−1,n, s2(sm,n) = nsm,n−1, and s1(s0,n) = s2(sm,0) = 0 for all m,n ≥ 1.
Proof of (a). All the operators that appear in Eq. (30) commute with each other. Accordingly,
we compute that dx(1) = dy(1) = 0, while (dx)
′
x = Lx +Dx(Lx)
′
x and (dy)
′
y = Ly +Dy(Ly)
′
y. It
follows that
s0,0(x, y) = L
−1
x LxL
−1
y Ly(1) = 1.
Proof of (c). Notice that s1 = DxLxE(a1,1,a2,1) commutes with all the operators involved in the
definition of sm,n (but not with x
m or yn). Therefore, we find that, for all m,n ∈ N such that
m+ n ≥ 1, s1(sm,n(x, y)) is equal to∣∣∣∣ (dx)′x + a1,1dx a2,1dxa1,2dy (dy)′y + a2,2dy
∣∣∣∣ E−m+1(a1,1,a2,1)E−na1,2,a2,2L−mx L−ny (mxm−1yn),
that is, s1(sm,n(x, y)) = mTm−1,n(x
myn) = msm−1,n(x, y). In a similar way, we see that
s2(sm,n) = nsm,n−1 for all m,n ∈ N with m+ n ≥ 1.
Proof of (b). For all m,n ≥ 0, we have from the definition of sm,n and the commutativity of
shift-invariant operators that
sm,n(x, y) = E
−m
(a1,1,a2,1)
E−n(a1,2,a2,2)(Hm,n(x, y)) (31)
where the polynomial Hm,n(x, y) is given by the 2× 2 determinant∣∣∣∣ (dx)′xL−m−1x (xm) + a1,1DxL−mx (xm) a2,1L−mx Dx(xm)a1,2L−ny Dy(yn) (dy)′yL−n−1y (yn) + a2,2DyL−ny (yn)
∣∣∣∣.
Now we combine the previous equations with the univariate formulas (26) and (27), which we use
in the form
(dx)
′
xL
−m−1(xm) = xL−m(xm−1).
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If m ≥ 1 and n ≥ 1, we get
Hm,n(x, y) =
∣
∣
∣
∣
xL−mx (x
m−1) +ma1,1L
−m
x (x
m−1) ma2,1L
−m
x (x
m−1)
na1,2L
−n
y (y
n−1) yL−ny (y
n−1) + na2,2L
−n
y (y
n−1)
∣
∣
∣
∣
,
which ultimately leads to
sm,n(x, y) = E
−m
(a1,1,a2,1)
E−n(a1,2,a2,2)
∣∣∣∣ x+ma1,1 ma2,1na1,2 y + na2,2
∣∣∣∣L−mx L−ny (xm−1yn−1).
In these computations, the monomial xm (respectively, yn) must stay to the right of any operator
acting on xm (respectively, on yn).
Applying the shifts, and taking into account that E−m(a1,1,a2,1) = E(−ma1,1,−ma2,1) and E
−n
(a1,2,a2,2)
=
E(−na1,2,−na2,2), we obtain that sm,n(x, y) equals
∣
∣
∣
∣
x− na1,2 ma2,1
na1,2 y −ma2,1
∣
∣
∣
∣
L
−m
x L
−n
y ((x−ma1,1 − na1,2)
m−1(y −ma1,1 − na2,2)
n−1),
which simplifies to give
sm,n(x, y) =
∣∣∣∣ x− x0,n ym,0x0,n y − ym,0
∣∣∣∣L−mx L−ny ((x− xm,n)m−1(y − ym,n)n−1). (32)
Evaluating at (x, y) = (0, 0), we get sm,n(0, 0) = 0.
On the other hand, if one of m and n is zero, say m ≥ 1 and n = 0, then, starting from
Eq. (31), using (26) and (27) only on x, and recalling that (dy)
′
y = Ly +Dy(Ly)
′
y, we have
sm,0(x, y) = E
−m
(a1,1,a2,1)
∣
∣
∣
∣
xL−mx (x
m−1) + a1,1mL
−m
x (x
m−1) a2,1mL
−m
x (x
m−1)
0 1
∣
∣
∣
∣
= E−m(a1,1,a2,1)[x+ma1,1]L
−m
x (x
m−1)
= xL−mx ((x−ma1,1)
m−1).
(33)
Evaluating at (0, 0) yields sm,0(0, 0) = 0. Similarly for m = 0 and n ≥ 1. This confirms (b).
Step 3. We prove (i). We have from Eq. (27) that
L
−m
x (x
m−1) =
pm(x)
x
and L−ny (y
n−1) =
qn(y)
y
.
These, together with Eqs. (32) and (33), yields (i).
By way of example, we now consider some special cases of the general formulas implied by
Theorem 5.1.
Example 1. If A is the identity matrix, then the basic sequence of the pair (dx, dy) is {pm(x)qn(y)}(m,n)∈N2,
and the delta Gončarov polynomials are
tm,n((x, y);Z) =
xpm(x −m)
x−m
·
yqn(y − n)
y − n
.
Example 2. For the classical Abel polynomials, where dx = Dx and dy = Dy, we have pm(x) =
xm and qn(y) = y
n. Hence Theorem 5.1(i) provides the same formula (25) obtained in [15].
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Example 3. Forward differences are given by the delta operator d = E1 − I = DL, where
Lf(x) =
∫ x+1
x
f(t)dt is the Bernoulli operator. The n-th basic polynomial for this operator is the
lower factorial function
pn(x) = (x)(n) = x(x− 1) · · · (x− n+ 1).
So, if the delta operators dx and dy are forward difference operators relative to x and y respectively,
then the delta Abel polynomial tm,n((x, y);Z) is equal to
[(x− x0,n)(y − ym,0)− x0,nym,0] · (x − xm,n − 1)(m−1)(y − ym,n − 1)(n−1).
Similarly, backward differences are given by the delta operator d = I−E−1 = DL, with Lf(x) =∫ x
x−1
f(t)dt. The n-th basic polynomial associated to this operator is the upper factorial function
pn(x) = (x)
(n) = x(x+ 1) · · · (x+ n− 1).
So, if the delta operators dx and dy are, respectively, backward difference operators relative to x
and y, then the delta Abel polynomial tm,n((x, y);Z) equals
[(x− x0,n)(y − ym,0)− x0,nym,0] · (x − xm,n + 1)
(m−1)(y − ym,n + 1)
(n−1).
6. Closed formulas for multivariate delta Abel polynomials
In this section we give closed formulas for those multivariate delta Abel polynomials whose
system of delta operators (d1, d2, . . . , dd) is separable, which means that, for each i = 1, . . . , d,
di = Di
∞∑
j=0
a
(i)
j D
j
i = DiLi, (34)
for some real coefficients a
(i)
0 , a
(i)
1 , . . . with a
(i)
0 6= 0.
Let {p
(i)
n }n∈N be the basic sequence of di. Note that p
(i)
n is only a function of the variable xi
and that the delta operator di contains only partial derivatives with respect to xi. The grid Z is
a linear transformation of Nd by a certain d× d matrix A = (ai,j).
Theorem 6.1. Let the system of delta operators (d1, d2, . . . , dd), the matrix A, and the grid Z
be defined as above. Let B be the d× d diagonal matrix with
Bi,i = xi − zn,i (1 ≤ i ≤ d), (35)
and C the d× d matrix whose (i, j)-entry is given by
Ci,j = zniei,j, (36)
where, for a vector k ∈ Nd, zk,j is the j-th entry of the point zk. Moreover, let F be the d × d
diagonal matrix of operators with
Fi,i = (di)
′
xi
(1 ≤ i ≤ d), (37)
and G the d× d matrix of operators whose (i, j)-entry is Gi,j = ai,jdi.
Denote by (tn(x;Z))n∈Nd the sequence of delta Abel polynomials associated with (d1, d2, . . . , dd)
and the grid Z, and let n = (n1, n2, . . . , nd) ∈ N
d be fixed. The following statements hold:
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(i) We have
tn(x;Z) = det(B + C)
d∏
i=1
p
(i)
ni (xi − zn,i)
xi − zn,i
. (38)
(ii) Let si = diEti , where ti is the i-th column vector of the matrix A. Then
tn(x;Z) = J((s)
′
x)
(
d∏
i=1
L
−ni−1
i
)(
d∏
i=1
E−ni−1ti
)
xn, (39)
where J((s)′x) is the Jacobian matrix whose (i, j)-entry is (si)
′
xj
.
(iii) We have
tn(x;Z) = det(F +G)
(
d∏
i=1
L
−ni−1
i
)(
d∏
i=1
E−niti
)
xn. (40)
Proof. We only sketch the proof here since the computations are all similar to those in the
bivariate case.
Step 1. We prove that (39) and (40) are equivalent by calculating that
(si)
′
xj
=
{
(di)
′
xi
Eti + ai,idiEti if i = j
aj,idiEti if i 6= j
.
Substituting into (39) we obtain (40).
Step 2. We check that Eq. (40) yields the basic sequence of the system (s1, s2, . . . , sd), since
then this is also the desired delta Gončarov polynomials, by Proposition 4.3. For that, denote by
sn(x) the right-hand side of (40). By induction, it suffices to prove that:
(a) s0(x) = 1;
(b) sn(0, 0) = 0 if n 6= 0;
(c) si(sn) = nisn−ei for all i = 1, . . . , d.
Point (a) is immediate, when considering that di(1) = Di(1) = 0 and
(di)
′
xi
L
−1
i (1) = (Li +Di(Li)
′
xi
)L−1i (1) = 1.
As for (b), we use again Equations (26) and (27) to get (di)
′
xi
L
−ni−1
i x
ni
i = xiL
−ni
i x
ni−1. Hence
if ni ≥ 1 for all i, sn(x) can be expressed as
sn(x;Z) =
(
d∏
i=1
E−niti
)
det(K(x))
d∏
i=1
L
−ni
i (x
ni−1
i ),
where K(x) is the d× d matrix with entries
ki,j =
{
xi + niai,i if i = j
niaj,i if i 6= j
.
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Applying the shift operators first, we have
sn(x) = det(M(x))
d∏
i=1
(
L
−ni
i ((xi − zn,i)
ni−1)
)
, (41)
where M(x) is the d× d matrix with entries
mi,j =
{
xi + niai,i −
∑d
j=1 njai,j if i = j
niaj,i if i 6= j
.
When x = 0, det(M) = 0 since every column of M(0) has sum zero. Hence sn(0) = 0 whenever
n has no zero entry.
For the case that some ni = 0 but n 6= 0, the computation reduces to an equivalent one
at a lower dimension and with an index vector whose entries are all positive. Since the above
argument applies to all dimensions d ≥ 1, we conclude sn(0) = 0 for all n 6= 0.
As for (c), note that si = DiLiEti commutes with all operators in the definition of sn. Hence
we can compute si(sn) by applying s1 to x
n first, then applying the other operators in the formula
of sn. This yields exactly the formula of nisn−ei .
Step 3. We derive Eq. (38) from (40). Notice that in terms of n and the matrix A = (ai,j),
Eqs. (35) and (36) can be re-written as
Bi,i = xi −
d∑
j=1
njai,j , Ci,j = niaj,i.
Hence the matrixM in (41) is exactly B+C. Formula (38) is then obtained by using the equation
L
−ni
i ((x − zn,i)
ni−1) =
p
(i)
ni (xi − zn,i)
xi − zn,i
.
This completes our proof.
Remark 3. Given a grid Z ⊆ Rd and a vector v ∈ Rd, let Z + v = {zk + v : zk ∈ Z}. It
is easy to verify that the delta Gončarov polynomials are translation invariant, i.e., they satisfy
tn(x+ v;Z + v) = tn(x;Z).
As a consequence, if Z ′ is an affine transformation of Nd, i.e., Z ′ = {z′k = v+Ak : k ∈ N
d} for
some d×d matrix A, then Theorem 6.1 yields a closed formula for the delta Gončarov polynomials
associated with the grid Z ′ by the equation tn(x;Z
′) = tn(x−v;Z), where Z = {zk : k ∈ N
d, zk =
Ak}.
Remark 4. In [15, Theorem (4.3)] a formula was given for the classical trivariate Abel polyno-
mials. It was noted that the formula there was not valid for all linear matrices and suggested the
question of finding a closed general formula for the classical Abel polynomials in three variables.
Since in the classical case, the system of delta operators is separable, Eq. (38) gives a complete
answer for this question. In dimension 3 let the variables be x, y, z, then (38) specializes to
tm,n,p((x, y, z);Z) =
∣
∣
∣
∣
∣
∣
x− x0,n,p ym,0,0 zm,0,0
x0,n,0 y − ym,0,p z0,n,0
x0,0,p y0,0,p z − zm,n,0
∣
∣
∣
∣
∣
∣
·
·
pm(x− xm,n,p)
x− xm,n,p
·
qn(y − ym,n,p)
y − ym,n,p
·
rp(z − zm,n,p)
z − zm,n,p
,
(42)
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where {pm}, {qn} and {rp} are the basic sequences of the univariate operators dx, dy and dz
respectively. When (dx, dy, dz) = (Dx, Dy, Dz), using pm(x) = x
m, qn(y) = y
n and rp(z) = z
p,
we obtain from (42) a complete formula for the classical trivariate Abel polynomials.
Acknowledgments
We are grateful to an anonymous referee for reading the manuscript carefully and helping
us improve the presentation of the paper. This publication was made possible by NPRP grant
No. [5-101-1-025] from the Qatar National Research Fund (a member of Qatar Foundation). The
statements made herein are solely the responsibility of the authors.
References
[1] N.H. Abel, Sur les fonctions génératrices et leur déterminantes, in: B.M. Holmboe (Ed.),
Oeuvres complètes de N.H. Abel, mathématicien, avec des notes et développements, Tome
II, Chr. Grondähl, Christiania, 1839, pp. 77–88.
[2] A.M. Garsia, An Exposé of the Mullin-Rota Theory of Polynomials of Binomial Type, Linear
Multilinear Algebra 1 (1) (1973) 47–65.
[3] A.M. Garsia, S.A. Joni, Higher dimensional polynomials of binomial type and formal power
series inversion, Comm. Algebra 6 (12) (1978) 1187–1215.
[4] W. Gončarov, Recherches sur les dérivées successives des fonctions analytiques. Etude des
valeurs que les dérivées prennent dans une suite de domaines, Bull. Acad. Sci. URSS Sér.
VII (1) (1930) 73–104.
[5] V.L. Gončarov, Theory of interpolation and approximation of functions, Gosudarstv Izdat
Tehn-Teor Lit., Moscow, 1954.
[6] R.-Q. Jia, A. Sharma, Solvability of some multivariate interpolation problems, J. Reine
Angew. Math. 421 (1991) 73–81.
[7] S.A. Joni, Lagrange Inversion in Higher Dimensions and Umbral Operators, Linear Multi-
linear Algebra 6 (2) (1978) 111–121.
[8] N. Khare, R. Lorentz, C.H. Yan, Bivariate Gončarov polynomials and integer sequences, Sci.
China Math. 57 (8) (2014) 1561–1578.
[9] J.P.S. Kung, A Probabilistic Interpretation of the Gončarov and Related Polynomials, J.
Math. Anal. Appl. 79 (2) (1981) 349–351.
[10] J.P.S. Kung, X. Sun, C.H. Yan, Gončarov-Type Polynomials and Ap-
plications in Combinatorics, preprint, 2006. (Available at the url
http://www.math.tamu.edu/~cyan/Files/DGP.pdf.)
[11] J.P.S. Kung, C.H. Yan, Gončarov polynomials and parking functions, J. Combin. Theory
Ser. A 102 (1) (2003) 16–37.
19
[12] G. Lorentz, R. Lorentz, Multivariate Interpolation, in: P. Graves-Morris et al. (Eds.), Ratio-
nal Approximation and Interpolation, Lecture Notes in Math. 1105, Springer-Verlag, Berlin,
1984, pp. 136–144.
[13] R. Lorentz, S. Tringali, C.H. Yan, Generalized Gončarov polynomials, submitted, 2015.
(Available at the url http://arxiv.org/abs/1511.04039.)
[14] R.A. Lorentz, Multivariate Birkhoff interpolation, Lecture Notes in Math. 1516, Springer-
Verlag, Berlin, 1992.
[15] R.A. Lorentz, C.H. Yan, Bivariate Affine Gončarov polynomials, Discrete Math. 339 (2016)
2371–2383.
[16] R. Mullin, G.-C. Rota, On the Foundations of Combinatorial Theory. III. Theory of Binomial
Enumeration, in: B. Harris (Ed.), Graph Theory and Its Applications, Academic Press, New
York, 1970, pp. 167–213.
[17] H. Niederhausen, Finite Operator Calculus With Applica-
tions to Linear Recursions, 2010. (Available at the url
http://math.fau.edu/Niederhausen/HTML/Research/UmbralCalculus/bookS2010.pdf.)
[18] C. Parrish, Multivariate umbral calculus, Linear Multilinear Algebra 6 (2) (1978) 93–109.
[19] D.L. Reiner, Multivariate Sequences of Binomial Type, Studies Appl. Math. 57 (2) (1977),
119–133.
[20] S.M. Roman, The Algebra of Formal Series III: Several Variables, J. Approx. Theory 26 (4)
(1979) 340–381.
[21] G.-C. Rota, D. Kahaner, A. Odlyzko, On the Foundations of Combinatorial Theory. VIII.
Finite Operator Calculus, J. Math. Anal. Appl. 42 (3) (1973) 684–760.
[22] G.-C. Rota, D. Kahaner, A. Odlyzko, Finite Operator Calculus, Academic Press, New York,
1975.
[23] L. Verde-Star, Dual Operators and Lagrange Inversion in Several Variables, Adv. Math. 58
(1) (1985), 89–108.
[24] C.H. Yan, Parking Functions, in: M. Bóna (Ed.), Handbook of Enumerative Combinatorics,
Discrete Math. Appl., CRC Press, Boca Raton, FL, 2015, pp. 835–893.
20
