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Izvleček
Poskusi z elektronskim sipanjem tipa A(e⃗, e ′p⃗), ki vključujejo polarizacijske pros-
tostne stopnje, so bogat vir informacij o strukturi protona, bodisi ko je ta ujet v
jedro bodisi kadar je prost (A = 1H). Uporabnost metode je bila potrjena v
številnih predhodnih poskusih, kjer so kot tarčo uporabili jedra 1H, 2H, 4He,
12C in 16O. V teh delih so bili rezultati največkrat predstavljeni v odvisnosti
od kvadrata prenesene gibalne količine ali pa kot funkcija manjkajoče gibalne
količine. Nedavno se je začelo preučevati odvisnost polarizacijskih kompo-
nent in njihovih razmerjih tudi od virtualnost protona (ν). To je predvsem
posledica opažanj, da razmerje komponent prenosa polarizacije za posamezno
jedro, normalizirano z istim razmerjem za prost proton, (P′x/P′z)A/(P′x/P′z)1H, ki





M, za vezan proton, kaže univerzalno vedenje kot funkcije ν ne glede na
to, katero tarčno jedro uporabimo.
V tem delu predstavljamo prvo meritev komponent prenesene polarizacije
pri protonih podobnih virtualnosti, ki so bili izbiti iz s1/2 in p3/2 stanj v 12C
v procesu 12C(e⃗, e ′p⃗) v kvazielastični kinematiki. Z eksperimentom smo želeli
izkoristiti napovedano razliko med lokalnima jedrskima gostotama, ki ju obču-
tijo protoni vezani v stanju s1/2 in p3/2, da bi lahko raziskali možne gostotno
odvisne modifikacije razmerja elektromagnetnih oblikovnih faktorjev v jedru
ujetega protona. V okviru negotovosti naših meritev nismo opazili signifikantne
spremembe pri razmerju polarizacijskih komponent za protone iz različnih stanj,
ko smo jih primerjali pri podobni virtualnosti. Poleg tega smo opazili tudi do-
bro ujemanje med eksperimentalnimi rezultati in napovedmi za polarizacijske
komponente, izračunanimi v relativističnem impulznem približku distorziranih
valov (RDWIA).
Ključne besede: polariziran elektronski žarek, sipanje elektrona na protonu, z
leptoni povzročene reakcije, lupinski model jedra, polarimetrija, magnetni spek-
trometri za nabite delce




Electron scattering experiments of the A(e⃗, e ′p⃗) type involving degrees of free-
dom related to the polarization of the particles are a rich source of information
about the proton structure, both when embedded inside nucleus or when it is
free (A = 1H). This was established by numerous experiments which were con-
ducted on 1H, 2H, 4He, 12C, and 16O targets. These measurements presented the
results, typically, as a function of momentum transfer squared or missing mo-
mentum. Only recently a new variable, called virtuality (ν), has become a more
popular choice. This is mainly due to the fact that the polarization transfer com-
ponent ratio normalized with the same ratio for hydrogen, (P′x/P′z)A/(P′x/P′z)1H,
which can be related to the change of electromagnetic form-factor ratio, GpE/G
p
M,
of the bound proton, exhibits universal behavior once it is considered as a func-
tion of ν, regardless of which target nucleus is used.
This work presents the first measurement of the polarization transfer compo-
nents in the 12C(e⃗, e ′p⃗) process in quasi-elastic kinematics for protons of similar
virtualities that were knocked out from the s1/2 and p3/2 shells in 12C. With
this experiment we wanted to exploit the predicted difference between the lo-
cal nuclear densities exhibited by protons when bound in s1/2 and p3/2 shells
to study possible density-dependent in-medium modifications of proton’s elec-
tromagnetic form factors. Within the uncertainties of our measurements we
observed no such modification and found a relatively good agreement between
experimental results and the predicted polarization components calculated in
relativistic distorted-wave impulse approximation (RDWIA).
Keywords: polarized electron beam, electron-proton scattering, lepton-induced
reactions, nuclear shell model, polarimetry, magnetic charged-particle spectrom-
eters
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6.3 Čerenkov detector . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
6.4 Horizontal Drift Chambers . . . . . . . . . . . . . . . . . . . . . . . 105
6.5 Event Selection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
6.6 Beam Polarization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
7 Results 117
7.1 Individual Polarization Components . . . . . . . . . . . . . . . . . . 118
7.2 Ratio of Polarization Components . . . . . . . . . . . . . . . . . . . 121
7.3 Double-Ratio of Polarization Components . . . . . . . . . . . . . . 122
7.4 Comparison with Previous Experiments . . . . . . . . . . . . . . . . 124
7.5 Experimental Uncertainties . . . . . . . . . . . . . . . . . . . . . . . 125
8 Conclusion 129
Bibliography 133
Appendix A Breit Frame 141
A.1 Spinor Products . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 142
Appendix B Transformation between the LNS and xyz Coordinate Sys-
tems 145
Razširjeni povzetek v slovenskem jeziku 147
8.1 Uvod . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 147
8.2 Fizikalne osnove . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 148
8.3 Motivacija . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 158
8.4 Eksperiment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 160
8.5 Kalibracija detektorjev . . . . . . . . . . . . . . . . . . . . . . . . . . 161
8.6 Analiza podatkov . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 163
8.7 Rezultati . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 164
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detector . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
13
4.15 A principle of focal plane polarimetry . . . . . . . . . . . . . . . . 81
4.16 Comparison of a HDC to a VDC . . . . . . . . . . . . . . . . . . . . 82
4.17 HDC cell field strength and electron drift velocity . . . . . . . . . . 83
4.18 HDC left-right determination . . . . . . . . . . . . . . . . . . . . . . 83
4.19 Conversion of the drift time to the drift distance of secondary
electrons in the HDC cell . . . . . . . . . . . . . . . . . . . . . . . . 85
5.1 Coordinate systems of Spectrometer A . . . . . . . . . . . . . . . . . 88
5.2 Proton spin precession through the perfect dipole . . . . . . . . . . 89
5.3 Proton spin precession through the Spectrometer A . . . . . . . . . 92
5.4 Helicity sum and difference of the FPP azimuthal angular distri-
butions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
6.1 Calibration of the time coincidence peak . . . . . . . . . . . . . . . 100
6.2 Time walk effect . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
6.3 Calibration of the time walk effect . . . . . . . . . . . . . . . . . . . 101
6.4 VDC counts by wire . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
6.5 VDC drift time spectrum . . . . . . . . . . . . . . . . . . . . . . . . . 104
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Investigation of proton’s and neutron’s electromagnetic (EM) structure plays a
crucial role not only as a part of the understanding of their fundamental proper-
ties but also in our efforts to learn about properties of nuclei and their behavior
as nuclear matter.
First indications of the proton being an extended object were provided in 1933
by Otto Stern’s measurements of proton’s magnetic moment [1, 2], the results of
which deviated from the predicted values for a point-like spin-12 particle that can
be calculated using the Dirac’s equation. In the subsequent years all efforts to
gain any geometrical information about nucleons were very indirect and model
dependent, as was, for example, the determination of their size from observed
binding energies and the use of Weizsäcker semi-empirical formula.
During the Second World War rapid development of RADAR systems, which
depend on similar technology as is used in particle accelerators, paved the way
for multi-megawatt klystrons which were necessary for the production of ac-
celerators with sufficient electron energy to observe phenomena at a nucleonic
scale. Completion of the Stanford Mark III linear accelerator in the early 1950s
provided Robert Hofstadter and his group with the ability to perform several ex-
periments to extract proton electromagnetic form factors. These measurements
confirmed the extended charge distribution of the proton and gave a better es-
timate of its charge radius. This work established electron scattering as an im-
portant technique for the examination of electromagnetic properties of nuclear
matter and led to the development of various methods for obtaining information
on electromagnetic nuclear form factors.
With further advancement of the nuclear theory and wider effort of its unifi-
cation on different size scales, various considerations suggested that a nucleon,
while captured in the nuclear medium, could have its basic properties as, for
example, magnetic moment [3], changed compared to when it is free. Similar
predictions were later made for nuclear electromagnetic form factors [4], but it
was only after the discovery of the EMC effect [5] in 1983, which showed that nu-
clear medium affects the momentum distribution of the quarks inside individual
nucleons and could be effectively changing their confinement space [6–8], that
the idea of in-medium modifications of the nuclear electromagnetic form factors
gained wider and still ongoing attention [9–13] .
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Chapter 1. Introduction
First information from electron scattering experiments on possible in-medium
modification of nucleon form factors (FFs) came from inclusive (e, e
′
) data, but
the analysis was strongly model-dependent and could not approach low trans-
fer momenta because of strong sensitivity to final state interactions (FSI) [14–
16]. In 1990s further developments of polarized electron sources enabled fa-
cilities to provide, for the first time, continuous and highly polarized electron
beams, which facilitated coincidence experiments relying on the polarization
transfer method [17–28]. This technique, together with the Rosenbluth separa-
tion method, provides currently the best information on free nucleon FFs as well
as their behavior once embedded inside the nucleus. We can also use it to study
various nuclear effects, such as the final-state interactions, to better understand
the relationship between the individual nucleon and the nucleus.
In this work, we will present an exclusive electron scattering experiment in
which we will measure the polarization transfer between the polarized beam and
the proton ejected from two different shells (s and p) inside carbon through the
12C(e⃗, e ′p⃗) reaction. We chose this target nucleus because it has been estimated
that the protons knocked out from the two nuclear shells of 12C experience local
nuclear densities different by a factor of two [29]. This may lead to the observable
differences in measured polarization observables.
The thesis starts with the presentation of the general theoretical framework
used for the description of the (e⃗, e ′p⃗) processes. This is followed by a short
overview of the previously conducted experimental work that motivated our ex-
periment. We continue with a description of the experimental setup we utilized,
how we calibrated it and chose the relevant events, and the methods we used for
the extraction of polarization components from the data. Finally, we present re-
sults we obtained for contributions from the two shells and compare them with
the theory [30] to explore possible density-dependent in-medium modifications




2.1 Formalism of Elastic eN Scattering
The diagram shown in fig 2.1 represents the first order term (one photon ex-
change, i.e. the Born approximation) of electron-nucleon scattering. Consid-
ering incoming and outgoing particles as plane-waves we get the plane-wave
Born approximation, PWBA, where the initial and final four-momenta of elec-
tron, k and k ′, and proton, p and p ′, determine the square of the transferred
four-momentum, q2 = (k− k ′)2 = (p− p ′)2.
Figure 2.1: Feynman diagram for elastic electron-nucleon scattering in the
one photon exchange approximation.
Using Feynman rules, the invariant amplitude for elastic eN scattering with
momentum transfer q = (ω,q) by the virtual photon is











where u and ū are free-particle Dirac spinors and adjoint spinors, e is the ele-
mentary electric charge, gµν is the Minkowski metric tensor, and Γν is the nu-
cleon vertex factor. On the right side of eq. (2.1) invariant amplitude was already
factorized as a product of the leptonic current four-vector
ℓµ = ū(k
′)γµu(k) (2.2)
and the hadronic current four-vectors
Jµ = ū(p ′)Γµu(p) . (2.3)
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Chapter 2. Theoretical Background
This enables us to separate the treatment of the problems arising from the use
of the electron as a probe from those problems that relate to nuclear structure.
2.2 Unpolarized Cross-section for Elastic eN Scatter-
ing
The general unpolarized elastic cross section for eN scattering in terms of its
invariant amplitude is obtained by Fermi’s Golden rule,
dσ =
(2π)4|M|2
4k · p δ



















where dΩ is the infinitesimal element of the electron solid angle, Ee is the energy
of the incoming electron or beam, and Ee ′ is the energy of the electron after
the scattering. In the above equation the line over the square of the amplitude
denotes the summation over the spins of the final particles and the averaging












Lµν Wµν , (2.6)
where Lµν is the leptonic and Wµν the hadronic tensor. The product of the
leptonic and hadronic tensors, unlike the differential cross section, is a relativistic
invariant and can be calculated in any reference frame.
First, let us evaluate the leptonic tensor:







ū(k ′, s ′)γµu(k, s)
[









where we have used the completeness relation for unpolarized Dirac spinors,∑
s
u(k, s)ū(k, s) = /k+m . (2.8)
When dealing with unpolarized electrons the leptonic tensor is symmetric, and





µ − 2gµνk · k
′
. (2.9)
Due to the required relativistic invariance and current conservation in the
case of one photon exchange unpolarized electron scattering off a spin-12 proton
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2.2. Unpolarized Cross-section for Elastic eN Scattering
with internal structure and mass M, the hadronic current four-vector from eq.
(2.3) has the following form [33]:










It is a function of only two scalar functions, F1 and F2, that contain information
about the proton EM structure and are, because of historical reasons, usually
referred to as Dirac (F1) and Pauli (F2) form factors. In general both form factors
should be functions of all three available independent Lorentz scalars q2, p2, p ′2,
but because we have a free proton that is on-shell in the initial as well as in the
final state (p2 = p ′2 = M2), both functions depend only on the q2.
A similar derivation as in (2.7) can be carried out for hadronic tensor






































































































































where θe is the electron scattering angle in the lab frame.
Now we have the square of the scattering amplitude which can be used to-
gether with eq. (2.5) to evaluate the unpolarized eN scattering cross-section in
the lab frame. If we write it in terms of the Mott cross-section and form factors
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describes elastic electron scattering off a point-like and zero-spin particle that is
heavy and has unitary charge.
2.3 Rosenbluth Separation Method
Instead of F1 and F2 often another set of form factors is used, which are usually
referred to as Sachs electric and magnetic form factors and are a linear combina-









The Sachs FFs have the advantage of more intuitive physical interpretation since
for q2 = 0, the Sachs electric, GE, and magnetic, GM, form factors have a value of
the particle’s total charge and total magnetic moment, respectively. Furthermore,
the rms radii of the nucleon charge and magnetic moment spatial distributions
are defined in the q2 → 0 limit as (6|dGE/dq2|)1/2/eT and (6|dGM/dq2|)1/2/µT .
Another advantage of the Sachs FFs, often utilized by experimental nuclear
physicists, is that the scattering cross section from eq. (2.17) can be written




















where ε = [1+ 2(1+ τ) tan2(θe2 )] represents the virtual photon polarization. Hav-
ing the cross section written as a sum of two terms with only GE or GM gives us
a convenient way for their extraction in an experiment where we measure cross
sections at different angles while keeping q2 fixed. This technique effectively
varies ε while keeping τ fixed and therefore we are, by using linear regression,
able to separate the contributions from GE and GM, hence the name Rosenbluth
separation method.
2.4 Polarization Observables in Elastic eN Scattering
Introducing additional polarization degrees of freedom into the measurements
provide us with the ability to study nucleons in more detail. From these kind
of measurements we can extract a larger number of observables since, according
to which set of polarizations we consider, we do not perform all of the sums
and/or averages over different spin states. The additional observables are often
sensitive to those components of transition amplitude that cannot be determined
without ambiguity through unpolarized experiments.
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2.4.1 Lepton Tensor in Measurements with Polarized Beam
Since it is easier to prepare a polarized electron beam than it is to measure the
polarization of the scattered electron, we can start with an evaluation of the
electron tensor when only spin S of the initial electron is known. For this case,
in comparison with eq. (2.7), no average over initial spin is to be performed,
but the sum over final spin states, S ′, remains. We introduce the spin projection














































The first term is helicity independent and is already familiar from eq. (2.7).
Assuming URL and the neglecting electron mass, we can copy the expression





µ − 2gµνk · k
′
. (2.23)
Before we proceed to the evaluation of the second term, we need to remember
that in the URL the electron spin is aligned with its momentum, giving rise to
the relation S = hk/me, where h = ±1 is the incoming electron’s helicity. The
evaluation of the second spin-dependent term then yields [34]
Lhµν = 2ihεµναβk
αk′β , (2.24)
where εµναβ is the totally anti-symmetric Levi-Civitá tensor. Consequently the
entire spin-dependent tensor is antisymmetric. Together the anti-symmetric
spin-dependent Lhµν and the symmetric spin-independent L0µν determine the to-









It is often useful to evaluate the lepton tensor in terms of the virtual photon
polarization. Because a virtual photon can have both transverse and longitudinal
polarization, we introduce unit four-vectors εµλ with λ = 0 ,±1 corresponding to
the longitudinal and the two transverse polarization components, respectively.





















and have the following properties:
qµε
µ
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Using εµλ as a basis vectors, we can now rewrite eq. (2.25) as
Lλλ ′ = L
0











µελ ′ − 2gµνk · k
′







Taking into account the reflection symmetry and the fact that the lepton tensor
is hermitian, Lλλ ′ = L∗λ ′λ it follows [35] that
L0−λ−λ ′ = (−1)
λ−λ ′L0∗λλ ′ , L
h
−λ−λ ′ = (−1)
1+λ−λ ′Lh∗λλ ′ , (2.30)
from which we obtain the general structure of the tensor:
L000 , L
h





























−11 = 0 .
(2.31)
After we factor out a common factor β = 2EeEe ′ cos2
θe
2 as
L0,hλλ ′ = 2βl
0,h
λλ ′ , (2.32)



















































Alternatively, we can evaluate the lepton tensor in the proton’s Breit frame
defined in appendix A using eqs. (A.8) and (A.9) and get the following result:
L0µν =
⎡⎢⎢⎢⎢⎢⎢⎢⎣
Q2 cot2 θB2 −Q
2 cot2 θB2 csc
θB
2 0 0
−Q2 cot2 θB2 csc
θB
2 Q
2 cot2 θB2 0 0
0 0 Q2 0








0 0 cot2 θB2 0
0 0 csc θB2 0
− cot2 θB2 csc
θB
2 0 0
0 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎦
. (2.35)
2.4.2 Hadron Tensor in the Breit Frame
Because we want to consider the polarization of the outgoing nucleon, the ex-
pression equivalent to (2.11) would include a sum over outgoing spin states.
To retrieve the summation and get an expression with a trace, we would have
to use the spin projection operator and the calculation would become rather
lengthy. Instead we evaluate the hadron tensor in the Breit frame (see appendix
A) where it has a particularly simple form. The hadron tensor is still the product
of hadronic current four-vectors
Wµν = JµJν∗ . (2.36)
We replace F1, F2 in the nucleon vertex factor Γµ from eq. (2.10) with Sachs form








while the general expression for the nucleon current four-vector still holds:




























In appendix A.1 we evaluate the products ū(p ′)γµu(p) and ū(p ′)u(p) to be
ū(p ′)γ0u(p) = 2Mχ′†χ , (2.41)
ū(p ′)γmu(p) = 2iχ′†(p× σ)χ for m ̸= 0 , (2.42)
ū(p ′)u(p) = 2Epχ′†χ . (2.43)
Using these results and the the fact that in the Breit frame (p+p ′)µ = 2M
√
1+ τgµ0
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while the spatial part of the vector current is
J = 2iGMχ
′†(p× σ)χ . (2.45)
Since in the Breit frame the incident proton momentum parallel to momentum













Before we form the hadron tensor we need to remember that we can re-
place the product χχ† with a factor 12 because of the completeness relation∑
α
χ(α)χ†(α) = 1 and averaging over initial spin states. After these considera-























which we can split into the symmetrical part
WS =
⎛⎜⎜⎜⎜⎜⎜⎜⎝







0 0 0 0
⎞⎟⎟⎟⎟⎟⎟⎟⎠
(2.48)



















2.5 Polarization Transfer Measurements
In 1968 Akhiezer and Rekhalo proposed [36], as an alternative to the Rosenbluth
technique, measurements utilizing polarized electron beam on either a polar-
ized or an unpolarized target. In the former case we measure the asymmetry
28
2.5. Polarization Transfer Measurements
in the number of detected electrons coming from the e⃗+ N⃗ → e+N reaction
while changing the helicity of the incoming electron beam. The latter case with
unpolarized target, e⃗+N → e+ N⃗, involves a measurement of the polarization
transferred to the outgoing protons.
2.5.1 Contraction of Lepton and Nucleon Tensors in the Breit
Frame
When using longitudinally polarized electrons with helicity h = ±1 the prod-
uct of leptonic (Leµν = ℓµℓ∗ν) and hadronic (W
µν
N = J
µJν∗) tensors includes both
polarization-independent and polarization-dependent terms. Since a product of
a symmetric and anti-symmetric tensors is zero, we can split the contraction of









The first term is already familiar from the unpolarized case, although there is
a factor 2 difference, because there is no summation over final spin states. Its








































Since the χ′†σyχ is missing from the result of the antisymmetric terms contrac-
tion, there will be no net polarization in the direction normal to the scattering




























= 0 . (2.55)
2.5.2 Return to the Laboratory Frame
Before we proceed with the calculation of the polarization components we trans-
form quantities from sec. 2.5.1 back to the laboratory frame using relations from
























































Because we have elastic scattering off a free proton where momentum transfer
q and outgoing proton momentum p ′ are parallel and pointing in the z direc-
tion, the z term represents the contribution from the longitudinal polarization in
the direction of the proton momentum. The x term arises due to the transverse
polarization which is perpendicular to the proton’s motion but parallel to the






term means that there is no net
polarization normal to the scattering plane. From the ratios of the polarized and








































Py = 0 , (2.62)
which can be measured in the experiment. Since Pz and Px are proportional to















This way we can access the information about the ratio of form factors for a given
q2 with a single measurement which, compared to the Rosenbluth separation
method, substantially reduces the systematic error mostly emerging from angle
and beam energy uncertainties.
2.6 Kinematics of Quasi-Elastic A(⃗e, e ′p⃗)B Reaction
Choosing the right kinematic setup for electron scattering experiment is very
important. Since we wish to study individual proton properties when bound
inside the nucleus through the 12C(e⃗, e ′p⃗) reaction, it is convenient to fine-tune
the kinematic variables so that we are in the region of the quasi-elastic peak in
electron-nucleus cross section from Fig. 2.2. This occurs when the transferred
30
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energy is roughly equal to the energy transferred in elastic electron-nucleon
scattering which is ω = −q2/(2mp). In this kinematic region the incoming
electron interacts essentially with a single nucleon which is then ejected, while























Figure 2.2: Schematic representation of different kinematic regions of
electron-nucleus and electron-proton cross section as a function of trans-
ferred energy ω [37].
If we stick the to plane wave Born approximation, we get the following en-
ergy balance for the A(e, e ′p) reaction shown in Fig. 2.3:
EA +ω = EA−1 + Ep ′ , (2.64)
where EA and EA−1 are the total energies of the initial and the residual nucleus,
respectively, ω is the energy transfer, and Ep ′ is the energy of the ejected proton.
It is often assumed that the initial nucleus is at rest in the lab frame before the








and does not necessarily equal the energy transfer. Part of ω is consumed for
proton separation energy Es = MA−1 +mp −MA, recoil of the residual nucleus
TA−1, and, possibly, its excitation E∗A−1. In the case of our experiment we wish to
distinguish between the protons coming from the s and p shell that have differ-
ent binding and, therefore, separation energy. We cannot measure the separation
energy alone (or directly), but luckily the difference in binding energy for s and
p shell in 12C is larger than the excitation energy of the first few excited states
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of 11B. This means that we can separate the two contributions on the basis of
calculated missing energy, which is





















Figure 2.3: Kinematics of the A(e⃗, e ′p⃗) reaction. In this reaction there are
two important planes—the scattering plane which is determined by the
incoming and outgoing-electron momentum, k and k′, respectively, and
the reaction plane, spanned by the transferred momentum, q, and the out-
going proton’s momentum, p ′. In this work we choose to represent the
polarization components in the scattering plane by using a right-handed
coordinate-system with its axes being: ẑ parallel to the momentum trans-
fer q, ŷ along the vector product of the incoming and outgoing-electron
momentum, k× k′, and x̂ = ŷ× ẑ. Another often-used reference frame
is L̂N̂Ŝ where L̂ points along the outgoing proton’s momentum, p ′, N̂ is
along the vector product p ′×q, and Ŝ = N̂× L̂. There are three important
angles that help characterize the reaction above: the electron scattering an-
gle, θe, together with the energy of an incoming electron, k0, determines
the momentum transfer; the azimuthal angle between q and p ′, ϕpq, rep-
resents the angle between the scattering and reaction plane, whereas θpq
is the corresponding polar angle.
Analogously to eq. (2.66) we can write down the momentum balance
pA +q = pA−1 +pp ′ , (2.67)
where again we usually consider the target nucleus to be at rest in the LAB
frame, i.e. |pA| = 0. We do not measure the recoil nucleus momentum and,
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hence, declare it as “missing” momentum,
pmiss = pA−1 = q−pp ′ . (2.68)
Notice that these equations dictate that the initial proton had to have the oppo-
site momentum to whatever the calculated missing or recoil momentum is.
The scattering and reaction plane from Fig. 2.3 do not necessarily align. The
former is determined by the electron momenta, whereas the momentum transfer
and outgoing proton momentum determine the latter. The relative position of
the two planes is described with azimuth angle ϕpq between q and p ′. When
ϕpq = 0
◦ or 180◦ we say that the kinematics of the process is coplanar. Another
important angle that characterizes the (e, e ′p) reaction is the polar angle θpq.
Here we have again special case when θpq = 0◦ (θpq = 180◦) and the kinematics
is called to be parallel (anti-parallel).
In quest to explore possible effects due to the bound nucleon being off its
mass shell during the interaction with a virtual photon, we try to quantify this
off-shellness by the proton’s virtuality. It is defined as the mass difference be-

















where we have introduced the total energy and momentum of the embedded
proton, (Ep)emb and (pp)emb, respectively. If it is assumed that the target nucleus
A is at rest and as a bound system is composed of a proton and the residual
nucleus A− 1, then the energy of embedded proton becomes






(Ep)emb = MA −
√
(MA −mp + Es + E
∗
A−1)
2 +p2A−1 , (2.71)
where we could replace the sum of proton separation energy and residual nu-
cleus excitation energy by the measured missing energy from eq. (2.66). Adding
PWBA, where pA−1 = pmiss, to the previous assumptions we get the following
embedded proton momentum relation:
(pp)emb = −pA−1 = −pmiss . (2.72)
Because we cannot directly measure the embedded proton momentum or energy,
it is useful to use eqs. (2.69), (2.70), and (2.72) to express the virtuality with












In all the equations above we intentionally used MA−1 to denote mass of the
residual system instead of M11B, which might suggest that the nucleus was left




(ω− Ep′ +MA)2 −p
2
miss , (2.74)
where Ep′ is the total energy of the outgoing proton.
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2.7 Spin Observables in the A(⃗e, e ′p⃗)B Reaction
In our experiment, we wish to investigate medium effects on protons in carbon
through the observation of the transferred polarization in the 12C(e⃗, e ′p⃗) reac-
tion. Although for the quasi-elastic process, we expect the polarization compo-
nents to have a nucleon form factor dependence similar to the one in equations
(2.60), we must account for the differences in the processes’ kinematics and nu-
clear effects such as the final state interactions (FSI). It is therefore necessary to
consider the quasi-elastic semi-inclusive scattering in more detail.
We can start with the general cross section for a proton knock out of an un-
polarized target with a longitudinally polarized electron, which has helicity h
and incident momentum k. After the reaction, we capture an electron at an
angle θe with momentum k ′ and a polarized proton with spin s ′ and momen-
tum p ′. Since we are dealing with 12C(e⃗, e ′p⃗), we have a six-fold semi-inclusive
differential cross section
d6σ



























Figure 2.4: Lowest order Feynman diagram for the semi-exclusive electro-
magnetic A(e, e ′p)B scattering process (left) and relevant kinematic vec-
tors presented in the chosen reference frame (right).
2.7.1 Nucleon Tensor
This time we will take a different approach for the construction of the nuclear
tensor. We will construct it in a general framework from the available indepen-
dent variables that describe (e⃗, e ′p⃗). Additional help can be found in the fact
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that besides being Hermitian and second rank Lorentz tensor, the nuclear cur-
rent must be gauge invariant, symmetric under parity transformation, and, due
to the proton’s spin-12 nature, at most linear in s
′ [38].
There are four independent four-vectors q, p ′, PA, and s ′ and using the an-
tisymmetric Levi-Civitá tensor ϵµνρσ we can construct other four-vectors with




With these vectors we can obtain several independent Lorentz scalars. Because
of the required parity symmetry we further separate the full list between scalars
and pseudo-scalars. The scalars are q2, q ·p ′, q ·PA, p ′ ·PA, ξ · s ′ (while p′2 = m2p,
s′2 = −1, P2A = M
2
A) and the pseudo-scalars are q · s ′ and PA · s ′ (while p ′ · s ′ = 0).
With the list of independent variables in hand, we can now proceed to find-
ing a suitable set of four-vectors which will span the relevant four-dimensional
space. We get a hint that it would be beneficial to use q as one of the basis
four-vectors from gauge invariance that requires that the nuclear tensor lies in
the subspace orthogonal to q. We start the search of the remaining three basis
vectors with a replacement of p ′ and PA with




p̃ ′ = p ′ −




which are orthogonal to q and, therefore, satisfy current conservation qµWµν =
Wµνqν = 0. We can evaluate the structure of Wµν in the lab reference frame
without loss of generality since we can always later perform a boost to another
frame if needed. From fig. 2.3 we can see that in the lab frame pA and p ′ are
PA =
(





Ep ′ , |p ′| sin θpqcosϕpq, |p ′| sin θpq sinϕpq, |p ′| cos θpq
)
, (2.79)










p̃ ′ = |p ′| sin θpq
(
0, cosϕpq, sinϕpq, 0
)
. (2.81)
Since we are using vectors as a basis for expansion we can leave out the extrane-










0, cosϕpq, sinϕpq, 0
)
, (2.83)
which are non-vanishing in the limit θpq → 0. For the fourth vector we could
chose s ′ but to avoid problems that might occur when the ejectile spin and all
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three momentum vector are coplanar, we chose the independent variable ξ from
eq. (2.76) instead. This time we write it as
ξµ = ϵµνρσqν(V1)ρ(V2)σ (2.84)
and it is orthogonal to the other three (q · ξ = V1 · ξ = V2 · ξ = 0). To simplify the
algebra in the following section, we again omit the common kinematic factors
from ξ and get
A =
(
0, − sinϕpq, cosϕpq, 0
)
. (2.85)
With the above set of basis vectors and independent scalars in hand, we can









Above Zi, i = 1, . . . , 4 are A, V1, V2, and q, respectively, while Fi,j are Lorentz
scalar functions of the independent scalars listed above. Here we must once
again remember that gauge invariance requires Wµν to lie in the subspace or-










Using the notation (AµBν)S,A ≡ AµBν ±AνBµ we decompose the nuclear tensor















































































where we renamed the coefficient functions of the available independent scalars
to Fi, i = 1, . . . , 9. Additionally, the properties of the Levi-Cevitá tensor allowed
the replacement of AµAν with the virtual photon projection operator




It is already orthogonal to q and its relation to the virtual photon polarization







Given the set of vectors used in eq. (2.87) only Fi contain information about
the spin s ′ of the outgoing proton. Since their dependence on s ′ is at most
linear, we can separate, for each Fi, three spin-dependent contributions from
scalars q · s ′, PA · s ′, and ξ · s ′ and spin-independent part which is a function of
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scalars q2, q ·p ′, q ·PA, and p ′ ·PA. In general this would lead to 36 independent
contributions, four for each of the nine tensors. But before we proceed we must
consider the parity nature of each term. Out of the four basis vectors that we
have chosen, q, Vi, and Vf are vectors and ξ is a pseudovector. This means
that the terms in equations (2.88) and (2.89) linear in ξ must be paired with
pseudoscalar coefficient functions, while any other term requires matching with
a scalar coefficient function. We already know from the earlier discussion that
spin-independent scalars and ξ · s ′ are scalars, meanwhile q · s ′ and PA · s ′ are
pseudoscalars. Thus, each coefficient functions can only have contributions from
one of the two groups of scalars, which halves the number of the independent
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where F ′i and F̃
′
i are now functions of only spin-independent scalars q
2, q · p ′,
q · PA, and p ′ · PA, which in the lab frame evaluate to ω2 − |q|2, ωEp ′ − q · p ′,
MAω, and MAEp ′ . Since the general form for the ejected proton spin four-vector
in terms of the lab frame spin s ′R is
s ′ =
[
s ′R ·p ′
mp
, s ′R +
(











· s ′R , (2.95)




p ′ · s ′R , (2.96)








p ′ · s ′R −q · s ′R . (2.97)
If we take N̂ and L̂ to be unit vectors in the direction q× p ′ and p ′, respec-
tively, and absorb other factors from eqs. (2.95) and (2.96) into relevant response
functions, we can replace two of the four-vector spin-related scalar products by
ξ · s ′ → N̂ · s ′R (2.98)
and
PA · s ′ → L̂ · s ′R . (2.99)
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Because PA · s ′, q · s ′ always occur in pair, we can redefine the associated response
functions again and choose the third replacement to be
q · s ′ → Ŝ · s ′R , (2.100)
where Ŝ = N̂× L̂. So instead of using response functions from eqs. (2.92) and





iξ · s ′ (i = 1, 2, 3, 4, 7) ,
Fi = F
′














R · L̂+WSi s ′R · Ŝ (i = 5, 6, 8, 9) .
(2.102)
2.7.2 Response Functions
Now that we have developed the general form of the nucleon tensor and already
have a polarized lepton tensor from 2.4.1, we can consider the contraction of the
two. As we already did in the case of polarized elastic scattering, we combine















































where we have introduced kinematic factors VK with subscript K involving labels
L and T that refer to the longitudinal and transverse components of the virtual
photon polarization. These kinematic factors are easily related to the l0,hλλ ′ from
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RuL no yes yes
RNL no yes no
RuT no yes yes
RNT no yes no
RuTT no yes no
RNTT no yes no
RLTT no no no
RSTT no no no
RuLT no yes no




RLLT no no no
RSLT no no yes
R′uLT yes no no




R′LLT yes yes no
R′SLT yes yes yes
R′LTT yes yes yes
R′STT yes yes no
Similarly we can define the response functions RK. Because we are dealing
with a spin-12 proton, the hadronic tensor cannot have higher than linear depen-
dence on the direction of the outgoing proton’s spin. Therefore each response
function can be separated into two parts,
RK = R
u
K +σ · RK , (2.107)
resulting in one spin-independent and three spin-dependent components. There-
fore, without any further constraints, we get 36 newly formed structure func-
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tions in total, but as we already discussed in 2.7.1 we must separate scalar and
pseudo-scalar contributions. This means that only 18 of them survive—12 are
spin-independent and 6 are spin-dependent. After we consider the ϕpq depen-
dencies of their contributions, we get




R · N̂ ,































































R · L̂+ R′STTs ′R · Ŝ .
(2.108)



































































m = L , S
)
.
In general all 18 response functions contribute to the semi-inclusive differen-
tial cross section when both incoming electron’s and outgoin proton’s polariza-
tions are measured. But there are two special kinematic cases that we need to
consider since they help to separate the contributions and simplify the examina-
tion of the nuclear response. In the first case the scattering and reaction planes
are parallel and ϕpq = 0 ,π. In such coplanar kinematics functions from (2.108)
that are multiplied by sin(ϕpq) or sin(2ϕpq) do not contribute. The second one
is the so-called (anti)parallel kinematics and occurs when momenta of the vir-
tual photon and of the outgoing nucleon are parallel (θpq = 0) or antiparallel
(θpq = π). While seven response functions are non-vanishing in this kinematics,
only five are independent because
RNLT = ±RSLT ,
R′NLT = ∓R′SLT ,
(2.110)
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where the upper sign applies in parallel and the lower in antiparallel kinematics.
A more detailed overview of exactly which response functions survive which
kinematics is given in table 2.1.
2.7.3 Cross Section
Having obtained the nuclear response functions RmK and kinematic factors VK, we
now proceed to the evaluation of the differential cross section from eq. (2.75).
Because of eq. (2.103) we are able to separate helicity independent and helicity
dependent contributions to the cross section as
d6σ
dEe ′dΩedEp ′dΩp ′






















































































2.7.4 Recoil Polarization Observables
When dealing with the knockout reaction of the type A(e⃗, e ′p⃗)B we can write
the differential cross section from (2.111) in a different form:
d6σ










where σ0 is the unpolarized cross-section, A is the beam analyzing power, P is
the induced polarization of the recoil proton, and P ′ the polarization transfer.
Together P and P ′ define the net polarization of the outgoing proton
Π = P+ hP ′ , (2.116)
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Before we proceed, let us recall that N̂ and L̂ point in the direction of q×p ′ and
p ′, respectively, whereas Ŝ = N̂× L̂.
Comparison of the two forms of the differential cross section from eqs. (2.111)
and (2.115) yields the following expressions for the six polarization components,
unpolarized cross section, and beam analyzing power in terms of kinematic fac-


































































where we have used
σ̃ = K̃σMott . (2.119)
Consulting table 2.1 we see that the case of parallel kinematics (θpq = 0) is
particularly interesting since a considerable simplification of above the relations
























2.8 Plane Wave Impulse Approximation
In section 2.7 we outlined the general framework for the calculation of polar-
ization in the A(e⃗, e ′p⃗)B reaction, but we need a way to determine the nuclear
response functions. The plane wave impulse approximation (PWIA) is the sim-
plest non-trivial framework for such calculations. Its assumptions are [39]:
• A single virtual photon with momentum four-vector (ω,q) is absorbed by
a single nucleon.
• The struck nucleon leaves the nucleus without any further interaction with
the remainder of the nucleus i.e. no final state interactions (FSI) occur. The
outgoing nucleon can be described by a plane wave.
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Figure 2.5: Scattering diagram of the A(e⃗, e ′p⃗) reaction under PWIA on
the left and DWIA on the right.
When the above statements hold true and we are treating the problem nonrel-
ativistically, the unpolarized cross section can be separated into two parts; the
first part contains information related to the eN scattering whereas the second
part contains the information about the nuclear structure. We get
d6σ






where K is the kinematic factor from eq. (2.114) and σeN is the (half off-shell)
electron-nucleon cross section. The spectral function S(Emiss,pmiss) can be inter-
preted as the probability of finding a proton with the momentum pmiss and the
binding energy Emiss inside the target nucleus.
To get the response functions under the PWIA, we start with the non-relativistic
Schrödinger picture. The nuclear response tensor (when we measure the outgo-








1+σ · s ′R
)
Jν(p ′,q)Ψnljm(p ′ −q)
×Ψ†nljm(p ′ −q)Jµ†(p ′,q)χ(α ′) ,
(2.122)
where we are summing over the final spin states α ′ and we used spin projection
operator for spin four-vector s ′ from eq. (2.94). We included the contribution
from m particles which can be found in the nlj subshell of the target nucleus
through the Fourier transforms, Ψnlj(p), of their bound state wave functions















where nnlj(|p|) is the proton momentum density distribution and Rnlj(|p|) is the
radial part of the single-particle wave function Ψnljm(p). This way the nuclear
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response tensor factorizes as










′ −q|) , (2.124)
where the nonrelativistic current operators are
J0(p ′,q) = F1(q2) ,









Using trace theorems, we can compare the obtained nuclear tensor to the re-













































LT = 0 ,











































2.9. (Semi)-Relativistic Plane Wave Impulse Approximation
2.9 (Semi)-Relativistic Plane Wave Impulse Approxi-
mation
Here we will introduce relativistic dynamics into the PWIA. We again start with










× Ψ̄nljm(p ′ −q)Γ̄µ(q)u(p ′,α ′) .
(2.127)



























are vector and scalar parts of the momentum density distribution for a proton
in a given subshell, respectively.
It is known that only free solutions of the Dirac equation can be expanded in
terms of free positive-energy Dirac spinors u alone. For an interacting (bound)
relativistic wave function there is always a coupling to the free negative-energy
Dirac spinors v. Therefore, we would get additional terms in eq. (2.121) pro-
portional (linearly and quadratically) to the negative energy projection. We can
choose to sacrifice the negative energy terms and retrieve the factorization by



















2 and the following normalization of relativistic and non-
relativistic bound state wave functions∫
d3pΨ̄nljm(p)γ0Ψnljm(p) = 1 ,∫
d3pΦ†nljm(p)Φnljm(p) = 1 .
(2.132)
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This way we get














where nnlj(|p|) is the non-relativistic density and Rnlj(|p|) is the radial part of
Φnljm(p). Now the nuclear response tensor factorizes as




























Ep ′ − Emiss,q
)
(2.135)
in order to have the four-vector p ′ − q on its mass-shell. The value of ω is
the energy nucleon would have had if it were on-shell in the initial state. We,
however, did not introduce q into the nucleon vertex factor Γ , for which we can
use different current-conserving prescriptions. The two most common choices



























For free nucleons the above two prescriptions yield the same results, whereas
when we have an initially bound nucleon, they do not.
Although calculations of fully relativistic plane wave impulse approxima-
tion (RPWIA) exist, this semi-relativistic half-off-shell procedure (SRPWIA) has
































































LT = 0 ,




































2) cos(ϕpq) + F22(q
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where τ = −q2/(4mp)2.
(R)PWIA often provides a reasonable, or at least schematic, explanation of
the experimental data. Due to its relative simplicity and factorization of different
contributions, it often serves as a baseline or benchmark for additional features
of more sophisticated theoretical calculations. Additionally, PWIA shows that
we might be able to disentangle nuclear effects from the kinematic factors and
learn more about the proton properties inside the nucleus.
2.10 Relativistic Distorted Wave Impulse Approxima-
tion
Although PWIA provides us with a basic understanding of the quasi-elastic re-
action, it is an oversimplification of the actual reaction dynamics. Under PWIA
we treated the reaction as if there were no interactions between the ejected nu-
cleon and the residual nucleus. Distorted-wave impulse approximation (DWIA)
includes this final state interaction (FSI) under the assumption that the distort-
ing potential does not affect the outgoing proton momentum too much. Thus,
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in some cases, we can keep the factorized form of the cross section as in (2.121):
d6σ







A diagram of reaction under DWIA is on the right side of Fig. 2.5. We can see
that, in contrast to PWIA, the simple relation pA−1 = −p = pmiss (see eq. (2.68))
does not hold anymore. Therefore, we replaced the spectral function from eq.
(2.121) with a distorted spectral function SD.
Factorization from eq. (2.139) is extremely useful for comparison of theoret-
ical calculations with an experiment. However, once a more general treatment
of distortion, other nuclear effects, or relativistic treatment are added into the
model, the factorization is sometimes hard to restore. Since a detailed descrip-
tion of general RDWIA calculations is beyond the scope of this work, we will
present here only the essential ideas. For anyone seeking additional information
we suggest Refs. [39, 42, 43].
The calculation of the nuclear response under RDWIA is somewhat similar
to the one described in the 2.9 under RPWIA. To be able to evaluate the matrix
element of the nuclear current operator,
Jµ(p) = ⟨Ψf(p)|Γν|Ψnjlm(p)⟩ , (2.140)
we first calculate the bound state wavefunction in the relativistic mean-field ap-
proximation (RMFA). In RMFA nucleons are treated as point like Dirac particles
whose interaction is mediated by various mesons, described by a Lagrangian
containing the σ, ω and ρ mesons and the photon field. The contribution of
these meson fields can be captured in the scalar and vector potentials in the







Ψnjlm(r) = εnjlmΨnjlm(r) . (2.141)
The mesons fields can be obtained by solving the above Dirac equation with
initial guess of SB and VB followed by calculation of nucleon densities that are
the source of the meson fields. These densities are then used in Klein-Gordon
equations for the set of included mesons to get a new set of potential terms
affecting the bound nucleons. This procedure is repeated until convergence is
reached.
As the bound wavefunction, the distorted scattering wavefunction Ψf for the
outgoing proton of mass mp, momentum p, and energy Ep =
√
p2 +m2 is ob-
tained by solving the Dirac equation as well. It includes an interaction given by
local potentials S(r) ≡ S and V(r) ≡ V that are caused by the scalar and vector







Ψ(r) = EpΨ(r) , (2.142)
Replacing the four-component spinor Ψ(r) with two two-component spinors in
(2.142) gives us a system of two equations. We solve it by first obtaining a
relation between the upper and lower two-component spinors similar to (2.130),
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Ep +mp + S− V
uupper . (2.143)









Ep +mp + S− V
Ep +mp
(2.145)
is the Darwin factor. Two spinors Φ are calculated by a Schrödinger equation
that is derived from (2.142):[
−∇2 + 2mp
(
Ucent +Usoσ · L
)]
Ψ(r) = EpΨ(r) . (2.146)
Ucent and Uso are the central and spin-orbit potentials, respectively, and are
functions of Dirac potentials as well as proton’s energy and mass.
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The main motivation for any experiment based on the A(e⃗, e ′p⃗) reaction is that
an explicit measurement of the polarization provides an opportunity to better
understand the nuclear response described in section 2.4. Additional spin de-
grees of freedom introduce new components to the nuclear tensor and allow
us to better distinguish between different ingredients of various theoretical ap-
proaches. For example, to study the influence of FSI on the scattering reaction,
we can aim for certain kinematic settings where our measurement becomes sen-
sitive to response functions, which vanish under PWIA but not so under DWIA.
Many polarization transfer experiments described later in this chapter were
planned with an aim of investigating possible influences of nuclear medium
on the embedded nucleons and their form factors, and the same applies to this
work.
The main purpose of our experiment was to test theoretical prediction that
a significant difference in the nuclear density between nuclear shells in 12C can
result in medium modification of proton’s form factors [29]. If a such modifi-
cation really exists, it should result in a measurable difference in polarization
observables for protons removed from the s and p shell of the 12C nucleus.
3.1 Overview of Previous Polarization Transfer Mea-
surements
Due to the strong sensitivity to nucleon electromagnetic form factors and modest
systematical uncertainties, electron scattering measurements involving polariza-
tion became an important part of the wider investigation of the bound nucleon
structure and related nuclear effects. A major breakthrough in the field occurred
when polarized electron beams became available. At the beginning, asymmetry
measurements for inclusive scattering off a polarized target through the A⃗(e⃗, e ′)
reaction were performed at MIT-Bates [44, 45] and soon exclusive reactions fol-
lowed. In Mainz the neutron electric form factor was measured through the
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asymmetry in 3
−→
He(e⃗, e ′) reaction [46] while an experiment at CEBAF utilized a
neutron polarimeter to measure the same form factor through the polarization
transfer in 2H(e⃗, e ′n⃗) reaction [47].
The first polarization transfer to a free proton and the one bound inside
deuterium was done in hall A3 at Mainz [17], but the main purpose of this ex-
periment was to help reduce model dependent systematic error in estimation of
the neutron electric form factor when scattering electron off an effective neutron
target such as 2H or 3He. The dedicated attempt to study the proton form factors
through polarization measurement was done with the focal plane polarimeter at





1H and 2H targets
are shown in Fig. 3.1 and agree with then available Rosenbluth separation data
for free proton. These experiments established the polarization transfer method
as a valid source of information about the structure of the nucleon, regardless
of whether it is bound or free. Since then this method was used to study the
effects of the nuclear medium on a proton in heavier nuclei as well. Following is
the summary of the latest quasi-elastic polarization transfer experiments on 2H,
4He, 12C, and 16O target nuclei, which were carried out predominantly at Mainz
and Jefferson lab.
Figure 3.1: First measurement of proton form factor ratio through the po-
larization transfer in 1H(e⃗, e ′p⃗) and 2H(e⃗, e ′p⃗)n reactions [18]. Extracted
values agree for free and bound proton as well as with Rosenbluth sep-
aration data available at the time. Note that the errorbars represent the
statistical and systematical uncertainty added in quadrature.
3.1.1 Deuterium
As already mentioned, the polarization transfer measurement on deuterium was
performed at MIT-Bates in 1995 [18]. They assumed PWIA and used equation
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Figure 3.2: This plot shows two components of polarization transfer, P′x
and P′z, to the protons bound in deuteron. It also shows their ratio and one
induced polarization component, Py. These measurements were obtained
at three different Q2 in hall A1 at MAMI [27].
similar to (2.63) for the extraction of form factor ratio from the observed polar-
ization. To give better support to PWIA they imposed a cut on missing momenta
(|pmiss| < 60MeV/c). The results are shown in Fig. 3.1 along with their measure-
ment of polarization transfer to free proton (hydrogen target). They found a
good agreement between hydrogen and deuterium data.
In 2006 results from an experiment at JLab using the deuterium target were
reported [22]. This measurement had reduced the uncertainty compared to [18]
and extended the Q2 range up to 1.6GeV2/c2 while including higher missing
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momenta of up to 170MeV/c as well. For low missing momenta the experiment
found an acceptable agreement with the theoretical predictions from Arenhövel
[48], but at higher pmiss discrepancies were found between data and theory. The
authors suggested further experimental investigation since good understanding
of polarization transfer to a proton bound in deuterium is a stepping stone to
the understanding of effects in heavier nuclei.
In Mainz two 2H(e⃗, e ′p⃗) experiments were conducted in 2013 and 2016. Com-
bined results as a function of pmiss are shown in Fig. 3.2 [27]. In the paper re-
porting the results of the first set of measurements [24], it was found that when
results are plotted as a function of the bound-proton’s virtuality all polarization
transfer results, regardless of the target nucleus, fall on the same curve. This
phenomenon, called universality, was later further studied by the second set of
measurements on deuterium target as well as with first 12C data. Both experi-
ments agreed well with the previos observations (see Fig. 3.5).
3.1.2 Helium
The first measurements of 4He(e⃗, e ′p⃗) at Mainz [20] were performed with Q2 =
0.4GeV2/c2 and were followed by two sets of measurements at JLab [21, 23]
which covered Q2 up to 2.6GeV2/c2. The results of these experiments are shown
as a function of Q2 in Fig. 3.4 and as a function of pmiss in Fig. 3.3, and in both
cases, they are best described by a fully relativistic distorted wave calculation
with included quark-meson-coupling (QMC) treatment for internal structure of
the nucleon (modified form factors). A more detailed description of the different
theoretical models shown in these figure can be found in [21, 23]. Following
indications that medium modifications might depend on how much off the mass
shell the nucleon is [31], the first ever plot of polarization transfer ratio versus
proton’s virtuality was presented in [23] (see right side of Fig. 3.4).
3.1.3 Carbon
The first experiment using 12C target was undertaken in 2015 at Mainz [26]. Be-
sides measuring the polarization observables for proton knocked-out of carbon
for the first time, authors wanted to check if results for carbon are similar to
those of deuterium and helium when compared as a function of virtuality. Us-
ing the obtained data it was established that the results for polarization transfer
ratio normalized to the free proton ratio fall on the same curve once plotted
versus virtuality, regardless of whether the target nucleus is 2H, 4He, or 12C (see
Fig. 3.5). This suggested that rather than local nuclear density, it is virtuality
that has the strongest influence on the ratio, and might be the more appropriate
parameter to use when examining possible medium modifications of the nuclear
form factors.
54
3.1. Overview of Previous Polarization Transfer Measurements
Figure 3.3: Missing momentum dependence of JLab 4He(e⃗, e ′p⃗) measure-
ments. The polarization ratio was normalized with the same ratio for
free protons. The figure on the left shows the results from [21], while the
right side figures show the measurements at two additional Q2 with better
statistics from [23].
Figure 3.4: Normalized polarization transfer ratio for protons extracted
from 4He as a function of Q2 (on the left) and as function of proton vir-
tuality (on the right) [23]. The results best match the relativistic distorted
wave calculation with a modification of proton form factors.
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Figure 3.5: Normalized polarization transfer ratio for protons extracted
from 2H, 4He, or 12C target. Notice that the ratios have a very similar
virtuality dependence [26]. Events were also separated based on the sig-
niture of the missing momentum (the left side includes only events with
the negative pmiss, whereas the right side includes only those with the
positive pmiss.
3.1.4 Oxygen
Oxygen was the first nucleus heavier than deuterium that was used in a polar-
ization transfer experiment of the type A(e⃗, e ′p⃗). The experiment was performed
at JLab as part of commissioning of Hall A [19]. It was also the first experiment
to use a polarized beam at JLab. The authors compared the polarization compo-
nents and their ratios for protons coming from different shells of 16O nucleus.
All their results agreed well with the distorted wave impulse approximation
predictions but could not distinguish between different methods of calculating
relativistic effects.
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Figure 3.6: Ratio of transverse and longitudinal components of polariza-
tion transfer for the 16O(e⃗, e ′p⃗) reaction at Q2 = 0.8 (GeV/c)2 [19]. The
results are separated according to the shell from which the initial proton
was extracted. The curves show theoretical predictions: PWIA (dotted),
DWIA without spinor distortions (dashed) and with spinor distortions
(dot-dashed), and DWIA with spinor distortion and modified nucleon
form factors (solid).
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3.2 Medium Modification of Proton Form Factors
The idea of nucleons changing in medium was sparked by several experimental
results. The EMC collaboration observed that quark momentum distributions
obtained in lepton deep-inelastic scattering off the bound nucleons not only de-
pend on the nuclear size and scale with the local density, but also differ with
respect to those for free nucleons [5, 49]. This became known as the EMC ef-
fect and there are many different theoretical models trying to explain it, but
the two most prominent ones, mean-field modification and short-range correla-
tions, both include some kind of nucleon modification [50]. Other examples sup-
porting nucleon modification exist, such as the swollen nucleon proposition to
account for the lack of strength in the longitudinal response function when sep-
arating longitudinal and transverse contributions to the cross section of A(e, e ′)
inclusive quasielastic scattering [51]. However, there are also experimental cases
and theoretical interpretations which do not support nucleon modification, for
example, the analysis of y-scaling from [52] limits the form factor modification
to less than 3%.
There are indications [53] that nucleon’s internal structure might be sensitive
to the local baryon density, especially when both the density and the temperature
are really high (e.g. neutron stars). Although the densities in nuclei are not as
high as in such environments, in nuclei the inter-nucleon distance is not much
larger than the sum of two nucleon radii and there are suggestions for possible
form factor modification even at these modest densities [29, 32, 54, 55].
3.3 Proton Medium Modification and 12C(e⃗, e ′p⃗) Re-
action
In section 3.1 we learned that one way to present the polarization transfer ob-








where the transverse to longitudinal polarization ratio of a nucleon bound in
nucleus A is compared to the one for a free nucleon. This way we at least partly
account for the difference in kinematics between different measurements. Unfor-
tunately, this ratio remains sensitive to nuclear effects such as meson-exchange
currents (MEC), isobar currents (IC), and final-state interactions (FSI) and distin-
guishing between these and proton medium modification is difficult. Previous
experiments confirmed that with increasing missing momenta RARH deviates from
unity, but to understand this effect and determine whether the source is indeed
an in-medium modification of proton or this is due to other nuclear effects, we
need a comparison with theoretical predictions.
One of the main motivations for experiments on nuclei heavier than 2H was
that theoretical models predicted the medium modification of the nucleon to be
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Figure 3.7: Effective density for protons extracted from s1/2 and p3/2 shells
of 12C as a function of missing momentum. Predictions are shown for
Q2 = 0.4 (GeV/c)2 [29].
density dependent [32, 54, 56]. First measurements offering insight were done
on 16O, but were inconclusive due to relatively poor statistics [19]. Later mea-
surements on 4He were performed that deviated from DWIA, but the authors
found that once modified proton form factors are used the agreement between
data and calculation can be found [20, 21, 23].
The possibility that the virtuality of the proton would be a viable kinematic
variable to examine in-medium proton form factors was for the first time ex-
plored in [23] examining polarization transfer when 4He target is used. The
authors found a good agreement between theoretical predictions and results to
be consistent to the one when Q2 was used (see Fig 3.4). But, surprisingly, later
experiments from Mainz, using 2H as a target, found that their results show
similar virtuality dependence despite significant differences in the nuclear den-
sities between the two nuclei. To test and further investigate the above results, a
polarization transfer measurement on 12C was proposed.
The benefit of using the carbon target is that experimental uncertainty asso-
ciated with it is much smaller compared to the gas-chamber or waterfall target.
When using the former, we need to handle backgorund coming from the scat-
tering off a wall of the chamber, whereas, when using waterfall target as an
effective oxygen target we need to substract background coming from scattering
off a hydrogen nuclei. Another advantage of 12C target is coming from the fact
that protons in the carbon nucleus occupy two different nuclear shells–two pro-
tons are in the s1/2 shell and the remaining four are in the p3/2 shell. According
to the calculation done in [29] the local nuclear densities for protons differs by
a approximately factor of two from one shell to another. These predictions for
actual densities probed at Q2 = 0.4 (GeV/c)2 were calculated in the framework
of relativistic multiple-scattering Glauber approximation (RMSGA) [57] and are
shown in Fig. 3.7 as a function pmiss. In the same work it was also predicted
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Figure 3.8: The predicted influence of the local nuclear density on the
proton’s form factors calculated through QMC and CQS models at Q2 =
0.4 (GeV/c)2 [29]. The brown and the blue band show the predictions for
the effective nuclear densities for protons from p3/2 and s1/2 shells of 12C
, respectively.
what the influence of the density difference between two shells could be on the
form factor modification according to quark meson coupling (QMC) [32, 54] and
chiral quark soliton (CQS) [58, 59] models. Their prediction is presented in Fig.
3.8 and amounts to about a 5% effect when considering the form factor ratio
GE/GM.
Because the initial experiment involving the 12C target from 2015 confirmed a
universal behavior of the results as a function of virtuality, as can be seen on Fig.
3.5, we decided that it would be interesting to further investigate the relationship
between the polarization observables, the bound nucleon momentum and/or
virtuality, and the local nuclear density. Such information could prove useful
in our quest to explore the possibility of medium modification of proton form
factors. For this purpose we designed an experiment, where contributions from
the s1/2 and p3/2 shells overlap in both pmiss and ν, and intended to investigate
their differences. Since we are simultaneously probing two different densities
through the measurement of the transferred polarization to protons emerging
from the same target, we can further suppress false asymmetries with use of the
double ratio (P ′x/P ′z)p/(P ′x/P ′z)s. Another benefit of using 12C is the availability
of theoretical predictions that were calculated with a program based on [30, 60]
and other works of the Pavia group. These calculations will be presented along




The 21-day experiment was performed in the beginning of the 2017 in the A1
experimental hall at the Mainz Microtron (MAMI) facility located on the campus
of the Johannes Gutenburg University in Mainz, Germany. In this chapter we
will present the electron accelerator and other experimental equipment that were
used during our experiment.
4.1 Mainz Microtron (MAMI)
In the 1970s several research groups at Mainz University expressed the need for
the apparatus, which could provide continuous high intensity beam of electrons
with the energy of 600 MeV or more. One of the first proposals relied on the
idea of only recycling the existing 300 MeV Electron Linac of Mainz University
(MUELL) with addition of an electron beam pulse stretcher ring [61] in order
to achieve 100% duty cycle. But it was soon realized that both, the lower costs
and the better beam quality would be achieved with replacement of the exist-
ing LINAC with the new generation recirculating accelerator. Thereupon the
detailed design study of the machine, which would be composed of the van de
Graff injector and three race-track microtrons, or RTMs, followed [62]. In race-
track microtron the cost and space efficiency are achieved with the use of two
180◦ bending magnets, which, like the single magnet in the original microtron,
recirculate the electrons through the set of radio frequency (RF) cavities and
consequently increase their effective length.
Already in the spring of 1979 the 2.1 MeV injector together with the first
RTM section were ready to serve the purpose of machine studies and a few
user experiments [63–65]. Later, in 1983, the second RTM was added resulting
in the finish of the construction of the first stage of MAMI accelerator, known
as MAMI-A [66]. At that time the machine was able to deliver the beam with
energy up to 187 MeV and a current of 65 µA and after four and half year of
commissioning operation the accelerator was moved to its current buildings and
the third RTM was added, together forming MAMI-B, which is still in use today
and can provide beam with energy from 180.02 MeV to 855.10 MeV in steps of
7.504 MeV (energy gain per turn in the third RTM) to any of the experimental
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Figure 4.1: Schematics of the current experimental facility at Institute for
Nuclear Physics in Mainz, Germany. In its core we find the MAMI elec-
tron accelerating section, which is composed of the linear injector accel-
erator (LINAC) that feeds electron in the first out of the three sequential
race-track microtrons (RTM), which are then followed by the fourth and fi-
nal harmonic double-sided microtron (HDSM). It can provide beam with
energy up to 1.5 GeV to the A1 experimental hall, equipped with three
large high resolution spectrometers, where our experiment took place.
halls. At the same time the previously used van de Graff injector was replaced
with a linac injector that was more reliable, provided better beam stability and
had the ability to utilize polarized electron sources [67]. After 16 years of fruitful
operation of MAMI-B, in 2006, the additional 1.5 GeV harmonic double-sided
microtron (HDSM) was constructed and successfully integrated with the pre-
existing microtrons in what is today known as MAMI-C. Current schematics of
the MAMI accelerator is shown in Fig. 4.1. Because the additional HDSM stage
can be bypassed, MAMI is now able to deliver continuous beam into following
three experimental halls with the energy from 180 MeV to 1.6 GeV:
A1 - Electron Scattering: The main experimental purpose of this hall is to in-
vestigate various properties of the nuclei and the hadrons by using various
electron scattering techniques. The operation of the A1 hall and its experi-
mental devices are described in more detail in the section 4.4.
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A2 - Real Photons: In A2 special tagging spectrometer is utilized to produce
and monitor real polarized photons produced via bremsstrahlung. These
photons are then interacting in the hermetic crystal calorimeter for the
purpose of the investigation of nucleon polarizabilities, meson-nucleon dy-
namics, η and η ′ decay modes and many other similar physics phenomena.
X1 - X-Ray Radiation: The interaction of electron beam with matter have the
potential of producing high brilliance x-rays. These sources can operate in
the soft and hard X-ray regime and are useful for various investigations in
different fields of physics, material sciences, and medicine.
4.2 Source of Polarized Electrons
In case of a beam from conventional thermionic electron source, the number of
electrons with up and down projections along any chosen axis are equal, which
means that the beam electron collectively carry no net angular momentum, and
we refer to such beam as unpolarized. On the other hand, if there would be a
net difference between the number of electrons with positive and negative spin
projections along some axis, the beam is said to be polarized along that axis and
its polarization P is determined as the ratio of their difference divided by their
sum.
In early 1970s it was clear to the physicists from the electron scattering com-
munity, that their research field would benefit greatly from development of the
polarized electron source, which could be used in the modern electron accel-
erators. The first such source was implemented at Stanford Linear Accelerator
Center (SLAC). It was an atomic-beam source, where polarized electrons were
produced through the photoionization of state-selected Li atoms with pulsed
UV light [68]. The unreliability of this source was its main drawback, since over
several year period at SLAC its operational efficiency was below 50%. Soon new
types of sources were developed and in the 1974 the suggestion of producing po-
larized electron beam with photoemission, using circularly polarized light, from
p-type GaAs semiconductor was presented [69, 70]. Following the successful im-
plementation first at NIST and later also at SLAC, where operational efficiency
of up to 75% was achieved, similar sources were developed at Mainz for MUELL
[71] and MAMI [72] facilities. Today the GaAsP is the standard cathode mate-
rial used in the MAMI source of polarized electrons, and the 50µA beam with
polarization around 80% can be obtained.
Maximal achievable current is determined by the strength of the light source
and the cathode’s quantum efficiency (QE). At first glance one could simply in-
crease the current of the incident light regardless of the QE to achieve higher
beam currents, but such method does not work, because of the increasing dam-
age to the cathode (which lower its QE) caused by ions produced in the sur-
rounding residual gas (despite the UHV in the low 10−11 mbar range). Therefore
it is necessary to increase the QE i.e., the number of electrons emitted per inci-
dent photon, which depends on the cathode material and its preparation.
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Figure 4.2: Energy band bending near the surface for n-doped (a) and
p-doped (b) GaAsP crystal. From above pictures it can be seen that the
energy difference between the conduction band and the outer vacuum
level (electron affinity) can be either increased with n-doping or decreased
with p-doping. Therefore p-type crystals should be used in our quest of
increasing the escape probability for the photoexcited electrons [73]
.
Normally, the energy level of the electrons excited to the conduction band of
GaAsP sits in order of few eV below the vacuum level. This energy difference
is sufficient to prevent electrons from escaping the material and thus lowering
its QE. But, if the activation submonolayer of cesium and oxygen or fluorine
is added to the surface of heavily p-doped GaAsP, it lowers the vacuum level
at the surface bellow the conduction band and therefore achieves a negative
electron affinity (NEA), which strongly increases the escape probability pesc (the
reason why we use p-doped GaAsP is showng in Fig. 4.2). In this field-assisted
photoemission regime the escape depth is not limited by the relatively short
mean free path of hot electrons, but by the diffusion length Le for photoelectrons
that thermalize to the conduction band energy minimum. The simple expression
for QE involving Le and the light absorption coefficient al, can be obtained from






While the light absorption coefficient is hard to modify, the further QE enhance-
ment, can be achieved through the up to six times electron diffusion length
enlargement if GaAsP crystal epitaxy is done carefully i.e., with fewer defects.
The second important property of the polarized beam source is the level of
provided beam polarization. Its upper limit is given by the theoretical polar-
ization Pth of photoexcited electrons, which was at 50% before the discovery
that a small energy difference, δP3/2 , can be introduced into the P3/2 valence
band substates if tensile straining is achieved in the growth direction of the crys-
tal. Therefore, if the energy of incident circularly polarized (σ±) photons is set
precisely between the band gap energy Eg and Eg + δP3/2 , only the transitions
between substates mj = ±32 of the p3/2 and mj = ±12 from the s1/2 are possible,
which then yields Pth = ∓1. But as electrons diffuse towards the surface, their
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Figure 4.3: The surface energy levels of vacuum along with the valance
and conduction band energy levels of GaAsP crystal are shown. Both
valence and conduction bands of p-doped GaAsP crystal are bent down
close to the surface, which enables acceleration of thermal electrons to-
wards the surface. But without the treatment of the surface (a) the surface
vacuum energy is too high to allow them to escape. Therefore the sur-
face is activated with a submonolayer of Cs-O, which lowers the vacuum
energy level so that the photoexcited electrons (step 1), that were thermal-
ized to the conduction band and accelerated towards the surface (step 2),
can escape the GaAsP crystal (step 3) [74].
polarization is partly lost by various phenomena, such as exchange interaction
with the holes [76], which can be described by the spin relaxation time, τs. An-
other important characteristic time is the minority carrier lifetime, τmcl, which
characterizes the time needed for recombination of photoexcited electron with
the hole in valance band, and is related to their diffusion length, Le, through the
diffusion constant, Ddiff, as Le =
√
Ddiffτmcl. This leads to the relation of the final






⩽ Pth , (4.2)
with τ̃s = τsτmcl/(τs + τmcl).
The optimization of the photocathode’s performance is a very delicate pro-
cess which includes balancing of the maximum polarization and the quantum
efficiency. From the above discussion and eq. (4.2), we can see that in order to
maximize the output polarization, a photocatode’s active layer should be very
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Figure 4.4: Here the energy bands of strained GaAsP layer near the center
of the Brillouin zone are shown on the left, while on the right the allowed
transitions between different mj substates are shown for two different in-
cident light circular polarizations (σ+ and σ−). The circled numbers rep-
resent relative transition intensities and if not for the energy level split
δP3/2 of the P3/2 valance band due to the straining of the GaAsP crystal,
the maximum achievable theoretical polarization would be Pth = ∓0.5.
But with the energy level split present, we are able to choose the ap-
propriate incident photon energy in such way that allows only transition
between the highest valance band energy level and the conducting band
level, which then yields ∓1 as the maximum theoretical polarization [75].
thin due to the negative effects arising from depolarization and possible strain
relaxation if thicker layer is used. This leads to required working layer thickness
smaller by an order of magnitude than the photoabsorption length, resulting
in the loss of most of the incident light intensity and therefore smaller QE. To
overcome this problem a superlattice photocathode is used [77].
At MAMI 100 keV photoemission source is used for production of the longi-
tudinally polarized electron beam. Photoexcitation in GaAs/GaAsP superlattice
is induced by circularly polarized laser light with a wavelength of λ = 780nm,
with achievable beam polarization P > 0.8. A 180 degree flip of polarization is
possible with change of direction of circularly polarized light. After the source,
before the beam enters into the first accelerating stage of the injector, the polar-
ization vector can be rotated with a Wien filter in order to achieve the desired
orientation in the hall where the experiment takes place.
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4.3 Determination of the Beam Polarization
To monitor the beam polarization during an experiment two types of beam po-
larization analyzers are available: a Mott analyzer, which is a part of the stan-
dard MAMI setup and is positioned immediately after injector linear accelerator
(ILAC) as shown on Fig. 4.5, and a Møller polarization analyzer which is lo-
cated at the entrance of A1 experimental hall. Since both methods are invasive
and it is, therefore, impossible to measure the electron polarization during the
data acquisition, we had to stop measurements periodically in order to check
the photocathode performance in terms of beam polarization.
4.3.1 Mott Analyzer
The Mott polarimeter utilizes elastic electron scattering in the Coulomb field of

















1+ S(E, θ,Z)P ·n
)
, (4.4)
the asymmetry arises if there is a nonzero beam polarization component normal
to the scattering plane1, Pn = P · n, and for given analyzing power, S, the size
of the asymmetry is determined by A = PnS. The analyzing power, called also
the Sherman function, describes the elastic scattering of an electron on a single
nucleus and is a function of scattering angle (θ), beam energy (E), and the total
charge of the target nucleus (Ze0).
In order to extract the polarization from our measurement of scattering on a






In Seff effects such as the change of electron direction and depolarization due
to multiple scattering have to be accounted for which makes it too complex to
be calculated analytically and is, therefore, determined either by experiment or
by using a simulation for modeling the passage of polarized electrons through
matter.
At MAMI the Mott polarimeter is located at the injector part of the accelerator
and can operate in the 1.0 to 3.5 MeV energy range. Since a typical experiment
at MAMI lasts several weeks, the polarimeter’s main purpose is to monitor and
control long-term drifts of beam polarization. It is, therefore, preferable if it
can operate under same beam conditions, meaning same beam current and spin
rotation angle, as are used in the given experiment.
1There are additional but, in our case, negligible parity violating effects.
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Figure 4.5: Schematic drawing showing constituents of beam source and
ILAC sections including Wien filter for spin rotation and Mott polarimeter
[78].
Figure 4.6: Schematic drawing of Mott polarimeter showing incoming
beam, target, and both upper and lower detection arm. Since plastic scin-
tillators and photomultipliers (PMTs) are used to detect the scattered elec-
trons, in addition to 10 cm thick lead shielding of the scintillators, dipole
magnets are used to protect the PMTs from a direct view of the target
and move them further away from the beam line in order to reduce back-
ground [78].
Coming from the source the electrons are longitudinally polarized with two
possible helicities depending on the laser light polarization used for photoexci-
tation. After production their polarization needs to be rotated by a Wien filter
for ϕWien = 90◦ since, at MAMI, the Mott asymmetry measurement is sensitive
only to the transverse component of electron polarization. If ϕWien is smaller
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cordingly enlarge its error. The transverse polarization sensitivity is determined
by the scattering plane orientation of the installed Mott polarimeter, where only
upward- or downward-scattered electrons are detected (see fig. 4.6). While two
detectors (1,2) are used it is better if we evaluate the desired asymmetry through









which protects us better against many sources of possible false asymmetries such
as detection efficiency, fluctuating beam currents for two spin orientations, and
any differences in detectors’ solid angle coverage.
4.3.2 Møller Analyser
Figure 4.7: Schematic top- and side-view of Møller polarimeter at MAMI
[79].
Since in our experiment we are interested in the longitudinal polarization
component, it makes more sense to rely on the beam polarization measurements
done with Møller polarimeter (fig. 4.7) which is located at the entrance of the
A1 hall after all of the MAMI accelerating stages and bending magnets. In con-
trast with the Mott polarimeter, Møller analyzer requires spin-polarized target
since it utilizes the spin dependent elastic electron-electron scattering (Møller
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In the above equation the ( dσdΩ)0 is the polarization-independent part and aij
are the corresponding analyzing powers depending on the kinematic factors
including Pib and P
j
t which are the i-th and j-th component of beam and target
polarization, respectively. Some of them are shown in fig. 4.8 where the choice
of center of mass coordinate system (CMS) with êz in the direction of incoming
electron momentum, êy being the normal of the scattering plane, and êx = êy ×
êz was made.
To reach the highest possible figure of merit, the target polarization was cho-
sen to be along the z-axis in the polarimeter design. Not only that with use of
a particular target polarization all the terms with j ̸= z from equation (4.7) do
not contribute to cross section, but also the additional term equals zero because
ayz = 0 due to parity conservation. Additionally, we can also neglect the term
involving axz since |axz| ≪ |azz| as it can be seen from fig. 4.8. Therefore we can



















where the only polarization-related dependence is on Pzb, P
z
t , and azz(θCMS). The
selection of azz(θCMS)-maximizing angle of θCMS = 90◦ can be done by focusing
the dipole spectrometer and the small angular acceptance detector. After sym-
metrical scattering the two electrons carry the same energy, therefore, for each
incident electron energy (within MAMI energy range) there exists a position on
the spectrometer focusing plane at which one can detect scattering electrons in
a coincidence. Because of the detector’s finate acceptance and a slight chance
of false coincidences, the best way to determine the actual analyzing power is
through the use of the simulation.
For the target in the Møller polarimeter pure iron foils are used. A high
external field of approximately 4T, provided by a superconducting magnet, en-
sures the saturation of the target magnetization which reduces the uncertainty
to under 1%.
This knowledge of analyzing power and target polarization, together with
measured asymmetry for the two helicites of polarized incident electrons, one of
which is parallel (↑↑) and another antiparallel (↑↓) relative to the target polariza-









The experiments in the A1 hall are usually done with beam currents of
1− 50µA. If such currents would be used for Møller polarimetery the energy
deposition in the target foil of the polarimeter, the rate loading of the detectors
and the general radiation background in the hall would all exceed sustainable or
allowed levels. But regardless of these limitations, we want to test the polariza-
tion abilities of the source for the beam currents used in experiments. Therefore,
a chopper-collimator is used before the beam enters the acceleration section in
order to achieve optimal beam current value, which is of the order of 100nA.
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Figure 4.8: Angular dependence of Møller asymmetry components. [79]
4.4 The Three-Spectrometer Setup
Our experiment was conducted in the A1 experimental hall, where three high-
resolution magnetic spectrometers, named A, B, and C, serve as main setup
for high precision measurements in the field of hadronic and nuclear physics.
Since the spectrometers are placed on hydraulic platforms, they can be rotated
around the target chamber from angles of 15◦ to 120◦ with precision of 0.005◦.
Spectrometers can be used individually or in coincidence regime in case that we
want to detect more than one particle from the reaction.
In addition to the main setup there are various other special purpose spec-
trometers and detectors present in the hall, which were built for a specific exper-
iment or a group of them–the most recent addition being the neutron detector.
For the purpose of our experiment only spectrometers A and C were utilized.
We will, therefore, try to lay out main properties of these two spectrometers’
magneto-optical systems and detector packages in the remainder of this chapter.
4.4.1 Magneto-Optical Design
After the reaction a charged particle that falls within the angular and momentum
acceptance of the chosen spectrometer has its trajectory bent and focused on the
focal plane by the various magnets used inside the spectrometer. Spectrometers
A and C use the same QSDD magnet configuration, which indicates use of fo-
cusing quadrupole (Q) and sextupole (S) at the entrance which are then followed
by two bending dipoles (D). The only difference is that the two spectrometers
and all their main components differ in size by a factor of 1114 . The QSDD config-
uration ensures good angular acceptance (28 msr) and resolution (⩽ 3 mrad). Its
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Figure 4.9: Schematic drawing of three high-resolution spectrometers, for
simplicity named A, B, and C, that can be rotated around the target cham-
ber. Together they form the main experimental setup of the A1 hall at
MAMI [80].
point-to-point operation in dispersive plane means independence of xfp position
on the focal plane from scattering angle on target θ0 which yields high momen-
tum resolution, whereas parallel-to-point operation in non-dispersive direction
uncouples yfp and y0 translates to good angular resolution. Spectrometer B,
on the other hand, utilizes a single clam-shell dipole where poles are tilted by
approximately 3.5◦ with regard to each other. This design produces an inho-
mogeneous field that sacrifices mainly angular acceptance for better position
resolution at the target. It operates in point-to-point regime for both planes,
which preserves both good angular and good momentum resolution. Out of the
three only spectrometer B can be tilted for reaching out of plane angles (up to
10◦) and, additionally, due to the absence of the two focusing magnets, it is very
useful when experiments demand smaller scattering angles.
4.4.2 Detector Package
After passing through the magnetic fields the particles enter the spectrometer’s
detector package which is located after the focal plane. The two main tasks of
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Figure 4.10: On the left the cross-sectional view of the spectrometer A’s
QSDD (quadrupole, sextupole, dipole, dipole) magnet configuration is
shown. Same configuration (scaled by a factor of 1114 ) can be founf in-
side spectrometer C, whereas only single “clam-shell” dipole is used for
particle focusing inside spectrometer B [81].
the detector package are: to identify the outgoing particle, and to measure the
position of its track at the focal plane with precision that enables the reconstruc-
tion of the particle momentum, reaction vertex, and emission angles. In order
to achieve this the main detector setup inside all three spectrometers consists of
four vertical drift chambers (VDCs) followed by two layers of scintillation coun-
ters and the Čerenkov radiation detector. The VDCs serve for reconstruction
of the particle trajectories and determination of their momenta. The Čerenkov
detector serves only for distinction of electrons from other particles and cosmic
radiation, meanwhile scintillators not only provide further ability to separate
different types of particles, but also serve as trigger detectors.
4.4.2.1 Vertical Drift Chambers
To satisfy the requirements of a large enough momentum acceptance while pre-
serving a momentum resolution of ⩽ 10−4, both the dispersion and focal plane
area need to be large. Vertical drift chambers (VDCs) were chosen as focal plane
track detectors because of their good position and angular resolution, ⩽ 100µm
and ⩽ 1mrad, respectively, as well as their ability to cover larger areas. VDCs
were first developed for the energy-loss magnetic spectrometer at the MIT-Bates
Laboratory [82]. Like the multi-wire proportional chambers, the drift cham-
bers detect electrons produced through the ionization of the gas by transversing
charged particle. Drift chambers improve track position accuracy compared to
multi-wire proportional chambers with the measurement of drift times for elec-
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Table 4.1: Main magneto-optical properties of three large spectrometers
(A, B, and C). For the purpose of our experiment spectrometers A (proton
arm) and C (electron arm) were used.
Spectrometer A B C
Configuration QSDD D QSDD
Maximum mag. field density (T) 1.51 1.50 1.40
Maximum momentum (MeV/c) 735 870 551
Reference momentum (MeV/c) 630 810 459
Central momentum (MeV/c) 660 810 490
Length of central trajectory (m) 10.75 12.03 8.53
Maximum target thickness (mm) 50 50 50
Momentum acceptance (%) 20 15 25
Angular acceptance:
- Dispersive (mrad) ±70 ±70 ±70
- Nondispersive (mrad) ±100 ±20 ±100
- Solid angle (msr) 28 5.6 28
Momentum resolution ⩽ 10−4 ⩽ 10−4 ⩽ 10−4
Angular resolution at target (mrad) ⩽ 3 ⩽ 3 ⩽ 3
Position resolution at target (mm) 3 - 5 ⩽ 1 3 - 5
trons drifting along the field lines towards the anode.
In case of the VDC, the preferable incident particle track has to pass by sev-
eral signal wires. This is why the spectrometer magnetic fields are designed so
that the focal planes, with which the first VDC is aligned, are tilted relative to
the reference trajectory by 45◦ in spectrometers A, C and by 47◦ in spectrometer
B. The signal wire spacing, s, and the gap between the wire and the HV planes,
L, define the cell geometry and, along with the particle’s incident angle θVDC,




· tan θVDC . (4.10)
As shown in Fig. 4.12a the VDCs have a high voltage (∼ 6.5 kV) applied be-
tween the outer cathodes and the central wire anodes. For each cell that incident
particle traverse we can measure the drift time ti of electrons produced in the
primary ionization of gas. From the measured times we can calculate the cor-
responding trajectory coordinates zi and, by fitting, determine the intersection
point of the trajectory with the wire plane, xVDC, as well as its incident angle,
θVDC.
To achieve the desired precision besides particle traversing several wire cells
also the intrinsic accuracy of individual cell, σc, should be small enough. Here
large L = 12mm compared with s = 5mm ensures homogeneous electric field
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Figure 4.11: Picture and schematic view of the standard detector package
inside the spectrometer A. It consists of three main elements: vertical drift
chambers (VDCs) that allow for trajectory and momentum reconstruction,
plastic scintillator detectors, and Čerenkov light detectors. The last two
form a particle identification part of the package. Similar systems can be
found inside the spectrometers B and C [80].
E in the major part of the chamber that together with the correct gas mixture
determines an almost constant electron drift velocity. On left side of Fig. 4.12b
we can see that thicker potential wires are placed in between signal wires and
are on 0V potential as well. These wires improve the homogeneity of the field,
reduce the number of read-out channels, and prevent cross talk, hence, ensuring
easier and better conversion of ti to zi. Meanwhile signal wires are intentionally
very thin (15µm) so that electrons see an increasingly large electric field when
approaching them (see fig. 4.12b right). Consequently, close to the signal wire
electrons gain enough energy between collisions to start secondary and tertiary
ionization processes, resulting in an avalanche which amplifies the signal and
improves individual wire efficiency. Noble gases are commonly used inside the
VDCs as they are favorable in the formation of an avalanche. The problem with
the noble gas arises when its ions reach the cathode and extract the electron
from it. There is an extra energy left over which can cause another electron to
be extracted from the cathode or the photon is emitted. Both of these processes
could lead to a delayed false avalanche and even send the chamber into a sort of
continuous discharge. But adding a gas with poly-atomic molecules with many
vibrational and rotational energy states to the mixture prevents these types of
events since it acts as a quencher. Additional poly-atomic gas also improves
stability of electron drift velocity in the low field regions of the cell. The VDCs
in the A1 spectrometers are filled with equal parts of argon and isobutane. Al-
though the chambers are flushed with gas, there is a 1.5% admixture of ethanol
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Figure 4.12: Top figure (a) shows a typical track of a charged particle,
which passes several wires and ionizes the gas inside the VDC. Because
of the high voltage applied between outer cathode strip and inner anode
wires, some of these newly freed electrons will drift towards the clos-
est signal wires where the time ti of their arrival will be detected. With
measurement of several times and known electron drift velocity the inter-
section point, xVDC, and the angle, θVDC, of particle trajectory with wire
plane can be determined. Bottom figures (b) show the field configuration
inside the chamber. The chosen combination of potential wires (P) and
chamber geometry provides an uniform field that ensures constant drift
velocity in the most of the active area. The field only strongly increases
when approaching thin signal wires (S), which helps forming electron
avalanches to enhance the signal [83].
to reduce the depositions on the wires.
A single VDC of above design can reconstruct the position, xVDC, and the
angle θVDC with precision of σxVDC ≈ 100µm and σθVDC ≈ 7.5mrad, respec-
tively. To successfully reconstruct the particle position on the target, knock-out
or scattering angle, and its momentum we need to measure four focal plane co-
ordinates, (xFP,yFP, θFP,ϕFP), which means that we need at least two VDC planes
with distinct wire orientations. Ideally the angle between wires, Γ , would be 90
degrees and the wire orientation such that (xVDC, θVDC) from first and second
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Figure 4.13: Shown on the left are relevant coordinates of intersection
points between four VDC planes (named X1, S1, X2, and S2) and particle
trajectory. With use of these four planes, we are able to reconstruct focal
plane coordinates, (xFP,yFP, θFP,ϕFP), with high precision. On the right is
the schematic drawing of these for planes as used in spectrometer A in
A1 hall. [84]
VDC would directly reflect (xFP, θFP) and (yFP,ϕFP). But because ϕFP is usually
relatively close to 0◦, the VDC would fail to reconstruct particle track since, on
average, less than three wires would produce a signal. The solution can either
be to rotate the orthogonal planes for 45◦ and get the same error enhancement
in both dispersive and non-dispersive direction [85], or instead to use a smaller
angle Γ and preserve the accuracy in dispersive direction while increasing σyFP
and σϕFP , as was done with Γ = 40
◦ at A1 in Mainz.
To improve angular resolution and to compensate better for the fact that the
second VDC plane cannot be placed into the focal plane2, a second pair of planes
is added at the distance d above the first two as shown in the fig. 4.13. This way
the four focal plane coordinates can be reconstructed as:




















(s2 − s1) + (x1 − x2) cos Γ
))
, (4.14)
2Here it should be noted that, in fact, because of the slight focal plane curvature, also coordi-
nates from the first plane (X1-VDC) need correction.
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with the following resolutions:
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A scintillator detector utilizes the fact that fluorescent light is produced when
ionizing particle traverses certain types of crystals or liquids. Initially it was used
for visual observation of the scintillation, but ever since Kallman and Broser [86]
reported successful observations by means of photomultiplier tube the combi-
nation of the two is an indispensable tool of experimental nuclear physics.
We can use scintillators both for timing information and for measurement of
energy deposited by the passing particle. Timing information about the passing
of incoming particle through the focal plane is needed not only for coincidence
experiments, but also as input for necessary external trigger for successful oper-
ation of the VDCs. With measurements of energy deposits in the scintillators we
can perform particle identification and further separation of signal from back-
ground (e.g. detector noise, radiation background, cosmic radiation, random
coincidences, competitive processes). Therefore it is crucial that the detector pro-
vides excellent timing information, has good energy resolution, and can achieve
high efficiency. Additionally it needs to withstand high particle rates and cover
the whole focal plane area. For these reasons a special configuration of plastic
scintillator paddles is used as a detector body.
The particles to be detected in the spectrometers are electrons, positively and
negatively charged pions, and protons with momentum up to almost 1GeV/c.
The electron-pion and proton-pion often appear as competing products, which
makes the ability to distinguish between these particle types one of the main
tasks of the detector system.
With a measurement of energy losses in the scintillator we can separate pro-
tons from minimum-ionizing particles. In order to increase the efficiency of
this separation the detector consists of two layers of plastic scintillators (see fig.
4.14a) and is positioned behind the vertical drift chambers. The first layer is
3 mm thick (∆E-plane) and the second is 10 mm thick (Time-of-Flight- or ToF-
plane). Both layers are segmented and consist of 15 (spectrometers A and C)
and 14 (spectrometer B) individual paddles with an area of 45 cm × 16 cm and
14 cm × 16 cm, respectively. The larger paddles in detectors A and C are read
out via plastic light guides by photomultipliers from both sides, while those in
spectrometer B are short enough to be read out from one side only.
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Figure 4.14: Schematic drawings of the scintillator detector (a) and the
Čerenkov detector (b) from spectrometer A [80].
4.4.2.3 Čerenkov Detectors
The difference in the specific energy loss of charged pions and electrons or
positrons is too small for a reliable identification of the particles with the aid
of the scintillation detector. To help with this task, a threshold gas Čerenkov
detector is added above the scintillation detector. Normally all three spectrom-
eters’ detector systems include a Čerenkov detector, but for our experiment it
was necessary to replace it with a focal plane polarimeter inside spectrometer
A. Since this spectrometer was used as the proton arm, the change did not affect
the particle separation ability.
The detector is based on the detection of the Čerenkov radiation, that is,
the light emitted anisotropically in the direction of the charged particle’s flight,
when it is traveling through a dielectric medium at a velocity greater than the
phase speed of light in the same medium. At A1 the active volume of the detec-
tor is filled with the Freon 114, (CCl2F2)2, at atmospheric pressure. The relation
between momentum threshold value, pth, for radiation to be emitted, particle





Freon’s 114 refraction index about n = 1.0012 yields threshold values of ∼
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10MeV for electrons/positrons and ∼ 2.4GeV for pions. Therefore, in the achiev-
able energy range of the MAMI, only electrons will be detected.
To remove the photomultipliers from particle tracks and to be able to collect
as much light as possible, large concave mirrors are placed on the top of the
Čerenkov radiator. This mirrors direct light into side positioned light collection
funnels that lead to the photocathodes of the photomultipliers (see fig. 4.14b
for spectrometer A). While the detector is similar in spectrometer C, the one
inside spectrometer B has photomultipliers mounted only on one side due to
the narrower focal plane and smaller divergence of particle trajectories.
For a charged particle with β ≈ 1, the number of radiated photons per wave-










where α is the fine structure constant, Z is the particle’s charge, and L is the
length of its trajectory through the radiator. The shortest L amounts to 90 cm
for the trajectories at the upper and high momenta part of the focal plane, while
it can reach up to 245 cm on the lower part. For smaller L and the range of
λ = 220–600nm the number of produced photons is around 250.






where ε(λ) is detection efficiency of the photons and QE(λ) is quantum effi-
ciency of the photomultiplier. The collection efficiency curve ε(λ) depends on
transmitivity of the Čerenkov gas and PMT window material, reflection losses
at mirrors and funnels, and probability to miss the photo-cathode because of
geometry factors.
To reach the lower end of the wavelength range λ = 220nm, where the trans-
mitivity of Freon 114 falls to 50%, high-gain photomultiplier (Philips XP4500B,
QE = 16.1% at 265nm and QE = 26.4% at 400nm) has an entry window made
of UV-transparent borosilicate glass. The cut-off at longer wavelengths comes
mostly from the photoemission threshold of the photocathode. The reflectivities
of the mirrors (70–83%) and funnels (92–96%) remain fairly constant throughout
the range.
The final number of photo-electrons is about 10% of the initial Čerenkov pho-
tons. This is sufficient to achieve above 99% efficiency of electron indentification
for all three spectrometers. It also means that Čerenkov detectors can be used as
electron or positron veto detectors.
4.4.2.4 Focal Plane Polarimeter
In spectrometer A we installed a focal plane polarimeter (FPP), consisting of a
carbon scatterer and horizontal drift chambers (HDCs) instead of the Čerenkov
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Figure 4.15: (a) shows how the asymmetry in polarized proton scattering
off carbon arises due to spin-orbit coupling. In (b) a schematic of the
polarimeter is shown together with chosen coordinates and angles.
detector in order to be able to extract polarization transfer observables corre-
sponding to the outgoing proton. The rest of the standard detector package
remained unchanged.
The focal plane polarimeter (FPP) takes advantage of the fact that secondary
scattering of polarized protons off spin-zero nuclei in carbon scatterer results




coupling part of the
nuclear force. For a vertically oriented spin direction, as shown in Fig. 4.15a, we
obtain the asymmetry ϵ in the number of particles scattered to the left and to
the right which is proportional to the polarization of the proton ensemble Π and




= ACΠ . (4.22)
Because of the rotational symmetry the FPP tracking detectors do not detect only
the left-right asymmetry, but the following specific angular distribution of the








From this distribution the transverse polarizations of the proton at the focal
plane polarimeter, ΠFPPx and ΠFPPy , can be extracted if we have good measure-
ments of proton tracks before and after the secondary scattering in the car-
bon analyzer. In contrast the third polarization component, ΠFPPz , cannot be
observed since it is perpendicular to the carbon scatterer plane and does not
have a marked effect on the scattering asymmetry via LS coupling. It is some-
what fortunate that the components mix because of the spin precession during
proton’s flight through the magnetic fields of the spectrometer. This way, if the
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two polarization components are transported appropriately back to the target













Figure 4.16: Simple drawings of VDC on the left and HDC on the right.
The main difference in design of a HDC from that of a VDC is that po-
tential wires are also cathodes as the top and the bottom plates. This
produces a different electric field geometry in a single wire cell.
To obtain an angular distribution from eq. (4.23), the reconstruction of the
proton’s secondary scattering point in the carbon analyzer and the correspond-
ing angles is needed. The vertical drift chambers provide the information on the
incoming track, while the outgoing direction is determined with position mea-
surements in the HDCs. The operational principle of a HDC is similar to that of
a VDC’s but implemented differently. In a VDC we have planes as cathodes and
both potential and signal wires as anodes wires, whereas in a HDC both poten-
tial wires and foils are cathodes (0V) and signal wires are anodes (+3000V) (see
fig. 4.16). With wire separation and chamber thickness of 10mm this creates a
drift cell with an electric potential shown in Fig. 4.17. The HDCs position in
a spectrometer is such that, on average, proton tracks are perpendicular to the
plane and hence predominantly traverse only a single cell. There are 4 chambers
forming two pairs with one chamber having the wires rotated by +45 degrees
and the other by −45 degrees relative to the spectrometer’s central plane, so that
they are perpendicular to each other.
Like in the VDC an incoming proton creates electron-ion pairs along its track
inside the HDC. These electrons then drift towards the nearest signal wire and
produce signals which we feed into individual discriminators and propagate
their outputs to time-to-digital converters (TDCs) where they provide a starting
point for a drift-time measurement. The readout of a TDC stops with a preset
delay after a trigger signal from the appropriate spectrometer’s scintillator pad-
dle. Before we convert a histogram of drift times into drift distance spectrum
as shown in fig. 4.19 we need to deal with HDC’s left-right (odd-even) ambi-
guity. Only with a measurement of drift time we cannot determine whether the
particle passed to the left or to the right of the signal wire. But depending on
the location of the avalanche there can be a difference between the induced sig-
nals on the neighboring potential wires. Since these differences in currents are
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gas mixture: 80% ethane
20% argon
MEGABOLTZ calculation
data (Jean Marie et al.)
Figure 4.17: Left is a contour plot of electric field strength inside a HDC
drift cell. Signal wires (S) are on +3000V, while the potential wires (P)
and cathode plates are grounded. On the right is a calculation from [88]
and measurement of an electron drift velocity for a mix of 80% ethane and
20% argon. Both pictures are from [89].
typically two orders of magnitude smaller than the main signal from the signal
wires, a special left-right amplifier is used prior to analog-to-digital converter
(ADC). The ADC’s output in fig. 4.18 is proportional to the potential wires’
current difference and, based on the event’s position with respect to the central













Figure 4.18: Left figure shows two tracks, 1 and 2, which produce the
same drift-time signal. With event’s signal strength with regard to the
central minimum in the ADC spectrum shown on the right (ADC signal
is determined by the difference of induced signals on potential wires), we
can determine on which side of the signal wire the particle traversed the
drift cell [89].
Once we have determined whether the particle’s track is left or right of the
signal wire we can proceed with the determination of the distance between the
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two by converting a drift time spectrum into a drift distance spectrum. We
start by assigning a drift-distance interval [xcell, xcell +∆xcell] to every drift-time
interval [tD, tD + ∆tD]. With number of events in drift time interval ∆N(tD)













Because ∆N(xcell)/∆xcell is a constant due to uniform illumination of the cham-
bers, integrating the drift time spectrum gives us the following relation between
drift distance xcell and drift time tD:














Choosing the lower limit as tD = 0 is trivial3 and is determined by particles
passing right next to the signal wire (marked with S on the drift time spectrum
in Fig. 4.19). Unfortunately the drift time corresponding to farthermost events
whose tracks are near the potential wires tD(P) is smeared due to the reduced
field strength and, hence, a loss of efficiency. Instead we choose tD(A) as the
upper limit where A marks the edge on the right of drift time spectrum, before
the efficiency drop.
Once the limits have been determined we evaluate the integral from eq. (4.25)
and fit an 8th order polynomial to the obtained result. Then we compare it with
the coordinates obtained from the extrapolation of particle trajectories measured
with the VDCs to the bottom of a HDC as was done on the right side of Fig. 4.19.
For our particular design of a HDC best agreement between the two is observed
when we adjust the amplitude xcell(A) to 9.3mm.
Now that we fixed the drift-time-drift-distance relation we can finally obtain
each event’s xcell and produce a drift distance spectrum from Fig. 4.19. Because
of the uniformity of cell illumination, we would expect a flat xcell spectrum.
While this is mostly the case, we see two problematic regions. First, a non-
vertical slope followed by a peak at small distances, whose origin is the fact that
there is always a small delay before the electron avalanches form. Secondly, there
are events from the edges of the drift cells (regions with low field strength) which
are incorrectly mapped to xcell > 10mm. Despite these two effects the HDCs
used in our experiment achieve a spatial resolution of δx ≃ 300µm which, in
turn, with two pairs of HDC planes on a distance of 22 cm, results in an angular
resolution of roughly 2mrad.
3One needs to be careful since there might be an offset in ADC output, i.e. tD = 0 is not
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Figure 4.19: After the determination of the drift time spectrum integration
limits, we need to evaluate the expression from eq. (4.25), compare it to
the independently measured xcell, and determine the amplitude xcell(A).
This drift-time-drift-distance relation can then serve as a map between the
two and we can finally obtain a drift distance spectrum [89].
4.5 Software Stack
For the purpose of data acquisition and analysis for experiments with the three-
spectrometer-setup in A1 hall at Mainz, the A1 collaboration developed a dedi-
cated software stack [90]. Its main components are Aqua++, Mezzo, Cola++, and
Simul++. All are predominantly written in C++.
Aqua++ is the data acquisition software. Its event builder first gets raw signals
from front-end computers of all spectrometers. After processing these val-
ues are combined together with slow-control readouts obtained from Mezzo
and written to the output stream, which is then divided into individual
files, the so-called runs, which are labeled with appropriate time-stamps.
In order to configure the event builder and monitor the experiment, both
Aqua++ and Mezzo have a graphical interface implemented in Java.
Mezzo is the slow-control software. It is used to control devices and monitor
experimental conditions.
Cola++ is the software for both online and offline data analysis for experiments
at A1. Its purpose is to obtain physically meaningful quantities for ob-
served reaction and, most often, produce an output in the form of his-
tograms. The main inputs are:
– run files that are sequences of experiment’s data-stream created by
Aqua++,
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– run database and associated files which contain time-ordered infor-
mation about experiment specifics (e.g. about reaction studied, detec-
tors used, ...) and calibration parameters for detectors such as infor-
mation about dead or hot wires in either VDC or HDC,
– “col” files in which the user defines custom variables and specifies
desired histograms.
Simul++ is the simulation program, which operates similarly to Cola++, but it




Analysis of Polarization Observables
In this chapter, we will describe the procedure used for the extraction of the
proton polarization presented in this work. In section 4.4.2.4 we described the
operation principle of the focal plane polarimeter. Here we follow with a presen-
tation of the spin transport handling and the algorithm used to extract the final
polarization values from the asymmetries observed after the secondary scatter-
ing of protons.
5.1 Spin Transport
Using the FPP we can obtain the distribution from eq. (4.23) which enables us
to measure two transverse polarization components of the protons in their coor-
dinate system at the point of scattering in the focal plane polarimeter, PFPPx and
PFPPy (see Fig. 5.1). In practice, we are really only interested what the polarization
components of the proton ensemble are in one of the target coordinate systems
relevant to our scattering reaction, i.e. that of the scattering or the reaction plane
from Fig. 2.3 (we report polarization results in the xyz-coordinate system of the
scattering plane).
After the reaction the protons pass through the spectrometer’s magnetic field
before reaching the focal plane and, therefore, spin precession occurs as shown
in Fig 5.3. This time dependence of the spin four vector Sα = (S0,S) when
traveling through the electromagnetic field can be described by the Bargmann-


















where τ is the proper time, Fαβ is the electromagnetic field tensor, and e, mp,
gp, and Uα are proton’s charge, mass, g-factor, and four-velocity, respectively.
When considering only the spin vector S of a proton traveling with velocity v
and experiencing explicit electric E and magnetic B fields, the BMT equation
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Figure 5.1: Schematic side view of the spectrometer’s central plane. At the
bottom of the picture is shown the orientation of the spectrometer’s target
coordinate system and the relevant target coordinates. Going along the
blue line showing the reference track we come to the VDC coordinate sys-
tem, whereas the red line shows a general proton track with non-central
kinematics. At the point of secondary scattering we pin down the proton
coordinate system and name it the FPP-coordinate system. Finally there
is also the HDC coordinate system starting at the edge of the chambers
[91].




































Decomposing the magnetic field into a component parallel, B∥ = (v̂ ·B)v̂, and
orthogonal, B⊥ = B = B∥, to the proton’s velocity, and assuming E = 0 within




















The cross product on the right side of the equation ensures that the change
is always perpendicular to the spin vector; the spin only precesses while its
magnitude remains the same.
5.1.1 Perfect-Dipole Approximation
Let us first try to implement Thomas equation for a particle traveling through
the perfect dipole along z direction so that its velocity is perpendicular to the














At the same time the particle’s track is determined by the equation of motion







For a Dirac particle (g = 2) eq. (5.4) reduces to the same form as eq. (5.5).
This means that for the Dirac particles traveling through a perfect dipole the
















Figure 5.2: Simple schematics showing spin precession of the charged
particle traveling perpendicular to the magnetic field [94]. For a Dirac
particle with g = 2 the angle χ would be zero, i.e. the precession of the
spin would exactly match the bending of the trajectory. Whenever the
g factor is larger (smaller) than 2, the spin is affected more (less) by the
magnetic field and the difference shows in angle χ.
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In our case, we are dealing with protons that have gp = 5.586 and so the
magnetic field has a greater impact on particle’s spin than velocity; we get spin
precession. The relative angular difference in rotation of the spin and velocity,
which is accumulated during the particle’s travel through the bending dipole, is







Typical values for protons whose polarization we want to measure with the FPP
are 1.1 ⩽ γ ⩽ 1.27 and an average bending angle of φ ∼ 100◦; this numbers give
a precession angle of χ ∼ 200◦.
5.1.2 Spin Transfer Matrix
For the illustrative case from Fig. 5.2 we could write a matrix form of the trans-
formation from the coordinate system of the initial spin (IS) to the one of the



















In reality, the magnetic optics of spectrometer A is much more complicated
due to the involvement of four magnets (quadrupole, sextupole, and two dipoles)
and the presence of fringe fields. This is especially noticeable when the parti-
cle’s coordinates in spectrometer’s target coordinate system (∆p, θ0,y0,ϕ0
)
tg are
different from those of the reference trajectory. An example of three different
trajectories for particles with equal starting orientation of their spin and the
same magnitude but different directions of their momentum is exhibited in Fig.
5.3. We see that the three trajectories, due to their different paths through the
magnetic field, show quite a variance in the spin precession. Nonetheless, we
want to preserve the simple form of (5.7) and write an equation involving a ro-
tation matrix that connects the particle’s spin vector (or even a polarization of


























We usually refer to the matrix M as the spin-transfer matrix or STM.
The elements of the STM are different for each particle trajectory and are
functions of the particle’s target coordinates (∆p, θ0,y0,ϕ0
)
tg and spectrome-









⏐⏐⏐∆pi θj0 yk0 ϕl0 pmref⟩∆pi θj0 yk0 ϕl0 pmref , (5.9)




. In order to determine the coefficients
from eq. (5.9), T. Pospischil developed the QSPIN–a dedicated program for spin
tracking through spectrometer A [91]. The magnetic fields of the four magnets
composing the spectrometer A were approximated using the RAYTRACE program
[95], whereas the integration of the differential equations for velocity and spin is
done with the adaptive-step Runge-Kutta method based on variable-order Cash-
Karp algorithm.
To cover the acceptance in ∆ptg, θtg0 , y
tg
0 , and ϕ
tg
0 of the spectrometer A, QSPIN
was used to generate 1715 tracks at six different reference momenta from FPP
operating range (480MeV to 630MeV) for three different target spins: (1, 0, 0)tg,
(0, 1, 0)tg, and (0, 0, 1)tg. The resulting tracks and FPP spins were used as a









χ2 minimization. After careful truncation of each coordinate power expansion
in polynomials and some (a)symmetry considerations we are left with 3060 free
parameters that determine the STM fit. The accuracy of the resulting STM is
∼ 0.3% compared to QSPIN, except when approaching the limits of spectrometer’s
acceptance; in such cases, if we do not apply more restrictive acceptance cuts
before the analysis, the error can rise up to 1%.
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Figure 5.3: Three different proton trajectories (different starting target co-
ordinates) and the accompanying spin precession through the spectrom-
eter A that were calculated using QSPIN program. Although trajectories
start with the same spin orientation, once they exit the magnetic field and
reach the focal plane, their spins differ significantly due to the variation
in their paths [91].
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5.2 Extraction of Polarization
We are now equipped with the STM and, therefore, able to connect proton spin
at the target with the one at the FPP. The same STM can be used when working
on ensemble and the polarization observables obtained with the FPP but the
analysis is far from trivial.
5.2.1 Asymmetry Analysis
As described in eq. (4.23), the asymmetry caused by the LS-coupling results in
















where AC is the analyzing power of the carbon while ϑFPP and φFPP are the
polar and azimuthal angle of the secondary scattering, respectively. The analyz-
ing power is a function of ϑFPP and proton’s kinetic energy Ep. In the second
line of (5.10) we introduced, keeping the orientation of Fig. 4.15b, the left-right
asymmetry, Ξy, and the top-bottom asymmetry, Ξx.
Additionally, we know from eq. (2.116) that in (e⃗, e ′p⃗) reaction the outgoing
proton polarization comprise of helicity dependent and independent parts. This






where h represents the initial electron helicity and Pb is the degree of beam
polarization. A similar decomposition into helicity dependent (ϵ ′i , i ∈ {x,y})
and independent (ϵi) contributions can be done for the above asymmetries:
Ξx = AC(ϑ
FPP,Ep)PFPPx + hPbAC(ϑ





FPP,Ep)P ′ FPPy = ϵy + ϵ
′
y . (5.13)
To extract the polarization components, we need to look at the asymmetries
of the measured φFPP event distributions. Isolation of the helicity dependent
(independent) pair of asymmetries is done by taking the difference (sum) of
φFPP histograms with the positive and negative helicity and fitting them with




x sinφFPP. An example of two result-
ing histograms and accompanying fit parameters is shown in Fig. 5.4. From
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Here we are making a first trade-off for working with distributions–we intro-
duced a systematical error when we had to average analyzing power AC in se-
lected bins of ϑFPP and proton’s kinetic energy Ep. Unfortunately, we are often
limited by statistics in how much we can reduce this error by introducing addi-
tional bins.
Helicity sum Helicity difference
f(φFPP) = p0 +ϵy cosφFPP−ϵx sinφFPP
p0 = 7715.9± 17.9 ϵy = 40.4± 25.4
ϵx = −0.6± 25.4 χ2/DOF = 21.3/21
f(φFPP) = p0 +ϵ
′
y cosφFPP−ϵ ′x sinφFPP
p0 = 32.7± 17.9 ϵ ′y = −894.2± 25.4
ϵ ′x = −549.7± 25.4 χ2/DOF = 14.2/21
Āc = 0.402 Āc = 0.402 Pb = 0.74
P ′FPPx = −0.177± 0.008
P ′FPPy = −0.288± 0.008
PFPPx = −0.000± 0.008
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Figure 5.4: Helicity sum and difference of the FPP azimuthal angular
distributions used for extraction of the asymmetries from (5.12) [91].
As mentioned in the beginning of this chapter, we are interested in the proton
polarization at the target. Regardless of their helicity dependence, the relation
of the target components to the two transverse components that we can extract














The above mapping cannot be inverted and we need to find the best initial po-
larization at the target through χ2 minimization. This is only possible due to the
STM’s dependence on initial parameters xtg ≡ (∆p, θ0,y0,ϕ0
)tg (see eq. (5.9)).
We start by extracting the FPP polarization values, PFPPx (x
tg





ND different subsets or subranges x
tg
i of the total spectrometer’s acceptance
1.
1If we expect a strong dependence of the target polarization on any of the components in xtg,
we should consider finer binning for this particular component.
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together with the condition that there is minimum in each target polarization
component, ∂χ2/∂Ptgξ = 0, leads to the matrix equation
A ·Ptg = b . (5.18)




























from the measured focal plane polarization components, their uncertainties, and
known elements of the STM, we use the Gauss-Jordan elimination to invert the
matrix A and obtain the final polarization components






(A−1)µµ , µ ∈ {x,y, z} . (5.22)
5.2.2 Choosing the Reference Frame
Until now we considered only the propagation of the spin/polarization from the
spectrometer’s target frame to the focal plane. In order to generalize our results,
we want to go one step further back and determine the polarization components
in one of the reference frames defined by the reaction; we choose the scattering
plane (sp) coordinate system from Fig. 2.3. Although, in principle, the method
remains the same, things become even more complicated.
We start by introduction of two additional transformations into eq. (5.16)
through
Ptg = T LPsp , (5.23)
where L is a Lorentz boost from the sp frame to the hall frame followed by T
that rotates the spin basis from the hall frame into the spectrometer’s A target
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coordinate system. So, instead of using Ptgξ and Mξµ(x
tg
i ) (ξµ ∈ {x,y, z}) in eqs.







Mξκ · Tκγ · Lγµ . (5.24)
Notice that the position of the scattering plane coordinate system with regard to
the spectrometer target system differs for each scattering event, since it depends
on the angles and the momenta of involved particles, as well as the position of
the spectrometer. In all equations xtg = (∆p, θ0,y0,ϕ0
)tg needs to be replaced by






e ,ϕhe , |ksp|, |k ′sp|,ϕhA). The additional kinematic parame-
ters2 are: polar (θhe ) and azimuthal (ϕhe ) angles of the outgoing proton in the hall
reference frame; momentum magnitudes of the incoming (|ksp|) and the outgo-
ing electron (|k ′sp|) in the scattering plane coordinate system; and the angle of
spectrometer A in the hall, ϕhA.
5.2.3 Maximum-Likelihood Method
While the determination of the polarization components through the asymmetry
analysis is quite intuitive, it is very prone to systematic error. Two biggest contri-
butions are coming from the averaging of the analyzing power and the binning
of the proton target variables [94]. This is why an eventwise algorithm, based
on the maximum likelihood method, was developed [96]. This approach retains
good accuracy of approximately 0.3% for spin transport along individual track
and makes binning and observing polarization behavior with regards to various
physical observables much easier and more reliable.
5.2.3.1 Introduction to the Method
This method produces estimators of unknown probability distribution parame-
ters θ = {θ1, ..., θp} by maximizing the likelihood function, which is based on as-
sumed statistical model f(x;θ), for a given set of observations x = {x1, ..., xn} [97].
The probability of observing an event with a value xi on the interval [xi, xi + dx]
for given parameters θ is dPi = f(xi;θ)dx. Since we observed n events, the





Note that due to its dependence on the random sample, the likelihood function
itself is a random variable. Because individual probabilities are usually small, it
is useful to define its logarithm, the log-likelihood function
l = logL(x|θ) =
n∑
i=1
log f(xi;θ) , (5.26)
2One could choose a slightly different set of parameters that conveys the same information.
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to turn the product into a sum and avoid any possible floating-point underflow
during the method implementation.
According to the principle of maximum likelihood, the optimal set of param-
eters θ̂ is the one which maximizes the (log-)likelihood function–this is the set
of parameters for which the events x are most likely to be observed. Assuming
l is twice differentiable with respect to θ, we first obtain θ̂ by solving
∂
∂θj
l(x|θ) = 0 , j = 1, ...,p , (5.27)










Because, in our case, we have many events, we can consider the limit of the
large samples (n ≫ 1) when the likelihood function becomes independent of the
sample x and assumes normal shape with respect to θ. Using the matrix A and
considering a parabolic shape of the log-likelihood function l in the vicinity of θ
we make the following approximation:

































5.2.3.2 Implementation of the Method




data, we again rely on the distribution from
eq. (5.10). We use it as the basis for the probability of observing a particular φFPP
from the range [0, 2π). The probability density, expressed by the asymmetries Ξx




(1+ Ξy cosφFPP − Ξx sinφFPP) . (5.32)
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The main strength of this method comes from the ability to use the analyzing
power and components of the effective spin transport matrix on an event-by-
event basis. Their contribution to the probability density of each observed event,




Syx cosφFPP− Sxx sinφFPP
Syy cosφFPP− Sxy sinφFPP
Syz cosφFPP− Sxz sinφFPP
⎞⎟⎟⎟⎟⎠ , (5.33)









λ ′ = hPbλ . (5.35)
With the above density at hand, we can specify the log-likelihood function






1+ λ ·Psp + λ ′ ·P ′ sp
)
. (5.36)
We search for the maximum likelihood estimators Psp and P ′sp through the min-
imization of −l with the Simplex method. The variances and covariances of
the estimators from eq. (5.31) are calculated with numerical approximation of a
mixed derivative matrix. Since the probability density is always positive, we do
not have to worry whether the logarithm above is well defined.
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Detector Calibration and Event
Selection
Before we start harvesting data for any meaningful physics observables, we need
to make sure that the experimental equipment described in chapter 4 is prop-
erly calibrated. Parts of the calibration are performed already before and during
the experiment. This way, we enable monitoring of experiment and, hence, en-
sure productive data acquisition. Fine-tuning and other parts of calibration are
conducted later offline, and these procedures are the main topic of this chap-
ter. The event selection ensures that we are really looking at the products of the
12C(e⃗, e ′p⃗) reaction. We do it hand in hand with the calibration, since we aim to
optimize the detectors’ performance for these events.
6.1 Scintillator Detectors
The purpose of the scintillators in the detector system is three-fold. The signal
from the photomultipliers attached (via light-guides) to the edge of the scintilla-
tor paddles is used as a trigger for the data acquisition system; to provide timing
information for the particle track; and to measure the energy loss of passing par-
ticles for their identification.
6.1.1 Timing Calibration
In coincidence experiment a good timing calibration is crucial since it allows for
a stricter timing cut which, in turn, suppresses random coincidences. We per-
form timing calibration to account for three main effects: global timing differ-
ence between spectrometers A and B; local timing differences between paddles
in a spectrometer; and time walk effect.
First, we introduce a global offset value to account for cumulative timing im-
balance between the two detectors coming from the difference in particles’ path
length, their average velocity, and the signal’s path length in each spectrometer’s
readout electronics. The exact value of offset is determined as a time difference
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Figure 6.1: Graph (a) shows uncalibrated coincidence time spectra. At
(b) we eliminated global timing offsets between the spectrometers A and
C, which shifted the peak’s center to zero, and performed a per-paddle
calibration that significantly narrowed the peak. Finally for the improved,
full-line curve in figure (c) we first accounted for time walk effect and then
iterated through the whole timing calibration procedure a few times since
the effects for which we are correcting are correlated.
between the central position of the peak and zero at the leftmost graph in Fig.6.1.
Secondly, we need to do a separate correction of local timing differences for
signals coming from different paddles of both scintillator layers. For each of
the four layers we need to specify an array with offset values. This per-paddle
correction results in a significantly narrower coincidence peak as can be seen
when comparing histograms (a) and (b) from fig. 6.1.
The third and last step is the correction of the time walk effect. The signal
from the photomultipliers is first fed to a leading edge discriminator. If two
signals of different heights would arrive at the discriminator at the same time,
it would take the smaller pulse longer to exceed the trigger threshold which, in
turn, would cause a delay of the discriminator’s output signal (see fig. 6.2).
To account for time walk effect we start by describing the shape of the begin-





with the total charge collected denoted as Q and the pulse start time as t0. After











Figure 6.2: Due to a variance in the amplitude of the signals from the






























Figure 6.3: By observing and minimizing the coincidence time (tAC) de-
pendence on the strength of the ADC output (or its square root) we can
adjust the parameter b from eq. (6.2) so that we minimize the influence of
the pulse height on the discriminator’s output start time t0.
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= t− b · 1√
Q
. (6.2)
Here we introduced a parameter b =
√
Ut/a, which we adjust in calibration
so that t0 is approximately constant throughout the Q range. This is done by
looking at the plot of the ADC signal strength versus the coincidence time tAC,
like the two in Fig. 6.3.
Because all three effects (global timing difference, per-paddle effect, and time
walk effect) are correlated, we have to iterate through the above three steps.
Luckily, after a few iterations the corrections are already small enough to termi-
nate the iteration.
6.2 Vertical Drift Chambers
Vertical drift chambers provide information used to reconstruct the particle tra-
jectories, the accuracy of which is especially crucial in spectrometer A. In the
FPP analysis, VDCs determine the proton’s position and direction before its in-
teraction in the carbon analyzer. As we already described in section 4.4.2.1 the
VDCs in our spectrometers consist of 4 layers of wires whose signals are fed into
time-to-digital converters (TDCs). Readouts from TDC are used to find the best
fit for a particle trajectory through each cell and to determine the intersection of
the particle’s track with given plane. To ensure quality of track reconstruction
by the VDCs, we first exclude bad (dead or hot) wires. Afterwards we account
for TDC offsets and possible differences in drift velocities between layers.
6.2.1 Exclusion of Bad Wires
Bad wires might impact efficiencies of their neighboring wires and impact the
quality of a particle’s path reconstruction. Therefore, it is necessary to exclude
these really inefficient (dead) and noisy (hot) wires before we feed the TDC data
into the particle track reconstruction algorithm. Figure 6.4 shows a graph of
counts by wire for the x2 layer in spectrometer A which helps us determine
bad wires and decide which ones to exclude. Especially with less efficient but
not totally dead wires, such as the wire labeled 2 in Fig. 6.4, we are often
unsure whether to omit a signal or not. In such cases we can check the efficiency
spectrum and there is no need to disable the problematic wire, if there is no
impact on its neighboring wires.
6.2.2 Drift Time Spectra
For the particle path reconstruction from the VDCs, we need to align the mea-
sured drift times of different planes. The reason is that each TDC channel has
an offset of a few nanoseconds so that even the shortest drift times are recorded.
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Figure 6.4: From the above graph of counts by wire for the x2 layer in
spectrometer A, we can clearly see one hot wire (nr. 1), one dead wire (nr.
3), and a wire with lower efficiency (nr. 2). We exclude the first two, while
we keep the signal from a wire with lower efficiency, because it can still
provide relevant information for particle track reconstruction.
To account for the differences between planes, we accumulate for each plane all
measured drift times of all signal wires in a single spectrum like the one shown
in Fig. 6.5. We fit a straight line to the steeply rising edge on the right of the
spectrum and determine the offset as the zero crossing of the fit.
Because we feed the wire signals to discriminators, before propagating it
to the TDCs, we need to recalibrate the offsets every time we change the high
voltage applied to the cathode so that we avoid any time-walk effects. Since we
are comparing drift-time spectra from a number of wires, we need to account for
the differences in individual times due to variations in cable lengths and other
possible delays. This is done by comparing the falling edge timing position of the
individual-wire TDC spectrum to the one from all wires and use the difference
as a per-wire offset value.
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Drift time [TDC channel]
Figure 6.5: The shape of the VDC drift time spectrum on the right is de-
termined mostly by the shape of the individual drift cell. The shoulder on
the left side of the spectrum is caused by particle tracks which traverse the
cell near the HV plane (track D). Because these trajectories often intersect
a small portion of the cell, they produce less ionization, and, in turn, are
less likely to be detected. The central plateau corresponds to the tracks
crossing the whole cell in the region where the field lines are parallel and
the drift velocity of ionization electrons is constant (track C). Closer to the
signal wire first the density of the tracks starts to rise (track B), which
is then followed by a steep rise of the drift velocity (track A). These two
effect result in the small dip followed by the peak visible on the right side
of the drift time spectrum.
6.3 Čerenkov detector
For our experiment, we had to replace the Čerenkov detector in spectrometer A
with the HDCs. However, we kept the one in spectrometer C with the objective
of further background suppression. A threshold gas Čerenkov detector is es-
pecially beneficial as a part of electron arm detector package since we can then
differentiate between different types of minimum ionizing particles that cannot
be distinguished by energy deposits in the scintillators.
For the set momentum acceptance of spectrometer C (300 to 400 MeV/c)
only electrons emit Čerenkov light in the gas radiator, while heavier particles
do not. This light is then reflected on to the photomultipliers whose signal is
then fed into ADC modules. The photomultiplier signals are proportional to
the amount of the passing particle’s energy deposit. Since for most of the light
emitting events only one or two photmultipliers return a signal, the rest of them
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are set to return a predetermined “pedestal” value. A typical signal from a
single photomultiplier’s ADC is shown in Fig. 6.6. Before performing a cut we
need to account for ADC pedestal offset and sum the output channels for all 12
PMTs. An alternative approach would be to determine a cut value for each ADC
channel separately. To get a better estimate of an appropriate single ADC cut
value, a histogram with removed all events which are recognized as an electron
by one of the others PMTs can be produced. But without the summation we





















Sum of offseted ADC Outputs
All PMTs
Accepted events
Figure 6.6: The blue histogram on the left is a typical single ADC out-
put histogram (3rd PMT in spectrometer C), which returns a pedestal
value (offset) when no PMT signal is detected. The red histogram shows
the ADC output of the same photomultiplier but with the removal of all
events which are recognized as an electron by one of the other PMTs, so
that we can better determine the minimum if we decide to employ per-
PMT cuts. On the right is a histogram representing a sum of ADC outputs
from all photomultipliers. In this work we used only a cut on this sum
(@online.C.Cerenkov.sum > 65) to accept events in spectrometer C as elec-
trons.
6.4 Horizontal Drift Chambers
It is already clear from section 4.4.2.4 that HDCs play an important role in all
recoil-polarization measurements. With HDCs, in tandem with VDCs, we ob-
serve secondary scattering of the protons and obtain angular distributions from
which we determine their polarization.
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We started the calibration similar to the VDCs, with determination of dead
and hot signal wires. But then, in addition to the drift time and drift velocity
calibration, we also need to perform a left-right calibration. Finally, we need
to revisit and check the HDC alignment inside the spectrometer A, because
the HDCs are often removed from the detector package to make room for the
Čerenkov detector, and missalignments may occur during the replacement.
6.4.1 HDC Left-Right Calibration
We determine on which side a particle passed the signal wire from the informa-
tion about the measured difference of induced signals in the two potential wires
which lie on the opposite borders of the drift cell and determine its width. For
each wire in the HDCs, we need to determine the position of the central mini-
mum in a ADC histogram, example of which is shown in Fig. 6.7. Its position
relates to signal wire position and serves as a threshold value that splits all en-
tries into two groups, those which correspond to particles passing a signal wire
on one side and those that passed it on the other side. The position of the mini-
mum is obtained through a fit of a sum of two Gaussian functions to the middle
section of the left-right histogram. In case of the left-right histogram in Fig. 6.7,
corresponding to the drift cell of the wire 47 from the U1 HDC plane, we get an
ADC threshold value of 2383.5. The two spikes at the edges of the histogram
represent the two saturation values for the ADC which occur if the absolute dif-
ference of the induced currents in potential wires is larger than 90nA. Like with
the signal wires we found events with bad left-right signals and had to exclude
them. This was mainly because of the wire or amplifier malfunction.
HDC/OE/U1/47
ADC Channel









Figure 6.7: We fit a sum of Gaussian functions to the middle part of the
ADC histogram in order to get a better estimate of the minimum and,
hence, the threshold value. For this particular drift cell (wire 47, U1 plane)
we got the left-right threshold value of 2383.5.
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6.4.2 Drift Time and Drift Velocity Calibration
Now that we calibrated the left-right determination procedure, we proceed to
the drift time and drift velocity calibrations which are crucial for the quality of
final xcell determination. The calibration starts with the determination of an TDC
offset value for each wire of the four HDC layers, so that after the transformation
tD = −(TDCChannel − TDCOffset) · 0.25ns (6.3)
the drift-time histograms of all 412 wires start at tD = 0. To achieve consistency
between all wires we fit the slope next to the right shoulder of the TDC histogram
with a linear function and take its intercept with the abscissa as a measure for
the offset (see example for wire 43 from U1 layer in fig. 6.8).



























Figure 6.8: On the left is a typical TDC histogram, which we want to
convert to an actual drift time histogram for each signal wire in the HDCs
as is shown on the right. We use equation (6.3), where we mirror the
histogram, include offset, and account for the fact that each TDC channel
corresponds to 0.25ns.
Because gas mixture and other conditions under which the HDCs operate
are not always constant, we need to conduct a drift velocity calibration for each
experiment at least once. We did it with the procedure from section 4.4.2.4,
which yielded four 8-th order polynomials, one for each HDC layer. As an input
into eq. (4.25) we determined each layer’s upper limit of integration, tD(A), from
the position of the right shoulder at the cumulative drift time histogram for all
wires in a given layer. With known drift velocities, we can reconstruct xcell in
all drift cells that each event has hit. Figure 6.9 shows an example of an actual
drift-time-drift-distance fit and resulting xcell histograms for the V2 layer.
6.4.3 HDC Position Calibration
As the final part of the HDC calibration we must determine the exact position of
the HDC and its coordinate system relative to the VDC coordinate system. This
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Figure 6.9: With the use of a drift time histogram and the calibration
procedure described in sec. 4.4.2.4 we get a drift-time-drift-distance rela-
tionship and drift velocity fit, which are shown for HDC V2 layer in the
left figure. The drift velocity fit then serves as a map for conversion of
every individual event’s drift time, tD to the drift distance, xcell. Since
conditions can vary between HDC layers, especially due to small possible
differences in gas supply, the fit needs to be performed for each layer sep-
arately. The fact that a drift distance histogram, shown on the right, is flat,
is expected since we assumed a uniform illumination of each drift cell.
is necessary because we are relying on both these detectors when determining
the point and angles of proton’s secondary scattering. The easiest way to achieve
this is by comparing the reconstructed tracks from the VDC and the HDC for the
same event (usually using cosmic particle tracks) before the carbon scatterer is
inserted. For this purpose there are six free parameters which one can set in the
run.db file in order to fix the HDC’s position in the VDC coordinate system so
that the agreement between tracks is at its optimum. Three of these parameters
are used to determine the position of the HDC coordinate system origin whereas
the other three are angles determining its orientation.
6.5 Event Selection
To observe and isolate products coming from the 12C(e⃗, e ′p⃗) reaction, we ap-
ply various cuts, some are physically motivated and others are mandated by
the properties and limitations of the detector package and other experimental
equipment.
6.5.1 Coincidence-Time Cut
The trigger electronics in the A1 hall is setup in a way that once an event occurs
in spectrometer A a time window for event detection in the other spectrometer
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is opened. If the second spectrometer detects the event as well, we treat it as
a coincidence, whereas if it is not, we label it as a single event. Unfortunately
not all events marked as coincidences are true coincidences. The main source
of the background are random coincidences when two events of separate origin
just happen to coincide in time and trigger both spectrometers within the given























Figure 6.10: Top panel shows the coincidence time peak from Fig. 6.1c
and the borders of the coincidence-time cut (|tAC| < 5ns), which is used
to reduce the background contamination. The bottom panel shows that
the small bump that is noticeable on the right side of the peak can be
removed with the Čerenkov detector cut. The source of this bump are
other minimum-ionizing particles, most likely pions.
Therefore, when performing a coincidence experiment one of the most im-
portant cuts is the coincidence-time cut, where after we are done with the timing
calibration we further tighten the amount of time that can pass between the de-
tection in two spectrometers. In our case, as shown in top panel of Fig. 6.10,
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the cut that we employed was |tAC| < 5ns. This cut reduces the amount of false
coincidences and make sure that the outgoing electron and the detected proton
are indeed most likely coming from the same event or, in our case, the same
(e⃗, e ′p⃗) reaction. The main reason why we do not enforce a tighter cut with the
trigger electronics itself is that this cut is most effective after a careful off-line
calibration like the one illustrated in Fig. 6.1.
6.5.2 Čerenkov-Radiation Cut
To further distinguish electrons from other minimum ionizing particles in spec-
trometer C we use Čerenkov radiation threshold detector described in 4.4.2.3.
After calibration and accounting for ADC pedestal offsets, we can sum the out-
put for all 12 PMTs and introduce a cut where only particles with high enough
sum of ADC signals are selected (see right plot in Fig. 6.6).
The effect of this cut is visible in the coincidence-time histogram as well.
From the bottom panel of Fig. 6.10 we can see that before the Čerenkov cut,
there was a second peak around tAC = 2.3ns. The peak is clearly visible when
we look at the histogram of excluded events that is shown in red. Therefore
the Čerenkov cut is necessary, but due to the small inefficiency of the Čerenkov
detector (especially near the edges of its acceptance), we lose some of the events
from the main coincidence peak as well.
6.5.3 VDC-OK Cut
The VDCs, as a position detector, are crucial for the reconstruction of higher
order observables in the magnetic spectrometers. But before we perform any
physics-motivated cuts we must ensure the quality of the track reconstruction.
The first step in this process is a check of the VDC OK status. Its reported value
depends on the number of wires that detected the passing particle and their
distribution between different layers. We accepted only events whose VDC-OK
status reported one of the non-zero values from table 6.1.
Table 6.1: Description of different reported VDC-OK status values
VDC OK Description
3 At least 3 neighboring signal wires in each of the wire planes
fired
2 At least 2 neighboring signal wires in each of the wire planes
fired
1 At least 3 signal wires in each pair of the wire planes fired
0 Statements 1, 2, 3 above are all false.
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6.5.4 FPP Related Cuts
The construction of the focal plane polarimeter together with its dependence on
the secondary scattering of the ejected protons means that a reliable polarization
measurement can be performed only on a fraction of them. This means that we
must employ a few FPP related cuts, but, as with the VDCs, we must first ensure
a sufficient quality of reconstructed tracks with the HDC-OK cut.
When analyzing the HDC data, if at least one wire in one plane has produced
a signal, a track position is calculated using it. This happens even in cases
where there is little prospect for successful reconstruction (e.g. if there is a
single negative drift time, if 10 signal wires respond at the same time, etc.). This
is why, in addition, we report a HDC-OK value that provides information about
the type of event. Short descriptions of the various per-plane values of the HDC-
OK status are given in Table 6.2 while more details about each of them can be
found in [91]. The cumulative HDC-OK status for all four wire planes equals 0
as soon as at least one of the planes has a HDC-OK status equals 0. Otherwise
the overall HDC-OK status gets the value from the largest of the 4 individual
per-plane HDC-OK statuses. We excluded from further analysis events that did
not satisfy the 1 ⩽ HDC OK (cumulative) ⩽ 6 condition.
After careful calibration and event selection which ensure reliable track re-
construction in both the HDC and the VDC, we can determine the location and
angles of the secondary scattering. Our method of polarization determination
relies on the LS coupling between the scattered (for the second time) protons and
the carbon nuclei. Therefore we must first select only those protons that scat-
tered within the carbon scatterer (i.e. in the region −200mm ⩽ zFPP ⩽ −40mm
relative to the HDC). The second condition is that a polar angle of the secondary
scattering θFPP must be greater than 8◦, where scattering caused by the nuclear
potential prevails over the one due to the electro-magnetic potential. Although
we could leave the upper bound of θFPP to be unrestricted and let the diminish-
ing analyzing power suppress those events, we nevertheless chose the limit of
θFPP ⩽ 45◦, the upper reach of existing measurements of the carbon analyzing
power [91, 96].
There are two more cuts related to the operation of the FPP and the measure-
ment of the polarization of the outgoing proton ensemble. The first is the spin
trace cut, which improves the quality of spin transport. It effectively reduces
the spectrometer acceptance with cuts on target coordinates, so that only events
which travel through the spectrometer regions with well defined parametriza-
tion of the magnetic field are considered. The second cut is the so-called “cone
test” or 180◦-acceptance-test. It is intended to avoid false asymmetries which
may arise at the edges of the HDC acceptance or due to the dead/excluded
HDC wires. The idea of this cut is that we only accept events for which their
counterparts with ϕtestFPP = ϕFPP ± 180◦ would be accepted too. A few examples
of events where this test might be relevant are shown in Fig. 6.11.
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Table 6.2: Description of different reported per-plane HDC-OK status val-
ues
HDC OK Description
0 None of the wires produced a signal; track reconstruction is
impossible.
1 Received a signal from exactly one wire in the plane and the
drift time is positive.
2 Two neighboring wires have fired. The drift time is positive
for both, and their sum being at least 375ns is large enough
to make a prediction of the track coming from the boundary
between the two drift cells realistic. The track location is then
determined for the wire with the shorter drift time.
5 With exception of single signal with positive drift time there
are only signals with negative time. The wire with positive
drift time determines the location of the track.
6 Same as 2 but there are other signals with negative drift-times
which are disregarded.
7 All wires that produced a signal have negative drift times. The
location is determined by the wire having the largest negative
drift time
8 There are 3 or more wires in the wire plane with positive drift
times. The wire with the shortest drift time determines the
track position.
10 Two nonadjacent wires report positive drift times. Again we
consider only the wire with the shortest drift time.
12 Three or more wires report positive drift times, but there are
also additional wires with negative drift times reported. We
use the wire with the shortest positive drift times for the track
reconstruction.
14 Two nonadjacent wires report positive drift times, but there are
also additional wires with negative drift times reported. We
use the wire with the shortest positive drift times for the track
reconstruction.
18 Crosstalk - two neighboring wires have positive drift times, but
their sum is smaller than 375ns. If we choose to include such
events, we use the wire with the shortest positive drift times
for the track reconstruction.






















Figure 6.11: A schematic representation of the 180◦-acceptance-test (or “cone
test”) for three different trajectories reaching the HDCs. An event that scattered
in carbon analyzer into angles θFPP and ϕFPP only passes the “cone test” if oth-
erwise the same event, but with ϕtestFPP = ϕFPP ± 180◦, could also be detected by
the HDCs.
6.5.5 Target Cut
We performed only one simple cut related specifically to the reconstruction of
the vertex position on the target. We looked at the 2D diagram showing the
coordinate along the incident electron beam of one spectrometer, zA, versus the
other, zC (see Fig. 6.12). We then selected only events for which the z coor-
dinates from both spectrometer indicated that the event was coming from the
same target foil.
6.5.6 Missing Energy Cut
We rely on the missing energy cut to separate contributions based on the shell
of the 12C nucleus that protons are ejected from. The protons in the s shell have
different average binding energy than those in the p shell, which translates to
higher separation energy needed and can be seen in the missing energy defined
in eq. (2.66). The values for the cuts on missing energy we used are similar
to those in [99]–we determined that events with proton coming from the p3/2
shell are those with 14 ⩽ Emiss ⩽ 25MeV whereas events with protons from
the s1/2 shell have missing energy of 30 ⩽ Emiss ⩽ 60MeV. The missing energy
histogram from our experiment and the selected cuts are shown in Fig. 6.13.
Another contributor to missing energy is the excitation energy of the residual
nucleus and its effect is most pronounced in the p-shell region of the spectrum,
where there are multiple peaks, corresponding to the excitation of 11B. Note
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Figure 6.12: 2D diagram of z target coordinate reconstruction from the two spec-
trometers used in our experiment. We can clearly see three target foils and
perform three per-foil cuts to ensure the quality of the reconstruction and that
particles are likely coming from the same event.
how the first peak approximately at Emiss = Es(12Cp3/2) = 16.0MeV, where the
residual nucleus is left in the ground state, is followed by smaller peaks where
11B was left in excited state with E∗1(
11B) = 2.1MeV, E∗2(
11B) = 5.0MeV, and
E∗3(
11B) = 6.8MeV [100].














Figure 6.13: The missing energy histogram after the calibration and all
cuts applied. The shaded areas represent the events that were attributed
to the protons coming from the p3/2 (red) and s1/2 (blue) shells of 12C.
The arrows mark the “p-shell” peaks with events where 11B was left in




A precise determination of the beam polarization is important since in an experi-
ment like ours, it directly impacts the amplitude of the polarization components
(see eqs. (5.35) and (5.36)). It is also crucial to distinguish between the trans-
ferred and induced contributions.
We utilized the Møller polarimeter approximately twice a day to determine
the beam polarization. Results of these measurements are shown in Fig. 6.14
alongside with the average values which we extracted out of them. The fig-
ure also shows, that with regards to the beam polarization measurements, there
were three distinct parts of our experiment. The first part concerns the mea-
surements done during the 2015 beamtime, when the polarization output of the
source cathode was relatively stable. The second part was at the beginning of the
2017 beamtime the beam source cathode was near the end of its lifetime. Typical
indication of this is the rising polarization, while the quantum efficiency and,
hence, the maximum achievable current of the source are dropping. To account
for these changes we had to fit a slope to the measured values. We chose, due to
practical reasons, to calculate the average polarization value on the day-to-day
basis. The third and the final part was after the regeneration of the cathode,
when we again could assume a constant beam polarization although measure-
ments are more scattered compared to the first part. All values that we used in
our analysis are presented in Table 6.3. Normally we would also use the val-
ues from the Mott polarimeter, but unfortunately it was non operational due to
technical issues.
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Figure 6.14: The beam polarization values during 2015 and 2017 beam-
times. All values were measured with the Møller polarimeter. The red
lines represent the averages which we used in our analysis of the data.























In this chapter we present the recoil polarization results which we obtained
through the analysis of 12C(e⃗, e ′p⃗)11B data from our experiment. After a short
description of the chosen kinematic setup, we present the individual polariza-







z)p to directly compare the two shells. All these graphs are also
furnished with theoretical predictions, both from RPWIA and RDWIA calcula-
tions. Finally, we try to place our experimental results in the context of earlier
experiments where polarization observables were measured for different target
nuclei.
When designing our experiment, the goal was to find a kinematic setup with
an overlap between s and p shell in virtuality, while preserving parallel kine-
matics and obtaining good event rate. We chose the kinematics from Table 7.1
that resulted in the missing-momenta-versus-virtuality coverage shown in Fig.
7.1. In the following sections we will present results as a function of either of
these two variables. Figures 7.2 and 7.3 cover full ranges of both pmiss and ν,
while Figs. 7.4 and 7.5 only show the virtuality range where there is an overlap
between the shells.







pmiss [MeV/c] −270 to −100
ν [MeV2/c2] −160 to −40
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Figure 7.1: Upper panel: the missing-momentum-versus-virtuality phase
space covered by this experiment. Lower panel: virtuality distribution of
the observed events. The virtuality-overlap region for protons extracted
from carbon’s s and p shells is marked by the gray band. Both plots show
the data from our experiment.
7.1 Individual Polarization Components
To obtain the polarization components we optimized the outgoing-proton polar-
ization using the maximum-likelihood estimation as described in section 5.2.3.
Because the kinematic setup of our experiment is close to parallel, we assumed
only non-vanishing components are: one induced component, Py, and two trans-
ferred components, P′x and P′z. This leaves us with the total polarization of the









where we followed convention from [21] and attach the polarization vector to
the proton in the reference frame of the scattering plane shown in Fig. 2.3. We
neglected the rest of the components because their contributions are either very
small in parallel kinematics or cancel because of their anti-symmetric depen-
dence on the angle between the scattering and reaction planes, ϕpq [60].
Figure 7.2 shows the polarization-transfer components P ′x and P ′z as well as
the only non-zero induced component Py for protons knocked-out from the s1/2
and p3/2 shell separately. The left side of the figure explores polarization com-
ponents’ dependence on the missing momentum, pmiss, whereas the right side
shows them as a function of virtuality, ν. As in Fig. 7.1, the gray band in the
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Figure 7.2: The polarization components P ′x (top), P ′z (middle), and Py
(bottom) obtained in our experiment presented as a function of missing
momentum on the left side and as a function of virtuality on the right.
Shown are statistical uncertainties only. The full lines represent the RD-
WIA calculation and the dashed lines the RPWIA calculation for the cor-
responding shell. Theoretical curves were obtained using a slightly modi-
fied program from [30] (see text). The shaded colored regions correspond




plots indicates the virtuality-overlap region between the protons extracted from
s and p shells.
The solid lines represent calculations in relativistic distorted-wave impulse
approximation (RDWIA) described in section 2.10. The implementation pre-
sented here use the average “democratic”1 optical potential from [101] for the
calculation of the outgoing proton wavefunction and the NL-SH parametriza-
tion2 from [102] for the relativistic bound-state wave functions. The nuclear
1In [101] the authors used a fitting method to obtain the imaginary potentials which they
called a “democratic fitting”. They used an iterative chi-squared minimization to fit the data,
where they in each step increased the weights for the data sets that were not adequately de-
scribed by the current fit and then refitted the data again.
2NL-SH is a name for a specific set of parameters used in the relativistic-mean-field theory to
describe the ground states of nuclei.
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current is calculated by using the cc2 prescription from [41] and free-proton
electromagnetic form-factors from [103]. We used a program from [30] to cal-
culate the RPWIA and the RDWIA predictions for the polarization components
presented here. Since the program was written for co-planar kinematics, it did
not include the calculation of all hadronic structure functions present in A(e⃗, e ′p⃗)
reaction under one-photon-exchange approximation [40, 43]. We modified it to
include the remainder of the 18 hadronic structure functions. The calculation
was repeated using kinematic variables on a per-event basis for a randomly se-
lected sample of real events from each bin. To get the final polarization value in
each bin, we averaged over individual results for the selected sample.
From the results we can immediately see that the components show at least
a slight pmiss and ν dependence. The agreement between the experiment and
theory is best for the P′z component, where it seems that the RDWIA calculation
agrees with the data quite well. The calculations have more difficulties explain-
ing the behavior of P′x and Py. The disagreement in the slope of the theoretical
predictions and the measured values of P′x is noticeable regardless whether we
consider them as a function of pmiss or ν. Additionally all theoretical curves
underestimate the differences in P′x between two shells. The RPWIA calcula-
tion, by definition, cannot explain the non-zero Py component values, whereas
the RDWIA captures the slope of Py results, but it misses their absolute values,
especially for the s shell.
In general the calculations predict well for which of the shells the given com-
ponent will be larger or smaller. Interestingly, when comparing pmiss to ν, we
can notice the flip of the larger/smaller relation between shells for P′x and Py
components, whereas it remains the same for longitudinal component, P′z. The
source of this shift can be attributed to differences in proton bounding energies
between s and p shell which enters the virtuality through the calculated mass
of the residual system, MA−1, from eq. (2.74). Additionally, by comparing the
RDWIA (solid lines) and RPWIA (dashed lines) calculations, the effects of FSI
can be appreciated. This is obvious in the case of Py, since RPWIA by definition
contains no FSI and predicts this component to be zero.
To explore the sensitivity of the calculated polarization components to the
changes in the GpE/G
p
M ratio we repeated the calculation with a form-factor ratio
modified by ±5%. This variation had a different impact on different components,
which is shown as a band around the respective calculation with no modifica-
tion. From Fig. 7.2 we learn that, in the kinematic region covered by our experi-
ment, varying the form-factor ratio had a negligible effect on the two transverse
components, P′x and Py, while the longitudinal component, P′z, has a higher
sensitivity to it and showed approximately linear dependence on GpE/G
p
M. The
behavior of the individual components is translated to the linear dependence of
their ratio, P ′x/P ′z, on the form-factor ratio.
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7.2 Ratio of Polarization Components
Forming a ratio of polarization components can be useful when examining ef-
fects that the nuclear medium has on the proton. In section 2.5 we have shown
that in the elastic (e⃗, e ′p⃗) reaction, the ratio of transferred polarization compo-
nents (P′x/P′z) is proportional to the ratio of electromagnetic form factors GE/GM.
Although contributions to polarization components become more complicated
in quasi-elastic scattering, we can still retrieve this relation by taking a few ap-
proximations. If we consider strictly parallel kinematics under RPWIA, we can






























where F1 can be replaced with GE if the momentum transfer is small enough.
The relation between components in the scattering plane xyz-coordinate system
and those of the SNL-coordinate system of the outgoing nucleon are shown in
appendix B.
Figure 7.3: Ratio of transverse, P′x, and longitudinal, P′z, transferred polar-
ization components as a function of missing momentum (left) and virtual-
ity (right). Shown are statistical uncertainties only. The solid and dashed
lines represent the RDWIA and the RPWIA calculations, respectively.
The (P′x/P′z) ratios obtained from 12C(e⃗, e ′p⃗) data are displayed in Fig. 7.3.
The measured values deviate from unity for protons coming from either shell,
however, a decent agreement of the RDWIA calculation with the data is pre-
served. The agreement is particularly good in the virtuality overlap region. On
the other hand, the deviation of RPWIA from the measurements is more pro-
nounced if compared to Fig. 7.2. It is also clear that RPWIA calculations do not
account for the differences between the (P′x/P′z) polarization ratios related to the
proton extraction from s and p shell.
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Figure 7.4: Ratios of individual polarization-transfer component (P′x or P′z)
for each shell in 12C (s or p). On the left the ratios are shown as a function
of missing momentum and on the right as a function of proton virtual-
ity. Shown are statistical uncertainties only. The solid and dashed lines
represent the RDWIA and the RPWIA calculations, respectively. Since we
are searching for the differences by comparing polarization components
between the two shells, we introduce the modification of electromagnetic
form-factor ratio only for one of them (s shell). Note that unlike in Figs.
7.2 and 7.3 here the virtuality range is limited to the overlap region.
To further investigate the difference in nuclear effects on protons from the s
and p shell, we can form another pair of ratios, P′si /P
′p
i (i = x, z), showing the
change of P′x and P′z polarization transfer components between the two shells.
From Fig. 7.4 we infer that, when considered as a function of pmiss, the data
shows a significant change in P′z whereas P′x remains roughly the same since
the (P′x)s/(P′x)p ratio lies just below unity. In contrast, when we consider their ν
dependence, the change of the two components is much more similar between
the two shells. It should be noted that in Fig. 7.4 the virtuality range is narrower
compared to Figs. 7.2 and 7.3 since these ratios, which compare the two shells,
can be calculated only in the overlap region.
The RDWIA calculation again agrees well with the observed behavior shown
in both plots of Fig. 7.2. The RPWIA performance is close to that of RDWIA
on the graph showing virtuality dependence, while it seriously underestimates
the P′z ratio when plotted as function of pmiss. Following the single compo-
nents, only the ratio (P′z)s/(P′z)p is sensitive to the electromagnetic form-factor
ratio modification and, hence, has a visible band around the RDWIA calcula-
tion. Since we are searching for differences between the two shells, we modified
the electromagnetic form-factor ratio only for one of them (we chose s shell).
7.3 Double-Ratio of Polarization Components
To summarize these differences between polarization component ratios and to
search for shell-dependent medium modifications in the proton structure, we
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Figure 7.5: The double ratio of the polarization transfer components as
a function of missing momentum (top) and virtuality (bottom). The er-
rorbars show only the statistical uncertainties. The solid and dashed
gray lines represent the RDWIA and the RPWIA calculation, respectively,
whereas the dashed green line corresponds to the double ratio calculated
for the boosted free proton [104, 105]. Both plots also show the weighted
average of the measurements and its uncertainty, which are represented
by a red line and a band around it.
examine the double ratio (P′x/P′z)p/(P′x/P′z)s. The top panel of the Fig. 7.5 shows
the double ratio formed from the measured components as a function of missing
momentum along with the theoretical predictions for the double ratio calculated
under RDWIA (gray solid line) and RPWIA (gray dashed line). The dashed
green line represents the double ratio calculated for the boosted free proton
[104, 105]. The measured double-ratio is almost constant with a weighted aver-
age of 1.15± 0.03 although one could not exclude a slight dependence on pmiss
as indicated by the RDWIA calculation. Any such dependence is clearly ab-
sent in the RPWIA calculation, which is close to unity, and boosted free-proton
calculation that is just below it.
The data corresponding to the extraction of the proton from the s and p
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shells is presented as a function of the proton virtuality in the bottom panel of
Fig. 7.5. The double ratio can be reliably calculated only in the overlap region
where the knockout protons from the two shells can be compared at the same
ν. Choosing ν as the variable on the x axis affects the weighted average of the
measurements which is now 1.05± 0.05 and suggests no difference between s
and p protons. The most remarkable feature of the virtuality plot is that all three
calculations (PWIA, RDWIA, boosted free proton) are very close together and, on
top of that, agree with the double ratio obtained from the measured polarization
components. This suggests that, as a function of proton virtuality, the double
ratio is less sensitive to final state interactions and, therefore, virtuality might be
a good parameter to characterize the properties of a bound proton.
Considering the results as a function of proton virtuality, one can reason
that no statistically significant difference between polarization ratios for s- and
p-shell protons exists. The small deviation of double ratio from unity is pre-
dicted even by calculation using the unmodified electromagnetic form-factor ra-
tio and RPWIA or by simple boosted proton calculation. Furthermore, the mea-
surements are also in agreement with RDWIA calculations (reduced χ2 = 0.48,
p = 0.89). Thus, we found no evidence of density-dependent modifications.
7.4 Comparison with Previous Experiments
The ratios of the polarization-transfer components P′x/P′z to deeply bound pro-
tons have previously been measured for several nuclei. Figure 3.5 from [26]
shows that a comparison of this ratio to that of a free proton, (P′x/P′z)A/(P′x/P′z)H,
at given ν shows the same deviations for 2H, 4He, and 12C despite different kine-
matic conditions. In Fig. 7.6 we present a similar plot but also explore behavior
of this reduced ratio as a function of pmiss.
Although the reduced polarization ratio values do not deviate too much be-
tween different nuclei when plotted versus pmiss, one can see from Fig. 7.6 that
the agreement of the results improves once we consider them as a function of
virtuality. This effect is even more pronounced in the results of our experiment
for the extraction from s and p shell of 12C. Furthermore, the reduced polar-
ization ratio, (P′x/P′z)A/(P′x/P′z)H, results for the proton bound in 2H, which is
a slightly-bound two-body system and often used as an effective neutron tar-
get, lie on the top of those when proton is bound in nuclei with a high average
nuclear density (like 4He and 12C). This supports our observation from the
previous section, because, while FSI and the local nuclear density may differ
between these nuclei, their effect on the polarization transfer is similar, and no
nuclear-density-dependent modifications are observed.
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Figure 7.6: The reduced polarization transfer ratio, (P′x/P′z)A/(P′x/P′z)H,
from this and previous experiments [20–24, 26] as a function of the miss-
ing momentum (top) and virtuality (bottom).
7.5 Experimental Uncertainties
The statistical uncertainties of the extracted polarization components and their
ratios were estimated through the numerical second-order partial derivative of
the log-likelihood function and, besides the numerical error, include a part of the
systematic spin-transfer error as well. In Table 7.2 we presented different con-
tributions to the systematic uncertainties of single components as well as their
ratios or double ratio. The beam polarization and the analyzing power are the
largest contributors to the uncertainty in the polarization components P ′x and P ′z,
while their effect largely cancels when we form either a single or a double ratio.
Another two sources of uncertainty are the beam energy and the central kine-
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matics, which affect the precision with which we can calculate the basis vectors
of the scattering-plane coordinate system and, in turn, influence the polarization
components. The misalignment between the tracks extrapolated from the VDC
to the HDC plane and those measured by the HDCs themselves inflate the un-
certainty when determining the position and angles of the secondary-scattering.
The last three sources of uncertainty (beam energy, non-central kinematics, and
detector misalignment) were studied through the repetition of the analysis with
modified values. We modified each contributor separately by its uncertainty,
and determined how much this affected the extracted polarization.
To determine the contributions from the numerous software cuts that were
employed in our analysis, we modified each of them to be slightly stricter and
evaluated the average effect of this modification on all the bins. Because a stricter
cut reduces the number of considered events, we had to assess how big are the
statistical fluctuations. To do so, we performed a parallel re-analysis, where we
left the chosen cut unchanged but reduced the number of events randomly.
Table 7.2: The sources contributing to the systematic uncertainties of indi-

















Beam polarization 2.0 2.0 0.0 0.0
Analyzing power 1.0 1.0 0.0 0.0
Beam energy 0.2 0.6 0.8 <0.1
Central kinematics 0.6 0.8 0.9 0.1
Alignment <0.1 0.1 0.1 0.3
Software cuts 1.7 2.1 1.9 0.8
Emiss cut
s shell <0.1 <0.1 <0.1
0.6
p shell 0.2 0.5 0.6
Precession (STM fit) 0.3 0.3 <0.1 <0.1
Precession (trajectory) 0.2 0.3 <0.1 <0.1
Total 3.4 3.7 2.3 1.1
Another contribution to the systematic uncertainty is a consequence of the
difficulties related to the separation of the protons from s and p shell by the
missing-energy cut. As can be seen from the available 12C structure functions
[99], the tails of s- and p-shell peaks overlap in Emiss. To reduce this overlap the
neighboring boundaries of the two Emiss ranges sit 5 MeV apart. Despite that
each set of events contain a certain amount of protons coming from the other
shell, which was estimated by performing separate fits over the s- and p-shell
peaks in previously measured 12C structure function. We found that considering
the pmiss range covered by our experiment, the amount of protons from the p
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shell that were accidentally included in the s shell cut is negligible, whereas, in
the opposite case, we see a 5% contamination. To obtain the final uncertainties
we multiplied these cross-contamination estimates with the relative differences
between the individual components of the transferred polarization when only
protons from s or p shell are considered. Because this effects each component in
the opposite direction, we added their uncertainties in quadrature for the single
ratio. The effect that these uncertainties have on the double ratio would vanish,
if it were not for the the large difference in the single-ratio uncertainties. In our
case the double-ratio uncertainty is dominated by the uncertainty of the p-shell
single-ratio.
The last two items in Table 7.2 describe the quality of the spin-precession
evaluation that we used in our maximum-likelihood algorithm. Instead of in-
cluding QSPIN into algorithm directly, we used the spin-transfer matrix derived
from the proton trajectories and spin precession we simulated using the QSPIN.
To estimate how good the STM describes the simulated tracks and accompa-
nying spins, we compared the results obtained with use of these two methods.
Another contribution to the uncertainty of spin precession reconstruction arises
from the finite resolution of the VDCs which is reflected in the uncertainty of
proton’s trajectory parameters. We evaluated how the uncertainty of each pa-
rameter (e.g. position of the reaction vertex) influences the spin precession, by
considering the average dispersion in the observed proton spins at the focal
plane calculated with the QSPIN, if we introduce normally distributed variations
in each affected parameter (we used parameter uncertainty as the standard de-
viation of its sampling function). The last row in Table 7.2 shows the total es-
timated systematic uncertainty that was obtained by adding contributions from






We presented the measured polarization components of the outgoing proton
knocked out from the 12C nucleus by polarized electrons. Prior to the 12C(e⃗, e ′p⃗)
reaction the proton can be bound either in the s1/2 or the p3/2 shell of the 12C
nucleus. We can separate the two contributions by a cut on missing energy.
It was estimated, within the framework of relativistic multiple-scattering
Glauber approximation [57], that using the quasi-elastic A(e, e ′p) reaction mech-
anism for the extraction of protons from the two shells of 12C we are effectively
probing approximately a factor two different local nuclear densities [106, 107].
Ron et al. [29] calculated the size of the effect these density differences could
have on the electromagnetic form factors, GpE and G
p
M, of the bound proton. Their
estimations were based on two different models that predict the density depen-
dence of the form factors: the quark meson coupling (QMC) model [32, 54]
and the chiral quark soliton (CQS) model [58, 59]. At Q2 = 0.4GeV2/c2 the
QMC model predicts about 5% change in the electromagnetic form-factor ra-
tio, GpE/G
p
M, whereas the CQS model predicts a smaller change of about 2-3%.
Authors also showed that these modifications should be reflected in the double
ratio, (P′x/P′z)p/(P′x/P′z)s, where the ratios of transferred polarization components
are compared for proton knocked out from the s and the p shell of 12C.
These are the predictions that led us to use 12C as the target nucleus in our
quest to investigate the density dependence of the in-medium modification of
the proton. But unlike previous analysis of experiments done on 12C [26] and
16O [19] we did not want to examine the differences in polarization components
and their ratios between different shells only as a function of the missing mo-
mentum, pmiss, but also explore their behavior as function of the proton virtual-
ity, ν. The virtuality quantifies how far the proton was off its mass shell when it
was still bound inside the nucleus, whereas the missing momentum represents
the momentum it had. We wanted to explore the differences in results when
considered as a function of the one or the other variable.
We examined the polarization transfer results as individual components and
as ratios, where we either compared longitudinal and transverse components
within the same shell or observed how much they differ between the two shells.
Finally, we formed the double ratio, (P′x/P′z)p/(P′x/P′z)s. In general we observed
a decent agreement between the individual components of polarization transfer
129
Chapter 8. Conclusion
and the RDWIA calculation regardless if we binned the results in pmiss or ν.
This was noticeably different once we calculated their double ratios. As a func-
tion of ν all three theoretical predictions (RPWIA, RDWIA, and boosted free
proton) consolidated and agreed well with the weighted average of our results,
whereas as a function of pmiss the difference between different types of calcula-
tion became more apparent and the results lied further away from all three of
them.
The observed weighted average of the double ratio results binned in ν was
1.05± 0.05 and suggested no difference in how nuclear medium affects protons
coming from the s and p shell. Despite a relatively good agreement, a small
deviation of the results from the RDWIA calculation was observed (results being
approximately 4% smaller). But, with the observed statistical uncertainties of
the double polarization results, we could not exclude a statistical fluctuation as
a source of this shift. In contrast, we saw a weighted average of 1.15 ± 0.03
for the double ratio results when plotted against pmiss. We also observed a
significant difference between RPWIA and RDWIA predictions, which indicates
the amount of contribution from the final state interactions. These observations
suggested that whether one uses the pmiss or the ν as a binning variable, has
a strong influence on the polarization observables. From the more coherent
picture when proton virtuality was used but the preserved sensitivity to the
modification of the electromagnetic form-factor ratio one may deduce that the
polarization observables of the outgoing proton are less susceptible to the other
nuclear effects when considered as functions of proton virtuality.
A specific kinematic setup had to be chosen in order to achieve an overlap
of virtuality distributions for the proton coming from the s1/2 and p3/2 shells of
12C. Despite our best efforts, using the experimental equipment available in the
A1 hall at Mainz, we were able to achieve only a partial overlap. This meant that
a significant number of events was excluded from the analysis when we investi-
gated the polarization component (double) ratios as a function of ν. This was the
main reason for the much larger statistical uncertainty compared to when pmiss
was used. In addition, there was a significant size difference between the larger
diagonal and the smaller non-diagonal elements in the matrix of second-order
derivatives of the log-likelihood function with respect to individual components.
This meant that almost no correlations between the polarization components that
could help reduce the errors on the (double) ratios were observed.
Prior to our investigation polarization transfer experiments have been con-
ducted on 1H, 2H, 4He, 12C, and 16O targets [17–28]. In [24] authors for the







z)1H, which can be related to the change of electromagnetic form-
factor ratio, GpE/G
p
M, of the bound proton, exhibits an universal behavior once it
is considered as a function of ν regardless of which target nucleus is used. This
behavior was confirmed by our experiment as can be seen in Fig. 7.6.
To further test this universal behavior and again compare contributions from
different shells, we proposed another quasi-elastic (e⃗, e ′p⃗) experiment in the A1
hall at Mainz, this time involving a 40Ca target. We chose to use 40Ca for several
130
reasons. One reason is that the nuclear structure of 40Ca has been studied exten-
sively and can be reasonably well described by the nuclear shell model. Another
reason is that so far no polarization transfer experiment of the 40Ca(e⃗, e ′p⃗) type
has been performed, which means that the proposed experiment will provide
additional test of the aforementioned phenomenon of universality. The 40Ca is
also significantly more massive than carbon, so not only that for the first time we
can examine polarization components of the protons coming from the d shell,
but also can cover kinematic regions with higher proton virtuality than ever be-
fore. We also aim to achieve an overlap in virtuality ranges achievable with the
calcium target and those of the 12C data presented in this work. This way we can
study whether the polarization transfer ratio is different for protons previously
bound in the same shell but within different nuclei. Finally, with comparison
of the contributions from the 1d3/2 and 1d5/2 shells, we will be able to explore
the role that difference in angular momentum quantum numbers of the proton





[1] R. Frisch and O. Stern, über die magnetische ablenkung von wasserstoff-
molekülen und das magnetische moment des protons. i., Z. Physik 85, 4 (1933).
[2] I. Estermann, R. Frisch and O. Stern, Magnetic Moment of the Proton, Nature
132, 169 (1933).
[3] S. D. Drell and J. D. Walecka, Quenching of Magnetic Moments in Nuclei,
Phys. Rev. 120, 1069 (1960).
[4] J. V. Noble, Modification of the Nucleon’s Properties in Nuclear Matter, Phys.
Rev. Lett. 46, 412 (1981).
[5] J. Aubert et al., The ratio of the nucleon structure functions F2N for iron and
deuterium, Physics Letters B 123, 275 (1983).
[6] R. L. Jaffe, Quark Distributions in Nuclei, Phys. Rev. Lett. 50, 228 (1983).
[7] F. Close, R. Roberts and G. Ross, The effect of confinement size on nuclear
structure functions, Physics Letters B 129, 346 (1983).
[8] F. Close, A high energy view of quarks in nuclei, Nuclear Physics A 446, 273
(1985).
[9] L. S. Celenza, A. Rosenthal and C. M. Shakin, Many-body soliton dynamics:
Modification of nucleon properties in nuclei, Phys. Rev. C 31, 232 (1985).
[10] P. J. Mulders, Change of Scale for Nucleons in Nuclei from Quasielastic Electron
Scattering, Phys. Rev. Lett. 54, 2560 (1985).
[11] E. Henley and G. Krein, Chiral symmetry, constituent quarks and quasi-elastic
electron-nucleus scattering, Physics Letters B 231, 213 (1989).
[12] M. Bergmann, K. Goeke and S. Krewald, Medium effects in quasi-elastic
electron scattering, Physics Letters B 243, 185 (1990).
[13] K. Saito, K. Tsushima and A. Thomas, Effect of nucleon structure variation
on the longitudinal response function, Physics Letters B 465, 27 (1999).




[15] R. D. McKeown, Precise Determination of the Nucleon Radius in 3He, Phys.
Rev. Lett. 56, 1452 (1986).
[16] D. B. Day et al., y scaling in electron-nucleus scattering, Phys. Rev. Lett. 59,
427 (1987).
[17] D. Eyl, A. Frey et al., First measurement of the polarisation transfer on the proton
in the reactions H(e, e ′p) and D(e, e ′p), Zeitschrift für Physik A Hadrons
and Nuclei 352, 211 (1995).
[18] B. D. Milbrath, J. I. McIntyre et al. (Bates FPP Collaboration), Comparison
of Polarization Observables in Electron Scattering from the Proton and Deuteron,
Phys. Rev. Lett. 80, 452 (1998).
[19] S. Malov, K. Wijesooriya et al., Polarization transfer in the 16O(e, e ′p) 15N
reaction, Phys. Rev. C 62, 057302 (2000).
[20] S. Dieterich et al., Polarization transfer in the 4He(e, e ′,p) 3H reaction, Physics
Letters B 500, 47 (2001).
[21] S. Strauch, S. Dieterich et al., Polarization Transfer in the 4He(e, e ′p) 3H Re-
action up to Q2 = 2.6 (GeV/c)2, Phys. Rev. Lett. 91, 052301 (2003).
[22] B. Hu, M. K. Jones, P. E. Ulmer et al., Polarization transfer in the 2H(e, e ′p)n
reaction up to Q2 = 1.61 (GeV/c)2, Phys. Rev. C 73, 064004 (2006).
[23] M. Paolone, S. P. Malace, S. Strauch et al. (E03-104 Collaboration), Polar-
ization Transfer in the 4He(e, e ′p) 3H Reaction at Q2 = 0.8 and 1.3 (GeV/c)2,
Phys. Rev. Lett. 105, 072001 (2010).
[24] I. Yaron, D. Izraeli et al., Polarization-transfer measurement to a large-virtuality
bound proton in the deuteron, Physics Letters B 769, 21 (2017).
[25] D. Izraeli, I. Yaron, B. Schlimme et al., Components of polarization-transfer to a
bound proton in a deuteron measured by quasi-elastic electron scattering, Physics
Letters B 781, 107 (2018).
[26] D. Izraeli, T. Brecelj et al., Measurement of polarization-transfer to bound pro-
tons in carbon and its virtuality dependence, Physics Letters B 781, 95 (2018).
[27] S. Paul, D. Izraeli, T. Brecelj, I. Yaron et al., Quasi-elastic polarization-transfer
measurements on the deuteron in anti-parallel kinematics, Physics Letters B 795,
599 (2019).
[28] T. Brecelj, S. J. Paul, T. Kolar et al. (A1 Collaboration), Polarization transfer
to bound protons measured by quasielastic electron scattering on 12C, Phys. Rev.
C 101, 064615 (2020).
[29] G. Ron et al., Nuclear density dependence of in-medium polarization, Phys. Rev.
C 87, 028202 (2013).
134
Bibliography
[30] A. Meucci, C. Giusti and F. D. Pacati, Relativistic corrections in (e, e ′p)
knockout reactions, Phys. Rev. C 64, 014604 (2001).
[31] C. C. d. Atti et al., Dependence of the wave function of a bound nucleon on its
momentum and the EMC effect, Phys. Rev. C 76, 055206 (2007).
[32] D. H. Lu et al., Electromagnetic form factors of the bound nucleon, Phys. Rev. C
60, 068201 (1999).
[33] L. L. Foldy, The Electromagnetic Properties of Dirac Particles, Phys. Rev. 87,
688 (1952).
[34] T. Donnelly and A. Raskin, Considerations of polarization in inclusive electron
scattering from nuclei, Annals of Physics 169, 247 (1986).
[35] V. Dmitrasinovic and F. Gross, Polarization observables in deuteron photodis-
integration and electrodisintegration, Phys. Rev. C 40, 2479 (1989).
[36] A. Akhiezer and M. Rekalo, Polarization effects in the scattering of leptons by
hadrons, Sov. J. Part. Nucl. 4, 277 (1974).
[37] B. Foris and C. N. Papanicolas, Electron Scattering and Nuclear Structure,
Annual Review of Nuclear and Particle Science 37, 133 (1987).
[38] A. Picklesimer and J. W. Van Orden, Formal framework for the electroproduc-
tion of polarized nucleons from nuclei, Phys. Rev. C 35, 266 (1987).
[39] J. Kelly, Nucleon knockout by intermediate-energy electrons, Adv. Nucl. Phys.
23, 75 (1996).
[40] A. Picklesimer and J. W. Van Orden, Polarization response functions and the
(e⃗, e ′p⃗) reaction, Phys. Rev. C 40, 290 (1989).
[41] T. D. Forest, Off-shell electron-nucleon cross sections: The impulse approxima-
tion, Nuclear Physics A 392, 232 (1983).
[42] S. Frullani and J. Mougey, Single Particle Properties of Nuclei Through (e, e’ p)
Reactions, Adv. Nucl. Phys. 14, 1 (1984).
[43] S. Boffi et al., Electromagnetic Response of Atomic Nuclei, Oxford Studies in
Nuclear Physics, Vol. 20. 20 (Clarendon Press, Oxford UK, 1996).
[44] C. E. Woodward et al., Measurement of inclusive quasielastic scattering of po-
larized electrons from polarized 3He, Phys. Rev. Lett. 65, 698 (1990).
[45] C. E. Jones-Woodward et al., Determination of the neutron electric form factor
in quasielastic scattering of polarized electrons from polarized 3He, Phys. Rev. C
44, R571 (1991).
[46] M. Meyerhoff, D. Eyl, A. Frey et al., First measurement of the electric formfactor
of the neutron in the exclusive quasielastic scattering of polarized electrons from
polarized 3He, Physics Letters B 327, 201 (1994).
135
Bibliography
[47] T. Eden et al., Electric form factor of the neutron from the 2H(e⃗, e ′n⃗)1H reaction
at Q2=0.255 (GeV/c)2, Phys. Rev. C 50, R1749 (1994).
[48] H. Arenhövel, On the Determination of the Electric Neutron Form-factor in D(e
Polarized), e′(N Polarized) P, Phys. Lett. B 199, 13 (1987).
[49] J. Seely et al., New Measurements of the European Muon Collaboration Effect in
Very Light Nuclei, Phys. Rev. Lett. 103, 202301 (2009).
[50] O. Hen et al., Nucleon-nucleon correlations, short-lived excitations, and the
quarks within, Rev. Mod. Phys. 89, 045002 (2017).
[51] J. Morgenstern and Z.-E. Meziani, Is the Coulomb sum rule violated in nuclei?,
Physics Letters B 515, 269 (2001).
[52] J. Sick, Medium Effects on Nucleon Size, in Weak and Electromagnetic Interac-
tions in Nuclei, edited by H. V. Klapdor (Springer Berlin Heidelberg, Berlin,
Heidelberg, 1986) pp. 415–422.
[53] P. A. Guichon, K. Saito, E. Rodionov and A. W. Thomas, The role of nucleon
structure in finite nuclei, Nuclear Physics A 601, 349 (1996).
[54] D. Lu et al., In-medium electron-nucleon scattering, Physics Letters B 417, 217
(1998).
[55] P. Lava, J. Ryckebusch and B. Van Overmeire, A relativistic Glauber ap-
proach to polarization transfer in 4He(e⃗, e ′p⃗), Progress in Particle and Nu-
clear Physics 55, 437 (2005), international School of Nuclear Physics 26th
course.
[56] G. E. Brown and M. Rho, Scaling effective Lagrangians in a dense medium,
Phys. Rev. Lett. 66, 2720 (1991).
[57] J. Ryckebusch et al., Relativistic formulation of Glauber theory for A(e, e ′p)
reactions, Nuclear Physics A 728, 226 (2003).
[58] C. Christov et al., Electromagnetic form factors of the nucleon in the chiral quark
soliton model, Nuclear Physics A 592, 513 (1995).
[59] J. R. Smith and G. A. Miller, Chiral solitons in nuclei: Electromagnetic form
factors, Phys. Rev. C 70, 065205 (2004).
[60] C. Giusti and F. Pacati, Complete determination of scattering amplitudes and
nucleon polarization in electromagnetic knockout reactions, Nuclear Physics A
504, 685 (1989).
[61] H. Herminghaus, Basic Design Considerations on an electron Beam Stretcher,
in Proceedings, 9th International Conference on the High-Energy Accelerators
(HEACC 1974): Stanford, California, USA, May 2-7, 1974 (1974) pp. 648–649.
136
Bibliography
[62] H. Herminghaus et al., The design of a cascaded 800 MeV normal conducting
C.W. race track microtron, Nuclear Instruments and Methods 138, 1 (1976).
[63] H. Aufhaus et al., Operating Experience with MAMI I, in Proceedings of the
1981 Linear Accelerator Conference: Santa Fe, New Mexico, USA, Oct 19-23,
1981 (1981) pp. 22–24.
[64] U. Berg et al., Parities of dipole ground-state transitions in 52Cr, Physics Letters
B 103, 301 (1981).
[65] M. Begemann et al., Slow positron beam production by a 14 MeV C.W. electron
accelerator, Nuclear Instruments and Methods in Physics Research 201, 287
(1982).
[66] H. Herminghaus et al., Status Report on the Normal Conducting CW Racetrack
Microtron Cascade "MAMI", IEEE Transactions on Nuclear Science 30, 3274
(1983).
[67] H. Herminghaus, The Mainz Microtron Operation Experience and Upgrade
Progress, in Proceedings, 1988 Linear Accelerator Conference: Williamsburg, Vir-
ginia, USA, Oct 3-7, 1988 (1988) pp. 247–251.
[68] M. Alguard et al., A source of highly polarized electrons at the stanford linear
accelerator center, Nuclear Instruments and Methods 163, 29 (1979).
[69] E. Garwin, D. Pierce and C. Siegmann, Polarized Photoelectrons from Opti-
cally Magnetized Semiconductors, Helvetica Physica Acta 47, 393 (1974).
[70] G. Lampel and C. Weisbuch, Proposal for an efficient source of polarized pho-
toelectrons from semiconductors, Solid State Communications 16, 877 (1975).
[71] W. Hartmann et al., A source of polarized electrons based on photoemission of
GaAsP, Nuclear Instruments and Methods in Physics Research Section A:
Accelerators, Spectrometers, Detectors and Associated Equipment 286, 1
(1990).
[72] K. Aulenbacher, Eine Quelle longitudinalpolarisierter Elektronen für das
MAMI-Beschleunigersystem, Ph.D. thesis, Johannes Gutenberg Universität
Mainz (1993).
[73] W. E. Spicer, Negative affinity 3–5 photocathodes: Their physics and technology,
Applied physics 12, 115 (1977).
[74] D. Pierce and F. Meier, Photoemission of spin-polarized electrons from GaAs,
Phys. Rev. B 13, 5484 (1976).
[75] D. Pierce, 1. Spin-polarized electron Sources, in Atomic, Molecular, and Optical
Physics: Atoms and Molecules, Experimental Methods in the Physical Sci-
ences, Vol. 29A, edited by R. Celotta and T. Lucatorto (Academic Press,
1995) pp. 1 – 38.
137
Bibliography
[76] G. Fishman and G. Lampel, Spin relaxation of photoelectrons in p-type gallium
arsenide, Phys. Rev. B 16, 820 (1977).
[77] P. Drescher, H. Andresen, K. Aulenbacher et al., Photoemission of spinpolar-
ized electrons from strained GaAsP, Appl. Phys. A 63, 203–206 (1996).
[78] V. Tioukine, K. Aulenbacher and E. Riehn, A Mott polarimeter operating
at MeV electron beam energies, Review of Scientific Instruments 82, 033303
(2011), https://doi.org/10.1063/1.3556593 .
[79] P. Bartsch, Aufbau eines Møller-Polarimeters für die Drei-Spektrometer-Anlage
und Messung der Heliziätsasymmetrie in der Reaktion p(e⃗, e ′ p)π0 im Bereich der
∆-Resonanz, Ph.D. thesis, Johannes Gutenberg Universität Mainz (2001).
[80] A1 Kollaboration, Photo Gallery (2009), http://wwwa1.kph.uni-mainz.de/
A1/gallery/, accessed February 14, 2019.
[81] S. Schardt, Aufbau und Erprobung der Drei-Spektrometer-Anordung für Koinze-
denzexperimente mit Elektronen am 855 MeV-Elektronenbeschleuniger MAMI,
Ph.D. thesis, Johannes Gutenberg Universität Mainz (1994).
[82] W. Bertozzi et al., Focal plane instrumentation: A very high resolution MWPC
system for inclined tracks, Nuclear Instruments and Methods 141, 457 (1977).
[83] M. O. Distler, Aufbau und Test einer vertikalen Driftkammer, Ph.D. thesis,
Johannes Gutenberg Universität Mainz (1995).
[84] P. Sauer, Entwicklung, Aufbau und Inbetriebnahme der vertikalen Driftkammern
der Drei-Spektrometer-Anlage am Mainzer Mikrotron MAMI und Studium der
Reaktion 12C(e, e ′p)11B für mittlere und hohe Nukleonenimpulse im Kern, Ph.D.
thesis, Johannes Gutenberg Universität Mainz (1995).
[85] K. Fissum et al., Vertical drift chambers for the Hall A high-resolution spectrom-
eters at Jefferson Lab, Nuclear Instruments and Methods in Physics Research
Section A: Accelerators, Spectrometers, Detectors and Associated Equip-
ment 474, 108 (2001).
[86] I. Broser and H. Kallmann, über den elementarprozeß der lichtanregung in
leuchtstoffen durch α-teilchen, schnelle elektronen und γ-quanten ii, Zeitschrift
für Naturforschung A 2, 642.
[87] I. M. Frank and I. E. Tamm, Coherent visible radiation of fast electrons passing
through matter, Compt. Rend. Acad. Sci. URSS 14, 109 (1937).
[88] B. Jean-Marie, V. Lepeltier and D. L’Hote, Systematic measurement of electron
drift velocity and study of some properties of four gas mixtures: A-CH4, A-C2H4,
A-C2H6, A-C3H8, Nuclear Instruments and Methods 159, 213 (1979).
138
Bibliography
[89] T. Pospischil et al., The horizontal drift chambers for the focal plane proton-
polarimeter of the 3-spectrometer setup at MAMI, Nuclear Instruments and
Methods in Physics Research Section A: Accelerators, Spectrometers, De-
tectors and Associated Equipment 483, 726 (2002).
[90] M. O. Distler, H. Merkel and M. Weis, Data Acquisition and Analysis for
the 3-Spectrometer-Setup at MAMI, Proceedings of the 12th IEEE Real Time
Congress on Nuclear and PlasmaSciences (2001).
[91] T. Pospischil, Aufbau und Inbetriebnahme eines Protonen-Polarimeters an
MAMI und Messung der Proton-Polarisation in der Reaktion p(e, e ′p)π0 in
paralleler Kinematik im Bereich der ∆(1232)-Resonanz, Ph.D. thesis, Institut
für Kernphysik der Universität Mainz (2000).
[92] V. Bargmann, L. Michel and V. L. Telegdi, Precession of the Polarization of
Particles Moving in a Homogeneous Electromagnetic Field, Phys. Rev. Lett. 2,
435 (1959).
[93] L. T. Thomas, I. The kinematics of an electron with an axis, The London, Ed-
inburgh, and Dublin Philosophical Magazine and Journal of Science 3, 1
(1927).
[94] S. Štajner, Analysis of Roper Resonance P11(1440) in Pion Electroproduction
Process p(e, e ′p)π0, Ph.D. thesis, Univerza v Ljubljani (2017).
[95] S. Kowalski and H. Enge, The ion-optical program raytrace, Nuclear Instru-
ments and Methods in Physics Research Section A: Accelerators, Spec-
trometers, Detectors and Associated Equipment 258, 407 (1987).
[96] L. Doria, Polarization Observables in Virtual Compton Scattering, Ph.D. thesis,
Institut für Kernphysik, Johannes Gutenberg-Universität Mainz (2007).
[97] S. Širca, Probability for Physicists (Springer, 2016).
[98] W. Leo, Techniques for Nuclear and Particle Physics Experiments: A How-to
Approach (Springer, 1994).
[99] D. Dutta, D. van Westrum et al., Quasielastic (e, e′p) reaction on 12C, 56Fe,
and 197Au, Phys. Rev. C 68, 064603 (2003).
[100] R. B. Firestone, C. Baglin and S. Y. F. Chu, Table of isotopes: 1998 update with
CD-ROM (Wiley, New York, NY, 1998).
[101] E. D. Cooper, S. Hama and B. C. Clark, Global Dirac optical potential from
helium to lead, Phys. Rev. C 80, 034605 (2009).
[102] M. Sharma, M. Nagarajan and P. Ring, Rho meson coupling in the relativistic




[103] J. C. Bernauer, M. O. Distler, J. Friedrich, T. Walcher et al. (A1 Collabora-
tion), Electric and magnetic form factors of the proton, Phys. Rev. C 90, 015206
(2014).
[104] S. Paul, T. Brecelj, H. Arenhövel et al., The influence of Fermi motion on the
comparison of the polarization transfer to a proton in elastic e⃗p and quasi-elastic
e⃗A scattering, Physics Letters B 792, 445 (2019).
[105] H. Arenhövel, Polarization observables for elastic electron scattering off a moving
nucleon, Physical Review C 99 (2019), 10.1103/PhysRevC.99.055502.
[106] W. Cosyn and J. Ryckebusch, Density dependence of single-proton and two-
proton knockout reactions under quasifree conditions, Phys. Rev. C 80, 011602
(2009).
[107] J. Ryckebusch, W. Cosyn and M. Vanhalst, Density dependence of quasifree
single-nucleon knockout reactions, Phys. Rev. C 83, 054601 (2011).
[108] H. Arenhövel, W. Leidemann and E. Tomusiak, General survey of polariza-




The key characteristic of the Breit frame is that the incident particle, in our case
nucleon with mass M, has its momentum reversed, p ′ = −p, and, in case of
elastic scattering, its energy conserved, EN = Ei = Ef, in the reaction. This
results in
q2 = (p ′ − p) = −(p−p)2 = −4p2 , (A.1)






(τ+ 1)M2 = M
√
1+ τ , (A.3)
where τ = −q2/4M is the same as in the eq. (2.17). As is shown in fig. 2.3 we
adopt a coordinate system where the z-axis points in the direction of the trans-
ferred momentum, the x-axis is transverse to z-axis but still lies in the scattering
plane, and y-axis direction is along the ŷ = x̂× ẑ. Consequently incoming and





















In the Breit frame electron four-vectors, k and k ′, are simplified as well. They
both must have zero ŷ component, additionally the direction of q along the z-
axis and the four-momenta conservation fix the ẑ component, and finally the fact
























Appendix A. Breit Frame
Alternatively, we can express both electron four-vectors with the scattering angle


























If we have a lab frame whose z-axis is along the transferred momentum and x
and y axis point in the same direction as in Breit frame, then the two frames
can be transformed into one another with a boost along the z-axis. In such case
we have a relativistic boost factor γ =
√
1+ τ and the following relationship




















Lets write general expression for spinors ū(p ′), u(p) which are positive-energy
solutions of the Dirac equation for free incoming and outgoing proton in elastic


















We will evaluate two particular products, ū(p ′)γµu(p) and ū(p ′)u(p) in the Breit
frame using the facts that in this particular frame Ep ′ = Ep and p ′ = −p. Starting
with the former one we find that for µ = 0






















and for µ ≡ m ̸= 0











































= 2iχ′†p× σχ .
(A.15)
Whereas ū(p ′)u(p) is
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Appendix B
Transformation between the LNS
and xyz Coordinate Systems
Since we chose different coordinate systems, we need to define a transformation
from the LNS coordinate system to the xyz system as shown in fig. 2.3. The
basis vectors for LNS are L̂ parallel to p ′, N̂ parallel to q × p ′, and Ŝ = N̂ × L̂.
Meanwhile, the xyz coordinate system is spanned by the x̂ = ŷ × ẑ, ŷ parallel to
k × k ′, and ẑ parallel to q.
This is done by first rotating LNS coordinate system around N̂ for θpq into
L ′N ′S ′ system,
L̂ ′ = L̂ cos θpq − Ŝ sin θpq (B.1)
N̂ ′ = N̂ (B.2)
Ŝ ′ = Ŝ cos θpq + L̂ sin θpq , (B.3)
followed by rotation around L̂ ′ for ϕpq into the final xyz system:
ẑ = L̂ cos θpq − Ŝ sin θpq (B.4)
ŷ = N̂ cosϕpq +
[





Ŝ cos θpq + L̂ sin θpq
]
cosϕpq − N̂ sinϕpq . (B.6)
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jeziku
8.1 Uvod
Preiskovanje protonske in nevtronske elektromagnetne strukture ima pomembno
vlogo ne le kot del temeljnega preučevanja osnovnih lastnosti nukleonov, tem-
več tudi pri naših prizadevanjih, da bi bolje razumeli lastnosti jeder in njihovega
vedenja v jedrski snovi.
Prve indikacije, da proton ni točkast temveč razširjen objekt, so prišle s strani
leta 1933 opravljenih meritev magnetnega momenta protonov, ki jih je izvedel
Otto Stern s sodelavci [1, 2]. Izmerjen magnetni moment je odstopal od na-
povedane vrednosti za primer točkastega delca s polovičnim spinom, ki je bila
izračunana z uporabo Diracove enačbe. Kljub zanimivemu rezultatu Sternovih
eksperimentov, v naslednjih letih niso pridobili veliko več informacij o geom-
teriji nukleonov, saj so bile vse takratne metode zelo posredne in odvisne od
modela. Tak primer je bila naprimer določitev njihove velikosti s primerjavo iz
eksperimentov dobljene vezavne energije z energijo izračunano s pomočjo semi-
empirične Weizsäckerjeve formule.
V času druge svetovne vojne se je zgodil hiter razvoj radarskih sistemov,
katerih tehnologija je blizu tisti uporabljeni pri pospeševalnikih delcev, ki je pri-
pomogel k nastanku klistronov z močjo večih megawattov. Ti so bili potrebni
za proizvodnjo visokoenergijskih pospeševalnikov elektronov, ki so omogočili
opazovanje pojavov v nukleonskem merilu. Zaključek linearnega pospeševal-
nika Stanford Mark III v zgodnjih šestdesetih letih prejšnjega stoletja je Robertu
Hofstadterju in njegovi skupini omogočil opravljanje večih eksperimentov, ki so
z merjenjem oblikovnih faktorjev potrdili razširjeno porazdelitev naboja v pro-
tonu in podali natančnejšo oceno njegovega nabojnega polmera. To delo je uve-
ljavilo sipanje elektronov kot pomembno tehniko za preučevanje elektromagne-
tnih lastnosti jedrske snovi in vodilo do razvoja različnih metod za pridobivanje
informacij o elektromagnetnih jedrskih oblikovnih faktorjih.
Z nadaljnjim napredovanjem jedrske teorije in širšimi prizadevanji združe-
vanja teorij na različnih velikostnih nivojih je možnost spremembe osnovnih
lastnosti v jedru ujetega nukleona, kot naprimer sprememba magnetnega mo-
menta [3], pridobivala na teži. Kasneje so bile narejene podobne napovedi tudi
za jedrske elektromagnetne oblikovne faktorje [4]. Toda šele po odkritju EMC-
učinka [5] leta 1983, ki kaže, da jedrski medij spremeni porazdelitev gibalne
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količine ujetih kvarkov ter lahko tako tudi vpliva na tipično velikost prostora,
v katerem so ujeti kvarki [6–8], je zamisel o vplivu nuklearnega medija na nu-
kleonske EM oblikovne faktorje pridobila širšo in še vedno trajajočo pozornost
[9–11].
S strani eksperimentov z elektronskim sipanjem so prve informacije o možni
modifikaciji nukleonskih faktorjev v mediju prišle iz podatkov o inkluzivnem si-
panju elektronov (e, e
′
) na različnih jedrih, vendar je bila analiza močno model-
sko odvisna. Poleg tega se zaradi močne občutljivosti na interakcije v končnem
stanju (FSI) [14–16] ni bilo mogoče približati nizkim q2. Nadaljnji razvoj po-
lariziranih elektronskih virov v devedestih letih prejšnjega stoletja je omogočil
pospeševalnikom, da zagotovijo neprekinjene in visoko polarizirane elektronske
žarke. Ti so nujno potrebni za izvedbo koincidenčnih poskusov, ki se opirajo na
metodo prenosa polarizacije [17–26]. Skupaj z eksperimenti na podlagi Rosen-
bluthove separcije, trenutno najboljši vir informacij o oblikovnih faktorjih tako
prostih kot tudi v jedru ujetih nukleonov.
Nekateri teoretični modeli predvidevajo, da bi lahko bila notranja struktura
nukleona občutljiva na lokalno barionsko gostoto. Ta pojav naj bi bil opazen zla-
sti, kadar sta tako gostota kot temperatura resnično visoki (npr. v nevtronskih
zvezdah) [53]. Čeprav gostote v jedrih niso tako visoke kot v prej omenjenih
okoljih, je v jedrih povprečna razdalja med nukleoni le nekoliko večja od vsote
dveh nukleonskih polmerov. Zato obstajajo teoretične napovedi, ki napovedu-
jejo spremembo nukleonskih elektromagnetnih oblikovnih faktorjev tudi pri re-
lativno skromnnejših gostotah jedrskega medija [29, 32, 54, 55].
V tem delu bom predstavil pol-eskluzivni eksperiment sipanja elektronov,
pri katerem smo merili polarizacijski prenos med polariziranim žarkom in pro-
tonom, ki ga izbijemo iz dveh različnih stanj znotraj ogljika skozi 12C( #»e , e
′ #»p)
reakcijo. Izračuni kažejo, da sta lokalni jedrski gostoti, ki ju občutijo protoni
ujeti v s1/2 in p3/2 stanju 12C jedra, približno za faktor 2 različni [29]. To nam
omogoča, da s pomočjo našega eksperimenta raziščemo morebitno gostotno od-
visnost modifikacije protonskih oblikovnih faktorjev.
8.2 Fizikalne osnove
Ker bomo proučevali sipanje polariziranih elektronov na v jedru ujetih protonih
v kvazielastičnem režimu, bo naša raziskava jedrskih učinkov izvedena s primer-
javo glede na elastično sipanje na prostih protonih, čigar fizika bo predstavljena
v tem poglavju.
8.2.1 Formalizem elastičnega eN sipanja in Rosenbluthova se-
paracijska metoda
Ena od prednosti elektronskih sipalnih eksperimentov je ta, da je moč ločiti pri-
spevke na obeh straneh diagrama iz slike 8.1, ki predstavlja sipanje prvega reda
(izmenjava enega fotona). Z uporabo Feynmanovih pravil je invariantna ampli-
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tuda za elastično eN sipanje preko virtualnega fotona s prenesenim momentom
q sledeča:











kjer smo desno stran že faktorizirali kot produkt leptonskega ℓµ in hadronskega
Jµ tokovnega štiri vektorja. Zaradi zahtevane relativistične invariance in ohra-
nitve toka v primeru enofotonskega sipanja elektrona na protonu s polovičnim
spinom in notranjo strukturo ima nukleonski vozliščni faktor Γν naslednjo obliko
[33]:










Hadronski tok Jµ je funkcija samo dveh skalarnih funkcij, F1 in F2, ki vsebujeta
informacije o protonski EM strukturi in jih zaradi zgodovinskih razlogov obi-
čajno imenujemo Diracov (F1) in Paulijev (F2) oblikovni faktor. V splošnem sta
oba oblikovna faktorja funkciji vseh treh razpoložljivih neodvisnih Lorentzovih
skalarjev q2, p2, p ′2, ampak, ker je proton na svoji masni lupini tako v začetnem
kot tudi končnem stanju (p2 = p ′2 = M2), sta oba le funkciji kvadrata prenesene
gibalne količine, q2.
Slika 8.1: Feynmanov diagram za elastično elektronsko-nukleonsko sipa-
nje v približku enofotonske izmenjave.
Splošni diferencialni elastični presek za eN sipanje lahko preko Fermijevega








































kjer smo poleg elektronskega sipalnega kota θe dodatno vpeljali še τ = −q2/4M2
kot odbojni faktor protonov. Namesto F1 in F2 se pogosto uporablja alternativni
set oblikovnih faktorjev, ki ju običajno imenujemo Sachsov električni in magnetni
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Uporaba Sachsovih FF ima prednost, da lahko sipalni presek iz enačbe (8.10)





















kjer ε = [1+ 2(1+ τ) tan2(θe2 )] predstavlja virtualno fotonsko polarizacijo. Zapis
sipalnega preseka, v obliki vsote dveh členov, kjer nastopa bodisi samo GE ali
samo GM, nam daje prikladen način za njihovo ekstrakcijo pri eksperimentu,
ko merimo preseke pri različnih kotih, medtem ko držimo q2 konstanten. S
tem pravzaprav spreminjamo ε pri fiksnem τ, kar pomeni, da lahko z uporabo
linearne regresije ločimo prispevke GE in GM. Od tod tudi ime metode, Rosen-
bluthova separacija.
8.2.2 Meritev prenosa polarizacije pri elastičnem sipanju
Leta 1968 sta Akhiezer in Rekhalo, kot alternativo Rosenbluthovi tehniki, predla-
gala meritve z uporabo polariziranega elektronskega žarka na bodisi polarizirani
ali nepolarizirani tarči. Poleg merjenja polarizacije žarka je v prvem primeru po-
trebno merjenje polarizacije tarče, v drugem pa je potrebno meriti polarizacijo
preneseno na izbiti proton. V preostanku tega dela, bomo predstavili le drugo
metodo (metoda prenosa polarizacije), saj bo ta uporabljena v našem poskusu.
Pri uporabi vzdolžno polariziranih elektronov z vijačnostjo h = ±1 produkt
leptonskega (Leµν = ℓµℓ∗ν) in hadronskega (W
µν
N = J
µJν∗) tenzorja ne vsebuje le

















































V zgornjih enačbah L označuje prispevek zaradi vzdolžne polarizacije v smeri
protonskega momenta in T prispevek zaradi prečne polarizacije, ki je pravo-






pomeni, da ni polarizacije v pravokotni smeri glede na sipalno rav-
















































PN = 0 , (8.19)
katere lahko izmerimo pri eksperimentu. Ker sta komponenti PL, PT sorazmerni
s G2M in GEGM, lahko preko njunega razmerja dostopamo do razmerja oblikov-














Na ta način lahko dostopamo do informacij o oblikovnih faktorjih za izbrani
q2 z eno samo meritvijo, kar v primerjavi z metodo Rosenbluthove separacije
bistveno zmanjša sistematično napako, ki pri slednji izhaja predvsem iz negoto-
vosti določitve energije žarka in sipalnega kota.
8.2.3 Meritev prenosa polarizacije pri reakciji A(⃗e, e ′p⃗)B
Medtem ko enačbe (8.17) držijo le za elastično sipanje, pričakujemo podobno
odvisnost komponent prenešene polarizacije od oblikovnih faktorjev pri reak-
ciji A(e⃗, e ′p⃗) v kvazi-elastičnem režimu. Seveda pa bodo končne polarizacijske
komponente močno odvisne od drugačne kinematike takega procesa in ostalih
jedrskih učinkov, kot naprimer interakcij v končnem stanju (FSI) [39, 43].
8.2.3.1 Kinematika kvazielastičnega sipanja
O kvazielastičnem sipanju na protonu ujetemu v jedru govorimo kadar je prenos
energije približno enak tistemu pri elastičnem elektronsko-nukleonskem sipanju,
ω = −q2/(2mp). To je razvidno tudi na sliki 8.2, saj se presek za reakcijo pri
tej energiji poveča (pogosto govorimo o kvazielastičen vrhu). V tej kinematični
regiji elektron načeloma interegira le z enim nukleonom in le tega tudi izbije iz
jedra.
Še zmeraj se držimo Bornovega približka, kar pomeni, da sta elektron in
nukleon izmenjala le en foton z energijo
ω = k0 − k′ 0 (8.21)
in gibalno količino
q = k− k ′ . (8.22)
Količini ω in q pogosto imenujemo tudi prenešena energija in prenešena gi-
balna količina. Pri obravnavi reakcije se navadno uvede še količini, manjkajoča
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Slika 8.2: Shema različnih kinematskih regij elektronsko-protonskega in
elektronsko-jedrskega preseka kot funkcija prenešene energije ω [37].
energija, Emiss, in manjkajoča gibalna količina, pmiss. Ti količini opisujeta bodisi
energijo bodisi gibalno količino, ki nam manjkata po rekonostrukciji reakcije iz
količin izmerjenih delcev.
Manjkajoča giblana količina je torej razlika gibalne količine virtualnega fo-
tona oz. prenešene gibalne količine, q, in gibalne količine p ′ iz jedra izbitega
protona
pmiss = q−pp ′ . (8.23)
Manjkajoča energija pa je pravzaprav vsota separacijske energije protona v jedru
A, Es, in eksitacijske energije, E∗A−1, ki je bila predana residualnemu jedru A− 1
Emiss = Es + E
∗
A−1 . (8.24)
Če malce naivno predpostavimo ohranitev energije in gibalne količine pri
reakciji A(e⃗, e ′p⃗), torej
EA +ω = EA−1 + Ep ′ (8.25)
in
pA +q = pA−1 +pp ′ , (8.26)
tedaj za primer, ko tarčno jedro miruje, EA = MA in |pA| = 0, dobimo
pmiss = pA−1 (8.27)
in





















Slika 8.3: Kinematka reakcije A(e⃗, e ′p⃗). Pri tej reakciji nastopata dve po-
membni ravnini. Sipalna ravnino določata vektorja gibalne količine ele-
ktrona pri vstopu, k, in izhodu, k′, iz reakcije. Reakcijsko ravnino pa
napenjata vektor prenešene gibalne količine, q, in vektor gibalne količine
protona po izstopu iz reakcije, p ′. V tem tekstu smo izbrali, da bomo
predstavili polarizacijske komponente v desnoročnem koordinatnem sis-
temu sipalne ravnine. Njegove osi so določene na naslednji način: ẑ kaže
vzdolž vektorja prenešene gibalne količine q, ŷ je določen s smerjo vek-
torskega produkta med vektorjema gibalne količine elektrona pri vstopu
in izstopu, k× k′, in x̂ = ŷ× ẑ. Pogosto se uporablja tudi sistem L̂N̂Ŝ,
kjer L̂ kaže vzdolž p ′, N̂ vzdolž p ′ × q, in Ŝ = N̂× L̂. Pri opisu reakcije
A(e⃗, e ′p⃗) navadno nastopajo trije koti. Prvi je kot sipanja elektrona, θe,
ki v povezavi z vstopno energijo elektrona, k0, določa velikost prenešene
gibalne količine. Drugi je azimutalni kot ϕpq med q in p ′, ki je tudi kot
med sipalno in reakcijsko ravnino. Tretji pa je polarni kot med istima
vektorjema θpq.





p −mp , (8.29)





A−1 −MA−1 . (8.30)
Ti dve količini torej posredno izmerimo in jih uporabimo pri rekonstrukciji Emiss.
Na podlagi enačbe (8.25) in dejstva, da so razlike med vezavnimi energijami
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protonov v s in p stanjih v 12C dovolj velike, da so v Emiss spektru tudi opazne,
lahko te dve skupini protonov tudi ločimo.
V prizadevanju, da bi raziskali možne učinke dejstva, da je v jedru vezan
nukleon med interakcijo z virtualnim fotonom lahko izven svoje masne lupine,
poskušamo ta efekt ovrednotiti s količino, ki jo imenujemo virtualnost protona.




















kjer maso residualnega sistema izračunamo kot
MA−1 =
√
(ω− Ep′ +MA)2 −p
2
miss . (8.33)
Sipalna in reakcijska ravnina s slike 8.3 nista nujno poravnani. Prvo določata
gibalni količini elektrona ob vstopu in izstopu iz reakcije, medtem ko drugo
določa prenešena gibalna količina skupaj z gibalno količino izbitega protona.
Relativni položaj obeh ravnin je opisan z azimutnim kotom ϕpq med q in p ′.
Kadar imamo ϕpq = 0◦ ali 180◦, pravimo, da je kinematika procesa koplanarna.
Drug pomemben kot pri opisu reakcije (e, e ′p) je polarni kot θpq. Kadar je
θpq = 0
◦, pravimo, da je kinematika vzporedna.
8.2.3.2 Sipalni presek pri reakciji A(⃗e, e ′p⃗)B in polarizacijske obzervable
V splošnem lahko presek za reakcijo tipa A(e⃗, e ′p⃗) zapišemo ponovno kot pro-
dukt leptonskega in hadronskega tenzorja ter relevantnih kinematskih količin,
torej
d6σ















































































in 18 medseboj neodvisnih funkcij hadronskega odziva R, katerih lastnosti so
zbrane v tabeli 8.1. Z L in T označujemo longitudinalno in transverzalno polari-
zacijo virtualnega fotona. Faktorji in funkcije brez opuščaja pripadajo produktu
simetričnih delov leptonskega in hadronskega tenzorja, medtem kot tisti z opu-
ščajem izhajajo iz produkta anti-simetričnih delov.














RuL ne da da
RNL ne da ne
RuT ne da da
RNT ne da ne
RuTT ne da ne
RNTT ne da ne
RLTT ne ne ne
RSTT ne ne ne
RuLT ne da ne




RLLT ne ne ne
RSLT ne ne da
R′uLT da ne ne




R′LLT da da ne
R′SLT da da da
R′LTT da da da
R′STT da da ne
Od 18 funkcij hadronskega odziva je 12 neodvisnih in 6 odvisnih od vijačnosti
spina začetnega elektrona. Njihov prispevek k sipalnemu preseku lahko ločimo
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in dobimo
d6σ
dEe ′dΩedEp ′dΩp ′
























































































8.2.3.3 Povezava med polarizacijo izbitega protona in sipalnim presekom
Za namen našega eksperimenta je uporabno, da zapišemo sipalni presek tudi
kot funkcijo polarizacije izbitega protona. Imamo
d6σ










kjer je σ0 sipalni presek v primeru nepolariziranega sipanja, A je analizna moč
elektronskega žarka, P je inducirana polarizacija izbitega protona in P ′ predsta-
vlja polarizacijo prenešeno na izbit proton. Seštevek P in P ′ predstavlja celotno
polarizacijo detektiranega protona
Π = P+ hP ′ , (8.41)
ki jo lahko naprej razdelimo na komponente v izbranem koordinatnem sistemu.






















Če sedaj primerjamo enačbi (8.36) in (8.40), lahko izrazimo šest polarizacij-
skih komponent iz (8.42) s pomočjo kinematičnih faktorjev iz (8.35) in funkcij



































































σ̃ = K̃σMott . (8.44)
V tabeli 8.1 lahko vidimo, da je v primeru vzporedne kinematike (θpq = 0) le
























Ta rezultat je še posebej zanimiv, saj lahko v približku ravnih valov (PWIA
- plain wave impulse approximation) izračunamo funkcije hadronskega odziva.
Ker nas zanima samo razmerje vzdolžne in prečne komponente prenešene pola-
rizacije, P ′L/P
′

























kjer nnlj(p) predstavlja porazdelitev gostote protonskega momenta v jedru. Upo-






























kjer lahko oblikovni faktor F1 nadomestimo z GE kadar je prenos gibalne ko-
ličine dovolj majhen. Gornja enačba potrdi naša pričakovanja, da se odvisnost
razmerja teh dveh komponent od razmerja oblikovnih faktorjev ohrani tudi pri
reakciji A(e⃗, e ′p⃗) v kvazielastični kinematiki.
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8.3 Motivacija
Skozi zgodovino smo se naučili, da tako kot je jedro sestavljeno iz nukleonov,
so nukleoni sestavljeni iz kvarkov in gluonov. Z odkritjem pojava EMC [5] smo
spoznali, da se za različna jedra spreminja velikost prostora, v katerem so ujeti
kvarki [8]. Tako se je razumno vprašati, ali jedrska snov vpliva tudi na nukleone
in njihove makroskopske opazljivke na podoben način.
DWIA + MEC + IC Calculation
DWIA Calculation
PWIA Calculation
12C(~e, e′~p) MAMI 2018
4He(~e, e′~p) JLab 2013
4He(~e, e′~p) JLab 2008
2H(~e, e′~p) JLab 2006




















Slika 8.4: Razmerje eksperimentalno pridobljenih transverzalnih in vzdol-
žnih komponent prenešene polarizacije pri sipanju na protonih, ujetih v
devteriju, heliju in ogljiku [20–24, 26]. Krivulje prikazujejo napovedi te-
orije pri izbitju protona iz devterija, izračunanih v teoretičnem okviru iz
[108].
Čeprav nam kvanta kromodinamika (QCD) dobro služi kot teorija močne in-
terakcije med kvarki in gluoni, za razliko od kvantne elektrodinamike (QED),
vstopi v nepertubativni režim pri tipičnih energijah v atomskem jedru. Poleg
tega nam problem fermionskega znaka, ki nastopi zaradi relativno visoke go-
stote kvarkov v jedrski snovi, preprečuje, da bi uporabili vedno bolj uspešne
ab-initio izračune kvantne kromodinamike na mreži. Zato se moramo zanašati
na modele, kot so model sklopitve kvarkov z mezoni (QMC) ali kiralni kvar-
kovski model s solitoni (CQS), da bi povezali QCD s fiziko jeder in njihovih
gradnikov. Napovedi odvisnosti nukleonskih oblikovnih faktorjev od q2 ali/in
lokalne jedrske gostote [9–11] so vodile k intenzivnemu preučevanju tovrstnih
pojavov z elektronskimi sipalnimi eksperimenti.
Izmed tehnik, ki omogočajo preučevanje nukleonskih oblikovnih faktorjev,
se je v poglavju 8.2.2 opisana metoda prenosa polarizacije izkazala za izredno
koristno, saj dobimo razmerje protonskih faktorjev z zelo majhno sistematsko
napako. Na sliki 8.4 so kot funkcija virtualnosti prikazani nedavni rezultati
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poizkusov s prenosom polarizacije, ki so bili izvedeni v JLab-u in Mainzu z
uporabo različnih tarčnih jeder. Spomnimo se, da si lahko virtualnost razlagamo
kot merilo, koliko je v jedru ujet proton odmaknjen od svoje masne lupine.
Slika 8.5: Na gornji sliki je prikazana napoved od efektivne jedrske go-
stote odvisne spremembe FF-jev za proton, vdelan v s in p lupino 12C. Na
spodnji sliki pa vidimo, kako se ta efekt odraža na razmerju tvorjenim iz
polarizacijskih opazljivk. Obe sliki sta iz [29].
V [26] so avtorji izbrali virtualnost kot kinematično spremenljivko zaradi oči-
tnega skaliranja za različna jedra, toda, kot je to mogoče videti ob primerjavi
s teorijo na grafu 8.4, so interakcije v končnem stanju skupaj z ostalimi jedr-
skimi učinki, ki ne spreminjajo oblikovnih faktorjev, glavni vir odstopanja dvoj-
nega polarizacijskega razmerje od ena. Teoretični izračuni, prikazani na sliki
8.5, predvidevajo močne spremembe lokalne jedrske gostote občutene s strani
protonov, ki se nahajajo v dveh različnih jedrskih lupinah v ogljiku [29]. Tako
se lahko z ločitvijo prispevkov iz posamezne lupine izbitih protonov delno iz-
ognemo ozadju, ki ga predstavljajo prej omenjeni jedrski učinki. V našem po-
skusu bo izvedena tovrstna primerjava prenesenih polarizacij na proton, izločen
iz bodisi s ali p-lupine jedra ogljika, in bo služila kot izboljšan test odvisnosti
modifikacij protonskih oblikovnih faktorjev od lokalne jedrske gostote.
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8.4 Eksperiment
Pri našem eksperimentu v Mainzu smo na ogljiku, 12C, sipali polarizirani ele-
ktronski žarek, ki ga je zagotovil pospeševalnik Mainzer Microtron (MAMI).
Z dvema spektrometroma iz eksperimentalne dvorane A1 smo izmerili pre-
nos polarizacije na proton pri 12C(e⃗, e′p⃗)11B reakciji ob prenosu gibalne koli-
čine Q2 = 0.175GeV2. Da bi lahko ekstrahirali polarizacijske opazljivke izbitega
protona, smo v spektrometru A namesto Čerenkovega detektorja namestili pola-
rimeter v goriščni ravnini (FPP), medtem ko je preostali standardni detektorski
paket, sestavljen iz scintilatorskega detektorja časa preleta in vertikalnih poto-
valnih komor (VDC), ostal nespremenjen.
8.4.1 Princip delovanja polarimetra
Polarimeter v goriščni ravnini (FPP) izkorišča asimetrijo sipanja polariziranih
protonov na brezspinskih jedrih, ki nastane zaradi v jedrski sili nastopajočega




. Za vertikalno orientiran
spin protona, kot je prikazano na sliki 8.6a, dobimo asimetrijo ϵ v številu delcev,
sipanih v levo in v desno. Ta asimetrija je sorazmerna s polarizacijo protonskega




= ACP . (8.49)
Zaradi rotacijske simetrije detektorji sledenja, ki so del FPP, ne zaznajo samo











kjer sta ϑFPP,ϕFPP polarni in azimutalni kot sipanja v analizatorju iz ogljika.
Iz porazdelitve opisane v enačbi (8.50) lahko ekstrahiramo transverzalne kom-
ponente polarizacije, PFPPx in PFPPy . Vendar protoni, preden dosežejo fokalno rav-
nino, potujejo skozi magnetno polje spektrometra, ki povzroči precesijo njihovih
spinov. Tako moramo te polarizacijske komponente ustrezno transformirati na-





kjer oznaka sp predstavlja koordinatni sistem sipalne ravnine 12C(e⃗, e ′p⃗) reak-
cije. Za to uporabimo 3× 3 transformacijko matriko spinov S, ki smo jo pred-
hodno določili s pomočjo poznavanja magnetnih polj spektrometra in uporabe
simulacije. S to matriko lahko zapišemo zvezo med prej omenjenima skupinama
polarizacijskih komponent:
PFPP = SΠsp . (8.51)
Na tem mestu se spomnimo enačbe (8.41) in torej dejstva, da Π sestavljata dva
dela, ki se razlikujeta v tem, da je en odvisen drugi pa neodvisen od vijačnosti






























Slika 8.6: Slika (a) kaže pojav nastanka asimetrije pri sipanju polarizi-
ranih protonov na ogljiku zaradi spinsko-tirne sklopitve. Na (b) vidimo

































Syx cosφFPP − Sxx sinφFPP
Syy cosφFPP − Sxy sinφFPP
Syz cosφFPP − Sxz sinφFPP
⎤⎥⎥⎥⎥⎦ (8.53)
lahko enačbo (8.50) prepišemo tako, da eksplicitno pokažemo odvisnost poraz-





Psp + hP ′ sp
]]
. (8.54)
Za pridobitev kotne porazdelitve iz enačbe (8.54) je potrebna rekonstrukcija
mesta in pripadajočih kotov sekundarnega sipanja protona v ogljičnem anali-
zatorju. Vertikalne potovalne komore podajo informacijo o poti protona pred
sekundarnim sipanjem, medtem ko njegovo pot po sipanju določimo s pomočjo
horizontalnih potovalnih komor (HDCs).
8.5 Kalibracija detektorjev
Preden se lotimo analize podatkov, moramo biti gotovi v natančnost uporabljene
eksperimentalne opreme in informacij, ki smo jih z njo zajeli. Nujno je, da se del
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kalibracije izvede že pred in med samim poskusom, saj lahko le tako eksperi-
ment nadzorujemo in zagotovimo zajemanje kvalitetnih podatkov. Natančnjša
kalibracija in točen izbor relevantnih dogodkov pa opravimo po eksperimentu s
čimer zagotovimo, da resnično gledamo produkte reakcije 12C(e⃗, e ′p⃗).
Scintilatorski detektor nam služi na več načinov. Signal, ki ga dobimo iz
fotopomnoževalk, priterjenih na rob scintilacijskih palic, nam poda časovno in-
formacijo o tem, kdaj je delec prečkal fokalno ravnino. Ta signal uporabimo tako
za proženje zajema podatkov kot tudi za določitev koincidenčnih dogodkov. O
koincidenčnem dogodku govorimo, kadar smo v zelo kratkem časovnem oknu
(nekaj nanosekund) v enem spektrometru zaznali proton in v drugem elektron,
ki naj bi izvirala iz iste reakcije. Ker je posamezen detektor sestavljen iz večih
scintilatorskih palic, moramo njihove časovne odzive med seboj uskladiti. Prav
tako moramo med seboj poravnati čase detekcije koincidenčnih dogodkov med
obema spektrometroma.
S pomočjo informacij, ki nam jih dajo vertikalne potovalne komore (VDCs),
rekonstruiramo gibalno količino in trajektorijo detektiranega delca. Prav tako jih
uporabimo pri delovanju FPP, kjer določijo položaj in smer protona pred sekun-
darnim sipanjem v ogljičnem analizatorju. Vsak spektrometer ima eno za drugo
naložene štiri potovalne komore, ki sestojijo iz dveh vzporednih plošč in večjega
števila žic, ki tečejo med njima v vzdolžni smeri. Prostor med ploščama je na-
polnjen s posebnim plinom, tako da, če imamo med njima in žicami priklopljeno
visoko napetost, delec ob preletu komor povzroči ionizacijo, ki jo mi zaznamo.
Te signale posamičnih žic nato vodimo na vhod časovno-digitalnih pretvornikov
(TDCs). Z zbranimi informacijami v vseh štirih komorah nato iščemo najustre-
znejšo pot delca skozi komore. Da zagotovimo kakovostno rekonstrukcijo te
poti, moramo najprej odstrani vse signale, ki so prišli iz nezanesljivih žic. Te
so lahko “mrtve” in nikoli ne zaznajo ionizacije ali “vroče”, kar pa pomeni, da
vedno javijo zaznavo, ne glede na dejanski pojav ionizacije. Pred rekonstrukcijo
poti moramo tudi odpraviti morebitne zamike signalov različnih žic in razlike v
potovalnih hitrostih med komorami.
Za namen našega eksperimenta smo morali detektor Čerenkovega sevanja v
spektrometru A zamenjati s polarimetrom, obdržali pa smo tistega v spektro-
metru C. Ta nam je prišel se posebej prav, ker smo tako lahko ločili elektrone
od ostalih minimalno ionizirajočih delcev, saj je plin v detektorju izbran tako,
da težji delci, naprimer mioni ali pioni, ne proizvajajo Čerenkove svetlobe. Zato
smo v spektrometru C upoštevali le tiste dogodke, za katere smo zaznali Čeren-
kovo svetlobo.
Kalibracijo horizontalnih potovalnih komor začnemo, podobno kot za verti-
kalne, z določanjem mrtvih in vročih signalnih žic. Zaradi arhitekture posamične
signalne celice pri horizontalni potovalni komori potrebujemo za določitev strani
preleta signalne žice dodatno informacijo, ki nam jo zagotovi meritev toka skozi
potencialne žice. Tako moramo poleg umeritve časov in potovalnih hitrosti iz-
vesti tudi umerjanje določitve preleta levo-desno. Poleg tega je nujno preveriti
poravnavo horizontalnih potovalnih komor znotraj spektrometra A, saj smo jih
dodali v detektorski sklop namesto detektorja Čerenkove svetlobe in med zame-
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njavo zlahka pride do nezaželenih zamikov.
8.6 Analiza podatkov
Po kalibraciji detektorjev lahko ločimo prispevke protonov izbitih iz s1/2 in p3/2
lupin 12C jedra. To naredimo šele po temeljiti kalibraciji različnih komponent
detektorskega sestava z uporabo rezov na spektru manjkajoče energije, ki so
prikazni na sliki 8.7. Za naš eksperiment smo vrednosti rezov povzeli po [99],
kar pomeni, da smo dogodke z 14 ⩽ Emiss ⩽ 25MeV pripisali p3/2 stanju in
dogodke z 30 ⩽ Emiss ⩽ 60MeV s1/2 stanju.










Slika 8.7: Prikazan je histogram manjkajoče energije po opravljeni kalibra-
ciji detektorjev. Del histograma obarvan rdeče predstavlja dogodke, ki jih
pripišemo izbitju iz p3/2 stanja, medtem ko modro obarvan del predstavlja
tiste iz s1/2.
Analize polarizacij protonov iz reakcije 12C(e⃗, e ′p⃗) se lotimo z uporabo me-












Psp + h ′P ′ sp
)]
, (8.55)
kjer v λi upoštevamo s spektrometri izmerjene količine za i-ti dogodek vključno
s kotoma, ki pripadata sekundarnem sipanju v analizatorju iz ogljika v goriščni
ravnini, ϑFPPi in ϕ
FPP
i . Ker imamo opravka z nepopolno polariziranim elektron-
skim žarkom s povprečno polarizacijo Pb, to upoštevamo tako, da vijačnost za-
četnih elektronov h nadomestimo s h ′ = hPb. Gornjo verjetnostno gostoto nato
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Z minimizacijo −l s pomočjo metode Simplex iščemo najverjetnejše cenilke za-
četne polarizacije protonov Psp in P ′ sp. Variance in kovariance teh cenilk izra-
čunamo z numeričnim približkom matrike mešanih odvodov negativnega loga-
ritma funkcije največjega verjetja.
8.7 Rezultati
V tem poglavju bomo predstavili izmerjene polarizacijske komponente izbitega
protona, ki smo jih dobili z analizo 12C(e⃗, e ′p⃗)11B podatkov pridobljenih z na-
šim eksperimentom. Kratkemu opisu izbrane kinematične postavitve bo najprej
sledila predstavitev posameznih polarizacijskih komponent in njihovih razmerji.
Nato si bomo ogledali še rezultate kot razmerje razmerji transverzalne in lon-
gitudinalne komponente prenešene polarizacije za stanji s1/2 in p3/2 protonov
v 12C, (P′x/P′z)s/(P′x/P′z)p, z namenom zmanjšanja prispevka sistematičnih napak
in posledično bolj neposredne primerjave obeh lupin. Večino grafov bomo opre-
mili tudi s teoretičnimi napovedmi, ki so bile priodbljene tako v približku ravnih
valov (RPWIA) kot tudi približku distorziranih valov (RDWIA) v relativičnem
režimu. Na koncu bomo naše eksperimentalne rezultate poskusili umestiti v
kontekst predhodnih poskusov, kjer so bila kot tarča uporabljena tudi druga
jedra.
8.7.1 Kinematika
Pri snovanju našega eksperimenta je bil cilj najti kinematično postavitev s prekri-
vanjem porazdelitev virtualnosti za stanji s in p ob ohranitvi vzporedne kinema-
tike in zadovoljive pojavnosti dogodkov. V tabeli 8.2 je predstavljena centralna
kinematika, s katero smo pokrili fazni prostor manjkajočih momentov in virtual-
nosti prikazan na sliki 8.8. Vse rezultate bomo predstavili v odvisnosti od obeh
spremenljivk. Sliki 8.9 in 8.10 pokrivata celotne razpone manjkajoče gibalne ko-
ličine pmiss in virtualnosti ν, medtem ko sliki 8.11 in 8.12 prikazujeta le območje
virtualnosti, kjer imamo prekrivaje dogodkov iz dveh stanj in so razmerja pripa-
dajočih količin dobro definirana.
8.7.2 Polarizacijske komponente
Za pridobitev komponent polarizacije izhodnega protona smo uporabili metodo
največjega verjetja iz poglavja 8.6. Ker smo izbrali postavitev našega eksperi-
menta, ki usreza vzporedni kinematiki, smo lahko pred analizo predpostavili,
da se samo ena inducirana komponenta, Pspy , in dve preneseni komponenti, P
′ sp
x
in P′ spy , razlikujejo od nič. Zato je celotna polarizacija iz reakcije odhajajočega











Od tod naprej bomo zaradi čistosti zapisa opustili oznako sp.
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pmiss [MeV/c] −270 to −100
ν [MeV2/c2] −160 to −40
Slika 8.8: Zgoraj: pokritost faznega prostora manjkajoče gibalne količine
in virtualnosti pri našem eksperimentu. Spodaj: projekcija na os virtu-
alnosti. S sivim pasom smo označili obomočje prekrivanja virtualnosti
protonov iz s1/2 in p3/2 stanj 12C.
Na sliki 8.9 so ločeno prikazane prenesene komponente polarizacije P′ spx in
P
′ sp
y ter edina neničelna inducirana komponenta Py za protone izbite iz stanj s1/2
in p3/2 jedra 12C. Leva stran slike prikazuje odvisnost polarizacijskih komponent
od manjkajoče gibalne količine (pmiss), desna pa njihovo odvisnost virtualnosti
(ν). Enako kot na sliki 8.8 tudi tukaj sivi pas označuje območje prekrivanja
virtualnosti med protoni, izbitimi iz s in p stanj.
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Slika 8.9: Izmerjene komponente polarizacije izhodnega protona: P ′x (zgo-
raj), P ′z (sredina) in Py (spodaj) kot funkcija manjkajoče gibalne količine
(levo) in virtualnosti (desno). Krivulje predstavljajo RDWIA (polne črte)
in PWIA (črtkane črte) izračune [30]. Z barvo osenčena območja okoli
teoretičnih RDWIA krivulj predstavljajo razpon teoretičnih napovedi, če
razmerje GpE/G
p
M spremenimo do ±5%.
Na sliki 8.9 lahko vidimo, da vse komponente kažejo vsaj rahlo odvisnost od
pmiss in ν. Najboljše ujemanje med poskusom in teorijo opazimo pri komponenti
P′z, kjer se izračun na podlagi RDWIA dobro ujema s podatki. Predvidevanja na
podlagi teoretičnih izračunov slabše opišejo vrednosti P′x in Py. Odstopanje v
naklonu teoretične napovedi in izmerjene vrednosti P′x je opazno ne glede na to,
ali opazujemo odvisnost P′x komponente od pmiss ali ν. Poleg tega vse teoretične
krivulje podcenjujejo razlike med dvema stanjema pri komponenti P′x. Seveda
RPWIA, po definiciji, ne more razložiti neničelnih vrednosti komponente Py,
medtem ko RDWIA povzame naklon rezultatov Py, vendar zgreši njihovo abso-
lutno vrednost, še posebej v primeru izbitja protona iz stanja s1/2. S primerjavo
izračunov RDWIA (polne črte) in RPWIA (črtkane črte) lahko ocenimo, kako
močno na izbrano polarizacijsko komponento vplivajo interakcije v končnem
stanju protona (ang. final state interactions ali krajše FSI).
Za oceno občutljivosti izračunanih polarizacijskih komponent na spremembe
razmerja GpE/G
p
M smo ponovili izračun z za ±5% spremenjenim razmerjem obli-
kovnih faktorjev. Vpliv spremembe GpE/G
p
M na teoretične rezultate je prikazan
kot pas okoli ustrezne teoretične krivulje dobljene z nespremenjenim razmer-
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jem. Na sliki 8.9 vidimo, da ima v tem kinematičnem območju spreminjanje
razmerja oblikovnih faktorjev zelo majhen vpliv na dve prečni komponenti, P′x






8.7.3 Razmerja polarizacijskih komponent
Oblikovanje razmerja polarizacijskih komponent je lahko koristno pri preuče-
vanju učinkov jedrskega medija na protone. V poglavju 8.2 smo pokazali, da
je v primeru elastične (e⃗, e ′p⃗) reakcije razmerje prenesenih polarizacijskih kom-
ponent (P′x/P′z) sorazmerno z razmerjem elektromagnetnih oblikovnih faktorjev
protona, GpE/G
p
M. Čeprav je računanje prispevkov k polarizacijskim komponen-
tam oteženo v primeru kvazi-elastičnega sipanja, lahko podobno odvisnost od
oblikovnih faktorjev opazimo po nekaj približkih, na primer, če predpostavimo
strogo vzporedno kinematiko in uporabimo PWIA (glej enačbo (8.48)).
Slika 8.10: Razmerje transverzalne, P′x, in longitudinalne, P′z, kompo-
nente prenosa polarizacije kot funkcija manjkajoče gibalne količine (levo)
in virtualnosti (desno). Črtkane črte ponovno predstavljajo teoretične
relativistične izračune v približku ravnih valov (RPWIA), medtem ko
polne črte predstavljajo izračune opravljene v približku distorziranih va-
lov (RDWIA).
Razmerja (P′x/P′z)j (j = s,p), dobljena iz 12C(e⃗, e ′p⃗) podatkov, so prikazana
na sliki 8.10. Vrednosti razmerja odstopajo od 1 ne glede na to, v katerem stanju
v jedru je bil proton pred izbitjem. Podobno kot za posamezne komponente je
tudi tukaj vidno delno ujemanje med rezultati in izračunom RDWIA, še posebej
na področju prekrivanja virtualnosti. Po drugi strani pa je odstopanje PWIA od
meritev bolj izrazito v primerjavi s sliko 8.9. Jasno je tudi, da PWIA izračuni ne
predvidijo razlik med polarizacijskimi razmerji (P′x/P′z) povezanimi z ekstrakcijo
protona iz s1/2 in p3/2 stanj.
Za nadaljnje raziskovanje razlike v jedrskih učinkih na protone izbitih iz stanj
s1/2 in p3/2 lahko oblikujemo drugačen par razmerij, P′si /P
′p
i (i = x, z), ki prika-
zuje spremembo P′x in P′z polarizacijskih komponent pri prenosu polarizacije na
protone iz različnih stanj. Na sliki 8.11 opazimo, da razmerji, obravnavani kot
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funkciji pmiss, kažeta večjo spremembno P′z komponente, medtem ko so razlike
v komponenti P′x majhne. Nasprotno pa pri obravnavi njune odvisnosti od ν
vidimo, da sta si spremembi obeh komponent med protoni iz različnih stanj
veliko bolj podobni. Na tem mestu ponovno opozorjamo, da je na sliki 8.11 raz-
pon virtualnosti manjši v primerjavi s slikama 8.9 in 8.10, saj sta razmerji P′si /P
′p
i
(i = x, z) dobro definirani le na območju prekrivanja.
Slika 8.11: Razmerje posamezne komponente prenesene polarizacije, P′x
ali P′z, za vsako začetno stanje protona v jedru 12C kot funkcija manjka-
joče gibalne količine (levo) in virtualnosti (desno). Polne in črtkane črte
predstavljajo izračune RDWIA in RPWIA.
Izračun DWIA se ponovno dobro ujema z opaženim vedenjem na obeh stra-
neh slike 8.11. Vrednosti RPWIA so blizu vrednostim RDWIA na grafu, ki prika-
zuje odvisnost od virtualnosti, medtem ko RPWIA podcenjuje vrednost razmerja
P′z komponent, kadar je to narisano kot funkcija pmiss. Po zgledu individualnih
komponent je le razmerje (P′z)s/(P′z)p občutljivo na spremembo razmerja elektro-
magnetnega faktorja oblike in ima zato viden pas okoli izračuna DWIA. Ker smo
v iskanju razlik med protoni iz obeh stanj, smo spremenili razmerje elektroma-
gnetnih oblikovnih faktorjev le za protone iz enega od njiju.
Z namenom povzetja in strnitve razlik med razmerji polarizacijskih kompo-
nent in iskanja kakršne koli spremembe protonske strukture, odvisne od njego-
vega začetnega stanja v jedru, formuliramo dvojno razmerje (P′x/P′z)p/(P′x/P′z)s.
Dvojno razmerje izmerjenih komponent je prikazno kot funkcija manjkajoče gi-
balne količine na sliki 8.12 zgoraj skupaj z izračunanim dvojnim razmerjem v
približku RDWIA (siva polna črta) in RPWIA (siva črtkana črta). Črtkana ze-
lena črta predstavlja dvojno razmerje, izračunano za pospešen prosti proton
[104, 105]. Izmerjeno dvojno razmerje je v tem primeru skoraj konstantno z ute-
ženim povprečjem 1.15± 0.03. Z našo natančnostjo meritev ni mogoče izključiti
ali potrditi rahle odvisnosti od pmiss, kot jo predvideva RDWIA izračun. Tovr-
stne odvisnost ni opaziti niti pri izračunu v PWIA niti pri izračunu za pospešen
prosti proton. Ta dva izračuna oba ležita blizu enote.
Podatki za protone iz obeh stanj so prikazani kot funkcija protonske virtu-
alnosti na sliki 8.12 spodaj. Graf ponovno prikazuje samo območje prekrivanja,
kjer lahko protone iz različnih stanj primerjamo pri isti ν in je dvojno razmerje
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Slika 8.12: Dvojno razmerje komponent polarizacij v odvisnosti od manj-
kajoče gibalne količine (levo) in virtualnosti (desno). Polne in črtkane
sive črte predstavljajo izračune RDWIA in RPWIA, zelena črtkana črta pa
predstavlja dvojno razmerje prostega protona, ki je bil primerno pospešen
[104, 105]. Oba grafa prikazujeta vrednost uteženga povprečja (ang. wei-
ghted average) meritev z rdečo črto. Negotovost povprečja je prikazana z
rdečim pasom okoli njegove vrednosti.
dobro definirano. Uteženo povprečje meritev je v tem primeru 1.05± 0.05, kar
nakazuje, da ni razlike med razmerji komponent prenesene polarizacije za pro-
tone izbite iz s1/2 in p3/2 stanj. Pri odvisnosti dvojnega razmerja od virtualnosti
je zanimivo, da so si vsi trije izračuni (RPWIA, RDWIA in pospešeni prosti pro-
ton) zelo blizu in se povrhu vsega ujemajo z dvojnim razmerjem, dobljenim iz
izmerjenih polarizacijskih komponent. To nakazuje, da je dvojno razmerje, kadar
ga gledamo v odvisnosti od protonske virtualnosti, manj občutljivo na interak-
cije v končnem stanju protona in druge jedrske efekte. Zdi se, da je virtualnost
lahko dober parameter za raziskovanje lastnosti vezanega protona.
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8.7.4 Primerjava s predhodnimi eksperimenti
Tukaj bomo obravnavali vrednosti dvojnega razmerja normaliziranega z vredno-
stjo za prosti proton (P′x/P′z)A/(P′x/P′z)H. Čeprav vrednosti tako normaliziranega
dvojnega razmerja kljub uporabi različnih tarčnih jeder ne odstopajo preveč ena
od druge, če jih rišemo v odvisnosti od pmiss, je iz slike 8.13 razvidno, da se
ujemanje rezultatov izboljša, če jih obravnavamo kot funkcijo virtualnosti. Ta
učinek je še bolj izrazit pri rezultatih iz našega eksperimenta, ko primerjamo







z)H za proton vezan v devteriju, ki je rahlo vezano jedro z dvema
nukleonoma in se pogosto uporablja kot efektivna nevtronska tarča, zavzame
podobne vrednosti kot takrat, ko je proton vezan v jedrih z visoko povprečno
jedrsko gostoto (na primer 4He in 12C). Čeprav se prispevek FSI in drugi jedr-
ski efekti ter lokalna jedrska gostota med temi jedri razlikujejo, je njihov učinek
na polarizacijski prenos podoben. To podpira naše ugotovitve iz prejšnjega od-
stavka, kjer ni bilo opaziti sprememb odvisnih od jedrske gostote.
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z)H iz različnih eksperimentov [20–24, 26], prikazno v od-
visnosti od manjkajoče gibalne količine (zgoraj) in v odvisnosti od virtu-
alnosti (spodaj).
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8.8 Zaključek
Predstavili smo izmerjene polarizacijske komponente protona po izbitju iz jedra
12C s polariziranimi elektroni. Pred reakcijo 12C(e⃗, e ′p⃗) je bil proton lahko ve-
zan bodisi v s1/2 stanju bodisi v p3/2 stanju ogljikovega jedra. S pomočjo reza na
manjkajoči energiji smo lahko ločili med prispevkoma teh dveh skupin protonov.
Najprej smo rezultate prenosa polarizacije preučili in primerjali s teoretičnimi iz-
računi v obliki posameznih komponent, nato pa še v obliki razmerij, kjer smo
najprej primerjali vzdolžno in prečno komponento za protone iz istega stanja s
pomočjo razmerja (P′x/P′z), nato pa še spremembe pri vsaki od njiju med obema
stanjema z uporabo razmerja P′ si /P
′p
i (i = x, z). Opazili smo zadovoljivo uje-
manje izmerjenih vrednosti in predvidevanj na podlagi izračunov opravljenih v
relativističnem približku distorziranih valov (RDWIA) ne glede na to, ali smo
rezultate risali kot funkcijo manjkajoče gibalne količine, pmiss, ali kot funkcijo
protonske virtualnosti, ν.
Avtorji v [29] predvidevajo, da naj bi se razlike v lokalnih jedrskih gostotah
občutenih s strani protonov izbitih iz s1/2 in p3/2 stanja v 12C, odražale tudi v raz-
liki elektromagnetnih oblikovnih faktorjev med temi protoni in posledično tudi v
razmerju komponent prenešene polarizacije pri 12C(e⃗, e ′p⃗). Njihove trditve smo
želeli preveriti s pomočjo dvojnega polarizacijskega razmerja (P′x/P′z)p/(P′x/P′z)s.
Pri opazovanju odvisnosti od ν nismo opazili signifikatnih razlik med protoni
iz s1/2 in p3/2 stanja, kar nasprotuje izračunom [29]. Medtem pa je bilo ujemanje
s teoretičnimi izračuni, ki ne upoštevajo lokalne jedrske gostote [30], odlično.
Slika pa je bila drugačna, ko smo ν zamenjali za pmiss. Tedaj so se razlike med
skupinama protonov iz dveh stanj močno povečale. Prav tako so se povečala
odstopanja od teoretičnih izračunov na podlagi programa iz [30].
Zaradi bolj konsistente slike med meritvami in različnimi izračuni, kadar po-
larizacijske komponente in njihova razmerja preučujemo v odvisnosti od ν, bi
lahko rekli, da je to morda boljša spremenljivka za opazovanje morebitnih spre-
memb elektromagnetne strukture protona ujetega v jedru. Vendar pa so vseka-
kor potrebne nadaljne študije tega pojava. Med prvimi bo odobren eksperiment
v Mainzu podoben našemu, le da bo namesto 12C kot tarčno jedro uporabljen
40Ca. Jedrska struktura 40Ca jedra je dobro poznana, kar pomeni, da bo mogoče
rezultate izbitja iz s in p stanj primerjati z našimi. Ker bo to prvi eksperiment,
ki uporablja jedro kalcija-40 za tarčo, bo tudi predstavljal dodaten test pojavu
univerzalnosti iz slike 8.13.
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