This paper deals with the design, improvement, and implementation of a nonlinear control strategy to solve the trajectory tracking problem for an Autonomous Underwater Vehicle (AUV) under model uncertainties and external disturbances. First, a disturbance observer based on High Order Sliding Mode Control is designed in order to counteract the negative impact of both parametric uncertainties and bounded external disturbances. Then, the nonlinear control is enhanced through injecting the disturbance estimation into the designed controller. The stability of the closed-loop system with the enhanced proposed nonlinear controller is proven by Lyapunov arguments. Finally, real-time experimental results are also provided to demonstrate the effectiveness of the proposed controller.
I. INTRODUCTION
In general underwater vehicles may be divided into two classes: on one hand, remotely the Autonomous Underwater Vehicles (AUVs), that refer to the submarines able to perform 3 some tasks with full autonomy. In recent years, the scientific community has been interested in 4 expanding the autonomy condition offered by this class of vehicles. 5 There are several typical control tasks to provide autonomy to a submarine vehicle. Among 6 them, one can cite: 1) Point stabilization which refers to the problem of steering a vehicle
The main disadvantage of this control technique is the parameter estimation low rate. However, these methods involve complex design. For this reason, controllers such as PD or PID are improved through their fusion with algorithms of estimation of parametric uncertainties and 67 external disturbances. For instance, a SMC enhanced by uncertainty and disturbance estimator 68 (UDE) for an AUV tracking control in steering and diving planes is shown in [25] . In this 69 article, the discontinuous action of the SMC is replaced by the disturbance estimation made by 70 the UDE algorithm offering a chatter-free controller. However, the algorithm is designed based 71 on the AUV linearized system. Moreover, the proposed control law use the equivalent control 72 method, which means that the full knowledge of the system is necessary. Then, the designed 73 controller is compared with the classical PID and SMC through computer simulations. Finally, 74 the authors show the superior performance of the proposed scheme over the listed methods.
75
On the other hand, a Backstepping (BS) control with exponential convergence improved by 76 the mixture with a lumped uncertainty observer is shown in [26] . In this paper, the authors 77 design a lumped uncertainty observer with a simple structure. Then, the estimated disturbance 78 signal is injected into the BS controller to compensate the external disturbances. Finally, through 79 computer simulations, the authors demonstrate the enhancement of the proposed methodology 80 with respect to the original BS control design. However, the proposed controller has six control 81 gains to tune, and there is not a precise method to tune the observer gains. Moreover, there is 82 a substantial compromise between the disturbance estimation and the controller's convergence 83 velocity rate.
84
With respect to the disturbance observation problem, the extended state observer (ESO) 85 methodology is applied to an AUV trajectory tracking in [27] . In this work, the authors propose 86 an adaptive ESO algorithm to estimate the unknown submarine velocity, parametric uncertainties 87 and external disturbances for the full six degrees of freedom ( 
117
The dynamics of an underwater vehicle involves two frames of reference: the body-fixed frame and the earth-fixed frame (as illustrated in Figure 1 ). Considering the generalized inertial forces, the hydrodynamic effects, the gravity, and buoyancy contributions as well as the effects of the actuators (i.e. thrusters), the dynamic model of an underwater vehicle in matrix form, using the SNAME notation [32] and the representation described in [2], can be written as follows:
Where ν = [u, v, w, p, q, r] T is the vector of velocity in the body-fixed frame and η = [x, y, z, φ, θ, ψ] T 118 represents the vector of position and orientation in the earth-fixed frame. From equation (1) the 119 matrix of spatial transformation between the inertial frame and the frame of the rigid body can 120 be defined through the transformation of the Euler angles J(η) ∈ R 6×6 . M ∈ R 6×6 is the matrix Fig. 1 . Underwater vehicle reference frames. The inertial fixed on earth-fixed frame is denoted (OI , xI , yI , zI ) and the body
of inertia where the effects of added mass are considered, C(ν) ∈ R 6×6 is the Coriolis-centripetal 122 matrix, D(ν) ∈ R 6×6 represents the hydrodynamic damping matrix, g(η) ∈ R 6 is the vector of 123 gravitational/buoyancy forces and moments. Finally, τ ∈ R 6 is the control vector acting on the 124 underwater vehicle, and w e ∈ R 6 represents the vector of external disturbances.
125
The dynamics (1) can be rewritten in the earth-fixed frame as (see [17] for more details):
It is difficult to accurately measure or estimate the hydrodynamic parameters [33] . As such, the system dynamics is roughly known. Therefore, the system dynamics f (η, ν) given in (3) can be written as the sum of estimated dynamicsf (η, ν) and the unknown dynamicsf (η, ν) as follows:
where:f
Moreover, the matrices of the unknown dynamics vectorf (η, ν) are defined asM
Rewriting the system (3) into the estimated and unknown dynamics given by (4), we have:
The ESO method was introduced initially by [35], [36] . This methodology is suitable only for integral chain systems. The main idea is to use an augmented state space model of the original system taking the disturbance term as an additional state. Then, a state observer is formulated for the new augmented system which will provide both the estimation of the system states as well as the matched disturbance. In this work, based on the ESO methodology described above and taking as reference the work presented in [37] we designed a new GSTA-ESO. From the AUV dynamics described by (7), we introduce the following state variables:
Rewriting the model (7) as follows:
where:
To be able to construct the disturbance observer and the control law for the robot, it is necessary 144 to introduce the following assumptions:
145 Assumption 1. The pitch angle is smaller than π/2, i.e., |θ| < π/2.
146
Assumption 2. The external disturbance d(t) is a Lipschitz continuous signal. Remark. Underwater vehicles are not likely to enter the neighborhood of θ = ±π/2 due to the 149 metacentric restoring forces [24] .
150
According to Assumption 1, the matrix J(η) is not singular, therefore, its inverse exists. Also, according to Assumption 2, the time derivative of the lumped external disturbance terms d(t)
exists almost everywhere and it is bounded:
In order to design the GSTA-ESO for estimating the bounded disturbance d(t) in (9), the auxiliary variable σ is introduced
where σ(t) := [σ 1 , σ 2 , · · · , σ 6 ] T and Λ = diag(λ 1 , λ 2 , λ 3 , λ 4 , λ 5 , λ 6 ) is a diagonal positive definite 151 matrix. It is worth to note that the term Λ modify the convergence rate of χ 2 (t) to the origin 152 when σ(t) = 0.
153
The time derivative of the auxiliary variable σ(t) is given by:
with F (χ) = F (χ) + Λχ 1 (t).
154
As mentioned above, for design purpose, the total disturbance d(t) in (12) is considered as an extended state ξ(t) as shown below:
where h(t) is the time derivative of the total disturbance d(t).
155
The disturbance observer for the system (13) is constructed as follows:
whereσ(t) andξ(t) are the estimation error of the ESO and the estimation error of the disturbance d(t) respectively.σ(t) andξ(t) are the observer internal states.σ(t) andξ(t) are the dynamics of the observer internal states and the vectors
, · · · , φ 26 ] T and each element of the mentioned vectors is given by:
where µ 1i , µ 2i ≥ 0 with i = 1, 6, K 1 = diag(k 11 , k 12 , · · · , k 16 ) and K 2 = diag(k 21 , k 22 , · · · , k 26 ) 157 are the observer gains which are definite positive matrices. Proof. The observer error dynamics is given by:
Rewriting (15) in the following form, yields to:
Then (15) can be rewritten in scalar form (i = 1, 6) as:
Without loss of generality, we can represent the system (16) with simplified notation:
, it is possible to rewrite the system (17) as follows:ζ
where the matrices are defined as follows:
Consider the Lyapunov candidate function as follows [28]:
where P is a positive definite matrix which satisfies the Lyapunov equation:
where Q is any given positive definite matrix.
165
Note that the proposed Lyapunov candidate function is a continuous, positive definite and differentiable function which satisfies the next form:
Where λ min (P ) and λ max (P ) are the smallest and greatest eigenvalue of P , respectively. ζ 2 2 = ζ 2 1 + ζ 2 2 = µ 2 1 |s 1 | + 2µ 1 µ 2 |s 1 | 3 2 + µ 2 2 s 2 1 + s 2 2 is the square of the Euclidean norm of ζ and noting that:
Remark. It is assumed that the transformed perturbation ρ(t) satisfies the sector condition
In original coordinates, this means that Remark. For design reasons, it is important to note that the gain matrix A from (19) can be rewritten as:
The time derivative of V along the trajectories of the system is defined as follows:
Assuming that K 0 is selected in such way that exists P > 0 and α > 0 providing W (K 0 , P |α, L) ≤ 0. Then, the time derivative of V can be expressed as follows:
The fact that the derivative of V is definite negative is reached by selecting the positive gains k 1 172 and k 2 high enough to satisfy the condition W (K 0 , P |α, L) ≤ 0. Therefore, it can be concluded 173 that the equilibrium point is reached in finite time from every initial condition.
Since the solution of its analog differential equation of (27) is given by:
it follows that the solution converges in finite time to the origin at most after time T , which is computed as follows:
Finally, using the comparison principle it can be stated that the observer internal states (σ,d) 176 converge to (σ, d) at most after a time given by (29).
177
Remark. The matrix W (K 0 , P |α, L) < 0 is a Bilinear Matrix Inequality due the product of P and K 0 . In order to solve this problem as a Linear Matrix Inequality (LMI) it can be introduced the following matrix:
The matrix W can be rewritten in the next form:
This representation of W can be seen as LMI on P and Y . Note that it is needed to know the bound of the disturbance and a fixed positive constant value α > 0 in order to solve the LMI (31) and be able to find the gains of the GSTA-ESO trough the following relationship:
In this section, a brief description of the enhanced NLPD (eNLPD) controller design is shown.
179
Based on the proof of the Theorem 1, the GSTA-ESO estimates the disturbance term in a finite 180 time. Then, the estimated measurement is inserted into the controller in order to compensate the real disturbance value. Taking into account this procedure, the main theorem of the paper [7] is 182 modified as follows:
183
Theorem 2. Let the AUV mathematical model with external disturbances be defined by equation (7). Introducing the disturbance estimationd(t) given by equations (14) into the following nonlinear PD controller
where e(t) = [e 1 (t), e 2 (t), · · · , e 6 (t)] T = η(t) − η d (t) is the error signal,ė(t) its time derivative, and the desired trajectory is defined as
positive constant, and the vector Sgn(ė) = [sgn(ė 1 (t)), sgn(ė 2 (t)), · · · , sgn(ė 6 (t))]. The gain matrices K p (·) and K d (·) have the following structure:
and asymptotically stabilize the system (7) if k pj (·) and k dj (·) are defined as:
with the positive constants b pj , b dj , d pj , and d dj .
Proof. Injecting the control law (33) into the system (7), the closed-loop system is given by:
Considering the following Lyapunov candidate function:
with the parameter estimation error defined asK =K − K, and β is a positive constant.
185
This function is positive definite and radially unbounded (see [7] for more details). The time derivative of the Lyapunov candidate function is given by:
Considering that the GSTA-ESO converges to the disturbance dynamics in finite time, it is reasonable to assume that d(t) −d(t) ≤ K with the unknown constant K > 0. The constant K was obtained through the following adaption laẇ
Substituting the error dynamics (38) into the time derivative of V and considering the Assumption 2 and equation (42), it can be noticed the following:
From the controller construction stated before, the gain matrix is K d (·) > 0 by design and 186 the damping matrix fulfillsD η (ν, η) > 0 [2]. Then, the functionV is negative semi-definite.
187
Finally, applying the Krasovskii-Lasalle's theorem we can conclude that the equilibrium point 188 is asymptotically stable [7] . Remark. In the experimental part of this work, the performance of the developed controller law given by equation (33) is compared against the control proposed in [7]:
Remark. To provide a better understand of the proposed control/observer, the block diagram of 191 the scheme is illustrated in Fig. 2 .
192

IV. REAL-TIME EXPERIMENT RESULTS
193
To demonstrate the practical feasibility of the developed controller, we applied the control Table I and the estimated parameters of the Leonard underwater   204   vehicle are shown in Table II . It is important to highlight that in the whole set of experiments, all controllers were tuned 231 heuristically but always considering the constraints given by the stability proofs shown above.
205
232
For example, the NLPD controller was tuned under procedure given in work [7] . For the tuning 233 of the GSTA-ESO, it is worth to note that from equation (14), the gain K 2 is directly responsible 234 for estimating the disturbance while the gain K 1 adjust the error of the auxiliary variable. The 235 experimental procedure is enclosed as follows: 236 1) We set the gains K 2 = 0.0001 and Λ = 1. Then, the gain K 1 is increased until the 237 behavior of the variableσ is close to the auxiliary variable σ which depends on sensor's 238 measurements, so it is entirely known.
239 2) When the behavior ofσ is visually similar to σ, then the gain K 2 is increased until the 240 controller's behavior in the steady state starts to oscillate.
241
3) The gain Λ is responsible for the converge speed. It can be increased to a high value, but 242 there is a trade-off between this gain and the amplitude of the chattering effect on the 243 estimation of the disturbance.
244
Due the sampling period and to prevent the chattering effect in the control signal of the GSTA,
245
it is suggested to keep the gain K 2 in a small value. Now, the tuning of the adaptive lawK is (damping matrix or estimated buoyancy) used in the control law (33).
273
Finally, in order to estimate the energy consumption in the trajectory tracking test, the integral of control inputs is computed as follows:
where t 1 = 3 s and t 2 = 50 s. The estimated values for the integral are listed in This means that energy consumption for trajectory tracking in depth, using the NLPD controller, 274 is 1.01 times the energy consumption using the eNLPD control. While energy consumption for 275 trajectory tracking in heading, using the eNLPD controller, is 1.12 times the energy consumption 276 using the NLPD controller. In brief, the energy consumption is nearly the same for the eNLPD 277 for tracking in depth but is highest for the tracking in heading.
278
D. Scenario 2: Robustness towards parameter's uncertainties 279
To evaluate the robustness of the proposed controller against parametric uncertainties, we 280 changed the buoyancy of the vehicle by fixing two floaters to both sides of the vehicle, thus 281 increasing the buoyancy by +100%. To modify the damping of the AUV, we attached a large 282 rigid sheet of plastic that has a dimension of 45×10 cm on one side of the submarine, increasing 283 the rotational damping along z by approximately 90% (as illustrated in Figure 3 ).
284
The AUV tracking trajectory for depth and yaw motion applying NLPD (blue line) and eNLPD 285 (red line) controllers is shown on the top of Figure 6 . From Figure 6 , it is observed that the NLPD 286 scheme is not able to compensate the high persistent parameter uncertainty on heave motion. In has an offset at the beginning of the test. After, a peak appears due to the increased damping 309 when the vehicle turns.
310
Finally, based on the results displayed in using the eNLPD controller, is 1.196 times the energy consumption using the NLPD control.
313
Again, the eNLPD has nearly the same performance as the NLPD in terms of energy consumption 314 for the tracking in depth.
315
Remark. From Figure 3 , one can notice that the tether of the vehicle may affect the underwater 316 robot motion. However, the ballast due to the tether can be seen as a non modeled dynamics, 317 and the disturbance observer will counteract this external influence as one can notice from the In some applications, AUV's are equipped with robotic manipulators which allow to carry or 321 manipulate objects and take them to a specific depth or pick them up from the ocean floor to 322 transport them to the surface. This scenario is inspired by that practical application, to simulate a 323 mission where the robot carries a load. A metallic 1 kg block of was tied to the submarine with 324 a 20 cm-long line. In this test, the maximal depth was set to 40 cm. As the maximum depth 325 of the basin is 50 cm, the robot will be suddenly disturbed when it reaches 30 centimeters, because the metallic block will touch the floor, thus suddenly canceling its weight's effect. The 327 disturbance will be acting on the robot until it starts to emerge and it reaches 30 cm, the action 328 of the extra weight will influence the trajectory of the submarine again (as illustrated in Figure   329 4). This simulates both the sudden release and recovery of a load by the robot. Finally, from the results displayed in 
