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Abstract
The problem of message broadcast from the base station (BS) to sensor nodes (SNs) in solar energy harvesting
enabled wireless sensor networks is considered in this paper. The aim is to ensure fast and reliable broadcast without
disturbing upstream communications (from SNs to BS), while taking into account constraints related to the energy
harvesting (EH) environment. A new policy is proposed where from the one hand, the BS first selects the broadcast
time-slots adaptively with the SNs schedules (to meet active periods that are constrained by EH conditions), and from
the other hand, SNs adapt their schedules to enable optimal selection of the broadcast time-slots that minimizes the
number of broadcasts per message and the latency. Compared to the existing solutions, this enables fast broadcast
and eliminates the need of adding message overhead to the broadcast message. For this purpose, an analytical
energy model, a hidden Markov model(HMM), Baum-Welch learning algorithm, and a heuristic algorithm of the
minimum covering set problem (MCS) are proposed and combined in a unique solution. The proposed solution is
analyzed and compared with a state-of-the-art approach. The results confirm that the former has the advantage of
performing the broadcast operation more reliably and in lower delay.
Keywords: Wireless Sensor Networks, Energy Harvesting, Green Communication, Broadcast, HMM
1. Introduction
The interconnection of heterogeneous wireless net-
works will enable large scale deployment in the near fu-
ture and provide unique applications and services, such
as health care, smart buildings and grids, environment
monitoring, smart cities, smart object tracking, etc. One
of the challenges that prevent large scale deployment is
energy limitation. Most existing network protocols as-
sume the use of portable and limited batteries, while
many applications are expected to be deployed in unin-
tended, sometimes hostile environments, which makes
batteries replacing unfeasible. Environment energy har-
vesting emerges as the appropriate alternative for bat-
tery replacement. The ambient energy harvesting ability
of wireless devices is expected to enable self-sustaining
systems. However, satisfying communication require-
ments while tuning activities to the available energy and
energy profiles is a nontrivial problem. Existing protocols
and architectures should be revisited and rebuilt upon
an energy model that reflects the real world constraints
for harvesting [19, 20, 10]. To our knowledge, this pa-
per is the first that considers broadcast under slotted
EHWSN and proposes ADAPCAST( Adaptive Learning-
Enforced Broadcast Policy for Solar Energy Harvesting
Wireless Sensor Networks), a policy that minimizes the
number of time-slots allocated to the broadcast while
considering the EH constraints. The main contributions
of ADAPCAST is the use of a new energy model suit-
able for solar EH environment and of a Hidden Markov
Model (HMM)[28] that faithfully reflects the nodes behav-
ior activities under this environment. The proposed
policy considers local broadcast (one-hope) and targets
the selection of the optimal time-slots within the frame
for broadcasting the message from the BS to SNs (on
the downstream links) while avoiding interfering with the
upstream communications to the best effort. In partic-
ular, the policy attempts to match the broadcast time-
slot with all active periods of SNs (to the best effort),
i.e., to ensure SNs are ready for reception. The pol-
icy also allows nodes to adapt their activity in a way
that optimizes the broadcast time-slot selection. Con-
trary to the proposed solution in [20] that uses the con-
cept of erasure coding and relays on adding packets
to increase reliability, the solution proposed herein mini-
mizes the number of time-slots dedicated to the broad-
cast operation without augmenting the packet payload
with overhead. This has a positive impact on the min-
imization of the number of transmissions required for
broadcast at the BS, and it allows SNs to preserve their
energy and to allocate up-link communication time-slots.
A Hidden Markov Model (HMM)[28], Baum-Welch learn-
ing algorithm [12], and an heuristic algorithm of the mini-
mum covering set(MCS)[30] are applied for this purpose.
Rather than using Bernoulli distribution (used in [20]), the
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proposed policy uses an accurate solar energy model
that faithfully reflects the realistic behavior of energy and
tracks the energy consumption at the SN level. The en-
ergy model is composed of two sub-models. The first
one is devoted to the incoming energy and uses a Dis-
crete Markov Chain (DMC), while the second one is a
sub-analytic model that introduces a gain function to esti-
mate the energy consumption per time unit. We analyzed
the proposed solution and compared it with RMBMEH
(Reliable Multicast and Broadcast Mechanisms for En-
ergy Harvesting Devices)[20], which is to the best of our
knowledge the only work from the literature that consid-
ers broadcasting in EH environments. The results con-
firm that the proposed solution outperforms the one in
[20] in reducing the time and cost required for the broad-
cast. This is by minimizing the number of necessary
time-slots, which– in addition to reducing the broadcast
latency– improves energy efficiency.
The reminder of this paper is organized as follows.
Section 2 lists the related work. Section 3 presents the
assumptions, the network, the energy models and the
hidden Markov model. The proposed solution is de-
scribed in details in Section 4, whereas Section 5 eval-
uates the proposed solution by simulations and mathe-
matical analysis and compares it to [20]. Finally, Section
6 draws the conclusions and highlights future directions.
2. Related Work
Developing models and protocols that are appropri-
ate for wireless sensor networks in energy harvesting
environments has been attracting research works in re-
cent years. Yang and Ulukus. [32] proposed a policy
that adaptively changes the transmission rate according
to the traffic load and available energy subject to causal-
ity constraints. This is to minimize the transmission com-
pletion time in a single-user additive white gaussian noise
channel. Ozel et al. [27] proposed a policy for M-user
AWGN (additive white gaussian noise) broadcast chan-
nel, which is subject to the causality of energy arrivals
as well as the finite rechargeable battery capacity con-
strained by energy overflow. Beside the finite energy bat-
tery, QoS of wireless links in EH environments has been
considered in [11], where finite state Markov chain has
been used to model the communication channel. The ef-
fective capacity for power allocation policies is analyzed
to characterize the QoS performance of energy harvest-
ing wireless links using finite state Markov chain. The
solution derives the effective capacity for the power allo-
cation policies and relies on the fact that the more strin-
gent is the effective capacity, the faster is the decay of
the transmission rate. The major disadvantage of these
solutions is that they do not consider the neighborhood
of nodes and that each node tries to adapt to the EH en-
vironment in order to be able to send or receive, and this
without any information on the status of nodes by which it
is surrounded. Zhang et al. [34] presented an analytical
approach that addresses the problem of the system de-
sign of energy harvesting capable wireless devices. This
is by fitting the sizes of buffers for energy and data, as
well as the size of the harvester, to the specified delay
and loss requirements. A stochastic model that takes into
account energy harvesting and event arrival processes is
proposed for this purpose. The proposed policy in[21] is
based on the available information on channel conditions
and energy. It considers EH cooperative communication
systems where the relay selection rule depends on the
relative throughput gain for better use of the available in-
formation and improves the performance of the EH coop-
erative communication system. Several other problems
in energy harvesting WSN have been revisited such as
duty cycle management [2], clustering [33], relay node
deployment [24], [6], etc.
Many solutions have been proposed for effective
message broadcast in wireless sensor networks, e.g, [5],
[17], etc., but few has been done in energy harvesting
environments. Kuan et al. To our knowledge, [20] and
[17] are the only solutions the only work that considers
broadcasting in EH environments. The authors in [20]
addressed the trade-off between reliability and through-
put and proposed a down-link broadcast policy for en-
ergy harvesting that uses erasure coding to guarantee
the transmission reliability for EH wireless devices. The
policy maximizes both the throughput and the probabil-
ity of receiving broadcasted packets by configuring the
broadcast period and erasure coding parameters. In or-
der to cope with the problem of energy deficiency, two
mechanisms (energy-aware receiving and early termina-
tion) have been also proposed. The solution proposed
in this work has many shortcomings. If the number of
the received packets does not reach the required value
then the message is dropped, which means the energy
devoted to the reception of those packets is wasted. An-
other problem is related to the use of the erasure coding
that causes important overhead to every broadcast mes-
sage, which affects the broadcast latency. Further, the
number of packets that must be received is determined
beforehand, which is not always possible in EH environ-
ment. In this paper, we provide a comprehensive exten-
sion of our preliminary solution of [17].
3. Assumptions and Models
3.1. Problem Statement and Network Model
The proposed solution addresses the problem of
broadcasting in asynchronous and homogeneous energy
harvesting wireless sensor networks (EHWSNs). We
assume that only one message has to be broadcasted
from the BS to the SNs (over downstream links) for each
frame, and that one time-slot is sufficient to receive the
message. We assume that the BS is energy uncon-
strained and plugged into a continuous power source,
while SNs are equipped with solar EH capability (that are
attached to rechargeable batteries) and located within
the communication range of the BS, i.e start topology.
The SNs use a slotted CSMA(Carrier Sens Multiple Ac-
cess) based MAC protocol such as [14, 22] to access the
shared communication medium. At the beginning, the BS
is supposed to have the knowledge about the radio duty
cycle and energy arrivals rate of each SN. This knowl-
edge is periodically updated. SNs are supposed syn-
chronized by applying some underlying synchronization
protocol, such as [31, 7, 23]. Operations under low data
rate applications and events triggered mode are consid-
2
ACCEPTED MANUSCRIPT
AC
CE
PT
ED
 M
AN
US
CR
IP
T
ered in this paper, which are more appropriate in energy
limited environments. The communication between the
BS and SNs (upstream/downstream link) is assumed to
follow a single-hop fashion.
3.2. Energy Model
3.2.1. Energy Consumption Model
The energy consumption model at the node level is
presented in this section. The energy consumption is
strongly related to the activities of the node and varies
depending on the type of their activities. In particular, the
radio is a major source of energy consumption, which
makes it largely dependent on parameters related to the
MAC protocol (duty cycle, length of the frame, etc.). We
introduce two models for deriving the energy consump-
tion at node level. The first one concerns the radio activ-
ity and relies on a discrete Markov chain(DMC), whereas
the second one deals with micro-controller activities that
do not require any radio communication such as sensing,
and data processing.
Figure 1: Radio Energy Consumption Model
Radio Activity Model:
The energy consumed by the radio (transceiver) is due to
the reception (RX), transmission (TX), or carrier-sensing.
Since this largely depends on the MAC protocol to be
used, we consider (without loss of generality) B-MAC
[14] as the underlaying MAC protocol. The proposed
model can be amended to fit any protocol slotted MAC
protocol. B-MAC, and all preamble-sampling MAC pro-
tocols, uses periodic sampling of the channel at the be-
ginning of every time-slot, which is known as clear chan-
nel assessment (CCA). We propose an off-line Discrete
Markov Chain (DMC), which is denoted by, Φ, and pre-
sented in Fig.1. Every sate represents the activity of the
node during a single time-slot, which can be transmis-
sion (TX), reception (RX), or turning off the radio (off).
A single activity is assumed to take place during a time-
slot. The CCA that the node performs before switching to
any state at the beginning of the time-slot is considered
as part of the state in Φ (which explains the use of the
prefix CCA in the states’ labels). The states represented
by the DMC are: 1) the transmission state, (CCA,TX),
where the radio is kept on for transmission After CCA,
2) the reception state (CCA, RX) where the radio is kept
on for reception, and, 3) (CCA, OFF) where the radio is
turned off immediately after CCA for the whole time-slot.
The total power consumed at each state is given by:
Pstate = αPact + βPcca, (1)
where Pcca and Pact stands for the power con-
sumed for performing CCA and the activity of the state
TX,RX,OFF , respectively, α stands for the ratio of the
period of time within the time-slot duration devoted to the
corresponding activity, and β designates the one spent
for performing CCA, (α+ β = 1).
The transition probabilities are determined on the ba-
sis of the following assumptions: 1) the arrival of the mes-
sages is assumed to be Poisson distributed random vari-
ables (r.v) for both incoming and out going messages
with rates λ1, and λ2, respectively, 2) RTS/CTS and
ACK[14] mechanisms are considered disabled, 3) The
B-MAC protocol used in our solution is amended to use
the time unit of the proposed DMC, i.e., one time-slot.
The matrix QΦ determines the transition probabilities
between the different DMC states, which are calculated
using the Poison distribution. Two Poisson processes
with parameters, λ1 and λ2, are considered. Giving that
the r.v. of the two processes are independent, the tran-
sition probabilities to any state are equal (independently
from the origin). For the sake of simplifying the notations,
we denote (CCA, OFF), (CCA, RX), (CCA, TX) respec-
tively by e1, e2, e3. Without loss of generality, we prioritize
handling the reception vs. the transmission, i.e., when
having a reception and a transmission events simultane-
ously, the reception is handled first.
The transition probability to the state e2 is the prob-
ability to have an incoming message, which is 1 − e−λ1 .
The transition probability to e3 is the probability to have
an outgoing message and not having an incoming mes-
sage, which is (1 − e−λ2) ∗ e−λ1 . Final, the probability
to transit to e1 is the probability to have no message i.e.,
0 incoming message and 0 outgoing message, which is
e−λ1 ∗ e−λ2 = e−(λ1+λ2) (the product as the two events
are independent). This is also the complement to 1 of the
sum of the first two transitions. QΦ is then given by,
QΦ =
e−(λ1+λ2) 1− e−λ1 (1− e−λ2) . e−λ1e−(λ1+λ2) 1− e−λ1 (1− e−λ2) . e−λ1
e−(λ1+λ2) 1− e−λ1 (1− e−λ2) . e−λ1

The equilibrium state probability vector, Π,is calcu-
lated by solving ΠQΦ = Π. Using the equilibrium state,
the radio power consumption is approximated as follows,
Pradio =
∑
i∈S
Pipi(i) , (2)
where S is the set of the DMC states.
The average energy consumption for each time-slot
is then,
ERadio = PradioT
u, (3)
where Tu is the time unit (time-slot duration).
Microcontroller Model:
Remember that we consider event-triggered low-data
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rate applications. The microcontroller (CPU) is then put
in the sleep state until an event is triggered, i.e., a re-
quest for sensing or a data processing. It returns again
to the sleep as soon as the event handling ends. There-
fore, three states for the CPU operation can be distin-
guished, 1) "Sensing" (sen), 2) "Sleeping" (sl), and 3)
"Data-processing" (dp). The energy consumption may
be expressed as follows:
Pcpu = PsenRsen+PdpRdp+Psl(1−(Rsen+Rdp)), (4)
where P and R stand for the power consumption and
ratio of the respective mode, respectively. Similarly to the
energy consumed by the radio, the energy drained by the
CPU during a time-slot is given by,
ECpu = PcpuT
u. (5)
The energy consumed by the node during every time-
slot of the frame is simply: C = ECpu + ERadio.
3.2.2. Energy Harvesting Model
Solar energy is quite stable source when available,
i.e., it smoothly changes over time. To reflect this, we
introduce a sensitive analytical gain model for the incom-
ing solar energy. Let us consider a generic set, SN , of
N nodes, where we refer by Ψk as the gain associated
with node k ∈ SN , which designates the average amount
of harvested energy for each time unit(Tu). The geo-
graphical locations and the weather condition make the
gain Ψ slightly different from node to another. We as-
sume that Ψk is given by Ψk = Ψ¯ + ηk [29], where Ψ¯
is a gain component common to all nodes, and ηk is an
additive random displacement uniformly distributed in : [-
θΨ¯,θ(1 − Ψ¯)], where θ ∈ [0,1] models the influence of
the aforementioned constraints on the incoming energy.
In this model, θ = 0 corresponds to the fully correlated
case as all node gains collapse to Ψ¯. Conversely, θ = 1
gives the i.i.d. case. For a given (θ, Ψ¯) pair, all gains fall
in the interval [Ψmin,Ψmax], where, Ψmin =Ψ¯− θΨ¯, and
Ψmax =Ψ¯ + θ(1− Ψ¯). The gain set can thus be specified
in terms of either (θ,Ψ) or ([Ψmin,Ψmax]).
Note also that by specifying θ and Ψ or, equiva-
lently, Ψmin and Ψmax, we only know that all gains
are uniformly and independently distributed in the sub-
set [Ψmin,Ψmax] ⊆ [0,1], where each node at the be-
ginning will be independently picking a value (gain) uni-
formly distributed from this interval as incoming energy.
The obtained gain is then multiplied by the unit rate of
the incoming energy.
3.2.3. Effective Energy
The effective energy is cumulated from the difference
between the incoming energy (uniform random variable)
and the consumed energy, which is a constant value de-
rived from the DMC presented above. The effective en-
ergy is formulated by the following equation:
Eeff (tW ) = Eeff (tW−1) + (Ein(tW )−Eout(tW )), (6)
where t designates the index of the time-slot, Ein and
Eout the harvested and consumed energy, respectively,
during the time-slot t. We suppose that Eeff (t0) =
Emin, which represents the initial amount of the effec-
tive energy in the battery. Let us denote, Xi = Ein(ti)−
Eout(ti), i ∈ {1, . . . ,W} where W is the number of time-
slots, X0 = Eeff (t0). Eq 6 yields the following recurrent
equation,
Eeff (ti) = Eeff (ti−1) +Xi. (7)
By successive substitutions of the terms Eeff (ti−1),
i = {1, . . . ,W}, we get,
Eeff (tW ) =
W∑
i=0
Xi. (8)
This is the sum of W continuous uniform r.v. (X0 +
...+XW ) in the interval [Emin, Emax ] where Emin is as
aforementioned the initial effective energy, and Emax is
the maximum amount of energy that can be stored in the
battery. Nevertheless, the distribution of this sum is un-
known. In the following we will normalize these r.v. (Xi)
to fall into a known distribution. As the coming energy
in every time slot is bounded by [Ψmin,Ψmax], the ef-
fective energy is then bounded in the interval Eeff (ti) ∈
[X0 + i(Ψmin −C), X0 + iΨmax], i ∈ {1, . . . ,W}. From
this interval, we define a normalized r.v., δ(ti), as follows
(proof of this is given in the appendix),
δi =
Eeff (ti)−X0 − i (Ψmin − C)
i (Ψmax −Ψmin + C) ,
for i ∈ {1, ...,W},
(9)
which follows a continuous standard uniform distribution
(U~[0,1]). The sum (∑ δi) follows the Irwin-Hall proba-
bility distribution [15]. Their probability density function
(PDF) and cumulative density function (CDF) are given
by E.q. 10 and E.q. 11, res,
fpdf (x) =
1
(W − 1)!
bxc∑
k=0
(−1)k
(
W
k
)
(x− k)W−1 (10)
fcdf (x) =
1
(W )!
bxc∑
k=0
(−1)k
(
W
k
)
(x− k)W (11)
3.3. Proposed Hidden Markov Model (HMM)
The proposed HMM (presented in Fig.2) is a left-to-
right HMM [4]. It models the radio activity of the SNs
under solar EH constraints using the proposed energy
model (sec. 3.2). This HMM is scalable since the num-
ber of its states is independent from the number of SNs.
The HMM model (γ) for each node in the network is
defined by the following parameters < ζ,A,Π, T, E >
where :
• ζ : is the set of the hidden states, where at any
time-slot, i, ζi may be in one of the following states:
1) ei(0, 0) if the effective energy is less than the
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Figure 2: HMM graph
threshold and there is no activity, 2) ei(1, 0) if the
effective energy is no less than the threshold and
there is no activity, 3) ei(1, 1) if the effective energy
is no less than the threshold with presence of ac-
tivity.;
• A : stands for the alphabet symbols or observa-
tions A{0, 1}, issued by hidden states, where ”0”
stands for the absence of any radio activity (de-
noted by "Act = 0") and ”1” for the presence of
activity (Act = 1).
• T : the matrix of the transition probabilities be-
tween the HMM hidden states, i.e., T (i, j) =
p (Xt = j |Xt−1 = i), where X(t) is a r.v that
designates the hidden states at time t. It takes its
values from ζ.
• Π: Probability distribution of the initial state (the
state from where the HMM starts), Π (i) = p (X1),
given that :
Hs∑
i=1
pi(i) = 1, (12)
where Hs stands for the number of the possible
hidden states of the HMM.
• E : the matrix of the emission probabilities of the
symbols in A by the hidden states of the HMM. Let
us denote by M the number of symbols. The prob-
ability that the state i generates the observation j,
say, p (Ot = j |Xt = i), is denoted E(i, j) where
the matrix E has to satisfy:
M∑
j=1
E (i, Oj) = 1 ∀i ∈ S. (13)
In the proposed HMM model, the transition probabil-
ities relay on two dependents r.v. The first one desig-
nates the effective energy of the node that is modeled by
the proposed energy model (Sec. 3.2), whereas the sec-
ond one represents the radio activity during each time-
slot within the frame duration and is represented with a
logistic distribution [16, 8, 25, 26] (Fig. 3).
1
p(  e*
E_min 
B
)
Thr E_max 
Probability
~ ~ Effective Energy
Figure 3: Logistic Distribution (Probability of presence of activity) vs.
Eeff
As the two r.v. are dependent, conditional probabili-
ties [1] are used to model the transition probabilities be-
tween the different HMM hidden states.
Given that, 1) the transition probability to the state
ei(0, 0) is, p (Eeff < Ethr ∩ Act = 0), 2) the transition
probability to the state ei(1, 0) is p (Eeff ≥ Ethr ∩Act =
0), 3) the transition probability to the state ei(1, 1) is :
p (Eeff ≥ Ethr ∩ Act = 1); then transitions probabilities
are: 
T (., e(0, 0)) = p (Eeff < Ethr).
p (Act = 0 |Eeff < Ethr)
T (., e(1, 0)) = p (Eeff ≥ Ethr).
p (Act = 0 |Eeff ≥ Ethr)
T (., e(1, 1)) = p (Eeff ≥ Ethr).
p (Act = 1 |Eeff ≥ Ethr)
(14)
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To use the normalized variable, E˜eff , we rewrite E.q.
14 as follows:

T (., e(0, 0)) =
p (E˜eff < Bthr) . p (Act = 0 | E˜eff < Bthr)
T (., e(1, 0)) =
p (E˜eff ≥ Bthr) . p (Act = 0 | E˜eff ≥ Bthr))
T (., e(1, 1)) =
p (E˜eff ≥ Bthr) . p (Act = 1 | E˜eff ≥ Bthr)
(15)
Note that this is possible since, Eeff < Ethr is equiv-
alent to, E˜eff < Bthr. BThr denotes the threshold of
the effective energy corresponding to the normalized
variable,δ. It is common to all SNs and given by,
Bthr =
EThr
max
i∈{1,...,N}
Ψmax(i)− C (16)
Where N is the number of SNs. The probability of
presence of activity is given using the logistic distribution
as shown in Fig.3, whose PDF and CDF (that are defined
in the interval [E˜min, E˜max]) are given by E.q. (17), and
E.q. (18), respectively,
gz(z) =
e−( z−µs )
s(1 + e−( z−µs ))
2
(17)
Gz(z) =
1
1 + e− z−µs
(18)
The parameter, µ, designates the mean, and s the
standard deviation. For a standard logistic distribution,
these parameters take the values, 0, and, 1, respectively.
The PDF is used to calculate the transition prob-
abilities given in Eq.(15). From the equations
(11,15,16,17,18) the transition probabilities are deter-
mined as follows,
T (., e(0, 0)) = fcdf (z)
∣∣∣∣∣
Bthr
E˜min
,
T (., e(1, 0)) = fcdf (z)
∣∣∣∣∣
E˜eff
Bthr
.
(
1− ( 11+e−z )
∣∣∣∣∣
E˜eff
Bthr
)
,
T (., e(1, 1)) = fcdf (z)
∣∣∣∣∣
E˜eff
Bthr
.
(
1
1+e−z
∣∣∣∣∣
E˜eff
Bthr
)
(19)
4. Solution Description
4.1. Overview
The solution uses for every node in the network a
Hidden Markov Model (HMM). The BS broadcasts in-
coming messages based on the duty cycle of each node
and the presence of activity. Based on transitions be-
tween the different states of the HMM model (detailed
in sec.3.3), each node dynamically adapts its radio duty
cycle by alternating between ON("1")/OFF("0") for each
time-slot within the frame duration. Consequently, the
HMM generates for each time-slot an observation rep-
resenting the readiness of receiving the broadcast mes-
sage by the node. A heuristic algorithm of the minimum
covering set problem is applied to the sequences of ob-
servations of all SNs to retrieve the minimum set of time-
slots that provides maximum coverage of SNs among ac-
tive periods, i.e., ensure maximum coverage of SNs with
the minimum number of intersections between SNs ob-
servations where the radios are "ON".
The optimal set defines the most preferred sequence
emitted by each HMM in order to efficiently broadcast
a message. Once the most preferred sequences emit-
ted by all HMMs in hand, the BS executes the Baum-
Welch algorithm with theses sequences as input. The
algorithm adjusts the initial HMM model parameters and
derives accordingly for every node a new HMM model
that is most likely to produce the sequence that meets
the obtained minimum set of time-slots required for the
broadcast. By considering the EH model of every node,
the solution has the advantage of increasing chances to
reach all nodes with the minimum number of broadcast
count, and thus minimum latency. The broadcast count
is defined as the number of transmissions (time-slots) re-
quired to make a broadcast in a frame (to reach all the
nodes if possible, or at least the maximum number of
nodes). Another advantage of the proposed solution is
that the selection of the optimal set allows nodes to re-
lease the remaining time-slot for other scheduled activi-
ties and services, such as data gathering and the com-
munication of the sensed data to the BS.
4.2. BS Level
The proposed solution is centralized as the BS main-
tains and updates the required information to run the
HMM for every node. The BS level runs in three phases.
i) The first phase generates observation sequences by
running the HMMs. iii) The second phase consists in
applying an optimal set selection algorithm as a heuris-
tic of the covering set problem to determine the optimal
broadcast time-slots. Finally, iii) The third phase uses
the Baum-Welch learning algorithm to adjust the initial
HMMs of SN’s to increase the likelihood of meeting the
most appropriate sequences that produce the broadcast
time-slots obtained in phase (ii). The BS communicates
the derived HMM models to theirs corresponding nodes.
This process is executed at the initialization of the net-
work, and the obtained scheme is used for a long period
until a significant change on the HMMs parameters takes
place. Another case that requires the re-execution of
the three phases is when the average number of missed
nodes becomes important. This information becomes
available at the BS level at the last frame (i.e., before
the end of each period), where nodes send the number
of times they missed the broadcast messages.
4.2.1. Phase I
During the first phase, the BS runs the HMMs of the
SNs. The observation sequences are generated by each
HMM, which follow a discrete distribution where the emis-
sion probabilities change depending on the current hid-
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den state. These sequences are composed of ”1” and
”0” values, where ”1” means the SN’s radio is "ON" and
ready to receive the broadcast message, and ”0” that
the SN’s radio is "OFF" or busy (presence of activity)
during the corresponding time-slot. The radio behavior
of each SN is determined by the emitted sequences for
each time-slot within the frame duration. The decision on
whether the node will turn ON or OFF the radio during
the next time-slot depends on the probability of generat-
ing "0" or "1", i.e., based on the proposed energy model
(Sec.3.2) and the radio activity during each time-slot. The
effective energy is formulated as a ratio between the har-
vested energy and the consumed one. Having effective
energy beyond a given threshold, say Ethr, along with
the absence of activity allows the generation of "1" ob-
servation with high probability, and "0" otherwise. Recall
that in the proposed energy model, the r.v. correspond-
ing to the effective energy follows an Irwin-Hall distribu-
tion. The radio activity during each time-slot within the
frame is then modeled with binary values (0, 1) that de-
pends on two parameters, i) the effective energy (which
should be no less than Ethr to generate 1), and ii) the
probability of presence of activity which is bounded by an
upper-bond, ξ. The steps through which the HMMs gen-
erate the observation sequences during the first phase is
summarized in Algorithm 1. Detailed description of the
HMM model is given in Sec.3.3.
Algorithm 1 Generation of observations by each HMM
at BS level
Input : HMMs of all SNs,
N : Number of sensor nodes,
δ: Ratio of effective energy at each time-slot,
f : Logistic function (Sec.3.3),
pact : Probability of having an activity,
ξ : Upper-Bond for pact,
Be : Bernoulli distribution ,
I: Boolean indicator on the presence of activity,
ρ : Probability of emitting 1 when there is enough energy and no radio activity
(constant common to all nodes),
FrameSize : Size of the frame (Number of slots)
Output: Emitted sequences by each HMM.
for i ∈ {1, ..., N} do
slt← 0
while slt ≤ FrameSize do
Calculate δ(i)
pact ← f(δ(i), ξ)
I ← Be(pact)
if (δ(i) < BThr ) then
seq[slt] =0
else
if (I == 1) then
seq[slt]=0
end if
if (I == 0) then
seq[slt] =Be(ρ)
end if
end if
slt← slt+ 1
end while
end for
4.2.2. Phase II
After running the HMMs of all SNs for several frames,
the BS applies the set selection algorithm. We trans-
formed the problem to the set covering problem (a well
known problem in the literature) to use existing heuristics.
Intersections between nodes schedules in every time-
frame are explored, i.e., of active time-slots, to retrieve
the minimum number of time-slots that ensures maxi-
mum nodes coverage. This leads to a minimum number
of time-slots for broadcast and releases the remaining
unselected time-slots for other activities. The following
explains the transformation into the set covering prob-
lem. Let us consider a set of elements {1 , 2 , . . . ,
n} (called the universe), and a collection S of m sets.
The set cover problem is to identify the smallest subset
of S that forms the universe. In our case, the problem
is to find the minimum number of time-slots that cover all
SNs. The universe is all the SNs, m the number of slots
in a frame, and S designates the collection of sets in the
frame, where each set, Slti, contains the nodes covered
by the corresponding time-slot,i, of the frame (nodes that
emit "1" in the time-slot i). Note that the SN is covered
by that time-slot if it emits the observation ”1” during that
time-slot.
Example: This example illustrates the transformation of
our problem into the minimum covering set. Let us con-
sider a network of 10 SNs and 10 time-slots. Fig.4 de-
picts a possible scenario where the scratched slots in-
dicate that the corresponding HMM emits 1 observation,
and white ones that it emits 0.
    1
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9
8
7
6
5
4
3
 2
Time-Slots
N
od
es
    1 109876543 2
Figure 4: Illustration of problem transformaion into minimum covering
set
The sets of covered nodes by each time-slot
are:Slt1 = {1, 2}, Slt2 = {1, 2, 4, 8, 9, 10}, Slt3 =
{5, 6}, Slt4 = {3}, Slt5 = {1, 3, 9}, Slt6 =
{7, 8, 9, 10}, Slt7 = {1, 2, 10}, Slt8 = {1, 3, 9}, Slt9 =
{1, 10}, Slt10 = {2, 3, 7}. The smallest sub-
collection of sets that form the universe in this case is
{Slt2, Slt3, Slt10}. This is known as the minimum cov-
ering set problem. Many heuristics are proposed in the
literature for this problem and its variants. We are in-
terested in the variant of retrieving the minimum set that
ensures maximum coverage which is an heuristic known
as greedy algorithm, i.e., equivalently set of minimum
time-slots within the frame duration that ensures maxi-
mum nodes coverage (not necessary all)[3].
4.2.3. Phase III
In this phase the Baum-Welch algorithm is run for
each HMM of each node, with the desired generated
sequences plugged in as inputs. The Baum-Welch al-
gorithm belongs to the class of Expectation Maximiza-
tion(EM) algorithms [18, 9]. It allows to adjust the initial
HMM parameters in order to obtain the one that maxi-
mizes the probabilities of reproducing the most preferred
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sequence. This is expressed by maximizing the product
of the probabilities of generating the desired sequence
by each HMM. If we denote by Oi the desired sequence
generated by the HMM, γi, of node, i,the problem is to
find HMMs: γˆ = <γˆ1, γˆ2, ..., γˆn> that ensures:
Max(
N∏
i=1
p(Oi|γi)) (20)
The result is a set of new HMM models obtained af-
ter adjustment of the parameters (transition and emission
probabilities) of the initial HMM model. As a final step, the
BS communicates the parameters of the derived HMM
models to their corresponding nodes. The three phases
are summarized in Algorithm 2.
Algorithm 2 : General algorithm of the three phases
Input (all phases):N : Number of Nodes, Period_Length: Number of
frames, FrameSize: Number of time-slots
.................................................... Phase I ........................................................
Input : HMMs of all Sensor nodes (SNs), Energy model, Activity model
Output : The emitted sequences by all HMMs
ϕ = [] []
for F ∈ {1, ..., Period_Length} do
V = []
for i ∈ {1, ..., N} do
slt← 0
while slt ≤ FrameSize do
execute the HMMs (γi(slt))
slt← slt+ 1
end while
V [i]← The emitted sequence by node(i) during frame F
end for
ϕ[F ]← V
end for
return ϕ %The emitted sequences by all SNs during each frame )
............................... ..................... Phase II .....................................................
Input : Schedules of all SNs in every time frame (ϕ)
Output : The subset of a minimum number of time-slots for a maximum nodes
coverage
Opt =[]
for F ∈ {1, ..., Period_Length} do
Runs the minimum covering set algorithm to schedule all SNs during frame
(F )
Opt[F ]← The optimal set ensuringmaximumnodes coverage
end for
return The subset of the minimum number of time-slots among all optimal
subsets in Opt
................................................... Phase III .....................................................
Input :The optimal sequence generated by every HMM
Output: New derived HMM γˆ for each SN
for i ∈ {1, ..., N} do
γˆ(i) = BAUM_WELCH(γ(i))
end for
return γˆ
4.3. Node Level
At the end of the third phase, every node receives its
derived HMM parameters, i.e., the transition probabilities
between HMM hidden states and the probability of gen-
erating output observations for each hidden state of the
HMM. The parameters related to energy harvesting can-
not be adjusted, as they are strongly dependent on the
the weather conditions. However, parameters related to
the power consumption of the nodes (powers of differ-
ent components) are adjustable. The power consump-
tion units that may be adapted are the receiving unit (e.g.
the duty cycle and radio wake up periods), the micro-
controller and the sensing unit (e.g., sensing sampling
periods). To allow the BS updating the HMM models at
the last frame of the period, every node sends to the BS
the number of times it misses the broadcast message, as
well as the average amount of incoming energy.
5. Performance Evaluation
In the present section, the proposed solution (ADAP-
CAST) is compared to RMBMEH [20]. For the latter, the
source (K) and redundant data packets (R) are set re-
spectively to 2, 3.
First, we evaluate the DMC that imitates the B-MAC
behavior, while considering the CC2420 RF transceiver
model [13]. The average of energy drained by the radio
vs. λ2 for different values of λ1 is plotted in Fig.5. The
results prove the steadiness and convergence of the pro-
posed model with the increase of the two parameters.
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Figure 5: Radio average consumed energy per time-slot
Since the reception is more prioritized than transmis-
sion in the proposed energy model (Sec.3.2), we set the
rate λ1 of the incoming messages (receptions) to 0.7 and
λ1 of the outgoing messages to 0.5. Table 1 summaries
the simulation parameters.
Parameter Value
Number of Nodes [25 , 200]
Poisson rates λ1, λ2 0.7, 0.5
Upper-bond ξ 1.0
Unit of incoming energy Er (mj) 100
ρ (Probability of Bernouli Dist.) 0.5
θ 0.1,0.5,0.9
Threshold of effective energy Ethr (mj) 250
Initial effective energy(mj) 150
DATA Packet Size (Byte) 32
Time_Slot length (ms) 5
Frame length (Time_Slot) 20
Bthr 4
Table 1: Simulation parameters.
The incoming energy has been determined as a func-
tion of the random displacement expressed by the in-
fluence factor, θ, which has been set to 0.1, 0.5 and
0.9, respectively. The performance of the proposed solu-
tion is evaluated with respect to the following metrics, 1)
broadcast count, 2) effective energy, 3) number of missed
node, and 4) the broadcast delay. Three scenarios are
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Figure 6: Broadcast count vs. number of nodes
considered, 1) rainy weather, where the available energy
is very low, i.e., Ψ¯ = 0.1, and nodes are highly corre-
lated Θ = 0.1. 2) partially cloudy, where Ψ¯ = 0.5, and
Θ ∈ {0.5, 0.9}. 3) and sunny where there is enough
energy, i.e., we set Ψ¯ = 0.9 and Θ ∈ {0.5, 0.9}. The pro-
posed energy model has been adapted to the policy in
[20] for the three aforementioned scenarios. The results
given in the following are averages of several runs, and
plots are presented with errors bars of 95% confidence
interval. Before comparing ADAPCAST with RMBMEH,
we first evaluate the broadcast count, i.e., the average
number of transmissions (time-slot scheduled for broad-
cast) of the same broadcast message per frame. Note
that RMBMEH is not considered by this metric since it
uses a completely different concepts and is not based
on time-slot scheduling. The results are depicted in Fig
6. Fig 6 (a) shows smooth increase with the number of
nodes. This increase is inevitable due to low energy at
receiving nodes that are available for limited time-slots,
and the increase in the number of nodes requires more
time-slots to reach them. This dispersal in the availabil-
ity of periods (readiness for broadcast reception) is also
present for θ = 0.9 in scenarios of medium and high
energy, which explains the increase (Fig 6 (b) and (c)).
However, for θ = 0.5 where the dispersal in incoming en-
ergy is lower, the average broadcast count remains close
to the optimum. In all cases, this metric remains less
than 4 for medium energy scenario (resp. 3 for high en-
ergy scenario) even for a network of 200 nodes, which
is quite reasonable. The impact of this performance in
reducing the broadcast count is investigated in compari-
son with RMBMEH for the performance metrics starting
the average effective energy. The results for the first sce-
nario (Fig.7(a)) show that when SNs are fully correlated
Θ = 0.1 and Ψ¯ = 0.1, the average amount of effective
energy in the EHWSN at the end of the frame is close to
the energy threshold (240mj), while it is less than 210mj
for RMBMEH (both for the original RMBMEH, and RMB-
MEH with reinforced energy model). This is due to the
fact that in the proposed solution, nodes tend to be off in
most of the time during the frame which allows to store
the harvested energy until the effective energy of the SN
reaches the threshold required for performing a broad-
cast operation. In the proposed solution, the BS sched-
ules the optimal time-slots as a function of the available
effective energy for each SN while the solution in [20]
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Figure 7: Average effective energy vs. number of nodes
applies the erasure coding mechanism for broadcasting
that relies on the addition of control messages which re-
quires more energy and does not take into account the
activity of SNs.Fig.7(b) presents the second scenario. It
shows that the proposed solution ranges above 320mj
and clearly out performs RMBMEH that has value at the
order of 210mj, and 240mj when using adaptive energy
model. The increase of Θ normally leads to a slight im-
provement for both solutions. Results of the third sce-
nario are presented in Fig. 7(c). They are similar to the
previous scenario with higher amplitudes, and with differ-
ence between RMBMEH and ADAPCAST. The superior-
ity of the proposed solution is due to the accurate models
applied and the learning approach that considers nodes
activities vs. the available energy. Results also show that
when applying the proposed energy model to RMBMEH
enhances its performance.
Results also confirm the superiority of ADAPCAST for
the number of missed nodes (Fig. 8), i.e. lesser missed
nodes in all scenarios, and almost all nodes covered in
the second and third scenario. More importantly, the fig-
ures show that the gap between the two solutions gener-
ally increases with the number of nodes. This is due to
the use of coordinated slot in ADAPCAST.
In the first scenario (Fig.8(a)), the effective energy
of most nodes is less than the threshold during all the
cycles, which explains the inevitable increase of missed
nodes with the number of nodes for both solutions. This
problem does not exist for the second and third scenario
for our solution that adapts to the nodes’ energy fluctu-
ation and increases the number of times slots to cover
missing nodes, which explains the stability of ADAP-
CAST results in these scenarios. The results also con-
firm improvement of RMBMEH when using the proposed
energy model.
The last metric concerns the average broadcast la-
tency over all weather conditions. Each point of Fig.9
is averaged over several runs for the each value of Ψ.
The results confirm superiority of the proposed solution
with respect to performing fast broadcast. Overall, the
difference between the basic RMBMEH and RMBMEH
with enhanced energy model confirms the effectiveness
of this model, while the difference between RMBMEH
(both versions) and ADAPCAST confirms the effective-
ness of the learning approach (HMM and Baum-Welch
models) and the time-slot selection algorithm.
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6. Conclusion and Perspectives
In this paper, the problem of message broadcasting
from the base station (BS) to sensor nodes (SNs) has
been considered in solar energy harvesting enabled wire-
less sensor networks. We proposed a solution based on
analytical models for both energy harvesting arrivals and
energy consumption for each SN during regular time in-
tervals within a frame. A greedy policy for calculating the
optimal set of time-slots for performing broadcast oper-
ation has been proposed which relies on reducing the
problem to the minimum covering set, which is a funda-
mental problem that has been largely treated in literature.
In order to perform broadcasting during the coordinated
time-slots, the policy uses a Hidden Markov Model with
the Baum-Welch Estimation Maximization Algorithm to
produce the most likely sequences. The proposed so-
lution has been compared by simulation to [20], the only
solution in the literature (to the best of our knowledge)
that treats the same problem in energy harvesting envi-
ronment.
The results demonstrated a significant performance
improvement in terms of the average effective energy in
the network, the number of missed nodes, and latency. A
simple scenario where a single broadcast message per
time frame has been considered. As a future direction,
we plan to generalize the model for handling any number
of messages. This will require the update of the policy
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and the use of some queuing theory techniques to man-
age the messages. Besides, tracking the energy neutral
operations (ENO) to assure of SNs perpetual operations
while performing the broadcast of messages is an issue
to consider in this area of work.
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Appendix A :Derivation of the equation 9 in page 4
The r.v. representing the effective energy, Eeff ,
for each time-slot, ti, is cumulated from the difference
between the incoming energy (which is in the interval
[Ψmin,Ψmax]) and the consumed energy (C). Initially,
if we assume the residual energy is X0, then the en-
ergy in the first time slot (Eeff (t1)) will be bounded
in the interval, [X0 + Ψmin − C, X0 + Ψmax ],. The
left term represents the lower bound which is reached
from X0 when the incoming energy is minimal (Ψmin)
and the node is active (consumes energy C). The right
term represents the upper bound which is reached when
the incoming energy is maximal (Ψmax) and the node
is inactive (no consumption). We may get by recur-
rence, Eeff (t2) ∈ [ 2 Ψmin + X0 − 2C, 2 Ψmax + X0 ],
Eeff (t3) ∈ [ 3 Ψmin + X0 − 3C, 3 Ψmax + X0 ], etc. In
general, ∀i ∈ {1, . . . ,W}, Eeff (ti) ∈ [ iΨmin + X0 −
i C, iΨmax + X0 ]. We normalize these r.v., Eeff (ti).
Let us denote the lower and upper bounds of its interval
by, a, and, b, respectively. Since Eeff (ti) is (U˜[a, b]),
then δi = Eeff (ti)−ab−a is U˜[0, 1]. That is,
∀i ∈ {1, . . . ,W}, δi = Eeff (ti)−X0 − i (Ψmin − C)
i (Ψmax −Ψmin + C) ,
is U˜[0, 1] 
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