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3.1 Advantage Actor-Critic (A2C)
A2Cは，Actor-Criticを利用した強化学習手法の一つである．
同じくActor-Criticを利用した強化学習手法の，Asynchronous














3.3 Proximal Policy Optimization (PPO)
PPO[6]は，方策が出力する確率が，更新によって大きく変化
することにより生じる問題を解決する手法である．同じ考えで












表 1: 方策 1の構成とパラメータ (1 3層目)
順 層の種類 フィルタ フィルタ ストライド 活性化
数 サイズ 関数
1 畳み込み 32 4 ∗ 4 1 relu
2 畳み込み 64 4 ∗ 4 1 relu
3 畳み込み 64 3 ∗ 3 1 relu
表 2: 方策 1の構成とパラメータ (4層目)
順 層の種類 ノード数 活性化関数
4 全結合 512 relu
4.2 方策 2(CnnLstm)
方策 2 は，方策 1 の畳み込み層と全結合層の間に， Long
short-term memory (LSTM) を組み込んだ構造を持つ．LSTM
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