Many tractable algorithms for solving the Constraint Satisfaction Problem (CSP) have been developed using the notion of the treewidth of some graph derived from the input CSP instance. In particular, the incidence graph of the CSP instance is one such graph. We introduce the notion of an incidence graph for modal logic formulas in a certain normal form. We investigate the parameterized complexity of modal satisfiability with the modal depth of the formula and the treewidth of the incidence graph as parameters. For various combinations of Euclidean, reflexive, symmetric, and transitive models, we show either that modal satisfiability is Fixed Parameter Tractable (FPT), or that it is W[1]-hard. In particular, modal satisfiability in general models is FPT, while it is W[1]-hard in transitive models. As might be expected, modal satisfiability in transitive and Euclidean models is FPT.
INTRODUCTION
Treewidth as a parameter has been very successful in obtaining Fixed Parameter Tractable (FPT) algorithms for many classically intractable problems. One such class of problems is constraint satisfaction and closely related problems like satisfiability in propositional logic and the homomorphism problem [Dalmau et al. 2002; Samer and Szeider 2010] . There have been recent extensions to quantified constraint satisfaction [Chen 2004; Pan and Vardi 2006] . In such problems, treewidth is used as a measure of modularity inherent in the given problem instance and algorithms make use of the modularity to increase their efficiency. Understanding the extent to which treewidth can be stretched in such problems is an active area of research [Grohe 2006; Marx 2007] . This work explores the applicability of such techniques to modal satisfiability.
Apart from having many applications (reasoning about knowledge [Fagin et al. 1995] , programming [Pratt 1980 ] and hardware verification [Reif and Sistla 1983] , etc.), modal logics have nice computational properties [Grädel 2001; Vardi 1996] .
Since modal formulas of modal depth 0 contain all propositional formulas, bounding modal depth alone will not give FPT results (unless PTIME = NP). The main idea behind our FPT results is to construct a relational structure whose domain elements are clauses and literals of a modal formula, with binary relations indicating which literals occur in which clause. Then, satisfiability of the modal formula can be expressed in Monadic Second Order (MSO) logic over the relational structure, enabling us to apply Courcelle's theorem [Courcelle 1992 ]. Courcelle's theorem states that evaluating MSO sentences over relational structures is FPT where the parameters are the treewidth of the relational structure and the length of the MSO sentence. The lengths of the MSO sentences we construct are linear in the modal depth of the modal formula (and constant in the case where satisfiability is sought in models that are Euclidean). Hence, Courcelle's theorem implies the upper bound results mentioned before. The lower bound proof involves carefully designing a modal formula of low pathwidth that can implement counting mechanisms using the underlying transitivity.
Modal formulas with low treewidth are quite powerful, capable of encoding complex problems. On the other hand, modal formulas with low treewidth contain propositional CNF formulas of low treewidth, which arise naturally in many practical applications. See Fischer et al. [2008, Section 1.4] and references therein for some context on this.
Related work. Halpern [1995] considers the effect of bounding different parameters (such as the number of propositional variables, modal depth etc., but not treewidth) on complexity. Nguyen [2005] shows that satisfiability of many modal logics is in PTIME under the restriction of Horn fragment and bounded modal depth. Achilleos et al. [2010] consider parameterized complexity of modal satisfiability in general models with the number of propositional variables and other structural aspects (but not treewidth) as parameters. Adler and Weyer [2009] associate treewidth with First Order (FO) formulas and use it to obtain a FPT algorithm for model checking.
The Complexity of satisfiability of modal logics follow a pattern. Halpern and Rêgo [2007] prove that with the addition of Euclidean property, complexity of (infinitely) many modal logics drop from PSPACE-hard to NP-complete. Another work in this direction is Hemaspaandra and Schnoor [2008] . Similar pattern is observed in graded modal logics [Kazakov and Pratt-Hartmann 2009] . With treewidth and modal depth as parameters, our results indicate similar behavior in the world of parameterized complexity: satisfiability in transitive models is W[1]-hard, while satisfiability in Euclidean and transitive models is FPT, even with treewidth as the only parameter. However, more work is needed in this direction. First, the results in Halpern and Rêgo [2007] and Hemaspaandra and Schnoor [2008] hold for infinitely many cases while we consider only a few fixed cases. Second, satisfiability in general models is PSPACE-complete and drops to NP-complete with the addition of Euclidean property. In our setting, satisfiability in general models is already FPT (but see conclusion for a discussion about why satisfiability in general models is not FPT unless PTIME = PSPACE, when treewidth is the only parameter).
PRELIMINARIES

Parameterized Complexity
Let N denote the set of nonnegative integers. For k ∈ N, we denote the set {1, . . . , k} by [k] . We assume that problem instances are given as strings in some alphabet . A parameterized problem is of the form ( , κ), where ⊆ * is a set of YES instances of the problem and κ : * → N is a parameter. A parameterized problem is said to be Fixed Parameter Tractable (FPT) if there is an algorithm that takes any instance I ∈ * of the problem and decides within time f (κ(I))|I| O(1) whether I ∈ . Here, f is some computable function and |I| is the length of I. The problem of computing κ(I) must itself be in polynomial time or FPT with κ itself as the parameter. The definition of Fixed Parameter Tractability is naturally extended to problems that are not decision problems but involve computing an output.
Suppose ( , κ) and ( , κ ) are parameterized problems over alphabets and respectively. A mapping A : * → ( ) * is a parameterized reduction from ( , κ) to ( , κ ) if it satisfies the following properties.
(1) For all I ∈ * , I ∈ iff A(I) ∈ . (2) There is an algorithm that terminates in time at most f (κ(I))|I| O(1) and computes
A(I), where f is some computable function. (3) There is a computable function g : N → N such that κ (A(I)) ≤ g(κ(I)).
Similar to the hierarchy of intractable classes in classical complexity theory, there is a hierarchy of intractable classes in parameterized complexity also. A few of these classes are 
Relational Structures, Tree Decompositions, and Monadic Second-Order Logic
We will follow the notation of Flum and Grohe [2006] . A relational vocabulary τ is a set of relation symbols. Each relation symbol R has an arity arity(R) ≥ 1. A τ -structure S consists of a set D called the domain and an interpretation R S ⊆ D arity(R) of each 18:4 M. Praveen relation symbol R ∈ τ . A graph is an {E}-structure, where E is a binary edge relation. A tree is a connected graph without cycles.
Definition 2.1. Let τ be a relational vocabulary. A tree decomposition of a τ -structure S is a pair (T , (B t ) t∈T ), where T is a tree with set of nodes T and set of edges E and (B t ) t∈T is a family of subsets of the domain D of S such that:
(1) for all e ∈ D, the set {t ∈ T | e ∈ B t } is nonempty and induces a connected component in T ; (2) for every relational symbol R ∈ τ and every tuple (e 1 , . . . , e arity(R) ) ∈ R S , there is a t ∈ T such that e 1 , . . . , e arity(R) ∈ B t .
The width of the decomposition (T , (B t ) t∈T ) is the number max{|B t | | t ∈ T} − 1. The treewidth tw(S) of S is the minimum of the widths of the tree decompositions of S.
A path decomposition of S is a tree decomposition (T , (B t ) t∈T ) such that T is a path. The width of the path decomposition (T , (B t ) t∈T ) is the number max{|B t | | t ∈ T} − 1. The pathwidth pw(S) of S is the minimum of the widths of the path decompositions of S.
The size S of a τ -structure S (whose domain is D) is defined to be S = |τ | + |D| + R∈τ (|R S | + 1) · arity(R). The following theorem (from Flum and Grohe [2006, Corollary 11.28] and Bodlaender and Kloks [1996] ) state that computing optimal tree and path decompositions of a relational structure is FPT when parameterized by treewidth and pathwidth, respectively. THEOREM 2.2. The problem of computing a tree decomposition of minimum width of a given relational structure is FPT when parameterized by the treewidth of the given structure. The problem of computing a path decomposition of minimum width of a given relational structure is FPT when parameterized by the pathwidth of the given structure.
Let {x, y, . . .} be a set of first-order variables and {X, Y, . . .} be a set of monadic secondorder variables. For a relational vocabulary τ , Monadic Second Order (MSO) formulas are defined as follows:
In the formula ∃x(ξ ), the variable x is said to be bound by the existential quantifier ∃. Similarly in the formula ∃X(ξ ), the variable X is said to be bound by ∃. A sentence is a formula without any first-order or monadic second-order free variables. Given an MSO formula ξ and a τ -structure S whose domain is D, let ϒ be an assignment that maps free first-order variables of ξ to elements of D and maps free monadic second-order variables of ξ to subsets of D. We write S, ϒ |= ξ to denote that S with the assignment ϒ satisfies ξ , defined as follows.
(6) S, ϒ |= ∃x(ξ ) iff ϒ can be extended to ϒ by assigning some element of D to x and without changing the value of any other variable such that S, ϒ |= ξ . (7) S, ϒ |= ∃X(ξ ) iff ϒ can be extended to ϒ by assigning some subset of D to X and without changing the value of any other variable such that S, ϒ |= ξ .
Some standard abbreviations for MSO formulas are ξ 1 ∧ ξ 2 for ¬(¬ξ 1 ∨ ¬ξ 2 ), ∀x(ξ ) for ¬(∃x(¬ξ)) and ∀X(ξ ) for ¬(∃X(¬ξ)). We say that ξ(e, D ) is true in S to mean that ξ has free variables x and X and with the assignment COURCELLE 1992]) . Let τ be a relational vocabulary. Given a τ -structure S and an MSO sentence ξ , checking whether S satisfies ξ is FPT when the parameter is the sum of the length of ξ and the treewidth of S.
The proof of this theorem is based on constructing a tree automaton and running it on the tree decomposition of the given relational structure. The running time of the resulting algorithm is linear in the size of the relational structure. The size of the tree automaton is a function of the length of the MSO sentence and the treewidth of the relational structure. In particular, the size of the automaton can be nonelementary in the quantifier alternation of the MSO sentence. Intuitively, quantifier alternation of an MSO formula is the maximum number of times quantifiers change from ∃ to ∀ or vice-versa from the beginning till a sub-formula nested most deeply inside the main formula. Hence, the dependence of the running time of the algorithm given by Courcelle's theorem is in general nonelementary in the length of the MSO sentence. It is known that unless PTIME = NP, such nonelementary dependence in the worst case can not be avoided [Frick and Grohe 2004] .
Modal Logic
Modal logic formulas are defined by the grammar
where is a set of propositional variables. A Kripke model 2 for the basic modal language is a triple M = (W, →, Vl), where W is a set of worlds, → is a binary accessibility relation on W and Vl : W × → { , ⊥} is a valuation function. For w, v ∈ W, if w → v, v is said to be a successor of w. The pair (W, →) is called the frame A underlying M. If → is reflexive, then A and M are said to be a reflexive frame and a reflexive model respectively. Similar nomenclature is followed for other properties of →. The relation → is Euclidean if for all w 1 , w 2 , w 3 , w 1 → w 2 and w 1 → w 3 implies w 2 → w 3 . We denote the fact that a modal formula φ is satisfied at a world w in a model M by M, w |= φ, defined as follows.
A modal formula φ is satisfiable if there is a model M and a world w in M such that M, w |= φ. A world w is said to be reachable from w if there are worlds w 1 , w 2 , . . . , w m such that w → w 1 → · · · → w m → w . It is well known that if some modal formula is satisfied at some world w in some Kripke model, discarding worlds not reachable from w does not affect satisfiability [Blackburn et al. 2001, Proposition 2.6] . Henceforth, if some modal formula is satisfied at some world w in some Kripke model M, we will assume that M consists of only those worlds that are reachable from w. Satisfiability in general, reflexive and transitive models are all PSPACE-complete [Ladner 1977 ], while in equivalence models (where the accessibility relation → is an equivalence relation), it is NP-complete [Ladner 1977] . Table I [Halpern 1995] summarizes the complexity of satisfiability of modal formulas in models with different kinds of accessibility relations, under various restrictions on the set of propositional variables and modal depth. When the set of propositional variables is finite, its size is considered to be a constant while specifying the complexity of modal satisfiability. When the accessibility relation is an equivalence relation, the complexity of satisfiability is no greater than the complexity when the accessibility relation is reflexive, transitive or unrestricted. Halpern and Rêgo [2007] show that when is infinite and modal depth is unbounded, adding Euclideanity as a restriction on the accessibility relation causes the complexity of satisfiability to drop from PSPACEcomplete to NP-complete.
We will use a normal form for modal logic formulas that extends the standard Conjunctive Normal Form (CNF) of propositional logic. The following definition of modal logic formulas in CNF is from Enjalbert and del Cerro [1989] and Herzig and Mengin [2008] .
Here, q ranges over the set of propositional variables . Every modal logic formula can be effectively converted to a formula in CNF preserving satisfiability [Enjalbert and del Cerro 1989] . In some example modal formulas that we give later, we skip some brackets, if doing so does not cause ambiguity. We also use square brackets [ ] and parenthesis {} to aid identification of matching brackets when they are deeply nested. If one of the many literals in a clause is ⊥, then ⊥ can be ignored without affecting satisfiability. A literal of the form 3⊥ can similarly be ignored. However, 2⊥ is satisfied by a world in some Kripke model iff that world has no successors. This is same as satisfying 2q ∧ 2¬q, so we assume that ⊥ does not occur explicitly. This helps in avoiding special cases and the resulting technical complications.
Let sub(φ) denote the set of subformulas of φ. In Pan and Vardi [2003] , a function dist : {φ} × sub(φ) → N is defined to measure how deeply a subformula is nested inside a formula. For instance, in the formula φ = q∧2(r), r is nested deeper than q. However, in the formula φ = q ∧ 2(q), the same variable q occurs at two nesting levels. So we adapt the distance function of Pan and Vardi [2003] here into a relation.
Definition 2.4. Suppose φ is a modal logic formula in CNF. The relation dist φ is the smallest subset of sub(φ) × N satisfying the following conditions.
( 
The modal depth md(φ) is defined as the maximum
As seen in the example given before Definition 2.4, a single propositional variable can occur in the form of a literal at different levels. The process of checking satisfiability we describe in Section 4 can be considered a variant of the level-based bottom-up algorithm given in Pan and Vardi [2003] , which is also implicitly used in Achilleos et al. [2010, Theorem 5] . It requires more work and combination of other ideas to prove that this process can be formalized in MSO logic.
MODAL LOGIC FORMULAS IN CNF AND TREEWIDTH
In this section, we will associate a relational structure with a modal CNF formula and motivate the relevance of treewidth. 
Representing Modal Formulas as Relational Structures
Consider the modal CNF formula {¬q ∨ 2
At the top of Figure 1 we have a graphical representation of this formula. The clauses are shown as circles with solid lines, labeled e 1 , e 2 , . . . , e 8 . Literals of the form 2(clause) are shown as 2, labeled e 9 . Literals of the form 3(CNF) are shown as 3, labeled e 11 and e 13 . Literals formed by propositional variables are shown as circles with dashed lines with the name of the variable written inside the circle, labeled e 10 , e 12 , e 14 and e 15 . The table at the bottom of Figure 1 shows the elements e 1 , e 2 , . . . , e 15 and the corresponding subformulas they represent. A solid arrow means that the subformula at the head of the arrow occurs inside the subformula at the tail of the arrow. For example, the subformula 2 [r ∨ ¬s] (represented by e 9 ) occurs as a literal of the clause {¬q ∨ 2 [r ∨ ¬s]} (represented by e 1 ). A dashed arrow means that the variable at the head occurs negatively as a literal in the clause at the tail. For example, the variable q (represented by e 10 ) occurs negatively as a literal in the clause {¬q ∨ 2 [r ∨ ¬s]} (represented by e 1 ). A thinly dashed horizontal line drawn across the figure separates the clauses and literals of level 1 (written in the figure as Lv 1 ) from the clauses and literals of level 0 (written in the figure as Lv 0 ). Now we will formalize this example. The intuition behind the following definition is to represent all clauses and literals of a modal CNF formula by the domain elements of a relational structure. Binary relations are used to indicate which literals occur in which clause (and which clauses occur in which literal). Unary relations are used to indicate which elements represent literals and which elements represent clauses. This will enable us to reason about clauses, literals and their dependencies using MSO formulas over the relational structure.
Definition 3.1. Given a modal CNF formula φ, we associate with it a relational structure S(φ). It has one domain element for every clause in φ. It has one domain element for every literal of the form 2clause or 3CNF in φ. Finally, it has one domain element for every propositional variable used in φ.
The relational structure has two binary relations Oc (occurs) and Oc (occurs negatively). We define the relation Oc as Oc(e 1 , e 2 ) iff e 1 represents a clause and e 2 represents a propositional variable occurring negated as a literal in the clause represented by e 1 . If e 1 represents a clause, then Oc(e 1 , e 2 ) iff e 2 represents a literal (occurring in the clause represented by e 1 ) of the form 2clause, 3CNF or a nonnegated propositional variable. If e 1 represents a literal of the form 2clause, then Oc(e 1 , e 2 ) iff e 2 represents the corresponding clause. If e 1 represents a literal of the form 3CNF, then Oc(e 1 , e 2 ) iff e 2 represents a clause in the corresponding CNF. Finally, the following unary relations are present: For clauses and literals of the form 2clause or 3CNF, there is one domain element for every occurrence of the clause or literal. For example, if the literal 3(q 1 ∧ q 2 ) occurs in two different positions of a big formula φ, the two occurrences will be represented by two different domain elements in S(φ). In contrast, different occurrences of a literal that is just a propositional variable or its negation will be represented by the same 
domain element. In the rest of this article, whenever we refer to the treewidth of a modal CNF formula φ, we mean the treewidth of S(φ). We use the term "relational structure" while referring to S(φ), in order to avoid confusion with Kripke models M. The relational structure S(φ) describes the syntactical structure of the modal formula φ, while a Kripke model M is used to define the semantics of modal logic. MSO formulas are evaluated over relational structures S(φ). Modal logic formulas are evaluated in worlds belonging to Kripke models M.
If e 1 represents a clause, Oc(e 1 , e 2 ) means that the clause represented by e 1 can be satisfied by satisfying the literal represented by e 2 . Similarly, Oc(e 1 , e 2 ) means that the clause represented by e 1 can be satisfied by setting the propositional variable represented by e 2 to false.
On the Relevance of Treewidth for Modal Logic
Informally, treewidth is a measure of how close a relational structure is to being a tree. Given a modal logic formula φ, the associated structure S(φ) is very similar to the syntax tree of φ. The structure S(φ) is not a tree (i.e., it has cycles) because a single propositional variable may be shared by many clauses of the formula. Thus, if very few variables are shared across clauses, S(φ) is very close to a tree, that is, S(φ) will have small treewidth. In the example of Figure 1 , the propositional variable r is shared by the clauses represented by domain elements e 2 , e 3 and e 4 . If we replace r by r in the clause represented by e 4 as in Figure 2 , the number of shared variables and cycles will decrease. For example, e 4 was part of many cycles in Figure 1 but not so in Figure 2 .
Treewidth is a very fundamental concept and naturally arises in many contexts, even in industrial applications like software verification [Thorup 1998 ]. Applications of treewidth related techniques to propositional logic is extensively studied-see Fischer et al. [2008, Section 1.4 ] and references therein. Modal logic being a natural and very useful extension of propositional logic, we might expect some benefit by exploring applicability of treewidth related techniques to modal logic.
MODAL SATISFIABILITY IN GENERAL MODELS
In this section, we show that checking satisfiability of a modal CNF formula is FPT, parameterized by modal depth and the treewidth of the associated relational structure.
Let C 0 ⊆ Cl ∩ Lv 0 be a subset of domain elements representing clauses at level 0. Let CNF(C 0 ) be the modal CNF formula that is the conjunction of clauses There exists an element x in X such that ξ holds.
∃x{X(x) ∧ ξ } ∃x ∈ X : ξ There exists an element x not in X such that ξ holds.
represented by domain elements in C 0 . We will now see how to check satisfiability of CNF({e 5 , e 7 , e 8 }) in Figure 1 . We use c and lt for first-order variables intended to represent clauses and literals respectively. There must be a set Tr 0 ⊆ {r, s, t} = Lt ∩ Lv 0 of literals appearing in the clauses of C 0 that can be assigned to satisfy CNF(C 0 ). Then, we must check that this assignment satisfies each clause c in C 0 . This involves verifying that either a literal positively occurring in c must be set to and hence in Tr 0 , or a literal negatively occurring in c must be set to ⊥ and hence not in Tr 0 . Choosing Tr 0 = {r, t} will satisfy all the clauses represented in {e 5 , e 7 , e 8 }. This reasoning will be formalized in (1), where MSO formulas are used to enforce the intended meaning of Tr 0 . We have used compact notations for some MSO formulas that are used frequently, as described in Table II . Checking satisfiability at higher levels is more complicated. Suppose C i ⊆ Cl ∩ Lv i is a subset of clauses at level i. We will take C 1 = {e 1 , e 2 , e 3 , e 4 } from Figure 1 as an example, so that we can show how to build a satisfying model for the whole formula represented in Figure 1 . If some world w in some Kripke model M satisfies CNF(C 1 ), there must be some set Tr 1 of literals at level 1 satisfied at w. As before, we check that for every clause represented in C 1 , there is either a positively occurring literal in Tr 1 or a negatively occurring literal not in Tr 1 . Choosing Tr 1 = {e 9 , e 10 , e 12 , e 13 } will satisfy all clauses represented in {e 1 , e 2 , e 3 , e 4 }. Next, we must check that the literals we have chosen to be satisfied at w (by putting them into Tr 1 ) can actually be satisfied. For e 10 (which represents q) and e 12 (which represents r), this can be done by simply setting q and r to in w. For the other literals in Tr 1 , more work is needed.
(1) The literal represented by e 9 is in Tr 1 and is of the form 2(clause), where clause is represented by e 5 . Hence, we are committed to satisfy the clause represented by e 5 in any successor world we may wish to create. Let us define the set Cm 0 = {e 5 }. (2) The literal represented by e 13 is in Tr 1 and is of the form 3(CNF), where CNF is the conjunction of the clauses represented by e 7 and e 8 . This demands that we create a world succeeding w where the clauses represented by e 7 and e 8 are satisfied. Let us define the set Dm 0 = {e 7 , e 8 }.
From these two points, we infer that in order to satisfy all the literals represented by the set of domain elements in Tr 1 , we must create a world w succeeding w that satisfies all the clauses in Cm 0 ∪ Dm 0 = {e 5 , e 7 , e 8 }. As we have seen before, this can be achieved by setting r and t to in w . Hence, the formula represented in Figure 1 is satisfied at the world w in the model w → w , where q and r are to in w, r and t are set to in w and all other variables are set to ⊥ in both the worlds. The reasoning we have described is formalized in (2) for level i, where MSO formulas are used to enforce the intended meaning of Tr i , Cm i−1 and Dm i−1 .
The following lemma formalizes the meaning of an MSO formula that will occur repeatedly in many other formulas. 
LEMMA 4.1. Let φ be a modal CNF formula, C be any subset of clauses, Tr be any subset of literals and ζ(C
, Tr) = ∀c ∈ C : {[∃lt ∈ Tr : Oc(c , lt)] ∨ [∃lt / ∈ Tr : Oc(c , lt)]}. Let M be
some Kripke model and w be a world in it. If ζ(C , Tr) is true in S(φ), all literals in Tr are satisfied at w and any propositional variable not in Tr is
PROOF. Suppose ζ(C , Tr) is true in S(φ) and c is some clause in
, then a propositional variable not in Tr (and hence set to ⊥ in w) occurs negatively in c , so c is satisfied at w.
Suppose Tr is the set of literals satisfied at w that are subformulas of some clause in C and all clauses in C are satisfied at w. Let c be any clause in C . Since c is satisfied at w, either a positive literal occurring in c is satisfied at w or a propositional variable occurring negatively in c is set to ⊥ in w. In the first case, [∃lt ∈ Tr : Oc(c , lt)] is true in S(φ) and in the second case, 
PROOF. We will prove that the length |ξ 
THEOREM 4.3. Given a modal CNF formula φ, there is a FPT algorithm that checks if φ is satisfiable in general models, with treewidth of S(φ) and modal depth of φ as parameters.
PROOF. Given φ, S(φ) can be constructed in polynomial time. To check that all clauses of φ at level md(φ) are satisfiable in some world w of some Kripke model M, we check whether the formula
is true in S(φ). By Lemma 4.2, this is possible iff φ is satisfiable and length of the given formula is linear in md(φ). An application of Courcelle's theorem will give us the FPT algorithm.
In (2), note the quantifier alternation in ∃Tr i ⊆ (Lt ∩ Lv i ) : ∀c ∈ C i : [ · · · ]. This quantifier alternation corresponds to the definition of satisfaction of a formula in CNF: there exists a subset of literals that satisfy all clauses and all literals in the subset can be satisfied. Now checking that a set of literals can be satisfied involves checking satisfiability of sets of clauses at a lower level, which is done in (2) by ξ [ i − 1], which comes with its own quantifier alternations. Hence, the quantifier alternation of the MSO sentence used in the proof of Theorem 4.3 is linear in the modal depth of the modal formula. As mentioned in the remark following Theorem 2.3, this means that the FPT algorithm obtained has a running time that is nonelementary in the modal depth. Whether this can be improved or not is an open question. The difficulty in improving our technique is that we would need an MSO formula with a constant quantifier alternation, but our technique crucially depends on alternating quantifiers at each level. The other possibility is to prove a lower bound as done in Frick and Grohe [2004] , showing that such nonelementary dependence can not be avoided, under some complexity theoretic assumptions (like PTIME = NP). Similar nonelementary lower bound has been proved for satisfiability of Quantified Boolean Formulas in Pan and Vardi [2006] .
REFLEXIVE MODELS
In this section, we extend the basic technique described in Section 4 to satisfiability in reflexive models. Let Oc
is in the reflexive transitive closure of the binary Oc relation.
Let C i be some set of domain elements representing clauses at level at most i. The property ζ [i] (C i ) we will define checks if there is a reflexive Kripke model M and a world w in it that satisfies all clauses in C i .
. The property ζ [i] (C i ) can be written in an MSO logic formula of size linear in i. If φ is any modal formula in CNF and C i is any subset of domain elements representing clauses at level at most i, then CNF(C i ) is satisfiable in a reflexive model iff ζ [i] (C i ) is true in S(φ).
PROOF. We will prove that the length |ζ 
We will now prove the second claim by induction on i. Base case i = 0. Same as the base case in the proof of Lemma 4.2.
Induction step. Suppose C i is a subset of domain elements representing clauses occurring at level at most i and ζ [i] (C i ) is true in S(φ).
We will build a reflexive Kripke model M and prove that it has a world w such that M, w |= CNF(C i ). We will start with a single world w in which the propositional variables occurring in Tr i are set to and others are set to ⊥. Let Cm i−1 = {c ∈ Cl | ∃lt ∈ Tr i ∩ B2 : Oc(lt , c )} be the set of clauses such that the corresponding 2clause is in Tr i , so that all clauses in Cm i−1 are to be satisfied at all successors of w, including w itself. The condition ∀lt ∈ Tr i : ∃c ∈ C i : Oc If lt is of the form 3CNF, we added some world w succeeding w to satisfy lt at w. If lt is of the form 2clause, then the corresponding clause c is in Cm i−1 and has modal depth lower than c . By induction hypothesis on the modal depth of c , it is satisfied at w. It is also satisfied at all other successors of w by construction. Now we prove the other direction of the induction step. Suppose C i is a subset of domain elements representing clauses occurring at level at most i and that there is a reflexive Kripke model M and a world w such that M, w |= CNF(C i ). We prove that
To begin with, we choose Tr i to be the set of precisely those literals satisfied at w that are subformulas of some clause in C i . This will ensure that ∀lt ∈ Tr i : ∃c ∈ C i : Oc * (c , lt) is true in S(φ). Let Cm i−1 = {c ∈ Cl | ∃lt ∈ Tr i ∩ B2 : Oc(lt , c )} be the set of clauses such that the corresponding 2clause is in Tr i . The world w satisfies all clauses in C i and since w is its own successor, it also satisfies all clauses in Cm i−1 . Therefore, Lemma 4.1 implies that ∀c ∈ C i ∪ Cm i−1 :
Let lt be any literal of the form 3CNF in Tr i and let Dm i−1 = {c ∈ Cl | Oc(lt, c )} be the set of clauses in the corresponding CNF formula. Since w satisfies lt, there must be a successor w of w that satisfies all clauses in Dm i−1 and also all clauses in Cm i−1 since w is a successor of w. Since all clauses in Dm i−1 ∪ Cm i−1 are at level at most i − 1 and w is a world in a reflexive Kripke model that satisfies all clauses in Dm i−1 ∪ Cm i−1 , we can apply induction hypothesis to conclude that
THEOREM 5.2. Given a modal CNF formula φ, there is a FPT algorithm that checks if φ is satisfiable in reflexive models, with the treewidth of S(φ) and the modal depth of φ as parameters.
PROOF. Given φ, S(φ) can be constructed in polynomial time. To check that all clauses of φ at level md(φ) are satisfiable in some world w of some reflexive Kripke model M, we check whether the formula ∃C md(φ) = {c ∈ Cl | c ∈ Lv md(φ) } : ζ [md(φ)] (C md(φ) ) is true in S(φ). By Lemma 5.1, this is possible iff φ is satisfiable in a reflexive model. The length of this formula is linear in md(φ). An application of Courcelle's theorem will give us the FPT algorithm.
MODELS WITH EUCLIDEAN PROPERTY
In this section, we will investigate the parameterized complexity of satisfiability in Euclidean models. The main observation leading to the FPT algorithm is the fact that if a modal formula is satisfied in a Euclidean model, then it is satisfied in a rather simple model. As proved in Kazakov and Pratt-Hartmann [2009] , if a modal formula is satisfied at some world w 0 in some Euclidean model M, then it is satisfied in a model whose underlying frame is of the form (W ∪ {w 0 }, →) where W × W ⊆ →. The frame looks as illustrated in Figure 3 . The worlds w 1 , w 2 , w 3 serve to satisfy some 3CNF formulas at w.
We will drop all unary relations (Lv i ) 0≤i≤md(φ) . Instead, we will have one unary relation Pv containing all domain elements representing propositional variables. This will not change the treewidth of S(φ). Let Cm be a set clauses and Tr be a set of literals of the form 3CNF. The following formula checks if there exists a Kripke model with a frame of the form W × W as shown in Figure 3 . 
LEMMA 6.2. Let C 0 be a set of clauses occurring in a modal CNF formula φ. PROOF. Let C 0 be the set of clauses in φ at the top level. To S(φ), add a new literal element lt of the form 3CNF, and add Oc edges from this new lt element to all clauses in C 0 . This will increase the treewidth of S(φ) by only a constant. If φ is satisfied at a world w 0 that is its own successor, then Euclidean property will force all worlds to be accessible from one another. Therefore, by Lemma 6.1 and Lemma 6.2, checking satisfiability of φ in an Euclidean model is equivalent to checking the truth of χ (C 0 )∨χ(∅, {lt}) in the modified S(φ). Addition of reflexivity or symmetry again forces all worlds to be accessible from one another (except in the case where there is only one world, which can be easily handled by a small MSO formula), so checking satisfiability of φ in a Euclidean model that is also reflexive and/or symmetric is equivalent to checking the truth of χ(∅, {lt}) in the modified S(φ).
CNF(C 0 ) is satisfiable at a world w 0 in an Euclidean model M in which w 0 is not its own successor iff χ (C 0 ) is true in S(φ).
PROOF. Suppose χ (C 0 ) is true in S(φ). Let
If the model is required to be Euclidean and transitive, then, referring to Figure 3 , all worlds in W would be accessible from w 0 . If a literal 2clause has to be satisfied at w 0 , all worlds in W have to satisfy the corresponding clause. This can be easily handled by modifying χ(Cm, Tr) as follows.
All the MSO formulas we have used are of constant length. Hence, an application of Courcelle's theorem gives the desired result.
The Euclidean property is very strong in the sense that it makes the complexity of infinitely many modal logics drop from PSPACE-hard to NP-complete [Halpern and Rêgo 2007] . One might hope to extend the results of this section to any modal logic whose frames is a subset of Euclidean frames. The results in Halpern and Rêgo [2007] use semantic characterizations while our MSO formulas can only reason about syntax of modal logic formulas. Even though there is a close relation between the syntax and semantics of modal logic of Euclidean frames (which have been used to obtain the results of this section), it seems difficult to exploit this relation to obtain FPT algorithms for arbitrary extensions of modal logic of Euclidean frames. It remains to be seen if other tools from the theory of MSO logic on graphs can be used to achieve this.
TRANSITIVE MODELS
In transitive models, formulas with small modal depth can check properties of all worlds reachable from a given world. To formalize this into a W[1]-hardness proof, we introduce the parameterized Partitioned Weighted Satisfiability (p-PW-SAT) problem. An instance of p-PW-SAT problem is a triple (F, part :
where F is a propositional CNF formula, part partitions the set of propositional variables into k parts and we need to check if there is a satisfying assignment that sets exactly tg(p) variables to in each part p. Parameters are k and the pathwidth of the primal graph of F. The primal graph has one vertex for each propositional variable, and an edge between two variables iff they occur together in a clause.
LEMMA 7.1. The p-PW-SAT problem is W[1]-hard when parameterized by the number of parts and the pathwidth of the primal graph.
PROOF. We first introduce the Number List Coloring Problem (NLCP). An instance of NLCP is a graph G = (V, E) , a set of colors S v for each vertex v ∈ V and a target function tg : ∪ v∈V S v → N. We need to check if G can be properly colored (every adjacent pair of vertices get different colors) such that every vertex v is colored from its set S v and there are exactly tg( ) vertices colored with for every ∈ ∪ v∈V S v . Fellows et al. [2007] show that even for trees of pathwidth 2, NLCP is W[1]-hard when parameterized by the total number of colors in ∪ v∈V S v . We let pw2-NLCP be the restriction of NLCP to graphs of pathwidth at most 2. Now we give a parameterized reduction from pw2-NLCP to p-PW-SAT. Given an instance of pw2-NLCP with a graph of pathwidth at most 2, we associate with it an instance of p-PW-SAT with the set of propositional variables {q v | v ∈ V, ∈ S v }. The set of colors ∪ v∈V S v partitions the set of propositional variables, where the part corresponding to a color is {q v | S v ⊇ { }}. The target function is the same as the target function of the pw2-NLCP instance. The CNF formula is the conjunction of the following formulas:
Suppose the given pw2-NLCP instance is a YES instance. In the associated p-PW-SAT instance, set q v to iff the vertex v receives color in the witnessing coloring. Since every vertex gets a color from its set, the formula atLeast is satisfied. Since every vertex gets at most one color, the formula atMost is satisfied. If (v, u) is any edge in the graph, then since v and u get different colors in the witnessing coloring, the formula proper is also satisfied. Since the target function of the p-PW-SAT instance is same as the target function of the pw2-NLCP instance, the target function of p-PW-SAT is also satisfied.
On the other hand, suppose that the instance of p-PW-SAT is a YES instance. Color a vertex v with the color iff the propositional variable q v is set to in the witnessing satisfying assignment. The formula atLeast ensures that every vertex gets at least one color from its set, while the formula atMost ensures that every vertex gets at most one color. If (v, u) is an edge in G and is a common color between S v and S u , then the formula proper ensures that at least one of the vertices v, u do not get the color . Hence, the coloring given to the graph G is proper. Again since the target function of the p-PW-SAT instance is same as the target function of the pw2-NLCP instance, the target of the pw2-NLCP instance is also satisfied. Now, it is left to prove that parameters of the p-PW-SAT instance is bounded by some functions of the parameters of the pw2-NLCP instance. The first parameter of the p-PW-SAT instance is the number of parts, which is same as the total number of colors in the pw2-NLCP instance (and later is a parameter of the pw2-NLCP instance). Second parameter is the pathwidth of the primal graph of the CNF formula. Consider any path decomposition of width at most 2 of the graph G in the pw2-NLCP instance. For every bag B and every vertex v in the bag, replace v by the set {q v | ∈ S v }. We claim that the resulting decomposition is a path decomposition of the primal graph of the CNF formula in the p-PW-SAT instance. It is sufficient to prove that for every clause in the CNF formula, there is a bag containing all propositional variables occurring as literals in that clause. For any clause in the formula atLeast or atMost associated with a vertex v, any bag that contained the vertex v before replacement will meet the given criteria. For a clause in the formula proper associated with an edge (v, u) , any bag that contained the vertices v and u before replacement will suffice. In the new path decomposition, number of elements in any bag is at most 3 times the total number of colors in the pw2-NLCP instance. Hence, the pathwidth of the primal graph of the CNF formula in the p-PW-SAT instance is also bounded by a function of the parameters of the pw2-NLCP instance. Since treewidth never exceeds pathwidth, this theorem implies that with treewidth and modal depth as parameters, modal satisfiability in transitive models is W[1]-hard. The rest of this section is devoted to a proof of Theorem 7.2, which is by a parameterized reduction from p-PW-SAT to satisfiability of modal CNF formulas in transitive models. Given an instance (F, part : → [k] , tg : [k] → N) of p-PW-SAT problem with the pathwidth of the primal graph of F being pw, we construct a modal CNF formula φ F of modal depth 2 in FPT time such that the pathwidth (and hence the treewidth) of S(φ F ) is bounded by a function of pw and k and p-PW-SAT is a YES instance iff φ F is satisfiable in a transitive model. Suppose the propositional variables used in F are q 1 , q 2 , . . . , q n . The idea is that if φ F is satisfied at some world w 0 in some transitive model M, then M, w 0 |= F. To check that the required targets of the number of variables set to true in each part are met, φ F will force the existence of worlds w 1 , w 2 , . . . , w n arranged as w 0 → w 1 → w 2 → · · · → w n . In the formula φ F , we maintain a counter for each part of the propositional variables. At each world w i , if q i is true, we force the counter corresponding to part(q i ) to increment. At the world w n , the counters will have the number of variables set to in each part. We will then verify in the formula φ F that these counts meet the given target. Such counting tricks have come under standard usage in complexity theoretic arguments of modal logic. The challenge here is to implement the counting in a modal formula of small pathwidth.
In a p-PW-SAT instance containing n propositional variables and k parts, we denote the number of variables in part p by n [ p] . We first construct an optimal path decomposition of the primal graph of F. This computation is in FPT by Theorem 2. . Similarly split all bags that introduce more than one variable. The resulting sequence of bags is still a path decomposition of the same width, with the additional property that each bag introduces exactly one variable. Let us call this property "one-step addition." Rename the bags as B 1 , B 2 , . . . in the order in which they occur in this new path decomposition from left to right. Name the variable introduced in B i as q i . In the rest of the construction, we use this same ordering q 1 , . . . , q n of the propositional variables. This will be important to maintain the pathwidth of the resulting modal formula low.
The modal CNF formula φ F will use all the propositional variables q 1 , . . . , q n used by F and also use the following additional variables.
p : counters to count the number of variables set to and ⊥ in part p.
If for some part p, tg(p) = n [ p] or 0, then all variables in part p are to be set to or ⊥ respectively. Since this can be handled by simplifying the p-PW-SAT instance before beginning the construction of the modal formula, we assume without loss of generality that for all parts p, 0 < tg(p) < n [ p] . The modal CNF formula φ F is the conjunction of the formulas we will describe. For clarity, we have used the shorthand notation φ 1 ⇒ φ 2 , which means that "if φ 1 is true, then φ 2 is true". It can be written as (¬φ 1 ∨ φ 2 ) for converting into CNF. Also for notational convenience, we use part(i) instead of part(q i ). (p) is the set of variables among {q 1 , . . . , q n } in part p. The formula determined ensures that all successors of w 0 preserve the assignment of q 1 , . . . , q n . The formula depth ensures that for all i, d i ∧ ¬d i+1 holds in the world w i .
In w i−1 , if q i is set to , we want to indicate that in w i , the counter for part part(i) should be incremented. We indicate this in the formula setCounter by setting the variable t↑ part(i) to . Similar indication is done for the counter keeping track of variables set to ⊥ in part p. elements, and the last bag contains d n . To this bag, append a sequence of new bags consisting of the following 2k subsequences, each subsequence appended to the end of the previous subsequence. For 1 ≤ p ≤ k, the (2p − 1) th subsequence will be as follows: . Each of these new bags has at most 2k + 3 elements, and the whole decomposition still retains the property that for any element, the set of bags containing that element forms a connected component. Now we show how to expand this decomposition into a path decomposition of S(φ F ). We have to add clauses and literals occurring in φ F and ensure that for any pair of elements Oc(e 1 , e 2 ) or Oc(e 1 , e 2 ), there is a bag containing both e 1 and e 2 . To achieve this, we may have to "augment" an existing bag with new elements. If B i is a bag in the path decomposition · · · − B i − . . . , augmenting B i with elements e 1 and e 2 means that we add another bag · · · − B i − B i − . . . with B i containing all elements of B i and in addition containing e 1 and e 2 . If we ensure that these new elements introduced during augmentation is never added to any other bag in the decomposition, augmentation will not violate the path decomposition's property that for any element, the set of bags containing that element forms a connected component. Now, we will go through each subformula of φ F and prove that all its clauses, literals and Oc/Oc pairs are already represented in the path decomposition we have constructed or that the decomposition can be augmented to represent them. 
Another direction for future research is towards meta classification as done by Hemaspaandra and Schnoor [2008] , instead of the case by case analysis of this work. In modal formulas, different occurrences of the same subformula are considered as separate syntactic objects, increasing the overall size of the formula if the same subformula is repeated many times. A variation is to look at satisfiability of modal circuits, where there is only one syntactic object for a subformula and different occurrences of that subformula are indicated by referring to the same syntactic object. The classical complexity of satisfiability using modal circuits has been studied in [Hemaspaandra et al. 2010 ]. There are variations of incidence graphs, such as primal/dual graphs [Samer and Szeider 2010] , whose effect on complexity of satisfiability may also be considered.
APPENDIXES A. TEMPORAL LOGICS
Modal logic of transitive models, LTL and CTL are closely related. It is not surprising that results obtained for modal satisfiability in transitive models can be easily adapted to show similar results for LTL and CTL satisfiability. We will consider the following fragment of LTL and associate treewidth to a LTL formula of this form in the same way we associated treewidth to modal logic formulas in CNF. For LTL formulas in this Conjunctive Normal Form, we associate modality depth in the same way we associate modal depth to modal logic formulas, replacing 3 with X and 2 with G.
We will also consider the following fragment of CTL and associate treewidth to a CTL formula of this form in the same way we associated treewidth to modal formulas in CNF. The rest of this section is devoted to a proof of this theorem. Given an instance (F, part :
→ [k] , tg : [k] → N) of p-PW-SAT problem, compute an optimal path decomposition of the primal graph of F and order the propositional variables as q 1 , . . . , q n as described in Section 7, after Theorem 7.2. Consider LTL formulas given in (8) and CTL formulas given in (9). LEMMA A.5. The pathwidth of the LTL or CTL formula obtained by conjoining F with the formulas in (8) or (9) is at most 4pw + 2k + 9. Halpern [1995] proved that even with one propositional variable, modal satisfiability is PSPACE-hard in general models and in reflexive models. Let 3 i (2 i ) denote 3 · · · 3 (2 · · · 2), with 3 (2) repeated i times respectively. Consider a reflexive Kripke model with worlds w 0 , w 1 , . . . , w j+1 arranged as follows: w 0 → w 1 → · · · → w j+1 . Apart from each world being accessible from itself, the only other possibility is the accessibility of w j +1 from w j for 0 ≤ j ≤ j. Let the propositional variable r be set to in w 0 , w j+1 and ⊥ in all other worlds. The formula 3(¬r ∧ 3 i r) is satisfied at w 0 iff j ≤ i. The formula 2(r ∨ 2 i−1 ¬r) is satisfied at w 0 iff j ≥ i. A combination of these two formulas can be used to encode numbers. Based on this idea, Halpern shows that arbitrary Quantified Boolean Formulas can be encoded in modal logic formulas using a single propositional variable. Here, we will observe that the modal formula involved in this encoding is in CNF with constant treewidth, to conclude that with treewidth alone as parameter, modal satisfiability is not FPT unless PTIME = PSPACE.
B. LOWER BOUNDS FOR TREEWIDTH
Let F be a propositional 3-CNF formula made up of variables q 1 , q 2 , . . . , q n . Let Q 1 , Q 2 , . . . , Q n ∈ {∀, ∃} be Boolean quantifiers so that Q 1 q 1 Q 2 q 2 · · · Q n q n F is a Quantified Boolean Formula. It is known that checking the truth of such formulas is PSPACEcomplete.
If clause is a clause in F and q i , i ≥ 2 occurs as a literal in clause, replace q i with the 3CNF literal 3[3(¬r∧3 i r) ∧ 2(r∨2 i−1 ¬r)]. Replace occurrences of q 1 with 3 2 (¬r∧3r). Similarly replace occurrences of ¬q i , i ≥ 2 and ¬q 1 by the 2clause literals 2[2(r ∨ 2 i ¬r) ∨ 3(¬r ∧ 3 i−1 r)] and 2 2 (r ∨ 2¬r) respectively. Let clause 1 , clause 2 , . . . , clause m be the clauses of F after these replacements. Conjunction of the following formulas is equivalent to the formula ψ T A defined in [Halpern 1995, Section 3] . r) ∧ 2(r ∨ 2 2n+1 ¬r)] respectively in the given formula, we get a modal CNF formula ψ T CNF that is satisfiable in a reflexive Kripke model iff Q 1 q 1 Q 2 q 2 · · · Q n q n F is true [Halpern 1995, Section 3] . Note that r is the only propositional variable used in ψ T CNF . Hence, if the domain element representing r is removed from S(ψ T CNF ), the remaining structure is a tree, which has a decomposition with each bag containing at most 2 elements. Adding the element representing r to all bags will give a tree decomposition of S(ψ T CNF ) of width 2. Therefore, satisfiability of modal CNF formulas of constant treewidth in reflexive models is PSPACE-hard. Hence, unless PTIME = PSPACE, modal satisfiability in reflexive models is not FPT with treewidth alone as parameter. It is proved in [Halpern 1995, Section 3 ] that a simpler version of ψ T A (called ψ K A ) will work for satisfiability in general models. It is routine to check that using the same procedure as before, a modal CNF formula ψ K CNF with S(ψ K CNF ) having constant treewidth can be constructed such that ψ K CNF is satisfiable iff Q 1 q 1 Q 2 q 2 · · · Q n q n F is true. Hence, unless PTIME = PSPACE, modal satisfiability in general models is not FPT with treewidth alone as parameter.
