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Abstract
The extremal principles, for instance, the Fermat’s principle of
least time and the principle of least action remain central in modern
physics. The named above extremal principles are formulated in terms
of one physical value. In the present paper, we give the game theoretic
interpretation of the interaction of the three physical values: mean
energy E, entropy S and free energy F. Such approach is inspired by
the Neumann–Morgenstern game theory and the Nash game theory.
According to these game theories, the transition from the determin-
istic strategy to probabilistic strategy increases the winning for all
players. From this point of view we consider the connection between
classical mechanics (deterministic strategy) and quantum mechanics
(probabilistic strategy). In the present paper, we improve, develop
and generalize our previous results.
1 Introduction
1. The extremal principles, for instance, the Fermat’s principle of least time
(see [1]) and the principle of least action (see [10, Ch. 1]) remain central
in modern physics. The named above extremal principles are formulated in
terms of one physical value. In the present paper, we give the game theoretic
interpretation of the interaction of the three physical values: mean energy
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E, entropy S and free energy F. Such approach is inspired by the Neumann–
Morgenstern game theory [12] and the Nash game theory [11]. According
to these game theories, the transition from the deterministic strategy to
probabilistic strategy increases the winning for all players. From this point of
view we consider the connection between classical mechanics (deterministic
strategy) and quantum mechanics (probabilistic strategy). In the present
paper, we improve, develop and generalize our previous results (see the papers
[15, 16] and the book [17, Ch. 6 and 9]).
2. The first step of the game.
For the systems with a fixed absolute temperature T , there is a general
natural tendency to achieve a minimum of the free energy. Thus, the game
between the free energy F , mean energy E and entropy S is not competitive
but cooperative, that is, the players have the same strategy (see sections 2
and 3).
Let us formulate the definition of the cooperative game: Cooperative game
focuses on players working together to achieve a common goal.
The theory of the cooperative games studies, in particular, the plays
of children [5, p. 86]. Therefore we recall the words of B. Akhmadulina
(computer translation from Russian):
“Nature leaning against my shoulders
will announce its childish secrets.”
3. The second step of the game.
The main problem is to find the effect of the transition from classical me-
chanics (pure strategy of the game, h = 0.) to quantum mechanics (mixed
strategy of the game, h > 0.) The second step of the game can be character-
ized by following words:
“Classical thermodynamics has solved the problem of the competition be-
tween the randomness and organization for equilibrium processes.” (I. Pri-
gogine [14]).
In order to understand the difference between classical mechanics and
quantum mechanics we consider in section 4 in detail two simple but impor-
tant examples: one dimensional potential well and one dimensional harmonic
oscillator.These two examples greatly differ but they also have some common
properties. In particular, the following inequalities
Er(T, h) > Ec(T ), Fr(T, h) > Fc(T ) (1.1)
are fulfilled in both examples (for all T and for h > 0). Here, Er(T, h) and
Fr(T, h) are regularized mean energy and free energy respectively in quantum
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mechanics; Ec(T ) and Fc(T ) are mean energy and free energy respectively
in classical mechanics; T is the absolute temperature, and h is the Planck
constant. In section 5, we consider the N -dimensional potential well ΩN :
0≤xk≤ak, 1≤k≤N. (1.2)
We introduce the corresponding boundary value problem
− h
2
2m
N∑
k=1
∂2
∂xk2
ψ(x1, x2, ..., xN)− Eψ(x1, x2, ..., xN) = 0, (1.3)
ψ|Γ = 0. (1.4)
Here, Γ stands for the boundary of the domain ΩN . The inequalities (1.1) are
valid in this case too. In section 6, we consider the N -dimensional oscillator,
that is, we consider the differential operator
Lψ = − h
2
2m
N∑
k=1
∂2
∂xk2
ψ(x) + V (x)ψ(x), x∈RN , (1.5)
where
V (x) =
N∑
k=1
mωkxk
2
2
, ωk > 0. (1.6)
We also prove the inequalities (1.1) in the case of the N -dimensional oscil-
lator. In section 7, we explain the notions of the regularized statistical sum,
mean energy, free energy, and entropy. We note that the regularized values
have the following important properties:
Zr(t, h)→Zc(T ), Fr(t, h)→Fc(T ), h→+ 0, (1.7)
Er(t, h)→Ec(T ), Sr(t, h)→Sc(T ), h→+ 0. (1.8)
The sections 1–7 are dedicated to the case, when the value h is fixed.
The comparison of the quantum and classical approaches without the request
of h being small is of essential scientific and methodological interest.
In section 8, we consider the quasi-classical limit of quantum mechanics
(Problem (1.5), general case) as h→0. There, we do not suppose that the
potential V (x) has the form (1.6). It follows from Kirkwood-Wigner expan-
sion, that the inequality Fr(T, h) > Fc(T ) holds for small h in the general
case.
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We do not know an analogue of Kirkwood-Wigner expansion for the mean
energy. We assume that the corresponding formula obtained for the N -
dimensional oscillator is valid in the general case too. If our assumption is
correct, then the inequality Er(T, h) > Ec(T ) holds for small h in the general
case as well. In section 9, we continue to consider the quasi-classical limit of
quantum mechanics (Problem (1.3), (1.4), general case) as h→0. We do not
suppose that the corresponding potential well has the form (1.2). Using the
well known results (see Weyl theorem, [7, 3]) we obtain the assertion: The
inequality Fr(T, h) > Fc(T ) holds for small h in the general case.
We note that the results which we use in section 9 (see Weyl theorem,
[7, 3]) are connected with the statistical sum Zr(T, h). Again, we do not
know an analogue of these results for the mean energy. However, we assume
that the orresponding formula obtained for the N -dimensional potential well
(case (1.2)) is valid in the general case too. If our assumption is correct,
then the inequality Er(T, h) > Ec(T ) holds for small h in the general case.
In section 10, we explain the features of the game under consideration.
2 Free energy (classical case)
Let us introduce the classical Hamiltonian H(p, q), where p are the corre-
sponding generalized momenta, q are the corresponding generalized coordi-
nates. In this case the mean energy Ec and the entropy Sc are defined by the
formulas
Ec =
∫ ∫
H(p, q)P (p, q)dpdq, (2.1)
Sc = −
∫ ∫
P (p, q) logP (p, q)dpdq, (2.2)
P (p, q)≥0,
∫ ∫
P (p, q)dpdq = 1. (2.3)
Free energy Fc is defined by the formula
Fc = Ec − TSc, (2.4)
where T is the absolute temperature, P (p, q) is the probability density.To
find the equilibrium state (T is fixed) we use the calculus of variations. The
corresponding Euler equation has the form
δ
δP
[H(p, q)P (p, q)] + TP (p, q) logP (p, q) + µP (p, q) = 0. (2.5)
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Here δ
δP
stands for the functional derivation, µ is the Lagrange multiplier.
We note that our extremal problem is conditional (see (2.3)) Because of (2.5)
we have
H(p, q) + T + T logP (p, q) + µ = 0. (2.6)
From (2.6) we obtain
P (p, q) = Ce−λH(p,q), λ = 1/T. (2.7)
Formulas (2.3) and (2.7) imply that
P (p, q) = e−λH(p,q)/Zc(p, q), (2.8)
where
Zc(p, q) =
∫ ∫
e−λH(p,q)dpdq (2.9)
is statistical sum.
Remark 2.1 So, we deduced the well known formulas (2.8) and (2.9). These
formulas define the equilibrium state.
Remark 2.2 The inequality
δ2
δP 2
Fc(p, q) = T/P (p, q) > 0 (2.10)
shows that the free energy Fc(p, q) has a minimum in the equilibrium state
which is defined by formulas(2.8), (2.9).
The strategy of all players (free energy Fc,mean energy Ec and entropy Sc)
is common and is defined by formulas (2.8) and (2.9). Hence the following
statement is valid:
Proposition 2.3 The game between free energy Fc,mean energy Ec and en-
tropy Sc is cooperative.
We can write the following relation:
Fc = minFc, (2.11)
where the value Fc is defined by formulas (2.1)-(2.4) and the free energy Fc
is defined by formulas (2.1)-(2.4), (2.7)-(2.9). The free energy Fc(T ) can be
written in the form (see [9], [4])
Fc(T ) = −T logZc(T ). (2.12)
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3 Free energy (quantum case)
Let eigenvalues En of the energy operator be given. Consider the mean
quantum energy
Eq =
∑
n
PnEn (3.1)
and the quantum entropy
Sq = −
∑
n
Pn logPn, (3.2)
where Pn are the corresponding probabilities. Hence we have
Pn≥0,
∞∑
n=1
Pn = 1 (3.3)
Free energy Fc is defined by the formula
Fq = Eq − TSq, (3.4)
where T > 0 is the absolute temperature.
To find the stationary point Pst we calculate
∂
∂Pk
(Fq − µ
∞∑
n=1
Pn), (3.5)
where T is fixed, µ is Lagrange multipplier. We note that our extremal
problem is conditional (see (3.3)). Because of (3.5) we have
En + T + T logPn − µ = 0. (3.6)
It follows from (3.6) that
Pn = Ce
−λEn, λ = 1/T, (3.7)
where C is a constant. Relations (3.3) imply that
C = 1/Zq, Zq =
∞∑
n=1
e−λEn, (3.8)
where Zq is the statistical sum.
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Corollary 3.1 The equilibrium position Pst is unique and is defined by the
formulas (3.7) and (3.8).
By direct calculation we get the equalities:
∂2
∂P 2n
Fq =
T
Pn
> 0,
∂2
∂Pn∂Pk
Fq = 0, (n6=k). (3.9)
Relations (3.9) imply the following assertion:
Corollary 3.2 The equilibrium state Pst is a minimum state of the free en-
ergy Fq.
Hence the following statements are valid:
Proposition 3.3 The game the between free energy Fq,the mean energy Eq
and the entropy Sq is cooperative.
Indeed, the strategy of the game is Pn. This strategy is common to all players.
Regularization
We denote by Fq, Eq, Sq, Zq the values Fq, Eq, Sq, Zq respectively, when
relations (3.7) and (3.8) are valid. Let us introduce the regularized statistical
sum Zr(T, h) , which is connected with quantum statistical sum Zq(T, h) by
relation
Zr(T, h) = (2pih)NZq(T, h) (3.10)
where N is the dimension of the corresponding coordinate space. It is well
known that
lim
h→0
Zr(T, h) = Zc(T ), (3.11)
The regularized free energy Fr(T ) can be written in the form (see [9], [4])
Fr(T, h) = −T logZr(T, h), (3.12)
We introduce the regularized mean energy and entropy:
Sr(T, h) = Sq(T, h) +N log(2pih). (3.13)
Er(T, h) = Eq(T, h). (3.14)
It is easy to see that
Fr(T, h) = Er(T, h)− TSr(T, h). (3.15)
The choice of such regularization is explained in section 7. Using Proposition
3.3, Corollary 3.3 and relations (3.12)-(3.14) we obtain
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Corollary 3.4 The equilibrium state Pst is a minimum state of the regular-
ized free energy Fr.
Proposition 3.5 The game between the generalized free energy Fq, the gen-
eralized mean energy Eq and the generalized entropy Sq is cooperative.
4 Examples
In the present section we consider in detail two simple but typical examples.
Example 4.1 Harmonic oscillator.
The harmonic oscillator is described by the equation (quantum case,(see [8],
Ch.3; [4], Ch.1)):
− h
2
2m
d2
dx2
y − (E − mω
2x2
2
)y = 0, −∞ < x <∞. (4.1)
The spectrum En of the boundary problem (4.1) is defined by the formula:
En = hω(n− 1/2), n = 1, 2, ... (4.2)
The Hamiltonian for the harmonic oscillator has the form (classical case):
H(p, q) =
p2
2m
+
mω2q2
2
. (4.3)
Let us consider Zc(T ) and Zr(T, h). It follows from (2.9) and (4.3) that
Zc(T ) =
2piT
ω
. (4.4)
Taking into account relations (3.8),(3.10) and (4.2) , we have
Zq(T, h) = 1
2 sinh(τ)
, Zr(T, h) = 2T piτ
ω sinh(τ)
, τ =
hω
2T
. (4.5)
Hence the inequality
d
dτ
Zr(T, h) = 2Tpi sinh(τ)− τ cosh(τ)
ω sinh2(τ)
< 0. (4.6)
is valid. Using relations (4.4)-(4.6) we obtain the assertion.
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Proposition 4.2 The regularized statistical sum Zr(T, h) for harmonic os-
cillator monotonically decreases with respect to h and
Zr(T, h) < lim
h→0
Zr(T, h) = Zc(T ), (4.7)
Now we consider the regularized mean energy Er(T, h). Taking into account
relations (3.1), (3.7), (3.8), (4.2) and the formula
∞∑
n=1
e−ann =
e−a
(1− e−a)2 , a > 0 (4.8)
we obtain
Er(T, h) = T τ
tanh(τ)
, τ(h, T ) = hω/(2T ). (4.9)
The last formula implies that
d
dτ
Er(T, τ) = T [sinh(2τ)− 2τ ]/(2 sinh2(τ)) > 0. (4.10)
Hence we have:
Proposition 4.3 The regularized mean energy Er(T, h) for harmonic oscil-
lator monotonically increases with respect to h and
Er(T, h) > lim
h→0
Er(T, h) = Ec(T ) = T, (4.11)
Let turn now to regularized entropy Er(T, h). Taking into account equality
(3.15) we have
Sr(T, h) = [Er(T, h)− Fr(T, h)]/T. (4.12)
Relations (4.9) and (4.12) imply that
Sr(T, h) = τ
tanh(τ)
+ logZr(T, h)]. (4.13)
Using relations (4.5), (4.6) and (4.13) we calculate the derivative:
d
dτ
Sr(T, τ) = [sinh2(τ)− τ 2]/(2τ sinh2(τ)) > 0. (4.14)
Hence the following statement is valid.
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Proposition 4.4 The regularized entropy Er(T, h) for harmonic oscillator
monotonically increases with respect to h and
Sr(T, h) > lim
h→0
Sr(T, h) = Sc(T ), T > 0 (4.15)
Remark 4.5 The following assertion is valid for harmonic oscillator. By
transition from determinate strategy (classical mechanics) to probabilistic
strategy (quantum mechanics) all members of the game (the regularized free
energy, the regularized mean energy and the regularized entropy) increase .
We recall that the comparison of the determinate and probabilistic strategies
is a fundamental problem of the Neumann-Morgenstern [12] and Nash [11]
game theories.
Example 4.6 Potential well
The potential well is described by the equation (quantum case, see [9], Ch.3):
− h
2
2m
d2
dx2
y −Ey = 0, y(0) = y(a) = 0. (4.16)
The spectrum En of the boundary problem (4.16) is defined by the formula:
En =
h2pi2
2ma2
n2, n = 1, 2, ... (4.17)
The Hamiltonian for the potential well has the form (classical case):
H(p, q) =
{
p2
2m
, q∈[0, a];
+∞, otherwise. (4.18)
It follows from (2.9) and (4.18) that
Zc(T ) = a
∫ +∞
−∞
exp(
−p2
2mT
)dp = a
√
2mTpi. (4.19)
From (2.1) and (4.19) we have
Ec(T ) = a
∫ +∞
−∞
p2
2m
exp(
−p2
2mT
)dp/Zc(T ) = T/2. (4.20)
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Now let us consider Zr(T, h). Using (4.17) we have
Zr(T, h) = 2pih
∞∑
n=1
e−h
2n2µ, (4.21)
where
µ =
pi2
2ma2T
. (4.22)
It follows from (4.21) that
d
dh
Zr(T, h) = 2pi
∞∑
n=1
e−h
2n2µ(1− 2h2n2µ). (4.23)
Relations (4.22) and (4.23) imply the assertion:
Lemma 4.7 If the inequality
h≥a
√
mT
pi
(4.24)
holds, then
d
dh
Zr(T, h) < 0. (4.25)
Proof. It follows from (4.24) that
1− 2h2n2µ≤0. (4.26)
The assertion of the lemma follows directly from (4.23) and (4.26).
Now let us consider more difficult case, when
0 < h≤a
√
mT
pi
. (4.27)
Lemma 4.8 If the inequality (4.27) holds, then
d
dh
Zr(T, h) < 0. (4.28)
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Proof. We use the Poisson formula (see [2])
∞∑
n=0
F (n) =
1
2
F (0) +
∫
∞
0
F (x)dx+ 2
∞∑
n=1
∫
∞
0
F (x) cos 2pinxdx. (4.29)
We consider the case when F (x) = e−h
2x2µ. Since∫
∞
0
exp(−x2/ν) cos(2pinx)dx =
√
νpi
2
exp(−ν2pi2), n = 0, 1, 2, ... (4.30)
we can write
Zr(T, h) = 2pih{−1
2
+
√
λpi
2h
+
√
λpi
h
∞∑
n=1
exp[−(npi)2λ/h2]}, (4.31)
where λ = µ−1. Let us calculate the derivative:
d
dh
Zr(T, h) = −pi + 4pi
√
λpi
∞∑
n=1
exp[−(npi)2λ/h2](npi)2(h)−3λ. (4.32)
We need the following derivative too:
d
dh
{exp[−(npi)2λ/h2](h)−3} = h−6 exp[−(npi)2[2(npi)2λ− 3h2] (4.33)
Taking into account that
λ =
2ma2T
pi2
(4.34)
and relation (4.27) we have
2(npi)2λ− 3h2≥4a2mT − 3h2 > 0. (4.35)
It follows from (4.33) and (4.35) that the function d
dh
Zr(T, h) monotonically
increases and
d
dh
Zr(T, h)≤ d
dh
Zr(T,H) = G(H), (4.36)
where
H =
a
√
mT
pi
. (4.37)
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Formulas (4.32), (4.34) and (4.37) imply
G(H) = −pi + (2pi)7/2
∞∑
n=1
n2e−2(npi)
2
. (4.38)
To estimate the value G(H) we consider the integral∫
∞
0
x2e−x
2/ηdx =
η
√
ηpi
4
. (4.39)
We note that
d
dx
[x2e−x
2/η] = 2xe−x
2/η(1− x2/η). (4.40)
Hence the function
U(x, η) = x2e−x
2/η (4.41)
monotonically decreasing if x >
√
ν. In case under consideration (see (4.38))
we have
η = (2pi2)−1 < 1. (4.42)
So we have proved that∫
∞
1
U(x, η)dx >
∞∑
2
U(n, η), η = (2pi2)−1. (4.43)
By numerical calculation we obtain∫ 1
0
U(x, η)dx = 0, 00505 > U(1, η) = 2, 675(10)−9, η = (2pi2)−1 (4.44)
Then we have ∫
∞
0
U(x, η)dx >
∞∑
1
U(n, η), η = (2pi2)−1. (4.45)
According to (4.39) the equality
(2pi)7/2
∫
∞
0
U(x, η)dx = pi, η = (2pi2)−1 (4.46)
holds.The assertion of the lemma follows from (4.39), (4.41) and (4.46).
Using Lemmas 4.7 and 4.8 and relations (4.20), (4.28) we obtain
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Proposition 4.9 The regularized statistical sum Zr(T, h) (potential well case)
of a quantum equilibrium system monotonically decreases with respect to h
and
Zr(T, h) < lim
h→0
Zr(T, h) = Zc(T ), (4.47)
Now we consider the mean energy Er(T, h). Let us introduce
V (T, h) =
∞∑
n=1
e−γn
2
(γn2)T, (4.48)
where γ is defined by the relation
γ = h2µ. (4.49)
The mean energy Er(T, h) can be written in the form
Er(T, h) = V (T, h)/Zq(T, h). (4.50)
Relations (4.22) and (4.24) imply that
γ≥1/2. (4.51)
Using relations (4.21) and(4.48)-(4.51) we obtain the assertion.
Proposition 4.10 In case of potential well we have
Er(T, h) > Ec(T ) = T/2, (4.52)
if
h≥a
√
mT
pi
. (4.53)
Now we shall consider the case when
h≤a
√
mT
pi
. (4.54)
We write the equality
Zq(T, h) =
∞∑
n=1
exp(−n2/ν), ν = 1/γ. (4.55)
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Differentiating with respect to ν we obtain
d
dν
Zq(T, h) = 1
ν
∞∑
n=1
e−n
2/νn2/ν. (4.56)
Using Poisson formula (4.29) we have
Zq(T, h) = −1
2
+
√
νpi
2
+
√
νpi
∞∑
n=1
exp[−(npi)2ν, (4.57)
where ν = γ−1. Differentiating with respect to ν the relation (4.57) we get
d
dν
Zq(T, h) = 1
4
√
pi
ν
+
1
2
√
pi
ν
∞∑
n=1
e−(npi)
2ν −√νpi
∞∑
n=1
(npi)2e−(npi)
2ν (4.58)
Taking into account relations (4.48),(4.56) and (4.58) we receive the equality
V (T, h)/T =
√
νpi[
1
4
+
1
2
∞∑
n=1
e−(npi)
2ν − ν
∞∑
n=1
(npi)2e−(npi)
2ν ]. (4.59)
It follows from, (4.50), (4.57) and (4.59) that
Er(T, h) = (T/2)W1(T, h)/W0(T, h), (4.60)
where
W0(T, h) = 1− (νpi)−1/2 + 2
∞∑
n=1
e−(npi)
2ν , (4.61)
W1(T, h) = 1 + 2
∞∑
n=1
e−(npi)
2ν − 4ν
∞∑
n=1
(npi)2e−(npi)
2ν . (4.62)
Lemma 4.11 If condition (4.53) is fulfilled, then
W1(T, h) > W0(T, h). (4.63)
Proof. Inequality (4.63) can be written in the equivalent form
1 > 4ν3/2pi5/2
∞∑
n=1
n2e−(npi)
2ν . (4.64)
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It is easy to see that
x2e−νx
2pi2≤e−νxpi2, x≥1, ν≥1. (4.65)
It follows from (4.65) that
∞∑
n=1
n2e−(npi)
2ν≤e−νpi2/(1− e−νpi2) (4.66)
Taking into account relations (4.24), (4.49) and (4.54) we have
ν≥2. (4.67)
The function ν3/2e−νpi
2
is monotonically decreasing if ν≥2. Hence the in-
equality
ν3/2e−νpi
2≤23/2e−2pi2 , ν≥2. (4.68)
holds. Since e−2pi
2
= 2, 675(10)−9 (see (4.44)) the following relation is ful-
filled:
4ν3/2pi5/2e−νpi
2
/(1− e−νpi2) < 1 (4.69)
the relation (4.64) follows from (4.66) and (4.69). The lemma is proved.
Using (4.53) and (4.56) we obtain
Proposition 4.12 In case of potential well we have
Er(T, h) > Ec(T ) = T/2, (4.70)
if
h≤a
√
mT
pi
. (4.71)
Formulas (4.60)-(4.62) immediately imply the asymptotic relation
Er(T, h) = T
2
/[(1− h
a
√
pi
2mT
) +O(e−2mTa
2/h2)], h→+ 0. (4.72)
From propositions 4.12 and 4.14 and relation (4.72) we get
Theorem 4.13 In case of potential well we have
Er(T, h) > lim
h→+0
Er(T, h) = Ec(T ) = T/2, (4.73)
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Let us consider the regularized entropy Sr(T, h) in case of potential well. It
follows from (3.15) that
Sr(T, h) = [Er(T, h)− Fr(T, h)]/T. (4.74)
According to (3.10) and (4.57) the asymptotic equality
Zr(T, h) = a
√
2mTpi[1− h
a
√
pi
2mT
+O(e−2mTa
2/h2)], h→+ 0. (4.75)
holds. In view of (3.12), (4.72), (4.74) and (4.75) we have
Sr(T, h) = Sc(T )− h
2a
√
pi
2mT
+O(h2), h→+ 0, (4.76)
where
Sc(T ) =
1
2
+ log(a
√
2mTpi). (4.77)
Remark 4.14 The following assertion is valid for potential well. By transi-
tion from determinate strategy (classical mechanics) to probabilistic strategy
(quantum mechanics) two members of the game (the regularized free energy
and the regularized mean energy) increase.
We can estimate the regularized entropy for potential well only for small h.
Relation (4.77) implies:
Remark 4.15 If h is small, then by transition from determinate strategy
(classical mechanics) to probabilistic strategy (quantum mechanics) regular-
ized entropy for potential well decreases.
5 N-dimensional potential well
We consider N-dimensional potential well ΩN :
0≤xk≤ak, 1≤k≤N. (5.1)
We introduce the corresponding boundary problem
h2
2m
N∑
k=1
∂2
∂xk2
ψ(x1, x2, ..., xN) + Eψ(x1, x2, ..., xN) = 0 (5.2)
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ψ|Γ = 0. (5.3)
Here Γ stands for the boundary of the domain ΩN . The spectrum of the
boundary problem (5.1)-(5.3) is as follows
En1,...,nN =
h2pi2
2m
N∑
k=1
nk
2
ak
(nk = 1, 2, ...). (5.4)
We need the relation (see (3.8)):
− [ ∂
∂λ
Zr,k(T, h)]/Zr,k(T, h) = Er,k(T, h). (5.5)
It follows from (5.4) and (5.5) that
Zr(T, h) =
N∏
k=1
Zr,k(T, h), Er(T, h) =
N∑
k=1
Er,k(T, h), (5.6)
where Zr,k(T, h) and Er,k(T, h) are defined by the relations
Zr,k(T, h) =
∞∑
n=1
exp(− h
2pi2n2
2mak2T
), (5.7)
Er,k(T, h) =
∞∑
n=1
h2pi2n2
2mak2T
exp(− h
2pi2n2
2mak2T
)/Zr,k(T, h), (5.8)
Relations (4.75), (5.4) and (5.5) imply that (see [16]:
Zr(T, h) = (2mTpi)N/2[VN − hVN−1µ/2 + ...+
(−1)NhNV0µN/2N +O(e−2mTa2/h2)], h→+ 0, (5.9)
where
µ =
√
pi
2mT
, a = min[a1, a2, ..., aN ]. (5.10)
Here VN is Lebesgue measure of the domain ΩN , VN−1 is Lebesgue measure
of the boundary Γ, VN−2 is Lebesgue measure of the domain Γ1 formed by
the intersection of the faces of the domain Γ, etc., V0 is the number of the
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vertices of the polyhedron.
Let us write the formula (see [16]):
Er(T, h) = T
2
[
N∑
n=1
(1− h
an
√
pi
2mT
)−1 +O(e−2mTa
2/h2)], h→+ 0. (5.11)
A number of the results, which we have proved for the case N = 1 (see
section 4, Example 4.6), are valid for the case (N≥1) too. Indeed, taking
into account formulas (5.6), (5.9) and (5.11), we obtain.
Theorem 5.1 Let us consider the boundary problem (5.1)-(5.3). The fol-
lowing results are valid:
1.The regularized statistical sum Zr(T, h) of a quantum equilibrium system
monotonically decreases with respect to h and
Zr(T, h) < lim
h→0
Zr(T, h) = Zc(T ) = (2mTpi)N/2VN , (5.12)
2. We have
Er(T, h) > lim
h→+0
Er(T, h) = Ec(T ) = NT/2, (5.13)
3. The regularized statistical sum Fr(T, h) of a quantum equilibrium system
monotonically increases with respect to h and
Fr(T, h) > lim
h→0
Fr(T, h) = Fc(T ) = −T log[(2mTpi)N/2VN ]. (5.14)
Remark 5.2 The following assertion is valid for potential well (N≥1). By
transition from determinate strategy (classical mechanics) to probabilistic
strategy (quantum mechanics) two members of the game (the regularized free
energy and the regularized mean energy) increase.
Remark 5.3 If h is small, then by transition from determinate strategy
(classical mechanics) to probabilistic strategy (quantum mechanics) regular-
ized entropy for potential well (N≥1) decreases.
6 N-dimensional oscillator
Let us consider the Schro¨dinger differential operator
Lψ = − h
2
2m
N∑
k=1
∂2
∂xk2
ψ(x) + V (x)ψ(x), x = [x1, x2, ..., xN ] (6.1)
19
and the corresponding Hamiltonian
H(p, x) =
1
2m
N∑
j=1
p2j + V (x). (6.2)
Now we shall consider N-dimensional oscillator, i.e we shall consider operator
L which is defined by (6.1), where
V (x) =
N∑
k=1
mωkxk
2
2
, ωk > 0. (6.3)
The spectrum of the of the corresponding operator is as follows
En1,n2,...,nN (h) =
N∑
k=1
ωk(nk − 1/2). (6.4)
Using (4.5) we obtain:
Zr(T, h) =
N∏
k=1
[2Tpi
τk
ωk sinh(τk)
], (6.5)
where
τk =
hωk
2T
. (6.6)
Relation (4.9) implies that
Er(T, h) = T
N∑
k=1
τk
tanh(τk)
, (6.7)
A number of the results, which we have proved for the case N = 1 (see
section 4, Example 4.1), are valid for the case (N≥1) too. Indeed, taking
into account formulas (6.5) and (6.7), we obtain.
Theorem 6.1 Let us consider the boundary problem (6.1)-(6.3). The fol-
lowing results are valid:
1.The regularized statistical sum Zr(T, h) of a quantum equilibrium system
monotonically decreases with respect to h and
Zr(T, h) < lim
h→0
Zr(T, h) = Zc(T ) =
N∏
k=1
2Tpi
ωk
. (6.8)
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2. The regularized mean energy Er(T, h) of a quantum equilibrium system
monotonically increases with respect to h and
Er(T, h) > lim
h→0
Er(T, h) = Ec(T ) = NT. (6.9)
3. The regularized free energy Fr(T, h) of a quantum equilibrium system
monotonically increases with respect to h and
Fr(T, h) > lim
h→0
Fr(T, h) = Fc(T ) = −T log[
N∏
k=1
2Tpi
ωk
]. (6.10)
4. The regularized entropy Sr(T, h) of a quantum equilibrium system mono-
tonically increases with respect to h and
Sr(T, h) > lim
h→0
Sr(T, h) = Sc(T ). (6.11)
Remark 6.2 The following assertion is valid for N-dimensional harmonic
oscillator (N≥1). By transition from determinate strategy (classical mechan-
ics) to probabilistic strategy (quantum mechanics) all three members of the
game (the regularized free energy, the regularized mean energy and the regu-
larized entropy) increase.
Further we need the following result:
The functions z coth(z) and zcsch(z) have the Loran series expansions that
converges for all finite values with 0≤z < pi:
zcsch(z) = 1 +
∞∑
n=1
2(1− 22n−1)B2nz2n
(2n)!
(6.12)
zcoth(z) = 1 +
∞∑
n=1
22nB2nz
2n
(2n)!
(6.13)
where B2n are the Bernoulli numbers.
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7 Appendix (Regularization)
Let us explain the notion of regularization. We take into account that the
volume V of phase space is defined by the relation [9]:
dV =
dpdq
(2hpi)N
. (7.1)
Hence in view of (2.9) we have
Zr(T, h) = (2hpi)NZq(T, h). (7.2)
Using (2.12) we write
Fr(T, h) = −T log[Zr(T, h)]. (7.3)
According to (2.1) and (2.3) the following relation is valid:
Ec(T ) =
∫ ∫
H(p, q)P˜ (p, q)dpdq/
∫ ∫
P˜ (p, q)dpdq, (7.4)
where P˜ (p, q)≥0. It follows from (7.1) and (7.4) that
Er(T, h) = Eq(T, h) (7.5)
Relation (2.4) implies that
Sr(T, h) = [Er(T, h)− Fr(T, h)]/T. (7.6)
It follows from Kirkwood-Wigner expansion that inequality
8 Quasy classical limit,Kirkwood-Wigner ex-
pansion
In the present section we shall consider the case when h is small (h→0) (in
fact h/T must be small). Let us consider the Schro¨dinger differential operator
Lψ = − h
2
2m
N∑
k=1
∂2
∂xk2
ψ(x) + V (x)ψ(x), x∈RN . (8.1)
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and the corresponding Hamiltonian
H(p, x) =
1
2m
N∑
k=1
p2k + V (x). (8.2)
J.G.Kirkwood and E.Wigner obtained the following result
Theorem 8.1 If the inequalities
Z0(T ) =
∫
e−V (x)/Tdx <∞, (8.3)
Z2(T ) =
1
24mT 3
∫
e−V (x)/T ‖grad[V (x)]‖2dx <∞, (8.4)
are valid. Then the relations
Zr(T, h) = (2hpi)NZq(T, h) = (2pimT )N/2[Z0(T )− h2Z2(T ) +O(h4)], (8.5)
Zc(T ) = (2pimT )N/2Z0(T ) (8.6)
hold.
From Theorem 8.1 and relation (7.3) we derive:
Corollary 8.2 Let conditions (8.3) and (8.4) be fulfilled, Then
Fr(T, h) = Fc(T ) + h2TZ2(T )/Z0(T ) +O(h4), (8.7)
where
Fc(T ) = −T logZc(T ). (8.8)
Formula (8.7) is contained in the book ([9], Ch 3, section 33).
Corollary 8.3 Let conditions of Theorem 8.1 be fulfilled. Then the regular-
ized free energy Fr(T, h) of a quantum equilibrium system satisfy the relation
Fr(T, h) > lim
h→0
Fr(T, h) = Fc(T ). (8.9)
23
Let as compare Theorem 8.1 and Corollary 8.2 with results of section 6
for N-dimensional oscillator. It follows from (6.9)-(6.11) that in case of N-
dimensional oscillator we have
Zr(T, h) =
N∏
k=1
[(2Tpi)/ωk[1−
N∑
k=1
(hωk)
2
24T 2
+O(h4)] (8.10)
Er(T, h) = T
N∑
k=1
[1 +
(hωk)
2
12T 2
+O(h4)] (8.11)
Using (7.3), (7.6) and (8.10), (8.11) we derive
Fr(T, h) = Fc(T ) + h2T
N∑
k=1
(hωk)
2
24T 2
+O(h4)] (8.12)
Sr(T, h) = Sc +
N∑
k=1
(hωk)
2
24T 2
+O(h4)] (8.13)
By comparing relations (8.10) and (8.12) we obtain the following assertion.
Corollary 8.4 In case of N-dimensional oscillator we have:
Z2(T )/Z0(T ) =
N∑
k=1
(ωk)
2
24T 2
. (8.14)
Corollary 8.5 In case of N-dimensional oscillator formulas (8.11) and (8.13)
can be written in the forms:
Er(T, h) = Ec(T ) + 2h2TZ2(T )/Z0(T ) +O(h4) (8.15)
Sr(T, h) = Sc(T ) + h2Z2(T )/Z0(T ) +O(h4) (8.16)
Remark 8.6 We think that the formulas (8.15) and (8.16) are valid, not
only for N-dimensional oscillator, but in more general case too, when condi-
tions of Theorem 8.1 are fulfilled.
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9 N-dimensional potential well, general case
Let us consider the Schro¨dinger differential operator
Lψ = − h
2
2m
N∑
k=1
∂2
∂xk2
ψ(x), x∈QN , (9.1)
where ΩN is a bounded domain with a piecewise-smooth boundary Γ.We
consider the following boundary condition
ψ|Γ = 0. (9.2)
H. Weil proved in 1911 [19] that
Zr(T, h)∼(2mTpi)N/2VN , h→+ 0, (9.3)
where VN is Lebesgue measure of the domain ΩN . A.Pleijel proved the rela-
tion [13]:
Zr(T, h)∼(2mTpi)1/2(V2 − hV1
2
µ), h→+ 0, (9.4)
where V1 is Lebesgue measure of the boundary Γ, µ is defined by the relation
(5.5). The case, when N≥2, was investigated in the papers.Under some
conditions was proved the relation:
Zr(T, h)∼(2mTpi)N/2(VN − hVN−1
2
µ), h→+ 0, (9.5)
From relations (7.3) and (9.5) we derive:
Fr(T, h) = Fc(T ) + hTVN−1µ/(2VN) +O(h2), (9.6)
where
Fc(T ) = −T logZc(T ). (9.7)
Hence we have
Fr(T, h) > lim
h→0
Fr(T, h) = Fc(T ). (9.8)
Let us write the result (see (5.11) which is valid in case of potential well
(5.1):
Er(T, h) = Ec(T ) + hTVN−1µ/(4VN) +O(h2), (9.9)
Sr(T, h) = Sc(T )− hVN−1µ/(4VN) +O(h2), (9.10)
Remark 9.1 We think that the formulas (9.9) and (9.10) are valid, not only
N-dimensional potential of the form (5.1), but in more general case too.
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10 Second step in the game theory
First step in the game theory is described in the introduction. We think
that the second step needs some addition explanation.We recall that the
next step is the transition from classical physics(pure strategy) to quantum
physics (mixed strategy). In other words, in the present paper we compare
the results of the first step in classical physics with results of the first step in
quantum physics.In a regular game it is clear what is the gain and what is the
loss. In the case under consideration the situation is quiet different. Nature
does not declare its goals to us. Therefore we do not say about the gain or
the loss.Our aim is to investigate some invariants of the step 2. Namely, we
investigate the signs of the following physical values:
Fr(T, h)− Fc(T ), Er(T, h)− Ec(T ), Sr(T, h)− Sc(T ). (10.1)
In all examples,which we investigate in the present paper, we have
Fr(T, h)− Fc(T ) > 0, Er(T, h)− Ec(T ) > 0 (10.2)
The expression for entropy satisfies the inequality
Sr(T, h)− Sc(T ) < 0 (10.3)
in case of potential well and
Sr(T, h)− Sc(T ) > 0 (10.4)
in all other cases, which we considered.
References
[1] Born M. and Wolf E., Principles of Optics, 4th edition, Pergamon Press,
Oxford, 1970.
[2] Evgrafov M.A., Asymptotic Estimates and Entire Functions, Gordon
and Breach, New York, 1961.
[3] Fedosov B.V., Asymptotic formulae for eigenvalues of the Laplace op-
erator for polyhedron (Russian), Dokl.Akad. Nauk SSSR 157, 536-538,
1964.
26
[4] Feynman R., Statistical Mechanics, California Institut of Technology,
1972.
[5] Frost, J. L., Play and Playscapes, Delmar Publishers Inc., Albany, NY,
1992.
[6] Gelfand I.M. and Yaglom A.M., Integration in Functional spaces and its
Applications in Quantum Physics, Journal of Mathematical Physics 1,
48–69,1960.
[7] Kac M., Probability and related topics in physical sciences, Colorado,
1957.
[8] Landau L.D. and Lifshits E.M., Course of theoretical.physics, vol.3,
Quantum Mechanics, Oxford, 1977.
[9] Landau L.D. and Lifshits E.M., Course of theoretical.physics, vol.5, Part
1, Statistical Physics, Pergamon Press, 1980.
[10] Landau L.D. and Lifshits E.M.,Course of theoretical.physics, vol.1, Me-
chanics, Oxford,1982.
[11] Munoz-Garcia F. and Toro-Gonzalez D., Strategy and Game Theory,
Springer-Verlag, 2016.
[12] Von Neumann J. and Morgenstern O., Theory of games and economic
behaviour, 3rd edition, Princeton University Press, Princeton, New Jer-
sey, 1955.
[13] Pleijel A., A study of certain Green’s functions with applications in the
theory of vibrating membranes, Ark. Mat. 2, 553—569, 1954.
[14] Prigogine I., Introduction to Thermodynamics of Irreversible Processes,
Charles C. Thomas Publisher, Springfield, Illinois, 1955.
[15] Sakhnovich L.A., Comparing Quantum and Classical Approaches in Sta-
tistical Physics, Theor. and Math Phys, vol. 123, No. 3, 846–850, 2000.
[16] Sakhnovich L.A., Comparison of Thermodynamics Characteristics of a
Potential Well under Quantum and Classical Approaches, Funct. Anal.
Appl., vol. 36, No. 3, 2002.
27
[17] Sakhnovich L.A., Levy processes, Integral equations, Statistical Physics:
Connectoins and Interacions, Operator Theory: Advances and Applica-
tions, 225, Springer, Basel, 2012.
[18] Titchmarsh E.G., Eigenfunction expansion associated with second-order
differential equations, Oxford, 1946.
[19] Weil H.,U¨ber die asymptorische Verteilung der Eigenwerte, Go¨ttinger
Nachr., 119–117, 1911.
[20] Yaglom A.M., Applicaton of functional integrals to the evalution of the
statistical sum of quantum statistics, Theory of probability and its ap-
plications 1, No.1, 1956.
28
