Emergency response requires strategic assessment of risks, decisions, and communications 
requiring teams of individuals to have fast access to large volumes of complex information and technologies that enable tightly coordinated work.
Crisis management also relies upon teams of people who need to collaboratively derive information from geospatial data and to coordinate their subsequent activities. Current geospatial information technologies, however, have not been designed to support group work, and we have very little scientific understanding of how groups (or multiple groups) work in crisis management using geospatial information and the technologies for collecting, processing, and using it. Meeting the challenges of crisis management in a rapidly changing world will require more research on fundamental information science and technology. To have an impact, that research must be linked directly with development, implementation, and assessment of new technologies. Making information technology easier to use for crisis managers and related decision makers is expected to increase the efficiency of coordination and control in strategic assessment and crisis response activities. To be useful and usable, the interface technologies must be human centered, designed with input from practicing crisis management personnel at all stages of development.
We believe that dialogue-enabled devices based on natural, multimodal interfaces have the potential of making a variety of information technology tools accessible during crisis management. Multimodal interfaces allow users to interact via a combination of modalities such as speech, gesture, pen, touch screen, displays, keypads, pointing devices, and tactile sensors. They offer the potential for considerable flexibility, broad utility, and use by a larger and more diverse population than ever before. A particularly advantageous feature of multimodal interface design is its ability to support superior error handling, compared to unimodal recognition-based interfaces, in terms of both error avoidance and graceful recovery from errors [1] - [3] . However, the traditional human-computer interfaces do not support the collaborative decision making involved in crisis management.
The ability to develop a multimodal interface system depends on knowledge of the natural integration patterns that typify people's combined use of different input modes. Developing a multimodal interface for collaborative decision making requires systematic attention to both human and computational issues at all stages of the research. The human issues range from analysis of the ways in which humans indicate elements of a geographic problem domain (through speech and gesture) to the social aspects of group work. The computational issues include developing robust real-time algorithms for tracking multiple people, recognizing continuous gestures and understanding spoken words, developing methods for syntactical and semantic analysis of speech-gesture commands, and designing an efficient dialogue-based natural interface in the geospatial domain for crisis management.
Given the complex nature of users' multimodal interaction, a multidisciplinary approach is required to design a multimodal system that integrates complementary modalities to yield a highly synergistic blend. The main idea is to consider each of the input modalities in terms of the others, rather than separately. The key to success is the integration and synchronization requirements for combining different modes strategically into a whole system. A well-designed multimodal architecture can support mutual disambiguation of input signals [4] . Mutual disambiguation involves recovery from unimodal recognition errors within a multimodal architecture. This is because semantic information from each input mode supplies partial disambiguation of the other mode, thereby leading to more stable and robust overall system performance. This integration is useful, both in the disambiguation of the human input to the system and in the disambiguation of the system output. This paper discusses the evolution and implementation of a dialogue-based speech-gesture driven multimodal interface systems developed by group of researchers at Pennsylvania State University, University Park, and Advanced Interface Technologies (AIT), State College, PA. The main goal was to design natural human-computer interaction (HCI) systems that will allow a team of individuals to collaborate while interacting with complex geospatial information. The unified multimodal framework would include two or more people in front of a large display, agents in the field with small displays, and mobile robotic agents. Such a multimodal, cross-platform collaborative framework could be an important element for rapid and effective response to a wide range of crisis management activities, including homeland security emergencies. The objectives of this paper are as follows.
1) To outline how cutting-edge information technologies-for example, a speech-gesture driven multimodal interface-allow individuals and teams to access essential information more quickly and naturally, thus improving decision making in crisis situations; 2) To discuss the challenges faced in designing such a system, which may include: a) to identify and respond to the critical needs of crisis mitigation and response; b) to provide the crisis management team a distributed environment for training and testing including a virtual space for distant members to collaborate in making the decision; 3) To discuss the state of the art of speech-gesture driven collaborative systems and technological issues involved in the design of speech-gesture based interfaces. This includes speech and image analysis tasks for sensing, multimodal fusion framework for user action recognition, and dialogue design and semantics issues in the domain of crisis management. 4) To report our progress to date by detailing the evolution of two implemented systems, namely, XISM and DAVE_G. 5) To discuss the future challenges that must be overcome to realize natural and intuitive interfaces, for collaborative decision making in the context of crisis management.
A. A Crisis Management Scenario
Let us consider an example scenario that could help in grounding the discussions on the role of multimodal interfaces for collaborative work in crisis management (see Fig. 2 for a conceptual snapshot of the problem). Imagine the crisis management center of a government organization with, Center Director Jane Smith and Paul Brown, chief logistic and evacuation manager, in front of a large-screen display linked to the organization's emergency management system, Multimodal Interface for Collaborative Emergency Response (MICER).
An earthquake of magnitude 7.1 has hit San Diego and many freeways and major roads are impassable. Buildings are severely damaged or collapsed, and fire has broken out in many places. Shortly before the quake, seismographs indicated a fault shift and triggered alarms at emergency centers and local governments. A few minutes later, emergency operation centers are occupied and prepared to respond to this situation… They are assessing initially available information about the earthquake's epicenter and its magnitude and preliminary damage estimates. The crisis center is filled with response professionals, each with different expertise, sitting in front of displays showing information and reports from affected sites. Assessing all available information and ensuring completeness are critical tasks. Based on available information, immediate decisions have to be made about where to send rescue teams, where to send resources, and how to prioritize the response effort. They decide where and how they can help most effectively with the available resources. One of the first reports reaching the center comes from a chemical plant close to the earthquake's epicenter. A fire is threatening stored chemical tanks as well as nearby residential areas. Jane Smith, already collaborating with the fire department, is guiding firefighting groups through the partially impassible city districts to the disaster site. Paul Brown, responsible for evacuation affairs, is working together with Jane to plan the evacuation of threatened residential areas. They both interact via remote communication devices with onsite observer Bob Lewis, who is providing necessary information about conditions at the disaster site.
The crisis management scenario illustrated a number of common properties for such practices.
1) The use of information technology in crisis management involves collaborative problem solving with participation of both human and machine agents. Compared to the simple information retrieval problems that current multimodal systems are commonly designed for, crisis management is comprosed of complex tasks that require multiple phases and steps in different levels of complexity. 2) The knowledge necessary for deriving a solution is distributed among a team of agents who must plan and coordinate their actions through communication.
(This raises serious challenges in knowledge management and planning functions of current multimodal systems). 3) Users direct the operation of the system using natural spoken language and free hand gestures in ways similar to communicating with other humans. The continuous streams of speech and gesture signals must be analyzed and interpreted to distill useful information from noisy input. 4) Users' information requests are expressed in their task domain vocabulary and are sometime inseparable from their reasoning process about their goals and means. 5) Information dialogues are neither system led nor user led. Instead, they are mixed-initiative, allowing both the system and users to introduce new goals and to clarify with others. 6) Users' information requests can be either explicit or implicit. Implicit requests are harder to recognize and require deep reasoning about users' beliefs and goals.
II. ISSUES IN DESIGNING SPEECH-GESTURE DRIVEN MULTIMODAL INTERFACES
In this section, we outline both the scientific and engineering challenges in designing speech-gesture driven multimodal interfaces in the context of crisis management. Our main goal is to design a dialogue-enabled HCI system for collaborative decision making, command, and control. While traditional interfaces support sequential and unambiguous input from devices such as keyboard and conventional pointing devices (e.g., mouse, trackpad), speech-gesture driven dialogue-based multimodal interfaces relax these constraints and typically incorporate a broader range of input devices (e.g., spoken language, eye and head tracking, speech, gesture, pen, touch screen, displays, keypads, pointing devices, and tactile sensors). The ability to develop a dialogue-based speech-gesture driven interface is motivated by the knowledge of the natural integration patterns that typify people's combined use of different modalities for natural communications. Recent trends in multimodal interfaces are inspired by goals to support more transparent, flexible, efficient, and powerfully expressive means of HCI than ever before. Multimodal interfaces are expected to support a wider range of diverse applications, to be usable by a broader spectrum of the average population, and to function more reliably under realistic and challenging usage conditions. The main challenges related to the design of a speech-gesture driven multimodal interface for crisis management are: 1) domain and task analysis; 2) acquisition of valid multimodal data; 3) sensing technologies for multimodal data acquisition; 4) detection/localization and tracking of users; 5) recognizing users action (i.e., gesture recognition, speech recognition, etc.); 6) a framework to fuse gestures and spoken words; 7) dialogue design; 8) semantics; 9) usability studies and performance evaluation; and 10) interoperability of devices. We next discuss each of these challenges in some detail.
A. Domain and Task Analysis
Understanding the task domain is essential to make the challenge of building a natural interface for crisis management (or other application domains) a tractable problem. This is because multimodal signification (through speech, gesture, and other modalities) is context dependent. The crisis management context provides a particular challenge for development of integrated speech-gesture interfaces, since an important component of crisis management (response) is typically carried out under conditions of considerable stress. Although there is a growing body of research on speech-gesture interfaces to geospatial information (usually presented via maps) [5] - [9] , little attention has been directed thus far to specific challenges of developing these interfaces to cope with interaction in stressful situations. We believe that an integrated, multidisciplinary approach is necessary to understanding the ill-structured, highly dynamic, collaborative work domain of crisis management for the design of multimodal systems. Without such an approach, we could develop multimodal system that meets all usability design requirements and yet have constructed, in fact, the wrong system.
Analysis of the crisis management task is of paramount importance to develop a dialogue-based natural multimodal interface system. By studying the work domain, researchers can create realistic scenarios to conduct user studies with prototype systems. Crisis management often relies upon geospatial information and technologies (e.g., determining evacuation routes, identifying locations of at-risk facilities, simulating the spread of a toxic gas released by HAZMAT facilities, and others), but only limited research has been directed to understanding the use of geospatial information and technologies for decision support [10] - [12] . In addition, traditional problems in usability engineering and HCI involve relatively well-defined user tasks. Thus, many of the methods developed for user task analysis in typical HCI domains are inappropriate for task analysis in the context of crisis management, where the tasks are often ill-defined [13] . As a result, analysis of tasks carried out in crisis management, particularly those involving use of geospatial information and technologies, requires adaptation of existing methods and development of new methods that are applicable to analysis of ill-structured decision-making tasks, often made under stress.
One context in which methods have been developed to address use and usability of technologies designed to enable decision making under crisis-like situations is the design of technologies to support military activities (e.g., command and control, airplane cockpit controls, etc.). Within this context, cognitive systems engineering (CSE) has proven to be an effective methodology for understanding the task domain and developing interface technologies to support performance of tasks [14] - [16] . The theoretical frameworks of distributed cognition [17] , activity theory [18] , and cognitive ergonomics [19] also have the potential to help isolate and augment specific elements of the crisis management domain for multimodal system design. We agree with Descortis [19] in that each approach produces specific results based on the one instance of interpretation, and one should consider scale and needs before settling on a single framework, making it important to consider a variety of approaches in designing a collaborative multimodal crisis management system.
B. Acquisition of Valid Multimodal Data
An important feature of a natural interface would be the absence of predefined speech and gesture commands. The resulting multimodal "language" thus would have to be interpreted by a computer. While some progress has been made in the natural language processing of speech, there has been very little progress in the understanding of multimodal HCI [20] . Although, most gestures are closely linked to speech, they still present meaning in a fundamentally different form from speech. Studies in human-to-human communication, psycholinguistics, and others have already generated a significant body of research on multimodal communication. However, they usually consider a different granularity of the problem. The patterns from face-to-face communication do not automatically transfer over to HCI due to the "artificial" paradigms of information displays. Hence, the lack of multimodal data, which is required to learn the multimodal pattern, prior the system building creates so-called chicken-and-egg problem.
One of the solutions is to use Wizard-of-Oz style of experiments [21] in which the experimenter interprets user requests and simulates system response. Zue et al. [22] pointed out that while an experimenter-in-the-loop paradigm can provide important base information from which to build initial prototypes, once a prototype is developed, a system-in-the-loop paradigm ("Wizardless") is preferable, one in which interaction is with the system acting on its own. It is also important to recognize that the lack of available sensing technologies that would allow sensing of natural user behavior is critical in speech-gesture driven multimodal HCI design. In addition, real HCI systems require the designer to view those levels from an interaction enabling perspective, e.g., providing timely and adequate feedback. Use of statistical techniques is considered a preferred choice for building such systems. We believe that this problem can be solved by considering analogous domain, such as weather narrators on a weather channel, to bootstrap the process. A weather channel provides a virtually unlimited amount of bimodal data to capture the "natural communication" to build speech-gesture enabled HCI systems. Additionally, this allows one to evolve the design to develop methodologies for further disambiguation and error resolution.
C. Sensing
The role of sensing for multimodal interfaces is to understand a user's queries and commands through speech and gesture. Key challenges are acquisition and recognition of speech for understanding spoken commands in natural settings and the acquisition and recognition of gesture actions.
1) Speech Acquisition: Speech acquisition concerned with capturing verbal commands and queries from the user. Because automatic speech recognition (ASR) systems to date are still very sensitive toward the quality of the captured speech signal, speech acquisition is both difficult and crucial for multimodal interfaces. Three main conceptual approaches to capturing clean human speech signals in the presence of background noise exist. One approach is to bring the microphone as close to the speaker as possible. This approach is utilized by headset [23] , throat, and lavalier microphones [24] . If this approach is not feasible, one has to either resort to physically directional microphones such as shotgun [25] or parabolic [26] microphones or resort to noise cancellation techniques. Noise cancellation can be performed by having one or several additional microphones capture mainly background noise signals or, in an extreme approach, to use an array of distributed microphones [27] , [28] .
In general, headset microphones tend to be the best choice in noisy environments but require a user to wear a dedicated device. Among long-range approaches, microphone domes seems to be better choice but have the disadvantages of size and that the user is in general constrained to interact with a system from a fixed location. In contrast, microphone arrays can adaptively capture localized sound signals from arbitrary locations in space but tend to have a lower signal-tonoise ratio (SNR), especially in reverberating indoor environments.
2) Gesture Acquisition: Gesture acquisition is concerned with the capture of the hand/body motion information in order to perform subsequent gesture recognition. Gestures are in general defined as movement of the body or limbs that expresses or emphasizes ideas and concept. In the context of multimodal systems, pen-and touch-based interfaces are also commonly viewed to fall under the gesture recognition domain. However, while for pen-and touch-based systems, gesture acquisition is merely a marginal problem, it requires considerable effort for most other approaches. Aside from pen-and touch-based systems [29] , [30] , the most common gesture acquisition methods are based on magnetic trackers, cyber-gloves and vision-based approaches. The suitability of the different approaches depends on the application domain and the platform. Pen-based approaches [30] , [31] are the method of choice for small mobile devices and are cost effective and reliable. Acquisition using magnetic trackers [21] and/or cyber gloves [32] - [34] is efficient and accurate but suffers from the constraint of having to wear restrictive devices. In contrast, vision-based approaches offer entirely contact-free interaction and are flexible enough to operate on all platforms except the smallest mobile devices.
Using vision-based approaches, direct or indirect measurements of a person's gesticulation have to be acquired visually by assuming a parameterized visual model of the gesturer [35] . The process by which the parameters of a given model are estimated from video sequences is called visual tracking. Tracking is commonly performed incrementally by adjusting the model parameters for a given video frame based on the parameters at earlier times, which improves the tracking accuracy and speed. However, for this approach to be feasible, the tracker has to be initialized in a preliminary track initialization stage. Especially for high degree-of-freedom (DOF) articulated visual models, this step is inherently difficult to solve and, hence, often performed manually. In the following, different tracking approaches are discussed in more detail.
D. Detection, Localization, and Tracking of Users
Initialization of the vision component of a multimedia system can be performed manually, but for convenience and reduced user training requirements, automatic approaches are desirable. Three main problems have to be addressed: 1) user detection; 2) user localization; and 3) track initialization. A simple approach for detecting a user in the camera's view is to perform foreground-background segmentation and subsequent silhouette analysis of the foreground. The major challenge for this approach is the modeling of the background in changing environments and the segmentation for the case of coincidental foreground-background similarity. Motion-based approaches offer some improvement, but are computationally more demanding and often work only under restricted conditions. Stereo systems, which can be used to obtain depth maps of the environment, are attractive solutions but require additional hardware and need to be carefully calibrated. Face detection algorithms have in recent times advanced both in speed and detection performance such that they can be utilized even in real-time systems for both user detection and localization and additional tasks such as head track verification and gaze estimation [36] , [37] . After appropriate initialization one needs to track the person/body parts over time to understand the gesture.
1) Visual Tracking:
Visual tracking is one of the most actively researched fields in computer vision. A thorough discussion of human motion tracking methods is not possible here, and the reader is, hence, referred to a number of reviews on this subject [38] , [39] . Rather, we will discuss in this section the challenges that vision-based tracking algorithms encounter in the context of multimodal systems and to what degree standard approaches are suitable for different application domains. For multimodal HCI systems, a visual tracking algorithm has to fulfill the following requirements. 1) Real time: A visual tracking algorithm in the HCI domain has to be able to process incoming video information at a rate that yields sufficiently sampled motion data. Rates of 30 frames/s are, in general, necessary. 2) Occlusion: Occlusion is an inherent problem for human motion tracking algorithms; for example, when people gesture, they hold their hand in front of their body and hands often occlude each other. 3) Visual distractions in background: In unconstrained environments, it cannot be ensured that the user is the only object or person in the view of the systems. In addition to the user, bystanders, furniture, or other objects might be visible, which has to be handled by the tracker.
4)
Target size: Visual sensors of an HCI system often capture images of the entire user. The arms, hands, and fingers in the video might, therefore, only occupy a small region in the video images, making robust tracking challenging.
5) Visual distractions in foreground:
In addition to background distractions, the user himself or herself can be a significant source of distraction to a tracking algorithm. For example, when the tracker is designed to track a person's hand based on skin color information, the user's dressing style (short-sleeved shirts) can be a source of distraction. 6) Changing environmental conditions: Visual tracking systems work best in environments that do not change over time. For example, the natural diurnal cycle or changing lighting environments can cause the tracker to fail if these changes are not handled appropriately. 7) Initialization: A visual tracker for HCI systems must, in general, be able to initialize automatically, to perform its task independent of the person that is being tracked. This means that no prior information, for example, about the size or height about a person, can be assumed.
2) Tracking Methods:
Visual tracking methods have unique advantages and disadvantages. In this section, we will discuss a number of representative approaches and their suitability in the context of multimodal HCI. The most complex target representations are those that involve detailed models of the target in terms of articulated (skeletal) structure and volumetric shape descriptions of body parts [40] - [46] . These model-based representations are often parameterized by three-dimensional (3-D) locations and joint angles with many DOFs. Model-based approaches are able to recover the 3-D location and pose of a gesticulating subject from monocular image sequences if the underlying model is detailed enough. Unfortunately, the evaluation of these high DOF models is still prohibitively expensive for real-time tracking systems.
Other visual tracking approaches assume much narrower and incomplete models of the gesticulating person. Feature-based approaches assume that the user's gesture movements give rise to image features that can be detected and used for tracking. Common visual features used are contours [47] - [49] , points [50] - [52] , color [53] , and motion [54] . Finally, image content itself can directly serve as image features [55] , [56] . Contour-based approaches suffer from the requirement that they usually require some form of more detailed model of the target to be tracked. This makes the approaches often unsuitable because the inherent nonrigidity of human motion calls for nontrivial contour generators (except when shape can be approximated well by, for example, ellipses, such as for head tracking [57] ) and because of intraindividual shape variability. Point feature trackers are able to detect and robustly track salient and stable image features over long periods. Unfortunately, the interesting body parts of a gesticulating person often show a surprisingly small amount of salient features. Templateand exemplar-based approaches utilize typical snapshots or representative descriptions of the target in combination with template-to-image correlation to perform visual tracking. These approaches have proven to be good for applications such as head, face, or whole person tracking but suffer if the appearance of the target changes over time or the target is small in size. One of the most widely used approaches to hand tracking is based on color and motion cues. The human skin color is an excellent feature that distinguishes the human hand and face from other objects in an image. If combined with additional cues such as motion information, robust trackers can be designed.
E. Recognizing User's Action
The ability to develop a dialogue-based multimodal interface system is motivated by the knowledge of how humans naturally integrate different input modes. Integration of speech and gesture has tangible advantages in the context of HCI, especially when coping with the complexities of spatial representations [58] . Hence, the requirements of the natural interactive system would include the ability to understand multiple modalities, i.e., speech and gesture where information is somehow distributed across the modalities.
1) Gesture Recognition: Gesture recognition is the process of inferring gestures from captured motion data. In human-to-human communication, McNeill [59] distinguishes four major types of gestures-deictic, iconic, metaphoric, and beats-by their relationship to the speech. Deictic gestures are used to direct a listener's attention to a physical reference in course of a conversation. Iconic and metaphoric gestures are associated with abstract ideas, mostly peculiar to the subjective notions of an individual. Beats serve as gestural marks of speech pace. In a broadcast by a weather channel, the last three categories roughly constitute 20% of all the gestures exhibited by the narrators. Hence, when the discourse concerns geocentric data, the use of deictic gestures is most common [60] and relatively consistent in coupling with speech.
The spatio-temporal evolution of different gestures performed by the same or two different people, will differ both in spatial shape as well as temporal properties. Hence, a gesture can be viewed as a realization of a stochastic process and modeled appropriately. The stochastic nature of gestures foils attempts to perform direct comparisons of gesture trajectories, especially due to the time varying differences in spatial and temporal scale. Due to their stochastic nature, it is difficult to manually find general and representative descriptions of spatio-temporal gesture motion patterns. Hence, the usual approach to gesture recognition is based on machine learning methods. As with ASR, the two main approaches to gesture recognition are based on neural networks (NNs) [61] and hidden Markov models (HMMs). The most common and successful approach to dynamic gesture recognition is based on HMMs [62] - [67] . HMMs model doubly stochastic processes with a state transition network. States in an HMM network are associated with stochastic observation densities, and transitions are governed by probabilistic rules.
Stochastic observation streams such as gestures are then viewed to arise from a realized path through the network and from realized observations emitted at the visited states. The traditional state sequence approaches cannot be employed, as one has no easy method of detecting the beginning and end to the gestures embedded in the stream. There are two solutions to this problem. One approach splits the gesture stream into chunks and applies the previously described procedure. However, this splitting operation can cause the gesture stream to be cut in the middle of a gesture. Overlapped splitting addresses this problem, but the fusion of ambiguous recognition results on overlapping segments is challenging. Another approach operates the state estimation procedure in a continuous mode by employing a simple yet powerful approach called token passing [68] . Token passing operates by maintaining a set of tokens that are copied and passed around in the compound transition network. As tokens are passed around in the network, transitions and observation incur costs as negative logarithm of the corresponding probability values. At each time step, and for each state, every token associated with the given state are duplicated according to how many outgoing transitions exists for the given state. The state transition history of the most probable (least cost) tokens is assumed to be the true sequence of performed gestures and can be determined easily at periodic intervals.
2) Speech Recognition: ASR systems build on three major components: a lexicon that contains mappings from words to phonemes, a language model that statistically describes the likelihood of word sequences, and an acoustic model that describes the probability of making certain feature stream observations given a hypothesized word sequence [69] . The language model is usually formulated on the basis of HMMs [62] . These models reflect the doubly stochastic processes underlying human speech. Using the lexicon, phoneme models are combined into word models, which in turn are combined into sentence models by appropriately connecting HMMs into larger state transition networks. Using this network representation, speech recognition is performed by determining the most likely state transition sequence through this network given observed speech features [70] .
In commercial speech recognition systems, the end user is commonly only confronted with the final most probable utterances; however, systems internally maintain a whole set of possible utterances defined as a confusion network. As the quality of the acquired speech signal deteriorates, obtained confusion networks will increase in size (i.e., the number of parallel word sequences). The goal and advantage of multimodal HCI systems is that a plethora of additional information is available to further disambiguate these hypotheses. Speech recognition systems fall into two major classes: systems that can recognize speech independent of the speaker and systems that are trained to recognize the voice of a specific speaker (speaker dependent). Speaker dependent speech recognition is much easier in general and hence associated with higher recognition rate. However, to make multimodal HCI systems operable under an unconstrained public environment, where user training is infeasible, speaker-dependent systems need to be employed. 
F. A Framework for Fusion of Gestures and Speech
The world around us offers continuously huge amounts of information, from which living organisms can elicit the knowledge and understanding they need for survival. By far, there is not a single theory that explains exactly how integration takes place in the brain. Alternatively, instead of trying to answer the question how the integration takes place, one can argue why the integration takes place. There are varieties of answers to this question. For example, integrating on-line, up-to-date information, which brings different levels of generality and is sensed from a different scope, can give us a key of how to adapt to the new situation and deal with it.
In Fig. 3 , we illustrate the architecture of a possible fusion strategy. We believe that a probabilistic evaluation of all possible speech-gesture combinations promises a better estimation of users intent than either modality alone. The conditional probabilities of observing certain gestures given a speech utterance will be based on several factors. Speech utterances will first have to be analyzed for keyword classes such as typical deictic keywords (e.g., "this," "that"). These keywords can then be associated with corresponding deictic gestures. The association needs to take gesture and utterance component classes into consideration and maintain the appropriate mapping between speech and gesture components.
Typically, a statistical method is employed for continuous recognition (hypothesis search on the state transition network using token passing [68] ), both the speech recognition and gesture recognition systems generate their recognition results with time delays of typically 1 s. Verbal utterances from the speech recognition have to be associated with co-occurring gestures observed by the gesture recognition. The understanding of the temporal alignment of speech and gesture is crucial in performing this association. While in pen-based systems [29] , deictic gestures have been shown to occur before the associated keywords, investigations from HCI and Weather Narration [71] showed that for large screen display systems, the deictic word occurred during or after the gesture in 97% of the cases. Hence, modality fusion should be triggered by the occurrence of verbal commands and, hence, boils down to the problem of conditionally combining speech and gesture confusion networks.
Once data associations (or set of associations if several are possible) have been determined, the co-occurrence module can determine a final match value between the utterance and the gesture based on temporal co-occurrence statistics. The domain specific data can be used to perform the actual system training to obtain optimal task specific co-occurrence relations between speech and gesture.
G. Dialogue Design
Speech-gesture driven multimodal interfaces to crisis management information systems demand careful design of information flow between users and those subsystems that manage various knowledge and data sources. The dialogue management component of a crisis management system takes inputs from the output of speech and gesture recognition subsystems and plans a strategy to mediate exchange of messages between the user and the information sources. If a user's request is clearly stated and sufficient information was included, the process of dialogue handling could be "hard-coded" as a serially ordered steps including: 1) understanding the user's information request and constraints; 2) determining whether sufficient information is included in the request; 3) making requests to external applications; and 4) communicating information (returned from an external application) back to the user. However, handling natural, multimodal input from users is rarely so simple.
The hard-coded approach for processing multimodal dialogues may not be working for a number of reasons [72] . First, the user's multimodal input may be misinterpreted or misunderstood. The system may have errors in recognizing and extracting speech and gesture input, or it may infer incorrectly on the user's intended actions. Dialogue management must provide adequate verification and grounding mechanism in order to allow misunderstandings to be communicated and corrected. Second, the user's input may be ill-formed, incomplete, or even incorrect. Instead of simply reporting these problems back to the user and requesting a reformulation of the input, a dialogue manager should assist the users by suggesting ways to correct or complete their requests. Third, there is a need to handle user inputs with flexibility. Flexibilities must be supported not only in the choices of phrases and gestures, but also in the way they are structured in an utterance or a dialogue. The dialogue manager should accept the input in its natural form, and initiate new dialogue to request any missing information, if it is necessary. Fourth, there is a need to support collaborative planning through dialogues. In the dynamic environment of crisis management, action plans often needs to be modified, extended, and negotiated by a group of participants in a dialogue in response to changes in the state of the world (where and what threats, damages, priorities, resources) and in priorities. Such planning activities should be managed to allow participants of a dialogue to plan their actions through collaborative interactions.
To handle all these aspects of dialogues in crisis management, a dialogue management system must include: 1) more sophisticated methods for interpreting user's multimodal inputs; and 2) more flexible and cooperative dialogue control strategies so that sufficient repair, clarification, confirmation, and negotiation capabilities are supported. A high-level goal of dialogue design for crisis management is to support a user's problem-solving process as it unfolds through the sequence of communicative interactions.
Dialogue design for multimodal crisis management systems is inherently a multifaceted problem. To facilitate later discussions on various challenging issues of dialogue management, Fig. 4 serves as a framework that lays out multiple design dimensions and their relationships. It distinguishes a number of processing tasks as well as the contexts required for these tasks. Next, we will describe the desirable functions for each of the components of Fig. 4 . Issues of contexts will be separated and discussed in Section II-H, which focuses more on the semantic aspects of multimodal system. Fig. 4 , the dialogue management system must first analyze the recognized speech-gesture input and derive a meaning representation of it. It normally starts with analyzing the semantic content of each constituent (words, phrases, and gestures) in an input, and then constructing the meaning of the whole utterance by combining small semantic fragments into larger chunks. If an input is grammatically correct and semantically self-complete, then the process of input understanding can be handled by grammar-based semantic parsing techniques developed in computational linguistics [73] . However, full parsing of inputs in spontaneous dialogues is often not possible. Instead, the goal of semantic parsing become the extraction of critical meaning fragments that are to be further analyzed by other interpretation techniques, using perhaps high-level knowledge about discourse structures, user's focus of attentions, and pragmatics in the domain. These knowledge sources are external to the captured gesture-speech input, and must be explicitly represented in a form usable by the dialogue management system. The input understanding component corresponds roughly to three of those boxes in Fig. 4 : semantic parsing, discourse interpretation, and intention recognition. a) Semantic Parsing: Semantic parsing takes the recognized words and detects the existence of meaningful phrases. Common semantic parsing methods include a feature-based semantic grammar approach, robust parsing methods, and more practical methods involving concept spotting, each of which is further described later.
1) Understanding of Multimodal Input: As illustrated in
Semantic grammar approaches are based on the theoretical foundation of computational linguistics [73] . Normally, a feature-based description is used to represent the meaning of grammatical units (words, phrases, and sentence), and unification grammar rules are used to compose meaning of an utterance from the meanings of its parts. This form of semantic analysis typically results in meaning represented in first-order predicate calculus (FOPC). This approach can be inefficient and impractical to handle less well-formed input due to the difficulties of handling a large number of potential dialogue features. For this reason, more robust parsing techniques have been developed.
Robust parsing aims at extracting semantic information from ungrammatical input fragments without performing a complete parse. Robust parsing does not attempt to understand every word or phrase-instead, it extracts only those meaningful items essential for the communication. This can be accomplished by some form of feature-based bottom-up parser [73] . Concept spotting attempts to extract critical concepts using some form of conceptual graph to represent frequently observed concept sequences. It has the advantage of low computational cost, but it might not be able to handle more complex cases where sophisticated grammatical analysis is necessary to determine the interrelationships among disjoint constituents [74] .
b) Discourse Interpretation: Some items in an input are not interpretable out of the previous dialogue context. For example, pronouns (such as they, it, etc.) and deictic expressions (such as these, the last one) usually refer to some entities that were mentioned previously in the dialogue; ellipses (clauses that are syntactically incomplete) and anaphors can only be interpreted when considering syntactic and semantic structures of previous clauses. These issues require that the system keep a record of previously mentioned items and structures in order to assist interpretation within the context of the previous discourse. A simple approach for representing discourse context is to maintain a history list of elements mentioned in the previous discourse. To update discourse context, the concepts of centering [75] and attentional state [76] are useful.
c) Intention and Belief Recognition: Interpretation of the user's input may also be driven by a set of expectations on what the user will do or say next. One approach for generating such expectations is to construct a model of the user's intention and belief behind their communicative behavior. In natural interactions, the system should recognize the reason or intention that leads the user to make a request and subsequently use that information to guide the response planning process. Recognition of the intention of an input includes two components: 1) to identify the purpose of the input; and 2) to identify how the purpose of this input relates to prior intentions.
2) Response Planning and Generation:
The response planning and generation phase takes the interpreted input and formulates proper response for this stage of the dialogue. We will discuss this part of dialogue management in four components: plan reasoning, information control, mixedinitiative dialogue control, and response content assembly. Although these subcomponents are commonly integrated as one functional component in practical dialogue systems, it is important to consider these as separate aspects of dialogue design. The separation of these subcomponents allows clear design of dialogue functionalities and is perhaps useful as a guide for systems designed for better portability and extension in order to serve new domains and tasks [72] , [77] .
a) Plan Reasoning: The plan reasoning module has direct access to three knowledge sources: task knowledge (general ideas of how tasks should be done), user knowledge (what each user knows and works on), and world knowledge (world facts, processes, and events) (as indicated in Fig. 4) . It serves two main purposes: 1) to establish the system's intention and belief; and 2) to elaborate the plan on the course of actions for the task in focus.
When the plan reasoner collects enough information for the system to act on retrieving information, it will send an action item to the information controller with all the necessary details. This is represented as link of Fig. 4 . Besides generating action items for the dialogue controller and the information controller, the plan reasoner is also responsible for maintaining the dynamic context such as the task states, the user's mental states, and collaboration states.
If new obstacles (such as missing information) are discovered that require further communication with the user, it will notify and prepare agenda items to be used by the dialogue controller (see link of Fig. 4) . The system will also reason on the set of beliefs held by users and the system and make sure they mesh well. When conflicting beliefs are detected, repair mechanisms will be suggested to the dialogue controller and new agenda items are added (see link of Fig. 4) .
b) Information Control: The information control component is needed to deal with ill-formed queries (to the external information sources) that may result in no records or too many records being returned. The problem of no records returned can be caused by any vocabulary differences due to the problems of synonymy (multiple terms describing the same object) and polyzemy (a single term carrying multiple meanings) or conceptual differences that the ontology (how things are categorized and related) imposed by the user on the modeled world is incompatible with that of the system. Hence, the information control component should have adequate capability to report (to the dialogue controller) the reasons for why a query failure happens, possibly with suggestions on how to restate the query in the next round of user input. In case that too many irrelevant results are returned together with relevant ones, the system may suggest narrower terms or add query constraints.
c) Mixed-Initiative Dialogue Control: Human interactions with crisis management systems, as exemplified by the scenario of Fig. 1, is inherently mixed-initiative 
The commonly used dialogue control strategies include finite-state-based, frame-based, plan-based, and agent-based (for recent review, see [72] ). The choice of control strategy in a dialogue system depends on the complexity of the underlying task of a dialogue [77] .
The finite-state-based method and the frame-based method cannot support mixed-initiative dialogue due to their fixed dialogue control structures. Artificial intelligence (AI) planning methods of dialogue management have sufficient models of complex task structures, but they require full access to the user's task schema, which may not be possible in a group collaboration processes. An agent-based approach uses advanced models of tasks advances, the user's intentions and beliefs, and implements complex grounding mechanisms to manage the dynamics of collaboration. The full complexity of human-system-human interactions in crisis management requires the most powerful, agent-based approach to handle mixed-initiative, collaborative planning on complex tasks.
The dialogue control plays a central role in advancing the user's tasks while dealing with needs for dialogue repair and error handling. To detect and correct recognition and understanding errors, the system must provide adequate mechanisms for clarification, verification, and confirmation. Such mechanisms give the user an opportunity to correct errors. The challenging issue for verification design is to verify sufficiently but not too much, since every verification process adds to the lengthy of the overall dialogue. The dialogue controller must also be able to buffer and synchronize response contents contributed by multiple components (such as the dialogue controller and the information controller).
H. Semantics
Both the interpretation of multimodal input and the generation natural and consistent responses require access to higher level knowledge. In general, semantics required by multimodal systems can be categorized along two dimensions: general versus task/domain specific, and dynamic versus static, as shown in Table 1 . They together provide the necessary context for deep semantic analysis of multimodal input, and for maintaining the context of dialogues between users and the system as well as collaborations among multiple users. Some of these semantics are included in Fig. 4 as part of static and dynamic contexts.
1) Static Contexts: Static contexts include knowledge that is manually compiled and stored in knowledge bases before an interaction session starts, and they usually do not change during the course of dialogue interactions. Linguistic/semantic knowledge exists mostly in the form of feature-based grammars that support both syntactic and semantic analysis of spoken input. Discourse knowledge includes knowledge about discourse structures and various speech acts. Task knowledge refers to knowledge about the structure of tasks in an application domain (e.g., hurricane Table 1 Types of Semantics response). It should reflect the general problem-solving model of the target domain. In particular, it could describe objectives (goals, subgoals, and their constraints), solutions (courses of actions), resources (objects, space, and time), and situations (current world status) [77] . User knowledge describes the general properties of the users in terms of what they known and what they do. World knowledge is a structured record of relevant entities, processes, and events that have some effects on the dialogue system. Knowing the situational information about the current world is often the precondition for setting goals of task-domain actions, and special events in the world (flooding) can be used to initiate new dialogues or interrupt ongoing dialogues.
2) Dynamic Contexts: In contrast to static contexts, dynamic contexts are data structures that represent the current states of the interaction. They serve as a temporary store of information about the task in focus, the user's beliefs, and the status of collaboration. The contents of dynamic contexts are directly manipulated by various processing components. In the dynamic contexts of Fig. 4 , discourse states are records of the currently opened dialogue segments, a history list of mentioned concepts, current dialogue focus, and current speech act. Task states represent the planning status for the task in focus, and are used by intention recognition and reasoning components. The user's mental states are models of the individual user's beliefs and intentions at any given moment. Collaboration states are established and communicated beliefs and commitments that are shared (intended to be shared) among all participants involved in collaboration.
I. Usability Studies and Performance Evaluation
Often, interface refinement and suggestions for improvements result from feedback obtained during informal demonstrations to potential users of the system. Shneiderman [78] recommends a more formalized approach for advanced system interface design in order to identify the range of critical usability concerns. However, a formalized approach for a multimodal system does not yet exist; therefore, we must piece together a elements from several approaches and draw upon a suite of methods for addressing questions about individual and collaborative human work with computer systems. A user-centered evaluation procedure modeled on that proposed by Gabbard et al., [79] for the design of virtual environments has the potential to contribute to the creation of a more formalized framework for the design of multimodal systems. In [79] 
concerns early in the design process. In designing a multimodal system, the sooner that real users can interact with the system and produce real usability data, the easier it will be to identify key issues of usability.
In addition to a human centered usability testing approach, the CSE design approach can assist early in the development process by allowing designers to gain a deep understanding of the underlying work domain. This approach can help focus development issues on more specific usability tasks within the crisis management work domain that are critical for multimodal design. Crisis management is comprised of multiple activities and actions that involve distributing and redistributing resources, identifying critical infrastructure, and prioritizing traffic flow along evacuation routes, among others [80] . Here, we consider a simplified interaction task that would be used to complete any number of planning, mitigation, response, or recovery activities: the selection of areas on the screen by making a pointing gesture accompanied by an activation action (e.g., "Select these facilities over here.") This interaction is very similar to that performed using current devices; for example, the mouse is used to move the cursor to where selection is desired, and usually a mouse button is used to activate it.
One of the problems with multimodal performance evaluation studies is that the tasks used to evaluate selections have not been consistent throughout different studies, making it very difficult to compare them. The International Standards Organization (ISO) has published an emerging standard, ISO 9241, focused on Ergonomic design for office works with visual display terminals (VDT's). Part 9 of the standard, Requirements for nonkeyboard input devices [81] , addresses the evaluation of performance, comfort and effort. Several experimental studies have adopted the recommendation of this standard as a basis for usability assessment. An example is MacKenzie [82] , who has used this strategy to evaluate mice, touch-pads, pens, gyro-pads, and several other input devices. These methods for evaluating performance are based on the work of Fitts [83] , who conducted experiments to measure the information capacity of human articulations. One can draw upon methods developed to address scientific questions about human perception and cognition, many of which have focused on map-based displays that are common in crisis management activities (see [84] - [86] ). Since the results of formative user-centered usability evaluation experiments will affect some technology decisions, it is important to include them from the early phases of the system design and development.
Identification of key usability issues is important, but it is also critical to develop a set of performance metrics to measure the individual usability issues, as well the overall performance of the system. The performance metrics shall be designed to evaluate both the complete system as well as individual components. At the system level, one can consider at least two broad stages of evaluation: formative and summative. At the formative level, one should consider a prototype interface with lesser degree of cognitive load (less active, less adaptive) to elicit more multimodal input from the user. It is also possible to develop a metric to measure the performance of a system by relating a grammatical model of multimodal constructs (most likely in the form subject-action-object) to the interaction time and errors. The relative subjective duration (RSD) that provides a means for probing the difficulty that users have with performing tasks without requiring the questioning of users about the difficulty can be another useful measure of the performance of the system.
J. Interoperability of Devices
One of the key aspects of a crisis management system is its collaborative framework. The system should be able to link up several regions in the country (or world), and allow collaborative tasks among people present at remote sites. The computing platforms, communication devices, and network connectivity vary from location to location. For example, the collaborators at the crisis management center will be using powerful computer systems, large screen displays, and access to the wealth of databases, like weather and other geographic information system (GIS) information, imagery, technical information, on-scene video, digital photography, and other expert information. As in the case of the Domestic Emergency Response Information Services (DERIS), 1 these databases will be accessed by signing into a mission-critical Web-based applications with broadband network connectivity (usually, T1). As a sharp contrast, we will have the agents in the field, with low power computing and electronic devices, like personal digital assistants (PDAs) and mobile phones. These agents will need to access the same databases, and communicate with other sites through voice, text messaging, and e-mail. In some crisis management situations, it is essential to upload images and videos from the field, allowing the objects of interest in the field to be viewed by the collaborators. For example, a helicopter hovering over the area of disaster may relay a video to the operations center. Or a camera mounted on the helmet of a member of a bomb squad should allow for a real-time feed to the control center, so that they can advise how to defuse the bomb. In Table 2 , we illustrate the variety of people and agents involved in a typical emergency response situation, and the tools and devices that would be used in each of these.
The issue of interoperability across the wide range of devices is very critical for a seamless flow of information and communication. Hence, it is important to design a unified multimedia applications system (UMAS) that supports multiple devices and platforms (see Table 2 ). For example, audio, text, and images can be captured from the control center and sent to the agent in the field operator who can retrieve the message from the Web-based messaging system using a PDA. Images captured from the field can be sent back to the control center, or to other platforms, for people to evaluate the situation. The multimedia engine would enable the server to handle requests from the entire spectrum of devices (from low-power mobile devices to supercomputers), by processing and filtering the GIS data set appropriately. 
III. EVOLUTION OF SYSTEMS AND IMPLEMENTATION DETAILS
In this section, first we briefly discuss the state of the art in multimodal systems. Following this, we will discuss the research done at Pennsylvania State University and AIT that led to a series of multimodal interfaces (see Fig. 5 ), especially focused on free hand gestures and spoken commands.
Integration of speech and gesture has tangible advantages in the context of HCI, especially when coping with the complexities of spatial representations [58] . Combining speech, gesture, and context understanding improves recognition accuracy. By integrating speech and gesture recognition, Bolt [21] , [87] discovered that neither had to be perfect provided they converged on the user's intended meaning. In [88] , speech, gesture, and graphics are integrated with an isolated 3-D computer-adided design package. A similar approach is used in the NASA Virtual Environment Workstation. Another interface integrating speech and graphics is the Boeing "Talk and Draw" project [89] , an AWACS workstation that allows users to direct military air operations. The ALIVE interface developed by [90] is a gesture and full-body recognition interface that allows users to interact with autonomous agents in a virtual environment. The system uses contextual information to simplify recognition.
Recently, hand-held computing devices have been gaining popularity among the users. Their mobility along with usability augmented by pen-based "gestural" input was found especially beneficial in interacting with spatially presented information, e.g., [91] , [92] . Using state-of-the-art speech recognition, Microsoft's project MiPad has demonstrated successful combination of speech and pen input for interacting with a hand-held computer. Pen modality was also successfully applied to index audio recordings for later retrieval [93] . Since the 1990s QuickSet collaborative system [94] that enabled users to create and position entities on a map with both speech and pen-based gestures, the new avenues for more effective hand-held HCI have been opened. Since then, a number of pen-based and hand gesture interfaces have been designed (cf. [20] ). Distinct in their functionality of input and multimodal architecture, all of them aimed to achieve easy and intuitive HCI. Because there are large individual differences in ability and preference to use different modes of communication, a multimodal interface permits the user to exercise selection and control over how they interact with the computer [95] . In this respect, multimodal interfaces have the potential to accommodate a broader range of users than traditional unimodal interfaces. Those include different age groups, skill levels, cognitive styles, and temporary disabilities associated with a particular environment. With respect to the functionality of multimodal input other known pen-based applications, e.g., IBM's Human-Centric Word Processor [96] and NCR's Field Medic Information System [97] integrate spoken keywords with the pen-based pointing events. In contrast, QuickSet [94] and Boeing's Virtual Reality Aircraft Maintenance Training Prototype [98] process speech with a limited vocabulary of symbolic gestures. Except for the Field Medic Information System, which supports unimodal recognition only, these applications have parallel recognition of pen and spoken inputs. Multimodal integration of inputs is achieved later by semantic-level fusion where keywords usually associated with pen gestures.
The speech-gesture integration framework resulting from our research is closer to the IBM VizSpace [99] prototype system, but differs in terms of design and integration philosophy both in the conceptual and implementation level. In contrast, associated researchers from Penn State and AIT are aiming at developing multimodal systems that by strict design are able to operate with moderate affordable off-theshelf hardware. Other systems related to our work are the Compaq's Smart Kiosk [100] that allows interaction using vision (i.e., person detection) and touch. MIT has developed a range of prototype systems that combine aspects of visual sensing and speech recognition but in general rely on a large amount of dedicated hardware and distributed computing on multiple platforms. Along the same lines, Microsoft's EasyLiving system [101] aims at turning peoples living space into one large multimodal interface, with omnipresence interaction between users and their surroundings.
As discussed inSection II, valid multimodal data is one of the basic design elements of multimodal interfaces. To address this issue, it is of paramount importance to develop a computational framework for the acquisition of nonpredefined gestures. We sought a solution to bootstrap continuous gesture recognition (phonemes) through the use of an analogous domain, which does not require predefinition of gestures. We refer to it as the weather domain. The weather domain is derived from a weather channel on TV that shows a person gesticulating in front of the weather map while narrating the weather conditions. A similar set of gestures can also be used for the display control problem. The natural gestures in the weather domain were analyzed with the goal of applying the same recognition techniques to the design of a gesture recognition system for our first system, called iMap [102] . It was developed in 1999 and received significant media attention as the first proof-of-concept speech-gesture interface of its kind [66] . It required manual initialization and calibration and processing on four networked SGI O2 workstations. iMap utilized an interactive campus map on a large display that supported a variety of spatial information browsing tasks using spoken words and free hand gestures. A second system, called Crisis Management (XISM), was completed in 2000 and simulated an urban emergency response system for studying speech-gesture interaction under stressful and time-constrained situations [102] . XISM extended the iMap framework to explore more a dynamic environment representative of stressful crisis situations.
The XISM system was the first natural multimodal speech-gesture interface to run on a single processing platform holistically addressing various aspects of the human computer interface design and development issues. The iMap and XISM systems were developed as part of the Federated Laboratory on "Advanced and Interactive Displays" funded by the U.S. Army. More recently, under a grant from the National Science Foundation, a system called Dialog Assisted Virtual Environment for Geoinformation (DAVE_G) is being developed for multimodal interaction with a GIS. The goals of the research are to: 1) develop a cognitive framework for guiding the design of a multimodal collaborative system, with special emphasis on context modeling, dialogue processing, and error handling techniques; 2) design and implement robust computational techniques for inferring a user's intent by fusing speech, communicative free hand gestures, pen gestures, gaze, and body movement using computer vision, speech recognition, and other pattern recognition techniques; 3) produce a formal framework for doing user task analysis in the context of geospatial information technologies applied to crisis management; 4) conduct experimental evaluation to determine causal relationships between multimodal interface characteristics and user performance and behavior; and 5) demonstrate using the experimental testbeds, to enable a team of participants to conduct a simulated emergency response exercise. In the following sections, we will discuss the XISM and DAVE_G systems.
A. Crisis Management (XISM)-A Simulation Testbed
In this section, we provide an overview of the XISM system, which is a research testbed that was developed to study the suitability of advanced multimodal interfaces for typical crisis management tasks. The user takes the role of an emergency center operator and is able to use speech and gesture commands to dispatch emergency vehicles to crisis locations in a virtual city (see Fig. 6 ). The operator is standing at a distance of about 5 ft from the display in the view of a camera located on top of the unit. The operator's speech commands are captured with a microphone-dome hanging from the ceiling above. The operator has a bird's-eye view of the city but has the ability to zoom in on locations (in plan view) to get a more comprehensive perspective. The goal of the operator is to acknowledge and attend to incoming emergencies, indicated by animated emergency symbols and accompanying audible alarm signals. The speed at which each emergency is attended to ultimately determines the final performance of the operator.
Emergencies are resolved by sending appropriate emergency vehicles to the crisis locations. For this, the operator has to decide which type of units to dispatch and from which station to dispatch them. Emergency stations (hospitals, police, and fire stations) are spread throughout the city and have limited dispatch capacities. The operator has to schedule the dispatch resources appropriately in order to avoid resource depletion. Units are dispatched through speech-gesture commands such as "Dispatch an ambulance from this station to that location," accompanied with an appropriate deictic contour gesture.
1) Simulation Parameters:
The XISM system allows a variation of many different simulation parameters, which makes it possible to expose the operator to a variety of scenarios. In particular, the task complexity can be increased by adding resource constraints (more emergencies than resources) as well as by changing the cognitive load level by varying the scale of the scenario (city size, urbanization density, emergency rate) or duration of the simulation. When, due to the size of the city, the displayed information is too dense to perform accurate dispatch actions, the operator can use speech-gesture commands of the form "Show this region in more detail" or "Zoom here" with an accompanying area or pointing gesture to get a more detailed view.
2) System Components: To capture speech and gesture commands, the XISM system utilizes a directional microphone and a single active camera. A large number of vision (face detection, hand detection, head and hand tracking) and speech (command recognition, audio feedback) related components cooperate together under tight resource constraints. In order to minimize network communication overheads and hardware requirements, the system was developed to run on a single processing platform. From a system design perspective smooth and automatic interaction initialization, robust real-time visual processing and error recovery are very important for the success of advanced interface approaches for crisis management applications. The XISM system was built using a holistic approach, addressing all of the above issues (see Fig. 7 ) [103] . a) Vision Components: Since all systems are integrated onto a single standard PC, the allowable complexity of motion tracking methods is limited.
Face Detection: One of the most important and powerful components in the system is the face detector for robust user detection and continuous head track status verification. The implementation [37] is based on neuronal networks and provides a very low false positive rate of . Hand Detection: With the proper camera placement and a suitable skin color model extracted from the face region, strong priors can be placed on the potential appearance and location of a user's active hand in the view of the camera. The automatic hand detection operates based on the assumption that the object to be detected is a small skin colored blob-like region below and slightly off center with respect to the users head. In addition, the hand detector favors but does not rely on the occurrence of motion at the location of the hand and integrates evidence over a sequence of 60 frames. The (time varying) location of the hand is then given by the optimal (most probable) hypothesis-connecting path through the set of frames under consideration. The probability of the path depends on the probability of each hypothesis plus an additional cost associated with the spatial shift in location from one frame to the next. The optimal path can be found efficiently using dynamic programming using the Viterbi algorithm [62] .
Head and Hand Tracking: The algorithms for head and face tracking are based on similar but slightly different approaches. Both trackers are based on rectangular tracking windows whose location is continuously adapted using Kalman filters [104] to follow the user's head and hand. While the head tracker relies solely on skin color image cues, the hand tracker is a continuous version of the hand detector and is geared toward skin-colored moving objects. Prior knowledge about the human body is utilized for avoiding and resolving conflicts and interference between the head and hand tracks. The tracking methods used are based on simple imaging cues but are very efficient and require less than 15% processing time of a single CPU.
Continuous Gesture Recognition: The main visual interaction modality is continuous gesture recognition. We adopt Kendon's framework [105] by organizing these into a hierarchical structure. He proposed a notion of gestural unit (phrase) that starts at the moment when a limb is lifted away from the body and ends when the limb moves back to the resting position. After extensive analysis of gestures in the Weather domain and iMap [71] , [106] we have selected the following strokes: contour, point, and circle.
Bootstrap and Evolve strategies were used to design the system. Based on our experience with examining weather narration broadcasts, we modeled deictic gestures based on a set of fundamental gesture primitives that pose a minimal and complete basis for the large-display interaction tasks considered by our applications. The statistical gesture model and continuous recognition is based on continuous observation density HMMs [62] and is described in detail in [107] .
The gesture acquisition system yields continuous streams of observations. Hence, the traditional state sequence approaches cannot be employed, as one has no easy method of detecting the beginning and end to the gestures embedded in the stream. We have implemented the state estimation procedure in a continuous mode by employing a simple yet powerful approach called token passing [68] . Token passing operates by maintaining a set of tokens that are copied and passed around in the compound transition network. As tokens are passed around in the network, transitions and observation incur costs as negative logarithm of the corresponding probability values. At each time step and for each state, every token associated with the given state are duplicated according to how many outgoing transitions exist for the given state. Each duplicate is passed along one outgoing transition and the cost of this transition is added to the current cost associated with the given token. In addition, the cost associated with the observation available at this time step is obtained from the target state observation density and also added to the current cost of the token. Then, for every state, only a number of tokens with the lowest cost are maintained, while all others are discarded. In addition to this procedure, the state transition history for each token is maintained. Then, at periodic intervals, the set of tokens that share the most probable history up to a time located a certain interval in the past is determined. The state transition history of these tokens is assumed to be the true sequence of performed gestures. The procedure is then continued after discarding all but the offsprings associated with this most probable history.
After bootstrapping, refinement of the HMM and the recognition network was performed by "pulling" desired gestures from a user. The system extracted gesture and speech data and automatically segmented the thus-obtained gesture training data. To accommodate the incidental gesticulation and pauses in addition to meaningful gestures, garbage and rest models have been added to the compound network (see Fig. 8 ). b) Speech Recognition: Speech recognition has improved tremendously in recent years and the robust incorporation of this technology in multimodal interfaces is becoming feasible. The XISM system utilizes a speaker dependent voice recognition engine (ViaVoice from IBM) that allows reliable speech acquisition. The set of all possible utterances is defined in a context free grammar with embedded annotations. This allows constraining the necessary vocabulary that has to be understood by the system while retaining flexibility in how speech commands can be formulated. The speech recognition module of the system only reports time-stamped annotations to the application front end, which is responsible for the modality fusion and context maintenance.
3) Modality Fusion: In order to correctly interpret a user's intent from his or her utterances and gestural motions, the two modalities have to be fused appropriately. Due to the statistical method employed for continuous recognition, both the speech recognition and gesture recognition systems emit their recognition results with time delays of typically 1 s.
Verbal utterances such as "show me this region in more detail" taken from a typical geocentric application have to be associated with co-occurring gestures such as " Preparation Area Gesture Stroke Retraction " The understanding of the temporal alignment of speech and gesture is crucial in performing this association. While in pen-based systems [29] , gesture have been shown to occur before the associated deictic word ("this"), our investigations from HCI and Weather Narration [67] showed that for large screen display systems, the deictic word occurred during or after the gesture in 97% of the cases. Hence, modality fusion can reliably be triggered by the occurrence of verbal commands. The speech recognition system emits streams of time stamped annotation embedded in the speech grammar; for the previous case one would obtain (see Fig. 9 )
The annotation "LOCATION" occurring around the time corresponds to the occurrence of the deictic keyword "this." Similarly, the gesture recognition might report PREP AREA RETRACTION
indicating that an area gesture was recognized in the time interval [ ]. Using the time stamp of the deictic keyword, a windowed search in the gesture recognition result history is performed.
Each past gesture stroke is checked for co-occurrence with appropriate annotations. Given, for example, time stamps [ ] for a gesture stroke, association with a keyword that occurred at time is assumed if . Where and are constants determined from training data. This approach allows the occurrence of the keyword a short time before the gesture and a longer time delay after the gesture. Upon a successful association, the physical content of the area gesture, namely, hand trajectory data for the time interval [ ] is used to obtain the actual gesture conveyed components of the compound speech gesture command. For a detailed description of the system components, see [26] . The main system tasks were separated into a set of separate execution threads as shown in Fig. 10 . Since many of the components run on different time scales (especially the Speech Recognition, Face Detector and Active Camera), the architecture was designed to take advantage of multithreaded parallel execution.
4) Usability Study:
This XISM system has been and is currently being used for conducting cognitive load studies in which different aspects of multimodal interaction can be measured accurately and compared to traditional and alternative interaction methods under variable but controlled conditions. Informal user studies with the crisis management and related multimodal applications [108] have shown that 80% of users had successful interaction experiences. In addition, observations revealed that the system behaved according to its specifications in 95% of the cases. The acceptance of the XISM system was high with little or no difficulties in understanding the "mechanics" of multimodal interaction. Formal user studies are currently in progress.
B. DAVE_G
This section describes the subsequent HCI system DAVE_G that takes XISM one step further to accommodate the need for collaborative work on geospatial data in crisis management. Clear disadvantages of current emergency operations are the rather long and tedious, and also error prone interactions with GIS specialists who work in the background to produce maps requested by the decision makers [109] . In order to overcome those problems, an effective and natural-to-use interface to GIS is currently being developed that allows the individuals participating in crisis management to utilize natural language and free hand gestures as a means of querying GIS, where gestures provide more effective expression of spatial relations (see Fig. 11 ).
Compared to XISM that can only handle well-structured commands, the interface of DAVE_G broadens the spectrum and complexity of expressible request and interaction patterns tremendously. Therefore, a form of dialogue management is needed to process ill-structured, incomplete, and sometimes incorrect requests. The dialogue manager in DAVE_G is able to understand and guide the user through the querying process, and to verify and clarify with the user in case of missing information or recognition errors.
1) Evolution of DAVE_G From XISM:
We are using the framework for speech-gesture based HCI XISM to build upon and extend the single-user interaction interface and achieve our goal of a dialogue-assisted, collaborative group-work-supporting interface to an intelligent GIS. This task poses several challenges to the existing HCI framework of XISM. One challenge is to extend XISM to support simultaneous interactions of multiple people with DAVE_G. Although the XISM framework supports several capture zones for multiple-user tracking, this approach has disadvantages in computational needs as well as restriction of the users' workspace and mobility. Therefore separate active cameras are used for each user. Similar, instead of using only one microphone or a microphone array that is shared by all users, a separate microphone is used for each user. Thus, the identity of each user's gesture and command can easily be tracked, which later will be useful in modeling a shared plan within DAVE_G's dialogue management.
The integration of multiple user requests into one system that pursues a common goal raises further challenges to the initial XISM, in which only one, relatively simple user command had to be associated with one specific action that was then carried out by the system. DAVE_G, in contrast, attempts to leave behind such a command and control driven environment and reaches for a more natural interface to query geospatial information. Positioning DAVE_G, dialogues are neither user led nor system led, but rather a mixed initiative controlled by both the system and the users in a collaborative environment. It allows complex information needs to be incrementally specified by the user while the system can initiate dialogues anytime to request missing information. This is important, since the specification of required spatial information can be quite complex, and the input of multiple people in several steps might be needed to successfully complete a single GIS query. Therefore, the HCI can no longer require the user to issue predefined commands, but needs to be flexible and intelligent enough to allow the user to specify requested information incompletely and in collaboration with other users and the system. A description of our initial prototype version of DAVE_G is given in greater detail in [110] . Fig. 12 shows the system design for the current prototype of DAVE_G that addresses some of the challenges discussed earlier in this paper. The prototype uses several instances of speech and gesture recognition modules from XISM. These modules can be run on distributed systems or on one single machine as well. Each module recognizes, and interprets on a lower level, user actions and sends recognized phrases and gesture descriptions to an action integration unit, where direct feedback information (such as hand positions and recognized utterances) are separated from actual GIS inquiries. While the former is used to give immediate feedback to the user, the latter is sent to a dialogue management component that processes user requests, forms queries to the GIS, and engages in a collaborative dialogue with the users. The dialogue manager is built using an agent-based framework that uses semantic modeling and domain knowledge for collaborative planning. The following section discuses selected components of DAVE_G in greater detail.
2) Interpreting User Actions and Designing a Meaningful Dialogue:
In order to support such complex user inputs as depicted in the given scenarios at the beginning of this paper, two challenges must be addressed. One is to achieve satisfactory recognition accuracy and robustness in speech recognition, which has a direct impact on the overall system performance. Second, the semantic analysis and interpretation of the recognized spoken and gestured user inputs has to be powerful enough for such a broad and complex domain as crisis management. We started out with the speech recognition engine IBM ViaVoice, which was also used in XISM. Here, the key to accurate performance is a finely tuned context-free grammar that defines syntactical and semantic correct phrases and sentences that are to be used in the spoken interaction. The following section describes some of the issues that have to be handled when natural HCI beyond simple command and control environments make use of grammar-based speech recognition. a) Speech Recognition: The first step in understanding multimodal input is to recognize meaningful phrases that help in discourse interpretation and intention recognition. Several methods for semantic parsing was outlined previously that differ in the degree of structural constraints that are posed on accepted input forms. While semantic grammar parsing imposes many constrains on well-formed input structures (e.g., it does not allow irregular or spontaneous speech), it does improve overall speech recognition accuracy compared to loose concept or keyword spotting from unconstrained speech.
Through insight gained from interviews and onsite visitations of emergency operations centers (see later), a common representative structure of most domain user actions could be identified. This was used to create an overall speech interaction corpus and to define a context-free grammar for DAVE_G. In general, the user might perform one of three actions: request, reply, or inform. Requesting information from the GIS (e.g., asking for a map) is the most frequently used interaction. In cases when the request is ambiguous or cannot completely be understood, the dialogue manager will respond with a question that prompts the user to provide more information to resolve those ambiguities. A dialogue is achieved if the user replies and allows the dialogue manager to complete the initial request, thus helping to make progress on the current task. The third action a user might perform is to inform, in other words communicate with, the GIS about facts and beliefs that are relevant to the task.
However, the required spectrum of request and command utterances becomes very complex and modeling all possible user inputs is not possible. Based on scenario analysis, a subset of possible request-utterances was chosen. The most commonly used request can be modeled as: ----. A many times can directly be matched to a type or sequence of GIS queries (e.g., show a layer, select features). The action is applied to an that can be any feature on the map or an attribute of an entity. Each entity can further be described by a set of qualifiers like in "all cities" or "this area." The most complex and challenging part of the grammar definition is the description of relations or prepositions that are possible between entities (e.g., "which will lay above").
Since not all combinations of qualifiers, entities, and relations are meaningful, they are further decomposed into subclasses, which ideally would only occur together and, thus, preserve the inherent semantic meaning of defined sentences. In practice, however, overlapping, semantically, or even structurally incorrect sentences are still accepted by the grammar and indeed produced by users. The dialogue management will handle such incorrect phrases or sentences in an intelligent way, and maintain a meaningful dialogue.
An example of the grammatically structured request language is depicted with the request "Dave, create a one-mile buffer around the current surge zone layer" in Fig. 13 . The headings of the nonterminals (light boxes) represent the nonfinal stages and abstract definitions of their containing phrases. Headings of darker, final stage boxes (terminals) represent the actual semantic meaning of their contained words or phrases. These tags help identifying semantically related phrases and structures in the interpretation and natural language processing stage of the dialogue management unit.
b) Semantic Interpretation: By using semantic knowledge about supported phrases and sentences directly within the speech recognition process, the interpretation of user actions and their matching GIS queries becomes more feasible. The interpretation process of user actions can be hierarchically divided into two levels. The lower level handles the fusion of all input streams and generates individual user requests as described in the previous section. The upper level makes use of task specific context and domain knowledge to generate complete and meaningful queries to the GIS database, incorporating commands from all users. This level is embedded in a dialogue management unit that resolves ambiguous and conflicting requests and guides the user through the querying process.
A mixed-initiative dialogue control in an agent-based approach is chosen that allows for complex communications during problem-solving processes between users and a GIS [111] , [112] . The distinctive feature of an agent-based system is that it offers cooperative and helpful assistance to humans in accomplishing their intended tasks. A so-called GI agent reasons and supports each user's intentions during collaborative work. A database of previous dialogue interaction (dialogue history) is maintained within the knowledge base for dynamic domain context, in order to use it for the interpretation of subsequent user inputs. Additionally, the agent knows about spatial data availability and knows which procedures for data processing and display are valid (static domain context). The prototype of DAVE_G is more flexible than traditional master-slave GIS interactions in several ways. First, the prototype allows users to provide partial interaction information without rejecting the command entirely. Second, the system accepts ambiguous commands. In case of unintelligible or incorrect commands, the system is able to question the user for further clarification. The HCI framework applied in XISM allows the recognition of continuous hand gestures like pointing at a particular location and outlining an area of interest. As discussed in Section II, weaknesses of speech recognition can be partially resolved by incorporating complementary information form the gesture cue and vice versa.
Currently, DAVE_G fuses speech and gesture information on a timely and semantic level to resolve spatial references (e.g., "What is the capacity of these shelters?") in a manner similar to that done in XISM. However, in a much richer semantic domain as needed for GIS-enabled collaborative crisis management, the relation between a selecting gesture and a spoken reference "these" can no longer be resolved by simple keyword spotting. The meaning of "these" depends on the actual context of discourse and domain. "these" might refer to shelters that were already selected in a previous request (e.g., a previous request: "Dave, highlight all facilities in this area") and thus, using discourse knowledge, DAVE_G is able to make the correct inference about the specification of "these shelters". On the other hand, no shelters might have been specified earlier in the discourse and, thus, "these" represents an unresolved reference. The system then has two subsequent options for how to complete the query. It can search for available information in other cues (e.g., gestures) or prompt the user to specify missing pieces.
In the first case, DAVE_G has marked "these" as a potential spatial reference and the gesture cue is searched for timely matching spatial descriptions that can complement the missing information. Depending on the actual spatial reference, different gesture types are favored over others to close the semantic gap of a given request. A second source for retrieving missing information is to prompt the user to verbally specify missing information. (For example: "The following shelters are available: hospitals, schools and hurricane. Please specify which ones you want.") Such a dialogue is initiated if no other information resources are available to explain missing parameters for a correct data query. Dividing spatial references into such two categories is not all exhaustive because in part they also depend on the given context. However, it serves as an initial solution and user studies have to be conducted in order to develop a more realistic view of how to resolve spatial references outside and within domain and discourse context.
4) Prototype Design and Usability:
The utilization of such a multimodal interface is likely to differ from the standard mouse and keyboard interface we are used to. Therefore, special attention has to be applied to the design of such a new HCI to generate effective user interfaces for multiuser applications in the emergency management domain. In designing the prototype, we have adopted a CSE approach that involved incorporating domain experts into the earliest stages of system design. See [113] and [114] for an overview on CSE and work domain analysis. This approach involved conducting interviews and questionnaires as well as onsite visitations to emergency management operations centers.
First, a set of questionnaires was administrated for the domain and task analysis. The questionnaire was sent out to 12 emergency mangers in Florida; Washington, DC; and Pennsylvania. The objective was to identify GIS-based response activities and operations on disaster events. The participants indicated that a GIS-based emergency response would need to support zoom, pan, buffer, display, and spatial selection of geospatial data. The emergency tasks for which these operations were used included transportation support, search and rescue, environmental protection, and firefighting. In a first step, this allowed us to compile the required GIS functionality into three categories: data query, viewing, and drawing.
Second, onsite visitations of emergency operations centers helped to assess realistic scenarios, task distributions, and their interconnections [80] . This, in turn, helped to focus the design of DAVE_G on realistic requirements. In particular, a more specific set of gestures could be identified that would be most useful in gathering geospatial information, as well as clusters of similar articulated actions that helped to bootstrap the dialogue design and the natural language processing modules.
The current multimodal prototype systems DAVE_G and XISM are still basic in nature and have been developed in controlled laboratory conditions, with emphasis on the basic research issues and theoretical foundations they impose on natural HCI development. The main disadvantage of these systems is their limited robustness toward realistic environments in which considerable and unpredictable noise in all input modalities makes their actual application impracticable. Little error recovery has been applied to accommodate for miss-recognition and interpretation. While the results presented show excellent promise and can be leveraged for bootstrapping purposes, a fundamental change in research direction is needed During further developments of DAVE_G we will carry out constant validations that will guarantee the effectiveness and acceptance of this new interface design for the emergency management domain. In particular, we will conduct usability studies for the current prototype to gain insight of various interface properties such as naturalness of request utterances, dialogue form and interaction feedback, information presentation and visualization, ease of hand gestures as a form of spatial input generation, and, last but not least, the overall effectiveness compared to current interfaces to GIS. Further studies and developments toward a realistic multimodal interface to GIS will be carried out on the basis of our findings in these initial studies. Ongoing research and long-term research goals for DAVE_G as well as multimodal interfaces for crisis management in general will be discussed in the following section.
IV. FUTURE CHALLENGES
The lack of an integrated system in the real world, which can bring together all the agencies involved in emergency response, verifies the technological challenges involved in crisis management. As discussed in the previous section, multimodal human computer interface technologies, pervasive computing, device interoperability, etc., can address these limitations to some extent. In this section, we will discuss our ongoing research efforts and the grand challenges that need to be addressed to realize a practically feasible collaborative crisis management system. We discuss the scientific and engineering and practical challenges separately in the following sections.
A. Scientific Challenges
To develop a natural collaborative system for crisis management, we believe that the following scientific challenges need to be addressed in the system design: 1) development of cognitive and linguistic theories to support collaborative system design; 2) real-time sensing, automatic initialization, and tracking/management of multiple users; 3) multimodal fusion (i.e., to improve the recognition and to deal with inexact information); 4) semantic framework for multimodal and multiuser collaboration; and 5) usability study as well as performance metrics. Next, we discuss each of them in detail.
1) Cognitive and Linguistic Theories:
A few important steps in realizing a collaborative crisis management system are the development of cognitive theories to guide multimodal system design and the development of effective natural language understanding, dialogue processing, and error handling techniques. Here, we believe an interdisciplinary approach (including, but not limited to, CSE, distributed cognition, activity theory, and cognitive ergonomics) to learning about the work domain will assist in the development of multimodal design guidelines. Moreover, the use of realistic crisis management scenarios derived from work domain analyses will be critical to designing better computer vision, gesture recognition and dialogue management algorithms. Such scenarios can help assist in the creation of usability standards and performance metrics for multimodal systems.
2) Real-Time Sensing: Automatic initialization and tracking multiple people is a key challenge for collaborative HCI system design. The most desirable properties of a visual hand and arm tracking system are robustness even in the presence of rapid motion, the ability to track multiple hands or users simultaneously, and the ability to extract 3-D information such as pointing direction while still maintaining real-time performance and the initialization capability. When tracking multiple people robustly in an unconstrained environment, data association and uncertainty is a major problem. Recently, we have been researching to develop a framework using a multiple-hypotheses tracking (MHT) algorithm to track multiple people in real-world scenes (see [115] for details). We are also developing a statistical framework to deal with data association and uncertainty problems associated with multiple people collaborating in same place.
3) A Framework for Multimodal Fusion: A general framework for multimodal fusion is crucial in designing a robust collaborative HCI system. The key would be to consider each of the input modalities in terms of the others, rather than separately. In this section, we outline future directions in gesture recognition and speech recognition a) Speech Recognition: The speech recognition software currently used in our existing systems (e.g., XISM and DAVE_G) is IBM ViaVoice, which is speaker dependent and needs to be trained for individual users. Hence, it would be useful to experiment with other speech recognition products. One speaker independent product is Nuance, which supports 26 different languages with dynamic language detection in real time. Nuance reports a recognition accuracy of 96% in a clean environment. However, environments such as a crisis management usually involve variable noise levels, social interchange, multitasking and interruption of tasks, Lombard effect, accent effects, etc. All these effects combined can lead to a 20%-50% drop in speech recognition accuracy. Thus, an audiovisual fusion framework for signal enhancement using gaze detection, blind source separation, and filtering will improve the quality of the speech signal significantly.
Two key issues in developing continuous speech recognition and automated speech understanding (ASU) systems are the disambiguation of word hypotheses and the ability to segment streams of speech data into appropriate phrases. The incorporation of prosodic features in speech recognition and ASU has led to significant improvements in recognition accuracy. Furthermore, prosodic information can also help speed up the recognition process, since with the incorporation of prosodic cues one can significantly reduce the search space. We are researching to develop a new framework that will help to improve continuous speech recognition.
b) Gesture Recognition: The state of the art in continuous gesture recognition is still far from meeting "naturalness." Despite recent advances in vision-based gesture recognition its application remains largely limited to predefined gestures due to a low recognition rates for "natural" gesticulation. It is widely perceived that multimodal coanalysis of visual gesture and speech signals provide an attractive means of improving continuous gesture recognition. We believe prosodic manifestations can be considered as a basis for coanalyzing loosely coupled meaningful hand movement (phases of gesture) and speech signals. We are exploring a set of prosodic features for coanalysis of hand kinematics and spoken prosody to improve recognition of natural spontaneous gesticulation. We consider coanalysis based on both physiological and articulation phenomena of gesture and speech production. Although it is difficult to formulate two different analyses that uniquely address each phenomenon, we assume that physiological constraints of coverbal production are manifested when raw acoustic correlate of pitch ( ) is used for a feature-based coanalysis. In contrast, coarticulation analysis utilizes notion of co-occurrence with prosodically prominent speech segments.
4) Semantic Frameworks for Multimodal, Multiuser Collaboration:
Collaborative problem solving in crisis management requires the fusion of gesture-speech inputs from multiple participants and maintain a semantic model of collaboration in advancing tasks. Simple grammar-based semantic analysis is extremely inadequate. Plan-based approaches seem to be more appropriate modeling the dialogue phenomena in dynamic crisis management context. AI-planning methods use complex plan recognition and plan completion techniques to generate interactive system behavior. However, traditional models based on single agent plans are not sufficient for modeling multiagent dialogues. A fruitful direction is to model collaborative dialogues using an agent-based approach where more explicit models of a user's belief, a user's task structure, related world events, and their interactions are maintained. In the current DAVE_G system development, we are working on developing a framework for dialogue management in multimodal, multiuser interactions with critical geospatial information sources.
5) Usability Study and Performance Metric: Sophisticated methods for formal experimental evaluation are quite crucial to determine causal relationships between interface characteristic and user performance/ behavior. A serious effort is needed to measure the performance of speech-gesture driven multimodal crisis management systems. While some researchers have focused on specific usability aspects of multimodal design (e.g., [116] ), researchers have not yet addressed the range of issues important to the creation of a working multimodal crisis management system. We believe that the traditional usability issues in interface design will need to be expanded and adapted for multimodal system design. Moreover, usability frameworks and performance metrics for testing usability issues in multimodal systems must be established.
B. Engineering and Other Practical Challenges
Apart from the previously discussed scientific challenges, there are engineering issues that may help in system design.
1) Task-specific system: It is important to develop a fully integrated task-specific system that takes into account the multilevel users' studies along with consideration of all possible aspects of a systems interaction cycle and integration issues (static and dynamic synchronization) to build innovative applications. Tools developed in a task-specific system can be extended for general system design.
2) Framework for characterizing multimodal interaction:
There should be a formal framework for characterizing and assessing various aspects of multimodal interaction, for example, the complementarities, assignment, redundancy, and equivalence that may occur between the interaction techniques available in a multimodal user interface. 3) Fusion and fission: Novel aspects of interactions must be considered, such as the fusion and fission of information, and the nature of temporal constraints on the interactions. Fusion refers to the combination of several chunks of information to form new chunks, and fission refers to the decomposition phenomenon. As for fission, it may be the case that information coming from a single input channel or from a single context needs to be decomposed in order to be understood at a higher level of abstraction. 4) Data Acquisition: During a crisis, the situation is always in flux. A changing situation not only requires continuous reevaluation of rescue and response priorities, but also increases potential risk for rescue workers. Hence, pervasive sensing technologies that would enable nonhuman monitoring of shifting, dangerous situations can play a key role. Such sensors continuously gather data with preplaced sensors capable of wireless data transmission, eliminating the need for humans to gather data. 5) Interoperability of devices: The issue of interoperability across the wide range of devices is very critical for a seamless flow of information and communication. The wide range of devices, along with the special needs for the graphical user interface and the data handling capability, as well as the bandwidth requirements of these devices, creates a challenge for the multimedia engine in the interoperability architecture.
V. CONCLUSION
This paper discusses the potential role of multimodal speech-gesture interfaces in addressing some of the critical needs in crisis management. Speech-gesture driven interfaces can enable dialogue-assisted information access, easing the need for user training by hiding the complex technologies underlying information systems used in crisis management. Further, such interfaces can support collaborative work that is a fundamental aspect of crisis management. However, there are many challenges that need to be addressed before multimodal interfaces can be successfully used for crisis management. This paper discusses both the challenges as well as the progress to date. It describes the evolution of two implemented prototype systems, namely, XISM and DAVE_G, developed as a cooperative effort between Penn State and Advanced Interface Technologies, Inc. Experiments with these systems reinforce the great potential of speech-gesture driven systems for crisis management as well as other collaborative work.
