Abstract. The weather research and forecasting model (WRF) is initialized with ERA-Interim re-analysis to produce a higher resolution dataset over a one month period. WRF is supposed to introduce small scale information and maintain the mean large scale features. A detailed spectral analysis is performed to verify this statement. It reveals that consistency in large-scale features is not achieved for wavelengths greater than or equal to 6
Introduction
Morocco has engaged itself in an appraisal of the wind energy resources. The first step is a wind atlas that will depict the mean wind speed at 100 m height above land and coastal areas. The wind atlas is created by averaging instantaneous wind fields during several years.
High resolution wind fields needed for the atlas are currently unavailable. The dynamical downscaling method is an approach to create them. Dynamical downscaling consists in initializing a numerical meteorological model with a coarse resolution analysis and run the model at a higher resolution over the area of interest. Most of the time a re-analysis field is used (Castro et al., 2005; Heikkilä et al., 2011) since it is considered as the best field a numerical model can produce at the resolution of the re-analysis. In our case, no local measurements are assimilated in the high resolution model.
Traditionally the atlas is compared to several independent measurements to estimate its reliability. It determines its ability to represent some particular local flows but do not validate the atlas over the entire region. To overcome this challenge, one may think of comparing the re-analysis and the high resolution fields once remapped at the coarse resolution. Ideally, the difference should be small and the consistency of large scale features between both data sets should be large. This is particularly true for variables independent from orographic effects. This paper presents a method to perform such a comparison and to study the amount of large scale patterns from re-analysis maintained by a numerical downscaling process with and without spectral nudging. It aims at evaluating the magnitude of the consistency error between a re-analysis dataset and a higher resolution simulation for wind speed at 100 m. In the case when the consistency error is high, a further effort should be carried out to modify the large scale features of the wind atlas through data fusion for example (Fichaux et al., 2005) .
Method

Numerical simulation setup
We use the European Centre for Medium-range Weather Forecast (ECMWF) ERA-Interim re-analysis (Dee et al., 2011) as input and the Weather Research and Forecasting (WRF, Skamarock et al., 2008) nodes at 0.25
• resolution containing Europe and a part of the African continent (Fig. 1) . We designed 40 vertical levels to fit the 40 first vertical levels of ERA-Interim at initial time. The domain of study can represent the coarser domain for a dynamical downscaling method to produce a wind atlas over Morocco. No higher resolution domains are nested in this paper.
The fully compressible non-hydrostatic equations are integrated on a 60 s time step using the 3rd order Runge Kutta scheme. Land and lakes surface temperature and moisture as well as snow cover and frozen soil physics are computed by the Noah Land Surface Model (Chen et al., 1996) in four layers every time steps. The sea-surface temperature and the deep soil layer are updated every 6 h with ERA-Interim data. Cumulus are parameterized using the Kain-Fritsch scheme (Kain and Fritsch, 1990) and since the final goal is to obtain a high resolution atlas a sophisticated 6-class microphysics scheme (Hong and Lim, 2006 ) is used. The other parameters are set to the default value.
A simulation (NODA) is run without data assimilation. The interior part of the domain, far from the lateral boundary conditions is left alone and only the physical and dynamical processes take place. This is the worst case configuration; the low predictability of the atmosphere implies an expected low consistency in that case. A second simulation (SPECNUD) is conducted with spectral nudging turned on above the 10th vertical level (approximately 1200 m a.g.l.). The nudging coefficient linearly increases to full strength (5.10 −4 s −1 ) for the next 3 vertical levels. The wave number considered for nudging is set to 3 in each directions corresponding to a resolution of 21
• approximately. The configuration with spectral nudging activated should lead to a better agreement between WRF and ERA-Interim large scales and could be used for the computation of a wind atlas.
Consistency error
ERA-Interim dataset is the reference field in the following. In order to avoid the introduction of discrepancies in the reference through the re-sampling and interpolation processes (Wald et al., 1997) , the ERA-Interim wind fields are only re-sampled from the 0.75
• original grid points onto a 0.25
• grid, each 6 h. The WRF high resolution fields are then interpolated horizontally and vertically on the same grid. Even if the two fields are gridded the same way, the information scale contained in each field is different. Obviously, the WRF simulation exhibits more fine structures than ERA-Interim. Due to the resolution difference and since the simulation NODA is run freely, a direct comparison between reference and simulations results cannot be considered. The physical processes scale represented by a gridded domain can be at most twice the resolution of the grid as stated by the Nyquist-Shannon sampling theorem. Hence ERAInterim, which resolution is 0.75
• , represents processes at most 1.5
• resolution. A theoretical anti-aliasing low-pass filter (H theo ) has then been designed to remove the information contained in scales less than 1.5
• (twice the resolution of ERA-Interim) from the WRF simulations, noted RUN in the following equations. H theo is a sinus cardinal function in the spatial domain apodized with a Blackman function (Blackman and Tukey, 1958) . By construction, the remapped re-analysis noted ANA in the following equations, does not contain information at scales less than 1.5
• . The difference between the one month mean analysis ANA and simulation RUN convoluted to the theoretical filter is called the consistency error (CE) and is defined as follows:
The absolute value of monthly mean consistency error is presented in Fig. 2a for the NODA simulation and in Fig. 2b for the SPECNUD simulation. Large errors up to 5 m s −1 appear in complex terrain for the NODA simulation since the 100 m wind is not independent of orographic effects. Even if diminished of 25 % in mean, the error remains large for the SPEC-NUD simulation. The error over the ocean and in coastal area is however high.
For both NODA and SPECNUD simulations the consistency error exhibits a fine scale structured field. It means that the theoretical filter did not remove enough scales from the WRF field to be coherent with the features from ERAInterim. The smaller scale theoretically represented by ERAInterim are modified by WRF.
Can the consistency error be decreased?
We have further investigated the change in consistency error with scale. As stated previously the theoretical filter is not adequate to obtain a great consistency between WRF and ERA-Interim. The objective is yet to assess the existence and the value of a threshold scale above which the error is small or acceptable. We expect the spectral nudging to modify this threshold since the WRF large scales are constrained towards large scales from ERA-Interim. A filter H opt is designed such as to minimize the consistency. It is constructed from the Fourier transform of the auto-correlation function (Γ):
is minimal. Assuming 2nd order stationary processes and applying the perpendicularity theorem, it can be proven that the re-analysis auto-correlation is related to the cross-correlation:
Using Eq. (1), H opt is applied to the one month period mean wind speed. The obtain filter provides the threshold above which the large scale structures are maintained by the high resolution model in the mean wind field and its amplitude determine the amount of information maintained. By definition, this is the smallest consistency error that can be obtained by removing information from the high resolution simulation. The mean error magnitude is reduced by about 20 % for the NODA simulation and by about 15 % for Figure 4. Latitudinal profile of the optimal filter for the one month mean of the 100 m wind speed plotted on relative frequency range (0.5 corresponds to half the sampling rate of the re-analysis) for the NODA simulation (in red) and for the SPECNUD simulation (in blue). The theoretical filter is represented as the thin black line.
the SPECNUD simulation (Fig. 3) compared to the consistency error in the theoretical case (Fig. 2) . Many previously observed fine scales structures have been removed. The error is however slightly increased over ocean and reduced over flat terrain.
The obtained filter shapes are isotropic which means that there is no preferential treatment along one direction upon the other. The latitudinal profile of the optimal filter for both simulations is presented in Fig. 4 and superimposed on the transect of the theoretical filter. In Fig. 4 the frequency axis is graduated relatively to the sampling frequency of the reanalysis: a value of 0.5 corresponds to a wavelength of 1.5
• . The optimal filters are mostly rectangular from −0.12 to 0.12. It corresponds to a low-pass filter with a low-pass threshold of 6.25
• ; structures from ERA-Interim less than 6.25
• are strongly modified by the WRF model. This threshold is almost the same for both simulations.
It can be noted that the maximum spectral response of the filter is not equal to 1. When the model is run freely the large scale mean wind speed is increasing along with the resolution. When the spectral nudging is turned on the amount of large scale structures is slightly lesser in WRF than in ERAInterim. To perfectly match the ERA-Interim large scales a smaller nudging coefficient (4.10 −4 s −1 for example) should be used. Hence this comparison technique can be used to determine the best WRF nudging configuration.
Once H opt is obtained for the monthly mean it is applied to the WRF output every 6 h and the consistency error time series is computed. The time evolution of the error is presented in Fig duration of the simulation when the model is run freely but remains quite constant when spectral nudging is turned on. It confirms that the model has to be constraint regularly towards a re-analysis to perform a long lasting wind atlas simulation. The rapid increase at the beginning of the time series corresponds to the spin-up period of the model that can be estimated to 24 h.
Conclusions
The method presented in this paper is a possible approach to quantify the spatial representativeness of high resolution numerical model compared to re-analysis. It is able to determine the scales from re-analysis, considered as the best information, kept in the high resolution wind field. In the present study, two WRF simulations with and without data assimilation are compared to ERA-Interim re-analysis. After removing the theoretical range of information from high resolution simulations to be on the exact same theoretical range scale than re-analysis, the consistency error remains large and includes still fine scale structures. An optimal filter is then computed to minimize the consistency error. The obtained filter is a thinner low-pass filter compared to the theoretical filter. It means that WRF modifies the information up to 5 times the size of the grid cell resolution of the re-analysis. Turning on the spectral nudging does not modify this threshold but maintains the magnitude of large scale under this threshold. It leads to a higher consistency between WRF and ERA-Interim and this consistency remains stable over the one month period simulation whereas it increases without constraint.
Simulations with different spectral nudging configurations could be run to determine the effect of the nudging coefficient or of the wave number for example. A longer simulation is also needed to verify that the WRF model remains coherent with the re-analysis over long time periods such as years needed for a wind atlas. The difference between the NODA and SPECNUD simulations raises the question on the impact of the misrepresentation of the large scale features. Indeed the range of the large scale from re-analysis maintained in both high resolution simulations is similar. The amount is however superior over these scales when spectral nudging is activated. The obtained wind atlas (here over a one month period) is more reliable for the SPECNUD than for the NODA simulation. Would the wind atlas be even more reliable with a stronger constraint towards re-analysis?
