Given a large network, changing over time, how can we find patterns and anomalies? We propose Com2, a novel and fast, incremental tensor analysis approach, which can discover both transient and periodic/repeating communities. The method is (a) scalable, being linear on the input size (b) general, (c) needs no user-defined parameters and (d) effective, returning results that agree with intuition.
Introduction
Given a large time-evolving network, how can we find patterns and communities? How do the communities change over time? One would expect to see strongly connected communities (say, groups of people, calling each other) with nearstable behavior-possibly a weekly periodicity. Is this true? Are there other types of patterns we should expect to see, like stars? How do they evolve over time? Is the central node fixed with different leaves every day or are they fixed over time? Perhaps the star appears on some days but not others?
Here we focus on exactly this problem: how to find time-varying communities, in a scalable way without user-defined parameters. We analyze a large, million-node graph, from an anonymous (and anonymized) dataset of mobile customers of a large population and a bipartite computer network with hundreds of thousands of connections, available to the public. We shall refer to time-varying communities as comet communities, because they (may) come and go, like comets.
Spotting communities and understanding how they evolve are crucial for forecasting, provisioning and anomaly detection. The contributions of our method, Com2, are the following:
-Scalability: Com2 is linear on the input size, thanks to a careful, incremental tensor-analysis method, based on fast, iterated rank-1 decompositions. -No User-Defined Parameters: Com2 utilizes a novel Minimum Description Length (MDL) based formulation of the problem, to automatically guide the community discovery process. -Effectiveness: We applied Com2 on real and synthetic data, discovering time-varying communities that agree with intuition. -Generality: Com2 can be easily extended to handle higher-mode tensors.
Background and Related Work
In this section, we summarize related work on graph patterns, tensor decomposition methods, and general anomaly detection algorithms for graphs.
Tensor Decomposition. An n-mode tensor is a generalization of the concept of matrices: a 2-mode tensor is just a matrix, a 3-mode tensor looks like a data-cube, and a 1-mode tensor is a vector. Among the several flavors of tensor decompositions (see [1] ), the most intuitive one is the so called Canonical Polyadic (CP) or PARAFAC decomposition [2] . PARAFAC is the generalization of SVD (Singular Value Decomposition) in higher modes.
Tensors have been used for anomaly detection in computer networks [3] and Facebook interactions [4] and for clustering of web pages [5] .
Static Community Detection. Static community detection methods are closely related to graph partitioning and clustering problems. Using a more algebraic approach, community detection can also be seen as a feature identification problem in the adjacency matrix of a graph and several algorithms based on spectral clustering have been developed. Santo Fortunato wrote a detailed report on community detection [6] .
Time Evolving Graphs. Graph evolution has been a topic of interest for some time, particularly in the context of web data [7, 8] . MDL-based approaches for detecting overlapping communities in static graphs [9] as well as non-overlapping communities in time-evolving graphs [10] have been previously proposed. However, the former cannot be easily generalized to time-evolving graphs, whereas the latter focuses on incremental, streaming community discovery, imposing segmentation constraints over time, rather than on discovering comet communities. Other work, e.g. [11] , studies the problem of detecting changing communities,
