I. INTRODUCTION

W
IND turbines have become an important source of renewable power generation in the last years. A major issue with wind turbine systems, particularly those located offshore, is the relatively high cost of operation and maintenance (OM). Also, poor reliability directly reduces the availability of wind power due to the turbine downtime [1] .
The fault diagnosis (FD) and fault-tolerant control (FTC) of wind turbines are an important issue in order to decrease the OM costs and increase penetration into electrical grids because of the enhanced reliability that those techniques can provide. However, the complexity of large modern wind turbines makes H. Sanchez, T. Escobet, and V. Puig are with the Automatic Control Department, Universitat Politècnica de Catalunya, 08222 Terrassa, Spain (e-mail: hector.eloy.sanchez@upc.edu; teresa.escobet@upc.edu; vicenc.puig@upc.edu).
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it difficult to transfer advanced FD and FTC methods from theory to application. As discussed in [2] , in the wind turbine industry, condition monitoring systems (CMSs) are commonly used for the early detection of faults in order to minimize downtime and maximize productivity. CMS comprises a set of sensors and signal processing equipment/algorithms that provide continuous indications of component (and, consequently, wind turbine) condition. There have been a few literature reviews on wind turbine condition monitoring such as [2] .
As wind energy has gained increasing attention from industries and academia since 2006, many new research works have been reported toward integrating advanced FD algorithms in the CMS. Currently, most of the CMSs in wind turbines are databased and utilize, e.g., vibration and acoustic emission measurements [3] , frequency-domain analysis [4] , time-domain analysis [5] , and support vector machines (SVMs) [6] . Only recently, some work has been done on model-based FD in wind turbines. For example, an observer-based scheme to detect sensor faults in the pitch system was presented in [7] , and a parity equation-based scheme for fault detection in wind turbines was proposed in [8] .
Some of the wind turbine components are more likely to fail or have a higher cost than others, and because of this reason, many works found in the literature are focused in some of the components rather than others. Some works for the following components were found in the literature: gearbox [5] , [9] , bearings [10] , pitch system [11] , and electrical system [8] , [12] - [16] .
The main contribution of this paper is to propose a modelbased FD approach for wind turbines and its application to a realistic wind turbine FD and FTC benchmark proposed in [17] . The proposed FD approach combines the use of analytical redundancy relations (ARRs) and interval observers. Interval observers consider an unknown but bounded description of the model parametric uncertainty and noise using the socalled set-membership approach [18] . This approach leads to formulate the fault detection test by means of checking if the measurements fall inside the estimated output interval, obtained from the mathematical model of the wind turbine and noise/parameter uncertainty bounds. Fault isolation is based on considering a set of ARRs obtained from the structural analysis of the wind turbine model and a fault signature matrix (FSM) that considers the relation of ARRs and faults. Finally, the proposed FD approach has been validated on a 5-MW wind turbine using the National Renewable Energy Laboratory 0278-0046 © 2015 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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(NREL) FAST simulator. The obtained results are presented and compared with that of other approaches proposed in the literature. The structure of this paper is as follows. In Section II, an overview of the wind turbine benchmark is presented. Section III presents the ARRs obtained from the available measurements and the considered FD wind turbine models using the structural analysis. Section IV presents the fault detection scheme based on interval models and how parametric uncertainty is estimated. The FD scheme is presented in Section V. The results obtained with the proposed approach applied to the advance wind turbine benchmark are summarized in Section VI, and in Section VII, these are compared with that of other approaches reported in the literature. Conclusions are presented in Section VIII.
II. OVERVIEW OF THE WIND TURBINE BENCHMARK
As discussed in the introduction, the growing interest in wind turbines, coming from both the academia and the industry, motivated the proposal of a wind turbine benchmark for FD and FTC, containing the most common faults reported in practice (see [19] ). This benchmark was based on a realistic generic three-blade horizontal variable-speed wind turbine with a full converter coupling. In the spring of 2010, kk-electronic, together with other partners (MathWorks and Aalborg University), released an international competition on fault detection and isolation (FDI) in wind turbines based on this benchmark model of the wind turbine. The competition consisted on finding the best schemes to diagnose and handle the different faults proposed, and the results were presented in [19] .
After the announcement of the results of the first benchmark, a second challenge was presented in [17] that differs from the previous challenge in the wind turbine model that is modeled using the aeroelastic FAST simulator. This simulator is able to consider the wind turbine flexible modes that are present in practice, making FD more difficult when simple models neglecting these modes are used, as was the case in [19] . The FAST simulator is designed and developed by the U.S. NREL [20] and is widely used in academia and industry, making the FD results obtained more relevant regarding the real application. The simulator also has been certified after performing a comparative analysis with two different wind turbines and showing good results. 1 This second benchmark will be the one considered in this paper.
The benchmark wind turbine FAST model is based on a 5-MW three-bladed variable-speed wind turbine developed by NREL for scientific research. 2 This model has been used to establish the reference specifications for a number of research projects supported by the U. to quantify the benefits of advanced land-and sea-based wind energy technologies. The turbine's hub height is 89.6 m, and the rotor radius is 63 m. The rated rotor speed is 12.1 r/min, while the generator speed is 1200 r/min. The simulator also includes baseline controllers that allow to control the three pitch angles, generator and converter torques, and yaw position. Different measurements are available from sensors as well as the control references. Table I shows the different sensors provided in the benchmark model with the measurement noise modeled as a Gaussian white noise and considering a sampling period of T s = 0.0125 s.
A brief description of the wind turbine subsystems, illustrated in Fig. 1 , is presented as follows.
1) Drivetrain connects the low-speed shaft to the highspeed shaft increasing the rotational speed to a level required by the generator to produce electric energy. 2) Generator/converter converts rotational energy into electric energy and adequates the electricity produced to the network. 3) Pitch system is in charge of the blade pitching, and it is used to maximize the efficiency in low winds. In high winds, it is used to control the aerodynamic torque and thereby control the rotor speed and tower blade loads. 4) Tower supports the nacelle and the rotor. Since the wind speed increases with the height, a taller tower generally enables a wind turbine to generate more electric energy. 5) Aerodynamics describes the transfer from wind energy to rotational energy produced by the rotor. Fig. 2 presents a block diagram of the wind turbine simulation model, provided with the benchmark, including the feedback loops corresponding to the pitch, yaw, and torque variables. In this figure, the components which are affected by the set of faults and the FD block that will be designed in this paper are also presented.
The wind turbine benchmark defines a set of ten fault scenarios mainly introduced in sensors and actuators (see Fault Generator in Fig. 2 ). The types of faults are offsets, scaling, stuck, changes in the system dynamics, and bit errors, as shown in Table II . These faults are motivated by research in both public domain and proprietary sources [17] .
III. ARR GENERATION
The design of the FD system is based on deriving a set of ARRs by combining the model equations (associated to the subsystems presented in the previous section) with the available sensors. This is the standard procedure to design a FD system using model-based approaches (for more details, see [21] ). Some of the model equations come directly from the benchmark model, while the remaining ones are obtained using databased techniques.
ARRs are defined as relations between known variables and can be derived combining the measurement model (known variables) with the system model (unknown variables). Combining the model equations with the available sensors (see Table I ) described in the wind turbine benchmark [17] , by means of the structural analysis approach and perfect matching algorithm [21] , the resulting set of ARRs is presented in the following.
A. Power System ARRs
The generator and converter dynamics is modeled as in the benchmark [19] by a first-order model
( 1) where T g,ref is the reference for the generator torque T g and τ g is the time constant of the first-order model. The power produced by the generator is given by
where P g (t) is the power produced by the generator and η g is the efficiency of the generator. ARR 1 is obtained directly from the power equation presented in (2)
since the power generated P g,m (t), the generator speed ω g,m (t), and the generator torque T g,m (t) are all measured variables. ARR 2 is obtained from the generator/converter model described in (1) as follows: 
B. BRM ARRs
The modeling of the aerodynamics forces affecting the blades of the rotor is not an easy task. In the first attempts to model the blade root moment (BRM) dynamics, the model proposed in [22] was considered
where M B,j (t) and β j are the BRM and pitch angle of blade j, ψ j (t) is the azimuth angle of blade j, v r (t) is the wind speed, dy(t)/dt is the translation speed of the nacelle from its equilibrium position, R b is the distance from the hub to the point where the thrust acts on the blade, and H is the hub height. However, during the simulation tests performed with the benchmark based on the FAST simulator, some problems were found with this model, and the behavior did not correspond to the one observed in the simulations. After analyzing the BRM behavior and considering the influence of the wind speed and blade pitch angle on this variable, an experimental model was proposed to be used. This experimental model is based on the mean values of the BRM and pitch angle signals in steady state to filter the flexible modes. Several tests with different constant wind speeds ranging from 12 to 30 m/s were performed, obtaining different pitch angle values. Then, a relation between the different pitch angles and the mean value of the BRM in steady state was found. As it can be seen in Fig. 3 , first-, second-, and third-order polynomials were considered to represent the mean BRM as a function of the pitch angle.
Finally, the proposed model for the BRM dynamics was the third-order BRM mean model
whereM B,j (t) is the mean BRM and β j is the pitch angle on blade j. The values of the coefficients a i for BRM mean models for each blade, corresponding to experiments of winds higher than 12 m/s, are shown in Table III . Thus, ARRs 3, 4, and 5 are obtained from the BRM model (6).
C. Pitch System ARRs
The hydraulic pitch system is modeled as a closed-loop second-order transfer function between the pitch angle β and its reference β r
This model is the same one used in [19] . ARRs 6, 7, and 8 are obtained from the pitch subsystems derived directly from the model (7)
D. Drivetrain ARRs
The drivetrain is modeled by a two-mass and two-shaft model that can be presented in input/output form as follows:
where B r and J r are respectively the viscous friction and the moment of inertia of the low-speed shaft, B g and J g are the viscous friction and the moment of inertia of the high-speed shaft, B dt is the torsion damping coefficient of the drivetrain, K dt is the torsion stiffness of the drivetrain, N g is the gearbox ratio, T g (t) is the generator torque, T a (t) is the aerodynamic torque applied to the rotor, ω g (t) and ω r (t) are the generator and rotor speeds, respectively, and θ Δ (t) is the torsion angle of the drivetrain. From the drivetrain model (9), the following relations can be established in steady state that filter the flexible modes. First, a relation between ω g (t) and T g (t) can be established as follows:
where the constant K is the torsion angle in steady state. In a similar way, a relation between ω g (t) and ω r (t) through N g can also be derived
The aerodynamic torque is modeled as in [23] T a (t) = 1 2ω r (t) ρAv
where C p (λ(t), β(t)) is the power coefficient, β(t) is the pitch angle, λ(t) is the tip-speed ratio, A is the rotor swept area, v r (t)
is the wind speed, and ρ is the air density, which is assumed to be constant. ARR 9 and ARR 10 were derived from (11) and (10) as follows:
Using the input/output equations of the drivetrain model presented in (9) , with the dynamics of the torsion angle neglected because there is no sensor available for this variable in the benchmark, ARR 11 [see (15) ] and ARR 12 [see (16) ] are obtained
where the aerodynamic torque T a * (t) can be computed by the following expression:
The rotor speed ω r,m (t) and the azimuth angle φ m (t) of the low-speed shaft are both known variables. Therefore, the ARR 13 derived from (18) can be proposed as a relation between the rotor speed and the derivative of the low-speed shaft angle
E. Yaw System ARRs ARR 14 is derived from the yaw controller model proposed in [17] . The controller has the measured yaw error Ξ e,m (t) as an input and the yaw reference angular velocity ω y,r as an output, which are both known variables. The yaw rate is modeled as in [17] with a delay respect to the yaw reference angular velocity. Therefore, the following ARR can be obtained:
F. Tower System ARRs
The wind tower deflects because of the loads and wind tower flexibility leading to the nacelle motion. This motion can be characterized by means of a deflection in wind direction (fore-aft) x t and perpendicular to wind direction (sideward) y t . Some models in the literature were proposed such as [22] . However, in order to perform FD using this tower model, a tower bottom strain gauge is needed. This sensor is not an industrial standard in wind turbines and therefore is not included in the FD benchmark. To overcome the lack of this sensor, an experimental model with the purpose of FD is proposed for the tower system. From the simulation tests performed with the benchmark based on the FAST simulator, a relation between the tower top accelerations and the BRMs in steady state was observed. The proposed model establishes an ARR containing the signals of the BRM and tower top acceleration in the x-direction (fore-aft), which are among the benchmark available sensors presented in Table II. The proposed model is the following:
where M B,j,m (t) is the BRM on blade j,ẍ x,m (t) is the accelerometer in the x-direction, b t 1 is the mean value of M B,j,m (t), and a t 1 is a parameter used to scale the acceleration signal.
The ARRs 15, 16, and 17 are obtained from the model (20) .
IV. INTERVAL MODELS
A. Motivation
The presence of flexible modes in the wind turbine (simulated with the aeroelastic FAST simulator) as discussed in Section II and the modeling errors inherent to the approximation of some model relations as discussed in Section III lead to the need of using a robust fault detection algorithm able to handle uncertainty [24] . One of the most developed families of approaches to deal with model uncertainty, called active, is based on generating residuals, which are insensitive to uncertainty (modeling errors and disturbances) while, at the same time, sensitive to faults using some decoupling method [24] . On the other hand, there is a second family of approaches, called passive, which enhances the robustness of the fault detection system at the decision-making stage using an adaptive threshold [25] .
In this paper, the uncertainty will be located in the parameters bounding their values by intervals using the so-called interval models [25] . The robustness in fault detection is achieved by means of the passive approach at the decision-making stage using an adaptive threshold generated by considering the set of model responses obtained by varying the uncertain parameters within their intervals.
B. Static and Dynamic Interval Models
ARRs introduced in Section III will be used to create residuals to detect and isolate faults. These residuals will be generated in order to check the consistency between the observed and the predicted process behavior. Looking at the obtained ARRs, they can be divided into two groups: static and dynamic. The static ARRs are the ARR1, ARR3, ARR4, ARR5, ARR9, ARR10, ARR13, and ARR14, while the remaining ones are dynamic.
The generation of residuals is straightforward in case of static ARRs since they follow directly from the mathematical expressions. On the other hand, in case of dynamic ARRs, several options for generating residuals are possible, ranging from parity equations to observers. In this paper, interval observers are used because they handle in a natural way the effect of the uncertainty by generating adaptive thresholds used for fault detection.
The model of each dynamic ARR is rewritten in observer canonical form as follows:
where u(k) ∈ R n u is the system input, y(k) ∈ R n y is the system output, x(k) ∈ R n x is the state-space vector,ṽ(k) ∈ R n y is the output noise that is assumed to be bounded |ṽ i (k)| < σ i , with i = 1, . . . , n y , and A(θ), B(θ), and C(θ) are matrices of appropriate dimensions whereθ ∈ R n θ is the parameter vector. Uncertainty in the parameters is considered as follows:
Then, from the dynamic ARR expressed in state-space form (21) and (22), an interval linear observer with the Luenberger structure can be derived as follows [26] :
wherex(k, θ) is the estimated system state vector,ŷ(k, θ) is the estimated system output vector, and
is the observer matrix. The observer gain matrix L ∈ R n x ×n y is designed to stabilize the matrix A 0 (θ) and to guarantee a desired performance regarding fault detection for all θ ∈ Θ using the linear matrix inequality (LMI) pole placement approach [27] . The input/output form of the observer (24) is expressed as follows:ŷ
with
The effect of the uncertain parameters θ on the observer temporal responseŷ(k, θ) will be bounded using an interval satisfyingŷ
Such interval can be computed independently for each output i = 1, . . . , n y , neglecting couplings among outputs, as follows:
subject to the observer equations given by (25) . The optimization problems (29) could be solved using numerical methods as in [28] or, more efficiently, by means of the zonotope approach presented in [29] .
Finally, taking into account that the additive noise in the system (22) is bounded, the following condition should be satisfied:
in a nonfaulty scenario.
C. Parameter Uncertainty Estimation
One of the key points in passive robust model-based fault detection is how models and their uncertainty bounds are obtained. Classical system identification methods are formulated under a statistical framework. Assuming that the measured variables are corrupted by additive noises with known statistical distributions and that the model structure is known, a parameter estimation algorithm will provide nominal values for the parameters together with descriptions of the associated uncertainty in terms of the covariance matrix or confidence regions for a given probability level [30] . However, this type of approaches cannot be applied when measurement errors are described as unknown but bounded values and/or modeling errors exist.
The problem of bounding the model uncertainty has been mainly stated in many references coming from the robust control field. For example, in [31] , some methodologies that provide a model with its uncertainty have been developed, but always regarding its application to control. One of the methodologies for including uncertainty in the model assumes the bounded but unknown description of the noise and parametric uncertainty. This methodology is known as bounded-error or set-membership estimation [32] , which produces a set of parameters consistent with the selected model structure and the prespecified noise bounds. This approach is used for estimating the parametric uncertainty of the interval observers in (24) .
The goal of the parameter estimation algorithm is to characterize the parameter set Θ (here, a box) consistent with the data collected in a fault-free scenario. Given N measurements of system inputs y(k) and outputs u(k) from a scenario free of faults and rich enough from the identifiability point of view, the parameter tolerance α, and a nominal model described by a vector θ n obtained using a standard least square parameter estimation algorithm [33] , the uncertain parameter estimation algorithm proceeds by solving the following optimization problem:
min α subject to :
Regarding the uncertain variables that appear in (30) , it is assumed that a priori theoretical or practical considerations allow to obtain useful intervals associated to measurement noises, leading to an estimation of the noise bound σ. A similar algorithm can be used for the static ARRs.
V. FD APPROACH
A. Fault Detection
Fault detection is based on generating a nominal residual comparing the measurements of physical system variables y(k) with their estimationŷ(k) provided by the observer (24)
where r(k) ∈ R n y is the residual set and θ n denotes the nominal parameters. According to Gertler [34] , the form of the nominal residual generator, obtained using (25) , is
that has been derived taking into account the input/output form of the observer. When considering model uncertainty located in parameters, the residual generated by (32) will not be zero, even in a nonfaulty scenario. To cope with the parameter uncertainty effect, a passive robust approach based on adaptive thresholding can be used [35] , as previously discussed. Thus, using this approach, the effect of parameter uncertainty in the components r i (k) of residual r(k) (associated to each system output y i (k)) is bounded by the interval [28] 
where
The boundsŷ i (k) andŷ i (k) of the system output estimation are computed componentwise using the interval observer (25) . Then, the fault detection test is based on checking if the residuals satisfy or not the condition given by (34) . In case this condition does not hold, a fault can be indicated. Notice that checking condition (34) is equivalent to checking condition (28) . As discussed in [26] , fault detection based on interval observers presents nondetected faults (missed alarms) because of the uncertainty. This is due to the fact that there exists a minimum fault size that guarantees the activation of the fault detection test (34) despite the uncertainties. On the other hand, interval observers guarantee that there are no false alarms since uncertainty bounds are determined to explain all the data collected in nonfaulty scenarios used for interval parameter estimation by means of (31).
B. Fault Isolation
Fault isolation consists in identifying the faults affecting the system. It is carried out on the basis of fault signatures, generated after the detection process, and their relation with all the considered faults. Robust residual evaluation presented in Section V-A allows obtaining a set of observed fault sig-
, where each fault indicator is given by
Standard fault isolation reasoning exploits the knowledge about the binary relation between the set of fault hypotheses and the set of residuals that is stored in the so-called FSM, denoted as M . An element m n r ,n f (n r indicates rows, and n f indicates columns) of M is equal to 1 if the fault f n f affects the computation of the residual r n r ; otherwise, the element m n r ,n f is zero valued. A column of M is known as a theoretical fault signature and indicates which residuals are affected by a given fault. A set of faults is isolable if all the columns in M are different (two columns that are equal indicate two faults that cannot be distinguished).
Based on the use of FSMs, different reasoning procedures have been proposed in the literature; see, for instance, [36] . The procedure accepted as standard by the FDI community involves finding a matching between the observed fault signature and one of the theoretical fault signatures. However, this reasoning is not appropriate in an unknown but bounded context. Due to the uncertainty, when a fault is present in the system, an undefined number of the residuals affected by the fault can be found inconsistent, mainly depending on the sensitivity of each residual with respect to the fault and on the fault magnitude. In this case, if the column-matching procedure is used, then the particular fault will not be identified. An appropriate reasoning which comes from the diagnostic (DX) community only considers the residuals that are inconsistent when searching for the fault (i.e., inconsistency is relevant, and consistency is not). Based on the proposed framework by Cordier et al. [36] , the FSM is interpreted in the DX consistency-based diagnosis approach to fault isolation considering separately each line corresponding to a violated ARR (i.e., a set of components that are to be considered abnormal in order to be consistent with the observed fault signature) before searching for a common explanation, i.e., follows a row view of the FSM.
Analyzing the effects of the faults presented in [17] , listed in Table II , in the set of static and dynamic residuals obtained from the ARRs presented in Section III, the FSM shown in Table IV is obtained. This table shows the sensitivity of the obtained residuals in the presence of the considered fault scenarios, where the subindex j takes the following values: j = 1, 2, 3.
Based on the information of FSM presented in Table IV , the logical test that allows isolating the faults has been generated. Tables V and VI list the logical reasoning test in the case of applying column and row reasoning approaches, respectively, where ΔNr i indicates an abnormal behavior of the ith residual.
VI. RESULTS
In the following, some representative results considering the fault scenarios defined in the wind turbine benchmark (see Section II) will be presented. The wind speed sequences used in the tests were some of the uniform mean wind speeds of 11, 14, and 17 m/s, which are provided with the benchmark [17] . Additionally, a mean wind speed of 14 m/s with direction changes to test the detection of fault f 10 in the yaw actuator was used.
In Fig. 4 , fault scenarios f 5 and f 2 are shown. Fault f 5 occurs in the generator power sensor scaled by a factor of 1.1, and it is present in the time interval from 240 to 265 s. Fault scenario f 2 occurs in the tower top accelerometer sensor in the x-direction corresponding to an offset of −0.5 m/s 2 present in the time period from 75 to 100 s. All the faults defined in the benchmark [17] are only present during a determined period of time.
In both fault scenarios shown in Fig. 4 , it can be observed that the measurement goes out of the detection thresholds and that the fault indicator activates during the interval of time in which the fault is present, either permanently or intermittently.
In Table VII , it is shown which residuals were activated for each one of the considered fault scenarios during the simulation tests. From this table, it can be observed that, during the tests, not all of the residuals are activated according to the FSM shown in Table IV . The fault detection results are resumed in Table VIII . The values for the required detection time (t D ) are those specified in the benchmark. The real time detection (t D real) is the one obtained for the first residual activated in the presence of the fault, where T s is the sampling period. The performance of the FDI scheme (summarized in Table VIII) is assessed with wind realizations which are inside the zone 3 (constant power production) of the wind turbine benchmark control scheme, i.e., wind speed in the range of 12-25 m/s (see [19] for more details). The results obtained show that the FDI performance presented in this paper is not highly affected when wind velocity changes within this range of wind velocities. For the control zone 2 (power optimization or partial load), i.e., wind speed in the range of 3-12 m/s, the pitch actuators are not active, meaning that the faults regarding this subsystem are not detectable. Moreover, a complete different set of models would be needed in order to perform FDI for the rest of the faults neglecting the pitch subsystem model. In Table VIII , the results of performing tests with smaller fault sizes with scaling and offset types of faults are shown. It is observed that the approach presented here is capable of detecting smaller faults than the nominal ones proposed in the benchmark [17] , showing a good resolution of the proposed approach.
A. Isolation Based on Column Reasoning
Comparing the activated residuals in Table VII with the logic  conditions described in Table V , it is noticed that faults f 5 , f 6 , and f 10 can be isolated. Faults f 4 , f 7 , and f 8 correspond to faults that occur in the sensors and actuators of the pitch subsystems, presenting the same fault signature. Consequently, they cannot be isolated between each other. The same occurs with faults f 1 and f 2 . Fault f 3 and f 9 signatures do not match exactly with its theoretical ones because not all its residuals were activated (see Table VII ). Therefore, in a strict reasoning, these fault scenarios are not isolable because they do not match with any of the signatures in the theoretical signature matrix. However, in case these fault scenarios occur, it is possible to calculate which of the fault signatures is the one that adjusts best to the current observation.
B. Isolation Based on Row Reasoning
Comparing the activated residuals in Table VII with the  logic conditions described in Table VI , the following diagnosis results could be obtained. In the case of activation of r 1 , the possible faults would be f 3 , f 5 , or f 9 . In the case of r 3 or r 6 activation, the fault would be f 4−β 1 ∨ f 7−P A 1 ∨ f 8−P A 1 , detecting a fault in pitch subsystem 1 but not being able to isolate whether the faulty is the sensor or the actuator. The same diagnosis is obtained in case r 4 or r 7 and r 5 or r 8 activates, the fault would be in pitch subsystem 2 or 3 either in the sensor or in the actuator. If r 2 activates, f 9 would be isolated. In the case of r 9 activation, the possible faults would be f 3 or f 9 . If r 15 , r 16 , or r 17 activates, a fault f 1−M B,j,m with j = 1,2,3 or the fault f 2 could be indicated. The case of r 11 activation would result in f 9 isolation. If r 10 activates, the isolated fault would be f 3 . In the case of r 13 or r 14 activation, the isolated faults would be f 6 and f 10 , respectively.
VII. COMPARISON WITH OTHER APPROACHES
Reviewing the literature, the advanced wind turbine benchmark case study used in this paper has been considered for model-based FDI in [6] , [37] , and [38] . The different approaches and results are briefly presented and discussed next.
1) Support Vector Machines and Observers (SVMO):
In [37] , two methods were employed to isolate faults of different types at different locations: SVMs and a Kalmanlike observer. SVM could isolate most faults with the used data and characteristic vectors, except for high varying dynamics. In that case, the use of an observer, which is model based, was found necessary. The results obtained in [37] are compared with those obtained with the approach proposed in this paper. From this comparison, it [6] . For the detection and isolation of four of the faults, SVM is employed. On the other hand, for the remaining five faults, RBM is used. The thresholds in the RBM methods proposed in [6] are generated by means of a time-variant variable function of the residuals and their mean values, while the ones introduced here are adaptive thresholds determined by the effect of the uncertainty in the residual parameters.
3) Fault Detection and Isolation Filter (FDIF):
The fault detection and isolation filter presented in [38] based on an optimization-based approach is proposed to deal with measurement noises in the residual generator. There are two approaches considered in [38] for the FDI filter design. The first approach does not take into account measurement noise, while the second approach considers the effect of the noise in the residual, determining the transfer function and then formulating an optimization problem with the objective of minimization of the H 2 norm of the calculated transfer function. The way of dealing with measurement noise in the work presented here can be related to the second approach proposed in [38] because an optimization algorithm is used to consider the variance of the noise and the approach introduced in this work uses an optimization algorithm considering the standard deviation of noise measurements. In [38] , only four faults (f 3 , f 4 , f 7 , and f 8 ) of the total set of ten faults were considered. The fault detection times for the considered faults were not provided in [38] ; therefore, the comparison with the FDIF approach is not included in Table IX . In Table IX , a comparison in terms of fault detection times and the benchmark specifications is carried out for the different approaches analyzed earlier, where NC means not considered. The approach proposed in this paper is denoted in this table as IBAO from Interval-Based ARRs and Observers. It can be seen that the IBAO approach improves the detection times for the faults f 4 and f 10 . Moreover, it is the only approach from the analyzed works which considers and detects fault f 1 within the time detection requirements. Fault f 1 corresponds to a fault in the BRM sensor. From this result, it can be concluded that the model proposed for the BRM dynamics used for fault detection provided a good performance. The IBAO approach proposed in this work can detect all the fault scenarios presented in the benchmark challenge [17] . It obtains a good detection performance in the majority of them except for the fault f 7 that corresponds to an abrupt change in the pitch actuator dynamics. This is due to the fact that the observer adapts very fast to the dynamics that is tracking and, consequently, a considerable period of time is needed to detect fault f 7 .
VIII. CONCLUSION
In this paper, a model-based diagnosis approach using interval-based ARRs (static and dynamic) and observers has been applied to an advanced wind turbine benchmark, in which a set of fault scenarios was defined. In most of the cases, the obtained ARRs proved to be able to detect the different fault scenarios of different types (scaling, offset, and stuck), taking into account the uncertainty in the model parameters and the noise in the sensors proposed in the benchmark. The quality of the models used for fault detection is of primary importance. In case theoretical models do not present a good approximation of the observed dynamics, an experimental model can be used if it is correctly estimated using data.
The fault isolation techniques based on column and row reasoning applied to the signature matrix obtained from the simulation tests have shown that only some of the faults were completely isolable. The limitation of column reasoning is that, in case not all the residuals activate, no exact match with theoretical FSM is obtained, and therefore, the isolation is not very robust. Instead, the DX row-based reasoning is more robust since it allows to isolate faults even though not all the theoretical residuals are activated. As a final conclusion, to improve the obtained results, it is necessary to add additional ARRs that could lead to a more complete FSM in order to improve isolation and robustness.
