Initiation of a validation strategy of reduced-order two-fluid flow
  models using direct numerical simulations in the context of jet atomization by Cordesse, Pierre et al.
Initiation of a validation strategy of reduced-order two-fluid
flow models using direct numerical simulations in the
context of jet atomization
P. Cordesse A. Murrone T. Menard M. Massot
Abstract
In industrial applications, developing predictive tools relying on numerical simulations using reduced-order models
nourish the need of building a validation strategy. In the context of cryogenic atomization, we propose to build a
hierarchy of direct numerical simulation test cases to assess qualitatively and quantitatively diffuse interface models.
The present work proposes an initiation of the validation strategy with an air-assisted water atomization using a
coaxial injector.
1 Introduction
Rocket engines reliability is one of the main priorities given to the European Ariane 6 program. Cryogenic
combustion chambers encompass several interacting physical phenomena covering a large spectrum of scales.
In particular, the primary atomization plays a crucial role in the way the engine works, thus must be
thoroughly studied to understand its impact on high frequencies instabilities. In sub-critical condition, the
two-phase flow topologies encountered in the chamber vary from two separated phases at the exit of the
nozzle to a polydisperse spray of droplets downstream. In between, liquid structure such as ligaments,
rings and deformed droplets detach from the liquid core thus the subscale physics and the topology of the
flow in this mixed region is very complex. Predictive numerical simulations are mandatory, at least as a
complementary tool to experiments to understand the physics and eventually to conceive new combustion
chambers and predict instabilities they may generate.
Since direct numerical simulations of these two-phase flows in realistic configurations are still out of reach,
computational power needs being too high, reduced-order models are deployed. However great care must be
taken on the choices of these models to combine sound mathematics properties with satisfying representa-
tiveness.
Two approaches are found in the literature to build reduced-order models for jet atomization:
1. couple two models, a first one for the dispersed flow by employing an element derived from the Kinetic
Based Moment Method [1] which treats polydispersed droplets in size, velocity and temperature, and a
second one dealing with the separated phase and the mixed region with either a hierarchy of diffuse interface
models [2] or some level of Large Eddy Simulations (LES) on the interface dynamics [3].
2. use a unified model that encompasses any flow topology. Works in this direction are found in [2] where a
unified model accounting for micro-inertia and micro-viscosity associated to bubble pulsation is proposed.
In the present study, we focus on the first approach. We eventually want to perform a numerical simulation
of the primary atomization by using a Kinetic-Based-Moment Methods (KBMM) modelling the dispersed
flow as in [1] coupled with a hierarchy of diffuse interface models describing the separated phases and the
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mixed zone. In order to qualitatively and quantitatively assess the diffuse interface models, we propose a
validation strategy based on a hierarchy of direct numerical simulation test cases.
2 Mathematical modelling
2.1 Reduced order methods - diffuse interface model
Among the hierarchy of the diffuse interface models, the Baer and Nunziato model first introduced in [4]
has been generalized in [5] by introducing the interfacial quantities pI and vI, the interfacial pressure and
the interfacial velocity respectively, to model the dynamic of the interface. The system of equation takes the
form in one dimension:
∂tq+ {∂qf(q) +N (q)} ∂xq = r(q)

with ∂qf(q) =
0 0 00 ∂q2f2(q2) 0
0 0 ∂q1f1(q1)
 , N (q) =
vI 0 0n2 0 0
n1 0 0
 (1)
with q ∈ R7, the state vector defined by q = (α2,q2,q1)t, qk = (αkρk, αkρkvk, αkρkEk), f(q) ∈ R7
the conservative flux f(q) = (0, f2(q2), f1(q1))
t with fk(qk) = (αkρkvk, αkρkv
2
k + αkpk, αk(ρkEk + pk)vk)
t,
N (f) ∈ RR7×7 the non-conservative terms with n2(q) = −n1(q) = (0,−pI,−pIvI)t, αk the volume fraction
of phase k ∈ {1, 2}, ρk the partial density, vk the phase velocity, pk the phase pressure, Ek = ek + v2k/2 the
total energy per unit of mass, ek the internal energy, r(q)/ ∈ R7 the relaxation terms detailed in the sequel.
Mathematical properties of System (1) have been widely examined in the literature [6, 7, 8]: it is a first-order
non-linear system of partial differential equations which include conservative and non-conservative terms;
the system is conditionally hyperbolic and admits seven eigenvalues,{
vI, {vk, vk ± ak}k=2,1
}
(2)
with ak the phase sound speed defined by a
2
k =
(
∂pk
∂ρk
)
sk
.
The interfacial terms need a closure and the thermodynamics must be postulated. A recent work [9] has
extended the theory of first- and second-order non-linear conservative systems [10, 11] to non-conservative
systems, and has applied it to the Baer-Nunziato model to obtain a compatible thermodynamics and model
closure. All the existing closures in the literature are recovered.
The interfacial velocity vI is commonly chosen in order to be linearly-degenerated which restricts its definition
to vI = βv1 + (1− β)v2 with β ∈ {0, 1, α1ρ1/ρ} [7].
For the present work, the phases are assumed immiscible such that the postulated entropy H takes the form:
H = −
∑
k=1,2
αkρksk (3)
with sk = sk(ρk, pk) the phase entropy following a two-parameter equation of state.
The relaxation of the two phases towards an equilibrium state is described by the sources terms r/ in
System (1). Only mechanical, and hydrodynamic relaxations are accounted for in the present study and
therefore r/ decomposes into:
r

=
rv
u
+
rp
p
, with
rv
u
=
(
0,
rv2
u
,
rv1
u
)t
and
rp
p
=
(
p2 − p1
p
,
rp2
p
,
rp1
p
)t
(4)
2
where rv2 = −rv1 = (0, v2 − v1, vI(v2 − v1)), rp2 = −rp1 = (0, 0, pI(p2 − p1)) and p (resp. u) is the char-
acteristic time of the mechanical relaxation (resp. hydrodynamical relaxation). When relaxing also the
temperatures, one obtains the compressible multi-species Navier-Stokes equations, called also four equation
model. The Baer-Nunziato model introduced herein before is thus called the seven equation model.
2.2 Incompressible Navier-Stokes equations and VOF for DNS
In order to describe two-phase flows, the incompressible Navier-Stokes equations are introduced in System (5)∇ · v = 0∂tv = − (v · ∇)v + 1
ρ
(−∇p+∇ · (2µT) + F) (5)
where v ∈ RR3 is the velocity field, µ the dynamic viscosity, ρ the mixture density, p the equilibrium
pressure, T the strain tensor defined by T = 12
(∇(v) +∇(vT )), F = FV + FST represents the body force
and the surface tension force, FST = γκδI~n, γ is the surface tension, κ the curvature at the interface, δI the
Dirac function and ~n the interface outwards normal vector.
Then, the interface is implicitly derived by the zero of a Level Set of a scalar function φ which stands for the
signed distance to the interface (|∇φ| = 1, φ > 0 in the liquid and φ < 0 in the gas). Geometrical properties
of the interface, normal and curvature, are easily deduced, ~n = ∇φ/|∇φ| and κ = ∇ · ~n. The interface
motion is captured by the transport of the Level Set function:
∂tφ+ v · ∇ φ = 0 (6)
However, the property of distance function is not generally conserved after the resolution of Equation (6),
an additional equation have to be solved [12]. As a consequence of solving both equations, the conservation
of mass is not guaranteed. To solve this problem, the volume fraction of liquid (VOF - Volume Of Fluid) αl
in a volume Ω is introduced in terms of the Level Set function φ(x) as:
αl =
1
Ω
∫
Ω
H(φ(x))dΩ (7)
and the transport of this quantity in the control volume Ω is given by :
∂tαl + v · ∇ αl = 0 (8)
The benefits of a VOF formulation coupled with a Level Set function are to conserve mass and to have access
to geometrical properties of the interface.
3 Numerical methods
3.1 Diffuse interface model
The numerical methods employed to solve System (1) are implemented in the multiphysics computational
fluid dynamics software CEDRE [13] working on general unstructured meshes and organized as a set of solver
[13]. The solver SEQUOIA is in charge of the diffuse interface model.
A Strang splitting technique is applied on a multi-slope HLLC with hybrid limiter solver [14, 15] to achieve
a time-space second-order accuracy on the discretized equations. The issue of the non-conservative terms
encountered when solving System (1) is tackled in [14] by assuming (1) the interfacial terms pI and vI to be
local constants in the Riemann problem, (2) the volume fraction to vary only across the interfacial contact
3
discontinuity vI. As a result, the non conservative terms in System (1) vanish, vI and pI are determined
locally by Discrete Equation Method (DEM) [16] at each time step and stay constant during the update.
Thus, the phases are decoupled and the System (1) splits into two conservative sub-systems onto which we
apply the multi-slope HLLC with hybrid limiter solver.
Depending on the application, the relaxations are assumed either instantaneous or finite in time. In our case,
it is reasonable to assume an instantaneous pressure relaxation but to consider a finite velocity relaxation as
in the context of an assisted air-water coaxial injector, the interface dynamic is mainly driven by the shear
stress induced by a high velocity gradient at the injection.
To obtain the relaxed pressure, one needs to solve the ODE,
∂tq =
rp(q)
p
, (9)
with p → ∞ which infers vk remains constant. The problem reduces to apply an iterative procedure as a
Newton method to solve a second order equation. Details of the equation can be found in [14]. As for the
velocities, the following ODE is solved
∂tvd − A
ovd
u
= 0, (10)
where vd is the slip velocity vd = v2 − v1 and superscript o denotes the state before relaxation. A first
numerical approach is to fix a remaining slip velocity ratio target at each computational time step ∆t. It
defines the characteristic relaxing time:
u
Ao
= ln (X)∆t with X =
vd(∆t)
vod
and Ao =
αo1ρ
o
1 + α
o
2ρ
o
2
αo1ρ
o
1α
o
2ρ
o
2
(11)
An instantaneous velocity relaxation is in pratice also possible and manipulating the ODE leads to a unique
relaxed velocity, which is the mass weighted average of the two velocities before relaxing.
3.2 DNS numerical methods
As mentioned by Rudman [17], it is recommended to solve Navier-Stokes equations in their conservative
form to ensure consistance between mass fluxes (equivalent to VOF fluxes) and momentum fluxes. Since a
staggered grid is adopted, VOF and velocity do not have the same control volume and it is difficult to obtain
this consistency. This is the reason why Rudman introduces a grid two times smaller in each direction for
VOF transport. In [18], Vaudor developed a method to avoid this finest grid. This method is used here and
allows to reduce computation time.
The Navier-Stokes equations are implemented in the code ARCHER [18]. A projection method is employed
and physical properties (viscosity and density) are expressed in term of both VOF and Level Set. The
temporal integration is performed through a second-order Runge-Kutta scheme. The discretization of con-
vective term is achieved with WENO 5 scheme [19]. For the viscosity term, we retain the method presented
by Sussman [20]. The Ghost-Fluid [21] method is employed to take into account surface tension force FST ,
treated as a pressure jump.
To compute correctly mass fluxes at the interface (consequently momentum fluxes) and consistence between
both flow and interface solvers, VOF and Level set transport (Equations (6) and (8)) are performed with a
CLSVOF algorithm [22] at each step of Runge Kutta scheme.
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4 Results and discussions
As part of the validation strategy, the hierarchy of direct numerical simulation test cases starts with an
air-assisted water atomization with a coaxial injector and results are presented hereafter.
The injector at Geophisic and industrial flow laboratory (LEGI) has been the subject of several experiments
[23, 24, 25, 26] covering a large range of flow conditions and thus offers experimental data to assess numerical
simulations. The present simulations reproduce the experiments conducted by [27], whose results of interests
for our study are presented in [18] along with the numerical results obtained with ARCHER.
4.1 Description of the LEGI experiment
Figure 1 renders the simulation configuration which is identical to the experiment of [27] and indicates the
velocity profiles at the injector outlets measured experimentally.
Vl
Vg
δrg
rl
rl+e
r
x
Vl = 0.26m.s
−1 (12)
Vg =

r − rl − e
δ
V maxg rl + e ≤ r and
r ≤ rl + e+ δ
V maxg rl + e+ δ ≤ r
and r ≤ rg − δ(
1− r − (rg − δ)
δ
)
V maxg rg − δ ≤ r
and r ≤ rg
with δ = 0.2mm and V maxg = 25m.s
−1
(13)
Fig. 1: Injector schematic and velocity profiles.
The inside diameter measures dl = 7, 6mm, the outside diameter dg = 11, 4mm, the lip length e = 0.2mm.
The gas velocity profile Vg given in Equation (13) models the boundary layer measured experimentally with
δ the boundary layer thickness and V maxg the maximum gas velocity.
The fluid properties, type, density ρ, capillarity coefficient γ and viscosity coefficient µ of each fluid are
summarized in Table 1.
Phase ρ (kg.m−3) γ (N.m−1) µ (1e−5Pa.s)
Liquid (l) H2O 1000 0.0072 1002
Gas (g) Air 1.226 0.0072 17.8
Tab. 1: Physical properties of water and air.
Let us define and compute the following flow parameters. Rel is the liquid Reynolds number, Reg is the gas
Reynolds number, M the momentum flux ratio, Wel the liquid Weber Number, Weg the gas Weber Number
5
and We the aerodynamic Weber number. They are defined as follows
Rel =
ρLVLdl
µL
= 1972, Reg =
ρGVG(dg − dl − 2e)
µG
= 5854, M =
ρGV
2
G
ρLV 2L
= 11, (14a)
Wel =
ρLV
2
Ldl
γ
= 7, Weg =
ρGV
2
G(dg − dl − 2e)
γ
= 36, We =
ρGV
2
Gdl
γ
= 81. (14b)
The Weber numbers are small inferring the surface tension should not play a crucial role in the dynamics
of the flow. For the present configuration, there exists a break-up regime map established by [24], reported
in Figure 2. The red dot of coordinates (Rel = 1972,We = 81) locates the investigated flow in the shear
w
Fig. 2: Break-up regimes in the parameter spaces Rel −We [24] - LEGI
breakup zone in Figure 2. We should not expect atomization of the liquid jet and therefore the atomization
is not activated in CEDRE.
4.2 Numerical set-up
The ARCHER simulations are performed on a Cartesian mesh 1024 × 512 × 512 with a cell size equal to
∆x = 6.68 10−5, so a total of 806 millions of faces whereas CEDRE mesh is composed of 278 978 tetrahedral
cells. The mesh size is 563 116 faces.
To be comparable to the DNS, two difficulties must be tackled. Firstly, the DNS uses an incompressible
solver meaning the acoustic is not solved and thus does not interact with the liquid jet and the density
remains constant. Secondly, the boundary conditions imposed on the wall of the DNS box do not let any
flow backwards such that no wall effect acts upon the liquid core. Therefore, to eliminate reflected acoustic
waves and wall effect on the liquid jet, we have designed an outer box with a coarsening mesh as shown in
Figure 3. The smallest cell is located at the lip of the injector and measures ∆x = 2.0 10−4m. As for the
thermodynamics, CEDRE uses two Stiffened-Gas equations of state and thus the temperature of the phases
has been modified to obtain the same initial pressure and density conditions as in Table 1.
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(a) CEDRE mesh (b) Refined mesh box of the dimension of the DNS geometry
Fig. 3: CEDRE mesh of the configuration
The simulation information are summarized in Table (2). Remarkably, when considering the same simulation
Tab. 2: Simulation costs
Simu Time (s) Nproc Total CPU (h)
CEDRE 0.160 420 2.14 104
ARCHER 0.500 8192 10 106
time, the total CPU is 150 greater for ARCHER than for CEDRE.
4.2.1 Qualitative comparison
We propose to compare the liquid jet obtained with ARCHER and CEDRE at given simulation time. The
Level Set function of the DNS permits an exact reconstruction of the interface whereas for the diffuse interface
model, the interface lays in the region where the volume fraction varies from α ≈ 0 to α ≈ 1. Consequently,
in Figure 4 we have superimposed the solved interface of the DNS to a volume rendering of the liquid volume
fraction and a single liquid volume fraction isosurface. We distinguish two regions: close to the injector, on
the first half of the DNS box, the diffuse interface model is able to match accordingly to the DNS results.
In this region, the mesh used by CEDRE prevents the interface to diffuse too much for the diffuse interface
model and the interface of the DNS lays in the volume rendering of the liquid volume fraction of CEDRE.
On the second half of the DNS box, where the DNS shows complex liquid structures such as rings, droplets
and ligaments, the diffuse interface model is not able to capture these effects since the mesh is coarsened and
the volume fraction alone is not sufficient to describe such complex interface dynamics. Nevertheless, the
seven equation model diffusion accords well with the DNS, the red cloud which corresponds to a low liquid
volume fraction is limited to the zones where liquid elements of the DNS exists.
This comparison gives an interesting interpretation of the diffuse interface models. The volume fraction is
not enough to reconstruct the whole dynamic of the interface but attests the presence or the absence of
liquid.
4.2.2 Quantitative comparison
The liquid core is defined as the region of the liquid jet that is always occupied by liquid. To obtain it, a
time-averaging of the liquid volume fraction is needed. To compare the liquid core obtained with CEDRE,
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Fig. 4: Instantaneous liquid core comparison. CEDRE: volume rendering of the liquid volume fraction, αl
high low, grey isosurface αl = 0.99. ARCHER: Grey isovolume of liquid volume fraction
αl = 1
we need to eliminate the transient phase during which the liquid jet is not established. Figure 5 plots the
instantaneous liquid jet length Llc over time for several αl.
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Fig. 5: Instantaneous liquid jet length Llc over time at isovalue α2 ∈ [0.91, 1− 2], isovalue α2 = 0.99,
α2 = 1− 2 (bottom) and α2 = 0.91 (top), 〈Llc(α2 = 0.99)〉 for t > 60ms.
For t > 60ms the liquid jet length starts to oscillate around a time averaged value which equals 〈Llc(α2 = 0.99〉 =
23mm. We then computed the time average liquid volume fraction between tsim ∈ [60, 160] ms to obtain the
liquid core shown in Figure 6. The liquid core of the diffuse interface model was identified as the isovolume
of αl = 1 − 2, where  = 1e − 6 is the residual volume fraction. The reason for not choosing αl = 1 − 
holds to the fact that due to numerical diffusion in a unstructured mesh and mesh interpolation, the volume
fraction in single phase region does not stay at the initial value αk = 1− .
Experimental, DNS and CEDRE values show the same trend.
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Expe Llc = 12.1mm DNS Llc = 12mm CEDRE Llc = 11.8mm
Fig. 6: Liquid core comparison - from left to right: experiment, DNS, CEDRE and DNS. CEDRE liquid core
is the isovolume at 〈αl〉 = 1 − 2, with 〈αl〉 the time averaged liquid volume fraction and  = 1e−6
residual volume fraction.
We also could have compared the angle of the spray, but for the diffuse interface model, the result depends
highly on the threshold chosen for the liquid volume fraction.
5 Conclusion
In the present contribution, we started a validation process of reduced-order models in the context of cryo-
genic propulsion using direct numerical simulations.
The test case proposed here is an air-assisted water atomization using a coaxial injector which also provides
experimental results from the LEGI test bench. The comparison showed good agreements and important
CPU gains between the seven equation model implemented in the CEDRE code and the DNS results from
the ARCHER code.
It showed the limits of diffuse interface models to capture complex liquid structures such as ligaments,
rings or deformed droplets and encourages to add a sub-scale description of the interface dynamics through
geometric variables such as the interfacial area density, the mean and Gaussian curvatures as proposed in
[28].
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