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Abstract
By using a method of truncation, we derive the closed form of the Segal–Bargmann transform of Lévy
white noise functionals associated with a Lévy process with the Lévy spectrum without the moment condi-
tion. Besides, a sufficient and necessary condition to the existence of Lévy stochastic integrals is obtained.
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1. Introduction
The theory of white noise analysis initiated by T. Hida has been known as a useful tool in
many branches of mathematics and physics. The detailed exposition of the theory can be found
in [2,3,8]. Recently, the Lévy processes are extensively applied in quantum probability, stochastic
analysis, mathematical finance, and stochastic differential equation, etc. (see e.g. [1,14,16–18]).
In view of this, it is important to develop the parallel theory of white noise analysis for such
processes. The first study was traced back to the work by Y. Ito [6] in 1988, who constructed a
Poissonian counterpart of Hida’s theory. For the further development of Lévy white noise anal-
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658 H.-H. Shih / Journal of Functional Analysis 255 (2008) 657–680ysis, we refer the reader to Lytvynov et al. [15], Øksendal et al. [16], and Lee, Shih [10] as well
as the references cited therein.
The processes considered in the above literatures were confined to the class of Lévy pro-
cesses with the corresponding Lévy spectrum β (see (2.1)) satisfying the moment condition:∫ +∞
−∞ |u|n β(du) < +∞ for any n ∈ N. Under this condition, the mean and variance exist for
such Lévy processes, and moreover the associated Lévy white noise space can be immediately
built on the space S ′ of tempered distributions on R by applying the Minlos theorem (see [9,
Lemma 3.2 below]).
In Hida’s white noise analysis, he studied generalized white noise functionals by employing
the Segal–Bargmann transform as machinery. To extend Hida’s theory to Lévy processes, Lee
and Shih [9] derived the closed form of the Segal–Bargmann transform of Lévy white noise
functionals, which played an important role in the development of Lévy white noise analysis,
especially in studying the renormalization and quantum decomposition of Lévy white noises.
See Lee, Shih [10] for the related discussion.
However, many techniques used to derive formulae in the above papers were based on the
assumption of the moment condition of Lévy spectrums, which are not fulfilled by many other
interesting and important cases of Lévy processes, such as Cauchy processes and α-stable pro-
cesses, 0 < α < 2 (see e.g. [13]). It is natural to ask if the above theory of Lévy white noise
analysis can be developed for all Lévy processes without the help of the moment condition. It
does not seem to be evident. For example, we cannot show the existence of Lévy white noise
measures on S ′ directly by applying the Minlos theorem.
In [12] Lee and Shih began to study Lévy white noise analysis associated with the general
cases of Lévy processes without the moment condition. In replacing S ′ by the dual space K′ of
the space of C∞ functions on R with compact support, it was shown that the Lévy white noise
measures always exist as Borel measures on K′, and then the representation of the associated
Lévy process and the Lévy stochastic integrals were successfully done. In Sections 2 and 3 of this
paper, we will improve those results (see Propositions 2.3 and 2.4). In particular, the sufficiency
and necessity of the existence of Lévy stochastic integrals will be shown in Proposition 3.5.
The main aim of this paper is to show that the result concerning the closed form of Segal–
Bargmann transforms in [9, Theorem 5.8] actually holds for all Lévy processes. We outline the
proof as follows. To begin with, we truncate the Lévy spectrum β on {0}∪[−n,−1/n]∪[1/n,n],
denoted by β(n), which satisfies the moment condition. One notes that if the support of β is not
concentrated on the union of {0} and a compact subset of R\{0}, every β(n) corresponds to differ-
ent Lévy white noise measure Λ(b,β(n)) and Lévy process X(b,β(n)) (see Section 2). By employing
the Segal–Bargmann transform as machinery, we embed {L2(K′,Λ(b,β(n)))} in L2(K′,Λ(b,β))
(see Propositions 4.1 and 4.2). Apply the results in Lee, Shih [9] to the Segal–Bargmann trans-
forms on L2(K′,Λ(b,β(n))) and show that the limit exists as n tends to infinity. Finally, after
proving that such a limit is exactly the desired closed form, we arrive at the main result (see
Theorem 4.8).
2. Lévy white noise measures
Let Ka be the space of all infinitely differentiable functions on R having compact supports
in the interval [−a, a], a > 0. Then Ka is a nuclear space with a family {| · |a,n} of countable
norms defined by |η|a,n =∑0mn ∫ a−a | dmdtm η(t)|2 dt , η ∈Ka . Let K be the union of the spaces
Ka endowed with the inductive limit topology, and K′ the dual of K with the weak topology. In
the sequel, the pair (x, η), x ∈K′, η ∈K, will always stand for a K′–K pairing.
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M+(R), by ‖γ ‖ = |γ |(R) the total variation of γ . For every pair (b,β) ∈ R ×M+(R), let gβ ,
hβ be two complex-valued functions on R given by
gβ(r)=
∫
0<|u|1
(
eiur − 1 − iur)β0(du); hβ(r)= ∫
|u|>1
(
eiur − 1)β0(du), (2.1)
where β0(du)= 1+u2u2 β(du), u = 0; and let f(b,β) be the Lévy function generated by (b,β), that
is,
f(b,β)(r)= ibr − β({0})2 r
2 + gβ(r)+ hβ(r), r ∈ R. (2.2)
Consider the complex-valued functional C(b,β) on the space K given by
C(b,β)(η)= exp
( +∞∫
−∞
f(b,β)
(
η(t)
)
dt
)
, η ∈K. (2.3)
Then, by [12, Theorem 2.1], there is a unique probability measure Λ(b,β) on (K′,B(K′)), B(K′)
being the σ -field generalized by all cylinder sets in K′, the characteristic functional of which is
C(b,β), that is,
C(b,β)(η)=
∫
K′
ei (x,η) Λ(b,β)(dx) for any η ∈K.
We call Λ(b,β) the Lévy white noise measure corresponding to the pair (b,β).
Let Θβ be the class of all real-valued L1 ∩L2(R)-function ψ satisfying
lim
n→∞
∫
|t |n
hβ
(
rψ(t)
)
dt exists in C for any r ∈ R. (2.4)
It is obvious that the condition (2.4) is fulfilled by all L1∩L2(R)-functions with compact support.
In fact, the class Lβ = {ψ ∈ L1 ∩L2(R);f(b,β)(rψ) ∈ L1(R), ∀r ∈ R} is contained in Θβ . When
β satisfies the absolute moment of order one or β0 is the Lévy measure associated with certain
non-trivial α-stable probability measure on R, it can be shown that Lβ =Θβ (see Lee, Shih [12]
for the detailed discussion). An interesting question arises: is there β ∈M+(R) such that Lβ is
a proper subset of Θβ? The question is still open.
In this section, we will establish the following results on the class Θβ :
(1) The domain of the functional C(b,β) can be extended to the class Θβ .
(2) For any ψ ∈ Θβ , there is associated a random variable Yψ on (K′,B(K′),Λ(b,β)) such that
the characteristic function of Yψ is exactly C(b,β)(rψ), r ∈ R. It will be shown that such a
random variable is nothing but a Lévy stochastic integral with respect to some Lévy process
in Section 3.
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For analogous results to the above on the class Lβ , we refer the reader to [12].
Lemma 2.1. For any ψ ∈ L1 ∩L2(R),
+∞∫
−∞
∫
0<|u|1
∣∣eiuψ(t) − 1 − iuψ(t)∣∣β0(du)dt <+∞.
Moreover, if φn →ψ in L2(R), then gβ(φn)→ gβ(ψ) in L1(R).
Proof. We note that for any x, y ∈ R,
∣∣eix − eiy − i (x − y)∣∣= ∣∣∣∣∣
x−y∫
0
t+y∫
0
ei s ds dt
∣∣∣∣∣

|x−y|∫
0
(
t + |y|)dt  |y − x|2 + |y||y − x|. (2.5)
Then this lemma immediately follows from (2.1) and (2.5). 
Theorem 2.2. For any ψ ∈ L1 ∩L2(R) with compact support, let {ηn} ⊂K be convergent to ψ
in L1 ∩ L2(R). Suppose that all of the supports of ηn’s and ψ are contained in some compact
interval D. Then {(·, ηn)} converges in probability to a random variable on (K′,B(K′),Λ(b,β)),
denoted by 〈·,ψ〉(b,β), such that
logE(b,β)
[
ei r〈·,ψ〉(b,β)
]= +∞∫
−∞
f(b,β)
(
rψ(t)
)
dt ∀r ∈ R, (2.6)
where E(b,β)[f ] is the expectation of f with respect to Λ(b,β) and logf (r) is the unique complex-
valued continuous determination of the logarithm of a continuous function f on R with f (0)= 1.
Proof. Since hβ(rηn)→ hβ(rψ) in measure on (D,m|D), m being the Lebesgue measure on R,
and ∣∣hβ(rφ)∣∣ 4‖β‖ · 1D, ∀r ∈ R, (2.7)
for φ = ηn,ψ , we have hβ(rηn) → hβ(rψ) in L1(R) for any r ∈ R by the Lebesgue dominated
convergence theorem. On the other hand, by Lemma 2.1, gβ(rηn) → gβ(rψ) in L1(R). Then
f(b,β)(rηn)→ f(b,β)(rψ) in L1(R); hence
E(b,β)
[
ei r(·,ηn)
]→ exp( +∞∫ f(b,β)(rψ(t))dt) ∀r ∈ R.
−∞
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tinuous with value 0 at r = 0, which implies that exp(∫ +∞−∞ f(b,β)(rψ(t)) dt), r ∈ R, is the
characteristic function of a random variable on (K′,B(K′),Λ(b,β)), denoted by 〈·,ψ〉(b,β). On
the other hand, by [7, Lemma 2.16, p. 258], there is a constant c > 0 such that
∫
K′
|(x, ηn − ηm)|
1 + |(x, ηn − ηm)| Λ(b,β)(dx)  c
1∫
0
∣∣1 − C(b,β)(r(ηn − ηm))∣∣dr
→ 0 as n,m→ ∞.
Thus, {(·, ηn)} converges in probability to 〈·,ψ〉(b,β). Finally, the formula (2.6) is obtained by a
direct application of [18, Lemma 7.6]. We complete the proof. 
Theorem 2.3. For ψ ∈ Θβ , let ψn = ψ |[−n,n] be the restriction of ψ on [−n,n], n ∈ N. Then
〈·,ψn〉(b,β) converges in probability to a random variable on (K′,B(K′),Λ(b,β)) as n → ∞,
denoted by 〈·,ψ〉(b,β). Moreover, for any r ∈ R,
logE(b,β)
[
ei r〈·,ψ〉(b,β)
]= lim
n→∞
∫
|t |n
f(b,β)
(
rψ(t)
)
dt
= ibr
+∞∫
−∞
ψ(t) dt − β({0})
2
r2
+∞∫
−∞
ψ(t)2 dt
+
+∞∫
−∞
gβ
(
rψ(t)
)
dt + lim
n→∞
∫
|t |n
hβ
(
rψ(t)
)
dt.
Proof. For each n ∈ N, take a sequence {ηn,k} ⊂ K such that suppηn,k’s are all contained in
a compact interval and ηn,k → ψn in L1 ∩ L2(R) as k → ∞. By Theorem 2.2, (·, ηn,k) →
〈·,ψn〉(b,β), (·, ηm,k) → 〈·,ψm〉(b,β), and (·, ηn,k − ηm,k) → 〈·,ψn − ψm〉(b,β) (n > m) in prob-
ability with respect to Λ(b,β) as k → ∞. Thus, 〈·,ψn〉(b,β) − 〈·,ψm〉(b,β) = 〈·,ψn − ψm〉(b,β)
Λ(b,β)-a.e., and then we have∣∣logE(b,β)[ei r(〈·,ψn〉(b,β)−〈·,ψm〉(b,β))]∣∣
=
∣∣∣∣∣
+∞∫
−∞
f(b,β)
(
r
(
ψn(t)−ψm(t)
))
dt
∣∣∣∣∣
C(b,β)
(|ψn −ψm|L1(R)|r| + |ψn −ψm|2L2(R)r2)+ ∣∣∣∣ ∫
m<|t |n
hβ
(
rψ(t)
)
dt
∣∣∣∣,
which converges to zero as n,m → ∞, where C(b,β) is a positive constant depending only on
(b,β). By [7, Lemma 2.16, p. 258], there is a constant c > 0 such that
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K′
|〈x,ψn〉(b,β) − 〈x,ψm〉(b,β)|
1 + |〈x,ψn〉(b,β) − 〈x,ψm〉(b,β)| Λ(b,β)(dx)
)2
 c
1∫
0
∣∣1 − E(b,β)[ei r(〈·,ψn〉(b,β)−〈·,ψm〉(b,β))]∣∣dr
for any n,m ∈ N. The right-hand side of this inequality approaches to zero as n,m→ ∞; hence
{〈·,ψn〉(b,β)} converges in probability to a random variable, denoted by 〈·,ψ〉(b,β), with respect
to Λ(b,β). Since (·, ηn,k)’s are all infinitely divisible, so are 〈·,ψn〉(b,β)’s and 〈·,ψ〉(b,β). It im-
plies that their characteristic functions do not vanish in (−∞,+∞). Therefore, we apply [18,
Lemma 7.7] to see that logE(b,β)[ei r〈·,ψn〉(b,β)] → logE(b,β)[ei r〈·,ψ〉(b,β) ], for any r ∈ R. More-
over, by Lemma 2.1 and Theorem 2.2,
logE(b,β)
[
ei r〈·,ψn〉(b,β)
] = +∞∫
−∞
f(b,β)
(
rψn(t)
)
dt
→ ibr
+∞∫
−∞
ψ(t) dt − β({0})
2
r2
+∞∫
−∞
ψ(t)2 dt
+
+∞∫
−∞
gβ
(
rψ(t)
)
dt + lim
n→∞
∫
|t |n
hβ
(
rψ(t)
)
dt,
from which the assertion of this theorem immediately follows. 
Proposition 2.4.
(i) Θβ is a linear space. Moreover, for any α ∈ R and ψ,φ ∈Θβ ,
〈·, αψ + φ〉(b,β) = α〈·,ψ〉(b,β) + 〈·, φ〉(b,β), Λ(b,β)-a.e.
(ii) If the support of Λ(b,β) is contained in the dual space S ′ of the Schwartz space S on R, then
S is contained in Θβ .
Proof. The proof of (ii) can be found in [12, Proposition 4.4]. For the proof of (i), we first note
that by Theorem 2.2 〈·, αψn + φn〉(b,β) = α〈·,ψn〉(b,β) + 〈·, φn〉(b,β), Λ(b,β)-a.e., for any n ∈ N,
where ψn =ψ |[−n,n] and φn = φ|[−n,n]; and by Theorem 2.3, 〈·, αψn+φn〉(b,β) → α〈·,ψ〉(b,β)+
〈·, φ〉(b,β) in probability with respect to Λ(b,β). Then, by applying [18, Lemmas 7.7 and 7.8] we
at once see that
logE(b,β)
[
ei 〈·,αψn+φn〉(b,β)
]→ logE[ei (α〈·,ψ〉(b,β)+〈·,φ〉(b,β))] as n→ ∞.
Consequently,
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n→∞
∫
|t |n
hβ
(
αψ(t)+ φ(t))dt = logE(b,β)[ei (α〈·,ψ〉(b,β)+〈·,φ〉(b,β))]− ib +∞∫
−∞
(
αψ(t)+ φ(t))dt
+ β({0})
2
+∞∫
−∞
(αψ + φ)2(t) dt −
+∞∫
−∞
gβ
(
αψ(t)+ φ(t))dt,
so that αψ + φ ∈Θβ . Since (αψ + φ)n = αψn + φn, it follows from Theorem 2.3 that
〈·, αψ + φ〉(b,β) = α〈·,ψ〉(b,β) + 〈·, φ〉(b,β), Λ(b,β)-a.e.
We finish the proof. 
Define a stochastic process {X(b,β)(t); t ∈ R} on (K′,B(K′),Λ(b,β)) by
X(b,β)(t;x)=
{ 〈x,1[0,t]〉(b,β), if t  0,
−〈x,1[t,0]〉(b,β), if t < 0.
Then, by Theorem 2.2, X(b,β) is a version of Lévy process, the corresponding Lévy function of
which is exactly f(b,β). By [18, Theorem 11.5], X(b,β) can be assumed to be a Lévy process with
X(b,β)(0)= 0.
Proposition 2.5. For any (b,β) ∈ R ×M+(R), there is a Λ(b,β)-null set Δ such that for every
x ∈K′ \Δ, x is exactly the distributional derivative of the sample function: t ∈ R →X(b,β)(t;x).
Proof. First, for each η ∈ K, it follows from the proof of [12, Proposition 3.5(ii)] that (·, η)
coincides with the Riemann–Stieltjes integral ∫ +∞−∞ η(t)X(b,β)(dt; ·) Λ(b,β)-a.e. on K′. By the
separability of K, we can choose a countable dense subset D of K. Then there is a Λ(b,β)-
null set Δ ⊂ K′ with Λ(b,β)(Δ) = 0 such that for any x ∈ K′ \ Δ and ζ ∈ D, (x, ζ ) equals∫ +∞
−∞ ζ(t)X(b,β)(dt;x). Thus, for any η ∈ K, if we take a convergent sequence {ζn} ⊂ D to η,
then for any x ∈K′ \Δ,
(x, η)= lim
n→∞(x, ζn)= limn→∞
+∞∫
−∞
ζn(t)X(b,β)(dt;x)=
+∞∫
−∞
η(t)X(b,β)(dt;x)
= −
+∞∫
−∞
X(b,β)(t;x)η˙(t) dt = −
(
X(b,β)(·;x), η˙
)
. (2.8)
The proof is complete. 
The Skorokhod space. Let D(R) be the class of all càdlàg functions φ defined on R with
φ(0) = 0. It is well known that D(R) is a Polish space under the Skorokhod metric ρ, where
for any φ,ψ ∈ D(R), the metric ρ(φ,ψ) of φ and ψ is given by
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ϑ∈Θ
{
sup
s<t∈R
∣∣∣∣ln ϑ(t)− ϑ(s)t − s
∣∣∣∣+ ∞∑
n=1
1
2n
(
min
{
1, sup
t∈R
∣∣φ(ϑ(t))n(ϑ(t))−ψ(t)n(t)∣∣})},
Θ being the set of all continuous functions ϑ of R onto itself that are strictly increasing with
ϑ(0)= 0; and
n(t)=
{1 if |t | n,
0 if |t | n+ 1,
n+ 1 − |t | if n |t | n+ 1.
Remark 2.6. It should be emphasized that the above Skorokhod metric ρ is constructed on
“D(R)” instead of “D(R+)” as in the book [7], where the domains of ϑ ∈ Θ and the truncation
n are extended in a natural way to the whole R. All the characterizations of the Skorokhod
metric on D(R+) presented in [7] remain valid for the metric ρ.
Let T be the mapping from the Skorokhod space (D(R), ρ) into the space K′ by T(φ) = φ˙,
where φ˙ is the distributional derivative of φ. By [11, Proposition 2.1 and Corollary 2.2], T is
injective and continuous for the Skorokhod topology; and for any Borel set B of (D(R), ρ) (i.e.,
B ∈ B(D(R))), T(B) is a Borel set of K′. In particular, T(D(R)) ∈ B(K′). Recall that the σ -
field B(D(R)) equals the σ -field generated by all maps: φ ∈ D(R) → φ(s) for s ∈ R (see [7]).
Combining this with Proposition 2.5 yields the following result.
Theorem 2.7. Let X be a real-valued function on R ×K′ given by
X(t;x)=
{
T−1(x)(t) if x ∈ T(D(R)),
0 if x ∈K′ \ T(D(R)), t ∈ R.
Then, for any t ∈ R, X(t; ·) is B(K′)-measurable. Moreover, for any (b,β) ∈ R ×M+(R), X is
a càdlàg version of X(b,β) on (K′,B(K′),Λ(b,β)).
Henceforth, we will replace X(b,β) by X for any (b,β) ∈ R ×M+(R). Here, one notes that
the definition of X is independent of the choice of (b,β).
3. The Lévy–Itô decomposition theorem
Fix a (b,β) ∈ R × M+(R). Let Bb(R2∗) be the class of bounded Borel subsets of R2∗
(= R2 \ {(t,0); t ∈ R}), away from the t-axis; and the measure νβ(dt, du) = β0(du)dt on
B(R2∗). For E ∈ Bb(R2∗), let
N(E;x)= ∣∣{(t, u) ∈E; jX(t;x)= u}∣∣, x ∈K′, (3.1)
where jX(t;x)=X(t;x)−X(t−;x). Then N(E;x)= 0 if x ∈K′ \ T(D(R)).
Theorem 3.1 (Lévy–Itô decomposition theorem). (See [18].) On the probability space (K′,B(K′),
Λ(b,β)), the sample functions of X enjoy the following decomposition:
(i) {N(E;x);E ∈ Bb(R2), x ∈K′} is a Poisson random measure with the intensity measure νβ .∗
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Yβ,n(t)=
⎧⎨⎩
∫ t
0
∫
1
n
|u|1 uN˜β(ds, du)+
∫ t
0
∫
1<|u|n uN(ds, du) if t  0,
− ∫ 0
t
∫
1
n
|u|1 uN˜β(ds, du)−
∫ 0
t
∫
1<|u|n uN(ds, du) if t < 0,
(3.2)
where {N˜β(E;x)≡N(E;x)−νβ(E);E ∈ Bb(R2∗), x ∈K′} is an independent random mea-
sure with zero mean, and the above integrals are defined pathwise as Lebesgue–Stieltjes
integrals. Then there is Ω(b,β) ∈ B(K′) ∩ T(D(R)) with Λ(b,β)(Ω(b,β)) = 1 such that for
each x ∈Ω(b,β),
(a) Yβ(t;x)≡ limn→∞ Yβ,n(t;x) exists uniformly in t on any bounded interval; and
(b) B(b,β)(t;x)≡X(t;x)− bt − Yβ(t;x) is continuous in t ∈ R and, for s < t ,
E(b,β)
[
ei r(B(b,β)(t)−B(b,β)(s))
]= e− 12β({0})r2|t−s| ∀r ∈ R.
(iii) The two systems {N(E);E ∈ Bb(R2∗)} and {B(b,β)(t); t ∈ R} are independent.
Remark 3.2. From Theorems 2.7 and 3.1 it follows that for any x ∈Ω(b,β),
x = X˙(·;x)= b + B˙(b,β)(·;x)+ Y˙β(·;x)
= b + B˙(b,β)(·;x)+ lim
n→∞ Y˙β,n(·;x).
Let λβ be a positive measure on B(R2) defined by λβ(dt, du) = (1 + u2)β(du)dt . Define a
L2(K′,Λ(b,β))-valued function M(b,β) on {E ∈ B(R2);λβ(E) <+∞} by
M(b,β)(E)=
+∞∫
−∞
1E(t,0)B(b,β)(dt)+
∫ ∫
R2∗
u1E(t, u) N˜β(dt, du). (3.3)
Then the system {M(b,β)(E;x);E ∈ B(R2) with λβ(E) < +∞, x ∈ K′} forms an independent
random measure with zero mean which means that E(b,β)[M(b,β)(E)] = 0 and M(b,β)(E) and
M(b,β)(F ) are independent to each other for E,F ∈ B(R2) with E ∩ F = ∅. In addition,
E(b,β)[M(b,β)(E)M(b,β)(F )] = λβ(E ∩F) for all E,F ∈ B(R2). The mth order Lévy–Itô multi-
ple stochastic integral
Ib,β;m(gm)≡
∫
R2
. . .
∫
R2
gm(s1, . . . , sm)M(b,β)(ds1) . . .M(b,β)(dsm),
with respect to M(b,β) was introduced by K. Itô in [5], where gm ∈ L̂2c((R2)m,λ⊗mβ ), the closed
subspace consisting of all symmetric complex-valued functions in L2c((R2)m,λ
⊗m
β ). Here, for a
real Banach space V , Vc denotes the complexification of V . Then we have∥∥Ib,β;m(gm)∥∥2L2(K′,Λ(b,β)) =m!
∫
2
. . .
∫
2
∣∣gm(s1, . . . , sm)∣∣2 λβ(ds1) . . . λβ(dsm).
R R
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gm =
∑
i=1
ai 1̂Ei1×···×Eim, ai’s ∈ C, (3.4)
Eij ’s ∈ B(R2) with λβ(Eij ) <+∞ and Eij < Eij+1 (see [4]), then
Ib,β;m(gm)=
∑
i=1
ai
m∏
j=1
M(b,β)
(
Eij
)
. (3.5)
For the detailed description and related properties of Ib,β;m(gm), we refer the reader to [5].
The following is the Itô’s chaos decomposition theorem for square integrable Lévy white
noise functionals.
Theorem 3.3. (See [5].) Let ϕ be given in L2(K′,Λ(b,β)). Then
(i) there exists a unique series of kernel functions φm ∈ L̂2c((R2)m,λ⊗mβ ), m ∈ N ∪ {0}, such
that ϕ is equal to the orthogonal direct sum
∑∞
m=0
⊕
Ib,β;m(φm). In notation, we write
ϕ ∼ (φm)b,β .
(ii) L2(K′,Λ(b,β)) is isomorphic to the Boson Fock space Fs(L2c(R2, λβ)) over L2c(R2, λβ) by
carrying ϕ ∼ (φm)b,β into (
√
0!φ0,
√
1!φ1, . . . ,
√
m!φm, . . .).
Remark 3.4. For g ∈ L2c(R2, λβ),
Ib,β;1(g)=
+∞∫
−∞
g(t,0)B(b,β)(dt)+
+∞∫
−∞
∫
|u|>0
ug(t, u) N˜β(dt, du),
with the characteristic function E(b,β)[ei rIb,β;1(g)], r ∈ R, being
exp
(
−β({0})
2
r2
+∞∫
−∞
g(t,0)2 dt +
∫ ∫
R2∗
(
eiurg(t,u) − 1 − i rug(t, u))β0(du)dt). (3.6)
If β has finite second moment, then the function (t, u) ∈ R2 → 1[c,d](t) is in L2c(R2, λβ), and we
see that Λ(b,β)-a.e. on K′
X(d)−X(c)= Ib,β;1(1[c,d])+
(
b +
∫ (
u+ u−1)β(du))(d − c).|u|>1
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X(d)−X(c)= lim
n→∞
{
Ib,β;1(1[c,d]×({0}∪{u;1/n|u|n}))
+
(
b +
∫
1<|u|n
(
u+ u−1)β(du))(d − c)}
in probability with respect to Λ(b,β). Here, one notes that limn→∞
∫
1<|u|n uβ(du) may not
exist if β has not the first absolute moment. For example, if X is the α-stable process on
(K′,B(K′),Λ(b,β)), then the above limit exists if and only if 1 < α  2.
Lévy stochastic integrals. For ψ ∈ L1 ∩ L2(R), the Lévy–Itô integral Ib,β;1(ψ · 1R×[−1,1])
always exists because ψ · 1R×[−1,1](t, u) ≡ ψ(t) · 1[−1,1](u), (t, u) ∈ R2, is in L2c(R2, λβ) for
any β ∈M+(R). On the other hand, if ψ has compact support, the Lebesgue–Stieltjes integral
+∞∫
−∞
∫
|u|>1
uψ(t)N (dt, du;x)=
∑
t∈suppψ
jX(t;x) · 1(1,+∞)
(|jX(t;x)|)ψ(t)
is convergent for any x ∈ K′. In fact, the right-hand summation of the above equality is just a
finite sum. Then, it is easy to see that
logE(b,β)
[
exp
(
i r
+∞∫
−∞
∫
|u|>1
uψ(t)N(dt, du)
)]
=
+∞∫
−∞
hβ
(
rψ(t)
)
dt ∀r ∈ R.
For an arbitrarily given ψ ∈ L1 ∩L2(R), we define on (K′,B(K′),Λ(b,β))
+∞∫
−∞
∫
|u|>1
uψ(t)N(dt, du)≡ lim
n→∞
∫
|t |n
∫
|u|>1
uψ(t)N(dt, du) (3.7)
in probability, provided that such a limit exists. Since the right-hand integrals in (3.7) are in-
finitely divisible, so is
∫ +∞
−∞
∫
|u|>1 uψ(t)N(dt, du). By [18, Lemma 7.7],
logE(b,β)
[
exp
(
i r
+∞∫
−∞
∫
|u|>1
uψ(t)N(dt, du)
)]
= lim
n→∞
∫
|t |n
hβ
(
rψ(t)
)
dt (3.8)
exists. Thus ψ ∈ Θβ , and vice versa. Summing up the above argument we have the following
result.
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space (K′,B(K′),Λ(b,β)) if and only if ψ ∈Θβ . Moreover, Λ(b,β)-a.e. on K′,
〈·,ψ〉(b,β) = b
+∞∫
−∞
ψ(t) dt + Ib,β;1(ψ · 1R×[−1,1])+
+∞∫
−∞
∫
|u|>1
uψ(t)N(dt, du). (3.9)
Proof. The formula (3.9) immediately follows from Theorem 2.3, (3.6), and (3.8). 
For η ∈K and x ∈Ω(b,β), it follows from Remark 3.2 that
(x, η)= (X˙(·;x), η)= +∞∫
−∞
η(t)X(dt;x)
= b
+∞∫
−∞
η(t) dt +
+∞∫
−∞
η(t)B(b,β)(dt;x)+
+∞∫
−∞
η(t)Yβ(dt;x), (3.10)
where all of the above integrals in (3.10) are understood pathwise in the sense of Riemann–
Stieltjes integrals; and for c < d it follows from Theorem 3.1 that Λ(b,β)-a.e. on Ω(b,β),
Yβ(d)− Yβ(c)=
∫ ∫
R2∗
u1[c,d]×{u;0<|u|1}(t, u) N˜β(dt, du)+
d∫
c
∫
|u|>1
uN(dt, du).
The above argument leads to the following definition concerning Lévy stochastic integrals.
Definition 3.6. For any ψ ∈ Θβ , we define Lévy stochastic integrals:
∫ +∞
−∞ ψ(t)Yβ(dt) and∫ +∞
−∞ ψ(t)X(dt) on (K′,B(K′),Λ(b,β)) by
+∞∫
−∞
ψ(t)Yβ(dt)=
∫ ∫
R2∗
uψ(t) · 1{u;0<|u|1}(u) N˜β(dt, du)+
+∞∫
−∞
∫
|u|>1
uψ(t)N(dt, du);
and
+∞∫
−∞
ψ(t)X(dt)= b
+∞∫
−∞
ψ(t) dt +
+∞∫
−∞
ψ(t)B(b,β)(dt)+
+∞∫
−∞
ψ(t)Yβ(dt).
4. The Segal–Bargmann transform
To begin with, the following two notations are fixed in this section:
1. Dn ≡ {u ∈ R \ {0};1/n |u| n};
H.-H. Shih / Journal of Functional Analysis 255 (2008) 657–680 6692. For any β ∈M+(R), β(n)(E)≡ β(E ∩ ({0} ∪Dn)), ∀E ∈ B(R), n ∈ N.
For (b,β) ∈ R × M+(R), let ϕ ∈ L2(K′,Λ(b,β)) with ϕ ∼ (φm)b,β . Then the Segal–
Bargmann (or the S-) transform S(b,β)ϕ of ϕ is a complex-valued analytic functional on
L2c(R
2, λβ) defined by
S(b,β)ϕ(g)=
∫
K′
ϕ(x)E(b,β)(g)(x)Λ(b,β)(dx), g ∈ L2c
(
R2, λβ
)
,
where E(b,β)(g)=∑∞m=0 1m!Ib,β;m(g⊗m), called the coherent state functionals associated with g
corresponding to (b,β). In fact,
S(b,β)ϕ(g)=
∞∑
m=0
∫
R2
. . .
∫
R2
φm(s1, . . . , sm)g(s1) · · ·g(sm)λβ(ds1) . . . λβ(dsm). (4.1)
In this section, we will be devoted to derive the closed form of the Segal–Bargmann transform
of square-integrable Lévy white noise functionals. Equivalently, we are looking for an explicit
form of the coherent state functionals.
Let H be a complex Hilbert space and F1(H) be the class of all analytic functions on H with
norm ‖·‖F1(H) given by
‖f ‖2F1(H) =
∞∑
m=0
1
m!
∣∣Dmf (0)∣∣2L(m)
(2) (H)
,
where D is the Fréchet derivative of f and L(m)(2) (H) is the space of all m-linear Hilbert–Schmidt
operators on H . Then F1(H) is called the Bargmann–Segal–Dwyer space. It is well known that
the S(b,β)-transform is a unitary operator from L2(K′,Λ(b,β)) onto F1(L2c(R2, λβ)) (see [9]).
Proposition 4.1. Let H be a complex separable Hilbert space and K the closed subspace of H .
For any F ∈F1(K), we define a functional F˜ on H by
F˜ (h)= F(hK), h ∈H,
where h = hK + h⊥K , hK ∈ K and h⊥K ∈ K⊥, the orthogonal complement of K on H . Then
F˜ ∈F1(H) and ‖F˜‖F1(H) = ‖F‖F1(K).
Proof. First, it is obvious that F˜ is an analytic function on K . Let {ei}, {fj } be orthonormal
bases of K and K⊥, respectively. We note that for any xi ∈ H , i = 1,2, . . . ,m, if there is k ∈
{1,2, . . . ,m} such that xk ∈K⊥, then
DmF˜ (0)(x1, . . . , xm)=DmF(0)
(
(x1)K, . . . , (xk−1)K,0, (xk+1)K, . . . , (xm)K
)= 0.
It implies that
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(2) (H)
=
∞∑
i1,...,im=0
∣∣DmF˜ (0)(ei1 , . . . , eim)∣∣2
=
∞∑
i1,...,im=0
∣∣DmF(0)(ei1 , . . . , eim)∣∣2
= ∥∥DmF(0)∥∥2L(m)
(2) (K)
, ∀m ∈ N ∪ {0},
whence ‖F˜‖F1(H) = ‖F‖F1(K). 
By Proposition 4.1, F1(K) is unitarily isometric to a closed subspace of F1(H). Since, for
any n ∈ N, L2c(R2, λβ(n) ) can be regarded as a closed subspace of L2c(R2, λβ) by the isometry:
h ∈ L2c(R2, λβ(n) ) → h · 1R×({0}∪Dn) ∈ L2c(R2, λβ), we apply Proposition 4.1 to define a map
Φb,β(n),β from L2(K′,Λ(b,β(n))) into L2(K′,Λ(b,β)) by
Φb,β(n),β(ϕ)= S−1(b,β)( ˜S(b,β(n))ϕ), ϕ ∈ L2(K′,Λ(b,β(n))).
Therefore ∥∥Φb,β(n),β(ϕ)∥∥L2(K′,Λ(b,β)) = ‖ ˜S(b,β(n))ϕ‖F1(L2c (R2,λβ )) = ‖ϕ‖L2(K′,Λ(b,β(n))).
On the other hand, let Φb,β,β(n) be the map from L2(K′,Λ(b,β)) into L2(K′,Λ(b,β(n))) by
Φb,β,β(n) (ϕ)= S−1(b,β(n))(S(b,β)ϕ|L2c (R2,λβ(n) )), ϕ ∈ L
2(K′,Λ(b,β)).
Proposition 4.2. Let (b,β) ∈ R ×M+(R) and n ∈ N.
(i) If ϕ ∈ L2(K′,Λ(b,β(n))) with the chaos decomposition ϕ ∼ (φm)b,β(n) , then
Φb,β(n),β(ϕ)∼
(
φm · (1R×({0}∪Dn))⊗m
)
b,β
.
(ii) If ψ ∈ L2(K′,Λ(b,β)) with the chaos decomposition ψ ∼ (ψm)b,β , then
Φb,β,β(n) (ψ)∼ (ψm)b,β(n) .
Proof. It is straightforward by comparing the S-transform of both-side functionals. 
For any n ∈ N, we define a mapping Jb,β,n from K′ into K′ by
Jb,β,n(x)=
{
b + B˙(b,β)(·;x)+ Y˙β,n(·;x) if x ∈Ω(b,β),
0 if x /∈Ω .(b,β)
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(
Jb,β,n(x), η
)= (b +∞∫
−∞
η(t) dt +
+∞∫
−∞
η(t)B(b,β)(dt;x)+
+∞∫
−∞
η(t)Yβ,n(dt;x)
)
· 1Ω(b,β) (x),
hence the function x ∈K′ → (Jb,β,n(x), η) is obviously B(K′)-measurable, and so J−1b,β,n({x ∈K′;
(x, η)  a}) lies in B(K′) for any a ∈ R. Then Jb,β,n is B(K′)-measurable by applying the fact
that B(K′) is a σ -field generated by all cylinder sets.
Proposition 4.3. Let (b,β) ∈ R ×M+(R) and n ∈ N.
(i) For any t ∈ R and x ∈Ω(b,β),
jX
(
t; Jb,β,n(x)
)= Yβ,n(t;x)− Yβ,n(t−;x)= jX(t;x) · 1Dn(jX(t;x));
Yβ(n)
(
t; Jb,β,n(x)
)= Yβ,n(t;x);
X
(
t; Jb,β,n(x)
)= bt +B(b,β)(t;x)+ Yβ,n(t;x).
(ii) For any B ∈ B(K′), Λ(b,β(n))(B)=Λ(b,β)(J−1b,β,n(B)).
(iii) For any complex-valued bounded continuous function ϕ on K′,
lim
n→∞
∫
K′
ϕ(x)Λ(b,β(n))(dx)=
∫
K′
ϕ(x)Λ(b,β)(dx).
(iv) For any t ∈ R, B(b,β(n))(t; Jb,β,n(x))= B(b,β)(t;x), Λ(b,β)-a.e. x ∈Ω(b,β).
Proof. Since Jb,β,n(x) = b + T(B(b,β)(·;x)+ Yβ,n(·;x)) for any x ∈ Ω(b,β), the assertion in (i)
immediately follows from the definitions of Jb,β,n, Yβ(n) , Yβ,n, and Theorem 2.7, where T is the
map defined several lines before Theorem 2.7. Observe that for any η ∈K,
C(b,β(n))(η)= exp
( +∞∫
−∞
f(b,β(n))
(
η(t)
)
dt
)
=
∫
K′
exp
(
ib
+∞∫
−∞
η(t) dt + i
+∞∫
−∞
η(t)B(b,β)(dt;x)
+ i
+∞∫
−∞
η(t)Yβ,n(dt;x)
)
Λ(b,β)(dx)
=
∫
′
ei (Jb,β,n(x),η) Λ(b,β)(dx)K
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∫
K′
ei (x,η) Λ(b,β)
(
J−1b,β,n(dx)
)
.
This implies that Λ(b,β(n)) and Λ(b,β) ◦ J−1b,β,n coincide on the σ -field generated by all random
variables (·, η), η ∈K, hence on B(K′) and we obtain the assertion in (ii). The assertion in (iii)
is a simple consequence of (ii) and Remark 3.2. Finally, we observe that
1 =
∫
K′
exp
(
i
(
X(t;x)− bt −B(b,β(n))(t;x)− Yβ(n) (t;x)
))
Λ(b,β(n))(dx)
(by Theorem 3.1)
=
∫
K′
exp
(
i
(
X
(
t; Jb,β,n(x)
)− bt −B(b,β(n))(t; Jb,β,n(x))− Yβ(n)(t; Jb,β,n(x))))Λ(b,β)(dx)
(
by (ii))
=
∫
K′
exp
(
i
(
X
(
t; Jb,β,n(x)
)− bt −B(b,β(n))(t; Jb,β,n(x))− Yβ,n(t;x)))Λ(b,β)(dx).
(
by (i)).
Then
X
(
t; Jb,β,n(x)
)= bt +B(b,β(n))(t; Jb,β,n(x))+ Yβ,n(t;x), Λ(b,β)-a.e. x ∈Ω(b,β).
Combining this with (i), the assertion in (iv) immediately follows. 
For any (b,β) ∈ R × M+(R), by Proposition 4.3, there is Ξ(b,β) ∈ Ω(b,β) ∩ B(K′) with
Λ(b,β)(Ξ(b,β))= 1 such that for any x ∈Ξ(b,β), Jb,β,n(x) ∈Ω(b,β(n)) and the formula in Proposi-
tion 4.3(iv) holds for any n ∈ N and t ∈ R.
Proposition 4.4. Let (b,β) ∈ R ×M+(R) and ϕ ∈ L2(K′,Λ(b,β(n))) for some n ∈ N. Then
Φb,β(n),β(ϕ)= ϕ ◦ Jb,β,n, Λ(b,β)-a.e. on Ξ(b,β).
Proof. Let Sm, m ∈ N, be the class of all functions gm ∈ L̂2c((R2)m,λ⊗mβ(n) ) of the form
gm =
∑
i=1
ai 1̂Ei1×···×Eim, ai’s ∈ C,
where Eij ∈ B(R2) with λβ(n) (Eij ) <+∞, Eij < Eij+1, and Eij ∩ (R × {0}) is a union of disjoint
intervals of the form (p, q] for any i, j . By Proposition 4.3, we see that
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(
Eij ; Jb,β,n(x)
)
=
+∞∫
−∞
1Eij (t,0)B(b,β(n))
(
dt; Jb,β,n(x)
)+ +∞∫
−∞
∫
|u|>0
u1Eij (t, u) N˜β(n)
(
dt, du; Jb,β,n(x)
)
=
+∞∫
−∞
1Eij (t,0)B(b,β)(dt;x)+
+∞∫
−∞
∫
Dn
u1Eij (t, u) N˜β(dt, du;x)
=M(b,β)
(
Eij ∩
(
R × ({0} ∪Dn));x), ∀x ∈Ξ(b,β), (4.2)
and therefore, for gm ∈ Sm as above,
Ib,β(n);m(gm)
(
Jb,β,n(x)
)= ∑
i=1
ai
m∏
j=1
M(b,β(n))
(
Eij ; Jb,β,n(x)
)
=
∑
i=1
ai
m∏
j=1
M(b,β)
(
Eij ∩
(
R × ({0} ∪Dn));x) (by (4.2))
= Ib,β;m
(
gm · (1R×({0}∪Dn))⊗m
)
(x). (4.3)
Now, assume that ϕ ∼ (φm)b,β(n) . Since Sm, m ∈ N, is dense in L̂2c((R2)m,λ⊗mβ(n) ) (see [4, Theorem
2.1]), given an  > 0, we can choose ψm ∈ Sm such that
|ψm − φm|2L2c ((R2)m,λ⊗mβ(n) ) 

m! · 2m+4 , for each m ∈ N ∪ {0}.
By the Cauchy–Schwarz inequality, (4.3), Propositions 4.3(ii), and 4.2(i),
∥∥ϕ ◦ Jb,β,n −Φb,β(n),β(ϕ)∥∥2L2(K′,Λ(b,β))
 2
∫
Ξ(b,β)
∣∣∣∣∣ϕ(Jb,β,n(x))−
N∑
m=0
Ib,β;m
(
ψm · (1R×({0}∪Dn))⊗m
)
(x)
∣∣∣∣∣
2
Λ(b,β)(dx)
+ 2
∥∥∥∥∥
N∑
m=0
Ib,β;m
(
ψm · (1R×({0}∪Dn))⊗m
)−Φb,β(n),β(ϕ)
∥∥∥∥∥
2
L2(K′,Λ(b,β))
= 2
∫
Ξ(b,β)
∣∣∣∣∣ϕ(Jb,β,n(x))−
N∑
m=0
Ib,β(n);m(ψm)
(
Jb,β,n(x)
)∣∣∣∣∣
2
Λ(b,β)(dx)
+ 2
∥∥∥∥∥
N∑
Ib,β;m
(
ψm · (1R×({0}∪Dn))⊗m
)−Φb,β(n),β(ϕ)
∥∥∥∥∥
2
2 ′m=0 L (K ,Λ(b,β))
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∥∥∥∥∥ϕ −
N∑
m=0
Ib,β(n);m(ψm)
∥∥∥∥∥
2
L2(K′,Λ(b,β(n)))
= 4
(
N∑
m=0
m!|φm −ψm|2L2c ((R2)m,λ⊗mβ(n) ) +
∞∑
m=N+1
m!|φm|2L2c ((R2)m,λ⊗mβ(n) )
)
 
2
+ 4
∞∑
m=N+1
m!|φm|2L2c ((R2)m,λ⊗mβ(n) ) →

2
as N → ∞.
Since  > 0 is arbitrarily given, the proposition is proved. 
Corollary 4.5. Let (b,β) ∈ R ×M+(R) and g ∈ L2c(R2, λβ(n) ), n ∈ N. Then
E(b,β(n))(g) ◦ Jb,β,n = E(b,β)(g · 1R×({0}∪Dn)), Λ(b,β)-a.e. on K′.
In Lee, Shih [9] the closed form of the Segal–Bargmann transform was derived for those
β ∈M+(R) satisfying the moment condition:
∫ +∞
−∞ |u|n β(du) <+∞ for any n ∈ N. In the rest
of this paper, we will show that this result is actually fulfilled by all β ∈M+(R), even without
the moment condition. In fact, we will show that the limit “limn→∞ E(b,β(n))(Jb,β,n(x))” exists
for Λ(b,β)-a.e. x ∈K′, and find its explicit form. First, for (b,β) ∈ R ×M+(R), let
Dβ =
{
h ∈ L2c(R2, λβ);h∗ ∈ L1c(R2∗, νβ)
}
, h∗(t, u)= uh(t, u), (t, u) ∈ R2∗.
Then Dβ is a complex Banach space with the |·|β -norm defined by
|h|β =
(∫∫
R2
∣∣h(t, u)∣∣2 λβ(dt, du))1/2 + ∫∫
R2∗
∣∣uh(t, u)∣∣νβ(dt, du), h ∈Dβ,
andDβ ⊂Dβ(n) , n ∈ N. For each h ∈Dβ , by [9, Proposition 2.1] we can take a Δ(b,β)(h) ∈ B(K′)
with Λ(b,β)(Δ(b,β)(h))= 1 such that
∑
t∈R
∣∣h∗(t, jX(t;x))∣∣= ∫∫
R2∗
∣∣h∗(t, u)∣∣N(dt, du;x) <+∞, x ∈Δ(b,β)(h).
We note that for x ∈ Δ(b,β)(h), there are only a finite number of 1 + h∗(t, jX(t;x)) which are
zero; and the infinite product
∏
t∈R(1 + h∗(t, jX(t;x))) is absolutely convergent. Thus, for each
h ∈Dβ , there is associated a functional on K′ defined by
Υ(b,β)(h;x)=
{∏
t∈R(1 + h∗(t, jX(t;x))) if x ∈Δ(b,β)(h),
0, otherwise.
(4.4)
In addition, define two complex functions G(b,β) and P(b,β) on Dβ × (K′,B(K′),Λ(b,β)) by
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(
−β({0})
2
+∞∫
−∞
h(t,0)2 dt +
+∞∫
−∞
h(t,0)B(b,β)(dt)
)
P(b,β)(h;x)=
{
exp(− ∫∫
R2∗ h
∗(t, u) νβ(dt, du))Υ(b,β)(h;x) if x ∈Δ(b,β)(h),
0, otherwise.
(4.5)
Proposition 4.6. Let (b,β) ∈ R ×M+(R). Then, for any h ∈Dβ and n ∈ N,
(i) G(b,β(n))(h; Jb,β,n(x))=G(b,β)(h;x), Λ(b,β)-a.e. x ∈Ξ(b,β);
(ii) P(b,β(n))(h; Jb,β,n(x))= P(b,β)(h · 1R×Dn;x), Λ(b,β)-a.e. x ∈Ξ(b,β) ∩Δ(b,β)(h).
Proof. First, we observe that
G(b,β)(h; ·)= exp
(
−β({0})
2
+∞∫
−∞
h(t,0)2 dt + Ib,β;1(h · 1R×{0})
)
.
Let ϕ = Ib,β(n);1(h · 1R×{0}). By Proposition 4.2, Φb,β(n),β(ϕ) = Ib,β;1(h · 1R×{0}). The assertion
(i) immediately follows from Proposition 4.4. Next, by Proposition 4.3(ii), we see that for Λ(b,β)-
a.e. x ∈Ξ(b,β) ∩Δ(b,β)(h), Jb,β,n(x) ∈Δ(b,β(n))(h). Then
P(b,β(n))
(
h; Jb,β,n(x)
)
= exp
(
−
∫∫
R2∗
h∗(t, u) νβ(n) (dt, du)
)
Υ(b,β(n))
(
h; Jb,β,n(x)
)
= exp
(
−
∫∫
R2∗
(h · 1R×Dn)∗(t, u) νβ(dt, du)
)
Υ(b,β)(h · 1R×Dn;x)
= P(b,β)(h · 1R×Dn;x).
We obtain the assertion (ii) and the proof is complete.
Lemma 4.7. (See [9, Theorem 5.8].) Let (b,β) ∈ R ×M+(R). Assume that β satisfies the mo-
ment condition. Then, for any ϕ ∈ L2(K′,Λ(b,β)) and h ∈Dβ ,
S(b,β)ϕ(h)=
∫
K′
ϕ(x)G(b,β)(h;x)P(b,β)(h;x)Λ(b,β)(dx).
Now, we are ready to prove the main theorem.
Theorem 4.8. Let (b,β) ∈ R ×M+(R). Then, for any ϕ ∈ L2(K′,Λ(b,β)) and h ∈Dβ ,
S(b,β)ϕ(h)=
∫
K′
ϕ(x)G(b,β)(h;x)P(b,β)(h;x)Λ(b,β)(dx).
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any n ∈ N. Observe that for h ∈Dβ ,
S(b,β)ϕ(h)= lim
n→∞S(b,β)
(
Φb,β(n),β(ϕ)
)
(h · 1R×({0}∪Dn))
= lim
n→∞
∫
K′
ϕ
(
Jb,β,n(x)
)E(b,β(n))(h)(Jb,β,n(x))Λ(b,β)(dx), (4.6)
where the first equality is obtained by (4.1) and Proposition 4.2, and the second equality by
Proposition 4.4 and Corollary 4.5. Since β(n) satisfies the moment condition, by Proposition
4.3(ii) and Lemma 4.7 we see that
∫
K′
ϕ
(
Jb,β,n(x)
)E(b,β(n))(h)(Jb,β,n(x))Λ(b,β)(dx)
=
∫
K′
ϕ(x)E(b,β(n))(h)(x)Λ(b,β(n))(dx)
=
∫
K′
ϕ(x)G(b,β(n))(h;x)P(b,β(n))(h;x)Λ(b,β(n))(dx)
=
∫
K′
ϕ
(
Jb,β,n(x)
)
G(b,β(n))
(
h; Jb,β,n(x)
)
P(b,β(n))
(
h; Jb,β,n(x)
)
Λ(b,β)(dx)
=
∫
K′
ϕ
(
Jb,β,n(x)
)
G(b,β)(h;x)P(b,β)(h · 1R×Dn;x)Λ(b,β)(dx), (4.7)
where the last equality is obtained by Proposition 4.6. We note that ϕ(Jb,β,n(x)) → ϕ(x) as
n→ ∞ since Jb,β,n(x)→ x in the weak topology of K′, x ∈Ω(b,β). Now, for
x ∈Δ(b,β)(h)∩
∞⋂
n=1
Δ(b,β)(h · 1R×Dn),
the Λ(b,β)-measure of which is 1, we have
∣∣P(b,β)(h;x)− P(b,β)(h · 1R×Dn;x)∣∣
 e
|h∗|
L1c (R2∗,νβ )
{∣∣Υ(b,β)(h;x)−Υ(b,β)(h · 1R×Dn;x)∣∣
+ exp
∣∣∣∣ ∫∫
2
∣∣h∗(t, u)∣∣νβ(dt, du))− 1∣∣∣∣∣∣Υ(b,β)(h;x)∣∣}. (4.8)
R∗\(R×Dn)
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∣∣Rn(x)∣∣ (2 + e|h∗|L1c (R2∗,νβ )+1) exp(∫∫
R2∗
ln
(
1 + ∣∣h∗(t, u)∣∣)N(dt, du;x)),
where the right-hand term is in L1(K′,Λ(b,β)). Thus, by applying the Lebesgue dominated
argument to (4.7) we conclude that this theorem holds for any bounded continuous function
ϕ in L2(K′,Λ(b,β)). Since the class of all bounded continuous functions on K′ is dense in
L2(K′,Λ(b,β)), the theorem follows. 
The following proposition gives the analyticity of G(b,β) and P(b,β) for any (b,β) ∈ R ×
M+(R).
Proposition 4.9. Let (b,β) ∈ R ×M+(R). Then, the following two functions:
h →G(b,β)(h; ·) and h → P(b,β)(h; ·)
are entire from the complex Banach space Dβ into L2(K′,Λ(b,β)).
Proof. From (4.5) it is easy to see that for any x ∈K′,
∣∣Υ(b,β)(h;x)∣∣ exp(∫∫
R2∗
ln
(
1 + ∣∣h∗(t, u)∣∣)N(dt, du;x)),
which implies that∥∥P(b,β)(h; ·)∥∥L2(K′,Λ(b,β))  exp(2|h∗|L1c (R2∗,νβ ) + (1/2)|h|2L2c (R2,λβ)). (4.9)
On the other hand,
∥∥G(b,β)(h; ·)∥∥L2(K′,Λ(b,β)) = exp
(
β({0})
2
+∞∫
−∞
∣∣h(t,0)∣∣2 dt).
Thus, the maps h → G(b,β)(h; ·) and h → P(b,β)(h; ·), h ∈ Dβ , are locally bounded. In
fact, it is obvious that h → G(b,β)(h; ·) is analytic. To see the analyticity of the map: h →
P(b,β)(h; ·), it is sufficient to show that for any g,h ∈ Dβ and ϕ ∈ L2(K′,Λ(b,β)), the func-
tion
∫
K′ ϕ(x)P(b,β)(zg+h;x)Λ(b,β)(dx), z ∈ C, is entire in C. Take a sequence {zn} ⊂ C which
converges to z. Let
Ξ =Δ(b,β)(g)∩Δ(b,β)(h)∩Δ(b,β)(zg + h)∩
( ∞⋂
n=1
Δ(b,β)(zng + h)
)
.
Then Λ(b,β)(Ξ) = 1. Fix an x ∈ Ξ . Let {tx1 , tx2 , . . .} be the enumerable set of all t ∈ R with
jX(t;x) = 0. Since, for any n, k ∈ N,
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j=k
∣∣(zng∗ + h∗)(txj , jX(txj ;x))∣∣

(
1 + sup{|zn|;n ∈ N}) ∞∑
j=k
(|g∗| + |h∗|)(txj , jX(txj ;x)), (4.10)
where the last sum tends to zero as k → ∞, there is k0 ∈ N such that∣∣(zng∗ + h∗)(txj , jX(txj ;x))∣∣< 12
for all n ∈ N and j  k0 + 1. So, for each j  k0 + 1,
lim
n→∞ log
(
1 + (zng∗ + h∗)
(
txj , jX
(
txj ;x
)))= lim
n→∞ log
(
1 + (zg∗ + h∗)(txj , jX(txj ;x))),
(4.11)
where log stands for the principle branch of the logarithm on C \ {w ∈ R;w  0}. By (4.11),
using the inequality: ∣∣log(1 +w)∣∣ (3/2)|w| for |w|< 1/2, (4.12)
and applying the dominated convergence argument,
lim
n→∞
∞∑
j=k0+1
log
(
1 + (zng∗ + h∗)
(
txj , jX
(
txj ;x
)))
=
∫∫
{(txj ,jX(txj ;x));jk0+1}
log
(
1 + (zng∗ + h∗)(t, u)
)
Cx(dt, du)
=
∞∑
j=k0+1
log
(
1 + (zg∗ + h∗)(txj , jX(txj ;x))), (4.13)
where Cx is the counting measure on {(txj , jX(txj ;x)); j  k0 + 1}. By (4.11) and (4.13),
lim
n→∞Υ(b,β)(zng
∗ + h∗;x)
=
k∏
j=1
(
1 + (zg∗ + h∗)(txj , jX(txj ;x)))
× exp
( ∞∑
j=k+1
log
(
1 + (zg∗ + h∗)(txj , jX(txj ;x)))
)
, k  k0 + 1.
Since, by (4.10) and (4.12), the above sum tends to zero as k → ∞, we obtain that
lim Υ(b,β)(zng∗ + h∗;x)= Υ(b,β)(zg∗ + h∗;x), x ∈Ξ.
n→∞
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lim
n→∞
∫
K′
ϕ(x)P(b,β)(zng + h;x)Λ(b,β)(dx)
=
∫
Ξ
ϕ(x)
(
lim
n→∞P(b,β)(zng + h;x)
)
Λ(b,β)(dx)
(
by (4.9))
= exp
(
−
∫∫
R2∗
(zg∗ + h∗)(t, u) νβ(dt, du)
)
×
∫
Ξ
ϕ(x)
(
lim
n→∞Υ(b,β)(zng
∗ + h∗;x)
)
Λ(b,β)(dx)
=
∫
K′
ϕ(x)P(b,β)(zg + h;x)Λ(b,β)(dx),
by which we conclude that the map: z ∈ C → ∫K′ ϕ(x)P(b,β)(zg + h;x)Λ(b,β)(dx) is contin-
uous. For every triangular path T in the complex plane, by (4.9) and applying the dominated
convergence argument we have∫
T
∫
K′
ϕ(x)P(b,β)(zg + h;x)Λ(b,β)(dx) dz
=
∫
Ξ
ϕ(x)
{
lim
r→∞
(∫
T
exp
(
−
∫∫
R2∗
(zg∗ + h∗)(t, u) νβ(dt, du)
)
×
r∏
j=1
(
1 + (zg∗ + h∗)(txj , jX(txj ;x))))dz}Λ(b,β)(dx)= 0.
By the Morera’s theorem, the function z ∈ C → P(b,β)(zg + h; ·) is entire. The proof is com-
plete. 
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