Introduction
In this paper we are interested in analyzing the steady-state performance of two multi-class single-server models: discriminatory processor sharing (DPS) and relative-priorities (RP). The behavior of both systems is determined by a vector of class-dependent weights, which we will denote by (g 1 , . . . , g K ) for DPS and by (p 1 , . . . , p K ) for RP. DPS is a time-sharing discipline in which all customers in the system get served simultaneously, being g k j n j g j , the fraction of the service that is allocated to a class-k customer, with n j the number of class-j customers in the system. On the other hand RP operates in a non-preemptive manner, and the probability that the next customer to be served is from class k is given by Both DPS and RP are versatile queueing models providing a natural framework to model service differentiation in systems. DPS is a multi-class extension of the well-studied egalitarian Processor Sharing (PS) policy, where the various classes are assigned positive weight factors. The DPS queue has received lot of attention due to its application to model the performance
Related work
In this section we present a brief overview of the main results available on the models DPS and RP, and on light-traffic approximations.
The DPS model was introduced by Kleinrock in [19] . Despite the simplicity of the model description and the fact that the properties of the egalitarian Processor-Sharing queue (equal weights) are quite thoroughly understood, the analysis of DPS has proven to be extremely difficult. In a seminal paper Fayolle et al. [10] studied the mean conditional (on the service requirement) and unconditional sojourn time. For general service time distributions, the authors obtained the mean conditional sojourn time as the solution of a system of integro-differential equations. Asymptotics of the sojourn time have received considerable attention for example in [20, 21] . Time-scale separations have been studied in [22, 23] . The performance of DPS in overload and its application to model TCP flows is considered in [24] . The application of DPS to analyze the performance of TCP is also considered in [1] and for more applications of DPS in communication networks see [2] [3] [4] . DPS under a heavy-traffic regime (when the traffic load approaches the available capacity) was analyzed in Grishechkin [13] assuming finite second moments of the service requirement distributions. Subsequently, assuming exponential service requirement distributions, a direct approach to establish a heavy-traffic limit for the joint queue length distribution was described by Rege & Sengupta [8] and extended to phase-type distributions in [14] . For an overview of the literature on DPS we refer to the survey [25] .
A special case of RP is when the intra-class scheduling discipline is uniformly random, that is, within a class a customer is selected randomly. This model was proposed in [26] and it is referred to as discriminatory-random-order-of-service (DROS). In recent years several interesting studies have been published on DROS [11, 27, 9, 12] . Expressions for the mean waiting time of a customer given its class have been obtained in [11] . In [27, 9] the authors derive differential equations that the transform of the joint queue lengths and the waiting time in steady-state must satisfy, respectively, and this allows the authors to find the moments of the queue lengths as a solution of linear equations. In [12] the authors obtain that the scaled waiting time of a customer of a given class in heavy traffic is distributed as the product of two exponentially distributed random variables, see Section 5.1 for more details.
The light-traffic regime concerns the performance of the system for small values of the arrival rate λ, i.e., when the system is almost empty. The approach relies on approximating the performance measure of interest by a Taylor series expansion at λ = 0. In order to obtain an approximation for any value of the arrival rate, in [28, 17, 15] Reiman and Simon propose an interpolation technique that consist of interpolating the light-traffic approximation and the heavy-traffic result. This technique has been applied with success to models like processor-sharing, fork-join, etc.; see examples in the literature in [29, 30, 18, 16, 17] . The method was extended to the distribution of the sojourn time for Markovian queues in [16, 17] . In the case of models that permit a multidimensional quasi birth-and-death representation researchers have also developed light-traffic approximations of the mean queue lengths using the power-series algorithm, see for example [31] .
Model description
We consider a multi-class single-server queue with K classes of customers. Class-k customers, k = 1, . . . , K , arrive according to independent Poisson processes with rate λ k ≥ 0. We denote the overall arrival rate by λ = K k=1 λ k and let α k = λ k /λ be the probability that an arrival is of class k. Class-k customers have i.i.d. generally distributed service requirements denoted by B k , k = 1, . . . , K , with the distribution function F k (b) := P(B k ≤ b), and Laplace-Stieltjes
We further denote by B the service requirement of an arbitrary arriving customer. The traffic intensity for class-k customers is denoted by ρ k := λ k E[B k ] and the total traffic intensity is denoted by
We will use throughout the paper the notation (x) + = max{0, x}.
In this paper we study the Discriminatory Processor Sharing (DPS) and the Relative Priorities (RP) policies. DPS simultaneously shares the resources among the K classes. There are strictly positive class-dependent weights
. . , g K associated with each of the classes. Whenever there are n k class-k customers, k = 1, . . . , K , in the system, each class-k customer is served at rate g k / K j=1 n j g j . The RP policy is a non-preemptive discipline and serves at each moment in time one customer. Upon service completion, the probability that the next customer to be served is of class k is given by n k p k / j n j p j , where, p j > 0, j = 1, . . . , K , are class-dependent weights, and n j is the number of class-j customers at the decision epoch. Once a class is chosen to be served, an intra-class scheduling discipline determines which customer in this class will be served. We assume the intraclass discipline to be non-preemptive and not to make any use of information on the actual service requirements of the customers.
We denote the steady-state number of class-k customers in the system at arbitrary epochs by N k . We define the vector N = (N 1 , . . . , N K ) and the total number of customers is denoted by
K ] be the joint probability generating function (pgf) of (N 1 , . . . , N K ), with z = (z 1 , . . . , z K ). In the remainder of the paper we will add a superscript {DPS, RP} to the metrics in order to denote the dependency on the service discipline.
We will also be interested in the waiting time defined as the sojourn time in the system minus the service requirement. In the case of RP, we make the assumption that the intra-class scheduling discipline is random, that is, the DROS discipline, since for that setting an expression for the scaled waiting time in heavy traffic is available. Under DROS, the probability that a particular class-k customer is selected for service is p k j p j n j . We denote the conditional (on the service requirement b) and unconditional waiting time of an arbitrary class-k customer by W k (b) and W k , respectively, and let
The main results of the paper are the derivation of approximations for the (i) pgf of the queue length distribution for both DPS and RP, (ii) the LST of the waiting time in RP, and (iii) the distribution of the waiting time in DPS.
Interpolation approximation
In this section we denote by G(λ, y), the performance metric we are interested in, as a function of the arrival rate λ and a vector y. The interpretation of the function G and the vector y will change depending on the metric we are approximating. In this paper the metric G will represent either (i) the generating function ψ(λ, z), hence y = z, (ii) the LST W DROS k (λ, u), hence y = u, or (iii) the complementary distribution of the waiting time W DPS k (λ, b, x), hence y = (b, x). We will characterize G(λ, y) both as λ ↓ 0, the light-traffic regime, and as λ ↑ 1/E(B) (or equivalently ρ ↑ 1), the heavy-traffic regime. In both cases, closed form expressions for the performance metrics can be derived, allowing us to obtain an approximation for arbitrary λ by an interpolation technique.
In Section 4.1 we describe how performance metrics can be derived for the light-traffic regime and in Section 4.2 the heavy-traffic regime is discussed. Section 4.3 presents the general setting for the light and heavy-traffic interpolation approximation, which we will simply refer to as interpolation approximation.
Light-traffic analysis
The light-traffic regime concerns the performance of the system when the arrival rate λ approaches zero, or in other words, when the amount of work arriving to the system per unit of time approaches zero. We will approximate G(λ, y) by a Taylor series expansion at λ = 0. Assuming that the first n derivatives of G(λ, y) at λ = 0 exist, we have the following approximation for G(λ, y) when λ is close to zero:
where 
for some η > 0, ∀k, which entails admissibility. This finite exponential moment condition requires that all moments of the service requirement B k to be finite. Eq. (2) is likely stronger than needed but its purpose here is to provide a convenient framework where calculations can be justified. In this paper we will make use of the expressions as obtained in [15, 32] for the zeroth, first and second light-traffic derivatives. The expressions are given in the proposition below. For the sake of self-completeness a proof is provided in Appendix A. 
where τ i , i = 1, 2, is the arrival time of the ith customer.
Heavy-traffic regime
The heavy-traffic regime consists in investigating the queue when it is near saturation, i.e., ρ ↑ 1. This regime can be obtained by letting
, since then ρ = λE[B] ↑ 1. When passing to the heavy-traffic regime we keep the fraction of class-k arrivals, α k , fixed and we definê
.
In Sections 5 and 6 we provide a brief overview of the heavy-traffic results known for RP and DPS. . Hence, in the heavy-traffic regime we have expressions for the following scaled performance metrics:
where we used the notation z
, where f λ ( y) is the scaling used. Depending on the three metrics described above, this function is given by
Light-traffic and heavy-traffic interpolation
In the case expressions for a performance metric are known both for light traffic and heavy traffic, an approximation for an arbitrary λ can be derived following the light and heavy-traffic interpolation technique. This technique was popularized by Reiman and Simon [28, 17, 15] and consists in approximating the scaled performance metric, G λ, f λ ( y) , by a polynomial G λ, y of order n + 1:
Unnormalizing we then obtain the light and heavy-traffic interpolation approximation for the performance metric G(λ, y), that is,
To determine the coefficients h 0 ( y), . . . , h n ( y) we take the mth derivative to λ, m = 0, . . . , n, in (5) at λ = 0 and set this equal to the mth derivative of the performance metric to be approximated. Hence, we obtain the following light-traffic conditions:
Note that expressions for G (m) (0, y) are given in Proposition 4.1. To determine h n+1 ( y), we use the heavy-traffic condition:
where
, y is the heavy-traffic result as described in Section 4.2. In the proof of Proposition 5.6 we explain how to determine the coefficients h 0 ( y), . . . , h n+1 ( y) in practice. We will refer to the approximation (5) as the light and heavy-traffic interpolation, or simply as interpolation approximation, of order n + 1.
Proposition 4.2.
The light and heavy-traffic interpolation of order n + 1 can equivalently be written as
Proof. From the heavy-traffic condition (7) we obtain
Eq. (8) follows after substituting this expression in (4) and undoing the normalization as in Eq. (5).
We note that in the case G(λ, y) denotes the sojourn time distribution, (8) reduces to Eq. (1) in [16] . An important observation is that the interpolation approximation obtained for the LST and pgf of the performance metrics might not correspond themselves to a random variable, that is, they might not be completely monotone functions as defined in [33, Section XIII.4] . However, we will show that they can still provide accurate approximations for the moments.
Relative-priorities queue
This section is devoted to the RP model. In Section 5.1 we will describe the heavy-traffic results on RP. These allow us to determine the interpolation approximation for the distribution of the joint queue length and waiting time in Sections 5.2 and 5.3, respectively.
We recall from Section 3 that the steady-state number of class-k customers in the system is denoted by N RP k . We also
Preliminaries
In [9] the distribution of the joint queue length was studied assuming that the intra-class scheduling is uniform random. However, since the service discipline is non-preemptive, non-anticipating and all class-k customers in the queue are stochastically equivalent, the distribution of the queue length vector does not depend on the particular choice of the intraclass policy. Hence, for any arbitrary work-conserving intra-class policy we have the following result from [9] .
Theorem 5.1 ([9, Theorems 3 and 4]). The joint pgf ψ RP (λ, z) of the joint stationary queue lengths at arbitrary time epochs is
given by
where r(λ, z) is defined as r(λ, z) :
, K , the steady-state number of class-k customers in the system at departure epochs, and satisfies the equation
Unfortunately (9) cannot be solved analytically for arbitrary λ. However, in [9, Section 3.2] the authors present a numerical scheme to obtain the moments of the total queue length. We will use this scheme in Section 7 in order to numerically estimate the accuracy of our approximation for the first and second moments of the queue length for arbitrary λ.
Under RP, once a customer enters service it is served until it has received its full service requirement. Hence, we will be interested in the waiting time. In the case of the waiting time we focus on the random intra-class scheduling discipline, that is, we consider the specific model DROS. In this case the probability that a particular class-k customer is selected for service is p k j p j n j . We denote the waiting time of an arbitrary class-k customer by W DROS k . We refer to this customer as the tagged class-k customer. Let Q * k denote the number of class-k customers in the system (excluding the tagged customer) immediately after service initiation of the tagged customer in case the tagged customer arrives while the server is busy, i.e., W DROS k
We now define the following joint transform: 
since 1−ρ is the probability that the tagged class-k customer arrives in an idle period. For the random intra-class scheduling discipline we have from [9] the following result for the transform T DROS k (u, z).
Theorem 5.2 ([9, Theorem 8]). For the random intra-class scheduling discipline, the joint transform T
with r( z) as defined in Theorem 5.1.
The integro-differential equations as given in Theorems 5.1 and 5.2 cannot be solved in general, however they are very valuable in obtaining insights into the performance of the system. In particular, they were key in carrying out a heavytraffic analysis of RP (see below), and they will be key in obtaining the light-traffic approximation required to derive the interpolation results in Sections 5.2 and 5.3.
Heavy-traffic results for the RP model were obtained in [12] . As stated in the following proposition, a state-space collapse for the scaled queue length vector in the heavy-traffic regime was established, that is, in the limit the scaled queue length vector is distributed as the product of an exponentially distributed random variable and a deterministic vector.
Proposition 5.3 ([12, Proposition 3.1]). The scaled joint pgf of the stationary queue lengths
Or in other words, as λ
and X is an exponentially distributed random variable with mean 1/(E[B]ν( p)).
The next proposition states that under the heavy-traffic regime the waiting time of a tagged class-l customer, W DROS l
, is the product of two exponentially distributed independent random variables:
Proposition 5.4 ([12, Proposition 5.1]). The Laplace Transform of the scaled waiting time of a class-k customer under the heavytraffic regime satisfies
Or in other words, as λ 
Approximation for the joint queue-length distribution
In this section we set y = z and let G(λ, z) = ψ RP (λ, z) be the pgf of the joint queue lengths under RP. Then, using Theorem 5.1 (when λ = 0) we obtain the following light-traffic approximation.
Lemma 5.5. The light-traffic approximation (of order 2) of the joint pgf of
Proof. See Appendix B for the proof.
We now present the interpolation approximation for the queue length.
Proposition 5.6. The light and heavy-traffic interpolation (of order 3) of the joint pgf of
with ν( p) as given in Eq. (14) .
Proof. The result follows using the heavy-traffic result (13) together with Lemma 5.5 and Proposition 4.2. A detailed proof is provided in Appendix C.
Eq. (16) can be readily used to derive our approximation for the first and second moments of the total number of customers in the system. The first moment is given by
Under the assumption that there is one class in the system, that is, α i = 0, ∀i = k and α k = 1, Eq. (17) is exact. It gives
, that is, it coincides with the well known Pollaczek-Khinchine formula for the M/G/1 queue.
The second derivative of ψ RP INT (λ, z) with respect to z, evaluated at z = 1, is given by
Therefore, the approximation for the second moment of the total number of customers is given by the sum of Eqs. (17) and (18) :
In Section 7 we use the expression for the first and second moments, Eqs. (17) and (19) , to numerically assess the accuracy of our interpolation approximation.
Approximation for the waiting time distribution
We recall that the waiting time in RP depends on the intra-class scheduling discipline being implemented. We will consider the particular case in which the intra-class scheduling discipline is random, that is, DROS. In this section, we set
be the LST of a class-k customer's waiting time under DROS. Taking the derivatives of Eq. (12) with respect to λ we obtain the following light-traffic approximation.
Lemma 5.7. The light-traffic approximation (of order 1) of the Laplace Transform of the waiting time under DROS is given by
Proof. See Appendix D for the proof.
We note that the light-traffic approximation is independent of the class. Indeed, from Proposition 4.1 we know that the 1st order approximation is calculated when there is only one additional arrival to the system (apart from the tagged customer), and thus, the non-preemptive scheduling policy does not play any role. The 2nd order approximation can be calculated, however the final expression is much more cumbersome, and yet the numerical accuracy does not significantly improve. In the next proposition we present the interpolation approximation which does depend on the class due to the heavy-traffic term:
Proposition 5.8. The light and heavy-traffic interpolation (of order 2) of the LST of the waiting time under DROS is given by
with ν( p) given as in Eq. (14) .
Proof. The result follows after using the heavy-traffic result (15) together with Lemma 5.7 and Proposition 4.2. A detailed proof is omitted, but it follows similarly to that of Proposition 5.6.
Discriminatory-Processor-Sharing queue
We now focus on the DPS model. In Section 6.1 we will describe the main results on DPS that are used later on. In Section 6.2 we obtain the interpolation approximation for the distribution of the queue-length vector, and in Section 6.3 for the waiting time. We recall from Section 3 that the steady-state number of class-k customers in the system at arbitrary epochs is denoted by N DPS k . We also recall that ψ DPS (λ, z), with z = (z 1 , . . . , z K ), denotes the joint pgf of (N 
Preliminaries
As mentioned in Section 1 the analysis of DPS is difficult, and therefore there is no exact analysis available for the queuelength distribution under general service time distributions. However, there are several results on DPS in heavy traffic that are available in the literature and that we will use in order to obtain our interpolation approximation.
As stated in the following proposition, in heavy traffic a state-space collapse for the scaled queue length vector appears, that is, in the limit the scaled queue length vector is distributed as the product of an exponentially distributed random variable and a deterministic vector.
Proposition 6.1 ([14, Proposition 2.1]). The scaled joint pgf of the stationary queue lengths
Or in other words, as λ In [13] it was obtained that under the heavy-traffic regime the conditional sojourn time of a tagged class-k customer is the product of an exponentially distributed random variable and a deterministic factor. Since under the heavy-traffic scaling the sojourn time is equal to the waiting time we have the following result:
Proposition 6.2 ([13, Theorem 4.2]). The Laplace Transform of the scaled conditional waiting time of a class-k customer satisfies
Approximation for the joint queue-length distribution
In this section we set y = z and let G(λ, z) = ψ DPS (λ, z) be the joint pgf of the joint queue lengths under DPS.
Since there is no characterization available for the queue length distribution, we derive in the next lemma the light-traffic derivatives using the result given in Proposition 4.1. The proof method is constructive, and it can readily be applied to other queueing systems for which no analytical results are available. We thus believe that this represents in itself one of the main contributions of the paper. 
Proof. To calculate the zeroth, first and second light-traffic derivatives of the joint pgf of the queue length we measure how many customers are in the system when the tagged customer arrives (at time 0), given that 0, 1 or 2 customers might arrive to the system at most, respectively. For instance, for the zeroth derivative we need to consider the system with no other arrivals, hence N = 0. For the first derivative we consider one additional arrival. Hence, different cases might happen: the customer arriving at time t might come before the tagged customer and leave before or after its arrival. Then the tagged customer observes either N = 0 or N = e k , with k the class of the arrival, respectively. Or the one customer arrives after the tagged customer, in which case the tagged customer observes N = 0. To obtain the second light-traffic derivative we analyze all different cases in a similar way. See Appendix E for the detailed proof.
Proposition 6.4. The light and heavy-traffic interpolation (of order 3) of the joint pgf of
Proof. The result follows after using the heavy-traffic result (20) together with Lemma 6.3 and Proposition 4.2. We omit the details since the proof follows the same steps as the proof of Proposition 5.6.
We now derive the first and second moment of our approximation for the total number of customers in the system. The approximation for the first moment of the total number of customers is given by
The second derivative of ψ DPS,INT (λ, z) with respect to z, evaluated at z = 1, is
Therefore, the second moment of the total number of customers is obtained from Eqs. (24) and (25):
We observe that under the assumption that the service time distributions are exponential with the same mean 1/µ, the DPS queue behaves as an M/M/1 queue. The first and second moment of our approximation are E N In Section 7 we use the expression for the first and second moment, Eqs. (24) and (26) to numerically test the accuracy of the interpolation approximation.
Approximation for the waiting time distribution
In this section we set y = (b, x) and let
(b) > x be the complementary distribution function of the conditional waiting time. We note that in the case of DPS, the waiting time has an atom at the point x = 0 of size 1 − P(W
DPS k (b) > 0). In the ensuing we develop the interpolation approximations for P(W
As was the case for the queue-length distribution, under DPS there is no characterization available for the waiting time distribution with general service time distributions. Thus, in the next lemma we obtain the light-traffic derivatives using the result given in Proposition 4.1. Again, the proof method is constructive and it could be applied to other queueing systems for which no analytical results are available. The proof can be found in Appendix F. 
Proof. To calculate the first light-traffic derivative of the complementary distribution function of the waiting time we measure which is the waiting time of the tagged customer, that arrives at time 0, given that 1 customer might arrive to the system at most. For the first derivative six different cases might happen. See Appendix F for the detailed proof.
We note that the first order light-traffic approximation is class and weight dependent, unlike the RP model. This happens due to the time-sharing property of the DPS policy.
We can now present the interpolation approximation for the complementary distribution function of the conditional waiting time in DPS.
Proposition 6.6. The light and heavy-traffic interpolation (of order 2) of the complementary distribution of the conditional waiting time of a tagged class-k customer with a given service requirement b is given by
with E[V ] as given in (23).
Proof. The result is obtained by using the heavy-traffic result (22) 
We observe that this coincides with that obtained in [18, Proposition IV.1] . In particular, in [18] the authors showed that the mean conditional sojourn time of a customer was decreasing as its relative priority increased, that it was uniformly bounded in the second moments of the service requirements and that the approximation was exact in various scenarios: one class K = 1, multi class with equal weights, total mean sojourn time for exponentially distributed service requirements.
From Proposition 6.6 we get as a corollary the interpolation approximation for the unconditional waiting time:
Corollary 6.7. The interpolation approximation (of order 2) of the complementary distribution function of the unconditional waiting time of a tagged class-k customer is given by
From Eq. (29) it can easily be obtained the approximation derived in [16, Section 2.2] for the unconditional sojourn time distribution under Processor Sharing.
Numerical results
In this section we numerically investigate the accuracy of the approximations obtained in Propositions 5.6 and 6.4. To measure the accuracy, for the RP model we use as reference the algorithm proposed by Kim et We review now the service time distributions we will use. We recall that a random variable B i is exponentially distributed
We say that B i has Pareto distribution with scale parameter c i and shape parameter γ i if
. We will further consider hyper-exponential distributions. We say that B i has a hyper-exponential distribution with m i phases if
where β ik is the probability that a class-i customer is exponentially distributed with mean E[B ik ]. A particular case of the hyper-exponential distribution is the so-called degenerate hyper-exponential distribution. In this case one of the phases has mean 0. For instance, let us consider the case of 2 phases, m i = 2, and let β i1 = w,
. Hence, the coefficient of variation is
= 2/w − 1, so that it ranges from 1 to ∞ as w changes from 1 till 0. We make the observation that if classes k = 1, . . . , m i are exponentially distributed (where class k has arrival rate λ k and mean service requirement E[B k ]) and have the same DPS weight, g 1 = · · · = g m i , then they can be seen as a single (merged) class i with a hyperexponential distribution with parameters
This allows us to calculate the moments in DPS with hyperexponential distribution using the algorithm of [8] .
We note that the exponential distribution has a constant hazard rate, while the hyper-exponential and Pareto distributions have a decreasing hazard rate, and their second moment can be made arbitrarily large. Finally we remark that the hyperexponential distribution satisfies the sufficient condition (2) in order for the admissibility condition to hold, whereas Pareto does not satisfy it; moments of an order higher than γ i are unbounded.
Throughout this section the performance criteria will be the relative error. For the first and second moments of the number of customers, we will hence calculate 100% ×
, respectively.
RP model
We measure the accuracy of the approximation obtained in Proposition 5.6 by considering the first and second moments that are given in Eqs. (17) and (19) . Scenario 1. In Fig. 1 we plot the relative error of the first and second moments of the total number of customers in the system with respect to the load for exponential, hyper-exponential and Pareto service time distributions. We consider two classes and set E[B 1 ] = 11/3 and E[B 2 ] = 44/3. We assume that an arriving customer is of class 1 (class 2) with probability α 1 = 8/12 (α 2 = 4/12). The weights are set equal to p 1 = 2 and p 2 = 5. We observe in Fig. 1 that the first moment remains accurate for any choice of the service time distribution. The absolute relative error of the second moment is small for the exponential and hyper-exponential distribution, but reaches the value of 30% for Pareto distributions. The fact that Pareto does not satisfy the admissibility condition (2) might explain the large relative error. Scenario 2. In Fig. 2 we consider 2 classes of customers. Class-1 customers' service requirements follow an exponential distribution of rate µ 1 , while class-2 customers' service requirements follow a degenerate hyper-exponential distribution as defined in Eq. (30) with parameters m 2 = 2, β 21 = w, Fig. 2 we plot the relative error of the first and second moments of the total number of customers in the system with respect to w for different values of the load. Observe that, as expected, for ρ ≈ 0 and ρ ≈ 1 our interpolation approximation is exact. The absolute largest error occurs for intermediate values of the load, as w approaches 0, that is, as the coefficient of variation of B 2 goes to ∞.
DPS model
We first measure the accuracy of the approximation obtained for the queue length in Proposition 6.4 by considering the first and second moments that are given in Eqs. (24) and (26) . We do this both for exponentially distributed service times and for degenerate hyper-exponential distributed service times.
In Fig. 3 we consider Scenario 1 with weights g 1 = 2 and g 2 = 5. We plot the relative error of the first and second moments of the number of customers in the system, respectively, for exponentially distributed service requirements. We observe that our approximation for the first and second moments is accurate with at most 1.2% and 3% absolute relative error, respectively.
In Fig. 4 we consider Scenario 2 with weights g 1 = 2, g 2 = 5. Hence, class 1 has exponential service times and class 2 has degenerate hyper-exponential service times. We plot the relative error of the first and second moments of the total number of customers in the system with respect to w for different values of the load. Observe, again, that as for the RP model, when ρ ≈ 0 and ρ ≈ 1 our approximation is exact. The absolute largest relative error occurs for intermediate values of the load, as w approaches 0, that is, as the coefficient of variation of B 2 approaches ∞. In Fig. 5 we use Proposition 6.6 to plot the complementary distribution of the conditional and unconditional waiting time of a class-k customer for Scenario 1. For the conditional waiting time we set the service time of the tagged customer to b = 11/3. Class 2 gets relatively a larger weight (g 1 = 2, g 2 = 5), and as a consequence, we see in Fig. 5 that the conditional waiting time of class 2 is stochastically smaller than that of class 1. However, the service time of class 1 customers is smaller than that of class 2. As a result, we see that the probability that the unconditional waiting time of class 1 is bigger than x is larger than that of class 2, for x small enough.
Comparing RP and DPS Scenario 3. In Fig. 6 we plot the first and second moments of the total number of customers in the system for RP and DPS. We plot both our interpolation approximation as well as the exact results obtained from the literature. We consider two classes, class 1 is exponentially distributed with E[B 1 ] = 5, and class 2 is degenerate hyper-exponential with E[B 2 ] = 2. We assume that an arriving customer is of class 1 (class 2) with probability α 1 = 8/12 (α 2 = 4/12). The weights of the DPS and RP are the same, namely, g 1 = p 1 = 5 and g 2 = p 2 = 1. We observe in Fig. 6 that our approximation is rather accurate. In addition, as w → 0, that is, as the coefficient of variation grows large, the performance of DPS is better than that of RP, both for our approximation as for the exact results. This is something we could expect, since as w → 0, the second moment of class 2 tends to ∞, and therefore the performance of RP (which is non-preemptive) is worse than DPS (which is time-sharing).
Appendix A. Proof of Proposition 4.1
We provide the proof of how to obtain the zeroth and first light-traffic derivatives. This is based on the analysis of J. Walrand in [32, Chapter 6.3] . Higher order light-traffic derivatives can be obtained in a similar way.
Consider a system that starts at time −Z and that keeps going until time T , being Z , T > 0 given. Let G(λ, y, −Z, T ) denote the term we are interested in approximating and note that lim Z ,T →∞ G(λ, y, −Z, T ) = G(λ, y). Let A(s, t) denote the number of arrivals in the interval [s, t) in addition to the tagged customer who is assumed to arrive at time 0. Throughout this section we assume that the limits (with respect to Z and T ) and expectations can be interchanged. We then have
where G λ, y, −Z, T A(−Z , T ) = a is conditioned on the fact that there are exactly a arrivals in the interval [−Z, T ).
Evaluating it at λ = 0 gives
and now taking the limit Z , T → ∞ we obtain the zeroth light-traffic derivative
where the second equality follows from (32) .
Next, consider the derivative with respect to λ in Eq. (31) and evaluate it at λ = 0. This gives
where τ 1 is the arrival time of the first customer. The second equality holds because the arrivals follow a Poisson process. Hence given that the number of arrivals in [−Z, T ) is one (A(−Z , T ) = 1), we have that τ is uniformly distributed on [−Z, T ). Now taking Z , T → ∞ we obtain the first light-traffic derivative
where the second equality follows from (33) .
Appendix B. Proof of Lemma 5.5
As explained in Eq. (1) the light-traffic approximation can be written as
We now obtain the zeroth, first and second light-traffic derivatives for the joint pgf ψ RP (λ, z) of the joint stationary queue lengths at arbitrary time epochs.
From (9) it follows directly that the zeroth derivative in λ = 0 satisfies
Taking the derivative in (9) we obtain that the first derivative satisfies
In the last step we used that
since the RP model is a work-conserving policy P( Q k > 0) = ρ is equal to the probability of the server being busy, which is independent of the scheduling policy. The other term is finite since it satisfies
due to 
where in the last step we used
which follows from Eq. (38). From Eqs. (35), (36) and (40), together with Eq. (34), we obtain the result in Lemma 5.5 and conclude the proof.
Then, from the light-traffic conditions (6) we obtain h 0
Together with (35) we obtain h 0 ( z) = 1.
Second,
Together with (36) we obtain h 1 (
Together with (40) we obtain h 2
Finally, from Proposition 4.2, together with Eq. (20), we conclude the proof.
such that,
Therefore, 
After working out the six integrals we end up with the result in Lemma 6.3.
Appendix F. Proof of Lemma 6.5
We give the main steps to obtain the first light-traffic derivative of the complementary distribution function of the conditional waiting time under DPS. 
where u t describes the class of the customer arriving at time t and b u t the service requirement of the customer arriving at time t.
We will focus on the calculation corresponding to the first term of (42) .
The other five cases in (42) can be calculated in a similar way and after some simplifications, this will give us the result as stated in (27) .
