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Resumo O uso de sistemas embutidos esta´ cada vez mais generalizado em diversas
a´reas nomeadamente na automac¸a˜o industrial, avio´nica, automo´vel e
produc¸a˜o de energia. Estes sistemas sa˜o utilizados para controlo de
processos e gesta˜o de aplicac¸o˜es, como na seguranc¸a das pessoas e bens
materiais, que frequentemente apresentam requisitos temporais estritos
no que envolve a execuc¸a˜o das tarefas para as quais esta˜o destinados.
E´ usual que muitos dos sistemas embutidos estejam inseridos numa
rede distribu´ıda, constitu´ıda assim por va´rios subsistemas inteligentes e
auto´nomos que cooperam entre si e partilham uma linha de comunicac¸a˜o
que garante a conclusa˜o dos objectivos especificados. Va´rios protocolos
de comunicac¸a˜o foram desenvolvidos de modo a proporcionarem a`s redes
distribu´ıdas garantias em termos de determinismo, lateˆncia e previsibilidade.
O propo´sito inicial da Ethernet era a sua utilizac¸a˜o em redes de dados
em sistemas dome´sticos e empresariais onde os requisitos temporais
na˜o sa˜o cr´ıticos. Actualmente esta tecnologia tem vindo a ser utilizada
como uma soluc¸a˜o em sistemas embutidos distribu´ıdos, nomeadamente
atrave´s da utilizac¸a˜o de redes comutadas - Switched Ethernet Networks.
De facto, a flexibilidade e velocidade desta tecnologia foram fortes
motivac¸o˜es para que na u´ltima de´cada tivessem sido desenvolvidos
va´rios protocolos que permitem a sua utilizac¸a˜o em aplicac¸o˜es cr´ıticas
de tempo real. E´ no entanto necessa´rio um ponto de equil´ıbrio entre
desempenho, custo e fiabilidade para aplicac¸a˜o da Ethernet nestes sistemas.
Esta dissertac¸a˜o apresenta o desenvolvimento de uma infraestrutura que
permite a utilizac¸a˜o da Ethernet em sistemas embutidos de tempo real
para tra´fego perio´dico e espora´dico suportado numa rede em anel. Os
nodos da rede foram desenvolvidos em mo´dulos que sa˜o inseridos no kernel
de sistemas Linux. E´ especificada a rede desenvolvida, a estrutura interna
dos nodos presentes na mesma como tambe´m os mecanismos aplicados
para cumprimentos de tempo real perio´dico e utilizac¸a˜o eficiente da largura
de banda. Com o objectivo de validar a implementac¸a˜o e avaliar o seu
desempenho, foram realizadas diversas experieˆncias, cujos resultados se
encontram tambe´m presentes nesta dissertac¸a˜o.

Palavras Chave Embbed Systems, Real Time Systems, Distributed Systems, Real Time
Communications, Communications in Industrial Environments, Ethernet,
Switched Ethernet Networks.
Abstract Nowadays, the use of embedded systems has become ubiquitious in various
industrial fields including automation, avionics, automotive and energy
production industries. These systems are commonly used for process
control and application management that need strict time requirements in
order to execute propperly and ensure people’s and material safety. Usually
due to structural constraints and efficient resources management many
embedded systems are implemented in a distributed network composed by
several smart and autonomous subsystems with different functionalities
that cooperate together to achieve a common goal.
The Ethernet was initialy developed to be used in household and business
data networks where the time constrainst are not critical. Currently this
techonology has been largely used as a solution in embebbed distributed
systems, namely by using Switched Ethernet. In fact communication speed
and technology flexibility motivated the development of several protocols
to be used in real time applications in the past decades. However the use
of Ethernet technology in these systems requires a compromise between
performance, cost and reliability.
This dissertation presents the development of a infastructure that uses
Ethernet in real time embebbed systems to support periodic and sporadic
traffic in a ring topology based network. The network nodes were designed
in modules that are included in the kernel of the Linux system. It also
specifies the network developed, the internal strucure of the nodes and all
the procedures used to assure the periodic real time communications and
the efficient use of the bandwith. In order to validate and evaluate the
implemetation several tests were conducted and are also presented in this
document.

Conteu´do
Conteu´do i
Lista de Figuras iii
Lista de Tabelas v
Lista de Acro´nimos vii
1 Introduc¸a˜o 1
1.1 Enquadramento e Motivac¸a˜o . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.2 Objectivos . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.3 Organizac¸a˜o da dissertac¸a˜o . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
2 Conceitos Ba´sicos sobre Ethernet 5
2.1 Origem e Evoluc¸a˜o da Ethernet . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.1.1 Normas Ethernet . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.1.2 Formato das Tramas . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.1.3 Mecanismo de Acesso ao Meio: CSMA/CD . . . . . . . . . . . . . . . 8
2.2 Topologia de Rede . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.2.1 Barramento . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.2.2 Anel . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.2.3 Estrela . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.2.4 A´rvore . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.2.5 Malha . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.2.6 Aplicac¸o˜es e Topologias Empregues . . . . . . . . . . . . . . . . . . . . 13
2.3 Switched Ethernet . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.3.1 Funcionamento do switch . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.3.2 Hardware switching vs Software switching . . . . . . . . . . . . . . . . 17
2.3.3 Protocolo Spanning Tree . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.3.4 Virtual Local Area Networks - VLANs . . . . . . . . . . . . . . . . . . 20
2.3.5 Auto - Negotiation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.3.6 Link Aggregation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.4 Suma´rio . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
3 Ethernet para aplicac¸o˜es de tempo-real 23
3.1 Te´cnicas para usar Ethernet em aplicac¸o˜es cr´ıticas . . . . . . . . . . . . . . . 23
3.2 Ethernet PowerLink . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
i
3.3 Switched Ethernet . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
3.3.1 PROFInet . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
3.3.2 TTEthernet . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
4 Arquitectura da Rede e Comportamento do Switch 31
4.1 Visa˜o Global do Sistema . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
4.2 Formato Gene´rico das Tramas na Rede . . . . . . . . . . . . . . . . . . . . . . 33
4.3 Arquitectura dos Nodos . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
4.4 Estruturas de Dados para Gesta˜o da Topologia e da Rede . . . . . . . . . . . 35
4.4.1 Estrutura da Tabela de Mensagens do Master . . . . . . . . . . . . . . 35
4.4.2 Estrutura da Tabela de Gesta˜o da Largura de Banda do Master . . . 36
4.4.3 Estrutura da Tabela de Mensagens do Slave . . . . . . . . . . . . . . . 37
4.4.4 Estrutura das Mensagens que circulam na rede . . . . . . . . . . . . . 37
4.5 Gesta˜o da topologia da rede . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
4.6 Gesta˜o de Tra´fego na rede . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
4.6.1 Nodo Master . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
4.6.2 Nodos Slaves . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
4.6.3 Envio de dados . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
4.7 Suma´rio . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
5 Implementac¸a˜o em Software do Switch Ethernet 47
5.1 Stack de rede dos Sistemas Linux . . . . . . . . . . . . . . . . . . . . . . . . . 47
5.2 A estrutura Socket Buffer (SBK) . . . . . . . . . . . . . . . . . . . . . . . . . 48
5.3 Caminho dos Pacotes pela Stack de Rede . . . . . . . . . . . . . . . . . . . . 49
5.4 Switching utilizando um mo´dulo no kernel . . . . . . . . . . . . . . . . . . . . 50
5.4.1 Kernel Modules . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
5.4.2 Protocol Handler atrave´s de um KMOD . . . . . . . . . . . . . . . . . 51
5.4.3 Switch - Implementac¸a˜o do Nodo . . . . . . . . . . . . . . . . . . . . . 52
5.5 Comunicac¸a˜o com o User Space . . . . . . . . . . . . . . . . . . . . . . . . . . 54
5.6 Suma´rio . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
6 Resultados Experimentais 57
6.1 Reencaminhamento de Pacotes . . . . . . . . . . . . . . . . . . . . . . . . . . 57
6.1.1 Echo Directo . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
6.1.2 Echo com Nodos Switch Interme´dios . . . . . . . . . . . . . . . . . . . 59
6.2 Mecanismo de Gesta˜o da Rede . . . . . . . . . . . . . . . . . . . . . . . . . . 62
7 Concluso˜es e Trabalho Futuro 67
7.1 Concluso˜es . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
7.2 Trabalho Futuro . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
Bibliografia 69
A Como instalar um kernel em Linux - Fedora 14 73
B Co´digo do Matlab utilizado na ana´lise dos pacotes recebidos 75
ii
Lista de Figuras
2.1 Trama 802.3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.2 Trama Ethernet II . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.3 CSMA/CD . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.4 Topologia de Rede - Barramento . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.5 Topologia de Rede - Anel . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.6 Topologia de Rede - Estrela . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.7 Topologia de Rede - A´rvore . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.8 Topologia de Rede -Malha . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.9 Exemplo da rede referida no white paper [12] . . . . . . . . . . . . . . . . . . 13
2.10 Exemplo de uma rede Ethernet em automo´veis referida no white paper [12] . 14
2.11 Flooding de pacotes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.12 Forwarding de pacotes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.13 Mecanismo Cut-through . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.14 Mecanismo Store-and-forward . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.15 Exemplo de uma rede a configurar . . . . . . . . . . . . . . . . . . . . . . . . 19
2.16 Protocolo Spanning Tree . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.17 tag VLAN inseridas nas tramas . . . . . . . . . . . . . . . . . . . . . . . . . . 20
3.1 Ethernet Powerlink - estrutural da janela temporal [22] . . . . . . . . . . . . 25
3.2 PROFInet - Arquitectura da Rede [25] . . . . . . . . . . . . . . . . . . . . . . 27
3.3 PROFInet - Janela temporal de comunicac¸a˜o [26] . . . . . . . . . . . . . . . . 27
3.4 TTEthernet - arquitectura da rede [27] . . . . . . . . . . . . . . . . . . . . . . 29
4.1 Proto´tipo da rede . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
4.2 Visa˜o alto n´ıvel da arquitectura dos nodos na rede . . . . . . . . . . . . . . . 32
4.3 Estruturas das tramas que circulam na rede . . . . . . . . . . . . . . . . . . . 33
4.4 Fluxo das mensagens de pedido e resposta a` reserva de recursos . . . . . . . . 34
4.5 Arquitectura dos Nodos . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
4.6 Linha da tabela do Master para controlo das Mensagens na Rede . . . . . . . 35
4.7 Estrutura de cada elemento da lista . . . . . . . . . . . . . . . . . . . . . . . 36
4.8 Campos extra da tabela de mensagens nos Slaves . . . . . . . . . . . . . . . . 37
4.9 Estrutura do payload da trama de pedido para envio de dados . . . . . . . . . 38
4.10 Estrutura do payload da trama de resposta ao pedido para envio de dados . . 38
4.11 Estrutura da trama para remoc¸a˜o de uma mensagem . . . . . . . . . . . . . . 38
4.12 Estrutura da trama de dados de tempo real . . . . . . . . . . . . . . . . . . . 39
4.13 Estrutura da trama enviada pelo Master para reconhecimento da Topologia . 40
iii
4.14 Exemplo do me´todo para reconhecimento da topologia . . . . . . . . . . . . . 40
4.15 Trama enviada pelo Master de acordo com o exemplo . . . . . . . . . . . . . 40
4.16 Trama enviada pelo Slave 1 ao Slave 2 de acordo com o exemplo . . . . . . . 40
4.17 Trama P no regresso ao nodo Master de acordo com o exemplo . . . . . . . . 40
4.18 Diagrama de Fluxo alto n´ıvel da gesta˜o de mensagens no Master . . . . . . . 41
4.19 Exemplo de uma mensagem de dados a ser enviada do Slave 2 para o Slave 1 43
4.20 Procedimento dos Slaves face ao controlo de admissa˜o realizado pelo nodo Master 45
5.1 Arquitectura da stack de rede dos Sistemas Linux [30] . . . . . . . . . . . . . 48
5.2 Estrutura do socket buffer [31] . . . . . . . . . . . . . . . . . . . . . . . . . . 48
5.3 Interface entre os device drivers e a camada de rede . . . . . . . . . . . . . . 49
5.4 Bloco de alto n´ıvel do Switch . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
5.5 Forwarding de pacotes implementado . . . . . . . . . . . . . . . . . . . . . . 53
5.6 Interface entre o Utilizador e o Kernel Linux . . . . . . . . . . . . . . . . . . 55
6.1 Echo Directo entre Computador e Mo´dulo . . . . . . . . . . . . . . . . . . . 58
6.2 Histograma Echo Directo entre Computador e Mo´dulo . . . . . . . . . . . . 58
6.3 Echo com um Switch Interme´dio . . . . . . . . . . . . . . . . . . . . . . . . . 59
6.4 Va´rias distribuic¸o˜es relativas ao tempo de turn-around com va´rios nodos Switch
Interme´dios onde foram enviados 20000 pacotes de 64 bytes espac¸ados de 3 ms. 60
6.5 Comparac¸a˜o do tempo de ”turn around”me´dio com a regressa˜o linear . . . . 61
6.6 Rede desenvolvida com quadro nodos . . . . . . . . . . . . . . . . . . . . . . . 63
6.7 Rede desenvolvida com quadro nodos . . . . . . . . . . . . . . . . . . . . . . . 64
iv
Lista de Tabelas
2.1 Algumas expanso˜es da norma Ethernet . . . . . . . . . . . . . . . . . . . . . . 6
4.1 Va´rios sub-tipos de mensagens . . . . . . . . . . . . . . . . . . . . . . . . . . 33
4.2 Tabela de mensagens do Master no exemplo em ana´lise . . . . . . . . . . . . 43
4.3 Tabela da largura de banda do Master no exemplo em ana´lise . . . . . . . . . 43
4.4 Tabela de mensagens do Master no final do exemplo em ana´lise . . . . . . . . 44
4.5 Tabela da largura de banda do Master no final do exemplo em ana´lise . . . . 44
6.1 Tempo de turn-around, em segundos, no caso sem nodos interme´dios - Echo
Directo . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
6.2 Valores estat´ısticos, em segundos, do turn-around para diversos nodos in-
terme´dios ilustradas na figura 6.4 . . . . . . . . . . . . . . . . . . . . . . . . . 60
6.3 Valores estat´ısticos, em segundos, com dois nodos interme´dios e tramas com
diferentes tamanhos . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
v
vi
Lista de Acro´nimos
API Application Programming Interface.
ASIC Application Specific Integrated Circuits.
BE best-effort .
BPDU Bridge Protocol Data Unit .
CAN Controller Area Network .
CD Collision Detection.
CRC Cyclic Redundancy Check .
CSMA Carrier Sense Multiple Access.
EPL Ethernet PowerLink .
FCFS First-Come First-Served .
FCS Frame Check Sequence.
FPGA Field Programmable Gate Array .
IFG Interframe Gap.
IFS Inter Frame Spacing .
KLM Kernel Loadable Module.
KMOD Kernel Module.
LAN Local Area Network .
LLC Logical Link Control .
MAC Medium Access Control .
NAPI New Application Programming Interface.
vii
OBD On-Board Diagnostics.
OSI Open Systems Interconnection.
RC rate-constrained .
SFD Start of Frame Delimiter .
SKB Socket Buffer .
SoA Start of Acyclic.
SoC Cycle Start .
STP Spanning Tree Protocol .
TDMA Time Division Multiple Access.
TT time triggered .
UTP Unshielded Twisted-pair .
VLAN Virtual Local Area Network .
viii
Cap´ıtulo 1
Introduc¸a˜o
Nos u´ltimos anos, o uso de sistemas embutidos para controlar e gerir diversos tipos de
aplicac¸o˜es e equipamentos tem vindo a generalizar-se. O avanc¸o da tecnologia e a diminuic¸a˜o
do custo da mesma permitiu adicionar alguma inteligeˆncia nos equipamentos tendo em vista
a realizac¸a˜o de aplicac¸o˜es espec´ıficas. Ao contra´rio de sistemas de uso geral onde os equi-
pamentos apresentam grande versatilidade e capacidade para realizac¸a˜o de va´rias tarefas, os
sistemas embutidos sa˜o especializados para a realizac¸a˜o de uma tarefa ou um conjunto redu-
zido de aplicac¸o˜es definidas a` partida. Usualmente os sistemas embutidos sa˜o responsa´veis
por receberem a informac¸a˜o proveniente de sensores, processam essa mesma informac¸a˜o e com
base nas especificac¸o˜es definidas accionam os actuadores. Estes equipamentos sa˜o produzidos
em grande escala e portanto e´ necessa´rio analisar algumas caracter´ısticas como a a´rea, o con-
sumo de poteˆncia e os custos de desenvolvimento por forma a encontrar-se um compromisso
entre os recursos necessa´rios e o desempenho do sistema na realizac¸a˜o da tarefa pretendida.
Frequentemente estes equipamentos esta˜o inseridos em sistemas distribu´ıdos, em que cada
nodo da rede pode executar operac¸o˜es diferentes mas que cooperam entre si e partilham uma
linha de comunicac¸a˜o tendo como objectivo concretizar uma finalidade comum.
Actualmente o paradigma dos sistemas embutidos distribu´ıdos tem vindo a crescer em
ambientes industriais, existindo ja´ em va´rias aplicac¸o˜es nomeadamente na indu´stria da au-
tomac¸a˜o, na indu´stria automo´vel, avio´nica e aeroespacial. Uma das principais motivac¸o˜es para
distribuic¸a˜o de sistemas e´ a partilha de recursos na rede, nomeadamente software, hardware,
dados, servic¸os, etc. Aliada a este factor, a capacidade de existir paralelismo na execuc¸a˜o de
tarefas aumenta o desempenho destes sistemas. Os sistemas distribu´ıdos fornecem alguma
redundaˆncia na rede, pois falhas parciais de subsistemas sa˜o fa´ceis de detectar e podem na˜o
prejudicar gravemente o sistema. No entanto, a distribuic¸a˜o de sistemas implica um aumento
da complexidade e assim do custo para o seu desenvolvimento. Ainda no que diz respeito aos
ambientes industriais, diversos estudos foram realizados de modo a desenvolver nodos inteli-
gentes com capacidades de comunicac¸a˜o e processamento ao n´ıvel das camadas mais baixas
dos protocolos de comunicac¸a˜o.
A troca de informac¸a˜o em aplicac¸o˜es industriais necessita de requisitos temporais estritos
tendo em vista o funcionamento correcto e seguro dos sistemas, ao contra´rio das aplicac¸o˜es
dome´stica e empresariais, em que as restric¸o˜es temporais na˜o sa˜o ta˜o rigorosas. Em termos de
qualidade de servic¸o, as comunicac¸o˜es industriais, que representam comunicac¸o˜es de tempo
real, privilegiam os requisitos temporais, nomeadamente deadlines, tempos de resposta e
atrasos, enquanto nas comunicac¸o˜es sem especificac¸o˜es temporais sa˜o normalmente avaliadas
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me´tricas como throughput ou a justic¸a na selecc¸a˜o de tra´fego. No sentido de cumprir as
diferentes especificidades foram desenvolvidas tecnologias, que operam nas camadas mais
baixas do protocolo de comunicac¸a˜o, designadas de fieldbuses. Os fieldbuses sa˜o sistemas
de comunicac¸a˜o interligam os sensores, actuadores e controladores suportando transfereˆncias
de pequenos fluxos de informac¸o˜es com comportamentos temporais bem definidos. As mais
utilizadas hoje em dia sa˜o Controller Area Network (CAN), ProfiBus, DeviceNet, WorldFip,
entre outras.
1.1 Enquadramento e Motivac¸a˜o
Ao longo das u´ltimas de´cadas a tecnologia Ethernet evoluiu rapidamente. A elevada
velocidade na troca de informac¸a˜o, que hoje em dia pode atingir os Gbps, e´ um dos factores
que torna aliciante o uso desta tecnologia mesmo em situac¸o˜es para a qual na˜o foi projectada,
como as comunicac¸o˜es industriais. Trata-se de uma tecnologia cujo o custo de produc¸a˜o e´
reduzido e ja´ se encontra presente em va´rios tipos de equipamentos, facilitando de certo modo
a sua utilizac¸a˜o. A Ethernet encontra-se em constante crescimento, ja´ bastante documentada
e sobre a qual esta˜o frequentemente a ser desenvolvidos estudos. E´ tambe´m fa´cil integrar
a Ethernet com a Internet abrindo portas a novas funcionalidades. Neste sentido, a sua
utilizac¸a˜o ao n´ıvel de fieldbus em aplicac¸o˜es cr´ıticas de tempo real nos sistemas industriais
tem vindo a ganhar forc¸a ao longo dos anos, existindo ja´ diversos protocolos tempo-real
baseados nesta tecnologia, conforme se vera´ mais adiante neste documento.
As redes Ethernet baseadas numa topologia em anel, atrave´s da utilizac¸a˜o de switches,
apresentam vantagens nomeadamente ao n´ıvel da reduc¸a˜o da cablagem na ligac¸a˜o entre os
diferentes nodos face a` topologia em a´rvore usualmente utilizada. A capacidade de dotar os
fieldbuses de maior velocidade de transmissa˜o de dados e de maior largura de banda atrave´s
da Ethernet e´ motivo para o interesse no desenvolvimento de tecnologias neste sentido.
As redes comutadas baseadas na tecnologia Ethernet conferem algumas caracter´ısticas de
tempo real sendo, no entanto, necessa´rio acrescentar mecanismos de gesta˜o destas redes para
as tornar o mais eficientes poss´ıvel. Devido a isto, os nodos na rede apresentam necessa-
riamente uma arquitectura mais complexa. E´, portanto, necessa´rio existirem compromissos
entre alguns factores, nomeadamente desempenho, determinismo e fiabilidade para que este
paradigma seja aplica´vel na pra´tica.
1.2 Objectivos
No aˆmbito desta dissertac¸a˜o, o objectivo principal e´ o desenvolvimento de uma infraestru-
tura baseada na tecnologia Ethernet que seja aplica´vel em sistemas embutidos distribu´ıdos de
tempo real. Neste sentido, foram estipulados os seguintes procedimentos que serviram como
fio condutor para a conclusa˜o do projecto:
• Investigac¸a˜o sobre Ethernet : partindo da sua origem e evoluc¸a˜o histo´rica ate´ algumas
aplicac¸o˜es desta tecnologia actualmente;
• Definic¸a˜o da topologia de rede e arquitectura interna dos nodos;
• Estudo sobre o funcionamento da Stack Protocolar de Rede dos sistemas Linux;
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• Desenvolvimento de um nodo switch, atrave´s da criac¸a˜o de um mo´dulo ao n´ıvel do kernel
dos sistemas Linux;
• Definic¸a˜o de um protocolo de gesta˜o dinaˆmica da topologia da rede e da largura de
banda em uso;
• Desenvolvimento de uma aplicac¸a˜o ao n´ıvel do utilizador para comunicac¸a˜o com o nodo
desenvolvido;
• Teste do funcionamento e obtenc¸a˜o de resultados.
1.3 Organizac¸a˜o da dissertac¸a˜o
Esta secc¸a˜o tem como objectivo apresentar a estrutura segundo a qual esta´ organizada
esta dissertac¸a˜o, fazendo um breve resumo dos conteu´dos abordados em cada cap´ıtulo:
Cap´ıtulo 2 apresenta uma perspectiva histo´rica da tecnologia Ethernet e alguns con-
ceitos ba´sicos sobre a mesma. E´ realizada uma ana´lise sobre topologias das redes onde
esta e´ frequentemente utilizada. Sa˜o abordados conceitos ba´sicos sobre redes comutadas
Ethernet - Switched Ethernet - em geral.
Cap´ıtulo 3 faz uma breve refereˆncia a algumas te´cnicas para utilizac¸a˜o da tecnologia
Ethernet em aplicac¸o˜es de tempo real. Sa˜o descritos alguns protocolos de tempo real
utilizados para Ethernet em meios partilhados sendo dado, no entanto, maior eˆnfase aos
protocolos aplicados a`s redes Switched Ethernet.
Cap´ıtulo 4 apresenta uma visa˜o geral do sistema implementado. E´ descrita a topologia
da rede e os mecanismos de gesta˜o da mesma. Define-se neste cap´ıtulo a estrutura in-
terna dos nodos e o protocolo de comunicac¸a˜o entre eles de modo a cumprir os requisitos
temporais estipulados.
Cap´ıtulo 5 descreve como foi realizada a implementac¸a˜o dos conceitos apresentados no
Cap´ıtulo 4 na stack protocolar de rede dos sistemas Linux. E´ explicado como e´ poss´ıvel
inserir um mo´dulo ao n´ıvel do kernel Linux, a maneira de manipular os pacotes que
circulam na rede, nomeadamente a recepc¸a˜o e envio de pacotes, e ainda como foram
implementados os mecanismo de gesta˜o da rede.
Cap´ıtulo 6 apresenta resultados experimentais da infraestrutura desenvolvida, no que
diz respeito aos mecanismos de comutac¸a˜o de pacotes como tambe´m a gesta˜o da rede e
sua topologia, e uma ana´lise sobre os mesmos.
Cap´ıtulo 7 expo˜e a conclusa˜o da dissertac¸a˜o, nomeadamente uma ana´lise sobre contri-
buic¸o˜es cient´ıficas deste projecto, bem como poss´ıveis guidelines para trabalho futuro.
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Cap´ıtulo 2
Conceitos Ba´sicos sobre Ethernet
A tecnologia Ethernet e´ utilizada em larga escala para a conexa˜o de computadores, im-
pressoras e servidores em redes locais. Foi desenvolvida por Robert Metcalfe, em meados de
1973, no centro de investigac¸a˜o Xerox Pablo Alto com o objectivo de fazer a ligac¸a˜o entre um
computador e uma impressora a laser de alta velocidade [1][2].
Inicialmente esta tecnologia possibilitava a transmissa˜o de informac¸a˜o a 2.94 Mbps mas
devido ao seu ra´pido desenvolvimento permite hoje em dia troca de informac¸a˜o a ritmos na
ordem dos 10 Gbps. A Ethernet e´ utilizada nas duas primeiras camadas do modelo Open
Systems Interconnection (OSI), a camada f´ısica e a camada de ligac¸a˜o [2].
A Ethernet na˜o foi originalmente concebida para ser aplicada em ambientes onde a neces-
sidade de cumprimento de deadlines seja extremamente importante. Contudo este protocolo
apresenta vantagens que podem resultar em benef´ıcios em aplicac¸o˜es industriais onde a co-
municac¸a˜o em tempo-real e robusta e´ essencial.
Ao longo deste cap´ıtulo ira´ ser feita uma breve caracterizac¸a˜o da tecnologia e a descric¸a˜o
da sua evoluc¸a˜o ate´ aos dias de hoje, referindo as topologias de rede, as normas utilizadas e os
mecanismos de acesso ao meio. Sera˜o referidas tambe´m as motivac¸o˜es para o uso de Ethernet
em aplicac¸o˜es cr´ıticas de tempo-real, dando eˆnfase a`s redes Switched Ethernet.
2.1 Origem e Evoluc¸a˜o da Ethernet
A tecnologia Ethernet surgiu tendo por base outro padra˜o que foi desenvolvido por um
grupo de investigadores, com principal refereˆncia a Norman Abramson, designado de ALOHA-
net, com o objectivo interligar os campus da Universidade de Hawaii existentes nas va´rias
ilhas. O modo como os va´rios dispositivos teˆm acesso ao canal transmissa˜o neste padra˜o e´
aleato´rio, isto e´, qualquer terminal pode enviar informac¸a˜o a qualquer momento. Assim que
e´ enviado um pacote, o emissor espera por um sinal de validac¸a˜o - acknowledge - durante
um tempo pre´-definido, de modo a perceber se a sua mensagem foi enviada correctamente.
Caso na˜o receba nenhuma confirmac¸a˜o do sucesso no envio do pacote, o emissor assume a
ocorreˆncia de uma colisa˜o e espera um tempo aleato´rio antes de tentar enviar novamente a
informac¸a˜o [1][3].
Inspirado pelos estudos desenvolvidos sobre o padra˜o ALOHAnet, Robert Metcalfe desen-
volveu o protocolo a que mais tarde se chamou de Ethernet, num projecto que visava a ligac¸a˜o
de uma impressora a um computador pessoal. Esta tecnologia inicialmente utilizava cabo co-
axial como meio de transmissa˜o e operava a uma velocidade de 2.94 Mbps [2]. O controlo de
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acesso ao meio e´ baseado no protocolo CSMA/CD. O Carrier Sense Multiple Access (CSMA)
consiste na ana´lise do estado do canal de comunicac¸a˜o antes de tentar enviar informac¸o˜es. O
Collision Detection (CD) e´ a designac¸a˜o do mecanismo que detecta coliso˜es de informac¸a˜o an-
tes dos pacotes serem totalmente transmitidos. A capacidade descrita, que sera´ aprofundada
na subsecc¸a˜o 2.1.3, permitiu que a tecnologia Ethernet tivesse um funcionamento bastante
mais eficiente que a ALOHAnet.
O bom desempenho da tecnologia bem como a facilidade de utilizac¸a˜o, fez com que fosse
utilizada em grande escala para interligac¸a˜o de redes locais. Desta maneira, com o objectivo
de facilitar a investigac¸a˜o e venda de equipamentos para o uso desta tecnologia, o Institute of
Electrical and Electronic Engineers (IEEE) padronizou a Ethernet como a norma 802.3 [2].
Nas subsecc¸o˜es seguintes ira´ ser feita uma descric¸a˜o mais aprofundada da tecnologia.
2.1.1 Normas Ethernet
Apo´s o surgimento da Ethernet rapidamente esta tecnologia foi evoluindo nomeadamente
na velocidade de transmissa˜o e utilizada em diversos meios f´ısicos. A tabela seguinte apresenta
algumas das principais expanso˜es que foram sendo acrescentadas a` tecnologia:
Designac¸a˜o Taxa de Transmissa˜o Meio F´ısico
10Base5 10Mbps Cabo coaxial grosso
10Base2 10 Mbps Cabo coaxial fino
10BaseT 10 Mbps Pares de cabo de cobre
100BaseT (FastEthernet) 100 Mbps Pares de cabo de cobre
1000BaseT (GigabitEthernet) 10000 Mbs Pares de cabo de cobre
Tabela 2.1: Algumas expanso˜es da norma Ethernet
As evoluc¸o˜es a` norma foram sendo designadas segundo um padra˜o XXBaseYY ou
XXBroadYY, conforme se pode constatar na tabela 2.1. O valor XX representa a velocidade
de transmissa˜o da tecnologia em Mbps (Mega bits por segundo) e a designac¸a˜o Base ou Broad
e´ utilizada consoante a frequeˆncia de funcionamento esteja na banda base ou em banda larga
respectivamente. Em relac¸a˜o a YY caso seja um valor, indica o comprimento ma´ximo de
meio f´ısico para transmissa˜o em centenas de metros, ou caso seja uma letra, representa o
meio f´ısico [4].
10Base5
Este e´ o padra˜o da Ethernet, definido na norma 802.3 [5], desenvolvido em meados de
1983. Foi a primeira versa˜o comercializa´vel desta tecnologia [6]. O canal de comunicac¸a˜o
entre dispositivos e´ o cabo coaxial grosso com tamanho ma´ximo de 500m e opera a uma taxa
de 10 Mbps.
10Base2
Esta´ definido na extensa˜o 802.3a [5] de 1985 apresentando uma velocidade de transmissa˜o
de 10 Mps, usando como meio f´ısico o cabo coaxial com extensa˜o ma´xima de aproximadamente
200m (186 m). Conhecida tambe´m por Cheapernet, foi apresentada como uma tecnologia de
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fa´cil instalac¸a˜o e com custo reduzido. Esta´ preparada para a utilizac¸a˜o de repetidores na rede
de modo a regenerar os sinais e assim obter-se um melhor desempenho [6][7].
10BaseT
Esta norma, definida em 1990 como 802.3i [5], utiliza como meio f´ısico de comunicac¸a˜o
dois pares de cabos de cobre - Unshielded Twisted-pair (UTP) - de comprimento ma´ximo de
100m, que permite uma velocidade de transmissa˜o de 10Mbps. O facto do comprimento dos
segmentos UTP ser reduzido, e´ comum a utilizac¸a˜o de hubs1 para regenerar os sinais e deste
modo alongar o comprimento das redes [6].
100BaseT
Conhecida tambe´m como FastEthernet, esta norma foi definida em 1995 na extensa˜o
802.3u [5]. A velocidade de transmissa˜o de informac¸a˜o e´ de 100 Mbps e utiliza o mesmo meio
de transmissa˜o que a norma 10BaseT. Simultaneamente foi surgindo o conceito de switching
e redes comutadas, despoletando o uso de comunicac¸a˜o em full duplex, isto e´, comunicac¸a˜o
em simultaˆneo entre dois terminais, o que com o uso do padra˜o FastEthernet proporcionou
comunicac¸o˜es mais ra´pidas [6].
1000BaseT
Este standard e´ utilizado nas comunicac¸o˜es de alta velocidade de transmissa˜o de dados.
Padronizado na norma 802.3ab [5] em meados de 1997, apresenta compatibilidade com as
normas anteriores, e deste modo existe um custo reduzido na migrac¸a˜o para este standard.
Operando a 1Gbps, tem a capacidade de trabalhar em full duplex e half duplex, sendo ne-
cessa´rio alguns ajustes para suportar esta u´ltima funcionalidade [2].
2.1.2 Formato das Tramas
Na tecnologia Ethernet a informac¸a˜o e´ encapsulada em pacotes bem estruturados, desig-
nados de tramas. Existem fundamentalmente duas estruturas mais comuns para as tramas
Ethernet : o formato IEEE 802.3 eEthernet II. As figuras 2.1 e 2.2 ilustram os campos dos
formatos referidos.
• 802.3
Figura 2.1: Trama 802.3
1Hub - dispositivo com va´rias portas com a capacidade de regenerac¸a˜o de sinais e repetic¸a˜o em todas as
suas portas.
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• Ethernet II
Figura 2.2: Trama Ethernet II
O Preaˆmbulo e´ constitu´ıdo por 7 bytes com o padra˜o 10101010. Este campo e´ importante
pois sinaliza a transmissa˜o de uma nova trama, permitindo a sincronizac¸a˜o entre o transmissor
e o receptor. E´ enviado de seguida 1 byte Start of Frame Delimiter (SFD) que sinaliza o in´ıcio
da trama propriamente dita, com a sequeˆncia 10101011 [3].
O enderec¸o de destino e enderec¸o de origem, representados nas figuras 2.1 e 2.2 pelos
campos DA (Destination Adress) e SA (Source Adress), sa˜o os enderec¸os f´ısicos dos terminais
da rede. Sa˜o enderec¸os cujo tamanho e´ 6 bytes, u´nico para cada dispositivo sendo parcialmente
atribu´ıdos pelo fabricante [3].
Na trama IEEE 802.3 existem 2 bytes que indicam o tamanho do campo de dados e 3 bytes
para o Logical Link Control (LLC). O LLC e´ uma subcamada da camada de ligac¸a˜o presente
no modelo OSI que e´ responsa´vel pela comunicac¸a˜o entre a camada Medium Access Control
(MAC) e as camadas superiores do mesmo modelo. Engloba 1 byte para identificar o servic¸o
na estac¸a˜o de destino (DSAP), 1 byte para identificar o servic¸o na estac¸a˜o de origem da trama
e 1 byte de controlo de fluxo. O campo Tipo, na trama Ethernet II indica o protocolo de
n´ıvel superior que e´ transportado na trama [7].
O campo Dados de ambas as tramas e´ onde esta´ a informac¸a˜o que se quer transmitir, o
payload, que pode variar entre 46 a 1500 bytes. Apresenta um tamanho mı´nimo de 46 bytes,
definido pelo standard 802.3, de modo a permitir, em caso de colisa˜o, que todas as estac¸o˜es
percebam a trama como errada [3]. Quando a informac¸a˜o que se pretende transmitir e´ inferior
aos 46 bytes mı´nimos requeridos, sa˜o acrescentados ao campo de dados bits de padding ate´
completar o valor mı´nimo necessa´rio [3]. De notar que nas tramas 802.3 o campo LLC, que
sa˜o 3 bytes, fazem parte do payload pelo que, apenas podem ser usados 1497 bytes para a
informac¸a˜o que se pretender enviar.
Por u´ltimo, o Frame Check Sequence (FCS) representado pelos 4 u´ltimos bytes de ambas as
tramas, permite a verificac¸a˜o de anomalias nas mesmas. Faz uso de um polino´mio que utiliza
todos os bits da trama para calcular o seu valor usando um algoritmo de Cyclic Redundancy
Check (CRC) [3]. Caso o FCS seja incorrecto a trama e´ considerada inva´lida, considerando-se
que houve perda ou alterac¸a˜o da informac¸a˜o inicial.
2.1.3 Mecanismo de Acesso ao Meio: CSMA/CD
Numa rede onde o meio de comunicac¸a˜o e´ partilhado por va´rios equipamentos e´ necessa´rio
algum tipo de mecanismo que fac¸a o controlo do acesso ao canal de comunicac¸a˜o. A norma
Ethernet utiliza o mecanismo CSMA/CD (Carrier Sense Multiple Access with Collision De-
tection). Neste protocolo os dispositivos teˆm total acesso a` rede em qualquer ocasia˜o e com
igual privile´gio, isto e´, podem tentar aceder ao meio de comunicac¸a˜o sempre que precisarem
(Multiple Access) [8].
Quando um terminal quer aceder ao meio de comunicac¸a˜o para enviar informac¸a˜o necessita
primeiramente de escutar se este se encontra dispon´ıvel para ser utilizado (Carrier Sense).
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Existem no entanto treˆs variac¸o˜es no protocolo CSMA que podem ser utilizadas, descritas em
seguida.
• 1-persistente CSMA
Neste tipo de CSMA, o terminal vai estar constantemente a analisar o canal de comu-
nicac¸a˜o ate´ o encontrar livre e pass´ıvel de ser utilizado. Quando esta situac¸a˜o ocorre o ter-
minal vai enviar a sua trama imediatamente com uma probabilidade de 1 [3]. Esta variac¸a˜o
e´ a que esta´ definida na tecnologia Ethernet.
• p-persistente CSMA
Nesta variac¸a˜o do protocolo de escuta, quando o dispositivo detectar que o canal esta´ livre
e pass´ıvel para ser utilizado, vai enviar a sua trama com uma probabilidade de p e atrasar o
envio desta durante um certo intervalo de tempo com uma probabilidade 1-p [3].
• na˜o-persistente CSMA
Nos protocolos na˜o persistentes, os terminais na˜o esta˜o constantemente a verificar o estado
do canal de comunicac¸a˜o. Pontualmente verificam se o canal esta´ livre, e em caso afirmativo,
comec¸am a transmitir a sua informac¸a˜o. Caso o canal esteja ocupado, esperam um intervalo
de tempo aleato´rio e depois voltam a analisar o estado do meio de comunicac¸a˜o [3].
Devido ao facto das comunicac¸o˜es na˜o serem instantaˆneas, va´rios dispositivos podem
detectar o canal de comunicac¸a˜o livre e iniciarem em simultaˆneo a transmissa˜o de informac¸a˜o,
ocorrendo portanto coliso˜es. Quando os terminais esta˜o a enviar informac¸a˜o, continuam a
escutar os dados que circulam no meio, e quando um dispositivo detecta que a informac¸a˜o
no canal de comunicac¸a˜o na˜o e´ igual a` que esta´ a transmitir, a colisa˜o e´ detectada (Collision
Detection). Neste momento a estac¸a˜o emissora pa´ra de transmitir a sua trama, envia um
sinal jam para informar as restantes estac¸o˜es da rede que ocorreu uma colisa˜o e espera um
tempo aleato´rio definido por um algoritmo de recuo bina´rio truncado ate´ voltar a tentar
retransmitir [7][1]. Em caso de ocorrerem 16 coliso˜es consecutivas para a mesma trama, o
respectivo terminal aborda a sua transmissa˜o. Quando a transmissa˜o e´ realizada com sucesso
e´ esperado um intervalo de tempo, Inter Frame Spacing (IFS), de modo a que os terminais
estejam prontos para receber novas tramas [9]. A figura 2.3 pretende ilustrar o funcionamento
do CSMA/CD.
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Figura 2.3: CSMA/CD
2.2 Topologia de Rede
Uma rede consiste num conjunto de terminais (nodos) interligados entre si, que trocam
informac¸a˜o e partilham recursos. Dependendo das funcionalidades da rede e dos requisitos
para a mesma, estes terminais podem estar ligados de diferentes maneiras. Existem quatro
topologias ba´sicas para a ligac¸a˜o dos no´s na rede: Barramento (bus), Anel (ring), Estrela
(star), A´rvore (tree) e Malha (mesh).
2.2.1 Barramento
A figura 2.4 ilustra uma topologia de rede em barramento. Todos os terminais esta˜o
ligados ao mesmo meio de comunicac¸a˜o e a informac¸a˜o que, do ponto de vista lo´gico, circula no
barramento esta´ dispon´ıvel para todos os dispositivos, sendo no entanto entregue a`s camadas
superiores nos dispositivos a` qual e´ dirigida. Na tecnologia Ethernet, como foi referido no
cap´ıtulo 2.1.3, utiliza o me´todo CSMA/CD para controlar o acesso ao meio de comunicac¸a˜o.
Outro me´todo, especificado na norma IEEE 802.4 - Token Bus, recorre a um token que passa
de dispositivo em dispositivo, dando acesso ao canal que o possuir [10]. E´ uma topologia que
utiliza menos cablagem comparativamente a`s outras referidas, possibilita uma fa´cil inserc¸a˜o
de novos no´s na rede e a extensa˜o da mesma. No entanto, um problema o´bvio e´ a perda do
token e a sua recuperac¸a˜o, o que torna a rede pouco robusta. Em caso de falha do meio de
comunicac¸a˜o toda a rede fica inopera´vel [8]. Necessita tambe´m de terminadores no final do
barramento de modo a evitar reflexo˜es que prejudicam o desempenho da rede.
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Figura 2.4: Topologia de Rede - Barramento
2.2.2 Anel
Na topologia em Anel os no´s esta˜o interligados num caminho fechado na˜o existindo um no´
central. A informac¸a˜o circula de terminal em terminal, e so´ e´ lida pelo no´ a` qual e´ destinada.
Para comunicar, os dispositivos teˆm necessidade de requisitar um token, e so´ depois de o
terem na sua posse e´ que podem enviar a informac¸a˜o para a rede. Este mecanismo ajuda a
diminuir as coliso˜es na rede e assim melhorar o seu desempenho [10]. Trata-se tambe´m de
uma topologia de fa´cil ana´lise e implementac¸a˜o. E´ dif´ıcil encontrar eventuais falhas na rede
e caso um terminal fique inopera´vel toda a rede falha [10]. Uma soluc¸a˜o para este problema
e´ a existeˆncia de um duplo anel, para que em caso de falha da rede principal, continue a
existir um caminho alternativo para a informac¸a˜o circular. A figura 2.5 ilustra este tipo de
topologia.
Figura 2.5: Topologia de Rede - Anel
2.2.3 Estrela
Numa topologia de rede em Estrela, figura 2.6, todos os terminais comunicam com um
no´ central. Esse no´ central que pode ser um hub ou switch e´ responsa´vel por receber a
informac¸a˜o e encaminha´-la para o ponto da rede a que e´ destinada [10]. Caso um terminal da
rede falhe e´ fa´cil detectar a sua localizac¸a˜o e a restante rede continua a funcionar normalmente.
Modificar e acrescentar no´s a` rede e´ relativamente fa´cil pois todos comunicam com o mesmo
ponto. Apresenta uma gesta˜o da rede centralizada. No entanto, caso o no´ central falhe toda a
rede fica sem funcionar. Devido a` necessidade de todos os no´s comunicarem com o no´ central
existe um maior nu´mero de ligac¸o˜es e portanto mais cablagem [10].
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Figura 2.6: Topologia de Rede - Estrela
2.2.4 A´rvore
Na topologia em a´rvore, o princ´ıpio de funcionamento e´ semelhante ao da topologia em
estrela. Existe um no´ central responsa´vel por controlar toda a rede. Os no´s va˜o sendo
acrescentados a` rede, criando ramificac¸o˜es, conforme e´ ilustrado na figura 2.7. Uma falha de
um no´ na˜o prejudica o funcionamento dos no´s existentes ao mesmo n´ıvel da hierarquia, apenas
os que esta˜o ligados a esse no´. Em caso de falha do no´ central toda a rede fica inopera´vel.
Sistemas baseados nesta topologia podem crescer em qualquer direcc¸a˜o sendo necessa´rio ter
sempre o cuidado de na˜o se formarem loops na rede uma vez que degrada o funcionamento
da mesma [11]. Usualmente sa˜o inseridos repetidores entre segmentos de modo a regenerar a
informac¸a˜o que circula na rede.
Figura 2.7: Topologia de Rede - A´rvore
2.2.5 Malha
Numa rede organizada em Malha todos os terminais comunicam entre si. Um dos grandes
problemas deste tipo de topologia e´ que cada vez que e´ necessa´rio integrar um novo termi-
nal, o nu´mero de ligac¸o˜es aumenta exponencialmente, o que para redes de grandes dimenso˜es
implica uma maior complexidade na gesta˜o dessas redes [10]. Portanto, o elevado nu´mero de
cabos para efectuar as ligac¸o˜es e´ a grande desvantagem desta topologia. Apresenta tambe´m
um custo acrescido de implementac¸a˜o relativamente a`s topologias atra´s referidas. No entanto,
como todos os no´s comunicam entre si, existe grande robustez e toleraˆncia a falhas na rede,
existindo diversos caminhos alternativos para trocar informac¸a˜o. A figura 2.8 ilustra uma
rede em Malha com quatro terminais.
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Figura 2.8: Topologia de Rede -Malha
2.2.6 Aplicac¸o˜es e Topologias Empregues
Usualmente, as redes baseadas na tecnologia Ethernet sa˜o configuradas em estrela. No
entanto em sistemas industriais, de acordo com [12], normalmente sa˜o utilizadas topologias
em anel. No mesmo white paper [12] e´ mostrado um sistema de vigilaˆncia distribu´ıdo de um
edif´ıcio baseado numa topologia em anel. As caˆmaras de vigilaˆncia sa˜o ligadas a um switch
de 3 portas da Micrel e os switchs ligados entre si formando o anel. Uma das vantagens ja´
referidas deste tipo de topologia e´ o reduzido nu´mero de cabos utilizados nas ligac¸o˜es, como
referido anteriormente, levando a um menor custo na sua implementac¸a˜o. A figura 2.9 ilustra
esta rede.
Figura 2.9: Exemplo da rede referida no white paper [12]
Outra das a´reas onde se comec¸ou a introduzir a tecnologia Ethernet foi na indu´stria
automo´vel. Em [12] e´ dado um exemplo de uma rede baseada na fusa˜o das topologias em anel
e estrela, como ilustrado na figura 2.10. Basicamente a rede e´ constitu´ıda por um gateway que
faz a ligac¸a˜o entre o interface de diagno´sticos do automo´vel (On-Board Diagnostics (OBD)) e
outras redes existentes. Esse gateway liga tambe´m a uma rede Ethernet em anel, constitu´ıda
pelo computador de bordo do automo´vel, pelo sistema de navegac¸a˜o e pelo sistema de a´udio,
por exemplo [12]. A introduc¸a˜o de redes Ethernet permite a fa´cil ligac¸a˜o a` Internet atrave´s
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de mo´dulos de comunicac¸a˜o sem fios e deste modo realizar va´rias aplicac¸o˜es, como download
de mu´sicas ou mapas para os sistemas de navegac¸a˜o.
Figura 2.10: Exemplo de uma rede Ethernet em automo´veis referida no white paper [12]
2.3 Switched Ethernet
Com o passar dos anos a utilizac¸a˜o de switches Ethernet tem vindo a ganhar grande
importaˆncia. O facto de existir apenas um domı´nio de colisa˜o por cada porta do switch
contribui para melhorar o determinismo da rede, pois o mecanismo CSMA/CD na˜o e´ nor-
malmente activado devido a` inexisteˆncia de contenc¸a˜o. Assim possibilita-se a sua aplicac¸a˜o
em sistemas com imposic¸o˜es temporais rigorosas. Os princ´ıpios de funcionamento de redes
baseadas nesta filosofia foram influenciados pela tecnologia usada nos telefones [8]. Outras
das potencialidades dos switches sa˜o o seu elevado throughput e a sua capacidade de isolar
tra´fego. Apresentam tambe´m grandes velocidades de transmissa˜o e lateˆncia reduzida, o que e´
importante em aplicac¸o˜es que requerem algum tipo de controlo sobre o sucesso na transmissa˜o
da informac¸a˜o [8]. Actualmente as redes baseadas em Switched Ethernet esta˜o a ser bastante
utilizadas em va´rios domı´nios industriais, como automac¸a˜o industrial, onde e´ necessa´rio o
cumprimento deadlines e a capacidade de toleraˆncia a falhas.
Em seguida sera´ feita uma abordagem sobre os conceitos fundamentais relativos a Switched
Ethernet bem como dos protocolos de gesta˜o de rede onde esta tecnologia e´ utilizada.
2.3.1 Funcionamento do switch
Um switch e´ um dispositivo com va´rias portas que interliga pontos de uma rede, operando
portanto na camada de ligac¸a˜o do modelo OSI. Cada dispositivo tem a si associado um en-
derec¸o MAC que o identifica. A funcionalidade de um switch e´ reencaminhar uma trama que
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lhe chega a uma das portas para o respectivo destino. Estes dispositivos teˆm uma tabela de
encaminhamento que contem informac¸a˜o dos enderec¸os MACs dos equipamentos ligados a`s
suas portas [13]. Na chegada de uma trama, o switch tem capacidade de guardar a porta pela
qual chegou e o enderec¸o MAC do equipamento de origem na sua tabela de encaminhamento,
ficando desta maneira com a noc¸a˜o da localizac¸a˜o dos dispositivos existentes na rede. O passo
seguinte, apo´s um pacote ter chegado ao switch, e´ verificar se o enderec¸o MAC do destino se
encontra na sua tabela, e enviar para o segmento da rede indicado atrave´s dos mecanismos
descritos em seguida [8][14].
Mecanismo de Flooding
Se uma trama chegar ao switch e o enderec¸o MAC do destino na˜o se encontra associado
a nenhuma das suas portas, o procedimento e´ reencaminhar o pacote para todas elas excepto
para a porta pela qual chegou. Este mecanismo e´ designado de flooding. A desvantagem deste
processo e´ o envio de pacotes para locais da rede onde na˜o e´ destinado, ocupando largura de
banda e diminuindo assim desempenho da rede. Normalmente, este processo ocorre no in´ıcio
da operac¸a˜o de uma rede onde as tabelas de encaminhamento na˜o esta˜o preenchidas. A figura
2.11 representa esse mecanismo.
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 (destinado à estação B)
P 
(destinado à estação B)
R 
(destinado à estação A)
R 
(destinado à estação A)
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P
 (destinado à estação B)
R 
(destinado à estação A)
Figura 2.11: Flooding de pacotes
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Mecanismo de Forwarding
A figura 2.12 pretende ilustrar o mecanismo de forwarding. Caso esteja presente na tabela
de encaminhamento, o switch vai reencaminhar a trama apenas para a porta que permite
aceder ao destino pretendido. Este mecanismo apresenta como grande benef´ıcio o facto do
pacote ser directamente encaminhado ao destino, aumentando assim o desempenho da rede. A
imagem que se segue descreve de modo simples o funcionamento deste mecanismo: a estac¸a˜o
A envia um pacote P destinado a` estac¸a˜o B. Chegando ao switch, se existe na tabela de
encaminhamento deste informac¸a˜o para chegar ao destino, e´ necessa´rio apenas reencaminhar
o pacote pela sua porta 2, e deste modo o pacote e´ entregue. O mesmo racioc´ınio e´ aplicado
ao pacote R da resposta dada pela estac¸a˜o B a` estac¸a˜o A. De notar que a estac¸a˜o C esta´ fora
da troca de mensagens porque nada lhe e´ destinado.
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Figura 2.12: Forwarding de pacotes
Tempo de Aging
Existe outra funcionalidade dos switches, designada por Aging, que e´ responsa´vel por per-
mitir a existeˆncia na tabela de encaminhamento de apenas equipamentos activos na rede.
Quando o switch aprende um enderec¸o de um dispositivo um contador e´ activado e cada vez
que for enviada alguma trama do respectivo nodo este e´ reiniciado. Apo´s um tempo pre´-
definido, caso na˜o tenha sido recebida qualquer informac¸a˜o do dispositivo este e´ retirado da
tabela de encaminhamento [14].
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Cut-through Switches
A velocidade de reenvio de informac¸a˜o, quando esta chega ao switch, varia consoante o
mecanismo de switching que esteja implementado. Uma trama pode ser enviada mal seja
poss´ıvel verificar o enderec¸o de destino na sua chegada, mecanismo designado de cut-through.
Desta maneira e´ poss´ıvel reencaminhar o pacote para o destino rapidamente e diminuindo a
lateˆncia entre as portas de recepc¸a˜o e transmissa˜o, visto que a trama na˜o e´ guardada na sua
totalidade [8][14]. Este processo tem o inconveniente de na˜o verificar a existeˆncia de erros na
trama e deste modo enviar para a rede dados desnecessa´rios prejudicando o seu desempenho.
De forma a tentar minimizar este impacto alguns switches verificam a integridade da trama
e, caso seja detectada uma elevada quantidade de erros, este bloqueia a porta pela qual esta´
a enviar ou enta˜o muda o mecanismo para store-and-forward, que sera´ referido de seguida.
Um switch com esta capacidade de alterar o seu funcionamento entre store-and-forward e
cut-through. designa-se de Adaptative Switchs [8][2][4]. A figura 2.13 ilustra este mecanismo.
Tempo
Entada 
de dados
Saída de 
dados
atraso
Figura 2.13: Mecanismo Cut-through
Store-and-forward Switches
Um processo que garante uma maior fidelidade na transmissa˜o da informac¸a˜o e´ designado
de store-and-forward, em que o switch espera pela recepc¸a˜o da totalidade da frame antes de
a reencaminhar para o destino. Consequentemente a troca de informac¸a˜o tem mais lateˆncia
mas existe um maior controlo de erros conseguindo-se, deste modo, optimizar a largura de
banda. A figura 2.14 ilustra o mecanismo descrito.
Tempo
Entada 
de dados
Saída de 
dados atraso
Figura 2.14: Mecanismo Store-and-forward
2.3.2 Hardware switching vs Software switching
Existem duas abordagens principais no projecto de um switch: software switching e hard-
ware switching. Numa abordagem por software o desempenho do switch depende de alguns
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factores como o nu´mero de portas por microprocessador, a frequeˆncia a que os dados sa˜o
processados e a qualidade do co´digo de programac¸a˜o na avaliac¸a˜o do seu desempenho. Em
comparac¸a˜o com a abordagem por hardware, apresenta menor taxa de transmissa˜o de da-
dos tendo no entanto a grande vantagem de permitir realizar actualizac¸o˜es no switch atrave´s
de alterac¸o˜es a n´ıvel de software [8]. Usualmente software switching e´ utilizado quando o
processamento da informac¸a˜o na˜o pode ser realizado ao n´ıvel do hardware.
Outra abordagem na projecc¸a˜o de um switch e´ via hardware, desenvolvido em circuitos
integrados designados de Application Specific Integrated Circuits (ASIC). A grande vantagem
deste dispositivo e´ a capacidade de transmitir informac¸a˜o a grandes velocidades nas redes. No
entanto, a necessidade de alterac¸o˜es no dispositivo implica a produc¸a˜o de um novo circuito in-
tegrado. Geralmente sa˜o gerados num processo que apresenta duas etapas: a primeira e´ a sua
implementac¸a˜o atra´s de uma Field Programmable Gate Array (FPGA), isto e´, um dispositivo
que permite a gerac¸a˜o de hardware reconfigura´vel e desde modo optimizar o seu funciona-
mento, para depois numa segunda etapa ser implementado num ASICs. A sua produc¸a˜o em
massa torna estes dispositivos baratos e bastante aliciantes para o mercado [8].
2.3.3 Protocolo Spanning Tree
A qualidade de uma rede de telecomunicac¸o˜es e´ avaliada, entre outros paraˆmetros, pela
sua capacidade de configurac¸a˜o automa´tica para recuperar de situac¸o˜es ano´malas de modo
auto´nomo. E´ portanto necessa´rio, caso exista avarias em pontos da rede, que esta possua a
redundaˆncia suficiente para se adaptar a` nova situac¸a˜o e arranjar um caminho alternativo
para trocar informac¸a˜o, e portanto, manter a rede activa.
Tendo em vista proporcionar a uma rede a capacidade de recuperar de falhas, foi desen-
volvido o Protocolo Spanning Tree, mecanismo especificado na norma 802.1D do IEEE. Na
ana´lise de funcionamento seguinte, ira´ usar-se o termo bridge em vez de switch para manter
coereˆncia com a bibliografia pesquisada.
Funcionamento
Considere a t´ıtulo exemplificativo uma rede simples como a representada na figura 2.15
constitu´ıda por treˆs bridges a interligar treˆs Local Area Networks (LANs). E´ necessa´rio
configurar a rede tendo em vista a optimizac¸a˜o do seu desempenho. O Spanning Tree Protocol
(STP) foi desenvolvido com o objectivo de resolver esta problema´tica, tentando organizar a
rede definindo um caminho activo u´nico entre dois quaisquer no´s, adicionando alguma robustez
a` rede para que em caso de falha de algum caminho seja capaz de se re-organizar novamente.
Inicialmente e´ necessa´rio definir a bridge que ficara´ como o primeiro no´ da rede, a bridge
ra´ız. Esta bridge, que sera´ o in´ıcio da spanning tree, pode ser definida da seguinte maneira: o
administrador de uma rede pode escolher qual a bridge que pretende para ser o primeiro no´,
bastando configurar os dois bytes mais significativos do bridge ID (identificador da bridge: 2
bytes de configurac¸a˜o de prioridade + 6 bytes do enderec¸o MAC da bridge) ou enta˜o a bridge
escolhida e´ a que tiver menor enderec¸o MAC de todas as que esta˜o na rede [7].
Na parte inicial da configurac¸a˜o da rede todas as bridges assumem ser a ra´ız e enviam para
todas as suas portas mensagens de configurac¸a˜o com o seu enderec¸o, Bridge Protocol Data
Unit (BPDU). Cada bridge ira´ comparar as mensagens que recebem com o seu enderec¸o, ira˜o
verificar qual e´ o enderec¸o mais baixo e considerar que essa e´ a bridge raiz. No final, quando a
rede convergir, a bridge ra´ız sera´ reconhecida por todas as outras bridges [7][15]. As restantes
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Figura 2.15: Exemplo de uma rede a configurar
bridges ira˜o definir qual o caminho mais curto para a bridge ra´ız usando um algoritmo de
Bellaman-Ford ass´ıncrono e distribu´ıdo [7]. Em caso de existirem va´rios caminhos mı´nimos
para a ra´ız e´ necessa´rio arranjar um processo de modo a escolher apenas um. Todas as bridges
teˆm definido um custo do caminho a percorrer para a ra´ız, e portanto, o primeiro crite´rio de
desempate e´ a que tiver um custo menor. Caso o custo para a ra´ız seja igual em ambas
as bridges, o crite´rio seguinte a ser verificado e´ o bridge ID (identificador da bridge) sendo
seleccionada a que tiver menor valor. Se os crite´rios atra´s referidos forem ideˆnticos, o caminho
mı´nimo para a ra´ız ira´ ser definido pelo menor port ID (identificador da porta) [7].
Existem conceitos que sa˜o fundamentais na definic¸a˜o do protocolo spanning tree. As
portas ra´ızes existentes nas bridges sa˜o responsa´veis pela comunicac¸a˜o com a bridge ra´ız.
As portas designadas sa˜o aquelas que numa LAN sa˜o responsa´veis pela troca de informac¸a˜o
com bridge ra´ız. As restantes portas que na˜o se enquadram em nenhuma designac¸a˜o anterior
sa˜o bloqueadas [7]. Segundo este protocolo as portas capazes de receber e processar dados
ou mensagens de configurac¸a˜o esta˜o num estado designado de forwarding - caso das portas
ra´ızes e designadas. As portas bloqueadas que na˜o esta˜o habilitadas a processar pacotes de
dados, recebem e processam mensagens de configurac¸a˜o - estado blocking. Quando existe
necessidades de reconfigurar a rede por algum motivo as portas bloqueadas passam para o
estado listening, esperando um determinado tempo, designado de forward delay. Durante esse
tempo, caso receba uma mensagem de configurac¸a˜o, BPDU, esta porta passa para o estado
learning, caso contra´rio e´ bloqueada. No estado learning a porta esta´ activa no processo de
definic¸a˜o do protocolo spanning tree podendo passar para o estado forwarding ou blocking.
Existe ainda outro estado definido neste protocolo, o estado disable, no qual a porta na˜o
participa no desenvolvimento do algoritmo [15].
A figura 2.16 ilustra um exemplo simples de uma rede com treˆs bridges em que o STP
convergiu. Assumiu-se que o custo para a ra´ız e´ igual em ambos os percursos. Analisando a
imagem podemos verificar que a bridge 1 apresenta menor bridge ID que as restantes, logo,
apo´s a troca das mensagens de configurac¸a˜o a rede vai assumi-la como bridge ra´ız. Do ponto
de vista da LAN A e C, as portas que permitem a comunicac¸a˜o com a bridge 1 (ra´ız) sa˜o a
1 e 2 respectivamente e portanto sa˜o as portas designadas dessas LANs. As portas que das
brigdes 2 e 3 permitem a troca de informac¸a˜o com a brigde ra´ız sa˜o a 1 e 2 respectivamente
pelo que sa˜o nomeadas de portas ra´ız. Das duas portas que esta˜o ligadas a` LAN C, apenas
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Figura 2.16: Protocolo Spanning Tree
uma pode ser designada, e como assumimos que o custo para a ra´ız e´ igual e´ necessa´rio ir
analisar o brigde ID das brigdes associadas a esta LAN. Deste modo, a bridge 2 apresenta um
menor bridge ID pelo que a sua porta 2 e´ designada para a LAN C. A porta 1 da brigde 3 e´
bloqueada, e desde modo o STP convergiu.
2.3.4 Virtual Local Area Networks - VLANs
Os switches teˆm a possibilidade de gerar redes virtuais independentes dentro de uma
rede. Inicialmente o grande objectivo das Virtual Local Area Networks (VLANs) era diminuir
o domı´nio de coliso˜es de uma rede Ethernet aumentando desta maneira o seu desempenho.
Com o aparecimento dos switches, que apresentam va´rios domı´nios de colisa˜o, a utilizac¸a˜o de
VLANs com o propo´sito inicial caiu em desuso. Apesar disso as VLANs nas redes com switches
sa˜o utilizadas na tentativa de diminuir os domı´nios broadcast. Apresentam a grande vantagem
de permitir a configurac¸a˜o de uma rede sem a necessidade de acrescentar ou alterar dispositivos
na rede. Aliada a isso, este protocolo pode ser utilizado para fornecer seguranc¸a a uma
determinada rede utilizando, por exemplo, uma rede virtual de modo a proteger informac¸o˜es
importantes [16]. A utilizac¸a˜o de VLAN esta´ padronizada na norma 802.1Q do IEEE [16][7].
Figura 2.17: tag VLAN inseridas nas tramas
A figura 2.17 ilustra a tag inserida nas tramas Ethernet de acordo com o protocolo 802.1Q
do IEEE.
Dentro do campo Tag Vlan existem 2 bytes que identificam o protocolo que esta´ a ser
utilizado. Caso seja a norma 802.1Q este campo tem o valor 0x8100.
O campo Prioridade, constitu´ıdo por 3 bits, permite indicar a prioridade da informac¸a˜o
inserida na trama.
De seguida existe 1 bit que indica se a trama se encontra no formato cano´nico (bit a 1)
ou na˜o (bit a 0). Este campo permite verificar se a trama e´ compat´ıvel com a norma Token
Ring.
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O campo VLAN ID, de 12 bits, permite identificar a VLAN da respectiva trama. Podem
estar definidos 4094 identificadores diferentes, pois os valores 0x000 e 0xFFF reservados.
2.3.5 Auto - Negotiation
Esta funcionalidade esta´ definida na norma 802.3u que caracteriza a tecnologia FastEther-
net. Permite que os dispositivos que operam as taxas de transmissa˜o diferentes numa ligac¸a˜o
Ethernet reconhec¸am e sincronizem a velocidade ma´xima de transmissa˜o de informac¸a˜o de
forma transparente para o utilizador. Em redes Switched Ethernet este processo e´ bastante
vantajoso pois na˜o seria pra´tico um utilizador configurar cada porta dos diferentes switches
de modo a que a comunicac¸a˜o fosse via´vel.
Para todas as tecnologias Ethernet que usam como meio f´ısico os cabos de cobre esta
funcionalidade esta´ dispon´ıvel. No entanto, nas comunicac¸o˜es o´pticas apenas a tecnologia
Gigabit Ethernet tem definido o mecanismo de auto-negotiation [17].
2.3.6 Link Aggregation
O Link Aggregation e´ uma funcionalidade mais recente dos switchs e esta´ definida na norma
IEEE 802.3ad [18]. Em termos simples o Link Aggregation permite agregar va´rias ligac¸o˜es
f´ısicas entre dispositivos em uma so´ ligac¸a˜o lo´gica de maior largura de banda. Uma vez que
utilizada a capacidade de todas as ligac¸o˜es da rede permite aumentar o seu desempenho e a
sua fiabilidade.
De acordo com [18] esta funcionalidade permite aumentar a disponibilidade e capacidade
das ligac¸o˜es e acrescenta ainda alguma toleraˆncia a falhas na rede. E´ um protocolo na˜o
intrusivo o que significa que e´ aplica´vel ao hardware existente.
2.4 Suma´rio
Este cap´ıtulo teve o objectivo de apresentar a tecnologia Ethernet. Foi abordada a sua
perspectiva histo´rica, desde a origem ate´ aos dias actuais. Apresentou-se as caracter´ısticas
desta tecnologia, nomeadamente a evoluc¸a˜o da velocidade de transmissa˜o de dados, o formato
das tramas standard que sa˜o utilizadas e a pol´ıtica de acesso ao meio de comunicac¸a˜o, o
CSMA/CD. Em seguida foram ilustradas algumas topologias de rede onde normalmente a
Ethernet e´ utilizada e algumas aplicac¸o˜es ja´ existentes. Por fim, focou-se um pouco as redes
comutadas baseadas em Ethernet e algumas funcionalidades associadas como o STP e Link
Aggregation. Ate´ este ponto foram abordados os conceitos ba´sicos sobre Ethernet de modo
a perceber o funcionamento desta tecnologia e permitir uma transic¸a˜o suave para as secc¸o˜es
seguintes.
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Cap´ıtulo 3
Ethernet para aplicac¸o˜es de
tempo-real
A tecnologia Ethernet na˜o foi originalmente concebida para ser aplicada em ambientes
onde a necessidade de cumprimento de deadlines e´ extremamente importante. O mecanismo
de acesso ao meio desta tecnologia, o CSMA/CD, apresenta caracter´ısticas na˜o determin´ısticas
que na˜o sa˜o deseja´veis em situac¸o˜es cr´ıticas. Contudo este protocolo apresenta inu´meras van-
tagens que podem gerar benef´ıcios em aplicac¸o˜es industriais onde a comunicac¸a˜o em tempo-
real e´ essencial. De acordo com [1], o facto da Ethernet ser barata, devido a` sua produc¸a˜o em
massa, aliada a` ra´pida evoluc¸a˜o da velocidade a que a informac¸a˜o circula na rede, sa˜o fortes
atractivos para a utilizac¸a˜o desta tecnologia em aplicac¸o˜es industriais. Outros factores sa˜o
tambe´m a facilidade de integrar a Internet sobre Ethernet bem como outros protocolos de
comunicac¸a˜o. Trata-se de uma tecnologia bastante actual e bem especificada, existente em
grande parte dos equipamentos e portanto, sem grandes problemas de compatibilidade [1].
No entanto, como ja´ foi referido, a tecnologia Ethernet apresenta um conjunto de ca-
racter´ısticas que por definic¸a˜o na˜o sa˜o pro´prias para comunicac¸o˜es de tempo-real. Alguns
factores como tempo de resposta, previsiblidade, uso eficiente de largura de banda e cum-
primento de deadlines sa˜o fundamentais para aplicac¸o˜es cr´ıticas de tempo-real. Devido a
isto foram desenvolvidos va´rios estudos de modo a tornar poss´ıvel a aplicac¸a˜o da tecnologia
Ethernet nessas situac¸o˜es.
3.1 Te´cnicas para usar Ethernet em aplicac¸o˜es cr´ıticas
Muito trabalho foi desenvolvido de modo a oferecer condic¸o˜es a` tecnologia Ethernet para
o seu uso em aplicac¸o˜es de tempo real. De modo a que a Ethernet tenha um comportamento
temporal determin´ıstico e´ necessa´rio diminuir ou mesmo remover o nu´mero de coliso˜es de
pacotes ou pelo menos encontrar um mecanismo para controlar essas coliso˜es com alguma
previsibilidade. A utilizac¸a˜o de switches Ethernet permite, como foi referido, diminuir o
nu´mero de coliso˜es e portanto acrescentar algum determinismo a`s redes. No entanto, o uso
de switches na˜o resolve todos os requisitos necessa´rios para aplicac¸o˜es de tempo real.
Uma abordagem que permite dotar a Ethernet com um comportamento temporal pre-
vis´ıvel consiste na modificac¸a˜o do seu mecanismo de acesso ao meio. A grande desvantagem
deste me´todo e´ ser bastante intrusivo, isto e´, com a modificac¸a˜o do MAC standard da Ethernet
deixa de haver compatibilidade com equipamentos ja´ existentes no mercado.
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Um me´todo menos intrusivo consiste em adicionar protocolos de controlo sobre Ethernet
e deste modo possibilita-se o uso de equipamentos standard ja´ existentes. Esta abordagem
acrescenta no entanto alguma complexidade de implementac¸a˜o. Alguns protocolos desenvol-
vidos sera˜o referidos de seguida.
Uma soluc¸a˜o e´ apresentada pelo Windows Protocol. Nesta abordagem existe um intervalo
de tempo acordado entre todos os no´s da rede, designado por window, intervalo este que e´
sincronizado sempre que ocorre uma transmissa˜o com sucesso [1]. As mensagens a transmitir
sa˜o enviadas para o canal de comunicac¸a˜o e, caso exista mais que uma mensagem numa
window ocorre uma colisa˜o. Sempre que esta situac¸a˜o ocorre o tamanho da janela temporal vai
sendo reduzido ate´ isolar apenas uma mensagem a enviar. Quando a transmissa˜o e´ realizada
com sucesso, a windows fica livre para uma nova transmissa˜o e o intervalo temporal desta
permanece igual [1]. Em caso de na˜o existirem mensagens no canal de comunicac¸a˜o o tamanho
da janela vai aumentando ate´ atingir o valor ma´ximo. Novos no´s podem ser acrescentados a`
rede, que podem apresentar uma janela temporal diferente da estabelecida, o que ira´ gerar
um nu´mero maior de coliso˜es ate´ os no´s ficarem novamente sincronizados.
Outra abordagem consiste no uso de uma interface sobre a camada Ethernet que ira´ gerir
e controlar o tra´fego que circula na rede. Essa interface, designada por traffic smoother, tem
como objectivo limitar a velocidade de transmissa˜o de cada no´ da rede de modo a evitar
o excesso de informac¸a˜o na mesma. Esta soluc¸a˜o e´ designada de Traffic Shaping. A ideia
consiste em fazer passar toda a informac¸a˜o que na˜o apresenta requisitos temporais, e portanto
sem necessidade de transmissa˜o em tempo real, pelo traffic smoother de modo a ter uma gesta˜o
sobre a mesma e na˜o prejudicar o desempenho de aplicac¸o˜es cr´ıticas. O tra´fego que requer o
cumprimento de requisitos temporais normalmente apresenta mecanismos pro´prios de controlo
de fluxos pelo que na˜o e´ gerido pelo traffic smoother. E´ portanto conferida a` informac¸a˜o que
requer transmissa˜o em tempo-real maior prioridade que a restante, e o desempenho do sistema
e´ melhorado pois a interfereˆncia de tra´fego sem requisitos temporais na rede e´ limitada [1].
Atribuir a um no´ na rede a capacidade de gesta˜o da mesma, e´ uma soluc¸a˜o para acres-
centar algum determinismo e previsibildade a`s redes. Trata-se portanto de uma abordagem
master/slave em que o no´ master e´ responsa´vel pelo controlo e atribuic¸a˜o do canal de co-
municac¸a˜o aos restantes no´s da rede, os slaves. As restric¸o˜es temporais sa˜o enta˜o garantidas
pelo no´ central, master, que faz uso de algoritmos de escalonamento em tempo-real. Como
toda a gesta˜o e´ feita pelo no´ central, circula na rede para ale´m de informac¸a˜o que se pre-
tende transmitir, mensagens de controlo geradas pelo master, o que pode levar a sobrecarga
na rede. E´ portanto necessa´rio maior largura de banda ou mecanismos para gerir o uso da
mesma, com o objectivo de melhorar o desempenho da rede. Existem protocolos que utilizam
este mecanismo de controlo entre os quais Ethernet PowerLink [19] e Flexible Time-Triggered
sobre Switched Ethernet (FFT-SE) [1][20].
O Token Passing e´ um conceito para gesta˜o do acesso ao canal de comunicac¸a˜o. E´ baseado
na existeˆncia de um token que circula de no´ em no´ na rede. O dispositivo que tiver o token na
sua posse pode transmitir a sua informac¸a˜o para o canal de comunicac¸a˜o. O token e´ libertado
quando a informac¸a˜o e´ transmitida ou quando a janela temporal estabelecida e´ esgotada,
passando em seguida para outro no´ da rede. Como este mecanismo so´ possibilita o acesso ao
canal de comunicac¸a˜o ao dispositivo que possuir o token, as coliso˜es de pacotes no canal sa˜o
evitadas.
Um exemplo de um protocolo baseado na ideia de Token Passing e´ o RETHER [21], onde
o mecanismo de acesso ao meio e´ o CSMA/CD caracter´ıstico da tecnologia Ethernet para
tra´fego sem requisitos temporais restritos, alterando para o mecanismo de token-bus de modo
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transparente na chegada de tra´fego de tempo-real [1][21].
3.2 Ethernet PowerLink
Ethernet PowerLink (EPL) e´ um protocolo que confere a` tecnologia Ethernet carac-
ter´ısticas de tempo real. Trata-se de um protocolo na˜o intrusivo, o que significa que pode ser
implementado em dispositivos Ethernet standard [19]. Foi inicialmente desenvolvido para a
tecnologia Ethernet em meios partilhados oferecendo uma maior velocidade de transmissa˜o e
maior precisa˜o, nomeadamente jitter na ordem de 1µs [22].
Neste protocolo a gesta˜o da rede e´ baseada em master-slave, onde o master (tambe´m
designado na bibliografia por Managing Node) implementa um mecanismo de Time Divi-
sion Multiple Access (TDMA), controlando assim as janelas temporais, que permitem a cada
dispositivo slave (tambe´m designados de Controlled Nodes) aceder ao canal de comunicac¸a˜o
para transmitir informac¸a˜o. Deste modo as coliso˜es de pacotes sa˜o evitadas, existindo de-
terminismo e controlo da informac¸a˜o que circula na rede. Em cada ciclo de transmissa˜o,
o protocolo EPL apresenta mecanismos que suportam tra´fego perio´dico e na˜o perio´dico. A
figura 3.1 pretende ilustrar a estrutura do ciclo de transmissa˜o do protocolo EPL.
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Figura 3.1: Ethernet Powerlink - estrutural da janela temporal [22]
Analisando a figura 3.1 , pode verificar-se que num ciclo EPL existem quatro fases distin-
tas.
A primeira fase, Start Period, indica o in´ıcio de uma nova janela temporal. O no´Master
envia para todos os Slaves da rede uma mensagem de controlo Cycle Start (SoC) que indica
o in´ıcio de um novo ciclo e permite a sincronizac¸a˜o entre os no´s. A fase seguinte e´ a que
diz respeito a` troca de tra´fego perio´dico na rede, Isochronous Period. O Master envia para
cada Slave uma mensagem dePool Request. Os Slaves respondem com uma mensagem Pool
Response na˜o so´ para o Master mas para todos os no´s da rede, isto e´, em broadcast. Quando
o master receber a mensagem de Pool Response, espera um intervalo de tempo antes de
comunicar com outro slave. As comunicac¸o˜es perio´dicas podem ser cont´ınuas, isto e´, repetidas
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em todos os ciclos temporais como podem tambe´m ser multiplexadas no tempo e apenas
serem realizadas a cada n ciclos [22]. A fase da comunicac¸a˜o aperio´dica e´ sinalizada pelo
Master atrave´s do envio de uma mensagem Start of Acyclic (SoA) para todos os no´s da
rede. Neste per´ıodo apenas e´ concedido o direito de comunicac¸a˜o a um no´: o Master envia
uma mensagem SoA para o respectivo Slave que responde com a mensagem ass´ıncrona que
pretende transmitir. E´ poss´ıvel que oMaster receba va´rios pedidos para comunicac¸a˜o por
parte dos slaves, e mediante alguma pol´ıtica de escalonamento escolhida, conceda o acesso
para comunicac¸a˜o a um deles [22]. Na u´ltima fase que termina um ciclo temporal no protocolo
EPL, Idle Period, na˜o existe qualquer tipo de comunicac¸a˜o na rede. Esta acc¸a˜o realizada pelo
Master permite o in´ıcio com precisa˜o e sem interfereˆncias de um novo ciclo.
3.3 Switched Ethernet
Na secc¸a˜o 2.3 foram descritas algumas das funcionalidades do switch. O facto de apenas
existir um domı´nio de colisa˜o por cada porta do switch na˜o garante o correcto funciona-
mento em aplicac¸o˜es de tempo real. Normalmente, quando as tramas chegam ao switch sa˜o
guardadas numa fila e geridas segundo um crite´rio First-Come First-Served (FCFS). Assim,
mensagens com maior prioridade e com deadlines a cumprir sera˜o processadas do mesmo
modo que mensagens de menor prioridade, o que na˜o e´ via´vel para aplicac¸o˜es cr´ıticas. O uso
de filas de espera com diferentes prioridades, e´ uma soluc¸a˜o que permite a distinc¸a˜o entre
tra´fego com caracter´ısticas de tempo real e o restante [1].
Tendo em vista melhorar o desempenho das redes comutadas, como as de Switched Ether-
net, va´rias soluc¸o˜es foram sendo desenvolvidas ao longo dos anos, como e´ o caso da PROFInet
e TTEthernet, onde foram concedidos ao switch mecanismos de controlo e gesta˜o de tra´fego.
3.3.1 PROFInet
O standard PROFInet, desenvolvido pela PROFIBUS e PROFInet Internacional, consiste
no uso da tecnologia PROFIBUS sobre Ethernet. Trata-se de uma tecnologia capaz de ser
integrada em sistemas existentes e uma soluc¸a˜o via´vel para comunicac¸o˜es cr´ıticas de tempo
real. Os requisitos necessa´rios na indu´stria da automac¸a˜o sa˜o salvaguardados no uso da
tecnologia PROFInet pois foi poss´ıvel adaptar e incorporar nesta as experieˆncias e anos de
estudo do PROFIBUS [23]. A tecnologia PROFInet apresenta treˆs classes que permitem
identificar o tipo de tra´fego e deste modo obter melhores desempenhos [24]:
• TCP/IP para tra´fego sem requisitos temporais cr´ıticos, como por exemplo mensagens
de configurac¸a˜o;
• Tra´fego de tempo real (RT), onde se inclu´ı, como exemplo, o processamento de dados
em sistemas industriais;
• Tra´fego iso´crono de tempo real (IRT) para situac¸o˜es cr´ıticas que requerem tratamento
personalizado, como por exemplo para controlo de movimentos
A imagem 3.2 representa a arquitectura da pilha protocolar de rede da PROFInet.
Existem fundamentalmente duas verso˜es, PROFInet CBA (Component Based Automa-
tion) e PROFInet IO (Input/Output). PROFInet CBA e´ caracterizado pela definic¸a˜o de
simples mo´dulos distribu´ıdos dotados com alguma inteligeˆncia formando uma rede funcional.
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Figura 3.2: PROFInet - Arquitectura da Rede [25]
Esta versa˜o do PROFInet fornece tambe´m um canal de comunicac¸a˜o baseado em TCP/IP
para troca de informac¸o˜es sem requisitos temporais e disponibiliza um canal de comunicac¸a˜o
para tra´fego com caracter´ısticas de tempo real. A versa˜o PROFInet IO suporta comunicac¸o˜es
com requisitos RT e IRT. Segue uma filosofia produtor/consumidor, onde os va´rios disposi-
tivos enviam a informac¸a˜o a ser processada para consumidor (usualmente um Programmable
Logic Controller -PLC) [23].
Esta tecnologia usa os switches como componentes de rede pois, como foi referido anteri-
ormente, estes dispositivos na˜o so´ diminuem e/ou anulam as coliso˜es na rede o que permite
um uso eficiente da largura de banda como tambe´m sa˜o capazes de regenerar as mensagens
e reenvia´-las de um modo selectivo [23]. Comunicac¸o˜es RT, requerem usualmente tempos de
resposta na ordem dos 5 a 10ms enquanto as comunicac¸o˜es IRT sa˜o mais cr´ıticas apresentando
tempos de resposta de cerca de 1ms e um jitter de 1µs [23].
Figura 3.3: PROFInet - Janela temporal de comunicac¸a˜o [26]
Na figura 3.3 esta´ representada a estrutura do ciclo de comunicac¸a˜o na tecnologia PRO-
FInet. Podemos verificar que existe uma janela temporal bem definida para a comunicac¸a˜o
IRT onde os deadlines sa˜o de maior importaˆncia, e outra janela para o tra´fego de tempo real
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na˜o ta˜o cr´ıtico e para tra´fego sem requisitos temporais. Existe uma fase de sincronizac¸a˜o dos
dispositivos na rede. Em seguida sa˜o enviadas as informac¸o˜es IRT onde o intervalo temporal
atribu´ıdo a`s aplicac¸o˜es para o envio dos dados e´ gerido por um algoritmo de escalonamento
definido a` priori. Depois, e´ enviado o restante tra´fego em que o tamanho da janela temporal
depende das mensagens a enviar em cada intervalo de tempo. A pol´ıtica de escalonamento e´
seleccionada mediante as especificac¸o˜es necessa´rias para a rede, tendo em conta a topologia
da mesma, o tipo de informac¸a˜o que circula e caracter´ısticas dos dispositivos presentes.
A tecnologia PROFInet utiliza Ethernet e TCP/IP para comunicac¸a˜o, e portanto e´ de
fa´cil integrac¸a˜o em sistemas ja´ existentes. O valor 0x8892 inserido no campo Tipo das tramas
Ethernet representa a PROFInet. No payload sa˜o inseridos os cabec¸alhos IP e TCP, de
tamanho mı´nimo de 24 bytes para ambos, juntamente com os dados a enviar. Existe um
campo opcional a inserir nas tramas que define a prioridade da mesma.
3.3.2 TTEthernet
O protocolo Time Triggered Ethernet utiliza Ethernet standard com o objectivo de tornar
poss´ıvel a sua utilizac¸a˜o em aplicac¸o˜es cr´ıticas de tempo real acrescentando algum deter-
minismo, toleraˆncia a falhas e propriedades de tempo real associadas ao paradigma time
triggered. Foi desenvolvido pela TTTech Computertechnik AG em parceria com a Univer-
sidade de Viena [27]. Trata-se de um protocolo transparente em termos de sincronizac¸a˜o,
pois possibilita, no mesmo meio de comunicac¸a˜o, a existeˆncia de outro tipo de tra´fego. O
TTEthernet suporta todos os meios f´ısicos da norma IEEE 802.3 para redes Switched Ether-
net. [28]. Esta tecnologia faz uma divisa˜o do tra´fego em treˆs classes: tra´fego time triggered
(TT), tra´fego rate-constrained (RC) e tra´fego best-effort (BE).
A informac¸a˜o TT representa o tra´fego de tempo real de maior prioridade na rede, e
portanto sobrepo˜em-se ao restante. E´ baseado no paradigma das comunicac¸o˜es time triggered
onde existe necessidade de grande rigor no cumprimento de deadlines e precisa˜o temporal,
tendo em vista o bom funcionamento do sistema.
O tra´fego RC, baseado no paradigma event-triggered e´ utilizado para informac¸a˜o de tempo
real que na˜o requer um determinismo e rigor temporal ta˜o preciso como o tra´fego TT. Apre-
sentam uma garantia temporal e atrasos limitados. Na˜o existe sincronizac¸a˜o no envio deste
tipo de mensagens pelo que podem ser enviadas em simultaˆneo informac¸o˜es para o mesmo
ponto da rede, sendo necessa´rio guarda´-las numa fila para serem processadas, levando ao
aumento do jitter de transmissa˜o [27].
Em relac¸a˜o ao tra´fego BE, e´ utilizado para envio de mensagens de baixa prioridade sem
garantias de que a transmissa˜o tenha sido realizada ou definic¸a˜o de atraso temporal. E´
portanto menos priorita´rio que o tra´fego TT e RC, e e´ enviado sempre que exista largura de
banda dispon´ıvel.
A figura 3.4 ilustra a arquitectura da camada de rede da tecnologia TTEthernet. Os
diferentes tipos de tra´fego sa˜o enviados atrave´s do canal de comunicac¸a˜o segundo uma pol´ıtica
de TDMA sendo os pacotes de maior prioridade enviados sempre que e´ necessa´rio e os restantes
sempre que exista largura de banda dispon´ıvel, como referido.
Devido ao facto de poderem co-existir va´rios tipos de tra´fego nesta tecnologia, existe a
possibilidade de degradac¸a˜o da performance da rede quando o tra´fego de maior prioridade
ficar bloqueado por tra´fego de menor prioridade. Segundo [27], existem alguns me´todos que
sa˜o utilizados pela tecnologia TTEthernet por forma a minimizar esta situac¸a˜o, que sera˜o
referidos de seguida.
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Figura 3.4: TTEthernet - arquitectura da rede [27]
Um desses me´todos e´ designado de preemption. Nesta abordagem, quando uma mensagem
de maior prioridade esta´ pronta a ser transmitida e caso exista uma mensagem de prioridade
menor a ser enviada esta e´ interrompida, via jam sequence. Em seguida, e´ esperado um
tempo pre´-definido para o envio da mensagem mais priorita´ria. Este me´todo permite um
menor atraso no envio das mensagens mais priorita´rias, no entanto degrada a largura de
banda, pois a mensagem que foi interrompida tem de ser re-transmitida.
Outra abordagem e´ designada por timely block. Em termos gerais, o switch tem co-
nhecimento de quando uma mensagem de maior prioridade vai chegar e para onde vai ser
transmitida. Neste me´todo, o switch na˜o vai transmitir qualquer tipo de mensagens de menor
prioridade durante este intervalo, garantindo assim um atraso mı´nimo no envio da tra´fego
priorita´rio. No entanto, como existem per´ıodos de tempo em que a rede na˜o vai transferir
informac¸a˜o, a largura de banda na˜o e´ utilizada eficiente.
Uma outra situac¸a˜o consiste em atrasar o envio da mensagem de maior prioridade ate´
a mensagem de menor prioridade ser completamente transmitida - designada de shuffling.
Nesta abordagem, na˜o existem intervalos de tempo sem informac¸a˜o relevante no canal de
comunicac¸a˜o pelo que a largura de banda e´ utilizada eficientemente. Apesar disso, como as
mensagens priorita´rias podem na˜o ser enviadas de imediato, va˜o sofrer atraso suplementar e
jitter.
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Cap´ıtulo 4
Arquitectura da Rede e
Comportamento do Switch
Como foi referido no cap´ıtulo que introduz este documento, e´ objectivo deste projecto
o desenvolvimento de uma infraestrutura que permita a aplicac¸a˜o da tecnologia Ethernet
em sistemas de tempo real. Nesta secc¸a˜o sera˜o apresentadas as ideias desenvolvidas para a
estrutura e comportamento desta rede do ponto de vista agno´stico da sua implementac¸a˜o,
fazendo-se uma ana´lise qualitativa dos me´todos utilizados.
Figura 4.1: Proto´tipo da rede
Tendo em considerac¸a˜o os objectivos propostos, foi estipulado que a rede seria desenvol-
vida segundo uma topologia em anel, conforme a da figura 4.1, tirando partido das vantagens
analisadas na secc¸a˜o 2.2, nomeadamente em termos de simplicidade no desenvolvimento e
nu´mero reduzido de ligac¸o˜es. Sendo a rede montada segundo um anel f´ısico, os nodos presen-
tes apresentam apenas duas interfaces de rede, que representam entrada e sa´ıda de informac¸a˜o,
e deste modo constata-se facilmente um menor nu´mero de ligac¸o˜es a cada nodo. Em contra-
partida, na˜o existem ligac¸o˜es dedicadas para cada nodo, e portanto estes sa˜o responsa´veis por
31
retirar da rede a informac¸a˜o que a eles e´ destinada, implicando desta forma um aumento da
complexidade da estrutura interna dos nodos. A arquitectura interna dos nodos esta´ ilustrada
na figura 4.2.
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Figura 4.2: Visa˜o alto n´ıvel da arquitectura dos nodos na rede
Cada nodo na rede sera´ baseado num switch que reencaminhara´ as tramas que a ele
na˜o sa˜o destinadas e que sera´ dotado com algumas funcionalidades que permitem a gesta˜o e
controlo da rede, como se vera´ mais a` frente neste documento. Na rede desenvolvida cada
nodo tem as funcionalidades necessa´rias para realizar a comutac¸a˜o de pacotes Ethernet, e
portanto o switch e´ distribu´ıdo. Este switch apresenta uma interface local que reencaminha
os pacotes destinados ao nodo para a respectiva aplicac¸a˜o. Dependendo da tecnologia sobre
a qual sera´ desenvolvido o nodo, va´rias especificac¸o˜es podera˜o ser aplicadas tendo em conta
a especificidade e requisitos computacionais desejados. A t´ıtulo de exemplo, numa imple-
mentac¸a˜o do nodo em FPGA podera´ ser facilmente realiza´vel uma comutac¸a˜o de pacotes
baseada nos paradigmas cut through ou store and forward referidos na secc¸a˜o 2.3. Neste tipo
de implementac¸o˜es por hardware existem fundamentalmente vantagens a n´ıvel da capacidade
de processamento. Numa abordagem por software a comutac¸a˜o baseada em cut through na˜o
e´ realiza´vel e portanto outras considerac¸o˜es teˆm de ser tomadas, tirando partido dos recur-
sos computacionais existentes e da qualidade da programac¸a˜o utilizada, de modo atingir os
objectivos desejados.
4.1 Visa˜o Global do Sistema
Como foi referido anteriormente, o sistema foi projectado segundo uma topologia em anel.
A ferramenta desenvolvida tem o intuito de:
• Identificar a topologia;
• Reservar recursos na rede para tra´fego perio´dico e espora´dico de tempo-real;
• Implementar mecanismos para controlo de admissa˜o de tra´fego.
• Implementar mecanismos para gesta˜o dos recursos da rede;
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No arranque do sistema e´ efectuado um levantamento da topologia da rede. Com base
nessa informac¸a˜o, sa˜o reservados e inicializados os recursos necessa´rios para gerir a rede.
As aplicac¸o˜es presentes no sistema, quando querem enviar tra´fego de tempo-real para a
rede, teˆm que fazer um pedido. Os pedidos realizados sa˜o sujeitos a controlo de admissa˜o
sendo aceite apenas quando ha´ recursos dispon´ıveis. Os nodos na rede so´ enviam o tra´fego
que tenha sido admitido. De modo a respeitar este requisito, cada nodo faz um controlo do
tra´fego por si enviado.
Foi definida uma Application Programming Interface (API) que permite uma abstracc¸a˜o
dos detalhes do sistema, e deste modo, uma interacc¸a˜o simples e fa´cil com o utilizador.
Os mecanismos de gesta˜o da rede, que sera˜o descritos em seguida, foram desenvolvidos
tendo em vista numa primeira fase, o controlo de tra´fego perio´dico e espora´dico de tempo-real
e gesta˜o de topologia.
4.2 Formato Gene´rico das Tramas na Rede
Foi necessa´rio estipular um protocolo para as mensagens de configurac¸a˜o da rede como
tambe´m para as mensagens de dados. Apo´s ana´lise dos protocolos Ethernet registados e
que podem ser encontrados em [29] foi definido que o protocolo para as tramas Ethernet
que circulam na infraestrutura seria 0x88B5 uma vez que esta´ definido para uso pu´blico e
para investigac¸a˜o. Os diferentes tipos de mensagens a circular na infraestrutura sera˜o depois
distinguidos atrave´s de sub-tipos presentes no payload das tramas. A figura 4.3 ilustra a
estrutura destas tramas. De notar que as tramas para configurac¸a˜o e controlo da rede sa˜o
enviadas com o tamanho ma´ximo de uma trama Ethernet, isto e´, 1500 bytes no campo de
dados. Foi definido desta maneira para facilitar a implementac¸a˜o, uma vez que as mensagens
de configurac¸a˜o que foram definidas na˜o apresentam igual estrutura, sendo umas de maior
tamanho que outras.
Figura 4.3: Estruturas das tramas que circulam na rede
Existem va´rios tipos de mensagens de configurac¸a˜o que podem ser enviadas na rede de-
pendendo da finalidade. A tabela 4.1 identifica os diferentes sub-tipos considerados na in-
fraestrutura desenvolvida. Para cada um destes sub-tipos, a estrutura presente no payload e´
diferente, como podera´ ser constatado mais a` frente neste documento.
Sub-tipos Valor (hexadecimal)
Levantamento da topologia 0x01
Reserva de Mensagem de Dados 0x02
Resposta a` reserva 0x03
Dados tempo-real 0x04
Eliminar reserva 0x05
Tabela 4.1: Va´rios sub-tipos de mensagens
As tramas para levantamento da topologia sa˜o enviadas quando a rede e´ inicializada
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e permitem o conhecimento de quantos nodos existem na rede, a sua localizac¸a˜o e a sua
identificac¸a˜o. As tramas de reserva de recursos e resposta a essa reserva sa˜o trocadas quando
existe a necessidade de um nodo enviar uma mensagem na rede, definindo-se assim controlo de
admissa˜o que se pretende. Esta situac¸a˜o e´ ilustrada na figura 4.4 em que o Nodo A requisita
recursos para o envio de dados para a rede e o nodo B, baseado na pol´ıtica de controlo de
admissa˜o implementada, responde se e´ poss´ıvel.
Nodo A Nodo B
Pedido para envio 
da mensagem 1
Reposta ao pedido 
da mensagem 1
0x03
0x02
0x02
Pedido para envio 
da mensagem 2
Reposta ao pedido 
da mensagem 20x0
3
Figura 4.4: Fluxo das mensagens de pedido e resposta a` reserva de recursos
A informac¸a˜o de tempo real que os nodos enviam para a rede e´ encapsulada em tramas bem
definidas como se vera´ mais adiante neste documento. Quando e´ necessa´rio libertar recursos
que esta˜o a ser utilizados sa˜o trocadas mensagens para eliminar as reservas efectuadas pelos
nodos.
4.3 Arquitectura dos Nodos
A rede e´ constitu´ıda por um nodo Master e por nodos Slaves de forma a existir um melhor
controlo do tra´fego na rede. A figura 4.5 tem o objectivo de ilustrar a arquitectura dos nodos.
Atrave´s da ana´lise da figura pode constatar-se que arquitectura dos nodos e´ semelhante.
Tanto o nodo Master como os nodos Slaves apresentam um bloco capaz de realizar a co-
mutac¸a˜o dos pacotes com os requisitos pre´-determinados. Aliado a esta situac¸a˜o estes nodos
apresentam tambe´m mecanismos que permitem a comunicac¸a˜o de modo transparente com a
aplicac¸a˜o a` qual sa˜o destinados.
O nodo Master tendo em vista uma melhor gesta˜o da rede e do tra´fego que nela circula
foi dotado com funcionalidades/privile´gios adicionais. Este nodo e´ esta´tico e e´ pre´-definido
antes da inicializac¸a˜o da rede. Apresenta um bloco responsa´vel pelo controlo de admissa˜o
implementado que, baseado nas condic¸o˜es da rede e dos recursos dispon´ıveis, ira´ aceitar ou
rejeitar os pedidos para reserva de recursos realizados pelos Slaves. O nodo Master e´ tambe´m
responsa´vel por gerar mensagens que permitem uma gesta˜o da topologia, mensagens estas
devidamente recebidas e processadas pelos Slaves. O funcionamento dos nodos Master e
Slaves sera´ detalhado mais a` frente neste documento.
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Figura 4.5: Arquitectura dos Nodos
4.4 Estruturas de Dados para Gesta˜o da Topologia e da Rede
Ao longo desta secc¸a˜o sera˜o descritas todas as estruturas que foram implementadas no
desenvolvimento do projecto. Estas estruturas foram desenvolvidas com o objectivo de tornar
mais fa´cil e directo o controlo da gesta˜o de tra´fego da rede.
4.4.1 Estrutura da Tabela de Mensagens do Master
A tabela onde esta˜o registadas todas as mensagens a circular na rede e´ criada quando o
nodo Master e´ colocado em funcionamento. Cada linha desta tabela representa uma mensa-
gem na rede.
Id. da Msg. Id. Source Id. Destination Period (ms) Length(bytes) Valid
4 bytes 1 byte 1 byte 4 bytes 4 bytes 1 byte
Figura 4.6: Linha da tabela do Master para controlo das Mensagens na Rede
As informac¸o˜es necessa´rias para o registo da mensagem sa˜o as ilustradas na figura 4.6. Os
cinco primeiros campos dizem respeito a`s caracter´ısticas espec´ıficas de cada mensagem:
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• O primeiro campo representa o identificador da mensagem. Trata-se de uma varia´vel
que pode ser representada em 4 bytes;
• De seguida esta˜o representados os identificadores do nodo que pretende enviar a men-
sagem e do nodo para o qual esta e´ destinada, respecticamente. Sa˜o varia´veis de 1 byte
cada uma;
• O campo period, representa a periodicidade com que o Slave pretende enviar a sua
mensagem e esta´ definida em ms;
• O tamanho do campo de dados, em bytes, e´ especificado na varia´vel length.
O campo valid, representa se a entrada da tabela esta´ ocupada ou na˜o. Quando a tabela
e´ criada, todas as entradas teˆm aquele campo definido com o valor zero. Sempre que uma
mensagem e´ registada, o valor e´ colocado a um. Isto permite de modo fa´cil a pesquisa de uma
nova entrada na tabela, bastando procurar uma linha da tabela cujo campo valid seja zero.
Quando uma mensagem e´ para ser removida da rede, e´ suficiente procurar o identificador dela
na tabela do Master e, na respectiva entrada, mudar o valor do campo valid desta de um
para zero.
4.4.2 Estrutura da Tabela de Gesta˜o da Largura de Banda do Master
Na secc¸a˜o 4.5 sera´ descrito o procedimento de como o Master tem conhecimento de quantos
nodos existem na rede e os seus identificadores, atrave´s do envio de uma mensagem por
uma das suas interfaces e depois a chegada dessa mesma mensagem pela outra. Como os
nodos Slaves escrevem os seus identificadores pela ordem a` qual a mensagem passa, sabe-se
perfeitamente qual a disposic¸a˜o dos nodos na rede. A informac¸a˜o que essa mensagem conte´m,
pode ser organizada na estrutura de uma tabela de modo a desambiguar a rede.
A tabela de gesta˜o da largura de banda foi criada com um tamanho fixo, e cada linha da
tabela e´ uma estrutura como a que esta´ ilustrada na figura 4.7.
Id. Nodo Id. Nodo Prev Id. Nodo Next Bandwith Prev Bandwith Next
1 byte 1 byte 1 byte 4 bytes 4 bytes
Figura 4.7: Estrutura de cada elemento da lista
Pela ana´lise da imagem, constata-se que para cada nodo na rede existe a refereˆncia do
identificador do nodo que lhe precede como tambe´m do nodo que lhe sucede na infraestrutura
em anel desenvolvida. Existe ainda, para cada nodo, a informac¸a˜o da largura de banda
que esta´ a ser utilizada na ligac¸a˜o com o nodo seguinte e na ligac¸a˜o com o nodo anterior,
representados pelas varia´veis Bandwith Next e Bandwith Prev, respectivamente. Estas duas
varia´veis representam a largura de banda das ligac¸o˜es em Kbps e, no contexto deste projecto,
cada ligac¸a˜o tem 100 Mbps de largura banda ma´xima dispon´ıvel. Como se constata tambe´m
existe uma certa redundaˆncia na tabela, uma vez que como existe apenas uma ligac¸a˜o entre
dois nodos consecutivos, a largura de banda seguinte de um nodo e´ igual a` largura de banda
anterior do outro. Esta tabela, torna mais clara a estrutura da rede e a ligac¸a˜o de precedeˆncia
entre os nodos. E´ atrave´s dela, que quando um Slave faz o pedido para o envio de uma
mensagem e´ feita a ana´lise entre os nodos de destino e de origem para perceber o nu´mero de
nodos interme´dios. Esta tabela tem a informac¸a˜o de toda a largura de banda a ser consumida
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em cada ligac¸a˜o, e precisa de ser actualizada, apenas nas ligac¸o˜es correspondentes, sempre
que uma mensagem e´ aceite e sempre que uma mensagem e´ retirada da rede.
4.4.3 Estrutura da Tabela de Mensagens do Slave
Os Slaves teˆm tambe´m registadas as mensagens que a ele esta˜o associadas. A estrutura
das suas tabelas e´ semelhante a` utilizada no Master ilustrada na figura 4.6. No entanto, foram
acrescentados alguns campos de modo a criar mecanismos para uma gesta˜o mais eficiente da
rede, campos estes representados na figura 4.8.
Producer/Consumer Timestamp Interface
1 byte time t 1 byte
Figura 4.8: Campos extra da tabela de mensagens nos Slaves
Um dos campos adicionados esta´ representado por Producer/Consumer. Este campo
permite indicar se o Slave e´ produtor, com o valor um, ou consumidor, com o valor zero, da
mensagem. O outro campo e´ representado pela varia´vel TimeStamp que, dependendo se o
Slave esta´ a produzir ou a consumir a mensagem, indica o tempo da u´ltima transmissa˜o ou
u´ltima recepc¸a˜o, respectivamente. Com estas duas varia´veis, e´ poss´ıvel aplicar mecanismos
de gesta˜o da rede, pois e´ fa´cil de detectar se um Slave esta´ ou na˜o a produzir ou a consumir
uma mensagem e, assim, assinalar anomalias na rede.
O campo TimeStamp e´ tambe´m u´til para verificar se a mensagem esta´ a cumprir a perio-
dicidade definida. Quando a mensagem e´ para ser enviada, e´ necessa´rio comparar o tempo da
u´ltima transmissa˜o com o actual e verificar se se encontra coerente com o per´ıodo estipulado.
Por u´ltimo, o campo Interface indica a interface de rede pela qual o Slave ira´ enviar a
informac¸a˜o.
No envio de uma mensagem, e´ portanto necessa´rio confirmar se todas as caracter´ısticas
desta esta˜o va´lidas e de acordo com o estipulado na respectiva tabela. Em caso de alguma
anomalia, a mensagem na˜o e´ enviada.
4.4.4 Estrutura das Mensagens que circulam na rede
Para que todas as tabelas sejam devidamente preenchidas, e´ necessa´rio trocar mensagens
de configurac¸a˜o e controlo. Como foi referido na secc¸a˜o 4.2, as diferentes mensagens na rede
sa˜o distinguidas atrave´s de um sub-tipo, que e´ colocado no primeiro byte referente ao payload.
Dependendo do tipo de mensagens de controlo, os restantes bytes do payload teˆm significados
diferentes. As mensagens definidas teˆm como destino o enderec¸o broadcast e portanto, quando
um pacote chega a um nodo e´ necessa´rio analisar o sub-tipo das tramas e, como base nesse
valor, tomar deciso˜es.
Estas estruturas sa˜o preenchidas com as respectivas informac¸o˜es e depois encapsuladas
no campo de dados das tramas Ethernet. Para cada sub-tipo de mensagens que circulam na
rede, as suas varia´veis e os respectivos significados sa˜o representados de seguida.
Pedido para reserva de mensagem de dados
No pedido para o envio de dados por parte de um Slave, e´ enviada uma trama Ethernet
com o payload estruturado como mostra a figura 4.9.
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0x02 Id. Msg Id. Source Id. Destination Period (ms) Length(bytes)
1 byte 4 byte 1 bytes 1 byte 4 bytes 4 bytes
Figura 4.9: Estrutura do payload da trama de pedido para envio de dados
Na trama, esta˜o claramente identificados a origem e o destino da informac¸a˜o como tambe´m
a periodicidade, o tamanho e o identificador desta. O nodo Master, ao receber uma trama
segundo o protocolo 0x88B5 e cujo o primeiro byte do payload e´ o valor 0x02, sabe que se
trata de um pedido para o registo de uma mensagem. Deste modo, o Master baseado nesta
trama, ira´ fazer as respectivas verificac¸o˜es e responder ao Slave com a decisa˜o tomada.
Resposta a` reserva para o envio de mensagem de dados
A figura 4.10 ilustra o formato das tramas Ethernet que o nodo Master utiliza para
responder aos pedidos para envio de dados feitos pelos Slaves.
0x03. Id. Msg Id. Source Id. Destination Period (ms) Length(bytes) Aceppted Interface
1 byte 4 bytes 1 byte 1 byte 4 bytes 4 bytes 1 byte 1 byte
Figura 4.10: Estrutura do payload da trama de resposta ao pedido para envio de dados
Estas tramas, identificadas pelo sub-tipo 0x03, teˆm todas as caracter´ısticas das mensagens
que se prentende enviar e ainda dois campos extra. O campo Aceppted e´ a resposta que o
Master envia ao Slave: em caso de ter o valor um, significa que a mensagem foi aceite e
registada, e em caso de ser o valor zero, significa que a mensagem foi rejeitada. O campo
Interface so´ tem significado se o pedido foi aceite, uma vez que tem o objectivo de indicar ao
Slave por qual das suas interfaces deve enviar a informac¸a˜o. A rede foi montada, para que,
aquando do envio da mensagem de reconhecimento da topologia, esta chegasse ao Slave por
uma interface conhecida e fosse reencaminhada pela outra. Desta forma, o nodo Master tem
conhecimento das interfaces que o Slave deve usar, mediante a decisa˜o tomada, para o envio
da informac¸a˜o.
Remoc¸a˜o de uma mensagem
Quando algum nodo quer parar o envio de uma mensagem, as va´rias tabelas, tanto no
respectivo nodo Slave como no nodo Master teˆm de ser actualizadas. Neste sentido, o Slave
envia uma mensagem ao Master com a estrutura ilustrada na figura 4.11.
0x05 Id. Source Id. Msg Interface
1 byte 1 byte 4 bytes 1 byte
Figura 4.11: Estrutura da trama para remoc¸a˜o de uma mensagem
Este sub-tipo de tramas sa˜o identificados com o valor 0x05 no primeiro byte do payload.
Os campos seguintes sa˜o, respectivamente o identificador do nodo origem da informac¸a˜o, o
identificador de mensagem, que e´ u´nico para cada mensagem existente na rede e a interface
por onde a mensagem esta´ a ser enviada. O Slave procura a mensagem na sua tabela,
atrave´s do identificador desta, e de seguida muda o valor do campo valid para zero, indicando
assim que a respectiva linha da tabela na˜o tem informac¸a˜o u´til. O nodo Master ao receber
38
a respectiva trama para remoc¸a˜o executa um procedimento semelhante na sua tabela de
mensagens. Necessita ainda de actualizar a largura de banda, na respectiva tabela que gere
a largura de banda, diminuindo o valor desta nas ligac¸o˜es por onde a mensagem iria passar.
Assim, a mensagem deixa de estar registada na rede, e na˜o podera´ ser mais enviada ate´
novo registo.
Envio de dados de tempo real
A informac¸a˜o que se pretende enviar para a rede deve estar encapsulada numa estrutura
que permita um acesso fa´cil e directo. A estrutura das mensagens de dados que circulam na
rede esta´ ilustrada na figura 4.12.
0x04 Id.Source Id. Destination Data
1 byte 1 byte 1byte 43 a 1497 bytes
Figura 4.12: Estrutura da trama de dados de tempo real
Quando chega uma trama cujo o primeiro byte do payload e´ 0x04, os nodos sabem que se
trata de uma mensagem de dados. Em seguida, o procedimento e´ verificar se o identificador de
destino da informac¸a˜o coincide com o identificador do respectivo nodo. Em caso afirmativo,
a mensagem e´ recebida e retirada da rede. Em caso contra´rio, a mensagem na˜o chegou
ao destino e portanto e´ reencaminhada. Como ja´ foi referido, as mensagens de dados sa˜o
enviadas com destino broadcast, e portanto cabe ao respectivo nodo, atrave´s desta ana´lise a`
trama, perceber se e´ para ele ou na˜o.
Pela ana´lise da figura 4.12, a seguir ao identificador do nodo origem, esta´ explicitado o
identificador do nodo de destino e so´ depois esta˜o os dados propriamente ditos. Devido a`
estrutura da trama de dados e a` necessidade desta existir para ajudar a desambiguar a rede,
so´ podem ser apenas enviados por cada trama de dados, no ma´ximo, 1497 bytes de informac¸a˜o
u´til a transmitir, pois os treˆs bytes iniciais do payload sa˜o para controlo.
4.5 Gesta˜o da topologia da rede
Cada nodo na rede e´ representado por um identificador de 1 byte que o caracteriza. E´
necessa´rio ter um controlo de quantos nodos existem e a sua localizac¸a˜o na rede. Neste sentido,
e como foi referido na secc¸a˜o 4.3, o nodo Master ou Monitor apresenta mais funcionalidades
que os restantes Slaves.
Este nodo Master, quando e´ inserido na rede, envia uma trama Ethernet segundo o proto-
colo estabelecido, com o objectivo de perceber quantos nodos esta˜o na rede e a sua localizac¸a˜o
relativa. A figura 4.13 ilustra a estrutura da trama de reconhecimento da topologia. Cada
um dos Slaves ao receber esta trama, incrementa a varia´vel que indica o nu´mero de nodos na
rede e adiciona ao conteu´do desta o seu identificador. Em seguida, deve reencaminha´-la pela
porta oposta a` qual a recebeu. Quando o nodo Master voltar a receber a trama (pois trata-se
de uma rede em anel, e portanto um circuito fechado), sabe ao certo o nu´mero de nodos na
rede, o identificador de cada um e a sua posic¸a˜o face aos restantes. Neste ponto, e´ poss´ıvel
criar uma tabela que permite definir e gerir as ligac¸o˜es entre cada um dos nodos.
De modo a ilustrar melhor o me´todo utilizado, considere o exemplo ilustrado na figura
4.14.
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Sub-tipo (0x01) Nu´mero de Nodos Id. do Nodo 1 Id. Nodo 2 ...
1 byte 1 byte 1 byte 1 byte 1byte
Figura 4.13: Estrutura da trama enviada pelo Master para reconhecimento da Topologia
Master
Id=0x01
Slave 3
Id=0x04
Slave 2
Id=0x03
Slave 1
Id=0x02
P
Figura 4.14: Exemplo do me´todo para reconhecimento da topologia
O nodo Master envia uma trama P para reconhecimento da topologia, conforme ilustra a
figura, cujo conteu´do inicial e´ mostrado na figura 4.15.
Sub-tipo (0x01) 1 0x01
Figura 4.15: Trama enviada pelo Master de acordo com o exemplo
Ao receber a trama P, o Slave 1 sabe que e´ de reconhecimento da topologia, atrave´s do
sub-tipo da trama, e que naquele momento existe um nodo na rede, o Master com o Id.
0x01. De seguida o Slave 1, actualiza a trama P, aumentando o nu´mero de nodos na rede e
acrescentando o seu Id. ao conteu´do, e envia-a para o Slave 2. A trama enviada pelo Slave 1,
neste momento tem a estrutura ilustrada na figura 4.16.
Sub-tipo (0x01) 2 0x01 0x02
Figura 4.16: Trama enviada pelo Slave 1 ao Slave 2 de acordo com o exemplo
O racioc´ınio e´ semelhante para o preenchimento da trama P nos Slaves 2 e 3, respecti-
vamente. Tratando-se de uma topologia em anel, esta trama vai voltar ao nodo Master na
porta oposta a` de sa´ıda. Neste ponto, o conteu´do final da trama P e´ o apresentado na figura
4.17.
Sub-tipo (0x01) 4 0x01 0x02 0x03 0x04
Figura 4.17: Trama P no regresso ao nodo Master de acordo com o exemplo
Quando o Master recebe novamente a trama P tem conhecimento do nu´mero de nodos na
rede, dos seus identificadores e das suas posic¸o˜es relativas na rede.
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Na fase de arranque do sistema e´ necessa´rio que os Slaves estejam ja´ inseridos na rede para
que, aquando da activac¸a˜o do nodo Master, estejam dispon´ıveis para responder a` mensagem
que permite ao Master ter um conhecimento da rede. Caso este na˜o receba a mensagem
para reconhecimento da topologia, e´ porque existe alguma anomalia na rede, nomeadamente
podera´ haver algum Slave inactivo ou alguma ligac¸a˜o podera´ ter sido cortada. Atrave´s desta
mensagem os Slaves teˆm tambe´m conhecimento do identificador do Master.
4.6 Gesta˜o de Tra´fego na rede
4.6.1 Nodo Master
Por forma a tornar fia´vel o funcionamento da rede e assegurar os requisitos temporais
requiridos para a mesma, e´ necessa´rio existir controlo do tra´fego nela existente. Neste sentido,
outra das funcionalidades do Master e´ o controlo do tra´fego na rede atrave´s da definic¸a˜o de
uma pol´ıtica de controlo de admissa˜o. A ideia e´ que toda a informac¸a˜o de tempo real que
circula na rede, esteja registada no nodo Master de modo a existir um controlo constante dos
recursos que esta˜o a ser utilizados. Neste sentido, foi desenvolvida uma tabela no Master, com
um tamanho ma´ximo de mensagem onde esta˜o registadas todas as informac¸o˜es que esta˜o na
rede e as suas caracter´ısticas. A estrutura detalhada desta tabela foi apresentada na secc¸a˜o
4.4.1.
Quando um Slave pretende enviar dados para a rede necessita de efectuar uma reserva
junto do Master, enviando para este uma mensagem. Esta mensagem enviada necessita de
ter informac¸o˜es como, os identificadores do nodo que pretende enviar os dados e do nodo de
destino destes, o tamanho total da mensagem e a periodicidade com que esta vai ser enviada.
O pro´prio Slave atribui um identificador a` mensagem, de modo a representa´-la e ajudar a
desambiguar de outras com poss´ıveis caracter´ısticas semelhantes. Com base nesta trama, o
Master vai analisar a disponibilidade actual da rede e responder ao Slave se a sua mensagem
pode ser ou na˜o enviada. O diagrama da figura 4.18 ilustra a ana´lise realizada pelo Master.
Pedido para o envio 
de dados
 Existem entradas na 
tabela do Master?
Mensagem não pode ser registada
Identificador da 
mensagem em uso?
Largura de Banda 
disponível?
Mensagem registada 
e pode ser enviada
Não
Sim
Não
Não
Sim
Sim
Figura 4.18: Diagrama de Fluxo alto n´ıvel da gesta˜o de mensagens no Master
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Na chegada de um novo pedido para envio de informac¸a˜o na rede, e´ necessa´rio verificar
primeiro se a tabela onde o Master regista todas as mensagens tem entradas dispon´ıveis.
Em caso de na˜o existir espac¸o na tabela, e´ respondido ao Slave que na˜o e´ poss´ıvel enviar a
informac¸a˜o que pretende. Caso seja poss´ıvel registar novas mensagens e´ necessa´rio averiguar
se o identificador da mensagem na˜o se encontra ja´ registado. Como foi referido atra´s, cada
Slave caracteriza a sua mensagem com um identificador. Se a mensagem que se pretende
enviar tem um identificador ja´ em uso por outra presente na tabela do Master, enta˜o esta na˜o
pode ser registada e portanto na˜o pode ser enviada pelo Slave.
Nesta fase, e passadas as verificac¸o˜es ja´ realizadas, torna-se necessa´rio saber se existe
largura de banda suficiente para permitir que a mensagem seja enviada sem deteriorar o
desempenho da rede. Quando foi feito o levantamento da topologia e do nu´mero de nodos
existentes na rede, o Master tem conhecimento do nu´mero de ligac¸o˜es existentes e disposic¸a˜o
dos nodos. Desta maneira, e´ poss´ıvel manter uma tabela com a largura de banda a ser
utilizada na ligac¸a˜o entre dois nodos consecutivos. Esta tabela atrave´s da qual e´ gerida a
largura de banda nas ligac¸o˜es da rede foi detalhada na secc¸a˜o 4.4.2. Tratando-se de uma rede
em anel, existem dois caminhos pelos quais a mensagem pode seguir ate´ chegar ao destino.
O Master calcula a largura de banda necessa´ria para o envio da mensagem em pedido e vai
verificar, nos dois caminhos poss´ıveis, se existe largura de banda dispon´ıvel. Desta ana´lise
podem derivar va´rios resultados:
• Na˜o existe largura de banda em nenhum dos dois caminhos poss´ıveis e, portanto, a
mensagem na˜o pode ser registada no Master nem enviada pela Slave.
• Existe largura de banda suficiente para o envio da mensagem do Slave em pelo menos
um dos dois caminhos poss´ıveis:
– Se existir largura de banda em ambos os caminhos, o Master ira´ escolher aquele
que minimiza o nu´mero de nodos interme´dios;
– Se apenas existe largura de banda num sentido, o Master ira´, obviamente, escolher
o dispon´ıvel.
Passadas todas estas verificac¸o˜es, e caso o pedido do Slave para o envio da mensagem com
as caracter´ısticas estipuladas tenha sido aceite, as seguintes operac¸o˜es sa˜o executadas:
1. As caracter´ısticas da mensagem sa˜o registadas na tabela de mensagens do Master ;
2. E´ actualizada a largura de banda nas ligac¸o˜es pelas quais a mensagem ira´ passar, na
tabela do Master que gere a largura de banda;
3. E´ enviada, pelo Master, uma resposta ao Slave a informar que a mensagem foi aceite e
a indicar o caminho pelo qual os dados devem ser enviados.
Em caso contra´rio, isto e´, se o pedido do Slave na˜o for aceite, este recebera´ uma mensagem
de resposta a indicar essa informac¸a˜o.
Exemplo do registo de mensagens nas tabelas do Master
A titulo de exemplo e´ ilustrado um hipote´tico cena´rio em que ja´ existe uma mensagem T
a circular na rede do Slave 2 para o Slave 1, conforme ilustra a figura 4.19. Em seguida e´
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H
Figura 4.19: Exemplo de uma mensagem de dados a ser enviada do Slave 2 para o Slave 1
feito um pedido por parte do Slave 3 para o envio de uma mensagem H. Foram consideradas
que todas as ligac¸o˜es entre os nodos sa˜o iguais e com largura de banda ma´xima de 100 Mbps.
Na respectiva tabela do Master para o registo das mensagens, tendo em conta a estrutura
desenvolvida e apresentada em 4.4.1, encontra-se a informac¸a˜o mostrada na tabela 4.2.
Id. da Msg. Id. Source Id. Destination Period (ms) Length(bytes) Valid
20 0x03 0x02 1 1000 1
Tabela 4.2: Tabela de mensagens do Master no exemplo em ana´lise
De acordo com a tabela, a mensagem T e´ caracterizada pelo identificador 20, esta´ a ser
enviada do Slave 2 para o Slave 1 com um per´ıodo de 1 ms e o seu campo de dados ocupa
1000 bytes. Tendo em considerac¸a˜o a estrutura de uma trama Ethernet apresentada em 2.1.2
juntamente com os 12 bytes mı´nimos referentes ao Interframe Gap (IFG), a largura de banda
consumida por esta mensagem e´ de 8034 Kbps. A tabela que gere a largura de banda em uso
no Master esta´ preenchida como ilustra a tabela 4.3.
Id. Nodo Id. Nodo Prev Id. Nodo Next Bandwith Prev Bandwith Next
0x01 0x04 0x02 0 0
0x02 0x01 0x03 0 8034
0x03 0x02 0x04 8034 0
0x04 0x03 0x01 0 0
Tabela 4.3: Tabela da largura de banda do Master no exemplo em ana´lise
Supondo agora que o Slave 3 pretende enviar uma mensagem H cujas caracter´ısticas sa˜o
as seguintes:
• Id. da mensagem e´ o 30;
• Destino da mensagem e´ o Slave 2 (0x03);
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• A mensagem tem um per´ıodo de 2 ms e o campo de dados tem 1500 bytes
O Slave 3 envia uma mensagem ao Master com estes requisitos a pedir permissa˜o de
envio. O Master, tendo capacidade para registar novas mensagens, vai verificar que na sua
tabela de mensagens na˜o existe nenhuma entrada cuja mensagem tenha o identificador 30 e,
portanto, esta validac¸a˜o e´ verificada.
Neste fase e´ necessa´rio, analisar a largura de banda das ligac¸o˜es em ambos os sentidos do
anel. A mensagem H vai ocupar na rede, caso seja aceite, uma largura de banda de 6152 Kbps.
Analisando a tabela, nos dois caminhos dispon´ıveis, a largura de banda que a mensagem H
ira´ consumir na rede na˜o ultrapassa a ma´xima das ligac¸o˜es. Deste modo a mensagem H e´
aceite, e portanto registada. O Slave 3 e´ informado, pelo Master, desta decisa˜o como tambe´m
da interface pela qual deve enviar a mensagem que, neste caso, como existe largura de banda
nos dois caminhos dispon´ıveis, e´ escolhido o que minimiza o nu´mero de nodos interme´dios
(Slave 3 esta´ directamente ligado ao Slave 2 ).
No final, as tabelas ficam preenchidas como se ilustra nas tabelas 4.4 e 4.5.
Id. da Msg. Id. Source Id. Destination Period (ms) Length(bytes) Valid
20 0x03 0x02 1 1000 1
30 0x04 0x03 2 1500 1
Tabela 4.4: Tabela de mensagens do Master no final do exemplo em ana´lise
Id. Nodo Id. Nodo Prev Id. Nodo Next Bandwith Prev Bandwith Next
0x01 0x04 0x02 0 0
0x02 0x01 0x03 0 8034
0x03 0x02 0x04 8034 6152
0x04 0x03 0x01 6152 0
Tabela 4.5: Tabela da largura de banda do Master no final do exemplo em ana´lise
Este simples exemplo ilustra o mecanismo de controlo de admissa˜o descrito.
4.6.2 Nodos Slaves
Do ponto de vista dos Slaves e´ necessa´rio ter tambe´m um controlo de mensagens de modo
a que na˜o sejam enviadas para a rede informac¸o˜es que na˜o estejam registadas. Os Slaves antes
de enviarem mensagens para a rede fazem o requisito de reserva de recursos que sera´ sujeito a
um controlo de admissa˜o pelo Master, conforme ja´ analisado. Com base na resposta recebida,
os Slaves registam ou na˜o as mensagens que podem enviar para a rede. Este mecanismo
esta´ ilustrado na figura 4.20. Neste sentido, foi desenvolvida uma tabela, para cada Slave,
onde esta˜o registadas todas as mensagens que podem ser enviadas por este. Esta tabela
tem tamanho limitado, e portanto, um Slave antes de fazer o pedido junto do Master tem
verificar se tem entradas livres na sua tabela, para que em caso de ser aceite, possa registar
a mensagem.
A estrutura da tabela e´ semelhante a` existente no Master, conforme foi analisado na secc¸a˜o
4.4.3.
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Figura 4.20: Procedimento dos Slaves face ao controlo de admissa˜o realizado pelo nodo Master
Antes de um Slave enviar a informac¸a˜o que pretende, tem que analisar a sua tabela e
fazer algumas verificac¸o˜es de modo a na˜o comprometer o desempenho da rede:
1. E´ necessa´rio verificar, atrave´s do identificador, se a mensagem se encontra registada na
sua tabela, e portanto se foi aceite por parte do Master ;
2. Caso a mensagem esteja registada, enta˜o e´ preciso averiguar se a informac¸a˜o que vai ser
enviada na˜o excede o tamanho registado na tabela;
3. De seguida vai se comparar o instante de u´ltima transmissa˜o com o actual e perceber
se os requisitos temporais esta˜o a ser cumpridos.
Em caso de falha de alguma destas verificac¸o˜es, a mensagem na˜o pode ser enviada e, deste
modo, salvaguarda-se o correcto funcionamento da rede.
Quando um Slave pretende parar o envio de uma mensagem, e´ removida a entrada dessa
mensagem da sua tabela. Simultaneamente, e´ enviada um pacote ao Master a informar deste
procedimento, para que sejam tambe´m actualizadas as suas tabelas: tanto a tabela de gesta˜o
de mensagens como a tabela de gesta˜o da largura de banda.
4.6.3 Envio de dados
Nas secc¸o˜es anteriores foram descritos os me´todos utilizados na gesta˜o de rede. Como foi
constatado, antes de enviar informac¸a˜o para a rede e´ necessa´rio um processo de comunicac¸a˜o
entre o Master e os Slaves. Este controlo de admissa˜o e´ baseado em pacotes com destino
broadcast, sendo necessa´rio mecanismos de processamento nos nodos para analisar as tramas.
A u´nica informac¸a˜o possu´ıda pelos Slaves e´ a lista de identificac¸a˜o dos nodos presentes na
rede.
O envio de dados para rede e´ tambe´m realizado com o destino broadcast, cabendo ao nodo
para onde a informac¸a˜o e´ destinada retira´-la. Aquando da recepc¸a˜o de cada mensagem, os
nodos verificam se o seu identificador coincide com o destino presente na trama de modo
a perceberem se lhes e´ destinada. Em caso afirmativo os dados sa˜o guardados localmente.
Caso contra´rio encaminham a mensagem para a interface de rede contra´ria a` da recepc¸a˜o da
mesma. Desta forma, apenas a comunicac¸a˜o unicast e´ suportada. A comunicac¸a˜o de dados
em multicast e broadcast sera´ alvo de trabalho futuro. A estrutura da mensagem de dados
foi especificada na secc¸a˜o 4.4.4.
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4.7 Suma´rio
Ao longo deste cap´ıtulo foi explicado o princ´ıpio de funcionamento da infraestrutura que
se pretende desenvolver. Detalhou-se o controlo de admissa˜o para o registo de mensagens
realizado entre os nodos Master e Slaves como tambe´m a pol´ıtica de controlo e de gesta˜o dos
respectivos nodos antes de utilizarem os recursos da rede. As estruturas utilizadas na gesta˜o
da rede, nomeadamente os va´rios tipos de mensagens de controlo e de dados como tambe´m
das tabelas presentes nos nodos Master e Slave, foram expostas e detalhadas.
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Cap´ıtulo 5
Implementac¸a˜o em Software do
Switch Ethernet
Devido a` disponibilidade imediata de recursos e a` flexibilidade, optou-se pela imple-
mentac¸a˜o do sistema apresentado no Capitulo 4 em software com recursos a computadores
embutidos com Linux. Neste sentido, foram utilizados computadores embutidos com o sis-
tema operativo Linux e gerados pequenos mo´dulos programa´veis ao n´ıvel do kernel, onde
sera˜o implementadas as especificidades requeridas, nomeadamente mecanismos de gesta˜o de
topologia da rede e encaminhamento de pacotes na rede.
Ao longo desta secc¸a˜o ira´ ser feita uma breve descric¸a˜o sobre a estrutura e funcionamento
da pilha protocolar da camada de rede nos sistemas Linux, sobre o modo como a informac¸a˜o
circula na stack de rede a abordagem utilizada na captura e processamento dos pacotes.
Ira´ tambe´m ser descrita e ilustrada a rede desenvolvida e as estruturas implementadas res-
ponsa´veis pela gesta˜o da mesma.
5.1 Stack de rede dos Sistemas Linux
A arquitectura de rede dos sistemas Linux pode ser segmentada em treˆs partes: o espac¸o
do utilizador (user space), o espac¸o do kernel (kernel space) e meio f´ısico de comunicac¸a˜o,
conforme ilustrado na figura 5.1.
O user space refere-se ao n´ıvel da aplicac¸a˜o onde a informac¸a˜o e´ destinada ou origina´ria.
Define uma interface simples de comunicac¸a˜o e interacc¸a˜o com o espac¸o destinado ao kernel.
O kernel space e´ onde o sistema operativo Linux executa e proporciona os servic¸os essenci-
ais. Neste espac¸o esta˜o implementadas as chamadas ao sistema (system calls) atrave´s das
quais aplicac¸o˜es ao n´ıvel do utilizador podem aceder aos recursos existentes no kernel. No
kernel space existe tambe´m uma camada responsa´vel pela definic¸a˜o dos protocolos de rede
dispon´ıveis, nomeadamente TCP, UDP e IP. Neste espac¸o esta˜o tambe´m definidos os device
drivers, cujo objectivo e´ controlar e gerir os dispositivos f´ısicos para a comunicac¸a˜o. Entre
estas principais camadas existem interfaces onde esta˜o definidas um conjunto de func¸o˜es que
permitem o acesso e a comunicac¸a˜o entre estas de modo fa´cil e transparente. Finalmente o
terceiro segmento trata-se do dispositivo f´ısico propriamente dito que permite a ligac¸a˜o f´ısica
das redes.
A estrutura descrita e ilustrada em 5.1 e´ utilizada pelos sistemas Linux por forma a
implementar o modelo da Internet segundo o modelo OSI.
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Figura 5.1: Arquitectura da stack de rede dos Sistemas Linux [30]
5.2 A estrutura Socket Buffer (SBK)
A informac¸a˜o circula na stack de cada nodo encapsulada numa estrutura designada por
Socket Buffer (SKB). Sempre que um pacote e´ recebido pela interface de rede ou e´ gerado
por uma aplicac¸a˜o ao n´ıvel do utilizador e´ criado um socket buffer. A estrutura do SKB esta´
ilustrada na figura 5.2.
Figura 5.2: Estrutura do socket buffer [31]
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Os pacotes esta˜o inseridos em filas pelo que na estrutura do SKB existem ponteiros, prev e
next, que indicam o SKB pre´vio e o SKB seguinte, respectivamente. Outro campo importante
na estrutura SKB e´ o campo dev que representa a interface de rede pela qual o pacote chegou
ou pela qual sera´ enviado. Neste campo esta˜o definidas informac¸o˜es importantes sobre a
interface de rede, como por exemplo o seu nome e o seu enderec¸o MAC.
Os cabec¸alhos para as diferentes camadas da stack de rede, nomeadamente para a camada
de transporte, para a camada de rede e para a camada MAC, esta˜o devidamente inseridos na
estrutura SKB e podem ser acedidos atrave´s dos ponteiros h (camada de transporte), nh (ca-
mada de rede) e mac (camada MAC) conforme ilusta a figura 5.2. A informac¸a˜o propriamente
dita esta´ inserida no campo data, existindo ponteiros que identificam claramente os limites
deste campo. Informac¸o˜es como o tempo em que o pacote foi recebido ou enviado pela inter-
face de rede, ou tamanho do campo de dados do pacote podem ser facilmente identificados na
estrutura SKB, ilustrados na figura 5.2 pelos campos stamp e len respectivamente. Existem
alguns campos que na˜o esta˜o ilustrados na figura, como por exemplo o campo protocol que
indica o protocolo da trama inserida no SKB.
Em termos simples, os campos atra´s referidos sa˜o os principais da estrutura do socket buf-
fer. Tratando-se de uma estrutura importante no que refere a` gesta˜o e controlo de informac¸a˜o
que circula na rede, esta˜o definidas algumas func¸o˜es para acesso e manipulac¸a˜o dos SKBs [31].
5.3 Caminho dos Pacotes pela Stack de Rede
A figura 5.3 ilustra as treˆs u´ltimas sub-camadas do segmento referente ao kernel space
analisadas anteriormente. Como foi referido, a ligac¸a˜o entre os device drivers e a camada de
rede e´ feita atrave´s de uma interface (na figura 5.3 designada de device agnostic interface)
que apresenta func¸o˜es e me´todos que possibilitam uma comunicac¸a˜o fa´cil e transparente entre
estas camadas.
Device Drivers
Device Agnostic Interface
Network Protocols
Dev_queue_xmit
Netif_receive_skb
Figura 5.3: Interface entre os device drivers e a camada de rede
No contexto desta dissertac¸a˜o, foi necessa´rio perceber como as mensagens sa˜o enviadas
pela interface de rede e recebidas pela mesma, para mais tarde ser poss´ıvel acrescentar software
que permita ter controlo sobre o fluxo de informac¸a˜o na rede.
Existem fundamentalmente duas func¸o˜es na camada device agnostic interface responsa´veis
por gerir o fluxo de informac¸a˜o: dev queue xmit para a transmissa˜o e netif rx ou netif receive
skb para a recepc¸a˜o [30].
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Quando e´ necessa´rio enviar uma informac¸a˜o pela interface de rede, o SKB respectivo e´
colocado numa fila de transmissa˜o ao n´ıvel do device driver atrave´s da func¸a˜o dev queue xmit.
Ao n´ıvel do device driver responsa´vel pela interface de rede e´ utilizada hard start xmit para
realizar a transmissa˜o propriamente dita.
Em relac¸a˜o a` recepc¸a˜o, quando a trama chega a` interface de rede, o SKB respectivo e´
recebido e gerido atrave´s da func¸a˜o netif rx ou netif receive skb na New Application Pro-
gramming Interface (NAPI). A NAPI foi implementada nas verso˜es 2.5/2.6 dos kernels Linux
e contribuiu para a diminuic¸a˜o da lateˆncia na comunicac¸a˜o, aumentando assim o desempe-
nho das redes. Dependendo do protocolo que as tramas possuem, as func¸o˜es netif rx ou
netif receive skb va˜o reencaminhar os pacotes para as respectivas func¸o˜es de atendimento das
camadas superiores - Protocol Handlers - da stack de rede.
E´ poss´ıvel desenvolver e acrescentar dinamicamente um novo Protocol Handler aos ja´
existentes atrave´s da implementac¸a˜o de um mo´dulo ao n´ıvel do kernel, situac¸a˜o esta que foi
realizada na pra´tica, e que sera´ abordada mais adiante, de modo a gerir e controlar os tra´fego
que chega a`s interfaces de rede do sistema computacional.
5.4 Switching utilizando um mo´dulo no kernel
5.4.1 Kernel Modules
Identificadas as estruturas principais presentes na stack de rede, foi desenvolvido um
mo´dulo que pode ser inserido e removido dinamicamente num kernel em execuc¸a˜o - Kernel
Loadable Modules (KLMs) ou Kernel Modules (KMODs). Deste modo e´ poss´ıvel ir acrescen-
tando funcionalidades ao kernel sem a necessidade de serem inseridas no arranque do sistema.
Existem mo´dulos persistentes que esta˜o ja´ inseridos na imagem do kernel e que sa˜o carregados
quando o sistema inicia.
Um KMOD tem duas funcionalidades obrigato´rias: uma func¸a˜o de inicializac¸a˜o do mo´dulo
e uma func¸a˜o para remoc¸a˜o do mesmo. A maneira tradicional de definir estas func¸o˜es e´ de-
signa´-las de init module() e cleanup module(), que sa˜o reconhecidas automaticamente como
as func¸o˜es de inicializac¸a˜o e de remoc¸a˜o dos mo´dulos, respectivamente. Actualmente, exis-
tem mais forma para definir destas func¸o˜es, onde numa das quais e´ poss´ıvel designa´-las com
um nome arbitra´rio e utilizar as macros module init(nome da func¸a˜o de inicializac¸a˜o) e mo-
dule exit(nome da func¸a˜o de remoc¸a˜o) para especificar a sua finalidade [32]. Dependendo
da funcionalidade desejada para este mo´dulo, podem ser desenvolvidas e acrescentadas novas
func¸o˜es no KMOD para concretizar algum objectivo espec´ıfico. A extensa˜o dos ficheiros que
representam o KMOD e´ .ko nas verso˜es 2.6 dos kernels linux, no entanto nas verso˜es antigas
a extensa˜o utilizada era .o.
Existem alguns comandos importantes para gerir e utilizar o KMOD. O comando lsmod
permite verificar quais os mo´dulos inseridos, o tamanho deles e o nu´mero dos mo´dulos de-
pendentes deste. Para inserir um mo´dulo no kernel e´ utilizado o comando insmod, que na˜o
analisa as dependeˆncias do mo´dulo inserido com o restantes, isto e´, se KMOD que queremos
inserir necessita que outros mo´dulos sejam carregados em primeiro lugar para funcionar. O
comando modprobe tem a mesma funcionalidade que o insmod mas ja´ analisa as dependeˆncias
necessa´rias para o bom funcionamento do KMOD. Para remover mo´dulos inseridos e´ utilizado
o comando rmmod e de seguida o nome do mo´dulo a remover, no entanto so´ sa˜o removidos
KMOD que na˜o esta˜o em uso ou que na˜o esta˜o a ser utilizados por outros KMOD. A utilizac¸a˜o
do comando modprob - r tambe´m permite a remoc¸a˜o do KMOD. Para sabermos informac¸o˜es
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sobre o KMOD, como por exemplo o seu autor ou a licenc¸a (caso sejam explicitados no
co´digo fonte do KMOD), e´ utilizado o comando modinfo. Estas sa˜o algumas ferramentas
que permitem interagir com o KMOD, perceber se foi devidamente inserido e retirar algumas
informac¸o˜es relevantes sobre o mesmo.
Na compilac¸a˜o de KMOD sa˜o utilizados va´rios ficheiros da imagem kernel. Frequente-
mente, algumas distribuic¸o˜es Linux podem ter sido recebido updates na˜o standard, o que pode
causar problemas na compilac¸a˜o do KMOD. Outra questa˜o e´ que muitas vezes os cabec¸alhos
para aceder aos ficheiros da imagem do kernel esta˜o incompletos e pode na˜o ser poss´ıvel
aceder aos mesmos. Para evitar estes problemas, e´ normalmente recomendado, inclusive pelo
autor de [32], compilar e construir um novo kernel. Neste sentido, para desenvolver o trabalho
desejado, foi compilado um novo kernel para correr no sistema operativo Fedora 14. Pode
ser consultado no apeˆndice A um pequeno tutorial com todos os procedimentos realizados
para compilar o kernel Linux, sobre o qual foram desenvolvidos os KMODs no contexto desta
dissertac¸a˜o.
5.4.2 Protocol Handler atrave´s de um KMOD
Na secc¸a˜o 5.3 referiu-se de modo muito simples o que era um Protocol Handler. Como
foi abordado, as tramas quando chegam a` interface de rede sa˜o processadas de maneira di-
ferente, consoante o protocolo que transportam. Para os diferentes tipos protocolares, esta˜o
ja´ definidas va´rias func¸o˜es que gerem e controlam o caminho da trama ate´ chegar ao destino.
Em termos de exemplo, caso chegue uma trama cujo protocolo e´ Ethernet 802.3, a func¸a˜o
responsa´vel e´ a ipx rcv ja´ definida [33].
E´ poss´ıvel adicionar e remover um Protocol Handler dinamicamente atraves de KMOD
com um conjunto de especificac¸o˜es pre´-definidas. Estas especificac¸o˜es sa˜o definidas numa
estrutura do tipo packet type, explicitada de seguida (retirada do ficheiro netdevice.h).
struct packet type {
be16 type ;
struct n e t d e v i c e ∗dev ;
int (∗ func ) ( struct s k b u f f ∗ ,
struct n e t d e v i c e ∗ ,
struct packet type ∗ ,
struct n e t d e v i c e ∗ ) ;
struct s k b u f f ∗(∗ gso segment ) ( struct s k b u f f ∗skb , int f e a t u r e s ) ;
int (∗ gso send check ) ( struct s k b u f f ∗ skb ) ;
struct s k b u f f ∗∗(∗ g r o r e c e i v e ) ( struct s k b u f f ∗∗head , struct s k b u f f ∗ skb ) ;
int (∗ gro complete ) ( struct s k b u f f ∗ skb ) ;
void ∗ a f p a c k e t p r i v ;
struct l i s t h e a d l i s t ;
} ;
O campo type desta estrutura define o protocolo das tramas sobre o qual o Protocol
Handler sera´ chamado. No ficheiro if ether.h presente em include/linux esta˜o definidas ja´
alguns valores, reconhecidos pelo kernel, que representam os protocolos. Por exemplo, para
receber pacotes independentemente do seu protocolo, o campo type deve ser preenchido com
o valor definido em ETH P ALL existente no ficheiro mencionado. Neste caso qualquer tipo
de pacote sera´ recebido pelo Protocol Handler inserido. E´ necessa´rio converter este valor para
network short de modo a ser inserido correctamente na estrutura.
O campo dev representa um ponteiro para a interface de rede onde o Protocol Handler ira´
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funcionar, isto e´, so´ sera˜o monitorizados pacotes na interface definida em dev. Caso este campo
esteja preenchido com NULL, todas as interfaces de rede presentes ira˜o ser monitorizadas pelo
protocol handler definido.
Sempre que chegar a` interface definida em dev um pacote cujo protocolo e´ igual ao definido
em type, sera´ invocada a func¸a˜o definida no campo func da estrutura packet type que realizara´
o trabalho desejado pelo programador.
Os campos atra´s detalhados sa˜o os principais para desenvolver um Protocol Handler. Es-
tando definida a estrutura packet type e´ necessa´rio regista´-la atrave´s da func¸a˜o dev add pack
cujo o argumento e´ um ponteiro para estrutura criada. Normalmente, a inicializac¸a˜o e o
registo do Protocol Handler sa˜o realizados na func¸a˜o de inicializac¸a˜o do KMOD por forma
a ser inserido assim que o mo´dulo e´ iniciado. Para remover o Protocol Handler e´ utilizada
func¸a˜o dev remove packet cujo o argumento e´ o mesmo da func¸a˜o de registo, e normalmente
e´ invocada na func¸a˜o do remoc¸a˜o do mo´dulo quando este e´ retirado. E´ ainda invocada neste
processo a func¸a˜o synchronize net para sincronizar a rede e evitar que sejam retidas ligac¸o˜es
a` estrutura packet type removida.
5.4.3 Switch - Implementac¸a˜o do Nodo
Os conceitos abordados nas secc¸o˜es anteriores, nomeadamente em 5.4.1 e 5.4.2, foram utili-
zados no desenvolvimento de um nodo ao n´ıvel do kernel Linux que reencaminhara´ os pacotes
consoante especificac¸o˜es definidas. A figura 5.4 ilustra o modelo do switch implementado.
SwitchInterface 0 Interface 1
Local Interface
Figura 5.4: Bloco de alto n´ıvel do Switch
Como pode ser constatado, trata-se de um switch com duas interfaces de rede e uma
interface local. Os pacotes chegam a`s interfaces de rede, e caso sejam destinados ao dispositivo
ficam no respectivo nodo e continuam a progredir na stack de rede, atrave´s da sua interface
local ate´ atingirem o seu objectivo. Em caso contra´rio, se os pacotes na˜o teˆm como destino
o switch sa˜o reencaminhados pela interface de rede oposta a` de chegada (pois neste caso
sa˜o apenas duas). E´ portanto necessa´rio desenvolver uma unidade de processamento, que
implementara´ os princ´ıpios descritos no Capitulo 4 .
Foi definido um Protocol Handler capaz de monitorizar todas as interfaces de rede pre-
sentes no sistema computacional e captar todos os pacotes independentemente do protocolo
que e´ transportado.
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Foi criada uma estrutura esta´tica do tipo packet type e definida da seguinte maneira:
stat ic struct packet type hook ;
void hand l e r add con f i g ( )
{
hook . type=htons (ETH P ALL ) ;
hook . dev=NULL;
hook . func= hook func ;
dev add pack(&hook ) ;
}
A func¸a˜o handler add config com a especificac¸o˜es definidas e´ invocada quando o KMOD
e´ inserido. Deste modo, sempre que chegar um pacote a uma das interfaces de rede, este sera´
recebido e tratado pela func¸a˜o hook func, que recebe como paraˆmetro um ponteiro para uma
estrutura do tipo SKB. O funcionamento da func¸a˜o hook func esta ilustrado na figura 5.5.
Chegou Novo 
Pacote - skb
Pacote destinado ao 
nodo?
Acrescentar o 
cabeçalho 
Ethernet ao skb
Fica no nodo 
seguindo pela 
interface local
Definir a interface 
de rede de saída 
oposta à de 
chegada
Reenviar o pacote: 
dev_queue_xmit(skb)
Sim
Não
Figura 5.5: Forwarding de pacotes implementado
Quando chega um pacote a uma interface de rede cujo protocolo seja 0x88B5, e´ necessa´rio
analisar o primeiro byte do payload que representa o sub-tipo da trama. Mediante a ana´lise
deste valor sa˜o realizados os seguintes procedimentos:
• A mensagem de reconhecimento de topologia e´ gerada pelo Master e destinada a este,
e portanto, e´ reencaminhada pelos Slaves apo´s a alterac¸a˜o do seu conteu´do conforme,
detalhado no Cap´ıtulo 4;
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• Do mesmo modo, mensagens de reserva de recursos para o envio de informac¸a˜o como
tambe´m mensagem de remoc¸a˜o de reservas, sa˜o apenas processadas pelo nodo Master
e portanto reencaminhadas pelos restantes nodos;
• Em relac¸a˜o a`s mensagens de resposta ao pedido de reserva, na˜o e´ suficiente apenas
analisar o sub-tipo da trama. Quando a trama chega ao nodo e´ necessa´rio comparar
o identificador deste com identificador do nodo que fez o pedido. Em caso de corres-
pondeˆncia, a trama e´ recolhida, em caso contra´rio e´ reencaminhada.
• Procedimento semelhante e´ realizado para as mensagens de dados, neste caso sendo
comparado o identificador do nodo com o identificador do destino da informac¸a˜o.
Sempre que uma trama e´ reencaminhada, e´ necessa´rio realizar alguns procedimentos.
Quando um pacote e´ passado ao n´ıvel superior pelo device driver, sa˜o realizadas algumas
operac¸o˜es, em que numa das quais o cabec¸alho Ethernet e´ retirado do campo de dados do
SKB respectivo. Devido a isto, e´ necessa´rio acrescentar novamente o cabec¸alho da trama
Ethernet a` informac¸a˜o no SKB e actualizar o respectivo tamanho do campo de dados. De
seguida e´ necessa´rio definir a interface de rede de sa´ıda, actualizando o campo dev do SKB
referido na secc¸a˜o 5.1, com a interface desejada. Neste ponto, a estrutura do SKB esta´
redefinida e pronta para ser enviada correctamente para a rede.
5.5 Comunicac¸a˜o com o User Space
Nesta fase, todas as estruturas e mecanismos para gesta˜o e controlo esta˜o implementados
atrave´s de um mo´dulo no kernel. Tendo em vista uma utilizac¸a˜o directa e simples por parte
do utilizador, foram acrescentados ainda mecanismos ao KMOD desenvolvido, para que do
espac¸o de utilizador seja poss´ıvel aceder a essas funcionalidades.
A interface de comunicac¸a˜o padra˜o entre o espac¸o do utilizador e o espac¸o do kernel e´
a utilizac¸a˜o de ficheiros, conforme ilustrado pela figura 5.6. E´ poss´ıvel registar no KMOD
estruturas, designadas de Character Devices, que sa˜o representadas por ficheiros e que per-
mitem adicionar func¸o˜es para escrita e leitura de dados. Esta estrutura permite tambe´m o
uso de uma func¸a˜o designada de ioctl (Input Output Control), que permite enviar ou receber
dados de controlo entre o kernel e processos a correr no espac¸o do utilizador.
No mo´dulo do kernel e´ necessa´rio definir uma estrutura do tipo file operations e preencheˆ-
la com os enderec¸os das func¸o˜es com a funcionalidade desejada. Entre outras funcionalidades
que esta estrutura permite definir, foram utilizadas no contexto deste trabalho apenas as
func¸o˜es write, read e ioclt, ilustradas de seguida.
struct f i l e o p e r a t i o n s
{
s s i z e t (∗ read ) ( struct f i l e ∗ , char ∗ , s i z e t , l o f f t ∗ ) ;
s s i z e t (∗ wr i t e ) ( struct f i l e ∗ , const char ∗ , s i z e t , l o f f t ∗ ) ;
int (∗ i o c t l ) ( struct inode ∗ , struct f i l e ∗ , unsigned int , unsigned long ) ;
. . .
} ;
A func¸a˜o write tem o objectivo de escrever dados em varia´veis do kernel a partir do espac¸o
do utilizador. O objectivo da func¸a˜o read e´ a leitura do conteu´do de uma varia´vel no kernel
no espac¸o do utilizador. Em relac¸a˜o a` func¸a˜o ioctl, apresenta funcionalidades de leitura e
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escrita, dependendo da maneira de como e´ invocada, sendo no entanto como ja´ foi referido,
utilizada para controlo de processos.
Aplicação do Utilizador
write ioctlread
Sistema de Ficheiros Virtual através de Character Devices
Linux Kernel
Device_write Device_read Device_ioctl
Figura 5.6: Interface entre o Utilizador e o Kernel Linux
E´ portanto necessa´rio implementar as func¸o˜es e regista´-las conforme e´ explicitado em
seguida.
stat ic struct f i l e o p e r a t i o n s fops
void c o n f i g f i l e (void )
{
f ops . wr i t e=d e v i c e w r i t e ;
f ops . r e a l=dev i c e r ead ;
f ops . i o c t l=d e v i c e i o c t l ;
i f ( r e g i s t e r c h r d e v ( Major Number , Device Name ,& fops )<0)
pr in tk ( ” Error , canno ’ t r e g i s t e r Character Device ” ) ;
} ;
A func¸a˜o config file e´ invocada no arranque do KMOD. O registo de uma estrutura Cha-
racter Device e´ realizado atrave´s da func¸a˜o register chardev. O primeiro paraˆmetro desta
func¸a˜o e´ o Major Number, e tem como objectivo identificar o driver. Deste modo, no acesso
a um ficheiro especial, o kernel vai procurar o respectivo Major Number associado e aceder
a`s respectivas func¸o˜es definidas. Em seguida, e´ definido o nome do ficheiro que fara´ a inter-
face entre o kernel e o espac¸o de utilizador. Por fim, a varia´vel fops representa a estrutura
file operations onde sa˜o especificados os enderec¸os para as func¸o˜es que podem ser invocadas.
No espac¸o do utilizador, quando for invocada a func¸a˜o write associada ao ficheiro especial
Device Name, ira´ ser chamada a func¸a˜o device write ao n´ıvel do kernel. A func¸a˜o device write,
no contexto deste projecto, tem o objectivo de receber os dados previamente do utilizador,
fazer as verificac¸o˜es e validac¸o˜es necessa´rios de acordo com as informac¸o˜es registadas nas
tabelas de mensagens, e enviar informac¸a˜o para a rede. O utilizador tem de ter o cuidado de
enviar os dados de acordo com a estrutura para as mensagens de dados, conforme definido na
secc¸a˜o 4.4.4
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Da mesma forma, a func¸a˜o device read e´ invocada no kernel quando for chamada a func¸a˜o
read pelo utilizador associada ao ficheiro especial pre´-definido. O objectivo desta func¸a˜o e´ a
leitura dos dados de uma trama Ethernet, quando esta chega ao destino, enviando-os deste
modo para o utilizador. E´ sempre necessa´rio ter em atenc¸a˜o como sa˜o recolhidos os dados,
respeitando as estruturas definidas pois proporcionam uma interface simples e directa no
acesso a` respectiva informac¸a˜o.
Finalmente, a func¸a˜o ioctl utilizada no espac¸o do utilizador associado ao ficheiro especial
definido, invoca a func¸a˜o device ioctl no kernel. E´ utilizada neste espac¸o para trocar mensa-
gens de controlo, nomeadamente para fazer pedidos de registos de mensagens e para remoc¸a˜o
de mensagens da rede. Esta func¸a˜o e´ invocada utilizando treˆs paraˆmetros: o descritor do
ficheiro utilizado, um nu´mero da ioctl que permite definir va´rios tipos de funcionalidades, e
por fim os dados a enviar. Este nu´mero da ioctl e´ criado atrave´s do uso de macros, onde
sa˜o tidos em conta o Major Number definido, o comando a ser executado e a estrutura da
informac¸a˜o que se pretende enviar [32]. Exemplos de macros utilizadas sa˜o a IOW, para o
envio de informac¸a˜o do utilizador para o kernel e IOR, para receber informac¸a˜o do kernel no
espac¸o do utilizador. Neste sentido, foram definidas duas varia´veis, que teˆm de estar inseridas
tanto no programa do utilizador como no KMOD, usadas na invocac¸a˜o da func¸a˜o ioctl para
fazer o pedido de envio de dados e para remoc¸a˜o de mensagens na rede, conforme exemplifi-
cado de seguida.
#define REQUEST TO SEND MSG IOW( Major Number , 0 , struct Request frame ∗)
#define STOP MSG IOW( Major Number , 1 , int )
Os paraˆmetros enviados pelo ioctl, invocada ao n´ıvel do utilizador, no pedido de envio de
uma nova mensagens teˆm estar mais uma vez de acordo com a estrutura estabelecida, de modo
a facilitar o envio da informac¸a˜o e a sua validade, evitando assim um envio incorrecto dos
paraˆmetros. Para remoc¸a˜o, e´ so´ enviado o identificador da mensagem, e caso esta esteja regis-
tada nas tabelas, os respectivos campos da estrutura pre´-definida sa˜o depois preenchidos ao
n´ıvel do kernel. O Character Device e´ removido atrave´s do uso da func¸a˜o unregister chardev,
chamada quando o KMOD e´ retirado.
5.6 Suma´rio
Neste cap´ıtulo foi realizada uma breve abordagem a` pilha protocolar de rede dos sistemas
Linux. Conforme foi referido, as tramas circulam na rede encapsuladas na estrutura de um
socket buffer que permite uma melhor abstracc¸a˜o da informac¸a˜o ao longo da stack de rede.
E´ poss´ıvel criar mo´dulos ao n´ıvel do kernel dos sistemas Linux e adicionar mecanismos para
manipulac¸a˜o dos pacotes que chegam a`s interfaces de rede, nomeadamente atrave´s da definic¸a˜o
de Protocol Handlers.
Atrave´s da implementac¸a˜o de um KMOD onde foi definido um Protocol Handler para
capturar tramas Ethernet, foi desenvolvido um switch em software com os princ´ıpios de fun-
cionamento pretendidos e explicados no Cap´ıtulo 4.
E´ poss´ıvel comunicar do espac¸o do utilizador com o kernel atrave´s de interfaces definidas
por ficheiros. Neste cap´ıtulo fez-se uma breve abordagem sobre o mecanismo implementado
para proporcionar o acesso a`s funcionalidades do switch implementado no KMOD atrave´s de
uma aplicac¸a˜o ao n´ıvel do utilizador.
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Cap´ıtulo 6
Resultados Experimentais
Este cap´ıtulo tem o objectivo de apresentar os resultados experimentais da implementac¸a˜o
realizada. Sa˜o tiradas algumas concluso˜es em primeiro lugar sobre o funcionamento do me-
canismo de forwarding dos pacotes e em seguida sobre o processo de gesta˜o topologia e da
largura de banda em uso da rede implementada.
6.1 Reencaminhamento de Pacotes
Apo´s a implementac¸a˜o do switch, analisada no Cap´ıtulo 5, foram desenvolvidos diversos
testes com o objectivo de validar o funcionamento do nodo bem como ter algumas noc¸o˜es
sobre o seu desempenho temporal.
Nas experieˆncias reportadas neste cap´ıtulo foram usados nodos Linux com as seguintes
caracter´ısticas :
• Processador Intel(R) Pentium 4, com uma frequeˆncia 2.40 GHz;
• Umas das interfaces de rede e´ uma Realtek Semicondutor Ethernet 8139, com suporte
a Fast Ethernet e funcionamento a Half/Full duplex ;
• A outra interface de rede e´ da famı´lia IntelCorporation 82557, tambe´m com suporte a
Fast Ethernet e funcionamento a Half/Full Duplex.
Todas as ligac¸o˜es esta˜o configuradas para funcionar em modo full-duplex, teˆm o mecanismo
de auto-negotiation activado e esta˜o a operar a 100 Mbps.
Inicialmente foi desenvolvido um mo´dulo capaz de realizar a funcionalidade min´ıma de
um switch que e´ reenviar pacotes segundo um crite´rio estabelecido. Foi poss´ıvel verificar,
apo´s va´rios testes intensivos, que o KMOD desenvolvido recebia e era capaz de gerir pacotes
de va´rios tipos, entre os quais pacotes Ethernet, IP e/ou ARP. Nomeadamente, foi poss´ıvel
transferir ficheiros entre dois computadores interligados pelo nodo desenvolvido atrave´s da
criac¸a˜o de uma sessa˜o ssh.
De modo a analisar o tempo de turn-around dos pacotes na rede, aliado ao nodo desen-
volvido responsa´vel pelo switch foi desenvolvido outro KMOD com os procedimentos seme-
lhantes, cuja func¸a˜o e´ reenviar de volta o pacote recebido (designado como echo do pacote).
Assim e´ poss´ıvel ter uma noc¸a˜o da forma como se comporta a rede em termos temporais e
a influeˆncia do nu´mero de switches inseridos na mesma. Utilizou-se um computador para
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monitorizar os pacotes enviados e recebidos. Com aux´ılio do PackEth [34], software gra´tis
para gerar pacotes, e´ poss´ıvel criar uma trama Ethernet e envia´-la por uma interface definida
de modo simples e intuitivo. Por forma a monitorizar os pacotes enviados e recebidos, foi
utilizado oWireshark [35] que se trata de um analisador de redes.
6.1.1 Echo Directo
Envio de 
Pacotes
Echo 
implementado 
em KMOD
Figura 6.1: Echo Directo entre Computador e Mo´dulo
Numa primeira fase, foram enviados pacotes directamente para o nodo responsa´vel pelo
echo, conforme esta´ ilustrado na figura 6.1. Devido a limitac¸o˜es f´ısicas das interfaces de rede,
os pacotes foram enviados com um espac¸amento entre eles de 3 ms, pois deste modo foi
poss´ıvel minimizar, e ate´ mesmo anular, a perda de pacotes.
Figura 6.2: Histograma Echo Directo entre Computador e Mo´dulo
Foram enviados 20000 pacotes Ethernet de tamanho 64 bytes (incluindo o cabec¸alho).
Com aux´ılio do Wireshark foram captadas e guardados em ficheiros diferentes as tramas
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enviadas e recebidas, que depois foram tratadas usando o Matlab (atrave´s do co´digo presente
no apeˆndice B). Deste modo foi poss´ıvel calcular o tempo de turn-around das tramas e calcular
alguns valores de interesse. A figura 6.2 ilustra o histograma, na situac¸a˜o representada pela
figura 6.1, que se refere a` situac¸a˜o de ter um computador a enviar pacotes e outro a reenvia´-
los de volta. Este estudo foi realizado va´rias vezes e os resultados obtidos foram sempre
semelhantes.
Mı´nimo Ma´ximo Me´dia Desvio Padra˜o
5,700e-5 41,19e-5 7,256e-5 1,168e-5
Tabela 6.1: Tempo de turn-around, em segundos, no caso sem nodos interme´dios - Echo
Directo
Podemos analisar pelo histograma representado na figura 6.2 que existe uma distribuic¸a˜o
normal do tempo de turn around dos pacotes. E´ vis´ıvel uma me´dia temporal bem definida,
na ordem das dezenas de µs (72,56µs) com um desvio padra˜o bastante reduzido. Atrave´s
deste teste e´ poss´ıvel estudar e ter uma noc¸a˜o sobre a durac¸a˜o da comunicac¸a˜o.
Os dados estat´ısticos obtidos, referentes a` figura 6.2, esta˜o repetidos na tabela 6.1, para
uma ana´lise mais clara.
6.1.2 Echo com Nodos Switch Interme´dios
De seguida foram sendo acrescentados nodos switch interme´dios e testes semelhantes foram
realizados (enviados pacotes de 64 bytes espac¸ados de 3 ms), conforme ilustra a figura 6.3
para o caso de um nodo interme´dio.
Envio de 
Pacotes
Echo 
implementado 
em KMOD
Switch 
implementado 
em KMOD
Figura 6.3: Echo com um Switch Interme´dio
E´ de esperar que as distribuic¸o˜es sejam semelhantes a` ilustrada em 6.2 deslocada um
pouco para a direita, pois como os pacotes passam por nodos extra, o caminho a percorrerem
na rede e´ maior e portanto a durac¸a˜o de ida e volta sera´ tambe´m maior. Na figura 6.4 esta˜o
representadas as distribuic¸o˜es para os casos analisados e na tabela 6.2 sa˜o expostos, de modo
mais claro, alguns valores estat´ısticos importantes para as mesmas situac¸o˜es.
Podemos enta˜o verificar, atrave´s da ana´lise da figura 6.4 em conjunto com a tabela 6.2,
um aumento do tempo me´dio de turn around dos pacotes, como era previsto, bem como dos
valores mı´nimos e ma´ximos. O desvio padra˜o vai tendo um ligeiro aumento a` medida que va˜o
sendo acrescentados nodos a` rede, mantendo no entanto a mesma ordem de grandeza. Como
poder ser constado pelo histograma ilustrado na figura 6.4(b) e´ noto´ria a existeˆncia de picos
temporais mais salientes face ao valor me´dio, comparativamente com o histograma da figura
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Nu´mero de Nodos Interme´dios Mı´nimo Ma´ximo Me´dia Desvio Padra˜o
0 5,70e-5 41,90e-5 7,256e-5 1,168e-5
1 16,90e-5 60,60e-5 21,04e-5 2,811e-5
2 30,05e-5 76,50e-5 37,39e-5 4,628e-5
3 44,80e-5 100,0e-5 56,13e-5 4,246e-5
Tabela 6.2: Valores estat´ısticos, em segundos, do turn-around para diversos nodos in-
terme´dios ilustradas na figura 6.4
(a) Histograma Echo Directo entre Computador
e Mo´dulo
(b) Histograma Echo com um Nodo Switch in-
terme´dio
(c) Histograma Echo com dois Nodos Switch in-
terme´dios
(d) Histograma Echo com treˆs Nodos Switch in-
terme´dios
Figura 6.4: Va´rias distribuic¸o˜es relativas ao tempo de turn-around com va´rios nodos Switch
Interme´dios onde foram enviados 20000 pacotes de 64 bytes espac¸ados de 3 ms.
6.4(a). Estes picos va˜o ficando mais relevantes e distintos a` medida que vai adicionando nodos
interme´dios, como compravam as figuras 6.4(c) e 6.4(d). Verificou-se atrave´s realizac¸a˜o de
va´rios medic¸o˜es, que com o aumento do intervalo de tempo entre o envio de pacotes, estes
picos continuavam presentes mas no entanto ja´ com menor amplitude. Nos testes realizados
os atrasos foram sendo variados entre 5 a 10 ms. O envio muito ra´pido de pacotes para a
rede pode saturar a mesma, fazendo com que alguns pacotes se atrasem. Como a` medida
que sa˜o inseridos mais nodos interme´dios o caminho a percorrer pelos pacotes e´ maior, mais
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tra´fego circula na rede e portanto o tempo de ida e volta dos pacotes pode desviar-se do
valor me´dio mais vezes. Como foi referido, o sistema foi implementado em computadores
com o sistema operativo Linux. Nestes sistemas computacionais existem processos que sa˜o
executados periodicamente e de modo concorrente o que pode originar uma maior variac¸a˜o do
atraso dos pacotes, no entanto esta hipo´tese na˜o foi devidamente validada em termos pra´ticos.
Com os valores me´dios do tempo de ida e volta dos pacotes, foi realizada uma regressa˜o
linear (figura 6.5) e calculada a correlac¸a˜o desta recta com os valores medidos. O valor da
correlac¸a˜o obtido foi de 0.997, o que indica para o efeito dos testes realizados numa rede em
que o nu´mero ma´ximo de nodos presentes foram cinco - um nodo a enviar pacotes, outro nodo
a reenvia´-los de volta e treˆs nodos interme´dios - o tempo de ida e volta dos pacotes cresce de
uma maneira aproximadamente linear.
Figura 6.5: Comparac¸a˜o do tempo de ”turn around”me´dio com a regressa˜o linear
Foi tambe´m analisada a influeˆncia do tempo de turn around com o tamanho das tramas
enviadas. Como foi referido, nos casos acima analisadas, foram enviadas tramas Ethernet
cujo tamanho era de 64 bytes (14 bytes do cabec¸alho Ethernet mais 50 bytes do payload).
Testes semelhantes foram realizados com tramas de 1038 bytes sendo portanto 14 bytes para
o cabec¸alho Ethernet e os restantes para os dados. A formato dos histogramas bem como
o comportamento dos tempo de turn around dos pacotes e´ em tudo semelhante aos casos
analisados anteriormente. No entanto, e conforme esperado, os pacotes demoram mais tempo
a serem enviados porque teˆm um tamanho superior, e portanto ha´ mais informac¸a˜o para ser
transmitida, o que consequentemente aumenta os tempos de ida e volta dos pacotes. Em
termos de exemplo a tabela 6.3 mostra os tempo de turn around de pacotes na situac¸a˜o onde
existem dois nodos interme´dios. Como se pode constatar a ordem de grandeza e´ semelhante
nos dois casos ilustrados, mas no entanto as tramas de maior dimensa˜o apresentam tempos
maiores.
61
Tamanho das tramas (em bytes ) Mı´nimo Ma´ximo Me´dia Desvio Padra˜o
64 3,050e-4 7,650e-4 3,739e-4 4,628e-5
1038 8,200e-4 13,000e-4 8,870e-4 3,640e-5
Tabela 6.3: Valores estat´ısticos, em segundos, com dois nodos interme´dios e tramas com
diferentes tamanhos
Foram realizados mais testes alterando outros paraˆmetros, nomeadamente enviando 30000,
40000 e 50000 pacotes nas experieˆncias realizadas, sendo os resultados obtidos na linha do
que foi demonstrado.
O trabalho realizado teve o objectivo de validar o nodo switch desenvolvido em termos
funcionais, o que foi conseguido. Permitiu tambe´m ajudar a conhecer a ordem de grandeza do
tempo de envio dos pacotes pela rede, neste caso para uma rede constitu´ıda por cinco nodos
(caso limite implementado). No seguimento da linha desta dissertac¸a˜o, o passo seguinte
foi elaborar uma rede, baseada em nodos switch desenvolvidos, numa topologia em anel e
acrescentar mecanismos de gesta˜o e controlo que permitam a sua utilizac¸a˜o de aplicac¸o˜es
perio´dicas e espora´dicas de tempo real.
6.2 Mecanismo de Gesta˜o da Rede
Com o objectivo de analisar e de validar os me´todos de gesta˜o e controlo da rede descritos
ao longo do Cap´ıtulo 4, foi projectada uma rede com quatro nodos, sendo um deles o Master
e os restantes Slaves, como ilustrado na figura 6.6.
Os Slaves sa˜o inseridos em primeiro lugar na rede sendo depois colocado o Master que
envia a mensagem para reconhecimento da topologia. Foram realizados va´rios testes com
o objectivo de confirmar se esta mensagem e´ gerada correctamente e se os procedimentos
executados pelos respectivos nodos esta˜o de acordo com o esperado. Neste sentido, poˆde-se
constatar que:
• Cada vez que o nodo Master e´ inserido na rede, e´ gerada e enviada correctamente a
mensagem para reconhecimento da topologia;
• Se os Slaves estiverem ja´ presentes na rede, recebem a mensagem, acrescentam o seu
identificador e de seguida reenviam-na pela interface oposta a` da recepc¸a˜o;
• O nodo Master ao voltar a receber a mensagem de reconhecimento de topologia cria a
tabela para controlar a largura de banda de cada ligac¸a˜o entre os nodos na rede;
• Caso os Slaves na˜o estejam inseridos, na˜o e´ recebida nenhuma informac¸a˜o no Master
sobre a rede e portanto nada acontece;
Apo´s a validac¸a˜o da capacidade de levantamento dos nodos na rede e´ poss´ıvel enviar
tra´fego. Como foi referido, para um Slave enviar informac¸a˜o para um ponto da rede necessita
de fazer um pedido que sera´ sujeito a um controlo de admissa˜o por parte do nodo Master.
No sentido de validar o controlo de admissa˜o por parte do Master foram realizados va´rios
pedidos por parte dos Slaves. As mensagens para o pedido de reserva de recursos sa˜o geradas
correctamente com todos os campos relevantes, explicitados no Cap´ıtulo 4, bem definidos.
A tabela onde esta˜o registadas as informac¸o˜es que circulam na rede foi criada para apenas
62
Master Slave 3
Slave 2Slave 1
Figura 6.6: Rede desenvolvida com quadro nodos
aceitar 100 mensagens, mesmo que exista ainda largura de banda dispon´ıvel para registar
mais. Para confirmar esta situac¸a˜o a rede foi saturada com 100 pedidos para reserva de
recursos, sendo estes todos aceites e registados na tabela. Em termos concretos, recorrendo
a` figura 6.6, o Slave 3 requisitou ao Master o envio de 100 mensagens para o Slave 2 onde
cada uma iria utilizar 500Kbps. Como se pode constar a largura de banda utilizada no total
seria de 50 Mbps, o que na˜o excede os 100 Mbps das ligac¸o˜es. Em seguida, o Slave 3 tentou
registar uma nova mensagem, mas como a tabela ja´ na˜o tem entradas dispon´ıveis, este pedido
foi rejeitado.
Analisada esta primeira verificac¸a˜o realizada pelo nodo Master, mais testes foram reali-
zados para verificar o funcionamento do controlo de admissa˜o deste nodo. Como foi referido
no Cap´ıtulo 4, as mensagens teˆm um identificador u´nico que as representa, e portanto na˜o
existem mensagens com o mesmo identificador na rede. Recorrendo a` figura 6.6 o Slave 2
registou uma mensagem cujo identificador era o valor 1. De seguida, o Slave 3 requisitou a
reserva de recursos para uma mensagem com o mesmo identificador. O nodo Master, apesar
de existirem recursos dispon´ıveis na rede, rejeitou o pedido pois o identificador 1 ja´ se encon-
trava em uso. Deste modo comprovou-se um dos requisitos impostos pelo nodo Master na
reserva de recursos.
De seguida foram realizados va´rios testes de modo a perceber se a largura de banda
ocupada por cada mensagem e´ correctamente analisada e se o caminho pelo qual as mensagens
va˜o circular na rede foi escolhido de acordo com as especificac¸o˜es definidas no Cap´ıtulo 4.
Relembrar que as ligac¸o˜es consideradas teˆm uma largura de banda ma´xima de 100 Mbps.
Os testes para validar o controlo de admissa˜o foram realizados como no exemplo exposto de
seguida. O Slave 3 registou junto do Master 10 mensagens, cada uma a necessitar de 20
Mbps, a enviar para o Slave 2. Tendo como refereˆncia a figura 6.7 que ilustra a experieˆncia
realizada, as primeiras 5 mensagens foram aceites e ficou registado que seriam enviadas atrave´s
da ligac¸a˜o c. As restantes 5 mensagens foram tambe´m aceites e que seriam utilizadas as
ligac¸o˜es d-a-b para as mensagens chegarem ao destino. O Slave 3 tentou ainda registar mais
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uma mensagem que iria necessitar de 20 Mbps, mas foi rejeitada pelo Master. Estes testes
permitiram verificar que:
Master
Slave 1 Slave 2
Slave 3
a
b
c
d
Figura 6.7: Rede desenvolvida com quadro nodos
• A largura de banda nas duas direcc¸o˜es existentes entre a origem e o destino e´ correcta-
mente analisada:
– Sempre que existe largura de banda suficiente em ambas as ligac¸o˜es, o pedido e´
aceite e regista-se a ligac¸a˜o que minimiza o nu´mero de nodos;
– Foi verificado tambe´m que sempre que uma ligac¸a˜o se encontra saturada, a in-
formac¸a˜o e´ enviada pela ligac¸a˜o contra´ria;
– Quando na˜o existe largura de banda suficiente em ambos os sentidos do anel para
acomodar a mensagem, o pedido e´ rejeitado.
• Apo´s o controlo de admissa˜o, as respostas que o Master envia aos Slaves espelham
correctamente a decisa˜o tomada.
Nesta fase, foi verificada a capacidade de pedido para reserva de recursos por parte dos
Slaves e uma ana´lise correcta por parte do Master sobre a disponibilidade actual da rede na
resposta enviada. Os pedidos aceites sa˜o devidamente registados na tabela do Master e a
largura de banda que sera´ utilizada e´ devidamente actualizada nas respectivas ligac¸o˜es entre
os nodos.
Os Slaves em caso da resposta do Master ser afirmativa registam na sua tabela as carac-
ter´ısticas da mensagem que va˜o enviar. Como foi referido no Capitulo 4, os Slaves fazem um
policiamento do tra´fego por eles enviado com o objectivo de confirmar se os requisitos acorda-
dos para a mensagem sa˜o cumpridos. Quando se pretende enviar uma mensagem para a rede
e´ necessa´rio confirmar se o seu identificador se encontra na tabela. Verificou-se que sempre
que se tentava enviar informac¸a˜o para a rede que na˜o estava registada no respectivo Slave
esta era bloqueada e portanto na˜o enviada, sendo o utilizador alertado para esta situac¸a˜o.
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Outra das caracter´ısticas analisadas pelos Slaves antes de enviarem a informac¸a˜o e´ se
o tamanho do campo de dados coincide com o acordado. Neste sentido, foram registadas
algumas mensagens e tentou-se de seguida enviar para a rede dados com cujo tamanho do
campo de dados na˜o coincide com o que foi estipulado. Em termos mais concretos, recorrendo
a` rede ilustrada na figura 6.7, o Slave 3 reservou recursos no Master para o envio de uma
mensagem com as seguintes caracter´ısticas:
• O identificador da mensagem e´ 10;
• A periodicidade e´ de 1 ms;
• O campo de dados e´ composto por 1000 bytes.
Em seguida, tentou-se enviar a mensagem registada com o identificador 10 com 1500 bytes
de dados, sendo rejeitada. Foi experimentado tambe´m enviar informac¸a˜o na mesma mensa-
gem mas agora com 500 bytes, situac¸a˜o esta que foi validada. Com a realizac¸a˜o de testes
semelhantes ao exemplificado foi poss´ıvel verificar e validar parte do policiamento realizado
pelos Slaves no envio de pacotes para a rede. Verificou-se que, nos casos em que as mensagens
tinham um campo de dados superior ao registado, na˜o eram enviadas. Deste modo, o uso de
recursos por parte de cada mensagem e´ limitada a` reserva efectuada. Sempre que o tama-
nho das mensagens na˜o excedia o estabelecido eram enviadas, sendo no entanto o utilizador
alertado para esta situac¸a˜o.
Antes de enviar as informac¸o˜es, os Slaves precisam tambe´m de controlar se as mensagens
esta˜o a ser enviadas de acordo com a periodicidade pre´-estabelecida. Para verificar esta
situac¸a˜o, foram realizadas va´rias experieˆncias onde se variava a periodicidade com que se
enviava a informac¸a˜o. Nesse sentido, e recorrendo ao exemplo anterior e a`s caracter´ısticas de
mensagem com identificador 10 registada pelo Slave 3, tentou-se enviar a informac¸a˜o associada
a essa mensagem com um per´ıodo de 0.5 ms, situac¸a˜o esta que na˜o foi permitida. Tentou-se
tambe´m enviar a mensagem com identificador 10 com uma periodicidade de 2 ms, que neste
caso foi enviada. Experieˆncias semelhantes foram realizadas e permitiram verificar que sempre
que se tentava enviar informac¸a˜o referente a uma mensagem registada com per´ıodo inferior
ao estipulado esta era impedida. As mensagens cujo o per´ıodo era superior ao pre´-definido
eram enviadas, alertando o utilizador para o atraso respectivo.
A libertac¸a˜o de recursos referentes a mensagens enviadas pelos Slaves foi tambe´m de-
vidamente testada e validada. A tabela do Slave, caso a mensagem esteja la´ registada, e´
devidamente actualizada removendo-se a entrada para a respectiva mensagem e de seguida e´
enviada uma mensagem ao Master para actualizar as suas tabelas. Neste nodo, toda a largura
de banda e´ actualizada correctamente nas respectivas ligac¸o˜es e a mensagem e´ removida da
rede.
Em jeito de conclusa˜o, a rede foi saturada com as diversas mensagens de controlo e in-
formac¸a˜o tendo em vista a ana´lise e a validac¸a˜o do comportamento desta. Os va´rios testes
permitiram verificar o correcto funcionamento tanto do controlo de admissa˜o por parte do
nodo Master como tambe´m da pol´ıtica de policiamento do tra´fego enviado pelos Slaves.
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Cap´ıtulo 7
Concluso˜es e Trabalho Futuro
Neste cap´ıtulo e´ realizada a conclusa˜o da dissertac¸a˜o, enquadrando os resultados al-
canc¸ados com os objectivos pretendidos. E´ feito um comenta´rio sobre poss´ıveis caracter´ısticas
que podera˜o ser inseridas no sistema bem como outros ambientes de desenvolvimento a utilizar
em trabalhos futuros.
7.1 Concluso˜es
O objectivo deste projecto era o desenvolvimento de uma infraestrutura baseada na tec-
nologia Ethernet para ser utilizada em sistemas embutidos distribu´ıdos de tempo-real. Neste
sentido, foram desenvolvidos nodos dotados de algumas caracter´ısticas necessa´rias para atingir
o objectivo proposto:
• Foi projectada uma rede baseada na topologia em anel segundo o paradigma Switched
Ethernet e cada nodo da rede integra um switch de dois portos;
• Utilizaram-se computadores com o sistema operativo Linux no desenvolvimento dos
nodos;
• Os nodos foram desenvolvidos em mo´dulos dinaˆmicos que podem ser inseridos no kernel
Linux;
• O mecanismo de reencaminhamento de pacotes foi implementado com sucesso nos nodos;
• Foram desenvolvidos mecanismos de gesta˜o de topologia;
• Foram implementados processos responsa´veis por registar e controlar tra´fego perio´dico
e espora´dico de tempo real;
• Realizaram-se diversas experieˆncias com o objectivo de verificar e validar o correcto
funcionamento dos me´todos implementados;
• Foi criada um interface para comunicac¸a˜o entre o utilizador e o mo´dulo executado no
kernel.
Apesar de na˜o suportar todo o tipo de tra´fego que normalmente existe nas redes de hoje em
dia, foi concebida uma infraestrutura baseada na tecnologia Ethernet e segundo a metodologia
Switched Ethernet, onde e´ poss´ıvel um controlo e gesta˜o de tra´fego com caracter´ısticas de
tempo real.
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7.2 Trabalho Futuro
O trabalho desenvolvido deixou em aberto algumas ideias interessantes que podem ser
aplicadas em investigac¸o˜es futuras.
Aliado aos mecanismo para gesta˜o de tra´fego perio´dico e espora´dico de tempo-real, era
interessante dotar a rede elaborada com a capacidade para acomodar outros tipos de tra´fego,
nomeadamente tra´fego sem requisitos temporais, e com te´cnicas para que este na˜o compro-
meta o tra´fego mais priorita´rio como e´ o caso de tra´fego de tempo real.
Seria tambe´m interessante acrescentar redundaˆncia, nomeadamente atrave´s a existeˆncia
de um outro anel, transparente ao utilizador, dotando a rede de uma maior toleraˆncia a falhas.
Adoptar um modelo de gesta˜o dinaˆmica de tra´fego e da topologia da rede, e´ tambe´m um
mecanismo aliciante para este tipo infraestruturas.
Uma vez que a infraestrutura apresentada neste documento apenas da´ suporte a` comu-
nicac¸a˜o unicast, era interessante adicionar mecanismos que permitam tambe´m a comunicac¸a˜o
em broadcast e em multicast.
Outra abordagem bastante interessante e a considerar, e´ a utilizac¸a˜o de FPGAs para
implementac¸a˜o dos nodos switch. As FPGAs sa˜o dispositivos cada vez mais utilizados em
ambientes industriais e em sistemas que necessitam de cumprimentos de deadlines restritos,
devido a` sua grande capacidade de processamento e versatilidade.
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Apeˆndice A
Como instalar um kernel em Linux
- Fedora 14
1. Fazer download do co´digo fonte de kernel linux.
Nota1: Abrir um terminal, utilizar o comando ”uname -a”de modo a saber qual a versa˜o
do kernel ja´ implementado para evitar problemas de configurac¸o˜es;
Nota2: Co´digo fonte da versa˜o semelhante pode ser encontrado em www.kernel.org.
2. Ir para cd /usr/src e copiar o co´digo fonte para esta pasta.
3. Descompactar o co´digo fonte
tar -xvjf /usr/src/linux-2.6.35.tar.bz2
4. Criar um link simbo´lico de nome linux.
ln -sf linux-2.6.45/ linux
5. Ir para cd linux.
6. Copiar o ficheiro de configurac¸a˜o do kernel ja´ existente.
cp /boot/config-2.6.35.21-170.2.56.fc14.i686 .config
7. Executar o comando make oldconfig
8. Executar o comando xconfig ou make menuconfig (nesta situac¸a˜o gravar como ficheiro
de configurac¸a˜o o .config copiado no ponto 6).
9. Editar na Makefile o campo ”Extraversion”para algo com significado. Exemplo: ”Ex-
traversion =.101”.
10. Executar o comando make.
11. Executar o comando make modules.
12. Executar o comando make modules install.
13. Executar o comando make BzImage.
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14. Criar uma imagem de arranque inicial dos mo´dulos existentes para a pasta /boot.
mkinitrd -v /boot/initrd-2.6.35.101.img 2.6.35.101
ou
mkinitramfs -v /boot/initrd-2.6.35.101.img 2.6.35.101
15. Copiar o BzImage criado para a pasta /boot e atribuir um nome com significado.
cp arch/x86/boot/bzImage /boot/bzImage-2.6.25.101
16. Criar uma nova entrada no Grub editando o ficheiro menu.lst com ficheiros criados no
ponto 14 e 15.
vim /boot/grub/menu.lst
17. Reiniciar o computador. Uma nova entrada para o kernel criado devera´ aparecer.
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Apeˆndice B
Co´digo do Matlab utilizado na
ana´lise dos pacotes recebidos
clear all
close all
clc
format long
%% Ler os ficheiros .txt retirados do Wireshark
source = fopen(’source.txt’);
destination = fopen(’destination.txt’);
src =textscan(source, ’%d %f %s %s %s %s %s’,’headerlines’,1);
dst =textscan(destination, ’%d %f %s %s %s %s %s’,’headerlines’,1);
fclose(source);
fclose(destination);
%%Calcular a durac¸~ao
duracao = zeros(length(src{2}),1);
for i=1: length(duracao)
duracao(i)= dst{2}(i)-src{2}(i);
end
%%Tempo Me´dio,Ma´ximo,Mı´nimo e Desvio Padr~ao
media=mean(duracao);
maximo=max(duracao);
minimo=min(duracao);
desviopad=std(duracao);
%%Histograma
hist(duracao,1000);
xlabel(’Tempo de "turn around"’);
ylabel(’Nu´mero de pacotes’);
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