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ABSTRACT
We present a new method for the generation of atmospheric turbulence phase screens based on
the frequency shift property of the Fourier transform. This method produces low spatial frequency
distortions without additional computation time penalties associated with methods using subharmonic
subgrids. It is demonstrated that for simulations of atmospheric turbulence with finite outer scales,
the performance of our method with respect to the statistical phase structure of the screen meets
or exceeds other methods with respect to agreement with theory. We outline small-scale accuracy
issues associated with modelling non-Kolmogorov spectral power laws using existing techniques, and
propose a solution. For simulations of long-range propagation through atmospheric optical turbulence,
our method provides various advantages over standard methods.
Keywords Optical Propagation · Atmospheric Turbulence · Optical simulations · Beam propagation method ·Wave
propagation · Optical turbulence · Atmospheric propagation · Computer simulations
1 Introduction
The split-step propagation method for modeling optical propagation through atmospheric turbulence has been widely
used in statistical analysis of beam propagation since it’s introduction by Fleck, et al. [1, 2]. This method remains
popular in simulations of long-range, linear optical propagation due to computation time advantages associated with
using the Fast Fourier Transform (FFT) algorithm to compute the Discrete Fourier Transform (DFT), which are used in
both the optical propagation and atmospheric distortion algorithms of the cited method. In simulations of nonlinear
optical propagation phase screens are also widely used [3, 4, 5, 6], including when supporting studies centering
on filamentation [7, 8, 9, 10, 11, 12]. However, due to circular shift symmetry and aliasing affects associated with
the DFT, significant effort has gone into the development of computational methods which add subharmonic, low-
spatial-frequency components to the atmospheric screens [13, 14]. Additionally, Zernike-polynomial-based methods
[15] and other creative methods [16, 17] have been pioneered partly to address this issue. However, due to the
computational efficiency of leveraging the FFT algorithm, DFT-based methods for phase screen generation remain
popular [18, 19, 20, 21, 22, 23].
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We present a modified method which exploits the Fourier transform shift theorem [24], which also extends to the
DFT [25], in order to include low frequency components in an FFT-centric method in a straightforward manor. For
many applications, this method may provide sufficient phase screen accuracy relative to theory without additional
computational penalty associated with subharmonics and other methods. Additionally the method can be combined
with the subharmonic method of Lane, et. al [13] in order to give very accurate results across a range of spectral models
of practical and theoretical importance. Section 2 discusses the basic method and results of use for bounded spectral
models where it is well suited. Section 3 discusses the use of the method in concert with subharmonics, as well as other
improvements. Finally, Section 4 summarizes results and discusses possible applications.
2 Randomized FFT-based Sampling
2.1 Algorithm
Central to the study of optical turbulence is the index of refraction structure function, Dn(~r), defined as [26]:
Dn(~r) =
〈
(f (~r + ~ro)− f (~ro))2
〉
(1)
As for any real function, structure is related to the field’s three dimensional energy spectrum, Φn(~κ), by the following
relationship [26]:
Dn(~r) = 2
∫ ∞
−∞
Φn(~κ)
[
1− cos(~r · ~κ)]d3~κ (2)
Traditional phase screen simulations using square grids [1, 2, 13, 14, 19] approximate the continuous energy spectrum
as discrete, and generate complex screens as per:
θ(j, l) =
M−1∑
n,m=0
c˜(n∆κx,m∆κy)exp[2pii(jn+ lm)/M ]
=
M−1∑
n,m=0
c˜(n∆κx,m∆κy)exp[i(j∆x∆κx + l∆y∆κy)]
(3)
where i =
√−1, ∆x and ∆y are the grid spacings in the x− and y−directions, M the number of grid points along each
axis, and ∆κx and ∆κy are the spatial wavenumber grid spacings in the x− and y−directions. We note the relation,
∆x∆κx = ∆y∆κy = 2pi/M . c˜(n∆κx,m∆κy) is a random function defined by:
c˜(β, γ) = ∆κx∆κy · k · (a+ ib)
√
2pi∆zΦn(βeˆx + γeˆy) (4)
where β and γ are dummy-variables, k = 2pi/λ is the optical wavenumber (with λ the wavelength in vacuum), a and b
are Gaussian random variables with variances of one, and eˆx and eˆy are unit vectors in the x− and y−directions. It
is also important to note that for use with discretized simulations, the use of the function Φn in Eq. 4 must consider
aliasing of spatial angular frequencies greater than pi/(M∆x) to negative frequencies (see supplemental material).
Eq. 3 represents a Fourier series using elements which are all harmonic across the spatial basis, creating a periodic
boundary condition [1]. Investigating the effect the c˜(0, 0) term has on the summation in Eq. 3, we note that it results
in only the addition of a constant phase term across all of θ(j∆x, l∆y). This constant phase rotation term does not
contribute tip, tilt, focus or defocus effects at any scale, or otherwise contribute to the behavior of the propagating
field. Should Φn(0, 0) have a large enough value quantization error [25] will result. c˜(0, 0) is commonly set to zero in
practice [14, 19], which avoids these issues.
In defining a new type of complex phase screen, θR, we propose a more meaningful use of the point closest to the
κ-space origin by virtue of:
θR(j, l) =
M−1∑
n,m=0
c˜ (n∆κx + δκx,m∆κy + δκy)
· exp [i (j∆x(n∆κx + δκx) + l∆y(m∆κy + δκy))]
(5)
where δκx and δκy are random variables described by a uniform distribution bound by ±∆κx/2 and ±∆κy/2,
respectively. This offsets the lowest wavenumber grid point away from the origin, along with also translating the rest of
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the sampling grid in the frequency domain. By allowing c˜(n∆κx + δκx,m∆κy + δκy) to define the elements of a
matrix, C˜(n,m), we find that Eq. 5 is implementable via inverse FFT as per:
C(j, l) = M2 · F−12 [C˜(n,m)] (6)
θR(j, l) = exp[i(j∆xδκx + l∆yδκy)] · C(j, l) (7)
where F−12 [ · ] in Eq. 6 denotes the two dimensional inverse FFT operator. Alternatively, the FFT can be used directly
with appropriate conditioning of the C matrix (see supplemental material).
Figure 1: Visual aid showing traditional spectral sampling approach versus randomized spectral sampling approach in
κ-space. Black dots represent traditional sampling points, red dots represent one realization of the randomized sampling
approach, and the blue grid lines demarcate the sampling boundaries for the randomized method.
Fig. 1 juxtaposes the sampling methods discussed, and considers the affect of aliasing spatial frequency components in
the second Nyquist zone to negative frequencies. The convention of setting c˜(0, 0) to zero is reflected by the lack of a
traditional spectral sampling grid point at the origin. θR(j, l) represents a single complex-number valued phase screen,
with the real and imaginary parts therein defining a pair of real-number valued phase screens. Simulated atmospheric
turbulence distortion is applied via multiplication of our complex propagating beam or wave by exp (i ·Re [θR(j, l)])
or exp (i · Im [θR(j, l)]), where Re and Im functions represent taking the real and imaginary parts of an array,
respectively.
θR(j, l) and the real valued phase screens it produces no longer exhibit a periodic boundary condition, and will have
basis-wide low spatial frequency distortions. Additionally, we find the difference in computation time between the
algorithm given in Eq. 3 and Eq. 5 to be negligible. The phase screens shown in Fig. 2 and Fig. 3 were generated
using the popular approximation to the Hill Spectrum [27] developed by Andrews [28, 29], known commonly as the
modified atmospheric spectrum. This spectral model is discussed in detail in subsequent sections. Note that tip and tilt
components can be seen across the x = 0 and y = 0 axes, respectively, in the screen show in Fig. 3. Additionally, Fig.
2 displays a periodic boundary condition [1], in that should one circularly shift [25] the phase screen in either or both
directions no sharp discontinuities would be apparent within the boundaries of the screen.
2.2 Results for bounded spectral models
The most widely used three dimension spectral model of atmospheric turbulence is derived from A. Kolmogorov’s
famous 2/3’s law as [26, 29]:
Φn(~κ) = 0.033 · C2n · |~κ|−11/3 (8)
This model is popular due to it’s simple formulation, and approximate accuracy when the beam statistics of interest are
within the inertial subrange of turbulence. However, this spectrum diverges at the κ-space origin leading to unphysical
3
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Figure 2: Phase screen produced using traditional FFT-based algorithm on 2048 × 2048 grid. The colors shown denote
the phase shift of the screen in radians on the simulated propagating wave as per the colorbar.
Figure 3: Phase screen produced using modified FFT-based algorithm on 2048 × 2048 grid displaying the lack of a
periodic boundary condition. As in Fig. 2, the color of the screen denotes the phase shift.
properties such as containing infinite energy, divergent covariances, lack of a viscosity driven minimum feature size,
and lack of a maximum feature size [29]. For these reasons, we will refer to this type of spectral model as unbounded.
As we will demonstrate in the next section, additional modifications to the FFT-based algorithm may be required to
accurately model unbounded spectral models using phase screens, as is the case for Kolmogorov turbulence.
We turn our attention to a practical atmospheric turbulence spectral model which accounts for inner scale, l0, and outer
scale, L0, bounds on the inertial subrange, as well as intricacies of the experimentally observed energy spectra at higher
spatial frequencies [30, 31, 27]. The modified atmospheric spectrum is given by Andrews [28, 29]:
Φn(~κ) = 0.033 · C2n · fn
(
κ
κl
)
· exp
(− κ2/κ2l )(
κ2 + κ20
)11/6 (9)
where κl = 3.3/l0, κ0 = 2pi/L0, κ = |~κ|, and we define the function fn as:
fn(x) = 1 + 1.802x− 0.254x7/6 (10)
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As this spectral model does not present the same complications as that of Eq. 8, we refer to this as a bounded spectral
model.
To assess the accuracy of the revised method, we must designate our metrics of interest. We had previously defined the
refractive index three dimensional structure function, Dn(~r), via the spectral model of interest in Eq. 1. The structure
function we are interested in, however, is that of an atmospheric phase screen which approximates the cumulative
effects of optical propagation through a finite propagation distance, ∆z. We denote this function as Dθ( ~r⊥), where
~r⊥ = xeˆx + yeˆy . Dθ( ~r⊥) is defined by the two dimensional integral over all ~κ⊥ = κxeˆx + κy eˆy as per [14]:
Dθ( ~r⊥) = 4pik2∆z
∫ ∞
−∞
Φn ( ~κ⊥) [1− cos ( ~r⊥ · ~κ⊥)] d2 ~κ⊥ (11)
For the modified atmospheric spectrum, though we are aware of closed-form approximations of turbulent structure
functions for plane waves applicable to our analysis [32], we have instead developed our theoretical structure function
via numerical integration of the equivalent form for isotropic turbulence:
Dθ(ρ) = 8pi
2k2∆z
∫ ∞
0
κρΦn(κρ)
[
1− J0
(
ρκρ)
]
dκρ (12)
where ρ = | ~r⊥|, κρ = | ~κ⊥|, and J0 denotes the zeroth-order Bessel function of the first kind.
It is well documented that aliasing effects associated with the FFT-based propagation step of the split-step algorithm
make parts of the simulation basis unusable [1, 19, 33, 34]. For this reason, a region of interest must be defined, which
drives properties of the simulation. Number of grid points, simulated resolution, as well as the propagation distance
between screens must be chosen carefully [19]. This requires consideration of many factors, including wavelength,
coherence lengths, aperture sizes, etc. As a practical matter, many studies explicitly dedicate half of the x− and
y−domain of simulation as guard bands to protect against edge effect aliasing [35, 36]. Additionally, the requirement
of grid sizes greater than or equal to twice the size of the limiting apertures (or regions of interest) is explicit in some
analysis of simulated propagation using changes of scale between the source and observation planes [33, 34]. In our
own simulations of Gaussian beam propagation [20, 37, 38], we typically constrain the beam diameter to half the basis
of simulation in each x− and y−direction in order to avoid edge aliasing effects. In order to present our results in a
simple fashion, we assume that most users would have a region of interest defined by approximately this inner portion
of the simulation basis.
Defining the measured x−direction structure along the M/2th row from the M/4th point to the M/4 + jth point as
Dx(j∆x), and y−direction structure along the M/2th column for it’s corresponding points as Dy(l∆y), we can define
our percent root mean square (RMS) error metric, E , in terms of the Dθ defined by Eq. 12 via the equations:
Ex =
√√√√ 2
M
M/2∑
j=1
(
Dx(j∆x)−Dθ(j∆x)
Dθ(j∆x)
)2
(13)
Ey =
√√√√ 2
M
M/2∑
l=1
(
Dy(l∆y)−Dθ(l∆y)
Dθ(l∆y)
)2
(14)
E = 100%× Ex + Ey
2
(15)
It should also be noted that as part of this study, the diagonal direction structure was also assessed, with similar results.
However, because the grid diagonals are not orthogonal to the x− and y−directions those metrics are not included in
our overall statistics.
We have found that for the range of outer scale values from one to one thousand times the basis of simulation, the
RMS error as a percent assessed over half the simulation basis is constrained to less than 4%. More precisely, errors
observed over the range 1 ≤ L0/(M∆x) ≤ 103 ranged from 0.34% - 3.79%. For the unrandomized grid, errors ranged
from 2.57% - 61.51% over the same region. Fig. 4 displays the Monte-Carlo simulation results over 25,000 complex
phase screens. All data in this study was collected using MATLAB. Because each complex screen contains a real and
imaginary component, and structure is computed over orthogonal x− and y−directions, this simulation set contains
100,000 independent samples per point. Results are not shown for 512× 512 or 1024× 1024 traditional grids due to
overlap of the plotted results, i.e. the results were largely indiscernible from the 2048× 2048 traditional grid results.
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Figure 4: RMS error as a percent relative to theory over 50,000 phase screens trials for the simulated basis region
of interest as parametrized by the outer scale, L0. 512× 512, 1024× 1024, 2048× 2048 grid results are shown for
randomized method. For the traditional method the 2048× 2048 grid is shown.
Figure 5: Comparison of phase screen structure versus theory using 2048× 2048 grid, inner scale 1 cm, outer scale 100
km, ∆z = 500 m, λ = 1060 nm, and C2n = 10
−14 m−2/3.
3 Hybrid method for use with bounded and unbounded spectral models
3.1 Core Algorithm
The modified algorithm discussed in the previous section was first investigated with regards to unbounded, anisotropic,
non-Kolmogorov spectral models [38]. Therein it was discovered that for structure power laws greater than the 2/3’s
of Kolmogorov the randomized algorithm alone was not sufficient to ensure accurate statistics of observed simulated
structure. For this reason, we have developed an algorithm utilizing both FFT-based frequency sampling randomization
and subharmonic frequency sampling randomization. We define the following:
θR(j, l) =
M−1∑
n,m=1
c˜ (n∆κx + δκx,m∆κy + δκy)
· exp [i (j∆x (n∆κx + δκx) + l∆y (m∆κy + δκy))]
(16)
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θout(j, l, p) = 3
−2p
1∑
n,m=−1
(
1−δ[n,m])
· c˜
(
n∆κx + δκx
3p
,
m∆κy + δκy
3p
)
· exp
[
i
(
j∆x
n∆κx + δκx
3p
+ l∆y
m∆κy + δκy
3p
)]
(17)
θin(j, l) = 3
−2(Np+1) · c˜
(
n∆κx + δκx
3Np+1
,
m∆κy + δκy
3Np+1
)
· exp
[
i
(
j∆x
n∆κx + δκx
3Np+1
+ l∆y
m∆κy + δκy
3Np+1
)] (18)
In Eq. 18 Np is the number of subharmonic constellations of sampled frequencies (groups of 8 subharmonics chosen
from common subgrid boundaries) and δ[n,m] is the two dimensional discrete Dirac delta function (δ[n,m] = 1 for
n = m = 0, otherwise δ[n,m] = 0) which we use to ignore the central point of each constellation. It is very important
to note that in Eqs. 17 and 18, we choose a different δκx, δκy for each element of the summation (see Fig. 6). That is,
for any index (n, m) change in in Eq. 17 or 18 we choose a new δκx, δκy according to a uniform distribution.
The final hybrid phase screen, θH , is given by:
θH(j, l) =θR(j, l) + θin(j, l) +
Np∑
p=1
θout(j, l, p) (19)
The sampling approach described by Eq. 19 can be visualized by Fig. 6 for Np = 1. We have found by choosing
the correct number of subharmonic constellations, Np, Eq. 19 yields very accurate results for any reasonable spectral
model. We shall demonstrate results for both bounded and unbounded spectral later in this section.
3.2 Phase Screen Whitening for Subresolution Inner Scales
Since the introduction of generalized spectral models by Kon [39], much theoretical work has gone into the study of
wave propagation through anisotropic, non-Kolmogorov turbulence defined by unbounded refractive index spectra
[40, 41, 42, 43, 22, 44, 45]. These spectral models are derived from the structure function of refractive index of the
form:
Dn(x, y, z) = C˜
2
n
(
x2
µ2x
+
y2
µ2y
+ z2
)α−3
2
(20)
where µx, µy are the anisotropy parameters in the x− and y−directions, respectively, α is the three dimensional spectral
power law, and C˜2n is the generalized refractive index structure constant with units m
3−α. Although occasionally
studies state this structure function model is only valid for l0 
√
x2 + y2 + z2  L0 [42], as applied to integrals for
calculating second and fourth order beam statistics the inner and outer scales appear as zero and infinity, respectively.
Also note that for α = 11/3, Eq. 20 simplifies to the 2/3’s law of Kolmogorov. It can be shown [40] that Eq. 20
corresponds to a three dimensional energy spectrum:
Φn(κx, κy, κz) =
A(α)C˜2nµxµy(
µ2xκ
2
x + µ
2
yκ
2
y + κ
2
z
)α/2 (21)
A(α) =
cos
(
piα
2
)
Γ(α− 1)
4pi2
(22)
where Γ denotes the gamma function.
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Figure 6: Visual aid showing traditional subharmonic sampling approach versus hybrid randomized spectral sampling
approach in κ-space for Np = 1. Black dots represent traditional sampling points (including subharmonic expansion),
red dots represent one realization of the randomized sampling approach, and the blue grid lines demarcate the sampling
boundaries for the randomized method.
These spectral models do not address practical matters of maximum feature sizes (outer scales) or Kolmogorov
microscales (inner scales), where the internal subrange ends and dissipation is the primary form of energy transfer
[46, 47]. However, these models are useful for studies of non-classical turbulence when the inertial subrange can be
approximated as infinite. While great attention has so far been devoted to modeling low spatial frequency components,
very little emphasis is placed on high frequency components outside of the simulated κ-space. As demonstrated in Figs.
7 and 8, this results in a sag of the phase screen structure relative to theory over small distances.
Figure 7: x−axis structure of phase screens made with the randomized, hybrid subharmonic algorithm and white noise
added, as well as screens using the traditional subharmonic method. Parameters for the screens are 1024× 1024 grid,
Np = 1, α = 3.1, λ = 1060 nm, ∆z = 500 m, and C˜2n = 10
−14 m−0.1.
We attempt to resolve this problem via addition of white noise to the screen, in order to simulate spectral energy not
included in the κ-space sampling grid or subharmonic subgrids. Recalling the formation of the structure function in Eq.
8
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Figure 8: x−axis structure normalized by theory of phase screens made with the randomized, hybrid subharmonic
algorithm both with and without white noise added, as well as screens using the traditional subharmonic method. The
parameters used to create this figure are identical to those of Fig. 7.
11, we calculate the variance of the white noise to be added to the screen as per the set of area integrals:
σ2x = 2pi∆zC˜
2
nk
2
∫∫
Kout
Φn(κx, κy, 0)
[
1− cos(xκx)
]
dκxdκy (23)
σ2y = 2pi∆zC˜
2
nk
2
∫∫
Kout
Φn(κx, κy, 0)
[
1− cos(yκy)
]
dκxdκy (24)
where Kout represents the region spanning all of the κz = 0 plane, which we define explicitly via:
K =
{
(κx, κy) : −∞ < κx <∞, (25)
−∞ < κy <∞
}
Kin =
{
(κx, κy) : −∆κxM
2
< κx < ∆κx
M − 1
2
, (26)
−∆κyM
2
< κy < ∆κy
M − 1
2
}
Kout =
{
(κx, κy) : (κx, κy) ∈ K | (κx, κy) /∈ Kin
}
(27)
In practice, the variances of Eqs. 23 and 24 can be evaluated numerically as the sum of several integrals. For the data
sets in this article, four integrals per parameter set were used spanning from the each corner of Kin to a |κx|, |κy| =∞
point in an adjacent quadrant of κ−space. Finally, the variances of two white noise processes are calculated as:
σ21 = Minimum
(
σ2x, σ
2
y
)
(28)
σ22 =
∣∣σ2x − σ2y∣∣ (29)
In order to whiten our phase screens, a M ×M matrix of Gaussian white noise with variance σ21 is added to the screen,
and is followed by addition of a random number with variance σ21 across each column (if σ
2
x > σ
2
y) or row (if σ
2
y > σ
2
x)
of the grid. For isotropic turbulence σ2x = σ
2
y , σ
2
2 = 0, and the second step can be negated. This method ensures the
small scale structure across the x−, y−, and diagonal directions is improved relative to theory.
Figures 7 and 8 show qualitative results of using this method. As lower power law α values place a higher portion of
their spectral energy at high frequencies, we have chosen to display a power law of α = 3.1.
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3.3 Results for Bounded Spectral Models
Returning to the modified atmospheric spectrum discussed in Section 22.2, we observe a marked difference in accuracy
of the hybrid method vs the subharmonic method of Frehlich [14], which we refer to interchangeably as the traditional
subharmonic method. We have chosen to compare with this specific subharmonic method, as opposed to other candidates
[13, 48] due to it’s improved convergence with theory [14] by virtue of weighting the subharmonic amplitude variances
using area integrals of spectral models of interest, as opposed to (non-randomized) spectral samplings. Results for
several values of the outer scale, L0, are shown in Fig. 9, with full results given in Tables 1 and 2. For each case, the
size of the outer scale has been set as a factor of the total simulated x−, y−basis, which was always one meter for this
simulation set (i.e. M∆x = 1 for all bounded spectrum data sets). Because it is impractical to present data for all grid
sizes, outer scales, and number of subharmonic constellations, we have focused on the 2048× 2048 grid case.
The data in this subsection represents statistics taken from a large sampling of phase screens, along the M2 + 1 ordered
row and column of each screen. Because the sampling directions are orthogonal the sample set sizes are, essentially,
10,000 trials. We find that for each case the hybrid method outperforms the traditional subharmonic method, which can
be verified by close inspection of Tables 1 and 2. In general, the RMS error over the region of interest in the phase
screens can be driven to 3% or below with the addition of enough subharmonics. Again comparing Tables 1 and 2, we
find that the error ratio of the hybrid method with the subharmonic method can be as low as 13.3%.
Figure 9: RMS error over region of interest computed along x− and y−directions for 5,000 phase screens using
modified spectrum, with l0 = M∆x/100.
3.4 Results for Unbounded Spectral Models
We also wish to assess the accuracy of our revised algorithm for the cases of generalized anisotropic, non-Kolmogorov
turbulence spectra discussed in Section 33.2. Although in the previous Section the theoretical structure metric was
computed using numeric integration, in this case simple closed-form solutions exist. By applying a change of variable
to Eq. 11 and we obtain:
Dθ(x, y) = 8pi
2k2A(α)B(α)C˜2n∆z
(
x2
µ2x
+
y2
µ2y
)α−2
2
(30)
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- Number of Subharmonic Constellations,Np
L0 1 2 3 4 5 6 7 8 9 10
10 0 1.7 1.7 1.7 1.7 1.7 1.7 1.7 1.7 1.7 1.7
10 .5 2.8 3.0 3.0 3.0 3.0 3.0 3.0 3.0 3.0 3.0
10 1 2.4 2.7 2.7 2.6 2.6 2.6 2.6 2.6 2.6 2.6
10 1.5 2.8 3.4 2.9 2.7 2.7 2.7 2.7 2.7 2.7 2.7
10 2 2.5 1.1 1.4 1.2 1.3 1.3 1.3 1.3 1.3 1.3
10 2.5 2.6 1.1 1.3 1.1 1.3 1.3 1.3 1.3 1.3 1.3
10 3 7.5 5.3 1.4 1.6 1.5 1.5 1.5 1.5 1.5 1.5
10 3.5 10 1.6 1.5 1.5 1.1 1.3 1.4 1.3 1.3 1.3
10 4 14 1.8 1.8 0.8 0.9 0.9 1.0 1.2 1.2 1.1
10 4.5 7.4 7.0 1.8 1.6 1.9 1.9 1.5 1.5 1.6 1.6
10 5 14 6.4 3.0 1.4 1.4 2.0 2.4 2.5 2.4 2.6
Table 1: Hybrid method percent RMS error compared to theory over region of interest computed using 5,000 phase
screens’ x− and y−axes for 2048 × 2048 grid size, parameterized by outer scale, L0, as well as the number of
subharmonic constellations, Np. The L0’s given in the first column have units of meters, and the simulated basis was a
one meter by one meter area.
- Number of Subharmonic Constellations,Np
L0 1 2 3 4 5 6 7 8 9 10
10 0 2.1 2.2 2.2 2.2 2.2 2.2 2.2 2.2 2.2 2.2
10 0.5 5.9 4.8 4.8 4.8 4.8 4.8 4.8 4.8 4.8 4.8
10 1 5.4 4.5 4.9 4.8 4.8 4.8 4.8 4.8 4.8 4.8
10 1.5 14 7.6 13 14 14 14 14 14 14 14
10 2 24 3.3 11 15 16 16 16 16 16 16
10 2.5 30 7.9 8.5 17 20 20 20 20 20 20
10 3 31 9.7 6.1 16 22 24 24 24 24 24
10 3.5 35 15 2.6 8.8 17 22 23 23 23 23
10 4 36 15 2.2 8.2 15 20 23 24 24 24
10 4.5 36 16 2.7 7.6 14 19 22 24 25 25
10 5 37 18 5.0 5.3 12 16 19 22 23 24
Table 2: Traditional method percent RMS error compared to theory over region of interest in similar configuration as
described in Table 1.
B(α) is defined in terms of a Bessel function integral identity [49]:
B(α) =
∫ ∞
0
(1− J0(κρ))κ(1−α)ρ dκρ
=
pi · sec (piα−32 )
2α−1Γ2
(
α
2
) (31)
where sec denotes the secant function. Substituting Dθ(j∆x, 0) and Dθ(0, l∆y) for the theoretical error expressions of
Eqs. 13 and 14, respectively, allows us to again use Eq. 15 as our error metric.
Due to the combination of our assessment of error as a ratio relative to a theory, as well as the scale invariance [13] of
this section’s turbulence models, the specific C˜2n and basis lengths, M∆x and M∆y, do not affect results. The results
are, however, sensitive to the α in use and number of subharmonics constellations. Figure 10 displays a comparison
of the hybrid method, including whitening, versus the Frehlich subharmonic method for several α’s over 50,000
independent, 1024× 1024 resolution phase screens using numbers of constellations between zero and ten. We note that
data was also collected for α’s of 3.2, 3.4, 3.6, 3.7, and 3.8 up to Np = 10 however that data is not plotted. Table 3
summarizes the minimum errors observed in testing for both schemes, as well as associated Np. We have observed
that our hybrid method outperforms the Frehlich subharmonic method on the 1024 × 1024 grid for any number of
subharmonic constellations, except for α = 3.9. Noting that our revised method falls short for the α = 3.9 case (at
least for Np ≤ 10), comparing the minimum E observed using each method for α = 3.1 to 3.8 we note that the average
ratio of our hybrid method’s E to that of the Frehlich method is 7.4%.
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Figure 10: RMS error over region of interest computed along x− and y−directions of 50,000 phase screens for
1024× 1024 grid using various spectral power laws (α′s) and number of subharmonic constellations, Np. µx = 1 and
µy = 2 for all data points.
α 3.1 3.2 3.3 3.4 3.5 3.6 11
3
3.7 3.8 3.9
Np 2 3 4 3 7 10 9 5 7 10
E .65 .33 .82 .86 .26 .46 .61 .55 1.9 16
Np 1 2 2 2 2 3 3 4 5 9
E 8.5 9.7 9.6 9.5 10 10 10 10 9.7 9.6
Table 3: Minimum percent RMS error (E) and associated number of subharmonic constellations (Np) for Randomized
Hybrid Method (middle two rows) versus traditional method (bottom two rows) for Np ≤ 10. Data was collected over
50,000 phase screens for 1024× 1024 grid, µx = 1 and µy = 2.
We have also included results for a 2048× 2048 grid case, as shown in Fig. 11. These metrics were gathered using
a smaller number of total phase screens (5,000) due to the longer computation times associated with the larger grid
sizes. For α ≥ 11/3 we have included results up to Np = 20 in order to demonstrate that for higher α’s performance
improvements appear to continue as subharmonic constellations above 10 are added. Results for select α’s are shown in
Figure 11, with We should note that due to the smaller number of total phase screens assessed, the statistical trends
appear noisier than the 1024 × 1024 grid case. Additionally, due to the overall lower error numbers for α < 3.8
collected using the 1024× 1024 grid over a greater number of sampled, we believe it is good assumption the higher
resolution 2048 × 2048 grid results would be improved with a larger sampling phase screens under test. For the
2048× 2048 grid case, the average ratio of the randomized hybrid method’s E to that of the traditional subharmonic
method is 15.1% across all α’s under test.
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Figure 11: RMS error over region of interest computed along x− and y−directions of 5,000 phase screens for
2048× 2048 grid using various α′s. A maximum of ten subharmonic constellations were used for α’s below 11/3, and
a twenty subharmonic constellation maximum was used for α’s greater than or equal to 11/3. µx = 1 and µy = 2 for all
data points.
α 3.1 3.2 3.3 3.4 3.5 3.6 11
3
3.7 3.8 3.9
Np 4 3 4 4 5 7 12 8 17 17
E 1.4 1.3 1.1 1.5 1.3 .95 1.5 1.2 1.3 4.0
Np 1 2 2 2 2 3 3 4 5 10
E 11 11 11 8.2 9.5 13 12 11 13 9.1
Table 4: Minimum percent RMS error (E) and associated number of subharmonic constellations (Np) for Randomized
Hybrid Method (middle two rows) versus traditional method (bottom two rows). Data was collected over 5,000 phase
screens for 2048× 2048 grid, µx = 1 and µy = 2.
4 Conclusion and Discussion
In this work we have demonstrated a straightforward method to correct low spatial frequency and periodicity issues
associated with FFT-based phase screen methods. We have further demonstrated that low and high spatial frequency
contributions can be further improved by combining our core technique with supplemental methods. In previous work
[38] we have estimated that the addition of every subharmonic constellations adds approximately the same computation
time of generating the purely FFT-based phase screen. As in many cases the core algorithm sans subharmonics
outperforms other methods utilizing multiple subharmonics, significant computation time associated with creating the
screens may be conserved while garnering improved structure accuracy. In cases where accuracy is paramount, our
hybrid method is able to produce very low error percentages across the region of interest.
Aside from the stated application of simulation of atmospheric optical turbulence, utilizing randomized spectral
sampling in concert with the FFT may have additional applications. When modelling processes containing divergences
or nulls in their spectral representations we believe a modification of our algorithm giving in Section 22.1 should be
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considered. Simulations of processes approximated by fractional differencing [50], such as radio frequency oscillator
phase noise [51], are a potential candidate. The 1/f α spectral model (with f the time frequency) of the stochastic
process is similar to our own. Additionally, straightforward applications would be to apply the techniques outlined in
this study to simulations of partially coherent sources [52, 53], simulations using three-dimensionally correlated phase
screens [54, 55], and simulations of optical propagation in underwater turbulence, which has it’s own unique spectral
representations [56, 57, 58]. The heightened low spatial frequency accuracy our techniques will have a direct impact on
beam wander statistics, which have been shown as an important factor in free space optical (FSO) communications
[59, 60, 61]. Additionally, temporal statistics are often at the center of studies regarding FSO performance metrics
[62, 63, 64, 61], which has lead to research on long phase screens to simulate aperiodic turbulence moving at the wind
speed [59, 65, 66]. We note that through a combination of circularly shifting the C matrix of Eq. 6 and applying
multiplying the exponential term in Eq. 7 by a factor, we have successfully demonstrated the creation of aperiodic
moving phase screens derived from the original components of θR, but not requiring the use of additional FFT’s after
the first complex screen realization (see Supplemental Information). Extending this capability to include subharmonic
constellations is not challenging. This feature can be directly applied to simulations of time-domain turbulence affects,
or combined with other techniques [66, 67] to improve statistics.
5 Supplemental Material
5.1 Aliasing Issues of FFT-based Phase Screens
In Section 22.1 it was mentioned that care must be taken in defining the refractive index spectral power function, Φn,
and by extension the random function, c˜. More explicitly, Φn used in Eq. 4 should be given by the replacement:
Φn
((
κx + ∆κx
M + 1
2
% M∆κx
)
−∆κxM + 1
2
,
(
κy + ∆κy
M + 1
2
% M∆κy
)
−∆κyM + 1
2
) (32)
where % in Eq. 32 represents the modulo operator. Additionally, this substitution explains the grid boundaries of Figs.
1 and 6 relative to Eqs. 3 and 4.
5.2 Replacement of Inverse FFT in Randomized Algorithm
As alluded to in in Section 22.1, the M2 in Eq. 6 may be dropped and the FFT used to achieve the same complex phase
screen via:
C (j, l) = M2 · F−12
[
C˜ (n,m)
]
= F∗2
[
C˜∗ (n,m)
] (33)
where F2[ · ] denotes the 2-dimensional FFT operator, and ∗ the complex conjugate. Complex conjugation can also be
skipped by effectively flipping the 2nd to M th elements of each row and column of C˜. This can be attained using the
modulo operator by virtue of:
F2
[
C˜
(
(M − n+ 1 % M) + 1, (M − n+ 1 % M) + 1)] (34)
However, in practice it is only important the statistics of the screens in question are reproduced. This can be achieved
simply using:
C(j, l) = F2[C˜(n,m)] (35)
θR(j, l) = exp[−i(j∆xδκx + l∆yδκy)] · C(j, l) (36)
where we note we have changed the sign in the exponent in Eq. 36 to be the opposite of that in Eq. 7.
5.3 Moving Phase Screens
As discussed in Section 4 it is possible to create moving screens using our modified algorithm from Section 22.1. Should
one wish to move the screens by an integer number of pixels each time step, this can be implemented by circularly
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shifting [24] the matrix defined by C(j, l) each iteration of a loop, and applying a proper multiplicative term to again
utilize the shift theorem [24, 25]. Let C ′(j, l, t) define the shifted C-defined matrix for each step, t. When using the
inverse FFT to create phase screens, the desired shifted screen, θ′R(j, l, t), is given by:
θ′R(j, l, t) = P(j, l, t) · C ′(j, l, t) (37)
where P(j, l, t) is given by:
P(j, l, t) = exp [−i (δκxvxt+ δκyvyt)]
· exp [i (j∆xδκx + l∆yδκy)] (38)
where vx and vy is the velocity of simulated motion in units of meters per iteration. We note that when using the FFT
convention, as per Section 55.2, the signs in both exponents in Eq. 38 must be inverted. To avoid precision issues for
large t, we recommend computing P(j, l, t) iteratively as per:
P(j, l, t) = exp [i (j∆xδκx + l∆yδκy)] , t = 0
= exp [−i (δκxvx + δκyvy)] · P(j, l, t− 1), t ≥ 1 (39)
If movement by a non-integer number of pixels is desired, one can interpolate C ′(j, l, t− 1) from step to step, or use:
C˜ ′(n,m, t) = C˜(n,m), t = 0
= exp [i (n∆κxvx +m∆κyvy)] C˜
′(n,m, t− 1), t ≥ 1
(40)
Please see Section 22.1 for our definition of C˜(n,m). The C ′(j, l, t) for use in Eq. 37 is then given by:
C ′(n,m, t) = M2 · F−1
[
C˜ ′(n,m, t)
]
= F∗
[
C˜ ′∗(n,m, t)
] (41)
Note that previous statements regarding interchange of inverse FFT with the FFT without complex conjugation for
statistical equivalence also apply to Eq. 41. Should one desire to drop the complex conjugation in the FFT based
method of Eq. 41 the sign of exponents in our definition of P (j, l, t) in Eq. 38 and 39 must be inverted appropriately,
along with the exponent of Eq. 40.
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