Abstract-The capacity of a three-dimensional (0 1) run length constrained channel is shown to satisfy 0 522501741838 0 526880847825. Index Terms-Channel capacity, constrained codes, magnetic and optical storage.
I. INTRODUCTION
A binary sequence satisfies a one-dimensional (d; k) run length constraint if every run of zeros has length at least d and at most k (if two ones are adjacent in the sequence we say that a run of zeros of length zero is between them). An n-dimensional binary array is said to satisfy a (d; k) run length constraint, if it satisfies the one-dimensional (d; k) run length constraint along every direction parallel to a coordinate axis. Such an array is called valid. The number of valid n-dimensional arrays of size m1 2 m2 2 1 1 1 2 mn is denoted by N for all n 1. A simple proof of the existence of the two-dimensional (d; k) capacities can be found in [1] , and the proof can be generalized to n dimensions. It is known (e.g., see [2] ) that the one-dimensional (0; 1)-constrained capacity is the logarithm of the golden ratio, i.e., 1 1 and in [3] very close upper and lower bounds were given for the two-dimensional (0; 1)-constrained capacity. The bounds in [3] were calculated with greater precision in [4] and are slightly improved here (see Section IV for more details), now agreeing in nine decimal positions 0:587891161775 C (2) 0;1 0:587891161868:
These bounds were also independently obtained to eight decimal positions in [5] . A lower bound of C (2) 0;1 0:5831 was obtained in [6] by using an implementable encoding procedure known as "bit-stuffing." The known bounds on C (2) 0;1 have played a useful role in [1] for obtaining bounds on other (d; k)-constraints in two dimensions. The three-dimensional (0; 1)-constrained bounds given in this correspondence can play a similar role for obtaining different three-dimensional bounds, and are also of theoretical interest. In fact, a recent tutorial paper [7] discusses an interesting connection between run length constrained capacities in more than one dimension and crossword puzzles (based on the work of Shannon from 1948). In this correspondence we consider the three-dimensional (0; 1) constraint, and by extending ideas from [3] and using two new bounds, our main result is to derive (in Sections II and III) the following bounds on the three-dimensional (0; 1) capacity.
Theorem 1:
0:522501741838 C The quantities log 2 3 m ;m =(m 1 m 2 ) and log 2 3 m =m 1 can be viewed as capacities corresponding to three-dimensional arrays with two fixed sides (lengths m1 and m2 ), and one fixed side (length m1 ), respectively. Upper and lower bounds on the three-dimensional capacity can be computed directly from the inequalities (similar to the two-dimensional case, as noted in [4] 
This lower bound on C (3) 0;1 is analogous to a two-dimensional bound in [3] , but 3 z and 3 r are not eigenvalues associated with transfer matrices of two-dimensional arrays here, and cannot easily be computed as in the two-dimensional case. Instead, we obtain a lower bound on 
1=(v0u)
where u is an arbitrary positive odd integer, v > u, and 3 z;v and 3 z;u are the largest eigenvalues of the transfer matrices T z;v and T z;u , respectively.
To find an upper bound on the quantity 3 r for a given r, we apply a modified version of a method in [3] . We say that a binary matrix satisfies the (0; 1) cylindrical constraint if it satisfies the usual two-dimensional (0; 1) constraint after joining its leftmost column to its rightmost column (i.e., the left and right columns can be put next to each other without violating the (0; 1) constraint). A binary matrix satisfies the (0; 1) toroidal constraint if it satisfies the usual two-dimensional (0; 1) constraint after both joining its leftmost column to its rightmost column, and its top row to its bottom row. 
To obtain the best possible lower bound, the right-hand side of (10) should be maximized over all acceptable choices of r; z; u; v; and s; subject to the numerical computability of the quantities 3 z;v , 3 z;u , and r;s. Table I shows the largest eigenvalues of various transfer matrices which were numerically computable. From this table, the best parameters we could find for the lower bound in (10) Proposition 2 generalizes an upper bound in [3] and is illustrated in Fig. 2 IV. REMARK Direct computation of eigenvalues using standard linear algebra algorithms generally requires the storage of an entire matrix. This severely restricts the matrix sizes allowable, due to memory constraints on computers. By exploiting the fact that our matrices are all binary, symmetric, and easily computable, we were able to obtain the largest eigenvalues of much larger matrices. Specifically, the eigenvalues used to obtain the capacity bounds in Theorem 1 were computed using the following result. The convergence rate of the power method depends on the relative size of the largest and second largest eigenvalues, but the second largest eigenvalues are generally unknown to us. Hence, we iterated the eigenvalue computation until the eigenvalues appeared to stabilize in the 14th significant decimal place (computing 34;5, 34;6, 3;10, and 3 4;6 ). The resulting eigenvector estimates were used as the values of x x x in Lemma 1 to obtain exact upper and lower bounds on the largest eigenvalues.
Similarly, we obtained the upper bound in (1) 
0;1 0:587891494943:
The lower bound in (1) is from [4] . We expect the bounds in (10) and in Proposition 2 to improve in the future as increased computational speed and memory expand more of Table I. 
