The Askaryan Radio Array is an ultra-high energy (UHE, > 10 17 eV) neutrino detector designed to observe neutrinos by searching for the radio waves emitted by the relativistic byproducts of neutrino-nucleon interactions in Antarctic ice. In this paper, we present constraints on the diffuse flux of ultra-high energy neutrinos between 10 16 − 10 21 eV resulting from a search for neutrinos in two complementary analyses, both analyzing four years of data (2013-2016) from the two deep stations (A2, A3) operating at that time. We place a 90% CL upper limit on the diffuse neutrino flux at 10 18 eV of EF (E) = 3.9 × 10 −16 cm 2 s −1 sr −1 . The analysis leverages more than quadruple the livetime of the previous ARA limit, and at this energy is the most sensitive reported by an in-ice radio neutrino detector by more than a factor of four. Looking forward, ARA has yet to analyze more than half of its archived data, and expects that dataset to double in size in the next three years as livetime accumulates in the full five-station array. With this additional livetime, we project ARA will have world-leading sensitivity to neutrinos above 10 17 eV by 2022. * B. A. Clark: baclark@msu.edu † M.-Y. Lu: mlu27@wisc.edu ‡ J. Torres: torresespinosa.1@osu.edu
I. INTRODUCTION
Ultra-high energy neutrinos (UHE, > 10 17 eV) are a unique window on the distant, high energy universe. In addition to gravitational waves, they are the only messengers capable of traveling cosmic distances undeflected and unattenuated. Besides having their trajec-tories bent by magnetic fields, for sources more distant than ∼ 50 Mpc, cosmic rays are expected to be degraded in energy through interactions with the Cosmic Microwave Background (CMB) via the Greisen-Zatsepin-Kuz'min (GZK) effect [1, 2] . High-energy gamma rays are similarly expected to pair-annihilate off the CMB and Extragalactic Background Light (EBL) [3] .
At high energies above 10 16 eV, low predicted fluxes [4, 5] combined with small expected cross sections [6] lead to O(10 −2 ) neutrino interactions per cubic-kilometer of water per year per energy decade expected. As such, the active volumes of the instruments required to detect this arXiv:1912.00987v1 [astro-ph.HE] 2 Dec 2019 UHE flux must necessarily approach the scale of 100 km 3 water equivalent.
The Askaryan Radio Array (ARA) is a UHE neutrino detector deployed at the South Pole seeking to observe these neutrinos above 10 17 eV. ARA searches for neutrinos by looking for the broadband (100-1200 MHz) radio pulse ("Askaryan emission" [7, 8] ) that accompanies neutrino-nucleon interactions in dense dielectric media such as ice, salt, and sand. This effect, caused by a ∼ 20% negative charge asymmetry in electromagnetic showers in media, and acting as a coherently radiating charge distribution, has been observed in the laboratory at accelerator facilities [9] . Sensitivity is enhanced by the long (generally greater than 500 m [10] ) attenuation length of radio waves in South Pole ice; thus, naturally occurring detector volumes can be instrumented sparsely and economically.
In this paper, we report constraints on the diffuse flux of UHE neutrinos over the energy interval 10 16 − 10 21 eV. This result is based on two blind, complementary searches for neutrinos in four years of data from ARA stations A2 and A3 recorded between February of 2013 and December of 2016. We find a 90% confidencelevel upper limit on the diffuse neutrino flux for a decadewide energy bin centered at 10 18 eV of EF (E) = 3.9 × 10 −16 cm 2 s −1 sr −1 , which is the best limit reported by an in-ice radio neutrino detector at this energy by more than a a factor of four. Near 10 19.5 eV, the limit further improves by more than another order of magnitude, and comes within a factor of few of being competitive with other world-leading limits.
We underscore several important features of this newest result. First, it demonstrates ARA's capability to analyze its growing dataset. This analysis leverages four station-years of data in each of two stations, where a station-year is defined as a calendar year for which a station was generally operational, inclusive of intermittent detector downtime. For the analysis presented here, though we have four-station years of data, only 1100 days of those four years, or about 75%, are good for analysis. This analysis is therefore the first ARA result to analyze O(10) station-years of data. This demonstrated capability to analyze our growing dataset, which will be important as ARA looks to the future. There is an additional factor of two of livetime awaiting analysis on archive, and with the full five-station ARA array collecting data since January 2018, the data set is expected to double yet again by 2022. With a total accumulated livetime expected to exceed 40 station-years by the end of 2022, ARA is poised to be the leading UHE neutrino detector above 10 17 eV.
Second, the analysis maintains reasonable efficiency (∼ 35% at 10 18 eV, and reaching 50% efficiency near a voltage signal-to-noise ratio (SNR) of 8) while remaining general and not relying on quantities that are strongly model-dependent, such as a correlation with a signal template. This is advantageous because although the Askaryan signal has been observed in the laboratory, it has never before been observed in nature.
In line with our previous two-station result [11] , this analysis did not require excluding data recorded during the Austral summer, nor did it require geometric rejection regions in the direction of the South Pole. In the prior analyses of the Prototype station [12, 13] , 31% of livetime was lost due to anthropogenic activities during the Austral summer, as well as 9% of the detector's solid angle coverage. This paper is organized as follows. In Sec. II, we describe the ARA instrument. In Sec. III, we describe the data analysis methods used in two parallel analyses, and in Sec. IV we discuss our findings. In Sec. V we discuss the result and its implications, as well as prospects for the future. Finally, in Sec. VI we conclude.
II. INSTRUMENT DESCRIPTION
The Askaryan Radio Array is a UHE radio neutrino detector consisting of five stations located a few kilometers grid-west of the geographic South Pole in Antarctica, as drawn in Figure 1 . A single station consists of 16 antennas (eight HPol and eight VPol), along with signal conditioning and Data Acquisition (DAQ) electronics. The antennas are deployed down holes 200 m deep on four "measurement strings", roughly forming a cubical lattice of side length 20 m. At each corner of the cube an HPol quad-slotted cylinder antenna sits a few meters above a VPol bicone antenna. Each antenna is roughly sensitive to 100-750 MHz radiation. Two calibration strings are deployed about 40 m radially away from the four measurement strings. Each calibration string contains a VPol and an HPol antenna, and is capable of emitting broadband RF pulses which provide an in-situ calibration of station geometry and timing, as well as a measurement of livetime.
Construction of ARA began in 2011, when a prototype station (Testbed) was deployed [12, 14] at 30 m depth to evaluate the RF environment and electronics performance. The first design station (A1) was deployed in 2012, but only up to 100 m depth due to limited drill performance. In 2013, two deep stations (A2, A3) that are the focus of this work were deployed at 200 m depth [11] . Two more 200 m depth stations (A4, A5) were deployed in 2018.
A. The ARA Electronics
A schematic drawing of the ARA instrumentation and electronics is shown in the right of Fig. 1 signal is then transmitted to the surface as RF-over-Fiber (RFoF) to prevent attenuation over the 170 m journey up the borehole. At the surface, the optical data is converted back to an electronic signal, amplified again by 40 dB, before finally being bandpass filtered once more to remove any out-of-band noise added by the amplifiers. The signal is then split into a trigger and digitizing path.
The trigger path is routed through a tunnel-diode which serves as a passive, few-nanosecond power integrator. When the rising edge of the tunnel diode output exceeds roughly five times the ambient thermal noise level, the lowest-level single channel trigger fires. If three same-polarization antennas register a single channel trigger within 170 ns (the light travel time across the station's diagonal) all 16 antennas in the array are read out. This scheme is optimized to trigger on Askaryan pulses, which should generate significant power in very short time windows and traverse the array with light-like delays.
The signal is recorded through the digitization path. Signal is stored in the circular buffer of an IceRay Sampler 2 (IRS2) chip, which is a high-speed 3.2 Gs/s digitizer ASIC. To minimize power consumption, the buffers are implemented in analog as Switched Capacitor Arrays (SCA). After a global trigger is issued, sampling is halted and analog-to-digital conversion commences. Each readout records 400-600 ns of waveform, roughly centered on the trigger. The bundle of 16 waveforms and the associated housekeeping data (UTC timestamp, etc.) defines an event.
Triggering is performed by four Triggering DAughter boards (TDAs), while digitization is handled by four Digitizing DAughter boards (DDAs), with four RF channels per board. The logic and readout to storage for the eight daughter boards is managed by the ARA Triggering and Readout Interface (ATRI). The ATRI communicates via USB with a Linux Single Board Computer (SBC) for run control and data archiving.
The dominant source of triggers for the array is fluctuations in the blackbody thermal noise background of the ice, or "RF" triggers. The precise triggering threshold for a given antenna is actively adjusted so that the global trigger rate, after taking into account combinatorics and trigger coincidence windows, is maintained at 5 Hz. In addition, each station collects a sample of background "software" internally-generated triggers as well as the calibration pulses, both at 1 Hz, for a total 7 Hz global trigger rate.
B. Detector Livetime
This analysis comprises data recorded by ARA stations 2 and 3 between initial deployment in February 2013 and the end of December 2016. Over the course of these four years, each station accumulated roughly 1100 days of livetime, as shown in Fig 2. The two detectors were operated in several different "configurations", representing different combinations of operating parameters such as trigger window size, etc. We summarize the five data taking configurations for each station in Tab. I of App. B 2. For all configurations in A2, the bottom HPol channel of string 4 was non-operational, and it is excluded from participating in the trigger for configurations 3-5. Additionally, for configurations 3-5 of A3, the fourth string of the detector, corresponding to channels 3, 7, 11, 15, participates in forming triggers normally, but due to digitization issues does not produce useful signal for analysis. 
C. Simulation
We generate simulated data sets with the Monte Carlo package AraSim, which has been previously described extensively in Allison et al. [11, 12] . This code models the generation of neutrino events from a diffuse flux and their interactions with the Earth and Antarctica. After simulating interactions in-ice, AraSim renders a time-domain parametrisation of the Askaryan radiation, and propagates that radiation through the ice, taking into account signal attenuation and ray-bending based on a depthdependent index of refraction model. When the radiation arrives at a simulated station, it is convolved with a frequency dependent model of the detector, including the antennas, signal chain, and the trigger logic. The model of the instrument includes the dispersive effect of frequency-dependent group-delay induced by the signal chain.
If the event satisfies a simulated trigger, it is stored in the same format as real data so that our analysis codes can be executed on either data or simulated events interchangeably.
The models of the A2 and A3 stations are datadriven, and include calibrations derived from the 2012-2013 dataset as described in [11] . In particular, the antenna locations, the noise-temperature of the ice, and the gain of every channel are all implemented in the model based on in-situ measurements. The simulations also models the configuration-specific variations in the electronics behavior (readout length, trigger window size, trigger delay values, etc.).
In Fig. 3 , we show the effective area ([AΩ] eff ) of the two detectors, averaged over configurations. The effective areas are derived via Monte Carlo techniques with AraSim as described in App. B. We find that A2 and A3 have comparable effective areas to within a few percent. We additionally find that triggering and readout parameters specific to each livetime configuration, as discussed in Sec. II B, do not result in differences in the trigger level effective area in excess of a few percent. 
III. DATA ANALYSIS
Our data analysis searches for a diffuse flux of neutrinos between 10 16 − 10 21 eV. The analysis is designed to remove background events, principally thermal and anthropogenic (human-made) noise, while preserving sensitivity to neutrinos. The analysis proceeds in a "blind" fashion, where the ARA data is divided into two subsets. 10% of the data is set aside as a "burn" sample, and used to tune cuts and understand backgrounds. The remaining 90% of the data is kept blind from the analysis team until cuts are finalized.
A. Summary of Blind Analyses
Two parallel, complementary analyses were performed on the four-year data samples, which we refer to as Analysis A and Analysis B. In this section, we outline the strategies followed by both, with Sec. III F describing features specific to the two separate analyses.
Both analyses follow similar strategies. First, a set of basic data quality and livetime cuts are applied to remove detector 'glitches', calibration events, and periods of livetime known to be contaminated with anthropogenic activities. Second, fast event-level filters designed to reduce the quantity of data by an order of magnitude or more are applied. Third, interferometric-based reconstruction is performed to identify the arrival direction of a recorded signal, and geometric cuts invoked to reject events that originate from above the ice surface or in the direction of known calibration pulsers. Finally, a bivariate cut is applied on the signal-to-noise ratio (SNR) and an analysis-specific reconstruction quality parameter. Analysis A considers events only in the vertical polarization, while Analysis B includes events in both the horizontal and vertical polarizations. Both derive datadriven models of the background, and set their final cuts such that ∼ 0.01 background events are expected to pass the analysis in the 1100 days of livetime, corresponding to the level of maximum search sensitivity.
B. Data Quality Cuts
Before analysis begins, we remove periods of livetime which are known to contain human and calibration activity. This includes, for example, maintenance operations on the detector during the Austral summer, and the operation of surface pulsers or the IceCube deep pulsers. These livetime cuts remove less than 2% of the total livetime recorded by the instrument.
Next, both analyses deploy a nearly common set of data quality cuts designed to remove instrumental glitches and remaining calibration events from the dataset. Glitches are typically present either as waveforms that are shorter than those generated during normal readout, or waveforms with unphysical discontinuities, and comprise less than 0.001% of events. Additionally, we remove the "software" triggers described above, as well as "tagged" calibration pulser events. We are able to "tag" calibration pulsers under normal operating conditions as they are nominally triggered by the pulseper-second (PPS) TTL inside the DAQ, so these events are readily identified by their timestamps. This has negligible affect on the detector livetime and neutrino sensitivity.
C. Event Filter
Because of the size of the ARA data (> 1.5 × 10 8 events/station/year), and the expectation that most triggers are upward fluctuations of the thermal noise environment, each analysis applies a computationally simple cut that rejects >90% of triggered events. Both algorithms have been described elsewhere [15] . Analysis A utilizes a multiplicity trigger event filter, which requires that more than three VPol channels each have an SNR above some threshold. Analysis B utilizes a wavefront-RMS filter, which requires that the pattern of arrival times across the array be consistent with that of a planewave. Analysis A tunes their SNR threshold such that 99% of triggered events do not pass the filter, while Analysis B tunes their filter such that 90-95% of triggered events do not pass. The filters are generally efficient; for example, in Analysis A, the multiplicity trigger is approximately 70% efficient for 10 18 eV neutrinos, where for Analysis B the wavefront-RMS filter efficiency is approximately 90%.
D. Reconstruction and Geometric Cuts
For events passing the event filter, we perform an interferometric-based reconstruction [16] to determine the direction of the source of measured incoming radio waves. This interferometric reconstruction technique has been used in other ARA analyses [11] [12] [13] 17] and in the ANITA experiment. The interferometric technique relies on the fundamental relationship connecting the location of an emitting source in space and the time delays expected for two measurement antennas with known separation.
For a given pair of antenna waveforms, the crosscorrelation between the voltage waveform on the i-th antenna (V i ) and the voltage waveform on the j-th antenna (V j ) as a function of time lag τ can be expressed in Eq. 1:
where the RM S are the root-mean-square voltages of the waveforms in the absence of signal. The lag τ defines the the time delay of one antenna waveform relative to the other and depends on the position of the source emitter relative to the array center, characterized by an elevation angle (θ), an azimuthal angle (φ), and a distance to the source (R). The array center is defined as the centroid of all sixteen measurement antennas in the station. The total cross-correlation strength for a given point on the sky is given by summing over all like-polarization pairs of antennas as in Eq. 2:
The cross-correlation function for an individual pair of antennas, C i,j , is expected to be maximal when the lag is equal to the true difference in the arrival times of a signal at the two different antennas. The sky map is therefore expected to have a peak at the putative source direction. For determining source direction, Analysis A tests radii from 40-5000 m to locate a hypothesis radius which maximizes C sky , while Analysis B reconstructs only at 41 m and 300 m, corresponding to the radius of the calibration pulser and a radius taken as a plane-wave proxy.
The pairwise time lags τ for a given point on the sky θ, φ are computed by calculating the path a light ray would take from a hypothesized source location to an antenna. The calculation accounts for the changing index of refraction of the Antarctic firn, which causes rays to follow curved, rather than rectilinear trajectories.
With n(z) the depth-dependent index-of-refraction, and z the (negative) depth from the ice surface, the raytracing method models the changing index of refraction as:
This index of refraction model was developed by the RICE experiment based on data collected in Antarctica [18] . To smooth uncertainties in this ice model and other systematics (such as differences in the phase responses of the various contributing antennas), we calculate the Hilbert envelope of the cross-correlation function before summing over pairs, as is done in previous analyses. We consider the index to be unity above the surface. After solving for incidence arrival directions, both analyses impose two geometric cuts. The first is an angular cut in the direction of the calibration pulser system. The second is a cut on the elevation (θ) of the arriving event, and is used to reject events coming from above the surface.
The cuts on the angular region around the calibration pulser systems is necessary to reject untagged calibration pulser events; approximately 1/10 4 calibration pulser signals are emitted outside of the time window expected; the cause of this "mis-firing" is not well understood. Additionally, one configuration in A3 did not have the calibration pulser system correctly synchronized to the PPS clock, and so a purely geometric rejection criterion is needed. To determine this geometric cut region, the angular distribution of tagged calibration pulsers is fit (either with a Gaussian or a Kernel Density Estimator), and a cut region determined such that fewer than 10 −3 calibration pulser events are expected to reconstruct outside of that angular region for the entire livetime period. The value of 10 −3 is approximately an order of magnitude less than the expected backgrounds in the analysis. Less than 3% of neutrinos are cut by this calibration pulser geometric cut requirement.
The geometric cut at the surface is used primarily to reject anthropogenic noise, as well as potential downgoing physics signals such as cosmic rays. We make the cut on events from above the surface because we expect neutrino events to predominantly yield up-coming signals. The cut on events from above the surface proceeds similarly to the cal pulser geometric cut. We fit the distribution of events in sin(θ) near the transition between the air-ice boundary, and place an angular cut such that fewer than 10 −3 events from the above-ice distribution are expected to reconstruct within the ice. In Analysis A, events are only reconstructed in the vertical polarization, while in Analysis B, an event may be classified as surface origin in either polarization. Approximately 10-30% of neutrinos are cut by the surface cut at 10 18 eV depending on on the analysis and station, partially because radio waves can follow curved trajectories as they traverse the varying index-of-refraction, and can appear as downgoing signals when they in fact arise from sources within the ice.
E. Bivariate Cut and Background Estimate
Both analyses implement their final separation of noise from potential neutrino signals as a bivariate cut in the peak cross-correlation (C sky ) vs signal-to-noise ratio (SNR) plane. For an event to 'pass', Analysis A imposes a box cut requiring that an event's C sky and SNR both exceed a station and configuration specific threshold: C sky > C min and SN R > SN R min . In Analysis B, an event is required to pass a linear combination of the two, such that SN R > m × C sky + b, where m and b are station and configuration specific analysis parameters. An example of the box cut for A3 configuration 3 in Analysis A is provided in Fig. 4 .
Both analyses use a data-driven model of the backgrounds in order to set final cuts and estimate the expected number of background events passing all cuts. As in previous analyses, the model is constructed by fitting the distribution of events as a function of the cut parameters (C sky , etc.), and setting the cut such that fewer than ∼ 0.01 background events are expected to pass all cuts, which is the level at which we find the best expected limit.
F. Analysis-Specific Comments

Analysis A
Analysis A uses solely signal from VPol antennas for the search. This is motivated by the fact that the majority (∼ 70%) of simulated signal events contain VPol triggers. Furthermore, VPol antennas are more sensitive than HPols antennas, especially at low frequencies. To define the surface geometric cut, Analysis A reconstructs the incident angle of each event with signal arrival times calculated assuming a bulk-ice model with a constant index of refraction 1.76 and a putative source distant of 5 km to emulate a distant source at the ice surface. This approach proved to be the most successful in reconstructing a radio emitter system installed on the rooftop of the IceCube Lab, which served as a proxy for distant surface signals. The cut is then placed on the elevation angle of the result of this reconstruction as described in the previous section.
One category of background present in ARA data is continuous-wave (CW) emission. CW emission is anthropogenic in origin, and the most common type of CW encountered in ARA is generated by the ∼403 MHz radiosonde attached to NOAA weather balloons that are launched once or twice daily from the South Pole; we additionally see 125 MHz emission from an as-yet unidentified source. The presence of CW is generally identified visually as a strong spectral peak in the power spectral density of an event.
To eliminate the contamination of CW emission, Analysis A places an out-of-band cut, where an event is considered CW-contaminated if more than three channels in either polarization demonstrate peak spectral density below 170 MHz. This frequency threshold is motivated by a combination of the pass-band and data observation. We discard the event entirely if such CW contamination is found. This cut represents negligible signal efficiency loss below 10 19 eV, and a ∼ 10% loss at 10 21 eV from off-cone signals. To reject CW contamination in higher frequencies, we observe that such events, while producing high C sky values due to their CW nature, do not produce high SNR values on the C sky -SNR plane. Therefore, Analysis A rejects these events with the 2-D box cut. CW contamination is identified with two methods: firstly by looking for spectral peaks over run-specific baselines as in the prototype station analysis [12] and secondly by looking for stability between phasors at a given frequency as is done in the LOFAR experiment [19] . Once CW has been identified at a specific frequency, this contamination is removed using a filtering technique developed and used by the ANITA collaboration which operates in a similar frequency domain [20] . The filter notches spectral peaks in the amplitude domain, while reconstructing the uncontaminated-phasor of a potential signal in phase space. Once an event has been filtered of its contaminating CW emission, it proceeds in the analysis as above.
Development and use of techniques to mitigate CW contamination is important because the ∼403 MHz emission at South Pole can contaminate up to 10% of ARA's daily livetime. As the detectors continue to accrue livetime, and sensitivity at low-SNR improves, the ability to filter events of contaminating CW emission will be important for leveraging the full livetime of the array. 
IV. RESULTS
Before examining the neutrino signal-region, defined as events passing all cuts in the analysis, both analyses first reversed the requirement that events reconstruct inside the ice. That is, we examined events which failed the geometric cut of reconstructing above the surface. This is done in order to detect bursts of activity from the surface. In both analyses, this "surface-noisy" cut eliminated approximately an additional week of livetime. After rejecting data containing bursts of surface activity, both analyses examined the neutrino signal region in A2 before examining the signal region in A3. Each analyses' individual unblinding results are discussed in App. A 1 and App. A 2.
Neither analysis observes a statistically significant excess of events. In the absence of detection, in Fig. 6 we compute the 90% confidence level (CL) upper limit on the diffuse flux of neutrinos. Further details on the upper limit calculation can be found in App. B. We report the limit set by Analysis A, which had slightly enhanced expected sensitivity, by up to 15%, depending on energy.
In Fig. 5 , we present the analysis efficiency of Analysis A for both A2 and A3; the efficiencies are the livetimeweighted averages of the five different data taking configurations. We show the efficiency for Analysis A, as it is the analysis used to set our limit, though the efficiencies for Analysis B are comparable. The analysis becomes efficient near an SNR of 8, and does not fully saturate to a value between 70-80% until it is above an SNR of 10. As a function of energy, at 10 16 eV, the analysis has a relatively low efficiency of about 5%. The efficiency rises to ∼ 35% by 10 18 eV, and peaks near 10 20 eV at between 50-60%, depending on the specific station. For this purpose, the SNR is shown as it was computed in Analysis A, where SNR is defined identically to the previous two station result [11] , namely SN R = E j,max /σ Ej,noise , where E j,max is the maximum of the square-root of a rolling 25 ns integrated power average of the waveform, specifically:
where n is the number of samples in the 25 ns window. σ Ej,noise is the average value of E j in the half of the waveform that does not contain pulses.
V. DISCUSSION AND OUTLOOK
The resultant limit from this search is the strongest limit set by ARA to date, and the strongest limit set by an in-ice radio neutrino detector. We are encouraged that the two analyses, which leveraged completely orthogonal sets of reconstruction and analysis tools, have similar sensitivity and produced consistent expected limits within 15% for all energy bins.
Looking forward, in Fig. 6 we additionally show the projected trigger-level single event sensitivity the fivestation ARA5 array can achieve with data that will be accumulated through 2022. As the figure demonstrates, Fig. 6 . The 90% confidence-level upper limit on the diffuse flux of neutrinos set by this analysis (thick black line). We also plot the projected trigger-level single-event sensitivity for the five-station ARA5 array by 2022 as a black-dashed curve. Also shown are the latest limits and flux measurements from IceCube [21, 22] , Auger [23] , ANITA [24] , and ARIANNA [25] . Shown for comparison are several benchmark cosmogenic neutrino flux models [4, 26, 27] .
ARA will be the world-leading neutrino detector above 10 17 eV. Much of this gain is accomplished through accumulation of livetime. The eight stations' years of livetime analyzed for this paper are slightly less than half of the total ARA livetime that has been archived by the fivestation array thus far. Further, as ARA5 continues to take data, by 2022, the data will again have doubled in size. We note three important challenges in these analyses that have resulted in improvements moving forward, especially as the ARA dataset continues to grow, the diversity of the array increases, and the field looks forward to a large-scale radio array in IceCube-Gen2. First was managing the time-dependent nature of the ARA instruments; for example, for some periods of time, certain parts of A2 or A3 malfunctioned, or had differently configured triggering parameters, etc. Each of these required adjustments to analysis algorithms and analysis thresholds. As a result of the analyses described herein, identification of such time periods has been considerably streamlined.
Second is the improvement in intra-collaboration communication between the ARA operations and analysis teams. In many cases, periods of livetime which were contaminated with calibration activity or detector malfunctions were recorded in operations reports, but were not conveniently stored for access by analysts.
Third was managing anthropogenic activity from the South Pole over several Austral summers. Despite most human activity being isolated nearly a two miles away, the analysis requires aggressive cuts on down-going signals, which eliminated 10-30% of neutrino events. Improvements to reconstructions algorithms to more confidently reject down-going events without requiring such substantial cuts on solid angle will improve the analysis efficiency in the future. We additionally note that the station background at 450 MHz is now essentially insignificant, such that aggressive notch filtering is no longer required.
VI. CONCLUSION
In this paper, we present constraints on the flux of UHE neutrinos between 10 16 − 10 21 eV from four years of data in ARA stations 2 and 3. We have presented the description of the livetime and the instrument, and detailed the cuts used to eliminate backgrounds in two complementary, blind analyses. The resultant limit is the best set by ARA to date, and the best limit produced by an in-ice radio neutrino detector. The result utilizes more than quadruple the livetime of the previously published ARA analysis, and maintains reasonable efficiency to neutrinos while remaining general to signal shape, and does not require costly cuts on livetime in Austral summer or angular cuts in the direction of anthropogenic sources like South Pole Station. The projected singleevent sensitivity at the trigger-level for the five station array shows ARA achieving world-leading sensitivity to neutrinos above 10 17 eV by 2022.
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Analysis A Results
After post-unblinding examination, Analysis A observes 0 events on a background expectation of (5 ± 2) × 10 −2 background events per station.
At unblinding, Analysis A observed two events in the candidate neutrino signal region in A2. While both reconstruct inside the ice using an interferometric technique which utilizes all VPol channels of the array, both only have visibly identifiable signals in the bottom row of VPol antennas. When the reconstruction is repeated utilizing only antennas in the bottom row of the array, both events confidently reconstruct to above the surface. We consider both of these events to be backgrounds of surface origin.
At unblinding, Analysis A observed four events in candidate neutrino signal region in A3. Three cluster in time to within a few minutes, and are located in a run which contains a burst of surface noise, but was technically subthreshold in the "surface-noisy" cut as described above in Sec. IV. The fourth event is reconstructed inside the ice with interferometric methods, but is reconstructed above the ice with other hit-time based reconstruction algorithms which trace their lineage to the RICE experiment. That event is therefore determined to be consistent with an event of surface-origin using this hit-time based method.
Since all events observed in Analysis A can, with currently available tools, be identified to be of surface origin, or cluster in time with bursts of surface activity, we do not consider Analysis A to have measured any events. As Analysis A provided the better expected limit, we proceed to compute the limit as described in App. B with a observed number of events of zero.
Analysis B Results
After post-unblinding examination, Analysis B observes 1 event in the VPol signal region on a background expectation of (1 ± 0.3) × 10 −2 in the station and polarization for which the event was observed.
At unblinding, Analysis B observed 19 events in the candidate neutrino signal region in A2. Of these, seven were "near-surface" events, and were addressed by more stringent, data-driven surface cuts, as described in Sec. III D. Analysis B had originally used a geometric argument to determine the value of the surface cut, as opposed to data-driven methods. An additional seven events were of a type not observed in the burn-sample, where an unphysical amount of power was deposited in one or two strings. These were removed with an update to the quality cuts. Of the remaining four events, one is clearly strong CW emission near 125 MHz. The second event presents as a frequency comb in two separate strings, demonstrating several harmonics. The third event reconstructs inside the ice with interferometric techniques, but is reconstructed above the ice with the same hit-time based reconstruction algorithms as used on the passing event in Analysis A. The fourth event is a relatively weak event observed only in three VPol channels, and is only slightly above analysis threshold. This fourth event is the one remaining background in Analysis B discussed above.
At unblinding, Analysis B observed three events in the candidate neutrino signal region in A3. Two cluster in time within a few minutes, and are located in the same run which generated the three passing events in Analysis A. The third is the same event observed in Analysis A, which was determined to be downgoing with hittime based reconstruction methods. Like in Analysis A, all three events are determined to be of surface origin, or associated with a burst of surface activity.
The one passing event in Anaysis-B cannot be clearly identified as being a background, being of surface origin, or being associated with surface events with presently available analysis and reconstruction tools. This event does not impact the reported limit, as Analysis B does not set the limit, as it had slightly weaker expected limit relative to Analysis A.
Appendix B: Limit Calculation
We set a 90% confidence level upper limit on the flux E i F (E) i in the i-th energy bin of width dlog 10 E according to Equ. B1: E i F (E) i = 2.44 Λ i n(10) dlog 10 E (B1) where 2.44 is the normal Feldman-Cousins upper limit for zero measured events on a background expectation of zero. Use of zero instead of the actual background estimate for the analysis setting the limit is conservative by ∼ 2%, and does not substantially change the result. We take dlog 10 E = 1, corresponding to decade wide bins in energy. Λ i is the exposure of the instrument summed over stations and configurations, taking into account analysis efficiencies as presented in Fig. 5 . Λ i for a given energy bin is defined explicitly as:
where for a specific energy (i), station (j), and configuration (k), i,j,k is the efficiency and [AΩ] ef f,i,j,k is the effective area as shown in Fig. 3 . T j,k is the livetime of the instrument for a specific station and configuration as reported in Tab. I. The effective areas [AΩ] ef f of the instruments are computed from the effective volumes [V Ω] ef f through the thin-target approximation:
where L int = m N /(ρ σ νN ) is the interaction length of a neutrino in the earth, where m N = 1.67 × 10 −24 g is the mass of a nucleon, ρ = 3.8 g/cm 2 is the average density of the earth, and σ νN is the neutrino/anti-nuetrinonucleon cross-section in the units of cm 2 as computed in Connolly et. al. [6] . The effective volumes are calculated by Monte Carlo methods. Using AraSim at specific energy, we simulate a number of neutrinos N thrown in an interaction volume V thrown with an isotropic distribution of arrival directions, and with an equal number of events between the three neutrino flavors and between neutrinos/anti-neutrinos. The sum of the weights of triggered events, w trig , determines the effective volume:
where the weighting accounts for the neutrino survival probability up to the interaction vertex.
Limit with Alternative Flux Scaling
In Fig. 7 , we show the same 90% CL limit as we presented in Fig. 6 , but with an alternative scaling on the yaxis so that the flux is multiplied by an additional factor of energy in GeV. In this scaling, the y-axis represents energy flux per cm 2 s −1 sr −1 as opposed to the particle flux. Fig. 7 . Same as Fig. 6 , but with an alternative flux scaling.
Livetime Configurations
In Tab. I, we provide a table of the different station configurations, outlining the key parameters that differentiate them, along with the quantity of livetime for which they were active. Note that A3 configuration 5 varies from A3 configuration 1 by the loss of quality digitizer data in string 4. In both tables, the Active Delays column represents whether a set of trigger delays were applied to account for different cable lengths from different channels or not. 
