The primary purpose of this paper was to provide an in-depth analysis of the ability of modern analytical platforms (using 
Introduction
In 2011 report by the McKinsey Global Institute (MGI) it was mentioned that only the United States needs 1.5 million more data-literate managers to meet the demands of the data-driven enterprise [1] . Furthermore, digital flows now exert a larger impact on GDP growth than the centuries-old trade in goods, according to a new 2016 MGI report [2] . That's why effective business analytics is a focus for business leaders across the globe in increasing numbers [3] .
Advanced analytics platforms have always been tools built for statisticians and data scientists. But in contrast to previous years Gartner noted in [4] that these tools are "increasingly being directed at business analysts and 'citizen data scientists.'" Gartner defines a "citizen data scientist" as a "person who creates models that leverage predictive or prescriptive analytics, but whose primary job function is outside of the field of statistics and analytics. This person is not typically a member of an analytics team (for example, the analytics center of excellence) and does not necessarily have a job description that lists analytics as their primary role. This person is typically in a line of business that is outside of IT and outside of a BI team." [4] . Citizen data scientists are "power users" who will be able to perform simple and moderately sophisticated analytic tasks that would previously have required more expertise. New tools will also make highly skilled data scientists more productive, enabling them to churn out more analysis in the same amount of time. Thus, Gartner's rankings on its well-known "completeness of vision" and "ability to execute" axes now ride as much on "ease of use" as they do on offering numerous and novel analytical algorithms.
IBM Watson Analytics that appeared in 2015 is among the new modern advanced analytics platforms easy to use and directed at business analysts and citizen data scientists. IBM hopes Watson Analytics has the potential to give business users access to a new user experience for data discovery, featuring an integrated analytic workflow that includes selfservice data preparation, natural language query generation and exploration, and automatic pattern detection and prediction -to allow business analysts and citizen data scientists to find valuable insights in data without advanced skills" [5] .
Goal of this research is to assess the ability of IBM Watson Analytics to suggest effective predictive models for stock price forecasting.
Research question of this work is as follows: does modern advanced analytical platforms (using IBM Watson Analytics as a case) suggest effective predictive models for stock forecasting, in comparison with traditional analytical econometric platforms and models?
Research objectives of this paper are: -To construct and evaluate theoretically based econometric models for stock prices forecasting. -To construct econometric models for stock price forecasting using factors, suggested by IBM Watson Analytics prediction function. -To compare the performance of theoretically based, and IBM Watson Analytics suggested models. In a course of this research, we will evaluate the abilities of mentioned analytical platform to serve the needs of traders. In case of traditional analytics platforms (statistical packages), we will use theoretically based econometric models, and in case of IBM Watson analytics we will let the platform to suggest optimal models by itself. This approach has a
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Proceedings of the 50th Hawaii International Conference on System Sciences | 2017 URI: http://hdl.handle.net/10125/41281 ISBN: 978-0-9981331-0-2 CC-BY-NC-ND potential problem: lack of the theoretical groundings. For a trader, it may appear be irrelevant, since he/she mostly cares about the accuracy of forecasts, however, without theoretical basis it is impossible to guarantee the stability of the model: it could have just happened that the factors, which affected the predicted variables, are spuriously correlated.
In the research, we will build series of models. The first one will be standard random walk models for currency's exchange rates. It will be used for a comparison with other models, since they will make any sense only in case if they outperform the random wall. Another series of predictive models for currency's exchange rates will be constructed using simple one-factor model that use price of the most exported commodity as a predictor. The dynamic of stock market will be analyzed by applying Capital Asset Pricing Model to the blue chips of the United States stock exchange: Microsoft, Apple, IBM, Bank of America, Walmart, and P&G. The US stock market was chosen because of the necessity of operating under the Effective Market Hypothesis, which more likely to be true in the developed market, rather than the emerging one.
Final series of predictive models will be constructed in Gretl − an open-source statistical package, but in this case, factors will be chosen based on the suggestions of IBM Watson Analytics, which automatically determines drivers of a given variable. Predictive accuracy of the forecasts generated by aforementioned models will be estimated by two characteristics: Mean Absolute Percentage Errors, and potential profitability. The latter characteristic will be assessed through the results of a trading simulation experiment during which we will imitate real-life trading using all of the models we have constructed.
Simulation will be run in accordance with rules as follows: -If model predicts, that price of the asset will rise in the next period, an investor makes a decision to buy the asset. -If model predicts, that price of the asset will fall in the next period, an investor makes a decision to sell the asset. -If an investor bought the asset, he would sell it in the next period regardless of of its new price. -If an investor sold the asset, he would buy it back in the next period, regardless of its new price. At the end of the prechosen period, investors stops and calculates his/her returns, which will be used as an indicator of forecasting accuracy of the model. In order to have more reliable indicator of the forecasting accuracy, we will run a model, simulating real life trading. Rules of the model are simple, if it anticipates, that asset's price will increase in the next period, than an investor takes the decision to buy the asset, with the intention to sell it afterwards. Depending of the actual change of the prices, such operations could bring profits or loses.
Different types of advanced analytics

Advanced analytics taxonomy
What exactly is "analytics"? Davenport and Harris [6] define analytics as "the ability to collect, analyze, and act on data". The field of analytics is broken down into three categories: descriptive, predictive, and prescriptive analytics [7] [8] [9] [10] . Today some of researchers and providers like IBM add cognitive or smart analytics [8, 9] . How do these four categories help to define advanced analytics? In our analysis we argue that rather than searching for a single acceptable definition, a better approach would be to develop a classification system or taxonomy [12] . A clear and precise description and structuring of the information in the advanced analytics domain are prerequisites for a common research. Taxonomies and other types of controlled vocabularies are the preferred means to achieve such a common understanding by specifying the terms of the domain, disambiguating them from each other, controlling synonyms, and structuring the domain via term relationships. For conceptual grounding of the categories in advanced analytics taxonomy we use definitions from different information resources [3] [4] [5] [6] [7] [8] [9] [10] [11] . The pilot version of the advanced analytics taxonomy is shown on Figure 1 (hierarchy of 2 first layers of taxonomy concepts). Taxonomy includes a set of basic concepts, a set of relations holding between those concepts, and a set of instancesinternational and local analytic platform service providers. The total number of all taxonomy features (>100) is too complex to be represented here in its entirety, but an example of taxonomy is provided in order to demonstrate both the process of classification and the intermediate result. We suggest that although classification systems have been used in the business and management disciplines, the more advanced quantitative methodologies have not yet been widely used. The future research could usefully build on these techniques to construct enhanced classification systems of advanced analytics approaches across a variety of dimensions in addition to the basic concepts of type, data, and platform ( Figure 1 ).
Modern analytics platforms
According to Gartner's February 2016 Magic Quadrant [7] , Gartner introduced its new definition of modern analytics platform, which suggests that analytics platforms are in the last stages of moving from being IT-led to being business-led. A modern BI and analytics platform supports ITenabled analytic content development. It is defined by a self-contained architecture that enables nontechnical users to autonomously execute fullspectrum analytic workflows from data access, ingestion and preparation to interactive analysis, and the collaborative sharing of insights [7] .
By contrast, traditional BI and analytics platforms are designed to support modular development of ITproduced analytic content, specialized tools and skills, and significant upfront data modeling, coupled with a predefined metadata layer, is required to access their analytic capabilities.
The most significant difference between a modern analytics platform and a traditional platform is stated in Table 1 [4, 5] . Gartner says that as analytics has become increasingly strategic to most businesses and central to most business roles, every business is an analytics business, every business process is an analytics process and every person is an analytics user. 
IT-produced IT-enabled
Content Authoring
Primarily IT staff, but also some power users
Business users
Analysis Structured ad hoc reporting and analysis based on a predefined model
Free-form exploration
"It is no longer possible for chief marketing officers (CMOs) to be experts only in branding and ad placement," states Gartner. "They must also be customer analytics experts. The same is true for the chief HR, supply chain and financial roles in most industries" [13] . In [4, 9] IBM Watson Analytics is positioned as a modern analytics platform.
Evaluation of the forecasting accuracy of IBM Watson Analytics
Data description
In the Table 2 , we can see a description of the data we used in the stock market forecasting experiments. Variables are classified into four categories: stock prices, prices of resources (gold, oil, and natural gas), values of the market indexes, and currency's exchange rates. Observations cover the period from 01.30.2015 to 01.04. 2016 We used two types of software to run the predictive modeling: Gretl statistical package and IBM Watson Analytics. Type of models, which is marked as IBM+Gretl in the Table 2 , was built in a steps as follows: after uploading the dataset to IBM Watson Analytics, the predictive function was applied. It has suggested predicting factors for each target variable (stocks and currency's exchange rates), after that, simple two-factor regression models were built in the SPSS, using suggested by the IBM Watson Analytics predictive factors as independent variables. The random walk models are basically just ARIMA (0,1,0) models. They will be used just as a basis for comparison. One-factor models are predicting the currency's exchange rates based on the prices of the most exported commodities (oil, and gold). CAPMs predict the prices of the stock. It was build using week prices of the "blue chips" of the US stock market. Role of the average market indicator was played by the S&P 500 index. Interest rate of the 4 week treassure bills was used as the risk free rate (Rfr=2%). Return on assets is calculated as the difference between stock's price in moment t and stock's price in moment t-1, divided by the stock price in the moment t-1:
R=(P_t-P_(t-1))/P_(t-1) (1) 3.2. Forecasting stock prices with theoretically based models.
Results of the Random walk models for currencies.
Random walk model is the basis for comparison for any other forecasting model, as any predictive model makes sense only if it beats the random walk. Using Gretl statistical and econometrical package, we have built ARIMA(0,1,0) time series models, which are equivalent to the simple Random walk. In the Table 3 , we can see the error metrics for the random walk model for currencies exchange rates.
As we can see in the Table 3 , random walk models have produced quite small mean percentage errors and mean absolute percentage errors, with the exception for USD to South African Rand Exchange rate (ZAR). It might give an impression that random walk performs greatly, however, as it is supported by Elliot, G (2013) , for the purposes of profiting from the differences in the exchange rates, it's more important to foresee the direction of change, rather than to give more accurate estimation. Low percentage error in Random Walk case could be caused by the fact that the forecasted value differs from the previous observation only by small random value. As expected, results of the simulation reveal that Random walk model is absolutely unfit for trading, in 4 out of 7 cases, the profitability is negative, especially in case of Ruble, which has shown over -17% loses. Even positive examples have very low profitability. The average return is -3.2%, and if it were real life trading, than the loses would be even bigger, as there are transaction costs and time lags. Thus, it is safe to conclude that random walk model is completely unfit for real life application. As we can see in the Table 2 , random walk models have produced quite small mean percentage errors and mean absolute percentage errors, with the exception for USD to South African Rand Exchange rate (ZAR). It might give an impression that random walk performs greatly, however, as it is supported by Elliot, G (2013), for the purposes of profiting from the differences in the exchange rates, it's more important to foresee the direction of change, rather than to give more accurate estimation. Low percentage error in Random Walk case could be caused by the fact that the forecasted value differs from the previous observation only by small random value.
3.2.2
Currency's exchange rates forecasting using factor models. Table 5 presents the description of factor models. In accordance with Dominico, F. (2015) we have built predictive model for currency's exchange rate forecasting using prices of mostly traded commodities as predictors. Models were built in Gretl econometrical package using "ordinary least square" option. All factors are statistically significant and they have expected influence on every currency (the higher the price of the commodity, the lower USD exchange rate). However, these models demonstrate bigger mean percentage errors than the random walk. In that sense, they don't beat the random walk.
Three out of four models have high R-squared (>0.7), which implies good explanatory power of models. The only exception is USD/ZAR model, which has very low R-squared (=0.169) and the highest Mean Absolute Percentage Error (14%). This result leads us to the thoughts that, gold isn't the main export product in South Africa anymore. Our next step is to estimate potential profitability of trading main currencies using simple one factor regression. For that purpose, we have run the simulation test in Excel 2013. We have used 30 last forecasted values of each currency's exchange rates, for an imitation of real life trading.
As it is shown in the Table 6 , trading with factor models brings way higher returns, that just random walk, because factor models manage to generate more accurate predictions of the direction of price's change. Average return for this model is 26%.
3.2.3
Stock forecasting using CAPM model. Using "ordinary least square" function in Gretl statistical package, we have built CAPM for every of stocks as follows: Apple, IBM, Microsoft, Procter & Gamble, Walmart, and Bank of America. As a factor we have used the risk premium:
, (2) where is return on S&P index, and is four weeks treasure bill interest rate. As we can see it in the Table 7 , CAPM model produce quite poor results both in terms of explanatory power (low R-squared) and accuracy of forecasts, sometimes mean percentage errors exceed 100% (Average MAPE = 177%), meaning that the forecasts is radically different with the reality. Despite the fact that in all cases, risk premium as a factor was significant, and R-squared is tolerable (except for Walmart case), the models appear to be unfit for the actual forecasting. Because of huge deviations of forecasted values from the actual ones. (Table 8) confirms the point that CAPM is unfit for stock market forecasting. CAPM has generated significant potential outcome only in 2 out of 6 cases, in two cases, the results were negative, and the last two have demonstrated negligible profits, which would not even cover transactional costs. Average return is 5%, which demonstrates that despite huge deviations of forecasted values from actual ones, in some cases CAPM still correctly predict the direction of change. Table  9 .
Analyzing the results, we can see that three out of thirteen models (IBM 1, IBM 2, and Chevron 2) turned out to be statistically insignificant. That strange result could be explained by the fact that some potentially important predictors were not included in the uploaded dataset. IBM Watson just didn't have enough data to generate good models for these stocks. R-squared is high or at least tolerable in all cases with the exception for P&G. Additionally, there are two models with a borderline explanatory powerCoke 2 and Chevron 2, R-squared equals 0.407 and 0.425 respectively. Mean percentage errors are quite low, but still they are higher than that of a random walk model.
As a next step, we have estimated potential profitability of trading stocks using regression models, with factors suggested by IBM Watson analytics. For that purpose, we have run the simulation test in Excel 2013. The results are shown in the Table 10 . We have used 30 last forecasted values of each currency's exchange rates, for an imitation of real life trading. We have ambivalent results, on one hand; some of the models have demonstrated superior results during the simulation (Apple 1, Apple 2, Exxon Mobil 2, Exxon Mobil 3, and Bank of America), but on the other hand, three models have demonstrated negative result (P&G, Walmart 3, and Coke 2), and one has shown negligibly small profitability (Walmart 1). The lowest results were demonstrated by those models, which turned out to be insignificant (IBM 1, IBM 2). As it was mentioned before, the reason for these results could be absence of some important factors in the dataset.
Overall, IBM Watson generated models have shown results that exceed any other in terms of potential profitability. Average return is 20%, which is way better than that of CAPM. However, there is a problem of separating profitable models from unprofitable ones, and the stability of the desirable performance over the time is still in question.
Models for currency's exchange rate forecasting.
We have used IBM Watson analytics to conduct our experiment. After uploading our dataset consisting of 26 variables, IBM Watson Predict option has automatically processed and analyzed uploaded data. The result is a set of suggested predictive factors that drive any given variable. Based on the predictive power of the model, estimated by Watson Analytics, we have chosen the most promising ones. Forecasting of stock prices and currencies exchange rates using IBM Watson will be done using IBM Watson analytics "Predict" function in two steps: 1. Choosing factors, which IBM Watson Analytics Suggest as the best predictors 2. Building two factor regression using Ordinary Least Square method in Gretl statistical package Using suggested drivers of predicted values, we have built regression models in Gretl statistical package for each of the observed currency's exchange rate. The results are presented in the Table  11 . As we can see it in the Table 11 , all of the models are statistically significant and have high values of R -squared, with the exception for the Euro to USD exchange rate model. In terms of percentage errors, models still are not capable of beating the Random Walk.
As a next step, we have estimated potential profitability of trading currencies using regression models, with factors suggested by IBM Watson analytics. For that purpose, we have run the simulation test in Excel 2013. We have used 30 last forecasted values of each currency's exchange rates, for an imitation of real life trading. Results of the simulation tests are shown in the Table 12 . In all cases except for Euro to USD, models were able to produce positive results, but the profitability is much lower than that of the stock predicting models (10% vs. 26%), this result is quite surprising. It once again raises question of stability of performance of econometrical models. 
Conclusion
We have built a series of predictive models for stock price forecasting and currency exchange rate forecasting. First series were based on the Random Walk model. It was chosen as basis for comparison with other models, as it necessary for any predictive model to outperform random model in order to make at least some sense.
Random walk models have shown unbeatably small deviations of forecasted values from the actual ones, but the random walk model fails to correctly predict the direction of change, therefore it is completely unfit for the purposes of trading. Another type of currency's exchange rate forecasting model we employed is one factor regression, which uses price of the most exported commodity as a predictor. In terms of deviations of forecasts from actual values, they failed to beat the Random Walk, but in terms of potential profitability, as it was demonstrated by the simulation, they easily outperformed the Random Walk, by demonstrating returns on the level of 20-30%.
Next models we built are CAPM models for the "blue chips" with the index S&P 500 as an average market asset. CAPM has shown poor results in terms of both forecasting accuracy and potential profitability. Its deviation from actual values sometimes exceeded 100%, and only one model has shown substantial returns during the simulation.
Series of stock predictive models based on the suggestions of IBM Watson Analytics have demonstrated results, which are superior to all other models. In terms of forecasting accuracy, they beat all models except for the Random Walk. Additionally, the simulation has demonstrated high returns for most of the suggested models, with the exception for four models with negative and unsubstantial returns. Results of currency's exchange rate forecasting using IBM Watson were worse than that of a simple one-factor regression models, it still beats the Random Walk in potential profitability. It raises the question of spurious correlation between the variables.
Overall, IBM Watson Analytics is capable of suggesting effective predictive models. However, it doesn't provide users with detailed description of the nature of the interdependencies between the variables. It requires further analysis in order to compute actual forecast of the variables in question.
The results has shown that in terms of deviations of forecasts from the actual values of observed variables (measured in terms of Mean Absolute Percentage Errors), the Random Walk is unbeatable. However, when it comes to the potential profitability of the models (assessed trough trading simulation), theoretically based models has shown worse results, that IBM Watson Analytics suggested models, with the exception of the models, based on the prices of most exported commodities. This result could be explained by the fact, that IBM Watson Analytics didn't specify the nature of interdependencies between the variables, meaning that further analysis is required in order to determine the exact econometric equation. Overall, the effectiveness of IBM Watson Analytics as an effective tool for predictive models suggestion was confirmed. The research indicated that IBM Watson Analytics platform suggests effective predictive models, however, further analysis is required in order to build the most effective predictive model.
Theoretical implications
Using this methodology, similar researches of other analytical platforms could be conducted. The research can serve as a base for further studies of how big data challenges in financial sector could be tackled using analytical platforms. The inability of CAPM to adequately predict stock prices even on the developed stock market was confirmed, therefore the Effective Market Hypothesis is not met on the US stock market. The research has both confirmed and questioned the unbeatable random walk: in terms of the deviation measures, the random walk remains unbeatable, but from the perspective of forecasting the direction of change, it is outperformed by both theoretically based models, and by those that were suggested by IBM Watson Analytics.
Managerial implications
The research provides individual traders with tight budget constraints with the no costs combination of analytical platforms (IBM Watson Analytics as a guide, and Statistical Package (Gretl) for the construction of the final model). This combination could prove to be quite effective, since IBM Watson Analytics is the only tool which is capable of suggesting predictive models without preliminary theoretical work. The study has identified the analytical functions, which analytical platform should be able to perform in order to address the business tasks of the contemporary financial organizations.
Limitations
Ability of IBM Watson Analytics to suggest predictive models was compared only with mostly common used econometric models. There are some collateral theoretical results: the theory that currency's exchange rate could be effectively predicted using the price of the mostly exported commodities was confirmed, however, is models have limited applicability, since they could predict exchange rates only for those currencies which are strongly connected to one particular commodity. In other words, it applies only to resource exporting economies. This study was conducted with the use of open source data gathered from the Finam website [16] . Access to the more possible variables harness the possibility for Watson Analytics to generate better predictive models. Finally, our simulations were run under the assumption that an investor has instant access to all information, needed for the model building, and that an investor can strike deals instantly, before the market reacts on the changes. Simulation of the potential profitability is made under the assumption that an investor have access to all necessary information and reacts on it instantly.
