In order to reflect the internal motion characteristics of entire vector fields, texture visualization methods based on line integral convolution are usually adopted. However, the visualization results obtained in this way have low image quality. To solve this problem, this paper suggests using line integral convolution to optimize two specific aspects -texture enhancement and color enhancement -to provide an enhanced vector field visualization model. Existing texture enhancement algorithms can create texture aliasing. Based on an analysis of the relationship between vector angles, sampling distance and texture aliasing, the paper puts forward a texture enhancement algorithm that uses the vector angle to adjust the sampling distance of a high-pass filter. This greatly reduces the presence of texture aliasing. For color enhancement, a linear algorithm is usually used that adds vector size information to the vector field. However, the resulting image has a problem of color concentration. In view of this, the distribution characteristics of the vector field are analyzed using a histogram and a dynamic nonlinear color enhancement algorithm is proposed. This noticeably improves the color distribution of the resulting image and improves the overall visual quality of the result.
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Introduction

Background and significance
Vector field visualization technology is mainly used to display large-scale flow field data sets in scientific computing or to provide visual graphics for the purposes of simulation or human-computer interaction (Xuanhua Shi, Zhigao Zhen,＆ Yongluan Zhou, 2017) . It enables researchers to intuitively and efficiently analyze complex changes in the flow field information present in datasets (Chang-Jun F U,＆Qiao H Z, 2017; Zhigao Zheng, Nitin Saxena, K.K. Mishra,＆ Arun Kumar Sangaiah, 2018; Zhigao Zheng, Arun Kumar Sangaiah,＆Tao . In recent years, scientists have proposed a variety of flow visualization methods, including direct visualization, geometric visualization, texture visualization, and feature visualization (Shi L, Zhang L,＆Cao W, 2017; Zhigao Zheng, Tao Huang,＆Hao Zhang, 2016) , with dense sampling being used to reflect movement characteristics and detail changes in the entire vector field.
This avoids the need to select seed points (Yu-Jie M A, 2010) . It is precise because of its overall scope that texture visualization is the chosen method for most researchers (Xuanhua Shi, Zhigao Zheng, Yongluan Zhou, Hai Jin, Ligang He, Bo Liu,＆Qiang-Sheng Hua, 2018; Tu Y, Lin Y,＆Wang J, 2018; Sun J G, Wang W W,＆Kou L, 2017 ; J. T.
Zhou, H. Zhao, X. Peng, M. Fang, Z. Qin, ＆ R. S. M. Goh, 2018; Lin Y, Zhu X,＆Zheng Z, 2017) .
Texture visualization tends to focus on 3D vector field visualization, which is widely used in disciplines such as hydrodynamics, aerodynamics, and hemodynamics (Chengzhuo Shi, Zheng Dou, Yun Lin,＆Wenwen Li, 2018; Wang Shengbo,＆Pan Zhigeng, 2014) . When this method is applied to three-dimensional or higher-dimensional flow fields, problems such as texture occlusion, rough textures, aliased textures and low texture contrast often appear. This leads to poor visualization results Song Hange,＆Liu Shiguang, 2016; Lin Y, Wang C,＆Ma C, 2016; Wu Q, Li Y,＆Lin Y, 2016) . A method for enhancing vector field visualization is therefore proposed here that can significantly reduce texture aliasing and enhance the contrast between streamlines (Wang Hui, Li Jingchao, Guo Lili, Dou Zheng, Lin Yun,＆Zhou Ruolin, 2017; Dou Z, Shi C,＆Lin Y, 2017; Li sikun, 2013) .
1.2.State-of-the-art
Texture visualization has its origins in the 1990s (Cabral B, 1993; Liu T, Guan Y,＆Lin Y, 2017) and, so far, three approaches to texture visualization have been proposed; the point noise technique; the texture advection technique; and the line integral convolution technique. Line Integral Convolution (LIC) is the most important and commonly used of these techniques. It was first proposed by Cabral and Leedom in 1993 (Zhan Fang-fang, Hu Wei,＆Yuan Guodong, 2013) .
For each grid point in a vector field, a one-dimensional low-pass filter kernel function is used to convolve the noise texture so that it is bidirectionally symmetrical, thereby providing an output texture value. This method is able to characterize the motion of the whole flow field effectively.
Since the emergence of LIC, many researchers have sought to develop it, resulting in a number of improved algorithms.
These improvements mainly concentrate on five aspects: algorithm execution performance; texture enhancement; hardware acceleration; stationary and unsteady flow fields; and applicability to different dimensional vector fields (Wang Q, Tang X,＆Zhang J, 2014) .
In 2013 Zhan Fangfang and Hu Wei improved the basic color mapping method (Lu Daying, Zhu Dengming, Wang Zhaoqi, Gao Zhonghe,＆Ni Jiancheng, 2017) . In order to highlight the vector field characteristics of a region of interest to users, a nonlinear color mapping method was used for the visualization. In 2014 Quan et al.. proposed a field-driven visualization method (Wang H H,＆Li S K, 2014 ) that improved the brightness of the texture and more clearly captured and displayed the features and regularities of the color gradient region of the vector field.
In 2017 a texture enhancement algorithm was proposed by Lu Daying et al. (Lu D, Zhu D,＆Wang Z, 2016) . Here, the largest decrease in the pseudo-gradient of adjacent noise points was used to enhance the contrast between streamlines and adaptively adjust the noise weighting, according to local variations in the flow field, thus highlighting the vector texture details.
Texture visualization methods based on LIC can characterize whole flow fields more compactly and comprehensively than geometric visualization methods such as streamlines. They are also more sensitive than point noise methods (Cook R L, 1986) . However, whilst they can clearly express the flow field details and vector direction , they cannot express the flow field strength.
Optimization of texture enhancement algorithms using LIC
The original LIC algorithm resulted in an overall dark image, blurred lines, streamlines of low contrast, and poor particle mobility, which was not conducive to observing a vector field's motion characteristics. In order to enhance the contrast between streams, the LIC convolution texture needs to be enhanced. Inspection of the literature about texture enhancement and how to implement related flow algorithms reveals that the existing algorithms achieve texture enhancement by high-pass filtering the LIC convolution texture. However, this results in a serious texture aliasing phenomenon in the image. In order to solve this problem, we look closely here at how texture enhancement algorithms use high-pass filtering technology.
It turns out that the image texture aliasing phenomenon is caused by the way in which high-pass filtering uses isometric sampling, with the texture aliasing usually being related to the vector angles. By analyzing the relationship between vector angles, sampling distance and texture aliasing, it is possible to create a texture enhancement optimization algorithm that can use the vector angles to adjust the sampling distance. The workflow for this algorithm is as follows: First of all, vector field data and noise texture information with the same resolution are taken as input to perform an LIC texture convolution.
After this, a certain proportion of the noise is injected into the convolution texture to enhance its randomness and the contrast between the streamlines. The convolution texture is then subjected to one-dimensional high-pass filtering texture enhancement. This uses a sampling distance that is adjusted by the vector angle and a designated filtering kernel function.
Finally, the output texture is drawn and displayed using volume rendering technology. It is worth noting that, in order to enhance the contrast between streamlines in the output texture image, the preceding output texture is often used as the attribute texture for the next convolution. The basic framework of the algorithm is shown in Fig.1 . 
The Texture Enhancement Algorithm Process
Texture convolution
Texture visualization of 3D stationary vector fields usually uses LIC algorithms, which take vector field data and noise texture information with the same resolution as input and use a one-dimensional low-pass convolution kernel function to make the entire noise texture bidirectionally symmetrical in the direction of the streamlines. This enables the output texture to show the spatial correlation of the streamlines. The calculation process for LIC (shown in Fig.2 ) is as follows:
for any pixel P in the vector field, using particle tracking technology in the positive and negative directions of the point vector with point P as its center, the streamline of the pixel point is obtained. The streamline is then used as an integral curve to check the noise texture values that correspond to all the sampling points on the curve by using a specified filter.
The result of the integration is now used as the texture value for the current pixel P. For a point x 0 in the vector field, assuming s is used to represent the point's streamline, the texture strength for the point can be calculated as follows:
The convolution kernel Z is:
represents the noise value at this point on the streamline, and k(s) represents the convolution kernel function. For all pixel points in the vector field image, the streamline calculation needs to be centered on that specific point. When Eq. (2) is combined with Eq. (1), the final result is the point's pixel value. The convolution kernel usually uses a cassette convolution kernel. At this time, the contribution to the texture value of the center point of each sampling point on the streamline is equal. In other words, this value is constant, which significantly reduces the amount of calculation. This is calculated as follows:
where n represents the number of sampling points in the unidirectional streamline. The discrete representation of Eq. (1) is thus:
（4）
From Eq. (1) we can see that the choice of convolution length is crucial for the quality of the output texture. Fig. 3 shows the effect of different convolution lengths on the output texture (Zhou Dibin, 2008) . The convolutional lengths of (a) -(e) are 5, 10, 15, 20, 30, respectively, with the first and second rows showing the output textures for the top and bottom of the image. It can be seen from the figure that when the convolution length is 5, the detail at the center of the vortex is exquisite, but the slowly changing flow field at the edge of the vortex is short and sticky, so that the result lacks smoothness and the streamlines are disorderly. When the convolution length is 10 and 15, the central features of the vortex are slightly lost and not obvious, whilst the streamlines at the edge of the flow field are smoother, and the directional character of the output texture is enhanced. This is somewhat better for observing the characteristics of the flow field's movement. When the convolution length is increased to 20 or 30, the swirling features at the center become fuzzy, disrupting the quality for observation. The flow lines at the edge of the flow field are too smooth, and there is serious texture assimilation between the flow lines. The overall result, then, is not sufficiently sensitive and some details are lost. In summary, if the convolution length is too small, the quality of the output texture may not change significantly, and the streamlines may not be continuous enough, forming short rods and resulting in low image quality. If the convolution length is too large, the overall quality of the output texture might be improved, but the streamlines become too smooth, and there are aliasing phenomena in some parts of the flow field. This has an impact on observation and analysis of motion within the flow field, and the execution efficiency of the algorithm declines drastically. Therefore, to capture fine detail in the texture and maintain the efficiency of the algorithm, the optimum convolution length is between 10 and 15.
Noise injection
As texture convolution is essentially a kind of low-pass filtering, the operation is bound to reduce the contrast between streamlines. In order to minimize the changes in an image resulting from multiple texture convolutions, it is therefore necessary to mix the attribute texture and the noise texture in a specified ratio to increase the random factors within the algorithm. This enhances the contrast between the streamlines, reduces streamline granularity, ensures changes in the vector field and improves the quality of the texture. Our experiments have shown that noise injection has a significant effect on output image quality.
For 3D vector fields, it is first of all necessary to prepare noise of the same resolution. A three-dimensional array is generally used to store the results. A texture loop convolution process then introduces a certain percentage of noise into the vector field texture. The voxel value at a point p in the vector field after noise injection is:
In the above formula, N(p) is the noise value at point p, T(p) is the vector field gray value at point p, is the proportion of noise injection, and the value interval is [0.1]. The value of affects the quality of the output texture. When the value of is close to 0, there is less noise injection and no significant change in the output texture. When the value of is larger, more noise is injected. This can lead to obvious noise particles in the output texture, which affects its smoothness. Fig. 4 shows an output texture image across an increasing noise injection rate. One-dimensional high-pass filtering is used in the visualization process. The filtered kernel is (-0.5,2.0, -0.5), the sampling distance is 1.0, and the convolution length is 13. In Fig. 4 (a) -(e) the noise injection ratios were 3%, 5%, 10%, 20%, and 30%, respectively. As can be seen, when the noise injection ratio is between 3% and 10%, the texture is clear, the contrast between streamlines is high, and the image quality is very good. As the proportion of noise injection increases towards 20% and 30%, the flow lines gradually become blurred and the contrast between the flow lines is decreased. The noise in the output texture also becomes obvious, the overall color of the image becomes dim, and the image quality deteriorates. In summary, for three-dimensional vector fields, an appropriate ratio of noise injection can enhance the contrast between the streamlines and improve the output texture quality. However, as the proportion of noise injection increases, the randomness in the vector field increases too, which makes the noise in the output image more evident, disrupting the sense of direction and making the overall image dim and blurred, so that the texture quality is reduced. This being the case, to ensure both image quality and vector field randomness, the noise injection ratio should be kept between 3% and 10%.
Texture enhancement and high-Pass filtering parameters
Since texture convolution is essentially a kind of low-pass filtering, the operation can cause a range of problems, including poor streamline continuity, low spatial correlation, and a dim texture in the output image. Therefore, to generate a clear, high-contrast vector line, it is necessary to enhance the convolution texture by using high-pass filtering. A schematic diagram of high-pass filtering is shown in Fig. 5 , where P c represents a point on the streamline, the irregular area represents where the streamline is located, and the straight line N represents the normal of the streamline. P N 1 and P N 2 are 2 sampling points on this normal. P S 1 and P S 2 are two sampling points in the flow surface. The connection between these two points is P C , on a line that runs perpendicular to the streamline. High-pass filtering for the vector line strengthens the direction of the streamlines vertically. Using Fig. 5 we can describe three common high-pass filter strategies. One of these is to have a one-dimensional high-pass filter based on the flow surface of the streamline. Another is to have a one-dimensional high-pass filter based on the normal of the flow surface. The sampling points for these filters are P S 1 , P S 2 and P N 1 , P N 2 , respectively. Apart from this, a two-dimensional high-pass filter can be used which combines the first two filters, such that it has the four sampling points:
The difference between these three filtering methods is the quality of the resulting texture. When using a high-pass filter that is based on the flow surface, the resulting texture is fine, with good spatial correlation. The direction of the particles in the vector field is evident. When high-pass filtering follows the direction of the vertical flow surface, it results in serious color assimilation in the image texture, with chaotic vector lines and an obvious jaggedness. Two-dimensional high-pass filtering results in an image quality that is between the first two, with an output image quality that is better than the vertical approach. However, phenomena such as color assimilation, and light and dark mutation appear in the local vector field. Additionally, the streamline contrast is low and the high frequency component is concentrated. Clearly, the quality of the overall resulting image should not be inferior to having a texture based on algorithms that just filter where the streamlines are located. From the perspective of algorithm performance, the two approaches to one-dimensional high-pass filtering make use of only two sampling points, so there is not much calculation and they are easy to implement.
Two-dimensional high-pass filtering, however, uses four sampling points, which means that the sampling point interpolation calculation is complicated and there is a lower execution efficiency.
In view of the above observations, the texture enhancement strategy used in this paper is based on one-dimensional high-pass filtering in the direction of the flow surface of the streamline, so as to provide the best final texture quality and streamline definition. A sketch of this approach is shown in The sampling point position for this filtering process can be obtained by using the following formula:
Here, P c (x,y,z) represents the current point of the high-pass filter coordinates,
represents the unit vector perpendicular to the vector direction, Len represents the sampling distance, and P s (x,y,z) represents the sampling point coordinates. The sampling method here is usually equidistant sampling. When using one-dimensional high-pass filtering to enhance the texture, two main factors need to be considered with regard to the spatial correlation between the stream texture and the output texture: 1) the filtering kernel function; and 2) the sampling distance. In one-dimensional high-pass filtering, the filtering kernel function generally satisfies the following form:
From (7), we can see that the two sampling points P S 1 and P S 2 have the same relationship to the center P c , because the filtering kernel function and sampling distance factors are mutually influential. This being so, in the following observations, the influence of the filter kernel on the spatial correlation of the output texture is first of all analyzed according to specific sampling distances. After this, the influence of the sampling distance on the output texture quality is analyzed according to the designated filter kernel. Fig. 7 (a) -(c) shows the effect of rendering on a tornado dataset when the filter factor x is 0.1, 0.5, and 1.0, respectively. When the specified sampling distance d is 1.0, the first row is the texture image for the bottom of the 3D flow field and the second row is for the top. The third row is the whole image. In order to better observe the effect, only the images with vector weights of 0.75 to 0.85 have been selected. As can be seen, when the filter kernel is (-0.1,1.2, -0.1), the overall texture intensity of the output image is low, making the image dim and fuzzy. In this case, the one-dimensional high-pass filter does not offset the low-frequency signal caused by the texture convolution, there is a reduced high-frequency component, and the particle flow is poor. When the filter core is (-0.5,2.0, -0.5), the texture intensity is improved, the streamlines become clearer, the high-frequency signal is increased, whilst the image is blurred in some areas, there is better particle mobility and the overall texture quality has been improved. When the filter core is (-1.0, 3.0, -1.0), the effect of the high pass filter is more evident, the high-frequency component of the frequency domain has obviously increased, and an aliasing phenomenon has appeared in the local area. We can conclude from this that a reasonable value for the filter factor x will fall between 0.5 and 1.0. 
The effect of the filtering kernel on the resulting image
(a) x=0.1 (b) x =0.5 (c) x =1.0
The effect of sampling distance on the resulting image
Having specified the filter kernel, we can analyze the effect of the sampling distance on the resulting image. Fig. 8 (a) -(c) shows output texture images for the tornado dataset with a filter kernel of (-0.5, 2.0, -0.5) and sampling distances of 0.5, 1.0, and 1.5, respectively. As can be seen, when the sampling distance is 0.5, the high-pass filtering effect is poor and the flow lines are blurred, making it difficult to observe the particle movement. When the sampling distance is 1.0, the streamlines become clearer and the high-frequency component is increased. However, the detail of the flow field is blurred. Additionally, whilst the texture around the flow field is relatively clear, the texture of some regions is aliased. If the sampling distance is increased to 1.5, the streamlines in the central region of the flow field become relatively clear, but the texture at the edge of the flow field has become very sharp, resulting in more serious aliasing. This is especially noticeable where the streamline direction approaches the horizontal or vertical regions. It can be seen from the above analysis that the selection of filtering parameters has a great influence on the quality of the output texture. In order to obtain a better visualization result, an appropriate filtering kernel and sampling distance must be selected. For selection of the filter core, a small value for x will result in the high-pass filtering not being obvious, an overall texture that is blurred and dark, and a weak spatial correlation between the streamlines. If the value of x is too large, the high-frequency component of the frequency domain becomes very evident, the continuity of the streamlines is lost in some areas, and an aliasing phenomenon occurs. With regard to the sampling distance, if it is too small, the filtering effect is limited, if it is too large, there are abrupt changes between the light and dark parts of the flow field, and there is noticeable aliasing. We can conclude here that it is important to take into account the possible impact on a texture's spatial correlation and the risk of aliasing when setting filter parameters.
Optimizing the texture enhancement algorithm
The above analysis shows that there are four main factors that can affect the quality of an output texture. These are: convolution length; the noise injection ratio; the filtering kernel function; and the sampling distance. Traditional algorithms treat these four factors as constants, resulting in two important issues. First of all, for different vector datasets, each parameter needs to be re-tuned. Secondly, the output texture often shows local degradation or even aliasing. In view of these two issues, a texture enhancement algorithm is now going to be put forward that is based on vector angles being used to adjust the sampling distance. This can significantly reduce local texture aliasing.
Texture aliasing
When a texture is LIC-enhanced, the quality of the output in certain areas of the flow field can become degraded, and texture aliasing can occur. This mainly manifests in the following ways:
(1) A number of high-frequency components in the flow field, such as: abnormally bright streamlines; irregular streamlines; and sudden changes between light and dark on the same streamline. This results in unnatural streamline transition. According to the observations discussed in the previous section, this type of aliasing is related to the direction of the streamline, and mainly occurs where the streamline approaches the horizontal or the vertical. In other words, where the vector angle approaches 0 or 90 degrees.
(2) The texture flowing out from the central area at the top of the flow field is relatively vague, preventing the streamlines from standing out against other areas, and with the contrast between the streamlines themselves being low.
The first kind of aliasing is usually a result of using one-dimensional high-pass filtering along the direction of the flow surface in the original LIC because this increases the high-frequency components in the vertical direction of the flow line, without affecting the actual direction of the flow. Unfortunately, this can result in high frequency texture aliasing in the direction of the vertical streamline. Cook has suggested that this is not due to the selection of the sampling points themselves, but rather because the sampling is isometric, or equidistant. If the sampling is non-equidistant, it doesn't completely remove texture aliasing, but it is significantly reduced. This article mainly considers how to handle these kinds of aliasing phenomena.
For the second kind of aliasing, it is theoretically possible to terminate the texture convolution when it reaches the topological center or the vector direction is suddenly changed. However, in practice, it is very difficult to detect the topological center. As a result the convolution process is not terminated at this point and local texture aliasing occurs.
Adjusting the sampling distance according to the vector angle
As can be seen from the previous analysis, aliasing usually has directionality and generally occurs where the streamline is close to a horizontal or vertical region, i.e. when the vector angle is close to 0 or 90 degrees. In Section 3.2.5 we noted the potential impact of sampling distance on texture aliasing. We also noted that the streamlines for most of the vector fields gradually become clearer as the sampling distance increases from 0.5 to 1.5. However, local aliasing phenomena can still appear. To get a high quality image of the whole vector field texture and reduce local area aliasing, one has to specify that the sampling distance of the one-dimensional high-pass filter will change with the vector angle so that it is relatively small in the area where the vector angle is close to 0 or 90 degrees. This reduces the high-pass filtering effect and texture aliasing caused by property mutation. Fig. 9 (a) shows the outcome of equidistant sampling. Fig. 9 (b) shows the outcome of having a sampling distance that is adjusted according to the vector angle. On the basis of Eq. (6) in Section 3.2.5, we can now observe that, when an isometric sampling method is used for high-pass filtering, the sampling point position can be obtained by using the following formula:
Where Len is the sampling distance. It should be recalled that, when the sampling method is equidistant sampling, Len is a constant. In this section we improve the sampling distance Len so that its value can be adjusted according to the vector angle. The mapping relationship between the two is shown in Fig. 9 (b) . It can be seen that the mapping satisfies the quadratic function with a symmetry axis of 4  . Thus, when a certain point in the 3D vector field is texture-enhanced, the sampling distance for the one-dimensional high-pass filter at that point can be calculated as follows:
where is the vector angle (see Fig. 10 ), and is the sampling distance adjustment parameter, i.e. the minimum sampling distance, which ranges from 0.5 to 1.0. In order to ensure the overall quality of the image, when adaptively adjusting the sampling distance based on the vector angle, the difference between the minimum and maximum sampling distance should be less than 1.
Using the vertex coordinates of the function curve, we can get:
where the value of k can be calculated as follows:
Thus, when the vector angle is θ, the sampling distance is:
If k is a constant, its value is 2 16   , and θ is the vector angle, which is calculated as:
By using the above calculation, the one-dimensional high-pass filtering sampling distance can be adjusted according to the vector angle. With this improved texture enhancement algorithm, the high-pass filtering effect can be adjusted according to the vector angle of the local area of the flow field, thus reducing the texture aliasing caused by attribute mutation.
A color enhancement algorithm based on LIC
Existing problems and ideas for improvement
The voxel values for images produced using both traditional LIC algorithms and the texture enhancement algorithm proposed in Section 3 are gray values between 0 and 255. These can only express the direction information of the vector field, not the vector size. When applied to a three-dimensional vector field this will result in serious texture disorders and occlusion phenomena, which is not conducive to observation of the characteristics of the flow field. As a general rule, high-quality vector field visualization images should meet at least two conditions:
(1) expression of the direction information for the vector field;
(2) expression of the size information for the vector.
expression of the size information for the vector
To solve the problems noted above, solutions commonly use pseudo-coloring of the resulting image. The most common method for pseudo-color rendering is linear color mapping. For this, a linear mapping relationship between vector size and the color map is first of all established. After this, a color texture image is drawn, based on the volume data obtained from LIC algorithm. The resulting image can represent vector size and direction information simultaneously. However, this simple linear color map visualization is not so effective when used in actual flow visualization applications, largely because vector size distribution is not uniform in actual flow fields. As a result, most of the data may be distributed in a certain range and, after the linear color mapping has been used, there may be a large number of areas close to each other in the output image, making it difficult to distinguish the vector size and blurring the vector direction.
To solve these issues with linear color mapping vector field visualization, Fangfang et al.. have proposed a nonlinear color mapping method, which maps the attribute values using a specific nonlinear function. Compared to linear color mapping, nonlinear color mapping produces notably better results. However, for the proposed nonlinear mapping function to work, users have to actively set the nonlinear mapping factor. The mapping factor has a significant impact on the quality of the visualization result. So, if a user is not familiar with the distribution rule for the vector size in the vector field, the tuning of the parameter can become extremely time-consuming and labor-intensive and may never achieve an optimal value.
In response to this problem, a dynamic nonlinear color enhancement algorithm is proposed here. This algorithm uses the concept of a histogram to automatically calculate the value of the non-linear mapping factor, according to the distribution rule for the flow field vector. This completely disposes of the problem of poor visualization resulting from users having to set the nonlinear mapping factor themselves.
Nonlinear color enhancement
In Fangfang et al.'s proposed nonlinear color enhancement algorithm, the main idea is to use a non-linear function to map the normalized vector size, before linear color enhancement takes place. This ensures that the local value domain is allocated to more color domains. The nonlinear function is as follows, Where nVecMag is the normalized size and newVecMag is the value obtained by mapping B using the nonlinear function Eq.14:
Where K is the nonlinear mapping factor. The value of K cannot be 1. The nonlinear function curve is shown in Fig. 11 , with the abscissa denoting the vector size after normalization, and the ordinate denoting the mapping value obtained by using the nonlinear function. K approaches 1, the resulting image is close to the linear color-mapped result. It can be seen in Fig.12 (c) that the vector size at the bottom of the flow field is small and close to being identical when linear color mapping is used. The mapped color is also very concentrated and there is a large amount of blue. The key features in this part of the flow field therefore display very poorly, and the color discrimination is very low. We can observe, in that case, that linear color mapping has a lower capacity to provide a general view of flow field data. As K increases from 1 to 10, the vector values map to smaller color ranges, with the color at the bottom of the flow field approaching black and the flow field characteristics all but invisible.
On the basis of the above analysis, we can conclude that choosing an appropriate nonlinear mapping factor is very important for generating usable LIC output textures. In the original nonlinear color enhancement algorithm, this parameter had to be chosen and set by users themselves, resulting in significant uncertainty about the accuracy of the result. For most users, the abstract vector field data is not sufficient to provide them with the vector size distribution rule. The result is a time-consuming and labor-intensive process of debugging, which has no guarantee of producing an optimal value. 
A dynamic nonlinear color enhancement algorithm
In comparison to linear color enhancement algorithms, a nonlinear color enhancement algorithm can perform more detailed color partitioning for large-scale datasets, and reduce the color concentration problem caused by an uneven distribution of attributes. However, nonlinear color enhancement results in an image quality that is highly dependent upon the selection of the mapping factor. This has to be artificially chosen, building in a significant dependence upon human intuition, such that the simulated field strength distribution may not adequately reflect the distribution characteristics of the vector size, and the obtained color enhancement may be of more questionable validity. In response to this problem, this paper proposes a dynamic nonlinear color enhancement algorithm based on the concept of a histogram, that is combined with its own characterization of the vector field. This algorithm uses the concept of a histogram to calculate the nonlinear mapping factor value. This value is then applied to nonlinear color enhancement. The color distribution of the resulting image obtained by this method is relatively uniform, which reduces the color concentration effect in the output.
The specific process for the algorithm is as follows:
(1) The vector size VecMag for each voxel is normalized and the maximum and minimum vector sizes are obtained, maxVecMag, minVecMag. The obtained value nVecMag is then:
(2) The normalized vector size is divided into M intervals, with the starting value of the ith interval being:
(3) A data distribution histogram for the vector field dataset is obtained using statistics. Once the above process is complete, the whole vector size interval field is divided into two, i.e. M=2. If we assume that the vector size is x in the
and the total number of sampling points is N, the probability P 0 for this interval will be:
Combining this with the first part of step (3), the nonlinear mapping function can now be obtained:
From the above equation it is possible to obtain the nonlinear mapping factor K:
(4) This K value is now used to map nVecMag using the following nonlinear function: 
Experimental verification and results analysis
In this section experimental verification of the enhanced vector field visualization algorithm based on linear integral convolution is presented. First of all, an existing texture enhancement algorithm is compared with the texture enhancement algorithm proposed here, which uses vector angles to adjust the sampling distance. After this, a comparison is made between a linear color enhancement algorithm and the proposed dynamic nonlinear color enhancement algorithm, thereby verifying the effectiveness of this paper's proposed enhanced visualization algorithm.
The hardware used in all of the experiments reported here was an ASUS FX53 with a Windows 10 Home Edition (64-bit) system, a Core i7-7700HQ CPU @ 2.80GHz processor, and a Visual Studio 2013 programming environment. The shading language used for volume rendering was NVIDIA's image hardware language Cg. The experiments used a tornado dataset with a data size of 128x128x128. In the experiments, texture enhancement and color enhancement were each subjected to verification.
Experimental verification of the texture enhancement algorithm and analysis of the results
This section verifies the proposed texture enhancement algorithm where vector angles are used to adjust the sampling distance. In the experiment, the noise injection ratio is 0.07, the convolution length is 13, and the filter kernel function is (-0.5, 2.0, 0.5). Fig. 13 shows the LIC visualization results obtained by different post-processing methods. The resulting image produced by the original LIC algorithm is shown in Fig. 13 (a) . As can be seen from the figure, the image color distribution is more concentrated, there are blurred lines, there is low contrast between the streamlines, and poor particle mobility, which seriously undermines its usefulness for observation. These phenomena mainly stem from the LIC texture convolution process, which is essentially low-pass filtering along the direction of the vector. This operation inevitably reduces the intensity of the contrast between streamlines.
The resulting image produced when the original LIC texture is enhanced by one-dimensional high-pass filtering using isometric sampling is shown in Fig.13 (b) . Here there is much more contrast between the streamlines, but there is a large gap between the brightest part of the streamlines and the surrounding area. There are abrupt changes between light and dark in the same streamline and unnatural transitions, denoted in the figure with the letters A, B, C, O, P, Q, and R. The main reason for these phenomena is the use of an isometric sampling method for the one-dimensional high-pass filtering texture enhancement. In essence, this enhances the high-frequency component of the input texture in a vertical direction from the streamline The streamline direction is unaffected by this, but it causes high-frequency aliasing.
The image produced by using a texture-enhancement optimization algorithm that adjusts the sampling distance according to the vector angles is shown in Fig. 13 (c) . In this case, the abnormally bright areas visible in image (b) are significantly reduced, the streamlines are smoother and more evenly distributed, and there are far fewer sudden changes in texture intensity on the same streamline. Overall, then, the texture quality is greatly improved. The main reason for this is that when the sampling distance is adjusted according to the vector angle, the high-frequency component caused by one-dimensional high-pass filtering appears as average noise intensity. This enables the method to largely avoid texture aliasing. To sum up, using a texture enhancement optimization algorithm that is based on the vector angle being able to adjust the sampling distance, solves the visualization problems created by traditional LIC algorithms, where the streamlines are blurred and the contrast is low. At the same time, it also reduces the aliasing phenomenon of abrupt changes between light and dark in the local area or streamline when one-dimensional high-pass filtering is used together with isometric sampling.
The visualization results obtained by using the algorithm presented in this paper have higher image quality and less aliasing. This is able to support far more effectively research work that is focused on observing the characteristics of a vector field.
Experimental verification of the color enhancement algorithm and analysis of the results
As we saw in Fig. 13 , the improved texture enhancement algorithm is effective at reflecting direction information for the vector field, but it cannot express the vector size distribution. We therefore looked at using a color enhancement method to add vector intensity information to the resulting image. The cumulative probability distribution curve of vector size that was used in our experiment is shown in Fig. 14. This graph shows that the vector intensity distribution is not The linear color-enhanced image in Fig. 16 shows that, because the vector intensities are concentrated in an interval of less than 0.5, there is a large blue area in the resulting image, and it is difficult to discern vectorial directional information or any detailed vector size distribution information in this area.
In the dynamic nonlinear color enhancement results shown in Fig. 17 , there is a more detailed color separation over a wider range of low-value regions, resulting in a reduction of the blue region and a more even color distribution. Thus, the problem of an overly-concentrated distribution of colors caused by an uneven distribution of attributes is significantly offset. So, by ensuring that the relative size of vectors is maintained, the output image is able to reflect the detailed characteristics of vector fields more effectively.
The color mapping table used in this experiment contained a total of 21 colors, ranging from RGB (0,0,0) to RGB
(1,0,1). Fig. 18 is a histogram of the color index distributions in the LIC vector field visualization results for both the linear and dynamic nonlinear color enhancement algorithms. The abscissa is the index value in the color map and the ordinate is the number of vectors that map to that color. As can be seen, when linear color mapping is used, the mapped color index values are concentrated between 0 and 6, leading to a highly restrictive use of the color domain, which in turn results in color concentration. When dynamic linear color mapping is used, the color distribution is relatively uniform, the use of the gamut of colors is more reasonable, and the local color concentration is obviously reduced. In summary, then, by using a dynamic nonlinear color enhancement algorithm to obtain LIC vector field visualization images, the problem of color concentration present in traditional linear color enhancement is solved. There is no need to change the original size or size relationship between the vectors, the use of the color field is more effectively spread, and the visual quality of the resulting image is significantly improved. This, in turn, makes it easier for researchers to observe the details of the vector field. It can be applied to the visualization of flow fields with a large vector size span, but the distribution is concentrated in a certain interval, such as ocean vortex.
Conclusion
In order to improve the visualization of field effects in vector fields, this paper has examined how to improve existing LIC algorithms, by focusing on the two key elements of texture enhancement and color enhancement. An enhanced vector field visualization model was designed that is still based on LIC, but which improves the quality of the resulting image significantly. The main research contributions of this paper can be summarized as follows:
（1） The problem of texture aliasing present in existing texture enhancement algorithm results prompted examination of the effect of vector angles and sampling distance on texture aliasing. This led to the development of a texture enhancement algorithm where vector angles are actively used to adjust the sampling distance. Experimental results have shown that the optimized algorithm significantly reduces texture aliasing in the visualized image when compared to the output of existing texture enhancement algorithms.
（2）In order to add vector size information to the image produced by the optimized texture enhancement algorithm, a dynamic nonlinear color enhancement algorithm has been proposed. Comparison of the resulting dynamic nonlinear color enhancement algorithm with existing linear color enhancement algorithms has shown that the proposed algorithm avoids the problem of color concentration, thereby making vector size more readily discernible. This algorithm is also suitable for most of the vector field data, and can obtain higher quality visualization images of potentially great practical utility.
Nonetheless, there are still improvements to be made and the algorithm needs further optimization. Future work will therefore be directed along the following lines:
Thus far, we have only tackled texture aliasing phenomena caused by the stream direction of the vector field being close to horizontal and vertical regions. An improved algorithm that can deal with texture aliasing in the central region of the flow field has yet to be developed. 
