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Abstrakt 
 
Cílem diplomového projektu je nalézt metodu, jejímž prostřednictvím bude 
možné provést klasifikaci vybraných emocí z promluvy. 
 V úvodu se práce zabývá popisem částí lidského těla vytvářejících hlas a jejich 
fungováním. 
 Dále se text věnuje problematice zpracování lidského hlasu do digitální formy. 
Velká pozornost je věnována parametrům řečového signálu s důrazem na popis 
příznaků sloužících k určení vybraných emocí. Práce se zabývá rozpoznáním emocí a 
popisem některých z nich. 
 Hlavní část práce spočívá v hledání optimální metody pro redukci segmentálních 
a suprasegmentálních příznaků řečové promluvy. Výsledků práce bylo dosaženo 
porovnáním úspěšnosti klasifikace vybraných emocí při použití více metod a porovnání 
jejich výsledků. Nejdůležitějším kritériem při posuzování výsledků byla redukce 
parametrů řečového signálu, vycházející z dosavadního výzkumu v dané oblasti.  
 
Klíčová slova: emoce, klasifikace, SVM, GMM,, Supervector, SOM sítě, Genetické 
algoritmy, segmentální a suprasegmentální příznaky 
 
 
 
 
The aim of the diploma project is to find a method through which it will be 
possibleto classify the selected emotion from speech.  
 
At the beginning of the work deals with the description of the human body and 
their voice-generating operation. 
 
Furthermore, the text deals with the problem of the human voice into digital 
form.Great attention is paid to the parameters of the speech signal with an emphasis on 
describing the symptoms to help the selected emotion. The work deals with 
therecognition of emotions and a description of some of them. 
 
The main part is finding the best methods to reduce symptoms of segmental and 
suprasegmental speech utterances. The results of success was achieved by comparing 
the classification of selected emotions when using multiple methods and compare 
their results. The most important criterion in assessing the results 
ofthe reduction parameters of the speech signal, based on previous research in this area. 
          
Keywords:emotion classification, SVM, GMM, Supervector, SOM networks, genetic-
algorithms, segmental and suprasegmental signs 
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Úvod 
 
Komunikace prostřednictvím mluvené řeči je základním a nejpoužívanějším 
prostředkem přenosu informace mezi lidmi. Díky řeči je člověk schopen vyjádřit různé 
myšlenky, nápady a pocity neboli emoce. Umění mluvit a rozumět se učíme už jako 
malé děti a od té doby ji považujeme za samozřejmou činnost. Jedná se však o jednu 
z nejsložitějších posloupnostech  akcí, jejichž úspěšné zvládnuti má vliv na průběh 
celého procesu komunikace. Přenos informace obvykle začíná vytvořením myšlenky 
(zprávy), kterou chceme sdělit, pokračuje přenosem této myšlenky (tj. vlastní realizací 
promluvy akustickým řečovým signálem) a končí rozpoznáním akustického signálu 
posluchačem, včetně porozuměním významu přenášené zprávy, které samozřejmě 
obsahuje porozumění jejího významu . 
V dnešní době se klade stále větší důraz na výzkum v oblasti řečových signálů. 
Nové objevy a samotný rozvoj techniky tak v různých oblastech otevřely cestu k využití 
počítačových analýz řečového signálu (např. ve zdravotnictví, psychologii, rozpoznání 
bezpečnostních prvků , aplikace potřebné k úpravě hlasu do přirozenější formy). 
Nepřímá komunikace pomocí moderních technologií, např. mobilní telefon, 
internet apod., je již v dnešní době neodmyslitelnou součástí našeho života. Při dnešním 
rozvoji digitální techniky je řečový signál pomocí A/D převodníků převáděn do 
číslicového tvaru a nese s sebou mnoho druhů informací. Skutečná informace je hlavní 
nositelkou myšlenky a podstatnou součástí komunikace. Další, na první pohled 
podružnou složkou řeči, je informace emoční. Ta nám vyjadřuje buď okamžitý duševní 
stav mluvčího, nebo jeho postoj, který zaujímá k právě probíranému tématu. Emoční 
postoj je emoce, kterou v tomto případě mluvčí vědomě i nevědomě předává dále. 
Emoce jsou vnímány z prozodie řeči 
Rozpoznání řeči stále více proniká do zařízení běžných potřeb ve všech možných 
odvětvích. Stále více uplatnění nalézají také poznatky o vlastnostech řeči 
v nepřirozeném emočním stavu (např. vlivem stresu, únavy, apod.). V oblasti 
rozpoznání pocitů se potýkáme s problematikou nekvalitního materiálu, který je však 
základem úspěchu výzkumu. Náš výzkum se zaměřuje na získání příznaků, které by co 
nejlépe dokázaly charakterizovat emoční stav člověka. Samotná práce pak rozebírá 
vlastnosti řečového signálu a na řeč se dívá z technického i prozodického pohledu. 
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1 Prozodie 
1.1 Zvuková stránka souvislé řeči 
 
Souvislá řeč není monotónní. Je modulována pomocí síly a výšky hlasu a získává 
určitý rytmus díky proměnlivému časovému průběhu jednotlivých segmentů a jejich 
kombinací. Dalšími prostředky modulace je řečové tempo a existence různých typů 
pauz. Tyto zvukové prostředky se uplatňují na promluvě jako celku. Prostředky 
modulace jsou jednak přirozenou složkou zvukového signálu řeči (síla hlasu nejen 
přirozeně existuje, ale mění se i fyziologicky v průběhu řeči), jednak mají i 
komunikační funkce – zejména při vyjadřování pragmatických složek komunikace. Jsou 
velmi důležité, protože pouhá napodobení hlásek či slabik bez náležité modulace je 
velmi těžko srozumitelná. 
Na rozdíl od hlásek, které lze na základě zobecnění vyčlenit z proudu řeči jako 
jednotky segmentální, je modulace řeči i její základní modely, o nichž bude řeč dále,  
založena vztahem mezi segmenty. Delší slabiku poznáme jen v relaci k jiné stejně 
strukturované, méně dlouhé slabice, silnější řeč poznáme jen v relaci k méně silné, 
pauzu na základě toho, jak vypadá úsek bez pauzy atd.. Kromě toho jsou vždy v daném 
okamžiku přítomny všechny tyto složky, i když v odlišné míře. Není tedy možné je 
popsat jen na základě pár vybraných příznaků a ostatní zanedbat. Snad i to způsobuje, 
že se jim ve fonetickém zkoumání dostává pozornosti daleko později než hláskám [2].  
 
2 Tvorba řeči 
2.1 Dechové ústrojí  
 
Dechové ústrojí tvoří základní zdroj energie. Je umístěno v hrudním koši 
a tvořeno přívodní dýchací cestou, plícemi a s nimi funkčně spjatými dýchacími svaly 
(bránicí). Při nádechu dochází k pohybu vzduchu, který tak poskytuje zdroj energie pro 
řeč. Při výdechu potom v plicích vzniká výdechový proud vzduchu, který je v zásadě 
základním materiálem pro tvorbu řeči Výdechový proud vzduchu je z plic odváděn 
z průdušnic (tracheou) a pak prochází hrtanem a nadhrtanovým dutinami, kde se 
modifikuje, a jako řečový signál je vyzařován rty do okolního prostoru.  
Trvání výdechu má vliv na to, jak dlouhý úsek řeči lze vytvořit bez přerušení. Síla 
výdechového proudu ovlivňuje způsob fungování hlasového ústrojí, a tím má vliv na 
sílu hlasu a částečně i na jeho výšku. Další nádech pak opět doplňuje vzduch do plic, 
čímž mimo jiné dodává nový materiál pro tvorbu řeči. Navenek se nádech projeví jako 
pauza jinak souvislé řeči [2]. 
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Obr. 2. 1 Hlasový trakt člověka [1] 
 
2.2 Hlasové ústrojí  
 
Pod tímto pojmem je možné chápat celý systém pro vytváření hlasu. V našem 
případě je ale myšlena jenom jako část, kde dochází k samotnému vzniku hlasu. 
Hlasové ústrojí je uloženo v hrtanu (larynx), který je s plícemi spojen průdušnicí. 
Z hlediska tvorby řeči nedůležitější část hlasového ústrojí tvoří hlasivky (plicae 
vocales), které se nacházejí v hrtanové dutině přímo za „ohryzkem“, tzv. „Adamovo 
jablko“. Jsou to dvě ostré slizniční řasy, které vedou napříč hrtanem v místě jeho 
nejužšího průchodu. Jejich typická délka je asi 15 mm pro muže a 13 mm pro ženy. 
Z jedné strany jsou napojeny na chrupavky hlasivkové a z druhé strany na chrupavku 
štítnou. Jsou pokryty sliznicí a jejich základ tvoří hlasový sval. Prostor mezi hlasivkami 
tvoří hlasivková štěrbina trojúhelníkového tvaru (glottis). Jestliže člověk mlčí, pak 
hlasivky drží hlasivkovou štěrbinu odkrytou, takže ji může bez odporu procházet 
vzduch k dýchání. Hlasové ústrojí tak využívá klidového postavení hlasivek. 
Při vytváření hlasu (fonační) plní hlasivky jinou funkci – nacházejí se v tzv. 
hlasovém (fonačním) postavení. Výdechový proud vzduchu postupuje bez odporu z plic 
průdušnicí až  k hrtanu. Zde se mu do cesty postaví překážka vytvořená hmotou 
hlasivek, které cestu vzduchu úplně uzavřou. Stažené hlasivky se pod tlakem vzduchu 
stávají pružnými a začínají kmitat. Hlasivky se přitom střídavě postupně otevírají 
a prudce uzavírají. V důsledku kmitání hlasivek se vzduchový proud (do té doby 
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homogenní) „rozdrobí“ tak, že se víceméně pravidelně střídá vždy kvantum hustšího 
a řidšího vzduchu – vzniká tzv. vzduchová  vlna, kterou vnímáme jako zvuk. Tento 
periodický proud vzduchových pulzů tvoří základ lidského hlasu. Bývá označován 
termínem základní (hlasivkový) tón, který představuje nosný zvuk řeči. Frekvence 
kmitání hlasivkového se označuje f0 a nazývá se fundamentální frekvence nebo 
frekvence základního hlasivkového tónu. Tato frekvence je fyzikální charakteristikou 
řečového signálu a odpovídá výšce hlasu tak, jak ji vnímá posluchač. Udává se, že 
základní hlasivkový tón má rozsah asi 60-400 Hz. Frekvence kmitání je různá u dětí 
a dospělých, ale i u žen a mužů. Při normální řeči se pohybuje zhruba kolem jedné 
oktávy (u mužů asi mezi 80-160 Hz s průměrnou hodnotou 132 Hz, u žen pak mezi 150-
300 Hz s průměrnou hodnotou 223 Hz a u dětí dokonce v rozmezí 200 až  600 Hz). Pro 
hluboké mužské hlasy však může f0 klesnout až  k 50 Hz a naopak u vysokých ženských 
hlasů muže vystoupat až přes 400 Hz. Při zpěvu se hlasový rozsah zvětšuje asi na dvě 
oktávy (u školených jedinců až na tři oktávy) a pro sopranistky není výjimkou základní 
frekvence podstatně převyšující 1000 Hz. 
Klidové postavení hlasivek a postavení fonační představují dvě základní 
protikladné varianty činnosti hlasového ústrojí. Obou těchto poloh (v drobných 
modifikacích) je využíváno při tvorbě řeči. Fonační postavení má za následek vznik 
hlasivkového tónu a používá se proto při vytváření znělých zvuků řeči (tj. samohlásek 
a znělých souhlásek). U obou typů hlásek záleží především na míře svalového napětí, 
těsnosti hlasivek a jejich přiblížení. Při tvorbě samohlásek je hlasivková štěrbina téměř 
úplně uzavřená po celé délce a hlasové vazy jsou napjaté, kmitání hlasivek je tak 
pravidelné a vznikající zvuk má „čistě“tónovou strukturu. Na druhou stranu u znělých 
souhlásek může být napětí hlasivek menší, kmitání je pak méně pravidelné 
a charakteristika výsledného zvuku již není čistě tónová. Neznělé zvuky jsou naopak 
tvořeny při klidovém postavení hlasivek, neobsahují tedy základní hlasivkový tón 
a vznikají až modifikací výdechového proudu vzduchu v nadhrtanových dutinách. Na 
rozdíl od prostého dýchaní (když člověk mlčí) však při vytváření neznělé řeči nebývají 
hlasivky úplně povoleny a ani hlasivková štěrbina tak nebývá úplně rozevřená [2]. 
2.3 Artikulační ústrojí 
 
Artikulační ústrojí je posledním ústrojím, které se podílí na tvorbě řeči. Jeho 
význam spočívá v tom, že umožňuje vytvářet velké množství různých zvuků, které 
charakterizují mluvený jazyk. Skládá se jednak z nadhrtanových dutin, a jednak 
z artikulačních orgánů, které jsou v těchto dutinách uloženy nebo je obklopují. Mezi 
nadhrtanové dutiny řadíme dutiny hrdelní, ústní a nosní. Hranici mezi těmito dutinami 
tvoří čípek (uvula), špička měkkého patra (velum), které zamezuje nebo umožňuje 
přístup vzduchu z dutiny hrdelní do dutiny nosní. 
Zatímco se nadhrtanové dutiny účastní procesu tvorby řeči pasivně (nepohybují 
se), artikulační orgány (artikulátory) se účastní tvorby řeči většinou aktivně – tvoří 
pohyblivé součásti artikulačního ústrojí a svým pohybem mění velikosti nadhrtanových 
dutin. Z hlediska vytváření řeči mezi nejvýznamnější artikulátory patří jazyk, rty 
a měkké patro, neboť se podílejí na vytváření největšího počtu různých zvuků. Dalšími 
artikulátory potom jsou zuby, tvrdé patro nebo čelisti. Artikulátorem je také hrtan, který 
kromě toho, že se zapojuje do tvorby znělosti, se také může pohybovat nahoru a dolů 
a měnit tak délku celého hlasového traktu. 
Vůbec nejdůležitějším a nejsložitějším artikulátorem je jazyk. Skládá se ze tří 
částí:- hrotu (špičky), hřbetu a kořene, které jsou součástí stejné svalové struktury 
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jazyka, ale každá může do jisté míry fungovat nezávisle. Jazyk je tak velice pružný 
a přizpůsobivý, schopný tvořit mnoho tvarů a rychle přecházet z jedné pozice do druhé. 
Právě variabilita umisťování jazyka vytváří nesčetné tvary ústní i hrdelní dutiny a vede 
tak k vytváření různých zvuků řeči 
Výrazných změn ve svém složení doznává zvuk v nadhrtanových dutinách, kam 
jako výdechový proud vzduchu (v podobě periodického proudu vzduchových pulsů 
nebo jako prostý proud vzduchu) postupuje z hlasového ústrojí. Tyto změny jsou 
zásadně dvojího druhu: 
 
• Vytváření tónové struktury. Při průchodu základního hlasivkového tónu 
nadhrtanovými dutinami dochází vlivem rezonance uvnitř hrdelní, ústní 
a popř. i nosní dutiny ke změně rozložení akustické energie ve vznikajícím 
řečovém signálu. Akustická energie se soustředí kolem určitých frekvencí, 
kterým říkáme formantové frekvence. Oblasti koncentrace (zesílení) akustické 
energie se nazývají formanty a označují se čísly, počínaje formantem s nejnižší 
frekvencí. f1, f2,  …, fn. Pokud se do procesu vytváření řeči zapojí i nosní 
dutina, dochází navíc vlivem jejich antirezonančních vlastností k potlačení 
některých frekvenčních oblastí, tzv. antiformantů (značí se A1, A2,  …, Am). 
Vzniká složený zvuk tónového charakteru, kterému říkáme hlas. Tvoří 
podstatu znělých částí řeči, především samohlásek. Různé zvuky (tj. zvuky 
s různou spektrální strukturou) přitom vznikají tak, že pohyblivé artikulátory 
mění tvar nadhrtanových dutin, a tím i frekvenční vlastnosti vytvářených 
zvuků. 
• Vytváření šumové složky. Artikulátory ovlivňují průchod vzduchu 
nadhrtanovými dutinami. Svým pohybem mohou průchod na různých místech 
zúžit, úplně uzavřít nebo naopak uvolnit. Výdechový proud vzduchu se pak 
prodírá přes vytvořené překážky a podle charakteru překážky vzniká šum 
různého druhu. Šum tvoří základ těch částí řeči, kterým při popisu jazyka 
říkáme souhlásky. Různé zvuky se v tomto případě vytvářejí pomocí různých 
typů překážek umístěných na různých místech hlasového traktu. 
 
 Během řeči dochází k plynulému pohybu všech artikulátorů. Lze si přitom 
představit, že po jistou velmi krátkou dobu každý artikulátor zůstává přibližně v určité 
jedné poloze a soubor všech artikulátorů tak tvoří jistou konfiguraci hlasového traktu. 
Pohyby artikulátorů mění jednotlivé konfigurace podle předem daného programu. 
Řečník si totiž nejprve přeje vytvořit posloupnost zvuků, které odpovídají sdělení, jež 
chce vyjádřit, a potom mozek vysílá signály artikulátorům, jak a jakým způsobem mají 
fungovat. Výsledná posloupnost konfigurací hlasového traktu je tedy dána posloupností 
zvuků, které mluvčí vytváří. Je důležité si ale uvědomit, že ke změně konfigurací 
nedochází „najednou“ – hlasový trakt není diskrétní systém. Přechod artikulátorů 
z jedné polohy do druhé tedy není okamžitý Dosažení cílového postavení řečových 
orgánů při vytváření řeči má také za následek, že konfigurace hlasového traktu pro 
určitý zvuk nezávisí pouze na povaze tohoto zvuku, ale také na okolních zvucích v dané 
promluvě. Tento jev je typickým pro celý proces artikulace a nazývá se koartikulace. 
Projevuje se zejména při přechodu z jedné konfigurace hlasového traktu, dané právě 
vytvářeným zvukem, do konfigurace jiné, dané následujícím zvukem, a to i při velmi 
pečlivé výslovnosti. Navenek se koartikulace projeví tím, že se akustické realizace 
stejné hlásky mění v závislosti na kontextu okolních hlásek [2]. 
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3 Řečový signál 
 
Řečový signál se ve všech oblastech zpracování řeči vyhodnocuje  výhradně 
v číslicové podobě. Využívají se k tomu s výhodou výkonné algoritmy a toolboxy,  
které jsou zejména od osmdesátých let k dispozici. 
Celý proces automatického rozpoznání signálu můžeme rozdělit na tři základní 
bloky . 
Zpracování řeči začíná blokem předzpracování (pre-processing), který obsahuje 
digitalizaci a několik standardních operací na úpravu signálu. Přímá klasifikace podle 
časového průběhu signálu s(t) popř. s[n] není možná vzhledem ke značné variabilitě 
a velkému počtu vzorků. Proto je nutné z řečových signálů získat jen několik málo 
důležitých příznaků x, aniž by se přitom ztratily důležité části informace obsažené 
v signálu. Důležitost informace je dána konečným cílem zpracování, např. při kódování 
řeči je důležité zachování tvaru signálu, při rozpoznání mluvčího jsou naopak příznaky 
charakteristické pro jednotlivé mluvčí. Pod pojmem příznaky (features) rozumíme 
vlastnosti obrazce vyjádřené kvantitativně. Signál v této formě převeden ze 
„signálového prostoru“ do „příznakového prostoru“ je již připraven k vlastnímu 
zpracování informace a může být provedena klasifikace podle vektoru příznaků x. 
Lidská řeč a tím i řečový signál jsou značně variabilní. Nikdo není schopen 
vyslovit slovo dvakrát naprosto stejně, tzn. dodržet stejný přízvuk, výšku tónu, hlasitost 
a rychlost promluvy. Ještě větší rozdíly jsou mezi různými mluvčími. Podstatný vliv na 
charakter řečového signálu mají také rušení, okolní zvuky a rovněž zkreslení při 
přenosu signálu, tzn. kmitočtové charakteristiky mikrofonů, filtrů a zesilovačů 
a vlastnosti přenosových cest při dálkovém přenosu řeči. Jmenované vlivy snižují 
celkovou úspěšnost rozpoznání procesu. Proto je účelné některé z uvedených vlivů 
potlačit hned na počátku procesu vhodným předzpracováním.  
 
3.1 Analogové předzpracování  
 
Analogové předzpracování, tj. manipulace s řečovým signálem do té doby, než 
bude prezentován sledem „vzorků“, začíná převodem změn akustického tlaku na 
elektrický signál. Při „živém“ snímáním řeči může vhodný mikrofon zaručit velmi 
dobrý poměr signál/šum (řeč/zvuk pozadí). Pokud je odstup mikrofonu od zdroje řeči 
konstantní a velmi malý, pak lze zanedbat vliv akustiky místnosti (okolí). 
 
 
 
Obr. 3. 1 Blokové schéma obvodu analogového předzpracování 
 
Abychom zbytečně nezabíhali do detailů, které jsou u předzpracování zřejmé a pro 
naší práci zbytečné, jsou v dalších podkapitolách rozebrány jen bloky, které jsou pro 
naší práci zajímavé. 
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3.2 Preemfáze 
 
Statisticky zjištěné dlouhodobé spektrum řečového signálu ukazuje, že střední část 
spektra klesá se sklonem 6 dB/oktávu. Podstatná část celkové energie řečového signálu 
(u některých mluvčích více než polovina) leží v kmitočtové oblasti pod hranicí nad 300 
Hz, ačkoli užitečné informace jsou téměř kompletně obsaženy v pásmu nad 300 Hz. 
Vezmeme-li navíc v úvahu, že kvantizační šum vykazuje rovnoměrné spektrum, je jeho 
negativní vliv podstatně větší na energeticky slabší, ale důležitější vyšší složky spektra 
řečového signálu. U znělých zvuků navíc obvykle první formant energeticky silně 
převyšuje ostatní formanty. 
Uvedené efekty lze částečně zmírnit filtrací řečového signálu číslicovým filtrem 
s charakteristickou horní propustí: 
 
 
11)( −−= zzH λ .  (3.3) 
 
 
Filtrace prováděna před vážením segmentu na zdůraznění vyšších kmitočtů se 
nazývá preemfáze (preemphasis) a časové oblasti naplňuje vztah: 
 
 
]1['][')('' −−= nsnsns λ .  (3.4) 
 
 
Koeficient preemfáze leží obvykle v intervalu λ (0,9-1,0). Někdy je vhodné použít 
adaptivní preemfázi, při které se λ mění s časem podle podílu prvních dvou 
autokorelačních koeficientů [4]: 
 
 
]0[
]1[
R
R
=λ . 
 (3.5) 
 
3.3 Segmentace pomocí oken 
 
Protože je rychlost fyziologické funkce orgánu člověka omezena, lze nalézt 
v řečovém signálu krátké úseky, v nichž se vlastnosti řeči mění dostatečně pomalu. 
Řečový signál je téměř výhradně zpracováván metodami tzv. krátkodobé analýzy. Tyto 
metody vycházejí z kvazistacionární podstaty řečového signálu, tj. možnosti přijetí 
předpokladu, že vlastnosti signálu se v čase mění „pomalu“ Signál je za tím účelem 
rozdělen na ekvidistantní časové úseky – segmenty (frame) o délce N vzorků a každý 
segment je potom popsán vektorem příznaků. 
Délka segmentu musí být na jedné straně dostatečně malá, aby bylo možné 
naměřené parametry uvnitř segmentu aproximovat konstantními hodnotami, a na druhé 
straně dostatečně velká, aby bylo zaručeno, že požadované parametry budou bezchybně 
změřeny. 
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Oba protichůdné požadavky jsou vcelku splněny pro úseky řeči dlouhé 10 ms až 
25 ms, což souvisí se změnami nastavení lidského hlasivkového ústrojí, které probíhají 
v nejkratším intervalu 10 ms až 25 ms. U takových segmentů platí přibližně Gaussovo 
rozložení hustoty pravděpodobnosti okamžité velikosti řečového signálu. Celé slovo je 
rozděleno celkem na J segmentů, přičemž všechny segmenty mají stejnou délku 
odpovídající N vzorkům. Přitom se dva sousední segmenty mohou překrývat. 
Částečným překrýváním segmentů se dosáhne většího vyhlazení časových průběhů 
parametrů signálu, ale zpomalí se časový posun a částečně se zvýší výpočetní nároky. 
Řečový segment s[n] o N vzorcích může být vytvořen z řečového signálu 
a přidělit jim určitou váhu. Váhová funkce w(n) určuje typ okna. Nejčastěji 
používanými typy oken při zpracování řečového signálu jsou: 
 
pravoúhlé w[n] = 1 pro n = 1,2,N 
w[n] = 0 pro ostatní n 
Hammingovo w[n] = 0,54 - 0,46cos(2πn/N) pro n = 1,2,N 
w[n] = 1 pro ostatní n 
 
V obou případech je N délka okna a tím současně také délka vybraného segmentu 
řeči vyjádřena v počtu vzorků Přestože pravoúhlé okno je jednodušší, často se 
upřednostňuje použití Hammingova okna vzhledem k tomu, že potlačuje vzorky na 
okrajích segmentů, čímž se zvyšuje stabilita některých výpočtů. Zvolené okno se 
pohybuje po časové ose krokem N vzorků v případě, že segmenty na sebe navazují nebo 
s krokem menším než N vzorků, pokud se segmenty překrývají. 
Obě okna v podstatně představují filtr typu dolní propusti. Spektrum vybraného 
segmentu získané Fourierovou transformací reprezentuje výsledek konvoluce 
skutečného spektra daného úseku řečového signálu se spektrem použité okénkové 
funkce. V takovém případě je důležité znát, jak vypadá spektrum okénkové funkce 
a jaké závěry o skutečném spektru řeči můžeme vyvodit z výsledné konvoluce. 
Násobení řečového signálu pravoúhlým oknem vede ke dvěma nežádoucím 
efektům – rozmazání a rozptylu spektra. Oba efekty souvisejí s tím, že spektrum 
pravoúhlého okna je tvořeno jedním hlavním lalokem a větším množstvím vedlejších 
laloků. Konvolucí spektra okna se spektrem signálu se jediná spektrální čára ve spektru 
signálu rozšíří (rozmaže) na tvar hlavního laloku. Šířka hlavního laloku tak určuje 
kmitočtové rozlišení DFT a pro délku okna N·Tvz je dána vztahem: 
  
 
vz
2DFT
TN ⋅
= , 
 
(3.5) 
 
 
kde Tvz je vzorkovací perioda. Znamená to, že chceme-li dosáhnout velkého 
spektrálního rozlišení (při stejném vzorkování), musíme volit N co největší. Avšak při 
dlouhém analyzovaném úseku budou rychlé spektrální změny průměrovány a nemohou 
být detekovány. Druhým nežádoucím efektem (rozptyl spektra), který je způsoben 
vedlejšími laloky ve spektru okna, je skutečnost, že ve spektru nevzorkovaného 
řečového signálu se objeví nové spektrální čáry vně hlavního laloku. Tento efekt nelze 
potlačit změnou délky okna, můžeme ho ovlivnit pouze tvarem okna. U pravoúhlého 
okna je výška prvního vedlejšího laloku 13 dB maximem hlavního laloku. 
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U řečového signálu (zejména v jeho znělých úsecích) se vyskytují rozdíly mezi 
nejsilnějšími a nejslabšími kmitočtovými komponenty více než 40 dB. Použitím 
pravoúhlého okna nemohou být slabé komponenty ve spektru signálu vůbec postihnuty. 
Řešením tohoto problému je použití jiného vhodnějšího typu okna, obvykle 
Hammingova. Toto okno má sice ve spektru zhruba dvojnásobně široký hlavní lalok, 
ovšem útlum vedlejších laloků 43 dB je podstatně lepší [4]. 
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4 Emoce 
 
Zhruba asi prostřednictvím 10 % informací z řečového signálu mluvčího můžeme 
zjistit danou emoci.  
Při rozpoznání řeči se lze soustředit na různé aspekty. Jedním z cílů bylo vytvořit 
syntetizovanou řeč co nejpřirozenější, dalším cílem bylo rozpoznat citový obsah z řeči. 
Řečový  signál zbarvený emocemi nám dává komplexnější pohled na řečníka. Na 
emotivní stav mluvčího reagují posluchači a přizpůsobují své chování podle druhu 
emoce, kterou mluvčí vyjadřuje. Například smutným lidem ukazujeme empatie, 
rozhněvaných se bojíme. Pro určení emočního stavu mluvčího na základě prozodických 
vlastností a kvality hlasu musíme roztřídit zvukové rysy v řeči a přiřadit je k náležitým 
emocím. 
Nalezení vhodných akustických vlastností k jednotlivým emocím není příliš 
jednoduché, také proto si výsledky občas odporují. Je těžké definovat, které příznaky se 
vztahují k emotivní řeči. 
 Nejjednodušší přístup k popisu emocí je použití kategorie používané v běžném 
hovorovém jazyce. Toto rozdělení umožňuje různé způsoby dělení kategorií, které 
mohou být použity pro popis emočního stavu a emocí. Podle emočního výzkumu se 
emoce rozdělují do dvou kategorii: primární a sekundární. 
4.1 Primární emoce 
 
Kategorie obsahuje takové emoce, které jsou „čisté“ a „jednoduché“. Tyto emoce 
mají jen několik forem, které jsou od sebe kvalitativně odlišné. Každá forma má 
příznaky, kterými se od ostatních odlišuje. Seznam základních emocí je jenom taková 
formální dohoda – strach, vztek, štěstí / radost, smutek a nuda/. Občas sem lze zařadit 
překvapení, hněv i pohrdání. 
4.2 Sekundární emoce  
 
Tato kategorie obsahuje emoční stavy, které jsou odvozeny z emocí primárních 
jejich smícháním. Tyto odvozené emoce pokrývají velký rozsah emočních stavů, avšak 
málo z nich mohlo být považováno za emoce základní. Mluvíme zde například 
o pocitech: žal, zalíbení/něžnost, sarkasmus/ironie, překvapení/údiv, nenávist/odpor. 
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Pro náš výzkum bylo vybráno 6 následujících emocí: 
 
• strach 
• smutek 
• radost 
• neutralita 
• zhnusení 
• štěstí 
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5 Použitá databáze emoční řeči 
 
Emoční databáze, která byla využita pro naše experimenty, byla vytvořena 
v rámci výzkumu emoční řeči Ústavem fotoniky a elektroniky AV ČR ve spolupráci 
s divadelním souborem Jiskra [7]. Z důvodu, že pro klasifikaci je využíváno zvukové 
nahrávky herců, které nebyly subjektivně hodnoceny, jsme se rozhodli, že s pomocí 
několika posluchačů vytvoříme jejich subjektivní hodnocení, které se mohou v dalších 
pracích dále využít pro třídění dané databáze. 
V našem případě bylo vybráno pět žen a pět mužů ve stejné věkové skupině, aby 
bylo možné zanedbat faktory věk a pohlaví, které by mohly zanést chybu do výsledků 
hodnocení 
Ze zjištěných výsledků subjektivního hodnocení bylo možné získat grafy 
úspěšnosti subjektivního hodnocení , které jsou vidět na obr.3.1 až 3.3. Z grafů je vidět, 
že největší úspěšnost při určování určité emoce měla u všech skupin neutralita a 
nejhorší naopak zhnusení.  
 
Neutralita Nuda Radost Smutek Strach Zhnusení Zlost
25
30
35
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45
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55
60
65
70
75
ús
pě
šn
os
t [
%
] →
Úspěšnost subjektivní klasifikace u mužů
 
Obr. 5. 1 Úspěšnost určení subjektivní klasifikace u mužů 
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Neutralita Nuda Radost Smutek Strach Zhnusení Zlost
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] →
Úspěšnost subjektivní klasifikace u žen
 
Obr. 5. 2 Úspěšnost subjektivní klasifikace u žen 
 
Neutralita Nuda Radost Smutek Strach Zhnusení Zlost
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]
Úspěšnost subjektivní klasifikace u všech posluchaču
 
Obr. 5. 3 Úspěšnost subjektivní klasifikace všech posluchačů 
 
Další informace, kterou nám poskytují naměřená data, jsou matice chybného 
zařazení znázorněné v tabulkách Tab.3.1 až Tab.3.3. Tato matice udává výsledná 
procenta úspěšného i neúspěšného rozpoznání jednotlivých emocí s ohledem na emoce 
ostatní. Na diagonále je procentuální úspěšnost správně určených emocí, v řádcích pak 
jejich chybné určení za emoci jinou. 
 
 Neutralita Nuda Radost Smutek Strach Zhnusení Zlost Jiná emoce 
Neutralita 63,750 8,100 1,480 9,876 1,232 5,926 5,186 4,444 
Nuda 11,222 37,754 1,224 26,120 3,672 11,020 1,224 7,756 
Radost 8,962 1,666 59,362 1,2480 6,040 5,832 3,334 13,558 
Smutek 14,926 20,744 0,222 47,832 6,244 6,920 1,116 2,000 
Strach 6,574 1,900 1,478 17,166 58,466 5,718 2,118 6,582 
Zhnuseni 10,832 3,804 4,240 7,198 8,482 35,970 20,760 8,71 
Zlost 13,812 0,412 3,710 3,298 2,886 12,168 58,970 4,742 
 
Tab. 5. 1  Průměrová matice chybové klasifikace všech mužů 
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 Neutralita Nuda Radost Smutek Strach Zhnusení Zlost Jiná emoce 
Neutralita 71,516 3,760 0,510 11,370 2,018 1,766 4,016 5,040 
Nuda 12,588 34,726 1,036 27,852 4,118 7,654 0,422 11,602 
Radost 12,522 1,050 50,542 0,416 4,17 3,338 2,294 25,674 
Smutek 17,944 16,116 0,00 45,942 7,724 4,960 0,680 6,640 
Strach 6,382 1,724 3,214 16,500 53,582 3,1900 3,194 12,214 
Zhnuseni 17,994 3,218 3,652 7,950 12,004 23,834 14,586 16,758 
Zlost 16,242 0,00 1,668 1,876 1,458 6,870 64,364 7,518 
 
Tab. 5. 2 Průměrová matice chybové klasifikace žen 
 
 Neutralita Nuda Radost Smutek Strach Zhnusení Zlost Jiná emoce 
Neutralita 67,633 5,930 0,995 10,623 1,625 3,846 4,601 4,742 
Nuda 11,905 36,40 1,130 26,986 3,895 9,337 0,823 9,679 
Radost 10,742 1,3580 54,952 0,8320 5,105 4,585 2,814 19,616 
Smutek 16,435 18,430 0,111 46,887 6,984 5,940 0,898 4,320 
Strach 6,478 1,8120 2,346 16,833 56,024 4,454 2,656 9,398 
Zhnuseni 14,413 3,5110 3,946 7,574 10,243 29,902 17,673 12,737 
Zlost 15,027 0,2060 2,689 2,587 2,172 9,519 61,667 6,130 
 
Tab. 5. 3 Průměrová matice chybové klasifikace všech posluchačů 
 
 
Nakonec bylo možné zjistit celkovou úspěšnost jednotlivých skupin, které jsou 
zapsány v tab. 3.4.  
 
 Muži Ženy Všichni 
Úspěšnost [%] 51,729 49,215 50,495 
 
Tab. 5. 4 Průměrová úspěšnost skupin 
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6 Automatické rozpoznání emočních stavů 
 
Rozpoznaní emočních stavů je procesem, při němž se snažíme vstupní zvukovou 
nahrávku zařadit do předem hledané třídy.. Jde o složitou úlohu, protože řečový signál 
se značně liší od mluvčího i od promluvy. Ani pro stejnou promluvu a řečníka nebude 
řečový signál shodný pro dva po sobě nahrané záznamy. Především se jedná o složitý 
proces, jakým lidské tělo řeč produkuje. Faktory, které ovlivňují tvorbu řeči, nemusí být 
závislé pouze na hlasovém ústrojí, ale lidské tělo může během promluvy reagovat i na 
vnější podněty.  
Základem procesu rozpoznaní příznaků je rozsáhlá databáze nahrávek, která je 
vhodně rozdělena podle hledaných tříd. Bývá pravidlem, že větší část databáze je 
využita pro trénování, menší pak k testovaní klasifikátoru.  
Druhým krokem bývá předzpracovaní zvukové nahrávky. Tím je myšlena 
především normalizace, preemfáze a segmentace signálu. Úkolem je upravit původní 
signál do podoby vhodné pro další zpracovaní. 
 Dalšími a nejdůležitějšími kroky jsou extrakce příznaků, redukce příznaků 
a klasifikace, které si podrobněji rozebereme v následujících podkapitolách. 
6.1 Extrakce příznaků 
 
V této části se z řečového signálu vypočítají různé příznaky, které nám budou 
sloužit k určení emočních stavů. Tyto příznaky se dělí do dvou skupin, do 
segmentálních a suprasegmentálních  
Vezměme například řečový signál, který není zabarven žádnou emocí a je tedy 
neutrálního charakteru. Tato příkladová promluva bude rozdělena na 71 segmentů 
o délce 40 ms a každý segment bude váhován Hammingovým oknem. Následně jsou 
pro každý segment počítány všechny vypsané segmentální parametry, které také 
nazýváme příznaky, z kterých se následovně vypočítají suprasegmentální. 
 
0 0.2 0.4 0.6 0.8 1 1.2 1.4
-0.4
-0.3
-0.2
-0.1
0
0.1
0.2
0.3
t (s) →
x 
(-) 
→
Časový průběh mužské řečové promluvy
 
Obr. 6. 1 Časový průběh mužské řečové promluvy 
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6.1.1 Základní tón řeči pomocí autokorelační funkce 
 
Autokorelační funkce je definována pro rámec x(n) jako: 
 
∑
−−
=
+−=
mN
n
mnxnxmR
1
0
][)(][ . 
 (6.1) 
 
Maximum této funkce hledáme pro i є [Lmin, Lmax], kde Lmin je minimální povolená 
hodnota periody základního tónu ve vzorcích a Lmax je maximum. Index maximální 
hodnoty označíme imax  a hodnotu Rmax. Pokud je: 
 
α>]0[
max
R
R
, 
 (6.2) 
 
 kde α se volí přibližně 0,3, prohlásíme rámec za znělý a udává periodu základního 
tónu řeči (ZTŘ). V opačném případě prohlásíme rámec za neznělý [2]. 
 
6.1.2 Spektrální příznaky 
 
6.1.2.1 Spektrální centroid 
 
Spektrální centroid je těžiště nebo také centrum spektra. Používáme je v oblasti 
digitálního zpracování signálu, aby charakterizoval audiospektrum. Naznačuje, kde leží 
největší část spektra. Spektrální centroid je počítán jako vážený průměr z frekvencí, 
přítomných v signálu, které jsou vážené odpovídající amplitudou [2]: 
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 (6.3) 
 
6.1.2.2 Spektrální rozptyl 
 
Spektrální rozptyl je rozptyl spektra okolo jeho střední hodnoty [2]:  
 
∑
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6.1.2.3 Spektrální šikmost 
 
Šikmost udává hodnotu nesymetrie rozdělení okolo její střední hodnoty. Je 
počítána z momentu třetího řádu [2]: 
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 (6.5) 
 
z toho vyplývá, že šikmost je 
 
 
 
3
3
σ
γ mš =   (6.6) 
 
 
Míra asymetrie rozložení tedy je: 
 
šγ  = 0, odpovídá symetrickému rozložení,  
šγ  < 0, odpovídá rozložení více energie na pravé straně,  
šγ  > 0, odpovídá rozložení více energie na levé straně . 
6.1.2.4 Spektrální špičatost  
 
Udává hodnotu špičatosti rozložení okolo jeho střední hodnoty. Je počítána 
z momentu 4. řádu [2]: 
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Špičatost tedy je:  
 
 
34
4
1 −=
σ
γ m .  (6.8) 
 
 
Míra špičatosti rozložení tedy je: 
 
  
24 
1γ  = 0, odpovídá normálnímu rozložení,  
1γ  < 0, odpovídá ploššímu rozložení, 
1γ  > 0, odpovídá špičatějšímu rozložení.  
6.1.2.5 Spektrální sklon 
 
Udává hodnotu snižující se spektrální amplitudy. Je počítán jako lineární regrese 
spektrální amplitudy, což představuje aproximaci daných hodnot polynomem prvního 
řádu (přímkou) metodou nejmenších čtverců [2]: 
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 (6.9) 
 
6.1.2.6 Spektrální plochost 
 
Spektrální plochost neboli Flatness se používá v oblasti digitálního zpracování 
signálu za účelem charakterizace audiospektra. Vysoká hodnota spektrální plochosti 
naznačuje, že spektrum má podobné množství energie ve všech spektrálních pásmech, 
to znamená bílý šum, a graf spektra tudíž vypadá relativně ploše a hladce. Nízká 
hodnota spektrální plochosti naznačuje, že spektrum je soustředěno v relativně malém 
počtu pásem, to znamená směs sinusových vln a že spektrum vypadá “špičatě”. 
Spektrální plochost se vypočítá vydělením geometrického průměru výkonového spektra 
střední hodnotou výkonného spektra [2]: 
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6.1.3 Melovské kepstrální koeficienty MFCC 
 
Jedná se o nejpoužívanější příznaky používané v oblasti rozpoznávání řeči [2]. 
Lidské ucho má na nízkých frekvencích větší rozlišovací schopnost než na frekvencích 
vysokých. Pokud se chceme co nejvíce přiblížit lidskému uchu, rozmístíme frekvenční 
charakteristiky na kmitočtové ose nelineárně. Frekvenční osu můžeme nelineárně 
upravit a na upravené ose pak filtry rozmístit rovnoměrně. Používaná nelineární úprava 
využívá převodu hertzů na mely 
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Převod mel na Hz 
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 (6.12) 
 
 
 
Obr. 6. 2 Postu výpočtu MFCC koeficientů 
 
Na vstupu do systému je přiveden signál, který je váhován oknem o délce 512 
vzorků, tato hodnota je volena vzhledem k následujícímu bloku výpočtu výkonového 
spektra pomocí FFT, tzn. mocnině dvou. Klíčová část je melovská filtrace. Výpočetní 
algoritmus je realizován bankou trojúhelníkových filtrů. Lineární rozmístění filtrů na 
melovské ose má za následek nelineární rozmístění na standardní kmitočtové ose v Hz. 
Průchod signálu filtrem znamená, že každý koeficient FFT je násoben odpovídajícím 
ziskem filtrů a výsledky jsou pro příslušné filtry akumulovány. Další krok spočívá ve 
výpočtu logaritmu výstupů jednotlivých filtrů. Posledním krokem je provedení diskrétní 
kosinové transformace: 
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kde M* je počet pásem melovského filtru, M je počet melovských kepstrálních 
koeficientů. Nulový koeficient (0) m c je úměrný logaritmu energie signálu, a proto je 
nahrazován výpočtem logaritmu krátkodobé energie přímo ze vzorků signálu. 
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 (6.14) 
 
kde M je funkce jednoho filtru, i je index filtru v bance bi-1, střední kmitočet 
předchozího filtru, bi+1 je střední kmitočet následujícího filtru. 
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6.1.4 Perceptivní lineární prediktivní koeficienty 
 
Jedná se o velmi efektivní prostředek popisu spektrálních parametrů řečového 
signálu [2]. 
Abychom mohli tyto koeficienty zjistit, musíme nejdříve signál upravit v několika 
krocích. 
 
6.1.4.1 Výpočet spektra řečového signálu 
 
Pro sledovaný mikrosegment řečového signálu s(k) určíme aplikaci krátkodobé 
Fourierovy transformace nejprve krátkodobé výkonové spektrum. Řečový signál je 
vážen Hammingovým oknem  a jsou vypočteny vzorky signálového spektra S(ω) 
daného mikrosegmentu. Krátkodobé výkonové spektrum řečového signálu P(ω) je pak 
dáno vztahem: 
  
( ) ( ) ( )[ ] ( )[ ]222 ImRe ωωωω SSSP +== .  (6.15) 
 
6.1.4.2 Nelineární transformace frekvencí a kritická pásma citlivosti 
slyšení 
 
Člověk nevnímá změny ve výškách lineárně, ale spíše logaritmicky. Vnímaní zvuku 
je též ovlivněno. tzv. maskováním zvuku. Šířka pásma, ve kterém je daný zvuk 
maskován, se nazývá šířka kritického pásma a její velikost se mění s frekvencí. 
Modelování těchto jevů PLP analýzy je realizováno jednak nelineární transformací 
původní osy frekvencí ω [rad/s] na osu frekvencí Ω(ω) měřenou v jednotce bark, a to 
podle vztahu 
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a dále maskujících křivek. 
 
6.1.4.3 Přizpůsobení kritických pásmových filtrů křivkám stejné 
hlasitosti 
 
Člověk vnímá intenzitu zvuku v závislosti na frekvenci jako hlasitost.Abychom 
mohli přizpůsobit výkonové spektrum P(ω) této vlastnosti lidského sluchu, provedeme 
v dalším kroku nejprve preemfázi diskrétního vzorku křivek simulující pásmový filtr m-
tého kritického pásma a odpovídajících hodnot aproximující křivky E(ω) 
 
 
( )( ) ( ) ( )( )mm E Ω−ΩΨ=ΩΦ ωωω .  (6.17) 
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6.1.4.4 Vážená spektrální sumarizace vzorků výkonového spektra 
Máme-li vyjádřeny hodnoty výkonového spektra P(ω), lze „průchod“ tohoto 
spektra m-tým kritickým pásmovým filtrem Фm(Ω), jež je přizpůsoben křivkami stejné 
hlasitosti, vyjádřit jako 
 
( ) ( ) ( ) ( ) ( )( )∑∑
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−Ω=Ω
ΩΦ=ΩΩ=ΩΞ
h
d
3,1
5,2
m
m
m
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mm PPP
ω
ωω
ωω , m = 1, …, M-2 (6.18) 
 
6.1.4.5 Uplatnění vztahu vyjadřujícího závislost mezi intenzitou zvuku 
a vnímanou hlasitostí 
 
. Hodnoty Ξ ( Ωm) jsou v následujícím kroku podrobeny operaci, jež je aproximací 
zákona „slyšení“ vyjadřující vztah mezi intenzitou zvuku a jeho vnímanou hlasitostí 
 
( ) ( )( ) 3,0mm ΩΞ=Ωξ , m = 1, …, M-2 (6.19) 
 
Tato operace také zaručuje též redukci amplitudové proměnlivosti „výstupu“ 
kritických pásmových filtrů, což má za následek, že hledaný celopólový model může 
být relativně nízkého řádu. 
 
6.1.4.6 Aproximace spektrem celopólového modelu 
 
V dalším kroku PLP analýzy jsou hodnoty ( )mΩξ , m = 1, …, M-2, 
aproximovaných spektrem celopólového modelu. Abychom mohli provést tuto 
aproximaci, je třeba formulovat potřebné vztahy lineární prediktivní analýzy i pro 
frekvenční oblast, ve které je chyba predikce, jejíž  výsledná rovnice má tvar: 
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 (6.20) 
 
Dále se hledá minimum celkové chyby predikce E, jejímž výsledkem jsou 
autokorelační funkce R(i) získané z výkonového spektra P(ω) inverzní Fourierovou 
transformací 
 
( ) ( ) ( ) ωωω
pi
pi
pi
diPiR ncos2
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∫
−
= , i = 0, …, Q (6.21) 
 
  
Při odvozování jsme předpokládali, že spektrum P(ω)je známo pouze pro konečný 
počet frekvencí. Abychom byli schopni modelovat tato diskrétní spektra, je třeba 
definovat R(i) nikoli jako integrál, ale jako sumu. 
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Pokud jsou hodnoty autokorelační funkce R(i), lze pomocí např. Turbinového 
algoritmu určit hledané koeficienty lineární predikce. 
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7 Redukce příznaků 
 
Tato část velmi ovlivňuje úspěšnost klasifikace, protože při zvolení nevhodných 
parametrů jsou jednotlivé třídy, do kterých chceme zařadit vstupní signál, blízko u sebe, 
v extremních případech se až překrývají, což má za následek špatné zařazení nahrávky. 
V našem případě jsme vyzkoušeli tři metody redukce příznaků, které budou 
v dalších podkapitolách probrány. 
7.1.1 SVM 
 
 
 
Obr. 6. 2 Vytvoření Super vektorů pomocí GMM 
 
Výše uvedená metoda se použila pro redukci spektrálních příznaků a spočívá v tom, že 
po vytvoření „supervectorů“ pomocí GMM, který je znázorněný na obr.6.2. Tyto 
vektory se použijí jako trénovací data pro SVM neboli support vector machina, které 
tvoří určitou kategorii tzv. jádrových algoritmů (kernel machines) [5]. Tyto metody se 
snaží využít výhody poskytované efektivními algoritmy pro nalezení lineární hranice 
a zároveň jsou schopny reprezentovat vysoce složité nelineární funkce. Jedním ze 
základních principů je převod daného původního vstupního prostoru do jiného, 
vícedimensionálního, kde již lze od sebe oddělit třídy lineárně. 
Samozřejmě teď nastane problém, kam nejlépe lineární hranici umístit tak, aby 
byla vedena co nejefektivněji z hlediska kategorizace budoucích dat, která nebylo při 
tréninku možno použít. Samotná optimalizace umístění hranice je záležitost 
komplikovanější, ale v zásadě řešitelná. 
Konkrétně například tím, že u dvourozměrný vektorů, které lze řešit  přidáním 
třetího atributu založeného na prvních dvou, takže místo původních dvou atributů (x1 , 
x2 ) budou tři, definované následujícími funkcemi s1 , s2 , s3 : 
 
2
11 xs = , 
2
22 xs = , 
2
2
2
13 2 xxs ⋅= .  (7.1) 
 
Řešení je ovšem komplikováno faktem, že v případech d -rozměrném prostoru je 
lineární oddělovač definován rovnicí, která má d parametrů, takže hrozí nebezpečí, že 
dojde ke ztrátě obecnosti klasifikátoru “přetrénováním” pokud d =N. Dojde totiž 
k podobnému efektu jako např. při prokládání datových bodů polynomem vysokého 
stupně (aproximace neznámé funkce). Uvedená potíž je proto důvodem k tomu, že 
zmiňovaná metoda jádrových funkcí se snaží najít „optimální“ lineární oddělovač, tj. 
takový, který poskytuje co nejširší pásmo mezi ním a pozitivními příklady na jedné 
straně a negativními na druhé (a zároveň podporuje robustnost klasifikace), jak ilustruje 
následující obr. 4. 1. 
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        Obr. 6. 3  
Pohled na optimální oddělovací hranici 
 
Optimální lineární oddělovač se v algoritmu SVM hledá pomocí metody 
kvadratického programování. Zde je jistá obdoba s hledáním maxima jako u lineárního 
programování, problém je však složitější. Předpokládejme, že jsou příklady xi s 
klasifikací yi = ±1 a cílem je najít optimální oddělovač. Problém lze převést na hledání 
hodnot parametrů αi, které maximalizují výraz 
 
( )jijij
ji
i
i
i xxyy ⋅−= ∑∑ ααα
,
2
1
,  
 (7.2) 
 
přičemž platí omezení 
 
0≥iα , 0=⋅∑
i
iiy α . 
 (7.3) 
 
Výraz má dvě významné vlastnosti: jednak má jediné globální maximum, které lze 
efektivně najít, a dále datové body do výrazu vstupují ve formě skalárního součinu 
jednotlivých dvojic. Tato druhá vlastnost platí i pro rovnici lineárního oddělovače. 
Jakmile jsou jednou spočteny optimální parametry αi, je oddělovač dán rovnicí 
 
( ) ( )





⋅= ∑ xxysignxh ii
i
iα ,   (7.4) 
 
Vzhledem k omezením při hledání αi platí, že lineární oddělovač má nulové váhy 
αi,  pro každý datový bod kromě těch bodů, které jsou nejblíže vlastnímu oddělovači. 
Tyto nejbližší body se právě nazývají support vector vzhledem k tomu, že jejich funkcí 
je “podpora” oddělovací nadroviny, která na nich spočívá; ostatní body-vektoru nejsou 
pro oddělovač vůbec zapotřebí, takže metoda SVM je schopna najít ty „trénovací 
příklady“, které jsou pro nalezení oddělovače tříd podstatné (obvykle učící algoritmy 
používají všechny trénovací příklady, což při vysokém počtu bodů může vést k nízké 
efektivitě). 
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Velkou výhodou je skutečnost, že těchto podpůrných vektorů je obvykle mnohem 
méně než datových bodů, takže efektivní počet parametrů definujících optimální 
oddělovač je pak mnohem menší než N. 
Běžně nelze očekávat, že lineární oddělovač bude nalezen přímo v originálním 
vstupním prostoru x (i když to nelze vyloučit). Je ovšem zřejmé, že lineární oddělovače 
lze hledat ve vícerozměrném prostoru S(x) jednoduše tím, že se nahradí  člen x _ x 
členem S(x ) ·S(x). Tato náhrada má stejný efekt pro každý učící algoritmus, ale zde 
vzhledem ke skalárnímu součinu existují zvláštní vlastnosti. Platí totiž, že S(xi ) ·S(x j) 
není většinou nutné stanovovat přes výpočty S pro všechny body. Ve výše uvedeném 
příkladu se třemi dimenzemi lze ukázat, že 
 
( ) ( ) ( )2jiji xxxSxS ⋅=⋅ .  (7.5) 
 
Výraz (xi·xj) se nazývá „jádrová funkce“ nebo-li kernel function K(xi, xj). 
V souvislosti s algoritmy SVM je to funkce, která může být aplikována na dvojice 
vstupních dat k vyhodnocení skalárního součinu v nějakém odpovídajícím prostoru. 
Z toho tedy plyne, že lze najít lineární oddělovače ve vícerozměrném prostoru F(x) 
jednoduše náhradou xi·xj jádrovou funkcí K(xi, xj). Jinak řečeno, lze provádět učení ve 
vícerozměrném prostoru, ale stačí počítat pouze jádrové funkce místo úplného seznamu 
atributů pro každý datový bod. 
Na uvedené jádrové funkci K(xi, xj) = (xi·xj)2 není nic zvláštního, pouze odpovídá 
jednomu z možných vícerozměrných prostorů; zároveň je řada dalších jádrových funkcí, 
které odpovídají jiným prostorům. Existuje tzv. Mercerův teorém, který říká, že 
jakákoliv „rozumná” jádrová funkce [tj. v principu taková, kde matice Kij = K(xi, xj) je 
pozitivně definitní] odpovídá nějakému prostoru atributů. Tyto prostory mohou být 
velmi vysoce rozsáhlé, například polynomická jádrová funkce K(xi, xj) = (1 + xi · xj)d  
odpovídá prostoru atributů, jehož dimenze roste exponenciálně s d. S použitím 
takovýchto jádrových funkcí lze nalézt lineární oddělovače efektivně v prostorech 
majících miliardy nebo v některých případech nekonečně mnoho rozměrů. 
Nalezené lineární oddělovače lze samozřejmě mapovat zpět do původního 
prostoru, čímž lze získat libovolně zvlněné nelineární hranice mezi pozitivními 
a negativními příklady. 
7.1.2 Genetické algoritmy 
 
Vznik genetických algoritmů se datuje do 60. let dvacátého století. Základní 
myšlenky těchto algoritmů vycházejí z Darwinovy teorie o vývoji druhů. Od doby, kdy 
zakladatel této vědní disciplíny John Holland popsal základní principy a vlastnosti 
těchto algoritmů, prošel obor dlouholetým vývojem a množství praktických nasazení 
ukázalo jeho smysluplnost. 
Obecně slouží genetické algoritmy pro řešení optimalizačních problémů. Jsou 
založeny na principech genetiky a mechanismech přirozeného výběru. Na rozdíl od 
matematických optimalizačních metod jsou genetické algoritmy velmi jednoduché. 
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7.1.2.1 Reprezentace vlastností a informací 
 
Nejprve několik základních pojmů, které popisují tu část genetických algoritmů, 
kde jsou neseny informace a hodnocena jejich kvalita. Mezi nejzákladnější nepochybně 
patří: 
 
• chromozom, 
• gen, 
• populace, 
• fitness hodnota. 
 
Chromozom je řetězec informací, který v sobě nese vlastnosti a chování každého 
jedince. Nejčastěji jde o řetězec nul a jedniček, kterým je zakódována pozice jedince 
v prostoru možných řešení. Nemusí ale vždy jít jen o prostý řetězec, jakým je např. celé 
číslo. Použít můžeme reálná čísla, matice, vektory i křivky. 
Gen je nejmenší část chromozomu, která už je dále při aplikaci algoritmů 
nedělitelná. 
Populace se nazývá skupina jedinců popsaných svými chromozomy v rámci jedné 
generace. 
Fitness hodnota je číselné vyjádření kvality každého jedince. Obvykle jde o reálné 
číslo v rozsahu od 0 do 1, ale může to být číslo z libovolného intervalu. Pro každý 
problém tak musíme sestavit tzv. fitness funkci, která bude jako svůj výsledek dávat 
požadovanou číselnou hodnotu. 
Uveďme příklad, jak by taková jedna populace mohla vypadat:  
 
Pořadí Chromozóm Fitness hodnota 
1. 010001100110 0, 23 
2. 111010100010 0. 67 
3. 001010001010 0, 12 
4. 110101000111 0, 51 
5. 001000101001 0, 36 
6. 111100101111 0, 78 
 
Tab. 6. 1 Příklad jedné populace genetického algoritmu 
 
 
Činnost genetických algoritmů je velmi jednoduchá. Používají 3 základní operace: 
 
• selekce, 
• křížení, 
• mutace. 
 
Tyto operace se vždy v dané generaci aplikují na celou populaci a výsledkem je 
nová generace. Tento proces se opakuje do té doby, než se v nově vytvořené generaci 
vyskytne jeden nebo více jedinců s požadovanými vlastnostmi. 
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7.1.2.2 Selekce 
 
Tento první krok slouží k výběru jedinců z populace, kteří se mohou stát rodiči. 
Metod, jak tento krok provést, je hned několik. Většinou pracujeme s kvalitou jedince, 
tedy fitness hodnotou jeho chromozomu. 
Vážená ruleta je jedna z prvních používaných metod. Každý jedinec dostane na 
pomyslné ruletě takový podíl, jaký odpovídá jeho fitness hodnotě. Matematicky 
můžeme vyjádřit procentuální část rulety pro každého jedince následovně: 
 
∑
= N
i
i
ip
1
γ
γ
,  
 (7.6) 
 
- pi  pravděpodobnost, s jakou bude i-ty jedinec vybrán 
- γi fitness hodnota i-toho jedince 
- N počet jedinců v populaci 
 
Podle uvedeného vztahu vytvoříme kruh rulety rozdělený na N časti úměrných 
hodnotám pi. S takto vytvořenou ruletou pak provádíme losování pro výběr každého 
dalšího rodiče. 
 Pro názornost můžeme naši výše uvedenou tabulku s populací rozšířit 
o pravděpodobnost, s jakou se mohou jednotlivci stát rodiči: 
 
Pořadí Fitness hodnota Pravděpodobnost 
1. 0, 23 8, 6 
2. 0. 67 25. 1 
3. 0, 12 4, 5 
4. 0, 51 19, 1 
5. 0, 36 13, 5 
6. 0, 78 29, 2 
 
Tab. 6. 2 Rozšířená tabulka jedné populace GA 
 
Turnajová metoda vybírá vždy náhodně skupinu jedinců z populace. Tato skupina 
musí mít vždy minimálně dva jedince, ale můžeme vybírat i větší skupiny. Vítězem 
turnaje ve skupině se stává jedinec s nejvyšší fitness hodnotou. 
Při ořezávání, což je další metoda selekce, se všichni jedinci seřadí podle své 
fitness hodnoty. Tuto řadu pak podle libovolně zvoleného parametru rozdělíme na dvě 
části. Z té části s nízkými fitness hodnotami nebudeme možné rodiče vybírat vůbec 
a z druhé části můžeme vybírat podle jakéhokoliv deterministického či náhodného 
pravidla. 
Náhodný výběr je nejjednodušší metoda selekce, která nijak nezohledňuje kvalitu 
jedinců. Jako rodiče jsou náhodně vybíráni jedinci z celé populace. 
7.1.2.3 Křížení 
 
Tato operace navazuje na selekci. Stejně jako v přírodě, rodiče si vymění část 
svého genetického kódu, tedy část chromozomu. Nejjednodušší metoda je jednobodové 
křížení, kdy se náhodně zvolí bod v chromozomu. Tato hranice rozdělí chromozom na 
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dvě části a ty se mezi potomky vymění. Uveďme to na příkladu dvou jedinců s těmito 
chromozomy: 
 
X = 1100101|1100 
Y = 1001110|0101 
 
Křížením vzniknou dva nové chromozomy: 
 
P = 11001010101 
Q = 10011101100 
 
Teď si musíme jen vybrat, zda necháme do další generace postoupit oba nové 
jedince, nebo si náhodně vybereme jen jednoho z nich. Můžeme také volit i vícebodové 
křížení a kód potomka může vznikat různými kombinacemi z více než dvou rodičů. 
Není ani vyloučeno, že by se mohli do další generace dostat i někteří rodiče, a to 
dokonce aniž by se zúčastnili křížení. Tato možnost se ovšem používá jen s velmi 
malou pravděpodobností. 
 
7.1.2.4 Mutace 
 
Jde o poslední operaci genetického algoritmu. U každého jedince z nové generace 
procházíme celý chromozom a s velmi malou pravděpodobností měníme hodnoty 
některých genů z 0 na 1 a obráceně. Význam mutace je v tom, že se může v dané 
generaci objevit vlastnost, kterou dosud žádný jedinec neměl a nemohl ji tedy předat 
potomkům. 
 
7.1.2.5 Činnost genetického algoritmu 
 
Vlastní činnost genetického algoritmu můžeme na závěr popsat následujícími kroky: 
 
1. Inicializace. Stanovení velikosti populace a náhodné vygenerování chromozómu 
pro všechny jedince. Tím vytvoříme 1. generaci a stanovíme všem fitness 
hodnotu. 
2. Selekce 
3. Křížení 
4. Mutace 
5. Vyhodnocení nově vzniklé generace. Pokud vznikl jedinec splňující požadované 
vlastnosti, algoritmus končí. 
6. Náhrada stávající populace nově vygenerovanou 
7. Pokračování od bodu 2. 
7.1.3 SOM sítě 
 
Kohonenovy sítě neboli samoorganizující se mapy (SOM – Self Organizing 
Maps) patří mezi sítě s učením bez učitele. To znamená, že pro své nastavení 
nepotřebují znát ideální cílové vzory, jejichž získání může být problémem. Síť sama ve 
vstupních datech nalezne společné znaky nebo odlišnosti, sama se rozhodne, která 
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odezva je pro daný vzor nejlepší, a podle toho nastaví své váhy. K učení tak stačí jen 
dostatečně velká skupina vstupních vzorů.  
Princip tohoto druhu sítí se opírá o základní myšlenku, která vychází z poznatku, 
že lidský mozek používá pro uchování informace vnitřní prostorovou reprezentaci dat. 
Tím je dána také topologie samoorganizujících se map. 
 
V této síti nejsou neurony spojeny každý s každým, ale pouze se sousedními. Počet 
vstupů je zde vždy roven počtu výstupů. Typickým znakem je také to, že zde neurony 
nemají přenosovou (aktivační) funkci, ale pouze přepočítávají vzdálenosti od vstupního 
vzoru ke vzoru, jenž je kódován ve vahách daného neuronu. Pro výpočet této 
vzdálenosti platí vztah 
 
( ) ( )[ ]21
0
∑
−
=
−=
N
i
ijij twtxd ,   (7.7) 
 
kde xi (t) jsou jednotlivé elementy vstupního vzoru  X (t) a wij (t) jsou váhy mezi i-tým 
vstupem a j-tým neuronem.  
 
Kohonenova síť se v procesu učení snaží uspořádat neurony do určitých oblastí 
tak, aby byly schopny klasifikovat předložená vstupní data. Jednotlivé kroky v procesu 
tvoření a trénování sítě jsou následující.  
 
• Inicializace. Nastavení všech vah na malé náhodné počáteční hodnoty 
a. také učebního kroku  µ(0) na hodnotu blízkou 1.  
• Předložení vzoru.   
• Výpočet vzdálenosti vzorů nebo také podobnosti dj a výstupními neurony 
podle vztahu (7.1).  
• Výběr nejbližšího neuronu *, který splňuje podmínku. 
 
                       
( )jj dd min* = ,   (7.8) 
 
• Přizpůsobení vah pro daný neuron  j * a jeho okolí, tj. pro všechny 
neurony ležící uvnitř tohoto okolí Nj* (t) podle následujícího vztahu  
 
                                            
( ) ( ) ( ) ( )[ ]twtxttww ijiijij −⋅+= µ  (7.9) 
 
• Pokračovaní učícího procesu. Proces pokračuje předkládáním dalších 
vzorů, dokud nedosáhneme požadované přesnosti nebo dokud 
nevyčerpáme všechny vzory. 
 
7.2 Klasifikace 
 
Po prostudování různých studií jsme vybrali pro klasifikaci klasifikátor GMM, 
protože v rámci rozpoznávání různých parametrů z lidské promluvy, jako je určování 
mluvčího, dosahuje lepší výsledky než třeba Neuronové sítě. Z tohoto důvodu jsme 
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rozhodli vyzkoušet danou metodu pro naši klasifikaci, abychom zjistili, jakou úspěšnost 
ve výsledku bude mít. 
 
 
7.2.1 Gaussovy smíšené modely – GMM 
 
Prvním krokem klasifikace je vytvořit Gaussovy smíšené modely neboli Gaussian 
Mixture, Modely, které jsou výkonný nástroj pro statistické modelování příznaků 
v příznakovém prostoru. Základní myšlenka GMM algoritmu vychází z modelování 
trénovacích příznaků jednou nebo více Gaussovými funkcemi rozložení 
pravděpodobnosti [6].  
 
7.2.1.1 Gaussova funkce rozložení pravděpodobnosti 
Jednorozměrná funkce rozložení pravděpodobnosti má rovnici: 
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kde µ je střední hodnota, σ2 je rozptyl. 
Vícerozměrná Gaussova funkce rozložení pravděpodobnosti: 
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kde d je rozměr Gaussovy funkce rozložení pravděpodobnosti, Σ je kovariační matice, µ 
je vektor středních hodnot. Kovariační matice je následující: 
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Vektor středních hodnot: 
 
[ ]321 µµµµ = . 
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7.2.1.2 Gaussův smíšený model 
 
Gaussův smíšený model (GMM) vzniká lineární kombinací více Gaussových funkcí 
rozložení pravděpodobnosti: 
 
( )∑
=
=
M
li
ii xNxf α)( .  (7.12) 
 
M je počet Gaussových funkcí rozložení pravděpodobnosti, αi váhovací parametr, Ni(x) 
funkce rozložení pravděpodobnosti. Klasifikace GMM se vypočte podle následujícího 
vzorce: 
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 (7.13) 
 
Pro definici GMM bude třeba určit kovariační matici Σ , vektor středních hodnot µ, 
váhovací parametr α. 
7.2.1.3  
7.2.1.4  EM algoritmus 
 
Parametry pro definici GMM určíme pomocí EM algoritmu. EM (Expectation-
Maximization) je iterační algoritmus, který pracuje ve dvou krocích: 
 
• Expectation (odhad): v tomto kroku se provede odhad parametrů GMM 
modelu a výpočet tzv. „likelihood“ funkce. 
 
• Maximization (maximalizace): v tomto kroku jsou aktualizovány parametry 
GMM modelu za účelem maximalizace likelihood funkce. 
 
Cílem EM algoritmu je najít takové parametry Θ*, pro které je logaritmus 
likelihood funkce maximální: 
 
( )( )xL |logmaxarg* Θ=Θ ,  (7.14) 
 
Logaritmus likelihood funkce je pro GMM definován jako: 
 
( ) ( ) ( )∏∏
==
Θ=Θ=Θ K
i jjjj
K
i i
xNxLxL
11
|log|log|log α , 
 (7.15) 
 
 kde K je počet trénovacích vektorů x , M je počet Gaussových fukcí ve směsi, &( ) je 
Gaussova funkce rozložení pravděpodobnosti, α je váhovací parametr, θ představuje 
parametry Gaussovy funkce rozložení pravděpodobnosti, tedy θ = (µ,Σ), Θ představuje 
parametry GMM modelu, (,α1,… ,αM, , θ1, …,θM )  
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K inicializaci parametrů GMM modelu se využívá algoritmus K-means tzn. 
K nejbližších sousedů. Snaha zařadit vstupní data do k klustrů S = {S1, S2, S3, …,Sk} 
 
∑∑
=
−
k
i Sx
ij
ij
xmix
1
arg
ε
µ , 
 (7.16) 
 
• Inicializace probíhá následovně: počet klustrů se náhodně vybere ke vzorkům, 
jako počáteční centroidy 
 
• Přiřadí se každý vzorek nejbližšímu centroidu 
 
• Obnoví se centroid 
 
       • Zopakuje se přiřazení a obnovení centroidů 
 
Proces trénování a testování je třeba několikrát zopakovat. Nahrávky použité pro 
trénování nesmí být použity pro testování, což je v našem případě zajištěno tak, že 
vždycky před trénováním je jeden mluvčí vyjmut z trénovací databaze, aby bylo 
docíleno nezávislosti klasifikace na mluvčím. 
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8 Metodický postup řešení 
 
Pro vypočítání příznaků řečové promluvy jsme použili program hila, ke kterému 
nám dal souhlas jeho autor Ing. Hischam Attasi. Zároveň všechny vytvořené skripty pro 
naši metodu jsou přizpůsobeny tak, aby byly použity v rámci hily, a tudíž je nelze 
použít samostatně. 
V naší navržené metodě řešení dané problematiky, tedy určení emočních stavů, 
jsme postupovali v několika krocích, které jsou známé i pro klasifikaci řečových 
nahrávek. 
Po segmentaci jednotlivých nahrávek jsme vypočítali jejich segmentální příznaky. 
a s jejich pomocí suprasegmentální parametry. Této kapitole jsme se věnovali jen 
okrajově, protože nás více zajímal další krok. 
 Dále jsme na každou skupinu příznaků aplikovali různé metody redukce 
příznaků. Pro redukci segmentálních příznaků jsme vyzkoušeli metody podpůrných 
vektorů a samoorganizující se sítě. U suprasegmentálních příznaků jsme využili 
genetické algoritmy. Této části jsme věnovali největší pozornost, protože podle 
prostudovaných materiálů má největší vliv na úspěšnost v dané problematice. Této části 
jsme se hodně věnovali také proto, že dané metody se sice hodně používají v oboru 
zpracování řeči a dosahují v nich dobré výsledky, ale pro naše účely tyto metody nebyly 
použity. Princip všech těchto vyjmenovaných metod je popsán v předchozí kapitole 6. 
 Dále se z obou skupin příznaků vybraly některé, které se použily na trénování 
klasifikátoru. Pak se provedla crossvalidace tak, že všechny nahrávky se rozdělily na 
skupiny trénovací a testovací. Provedlo se trénování klasifikátoru, který se následně 
otestoval na testovací množině. Tento krok se provedl několikrát za sebou, přičemž 
nahrávky v obou dvou skupinách se měnily. Zároveň taky platilo pravidlo, že záznam 
obsažený v trénovací množině nesmí být zároveň v druhé množině, aby nevnášel chybu. 
Po natrénování klasifikátoru byl použit na danou databázi, kterou jsme chtěli určit, do 
jaké skupiny daná nahrávka patří. Blokové schéma navržené metody je na obr 7. 
 
 Seg 1 Seg  2  Seg n 
Pr  1 
    
Pr 1 
    
 
    
Pr n 
    
 
 
 
Obr. 7. 1 Blokové schéma navržené metody 
8.1 Redukce segmentálních příznaků SVM 
 
Jak už jsme zmínili, některé parametry, které jsme použili pro danou klasifikaci, 
mohou zhoršit úspěšnost klasifikace, proto se používají různé metody pro redukci 
příznaků, které vyberou nejvhodnější parametry pro klasifikaci. 
Námi použitá metoda, využívající pro redukci příznaků SVM, má čtyři fáze, které 
jsou znázorněny Obr. 6.1, kterým projde klasifikovaný signál. 
 
 
 
Obr. 6. 4 Blokové schéma použité metody 
 
První částí blokového schématu je vstupní signál, rozdělen na segmenty o délce n. 
Dále se v bloku určí také míra překrývání segmentů mezi sebou. Následovně se 
segmenty předají do dalšího bloku, kde se z každého  vypočítají příznaky: základní tón, 
spektrální a mel-koeficienty spektra, které jsou podrobně popsané v kapitole 3. Poté 
jsou získané příznaky použity pro sestrojení x Gaussových smíšených modelů, které se 
seskupí do supervektorů neboli Gaussových funkcí ve směsi a nakonec jsou 
v posledním bloku klasifikovány pomocí SVM, do kterých klasifikační skupiny patří. 
 
8.1.1 Výsledky SVM 
 
Protože u této metody se dá nastavovat několik parametrů v jednotlivých blocích, 
které jsou zmíněny výše, a tím docílit lepšího nebo horšího úspěchu klasifikace, jsme se 
rozhodli vyzkoušet vliv dvou parametrů. Přesněji se jedná o počet Gaussových funkcí 
ve směsi a délku segmentů. Výsledky jednotlivých kroků při experimentování jsou 
uvedeny v příloze A. 
Nejprve jsme zkoušeli vliv počtu Gaussových funkcí ve směsi, který je znázorněn 
v grafu Obr. 6.2. Je v něm vidět, že nejdříve se zvyšujícím počtem funkcí se zlepšuje 
výsledek až do počtu čtyř, kde je dosažena nejlepší úspěšnost, ale dalším zvyšováním 
klesá. 
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Obr. 6. 5 Úspěšnost klasifikace při změně počtu  
 
Poté, co jsme zjistili, že nejlepšího výsledku dosahujeme při použití čtyř 
Gaussových smíšených funkcí, jsme tento parametr nechali nastavený na této hodnotě 
a začali zkoušet vliv délky segmentu. Výsledky nastavování tohoto parametru jsou 
znázorněny na obr 6.3. Je z něj patrné, že se zvyšující délkou segmentu stoupá celková 
úspěšnost metody. 
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Obr. 6. 6 Úspěšnost klasifikace při změně délky rámce 
 
Po zjištění nejlepších hodnot těchto parametrů jsme se podívali na matici 
chybového přiřazení při tomto nastavení, jejíž hodnoty jsou zapsané v tab. 6.1. 
V tabulce je vidět, že nejmenší úspěšnost rozpoznání dané emoce byla při rozpoznání 
strachu. Je tedy vidět, že vypočítané příznaky nejsou v dané metodě vhodné. Nejlepšího 
výsledku se dosáhlo při určení emoce nuda, která se nejvíce zaměňovala za neutralitu, 
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což se dá chápat, protože se jedná o dvě pasivní emoce. Z druhého pohledu byla nejhůř 
určena z pasivních emocí právě neutralita, která se chybně určila jako nuda. Z aktivních 
emocí byla nejlépe rozpoznána radost. 
 
 Neutralita Nuda Radost Smutek Strach Zhnusení Zlost 
Neutralita 12,345 39,506 16,049 13,580 1,234 13,580 3,703 
Nuda 18,556 45,360 12,371 7,216 7,216 7,216 2,061 
Radost 9,375 14,583 35,416 13,541 6,250 15,625 5,208 
Smutek 1,111 16,666 13,333 43,333 6,666 14,444 4,444 
Strach 3,157 24,210 23,157 23,157 9,473 16,842 0,00 
Zhnuseni 7,368 15,789 22,105 14,736 8,421 26,315 5,263 
Zlost 5,154 11,340 28,866 3,092 4,123 16,494 30,927 
 
Tab. 6. 3 Průměrová matice chybové klasifikace použité metody  při  použití 4 Gaussových  
funkcích ve směsi a délky rámce 512 ms 
 
8.2 Redukce segmentálních příznaků pomocí SOM sítí 
 
 
Seg 1 Seg  2 Seg 3 
Pr  1 
   
Pr 1 
   
Pr 3 
   
 
 
 
Obr. 6. 6 Redukce příznaků pomocí SOM sítí 
 
 
U této metody jsme zvolili dva přístupy. Jeden spočíval v tom, že příznaky byly 
reprezentovány jako počet segmentů přiřazených do jednotlivých buněk. Při vyzkoušení 
tohoto přístupu byla celková úspěšnost 22,407  %. 
 
 Neutralita Nuda Radost Smutek Strach Zhnusení Zlost 
Neutralita 27,160 24,691 13,580 12,345 2,469 14,814 4,938 
Nuda 18,367 47,955 8,166 3,061 0,00 18,367 4,081 
Radost 2,0833 14,583 51,041 6,250 2,083 13,541 10,146 
Smutek 11,111 14,444 4,444 55,555 1,111 11,111 2,222 
Strach 8,421 22,105 22,105 5,263 9,473 29,473 3,157 
Zhnuseni 7,3684 14,736 10,526 3,157 10,526 42,105 21,052 
Zlost 7,216 8,247 23,713 0,00 3,092 15,463 42,268 
 
Tab. 9 Průměrová matice chybové klasifikace navržené metody  s redukcí segmentálních 
           příznaků pomocí SOM sítí poet segmentů v jednotlivých buňkách 
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Druhý přístup spočíval v tom vybrat V buněk z celkového počtu K buněk, do 
kterých spadá největší počet  rámců a u nichž je nutno vypočítat jejich centroid. 
Výsledky jednotlivých nastavení jsou uvedeny v příloze A. Tady úspěšnost dosahovala 
41,529  %. Při počtu buněk  64 a vybraných 4. 
 
 Neutrál Nuda Radost Smutek Strach Zhnusení Zlost 
Neutralita 23,456 33,333 17,284 11,111 1,234 13,580 0,00 
Nuda 15,306 54,102 10,204 4,081 1,020 7,142 7,142 
Radost 9,375 18,750 51,041 6,250 1,041 6,250 7,291 
Smutek 10,00 14,444 3,333 60,00 0,00 7,777 4,444 
Strach 3,157 31,578 18,947 8,421 10,526 24,210 3,157 
Zhnuseni 6,315 13,684 10,526 5,263 0,00 43,157 21,052 
Zlost 12,371 4,123 20,618 4,123 2,061 9,278 47,422 
 
Tab. 10 Průměrová matice chybové klasifikace navržené metody  s redukcí  
           segmentálních příznaků pomocí SOM sítí v K = 16, V = 4 
 
        
8.3 Redukce suprasegmentálních příznaků pomocí GA 
 
Pro redukci suprasegmentálních příznaků jsme vyzkoušeli genetické algoritmy. 
Po aplikování genetických algoritmů byla nakonec úspěšnost 53,664  %, která se 
vypočítala z matice chybového určení tab 6.4 
 
 Neutralita Nuda Radost Smutek Strach Zhnusení Zlost 
Neutralita 74.074 1,234 1,234 3,703 2,469 7,407 3,703 
Nuda 4,081 74,489 3,061 21,428 1,020 3,061 1,020 
Radost 9,375 15,583 50,00 1,041 1,041 19,791 4,166 
Smutek 7,777 23,333 5,555 58,888 1,111 3,333 0,00 
Strach 17,736 22,105 6,315 5,263 20,00 23,157 8,421 
Zhnuseni 11,578 10,526 8,421 4,210 4,210 55,789 5,263 
Zlost 15,464 1,030 21,649 0,00 2,061 17,528 42,268 
Tab. 6. 5 Průměrová matice chybové klasifikace navržené metody  s redukcí GA  
           suprasegmentálních příznaků pomocí GA 
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8.4 Srovnání úspěšnosti jednotlivých přístupů 
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Obr. 6. 7 Graf úspěšnosti jednotlivých metod klasifikace 
 
 
Na obr 6.7 je úspěšnost jednotlivých metod seřazena od nejhorší po nejlepší. 
Metoda označená jako číslo 1 je redukce příznaků pomocí SOM sítí reprezentovaných 
příznaků počtu rámců ve všech buněk. 2. je redukce pomocí SVM. 3. je zase SOM sítě, 
ale v této metodě jsou příznaky reprezentovány centroidy, vypočítanými z  čtyř buněk 
s největším počtem rámců. 4. metoda je využití GA. Poslední 5. není redukce příznaků, 
ale subjektivní klasifikace získaná prostřednictvím posluchačů. 
Z grafu je vidět, že nejlepší výsledky dosahuje metoda 4, který využívá GA. 
Dosahuje dokonce vyšší úspěšnosti než subjektivní klasifikace, ale má vyšší 
směrodatnou odchylku. 
 Pokud porovnáme jednotlivé metody hlouběji, tak zjistíme, že všechny metody 
měly nejhorší úspěšnost klasifikace u nudy, která byla většinou chybně určena jako 
zhnusení. 
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9 Závěr 
 
Cílem projektu bylo najít vhodnou metodu, kterou je možné provést klasifikaci 
vybraných emočních stavů.  
 Po rozboru různých parametrů řečových signálů jsme na základě jeho výsledků 
zvolili koeficienty pro rozpoznání příznaků ze signálu, ze spektra, z kostra a PLP, 
sloužící k určení daných emocí z databáze nahrávek. Jako klasifikátor jsme zvolili 
GMM.  
Jelikož pro poskytnutou emoční databázi nebyla poskytnuta subjektivní 
ohodnocení, provedli jsme pomocí deseti osob subjektivní hodnocení emočních 
nahrávek. 
Klasifikátor dosáhl úspěšnosti 42,7429 % bez jakékoliv redukce příznaků.  
V práci jsme se zaměřili také hlavně na různé druhy  redukcí příznaků, jak 
segmentálních tak suprasegmentálních, jejichž výsledky jsou popsány v kapitole 7. Je 
patrné, že nejlepších výsledků bylo dosaženo při redukci suprasegmentálních příznaků 
pomocí genetických algoritmů, které dosahovaly úspěšnosti 53,664 %, která byla jen 
 nepatrně horší než subjektivní hodnocení člověkem. 
Zjistili jsme, že pro redukci segmentálních příznaků je vhodná metoda využití 
SOM sítí na rozdíl od metody SVM, která dosáhla horší výsledky než SOM sítě, které 
nebyly ke zkoumání  dané problematiky  dosud použity. V práci jsme zjistili skutečnost, 
že z metod určování emocí pomocí SOM sítí je jedna úspěšnější, a to metoda výpočtem 
centroidů v několika nejvýznamnějších buňkách podle počtu rámců v nich.    
Námi využitá metoda se jeví pro zjištění výsledků v dané problematice velmi 
vhodná.  
Kdybychom dále pracovali na daném tématu, vyzkoušeli bychom jiné metody 
redukce příznaků, zejména bychom se zaměřili na metody pracující se 
suprasegmentálními příznaky. 
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Seznam použitých veličin, symbolů a zkratek  
 
A/D Převodník analogového signálu na digitální 
f0 Frekvence základního hlasivkového tónu [Hz] 
T0 Perioda základního hlasivkového tónu [s] 
f1, f2,  …, fn Formantové frekvence [Hz] 
A1, A2,  …, Am   Antiformátové frekvence [Hz] 
s(t) Časově spojitý signál  
s(n) Diskrétní signál  
s”(n) Digitální signál 
s”(n) Digitální signál upravený preemfází 
fvz Vzorkovací frekvence [Hz] 
fm Frekvence vyjádřena melech [mel] 
Tvz Vzorkovací perioda [s] 
fdp Mezní frekvence dolní propusti [Hz] 
m Maximální počet kvantizačních úrovní při A/D převodu [-] 
Ps Maximální výkon signálu [W] 
Pp Střední výkon poruch [W] 
SNR Odstup signálu od kvantizačního šumu [-] 
∆ Kvantizační krok [-] 
λ Činitel preemfáze  [-] 
DFT Diskrétní Fourierova transformace   [Hz] 
GM Gaussův model 
GMM Gaussův smíšený model  
αi váhovací parametr [-] 
Ni funkce rozložení pravděpodobnosti GM [-] 
Σ kovarianční matice GM 
Iseg Celkový počet rámců řeči [-] 
x [n] Rámec řeči [-] 
f (n) Daná frekvence obsažená ve spektru signálu [-] 
x (n) Amplituda dané frekvence [-] 
c [n] Spektrální hustota [s] 
w [n] Pravoúhlé okénko [-] 
FFT Rychlá Fourireova transformace [Hz] 
R [m] Autokorelační funkce [-] 
Rmax Maximální hodnota Autokorelační funkce [-] 
Lmin Minimální povolená hodnota periody základního tónu ve vzorcích [s] 
Lmax Maximální povolená hodnota periody základního tónu ve vzorcích [s] 
A Velikost amplitudy řečového signálu [-] 
ωmax Maximální vlnová rychlost řečového signálu [-] 
S(w) Spektrum signálu [-] 
S(nT) Diskrétní verze signálu [-] 
ck Koeficient Fourierovy řady [-] 
µ Spektrální centroid  [-] 
σ Spektrální rozptyl  [-] 
mn Moment n-tého řádu  [-] 
γš Spektrální šikmost  [-] 
γ1 Spektrální špičatost  [-] 
sklon Spektrální sklon  [-] 
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Flatness Spektrální plochost  [-] 
ZTŘ Základní tón řeči 
IDFT Inverzní diskrétní Fourierova transformace [Hz] 
 | u – v | Vzdálenost dvou vektorů [-] 
k Počet vektorů 
u, v Směrové vektory 
SVM Support vector machine  
GMM Gaussovy smíšené modely 
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Příloha A 
Tabulky chybového přiřazení použité metody při nastavování optimálních 
parametrů všech metod 
 
M…. počet GMM 
l … délka rámce [ms]  
K…. počet všech buněk u SOM sítí 
V … počet vybraných s největším množství rámců 
 
 Neutralita Nuda Radost Smutek Strach Zhnusení Zlost 
Neutralita 16,049 13,580 7,407 34,567 11,111 11,111 6,172 
Nuda 15,463 13,402 3,092 28,866 17,525 11,340 10,309 
Radost 4,166 6,250 22,916 17,708 12,500 21,875 14,583 
Smutek 17,777 11,111 8,888 40,00 7,777 12,222 2,222 
Strach 14,736 10,526 20,00 20,00 12,631 17,894 4,210 
Zhnuseni 8,421 8,421 11,578 29,473 11,578 25,263 5,263 
Zlost 5,154 11,340 24,742 17,525 13,402 14,433 13,402 
 
Tab. 1 Průměrová matice chybové klasifikace navržené metody při M=1,  l = 126:125 
 
 Neutralita Nuda Radost Smutek Strach Zhnusen
í 
Zlost 
Neutralita 14,814 24,691 20,987 18,518 4,938 13,580 2,469 
Nuda 25,773 24,742 21,649 7,216 2,061 12,371 6,185 
Radost 8,333 11,458 30,208 10,416 12,500 12,500 14,583 
Smutek 5,555 18,888 12,222 46,666 5,555 7,777 3,333 
Strach 14,736 13,684 30,526 27,368 4 7,368 2,105 
Zhnuseni 8,421 14,736 18,947 18,947 1,052 25,263 12,631 
Zlost 6,185 5,154 38,144 12,371 3,092 13,402 21,649 
Tab. 2 Průměrová matice chybové klasifikace navržené metody při M = 2,  l = 126 
 
 Neutralita Nuda Radost Smutek Strach Zhnusení Zlost 
Neutralita 17,284 30,864 17,284 11,111 9,876 12,345 1,234 
Nuda 19,587 30,927 15,463 14,433 5,154 10,309 4,123 
Radost 4,166 10,416 32,291 11,458 11,458 14,583 15,625 
Smutek 11,111 15,555 8,888 41,111 2,222 14,444 6,666 
Strach 8,421 17,894 23,157 21,052 6,315 14,736 8,421 
Zhnuseni 4,210 11,578 11,578 15,789 6,315 37,894 12,631 
Zlost 1,030 8,247 34,020 12,371 4,123 16,494 23,711 
Tab. 3 Průměrová matice chybové klasifikace navržené metody při M = 4,  l  = 126 
 
 Neutralita Nuda Radost Smutek Strach Zhnusení Zlost 
Neutralita 13,580 29,629 13,580 20,987 7,407 11,111 3,703 
Nuda 15,463 30,927 16,494 8,247 7,216 11,340 10,309 
Radost 0,00 13,541 39,583 14,583 8,333 10,416 13,541 
Smutek 8,888 15,555 14,444 32,222 8,888 16,666 3,333 
Strach 6,315 18,947 26,315 24,210 6,315 15,789 2,105 
Zhnuseni 7,368 17,894 18,947 12,631 2,105 32,631 8,421 
Zlost 5,154 9,278 42,268 7,216 2,061 17,525 16,494 
Tab. 4 Průměrová matice chybové klasifikace navržené metody při M = 8,  l  = 126 
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 Neutrál Nuda Radost Smutek Strach Zhnusení Zlost 
Neutralita 17,284 27,160 19,753 7,407 7,407 14,81 6,172 
Nuda 15,463 27,835 20,618 12,371 7,216 12,371 4,123 
Radost 6,250 11,458 34,375 12,500 10,41 13,541 11,458 
Smutek 11,111 18,888 11,111 27,777 10,00 17,777 3,333 
Strach 10,526 16,842 28,421 15,789 9,473 17,894 1,052 
Zhnuseni 7,368 13,684 23,157 12,631 0,00 31,578 11,578 
Zlost 3,092 8,247 44,329 5,154 1,030 21,649 16,494 
 
Tab. 5 Průměrová matice chybové klasifikace navržené metody při  M = 10,  l = 126 
 
 Neutrál Nuda Radost Smutek Strach Zhnusení Zlost 
Neutralita 12,345 13,580 18,518 25,925 17,284 11,111 1,234 
Nuda 17,525 15,463 20,618 11,340 13,402 15,463 6,185 
Radost 3,125 7,291 39,583 8,333 12,500 9,375 19,791 
Smutek 14,444 15,555 8,888 40,00 7,777 7,777 5,555 
Strach 5,263 24,210 24,210 13,684 16,842 11,578 4,210 
Zhnuseni 5,263 11,578 22,105 21,052 10,526 22,105 7,368 
Zlost 3,092 15,463 39,175 5,154 8,247 18,556 10,309 
 
Tab .5 Průměrová matice chybové klasifikace navržené metody  při M = 8,  l = 63 
 
 Neutrál Nuda Radost Smutek Strach Zhnusení Zlost 
Neutralita 16,049 28,395 13,580 11,111 6,172 20,987 3,703 
Nuda 27,835 29,896 10,309 3,092 7,216 12,371 9,278 
Radost 8,333 11,458 30,208 9,375 10,416 16,666 13,541 
Smutek 5,555 11,111 14,444 44,444 2,222 18,888 3,333 
Strach 5,263 20,00 29,473 21,052 1,052 20,00 3,157 
Zhnuseni 4,210 10,526 20,00 16,842 2,105 30,526 15,789 
Zlost 2,061 12,371 32,989 6,1856 5,154 15,463 25,773 
 
Tab. 5 Průměrová matice chybové klasifikace navržené metody  při M = 8,  l = 126 
 
 Neutrál Nuda Radost Smutek Strach Zhnusení Zlost 
Neutralita 17,284 22,222 17,284 19,753 3,703 17,284 2,469 
Nuda 21,649 30,927 17,525 11,340 5,154 12,371 1,030 
Radost 3,125 10,416 40,625 12,500 6,250 21,875 5,208 
Smutek 5,555 12,222 17,777 42,222 2,222 17,777 2,222 
Strach 3,157 14,736 29,473 26,315 4,210 20,00 2,105 
Zhnuseni 8,421 6,315 24,210 23,157 4,210 23,157 10,526 
Zlost 4,123 3,092 37,113 8,247 4,123 21,649 21,649 
Tab.5 Průměrová matice chybové klasifikace navržené metody  při M = 8,  l = 256 
 
 Neutrál Nuda Radost Smutek Strach Zhnusení Zlost 
Neutralita 12,345 39,506 16,049 13,580 1,234 13,580 3,703 
Nuda 18,556 45,360 12,371 7,216 7,216 7,216 2,061 
Radost 9,375 14,583 35,416 13,541 6,250 15,625 5,208 
Smutek 1,111 16,666 13,333 43,333 6,666 14,444 4,444 
Strach 3,157 24,210 23,157 23,157 9,473 16,842 0,00 
Zhnuseni 7,368 15,789 22,105 14,736 8,421 26,315 5,263 
Zlost 5,154 11,340 28,866 3,092 4,123 16,494 30,927 
 
Tab. 5 Průměrová matice chybové klasifikace navržené metody  při M = 8,  l = 512 
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 Neutrál Nuda Radost Smutek Strach Zhnusení Zlost 
Neutralita 49.914 8,642 16,049 9.877 8,642 12,346 6,173 
Nuda 5,102 50,000 7,143 21,428 2,041 11,224 3,061 
Radost 3,125 16,667 40,625 6,250 6,250 13,541 13,541 
Smutek 5,555 17,777 0,00 68,888 2,222 5,555 0,00 
Strach 16,842 15,789 10,526 24,211 12,631 11,578 8,421 
Zhnuseni 10,526 12,632 8,421 11,578 3,157 36,841 16,842 
Zlost 15,464 5,154 15,463 3,092 1,030 16,494 43,299 
 
Tab. 6 Průměrová matice chybové klasifikace navržené metody  bez redukce 
 
 
 Neutrál Nuda Radost Smutek Strach Zhnusení Zlost 
Neutralita 74.074 1,234 1,234 3,703 2,469 7,407 3,703 
Nuda 4,081 74,489 3,061 21,428 1,020 3,061 1,020 
Radost 9,375 15,583 50,00 1,041 1,041 19,791 4,166 
Smutek 7,777 23,333 5,555 58,888 1,111 3,333 0,00 
Strach 17,736 22,105 6,315 5,263 20,00 23,157 8,421 
Zhnuseni 11,578 10,526 8,421 4,210 4,210 55,789 5,263 
Zlost 15,464 1,030 21,649 0,00 2,061 17,528 42,268 
 
Tab. 7 Průměrová matice chybové klasifikace navržené metody  s redukcí  
           suprasegmentálních příznaků pomocí GA 
 
 Neutrál Nuda Radost Smutek Strach Zhnusení Zlost 
Neutralita 40.740 3,703 6,172 7,407 4,938 9,876 27,165 
Nuda 25,510 10,204 9,183 11,224 8,163 12,244 23,469 
Radost 17,708 2,0833 11,485 16,667 3,125 4,166 44,791 
Smutek 23,333 5,556 5,556 32,222 4,444 7,777 22,111 
Strach 28,422 8,4211 12,631 11,578 4,210 12,631 22,1053 
Zhnuseni 21,052 6,315 14,736 14,736 10,526 13,684 25,263 
Zlost 23,713 4,123 18,556 5,154 1,030 3,092 44,329 
 
Tab. 8 Průměrová matice chybové klasifikace navržené metody  s redukcí  
           segmentálních příznaků pomocí SOM sítí 
 
 
 Neutrál Nuda Radost Smutek Strach Zhnusení Zlost 
Neutralita 23,456 35,802 9,876 12,345 0,00 12,345 6,172 
Nuda 18,367 54,142 8,1633 5,102 0,00 4,081 7,142 
Radost 11,483 21,875 42,708 4,166 2,083 4,166 13,541 
Smutek 5,555 24,444 3,333 60,00 0,00 4,444 2,222 
Strach 8,421 38,947 8,421 6,315 13,648 21,052 3,157 
Zhnuseni 8,421 20,00 6,315 3,157 2,105 40,00 20,00 
Zlost 14,433 8,247 20,618 5,154 0,00 5,154 46,391 
 
Tab. 9 Průměrová matice chybové klasifikace navržené metody  s redukcí  
           segmentálních příznaků pomocí SOM sítí v K = 16, V = 4 
  
53 
 
 
 Neutrál Nuda Radost Smutek Strach Zhnusení Zlost 
Neutralita 32,098 37,037 9,876 13,580 0,00 6,172 1,234 
Nuda 28,571 53,061 7,142 4,081 0,00 0,00 7,142 
Radost 15,625 16,666 35,416 9,375 2,053 10,416 10,146 
Smutek 7,777 24,444 3,333 58,888 0,00 3,333 2,222 
Strach 22,105 35,789 7,368 7,368 10,526 9,473 7,368 
Zhnuseni 10,526 30,526 2,105 4,210 3,157 35,789 13,684 
Zlost 15,463 9,278 22,680 10,309 0,00 5,154 37,113 
 
Tab. 11 Průměrová matice chybové klasifikace navržené metody  s redukcí  
           segmentálních příznaků pomocí SOM sítí v K = 16, V = 2 
 
 
 
 
 
