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In this note, we study the exponential stability of impulsive functional differential systems
with infinite delays by using the Razumikhin technique and Lyapunov functions. Several
Razumikhin-type theorems on exponential stability are obtained, which shows that certain
impulsive perturbations may make unstable systems exponentially stable. Some examples
are discussed to illustrate our results.
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1. Introduction
Impulsive differential systems are now recognized as an excellent source of models to simulate processes and phenomena
observed in control theory, physics, chemistry, population dynamics, biotechnology, industrial robotics, economics, etc.
During the past few years, impulsive systems have become a very active area of research, see [1,3,6,9–13]. Many classical
results have been extended to impulsive systems [2,4,14]. Recently, impulsive systems with time delay are frequently
encountered in engineering, biology, economy, and other disciplines, so it is necessary to study the properties of these
systems. Now a well-developed stability theory of functional differential systems has come into existence, see [7,9,12].
However, not much has been developed in the direction of the stability theory of impulsive functional differential systems,
especially for infinite delay impulsive functional differential systems [8]. There are a number of difficulties that one must
face in developing the corresponding theory of impulsive functional differential systems with infinite delays, for example,
the interval (−∞,σ] is not compact, and the images of a solution map of closed and bounded sets in C((−∞, 0], Rn) space
may not be compact. Therefore, it is an interesting and complicated problem to study the stability theory for impulsive
functional differential systems with infinite delays. In [5], by using Lyapunov functions and Razumikhin techniques, some
Razumikhin-type theorems on stability and uniform stability are obtained for a class of impulsive functional differential
systems with infinite delays.
On the other hand, several papers devoted to the study of exponential stability of impulsive delay systems have appeared
during the past years. In [9,10], the authors have investigated exponential stability of impulsive systems with finite delay
by using the method of Lyapunov functions and Razumikhin techniques. In [11,16], the authors have studied exponential
stability, by using fundamental function and inequalities, for linear impulsive delay differential equations. However, very
little is known about the exponential stability of impulsive infinite delay differential systems. In this paper, we consider
impulsive infinite delay differential systems. By using Lyapunov functions and the Razumikhin technique, we establish some
exponential stability criteria. The effect of impulses on the solutions is stressed here.
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This note is organized as follows. In Section 2, we introduce some notations and definitions. In Section 3, we obtain
several Razumikhin-type criteria on exponential stability for impulsive infinite delay differential systems by using Lyapunov
functions and the Razumikhin technique. In the last section, some examples are discussed to illustrate our results.
2. Preliminaries
Let R denote the set of real numbers R+ the set of nonnegative real numbers and Rn the n-dimensional real space equipped
with the Euclidean norm ‖ · ‖. For any t ≥ t0 ≥ 0 > α ≥ −∞, let f (t, x(s))where s ∈ [t+ α, t] or f (t, x(·)) be a Volterra-type
functional. In the case when α = −∞, the interval [t + α, t] is understood to be replaced by (−∞, t].
Consider the impulsive functional differential systems{
x′(t) = f (t, x(·)), t ≥ t0, t 6= tk,
∆x|t=tk = x(tk)− x(t−k ) = Ik(tk, x(t−k )), k = 1, 2 . . . , (2.1)
where the impulse times tk satisfy 0 ≤ t0 < t1 < · · · < tk < · · · , limk→+∞ tk = +∞ and x′ denotes the right-hand derivative
of x. f ∈ C([tk−1, tk) × C, Rn), f (t, 0) = 0.C is an open set in PC([α, 0], Rn), where PC([α, 0], Rn) = {ψ : [α, 0] → Rn is
continuous everywhere except at finite number of points tk, at which ψ(t+k ) and ψ(t
−
k ) exist and ψ(t
+
k ) = ψ(tk)}. For each
k = 1, 2 . . . , Ik(t, x) ∈ C([t0,∞) × Rn, Rn), Ik(tk, 0) = 0, and for any ρ > 0, there exists a ρ1 > 0(0 < ρ1 < ρ) such that
x ∈ S(ρ1) implies that x+ Ik(tk, x) ∈ S(ρ),where S(ρ) = {x : ‖x‖ < ρ, x ∈ Rn}.
Define PCB(t) = {x ∈ C : x is bounded }. For ψ ∈ PCB(t), the norm of ψ is defined by ‖ψ‖ = supα≤θ≤0 |ψ(θ)|.
For any σ ≥ 0, let PCBδ(σ) = {ψ ∈ PCB(σ) : ‖ψ‖ < δ}.
For any given σ ≥ t0, the initial condition for system (2.1) is given by
xσ = φ, (2.2)
where φ ∈ PC([α, 0], Rn).
We assume that the solution for the initial problem (2.1)–(2.2) does exist and is unique which will be written in the form
x(t,σ,φ), see [2,15]. Since f (t, 0) = 0, I(tk, 0) = 0, k = 1, 2, . . . , then x(t) = 0 is a solution of (2.1)–(2.2), which is called the
trivial solution. In this paper, we always assume that the solution x(t,σ,φ) of (2.1)–(2.2) can be continued to∞ from the
right of σ.
For convenience, we also have the following classes in later sections:
K1 = {a ∈ C(R+, R+)|a(0) = 0 and a(s) > 0 for s > 0};
K2 = {a ∈ C(R+, R+)|a(0) = 0 and a(s) > 0 for s > 0 and a is nondecreasing in s};
K3 = {a ∈ C(R+, R+)|a(0) = 0 and a(s) > 0 for s > 0 and a is strictly increasing in s}.
We introduce some definitions as follows:
Definition 2.1. The function V : [α,∞)× C→ R+ belongs to class v0 if
(A1) V is continuous on each of the sets [tk−1, tk)× C and lim(t,ϕ)→(t−k ,ψ) V(t,ϕ) = V(t
−
k ,ψ) exists;
(A2) V(t, x) is locally Lipschitzian in x and V(t, 0) ≡ 0.
Definition 2.2. Let V ∈ v0, for any (t,ψ) ∈ [tk−1, tk) × C, the upper-right-hand Dini derivative of V(t, x) along the solution
of (2.1)–(2.2) is defined by
D+V(t,ψ(0)) = lim sup
h→0+
{V(t + h,ψ(0)+ hf(t,ψ))− V(t,ψ(0))}/h.
Definition 2.3. Assume x(t) = x(t,σ,φ) to be the solution of (2.1)–(2.2) through (σ,φ). Then the trivial solution of
(2.1)–(2.2) is said to be
(1) weak exponentially stable, assume α(s) ∈ K3,λ > 0 is a constant, if for any ε > 0,σ ≥ t0, there exists
δ = δ(ε) > 0 such that φ ∈ PCBδ(σ) implies α(‖x(t)‖) < ε · e−λ(t−σ), t ≥ σ.
(2) exponentially stable, assume λ > 0 is a constant, if for anyε > 0,σ ≥ t0, there exists δ = δ(ε) > 0 such that
φ ∈ PCBδ(σ) implies ‖x(t)‖ < ε · e−λ(t−σ), t ≥ σ.
3. Main results
In this section, we shall develop Lyapunov–Razumikhin methods and establish some theorems which provide sufficient
conditions for weak exponential stability and exponential stability of the trivial solution of (2.1)–(2.2).
Theorem 3.1. Assume that there exist functions w1,w2 ∈ K1, g ∈ K2, c ∈ C(R+, R+) and p ∈ PC(R+, R+), V(t, x) ∈ v0, and
constants M > 1,λ > 0,βk ≥ 0, k ∈ Z+ such that the following conditions hold:
(i) w1(‖x‖) ≤ V(t, x) ≤ w2(‖x‖), (t, x) ∈ [α,∞)× S(ρ);
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(ii) For any σ ≥ t0 and ψ ∈ PC([α, 0], S(ρ)), if g(V(t,ψ(0))eλ(t−σ)) ≥ M−1V(t + θ,ψ(θ)), α ≤ θ ≤ 0, t 6= tk, then
D+V(t,ψ(0)) ≤ −p(t)c(V(t,ψ(0))),
where s < g(s) ≤ Ms for any s > 0;
(iii) For all (tk,ψ) ∈ R+ × PC([α, 0], S(ρ1)), V(tk,ψ(0)+ Ik(tk,ψ)) ≤ (1+ βk)V(t−k ,ψ(0)), with
∏∞
k=1(1+ βk) ≤ M;
(iv)
τ = max
k≥1
{tk − tk−1} <∞, µ = min
k≥1 {tk − tk−1} > 0,
inf
t≥0
∫ t+µ
t
p(s)ds = M1 <∞, sup
s>0
∫ Meλτ s
s
dt
c(t)
= M2 < M1;
(v) The inequality
inf
s>0
p(s) · inf
s>0
c(s)
s
≥ λ holds.
Then the trivial solution of (2.1)–(2.2) is weakly exponentially stable.
Proof. Condition (i) implies that w1(s) ≤ w2(s) for s ∈ [0,ρ]. So let W1 and W2 be continuous, strictly increasing functions
satisfying W1(s) ≤ w1(s) ≤ w2(s) ≤ W2(s) for all s ∈ [0,ρ]. Thus, we have for all (t, x) ∈ [α,∞)× S(ρ)
W1(‖x‖) ≤ V(t, x) ≤ W2(‖x‖).
For any ε > 0(< ρ1), we may choose δ = δ(ε) > 0 such that W2(δ) ≤ M−2 min{W1(ε), ε}. For any σ ≥ t0,
let x(t) = x(t,σ,φ) be a solution of (2.1)–(2.2) through (σ,φ). For any φ ∈ PCBδ(σ), we shall prove that
W1(‖x(t)‖) < ε · e−λ(t−σ), t ≥ σ. (3.1)
For convenience, let V(t) = V(t, x(t)) and
V˜(σ) = max{ sup
α≤θ≤0
V(σ + θ,ψ(θ)),MV(σ)},
which implies that V˜(σ) ≤ W2(δ)M in view of φ ∈ PCBδ(σ).
Next we shall show
V(t) ≤ V˜(σ) ∏
σ≤tk<t
(1+ βk)e−λ(t−σ), t ≥ σ. (3.2)
Suppose that σ ∈ [tl−1, tl), l ∈ Z+. First, it is clear that for t ∈ [σ + α,σ)
W1(‖x‖) ≤ V(t) ≤ V˜(σ) < MW2(δ) ≤ M−1 min{W1(ε), ε} ≤ W1(ε). (3.3)
So ‖x(t)‖ < ε < ρ1, t ∈ [σ + α,σ].We next claim that (3.2) holds for all t ∈ [σ, tl). This is equivalent to showing that
V(t) ≤ V˜(σ)e−λ(t−σ), t ∈ [σ, tl). (3.4)
In order to do this we let
Ω(t) =
{
V(t)eλ(t−σ), t ≥ σ,
V(t), σ + α ≤ t ≤ σ,
then it is obvious that Ω(t) ≥ V(t) for all t ≥ σ + α. Next we only need show Ω(t) ≤ V˜(σ), t ∈ [σ, tl). Suppose on the
contrary, that there exists some t ∈ [σ, tl) such that Ω(t) > V˜(σ). Let tˆ = inf{t ∈ [σ, tl)|Ω(t) ≥ V˜(σ)}, then tˆ ∈ (σ, tl), since
Ω(σ) = V(σ) ≤ M−1V˜(σ) < V˜(σ). And Ω(tˆ) = V˜(σ),Ω(t) < V˜(σ), t ∈ [σ, tˆ). Also, we obtain
V(t) ≤ Ω(t) < V˜(σ) for all t ∈ [σ + α, tˆ), (3.5)
in view of (3.3). Note that g(Ω(tˆ)) = g(V˜(σ)) > V˜(σ), and g(Ω(σ)) = g(V(σ)) ≤ g(M−1V˜(σ)) ≤ V˜(σ) in view of g(s) ≤ Ms,
so define t∗ = sup{t ∈ [σ, tˆ]| g(Ω(t)) ≤ V˜(σ)}. Thus, t∗ ∈ [σ, tˆ), g(Ω(t∗)) = V˜(σ), and g(Ω(t)) > V˜(σ), t ∈ (t∗, tˆ]. Hence, for
t ∈ [t∗, tˆ],σ + α ≤ s ≤ t, considering (3.5), we have
g(V(t)eλ(t−σ)) = g(Ω(t)) ≥ V˜(σ) ≥ V(s) > M−1V(s).
By assumption (ii), the inequality D+V(t) ≤ −p(t)c(V(t)) holds for all t ∈ [t∗, tˆ]. Therefore, we obtain that
D+Ω(t) = D+V(t)eλ(t−σ) + λV(t)eλ(t−σ)
= eλ(t−σ)(D+V(t)+ λV(t))
≤ eλ(t−σ)(−p(t)c(V(t))+ λV(t))
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= V(t)eλ(t−σ)
(
−p(t) c(V(t))
V(t)
+ λ
)
≤ 0, (3.6)
in view of condition (v). So Ω(t) is nonincreasing in t for t ∈ [t∗, tˆ] which implies that Ω(t∗) ≥ Ω(tˆ). But this contradicts
the fact Ω(tˆ) = V˜(σ) = g(Ω(t∗)) > Ω(t∗). Hence, we have proven Ω(t) ≤ V˜(σ), t ∈ [σ, tl). So (3.4) holds. Hence, we get for
t ∈ [σ, tl)
W1(‖x‖) ≤ V(t) ≤ V˜(σ)e−λ(t−σ) ≤ V˜(σ) < MW2(δ) ≤ M−1 min{W1(ε), ε} ≤ W1(ε).
So ‖x(t)‖ < ε < ρ1, t ∈ [σ, tl),which implies that x(t−l ) ∈ S(ρ1), x(tl) ∈ S(ρ). Considering condition (iii), we get
V(tl) ≤ (1+ βl)V(t−l ) ≤ (1+ βl)V˜(σ)e−λ(tl−σ).
Furthermore, we claim that
V(t) ≤ (1+ βl)V˜(σ)e−λ(t−σ), t ∈ [tl, tl+1). (3.7)
In order to do this, we only need prove that Ω(t) ≤ (1 + βl)V˜(σ), t ∈ [tl, tl+1). First we prove Ω(t−l ) ≤ M−1V˜(σ). Suppose
this assertion is false, then Ω(t−l ) > M−1V˜(σ). So either Ω(t) > M−1V˜(σ) for all t ∈ [tl−1, tl), or there exists some t ∈ [tl−1, tl)
for which Ω(t) ≤ M−1V˜(σ). In the first case, considering (3.4), we get
g(V(t)eλ(t−σ)) = g(Ω(t)) ≥ Ω(t)
≥ M−1V˜(σ) ≥ M−1Ω(s) > M−1V(s), σ + α ≤ s ≤ t, t ∈ [tl−1, tl),
which implies that Ω(t−l ) ≥ M−1Ω(tl−1). Thus, we obtain MV(t−l )eλτ ≥ V(tl−1). By assumption (ii), the inequality D+V(t) ≤−p(t)c(V(t)) holds for all t ∈ [tl−1, tl). Therefore, we obtain that∫ V(tl−1)
V(t−l )
ds
c(s)
≤
∫ MV(t−l )eλτ
V(t−l )
ds
c(s)
≤ M2 < M1.
However, we note∫ V(tl−1)
V(t−l )
ds
c(s)
≥
∫ tl
tl−1
p(s)ds ≥
∫ tl−1+µ
tl−1
p(s)ds ≥ M1.
This is a contradiction. In the second case, let t∗ = sup{t ∈ [σ, tl]|Ω(t) ≤ M−1V˜(σ)}. Then t∗ ∈ [σ, tl),Ω(t∗) = M−1V˜(σ), and
Ω(t) > M−1V˜(σ), t ∈ (t∗, tl),which imply that
g(V(t)eλ(t−σ)) = g(Ω(t)) ≥ Ω(t) ≥ M−1V˜(σ) > M−1V(s), σ + α ≤ s ≤ t, t ∈ [t∗, tl).
By assumption (ii), the inequality D+V(t) ≤ −p(t)c(V(t)) ≤ 0 holds for all t ∈ [t∗, tl). Applying exactly the same argument
as in the proof of (3.6) yields D+Ω(t) ≤ 0, which implies that Ω(t) is nonincreasing in t for t ∈ [t∗, tl). In particular,
Ω(t∗) ≥ Ω(t−l ). But this contradicts the fact Ω(t−l ) > M−1V˜(σ) = Ω(t∗). Thus, we have proven that Ω(t−l ) ≤ M−1V˜(σ).
Next we prove that (3.7) holds. We only need show that Ω(t) ≤ (1 + βl)V˜(σ), t ∈ [tl, tl+1). Suppose on the contrary,
that there exists some t ∈ [tl, tl+1) such that Ω(t) > (1 + βl)V˜(σ). Let tˆ = inf{t ∈ [tl, tl+1)|Ω(t) ≥ (1 + βl)V˜(σ)}, then
tˆ ∈ (tl, tl+1), Ω(tˆ) = (1+ βl)V˜(σ), and Ω(t) < (1+ βl)V˜(σ), t ∈ [tl, tˆ).Meanwhile, we obtain
Ω(t) < (1+ βl)V˜(σ) for all t ∈ [σ + α, tˆ), (3.8)
in view of the fact Ω(t) < V˜(σ) for t ∈ [σ + α, tl). On the other hand, we note
g(Ω(tˆ)) = g((1+ βl)V˜(σ)) > (1+ βl)V˜(σ),
and
g(Ω(tl)) = g(V(tl)eλ(tl−σ)) ≤ g(V(t−l )(1+ βl)eλ(tl−σ))
= g((1+ βl)Ω(t−l ))
≤ g((1+ βl)M−1V˜(σ))
≤ (1+ βl)V˜(σ).
Thus, we can define t∗ = sup{t ∈ [tl, tˆ]|g(Ω(t)) ≤ (1 + βl)V˜(σ)}, then t∗ ∈ [tl, tˆ), g(Ω(t∗)) = (1 + βl)V˜(σ), and
g(Ω(t)) > (1+ βl)V˜(σ), t ∈ (t∗, tˆ]. Thus, considering (3.8), we have
g(V(t)eλ(t−σ)) = g(Ω(t)) ≥ (1+ βl)V˜(σ)
> Ω(s) ≥ V(s) > M−1V(s), σ + α ≤ s ≤ t, t ∈ [t∗, tˆ].
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Hence, by assumptions (ii) and (v), similarly to the proof of (3.6), we can obtain D+Ω(t) ≤ 0, which implies that Ω(t) is
nonincreasing in t for t ∈ [t∗, tˆ]. In particular,Ω(t∗) ≥ Ω(tˆ). This contradicts the factΩ(tˆ) = (1+βl)V˜(σ) = g(Ω(t∗)) > Ω(t∗).
So (3.7) holds.
Therefore, we have for t ∈ [tl, tl+1)
W1(‖x‖) ≤ V(t) ≤ (1+ βl)V˜(σ)e−λ(t−σ) ≤ (1+ βl)V˜(σ)
< M2W2(δ) ≤ min{W1(ε), ε} ≤ W1(ε),
in view of
∏∞
k=1(1+ βk) ≤ M. So ‖x(t)‖ < ε < ρ1, t ∈ [tl, tl+1),which implies that x(t−l+1) ∈ S(ρ1), x(tl+1) ∈ S(ρ).
Thus by the method of induction, we get for k ≥ l
V(t) ≤ V˜(σ)
k∏
s=l
(1+ βs)e−λ(t−σ), t ∈ [tk, tk+1),
i.e.,
V(t) ≤ V˜(σ) ∏
σ≤tk<t
(1+ βk)e−λ(t−σ), t ≥ σ.
So (3.2) holds. Using condition (i), we arrive at
W1(‖x‖) ≤ V(t) ≤ V˜(σ)
∏
σ≤tk<t
(1+ βk)e−λ(t−σ)
≤ W2(δ)M
∏
σ≤tk<t
(1+ βk)e−λ(t−σ)
≤ W2(δ)M2e−λ(t−σ)
≤ min{W1(ε), ε}e−λ(t−σ)
≤ ε · e−λ(t−σ), t ≥ σ.
Therefore, (3.1) holds. The proof of Theorem 3.1 is therefore complete. 
Especially, let g(s) = q · s, q ∈ (1,M], c(s) = s, p(t) ≥ p,wi(s) = cism (p,m, ci > 0, i = 1, 2, are constants) in Theorem 3.1,
then we can obtain the following results.
Corollary 3.1. Assume that there exists a function V(t, x) ∈ v0 such that the following conditions hold:
(i) c1‖x‖m ≤ V(t, x) ≤ c2‖x‖m, (t, x) ∈ [α,∞)× S(ρ);
(ii) For any σ ≥ t0 and ψ ∈ PC([α, 0], S(ρ)), if Mq eλ(t−σ)V(t,ψ(0)) ≥ V(t + θ,ψ(θ)),α ≤ θ ≤ 0, t 6= tk, then
D+V(t,ψ(0)) ≤ −p · V(t,ψ(0));
(iii) For all (tk,ψ) ∈ R+ × PC([α, 0], S(ρ1)), V(tk,ψ(0)+ Ik(tk,ψ)) ≤ (1+ βk)V(t−k ,ψ(0)), with
∏∞
k=1(1+ βk) ≤ M;
(iv)
τ = max
k≥1
{tk − tk−1} <∞, µ = min
k≥1 {tk − tk−1} > 0,
µp > lnM + λτ.
Then the trivial solution of (2.1)–(2.2) is exponentially stable.
Proof. Notice that µp > lnM + λτ implies that conditions (iv) and (v) in Theorem 3.1 hold. Finally we can obtain that
c1‖x‖m ≤ Mc2‖x‖m
∏
σ≤tk<t
(1+ βk)e−λ(t−σ), t ≥ σ,
i.e.,
‖x‖ ≤
(
M2c2
c1
) 1
m
‖φ‖e− λm (t−σ), t ≥ σ.
Let φ ∈ PCBδ(σ), δ = ε( c1M2c2 )
1
m , then
‖x‖ ≤ ε · e− λm (t−σ), t ≥ σ.
The proof of Corollary 3.1 is complete. 
Remark 3.1. If |α| < ∞, then the similar results have been considered extensively in [9,10]. But our results with |α| < ∞
are also new results.
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Remark 3.2. Note that Theorem 3.1 allows for significant increases in V at impulse times as long as the decrease of V
between impulses balances it properly. However, the derivative of V is always nonpositive, moreover, one always puts
certain conditions g > s in Theorem 3.1, which are restrictions to some extent. Next we introduce our second exponential
stability theorem of (2.1)–(2.2) with g < s.
Theorem 3.2. Assume that there exist functions w1,w2 ∈ K1, g ∈ K2, c ∈ C(R+, R+) and p ∈ PC(R+, R+), V(t, x) ∈ v0, and
constants M > 1,λ > 0,βk ≥ 0, k ∈ Z+ such that the following conditions hold:
(i) w1(‖x‖) ≤ V(t, x) ≤ w2(‖x‖), (t, x) ∈ [α,∞)× S(ρ);
(ii) For any σ ≥ t0 and ψ ∈ PC([α, 0], S(ρ)), if V(t,ψ(0))eλ(t−σ) ≥ g(V(t + θ,ψ(θ))), α ≤ θ ≤ 0, t 6= tk, then
D+V(t,ψ(0)) ≤ p(t)c(V(t,ψ(0))),
where M−1s ≤ g(s) < s, g(αs) = αg(s) for any α > 0, s > 0;
(iii) For all (tk,ψ) ∈ R+ × PC([α, 0], S(ρ1)), V(tk,ψ(0)+ Ik(tk,ψ)) ≤ M−1(1+ βk)V(t−k ,ψ(0)), with
∏∞
k=1(1+ βk) ≤ M;
(iv)
τ = max
k≥1
{tk − tk−1} <∞, µ = min
k≥1 {tk − tk−1} > 0,
sup
t≥0
∫ t+τ
t
p(s)ds = M1 <∞, inf
s>0
ln
s
g(s)
= M2;
(v) The inequality
M2 −M1 · sup
s>0
c(s)
s
> λτ holds.
Then the trivial solution of (2.1)–(2.2) is weakly exponentially stable.
Proof. For any σ ≥ t0, let x(t) = x(t,σ,φ) be a solution of (2.1)–(2.2) through (σ,φ). As in Theorem 3.1, let W1 and W2 be
continuous, strictly increasing functions satisfying W1(s) ≤ w1(s) ≤ w2(s) ≤ W2(s) for all s ∈ [0,ρ]. Thus,
W1(‖x‖) ≤ V(t, x) ≤ W2(‖x‖), (t, x) ∈ [α,∞)× S(ρ).
Applying exactly the same argument as in Theorem 3.1, we arrive at the conclusion that (3.3) holds. We next claim that
(3.2) holds for all t ∈ [σ, tl). This is equivalent to showing that Ω(t) ≤ V˜(σ), t ∈ [σ, tl). Suppose this assertion is false,
then there exists some t ∈ [σ, tl) such that Ω(t) > V˜(σ). Let tˆ = inf{t ∈ [σ, tl)| Ω(t) ≥ V˜(σ)}, then tˆ ∈ (σ, tl), since
Ω(σ) = V(σ) ≤ M−1V˜(σ) < V˜(σ). And Ω(tˆ) = V˜(σ),Ω(t) < V˜(σ), t ∈ [σ, tˆ). Also, we obtain V(t) ≤ Ω(t) < V˜(σ)
for all t ∈ [σ + α, tˆ) in view of (3.3). Note that Ω(tˆ) = V˜(σ) > g(V˜(σ)), and Ω(σ) = V(σ) < M−1V˜(σ) ≤ g(V˜(σ))
in view of g(s) ≥ M−1s, so we define t∗ = sup{t ∈ [σ, tˆ]|Ω(t) ≤ g(V˜(σ))}. Thus, t∗ ∈ [σ, tˆ), g(V˜(σ)) = Ω(t∗), and
g(V˜(σ)) < Ω(t), t ∈ (t∗, tˆ]. Consequently, we obtain
V(t)eλ(t−σ) = Ω(t) ≥ g(V˜(σ)) ≥ g(V(s)), σ + α ≤ s ≤ t, t ∈ [t∗, tˆ].
Using condition (ii), the inequality D+V(t) ≤ p(t)c(V(t)) holds for all t ∈ [t∗, tˆ]. Hence, we obtain that
D+Ω(t) = D+V(t)eλ(t−σ) + λV(t)eλ(t−σ)
= eλ(t−σ)(D+V(t)+ λV(t))
≤ eλ(t−σ)(p(t)c(V(t))+ λV(t))
= V(t)eλ(t−σ)
(
p(t)
c(V(t))
V(t)
+ λ
)
≤ q(t)Ω(t), t ∈ [t∗, tˆ], (3.9)
where q(t) = p(t) · sups>0 c(s)s + λ. Consequently, we have∫ Ω(tˆ)
Ω(t∗)
ds
s
=
∫ V˜(σ)
g(V˜(σ))
ds
s
≥ inf
s>0
ln
s
g(s)
≥ M2 > M1 sup
s>0
c(s)
s
+ λτ.
However,∫ Ω(tˆ)
Ω(t∗)
ds
s
≤
∫ tˆ
t∗
q(s)ds ≤
∫ t∗+τ
t∗
q(s)ds
=
∫ t∗+τ
t∗
p(u) · sup
s>0
c(s)
s
du+ λτ
≤ M1 sup
s>0
c(s)
s
+ λτ
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giving us our contradiction. Hence, we obtain Ω(t) ≤ V˜(σ), t ∈ [σ, tl), which implies that (3.2) holds for all t ∈ [σ, tl).
Meanwhile, we get for t ∈ [σ, tl)
W1(‖x‖) ≤ V(t) ≤ V˜(σ)e−λ(t−σ) ≤ V˜(σ) < MW2(δ) ≤ M−1 min{W1(ε), ε} ≤ W1(ε),
which implies that x(t−l ) ∈ S(ρ1), x(tl) ∈ S(ρ).
On the other hand, since
V(tl) ≤ M−1(1+ βl)V(t−l ) ≤ M−1(1+ βl)V˜(σ)e−λ(tl−σ), (3.10)
we next prove (3.7) holds. This is equivalent to proving that Ω(t) ≤ (1+βl)V˜(σ) for all t ∈ [tl, tl+1), in view of the definition
of Ω(t). Suppose this assertion is not true, then there exists some t ∈ [tl, tl+1) such that Ω(t) > (1+ βl)V˜(σ). Let tˆ = inf{t ∈
[tl, tl+1)| Ω(t) ≥ (1+ βl)V˜(σ)} in view of (3.10). Thus, tˆ ∈ (tl, tl+1),Ω(tˆ) = (1+ βl)V˜(σ), and Ω(t) < (1+ βl)V˜(σ), t ∈ [tl, tˆ).
Also, we obtain Ω(t) < (1+ βl)V˜(σ) for all t ∈ [σ + α, tˆ) in view of the fact Ω(t) < V˜(σ) for t ∈ [σ + α, tl). Since
Ω(tˆ) = (1+ βl)V˜(σ) > (1+ βl)g(V˜(σ)),
and
Ω(tl) ≤ M−1(1+ βl)V˜(σ)e−λ(tl−σ) ≤ M−1(1+ βl)V˜(σ) ≤ (1+ βl)g(V˜(σ)),
we can define t∗ = sup{t ∈ [tl, tˆ]|Ω(t) ≤ (1 + βl)g(V˜(σ))}. Then t∗ ∈ [tl, tˆ),Ω(t∗) = (1 + βl)g(V˜(σ)), and Ω(t) > (1 + βl)
g(V˜(σ)), t ∈ (t∗, tˆ]. Thus, we have
V(t)eλ(t−σ) = Ω(t) ≥ (1+ βl)g(V˜(σ))
= g((1+ βl)V˜(σ))
≥ g(Ω(s)) ≥ g(V(s)), σ + α ≤ s ≤ t, t ∈ [t∗, tˆ].
Therefore, by assumptions (ii) and (iv), similarly to the proof of (3.9), we can obtain
D+Ω(t) ≤ q(t)Ω(t), t ∈ [t∗, tˆ],
where q(t) = p(t) · sups>0 c(s)s + λ. Consequently, in view of g(λs) = λg(s),we have∫ Ω(tˆ)
Ω(t∗)
ds
s
=
∫ (1+βl)V˜(σ)
(1+βl)g(V˜(σ))
ds
s
=
∫ (1+βl)V˜(σ)
g((1+βl)V˜(σ))
ds
s
≥ inf
s>0
ln
s
g(s)
≥ M2 > M1 sup
s>0
c(s)
s
+ λτ.
However, we note∫ Ω(tˆ)
Ω(t∗)
ds
s
≤
∫ tˆ
t∗
q(s)ds ≤
∫ t∗+τ
t∗
q(s)ds
≤ M1 sup
s>0
c(s)
s
+ λτ.
This is a contradiction. So (3.7) holds.
By the induction hypothesis, we may prove that
V(t) ≤ V˜(σ)
k∏
s=l
(1+ βs)e−λ(t−σ), t ∈ [tk, tk+1),
i.e.,
V(t) ≤ V˜(σ) ∏
σ≤tk<t
(1+ βk)e−λ(t−σ), t ≥ σ.
So (3.2) holds. Using condition (i), similarly to the argument in Theorem 3.1, we finally arrive at
W1(‖x‖) ≤ ε · e−λ(t−σ), t ≥ σ.
So (3.1) holds. The proof of Theorem 3.2 is complete. 
Especially, let g(s) = M−1s, c(s) = s, p(t) ≤ p,wi(s) = cism (p,m, ci > 0, i = 1, 2 are constants) in Theorem 3.2, then we
can obtain the following results.
Corollary 3.2. Assume that there exists a function V(t, x) ∈ v0 such that the following conditions hold:
(i) c1‖x‖m ≤ V(t, x) ≤ c2‖x‖m, (t, x) ∈ [α,∞)× S(ρ);
(ii) For any σ ≥ t0 and ψ ∈ PC([α, 0], S(ρ)), if Meλ(t−σ)V(t,ψ(0)) ≥ V(t + θ,ψ(θ)), α ≤ θ ≤ 0, t 6= tk, then
D+V(t,ψ(0)) ≤ p · V(t,ψ(0));
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(iii) For all (tk,ψ) ∈ R+ × PC([α, 0], S(ρ1)), V(tk,ψ(0)+ Ik(tk,ψ)) ≤ M−1(1+ βk)V(t−k ,ψ(0)), with
∏∞
k=1(1+ βk) ≤ M;
(iv)
τ = max
k≥1
{tk − tk−1} <∞, µ = min
k≥1 {tk − tk−1} > 0,
λ <
lnM
τ
− p.
Then the trivial solution of (2.1)–(2.2) is exponentially stable.
Remark 3.3. To our knowledge, no similar work has been carried out on exponentially stable systems with D+V ≥ 0. Our
results are new results. We note that Theorem 3.2 allows for significant increases in V between impulses as long as the
decrease of V at impulse times balances it properly. We can see that impulses do contribute to the system’s stability behavior.
Combining Theorems 3.1 and 3.2, we can obtain the following results whose proof is similar to the proofs of Theorems 3.1
and 3.2. So we omit it.
Theorem 3.3. Assume that conditions (i), (iii) and (v) in Theorem 3.1 still hold. Moreover suppose that there exist functions
g ∈ K2, c ∈ C(R+, R+), V(t, x) ∈ v0, and constants M > 1,λ > 0 such that the following conditions hold:
(vi) For any σ ≥ t0 and ψ ∈ PC([α, 0], S(ρ)), if V(t,ψ(0))eλ(t−σ) ≥ M−2g(V(t + θ,ψ(θ))), α ≤ θ ≤ 0, t 6= tk, then
D+V(t,ψ(0)) ≤ −p(t)c(V(t,ψ(0))),
where M−1s ≤ g(s) < s, c(αs) ≥ αc(s) for any α > 0, s > 0;
(vii)
τ = max
k≥1
{tk − tk−1} <∞, µ = min
k≥1 {tk − tk−1} > 0,
inf
t≥0
∫ t+µ
t
p(s)ds = M1 <∞, sup
s>0
∫ M2eλτg(s)
s
dt
c(t)
= M2 < M1;
Then the trivial solution of (2.1)–(2.2) is weakly exponentially stable.
4. Examples
To illustrate our theorems, we shall discuss some examples.
Example 4.1. Consider the following equations
x′(t) = −a(t)x(t)+ b(t)x(t − r)+
∫ 0
−∞
e
(
s− t
2
)
x(t + s)ds, t ≥ 0, t 6= k,
x(tk) =
√(
1+ 1
k2
)
x(t−k ), tk = k, k = 1, 2 . . . ,
xσ = φ,
(4.1)
where constant r ≥ 0, and functions a ∈ (R, R+), b, e ∈ (R, R),φ ∈ PC([α, 0], Rn). Let M = 4, g(s) = 94 s. If there exists a
constant λ > 0 such that
a(t)− 3e λ2 t
(
|b(t)| +
∫ 0
−∞
e
(
s− t
2
)
ds
)
>
3
4
+ λ
2
, (4.2)
then the trivial solution of (4.1) is exponentially stable.
In fact, we note τ = µ = 1,βk = 1k2 ,
∏∞
k=1(1 + βk) ≤ M(= 4). Set V(t) = V(t, x) = x2, suppose that σ = t0 = 0, then
in view of Corollary 3.1, Mqeλ(t−σ)V(t,ψ(0)) ≥ V(t + θ,ψ(θ)),α ≤ θ ≤ 0, implies that 3e λ2 t|x(t)| > |x(t + θ)|,α ≤ θ ≤ 0,
Hence,
D+V(t, x(·)) = 2x(t)
{
−a(t)x(t)+ b(t)x(t − r)+
∫ 0
−∞
e
(
s− t
2
)
x(t + s)ds
}
≤ 2x2(t)
{
−a(t)+
(
|b(t)| +
∫ 0
−∞
e
(
s− t
2
)
ds
)
3e
λ
2 t
}
≤ −x2(t)2
{
a(t)−
(
|b(t)| +
∫ 0
−∞
e
(
s− t
2
)
ds
)
3e
λ
2 t
}
≤ −p(t)V(t),
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Fig. 1. Numerical simulation of Example 4.1.
where p(t) = 2{a(t)−3e λ2 t(|b(t)|+ ∫ 0−∞ e(s− t2 )ds)}. By assumption (4.2), we get p(t) > 32 +λ. So we can let p = 32 +λ, then
µp− λτ = p− λ = 3
2
> ln 4 = lnM.
Also, we get
V(tk,ψ(0)+ Ik(tk,ψ)) = x2(tk) ≤
(
1+ 1
k2
)
x2(t−k ) =
(
1+ 1
k2
)
V(t−k ,ψ(0)).
Therefore,the trivial solution of (4.1) is exponentially stable by Corollary 3.1. The numerical simulation of this example with
the initial function
φ(t) =
{
0, t ∈ (−∞, 0),
6, t = 0,
and e(s) = 13 e2s, b(t) = 0, a(t) = 13 e−t + 1 is given in Fig. 1.
Remark 4.1. In fact, x(t) = φ(0)e−t is a solution of (4.1) through (0,φ) in the absence of impulses. However, the solution
is totally controlled by functions e−
1
6.1 t under proper impulse effect. (i.e.,λ = 16.1 ). Fig. 1 shows that there are significant
increases in V at impulse times as long as the decrease of V between impulses balances it properly.
Example 4.2. Consider the following equations
x′(t) = a(t)x(t)+ b(t)x(t − r)+
∫ 0
−∞
e
(
s− t
2
)
x(t + s)ds, t ≥ 0, t 6= k
2
,
x(tk) = 12
√(
1+ 1
k2
)
x(t−k ), tk =
k
2
, k = 1, 2 . . . ,
xσ = φ,
(4.3)
where constant r ≥ 0, and functions a ∈ (R, R+), b, e ∈ (R, R),φ ∈ PC([α, 0], Rn). Let M = 4, g(s) = 14 s. If there exists a
constant λ > 0 such that
a(t)+ 2e λ2 t(|b(t)| +
∫ 0
−∞
e(s− t
2
)ds) < ln 4− λ, (4.4)
then the trivial solution of (4.3) is exponentially stable.
In fact, note that τ = µ = 12 ,βk = 1k2 ,
∏∞
k=1(1+ βk) ≤ M(= 4). Set V(t) = V(t, x) = x2, we still suppose that σ = t0 = 0,
then in view of Corollary 3.2, Meλ(t−σ)V(t,ψ(0)) ≥ V(t+ θ,ψ(θ)),α ≤ θ ≤ 0, implies that 2e λ2 t|x(t)| > |x(t+ θ)|,α ≤ θ ≤ 0,
then,
D+V(t, x(·)) = 2x(t)
{
a(t)x(t)+ b(t)x(t − r)+
∫ 0
−∞
e
(
s− t
2
)
x(t + s)ds
}
≤ 2x2(t)
{
a(t)+
(
|b(t)| +
∫ 0
−∞
e(s− t
2
)ds
)
2e
λ
2 t
}
≤ p(t)V(t),
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Fig. 2. Numerical simulation of Example 4.2.
where p(t) = 2{a(t) + 2e λ2 t(|b(t)| + ∫ 0−∞ e(s − t2 )ds)}. By assumption (4.3), we get p(t) < 2(ln 4 − λ). So we can let
p = 2(ln 4− λ), then
λ = ln 4− p
2
= 2 ln 4− p
2
<
lnM
τ
− p.
Also, we have
V(tk,ψ(0)+ Ik(tk,ψ)) = x2(tk) ≤ 14
(
1+ 1
k2
)
x2(t−k ) =
1
4
(
1+ 1
k2
)
V(t−k ,ψ(0)).
By Corollary 3.2, the trivial solution of (4.3) is exponentially stable. The numerical simulation of this example with the initial
function
φ(t) =
{
0, t ∈ (−∞, 0),
6, t = 0,
and e(s) = 132 es, b(t) = 0, a(t) = 1− 164 e−t, b(t) = 0 is given in Fig. 2.
Remark 4.2. Note that x(t) = φ(0)et is a solution of (4.3) through (0,φ) in the absence of impulses. So the trivial solution is
unstable without impulse effect. However, the trivial solution of (4.3) is exponentially stable under proper impulse effect.
The control function is e−
13
48 t . (i.e.,λ = 1348 ). Fig. 2 shows that the impulses do contribute to the equations’ stability properties.
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