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;X(   ti; x))] ; 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Si = f : 
! fti; : : : ; tng; fFtg-???? g: (1.2)
?????????????? ti???? vi???? Dynamic Programming????
???????????????????.8<:vn = g(tn; );vi = g(ti; ) _ ci; i = 1; : : : ; n  1: (1.3)
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ci????????????????????????????????? ti?????xi
?????? fX`(ti+1; xi)gL`=1 ?????
c^i(xi) =
1
L
LX
`=1
vi+1(X`(ti+1; xi))
??????????
vi+1(X`(ti+1; xi)) = g(ti+1; X`(ti+1; X`(ti+1; xi))) _ ci+1(ti+1; X`(ti+1; xi))
????? `??????X`(ti+1; xi)?????? fX 0k(ti+2; X`(ti+1; xi))gLk=1?????
ci+1(X`(ti+1; xi))?????????????????????????????LN ??
??????????????????????????????????
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????????????????? f ????????? fX`())gL`=1????????
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???ci ????????? c^i ? i = 0; : : : ; n??????????????????
????????????? v0(x0)????????? v^0(x0) = c^0(x0) _ g(0; x0)???
????????
?????????????????????? (1.5)????????????i??
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^i????????????????
^i = minftk; k = i; : : : ; N; c^k(X(tk; x0)) 5 g(tk; X(tk; x0))g; i = 1; : : : ; n:
?????????????????? v0??? v0?
v0 =
1
L
LX
`=1
g(^1; X`(^1; x0)) _ g(0; x0) (1.6)
????????c^i?????????????????,???????? v0(x0)???
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1.3.1 Stochastic Mesh?
(1) ??
(E;B) ????????E ?????????? m(E) ???????? X(t; x) ?
Holmander???????????????? p(t; x; y); t > 0; x; y 2 E ????????
t(dx) = p(t; x0; dx)???????X(t; x); t = 0?????????????X`(t); t =
0; ` = 1; 2; : : : ???ltration fF1t gt=0?
F1t = fX`(s); s 5 t; ` = 1; 2; : : :g
????Broadie and Glasserman ????? Stochastic Mesh??? PT tf ???????
???????????????????
(Q
(L)
s;t f)(x) =
1
L
LX
`=1
p(t  s; x;X`(t))f(X`(t))
q
(L)
s;t (X`(t))
; x 2 E; f 2 m(E):
????
q
(L)
s;t (y; !) =
1
L
LX
`=1
p(t  s;X`(s; !); y); y 2 E; ! 2 
;
????(Q(L)s;t f)????????????
EP [(Q
(L)
s;t f)(x)jF (1)s ] = (Pt sf)(x); s   a:e:x 2 E:
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(2) Stochastic Mesh????????
Broadie and Glasserman [2]??? Stochastic Mesh????????????????
????????????????
Step 1 : fX`(t1); : : : ; X`(tn)gL0`=1????????????????????
Step 2 : c^n(x) = g(tn; x)?????? c^i+1 ?????????.??? v^i+1(x) = c^i+1 _
g(ti+1; x) ???.??? c^i?
c^i(x) = (Q
(L)
ti;ti+1
v^i+1)(x)
???????
??? i = 0????????????v^0(x0)????
???? ti; i = 0; : : : ; n????c^i????????????, re-simulation??? c^00(x0)
???????????
(3) ??????????
Stochastic Mesh????????????Avramidis-Matzinger [1]????????
???
Theorem 1.1 ?? C > 0???????? k; `;m = 1; : : : ; L; k 6= `?????????
??????
max
i=0;:::;n
E[
p(ti; Xk(ti); X`(ti+1))
4
p(ti; Xm(ti); X`(ti+1))4
max
j=i+1;:::;n
g(tj ; X`(tj))
4] 5 C
8
;
max
i=0;:::;n
E[
p(ti; Xk(ti); Xk(ti+1))
4
p(ti; Xm(ti); Xk(ti+1))4
max
j=i+1;:::;n
g(tj ; Xk(tj))
4] <1;
max
i=0;:::;n
E[
p(ti; Xk(ti); X`(ti+1))
4
p(ti; Xm(ti); X`(ti+1))4
] <1;
max
i=0;:::;n
E[
p(ti; Xk(ti); Xk(ti+1))
4
p(ti; Xm(ti); Xk(ti+1))4
] <1;
???????  > 0 ? 0 <  < 1=4???????????
P

jv^0(x0)  v0(x0)j >

1 +

L
n
  1

5 6Cn
4L1 4
+O(L 2+4):
1.3.2 ? 2????
??????????????N; d = 1???W0 = fw 2 C([0;1);Rd); w(0) = 0g?
???F ?W0??Borel algebra??? ? (W0;F)??Wiener measure ???????
f(B1(t); : : : ; Bd(t); t 2 [0;1)g ? d-??Brown?????B0(t) = t; t 2 [0;1)?????
???V0; V1; : : : ; Vd 2 C1b (RN ;RN ) ???(UFG)??????????????X(t; x);
t 2 [0;1); x 2 RN ; ??? Stratonovich???????????????
X(t; x) = x+
dX
i=0
Z t
0
Vi(X(s; x))  dBi(s): (1.7)
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?????????????????????????T > 0;??? g : [0; T ]RN ! R?
supf(1+ jxj) 1jg(t; x)j; x 2 RN ; t 2 [0; T ]g <1????????????????n = 1;
0 = t0 < t1 < : : : < tn = T; ??? ctk;tk+1;:::;tn : E ! R; ? ~c(L)tk;tk+1;:::;tn : E  
 ! R;
k = n; n  1; : : : ; 0; L = 1; ??????????????????
ctn(x) = ~c
(L)
tn (x) = g(T; x); x 2 E;
ctk;tk+1;:::;tn(x) =
Z
E
p(tk+1   tk; x; y)(g(tk+1; y) _ ctk+1;:::;tn(y))dy;
~c
(L)
tk;tk+1;:::;tn
(x) = Q
(L)
tk;tk+1
(g(tk+1; ) _ ~c(L)tk+1;:::;tn())(x)
??????????????
Theorem 1.2 n(L) = 1; 0 = t(L)0 < t
(L)
1 < : : : < t
(L)
n(L) = T ???????
L (1 ")=2
n(L)X
k=1
(t
(L)
k   t(L)k 1) (N+1)`0=4 ! 0;
??? " > 0 ????????????????????????
E[j~c(L)
t
(L)
0 ;t
(L)
1 ;:::;t
(L)
n(L)
(x0)  ct(L)0 ;t(L)1 ;:::;t(L)n(L)(x0)j
2]! 0; L!1:
Theorem 1.1 ? v^0(x0) ? v0(x0) ? L ! 1 ????????????????????
Theorem 1.2? L2??????????????????????? L????????
???????????????????
???re-simulation???????????n = 1;?? 0 = T0 < T1 < : : : < Tn = T ?
????????? ! 2 
 ??? stopping time ^L;!W0 ! fT1; : : : ; Tng???????
???
^L;! = minfTk; k = 1; 2; : : : ; n; ~cLTk;Tk+1;:::;Tn(X(Tk; x0); !) 5 g(Tk; X(Tk; x0))g:
??? c^ : 
! R ?
c^(!) = E[g(^L;!; X(^L;!; x0)]
????????????????
Theorem 1.3  2 (0; 1]??????????
nX
k=1
(jcTk;Tk+1;:::;Tn(X(Tk; x0))  g(Tk; X(Tk; x0))j < ") = O("); as " # 0:
????????  2 (1=2; (1 + )=(2 + ));????? 
L 2 F ; L = 1; ? C > 0 ???
??P (
L)! 1; L!1; ????? ! 2 
L ? L = 1 ???
jc^(!)  cT0;T1;:::;Tn j 5 CL 
??????
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1.3.3 Least Square Regression?
Least Square Regression???????????? e1;    ; eK ???? PT tf ????
?????????
h =
KX
k=1
akek; (1.8)
????a1; : : : ; aK 2 R?
f 1
L
LX
`=1
(h(X`(t))  f(X`(T )))2g1=2
?????????????
(1) Longsta-Schwartz???????
Longsta-Schwartz [13] ??? Least Square Regreesion??????????????
??????????????????
Step 0 : e1;    ; eK ??????
Step 1 : fX`(t1); : : : ; X`(tn)gL`=1???????????????.
Step 2 : c^n(x) = g(tn; x)?????? c^i+1?????????.???
^
(K)
i+1;` = inf ft 2 fti+1; : : : ; tng; g(X`(t))  c^(t;X`(t))g ;
???.???,ai;k; k = 1; : : : ;K ?
1
L
LX
`=1
g(^i+1;`; X`(^ (K)i+1;l)) 
KX
k=1
i;kek(X`(ti))

2
;
?????????????????? c^i????.????? i = 1??????.
Step 3 : ??????????????????? f ~X`(t1); : : : ; ~X`(tn)gL0`=1 ?????,re-
simulation???? v^0(x0)??????
v^0(x0) =
 
1
L0
L0X
`=1
g(^
(K)
1;l ;
~X`(^
(K)
1;` ))
!
_ g(t0; x0); (1.9)
(2) ??????????
Least Square Regression??????????????? Clement-Lamberton-Protter
[4] ?????????????P (K)j ? L2(
;F ; P )?? fe1(X(tj)); : : : ; eK(X(tj))g??
???????????????????????~ (K)j ???????????8<:~
(K)
n = tn;
~
(K)
j = tj1fg(tj ;X(tj ;x0))=P (K)j g(~ (K)j+1 ;X(~ (K)j+1 ;x0))g
+ ~
(K)
j+11fg(tj ;X(tj ;x0))<P (K)j g(~ (K)j+1 ;X(~ (K)j+1 ;x0))g
?????????????
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Theorem 1.4 fekg1k=1?E?????????, ? j = 1; : : : ; n????fek(X(tj))g1k=1
? L2((X(tj)))?????????????.?????
lim
K!1
E[g(~
(K)
0 ; X(~
(K)
0 ))] = v0; in L
2:
???(1)??????????????????????????????f ~X`(t1); : : : ; ~X`(tN )gL0`=1
????????? fX`(t1); : : : ; X`(tN )gL`=1????????????????????
????
Theorem 1.5 P (c^i(X(ti; x)) = ci(X(ti; x))) = 0; i = 1; : : : ; n:????????????
??????
lim
L!1
1
L
LX
`=1
g(^
(K)
i;` ; X(^
(K)
i;` ; x0)) _ g(0; x0) = E[g(~ (K)i ; X(~ (K)i ; x0)) _ g(0; x0)]; a:s:
(3) ? 3????
???? 1.3.1 ? (1) ???????????????? i = 1; 2; : : : ; n ????gi =
g(ti; ) 2 L4(E; dti) ?????? vi; ci ? (1.3)???????????????????
?? Pti+1 ti = Pi; ti = i??????X`(ti)?X(`)i ??????
V ?m(E)??????????????????(E;B)?????????  ???
V()? V ?????????? V 2 V() ????????????????.
(1) g 2 V; ????RE g(x)4(dx) <1:
(2) g 2 V ? g(x) = 0    a:e:x; ??? g  0:
??? 0(V; ) and 1(V; ) ????????
0(V; ) = supf
R
E g(x)
4(dx)
(
R
E g(x)
2(dx))2
; g 2 V n f0gg
1(V ; ) = inff
Z
E
(
dim VX
r=1
er(x)
2)2(dx); fergdim Vr=1 is an orthonormal basis
of V as a subspace of L2(E; d) g:
???????????
1(V ; ) 5 (dim V )20(V ; ) and 0(V ; ) 5 1(V ; ):
??? i = 0; 1; : : : ; n   1 ? L = 1 ???D(L)i : m(E) m(E)  
 ! [0;1) ????
???????
D
(L)
i (g; f)(!) = (
1
L
LX
`=1
(g(X
(`)
i (!)  f(X(`)i+1(!))2)1=2; g; f 2 m(E):
??? i = 1; : : : ; n  1????V (k)i ; k = 1; 2; : : : ? V(i)?????????????
???? S1k=1 V (k)i ? L2(E; di)??????????????
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??? g(L)i : 
! V (L)i ; i = 0; 1; : : : ; n  1; L = 1; 2; : : : ???????????.
Di 1(g
(L)
i 1(!); g
(L)
i (!) _ fi)(!)
= inffDi 1(h; g(L)i (!) _ fi); h 2 V (L)i (!)g (1.10)
for i = 1; 2; : : : ; n: ??? g(L)n = gn????
???g(L)i ; i = 1; 2; : : : ; n???????????????????
????????????????????
Theorem 1.6 i = 1; : : : ; n   1????1(V (L)i ; i)=L ! 0; as L ! 1 ???????
???? 
L 2 F ; L = 1; 2; : : : ; ????? ZL; L = 1; 2; : : : ; ????????????
P (
L)! 1; as L!1;
jv0   g(L)0 (!)j 5 ZL(!); L = 1; ! 2 
L;
E[Z2L;
L]
1=2 ! 0; as L!1:
????????????
E[Z2L;
L]
1=2
5 6
n 1X
i=1
1
L1=2
1(V
(L)
i ; i)
1=4(1 + 0(V
(L)
i ; i))
1=4jjcijjL4(E;di)
+5
n 1X
i=1
jjci   i;V (L)i cijjL2(E;di):
??? 
i;V
(L)
i
? L2(E; di)?? V (L)i ??????????
1.4 Credit Valuation Adjustment (CVA)
2007-2008???????????????????????????????????
?????Credit Valuation Adjustment (CVA????????????????????
?????????????????????????????????????????
???????????? t????????????????????????????
????????????????????????????? ~V0(t)????? ~V0(t)_ 0
???????????CVA????????????????????????????
?????????????????
CVA = E[L()D(0; )1f<Tg( ~V0() _ 0)] (1.11)
????L???????????D????????(1.11)??????????????
?????????CVA???CVA????????????????????????
??????????????????????????????????????(1.11)
???Unilateral CVA??????????????????????????????
??????Unilateral CVA ?Debt Value Adjustment(DVA) ????????????
Bilateral CVA????????????
Bilateral CVA = Unilateral CVA DVA:
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1.4.1 Due-Huang???
CVA????Due-Huang [5]?????????Due-Huang [5]?????????
?????????????????????????????????????????
???????,???????????? CVA??????????????????
??????????????
r? short rate process????Q???????? Equivalent Martingale Measure????
i = 1????i = 2??????????????????????Li??????????
?????????i?????? hazard rate process???????si(t) = (1 Li(t))i(t)
???R???????????
R(v; t) = r(t) + s1(t)1fv<0g + s2(t)1fv=0g:
????? T ? g(X(T ))?????????????????????????????
???????? V ?????????????????????
V (t) = EQ
h
e 
R s
t R(u;V (u))dug(X(T ))jFt
i
; t 5 T: (1.12)
(1.12)????? V (t)?????????? Backward Stochastic Equation (BSDE)??
??????????
dV (t) = R(t; V (t))V (t)dt+ Z(t)dB(t); V (T ) = g(X(T )): (1.13)
BSDE???????????????V (t)????????????????????
?????????????
(1.12)?????? V ???????????  = s2   s1????????? V (t; )
?????????? ????Gateaux??rV (t; )???????????????
???
lim
"!0;
sup
t
rV (t; )  V (t; ")  V (t; 0)"
 = 0:
???????????????
Proposition 1.7 ???????? ?????Gateaux??rV (t; )????????
?????
rV (t; ) =  EQ[
Z T
t
e 
R s
t R(V (u;0);u)du(V (s; 0) _ 0)(s)dsjFt]: (1.14)
1.4.2 CVA?????
????CVA???????????????CVA????????????? 2??
???????
(A)CVA?????????????????????????????????????
???????????????
(B)??????????????????????????????????
CVA????? (A)?????????????????????????????, Cesari
et al [3] ?? V (t)???? Least Square Regeression????????????????
????????????????????
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1.4.3 ? 4????
???? Stochastic Mesh????? CVA????????????????????
?????????????
X(m)(t);m = 0; 1; : : : ;M;?RNm-????????????X(t) = (X(0)(t); : : : ; X(M)(t))
????X(0)(t) ?????????????????, ???????????? Tk; k =
1; : : : ;K ???????????????????????
MX
m=1
~Fm;k(X
(0)(Tk); X
(m)(Tk)):
????? ~V0???????????
~V0(t) = E[
MX
m=1
X
k;Tk=t
D(t; Tk)Fm;k(X
(0)(Tk); X
(m)(Tk))jFt]:
????CVA???????????
CVA = E[
Z T
0
L(t) exp( 
Z t
0
(s)ds)(t)D(0; t)( ~V0(t) _ 0)dt]
= E[
Z T
0
L(t) exp( 
Z t
0
(s)ds)(t)(V0(t) _ 0)dt]; (1.15)
???
V0(t) = E[
MX
m=1
X
k;Tk=t
Fm;k(X
(0)(Tk); X
(m)(Tk))jFt];
?? Fm;k ???????????????
Fm;k(X
(0)(Tk); X
(m)(Tk)) = D(0; Tk) ~Fm;k(X
(0)(Tk); X
(m)(Tk))
????
????L(t) exp(  R t0 (s)ds)(t)??? t?X(t)?????????????g(t;X(t))
????????? CVA ????????.
CVA = E[
Z T
0
g(t;X(t))(V0(t) _ 0)dt]: (1.16)
M = 1, Nm = 1;m = 1;    ;M???????N = N0+   +NM ?? ~Nm = N0+Nm;
~N = maxm=1:::;M ~Nm????
W0 = fw 2 C([0;1);Rd); w(0) = 0g; F ? W0 ?? Borel algebra??? ? (W0;F)
? Wiener measure????f(B1(t); : : : ; Bd(t); t 2 [0;1)g ? d-?? Brownian ?????
B0(t) = t; t 2 [0;1)????
Let V
(0)
i 2 C1b (RN0 ;RN0); V (m)i 2 C1b (RN0 RNm ;RNm); i = 0;    ; d;m = 1;    ;M:
????? Stratonovich ?????????????.
X(0)(t; x0) = x0 +
dX
i=0
Z t
0
V
(0)
i (X
(0)(s; x0))  dBi(s); (1.17)
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X(m)(t; ~xm) = ~xm +
dX
i=1
Z t
0
V
(m)
i (X
(0)(s; x0); X
(m)(s; ~xm))  dBi(s); (1.18)
for xm 2 RNm ; ~xm = (x0; xm) 2 RN0 RNm ;m = 1; : : : ;M:
???? ~X(m)(t; ~xm) = (X(0)(t; x0); X(m)(t; xm)) ??? ~V (m)i 2 C1b (RN0  RNk ;RN0 
RNk); i = 0;    ; d; m = 1;    ;M ???????????
~V
(m)
i (~xm) =
 
V
(0)
i (x0)
V
(m)
i (~xm)
!
;
????? ~X(m)(t; ~xm)??? Stratonovich ???????????????
~X(m)(t; ~xm) = ~xm +
dX
i=0
Z t
0
~V
(m)
i (
~X(m)(t; ~xm))  dBi(s): (1.19)
???X(t; x); x 2 RN ??? Stratonovich ??????????????
X(t; x) = x+
dX
i=0
Z t
0
Vi(X(s; x))  dBi(s); (1.20)
??? Vi; i = 1; : : : ; d ?????????????????
Vi(x) =
0BBBB@
V
(0)
i (x0)
V
(1)
i (~x1)
...
V
(M)
i (~xM )
1CCCCA :
?????m????Vector elds V (m)i; i = 1; : : : ; d? (UFG) ??????????.
??? Em ? Section 4.2? (4.11)???????????????? ~xm 2 Em; ???
?? ~X(m)(t; ~xm) ?  ??????????????? p(m)(t; xm; ) : R ~Nm ! [0;1) for
t > 0;m = 1; : : : ;M ???????????
x = (x0; : : : ; xM ) 2 RN : ???(1.20) ??????X(t; x) ?????????.
~xm = (x

0; x

m) 2 Em;m = 1; : : : ;M
????
D^(Rn) ? Rn;?????????????????????
D^(Rn) = ff 2 C2(Rn); k@
f
@x
k1 <1; for 1 5 jj 5 2g;
??? kfk1 = supfjf(x)j;x 2 Rng????
Lip(Rn)? Rn; ?? Lipshitz ???????????
kfkLip = sup
x;y2Rn;x 6=y
jf(x)  f(y)j
jx  yj ; f 2 Lip(R
n)
????Let M(Rn) ? Lip(Rn) ?????? ff _ g; f; g 2 D(Rn)g ?????????
??
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Pt : Lip(R
N )! Lip(RN ) ?
(Ptf)(x) = E
[f(X(t; x))]; f 2 Lip(RN );
??? P (m)t : Lip(R ~Nm)! Lip(R ~Nm);m = 1; : : : ;M; ?
(P
(m)
t f)(~xm) = E
[f( ~X(m)(t; ~xm))]; f 2 Lip(R ~Nm):
????
g : [0; T ]RN ! [0;1);???????????????
(1) g(t; x) ? t ???????????? n1; ? C1 > 0 ???????????
sup
t2[0;T ]
j @
@t
g(t; x)j 5 C1(1 + jxjn1); x 2 RN :
(2) g(t; x) ? x ???? 2??????,?? n2; ? C2 > 0; ????????multi index
jj 5 2 ?????????
sup
t2[0;T ]
j @

@x
g(t; x)j 5 C2(1 + jxjn2); x 2 RN :
?????????c0???????????
c0 = E
[
Z T
0
fg(t;X(t; x))E[
MX
m=1
X
k:Tk=t
Fm;k( ~X
(m)(Tk; ~x

m))jFt] _ 0gdt]: (1.21)
??? c0???????????????????
Let (
;F ; P ) ???????? X` : [0;1) 
! RN ; ` = 1; 2; : : : ;??????????
??? ` = 1; 2; : : :????X`() ?C([0;1);RN )?? P ??????? X(; ~x0) ???
????fX`(t); t = 0g; ` = 1; 2; : : : ; ???????????.
m : R
N ! R ~Nm ;m = 1; : : : ;M; ? m(x) = ~xm = (x0; xm); ??? "0 > 0 ? "0 =
min15k5K(Tk   Tk 1)????????f 2 Lip(R ~Nm) ???? Stochastic mesh operator
Q
(m)
t;Tk;"
= Q
(m;L;!)
t;Tk;"
; 0 5 t 5 T; 0 < " < "0; ???????????
(Q
(m;L;!)
t;Tk;"
f)(~xm) =
8>>><>>>:
1
L
PL
`=1
f(X
(m)
` (Tk))p
(m)(Tk t;~xm;m(X`(Tk)))
q
(m;L;!)
t;Tk
(m(X`(Tk)))
; 0 5 t < Tk   ";
f(~xm); Tk   " 5 t 5 Tk;
0; Tk < t 5 T:
where q
(m;L;!)
t;Tk
(~ym) =
1
L
LX
`=1
p(m)(Tk   t; m(X`(t)); ~ym)):
 ???  = ft0; t1; : : : ; tng? 0 = t0 < t1 < : : : < tn = T ?? fTk; k = 1; : : : ;Kg  
?????????????????jj = maxi=1;:::;n (ti+1   ti)????
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????c0??? c^i = c^i(";; L) : 
! R; i = 1; 2???????????
c^1(";; L)(!)
=
1
L
LX
`=1
n 1X
i=0
(ti+1   ti)g(ti; X`(ti))(
MX
m=1
X
k:Tk=ti+1
(Q
(m;L;!)
ti;Tk;"
Fm;k)(k(X`(ti))) _ 0); (1.22)
c^2(";; L)(!)
=
n 1X
i=0
(ti+1   ti)E[g(ti; X(ti; x))(
MX
m=1
X
k:Tk=ti+1
Fm;k(kX(Tk; x
)))
 1fPMm=1Pk:Tk=ti+1 (Q(m;L;!)ti;Tk;" Fm;k)(kX(ti;x)))=0g]:
(1.23)
c^1 ????????????? Stochastic Mesh??????????????????
Stochastic Mesh??????????? Stochastic Mesh??????????????
?????????????????????????????c^2?? Stochastic ???
?????????????????????????????????????????
????????? Stochastic Mesh????????????????????????
?????????????????????????????????????????
????????????????????????? re-simulation?????????
?????
c^1??????????????????
Theorem 1.8 0 = (1+)( ~N+1)`0=4_1 ????f"Lg1L=1  (0; "0) ? "L 5 C0L 
1+
2(1+0)
???C0 > 0 ???????????????????? L = 1 ? 2 : ??????
??? C1 2 (0;1) ??????
EP [jc^1("L;; L)  c0j] 5 C1(L 
1
1+0 + jj)
c^2??????????????????
Theorem 1.9 1 = (1+ )( ~N +1)`0=2_1; ????f"Lg1L=1  (0; "0) ? "L 5 C0L 
1+
21+1
???? C0 > 0 ????????????????? 2 (0; 1] ? C > 0 ??????
???  2 (0; 1]?????????????
sup

n 1X
i=0
(ti+1   ti))(j
MX
m=1
X
k:Tk=ti+1
(P
(m)
Tk tiFm;k)(mX(ti; x
)))j 5 ) 5 C :
???? C1 2 (0;1) ? ~
(L) 2 F ; L = 1; ???????? L = 1; ?  2 ????
???????
P (~
(L))! 1; L!1;
1~
(L)jc^2("L;; L)  c0j 5 C1(L
 ( 1
2
+
(1 )
21+1
) 1+
2+ + jj)
Remark 1.10 ~
0(L)??????????
~
0(L) =
n
! 2 
; jc^1("L;; L)  c0j 5 CL 
1 
1+0
o
:
14
???? Theorem 1.8 ????????
P (~
0(L))! 1; L!1;
1~
(L)jc^1("L;; L)  c0j 5 CL
  1 
1+0 :
????Theorem 1.9????? c^2 ???? c^1????????????????.
15
????
[1] Avramidis, A.N. , and P. Hyden, Eciency improvements for pricing American
options with a stochastic mesh, in Proceedings of the 1999 Winter Simulation Con-
ference, pp. 344-350
[2] Broadie, M., and P. Glasserman, A stochastic mesh method for pricing high-
dimensional American options J. Computational Finance, 7 (4) (2004), 35-72.
[3] Cesari, G., Aquilina, J., Charpillon, N., Filipovic, Z., Lee, G., and Manda I., Mod-
elling, Pricing, and Hedging Counterparty Credit Exposure Springer, 2010, ISBN
978-3-642-04454-0
[4] Clement, E., D. Lamberton, and P. Protter, An analysis of a least squares regression
algorithm for American option pricing, Finance and Stochastics, 6(2002), 449-471.
[5] Due, D., M. Huang, 1996, Swap Rates and Credit Quality, Journal of Finance, Vol.
51, No. 3, 921
[6] Fujii, F., A. Takahashi Derivative Pricing under Asymmetric and Imperfect Collat-
eralization, and CVA CARF Working Paper F-240, December 2010
[7] Glasserman, P., "Monte Carlo Methods in Financial Engineering" Springer, 2004,
Berlin.
[8] Kusuoka, S., Malliavin Calculus Revisited, J. Math. Sci. Univ. Tokyo 10(2003),
261-277.
[9] Kusuoka, S., and D.W.Stroock, Applications of Malliavin Calculus II, J. Fac. Sci.
Univ. Tokyo Sect. IA Math. 32(1985),1-76.
[10] Kusuoka, S. , and Y. Morimoto, Stochastic mesh methods for Hormander type diu-
sion processes, Preprint.
[11] Laborde're,H. Cutting CVA's Complexity, Risk Magazine, July, 2012, pp. 67-73.
[12] Liu, G., and L.J. Hong, Revisit of stochastic mesh method for pricing American
options, Operations Research Letters 37(2009), 411-414.
[13] Longsta, F., and E. Schwartz, E, : Valuing American options by simulation: a
simple least-squares approach, Rev. Financ. Stud. 14 (2001), 113?147.
[14] Shigekawa, I., "Stochastic Analysis", Translation of Mathematical Monographs
vol.224, AMS 2000.
16
?2? Stochastic mesh methods for
Hormander type diusion
processes
In the present paper the authors discuss the eciency of stochastic mesh methods in-
troduced by Broadie and Glasserman [5]. The authors apply stochastic mesh methods
to certain type of Hormander type diusion processes and show the following. (1) If one
carefully takes partitions, the estimated price of American option converges to the real
price with probability one. (2) One can obtain better estimates by re-simulation methods
discussed in Belomestny [4], although the order is not so sharp as his result.
2.1 Introduction
Stochastic mesh methods were introduced by Broadie and Glasserman [5], and Avramidis
and Hyden [1] and Avramidis and Matzinger[2] proved the eciency of them in some cases
( see [11] also ). Also, Belomestny [4] showed in Bermuda options that once we have esti-
mated functions for the so-called continuation values, we have a better estimated value if
we construct a pre-optimal stopping time by using these estimated functions and estimate
the expectation of pay-o functionals based on this stopping time by re-simulation.
In the present paper, we consider the eciency of stochastic mesh methods and re-
simulation in the case that we apply them to Hormander type diusion processes.
Let N; d = 1: Let W0 = fw 2 C([0;1);Rd); w(0) = 0g; F be the Borel algebra over
W0 and  be the Wiener measure on (W0;F): Let Bi : [0;1)W0 ! R; i = 1; : : : ; d; be
given by Bi(t; w) = wi(t); (t; w) 2 [0;1)  W0: Then f(B1(t); : : : ; Bd(t); t 2 [0;1)g
is a d-dimensional Brownian motion. Let B0(t) = t; t 2 [0;1): Let V0; V1; : : : ; Vd
2 C1b (RN ;RN ): Here C1b (RN ;Rn) denotes the space of Rn-valued smooth functions
dened in RN whose derivatives of any order are bounded. We regard elements in
C1b (R
N ;RN ) as vector elds on RN :
Now let X(t; x); t 2 [0;1); x 2 RN ; be the solution to the Stratonovich stochastic
integral equation
X(t; x) = x+
dX
i=0
Z t
0
Vi(X(s; x))  dBi(s): (2.1)
Then there is a unique solution to this equation. Moreover we may assume that X(t; x) is
continuous in t and smooth in x and X(t; ) : RN ! RN ; t 2 [0;1); is a dieomorphism
with probability one.
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Let A = f;g [ S1k=1f0; 1; : : : ; dgk and for  2 A, let jj = 0 if  = ;; let jj = k if
 = (1; : : : ; k) 2 f0; 1; : : : ; dgk; and let k  k = jj + cardf1 5 i 5 jj; i = 0g: Let
A and A denote A n f;g and A n f;; 0g; respectively. Also, for each m = 1; A5m;
f 2 A; k  k5 mg:
We dene vector elds V[];  2 A; inductively by
V[;] = 0; V[i] = Vi; i = 0; 1; : : : ; d;
V[i] = [V[]; Vi]; i = 0; 1; : : : ; d:
Here   i = (1; : : : ; k; i) for  = (1; : : : ; k) and i = 0; 1; : : : ; d:
We say that a system fVi; i = 0; 1; : : : ; dg of vector elds satises the following condition
(UFG).
(UFG) There are an integer `0 and '; 2 C1b (RN );  2 A;  2 A5`0 ; satisfying the
following.
V[] =
X
2A5`0
';V[];  2 A:
Let A(x) = (Aij(x))i;j=1;:::;N ; t > 0 x 2 RN be a N N symmetric matrix given by
Aij(x) =
X
2A5`0
V i[](x)V
j
[](x); i; j = 1; : : : ; N:
Let h(x) = detA(x); x 2 RN and E = fx 2 RN ; h(x) > 0g: By Kusuoka-Stroock [15], we
see that if x 2 E; the distribution law of X(t; x) under  has a smooth density function
p(t; x; ) : RN ! [0;1) for t > 0: Moreover, we will show in that RE p(t; x; y)dy = 1;
x 2 E:
Now let x0 2 E and x it throughout this paper. Let (
;F ; P ) be a probability space,
and X` : [0;1) 
! RN ; ` = 1; 2; : : : ; be continuous stochastic processes such that the
probability laws on C([0;1);RN ) of X`() under P and of X(; x0) under  are the same
for all ` = 1; 2; : : : ; and that fX`(t); t = 0g; ` = 1; 2; : : : ; are independent.
Let q
(L)
s;t : E  
! [0;1); t > s = 0; L = 1; be given by
q
(L)
s;t (y; !) =
1
L
LX
`=1
p(t  s;X`(s; !); y); y 2 E; ! 2 
;
Let m(E) denote the space of measurable functions on E:
We dene a random linear operator Q
(L)
s;t ; t > s = 0; L = 1; dened in m(E) by
(Q
(L)
s;t f)(x) =
1
L
LX
`=1
p(t  s; x;X`(t))f(X`(t))
q
(L)
s;t (X`(t))
; x 2 E; f 2 m(E):
Now let T > 0; and g : [0; T ]  RN ! R be a continuous function with supf(1 +
jxj) 1jg(t; x)j; x 2 RN ; t 2 [0; T ]g < 1: For any n = 1; and 0 = t0 < t1 < : : : < tn = T;
we dene ctk;tk+1;:::;tn : E ! R; and ~c(L)tk;tk+1;:::;tn : E  
 ! R; k = n; n   1; : : : ; 0; L = 1;
inductively by ctn(x) = ~c
(L)
tn (x) = g(T; x); x 2 E; and
ctk;tk+1;:::;tn(x) =
Z
E
p(tk+1   tk; x; y)(g(tk+1; y) _ ctk+1;:::;tn(y))dy;
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and
~c
(L)
tk;tk+1;:::;tn
(x) = Q
(L)
tk;tk+1
(g(tk+1; ) _ ~c(L)tk+1;:::;tn())(x)
for x 2 E and k = n  1; : : : ; 0:
Then we will show the following.
Theorem 2.1 Suppose that n(L) = 1; 0 = t(L)0 < t
(L)
1 < : : : < t
(L)
n(L) = T: If there is an
" > 0 such that
L (1 ")=2
n(L)X
k=1
(t
(L)
k   t(L)k 1) (N+1)`0=4 ! 0;
then
E[j~c(L)
t
(L)
0 ;t
(L)
1 ;:::;t
(L)
n(L)
(x0)  ct(L)0 ;t(L)1 ;:::;t(L)n(L)(x0)j
2]! 0; L!1:
Let n = 1; and 0 = T0 < T1 < : : : < Tn = T and x them. For each ! 2 
; let
^L;!W0 ! fT1; : : : ; Tng be a stopping time given by
^L;! = minfTk; k = 1; 2; : : : ; n; ~cLTk;Tk+1;:::;Tn(X(Tk; x0); !) 5 g(Tk; X(Tk; x0))g:
Let c^ : 
! R be given by
c^(!) = E[g(^L;!; X(^L;!; x0)]:
Then we have the following.
Theorem 2.2 Suppose that  2 (0; 1]: If
nX
k=1
(jcTk;Tk+1;:::;Tn(X(Tk; x0))  g(Tk; X(Tk; x0))j < ") = O("); as " # 0;
then for any  2 (1=2; (1 + )=(2 + )); there are 
L 2 F ; L = 1; and C > 0 such that
P (
L)! 1; L!1; and
jc^(!)  cT0;T1;:::;Tn j 5 CL  for any ! 2 
L and L = 1:
2.2 The basic property of Hormander diusion processes
Let J : [0;1)RN W0 ! RN 
RN ; J(t; x) = (J ij(t; x))i;j=1;:::;N be given by
J ij(t; x) =
@
@xj
Xi(t; x)
Then it has been shown in [13] Section 2 that there are b : [0;1)  RN W0 ! R;
;  2 A5`0 ; such that
V[](x) =
X
2A5`0
b(t; x)J(t; x)
 1V[](X(t; x));  2 A5`0 ;
and
sup
x2RN ;t2[0;T ]
E[jb(t; x)jp] <1 ;  2 A5`0 ; T > 0; p = 1:
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So we see that for any  2 RN ;
(A(x); ) =
X
2A5`0
(V[](x); )
2
5
X
2A5`0
(
X
2A5`0
b(t; x)
2)(
X
2A5`0
(J(t; x) 1V[](X(t; x)); )2)
= (
X
2A5`0
X
2A5`0
b(t; x)
2)(J(t; x)A(X(t; x))tJ(t; x); )
Therefore we see that
h(x) 5 (
X
2A5`0
X
2A5`0
b(t; x)
2)Ndet(J(t; x))2h(X(t; x)): (2.2)
Then we have the following.
Proposition 2.3 (1) (X(t; x) 2 E) = 1 for any x 2 E and t > 0: In particular,
p(t; x; y) = 0; y 2 RN n E; x 2 E:
(2) For any p > 1 and T > 0; there exists a C > 0 such that
E[h(X(t; x)) p] 5 Ch(x) p; x 2 E; t 2 [0; T ]:
(3) For any n;m = 0; p 2 (1;1); and T > 0; there exists a C > 0 such that
jjh(X(t; x)) mjjWn;p 5 Ch(x) (n+m) x 2 E; t 2 [0; T ]:
Here jj  jjWn;p is the norm of a Soblev space Wn;p (c.f. Shigekawa [19]).
Proof. The assertions (1) and (2) are easy consequence of Equation (2.2). Note that
D(h m(X(t; x))) =  mh (m+1)(X(t; x)))D(h(X(t; x))):
Thus we easily obatain the assertion (3) by induction.
By Kusuoka-Stroock [15], we have the following.
Proposition 2.4 Let 0 > 0 be given by
0 = (3N( sup
x2RN
dX
k=1
jVk(x)j2)) 1
Then we have the following.
(1) For any T > 0;
sup
t2(0;T ]; x2RN
E[exp(
20
t
jX(t; x)  xj2)] <1:
(2) For any T > 0; n = 1; and p 2 (1;1);
sup
t2(0;T ]; x2RN
tn=2jj exp(0
t
jX(t; x)  xj2)jjWn;p <1:
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Proposition 2.5 For any  2 ZN=0; there are g;1;:::;k 2 C1b (RN ); k = 1; : : : ; jj; i 2
A5`0 ; i = 1; : : : ; k; such that
h(x)jj
@jj
@x
f(x) =
jjX
k=1
X
1;:::;k2A5`0
g;1;:::;k(x)(V[1]   V[k]f)(x); x 2 RN
for any f 2 C1b (RN );
Proof. Let ~A(x) = ( ~Aij(x))i;j=1;:::;N be the cofactor matrix of the matrix A(x) for x 2 RN :
Also, let c;i(x); x 2 RN ;  2 A5`0 ; i = 1; : : : ; N; be given by
c;i(x) =
NX
j=1
~Aij(x)V
j
[](x):
Then we see that h; c;i 2 C1b (RN ); andX
2A5`0
c;i(x)(V[]f)(x) = h(x)
@f
@xi
(x); i = 1; : : : ; N:
So we have the assertion for the case that jj = 1: Since
h(x)jj+1(x)
@
@xi
@jj
@x
f(x)
= h(x)
@
@xi
(hjj
@jj
@x
f)(x)  jj @h
@xi
(x)hjj(x)
@jj
@x
f(x);
we have our assertion by induction.
Now we have the following lemma.
Lemma 2.6 For any t > 0; x 2 E and 0; 1 2 ZN=0; there are k0;1(t; x) 2W1;1  such
thatZ
RN
@0x @
1
y p(t; x; y)f(y)dy = E
[h(X(t; x)) 2(j0j+j1j)`0f(X(t; x))k0;1(t; x)]; f 2 C10 (RN );
and
sup
t2(0;T ];x2E
t(j0j+j1j)`0=2jjk0;1(t; x)jjWn;p <1; T > 0; n 2 N; p 2 (1;1):
Here @x = @jj=@x and @y = @jj=@y :
Proof. First, by the argument in Shigekawa [19] we see that for  2 ZN=0; there are
J;(t; x) 2W1;1 ; t = 0; x 2 RN ;  2 ZN=0; jj 5 jj; such that
@x(f(X(t; x)) =
X
2ZN=0; jj5jj
(@xf)(X(t; x))J;(t; x);
and
sup
t2(0;T ];x2RN
jjJ;(t; x)jjWn;p <1; T > 0; n 2 N; p 2 (1;1):
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Then we have for any x 2 E and f 2 C10 (RN );Z
RN
@0x @
1
y p(t; x; y)f(y)dy
= ( 1)j1j
Z
RN
@0x p(t; x; y)(@
1
y f)(y)dy
= ( 1)j1j@0x E[(@1y f)(X(t; x))]
= ( 1)j1j
X
2ZN=0; jj5j0j
E[(@1+x f)(X(t; x))J0;(t; x)]
= ( 1)j1j
X
2ZN=0; jj5j0j
j1j+jjX
k=0
X
1;:::;k2A5`0
E[h(X(t; x)) (j1j+jj)g1+;1;:::;k(X(t; x))
J0;(t; x)(V[1]   V[k]f)(X(t; x))]:
So by the integration parts formula in [13] Lemma 8 and by Propositions 2.3 and 3.3,
we have our assertion.
Proposition 2.7 For any t > 0; x 2 E and 0; 1 2 ZN=0;
@0x @
1
y p(t; x; y) = 0 a:e:y 2 RN n E:
Moreover, for any 0; 1 2 ZN=0; p 2 (1;1); T > 0; and m 2 Z with m 5 2(j0j+ j1j);
supft(j0j+1j)`0=2h(x)2(j0j+j1j)`0 m(
Z
E
h(y)pm exp(
p0
t
jy xj2) j@
0
x @
1
y p(t; x; y)jp
p(t; x; y)p 1
dy)1=p;
t 2 (0; T ]; x 2 Eg <1:
Proof. Let
't;x(y) = exp(
0
t
jy   xj2); x; y 2 RN ; t > 0:
Then we have for any " > 0; f 2 C10 (RN ) and x 2 EZ
RN
@0x @
1
y p(t; x; y)f(y)("+ h(y))
m't;x(y)dy
= E[h(X(t; x)) 2(j0j+j1j)`0f(X(t; x))("+ h(X(t; x)))m't;x(X(t; x)))k0;1(t; x)]
By Propositions 2.3 and 3.2, we see thatZ
RN
@0x @
1
y p(t; x; y)f(y)h(y)
m't;x(y)dy
= E[h(X(t; x))m 2(j0j+j1j)`0f(X(t; x))'t;x(X(t; x)))k0;1(t; x)]:
Let k0(t; x) = h(X(t; x))m 2(j0j+j1j)`0't;x(X(t; x))k0;1(t; x): Then we see that
sup
t2(0;T ];x2E
t(j0j+j1j)`0=2h(x)2(j0j+j1j)`0 mE[jk0(t; x)jp]1=p <1; T > 0; p 2 (1;1):
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Note that there is a Borel function ~k(t; x) : RN ! R; t 2 (0; T ]; x 2 E; such that
E[k0(t; x)jfX(t; x))g] = ~k(t; x)(X(t; x)); t 2 (0; T ]; x 2 E:
Then we have Z
RN
@0x @
1
y p(t; x; y)f(y)h(y)
m't;x(y)dy
= E[k0(t; x)f(X(t; x))] = E[~k(t; x)(X(t; x))f(X(t; x))] =
Z
RN
f(y)~k(t; x)(y)p(t; x; y)dy;
for any f 2 C10 (RN ): This implies that @0x @1y p(t; x; y)h(y)m't;x(y) = ~k(t; x)(y)p(t; x; y)
a:e:y; t = 0; x 2 E: Therefore letting m = 0; we have the rst assertion. SinceZ
E
h(y)pm't;x(y)
p j@y p(t; x; y)jp
p(t; x; y)p 1
dy =
Z
E
j~k(t; x; y)jpp(t; x; y)dy
= E[j~k(t; x)(X(t; x))jp] 5 E[jk0(t; x)jp];
we have our assertion.
Proposition 2.8 For any T > 0; there is a C > 0 such that
p(t; x; y) 5 Ct (N+1)`0=2h(x) 2(N+1)`0 exp( 20
t
jy   xj2); t 2 (0; T ]; x; y 2 E
and
p(t; x; y) 5 Ct (N+1)`0=2h(y) 2(N+1)`0 exp( 20
t
jy   xj2); t 2 (0; T ]; x; y 2 E:
In particular, for any T > 0 and m = 1; there is a C > 0 such that
p(t; x; y) 5 Ct (N+1)`0=2h(x) 2(N+1)`0(1 + jxj2)m(1 + jyj2) m; t 2 (0; T ]; x; y 2 E
Proof. Let C0
= supft`0=2h(x)2(
Z
E
exp(
2(N + 1)0
t
jy xj2) j@yip(t; x; y)j
N+1
p(t; x; y)N
dy)1=(N+1); t 2 (0; T ]; x 2 E; " > 0g:
Let
"(t; x; y) = (p(t; x; y) + " exp( (1 + 20
t
)jy   xj2))1=(N+1):
Then we see that
(
Z
RN
exp(
20
t
jy   xj2)j @
@yi
"(t; x; y)jN+1dy)1=(N+1)
= (N+1) 1(
Z
RN
exp(
20
t
jy xj2) j@yi(p(t; x; y) + " exp( (1 +
20
t )jy   xj2))jN+1
(p(t; x; y) + " exp( (1 + 20t )jy   xj2))N
dy)1=(N+1)
5 (
Z
RN
exp(
20
t
jy   xj2) j@yip(t; x; y)j
N+1
(p(t; x; y) + " exp( (1 + 20t )jy   xj2))N
dy)1=(N+1)
+(
Z
RN
exp(
20
t
jy   xj2) j@yi(" exp( (1 +
20
t )jy   xj2))jN+1
(p(t; x; y) + " exp( (1 + 20t )jy   xj2))N
dy)1=(N+1)
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5 C0t `0=2h(x) 2 + ("
Z
RN
(2jyi   xij)N+1(1 + 1
t
)N+1 exp( jy   xj2))dy)1=(N+1):
Also, we have
(
Z
RN
exp(
20
t
jy   xj2)"(t; x; y)N+1dy)1=(N+1)
= (
Z
RN
exp(
20
t
jy   xj2)(p(t; x; y) + " exp( (1 + 20
t
)jy   xj2))dy)1=(N+1)
= (E[exp(
20
t
jX(t; x)  xj2)] + N")1=(N+1);
and
(
Z
RN
(j@yi(exp(
20
(N + 1)t
jy   xj2))j"(t; x; y))N+1dy)1=(N+1)
= (
Z
RN
(
40jyi   xij
t
)N+1 exp(
20
(N + 1)t
jy xj2)(p(t; x; y)+" exp( (1+20
t
)jy xj2))dy)1=(N+1)
5 40
t
E[jX(t; x) xjN+1 exp(20
t
jX(t; x) xj2)]1=(N+1)+"40
t
(
Z
RN
jyijN+1 exp( jyj2))dy)1=(N+1):
Then by Sobolev's inequality, we see that there is a constant C > 0 such that
sup
y2RN
(exp(
20
t
jy   xj2)((p(t; x; y) + " exp( jyj2)))1=(N+1)
5 C(C0t `0=2h(x) 2`0 + Ct 1=2 + C"(1 +
1
t
)):
So letting " # 0; we have our rst assertion.
Let
~"(t; x; y) = (p(t; x; y)h(y)
2(N+1)`0 + " exp( (1 + 20
t
)jy   xj2))1=(N+1):
Then similarly we can show thatZ
RN
(exp(
20
(N + 1)t
jy   xj2)~"(t; x; y))N+1
+
NX
i=1
j@yi(exp(
20
(N + 1)t
jy xj2)~"(t; x; y))jN+1)dy 5 Ct `0=2; t 2 (0; T ]; x 2 E:
So we have our second assertion.
Finally note that
j log(1+jxj2) log(1+jyj2)j 5 j
Z jxj
jyj
2t
1 + t2
dtj 5 jx yj 5 1
"
+"jx yj2; x; y 2 RN ; " > 0:
So we have the nal assertion.
Proposition 2.9 Let  2 (0; 1=N); ;  2 ZN=0 and T > 0: Then there are C > 0 and
q > 0 such that
j@x @y p(t; x; y)j 5 Ct (jj+jj+1)`0=2h(x) 2(jj+jj+1)`0p(t; x; y)1 ; x; y 2 E; t 2 (0; T ];
and
j@x @y p(t; x; y)j 5 Ct (jj+jj+1)`0=2h(y) 2(jj+jj+1)`0p(t; x; y)1 ; x; y 2 E; t 2 (0; T ]:
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Proof. Let p = 1= > N; and let
"(t; x; y) =
@x @

y p(t; x; y)
(p(t; x; y) + ")1 
for " > 0: Then we see by Proposition 3.5 that there is a C1 > 0 such that
(
Z
RN
j"(t; x; y)jpdy)1=p = (
Z
RN
j@x @y p(t; x; y)jp
(p(t; x; y) + ")p 1
dy)1=p
5 C1t (jj+jj)`0=2h(y) 2(jj+jj)`0 ; " > 0; t 2 (0; T ]; x 2 E:
Also, we have
(
Z
RN
j@yi"(t; x; y)jpdy)1=p
5 (
Z
RN
j@x @y @yip(t; x; y)jp
(p(t; x; y) + ")p 1
dy)1=p
+(1  )(
Z
RN
j@x @y p(t; x; y)j2p
(p(t; x; y) + ")2p 1
dy)1=(2p)(
Z
RN
j@yip(t; x; y)j2p
(p(t; x; y) + ")2p 1
dy)1=(2p):
So we see by Proposition 3.5 that there is a C2 > 0 such that
(
Z
RN
j@yi"(t; x; y)jpdy)1=p
5 C2t (jj+jj+1)`0=2h(y) 2(jj+jj+1)`0 ; " > 0; t 2 (0; T ]; x 2 E:
So by Sobolev's inequality, we see that there is a C3 > 0 such that
sup
y2RN
j"(t; x; y)j
5 C3t (jj+jj+1)`0=2h(x) 2(jj+jj+1); " > 0; t 2 (0; T ]; x 2 E:
Letting " # 0; we have the rst assertion.
Let
~"(t; x; y) =
@x @

y p(t; x; y)
(p(t; x; y) + ")1 
h(y)2(jj+jj+1)
for " > 0: Then a similar argument implies that there is a C4 > 0 such that
sup
y2RN
j~"(t; x; y)j
5 C4t (jj+jj+1)`0=2; " > 0; t 2 (0; T ]; x 2 E:
So we have the second assertion.
Proposition 2.10 Let m = 0; ;  2 ZN=0; p 2 [1;1);  2 (0; 1) and T > 0: Then there
is a C > 0 such that Z
RN
j@mt @x @y p(t  s; x; y)jpp(s; x0; x)dx
5 C(t  s)p(jj+jj+2m+2)`0=2p(t; x0; y)1 
for any t 2 (0; T ]; s 2 [0; t); y 2 RN :
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Proof. First note that
@tp(t; x; y) = Lxp(t; x; y); where L =
1
2
dX
k=1
V 2k + V0:
So it is sucient to prove the case m = 0:
Let r = 1=(1   ): Since p > 1   ; we see by Propositions 3.6and 3.7, that there are
C > 0 and b > 0 such that
j@x @y p(t  s; x; y)jp 5 C(t  s)p(jj+jj+2)`0=2h(x) bp(t  s; x; y)1 ;
for any t 2 (0; T ]; s 2 [0; t); x 2 E; y 2 RN : So we see thatZ
RN
j@x @y p(t  s; x; y)jpp(s; x0; x)dx
5 C(t  s)p(jj+jj+2)`0=2
Z
RN
h(z) bp(t  s; z; y)1=rp(s; x0; z)dz
5 C(t  s)p(jj+jj+2)`0=2(
Z
RN
(h(z) b=p(s; x0; z)dz)(
Z
RN
p(t  s; z; y)p(s; x0; z)dz)1 :
Since Z
RN
p(t  s; z; y)p(s; x0; z)dz = p(t; x0; y);
we have our assertion.
Proposition 2.11 Let a 2 (0; 1]; and b 2 (0; a): Then we haveZ
RN
p(s; x0; x)
ap(t  s; x; y)b(x)dx 5 p(t; x0; y)b(
Z
E
dxp(s; x0; x)
(a b)=(1 b)(x)1=(1 b))1 b
for any t > s = 0; and non-negative measurable function  : E ! [0;1):
Proof. Let  = (a   b)=(1   b); p = 1=b; and q = 1=(1   b): Then we see that 1    =
(1  a)=(1  b) and a   = b(1  a)=(1  b); and so we haveZ
RN
p(s; x0; x)
ap(t s; x; y)b(x)dx =
Z
RN
p(s; x0; x)
p(s; x0; x)
(1 )=pp(t s; x; y)1=p(x)dx
5 (
Z
E
p(s; x0; x)
p(s; x0; x)
1 p(t  s; x; y)dx)1=p(
Z
E
p(s; x0; x)
(x)qdx)1=q
= p(s; x0; y)
b(
Z
E
p(s; x0; x)
(a b)=(1 b)(x)1=(1 b)dx)1 b:
This proves our assertion.
Proposition 2.12 Let p = 1; m = 1: ;  2 ZN=0; T > 0; a 2 (0; 1=p] and b 2 (a 1=N; a):
Then there is a C > 0 such thatZ
RN
j@x (p(s; x0; x)a)jpj@xp(t  s; x; y)jpdx
5 Cs p(jj+1)`0=2(t  s) p(jj+2)`0=2p(t; x0; y)pb(1 + jyj2) m
for any y 2 E and s; t 2 (0; T ] with s < t:
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Proof. Let  = (a   b)=2 < 1=N: Note that @x (p(s; x0; x)a) is a linear combination
of a(a   1)    (a   m + 1)p(s; x0; x)a m@1x p(s; x0; x)    @mx p(s; x0; x); m = 1; : : : ; jj;
k 2 Z=0; jkj = 1; k = 1; : : : ;m; 1 +   + m = :
Then by Propositions 3.7, we see that there is a C1 > 0 such that
j@x (p(s; x0; x)a)jj@xp(t  s; x; y)j
5 C1s (jj+1)`0=2(t  s) (jj+1)`0=2h(x) 2(jj+1)`0p(s; x0; x)a p(t  s; x; y)1 
for any a 2 (0; 1=p]; b 2 (a   1=N; a); x; y 2 E and s; t 2 [0; T ] with s < t: By Proposi-
tions 3.6, we see that there is a C2 > 0 such that
p(t  s; x; y)1  b 5 C2(t  s) `0=2h(x) 2(N+1)`0(1 + jxj2)m(1 + jyj2) (1  b)m
for any x; y 2 E and s; t 2 [0; T ] with s < t: So we have
j@x (p(s; x0; x)a)jj@xp(t  s; x; y)j
5 C1C2s (jj+1)`0=2(t  s) (jj+2)`0=2h(x) 2(jj+N+2)`0p(s; x0; x)a p(t  s; x; y)b
(1 + jxj2)m(1 + jyj2) (1 (a+b)=2)m
Note that pb < p(a  ) < 1; and so we haveZ
E
(h(x) 2(jj+N+2)`0p(s; x0; x)a p(t  s; x; y)b(1 + jxj2)m)pdx
=
Z
E
p(s; x0; x)
p(a  b)=(1 pb)p(s; x0; y)pb(1 p(a ))=(1 pb)p(t  s; x; y)pb
(h(x) 2p(jj+N+2)`0(1 + jxj2)mp dx
5 (
Z
E
p(s; x0; x)
p(a  b)=(1 pb)p(s; x0; y)(1 p(a ))=(1 pb)p(t  s; x; y) dx)pb
(
Z
E
p(s; x0; x)
p(a  b)=(1 pb)h(x) p(jj+N+2)=(1 pb)(1 + jxj2)mp=(1 pb) dx)1 pb
= p(t; x0; y)
pb(
Z
E
(1 + jxj2) Np(s; x0; x)p(a  b)=(1 pb)h(x) 2p(jj+N+2)=(1 pb)
(1 + jxj2)mp=(1 pb)+N dx)1 pb
5 p(t; x0; y)pb(
Z
E
(1 + jxj2) Np(s; x0; x)h(x) p(jj+N+2)=`0(p(a  b))
(1+jxj2)(mp+N(1 pb))=(p(a  b)) dx)p(a  b)(
Z
E
(1+jxj2) N dx)(1 p(a  b))=(1 pb)
= p(t; x0; y)
pb(
Z
E
(1 + jxj2) N dx)(1 p)=(1 pb)
E[h(X(s; x0)) (jj+N+2)`0=(1 + jX(s; x0)j2)(mp+N(1 pb))=(p)]p:
So by Proposition 2.3, we have our assertion.
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2.3 Stochastic mesh and random norms
Let F (L)t ; t = 0; L = 0; 1; : : : ;1 be sub -algebra of F given by
F (L)t = fX`(s); s 2 [0; t]; ` = 1; 2; : : : :Lg;
and
F (1)t = fX`(s); s 2 [0; t]; ` = 1; 2; : : :g:
Let t; t = 0; be the probability law of X(t; x0) under : Then we see that 0 is the
probability measure concentrated in x0; and t(dx) = p(t; x0; x)dx; t > 0:
Then for any t > s = 0; we can dene a linear contraction map Ps;t : L1(E; dt) !
L1(E; ds) by
(Ps;tf)(x) =
Z
E
p(t  s; x; y)f(y)dy; x 2 E; f 2 L1(E; dt):
Proposition 2.13 Let t > s = 0;  2 ZN=0 and bounded measurable function f : E ! R:
Then we have
E[@x (Q
(L)
s;t f)(x)jF (1)s ] = @x (Ps;tf)(x); s   a:e:x:
and
E[j@x (Q(L)s;t f)(x)  @x (Ps;tf)(x)j2jF (1)s ] 5
1
L
Z
E
(@x p(t  s; x; y))2jf(y)j2
q
(L)
s;t (y)
dy:
Proof. Note that
E[@x (Q
(L)
s;t f)(x)jF (1)s ] =
1
L
LX
`=1
Z
E
@x p(t  s; x; y)f(y)
q
(L)
s;t (y)
p(t  s;X`(s); y) dy
=
Z
E
@x p(t  s; x; y)f(y) dy = @x (Ps;tf)(x):
This implies the rst assertion.
Let
m` =
1
L
Z
E
@x p(t  s; x; y)f(y)
q
(L)
s;t (y)
p(t  s;X`(s); y) dy
and
d` =
1
L
@x p(t  s; x;X`(t))f(X`(t))
q
(L)
s;t (X`(t))
 m`
for ` = 1; : : : ; L: Then we see that
E[d`jF (1)s _ F (` 1)t ] = 0; ` = 1; : : : ; L:
Here we let F (0)t = f;;
g: Moreover, we have
LX
`=1
d` = @

x (Q
(L)
s;t f)(x)  @x (Ps;tf)(x)
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So we see that
E[j@x (Q(L)s;t f)(x)  @x (Ps;tf)(x)j2jF (1)s ] 5 E[(
LX
`=1
jd`j2)jF (1)s ]
5
LX
`=1
E[(
1
L
@x p(t  s; x;X`(t))f(X`(t))
q
(L)
s;t (X`(t))
)2jF (1)s ]
5 1
L2
LX
`=1
Z
E
(@x p(t  s; x; y))2jf(y)j2
q
(L)
s;t (y)
2
p(t  s;X`(s); y) dy
=
1
L
Z
E
(@x p(t  s; x; y))2jf(y)j2
q
(L)
s;t (y)
dy:
So we have the second assertion.
Now letM
(L)
t : m(E)
! R; and N (L)t : m(E)
! [0;1); t = 0; L = 1; be random
functionals given by
M
(L)
t (f) =M
(L)
t (f ;!) =
1
L
LX
`=1
f(X`(t)); f 2 m(E);
and
N
(L)
t (f) = N
(L)
t (f ;!) =M
(L)
t (jf j) =
1
L
LX
`=1
jf(X`(t))j; f 2 m(E):
Then we see that M
(L)
t is a linear function and N
(L)
t is a semi-norm in m(E):
Proposition 2.14 Let t > s = 0 and L = 1 (1) For any f 2 m(E);
M (L)s (Q
(L)
s;t f) =Mt(f):
(2) For any f 2 m(E)
N (L)s (Q
(L)
s;t f) 5 Nt(f):
Proof. Suppose that f 2 m(E): Then we have
M (L)s (Q
(L)
s;t f) =
1
L
LX
`=1
1
L
LX
k=1
p(t  s;X`(s); Xk(t))f(Xk(t))
q
(L)
s;t (Xk(t))
=
1
L
LX
k=1
(
1
L
LX
`=1
p(t  s;X`(s); Xk(t))f(Xk(t))
q
(L)
s;t (Xk(t))
) =Mt(f):
So we have the assertion (1).
The second assertion is an easy consequence of the assertion (1).
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Proposition 2.15 (1) Let T > 0 and m = 1: Then there is a C > 0 such that
1
L
LX
`=1
E[((Q
(L)
s;t f)(X`(s))  (Ps;tf)(X`(s))2jF (1)s ]
5 C
L
(t s) (N+1)`0=2 max
`=1:::;L
h(X`(s))
 2(N+1)(1+jX`(s)j2)m)
Z
E
f(y)2(1+jyj2) m dy a:s:
for any L = 1 and s; t 2 [0; T ] with s < t:
In particular,
E[N (L)s (Q
(L)
s;t f   Ps;tf)2]
5 C
L
(t  s) (N+1)`0=2E[ max
`=1:::;L
h(X`(s))
 2(N+1)(1 + jX`(s)j2)m]
Z
E
f(y)2(1 + jyj2) m dy
for any L = 1 and s; t 2 [0; T ] with s < t:
(2) For any " > 0 and T > 0;
lim
L!1
L " sup
s2[0;T ]
E[ max
`=1:::;L
h(X`(s))
 2(N+1)(1 + jX`(s)j2)m] = 0
Proof. By Proposition 3.11, we see that
1
L
LX
`=1
E[((Q
(L)
s;t f)(X`(s))  (Ps;tf)(X`(s))2jF (1)s ]
5 1
L2
LX
`=1
Z
E
p(t  s;X`(s); y)2f(y)2
q
(L)
s;t (y)
dy
5 1
L2
LX
`=1
Z
E
( max
`0=1;:::;L
p(t  s;X`0(s); y))p(t  s;X`(s); y)f(y)
2
q
(L)
s;t (y)
dy
=
1
L
Z
E
( max
`=1;:::;L
p(t  s;X`(s); y))f(y)2dy:
Then by Proposition 3.6 we have the assertion (1).
Let " > 0: Let us take p > 1=": Then we have
E[ max
`=1:::;L
h(X`(s))
 2(N+1)(1 + jX`(s)j2)m]
5 E[(
LX
`=1
(h(X`(s))
 2(N+1)(1 + jX`(s)j2)m)p)1=p]
5 E[
LX
`=1
(h(X`(s))
 2(N+1)(1 + jX`(s)j2)m))p]1=p
= L1=pE[h(X(s; x0))
 2p(N+1)(1 + jX(s; x0)j2)mp]1=p
5 L1=pE[h(X(s; x0)) 4p(N+1)]1=(2p)E[(1 + jX(s; x0)j2)2pm]1=(2p)
So we have the assertion (2) by Proposition 2.3.
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2.4 Application 1
Let r = 0; and let Br be the set of Borel measrurable functions f : RN ! R such that
supx2RN (1 + jxj2) r=2jf(x)j <1:
Then we see that Q
(L)
s;t and Ps;t; t > s = 0; can be regarded as linear operators on Br:
Now let s;t : R
n R; s; t 2 [0;1); s < t; be measurable functions. We assume that
there is a  = 0; such that
js;t(x; y)  s;t(x; z)j 5 exp((t  s))jy   zj; x 2 RN ; y; z 2 R; t > s = 0:
Also, we assume that s;t(; 0) 2 Br; t > s = 0:
Let us dene a nonlinear operator s;t : Br ! Br; s; t 2 [0;1); s < t; by
(s;tf)(x) = s;t(x; f(x)); x 2 E; f 2 Br:
Then we have
N (L)s (s;tf   s;tg) 5 exp((t  s))N (L)s (f   g)
for any f; g 2 Br:
Let us dene operators ~Q
(L)
s;t and
~Ps;t on Br by ~Q(L)s;t = s;t Q(L)s;t and ~Ps;t = s;t  Ps;t:
Then we have the following easily from Propositions 2.14 and 2.15.
Proposition 2.16 (1)
N (L)s (
~Q
(L)
s;t f   ~Q(L)s;t g) 5 exp((t  s))N (L)t (f   g)
for any f; g 2 Br:
(2) Let T > 0 and m = 1: Then there is a C > 0 such that
E[N (L)s ( ~Q
(L)
s;t f   ~Ps;tf)2]
5 C
L
a(L) exp(2(t  s))(t  s) (N+1)`0=2
Z
E
f(y)2(1 + jyj2) (r+N) dy
for any L = 1 and s; t 2 [0; T ] with s < t: Here
a(L) = sup
s2[0;T ]
E[ max
`=1:::;L
h(X`(s))
 2(N+1)(1 + jX`(s)j2)m]
Note that by Proposition 2.15(2), we see that for any  > 0;
L a(L)! 0; L!1:
So we have the following.
Theorem 2.17 For T > 0; there is a C > 0 satisfying the following. For any n = 1; and
0 = t0 < t1 <    < tn 5 T;
E[j( ~Q(L)t0;t1    ~Q
(L)
tn 1;tnf)(x0)  ( ~Pt0;t1    ~Ptn 1;tnf)(x0)j2]1=2
5 C
L1=2
a(L)1=2 exp(tn)
nX
k=1
(tk   tk 1) (N+1)`0=4
(
Z
E
( ~Ptk;tk+1    ~Ptn 1;tnf)(y)2(1 + jyj2) (r+N) dy)1=2
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Proof. Note that
j( ~Q(L)t0;t1    ~Q
(L)
tn 1;tnf)(x0)  ( ~Pt0;t1    ~Ptn 1;tnf)(x0)j
= N
(L)
0 ((
~Q
(L)
t0;t1
   ~Q(L)tn 1;tnf)  ( ~Pt0;t1    ~Ptn 1;tnf))
5
nX
k=1
N
(L)
0 ((
~Q
(L)
t0;t1
   ~Q(L)tk 1;tk ~Ptk;tk+1    ~Ptn 1;tnf) ( ~Q
(L)
t0;t1
   ~Q(L)tk 2;tk 1 ~Ptk 1;tk    ~Ptn 1;tnf))
5
nX
k=1
exp(tk 1)N
(L)
tk 1(
~Q
(L)
tk 1;tk
~Ptk;tk+1    ~Ptn 1;tnf)  ( ~Ptk 1;tk    ~Ptn 1;tnf)):
Also, we have by Propostion 2.16
E[N
(L)
tk 1(
~Q
(L)
tk 1;tk
~Ptk;tk+1    ~Ptn 1;tnf)  ( ~Ptk 1;tk    ~Ptn 1;tnf))2]1=2
5 C
1=2
L1=2
a(L)1=2 exp((tk   tk 1))(tk   tk 1) (N+1)`0=4
(
Z
E
( ~Ptk;tk+1    ~Ptn 1;tnf)(y)2(1 + jyj2) (r+N) dy)1=2:
These imply our theorem.
Now we apply the above theorem to American option. Let g : [0; T ]  Rn ! R be a
continuous function such that there are r = 1 and C1 > 0 such that jg(t; x)j 5 C1(1 +
jxj2)r=2; t 2 [0; T ]; x 2 Rn: Let s;t(x; y) = g(s; x)_ y; for x 2 Rn; y 2 R; and s; t 2 [0; T ]
with s < t: Then we have s;t(x; y)  s;t(x; z)j 5 jy   zj: It is easy to see that there is a
a = 0 such that
E[ sup
t2[0;T ]
(1 + jX(t; x)j2)r=2] 5 exp(aT )(1 + jxj2)r=2; x 2 Rn:
So we see that
sup
x2Rn
(1 + jxj2) r=2j ~Ps;tf(x)j 5 expC1 _ exp(a(t  s)) sup
x2Rn
(1 + jxj2) r=2jf(x)j; f 2 Br:
Then we see that
(
Z
E
( ~Ptk;tk+1    ~Ptn 1;tng(tn; ))(y)2(1+jyj2) (r+N) dy)1=2 5 C1 exp(a(tn tk))
Z
E
(1+jyj2) N dy)1=2:
So we have by Theorem 2.17, we see that there is a C2 > 0 such that
E[j( ~Q(L)t0;t1    ~Q
(L)
tn 1;tng(tn; )(x0)  ( ~Pt0;t1    ~Ptn 1;tng(tn; ))(x0)j2]1=2
5 C2
L1=2
a(L)1=2
nX
k=1
(tk   tk 1) (N+1)`0=4
for any n = 1; and 0 = t0 < t1 <    < tn 5 T: So if we take nL = 1 and 0 = t(L)0 < t(L)1 <
   < t(L)n = T for each L = 1; and there is a 0; 1 > 0; with 0 < 1 < 1=2 such that
lim
L!1
L 0
nLX
k=1
(t
(L)
k   t(L)k 1) (N+1)`0=4 = 0;
then we see that
L (1 1)=2j( ~Q(L)
t
(L)
0 ;t
(L)
1
   ~Q(L)
t
(L)
nL 1;t
(L)
nL
g(T; )(x0)  ( ~Pt(L)0 ;t(L)1   
~P
t
(L)
nL 1;t
(L)
nL
g(T; ))(x0)j ! 0
in probability.
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2.5 Preparations for estimates of functions
Proposition 2.18 Let Zk; k = 1; 2 : : : be independent integrable random variables.
(1) For any p = 1; there is a C > 0 only depend on p such that
E[j
nX
k=1
(Zk   E[Zk])j2p] 5 C(E[(
nX
k=1
Z2k)
p] + (
nX
k=1
jE[Zk]j)2p); n = 1:
(2) For any p = 1; there is a C > 0 only depend on p such that
E[j
nX
k=1
Zkj2p] 5 C(E[(
nX
k=1
Z2k)
p] + (
nX
k=1
jE[Zk]j)2p); n = 1:
(3) For any m 2 N; there is a C > 0 only depend on m such that
E[j
nX
k=1
Z2k j2
m
] 5 C
m+1X
r=1
(
nX
k=1
E[Z2
r
k ])
2m+1 r n = 1:
Proof. (1) If
Pn
k=1E[jZkj2p] =1; the right hand side is innity, and so the inequality is
valid. So we assume that
Pn
k=1E[jZkj2p] <1: Then by Burkholder's inequality we have
E[j
nX
k=1
(Zk   E[Zk])j2p] 5 C2pE[(
nX
k=1
(Zk  E[Zk])2)p]:
Since we have
E[(
nX
k=1
(Zk  E[Zk])2)p] 5 2pE[(
nX
k=1
(Z2k + E[Zk]
2))p]
5 22pE[(
nX
k=1
Z2k)
p] + 22p(
nX
k=1
E[Zk]
2)p 5 22pE[(
nX
k=1
Z2k)
p] + 22p(
nX
k=1
jE[Zk]j)2p;
we have our assertion.
(2) Note that
E[j
nX
k=1
Zkj2p] = E[j
nX
k=1
((Zk   E[Zk]) + E[Zk])j2p]
5 22p(E[j
nX
k=1
(Zk   E[Zk]j2p] + j
nX
k=1
E[Zk]j2p):
So we have our assertion by the assertion (1).
We can show the assertion (3) easily by induction and the assertion (2).
Proposition 2.19 For any m = 1; j = 0;  2 ZN=0;  2 (0; 1); and T > 0; there is a
C > 0 such that
E[ sup
s2[0;t "]
j( 1
L
LX
`=1
@jt @

y p(t  s;X`(s); y))  @jt @y p(t; x0; y)j2
m+1
]
5 C" 2m(j+jj+3)`0L 2mLp(t; x0; y)1 (L 1 + p(t; x0; y)1 )2
m
;
for any y 2 RN ; L = 1; t 2 (0; T ]; " 2 (0; t):
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Proof. Let us note that
@
@t
@jt @

y p(t; x; y) = Lx@
j
t @

y p(t; x; y); t > 0; x 2 E; y 2 RN ;
where
Lx =
1
2
dX
k=1
V 2k + V0:
So we see that @jt @

y p(t  s;X`(s); y); s 2 [0; t); h > 0; is a martingale, and
h@jt @y p(t  ; X`(); y)is
=
dX
k=1
Z s
0
j@jt @y Vk;xp(t  r;X`(r); y)j2dr:
So we have by Burkholder's inequality and Proposition 2.18 (3),
E[ sup
s2[0;t "]
j
LX
`=1
(@jt @

y p(t  s;X`(s); y)  @jt @y p(t; x0; y))j2
m+1
]
5 C2m+1E[(
LX
`=1
dX
k=1
Z t "
0
j@jt @y Vk;xp(t  s;X`(s); y)j2ds)2
m
]
5 C2m+1d2
m
dX
k=1
E[(
LX
`=1
Z t "
0
j@jt @y Vk;xp(t  s;X`(s); y)j2ds)2
m
]
5 C
dX
k=1
mX
r=0
(
LX
`=1
E[(
Z t "
0
j@jt @y Vk;xp(t  s;X`(s); y)j2ds)2
r
])2
m r
5 C
dX
k=1
mX
r=0
t2
m 2m r(
LX
`=1
E[(
Z t "
0
j@jt @y Vk;xp(t  s;X`(s); y)j2
r+1
ds])2
m r
= C
dX
k=1
mX
r=0
t2
m 2m rL2
m r
(
Z t "
0
(
Z
RN
j@jt @y Vk;xp(t  s; z; y)j2
r+1
p(s; x0; z)dz)ds)
2m r :
Then by Proposition 3.8, we have
E[ sup
s2[0;t "]
j
LX
`=1
(@jt @

y p(t  s;X`(s); y)  @jt @y p(t; x0; y))j2
m+1
]
5 C 0t2m" 2m(j+jj+3)`0
mX
r=0
L2
m r
p(t; x0; y)
2m r(1 ):
5 C 0t2m" 2m(j+jj+3)`0L2mLp(t; x0; y)1 (L 1 + p(t; x0; y)1 )2
m
:
This implies our assertion.
Proposition 2.20 For any  2 (0; 1=2); T > 0 and p 2 [2;1); there is a C > 0 such that
E[( sup
y2RN
sup
t2[";T ];s2[0;t "]
(
jq(L)s;t (y)  p(t; x0; y)j
(L 1=(1 ) + p(t; x0; y))(1 )=2
)p]1=p 5 C" 5`0L 1=2+1=p; L = 1; " 2 (0; 1):
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Proof. Let us take an m = 1 such that p+N < 2m: Note that
L 1 + p(t; x0; y)1  5 2(L 1=(1 ) + p(t; x0; y))1 :
Let
L(s; t; y) =
q
(L)
s;t (y)  p(t; x0; y)
(L 1=(1 ) + p(t; x0; y))(1 )=2
; 0 5 s < t 5 T; y 2 RN :
We see by Proposition 3.7, we see that for any a > 0; j = 0; and  2 ZN=0; there is a C > 0
such that
(L 1=(1 ) + p(t; x0; y)) a+2j+jjj@jt @y ((L 1=(1 ) + p(t; x0; y)) a)j
5 Ct (2j+jj)`0p(t; x0; y) ; y 2 RN ; t 2 (0; T ]:
So we see that by Proposition 2.18, for any a > 0; j = 0; 1; and  2 ZN=0 with jj 5 1;
there is a C > 0 such that
E[ sup
s2[0;t "]
j@jt @y L(s; t; y)j2
m+1
]
5 C" 2m+14`0L 2mLp(t; x0; y)1 2; y 2 RN ; L = 1; " 2 (0; 1); t 2 ("; T ]:
Therefore we see that
E[
Z
RN
dy sup
s2[0;t "]
j@jt @y L(s; t; y)j2
m+1
]
5 C" 2m+3`0L 2mL
Z
RN
p(t; x0; y)
1 2dy; L = 1; " 2 (0; 1); t 2 ("; T ]:
Note by Proposition 3.6 that there is a C > 0 such thatZ
RN
p(t; x0; y)
1 2dy 5 Ct(N+1)`0; t 2 (0; T ]:
Also, note that
@y L(s; t; y) = @

y L(s; T; y) 
Z T
t
@r@

y L(s; r; y)dr;
and so we see that
sup
t2[";T ];s2[0;t "]
Z
RN
j@y L(s; t; y)j2
m
dy
5 2m+1
Z
RN
dy sup
s2[0;T "]
j@y L(s; T; y)j2
m
+2m+1(T + 1)2
m
Z T
t
dr
Z
RN
dy sup
s2[0;r ")
j@y L(s; r; y)j2
m
:
Then by Sobolev's inequality, we see that there is a C > 0 such that
E[ sup
y2RN
sup
t2[";T ];s2[0;t "]
jL(s; t; y)j2m+1 ]1=2m+1 5 C" (4+(N+1)=2m+1)`0L 1=2+1=2m+1 ;
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L = 1; " 2 (0; 1): This implies our assertion.
Let
ZL(s; t; ) = sup
y2RN
jq(L)s;t (y)  p(t; x0; y)j
(L 1=(1 ) + p(t; x0; y))(1 )=2
; t > 0; s 2 [0; t)
and
~ZL("; ; T ) = sup
t2[";T ];s2[0;t "]
ZL(s; t; )
for T > 0; " 2 (0; T ]; and  2 (0; 1): Note that ZL(s; t; ) is F (1)s -measurable.
Then we have the following.
Proposition 2.21 (1) Let T > 0; " 2 (0; T ]; and  2 (0; 1): Then for any p > 1; there is
a C > 0 such that
E[(L(1 
2)=2 ~ZL("; ; T ))
p]1=p 5 C" 5`0L p2=2+1=p; L = 1:
(2)Let  2 (0; 1); t > 0; and s 2 (0; t): If L(1 2)=2ZL(s; t; ) 5 1=4; and p(t; x0; y) =
L (1 ); then
1
2
5
q
(L)
s;t (y)
p(t; x0; y)
5 2; t 2 ("; T ]; s 2 [0; t  "]::
Proof. The assertion (1) is an immediate consequence of Proposition 2.20. Note that
jq(L)s;t (y)  p(t; x0; y)j 5 ZL(s; t; )(L 1=(1 ) + p(t; x0; y))(1 )=2
. for any y 2 RN ; t 2 ["; T ] and s 2 [0; t  "]:
If p(t; x0; y) = L (1 ); we have
j q
(L)
s;t (y)
p(t; x0; y)
  1j 5 ZL(s; t; )(L 1=(1 )p(t; x0; y) 1 + 1)(1 )=2p(t; x0; y) (1+)=2
5 ZL(s; t; )(L 1=(1 )L1  + 1)(1 )=2L(1 
2)=2 5 2L(1 2)=2ZL(s; t; ):
This implies our second assertion.
Proposition 2.22 Let T > 0; and  2 (0; 1): Let BL(s; t) 2 F ; L = 1; be given by
BL(s; t) = f! 2 
 : L(1 2)=2ZL(s; t; ) 5 1=4g; t > ands 2 (0; t);
and 't;L : E ! f0; 1g; t 2 (0; T ]; L = 1; be given by
't;L = 1fy2E;p(t;x0;y)>L (1 )g; t > 0:
(1) Let a 2 (1=(2N); 1=2); b 2 (a   1=(2N); a); and m = 1: Then there is a C > 0 such
that
1BL(s;t)E[(sup
x2E
p(s; x0; x)
aj(Q(L)s;t ('t;Lf))(x)  (Ps;t('t;Lf))(x)j)2jF (1)s ]
5 C
L
s (N+2)`0(t  s) (N+2)`0
Z
E
p(t; x0; y)
 1+2b(1 + jyj2) m't;L(y)f(y)2dy a:s:
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for t 2 (0; T ]; s 2 (0; t); L = 1; and any bounded measurable function f dened in E:
(2) Let a 2 (0; 1=2); and m = 1: Then there is a C > 0 such that
1BL(s;t)E[(sup
x2E
p(s; x0; x)
1=2 =4jQ(L)s;t ('t;Lf))(x)  (Ps;t('t;Lf))(x)j)2jF (1)s ]
5 C
L1 
s (N+2)`0(t  s) (N+2)`0
Z
E
(1 + jyj2) m't;L(y)f(y)2dy a:s:
for t 2 (0; T ]; s 2 (0; t); L = 1; and any bounded measurable function f dened in E:
(3) Let a 2 (0; 1=2) and b 2 (a  1=(2N); a): Then there is a C > 0 such that
1BL(s;t)E[(sup
x2E
p(s; x0; x)
ajQ(L)s;t ('t;Lp(t; x0; ) b))(x)  (Ps;t('t;Lp(t; x0; ) b))(x)j)2jF (1)s ]
5 C
L
s (N+2)`0(t  s) (N+2)`0 a:s:
for t 2 (0; T ]; s 2 (0; t); L = 1:
Proof. Note that for  2 ZN=0
1BL(s;t)E[j@x (p(s; x0; x)a(Q(L)s;t ('t;Lf))(x)  (Ps;t('t;Lf))(x)))j2F (1)s ]
5 1
L
1BL(s;t)
Z
E
j@x (p(s; x0; x)ap(t  s; x; y))j2
q
(L)
s;t (y)
't;L(y)f(y)
2 dy
5 2
L
1BL(s;t)
Z
E
j@x (p(s; x0; x)ap(t  s; x; y))j2p(t; x0; y) 1't;L(y)f(y)2 dy
So we have by Proposition 3.10 there is a C > 0 such that
1BL(s;t)E[
Z
RN
dx j@x (p(s; x0; x)a(Q(L)s;t ('t;Lf))(x)  (Ps;t('t;Lf))(x)))j2F (1)s ]
5 C
L
s (N+2)`0(t  s) (N+2)`0
Z
E
p(t; x0; y)
 1+2b(1 + jyj2) m't;L(y)f(y)2dy:
This and Sobolev's inequality imply the assertion (1).
In the assertion (1), if a = 1  =4 and b > 1=2  =2; then we have
p(t; x0; y)
 1+2b't;L(y) 5 L :
This implies the assertion (2).
In the assertion (1), if m = N + 1 and f = p(t; x0; ) b then we haveZ
E
p(t; x0; y)
 1+2b(1 + jyj2) m't;L(y)f(y)2dy 5 L1 
Z
RN
(1 + jyj2) (N+1)dy
This implies the assertion (3).
Similarly by using Proposition 3.10, we have the following.
Proposition 2.23 Let a 2 (1=(2N); 1=2) and b 2 (a  1=(2N); a): Then there is a C > 0
such that
sup
x2E
p(s; x0; x)
aj(Ps;tf)(x)j
5 Cs (N+2)`0=2(t  s) (N+3)`0=2 sup
y2E
p(t; x0; y)
bjf(y)j
for t 2 (0; T ]; s 2 (0; t); and any bounded measurable function f dened in E:
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2.6 Application to Bermuda type problem
Let us think of the situation in Section 4. Then we have the following.
Theorem 2.24 Let 0 = T0 < T1 < : : : < Tn < T;  2 (0; 1=2); and f 2 Br; for some r =
0: Then there are C > 0; 
L 2 F ; L = 1; and measurable functions d(L)m;i : E
! [0;1);
m = 1; : : : ; n  1; i = 1; 2; L = 1; such that
lim
L!1
Lp(1  P (
L)) = 0; p 2 (1;1);
1
L j( ~Q(L)Tm;Tm+1    ~Q
(L)
Tn 1;Tnf)(x)  ( ~PTm;Tm+1    ~PTn 1;Tnf)(x)j
5 d(L)m;1(x) + d
(L)
m;2(x); x 2 E; m = 1; : : : ; n  1; L = 1
and
E[
Z
E
d
(L)
m;1(x)p(Tm; x0; x)dx] 5 CL (1 )
2
E[
Z
E
d
(L)
m;2(x)
2p(Tm; x0; x)dx] 5 CL (1 )
for any L = 1; m = 1; : : : ; n  1:
Proof. Note that for f; g 2 Br0
j( ~Q(L)s;t f)(x)  ( ~Q(L)s;t g)(x)j
= js;t(x; (Q(L)s;t f)(x))  s;t(x; (Q(L)s;t g)(x))j
5 exp((t  s))(Q(L)s;t (jf   gj))(x)
So we see that
j( ~Q(L)Tm;Tm+1    ~Q
(L)
Tk 1;Tkf)(x)  ( ~Q
(L)
Tm;Tm+1
   ~Q(L)Tk 1;Tkg)(x)j
5 exp((Tk   Tm))(QTm;Tm+1   Q(L)Tk 1:Tk(jf   gj))(x)
Similary we have
j( ~Q(L)s;t f)(x)  ( ~Ps;tg)(x)j 5 exp((t  s))j(Q(L)s;t f)(x)  (Ps;tg)(x)j
Let us take ak; k = 0; 1; : : : ; n such taht 1=2 > a0 > a1 > : : : > an > 1=2  : Also, let
cm(x) = ( ~PTm;Tm+1    ~PTn 1;Tnf)(x):
Note that
j( ~Q(L)Tm;Tm+1    ~Q
(L)
Tn 1;Tnf)(x)  ( ~PTm;Tm+1    ~PTn 1;Tnf)(x)j
5
n mX
k=1
j( ~Q(L)Tm;Tm+1    ~Q
(L)
Tm+k 1;Tm+k
~PTm+k;Tm+k+1    ~PTn 1;Tnf)(x)
 ( ~Q(L)Tm;Tm+1    ~Q
(L)
Tm+k 2;Tm+k 1
~PTm+k 1;Tm+k    ~PTn 1;Tnf)(x)j
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5 exp(T )
n mX
k=1
(Q
(L)
Tm;Tm+1
  Q(L)Tm+k 2;Tm+k 1(jQ
(L)
Tm+k 1;Tm+kcm+k PTm+k 1;Tm+kcm+kj))(x)
Let
Rk = 1BL(Tk 1;Tk) sup
x2E
p(Tk 1; x0; x)ak 1(jQ(L)Tk 1;Tk('Tk;Lck)  PTk 1;Tk('Tk;Lck)j)(x);
Zk
= 1BL(Tk 1;Tk) sup
x2E
p(Tk 1; x0; x)ak 1(jQ(L)Tk 1;Tk('Tk;Lp(Tk; x0; ) ak) PTk 1;Tk('Tk;Lp(Tk; x0; ) ak)j)(x);
and
Dk = sup
x2E
p(Tk 1; x0; x)ak 1(PTk 1;Tk('Tk;Lp(Tk; x0; ) ak))(x) <1; k = 1; : : : ; n:
Then Rk and Zk are F (1)Tk -measurable for k = 1; : : : ; n; and by Proposition 2.22 we see
that there is a C > 0 such that
E[R2kjF (1)Tk 1 ] 5 CL 1; E[Z2k jF
(1)
Tk 1 ] 5 CL
 (1 )
for any L = 1; and k = 1; : : : ; n: So inductively we have
E[R2k(
kY
i=`+1
(Zi +Di)
2)jF (1)T` ] 5 2k `Ck+1 `L 1
kY
i=`+1
(D2i + CL
 (1 ))
for any L = 1; and 1 5 ` 5 k 5 n: Let 
L =
Tn
k=1BL(Tk 1; Tk): Then we have
1
LQ
(L)
Tk 1;Tk(p(Tk; x0; ) ak)(x)
= 1
LQ
(L)
Tk 1;Tk('Tk;Lp(Tk; x0; ) ak)(x) +Q
(L)
Tk 1;Tk((1  'Tk;L)p(Tk; x0; ) ak)(x)
5 1
L(Zk +Dk)p(Tk 1; x0; x) ak 1 + 1
LQ
(L)
Tk 1;Tk((1  'Tk;L)p(Tk; x0; ) ak)(x)
Therefore we have
1
L(Q
(L)
Tm;Tm+1
  Q(L)Tm+k 2;Tm+k 1(jQ
(L)
Tm+k 1;Tm+kcm+k   PTm+k 1;Tm+kcm+kj)(x)
5 1
LRm+k(Q
(L)
Tm;Tm+1
  Q(L)Tm+k 2;Tm+k 1p(Tm+k 1; x0; ) am+k 1)(x)
+1
L(Q
(L)
Tm;Tm+1
  Q(L)Tm+k 2;Tm+k 1(Q
(L)
Tm+k 1;Tm+k((1  'Tm+k;L)jcm+kj)
+PTm+k 1;Tm+k((1  'Tm+k;L)jcm+kj)))(x)
5 ~dm;2(x) + ~dm:1(x);
where
~d
(L)
m;2(x) = Rm+k(
kY
i=1
(Zm+i +Dm+i))p(Tm; x0; x)
 am)
and
~d
(L)
m;1(x)
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=
kX
`=1
Rm+k(
m+kY
i=m+`+1
(Zi+Di))(Q
(L)
Tm;Tm+1
  Q(L)Tm+` 2;Tm+` 1((1 'Tm+` 1;L)p(Tm+` 1; x0; )am+` 1))(x))
+(Q
(L)
Tm;Tm+1
  Q(L)Tm+k 2;Tm+k 1(Q
(L)
Tm+k 1;Tm+k((1  'Tm+k;L)jcm+kj)
+PTm+k 1;Tm+k((1  'Tm+k;L)jcm+kj)))(x)
Note that
E[Rm+k(
m+kY
i=m+`+1
(Zi+Di))(Q
(L)
Tm;Tm+1
  Q(L)Tm+` 2;Tm+` 1((1 'Tm+` 1;L)p(Tm+` 1; x0; )am+` 1)(x))]
= E[E[Rm+k(
m+kY
i=m+`+1
(Zi +Di))jF (1)Tm+`]
(Q(L)Tm;Tm+1   Q
(L)
Tm+` 2;Tm+` 1((1  'Tm+` 1;L)p(Tm+` 1; x0; )am+` 1)(x))]
5 (2kCk+1L 1
m+kY
i=m+`+1
(D2i + CL
 (1 )))1=2
E[Q(L)Tm;Tm+1   Q
(L)
Tm+` 2;Tm+` 1((1  'Tm+` 1;L)p(Tm+` 1; x0; )am+` 1)(x))]
= (2kCk+1L 1
m+kY
i=m+`+1
(D2i+CL
 (1 )))1=2PTm;Tm+` 1((1 'Tm+` 1;L)p(Tm+` 1; x0; )am+` 1)(x):
Note that for a = 0Z
E
PTm;Tm+` 1((1  'Tm+` 1;L)p(Tm+` 1; x0; )a)(x)p(Tm; x0; x)dx
=
Z
E
1fp(Tm+` 1;x0;x)5L (1 )gp(Tm+` 1; x0; x)
1+adx
5 L (1 )2
Z
E
p(Tm+` 1; x0; x)+adx:
Then we have our assertion.
2.7 re-simulation
We think of application to pricing Bermuda derivatives.
Let r = 1 and let g : [0; T ]RN ! R be a continuous function such that
sup
x2RN ; t2[0;T ]
(1 + jxj2) r=2jg(t; x)j <1:
Let s;t(x; y) = g(s; x) _ y; 0 5 s < t 5 T; x 2 RN and y 2 R: Let 0 = T0 < T1 < : : : <
Tn < T; and let cm : E ! R; m = 0; 1; : : : ; n; be given by
cm(x) = ( ~PTm;Tm+1    ~PTn 1;Tng(Tn; ))(x); m 5 n  1; and cn(x) = g(Tn:x):
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Now let ~cm : E ! R; m = 1; : : : ; n  1; be given and let ~cn = g(Tn; ): We regard ~cm as
estimators of cm; m = 1; : : : ; n:
Let us think of the SDE in Introduction. Let  : W0 ! fT1; : : : ; Tng and ~ : W0 !
fT1; : : : ; Tng be stopping times given by
 = minfTk; ck(X(Tk; x0)) 5 g(Tk; X(Tk; x0); k = 1; : : : ; ng
and
~ = minfTk; ~ck(X(Tk; x0)) 5 g(Tk; X(Tk; x0); k = 1; : : : ; ng
Let cm; m = 0; : : : ; n; be given by inductively, cn = g(Tn; ); and
cm 1 = PTm 1;Tm(g(Tm; )1f~cm5g(Tm;)g + cm1f~cm>g(Tm;)g); m = n; n  1; : : : ; 1:
Then we have the following.
Proposition 2.25 (1) For m = 0; 1; : : : ; n  1;
E[g(;X(; x0)jBTm ]1f=Tm+1g = cm(X(Tm; x0))1f=Tm+1g a:s:
and
E[g(~ ;X(~ ; x0)jBTm ]1f~=Tm+1g = cm(X(Tm; x0))1f~=Tm+1g a:s:
Here Bt = fBi(s); s 5 t; i = 1; : : : ; dg:
(2) For m = 0; 1; : : : ; n  1; and x 2 E;
0 5 cm(x) cm(x) 5 PTm;Tm+1(jcm+1 ~cm+1j)(x)+PTm;Tm+1(1f~cm+1>gm+1g(cm+1 cm+1))(x):
In particular,
0 5 cm(x)  cm(x) 5
nX
k=m+1
PTm;Tk(jck   ~ckj)(x); m = 0; 1; : : : ; n:
Proof. Since we have
E[g(~ ;X(~ ; x0)jBTm 1 ]1f~=Tmg
= E[E[g(~ ;X(~ ; x0)1f~=Tm+1gjBTm ] + g(Tm; X(Tm; x0))1f~=TmgjBTm 1 ];
we can easily obtain the assertion (1) by induction.
Note that
cm   cm
= PTm;Tm+1(1f~cm+15g(Tm+1;)g((g(Tm+1; ) _ cm+1)  g(Tm+1; )))
+PTm;Tm+1(1f~cm+1>g(Tm+1;)g((g(Tm+1; ) _ cm+1)  cm+1))
= PTm;Tm+1(1f~cm+15g(Tm+1;)g((g(Tm+1; ) _ cm+1)  (g(Tm+1; ) _ ~cm+1)))
+PTm;Tm+1(1f~cm+1>g(Tm+1;)g((g(Tm+1; ) cm+1)_0) ((g(Tm+1; ) ~cm+1)_0)+cm+1 cm+1))
5 PTm;Tm+1(jcm+1   ~cm+1j) + PTm;Tm+1(1f~cm+1>g(Tm+1;)g(cm+1)  cm+1))
This implies the rst inequlity of the assertion (2). The second inequality follows from
this by induction.
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Proposition 2.26
c0(x0)  c0(x0)
5
nX
k=1
Z
E
(j~ck   ckj+ jck   ckj)(x)1fj~ck ckj+jck ckj="g(x) + "1fjg(Tk;) ckj<"gp(Tk; x0; x)dx
for any " > 0:
Proof. Note that
c0(x0)  c0(x0) = E[g(;X(; x0))  g(~ ;X(~ ; x0))]
= E[g(;X(; x0))  g(~ ;X(~ ; x0));  > ~ ] + E[g(;X(; x0))  g(~ ;X(~ ; x0));  < ~ ]
= E[E[g(;X(; x0))jB~ ]  g(~ ;X(~ ; x0);  > ~ ]
+E[g(;X(; x0)  E[g(~ ;X(~ ; x0))jB ];  < ~ ]
=
n 1X
k=1
(E[ck(X(Tk; x0))  g(Tk; X(Tk; x0));  > Tk; ~ = Tk]
+E[g(Tk; X(k; x0))  ck(X(Tk; x0));  = Tk; Tk < ~ ])
5
n 1X
k=1
(E[(ck(X(Tk; x0))  g(Tk; X(Tk; x0))1f~ck5g(Tk;)<ckg(X(Tk; x0))]
+E[((g(Tk; X(k; x0))  ck(X(Tk; x0)))) _ 0)1fck5g(Tk;)<~ckg(X(Tk; x0))]):
For any " > 0; we see that
(ck   g(Tk; ))1f~ck5g(Tk;)<ckg
5 "1fg(Tk;)<ck5g(Tk;)+"g + (ck   g(Tk; ))1f~ck5g(Tk;)<ckg1fgk+"<ckg
5 "1fg(Tk;)<(Tk;)+"g + (ck   ~ck)1fck ~ck>"g1f~ck5g(Tk;)<ckg;
and
((g(Tk; )  ck) _ 0)1fck5g(Tk;)<~ckg
5 ((g(Tk; ) ck)_0)1fck5g(Tk;)<~ckg1fj~ck ckj+jck ckj="g+((g(Tk; ) ck)_0)1fck5g(Tk;)<~ckg1fj~ck ckj+jck ckj<"g
5 (j~ck   ckj+ jck   ckj)1fj~ck ckj+jck ckj="g1fck5g(Tk;)<~ckg + "1fck5g(Tk;)<ck+"g
So we have our assertion.
Now we have the following.
Lemma 2.27 Let dm;i : E ! [0;1): m = 1; : : : ; n; i = 1; 2; be measurable functions.
Assume that j~cm   cmj 5 dm;1 + dm;2; m = 1; : : : ; n: Then we have the following.
c0(x0)  c0(x0)
5 n
nX
k=1
Z
E
dk;1(x)p(Tk; x0; x)dx+ n(
nX
k=1
(
Z
E
dk;2(x)
2p(Tk; x0; x)dx)
1=2)
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(" 1=2(
nX
k=1
Z
E
dk;1(x)p(Tk; x0; x)dx)+"
 1(
nX
k=1
(
Z
E
dk;2(x)
2p(Tk; x0; x)dx)
1=2))
+2"
nX
k=1
Z
E
1fjg(Tk;) ckj<2"gp(Tk; x0; x)dx
for any " > 0:
Proof. Let
~dm;i(x) =
nX
k=m
(PTm;Tkdk;i)(x);m = 1; : : : ; n:
Then by Proposition 2.25, we have
j~cm(x)  cm(x)j+ jcm(x)  cm(x)j 5 ~dm;1(x) + ~dm;2(x):
Note that Z
E
( ~dm;1(x) + ~dm;2(x))1f ~dm;1(x)+ ~dm;2(x)=2"g(x)p(Tm; x0; x)dx
5
Z
E
~dm;1(x)p(Tm; x0; x)dx+(
Z
E
~dm;2(x)
2p(Tm; x0; x)dx)
1=2((
Z
E
1f ~dm;1(x)="g(x)p(Tm; x0; x)dx)
1=2
+(
Z
E
1f ~dm;2(x)="g(x)p(Tm; x0; x)dx)
1=2)
5
Z
E
~dm;1(x)p(Tm; x0; x)dx+(
Z
E
~dm;2(x)
2p(Tm; x0; x)dx)
1=2(" 1=2(
Z
E
~dm;1(x)p(Tm; x0; x)dx)
1=2
+" 1(
Z
E
~dm;2(x)
2p(Tm; x0; x)dx)
1=2)
Also, note that Z
E
~dm;1(x)p(Tm; x0; x)dx 5
nX
k=m
Z
E
dk;1(x)p(Tk; x0; x)dx;
and
(
Z
E
~dm;2(x)
2p(Tm; x0; x)dx)
1=2 5
nX
k=m
(
Z
E
dk;2(x)
2p(Tk; x0; x)dx)
1=2:
This and Proposition 2.26 imply our assertion.
Now we apply this Lemma and the results in the previous section to a Bermuda deriva-
tive.
Let s;t(x; y) = g(s; x) _ y; 0 5 s < t 5 T; x 2 RN and y 2 R: Let ~cm : E ! R;
m = 1; : : : ; n  1; be given by
~cm(x) = ( ~Q
(L)
Tm;Tm+1
   ~Q(L)Tn 1;Tng(Tn; ))(x):
Then by Theorem 2.24, we see that for any  2 (0; 1=2); there are 
0L 2 F ; L = 1; C > 0
and measurable functions d
(L)
m;i : E  
 ! [0;1); m = 1; : : : ; n   1; i = 1; 2; L = 1; such
that
lim
L!1
P (
0L) = 1;
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j~cm(x)  cm(x)j 5 dm;1(x) + dm;2(x); x 2 E; ! 2 
0L; m = 1; : : : ; n  1; L = 1
and
E[
Z
E
dm;1(x)p(Tm; x0; x)dx] 5 CL (1 )
2
m = 1; : : : ; n  1; L = 1;
and
E[
Z
E
dm;2(x)
2p(Tm; x0; x)dx] 5 CL (1 )
2
m = 1; : : : ; n  1; L = 1:
Let

00L = f! 2 
;
Z
E
dm;1(x)p(Tm; x0; x)dx = L (1 )
3
or
Z
E
dm;2(x)
2p(Tm; x0; x)dx = L (1 )
3g:
Then we see that
P (
 n 
00L) 5 2CL (1 )
2; L = 1:
Let 
L = 

0
L\
00L; L = 1: Then we see that P (
L)! 1; l!1: So if we use these ~cm(x);
m = 1; : : : ; n  1; as estimators and use the re-simulation method, we have
c0(x0)  c0(x0)
5 n2L (1 )3 + n3L (1 )3=2(" 1=2L (1 )3=2 + " 1L (1 )3=2)
+"
nX
k=1
Z
E
1fjg(Tk;) ckj<"gp(Tk; x0; x)dx
for any " > 0; ! 2 
L; and L = 1: Suppose that
n 1X
k=1
Z
E
1fjg(Tk;) ckj<"gp(Tk; x0; x)dx = O("
); " # 0;
for some  2 (0; 1]: Then letting " = L (1 )3=(2+); we see that c0(x0)   c0(x0) =
O(L (1 )3(1+)=(2+)) as L!1:
Since  is arbitrary, this proves Theorem 3.18.
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?3? Least Square Regression methods
for Bermudan Derivatives and
systems of functions
Least square regression methods are Monte Carlo methods to solve non-linear problems
related to Markov processes and are widely used in practice. In these methods, rst we
choose a system of functions to approximate value functions. So one of questions on these
methods is what kinds of systems of functions one has to take to get a good approximation.
In the present paper, we will discuss on this problem.
3.1 Introduction
Least square regression methods are Monte Carlo methods to solve non-linear problems
related to Markov processes. These methods were introduced by
Longsta-Schwartz [18] and Tsitsiklis-Van Roy[20] and are widely used in practice. There
are many works related to this methods. Concerning the applications for pricing Bermudan
derivatives, the convergence to a real price was proved by Clement-Lamberton-Protter [7]
and rate of convergence was studied by Belomestny [4]. In these methods, rst we choose a
system of functions to approximate value functions. So one of questions on these methods
is what kinds of systems of functions one has to take to get a good approximation. In
the present paper, we will discuss on this problem. Related topics have been discussed by
Gobet-Lemor-Warin [10] and Bally-Pages [3].
Let (
;F ; P ) be a probability space, M = 1; and fGmgMm=0 be a ltration on (
;F ; P ):
Let (E;B) a measurable space and m(E) be the set of Borel measurable functions on E:
Let pm : EB ! [0; 1]; m = 0; : : : ;M 1; be such that pm(x; ) : B ! [0; 1] is a probability
measure on E for any x 2 E; and pm(; A) : E ! [0; 1] is B-measurable for any A 2 B:
Let x0 2 E and x it throughout. Let X : f0; 1; : : : ;Mg
! E be an E-valued process
such that X0 = x0; Xm : 
! E is Gm-measurable, m = 0; : : : ;M; and
P (Xm+1 2 AjGm) = pm(Xm; A) a:s: A 2 B; m = 0; : : : ;M   1:
So X is a Markov process starting from x0 whose transition probability is given by
pm(x; dy):
Let m; m = 1; : : : ;M; be the probability law of Xm; m = 0; 1; : : : ;M: Then 0 is the
probability measure concentrated in x0; and
m+1(A) =
Z
E
pm(x;A)m(dx); y 2 E;m = 0; 1; : : : ;M   1:
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Let Pm : L
2(E; dm+1) ! L2(E; dm); m = 0; 1; : : : ;M   1; be a linear operator given
by
(Pmf)(x) =
Z
E
pm(x; dy)f(y); f 2 L2(E; dm+1):
Now let fm 2 L4(E; dm); m = 1; 2; : : : ;M: We dene ~fm; ~fm 2 L4(E; dm); m =
0; 1; 2; : : : ;M; inductively by the following.
~fM = fM ;
and
~fm = ~fm _ fm; ~fm 1 = Pm( ~fm _ fm); m =M;M   1; : : : ; 1:
Then it is well-known that
~f0 = supfE[f (X )];  is a fGmgMm=0-stopping time with  2 f1; 2; : : : ;Mg a:s:g:
~f0 is the price of a Bermudan derivative for which exercisable times are 1; : : : ;M; and
pay-o at each time is fm(Xm); m = 1; : : : ;M: Our concern is to compute ~f0 numerically.
Let V denote the set of nite dimensional vector subspaces of m(E): For any probability
measure  on (E;B); let V() denote the subset of V such that V 2 V(); if and only if V
satises the following two conditions.
(1) If g 2 V; then RE g(x)4(dx) <1:
(2) If g 2 V and g(x) = 0    a:e:x; then g  0:
For any probability measure  on (E;B) and V 2 V(); we dene 0(V; ) and 1(V; )
by the following.
0(V; ) = supf
R
E g(x)
4(dx)
(
R
E g(x)
2(dx))2
; g 2 V n f0gg
1(V ; ) = inff
Z
E
(
dim VX
r=1
er(x)
2)2(dx); fergdim Vr=1 is an orthonormal basis
of V as a subspace of L2(E; d) g:
We will show in Proposition 3.4 that
1(V ; ) 5 (dim V )20(V ; ) and 0(V ; ) 5 1(V ; ):
Now let (X
(`)
0 ; X
(`)
1 ; : : : ; X
(`)
M ); ` = 1; 2; : : : ; be independent identically distributed E
M+1-
valued random variables such that the law of (X`0; X
`
1; : : : ; X
`
M ); ` = 1; 2; : : : ; is the same
as the law of (X0; X1; : : : ; XM ) under P:
For any m = 0; 1; : : : ;M   1; and L = 1; we dene D(L)m : m(E) m(E)  
 ! [0;1)
by
D(L)m (g; f)(!) = (
1
L
LX
`=1
(g(X(`)m (!)  f(X(`)m+1(!))2)1=2; g; f 2 m(E):
Let V
(k)
m ; k = 1; 2; : : : ; be a sequence of strictly increasing vector spaces in V(m) such
that
S1
k=1 V
(k)
m is dense in L2(E; dm) for m = 1; : : : ;M   1:
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Now we assume that g
(L)
m : 
 ! V (L)m ; m = 0; 1; : : : ;M   1; L = 1; 2; : : : ; satisfy the
following.
Dm 1(g
(L)
m 1(!); g
(L)
m (!) _ fm)(!)
= inffDm 1(h; g(L)m (!) _ fm); h 2 V (L)m (!)g (3.1)
for m = 1; 2; : : : ;M: Here we let g
(L)
M = fM :
We will show that such g
(L)
m 's always exist.
Then we will prove the following.
Theorem 3.1 Suppose that 1(V
(L)
m ; m)=L ! 0; as L!1 for m = 1; : : : ;M   1: Then
there are 
L 2 F ; L = 1; 2; : : : ; and random variables ZL; L = 1; 2; : : : ; such that
P (
L)! 1; as L!1;
j ~f0   g(L)0 (!)j 5 ZL(!); L = 1; ! 2 
L;
and
E[Z2L;
L]
1=2 ! 0; as L!1:
Moreover, we have
E[Z2L;
L]
1=2
5 6
M 1X
m=1
1
L1=2
1(V
(L)
m ; m)
1=4(1 + 0(V
(L)
m ; m))
1=4jjPm ~fm+1jjL4(E;dm)
+5
M 1X
m=1
jjPm ~fm+1   m;V (L)m Pm ~f

m+1jjL2(E;dm):
Here 
m;V
(L)
m
is the orthogonal projection in L2(E; dm) onto V
(L)
m ; m = 1; : : : ;M:
So roughly speaking, g
(L)
0 ! f0 in probability as L!1 in a certain rate.
It is obvious that 0(V ; m) = 1 and 1(V ; m) = dim V for any V 2 Vm; m =
1; 2; : : : ;M: So the above theorem raises the following question. Can one estimate 0(V ; )
and jjPm ~fm+1   m;V Pm ~fm+1jjL2(E;dm) for V 2 V(m) ? If we can do it, we may nd a
sequence V
(k)
m 2 V(m) such that the convergence rate is good.
We give an estimate when an underlying process is a 1-dimensional Brownian motion
and V is a space of polynomials in Section 6. Also, we introduce a random systems
of piece-wise polynomials in Section 8, and we give some estimates when an underlying
process is a Hormander type diusion process as discussed in [14]. As far as we judge
from these estimates, a usual polynomial system is not good, and such a random system
of piece-wise polynomials is better.
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3.2 Preliminary results
Let Pf (EE) be the set of probability measures on (EE;BB) whose supports are
nite subsets of EE: Let i : EE; i = 1; 2; be natural projections given by 1(x; y) = x;
2(x; y) = y; x; y 2 E: For any  2 Pf (E E); let S(; ; ) : m(E)m(E)! R be given
by
S(g; f ; ) =
Z
EE
(g(x)  f(y))2(dx; dy); g; f 2 m(E): (3.2)
Then we have the following.
Proposition 3.2 Let  2 Pf (E  E): For any f 2 m(E) and V 2 V; let
s(f ;V; ) = inffS(g; f ; ); g 2 V g
and
 (f ;V; ) = fg 2 V ; S(g; f ; ) = s(f; V; )g:
Then we have the following.
(1)  (f ;V; ) is not empty for any f 2 m(E) and V 2 V :
(2) Let V 2 V : If f 2 m(E) and g 2  (f ;V; ); thenZ
EE
h(x)(f(y)  g(x))(dx; dy) = 0 for any h 2 V:
Moreover, if f1; f2 2 m(E); gi 2  (fi;V; ); i = 1; 2; then
S(g1   g2; 0; ) 5 S(0; f1   f2; ):
(3) If f 2 m(E); g 2  (f ;V; ) and ~g 2 V; then
S(g   ~g; 0; )1=2 = supfj
Z
EE
h(x)(f(y)  ~g(x))(dx; dy)j; h 2 V; S(h; 0; ) = 1g:
Proof. (1) It is easy to see that
S(g; f ; ) = S(0; f ; ) + S(g; 0; )  2S(g; 0; )1=2S(0; f ; )1=2; g 2 V:
Let V0 = fg 2 V ; S(g; 0; ) = 0g = fg 2 V : g(x) = 0 for  -a.e. (x; y) 2 E  Eg: Then
it is easy to see that V0 is a vector subspace of V: So there is a vector subspace V1 of V
such that V0 + V1 = V and V0 \ V1 = f0g: It is easy to see that g 2 V1 ! S(g; f ;A) is a
continuous function from V1 to [0;1) and that S(g; f ;A) ! 1 as g ! 1 in V1: So we
see that there is a minimum point g0 2 V1: Note that S(g + h; f ; ) = S(g; f ; ) for any
g 2 V and h 2 V0: Therefore we see that S(g0; f ; ) = s(f ;V; ) and that  (f ;V; ) is not
empty.
(2) Let g 2  (f ;V; ): The rst assertion is obvious, since
0 =
d
dt
S(g + th; f ; )jt=0 =
Z
EE
h(x)(f(y)  g(x))(dx; dy)
for any h 2 V:
48
Let fi 2 m(E); gi 2  (fi;V; ); i = 1; 2: Then we have
S(g1   g2; f1   f2; )
=  S(g1   g2; 0; ) + S(0; f1   f2; )
 2
Z
EE
(g1(x)  g2(x))(f1(y)  g1(x)  (f2(y)  g2(x)))(dx; dy):
By the rst assertion, we see that
S(0; f1   f2; ) = S(g1   g2; f1   f2; ) + S(g1   g2; 0; ):
So we have the second assertion.
(3) Let g 2  (f ;V; ) and ~g 2 V: Then we have
S(~g + h; f ; )
= S(~g; f ; ) + S(h; 0; )  2
Z
EE
h(x)(f(y)  ~g(x))(dx; dy):
Let
c = supf
Z
EE
h(x)(f(y)  ~g(x))(dx; dy); h 2 V; S(h; 0; ) = 1g = 0:
Then we see that
s(f ;V; ) = S(~g; f ; ) + inf
t=0
(t2   2tc) = S(~g; f ; )  c2:
Also, we have by Assertion (2)
S(~g; f; ) = S(g + (~g   g); f ; ) = S(g; f ; ) + S(~g   g; 0 : )
= s(f ;A; V ) + S(~g   g; 0 : ):
So we see that c2 = S(~g   g; 0 : ): This implies our assertion.
For any m = 1; 2; : : : ;M; V 2 V(m); and  2 Pf (E  E); let
m(V ; ) = supfjS(h; 0; )  1j;h 2 V;
Z
E
h(x)2m(dx) = 1g:
Then we have the following.
Proposition 3.3 Let m = 1; 2; : : : ;M; V 2 V(m); and  2 Pf (E  E): Let fek; k =
1; : : : ; dim V g be an orthonormal basis of V: Here we regard V as a Hilbert subspace of
L2(E;B(E); dm); and so we haveZ
E
ei(x)ej(x)m(dx) = ij ; i; j = 1; : : : ; dim V:
Let A be a (dim V ) (dim V )-symmetric matrix valued function dened in E given by
A(x) = (Aij(x))
dim V
i;j=1 = (ei(x)ej(x))
dimV
i;j=1 ; x 2 E:
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Then m(V ; ) is equal to the operator norm of the dim V  dim V -symmetric matrix
A  I: Here I is the identity matrix and A = ( Aij)dim Vi;j=1 ; where
Aij =
Z
E
ei(x)ej(x)(dx; dy); i; j = 1; : : : ; dim V :
In particular,
m(V ; )
2 5
dim VX
i;j=1
(
Z
E
(ei(x)ej(x)  ij)(dx; dy))2:
Proof. It is easy to see that
m(V ; ) = supfjS(
dim VX
i=1
aiei; 0; )  1j;
dimVX
i=1
a2i = 1g
= supfj
dim VX
i;j=1
aiaj( Aij   ij)j;
dim VX
i=1
a2i = 1g:
Since A  I is symmetric, we see our assertion.
Proposition 3.4 For any probability measure  on (E;B); and V 2 V();
1(V; ) 5 (dim V )20(V; )
and
0(V; ) 5 1(V; ):
Proof. Let fergdim Vr=1 be an orthonormal basis of V: Then we see thatZ
E
(
dim VX
r=1
er(x)
2)2(dx) 5
Z
E
(dim V )(
dim VX
r=1
er(x)
4)(dx) 5 (dim V )20(V; ):
So we have the rst assertion.
Let g 2 V: Then we haveZ
E
g(x)4(dx) =
Z
E
(
dim VX
r=1
(g; er)L2(d)er(x))
4(dx)
5
Z
E
(
dim VX
r=1
(g; er)
2
L2(d))
2(
dim VX
r=1
er(x)
2)2(dx):
Note that
dim VX
r=1
(g; er)
2
L2(d) =
Z
E
g(x)2(dx):
So we have the second assertion.
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3.3 random measures
For m = 1; : : : ;M; and L = 1; let (L)m be a random probability measure belonging to
Pf (E  E) given by
(L)m (A) =
1
L
#f` 2 f1; : : : ; Lg; (X(`)m 1; X(`)m ) 2 Ag; A 2 B  B:
For any m = 0; 1; : : : ;M   1; and L = 1; we dene N (L)m : m(E) 
! [0;1) by
N (L)m (f)(!) = (
1
L
LX
`=1
f(X(`)m (!))
2)1=2:
Then we see that
N
(L)
m 1(g) = S(g; 0; 
(L)
m ); g 2 m(E); m = 1; : : : ;M:
Then we have the following.
Proposition 3.5 Let m = 1; : : : ;M   1; L = 1; and V 2 V(m): Then we have the
following.
(1) If m(V ; 
(L)
m ) 5 1=2; then
1
2
N
(L)
m 1(g)
2 5
Z
E
g(x)2m(dx) 5 2N (L)m 1(g)2; g 2 V:
(2)
E[m(V ; 
(L)
m )
2] 5 1
L
1(V; m):
In particular, we have
P (m(V ; 
(L)
m ) >
1
2
) 5 4
L
1(V; m):
Proof. (1) Suppose that m(V ; 
(L)
m ) 5 1=2: If h 2 V and
R
E h(x)
2m(dx) = 1; then from
the denition we have
1
2
5 N (L)m 1(h)2 5 2:
So we have our assertion.
(2) Let fergdim Vr=1 be an orthonormal basis of V: It is easy to see that
E[m(V ; 
(L)
m )
2] 5
dim VX
r;r0=1
E[(
1
L
LX
`=1
(er(X
`
m)er0(X
`
m)  r;r0))2]
=
1
L
dim VX
r;r0=1
Z
E
(er(x)er0(x)  r;r0)2m(dx) 5 1
L
dim VX
r;r0=1
Z
E
er(x)
2er0(x)
2m(dx):
=
1
L
Z
E
(
dim VX
r=1
er(x)
2)2m(dx):
So we have the rst part of our assertion . The second part is an easy consequence of
Chebyshev's inequality.
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For any m = 1; 2; : : : ;M   1; and V 2 V(m); let  ^m;V : m(E)  Pf (E  E) ! V be
dened by the following. g =  ^m;V (f; ); f 2 m(E);  2 Pf (E E); if g 2  (f; V ; ) andZ
E
g(x)2m(dx) = inff
Z
E
~g(x)2m(dx); ~g 2  (f; V ; )g:
 ^m;V is well-dened by Proposition 3.2 and the denition of V(m):
Let F : E  
 ! R be B  F-measurable function. Then it is easy to see that the
mapping ! 2 
 ! s(F (; !); V; (L)m (!)) is F-measurable. So we see that the mapping
! 2 
 !  ^m;V (F (; !); (L)m (!)) is also F-measurable (see Castaing [6] for example).
For V 2 V(m); m = 1; : : : ;M; let m;V : L2(E; dm)! V be the orthogonal projection
onto V:
Then we have the following.
Proposition 3.6 Let m = 1; : : : ;M   1; and L = 1: Then for V 2 Vm and f 2
L4(E;B(E); dm+1); we have
E[N (L)m (m;V Pmf    ^m;V (f ; (L)m ))2; m(V; (L)m ) 5
1
2
]
5 8
L
(1(V; )(1 + 0(V; )))
1=2(
Z
E
f(y)4m+1(dy))
1=2:
Proof. Let g = m;V Pmf; and fergdim Vr=1 be an orthonormal basis of V: Note that
E[er(X
1
m)(f(X
1
m+1)  g(X1m))] =
Z
EE
er(x)(f(y)  g(x))m(dx)pm(x; dy)
=
Z
E
er(x)(Pmf(x)  g(x))m(dx) = 0; r = 1; : : : ; dim V:
By Proposition 3.2(3) we see that
E[N (L)m (g    ^m;V (f ; (L)m ))2; m(V; (L)m ) 5
1
2
]
5 2E[supfj
Z
EE
h(x)(f(y)  g(x))(L)m+1(dx; dy)j2; h 2 V;
Z
E
h(x)2m(dx) = 1g]
= 2E[supfj
dim VX
r=1
ar
Z
EE
er(x)(f(y)  g(x))(L)m+1(dx; dy)j2;
dim VX
r=1
a2r = 1g]
= 2E[
dim VX
r=1
(
Z
EE
er(x)(f(y)  g(x))(L)m+1(dx; dy))2]
= 2
dim VX
r=1
E[(
1
L
LX
`=1
er(X
`
m)(f(X
`
m+1)  g(X`m)))2]
=
2
L
dim VX
r=1
E[er(X
1
m)
2(f(X1m+1)  g(X1m))2]
=
2
L
dim VX
r=1
Z
EE
er(x)
2(f(y)  g(x))2m(dx)pm(x; dy)
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5 2
L
(
Z
E
(
dim VX
r=1
er(x)
2)2m(dx))
1=2(
Z
EE
(f(y)  g(x))4m(dx)pm(x; dy))1=2:
Note thatZ
EE
(f(y)  g(x))4m(dx)pm(x; dy) 5 16
Z
EE
(f(y)4 + g(x)4)m(dx)pm(x; dy)
= 16(
Z
E
f(y)4m+1(dy) +
Z
E
g(x)4m(dx)):
By Proposition 3.4, we see thatZ
E
g(x)4m(dx) 5 0(V; m)(
Z
E
(Pmf)(x)
2m(dx))
2 5 0(V; m)
Z
E
f(y)4m+1(dy):
So we have our assertion .
The following is obvious.
Proposition 3.7 Let m = 1; : : : ;M; and L = 1: Then for any f 2 L2(E;B(E); dm); we
have
E[N (L)m (f)
2] =
Z
E
f(x)2m(dx):
3.4 Proof of Theorem 3.1
Now let us think of the setting in Introduction. Let m : E R ! R; m = 1; : : : ;M;
be given by
m(x; z) = fm(x) _ z; x 2 E; z 2 R; m = 1; 2; : : : ;M:
Then we see that
jm(x; z1)  m(x; z2)j 5 jz1   z2j; x 2 E; z1; z2 2 R; m = 1; : : : ;M:
Note that
~fm(x) = m(x; ~fm(x)) and ~fm 1 = Pm 1 ~f

m; m = 1; : : : ;M:
Remind that V
(L)
m 2 V(m); L = 1; m = 1; : : : ;M: Let us take g(L)m : 
 ! V (L)m ;
m =M; : : : ; 0; such that
g
(L)
M (!) = fM ;
g(L)m (!) 2  (m+1(; g(L)m+1(!)()); V (L)m ; Lm(!)); m =M   1; : : : ; 0:
Then we see that Equation (3.1) is satised. Let ~Z
(L)
m ; m = 0; 1; : : : ;M   1; be given by
~Z(L)m
= N (L)m (Pm
~fm+1   m;V (L)m Pm ~f

m+1) +N
(L)
m (m;V (L)m
Pm ~f

m+1    ^m;Vm;L( ~fm+1; Lm)):
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Also, let Z
(L)
m ; m = 0; 1; : : : ;M   1; be given by
Z
(L)
0 =
M 1X
k=0
~Z
(L)
k ;
and
Z(L)m
= jj ~fm   m;V (L)m ~fmjjL2(E;dm) + 2Nm( ~fm   m;V (L)m ~fm; !) + 2
M 1X
k=m
~Z
(L)
k ;
m = 1; : : : ;M   1: Finally, let

L =
M 1\
m=1
fm(V (L)m ; (L)m ) 5
1
2
g:
Then we have the following.
Proposition 3.8 (1) j ~f0   g(L)0 (!)j 5 Z(L)0 :
(2) For any ! 2 
(L);
jj ~fm   (g(L)m (!) _ fm)jjL2(E;dm) 5 jj ~fm   g(L)m (!)jjL2(E;dm) 5 Z(L)m ; m = 1; : : : ;M:
(3)
P (
 n 
L) 5
M 1X
k=1
4
L
1(V
(L)
k ; k);
and
E[jZ(L)m j2;
L]1=2
5 6
M 1X
k=1
f( 1
L
1(V
(L)
k ; k)
1=2(1 + 0(V
(L)
k ; k))
1=2g1=2jjPk ~fk+1jjL4(E;dk)
+5
M 1X
k=1
jjPk ~fk+1   k;V (L)k Pk
~fk+1jjL2(E;dk); m = 0; 1; : : : ;M   1:
Proof. Note that
N (L)m (
~fm   g(L)m (!); !)
5 N (L)m (Pm ~fm+1    ^m;Vm;L( ~fm+1; Lm); !) +N (L)m ( ^m;Vm;L( ~fm+1; Lm))  g(L)m (!); !):
By Proposition 3.2(2), we have
N (L)m ( ^m;Vm;L(
~fm+1; 
L
m))  g(L)m (!); !)
5 N (L)m+1(m+1(; ~fm+1())  m+1(; g(L)m+1(!)()); !)
5 N (L)m+1( ~fm+1   g(L)m+1(!)(); !):
So we see that
N (L)m (
~fm   g(L)m (!); !) 5
M 1X
k=m
N
(L)
k (Pk
~fk+1    ^k;Vk;L( ~fk+1; Lk ); !):
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Then we have
N (L)m (
~fm   g(L)m (!); !) 5
M 1X
k=m
~Z
(L)
k :
In particular,
j ~f0   g(L)0 (!)j 5
M 1X
k=0
~Z
(L)
k = Z
(L)
0 :
This implies Assertion (1).
Also, we see that if ! 2 
L; then
jj ~fm   g(L)m (!)jjL2(E;dm)
5 jj ~fm   m;V (L)m ~fmjjL2(E;dm) + jjm;V (L)m ~fm   g
(L)
m (!)jjL2(E;dm)
5 jj ~fm   m;V (L)m ~fmjjL2(E;dm) +N
(L)
m (m;V (L)m
~fm   g(L)m (!); !)
5 jj ~fm   m;V (L)m ~fmjjL2(E;dm)j+ 2Nm( ~fm   m;V (L)m ~fm; !) + 2N
(L)
m (
~fm   g(L)m (!); !):
This implies Assertion (2).
The rst assertion of (3) is obvious from Propositions 3.5. By Propositions 3.6 and 3.7,
we have
E[( ~Z(L)m )
2;
L]
1=2
5 jj ~fm   m;V (L)m Pm ~fmjjL2(E;dm)
+3(
1
L
(1(V; )(1 + 0(V; ))
1=2)1=2jj ~fm+1jjL4(E;dm+1):
So we have the second assertion of (3).
Theorem 3.1 follows from Proposition 3.8 immediately.
The following is an easy consequence of Proposition 3.8.
Proposition 3.9 Asuume that 1(V
(L)
m ; m)=L ! 0; L ! 1; m = 1; : : : ;M   1: Let
 2 (0; 1); and let
dL =
M 1X
m=0
E[(Z(L)m )
2;
L]
1=2; L = 1;
and let ~
L 2 F ; L = 1; be given by
~
L = 
L \
M 1\
m=1
fZ(L)m 5 d1 L g:
Then dL ! 0; and P (~
L)! 1; L!1: Also, we have
jj ~fm   gm(!)jjL2(E;dm) 5 d1 L ; m = 1 : : : ;M; ! 2 ~
L; L = 1:
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3.5 re-simulation
Let us be back to the situation in Introduction. Let hm 2 L2(E; dm); m = 1; : : : ;M;
with hM = fM : Let  a stopping time given by  = minfk = 0; 1; : : : ;M ; fk(Xk) =
hk(Xk)g; and let
c0 = c0(fhmgM 1m=1 ) = E[f(X)]:
Then we have the following.
Proposition 3.10 Let  = 0: Assume that there is a C0 > 0 such that
m(fjfm   ~fmj 5 "g) 5 C0"; " > 0; m = 1; 2; : : : ;M:
Then we have
j ~f0   c0j 5 (C0 + 1)
M 1X
m=1
jj ~fm   hmjj1+=(2+)L2(E;dm) :
Proof. Let h^m; m =M;M   1; : : : ; 0; be inductively given by
h^M = fM = hM ;
h^m 1 = Pm 1(1ffm=hmgfm + 1ffm<hmgh^m); m =M;M   1; : : : ; 1:
Then we see that c0 = h^0:
Note that
~fm 1 = Pm 1(1ffm= ~fmgfm + 1ffm< ~fmg
~fm); m =M;M   1; : : : ; 1:
Therefore we have
~fm 1   h^m 1
= Pm 1(1ffm< ~fm^hmg(
~fm   h^m) + 1fhm5fm< ~fmg( ~fm   fm) + 1f ~fm5fm<hmg(fm   h^m))
= Pm 1(1ffm<hmg( ~fm   h^m) + 1fhm5fm< ~fmg( ~fm   fm) + 1f ~fm5fm<hmg(fm   ~fm));
and so we see that
j ~fm 1   h^m 1j
5 Pm 1(j ~fm   h^mj) + Pm 1(1fjfm  ~fmj5j ~fm hmjgjfm   ~fmj)
5 Pm 1(j ~fm   h^mj) + Pm 1(1fjfm  ~fmj5"gjfm   ~fmj) + Pm 1(1f"<j ~fm hmjgj ~fm   hmj)
So we have
jj ~fm 1   h^m 1jjL1(E;dm 1)
5 jj ~fm   h^mjjL1(E;dm) + "m(fjfm   ~fmj 5 "g) + " 1jj ~fm   hmjj2L2(E;dm 1)
5 jj ~fm   h^mjjL1(E;dm) + C0"1+ + " 1jj ~fm   hmjj2L2(E;dm)
So letting
" = jj ~fm   hmjj2=(2+)L2(E;dm);
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we have
jj ~fm 1   h^m 1jjL1(E;dm 1) 5 jj ~fm   h^mjjL1(E;dm) + (C0 + 1)jj ~fm   hmjj1+=(2+)L2(E;dm) :
Since ~fM = h^M = hM = fM ; we have our assertion.
Now let ~Xn = ( ~Xn0 ;
~Xn1 ; : : : ;
~XnM ); n = 1; 2; : : : ; be independent identically distributed
EM+1-valued random variables whose distribution is the same as (X0; X1; : : : ; XM ) under
P: We assume that fXm; m = 0; 1; : : : ;Mg; fX`m; m = 0; 1; : : : ;M; ` = 1g and
f ~Xnm; m = 0; 1; : : : ;M; n =g are independent. Let g(L)m (!) 2 V (L)m ; m; L = 1; as in
Introduction. Let
n(!) = minfm = 0; gm(!)( ~Xnm(!)) = fm( ~Xnm(!))g; n = 1;
and let
~cn0 (!) =
1
n
nX
k=1
fk(!)(
~Xkk(!)(!))
Then by law of large number, we have
~cn0 (!)! c0(fg(L)m (!)gM 1m=1 ) a:s:; n!1:
By Proposition 3.8, we see that
j ~f0   g(L)0 (!)j 5 dL; ! 2 
L:
But Propositions 3.9 and 3.10 imply that
j ~f0   c0(fgm(!)gM 1m=1 )j 5 Cd(1 )(1+=(2+))L ; ! 2 ~
L;
even though  is unknown. So ~cn0 (!) can be a better estimator of
~f0:
3.6 Brownian motion Case
From now on, we try to give estimates for 0(V; ) and jjPm ~fm+1   m;V Pm ~fm+1jj for
some examples.
Let fBt; t = 0g be a standard Brownian motion and T > 0: Now let Vn; n = 1; be
the space of polynomials of degree less than or equal to n: Let Pt; t = 0; be the diusion
operators for the standard Brownian motion, i.e.,
(Ptg)(x) = (
1
2t
)1=2
Z
R
g(y) exp( (x  y)
2
2t
)dy; g 2 m(R):
Let  be a probability law of BT : So we have
(dx) =
1p
2T
exp(  x
2
2T
)dx:
Then we have the following.
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Proposition 3.11 We have
lim
n!1
1
n
log 0(Vn; ) = lim
n!1
1
n
log 1(Vn; ) = log 9:
Also, let f : R ! [0;1) be given by f(x) = x _ 0; x 2 R: Then there is a C0 > 0 such
that
jjPtf   nPtf jjL2(d) = C0n 3=4(1 + t=T ) n=2; n = 1:
Here n is the orthogonal projection in L
2(R; d) onto Vn:
Proof. Let
Hn(x; v) = exp(
x2
2v
)
dn
dxn
exp( x
2
2v
); x 2 RN ; v > 0; n = 0:
Then we have
1X
n=0
tn
n!
Hn(x; v) = exp(
x2
2v
) exp( (x+ t)
2
2v
) = exp( xt
v
  t
2
2v
);
and 1X
n;m=0
tn
n!
Hn(x; v)
sm
n!
Hm(x; v) = exp( x(t+ s)
v
  t
2 + s2
2v
):
So we have 1X
n;m=0
tn
n!
sm
n!
Z
R
Hn(x;T )Hm(x;T )(dx)
= exp(
(t+ s)2
2T
  t
2 + s2
2T
) = exp(
ts
T
) =
1X
n=0
tnsn
n!Tn
;
and Z
R
Hn(x;T )Hm(x;T )(dx) = nm
n!
Tn
:
So we see that en(x;T ) = (
Tn
n! )
1=2Hn(x;T ); n = 1; 2; : : : ; is an orthonormal basis in
L2(R; d):
Note that
1X
n1;n2;n3;n4=0
(
4Y
i=1
tnii
ni!
)
4Y
i=1
Hni(x; v) = exp( 
x(
P4
i=1 ti)
v
 
P4
i=1 t
2
i
2v
):
and so
1X
n1;n2;n3;n4=0
4Y
i=1
tnii
ni!
Z
R
4Y
i=1
Hni(x;T )(dx)
= exp(
(
P4
i=1 ti)
2
2T
 
P4
i=1 t
2
i
2T
) = exp(
1
T
X
15i<j54
titj):
So we haveZ
R
Hn(x;T )
4(dx) =
1
(2n)!
dn
dtn4
   d
n
dtn1
(
1
T 2n
(
X
15i<j54
titj)
2n))jt1==t4=0:
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Note that X
15i<j54
titj = t1(t2 + t3 + t4) + t2(t3 + t4) + t3t4
and so we have
dn
dtn1
((
X
15i<j54
titj)
2n)jt1=0 =
(2n)!
n!
(t2 + t3 + t4)
n(t2(t3 + t4) + t3t4)
n;
dn
dtn2
dn
dtn1
((
X
15i<j54
titj)
2n)jt1=t2=0
=
(2n)!
n!
nX
k=0

n
k

n!
k!
(t3 + t4)
k n!
(n  k)! (t3 + t4)
k(t3t4)
n k
= (2n)!
nX
k=0

n
k
2
(t3 + t4)
2k(t3t4)
n k:
So we have
dn
dtn4
   d
n
dtn1
(
X
15i<j54
titj)
2n)jt1==t4=0 = (2n)!(n!)2
nX
k=0

n
k
22k
k

:
Therefore we see thatZ
R
en(x;T )
4(dx) = (
Tn
n!
)2
Z
R
Hn(x;T )
4(dx) =
nX
k=0

n
k
22k
k

:
Let
an = log(
n!
nn 1=2e n
); n = 0:
Then it is well known that fang1n=1 is bounded.
Since
log(n!) = n log n  n  1
2
log n+ an;
we have
1
n
log(

n
k
22k
k

) = 2
1
n
log

n
k

+
1
n
log

2k
k

= 2h(
k
n
) +
1
n
(  log n+ log(n  k) + log k + 2an   2an k   2ak)
+
2k
n
log 2 +
1
n
( 1
2
log(2k) + log k + a2k   2a2k);
where
h(x) =  (x log x+ (1  x) log(1  x)); x 2 [0; 1]:
Also, we have
max
k=0;1;:::;n
1
n
log(

n
k
22k
k

) 5 1
n
log(
nX
k=0

n
k
22k
k

)
5 max
k=0;1;:::;n
1
n
log(

n
k
22k
k

) +
1
n
log(n+ 1):
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So we have
1
n
log(
nX
k=0

n
k
22k
k

)! max
x2[0;1]
(2h(x) + 2x log 2) = log 9; n!1:
Therefore we have by Proposition 3.4
1
n
log(
Z
R
en(x;T )
4(dx))! log 9; n!1:
Since Z
R
en(x;T )
4(dx) 5 0(Vn; )
and
0(Vn; ) 5 1(Vn; ) 5 (n+ 1)
nX
k=0
Z
R
ek(x;T )
4(dx)
5 (n+ 1)2 max
k=0;:::;n
Z
R
ek(x;T )
4(dx);
we see that
lim
n!1
1
n
log 0(Vn; ) = lim
n!1
1
n
log 1(Vn; ) = log 9:
Note that d
2
dx2
f(x) = (x): So we have
d2
dx2
(Ptf)(x) =
1p
2t
exp( x
2
2t
):
Then we have 1X
n=0
sn
n!
Z
R
Hn+2(x;T )(Ptf)(x)(dx)
=
1X
n=0
sn
n!
1p
2T
Z
R
dn+2
dxn+2
(exp(  x
2
2T
))(Ptf)(x)dx
=
1X
n=0
sn
n!
1p
2T
Z
R
dn
dxn
(exp(  x
2
2T
))
d2
dx2
(Ptf)(x)dx
=
1p
2t
1p
2T
Z
R
exp( sx
T
  s
2
2T
) exp(  x
2
2T
) exp( x
2
2t
)dx
=
1p
2(T + t)
exp(
tTs2
2T 2(T + t)
  s
2
2T
) =
1p
2(T + t)
exp(  s
2
2(T + t)
):
So we haveZ
R
H2m+2(x;T )(Ptf)(x)(dx) ==
1p
2(T + t)
(2m)!
m!
(  1
2(T + t)
)m
and so Z
R
e2m+2(x;T )(Ptf)(x)(dx)
= (
T 2m+2
(2m+ 2)!
)1=2
1p
2(T + t)
(2m)!
m!
(  1
2(T + t)
)m
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=
1p
2(T + t)
(
1
(2m+ 1)(2m+ 2)
)1=2
T (2m)
me m(2m) 1=4 exp(a2m=2)
2mmme mm 1=2 exp(am)
( 1)m(1 + t
T
) m:
So we see that
lim
m!1m
3=4(1 +
t
T
)mj
Z
R
e2m+2(x;T )Ptf(x)(dx)j
exists and is positive. Since we see that
j
Z
R
e2m+2(x;T )Ptf(x)(dx)j2 5 jjPtf   2mPtf jj2L2(d);
we have our assertion.
3.7 A remark on Hormander type diusion processes
Let N; d = 1: Let W0 = fw 2 C([0;1);Rd); w(0) = 0g; F be the Borel algebra
over W0 and  be the Wiener measure on (W0;F): Let Bi : [0;1)  W0 ! R; i =
1; : : : ; d; be given by Bi(t; w) = wi(t); (t; w) 2 [0;1) W0: Then f(B1(t); : : : ; Bd(t); t 2
[0;1)g is a d-dimensional Brownian motion under : Let B0(t) = t; t 2 [0;1): Let
V0; V1; : : : ; Vd 2 C1b (RN ;RN ): Here C1b (RN ;Rn) denotes the space of Rn-valued smooth
functions dened in RN whose derivatives of any order are bounded. We regard elements
in C1b (R
N ;RN ) as vector elds on RN :
Now let X(t; x); t 2 [0;1); x 2 RN ; be the solution to the Stratonovich stochastic
integral equation
X(t; x) = x+
dX
i=0
Z t
0
Vi(X(s; x))  dBi(s): (3.3)
Then there is a unique solution to this equation. Moreover we may assume that X(t; x) is
continuous in t and smooth in x and X(t; ) : RN ! RN ; t 2 [0;1); is a dieomorphism
with probability one.
Let A = f;g [ S1k=1f0; 1; : : : ; dgk and for  2 A, let jj = 0 if  = ;; let jj = k if
 = (1; : : : ; k) 2 f0; 1; : : : ; dgk; and let k  k = jj + cardf1 5 i 5 jj; i = 0g: Let
A and A denote A n f;g and A n f;; 0g; respectively. Also, for each m = 1; A5m;
f 2 A; k  k5 mg:
We dene vector elds V[];  2 A; inductively by
V[;] = 0; V[i] = Vi; i = 0; 1; : : : ; d;
V[i] = [V[]; Vi]; i = 0; 1; : : : ; d:
Here   i = (1; : : : ; k; i) for  = (1; : : : ; k) and i = 0; 1; : : : ; d:
We say that a system fVi; i = 0; 1; : : : ; dg of vector elds satises the following condition
(UFG).
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(UFG) There are an integer `0 and '; 2 C1b (RN );  2 A;  2 A5`0 ; satisfying the
following.
V[] =
X
2A5`0
';V[];  2 A:
Let A(x) = (Aij(x))i;j=1;:::;N ; t > 0; x 2 RN ; be a N N symmetric matrix given by
Aij(x) =
X
2A5`0
V i[](x)V
j
[](x); i; j = 1; : : : ; N:
Let h(x) = detA(x); x 2 RN ; and E = fx 2 RN ; h(x) > 0g: By Kusuoka-Stroock [15],
we see that if x 2 E; the distribution law of X(t; x) under  has a smooth density function
p(t; x; ) : RN ! [0;1) for t > 0:
By Kusuoka-Morimoto [14] Propositions 3, 8 and 9, we see the following.
Proposition 3.12 For any p > 1 and T > 0; there is a C 2 (0;1) such thatZ
E
p(t; x; y)h(y) pdy 5 Ch(x) p; x 2 E; t 2 (0; T ]:
Proposition 3.13 For any T > 0; there are C 2 (0;1) and 0 > 0 such that
p(t; x; y) 5 Ct (N+1)`0=2h(x) 2(N+1)`0 exp( 20
t
jy   xj2)
and
p(t; x; y) 5 Ct (N+1)`0=2h(y) 2(N+1)`0 exp( 20
t
jy   xj2)
for any x; y 2 E; and t 2 (0; T ]:
Proposition 3.14 Let  2 (0; 1=N); ;  2 ZN=0 and T > 0: Then there are C 2 (0;1)
such that
j@x @y p(t; x; y)j 5 Ct (jj+jj+1)`0=2h(x) 2(jj+jj+1)`0p(t; x; y)1 
and
j@x @y p(t; x; y)j 5 Ct (jj+jj+1)`0=2h(y) 2(jj+jj+1)`0p(t; x; y)1 
for any x; y 2 E; and t 2 (0; T ]:
Then we have the following.
Proposition 3.15 For any m = 1 and T > 0; there is a C 2 (0;1) such that
p(t; x; y) 5 Ct N`0h(x) (4N`0+m+1)h(y)m; x; y 2 E; t 2 (0; T ]:
Proof. Note that for any " > 0 we have
j @
@yi
(p(t; x; y)("+ h(y)) m)jN+1
5 2N+1j @
@yi
p(t; x; y))jN+1("+ h(y)) m(N+1)
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+2N+1mN+1p(t; x; y)N+1("+ h(y)) (m+1)(N+1)j @h
@yi
(y)jN+1:
By Proposition 3.12 and 3.13, we see that
supftN(N+1)`0=2h(x)2N(N+1)`0+m(N+1)
Z
RN
jp(t; x; y)("+ h(y)) mjN+1dy;
t 2 [0; T ]; x 2 E; " > 0g <1:
Also letting  = 1=(N + 1) in Proposition 3.14, we see by Proposition 3.12 that
supft(N 1)(N+1)`0h(x)4(N 1)(N+1)`0+(m+1)(N+1)

NX
i=1
Z
RN
j @
@yi
(p(t; x; y)("+ h(y)) m))jN+1dy;
t 2 [0; T ]; x 2 E; " > 0g <1:
These and Sobolev's inequality imply that there is a C > 0 such that
tN`0h(x)4N`0+m+1p(t; x; y)("+ h(y)) m 5 C;
for any x 2 E; y 2 RN ; t 2 (0; T ]; and " > 0: This proves our assertion.
Let Pt; t = 0; be a diusion operator dened in C1b (RN ) given by
(Ptf)(x) = E[f(X(t; x))]; f 2 C1b (RN ):
Then we see that
(Ptf)(x) =
Z
E
p(t; x; y)f(y)dy; x 2 E:
Then we have the following.
Proposition 3.16 For any T > 0 and  2 ZN=0; there is a C 2 (0;1) such that
j @

@x
(Ptf)(x)j 5 Ct (jj+N+2)`0=2h(x) 2(jj+N+2)`0(Pt(jf j2)(x))1=2
for any t 2 (0; T ]; x 2 E and f 2 C1b (RN ):
Proof. By Proposition 3.14, we see that there is a C1 2 (0;1) such that for any f 2
C1b (R
N )
j @

@x
(Ptf)(x)j 5
Z
E
j@
p
@x
(t; x; y)jjf(y)jdy
5 C1t (jj+1)`0=2h(x) 2(jj+1)`0
Z
E
p(t; x; y)2N=(2N+1)jf(y)jdy
5 C1t (jj+1)`0=2h(x) 2(jj+1)`0 j
Z
E
f(y)2p(t; x; y)dyj1=2
j
Z
E
p(t; x; y)(2N 1)=(4N+2)dyj1=2:
By Proposition 3.13, we see that there is a C2 > 0 such thatZ
E
p(t; x; y)(2N 1)=(4N+2)dy 5 C2t (N+1)`0=4h(x) (N+1)`0 ; x 2 E; t 2 (0; T ]:
So we have our assertion.
The following is an easy consequence of Proposition 3.14.
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Proposition 3.17 For any  2 (0; 1=N) and T > 0; there is a C > 0 such that
j @
@yi
(p(t; x; y))j 5 Ct `0h(x) 4`0 ; x 2 E; t 2 (0; T ]:
3.8 A random system of piece-wise polynomials
Let  be a probability measure on RN :
For any m = 2; let
D
(m)
~k
=
NY
i=1
[
(2(ki   1) m)
m
logm;
(2ki  m)
m
logm);
for ~k = (k1; : : : ; kN ) 2 f1; : : : ;mgN : Let Dm = fD(m)~k ; ~k 2 f1; : : : ;mg
Ng: Then we haveSDm = [  logm; logm)N :
Let X1; X2; : : : ; i.i.d. random variables dened on a probability space (
;F ; P ) whose
distributions are : Let Dm;n(!); m; n =; ! 2 
; be a random sub-family of Dm given by
Dm;n(!) = fD 2 Dm; there is a k 2 f1; : : : ; ng such that Xk(!) 2 D g:
Let Pr; r = 0; 1; 2; : : : ; be the set of polynomials on RN of degree less than or equal to
r: Now let Vn;m;r(!); m; n = 2; r = 0; ! 2 
; be a nite dimensional vector subspace
of m(RN ) hulled by f1D; f 2 Pr; D 2 Dm;n(!): It is obvious that dim Vn;m;r(!) 5
Nm(N + 1)r:
Now let us use the notation in the previous section. Let X(t; x); t 2 [0;1); x 2 RN ; be
the solution to the SDE (4.6) and we assume the (UFG) condition holds. Let x0 2 RN
such that h(x0) > 0; and so x0 2 E: Let T0 > 0 and (x) = p(T0; x0; x); x 2 RN :We think
of the case that (dx) = (x)dx:
Then we have the following.
Theorem 3.18 Let r = 0;  > 0;  > 0; and T > 0; and let nm; m =; 2; : : : ; be integers
satisfying mN+ 5 nm < 2mN+ : Then there are 
m 2 F ; m = 1; 2; : : : ; and C 2 (0;1)
satisfying the following.
(1) P (
m)! 1; m!1:
(2) For any ! 2 
m;
inf
x2D
(x) = 1
2
sup
x2D
(x);
and
(D) = C 1m (2N++)
for any D 2 Dm;nm(!) and m = 2:
(3) For any ! 2 
m; 0(Vm;nm;r; ) 5 Cm2N++:
(4) For any ! 2 
m; f 2 C1b (RN ) and t 2 (0; T ];
jjPtf   Vm;nm;rPtf jjL2(d)
5 C(t (r+2N+3)`0m (r+1)+ +m =4+)(
Z
RN
f(y)4p(T0 + t; x0; y)dy)
1=4:
Here Vm;n;r is the orthogonal projection in L
2(E; d) onto Vm;n;r(!):
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We make some preparations to prove Theorem 3.18.
Proposition 3.19 For any r = 0; there is a Cr > 0 such that
(
Z
( ";")N
f(y)4 dy)1=4 5 Cr" N=4(
Z
( ";")N
f(y)2 dy)1=2
for any " > 0 and f 2 Pr:
Proof. Let us x n = 0: Since Pr is a nite dimensional vector space, any norms on Pr
are equivalent. So we see that there is a Cr > 0 such that
(
Z
( 1;1)N
jf(x)j4 dx)1=4 5 Cr(
Z
( 1;1)N
jf(x)j2 dx)1=2; f 2 Pr:
Then we see that
(
Z
( ";")N
f(x)4 dx)1=4 = "N=4(
Z
( 1;1)N
f("x)4 dx)1=4
5 Cr"N=4(
Z
( 1;1)N
f("x)2 dx)1=2 = Cr"
 N=4(
Z
( ";")N
f(x)2 dx)1=2:
This implies our assertion.
For any Borel subset A in RN and n; let Nn(A) be Nn(A) =
Pn
k=1 1A(Xi):
Let  > 0 and  2 (0; =2); and x them. Let 0 = N +   =3 and 1 = 2N + + =3:
Now let D(0)m and D(1)m be subsets of Dm; m = 1; given by
D(0)m = fD 2 Dm; (D) = m 0g;
and
D(1)m = fD 2 Dm; (D) = m 1g:
Then it is obvious that D(0)m  D(1)m :
Then we have the following.
Proposition 3.20 (1) Let 
0;m;n; m = 2; n = 1; be the set of ! 2 
 such that D(0)m 
Dm;n(!): Then we have
P (
 n 
0;m;n) 5 mN exp( nm (N+)m=3); n = 1; m = 2:
(2) Let 
1;m;n; m = 2; n = 1; be the set of ! 2 
 such that Dm;n(!)  D(1)m : Then there
is an m1 = 1 such that
P (
 n 
1;m;n) 5 (2 log 2)nm (N+)m =3 n = 1; m = m1:
Proof. Since (1  1=x)x; x 2 (1;1) is increasing in x; we see that
1
4
5 (1  1
x
)x 5 e 1; x = 2:
For D 2 Dm we have
P (Nn(D) = 0) = (1  (D))n = ((1  (D))1=(D))n(D):
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Thus we see that
P (Nn(D) = 0) 5 exp( n(D))
for any D 2 Dm; and
2 2n(D) 5 P (Nn(D) = 0)
for any D 2 Dm with (D) 2 [0; 1=2]: So we see that for any D 2 Dm with (D) 2 [0; 1=2];
P (Nn(D) = 1) 5 1  exp( (2 log 2)n(D)) 5 (2 log 2)n(D):
Note that
(D) 5 (2m 1 logm)N sup
x2RN
(x):
So there is an m1 = 1 such that (D) 5 1=2 for D 2 Dm; m = m1:
Therefore we see that
P (
 n 
0;m;n) 5
X
D2D(0)m
P (Nn(D) = 0) 5 mN exp( nm 0);
and
P (
 n 
1;m;n) 5
X
D2DmnD(0)m
P (Nn(D) = 1) 5 (2 log 2)nmN 1 m = m1:
So we have our assertions.
Proposition 3.21 There is an m2 = 1 satisfying the following.
If D 2 D(1)m ; then
inf
x2D
(x) = 1
2
sup
x2D
(x) = m (N++2=3); m = m2:
Proof. Assume that D 2 D(1)m : Let x1 2 D be a maximal point of (x); x 2 D: Then we see
that (x1)= (2 logm)Nm N  =3: Appliing Proposition 3.17 for  = 1=(2(N++=3)) >
0; we see that there is a C0 > 0 such that
j(x)   (y)j 5 C0jx  yj; x; y 2 RN :
So we see that
j(x)   (x1)j 5 C0 2N logm
m
: x 2 D;
and so
(x) = (x1)   C0 2N logm
m
= (1
2
(x1))
 + (1  2 )(2 logm) Nm 1=2   C0 2N logm
m
So we see that if m is suciently large
inf
x2D
(x) = 1
2
sup
x2D
(x) = m (N++2=3):
Thus we have our assertion.
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Proposition 3.22 There is an m3 = 1 satisfying the following. If ! 2 
1;n;m and m =
m3; then
0(Vm;n;r(!); ) 5 m2N++:
Proof. Let m2 = 1 be as in Proposition 3.21. Suppose that ! 2 
1;n;m and m = m2: Then
Dm;n(!)  D(1)m :
Let f 2 Vm;n;r(!): Then there are fD 2 Pr; D 2 Dm:n(!); such that
f =
X
D2Dm:n(!)
fD1D:
Then we see thatZ
RN
f(x)4(dx) =
X
D2Dm:n(!)
Z
D
fD(x)
4(dx) 5
X
D2Dm:n(!)
sup
x2D
(x)
Z
D
fD(x)
4dx
5 2
X
D2Dm:n(!)
inf
x2D
(x)C4r (2m
 1 logm) N (
Z
D
fD(x)
2dx)2
5 2
X
D2Dm:n(!)
1
infx2D (x)
C4r (2m
 1 logm) N (
Z
D
fD(x)
2(dx))2
5 m2N++(2N+1C4rm =3(logm) N )(
Z
RN
f(x)2(dx))2:
This implies our assertion.
Proposition 3.23 For any r = 0; there is a C 2 (0;1) satisfying the following.
inff(
Z
( ";")N
jf(x)  g(x)j2dx)1=2; g 2 Prg
5 C"r+1
X
2ZN=0;r+15jj5r+N+1
(
Z
( ";")N
j@
f
@x
(x)j2dx)1=2
for any f 2 C1(RN ) and " 2 (0; 1]:
Proof. By Sobolev's inequality, we see that there is a C0 > such that
sup
x2( 1;1)N
jf(x)j 5 C0
X
2ZN=0;jj5N
(
Z
( 1;1)N
j@
f
@x
(x)j2dx)1=2; f 2 C1(RN ):
So we see that
sup
x2( ";")N
jf(x)j 5 C0
X
2ZN=0;jj5N
j
Z
( 1;1)N
j @

@x
(f("x))j2dx)1=2
5 C0
X
2ZN=0;jj5N
"jj N=2(
Z
( ";")N
j@
f
@x
(x)j2dx)1=2:
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For any f 2 C1(RN );
jf(x) 
X
2ZN=0;jj5r
1
!
@f
@x
(0)xj 5
Z t
0
(1  t)r
r!
j d
r+1
dtr+1
f(tx)jdt
5 jxjr+1
X
2ZN=0;jj=r+1
sup
t2[0;1]
j@
f
@x
(tx)j;
and so we have
inff(
Z
( ";")N
jf(x)  g(x)j2dx)1=2; g 2 Prg
5 (2N")r+1+N=2
X
2ZN=0;jj=r+1
sup
x2( ";")N
j@
f
@x
(x)j
5 "r+1C0(2N)r+1+N=2
X
;2ZN=0;jj=r+1;jj5N
(
Z
(( ";")N
j@
+f
@x+
(x)j2dx)1=2:
This implies our assertion
Proposition 3.24 For any T > 0 there is an m4 = 1 such that for any D 2 D(1)m ;
m = m4;
inff
Z
D
jPtf(x)  g(x)j2(dx); g 2 Prg
5 m 2(r+1)+2=3t (r+2N+3)`0=2
Z
D
Pt(jf j2)(x)(dx); t 2 (0; T ]; f 2 C1b (RN ):
Proof. Let m2 = 1 be as in Proposition 3.21. Then
(x) = m (N++2=3); x 2 D; D 2 D(1)m
for any m = m2: By Proposition 3.15, there is a C0 > 0 such that
h(x) = C0m =(8(r+2N+3)`0); x 2 D; D 2 D(1)m ; m = m2:
Then by Proposition 3.16 we see that there is a C1 > 0 such thatX
2ZN=0;r+15jj5N+r+1
j @

@x
Ptf(x)j 5 C1m=4t (r+2N+3)`0=2(Pt(jf j2)(x))1=2;
for any x 2 D; D 2 D(1)m ; m = m2; and f 2 C1b (RN ): Then by Propositions 3.23 we see
that there is a C2 > 0 such that for D 2 D(1)m ; m = m2;
inff(
Z
D
jPtf(x)  g(x)j2(dx))1=2; g 2 Prg
5 (sup
x2D
(x))1=2 inff(
Z
D
jPtf(x)  g(x)j2dx)1=2; g 2 Prg
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5 2( inf
x2D
(x))1=2C2(2m
 1 logm)r+1
X
2ZN=0;r+15jj5r+N
(
Z
D
j @

@x
Ptf(x)j2dx)1=2
5 2C2(2m 1 logm)r+1C1m=4t (r+2N+3)`0=2(
Z
D
(Pt(jf j2))(x)(dx))1=2:
So we have our assertion.
Proposition 3.25 Let A0;m =
SD(0)m : Then there is an m5 = 1 such that
(RN nA0;m) 5 m +; m = m5:
Proof. We see by Proposition 3.13 that
(RN nA0;m) = ([  logm; logm)N nA0;m) + (RN n [  logm; logm)N )
=
X
D2DmnD(0)m
(D) +
Z
RNn[  logm;logm)N )
p(T0; x0; x)dx
5 mN 0 + CT (N+1)`0=20 h(x0) 2(N+1)`0
Z
RNn[  logm;logm)N )
exp( 20jx  x0j
2
T0
)dx:
This implies our assertion.
Proposition 3.26 Let r = 0; and T > 0: There is an m6 = 2 satisfying the following.
For any ! 2 
0;m;n; m = m6; n = 1;
jjPtf   Vm;n;rPtf jjL2(d)
5 (t (r+2N+3)`0=2m (r+1)+=2 +m =4+=2)(
Z
RN
f(y)4p(T0 + t; x0; y)dy)
1=4
for any t 2 (0; T ]; and f 2 C1b (RN ):
Proof. Let m4;m5 = 2 be as in Propositions 3.24 and 3.25. Let ! 2 
0;m;n; and
m = m4 _m5: Then we see that Dm;n(!)  D(0)m and so we see that
inff
Z
RN
jPtf(x)  g(x)j2(dx); g 2 Prg
=
X
D2Dm;n(!)
inff
Z
D
j(Ptf)(x)  g(x)j2(dx); g 2 Prg+
Z
RNnSDm;n(!) jPtf(x)j
2(dx)
5
X
D2Dm;n(!)
m 2(r+1)+2=3t (r+2N+3)`0
Z
D
Pt(jf j2)(x)(dx)
+(RN nA0;m)1=2(
Z
RN
jPtf(x)j4(dx))1=2
5 m 2(r+1)+2=3t (r+2N+3)`0
Z
RN
f(y)2p(T0 + t; x0; y)dy
+m ( )=2(
Z
RN
f(y)4p(T0 + t; x0; y)dy)
1=2:
So this and Proposition 3.25 imply our assertion.
Now we have Theorem 3.18 from Propositions 3.20, 3.21, 3.22 and 3.26, letting 
m
= 
0;m;nm \ 
1;m;nm :
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?4? Application of Stochastic Mesh
Method to Approximation of CVA
In this paper, we give two estimations of CVA by Monte Carlo simulation. Stochastic
Mesh method is applied explicitly to one method and implicitly to the other. We show
both of the estimations converge to the true CVA value. We also discuss the convergence
speed.
4.1 Introduction
The credit valuation adjustment (CVA) is, by denition, the dierence between the risk-
free portfolio value and the true portfolio value that takes into account default risk of the
counterparty. In other words, CVA is the market value of counterparty credit risk. After
the nancial crisis in 2007-2008, it has been widely recognized that even major nancial
institutions may default. Therefore, the market participants has become fully aware of
counterparty credit risk. In order to reect the counterparty credit risk in the price of over-
the-counter (OTC) derivative transactions, CVA is widely used in the nancial institutions
today.
Although Due and Huang [8] has already introduced the basic idea of CVA in 1990's,
several people reconsidered the theory of CVA related to collateralized derivatives (cf. [9])
and also ecient numerical calculation methods appeared(cf. [16]).
There are two approaches to measuring CVA: unilateral and bilateral (cf. [12]). Under
the unilateral approach, it is assumed that the the own company is default-free. CVA
measured in this way is the current market value of future losses due to the counterparty's
potential default. The problem with unilateral CVA is that both the own company and the
counterparty require a premium for the credit risk they are bearing and can never agree
on the fair value of the trades in the portfolio. Therefore, we have to consider not only the
market value of the counterparty's default risk, but also the company's own counterparty
credit risk called debit value adjustment (DVA) in order to calculate the correct fair value.
Bilateral CVA (it is calculated by netting unilateral CVA and DVA) takes into account
the possibility of both the counterparty default and the own default. It is thus symmetric
between the own company and the counterparty, and results in an objective fair value
calculation.
Mathematically, unilateral CVA and DVA are calculated in the same way, and bilateral
CVA is the dierence of them. So we focus on the calculation of unilateral CVA in this
paper.
CVA is measured at the counterparty level and there are many assets in the portfolio
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generally. Therefore, we have to be involved in the high dimensional numerical problem to
obtain the value of CVA. This is the reason why CVA calculation is dicult. On the other
hand, each payo usually depends only on a few assets. We will focus on this property
and suggest an ecient calculation methods of CVA in the present paper.
Let us consider the portfolio consist of the contracts on one counterparty. LetX(m)(t);m =
0; 1; : : : ;M; beRNm-valued stochastic processes. We think thatX(t) = (X(0)(t); : : : ; X(M)(t))
is an underlying process. We consider the model that the macro factor is determined by
X(0)(t); and the payo of each derivative at maturity Tk; k = 1; : : : ;K; is the form of
MX
m=1
~Fm;k(X
(0)(Tk); X
(m)(Tk)):
Let T = TK be the nal maturity of the all contracts in the portfolio. Let  be the default
time of the counterparty, (t) be the its hazard rate process, L(t) be the process of loss
when default takes place at time t, and D(t; T ) be the discount factor process from t to T .
We assume that D(0; t) is the function of X(0)(t) and that L(t); (t) and exp(  R t0 (s)ds)
are the function of X(t):
Let V0(t) be the total value of all contracts in the portfolio at time t under the assumption
that counterparty is default free. Then V0(t) is given by
V0(t) = E[
MX
m=1
X
k;Tk=t
D(t; Tk)Fm;k(X
(0)(Tk); X
(m)(Tk))jFt];
where E denotes the expectation with respect to the risk neutral measure. Then unilat-
eral CVA on this portfolio is the restructuring cost when the counterparty defaults. So
unilateral CVA is given by
CVA = E[L()D(0; )1f<Tg( ~V0() _ 0)]
= E[
Z T
0
L(t) exp( 
Z t
0
(s)ds)(t)D(0; t)( ~V0(t) _ 0)dt]
= E[
Z T
0
L(t) exp( 
Z t
0
(s)ds)(t)(V0(t) _ 0)dt]; (4.1)
where
V0(t) = E[
MX
m=1
X
k;Tk=t
Fm;k(X
(0)(Tk); X
(m)(Tk))jFt];
and Fm;k is a function such as
Fm;k(X
(0)(Tk); X
(m)(Tk)) = D(0; Tk) ~Fm;k(X
(0)(Tk); X
(m)(Tk)):
Since L(t) exp(  R t0 (s)ds)(t) is a function of X(t); we denote it by g(t;X(t)): Then CVA
is given by the following form.
CVA = E[
Z T
0
g(t;X(t))(E[
MX
m=1
X
k;Tk=t
Fm;k(X
(0)(Tk); X
(m)(Tk))jFt] _ 0)dt]: (4.2)
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Now we prepare the mathematical setting. Let M = 1 be xed, Nm = 1;m = 1;    ;M ,
N = N0 +   +NM and ~Nm = N0 +Nm; ~N = maxm=1:::;M ~Nm.
Let W0 = fw 2 C([0;1);Rd); w(0) = 0g; F be the Borel algebra over W0 and  be
the Wiener measure on (W0;F): Let Bi : [0;1)  W0 ! R; i = 1; : : : ; d; be given
by Bi(t; w) = wi(t); (t; w) 2 [0;1)  W0: Then f(B1(t); : : : ; Bd(t); t 2 [0;1)g is a d-
dimensional Brownian motion. Let B0(t) = t; t 2 [0;1):
Let V
(0)
i 2 C1b (RN0 ;RN0); V (m)i 2 C1b (RN0 RNm ;RNm); i = 0;    ; d;m = 1;    ;M:
Here C1b (R
m;Rn) denotes the space of Rn-valued smooth functions dened in Rm whose
derivatives of any order are bounded. We regard elements in C1b (R
n;Rn) as vector elds
on Rn:
Now let us consider the following Stratonovich stochastic dierential equations.
X(0)(t; x0) = x0 +
dX
i=0
Z t
0
V
(0)
i (X
(0)(s; x0))  dBi(s); (4.3)
X(m)(t; ~xm) = xm +
dX
i=1
Z t
0
V
(m)
i (X
(0)(s; x0); X
(m)(s; ~xm))  dBi(s); (4.4)
where xm 2 RNm ; ~xm = (x0; xm) 2 RN0 RNm ;m = 1; : : : ;M:
Let ~X(m)(t; ~xm) = (X
(0)(t; x0); X
(m)(t; ~xm)) and ~V
(m)
i 2 C1b (RN0RNk ;RN0RNk); i =
0;    ; d; m = 1;    ;M be
~V
(m)
i (~xm) =
 
V
(0)
i (x0)
V
(m)
i (~xm)
!
:
Then we have
~X(m)(t; ~xm) = ~xm +
dX
i=0
Z t
0
~V
(m)
i (
~X(m)(t; ~xm))  dBi(s): (4.5)
There is a unique solution ~X(m)(t; ~xm) to this equation. ThenX(t; x); x 2 RN also satises
the solution to the following Stratonovich stochastic dierential equation.
X(t; x) = x+
dX
i=0
Z t
0
Vi(X(s; x))  dBi(s); (4.6)
where Vi; i = 1; : : : ; d is
Vi(x) =
0BBBB@
V
(0)
i (x0)
V
(1)
i (~x1)
...
V
(M)
i (~xM )
1CCCCA :
We assume that vector elds Vi; i = 1; : : : ; d; satisfy condition (UFG) stated in the
section 4.2. Let Em be dened by (4.11) in Section 4.2. By [14], if ~xm 2 Em; the
distribution law of ~X(m)(t; ~xm) under  has a smooth density function p
(m)(t; ~xm; ) :
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R
~Nm ! [0;1) for t > 0;m = 1; : : : ;M:
Let x = (x0; : : : ; xM ) 2 RN : We assume that the underlying asset process is X(t) =
X(t; x). We also assume that
~xm = (x

0; x

m) 2 Em;m = 1; : : : ;M:
Let D^(Rn) denotes the space of functions on Rn given by
D^(Rn) = ff 2 C2(Rn); k@
f
@x
k1 <1; for 1 5 jj 5 2g;
where kfk1 = supfjf(x)j;x 2 Rng.
Lip(Rn) denotes the space of Lipschitz continuous functions on Rn; and we dene a semi-
norm k  kLip on Lip(Rn) by
kfkLip = sup
x;y2Rn;x 6=y
jf(x)  f(y)j
jx  yj ; f 2 Lip(R
n):
Let M(Rn) be the linear subspace of Lip(Rn) spanned by ff _ g; f; g 2 D(Rn)g:
We dene linear operators Pt : Lip(R
N )! Lip(RN ); t = 0; by
(Ptf)(x) = E
[f(X(t; x))]; f 2 Lip(RN );
and P
(m)
t : Lip(R
~Nm)! Lip(R ~Nm); t = 0;m = 1; : : : ;M; by
(P
(m)
t f)(~xm) = E
[f( ~X(m)(t; ~xm))]; f 2 Lip(R ~Nm):
We remind that L(t) exp(  R t0 (s)ds)(t) is represented by
L(t) exp( 
Z t
0
(s)ds)(t) = g(t;X(t; x)):
We assume that g : [0; T ]RN ! [0;1) satises the following two conditions.
(1) g(t; x) is dierentiable in t and there is an integer n1; and a constant C1 > 0 such that
sup
t2[0;T ]
j @
@t
g(t; x)j 5 C1(1 + jxjn1); x 2 RN :
(2) g(t; x) is 2-times coninuously dierentiable in x and there is an integer n2; and a
constant C2 > 0 such that
sup
t2[0;T ]
j @

@x
g(t; x)j 5 C2(1 + jxjn2); x 2 RN
for any multi index jj 5 2:
We assume that a discounted payo functions Fm;k;m = 1; : : : ;M; k = 1; : : : ;K in equa-
tion (4.2) belong to M(R ~Nm): Under the assumptions above, CVA c0 is given by
c0 = E
[
Z T
0
fg(t;X(t; x))E[
MX
m=1
X
k:Tk=t
Fm;k( ~X
(m)(Tk; ~x

m))jFt] _ 0gdt]: (4.7)
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We will introduce numerical calculation methods by Monte Carlo simulation for c0.
Let (
;F ; P ) be a probability space, andX` : [0;1)
! RN ; ` = 1; 2; : : : ; be continuous
stochastic processes such that each probability law on C([0;1);RN ) of X`() under P is
the same as that of X(; x) for all ` = 1; 2; : : : ; and that fX`(t); t = 0g; ` = 1; 2; : : : ;
are independent.
Let us dene projections m : R
N ! R ~Nm ;m = 1; : : : ;M; by m(x) = ~xm = (x0; xm); and
dene "0 > 0 by "0 = min15k5K(Tk Tk 1):We dene random linear operators (stochastic
mesh operators) Q
(m)
t;Tk;"
= Q
(m;L;!)
t;Tk;"
; 0 5 t 5 T; 0 < " < "0; on Lip(R ~Nm) by
(Q
(m;L;!)
t;Tk;"
f)(~xm) =
8>>><>>>:
1
L
PL
`=1
f(X
(m)
` (Tk))p
(m)(Tk t;~xm;m(X`(Tk)))
q
(m;L;!)
t;Tk
(m(X`(Tk)))
; 0 5 t < Tk   ";
f(~xm); Tk   " 5 t 5 Tk;
0; Tk < t 5 T:
where q
(m;L;!)
t;Tk
(~ym) =
1
L
LX
`=1
p(m)(Tk   t; m(X`(t)); ~ym)):
Let  denotes the set of partitions  = ft0; t1; : : : ; tng such that 0 = t0 < t1 < : : : <
tn = T and that fTk; k = 1; : : : ;Kg  : Let jj = maxi=1;:::;n (ti+1   ti): We dene
estimators c^i = c^i(";; L) : 
! R; i = 1; 2; in the following.
c^1(";; L)(!)
=
1
L
LX
`=1
n 1X
i=0
(ti+1   ti)g(ti; X`(ti))(
MX
m=1
X
k:Tk=ti+1
(Q
(m;L;!)
ti;Tk;"
Fm;k)(k(X`(ti))) _ 0); (4.8)
and
c^2(";; L)(!)
=
n 1X
i=0
(ti+1   ti)E[g(ti; X(ti; x))(
MX
m=1
X
k:Tk=ti+1
Fm;k(kX(Tk; x
)))
 1fPMm=1Pk:Tk=ti+1 (Q(m;L;!)ti;Tk;" Fm;k)(kX(ti;x)))=0g]:
(4.9)
Our main results are following.
Theorem 4.1 Let 0 = (1 + )( ~N + 1)`0=4 _ 1: Let f"Lg1L=1  (0; "0) be a sequence and
suppose that there is a constant C0 2 (0;1) such that "L 5 C0L 
1+
2(1+0) ; L = 1: Then
there exists a constant C1 2 (0;1) such that
EP [jc^1("L;; L)  c0j] 5 C1(L 
1
1+0 + jj)
for any L = 1 and  2 :
Theorem 4.2 Let 1 = (1 + )( ~N + 1)`0=2 _ 1; and let f"Lg1L=1  (0; "0) be a sequence
such that there is a constant C0 2 (0;1); such that "L 5 C0L 
1+
21+1 ; L = 1: Suppose that
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there are constants  2 (0; 1] and C 2 (0;1) such that
sup

n 1X
i=0
(ti+1   ti))(j
MX
m=1
X
k:Tk=ti+1
(P
(m)
Tk tiFm;k)(mX(ti; x
)))j 5 ) 5 C
for all  2 (0; 1]:
Then then there exists a constant C1 2 (0;1) and ~
(L) 2 F ; L = 1; such that
P (~
(L))! 1; L!1;
and
1~
(L)jc^2("L;; L)  c0j 5 C1(L
 ( 1
2
+
(1 )
21+1
) 1+
2+ + jj)
for any L = 1; and  2 :
Remark 4.3 Let ~
0(L) be
~
0(L) =
n
! 2 
; jc^1("L;; L)  c0j 5 CL 
1 
1+0
o
:
Then by Theorem 4.1, we see that
P (~
0(L))! 1; L!1;
and
1~
(L)jc^1("L;; L)  c0j 5 CL
  1 
1+0 :
Theorem 4.2 shows that the estimation of c^2 may be better than c^1.
We can compute the estimators c^i; i = 1; 2; practically in the following way.
First, we generate a family of independent paths
X1 = fX`(t); 0 5 t 5 T; ` = 1; 2; : : : ; Lg:
Next, by using X1, we compute
(Q
(m;L;!)
ti;Tk;"
Fm;k)(k(Xm(ti))); for every k such that Tk > ti:
Then our estimator ~c1 is
~c1 =
1
L
LX
`=1
n 1X
i=0
g(ti; X`(ti))(
X
k:Tk=ti+1
(Q
(m;L;!)
ti;Tk;"
Fm;k)(k(X`(ti))) _ 0)(ti+1   ti):
We used the same paths for Monte Carlo simulation and construction of Stochastic mesh
operator.
For ~c2, we generate another independent family of independent paths
X2 = fX 0m(t); 0 5 t 5 T;m = 1; 2; : : : ;Mg;
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and we compute
~c2 =
1
M
MX
m=1
n 1X
i=0
g(ti; X
0
m(ti))f
X
k:Tk=ti+1
Fm;k(X
0(k)
m (Tk))g
 1fPk:Tk=ti+1 (Q(m;L;!)t;T;" Fm;k)(k(X0m(ti))))=0g(ti+1   ti):
In the above computations of ~c1 and ~c2, we use the values of X`(ti); ti 2 , only.
As for the computation of ~c2; we do not use Q
(m;L;!)
t;T;" Fm;k explicitly. We use Q
(m;L;!)
t;T;" Fm;k
only to judge whether (P
(k)
Tk tFm;k)(k(X
0
m(ti)))) > 0 or not. So the approximation has
no error when the signs of (Q
(m;L;!)
t;T;" Fm;k)(kX(t))) and (P
(k)
Tk tFm;k)(k(X
0
m(ti))) are the
same, even if there are large dierences between them.
4.2 Structure of Vector Fields
Let A = S1k=1f0; 1; : : : ; dgk and A = Anf0g: For  2 A, Let jj = k if  = (1; : : : ; k)
2 f0; 1; : : : ; dgk; and let k  k = jj + cardf1 5 i 5 jj; i = 0g: Also, for each m = 1;
A5m = f 2 A; k  k5 mg:
We dene vector elds V[];  2 A; inductively by
V[i] = Vi; i = 0; 1; : : : ; d;
V[i] = [V[]; Vi]; i = 0; 1; : : : ; d:
Here   i = (1; : : : ; k; i) for  = (1; : : : ; k) and i = 0; 1; : : : ; d:
We assume that a system fVi; i = 0; 1; : : : ; dg of vector elds satises the following
condition (UFG).
(UFG) There is an integer `0 and there are functions '; 2 C1b (RN );  2 A;  2 A5`0 ;
satisfying the following.
V[] =
X
2A5`0
';V[];  2 A:
Proposition 4.4 A system f ~V (m)i ; i = 0; 1; : : : ; dg of vector elds also satises the (UFG)
condition.
Proof. We prove following by induction on jj:
V[](f  m) = ( ~V (m)[] f)  m; f 2 C1b (R
~Nm); (4.10)
for any  2 A and m = 1; : : : ;M:
It is trivial in the case of jj = 1: By the assumption for induction,
V[i](f  m) = (V[]Vi   ViV[])(f  m)
= V[](( ~V
(m)
i f)  m)  Vi(( ~V (m)[] f)  m)
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= (~V
(m)
[] (
~V
(m)
i f))  m   ( ~V (m)i ( ~V (m)[] f))  m:
So we have (4.10). From (UFG) condition, we have
V[](f  m) =
X
2A5`0
';V[](f  m)
=
X
2A5`0
';( ~V
(m)
[] f)  m:
Let jm : R
~Nm ! RN be
jm(~xm) = (x0; 0 : : : ; 0; xm; 0; : : : ; 0):
Then
~V
(m)
[] f = (V
(m)
[] f)  m  jm
= (
X
2A5`0
';( ~V
(m)
[] f)  m)  jm =
X
2A5`0
(';  jm) ~V (m)[] f:
So we have our assertion.
Let Am(~xm) = (A
ij
m(~xm))i;j=1;:::; ~Nm ; t > 0; ~xm 2 R
~Nm ; be a ~Nm  ~Nm symmetric matrix
given by
Aijm(~xm) =
X
2A
m;5`0
~V im;[](~xm)
~V jm;[](~xm); i; j = 1; : : : ;
~Nm:
Let hm(~xm) = detAm(~xm); ~xm 2 R ~Nm and
Em = f~xm 2 R ~Nm ; hm(~xm) > 0g: (4.11)
By [15], we see that if ~xm 2 Em; the distribution law of ~X(m)(t; ~xm) under  has a smooth
density function p(m)(t; ~xm; ) : R ~Nm ! [0;1) for t > 0: Moreover, by [14] we see thatR
Em
p(m)(t; ~xm; ~ym)dy = 1; ~xm 2 Em: We have pm(t; ~xm; y) = 0; y 2 Ecm by [14].
4.3 Prepareations
In this section, we use the notation in [13]. We have the following Lemma similarly to
the proof of [13] Lemma 8 (3).
Lemma 4.5 For any  2 D11 ;  2 A5`0 ; let
(D())(t; x) = (D(t; x); k(t; x))H
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and
(t; x) =
X
2A5`0
t kk=2f D()(t; x)M 1 (t; x)
  (
X
122A5`0
(t; x)M 11(t; x))D
()M12(t; x)M 11(t; x)
+ (t; x)M 1 (t; x))D
k(t; x)g; t > 0; x 2 RN :
Then
E[(t; x)(V[]f)(X(t; x))] = t
 kk=2E[(t; x)f(X(t; x))];
and
sup
t2[0;T ];x2RN ;p2(1;1)
E[j(t; x)jp] <1:
Let ' be a smooth function such that
'(z) =
8<:1; z = 10; z < 0; (4.12)
'0(z) = 0: (4.13)
Let 'm(z) = '(mz) and ' be
'm(z) =
Z z
0
'm(z
0)dz0: (4.14)
Then for any z 2 R;
'm(z)! z _ 0; m!1:
Lemma 4.6 If  2 D11 ; then jj 2 D11 :
Proof. Let  m(z) = 'm(z) + 'm( z): Then for any z 2 R;
 m(z)! jzj; m!1;
and j  0m(z)j 5 1: We have
D(  m((t; x))) =  
0
m((t; x))D(t; x)
=('m((t; x))  'm( (t; x)))D(t; x); m = 1:
Then fD(  m((t; x)))g1m=1 is a Cauchy sequence in Lp(W0;L1(2)(H;R)); p > 1; because
kD(  m((t; x))) D(  n((t; x)))kH 5 1fj(t;x)j2[0;1=m]gkD(t; x)kH ; n = m = 1:
Because D : D1p ! Lp(W0;L1(2)(H;R)) is a closed operator, we have j(t; x)j 2 D1p; for
any p > 1. So we have the assertion.
Let us denote krFk1 = supx2RN j( @F@x1 (x); : : : ; @F@xN (x))j; F 2 C1(RN ):
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Lemma 4.7 Let T > 0. Then there exists a C > 0 such that
E[jg(t;X(t; x))(PT tF )(X(t; x)) _ 0  g(s;X(s; x)(PT sF )(X(s; x)) _ 0j]
5 CkrFk1
Z t
s
(r 1=2 + (T   r) 1=2)dr;
for any F 2 C1b (RN ) and any 0 < s < t < T .
Proof. Let fM(t)g05t5T be
M(t) = E[F (X(T; x))jFt] = (PT tF )(X(t; x)):
fM(t)g05t5T is a fFtgt=0-martingale. Let Y (t) = g(t;X(t; x)); 0 5 t 5 T:
Let
Lt =
@
@t
+ V0 +
1
2
dX
i=1
V 2i :
By Ito^ formula,
Y (t) 'm(M(t)) = Y (s) 'm(M(s)) +
Z t
s
Y (r)'m(M(r))dM(r)
+
1
2
Z t
s
Y (r)'0m(M(r))dhMi(r)
+
Z t
s
'm(M(r))dY (r) +
Z t
s
dhY; 'm(M)i(r):
Note that,
M(t) =M(s) +
dX
j=1
Z t
s
Vj(PT rF )(X(r; x))dBj(r);
hMi(t) = hMi(s) +
dX
j=1
Z t
s
(Vj(PT rF )(X(r; x)))2dr;
Y (t) = Y (s) +
dX
j=1
Z t
s
(Vjg)(X(r; x
))dBj(r) +
Z t
s
(Ltg)(X(r; x
))dr;
and
hY; 'm(M)i(t) = hY; 'm(M)i(s) +
dX
j=1
Z t
s
(Vjg)(X(r; x
))(Vj(PT rF ))(X(r; x))dr:
So we have
E[jY (t) 'm(M(t))  Y (s) 'm(M(s))j]
=
1
2
dX
j=1
Z t
s
E[jY (r)'0m((PT rF )(X(r; x))) (Vj(PT rF )(X(r; x)))2 j]dr
+
Z t
s
E[j 'm(M(r))(Ltg)(X(r; x))j]dr +
dX
j=1
Z t
s
E[j(Vjg)(Vj(PT rF ))(X(r; x))j]dr:
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Now by the denition of 'm and g, we have,Z t
s
E[j 'm(M(r))(Ltg)(X(r; x))j]dr 5
Z t
s
E[jM(r)j2]1=2E[j(Ltg)(X(r; x))j2]1=2dr
5 sup
t2[0;T ]
E[j(Ltg)(X(r; x))j2]1=2
Z t
s
E[jM(r)j2]1=2dr:
By Burkholder's inequality,Z t
s
E[jM(r)j2]1=2dr 5 E[hMit]1=2(t  s) 5 sup
r2(s;t)
kVj(PT rF )k1(t  s):
On the other hand, we have,
dX
j=1
Z t
s
E[j(Vjg)(X(r; x))(Vj(PT rF ))(X(r; x))j]dr
5 kVj(PT rF )k1
dX
j=1
Z t
s
E[j(Vjg)(X(r; x))j]dr
5
dX
j=1
sup
r2(s;t)
kVj(PT rF )k1(t  s);
for any F 2 C1b (RN ) and any 0 < s < t < T .
On the other hand
'0m ((PT rF )(x
)) (Vj(PT rF )(x))2
= (Vj('m  (PT rF ))) (x) (Vj(PT rF )) (x)
= Vj ('m  (PT rF )(x)Vj(PT rF )(x))  'm  (PT rF )(x)V 2j (PT rF )(x):
Notice that '0m = 0; we have
E[jY (r)'0m ((PT rF )(X(r; x))) (Vj(PT rF )(X(r; x)))2 j]
= E[jY (r)j'0m ((PT rF )(X(r; x))) (Vj(PT rF )(X(r; x)))2]
= I1;j(r; f)  I2;j(r; f);
where
I1;j(r; F ) = E
[jg(r;X(r; x))jVj ('m  (PT rF )Vj(PT rF )) (X(r; x))];
I2;j(r; F ) = E
[jg(r;X(r; x))j'm  (PT rF )(X(r; x))V 2j (PT rF )(X(r; x))]:
Let g(r; x) = jg(r;X(r; x))j: Then by Lemma 4.6, g 2 D1p: Let g;i(r; x); i = 1; : : : ; N
be dened by the formula of Lemma 4.5. Then we have
I1;j(r; F ) = r
 1=2E[g;j(r; x)'m  (PT rF )(X(r; x))Vj(PT rF )(X(r; x))];
and
sup
t2[0;T ];x2RN
E[jg;i(t; x)jp] <1:
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Then there exists a constant C > 0 such that
jI1;j(r; F )j 5 Cr 1=2kVj(PT rF )k1:
Also we have
jI2;j(r; F )j 5 CE[jg(r;X(r; x))j]kV 2j (PT rF )k1;
for any F 2 C1b (RN ) and any 0 < r < T .
Let vector eld Vj be represented by Vj =
PN
i=1 v
i
j(x)
@
@xi
: Then we have
Vj(PT rF )(x) =
NX
i=1
NX
k=1
vij(x)(Tk;i(T   r)
@F
@xi
)(x);
where k;i(t; x) =
@Xk(t;x)
@xi
and
(Tk;i(t)F )(x) = E
[k;i(t; x)F (X(t; x))]:
Moreover, we have
V 2j (PT rF )(x) =
NX
i=1
NX
k=1
(Vjv
i
j(x)(Tk;i(T   r)
@F
@xi
)(x) + vij(x)(VjTk;i(T   r)
@F
@xi
)(x)):
Then by Corollary 9 of [13], since k;i 2 K0 and there is a constant C > 0 such that
kVj(PT rF )k1 5 CkrFk1;
and
kV 2j (PT rF )k1 5 C(T   r) 1=2krFk1;
for any F 2 C1b (RN ); j = 1; : : : ; d; and any 0 < r < T .
So we have
E[jg(t;X(t; x)) 'm((PT tF )(X(t; x)))  g(s;X(s; x)) 'm((PT sF )(X(s; x)))j]
5 CkrFk1
Z t
s
(r 1=2 + (T   r) 1=2)dr:
Letting m!1; we have our assertion.
Corollary 4.8 Let T > 0. There exists a constant C > 0 such that
E[jg(t;X(t; x))(PT tF )(X(t; x)) _ 0  g(s;X(s; x))(PT sF )(X(s; x)) _ 0j]
5 CkFkLip
Z t
s
(r 1=2 + (T   r) 1=2)dr;
for any F 2 Lip(RN ) and any 0 < s < t < T .
Proof. For F 2 Lip(RN ), there exists Fm 2 C1b (RN );m = 1; 2;    ; such that krFmk 5
kFkLip and Fm(x)! F (x), for any x 2 RN . So we obtain the result from Lemma 4.7.
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Lemma 4.9 Let m = 1; : : : ;M; and T > 0: There exists a constant C > 0 such that
E[jg(t;X(t; x))(P (m)T th)( ~X(m)(t; ~xm))  h( ~X(m)(t; ~xm))j]
5C(krhk1 + kr2hk1)(T   t); (4.15)
and
E[jg(t;X(t; x))(P (m)T t(h _ 0))( ~X(m)(t; ~xm))  (h _ 0)( ~X(m)(t; ~xm))j]
5C(krhk1 + kr2hk1)(T   t): (4.16)
for any h 2 C1b (R ~Nm); t 2 [0; T ):
Proof. (4.15) follows from Ito^'s formula. So we show (4.16).
Let 'k; k = 1; : : : ; are as dened in (4.14). Let
~Lm = ~V
(m)
0 +
1
2
dX
i=1
( ~V
(m)
i )
2:
By Ito^'s formula
'k(h( ~X
(m)(T; ~xm))  'k(h( ~X(m)(t; ~xm))
=
Z T
t
'k(h( ~X
(m)(s; ~xm))( ~V
(m)
i h)(
~X(m)(s; ~xm))dB
m;i(s)
+
Z T
t
'k(h( ~X
(m)(s; ~xm))(~Lmh)( ~X
(m)(s; ~xm))ds
+
1
2
Z T
t
'0k(h( ~X
(m)(s; ~xm))
~dmX
i=1
(( ~V
(m)
i h)(
~X(m)(s; ~xm)))
2ds
So we have
E[ 'k(h( ~X
(m)(T; ~xm))j ~F (m)t ]  'k(h( ~X(m)(t; ~xm))
=
Z T
t
E['k(h( ~X
(m)(s; ~xm))(~Lmh)( ~X
(m)(s; ~xm))j ~F (m)t ]ds
+
1
2
~dmX
i=1
Z T
t
E['0k(h( ~X
(m)(s; ~xm)))(( ~V
(m)
i h)(
~X(m)(s; ~xm)))
2j ~F (m)t ]ds
Notice that '0k = 0; then we have
E[jg(t;X(t; x))E[ 'k(h( ~X(m)(T; ~xm))j ~F (m)t ]  'k(h( ~X(m)(t; ~xm))j]
5 E[jg(t;X(t; x))j]k~Lmhk1(T   t)
+
1
2
~dmX
i=1
Z T
t
E[jg(t;X(t; x))j'0k(h( ~X(m)(s; ~xm))( ~V (m)i h( ~X(m)(s; ~xm)))2]ds:
On the other hand, we have
'0k(h(~x

m))( ~V
(m)
i h(~x

m))
2
= ~V
(m)
i ('k  h)(~xm)

~V
(m)
i h

(~xm)
82
= ~V
(m)
i

('k  h)(~xm) ~V (m)i h(~xm)

  ('k  h)(~xm)( ~V (m)i )2h(~xm):
Let g(t; x) = jg(t;X(t; x))j and g;i(t; x); i = 1; : : : ; N be dened by the formula of
Lemma 4.5. Then it follows that
kE[g(t; x) ~V (m)i

('k  h( ~X(m)(s; ~xm)))) ~V (m)i h( ~X(m)(s; ~xm)))

]k1
5 Cs 1=2E[jg;1(t; x)j]k('k  h) ~V (m)i hk1 5 Cs 1=2k ~V (m)i hk1;
and
kE[g(t; x)('k  h)( ~X(m)(s; ~xm))( ~V (m)i )2h( ~X(m)(s; ~xm))]k1 5 Ck( ~V (m)i )2hk1:
So we have
1
2
~dmX
i=1
Z T
t
E[g(t;X(t; x))'0k(h( ~X
(m)(s; ~xm))( ~V
(m)
i h(
~X(m)(s; ~xm)))
2]ds
5
Z T
t
C 0(krhk1 + kr2hk1)(1 + s 1=2)ds
5 C 0(krhk1 + kr2hk1)(T   t)(1 + (T 1=2 + t1=2) 1):
Letting k !1; we have the assertion.
Corollary 4.10 Let m = 1; : : : ;M; T > 0 and F 2 M(R ~Nm). There exists a constant
C > 0 such that
E[jg(t;X(t; x))(P (m)T tF )(mX(t; x))  F (mX(t; x))j] 5 C(T   t); (4.17)
for any t 2 [0; T ):
Proof. Notice that mX(t; x) = ~X
(m)(t; ~xm) and Lemma 4.9 is valid for h 2 D^(R ~Nm). On
the other hand, for F 2M(R ~Nm), we have the expression that
F =
KFX
k=1
ak(fk _ gk) =
KFX
k=1
ak ((fk   gk) _ 0 + gk) ;
ak 2 R; fk; gk 2 D^(R ~Nm); k = 1; : : : ;KF : So our assertion follows from Lemma 4.9.
4.4 Discretization
Let c; 2 ; be given by
c =
n 1X
i=0
(ti+1   ti)E[g(ti; X(ti; x))f
MX
m=1
KX
k;Tk=ti+1
(P
(m)
Tk tiFm;k)(mX(ti; x
)))g _ 0]:
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Let i(k); k = 1; : : : ;K; be such that Tk = ti(k) : Then we have c is as follows.
c =
KX
k=1
i(k) 1X
i=i(k 1)
(ti+1   ti)E[g(ti; X(ti; x))f
MX
m=1
KX
k0=k
(P
(m)
Tk tiFm;k0)(mX(ti; x
))g _ 0]
Let F (1)t ; t = 0; be sub -algebra of F given by
F (1)t = fX`(s); s 2 [0; t]; ` = 1; 2; : : :g:
Proposition 4.11 There exists a constant C > 0 such that
jc0   cj 5 Cjj;  2 
.
Proof. Let
~Fk(x) =
MX
m=1
KX
k0=k
(P
(m)
Tk0 TkFm;k0)(mx); k = 1; : : : ;K:
Then by Lemma 4.7, there is a constant C > 0 such that
jc0   cj
5
KX
k=1
i(k) 1X
i=i(k 1)
Z ti+1
ti
jE[g(t;X(t; x))

(PTk t ~Fk)(X(t; x
)) _ 0

]
 E[g(ti; X(ti; x))(PTk ti ~Fk)(X(ti; x)) _ 0]jdt
5C
KX
k=1
i(k) 1X
i=i(k 1)
Z ti+1
ti
dt
Z t
ti
(r 1=2 + (Tk   r) 1=2)dr
5Cjj
KX
k=1
i(k) 1X
i=i(k 1)
Z ti+1
ti
(r 1=2 + (Tk   r) 1=2)dr:
So we have
jc0   cj 5 Cjj
KX
k=1
Z Tk
Tk 1
(r 1=2 + (Tk   r) 1=2)dr:
So the assertion follows.
4.5 Property of Stochastic Mesh Operator
To estimate the stochastic mesh operator, we use the following estimation of transition
kernel p(m)(t; ~xm; x) obtained by Proposition 8 of [14].
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Proposition 4.12 Let 
(m)
0 be given by

(m)
0 = (3
~Nm( sup
x2R ~Nm
dX
i=1
j ~V (m)i (x)j2)) 1;
then for any T > 0; and m = 1; : : : ;M; there is a C > 0 such that
p(m)(t; x; y) 5 Ct ( ~Nm+1)`0=2hm(x) 2(
~Nm+1)`0 exp( 2
(m)
0
t
jy xj2); t 2 (0; T ]; x; y 2 Em;
and
p(m)(t; x; y) 5 Ct ( ~Nm+1)`0=2hm(y) 2(
~Nm+1)`0 exp( 2
(m)
0
t
jy xj2); t 2 (0; T ]; x; y 2 Em:
In particular, for any T > 0;m = 1; : : : ;M; and q = 1; there is a C > 0 such that
p(m)(t; x; y) 5 Ct ( ~Nm+1)`0=2hm(x) 2(
~Nm+1)`0(1+jxj2)q(1+jyj2) q; t 2 (0; T ]; x; y 2 Em:
Let 
(m)
t (dx) = p
(m)(t; ~xm; x)dx: From Proposition 13 , 21 and Proposition 15 (1) of [14]
, we have the followings.
Proposition 4.13 Let t > 0; f 2 L2(Em; d(m)t ) and t > s = 0: Then we have
EP [(Q
(m;L;!)
s;t f)(x)jF (1)s ] = (P (m)s;t f)(x); (m)s   a:e:x 2 Em:
and
EP [j(Q(m;L;!)s;t f)(x)  (P (m)s;t f)(x)j2jF (1)s ] 5
1
L
Z
Em
p(m)(t  s; x; y)2jf(y)j2
q
(m;L;!)
s;t (y)
dy:
Proposition 4.14 Let  2 (0; 1) then there exists a C > 0 such that 
1
L
LX
`=1
EP [j(Q(m)t;Tk;"f)(m(X`(t)))  (P
(m)
t;Tk
f)(m(X`(t))j2]
!1=2
5 CL (1 )=2(Tk   t) (1+)( ~N+1)`0=4(
Z
Em
f(y)2(1 + jyj2)  ~Nmdy)1=2:
for any " > 0 any m = 1; : : : ;M; and any f 2 Lip(R ~Nm):
Proposition 4.15 Let
Z
(m;k)
L (t; ) = sup
y2R ~Nm
jq(m;L;!)t;Tk (y)  p(m)(Tk; ~x; y)j
(L 1=(1 ) + p(m)(Tk; ~x; y))(1 )=2
;
~Z
(m;k)
L (t; ) = sup
s2[0;t]
Z
(m;k)
L (s; ):
Then we have following.
(1) For any  2 (0; 1), and p > 1 , there is a Cp; > 0 such that
EP [(L(1 
2)=2 ~Z
(m;k)
L (Tk   "; ))p]1=p 5 Cp;" 5l0L p
2=2+1=p
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for any " 2 (0; Tk]; k = 1; : : : ;K; and L = 1:
(2) Let  2 (0; 1); t 2 (0; Tk) and " 2 (0; T ): If L(1 2)=2 ~Z(m;k)L (t; ) 5 1=4, and p(m)(Tk; x0; y) =
L (1 ), then
1
2
5
q
(m;L;!)
t;Tk
(y)
p(m)(Tk; ~x; y)
5 2;
for any t 2 (0; Tk   "]; k = 1; : : : ;K: and L = 1:
Now we introduce the following sets and functions. Let B(m;k)(t; ; L) 2 F ; 'm;k;L;m =
1; : : : ;M; k = 1; : : : ;K; be given by
B(m;k)(t; ; L) = f! 2 
;L(1 2)=2 ~Z(m;k)L (t; ) 5 1=4g;
and
'm;k;L(y) = 1fy2Em;p(m)(Tk;x0;y)>L (1 )g:
Let d
(m;k)
i;";L : [0; T ] E  
! [0;1); i = 1; 2; 3; be the measurable functions given by
d
(m;k)
1;";L (t; x) = j(Q(m;L;!)t;Tk;" (1  'm;k;L)Fm;k)(m(x))  (P
(m)
Tk t(1  'm;k;L)Fm;k)(m(x))j1[0;Tk ")(t);
d
(m;k)
2;";L (t; x) = 1B(m;k)(Tk ";;L)j(Q
(m;L;!)
t;Tk;"
'kFm;k)(m(x))  (P (m)Tk t'm;k;LFm;k)(m(x))j1[0;Tk ")(t);
d
(m;k)
3;";L (t; x) = j(Q(m;L;!)t;Tk;" Fm;k)(m(x))  (P
(m)
Tk tFm;k)(m(x))j1[Tk ";Tk)(t)
= jFm;k(m(X(Tk; x)))  (P (m)Tk tFm;k)(m(x))j1[Tk ";Tk)(t); k = 1;    ;K:
Let p(t; x; dy) be the transition kernel of X(t; x):
Proposition 4.16 Let  2 (0; 1). Then there exists a constant C > 0 such thatZ
E
EP [d
(m;k)
1;";L (t; x)]jg(t; x)jp(t; x; dx) 5 CL (1 )
3
1[0;Tk ")(t); (4.18)
(
Z
Em
EP [ d
(m;k)
2;";L (t; x)
2]p(t; x; dx))1=2
5CL (1 )=2(Tk   t) (1+)( ~N+1)`0=41[0;Tk ")(t); (4.19)
andZ
Em
d
(m;k)
3;";L (t; x)jg(t; x)jp(t; x; dx) 5 C(Tk   t)1[Tk ";Tk)(t): (4.20)
for any " 2 (0; "0); t 2 (0; Tk]; L = 1; m = 1; : : : ;M; and k = 1; : : : ;K:
Proof. Equation (4.20) follows from Lemma 4.9. So we will show (4.18) and (4.19). Note
that if t = Tk   ", both side of (4.18) and (4.19) are 0. So we will consider the case
t < Tk   ". By Proposition 4.13, we haveZ
E
EP [d
(m;k)
1;";L (t; m(x))]jg(t; x)jp(t; x; dx)
=
Z
E
EP [j(Q(m)t;Tk;"(1  'm;k;L)Fm;k)(x)  (P
(m)
Tk t(1  'm;k;L)Fm;k)(m(x))j]jg(t; x)jp(t; x; dx)
5
Z
E
(EP [(Q
(m)
t;Tk;"
j(1  'm;k;L)Fm;kj)(m(x))]
+ (P
(m)
Tk tj(1  'm;k;L)Fm;kj)(m(x)))jg(t; x)jp(t; x; dx)
52
Z
E
(P
(m)
Tk t(1  'm;k;L)jFm;kj)(m(x))g(t; x)p(t; x; dx):
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Using Holder's inequality for p = 1 ; q =
1
1  ;Z
E
(P
(m)
Tk t(1  'm;k;L)jFm;kj)(m(x))jg(t; x)jp(t; x; dx)
5 f
Z
E
(P
(m)
Tk t(1  'm;k;L)jFm;kj)(m(x))1=(1 )p(t; x; dx)g1 
f
Z
E
jg(t; x)j1=p(t; x; dx)g
5 f
Z
Em
(1  'm;k;L(~ym))1=(1 )jFm;k(~ym)j1=(1 )p(m)(Tk; m(x); ~ym)d~ymg1 
f
Z
E
jg(t; x)j1=p(t; x; dx)g
5 L (1 )3f
Z
Em
jFm;k(m(y))j1=(1 )p(m)(Tk; m(x); ~ym)d~ymg1 
f
Z
E
jg(t; x)j1=p(t; x; dx)g:
We used (1 'm;k;L(~ym))1=(1 )p(m)(Tk; m(x); ~ym)(1 ) 5 L (1 )2 in the last inequality.
So we have Equation (4.18).
Next we will show Equation (4.19) . Noting that fromB(m;k)(Tk "; ; L)  B(m;k)(t; ; L); t 2
[0; Tk   "); k = 1; : : : ;K; and L = 1,
d
(m;k)
2;";L (t; x) 5 1B(m;k)(t;;L)j(Q(m)t;Tk;"'m;k;LFm;k)(m(x))  (P
(m)
Tk t'm;k;LFm;k)(m(x))j:
Since Propsition 4.13, 1B(m;k)(t;;L)q
(m;L;!)
t;Tk
(~ym)
 1 5 2p(m)(Tk; m(x); ~ym) 1. And by
Proposition 4.15, we have
1B(m;k)(t;;L)E
P [j(Q(m)t;Tk;"'m;k;LFm;k)(~xm)  (P
(m)
Tk t'm;k;LFm;k)(~xm)j2jFt]
51B(m;k)(t;;L)
1
L
Z
Em
j'm;k;LFm;k(~ym)j2p(m)(Tk   t; ~xm; ~ym)2
q
(m;L;!)
t;Tk
(~ym)
d~ym
5 2
L
Z
Em
j'm;k;LFm;k(~ym)j2
p(m)(Tk; m(x); ~ym)
p(m)(Tk   t; ~xm; ~ym)2dy:
Then we have
(
Z
E
EP [ d
(m;k)
2;";L (t; x)
2]p(t; x; dx))1=2
5(
Z
E
EP [1B(m;k)(t;;L)E
P [j(Q(m)t;Tk;"'m;k;LFm;k)(x)  (P
(m)
Tk t'm;k;LFm;k)(x)j2jFt]]p(t; x; dx))1=2
5( 2
L
Z
Em
j'm;k;LFm;k(y)j2
p(m)(Tk; m(x); ~ym)
(
Z
E
p(m)(Tk   t; ~xm; ~ym)(1 )+(1+)p(t; x; dx))d~ym)1=2
5( 2
L
Z
Em
j'm;k;LFm;k(y)j2
p(m)(Tk; m(x); ~ym)
(
Z
Em
p(m)(t; m(x
); ~xm)p(m)(Tk   t; ~xm; ~ym)(1+)=d~xm)d~ym)1=2:
Let q = ~N: From Lemma 4.12, there exists a constant C > 0 such that
p(m)(Tk   t; ~xm; ~ym) 5 C(Tk   t) ( ~Nm+1)`0=2hm(~xm) ( ~Nm+1)`0(1 + j~xmj2)q(1 + j~ymj2) q:
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We set C1 as
C1 = sup
t2[0;T ]
max
m=1;:::;M;
k=1;:::;K
(
Z
Em
hm(x)
 ( ~Nm+1)`0(1+)=(1 + jxj2)q(1+)=p(m)(t; ~xm; x)dx)=2
 (
Z
E
jg(t; x)jdx)1=2:
C1 is bounded by Proposition 3 of [14]. Then since 'm;k;L(y)p
(m)(Tk; ~x

m; y)
  5 L, we
haveZ
E
EP [ d
(m;k)
2;";L (t; x)
2]1=2jg(t; x)jp(t; x; dx)
5C1
L
Z
Em
p(m)(Tk; ~x

m; ~ym)
 j'm;k;LFm;k(~ym)j2(1 + j~ymj2) q(1+)d~ym(Tk   t) (1+)(N+1)`0=2;
5C1L (1 )(Tk   t) (1+)( ~Nm+1)l0=2
Z
Em
jFm;k(~ym)j2(1 + j~ymj2) q(1+)d~ym:
Since q = ~N; and Fm;k is Lipschitz continuous,Z
R ~Nm
jFm;k(~ym)j2(1 + j~ymj2) q(1+)d~ym <1:
So we have the assertion.
Let a; b; ;  = 0; and ai; bi; i; i = 0; i = 1; 2: Let (k)(t; "; a; ; b; ) and e^("; ); t 2 [0; Tk)
be
(k)(t; "; a; ; b; ) = a(Tk   t) 1[0;Tk ")(t) + b(Tk   t)1[Tk ";Tk)(t);
e^("; ) =
8>><>>:
" ( 1)) ;  > 1;
log " ;  = 1;
1 ; 0 5  < 1:
Proposition 4.17 There exists a constant C > 0 such that
n 1X
i=0
(ti+1   ti)
X
k;Tk=ti+1
(k)(ti; "; a; ; b; ) 5 C(ae^("; ) + b"+1); (4.21)
and,
n 1X
i=0
(ti+1   ti)(
X
k1;Tk1=ti+1
(k)(ti; "; a1; 1; b1; 1))(
X
k1;Tk1=ti+1
(k)(ti; "; a2; 2; b2; 2))
5C

a1a2e^("; 1 + 2) + a1b2"
2+1 + a2b1"
1+1 + b1b2"
1+2+1

(4.22)
for any " > 0.
Proof. Let us take i(k) as ti(k) = Tk; k = 1; : : : ;K: If ti 2 [Tk 1; Tk] and k0 > k then
Tk0   ti > ": So notice that
1[Tk0 ";Tk0 )(ti) = 0; for i(k 1) 5 i 5 i(k)   1; k0 > k: (4.23)
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So we have
n 1X
i=0
(ti+1   ti)
X
k;Tk=ti+1
(k)(ti; "; a; ; b; ) =
KX
k=1
i(k) 1X
i=i(k 1)
(ti+1   ti)
KX
k0=k
(k
0)(ti; "; a; ; b; )
=
KX
k=1
i(k) 1X
i=i(k 1)
(ti+1   ti)
KX
k0=k

a(Tk0   ti) 1[0;Tk ")(ti) + b(Tk0   ti)1[Tk0 ";Tk0 )(ti)

5
KX
k=1
0@ KX
k0=k
Z Tk0 "
Tk0 1
a(Tk0   t) dt+
i(k) 1X
i=i(k 1)
b1[Tk ";Tk)(ti)(ti+1   ti)(Tk   ti)
1A ;
because (Tk0   ti)  5 (Tk0   t)  for ti 5 t 5 ti+1.
On the other hand,
KX
k=1
KX
k0=k
Z Tk0 "
Tk0 1
(Tk0   t) dt 5 K2e^("; );
and
KX
k=1
i(k) 1X
i=i(k 1)
1[Tk ";Tk)(ti)(ti+1   ti)(Tk   ti) 5 K"2;
So we have Equation (4.21).
Next we show Equation (4.22).
n 1X
i=0
(ti+1   ti)(
X
k1;Tk1=ti+1
(k1)(ti; "; a1; 1; b1; 1))(
X
k1;Tk1=ti+1
(k2)(ti; "; a2; 2; b2; 2))
5
KX
k=1
i(k) 1X
i=i(k 1)
(ti+1   ti)
4X
j=1
I
(k)
i;j ;
where
I
(k)
i;1 =
KX
k1;k2=k
a1a2(Tk1   ti) 1(Tk2   ti) 21[0;Tk1 ")(ti)1[0;Tk2 ")(ti);
I
(k)
i;2 =
KX
k1;k2=k
a1b2(Tk1   ti) 1(Tk2   ti)21[0;Tk1 ")(ti)1[Tk2 ";Tk2 )(ti);
I
(k)
i;3 =
KX
k1;k2=k
a2b1(Tk2   ti) 2(Tk1   ti)11[0;Tk2 ")(ti)1[Tk1 ";Tk1 )(ti);
I
(k)
i;4 =
KX
k1;k2=k
b1b2(Tk1   ti)1(Tk2   ti)21[Tk1 ";Tk1 )(ti)1[Tk2 ";Tk2 )(ti):
Note that (4.23) and
1[0;Tk1 ")(ti)1[Tk ";Tk)(ti) =
8<:0; k1 5 k1[Tk ";Tk)(ti); k1 > k;
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we have for i 2 fi(k 1); : : : ; i(k) 1g,
I
(k)
i;2 =
KX
k1=k+1
a1b2(Tk1   ti) 1(Tk   ti)21[Tk ";Tk)(ti)
5 K(Tk+1   Tk) 1a1b2(Tk   ti)21[Tk ";Tk)(ti):
We have the followings similarly.
n 1X
i=0
(ti+1   ti)I(k)i;1 5 a1a2
KX
k1;k2=k
Z ti(k) 1^(Tk1^Tk2 ")
ti(k 1)^(Tk1^Tk2 ")
(Tk1 ^ Tk2   t) (1+2)dt;
n 1X
i=0
(ti+1   ti)I(k)i;2 5 Ca1b2"2+1;
n 1X
i=0
(ti+1   ti)I(k)i;3 5 Ca2b1"1+1;
n 1X
i=0
(ti+1   ti)I(k)i;4 5 b1b2"1+2+1:
So we obtain (4.22).
4.6 Proof of Theorem 4.1 and Theorem 4.2
Theorem 4.18 There exists a constant C > 0 such that
EP [jc^1("L;; L)  cj] 5 C

L (1 )=2e^

"; (1 + )( ~N + 1)`0=4

+ "2

; L = 1:
Proof.
EP [jc^1("L;; L)  cj]
5 1
L
LX
`=1
n 1X
i=0
(ti+1   ti)
MX
m=1
X
k:Tk=ti+1
jEP [g(ti; X(ti; x))
((Q
(m;L;!)
ti;Tk;"
Fm;k)(k(X`(ti))  (P (k)Tk tiFm;k)(k(X`(ti)))]j:
Then by Schwartz's inequality ,
1
L
LX
`=1
jEP [g(ti; X(ti; x))(Q(m;L;!)ti;Tk;" Fm;k)(k(X`(ti))  (P
(k)
Tk tiFm;k)(k(X`(ti))]j
5 1
L
LX
`=1
EP [jg(ti; X(ti; x))jj(Q(m;L;!)ti;Tk;" Fm;k)(k(X`(t))  (P
(k)
Tk tiFm;k)(k(X`(t))j1[0;Tk ")]
+C(Tk   t)1[Tk ";Tk)
5
 
1
L
LX
`=1
EP [j(Q(m;L;!)ti;Tk;" Fm;k)(k(X`(t))  (P
(k)
Tk tiFm;k)(k(X`(t))j2]
!1=2
1[0;Tk ")
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E[g(ti; X(ti; x))2]1=2 + C(Tk   t)1[Tk ";Tk)
By Proposition 4.14
EP [jc^1("L;; L)  cj]
5 C
n 1X
i=0
(ti+1   ti)
X
k:Tk=ti+1
(k)(ti; ";L
 (1 )=2; (1 + )( ~N + 1)`0=4; 1; 1):
By Proposition4.17, we have the assertion.
Lemma 4.19 Let a; b 2 R and c;  > 0. Then we have
cjajj1fb=0g   1fa=0gj 5 cjb  aj1fjb aj=g + c1fjaj<g
Proof. If jaj > ja  bj, then
1fb=0g   1fa=0g = 0:
So we see that
jaj(j1fb=0g   1fa=0gj
5 jaj1fjaj5ja bjg
5 ja  bj1fja bj=g + jaj1fjaj<g:
Theorem 4.20 Let  2 (0; 1); p > 1: Suppose that there is  2 (0; 1] and C > 0 such
that
sup

n 1X
i=0
(ti+1   ti))(j
MX
m=1
X
k:Tk=ti+1
(P
(m)
Tk tiFm;k)(mX(ti; x
)))j 5 )
5 C ;  2 (0; 1):
Then there exists a constant C > 0 , ~
(L; ") 2 F , such that
P (~
(L; ")c) 5 C
 
L (1 )
2=2

L (1 )
2=2e^

"; (1  2)( ~N + 1)`0=2

+ "3(1 )=2
 (1+)
2+
!
;
and
1~
(L;")jc^2("L;; L)  cj
5 C

L (1 )
2=2

L (1 )
2=2e^

"; (1  2)( ~N + 1)`0=2

+ "3(1 )=2
 (1 )(1+)
2+
;
for L = 1:
Proof. In this proof, we denote X(t; x) by X(t) for simplicity. Let
~B" =
M\
m=1
K\
k=1
B(m;k)(Tk   "; ; L):
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Let FP;i : R
N ! R be given by
FP;i(x) =
X
m=1;:::;M
k:Tk=ti+1
(P
(m)
Tk tiFm;k)(mx);
and let FQ;i : R
N ! R be given by
FQ;i(x) =
X
m=1;:::;M
k:Tk=ti+1
(Q
(m)
ti;Tk;"
Fm;k)(mx):
Then
1 ~B" jc^2("L;; L)  cj
5 1 ~B"
n 1X
i=0
(ti+1 ti)jE[jg(ti; X(ti))j
MX
m=1
X
k:Tk=ti+1
Fm;k(k(X(Tk)))(1fFQ;i(X(ti)=0g 1fFP;i(X(ti)=0g)]j;
51 ~B"
n 1X
i=0
(ti+1   ti)E[jg(ti; X(ti))jjFP;i(X(ti)jj1fFQ;i(X(ti)=0g   1fFP;i(X(ti)=0gj];
since jg(ti; X(ti))j(1fFQ;i(X(ti)=0g   1fFP;i(X(ti)=0g) is Ft measurable.
Applying Lemma 4.19 to a = FP;i(X(ti); b = FQ;i(X(ti); and c = jg(ti; X(ti))j; we have
1 ~B" jc^2("L;; L)  cj 5 I1 + I2;
where
I1 = 1 ~B"
n 1X
i=0
(ti+1   ti)E[jg(ti; X(ti))jjFQ;i(X(ti)  FP;i(X(ti)j1fjFQ;i(X(ti) FP;i(X(ti)j>g];
I2 = 1 ~B"
n 1X
i=0
(ti+1   ti)E[jg(ti; X(ti))jj1fFP;i(X(ti)j5g]:
By Holder's inequality,
I2 5 E[jg(ti; X(ti))j1=](jFP;i(X(ti)j 5 )1  5 C(jFP;i(X(ti)j 5 ):
From assumption, we have
I2 5 C(+1)(1 ):
Next we will estimate I1.
jFQ;i(X(ti)) FP;i(X(ti))j 5
MX
m=1
X
k:Tk=ti+1
(d
(m;k)
1;";L (ti; X(ti))+d
(m;k)
2;";L (ti; X(ti))+d
(m;k)
3;";L (ti; X(ti)))
I1 5 1 ~B"
n 1X
i=0
(ti+1   ti)E[jg(ti; X(ti))j
MX
m=1
X
k:Tk=ti+1

d
(m;k)
1;";L (ti; m(X(ti))) + d
(m;k)
2;";L (ti; m(X(ti) + d
(m;k)
3;";L (ti; m(X(ti)

 1fPMm=1Pk:Tk=ti+1 (d(m;k)1;";L (ti;m(X(ti)))+d(m;k)2;";L (ti;m(X(ti))+d(m;k)3;";L )(ti;m(X(ti)))>g]:
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I1 is dominated by
I1 5 I1;1 + I1;2 + I1;3 + I1;4;
where
I1;1 =
n 1X
i=0
(ti+1   ti)
MX
m=1
X
k:Tk=ti+1
E[jg(ti; X(ti))jd(m;k)1;";L (ti; m(X(ti)))];
I1;2 =
n 1X
i=0
(ti+1   ti)E[
MX
m=1
X
k:Tk=ti+1
jg(ti; X(ti))jd(m;k)2;";L (ti; m(X(ti)))
1fPMm=1Pk:Tk=ti+1 (d(m;k)1;";L (ti;k(X(ti)+d(m;k)3;";L (ti;m(X(ti))>=2g];
I1;3 =
n 1X
i=0
(ti+1   ti)E[
MX
m=1
X
k:Tk=ti+1
jg(ti; X(ti))jd(m;k)2;";L (ti; m(X(ti)))
1fPMm=1Pk:Tk=ti+1 d(m;k)2;";L (ti;m(X(ti)>=2g]:
I1;4 =
n 1X
i=0
(ti+1   ti)E[
MX
m=1
X
k:Tk=ti+1
jg(ti; X(ti))jd(m;k)3;";L (ti; m(X(ti)))]
From Proposition 4.16,
EP [I1;1] =
n 1X
i=0
(ti+1   ti)
X
m=1;:::;M;
k;Tk=ti+1
Z
E
EP [d
(m;k)
1;";L (t; ~xm)]jg(ti; x)jp(ti; x; x)dx
5 C
n 1X
i=0
(ti+1   ti)
X
k;Tk=ti+1
(k)(ti; ";L
 (1 )3 ; 0; 0; 0)
5 Ce^

"; L (1 )
3

:
Next, we will estimate I1;2. By Holder's inequality
I1;2 5
n 1X
i=0
(ti+1   ti)E[(
MX
m=1
X
k:Tk=ti+1
d
(m;k)
2;";L (ti; m(X(ti)))
2)]1=2
E[jg(ti; X(ti))j2=]=2E[1fPMm=1Pk:Tk=ti+1 (d(m;k)1;";L (ti;m(X(ti)+d(m;k)3;";L (ti;m(X(ti))>=2g](1 )=2;
5 C
n 1X
i=0
(ti+1   ti)E[
MX
m=1
X
k:Tk=ti+1
d
(m;k)
2;";L (ti; m(X(ti)))
2]1=2
(2

E[
MX
m=1
X
k:Tk=ti+1
(d
(m;k)
1;";L (ti; m(X(ti) + d
(m;k)
3;";L (ti; m(X(ti))])
(1 )=2:
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So we have
EP [I1;2] 5 C
r
2

n 1X
i=0
(ti+1   ti)EP [
X
m=1;:::;M;
k:Tk=ti+1
Z
Em
d
(m;k)
2;";L (ti; x)
2p(m)(ti; ~x

m; x)dx]
1=2
 EP [
X
m=1;:::;M;
k:Tk=ti+1
Z
Em
(d
(m;k)
1;";L (ti; x) + d
(m;k)
3;";L (ti; x))p
(m)(ti; ~x

m; x)dx]
(1 )=2
5C (1 )=2
n 1X
i=0
(ti+1   ti)
0@ X
k:Tk=ti+1
(k)(ti; ";L
 (1 )2=2; (1  2)( ~N + 1)`0=4; 0; 0)
1A

0@ X
k:Tk=ti+1
(k)(ti; ";L
 (1 )4=2; 0; 1; (1  )=2)
1A :
By Proposition 4.17,
EP [I1;2] 5 C 1=2

L (1 )
4
e^

"; (1  2)( ~N + 1)`0=4

+ L (1 )
2=2"3(1 )=2

:
Similarly, we have
EP [I1;3] 5 C (1 )=2
n 1X
i=0
(ti+1   ti)E[
X
m=1;:::;M;
k:Tk=ti+1
Z
Em
d
(k)
2;";L(ti; x)
2p(k)(ti; ~x

k; x)dx]
(1 )
5C (1 )=2
n 1X
i=0
(ti+1   ti)(
X
k:Tk=ti+1
(k)(ti; ";L
 (1 )2=2; (1  2)( ~N + 1)`0=4; 0; 0))2
5C 1L (1 )2 e^

"; (1  2)( ~N + 1)`0=2

:
It follows easily that
EP [I1;4] 5 C"2:
Notice that
 (1 )=2e^("; (1  2)( ~N + 1)`0=4) 5  1e^

"; (1  2)( ~N + 1)`0=2

;
we have
EP [I] 5 C

+1 +  1L (1 )
2=2

L (1 )
2=2e^

"; (1  2)( ~N + 1)`0=2

+ "3(1 )=2

:
In particular if we take  = L as
L = O

L (1 )
2=2

L (1 )
2=2e^

"; (1  2)( ~N + 1)`0=2

+ "3(1 )=2
 1
2+
;
then we have
EP [I] 5 C

L (1 )
2=2

L (1 )
2=2e^

"; (1  2)( ~N + 1)`0=2

+ "3(1 )=2
(1+)=(2+)
:
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Let ~
(L; ") be
~
(L; ") = ~B" \ f! 2 
;
I 5 C

L (1 )
2=2

L (1 )
2=2e^

"; (1  )2( ~N + 1)`0=2

+ "3(1 )=2
 (1 )(1+)
2+ g:
From Proposition 4.15, we have
P (~
(L; ")c) 5 C
 
L (1 )
2=2

L (1 )
2=2e^

"; (1  2)( ~N + 1)`0=2

+ "3(1 )=2
 (1+)
2+
+(" 5`0L p
2=2+1=p)p

;
and
1~
(L;")jc^2("L;; L)  cj
5 C

L (1 )
2=2

L (1 )
2=2e^

"; (1  2)( ~N + 1)`0=2

+ "3(1 )=2
 (1 )(1+)
2+
:
Corollary 4.21 Theorem 4.1 and Theorem 4.2 follow from the Theorem 4.18 and Theo-
rem 4.19.
4.7 Numerical Example
Let fB(t); t = 0g be 1 dimensional Brownian motion. Let ti = i=n; i = 0; : : : ; n: Let c
be
c = E[
Z 1
0
(E[B(1)jFt] _ 0) dt] = 2
3
p
2
:
Let c be the discretization of c, such that
c =
n 1X
i=0
(ti+1   ti)E[B(ti) _ 0]:
We approximate c as Remark 4.3, where F (x) = x: Let X1 = fX`(ti); i = 0; 1; : : : ; ngL`=1
be i.i.d sample paths of fB(ti); i = 0; 1; : : : ; ng. We compute Q(L;!)t;T;" and c^1 by using of
paths X1.
c^1 =
1
L
LX
`=1
n 1X
i=0
(Q
(L;!)
ti;T
F )((X`(ti))) _ 0)(ti+1   ti):
LetX2 = fX 0`(ti); i = 0; 1; : : : ; ngL`=1 be another i.i.d sample paths of fB(ti); i = 0; 1; : : : ; ng.
We compute c^2 by
c^2 =
1
L0
L0X
`0=1
n 1X
i=0
fF (X 0`0(T ))g1f(Q(L;!)t;T F )(X0`0 (ti))=0g
(ti+1   ti):
We have c  0:2659615203: When we take n = 100; we have c  0:2638855365: We also
take L0 = 10000 and L = 100; 200; 400; 800; 1600; 3200; 6400: We replicate 100 estimators
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of jc^i  cj; i = 1; 2 for each L. Let "average i" denote the average and "standard dviation
i" denote the unbiased standard deviation of these 100 estimators for i = 1; 2: We show
the result in Table 4.1. Table 4.1 display the numerical result of jc^i   cj, and unbiased
standard deviation of ci; i = 1; 2: We see in Figure 4.1 that both jc^1   cj and jc^2   cj
approach 0 as L!1, but jc^2   cj is more stable than jc^1   cj:
L average 1 average 2 standard deviation 1 standard deviation 2
100 0.0453447368 0.0053580746 0.0334099140 0.0039872730
200 0.0287991842 0.0052000712 0.0244301557 0.0038576326
400 0.0216224492 0.0051810512 0.0168528548 0.0039305129
800 0.0161228222 0.0051754299 0.0114840865 0.0039276461
1600 0.0117769017 0.0051955081 0.0092734158 0.0039546398
3200 0.0082335939 0.0052074140 0.0071782226 0.0039613689
6400 0.0060464529 0.0052099324 0.0050607508 0.0039677394
? 4.1: Average and Standard Deviation of Absolute Error
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