We provide new asymptotic theory for kernel density estimators, when these are applied to autoregressive processes exhibiting moderate deviations from a unit root. This fills a gap in the existing literature, which has to date considered only nearly integrated and stationary autoregressive processes. These results have applications to nonparametric predictive regression models. In particular, we show that the null rejection probability of a nonparametric t test is controlled uniformly in the degree of persistence of the regressor. This provides a rigorous justification for the validity of the usual nonparametric inferential procedures, even in cases where regressors may be highly persistent.
Introduction
Consider the predictive regression model
where m is an unknown function and u t is a martingale difference sequence. x t is a time series with an unknown -but possibly very high -degree of persistence, which we shall parametrise as
for ρ ∈ P := [−1 + δ, 1], where v t is weakly dependent.
In this setting, parametric estimators of m are known to have a limiting distribution that is non-Gaussian, and which depends on the proximity of ρ to unity. The difficulties that this poses for inference has spawned a large literature (see e.g. Cavanagh, Elliott, and Stock, 1995; Campbell and Yogo, 2006; Jansson and Moreira, 2006; Magdalinos and Phillips, 2009; Phillips and Lee, 2013; and Elliott, Müller, and Watson, 2015) . In contrast, nonparametric estimators of m have been shown to be asymptotically normal even when regressors are nearly integrated (see, in particular, Wang and Phillips, 2009a,b) . Because this is also true when x t is stationary, it has been recently argued by Kasparis, Andreou, and Phillips (2015, hereafter KAP) that valid inferences on m may be drawn simply by referring a nonparametric t statistic to normal critical values. That is, so far as nonparametric inferences are concerned, it is not necessary to make any adjustments when ρ is close to unity. KAP provide some simulation evidence in support of this claim.
The primary motivation for the present work is to provide a rigorous proof of the asymptotic validity of the nonparametric t test, in the setting of the model (1.1)-(1.2), thereby putting KAP's thesis on a surer footing. What do we mean by 'asymptotic validity' in this context? For a test of H 0 : m(x) = θ against H 1 : m(x) = θ (for a chosen x ∈ R), the null rejection probability of the t test needs to be controlled uniformly over all parameters left unrestricted by H 0 : in particular, over all ρ ∈ P. (For a discussion of this issue in more general contexts, see for example Romano, 2004 , Mikusheva, 2007 , and Andrews, Cheng, and Guggenberger, 2011 where the 'ρ' subscript on P ρ indicates the dependence of this probability on the value of ρ in (1.2), z τ denotes τ th quantile of the standard normal distribution, and t n (x) = s n (x) −1 [m n (x) − θ] denotes the nonparametric t statistic form n (x), the local level (Nadaraya-Watson) estimator of m at x, and s 2 n (x) an estimate of its asymptotic variance (see Section 2.2 below for precise definitions).
Existing limit theory for nonparametric regression estimators establishes thatt n (x) is asymptotically normal when ρ is either fixed and in the stationary region (ρ < 1), or is local to unity in the sense that ρ = 1 + c/n (see, e.g., Wu and Mielniczuk, 2002; Wang and Phillips, 2009a,b; and KAP) . As we shall argue in Section 2, these results are sufficient only to establish what might be termed the 'pointwise asymptotic validity' of the t test, i.e. that lim sup n→∞ P ρ {|t n (x)| ≥ z 1−α/2 } ≤ α, ∀ρ ∈ P.
To prove (1.3), we additionally need to show thatt n (x) N [0, 1] when x t exhibits 'moderate deviations from a unit root', in the sense that ρ n → 1 but n(1 − ρ n ) → ∞; we refer to these as mildly integrated processes (see Giraitis and Phillips, 2006; Phillips and Magdalinos, 2007) .
Accordingly, Section 3 of this paper provides new asymptotic theory for sums of integrable transformations of mildly integrated processes -i.e. for kernel density estimators applied to such processes. This fills a significant gap in the existing technical literature, and allows for a successful proof of (1.3). The development of this theory relies on an interesting combination of arguments appropriate to stationary and local-to-unity processes.
The dependence of mildly integrated processes is sufficiently weak that kernel density estimators converge not to the local time of some limiting process, but to the standard normal density. In particular, we have where f is an integrable function, d n := var(x n ), ϕ(a) := (2π) −1/2 e −a 2 /2 , and h n = o(1) is a bandwidth sequence. In this respect, mildly integrated processes are more akin to stationary processes, except for the noted normality of the limiting density. On the other hand, they also share the diminished recurrence and slower rates of convergence characteristic of local-to-unity processes.
The rest of this paper is organised as follows. We begin by outlining a simplified version of the inferential problem studied by KAP (Sections 2.1-2.2). We then provide an explanation of how the asymptotic validity of the t test -in the sense of ( Notation. All limits are taken as n → ∞ unless otherwise stated. R denotes the real kernel estimators under moderate deviations numbers. For sequences {a n }, {b n }: a n ≍ b n denotes lim n→∞ a n /b n = c ∈ R\{0}, and a n ∼ b n denotes lim n→∞ a n /b n = 1. For positive sequences: a n b n denotes lim sup n→∞ a n /b n < ∞ -equivalently, a n = O(b n ). For random sequences {x n }, {y n }:
x n p y n denotes x n = O p (y n ). denotes weak convergence in the sense of van der Vaart and Wellner (1996) , and fdd the convergence of finite-dimensional distributions.
For x ≥ 0, ⌊x⌋ denotes the greatest integer less than or equal to x.
2 Nonparametric predictive regression 2.1 Data generating process
As outlined above, the data generating process (DGP) is the same as that studied by KAP. We have the following nonlinear predictive regression model
where m and the series {x t , u t } are assumed to satisfy the following
; ε 0 has a characteristic function ψ ε (λ) := Ee iλε 0 that is integrable, and a probability density f ε that is Lipschitz continuous and everywhere nonzero; Eε 0 = 0 and Eε 2 0 = 1.
DGP3 {x t } and {v t } are generated according to
Remark 2.1. (a) Our assumptions closely correspond to those of KAP. In particular, DGP3
is cognate with their Assumptions 2.3 and 2.4, with the key difference that we do not restrict {x t } to the local-to-unity region, in which ρ = 1 + c n for some fixed c ∈ R. We instead allow ρ to range over the entirety of P = [−1 + δ, 1]. On the other hand, ∞ k=0 |φ k | < ∞ implies that {v t } is a short-memory process, and so excludes the longmemory and anti-persistent cases that are also considered in KAP. While it is likely that our results could be extended to cover these cases, we have excluded these to keep this paper to a manageable length.
(b) Owing to the initialisation x 0 = 0, the regressor process is nonstationary, regardless of the value of ρ. However, (2.1) has a stationary solution when ρ < 1, which corresponds to the weak limit of x n as n → ∞. The assumption of a fixed initialisation is made only for convenience; our results below would still hold provided x 0 is stochastically bounded (and adapted to G 0 ).
(c)
The assumption that f ε is Lipschitz is used only in the stationary region, i.e. when ρ < 1, to facilitate the direct application of results from Wu, Huang, and Huang (2010) .
Strict positivity of f ε is also assumed merely for convenience, to ensure that the stationary solution to (2.1) has a density that is strictly positive at every x ∈ R, thereby avoiding any inadvertent attempts to estimate m(x) at points of zero density. (Aside from ensuring such points are avoided, this assumption is not needed for Proposition 2.1 below.)
Estimation and inference
KAP develop two nonparametric tests for the 'predictability' of y t by x t−1 , each of which involve taking either the average or the maximum of a finite collection of nonparametric t statistics, evaluated at selected points in the domain of the regressor. Critical values for these tests are derived from the normal distribution, which is justified if each of the t statistics are asymptotically normal (and asymptotically independent). In what follows, we consider a simplified version of their testing problem, which involves testing hypotheses about the value of m at a single x ∈ R, by comparing a t statistic to normal critical values.
The asymptotic validity of this simplified procedure is of interest in its own right, and has direct implications for the validity of the predictability tests developed by KAP. 1 Following KAP, an estimate of the regression function m, at a chosen x ∈ R, is provided by the local level (Nadaraya-Watson) regression estimator,
where K : R → R is a smooth probability density, h > 0 denotes the bandwidth, and K h (x) := h −1 K(h −1 u). For the purposes of developing the asymptotics ofm n , we shall suppose h = h n , for {h n } a bandwidth sequence satisfying Assumption SM (smoothing). SM1 K is non-negative, bounded and Lipschitz, with R |x|K(x)dx < ∞ and R K = 1; SM2 h n = o(1) and n 1/2 h n → ∞.
Remark 2.2. The maximum rate at which h n may shrink to zero, while still ensuring the consistency ofm n , will be determined by the values of ρ for which {x t } is least recurrent -i.e. when ρ = 1. This accounts for the requirement that n 1/2 h n → ∞ in SM2. This could be relaxed if h n were chosen so as to adapt to the (unknown) recurrence of {x t }.
For each x ∈ R, a test of
may then be based on the nonparametric t-statistiĉ
. As in KAP, critical values for the test are provided by the quantiles of a standard normal distribution: so that for a test having nominal size α, H 0 would be rejected if |t n (x)| > z 1−α/2 , where z τ denotes the τ th quantile of the standard normal distribution.
Asymptotic validity of the t test
The purpose of this section is to show that the testing procedure described above has the correct size asymptotically, in the sense that the nominal and actual size of the test approximately agree in large samples.
To that end, recall that the size of a test of is commonly defined as its maximum rejection probability over all values of the model parameters consistent with the null hypothesis (see e.g. Lehmann and Romano, 2005, p. 57 
(2.3) will follow once we have shown that (2.4) holds for the drifting sequence ρ = ρ * n . Rather than try to characterise {ρ * n } and show that (2.4) holds for that specific sequence, Proposition 2.1 below establishes that (2.4) holds for every drifting sequence {ρ n } ⊂ P. This immediately implies (2.3), and carries the further implication that the t-test is asymptotically similar, in the sense that lim inf
holds additionally. (For a further discussion, see Andrews et al., 2011.) Our main result on the asymptotic size of the t test may now be stated. We shall additionally assume h n = o(n −1/3 ), so as to ensure that the bias inm n is asymptotically negligible. 3 Proposition 2.1. Suppose DGP and SM hold, and that additionally h n = o(n −1/3 ). Then under H 0t
along every {ρ n } ⊂ P, and the nonparametric t test of (2.2) is asymptotically similar.
The proof of Proposition 2.1 appears in Appendix A. The problem reduces to one of proving that
(2.6) when ρ = ρ n , for all drifting sequences {ρ n } ⊂ P. Define the following classes of sequences:
• stationary: ρ n → ρ for some ρ ∈ [−1 + δ, 1), and ρ n < 1 for all n;
• mildly integrated: ρ n → 1 but n(ρ n − 1) → −∞, and ρ n < 1 for all n; and
• local to unity: ρ n → 1, and n(ρ n − 1) → c for some c ≤ 0;
and let P denote the collection of all such sequences {ρ n }. Though P is evidently a strict subset of all sequences in P, by an argument given in the proof of Proposition 2.1, the convergence (2.6) must hold for all sequences in P if it holds for all those in P (here we adapt the proof of Lemma 2.1 in Andrews and Cheng, 2012) .
It then remains to prove that (2.6) holds for stationary, mildly integrated, and localto-unity sequences {ρ n }. In all cases, the numerator of (2.6) is a martingale, and so is in principle amenable to the application of existing martingale central limit theory. The main difficulty is to show that the conditional variance σ 2 u n t=1 K 2 hn (x t − x) converges weakly to an a.s. nonzero limit upon standardisation. This follows by an application of Theorem 3.2 below. Convergence results of this kind are available in the literature when {ρ n } is stationary or local to unity, but the proof of this convergence when {ρ n } is mildly integrated requires some genuinely new limit theory for kernel density estimators, which is the principal contribution of the following section.
3 Density estimation: a unified limit theory
Our remaining objective is thus to provide some new results on the asymptotics of func-
We shall do this by means of an extension to Theorem 2.1 in Wang and Phillips (2009a, hereafter WP), which is stated as Theorem 3.1 below. An application of this result to mildly integrated processes, in conjunction with existing results for local-to-unity and stationary processes, gives the asymptotics of n t=1 f hn (x t − x) for all three classes of processes considered in the preceding section, which are collected in Theorem 3.2 below.
A general framework
In order to provide our extension of Theorem 2.1 in Wang and Phillips (2009a, hereafter WP), we first restate their assumptions, some of which will also be needed here. Let {x n,t } n t=1 be a triangular array, {F n,t } n t=1 a collection of σ-fields such that eachx n,t is F n,t -measurable, f : R → R, and define
for η ∈ (0, 1). Let L p denote the class of Lebesgue p-integrable functions on R.
Assumption WP (Ass. 2.1-2.3 in Wang and Phillips, 2009a) .
WP3 There exists an n 0 ∈ N such that for all 0 ≤ s < t ≤ n and n ≥ n 0 , 4 there are constants {d n,s,t } such that (a) for some m 0 > 0 and C > 0, inf (s,t)∈Ωn(η) d n,s,t ≥ η m 0 /C as n → ∞, and
n,s,t = 0, iii. lim sup n→∞ 1 n max 0≤s≤n−1 n t=s+1 d −1 n,s,t < ∞;
(b) conditional onF n,s , (x n,t −x n,s )/d n,s,t has a density h n,s,t (x) which is uniformly bounded (in n, s and t) by a constant K < ∞, and
It is evident from Jeganathan (2004) that WP2 may be weakened to finite dimensional convergence (i.e.x n,⌊nr⌋ fdd X(r)) if {x n,⌊nr⌋ } satisfies the following weak asymptotic 'equicontinuity in probability' condition: that for every ǫ > 0,
This is considerably weaker than asymptotic equicontinuity (tightness), which would require control over sup |r 1 −r 2 |≤δ |x n,⌊nr 1 ⌋ −x n,⌊nr 2 ⌋ | (and which is of course implied by WP2).
However, as discussed further in Remark 3.3 below, when {x n,t } is derived from a mildly integrated process, even such an apparently weak requirement as (3.2) fails to hold: though the finite-dimensional limit ofx n, [nr] exists, it is not separable. However, it is possible in this case to verify the following strictly weaker condition, which turns out to be sufficient for the purposes of Theorem 3.1 below.
Assumption WP (continued).
WP2 ′ There exists a stochastic processμ : [0, 1] × R → R + , which is continuous a.s. with Rμ (r, x) dx < ∞ for all r ∈ [0, 1], such that for every bounded and Lipschitz
Replacing WP2 by WP2 ′ , we thus have the following extension of WP's Theorem 2.1.
The proof appears in Appendix B.
Theorem 3.1. Suppose WP1, WP2 ′ and WP3 hold. Then ifc n → ∞ andc n /n → 0
Application to mildly integrated processes
Theorem 3.1 is broad enough to cover the entire class of regressor processes contemplated in DGP, even when ρ = ρ n varies with n. Indeed, it is the manner in which ρ n approaches unity (if at all) that determines the densityμ appearing in (3.3). In accordance with the kernel estimators under moderate deviations division of the sequences {ρ n } ∈ P given in Section 2.3 above, define
where ν ρ is the density corresponding to the stationary solution to (2.1), which has variance σ 2 ρ ; ϕ is the standard normal density; and L c (r, a) is the local time density (at time r ∈ [0, 1] and point a ∈ R) associated with the normalised Ornstein-Uhlenbeck process, 
Remark 3.1. d n → ∞ whenever {ρ n } is mildly integrated or local to unity, and so the arguments given in the proof of Theorem 3.2 also imply that, in these cases, x n,t := var(
, whence it follows that {x n,t } satisfies WP2 ′ . Since WP1 and WP3 also hold, it is then possible to invoke Theorem 3.1.
Remark 3.3. The tripartite classification in (3.4) is reflected in the different possible finitedimensional limits X(r; {ρ n }) of the standardised regressor process X n (r) := d −1 n x ⌊nr⌋ . Under both stationarity and mild integration, the relatively weak dependence between X n (r 1 ) and X n (r 2 ) vanishes in the limit, and so X has the property that X(r 1 ) and X(r 2 ) are independent for every r 1 = r 2 . This explains why even such an apparently mild equicontinuity requirement as (3.2) is unavailing for the purposes of proving Theorem 3.2.
Under mild integration, d n → ∞ and an invariance principle operates to ensure that the marginals of X(r) are standard normal; whereas in the stationary case, d n is bounded and the marginals have density ν ρ , which depends on the distribution of {ε t }. The limiting process X under mild integration thus corresponds to a continuous-time, standard normal white noise process. (A rigorous basis for these assertions is provided by Proposition B.1(ii) in Appendix B, and the proof thereof.)
The strong dependence between X n (r 1 ) and X n (r 2 ) that is a characteristic of localto-unity processes ensures that, in this case, X n converges weakly to the diffusion J c (see (3.5) above). As c → −∞, the finite-dimensional distributions of J c converge to those of standard normal white noise process: and in this sense there is continuity, in the limit, at the boundary demarcating mildly integrated and local-to-unity processes.
Conclusion
This paper has established the asymptotic size of the nonparametric t test in a predictive regression, when the regressor is possibly highly persistent. Our work on this problem has necessitated the development of some new limit theory for kernel density estimators, when these are applied to mildly integrated processes. These new results have allowed us to give a unified treatment of kernel density and regression estimators that encompasses stationary, mildly integrated and local-to-unity processes.
A notable implication of our results is that conventional nonparametric inferences, using normal critical values, remain valid regardless of the degree of persistence of the regressor. This may be counted a significant advantage of kernel nonparametric estimators over their parametric counterparts, which partially compensates for their lower rates of convergence and -in the case of integrated regressors -their limited applicability to models with multiple regressors.
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Andrews, D. W. K. and X. Cheng (2012): "Estimation and inference with weak, semi-strong, and strong identification," Econometrica, 80, 2153-2211. The next lemma is a direct consequence of Theorem 3.2, and is the principal implication of that theorem needed for the proof Proposition 2.1. For {ρ n } ∈ P, define
where ν ρ denotes the density of the stationary solution to (2.1) (for ρ < 1), and σ 2 ρ its variance.
Lemma A.2. Suppose {ρ n } ∈ P. Then if α ≥ 1 and β = 0, or α = 1 and β ∈ [0, 1],
Proof of Proposition 2.1. Suppose that we:
(i) show that (2.5) holds for every {ρ n } ∈ P; and then (ii) deduce from (i) that (2.5) holds for all {ρ n } ⊂ P.
The proofs of (i) and (ii) are given immediately below. Now by definition of the limit supremum, there must exist a {ρ * n } ⊂ P such that lim sup
It follows from (ii) that
whence the t test has asymptotic size α. Asymptotic similarity of the t test follows by an analogous argument.
(i) Let x ∈ R and {ρ n } ∈ P. In view of Lemma A.3, straightforward calculations yield that under H 0t
By Lemma A.2 and the fact that |m( The limiting distribution of υ n (x) may be obtained via an application of an appropriate martingale CLT. Consider the closely related quantity
Hence M n is the row sum of a martingale difference array, with conditional variance 
by DGP4, Lemma A.2 and the fact that e n h n n 1/2 h n → ∞ (by SM2 and Lemma A.1).
When {ρ n } is stationary or mildly integrated, the r.h.s. of (A.7) is non-random, and so the asymptotic normality of (A.6) follows from Theorem 3.2 in Hall and Heyde (1980) : the relevant conditions having been verified by (A.7) and (A.8). Thus in both cases
where τ (x) > 0 is a constant.
When {ρ n } is local to unity, τ (x) = L c (1, 0) is a random local time density, and we must instead apply Theorem 2.1 of Wang (2014) . This requires that we additionally verify the stronger conditions of that theorem. Under DGP, it is easy to see that {(ε t , u t ), G t } satisfy his Assumption 1. That his Assumption 2 is satisfied follows from max t≤n h n e n 1/2
which follows by the Cauchy-Schwarz inequality and Lemma A.2. Finally, for the purposes of verifying his Assumption 3, we note that
by Theorem 2.23 in Hall and Heyde (1980) and (A.7). L c is the local time density of the process J c given in (3.5), and is thus a functional of the standard Brownian motion W that emerges as the weak limit of n −1/2 ⌊nr⌋ t=1 ε t W (r). This convergence holds jointly with (A.10), and so Wang's Assumption 3 is satisfied. It therefore follows by Theorem 2.1 of Wang (2014) that
Finally, deduce from (A.1), (A.5), (A.7), (A.9) and (A.11) that
for all {ρ n } ∈ P.
(ii). The argument here largely follows the proof of Lemma 2.1 in Andrews and Cheng (2012) . Let f be an arbitrary bounded and Lipschitz function. It follows from part (i) of the proof that
for every {ρ n } ∈ P, where ξ ∼ N [0, 1] and where E ρn is indexed by the true parameters ρ n . We need to show that the preceding holds for every {ρ n } ⊂ P: i.e. that it holds for all sequences, not merely those in P. To that end, let {ρ n } ⊂ P be given. To prove (A.12), it suffices to show that for every subsequence {p n } of {n}, there exists a further subsequence (ii) ρ = 1 and either:
as n → ∞.
Corresponding to the three cases above, construct a new sequence {ρ ′ n } as follows.
(i) ρ ′ n = ρ w k for w k ≤ n < w k+1 : then ρ ′ n → ρ < 1, whence {ρ ′ n } is a stationary sequence.
(ii) ρ ′ n = 1 + n −1 c w k for w k ≤ n < w k+1 . Then by construction,
and hence in case: by (A.14) . Thus ρ ′ n → 1 and {ρ ′ n } is a mildly integrated sequence.
It follows that {ρ ′ n } ∈ P in all cases, and thus (A.12) holds for {ρ ′ n } by part (i) of the proof. Since by construction ρ ′ wn = ρ wn for all n ∈ N, we finally have 
B.2 Proof of Theorem 3.2
We separately consider {ρ n } ∈ P that are local to unity, mildly integrated, and stationary.
{ρ n } local to unity. Proposition 7.1 in Wang and Phillips (2009b) , together with the arguments used to prove their Proposition 7.2, establish that {x n,t } satisfies WP2 and WP3.
Thus, in this case, the result follows by Theorem 3.1.
{ρ n } mildly integrated. In this case, we shall need the following two results, the proofs of which are given in Appendix C. Recall the definition ofx n,t := d −1 n x t given in (3.6) above.
Proposition B.1. Suppose g is bounded and Lipschitz, and {ρ n } is mildly integrated. Then {ρ n } stationary. Since d n 1 in this case, it follows from Theorem 1 in Wu et al.
(2010), with minor modifications, that
Ef hn (x t − d n a) + o p (1). It remains to determine the limit of the r.h.s. To that end, let ν ρ,t and ψ ρ,t respectively denote the probability density and characteristic function of x t , and ν ρ and ψ ρ those of the stationary solution to (2.1), for ρ < 1. Let t n ∈ N with t n ≤ n and t n → ∞. Since ρ n → ρ < 1 is bounded away from unity, we have
where the r.h.s. has density ν ρ . Deduce ψ ρn,tn (λ) → ψ ρ (λ) for each λ ∈ R, whence
as n → ∞ and then A → ∞, where we have used |ψ ρn,tn (λ)| ∨ |ψ ρn (λ)| ≤ |ψ ε (φ 0 λ)| to control the integral over {|λ| > A}.
Since the convergence in (B.1) also holds in mean square, taking t n = n yields d n = var(x n ) 1/2 → σ ρ , the standard deviation associated to the density ν ρ . Thus by (B.2)
as n → ∞ and then δ → 0, while
as n → ∞ and then δ → 0, since
C Proofs of Propositions B.1 and B.2
C.1 Preliminaries
Under DGP, we may write
Observe that this quantity does not depend on t for 0 ≤ k ≤ t − 1, and we will accordingly write a k := a t,k in this case. We shall make frequent use of the decomposition
for s ∈ {1, . . . , t}: note that x ′ s−1,t and x s,t are independent. We shall also need the following lemma, the proof of which appears in Section S.2 of the Online Supplement. Recall that d 2 n = var(x n ) and φ = ∞ k=0 φ k .
Lemma C.1. Suppose {ρ n } is mildly integrated and ǫ > 0. Then (i) ρ n n → 0;
(ii) d 2 n ∼ φ 2 (1 − ρ 2 n ) −1 ; and (iii) for any sequence {t n } with nǫ ≤ t n ≤ n,
var(x tn ) ∼ var(x 1,tn ) ∼ d 2 n .
C.2 Proof of Proposition B.1
We first state and prove the following auxiliary lemma, which is the key ingredient in the proof of the first part of Proposition B.1. For a function g bounded and Lipschitz, let
Lemma C.2. For any g bounded and Lipschitz,
where the second inequality holds if |ρ| < 1.
where the sum on the r.h.s. converges a.s., since E t−k g(x t ) → Eg(x t ) a.s. as k → ∞, by the reverse martingale convergence theorem. Therefore we may write
Clearly, by the orthogonality of martingale differences,
We have
where '= d ' denotes equality in distribution, and ε * = d ε 0 is defined to be independent of {ε t }, and hence also of G t−k . Thus
Hence, by (C.5) and Jensen's inequality, and recalling that σ 2 ε = 1, EM 2 n,k ≤ 2 g 2 Lip n t=1 a 2 t,k , which together with (C.4) yields the first inequality in (C.3).
For the second inequality, we note from (C.1) that
with the convention that φ −l := 0 for l < 0. Hence if |ρ| < 1,
Proof of Proposition B.1(i). We take r = 1 for simplicity; the proof for fixed r ∈ [0, 1)
is analogous. When ρ ∈ (0, 1), applying Lemma C.2 to the unstandardised process {x t } gives the bound
It follows that replacing x t by the rescaled processx n,t = d −1 n x t in (C.6) gives
where we have used Lemma C.1. whence Eg(x n,tn ) → R g(x)ϕ(x) dx, since g is bounded. Then by the preceding and the boundedness of g,
Eg(x n,t ) − gϕ ≤ ǫ g ∞ + sup t∈ [nǫ,n] Eg(x n,t ) − gϕ → ǫ g ∞ .
Since ǫ was arbitrary, the result follows.
It remains to prove (C.7). It follows from Lemma C.1 that var(x n,tn ) → 1. Moreover, we may writex n,tn = n k=−∞ δ n,k ε k , where
(C.7) therefore follows from Lemma 2.1(i) in Abadir, Distaso, Giraitis, and Koul (2014) .
C.3 Proof of Proposition B.2
We shall need the following results, proofs of which appear in Section S.2 of the Online Supplement. For {ρ n } mildly integrated, define k n := k n ({ρ n }) to be the largest integer for which
Recall the definition of a k = a k (ρ n ) given immediately after (C.1) above.
Lemma C.3. Suppose {ρ n } is mildly integrated. Then there exist k 0 , n 0 ∈ N with k 0 even, such that
for all n ≥ n 0 and 0 ≤ k ≤ 2k n ; and
(ii) for some a, a ∈ (0, ∞), |a 0 | ≥ a and for all n ≥ n 0 ,
Lemma C.4. Let {ϑ k } k∈N have σ 2 ϑ := ∞ k=1 ϑ 2 k > 0, and {ε t } t∈Z be as in DGP2. There exists a bounded function G(A, σ 2 , ψ ǫ ), not otherwise depending on {ϑ k }, such that σ 2 →
for some C < ∞ depending only on ψ ǫ 1 , and lim A→∞ G(A; σ 2 ϑ , ψ ǫ ) = 0. Lemma C.5. Let {ρ n } be mildly integrated and η ∈ (0, 1]. Then
Proof of Proposition B.2. We take d n,s,t := (1 − ρ 2(t−s) n ) 1/2 .
Since ρ n → 1 with ρ n < 1, we assume throughout that ρ n ∈ ( 1 2 , 1). We first consider part (a) of WP3. For (a)(i), we have 1 n n t=(1−η)n d −1 n,0,t = 1 n n t=(1−η)n
kernel estimators under moderate deviations by Lemma C.1. For (a)(ii), we note that
where the final convergence follows by Lemma C.5. Finally, for (a)(iii), essentially the preceding with η = 1 yields 1 n max
Thus part (a) of WP3 is satisfied.
We next turn to part (b) of WP3. By the Fourier inversion formula and Lemma C.4, uniform boundedness of {h n,s,t } will follow if the variance of (x n,t −x n,s )/d n,s,t , conditional onF n,s := σ({ε r } r≤s ), is bounded away from zero. As in (C.2) above, we have
Since x s+1,t,t is independent of x s and x ′ s,t , both of which areF n,s -measurable, we have var x n,t −x n,s d n,s,t |F n,s = var x n,t − x n,s d n,s,t d n |F n,s = var x s+1,t d n,s,t d n .
Further, taking r = t − s we have
Since d n,s,t = d n,0,t−s = d n,0,r , it follows that var
n var(x 1,r ) =: Cg n,r by Lemma C.1, for some C > 0 (depending on φ), for all n sufficiently large.
We thus need to show that inf n≥n 0 inf 1≤r≤n g n,r > 0 for some n 0 ∈ N. To that end, we note that for k 0 as in Lemma C.3 and k n as in (C.8),
j. a. duffy for n sufficiently large. We also note the inequality
Considering each of the three cases in (C.11) in turn, we have:
(ii) k 0 + 1 ≤ r ≤ k n : then
(iii) k n + 1 ≤ r ≤ n: then for some C ∈ (0, ∞),
where the second inequality follows from k n ≍ (1 − ρ n ) −1 ≍ (1 − ρ 2 n ) −1 , and the third inequality from Lemma C.3.
Thus inf 1≤r≤n g n,r is bounded away from zero for n sufficiently large, whence {h n,s,t } is uniformly bounded.
Finally, in view of the definition of Ω n (η), (3.1) only concerns those s and t for which (1 − δ)n ≥ t − s = r = r n ≥ nδ for some δ ∈ (0, 1). For such r n , we have d n,0,rn = (1−ρ 2rn n ) 1/2 → 1 by Lemma C.1, and so arguments given in the proof of Proposition B.1(ii) yield z n :=
x 1,rn d n · d n,0,rn = (1 + o p (1)) · d −1 n x 1,rn N [0, 1].
Letting ψ zn denote the characteristic function of z n , arguments given in the proof of Corollary 2.2 in Wang and Phillips (2009a) 
S.1 Proofs of auxiliary lemmas from Appendix A
Proof of Lemma A.1. Since d 2 n = var(x n ) is bounded away from zero in all cases, it suffices to prove that d n n 1/2 when {ρ n } ∈ P is mildly integrated or local to unity. To that end, recall from (C.2) that
For the second r.h.s. term, we have Proof of Lemma A.2. As noted in the text, the stated convergence follows immediately from Theorem 3.2: see also Remark 3.1. Regarding the strict positivity of τ (x): when {ρ n } is local to unity, this follows from Ray's (1963) theorem; when {ρ n } is mildly integrated this is immediate from ϕ being the standard normal density; and when {ρ n } is stationary, this follows from the density f ε of ε t having been assumed strictly positive (see DGP2).
Proof of Lemma A.3. We first show thatm n (x) = m(x) + o p (1). To that end, decomposê
supplementary material
Now taking s = 1 in (C.2), we have
where x 1,t and x ′ 0,t are independent, with variances ς 2 1,t := var(x 1,t ) and ς 2 2,t := var(x ′ 0,t ) respectively. Let {t n } ⊆ [nǫ, n] be as in the statement of part (iii) of the lemma. We shall prove below that whence, since ρ n ∈ (0, 1),
Since ρ 2(tn−i) n ≤ ρ 2(⌊nǫ⌋−i) n → 0 as n → ∞ for each fixed i ∈ N by part (i), and ∞ i=0 |φ i | < ∞, it follows that
Regarding ς 2 2,tn , we note that since |ρ n | ≤ 1 and C φ := ∞ i=0 |φ i | < ∞ Proof of Lemma C.3. When {ρ n } is mildly integrated, ρ n ∈ (0, 1) and the upper bound in (C.9) follows trivially from |a k (ρ n )| ≤ ∞ i=0 |φ i |. Further, for any 0 ≤ k ≤ 2k n , ρ 2kn n ≤ ρ k n ≤ ρ −k n ≤ ρ −2kn n .
Noting that ρ (1−ρ) −1 → e −1 as ρ → 1, and 2k n ∼ (1−ρ n ) −1 , it follows that (ρ 2kn n , ρ −2kn n ) → (e −1 , e) as n → ∞. Thus there exists an n 0 ∈ N and C 1 , C 2 ∈ (0, ∞) such that ρ k n , ρ −k n ∈ [C 1 , C 2 ] for all n ≥ n 0 and 0 ≤ k ≤ 2k n . Now a k (ρ n ) = ρ k n k l=0 ρ −l n φ l , and for any m ≤ k ≤ 2k n ,
Therefore, since |ρ k n | ≤ 1, for all n ≥ n 0 , and ∞ l=m 0 +1 |φ l | ≤ a. Since ρ −l n → 1 for each l, there exists an n 1 ≥ n 0 such that
|φ l | ≥ a for all n ≥ n 1 . Taking k 0 := 2m 0 and re-designating n 1 as n 0 gives the claimed lower bound in (C.9).
Finally, since a 0 = φ 0 is nonzero by DGP3, replacing a by a ∧ |φ 0 | yields a lower bound that also applies to |a 0 |.
Proof of Lemma C.4. Since ψ ε ∈ L 1 , ε 0 has a bounded continuous density. Thus by the Riemann-Lebesgue lemma (Feller, 1971, Lem. XV.3 .3) lim sup |λ|→∞ |ψ ε (λ)| = 0. Further, ψ ε ∈ L 1 cannot be periodic, and so |ψ ε (λ)| < 1 for all λ = 0 (Feller, 1971, Lem. XV.1.4); since ψ ε is necessarily continuous (Feller, 1971 , Lem. XV.1.1), it follows that sup |λ|≥1 |ψ ǫ (λ)| ≥ e −γ 0 for some γ 0 ∈ (0, ∞). By the moments theorem for characteristic functions (Feller, 1971, Lem. XV.4 .2), we have ψ ε (λ) = 1 − 1 2 λ 2 (1 + o(1)) as λ → 0. Thus there exists a γ 1 ∈ (0, ∞) such that |ψ ǫ (λ)| ≤ e −γ 1 λ 2 . Taking γ := γ 0 ∧ γ 1 thus gives
Let ψ ϑ (λ) := E exp(iλ ∞ k=1 ϑ k ε k ) = ∞ k=1 ψ ǫ (ϑ k λ); we want to control the integral of (the modulus of) this function over [A, ∞) . Without loss of generality, assume the coefficients {ϑ k } are ordered such that |ϑ i | ≥ |ϑ i+1 |. Since must be nonempty; let k * denote the smallest element of K.
We will bound the integral of |ψ ϑ | separately over each of the two r.h.s. sets in
We first have 
