Abstract
Introduction
Image feature detection is a fundamental issue in many low and intermediate level vision tasks such as object recognition, image registration and motion analysis. Features, by definition, are objects or other entities in a image that are perceptually interesting. Having a concise representation that can sufficiently capture the shape variation of large data sets is desirable for image segmentation, matching and visualisation. The conventional way of describing image features is in terms of its canonical pixel-based representations. Other feature detection techniques are based on image representations in which specific properties of image features are described more explicitly, which generally relies on the assumption of some common characteristics. These assumption can be used to design deformable templates or a filter with an impulse response which matches the expected signal [6] . A major drawback of template-based techniques is, in general, the shapes of features vary and can not all be represented by a fixed number of templates. The other type of approach which has been widely used in image interpretation is a parametric model of features. This is an approach which belongs to the hypothesis and test mode of interpretation and uses a progressive refinement of data interpretation such as Expectation Maximisation scheme or some Bayesian classification technique [8] .
In this paper, we exploit the symmetry and translational invariance properties of the Fourier domain to model bloblike, linear and branching structures. Based upon the characteristics of local spectra, features are modelled using an extension of Gaussian functions: the Hermite polynomials [7] . The model parameters are estimated from the representation and a penalised likelihood method is then used to combining estimation from a range of scales in a multiresolution image model.
The method can be used for a variety of applications in medical image analysis. Two applications illustrated in this paper are for 2D electrophoresis gel images and retinal fundus images, where local features often appear with a Gaussian like profile. We show how an Hermite polynomial approximation provides an accurate feature modelling algorithm useful for quantitative classification and comparison. After a brief description of the methodology, results on example images are given.
Local Feature Modelling
If an single isotropic or linear feature is windowed by a cosine square function Ï´Ü Ýµ Ó× ¾´ Ü µ Ó× ¾´ Ý µ with window size , its intensity profile can be generally approximated as a 2-dimensional Gaussian function, whereas multiple linear features within the same region are modelled as a superposition of Gaussian models and their spectrums are approximated as a sum of component spectra:
where Ñ´µ is the Ñth Gaussian feature and Ñ´µ is the corresponding phase spectrum. Using multiple Gaussian models, some important features like bifurcations or high curvature points can be easily identified.
To estimate the parameters of the model, a Windowed Fourier Transform is applied in each block before the fea-ture extraction process. According to the Fourier shift theorem, the feature centroid Ñ can be estimated within the block, Ð , by taking the average pairwise correlations between neighbouring coefficients along each axis.
Feature components are estimated by first separating the component centroids using K-means clustering. Using the Å spatial frequency coordinate partitions, the orientations and the widths (as variances) of the Gaussian components are found by performing PCA on the covariance matrix, Ñ , which is calculated from the inertia tensor of the spectral energy.
The above Fourier-based estimation is computationally efficient and accurate in noise free data. However, because of uncertainties in most real images, an optimisation step is needed to improve initial estimation ¢ ¼ . We employ a iterative Minimum Mean Square Error (MMSE) type of approach to minimise the error between model Ñ´µ and windowed data ´µ.
which can be regarded as an error function. This is equivalent to maximising the sample statistics ¢ weighted by the inner product between the windowed data, ´Üµ, and the model Ñ´Ü ¢µ.
The regression leads to a similar set of equations to the Expectation Maximisation (EM) algorithm. However the conceptual basis between our approach and EM algorithm is rather different.
The EM algorithm is an appropriate technique for finding the maximum-likelihood estimate of the parameters of an underlying distribution from a given data set when the data are incomplete or has missing values. It is often used when optimising the likelihood function is analytically intractable but can be simplified by assuming the existence and values of additional hidden parameters [2] . Unlike EM however, our estimation implicitly takes into account the spatial arrangement of the data ´Üµ relative to the intensity model Ñ´Ü ¢µ whereas EM estimates the underlying distribution from which ´Üµ are drawn.
The algorithm first calculates the expected value of É, 
where ¢´Ø µ is the current parameters estimates that we use to evaluate the expectation and ¢ are the new parameters that we optimise to increase É. A modified form of the maximisation step, instead of maximising É´¢ ¢ Ø µ, is to find some ¢´Ø ·½µ such that É´¢´Ø ·½µ ¢´Ø µ µ É¢ ¢´Ø µ µ
The second step of the algorithm is to maximise the ex- 
Hierarchical feature analysis
So far, we have discussed the basic tools for modelling a given region with a fixed window size, each of which provides a view of just a small portion of the image. In this section, a hierarchical feature analysis approach is employed to allow the window size to vary independently of the feature model. The model and scale can be selected to fit the data. To assess the accuracy of the hypothesis, we determine the most fit model and its optimal scale at which to model a particular feature.
As suggested by Box and Jenkins [3] , the principle of model selection should use the smallest possible number of parameters for adequate representation of the data. From a statistical point of view, this principle gives a bias versus variance tradeoff. In general, bias decreases and variance increases as the number of parameters increases. The fit of any model can generally be improved by increasing the number of parameters, but the trade off with the increasing variance must be considered in selecting the model of inference [4] .
The technique described in this work, following [11] , uses a hierarchical quad-tree structure with a modified bottom-up approach to perform feature estimation at different scales. i.e. different window sizes. A Kullback-Liebler penalised distance measure, the Akaike information criterion (AIC), is used to bias the likelihood function against the number of parameters È . We estimate the image using multiple feature models Ñ ½ ¾ over a predetermined range of scales Ð , starting at ½ and descending maxi- Once the parameters of each model at each scale have been estimated, the penalised distance measure (AIC) is used again to choose the appropriate scale for a given image region, by picking the minimum AIC value between a parent node and its four children.
In the special case of least squares estimation with normally distributed errors, AIC can be expressed as a function of residual sum of squares:
where AE ¾ is number of data and RSS is residual sum of squares.
Hermite Approximation
As noted by Bettens [1] , some isotropic spot features found in electrophoresis images have saturated profiles caused by high local concentration. Gao [5] also reported that, in digital retinal fundus images, the intensity profile of large vessel segments is not exactly in Gaussian profile due to so called the central light reflex caused by specular reflection.
For these special cases, Gaussian intensity modelling tends to over-segment the features. Our solution to this problem is to use a Hermite approximation [10] . The 1d Hermite polynomial is defined as
By Cartesian separability, its 2D extension can be represented as
where ¢ is the Gaussian parameters Ñ Ñ Ñ , which the expansion is based on, and Ñ , Ñ , Ñ are amplitude, orientation, and covariance matrix for correspondent gaussian respectively. Parameter « represents the coefficients of the Hermite representation.
After obtaining the Gaussian parameters ¢ through the iterative optimisation discussed above, the coefficients for the Hermite representation are then estimated using leastsquares computation over the set of features and functions [10] . The estimation results from four sample images are shown at figure 1. We can see that more accurate approximation can be derived by using equation 11 than the Gaussian equation above.
Application Experiments
The results of the described method were tested by using a 2D gel electrophoresis image for blob like features and a digital fundus retinal image for linear and branching structure. There are some 800 individual features in the gel image figure 2(a) , each represented by a Hermite series on a for modelling features in this image. To further verify the algorithmic performance, the method was tested on a larger data set of both gel and retina images with widely varying types of features. By comparing the classification result against ground truth images, a sensitivity against specificity test is also produced [9] . For these experiments, our algorithm yields an average sensitivity of approximately 82% and a specificity of approximately 93%.
Conclusion
In the paper, we presented a new modelling algorithm based on an extension of the widely used Gaussian intensity model, which can model blob, linear features and bifurcations. The algorithm was tested on electrophoresis gel and retinal fundus images that show various types of features. The Hermite estimator produces consistently more accurate results than using Gaussian function alone. Combining with an EM type of optimisation scheme, a penalised likelihood measure AIC was used for model and scale selection in a quad-tree type of structure. The modelling algo- rithm is cheap to compute and robust in the presence of uncertainties in the image due to low signal to noise ratios. To infer the global feature topology, a generalised Bayesian inference technique that can explicitly model prior knowledge of the geometry of local structures is currently under investigation.
