In order to find analytically the travelling waves of partially integrable autonomous nonlinear partial differential equations, many methods have been proposed over the ages: "projective Riccati method", "tanh-method", "exponential method", "Jacobi expansion method", "new ...", etc. The common default to all these "truncation methods" is to only provide some solutions, not all of them. By implementing three classical results of Briot, Bouquet and Poincaré, we present an algorithm able to provide in closed form all those travelling waves which are elliptic or degenerate elliptic, i.e. rational in one exponential or rational. Our examples here include the Kuramoto-Sivashinsky equation and the cubic and quintic complex Ginzburg-Landau equations.
Introduction
In physical language, given an autonomous nonlinear partial differential equation (PDE) E(v, v x , v t , . . . , v nx,mt ) = 0, one calls travelling wave any solution of the reduction (v, x, t) → ξ = x − ct, v(x, t) = u(ξ), with c constant, and solitary wave a travelling wave which obeys the decay condition that u(ξ) should have constant limits, possibly different, as ξ → ±∞. The problem addressed here is to find all the travelling waves of a given PDE, in closed form, or more generally all the solutions of similarity reductions of a given PDE to some autonomous ODE. Two cases naturally arise. If the PDE is "integrable", for instance in the sense of the inverse spectral transform [1] , there exist powerful methods to solve this problem completely; we will discard this case. If the PDE is partially integrable (i.e. fails at least one of the integrability criteria), there exist several nonperturbative methods (mostly "truncations" [28] ) able to find some travelling waves but generically unable to find all of them.
In a more mathematical language, let us denote N the differential order of the autonomous ordinary differential equation (ODE) E(u, u ′ , . . . , u (N ) ) = 0,
which is the travelling wave reduction of the considered PDE. If the ODE has the Painlevé property [11] (i.e. no "bad" singularities), the problem is to find its general solution (depending on N arbitrary constants) in closed form; we discard this case. If the ODE fails the Painlevé test ("partially integrable" case), by definition it admits some movable critical singularities (movable: which depends on the initial conditions; critical: the solution is multi-valued around it). Let us define its general analytic solution as the M-parameter particular solution without movable critical singularities, with M maximal and of course M < N. The problem is then to find this general analytic solution in closed form. This is equivalent to find the largest order subequation of the given ODE with the Painlevé property (subequation: the ODE is a differential consequence of it). The present article, which is self-contained, gives a synthetic presentation of a method [23, 11] able to find this general analytic solution (i.e. all the single-valued travelling waves) when it is elliptic or degenerate of elliptic. This includes the physically relevant solitary waves.
There are many equivalent definitions for elliptic functions. From the point of view of nonlinear differential equations adopted here, the suitable definition for an elliptic function f (ξ) is any rational function of ℘(ξ), ℘ ′ (ξ),
in which ℘ is the function of Weierstrass, defined by the first order ODE
Elliptic functions are doubly periodic and have two successive degeneracies,
• when one root e j is double (g 3 2 − 27g 2 3 = 0), degeneracy to simply periodic functions (i.e. rational functions of one exponential e kx ) according to
• when the root e j is triple (g 2 = g 3 = 0), degeneracy to rational functions of ξ.
In section 2, we handle a textbook example of an integrable equation in order to make several points. In section 3, we make precise the notion of general analytic solution of a partially integrable ODE. In section 4, we shortly review the existing methods and point out their weaknesses. In section 5, we present the algorithmic method, then we process a few selected examples. Finally, section 7 examines possible extensions of the method.
Tutorial integrable example
Consider the Korteweg-de Vries (KdV) equation
and its travelling wave reduction
Mathematical part
If one a priori knows nothing on (6), some skill is needed to find the successive first integrals g 2 (arising from the conservative form)
and g 3 (integrating factor u ′ )
The general solution is then elliptic (doubly periodic)
in which the three constants of integration ξ 0 , g 2 , g 3 are allowed to be complex.
Physical part
One then prescribes some behaviour at ξ → ±∞, e.g.
which for B − = B + = B makes the doubly periodic function degenerate to simply periodic (trigonometric)
in which the constants of integration are k 2 (real) and ξ 0 (complex). Finally one requires this solution u to be bounded on the real axis, by moving all singularities outside R
to obtain the physical, bell-shaped, solitary wave on the background B,
Lessons from this tutorial example
Although it is completely straightforward, this example nevertheless teaches us several lessons.
• Skill was needed to find the first integrals, we want to avoid that.
• If possible, it is better to first find the mathematical solution, because all the physical solutions follow. In the case of the nonlinear Schrödinger equation for instance, which admits two (one bright, one dark) solitary waves depending on the focusing or defocusing situation, the bright wave is found as above, and the dark one arises from a factorisation of the first order subequation analogous to (8) .
• Elliptic functions seem privileged. We will come back to that later.
Partially integrable case
By definition, partially integrable PDEs fail the Painlevé test. Our specific examples will be the following reductions:
• the similarity reduction of the one-dimensional cubic complex Ginzburg-Landau equation (CGL3)
(a generic equation for slowly varying amplitudes, see the review [25] );
• the travelling wave reduction of the Kuramoto-Sivashinsky equation (KS)
in which A is an integration constant (flame on a vertical wall, phase equation of CGL3, see [22] for some physical background);
• the similarity reduction of the one-dimensional quintic complex Ginzburg-Landau equation (CGL5) [25] ,
General analytic solution of a partially integrable ODE
Given an N-th order ODE (1) which is partially integrable and therefore displays movable multi-valuedness, one first needs to count the number of integration constants which correspond to this multi-valuedness. Let us take an example.
Local representation of the general analytic solution
The KS PDE (16) admits the travelling wave reduction (17) . It has a chaotic behavior [22] , and it depends on two dimensionless parameters, b 2 /(µν) and νA/µ 3 . The assumption of a singular algebraic behaviour
generates for (p, u 0 ) the system
which admits the unique solution p = −3, u 0 = 120ν, with the common value of the two powers: q = p − 3 = 2p = −6. Near this triple pole, the linearized equation has the indicial equation
i.e. two of the three Fuchs indices are irrational complex numbers. Computing the next terms after the dominant one yields the Laurent series
which only depends on one integration constant. Laurent series such as (25) are convergent, as proven by Chazy [3] . By perturbing this solution [3, pages 338, 384] [7] , one obtains the three-parameter solution
which is a local representation valid for ξ → ξ 0 and ε → 0, depending on the three arbitrary constants ξ 0 , εc + , εc − (indeed, as shown by Poincaré 1 and Darboux [13] , the coefficient of εc −1 in (26) is the derivative of u (0) with respect to its arbitrary constant ξ 0 , therefore c −1 only represents a perturbation of ξ 0 and it can be set to 0). The only way for (26) to become single-valued is to cancel the contribution of the two irrational Fuchs indices, thus restricting (26) to (25) .
The general analytic solution as defined in section 1 depends on 3 − 2 = 1 integration constant, it is locally represented by the Laurent series (25) and the problem addressed is to obtain a closed form expression for u (0) .
Existing methods (sufficient)
Given a nonlinear ODE such as (1), all the methods able to yield single-valued solutions in closed form necessarily make use of the structure of movable singularities. Many "new", "extended", etc, methods claim not to do so and to be original, but this is not true: no method can avoid the analytic structure of singularities. Moreover, in order to be nonperturbative, i.e. to only require a finite number of steps, the integration methods have better use an elementary "unit of integration" which has singularities (such as tanh or sech) rather than an entire function (such as exp).
When nothing is known about the ODE (1), most methods follow the pioneering work of Weiss, Tabor and Carnevale [28] . The restriction of their method to ODEs was certainly known to the classical authors involved with explicit integration (Painlevé, Gambier, Chazy, Bureau), although we could not find an explicit, convincing reference.
All these methods proceed as follows: 1. Assume a given class of expressions for the general analytic solution, 2. Check whether there are indeed solutions in that class. Various names are used to describe these methods: truncation method, tanh method, Jacobi expansion method, . . . .
Typical classes of assumed expressions are:
• polynomials in tanh (Weiss et al. [28] and followers [5] ),
• polynomials in tanh and sech [17, 9, 24] .
We will call all these methods sufficient because, by construction, they cannot find any solution outside the given class of expressions.
Examples of sufficient methods
The KS ODE (17) has one family of movable triple poles, and the Weierstrass function ℘ one family of double poles. Therefore it is consistent to assume
The elimination of ℘ ′′ and ℘ ′ 2 transforms the lhs of (27) into
and one has to solve the six determining equations
As always in these truncations [28] , these equations must be solved by decreasing value of the singularity degree 3j + 4k, for the successive unknowns c 0 , c 1 , c 2 , g 2 , g 3 . The result is [14, 20] 
and this would be the general analytic solution if b 2 −16µν were unconstrained. Removing this constraint is still an open problem.
Instead of considering the Weierstrass equation, one may consider the Riccati equation with constant coefficients
whose singularities are one family of movable simple poles, and make the similar consistent assumption [4, 8] 
with c j constants to be determined. The elimination of τ ′ from (29) transforms the lhs of (27) into a similar polynomial
This set of determining equations E j = 0 admits six solutions, listed in Table 1 , all represented by
The solitary waves b = 0 were found by Kuramoto and Tsuzuki [21] , and the three other values of b 2 /(µν) were added by Kudryashov [19] . Currently, no other solution is known to (27) . It is easy to build an example making truncation methods fail. Knowing that rational functions are usually not assumed classes, such an example is for instance
5 Subequation method (necessary)
The class of elliptic functions
All solutions found in previous examples are elliptic or degenerate. This quite frequent result for solutions of autonomous nonlinear ODEs has a simple explanation, dating back to Lazarus Fuchs. Indeed, this is a classical result (L. Fuchs, Poincaré, Painlevé) that the only autonomous first order algebraic ODEs having a single-valued general solution are algebraic transforms of either the Weierstrass elliptic equation, see (2) , or the Riccati equation (29). These first order ODEs are therefore the elementary building blocks with which to build solutions to autonomous ODEs of higher order. Conversely, given an N-th order autonomous algebraic ODE, is it possible to find all solutions in this class of elliptic or degenerate elliptic functions? The present section brings a positive answer.
Two results of Briot and Bouquet
Given an elliptic function, its elliptic order is defined as the number of poles in a period parallelogram, counting multiplicity of course. It is equal to the number of zeros.
We will need two classical theorems.
Theorem [2, theorem XVII p. 277]. Given two elliptic functions u, v with the same periods of respective elliptic orders m, n, they are linked by an algebraic equation
with deg(F, u) = order(v), deg(F, v) = order(u). If in particular v is the derivative of u, the first order ODE obeyed by u takes the precise form
Theorem (Briot and Bouquet, Poincaré, Painlevé). If a first order m-th degree autonomous ODE has the Painlevé property,
• it must have the form (36),
• its general solution is either elliptic (two periods) or rational in one exponential e kx (one period) or rational in x (no period) (successive degeneracies g
Remark. Equation (36) is invariant under an arbitrary homographic transformation having constant coefficients, this is another useful feature of elliptic equations.
General method to find all elliptic solutions
Consider an N-th order autonomous algebraic ODE (1) admitting at least one Laurent series
If its general analytic solution, as defined section 1, is elliptic or degenerate elliptic, there exists an algorithm to find it in closed form, which we now present. It only requires four ingredients: the two theorems of Briot and Bouquet stated section 5.2, the existence of at least one Laurent series, an algorithm of Poincaré to be presented soon. Its input and output are as follows.
Input: an N-th order (N ≥ 2) any degree autonomous algebraic ODE admitting a Laurent series.
Output: all its elliptic or degenerate elliptic solutions in closed form. The successive steps are [23, 11] :
1. Find the analytic structure of singularities (e.g., 4 families of simple poles, 2 of double poles). Deduce the elliptic orders m, n of u, u ′ .
Compute slightly more than (m + 1)
2 terms in the Laurent series.
3. Define the first order m-th degree subequation F (u, u ′ ) = 0 (it contains at most (m + 1) 2 coefficients a j,k ),
4. Require each Laurent series (37) to obey F (u, u ′ ) = 0,
and solve this linear overdetermined system for a j,k .
Integrate each resulting ODE
Several remarks are in order.
1. The fourth step generates a linear, infinitely overdetermined, system of equations F j = 0 for the unknown coefficients a j,k . It is quite an easy task to solve such a system, and this is the key advantage of the present algorithm.
2. In the fifth step, two cases arise, depending on the genus of the algebraic curve F = 0. If the genus is one (nondegenerate elliptic), there exists an algorithm of Poincaré which builds explicitly the rational function R, Eq. (2). This algorithm has been implemented by Mark van Hoeij [15] as the package "algcurves" of the computer algebra language Maple. If the genus is zero (degenerate elliptic), finding u as a rational function of one exponential e k(ξ−ξ 0 ) or as a rational function of ξ − ξ 0 is classical, and also implemented in "algcurves".
3. In the third and fourth steps, the requirement can be weakened, at the price of finding less that the general analytic solution. Consider for instance the artificial ODE (which actually occurs in the travelling wave of the modified KdV equation),
which admits two Laurent series
With the assumption m = 2 in step 3 and "Require each Laurent series" in step 4, one will find the Jacobi solution. But, with the weaker assumption m = 1 in step 3 and "Require one [not two] Laurent series" in step 4, one will find the constraint c = 0 in E(u). The interested reader can practice on the ODE admitting, for instance, the rational solution
for which the assumptions can be m = 6, 5, 4, 3.
Examples

Tutorial integrable example: KdV
The ODE (6) presents one movable double pole u ∼ 2aχ −2 , hence the respective elliptic orders 2 and 3 for u and u ′ . Nine terms (in fact five because of parity) will prove sufficient in the computation of the unique Laurent series,
in which U 4 and U 6 are arbitrary constants. Assuming in step 3
one generates in step 4 the linear overdetermined system (39),
whose unique solution is
The two arbitrary constants U 4 , U 6 correspond to the two first integrals of (6), but no skill is required to find them, the process is systematic. In step 5, the Maple commands would look like with(algcurves); load the package genus(eq46,u,uprime);
will answer "1" Weierstrassform(eq46,u,uprime,wp,wpprime); the last command yielding the four formulae of the birational transformation between (u, u ′ ) and (℘, ℘ ′ ), one of them being precisely (9).
Partially integrable example, KS
The Laurent series of (17) is (25) . In the first step, the unique family of movable triple poles yields elliptic orders 3 and 4 for respectively u and u ′ . With the normalization a 0,3 = 1, the subequation F (u, u ′ ) = 0 contains ten coefficients. In step 4, these ten coefficients are first determined by solving the Cramer system of ten equations F j = 0, j = 0 : 6, 8, 9, 12. The remaining infinitely overdetermined nonlinear system for (ν, b, µ, A) contains as greatest common divisor (gcd) b 2 − 16µν which defines a first solution
After division by this factor, the remaining nonlinear system for (ν, b, µ, A) with b 2 − 16µν = 0 admits exactly four solutions (stopping the series at j = 16 is enough to obtain the result), identical to those listed in Table 1 Section 4.1, each solution defining a first order third degree subequation,
In order to integrate the two sets of subequations (47), (48)- (51), one must first compute their genus, which is one for (47), and zero for (48)-(51). Therefore (47) has the elliptic general solution (28) .
As to the general solution of the four others (48)- (51), this is the third degree polynomial (32) in tanh k(ξ − ξ 0 )/2 already found by the one-family truncation method.
Remark. Canceling the gcd b 2 −16µν is equivalent to cancel the residue in the Laurent series (25) , therefore KS admits no elliptic solution other than (28) [16] . Indeed, this is a property of elliptic functions that, inside a period parallelogram, the sum of the residues is necessarily zero. Conversely, by implementing the condition that the sum of the residues of any differential polynomial of u vanishes, Hone [16] has found an elegant method to isolate all the nondegenerate elliptic (genus one) solutions, proving in particular that CGL3 has no travelling wave which is nondegenerate elliptic. This method cannot however also yield the degenerate elliptic solutions.
Partially integrable example, CGL5
As example of a new solution found by the method of section 5.3, one can quote the unique elliptic (nondegenerate, i.e. genus one) travelling wave (19) of the CGL5 equation (18) [27] ,
This solution, obtained by combining the present method with the conditions on residues [16] , exists at the price of five real constraints among the coefficients p, q, r, γ, ω, c of the differential system for (M, ϕ ′ ). In this example, care should be taken that the two elliptic subequations,
respectively of a canonical Briot-Bouquet type and of a Jacobi type, involve elliptic functions with different first arguments, see ℘(2ξ) term in (52).
Results for various partially integrable PDEs
For the various PDEs considered in the text, and recalled below for convenience, Table 2 collects the results produced by the method for the various PDEs in the text (we have added in last line an interesting system, not yet processed). In this table, nPq is short for "n families of q-th order poles", (m+1) 2 −1 is the maximal number of coefficients in the subequation (36), and the column "a j,k " shows the true number of such coefficients. The column 'u k " displays the minimal number of terms to be computed in the Laurent series (37). To be done [10] 7 Possible extensions of the method It should first be noted that the output of the method is all solutions which are elliptic functions of ξ − ξ 0 or rational in one exponential e k(ξ−ξ 0 ) or rational in ξ − ξ 0 , in which ξ 0 is the arbitrary constant arising from the first order subequation.
Having this in mind, one can think of several possible extensions.
Extension to autonomous discrete equations
If the independent variable ξ is discrete (ξ = nh, with n integer and h a given stepsize), can the method be extended so as to yield all elliptic or degenerate elliptic solutions? The question is still open. For instance, the discrete nonlinear equation of the Schrödinger type
admits various elliptic solitary waves [18, 6] but no proof exists that these are the only ones. Note that it is sufficient to look for rational functions of ℘(ξ), ℘ ′ (ξ) since, as shown by Briot and Bouquet [2] , any elliptic function of argument ξ + a can be expressed as a rational function of ℘(ξ), ℘ ′ (ξ).
Extension to nonautonomous differential equations
Consider for instance the problem (already solved, but this is just an example) of finding by the above method all the rational solutions of the second Painlevé equation P2
i.e. the sequence, for α integer,
The integration constant ξ 0 of previous sections is no more arbitrary. In order to retrieve these rational solutions by the method of section 5.3, one must
• ignore the structure of movable singularities of (55);
• consider instead the simplest differential consequence of (55) which is autonomous, i.e. (elimination of x),
• guided by (56)-(58), manage to find the (probably α 2 in number) families of movable simple poles in (59) (it is for the moment not completely clear how this result should come out);
• apply the method to (59) with m = α 2 and find a unique solution.
We have not yet done it but these are at least the guidelines to be followed. Remark. The symmetries of P2 allow to considerably simplify the above by the change (u, x) → (U, X), u = x 2 U, X = x 3 , thus lowering m to |α|.
Extension to Painlevé solutions
After the elliptic function, the next elementary functions defined by differential equations are the six Painlevé functions, which all obey a nonautonomous nonlinear second order ODE. Hence the question: given an N-th order ODE (1) , N ≥ 3, can the method of section 5.3 be extended so as to yield all the solutions which are algebraic transforms of a given Painlevé equation? Let us take an example to illustrate the difficulties to overcome. Consider the third order autonomous ODE built by elimination of the constant K 1 in (this example is taken from the Lorenz model)
This ODE happens to be integrable with a particular second Painlevé function with α = 0 [26] ,
The problem is to uncover the subequation (62) for X(T ) knowing only the third order autonomous ODE for x(t) and its Laurent series. The necessity to take account of a possible change of the independent variable t → T introduces a countable 2 number of arbitrary coefficients (those of the Taylor series of t → T near the movable singularity of x(t)) and thus makes it difficult to use the information provided by the Laurent series.
In fact, the main privilege of the elliptic functions, already mentioned as a remark in section 5.2, is the autonomous nature of their ODE and the invariance of this ODE under homographic transformations, all features which do not exist any more for Painlevé functions.
Conclusion and perspectives
The main features of the method presented here are as follows:
• It provides all the elliptic and degenerate elliptic (i.e. rational in a single exponential or rational) solutions of a given autonomous nonlinear algebraic ODE;
• It includes all "truncation", "extended", "new", etc methods;
• It makes all these methods obsolete;
• Its main part (solving system (39)) is a linear algebraic problem.
Of course, integrating the resulting first order ODE may consume much more time. There exists another theory in which meromorphic functions play a central role, this is Nevanlinna theory. For a short comparison between Nevanlinna theory and the present method, the interested reader can refer to [12] .
Current and future work includes:
• Revisit physically interesting PDEs with insufficient solutions, such as the system of two coupled CGL3 mentioned in section 6.4.
• Find general analytic solutions which are not elliptic, for instance Lamé functions.
