We investigate the dynamics of large arrays of coupled phase oscillators driven by random intrinsic frequencies under a variety of coupling schemes, by computing the time-dependent cross-correlation function numerically for a two-dimensional array consisting of 128 X 128 oscillators as well as analytically for a simpler model. Our analysis shows that for overall equal interaction strength, a sparse-coupling scheme in which each oscillator is coupled to a small, randomly selected subset of its neighbors leads to a more rapid and robust phase locking than nearest-neighbor coupling or locally dense connection schemes.
I. INTRODUCTION
Networks of interacting oscillators provide a model for numerous physical processes ranging from the behavior of magnetic materials [1] , mode-locking lasers [2] , and atmospheric dynamics [3] to the activity of populations of neurons in central pattern generators in vertebrates [4] as well as in the mammalian olfactory and visual cortex [5, 6] . Two groups [7, 8] [15, 16] or systems with simple connectivity schemes [17] (2) In our model, the coupling function f; is expressed as. e.g. , [12, 15, 18, 17, 21, 20, 22] ). However, most of these studies either only consider nearest-neighbor connectivities or they use a mean-field approximation.
In this paper, we are concerned with connection are hitectures more relevant to cortical anatomy. We confine ourselves to three generic network configurations, all defined on a two-dimensional square lattice. These are characterized
by the values of J; ki and the range over which the (k, l ) sum is taken, as described below.
(i) Nearest-neighbor connections: Fig. 1(a) . In this often-used connection scheme, which we use as a reference for comparison with the other schemes described
The basic unit in our 2D networks is an oscillator whose phase 0, " is 2m. periodic and which has the intrinsic frequency co; . The dynamics of an isolated oscillator are described by d0;. (ii) Gaussian connections: Fig. 1 (b) . The cells are densely connected to every neighbor within a specified distance with Gaussian weighted connections. Hence Jt'j kl s unity with probability Pij kl and zero otherwise. This connection scheme is generated for the lattice site (i,j) by drawing n coordinate pairs (k, I ) from a Gaussian distribution centered at (i,j) that determines the indices of the cells that act upon the oscillator at location (i, j), i.e. , determines which indices appear in the sum of the right-hand side of Eq. (3) for index (i,j (iii) Sparse connections: Fig. 1 (c). In this scheme we no longer require symmetric connections, or that the connection pattern be deterministic from unit to unit. A given cell is connected to a fixed number n of neighboring ce)ls, with the probability of the connection from oscillator (k, i) to oscillator (i,j) determined by We solved the system, Eq. (3), for a 128 X 128 system of oscillators, coupled according to one of the connection schemes specified by Eqs. (4) - (6) (Q(x)Q(x'))n=b, 5(x -x'), ( g(x, t )g(x', t ') )&= 2T5(x -x')5( t t -'), (9) (10) where b. is the width of the distribution. Since Eq. (8) (20) where r=~x~and f(z)=(l/z ) f (I/x)(1 -e ")dx. In 0 the limit of short distances r ((1, the time behavior of the three different factors that comprise the correlation becomes transparent:
+g( x', t') H(t')), C"(r,t) = I /4 (1+t )' (21) The initial conditions in Eq. (11) were chosen as follows.
(i) At t =0, the angles 8(x', 0) are distributed randomly with a Gaussian probability distribution with variance (8(x,O)8(x', 0)) =a 5(x -x'), (13) where K is the width of the distribution. This leads to the term 8(x', t')5(t') in Eq (11).
(ii) The random frequencies Q(x) of the oscillators and the time-dependent random fields g(x) are switched on at time t=0. This generates the terms Q(x')H(t') and g(x', t')H(t'), respectively, in Eq. (11). Ot)]J ), (14) where ( ) denotes the average over the Gaussian fields 8(x, O), Q(x), and g(x, t ). As could be expected from the additive character of the solution [Eq. (11) ] and the independence of the random fields, C(x, t ) factorizes as C( xt)= C( xt)C&( xt) C( xt), (15) where Ce(x, t) is obtained by performing in Eq. (14) a +V2 G(x -x', t -t')=5(x -x')5(t -t') . (12) Bt These curves are plotted separately in Fig. 3(a) , and are combined to yield the full correlation function [Eq. (15) ] in Fig. 3(b) . For separations above r =6 the correlation is virtually zero at all times. Note the decay in correlation over time, as predicted by the correlation model plotted in Fig. 3(b) . (b) Correlation functions for the X=128X128oscillator system in the nonlinear model of Eq.
(3), using nearest-neighbor connectivity. Parameters: b, =0. 5; others are the same as in (a). The spatial separations range from r =2 (diamonds) to r =4 (plus signs) to r =6 (squares). The 2m periodicity of the interaction term maintains a11 phase differences within a small range, resulting in the Oat correlation function. (c) Ensemble correlation function of Eq. (23) , plotted for r =2 (solid line), r =6 {long-dashed line), and r =20 {short-dashed line}, for y=0. 1 . Other parameters are the same as in Fig. 3(a) . Note the long-range correlation, which is absent in Fig. 3(b) . 
