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Abstract
Let G be a simple graph of order n and let P∗G()= |I −A∗| denote the Seidel characteristic
polynomial, where A∗ is the Seidel adjacency matrix of G. Let P∗(G) be the collection of Seidel
characteristic polynomials P∗Gi () of vertex deleted subgraphs G\i (i=1; 2; : : : ; n). If G and H are
two switching equivalent graphs, using the Seidel formal product and the Seidel angle matrices,
we prove that P∗(G)=P∗(H). Further, let PG()= |I −A| be the characteristic polynomial of
the graph G; where A is the adjacency matrix of G. Let S be any subset of the vertex set V (G)
and let GS be the graph obtained from the graph G by adding a new vertex x which is adjacent
exactly to the vertices from S. In particular, if G is a regular graph of degree r; we prove that
PGS ()=
(−1)n+1
 + r + 1
[
(− 5r)PGS ( 5) +
( + r + 1− |S|)2
 + r + 1
PG( 5)
]
;
where GS denotes the complement of GS; 5r=(n−1)− r and 5=−−1. Using the last relation
we prove that the polynomial reconstruction conjecture is true for all graphs GS for which G is
regular. c© 2002 Elsevier Science B.V. All rights reserved.
MSC: 05C50
Keywords: Graph; Cospectral graph; Angle matrices
In this paper, we consider only simple graphs. The spectrum of a simple graph G
of order n contains the eigenvalues 1¿ 2¿ · · ·¿ n of its (0; 1) adjacency matrix
A=A(G) and is denoted by (G). The Seidel spectrum of G contains the eigenvalues
∗1¿ 
∗
2¿ · · ·¿ ∗n of its Seidel (0;−1; 1) adjacency matrix A∗=A∗(G) and is de-
noted by ∗(G). Let PG()= |I − A| and P∗G()= |I − A∗| denote the characteristic
polynomial and the Seidel characteristic polynomial, respectively.
Let S be any (possibly empty) subset of the vertex set V (G) and let GS be the graph
obtained from the graph G by adding a new vertex x (x ∈ V (G)); which is adjacent
exactly to the vertices from S.
For a square matrix M; denote by {M} the adjoint of M; and let sumM denote the
sum of all elements in M .
E-mail address: lepovic@uis0.uis.kg.ac.yu (M. Lepovi%c).
0012-365X/02/$ - see front matter c© 2002 Elsevier Science B.V. All rights reserved.
PII: S0012 -365X(01)00055 -3
152 M. Lepovi*c / Discrete Mathematics 243 (2002) 151–160
For any two subsets X; Y ⊆ V (G) let 〈X; Y 〉=∑i∈X ∑j∈Y Aij ; where A= [Aij] =
{I − A}. In accordance with [12,14,15], the expression 〈X; Y 〉 is called the formal
product of the sets X and Y; associated with the graph G. In a similar way, the
expression 〈X; Y 〉∗=∑i∈X ∑j∈Y A∗ij ; where A∗= [A∗ij] = {I−A∗}; is called the Seidel
formal product of the sets X and Y; associated with the graph G.
For any X; Y ⊆ V (G) let X+Y denote the union of X and Y provided that X ∩Y = ∅.
With this notation, it is clear that 〈X + Y; Z〉= 〈X; Z〉+ 〈Y; Z〉 for any Z ⊆ V (G) and
〈X; Y 〉= 〈Y; X 〉 for any (not necessarily disjoint) X; Y ⊆ V (G).
For any adjacency matrix A; let Ak = [a(k)ij ]. Then, according to [12], for any S ⊆
V (G) we have
PGS ()=PG()
[
− 1

FS
(
1

)]
and 〈S; S〉= PG()

FS
(
1

)
; (1)
where
FS(t)=
+∞∑
k=0
d(k)tk and d(k) =
∑
i∈S
∑
j∈S
a(k)ij (k =0; 1; 2; : : :):
The function FS(t) is called the formal generating function associated with the graph
GS . More generally, we proved in [13] that
〈X; Y 〉= PG()

FX;Y
(
1

)
(X; Y ⊆ V (G)); (2)
where
FX;Y (t)=
+∞∑
k=0
e(k)tk and e(k) =
∑
i∈X
∑
j∈Y
a(k)ij (k =0; 1; 2; : : :):
We note that FX;Y (t) is the generating function for the number of walks of length k
with a starting point in X and endpoint in Y .
In particular, as a special case of (1), setting S•=V (G); we obtain that 〈S•; S•〉=sum
{I − A} and FS•(t)=HG(t); where HG(t) is the generating function of the numbers
Nk of walks of length k in the graph G. The function HG(t) may be represented in
the form [2, p. 45]
HG(t)=
1
t
[
(−1)nP 5G(−(t + 1)=t)
PG(1=t)
− 1
]
: (3)
We also note from (1) that for any S ⊆ V (G);
PGS ()= PG()− 〈S; S〉; (4)
where 〈S; S〉 is the formal product associated with G.
Further, let i be a Gxed vertex from the vertex set V (G)= {1; 2; : : : ; n} and let
Gi =G\i be its corresponding vertex deleted subgraph. Let Si denote the neighborhood
of i; deGned as the set of all vertices of G which are adjacent to i. Using this notation,
we obtain the following result.
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Proposition 1. For any i∈V (G); we have
2PGi()= PG() + 〈Si; Si〉; (5)
where 〈Si; Si〉 is the formal product associated with G.
Proof. Let i be a Gxed vertex from the graph G and let Si = {i1; i2; : : : ; ik} denote its
neighborhood, where 06 k6 n− 1. By the Laplacian development of the determinant
|I − A|; we have
Ai; i1 − Ai1 ;i1 − Ai1 ;i2 − · · · − Ai1 ;ik =0;
Ai; i2 − Ai2 ;i1 − Ai2 ;i2 − · · · − Ai2 ;ik =0;
...
Ai; ik − Aik ;i1 − Aik ;i2 − · · · − Aik ;ik =0:
(6)
Keeping in mind that PG()= PGi() −
∑k
j=1 Ai; ij ; from (6) we obtain the
statement.
Using relations (4) and (5) we obtain the following result.
Corollary 1. For any vertex i∈V (G); we have the following equality:
2PG()= 2PGi() + PGSi ():
Let G be a regular graph and let S∗; S∗ be any two distinct subsets of the vertex set
V (G). We proved in [13], using the formal products and formal generating functions,
that if PGS∗ ()=PGS∗ () then
PGS∗ ()=PGS∗ () and PGT∗ ()=PGT∗ (); (7)
where T∗=V (G)\S∗ and T ∗=V (G)\S∗; understanding that 5G denotes the complement
of G. In addition, it was shown in [12, Corollary 9] that for any graph G and any
vertex i∈V (G);
PGS•i
()= (+ 1)[2PG()− (+ 1)PGi()]; (8)
where S•i = Si ∪ {i}.
Proposition 2. Let G be a regular graph and let PGi()=PGj (). Then we have
PGi()=PGj ().
Proof. In view of Corollary 1 and relation (7), we obtain implicitly that PGSi ()=PGSj
() and PGSi ()=PGSj (). Since PGSv ()=P 5GT•v
(); where Tv=V (G)\Sv (v= i; j); we
obtain the statement using (8).
Let 1¿2¿ · · ·¿m be the distinct eigenvalues of a graph G of order n and let
E(i) denote the eigenspace of the eigenvalue i (i=1; 2; : : : ; m). Let {e1; e2; : : : ; en}
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be the standard orthonormal basis of Rn and let Pi denote the orthogonal projection of
the space Rn onto E(i).
Denition 1. The numbers ||Piej||=cos!ij (i=1; 2; : : : ; m; j=1; 2; : : : ; n); where !ij is
the angle between E(i) and ej; are called angles of G. The m× n matrix A= [Piej]
is called the angle matrix of G. The (i; j)-entry of A is ||Piej||.
It is known that A is a graph invariant, provided that its columns are ordered
lexicographically.
According to [16], for any graph G (connected or disconnected) and any subset S
of the vertex set V (G); we have
PGS ()=PG()
[
−
m∑
i=1
"2i
− i
]
where "i =
∣∣∣∣∣∣
∣∣∣∣∣∣
∑
j∈S
Piej
∣∣∣∣∣∣
∣∣∣∣∣∣ :
Using (1) and the last relation, we obtain implicitly the following result.
Corollary 2. For any S ⊆ V (G); we have
〈S; S〉=PG()
m∑
i=1
"2i
− i and FS
(
1

)
= 
m∑
i=1
"2i
− i ;
where "i = ||
∑
j∈S Piej||.
Further, let x1; x2; : : : ; xn denote a complete set of mutually orthogonal normalized
eigenvectors of the adjacency matrix A corresponding to the eigenvalues 1; 2; : : : ; n
of G; respectively. Let X = [x1; x2; : : : ; xn] = [xij] denote the orthogonal matrix of eigen-
vectors x1; x2; : : : ; xn. Then, for any vertex i∈V (G); the following relation is satisGed:
PGi()=PG()
n∑
j=1
x2ji
− j : (9)
Proposition 3. Let G be a connected or disconnected regular graph of order n and
degree r. Then 1
P 5Gi()=
(−1)n−1
+ r + 1
[
(− 5r)PGi( 5)−
PG( 5)
+ r + 1
]
;
where 5r=(n− 1)− r and 5=− − 1.
Proof. Let x1 = (1=
√
n; 1=
√
n; : : : ; 1=
√
n); x2; : : : ; xn be a complete set of mutually or-
thogonal normalized eigenvectors belonging to the eigenvalues r; 2; : : : ; n of the reg-
ular graph G; respectively. Then, as is known, the vectors x1; xn; xn−1; : : : ; x2 constitute
a complete set of mutually orthogonal normalized eigenvectors corresponding to the
1 We note that an equivalent relation was proved in [7], provided that both G and 5G are connected.
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eigenvalues 5r¿− n − 1¿− n−1 − 1¿ · · ·¿− 2 − 1 of the complementary graph
5G; respectively. Using this fact and using (9), we Gnd that
P 5Gi()=P 5G()

 1
n(− 5r) +
n∑
j=2
x2ji
+ j + 1

 : (10)
Besides, we have
(+ r + 1)P 5G()= (−1)n(− 5r)PG(−− 1): (11)
Applying (9) to PGi(−−1) and making use of (10) and (11), by a straight-forward
calculation we obtain the statement.
Proposition 4. Let G be a connected or disconnected regular graph of order n and
degree r. Then for any S ⊆ V (G);
PGT ()=PGS ()−
n− 2|S|
− r PG(); (12)
where T =V (G)\S.
Proof. Setting S•=V (G) we have 〈S•; S•〉= 〈S; S〉+ 2〈S; T 〉+ 〈T; T 〉. Whence, using
(4) it is clear that
PGS () + PGT ()= 2PG()− 〈S•; S•〉+ 2〈S; T 〉:
Since FS•(t)=HG(t); according to (2) and (3), the last relation is transformed into
2〈S; T 〉=PGS () + PGT ()− (2+ 1)PG() + (−1)nP 5G(−− 1):
Using the fact that 2PGS ()= 2PG()− 2〈S; S•〉+ 2〈S; T 〉; by the previous relation
we obtain the following equality:
PGS ()=PGT ()− PG() + (−1)nP 5G(−− 1)− 2〈S; S•〉: (13)
As is well-known, a(k)ij is the number of walks of length k starting at the vertex i and
terminating at vertex j. Thus,
∑n
j=1 a
(k)
ij is the number of walks of length k starting at
the vertex i and terminating anywhere. Since from any arbitrary vertex j; a walk can
be continued in exactly r ways, we have
n∑
j=1
a(k)ij = r
k (k =0; 1; 2; : : :): (14)
According to (2) and (14),
〈S; S•〉= PG()

∞∑
k=0

∑
i∈S
n∑
j=1
a(k)ij

 1
k
=
|S|
− r PG()
from which by using (11) and (13) we easily obtain the proof.
Corollary 3. Let G be a regular graph and let S ⊆ V (G). If |S|= 12 |V (G)| then
PGS ()=PGT (); where T =V (G)\S.
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Let #=diag(1; 2; : : : ; n) be the diagonal matrix of the eigenvalues of G. Since
X−1 =X T and Ak =X#kX T; where X T is the transpose of X; we have
a(k)ij =
n∑
$=1
xi$xj$k$ (i; j=1; 2; : : : ; n) (15)
for any non-negative integer k.
Proposition 5. Let G be a connected or disconnected regular graph of order n and
degree r. Then for any S ⊆ V (G);
PGS ()=
(−1)n+1
+ r + 1
[
(− 5r)PGS ( 5) +
(+ r + 1− |S|)2
+ r + 1
PG( 5)
]
;
where 5r=(n− 1)− r and 5=− − 1.
Proof. From (1) and (15) we can easily see that
FS
(
1

)
= 
[
n∑
$=1
d$
− $
]
where d$=
∑
i∈S
∑
j∈S
xi$xj$: (16)
Using (1) and (16) we obtain the following relation:
n∑
i=1
di
+ i + 1
= (+ 1) +
PGS (−− 1)
PG(−− 1) : (17)
For the graph 5G let 5A
k
= [ 5a(k)ij ]; and denote the corresponding formal generating
function of 5GS by
F 5S(t)=
+∞∑
k=0
5d
(k)
tk where 5d
(k)
=
∑
i∈S
∑
j∈S
5a(k)ij :
Let
%k =
(n− (r + 1))k + (−1)k−1(r + 1)k
n
(k =0; 1; 2; : : :):
According to [15],
5a(k)ij =%k + (−1)k
k∑
m=0
(
k
m
)
a(m)ij (i; j=1; 2; : : : ; n):
Then, using (15) and the last relation we get
F 5S
(
1

)
=
|S|2
n
[

− 5r −

+ r + 1
]
+ 
[
n∑
i=1
di
+ i + 1
]
: (18)
In view of (1), (11), (17) and (18), by a straightforward calculation we Gnd that
(−1)n+1P 5GS ()=
(− 5r)
+ r + 1
PGS ( 5) +
[
1 +
|S|2 − n (+ r + 1)
(+ r + 1)2
]
PG( 5):
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Finally, applying (12) to PGS ()=P 5GT (); and by using (11) and the previous rela-
tion we obtain the proof.
For any S ⊆ V (G) denote by GS;T the graph obtained from G by adding two new
non-adjacent vertices x; y; so that x is adjacent exactly to the vertices from S; and y
is adjacent exactly to the vertices from T; where T =V (G)\S. Similarly, let GS˙; T˙ be
the overgraph of G obtained by adding two new adjacent vertices x; y; so that x and
y are adjacent in G exactly to the vertices from S and T; respectively.
Proposition 6 (Lepovic [14]). Let G be any graph of order n. Then for any S ⊆ V (G)
we have
PGS;T () = PGS () + (−1)nPGS (−− 1)− (2 + ) PG()
+ (−1)n(+ 1)P 5G(−− 1) + (+ 1)PGT ();
PGS˙; T˙ () = (− 1) PGS () + (−1)nPGS (−− 1)− (2 − )PG()
+ (−1)nP 5G(−− 1) + PGT ();
where T =V (G)\S.
Corollary 4. Let G be a connected or disconnected regular graph of order n and
degree r. Then for any S ⊆ V (G) we have
PGS;T ()=
[
2− n
− r
]
PGS ()−
[
− |S|
− r
]2
PG();
PGS˙; T˙ ()=
[
2(− 1)− n
− r
]
PGS ()−
[
(− 1)− |S|
− r
]2
PG();
where T =V (G)\S.
Let P(G) be the collection of characteristic polynomials PGi() of vertex deleted
subgraphs G\i (i=1; 2; : : : ; n) of G. The following reconstruction problem was posed
by Cvetkovi%c at the XVIII International ScientiGc Colloquium in Ilmenau in 1973.
Problem 1. Is it true that for n¿ 2 the characteristic polynomial of a graph G is
determined uniquely by the collection P(G) of characteristic polynomials of vertex
deleted subgraphs of G.
According to [9], the reconstruction problem is solved aMrmatively for regular graphs
and a broad class of bipartite graphs including trees without 1-factor. Recently, it was
shown in [3] that the reconstruction is unique for all trees and all disconnected graphs
except perhaps for disconnected graphs with exactly two connected components H1
and H2 such that |H1|= |H2|. In this paper we prove that the polynomial reconstruction
conjecture is true for all graphs GS for which G is regular. The proof is based on the
following assertion proved by Collatz and Sinogowitz, for instance see [2,6].
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Proposition 7. Let G be an arbitrary graph with n vertices and with e edges. Then
1¿ 2e=n with equality if and only if G is regular.
Proposition 8. Let G be a graph with n¿ 2 vertices. If there exists at least one
vertex i of G such that G\i is regular; then the characteristic polynomial PG() of
G is uniquely determined from the collection P(G).
Proof. Assume, contrary to the statement, that there exists at least one graph H =G
so that PH ()=PG() + a (a =0) and PHi()=PGi() (i=1; 2; : : : ; n).
Let G(1) =G and G(2) =H and let i be a Gxed vertex of G(1) such that G(1)\i is
regular. Since (G(1)i )= (G
(2)
i ) and e(G
(1)
i )= e(G
(2)
i ); from Proposition 7 it follows
that G(2)i is regular too. Therefore, by Proposition 5 we have
P 5G(k) ()=
(−1)n
+ r + 1
[
(− 5r)PG(k) ( 5) +
(+ r + 1− |S(k)i |)2
+ r + 1
PG(k)i (
5)
]
;
where r= 1(G
(k)
i ); 5r=(n − 2) − r and S(k)i is the neighborhood of i with respect to
G(k) (k =1; 2). Since |S(k)i | is the degree of the vertex i, according to [3], we have
|S(2)i |= |S(1)i |. Hence
P 5G(2) ()− P 5G(1) ()=
(−1)n
+ r + 1
(− 5r)a;
from which we obtain − 5r= +r+1. Thus, 5r=−r−1¡ 0, which is a contradiction.
This completes the proof.
Further, let (A∗)k = [(a∗ij)
(k)] and let X and Y be any two subsets of the vertex set
V (G). According to [13],
〈X; Y 〉∗= P
∗
G()

F∗X;Y
(
1

)
;
where
F∗X;Y (t)=
+∞∑
k=0
e(k)∗ t
k and e(k)∗ =
∑
i∈X
∑
j∈Y
(a∗ij)
(k) (k =0; 1; 2; : : :):
In particular, for Y =X = {i} we get
P∗Gi()=
P∗G()

F∗i
(
1

)
where F∗i (t)=
∞∑
k=0
(a∗ii)
(k)tk : (19)
Let ∗1 ¿
∗
2 ¿ · · ·¿∗m be the distinct Seidel eigenvalues of a graph G of order
n and let E∗(∗i ) denote the eigenspace of the eigenvalue 
∗
i (i=1; 2; : : : ; m). Let P
∗
i
denote the orthogonal projection of the space Rn onto E∗(∗i ).
Denition 2. The numbers ||P∗i ej||=cos!∗ij (i=1; 2; : : : ; m; j=1; 2; : : : ; n), where !∗ij
is the angle between E∗(∗i ) and ej, are called the Seidel angles of G. The m × n
matrix A∗= [P∗i ej] is called the Seidel angle matrix of G. The (i; j)-entry of A
∗ is
||P∗i ej||.
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We note that provided the vertices of G are labelled so that the columns of A∗ are
ordered lexicographically, the matrix A∗ is an algebraic invariant.
Setting (ij =cos!∗ij and by using the same arguments as in [7], we have: (i)
∑n
j=1 (
2
ij
=dimE(∗i ); (ii)
∑m
i=1 (
2
ij =1. Besides, using the spectral decomposition of A
∗, one
may obtain the following relation:
(a∗ii)
(k) =
m∑
j=1
(∗j )
k(2ji (k =0; 1; 2; : : :): (20)
We note from (20) that
∑m
j=1 
∗
j (
2
ji =0 and
∑m
j=1 (
∗
j )
2(2ji = n− 1. Moreover, from
(19) and (20) we can easily Gnd the next result.
Corollary 5. For any vertex i∈V (G), we have
P∗Gi()=P
∗
G()
m∑
j=1
(2ji
− ∗j
:
As is known, if ∗ ∈ ∗(G) then −∗ ∈ ∗( 5G). Since E∗G(∗)=E∗5G(−∗), it follows
that
P∗5Gi()= (−1)
nP∗G(−)
m∑
j=1
(2ji
+ ∗j
;
provided that the vertices have the same numbering in both G and 5G.
Let S be any subset of the vertex set V (G). To switch G with respect to S means:
• to remove all edges connecting S with T =V (G)\S; and
• to introduce an edge between all nonadjacent vertices x; y such that one of them
belongs to S and the other to T .
Two graphs G and H are switching equivalent if one of them is obtained from the
other by switching. We know that switching equivalent graphs have the same Seidel
spectrum. More generally we have:
Proposition 9. Let G be a graph of order n and let P∗(G) be the collection of Seidel
characteristic polynomials P∗Gi() of vertex deleted subgraphs Gi. If G and H are two
switching equivalent graphs; then P∗(G)=P∗(H).
Proof. Let H be switching equivalent to G with respect to some S ⊆ V (G). According
to [1,7], if x=(x1; x2; : : : ; xn) is the (Seidel) eigenvector of G for an eigenvalue ∗ ∈
∗(G); then x∗=()1x1; )2x2; : : : ; )nxn) ()i = − 1 if i∈ S and )i =1, otherwise) is the
eigenvector of H for the same eigenvalue ∗ ∈ ∗(H). Therefore (cf. [7, Section 4:2]),
we have (2ji(H)= (
2
ji(G) for j=1; 2; : : : ; m and i=1; 2; : : : ; n, which provides the
proof.
Corollary 6. Let G and H be two switching equivalent graphs. Then, we have
A∗(G)=A∗(H).
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Finally, for the complete graph K3 and its complement 5K3, we note that P∗(K3)=
P∗( 5K3) and P∗K3 ()=P
∗
5K3
()+4. According to Proposition 9, if H and 5H are switching
equivalent graphs to K3 and 5K3, respectively, then we also have P∗(H)=P∗( 5H).
Uncited references
[4,5,8,10,11]
Acknowledgements
The author is very grateful to the referees for their valuable comments and sugges-
tions concerning this paper.
References
[1] D. Cvetkovi%c, Some graph invariants based in the eigenvectors of the adjacency matrix, in: R. ToOsi%c,
D. Acketa, V. Petrovi%c, R. DoroslovaOcki (Eds.), Graph Theory, Proceedings of the Eighth Yugoslav
Seminar on Graph Theory, Novi Sad, April 17-18, 1987, Inst. Math., Novi Sad, 1989, pp. 31–42.
[2] D. Cvetkovi%c, M. Doob, H. Sachs, Spectra of Graphs—Theory and Applications, 3rd edition,
J.A. Barth Verlag, Heidelberg, Leipzig, 1995.
[3] D. Cvetkovi%c, M. Lepovi%c, Seeking counterexamples to the reconstruction conjecture for the charac-
teristic polynomial of graphs and a positive result, Bull. Acad. Serbe Sci. Arts Sci. Math., to appear.
[4] D. Cvetkovi%c, M. Lepovi%c, Cospectral graphs with the same angles and with a minimal number of
vertices, Univ. Beograd. Publ. Elektrotehn. Fak. Ser. Mat. 8 (1997) 88–102.
[5] D. Cvetkovi%c, P. Rowlinson, Seeking counterexamples to the reconstruction conjecture for graphs: a
research note, in: R. ToOsi%c, D. Acketa, V. Petrovi%c, R. DoroslovaOcki (Eds.), Graph Theory, Proceedings
of the Eighth Yugoslav Seminar on Graph Theory, Novi Sad, April 17–18, 1987, Inst. Math., Novi
Sad, 1989, pp. 52–62.
[6] D. Cvetkovi%c, P. Rowlinson, The largest eigenvalue of a graph: a survey, Linear Multilinear Algebra
28 (1990) 3–33.
[7] D. Cvetkovi%c, P. Rowlinson, S. Simi%c, Eigenspaces of Graphs, Cambridge University Press, Cambridge,
1997.
[8] M.A. Fiol, E. Garriga, J.L.A. Yebra, Locally pseudo-distance-regular graphs, J. Combin. Theory Ser. B
68 (2) (1996) 179–205.
[9] I. Gutman, D. Cvetkovi%c, The reconstruction problem for characteristic polynomials of graphs, Univ.
Beograd, Publ. Elektrotehn. Fak. Ser. Mat. Fiz. 51–98, 1975, pp. 45–48.
[10] W.H. Haemers, Interlacing eigenvalues and graphs, Linear Algebra Appl. 226=228 (1995) 593–616.
[11] E.M. Hagos, The characteristic polynomial of a graph is reconstructible from the characteristic
polynomials of its vertex-deleted subgraphs and their complements, Electron. J. Combin. 7 (1) (2000)
Research Paper 12, 9 pp. (electronic).
[12] M. Lepovi%c, On formal products and spectra of graphs, Discrete Math. 188 (1998) 137–149.
[13] M. Lepovi%c, On formal products and the Seidel spectrum of graphs, Publ. Inst. Math. (Belgrade) 63
(77) (1998) 37–46.
[14] M. Lepovi%c, Application of formal products on some compound graphs, Bull. Serb. Acad. Sci. Arts Sci.
Math. 23 (1998) 33–44.
[15] M. Lepovi%c, On formal products and generalized adjacency matrices, Bull. Serb. Acad. Sci. Arts Sci.
Math. 24 (1999) 51–66.
[16] P. Rowlinson, The spectrum of a graph modiGed by the addition of a vertex, Univ. Beograd. Publ.
Elektrotehn. Fak. Ser. Mat. 3 (1992) 67–70.
