We present the Z3strBV solver for a many-sorted first-order quantifier-free theory T w,bv of string equations, string length represented as bit-vectors, and bit-vector arithmetic aimed at formal verification, automated testing, and security analysis of C/C++ applications. Our key motivation for building such a solver is the observation that existing string solvers are not efficient at modeling the combined theory over strings and bit-vectors.
I. INTRODUCTION
In recent years, constraint solvers have increasingly become the basis of many tools for hardware verification ( [5] ), program analysis ( [16] , [15] , [12] , [7] ) and automated testing ( [4] , [3] , [9] , [10] , [6] ). The key idea is to model branch conditions or other aspects of the subject system as logical constraints which are discharged to a SAT or SMT solver. The solver will then decide whether the constraints can be satisfied, which results in either a satisfying assignment (corresponding to a bug) or a proof of unsatisfiability (corresponding to validity of the safety property). Naturally, the ability to carry out reasoning in this fashion is dependent on the expressive power and efficiency of the solver, which has motivated significant effort in developing useful decision procedures (aka. solvers) and optimizing their ability to solve such rich classes of constraints.
There are several powerful tools for reasoning about stringmanipulating code (e.g. Z3str2 [15] , HAMPI [7] , PISA [12] , S3 [13] , and CVC4 [8] ). All these tools support the theory of string equations and string length function len, where len returns a natural number. (HAMPI [7] is an exception since it only deals with bounded-length string variables.) While effective, these tools typically exhibit one of two major shortcomings when dealing with machine-level code: either (1) the use of natural numbers for representation of string length (1) This research project was done, in part, while the author was at IBM Research. leads to inefficiencies in reasoning about bit-vector fixedprecision overflow or underflow, or (2) the representation of strings as bit-vector arrays leads to inefficiencies in capturing the high-level semantics of the string data type and cannot handle unbounded strings.
II. Z3STRBV: A SOLVER FOR STRINGS AND BIT-VECTORS
Motivated by the above-mentioned problem, we built Z3strBV, which solves T w,bv -formulas by treating both strings and bit-vectors natively. We did so by combining a solver for strings, augmented with a bit-vector-sorted length function, and a solver for bit-vectors within the Z3 SMT solver combination framework. The value of doing this is that the use of efficient algorithms for reasoning natively about strings, along with a native representation for bit-vectors, is more powerful with respect to program analysis of C/C++/Java programs than using an integer representation for length or a bit-vector representation for strings. The effectiveness of this technique is demonstrated by the experimental results below, in which Z3strBV is significantly faster than other string/integer solvers.
Our main contribution is the Z3strBV tool, an SMT solver for the theory of string equations, string length as bit-vectors, and arithmetic over bit-vectors. Our implementation is efficient for security analysis applications where combined reasoning about string and bit-vector data types is important. We focus here on the two most interesting enhancements to the base algorithm [11] , described below.
A. Library-Aware SMT Solving
The idea of library-aware solving is to provide native SMT solver support for a class of library functions that are commonly used by programmers in popular programming languages, frequently a source of errors due to programmer mistakes, and expensive to analyze symbolically due to path explosion. We extend Z3strBV with declarative summaries of functions such as strlen or strcpy, expressed as global invariants over all behaviours of such functions. The merit of declaratively modelling such function is that, unlike the real code implementing these functions, the summary is free of downstream paths to explore. Instead, the function is modelled as a set of logical constraints, thereby offsetting the path explosion problem.
The technique of library-aware SMT solving is complementary to the idea of summary-based symbolic execution.
To make full use of library-aware SMT solvers, the symbolic execution must be able to instantiate library-aware terms at the appropriate concrete call sites of corresponding library functions. While summary-based symbolic execution has been studied (e.g. as part of the S-Looper tool [14] ), we are not aware of any previous work where SMT solvers directly support programming language library functions declaratively as part of an extended input language.
B. Binary Search Heuristic
Before generating concrete models for string variables in the input formula, the lengths of these string variables must be known. We developed a heuristic inspired by binary search that allows us to guide the bit-vector solver to fix a value for length terms in the formula. Because bit-vector terms represent a finite range of values, binary search is a natural inspiration for such a heuristic. This allows the theory combination to handle large values for length constraints in an efficient manner, which is extremely important for quick verification of buffer overflow errors. The binary search heuristic allows fast convergence on consistent string lengths across the string and bit-vector solvers. This heuristic is also of value in other theory combinations, such as the combination of strings and natural numbers.
III. RESULTS

A. Experiment I: Buffer Overflow Detection
To validate our ability to detect buffer overflows using Z3strBV, we searched for such vulnerabilities in the CVE database [1] . We selected seven cases, and specified the vulnerable code in each case as two semantically equivalent sets of constraints -in the string/natural number theory and in the string/bit-vector theory -to compare between Z3strBV and Z3str2. The Z3str2 tool is one of the most efficient implementations of the string/natural number theory. The solvers only differ in whether string length is modelled as an integer or as a bit-vector. We set the solver timeout for each test case at 1 hour. To summarize the results, Z3strBV is able to detect all vulnerabilities, and further generate corresponding input values that expose/reproduce the vulnerability, taking under 0.3 seconds per case. Z3str2 has difficulty modelling overflow/underflow using natural numbers, and thus it times out on each case within the prescribed time budget of 1 hour. Without the ability to perform overflow modelling, Z3str2 cannot detect overflow bugs at all, since arbitrary-precision integers cannot overflow. This experiment, therefore, shows that Z3strBV can find bugs that Z3str2 does not detect (due to timeouts).
B. Experiment II: Library-aware SMT Solving
We evaluated the library-aware solving heuristic atop a small minimal example by applying both our technique and KLEE, a state-of-the-art symbolic execution engine. The goal was to detect heap corruption in a string-handling method which uses library functions such as strlen. To characterize performance trends, we consider two different precision settings for string length: 8-bit and 16-bit. The precision setting determines the number of concrete execution paths KLEE has to enumerate, as well as the search space for library-aware solving. We used 120 minutes as the timeout value. There was no need to go beyond 16 bits since KLEE was already significantly slower at 16 bits relative to the library-aware SMT solver. Note that KLEE is slow because it has to explore a large number of paths, and not because the individual path constraints are difficult to solve.
To summarize the results, under both precision settings, KLEE is consistently and significantly slower than the libraryaware solving technique. In particular, if we represent numeric values using 16 bits, then KLEE is not able to identify the problem in 120 minutes, while Z3strBVcan solve the problem in 0.27 seconds for both precision settings. The benefit thanks to library-aware solving is clear: KLEE must explore a new state for each character in the input string, while library-aware solving captures the semantics of strlen with a single query.
C. Experiment III: Binary Search Heuristic
We evaluate the binary search heuristic by comparing it to the linear search heuristic, which was used in previous versions of Z3str2 (from which Z3strBV is derived). We adapted benchmarks used to validate Z3str2 [2] , resulting in a total of 109 tests, which we used to compare between the two versions.
The tests make heavy use of string and bit-vector operators. Timeout was set at 20 seconds per benchmark. The Z3strBV solver is able to complete on all instances in 17.7 seconds, whereas its version with linear search requires 548.1 seconds. This version can solve simple SAT cases, but times out on 26 of the harder SAT cases, whereas Z3strBV has zero timeouts. Z3strBV is able to detect overlapping arrangements in 2 cases, on which it returns UNKNOWN. The linear-search version, in contrast, can only complete on one of the UNKNOWN instances. Notably, both solvers neither crashed nor reported any errors on any of the instances. These results lend support to the idea that binary search heuristic is significantly faster than linear search.
IV. CONCLUSIONS
We have presented Z3strBV, a solver for a combined quantifier-free first-order many-sorted theory of string equations, string length, and arithmetic over bit-vectors. This theory has the necessary expressive power to capture machinelevel representation of strings and string lengths, including the potential for overflow. We motivate the need for such a theory and solver by demonstrating our ability to reproduce known buffer overflow vulnerabilities in real-world systemlevel software written in C/C++. We intend to explore the idea of library-aware symbolic execution further in the future to broaden its applicability beyond the current context. Furthermore, capturing program semantics precisely and concisely in a symbolic summary mandates integration between strings (for conciseness) and bit-vectors (for modelling overflow and precise bit-level operations). This further motivates the connection to and importance of a native solver for strings and bit-vectors.
