Use of certain non-commuting variables is considered in first-order differential equations. Superspace variables are discussed within the setting of first-order ordinary differential equations and n-ary algebras. Results on quadratic systems based on non-associative algebras are presented. A system related to a Liénard system associated to an Abel's differential equation of the second kind is given as an example. 
Introduction
In this article, different aspects of certain (systems of) first-order differential and difference equations of the ordinary type are considered. Basic facts about "N -ary algebras" are recalled, specific cases are studied, and extensions to different spaces, such as superspaces, are explored. It is known that first-order systems lead to higher-order systems or equations; properties and results of many systems have been for instance examined in refs [1, 2, 4, 5] . Systems of ordinary differential equations (o.d.e.s) are encountered in many situations, whether for example they are the Euler equations for the motion of a rigid body, they deal with relative growth rate problems (cf. for instance [4] ), or they are involved in a qualitative description about the Riemannian curvature of a solution to the Ricci flow (cf. for instance ref. [6] , p.187). But mainly, the introduction of non-commuting, particularly anti-commuting / superspace, variables as well as the consideration of non-commutative products within the context of first-order differential systems is involved in this paper. An anti-commuting setting is often used in many topics, such as for example in supersymmetric systems and BRST operator based models. To our knowledge, it seems that the use of superspace variables in N -ary algebra inspired systems has not been much probed. Some notions used for certain systems of o.d.e.s will be briefly recalled and considered in generalizations involving non-commuting variables. An example that will be considered is a generalization of a first-order system related to an Abel's style differential equation of the second kind. The study of such extended system would be interesting. The system given as example is chosen to be simple enough to involve a quadratic contribution, and non-trivial enough to exhibit certain features such as absence of associativity and power-associativity of an associated algebra. Discretization is commented for certain systems of o.d.e.s.
In section 2, a set of basic facts and a succinct review of first-order systems related to N -ary algebras, as well as supervariables (anti-commuting variables) and superspaces, in addition to certain aspects of commutative products and non-associative (i.e. not necessarily associative, see [3] , p.2) algebras, will be offered. This would also allow to introduce some notation used in the following sections. Section 3 will present a generalization of first-order systems of o.d.e.s on superspaces (involving Grassmann variables) inspired by N -ary algebras, as well as an example of such systems of differential equations. The next section (section 4) will provide a set of results extending certain results of ref. [4] on some (quadratic) systems of o.d.e.s. Section 5 will consider different aspects of particular sets of o.d.e.s, such as generalizations of a system of o.d.e.s, a Liénard system, related to an Abel's differential equation of the second kind. A collection of certain aspects and comments, concerning mainly discretizations of o.d.e.s and systems of o.d.e.s; more specifically : systems based or inspired on N -ary algebras, linear systems, Lax pairs and metric equations will be offered in section 6. In conclusion, a last section will summarize results and suggest developments for possible future research.
N -ary Algebras, Systems of O.D.E.s and Superspaces
Let us consider a field F and an integer N ≥ 2. A N -ary algebra over F could be defined as a F-vector space V , endowed with a multi-linear map :
.., x N ) (see [2] for more details). Note that associativity is used for N -ary algebras in reference [7] . Reference [1] considers for a ring R, what are called R-algebras of arity N , as unital R-modules A provided with a multiplication µ, where generally, neither associativity nor commutativity is a property of these R-algebras of arity 
where i = 1, ..., n, "˙" stands for a first-order derivative with respect to an independent variable or parameter, for instance t, and the coefficients a
belongs to an associative, commutative unital ring R, which in this article, is suitably enough R or C, unless otherwise mentioned. The variables X 1 , X 2 , ..., X n are associating but not necessarily commuting. The coefficients can be defined as structure coefficients of the N -ary algebra (A, µ) with respect to a certain basis {e 1 , ..., e n } of A.
It is added that ([1, 2]) :

Definition 2.2 (Structure Coefficients)
The structure coefficients of a N -ary algebra are given by
where i 1 , ..., i N = 1, ..., n.
Thus, if one defines : X = n i=1 X i e i , the above system of o.d.e.s (1) can be written as :Ẋ = µ(X, ..., X)
It is worth noting a few main results related to such systems (1) . A first result is that for certain specific settings, systems with higher degree (N > 2) polynomial terms on the r.h.s. (right-hand side) of equation (1) can be transformed in N = 2 degree polynomials, leading to quadratic systems of o.d.e.s (see [4] and [9] prop. 2.1). In other words, the polynomial systems can be seen as some Riccati systems with, however, a larger set of dependent variables. Secondly, if V and W are finite-dimensional vector spaces over F (of characteristic 0), and if f : V → W is a homogeneous polynomial of degree N ; then one can find a multi-linear and symmetric µ : V N → W , such that : µ(X, ..., X) = f (X), for all X ∈ V (see [2] , theorem 1.10, p.14). The notion of derivative (Fréchet) of f will be used in the article and is defined as (see [2] ) :
Thirdly, a homogenization can be carried in order to retrieve a suitable system of differential equations (see [2, 4] ). This could be attained by adding a new variable.
Example 2.1
As an example of reduction of the order of homogeneous polynomial terms (occurring on the r.h.s.) of the eq.(1) to Riccati (second degree) polynomial terms; one can consider, with here the usual matrix product, the system for two t -dependent matrix variables X 1 and X 2 , with third-degree homogeneous polynomials :
However, a larger set of dependent variables will be introduced in order to arrive to a system formulated as in (1) with second-degree (homogeneous) polynomials on the r.h.s.. To obtain such system, one can define :
, for a total of 6 t -dependent matrix variables, which now obey to the following system of first-order :
It can be seen that for an initial set of n matrices (e.g. X i ), involved in a system (1) of n o.d.e.s, one could consider in order to reduce the degree of the homogeneous polynomial terms in (1) from degree N to degree 2, a set of (e.g. possibly (n) N −1 ) additional t -dependent matrix variables (e.g. Y j ).
In view of probing systems generalized to involve anti-commuting variables (more specifically Grassmann variables), let us introduce a few relevant notions. Let us define following ref. [10] a super vector space V : Definition 2.4 (Super Vector Space) A super vector space V is a vector space with a choice of 2 subspaces labelled V 0 and V 1 such that : V = V 0 ⊕ V 1 . The elements of V 0 are identified as "even", of Z 2 -degree 0, that is : v 0 ∈ V 0 has Z 2 -degree |v 0 | = 0, and the elements of V 1 are "odd", of Z 2 -degree 1, thus v 1 ∈ V 1 has Z 2 -degree |v 1 | = 1.
In this article, a super-commutative algebra, denoted Λ L , for L ∈ N, stands for the Grassmann algebra over R with L generators. When L → ∞, Λ ∞ will indicate the super-commutative algebra generated by an infinite set of (discrete) elements or generators (see ref. [10] for details).
One can then introduce a superspace of (p, q) dimensionality. Choosing
L can be defined [10] :
with "even" dimension p, and "odd" dimension q.
An element of Λ p,q L will be written as : (x 1 , ..., x p , ξ 1 , ..., ξ q ) (see ref.
[10] for details).
(Non-associative) algebras which are not associative could for instance be used in the case of quadratic polynomial terms on the r.h.s. of equation (1), but let us add that (associative) N -products will often be considered in what follows. It is well known that a (non-associative) 2 -ary (or binary) algebra (V, µ) will be called associative if for (see for example refs [2, 7] 
, where x i ∈ V , one verifies that :
for all x i ∈ V, i = 1, 2, 3. (See for example ref. [7] for associativity with multilinear inner compositions.) Details and other algebra related definitions can be found for instance in refs [2, 7] . As for a commutative property, ref. [2] calls a N -ary algebra (
for all x 1 , ...x N ∈ V , and every permutation π of the integers 1, ..., N .
Systems of First-Order O.D.E.s
A simple system, which is a specific Liénard system, that will be generalized in different manners below, is here proposed :
where x and ξ are R-valued functions of a real variable "t". It will be referred to as Liénard (or Abel) system below. It can be mentioned that this Liénard system has no periodic solutions using the Bendixson -Dulac theorem. One also sees that :ẍ =ẋ +ξ, leads to the single non-linear second-order o.d.e.
(which seems not of Painlevé type) :
Upon the transformation : w(x) =ẋ = dx dt , it is found that (10) becomes a first-order o.d.e. : an Abel o.d.e. of the second kind :
where w = w(x), w ′ = dw dx . Solutions to certain Abel's o.d.e. of the second kind; typically of the type (canonical form) : ww ′ − w = f (x), can be found, for instance, in ref. [11] . One may consult also the ref. [12] , and references therein, for canonical form solutions. Let us mention that this system is a particular case of the generalized problem of Briot and Bouquet :
h(x,w) (see [13] ), where Let us consider the system (1); allowing X 1 , ..., X n to be non-commuting variables belonging to a space such as M(p, R), that is, p × p matrices with R-valued elements. One can arrive to systems of first-order o.d.e.s such as :
with the (structure) coefficients a
leading to a N -ary algebra. Here, the notation • stands for a compatible deformed product between the (matrix) variables X i , i = 1, ..., n; the product can however be chosen as the ordinary matrix product. For instance, one can consider a product as in example 1 of ref. [14] for M(2, R), and naturally, generalizations to M(n, R) deformed products could be attempted as well. One can consult ref. [15, 16] for information on and a classification of deformed compatible associative products. For the variables X i , i = 1, ..., n, belonging to M(p, R), one could expect from the system (12) a set of np 2 o.d.e.s of the first-order for the np 2 elements of those n matrices. They could possibly be reconsidered as a new N -ary algebra related system for np 2 variables, and suitable solution methods attempted there. The indices could then vary up to np 2 variables, which depend on the parameter t.
Another generalization is to introduce anti-commuting variables (here Grassmann variables). In this situation, the system (1) or (12) could be transformed , or set (without superfields, see [10] ) such that :
where
Hence :
with the generators (see notation in [10] ) :
, where λ is defined as a multi-index :
The variables x iλ and ξ jλ are set as real-valued functions of t. Here, the coefficients f are not structure coefficients of a N -ary algebra as defined in section 2. Each function X i above could be respectively seen as an even or odd projection of an element belonging to a sheaf of supercommuting rings over an open set U of R (see for instance [17] ).
Example 3.1 For example, one can set L = 2, N = 2 and write the above system (13) on Λ 2,2 2 with :
The coefficients f
could take their value(s) in Λ 2 as well. Thus, since X 1 is even (that is, belongs to Λ 0 2 ), one can set : f
and k 2 ∈ {3, 4}, or if k 2 ∈ {1, 2} and k 1 ∈ {3, 4}; and f
A system of the type (13) would generally lead to a set of coupled o.d.e.s associated to different basis terms β [λ] . Non-linear systems could occur with the core (or "body" [10, 18] , that is, the contribution associated to
, and
, if the multi-indices λ 1 and λ 2 are different from ∅. Solving at the core level, and then searching for solutions to variables related to ascending degrees of β [λ] , using solutions to variables found at lower degrees, could involve (coupled) linear differential equations. The Λ ∞ case can also be considered. In this situation,
.., p + q, and the coefficients f
in a way to insure certain properties of the system, such as parity : even or odd. Super matrices could also be used as dependent variables (e.g. X i ), generalizing the ordinary case discussed previously. A usual product of super matrices can be chosen, or modifications or such product along the lines given in refs [14, 15] , if available (i.e. existing).
Back to the Abel related system (9) encountered above, a generalization with anti-commuting variables can be thought of as : 
∞ play the role of dependent variables of t,ẋ andξ express derivatives of first-order with respect to t, and where α, γ ∈ Λ 1 ∞ are constants.
It is not a standard supersymmetric construction. It is mentioned that the system :ẋ = γξ,ξ = αx 2 , does not present certain characteristics later discussed. It follows that for x :
where (γα) ∈ Λ 0 ∞ andẍ is the second-order derivative of x with respect to t. A formulation closer to the one presented in section 2 can be provided when one uses for instance : X = p+q i=1 X i E i , for a linearly independent set
where k 1 , ..., k N = 1, ..., p + q, and the coefficients b
∈ Λ ∞ . Therefore, an equation :Ẋ = µ(X, ..., X) can be written with extended multilinearity, similar to equation (13) 
and thus :ẋ
For an appropriate choice of coefficients b
2 = α, otherwise 0), one can retrieve the homogeneous second-degree contribution of the generalized Liénard system (15).
Results for Systems of First-Order O.D.E.s and anti-commuting setting
It has already been mentioned that systems of o.d.e.s involving non-commuting variables in a homogeneous polynomial term of degree larger than 2 can be rewritten as homogeneous second-degree polynomial terms involving a larger set of variables. In the fashion of refs [2, 4, 9] , let us consider non-associative algebras constructions with commutative products. More specifically, let us consider the homogeneous second-degree polynomial system as a particular case (N = 2) of equation (1) (without Grassmann (anticommuting) variables here) :
where i, k 1 , k 2 = 1, ..., n, and * is a possibly non-commutative but associative product. Let us mention that the system (20) can be cast into another system :Ẋ = X • X, where the notation • stands for a non-associative commutative product (see [2] ). Using the derivative defined in equation (4) where f (X) is the polynomial found on the r.h.s. of equation (20), one obtains that :
where the product • is non-associative, but symmetrized (commutative). Extending a previous mention in section 2, one can rewrite a system of o.d.e.sẊ = P(X), where P(X) is a polynomial of degree N in X (not necessarily homogeneous), as a larger system :Ẋ =P(X), whereP(X) is a second-degree polynomial, withX representing a larger set of dependent variables ( [2, 9] ).
Example 4.1
As an example of such quadratic system (but now in superspace), let us consider the generalized Liénard system (15), and rewrite it as :
in analogy with the formulation found in [4] . In a superspace setting, define
, and Q(X) = Q(x, ξ) = 0 αx 2 ; hence one can set for the quadratic term in equation (20) with the usual product selected for the product * : a
One can also carry out a "homogenization" (see [2, 4] ), by bringing a variable u ∈ Λ 0 ∞ such that :u = 0, which implies that u is a constant. The following extended system can then be provided :Ẋ =Q(X) = u 2 C + uT X + Q(X),u = 0, withX = X u . The latter (extended) system can be shortly written as :
Solutions to the system (23) for X, u, orX = X u =   x ξ u   , lead to solutions for X by using the subset u = 1. It can be verified that : Q(λX) = λ 2 Q(X),Q(λX) = λ 2Q (X), where λ ∈ R. One can then obtain, as indicated above using (Fréchet) derivatives, the (bilinear map) product :
with
∞ . Therefore β(X, X) = X • X = 0 αx 2 , and the extended product follows as :
Q (X +Ỹ ) −Q(X) −Q(Ỹ ) . Explicitly, one has :
From these, one can rewrite the homogenized system (23) as :
where α, γ ∈ Λ 1 ∞ are constants, u, x ∈ Λ 0 ∞ , and ξ ∈ Λ 1 ∞ . It has been found that the product • :X •Ỹ , is commutative (symmetrized) but neither associative, nor power-associative (see [2, 19] for definitions and examples). Power series style solutions are then even less of interest, but possible and tedious to express (see [2, 4] ). In fact, a series could be considered (cf. [4] ) :
with initial valuesX(0), andX l (t) defined as :X l (t) =X(t) •X l−1 (t) for l = 2, 3, .... However, a solution to the simpler system :ẋ = uγξ,ξ = αx 2 ,u = 0, can be obtained in "closed" form. The associated algebra is power-associative; one computes the following solution using the series (27b) above, truncated since α, γ ∈ Λ 1 ∞ :
with initial values x(0), ξ(0) and u(0). It is noted that systems (22) with
L , where L is finite, can be considered in a similar fashion. One can also mention that the systemẋ = u(x + ξ),ξ = x 2 ,u = 0 where x, ξ, u are real-valued functions, can be considered with the series (27b). This could be extended to attempt deriving a series solution of the equation :ẍ −ẋ − f (x) = 0, encountered in section 3, with f (x) as a real-valued polynomial of degree higher than 2. A first step could be to rewrite the second-order equation via the system :ẋ = x + ξ,ξ = f (x). Convergence of derived series would have to be considered.
In the above spirit, an extension to anti-commuting variables of certain definitions and results of ref. [4] can be attempted below. According to [4] , the following can be defined. 
, and identify GL(V ) as the super Lie group GL(p, q, Λ ∞ ) (with even matrices as diagonal blocks) [20] . Analogously (see ref. [4] ), an automorphism of a "vector" E(X) = C + T X + β(X, X) is set as an invertible linear transformation φ ∈ GL(V ), such that : E(φX) = φE(X), for all X ∈ V . A derivation of a "vector" E(X) is then chosen as a linear transformation : D : V → V , obeying to :
, where E ′ (X) is a linearization of E(X), for all X ∈ V . With respect to a previous structure introduced, one could use specifi-
However, let us suppose that X ∈ Λ p,q ∞ and that : E(X) = T X + β(X, X) = T X + X • X. It can be deduced that the condition φE(X) = E(φX), for any X ∈ Λ p,q ∞ , implies that : φT X = T φX, or φT = T φ, and φ(X • X) = φX • φX. It can hence be said that φ is an automorphism of E(X) if φ is an automorphism of A = (Λ p,q i! G i , for t ∈ R, and let G be such that e tG is an automorphism of E (here defined as E(X) = T X + X • X). Then e tG P , with P an element of A is a solution to :Ẋ = E(X), if and only if GP = E(P ).
This result follows from :
d dt (e tG )P = E(e tG P ), since e tG belongs to the automorphisms of E.
Secondly, some results with respect to idempotents can also be extended (c.f. lemma 3.2 of [4] ). One puts X = G(t) = g(t)ε, with g : R → R and ε ∈ Λ p,q ∞ . Therefore : β(G(t), G(t)) = g 2 (t)β(ε, ε) = g 2 (t)ε. The systemẊ = X • X is verified if one has the equationġ(t) = g 2 (t) satisfied. Let us impose the initial condition g(0) = 1, then G(t) = 1 1−t ε, as a solution. If now one supposes that P = 0 ∈ (Λ p,q ∞ , β), and obeys to P 2 = P • P = aP , where a ∈ R \ 0. Then (as a modification of corollary 3.3 of [4] ), it is found that : X(t) = 1 1−at P , is also a solution of the systemẊ = X • X above. This solution is unbounded and goes to infinity in a finite positive t for a > 0, and in a finite negative t for a < 0. One also looks at the case when (see proposition 3.4 of [4] ) A = (Λ p,q ∞ , β) has a nontrivial (i.e. = 0) idempotent ε, then the origin X = 0 of A might have a special role as equilibrium point for the systemẊ = X • X = β(X, X). Note that if P = 0 is such that P • P = 0 (equilibrium point for the latter system), then P is also nilpotent but with respect to the product •. Let us add that other results of ref. [4] can also be considered for formulation in superspaces (for example Λ p,q ∞ ).
Symmetries, O.D.E.s and Superspaces
This section primarily explores a notion of "symmetries" for o.d.e.s associated with superspaces. It is an attempt to consider certain aspects of the work presented in refs [5, 21, 22 ] in a superspace setting. As an example, a particular system, the simple generalization to superspace of a Liénard system (equation (15)) encountered in previous sections of this article, will be discussed. It is seen in [5, 21, 22 ] that similarities to partial differential equation properties, for instance symmetries, can be found in certain systems of o.d.e.s on free associative algebras. Some notions used in those papers are adapted in this section. Let us first introduce [21] an "infinitesimal (symmetry) generator". 
The (Fréchet) derivative (see also (4)) can be given as :
∞ , with the system :
where F 1 (x, ξ) and F 2 (x, ξ) are set as polynomials in x and ξ, with constant coefficients a 0 , a k , β k , γ ∈ Λ 0 ∞ , and α 0 , α k , b k , c ∈ Λ 1 ∞ , and x t , ξ t stands for respective derivatives of x and ξ with respect to t.
Example 5.1 (Infinitesimal generator)
In particular, a generalized Liénard system could be expressed as (see equation (15)) :
with nonzero e, α ∈ Λ 1 ∞ . (Note that the role of γ in (15) has been relayed to e for notational purposes.) Let us define for M τ = G, with M = (x, ξ) T , the system :
Imposing the commutativity of the derivations D t and D τ acting (on the polynomials) on Λ
) with a set of 20 equations. Given the arbitrariness of the nonzero constants e and α, a solution set can be formulated as follows :
or as :
where a To provide a comparison, let us add, that for a non-commutative product •, seeking "symmetries" of the form : x τ = P (x, ξ), ξ τ = Q(x, ξ), where P and Q are polynomials of degree 3 in x and ξ (not superspace variables) with real coefficients leads to a trivial solution :
As a side comment, let us mention that it is well known that the system (9) where x and ξ are real-valued, leads to a single partial differential equation for two infinitesimal symmetry prolongation parameters (see [23] ), of the equation :
x+ξ . Its (non-trivial) solution would possibly reveal some (ordinary) symmetries.
Let us now define analogously to refs [5, 21] , operators of left (right) multiplication The (Fréchet) derivative defined earlier allows to write : D t a = a * ( F), where F is the r.h.s. of the system (31). Hence : G 2 ) with the components G i given in (34) .
This can be shown using the above definition of derivative (29) . Hamiltonian aspects with the above approach can be found in refs [5, 21] . It is not our goal to look for and probe Hamiltonian formulations for systems considered in this paper.
Comments and Related Equations
In this section, a small set of short aspects on certain main topics covered in the previous sections is explored. A discretization or difference equation perspective is often added or brought. This section can be seen as overlapping the conclusion. May it be reminded that different discretization or difference equation schemes can often be suggested or selected for certain differential equations or systems; one can consult, for instance, discussions in refs [24, 25, 26] . However, in what follows, a simple approach to difference setting will be considered in order to get an initial point of view.
Difference First-Order Systems
First, let us suggest for the general N -ary systems of o.d.e.s (1) a difference formulation :
where h = 0 is a constant, the product • is non-associative, and the discrete variable τ takes positive integer values (1,2,...). An equilibrium solution corresponds to X i (τ +1) = X i (τ ), for all τ and i = 1, ..., n, which implies that µ(X, ..., X) = 0, for any τ . An idempotent, denoted ε, could be defined as ε such that : µ(ε, ..., ε) = ε, for any τ . Hence :
, for all i = 1, ..., n, where (1 + h) is a scale factor, leading to solutions along a line in n-dimensional space. It is stressed that different products • can be used and that a N -ary system can be reduced to a quadratic system with the addition of new variables. However, as in previous sections, it would be interesting to consider this discretization with superspace variables. No major change to the form of the equation (35) is expected.
Linear Systems and First-Order Systems
Secondly, let us indicate that many quadratic systems, such as systems introduced in sections 3 and 4 (for instance, certain systems of the type (20) ) can be seen as special cases of matrix Riccati equations. This means that one could have (see [2, 27, 28] ) :
where X belongs to the set of p × q matrices with real-or complex-valued elements, and appropriately constant matrices A of dimensions q × p, B of dimensions p × p, C of dimensions q × q, and D of dimensions p × q, with associative product •. It is recalled (see for example ref. [2] ) that a linearization of the system (36) can be obtained as follows :
leading to a first-order system with matrices u of dimensions p × q and v of dimensions q × q, the latter matrix (v) assumed to be invertible. Solutions X = u • v −1 are then derived. For the difference case with ordinary matrix product chosen for the product •, one could define the difference operator ∆ :
, the translation operator E : Ef (τ ) = f (τ + 1), and use the "Leibniz" or product rule :
The discretized system : ∆u = bEu + dEv, ∆v = −aEu − cEv, would then produce the matrix difference equation : ∆x = xaEx + bEx + xc + d, where x = uv −1 . One may refer to [29] for other discretizations . (Let us note that the systems seen previously in equations (9) or (15) do not lend themselves to systems of the matrix Riccati differential type with X = x ξ .) Consideration of variables in superspaces would be possible, for instance by allowing (super-)matrices belonging to linear transformations acting on suitable superspaces. One notes that the systemẊ = E(X) encountered above in section 4 has been given a discretization in section 6 of ref. [4] , that is,
The "complete" integrability of a system of N autonomous ordinary differential equations can follow from the existence of a suitable set of symmetries or invariants (see [22, 23] ). For certain systems, "complete" integrability is also linked to the existence of Lax pairs or linear systems. Discretizations of such notions have been explored in different works (see for instance refs [25, 30, 31, 32, 33, 34] ). Indeed, some discretized formulations of Lax systems or associated linear systems (analogous to the above discretized system for the set of u and v) (see [31] ) with discretized gauge transformations have been studied. Again, the use of different products and dependent variables with values in superspaces could be attempted.
Certain Metric Equations
Looking at systems of o.d.e.s associated to the evolution of the curvature operator of a solution to the Ricci flow (see ref. [6] ) brings a short comment. It might have been examined already, but one could wonder for instance about equations (flows) of the following forms preserving tensorial properties, in the style of equation (1) :
for the parametrized metric g ij , where the point (p) and parameter (t) dependent coefficients a
(p, t) are related to suitable N -ary algebras. (This could be seen as an extension of a dilation flow (ġ = ag).) A condition could be sought for self-similar solutions of the type : g(t) = σ(t)ϕ * t (g(0)), for diffeomorphisms ϕ and scale factor σ(t) (see [6, 35] ) on the metric g. As for (Hamilton's) Ricci flow (see for instance [36] and some references therein), discretizations (differential difference equations) could be considered.
It is mentioned that many aspects in this section have not been addressed in details, further explorations of these discrete systems are not the object of this article.
Conclusion
In this paper, main results include a probe of N -ary algebra inspired systems extended to anti-commuting variables, and discussions of N -ary inspired systems with the use of non-commutative products. More specifically, systems of ordinary differential equations based on N -ary algebras have been generalized to superspaces. Particular systems have been probed, such as an extension to superspace of a system, a Liénard system, related to an Abel's differential equation of the second kind. Rewriting a N -ary inspired system for N > 2 as a system with second-degree polynomials with supplementary variables can be of interest. Certain transformations or "symmetries" have been defined borrowing an approach taken for o.d.e.s on free associative algebras [5, 21, 22] . Properties of N -ary inspired systems with non-associative setting have been presented following steps and results of [4] . Let us mention that Z 2 -graded algebras with quadratic differential systems have been studied in [37] . Finally, some comments and notes on certain aspects of a discretization or difference equations point of view have been offered.
Future works could be directed toward more focused investigations of superspace generalizations, discretizations on superspaces, or could consider in detail some non-commutative products with N -ary algebra inspired equations. Discussions of the structure of certain systems (with or without superspace setting) and their solution sets could as well be explored.
