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A 2-fluid Discrete Boltzmann Model(DBM) for compressible flows based on Ellipsoidal Statistical Bhatnagar-Gross-
Krook(ES-BGK) is presented. The model has flexible Prandtl number and specific heat ratio. Mathematically, the
model is composed of two coupled Discrete Boltzmann Equations(DBE). Each DBE describes one component of the
fluid. Physically, the model is equivalent to a macroscopic fluid model based on Navier-Stokes(NS) equations, and
supplemented by a coarse-grained model for thermodynamic nonequilibrium behaviours. To obtain a flexible Prandtl
number, a coefficient is introduced in the ellipsoidal statistical distribution function to control the viscosity. To obtain
a flexible specific heat ratio, a parameter is introduced in the energy kinetic moments to control the extra degree of
freedom. Five typical benchmark tests are used to verify and validate the model. Some interesting nonequilibrium
results, which are not available in the NS model or the single-fluid DBM, are presented.
I. INTRODUCTION
The complex nonequilibrium flows are common in the na-
ture and engineering field. Numerical simulation has become
an indispensable measure for complex flows1–16. Generally
speaking, there are three kinds of physical models for flows:
the macroscopic model, mesoscopic model and microscopic
model.
The macroscopic models, based on Euler equations or
Navier-Stoke(NS) equations, have long been applied to the
large scale and slow behaviours in fluid mechanics17. How-
ever, in some complex flows, due to shock waves or detonation
waves, large gradients of macroscopic quantities produces on
both sides of the wave front, and the interface regimes show
strong Thermodynamic Non-Equilibrium (TNE) effects2,18,19.
Besides, compared with the interface width, the mean dis-
tance between neighbouring fluid particles is not negligibly
small, which challenges the physical rationality of continuity
hypothesis which is the basestone of macroscopic models20.
For example, in the Inertial Confined Fusion(ICF), there are
many interactions between shock wave interfaces and material
interfaces, which can not be measured accurately by macro-
scopic models21. In aerospace field, the spacecraft would
pass through the gas zones with different Knudsen numbers,
which requires a model with cross-basin adaptive ability22. It
has also been well-known that microscale flows23–25 such as
Micro-Electro-Mechanical System(MEMS)26, and oil flows
in micropores often show a different flow and heat transfer
a)Corresponding author: Xu_Aiguo@iapcm.ac.cn
b)Corresponding author: lyj@aphy.iphy.ac.cn
characteristics, which beyond the description of macroscopic
models.
In principle, the microscopic models, such as molecular
dynamics27–29, are capable of capturing much more detailed
information of the flows. But, unfortunately, they are re-
stricted to too small spatio-temporal scales due to the com-
puting capability of the available computers. Consequently,
the structures and dynamic behaviours of intermediate scales
have long been remained a difficult problem. To investigate
the behaviours of intermediate scales, a mesoscopic kinetic
model is preferred. The recently proposed Discrete Boltz-
mann Model(DBM)2,30,31 is one in such a category.
The current DBM theory is mainly based on the Chapman-
Enskog(CE) multiscale analysis32. According to the
Chapman-Enskog analysis, via using higher order terms in
Knudsen number, the DBM can be constructed for flows with
higher degrees of TNE2. As a mesoscopic model in physi-
cal description capability, a DBM may beyond the NS model
from one or both the following two sides, (i) being applicable
to deeper nonequilibrium flows, and/or (ii) bringing more ki-
netic information on the nonequilibrium flow. When a DBM
adopts up to the second or higher order term in Knudsen num-
ber, it beyond the NS from both the two sides. If a DBM
adopts only to the first order term in Knudsen number, it be-
yond the NS only from side (ii). In such a case, a DBM is
equivalent to a NS model supplemented by a coarse-grained
model for TNE behaviours. The NS model describes the
conservative kinetic moments, i.e., the density, momentum,
and energy in the evolution, while the coarse-grained model
for TNE describes the evolution of corresponding nonconser-
vative kinetic moments. The latter are used to supplement
the shortage of the former in capturing nonequilibrium be-
haviours. The DBM has been applied to many complicated
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2fluid systems, such as fluid instability31,33–37, compressible
flow under impact2,30,31,38, nonequilibrium combustion39–41,
multi-phase flow and nonequilibrium phase transition42,43 and
brought a series of new insights in related fields. Besides
by theoretical analyses and experimental data44, some of the
DBM results have been confirmed and supplemented by sim-
ulation results of molecular dynamics18,19, and direct simula-
tion Monte Carlo31, etc.
Roughly speaking, according to the physical identification
capability, there are two kinds of fluid models: single-fluid
and multi-fluid model. The single-fluid macroscopic model
uses a set of hydrodynamic quantities, (density ρ , flow veloc-
ity u, temperature T , pressure p), to describe the system. It ig-
nores the difference of components and regards that the fluid
system consists only a single-component. It is the simplest
fluid model. The N-fluid macroscopic model uses N set of
hydrodynamic quantities, (density ρσ , flow velocity uσ , tem-
perature Tσ , pressure pσ ), to describe the system, where σ
is the index of the fluid component. Naturally, the 2-fluid de-
scription is relatively comprehensive than single-fluid descrip-
tion. For example, Fan et al. proposed an ion-electron non-
equilibrium model, indicating the existence of ion-electron
non-equilibrium in the hot spot of high-foot implosions,
which can not be obtained from single-fluid model45,46. Cor-
respondingly, the single-fluid DBM uses a single distribution
function to describe the system33,34. The N-fluid DBM uses
N distribution functions to describe the system. Each distri-
bution function describes one fluid component35,40.
It is known that the Prandtl number in simplified Boltz-
mann equation based on the Bhatnagar-Gross-Krook (BGK)
model47 is fixed to unity. As a result, in the model sys-
tem based on the BGK, the viscosity and heat conductivity
change simultaneously when the relaxation time is adjusted.
To remove this defect, there are two solutions. The first solu-
tion is to construct Multiple-Relaxation-Time(MRT) collision
model34,39. The second is to keep the single-relaxation-time
framework and introduce a parameter in the collision term to
control the viscosity and/or heat conductivity31,48–51. To en-
sure the relaxation times have clear physical correspondences,
the MRT model is generally first calculated in the kinetic mo-
ment space and then transformed back to the discrete velocity
space. It should be pointed out that the models31,48–51 in the
second solution for a flexible Prandtl number are all single-
fluid models. It is meaningful to develop them to 2-fluid mod-
els.
In this work, we develop a two-fluid DBM based the Ellip-
soidal Statistical BGK (ES-BGK) model48, which is an exten-
tion of the single-fluid DBM proposed by Zhang, et al.49. The
paper is organized as follows: Section II presents the model
construction. Section III verifies and validates the new model.
Section IV concludes the paper.
II. MODEL CONSTRUCTION
Based on the ES-BGK single-relaxation model, we present
a 2-fluid DBM for compressible flows with a flexible Prandtl
number and specific heat ratio. To construct a 2-fluid DBM
from Boltzmann equation, three steps are needed. The first
step is to simplify the collision operator. The most common
practice is the collision operator linearization. Values of the
least amount of kinetic moments, which are neccessary for
describing the flow system, of collision operator must remain
unchanged for the integral-form and the linearized-form cases
in this simplifying process. Which kinetic moments are nec-
cessary relies on the specific physical problem under consid-
eration. Generally speaking, the deeper the non-equilibrium,
the more complex the flow behaviors, and the more kinetic
moments are neccessary. In any case, the initial several ones,
including the three conserved kinetic moments (density, mo-
mentum and energy), are neccessary.
For the two-fluid kinetic model, in this work, we start from
the following ES-BGK Boltzmann equation,
∂ f σ
∂ t
+v · ∂ f
σ
∂r
+a · ∂ f
σ
∂v
=− 1
τσ
( f σ − f σ ,ES), (1)
where v, r, a, and τσ represent velocity tensor, space tensor,
acceleration tensor and particle relaxation time of species σ ,
respectively. The distribution function at the point (r,v) in
phase space reads f σ (r,v). f σ ,ES gives the evolving direction
of f σ , it takes the continuous form as follow:
f σ ,ES = nσ
mσ
(2pi)
D
2
∣∣λαβ ∣∣ ( m
σ
2piIσT
)
1
2 exp[−m
σ (v−u)2
2
∣∣λαβ ∣∣ −m
σησ2
2IσT
],
(2)
where D is the spatial dimension. The quantity nσ , mσ , T and
u represent the particle number density of σ , particle mass
of σ , temperature of the physical system, and velocity vec-
tor of the physical system, respectively. Iσ and ησ represent
the extra degree of freedom and extra energy of freedom, re-
spectively. The modified term λαβ = RTδαβ + bρ∆
∗
2,αβ and
∆∗2,αβ represent viscous stress. b is an adjustable coefficient.
The ES distribution f σ ,ES is equal to Maxwellian distribution
f σ ,eq when the coefficient b = 0. Thus, the Prandtl number
and specific heat ratio are flexible by adjusting coefficient b
and parameter ησ , respectively. The quantities of each com-
ponent can be calculated as follows:
nσ =∑
i
f σi ,ρ
σ = nσmσ , (3)
uσ = ∑i
f σi vi
nσ
, (4)
Tσ =
mσ ∑i f σi (vi ·vi+ησ2i )−ρσu ·u
nσ (D+ Iσ )
, (5)
where i denotes the index of the discrete velocities. The in-
ternal energy and kinetic energy of component σ are EσI =
1
2 m
σ ∑
i
f σi ((vi− u)2 +η2i ) and EσK = 12ρσu · u, respectively.
EI =∑σ EσI represents the internal energy of physical system.
The quantities of the physical system can be calculated as fol-
lows:
n =∑
σ
nσ ,ρ =∑
σ
ρσ , (6)
3u= ∑σ
ρσuσ
ρ
(7)
T =
2EI
∑nσ (D+ Iσ )
(8)
The second step is to discrete the particle velocity space.
Then we get the discrete ES-Boltzmann-BGK equation:
∂ f σi
∂ t
+ viα · ∂ f
σ
i
∂ riα
+(Force term) =−1
τ
( f σi − f ESi ), (9)
where f σi (r,v) is the discrete distribution function with i = 1,
2, · · · , N and N is the total number of the discrete velocities.
On the condition of remaining values of some specific kinetic
moments unchanged, we can substituted the velocity space
by a limited number of particle velocities, according the dis-
crete Boltzmann method. The specific kinetic moments that
we concern depend on the specific physical problems. As an
initial step, in this work, we develop a two-fluid DBM where
only the first order thermodynamic nonequilibrium effects are
taken into account. In this case, only the 0th order to (4,2)th
order kinetic moments are neccessary according to the CE
analysis, where “4,2” means that the 4th order tensor is con-
stracted to a 2nd order tensor. Similar subscripts “3,1” will
also be used in the following part of the paper.
The third step in constructing a DBM is to present solution
for describing nonequilibrium state and extracting nonequi-
librium information. Besides recovering the NS model, a
DBM can describe TNE behaviours which are not available
form NS model. The most fundamental TNE information
can be extracted from the nonconserved kinetic moments of
( f σ − f σ ,eq), based on which various characteristic quantities
can be defined for describing the TNE state from different per-
spectives. We first define the following TNE quantities,
∆σ∗2 = m
σ∑
i
( f σi − f σ ,eqi )v∗i v∗i , (10)
∆σ∗3,1 =
1
2
mσ∑
i
( f σi − f σ ,eqi )(v∗i ·v∗i )v∗i , (11)
∆σ∗3 = m
σ∑
i
( f σi − f σ ,eqi )v∗i v∗i v∗i , (12)
∆σ∗4,2 =
1
2
mσ∑
i
( f σi − f σ ,eqi )(v∗i ·v∗i )v∗i v∗i , (13)
v∗i = vi− u denotes the central velocity, where u represents
the macro flow speed of system. The first subscript of ∆σ∗
represents the number of velocity v∗i and the second is the or-
der of tensor. Physically, the tensors ∆σ∗2 = ∆
σ∗
2,αβ eαeβ and
∆σ∗3,1 = ∆
σ∗
3,1eα represent viscous stress tensor and heat flux
tensor, respectively, with eα the unit vector in the α direction.
∆σ∗3 = ∆
σ∗
3αβγeαeβ eγ and ∆
σ∗
4,2 = ∆
σ∗
4,2αβ eαeβ represent the
flux of viscous stress and flux of heat flux, respectively, which
are higher order nonequilibrium quantities beyond traditional
NS model. Based on the most fundamental TNE quantities, in
this work, we further introduce the following five condensed
measures:
∣∣∆σ∗2 ∣∣, ∣∣∣∆σ∗3,1∣∣∣, ∣∣∆σ∗3 ∣∣, ∣∣∣∆σ∗4,2∣∣∣, and D. ∣∣∆σ∗2 ∣∣ is
used to measure the strength of the viscous stress;
∣∣∣∆σ∗3,1∣∣∣ in-
dicates the intensity of the heat flux;
∣∣∆σ∗3 ∣∣ and ∣∣∣∆σ∗4,2∣∣∣ rep-
resent the intensities of ∆σ∗3 and ∆
σ∗
4,2, respectively; D in-
dicates the global average Thermodynamic Non-Equilibrium
intensity, i.e., “TNE” strength, specifically,
|∆σ∗2 |=
√
∆σ∗22,xx +2∆
σ∗2
2,xy +∆
σ∗2
2,yy , (14)
∣∣∆σ∗3,1∣∣=√∆σ∗23,1,x+∆σ∗23,1,y, (15)
|∆σ∗3 |=
√
∆σ∗23,xxx+3∆
σ∗2
3,xxy+3∆
σ∗2
3,xyy+∆
σ∗2
3,yyy, (16)
∣∣∆σ∗4,2∣∣=√∆σ∗24,2,xx+2∆σ∗24,2,xy+∆σ∗24,2,yy, (17)
Dσ =
√∣∣∆σ∗2 ∣∣2+ ∣∣∣∆σ∗3,1∣∣∣2+ ∣∣∆σ∗3 ∣∣2+ ∣∣∣∆σ∗4,2∣∣∣2, (18)
More TNE quantities can be defined according to the need in
practical applications of DBM2.
A. The discrete form of fσ ,ES
For the convenience of simulation, the discrete form of
fσ ,ES should be specified. Based on statistical mechanics,
some kinetic moments of discrete distribution function can be
written as follows:
mσ∑
i
f σi = m
σ∑
i
f σ ,ESi = ρ
σ = nσmσ , (19)
mσ∑
i
f σi vi = m
σ∑
i
f σ ,ESi vi = ρ
σu, (20)
mσ∑
i
f σi (vi ·vi+ησ2i ) = mσ∑
i
f σ ,ESi (vi ·vi+ησ2i )
= nσT (D+ Iσ )+ρσu ·u,
(21)
mσ∑
i
f σ ,ESi vivi = n
σT I+ρσuu+b∆∗2, (22)
mσ∑
i
f σ ,ESi (vi ·vi+η2i )vi = [nσ (D+ Iσ +2)T +ρσu ·u]u,
(23)
4mσ∑
i
f σ ,ESi vivivi = n
σT (uαeβ eχδβχ +uβ eαeχδαχ
+uχeαeβδαβ )+ρσuuu+b(uα∆∗2,βχ
+uβ∆∗2,αχ +uχ∆
∗
2,αβ ),
(24)
mσ∑
i
f σ ,ESi (vi ·vi+η2i )vivi = [nσT (D+ Iσ +2)
T
mσ
+nσTu ·u]eαeβδαβ +nσuu(D+ Iσ +4)T +ρσuu(u ·u).
(25)
where I is unit diagonal vector. Actually, those kinetic mo-
ment equations can be written in a matrix form, i.e.,
C · fσ ,ES = fˆσ ,ES, (26)
where fσ ,ES is a vector of discrete distribution function in ve-
locity space and fˆσ ,ES is the discrete distribution function in
moment space. vi represents discrete velocity. C is the trans-
formation matrix from moment space to velocity space, and its
elements are determined by discrete velocity model(DVM).
Once the discrete velocity model are determined, the form
of matrix C is known. The choice of the discrete velocity
depends on numerical efficiency, numerical stability, and to
which extent the local symmetry should be kept. The last
point relies on the specific physical problem under considera-
tion. To capture the first order TNE behaviours, we adopt the
D2V16 discrete-velocity model. The sketches of two kinds
of D2V16 model are shown in Fig. 1. The specific values of
sketch a and b are given in the following equations, respec-
tively.
a : vi =(vix,viy)=

c[cos (i−1)pi2 ,sin
(i−1)pi
2 ], i = 1−4,
2c[cos 2(i−1)pi4 ,sin
(2i−1)pi
4 ], i = 5−8,
3c[cos (i−9)pi2 ,sin
(i−9)pi
2 ], i = 9−12,
4c[cos (2i−9)pi4 ,sin
(2i−9)pi
4 ], i = 13−16.
b : vi = (vix,viy) =

cyc : c(±1,0), i = 1−4,
cyc : c(±1,±1), i = 5−8,
cyc : 2c(±1,0), i = 9−12,
cyc : 2c(±1,±1), i = 13−16.
where c is an adjustable parameter and “cyc” indicates the
cyclic permutation. ηi = η0 for i = 1− 4, and ηi = 0 for i =
5− 16 in the two sketches of D2V16. The discrete form of
fσ ,ES can be obtained as follow.
fσ ,ES = C−1 fˆσ ,ES, (27)
where C−1 is the inverse matrix of C, which can be analyti-
cally solved by using some software, for example, MATLAB.
The specific values of matrix C are referred to Ref.33.
B. Ellipsoidal Statistical BGK model and Navier-Stokes
equation
It is one of the functions of the current DBM to recover
to the hydrodynamic equations in NS level in the contin-
uum limit, which can be proved by using the CE analysis32.
FIG. 1. Sketches of two kinds D2V16 model used in the present
paper. The numbers in the figure are the indexes of the discrete ve-
locities.
Around its local thermodynamic equilibrium state, the veloc-
ity distribution function can be expanded as:
f σi = f
σ ,eq
i + ε f
σ ,(1)
i + ε
2 f σ ,(2)i + · · · , (28)
f σ ,ESi = f
σ ,eq
i + ε f
σ ,ES(1)
i + ε
2 f σ ,ES(2)i + · · · , (29)
where ε is a coefficient referring to Knudsen number, the par-
tial derivative of time and space can also be expanded to
∂
∂ t
= ε
∂
∂ t1
+ ε2
∂
∂ t 2
+ · · · , (30)
∂
∂ rα
= ε
∂
∂ r1α
, (31)
Via CE analysis, this model can recover to the NS equations
in the hydrodynamic limit as follows:
∂ρσ
∂ t
+
∂
∂ rα
(ρσuσα) = 0, (32)
∂
∂ t
(ρσuσα)+
∂ (pσδαβ +ρσuσαuσβ )
∂ rβ
−
∂Pσαβ
∂ rβ
= 0, (33)
∂
∂ t
EσT +
∂
∂ rα
(EσT + p
σ )uσα −
∂
∂ rβ
(uσβ P
σ
αβ +κ
σ ∂Tσ
∂ rα
) = 0,
(34)
with
Pσαβ = µ
σ (
∂uσα
∂ rβ
+
∂uσβ
∂ rα
− 2
D+ Iσ
∂uσγ
∂ rγ
δαβ ), (35)
where pσ = ρσTσ , EσT =
1
2ρ
σ [(D+ Iσ )RTσ + uσ2], µσ =
1
1−bτ
σ pσ , κσ = cpτσ pσ are the pressure, the energy per unit
mass, the dynamic viscosity coefficient, and heat conductivity
of species σ , respectively. cp is the heat capacity at constant
5pressure. The specific heat ratio of species is γσ = D+I
σ+2
D+Iσ .
The Prandtl number, Pr = cpµκ =
1
1−b , is flexible with the co-
efficient b.
Performing the operator∑
σ
to the two sides of Eqs. (32)-(34)
gives the NS equations describing the whole system.
∂ρ
∂ t
+
∂
∂ rα
(ρuα) = 0, (36)
∂
∂ t
(ρuα)+
∂ ∑
σ
(pσδαβ +ρσuσαuσβ )
∂ rβ
−
∂ ∑
σ
Pσαβ
∂ rβ
= 0, (37)
∂
∂ t ∑σ
EσT +
∂
∂ rα ∑σ
(EσT + p
σ )uσα−
∂
∂ rβ
∑
σ
(uσβ P
σ
αβ+κ
σ ∂Tσ
∂ rα
)= 0,
(38)
It should be noted that the role of CE analysis in DBM
modeling is only to facilitate query and validate the kinetic
moment relations that need to be considered. Whether or not
to finish the derivation to obtain the final hydrodynamic equa-
tions does not affect DBM modeling and simulation. Such
a modeling method is valid under the condition that the the
Knudsen number is not too large so that the CE expansion
theory still works.
III. NUMERICAL SIMULATIONS
In this section, five types of validations and verifications
of the two-fluid DBM with flexible Prandtl number are per-
formed. The first validation is a 1-dimensional binary dif-
fusion problem in isothermal condition. The second are 1-
dimensional Riemann problems for compressible flows with
high Mach number. The third is a 2-dimensional KH instabil-
ity simulation. The fourth is a 2-dimensional regular reflection
of a shock wave and the fifth the 2-dimensional shock wave
act on a cylindrical bubble. The first sketch of D2V16 model
is adopted in all simulations except that the fourth simulation
where the second sketch is used. In addition, the first order
forward difference scheme and the second order nonoscilla-
tory nonfree dissipative(NND) scheme are used to discrete the
temporal and spatial derivatives, respectively. Besides the val-
idations and verifications, some interesting TNE behaviours,
which are not available from a NS model or a single-fluid
DBM, are presented.
A. Binary diffusion
Diffusions take place in a system when two miscible
species contact each other. Diffusion is a common phe-
nomenon in the nature and engineering, its evolution of
macroscopic concentration for each species can be described
by the Fick’s law in isothermal condition40.
Mσ =
1
2
+
∆Mσ
2
er f (
x√
4Dt
), (39)
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FIG. 2. Mole fractions MA(blue line) and MB(red line) in the bi-
nary diffusion at two instants: t = 0.1 and 1.0, respectively. Symbols
denote DBM simulation results and continuous lines denote the cor-
responding analytical solutions.
where ∆Mσ is the initial mole fraction difference and D the
diffusion coefficient. For comparing with this solution, we
simulate an isothermal diffusion here. The mixture of two
gases is initially given by the following step function:{
(MA,MB)L = (100%,0%),
(MA,MB)R = (0%,100%),
where the suffix L indexes the left part and R the right part
along the horizontal direction x. The molecular masses mA =
2, mB = 1, the relaxation time τA = τB = 5× 10−5, and the
other parameters IA = IB = 3, ∆t = 1×10−5, ∆x= ∆y= 10−3,
ηA = ηB = 10, b = 0, Nx×Ny = 100× 1. The zero gradi-
ent boundary condition is adopted in the x direction. Figure
2 shows the comparison of mole fraction of two components
between the DBM simulation results and the analytical solu-
tions, with ∆Mσ = 1.0 and D = 0.001. The analytical solu-
tions are denoted by lines, and the corresponding simulation
results at constants t = 0.05 and t = 0.2 are denoted by squares
and circles, respectively. Figure 2 shows the satisfying agree-
ments between results of simulation and analysis. It is con-
firmed that DBM can accuracy describe the interaction of two
components. Besides, it can be noticed that the parameters of
two components can be set to be equal or not, which can not
achieve on a single-fluid DBM.
B. Riemann problems
It is well known that the Riemann problems are classical
problems to verify the ability of a model to capture shock
wave. Simply, the Riemann problems can be seen as single-
fluid problem. However, in this section, our 2-dimensional 2-
fluid DBM is used to solve the 1-dimensional Riemann prob-
lems. Besides giving the results that can be obtained from
6FIG. 3. Profiles of density (red line), temperature (green line), Ux
(blue line) and pressure (black line) of component A(left picture)
and B(right picture) at t = 0.18, with Pr = 1.0, respectively. Such a
result is not available from a single-fluid model.
single-fluid DBM, we can get more accurate physical informa-
tion than single-fluid DBM. Now, we give simulation results
for four typical Riemann problems, i.e., the Sod’s shock tube,
the Lax’ shock tube, the Sjogreen’s problem, and the collision
of two strong shock waves. In addition, we simulate a Sod’
shock tube of two components with different viscosities and
a Sod’ shock tube of two components with different particle
masses, which can not be achieved from the simple Riemann
analytical solution or a single-fluid DBM. Initially, the flow
field with grid Nx×Ny = 1000×1 is equally divided into left
side “A” and right side “B”, “A” and “B” are indexes of fluid
components. And there is just component A on the “A” side
and component B on the “B” side for all six problems, respec-
tively. And, we adopt the zero gradient boundary condition in
the x direction for all the six problems.
1. Sod’ shock tube
The initial condition of this case is (ρ,T,Ux,Uy)A =
(1.0,1.0,0.0,0.0), (ρ,T,Ux,Uy)B = (0.125,0.8,0.0,0.0). The
initial conditions of other quantities are c= 1.0, mA =mB = 1,
τA = τB = 2×10−4, IA = IB = 3(γA = γB = 1.4), b= 0.0(Pr=
1.0), ∆t = 2×10−6, ∆x = ∆y = 10−3, ηA = ηB = 10. As we
mentioned above, a 2-fluid DBM can provides more accurate
physical information than a single-fluid DBM. For example,
as shown in Fig. 3, a 2-fluid DBM can provide the profiles of
quantities of each component, which can not be obtained from
a single-fluid DBM. Besides, we can also obtain the quanti-
ties profiles of the physical system. The profiles of density,
temperature, velocity, and pressure of the physical system at
t = 0.12 with Pr = 0.8 are shown in the Fig. 4. Meanwhile, it
is clear that the Sod’ tube can be divided into four parts: Part
1 and Part 4 the undisturbed area, Part 2 the left-propagating
rarefaction wave and Part 3 the disturbed area. A shock wave
can be seen easily between Part 3 (wave rear) and Part 4 (wave
front) and the quantities of the two sides are satisfied with
Rankine-Hugoniot conditions as follows:
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FIG. 4. Profiles of density (red line), temperature (green line), Ux
(blue line) and pressure (black line) of the physical system at t =
0.18, with Pr = 1.0, respectively.
u
c0
=
2
γ+1
(Ma− 1
Ma
)+
u0
c0
, (40)
p
p0
=
2γ
γ+1
Ma2− γ−1
γ+1
, (41)
ρ
ρ0
=
(γ+1)Ma2
(γ−1)Ma2+2 , (42)
where subscript “0” represents the wave front (undisturbed
area), and c0 =
√
γT0 the sound speed, Ma the mach num-
ber. The quantities of wave front and wave rear are
(ρ0, p0,u0)= (0.125,0.1,0.0) and u= 0.924307, respectively.
By submitting u0, c0, u, and γ into Eq. (40), we obtain
Ma=1.653020. The simulation results are (ρ, p)simulation =
(0.265016,0.302051), which is closed to analytical solu-
tions (ρ, p)analysis = (0.265032,0.302122) that calculated by
Eqs. (41) and (42), indicating the ability of capturing 1-
dimensional shock front accurately. In addition, a contact dis-
continuity can be seen in Part 3, which is continuous at pro-
files of pressure and velocity but discontinuous at density and
temperature.
Shown in Fig. 5 are the comparisons between simula-
tion results and Riemann solutions of density, temperature,
velocity, and pressure profiles at t = 0.18, with the coeffi-
cient b = −0.25, 0.0, and 0.5, respectively (corresponding
to Prandtl number Pr = 0.8, 1.0, and 2.0, respectively). It is
clear that the left-propagating rarefaction wave and the right-
propagating shock wave are captured by DBM. There exits
distinct transition zones around the contact discontinuities for
all four density, temperature, velocity, and pressure profiles.
Because the Riemann solutions are based on Euler equations,
which does not include the effects of viscosity and heat flux,
7FIG. 5. Profiles of density (a), temperature (b), Ux (c) and pressure
(d) of the Sod’ shock tube, at t = 0.18. The lines indicate Riemann
solutions, and the simulation results are denoted by circles, squares,
and triangles, corresponding to Prandtl number Pr = 0.8, 1.0, and 2.0,
respectively.
but the DBM contain those. So the DBM results have smooth
transition zones while Riemann solutions do not. Further-
more, the cases with various Prandtl numbers have the similar
profiles of density, temperature, Ux, and pressure at the same
time. Because larger Prandtl number corresponds to larger
viscosity, while it has little influence in high Mach number
cases.
Figure 6 shows the comparisons of viscous stress ∆S∗2,xx be-
tween simulation results and analytical solutions of various
evolutionary processes, corresponding to Prandtl number Pr =
0.8, 1.0, and 2.0, respectively. The symbol “S” represents fluid
system, and ∆S∗2,xx = ∆
A∗
2,xx +∆
B∗
2,xx. It means the viscous stress
of the physical system is equal to the sum of the viscous stress
of component A and B. A small oscillation around contact dis-
continuity and a sharp spike around shock wave are captured
by DBM simulations, which can not be provided by analyt-
ical solutions. The enlarged view, from 0.0 to 0.8 in x axis,
indicates the approximations between simulation results and
analytical results. Moreover, the values of ∆S∗2,xx with Pr = 2.0
are larger than the cases of Pr= 0.8 and Pr= 1.0, indicating a
farther distance to equilibrium state. Because the larger Prantl
number, the larger values of viscous stress, which makes the
system further away from equilibrium state.
2. Lax’s shock tube
For this problem, the initial condition is described as
(ρ,T,Ux,Uy)A = (0.445,7.928,0.698,0.0), (ρ,T,Ux,Uy)B =
x
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FIG. 6. Profiles of viscous stress ∆S∗2,xx of the Sod’ shock tube, at
t = 0.18. The lines indicate Riemann solutions, and the simulation
results are denoted by circles, squares, and triangles, corresponding
to Prandtl number Pr=0.8, 1.0, and 2.0, respectively. The enlarged
view is the profiles of ∆S∗2,xx from 0.0 to 0.8 in x axis.
(0.5,1.142,0.0,0.0). The initial conditions of other quanti-
ties are c = 1,7, mA = mB = 1, τA = τB = 1× 10−5, IA =
IB = 3(γA = γB = 1.4), ∆t = 1×10−5, ∆x = ∆y = 10−3,ηA =
ηB = 12.0. Shown in Fig. 7 are the comparisons between
simulation results and Riemann solutions of density, temper-
ature, velocity, and pressure profiles at t = 0.15, with the
coefficient b = -0.25, 0.0, and 0.5, respectively (correspond-
ing to Prandtl number Pr = 0.8, 1.0, and 2.0, respectively).
It is clear that a left-propagating rarefaction wave and the
right-propagating shock wave with Ma=1.96051 are captured
by DBM. The simulation results of the shock wave rear are
(ρ, p)simulation = (1.30384,2.46528). They are closed to ana-
lytical solutions (ρ, p)analysis = (1.30386,2.46527) that calcu-
lated by Eqs. (41) and (42), indicating the ability of capturing
1-dimensional shock front accurately.
3. Sjogreen’s problem
For this problem, the initial condition is described
as (ρ,T,Ux,Uy)A = (1.0,0.5,−1.2,0.0), (ρ,T,Ux,Uy)B =
(1.0,0.5,1.2,0.0). The initial conditions of other quantities
are c = 0,8, mA = mB = 1, τA = τB = 2× 10−5, IA = IB =
3(γA = γB = 1.4), ∆t = 1×10−5, ∆x= ∆y= 10−3,ηA = ηB =
10.0. Shown in Fig. 8 are the comparisons between simula-
tion results and Riemann solutions of density, temperature,
velocity, and pressure profiles at t = 0.05, with the coefficient
b = -0.25, 0.0, and 0.5, respectively (corresponding to Prandtl
number Pr = 0.8, 1.0, and 2.0, respectively). It is clear that a
left-propagating rarefaction wave and a right-propagating rar-
efaction wave are captured by DBM. We also find the great
agreement between DBM results and analytical solutions.
8FIG. 7. Profiles of density (a), temperature (b), Ux (c) and pressure
(d) of the Lax’s shock tube, at t = 0.15. The lines indicate Riemann
solutions, and the simulation results are denoted by circles, squares,
and triangles, corresponding to Prandtl number Pr = 0.8, 1.0, and 2.0,
respectively.
FIG. 8. Profiles of density (a), temperature (b), Ux (c) and pressure
(d) of the Sjogreen’s problem, at t = 0.05. The lines indicate Rie-
mann solutions, and the simulation results are denoted by circles,
squares, and triangles, corresponding to Prandtl number Pr = 0.8,
1.0, and 2.0, respectively.
FIG. 9. Profiles of density(a), temperature(b), Ux(c) and pressure(d)
of the collision of two strong shock waves, at t = 0.1. The lines
indicate Riemann solutions, and the simulations results are denoted
by circles, squares, and triangles, corresponding to Prandtl number
Pr = 0.8, 1.0, and 2.0, respectively.
4. The collision of two strong shock waves
For this problem, the initial condition is described
as (ρ,T,Ux,Uy)A = (5.99924,76.8254,19.5975,0.0),
(ρ,T,Ux,Uy)B = (5.99242,7.69222,−6.19633,0.0). The
initial conditions of other quantities are c= 8.0, mA =mB = 1,
τA = τB = 2 × 10−5, IA = IB = 3(γA = γB = 1.4),
∆t = 1 × 10−5, ∆x = ∆y = 3 × 10−3,ηA = ηB = 40.0.
Shown in Fig. 9 are the comparisons between simulation re-
sults and Riemann solutions of density, temperature, velocity,
pressure profiles at t = 0.1, with the coefficient b = -0.25, 0.0,
and 0.5, respectively (corresponding to Prandtl number Pr =
0.8, 1.0, and 2.0, respectively). We find the great agreements
between DBM results and analytical solutions. And, it is clear
that a slow right-propagating shock wave with Ma=1.81365
and a fast right-propagating shock wave with Ma=5.62149 are
captured by DBM. The simulation results of the left shock
wave rear are (ρ, p)simulation = (14.28075,1691.37256),
which is closed to analytical solutions (ρ, p)analysis =
(14.28315,1691.88196) according to Eqs. (41) and (42).
The simulation results of the right shock wave rear are
(ρ, p)simulation = (31.04493,1691.76902), which is closed
to analytical solutions (ρ, p)analysis = (31.04285,1691.748)
according to Eqs. (41) and (42).
9FIG. 10. Profiles of density(a), temperature(b), Ux(c), and pres-
sure(d) at t = 0.18 with Pr = 1.0, respectively. The black lines and
red lines with squares represent simulation results with τB = τA and
τB = 2τA, respectively.
5. The Sod’ shock tube of two components with different
viscosities
As we know, the Riemann analytical solutions are based
on Euler equations, which does not include the effects of vis-
cosity and heat flux. Besides, a single-fluid DBM can not
describe the 2-fluid system with different viscosities. In the
following, we use our 2-fluid DBM to simulate Sod’ shock
tube of two components with different viscosities, and inves-
tigate the effects of viscosity. Except for the relaxation time
τB = 2τA = 2×10−4, other parameters are same with Section
III B 1. Shown in Fig. 10 are the profiles of density(a), tem-
perature(b), Ux(c), and pressure(d) at t = 0.1 with Pr = 1.0,
respectively. The black lines and red lines with squares rep-
resent simulation results with τB = τA and τB = 2τA, re-
spectively. In the case with τB = 2τA, a right-propagating
shock wave with Ma=1.43175 can be captured clearly, which
is smaller than the case with τB = τA, as shown by Section
III B 1. Besides, the contact discontinuity interface with τB =
2τA moves slower than the contact discontinuity interface with
τB = τA. Because the smaller τA and the larger τB corre-
spond to smaller viscosity of component A and larger viscos-
ity of component B, respectively. That indicate the “soft” and
“hard” fluid, respectively. Thus, compared to the case with
τB = τA = 2× 10−4, the case with τB = 2τA = 2× 10−4 be-
haves slower contact discontinuity interface and shock wave
interface.
FIG. 11. Profiles of density(a), temperature(b), Ux(c), and pres-
sure(d) at t = 0.18 with Pr = 1.0, respectively. The black lines and
red lines with squares represent simulation results with mB =mA and
mB = 3mA, respectively.
6. The Sod’ shock tube of two components with different
particle masses
The particle mass difference is not taken into account in
the simple Riemann analytical solution. Besides, a single-
fluid DBM can not capture effectively the behaviours of 2-
fluid system with different particle masses. Actually, the dif-
ference of particle masses of two components makes sense to
the evolution. In the following, we use our 2-fluid DBM to
simulate a Sod’ shock tube of two components with different
particle masses, and investigate the effects of particle mass
difference. Except for particle masses mB = 3mA = 3, other
parameters are same as in section III B 1. Figure 11 are the
profiles of density(a), temperature(b), Ux(c), and pressure(d)
at t = 0.18 with Pr= 1.0, respectively. The black lines and red
lines with squares represent simulation results with mB = mA
and mB = 3mA, respectively. In the case with mB = 3mA, the
contact discontinuity interface and shock wave interface move
slower than the case with mB =mA. Because the smaller mA of
component A and the larger mB of component B correspond to
“light” fluid and “heavy” fluid, respectively. Thus, compared
to the case with mB = mA, the “light” fluid cause these slower
interfaces in this case with mB = 3mA.
C. Kelvin-Helmholtz instability
The Kelvin-Helmholtz instability(KHI) is an efficient and
significant mechanism for turbulence and mixing of fluids in
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ICF. It occurs at a perturbed interface between two fluids or
two parts of the same fluid with different densities and tangen-
tial velocities. At present, the single-fluid DBM has brought
meaningful progress in KHI investigation36,52. Instead of sim-
ulating KHI phenomenon with a single-fluid DBM, we here
use the 2-fluid DBM to investigate this typical 2-dimensional
complex flow, which enables us to obtain more accurate phys-
ical information. The initial condition is given as follows.
nσ (x) = n
σ
L+n
σ
R
2 −
nσL−nσR
2 tanh(
x−x0+W cos(ky)
Dρ
),
u(x) = uL+uR2 − uL−uR2 tanh( x−x0+W cos(ky)Du ),
p(x) = pL = pR,
where nσL (n
σ
R ), u
σ
L (u
σ
R ), pL(pR) are the particle number den-
sity, the velocity of fluid system, and the pressure of com-
ponent σ near the left(right) boundary, respectively; Dρ(Du)
is the width of density(velocity) transition layer; x0 is the
average x position of material interface; W is the pertur-
bation amplitude in initial condition; k is the perturbation
wave number. Thus, the two components have the same ve-
locity and temperature at the same place. Furthermore, in-
flow/outflow(zero gradient) boundary conditions and the peri-
odic boundary conditions are adopted in x direction and y di-
rection, respectively. The parameters are chosen as nAL = 0.8,
nAR = 0.2, n
B
L = 0.2, n
B
R = 0.8, uL = uLey, uR = uRey, uL = 0.5,
uR =−0.5, Du =Dρ = 5∆x, W = 4∆x, x0 = Lx/2, k = 2pi/Ly,
τA = τB = 1× 10−5, ∆t = 2× 10−6, ∆x = ∆y = 2× 10−4,
mA = mB = 1.0, IA = IB = 3, ηA = ηB = 10.0, b = 0.0,
Nx×Ny = 200×200.
Figure 12 shows the density contours of component A in the
evolution of KHI at four different times, with Pr = 1.0. It is
evident that the interface is distorted by pressure difference at
t = 0.04. After the initial linear growth stage, a roll-up vortex
formulates around the interface at t = 0.08. Then, at t = 0.14,
a larger vortex is observed in the density field. Similarly, the
density contours of component B in the evolution of KHI are
shown in Fig. 13.
To investigate the influence of Prandtl number on the evolu-
tion of KHI, we conduct three runs with various Prandtl num-
bers, Pr = 2.0, 1.0, and 0.8, respectively. Figure 14 shows
the density contours of component A at t = 0.14, with Prandtl
numbers, Pr = 2.0, 1.0, and 0.8, respectively. It can be ob-
served that a higher Prandtl number corresponds to a slower
evolution. Because the higher the Prandtl number, the greater
the viscosity of the fluid, which would impede evolution. Sim-
ilar behavious of density contours of component B are shown
in Fig. 15.
As mentioned above, DBM can supplement TNE informa-
tion that is not available in the NS model. Besides, a 2-fluid
DBM can describe TNE behaviours of component A, com-
ponent B, and physical system, respectively, which can not
be achieved in a single-fluid DBM. Preliminarily, we study
two kinds of TNE behaviours,
∣∣∆σ∗2 ∣∣ and ∣∣∣∆σ∗3,1∣∣∣, in the evo-
lution of KHI. Shown in Fig. 16 are the
∣∣∆σ∗2 ∣∣ and ∣∣∣∆σ∗3,1∣∣∣
contours of components A and B at t = 0.14, with Prandtl
number Pr = 1.0, respectively. We can see that the values
of
∣∣∆A∗2 ∣∣ and ∣∣∆B∗2 ∣∣ are greater than zero around the vortex
FIG. 12. Density contours of component A in the evolutions of KHI
at various times, t = 0.0, 0.04, 0.08, and 0.14, respectively, with Pr =
1.0. The color from blue to red indicates the increase of density.
FIG. 13. Density contours of component B in the evolutions of KHI
at various times, t = 0.0, 0.04, 0.08, and 0.14, respectively, with Pr =
1.0. The color from blue to red indicates the increase of density.
where the viscous stress is significant, while they are close to
zero where far away from interface. Meanwhile, the values of∣∣∣∆A∗3,1∣∣∣ and ∣∣∣∆B∗3,1∣∣∣ are larger at the contact between two com-
ponents while they approach zero where the interaction be-
tween the components is weak. Furthermore, as shown in Fig.
17, we show the various quantity profiles of component A on
KHI evolution at Ny = 100 along x direction, at t = 0.14 with
Pr = 1.0, including density(a), temperature(b), Ux(c), Uy(d),
pressure(e), ∆A∗2,xx(f), ∆
A∗
2,xy(g), ∆
A∗
2,yy(h), ∆
A∗
3,1,x(i), and ∆
A∗
3,1,y(j),
respectively. As shown by Figs. 17(a), 17(b), 17(c), 17(d),
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and 17(e), we can see the transition zones clearly. Besides,
for ∆A∗2,xx(f), ∆
A∗
2,xy(g), and ∆
A∗
2,yy(h), they experience a small os-
cillation around first transition zone but a strong oscillation
around second transition zone, because of the larger pres-
sure difference around the second transition zone. It means
the viscous stress around second transition zone are changing
more sharply than around first transition zone. In addition,
the profiles of ∆A∗3,1,x(i) and ∆
A∗
3,1,y(j), that represent heat flux in
x direction and y direction, respectively, are also experienc-
ing a strong oscillation around the second transition zone and
small oscillation around the first transition zone, because of
the larger temperature difference around the second transition
zone.
To investigate the influence of Prandtl number on global
nonequilibrium effect(GNE) on the evolution of KHI, we con-
duct three runs with various Prandtl numbers, Pr = 0.8, 1.0,
and 2.0, respectively. Plotted in Fig. 18 are the evolu-
tions of (GNE) of
∫ ∫ ∣∣∆A∗2 ∣∣dxdy with various Prandtl num-
bers, where the integral is extended over all physical space
Lx × Ly. The lines with squares, triangles, and circles cor-
responding to Pr = 0.8, 1.0, and 2.0, respectively. Actually,∫ ∫ ∣∣∆A∗2 ∣∣dxdy represents global strength of the viscosity of
component A. It is evident that the GNE become stronger
for larger Prandtl number and shows four trends, i.e., firstly
increasing, then reducing, then increasing, and finally de-
creasing trends. Physically, there are competitive mechanisms
in the evolution of GNE. The GNE is associated with the
lengthened and widened interface, which would strengthen
and weaken the GNE, respectively. The GNE of component
B has the similarly behaviours as component A, which is not
be shown here.
To investigate the influence of Prandtl number on TNE
strength on the evolution of KHI, we conduct three runs with
various Prandtl numbers, Pr = 0.8, 1.0, and 2.0, respectively.
Shown in Fig. 19 are the evolutions of TNE strength DA∗
with different Prandtl number. It is clear that the global aver-
age TNE strength also show four trends because of the com-
petitive mechanisms. Furthermore, the influence of Prandtl
number on global average TNE strength show two stages, i.e.,
larger Prandtl number for smaller TNE strength in early stage,
while larger TNE strength in later stage. The TNE strength of
component B has the similarly behaviours with component A,
which is not be shown here.
D. Regular reflection of a shock wave
The reflection of oblique shock wave over a horizontal
plane results in two types of wave configurations, regular re-
flection (RR) and Mach reflection (MR)53,54. Such shock re-
flection problem is of great significant in both fundamental
research and engineering applications. Such as supernova ex-
plosions in natural phenomena, hypersonic aircraft and ICF in
engineering. Simply, the RR process can be seen as a single-
fluid flow. In the following, we use 2-fluid model to simulate
this process, by setting one of the component ρ = 0 initially.
In other words, a 2-fluid DBM can simply reduce to single-
fluid DBM when neglecting the component differences. In
this simulation, there is just component A in the flow filed,
that is (ρ,T,Ux,Uy)B = 0.0. The coming shock(component
A) has an angle of 25◦, with Mach number 30. The compu-
tational domain is a rectangle with length 3.0 and height 1.0,
which is divided into 300× 100 rectangular grids. Other pa-
rameters are b = 0.0, mA=1.0, ∆t = 1×10−5, τA = 2×10−5,
IA = −1.141262, c = 18.0, ηA = 12.0. The boundary condi-
tions are adopted a reflecting surface along the bottom bound-
ary, outflow along the right boundary, and Dirichlet conditions
on the left and upper boundary, respectively.{
(ρ,T,Ux,Uy)0,y,t = (1.0,1/3.329,0.0,0.0),
(ρ,T,Ux,Uy)x,1.5,t = (1.84886,40.0803,27.5399,−5.27567).
Shown in the Fig. 20 is the density contour along the x
direction of RR on a wall. The white lines indicate the mo-
tion traces of virtual particles. Moreover, we can see the re-
flection angle 25.42◦, which is approaching with the theory
value of 25◦. In addition, the shock wave divides the flow
field into three parts, that the quantities of Part 1 and Part 2
or the quantities of Part 2 and Part 3 are satisfied with Eqs.
(43) and (44). Shown in Fig. 21 are the profiles of den-
sity, temperature, Ux, Uy, and pressure at Ny = 30 along x
direction, at t = 0.6. The incident shock wave and reflected
shock wave are captured by DBM clearly. The simulation re-
sults (ρ, p)2 = (1.85129,73,73463) at pre-shock wave of first
shock wave has a relative error (−2.1%,−0.50%)with analyt-
ical solutions (ρ, p)theory = (1.89157,74,10340). The analyt-
ical solutions are obtained by substituting the coming shock
wave (ρ, p)1 = (1.0,1/3.320) into the Eqs. (43) and (44).
That two points indicate the ability of capturing 2-dimensional
shock wave accurately of this 2-fluid DBM.
p2
p1
=
2γ
γ+1
M21 sin
2α− γ−1
γ+1
, (43)
ρ2
ρ1
=
(γ+1)M21 sin2α
(γ−1)M21 sin2α+2
, (44)
To investigate the TNE behaviours of regular reflection of
a shock wave, we give the contours of
∣∣∆A∗2 ∣∣, ∣∣∣∆A∗3,1∣∣∣, ∣∣∆A∗3 ∣∣,
and
∣∣∣∆A∗4,2∣∣∣ with Pr= 1.0 at t = 6.0, respectively. As shown in
the Fig. 22, the values of four kinds of TNE behaviours are all
great than zero around the two shock wave interfaces because
of the strong physical quantity gradient, while approach zero
where far away from shock wave interface. Furthermore, we
investigate the profiles of different components of these TNE
behaviours at Ny = 30, along x direction. Shown in Fig. 23
are the profiles of different components of ∆A∗2 and ∆
A∗
3,1, at
Ny = 30 along x direction at t = 6.0, with Pr = 1.0, respec-
tively. For the profiles of∆A∗2 , the profile of xy component(b)
has a strong oscillation at the first shock wave interface, and
it is nearly in its thermodynamic equilibrium at the center of
the first shock interface. Meanwhile, the components of xx(a)
and yy(c) deviate from opposite directions with the same de-
viation amplitude at the first shock wave interface but behave
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FIG. 14. Density contours of component A at t = 0.14, with Prandtl number Pr = 2.0, 1.0, and 0.8, respectively. The color from blue to red
indicates the increase of density.
FIG. 15. Density contours of component B at t = 0.14, with Prandtl number Pr = 2.0, 1.0, and 0.8, respectively. The color from blue to red
indicates the increase of density.
FIG. 16.
∣∣∆σ∗2 ∣∣ and ∣∣∣∆σ∗3,1∣∣∣ contours of component A and B at t =
0.14, with Prandtl number Pr = 1.0, respectively. The color from
white to red indicates the increase of value.
qualitatively similar near the second shock wave zone. For the
profiles of x(d) and y(e) components of∆A∗3,1, they behave the
same oscillatory trends at the first shock wave interface zone,
i.e., firstly reducing, then increasing, and decreasing trends.
While they deviate from the equilibrium in opposite direc-
tions at the second shock wave interface zone, i.e., firstly re-
ducing, and increasing trends as shown by profile of ∆A∗3,1,x(d).
Physically, the x(d) and y(e) components of∆A∗3,1 indicate the
thermodiffusion in x direction and y direction, respectively.
The values of ∆A∗3,1,x(d) and ∆
A∗
3,1,y(e) are both larger at the
first shock wave zone than at the second shock wave zone,
it means the thermodiffusion effects are more obvious near
the first shock wave zone. Moreover, we investigate the TNE
behaviours ∆A∗3 and ∆
A∗
4,2. Shown in Fig. 24 are the profiles
of ∆A∗3,xxx(a), ∆
A∗
3,xxy(b), ∆
A∗
3,xyy(c), ∆
A∗
3,yyy(d), ∆
A∗
4,2,xx(e), ∆
A∗
4,2,xy(f),
and ∆A∗4,2,yy(g) at Ny = 30 along x direction at t = 6.0, with
Pr = 1.0, respectively. The xxy(b) and yyy(d) components of
∆σ∗3 show opposite trends with the same amplitude at the two
shock wave interface zone. Meanwhile, the xxx(a) and xyy(c)
components of∆σ∗3 also show opposite trends with the same
amplitude at the second shock wave zone. It means they de-
viate from equilibrium in opposite directions, between xxy(b)
and yyy(d) components, xxx(a) and xyy(c) components at par-
ticular zone, respectively. The profiles of ∆σ∗4,2,xx(e), ∆
σ∗
4,2,xy(f),
and ∆σ∗4,2,yy(g), similar to other TNE behaviours, are all great
than zero around shock wave interface zone but approach zero
where far away from shock wave interface.
E. Shock wave act on a cylindrical bubble problem
The problem of shock wave act on a cylindrical bubble
is a classic 2-dimensional compressible viscous flow53. We
present the simulation by this 2-fluid model. In this compu-
tational domain with 400×150 rectangular grids as shown in
Fig. 25, a Mach 1.2 planar shock impinges on a high density
13
FIG. 17. Profiles of density(a), temperature(b), ux(c), Uy(d), pres-
sure(e), ∆A∗2,xx(f), ∆
A∗
2,xy(g), ∆
A∗
2,yy(h), ∆
A∗
3,1,x(i), and ∆
A∗
3,1,y(j) of compo-
nent A on KHI evolution at Ny = 100 along x direction, at t = 0.14
with Pr = 1.0, respectively.
FIG. 18. Evolutions of
∫ ∫ ∣∣∆A∗2 ∣∣dxdy with various Prandtl numbers:
Pr = 0.8(black line with squares), 1.0(red line with triangles), and
2.0(blue line with circles), respectively.
FIG. 19. The time evolution of the global average TNE strength DA∗
with different Prandtl number: Pr = 0.8(black line with squares),
1.0(red line with triangles), and 2.0(blue line with circles), respec-
tively.
FIG. 20. Density contour along the x direction of RR on a wall with
Pr= 1.0 at t = 6.0. The white lines and white spots represent stream-
line and virtual particles, respectively. The color from blue to red
indicates the increase of density.
FIG. 21. Profiles of density(red line), temperature(black line),
Ux(wathet line), Uy(dark blue line), and pressure(green line) at Ny =
30 along x direction with Pr = 1.0, at t = 0.6.
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FIG. 22.
∣∣∆σ∗2 ∣∣, ∣∣∣∆σ∗3,1∣∣∣, ∣∣∆σ∗3 ∣∣, and ∣∣∣∆σ∗4,2∣∣∣ contours with Pr = 1.0
at t = 6.0, respectively. The color from white to red indicates the
increase of values.
cylindrical bubble. The flow filed is initially divided into three
parts: pre-shock, post-shock, and bubble. The first two parts
have just component A and the third part represent component
B, respectively. Initial conditions are:
(ρ,Ux,Uy, p)Ax,y = (1.0,0.0,0.0,1.0) pre-shock,
(ρ,Ux,Uy, p)Ax,y = (1.34161,0.361538,0.0,1.51332) post-shock,
(ρ,Ux,Uy, p)Bx,y = (5.04,0.0,0.0,1.0) bubble.
Parameters are as follows: mA = mB = 1.0, ∆t = 2×10−6,
∆x = ∆y = 2×10−4, τA = 5×10−6, τB = 8×10−6, IA = 3.0,
IB = 15.0, b = 0.0, c = 0.8, ηA = ηB = 10.0. In this case, in-
flow and outflow boundary conditions are adopted on the left
and right sides of computational domain, and periodic condi-
tionals are imposed on the top and bottom, respectively. From
Fig. ?? we can see the density contours of physical system
in the evolution at three different times, with Pr = 1.0. The
simulation results are accordant with those by other numeri-
cal methods53,55.
IV. CONCLUSIONS
A two-fluid simplified Boltzmann equation based on the
ES-BGK model is derived. Then, a two-fluid DBM based
on the ES-BGK is formulated for compressible flows. Math-
ematically, the model is composed of two coupled DBE.
Each DBE describes one component of the fluid. Physi-
cally, the model is equivalent to a macroscopic fluid model
based on Navier-Stokes equations, and supplemented by a
coarse-grained model for thermodynamic nonequilibrium be-
haviours. The model has flexible Prandtl number and specific
heat ratio.
Five types of typical benchmark tests are given to confirm
the soundness and accuracy of the model. Among which, a
Sod shock tube of two components with different viscosities
and a Sod shock tube of two components with different parti-
cle masses are simulated, respectively, which can not achieve
in Riemann analytical solution and single-fluid DBM. A 2-
dimendional KHI is simulated, and the Prandtl number ef-
fects are investigated. A regular reflection of shock wave is
simulated, and the TNE behaviours are studied. Some hy-
drodynamic and TNE behaviours of KHI evolution, which
are not available in a pure NS model or single-fluid DBM,
are presented. Furthermore, we simulate the problem of 2-
dimensional shock wave act on a cylindrical bubble, which
shows the ability of our new model to describe the two-
component shock problem.
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