Using the well-known free-field formalism for quantum groups 
Introduction
In modern mathematical physics, one of crucial directions of development is the search for models, that are integrable, i.e. can be solved exactly. Having at our disposal sufficiently large toolbox of such models, we may hope to constructively address real world problems, such as non-perturbative phenomena in gauge theories.
Traditionally, integrability of a system is thought to be related to existence of some hidden symmetries, which form a Lie group (see e.g. [6] , [7] , [8] and [9] ). If integrable system under consideration is quantum, then corresponding underlying symmetries also form quantum Lie group.
Recently, a novel way to construct integrable systems, classical as well as quantum, based on some combinatorial data was presented. In this approach, discrete integrable systems are governed by so-called cluster algebras [10] , while continuous integrable systems are governed by cluster varieties [12] .
Thus, it is natural to ask, whether two kinds of structures, that can control integrability, are related, and if so, how. In [3] an explicit construction of map from cluster variety to a Lie group was developed, providing a link in one direction. On the other hand, in [11] natural cluster structures on classical Lie groups were studied.
In this paper we show in case of SL q (N ) quantum group, that quantum group possesses natural structure of quantum X -variety of [2] . Namely, we restrict ourselves to preferred family of coordinate systems on quantum group, which is motivated by Gauss's decomposition of element of classical Lie group. Then equation (4) , defining group subvariety in universal enveloping algebra dictates commutational relations between coordinate functions, which turn out to have form (49) from [2] . Furthermore, independence of group element from the choice of particular coordinate system in the family implies that change from one coordinate system to another is a substitution of the form (56) from [2] (the quantum mutation).
All this poses very intriguing question: can other, less trivial quantum X -varieties be obtained from quantum groups, perhaps, in non-simplylaced cases, or through some reduction procedures? This, however, is out of scope of the present paper.
This paper is organized as follows: in section 2 all the main formulae are presented without any derivations, mainly for ease of future reference, then in section 3 everything is done for the simplest nontrivial case of SL q (2), then in section 4 general construction for SL q (N ) is presented, and plan of exposition largely repeats the one in section 3. Finally, appendix A is devoted to detailed derivation of commutational relations for one parametrization of group element from another and appendix B is devoted to some routine checks about validity of mutation formulae.
Cheatsheet
This section is a brief summary of all the important formulae in the paper. For more detailed explanations, see, for example, next section, where everything is done in the simplest case of SL(2) q .
First, we take the quantum group element g to be of the form of the word of elementary building blocks B(i), each related to some positive-negative pair of simple roots
where each building block B(i) can be expressed in one of the two equivalent forms
≡ w
Here E q (x) is q-exponential, and
are Chevalley generators of the algebra. Square brackets denote auxiliary map from all roots to only simple ones. Equivalence between two building block parametrizations is given by
Quantum group defining equation
then implies the Darboux-like commutational relations on the quantum group parameters (also called elements of the dual algebra).
Furthermore, instead of any B(i) one can use slightly different building block B ′ (i) (which also can be written in one of two equivalent forms)
≡ a
, and quantum substitution of variables, which relates thus obtained g to the old one is of the form of a (quantum) mutation.
assuming mutation occurred in the building block B(i).
We thus conclude that quantum group SL(n) q is naturally a cluster variety, with very simple cluster data [3] :
• The word of roots D, from which seed and frozen seed are constructed is (i denotes i-th positive simple root and i -negative simple root)
• ε ij is almost always zero, only in x-w-and x-y-subspaces it takes the form of a standard Darboux symplectic matrix, e.g
In this section we present all parts of the construction in the simplest case -SL(2) q . Some calculations are shown only in fundamental representation, although we performed computer checks for higher finite-dimensional representations as well.
Quantum algebra's commutational relations and comultiplication rules
In case of SL(2) q there are only one positive root T + , one negative root T − and one Cartan element H. Commutational relations read
and comultiplication rules are
There are two obvious ways to twist generators, associated to roots, which play crucial role in the construction below.
One is to consider (we call it positive twist)
with comultiplication rules
and another is (we call it negative twist)
Note, that twists preserve commutational relations. That means, that if we are working with only positivetwisted generators, or with only negative-twisted generators, we may still choose their fundamental representation to be (like in untwisted case)
Ansatz for group element in two equivalent forms
In this simple case we have only one pair of positive-negative simple roots, hence group element contains only one building block
where B can be chosen to be in one of two equivalent forms. The former is inspired by Fock-Goncharov construction [3] and reads
The latter comes from Morozov-Vinet considerations [1] and reads
In the above formulae E q (x) is q-exponential (known also as quantum dilogarithm)
and q-analogs are defined to be symmetrical
Note also, that we have explicitly used the fact, that in fundamental representation T 2 + = T 2 − = 0, and qexponential is hence quite simple.
For the reasons, that will become clear in section 3.3, T + and T − in these formulae should be twisted like in (12) (otherwise there won't be any solution to quantum group defining equation (4)). The other, negative, choice of twist is needed, when we consider building block B ′ (1). If variables w, x, y and ψ, χ, q φ were commutative, then we could immediately conclude (by equating two different forms of B(1) (18) and (19)), that correct substitution of variables is
but in quantum (non-commutative) case, everything is not so straightforward. We have to assume specific form of commutational relations.
Namely, let's assume, that ψχ = χψ, q φ ψ = q n ψq φ , q φ χ = q n χq φ , and wy = yw, xw = q n wx, xy = q n yx
for some parameter n. Then wxy = yxw, and
and formula (21) is a valid non-commutative substitution of variables.
Commutational relations on the dual algebra from comultiplication
In this section we use quantum group defining equation (4) to determine commutational relations on the dual algebra, following the lines of [1] . Namely, we take g to be of the form (17), where B(1) is taken to be of Morozov-Vinet form (19), substitute it into defining equation and provide such commutational relations for φ, ψ and χ, that the equation becomes valid.
q-Exponent factorization and comultiplication
q-Exponent has an interesting property
which, for convenience, we will also write in terms of 1/q instead of q
Now comultiplication of the part of the group element corresponding to the positive root factorizes as (using (24); recall, that we use twisting convention (12) , hence comultiplication rules (13) apply)
Analogously, using (25) we get for the negative root
Convenient notation
It is convenient to abbreviate frequently occurring combinations of E q , T ± , H and ⊗. Namely, let's define the following notation
Mnemonic behind this is:
• Ψ, X or Φ means, that the expression it denotes depends, respectively, on ψ, χ or φ.
• L in the superscript means that in the expression there is a tensor product, and something non-trivial (Chevalley generator) is in the left part of it.
• Similarly, R means, that something non-trivial is on the right of the tensor product entering the expression.
• Finally, t in the superscript means that tensor product involved is "twisted", that is the trivial piece of the tensor product is multiplied by q H to a certain power.
Solution of defining equation
Using the notation (28), comultiplication rules (26) and (27), together with obvious comultiplication rule for the exponent of Cartan element, can be expressed as
Now, left and right hand side of defining equation (4) are equal, respectively
We immediately see that if
then (30) coincides with (31). Equation (33) is satisfied if
First of (32) is satisfied if
which implies
Similarly, second of (32) is satisfied if
Let's write commutational relations just obtained all on one line
Thus, our ad hoc suggestion (22) proved to be true for commutational relations on ψ, χ and φ, with n = 2. Now if (21), understood as quantum substitution of variables, is correct, then commutational relations for x, y and w are also of the form (22), also with n = 2 xw = q 2 wx, xy = q 2 yx, wy = yw
Hence, formula (21) is indeed a full non-commutative change of variables on the dual algebra of the quantum group SL q (2).
Alternative ansatz for group element
We can use different form of the building block in the ansatz for the group element.
where building block can be again expressed in two forms
Note, that although the form of T ± in this formulae appears to be the same as in (18) and (19), here they are twisted negatively, like in (14). That is, one should be very careful when writing formulae, which include both types of ansaetze (for example, the ones in Appendix A, where we derive commutational relations on α, β and γ from the ones obtained in 3.3 for χ, ψ and φ), as they include additional factors of q H where appropriate. Again, naive commutative relation between (a, b, c) and (α, β, γ) can be lifted to the full non-commutative relation
provided the following commutation relations hold
for some n.
Relation between MV-type ansaetze
Comparing (19) to (42), one can write the following four equations
First three are sufficient to express α, β and γ through χ, ψ and φ, while the fourth provides consistency check.
One can further verify that the form of the commutation relations is preserved by this change of variables, i.e.
The details of the derivation of this commutational relations can be found in Appendix A
Relation between FG-type ansaetze
Comparing (18) to (41) and then solving the obtained equations, one can express relation between ansaetze, corresponding to different root orders, in a particularly nice form
in which one readily recognizes the quantum cluster transformation (also called the mutation).
Taking
The details of the derivation of (49) are presented in Appendix B.1.
SL q (N ) case
In this section describes the construction for arbitrary A q n = SL q (N ) quantum group. If you find the discussion too general, you may wish to read SL q (2) section, and corresponding appendices first.
Quantum algebra's commutational relations and comultiplication rules
Chevalley basis consists of n positive roots, n negative roots and n cartans. Their (quantum) commutational relations are given by
There are also commutational relations associated with Serre relations, but they are left out of the scope of this paper.
Comultiplication rules are as follows
Again, we may twist each pair of generators T +i T −i independently in two of the following ways: 'positively'
or 'negatively'
and the comultiplication rules, correspondingly, read
or
If we are working in fundamental representation, and if we restrict ourselves to considering only 'positively' or only 'negatively' twisted generators, then we may disregard q Hi factors and represent our algebra as follows:
• T +i is N × N matrix of zeroes, except at i-th row i + 1-th column there is 1.
• T −i is N × N matrix of zeroes, except at i + 1-th row i-th column there is 1.
• H i is N × N matrix of zeroes, except at i-th row, i-th column there is 
Hence, in order to express arbitrary group element, we must either use all the roots, or use simple roots multiple times.
We propose the following, somewhat redundant, parametrization of the group element
where each building block B(i) can be in one of two equivalent forms Morozov-Vinet one
or Fock-Goncharov one
where T ± 's are twisted 'positively' (see (53)).
Square bracket map. Here square brackets around the index i denote, which simple root we should take for which index. (Clearly, number of indices
is larger, than the number or simple roots, which is n) Namely:
• for first n indices we must literally take i-th simple root for i-th index;
• for next n − 1 indices we must take (i − n)-th simple root for i-th index;
• for yet next n − 2 indices we must take (i − n − (n − 1))-th simple root for i-th index;
• and so on.
Here are the examples of this 'square-bracket' map for first few n:
• n = 1: 
Relation between MV and FG ansaetze
If one assumes that ψ i , χ i and φ i commute in a particular way, and also w i , x i and y i commute in a particular way, which will turn out to be the case, then it is easy to write a formula, that connects parameters of MV-ansatz for the building block to the parameters of FG-ansatz.
Namely, let's assume, that (note the similarity with (22) of SL q (2) case)
Then from (51)
and similar for y i and T −i , one gets that
where in the last transition we used the proposed form of commutational relations (60). Comparing (63) with (58) one clearly sees, that
which is a straightforward generalization of (21). Note, that here we've shown it to hold in arbitrary representation, not just fundamental.
Commutational relations from comultiplication
Now we must see, that our assumption on the form of commutation relations (51) is indeed true. So we almost literally reproduce the logic of section 3.3 here, only in SL q (N ) case.
q-Exponent factorization of comultiplication
Factorization property parallels the one of SL q (2) case (see (26), (27)), only with indices inserted accordingly
Convenient notation
Again, it is convenient to define a symbolic notation similar to SL q (2) case, except everything also has indices now
Solution of defining equation
Comultiplication relations (65) and (66) now may be written as
Left and right hand side of defining equation (4) are equal, respectively
and, furthermore,
then (69) can be brought to the form
and this expression can be brought to the form (70), provided following holds
where ΨX Φ is not a product of 3 expressions, but a wildcard, in this place of which any of Ψ, X or Φ can actually stand.
Solving (71) is analogous to solving (32), one gets
Solving (72) (cf. solution of (33)) yields
It is important to note, that since we always commute 'left' exemplars of Ψ, X , Φ with 'right' exemplars of Ψ, X , Φ, additional terms, coming from Serre relations, do not arise. Thus, commutational relations just obtained can be written as
which is consistent with our initial assumption on the form of commutational relations (60). From this commutational relations, using the transformation (64) one can show that commutational relations on w's, x's and y's also have the desired form
thus proving the validity of (64) itself, as a non-commutative change of variables.
The cluster variety data
Looking at the commutation relations (79) one can already recognize the appearance of quantum X -variety structure of [2] , and read off the corresponding cluster data. Namely, vector of integers d is in fact vector of ones, since our group is simply laced. Then, comparing of ansatz for the group element (57) with map to group, presented in section 3 of [3] , we see, that seed J and frozen seed J 0 correspond to the following word D of simple roots
where i denotes i-th positive simple root, and i -corresponding negative simple root. Finally, the skew-symmetric matrix ε is nonzero only in x-y and x-w subspaces and there takes the form of a standard symplectic form
Relation between FG-type ansaetze
Analogously to SL q (2) case, one can consider different parametrization of a building block B ′ (i)
In order for (82) to be equal to the other parametrization (59), we must have the following relation between parameters
And again, for this to be valid, the following equation should hold
Since, we change only the variables associated with i-th index, essentially we are reparametrizing some SL q (2) subgroup of SL q (N ), so for details see appendix B.
Note, that here we've in fact considered only simplest possible changes in FG parametrization. In FG construction it is also possible to perform mutations in other directions. Roughly speaking, these other mutations should correspond to to the interchange of T + [i] with T − [i], that are not in the same building block B(i). However, it is now not clear how to precisely do that, so this is the subject of further investigation.
Reduction to 2n symplectic leaf
It is clear, that if we consider only subalgebra of functions of first n x i 's and first n w i 's, it is closed under commutational relations (79). This means, that it defines a 2n-dimensional submanifold in quantum group SL q (N ). Points of this manifold can be explicitly parametrized as
Taking the limit q → 1 in this expression, one readily recognizes parametrization of 2n symplectic manifold of a Lie group from [5] , on which a relativistic Toda chain lives.
Thus, it is natural to think, that on g 2n a q-deformation of relativistic Toda chain system lives.
Conclusion
In this paper we looked at SL q (2) and SL q (N ) quantum groups through the lens of Morozov-Vinet construction of free-field representation of quantum group element [1] . Namely, by a clever choice of order of factors, we ensured that classical limit q → 1 of a group element g looks like Fock-Goncharov map of a cluster variety into a Lie group [3] . We demonstrated, that some different choices of MV parametrization are equivalent and related by quantum cluster mutations. We also showed, how to make a reduction to a quantum version of 2n Poisson submanifold, on which a natural integrable system thus lives [5] . We interpret our results as strongly indicating that quantum group SL q (N ) naturally caries the structure of a quantum cluster variety, in fact with very simple cluster data. Also, as an experiment, all versions of LaTeX source of this article, as well as photos of some drafts of calculations, used in preparation and some Mathematica plain-text files (conveniently usable through corresponding Emacs mode), will be available as a publicly read-accessible Git repository, at https://github.com/mabragor/quantum-group-looks.git A Commutational relations on (α β γ) from that of (χ ψ φ)
Recall, that (α β γ) is expressed through (χ ψ φ) via formula (47)
First, we want to check, that, given this, the fourth equation of (46) also holds. For this we take as input, that commutational relations (38) hold. Indeed
To transform the expression further, we need two auxiliary elementary facts
So we get (this can be seen by representing 1 + q −φ/2 ψq −φ/2 χ −1 as infinite series and commuting q −φ/2 χ with all individual monomials
The first summand in the square brackets can be simplified as
and we finally get
which completes the check. Second, we want to derive commutational relations on (α β γ) from commutational relations on (χ ψ φ). First, note that if
for some n, then also
and analogous statement is valid for α (except we consider αq β/2 in place of q β/2 γ) Then, using explicit expressions (47) we may write
so it turned out that n = 1. And ditto for α
so n here also equals 1. The only thing that remains to be shown, is that α and γ commute. For that, let's note that if
for some m, then
Indeed,
Now, one easily sees, that
so m = 0.
B Mutation formulae
This derivation is straightforward, yet it is example of calculation, which already contains some peculiarities, which typically arise when doing non-commutative algebra, hence we present it here in very detailed form. We start from the following equations, which come from equating (18) to (41)
(99)
(100)
From second equation we get (multiplying both sides by c to the right)
which, using the first equation allows us to state that
where we used commutational relations (39). Analogously, multiplying both sides of the third equation by a to the left, we get
which, using the first equation leads
Now the trickiest part is to calculate the expression for b. Naively, one would want to multiply the first equation by a −1/2 to the left and by c −1/2 to the right, get b 1/2 and then square it. However, calculating a
is not as simple as taking the product of square roots of both factors
instead there is this q-Exponential formula (113), which one will need when doing calculation in arbitrary representation. Failure to notice this peculiarity easily leads to incorrect expression for b
Here, on the other hand, we can simply observe, that
and then, using the first equation
The check, that the fourth equation is valid is trivial, we do not present it here.
B.2 SL q (2) general case
Formula for a H As was mentioned above, one should be careful, when writing down formula for a n in terms of w.
First few examples
and in general we get
and the last expression can be easily generalized for matrix-valued n's. We are specifically interested in 
Note, that T ± 's were expressed throughT ± 's differently at the l.h.s and the r.h.s. We've checked in Mathematica explicitly, that this equation holds for first 20 symmetric representations, but the general proof is still missing.
Remarks on infinite-dimensional representation Here we provide example of check of mutation equation for infinite dimensional representation.
Generators H andT ± 's can be represented as differential operators, either acting on space of functions of x and y; 
Here ∂ q x is a (symmetric) q-derivative w.r.t x (analogously for y) and M q is operator of dilation of x ∂ q x f (x) = f (qx) − f (x/q) q − 1/q , M q f (x) = f (qx) (
We will consider representation, corresponding to highest weight x −2 in both representations (in second representation we then must put j = −1).
After that, in basis x −2+k , k = 0, 1, 2, . . . generators become semi-infinite matrices 
and it is straightforward to calculate q-Exponential building blocks in equation (116) (we write formulae for element in i-th row j-th column, when it's nonzero)
where n k denotes quantum binomial coefficient.
Then, n-m-th matrix element of equation (116) , in region where m ≥ n, is the following equality between hypergeometric functions (for simplicity we provide formula for q = 1) 
If we put m = n + k, for each particular choice of n this becomes elementary function in x and k, so we checked, that the equality (122) holds for first 25 n and arbitrary x and k.
Generalization to q = 1 seems straightforward (just substitute all functions by their q-analogs), however, we didn't perform any checks in this case.
