Abstract-Polar coding is a code construction method that can achieve the capacity of symmetric binary-input discrete memoryless channels (B-DMC). Polar codes in standard form are non-systematic polar codes (NSPCs). The codes are susceptible to error propagation under successive cancellation (SC) decoding while systematic polar codes (SPCs) are more robust against error propagation. SPCs may be considered as a generalization of NSPCs. Here，we demonstrate the performance advantages of SPCs over NSPCs under SC decoding.
I. INTRODUCTION
Polar coding is a code construction method that can achieve the symmetric capacity ( ) I W of binary-input discrete memoryless channels [1] , and polar codes in standard form are NSPCs. The codes originally introduced in [1] are a class of non-systematic linear block codes. Any linear code can be turned into a systematic code. Hence, NSPCs can also be encoded systematically. However, it is unclear if this can be done while retaining the low-complexity nature of polar coding [2] . It is also not clear if polar codes encoded systematically have advantages over those encoded non-systematically in terms of performance. The encoding methods of NSPCs and SPCs are introduced. The encoding method of SPCs preserves the low-complexity nature while guaranteeing the same frame error rate (FER) [2] . The method is also applicable to turbo-style receiver designs and Reed-Muller codes. Simulation results show that SPCs have better performance of bit error rate (BER) than NSPCs while they have same FER performance.
II. NON-SYSTEMATIC POLAR CODES
Let code length N=2 n , n=1,2,...., and information block length K,then code rate R=K/N. Given a B-DCM :
and  denote the input and output alphabets respectively and its transition probability is denoted by W(y|x).We write j i u to denote the vector 1 ( , , , )
are got by performing channel combining and splitting operations on N independent uses of W and
When the code length N is sufficiently large, the fraction of clean channels turns to be close to the symmetric capacity ( ) I W and others are completely unreliable. In fact, polar codes of dimension K are constructed by assigning K information bits on the K most reliable subchannels
Information bits set I is the set of those channels, i.e., ,
The frozen bits set is denoted by the complementary set of I,i.e., I
c .The reliability of
estimated by using Bhattaharyya parameter [1] for binary erasure channel (BEC). While the reliability can also be computed by density evolution or Gaussian approximation method for other channels [3] [4]. For a given N, polar codes are encoded in the same manner, namely GN is the generator matrix of order N, defined as
Where BN is a bit-reversal permutation matrix,
, and n  is the n-th Kronecker power.
Since the information bits are assigned to the side of source block I u not the side of code block 1 N x , polar codes with this scheme are NSPCs [5] .
As mentioned in [1] , SC decoder is considered to generate its decision 
, In order to consider various possible systematic encoders for the code, as specified by a non-systematic encoder as in (6) [2] . In this case, after computing 
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IV. PERFORMANCE ANALYSIS
In this part, sufficient evidence is provided to conclude that SPCs are better than NSPCs. Simulations reported here were conducted using polar codes with different code lengths and code rates over an additive white Gaussian noise (AWGN) channel. We employed the same SC decoder [1] for both SPCs and NSPCs. The modulation was binary phase shift keying (BPSK). For non-systematic encoding, the decoder stopped after producing an estimate u  of u and A u  as output; for NSPCs, BER and FER statistics were compiled by computing uA and The simulation results of BER performance of SPCs and NSPCs based on 3×3 kernel matrix [6] are also given in Fig. 4 . The results also indicates that SPCs have better BER performance compared with NSPCs. Here, the list size of successive cancellation list decoder is set to 32. It is surprising, however, that any decoding errors in u 
