Consider a relay cascade, i. e. a network where the source node, the sink node and a certain number of intermediate relay nodes are arranged in a line. We assume that adjacent node pairs are connected by error-free (q + 1)-ary pipes. Following communication scenario is treated. The source and a subset of the relays wish to communicate independent information to a common sink under the condition that each relay in the cascade is half-duplex constrained. We introduce a simple channel model for half-duplex constrained links and provide a coding scheme which transfers information by an information-dependent, nondeterministic allocation of the transmission and reception slots of the relays. In case of a relay cascade with a single source, the coding strategy is capacity achieving. Numerical values for the capacity of cascades of various length are provided and it turns out that the capacities are significantly higher than the rates which are achievable with a deterministic time-sharing approach. If the cascade includes a source and a certain number of relays with own information, the strategy achieves the cut-set bound given that the rates of the relay sources fall below individual thresholds. Hence, a partial characterization of the boundary of the capacity region follows. For cascades composed of an infinite number of half-duplex constrained relays and a single source, we derive an explicit capacity expression. Remarkably, the capacity for q = 1 is equal to the logarithm of the golden ratio. We finally show that the proposed coding strategy is superior to network coding in case of the wireless, half-duplex constrained butterfly network.
I. INTRODUCTION
A relay cascade is a network where the source node, the sink node and a certain number of intermediate relay nodes are arranged in a line. In this paper we consider the problem that a source node and an arbitrary but fixed number of relay nodes wish to communicate independent messages to a common sink under the condition that each relay is half-duplex constrained, i. e. is not able to transmit and receive simultaneously. Throughout the paper, we assume that adjacent node pairs are connected by error-free (q + 1)-ary pipes what offers the advantage to gain a better understanding of half-duplex constrained transmission without having to distinguish which effects are due to channel noise and which result from the half-duplex constraint. Moreover, the problem becomes more feasible since combinatorial arguments can be used instead of statistical arguments.
How could we construct an efficient coding scheme which takes the half-duplex constraint into account? A first approach would probably be to define a protocol such that the time-division schedule is determined a priori. Under this assumption, the capacity or rate region of various half-duplex constrained relay channels [2] , [3] and networks [4] has been determined. We will show that time-sharing falls considerably short of the theoretical achievability or, conversely, higher rates are possible by an information-dependent, non-deterministic allocation of the transmission and reception slots of the relays.
The meaning of information-dependent allocation scheme is illustrated in following example. Let W 0 = {0, . . . , 7} be a message set. In each block i = 1, 2, . . . of length 4, the source wishes to communicate a randomly chosen message w 0 (i) ∈ W 0 to the destination via a single half-duplex constrained relay node. The alphabet of both source and relays equals {0, 1, N} where "N" indicates a channel use without transmission and {0, 1} is a q = 2-ary transmission alphabet. Let x 0 (i) be the codeword chosen by the source encoder to represent w 0 (i) in block i and let x 1 (i) indicate the codeword chosen by the relay encoder for representing w 0 (i − 1) in block i. The coding scheme is illustrated in Table I . The source encoder maps each message w 0 (i) to x 0 (i) by allocating the corresponding binary representation of w 0 (i), i. e. three bits, to four time slots. The precise allocation of the three bits to four slots is determined by the first two binary digits of codeword x 0 (i − 1). Based on the first two binary digits of the noiselessly received codeword x 0 (i), the relay encoder determines which time slot to use for transmission in x 1 (i + 1). The binary value to be transmitted in x 1 (i + 1) is equal to the third bit in x 0 (i). Hence, the relay encodes a part of its information in the timing of the transmission symbols. Since the source encoder knows according to which scheme the transmission slot is determined by the relay, it can allocate its three new bits in x 0 (i + 1) to those slots in which the relay is able to listen. Clearly, the sink can figure out the message from the received relay codeword by considering the position of the transmission symbol and its value. Thus, a rate of 0.75 bit/use is achievable. By allowing arbitrarily long codewords, we will show that the strategy approaches 1.1389 bit/use which is also the capacity of the single relay cascade with half-duplex constraint when the transmission alphabet is binary. The example suggests that information encoding by means of timing is beneficial in the context of half-duplex constrained transmission. A similar example for q = 1 was shown in [5] . In [6] , Kramer applied the achievable decode and forward rates of the relay channel due to Cover and Gamal [7] to a half-duplex constrained relay channel and noticed that higher rates are possible when the transmission and reception time slots of the relay are random. The randomness results from the fact that one can send information through the timing of operating modes. Timing is not a new idea in the information theoretical literature and has already been used in conjunction with queuing channels. Anantharam and Verdú showed [8] that encoding information into the distances of arrival to the queue achieves the capacity of the single server queue with exponential service distribution. The analog in discrete-time was analyzed in [9] .
In Section II we introduce a channel model which captures the half-duplex constraint in a simple way. A coding strategy based on allocating the transmission and reception time slots of a node in dependence of the node's previously received data is introduced in Section III. In Section IV the performance of the coding strategy is analyzed what yields several capacity results. In case of a relay cascade with a single source, it will be shown that the coding strategy is capacity achieving, i. e. approaches a rate equal to
where m − 1 indicates the number of relays and X i and Y i are the sent and received symbol of relay i. If the cascade includes a source and a certain number of relays with own information, the strategy achieves the cut-set bound given that the rates of the relay sources fall below individual thresholds. Hence, a partial characterization of the boundary of the capacity region follows. For cascades composed of an infinite number of half-duplex constrained relays, we show that the capacity is given by
Remarkably, C ∞ (1) is equal to the logarithm of the golden ratio. In Section V the capacity results are applied to various special cases. In particular, we transform (I.1) into a convex optimization program with linear objective and provide numerical solutions for C m−1 (q) for different values of m and q. In case of a single relay channel with source and relay source, an explicit expression of the cut-set bound and of the achievable segment on the cut-set bound will be stated. We finally show that the proposed coding strategy is superior to network coding in case of the wireless, half-duplex constrained butterfly network.
II. NETWORK MODEL
We consider a discrete memoryless relay cascade as depicted in Fig. 1 . The underlying topology corresponds to a directed path graph in which each node is labeled by a distinct number from V = {0, . . . , m} with m > 0. The integers 0 and m belong to source and sink, respectively, while all remaining integers 1 to m − 1 represent half-duplex constrained relays, i. e. relays which cannot transmit and receive at the same time. The connectivity within the network is described by the set of edges E = {i × (i + 1) : 0 ≤ i ≤ m − 1}, i. e. the ordered pair i × (i + 1) represents the communications link from node i to node i + 1. The output of the ith node, which is the input to channel i × (i + 1) is denoted as X i and takes values on the alphabet X = {0, . . . , q − 1} ∪ {N} where Q = {0, . . . , q − 1} denotes the q-ary transmission alphabet while "N" is meant to signify a channel use in which node i is not transmitting. The input of the ith node, which is the output of channel (i − 1) × i is denoted as Y i . Each message w 0 , sent via multiple hops from node 0 to m at a transmission rate R 0 , is uniformly drawn from the index set W 0 = 1, 2, . . . , 2 nR0 where n is the block length of the coding scheme. Besides forwarding previously received information, an arbitrary but fixed number of relay nodes also act as sources, i. e. each relay v ∈ V s intends to transmit own messages at rate R α(v) from W α(v) = 1, 2, . . . , 2 nR α(v) to the destination where V s summarizes all relays with own messages and source node 0. Note that the bijection α : V s → {0, . . . , |V s | − 1} numbers the elements of V s according to the order in which they appear in the cascade. Again, the transmission scheme is multi-hopping since the information flow associated with a particular message w α(v) ∈ W α(v) has to pass all nodes between the corresponding (relay) source v and the destination.
The output symbol of channel (i − 1) × i is given by
where 1 ≤ i ≤ m. Channel model (II.1) captures the half-duplex constraint as follows. Assume relay i is in transmission mode, i. e. x i ∈ Q. Then relay i hears itself (Y i = X i ) but cannot listen to relay i − 1 or, equivalently, relay i and relay i − 1 are disconnected. However, if relay i is not transmitting, i. e. x i = N, it is able to listen to relay i − 1 via a noise-free (q + 1)-ary pipe (Y i = X i−1 ). The sink listens all the time, i. e. x m is always equal to N, and therefore its input is given by Y m = X m−1 .
Another interpretation of the channel model is that the output of relay i controls the position of a switch which is placed at its input. If relay i is transmitting, the switch is in position 1 otherwise in position 2 (see Fig. 1 ). Since a pair of nodes is either perfectly connected or disconnect, we obtain a deterministic network with p(y 1 , . . . , y m |x 0 , . . . , x m ) ∈ {0, 1}.
III. A TIMING CODE FOR LINE NETWORKS WITH MULTIPLE SOURCES

A. General Idea and Codebook Sizes
A coding strategy is introduced which relies on the observation that information can be represented not only by the value of code symbols but also by timing the transmission and reception slots of the relay nodes.
The encoding technique applied at the source and the relays is as follows. The source uses a (q + 1)-ary alphabet X for encoding without transmitting information in the timing of the symbols while relay i represents information by the qary transmission alphabet Q combined with allocating n i transmission symbols to the transmission block. Then, at most q nm−1 n nm−1 different sequences x m−1 of length n can be generated by relay m − 1 where q nm−1 denotes the number of distinctive sequences when the q-ary symbols are located at fixed slots while n nm−1 denotes the number of possible slot allocations. Due to the half-duplex constraint, the effective codeword length of relay m − 2 reduces to n − n m−1 . This results from the fact that relay m − 1 cannot pay attention to relay m − 2 when relay m − 1 transmits and, therefore, the number of length n sequences producible by relay m − 2 is at most q nm−2 n−nm−1 nm−2
. The same argumentation holds for each relay in the cascade. In general, relay i ∈ {1, . . . , m − 1} is able to generate q ni n−ni+1 ni distinctive sequences where n m = 0 since the sink listens all the time. Finally, the effective length of the source codeword is n − n 1 what enables the source to generate (q + 1) n−n1 different sequences x 0 . Next, the maximum size of W 0 , W 1 , . . . , W |Vs|−1 is given. Since the node with the least number of available sequences is obviously a bottleneck in the cascade from source to destination, we immediately obtain an upper bound on |W 0 | which is
Both the source and the relay sources choose their messages uniformly and independent of each other. Hence, relay source v is required to have
i=0 |W i | sequences available in order to represent an arbitrary set of arriving messages together with an own message. Consequently, for all v ∈ V s \ {0} we obtain
where the minimization in (III.2) yields the bottleneck, i. e. the least number of available sequences, between relay source v and the destination. It is clear that the information forwarded by node v − 1 in block b − 1 has to determine the slot allocation used by node v in block b. Otherwise, node v − 1 would not know when transmission in block b is possible without collision where collision means that at least one transmission of two adjacent nodes occurs in the same time slot. In particular, if node v is a relay source, the selected transmission pattern is not allowed to depend on w α(v) . Thus, the message sets have to satisfy for all
B. Example
We now illustrate the ideas introduced in the previous section by constructing a code for a relay cascade with V = {0, . . . , 3} and V s = {0, 2}. The transmission alphabet is binary, i. e. q = 2, and the code parameters are n = 4, n 1 = 1, n 2 = 2. According to (III.1) to (III.3), the maximum size of the message sets is |W 0 | = |W 1 | = 4 what corresponds to a sum rate of 1 bit per use. Table II depicts possible codebooks C 0 , C 1 , C 2 for nodes 0, 1 and 2, respectively. The codewords in the first row are used for representing source index 0, the codewords in the second row for representing source index 1 and so forth. The last row emphasizes that a codeword x k (i) ∈ C k , which is sent in block i by node k, represents a message w 0 (i − k) injected by the source encoder in block i − k with k ∈ {0, 1, 2}.
Let us first consider C 2 . Four out of six possible transmission patterns are shown where a binary transmission slot is marked with B ∈ {0, 1}. Node 2 uses each transmission pattern for representing a particular source message w 0 ∈ W 0 . Own messages w 1 ∈ W 1 are encoded by transmission symbols B. Each transmission pattern is identified with a unique color r ∈ {a, b, c, d}. Next, C 1 is considered. Since node 1 knows the message w 0 to be forwarded by node 2 as well as codebook C 2 , it can always figure out both time slots t 1 and t 2 in which node 2 listens. Let x 1t1 , x 1t2 ∈ {0, 1, N} denote the symbols used by node 1 in t 1 and t 2 for encoding a particular source message. Following mapping
. By allocating all possible values of (x 1t1 , x 1t2 ) to the listen slots of pattern r ∈ {a, b, c, d} and, further, by requiring that node 1 is quiet when node 2 sends a binary symbol B, we obtain the codewords in C 1 which are colored by (r, s). Color s ∈ {e, f, g} labels the different transmission patterns in C 1 while color r clarifies the coding strategy, i.e. when node 2 uses a pattern with color r node 1 uses a codeword whose first color is equivalent to r.
Finally, we consider C 0 . In each transmission block, source node 0 can use three time slots t 1 , t 2 and t 3 for encoding since node 1 sends once per block. Let x 0t1 , x 0t2 , x 0t3 ∈ {0, 1, N} denote the symbols used by node 0 for encoding a particular message w 0 ∈ W 0 . We use a similar mapping as before, i. e. z : (N, 1, N) . Now, by allocating all possible values of (x 0t1 , x 0t2 , x 0t3 ) to the listen slots of codewords in C 1 whose second color is s and, further, by requiring that node 0 is quiet when node 1 transmits, we obtain all codewords in C 0 which are colored with s. It should be noted that merely four from 27 possible sequences are used in mapping z. Hence, C 0 could be designed such that node 0 is able to send ⌊27/4⌋ additional messages to a sink at node 1 at a rate of 0.6462 bit per use. In summary, the source encoder applies following strategy. Based on message w 0 (i − 2), the first color r of codeword x 1 (i) is determined. Subsequently, based on this information, the source determines the second color s of x 1 (i) by means of w 0 (i − 1). This color tells node 0 from which column the new codeword has to be picked, namely from a column whose codewords are colored with s. The precise choice within that column depends on the new source message w 0 (i).
C. Rate Region
We now turn towards gaining an achievable rate region R from the expressions derived in section III-A. Following abbreviations are used for the relative reception time and relative transmission time of relay i:
Important tools in order to relate combinatorial expressions to information theoretic expressions are delivered by the method of types [10] . An example very useful for the problem considered here is [11, Th. 1.4.5]
where H(p i ) denotes the binary entropy function. By (III.4) and the standard definition of transmission rate, which is R i = log |W i |/n, we obtain from (III.1) to (III.3) for n → ∞ R 0 ≤ min p 1 log(q + 1), min
Further simplifications are possible by taking into account the optimal structure of the marginal distributions p X0X1 , . . . , p Xm−1Xm as shown in Tables III and IV. The zero probabilities in Table III and IV result from following consideration. Assume
relay i is transmitting, i. e. x i ∈ Q. According to the underlying channel model, relay i is not able to detect the input of node i − 1 and, consequently, node i − 1 should not transmit when node i already transmits. Or, to be more precise, a channel input pair x i−1 , x i is negligible if it produces the same channel output pair y i , y i+1 as another channel input pair and this with the same probabilities. Hence only one non-zero entry remains in each of the first q columns of Table III and IV whereas the assignment of the non-zero entry within a column is not unique from an information theoretic viewpoint. However, from an engineering point of view, the assignment as depicted in both tables is reasonable since node i − 1 should not transmit and, therefore, waste transmit power when its input cannot be detected by node i. As a simple consequence of the zero probability assignment, we have the relation p Xi−1Xi (N, k) = p XiXi+1 (k, N) for all k ∈ Q and 1 ≤ i ≤ m − 1.
Let us now address the numerical values in Table III and IV. Consider the time slots of a block in which the first relay listens. During this fraction of time, the source should make optimum use of the channel by encoding with uniformly distributed input symbols. Hence, p X0X1 (k, N) = p X0X1 (l, N) for all k, l ∈ X and by taking into account the relative frequency of the transmission symbols, we have p X0X1 (k, N) = p 1 /(q + 1). Moreover, in order to achieve the maximum information flow from relay i − 1 to node i or, likewise, from the fact that a permutation of the transmission symbols x i−1 ∈ Q obviously yields the same information flow, we can choose p Xi−1Xi (k, N) = p Xi−1Xi (l, N) for all k, l ∈ Q. Due to the relative frequency of transmission symbols within a block, we have p Xi−1Xi (k, N) =p i−1 /q for all k ∈ Q where 2 ≤ i ≤ m.
It is now fairly easy to check that following equalities hold
(III.9)
From (III.5) to (III.7) together with (III.8) and (III.9), we obtain
where R p for n → ∞ is given by
IV. CAPACITY RESULTS
In this section we shall investigate the optimality of the coding strategy. We start by applying the information theoretic cut-set bound [12, chap. 14.10 ]. An upper bound on the sum rate
where M = P ({v + 1, . . . , m − 1}) and S c is the complement of S in {v + 1, . . . , m − 1}. Since our network model is deterministic, (IV.1) simplifies to
Now assume that S is nonempty and let i ∈ {v + 1, . . . , m − 1} denote the smallest integer in S. By the chain rule for entropy, we can expand
Now comes the crucial step. For each cut S with smallest entry i we can find a cut 
where the last inequality follows from the fact that conditioning reduces entropy. Therefore, we obtain following expression for the cut-set boundC
Obviously, C ⊆C where C denotes the capacity region. If C andC are restricted to rate vectors R whose elements satisfy (III.7) then R as defined in (III.10) and (III.11) equalsC and, consequently, C ⊆ R what gives R = C. These considerations yield Theorem 1: A part C ′ of the capacity region C of a noise-free relay cascade with |V s | sources and m − 1 half-duplex constrained relays is given by
i. e. if the elements of R satisfy R α(v) ≤p v log q for all v ∈ V s \ {0}, then (IV.7) yields the corresponding boundary points of C for some joint distribution p X0...Xm .
Corollary 1: The capacity of a noise-free relay cascade with a single source-destination pair and m−1 half-duplex constrained relays is given by C m−1 (q) = max
where q equals the number of transmission symbols.
Corollary 2: If R is an element of the region defined by Theorem 1, then it can be assumed without loss of optimality that the channel inputs X 0 , . . . , X m form a Markov chain. Proof: Theorem 2 is proved in the Appendix.
Proof: Note that H(Y
Remarks: i) In order to achieve C ∞ (q) it follows from equation (A.6) that each relay has to transmit τ percentage of the time where
ii) C ∞ (1) = 0.6942 bit per use is equal to the logarithm of the golden ratio. Also remarkable, C ∞ (2) is exactly 1 bit per use. iii) The maximum achievable rates with time-sharing and, thus, no timing are given by R ts (q) = log 2 √ q + 1 bits per use. For q = 1, 2 we have 0.5 and 0.7925, respectively. Since C ∞ (q) is obviously a lower bound on the capacity of each finite length cascade, a comparison of the time-sharing rates with C ∞ (1) and C ∞ (2) shows that time-sharing falls considerably short of the theoretical achievability for small transmission alphabets. For very large transmission alphabets the gap between time-sharing and timing becomes negligible, i.e. lim q→∞ (C ∞ (q) − R ts (q)) = 0.
V. NUMERICAL EXAMPLES
In this section we shall provide numerical capacity results for various scenarios by means of Theorem 1 and Corollary 1. In particular, we show how to obtain the capacity of a half-duplex constrained relay cascade with one source-destination pair for an arbitrary number of relays. Further, in case of a single relay cascade with source and relay source, an explicit expression of the region due to Theorem 1 is derived. Throughout the section, the base of log is assumed to be two.
A. One Source
Let us first consider a relay cascade with V = {0, 1, 2}, V s = {0} and q = 2, i. e. source node 0 intends to communicate with sink node 2 via the half-duplex constrained relay 1. By Corollary 1 and the optimum input pmf stated in Table III , we have C 1 (2) = max
Problem (V.1) exhibits a single degree of freedom. Since the maximum does not occur in the maximum of one of the two (concave) functions, the problem is readily solved by finding a p X1 (N) which satisfies p X1 (N) log 2 3 = H(X 1 ) (see Fig. 2 ). The optimum value for p X1 (N) equals 0.7185 which yields
Remarks: i) Assume the relay does not have the capability to decide whether the source has transmitted or not, i. e. p X0X1 (N, N) = 0.
Nevertheless, an identical approach shows that the capacity under this assumption is still 0.8295 bit per use, i. e. greater than the time-sharing rate of log 2 √ 3 bit per use. ii) For q = 1, the outlined procedure yields C 1 (1) = 0.7729 bit per use achieved by p X1 (N) = 0.7729. The capacity value of this specific case has also been obtained in [13] . Therein, the focus was not on half-duplex constrained transmission but on finding the capacity of certain classes of deterministic relay channels. In [5] , the same channel model was considered and the author noticed that the capacity is greater than 0.5 bit per use though a half-duplex constrained relay is modeled. A simple coding scheme was outlined which approaches 2/3 bit per use. In order to compute C m−1 (q) for m > 2, we transform (IV.8) into a convex program with linear cost function H(Y 1 |X 1 ) and convex equality constraints H(
3 . The resulting program reads as maximize p 1 log(q + 1)
By adopting a standard algorithm for constrained optimization problems, the capacity C m−1 (q) was computed for various values of m. A brief summary is given in Table V . The last row contains the corresponding time-sharing rates. Remark: In the previous remark, we noticed that timing in the single relay case yields better rates than time-sharing also under the constraint p X0X1 (N, N) = 0. However, this is not true for a cascade composed of two or more half-duplex constrained relays. The reason lies simply in the fact that the relays cannot encode parts of their information by means of the slot allocation since the subsequent relay is not able to recognize when nothing was sent. Hence, the optimum strategy is time-sharing in case of a multiple relay cascade constrained by p Xi−1Xi (N, N) = 0 for m > 1.
B. Two Sources
The considered relay network is characterized by V = {0, 1, 2}, V s = {0, 1} and q = 2. By Theorem 1, a part of the capacity region's boundary is given by
for some p X0X1 4 . We will first derive an explicit expression of the cut-set bound characterized by (V.4) and (V.5). Two cases have to be considered depending on whether an optimum input pmf for the source or the relay source is used.
An optimum input pmf for the relay source is shown in Table VI . It yields a maximum sum rate H(X 1 ) of log 2 3 bits per use for all y ∈ [0, 1/6]. Thus, H(X 1 ) ≥ H(X 0 |X 1 ). The maximum of H(X 0 |X 1 ) equals 1 3 log 2 3 b/u. Hence, when y varies from 0 to 1/6 all points on R 1 = log 2 3 − R 0 for 0 ≤ R 0 ≤ 1 3 log 2 3 are achievable. It remains to focus on the interval 1 3 log 2 3 < R 0 ≤ 1.1389 bit per use. Under consideration of the optimum input pmf for source node 0 (Table III) and (III.8), we can express R 1 = H(X 1 ) − R 0 as shown in the second line of (V.7). Hence, the complete boundary due to (V.4) and (V.5) is given by
(see Fig. 3 ).
We finally have to determine an upper bound on R 1 due to (V.6) or, equivalently, a lower bound on R 0 given by the right hand side of
Since H(X 0 |X 1 ) is linear in p 1 while H(X 1 ) −p 1 is concave in p 1 , the lower bound follows by finding a p 1 which achieves equality in (V.8). We obtain p 1 = 0.6091 and R 0 = 0.9654 bit per use. Thus, a part of the capacity boundary is given by (V.7) for 0.9654 ≤ R 0 ≤ 1.1389 bit per use. The derivation reveals following interesting fact. Even when the source transmits at a rate beyond the time-sharing rate of log 2 √ 3 bit per use what is an improvement for itself, the relay is still able to send own information at a non-zero rate.
VI. EXTENSION TO OTHER NETWORKS
Relay cascades are fundamental building blocks in communication networks. Therefore, the results derived in the previous sections may be instrumental in order to determine the capacity of half-duplex constrained networks with more elaborate topologies.
A. Wireless Trees
Consider, for instance, the tree structured network depicted in Fig. 4 . The root (node 1) wants to multicast information to all leafs (nodes 2 to 8) via four half-duplex constrained relays. We assume noise-free bit pipes (i. e. q = 1) and broadcast behavior at nodes with more than one outgoing arrow. The multicast capacity is limited by the capacity of the longest path in the tree which goes from node 1 to node 7 or 8. Hence, the multicast capacity in the considered example is equal to the capacity of a cascade containing two intermediate relay nodes, i. e. C 2 (1) = 0.7324 bit per use (see Table V ). 
B. Wireless Butterfly
Another example for a wireless butterfly network [14] is shown in Fig. 5 . Nodes 1 and 2 intend to multicast information to sink nodes 4 and 5 via both a direct link and a half-duplex constrained relay node 3. Like before, broadcast transmission and bit pipes are assumed. All nodes with two incoming arrows behave according to a collision model, i. e. received information is erased if there was a transmission on both incoming links. By means of network coding (NC), 2/3 bit per use are achievable at the sink nodes what is illustrated in Fig. 5 (a) . The (well-known) strategy is to send in the first time-phase a binary symbol u 1 via broadcast a to nodes 3 and 4, in the second time-phase a binary symbol u 2 via broadcast b to nodes 3 and 5 and, subsequently, in the third time-phase u 1 ⊕ u 2 via broadcast c to both sinks. However, under the usage of timing, at least 0.7729 bit per use are achievable what is illustrated in Fig. 5 (b) . This results from the fact that information originating from node 1 can be sent by means of timing at a rate of C 1 (1) = 0.7729 bit per use (see Table V ) concurrently on paths 1, 1 × 3, 3, 3 × 4, 4 and 1, 1 × 3, 3, 3 × 5, 5. Equivalently, information originating from node 2 can also be sent by means of timing at a rate of C 1 (1) = 0.7729 bit per use concurrently on paths 2, 2 × 3, 3, 3 × 4, 4 and 2, 2 × 3, 3, 3 × 5, 5. Hence, time-sharing of both source nodes yields a multicast rate of 0.7729 bit per use. It should be noted that the direct links 1 × 4 and 2 × 5 are not necessary in order to achieve R 1 = R 2 = 0.7729 bit per use what suggests that the multicast capacity is even larger.
VII. CONCLUSION
The half-duplex constraint is a property common to many wireless networks. In order to overcome the half-duplex constraint, practical transmission protocols deterministically split the time of each network node into transmission and reception periods. However, this is not optimum from an information theoretic point of view what is demonstrated in this paper by means of noise-free relay cascades of various length with one or multiple sources. We show that significant rate gains are possible when information is represented by an information-dependent, non-deterministic allocation of the transmission and reception slots of the relays. Moreover, we provide a coding strategy which realizes this idea and based on the asymptotic behavior of the strategy capacity expressions for three different scenarios are established. These results may be instrumental in deriving the capacity of half-duplex constrained networks with a more elaborated topology. (see Fig. 2 for a plot of H(X k ) for q = 2). Two cases can appear in (A.2) when ǫ approaches zero: p m and p m+1 are arbitrarily close to a common point p or p m and p m+1 are arbitrarily close to two distinct points p ′ , p ′′ . We note that if the second case occurs, p ′ + p ′′ has to be greater than one. Equality with one gives p Xi−1Xi (N, N) = 0 for some i what is not optimum (see last remark in Sec. V-A) and values smaller than one yield negative probability masses (see Table IV ). However, p ′ + p ′′ is always smaller than one what can be seen as follows. First, note that the maximum of H(X k ) is at 1/(q + 1). Hence, without restriction we assume p ′ < 0.5 and p ′′ > 0.5. Moreover, the first derivative of H(X k ) is point symmetric with respect to (0.5, − log q). Thus, 0.5 − p ′ > p ′′ − 0.5. Hence, only the first case is valid, i. e. |p m − p m+1 | → 0 as m → ∞. But this implies p Xi−1Xi − p XiXi+1 ∞ → 0 for all i ∈ {2, . . . , m − 1} and, thus, |H(X i−1 |X i ) − H(X j−1 |X j )| → 0 for all 2 ≤ i, j ≤ m − 1 as m → ∞.
In the final step of the proof, we show that the capacity C ∞ (q) is equal to the maximum in p of is always greater or equal to (A.5). This is satisfied if (q + 1) 8) is true for all q > 5. The validity of (A.8) for the remaining q ∈ {1, . . . , 5} can be easily checked.
