Summary. The paper is concerned with a generalization of concepts introduced in [13] , i.e. introduced are matrices of linear transformations over a finitedimensional vector space. Introduced are linear transformations over a finitedimensional vector space depending on a given matrix of the transformation. Finally, I prove that the rank of linear transformations over a finite-dimensional vector space is the same as the rank of the matrix of that transformation. 
Preliminaries
We adopt the following rules: i, j, m, n are natural numbers, K is a field, and a is an element of K.
One can prove the following propositions: (1) Let V be a vector space over K, W 1 
More on the Product of Finite Sequence of Scalars and Vectors
For simplicity, we follow the rules: We now state a number of propositions: 
More on the Decomposition of a Vector in a Basis
We now state a number of propositions: 
be an ordered basis of W 2 , and b be an ordered basis of
. Let w be a vector of W 1 , v be a vector of V 1 , and w 1 be an ordered basis of W 1 . If v = w and 
Properties of Matrices of Linear Transformations
Let us consider
Let S be a 1-sorted structure and let R be a binary relation. The functor R S is defined as follows:
The following proposition is true (27) Let f be a linear transformation from V 1 to V 2 , W 1 , W 2 be subspaces of V 1 , and (f, B 1 , b 2 ) = AutMt(f, B 1 , b 2 ) .
The following propositions are true: 
Linear Transformations of Matrices
Let us consider 
Next we state three propositions: (38) For every matrix A over K of dimension len
(39) For all matrices A, B over K of dimension len
(40) Let A be a matrix over K of dimension len b 1 × len b 2 and B be a matrix over K of dimension len b 2 × len B 3 . Suppose width A = len B. Let Let us consider K and let V 1 be a vector space over K. Then id (V 1 ) is a linear transformation from V 1 to V 1 .
Let us consider K, let V 1 , V 2 be vector spaces over K, and let f , g be linear
Let us consider K, let V 1 , V 2 be vector spaces over K, let f be a linear transformation from V 1 to V 2 , and let us consider a. Then a · f is a linear transformation from V 1 to V 2 .
Let us consider K, let V 1 , V 2 , V 3 be vector spaces over K, let f 3 be a linear transformation from V 1 to V 2 , and let f 4 be a linear transformation from V 2 to V 3 . Then f 4 · f 3 is a linear transformation from V 1 to V 3 .
One can prove the following propositions: (47) Let M be an ordered basis of the len b 2 -dimension vector space over
Let K be an add-associative right zeroed right complementable Abelian associative well unital distributive non empty double loop structure, let V 1 , V 2 be Abelian add-associative right zeroed right complementable vector space-like non empty vector space structures over K, let W be a subspace of V 1 , and let f be a function from V 1 into V 2 . Then f W is a function from W into V 2 .
Let K be a field, let V 1 , V 2 be vector spaces over K, let W be a subspace of V 1 , and let f be a linear transformation from V 1 to V 2 . Then f W is a linear transformation from W to V 2 .
The Main Theorems
