We use the alternating direction method to simulate implicit dynamics. Our spatial discretization uses isogeometric analysis. Namely, we simulate a (hyperbolic) wave propagation problem in which we use tensor-product B-splines in space and an implicit time marching method to fully discretize the problem. We approximate our discrete operator as a Kronecker product of one-dimensional mass and stiffness matrices. As a result of this algebraic transformation, we can factorize the resulting system of equations in linear (i.e., O(N )) time at each step of the implicit method. We demonstrate the performance of our method in the model P-wave propagation problem. We then extend it to simulate the linear elasticity problem once we decouple the vector problem using alternating triangular methods. We proof theoretically and experimentally the unconditional stability of both methods.
Introduction
The alternating directions method (ADS) introduced in [30, 12, 32, 5] to deal with finite difference simulations for time-dependent problems. The method currently solves a broad class of problems [19, 20] .
Isogeometric analysis (IGA) [9] , uses B-splines or NURBS [31] basis functions in finite element simulations. IGA has multiple applications in time-dependent simulations, including phase field models [10, 11] , phase-separation simulations with application to cancer growth simulations [17, 18] , wind turbine aerodynamics [24] , incompressible hyper-elasticity [13] , turbulent flow simulations [7] , transport of drugs in cardiovascular applications [23] as well as the blood flow simulations and drug transport in arteries simulations [3, 2, 6] .
Recently, Gao et al. [14, 15, 16] applied the direction splitting method to the rapid solution of explicit dynamics using isogeometric analysis on tensor-product grids. These direction splitting schemes deliver a fast inversion method for the spatial discretization by grouping one-dimensional B-splines along particular spatial axes. For similar methods for fast simulations of explicit dynamics refer to [25, 33, 26, 27, 21, 35] .
In this paper, we extend this methodology to hyperbolic scalar problems by collecting different terms as a sequence of multi-banded inversions. Then, we extend these ideas to hyperbolic vector problems, where the model problem is isotropic linear elasticity. First, its corresponding differential operator is decoupled (for more details, see [42] ), and then our idea is employed. Finally, we prove the unconditional stability of the schemes as well as their order of convergence.
The structure of the paper is the following. In section 2, we start from the description of the direction splitting for the P-wave equation. Next, in Section 3, we show the stability analysis for the P-wave problem. Section 4 presents the numerical results for the three-dimensional P-wave propagation problem. In Section 5, we extend our method to elastic wave propagation, stability analysis in Section 6, and provide numerical evidence in Section 7. In Section 8, we analyze the order of the schemes. We describe our conclusions in Section 9.
Direction splitting for scalar P-wave equation
We describe the methodology by directly applying it to a model problem. We first solve the scalar P-wave equation problem given bÿ
where the over dot represents a time derivative, and ∆ is the Laplacian operator. We discretize time as followsü
and use a Newmark expansion from time step n to n + 1 [28] 
We treat u n ,u n andü n as three independent variables. Thus, we can updateu n according tou
As for the u n , we use a backward Taylor expansion to obtain
and so
The full scheme is thus the following:
We can compute u n+1 andu n+1 givenü n+1 . For the first equation, we test with function w. Thus, the full scheme becomes
We discretize
where n a m b and n c m d denotes the tensor-product of one-dimensional B-spline, which form a two-dimensional basis function, and C ab and D cd denotes the coefficients associated with the degrees of freedom. The left-hand side of the equation is
Assuming that the geometry of the domain is simple, we can express the mapping as a separable function. Thus, we can now split the left-hand side of the system as follows
We define the following one-dimensional mass and stiffness matrices
and rewrite the entire system as
(12) We can now approximate the system as
Dropping the red term results in the following
3. Spectral analysis of splitting for wave-propagation problem
In this section, we analyze the stability of the splitting scheme to show it is unconditionally stable. The analysis follows closely the approach introduced in [45, 38, 47] . Throughout this section, we set F = 0.
Stability of the splitting scheme
We consider the spectral decomposition of each of the directional matrices K ξ with respect to its directional M ξ (see for example [44] ) and obtain
where D ξ is a diagonal matrix containing the eigenvalues of the generalized eigenvalue problem
and the columns of P ξ are the eigenvectors of the generalized problem. Herein, ξ = x, y, z specifies each of the coordinate directions. We state the analysis for 2D splitting and calculate the required terms given by (for details see [45, 48] )
where
, and
If we use the following identity:
then, the blocks of the amplification matrix are
we write the matrix as:
(20) To prove the unconditional stability of the method, we calculate its spectral radius:
First , by defining σ = τ 2 D ξ , we consider the two limiting cases for σ: σ → 0 and σ → ∞. In the limit σ → 0, since D ξ is diagonal, E ξ → I and consequently, we have τ 2 ζ → 0 and E → I . Hence,Ξ becomes upper triangular with the following eigenvalues:
Hence, due to the equal multiplicity with the dimension of the stiffness matrix in 2D, K, the eigenvalues are bounded by 1, and the method is unconditionally stable. In the case of the infinite time-step size, the matrixΞ becomes:
Therefore, in the limit σ → ∞, we obtain the eigenvalues λ = 1. This analysis shows that the method is stable but not A-stable. Additionally, one can show that the scheme is stable for any finite time step size.
Remark 1. The study of the unconditional stability of 3D splitting follows the same logic, but it is more involved.
Numerical results for scalar P-wave equation
We test our algorithm in a scalar P-wave propagation problem over a threedimensional mesh with 32 × 32 × 32 elements and time step size dt = 0.01. We plot in Figures 1 and 3 the kinetic, potential, and total energies through the entire simulation, as well as some snapshots from intermediate time steps.
We also verify numerically second order in time of the method, as presented in Figure 2 .
Direction splitting for elastic wave propagation
In this section, we solve the linear elasticity problem given by
where Ω = [0, 1] 3 is a unit cube, u is a three-dimensional displacement vector to be calculated, ρ is material density, F is the applied external force, and σ is the Cauchy stress tensor, given by and c is the elasticity tensor. Corresponding semi-discretized weak formulation is given by
where for repeated indexes we apply the Einstein summation convention, and
The weak form is obtained by taking the scalar product with a test functions w i and integrating by parts
We discretize We can obtain
Thus,
Moreover,
We substitute the constitutive law into the weak form
Since u (i,j) = ij and u k,k = u (k,k) = kk , we utilize the definition of the Kronecker delta (
Let us rewrite the differential operator Υ that corresponds the linear-elasticity problem in 2D as
and we also denote the mixed matrices as
Next, we use the idea of alternating triangular methods [42] to the first-order evolutionary equations to construct an alternative to the second-order equations where to apply our scheme [41] . The alternating triangular method allows us to extend the operator splitting given by
where, taking into account (39), we define
Finally, we solve the fully discrete problem using a two-stage approach. The predictor
To enhance the solution, we solve the following corrector stage
(45) Following the approach of (44) and (45), one can solve two uncoupled problems to findŨ . To adapt the idea of splitting, we collect the terms and approximate the operators applied on the unknown vectorsŨ
The splitting of the operators in the corrector stage follows the same argument as (46) . Considering the splitting method, we approximate M +
(1) and M + τ 2 4Υ
(2) , respectively, by ignoring the higher order terms O(τ 4 ).
Stability of the method
In this section, we study the stability of the resulting scheme (44)- (46) by rewriting the generalized form as
Taking into account the decomposition (44), (45) and the splitting (46), we denote
. Hence, we have
Here, we employ the argument proposed in [? ] to study the stability as follows.
Theorem 1. For the method described in (44)- (46), the a priori estimate for σ ≥ 0.25 holds, U
Proof. To prove, we closely follow the proof in [41] by doing the inner product of (47) by (U n+1 − 2U n + U n−1 ). We obtain
The left-hand side of the (51) becomes
On the right-hand side of (51), we have
(53) Hence, we obtain an a priori estimate for the method that establishes its stability with respect to the initial data and the right-hand side. This completes the proof.
Remark 2. Again, for the sake of brevity, we omit the proof for 3D problems, which follows the same logic.
Numerical results for linear elasticity
We apply our algorithm to a linear elasticity problem in 3D with a mesh composed of 32 3 elements with a time-step size 10 −2 . We plot the evolution of the kinetic, potential, and total energies through the entire simulation. We also provide snapshots from intermediate time steps, see Figures 4 and 6. We verify numerically that the method has second-order accuracy in time of the method, see Figure 5 .
Conclusions
In this paper, we introduce a space-time discretization using the alternating direction method to simulate hyperbolic problems. In particular, we use high-order, smooth isogeometric basis functions in space and an implicit time marching scheme in time. We build the spatial discretization on tensor-product spaces. We then use the Kronecker-product structure of the algebraic system to invert a sequence of implicit time steps with a cost proportional to the total number of degrees of freedom in the system. We analyze the stability of the hyperbolic solvers theoretically and, then, verify the results numerically. Namely, we show the unconditional stability of the methods and verify the second-order accuracy of the time scheme experimentally. We show the performance for 2D and 3D for the scalar and vectorial differential systems. Future work will involve development of splitting schemes for Maxwell equations [49] and performing parallel version of the code [50] . 
Appendix: Linear computational cost solver
The matrix M = M x ⊗ M y has a Kronecker-product structure. Each of the matrices M ξ corresponds to the one-dimensional mass matrix in the direction ξ. In this case, we can factorize the problem with linear cost with respect to the total number of degrees of freedom in the system. These one-dimensional matrices have entries that correspond to the integrals of the multiplication of the one-dimensional B-spline basis functions. These B-spline basis functions have local support over p+1 elements, so the one-dimensional matrices M x , M y have a banded structure.
Same applies for M y ij . The Kronecker product structure of the matrix allows us to perform the following trick. Rather than solving a 3D problem, we can solve three one-dimensional problems with multiple right-hand-sides. The dimensions of the first problem are n × n, where n is the number of B-spline basis functions along x axis, and we have ml right-hand-sides, where m is the number of B-spline basis functions along y axis, and l is the number of B-spline basis functions along z axis. The computational complexity of factorization of such a system is O(n * m * l) = O(N ) [29] . We have the analogous situation in the second problem, namely m×m system with n * l right-hand-sides, which results in O(m * n * l) = O(N ) linear computational complexity, and in the third system we have l × l system with n * m right-hand-sides, which results in O(l * n * m) = O(N ) linear computational complexity.
This strategy delivers a solution to the isogeometric L2 projection problem with linear O(N ) computational cost. This solution method improves on the standard direct solver cost estimates for and O(N 2 ) in three-dimensions, see [8] ) for the factorization of the global problem.
