K-amenability of HNN extensions of amenable discrete quantum groups by Fima, Pierre
K-amenability of HNN extensions of amenable discrete
quantum groups
Pierre Fima
To cite this version:
Pierre Fima. K-amenability of HNN extensions of amenable discrete quantum groups. 2012.
<hal-00688084>
HAL Id: hal-00688084
https://hal.archives-ouvertes.fr/hal-00688084
Submitted on 16 Apr 2012
HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.
L’archive ouverte pluridisciplinaire HAL, est
destine´e au de´poˆt et a` la diffusion de documents
scientifiques de niveau recherche, publie´s ou non,
e´manant des e´tablissements d’enseignement et de
recherche franc¸ais ou e´trangers, des laboratoires
publics ou prive´s.
K-amenability of HNN extensions of amenable discrete
quantum groups
Pierre Fima
(1,2)
Abstract
We construct the HNN extension of discrete quantum groups, we study their representation theory and
we show that an HNN extension of amenable discrete quantum groups is K-amenable.
1 Introduction
The notion of K-amenability for discrete groups was introduced by Cuntz [Cu83] in order to give a simpler
proof of a result of Pimsner and Voiculescu [PV82] calculating the K-theory of the reduced C∗-algebra of a free
group. Cuntz proved that the free product of K-amenable discrete groups is K-amenable. Julg and Valette
[JV84] extended the notion of K-amenability to the locally compact case and proved the K-amenability of
locally compact groups acting on trees with amenable stabilizers. By Bass-Serre theory [Se83], this includes
the case of amalgamated free products and HNN extensions of amenable discrete groups. Then, Pimsner
[Pi86] proved the K-amenability of locally compact groups acting on trees with K-amenable stabilizers.
At the quantum side, Skandalis [Sk88] defined a notion of K-theoretic nuclearity for C∗-algebras analogous
to Cuntz’s K-theoritic amenability and Germain [Ge96] proved that the free product of unital separable
K-nuclear C∗-algebras in K-nuclear.
In the 1980’s, Woronowicz [Wo87], [Wo88], [Wo95] introduced the notion of compact quantum groups and
generalized the classical Peter-Weyl representation theory. In this paper we consider discrete quantum groups
as dual of compact quantum groups. Wang [Wa95] introduced the amalgamated free product construction
in the setting of Woronowicz and the free orthogonal and unitary quantum groups. The construction of free
orthogonal and unitary quantum groups was generalized by Van Daele and Wang [VW96].
Baaj and Skandalis developed [BS89] the equivariant KK-theory with respect to coactions of Hopf C∗-
algebras and the general theory of locally compact quantum groups was done by Kustermans and Vaes
[KV00]. Vergnioux [Ve04] developed the equivariant KK-theory for locally compact quantum groups and
proved the K-amenability of amalgamated free products of discrete amenable quantum groups. Voigt [Vo11]
proved the K-amenability of free orthogonal quantum groups and Vergnioux and Voigt [VV11] proved the
K-amenability of free products of free orthogonal and unitary quantum groups.
The goal of this paper is to proveK-amenability of HNN extensions of discrete amenable quantum groups. The
HNN construction of a given groupH is a group Γ in which H embeds in such a way that two given isomorphic
subgroups of H are conjugate. More precisely, given a subgroup Σ < H and an injective homomorphism
θ : Σ → H , the HNN extension is defined by Γ = 〈H, t : θ(σ) = tσt−1 ∀σ ∈ Σ〉. The name HNN is
given in honor to G. Higman, B. H. Neuman and H. Neumann who were the first authors to consider this
construction in [HNN49]. This construction was developed by Ueda [Ue05] in the setting of von Neumann
algebras and C∗-algebras. Another approach was given by the author and S. Vaes [FV12] in the setting of
tracial von Neumann algebras. In this paper, we follow this approach to construct the HNN extension of
discrete quantum groups, we study its representation theory and we prove the K-amenability in the case
where the given starting quantum group is amenable.
This paper is organized as follows. The section 2 is a preliminary section in which we fix some notations
and recall some basic definitions and results about quantum groups and K-amenability. In section 3 we
give a detailed description of HNN extensions of C∗-algebras. In section 5 we construct HNN extensions of
discrete quantum groups and study their representation theory. Finally, we proved the K-amenability of HNN
extensions of discrete amenable quantum groups in section 5.
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2 Preliminaries
All C∗-algebras are supposed to be separable and unital and all Hilbert C∗-modules are supposed to be
separable. Let A be a C∗-algebra and H a Hilbert A-module. The A-valued scalar product is denoted by 〈., .〉
and is supposed to be linear in the second variable. The C∗-algebra of adjointable maps on H is denoted by
LA(H). We will use the same symbol ⊗ to denote the tensor product of Hilbert C
∗-modules and the minimal
tensor product of C∗-algebras. We use the symbol  to denote the algebraic tensor product of vector spaces.
We will use freely the leg numbering notation.
Definition 2.1 (Woronowicz). A compact quantum group is a pair G = (A,∆), where A is a unital C∗-
algebra, ∆ is unital *-homomorphism from A to A ⊗ A satisfying (∆ ⊗ id)∆ = (id ⊗∆)∆ and ∆(A)(A ⊗ 1)
and ∆(A)(1 ⊗A) are dense in A⊗A.
We denote by C(G) the C∗-algebra A. The major results in the general theory of compact quantum groups
are the existence and uniqueness of the Haar state and the Peter-Weyl representation theory.
Theorem 2.2 (Woronowicz). Let G be a compact quantum group. There exists a unique state ϕ on C(G)
such that (id⊗ ϕ)∆(a) = ϕ(a)1 = (ϕ⊗ id)∆(a) for all a ∈ C(G). The state ϕ is called the Haar state of G.
The Haar state need not be faithful. When the Haar state is faithful we say that G is reduced. Let Cred(G) :=
C(G)/I be the reduced C∗-algebra of G, where I = {x ∈ A |ϕ(x∗x) = 0}. Cred(G) has a canonical structure
of compact quantum group, called the reduced compact quantum group of G.
A unitary representation of dimension n of G is a unitary u ∈Mn(C)⊗C(G) such that (id⊗∆)(u) = u12u13.
If u ∈Mn(C)⊗ C(G) and v ∈Mk(C)⊗ C(G) we define their tensor product by
u⊗ v = u13v23 ∈Mn(C)⊗Mk(C)⊗ C(G).
An intertwiner between u and v is a linear map T : Cn → Ck such that (T ⊗ 1)u = v(T ⊗ 1). The unitary
representations u and v are called unitarily equivalent if there exists a unitary intertwiner between u and v.
We call u irreducible if the only intertwiners between u and u are the scalar multiples of the identity.
Theorem 2.3 (Woronowicz). Every unitary representation is unitarily equivalent to a direct sum of irreducible
unitary representations.
We denote by Irr(G) the set of (equivalence classes) of irreducible unitary representations of a compact
quantum group G. For each x ∈ Irr(G) we choose a representative ux ∈Mnx ⊗C(G). The class of the trivial
representation is denoted by 1.
We denote by C(G) the linear span of the coefficients of the ux for x ∈ Irr(G). It is a unital dense *-
subalgebra of C(G). Let Cmax(G) be the maximal C
∗-completion of the unital *-algebra C(G). Cmax(G)
has a canonical structure of a compact quantum group called the maximal quantum group of G. Observe
that we have a canonical surjective morphism λ : Cmax(G) → Cred(G) which is the identity on C(G). G is
called amenable if λ is an isomorphism. G is called K-amenable if there exists α ∈ KK(Cred(G),C) such that
λ∗(α) = [] ∈ KK(Cmax(G),C) where  : Cmax(G) → C is the trivial representation i.e., (id ⊗ )(u
x) = 1 for
all x ∈ Irr(G).
3 HNN extensions of C∗-algebras.
The reduced HNN extension
The reduced HNN extension was introduced in [Ue05]. Here, we follow the approach of [FV12].
Let B ⊂ A be a unital C∗-subalgebra of the unital C∗-algebra A and θ : A → B be an injective ∗-
homomorphism. Define, for  ∈ {−1, 1},
B =
{
B if  = 1,
θ(B) if  = −1.
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We define θ : B → B− ⊂ A in the obvious way.
We suppose that there exist conditional expectations E : A → B for  ∈ {−1, 1}. For  = 1, we denote by
(H1, pi1, η1) the G.N.S. construction associated to E1 i.e. H1 is the Hilbert B-module obtained by separation
and completion of A for the B-valued scalar product 〈x, y〉 = E1(x
∗y), x, y ∈ A, the right action of B is given
by right multiplication, pi1 is the representation of A on H1 given by left multiplication and η1 is the image
of 1 in H1. For  = −1, we denote by (H−1, pi−1, η−1) the “G.N.S. construction” associated to θ
−1 ◦ E−1 i.e.
H−1 is the Hilbert B-module obtained by separation and completion of A for the B-valued scalar product
〈x, y〉 = θ−1 ◦ E−1(x
∗y), x, y ∈ A, the right action of b ∈ B is given by the right multiplication by θ(b), pi−1
is the representation of A on H−1 given by left multiplication and η−1 is the image of 1 in H−1.
Observe that, for  ∈ {−1, 1}, the map (b 7→ pi(b)η) is faithful on B (hence pi|B is also faithful). Although
the representation pi may be not faithful on A we will simply write aξ for pi(a)ξ when ξ ∈ H and a ∈ A.
We will also use the notation â = pi(a)η ∈ H for a ∈ A.
Observe that the submodule ηB is orthogonally complemented in H. Denote by H
◦
 the orthogonal comple-
ment of ηB in H (it is the closure of {xη : E(x) = 0}). One has H = ηB ⊕H
◦
 and BH
◦
 = H
◦
 .
For n ≥ 1 and 1, . . . , n ∈ {−1, 1} define K0 = H−1 , Kn = H1 and, for n ≥ 2 and 1 ≤ i ≤ n− 1,
Ki =
{
H−i if i = i+1,
H◦i if i 6= i+1.
For i = 0, . . . , n, we view all the Ki as a Hilbert B-module as explained before. For i = 1, . . . , n we have a
representation ρi : B → LB(Ki) defined by, if ξ ∈ Ki and b ∈ B,
ρi(b)ξ =
{
bξ if i = 1,
θ(b)ξ if i = −1.
Define the Hilbert B-module H1,...,n = K0 ⊗
ρ1
. . . ⊗
ρn
Kn. The left action of A on K0 by left multiplication
induces a left action of A on H1,...,n in the obvious way.
We define the Hilbert B-module H by the orthogonal direct sum
H = H1 ⊕
⊕
n≥1, 1,...,n∈{−1,1}
H1,...,n ,
with the left action of A given by the direct sum of the left actions of A on the Hilbert B-modules H1,...,n
and the left action of A on H1. We denote this action by pi : A→ LB(H).
Observe that pi|B is faithful. Also, if pi1 is faithful then pi is faithful.
Let  ∈ {−1, 1}. We define an operator u on H in the following way.
• If ξ ∈ H1 we define u
ξ = 1̂⊗ ξ ∈ H.
• If ξ ∈ H1,...,n with n ≥ 1 and 1 =  we define u
ξ = 1̂⊗ ξ ∈ H,1,...,n .
• If ξ = â⊗ ξ0 ∈ H1 with 1 6=  and â ∈ K0 = H, ξ0 ∈ K1 = H1 we define
u(â⊗ ξ0) =
{
1̂⊗ â⊗ ξ0 ∈ H,1 if E(a) = 0,
θ(a)ξ0 ∈ H1 if a ∈ B.
• If ξ = â⊗ ξ0 ∈ H1,...,n with n ≥ 2, 1 6=  and â ∈ K0, ξ0 ∈ K1 ⊗
ρ2
. . . ⊗
ρn
Kn (which is a sub-B-module
of H2,...,n) we define
u(â⊗ ξ0) =
{
1̂⊗ â⊗ ξ0 ∈ H,1,...,n if E(a) = 0,
θ(a)ξ0 ∈ H2,...,n if a ∈ B.
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It is easy to check that u commutes with the right action of B and extends to a unitary on the Hilbert
C∗-module H such that (u)∗ = u− so that the superscript  really means “to the power ”. We denote by
u the unitary u1. One can also easily check the following formula :
upi(b)u∗ = pi(θ(b)) for all b ∈ B.
Although it is not necessary, we will assume, to simplify notations and for the rest of this section, that E,
for  ∈ {−1, 1}, is G.N.S. faithful i.e., pi is faithful. Hence, pi is faithful and we may and will assume that
A ⊂ LB(H) and pi = id. The preceding relation becomes ubu
∗ = θ(b) for all b ∈ B.
Definition 3.1. The reduced HNN extension HNN(A,B, θ) is the C∗-subalgebra of LB(H) generated by A
and u:
HNN(A,B, θ) := 〈A, u〉 ⊂ LB(H).
Let P = HNN(A,B, θ). An operator x ∈ P of the form x = x0u
1x1 . . . u
nxn with n ≥ 1, xi ∈ A and
i ∈ {−1, 1} will be called reduced if for all 1 ≤ i ≤ n − 1 we have Ei(xi) = 0 whenever i+1 6= i. Observe
that our terminology is different from the one adopt in [FV12]: we do not allow n = 0 in the definition of a
reduced operator.
Let Ω = η1 ∈ H1 ⊂ H. Observe that Ω is B-central. Namely, bΩ = Ωb for all b ∈ B. Let x = x0u
1 . . . unxn
be a reduced operator. One has
xΩ = xˆ0 ⊗ . . .⊗ xˆn ∈ H1,...,n . (3.1)
It follows that the integer n (and the sequence 1, . . . , n) only depends on the operator x. The integer n is
called the length of the reduced operator x.
Let P be the vector subspace of P spanned by the reduced operators and A. By the relation θ(b) = ubu∗ for
b ∈ B, it is easy to check that P is a *-subalgebra of P . Moreover, by definition of the HNN extension, P is
dense in P .
Define, for x ∈ P , EB(x) = 〈Ω, xΩ〉 ∈ B. It is easily seen that EB a conditional expectation onto B satisfying
EB|A = E1. Moreover, using (3.1), we see that, for all reduced operator x ∈ P , one has EB(x) = 0. Equation
(3.1) also implies that PΩ = H hence, (H, id,Ω) is the GNS construction of EB .
Define, for x ∈ P , Eθ(B)(x) = uEB(u
∗xu)u∗ ∈ θ(B). Again, it is easy to check that Eθ(B) a conditional
expectation onto θ(B) satisfying Eθ(B)|A = E−1.
The reduced HNN extension P satisfies the following universal property.
Proposition 3.2. Let C be a unital C∗-algebra with a unital faithful ∗-homomorphism ρ : A→ C. Suppose
that there exists a unitary w ∈ C and a conditional expectation E′ from C to ρ(B) such that:
1. C is generated by ρ(A) and w.
2. wρ(b)w∗ = ρ(θ(b)) for all b ∈ B and E′ ◦ ρ = ρ ◦ E1.
3. For all n ≥ 1, 1, . . . , n ∈ {−1, 1} one has E
′(ρ(x0)w
1 . . . wnρ(xn)) = 0 for all xi ∈ A such that
Ei(xi) = 0 whenever i 6= i+1, 1 ≤ i ≤ n− 1.
4. E′ is G.N.S. faithful i.e., for all x ∈ C, if E′(y∗x∗xy) = 0 for all y ∈ C, then x = 0.
Then, there exists a unique ∗-isomorphism ρ˜ : P → C such that
ρ˜(u) = w and ρ˜(a) = ρ(a) for all a ∈ A.
Moreover, ρ˜ intertwines E′ and EB .
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Proof. Since P is generated by A and u, the uniqueness is obvious. Let (H ′, ρ′, η′) be the GNS construction
of ρ−1 ◦E′ i.e, H ′ as a Hilbert B-module obtained by separation and completion of C for the B-valued scalar
product 〈x, y〉 = ρ−1 ◦ E′(x∗y), the right action of b ∈ B is given by the right multiplication by ρ(b), ρ′ is
the representation of C given by left multiplication and η′ is the image of 1 in H ′. By 4, ρ′ is faithful so
we may and will assume that C ⊂ LB(H
′) and ρ′ = id. Define V : H → H ′ by V aΩ = ρ(a)η′ for a ∈ A
and, for x = x0u
1 . . . unxn ∈ P a reduced operator, V xΩ = ρ(x0)w
1 . . . wnρ(xn)η
′. It is easy to check
that V extends to a unitary V ∈ LB(H, H
′) such that V aV ∗ = ρ(a) for all a ∈ A and V uV ∗ = w. Then,
ρ˜(x) = V xV ∗ does the job.
We construct now a conditional expectation from P to A. Let Q ∈ LB(H) be the projection onto the Hilbert
sub-B-module H1 of H. Then, it is easy to check that the formula EA(x) = QxQ ∈ LB(QH) = LB(H1)
defines a conditional expectation from P to A ⊂ LB(H1) satisfying:
EA(x) = 0 for all reduced operator x ∈ P .
Moreover, E ◦ EA = EB for  ∈ {−1, 1}.
The maximal HNN extension
The maximal (or full, or universal) HNN extension was also introduced in [Ue05]. We keep the same notations
as before and we still assume that we have conditional expectations with faithful G.N.S. constructions from
A to B for  ∈ {−1, 1}. The maximal HNN extension is the unital C
∗-algebra Pm generated by A and a
unitary w ∈ Pm such that wbw
∗ = θ(b) for all b ∈ B and satisfying the universal property that whenever C
is a unital C∗-algebra with a unitary u ∈ C and a ∗-homomorphism ρ : A→ C such that uρ(b)u∗ = ρ(θ(b))
for all b ∈ B there exists a unique ∗-homomorphism ρ˜ : Pm → C such that ρ˜|A = ρ and ρ˜(w) = u. Such a
C∗-algebra is obviously unique (up to a canonical isomorphism) and is denoted by HNNmax(A,B, θ).
4 HNN extensions of Compact Quantum Groups
We consider two reduced compact quantum groups GA = (A,∆A) and GB = (B,∆B). We denote by ϕA and
ϕB the Haar (faithful) states on A and B respectively.
We suppose that θ : B → A is an injective unital *-homomorphism which intertwines the comultiplications.
Hence, θ(B) is a Woronowicz C∗-subalgebra of A. By [Ve04], ϕA◦θ = ϕB and there exists a unique conditional
expectation Eθ : A→ θ(B) such that ϕA = ϕB ◦ θ
−1 ◦ Eθ. Since ϕA is faithful, Eθ is faithful. In particular,
Eθ is G.N.S. faithful. This conditional expectation is also characterized by the following invariance property:
(id⊗ Eθ) ◦∆A = (Eθ ⊗ id) ◦∆A = ∆B ◦ θ
−1 ◦ Eθ = ∆A ◦ Eθ.
We suppose that B ⊂ A is a Woronowicz C∗-subalgebra. We can apply the preceding discussion to the map
θ = id. In particular, we have a G.N.S. faithful conditional expectation E1 : A→ B. Let θ : B → A be an
embedding which intertwines the comultiplications. Once again, the preceding discussion applies to θ and we
have a G.N.S. faithful conditional expectation E−1 : A→ θ(B). We will freely use the notations and results
of section 3. Define P = HNNred(A,B, θ) = 〈A, u〉.
From the hypothesis, we also have canonical inclusions Cmax(GB) ⊂ Cmax(GA) which intertwine the comulti-
plications. Also, since the injective morphism θ : C(GB)→ C(GA) intertwines the comultiplications we have
a canonical injective morphism θ : Cmax(GB)→ Cmax(GA) which intertwines the comultiplications.
Define Pm := HNNmax(Cmax(GA), Cmax(GB), θ) = 〈Cmax(GA), w〉. By the universal property, there exists a
unique ∗-homomorphism ∆m : Pm → Pm ⊗ Pm such that
∆(w) = w ⊗ w and ∆m(a) = ∆A(a) ∀a ∈ Cmax(GA).
Pm is generated, as a C
∗-algebra, by the elements vxi,j for x ∈ Irr(GA) and 1 ≤ i, j ≤ dim(x) and by w for
which it is easy to check that the conditions of [Wa95, Definition 2.1’] are satisfied. Hence, Gm = (Pm,∆m)
is a compact quantum group.
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Let us denote by λ the canonical surjective morphism from Cmax(GA) to A. By the universal property, we
have a unique ∗-homomorphism, still denoted by λ, from Pm to P such that
λ(w) = u and λ(a) = λ(a) for all a ∈ Cmax(GA).
We view Irr(GB) as a subset of Irr(GA) and we also view Irr(GA) as a subset of Irr(Gm). The map θ induces
an injective map, still denoted by θ, from Irr(GB) to Irr(GA). For  ∈ {−1, 1} we define
Irr(GA) =
{
Irr(GA) \ Irr(GB) if  = 1,
Irr(GA) \ θ(Irr(GB)) if  = −1.
Observe that w ∈ Pm is a irreducible representation of Gm of dimension 1.
Let v be a unitary representation of Gm. We call v reduced if v is of the form v = v
x0 ⊗w1 ⊗ . . .⊗wn ⊗ vxn
where n ≥ 1, xk ∈ Irr(GA) and k ∈ {−1, 1} are such that, for all 1 ≤ k ≤ n − 1, xk ∈ Irr(GA)k whenever
k 6= k+1.
Theorem 4.1. The following holds.
1. The Haar state is given by ϕm = ϕA ◦ EA ◦ λ.
2. Every non-trivial irreducible unitary representation of Gm is unitarily equivalent to a subrepresentation
of a reduced representation or to an irreducible representation of GA. Hence, Irr(GA) and w generate
the representation category of Gm.
3. The reduced C∗-algebra of Gm is P , the maximal one is Pm.
Proof. 1. Let Pm ⊂ Pm be the linear span of the coefficients of the reduced representations. It is easy to see
that the linear span of Pm and A is a dense ∗-subalgebra of Pm. Moreover, ∆m(Pm) ⊂ Pm Pm and λ(Pm)
is contained in the linear span of the reduced operators in P . Hence, EA ◦ λ(Pm) = {0}. It follows that, for
all x ∈ Pm, (id ⊗ ϕm)∆m(x) = (ϕm ⊗ id)∆m(x) = 0 = ϕm(x)1. Hence, it suffices to check the invariance
property for x a coefficient of a irreducible representation of GA for which it is obvious.
2. Since the linear span of the coefficients of the reduced representations and the coefficients of the irreducible
representations of GA is dense in Pm, the result follows from the general theory.
3. Since the morphism λ is surjective and the state ϕA ◦EA is faithful on P , it follows from 1 that the reduced
C∗-algebra of Gm is P . Moreover, it follows from 2 that C(Gm) is equal to the linear span of Pm and C(GA).
Hence, Cmax(Gm) is generated, as a C
∗-algebra, by C(GA) and w. By the universal property of Cmax(GA),
we have a ∗-homomorphism from Cmax(GA) to Cmax(Gm) which is the identity on C(GA). Since the relation
θ(b) = wbw∗ holds in Cmax(Gm) for all b ∈ Cmax(GB), we have a surjective homomorphism from the HNN
extension Pm to Cmax(Gm) which is the identity of C(Gm). It follows that Pm = Cmax(Gm).
Remark 4.2. One could have have constructed first the reduced compact quantum group and prove that
the maximal one is Gm. Indeed, one can prove directly, at the reduced level, that there exists a unique
∗-homomorphism ∆ : P → P ⊗ P such that
∆(u) = u⊗ u and ∆(x) = ∆A(x) ∀x ∈ A.
To prove that, it suffices to consider the C∗-subalgebra C of P ⊗ P generated by ∆A(A) and u ⊗ u, to view
ρ = ∆A as a unital faithful ∗-homomorphism from A to C, and to check the hypothesis of Proposition 3.2
with the conditional expectation E′ = (id⊗E1)|C . One can also check easily that ϕ = ϕA ◦EA is ∆-invariant.
It follows from the general theory that (P,∆) is a reduced compact quantum group. Moreover, one can show
that the maximal C∗-algebra of (P,∆) is Pm by studying the representations, as in the proof of Theorem 4.1.
Example 4.3. Let N < G be a non-trivial closed normal subgroup of a compact group G and define
K = G/N . Let θ : G → K be a continuous surjective group homomorphism. View C(K) ⊂ C(G) as
N -right invariant functions and define the injective ∗-homomorphism C(K) → C(G) by composing with θ.
Then, one can perform the HNN construction to get a compact quantum group which is non-commutative
and non-cocommutative whenever G is non-commutative.
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5 K-amenability
This section contains the proof of the following theorem.
Theorem 5.1. An HNN extension of amenable discrete quantum groups is K-amenable.
Proof. Let P = HNN(A,B, θ) = 〈A, u〉 be a reduced HNN extension of C∗-algebras. Let EA and EB be the
conditional expectations from P to A and B respectively.
Lemma 5.2. Let x = x0u
1 . . . un ∈ P be a reduced word in P .
1. If n = −1 then EA(x
∗x) = θ ◦ EB((xu)
∗xu).
2. If n = 1 then EA(x
∗x) = EB(x
∗x).
Proof. 1. We prove it by induction on n. If n = 1, write x = x0u
∗, then
EA(x
∗x) = EA(ux
∗
0x0u
∗) = EA(uEB(x
∗
0x0)u
∗) = θ ◦ EB(x
∗
0x0) = θ ◦ EB((xu)
∗xu).
Suppose that 1 holds for n. Let x = x0u
1 . . . unxnu
∗ be a reduced word. In the following computation we
use the notation E−1 = Eθ(B) and E1 = EB. One has
EA(x
∗x) = EA(ux
∗
nu
−n . . . u−1x∗0x0u
1 . . . unxnu
∗)
= EA(ux
∗
nu
−n . . . θ−1(E−1(x
∗
0x0)) . . . u
nxnu
∗) = EA(y
∗y),
where y = x′1u
2 . . . unxnu
∗ and x′1 =
√
θ−1(E−1(x
∗
0x0))x1. Observe that y is reduced of length n and ends
with u∗. By the induction hypothesis one has EA(y
∗y) = θ ◦ EB((yu)
∗yu). But
EB((yu)
∗yu) = EB(x
∗
nu
−n . . . θ−1(E−1(x
∗
0x0)) . . . u
nxn)
= EB(x
∗
nu
−n . . . u−1x∗0x0u
1 . . . unxn) = EB((xu)
∗xu).
This finishes the proof of 1. The proof of 2 is similiar.
We suppose that GA = (A,∆A) and GB = (B,∆B) are two reduced compact quantum groups such that the
inclusion B ⊂ A and the ∗-homomorphism θ intertwine the comultiplications. Assume that GA is coamenable
and let  : A→ C be the counit. Hence, P is the reduced C∗-algebra of the HNN extension compact quantum
group. Observe that  ◦ θ = . Let (H, pi, ξ) be the GNS construction of the state  ◦ EA on P and (K, ρ, η)
be the GNS construction of the state  ◦ EB on P . Define
H0 = Cξ, H±1 = Span{pi(x)ξ : x = x0u
1 . . . un is a reduced word with n = ±1}.
Observe that the spaces H0, H−1, H1 are pairwise orthogonal. Moreover, since pi(a)ξ = (a)ξ for all a ∈ A,
one has H = H0 ⊕H−1 ⊕H1. We also define
K−1 = Span{ρ(x)η : x ∈ A or x = x0u
1 . . . unxn is a reduced word with (n = −1) or (n = 1 andEB(xn) = 0)},
and K1 = Span{ρ(x)η : x = x0u
1 . . . un is a reduced word with n = 1}. Observe that K−1 and K1 are
orthogonal subspaces. Moreover, since ρ(b)η = (b)η for all b ∈ B, one has K = K−1 ⊕K1.
By lemma 5.2 (and since ◦θ = ) we have isometries Fi : Hi → Ki, for i = ±1, defined by, for x = x0u
1 . . . un
a reduced word in P ,
F−1(pi(x)ξ) = ρ(xu)η if n = −1 and F1(pi(x)ξ) = ρ(x)η if n = 1.
Since F−1 and F1 are clearly surjective, they are unitaries. Hence, we get a unitary
F = F−1 ⊕ F1 : H−1 ⊕H1 → K−1 ⊕K1.
We define the Julg-Valette operator F : H → K by F|Cξ = 0 and F|H
−1⊕H1 = F . Hence, F is a partial
isometry with FF∗ = 1 and F∗F = 1 − p where p is the orthogonal projection onto the one dimensional
subspace Cξ.
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Lemma 5.3. The following holds.
1. For all a ∈ A, Fpi(a) = ρ(a)F .
2. Fpi(u)− ρ(u)F is a rank one operator with image Cρ(u)η.
3. Fpi(u∗)− ρ(u∗)F is a rank one operator with image Cη.
Proof. 1. Let a ∈ A. One has Fpi(a)ξ = (a)Fξ = 0 = ρ(a)Fξ and, for x = x0u
1 . . . un a reduced word,
Fpi(a)pi(x)ξ = Fpi(ax)ξ =
{
ρ(axu)η = ρ(a)Fpi(x)ξ if n = −1,
ρ(ax)η = ρ(a)Fpi(x)ξ if n = 1.
2. Let x = x0u
1 . . . un be a reduced word. If n ≥ 2 then it is easy to see that ux can be written has a reduced
word or a sum of two reduced words that end with un . Hence,
Fpi(u)pi(x)ξ = Fpi(ux)ξ =
{
ρ(uxu)η = ρ(u)Fpi(x)ξ if n = −1,
ρ(ux)η = ρ(u)Fpi(x)ξ if n = 1.
If n = 1 and x = x0u
. When ( = 1) or ( = −1 and EB(x0) = 0) we see that ux can be written as a reduced
word that ends with u. As before, we conclude that Fpi(u)pi(x)ξ = ρ(u)Fpi(x)ξ in this case. Hence, the
operator Fpi(u)− ρ(u)F vanishes on the subspace L where
L⊥ = Span{ξ, pi(x0u
∗)ξ : x0 ∈ B} = Span{ξ, pi(u
∗θ(x0))ξ : x0 ∈ B}
= Span{ξ,  ◦ θ(x0)pi(u
∗)ξ : x0 ∈ B} = Cξ ⊕ Cpi(u
∗)ξ.
Since (Fpi(u) − ρ(u)F)(pi(u∗)ξ) = Fξ − ρ(u)η = −ρ(u)η and (Fpi(u) − ρ(u)F)ξ = ρ(u)η, this finishes the
proof of 2. The proof of 3 is similar.
Since P is the closed linear span of the reduced words and A, Lemma 5.3 implies that Fpi(x) − pi(x)F is
a compact operator for all x ∈ P . Hence, the triple (pi, ρ,F) defines an element α ∈ KK(P,C). To prove
Theorem 5.1, it suffices to show that λ∗(α) = [] in KK(Pm,C), where Pm be the maximal C
∗-algebra of the
HNN extension i.e, the maximal HNN extension, and  is the trivial representation of Pm.
Define K˜ = K ⊕ CΩ, where Ω is a norm one vector, with the representation ρ˜ = ρ ◦ λ⊕  of Pm. Define the
unitary F˜ : H → K˜ by
F˜ξ = Ω and F˜|H
−1⊕H1 = F.
The triple (pi ◦ λ, ρ˜, F˜), where pi = pi ◦ λ, defines an element γ ∈ KK(Pm,C) satisfying γ = λ
∗(α) − []. It
suffices to show that (pi, ρ˜, F˜) is homotopic to a degenerated triple.
Define the unitary v ∈ B(K˜) by
vη = Ω, vΩ = η, vρ(x)η = ρ(x)η forx ∈ P withEB(x) = 0.
Lemma 5.4. Write Pm = 〈A,w〉. The following holds.
1. F˜pi(a)F˜∗ = ρ˜(a) for all a ∈ A ⊂ Pm.
2. F˜pi(w)F˜∗ = ρ˜(w)v.
3. vρ˜(b)v∗ = ρ˜(b) for all b ∈ B.
Proof. 1. Let a ∈ A. One has F˜pi(a)F˜∗Ω = F˜pi(a)ξ = (a)F˜ξ = (a)Ω = ρ˜(a)Ω. Since F˜ |H
−1⊕H1 = F|H−1⊕H1
we find, using assertion 1 of Lemma 5.3, that
F˜pi(a)F˜∗|K = ρ(a)|K = ρ˜(a)|K .
This concludes the proof of 1.
2. Since pi(w) = pi(u), it suffices to prove the following.
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• F˜pi(u)F˜∗Ω = ρ˜(w)vΩ.
• F˜pi(u)F˜∗η = ρ˜(w)vη.
• F˜pi(u)F˜∗ρ(x)η = ρ˜(w)vρ(x)η for all x ∈ P such that EB(x) = 0.
Since ρ˜(w)vΩ = ρ˜(w)η = ρ(u)η, the first point follows from the computation:
F˜pi(u)F˜∗Ω = F˜pi(u)ξ = Fρ(u)η = ρ(u)η.
Since w ∈ Pm is an irreducible unitary representation we get (w) = 1 and ρ˜(w)vη = ρ˜(w)Ω = (w)Ω = Ω.
Hence, the second point follows from the computation:
F˜pi(u)F˜∗η = F˜pi(u)F ∗η = F˜pi(u)pi(u∗)ξ = F˜ξ = Ω.
For the last point we separate the different cases. First, observe that, for x ∈ P with EB(x) = 0, one has
ρ˜(w)vρ(x)η = ρ˜(w)ρ(x)η = ρ(u)ρ(x)η = ρ(ux)η.
Case 1: If x ∈ A and EB(x) = 0. Then, since uxu
∗ is reduced,
F˜pi(u)F˜∗ρ(x)η = F˜pi(u)F ∗ρ(x)η = F˜pi(u)pi(xu∗)ξ = Fpi(uxu∗)ξ = ρ(ux)η.
For the other case i.e. when EA(x) = 0, we can assume that x = x0u
1 . . . unxn is reduced. We separate
again in different cases.
Case 2: If x = x0u
1 . . . unxn is reduced with n = −1. One has
F˜pi(u)F˜∗ρ(x)η = F˜pi(u)F ∗ρ(x)η = F˜pi(uxu∗)ξ.
Since n = −1, uxu
∗ can be written as a reduced word or the sum of two reduced words that end with u∗.
Hence, F˜pi(u)F˜∗ρ(x)η = Fpi(uxu∗)ξ = ρ(ux)η.
Case 3: n = 1. If xn ∈ B, since ρ(b)η = (b)η we may assume that xn = 1. Then,
F˜pi(u)F˜∗ρ(x)η = F˜pi(u)F ∗ρ(x)η = F˜pi(ux)ξ.
Since n = 1, ux can be written as a reduced word or the sum of two reduced words that end with u. Hence,
F˜pi(u)F˜∗ρ(x)η = Fpi(ux)ξ = ρ(ux)η.
If EB(xn) = 0 then F˜pi(u)F˜
∗ρ(x)η = F˜pi(u)F ∗ρ(x)η = F˜pi(uxu∗)ξ. Since n = 1 and EB(xn) = 0, uxu
∗ can
be written as a reduced word or the sum of two reduced words that end with u∗. Hence,
F˜pi(u)F˜∗ρ(x)η = Fpi(uxu∗)ξ = ρ(ux)η.
3. Let b ∈ B. One has vρ˜(b)v∗Ω = vρ(b)η = (b)vη = (b)Ω = ρ˜(b)Ω. Moreover,
vρ˜(b)v∗η = vρ˜(b)Ω = (b)vΩ = (b)η = ρ(b)η = ρ˜(b)η.
Eventually, for x ∈ P with EB(x) = 0, one has EB(bx) = 0. Hence, vρ˜(b)v
∗ρ(x)η = vρ(bx)η = ρ(b)ρ(x)η.
End of the proof of Theorem 5.1. By Lemma 5.4, v ∈ ρ˜(B)′ ∩ B(K˜). Let a ∈ ρ˜(B)′ ∩ B(K˜) be the unique
self-adjoint element with spectrum [−pi, pi] such that v = eia and define, for s ∈ R, vs = e
isa. It follows
that vs is a continuous one-parameter group of unitaries in ρ˜(B)
′ ∩ B(K˜). For s ∈ R define the unitary
ws = ρ˜(w)vs ∈ B(K˜). Observe that, for all b ∈ B and all s ∈ R,
wsρ˜(b)w
∗
s = ρ˜(w)vsρ˜(b)v
∗
s ρ˜(w
∗) = ρ˜(w)ρ˜(b)ρ˜(w∗) = ρ˜(wxw∗) = ρ˜(θ(x)).
By the universal property of Pm, for each s ∈ R, there exists a unique representation ρs of Pm on K˜ such that
ρs(w) = ws and ρs(a) = ρ˜(a) for a ∈ A.
The family of triples xs = (pi, ρs, F˜ ), for s ∈ R, defines an homotopy between x0 = (pi, ρ˜, F˜ ) and x1 which is
degenerate by Lemma 5.4.
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