Let V be a complex vector space of dimension > 0. A linear transformation A : V → V is a (pseudo)reflection if it has finite order and has fixed-point subspace Fix V (A) of codimension one. A finite group generated by (pseudo)reflections in V is called a "reflection group in V." The celebrated theorem of the title is the following.
S = S(V) acts as an algebra of differential operators on S
* with v ∈ V operating as differentiation D v in the direction v. We will require the following well-known fact. Assertion 1.2. For f ∈ S, P ∈ S * , and g ∈ G, we have g D f (P) = D gf (gP).
(1.1)
The second basic fact we require is the characterisation of reflection groups due to Shephard and Todd [10] , although we use the formulation below, which is to be found in [13] . Assertion 1.3. Let K be any finite group acting on the vector space V of dimension over C. Suppose that F 1 , F 2 , . . . , F are homogeneous algebraically independent elements of
K is generated by
K is generated by F 1 , F 2 , . . . , F as an algebra, then equality holds in (i) and K is a reflection group on V.
Suppose G is a reflection group in V. Let A be the set of reflecting hyperplanes of G, and for each H ∈ A, let L H ∈ V * be a linear form corresponding to H, let r H ∈ G be a generator of the cyclic group of reflections in H, and let e H be the order of r H . Define
The third basic result which we will require is as follows. 
Proof of the theorem
We will now give a proof of Theorem 1.1. Since G acts linearly on V, it clearly suffices to consider the isotropy subgroup of an arbitrary point v ∈ V. We therefore fix v ∈ V, and set K = G v = {g ∈ G | gv = v}. Let K 0 be the subgroup of K which is generated by the reflections which fix v; clearly, K 0 is a normal subgroup of K. Our task is to prove that
Take any element g ∈ K, and let P 1 , . . . , P ∈ S * be a set of basic invariants of the reflection group K 0 . Since g normalises K 0 , we may suppose (cf. [13, 6] ) that the P i are eigenfunctions of g, that is
1)
for some roots of unity i . Suppose we knew that, for each g ∈ K,
2)
It would then follow that S * K0 ⊆ S * K , and hence by Assertion 1.
Hence we have shown the following.
Assertion 2.1. The statement (2.2) implies Theorem 1.1.
Since each generator F i of S * G is K 0 -invariant, there exist unique polynomials
. . , y ] such that, for each i,
The polynomials Q i may be thought of as the coordinate functions of the polynomial map
Consequently, by applying Assertion 1.4 in turn to G and to K 0 , we see that
6)
from which it is evident that (∂(Q 1 , . . . , Q )/∂(P 1 , . . . , P ))(v) = 0, and hence, that there is some permutation π of {1, . . . , } such that
On the other hand, consider (∂Q i /∂P j )(X 1 , . . . , X ) ∈ S * . By Assertion 1.2 applied to V/K 0 , we have, writing p j for the coordinate in V/K 0 , which corresponds to P j ,
from which it is clear that, for any i,
But for any j ∈ {1, . . . , }, there is an index i with πi = j in (2.7). Hence, by (2.9), j = 1 for each j, and by Assertion 2.1, the proof of Theorem 1.1 is complete.
Note that arguments similar to those above have been used in [4, 6, 7] .
Remarks concerning the case of positive characteristic
In this section, we consider the applicability of the above argument to the case where the field C of complex numbers is replaced by an arbitrary field F, the interesting case being when F has characteristic p > 0. Apart from this change, notation is as above, so that V = F , and S * is the symmetric algebra on the dual space of V, and so forth. The following result is easily deduced from [8, Theorem 1.4]. Another proof may be found in [11] .
Assertion 3.1. Let G be any finite group acting on V and assume that S * G is a polynomial algebra (i.e., is free). Then for any subspace U ⊆ V, S * GU is again a polynomial algebra.
Note that when F has characteristic zero, in view of Assertion 1.3, this statement is equivalent to Theorem 1.1. One might ask whether the method above might be adapted to prove Assertion 3.1.
The principal obstacles are, firstly, that when F has characteristic p > 0, one does not have the characterisation of Assertion 1.3, so that in the notation of Section 2, there is no natural candidate for K 0 ≤ K. However, a Galois-theoretic argument could be substituted, so that K 0 could be defined as a maximal subgroup of K with free ring of invariants using Noether's normalisation lemma. Secondly, one does not have the result of Assertion 1.4, and an alternative method would be necessary to show that the Jacobian of ω G,K 0 does not vanish at v. This type of issue is addressed in [12] . Thirdly, since one does not necessarily have complete reducibility, one would obtain only that K/K 0 acts unipotently on V/K 0 , so additional arguments such as those in [8] would be required to
show that the invariant rings of K and K 0 coincide.
We finally remark that in [9] there is a discussion of which properties of the ring S * G of invariants (such as being polynomial, Cohen-Macaulay, or complete intersection)
are inherited by the rings S * GU .
