Background/purpose: Computational skin analysis is revolutionizing modern dermatology. Patterns extracted from image sequences enable algorithmic evaluation. Stacking multiple images to analyze pattern variation implicitly assumes that the images are aligned per-pixel. However, breathing and involuntary motion of the patient causes significant misalignment. Alignment algorithms designed for multimodal and time-lapse skin images can solve this problem. Sequences from multimodal imaging capture unique appearance features in each modality. Time-lapse image sequences capture skin appearance change over time. Methods: Multimodal skin images have been acquired under five different modalities: three in reflectance (visible, parallelpolarized, and cross-polarized) and two in fluorescence mode (UVA and blue light excitation). For time-lapse imagery, 39 images of acne lesions over a 3-month period have been collected. The method detects micro-level features like pores, wrinkles, and other skin texture markings in the acquired images. Images are automatically registered to subpixel accuracy.
C OMPUTATIONAL SKIN analysis including pattern recognition and change detection is creating a foundation for modern quantitative dermatology.
Pattern analysis can utilize multiple imaging modalities (multimodal) or imaging over time (time-lapse). Skin imaging modalities include blue fluorescence, ultraviolet fluorescence, visible light (unpolarized), and crossed/parallel polarization. For each of these five modalities, a distinct set of features is captured in the image. Stacking the images provides a five-dimensional appearance vector, but only if the images are aligned per-pixel. Because the images are high resolution (less than 1 mm per-pixel), even breathing and involuntary motions of the patient cause significant misalignment. Alignment algorithms are based on common features, so registering images from modalities with complementary instead of common features is a challenge. We present a method of high-resolution multimodal skin registration that uses micro-features for alignment and a maximal overlap ordered sequence for multimodal alignment. Our results demonstrate highly accurate subpixel alignment in both multimodal and time-lapse image sequences. Interest in multimodal skin imaging is supported by observations of porphyrin in fluorescence modalities. In addition, polarized light imaging offers the key advantage that surface structures can be separated from subsurface structures (1-3). Time-lapse imaging captures the appearance of skin during the different stages of the pathology, and is used by dermatologists (4-6) to track the changes in skin appearance and evolution of disease over time.
Existing methods of face registration, e.g., active appearance models (7, 8) and the LucasKanade registration algorithm (9) typically rely on macro-features like eyes, nose, and chin boundary to register face images. Accurate alignment of high-resolution skin regions that do not have these structures is a challenge. In our approach, micro-level features like pores, wrinkles, and other skin texture markings are used to register high-resolution multimodal face images acquired in dermatology clinical studies. We show that these micro-features are sufficient to achieve high accuracy registration. In particular we register: (a) multimodal images acquired under polarized, fluorescence, and visible light within a second time interval, (b) sequence of time-lapse skin images with acne lesions acquired over a 3-month period clinical study. We have developed a publicly available software toolbox to precisely register skin images using micro-level features (link provided in final publication).
Overview of registration techniques
Detailed surveys discuss various registration methods can be found in Zitova and Flusser (10) and Szeliski (11) . Feature-based methods generally extract features and match points to estimate a transformation between the two images (12) (13) (14) . Our approach is also feature based, but we use micro-features to achieve subpixel, pore-level alignment. Mutual information-based registration methods (15) (16) (17) register images by maximizing the mutual information between them. The registration approach assumes that the intensities in the two images being registered are statistically dependent. Deformable modelbased methods have the ability to handle nonrigid motion. For example in Rueckert et al. (18) , the authors use cubic B-splines to register breast MRI images and in Mattes et al. (19) , the authors use cubic B-splines to register PET and CT chest images. Active appearance models (20) (21) (22) are deformable models used in computer vision for registering and tracking faces. However, active appearance models rely on macro-level features like lips, face boundary, nose, and eyes instead of micro-level features.
Materials and Methods

Imaging modalities
We have acquired skin images under five different modalities. The reflectance modes are visible light unpolarized (VL), parallel-polarized (PL), and cross-polarized (CP). The fluorescence modes are UVA and blue light excitation (BL). The different modalities capture different information about skin. The intensity I v measured by the VL image sensor consists of two components, the surface reflectance and the subsurface reflectance (23) . The surface component I s is the part of the incident light reflected off the skin surface, and the subsurface component I d is the part of the incident light traveling through the stratum corneum and the epidermis before it exits the skin. The VL sensor measures the sum of the surface and the subsurface components,
Polarized images are acquired by placing a linear polarizer in front of the light source and the camera (24) (25) (26) . For the PL mode, the polarizer is in front of the sensor parallel to the polarizer in front of the light source. In this mode, the intensity I p measured by the sensor is,
The PL image enhances the surface component and surface features like raised borders of lesions, pore structure, and wrinkles (27) . When the polarizer in front of the sensor is perpendicular to the polarizer in front of the light source for the CP image, the entire surface component gets blocked, and the sensor measures only half the subsurface component. The intensity I x measured by the sensor is,
The CP image brings out subsurface skin features like color variation due to melanin erythema (28) .
Fluorescence images are obtained with either ultraviolet (UVA) excitation at 360-400 nm or blue light excitation at 400-460 nm. Under UVA excitation (29, 30) , the collagen cross-links fluoresce and photo-damaged regions appear as dark spots produced by absorbance of epidermal pigmentation. Collagen cross-links increase with exposure and age. Under blue light excitation, elastin cross-links fluoresce. Blue light excitation enables detection of both melanin pigmentation and superficial vasculature, and sebum producing pores appear as yellow-white spots.
Imaging setup
We acquire multimodal and time-lapse images using a custom built equipment, as shown in Fig. 1 . The imaging equipment consists of a light source, a sensor, and polarizer filters placed in front of the light source and the sensor. In each imaging session, multimodal images of the subject are acquired within a 1 s time interval. During the acquisition, the operation of the sensor and the orientation of the polarizers are synchronized using a computer. Figure 2 shows an example image from each modality. The eye region and all face images in the paper have been blacked out to preserve the identity of the subject. Figure 2a -c shows VP, PL, and CP images. Figure 2d and e shows UVA and BL images. Although a chinrest is used and the images are obtained in rapid succession, misregistration of the high-resolution images is evident.
For time-lapse imaging, we have imaged a subject with acne lesions at 39 different time points over a 3-month period. Figure 3 shows example images from the time-lapse set. The time-lapse images are misregistered, which makes it difficult to track the evolution of acne lesions over time, or perform quantitative processing on them. Precise point-to-point registration of the temporal images allows visualization of the evolution of acne lesions over time.
Multimodal registration method
We use micro-level features to register multimodal images acquired in a single imaging session during a clinical study. By registering a face patch, the surface can be approximated as planar. Figure 4 shows image patches from multimodal images that are used for registration and do not contain macro-structures like eyes, nose, and mouth. In traditional computer vision algorithms, such regions are treated as featureless regions. However, the patch images are abundant in micro-level features like pores, wrinkles, and skin texture, and we register the patch images by extracting and matching the micro-level features. By applying a local intensity transform for contrast enhancement, microfeatures can be detected with the scale invariant feature transform (SIFT) (31) interest point detector. We increase the contrast of the patch images by stretching the intensities of the images in gray scale such that 1% of the intensities is saturated. Features are clearly brought out in the contrast enhanced patch images. We use a common computer vision workflow for matching SIFT feature points to estimate a transformation between the patch images for alignment. The transformation can be modeled as quadratic, affine, or homography, i.e., a 3 9 3 invertible matrix. According to theory of multiview geometry, when a planar surface is imaged from two different viewpoints (32), the transformation between the two images can be modeled using a homography. By assuming planar patches, the transformation between patch points is a homography. In particular, there exists a matrix H such that,
where
is the pixel location of the point in one image, x 2 = [x 2 , y 2 ] the pixel location in the other image, and s a scale factor. Equation 4 can be rewritten as,
where h 1 , h 2 , and h 3 , are the first, second, and third rows of the homography matrix . Each pair of point correspondence gives two constraints on the homography matrix. A total of n point correspondences give 2n constraints which can be written as,
where h ¼ ½h
T , and A is a 2n 9 9 matrix representing constraints from the point correspondences. Estimating the homography by directly solving Eq. (6) in the presence of outliers results in an incorrect estimation. In order to estimate the homography, outliers are removed using the RANSAC (33) algorithm. A typical example yields a total of approximately 100 feature points are retained from an original set of 1500 feature points. Once all the outliers are removed, the homography in Eq. (6) is re-estimated. The estimate is further refined using the Levenberg-Marquardt optimization algorithm (34) . The final homography is used to warp the input patch image onto the reference patch image using bilinear interpolation.
For registering multimodal images, pairs of images are registered and then homographies are concatenated to register all five modes to a single coordinate frame as shown in Fig. 4 . The pairs for registration are chosen according to a maximal overlap ordering. A maximal overlap ordered sequence that enables registration is identified. Specifically, we have determined by observation that a specific sequence of image pairs enables registration because there exists a sufficiently large set of common features. Registration of the entire multimodal set is accomplished in a pairwise manner by aligning: (a) PL and VL images, (b) VL and CP images, (c) UVA fluorescence and CP images, and (d) blue excited fluorescence and UVA fluorescence images (BL and UVA). Figure 4 shows the images of a 1000 9 850 skin region skin patch acquired under PL, visual, CP, UVA excitation, and blue excitation modalities. The skin appearance is different under different modalities. The following pairs are registered: VL and PL, VL and CP, UVA and CP, BL and UVA. Figure 4 shows the pixel locations of corresponding feature points in the misregistered pairs plotted together as white and black points. Note that the pixel locations do not overlap indicating misregistration. The root mean square (RMS) values of the difference between the pixel locations in the misregistered images are 12.20, 9.54, 24.55, and 14.39 respectively. The images being registered are very high resolution; therefore, a small change in the location of a scene point results in a large difference between the pixel corresponding to the new scene location and the pixel corresponding to the original scene location. 
Results
Multimodal registration
Time-lapse registration
The time-lapse set consisting of 39 misregistered images of forehead acne lesions are registered using the micro-level feature-based registration approach. In the first step, the images are globally registered using the LucasKanade algorithm. Figure 5 shows the input images and the registration results after global registration and alignment with micro-features remove the residual misregistration between the globally registered images. The RMS value of the difference between the pixel locations is 3.198 for the globally registered images, and 0.861 for the final micro-level feature-based registration approach.
Videos showing the entire set of 39 misregistered and the registered time-lapse images are available and link will be provided in final version.
Recovering surface reflectance
The surface reflectance component can be obtained by subtracting the CP and PL images if they are registered. Figure 6a and b shows a pair of polarized images (crossed and parallel) acquired in succession. Figure 6c shows the surface component recovered using the unregistered input images. Figure 6d shows the surface reflectance using the registered images. Misregistration artefacts are clearly seen in Fig. 6d in the form of dark spots throughout the image. Artefacts are also seen in Fig. 6d around the bottom tip of the nose region. The close-up view of the nose region within the rectangular boundary is shown in Fig. 6e (unregistered input images) and Fig. 6f (registered input  images) . The surface component can be accurately recovered by registering the input polarized images up to the resolution of pore-level features using the micro-level feature-based registration algorithm before subtraction.
Discussion
The results show effective skin registration using a computational approach designed for generic computer vision tasks. The innovative contribution is the identification of a pairwise approach for registering multimodal images that have no common feature set. In addition, we have shown that micro-features such as pores in reflectance images and porphyrin in fluorescence images have sufficient visual structure for feature-based registration.
