In §3 we calculate the inner invariant subspaces of the shift operator in several settings. In one setting we describe the inner invariant subspaces of the shift on the Hardy space H p . Then we generalize this result.
1.
Introduction. In §2 below we present the definitions of invariance and inner invariance for (not necessarily bounded) operators. Then their fundamental properties are analyzed.
In §3 we calculate the inner invariant subspaces of the shift operator in several settings. In one setting we describe the inner invariant subspaces of the shift on the Hardy space H p . Then we generalize this result.
In §4 we consider the unbounded Volterra operator V. We first characterize this operator abstractly and then use this to get the result that on L 2 (0, oo) integration and differentiation (i.e., V and V" 1 ) are isometrically isomorphic.
Finally, in §5, we describe the inner invariant subspace structure of the unbounded operator V + l..
Definitions and basic properties.
We make the following conventions. We work in a Hubert space H and closed linear subspaces K. A linear, though not necessarily bounded, operator on H will be denoted by T with linear domain D = D (T) . If T~ι exists, we write D' 1 for D{T 1 
)^ T(D(T)).
If R and S are linear subspaces of H then R + S is the linear subspace generated by the elements of JR and S. The closure of R in H is denoted by .R or {R}~. 455 
GARY S. ITZKOWITZ DEFINITION 2.1. A closed subspace K of H is invariant for T if: (i) T(KΠD)CK; (ii) {T(K ΠD) + (K
This definition allows for the extreme that neither T(K Π D) nor K ΠD alone is dense in K yet K is still an invariant subspace for Γ. DEFINITION 
A closed subspace K is inner invariant for T if it is invariant for T and in addition it satisfies the following property:
(iii) x<ΞD\Kd> TxfέK.
The following example shows that an invariant subspace is not necessarily inner invariant and hence that invariance and inner invariance are different. straightforward matter to show that K is an invariant subspace for s but is not inner invariant for s.
LEMMA 2.4. If a subspace K is inner invariant for T then T(KΠD) = KΠT(D).

Proof. By the invariance of K we get trivially that T(KΠD)C K IΊ T(D). To show K Π T(D) C T(K Π D) let y G K Π T(D)
so that y = Tx for some x in D. If x E D\K and Tx E K then we are contradicting (iii) in Definition 2.2.
THEOREM 2.5. IfTis one-to-one then the following are equivalent: (i) K is inner invariant for T; (ii)
K is inner invariant for T' ι \ (iii) K is invariant for both T and T 1 .
D = T-'φ 1 ).
Thus we have the following equalities: Now, by the inner invariance of K with respect to T we have, by using (1) and (2) , that
Hence condition (ii) in the definition of inner invariance (for T~ι) is satisfied.
We now use (3) and (4) to show K is inner invariant for T~\ First, from (4) and T~ιx E K. In order for condition (iii) in the definition of inner invariance to hold for T~λ we must show x E K. If x did not belong to K, then this, with the assumptions that x E D" 1 and T~ιx E X, would be a contradiction to condition (iii) and therefore to inner invariance. Now T'xEK and T' ι x E T\D ι ) since xED'\ Therefore T ι x EKΠ T~ι{D ι ) = T\K Π D ι ) by (3) . The operator T 1 is oneto-one so that x must belong to K Π D 1 and hence is in K. Thus K is inner invariant for T~\ The next two examples exhibit (1) operators, all of whose invariant subspaces are inner invariant and (2) operators without inner invariant subspaces. The latter settles the inner invariant subspace problem easily in contradistinction with the long standing but recently solved problem concerning the existence of invariant subspaces of bounded operators. (At the August, 1976 meeting of the American Mathematical Society in Toronto, Per Enflo announced that he had solved the invariant subspace problem.) EXAMPLE 2.6. Consider the bounded Volterra operator V on L 2 (0,l) defined by Vf(x)= Γ/(y)dy. Kalisch [10] proved that the , {z E C I I z I < 1}). On this space we will be concerned with the weighted shift operator 5 defined by Sf{z) = zf(z/2) for fe H 2 . Donoghue [3] showed that the proper invariant subspaces of 5 are of the form z n H 2 for n = 1,2,3, . It is then trivial to show that none of these subspaces is inner invariant. DEFINITION 2.8. The closed subspace K of H is said to be reducing for T if:
This definition is a natural extension of the definition of invariance (Definition 2.1) to the concept of reducing, but it is not the standard definition used for unbounded operators. In Akhiezer and Glazman [1] , page 82, a closed subspace K is said to reduce a linear operator T if only conditions (i) and (ii) of Definition 2.8 hold. In this case we will say that K is A-reducing for T. PROPOSITION 
Let D(T)=H.
Then K reduces T iff it Areduces T.
Proof. Straightforward.
REMARK. In general, A-reducing (in the absence of the density assumption) does not imply reducing. 2.13 . We show several things here. First we exhibit an operator that has inner invariant and (non inner) invariant subspaces. Second, the inner invariant subspaces will be totally ordered. Third, the (non inner) invariant subspaces are examples of subspaces for which condition (ii) in the definition of invariance holds nontrivially. This example extends Example 2.6 and so we use the same notation.
Since the point spectrum of V is empty, V~ι exists. We write L 2 for
is a closed unbounded operator (Stone [15] , Theorem 10.7, Page 428).
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As was shown in Example 2.6, the inner invariant subspaces of V and V' 1 are the subspaces L 2 (a, 1) for 0< a < 1 and they are totally ordered. These do not constitute all the invariant subspaces for V" 1 . It is straightforward to show that the spaces P n , where P n is the set of all polynomials of degree less than or equal to the positive integer n, are invariant. As a matter of fact P n ΠD^' 1 ) which is the linear subspace generated by {x, x 2 , , JC"} is properly contained in P n , and V 1 (P n ΠD(V 1 )) = P n . 1 is also properly contained in P n but {(P n Π D J ) + V\P n ΠD' 1 )} = P n so that condition (ii) in the definition of invariance is indeed satisfied nontrivially.
We close this section with some propositions giving us certain conditions under which some or all of the concepts of invariance, inner invariance, and reducing coincide. In the following propositions the linear operator A is assumed to be a bounded operator defined everywhere on the Hubert space H. PROPOSITION 
we conclude that A' 1 exists and is bounded. Hence if K is invariant for A then it is invariant for 1 -A and therefore for (1 -A) n for all positive integers n. Thus K is invariant for
In the other direction we have
This is a valid expression for A since
and thus the generalized nilpotency of A -1 insures the convergence of
n for all n, so that K is invariant for A.
The shift operator.
In this section we describe the inner invariant subspace structure of the shift operator in several settings. In the first setting, the spaces considered are the Hardy spaces H p for 1 ^ p ^ oo. For background on Hardy spaces, the reader is referrred to Hoffman [9] .
Briefly, the Hardy spaces are the Banach spaces of p-integrable analytic functions in the unit disk {z \ \ z \ < 1}, or equivalently, the subspace of If of the unit circumference with no negative Fourier coefficients. DEFINITION It is clear that z -a belongs to H ι since it is bounded and analytic in the unit disk. Thus log|e'* -a \ must be integrable.
Let a = 1 and set F{z) = z -1 so that log |F(0)| = 0. With a little calculation we get
Thus z -1 is outer. The case F(z)= z -a (|α| = l) may then be reduced to the case a = 1 by a simple change of variable and thus yields the same result.
We now describe the inner invariant subspaces of translates of the shift, i.e., inner invariant subspaces of U-a for a EC. THEOREM 
The nonzero closed inner invariant subspaces S of U -a on H p (1 ^ p ^ oo) are the following: (i) If \a\<l then S is inner invariant for U' -a iff S = gH
p where g is an inner function and g(α)^ 0.
(
ii) // I a I g 1 then S is inner invariant forU-aiffSgH p where g is an inner function; i.e., S is inner invariant iff S is invariant.
Proof. Since Beurling [2] showed that the invariant subspaces of U (and therefore of U -a) are of the form gH p for g inner, all we need do is test which of these satisfy condition (iii) in the definition of inner invariance. We divide this into several cases. 
Now the left hand side of (5) is zero when z = a so that g(a)h(a) = 0, but g(α)^0 by assumption, hence h(a) = 0. In other words h(z)/z -a is analytic. Then, by using (6) contradicts the definition of inner invariance. Therefore gH p cannot be inner invariant for U -a when g(α) = 0.
These first two cases prove part (i).
Case 3. Let |α|>l. In this case it is obvious that all invariant §ubspaces of U -a are inner invariant.
for some h in // p . Since / and h are in /f p which is contained in H\ we know that there is a decomposition of / and h unique up to constants of modulus 1 such that
where g 1 and g 2 are inner functions and F 1 and F 2 are outer functions in H p .
Substituting (8) into (7) we get
Then since z -a is outer (Lemma 3.2) and bounded we can conclude that (z -a)F 1 is outer. Since the decomposition of an H p function is unique up to constants of modulus 1, we can conclude from (9) that gi = cgg 2 and (z -a)F λ = bF 2 for some c, b in C with \c | = 1 = ft |. Therefore F 2 = ftF 2 /z -αG /P and this implies that
. This means that g/P is inner invariant for U -a. So far we have discussed the unilateral shift operator, i.e., the shift on H p . Now we investigate the inner invariant subspace structure of the bilateral shift on L\K) where K is itself a Hubert space.
We start by considering the special case where K = C so that L 2 (K) = L 2 of the unit circumference, which we will abbreviate simply as L\ Then the bilateral shift U on either V or L\K) is defined by Uf(θ) = e iθ f(θ). We use χ A to denote the characteristic function of a subset A of the unit circumference.
First, we present the following lemma. Proof This is a slight generalization of a well known result and we leave the straightforward calculation to the interested reader. (ii) // I a I ^ 1, then S is inner invariant for U -a iff S = χ A V (for A a Baire set) or S = FH 2 (for F a measurable function on the unit circumference with modulus 1); i.e., iff S is invariant for U. 
Since / E V and | F(θ)\ = 1, equation (10) we consider /(#) = X A (e)g(e)/(e« -α) = ^(θ)(^(0)g(fl)/β w -β) = X*(0)/(0) so that / E ΛΆ^2 and thus ^J-2 is inner invariant when | a | = 1.
For background material on L 2 (K) the reader is referred to Fillmore [5] , pages 31-44. We will use theorems from that wofk. Loosely speaking L 2 (K), for K a Hubert space, consists of all measurable functions / from the unit circumference into K such that Our goal is to describe the inner invariant subspaces of U -a on L 2 (K). We will write M for a reducing subspace of U on L\K). It is known that M has the form M = {/ | /(0)E M(0) a.e.} where M(θ) = P(Θ)K and P is the projection operator from L\K) onto M. If 5 is an invariant subspace of £/, it is known that S = MφN where M reduces U, the space N is invariant for U and Π^= o U k (N) = {0}. More specifically, we can state that N = VH 2 (R) where R is a closed subspace of K and V is a partial isometry on L 2 (X), with initial space L 2 (R) , that commutes with U.
We now prove the following series of lemmas. Proof. This is clearly a further extension of Lemma 3.5. If h is in H 2 (K) then it automatically belongs to L 2 (K); so assume g is in H 2 (K) and g/(e ιθ -a) is in V(K). Let {£ n }n=o be an orthonormal basis for K and let g n (0) = (g(#), & n ); i e , the inner product of g with b n . Then it is known that g(θ) = Σ n g n (θ)b n (convergence of this sum being in the norm of K) and that g n is in H 2 . Since {b n }^= 0 is an orthonormal basis for K we get ||g (0) (R) . Thus N is inner invariant for U -a when | a \ > 1.
Case 3. Let |Λ| = 1. Assume / is in L\K) and g is in H\R).
We must show
, an application of Lemma 3.7 tells us that g/(V* -α) is in H 2 (R) so that / must be in VH\R).
These lemmas now allow us to completely describe the inner invariant subspaces of the bilateral shift. (i) // I a I < 1 then S is inner invariant for U -a iff S -M where M is a reducing subspace for U, i.e., iff S is reducing for U-a.
(ii) // j a I ^ 1 then S is inner invariant for U -a iff S = M φ N with N = VH 2 (R), i.e., iff S is invariant for U-a.
Proof. Lemma 3.8 (i) tells us N is not inner invariant for U-a when |α I < 1, but M being a reducing subspace for U is clearly also a reducing subspace for U-a. Since U-a is one-to-one, Proposition 2.10 tells us M is inner invariant for U-a. The question is, can MφN be inner invariant in these circumstances?
We know If I α I ^ 1 then Lemma 3.8 (ii) tells us N is inner invariant. It is also clear that M is inner invariant. We will now show that MφN must also be inner invariant.
Assume 
Since N is inner invariant for U -a we can conclude that m 2 is in N.
Let us look a bit more closely at part (ii) of the previous theorem. The subspace S has the form MφN. If K were one dimensional, i.e., K = C then this theorem should reduce to Theorem 3.6 (ii). It is not difficult to show that in this case the subspace M reduces to χ A U (for A a Baire set) and N reduces to FH 2 (for F a measurable function of modulus 1). At this point there seems to be an inconsistency. In Theorem 3.6 we have S = FH 2 2 we must necessarily conclude that / = 0 on A, i.e., / = 0 on a set of positive measure. Since F has modulus 1 a.e., it is necessary that g = 0 on a set of positive measure. This is impossible if g is not identically zero.
Since g E /f 
is inner invariant for U-a iff F(a)^0.
What condition on the partial isometry V on H 2 (R) reduces to V(a)/0 when K is one-dimensional?
4. A characterization of the Volterra operator. We characterize integration abstractly on an arbitrary Hubert space. Then we apply the work of the previous section to obtain the inner invariant subspace structure for a translate of the integration operation. For the sake of convenience we will write A ~ B to mean A is unitarily equivalent to B. 
Proof. Since (V + l)"
1 is bounded and defined everywhere, it is closed. Therefore V+l and V are also closed.
Sarason [13] showed that (V + I)" 1 on L 2 (0, oo) was unitarily equivalent to (1 + U)/2 on H 2 where (7 is the shift operator. Since (V + I) 1 ( (7 + In order to characterize the Volterra operator it will be useful to generalize the concept of a symmetric operator and its Cayley transform. We now note that virtually all results about symmetric operators and their Cayley transforms also hold for b -symmetric operators. Simply substitute b-symmetric for symmetric in their proofs. A good reference for symmetric operators is Akhiezer and Glazman [1] .
Recall that if B is a symmetric operator then its Cayley transform C is defined by C = (B -z)(B -z)" 1 where Im(z)>0 and C is a partial isometry.
We now define a Cayley transform for a b-symmetric operator. If A is fe-symmetric then B = e ib/2 A is symmetric and has a Cayley transform C where (for Im(z)>0) 
C = (B-z)(B-zΓ
= (e ibl2 A -z)(e ihl2 A -f)"' = {A-e- ibl2 z){A-e' im z)-\ Now let w = e' ibl2 z so that
.8. Lei A fee b-symmetric, then A is closed iff D(A *) = D(A)®Ht®H-where lm(e ib/2 w)>0. The algebraic direct sum above is not necessarily orthogonal.
Proof (Φ ) This direction is well known and its proof can be found in Akhiezer and Glazman [1] , Volume II, Page 98.
(φ ) This part is new and its proof is due to Robert Waterman. We assume that A is not closed and that C = C(A) is the Cayley transform of A. We will also make use of the following equivalent statements:
A
is not closed <£> C(A) is not closed <=> D(C) is not closed <£> R(C) is not closed.
Since C is not closed we can get a smallest closed extension C of C by considering the naturally induced partial isometry on D(C) that extends C.
It is then clear that (C-1)D(C) = D(A) and D(A) is dense in H. Thus (C -l)D(C) is also dense in H since (C -l)D(C) = (C -ί)D(C) D(C-l)D(C). In this case A = (e~ώwC -w)(C -I)"
1 is a closed 6-symmetric operator. We know A^A since C^C (see [1] , Volume II, page 96). Since A is a closed b -symmetric operator, the first half of
this theorem tells us D(A*) = D(A)(BH + W (A)0H W (A).
From Definition 4.5 we get H
) and H W (A ) = R(CY = R (C) 1 = R(cy = H W (A )
. Therefore (14) since A g A. But A g A implies A *g A * so that D (A *)gD (A *). This completes the proof since by (14) Let /f be a separable Hubert space and let {e,}Γ=i be an orthonormal basis for H. We define an operator C* by C*e k = e k+ι for /c = 1,2,3, .
It is clear that C
# is a partial isometry with defect indices (0,1). As a matter of fact C # is the shift operator. A short calculation then shows that
w)>0 is a fe-symmetric operator. REMARK. This important theorem was originally proved for symmetric operators. Its present form is a direct generalization of this and its proof is similar. Proof. In Sarason [13] , the following was shown: If U is the shift operator on H 2 then (V+ I)" 1 -([/ + l)/2. A little calculation then gives U ~ (1 -V)(l + V)" 1 = -C( V). Therefore V is simple with defect indices (0,1) since U is, and V is skew-symmetric since it is the "anti"-Cayley transform of U (i.e., b = π and w = 1 in (13) above).
As a corollary of the last two theorems we now have the abstract characterization of the Volterra operator. As in the first part of the proof, I f(y) dy has its support in [a, 
We now examine one difference between the bounded Volterra operator on L 2 (0,1) and the unbounded Volterra operator on L 2 (0,°o). In reference [10] We do know all of the inner invariant subspaces for V + 1 but do we know all of them for VΊ The answer at present is no, though we can (and will) exhibit a rather large set of inner invariant subspaces of V that are not inner invariant for V + 1. EXAMPLE 5.4. Let P n be the set of functions of the form p(t)e' { where p(t) is a polynomial of degree at most n for n a positive integer. Thus P n is an n + 1 dimensional subspace of L 2 (0, oo). We will show that P n is inner invariant for V' 1 and therefore also for V. Now with D(V 1 ) = {/EL 2 (0,^)|/EΛ.C, /ΈL 2 (0,<*) and Claim 1. P n nD(V r -1 ) = {p(ί)e" f | p(0) = 0 and/? is a polynomial of degree at most n}.
Proof of claim. Straightforward.
Claim 2.
V\P n (ΛD{V ι ))QP n .
Proof of claim. We have V" 1 p(ί)e~ί = (p'(t) -p(t))e"' which is in P n whether or not p(0) = 0. Claim 3. P n ={(P ll nD(V-1 ))+ V^nDίV-1 ))}.
Proof o/ claim. Straightforward.
These three claims taken together tell us that P n is invariant for V~\ We now show that P n is inner invariant.
If V~ιf = f is in P n then /'(ί) = piήe'* with p a polynomial of degree at most n. Therefore
f(0= P P(y)e~ydy
Thus f(t) = g(t)e-' where g(ί) is a polynomial of degree at most n, and so / belongs to P n and P n is inner invariant for V" 1 and also for V.
We will show that the subspaces P n (for n = 1,2, •) are invariant for V + 1 and V" 1 + 1 but not inner invariant for either. Keep in mind that
, where p is understood to be a polynomial of degree at most n.
Let / be in D(Γ' + l)nP, so that f(t) = p(t)e" with p(0) = 0. Then =p'(t)e-> Thus, because of (15) since t"e" e {p(ί)e"' | p(0) = 0} and P n _, + [t n e'] = P π . Thus (15) and (16) imply that P n is invariant for V~ι + 1. On the other hand t n+ι e~' is in D(V ι + ΐ)\P n while ( V" 1 + \){t n+ι e-') = (n + ΐ)t n e" belongs to P n so that P n is not inner invariant for V'
x + 1. We will use V for L 2 (0,») below. for k = 1,2, « ,n. Therefore (V + l)(P n ΠD(V)) contains the space generated by e~\ te~\ t 2 e~\ % t n ' x e~l which is P n -X . Now let p(ί) =t n -nl then clearly Σ£ =o p*(0) =-n! + n! = 0so that (Γ -n !)*?"' belongs to P n ΠD (V) .
From Claim 5 we get n \e~ι in (V+ l) (P n 
Γ)D(V)).
Thus r"e~r = (ί n -n \)e~' + n\e-' and this belongs to (P n nD(V)) + (V+l)(P n nD(V)) so that P n = (P n ΠD(V)) + (V + 1) (P n Π D (V)). This means P n is invariant for V 4-1. From Claim 4 we know that (r +1 -(n + I)*")*" 1 belongs to D(V)\P Π but (V+l) (Γ +1 -(n + l)ί n )e" f = -(n + l)re^ by (17) above, which is in P n . Thus P n is not inner invariant for V + 1.
A few comments about the inner invariant subspaces I(gH 2 ) are now in order. We have shown that these subspaces fill out the set of inner invariant subspaces for V+ 1. We can also show that these subspaces are inner invariant for V -a where a is in the resolvent set of V. Since -1 belongs to the resolvent set and we do know all of the inner invariant subspaces for V -(. Proof. It is well known that the shift operator on H 2 has no nontrivial reducing subspaces (see Hoffman [9] , Page 110). Also, for a fc-symmetric operator A, a subspace K reduces A iff it reduces C(A) (see Akhiezer and Glazman [1] ). Since C(V)= -U where V is the Volterra operator and U is the shift, we can conclude that V has no nontrivial reducing subspaces. Since V ~ V~\ we also know that V" 1 has no nontrivial reducing subspaces. We know Let us assume that K is a reducing subspace for V -a where a is a nonzero complex number. Therefore
D{V-a) = (D( V) Π X)0(D(V) Π K 1 )
by Definition 2.8 and (18) 6. Some applications. As in Goldberg's book, "Unbounded Linear Operators", it is possible to define a natural induced linear operator on a quotient space. To do this consider a linear operator T with domain D contained in a Hubert space H. If K is a closed subspace of H we can consider the quotient space H/K. The elements of HIK are equivalence classes of the form x + K for x in H. We will denote this equivalence class by [jc] k , or simply [x] when no ambiguity results.
