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SUBELLIPTIC WAVE EQUATIONS WITH LOG-LIPSCHITZ
PROPAGATION SPEEDS
CARLOS A. RODRIGUEZ T. AND MICHAEL RUZHANSKY
Abstract. In this paper we study the Cauchy problem for the wave equations for
sums of squares of left invariant vector fields on compact Lie groups and also for
hypoelliptic homogeneous left-invariant differential operators on graded Lie groups
(the positive Rockland operators), when the time-dependent propagation speed
satisfies a Log-Lipschitz condition. We prove the well-posedness in the associated
Sobolev spaces exhibiting a finite loss of regularity with respect to the initial data,
which is not true when the propagation speed is a Ho¨lder function. We also indicate
an extension to general Hilbert spaces. In the special case of the Laplacian on Rn,
the results boil down to the celebrated result of Colombini-De Giorgi and Spagnolo.
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1. Introduction
In this paper we study the well-posedness of a Cauchy problem in two settings, on
compact Lie groups and on graded Lie groups. In Section 2 we deal with the problem
(1)


∂2t u(t, x)− a(t)Lu(t, x) = 0, (t, x) ∈ [0, T ]×G,
u(0, x) = u0(x), x ∈ G,
∂tu(0, x) = u1(x), x ∈ G;
where L = X21 +X22 + ... + X2k , 1 ≤ k ≤ dim(G) = n, is a second order operator
which is the sum of squares of elements of the Lie algebra of G, namely X1,...,Xk,
Date: July 21, 2020.
1991 Mathematics Subject Classification. 35G10; 35L30; 22E30.
Key words and phrases. Fourier Analysis, Lie Groups, Graded Lie Groups, Wave Equation.
The second author was supported by the EPSRC Grant EP/R003025/1, by the Leverhulme
Research Grant RPG-2017-151, and by the FWO Odysseus grant G.0H94.18N: Analysis and Partial
Differential Equations.
1
2 CARLOS A. RODRIGUEZ T. AND MICHAEL RUZHANSKY
satisfying Ho¨rmander condition of order l ∈ N. The coefficient function a : [0, T ]→ R
is a Log-Lipschitz function, i.e. a function that satisfies
(2) |a(t)− a(s)| ≤ C|t− s|| log(t− s)|,
for some constant C > 0 and for all t, s ∈ [0, T ]. We also assume that a(t) > a0 > 0.
In [10, Theorem 2.3], it was shown that if a(t) ≥ a0 > 0 and also a ∈ Cα([0, T ])
is Ho¨lder with index 0 < α < 1, then the Problem (1) has a unique solution u ∈
C2([0, T ], γsL(G)) provided that
u0, u1 ∈ γsL(G) and 1 ≤ s < 1 + α1−α ,
where γsL(G) are the Gevrey spaces of G, based on the sub-Laplacian L.
In our work we assume the Log-Lipschitz condition on the coefficient a(t) which
is stronger than the Ho¨lder condition Cα([0, T ]) with 0 < α < 1, since any Log-
Lipschitz function satisfying (2) belongs also to any Cα([0, T ]) with 0 < α < 1.
Nevertheless, there is a physical motivation to study Log-Lipschitz-type functions
since they appear in relation to the well-posedness of the Navier-Stokes equations.
For instance, consider the solution u = u(t, x) for the problem analysed by Hantaek
Bae and Marco Cannone in [12], to the problem

∂tu−∆u+ (u · ∇)u+∇p = 0,
∇ · u = 0,
u(0, x) = u0(x),
for x ∈ R3, where u(t, x) is the velocity vector field, and p(t, x) is the scalar pressure
function.
The authors, in [12, Theorem 1.1], establish the existence of some ǫ > 0 such that
for all u0 ∈ H 12 with ‖u0‖
H
1
2
< ǫ, there exists a global in time solution u satisfying
the Log-Lipschitz regularity estimate
‖u‖LLβ ≤ Cβ
(
‖u0‖L1 + ‖u0‖
H
1
2
)
,
where ‖u‖LLβ :=
∫ ∞
0
sup
|x−y|< 1
2
|f(t, x)− f(t, y)|
|x− y|(−| log |x− y|)β dt, for β > 0.
If we define HsL(G) := {u : ‖(I − L)
s
2u‖L2(G) <∞}, we prove the following
Theorem 1.1. Let a : [0, T ]→ R be a Log-Lipschitz function such that a(t) ≥ a0 > 0.
Suppose (u0, u1) ∈ HsL(G)×Hs−1L (G) for some ν ∈ R. Then the Cauchy problem (1)
has a unique solution satisfying
‖u(t, ·)‖2
H
s− δ
2
T
L
+ ‖∂tu(t, ·)‖2
H
s− δ
2
T−1
L
≤ C(‖u0‖2Hs
L
+ ‖u1‖2Hs−1
L
),
for some C, δ > 0 independent of u0, u1, and t ∈ [0, T ].
For the proof of Theorem 1.1 we use the techniques developed in [10] and [9]. As
in those papers the global Fourier analysis on compact Lie groups introduced in [18]
plays a key role in our work. This and classical results of well-posedness of ordinary
first order differential equations will allow us to proof our result.
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In Section 3 we study the problem
(3)


∂2t u(t, x) + a(t)Ru(t, x) = 0, (t, x) ∈ [0, T ]×G,
u(0, x) = u0(x), x ∈ G,
∂tu(0, x) = u1(x), x ∈ G,
where G is a graded Lie group and R is a positive self-adjoint Rockland operator.
To analyse the well-posedness of this problem we follow the lines in [17], and also in
[14]. The reader should note that in the case of G = R and R = −∆ , we are dealing
with the classical wave equation with the time-dependent propagation speed a(t). In
[2] the authors study the Cauchy problem for strictly hyperbolic operators with low
regularity coefficients in any space dimension n ≥ 1. In particular the coefficients
of the differential operator are supposed to be Log-Zygmund continuous in time and
Log-Lipschitz continuous in space.
The well-posedness results for Ho¨lder regular functions a(t) have been obtained by
Colombini, de Giorgi and Spagnolo in [3]. Moreover, it has been shown by Colombini
and Spagnolo in [5] that already in the case of G = R, the Cauchy problem (3) does
not have to be well-posed in C∞(R).
The Fourier analysis in the case of graded Lie a groups can be found in [7] and
references therein. Also a treatment of Lp estimates for pseudo-differential operators
on graded Lie groups can be found in [1]. The technique used is quite similar to the
case of compact Lie groups, but with some differences.
2. Compact Lie groups
For a compact Lie group G, we denote by Ĝ the unitary dual of G, consisting
of equivalence classes [ξ] of continuous irreducible unitary representations ξ : G →
Cdξ×dξ . Let f ∈ C∞(G) be a smooth function, we define its Fourier coefficient at
[ξ] ∈ Ĝ by
f̂(ξ) :=
∫
G
f(x)ξ(x)∗dx.
Then we have that
f(x) =
∑
[ξ]∈Ĝ
dξTr(ξ(x)f̂(ξ)),
and
‖f‖L2(G) =

∑
[ξ]∈Ĝ
dξ‖f̂(ξ)‖2HS


2
,
where ‖f̂(ξ)‖HS := Tr(f̂(ξ)f̂(ξ)∗) 12 is the Hilbert-Schmidt norm.
For a linear operator
T : C∞(G)→ C∞(G),
define its global symbol by
σT (x, ξ) := ξ
∗(x)(Tξ)(x) ∈ Cdξ×dξ ,
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where
[(Tξ)(x)]ij := T (ξ(x)ij).
Using this symbol the following global quantization holds:
Tf(x) =
∑
[ξ]∈Ĝ
dξTr(ξ(x)σT (x, ξ)f̂(ξ)).
The corresponding symbolic calculus was introduced in [18]. Since L is formally
self-adjoint, the symbol of the operator can be diagonalised by a choice of a suitable
basis in representation spaces, and its symbol has constant entries with respect to
x-variable,
σ−L(ξ) = Diag(ν
2
1(ξ), ..., ν
2
dξ
(ξ)).
Furthermore, the global Fourier analysis permits to characterise the spaces of
smooth functions C∞(G), the Gevrey spaces associated to the operator L denoted
by γsL(G), and the Sobolev spaces HsL(G) by:
(4) f ∈ C∞(G) ⇐⇒ ∀N ∃CN such that ‖f̂(ξ)‖HS ≤ CN〈ξ〉−N ∀[ξ] ∈ Ĝ,
(5) f ∈ γsL(G) ⇐⇒ ∃A > 0 :
∑
[ξ]∈Ĝ
dξ
dξ∑
j=1
eAνj(ξ)
1
s

 dξ∑
m=1
|f̂(ξ)jm|2

 <∞,
(6) f ∈ HsL(G) ⇐⇒
∑
[ξ]∈Ĝ
dξ
dξ∑
j=1
(
1 + ν2j (ξ)
)s dξ∑
m=1
|f̂(ξ)jm|2

 <∞.
Now we proceed to study the well-posedness of the initial value Problem (1). The
main idea is to apply the Fourier transform to both sides of the differential equation
and then to reduce to a first system which can be analysed by the energy method.
We have
(7) ∂2t û(t, ξ) + a(t)σ−L(ξ)û(t, ξ) = 0,
for any [ξ] ∈ Ĝ fixed. In matrix components, the equation (7) can be written as
(8) ∂2t ûmk(t, ξ) + a(t)ν
2
m(ξ)ûmk(t, ξ) = 0,
for 1 ≤ m, k ≤ dξ.
It is then natural to analyse the problem
(9) ∂2t v̂(t, ξ) + a(t)|ξ|2ν v̂(t, ξ) = 0,
where for simplicity we denote |ξ|ν := νm(ξ). Using the transformation
V =
(
V1
V2
)
=
(
i|ξ|ν v̂
∂tv̂
)
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and taking
A =
(
0 1
a(t) 0
)
,
we obtain the first order linear differential equation
(10) ∂tV (t, ξ) = i|ξ|νA(t)V (t, ξ)
and the initial condition
V (0, ξ) =
(
i|ξ|ν v̂0(ξ)
v̂1(ξ)
)
.
Now we look for a solution in the form
V (t, ξ) =
1
det(H(t))
e−ρ(t) log |ξ|νH(t)W (t, ξ),
where ρ ∈ C1([0, T ]) is a real-valued function to be chosen later. Also W = W (t, ξ)
is to be determined. Take ψ ∈ C∞c (R), ψ ≥ 0,
∫
R
ψ = 1, and ψǫ(t) :=
1
ǫ
ψ( t
ǫ
). We
take H = H(t) to be
H(t) =
(
1 1
λ1(t) λ2(t)
)
,
with λ1(t) =: (−
√
a ∗ ψǫ) and λ2(t) =: (
√
a ∗ ψǫ), the mollified approximations for
the coefficient a(t).
By substitution of this in equation (18), we obtain that
e−ρ(t) log |ξ|ν(detH)−1H∂tW + e
−ρ(t) log |ξ|ν(−ρ′(t) log(|ξ|ν))(detH)−1HW
−e−ρ(t) log |ξ|ν
(
∂t detH
(detH)2
)
HW + e−ρ(t) log |ξ|ν(detH)−1(∂tH)W
= i|ξ|νe−ρ(t) log |ξ|ν(detH)−1AHW.
Multiplying both sides by eρ(t) log |ξ|ν(detH)H−1 we obtain
∂tW − ρ′(t) log |ξ|νW − ∂t detH
detH
W +H−1(∂tH)W = i|ξ|νH−1AHW.
Now,
∂t|W (t, ξ)|2 = 2Re〈∂tW (t, ξ),W (t, ξ)〉
= 2ρ′(t) log |ξ|ν|W (t, ξ)|2 + 2
(
∂t detH
detH
)
|W (t, ξ)|2
−2H−1∂tH|W (t, ξ)|2 − |ξ|ν〈H−1AHW − (H−1AH)∗W 〉.
Then,
|∂t|W (t, ξ)|2 | = |2Re〈∂tW (t, ξ),W (t, ξ)〉|
≤ 2
(
|ρ′(t)|| log |ξ|ν|+
∣∣∣∣∂t detHdetH
∣∣∣∣ ‖H−1∂tH‖
+|ξ|ν‖H−1AHW − (H−1AH)∗W‖
)
W (t, ξ)|2.
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We estimate, taking into account that the coefficient function a = a(t) is Log-
Lipschitz and
√
a(t) ≥ a0 > 0 for some a0, the following terms:
(i) ∂t detH
detH
(ii) ‖H−1∂tH‖
(iii) ‖H−1AH − (H−1AH)∗‖
Observe that
∣∣∂t detH
detH
∣∣ = ∣∣∣λ′2(t)−λ′1(t)λ2(t)−λ1(t)
∣∣∣ ≤ 12a0 |λ′2(t)− λ′1(t)| since
|λ2(t)− λ1(t)| = |2
∫
R
√
a(τ)ψ(
t− τ
ǫ
)ǫ−1dτ | ≥ 2a0.
On the other hand
|λ′2(t)− λ′1(t)| = 2|
∫
R
√
a(τ)ψ′(
t− τ
ǫ
)ǫ−2dτ |
= 2ǫ−1|
∫
R
√
a(t− ǫs)ψ′(s)ds|
= 2|ǫ−1
∫
R
(√
a(t− ǫs)−
√
a(t)
)
ψ′(s)ds|.
Notice that
|
√
a(t− ǫs)−
√
a(t)| = |a(t− ǫs)− a(t)|√
a(t− ǫs) +√a(t) ≤ 12a0 ǫ|s log(ǫs)|,
and also that
∫
R
√
a(t)ψ′(s)ds = 0 since ψ has compact support.
We conclude that
(11)
∣∣∣∣∂t detHdetH
∣∣∣∣ ≤M1| log(ǫ)|
for M1 > 0 constant. For example, if we take the support of the function ψ(s) to be
suppψ ⊂ [1, 2], and take 0 < ǫ < 1
4
, then
M1 ≤ 1
a0
∫ 2
1
|sψ′(s)|ds,
because | log(ǫs)| < | log ǫ| for ǫ and s satisfying the condition.
To estimate ‖H−1∂tH‖, we compute directly:
H−1∂tH =
1
λ2(t)− λ1(t)
(−λ′1(t) −λ′2(t)
λ′1(t) λ
′
2(t)
)
.
Now, we see that the matrix H−1∂tH is symmetric whose eigenvalues are β1 = 0 and
β2 = 2λ
′
2(t). Then we have ‖H−1∂tH‖ = 1a0λ′2(t), from which we obtain
(12) ‖H−1∂tH‖ ≤M2| log(ǫ)|
for M2 = M1 =
1
a0
∫ 2
1
|sψ′(s)|ds.
Now we compute H−1AH − (H−1AH)∗
=
1
λ2(t)− λ1(t)
(
0 λ22(t) + λ
2
1(t)− 2a(t)
−λ22(t)− λ21(t) + 2a(t) 0
)
.
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We will estimate for i = 1, 2,
|λ2i (t)− a(t)| = |
(
ǫ−1
∫
R
√
a(s)ψ(
t− s
ǫ
)ds
)2
− a(t)|.
We observe that
|
(
ǫ−1
∫
R
√
a(s)ψ(
t− s
ǫ
)ds
)2
− a(t)|
= |
(
ǫ−1
∫
R
√
a(s)ψ(
t− s
ǫ
)ds
)2
−
(
ǫ−1
∫
R
√
a(t)ψ(
t− s
ǫ
)ds
)2
| =
|
(
ǫ−1
∫
R
(
√
a(s)−
√
a(t))ψ(
t− s
ǫ
)ds
)(
ǫ−1
∫
R
(
√
a(s) +
√
a(t))ψ(
t− s
ǫ
)ds
)
|.
It is clear that(
ǫ−1
∫
R
(
√
a(s) +
√
a(t))ψ(
t− s
ǫ
)ds
)
| ≤ 2‖
√
a(·)‖∞.|ǫ−1
∫
R
ψ(
t− s
ǫ
)ds|
= 2‖
√
a(·)‖∞.
Nevertheless, the first factor allows us to obtain another bound depending on ǫ, in
fact
|
(
ǫ−1
∫
R
(
√
a(s)−
√
a(t))ψ(
t− s
ǫ
)ds
)
|
= |
∫
R
(
√
a(t− ǫτ)−
√
a(t))ψ(τ)dτ | ≤ 1
2a0
(∫ 2
1
τψ(τ)dτ
)
ǫ| log(ǫ)|,
if ψ is as chosen above. Finally, taking into account the zeros in the anti-diagonal of
the matrix we have that, the norm of the matrix as an operator is precisely 2|λ22 −
a2(t)|. For this reason,
(13) ‖H−1AH − (H−1AH)∗‖ ≤M3ǫ| log(ǫ)|
for M3 =
1
2a2
0
(∫ 2
1
τψ(τ)dτ
)
. Applying the estimates (11), (12), and (13) we obtain
∂t|W (t, ξ)|2 ≤
2 (ρ′(t) log |ξ|ν +M1| log(ǫ)|+M2| log(ǫ)|+M3ǫ|ξ|ν | log(ǫ)|) |W (t, ξ)|2.
By choosing ǫ := |ξ|−1ν < 12 , we get
∂t|W (t, ξ)|2 ≤ 2 (ρ′(t) log |ξ|ν + (M1 +M2 +M3) log |ξ|ν) |W (t, ξ)|2.
We have, for |ξ|ν ≥ 1, that
ρ′(t) log |ξ|ν + (M1 +M2 +M3) log |ξ|ν ≤ 0
provided that δ > M1 +M2 +M3 where we assume ρ(t) = ρ(0)− δt.
We deduce that ∂t|W (t, ξ)|2 ≤ 0 under the conditions |ξν| > 2, and
(14) δ > M1 +M2 +M3 = 2
1
a0
∫ 2
1
|τψ′(τ)|dτ + 1
2a20
(∫ 2
1
τψ(τ)dτ
)
.
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This implies that
|V (t, ξ)| = exp(−ρ(t) log |ξ|ν) 1
det(H(t))
‖H(t)‖|W (t, ξ)|
≤ exp(−ρ(t)| log |ξ|ν) 1
det(H(t))
‖H(t)‖|W (0, ξ)|
= exp((−ρ(t) + ρ(0)) log |ξ|ν) | det(H(0))|| det(H(t))| ‖H(t)‖‖H
−1(0)‖|V (0, ξ)|.
From this, we have that
(15) |V (t, ξ)| ≤M4|ξν|δT |V (0, ξ)|
for M4 > 0. This implies that
|ξ|2ν|v̂|2 + |∂tv̂|2 ≤M24 |ξ|2δTν
(|ξ|2ν|v̂0|2 + |v̂1|2)
Coming back to the functions umk, we obtain
(16) ν2m|ûmk|2 + |∂tûmk|2 ≤M24 νδTm
(
ν2m|û0mk|2 + |û1mk|2
)
.
Multiplying both sides by ν2s−2−δTm we get
(17) ν2s−δTm |ûmk|2 + ν2s−2−δTm |∂tûmk|2 ≤M24
(
ν2sm |û0mk|2 + ν2s−2m |û1mk|2
)
,
which says that
‖u(t, ·)‖2
H
s− δ
2
T
L
+ ‖∂tu(t, ·)‖
H
s− δ
2
T−1
L
≤ C(‖u0(t, ·)‖2Hs
L
) + ‖u1(t, ·)‖2Hs−1
L
,
proving Theorem 1.1.
3. Graded Lie groups
In this section we use the Fourier analysis on graded Lie groups, see e.g. [7] and
[14], to analyse the Cauchy Problem (3). A Lie group G is called graded if its Lie
algebra g can be decomposed in the form
g =
k⊕
i=1
gi,
such that [gi, gj] ⊂ gi+j and gi+j = {0} for i+ j > k.
The gradation induces a homogeneous structure on g by the dilations Dr :=
Exp(A log r), where A : g → g is a diagonalisable operator acting by AX = jX
for X ∈ gj . Notice that each Dr is morphism of the Lie algebra g for all r > 0. With
this algebraic structure it is possible to extend the basics of Fourier analysis in Rn to
graded Lie groups G.
We start with π a representation of G on the separable Hilbert space Hπ. A vector
v ∈ Hπ is said to be smooth or of type C∞ if the function
G ∋ x 7→ π(x)v ∈ Hπ
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is smooth. The vector space of smooth vectors of a representation π is denoted by
H∞π . For a function f ∈ S(G) = {f : f ◦ expG ∈ S(g)} in the Schwartz space of G,
the Fourier transform evaluated at π ∈ Ĝ is the operator acting on Hπ defined by
FG(f)(π) := f̂(π) := π(f) =
∫
G
f(x)π(x)∗dx.
Let g be the Lie algebra of G. For every X ∈ g, v ∈ H∞π smooth, and for a given
π ∈ Ĝ, we recall the definition of the infinitesimal representation
dπ(X)v := lim
t→0
1
t
(π(expG(tx))v − v) ,
which is a representation of g on H∞π .
According to the Poincare´-Birkhoff-Witt Theorem, any left-invariant differential
operator T on G, can be written in a unique way as a finite sum
T =
∑
|α|≤M
cαX
α
where all but finitely many of the coefficients cα ∈ C are zero and Xα = X1...X|α|,
for Xi ∈ g. This allows one to look at any left-invariant differential operator T on
G as an element of the universal enveloping algebra U(g) of the Lie algebra of G. In
this case the symbol of the operator T is the family of infinitesimal representations
{dπ(T ) := π(T )|π ∈ Ĝ}.
A linear operator T : C∞(G) → D′(G) is homogeneous of degree ν ∈ C if for every
r > 0 the equality
T (f ◦Dr) = rν(Tf) ◦Dr
holds for every f ∈ D(G). A Rockland operator is a left-invariant differential operator
R which is homogeneous of positive degree ν = νR and such that, for every unitary
irreducible non-trivial representation π ∈ Ĝ, π(R) is injective on H∞π ; σR(π) = π(R)
is the symbol associated to R.
Hulanicki, Jenkins and Ludwig showed in [13] that the spectrum of π(R), with
π ∈ Ĝ \ {1}, is discrete and lies in (0,∞). Any Rockland operator is a Fourier
multiplier and we have that
F(Rf)(π) = π(R)f̂(π),
where π(R) = Diag(π21, π22, ...) with πi ∈ R+ for i ∈ N.
For every π ∈ Ĝ, the Kirillov trace character Θπ defined by
(Θπ, f) := Tr(f̂(π)),
is a tempered distribution on S(G). The identity f(eG) =
∫
Ĝ
(Θπ, f)dπ, implies the
Fourier inversion formula f = F−1G (f̂), where
(F−1G σ)(x) :=
∫
Ĝ
Tr(π(x)σ(π))dπ, x ∈ G, F−1G : S(Ĝ)→ S(G),
10 CARLOS A. RODRIGUEZ T. AND MICHAEL RUZHANSKY
is the inverse Fourier transform. In this context, the Plancherel theorem takes the
form ‖f‖L2(G) = ‖f̂‖L2(Ĝ), where
L2(Ĝ) :=
∫
Ĝ
Hπ ⊗H∗πdµ(π),
is the Hilbert space endowed with the norm
‖σ‖
L2(Ĝ) = (
∫
Ĝ
‖σ(π)‖2HSdπ)
1
2 ,
with dµ(π) denoting the Plancherel measure on Ĝ.
It can be shown that a Lie group G is graded if and only if there exists a differential
Rockland operator on G. If the Rockland operator is formally self-adjoint, then R
and π(R) admit self-adjoint extensions on L2(G) and Hπ, respectively.
Definition 3.1. Let G be a graded Lie group and let R be a positive Rockland operator
of homogeneous degree ν. The Sobolev space HsR(G) is the subspace of S
′(G) obtained
by completion of the Schwartz space S(G) with respect to the Sobolev norm
‖f‖Hs
R
(G) := ‖(1 + π(R)) sν f‖L2(G)
Now we have the necessary tools to study the Problem (3). These spaces have been
extensively analysed in [7] and [8].
Theorem 3.1. Consider the Problem (3) where R is a Rockland operator with ho-
mogeneous degree ν. For initial data (u0, u1) ∈ Hs×Hs− ν2 , the problem is well posed
and the solution u satisfy that
‖u‖2
Hs−
νδT
4
+ ‖∂tu‖2
Hs−
νδT
4
−
ν
2
≤M(‖u0‖2Hs + ‖u1‖2Hs− ν2 ),
for some constants δ,M > 0.
Proof. We apply the group Fourier transform to both sides of the equation to obtain
∂2t û(t, π) + a(t)π(R)û(t, π) = 0.
Following the lines of Section 2, and taking into account the diagonal form of the
symbol of the Rockland operator R: write û(t, π) = [ûmk], also for the initial data
û0(t, π) = [û0mk], û1(t, π) = [û1mk]. For the eigenvalues of the symbol of the Rockland
Operator R, we write πm.
The idea is to analyse the first order linear differential equation
(18) ∂tV (t, ξ) = i|ξ|πA(t)V (t, ξ)
with initial condition
V (0, ξ) =
(
i|ξ|πv̂0(ξ)
v̂1(ξ)
)
.
We look for a solution in the form
V (t, ξ) =
1
det(H(t))
e−ρ(t) log |ξ|piH(t)W (t, ξ),
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where ρ ∈ C1([0, T ]) is a real valued function to be chosen later. For ψ ∈ C∞c (R),
ψ ≥ 0, ∫
R
ψ = 1, and ψǫ(t) :=
1
ǫ
ψ( t
ǫ
), we take H = H(t) to be
H(t) =
(
1 1
λ1(t) λ2(t)
)
,
with λ1(t) =: (−
√
a ∗ ψǫ) and λ2(t) =: (
√
a ∗ ψǫ), the mollified approximations
for the coefficient function a(t). Using the estimates from Section 2 we arrive to, in
complete analogy with equation (16):
(19) π2m|ûmk|2 + |∂tûmk|2 ≤M
(
π2+δTm |û0mk|2 + πδTm |û1mk|2
)
,
for some δ > 0. In order to deduce the estimate for functions in the Sobolev spaces,
multiplying by π
4s
ν
−δT−2
m we obtain
(20) π
4s
ν
−δT
m |ûmk|2 + π
4s
ν
−δT−2
m |∂tûmk|2 ≤M
(
π
4s
ν
m |û0mk|2 + π
4s
ν
−2
m |û1mk|2
)
.
Recall that
‖F{(1 + π(R)) sν u}‖2HS =
∑
m
(1 + π2m)
2s
ν
∑
j
|ûmj|2.
Then we can see that u ∈ HsR is characterised by∫
Ĝ
∑
m
(π2m)
2s
ν
∑
j
|ûmj|2dµ(π) <∞.
Taking this into account we have that
‖π(R)
s− δν
4
T
ν û‖2HS + ‖π(R)
s− δν
4
T− ν
2
ν ∂tû‖2HS
≤M
(
‖π(R) sν û0‖2HS + ‖π(R)
s− ν
2
ν û1‖2HS
)
.
after integration with respect to the Plancherel measure on Ĝ on both sides we obtain
the proof of the Theorem. 
Remark 3.1. In [16] and [9] we can find a result on embedding between the Sobolev
spaces: the spaces HsL := {f |(1−L)
s
2 f ∈ L2(G)} where the operator L = X21+ ...+X2k
is a sum of squares of left invariant vector fields satisfying Ho¨rmander condition of
length l, and the classical ones Hs := {f |(1−∆) s2 f ∈ L2(G)} associated to the Laplace
operator ∆. Indeed,
Hs ⊂ HsL ⊂ H
s
l .
From this we can deduce the well-posedness assuming data in HsL and obtaining
solution in classical Sobolev spaces.
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4. An extension to Hilbert spaces
We observe that the technique applied in the sections above can be used to study
the problem (1) in the context that u(t) ∈ H where H is a separable Hilbert space.
Let (ej)j∈N ⊂ H be an orthonormal basis. We define the Fourier transform of the
element u ∈ H by û(j) := 〈u, ej〉H. Clearly
u =
∑
j∈N
û(j)ej .
Consider an operator A : D(A) ⊂ H → H which acts on u as
(21) Au =
∑
j∈N
λ2j û(j)ej ,
for a sequence of real numbers (λ2j)j∈N. Notice that Âu(j) = λ2j û(j). We proceed
to define the induced Sobolev spaces HsA by:
• H0A := H.
• HsA := {u ∈ H :
∑
j∈N
λ2sj |û(j)|2 <∞}, for s ∈ R.
Now we have introduced analogous tools of the Fourier analysis. We establish the
version of problem (1) in this setting. For a : [0, T ] → R being a Log-Lipschitz
function, consider the problem of finding a function u : [0, T ]→H such that
(22)


∂2t u(t)− a(t)Au(t) = 0, t ∈ [0, T ],
u(0) = u0,
∂tu(0) = u1,
the initial data is in suitable Sobolev spaces.
Theorem 4.1. Let a : [0, T ]→ R be a Log-Lipschitz function such that a(t) > a0 > 0.
Suppose (u0, u1) ∈ HsA(G)×Hs−1A (G) for some s ∈ R. Then the Cauchy problem (22)
has a unique solution satisfying
‖u(t, ·)‖2
H
s− δ
2
T
A
+ ‖∂tu(t, ·)‖
H
s− δ
2
T−1
A
≤ C(‖u0‖2Hs
A
+ ‖u1‖2Hs−1
A
),
for some C, δ > 0 independent of u0, u1, and t ∈ [0, T ].
Proof. Taking Fourier transform on both sides of the equation, we obtain for each
k ∈ N,
〈∂2t u(t), ek〉 − a(t)〈Au(t), ek〉 = 0,
or
∂2t û(t)(k)− a(t)λ2kû(t)(k) = 0.
After denoting û(t) = β(t), we deal with the equation
∂2t β(t)− a(t)λ2kβ(t) = 0.
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This is clearly the equation (9). The conclusions obtained in Theorem 1.1 are then
valid in this case. 
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