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ABSTRACT 
Recently, a lot of open source e-learning platforms have been offered for free in the Internet. We thus 
incorporate the intelligent diagnosis and assessment tool into an open software e-learning platform developed 
for programming language courses, wherein the proposed learning diagnosis assessment tools based on text 
mining and machine learning techniques are employed to alleviate the loading of the teachers. Experiments were 
conducted in two introductory-undergraduate programming courses to examine the effectiveness of the proposed 
diagnosis and assessment tools. The learners’ work including the source code and comments were processed by 
the proposed text mining and machine learning techniques. This system also provides immediate feedback and 
high-quality evaluation results to guide the learners with poor performance. Our experimental results reveal that 
the proposed work can effectively assist the low-ability learners.  
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Introduction 
 
In recent years, several e-learning platforms have been developed to aid students in learning programming language 
(Fix & Wiedenbeck, 1996; Takemura et al, 1999; Mungunsukh & Cheng, 2002; Hulls et al., 2005). Most of them 
used hypermedia since its hypertext structure reflects a model of learning based on the students’ semantic memory 
model. Fix & Wiedenbeck (1996) designed an intelligent tool to aid the students, who already have knowledge of 
another programming language, in learning Ada programming language. This tool provided associated teaching 
material to helps the learners comprehend the new programming language. Although the teaching material was 
generated dynamically and the students can navigate different learning topic through hyperlink, the students still 
have difficulty in planning a solution. Although Mungunsukh & Cheng (2002) proposed a case based reasoning 
approach to diagnose students’ programming skill by extracting the events caught during student’s learning activity 
and giving useful explanation and suggestion, the effectiveness of case based reasoning approach is unverified. The 
comprehension states of the learners were measured by tests during three learning phases in a Java programming 
language e-learning platform (Takemura et al, 1999). However, there is little help for the ones that have obstacle in 
planning of the solution for the given programming exercises. Greyling et al (2006) proposed a programming support 
tool for introductory programming courses that tends to concentrate on the syntax of a programming language during 
program developing. Nevertheless, their system was lack of providing immediate feedback concerning the 
correctness of the designed program. 
 
It is observed that developing the programs during coding phase is difficult for most programming novices. We thus 
employ text mining and machine learning techniques to develop a programming diagnosis and assessment tool for an 
e-learning platform in this work to give the learners the guidance based on student’s learning portfolios, whenever 
the learner is confused or stalled in programming. The guidance is offered via a feedback rule construction 
mechanism. To our knowledge, it is the first attempt in the literature to develop this kind of diagnosis and assessment 
tool. Experimental results show that the proposed learning aid mechanism can effectively assist low ability learners 140 
in making progress during the continuous development of the assigned projects, and the assessment module is 
confirmed to be capable of evaluating the quality of learner’s work correctly as well. 
 
The remainder of the paper is organized as follows. The related work is given in next section. The overall 
architecture of the e-learning platform, the diagnosis and feedback module used in the platform, the assessment 
module employed for quality evaluation of learners’ work, and the experimental results are discussed in respective 
sections. Finally, conclusions and the future work are provided in the last section. 
 
 
Related work 
 
In the past few years, developing useful learning diagnosis and assessment systems using machine learning 
techniques has become a hot research topic in the literature (Raineri et al, 1997; Smaill, 2005; McGourty, 2000; 
Zhang et al, 2001; Cheung et al, 2003; Cheng et al, 2005; Tsaganou et al, 2003; Lo et al, 2004; Depradine et al, 
2003; Guzmán et al, 2005). As the Internet gains wide popularity around the world, e-learning is taken by the 
learners as an important study aid. In order to help teachers easily analyze students’ portfolios in an intelligent 
tutoring system, many researchers try to extract some useful information from the portfolios and reflect the degree of 
students’ participation in the curriculum activity. The intelligence of intelligent tutoring systems is seen through the 
way these intelligent systems adapt themselves to each individual student, such as speed of learning, specific areas in 
which the student excels as well as falls behind, and rate of learning as more knowledge is learned. The interactions 
among the students and the intelligent tutoring system realized by Piramuthu (Piramuthu, 2005) include instructing, 
evaluating feedback from students, learning the characteristics of students, tailoring instructions as per the 
characteristics and feedback received, and being able to adjust to variable student learning rates. 
 
Intelligent educational systems benefit enormously from their ability of providing adaptivity and customization, thus 
maximizing system personalization (Aroyo et al., 2007). It was reported by Raineri et al (1997) that prompt 
feedbacks given by an intelligent tutoring system can effectively reduce the sense of frustration felt by the students. 
The main benefits of the implementation of web-based learning and assessment tool have been described in (Smaill, 
2005; McGourty, 2000). It was observed that students have been highly motivated, have received regular and well-
timed feedbacks on their progress, and have promoted their achievement levels; instructors have been able to manage 
workloads while maintaining effective teaching and assessment practices. Using hints and feedbacks (Guzmán et al, 
2005), students can participate in an active learning process and can contribute to improving students’ knowledge 
and detecting some possible misconceptions. 
 
The natural language processing (NLP) is a way of computer processing of human language, and the computer 
returns a correct response that people expect. The NLP can be applied to language-based fields, such as speech 
recognition, dialogue system, information retrieval and knowledge representation (Alshawi, 1992). A lot of literature 
studies and optimization techniques have been also successfully applied to NLP, such as neural networks 
(Miikkulainen, 1993; Schmid, 1994), rule-based reasoning (Yang, 2000), pattern matching (Navarro & Raffinot, 
2002) and text mining (Salton, 1989). The NLP represents the meaning of each sentence based on the built-in 
grammar and semantic database, such as ontology or rule-based database. However, building one exhaustive 
grammar and semantic database is a difficult task, especially for some specific application domains, such as the 
interpretation of program comments given by the learners as required in this work. 
 
Recently, text mining techniques have been widely applied in many research domains, such as semantic web mining 
(Eikvil, 1999) and foreign exchange prediction (Permunetilleke & Wong, 2002). Text mining involves looking for 
patterns in natural language text and may be defined as the process of analyzing text to extract information. For 
instance, sentence similarity is used as a criterion to extract unseen knowledge form textual database. It has been 
proven that it is an effective way to retrieve information from short text. The text mining techniques have been 
employed in the implementation of intelligent e-learning platforms as well. Yuan & Chen (2007) integrated unique 
association thinking of humans with an automated decision agent grounded on the three association capabilities of 
human thinking, including similarity, contiguity and contrast, such that the students can participate actively in 
brainstorming. Pantic et al, (2005) employed an intelligent agent with the semantic network concepts to teach 
introductory artificial intelligence and relevant information can be monitored, filtered, and retrieved from the Web. 
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Text mining involves looking for patterns in natural language text and may be defined as the process of analyzing 
text to extract information. For instance, sentence similarity is used as a criterion to extract unseen knowledge form 
textual database. It has been proven effectively way to retrieved information from short text. Traditional techniques 
for detecting similarity between long texts documents have focused on analyzing shared words (Salton, 1989). 
However, word co-occurrence in sentence similarity may be scarce or even nonexistent mainly because of the 
inherent flexibility of natural language, which enables people to express similar meanings using quite different 
sentences in terms of structure and content. To tackle this challenge, the focus of this paper is primarily on 
computing the similarity between very short texts, such as program comments given by the learners during the 
development of the programs. 
 
Although sentence similarity is increasingly in demand from a variety of applications, the adaptation of available 
measures to computing sentence similarity has several major drawbacks. Firstly, a sentence is represented in a very 
high-dimensional space with hundreds or thousands of dimensions (Salton, 1989; Landauer et al, 1998). This results 
in a very sparse sentence vector which is consequently computationally inefficient. High dimensionality and high 
sparsity can also lead to unacceptable performance in similarity computation (Burgess et al, 1998). Moreover, once 
the similarity computing method is designed for a specific application domain, it cannot be adapted easily to other 
domains. The lack of adaptability does not correspond to human language usage because sentence meaning might 
vary from domain to domain to certain extent. For instance, the well-known text analyzing tool in the literature, 
latent semantic analysis (LSA), attempts to represent all the semantic information in the document by a single low 
dimensional vector. Nevertheless, the variety of the topic, the complexity of text structure, plus the flexibility of 
personal expression and the ambiguity of natural language, make it impossible to realize this goal (Zhang & 
Rudnicky, 2002). 
 
 
Figure 1. Architecture of the e-learning platform for a programming course 
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Architecture of the e-learning platform 
 
Figure 1 shows the architecture of the e-learning platform used in this work. As seen from the figure, the e-learning 
platform is employed to assist the teacher in teaching at programming courses for undergraduate students. There are 
three main components in the e-learning platform, which includes a diagnosis module, an assessment module, and 
the user interface module. The inputs to both the diagnosis and the assessment modules are obtained from the 
learners’ portfolios updated during online learning activities in our e-learning platform as shown in Figure 2. The 
learners’ portfolios includes each learner’s ability estimation given by the teacher based on the historical learning 
records of each learner, the response time of each learner and the source code along with the comments posted by 
each learner on the e-learning platform. The diagnosis module monitors the learners’ learning status and gives timely 
support to the students that need help. The assessment module evaluates the students’ learning outcomes using the 
learning portfolios and gives the final reports to the teacher and the students. 
 
The assessment module as shown in Figure 1 is employed to give the quality evaluation of the source code 
developed by the learners. The measurement given by the assessment module is based on the execution result of the 
learner’s program, the comments given by the learner, the program elements, and the structure organized by the 
learner. The measurement allows the learners to have the opportunity to improve their code quality before submitting 
the final work to the teacher. 
 
 
Figure 2. Screenshot of the e-learning platform for programming courses 
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The intelligent learning diagnosis module 
 
There are three major components in the learning diagnosis module as shown inside the blue dotted frame in Fig. 1. 
They are significance degree calculator, composite classifier, and feedback module. The three classifiers are adopted 
in this work to assist in computing the relevance degree between the learner’s comments and the expected 
approaches. Each learner’s source code comments given in Chinese are first segmented into separate keywords by a 
so-called Chinese Knowledge and Information Processing (CKIP) system (Chen & Liu, 1992; Chen & Bai, 1998; 
Chen & Ma, 2002; Ma & Chen, 2003). The significance degree calculator is used to derive numeric values that give 
the validity measure of learners’ planning for their solutions based on the verbs and the nouns collected from the 
learner’s comments. The derived numeric values are then fed into a composite classifier to determine if the learners 
go in the wrong direction. The feedback module is requested to give some feedback messages to the learners and the 
teacher based on a set of feedback rules built in the feedback message database if needed. Notably, the learning 
diagnosis module proposed in this work is not linked to any specific language or characters, because the inputs to the 
module, which are the verbs and the nouns extracted from the comments, are converted into the form of a numeric 
array for the ease of the computation. 
 
The three base classifiers employed in the composite classifier are a text class vector relevance classifier, support 
vector machines (SVM), and a multimembership Bayesian classifier (MMB). The three base classifier models are 
trained on the collected sample source code comments and their precision is recorded. The precision is then used as 
the weight for each individual classifier. Thus, greater the precision of any classifier, the larger will be the weight 
associated with it. Notably, the SVM is chosen as one of the base classifiers in this work because they have been 
successfully employed in a wide range of real-world classification applications, such as handwritten digit recognition 
(Burges, 1998), speaker identification (Wan & Campbell 2000), and text categorization (Joachims, 1999). The MMB 
is employed here owing to its capability of efficiently modeling the uncertainty inherent to human reasoning in 
pattern recognition and machine intelligence fields. (Chang et al, 1994; Lee et al, 1991). Comparison to the Bayesian 
method, which can only identify a single category of content and the category must be assigned by the operators in 
advance, the MMB approach not only accurately identifies multi-category of the content in time but also has no 
restriction on collecting the training sets. 
 
 
Figure 3. Text class vector construction process 
 
 
Significance degree calculator 
 
Figure 3 shows the process of template text class vector construction in the significance degree calculator module. In 
this mechanism, the instructor first collects the sample comments and assigns the relevance degree for each sample 144 
comment before the operation of the learning platform. The CKIP system developed by Academia Sinica in Taiwan 
is then employed to separate the Chinese words in each collected sample comment. The combination of word 
segmentation result and the value of relevance degree generated for each sample comment are used to measure the 
relevance between the comments given by the learner and the expected comments accordingly. Based on the 
relevance degree of each sample comment assigned by the instructor, the system is able to build a positive and a 
negative template class vector which stand for the relevance and irrelevance of the sample comments to the expected 
comments, respectively. The two template class vectors assist the learning platform in assigning a suitable degree 
value for each newly posted comment by students as an effective measurement tool for each student’s learning status 
during the progress of the problem. 
 
A summary of template text class vector construction algorithm is given below: 
(i)  It is assumed that there are n sample comments collected by the instructor beforehand. They are fed into the 
CKIP system to extract each individual word in a Chinese sentence. Only verbs and nouns are kept for further 
processing. The word segmentation result for the ith sample comment is [Wi,1, Wi,2,…,Wi,ki]
T, where ki denotes 
the index for the last extracted word in the ith sample comment. 
(ii)  According to the judgment of the instructor on the relevance degree between the sample comments and the 
proper approaches expected by the instructor, words in each sample comment can be placed in either positive 
class which is relevant to the expected solution, or negative class which is regarded as being an irrelevant or 
improper comment. The template text class vector for both classes can be expressed as: [P1, P2, P3, …, Ppos] and 
[N1, N2, N3,…,Nneg] in mathematics form, where the indices pos and neg denote the counts of the words collected 
in positive class and negative class, respectively. 
(iii) The significance degree of positive class and negative class for word Pi in each template text class vector can be 
expressed by the following equations: 
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where  pos P i pf ,  and  neg P i pf ,  represent the normalized occurrence frequency of word Pi in positive class and 
negative class, respectively. A positive constant κ  is added to prevent from dividing by zero in both equations. 
The value of κ  is determined by the experiments. 
i P IDF  is the so-called inverse document frequency (IDF), 
which is defined as: 
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where N denotes the total number of comments, 
i p PN  is the number of the comments that contains word Pi, 
and η  represents a positive constant. 
An example list of significance degree generation for extracted keywords is shown in Figure 4. Based on the 
occurrence frequency of each keyword for both classes in the sample comments, the normalized occurrence 
frequency of each keyword in both classes is first computed, as illustrated at Columns 4 and 5. Then the 
significance degrees of each keyword in both classes, as respectively given at Columns 7 and 8, can be derived 
by using Eqs. (1), (2), and (3). 
(iv) The two template text class vectors for both classes are formed by: 
[ ] pos p pos p pos p pos pos sd sd sd v , , , ,..., ,
2 1 =
r
, (4) 
[ ] neg p neg p neg p neg neg sd sd sd v , , , ,..., ,
2 1 =
r
. (5) 
Eqs. (4) and (5) can be used to compare with the word segmentation result of the ith comment given by the 
learner in the classification process. 
 
The test text class vectors of positive class and negative class for the ith comment issued by the learner are then 
expressed by: 145 
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The two test text vectors of each comment are used as the inputs for each individual classifier as shown in Figure 1 
to determine the relevance degree to the expected comments. 
 
 
Figure 4. Example list of significance degree generation for extracted keywords 
 
 
Text class vector relevance classifier 
 
Figure 5 illustrates the architecture of text vector classification. The relevance degree of the expected comments and 
the comments issued by the learner is computed by the following formulae: 
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where  pos v
r
 and  neg v
r
 represent the template text class vectors for positive and negative classes, respectively, and the 
pos i t ,
r
 and  neg i t ,
r
 denote the text class vectors of the ith comment issued by the learners for positive and negative 
classes, respectively. 
 
The relevance degree computed by Eqs. (8) and (9) determines if the posted comments are relevant to the expected 
solution. The comments are predicted as being relevant to the expected solution if rpos is larger than rneg in Eqs. (8) 
and (9). 
 
.
.
.
 
Figure 5. Process of text class vector classification 
 
 
SVM classifier 
 
Recently, support vector machines (SVM) have gaining popularity due to its numerous attractive features and 
eminent empirical performance (Vapnik, 1995; Vapnik, 1998; Cherkassky & Mulier, 1999; Chang & Lin, 2001; 
Taha, 1997; Burges, 1998). To solve a nonlinear regression or functional approximation problem, the SVM 
nonlinearly map the input space into a high-dimensional feature space via a suitable kernel representation, such as 
polynomials and radial basis functions with Gaussian kernels. This approach is expected to construct a linear 
regression hyperplane in the feature space, which is nonlinear in the original input space. 
 
In this work, the sample comments are used to train the SVM as shown in Figure 6 (a). The relevance degree to the 
expected solution for each segmented keyword in the sample comments can be expressed as: 
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where word Wi,j denotes the extracted keyword,  pos W j i pf , ,  and  neg W j i pf , ,  represent the occurrence frequency of word 
Wi,j in the collected relevant comments and irrelevant comments, respectively. η  is a positive constant, and 
j i W IDF
,  
is given by Eq. (3). 
 
The classification process for the posted comments is illustrated in Figure 6 (b), where the average of the 
classification result for the m posted comments of the learner is taken as the output of the SVM classifier. 147 
 
(a)  Training  of  SVM     (b)  Classification  process 
Figure 6. The Training and classification process of SVM 
 
 
Multimembership Bayesian classifier 
 
Multimembership Bayesian (MMB) algorithm was adopted as the core module in the design of a medical diagnostic 
expert system and a web site classifier in the literature (Lo et al, 2005; Lo et al, 2006; Chang et al, 1994), and the 
reported experimental results were impressive. This work thus employs MMB as one of the three components in the 
composite classifier used in the intelligent diagnosis module. 
 
The heart of the MMB classifier is its inference engine, which can be formulated as follows: 
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where  () i C P  is the prior probability of the category Ci,  () k i T T T C P , , , | 2 1 L  represents the posterior probability 
for category pattern Ci in related to the selected feature set of  k T T T , , , 2 1 L , and  ( ) i j C T P |  denotes the conditional 
probability for feature Tj given category pattern Ci is present. 
 
In this work, the relevance degree to the expected solution for each segmented keyword in the sample comments as 
given in Eqs. (1) and (2) is used to determine the feature set collected by the MMB inference engine, and equal 
number of the features are obtained from each of the two classes as shown in Figure 7 Then the corresponding test 148 
text class vectors of positive and negative classes for the comments issued by the learner as given in Eqs. (6) and (7) 
are fed into the MMB inference engine to apply the MMB algorithm to obtain the classification result. 
 
 
Figure 7. The MMB inference process 
 
 
Feedback module 
 
Figure 8 shows the architecture of the feedback module, which is composed of a feedback rule constructor and a 
feedback message dispatcher. The feedback rule constructor allows the instructors to mark the sample comments that 
are irrelevant to the expected solution and create a corresponding rule. The consequent of each rule is also provided 
by the instructor as a way to give the learner a hint or appropriate suggestion. The feedback message dispatcher is 
activated to send the appropriate feedback message to the learner if the final decision from the composite classifier 
determines that the comments issued by learner are recognized as irrelevant to expected solution, and the required 
elements or structures designated by the teacher are missing in the learner’s source code. 
 
Whenever the comment posted by the learner is deemed as improper approach for developing the problem, all the 
sample comments for the negative class are examined and the one most similar to the posted comment will trigger 
the corresponding feedback rule to issue an appropriate diagnosis message back to the learner. The similarity 
between the sample and the posted comments is given by: 
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where  i c
r
 represents the text vector of the ith sample comment,  p
r
 denotes the text vector of the comment issued by 
the learners, k and m stand for the number of segmented keyword in the ith sample comment and the posted 
comment, respectively. Notably, the value of each element in the two text vectors is identical to the significance 
degree computed by Eq. (2). 
 
 
Figure 8. Architecture of the feedback module 
 
In case that the similarity degree computed by Eq. (23) is below some preset threshold, the posted comment is treated 
as a mismatch to all the feedback rules in the database. The learning platform will inform the teacher and allow the 
teacher to generate another feedback rule to deal with the newly discovered improper comments issued by the 
learner. 
 
A sample feedback message generated by the feedback module is given in Figure 9 In this example, a learner was 
requested to build a 9×9 multiplication table by using PHP program language. The learner’s comments mentioned 
that each element in the 9×9 multiplication table is printed out one by one in his code. The composite classifier first 
determined that the learner’s comment is possibly irrelevant to the expected solution. Then the feedback message 
dispatcher is asked to verify that the required iteration structure is indeed missing in the learner’s source code. 
Accordingly, some warning message like “nested for/while iteration structure is suggested” was issued to the learner. 
 
 
Figure 9. A sample feedback message 
Feedback message: 
Nested for/while iteration 
structure is suggested 
Learner’s comment: 
Each element in the 9×9 
multiplication table is 
printed out one by one. 150 
To justify the accuracy of the feedback messages generated by the feedback module, the tool further will pop a 
message window as shown in Figure 10 to ask the learner whether the issued feedback message is appropriate. The 
teacher will receive a message from the feedback module indicating the existence of some inappropriate feedbacks 
reported from the students. Figure 11 gives an example of an inappropriate feedback message that was reported by 
the students. Notably, the inappropriate feedback message is marked in red to allow the teacher to easily locate the 
inappropriate feedback messages that were reflected by the students. 
 
 
Figure 10. Confirmation on the correctness of feedback message 
 
 
Figure 11. An example of an inappropriate feedback 
 
 
Program source code assessment module 
 
Ala-Mutka et al (2004) pointed out that novice programmers easily forget issues of programming style in their 
programming coursework. Incorporating issues of style into programming courses is thus demanded in order to give 
students thorough feedback on their coursework. The main goal has been to assess the practical coding and design 
conventions of the programs. The list of the criteria that assess the work of students in this work originates from the 
reports given by U. S. Department of Energy (U. S. Department of Energy, 2003; IEEE Std. 1012, n.d.). The 
assessment topics and criteria for determining the adequacy of software are listed in the report as follows: 
•  Software design description: all software-related requirements are implemented in the design and all design 
elements are traceable to the requirements. 
Learner’s name 
Learner’s feedback 
An inappropriate feedback is 
marked in red 
Is the feedback message 
appropriate? 151 
•  Software verification and validation: All analysis and design software requirements and software design have 
been verified and validated for correct operation using testing, observation, or inspection techniques; Relevant 
abnormal conditions have been evaluated for mitigating unintended functions through testing, observation, or 
inspection techniques. 
•  Software quality assurance: SQA activities and software practices for requirements management, software 
design, software configuration management, procurement controls, V&V (including reviews and testing), and 
documentation have been evaluated and established at the appropriate level for proper applicability to the 
analysis and design software under assessment. 
 
 
Figure 12. Assessment tool for evaluating the quality of learner’s source code 
 
Figure 12 illustrates the architecture of program source code assessment module used in the e-learning platform. 
After the learners submit their program source codes to the learning platform, the built-in assessment module can 
assist the teacher in evaluating the quality of each learner’s work based on the following criteria proposed by Ala-
Mutka et al (2004): 
(i)  Modularity: including various class implementation issues, such as declaring explicit constructors and 
assignment operator, explicit calls for inherited assignment operators. Encapsulation issues, such as class 
inheritance, public member variables belong to this category. 
(ii)  Clarity and simplicity: such as the average length of functions, blocks with braces, and usage of short-circuit 
statements. 
(iii) Effectiveness, such as small variable scopes. 
(iv) Documentation: whether meaningful comments are given. 
(v)  Validity of program outcome: including correctness and rationality of the execution output. 
 
Notably, the motivation of choosing this particular set of criteria is to assess the practical coding and design 
conventions of the students’ programs because it was essential to have more knowledge of the program structure than 
merely to collect statistics from the source code. Several features that are already analyzed by PHP or C compilers 
when given full warning options, such as unused variables or parameters, were decided not to be implemented in our 
assessment module. 
 
In this work, one or more sample program source codes are offered by the teacher for each project, and the given 
sample programs are used as a reference to grade the learner’s work. The first two criteria, including the modularity 
and the clarity/simplicity of program source code, are explicitly provided by the teacher at the end of the project 
development. The degree of effectiveness can be obtained based on the learner’s program executing time and 
memory usage. The validity of documentation is assessed by the composite classifier employed in the diagnosis 
module, in which the relevance degree of learner’s concept to the solution of the assigned problem is compared. The 
learner’s program outcomes, including correctness and rationality of the execution output, are contrasted with the 
expected sample program outcomes provided by the teacher. Notably, the teacher is allowed to inspect and amend 
the grading policy of the criteria established by the assessment module. 
 
After the assessment module collects the grading results for the five criteria, the assessment module can then 
evaluate the overall quality of the learner’s work according to the following formula: 
v r e s m Grade ⋅ + ⋅ + ⋅ + ⋅ + ⋅ = ε δ γ β α  (26) 152 
where  m,  s,  e,  r and v represent the degrees of modularity, clarity and simplicity, effectiveness, validity of 
documentation and program outcome, respectively. α, β, γ, δ, and ε are the weighting factors for the corresponding 
terms in Eq. (26). The weighting factors are determined by the instructor before the problems are assigned to the 
learners. Figure 13 illustrates an example of the quality evaluation results given by the assessment module on a one-
to-one-hundred scale. 
 
 
Figure 13. An example of the quality evaluation result given by the assessment module 
 
 
Experimental Results and Analyses 
 
To verify the effectiveness of diagnosis and assessment modules proposed in this work, three introductory-
undergraduate programming classes, including a PHP and two C programming courses, participated in the 
experiments. There were a total of 126 learners attending the programming classes, including 47 learners in the PHP 
programming class; 37 and 42 learners in two C programming classes, respectively. All the classes spanned 18 
weeks. The teacher in experimental group adopts the proposed learning diagnosis and assessment tools as a teaching 
aid besides ordinary classroom teaching activities; whereas only ordinary classroom teaching activities were 
organized at control group. The students in the two classes are divided into three ability groups. In experimental 
group, there were a total of 79 learners, including 21 learners from the PHP programming class and 58 learners from 
the C programming class. Each learner in experimental group was asked to work on the assigned programming 
projects by using the learning platform at the end of the 16th weeks. Rest of the 47 learners, including 26 learners 
from the PHP programming class and 21 learners from the C programming class, are assigned in control group. 
 
Each learner in experimental group is asked to give a brief description of his/her algorithm ahead of his/her source 
code. The program comments posted by the learners are separated from the source code and are fed into the 
significance degree calculator module to build the corresponding test text vector. The text vector for each comment 
was then fed into the composite classifier to determine the relevance degree between the source code comments and 
the expected solutions. The diagnosis tool generated feedback message to the learners whenever the comments and 
the source code constructed by the learners reveal that the leaner deviate the expected approaches. The learning 
platform can automatically lower the difficulty level of the problems when the learners got stuck with the problem at 
the current difficulty level for a preset time limit. 
 
Table 1 gives the comparison of the precision rates of three individual and composite classifiers. It can be observed 
that three individual classifiers and the composite classifier achieve satisfactory performance and the composite 
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classifier outperforms the three individual classifiers as expected. We can infer that the overwhelming majority of the 
relevance degree between the learner’s comments and the expected approaches determined by the classifiers is 
trustworthy. 
 
Table 1. Comparison of the precision rates of three individual and composite classifiers 
Classifier  SVM MMB  TVC  Weighted  voting 
Precision rate  95.24% 85.71% 92.86% 97.62%
 
Table 2 contrasts the quality evaluation results of the learner’s work in the experimental PHP and C programming 
classes, graded by the teacher and the assessment module, in term of the following root mean square error: 
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where n represents the number of the learners, g i,a denotes the ith student’s grade determined by the assessment 
module, and gi,t is the ith student’s grade given by the teacher, both on a one-to-one-hundred scale. 
 
Table 2. Comparison of the quality evaluation of the learner’s program given by the teacher and the assessment 
module 
Criteria  Modularity  Clarity & simplicity  Effectiveness Relevance  degree 
Root mean square 
error (%)  3.875 5.912  2.03 2.995 
 
As shown in Table 2, the root mean square error for the first four criteria as given in Section 5 is 3.703% on the 
average. It can be observed that the gap of the grading results for some criteria, such as clarity and simplicity, is not 
trivial between the teacher and the assessment module. The assessment module will inform the teacher and issue a 
request of reviewing and revising the grading policy of the learner’s program for the corresponding criterion 
established in the assessment module for future reference. 
 
Table 3 shows the comparison of problem accomplishment rates for the learners in the experimental between the 
beginning of 16th week and after. It can be seen that the learners improve their performance with the aid of the 
feedback module. Meanwhile, the learners in median and low ability groups that took use of the e-learning platform 
got improved significantly due to the effectiveness of the feedback messages sent by the diagnosis tool. 
 
The comparison of project accomplishment rates for the learners between the beginning of 16th week and after in the 
three programming classes is given in Table 3. It can be seen that the learners in middle and low ability groups that 
took use of the e-learning platform got improved significantly owing to the effectiveness of the feedback message 
sent by the diagnosis module. 
 
Table 3. Comparison of project accomplishment rates for the learners in three programming classes 
Group 
 
Ability 
Experimental group  Control group 
Pre-test Post-test Pre-test Post-test 
High 73.7%(14/19)  100%(19/19) 69.2%(9/13)  76.9%(10/13) 
Middle 42.4%(14/33) 69.7%(23/33)  26.7%(4/15)  33.3%(5/15) 
Low 14.8%(4/27)  44.4%(12/27)  21.1%(4/19)  21.1%(4/19) 
 
Tables 4 and 5 compare the students’ achievement before and after they used diagnosis and assessment tools. The 
statistical results were obtained by running t-test with the SPSS software package. The average scores received by 
the learners in experimental group who were guided by the diagnosis and assessment tools are apparently better than 
that without the support. In addition, the evidence of high significant correlation between pre-guidance and post-
guidance and the high significance level as given by the results of t-test as respectively illustrated in Table 4 and 5 
indicate that the learners indeed made significant progress during the continuous development of the assigned 
programming projects with the assistance of the diagnosis and assessment tool. 
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Table 4. Paired samples statistics and correlations for the learners in experimental group 
    N  Mean  Std. Deviation Std. Error 
Mean  Correlation  Significance 
PHP 
programming 
class 
Pre-test  21  67.0476  13.25321  2.89209 
0.775  0.000  Post-test  21  76.6190  9.62536  2.10043 
C programming 
classes 
Pre-test  58  62.8539 15.34193 2.91557 0.661  0.001  Post-test  58  76.6538 10.50508 1.87963
 
Table 5. Paired sample t-test for the learners in experimental group 
 
Mean  Standard 
deviation 
Standard 
error mean
95% confidence 
interval of the 
difference t  df  Significance (2-
tailed) 
Lower Upper
PHP 
programming 
class 
9.5714  11.4176  2.0448  5.7149  17.3831  5.017  20  0 
C programming 
classes  -5.96205  12.42295  2.35275  -10.8064  -1.1176  -2.134  57  0.001 
 
Table 6. Independent-samples t-test statistics for the learners in experimental and control groups 
    N  Mean  Standard deviation 
Standard error 
mean 
PHP 
programming 
class 
Experimental group   21  76.6190  9.69782  2.11624 
Control group  26  69.8077  11.17862  2.19231 
PHP 
programming 
class 
Experimental group   58  76.6538 10.50508  1.879625
Control group  21  71.4286  17.89852  3.90578 
 
 
Table 6 gives the t-test statistics for the students’ grades in experimental and control groups. It can be observed that 
the mean of the students’ grades in experimental group is higher than that for those in control group. That is, the 
students who received the help of the diagnosis and assessment tool achieve higher performance on average. The 
effectiveness of the proposed diagnosis and assessment tool is thus justified. 
 
 
Conclusions and Future Work 
 
In this work, an intelligent learning diagnosis tool based on text mining and machine learning techniques is proposed. 
We use program comments and the source code, which are constructed by the learners during development of the 
assigned problems, to examine whether the learners plan wrong solutions. A feedback rule construction mechanism 
is used to issue feedback messages to the learners in case the diagnosis tool detects that the learners go in the wrong 
direction. An assessment module that evaluates quality of the learner’s work is also proposed. Five measurement 
criteria including modularity, clarity and simplicity, effectiveness, documentation, and validity of program outcome 
are used as quality evaluation metrics. The instructor can either take the assessment results as a part of the learners’ 
final grade, or use this assessment to uncover the learners that fall behind at the end of each learning activity stage. 
 
Two introductory-undergraduate programming classes, including a PHP and a C programming course, participated in 
the experiments to verify the effectiveness of proposed diagnosis and assessment tools. The statistical results 
obtained by running t-test with the SPSS software package were given and analyzed. The experimental results 
exhibit that the proposed work is effective in assisting the middle and low learners in planning the solution for their 
programming assignment timely without the involvement of addition human resources anytime and anywhere. 
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In the future work, we plan to employ neuro-fuzzy expert systems technique to elaborate the design of the classifier 
and the feedback rule construction mechanism used in the diagnosis module. The reason of using the neuro-fuzzy 
expert system is that it can function more like human experts who explain the reasoning processes behind their 
recommendation. The fuzzy model successfully handles reasoning with imprecise information, and enables 
representation of student modeling in the linguistic form, which is the same way the human teachers do. Meanwhile, 
the neural networks embedded in the neuro-fuzzy expert systems, as observed in (Vrettaros et al, 2004; Huang, et al, 
2003; Arriaga et al, 2002; Sevarac, 2006), can tune the membership functions and the rule parameters of the fuzzy 
model to improve the accuracy of the classification required in the learning diagnosis module. The last but not the 
least, more advanced text mining technique will be adopted in our future work to extract effective parameters from 
learners’ learning portfolios as the inputs to the learning diagnosis tool. 
 
Furthermore, we intend to incorporate other influencing factors, such as gender, heterogeneity of the class and 
grading schemes, along with the deployment of various collaborative learning mechanisms into the e-learning 
platform in the future work and investigate whether the ability of solution planning and bug removing for the middle 
and low ability learners can get further improved. 
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