Abstract-This paper proposes an adaptive and distributed secondary voltage control for microgrids with inverter-based distributed generators (DG). The proposed control is fully adaptive and does not require the information of DG parameters. Neural networks are used to compensate for the uncertainties caused by the unknown dynamics of DGs. The controller structure is fully distributed such that each DG only requires its own information and the information of its neighbors on the communication network. Therefore, this secondary control is associated with a sparse communication network. The effectiveness of the proposed methodology is verified for different loading, outage, and islanding scenarios, as well as variable communication structures in a microgrid setup.
Distributed Adaptive Voltage Control of Inverter-Based Microgrids
The distributed secondary control obviates the requirement for a central controller, and is more reliable. Existing efforts [19] , however, have been geared toward microgrid systems with fixed, known system parameters. In practice, it is desirable to have an adaptive [20] - [24] control paradigm that compensates for the nonlinear and uncertain dynamics of DGs. The controller should be fully independent of the DG parameters, and its performance should not deteriorate by the change in DG parameters (e.g., due to aging and thermal effects). As opposed to [19] , this paper proposes an adaptive and distributed secondary voltage control that satisfies the above conditions in a distributed fashion. Linear-in-parameter neural networks (NN) are used to compensate for the uncertainties caused by the unknown dynamics of DGs [25] - [29] . The microgrid is considered as a multiagent system with DGs as its agents. The secondary voltage control is formulated as a tracking synchronization problem of the resulting multiagent systems. DGs can communicate with each other through a communication network modeled by a directed graph (digraph). The Lyapunov technique is adopted to derive fully distributed control protocols for each DG. These control protocols are formed based on the NN adaptive weights, which are calculated in real time. The salient features of the proposed methodology are as follows.
1) A distributed control method is proposed to solve the tracking synchronization problem for multiagent systems with unknown nonlinear dynamics. It is used to design an adaptive and distributed secondary voltage control. 2) This secondary voltage control is adaptive and does not require the information of DG parameters. 3) Each DG requires its own information and the information of its neighbors on the communication digraph; i.e., the proposed method is fully distributed. Therefore, a sparse communication structure can be utilized. The paper is organized as follows: Section II discusses the primary and secondary control levels in a microgrid control hierarchy. In Section III, the preliminary of graph theory is presented. In Section IV, NN are used to design an adaptive secondary voltage control based on the distributed cooperative control. The proposed control is verified in Section V using a microgrid test system. Section VI concludes the paper.
II. PRELIMINARY OF MICROGRID CONTROL
Inverter-based DGs are considered as building blocks of islanded ac microgrids. The block diagram of an inverter-based DG, with control loops, is shown in Fig. 1 . The control loops, including the power, voltage, and current controllers, set the output voltage and frequency of the inverter bridge. The detailed descriptions of such controllers are provided in [19] . The nonlinear dynamics of each inverter-based DG is formulated in its own d-q (direct-quadrature) reference frame [30] . It is assumed that the reference frame of the ith inverter-based DG is rotating at the frequency of ω i . The reference frame of one DG is considered as the common reference frame, and the dynamics of other DGs are transformed to this common reference frame. The frequency of the common reference frame is denoted by ω com .
A microgrid can enter the islanded mode due to the preplanned scheduling or unplanned disturbances. Given the close physical proximity of loads and sources in microgrids, the electrical distances between DGs and loads are not significant [14] . Therefore, disturbances such as islanding process result in transient voltage dynamics. Subsequent to the islanding process, the primary control is applied and maintains the voltage and frequency stability. The primary control is implemented in the power controller block by the active and reactive power droop techniques [12] . The power control block provides the references for the internal voltage and current controllers in Fig. 1 . These nested internal voltage and current controllers constitute the zero-level control [12] . In the power controller block, two low-pass filters with the cut-off frequency of ω ci are used to extract the fundamental component of the output active and reactive powers, denoted as P i and Q i , respectively. The droop technique prescribes a desired relation between the frequency and the filtered active power P i , and between the voltage amplitude and the filtered reactive power Q i . As seen in Fig. 1 , the power controller provides the voltage references v * odi and v * oqi for the voltage controller, and the operating frequency ω i for the inverter bridge, using the following frequency and voltage droop characteristics:
where m P i and n Qi are the droop coefficients selected based on the active and reactive power ratings of each DG. V ni and ω ni are the primary control references [12] . Equation (1) represents the primary control locally implemented at each DG. It should be noted that the primary voltage control strategy for each DG is to align the voltage magnitude on the d-axis of the corresponding reference frame. The nonlinear dynamics of the ith inverterbased DG, while neglecting the fast dynamics of voltage and current controllers, can be written as
T . α i is the angle of the DG reference frame with respect to the common reference frame. i Ldi , i Lqi , v odi , v oqi , i odi , and i oqi are the direct and quadratic components of i Li , v oi , and i oi in Fig. 1 [30] - [32] . ω com is the frequency of the common reference frame. v bdi and v bqi are the direct and quadrature components of v bi in Fig. 1 . ω ci is the cut-off frequency of the low-pass filter used to extract the fundamental component of the active and reactive powers, denoted as P i and Q i , respectively.
Primary control level should be always active to stabilize microgrid subsequent to the islanding process or other contingencies. The primary control avoids voltage instability by keeping its value in prespecified ranges. However, it might not successfully return the microgrid to the normal operating conditions. An additional control level, namely the secondary control, compensates for the voltage deviations caused by the primary control [12] . The idea of secondary voltage control of microgrids is analogous to the secondary voltage regulation (SVR) of large-scale power systems. The SVR also sets the references for the primary voltage control or automatic voltage regulator of synchronous generators [13] . The secondary control operates with a timeframe longer than primary control [7] , [15] . This facilitates the decoupled operation and design of primary and secondary control levels. The secondary voltage control selects V ni in (1) (implemented in the power controller block in Fig. 1 Considering the nonlinear dynamics of the ith DG in (2) , and the secondary voltage control objectives, the following nonlinear state-space model can be adopted for secondary voltage control study:
where the outputs and inputs variables are set to
, and k i (x i ) can be extracted from (2).
III. PRELIMINARY OF GRAPH THEORY
The microgrid is considered as a multiagent system with DGs as its agents. DGs can communicate with each other through a sparse communication network, as shown in 
The set of neighbors of node j is denoted as N j = i|(v i , v j ) ∈ E G . For a digraph, if node i is a neighbor of node j, then node j can get information from node i, but not necessarily vice versa. The in-degree matrix is defined as
A digraph is said to have a spanning tree, if there is a root node with a direct path from that node to every other node in the graph [33] .
IV. ADAPTIVE AND DISTRIBUTED SECONDARY VOLTAGE CONTROL
A microgrid resembles a nonlinear and heterogeneous multiagent system, where each DG is an agent. It is assumed that all DGs can communicate with each other through a communication network modeled by the digraph Gr.
denotes the adjacency matrix of digraph Gr. The secondary control is similar to the tracking synchronization problem of multiagent systems. In tracking synchronization problem, all agents synchronize to a leader node that acts as a command generator [16] - [18] . As discussed in Section II, the secondary voltage control chooses appropriate control inputs V ni in ( The dynamics of inverter-based DGs in (2) are nonlinear. One approach to design a controller is to linearize the DG dynamics around the steady-state operating point. This may cause stability issues subsequent to the disturbances that cause large deviations in the microgrid operation. Alternatively, input-output feedback linearization and NN are used here to compensate for the nonlinear uncertain dynamics of DGs and facilitate the controller design without linearzing the DG dynamics or prior knowledge of DG parameters.
In input-output feedback linearization, a direct relationship between the dynamics of the output y i (or equivalently v odi ) and the control input u i (or equivalently V ni ) is generated by repetitively differentiating y i with respect to time. For the dynamics of the ith DG in (5), the direct relationship between y i and u i is generated after the second derivative of the output y i [19] 
where
The commensurate reformulated dynamics of each DG in (6) can be written as
Using the input-output feedback linearization, each agent dynamics is decomposed into the second-order dynamical system in (8) and a set of internal dynamics. It should be noted that
It is assumed that the nonlinear dynamics of DGs and, hence, functions f i (x i ) and g i (x i ) are unknown. Therefore, NNs are used to design an adaptive control that compensates for the nonlinear and uncertain functions f i (x i ) and g i (x i ).
In this section, first, the sliding mode error is introduced. Then, the sliding mode errors are used to design adaptive and distributed secondary controls for each DG using the Lyapunov function technique.
A. Sliding Mode Error
For each DG, the cooperative team objective is expressed in terms of the local neighborhood tracking error
where a ij is the weight of the edge by which the jth DG is connected to the ith DG, and b i is the pining gain by which the ith DG is connected to the leader node. The leader node is a virtual node that contains the information of the voltage reference, i.e.,
It should be noted that only a small portion of DGs need to be pinned to the leader node. De- 
and e = 0 if and only if all nodes synchronize [28] .
The sliding mode error r i for each DG is defined as
The parameters λ i are chosen such that the polynomial λ 1 + λ 2 s is Hurwitz. Therefore, e i exponentially goes to zero on the sliding surface r i = 0. The derivative of the sliding mode error can be written aṡ
a ij , (13) can be reformulated aṡ
Note that Λ is Hurwitz. Therefore, given any symmetric and positive-definite matrix P i , a positive real number β i exists such that
where I is the identity matrix.
B. Adaptive and Distributed Controller Design
The adaptive controller design will be based on a choice of a Lyapanov function. The following energy function is considered [29] , [35] :
This function is later used to design the adaptive control input u i (or, equivalently, V ni ). u i should be chosen such that the derivative of the developed Lyapunov function is locally negative definite.
Differentiating V ri and replacingṙ i from (13) yieldṡ
or equivalentlẏ 
is a function of the locally information available at the ith DG, andḡ
is a function of the state variables of the ith DG and the state variables of its neighboring DGs on the communication digraph. NNs can be used to compensate for the nonlinear dynamics off i andḡ i in (22) and (23) 
The unknown nonlinear functionḡ i is approximated by linear-in-parameter NNsḡ
where the NN adaptive weight vector is Wḡ i ∈ R lḡ i , εḡ i is the NN estimation error, and φḡ i ∈ R lḡ i consists of a set of lḡ i basis functions. The NN structure is shown in Fig. 3(b) . As seen, x i , r −i , x −i ,Ŵf [28] .
Theorem 1: The commensurate dynamics of DGs in (8) are considered. Let the digraph Gr contain a spanning tree and b i = 0 for at least one root node. It is assumed that the internal dynamics are asymptotically stable. Supposed that the control inputs are chosen as
where c i is the control gain, and the tuning laws are chosen aṡ 
whereσ(P i ) denotes the maximum singular value of P i in (18), and β i is calculated from (18) . Proof: The proof is elaborated in the Appendix.
Remark 3:
The coupling gain affects the controller speed; the greater value of c i increases the controller synchronization speed. Additionally, the synchronization speed is affected by λ 1 and λ 2 in (12). Greater value of λ 2 with respect to λ 1 forces the local neighborhood tracking error e i,m in (9) to converge to zero faster and, hence, increases the synchronization speed. The NN weight estimations,Ŵf i andŴḡ i , are the adaptive weights in the control law in (26) . They are tuned adaptively online in real time, without any manual intervention, using the tuning laws in (27) and (28) 
, and κḡ i in the tuning laws in (27) and (28) are the design constants that are selected by the designer to obtain suitable convergence properties for the adaptive tuning laws. These design constants, Ff
, and κḡ i , are kept fixed through all the contingencies. By contrast, the adaptive weights, namely the tunable weightsŴf i andŴḡ i , are automatically adapted online in real time using tuning laws in (27) and (28), without manual intervention, in response to changes in system operating conditions. The block diagram of the adaptive and distributed secondary voltage control is shown in Fig. 4 . φf i and φḡ i are the NN basis functions in (24) and (25) .
C. Hardware and Software Infrastructure Requirements
The software and hardware infrastructure required to implement the proposed adaptive and distributed voltage control is rather mild. The adaptive and distributed control protocols for each DG would not require dedicated signal processing units and do not impose heavy processing burden on the existing digital signal processors of voltage-source inverters. They can be deployed on the existing processors, with a slight software update to preexisting codes. The communication networks can be implemented by the TCP/IP communication protocol with optical fiber links [38] . The time frame of the secondary control level is in the order of a couple of seconds [12] . The proposed adaptive and distributed control does not require a high bandwidth communication network, and its bandwidth can be limited to a few bites per second [38] . The proposed control can admit both time-invariant and time-varying communication networks. In time-varying networks, each DG can send its own information to the neighboring DGs intermittently. To guarantee the synchronization of control objectives, the following conditions must be satisfied.
In the case of fixed communication networks, the communication topology must be a graph containing a spanning tree in which the controller of each DG only requires information about that DG and its immediate neighbors on the communication graph. Therefore, subsequent to communication link failures, the synchronization is provided if the remaining communication network still contains a spanning tree. A time-varying communication network can provide the synchronization if the sequential completeness condition is satisfied [39] . This implies that, with the infinite sequence of finite intervals, the resulting graph over each finite interval must contain a spanning tree.
Since the distributed control structure can be associated with time-varying communication networks, they are more robust against communication link failures. If a communication link fails, the synchronization for all DGs is still provided if the sequential completeness condition is satisfied. By contrast, in the centralized control structure, the failure of any communication link results in the loss of control system support for the corresponding DG.
V. CASE STUDIES
An islanded microgrid, with four DGs, is used to verify the effectiveness of the voltage control framework. Fig. 5 illustrates the single-line diagram of the microgrid test system. The nominal voltage and frequency are 380 V and 50 Hz, respectively. The loads and lines between buses are modeled as series RL branches. The DGs, lines, and loads specifications are summarized in Table I . The point of common coupling is highlighted in Fig. 5 . The DG specifications are not required for the controller functionality; however, they are provided to model DGs in the simulations. Table I includes K P V , K I V , K P C , and K I C , that are the voltage and current controller parameters based on the detailed models in [19] .
The simulation results are presented for three scenarios. In the first two cases, a fixed communication topology is assumed. 
A. Case 1
The microgrid is islanded from the main grid at t = 0. In practical applications, the voltage control should be applied immediately after the disturbance occurs. However, the secondary controller is intentionally delayed here by 0.6 s to highlight its effectiveness. It is assumed that the DGs in 
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DG 1 is the only DG that is connected to the leader node with the pinning gain g 1 = 1. The coupling gain in (26) is c i = 4 which satisfies (29) . λ 1 and λ 2 in (12) are chosen as λ 1 = 10 and λ 2 = 1. Fig. 7 shows the simulation results when the reference voltage value v ref is set to 1 p.u., respectively. As seen in Fig. 7 , while the primary control keeps the voltage stable, the secondary control returns all terminal voltage amplitudes to the prespecified reference value in less than 0.5 s. Fig. 8 shows the simulation results when the conventional distributed voltage control in [19] is used to restore the output voltage magnitude of DGs. The distributed voltage control parameters are adopted from [19] . It should be noted that the parameters of adaptive voltage control and parameters of conventional distributed control in [19] are of different natures. However, the results of Figs. 7 and 8 verify that exploiting NNs to make the conventional distributed voltage control adaptive does not deteriorate the synchronization of DG voltage magnitudes.
The secondary voltage control can also be defined to control the voltage magnitude of the critical bus shown in Fig. 5 . In this case, v ref is chosen according to (4) , where v c,mag in (4) denotes the voltage magnitude of the critical bus. v nominal in (4) is set to 1 p.u. k p and k i in (4) are set to 40 and 100, respectively. As seen in Fig. 9 , the secondary control returns the voltage magnitude of critical bus to v nominal . According to Remark 2, the parameters c i , λ 1 , and λ 2 , have a direct impact on the synchronization speed. Fig. 10 shows the simulation results when c i = 40, λ 1 = 100, and λ 2 = 1. Compared to the result shown in Fig. 7 , the synchronization of DG terminal voltages to v ref = 1 p.u. is much faster.
B. Case 2
It is assumed that the initial resistance of Loads 1 and 2 are 5 Ω, and the initial inductance of Loads 1 and 2 are 16 mH. At t = 1 s, Load 1 resistance and inductance change from 5 Ω and 16 mH to 3 Ω and 6.4 mH, respectively, and Load 2 resistance and inductance change from 5 Ω and 16 mH to 2 Ω and 3.2 mH, respectively. To show the effectiveness of the adaptive voltage control under load changes, it is assumed that the voltage control is halted for 0.2 s. As seen in Fig. 11 , once the voltage control is stopped, the voltage magnitudes drop due to the sudden load changes. However, at t = 1.2 s, the voltage control is applied again and returns the voltage magnitude of DGs to 1 p.u., as seen in Fig. 11 . Therefore, the performance of the adaptive voltage control does not deteriorate as a result of the load changes and the adaptive voltage control effectively restores the output voltage magnitude of the DGs to the nominal voltage.
C. Case 3
The microgrid is islanded from the main grid at t = 0, and the secondary control is applied at t = 0.6 s. However, as opposed (29) . λ 1 and λ 2 in (12) are chosen as λ 1 = 10 and λ 2 = 1. Fig. 13 shows the simulation results when the reference voltage value is set to 1 p.u. As seen, the secondary control returns all terminal voltage amplitudes to the prespecified reference value in less than 0.5 s. Compared to the simulation results of Case 1, Fig. 13 shows that the proposed secondary control appropriately works with time-varying communication networks.
VI. CONCLUSION
An adaptive and distributed secondary voltage control framework is presented. The proposed controller is independent of the DG parameters. NN compensate for the uncertain/unknown DG dynamics, and facilitate the adaptive feature of this controller. The Lyapunov technique is adopted to derive fully distributed control protocols for each DG. The simulation results verified the effectiveness of the proposed controller for several cases, including islanding, sudden load change, DG outage, and variable communication network. 
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