Accurate computation of the evolution of a (typically curved) detonation front in a complex geometry, and of the state behind it, is a practical problem in the design of devices that use high-energy explosives. Direct numerical simulations are infeasible: accuracy demands high resolution of the smallest scale (the reaction zone), which is typically several orders of magnitude smaller than the device scale. Programmed burn is an engineering alternative that has been shown to produce acceptable results at a fraction of the cost. The underlying algorithm prescribes the trajectory of the detonation front a priori and replaces the actual reaction zone by a mock up that is a few computational cells thick and in which the reaction rate is taken to be a constant. The state of the explosive at the end of the reaction zone is thereby computed at a relatively modest cost, and the bulk of the computational effort is reserved for the region behind the reaction zone wherein the products of detonation perform useful work. The reasons for the remarkable fidelity to which the physical situation is captured by the programmed burn are not well-understood. This investigation, aimed at achieving such an understanding, considers a model problem for a steady, curved detonation propagating down a rate stick. It examines the pseudo-reaction-zone structure of the programmed burn, studies the sensitivity of the state of the reaction products to the choice of the reaction zone length, and compares the results to those for the actual, physical reaction zone. Conclusions are drawn as to the causes behind the success of the programmed-burn algorithm. The analysis is based on the asymptotic limits of small front curvature and small departures from the Chapman-Jouguet speed. Results are presented for ideal as well as nonideal explosives.
Introduction
In the design of devices that employ high explosives, an accurate prediction of the motion of a detonation front as it propagates through a geometrically complex configuration is a basic requirement. The complete flow field consists of the detonation shock, propelled into the unreacted explosive by the thin reaction zone immediately behind it, and followed in turn by a broader hydrodynamic region in which the inert products of combustion expand to do useful work. Overall accuracy of a computational prediction demands resolution of the smallest scale, namely, the width of the reaction zone, which for modern explosives is several orders of magnitude smaller than the device scale that typifies the characteristic dimension of the detonation front. Direct numerical simulation of the governing equations is thus all but infeasible, even if details of the reaction kinetics and of the constitutive behavior of the mixture were available, which in general is not the case. The expense of such a calculation is also an issue, certainly at the design stage where rapid assessment of a proposed configuration is of the essence. This fundamental difficulty has led to the invention of subscale detonation models which attempt to bypass resolution of the finest scale while retaining acceptable accuracy. In this study we concentrate on a class of discrete subscale models known as programmed burn, currently used in practical design codes.
Programmed burn concentrates on computing the inert flow following the detonation, by solving the Euler equations of hydrodynamics on a computational grid substantially coarser than the thickness of the real reaction zone. Two pieces of information are needed at every time step for the calculation to proceed, namely, the location of the detonation front, and the state at which the products of reaction exit the reaction zone. The first is prescribed in advance by employing Huygens' construction (or, for greater precision, the recently developed theories of detonation shock dynamics (DSD); see [1] ) on a detonation that began as a Chapman-Jouguet wave. To capture the second the actual reaction zone is replaced by a fictitious one, immediately following the front and a few grid cells in thickness. Energy is released within this pseudo reaction zone in a pre-programmed mode, typically by modifying the equation of state in a manner based on reaction progress. Thus programmed burn is in effect a discrete implementation of the following idea: precalculate the shock location and replace the actual reaction zone by one with a constant rate and a thin but numerically convenient width, thereby obviating the need to compute on the smallest physical scale.
Three obvious questions arise. First, how close does the pre-specified front locus come to the actual shock trajectory, as computed, say, by a highly resolved direct numerical calculation? Second, how well does the programmed-burn exit state approximate the exact state at the end of the reaction zone? Third, how sensitive is the programmed-burn exit state to the chosen width of the pseudo reaction zone? The first question is rightly addressed by the developers of DSD ( [2] , [3] , [4] , [5] ). Here we focus on the other two by examining both the exact and the programmed-burn versions of the reaction-zone structure of a model problem, namely, the propagation of a steady, curved detonation in a rate stick.
The analysis proceeds as follows. We begin with a set of model equations for a nominally unidirectional steady flow with divergence, valid when the curvature of the detonation is small; the so-called nozzle approximation. For a given reaction rate and a given equation of state, divergent detonations in this geometry travel at sub-CJ speeds that are determined by the front curvature, i.e., there exists a relation of the form
relating the velocity deficit D CJ −D to the curvature κ of the wave. This is the essence of the leading-order DSD theory, which suggests that this relationship is a material property of the explosive and hence obtainable experimentally. It provides the first element of programmed burn, i.e., the basis on which to propagate the detonation front. We develop such a relationship by computing the reaction-zone structure, and obtaining the corresponding exit states, yielding what amounts to the exact solution of the physical problem. We next consider a programmed-burn model, wherein the equation of state is modified and the reaction rate taken to be a constant in a reaction zone of small but arbitrary length. A numerical study of the structure of this mock reaction zone then yields the corresponding programmed-burn exit states. In effect, this approach amounts to analyzing a continuous version of the discrete programmed-burn algorithm, obtainable in the limit of an arbitrarily fine grid. The computational study of the reaction zones is supplemented by an asymptotic analysis in the limits of small curvature and near-CJ speeds, which helps explain the high fidelity to which the programmed-burn results approximate the exact results.
For simplicity, analytical details are provided for a simple EOS which treats the explosive as an ideal, polytropic fluid. Two kinetic schemes are considered, corresponding to simple-depletion and square-root depletion, to assess the effect of the rate law on the end states. Results are also given for two nonideal cases: one corresponding to a model explosive for which the EOS is of the JWL variety and the reaction rate obeys simple depletion with no state dependence, and the other corresponding to the practical explosive PBX 9502 for which the proposed EOS is more complex and the reaction rate is state-sensitive. It is found that the programmed-burn algorithm performs well in all cases.
The Model

The equations
In the nozzle approximation associated with steady, slightly divergent flow in a rate stick, the model equations in conservative form are
Herep,ũ,ρ andẽ are, respectively, the pressure, particle velocity, density and specific total energy of the reactive medium, whilex denotes the coordinate along the stick, λ the progress of reaction andR the reaction rate. The specific total energyẽ and the specific internal energyẼ are related via the expressioñ
In the laboratory frame the wave travels from right to left with speedD. The equations are written in a wave-fixed frame, and the particle velocityũ is measured in this frame as well. The reaction is triggered at x = 0 where the upstream conditions are taken to be λ = 0,p = 0,ρ =ρ 0 (ṽ =ṽ 0 ),Ẽ =Ẽ 0 andũ =D atx = 0, whereṽ = 1/ρ is the specific volume. These equations are reminiscent of quasi-one-dimensional gasdynamic flow in a duct whose cross-sectional areaÃ(x) is slowly varying; see Thompson [6] . In that case the divergence termα is proportional to the relative area change, (1/Ã)dÃ/dx. In the present context of a slowly-varying detonation for which the local reaction-zone thickness is small compared to the local radius of curvature of the shock front, Bdzil and Stewart [7] have derived, via asymptotic analysis, the following expression for the divergence term,
whereκ is the curvature of the lead shock. Here we adopt this expression with the additional assumption of constantκ.
The physical model
It remains to specify the equation of state and the reaction rate. For the physical problem a realistic choice for the products equation of state is the Mie-Gruneisen form
where ω andĨ are model-specific functions. For example, a constant ω andĨ ≡ 0 yields the ideal equation of state,Ẽ =pṽ ω ,
while a constant ω and a rather complicatedĨ correspond to the JWL equation,
In order to compute the reaction-zone structure one also needs a mixture equation of state, which will combine the products equation of state with an equation of state for the unreacted explosive. This is a difficult research task in itself, and for the purposes of the simplified discussion we shall take the mixture EOS to be simplyẼ
chosen in such a way thatẼ reduces toẼ 0 at the upstream statep = 0,ṽ =ṽ 0 and λ = 0. For the reaction rate we simply use a state-independent form,
and take R to be 1 − λ (simple depletion) or
Here,L is the width of the reaction zone.
The programmed-burn model
In the programmed-burn model, the equation of state (1) is modified by replacingp there byp/λ, which amounts to postulating a mixture EOS in which pressure is replaced by partial pressure depending on the degree of reaction. Thus one specifies
The constant reaction rate for programmed burn is simply taken as R(λ) = H(1 − λ), where H is the Heaviside function.
Nondimensionalization
We define the following reference scales for nondimensionalization. LengthL, speedD, specific volumeṽ 0 (densityρ 0 = 1/ṽ 0 ), pressureD 2 /ṽ 0 , specific energyD 2 , and timeL/D.
Then the scaled variables are
and the dimensionless equations assume the form
with
The upstream conditions become
It is useful to write down the following alternate versions of momentum balance, energy balance and the rate law:
The new form of the energy equation immediately yields, in conjunction with the upstream conditions, the conservation law
Alternatively, the energy equation can also be rewritten as
where c is the sound speed,
and σ the thermicity,
Use of the mass balance (7), momentum balance (13) and the rate law (15) allows (17) to be written as
A further appeal to the rate law (15) allows us to replace the independent variable x by λ, thereby leading to what we designate to be the master equation,
Thus far we have been able to proceed without reference to the specific form of the equation of state, on which the precise forms of sound speed and thermicity depend. Further progress demands such a specification. We restrict attention to the ideal EOS for which the analysis is particularly simple. The nonideal case is only marginally more complex and can be tackled in the manner outlined in section 6. Dimensionless forms of various expressions for the two models for the ideal EOS are collected below.
Equation of state
Energy conservation
Reaction rate
Hugoniot
Sound speed
Thermicity
Sonic locus c 2 − u 2 = 0
3 Hugoniots and the CJ State On the other hand, for programmed burn, the unreacted Hugoniot ( λ = 0 ) is pv = 0, and thus the corresponding strong-branch post-shock state has v = 0, a state of infinite density. In addition, the postshock state is exactly sonic, with u = c = 0 there. Thus the shock is decoupled from the subsonic, following flow in the reaction zone, and the trigger-supported, weak-branch solution with λ = 0, v = 1, p = 0 at the front is the only viable solution.
It is a simple matter to deduce the following information about the (dimensional) CJ-state, identical for the two models:D
WithD CJ defined as above, it is useful to re-express the scaled energy of detonation E 0 as
where
and
Since we shall be interested in sub-CJ waves, the factor φ may rightly be called the underdrive factor.
Properties of the Sample explosive
We shall display results for a representative explosive, with
5 The Structure Problem forD ≤D CJ , κ ≥ 0
In order to study the wave structure we turn to the master equation (19), the right-hand side of which involves the sound speed c and the thermicity σ. For the ideal EOS being employed here, neither of these quantities depends on state variables other than u and λ, this being the case for both the physical and the programmed-burn models; see equations (28) -(31). The same is true for the divergence α = κ(1 − u) and the chosen reaction rates R(λ). As a result, the wave structure can be examined in the λu -plane via the master equation, and we do so in turn for the physical and the programmed-burn cases.
Structure of the physical model
Since the solution to this problem appears in Fickett and Davis [8] , only a very brief discussion is in order, if only to lay the groundwork for the programmed-burn analysis in the following section. In view of equations (28) and (30), the master equation (19) may be expressed as
The loci F = 0 and G = 0 play important roles. On the former there is a balance between thermicity and divergence effects while the latter is the sonic locus, expressed alternatively as u = u S P (λ) in equation (32). Integral curves cross F = 0 horizontally and G = 0 vertically, and the intersection of the two loci is a critical point. The wave speedD, or equivalently the underdrive parameter φ, enters the problem implicitly through E 0 ; see the expression (35).
The plane wave
For a plane wave, κ = 0 and the locus F = 0 is simply the vertical line λ = 1. In fact the reaction rate R plays no role in the structure equation (38) which, subject to the upstream condition u(0) = 1, integrates to yield the quadratic
with roots
where the last expression above follows from (35), and the suffix P stands for physical. Further, the upper sign corresponds to a weak or supersonic solution and the lower to a strong or subsonic solution, the latter satisfying not the upstream condition u(0) = 1 but the von Neumann condition u(0+) = ω/(2 + ω), with a lead shock at λ = 0. The above trajectories meet the sonic locus at λ = φ, which is at the end of the reaction zone only when φ = 1, i.e., when the wave travels at the CJ speed, reflecting the fact that the only unsupported steady waves are CJ waves. The solutions may then be written as
The corresponding structures are displayed in figure 2. It has already been mentioned that on physical grounds, only the strong solution is acceptable. 
The diverging wave
For κ > 0 the explicit form of the rate function R(λ) comes into play. The locus F = 0 now shifts from being coincident with the vertical line λ = 1 to a curved segment of positive slope, joining the points λ = u = 1 and λ = λ 0 , u = 0 , where, for square-root depletion,
and a similar result holds for simple depletion. The intersection of the loci F = 0 and G = 0 occurs at P * (λ * , u * ), a saddle point for the structure ODE (38). The other critical points are (λ = 1, u = 1) and (λ = 1, u = 0), both nodal sinks. For givenD <D CJ , the acceptable trajectory will start at the post-shock von Neumann point N (λ = 0, u = ω/(2 + ω)); see figure 3. If κ is too small, the trajectory rises to meet the sonic locus G = 0 vertically at λ < λ * . If κ is too large, the trajectory will stay below the sonic locus, intersect the thermicity-divergence locus F = 0 horizontally, and terminate in the sink (λ = 1, u = 0). Only for a specific value of κ, the eigenvalue, will the trajectory cross the sonic locus at the saddle point and enter the supersonic region, thereby yielding an acceptable solution and in the process, aD − κ relationship. We have computed solutions for both simple and square-root depletion and the results are displayed in figures 4 -6. We observe from figures 4 and 5 that theD − κ relationship and the location λ * of the sonic point are strongly dependent on the choice of the reaction rate. However, figure 6 shows that the states at the sonic point are only weakly dependent on the reaction rate, and appear to be determined almost exclusively by the wave speedD. For the diverging wave the sonic state is treated as the end state. 
Structure of the programmed-burn model
In view of equations (29) and (31), the functions F and G, defining the thermicity-divergence and sonic loci and defined in (39) and (40) respectively, are now given by
where R(λ) is now taken to be unity, and
The sonic locus G = 0 has been expressed alternatively as u = u S P B (λ) in equation (33). Then the master equation (38) reduces to
The Plane Wave
As was the case with the physical model, the programmed-burn model also admits the CJ wave as the sole planar structure. Nevertheless, we shall examine planar trajectories even for sub-CJ waves, because, as we shall see, these trajectories comprise the leading terms in a small-curvature asymptotic theory of divergent waves. We shall consider both forward trajectories, which originate at the upstream state where the reaction begins, and backward trajectories, which originate at the sonic exit state where the reaction ends. For κ = 0 the master equation (45) reduces to
It may be written as
where u = du/dλ. Further rearrangement leads to
or, in shorthand, to f g − gf = 0, which has the conservative form d dλ
To construct a forward trajectory one integrates (46) subject to the upstream condition
A rearrangement leads to the quadratic
and thence to the forward trajectory
where the suffix P B denotes programmed burn and the choice of a positive square root is consistent with the upstream condition. The solution is shockless and supersonic, representative of a weak detonation. The expression (35) for E 0 simplifies it further to
We observe that for a sub-CJ wave (φ < 1) the solution terminates on the sonic locus at
where the reaction is only partially complete. Nevertheless, as we shall see later, it has a role to play in an asymptotic description of the divergent reaction zone. Only for the CJ wave does the solution apply across the entire reaction zone, and then, it has the form
To construct a backward trajectory we integrate (46) again, but now subject to the sonic exit condition
where, upon use of (33) and (35), the quantity K 1 defined above simplifies to
Equation (53) can be rearranged into the quadratic
whose solution yields
where the choice of the negative square root is consistent with a subsonic solution, and (35) and (54) have been invoked to yield the last expression above. This trajectory does pass through the von Neumann point u(0+) = 0, and would therefore appear to be a satisfactory subsonic solution across the entire reaction zone; a strong detonation with a lead shock at λ = 0. However, it carries the wrong mass flux. According to (49), it is compatible with the preshock state u(0−) = K 1 rather than the prescribed upstream state u(0−) = 1, and therefore, cannot hold all the way to the front of the reaction zone. Only forD =D CJ does K 1 = 1 and then the solution is indeed a bonafide structure for the full reaction zone, reducing to
The two CJ solutions, (52) and (58), satisfy
i.e., the two are images of each other across the sonic locus u S P B (λ) and a shock can be inserted between them at any value of λ between λ = 0 and λ = 1. These solutions are displayed in figure 7 . As stated earlier, the reaction zone under consideration is a mock construct, and therefore not subject to the usual physical considerations that would exclude all but the strong solution. 
The diverging wave
For κ > 0 the master equation (45) reads
The thermicity-divergence locus is again a curve with positive slope, intersecting the λ = 1 axis at
.
For the thermicity-divergence locus to play a role in the determination of the admissible solutions, it must intersect the sonic locus so as to generate a saddle, as was the case for the physical model. For such an intersection to occur, u 1 must lie above the right extremity of the sonic locus, i.e., the inequality u 1 > u S P B (1) must hold. This requires that κ must satisfy
where the right inequality comes from evaluating the lower bound on the middle term in the above expression for the sample explosive under study; such a bound is obtained atD =D CJ . This value of curvature is unrealistically large for programmed burn, implying that the reaction-zone structure does not have a saddle point in the present context, and the presence of curvature does not change the topology of the λu -plane. An acceptable trajectory, to be computed numerically, must therefore start from the upstream point P 0 (λ = 0, u = 1) and exit at the sonic point P * λ = 1, u = u For a givenD <D CJ , we expect admissible solutions to exist for a range of κ, and there are three possibilities: a conventional subsonic solution (strong detonation) with a lead shock at λ = 0, a supersonic, shockless solution (weak detonation), or a hybrid consisting of a weak and a strong segment seperated by a shock in the interior of the reaction zone.
ForD fixed, computations show that there is no solution below a minimum curvature, κ min , which depends uponD. At κ min the solution first comes into existence, as a conventional strong detonation solution with a lead shock at the front of the reaction zone. As κ is increased above the minimum the shock moves into the reaction zone and a hybrid solution entails. The supersonic (forward) and the subsonic (backward) segments of the solution, u + and u − respectively, satisfy the condition
at the location λ s of the interior shock. As κ continues to increase, the shock moves towards the rear of the reaction zone, eventually reaching it at a second critical value of the curvature, κ max , which also depend uponD. For κ > κ max there are no solutions. Figure 8 displays the hybrid trajectory for a given (D, κ) pair, while figure 9 displays the dependence of the location of the internal shock, and of the exit states, upon κ for a particular choice ofD. We observe that while the shock location is strongly sensitive to κ, it is striking that the end states are only weakly so, even as κ varies over a broad range. Recalling that the dimensionless curvature κ is the physical curvatureκ scaled by the reaction-zone length L, insensitivity of the end state to κ reflects insensitivity of the same to the reaction-zone length for a given physical curvature.
The circular markers in figure 9 show the exact end states obtained by solving the physical model for simple depletion and the same value ofD/D CJ .
Asymptotics for near-CJ, near-planar structures
We now attempt an asymptotic analysis of the programmed-burn reaction zone structure, under the assumption that both
and κ are small. The intent is to see if one can understand, at least in this limiting case, why the programmed-burn end states appear to be determined essentially byD, with only a weak dependence upon κ. We begin by writing the structure equation (60) so that the contribution due to divergence appears explicitly as a perturbation, i.e.,
Let us recall again that φ,D or δ appear above implicitly through E 0 . Following the treatment in section 5.2.1, the above equation can be rewritten as
where we have used the definitions (47) of f and g, and F is given by
We shall aim for an asymptotic description of u + and u − , the supersonic (forward) and subsonic (backward) arms of the hybrid solution.
The forward trajectory u +
A formal forward integration of (64), subject to the upstream condition u(0) = 1, yields the integral equation
A first approximation obtains if in the integral on the right, u is replaced by the sub-CJ planar solution u P B+ , given by (50), i.e., if F (u, λ) in the integrand above is replaced by F (u P B+ , λ). The fact that u P B+ satisfies the quadratic (49) allows F, defined in (65), to be rewritten as
Recall that u P B+ depends uponD. Since we are considering near-CJ waves,D in u P B+ may be replaced byD CJ without any compromise in the level of approximation. Then, u P B+ gives way to u CJ P B+ , the supersonic CJ structure defined in (52). The upshot is that (66) reduces to the quadratic
where, with the use of (52), I + can be written as
The positive root of the quadratic (67) yields the asymptotic supersonic solution
The backward trajectory u −
We now return to (64) and integrate it backwards from the sonic exit state
where the constant K 1 depends uponD and was defined in (54). Proceeding as above, we first replace u in the integrand on the right by the zero-curvature approximation u P B− . Then the integrand approximates as
where the last result comes from the expression (65) for F having been rendered simpler in view of the quadratic (55) satisfied by u P B− . Next we argue, as above, that u P B− can in fact be replaced by its CJ counterpart u CJ P B− . Consistency then requires that in (71), K 1 be replaced by the leading term in its expansion for δ → 0, which from (54) is unity. Equation (70) then has the asymptotic form
where, with the use of (58), I − can be written as
Opting for the negative square root in the solution of the quadratic (72) yields the asymptotic subsonic solution
The hybrid solution
With the supersonic and the subsonic trajectories known, we expect that for D < D CJ and κ in an admissible range, there exists a hybrid solution with the shock location λ s given by the jump condition (61), reproduced below.
Prior to applying the above condition, we note that in the expressions (69) and (74) for u + and u − respectively, there appear quantities E 0 and K 1 which are functions of δ, the measure of the wave velocity deficit from the CJ value. From (35), (54) and (62), we obtain the asymptotic forms
Then, in the asymptotic limits κ → 0 and δ → 0, the jump condition, after much algebra, yields the following leading-order result for the shock location:
For the sample explosive at hand, the left-hand side of the above equation is δ/9κ. The graphs of I + (λ s ), I − (λ s ) and I + (λ s ) + I − (λ s ) are drawn in figure 10 . We observe that the right-hand side (77), and hence δ/9κ, is a monotonic function decreasing from 0.828 at λ s = 0 to 0.191 at λ s = 1. Figure 10 can be used to construct a graph of λ s as a function of κ, and the result compared with the corresponding relationship computed numerically. This has been done for D = 7.2 (φ = 0.9, δ = 0.19) and the result shown in figure  11 . We observe that asymptotics and numerics agree quite well in predicting the location of the internal shock. With the accuracy of the asymptotic analysis thus confirmed, we now turn to the asymptotic evaluation of the end state and its dependence upon κ. It suffices to consider the specific volume v alone, since the velocity u (being the terminal point on the sonic locus) is independent of κ while p can be determined from the energy conservation equation (16) once u and v are known. The mass equation (7) and the rate equation (15), with R(λ) = 1, can be combined to yield
which, upon integration across the reaction zone, leads to
where the upstream conditions ρ(0) = u(0) = 1 have been applied. Also, we have taken into account the presence of the internal shock at λ s . As in the analysis above, we now replace u in the integrals by the the the CJ solution chosen appropriately on either side of the shock. the result is
Graphs of J + (λ s ), J − (λ s ) and J + (λ s ) + J − (λ s ) are drawn in figure 11 below. Now the leading term on the right-hand side of (78) is u(1) which, as already noted, is determined by D alone. The correction due to κ appears entirely in the exponent of the second term, where κ makes its presence felt in two ways: as a linear multiplier, and through the dependence of λ s on κ according to the graphs of figure 11 . figure 12 with those of figure 11 , are shown in figure 13 . We observe that the correction exponent remains small over a broad range of κ; including κ as large as unity. For κ small this is true because J + (λ s ) + J − (λ s ) is moderate, and for κ of order unity because J + (λ s ) + J − (λ s ) is then small.
Thus the asymptotic analysis has revealed the essence of why the end state is determined primarily bỹ D; the κ -dependent correction term is uniformly small even as κ undergoes a substantial variation.
Nonideal EOS
Adoption of the ideal equation of state renders the reaction-zone analysis particularly simple. This is because the sound speed c and the thermicity σ are then functions of λ and u alone, thereby allowing the structure to be governed by the single, master equation (19). In view of this decoupling, the other state variables v and p can be determined subsequent to the computation of the trajectory u(λ).
For a general EOS such a decoupling is unavailable, forcing one to appeal to an alternate procedure in which equations of mass and momentum balance are dealt with directly. This procedure is illustrated below for the Mie-Gruneisen EOS, and results are provided for two nonideal explosives that belong to this class. The first is a model explosive with a JWL EOS and a state-independent, simple-depletion reaction rate. The second is the practical explosive PBX 9502 for which we employ a recently-proposed EOS and a state-sensitive reaction rate. The upshot is that the qualitative nature of the programmed-burn structure, including a weak dependence of end states on curvature, persists.
We begin with the following expression for a scaled, programmed-burn EOS which has the Mie-Gruneisen form but is a generalization of the expression introduced in (5):
This generalization consists in letting ω in (5) (equivalently, Ω above) to be a function of v and λ. We consider the mass flux M and the momentum flux P, defined by
as the preferred dependent variables in lieu of u and p. As before, the rate equation (15) can be employed to shift the independent variable from x to λ. Then, the mass and momentum equations (7) and (8), for the programmed-burn reaction rate R = 1, can be rewritten as
while the integrated energy equation (16) transforms into,
The structure problem for the reaction zone then consists of solving the three equations above for the variables M, P and v under the upstream conditions (12) which now take the form
and the condition of sonic exit at λ = 1. Note that once again, for a given material there are two parameters in the problem, the speed D and the curvature κ. While κ appears above explicitly, D is hidden in the scaled quantities E 0 and I. In view of the experience with the ideal-EOS reaction zone we anticipate (i) that there exists a critical value κ min such that there is no solution for κ < κ min , (ii) that there exists a second critical value κ max such that there exist only hybrid solutions for κ min < κ < κ max , and (iii) that for κ > κ max there are no solutions with a sonic exit, but there do exist purely weak solutions with a supersonic exit.
In order to establish sonic conditions at exit we need the sound speed. It is given by (18) in general, and for the present EOS by
When written in the flux variables it assumes the expression
With u = vM, the sonic condition c 2 − u 2 = 0 now becomes
In order to determine the end state (M * , P * , v * ) at the sonic exit, we set λ = 1 in the sonic condition (87) and the energy integral (84) and solve simultaneously to obtain
Computation of the solution now proceeds as follows. For givenD <D CJ and κ, one computes a forward (weak) solution, M + , P + , of the system (82 -84) under the initial conditions (85), with the superscript + denoting forward integration. If κ < κ max (D), the solution terminates at some λ < 1. One then seeks a backward solution, M − , P − , starting at the exit point λ = 1, for which a provisional value v * is assumed for the specific volume at exit, and equations (88) and (89) are used to determine the corresponding starting values of M * and P * . From the forward and backward solutions one computes λ M and λ P , where M + (λ M ) = M − (λ M ) and P + (λ P ) = P − (λ P ). One iterates upon v * until the residual |λ M − λ P | vanishes. This determines the position λ S of the internal shock, and hence the hybrid solution. As κ diminishes, λ s decreases, from 1 at κ max towards 0 at κ min , and for κ < κ min there is no solution.
JWL EOS and state-independent reaction rate
We now apply the above procedure to the JWL model for which the EOS data set appears in Appendix A.1. The structure of a typical solution is displayed in figures 14 and 15 below. ForD/D CJ = 0.9 and κ = 0.05, and as λ varies from 0 to 1, figure 14 displays the variation of the mass flux M and the momentum flux P across the hybrid structure, while figure 15 shows the corresponding profile of u. Figure 16 shows plots of the end state and the internal-shock location versus κ forD <D CJ = 0.9. The circular markers in this figure show the exact end states obtained by solving the physical model for simple depletion. It is clear that the qualitative character of the ideal-EOS case persists, i.e., while the shock location is a sensitive function of curvature, the thermo-hydrodynamic variables at the end state are not.
Davis-Stewart EOS and state-dependent reaction rate
We now turn to the PBX 9502 model for which a Mie-Gruneisen type EOS and a state-sensitive reaction rate have recently been proposed by Davis and Stewart. The corresponding data set appears in Appendix A.2. The structure profiles are similar to those in figures 14 and 15, and are not displayed here. The end states and internal shock locations for programmed burn are plotted in figure 17 against κ, along with markers corresponding to the end states obtained from the physical model. As was true in the simpler cases discussed above, the programmed-burn end states remain insensitive to κ. 
Conclusions
Programmed burn is a powerful numerical tool, widely used in practical design codes for propagating detonations in practical, complex geometric configurations. It embodies two simplifications: the detonation front is propagated according to an approximate rule such as Huygens' construction or DSD, and the actual reaction zone is replaced by a mock-up that is a few computational cells thick. By dispensing with the need to resolve real reaction zones that are typically very thin, considerable computational savings are realized. Remarkably accurate results are obtained in practice, and the state at the end of the reaction zone is found to be relatively insensitive to the thickness of the pseudo reaction zone, and dependent essentially on the detonation speed.
In an attempt to explain these observations, a model problem, that of a steady, curved detonation propagating down a rate stick, has been examined. Computational results of a direct numerical simulation of the postulated physical reaction model are compared with those of the corresponding programmed-burn implementation, for ideal as well as nonideal equations of state. The close agreement between the physical and programmed-burn models as to the state at the end of the reaction zone, and the weak dependence of the same on the pseudo reaction-zone length, are explored via an asymptotic analysis of the structure of the programmed-burn reaction zone in the limit of small detonation curvature and small departure of the detonation speed from its Chapman-Jouguet value. Typically, the pseudo reaction zone is found to possess a hybrid structure of strong and weak segments separated by an internal shock. Asymptotic arguments reveal the reason behind the insensitivity of the end state to the thickness of the reaction zone. The approach adopted here is tantamount to considering a continuous version of the discrete programmedburn algorithm, obtainable in the limit of small grid size. As such it can be subject to criticism that on a coarse numerical grid the predicted structure may not be realized, with attendant inaccuracies in the end state. Figures 18 and 19 show the laboratory-frame, dimensional, particle velocity profiles for a representative programmed-burn calculation, plotted against the spatial coordinate x and the reaction progress λ for a variety of resolutions ranging from 2 to 2 7 grid cells in the reaction zone. That the fine resolution captures the predicted hybrid structure with an interior shock is plainly evident. Coarse resolutions capture the structure with decreasing accuracy, to be sure, but the end state and the following flow remain insensitive to grid size. figure 18 . The hybrid structure, analogous to that in figure 8 , is captured at fine resolutions.
Further, the energy of detonation per unit volume is given as 0.0707 e11 Pa, or, equivalently, in mass units, asẼ 0 = 0.0707 e11 ·ṽ 0 Nm/Kg. It is now a simple matter to show that the Hugoniot curves are given bỹ
where v =ṽ/ṽ 0 . These curves are rectangular hyperbolae in the vp -plane, parametrized by λ and with v = ω/(2 + ω) as the common vertical asymptote. Reminiscent of the ideal EOS case, these curves are shown in figure 20 . The state at the CJ point is found to bẽ This expression, although different in form from the physical version (90), agrees with the latter for λ = 1. As a result, the CJ states for the two cases agree.
The different form of the Hugoniot curves has two consequences. First, the vertical asymptote, v = v a ≡ λω/(2 + λω), is now λ -dependent, withv a → 0 as λ → 0. Second, the functionẼ 0 −Ĩ(v) appearing in the numerator above is no longer uniformly positive; see figure 21 . As a result, while the Hugoniot curves for larger values of λ retain the conventional shape, those for smaller values of λ display a local maximum followed by the pressure dropping to zero as v is decreased ( figure 22 ). The upshot is that the reaction zone structure for the CJ wave has the form shown in figure 23. On the weak or supersonic branch, v decreases from 1 to v CJ as the reaction proceeds from initiation to completion. There is no analogous strong or subsonic structure, however, for values of λ below that corresponding to the local minimum L, nor is the segment LD of the subsonic branch physically meaningful. The only feasible structure therefore is a hybrid, consisting of a supersonic segment AB, the shock BL, followed by the subsonic segment LC. The shock may of course be inserted at any λ in the interval λ L < λ < 1. 
A.2 (The Davis-Stewart model for PBX 9502)
This appendix provides a detailed description of the EOS/reaction-rate model proposed recently by Davis and Stewart for the explosive PBX 9502. The model, building on the earlier work by Davis ([10] - [13] ) and calibrated to a broad range of experimental data, consists of separate Mie-Gruneisen type equations for the specific internal energies of the product and the reactant (identified by the suffixes p and r respectively). The specific internal energy of the mixture is then constructed by invoking two closure rules: pressure equilibrium, and a λ -dependent prescription for the ratio of the specific volumes of the two constituents. The reaction rate is postulated to be of a single-step, two-term form; one term reflecting a power-law dependence on pressure and the other an Arrhenius-like dependence on the sound speed. In dimensional form (identified by a tilde) the constituent equations of state are as follows. ProductẼ
and 
where,Ĩ r (y) =Ẽ 0 +ṽ 0p S(y) − 1 Γ r (y) S (y)(1 − y) , 
p =Ã 
We observe that the pre-shocked, ambient state of the reactant is characterized byp = 0,ṽ =ṽ 0 , y = 0, I r (0) = 0,Ẽ r (0,ṽ 0 ) =Ẽ 0 . ThusẼ 0 is the energy of detonation.
Mixture
The specific volumeṽ and he specific internal energyẼ of the mixture are given by the usual rules,
E(p,ṽ, λ) = (1 − λ)E r (p,ṽ r ) + λẼ p (p,ṽ p ).
Pressure equilibrium has already been enforced. The second closure condition is the prescriptioñ
where α 1 = 0.965, α 2 = 0.005.
We can now writeṽ
andẼ (p,ṽ, λ) = (1 − λ) pṽ r Γ r (y) +Ĩ r (y) + λ pṽ p Γ p (z) +Ĩ p (z) .
Rate Law
