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Resumo 
Os conceitos de sistema distribuído e programação orientada a objetos têm vantagens e 
requisitos que tornam natural e desejável a integração entre os dois. A utilização do 
conceito de objetos remotos na linguagem de programação facilita o desenvolvimento de 
aplicações distribuídas. 
Nesta dissertação descrevemos a especificação e a implementação de um sistema de 
suporte (RTS) que oferece a abstração de objetos remotos a uma linguagem de 
programação. O RTS é dividido em três camadas: básica, configurável e de objetos. A 
camada básica não possui o conceito de objetos e é descrita de forma independente de 
linguagem; fornece suporte às operações das outras camadas. A camada configurável 
oferece um conjunto de serviços que podem ser utilizados pelos objetos remotos. Já a 
camada de objetos oferece operações que permitem a utilização de objetos remotos em uma 
linguagem de programação. Para a implementação da camada de objetos foi utilizada a 
linguagem Cm Distribuído (CmD). 
>V 
Abstract 
Distributed systems and object-oriented programming have advantages and requirements 
that make integration natural and desirable. The notion of remate objects can be 
incorporated in object-oriented languages for easy development of distributed applications. 
This workfocuses on the specification and implementation of a run-time system (RTS) 
which offers remate objects concepts for a programming language. The RTS is a tree-tier 
system: a low-level, language-independent layer which does not directly support objects, a 
middle-level layer which offers services to remate objects, and an upper-level layer 
supporting the remate objects' notions. Examples are shown in Distributed Cm language 
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Capítulo 1 
Introdução 
A integração de sistemas distribuídos com o paradigma de objetos tornou-se uma crescente 
fonte de pesquisas e de projetos industriais. O paradigma de objetos tem se mostrado bas-
tante apropriado para o desenvolvimento de sistemas distribuídos pois provê um suporte 
natural para as características necessárias para a construção de sistemas distribuídos bem 
estruturados. 
Uma motivação para a união dos conceitos de orientação a objetos e sistemas 
distribuídos é, sobretudo, a percepção da notável similaridade entre as construções básicas 
de ambos, destacando-se a analogia que pode ser feita entre objetos e processos [Mey93]. 
Dentre outras características, os dois modelos dão apoio para: 
• variáveis locais (atributos de uma classe; variáveis de um processo); 
• comportamento encapsulado (métodos de uma classe; ciclos de um processo); 
• mecanismo de comunicação baseado em troca de mensagens. 
O Paradigma de Objetos descreve um estilo de se produzir programas baseado na 
noção de classes. Uma classe descreve um conjunto de objetos com a mesma estrutura e o 
mesmo comportamento. Um objeto (instância de uma classe) é composto de dados e de 
operações (métodos) sobre estes dados. Ao receber uma mensagem, o objeto deve executar 
o método solicitado na mensagem, através de computações sobre seus próprios dados e, 
opcionalmente, requisitando execução de métodos de outros objetos. Vários aspectos ca-
racterizam o paradigma de objetos, dentre eles: abstração, encapsulamento, modularidade e 
herança [Boo91]. 
A programação com objetos depende de uma linguagem que suporte o paradigma e, 
opcionalmente, de um ambiente de programação que ofereça objetos como recursos básicos 
do sistema. Se, além destas características, tal ambiente oferecer um ambiente distribuído 
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para construção de programas, então podemos denominá-lo Ambiente de Programação 
Orientada a Objetos e Distribuída. 
Existem várias propostas de ambientes de programação orientada a objetos e distri-
buída, dentre eles: CORBA [OMG95], DCOM [Mic98], Cm Distribuído [Gon96], Java 
RMI [RMI97] e Modula-3 Network Objects [Bir95]. Embora existam muitos autores que 
afirmam a viabilidade da integração de sistemas distribuídos à programação orientada a 
objetos, eles não deixam de considerar os vários problemas envolvidos. Vários aspectos 
devem ser abordados, tais como: transparência, ativação de métodos, objetos passivos e 
ativos, persistência, replicação, controle de concorrência, tolerância a falhas, desempenho, 
verificação de tipos, mobilidade, comunicação por cópia ou referência e granularidade 
[Hor89, Bir95]. 
1.1 Problema 
Um programa composto de objetos distribuídos deve ser representado, em tempo de execu-
ção, por vários objetos independentes que se comunicam solicitando serviços (invocando a 
execução de métodos) de objetos servidores. Um objeto cliente pode também ser servidor 
para outros objetos clientes. 
Os mecanismos básicos de suporte ao uso de objetos distribuídos são: 
• criação de objetos distribuídos~ 
• comunicação transparente entre objetos; 
• representação universal de tipos; 
• propagação de exceções; 
• controle de concorrência dentro de objetos. 
Todavia, os recursos oferecidos pela maioria dos sistemas operacionais não estão em 
um nível de abstração compatível com as construções das linguagens de programação para 
suportar tais mecanismos. Portanto, uma solução é estabelecer um nível de abstração acima 
do sistema operacional para preencher a diferença semântica entre ele e as linguagens de 
programação orientada a objetos e distribuída. 
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1.2 Solução 
Para fornecer a abstração de objetos distribuídos em uma linguagem de programação, foi 
desenvolvido um sistema de suporte (RTS- Run Time System) que oferece as funcionali-
dades básicas para suporte ao uso de objetos distribuídos. 
O RTS oferece a abstração de objetos distribuídos fornecendo operações para criar, 
destruir, nomear e fazer busca de objetos. Além disso, apresenta facilidades para execução 
de métodos remotos, verificação de tipos, propagação de exceções, gerenciamento de 
threads, controle de concorrência dentro de objetos, entre outras. 
Ele é composto de três camadas: camada de objetos que fornece a abstração de objetos 
remotos, camada configurável que oferece diversos serviços para os objetos remotos, e 
camada básica que não possui o conceito de objetos, mas fornece suporte às operações das 
camadas superiores. 
1.3 Contribuições 
A maior contribuição da nossa linha de pesquisas foi a introdução, em uma linguagem de 
programação, de conceitos que possibilitam a especificação e interligação de objetos 
distribuídos como uma extensão natural dentro do paradigma de orientação a objetos 
[Gon94b]. A noção de objetos remotos é central na nossa abordagem e será descrita mais 
adiante. 
O foco desta dissertação é a especificação e a implementação de um sistema de suporte 
(RTS) que oferece a abstração de objetos remotos a uma linguagem de programação. O 
RTS pode também ser utilizado em linguagens que não incorporam o conceito de objetos 
remotos; neste caso, oferece uma API (Application Program Interface) de mais alto nível 
para a integração de objetos distribuídos. 
A implementação do RTS fornece um conjunto de operações básicas e funciona como 
um middleware entre o sistema operacional e as aplicações compostas por objetos remotos. 
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1.4 Organização da Dissertação 
O restante desta dissertação é organizado da seguinte maneira: 
o Capítulo 2 introduz os principais conceitos e mecanismos do paradigma de orienta-
ção a objetos. No Capítulo 3 são apresentadas noções de sistemas distribuídos. Estes 
capítulos introduzem a terminologia utilizada nesta dissertação. 
Capítulo 4 apresenta a integração de sistemas distribuídos com o paradigma de orien-
tação a objetos e introduz o conceito de ambiente de programação distribuída orientada a 
objetos. É apresentado o conceito de objetos remotos, introduzido em [Dru94] e refinado 
posteriormente. Objetos remotos podem ser incorporados na maioria das linguagens 
orientadas a objetos. 
Capítulo 5 discute a implementação do sistema de suporte. São apresentadas as 
camadas do RTS e as operações oferecidas por cada uma delas. Em seguida, é discutida a 
arquitetura do sistema de suporte adotada para a implementação. 
O Capítulo 6 discute como o conceito de objetos remotos pode ser oferecido em dife-
rentes linguagens de programação e como pode ser implementado de acordo com as 
características e recursos oferecidos pela linguagem em questão. Usamos a linguagem Cm 
Distribuído (CmD) [Gon94b] como veículo para exemplificar, mostrando o uso do conceito 
numa linguagem de programação. A linguagem CmD é urna extensão feita à linguagem 
Crn [Tel93, Fur91] adicionando o conceito de objetos remotos. 
Finalmente, o Capítulo 7 discute alguns trabalhos relacionados e propõe extensões e 
trabalhos futuros. 
Esta dissertação contém alguns apêndices. No Apêndice A é apresentado o código 
fonte completo das classes em CmD do exemplo Produtor/Consumidor/Leitor apresentado 
no Capítulo 6. Já o Apêndice B contém um índice remissivo para diversos termos 
utilizados nesta dissertação. 
Capítulo 2 
Fundamentos de Orientação a Objetos 
O Paradigma de Orientação a Objetos é uma tecnologia baseada em objetos e classes. 
Atualmente é apontado como a melhor metodologia para a engenharia de software pois, 
com o suporte para classes e objetos, o paradigma de orientação a objetos contribui para 
uma melhor modelagem e implementação de sistemas. Objetos fornecem um foco único 
durante a análise, projeto e implementação que enfatiza o estado e o comportamento dos 
diversos componentes do sistema e a interação entre eles. 
A área de aplicação da orientação a objetos é bastante ampla incluindo desde a mode-
lagem de urna aplicação do mundo real até o uso de polimorfismo na implementação de 
programas. 
Como vantagens do paradigma de orientação a objetos podemos citar [Boo94]: 
• explora o poder de linguagens de programação orientadas a objeto; 
• reutilização de software e projetos,frameworks; 
• sistemas desenvolvidos de forma mais confiável; 
• redução do risco de desenvolvimento de sistemas complexos; 
• oferece conceitos mais naturais à percepção humana. 
Vários aspectos caracterizam o paradigma de objetos. Em [Boo94], são citados 7 ele-








• hierarquia (herança). 
Secundários: 
• tipagem (polimorfismo); 
• concorrência; 
• persistência. 
Neste capítulo serão apresentados conceitos relacionados ao paradigma de orientação a 
objetos introduzindo a terminologia que será utilizada nesta dissertação. 
2.1 Objetos 
Um objeto tem estado, comportamento e identidade e sua estrutura e seu comportamento 
similares são definidos em uma classe comum. Os termos instância e objeto são per· 
mutáveis [Boo94]. O estado do objeto é caracterizado por seus atributos e as operações 
representam o comportamento do objeto. Em muitas linguagens de programação orientadas 
a objeto as operações são chamadas de métodos. 
Em [Rum92] podemos encontrar: "Nós definimos um objeto como um conceito, 
abstração ou negócio com fronteira bem definida e significado no problema a ser manuse-
ado". A fronteira bem definida é a inteiface do objeto, ou seja, a interface de um objeto é 
composta pelo conjunto de operações que podem ser executadas sobre ele. 
2.2 Classes 
Classe é um termo genérico utilizado para denotar classificação. No contexto de orientação 
a objetos, uma classe é uma especificação de estrutura, comportamento e herança para obje-
tos, ou seja, uma classe é um descritor (ou construtor) de objetos. Uma classe define um 
conjunto de objetos que compartilham estrutura e comportamento comuns e um objeto é 
simplesmente uma instância de uma classe [Boo94]. 
Uma classe tem dois componentes: intetface (tipo) e representação, estes componentes 
são discutidos na próxima seção. 
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2.3 Interfaces e Tipos 
Muito autores definem tipos nos termos aplicados a uma abordagem particular ou a urna 
linguagem específica. Genericamente, um tipo pode ser considerado como um conjunto de 
valores e um conjunto de operações que podem ser aplicadas sobre estes valores. Dessa 
forma, tipo é essencialmente a descrição de uma interface que especifica um comporta-
mento comum para todos os objetos de um mesmo tipo enquanto uma classe especifica 
uma implementação particular de um tipo ( representação). 
Separando a interface da representação, um objeto de um determinado tipo deve satis-
fazer as operações da interface do tipo. Como um objeto deve ser conhecido somente atra-
vés de sua intetface - que encapsula a sua implementação -, o conceito de interface é 
muito importante em sistemas orientados a objetos. 
Tipagem estática refere-se a tipos declarados em um programa em tempo de compila-
ção e nenhuma informação de tipo é disponível para objetos em tempo de execução. 
Tipagem dinâmica utiliza tipos inerentes a objetos polimórficos, mantendo a informação de 
tipos e objetos em tempo de execução. Algumas abordagens oferecem tipagem estática e 
dinâmica ao mesmo tempo. Tipagem estática para garantir verificação forte de tipos e tipa-
gem dinâmica para fornecer polimorfismo (que será discutido na seção 2.5). 
Em muitas linguagens de programação, um tipo tem uma única representação, garan-
tindo que todas as operações que podem ser executadas sobre ele são bem definidas 
(estaticamente). Em muitas linguagens orientadas a objetos, subclasses (herança) e 
acoplamento dinâmico são fornecidos para maior flexibilidade. 
2.4 Herança 
Herança provê uma classificação natural para tipos de objetos e permite que propriedades 
comuns dos objetos sejam explicitadas na modelagem e na construção de sistemas orienta-
dos a objetos. 
Herança é uma relação entre classes onde uma classe é a classe base - também 
chamada de superclasse, ancestral ou pai -e a outra classe é a classe derivada - também 
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chamada de subclasse ou filha. Herança é uma relação somente entre classes e, freqüente-
mente, é denominada por relação "é um". Um exemplo de herança é mostrado na Figura 
2-l. Uma hierarquia de classes é subjetiva e usualmente é desenhada com a classe base no 
topo [Boo91]. 
Figura 2-1: Exemplo de Herança 
Herança simples ocorre quando uma classe derivada herda somente de uma classe 
base. Já herança múltipla ocorre quando uma classe herda de mais de uma classe base. Por 
exemplo, um documento pode ser um item editável e, ao mesmo tempo, um tipo de 
literatura. 
Embora herança múltipla possa ser vista como uma característica necessária para lin-
guagens orientadas a objetos, pois muitos objetos no mundo real pertencem a várias classes, 
ela insere algumas complicações. Em uma classe derivada com herança simples, qualquer 
nome pode ser resolvido fazendo-se uma busca simples nos atributos e nas operações. Em 
herança múltipla, classes bases diferentes podem declarar atributos - ou operações- com 
o mesmo nome, gerando um conflito de nomes na classe derivada. Além disso, urna classe 
base pode aparecer mais de uma vez na hierarquia de classes (herança repetida). 
Em muitas linguagens, a hierarquia de herança é usada para compatibilidade de atri-
buição forçando que um detenninado objeto herde de uma classe polimórfica (seção 2.5). 
Isto garante que todos tipos compartilhem uma representação comum ou, pelo menos, uma 
especificação de interface básica. 
Herança é uma fonna natural de modelar o mundo real. Provê também reuso estrutural 
e de código. Na hierarquia de classes da Figura 2-1, todos os atributos e métodos 
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disponíveis na interface da classe Personal também estão disponíveis para as classes 
derivada dela (PC e Workstation), evitando redundância de código. 
2.5 Polimorfismo 
Genericamente, polimorfismo pode ser descrito como a qualidade que um nome (tal como 
uma declaração de variável) tem de ser independente de tipo, ou seja, é a propriedade que 
possibilita a um determinado nome representar valores de diferentes tipos. É considerado 
como uma das características mais poderosas apresentadas pelas linguagens de programa-
ção orientada a objeto. Por isso é um conceito amplamente utilizado em orientação a obje-
tos e também é definido de diferente formas. 
Polimorfismo é um conceito na teoria de tipos, segundo o qual um nome pode denomi-
nar objetos de diferentes classes que são relacionados através de alguma superclasse 
comum; dessa forma, qualquer objeto denominado por este nome é capaz de responder para 
um conjunto comum de operações de forma diferente [Boo91]. Polimorfismo significa que 
a mesma operação pode ter comportamentos distintos em classes diferentes [Rum92]. 
Herança especifica atributos ou operações ligeiramente diferentes para um objeto. 
Polimorfismo orientado a objetos é caracterizado quando um objeto de uma classe base 
toma-se um objeto de uma classe derivada. Isto permite que um objeto assuma as caracte-
rística de um outro que possua uma estrutura comum fornecida por uma classe base. Em 
muitas linguagens de programação orientada a objetos, polimorfismo é disponibilizado ba-
seado em herança, onde um objeto que é uma instância de uma determinada classe pode ser 
atribuído a instâncias das classes bases. 
2.6 Metaclasses 
Metaclasses são construtores de tipos utilizados para especificar tipos denominados classe. 
De acordo com [Boo94J, uma metaclasse é uma classe cujas instâncias são classes, ou seja, 
uma metaclasse é uma classe de classes.. O termo metaclasse utilizado nesta dissertação 
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refere-se a este conceito, que é diferente do conceito de metaclasse de reflexão 
computacional [Mae87J. 
Metaclasses não parametrizadas definem um único tipo classe. Metaclasses que têm 
especificações de tipo por parâmetros são chamadas polimórficas. 
No contexto do nosso trabalho, a distinção entre classes e metaclasses somente é evi-
dente em classes parametrizadas e portanto, o termo classe é utilizado em diversos locais 
significando classe ou metacJasse. 
Capítulo 3 
Noções de Sistemas Distribuídos 
Desde 1945 até meados da década de 80, computadores eram grandes e caros. Muitas 
organizações tinham vários computadores, que, na maioria das vezes, operavam indepen-
dentemente um do outro. 
Entretanto, de acordo com [Tan92], dois avanços na tecnologia iniciados em meados 
dos anos 80 começaram a mudar essa situação. O desenvolvimento de microprocessadores 
poderosos e baratos e o aprimoramento das redes locais de alta velocidade (LANs- Local 
Area Network) tomaram não somente possível, mas relativamente fácil, construir sistemas 
de computação compostos de um grande número de unidades centrais de processamento 
(CPUs- Central Processor Unit) conectadas por urna LAN. Estes sistemas têm numero-
sas vantagens, entre as quais destacam-se: 
• oferecem boa razão custo/benefício; 
• são adequados para construção de aplicações "naturalmente" distribuídas; 
• podem ser altamente confiáveis; 
• podem ser aumentados de forma gradual, de acordo com a demanda. 
Devido a esse desenvolvimento tecnológico e às vantagens por ele geradas, houve um 
grande estímulo para a pesquisa e o desenvolvimento de sistemas de softwares para utiliza-
ção e, principalmente, controle desses recursos. Estes sistemas são usualmente chamados 
de sistemas distribuídos enquanto que os sistemas tradicionais (que utilizavam ou gerencia-
vam uma única CPU) são chamados de sistemas centralizados [Tan92]. 
Em um sistema distribuído, o objetivo fundamental é transparência [Tan92]. Para o 
usuário, isso significa não ter necessidade de saber qual máquina está sendo utilizada, em 
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qual máquina os arquivos estão fisicamente armazenados, onde os programas estão sendo 
executados, e assim por diante. 
A integração de uma rede de máquinas autônomas oferecendo um sistema virtualmente 
centralizado (transparência) significa integrar, de forma coerente, aspectos de comunicação, 
transparência no uso de recursos, segurança e tratamento de falhas, tomando assim sistemas 
distribuídos bem mais complexos que sistemas centralizados. 
É possível que a distribuição melhore a performance de uma aplicação centralizada, 
mas isto, geralmente, não é a única razão para tornar uma aplicação distribuída. Algumas 
aplicações, como um editor de textos, pode não se beneficiar totalmente da distribuição. 
Em muitos casos, um problema em particular pode necessitar da distribuição. Por 
exemplo, se uma empresa necessita de coletar informações em diversas localidades, a dis-
tribuição pode ser natural. Em outros casos, a distribuição pode aumentar a performance e 
a disponibilidade. Por exemplo, se uma aplicação deve rodar em um PC e a aplicação exe-
cuta um grande número de cálculos, distribuir estes cálculos para máquinas mais velozes 
pode melhorar a performance. Neste caso, a distribuição pode não corresponder a uma 
distribuição no mundo real, mas oferece vantagens que devem ser analisadas cautelosa-
mente. 
Entretanto, o problema de transformar aplicações centralizadas em distribuídas é tão ou 
mais complexo comparado ao problema de desenvolver aplicações originariamente distri-
buídas, pois uma série de fatores devem ser analisados antes da transformação propriamente 
dita. Fatores como a natureza da aplicação, portabilidade, eficiência, algoritmos 
empregados, custo da comunicação entre processadores, entre outros, são importantes 
durante a análise da viabilidade para a extensão da aplicação para um ambiente de rede 
distribuído. Este tipo de análise torna-se valioso quando se verifica que existem inúmeras 
aplicações que serão beneficiadas com a utilização da capacidade ociosa de processadores 
da rede [Oli97]. 
Apesar de inúmeras vantagens, existem relativamente poucas aplicações e serviços que 
utilizam distribuição. Algumas destas aplicações são: sistemas de arquivos distribuídos que 
possibilitam o compartilhamento de informações através de arquivos, serviços de bancos de 
dados estão começando a ser distribuídos, correio eletrônico talvez seja um dos primeiros 
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serviços distribuídos. Atualmente começam a surgir aplicações para teleconferência a 
alguns jogos distribuídos, mas não existe uma lista de sucessos com mais de 20 anos. 
A principal razão para a existência de poucas aplicações é que a introdução da 
distribuição, onde computadores, recursos e usuários estão separados por uma rede, 
aumenta significativamente a complexidade de uma aplicação 
Este capítulo discute uma série de definições relacionadas a sistemas distribuídos e 
apresenta alguns sistemas que facilitam o desenvolvimento de aplicações distribuídas. 
3.1 Comunicação entre Processos 
Computação distribuída pode ser descrita como o esforço para unir diversas máquinas 
conectadas em uma rede de tal forma que informações ou outros recursos possam ser com-
partilhados por estes computadores. A diferença principal entre um sistema distribuído e 
um sistema centralizado é a comunicação entre processos. Sem a possibilidade de utiliza-
ção de memória compartilhada, a comunicação entre os diversos processos é feita através 
de troca de mensagens. 
Quando um processo quer se comunicar com outro, ele constrói urna mensagem em 
seu espaço de endereçamento e depois executa uma chamada de sistema para enviar a men-
sagem para o outro processo através da rede. 
3.2 O Modelo Cliente/Servidor 
O modelo para aplicações distribuídas cliente/servidor é um modelo que estrutura o sistema 
em um grupo de processos colaboradores - chamados servidores -, que oferecem 
serviços para outros processos- chamados clientes [fan92]. Uma aplicação utilizando o 
modelo cliente/servidor possui, pelo menos, um programa cliente e um programa servidor 
executando, geralmente, em diferentes locais de uma rede. 
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Uma típica requisição de um serviço é ilustrada na Figura 3-1 onde o cliente faz uma 
requisição para o servidor (que é geralmente um daemon 1) e o servidor envia uma resposta 
de volta para o cliente. 
Cliente Servidor 
requisita um serviço 
processa 
a 
retoma o resultado 
requisição 
Figura 3-1: Requisição de serviço típica 
Dados podem ser passados do cliente para o servidor e associados com uma operação 
em particular. Dados também podem ser retornados para o cliente em forma de resposta. 
3.3 Chamada de Procedimento Remoto 
Urna forma de comunicação entre processos em um sistema distribuído é através de 
Chamada de Procedimento Remoto (RPC- Remate Procedure Cal[) [Bir84, OSFl, OSF3, 
OSF5, Shi93]. RPC permite que o fluxo de controle de um processo chame uma função em 
outro processo (que por sua vez, pode estar em outra máquina). Esta capacidade estende o 
conceito de um fluxo de controle que move entre dois pontos de um programa para o con-
ceito de um fluxo de controle que move entre um ponto em um programa para um ponto em 
outro programa em outra máquina. Isso permite que os clientes se comuniquem com os 
servidores através da chamada de procedimento de uma maneira semelhante ao uso con-
vencional de chamada de procedimentos das linguagens de programação de alto nível. 
1 Um daemon é um processo (normalmente ocioso) que executa em background esperando para realizar uma 
tarefa especificada. 
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O mecanismo de RPC apresenta uma forma mais simples de se implementar aplicações 
cliente/servidor pois deixa os detalhes de comunicação e da rede fora do código da 
aplicação. 
Em RPC, como em chamada de procedimento local, controles são passados de um 
segmento de código para outro e então retornados para o segmento original. Entretanto, em 
chamada de procedimento local os segmentos de código estão no mesmo espaço de endere-
çamento, na mesma máquina. Já em RPC, o procedimento chamado executa num espaço de 
endereçamento diferente, normalmente numa máquina diferente daquela em que foi 
chamado. 
Em chamada de procedimento local, os argumentos e resultados são passados numa 
pilha de execução. Em RPC, os argumentos e valores de retorno são empacotados dentro de 
uma mensagem e enviados para uma máquina destino na rede. 
Uma aplicação RPC depende de um sistema de suporte que controla a comunicação na 
rede e realiza tarefas como encontrar o servidor para o cliente e gerenciar a comunicação 
entre eles. 
Programadores geralmente têm que re-escrever aplicações para portá-las para outras ar-
quiteturas, sistemas operacionais, protocolos de comunicação ou linguagens. Mas um sis-
tema que possibilite a programação distribuída utilizando RPC - como o OSF/DCE 
(subseção 3.6.2)- provê um modelo de programação em alto nível para programadores de 
aplicações distribuídas, encapsulando detalhes de comunicação e eliminando características 
não portáveis e dependências de hardware. 
Um RPC stub é um módulo de código específico que usa uma interface RPC para pas-
sar e receber argumentos. O stub cliente e o stub servidor são complementares. O stub 
servidor também é chamado de skeleton. 
Na Figura 3-1 tem-se o esboço geral de um mecanismo RPC. O cliente faz uma 
chamada para o código stub do cliente. O stub cliente comunica com o stub servidor 
usando o sistema de suporte. O sistema de suporte do servidor recebe a chamada de 
procedimento remoto e comunica a informação do cliente para o stub servidor. O stub 
servidor invoca o procedimento remoto no servidor, que o executa em seu próprio espaço 
de endereçamento. Quando o servidor termina a execução do procedimento remoto, o stub 
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servidor comunica o resultado para o cliente usando o sistema de suporte. Finalmente, o 
stub cliente retoma para o código da aplicação cliente. 
Quando uma aplicação cliente chama um procedimento remoto, o stub cliente prepara 
os argumentos de entrada e saída para transmissão. O processo de preparar argumentos para 
transmissão é chamado linearização ou marshalling, que converte argumentos para o for-
mato de blocos de bytes e empacota-os para transmissão. 
No lado do servidor, ao receber os argumentos da chamada, o stub desempacota-os e 
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Figura 3-1: Mecanismo de RPC 
A comunicação depende de um conjunto de protocolos de comunicação. Em chamada 
de procedimento local, o código chamado e o código chamador compartilham o mesmo 
espaço de endereçamento e são ligados (linked). Para aplicações RPC, o código chamado e 
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o código chamador não são ligados; eles interagem através de uma interface RPC. Esta 
interlace consiste de um grupamento lógico de operações, tipos de dados e constantes, que 
servem como meio de contato para um conjunto de procedimentos remotos. 
Uma interface RPC é descrita numa especificação formal, escrita em uma linguagem 
de especificação de interface (IDL -lnteiface Definition Language). 
Geralmente, a IDL é uma linguagem descritiva de alto nível que especifica procedi-
mento de forma bastante precisa tal que ambos stubs, cliente e servidor, possam ser gerados 
automaticamente da definição IDL. 
Em muitos sistema, um arquivo IDL é compilado usando o compilador IDL, que pro-
cessa a definição da interface e gera arquivos cabeçalhos (headers) e código stub. O código 
gerado inclui stubs cliente e servidor. 
A Figura 3-1 apresenta uma visão geral do processo de desenvolvimento de uma 
aplicação RPC. As caixas pontilhadas indicam código escrito pelo programador e as demais 
caixas indicam código compilado ou gerado automaticamente pelo compilador RPC. 
Inicialmente o programador define a interface RPC (IDL). Em seguida, o arquivo IDL 
é compilado usando o compilador IDL, que produz um stub cliente, um stub servidor e um 
arquivo cabeçalho (header). Do lado cliente, o programador escreve o código da aplicação 
que faz chamadas a operações definidas no arquivo IDL (presentes no header). O stub 
cliente é ligado (linked) com este código, bem como as rotinas do sistema de suporte. Do 
lado servidor, o programador escreve rotinas que implementam as operações definidas na 
IDL (presentes no header). O stub servidor e as rotinas do sistema de suporte são ligadas 
(linked) com o código da aplicação do servidor. 
3.4 Threads 
Com apenas um fluxo de controle (thread), a execução dos programas se dá de forma se-
qüencial, e num dado tempo apenas um detenninado ponto no programa está executando. 
Ambientes com múltiplos fluxos de controle dentro de um processo são ditos ambientes 
multi-threaded. Nestes ambientes existem múltiplos pontos de execução dentro de um pro-
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cesso ao mesmo tempo, executando concorrentemente em um único espaço de endereça-
mento. 
Arquivo IDL r:-#.'-~f-~t-1 
i <tlel>it § 
! cr_~t , j 
l get;balarnóe l 
L~·····-··-·T-····-··-.: 
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Compilador !DL ~ 
' Client Stub Header File Server Stub 
RPC Runtime jserver Applicationl RPC Runtime 
Figura 3-1: Exemplo de Desenvolvimento de uma Aplicação RPC 
Alguns programas são mais fáceis de implementar e mostram melhor performance 
quando estruturados como múltiplos fluxos de controle e, além disso, múltiplas threads 
podem ser mapeadas em múltiplos processadores, caso eles estejam disponíveis, e podem 
compartilhar recursos mais facilmente. 
Um ambiente de computação distribuída baseado no modelo cliente/servidor e utili-
zando RPC para comunicação pode fazer bom uso de threads, por exemplo: quando um 
cliente faz urna chamada a um procedimento remoto, bloqueia-se apenas a thread esperando 
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a resposta da chamada. Além disso, o servidor pode atender requisições de vários clientes 
simultaneamente, sendo que cada requisição pode ser executada por uma thread diferente. 
Threads podem ser fornecidas por uma linguagem de programação, pelo kernel do 
sistema operacional ou por uma biblioteca de funções a nível de usuário. O programador de 
aplicações é o principal consumidor da tecnologia de threads e o usuário final não está 
ciente da utilização, ou não, de threads. 
A programação usando threads introduz um nível de complexidade maior do que pro-
gramar com apenas um fluxo de controle, já que as threads precisam ser gerenciadas, 
sincronizadas e, às vezes, escalonadas. 
Em processos tradicionais existe um fluxo de controle que começa e termina implici-
tamente. Em ambientes multi-threaded, as threads devem ser criadas e destruídas explici-
tamente pelo programador. 
Uma thread pode estar nos seguintes estados: executando, pronta para executar, termi-
nada ou a espera de algum ação que deve ser tomada por outra thread. 
O escalonamento de threads é similar ao escalonamento de processos feitos pelo sis-
tema operacional, sendo preciso definir quais threads vão executar. A diferença entre o 
escalonamento de threads e de processos é que muitos sistemas permitem que o escalona-
mento das threads seja controlado pelo programador da aplicação. 
A comunicação entre threads é feita por meio de variáveis compartilhadas e para evitar 
inconsistências e resultados incorretos, o acesso às variáveis compartilhadas deve ser sin-
cronizado. 
3.5 Serviço de Nomes 
O serviço de nomes é uma parte chave de um ambiente de computação distribuída pois 
oferece uma forma de encontrar a informação e os recursos que estão disponíveis na rede. 
É um serviço básico, pois é utilizado para encontrar informações necessárias para acessar 
outros serviços. Recursos como servidores, arquivos, discos, filas de impressão etc., são 
identificados por nomes que descrevem um conjunto de características destes diversos 
recursos. 
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A principal função do serviço de nomes é mapear nomes em atributos, onde atributos 
podem ser qualquer tipo de informação que descreve um objeto, tais como: localização, cor, 
tamanho etc. 
O conjunto de nomes utilizados pelo serviço de nomes é chamado de espaço de nomes. 
Geralmente é organizado de forma hierárquica, semelhante ao sistema de arquivos do 
UNIX, onde nomes podem ser colecionados em uma lista de entradas chamadas diretórios. 
Diretórios podem ser organizados hierarquicamente, contendo outros diretórios. 
3.6 Sistemas para Desenvolvimento de Aplicações 
Distribuídas utilizando RPC 
Existem vários sistemas que oferecem facilidades para o desenvolvimento de aplicações 
distribuídas utilizando RPC. Entre eles podemos citar o XDRIRPC/RPCGEN da Sun e o 
DCE da OSF [OSFl. OSF2, OSF3, OSF4, OSFS, Shi93]. Além desses sistemas. apresen· 
tamos também o Linear [Dru96] que, apesar de não oferecer suporte para a comunicação 
entre processos, é um linearizador de estruturas bastante interessante desenvolvido no 
Laboratório A-HAND. 
3.6.1 Sun XDR/RPC/RPCGEN 
Os sistemas operacionais Sun-OS possuem ferramentas e bibliotecas que, utilizadas em 
conjunto, fornecem suporte para a programação distribuída utilizando RPC. 
XDR é uma biblioteca de rotinas na linguagem C [Ker86] que possibilitam que estrutu-
ras de dados arbitrárias sejam descritas de forma independente de máquina, isto é, os dados 
linearizados utilizando XDR podem ser trocados entre máquinas de diferentes arquiteturas. 
Os dados em RPCs são transmitidos utilizando estas rotinas. 
RPC também é uma biblioteca de rotinas C que oferecem suporte à chamada de proce-
dimentos através da rede utilizando o modelo cliente/servidor. 
RPCGEN é um compilador que gera código C a partir de uma definição em IDL. A 
IDL utilizada pelo RPCGEN é semelhante à sintaxe de C e é referenciada como RPCL 
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(Remote Procedure Call Language). O arquivo contendo a descrição em RPCL é 
compilado e são gerados os stubs para o cliente e para o servidor. O código gerado 
implementa as chamadas de procedimentos remotos utilizando as bibliotecas XDR e RPC. 
O servidor criado pode ser inicializado automaticamente pelo sistema operacional ou 
manualmente. 
3.6.2 OSF/DCE 
O DCE [OSF!, OSF2, OSF3, OSF4, OSF5, Shi93] é um padrão proposto pela Open 
Software Foundation (OSF) para ambientes de programação distribuída. Este ambiente 
padrão é composto por um conjunto de serviços que podem ser usados isoladamente ou em 
conjunto para o desenvolvimento, uso e manutenção de aplicações distribuídas. O padrão é 
independente de sistema operacional e de rede de comunicação, o que implica na possibili-
dade de integração de novas aplicações com os ambientes de programação atuais. 
O DCE foi desenvolvido a partir da premissa de que era necessário oferecer técnicas 
para a completa interoperabilidade entre sistemas heterogêneos. O processo seguido para se 
obter um padrão foi a integração de uma série de tecnologias, desenvolvidas em paralelo 
por uma série de fabricantes. Tais tecnologias quando tornadas isoladamente representam 
apenas uma solução parcial para a implantação de um ambiente inteiramente distribuído. O 
resultado da união dessas tecnologias é uma base poderosa e coerente para o desenvolvi-
mento de aplicações distribuídas. É importante dizer que as tecnologias foram selecionadas 
através de um processo aberto, onde as especificações foram discutidas e aprovadas por 
organizações independentes. 
Os serviços fornecidos pelo DCE são divididos em duas categorias: os serviços distri-
buídos básicos e os serviços de compartilhamento de dados. Os serviços distribuídos bási-
cos são as ferramentas usadas pelos projetistas para o desenvolvimento de outros serviços 
mais elaborados e compreendem: RPC, threads, serviços de nome, tempo e segurança. Os 
serviços de compartilhamento de dados são implementados a partir de serviços distribuídos 
básicos, e consistem de: sistema de arquivo distribuído, suporte a estações diskless e inte-
gração com computadores pessoais. 
Dentre as características do ambiente DCE, podemos destacar: 
• fornece interoperabilidade e portabilidade sobre ambientes heterogêneos e sis-
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temas operacionais diferentes; 
• suporta o compartilhamento de dados; 
• é flexível, crescendo junto com a organização; 
• não deixa os usuários confinados às LANs ou à organização; 
• é um ambiente seguro e confiável, fornecendo proteção às informações contra 
perdas e acesso indevido; 
• possui um conjunto de ferramentas de gerenciamento, facilitando a administra-
ção; 
• a comunicação entre as partes de uma aplicação distribuída é feita por meio de 
RPC; 
• foi criado sobre o modelo cliente/servidor como forma de organização das apli-
cações distribuídas; 
• aderência aos padrões. 
Os serviços DCE são escritos em linguagem C, obedecendo os padrões POSIX e 
X/Open para a especificação de interfaces. Tais implementações são portáveis dentro de 
uma larga faixa de sistemas, e o ambiente pode ser baseado em diferentes tecnologias de 
rede, incluindo TCPIIP, OS! e X.25. 
3.6.3 Linear 
O Linear [Dru96] é um sistema para linearização/deslinearização de estruturas de dados 
complexas desenvolvido no Laboratório A-HAND. Diferente do XDR, o Linear usa fun-
ções linearizadora e deslinearizadora universais, isto é, uma mesma função é utilizada para 
linearizar todas as estruturas e uma outra função é utilizada para deslinearizar todas as 
estruturas. As informações sobre os tipos são armazenadas numa tabela e não em código 
executável. 
Como no RPCGEN, o usuário especifica uma IDL descrevendo os tipos envolvidos. O 
programa linprep compila a IDL e gera a tabela de tipos. As funções de linearização e des-
linearização (linear e unlinear) percorrem a tabela em paralelo com a navegação da estru-
tura (em memória ou Iinearizada). Essa estratégia se mostrou mais rápida que o código ge-
rado pelo XDR nos testes realizados. Embora as descrições de tipos sejam interpretadas 
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durante a execução, as funções do Linear não são geradas mecanicamente e podem ser 
otimizadas. 
O maior problema com o XDR é não aceitar estruturas auto referenciáveis (que 
possuem circularidade). O Linear suporta tais estruturas com desempenho aceitável. 
Dependendo da complexidade da estrutura o Linear é mais rápido do que o XDR na mesma 
estrutura sem circularidade. 
Capítulo 4 
Programação Orientada a Objetos e 
Distribuída 
A programação com objetos depende de uma linguagem que suporte o paradigma e, opcio-
nalmente, de um ambiente de programação que ofereça objetos como recursos básicos do 
sistema. Se, além destas características, tal ambiente oferecer um ambiente distribuído para 
construção de programas então podemos denominá-lo Ambiente de Programação 
Orientada a Objetos e Distribuída. 
Existem várias propostas de ambientes de programação orientada a objetos e distribu-
ída, dentre eles: CORBA [OMG95], DCOM [Mic98], Crn Distribuído [Gon96], Java RMI 
[RMI97] e Modula-3 Network Objects [Bir95]. 
Embora existam muitos autores que afirmam a viabilidade da integração de sistemas 
distribuídos à programação orientada a objetos, eles não deixam de considerar os vários 
problemas envolvidos. 
Vários aspectos devem ser abordados, tais como: transparência, ativação de métodos, 
objetos passivos e ativos, persistência, replicação, controle de concorrência, tolerância a fa-
lhas, desempenho, verificação de tipos, mobilidade, comunicação por cópia ou referência, 
granularidade, entre outros [Hor89, Bir95]. 
Neste capítulo é introduzido o conceito de objetos distribuídos e apresenta uma série 
de ambientes que oferecem suporte para a programação com objetos distribuídos. Além 
disso, é apresentado o conceito de objetos remotos que é central em nosso trabalho. 
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4.1 Objetos Distribuídos 
Objetos distribuídos são objetos que podem ser acessados remotamente. Isto implica que 
objetos distribuídos podem sem usados como objetos regulares, mas de qualquer lugar da 
rede. A localização de um objeto distribuído não é urna questão crítica para o objeto que 
está utilizando-o. Devido às suas características inerentes, o uso de objetos distribuídos 
torna-se interessante para: 
• compartilhar informações através de diferentes aplicações e usuários; 
• sincronizar atividades em diferentes máquinas; 
• melhorar a performance de uma tarefa em particular; 
• conectar aplicações rodando em vários tipos de plataformas; 
• implementar aplicações de natureza distribuída. 
Apesar de apresentar vantagens, nem todo objeto de uma aplicação deve ser um objeto 
distribuído. A distribuição implica num uso maior da rede de comunicação e numa maior 
complexidade de gerenciamento. Distribuir todos os objetos pode levar a graves problemas 
de performance. A distribuição pode oferecer vários benefícios, mas deve ser usada com 
cautela. 
A implementação de um objeto distribuído é um objeto que obedece a certas regras e 
que pode ser acessado através de um protocolo particular. Um objeto distribuído pode ser, 
por exemplo, um objeto C++ [Str93, Str91J que pode ser acessado através de socket ou 
RPC. Isso mostra que, enquanto a programação das partes pode ser estritamente orientada a 
objetos, a sua interligação para realização do programa distribuído pode ser totalmente não 
orientada a objetos. 
4.2 Ambientes de Programação Orientada a Objetos e 
Distribuída 
Um ambiente de programação orientada a objetos e distribuída é aquele que oferece su-
porte para programação com objetos distribuídos. Dentre os ambientes de programação 
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orientada a objetos e distribuída podemos citar: CORBA [OMG95], DCOM [Mic98], Java 
RMI [RMI97] e Modula-3 Network Objects [Bir95]. Cm Distribuído [Gon96] será descrito 
com mais detalhes no Capitulo 6: Objetos Remotos em Cm Distribuído. 
Estes sistemas oferecem, de forma geral, uma camada para comunicação entre os 
diversos objetos e um conjunto de serviços que podem ser utilizados pelos objetos. Devido 
a natureza deste trabalho, apenas a camada de comunicação será discutida com mais 
detalhes. 
4.2.1 CORBA 
CORBA(Common Object Request Broker Architecture) [OMG95] foi proposto pelo Object 
Management Group (OMG) com o objetivo de estabelecer uma base para a integração de 
aplicações distribuídas baseadas em objetos. O padrão especifica os mecanismos utilizados 
para a comunicação transparente entre objetos envolvendo diferentes plataformas, sistemas 
e linguagens, e um conjunto de serviços e facilidades que ajudam no desenvolvimento de 
aplicações distribuídas. 
CORBA é composto apenas de especificações e se divide basicamente em: 
• núcleo ORB ( Object Request Broker core); 
• uma linguagem de especificação de interfaces (IDL - Interface Definition 
Language); 
• uma interface para permitir a chamada dinâmica de serviços (Dll - Dynamic 
Invocation Interface); 
• uma interface para execução dinâmica de serviços (DSI - Dynamic Skeleton 
Interface); 
• um banco de declarações de interfaces (IR- Interface Repository); 
• módulos para adaptar diferentes modelos de implementação de objetos (OA -
Object Adapters). 
Em conjunto, estes componentes possibilitam a integração de sistemas baseados em 
objetos desenvolvidos com alto grau de heterogeneidade. 
Um ambiente de programação que queira compartilhar serviços através do padrão 
CORBA deve oferecer um ORB - componente de software que provê os serviços para a 
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interação transparente entre objetos -com todos os seus componentes e interfaces especi-
ficadas. Tais implementações podem variar bastante, dependendo das características dos 
ambientes onde estão baseadas. Entretanto, isso não é relevante, desde que as interfaces 
sejam respeitadas. 
CORBA tem como uma de suas características, suporte ao uso de diferentes linguagens 
de programação em um sistema distribuído utilizando uma descrição em !DL (lnteiface 
Definition Language), feita pelo programador, para cada objeto utilizado por clientes distri-
buídos. 
Em seu nível básico, CORBA é um padrão para objetos distribuídos. Possibilita que 
uma aplicação requisite uma operação em um objeto distribuído e que os resultados da 
operação sejam retornados para a aplicação que fez a requisição. Esta é a funcionalidade 
básica do modelo cliente/servidor. Um servidor- ou implementação de objeto- é defi-
nido corno uma interface em IDL. Os dados que passam entre o cliente e o servidor são 
definidos como estruturas, seqüências, etc. em IDL. A IDL é compilada e são gerados códi-
gos para serem incorporados no cliente (stub) e no servidor (skeleton). 
A comunicação de um cliente com uma implementação de um objeto é feita através de 
uma referência para objeto. Quando uma operação é invocada em uma referência para ob-
jeto, os parâmetros da operação são enviados para a implementação do objeto através da 
rede, a implementação do objeto executa a operação e o resultado é retornado para o cliente. 
4.2.2 DCOM 
Outro modelo que é utilizado para o desenvolvimento de aplicações distribuídas é o 
Distributed Component Object Model (DCOM) [Mic96, Mic98] que foi desenvolvido pela 
Microsoft para o mercado de PCs como parte dos sistemas operacionais Windows 95 e 
Windows NT. Inicialmente, o protocolo somente suportava a comunicação entre máquinas 
que utilizavam esses sistemas operacionais. Recentemente, uma ponte (bridge) para outros 
sistemas operacionais está sendo desenvolvida utilizando CORBA. 
DCOM evoluiu de um modelo não distribuído chamado Component Object Model 
(COM). COM oferece suporte para que objetos em uma mesma máquina se comuniquem. 
DCOM aumenta este suporte oferecendo uma camada para chamada de procedimento re-
moto em objetos (ORPC- Object Remate Procedure Cal[) em cima de DCE RPC. 
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Características de orientação a objetos como encapsulamento de dados, polimorfismo e 
herança são oferecidos através de uma IDL. Possui um compilador que gera código, a partir 
da compilação de uma IDL, para ser utilizado no cliente e no servidor. 
Um servidor COM cria instâncias de múltiplas classes. Pode suportar múltiplas inter-
faces e cada interface representa um comportamento diferente para o objeto. Uma interface 
para um objeto é descrita através de uma IDL. DCOM suporta somente herança simples. 
4.2.3 Java RMI 
Java é uma linguagem de programação com sintaxe semelhante a C++. Programas são 
compilados em byte-code/ que são interpretados por uma máquina virtual (JVM - Java 
Virtual Machine). O porte da JVM para diversas arquiteturas permite que os programas 
Java (byte-codes) sejam executados em diversas plataformas. 
A adição do conceito de Remote Method Invocation [RMI97] a Java toma possível que 
objetos em uma máquina invoquem métodos de objetos em máquinas remotas. 
RMI é nativo para Java, isto é, RMI é em essência uma extensão da linguagem. É 
composto por uma biblioteca de classes padrão da linguagem Uava. rmi) e um compilador 
(nnic) que gera código, a partir da utilização destas classes, para ser incorporado no cliente 
(stubs) e no servidor (skeletons). Depende de outras características de Java, tais como: 
serialização de objetos, definição de interfaces, etc. O mecanismo resultante é natural para 
programadores Java utilizarem pois eles não necessitam sair do ambiente de programação 
Java. 
4.2.4 Modula-3 Network Objects 
Modula-3 é uma linguagem de programação da famflia da linguagem Pascal projetada no 
final da década de 80 e que corrige muitas deficiências de Pascal e Modula-2. As novas 
facilidades oferecidas por Modula-3 são: tratamento de exceções, concorrência, programa-
ção orientada a objetos e coleta de lixo (garbage collection) automática. 
1 O compilador Java não gera código nativo, gera byte-codes que são interpretados pela JVM. Os byte-codes 
Java são independentes de plataforma, dessa forma os programas escritos em Java rodam em qualquer 
plataforma que possua uma JVM. 
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Uma proposta semelhante a Java RMI é o sistema de programação distribuída desen-
volvido para Modula-3 chamado Network Objects [Bir95]. Um network object é um objeto 
cujos métodos podem ser invocados através da rede por outros objetos. 
Fornece funcionalidade semelhante a RPC, mas de forma mais geral e mais fácil de 
usar, pois os objetos guardam a informação a respeito da conexão remota e o seu sistema de 
suporte manipula a linearização/deslinearização dos parâmetros e resultados dos métodos 
invocados remotamente de forma transparente. Uma referência para um network object é 
um objeto local (surrogate ou proxy) cujos métodos executam uma RPC para a implemen-
tação do objeto. 
O design levou em conta os seguintes aspectos: verificação de tipos distribuída, invo-
cação remota idêntica à local, sistema de linearização eficiente, suporte à linearização de 
streams de propósito geral e coleta de lixo distribuída. 
É composto por três elementos principais: 
• netobj: biblioteca de classes para utilização de network objects; 
• netobjd: daemon utilizado para facilitar a comunicação entre os processos 
remotos; 
• stubgen: compilador que gera os stubs para comunicação. 
Assim como em Java RMI, a programação distribuída toma-se natural para programa-
dores Modula-3 pois, através da invocação de métodos remotos em objetos de Modula-3, 
muitos detalhes da programação utilizando RPC foram escondidos. 
4.3 Objetos Remotos 
Um objeto remoto [OF97, Gon96, Gon94b, Gon94a, Dru94] é uma especialização de um 
objeto distribuído. Remoto não é uma propriedade de um objeto, e sim, uma relação entre 
dois objetos, isto é, x é remoto a y deve ser interpretado como x não é local a y. A noção de 
objetos remotos é central na nossa abordagem. 
De forma prática, objetos remotos são abstrações que possibilitam que objetos 
distribuídos sejam tratados como objetos comuns. O que diferencia um objeto remoto de 
um objeto local é o fato do primeiro estabelecer um contexto de execução próprio. No 
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UNIX, por exemplo, um objeto remoto está associado a um processo, enquanto objetos 
locais são sempre componentes de um objeto remoto. 
Desta forma, uma aplicação distribuída é um conjunto de objetos remotos independen-
tes, mas que podem cooperar para um objetivo comum. Um objeto é uma instância de uma 
classe e pode ser declarado como objeto remoto ou não. 
A Figura 4-1 ilustra uma aplicação distribuída composta por um conjunto de objetos 
















Figura 4-1: Aplicação distribuída formada por um conjunto de objetos remotos 
A Figura 4-2 e a Figura 4-3 ilustram a criação de objetos remotos executáveis a partir 
do código fonte da aplicação e como esses objetos são executados. 
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que utiliza objetos remotos 
objetos executáveis 





Figura 4-2: Geração de objetos executáveis 
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A compilação de uma hierarquia de classes de uma linguagem orientada a objetos que 
possui o conceito de objetos remotos pode gerar um ou mais objetos executáveis, depen-
dendo da utilização ou não de objetos remotos. 
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Figura 4-3: Execução de Objetos Remotos 
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Objetos remotos podem criar outros objetos remotos, estabelecendo relações de 
"paternidade". Um objeto remoto é vinculado se o seu tempo de vida for limitado pelo 
tempo de vida do objeto que o criou. Objetos remotos podem ser conhecidos e usados por 
outros objetos; assim, cada objeto remoto pode ter qualquer um de seus métodos públicos 
invocado por objetos que tenham acesso a ele. Um objeto remoto pode ser desvinculado do 
objeto pai para que o seu tempo de vida se prolongue pelo tempo em que for útil para outros 
objetos. 
Objetos remotos em uma aplicação distribuída podem ser compartilhados por vários 
objetos de outras aplicações. Dessa forma, esses objetos remotos atuam como servidores e 
podem receber vários pedidos de execução de métodos simultaneamente. Para não limitar o 
potencial paralelismo das aplicações, as requisições dos serviços podem ser atendidas de 
forma concorrente. Tal fato possibilita e torna interessante a utilização de objetos remotos 
multi-threaded, onde cada chamada de método por um cliente causa a criação de uma 
thread que será responsável pela execução do método. 
Nesse contexto, a thread que faz a chamada no cliente e aquela thread que é criada 
para atender a requisição serão consideradas uma única "thread virtual". Dessa forma, po-
demos considerar que a thread do cliente se estende ao servidor. Assim as threads das 
aplicações "caminhamjj entre os objetos, mantendo a uniformidade das chamadas remotas 
de métodos. Pode-se dizer que a atividade exercida por urna thread do cliente é transferida 
para a thread do servidor, retornando ao cliente no fim da execução do método invocado. 
Um objeto remoto pode ser de natureza passiva ou ativa. Para um objeto passivo, todo 
processamento é restrito à execução dos seus métodos por atividades externas. O objeto 
não contém atividades próprias. 
Objetos ativos, por outro lado, podem ter várias atividades próprias. Cada atividade é 
implementada como uma thread que pode permanecer em execução durante a existência do 
objeto. Um veículo real, como um avião, pode ser representado como um objeto ativo. Ele 
oferece métodos públicos que retornam localização atual do avião e métodos que alteram 
sua velocidade e direção de percurso. Sua localização pode ser constantemente atualizada 
por uma atividade em função da velocidade e direção. 
Essas atividades (threads) executarão em paralelo com aquelas que executam os méto-
dos por chamadas externas. Essa funcionalidade é alcançada com a especificação de méto-
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dos thread no objeto servidor. A chamada a esses métodos é sempre assíncrona e implica 
na criação de uma nova atividade. A chamada prepara a criação de uma thread para a exe-
cução do método e retoma em seguida, deixando o método em execução. Esses métodos 
thread podem ser públicos ou privados detenninando assim o escopo de seus potenciais 
clientes. O construtor de um objeto remoto pode invocar um de seus métodos thread de 
forma que o objeto tenha comportamento ativo desde sua criação. 
Capítulo 5 
Sistema de Suporte para Objetos Remotos 
Para o facilitar o uso de objetos remotos foi desenvolvido um sistema de suporte, chamado 
RTS, que funciona como um middleware entre o sistema operacional e as aplicações com-
postas por objetos remotos. O RTS (Run Time System) fornece um conjunto de operações 
básicas para oferecer o conceito de objetos remotos no nível de abstração de uma linguagem 
de programação. 
A Figura 5-1 ilustra a utilização do RTS por objetos remotos em execução. 
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Figura 5-l: Objetos remotos executando sobre o RTS 
O RTS é composto de três camadas: camada de objetos, camada configurável e 
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Figura 5-2: Camadas do sistema de suporte 
A camada básica é descrita de forma independente de linguagem, esta abordagem é a 
mesma utilizada em COOL [Lea93] e em Amadeus [Cah93]. 
A camada configurável é composta por diversos componentes. Cada componente 
oferece um serviço aos objetos remotos (por ex.: serviço de nomes, linearização de objetos, 
propagação de exceções, etc.) e pode ser configurado de acordo com os requisitos do sis-
tema ou do objeto remoto. 
Já a camada de objetos é a responsável por oferecer a abstração de objetos remotos no 
nível da linguagem de programação. 
Este capítulo inicialmente descreve as funcionalidades oferecidas por cada uma das 
camadas e, para cada camada, discute aspectos relativos à arquitetura adotada para a im-
plementação. 
5.1 Camada Básica 
O principal objetivo da camada básica é encapsular o mecanismo de comunicação ofere-
cendo o conceito de contexto de execução. Um contexto de execução é o conjunto de in-
formações referentes à execução de um objeto dentro do sistema; é composto essencial-
mente pelo espaço de endereçamento associado à execução do objeto, ou seja, onde estão 
guardados seus dados e seu código. A camada básica oferece as seguintes funcionalidades: 
• criação e destruição de contextos de execução; 
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• requisições remotas; 
• serviço de nomes; 
• tratamento de erros; 
• criação e destruição de threads. 
Essas operações podem ser oferecidas para linguagens de programação como C++ 
[Str93, Str91] ou Cm [Tel93, Fur91], utilizando uma biblioteca de funções definidas espe-
cificamente para cada linguagem. 
As operações da camada básica serão apresentadas como uma API em uma linguagem 
de programação semelhante a C [Ker86J, já que a camada básica não possui o conceito de 
objetos. 
5 .1.1 Criação e destruição de contextos de execução 
O RTS fornece suporte para criar e destruir contextos de execução em diferentes máquinas 
do sistema. A criação de contextos de execução é implementada pela seguinte função: 
cid ContextCreate(host, par_execution, env, exc) 
Esta função possibilita a criação de um contexto de execução na máquina host indi-
cada. O parâmetro par _execution indica o nome do arquivo executável e o parâmetro env é 
utilizado para a iniciação do ambiente do contexto de execução. Retoma um identificador 
cid para o contexto de execução criado. O parâmetro exc das funções apresentadas será 
discutido na subseção Tratamento de Erros. 
Um contexto de execução cid pode ser destruído explicitamente através da função: 
ContextDestroy(cid, mode, timeout, exc) 
Os parâmetros mode e timeout são utilizados para configurações específicas do sis-
tema. O parâmetro mode indica a forma corno o contexto deve se destruir, atualmente 
existem duas formas: now, onde o contexto morre no instante em que recebeu a mensagem, 
e process, onde o contexto processa as operações pendentes antes de se matar. O parâmetro 
timeout indica o tempo que será aguardado para o contexto se matar. 
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Um contexto de execução é criado vinculado àquele que o criou; quando um contexto 
é destruído, todos os contextos a ele vinculados também serão destruídos. O RTS oferece 
um mecanismo para desvincular um contexto de execução daquele que o criou; 
ContextDetach(cid, exc) 
5.1.2 Requisições remotas 
Uma requisição remota é uma chamada a uma operação definida em um outro contexto de 
execução. Requisições podem ser feitas entre diferentes contextos de execução espalhados 
pela rede. A camada básica do RTS fornece suporte à chamada de requisições remotas. 
A função do RTS para suporte à chamada de requisições remotas é definida como: 
resultdescriptor SCall(cid, fid, parlist, exc) 
Esta função faz uma chamada a um procedimento remoto identificado por fid no con-
texto de execução cid com a lista de parâmetros parlist. Essa operação é semelhante a uma 
chamada de procedimento remoto (RPC). 
5.1.3 Serviço de Nomes 
As funções de registro e busca de nomes utilizam um serviço de nomes fornecido pelo sis-
tema de suporte. É um exemplo de uma interface da camada configurável que é utilizada 
pela camada básica. 
O registro de nome é feito através da função: 
void Register(cid, name, regparameters, exc) 
Esta função é utilizada para registrar o contexto de execução identificado por cid no 
serviço de nomes com o nome name. O parâmetro regparameters indica os atributos do 
nome, por exemplo se sua visibilidade é local ou global. 
A busca através de nomes registrados no serviço de nomes é implementada no RTS 
pela função: 
cid search(name, context, location, exc) 
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Os parâmetros context e location indicam a forma que o servidor de nomes executará a 
busca no seu espaço de nomes. 
5.1.4 Tratamento de Erros 
Todas as funções fornecidas pela camada básica do RTS possuem um parâmetro denomi-
nado exc, utilizado para sinalização de erros. Erros tipicamente podem ocorrer durante a 
execução das funções do RTS e em qualquer camada. 
O parâmetro exc pode assumir somente valores inteiros para a sindicação de erros. 
Uma forma mais amigável de tratamento de erros é feita na camada configurável utilizando 
o mecanismo de exceções de Cm [Tel93J, na qual este parâmetro é utilizado para a 
implementação de um sistema de propagação de exceções entre objetos remotos (seção 
5.2.2). 
5 .1.5 Criação e Destruição de Threads 
Para cada requisição remota, é criada uma thread para atendê-la. A camada básica oferece 
suporte para a criação e destruição automática de threads. 
Além disso, oferece um conjunto de funções para criação e destruição de threads 
dentro de um contexto de execução [Tar96]. 
5.1.6 Implementação da Camada Básica 
Para a implementação da camada básica do RTS foi utilizada a plataforma Sun 
XDRJRPC/RPCGEN (subseção 3.6.1). A arquitetura da camada básica é composta por dois 
componentes principais: o daemon ord e a biblioteca de funções libor. 
O daemon ord é o responsável pela comunicação entre os diversos componentes do 
ambiente de programação distribuída. É também o responsável pelo ciclo de vida dos 
contextos de execução criados no host em que ele está localizado. 
Para se comunicar com o ord, todo contexto de execução tem ligada a ele a libor. Na 
libor estão todas as funções oferecidas pelo RTS. 
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5.1.6.1 Daemon ord 
O ord é um daemon presente em todos os hosts do ambiente. Sua principal funcionalidade 
é de gerenciar os contextos de execução criados na máquina em que está rodando. Mantém 
urna tabela (ContextTable) com informações a respeito de todos os contextos de execução 
que executam na sua máquina. As informações mantidas na ContextTable permitem ao ord 
gerenciar os objetos do sistema e controlar requisições remotas. A ContextTable serve 
também como interface para as camadas inferiores do serviço de nomes utilizado pelo sis-
tema. 
As principais funções oferecidas pelo ord são as seguintes: 
• fornece uma interface para os contextos de execução e para os demais daemons 
do sistema, possibilitando criar, destruir, registrar e procurar contextos de exe-
cução em todo o ambiente; 
• faz o controle das requisições remotas; 
• é responsável pela destruição de contextos de execução vinculados. Caso um 
contexto seja destruído, uma busca é feita para verificar a existência de contex-
tos de execução vinculados ao contexto que foi destruído; 
• implementa um protocolo para comunicação entre os daemons, gerenciando o 
repasse de mensagens para os objetos (e respectivos daemons) em outros hosts. 
5.1.6.2 Biblioteca do RTS (libor) 
A biblioteca do RTS (libor) fornece a interface de comunicação de cada contexto de 
execução com o ord. A comunicação de um contexto com o ord é feita utilizando as 
funções definidas nesta biblioteca. Além disso, a libor fornece uma interface para a 
criação e destruição de threads dentro do contexto de execução. 
As principais funções oferecidas por essa biblioteca são: 
• comunicação do contexto, tomando-o capaz de receber/enviar requisições 
remotas; 
• comunicação com o ord, respondendo a chamadas de gerenciamento/configu-
ração; 
• tratamento de erros. 
.J 
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• criação automática de threads. 
5.1.6.3 Criação de contextos de execução 
A criação de contextos de execução é iniciada com uma chamada à função ContextCreate 
que executa uma RPC para o daemon ord. O ord cria uma thread e verifica se o contexto 
de execução deverá ser criado localmente ou em outro host. Se o contexto tiver de ser 
criado em outro host, o ord simplesmente repassa a chamada para o ord do host 
correspondente. A criação do contexto de execução é feita da seguinte maneira: 
1. o ora recebe uma RPC para a criação de um novo contexto de execução; 
n. o ambiente para contexto de execução passado para o ord é montado; 
iii. o ord cria um novo processo (no caso do UNIX, executa um comando fork) com o 
ambiente montado; 
iv. o processo pai (ord) espera pela criação do novo contexto de execução; 
v. o processo filho criado carrega o código binário (no caso do UNIX, executa um 
comando exec); 
vi. o processo filho, que é um novo contexto de execução, notifica ao processo pai (ord) 
que a sua criação foi bem sucedida; 
vii. o ord insere a identificação do novo contexto de execução em urna tabela de controle; 
viii.o ord retoma o resultado da criação do novo contexto de execução. 
ord: ,I ~óvo -contexto de execução-i ~ 
~ ... .. .. .. . .. IV v 
o:i vi 
viü 
Figura 5-3: Criação de Contextos de Execução 
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5.1.6.4 Requisições Remotas 
As requisições remotas são executadas de forma síncrona. A concorrência é obtida através 
do uso de threads, de forma que cada requisição corresponde à criação de uma thread no 
ordena libor (essas threads funcionam como se fossem uma única thread virtual). 
Na libor existe uma chamada para uma função que é responsável pelo atendimento 
das requisições remotas. Esta função é chamada de Upcall pois ela é executada no sentido 
inverso das demais funções do RTS, isto é, no sentido da camada básica para as camadas 
superiores. A Upcall é específica de cada contexto de execução, pois ela depende das 
operações oferecidas por cada contexto. 
Na execução da Upcall é identificada a requisição invocada, os parâmetros são 
deslinearizados e a requisição é executada. Quando a execução da requisição tennina, o 
fluxo de execução retoma para a Upcall que faz a linearização dos resultados (maiores 
detalhes sobre linearização/deslinearização de objetos na subseção Linearização de 
Objetos). 
Os seguintes passos e a Figura 5-4 ilustram a invocação de uma requisição remota de 
um contexto de execução cliente na máquina 1 a um contexto de execução servidor na 
máquina 2: 
1. o cliente faz uma chamada para a função scall da libor; 
ii. a libor lineariza os parâmetros para a requisição remota; 
iii. a chamada é passada para o ord do mesmo host (máquina I) do contexto de execução 
cliente; 
i v. o ord verifica se a chamada remota é para um contexto de execução no host em que ele 
está; se não for, repassa a chamada para o ord do host do contexto de execução servidor 
(máquina 2); 
v. o ord faz a chamada para o contexto de execUção servidor; 
vi. a libor chama a Upcall que deslineariza os parâmetros da requisição; 
vii. a requisição é executada no servidor; 
vi i i. o resultado é linearizado pela li bar; 
ix. a resposta da requisição é retornada ao ord com o resultado da requisição; 
x. o ord verifica se ocorreu algum erro durante a operação; 
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xi. o ord repassa o resultado para o ord do host do cliente que, por sua vez, retoma o 
resultado para o contexto de execução cliente; 
xii. a libor deslineariza o resultado; 
xiii.o resultado é retornado ao cliente. 
máquina 1 máquina2 
Figura 5-4: Execução de uma Requisição Remota 
5.1.6.5 Destruição de contextos de execução 
O ord não mata os contextos de execução explicitamente, ele envia uma mensagem para o 
contexto se matar. 
Cada ord dentro do ambiente mantém uma tabela com os contextos de execução cria-
dos no host onde ele está rodando (ContextTable). O thread manager monitora os 
contextos, através de pooling, verificando se os contextos de execução gerenciados por ele 
estão ativos ou não. É implementado como uma thread do ord permitindo a sua execução 
de forma concorrente com outros serviços oferecidos pelo ord. 
A relação de paternidade é gerenciada pelo ord. Ela é armazenada na ContextT able 
sendo acessível pelo thread manager que verifica estas relações. Mantém informações para 
controle do tempo de vida dos contextos de execução. Dessa forma, caso o contexto pai 
43 
morra e o contexto filho for "vinculado", o contexto filho é destruído (inicialmente, através 
do envio de uma mensagem, caso ocorra timeout, o ord mata o contexto. 
5.1.6.6 Serviço de nomes 
O ord faz interface com o servidor de nomes no ambiente para registrar os contextos cria-
dos e nomeá-los de acordo com a operação Register e fazer busca de nomes de acordo 
com a operação Search. 
O serviço de nomes se encaixa entre as camadas básica e configurável, pois, apesar de 
ser um serviço para os objetos, ele é utilizado pela camada básica para guardar as 
informações dos diversos objetos remotos do sistema. 
5.1.6.7 Criação e Destruição de Threads 
A criação e destruição de threads utiliza-se dos recursos do sistema operacional (Sun 
Solaris) e de facilidades oferecidas pelo RPCGEN. Em conjunto, possibilitam que, para 
cada requisição remota, seja criada automaticamente uma thread no ord e outra na libor. 
Como a criação e destruição de threads são feitas de forma automática pela camada 
básica, a abstração que se tem é que existe uma única thread que caminha entre os diversos 
contextos de execução. 
5.2 Camada Configurável 
A camada configurável oferece serviços gerais para os objetos remotos. Os serviços ofere-
cidos atualmente são: serviço de nomes, propagação de exceções, linearização de objetos e 
controle de concorrência. 
Há uma grande quantidade de serviços que podem ser oferecidos por esta camada, 
além dos já citados, podemos destacar: persistência, migração, gerenciamento, etc. 
5.2.1 Serviço de Nomes 
O serviço de nomes é uma peça fundamental em um ambiente distribuído, pois é através 
dele que são encontrados os diversos objetos espalhados pela rede. 
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Um serviço de nomes considerado por nós ideal possui características como registro de 
nomes com atributos, busca por contexto e localidade. A implementação atual do serviço 
de nomes é discutida na subseção 5.2.5.1. 
5.2.2 Propagação de Exceções 
Quando uma exceção deve ser propagada entre objetos remotos, um objeto é construído 
com o tipo e o valor desta exceção. Esse objeto contém informações necessárias para que a 
exceção seja levantada no objeto que chamou o método remoto, ou seja, contém as infor-
mações necessárias para que a exceção seja propagada entre objetos remotos. 
O componente de propagação de exceções pode ser definido para atender a um deter-
minado modelo de tratamento de exceções. Por exemplo, o mecanismo de tratamento de 
exceções de C++, Cm e Java possuem um modelo semelhante, com várias características 
em comum. Dessa forma, um mesmo componente poderia ser utilizado em um ambiente 
com qualquer uma dessas linguagens. 
O RTS utiliza a classe IntemalExc para dar suporte à propagação de exceções entre os 
diversos componentes do sistema. Uma InternalExc armazena o valor e o tipo da exceção 
originaL Os principais atributos dessa classe são apresentados abaixo na linguagem Cm: 
class InternalExc 
export constructor{}; 
export constructor(Type t, Value v) i 
export destructor(); 
export int SetExc(Type t, Value v); 
export Value GetValue(); 
export Type GetType(); 
export operator=(const InternalExc &other); 
export int Raise(); 
export void Clear(); 
export int IsNull(); 
export void Print() i 
Type t; 
Value v; 
Este mecanismo também é utilizado para levantar exceções quando ocorrem erros du-
rante a execução das funções do RTS. São exemplos de exceções do RTS: falha de comu-
nicação, erro no serviço de nomes, erro nos componentes do RTS, erro na linearização, etc. 
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5 .2.3 Linearização de Objetos 
Ao se invocar um método em um objeto remoto, deseja-se que a semântica seja a mesma 
que da invocação de um método em um objeto local. Nas chamadas locais, os parâmetros e 
valor de retomo são passados pela memória, que é compartilhada pelos objetos. No caso de 
chamadas de métodos remotos, os parâmetros e o valor de retorno têm que ser tranferidos 
utilizando-se de outro mecanismo, pois não há memória compartilhada entre os objetos. 
Este mecanismo permite que um valor utilizado como parâmetro em uma invocação-
ou como resultado da invocação - de um método em um objeto remoto seja passado de 
um objeto remoto para outro (ou seja, transferido entre contextos de execução distintos). 
Tal mecanismo que possibilite transformar objetos em uma seqüência de bytes 
(linearização) que possa ser enviada através da rede e que, a partir de tal seqüência de bytes 
reconstrua o objeto (deslinearização), é essencial para a construção de aplicações 
distribuídas e é chamado de Mecanismo de Linerização/Deslinearização de objetos ou 
simplesmente Linearização de Objetos. Sua principal funcionalidade é representar o 
estado de um objeto em uma seqüência de bytes de tal forma que as informações contidas 
na seqüência de bytes sejam suficientes para a reconstrução do objeto. O mecanismo 
adotado para gerar a seqüência de bytes segue o mesmo esquema de RPC (descrito na seção 
3.3) e sua implementação é descrita na subseção 5.2.3.1 Linearizador. 
O RTS oferece suporte para um mecanismo que possa transformar o objeto numa re-
presentação que possa passar pela rede (linearização) e que possa, a partir desta representa-
ção, reconstruir o objeto (deslinearização). Este mecanismo é também freqüentemente 
chamado de serialização. 
5 .2.4 Controle de Concorrência 
A área de programação orientada a objetos e concorrente estuda como construir programas 
compostos por uma coleção de objetos a partir da implementação de mecanismos de 
concorrência e distribuição nas linguagens orientadas a objetos. Objetos podem representar 
naturalmente entidades paralelas pois, por definição, apresentam propriedades de 
encapsulamento e autonomia. 
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Como objetos comunicam-se através de mensagens e suas informações internas estão 
encapsuladas, a sincronização entre objetos está, dessa maneira, baseada na troca de men-
sagens. 
Por outro lado, as threads que executam dentro de um objeto compartilham o mesmo 
contexto de execução e, dessa forma, compartilham dados do objeto onde estão. Neste caso, 
os mecanismos de concorrência mais naturais são aqueles baseados em memória comparti-
lhada como monitores e semáforos [Han78, Hoa78, Hoa72]. 
O RTS fornece mecanismos para suportar a concorrência entre threads, resultado do 
atendimento simultâneo de métodos por um objeto, de forma a garantir a consistência do 
estado interno do objeto. Estes mecanismos podem ser baseados nas construções oferecidas 
pela linguagem de programação [Tar96, Gon94b], 
5.2.5 Implementação da Camada Configurável 
A implementação da camada configurável constituiu-se da implementação de alguns com-
ponentes considerados básicos por nós. Esta implementação foi, na maioria das vezes, 
apenas para validação do modelo (prototipação), o que implica em uma limitação das im-
plementações atuais. 
5.2.5.1 Serviço de nomes 
O serviço de nomes implementado atualmente é centralizado e não oferece busca JXlr con-
texto e localidade. Possui apenas um mapeamento simples entre nome e atributo. 
Um serviço de nomes mais elaborado e com mais funcionalidades pode ser construído 
utilizando-se dos recursos oferecidos pelo RTS em um nível mais alto, ou seja, implemen-
tado como um objeto remoto. 
5.2.5.2 Linearizador 
A Iinearização de um objeto depende de informações geradas por sua classe. Estas infor-
mações são fornecidas pelo compilador. Portanto, as informações necessárias para que o 
linearizador saiba linearizar e deslinearizar corretamente são obtidas da camada de objetos. 
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A implementação atual suporta somente a linearização de tipos básicos predefinidos na 
linguagem: inteiro, caractere, real, cadeia de caractere, etc. São utilizadas as funções da 
biblioteca XDR para o processo de linearização e deslinearização. 
O compilador CmD possui todas as informações necessárias para o processo de 
linearização. Tais informações podem ser exportadas de forma adequada para que um 
linearizador mais eficientes como o Linear [Dru96] possa ser utilizado. Existe um projeto 
para a utilização do Linear em conjunto com o compilador CmD. 
5.2.5.3 Tratamento de Exceções 
A classe lntenalExc é implementada utilizando o parâmetro exc presente nas funções da 
camada básica. A implementação traduz o valor inteiro de exc em um objeto InternalExc. 
O tratamento de exceções implementado para Cm não é multithread-safe, portanto a 
implementação do mecanismo de tratamento de exceções para Cm (e consequentemente 
CmD) deve ser reestruturado e reimplementado de forma que possa ser utilizado em um 
contexto de execução que possua várias threads executando ao mesmo tempo. 
5.3 Camada de Objetos 
A camada de objetos é a camada superior do RTS e que fornece o conceito de objetos remo-
tos. No nosso trabalho ela foi elaborada para dar suporte ao conceito de objetos remotos 
em Cm Distribuído (CmD). 
A abstração de objetos remotos é oferecida através de operações comuns a todos os 
objetos: criação, destruição e chamada de método, e de operações que se referem somente a 
objetos remotos: registro de nomes e desvinculação do tempo de vida. 
No Capitulo 6: Objetos Remotos em Cm Distribuído são discutidas formas para incor-
porar o conceito de objetos remotos a diferentes linguagens de programação. Além disso, 
apresenta a implementação da camada de objetos que foi feita para a linguagem CmD e 
algumas aplicações de exemplo que foram desenvolvidas utilizando CmD. 
Capítulo 6 
Objetos Remotos em Cm Distribuído 
Para possibilitar a criação e o uso de objetos remotos por meio de uma linguagem de pro-
gramação, o seguinte conjunto de operações para a interação com o RTS deve ser definido: 
• stubs para a chamada de métodos remotos; 
• informações de tipos em tempo de execução; 
• tratamento de exceções; 
• linearização/deslinearização. 
O conceito de objetos remotos pode ser oferecido em diferentes linguagens de progra-
mação e implementado de acordo com as características e recursos oferecidos pela lingua-
gem em questão. A idéia principal é não alterar a sintaxe de uma chamada de métodos, 
podendo haver diferença na declaração dos objetos, pois pode ser importante destacar os 
objetos que serão utilizados de forma distribuída. Existem urna série de requisitos que de-
vem ser observados para isso, entre eles podemos destacar [Mey93]: 
• as alterações feitas na linguagem não podem levar a um resultado final muito 
diferente da linguagem; 
• mecanismos de programação orientada a objetos como herança e polirnorlismo 
não devem ser restringidos; 
• possibilidade de reuso, ou seja, classes já escritas e testadas devem ser reapro-
veitadas com esforço mínimo. 
Dentre várias alternativas para se incorporar o conceito de objetos remotos a uma lin-
guagem de programação podemos citar: 
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• biblioteca de classes (parametrização de classes ou hierarquia de herança). 
Esta abordagem oferece uma biblioteca de classes padrão da linguagem que é 
utilizada para criar e usar objetos remotos. Exemplos de sistemas que uilizam 
esta alternativa podem ser encontrados em [OF97, Gon96, RMI97, Bir95]. 
• modificador de tipo (palavra reservada). 
Define uma palavra reservada que é um construtor de tipos aplicável, geral-
mente, a tipos classe. A utilização deste construtor de tipos na declaração de 
um objeto indica que ele é um objeto remoto [Mey93, Gon94b]. 
Tanto a forma escolhida quanto a linguagem de programação influenciam na imple-
mentação da camada de objetos, pois a camada de objetos depende da estrutura da lingua-
gem de programação e o compilador deverá gerar código necessário para chamar as funções 
do RTS. Além disso, algumas das funcionalidades necessárias deverão ser providas pelo 
próprio compilador, pois são particulares a cada classe compilada. 
Embora a arquitetura do RTS tenha sido planejada de fonna geral, o RTS foi desenvol-
vido desde o início para a linguagem Cm Distribuído, pois o nosso trabalho é continuação 
de outros trabalhos que vêm sendo desenvolvidos a muito tempo no laboratório A-HAND. 
O amadurecimento da linguagem CmD e a disponibilidade do código fonte do compilador 
Cm, no qual foram feitas modificações para gerar o compilador CmD atual, também 
contribuíram muito para o desenvolvimento deste trabalho. 
As linguagens Cm e LegoShell foram projetadas inicialmente como parte do ambiente 
A-HAND. A adição de mecanismos básicos de suporte ao uso de objetos distribuídos à 
linguagem Cm criou uma nova linguagem, CmD. 
Neste capítulo é apresentada a linguagem CmD e a sua relação com a camada de 
objetos do RTS. São discutidos aspectos da implementação da camada de objetos, 
principalmente a integração do RTS com o compilador da linguagem CmD. No fim, para 
efeito ilustrativo, são mostradas algumas aplicações que foram desenvolvidas em CmD. 
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6.1 O Ambiente A-HAND 
O projeto A-HAND, que foi criado em 1986, reúne um grupo de trabalho voltado para a 
pesquisa de soluções para a produção de software, estimulada pela demanda por sistemas 
cada vez maiores e mais complexos. 
O ambiente A-HAND (Ambiente de desenvolvimento de software baseado em Hie-
rarquias de Abstração em Níveis Diferenciados) tem como principal característica que os 
objetos por ele manipulados podem ser compostos por outros mais simples. Estes objetos 
também podem ser compostos por outros, e assim por diante. Assim, um objeto complexo 
representa uma hierarquia de objetos com vários níveis de abstração [Dru87a, Dru87b]. 
O ambiente está centrado em duas linguagens básicas [Gon94b]: linguagem Cm e a 
linguagem gráfica LegoShell, descritas a seguir. 
6.1.1 A Linguagem LegoShell 
A LegoShell é, além de uma nova linguagem, um novo conceito de interface entre sistema 
operacional e usuário. Esta nova interface privilegia a interação com o usuário, apresen-
tando dados, programas e operações através de ícones. A LegoShell será, dentro do ambi-
ente A-HAND, a visão oferecida aos usuários pelo ambiente [Dru94]. 
Para o desenvolvimento de programas, o usuário dispõe de um conjunto de objetos 
básicos (arquivos, programas, dispositivos e peças para conexão entre objetos) e uma liga-
ção entre dois componentes (objetos quaisquer) especifica um fluxo de dados ou de con-
trole entre os componentes conectados. Programas feitos na LegoShell são chamados com-
putações. 
A LegoShell, pela sua generalidade, é implementada por um sistema muito complexo. 
Ele é basicamente dividido em três partes: o editor, o gerador de código e o sistema de exe-
cução. O editor é usado para editar, verificar a consistência e executar computações, tudo 
isso através de uma interface gráfica amigável. O gerador de código é usado para criar, a 
partir de uma computação, um programa que possa ser compilado e executado. Já o 
sistema de execução é a interface da linguagem com o ambiente de execução, baseado no 
modelo de objetos distribuídos. 
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6.1.2 A Linguagem Cm 
A linguagem Cm[Fur91, Tel93] foi projetada como parte do ambiente A-HAND, visando a 
produção de softwares grandes e complexos. 
A linguagem Cm é derivada de C [Ker86] com respeito a comandos, operadores e ex-
pressões. Foram corrigidas ou eliminadas certas particularidades/idiossincrasias de C, 
como a sintaxe de declarações, deficiências em relação a tipos e o uso do pré-processador. 
Já em sua versão inicial [Fur91], foram acrescentadas as seguintes características: 
• estrutura de tipos uniforme: permite verificação rigorosa e estática de tipos em 
qualquer expressão de um programa, e regulariza o tratamento de tipos primiti-
vos e derivados; 
• mecanismos de abstração de dados: aumenta o poder de expressão da lingua-
gem, tais como: módulos, tipos abstratos de dados, polimotfismo e herança. 
A versão corrente da linguagem Cm [Tel93], além de pequenas alterações sintáticas, 
apresenta alguns novos recursos: 
• construtores e destrutores de classes e objetos; 
• sobrecarga de operadores e funções; 
• tratamento de exceções. 
Um programa em Cm pode ser descrito como uma hierarquia de classes. A compila-
ção da classe que está no topo da hierarquia (chamada de classe principal) causa a compila-
ção de todas as outras classes da hierarquia, das quais a classe principal depende direta ou 
indiretamente, por importação ou herança. O resultado dessa compilação é um programa 
executável, cujo ponto de entrada é a ativação do construtor da classe principal do objeto 
construído. A partir daí o fluxo de controle passa pelos objetos contidos no programa. 
Cm apresenta um pequeno conjunto de tipos padrão a partir do qual pode-se especifi-
car outros tipos mais complexos tais como: apontadores, referências, vetores, estruturas, 
uniões e classes. 
A especificação de um tipo descreve como o tipo é construído ou estruturado a partir 
dos tipos padrão da linguagem. Os construtores de tipos em Cm são, exceto pelos constru-
tores de classe e referência, os mesmos que os de C; sintaticamente, porém, as duas lingua-
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gens são bastante diferentes, propiciando a Cm uma sintaxe mais clara e menos propensa a 
erros. 
Especificações envolvendo construtores de tipo definem novos tipos que são anônimos 
e são representados por sua estrutura. Especificações idênticas se referem ao mesmo tipo. 
Um tipo é dito compatível com outro se dados do primeiro tipo podem ser usados no 
lugar de dados do segundo tipo, como por exemplo em atribuições e passagem de parâme-
tros. 
A verificação de tipos em Cm é forte, principalmente envolvendo tipos não padrão. A 
compatibilidade de classes é a mais complexa, baseando-se no mecanismo de herança. 
Duas classes são equivalentes se seus nomes são idênticos e, no caso de classes parametri-
zadas, os valores de seus parâmetros são dois a dois equivalentes. Um tipo classe é compa-
tível por conversão com outro se o segundo tipo é equivalente a uma das classes base do 
primeiro, em qualquer nível da hierarquia de herança. 
6.1.3 A Linguagem Cm Distribuído 
Programação com objetos distribuídos é possível a partir de linguagens de programação 
orientadas a objeto adequadas, isto é, com suporte para a criação e comunicação entre pro-
cessos distribuídos. 
A linguagem Cm Distribuído (CmD) [Gon94b] é uma extensão feita à linguagem Cm, 
adicionando-lhe mecanismos básicos de suporte ao uso de objetos distribuídos na lingua-
gem de programação. Dessa forma, uma aplicação distribuída desenvolvida em CrnD será 
constituída de um conjunto de objetos distribuídos. A programação distribuída em CmD é 
possível através de objetos remotos. 
Em CmD, instâncias de objetos remotos são geradas com a parametrização da 
metaclasse predefinida remote[Gon96]. O mecanismo resultante toma natural o uso de 
objetos remotos pelos programadores na linguagem CmD. 
Para que um objeto remoto em CmD possa atender a várias requisições simultanea-
mente, sua classe deve ser declarada como threaded. Os objetos cujas classes são declara-
das sem a cláusula threaded são executados de forma estritamente seqüencial. 
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Os métodos dentro de um objeto podem, por si só, representar uma thread. Isso é feito 
na linguagem CmD por meio de métodos thread. A chamada a um método definido com a 
cláusula thread retoma imediatamente após criar uma thread que realiza o processamento 
propriamente dito. 1 Isso corresponde a uma chamada assíncrona e possibilita que objetos 
possam ser "ativos", realizando tarefas mesmo na ausência de chamadas externas. 
O trecho de código CmD a seguir exemplifica a declaração e uso de objetos em CmD. 
Usamos a classe Buffer<> definida no Apêndice B. 
class Exemplo< > 
import Buffer; //a classe Buffer pode ser usada 
Buffer<> b; // objeto comum de tipo Buffer<> 
remote<Buffer> r("SuperServer"}; //objeto remoto na maq. SuperServer 





ar = &r; 
i= b.remove(); 
i = ar->remove(); 
11 método da classe Exemplo. Pode 
/I ser invocado externamente 
11 invoca o método insert do Buffer b 
/I não há diferença para objetos remotos 
11 atribuição correta 
I I remove de r 
ar->Attach ( "buffer_públicon); I! liga ar a um buffer regis-
// trado no servidor de nomes 
Os objetos b, r e ar são, respectivamente, um objeto comum, um objeto remoto ins-
tanciado na máquina SuperServer e um apontador para um objeto remoto, todos de tipo 
Buffer<>. São todos de tipos diferentes em CmD. O uso de um objeto comum e um objeto 
remoto de mesmo tipo é idêntico. 
Toda e qualquer execução de uma aplicação desenvolvida na linguagem CrnD se inicia 
com a ativação de um construtor de um objeto. Como na classe Exemplo, um objeto pode 
"conter" objetos comuns e objetos remotos (na realidade, referências a estes objetos). Um 
objeto pode manipular os objetos remotos por ele criados ou objetos remotos criados por 
outros objetos. No último comando no exemplo acima, o apontador para objeto remoto de 
tipo Buffer<> recebe a referência de um objeto (de tipo remote<Buffer<>>) e registrado 
com nome buffer _público, se este objeto existir. 
1 Classes threaded não devem ser confundidas com métodos thread. 
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O compilador CmD cria um novo arquivo executável para cada objeto remoto de tipo 
diferente, isto é, para cada diferente parametrização da rnetaclasse remate. 
Em CmD, o conceito de objetos remotos é oferecido através da metaclasse2 predefinida 
remo te: 
class remote<type T> 
inherit T; 
export constructor(); 
export constructor(char *hostName}; 
export destructor(); 
export operator new(); 
export operator release(); 
export int Attach(char *objectName); 
export int Register(char *objectName); 
export int Unbind(); 
void MCall(MethodiD mid, ParList pars, ResultDescriptor &res); 
A metaclasse remote define métodos essenciais para todo objeto remoto. A parametri-
zação dessa classe gera classes cujas instâncias são objetos remotos. Estes objetos remotos 
além dos métodos definidos na sua classe, poderão executar os métodos definidos na 
metaclasse remate. 
Para criar e destruir os objetos remotos são definidos os construtores e o destrutor. 
Construir um objeto remoto sem especificar a máquina significa deixar a cargo do RTS a 
escolha do host para sua execução (na implementação atual, o RTS utiliza o host corrente). 
Objetos remotos também podem ser criados e destruídos dinamicamente através das 
operações new e release. 
O método Attach faz uma consulta no serviço de nomes para encontrar o objeto regis-
trado com o nome objectName; encontrado esse objeto, o valor do apontador é preenchido 
com essa referência, e a partir daí, o apontador para o objeto remoto pode ser utilizado para 
fazer chamadas de métodos remotos. O registro de um objeto no serviço de nomes é feito 
através do método Register. 
2 O construtor class em Cm e CmD aceita parâmetros (inclusive tipos): é uma metaclasse que pode criar 
automaticamente wn número arbitrário de classes convencionais. Essa capacidade [Dru87a, Dru87b] antecede 
o conceito de templates em C++ enquanto acrescenta maior uniformidade à linguagem. 
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Um objeto remoto é criado com seu tempo de vida vinculado ao do objeto que o criou, 
assim, o seu tempo de vida é limitado pelo tempo de vida do objeto pai. A desvinculação é 
feita por uma chamada do método Unbind. 
O suporte à chamada de métodos remotos também é fornecido nessa camada. Uma 
chamada a um método remoto pode ser entendida como uma chamada a um método her-
dado pela classe remote. Esta chamada, por sua vez, pode ser entendida como a chamada à 
função genérica MCall que faz a chamada de métodos remotos. Esta função é invocada 
passando como parâmetros o identificador do método, os parâmetros do método e uma refe-
rência para o resultado. 
Além dessas funcionalidades, a camada de objetos deve fornecer suporte à propagação 
de exceções. Caso a exceção seja levantada em um objeto remoto e o tratador para esta 
exceção esteja no objeto chamador, a exceção deverá ser propagada entre contextos de exe-
cução diferentes. 
6.2 Implementação da Camada de Objetos 
A implementação da camada de objetos foi feita alterando-se o compilador da linguagem 
Cm. Estas alterações resultaram em um compilador para a linguagem CmD e elas consti-
tuíram-se basicamente de mudanças na gramática e de alterações na geração de código para 
fazer chamadas para as funções do RTS. 
6.2.1 Mudanças na gramática 
A gramática de Cm foi alterada para incluir as novas palavras chaves existentes na lingua-
gem Cm Distribuído. 
Na implementação atual, a metaclasse remate é uma classe "pré-compilada", ou seja, é 
conhecida pelo compilador. Para cada objeto declarado como parâmetro para remate, isto 
é, para cada objeto remoto dentro da aplicação, o compilador é encarregado de montar a 
interface para a classe que está sendo compilada. 
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6.2.2 Geração de Código 
Podemos definir duas etapas na geração de código para objetos remotos: geração de código 
para objetos clientes (que usam referências para objetos remotos)- geração de stubs- e 
geração de código para objetos servidores (objetos remotos)- geração de skeletons. 
Existe uma camada na linguagem C para fazer a interface entre o código gerado pelo 
compilador e a interface C++ oferecida pelo RTS pois o compilador CmD gera código na 
linguagem C. A geração de código em C é descrita em [Te193]. 
6.2.2.1 Geração de Stubs 
A geração do código para o objeto cliente (geração de stubs) consiste basicamente de gerar 
chamadas para as funções em C correspondentes aos métodos da classe remate. As 
operações oferecidas pela classe remate foram implementadas utilizando as funções 
fornecidas pelas camadas inferiores: 
• Criação: utiliza os métodos constructor() ou operator new(). 
Cria o contexto de execução do objeto ( ContextCreate) seguido da chamada do 
construtor do objeto (Scall). 
• Destruição: utiliza os métodos destructor() ou operator release( ). 
Executa a chamada do destrutor (Scall) seguida da destruição do contexto de 
execução (ContextDestroy). 
• Chamada de método: utiliza outros serviços além do método MCall. 
Faz a linearização dos parâmetros utilizando o serviço de linearização de obje-
tos, em seguida chama o método MCall da classe remate e, finalmente, desli-
neariza os resultados utilizando novamente o serviço de linearização. 
Suponha urna classe T que possua o método x(). A invocação do método x() em 
um objeto rt da classe remote<T> - rt.x() - gera urna invocação ao método 
MCall da classe remate. 
• Operações específicas da classe remate: Attach, Register e Unbind 
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A metaclasse remote oferece outras operações além das operações oferecidas 
pela classe passada como parâmetro para ela. Estas operações chamam as fun-
ções Search, Register e ContextDetach da camada básica. Os métodos Attach e 
Register são responsáveis pelo tratamento de informações de tipo na associação 
de objetos remotos em tempo de execução (a associação de objetos remotos em 
tempo de execução é discutida na subseção 7.1.2.3 Cm Distribuído). 
A geração de código para a classe Produtor é ilustrada abaixo. O código em C para a 
chamada às funções do RTS está em itálico abaixo do código CmD correspondente. O 




























~objref (*rb) i I* ilustrativo: a declaração da *I 
I* referência para objeto remoto é feita 
I* na estrutura que representa a classe; 
I* self aponta para esta estrutura *I 
rb -> Attach ( "BUFFER_l") ; 
~searcb (self->rb, (char (*)) "BUFFER_l ", "" ~Cmexc); 
when default: { 
String host; 
cin >> host; 
} 
rb ~ new (remote<Buffer>@ (host)); 
(self->rb= (~objref*) malloc (sizeof(~objref))); 
(*(self -> rb)) = ~cont:ext:Creat:e(host:, "remot:e_Buffer", 
~Cmarge, ~Cmexc)i 
~xdrSt:ream __parameters, ~results; 
(~sCall((self -> rb), (int) 6, __parameters, ~result, 
~Cmexc); 
rb->Register ( "BUFFER_l"); 
~regíst:er(self->rb, (char (*)) "BUFFER_l", ~Cmexc) i 
li 
int i = O; 
while (1) 
rb->Insert(i++l; 
li _xdrSt:ream __parameters, _results; 
11 _xdrFrom.Int(_parameters, (int) ((i)++)); 
I I _sCall (self->rb, (int) 7, _parameters, _results, _Cmexc); 
I/ 
} 
6.2.2.2 Geração de Skeletons 
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Cada objeto remoto possui uma camada (skeleton) que é responsável pela execução do 
método que foi invocado remotamente. Como visto na camada básica, a libor possui uma 
chamada para uma função que é responsável pelo atendimento das requisições remotas 
(Upcall). O skeleton implementa a Upcall. 
Cada classe de objetos remotos possui uma Upcall específica, dessa forma, ela deve 
ser gerada pelo compilador. A Upcall é responsável pela deslinearização dos parâmetros 
seguida da chamada do método especificado. Quando o método termina a execução, ela faz 
a linearização dos resultados. 
O executável do objeto remoto é gerado apenas se houver pelo menos um objeto re-
moto instanciado por sua classe. Todas as declarações de objetos remotos em classes dife-
rentes geram um executável diferente automaticamente utilizando o processo de make 
automático gerado na compilação das classes pelo compilador CmD. 
Para ilustrar o código gerado para uma Upcall, considere a interface para a classe 




export void Insert{int i); 
export int Remove{); 
export destructor{); 
A invocação do compilador CmD para a classe Produtor<> vai gerar código para 
execução de objetos remotos da classe Buffer<> automaticamente. A Upcall gerada para 
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um objeto remoto da classe Buffer trata dos métodos que são exportados por ela. O código 
gerado pelo compilador CmD na linguagem C é ilustrado abaixo. Os nomes no código C 
gerados pelo compilador CmD possuem um formato especial para evitar conflitos com os 
nomes declarados no programa CmD. Uma discussão sobre o formato dos nomes gerados 
pode ser encontrada em [Tel93J. 
;• 
* Upcall for class Buffer<> remate objects 
•; 
int __ AOOBufferUpCall(int __ mid, __ xdrStre~ __parameters, 
__ xdrstream __ results) 
switch ( __ mid} { 
case 6: J* rnethod " __ CO __ ( ... )"=::> " __ fAAFOOBuffer( ... )" */ 
{ 
} 
f* --- unmarshalling parameters ---*/ 
/* --- call method on object instance ---*/ 
__ fAAFOOBuffer { __ aOOBuffer (&instance, __ ZTOOBuffer)); 
/* --- marshalling result ---*/ 
return (1); 
break; 




/* --- unmarshalling parameters ---*/ 
___parl = __ xdrToint(__parameters); 
f* --- call rnethod on object instance ---*/ 
fAAGOOBuffer (&instance, __parl); 
!* --- marshalling result ---*/ 
return {1); 
break; 
case 8 : /* Function "Remove ( ... ) " => " __ fAAHOOBuffer { ... ) " *I 
{ 
} 
int __ res; 
f* --- unmarshalling parameters ---*/ 
f* --- call rnethod on object instance ---*/ 
res = fAAHOOBuffer (&instance); 
7* --- rna-rshalling result ---*/ 
__ xdrFr~nt{ __ results, __ res); 
return (1); 
break; 
case 12 : /* Function "_DE_( ... )" => "_fAALOOBuffer{ ... )" *I 
{ 
/* --- unmarshalling parameters ---*/ 
/* --- call method on object instance ---*/ 
_fAALOOBuffer (&instance); 
/* --- rnarshalling result ---*/ 
return (1); 
break; 




return (0); /*errar- is nota method call */ 
break; 
6.3 Exemplos de Aplicações em CmD 
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Nesta seção são apresentadas algumas implementações feitas utilizando a primeira versão 
do compilador CmD (cmdc). A primeira aplicação é uma simulação de uma fábrica de 
materiais químicos e a outra é a tradicional produtor/consumidor. 
6.3.1 Fábrica de Materiais Químicos 
Esta aplicação faz a simulação de uma fábrica de produtos químicos. Na fábrica existe uma 
esteira rolante composta de um conjunto de recipientes onde diversos produtos são deposi-
tados através de canais. Quando ocorre algum problema em algum canal, o recipiente com 
a mistura incorreta é removido da esteira. Para isto, é utilizado um braço mecânico. Esta 
aplicação é uma adaptação da aplicação descrita em [Dav91] e pode ser visualizada na 
Figura 6-1. 
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Figura 6-1: Visualização da fábrica de materiais químicos 
Para implementação, o sistema foi dividido em diversos componentes: 
• Controller: componente que controla a toda a operação da fábrica; 
• Conveyer: representa a esteira rolante que é composta por um conjunto de re-
cipientes; 
• Arm: representa o braço que retira os recipientes da esteira rolante; 
• Pipe(s): representa os diversos canais que depositam os materiais químicos nos 
recipientes da esteira. Após cada depósito, é verificado se ocorreu algum pro-
blema; 
• lnteiface: componente que apresenta uma interface gráfica que possibilita o 
acompanhamento da operação na fábrica. 




Controller Pipe I Interface 
••• 
Pipe n 
Figura 6-2: Interação entre os componentes da fábrica de materiais químicos 
A implementação foi feita utilizando-se três canais (pipes): vermelho (recl), amarelo 
(yellow) e verde (green). 
O trecho de código em CmD abaixo mostra parte da implementação da classe 
Conveyer onde é declarado um apontador para um objeto remoto remote<lnterjace> * ri. 
A aquisição de uma referência para o objeto remoto é feita em tempo de execução através 
do método Attach. Após a aquisição da referência, a chamada de um método no objeto 





export constructor() { 
I I ... 
ri -> Attach("INTERFACE") i 
/I ... 
} 
export int Go() { 
I I . .. 
} 
ri-> RunConveyer(); 
I I ... 
return 1; 
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A classe Controller abaixo é uma classe threaded, isto é, cada invocação de um mé-
todo nesta classe causa a criação de uma thread para executá-lo. A criação do objeto re-
moto do tipo remote<lnterface>* ri é feita em tempo de execução e utiliza o operador new. 
Este objeto é registrado no serviço de nomes utilizando o método Registry para que outros 
objetos possam utilizá-lo (por exemplo os objetos da classe Conveyer descrita acima). 
threaded class Controller<> 
iroport Conveyer, Pipe, Arm, Interface; 
remote<Conveyer>* rc; 
remote<Arm>* ra; 
remote<Pipe>* rpyellow, rpred, rpgreen; 
remote<Interface>* ri; 
export constructor() { 
I/ 
} 
ri = new(remote<Interface>) ; 
ri -> Registry ("INTERFACE") i 
I/ 
export void run(J { 
while {1) { 
rc -> Go{); 
I/ 




Neste exemplo são implementados quatro objetos: Buffer (buffer remoto e threaded), 
Produtor (insere os elementos no Buffer), Consumidor (retira os elementos inseridos pelo 
Produtor) e Leitor (simplesmente verifica se um determinado elemento se encontra no 
Buffer). 
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Todos os objetos desse exemplo, ao iniciar, buscam por um objeto Buffer que exista no 
sistema (que tenha sido registrado no serviço de nomes); caso não o encontre, um objeto 
Buffer é criado. 
Quando um Produtor insere um elemento no Buffer, ocorre a seguinte troca de 
mensagens: o produtor envia para o ord uma requisição, o ord repassa esta requisição para 
o Buffer, o Buffer executa o método de inserção e retoma o resultado para o ord e, 
finalmente, o ord repassa o resultado da inserção para o Produtor. As diversas trocas de 
mensagem entre os objetos são ilustradas na Figura 6-3. 
A sincronização de acesso no objeto Buffer é feita através do mecanismo de controle 
de concorrência de CmD [Tar96]. 
Leitor Consumidor 
Produtor Buffer 
Figura 6-3: Exemplo de funcionamento do Produtor/Consumidor/Leitor 
O código fonte das classes Produtor, Consumidor, Leitor e BL{[fer na linguagem CmD 
é apresentado por completo no Apêndice A. 
Capítulo 7 
Conclusões 
Esta dissertação concentrou-se na descrição de um sistema de suporte (RTS - Run Time 
System) que oferece a abstração de objetos remotos a uma linguagem de programação. Este 
capítulo discute alguns trabalhos relacionados e sugere possíveis trabalhos para pesquisas 
futuras. 
7.1 Trabalhos Relacionados 
Na literatura são encontradas várias formas para classificação de Ambientes de 
Programação Orientada a Objetos e Distribuída [Bri96, OMG97, RMI96]. A que nós 
utilizamos neste trabalho separa tais ambientes em dois modelos: modelos de integração e 
modelos de programação. 
Modelos de programação (no qual está inserido o nosso trabalho) são modelos 
projetados para escrever e organizar programas. Dessa forma, em modelos de programação, 
a utilização do conceito de objetos distribuídos depende da linguagem de programação 
utilizada. 
Já os modelos de integração são utilizados para se trabalhar com diferentes modelos de 
programação servindo como urna "ponte" entre eles. Uma conseqüência direta é que, nes-




7 .1.1 Modelos de Integração 
Modelos de integração, também conhecidos como modelos independentes de linguagem 
têm o conceito de interface como conceito chave. Interfaces orientadas a objetos descrevem 
uma interface oferecida para um determinado objeto. Interfaces são freqüentemente 
especificadas utilizando-se de uma linguagem de especificação de interfaces (IDL -
Inteiface Definition Language) que possibilita a descrição das operações e dos tipos utili-
zados por elas. Dentre os ambientes apresentados no Capítulo 4: Programação Orientada 
a Objetos e Distribuída, dois se encaixam neste modelo: CORBA e DCOM. 
7.1.1.1 CORBA 
A IDL de CORBA[OMG95] adiciona a noção de herança. Através da herança, uma inter-
face pode ser declarada como derivada de outra interface e o objeto que implementa a inter-
face derivada também deve implementar a interface base. Suporta herança múltipla de in-
terfaces. 
Esta hierarquia de herança de interfaces permite um certo grau de polimorfismo, já que 
um objeto que implementa duas (ou mais) interfaces oferece a implementação de múltiplos 
tipos. 
7 .1.1.2 DCOM 
DCOM[Mic96, Mic98] foi desenvolvido a partir de um modelo de objetos já existente 
chamado COM. O protocolo é baseado na especificação DCE/RPC [OSF3, OSFJ] com 
algumas extensões para suportar a representação de referência para um objeto remoto. 
Como CORBA, características de orientação a objetos como encapsulamento de dados, 
polimorfismo e herança são oferecidos através de uma IDL. A principal diferença entre as 
IDLs de CORBA e de DCOM é que DCOM suporta somente herança simples. Para tentar 
resolver esta limitação, DCOM suporta objetos que implementam várias interfaces. 
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7 .1.1.3 Limitações dos Modelos de Integração 
Sistemas que utilizam a abordagem independente de linguagem, como CORBA e DCOM, 
pagam um preço por assumir plataformas heterogêneas e múltiplas linguagens: 
• a faixa de valores passados como argumentos ou retornados são limitados 
àquela que pode ser representada em todas as linguagens de implementação; 
• a orientação a objetos é limitada a objetos que são passados como referência, 
pois a representação do comportamento de um objeto (código) é dependente da 
linguagem de implementação. Atualmente a OMG está trabalhando em uma 
especificação de passagem de objetos por valor, mas o resultado dos trabalhos 
somente deverão ser publicados no final de 1999, com a especificação CORBA 
3.0; 
• programadores devem lidar com, pelo menos, duas linguagens: uma para definir 
as interfaces e outra para a implementação. Além disso, devem ser capazes de 
fazer um mapeamento entre as duas que em alguns casos pode ser simples, mas 
em outros pode ser bastante complexo. 
7.1.2 Modelos de Programação 
Uma outra abordagem é fornecer todas as funcionalidades para a programação orientada a 
objetos e distribuída de forma dependente da linguagem. Nesta abordagem, interfaces re-
motas são declaradas da mesma forma que outras interfaces na linguagem. A programação 
é simplificada, pois não existe necessidade de mapeamento entre uma IDL para uma lin-
guagem de implementação. Uma aplicação distribuída é feita utilizando uma mesma lin-
guagem podendo utilizar praticamente todos os recursos oferecidos por ela. São exemplos 
de modelo de programação: Java R.M:I [RMI97], Módula-3 Network Objects [Bir95] e Cm 
Distribuído [Gon96]. 
Esta abordagem também permite que objetos sejam passados de um processo para 
outro. Isto é possível, em parte, porque a utilização da mesma linguagem de implementa-
ção possibilita o uso do mesmo sistema de tipos. Existem algumas garantias de que o 
mesmo tipo que aparece em ambos processos sejam interpretados da mesma forma, possi-
bilitando que parâmetros e valores de retomo sejam enviados através da rede e reconstruí-
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dos. Entretanto, se o sistema de tipos é polimórfico, é possível que um tipo derivado seja 
passado em uma chamada remota e que a representação (código) correspondente a este tipo 
derivado não esteja presente no outro processo. A menos que a representação do tipo que é 
passado esteja presente nos dois processos, erros podem ocorrer. 
7.1.2.1 Java RMI 
Java Remate Method Invocation [RMI97J tem muito em comum com os diversos ambientes 
de programação. Como Java RMI foi desenvolvido seguindo a abordagem centrada na lin-
guagem, a programação distribuída pode ser feita utilizando o sistema de tipos e a portabi-
lidade de código de Java. Além disso, as aplicações distribuídas podem utilizar o coletor de 
lixo (garbage collector) presente na plataforma para implementar um sistema de coleta de 
lixo distribuída. 
Um sistema desenvolvido utilizando Java RMI é capaz de passar objetos como argu-
mentos e retornar valores relativos ao parâmetro atual, no lugar do parâmetro formal, pos-
sibilitando o polimorfismo e passagem de objetos por valor em invocações remotas. Além 
disso, utiliza-se da característica multi-plataforma de Java para, caso uma classe de um de-
terminado objeto passado como parâmetro não esteja presente na máquina que recebeu a 
invocação, ela pode ser carregada dinamicamente. 
A portabilidade do código binário proporcionado pela máquina virtual Java (JVM -
Java Virtual Machine) introduz duas mudanças importantes na computação distribuída: 
• enquanto sistemas tradicionais (como RPC e CORBA) têm de assumir a exis-
tência de plataformas heterogêneas, aplicações distribuídas que executam na 
JVM podem assumir uma plataforma homogênea; 
• arquivos de código (byte-codes) podem ser movidos de uma JVM para outra, 
possibilitando que códigos, e não somente dados, possam ser movidos em um 
sistema distribuído. 
Existem duas formas de tipos em Java: primitivo (inteiros, caracteres, etc.) e referência 
(objetos). Todos os parâmetros dos métodos são passados por valor e o resultado também é 
copiado. Quando um objeto é passado como parâmetro, somente a referência é copiada. 
RNII utiliza-se da sintaxe normal de Java, entretanto, parâmetros de referências para invo-
cações remotas são tratados de forma diferente de invocações locais. Um parâmetro atual 
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para uma invocação remota deve implementar ou a interface Remate (passagem por valor, 
pois somente a referência é copiada) ou a interface Serializable (o objeto é serializado para 
transportá-lo pela rede e uma cópia é criada na máquina destino). Este mecanismo insere 
uma semântica nova na linguagem onde objetos são passados por valor. 
7.1.2.2 Modula-3 Network Objects 
O sistema Modula-3 network objects tem como principal aspecto a sua simplicidade, que é 
obtida restringindo suas características para suportar somente funções consideradas impor-
tantes pelos seus autores para um sistema distribuído. Estas funções foram obtidas a partir 
de uma análise cuidadosa dos requisitos para a programação distribuída e do desenvolvi-
mento de um pequeno conjunto de características gerais necessárias. 
Possui verificação forte de tipos através de uma regra chamada narrowest surrogate. 
De acordo com esta regra, a referência para um network object (surrogate) tem o tipo mais 
específico de todos os tipos que ele pode assumir (de acordo com a hierarquia de herança) 
de forma consistente com o tipo do network object; além disso, os stubs para o tipo têm de 
estar disponíveis tanto no cliente quanto na implementação do objeto. Em outras palavras, 
o tipo de uma referência para um network object é combinada com o que melhor se adapta. 
Essa regra não traz ambigüidade pois Modula-3 possui somente herança simples. Tem 
como conseqüência imediata que a verificação de tipos não pode ser determinada estatica-
mente e pelo menos uma verificação de tipos vai ser necessária após a criação da referência 
para um network object. 
O problema de passagem de tipos polimórficos é resolvido utilizando a regra de 
narrowest surrogate. Entretanto tal estratégia não pode ser adotada com passagem de obje-
tos por valor, pois não existe formas de se carregar a representação de um objeto (código) 
em tempo de execução. 
Como em Java RM1, mesmo estando dentro do mesmo ambiente de programação, o 
programador necessita utilizar-se de ferramentas, além do compilador, para gerar código. 
Estas ferramentas são utilizadas para gerar os stubs e skeletons responsáveis pela comuni-
cação entre os objetos distribuídos. 
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7 .1.2.3 Cm Distribuído 
Em CmD, a representação de tipos é baseada no sistema de tipos da linguagem Cm, o que 
abrange os tipos de todos os objetos que podem ser manipulados pelo ambiente. 
Em Cm, durante a fase de compilação, a compatibilidade de tipos é decidida por algo-
ritmos baseados na representação do compilador para os tipos da linguagem. Dessa forma, o 
compilador Cm pode verificar em tempo de compilação se as assinaturas correspondem ao 
mesmo tipo, o que não ocorre em CrnD. Quando se utiliza objetos remotos, a verificação 
global deve ser feita em tempo de execução, por exemplo: a utilização de um objeto 
implementado por outro grupo de desenvolvimento e do qual se tenha somente o código 
executável disponível. 
Além disso, a associação de objetos remotos pode ser feita em tempo de execução, 
como é ilustrado na Figura 7-1. Dessa fonna, deve existir um mecanismo que possibilite a 
identificação do tipo do objeto servidor (vetor i) para que a associação seja estabelecida 
com um tipo compatível com o tipo esperado (remote<Vetor>*) pelo objeto cliente 
(tabela3). 
tabela3 ......... _..------, 
vetor I 
remote<Vetor> *v~ -----· 
Figura 7-1 : Associação de objetos remotos em tempo de execução 
Um dos grandes problemas para se estabelecer um sistema de verificação global de ti-
pos que possa ser utilizado em tempo de configuração e de execução é definir como é feita 
a identificação de um tipo. O RTS fornece suporte para a identificação através do nome do 
tipo (da classe) utilizando a hierarquia de herança, através de urna cadeia de caracteres. Isto 
possibilita a identificação através de um nome curto, mas em um ambiente complexo de 
desenvolvimento é possível a existência de tipos diferentes com o mesmo nome. 
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Quando a fase de compilação e ligação estiver concluída e os objetos estiverem sendo 
executados, a informação dos tipos dos objetos pode ser recuperada, pois pode haver ne-
cessidade de verificar a consistência de operações dependentes de valores obtidos durante a 
execução das aplicações. Um tipo só pode ser passado como parâmetro em uma invocação 
remota se o destino conhecer a representação do tipo. 
A implementação do R TS possibilitou fornecer na linguagem de programação CmD 
construções que possibilitam a especificação e interligação de objetos distribuídos como 
uma extensão natural dentro do paradigma de orientação a objetos. 
A implementação do RTS fornece um conjunto de operações básicas e funciona como 
um middleware entre o sistema operacional e as aplicações compostas por objetos remotos. 
A implementação atual foi concentrada na camada de comunicação entre os objetos 
remotos, na camada configurável foram implementados somente os serviços considerados 
essenciais e, finalmente, na camada de objetos, foi utilizado o código do próprio compilador 
Cm para a inclusão das novas funcionalidades. 
A abordagem adotada em CmD foi adicionar as funcionalidades de geração de código 
para stubs e skeletons dentro do próprio compilador. Dessa forma, o programador não ne-
cessitar utilizar de outras ferramentas para geração de código. 
7 .1.2.4 Limitações dos Modelos de Programação 
Os modelos de programação propõe uma tecnologia de programação concreta. Ela é desen-
volvida para resolver os problemas de escrever e organizar códigos executáveis 
(programas). Por definição, estes modelos são limitados pela linguagem de programação na 
qual eles foram desenvolvidos. 
7.2 Trabalhos Futuros 
Dentre as melhorias que podem ser adicionadas ao ambiente desenvolvido, podemos 
destacar: 
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• Integração com CORBA 
A integração com CORBA pode ser obtida implementando o mecanismo de 
comunicação (camada básica) utilizando o protocolo ITOP e utilizando os 
CORBA Object Services na camada configurável. Além disso, é necessário es-
pecificar o mapeamento IDL c:> CmD e CrnD c:> IDL e implementar um compi-
lador que gere automaticamente os stubs e skeletons CORBA. 
• Propor uma arquitetura reflexiva para o RTS 
A camada configurável pode ser modelada utilizando o conceito de reflexão 
[Mae87]. Dessa forma, a configuração do sistema de suporte poderá ser alte-
rada de acordo com a necessidade de cada objeto remoto além de oferecer uma 
arquitetura mais poderosa para o sistema. 
• Acrescentar o conceito de objetos remotos a outra linguagem de programação 
Para validar o modelo do RTS, seria interessante adicionar o conceito de obje-
tos remotos a uma outra linguagem de programação orientada a objeto, como 
Java. No caso de Java, esta adição poderia ser através de herança ou através de 
interfaces como é feito hoje com RM:I. Já em C++ poderia ser adicionado atra~ 
vés da parametrização de classes ou de herança. 
• Geração de código utilizando outros recursos de C++ 
Apesar do código gerado ser compilado com um compilador C++, característi-
cas da linguagem como tratamento de exceções e classes não são utilizadas. A 
utilização de C++ se restringe a alguns objetos do RTS, principalmente no con-
trole de concorrência. 
• Geração de código para a Máquina Virtual Java 
Ao invés de gerar código em C++ e depois compilá-lo para código de máquina, 
seria interessante gerar código diretamente para uma máquina virtuaL A má-
quina virtual Java (JVM) seria uma excelente plataforma para isto. Essa 
abordagem poderia aumentar o poder de CmD, pois além de dados, o código 
também poderia ser movido de uma máquina para outra. 
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Apêndice A 
Exemplo de Programa em CmD 








rb -> Attach ( "BUFFER_l"); 
when default: { 
String host; 
cin >> host; 













rb -> Attach ("BUFFER_l"); 
when default: { 
String host; 
cin >> host; 





i= rb->Remove(); //ignora resultado 
77 





rb -> Attach ( "BUFFER_l"); 
int i; 
wbile (1) 
I I gera i 
rb->IsThere(i); //ignora resultado 
} ; 
threaded class Buffer<> 
region r~O; //variavel de regiao c/ cardinalidade infinita 
const int SIZE ~ 12; 
int [SIZE} buf; I /buffer circular 
int inicio, fim; //inicio~= fim=> buffer vazio 
//(fim+ 1) % SIZE == inicio=> buffer cheio 
export constructor() 
{ 
inicio = fim = O; 
} 
export void Insert(int i) 
{ 
} 
with (r= 1; ((fim+ 1) % SIZE} !=inicio) { 
buf[firnJ = i; 
fim = (fim +1) % SIZE; 
} 
export int Remove() 
{ 
int temp; 
with{r = 1; inicio != fim) { 
temp = buf [inicio}; 
} 
inicio = (inicio + 1) %SIZE; 
return temp; 
export int IsThere{int i) 
{ 
int j; 
with (r) { 
} 
for (j=inicio; (j!=fim)&& (buf[j] !=i}; j 
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