Quantum-behaved particle swarm optimization (QPSO), motivated by analysis from particle swarm optimization (PSO) and quantum mechanics, has shown excellent performance in finding the optimal solutions for many optimization problems. In QPSO, the mean best position, defined as the average of the personal best positions of all the particles in a swarm, is employed as a global attractor to attract the particles to search solutions globally. This paper presents a comprehensive analysis of the mean best position and proposes several novel adaptive strategies to determine the position. In particular, four variants of mean best position are proposed to serve as global attractors and the corresponding parameter selection methods are also provided. Empirical studies on a suite of well-known benchmark functions are undertaken in order to make an overall performance comparison among the proposed methods and other QPSO and PSO variants. The simulation results show that the proposed QPSO algorithm have some advantages over the original QPSO and other PSO algorithms.
INTRODUCTION
Particle Swarm Optimization (PSO) algorithm is an evolutionary optimization technology which is initially proposed by James and Eberhart in 1995 [1] . It is motivated by the social behavior simulation of bird flocking or fish schooling. Instead of using evolutionary operators to manipulate the individuals to find optimal solutions in evolutionary algorithms, PSO relies on the exchange of information between individuals of swarm. Particles which represent problem solutions fly over the problem landscape by following the experiences of their own and the current best particle. Each particle is attracted to the best location found by itself, and by all particles in its topological neighborhood. The velocity and position vectors of the particle are updated as follows.
(1) (2) X i = (X i,1 , X i,2 , …, X i,n ) and V i = (V i,1 , V i,2 , …, V i,n denote the current position and velocity of particle, respectively. P i = (P i, 1 , P i, 2 , …, P i, n ) and P g = (P g, 1 , P g, 2 , ..., P g,n )are defined as the local best position of particle and global best position of swarm. Parameter w in equation (1) is referred to as the inertia weight which can control the velocity of particles. Acceleration coefficients c 1 and c 2 determine the rate of personal information and social information in the progress and compute how far a particle will move in single iteration.
Over the last decade, PSO has become a well-known optimization technology since it can be easily implemented for optimization problems and has fewer parameters to be adjusted compared with other evolution algorithms. It attracts the attention of increasing number of researchers all over the world, who have done a considerable amount of work to develop the original version of PSO and proposed a huge number of variants and applications. For example, Shi and Eberhart introduced the concept of an inertia weight into the original PSO to accelerate the convergence of particles [2] ; In order to release the restriction on velocities of particles, Clerc proposed an alternative version of PSO incorporating a parameter known as the constriction factor which can be set as a fixed number [3] . Another prevalent form of particle swarm, which emphasizes the importance of neighborhood particles, is referred to as the local best (lbest) model and was first proposed by Eberhart and Kennedy [4] . It also
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has been a fount of inspiration to other researchers in finding other topologies to improve the performance of PSO [5] [6] [7] [8] [9] . Bratton and Kennedy defined a standard PSO, which is an extension of the original PSO algorithm while taking into account the previous developments that can improve the performance of the algorithm [10] . Some researchers proposed many probabilistic PSO algorithms [11] [12] [13] [14] [15] , the most popular being the bare-bones PSO (BBPSO) [16] . In BBPSO, each particle has no velocity vector and its new position is sampled around a supposed good one according to a probability distribution. In the original BBPSO, Gaussian distribution is adopted. In [17] , exponential probability distribution was used to replace the Gaussian or Cauchy probability distribution to improve the ability of jumping off local minima in high dimensional search space. Some researchers also employed the operations of other evolutionary algorithms in PSO to enhance its performance [18] . In 2004, Sun et al developed a strategy based on a quantum delta potential well model to describe the behavior of particles inspired by quantum mechanics and trajectory analysis of PSO [19] . Later, the mean best position which denotes the average position of all particles' personal best positions was introduced into the evolution equations, and proposed a new version of PSO known as quantumbehaved particle swarm optimization (QPSO) [20] . QPSO is a probabilistic algorithm [21] and its iterative equations are very different from those in PSO. It also has fewer parameters to adjust and need no velocity, which makes it easier to implement. The QPSO algorithm has shown good performance in solving a wide range of continuous optimization problems. In order to improve the algorithmic performance further, several novel adaptive strategies for the QPSO algorithm are given and a comprehensive performance among these strategies is illustrated in this paper.
The paper is organized as follows. In section 2, the principle of QPSO is introduced. Section 3 presents the QPSO with novel adaptive strategies. Section 4 provides the experimental analysis and performance comparisons with others algorithms. Some concluding remarks are given in the last section.
QUANTUM-BEHAVED PARTICLE SWARM OPTIMIZATION
In [22] , Clerc and Kennedy analyzed the search trajectory of particle and concluded that the convergence of the whole particle swarm can be achieved if each particle must converge to its local attractor p i = (p i, 1 , p i, 2 , … p i, n ), the coordinates of which are defined as:
Inspired by the convergence analysis of the traditional PSO and quantum mechanics, it can be assumed that there is one-dimensional Delta potential well on each dimension at point p i and each particle possesses quantum behavior during the searching process. Normalized probability density function Q and distribution function F for each component of the particle's current position can be obtained through solving the Schrödinger equation for each dimension [21] .
where L i,j (t) is standard deviation of the distribution and determines searching scope of each particle at each iteration. Employing Monte Carlo method, we can get the position of the particle by (7) where u is a random number followed uniformly distributed on (0, 1).
In [20] , a global attractor point known as the mean best position (Mbest) of the particle swarm is introduced to evaluate the value of L i,j (t). This position is defined as the average of the personal best position (Pbest) of all particles: ( )
Here, M is the population size and P i is the pbest position of particle i. Then the values of L i,j (t) can be got by (9) and the position of particle can be evaluated by (10) where parameter β is called contraction-expansion coefficient, which can be tuned to control the convergence speed of the algorithm according to different problems. The variant of PSO with equation (10) is known as Quantumbehaved Particle Swarm Optimization (QPSO). The procedure of QPSO algorithm is described as follows.
Initialize population: random X[i] and set P[i]=X[i];
Do find out mbest using equation (8);
Since it was proposed, a lot of work has been done on QPSO to improve its performance in many aspects. Sun et al utilized stochastic simulation method to
give the convergent condition of contraction-expansion coefficient and proposed two parameter control methods [23] , the conclusion was proved in [21] . In [24] , a diversity-controlled model was introduced into QPSO to improve the ability from escaping local minima, the same thoughts can also be found in [25] . In order to improve the searching ability in high dimensional problems, some researchers proposed multi-swarms which evolve simultaneously and exchange information with each other [26] [27] . In order to balance the global searching ability and convergence speed, elitist strategy was designed to simulate the decision-making of human bing and all particles were ranked according to their fitness value and assigned weight coefficients [28] [29] . Some researchers aimed to integrate the desirable properties of different approaches to enhance the QPSO further [30] [31] [32] [33] [34] [35] and most of them were reviewed in [36] .
QUANTUM-BEHAVED PARTICLE SWARM OPTIMIZATION WITH NOVEL ADAPTIVE STRATEGIES
In the original QPSO, L i,j (t) is the most influential variable to the performance of the algorithm, and it denotes as a product of contraction-expansion coefficient and a distance from the particle's current position to the global mean best position in a certain iteration, as described in equation (9) . In order to improve the performance of algorithm, some works have been done to research the control approaches of L i,j (t), but most of them focus on the parameter selection methods of contraction-expansion coefficient. Seldom study was concerned with the mean best position. In this paper, we propose several novel adaptive strategies to determine the mean best position and investigate their influences on the performance of the QPSO algorithm.
The QPSO with Novel Global Attractors
From the evolutionary equations of QPSO, we can find that particles of swarm are all attracted to the mean best position of swarm. In each iteration, particles move to this point which is the gravity centre but not the best particle position of swarms. It is bound to slow down the convergence speed. The best particle includes more best solution information of the problem. If all particles in swarm can move to the best particle in evolutionary progress, it can fasten the convergence speed and find the best solution earlier. In order to balance the convergence speed and diversity, a method attracted point includes the best position and the mean best position is used in this paper. Then two strategies are utilized to replace mean best position to accelerate the convergence of particles.
In the first strategy, the global best position p g takes the place of Mbest in equation (9), and the new equation is as follows:
Information exchanging between particles is very important to global searching ability of algorithm. In the second strategy, we consider employing mean value of global best position and mean best position of swarm instead of single Mbest position, and then propose equation is given. (12) The two strategies are called QPSO with single global attractor (Gl-QPSO) and QPSO with balanced global attractor (Me-QPSO) respectively.
QPSO with Non-linear Weighted Coefficient
In the original QPSO, the mean best position is simply the average of the personal best position of all particles in equation (8), which means that each particle exert the identical influence on the value Mbest. In [29] , Xi et al suggested that the determination of the mean best position is not so matched with decision making in real society and thus introduced a linear weighted coefficient into QPSO to calculate Mbest position. The particle with better fitness value means it is nearer to solutions and will be assigned a larger coefficient. And the coefficient decreases according to the performance of particles. The equation is: (13) This definition of the mean best position seems to be more reasonable because it considers that each particle plays a different role in the population. However, linear weighted coefficient still does not conform to the evolution of social culture in real word and only gives a simple varied coefficient to different particles. "The Golden Mean" is always recognized by most of people and only the coefficient with non-linear can demonstrate the reasonable decision process. Then parabolic curve is used to compute the coefficient of particles. In order to test the different performance with parabolic curve, two methods are applied here to describe weighted coefficient, one is parabolic curve which opens side down:
The other is parabolic curve, which opens side up and equation is:
where α 0 ≥ α 1 , α 0 is initial value and α 1 is terminal value, Maxlter is the maximum number of iterations. The three different variants of weighted coefficient are given in figure (1) .
In this work, the QPSO with open side down weighted coefficient is called Down-Weighted-QPSO (QPSO-Do), and QPSO with open side up weighted coefficient is called Up-Weighted-QPSO (QPSO-Up).
PERFORMANCE COMPARISON
In order to test the performance of the proposed QPSO with novel adaptive strategies, the original QPSO, the visions QPSO with different variants of L i, j(t) , including the QPSO with elitist mean best position (Elitist-QPSO) [28] , the QPSO with linear weight coefficient(QPSO-Li) [29] , and five popular forms of PSO, including the PSO with inertia weight (PSO-In) [2] , the PSO with constriction factor (PSO-Co) [3] , Gaussian bare-bones PSO (Gaussian BBPSO) [16] , the PSO with the exponential distribution (PSO-E) [17] , the standard PSO [10] were all compared by running a series of experiments using the first 12 functions from the CEC2005 benchmark suite [37] . Functions F1 to F6 are unimodal, while functions F7 to F12 are multimodal. Each algorithm was run 50 times on each problem using 40 particles to search the global optimal solutions. For the seven types of QPSO, contraction-expansion coefficient β was set linearly to decreased from 1.0 to 0.5 which can lead to a generally good performance of the QPSO algorithm [21] . For Elitist-QPSO, the rate of elitist particles in swarm was assigned as fixed 40%, just be same as in [28] . For Linear-Weighted-QPSO, α 0 and α 1 are set as 1.5 and 0.5 respectively, which linearly decreased with the progress of evolution as those in [29] . For UpWeighted-QPSO, Down-Weighted-QPSO, α 0 and α 1 are also set as 1.5 and 0.5, but varied according to equation (14) and (15) respectively. The parameter configurations of the above PSO variants of experiments were the same as that recommended by the existing publications. In PSO-In, Shi and Eberhart varied the inertia weight coefficient decreasing linearly from 0.9 to 0.4 and fixed the acceleration coefficients (c1 and c2) at 2.0 over the process of the search in their empirical study, and the simulation results on the testing functions showed the better performance than the one with fixed inertia weight [2] . In PSO-Co, in order to remove the restriction on velocity, Clerc and Kennedy found that the values of the constriction factor χ and acceleration coefficients (c1 and c2) could be set to satisfy some constraints. They recommended to use a value of 4.1 for the sum of c1 and c2, which results in a value of the constriction factor χ = 0.7298 and c1 = c2 = 2.05 [3] . In our simulations, we also employed these parameter values for PSO-In and PSO-Co, although they may not be optimal. The parameter configurations for Gaussian BBPSO were the same as those in [16] . In PSO-E, except for the population size and the maximum number of iterations, all the other parameters were configured as those in [17] . In the standard PSO, the Lbest ring topology was used with other parameters set as those in PSO-Co [10] . In each run, the particles in the algorithms started in new and randomly-generated positions, which were uniformly distributed within the setting searching bounds. Each run of every algorithm lasted 5,000 iterations, the best fitness value (objective function value) and standard deviation (SD) for each run were recorded.
The mean best fitness value and standard deviation out of 50 runs of each algorithm for every problem are presented in Table 1 . To investigate whether the differences in mean best fitness values among algorithms were significant, the mean values for each problem were analyzed by using a multiple comparison procedure, an ANOVA with 0.05 as the level of significance. Unlike Tukey's honestly significant (THS) difference tests used in [38] , the procedure employed in this work is called a step-down procedure which considers that all but one of the comparisons are less extreme than the range. When doing all pair-wise comparisons, this approach is the best available one if confidence intervals are not needed and sample sizes are equal [39] . The algorithms were ranked to determine which algorithm could reliably be said to be the most effective for each problem. The algorithms that were not statistically different from each other were given the same rank; those that were not statistically different from more than one other group of algorithms were ranked with the best performing of these groups. For each algorithm, the resulting rank for each problem and the total rank are shown in Table 2 . For the Shifted Sphere Function (F1), the QPSO with global attractor produced the best results in all algorithms. The results for Shifted Schwefel's Problem 1.2 (F2) suggested that the Me-QPSO got the better values except the PSO-Co. For the Shifted Rotated High Conditioned Elliptic Function (F3), the Up-Weighted-QPSO generated better results than other methods and the QPSO with linear weight coefficient was able to hit the solution for the function with the best quality among all the algorithms for both Shifted Schwefel's Problem 1.2 with Noise in Fitness (F4) and Schwefel's Problem 2.6 with Global Optimum on the Bounds (F5). For Benchmark F6, Shifted Rosenbrock Function, the Me-QPSO showed better performance than other methods. The simulation results for the Shifted Rotated Griewank's Function without Bounds (F7) demonstrated that the original QPSO had the best performance in finding the solution for the functions. For Benchmark F8 which is Shifted Rotated Ackley's Function with Global Optimum on the Bounds, the standard PSO seemed to outperform the other algorithms. The QPSO with linear weight coefficient showed to be the winner once more F12) , the PSO-Co gave the best solution. As showed by the total rank listed in table 2, the performance of the Elitist QPSO and the QPSO with global attractor were inferior to those of the other algorithms even one of them gained the best solution in F1. The other five variants of QPSO occupied the top position in all twelve algorithms. The Down-Weighted-QPSO won the championship even though no one found the best solution for all test benchmark functions but showed preferable performance in each simulation. The second best performing algorithm was the Up-Weighted-QPSO algorithm as indicated by the total ranks. The Down-Weighted-QPSO obtained the best solution for only once in twelve test functions and but showed a better balance performance for each simulation. It was also revealed by the total ranks that the improved methods of QPSO with non-linear weighted coefficient were effective and could get a better overall performance than all the other tested algorithms. For variants of PSO which were tested with benchmark functions, Gaussian bare-bones PSO got the best performance with a total rank of 64. With the purpose of investigating the convergence ability for proposed QPSO with novel strategies, Fig.2 gave the comparison of convergence processes of the original QPSO, Gaussian BBPSO and four new forms QPSO. For Gl-QPSO, the global attractor was the best particle position and there was no information exchanging between particles of swarm, so it had a good convergence speed in early searching stage but could not find the optimal solution finally. In the Me-QPSO, the global attractor was replaced by the mean value of the best particle position and Mbest position, showed better performance which kept balance between convergence speed and global searching ability, and especially it got the best performance in function F10 and F11. For the Up-Weighted-QPSO and DownWeighted-QPSO, they both manifested stable evolutionary characteristic for all benchmark functions and showed faster convergence speed and better global searching ability.
CONCLUSION
In this paper, after introducing the background and algorithmic procedure of the QPSO algorithm, we focused on the discussion of the Mbest position which denoted as the average of all particles personal best positions and influenced the global searching ability of QPSO. Then, four novel strategies were given to replace Mbest position to improve the QPSO performance. Through empirical studies on a well-known benchmark suite, we provided analysis about the proposed methods in terms of convergence speed and global searching ability, and drew to the conclusion that the Up-Weighted-QPSO and the DownWeighted-QPSO possess stable and comparable performance with the original QPSO and some other forms of PSO.
