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Introduction
In the analysis of neuronal signals, it is
commonplace to consider the action-
potential as a point-process. This means that
only the time of spiking of a neuron carries
information and thus allows for a
considerable reduction in data storage
requirements. However, for MEA-based
measurements, there are often more than
one neurons coupled to a single electrode, so
that the data cannot be reduced without first
determining the origin of each spike. Ideally,
this is all done in a real-time fashion. This, in
turn, will enable us to provide feedback to the
network.
Data acquisition
The data is taken from the spontaneous
electrical activity of cultures of cortical
neurons, which were plated on MEA's. The
neuron cultures are taken from the cortices of
2-day old Wistar rats, which were
mechanically and chemically dissociated and
plated on the MEA's in a density of ~5000
neurons/mm2. Signals are band-filtered
before digitizing. Detection is done either on-
line or off-line by a simple threshold algorithm.
After detection, spikes are aligned according
to peak amplitude.
Principal component analysis (PCA)
PCA is usually defined as a matrix
decomposition method, where the features
are calculated as the projection of the data on
the eigenvectors with the largest eigenvalues.
There are however, several algorithms that
can perform the same operation in an iterative
manner, thereby making PCA suitable for real-
time calculation of feature vectors. The
features produced by PCA are very likely to
offer the best separation between clusters.
Problems can arise when the firing rate of one
neuron is much larger than the firing rate of
the other neuron.
Clustering algorithm
For classification, a gaussian mixture model
(GMM) has been used to estimate the
probability density function (pdf) in the
feature space. The free parameters (mean,
covariance matrix and prior probability) are
estimated iteratively using an expectation
maximization algorithm. So far, there is no
real-time version of this algorithm.
Discussion
Both methods of feature extraction produce
distinguishable clusters. However, the clusters
produced by ad-hoc features are often very
elongated and are therefore less suitable for
the clustering algorithm used here. In all
cases, clusters could be observed in both
feature spaces, although separation is
generally better when using PCA.
Ad-hoc feature extraction
The ad-hoc features describe several
qualitative features of the waveform shapes,
such as peak-amplitude, energy content,
width and peak balance . The advantage of
using these is that they are objective, i.e. not
dependent on firing rates. This also makes it
easier to detect outliers. It is uncommon that
classification can be done adequately using
only one of these features. Therefore, a
combination of features is much preferred.
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