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Preface 
 
Dear Participants, 
 
Confronted with the ever-increasing complexity of technical processes and the growing demands on their 
efficiency, security and flexibility, the scientific world needs to establish new methods of engineering design and 
new methods of systems operation. The factors likely to affect the design of the smart systems of the future will 
doubtless include the following: 
• As computational costs decrease, it will be possible to apply more complex algorithms, even in real 
time. These algorithms will take into account system nonlinearities or provide online optimisation of the 
system’s performance. 
• New fields of application will be addressed. Interest is now being expressed, beyond that in “classical” 
technical systems and processes, in environmental systems or medical and bioengineering applications. 
• The boundaries between software and hardware design are being eroded. New design methods will 
include co-design of software and hardware and even of sensor and actuator components. 
• Automation will not only replace human operators but will assist, support and supervise humans so 
that their work is safe and even more effective. 
• Networked systems or swarms will be crucial, requiring improvement of the communication within 
them and study of how their behaviour can be made globally consistent. 
• The issues of security and safety, not only during the operation of systems but also in the course of 
their design, will continue to increase in importance. 
The title “Computer Science meets Automation”, borne by the 52nd International Scientific Colloquium (IWK) at 
the Technische Universität Ilmenau, Germany, expresses the desire of scientists and engineers to rise to these 
challenges, cooperating closely on innovative methods in the two disciplines of computer science and 
automation. 
The IWK has a long tradition going back as far as 1953. In the years before 1989, a major function of the 
colloquium was to bring together scientists from both sides of the Iron Curtain. Naturally, bonds were also 
deepened between the countries from the East. Today, the objective of the colloquium is still to bring 
researchers together. They come from the eastern and western member states of the European Union, and, 
indeed, from all over the world. All who wish to share their ideas on the points where “Computer Science meets 
Automation” are addressed by this colloquium at the Technische Universität Ilmenau. 
All the University’s Faculties have joined forces to ensure that nothing is left out. Control engineering, 
information science, cybernetics, communication technology and systems engineering – for all of these and their 
applications (ranging from biological systems to heavy engineering), the issues are being covered.  
Together with all the organizers I should like to thank you for your contributions to the conference, ensuring, as 
they do, a most interesting colloquium programme of an interdisciplinary nature. 
I am looking forward to an inspiring colloquium. It promises to be a fine platform for you to present your 
research, to address new concepts and to meet colleagues in Ilmenau. 
 
 
 
 
 
Professor Peter Scharff     Professor Christoph Ament  
Rector, TU Ilmenau             Head of Organisation 
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Advanced model based control in the
Industrial IT System 800xA
Abstract
Advanced model based control is a promising technology that can improve the productivity
of industrial processes. In order to find its way into regular applications, advanced control
must be integrated with the industrial control systems. Modern control systems, on the
other hand, need to extend the reach of traditional automation systems – beyond control of
the process – to also cover the increasing amount of information technology (IT) required
to successfully operate industrial processes in today’s business markets. The Industrial IT
System 800xA from ABB provides a scalable solution that spans and integrates loop, unit,
area, plant, and interplant controls.
This paper introduces the 800xA and the underlying Aspect Object technology. It is
shown how model knowledge and optimization solver technology are integrated into the
800xA framework. This way, advanced model based control solutions can be set up in an
open and modularly structured way. New model and solver aspects can be combined with
available aspects covering standard functionality like process connectivity, management of
process data, trend&history data and application data, as well as operator graphics.
A Nonlinear Model-based Predictive Controller (NMPC) for power plant start-up is
treated as example. This paper discusses how NMPC can be integrated with a modern
control system so that standard concepts are re-used for this advanced model based control
concept.
Introduction
During the last decades, several advanced control technologies have been developed, including
adaptive control, fuzzy control and neuro control. While each of these technologies offers
advantages over classical control methods, PID controllers still dominate the vast majority of
industrial applications.
One reason for the lack of mainstream use of advanced control technologies is seen in the fact
that they require specialized engineering knowledge and tools. Normally, specialized experts
are required to apply advanced control methods. A better integration of advanced control
technologies with regular control systems is seen as a key factor for improved acceptance.
Nonlinear model based control (NMPC) has received much attention during the last years. The
technology has several advantages from a control point of view: it accommodates nonlinear,
multi-variable problems with state constraints. Important achievements have been made to treat
the computationally challenging task of formulating and solving large-scale nonlinear optimization
problems on-line [4, 2, 6]. Moreover, NMPC has the advantage that the technology is more open,
compared to other advanced control methods. Models do represent the behavior of a plant
and standard optimization algorithms are used to apply the models to control. This openness
improves the acceptance of NMPC on the one hand side.
On the other side, still special purpose tools are required to implement model based control.
This implies that concepts which are readily available in a standard control system need to be
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specifically interfaced or even redeveloped for applications of model based control, including e.g.
signal exchange with sensors, actuators and low level controls, operator graphics, trend&history
display, signaling of alarms and events, as well as system maintenance. This is seen as an
important burden for both: acceptance and cost of NMPC.
The Industrial IT System 800xA
The Industrial IT System 800xA seamlessly integrates traditionally isolated plant devices and
systems, extending the reach of the automation system to all plant areas. The result is a
simplified, software representation of the plant, from simple on/off-type switches and valves to
smart field devices, dedicated control subsystems, and PC-based supervisory systems [1].
The framework for the 800xA system architecture is built upon ABB’s Aspect Object technology.
Aspect Objects relate plant data and functions – the aspects, to specific plant assets – the
objects. Aspect objects represent real objects, such as process units, devices and controllers.
Aspects are informational items, such as I/O definitions, engineering drawings, process graphics,
reports and trends that are assigned to the objects in the system.
Aspect Objects are organized in hierarchical structures that represent different views of the plant.
One object may be placed multiple times in different structures. Examples for different types of
structures are:
Functional Structure: Shows the plant from the process point of view.
Location Structure: Shows the physical layout of what equipment is located where in the
plant.
Control Structure: Shows the control network in terms of networks, nodes, fieldbuses, and
stations.
The idea of placing the same object in multiple structures is based on the IEC standard 1346
[9, 3].
Integration of model based control
A new Model aspect has been developed so that mathematical model information can be added
to an Aspect Object. The model has the form of a hybrid differential algebraic equation system
(hybrid DAE)
0 = F[x(t), x˙(t),m(t),u(t), z(t), y(t),p, t], (1)
F : IRnx × IRnx × IRnm × IRnu × IRnz × IRny × IRnp × IR1 7→ IRnx
m(t) := G[x(t),m(t),u(t), z(t), y(t),p, t], (2)
G : IRnx × IRnm × IRnu × IRnz × IRny × IRnp × IR1 7→ IRnm .
Here x denote continuous-time states, m are discrete modes, u and z are controlled and not-
controlled inputs, respectively, y are outputs and p are model parameters. Discrete modes are
variables that change their values only at discrete time instants, so called event instants te. See
[10] for more information on the treated hybrid DAE.
The Model aspect holds information related to the model, including
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• Declaration of model variables in categories (Parameter, Input, Output, State, Generic),
• Values for model variables, e.g. for parameters,
• References to process signals, e.g. for inputs and outputs,
• Structural information for hierarchical sub-model structure,
• Reference to the implementation of the model.
The Model aspect does not provide any functionality nor does it deal with implementation details.
Instead it references an external implementation. In this way available modeling tools can be
applied and expensive re-implementation is avoided.
A model can be used to perform one or more model-based activities. A second aspect, the
Dynamic Optimization aspect has been developed to interface a numerical solver, hold the solver
configuration, and to exchange data between the solver and the control system. The exchanged
data includes: configuration data, current process values (like sensor values and controller set-
points), and history logs. Predictions are written back to the control system as history logs with
future time stamps.
The integrated solver HQP is primarily intended for structured, large-scale nonlinear optimiza-
tion [7]. It implements a Sequential Quadratic Programming algorithm that treats nonlinear
optimization problems with a sequence of linear-quadratic sub-problems. The sub-problems are
formed internally by simulating the model and by analyzing sensitivities. They are solved with
an interior point method that is especially suited for a high number of inequality constraints,
e.g. resulting from the discretization of path constraints. See [6], [8], and [7] for more details
about the solver.
The treated model based activities include
• Initial value simulation for specified initial states x(t0) and model inputs,
• Estimation of model parameters and initial states,
• Nonlinear optimal control with constraints on model inputs and outputs,
• Steady-state simulation, estimation and optimization at one time instant.
The object-oriented, physical modeling technology Modelica is used to build the models [10]. A
physical plant model is built on available model libraries [5]. It is used by both: state estimator
and optimizer. Moreover, specific preprocessor and the postprocessor models are formulated as
computational algorithms in Modelica. The scheduler model is formulated as state graph [12].
Application example
A Nonlinear Model-based Predictive Controller (NMPC) for power plant start-up serves as ex-
ample. The start-up problem is challenging as it is highly nonlinear in the covered large range of
operation. Thermal stress occurring in thick walled components needs to be kept in given limits.
Multiple manipulated variables must be coordinated. A long prediction horizon is required to
fulfill the constraints during a start-up.
Figure 1 shows a process diagram of a power plant. Feed water goes through pre-heaters and
the economizer into the evaporator, as seen in the lower left section of the diagram. Saturated
steam leaving the evaporator is super-heated in several super-heater stages. The example uses
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Figure 1: Simplified process diagram of a power plant.
five super-heater stages and four parallel streams, as seen in the upper left section of the di-
agram. The live steam leaving the boiler goes to the turbine. The example uses two turbine
sections. In the turbine, thermal energy is transformed to mechanical energy, driving the gener-
ator. Afterwards the steam is condensed and water flows back to the feed water tank, as seen
in the lower right section of the diagram.
A boiler model was built using the Modelica technology [5]. The model needs to be carefully
designed so that it expresses the relationship between optimized control actions (fuel flow rate and
valve positions) and constrained process values (pressures, temperatures and thermal stresses). In
the example described here, a system of differential-algebraic equations (DAE) with 940 variables
was built, using measurements of about 150 process values. The Dynamic Optimization aspect
system was used off-line to identify model parameters based on data logs available for historical
start-ups.
During a run of the NMPC, an optimization problem is solved on-line every minute. The model
is adapted to the process based on 36 on-line signals. 18 values are communicated back to the
process, including three controller set points and additional signals for switch conditions and
operator displays. The time horizon for prediction and control is 90 minutes in the example.
It gets divided into 90 sample periods. The optimized manipulated variables are parameterized
piecewise linear. All other model variables are evaluated at the sample time points. This means
that overall 85540 variables are present in the on-line optimization problem. The solution time
is about five minutes for a cold start of the solver and about 40 seconds for a subsequent solver
run. Please see [8] for details about the numerical formulation and solution of the optimization
problem.
Figure 2 shows an operator display for boiler start-up optimization. The trend plot displays the
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Figure 2: Operator display showing the optimal start-up predicted by the NMPC, in addi-
tion to current process values and history logs.
manipulated variables in the upper pane, the main process variables (live steam parameters)
in the middle pane and constrained thermal stresses in the lower pane. As a result of the
optimization, the process is driven along the allowed limits for thermal stresses.
Traditionally an operator display shows current process values and history logs. As a by-product
of model predictive control, the operator can additionally see the prediction of the future behavior
of the plant. As the NMPC runs integrated with the control system, this display can easily be
configured.
Using the NMPC, the start-up time could be reduced by about 20 minutes and the start-up
costs by 10% as compared to a well tuned classical control.
Conclusions
Nonlinear Model-based Predictive Control (NMPC) is a promising control technology. Due to
advances in computational algorithms during recent years, it is now possible formulate and solve
the underlying large-scale nonlinear optimization problems on-line under real-time conditions.
The example discussed here was developed in detail in [8].
For a successful application of NMPC it is equally important to appropriately integrate the
method with the control system. This paper discusses how this is done with the Industrial
IT System 800xA by ABB. Based on international standards for control systems engineering
and software, the System 800xA architecture and the Aspect Object technology allow a flexible
integration of model knowledge and model based applications. Two new aspects have been
developed in the Dynamic Optimization system extension. The new aspects can be combined
with other available aspects, e.g. for controller connectivity, history logs and process graphics.
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The NMPC runs on an application server that is integrated as additional node with the system.
Installation and maintenance are identical to other nodes, like data servers and display clients.
This paper uses the start-up of a power plant as example. Batch processes are another promising
application area, as described in [11].
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