Abstract. We will present versions of the Rellich-Kondrachov theorem for pseudodifferential operators acting on localizable Hardy spaces h p (R N ). One of the techniques includes boundedness properties for pseudodifferential operators with symbols in the Hörmander class
Introduction
Let k ∈ Z + and 1 ≤ p < ∞. The classical compact embedding result due to F. Rellich and V. Kondrachov attests that
, where B ⊂⊂ R N is a compact set and 1 ≤ p < N k
. Although the Sobolev-Gagliardo-Nirenberg estimates imply the continuity of the inclusion, the compactness is totally critical for q = p where b(x, ξ) = (1 + 4π 2 |ξ| 2 ) −α/2 is the symbol, independent of x. The standard notation for the Bessel potential is usually given by (1 − ∆) α/2 and since the symbol b(x, ξ) belongs to the Hörmander class S −1 1,0 (R N ), (1.1) defines a pseudodifferential operator. This representation allows, for instance, interpret the nonhomogeneous Sobolev space W α,p (R N ), when α is a real positive number and 1 ≤ p < ∞, that is (see [S1] p. 252),
With advent of the real Hardy space H p (R N ) introduced by C. Fefferman and E. Stein ([FS] , [S1] ) the classical Sobolev spaces were naturally extended for 0 < p ≤ 1, being called Hardy-Sobolev spaces, defined by
These spaces have been an object of study in several directions: maximal and pointwise characterizations ( [KS, M1, Y] ), atomic decomposition and applications to div-curl lemma ( [BD, D] ), elliptic inequalities [ART] , among others. Although similar results on continuous embedding hold, the situation is dramatically different for compactness. The reason is that the Hardy spaces are not stable under multiplication by test functions. Thus, it is natural to replace H p (R N ) by its localizable version h p (R N ) introduced by Goldberg in [G] ,
Moreover, if we consider the Riesz potential operator I α f (ξ) = |ξ| −αf (ξ) (see Stein-Weiss [SW] and Krantz [K] for more details) similar results for I α acting on localizable Hardy spaces h p (R N ) are not valid, e.g. [K] .
It turns out that, such results were studied for distributions in h 1,p (R N ) ∩ E ′ (R N ) -in the context of div-curl estimates for elliptic systems of complex vector fields-and proved to be true, [HHP] . Namely, let B a generic ball and denoteḣ 1,p c (B) the subspace of all u ∈ E ′ (B) such that ∂ β u ∈ h p (R N ) for |β| = 1, then (Theorem 3.1 in [HHP] ) the embedding; The main results of this paper can now be stated. The Rellich-Kondrachov compactness theorem for pseudodifferential operators with symbols belonging to the Hörmander class acting on localizable Hardy spaces is the following. 
If there exist
The exponent p * α given above is the natural extension of the Sobolev conjugate when
In connection with 2), the next result is one of the main tools to proof Theorem A.
where q is defined by
Particular cases of Theorem B were proved earlier, namely:
(1) When α = 0 = δ, ρ = 1 and 0 < p ≤ 1, the result was first obtained by Goldberg, [G] . (2) The continuity in h 1 (R N ), for operators with symbols in S 0 1,δ (R N ), 0 < δ was obtained by Taylor [Ta1] . (3) When α = 0 < δ, ρ = 1 and 0 < p ≤ 1, Theorem B is the main result in [HK] . (4) The case α = −1, ρ = 1 and 0 < p ≤ 1 was treated recently in [HHP] .
It worth to mention that Theorem A, holds in a more general situation as follows: if for 0 ≤ δ < 1, 0 < ρ ≤ 1, δ ≤ ρ and q is given as in Theorem B, then every
As a consequence, we obtain the following result, similar to the one obtained by Krantz, [K] , for the Riesz potential on H p (R N ).
Also, the compact embeddings h α,p c (B) ֒→ h q (R N ) can be derived from Theorem A, see
Section 5. The organization of this paper is as follows. In Section 2 we recall some tools needed on the subject of localizable Hardy spaces h p (R N ) and pseudodifferential operators. Section 3 will be devoted to prove Theorem B. The proof of Theorem A will be given in Section 4. In Section 5 we discuss applications such as Sobolev-Gagliardo-Nirenberg inequalities and Rellich-Kondrachov compactness theorem in nonhomogeneous localizable Hardy-Sobolev spaces, that might have interest in their own. The optimality of Theorem A, the proof of Corollary 1.1 and finally, extensions of a theorem due to Päivärinta and Somersalo ([PS] ) will be given in Section 6.
Preliminaries
In this paper we will consider pseudodifferential operators with symbols in Hörmander's classes S m ρ,δ (R N ), which we will now define. For m ∈ R and ρ, δ
of order m and type (ρ, δ) is a smooth function defined on R N × R N satisfying the following estimates
whereû(ξ) is the Fourier transform of u.
The symbolic calculus of compositions of such operators is given by
with δ = max {δ 1 , δ 2 }. In addition, if δ 2 < ρ, the symbol q(x, ξ) has asymptotic expansion
Pseudodifferential operators are bounded from S(R N ) to S(R N ) and it possesses distribu-
is the context of the next result
given by
Remark 2.1. The constants C α,β and C αβN appearing in (2.2) and (2.3), respectively, depend on α, β, N, L 0 and a finite (according with α and β) number of seminorms of a(
From now on, we will always assume 0 ≤ δ < 1, 0 < ρ ≤ 1, δ ≤ ρ when dealing with symbols in S 
The spaces h p (R N ) are independent of the choice of ϕ ∈ S(R N ) with´R N ϕ(x) dx = 0. For
is a complete metric space with the distance
is not locally convex for 0 < p < 1 and u h p is not truly a norm (it is a quasi-norm [Tri] ), we will still refer to u h p as the "norm" of u, as it is customary. Another equivalent definition, is as follows. Let
and define the maximal function mf , f ∈ S ′ (R N ) by
It is not difficult to see that, for J big enough, depending on p and N, a tempered distribution
defines a "norm" in h p (R N ) that is equivalent to the norm · h p see, for instance [G, S1] .
2.2. Duality.
Definition 2.2. Let 0 < r < 1. A continuous function f belongs to the homogeneous Hölder spaceΛ r (R N ) if there exists c > 0 such that
This is a locally convex topological vector space with the seminorm
modulus the subspace of those functions such that |f | r = 0 which are the polynomials of degree ≤ m if m is an integer such that m − 1 < r ≤ m. When 0 < p < 1 the dual space of h p (R N ) may be identified with the nonhomogeneous
can be identified with the space bmo(R N ), which we define as follows.
Here B denote a generic ball in R N and
where |B| is the Lebesgue measure of B. Equivalently, a locally integrable function f ∈ bmo(R N ) when (2.6) sup
Throughout the paper we will use the notation B r x for a ball in R N centered at x and radius r and B will denote a generic ball. The quantities appearing in (2.5) and (2.6) define equivalent norms in bmo(R N ). Also, one can use cubes Q with sides parallel to the coordinate axes, instead of balls and the resulting quantities are comparable.
2.3. Atomic decomposition. We now describe the atomic decomposition for
atom if satisfies the following properties: there exists a cube Q with sides parallel to the coordinate axes containing the support of a such that
(1) |a(x)| ≤ |Q| −1/p , a.e., with |Q| denoting the Lebesgue measure of Q;
Any f ∈ h p (R N ) can be written as an infinite linear combination of h p -atoms, more precisely, there exist scalars λ j and h p -atoms a j such that j |λ j | p < ∞, the series j λ j a j converges to f both in h p (R N ) and in S ′ (R N ), and f p h p ∼ inf j |λ j | p , where the infimum is taken over all atomic representations. Thus, in order to prove that a continuous linear operator T :
be extended as a bounded operator from h p (R N ), 0 < p ≤ 1, to a complete metric space (X, · X ) it will be enough to check that there exist C > 0 such that m ϕ T a X ≤ C uniformly for all h p -atoms. We will be using X for either h q (R N ) or bmo(R N ).
Proof of Theorem B
Let us first recall a result on boundedness of pseudodifferential operators acting on L p Lebesgue spaces.
The proof of Theorem B will be divided in three cases.
3.1. Case ρ = 1. We want to show that for 0 < p ≤ 1 and
Let a(x) be an h p -atom supported in a cube Q centered at x 0 with side length l and denote by Q * the cube with the same center and side length 2l. Consider the notation T a := b(x, D)a. 
with c N > 0 independent of the atom a(x). When α = 0 then p * α = p and the same control holds using that T is bounded from L 2 (R N ) to itself.
Before we estimate I 2 , we will recall some important facts that might be stated in a more general situation.
may be written as (inverse Fourier transform)
and regarded as a pseudodifferential operator with symbolΦ(εξ). Moreover ξ →Φ(εξ) belongs to S 0 1,0 (R N ) uniformly in 0 < ε ≤ 1 and b ε (x, D) is obtained by composing on the left the pseudodifferential operator f → Φ ε * f with b(x, D). The symbol of the composition will be denoted by b ε (x, ξ) ∈ S −α ρ,δ (R N ) and kernel K ε (x, y). Therefore, it follows from Remark 2.1 that K ǫ (x, y) also satisfies estimates (2.2) and (2.3) but with constants C α,β and C αβN independent of 0 < ε ≤ 1.
Moving on, to estimate I 2 we will divide in two cases, depending on the type of the atoms considered. First we will consider atoms a that satisfies supp(a) ⊂ Q along with conditions (1) and (2) in Section 2.3 for some cube Q of side length ℓ ≤ 1, in particular a has vanishing moments up to the order
We denote Q by Q(x 0 , ℓ) the cube centered at x 0 and side length ℓ and
By Taylor's formula and estimate (2.2) for M = |β| = N p + 1, m = −α and ρ = 1 we have
with c(N, p) independent of 0 < ǫ < 1 (see Remark 3.1). Since
uniformly in ε and ℓ. Now we shall consider atoms a that satisfies supp(a) ⊂ Q along with condition (1) in Section 2.3 for some cube Q of side length ℓ ≥ 1, in particular a ∞ ≤ 1. As before, denote Q by Q(x 0 , ℓ) the cube centered at x 0 and side length ℓ. In this case, it will be enough to prove that
where c > 0 e L > max {N/p * α , L 0 } are fixed independent of the atom a(x). In fact, if (3.4) is proved, then
To prove (3.4), we must show that
with c > 0 and L > max {N/p * α , L 0 } independent of 0 < ε ≤ 1 and the atom a(x). Let us proof (3.5). For x / ∈ Q * and y ∈ Q we have |x−y| ∼ |x−x 0 | and |x−y| ≥ ℓ/2 ≥ 1/2.
Then, one can apply (2.3) from Proposition 2.2 for m = 0, ρ = 1 and
showing that (3.5) holds. Summing up, we have proved that
3.2. Case p = q and ρ > 0. In this case we want to prove that for 0 < q ≤ 1 and
Using the same notation as before, let
Since T is bounded from L 2 (R N ) to itself then
independent of the atom a.
, as in Remark 3.1. For atoms a that satisfies supp(a) ⊂ Q for some cube Q of side length ℓ ≤ 1 along with vanishing moments, we obtain
, independent of 0 < ǫ < 1. Since 0 < ρ < 1 and α = N(1 − ρ)
we have
showing that the function |x − x 0 |
uniformly in ε and ℓ. For atoms a with satisfies supp(a) ⊂ Q for some cube Q of side length ℓ ≥ 1, thanks to (3.4) for L > max {N/q, L 0 } we have
Summing up, we have proved that
Proof of the main result: Theorem A
According with Theorem B and Interpolation Theorem for localizable Hardy spaces (see [Tri] ) it will be enough to verify the compactness.
Without loss of generality we may assume that δ = 0. Fix p ≤ q < p * α and b(x, D) ∈ OpS (i) For any fixed 0 < ε < 1, the sequence {b(x, D) ε u m } m∈N is a precompact subset of
Here B ′ is a closed ball that contains the support of all b(x, D) ε u m and h 
and analogously
The conclusion follows from Arzelà-Ascoli theorem.
To prove (ii) we will first consider the identity
In fact
we have 
Convolving both sides with ϕ ρ (x) = ρ −N ϕ(x/ρ), 0 < ρ < 1, we have
where K is a compact set that contains the support of (ϕ ρ * b 0 (·, D)u m )(x − sy), for all |x| < R and 0 < s < 1. If we set ψ s,y (x) = ϕ(x − sy) we may write
where C = C(η, K) > 0, γ = γ(N, α) > 0 and {ψ s,y : |s|, |y| ≤ 1} is a bounded subset of
and taking the supremum for 0 < ρ < 1, we can write
Using the continuity of the inclusion h
This conclude the proof of (ii). To finish the proof, we claim that, for a given δ > 0, there exist a subsequence
Indeed, for ε > 0 sufficiently small, we have 
Note that (4.4) is a consequence of (4.5) and (4.6). Using (4.4) for δ = 1/n for n = 1, 2, 3, ... and the diagonal process we can extract a convergent subsequence {b(x, D)u m l } l .
Integral estimate. Let us verify (4.3). Write g(y)
Choose 1 < r < N/(N − 1), we have
Now consider the case where 0 < α < 1. Note that the fractional derivative (
satisfies the following scaling property
for any 1 ≤ r < ∞. Thus, we may write
that is bounded from L r (R N ) to itself for any 1 < r < ∞, in view of Mikhlin-Hörmander theorem (see [S2, Theorem 3] ).
Nonhomogenenous localizable Hardy-Sobolev spaces
Let α ≥ 0 and 0 < p < ∞. We say that a tempered distribution u ∈ S ′ (R N ) belongs to
. We define its topology by the semi norm
When α = k ∈ Z + we have the equivalence
and we naturally recover the Sobolev spaces W k,p (R N ) for 1 < p < ∞ (see the Section 5.2.1 in [S1] for details). The spaces h α,p (R N ) can be characterized via general elliptic pseudodifferential operators. We say a(x, D) ∈ OpS m ρ,δ (R N ) is elliptic if, for some 0 < γ < ∞ the symbol satisfies |a(x, ξ)| ≥ C ξ m for |ξ| ≥ γ and for all x ∈ R N .
Proposition 5.1. Let α ≥ 0 and a(x, D) ∈ OpS α 1,δ (R N ) be an elliptic pseudodifferential operator with 0 ≤ δ < 1. Then
either as set and as topological spaces.
Proof: (⊂) Since J α is invertible and a(x, D) • J α has order zero (therefore maps continuously from h p (R N ) to itself), we have
has order zero and R(x, D) is a regularizing operator, we obtain
concluding the proof.
Then there exists a constant C > 0 such that
Proof: Follows from the equivalence (5.1) and Theorem B.
Let us return to the case where α is a positive integer. Inspired in the homogeneous Sobolev-Gagliardo-Nirenberg estimate we can ask about the validity of the following estimate
Although this estimate holds for H p (R N ) it was shown (see Remark 2.7 in [K] ) that it fails for h p (R N ). On the other hand, in [HHP] , the authors proved that for k = 1, estimate (5.3)
holds if we restrict to the subspace h 
(ii) For p ≤ q < p * α , the embedding h
Proof: Item (i) is a consequence of the Theorem B while (ii) follows from Theorem A applied to the pseudodifferential operator with symbol λ α (x, ξ) = ψ(x) ξ α .
Under the compact support assumption, we have the following result. 
Proof: The proof is by contradiction. Suppose that for some ε 0 > 0 there exists, for each 0
Now, we can use the fact that N N +α < p, which implies p * α > 1, and choose 1 < q < p *
Taking s = 1/n, n = 1, 2, 3, . . . , we get a sequence {φ n } ⊂ C ∞ c (B 1/n 0 ) such that, after renormalization, it will satisfy φ n L q = 1 and Λ α φ n h p ≤ C.
By the Rellich-Kondrachov theorem for h α,p c (B), one can find a subsequence {φ n } and φ ∈ h
6. Additional results 6.1. Optimality. We shall now discuss about the sharpness of the Theorem B when δ = 0, in other words, the dependence of p * α with respect ρ = 1. Let α ∈ [0, N[, 0 < ρ < 1 and suppose that every
, a contradiction, since there exists a pseudodifferential operator with symbol in S 0 ρ,0 (R N ) for 0 < ρ < 1 that is not bounded from h p (R N ) to itself for 0 < p ≤ 1 (see [F, HK] ). Conversely, for which values of p ≤ q ≤ ∞ do we expect
Let us discuss the necessary condition on h p −h q continuity of pseudodifferential operators in the class OpS
Suppose m > N(1/q − 1/p). We claim that the pseudodifferential operator Θ(D) with symbol
is an h p -atom and we see that
thus, we conclude that
This shows that Θ (D) 
Consider the semigroup decomposition of J α given by
To conclude the result, it is enough to show that J β maps continuously h
for every ℓ = 0, ..., k − 1. But this is a direct consequence of Theorem B and Proposition 3.1, since 1
is bounded, it will be enough to show that T a defines a bounded linear functional in h 1 (R N ), with norm independent of the h p −atom a. This will be achieved once we show that
with constant C independent of a and b. Let 0 <α < α so that 0 < β := α −α < N. Thus p < N/ α and by Theorem B (or Corollary 1.1, item (i)) implies that
and OpS
Since (J β ) * = J β see, for instance, [Ta2, Proposition 3 .2], we can write
The proof is complete since (p * α , 1 * β ) are Hölder conjugate.
Item (iii)
The proof is similar to the one given above and we will include it here for the sake of completeness. The conclusion follows from (6.1), and the duality between h 1 (R N ) and bmo(R N ).
6.2.2. Extending a result from [PS] . When 0 < δ = ρ < 1 we have a new proof of Theorem 4.1 in [PS] due to Päivärinta and Somersalo, which we believe is simpler. Pseudodifferential operators with symbols in the exotic class S m 0,0 (R N ) are not pseudo-local (see [S1] p.323) therefore the proof of Theorem B does not apply. However, the composition of exotic symbols with non-exotic ones allow us to extend Theorem 4.1 in [PS] for ρ = 0. [H, J] ) can be proved by composing with J α and using Theorem 4.3 of [HK] .
