Abstract-This study concerns a new approach to fuzzy model identification. Primarily focusing on the core of the model, we propose a two-phase design process realizing adaptive logic processing in the form of structural and parametric optimization. In recognizing the fundamental link between binary and fuzzy logic, effective structural learning is achieved through established methods in logic minimization. This underlying structure is then augmented with fuzzy neural networks in order to learn the finer details of the target system's behaviour. The combination of a logic-driven architecture with this novel hybrid-learning scheme helps to develop transparent and accurate models while maintaining excellent computational efficiency.
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I. INTRODUCTION
What becomes quite apparent in fuzzy modelling are the growing difficulties when dealing with multi-variable systems. The transparency of fuzzy models, usually regarded as some type of rule-based system, amplifies these difficulties even further. The "curse" of dimensionality becomes apparent even for small rule-based systems. There have been numerous hybrid approaches [1] - [3] to alleviate these problems including neurofuzzy systems (endowed with their learning abilities) and evolutionary optimization (with their mechanisms of global optimization). The successes of such hybrid development environments are limited; we have not yet reached a state where large models could be built quite efficiently while retaining the semantics of the resulting constructs.
In this study, we propose a significant departure from the main design direction by going back to the development of fuzzy models based on the principles of two-valued logic. The wealth of design tools of two-valued logic is immense [4] - [6] , with techniques capable of handling large problems and dealing with hundreds of binary variables. The underlying objective there is to minimize Boolean functions so that the ensuing realization could be made as compact as possible. One of the tools, Espresso [4] , helps satisfy this important goal; it has been previously investigated for application to machine learning problems [7] , though unrelated to the approach taken in this study.
Given the state of the art of handling and simplifying
Boolean functions, our objective is to capitalize on this framework and treat it as an important phase in the design of fuzzy models. The proposed conceptual setting can be succinctly represented in the form seen in Fig. 1 . Let us briefly elaborate on the main phases of this scheme: 1) Granulation: each system variable is granulated through a collection of semantically meaningful fuzzy sets. [2] , fuzzy modelling is realized at the conceptual level formed by a collection of semantically meaningful information granules (fuzzy sets) defined in each variable.
These are also regarded as linguistic landmarks whose choice implies a certain point of view of the system under discussion.
When dealing with many variables the fuzzy sets are aggregated with AND and OR operations carried out by some set of triangular norms (tls-norms). Fig. 2 emphasizes the structural nature of this construct, where each entity represents a unique fuzzy set defined in its corresponding space (A, B, etc.). This network represents a logic-based description of a single information granule (fuzzy set) in the output space. In the case of a number of fuzzy sets there, the architecture is augmented with several of these networks forming the underlying structure of the fuzzy model; the result is a heterogeneous knowledge base describing the behaviour of the entire system. 
III. TWO-VALUED LOGIC MINIMIZATION
Boolean logic minimization is best known as the main part of logic synthesis, which converts a logic function to a circuit.
Logic minimization consists of the manipulation of a logic representation without modifying the functionality, in order to achieve a minimal representation. Through binarization of the information granules formed in the interfaces of a fuzzy model, we are able to realize a novel application for logic minimization in the form of structural learning; these efficient tools can help us in sorting through large amounts of data, eliminating redundancy and producing a simplified, compact and equivalent result in the form of a logic-based structure.
A. Background
In providing some background on logic synthesis, the following definitions are found in [6] .
The set of binary values are defined as B {0, 1}. B' can be modelled as a binary n-dimensional hypercube, where each element e = (el,.. ., e,) E B'" is called a minterm.
A Boolean function f for n variables, xl,...,x,, is a mapping f: Bn {O, 1, *}, with * being a don'tcare condition for when the value of the function is irrelevant. All minterms for which f has value 1 form the ON-set of the function, with the OFF-set and DC-set defined as sets of minterms where f is 0 and *, respectively.
Each variable xi has two literals associated with it: xi and its complement xi. A product term is a Boolean product (AND) of literals, said to contain a minterm e if each literal of e included in the product evaluates to 1. Since a product corresponds to a set of adjacent minterms in the binary n-cube, a product may also be referred to as a cube. A sum-of-products is a Boolean sum (OR) of products.
An implicant of a Boolean function is a cube that contains no minterm in the OFF-set, which is prime if contained in no other implicant of the function, and is an essential prime if it contains at least one ON-set minterm that is not contained in any other prime implicant. A cover of a Boolean function is a set of implicants interpreted as a sum-of-products, which evaluates to 1 for all minterms in the ON-set, and none of the OFF-set.
B. Minimization Algorithms
The problem of two-level logic minimization is to find a cover for f that minimizes a given cost function. Such a cover can be implemented as a minimum-cost sum-of-products equation, where the cost often considers parameters such as the number of products (cubes) or literals in the cover.
The Quine-McCluskey method [8] was one of the first exact methods for two-level logic minimization, based on the observation that the implicants in a minimum-cost cover can be restricted to prime implicants. Although these exact algorithms are useful, the exact two-level minimization problem involves computationally intractable problems. In many cases, getting satisfactory results in far less time is often more important, leading to the development of heuristic logic minimization tools. ESPRESSO-II [4] is the state-of-the-art algorithm for heuristic logic minimization, forming the main component of the Espresso software distribution [9] , developed in the 1980s as a tool for programmable logic array (PLA) design.
The output of ESPRESSO-II is a sum-of-products cover, which in practice is almost always near minimum in cardinality. The eight-step algorithm is described in detail in [4] , with its basic goal to take a verbose representation of a logic function and produce a condensed representation, essentially learning its underlying structure. While there may be newer algorithms claiming superiority in one or more specific problem areas [5] , [6] , the software and source code are not as easily obtained. Regardless, Espresso is still regarded as the standard two-level logic minimization tool in the (VLSI) design automation community.
IV. INTELLIGENT INFORMATION PROCESSING
The logic-processing core is created in two phases, taking advantage of a bottom-up approach. Starting from a completely unstructured state, the entity can learn from example, adapting itself into a structure closely resembling the target systems underlying mechanisms. Following structural optimization, the core continues to learn, now focusing on the finer details of the system in order to improve upon behavioural approximation. For building and optimizing structure, this first phase of the cores "birth" employs these methods of logic optimization. By temporarily converting the fuzzy granules into ones with strict membership boundaries, the information becomes inherently binaiy in nature. This gives us a rough approximation of the target system, while retaining the most important information explaining its fundamental behaviour. In this form we can then access established methodologies of logic minimization, providing an efficient means of discovering a concise, logicbased structure within the system data.
Upon returning to the domain of continuous logic, this newly discovered structure may be directly utilized in processing the original fuzzy information granules, forming the underlying structure of the fuzzy model. B. Phase 2: Parametric Refinement Although the information granules convey detailed numeric information in the format of their membership functions, the resulting structure in Fig. 2 does not include any other numeric quantification. A calibration of the structure is possible by equipping it with some parametric flexibility; this is achieved with the introduction of fuzzy AND and OR neurons [2] in place of the existing nodes, of which there is a direct linguistic correspondence. These are adaptive logic-processing elements connecting into a fuzzy neural network, whose learning is equivalent to the adjustment of its connections.
Recall that an n-input single output OR neuron is described in the form y = OR(z; w), where z is a set of inputs E Although the optimization of fuzzy sets existing in the interfaces could be beneficial to the model, in this study we are focused on the logic processing core and its optimization. However, due to the nature of the core, there are still important interfacing issues to be dealt with. During the two-phase development scheme, we deal with differing types of information granules; while we are always processing information at the level of set membership across each variables own space, we need to consider both binary and fuzzy abstractions.
For this task, triangular membership functions appear to be quite suitable, offering both flexibility and simplicity. Fig. 3 shows how they are able to translate smoothly into traditional binary sets, with trapezoidal membership functions as an intermediate possibility, with its upper width seen as a potential "fuzziness" factor when converting from binary to fuzzy sets. Note that we keep all fuzzy membership functions at one-half overlap, as is the norm seen in the literature [2] . As well, by default we choose to use membership functions spread evenly across variable spaces (equal-width distribution).
B. Binarization
In order to take advantage of logic minimization tools for structural learning, we must build a binary truth table out of the abstracted system data. Here measurements for each variable (input and output) are represented as simple binary membership to a few semantically meaningful sets distributed over their respective universes of discourse; view that these sets are mutually exclusive, so a measurement would have full membership to just one set in the space, with zero membership to the rest. See Fig. 4 for an illustration of this, where we have four sets defined for each input variable, two for the output variable, and present a single input-output pair for some continuous system. Table I we would require four Boolean inputs (xl.,x4) and one output (y). View that each of the four sets for an input space can be represented with two bits, where '00' would denote the first set (ex. A1), '01' the second, and so forth. This encoding results in the Boolean function (representing the target system) having a value of 1 for the minterm (1, 0, 0, 0).
After subsequent minimization, we would need to decode the binary variables in order to obtain actual set-based logic descriptions. When running into don't cares, it would necessary to add a third level of logic to the sum-of-products representation. Consider a resulting product term such as Y= xI * 2 * X3, where X4 is a doni't care; X1 * 2 (10) would decode to the third set in A (A3), however X3 (1 *) could decode into either B3 or B4 because X4 is a don't care; this essentially forms a union of sets in the same universe. Thus, the above expression decodes into a two level product-of-sums equation, Y, =A3 * (B3 + B4). The third level of logic is constructed when summing the remaining product terms to form the cover.
2) Set-Based Encoding: Not only are we limited by powers of two for the number of sets, but the binary encoding scheme restricts the optimization to dealing with certain unions of sets in a variable's domain (expressed with don't cares as illustrated above). A more suitable approach is a straight translation of set memberships. For the results in Table I shows these relationships to be pertinent.
In the interest of conciseness and knowledge interpretability, it is advantageous to consider both complements and set unions for decoding. From the Fig. 4 example, suppose we encountered the product term Yl = x * x2 *xg. Using this hybrid-decoding scheme, we end up with Y1 = (A3 +A4) * B4.
View that it is more suitable to state "A3 or A4" rather than "not A1 and not A2", and that "not B4" is a more concise statement than "B1 or B2 or B3". C. Derivinig Knowledge-Based Neural Networks With fuzzy neurons we are able to derive a complete knowledge-based neural architecture from the structurally optimized core. The hybrid idea of a three-level logic description with complements (negations) can directly translate into a three-layer network, as seen in Fig. 5 for a single fuzzy output (recall in Section II-A how we can form separate logic descriptions for each output label).
Note that we fix the connections of the first hidden layer of OR neurons. The inputs to these elements are not weighted because they only deal with fuzzy sets existing in the same universe of discourse, and hence can be viewed as a union to create a new, more general membership function for a particular variable. In this way, the two-level topology shown in Fig. 2 is preserved. The degree of membership to this new fuzzy set is weighted like any other input when fed into the hidden AND layer, which deals with processing the fuzzy relations formed from separate variable spaces.
D. Training the Network
To provide improved behavioural approximation, the network's connections must be properly adjusted during an appropriate learning process. In terms of speed and efficiency, an on-line, gradient-based method of learning is desirable. With the fundamental structure already pre-defined, the size of the learning problem is greatly reduced from traditional fully connected networks, allowing us to concentrate on only the most important connections rather than training the network from scratch.
The general scheme of learning can be qualitatively described as Aconnections = -a Q.
aconnections where a denotes a learning rate, and Q is defined as [y(k) -target(k)]2, a squared-error performance measure that must be minimized. Subsequently, the connections of the network are adjusted with these increments.
In addition to the numeric calibration of the network, the connections of the fuzzy neural network help prune the original structure, done by applying the thresholding operation discussed in Section IV-B. The network after pruning can be represented in an equivalent rule-based format In this setting, the connections of the fuzzy neural network can be interpreted as calibration factors of the conditions and rules. The connections of the AND neuron modify the membership functions of the input fuzzy sets; a higher connection value means a less specific fuzzy set. In the limit, when the connection is equal to 1, the corresponding fuzzy input is eliminated from the rule. The connections of the OR neuron determine confidence of the rule, meaning that the overall condition of the rule is quantified in terms of its relevance.
VI. EXPERIMENTAL STUDIES
For the experimental part of this study, we provide a comprehensive case study concerning a real-world system detailing housing prices in the Boston area. Note that when computing in the fuzzy domain, triangular norms are realized as a product for the norm and probabilistic sum for the conorm. We use the centre of gravity (COG) formula [2] as a decoding (defuzzification) scheme in order to measure realworld performance of the models with a root-mean-squarederror (RMSE) formula, given in a standard format:
When discretizing a continuous system into a small number of binary sets, it is difficult to avoid conflicts in the data, i.e. having two or more identical input patterns showing inconsistent output patterns. This is discussed quantitatively in the ensuing experiments. As well, note that with increasing dimensionality this problem generally reduces.
The Boston housing data set was taken from the UCI repository of machine learning databases [10] . It concerns a description of real estate in the Boston area where housing is characterized by a number of features (see Table II ). The dataset consists of 506 14-dimensional points; the construction of the fuzzy model is completed for 304 data points (60%) treated as a training set. This is done ten times to complete a ten-fold cross-validation.
The goal is to create a model with two outputs, each representing an information granule defined on the output space, i.e. the median housing price. These outputs take the labels of "low" and "high". We use three granules for each input space, using the labels "low", "medium", "high". Note that the choice of these numbers was arbitrary, seeming like a reasonable number of information granules to use for generating rules.
In the first phase of model development we attempt to find a structure in the data through information granulation, binarization (using set-based encoding), and logic minimization. During binarization, the amount of conflicting data was minimal, amounting to 14 1.9 data points, less than 5% of the training set. These conflicting data points were removed for structural learning in order to provide a valid truth table to Espresso, but were re-introduced during parametric optimization.
The resultant structures showed consistency between crossvalidation iterations, with the number of rules (product terms) equalling 19.1 2.23, and the number of literals at 68.5 i 11.6. Note how the data is fairly complex, requiring a large number of non-parameterized rules to describe its structure.
With binary processing the performance results amounted to 15.4 0.16 and 16.1 ± 0.33 for training and testing, respectively. These numbers improved to 10.4 ± 0.49 and 10.5 i 0.69 when using fuzzy processing. Here we see excellent gains; as well, notice the improved testing performance, showing the high level of robustness of the fuzzy interface.
Proceeding with neurofuzzy parametric optimization, the learning rate was set to 0.01, running for 1000 epochs. The results were Fig. 6 . In addition to the performance gain, the neural augmentation to the model was able to drastically reduce the structural complexity. The best performing network out of the ten training instances was pruned using the process detailed in Section IV-B with thresholds of 0.7 for AND neurons and 0.4 for OR neurons. As a result, the size of the rule-base was simplified from 16 rules with 51 literals, to 5 rules with 10 literals.
The interpretation of this learnt knowledge is found in Table  III , showing a concise logic description. Note how the rules are quite intuitive; for instance, for some high price houses, it makes sense that the average number of rooms is high and the age is not high (not old). Although the resultant structure of each of the ten networks were not exactly the same due to the different training data, there were many similarities and common rules among them, exhibiting non-contradictory knowledge.
One of the advantages of such a transparent model is its ability to be customized. For instance, view that one of the rules in Table III states that NOX must be "not medium" (low or high) for causing a low housing price. This doesn't appear to be very meaningful, and could merely reflect some error or lack of information in the data. Upon removing this portion of the rule, the overall performance remained unaffected, actually improving slightly. However, if we attempted to remove a seemingly more truthful rule, such as RM being "high" for a high housing cost, the performance degraded significantly.
Finally, the computational efficiency of the model development should be emphasized; for a single instance of learning the Boston housing dataset, both structural and parametric optimization were completed together in under ten seconds on a 1.33GHz PowerPC G4 processor, from data to knowledge.
VII. CONCLUSION
In this study, we have proposed and validated an effective and novel design methodology for fuzzy system modelling. The two key technologies used here for model development, logic minimization and fuzzy neural networks, are instrumental in achieving overall accuracy with inherent abilities to 
