For the class of holomorphic functions f(z) = f0 + f1z + f2z 2 + · · · in the unit disk |z| ¡ 1 with 0 ¡ |f(z)| ¡ 1 and fn ∈ R, n = 0; 1; 2; : : : we prove that max(f0 + f1 + · · · + f4) = max |f0 + f1 + · · · + f4| = 1:46109 : : : and min(f0 + f1 + · · · + f4) = −0:713082 : : : . c 2002 Elsevier Science B.V. All rights reserved.
P R = {p ∈ P: p n ∈ R; n = 1; 2; : : :}:
With no loss of generality we may assume that for f ∈ B 0 we have the form f = e −tp with t ¿ 0 and p ∈ P.
In [ :=G n ; n ∈ N;
with this result being sharp while G n ∼ (1= ) log n, n → ∞.
In [2] Lewandowski and Szynal consider the Landau problem for the class B 0 and they prove that while in both cases the extremal functions are of the form f = e −tp , with t ¿ 0 and p ∈ P R . They also conjecture that for any f ∈ B 0 there exists a constant L ¿ 1 and n ∈ N such that max f∈B0 |f 0 + f 1 + f 2 + · · · + f n | 6 L.
In [3] Ganczar et al., consider the Landau problem for the class B 0 (R) which consists of the functions f ∈ B 0 with real Taylor coe cients and they prove that S * 3 = 1:40315 : : : where (f 0 + f 1 + · · · + f n ); (n = 2; 3; : : :):
In the present paper, we face a problem involving the estimation of quantities which depend on the Taylor coe cients of functions belonging to the class P R .
Our ÿrst idea is to use the CarathÃ eodory-Toeplitz conditions as they are the strongest relations between the Taylor coe cients of the class P R .
A second idea is to express these relations in such a way that each Taylor coe cient can be converted separately to a polynomial of several variables.
Combining these two ideas, we transform the initial problem into ÿnding the max (or min) of a polynomial of several variables, deÿned in a closed interval [0; 1] k , k 6 4. A serious problem in this paper is the size of the polynomials which are involved in the elementary calculations. Using the computer algebra system Mathematica 4:0, we obtained all necessary results. We will need the following Lemmas. Lemma 1. Let K n (P R ) be the set of x=(x 1 ; x 2 ; : : : ; x n ) ∈ R n for which there exists a q(z)=1+q 1 z + q 2 z 2 + · · · ∈ P R having q 1 = x 1 ; q 2 = x 2 ; : : : ; q n = x n . Let also A n be the set of x = (x 1 ; x 2 ; : : : ; x n ) ∈ R n such that D k (x 1 ; x 2 ; : : : ; x k ) ¿ 0; k = 1; 2; : : : ; n where: x k x k−1 x k−2 : : : 2
:
If A n is the closure of A n then A n = K n (P R ).
The above Lemma is a part of the CarathÃ eodory-Toeplitz Theorem (see [4, 5] ).
Lemma 2.
If x = (x 1 ; x 2 ; : : : ; x n ) ∈ R n (n 6 4) the following propositions are equivalent. Proof. The quantity D k (x 1 ; x 2 ; : : : ; x k ) can be written as polynomial of second degree in x k of the form:
If k ≡ k (x 1 ; x 2 ; : : : ; x k−1 ) and * k ≡ * k (x 1 ; x 2 ; : : : ; x k−1 ) are the roots of the above polynomial it is easy to see that the relation x ∈ A n is equivalent to min
; t k ∈ (0; 1); k = 1; 2; : : : ; n:
(1)
• For k = 1 we get 1 = −2 and * 1 = 2. Therefore
• For k = 2 by the equation D 2 (x 1 ; x 2 ) = 0 we obtain 2 = −2 + x 2 1 and * 2 = 2. Thus combining (1) with (2) we get
• For k = 3 through equation D 3 (x 1 ; x 2 ; x 3 ) = 0 we obtain
Consequently, combining (1) with (2) and (3) we obtain after the calculations
In the same manner we can see that is one-to-one from (0; 1) n onto A n . After the above observation the rest of the proof is straightforward. Proof. Without loss of generality we suppose that f ∈ B 0 (R) i f can be written in the form f = e −tp with t ¿ 0 and p ∈ P R . Therefore from Lemma 2 it follows that
Lemma 3. It holds that
2 +···+pn(t1;t2;:::;tn)z
By Taylor expansion of the previous form of f after elementary calculations we obtain
For the next Theorem we will need the following polynomials: Proof. At ÿrst, we remark that: 1. If we set in any function L k (k =1; : : : ; 4), t i =0 or t i =1 (i =1; 2; 3; 4), the value of the function does not depend on the variables t j when j ¿ i.
2. The polynomial L 4 is of ÿrst degree in t 4 with corresponding coe cient −256e −t t(−1 + t 1 )t 1 (−1 + t 2 )t 2 (−1 + t 3 )t 3 which is non-negative. Therefore in order to ÿnd S 4 we set t 4 = 1 and for s 4 we set t 4 = 0.
3. In order to calculate value S 4 we consider all the restrictions of the function L 4 for t 4 = 1, t i = 1 and t i = 0, i = 1; 2; 3. We then ÿnd all critical points in the interior of the deÿnition domains of each restriction and their corresponding values. The larger of these values coincides with S 4 . In a similar way we are working for s 4 . The ÿnal elimination of x is achieved by recursions of the procedure described, which will be used several times through this paper.
• Using the roots of Eq. (28) and the solutions of the systems formed in the cases t = 2 and t = 8, after the calculations we ÿnd that all the critical points of function L 4 (t; t 1 ; t 2 ; t 3 ; 1) for (t; t 1 ; t 2 ; t 3 ) ∈ (0; ∞) × (0; 1) 3 , belong to the set max{L 4 (t; t 1 ; t 2 ; t 3 ; 1) : (t; t 1 ; t 2 ; t 3 ) ∈ A 1 } = 1:461094 : : : and min{L 4 (t; t 1 ; t 2 ; t 3 ; 1) : (t; t 1 ; t 2 ; t 3 ) ∈ A 1 } = 0:004103 : : : .
• For t 4 = 0: proceeding exactly as in previous case, we derive the set max{L 4 (t; t 1 ; t 2 ; t 3 ; 0): (t; t 1 ; t 2 ; t 3 ) ∈ A 2 } = −0:3034 : : : and min{L 4 (t; t 1 ; t 2 ; t 3 ; 0) : (t; t 1 ; t 2 ; t 3 ) ∈ A 2 } = −0:713082 : : : . real values for t 1 , t 2 and t 3 .
• For t 3 = 1: we consider the equation
Applying to (29) the procedure of eliminating t 2 and t 1 , we examine separately as we did previously, some cases of the form q i (t) = 0, i = 1; 2; 3; : : : . Thus we obtain three polynomial equations of the form
and
We omit giving explicitly the polynomials q i (t), * * 1 (t), * * 2 (t; t 1 ), * * 1 (t), * * 2 (t; t 1 ), and ' * * 0 (t) because of their size. Especially the last polynomial ' * * 0 (t) can be converted to a product of factors of the form
where ' 1 (t) is of sixth degree, ' 2 (t) of twelfth degree, ' 3 (t) of ÿfteenth degree and ' 4 (t) of thirtieth degree with respect to t, respectively. Continuing we ÿnd all one hundred and twelve roots of Eq. (32). Using the roots of Eq. (32) and the points that satisfy the relations q i (t) = 0 i = 1; 2; 3; : : :, after the calculations we ÿnd that all the critical points of function L 4 (t; t 1 ; t 2 ; 1; 1) for (t; t 1 ; t 2 ) ∈ (0; ∞) × (0; 1) 2 , belong to the set max{L 4 (t; t 1 ; t 2 ; 1; 1) : (t; t 1 ; t 2 ) ∈ A 3 } = 1:420327 : : : and min{L 4 (t; t 1 ; t 2 ; 1; 1): (t; t 1 ; t 2 ) ∈ A 3 } = −10 −18 2:25246 : : : .
• For t 3 = 0: proceeding exactly as in previous case we derive • For t 2 = 0: in the same manner we get 4 (t; t 1 ; 0; 1; 1): (t; t 1 ) ∈ A 6 } = 1:34838 : : : and min{L 4 (t; t 1 ; 0; 1; 1): (t; t 1 ) ∈ A 6 } = 0:036987 : : : .
• For t 1 = 1: the equation @L 4 =@t = 0 yields • For t 1 = 0: similarly we get Remark. If we had considered initially the class B * 4 = {f ∈ B 0 : f i ∈ R, i = 1; : : : ; 4} instead of the class B 0 (R), all our evaluations wouldn't have been modiÿed.
