INTRODUCTION
The mixed linear model has enjoyed widespread acceptance in animal breeding. Most applications have been restricted to models which depict additive gene action. However, there is also concern with non-additive effects within and between breeds and crosses (eg, Hill, 1969; Kinghorn, 1987; Miki-Tanila and Kennedy, 1986) . Henderson (1985) (Harris, 1964) . Moreover, inbreeding depression is a manifestation of interactions like dominance and epistasis. Models which include only additive effects and covariates for inbreeding (eg, Hudson and Van Vleck, 1984) are rough approximations.
The proper treatment of inbreeding and dominance involves 6 genetic parameters (Gillois, 1964; Harris, 1964) . These parameters define the first and second moments of genotypic values in the absence of epistasis. A genetic analysis is possible by repetitive sampling of lines derived from one population through a fixed pedigree (eg, Chevalet and Gillois, 1977 ). However, we should like to perform an analysis where the pedigrees are realized with selection and/or random mating. This could be done if an infinitesimal model was feasible and we could apply normal theory and the mixed model. Furthermore, it would be useful to build covariance matrices and inverse structures easily, to enable use of Henderson's (1973) mixed-model equations. This paper shows how to justify and implement these activities. It is an extension of Smith's (1984) attempt to generalize models with dominance and inbreeding.
DOMINANCE MODELS Finite loci
In this section we introduce the 6 genetic parameters needed to model additivity, dominance and inbreeding depression. These parameters are functions of gene frequency (p i for the i th allele) in much the same way that heritability depends on gene frequency for purely additive traits.
First, consider the genotypic effect, g ij for 1 locus represented by where p is the mean, a i and a j are the additive effects for the i th and j th allele, and d ij is the corresponding dominance deviation. Equation (1) represents a system of r(r + 1)/2 equations in r + 1 + r(r + 1)/2 unknows (ie, !, a i , a j , d ij ) where r is the number of alleles. To uniquely determine p, a i and d ij requires additional r + 1 constraints given as:
These constraints are derived from effectual definitions applied to populations in Hardy-Weinberg equilibrium.
It follows that in populations undergoing random mating, the additive variance is:
and the dominance variance is:
To accommodate inbreeding requires 3 additional parameters: (i) the complete inbreeding depression:
(ii) the dominance variance among homozygotes:
and (iii) the covariance between additive and dominance effects among homozygotes:
It is convenient to work with the parameter 6 2 = 06 + 6 which is a second moment.
The symbol &dquo;&dquo;'&dquo; is a reminder that the associated parameter refers to 1 locus.
When there are n loci, then the parameters of interest, say v, are the single locus terms v = (8fl, Qa, u6, 7.2 82 -2 -&dquo;summed&dquo; over loci. All parameters terms fol2, fa2 a, 2 , a 2 -d , U b , 2 , U 6 7 1 6 2 62 or a2 bi aa6l &dquo;summed&dquo; over loci. All parameters in v = {!a, a-d, U6 , U 6 6 2 or a-6, aa 6) are formal sums. The column vector of inbreeding depression (u 6 ) which is defined as a list of E 6 for loci 1, 2, ... , n, is also very useful.
Among the parameters, we have the dependancies ua = u u 6 and o r 6 2 = 6 2 _ U 2 6 * The parameters v describe a hypothetical population of infinite size undergoing random mating and inlinkage equilibrium. This population is sometimes referred to as the base population, but we find this usage misleading. In the spirit of Bulmer (1971) (Fisher, 1918 (Robertson and Hill, 1983 (WG Hill, 1988, personal communication (Robertson, 1967 To evaluate E-1 , apply this rule recursively starting with k = 0. It is hoped that B k -L[A k L k will be sufficiently small or sufficiently sparse so that its inversion is feasible (eg, Tier and Smith, 1989) . For evaluating E-1 , the worst scenario is that the order of B k -LkA!L,! is r + 1. However, this occurrence is unlikely. Note that Henderson's (1975) where S = 1/2H! -1/2Hy. Evaluating E{S'S} gives eqn(5). Proof. Because equ (5) and note that where and I has order m &mdash; 2. Clearly, i k is of full-column rank and is a candidate for X k . When x and y are base gametes (ie, x x , x!, Yx and yy are unknown), we are finished as we can take M! = R k , which is a submatrix of A k . Unfortunately, when at least one of the zygotes (x x ,xy) and ( Yx ,yy) are known, M k is not a submatrix of A k because of the composite vectors d!x and/or dy . . We assume that both (x x , yy) and (y x , y x ) are known in the remainder of the proof (when only 1 zygote is known, the argument can be modified slightly). (Tier and Smith, 1989 
ILLUSTRATION
In this section we demonstrate our methods, using the simple pedigree displayed in Fig. 1 To evaluate E-1 requires the determination of (A 2 -LiBiL!)-1 for i = 0,1, 2, 3.
The absorbed blocks can be evaluated recursively, but for now, the reader may obtain these by applying Gaussian elimination directly to Table III (Robertson, 1955) . There are also suggestions that dominance of alleles that maintain normal enzyme activity, is a universal biochemical property (Kacser and Burns, 1981) .
It is clear that additivity, dominance and inbreeding can be modelled by applying mixed-model methodology. The ramifications of such a development are far reaching. We list possible applications:
(i) Determination of optimum and dynamic mating structures which capitalize on additive and dominance variance while providing for inbreeding. Some of these breeding strategies can be studied by the use of moment-generating matrices for regular mating systems. Cockerham ( 1971) has given an example of such a transition matrix for full-sib mating. Possible application areas are:
(a) mate selection (Jansen and Wilton, 1985; Smith and Allaire, 1985) ; (b) group selection (Jansen, 1985; Smith and Hammond, 1987) when the selection of a random mating gene pool is created by a finite number of parents. The objective of group selection is to improve both additive merit and the average specific combining ability of genes in the pool; (c) crossbreeding plans to utilize between breed additive and heterotic effects (Kinghorn, 1987) 
