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Abstract
The incidence of preterm birth is increasing and has emerged as a leading cause of neu-rodevelopmental impairment in childhood. In early development, defined here as the
period before and around birth, the brain undergoes significant morphological, functional
and appearance changes. The scope and rate of change is arguably greater than at any
other time in life, but quantitative markers of this period of development are limited. Im-
proved understanding of cerebral changes during this critical period is important for mapping
normal growth, and for investigating mechanisms of injury associated with risk factors for
maldevelopment such as premature birth. The objective of this thesis is the development
of methods for spatio-temporal modeling and quantitative measures of brain development
that can assist understanding the patterns of normal growth and can guide interventions
designed to reduce the burden of preterm brain injury.
An approach for constructing high-definition spatio-temporal atlases of the developing
brain is introduced. A novelty in the proposed approach is the use of a time-varying kernel
width, to overcome the variations in the distribution of subjects at di↵erent ages. This leads
to an atlas that retains a consistent level of detail at every time-point. The resulting 4D
fetal and neonatal average atlases have greater anatomic definition than currently available
4D atlases, an important factor in improving registrations between the atlas and individual
subjects with clear anatomical structures and atlas-based automatic segmentation. The
fetal atlas provides a natural benchmark for assessing preterm born neonates and gives some
insight into di↵erences between the groups.
Also, a novel framework for longitudinal registration which can accommodate large intra-
subject anatomical variations is introduced. The framework exploits previously developed
spatio-temporal atlases, which can aid the longitudinal registration process as it provides
prior information about the missing anatomical evolution between two scans taken over large
time-interval.
Finally, a voxel-wise analysis framework is proposed which complements the analysis of
changes in brain morphology by the study of spatio-temporal signal intensity changes in
multi-modal MRI, which can o↵er a useful marker of neurodevelopmental changes.
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”Your time is limited, so don’t waste it
living someone else’s life. Don’t be trapped by dogma – which is living with
the results of other people’s thinking. Don’t let the noise of others’ opinions
drown out your own inner voice. And most important, have the courage to
follow your heart and intuition. They somehow already know what you truly
want to become. Everything else is secondary.”
– Steve Jobs
1. Introduction
P
reterm birth refers to the birth of a baby of less than 37 weeks gestational age
(GA). One in 13 babies in the UK (50 000 per annum) is born prematurely [1].
About 10% of all infants born before 33 weeks GA develop cerebral palsy and, in addition,
over 30% have neurocognitive problems [2]. Improvements in neonatal intensive care mean
that increasing numbers of preterm infants now survive. Targeted therapies are required to
improve neurodevelopmental outcome following preterm birth [3].
Understanding the development process itself is key to understand developmental disor-
ders, yet brain development is not entirely understood. Therefore, the objective of this thesis
is the development of methods for spatio-temporal modeling and quantitative measures of
brain development that can assist research on understanding the patterns of normal growth
and on interventions designed to reduce the burden of preterm brain injury.
1.1. Imaging of the Developing Brain
Brain development involves a complex sequence of morphological, functional and appearance
changes. However these changes are complicated, they occur in a sequence that is both
organized and predictable [4]. Pathological studies have been essential in documenting the
process of brain maturation, but imaging o↵ers the additional advantage of being able to
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study the live fetus or neonate. Furthermore, repeated or serial imaging may be performed,
thus permitting longitudinal assessment of maturity both in utero and ex utero.
Magnetic resonance imaging (MRI) is a powerful technique for assessing the developing
brain [5–7] because it is non-invasive, non-ionizing and provides high resolution images with
good soft tissue contrast. MRI uses a strong magnetic field to align the nuclear magneti-
zation of hydrogen atoms in water in the body. Radio frequency (RF) fields are used to
systematically alter the alignment of this magnetization, causing the hydrogen nuclei to
produce a rotating magnetic field detectable by the scanner.
MR imaging can be used to image not only the anatomy of the brain (see Figure 1.1), but
also the vasculature as well as microstructure of brain tissues. For example, di↵usion tensor
MR imaging is used to visualize white matter tracts [8–11]. In addition, the signal arising
from water protons can be used in functional MRI (fMRI) as well as functional spectroscopy
(fMRS) to monitor cerebrovascular changes associated with brain function [12–14].
Figure 1.1.: T2 weighted (left) and T1 weighted (right). Preterm infant imaged at 35 weeks.
Myelination in the posterior limb of the internal capsule (arrows).
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Ultrasound, or sonogram, is an imaging technique that uses high-frequency sound waves
to produce images of a baby in the uterus. Cranial ultrasound uses reflected sound waves
to produce pictures of the brain (see Figure 1.2) and the inner fluid chambers (ventricles)
through which cerebrospinal fluid (CSF) flows. Cranial ultrasound is helpful in evaluating
fetal baby’s growth and development [15], however, unlike MR imaging, the resolution and
contrast between soft tissues provided by ultrasound are not su cient for detecting subtle
changes in brain anatomy correlated with neurodevelopmental changes.
MR studies of the fetal brain have been di cult until recently due to the problem of
fetal motion. However, recent approaches [16, 17] have shown that this can be overcome by
Figure 1.2.: A fetal ultrasound profile at 24 weeks of gestation.
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using sophisticated approaches for motion compensation (see Figure 1.3). This allows the
tracking of fetal development [18], which can be used to provide a benchmark against which
the development of preterm born children may be assessed.
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 propagate the labels for each atlas to the 
space of the target image. After propaga-
tion, a consensus segmentation of the 
target is obtained by combining the 
propagated labels using some scheme 
(see Figure 3). A simple vote scheme in 
which the label for a voxel (in or out of 
the structure) is determined according 
to the majority of the propagated labels 
has been shown to be highly effective. 
MOTION CORRECTION
There are a number of different imaging 
modalities available to the medical com-
munity. MR imaging in particular has a 
number of attractive properties in that 
it can distinguish between different 
types of soft tissue without exposing the 
subject to ionizing radiation. A draw-
back of MR imaging is the length of the 
acquisition time and, when the subject 
moves, this can lead to artifacts in the 
acquired image. The acquisition of a MR 
image represents a tradeoff among vari-
ous factors such as resolution, the qual-
ity of contrast between tissues, and the 
signal-to-noise ratio (SNR). For exam-
ple, it is possible to rapidly acquire a 
volumetric image but the resulting SNR 
will be low. A high SNR volume requires 
a long acquisition time in which the 
subject is more likely to move. It is pos-
sible, however, to acquire slice data rap-
idly and with reasonable quality, 
although a single slice only provides a 
restricted view of the anatomy. 
A particular and recent application 
in which images are affected by motion 
has been the in-utero imaging of fetal 
subjects and registration may be used 
to correct for the resulting artifacts. In 
this approach, a number of parallel 
slices of the fetus are acquired. Each 
individual slice is acquired quickly 
enough for motion to be negligible and 
represents a high-resolution snapshot 
through the subject. The fetus is, how-
ever, likely to move during the time 
required to acquire all slices. This 
means that, while the slices are all par-
allel relative to the scanner, they are no 
longer parallel relative to the fetal anat-
omy. After acquisition, it is possible to 
use an iterative registration and recon-
struction scheme to correct for the mis-
match in geometry among all the slices 
and to estimate a 3-D volumetric recon-
struction of the fetal subject’s anatomy 
(see Figure 4). 
If the head is the focus of the scan, it 
can be assumed that all the slices are 
related to the “true” underlying volume 
by a rigid alignment. The task is to esti-
mate the transformation parameters for 
each slice. Once estimated, the relative 
orientations of the slices are known and 
it is possible to reconstruct the original 
signal in three dimensions using a scat-
tered data interpolation approach. In 
practice, the two main steps (slice 
parameter estimation and volume recon-
struction) are carried out in an iterative 
and interleaved fashion. It is also possible 
to adopt a multiresolution coarse-to-fine 
approach where the early iterations esti-
mate the anatomy at lower spatial fre-
quencies and more detail is recovered as 
the iterations proceed. 
SUMMARY AND OUTLOOK
As we have illustrated in this article, the 
nonrigid registration of medical images 
is a versatile tool that is widely used, 
both in clinical applications (e.g., motion 
correction and image fusion) as well as a 
tool for biomedical research (e.g., to 
study populations or disease progression 
in clinical trials). In contrast to rigid 
registration, the development of nonrig-
id registration techniques is very much 
an area of ongoing research, and most 
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[FIG3] An example of multiatlas segmentation of brain MR images.
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[FIG4] Registration for the correction of motion artifacts: (a) successively acquired 
slices of a moving subject are geometrically inconsistent. (b) Registration is used to 
estimate the motion parameters of each slice and reconstruct a consistent volume.
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SUMMARY AND OUTLOOK
As we have illustrated in this article, the 
nonrigid registration of medical images 
is a versatile tool that is widely used, 
both in clinical applications (e.g., motion 
correction and image fusion) as well as a 
tool for biomedical research (e.g., to 
study populations or disease progression 
in clinical trials). In contrast to rigid 
registration, the development of nonrig-
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[FIG3] An example of multiatlas segmentation of brain MR images.
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[FIG4] Registration for the correction of motion artifacts: (a) successively acquired 
slices of a moving subject are geometrically inconsistent. (b) Registration is used to 
estimate the motion parameters of each slice and reconstruct a consistent volume.
Figure 1.3.: (Top row) Successively acquired slices of a moving subject are geometrically
inconsistent. (Bottom row) Registration is used as in [17] to estimate the motion
parameters of each slice and reconstruct a consistent volume.
Furthermore, MR images are usually acquired on scanners with a magnetic field strength
between 1 and 3T producing an inhomogeneity strong enough to cause problems for intensity-
based image analysis tasks, such as registration and segmentation. The degree of inhomo-
geneity of the magnetic field during scanning strongly depends on strength of the magnet
used. Further details are being given in Appendix B.
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1.2. Challenges of Modeling Brain Development in
MR Images
In early development, before birth and during the first few months, the brain undergoes more
changes in size, shape and structure than at any other time in life [4,19]. Using MRI, qualita-
tive and quantitative assessment of a number of developmental processes can be carried out
including defining growth patterns and characterizing the sequence of myelination [20–24].
The most obvious changes in that period are the increase in overall size and the increase in
cortical folding (see Figure 1.4).!
Figure 1.4.: T2 weighted MR images of a preterm developing brain from left to right: Baby
at 29, 33, 37, 41 and 44 weeks of gestation at time of scan.
The appearance of fetal and neonatal brains in MRI di↵ers significantly from a mature
adult brain. Fetal and neonatal T1 weighted MRI are characterized by an inverted con-
trast of white matter (WM) and gray matter (GM) (see Figure 1.5). As the brain matures,
the darker intensities of WM present in the MRI of the neonatal brain gradually increase,
eventually exhibiting a bright intensity pattern on T1 weighted MRI. This is caused by a
decrease in both T1 and T2 times as the water content decreases [25] and myelin sheath
forms around the WM tracts [26].
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Myelin is an insulating layer made up of protein and fatty substances that allows rapid
and e cient transmission of impulses along the nerve cells. The process of myelination, or
formation of the myelin, starts before birth and is most rapid during the first two years of
life [27, 28]. By the age of two or three years, the process of myelination is almost complete
and the tissue contrast is similar to the contrast in the adult brain (see Figure 1.5). Even
though tissue contrast is already adult-like, brain structures in young children have di↵erent
shapes and sizes [29].
Regarding the ability of di↵erent MR imaging techniques and modalities to assess the
developmental changes in the neonatal brain, several studies [21–23,30] reported that many
of the structures are seen better on T1 weighted images, whereas others are better seen on T2
weighted images. Furthermore, the signal intensity within the neonatal brain is variable on
both T1 and T2 weighted images (see Figure. 1.1). This is discussed in detail in chapter 6.
1.3. Motivation
The automated analysis of neonatal and fetal MR images is challenging and requires ded-
icated image analysis algorithms. Studies of the developing brain are typically volumetric,
focusing on the volumes of brain tissue classes or specific regions [20, 24]. Several studies
have aimed to identify typical patterns of growth using measures such as volumes [31] and to
associate structural development with factors such as intellectual ability [32]. Studies may
seek to identify the structural e↵ects on the brain of preterm birth [33]. Also, volumetric
MR studies of fetal development [18,34] can be used to provide a benchmark against which
the development of preterm born children may be assessed.
However age-related volumetric changes showed to be a good marker of development, time-
varying intensity patterns resulting from changes in the underlying tissue properties may
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provide additional useful markers of development. Until recently, only a few quantitative
studies have analyzed the spatio-temporal signal intensity changes in MR images of the
developing brain [35, 36].
1.4. Aim
Most of previously mentioned neuroimaging studies of the neonatal and fetal brain have a
limited number of subjects, a narrow age range or focus on a single modality only. The
thesis presents work on spatio-temporal analysis of early brain development, from clinically
acquired multi-modal structural magnetic resonance imaging data (see Appendix A), for
the purpose of studying the brain development process in a large number of fetuses and
neonates. The objective is to provide automated methods for spatio-temporal modeling and
quantitative measures of brain development, that can assist research on understanding the
patterns of normal growth and on interventions designed to reduce the burden of preterm
brain injury.
1.5. Thesis Contributions
The thesis describes methods for modeling the normal growth in prematurely born infants
and fetuses. This is done by the construction of a high-definition spatio-temporal brain
atlas of the preterm brain (chapter 3) and its extension to construct multi-channel proba-
bilistic atlases, for fetal and neonatal brains, which can improve atlas-based segmentations
tasks (chapter 4). Chapter 5 proposes a novel framework for solving the problem of register-
ing longitudinal MR images with large anatomical variation. Moreover, chapter 6 presents a
new approach for modeling the appearance variation of intensity change in the multi-modal
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MRI of the developing brain, which can o↵er a useful marker of neurodevelopmental changes.
Finally, chapter 7 contains conclusions and future work directions. The remainder of this
section gives a more detailed overview on the contributions of this thesis.
1.5.1. Construction of Consistent High-definition Spatio-temporal
Average Brain Atlases
Chapter 3 describes an approach for constructing a 4D atlas of the developing brain, between
28 and 44 weeks post-menstrual age at time of scan, using T2 weighted MR images from 204
premature neonates. The method used for the creation of the average 4D atlas utilizes non-
rigid registration between all pairs of images to eliminate bias in the atlas toward any of the
original images. In addition, kernel regression is used to produce age-dependent anatomical
templates. A novelty in the proposed approach is the use of a time-varying kernel width,
to overcome the variations in the distribution of subjects at di↵erent ages. This leads to an
atlas that retains a consistent level of anatomical detail at every time-point. Comparisons
between the resulting atlas and atlases constructed using various registration approaches are
presented. Also, the resulting 4D atlas can serve as a good representative of the population
of interest as it reflects both global and local changes.
1.5.2. Construction of Multi-channel Spatio-temporal Brain
Atlases: Incorporating Multiple Modalities and Tissue
Segmentations
Based on the spatio-temporal atlas construction approach described in chapter 3, chapter 4
extends the approach to incorporate multiple modalities and tissue segmentations. Further-
26
more, the extended approach is applied to a new dataset of MR images from 80 fetuses aged
between 23 and 37 weeks GA at time of scan. The resulting atlases are shown to improve
atlas-based automatic segmentation. Also, the fetal atlas provides a natural benchmark for
assessing preterm born neonates and gives some insight into di↵erences between the groups.
1.5.3. A Novel Longitudinal Registration Framework for MR
Images with Large Anatomical Variation
Chapter 5 describes a novel framework for longitudinal registration which can accommodate
large intra-subject anatomical variations. The framework exploits the previously developed
spatio-temporal atlases, which can aid the longitudinal registration process as it provides
prior information about the missing anatomical evolution between two scans taken over
a large time-interval. The spatio-temporal atlas is used to develop an approach to carry
out longitudinal registrations via atlas propagation. Evaluation experiments were carried
out using 50 neonatal subjects with two scans taken at di↵erent time-intervals. Di↵erent
metrics, including intensity similarity, segmentation overlap and surface distance, were used
to assess the registration performance. The proposed registration framework outperforms
direct registration by providing an accurate and consistent registration, particularly when
the time-interval between scans increases.
1.5.4. Modeling the Appearance Variation of Multi-modal MR
Images of the Developing Brain
The work in chapter 6 complements the analysis of changes in brain morphology with the
study of spatio-temporal signal intensity changes in multi-modal MRI, which can o↵er a
useful marker for mapping neurodevelopmental changes. The proposed analysis framework
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utilizes spatio-temporal normalization via atlas propagation, intensity normalization and
kernel regression. The analysis was carried out using T1 and T2 weighted MR images from
204 prematurely born infants between 26.7 and 44.3 weeks post-menstrual age. Changes
over time in T1 and T2 weighted signal intensity are measured per voxel allowing tracking of
appearance change in an anatomically consistent manner across the whole brain. The result
shows that quantitative signal change analysis on a large cohort is feasible, and that it can
serve as a marker for developmental brain changes, both normal and abnormal, which might
ultimately lead to a better understanding of the trajectory of early brain maturation.
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”You don’t need to get what
you want to be happy. You can be just as happy if you don’t get what you
want, as you can if you get what you want. It’s not just sour grapes. You
can manufacture your own happiness. It’s synthetic happiness.”
– Dan Gilbert
2. Background
2.1. Introduction
T
his chapter provides an overview of the image analysis techniques used throughout the
thesis, like image registration and image segmentation. Also, the chapter discusses
the challenges of applying such techniques to MR images of the developing brain.
2.2. Image Registration
2.2.1. Overview
Image registration is the process of finding the spatial transformation that maps points from
one image to the corresponding points in another image [37,38]. Medical image registration
has many clinical and research applications. For example, repeated image acquisition of a
subject is often used to obtain time series information that captures disease development,
treatment progress and contrast agent propagation. Registration can also be a valuable
tool for correlating information obtained from di↵erent imaging modalities. For example,
PET/MR is used for the study of brain tumors [39].
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Medical images such as MRI are sampled on a discrete grid of points, forming a 3D volume
consisting of voxels. The optimal registration is found by estimating the transformation
T : (xA, yA, zA) ! (xB, yB, zB), which aligns images A and B such that all points in A are
mapped to their corresponding points in B. Specifically, in the approach used in this thesis,
this is defined in terms of the transformation which maps points in the target image (the
frame of reference) to their corresponding locations in the source image. This allows image
intensities in the source image to be mapped-back to the target coordinate frame, implicitly
transforming the source image to the target as required.
Image registration requires several components, including similarity metrics, interpolation
schemes, regularization and an optimization approach (see Figure 2.1). In order to find the
optimal transformation, it is necessary to measure the similarity between the transformed
source and target images, through comparison of the image intensities at each point. When
interpolate
compute similarity
optimize
update transformation
convergence?
final transformation
source image
yes
no
target image
Figure 2.1.: A general image registration framework.
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a transformed point falls on a non-grid position in the target image, interpolation is needed
to obtain the image intensity at the position. Generally, transformations between similar
structures, for example brains in two di↵erent subjects, are also assumed to preserve topology.
Therefore, regularization is needed to constrain transformations to be smooth, and therefore
not to break topology.
2.2.2. Transformations
A registration problem can be classified by the type of the spatial transformation used to
map points from the space of one image to the space of the second image. For typical medi-
cal image registration problems, the spatial transformation can be rigid, a ne, or non-rigid
(deformable). The type used depends on the nature of the images being registered. Where
the images are of rigid structures (such as bone) and images are taken from the same sub-
ject, rigid alignment is su cient. However, if the same structures are registered between
di↵erent subjects, a ne transformations are needed. For more complex transformations,
such as those involving soft tissues, or where a structure varies significantly across subjects,
non-rigid approaches become necessary.
Rigid Transformations
Rigid transformations preserve shape, specifically distances between points remain the same
before and after transformation. 3D rigid transformations have six degrees of freedom
which can be summarized as translations in the x, y and z directions d = (tx, ty, tz)T ,
coupled with rotations about each axis (↵,  ,  ). For example, a rigid transformation of the
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point x = (x, y, z, )T can be represented as:
Trigid(x) = Rx+ d (2.1)
where R is a 3 x 3 orthogonal rotation matrix.
A ne Transformations
If rotations and translations are insu cient to fully describe the transformation, a ne trans-
formations may be used. These increase the degrees of freedom of the transformation to
twelve; adding shearing and scaling to the variety of available deformations. Shears fix all
points along one axis, but shift other points parallel to the axis by a distance proportional to
their perpendicular distance from the axis. A ne transformations preserve collinearity. This
means that points that lie on a line before the transformation continue to do so, and parallel
lines are preserved. The result be summarized as a linear transformation M, followed by a
transformation d:
Taffine(x) =Mx+ d (2.2)
where M is a 9 parameter a ne matrix encoding rotations, scales and shears.
Non-rigid Transformations
Rigid and a ne transformations are global transformations since all parameters have a
global e↵ect. A ne transformations are suited to describe global di↵erences in location,
size or shape between objects, but are generally insu cient for registering soft tissues (such
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as the breast) or mapping the same structure across di↵erent subjects. In contrast, non-
rigid (or non-linear) transformations significantly increase the degree of deformation of the
transformation by specifying local transformations at each point.
In general, non-rigid registration algorithms are constrained by a desire for the resulting
transformations to be smooth and invertible. Several di↵erent approaches exist: These in-
clude techniques which model the material as an elastic [40] or fluid [41] material, where the
equations that govern the elasticity or fluid properties of the deformation ensure smooth-
ness. Alternatively, some approaches model the deformation using vector fields constrained
to be smooth. The framework of the Large Deformation Di↵eomorphic Metric Mapping
(LDDMM) [42–47] represents an example of such registration approaches as it can represent
large deformations through time-varying velocity fields. Also, it provides ”di↵eomorphic”
mappings that are smooth and invertible.
Briefly, Di↵eomorphisms are a class of mappings permit comparisons under the hypothesis
that the topology of the deforming anatomy must be preserved [45]. Transformations are
di↵erentiable and guaranteed to be one-to-one and onto: For every position in one image,
there is a single corresponding position in the second image. These properties also mean
that the transformations have a smooth inverse and may be composed.
On the other hand, there are algorithms which constrain the deformation using sets of
smooth basis functions or splines [48, 49]. These can be used to provide a smooth approxi-
mation to the deformations of regularly spaced grids of control points. A more comprehensive
discussion of image registration methodologies can be found in [37,38].
The approach, referred to as free-form deformation (FFD) [49], is the technique used
throughout this thesis. Free-form deformations rely on the manipulation of an underlying
mesh of uniformly spaced control points. Displacements at general points in the image are
then provided by convolving the control point vectors with a B-Spline kernel. This provides
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a smooth and continuous transformation. Furthermore, the use of a B-spline kernel ensures
that the displacement at any location is only dependent on control points in a local neighbour-
hood. This allows significant local deformations without a↵ecting the global transformation.
FFDs are typically calculated as the combination of a local and global transformation:
T(x) = Tglobal(x) +Tlocal(x) (2.3)
A free-form deformation can be parametrized by a set of vectors  i,j,k associated with
a regular nx ⇥ ny ⇥ nz lattice of control points with spacings of  x,  y and  z along each
dimension; the subscripts i, j, k index the location of a control point within the lattice. The
local displacement at a location (x, y, z) is given by a B-spline tensor product over the control
point vectors:
Tlocal(x, y, z) =
3X
l=0
3X
m=0
3X
n=0
Bl(r)Bm(s)Bn(t) i+l,j+m,k+n (2.4)
where i = bx/ xc - 1, j = by/ yc - 1, and k = bz/ zc - 1, r = x/ x - bx/ xc, s = y/ y -
by/ yc and t = z/ z - bz/ zc. B0, · · · , B3 are the cubic B-spline basis functions:
B0(u) = (1  u)3/6
B1(u) = (3u
3   6u2 + 4)/6
B2(u) = ( 3u3 + 3u2 + 3u+ 1)/6
B3(u) = u
3/6
The spacing of the control points controls the amount of deformation allowed: Large
control point spacings allow modeling of global non-rigid deformations for the alignment
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of large features between images, whereas small control point spacings allow highly local
deformations for the alignment of fine detail. For this reason FFDs are typically optimized
over several resolution levels, where the control point spacings at each new level are found
by inserting new control points in between the control points of the mesh from the previous
round. The non-rigid registration applied throughout this thesis was carried out in a coarse-
to-fine manner as in [49].
2.2.3. Similarity Metrics
Voxel-based metrics of similarity quantify a measure of the di↵erence between voxel inten-
sities at corresponding locations in two images. Given a target image A, a source image B
and a transformation T, the overall similarity of these images is given by the sum of the
di↵erences at each corresponding voxel location x over the image domain ⌦.
Similarity metrics are highly dependent on whether the images being registered are taken
from the same modality or di↵erent ones as this significantly influences the relationship
between the intensities. Metrics designed to compare same modality images include, sum of
square di↵erences (SSD):
SSD =
X
x2⌦
(A(x)  B(T(x)))2 (2.5)
Here B(T(x)) is the intensity of voxel x in the source image after transformation T.
SSD aims to minimize the sum of squared intensity di↵erences between voxels in image A
and equivalent voxels in image B. This approach assumes that the two images di↵er only
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by Gaussian noise [50]. In addition, cross correlation (CC) can also be used:
CC =
P
x2⌦ (A(x)  A¯(x)) · (B(T(x))  B¯(x))qP
x2⌦ (A(x)  A¯(x))2
qP
x2⌦ (B(T(x)))  B¯(x))2
(2.6)
CC assumes that the relationship between the intensities in each image are linear. In this
instance, A¯(x) and B¯(x) represent the mean intensities in images A and B respectively.
Both CC and SSD are limited to intra-modality registrations as they assume a simple
relationship between voxel intensities in each image. Therefore, where inter-modality regis-
tration is desired, information theoretic techniques are often used. These methods examine
the joint probability distrubution formed by binning intensity values from each voxel in
A against the intensity value at the corresponding voxels in image B. They incorporate
measurements of entropy [51]:
H =  
X
i
pi log pi (2.7)
where pi represents the probability of the occurrence of a particular intensity value i.
One example of this is the joint entropy (JE). This is calculated from the joint histogram
by first normalizing the histogram to form the joint probability distribution function pAB:
H(A,B) =  
X
a
X
b
pAB(a, b) log pAB(a, b) (2.8)
Here a and b refer to the values of discrete bins. The more similar the images are, the lower
the joint entropy. Therefore optimization is performed by minimizing JE.
Unfortunately, joint entropy is highly sensitive to the amount of background within the
overlapping image domain, as increasing the amount of background increases the contribu-
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tion to the lowest intensity bin values, thus reducing the total entropy. Mutual information
(I(A,B)) metrics overcome this by also considering the entropy contributed by each regis-
tered image, as well as the joint entropy [50]:
I(A,B) = H(A) +H(B) H(A,B) (2.9)
In e↵ect, mutual information can be seen as a measure of how well each image describes
the other and therefore should be maximized at alignment. In reality, mutual information
can still be sensitive to overlap, specifically of low intensity areas, and therefore a normalized
mutual information [52] approach is more used:
I˜(A,B) =
H(A) +H(B)
H(A,B)
(2.10)
The joint probability distribution of intensities in the two images is estimated by comput-
ing a joint histogram of intensities as in Eq. (2.8). Each entry H(A,B) in the histogram
denotes the number of times intensity A in one image coincides with B in the other image.
Dividing the entries by the total number of entries yields a probability distribution. The
probability distributions for each image separately are found by summing over the rows,
respectively columns, of the histogram. A survey of mutual information based registration
is being given in [53].
2.2.4. Interpolation
The similarity metrics described above are based on the correspondences in intensities be-
tween the target voxel locations and the transformed source voxel intensities. However, the
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source locations are not likely to coincide with the locations of the voxel centres in the source
image. As a result, the source intensities need to be interpolated from the sampled source
values before evaluating the similarity metric. Nearest neighbour interpolation, whereby the
intensity at a point is given by the intensity of the voxel centred nearest to that point, is the
simplest interpolator. However, more sophisticated interpolation schemes such as linear or
B-spline interpolation [54] can also be used.
In this thesis, nearest neighbour interpolation is used for transformation of region of in-
terest labels from a template brain image to target subjects, and B-spline interpolation is
used in all other cases.
2.2.5. Optimization
Optimization is needed to determine the transformation that maximizes the similarity be-
tween a pair of images. The registrations carried out in this work optimized the similarity
metric with respect to the transformation parameters using either downhill descent or steep-
est gradient descent (Strictly speaking, these should be called uphill ascent and steepest
gradient ascent as the similarity measures are being maximized but expressing the problem
as a minimization is more common in the optimization literature).
The downhill method was used when optimizing global (rigid or a ne) transformations.
With this approach, the transformation parameters are individually perturbed by a chosen
step size and the similarity metric is re-evaluated for each perturbation. The parameter
giving the biggest increase in similarity is then selected and the transformation is updated
by modifying this parameter. This process is repeated until no further increase in similarity
is achieved. The step sizes were chosen empirically. A large initial step size was used and the
trans- formation parameters optimized. This can then be repeated using successively smaller
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step sizes until an accurate rigid or a ne alignment is obtained. For the relatively small
number of parameters being optimized during rigid or a ne registration, downhill descent
represents a simple and fast method that generates transformations with no significant dif-
ference from those obtained by gradient based methods (such as gradient descent) without
the overhead of calculating the gradient of the metric with respect to the transformation
parameters.
Gradient descent was used to optimize the parameters during non-rigid registration (the
components of the control point vectors). If C represents the similarity metric and   rep-
resents the collected components of the control point vectors, then gradient ascent simply
optimizes by stepping along the direction of maximum increase, i.e.
 +  O C,
where   represents the step size. This expression replaces the set of parameters   at
each iteration step. Once again, successively smaller step sizes can be used to optimize in a
coarse-to-fine fashion.
The gradient term O C can be evaluated analytically for similarity metrics such as SSD,
and it is also possible to obtain an analytic expression for the gradient of more complicated
similarity metrics such as MI. Alternatively, the similarity gradient can be estimated by
simply using a finite di↵erence method, for example by finding the central di↵erences.
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2.2.6. Regularization
Non-rigid registration attempts to find an optimal transformation which balances image
similarity while ensuring that the transformation is smooth:
C = Csimilarity +  Csmooth
The balance of the two terms in the cost function is controlled by the parameter  . A value
of   that is too low may still lead to implausible warps in the deformation field and a value
of   that is too high may prevent the algorithm from su ciently aligning the images.
2.2.7. Properties of Non-rigid Transformations
In order to gain a better understanding of the underlying mechanisms of the non-rigid
deformation, it is often desirable to calculate the volume change for each voxel in the images.
This can be calculated from the Jacobian of the transformation. For a transformation
T = (Tx, Ty, Tz)T , the determinant of the Jacobian is defined as:
J = det
266664
@Tx
@x
@Tx
@y
@Tx
@z
@Ty
@x
@Ty
@y
@Ty
@z
@Tz
@x
@Tz
@y
@Tz
@z
377775 (2.11)
The Jacobian can be interpreted as a matrix that indicates for a point in the input space
how much its mapping on the output space will change as a response to a small variation
in one of the transform parameters. The Jacobian determinant for any given location in the
reference coordinate system provides an estimate of the point-wise volume change of that
template with respect to the reference coordinate system (J < 1 for contraction, J > 1 for
expansion, and J < 0 for folding).
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2.2.8. Neonatal Image Registration
Neonatal image registration is challenging due to large shape and appearance di↵erences.
In general, neonatal image registration is relatively simple between subjects with similar
anatomy (at similar age group) as there are only relatively small di↵erences among the
images, and therefore the majority of registration techniques may be used including those
that adopt a small deformation model.
On the other hand, several approaches have been proposed to cope with the problem of
medical image registration in the presence of large anatomical variation. The framework of
LDDMM (see section 2.2.2) is one of these registration techniques. The LDDMM registration
framework finds geodesics within the space of di↵eomorphisms. However, the space of di↵eo-
morphisms is still a very large. As a result a geodesic path in this space can easily lie outside
the space of anatomically plausible deformations. Recently, Hamm et al. [55] proposed a
registration framework to cope with such a problem by approximating analytical geodesic
paths through the anatomical manifold with finite sequences of small deformations observed
in the actual anatomies in the populations. Although this approach can accommodate large
deformations, it is di cult to apply because the study population has to be very large. In
addition, this approach does not exploit the temporal ordering (post-menstrual age) present
in the population of this study.
In the context of longitudinal image registration, Holland et al. [56] presented a nonlinear
registration method that enables precise quantification of large whole brain deformations,
cortical surface shrinkage and subtle sub-cortical changes in small ROIs, based on serial
MRI scans of an individual. The method relies on the assumption that tissue intensity sig-
natures do not change over time. Therefore, application of the method to quantify structural
development in neonatal brains, or to progression of diseases, will require modeling of the
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associated MRI contrast changes [57]. Liao et al. [58] recently proposed a framework to
construct longitudinal atlases that takes both the subject-specific longitudinal changes and
the population shape variation information into account. However, this method is limited
by requiring several scans per subject with relatively small variation. Chapter 5 presents
a novel framework for longitudinal registration which can accommodate large anatomical
variations, and is therefore useful for studying the brain in early development.
2.3. Image Segmentation
2.3.1. Overview
Segmentation can be defined simply as the partitioning of a dataset into adjacent regions (or
sub-volumes) whose member elements (e.g. pixels or voxels) have common, cohesive prop-
erties. This clustering of voxels or, conversely, the partitioning of volumes is a precursor to
identifying these regions as objects and subsequently classifying or labeling them as anatom-
ical structures with corresponding physiological properties. Segmentation is the means by
which we impose a structure on medical imaging data; we draw on this structure when we
visualize the anatomy or pathology in question.
In brain MRI, traditional automated tissue segmentation algorithms seek to classify image
voxels as white matter (WM), gray matter (GM) and cerebrospinal fluid (CSF). Segmenta-
tion based on image intensities alone is possible by defining dynamic ranges for each tissue
type. However, there is a considerable overlap between tissue intensity distributions and
intensity ranges vary depending on the scanning protocol used. Therefore tissue types are
more commonly modelled as a mixture of Gaussians. Some approaches also incorporate
spatial priors, where probabilistic tissue maps [59,60] are built by transforming multiple ex-
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pert manual segmentations to a common (generally stereotaxic) space, and calculating the
proportion of templates that agree at each voxel.
2.3.2. Neonatal Image Segmentation
For neonatal data, WM exhibits substantial intensity variability due to the process of myeli-
nation (see section 1.2) that gradually reverses the WM-GM contrast between the fifth month
of pregnancy and one or two years of age, as well as the presence of other tissues with vari-
able contrast [4, 24]. This substantial intensity variation increases the need for spatial prior
information in order to improve the robustness of neonatal brain segmentation algorithms.
In addition, the segmentation of subcortical structures and the cerebellum plays an impor-
tant role in assessing brain development after premature birth [19,61], and these structures
are di cult to segment without spatial priors.
Most of the neonatal segmentation methods in the literature try to deal with WM intensity
variability by non-parametric estimation of a probability density function (PDF) for the
intensities of the tissue classes. Weisenfeld & Warfield [62], and Anbeek et al. [63] use a
k-nearest neighbour (kNN) classifier which uses both location and intensities of the voxels as
features. Prastawa et al. [64] combine EM classification [65] with a probabilistic atlas [66] and
a robust non-parametric approach proposed by Cocosco et al. [67]. In all of these approaches,
the overlaps in tissue intensity distributions are resolved using prior information. These
approaches are therefore limited by the availability of prior information at term-equivalent
age. Shi et al. [68] suggest creating of subject-specific atlas using longitudinal scans, by
registering the fuzzy segmentation of the scan of the same subject at one or two years to
the scan at term. The segmented neonatal images are then used for multi-atlas-multi-region
registration-based segmentation of neonatal images [69]. Habas et al. [18] created a spatio-
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temporal probabilistic atlas for fetuses of 20   24 weeks GA and used those as a prior
information for EM segmentation [66].
Unlike previous approaches, Xue et al. [70] and Song et al. [71] do not require any prior
information in form of an atlas. Song et al. [71] proposed creating a subject-specific atlas for
WM and GM based on intensity using support vector machines, followed by segmentation of
brain tissue into WM and GM, while CSF is removed by thresholding. Xue et al. [70] segment
the cortical area of the brain after subcortical structures have been removed using non-rigid
registration of a subcortical mask. A set of quasi-priors is estimated using k-means clustering
at the beginning of the segmentation process. After this an EM-MRF segmentation [66] is
performed with a modification of the Markov Random Fields (MRF) based priors to correct
for partial volume (PV) misclassification on the CSF-GM and CSF-background boundaries.
However, purely intensity-based methods such as Xue et al. [70] and Song et al. [71] are
prone to systematic misclassifications resulting from overlaps in tissue distributions of WM
and GM classes.
Recently, Kuklisova-Murgasova et al. [24] proposed an atlas construction approach pro-
vides tissue class priors with application for neonatal segmentations between 29-44 weeks GA
(see Figure 2.2). However, in such approach, images were aligned using a ne registration
only which leads to a lower level of anatomic definition in the resulting atlas. Hence, it can be
di cult to register an individual subject with clear anatomical structures to a comparatively
blurry template image that may not provide su cient anatomical information to guide the
registration process [72], and this could lead to less accurate atlas-based automatic segmen-
tation. In chapter 4, the impact of atlas construction method on the quality of atlas-based
segmentation is explored. The automatic segmentations derived from probabilistic atlases
constructed using a ne registration [24] is compared to automatic segmentations derived
from probabilistic atlases constructed using non-rigid registration.
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(a) (b) (c) (d)
Figure 5: EM segmentation Leemput et al. (1999) of brain MRI using non-rigidly registered
probabilistic atlas, axial view. (a) the image; (b) un-modified EM segmentation; (c) EM
segmentation with partial volume removal;(d) EM segmentation with probabilistic atlas
with a special class for corpus callosum. First raw: subject at 31 weeks GA; Second raw:
subject at 36 weeks GA; Third raw: subject at 44 weeks GA.
overlaps between tissue classes, occasionally the misclassifications persist.
This is the case for corpus callosum, which is of similar intensity to adjacent
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Figure 5: EM segmentation Leemput et al. (1999) of brain MRI using non-rigidly registered
probabilistic atlas, axial view. (a) the image; (b) un-modified EM segmentati n; (c)
segmentation with partial volume removal;(d) EM segmentation with probabilistic atlas
with a special class for corpus callosum. First raw: ubject at 31 weeks GA; Second raw:
subject at 36 weeks GA; Third raw: subject at 44 weeks GA.
overlaps between tissue classes, occas onally the mis lassific tions persist.
This is the case for corpu callosum, which is of similar intensity to adjacent
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Figure 2.2.: An example of neonatal brain segmentation using tissue probability maps from
Kuklisova-Murgasova et al. [24]. (Left) T2 weighted MR image of a subject
at 36 weeks GA. (Right) Corresponding segmentation.
2.3.3. The EM Algorithm
The EM algorithm is a popular tool for simplifying di cult maximum likelihood problems.
Understanding how the EM algorithm works is important for understanding why the choice
of the atlas is so important for the EM.
The EM algorithm iterates between two steps: Expectation step and Maximization step.
In the first step, a mixture of Gaussians is fitted to the intensity histogram via Expectation-
Maximization [65]. Let P (m)il denote the prior and p
(m)
il the posterior probability of voxel
vi belonging to structure l at the m-th iteration of the EM algorithm. At this stage, there
is no prior informati available and therefore constant priors are used P (m)il = c
(m)
l . The
posterior probability maps are updated by interleaving the expectation step (E-step) and
maximization step (M-step):
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E-step:
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is smaller than a given threshold. G (yi, µ,  ) denotes the Gaussian distribution with mean
µ and variance  2, cl denotes mixture proportions and yi denotes the intensity of the image
Y at location vi. The process is initialized by choosing suitable values for means, variances
and mixing proportions. To make the process fully automatic, the intensity histograms of all
images are matched by linearly adjusting the mean and variance of the image intensities to
the same values and a standard set of parameters is then used to initialize the segmentations
of all images.
Kuklisova-Murgasova et al. [24] used a further step to correct for partial volume mis-
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classification on the CSF-GM and CSF-background boundaries. This was implemented by
replacing the constant priors Pil = cl used during EM classification with spatially varying
priors Pil = Pil|Ni , which are iteratively modified using labeling of the local neighbourhood
voxels, here denoted as Ni. The details being given in [24].
2.4. Summary
This chapter provided an overview of the image analysis techniques used throughout the
thesis, such as image registration and image segmentation, and the challenges of applying
such techniques to MR images of the developing brain. The next chapters, particularly 3 and
4, present methods for the construction of spatio-temporal atlases of the developing brain,
for the purpose of modeling normal growth in prematurely born infants and fetuses. The
need for developing atlases of the developing brain increases as adult brain atlases do not
adequately represent the maturational patterns of the developing brain, and the use of an
adult model in studying early brain growth may introduce substantial bias [29, 73,74].
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”Everyone who’s ever taken a shower has an idea. It’s the person who
gets out of the shower, dries o↵ and does something about it who makes a
di↵erence.”
– Nolan Bushnell
3. Construction of Consistent High-definition
Spatio-temporal Average Brain Atlases
Based on:
A. Serag, P. Aljabar, G. Ball, S.J. Counsell, J.P. Boardman, M.A. Rutherford, A.D. Edwards,
J.V. Hajnal, D. Rueckert. ”Construction of a consistent high-definition spatio-temporal atlas of the
developing brain using adaptive kernel regression”. NeuroImage, 59 (3), 2255-65, 2012.
Abstract
This chapter presents an approach for constructing a 4D atlas of the developing brain, between 28
and 44 weeks post-menstrual age at time of scan, using T2 weighted MR images from 204 premature
neonates. The proposed method used for the creation of the average 4D atlas utilizes non-rigid reg-
istration between all pairs of images to eliminate bias in the atlas toward any of the original images.
In addition, kernel regression is used to produce age-dependent anatomical templates. A novelty
in presented approach is the use of a time-varying kernel width, to overcome the variations in the
distribution of subjects at di↵erent ages. This leads to an atlas that retains a consistent level of
detail at every time-point. Comparisons between the resulting atlas and atlases constructed using
a ne and non-rigid registration are presented. The resulting 4D atlas has greater anatomic defini-
tion than currently available 4D atlases created using various registration approaches, an important
factor in improving registrations between the atlas and individual subjects with clear anatomical
structures. Also, the resulting 4D atlas can serve as a good representative of the population of
interest as it reflects both global and local changes.
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3.1. Introduction
I
n recent years, the ability to perform in-vivo imaging has made it possible to image
large and diverse populations with high resolution and high contrast. Furthermore, with
recent advances in computational anatomy, we can represent a population as a whole by
creating an average model or an atlas to represent the population instead of using a single
image of an exemplar subject. Average atlases have received increasing attention in the
area of medical image analysis because of their importance in the analysis of population
data. For instance, average atlases can be useful in detecting abnormalities by measuring
the variations in anatomy between an atlas and an individual subject [75–84].
In early development (before birth and during the first few months), the brain undergoes
more changes in size, shape and structure than at any other time in life [4]. Improved under-
standing of cerebral development during this critical period is important for mapping normal
growth, and for investigating mechanisms of injury associated with risk factors for malde-
velopment such as premature birth. Therefore, several studies have reported developmental
changes in gray matter (GM) and white matter (WM) volumes, extent of myelination, cor-
tex, and subcortical structures [5,7–10,20–23,27,28,30,33,35,64,68–70,84–89]. Most of these
studies have a limited number of subjects or a narrow age range. The need remains, however,
for a spatio-temporal atlas to model the dynamic changes during early brain development.
3.1.1. Related Work
Adult brain atlases do not adequately represent the maturational patterns of the developing
brain, and the use of an adult model in studying early brain growth may introduce substantial
bias [29, 74]. Therefore, in the literature, several researchers have proposed to develop a
digital atlas of the developing brain. Shan et al. [73] constructed an atlas of the pediatric
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human brain from a T1 weighted MR data set of a 9-year old subject, Jelacic et al. [90]
built a digital atlas facilitates learning about normal changes in the MR appearance of the
pediatric brain in subjects younger than 4 years, and Kazemi et al. [91] created a neonatal
brain template based on high resolution T1 MR images of 7 individuals with gestational
ages between 39 and 42 weeks at the dates of examination. Recently, Fonov et al. [74]
created age-appropriate MRI atlas templates for pediatric studies that represent the average
anatomy for the age range of 4.5  18.5 years.
With regard to methodology, the creation of an atlas requires the mapping of subjects of
a population into a common space where they can be compared. Defining such a common
space is a major topic of research in medical imaging. In the simplest case, atlases are created
from a large number of subjects where a single subject is used to define the common space
as in Evans et al. [75]. However, the resulting atlas is biased toward the chosen subject.
To reduce or avoid bias in the atlas toward any of the registered subjects, many alternative
atlas creation approaches have been proposed. The methods presented in Ashburner et
al. [92] and Guimond et al. [93] endeavour to reduce the bias toward a specific reference
by repeating the mapping process of the subjects to a successively updated reference in
an iterative manner until the average image converges to a stable atlas. Similar to Joshi
et al. [94] and Avants et al. [95], Lorenzen et al. [96] applied Fre´chet mean estimation to
develop a statistical framework for constructing unbiased brain atlases. Also, Bhatia et
al. [97] described a groupwise non-rigid registration algorithm to simultaneously register all
subjects in a population to a common reference (or natural) coordinate system, which is
defined to be the average of the population.
Another method proposed by Seghers et al. [98] carries out pairwise registration on all pairs
of images in the population, and each image is deformed by the average of the deformation
fields estimated between the image and all other images. The atlas is thus built by averaging
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all the deformed images. In the work of Park et al. [99], an image that is the closest to the
geometrical mean of a population is selected as a template by Multi-Dimensional Scaling
(MDS) [100] and subsequently all other images are registered to the selected template in
order to achieve the least bias in the atlas construction. However, optimal selection of a single
subject does not remove the risk of bias in the final registration. Rohlfing et al. [101] created
an atlas of normal adult human brain using unbiased non-rigid registration algorithm, which
is similar to the one described by Balci et al. [102]. Wilke et al. [103] proposed a method for
constructing reference templates by statistically analyzing a large sample (n=404) of healthy
children. The proposed algorithm was divided into two parts: regression of the reference
sample in a source population, and template creation for a target population.
Recently, Jia et al. [104] suggested an atlas construction method using a new group-wise
registration framework by constraining each image to deform only locally with respect to
its neighbors within the learned image manifold. Avants et al. [105] proposed an average
template generation by finding minimum shape distance in the di↵eomorphic space. More
recently, Fonov et al. [74] proposed an atlas generation technique which is based on the
work of Guimond et al. [93]. In contrast to Guimond et al., the work of Fonov et al.
used information from the previous iteration to initialize the non-linear registration at the
next iteration, which is particularly important in terms of speed for the convergence of the
iterative process.
There are examples of spatio-temporal atlases in the literature. Davis et al. [106] proposed
a method for constructing a time-varying non-rigid atlas using kernel regression. This kernel
regression approach has also been applied to create non-rigid average atlases of the aging
brain [107]. Recently, Kuklisova-Murgasova et al. [24] used kernel regression, with a ne
registration, to build a 4D atlas of preterm subjects, at gestational ages of 29-44 weeks,
and Habas et al. [108] used groupwise registration and voxel-wise non-linear modeling to
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construct a spatio-temporal average atlas of the fetal brain. The main limitations of these
atlases lie in their comparatively lower level of anatomic definition and the coverage of a
relatively narrow age range.
3.1.2. Contributions
This chapter presents an approach for constructing a 4D atlas of the developing brain using
non-rigid registration of MR brain images of preterm infants. A four-dimensional extension
of the approach of Seghers et al. [98] is developed, and kernel regression [109] is used to
produce age-dependent anatomical templates. A novelty in presented approach is the use
of a time-varying kernel width, to overcome the variations in the distribution of subjects at
di↵erent ages. The result is an unbiased spatio-temporal atlas with a much clearer level of
detail than currently available atlases derived via various a ne and non-rigid registration
approaches. Moreover, the atlas retains a consistent level of detail at every time-point.
Finally, the utility of the atlas is demonstrated by constructing growth charts for tissue
compartments, which can be used to map brain development in the perinatal period. An
overview diagram of the proposed framework is given in Figure 3.1.
3.2. Materials and Methods
3.2.1. Subjects
This study was carried out using T2 weighted MRI from 204 subjects. The age range at time
of scan was 26.7 to 44.3 weeks post-menstrual age (PMA), with mean and standard deviation
of 37.3 ± 4.8 weeks. All subjects were born prematurely, with mean age at birth 29.2 ± 2.7,
range 24.1   35.3 weeks PMA. Figure 3.2 shows the histogram of the ages at scan.
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Figure 3.1.: Proposed atlas construction framework.
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Figure 3.2.: Histogram of PMA at time of scan. The time-varying Gaussian kernels are
shown in green where a small kernel width is chosen at time intervals with more
subjects, while a larger width is chosen at time-intervals with less number of
subjects.
3.2.2. MR Acquisition
The images were acquired on 3T Philips Intera system with the following parameters: T2
weighted fast spin-echo (FSE): TR = 8700 ms, TE = 160 ms, flip angle = 90 degrees,
acquisition plane = axial, voxel size = 1.15 x 1.18 x 2 mm, FOV = 220 mm, acquired matrix
= 192 x 186. See Appendix A for more details.
3.2.3. Pre-processing
A first step in the construction of the brain atlas is the masking of non-brain tissues in
the images in the database. The Brain Extraction Tool (BET) [110] is used to remove all
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non-brain tissue in each image. All the extracted brain images were assessed by an expert
reviewer and in a minority of cases, BET was repeated with modified parameters (fractional
intensity threshold) until cleanup of residual eye and optic nerve voxels was achieved.
Images were corrected for field inhomogeneity using the N4 algorithm [111], which is a
modified version of the originally proposed N3 algorithm [112] that includes a modified
iterative update within a multi-resolution framework.
3.2.4. Adaptive-width Kernels
Kernel regression [109] has been used to construct 4D time-varying brain atlases [24,106,107].
The technique is used across a population of interest to compute the average brain template
at any given age, using weighted support from the temporal neighbors of the age selected.
The kernel serves to interpolate between the subjects (since there may be no subjects at the
exact age of interest). Moreover, it serves to average out the inter-subject variation. Let the
weight assigned to the ith scan at time t be given by a Gaussian kernel:
w(ti, t) =
1
 
p
2⇡
e
 (ti t)2
2 2
where ti denotes post-menstrual age at scan of the subject i in weeks.
An issue that has not received su cient attention is how to perform adjustment to ad-
dress uneven sampling distributions. Adaptive-width kernels can lead to improvement over
fixed-width kernels as adaptive kernels are more flexible and are better able to model com-
plex distributions [113–117]. Di↵erent from a fixed-width, an adaptive-width varies across
time to adapt to distribution changes. In fact, almost all the adaptive- or variable-width
kernels in the literature have been shown to be superior to fixed-width kernels for density
estimation [118].
57
In this work, as the subjects are not uniformly distributed over the age range, using a fixed
kernel width leads to a varying number of subjects contributing at di↵erent time-points. This
issue needs to be addressed in order to have an atlas that is consistent across time, i.e. the
constructed atlas shows a consistent level of detail at every time-point. Given that the image
data correspond to an age range of tmin to tmax, a spatio-temporal atlas is generated as a
sequence of volumes at a set of regularly sampled time-points between tmin + a to tmax   b
weeks to ensure su cient coverage for all volumes in the atlas. This is addressed by using
a time-varying kernel width to ensure a comparable numbers of subjects contribute to the
calculated atlas at all time-points between 28 and 44 weeks PMA. At time-intervals with
higher density of subjects, a small kernel width is chosen, while a larger kernel width is chosen
at time-intervals with fewer subjects (see Figure 3.2). However, large kernel widths can result
in very diverse sets of subjects being combined, which can cause a loss of anatomical detail
and a↵ect the preservation of the correct size and shape of structures in the average neonatal
atlas at di↵erent ages. Therefore, the change in brain volume over time is used to derive an
additional constraint when defining the kernel width in order to ensure that subjects chosen
at every time-interval are close together in terms of both age and brain volume.
Algorithm 1 initializes the kernel width,  , to 1 week for all time-points and retains scans
with weights greater than 0.35wmax, where wmax is the maximum possible weight for the
value of sigma. The median number, n¯, of subjects over all intervals is chosen as the desired
number for all time-intervals. Next, at every time-interval for which the number of subjects
is greater than n¯, the kernel width is decreased until number of subjects included is within
the range n¯±k where k defines tolerance bounds for the scan count. For time-intervals with
less than n¯ subjects, the kernel width is increased until the required number is obtained.
The kernel expansion stops if the brain volume of subjects included is further than a volume
tolerance value   from the interval mean volume. The choice of k determines whether a
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Algorithm 1: Subdivision of subjects into time-interval groups
Fix tolerance values k and   for the number of subjects and volume di↵erence.
Set  t to represent the kernel size at time-interval t.
Set  t to represent the set of subjects at time-interval t.
Set nt to represent the number of subjects at time-interval t.
Set n¯ to the median of the set of all nt at the outset.
Set v¯t to represent the mean brain volume at time-interval t.
foreach time-interval t do
if nt > n¯+ k then
repeat
Decrement  t.
Remove subjects from  t according to new  t size.
until nt 2 [n¯  k, n¯+ k]
end
if nt < n¯  k then
repeat
Increment  t.
Add to  t neighboring subjects satisfying new  t size and |vsubject   v¯t| <  
where   > 0.
until nt 2 [n¯  k, n¯+ k]
end
end
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feasible number of scans is possible for every time-point and, for used data, this was possible
with n¯ = 17 and k = 2, i.e. the number of scans for all time-points varied between fifteen
and nineteen.
It is worth mentioning, though, that the subdivision of subjects into time-interval groups
is done here while the regression is performed within the atlas construction step.
3.2.5. Registration
In the age range of this study, brain development incorporates global changes in size and
shape as well as local structural variations. Any estimated atlas needs to reflect these global
and local changes in order to be representative of the population of interest. Therefore, for a
given pair of images, registration was carried out in two steps. A global transformation was
first estimated using a 12 parameter a ne registration. An a ne registration was chosen for
the initial step to correct for global size and shape di↵erences due to growth. Subsequently,
using the result of the a ne registration as a starting point, a non-rigid registration step
was carried out. One image is described as the ’target’ and the second image as the ’source’.
After registration, the obtained transformation maps locations in the target to locations in
the source.
Let Tglobal represents a global a ne transformation and Tlocal represents a local non-rigid
displacement field. The global transformation can be represented by a translation vector
d and a 9 parameter a ne matrix M encoding rotations, scales and shears: Tglobal(x) =
Mx+d. The complete transformation T that accounts for both global and local di↵erences
between a pair of images is modeled as the sum of these local and global components:
T(x) = Tglobal(x) +Tlocal(x) =Mx+ d+Tlocal(x) (3.1)
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The non-rigid deformations were obtained using the free-form deformation (FFD) model
of Rueckert et al. [49], which has been shown to perform very well in a recent comparison of
non-rigid registration techniques [119]. The similarity metric used was normalized mutual
information (NMI) [52]. Refer to section 2.2 for more details.
3.2.6. Atlas Construction
The method used for the creation of age-dependent average space atlas is based on the use
of pairwise registrations and transformation averaging in a four-dimensional extension of the
approach of Seghers et al. [98]. Within a time-interval, pairwise registrations were carried out
by, in turn, selecting each image within the time-interval as a target image and subsequently,
by averaging the resulting transformations between the target and the rest of the images,
each target is mapped into a mean image. This produces a mean atlas estimate for each
chosen target and the final atlas is produced by averaging all the per-target estimates. The
choice of each image as a template eliminates bias in the atlas toward any of the original
images. The method is illustrated in Figure 3.3.
Let I1, . . . , In represent the images for all subjects within a time-interval. Each image Ii
is in turn selected as a reference template (target image), yielding transformations Ti,j for
j = 1, ..., n. These transformations are averaged to produce T¯i:
T¯i =
1
n
nX
j=1
Ti,j (3.2)
for each image i at a given time-interval; note that identity transformations are included.
Further details of averaging global and local transformations can be found in Aljabar et
al. [84].
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Figure 3.3.: The procedure to construct an age-dependent atlas. Within a time-interval, the
images of all subjects are registered to all others and subsequently transformed
by the average deformation into a mean shape image. The mean shape images
obtained for each input image are subsequently averaged after appropriate in-
tensity rescaling to compensate for global intensity di↵erences in the original
images.
When building a 4D atlas of the developing brain, a continuous spatio-temporal model
dependent on a parameter t, which represents time, is cerated (see Figure 3.4). Here, t is
the post-menstrual age at scan. Let t1, . . . , tn denote the scan time ages of the subjects. To
create such a spatio-temporal atlas, adaptive kernel regression is used. Therefore, Eq. (3.2)
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!"#$
Figure 3.4.: The procedure in Figure 3.3 is repeated at every time-interval in order to con-
struct a spatio-temporal atlas.
is extended to incorporate the weights derived from kernel regression:
T¯i(t) =
Pn
j=1w(tj, t)Ti,jPn
j=1w(tj, t)
(3.3)
The average atlas with mean shape and mean intensities at the age t can be estimated as:
A(t) =
Pn
i=1w(ti, t)Ii   T¯ 1iPn
i=1w(ti, t)
(3.4)
where mean images are voxel-wise weighted intensity averages which represent the age-
dependent average space atlas A at age t. However, before performing intensity averaging,
appropriate intensity rescaling has to be applied to compensate for global intensity di↵erences
between the images within the time-interval of interest as in Seghers et al. [98].
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3.3. Results
Figure 3.5 shows the resulting atlas using T2 weighted MR images at 28, 30, 32, 34, 36,
38, 40, 42 and 44 weeks PMA. However, it is worth mentioning that the atlas templates
were constructed for each week between 28   44 weeks PMA. In Figure 3.6, the final atlas
(An) is compared with an atlas constructed using a ne registration (Aa) [24]. The atlas
constructed using non-rigid registration has a higher level of anatomic definition with more
distinct boundaries between anatomical structures.
Figure 3.5.: The resulting atlas using T2 weighted MR images at 28, 30, 32, 34, 36, 38, 40,
42 and 44 weeks PMA.
No such spatio-temporal non-rigid atlas has been constructed using a large number of sub-
jects and for such a wide range of ages and this makes it di cult to compare the constructed
atlas against a benchmark atlas. However, recently Shi et al. [120] constructed infant atlases
for neonates, 1-year-olds, and 2-year-olds from 95 subjects using a non-rigid registration
approach [121]. Figure 3.7 compares the constructed atlas with an infant template at 41
weeks provided by Shi et al. 1. The atlas constructed using the proposed method has greater
1http://bric.unc.edu/ideagroup/free-softwares/
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Figure 3.6.: Comparison of the resulting atlas (An) with the a ne atlas (Aa) at 30, 32, 34,
36, 38, 40, 42, and 44 weeks PMA.
Figure 3.7.: Comparison of the resulting atlas (top) with a non-rigid neonatal atlas as from
Shi et al. (bottom) at 41 weeks.
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anatomic definition; note the substantial lower anatomic definition which can be observed
in cortical regions.
3.3.1. Improved Registration
The assessment of the quality of any atlas is a challenging problem. An assessment of atlas
quality was carried out based on the registration of pairs of images chosen from the neonatal
dataset to Aa and An.
Seven pairs were drawn randomly from among the neonatal images within each time-
interval and each image of each pair was separately registered to each of the neonatal atlases,
Aa and An. Assume Ii and Ij are a pair of images within a time interval, and Tai , Taj , Tni , Tnj
are the results of four non-rigid registration runs (using the same registration parameters)
between each of Ii, Ij and Aa, An. Applying these transformations yields a registered
version of each image to each type of template, denoted Iai , I
a
j and I
n
i , I
n
j . Figure 3.8
shows an example of three pairs at 29, 37 and 43 weeks PMA and the di↵erence between
each pair after non-rigid registration to the Aa and An respectively. It can be seen that,
after aligning each pair to An, fewer di↵erences remain compared to those that remain after
alignment to Aa.
In order to quantify these observations, cross-correlation was used to measure the similarity
between the pairs after registration to each of the atlases, i.e. simai,j = cc(I
a
i , I
a
j ) and
simni,j = cc(I
n
i , I
n
j ). Figure 3.9 shows the average cross-correlation of seven pairs at every
time-interval. The results show a significantly higher level of simni,j in comparison with sim
a
i,j.
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Figure 3.8.: An example of three image pairs at 29, 37, and 43 weeks PMA (top to bottom).
The 3rd and 4th columns (from left to right) show the di↵erence between the
pair after non-rigid registration to the a ne and non-rigid atlases, respectively.
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Figure 3.9.: Average cross-correlation at every time-interval which is used to measure the
similarity between image pairs after registration to Aa and An. Error bars
represent standard deviation.
3.3.2. E↵ect of Adaptive-width Kernels
Figure 3.10 shows the e↵ect of using adaptive-width kernel. It can be seen that a fixed-width
kernel leads to an atlas which is inconsistent across time. In particular, the fixed-width kernel
frames at ages 38 and 44 weeks di↵er from their temporal neighbors due to fewer subjects
at these ages. In contrast, the adaptive-width kernel atlas retains a consistent appearance
with the same level of detail at all intervals.
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Fixed-width vs adaptive-width
Fixed σ
Adaptive σ
4442403836343230
Figure 3.10.: The e↵ect of using adaptive-width kernel.
3.3.3. Brain Growth
Each of the 204 scans was segmented using EM classification (see section 2.3.3) and proba-
bilistic atlas priors from Aa, and volumes of brain tissue, cortex, white matter (WM), deep
gray matter (DGM), cerebellum and brainstem were calculated. Figure 3.11 shows scatter-
plots of volumes of brain tissue and di↵erent segmented sub-structures. A cubic polynomial
was fitted to estimate the trend in growing volume of brain tissue and sub-structures. In the
same way, the 4D atlas An was segmented and volumes of segmented tissues were calculated.
The segmented tissues of the resulting atlas are seen as red squares in Figure 3.11. Those
squares which represent the volume of di↵erent brain tissues of the atlas are located very
close to the fitted model and within the 95% confidence interval.
Goodness of fit was evaluated by comparing the norm of residuals between the observa-
tional data and the fitted curve, and by comparing di↵erences in the norms of residuals
between polynomial fits of di↵erent orders using a F-test. The cubic polynomial provided an
excellent fit with low residuals. The F-test demonstrated a statistically significant di↵erence
between the variance from the cubic fit and polynomials of lower order, which suggests that
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Figure 3.11.: Volumes for all scans (blue circles) of the brain tissue and other structures
(brainstem, cerebellum, cortex, DGM, WM) plotted against age at time of
scan. A fitted cubic polynomial model (black line) and 95% confidence intervals
(dashed lines) are also shown. They are compared to the volumes extracted
from the resulting atlas (red squares).
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volumetric brain growth has a non-linear relationship with post-menstrual age at time of
scan as reported in other studies [122–124].
Some outliers were noticed on Figure 3.11. The two outliers on the brainstem and cere-
bellum scatterplots are due to the mis-registration of an identified subject to the atlas, and
hence automatic segmentation was not accurate. The outliers noticed on the cortex and
WM scatterplots are due to the increase in cortex and WM variability with age.
3.4. Discussion and Conclusion
An approach for constructing a 4D atlas of the developing brain using non-rigid registration
has been presented. The approach uses MR images from 204 preterm infants aged between
28 and 44 weeks post-menstrual age. With proposed approach, the result is an unbiased
spatio-temporal atlas with a much clearer level of detail at all ages than has previously been
available. A comparison between the resulting atlas and a linearly produced atlas in a similar
age range [24] showed that constructed atlas has greater anatomic definition throughout the
brain. Also, the resulting atlas showed a higher level of detail when compared to another
atlas constructed using di↵erent non-rigid registration approach [120].
The resulting atlas enables improved registration between the atlas and individual subjects
with clear anatomical structures. This is in contrast to atlases that lack detail for which it
is harder to identify the finer correspondences with the scans of individual subjects. Figure
3.8 shows that after aligning each of three pairs to An, fewer di↵erences remain compared
to those that remain after alignment to Aa. This is clearer for the scans of older subjects
which display a greater level of structural complexity. The improved registration between
the atlas and individuals can lead to more precise analysis and detection of abnormalities
by measuring the anatomical variation between the atlas and the individual subject.
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Moreover, volumetric measurements of the cohort show that brain growth has a non-linear
relationship with post-menstrual age at time of scan, and that the resulting 4D atlas can
serve as a representative of the population of interest as the volumes it gives for these global
and local changes exhibit a similar growth model.
Although age at scan was used as a covariate in this study, it might be interesting to
explore how the period between birth and scan could a↵ect the results. However, there is
no strong evidence from experimental studies to support this opinion. Recently, Aljabar et
al. [125, 126] used age at birth and age at scan as covariates of interest and concluded that
age at scan is the dominant factor a↵ecting brain shape and MR appearance.
3.4.1. Comparison to Other Atlas Building Approaches
In the proposed atlas building strategy, a four-dimensional extension of the approach of
Seghers et al. [98] has been developed, and adaptive kernel regression has been used to
produce age-dependent anatomical templates. Since the actual averaging is done in space
and time, the result is a spatio-temporal atlas as it provides templates in both space and
time.
In contrast to Guimond et al. [93], Ashburner et al. [92] and Fonov et al. [74] which de-
veloped an iterative averaging algorithm to reduce bias, based on the work of Seghers et
al. [98], pairwise registrations have been carried out by, in turn, selecting each image within
the time-interval as a target image and subsequently, by averaging the resulting transforma-
tions between the target and the rest of the images, they are mapped into a mean image.
The choice of each image as a template eliminates bias in the atlas toward any of the original
images.
72
In Wilke et al. [103] and Kuklisova-Murgasova et al. [24], images were aligned using a ne
registration only which leads to lower level of anatomic definition in the resulting atlas.
Hence, it can be di cult to register an individual subject with clear anatomical structures
to a comparatively blurry template image that may not provide su cient anatomical infor-
mation to guide the registration process [72].
Even though the free-form deformation (FFD) model of Rueckert et al. [49] is used, it
should be noted that an advantage of the proposed atlas building approach is its indepen-
dence of the registration technique. This is because brain volumes are used to define part
of the constraints when calculating the kernel width to ensure that subjects chosen at every
time-interval are similar. Hence, only relatively small di↵erences remain among the im-
ages used for an interval and therefore the majority of registration techniques may be used
including those that adopt a small deformation model.
Joshi et al. [94], Kazemi et al. [91], Bhatia et al. [127] and Habas et al. [108] created
atlases from eight, seven, 22 and 20 subjects, respectively, which is substantially fewer than
the number used in this study. Finally, the atlas described in this work represents a neonatal
age range from 28 to 44 weeks, a much wider range than has been available in previous atlases.
3.4.2. Fixed-width versus Adaptive-width
In spatio-temporal brain modeling, almost all implementations of the kernel regression
method adopt fixed-widths, e.g. Davis et al. [106], Ericsson et al. [107] and Kuklisova-
Murgasova et al. [24]. The fixed-width approach has a disadvantage that the estimated atlas
frames can have di↵erent properties due to changes in the sample size used for each interval.
Such inconsistencies reduce the comparability of the atlas across di↵erent time-points (see
Figure 3.10). In addition, in time intervals with fewer images, the estimated atlas is more
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likely to be biased and less representative of the population. By contrast, the adaptive-width
approach assigns each time-interval a constant population support, which makes the result-
ing atlas retain the same level of detail at every time-interval and hence provides greater
temporal consistency.
3.5. Summary
This chapter presented an approach for constructing a 4D atlas of the developing brain using
non-rigid registration of MR images of preterm infants. In the next chapter, the aim is to
extend the approach to construct a multi-channel 4D probabilistic atlas that incorporates
average intensity templates from multiple modalities and tissue probability maps. Having
such a probabilistic atlas is important because the developing brain exhibits substantial
intensity variability (see section 1.2). Hence, the need increases for spatial prior information
in order to improve the robustness of neonatal brain segmentation algorithms.
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”Do not wait; the time will never be ’just right’. Start where you
stand, and work whatever tools you may have at your command, and better
tools will be found as you go along.”
– Napoleon Hill
4. Construction of Multi-channel Spatio-temporal
Brain Atlases: Incorporating Multiple Modalities
and Tissue Segmentations
Based on:
A. Serag, P. Aljabar, V. Kyriakopoulou, S.J. Counsell, J. Boardman, M.A. Rutherford, A.D.
Edwards, J.V. Hajnal, D. Rueckert. ”A Multi-channel 4D Probabilistic Atlas of the Developing
Brain: Application to Fetuses and Neonates”. Special issue of the Annals of the BMVA Vol. 2012,
No. 3, pp 1-14, 2012.
Abstract
Brain atlases are widely used in the neuroscience community as a tool for providing a standard
space for comparison of subjects. Most e↵orts so far have focused on single modality brain atlases,
however, the need remains for a multi-channel spatio-temporal atlas to model the dynamic changes
in multiple modalities and to provide tissue priors used to enhance the intensity-based classifica-
tion of brain MRI. This chapter presents an approach for constructing a 4D multi-channel atlas
of the developing preterm brain which incorporates multiple modalities and tissue segmentations.
Moreover, the approach is applied to a new dataset of magnetic resonance (MR) images from 80
fetuses aged between 23 and 37 weeks of gestation at time of scan. The resulting atlases shown to
improve atlas-based automatic segmentation. Also, the fetal atlas provides a natural benchmark
for assessing preterm born neonates and give some insight into di↵erences between the groups.
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4.1. Introduction
T
he spatio-temporal analysis of brain structures in early development, defined here as
the period before and around birth, from MR images is important for studying normal
growth and for investigating mechanisms of injury associated with risk factors for maldevel-
opment such as premature birth. Hence, the need increases for spatio-temporal brain atlases
to model the dynamic changes during early brain development.
Most e↵orts so far have focused on single modality brain atlases, however, the need re-
mains for a multi-channel spatio-temporal probabilistic atlas to model the dynamic changes
in multiple modalities and to provide tissue priors used to enhance the intensity-based clas-
sification of brain MRI. In pediatrics, Joshi et al. [94] constructed a probabilistic atlas of
anatomical structures from 2 year old children. Also, Wilke et al. [103] constructed reference
templates and probability maps from 404 healthy children aged 5  18 years.
In neonates and fetuses, Altaye et al. [128] constructed infant templates and brain tissue
probability maps based on the MR brain image data from 76 infants ranging in age from 9
to 15 months. Habas et al. [108] constructed a spatio-temporal atlas of the fetal brain that
incorporates age-specific MR templates and tissue probability maps from 20 fetuses (20.57
to 24.71 weeks). In addition, Kuklisova-Murgasova et al. [24] constructed a four-dimensional
probabilistic atlas of preterm subjects aged between 29 and 44 weeks. The main limitations
of these atlases lie in their comparatively lower level of anatomic definition and the coverage
of a relatively narrow age range.
The previous chapter presented an approach for constructing a 4D atlas of the developing
brain using non-rigid registration of MR images of preterm infants. In this chapter, the
approach is extended to generate a multi-channel atlas that incorporates average intensity
templates from multiple modalities and tissue probability maps. Basically, the registrations
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are performed on one modality and the resulting transformations are used in parallel to
deform other modalities and/or segmentations. The result is unbiased spatio-temporal multi-
channel atlases with a clear level of detail. Moreover, the generated tissue probability maps
are shown to improve the atlas-based automatic segmentation process comparing to the tissue
probability maps generated using a ne registration approaches. Also, the resulting fetal and
neonatal atlases are compared to each other to obtain some insight into di↵erences between
the groups. An overview diagram of the steps used in the framework is given in Figure 4.1.
4.2. Materials and Methods
4.2.1. Subjects and Image Acquisition
Neonates T1 and T2 weighted MR images from 204 premature neonates were used in the
study (no preterm babies had visually obvious pathology). The age range at the time of scan
was 26.7 to 44.3 weeks PMA, with mean and standard deviation of 37.3 ± 4.8 weeks (see
histogram in Figure 4.2). All subjects were born prematurely, with mean age at birth
29.2 ± 2.7, range 24.1   35.3 weeks PMA. The images were acquired on 3T Philips Intera
system with the following parameters: (1) T1 weighted 3D MPRAGE: TR = 17 ms, TE =
4.6 ms, inversion delay = 1500 ms, flip angle = 13 , acquisition plane = sagittal, voxel size
= 0.82 x 1.03 x 1.6 mm, FOV = 210 x 167 mm and acquired matrix = 256 x 163; (2) T2
weighted fast spin-echo (FSE): TR = 8700 ms, TE = 160 ms, flip angle = 90 , acquisition
plane = axial, voxel size = 1.15 x 1.18 x 2 mm, FOV = 220 mm and acquired matrix = 192
x 186. See Appendix A for more details.
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Figure 4.2.: Histogram of age at time of scan: Fetuses (left) and Neonates (right).
Fetuses T2 weighted MR images from 80 fetuses with normal brain appearances were used
in the study. The age range at the time of scan was 21.7 to 38.7 weeks GA, with mean
and standard deviation of 29.6 ± 4.6 weeks (see histogram in Figure 4.2). The images were
acquired on 1.5T Philips Achieva system (Best, The Netherlands) with the following pa-
rameters: T2 weighted single shot Fast Spin Echo (ssFSE) TR = 15000 ms, TE = 160 ms,
flip angle = 90  and voxel size = 1.25 x 1.25 x 2.5 mm. For each subject multiple stacks
of images (typically a total of 8) were acquired in approximately transverse, sagittal and
coronal planes and the data reconstructed into a single 3D brain volume using the slice-to-
volume reconstruction method described in [17] (an example is shown in Figure 1.3). The
reconstruction voxel size is 1.18 x 1.18 x 1.18 mm. See Appendix A for more details.
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4.2.2. Pre-processing
As a first step in the construction of the brain atlas, the Brain Extraction Tool (BET) was
used [110] to remove all non-brain tissue in each image. All the extracted brain images
were assessed by an expert reviewer and in a minority of cases, BET was repeated with
modified parameters (fractional intensity threshold) until cleanup of residual eye and optic
nerve voxels was achieved. Figure 4.3 show an example of fetal and neonatal subjects after
brain extraction.
Figure 4.3.: An example of brain extracted subjects: Fetus (left) and Neonate (right).
Images were corrected for field inhomogeneity using the N4 algorithm [111], which is a
modified version of the originally proposed N3 algorithm [112] that includes a modified
iterative update within a multi-resolution framework.
In order to be able to construct probability maps, all the data in both groups were seg-
mented. The fetal data was manually segmented by a medical expert into brain hemispheres,
ventricles, cortex and CSF. The neonatal data was segmented as proposed in [24] into brain-
stem, cerebellum, cortex, CSF, deep gray matter and WM.
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4.2.3. Adaptive-width Kernels
Similar to previous chapter (see section 3.2.4), adaptive-width kernels are used here for
the automatic subdivision of subjects into time-interval groups. For the neonatal data, the
number of scans for all time-points varied between fifteen and nineteen, and for the fetal
data, the number of scans for all time-points varied between eight and twelve.
4.2.4. Registration
For a given pair of images, image registration is carried out as in Eq. 3.1: First, a global
transformation is estimated using a ne registration; second, a non-rigid registration step is
carried out using the result of the a ne registration as the initial transformation. Refer to
section 3.2.5 for details.
4.2.5. Construction of Multi-channel 4D Atlases
The method used for the creation of age-dependent average space atlas in section 3.2.6 is
extended here to build multi-channel spatio-temporal atlases which incroporate multiple
modalities and tissue segmentations.
In order to construct a multi-modal atlas (in case of neonates), the pairs of T1 and T2
weighted scans acquired in each session were rigidly co-registered. As T2 weighted images
usually have a better contrast than T1 weighted images for the age group studied, the regis-
tration is performed on the T2 weighted images and the resulting transformations then can
be used in parallel to deform T1 weighted images for each subject.
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The average atlas with mean shape and mean intensities for modality m at the age t can
be estimated as:
Am(t) =
Pn
i=1w(ti, t)Ii,m   T¯ 1iPn
i=1w(ti, t)
(4.1)
where mean images are voxel-wise weighted intensity averages which represent the age-
dependent average space atlas Am at age t. However, before performing intensity averaging,
appropriate intensity rescaling has to be applied to compensate for global intensity di↵erences
between the images within the time-interval of interest as in Seghers et al. [98].
Similarly, probability maps Pk(t) for tissue k and age t are obtained by transferring the seg-
mentations of individual images, Si,k, to the age-dependent average reference space followed
by voxel-wise weighted averaging:
Pk(t) =
Pn
i=1w(ti, t)Si,k   T¯ 1iPn
i=1w(ti, t)
(4.2)
Thus, the final age-dependent probability maps are obtained by Gaussian weighted averaging
of the segmentations over time. Hence, the segmentations of subjects with ages that are close
to the desired time-point t will have higher weights, while the segmentations of the subjects
with ages further from the time-point t will have lower weights.
4.3. Results
Figure 4.4 shows the constructed four-dimensional multi-modal probabilistic neonatal atlas
and associated probability maps at 28, 30, 32, 34, 36, 38, 40, 42 and 44 weeks PMA. Figure 4.5
shows the constructed four-dimensional probabilistic fetal atlas and associated probability
maps at 23, 25, 27, 29, 31, 33, 35, and 37 weeks GA.
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Average Template (T1W)
Average Template (T2W)
Probability Map (WM)
Probability Map (Cortex)
Probability Map (CSF)
Probability Map (DGM)
Figure 4.4.: The resulting 4D multi-modal probabilistic atlas of neonatal brain structures at
ages of 28, 30, 32, 34, 36, 38, 40, 42 and 44 weeks PMA shown in axial view.
From top to bottom: T1W average intensity templates, T2W average intensity
templates, white matter, cortex, cerebrospinal fluid and deep gray matter. The
brainstem and cerebellum are not shown, as they are not present in this slice.
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Probability Map (Hemispheres)
Probability Map (Cortex)
Probability Map (CSF)
Probability Map (Ventricles)
Figure 4.5.: The resulting 4D probabilistic atlas of fetal brain structures at ages of 23, 25,
27, 29, 31, 33, 35 and 37 weeks PMA shown in axial view. From top to bottom:
T2W average intensity templates, brain hemispheres, cortex, cerebrospinal fluid
and ventricles.
In the previous chapter, the proposed atlas construction approach using adaptive-kernel
regression has shown to lead to an atlas that retains a consistent level of detail at every
time-point. Also, the 4D neonatal atlas has shown to have greater anatomic definition
than currently available 4D atlases created using various a ne and non-rigid registration
approaches. In the next section, the focus is on assessing the quality of the constructed
atlases using proposed approach in improving atlas-based automatic segmentation tasks.
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4.3.1. Improved Segmentation
Each of the 204 neonatal scans was segmented using EM classification (see section 2.3.3) and
probabilistic atlas priors from Aa [24] and An into cortex, white matter, deep gray matter,
cerebellum and brainstem. To perform quantitative evaluation of the segmentations, the
MR images from 10 randomly chosen subjects were manually segmented, and selected to
be evenly distributed throughout the age-range (approximately 1.5 weeks PMA apart). For
each subject 10 axial slices evenly distributed and covering the whole brain were segmented.
The Dice overlap coe cient [129] is a measure of how well two corresponding segmented
regions agree with each other. The Dice overlap coe cient is defined as:
D(X, Y ) =
2|X \ Y |
|X|+|Y |
where X and Y are two corresponding segmentations. The Dice overlap between the auto-
matic and manual segmentations is shown in Table 4.1.
Table 4.1.: Dice overlaps for neonatal segmentations.
WM Cortex Brainstem Cerebellum DGM
Aa 0.90±0.06 0.81±0.07 0.87±0.03 0.88±0.03 0.91±0.02
An 0.93±0.04 0.83±0.04 0.91±0.02 0.94±0.02 0.94±0.02
Using priors from An, the results show very good average agreement of at least 0.91 for
all structures except for the cortex (0.83). Moreover, visual inspection of the segmentations
showed that the automatic labeling using priors from An was of better quality to the auto-
matic labeling using priors from Aa (see Figure 4.6).
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Figure 4.6.: Visual comparison of the automatic segmentations using priors from Aa and An.
Automatic labeling using priors from An has better quality to the automatic
labeling using priors from Aa.
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To perform quantitative evaluation of the fetal segmentations, fifteen randomly chosen
subjects were selected to be evenly distributed throughout the age-range. Again, the Dice
overlap between the automatic and manual segmentations is shown in Table 4.2. The re-
sults show very good average agreement of at least 0.90 for all structures except for the
cortex (0.84).
Table 4.2.: Dice overlaps for fetal segmentations.
Hemispheres Ventricles Cortex
0.90±0.06 0.92±0.04 0.84±0.06
4.3.2. Fetuses versus Neonates
The variation between infants born prematurely and fetuses has received increasing attention
in the area of medical image analysis, therefore a comparison between both groups is carried
out using the constructed spatio-temporal atlases. Visual inspection shows that the fetal
head shape is rounder than in the preterm group (see Figure 4.7).
Also, the following experiment is carried out to investigate the local variation between
fetuses and premature neonates. To calculate regional volume changes between both atlases,
each anatomical template in the fetal atlas was non-rigidly registered [49] to the correspond-
ing template in the premature neonatal atlas. The Jacobian determinant J (see section 2.2.7)
of each resulting deformation field is used to quantify di↵erences between the registered tem-
plates of the premature neonates and the fetal templates. The Jacobian determinant for any
given location in the reference coordinate system for each neonatal template provides an
estimate of the point-wise volume change of that template with respect to the corresponding
fetal template (J < 1 for local shrinkage and J > 1 for local expansion).
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Figure 4.7.: Each anatomical template in the fetal atlas was registered to the corresponding
template in the premature neonatal atlas (left). Mean J of the deformation
fields inside the thalamus between corresponding time frames in both atlases
(right).
MRI-analysis studies have suggested that preterm infants at term-equivalent age have
reduced tissue volume in the basal ganglia and thalami [130,131]. Here, the evaluation is re-
stricted to the thalamus region and its volume change between the neonatal and fetal atlases
over time is evaluated. The mean value of the determinant of the Jacobian of the defor-
mation field inside the thalamus at each time frame is estimated and plotted in Figure 4.7.
The mean Jacobian determinant of the deformation fields inside the thalamus increases with
age which shows a tendency for thalamic volume di↵erence between the groups to increase
with time.
4.4. Discussion and Conclusion
The chapter presented an approach for constructing multi-channel 4D atlases of the devel-
oping brain. Spatio-temporal brain atlases for di↵erent groups have been constructed, using
MR images from 284 subjects: 204 premature neonates between 28 and 44 weeks PMA at
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time of scan, and 80 fetuses between 23 and 37 weeks GA at time of scan.
The segmentation results of the neonatal data showed very good average agreement with
manual segmentations of at least 0.91 for all structures except for the cortex (0.83). For the
fetal data, the results showed an average agreement of at least 0.90 for all structures except
for the cortex (0.84). The cortex is a thin strip and the overlap of such a structure is likely
to be lower in general. Moreover, the cortex has ambiguous boundaries due to the partial
volume e↵ect, especially in younger subjects in which the cortical thickness is often only
1  2 voxels.
The homogeneity of the tissue within a voxel could be an issue for both manual segmenta-
tion and automatic labeling. However, in atlas-based segmentation tasks, spatial normaliza-
tion is not excessively confounded by partial volume e↵ects when using images which have
a relatively high resolution, 1 or 1.5 mm voxel size [132]. This was also confirmed in an
other study [133] where spatially normalized images were resliced to 1x1x1 mm voxel size to
minimize partial volume e↵ect.
On the other hand, in the approach proposed by Kuklisova-Murgasova et al. [24] images
were aligned using a ne registration only, which can not compensate for local inter-subject
shape variability and the resulting intensity-averaged template is necessarily blurred in re-
gions where this variability is large, such as the cortex. Hence, using the EM algorithm
with such blurry templates, partial volume misclassification appeared to be an issue at some
locations, particularly CSF-GM and WM-GM boundaries (see Figure 4.6). For instance, in
particular at older ages, a few voxels of CSF surrounded by GM tissue are likely to have a
higher spatial probability belonging to the GM class rather than belonging to the CSF class.
Furthermore, it can be di cult to register an individual subject with clear anatomical
structures to a comparatively blurry template that may not provide su cient anatomical
information to guide the registration process [72]. In Wang et al. [134], several schemes for
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brain atlas construction were evaluated by the ability of the constructed intensity template
and label atlas to accurately segment di↵erent brain regions by atlas-based segmentation us-
ing intensity-based image registration. Wang et al. also indicated that an intensity-averaged
template constructed using non-linear alignment has better segmentation performance com-
pared to templates constructed by a ne alignment only.
A fetal atlas provides a natural benchmark for assessing preterm born neonates and the
performed comparison gives some insight into di↵erences between the groups. The quantita-
tive results showed a tendency for thalamic volume di↵erence between the groups to increase
with time. In addition, to my knowledge, this is the first time that such a spatio-temporal
fetal atlas with this level of clarity and detail has been constructed using this number of
subjects and for such a wide range of ages.
4.5. Summary
In this chapter, the approach for constructing a 4D atlas of the developing brain, proposed
in the previous chapter, has been extended to generate a multi-channel 4D atlas that incor-
porates average intensity templates from multiple modalities and tissue probability maps.
Multi-channel 4D brain atlases for di↵erent groups (fetuses and premature neonates) have
been constructed. However, such atlases are important for studying normal growth and for
gaining some insight into di↵erences between the groups, it remains important to study brain
development in longitudinal images.
Registration of longitudinal images, images acquired from the same subject at di↵erent
time points, have an increasingly important role in medical image analysis and is valuable
for assessing the brain in early development. However, as mentioned earlier, the developing
brain undergoes significant changes in size, shape and structure than at any other time in life.
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Therefore, registering two scans of the same subject taken during early brain development
is di cult due to large shape and appearance di↵erences. As constructed spatio-temporal
atlases have anatomical snapshots at close time-points, they can be useful in aiding the longi-
tudinal registration process between images with large anatomical variation. This is because
spatio-temporal atlases provide information about the missing anatomical evolution between
two scans taken over large time-intervals. The next chapter proposes a novel framework for
longitudinal registration, which can accommodate large intra-subject anatomical variations.
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”Champions aren’t made in the gyms. Champions are made from
something they have deep inside them – a desire, a dream, a vision.”
– Muhammad Ali
5. A Novel Longitudinal Registration Framework for
MR Images with Large Anatomical Variation
Based on:
Ahmed Serag, Paul Aljabar, Serena J. Counsell, James P. Boardman, Jo V. Hajnal, Daniel
Rueckert. ”LISA: Longitudinal Image registration via Spatio-temporal Atlases”. The 9th IEEE
International Symposium on Biomedical Imaging - ISBI, 334-337, 2012.
Abstract
This chapter describes a novel framework for longitudinal registration which can accommodate large
intra-subject anatomical variation. The framework exploits previously developed spatio-temporal
atlases, which can aid the longitudinal registration process as it provides prior information about
the missing anatomical evolution between two scans taken over a large time-interval. The spatio-
temporal atlas is used to develop an approach to carry out longitudinal registrations via atlas
propagation. The evaluation experiments are carried out using 50 subjects with two scans taken
at di↵erent time-intervals. Di↵erent metrics are used, including intensity similarity, segmentation
overlap and surface distance, to assess the registration performance. The proposed registration
framework outperforms direct registration by providing an accurate and consistent registration,
particularly when the time-interval between scans increases. The approach is referred to as a
framework for Longitudinal Image registration via Spatio-temporal Atlases (LISA).
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5.1. Introduction
M
agnetic resonance imaging (MRI) studies designed to compare anatomical variabil-
ity within or across populations often require the transformation of large numbers
of images into a common space with the aim to align images acquired from di↵erent sub-
jects. However, registration of longitudinal images (images acquired from the same subject
at di↵erent time points) also has an increasingly important role in medical image analysis
because this approach is valuable for assessing the brain in early development, normal aging,
and neurodegenerative diseases such as dementia. For instance, in early development, before
birth and during the first few months, the brain undergoes significant changes in size, shape
and structure than at any other time in life [4, 19, 20, 29, 135]. Therefore, registering two
scans of the same subject taken during early brain development is challenging due to large
shape and appearance di↵erences.
Several approaches have been proposed to overcome the problem of medical image reg-
istration when there is a large anatomical variation. The framework of the Large Defor-
mation Di↵eomorphic Metric Mapping (LDDMM) [42, 44, 46] is one of these registration
techniques: It can represent large deformations through time-varying velocity fields that
describe geodesics between images, or in other words the shortest path between the image
according to a selected metric. The LDDMM registration framework finds geodesics within
the space of di↵eomorphisms. However, the space of di↵eomorphisms is still a very large. As
a result a geodesic path in this space can easily lie outside the space of anatomically plau-
sible deformations. Recently, Hamm et al. [55] proposed a registration framework to cope
with such a problem by approximating analytical geodesic paths through the anatomical
manifold with finite sequences of small deformations observed in the actual anatomies in the
populations. Although this method can accommodate large deformations, it is di cult to
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apply because the study population has to be very large. In addition, this approach does not
exploit the temporal ordering (post-menstrual age) present in the population of this study.
In the context of longitudinal image registration, Liao et al. [58] recently proposed a
framework to construct longitudinal atlases that takes both the subject-specific longitudinal
changes and the population shape variation information into account. However, this method
is limited by requiring several scans per subject with relatively small variation. More re-
cently, Holland et al. [56] presented a nonlinear registration method that enables precise
quantification of large whole brain deformations, cortical surface shrinkage and subtle sub-
cortical changes in small ROIs, based on serial MRI scans of an individual. The method
relies on the assumption that tissue intensity signatures do not change over time. There-
fore, application of the method to quantify structural development in neonatal brains, or to
progression of diseases, will require modeling of the associated MRI contrast changes [57].
This chapter proposes a novel framework for longitudinal registration, which can accom-
modate large intra-subject anatomical variations. The framework exploits spatio-temporal
atlases with anatomical snapshots at di↵erent time-points that aid the longitudinal registra-
tion process. The assumption is that spatio-temporal atlases can provide prior information
about the missing anatomical evolution between two scans taken over large time-intervals.
An evaluation was carried out using 50 subjects with intra-subject scans at di↵erent time-
intervals. Information from di↵erent evaluation metrics are used to assess the quality of the
proposed registration framework.
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5.2. Materials and Methods
5.2.1. Subjects and Image Acquisition
The study group comprised 50 premature infants; two scans were available for each subject.
The mean age at birth was 28.77 ± 2.77, range 24.57   35.29 weeks post-menstrual age
(PMA). The age range at the time of scan was 27.14 to 44.29 weeks PMA, with mean and
standard deviation of 36.33 ± 5.64 weeks. The mean length of time to the second scan was
10.33 weeks (range = 3.71 to 15.98 weeks). Figure 5.1 shows the time-interval between the
two scans of each subject.
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Figure 5.1.: The time-interval between the two scans of each subject
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All images were acquired on 3T Philips Intera system with the following parameters: T2
weighted fast spin-echo (FSE): TR = 8700 ms, TE = 160 ms, flip angle = 90 degrees,
acquisition plane = axial, voxel size = 1.15 x 1.18 x 2 mm, FOV = 220 mm and acquired
matrix = 192 x 186. See Appendix A for more details.
5.2.2. Pre-processing
A first step in the proposed framework is the masking of non-brain tissues in all images
in the database. The Brain Extraction Tool (BET) is used [110] to remove all non-brain
tissue in each image. Then, images were corrected for intensity inhomogeneity using the N4
algorithm [111]. See Appendix B for more details.
5.2.3. Image Registration
For a given pair of images, image registration is carried out in two steps: First, a global
transformation is estimated using a ne registration; second, a non-rigid registration step
is carried out using the result of the a ne registration as the initial transformation. After
registration, the obtained transformation maps locations in the target image to locations in
the source image. The non-rigid deformations are obtained using the free-form deformation
(FFD) model proposed by Rueckert et al. [49] with normalized mutual information as the
similarity metric. Refer to section 2.2 for details.
5.2.4. Spatio-temporal Atlases
Spatio-temporal atlases with anatomical snapshots at close time-points can aid the longi-
tudinal registration process because they provide information about the missing anatomical
evolution between two scans taken over a large time-interval. In chapter 3, a spatio-temporal
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Figure 5.2.: Temporal registration between atlas successive templates.
atlas 1 of the developing brain was constructed from 204 neonatal subjects aged 26.7  44.3
weeks PMA at time of scan [136]. This spatio-temporal atlas has greater anatomical defini-
tion than currently available atlases created using various a ne and non-rigid registration
approaches. Furthermore, the atlas has a dense temporal sampling of evolution as it pro-
vides average anatomical templates at every week between 28 and 44 weeks of PMA. As the
variation between a template at a specific time-point and its temporal neighboring template
tends to be small, this allows more precise registrations between the average template at
any given time and its temporal neighbors (see Figure 5.2). Therefore, the atlas can be
used to develop an approach to carry out longitudinal registrations via atlas propagation as
described in the next subsection.
5.2.5. Longitudinal Registration Framework
The longitudinal registration of intra-subject images requires the registration of 3D volumes
of the same subject taken at di↵erent time points. Given a pair of images (S1; S2) which
show the anatomy for subject S at two di↵erent time-points, the aim is to find a transforma-
tion TS2,S1 which maps every location in S2 to S1. As both images may have been acquired
1http://www.brain-development.org
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over a large period of time (on average the time period between scans is 10.33 weeks) for
the cohort studied, direct registration between S1 and S2 is very di cult and often leads
to poor registration results. This is because the anatomical variation between both scans is
large (due to the rapid evolution of brain in the neonatal period [4]), and it is di cult for
the registration algorithm to capture it. This longitudinal registration problem is proposed
to be solved using Algorithm 2.
Algorithm 2: The LISA Algorithm.
Input : Two intra-subject images S1 and S2.
Output: A transformation TS2,S1 which maps S2 (target) to S1 (source).
begin
Let A1 and AN to represent the closest age-matched atlas templates to S1 and
S2, respectively.
Compute the composed transformation from A1 to AN via the spatio-temporal
atlas growth model, TAN ,A1 = TAN ,AN 1   · · ·  TA2,A1 .
Transform S1 to the atlas coordinates, deform it with the atlas mean growth
model, and transform it back to S2 coordinates, T˜S2,S1 = TS2,AN  TAN ,A1  TA1,S1 .
Register S1 to S2 using T˜S2,S1 to initialize the registration process.
end
Algorithm 2 starts by estimating a mean deformation field to register S1 to S2. This is
performed by mapping the subject’s image at earlier time-point (S1) to the atlas coordinates,
transform it to the later time-point using the atlas 4D deformation model (atlas growth model
or AGM), and then map it back to the subject’s coordinates at the later time-point (S2) as
seen in Figure 5.3. Then, the composed transformation from the previous step is used to
initialize the registration between the intra-subject images S1 and S2.
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Figure 5.3.: The proposed framework for longitudinal image registration using spatio-
temporal atlases. The first step is to map the subject’s image at earlier time-
point (S1) to the atlas coordinates, transform it to the later time-point using the
atlas growth model (AGM), and then map it back to the subject’s coordinates at
the later time-point (S2). In the second step, the composed transformation from
the previous step is used to initialize the registration between the intra-subject
images S1 and S2.
5.3. Results
Figure 5.4 shows the result of registering S1 to S2. The figure shows di↵erent subjects
with di↵erent time-intervals between the two scans. The direct registration between S1 and
S2 works well when the time-interval is quite small (around 6 weeks), however the direct
registration peforms poorly when the time-interval increases. On the other hand, registering
S1 and S2 using LISA yields a better result as shown in the fifth column of the figure.
Comparison of the final warped cortical surface from di↵erent registrations are demon-
strated in Figure 5.5. Since the time-interval between the target and source images is quite
large, direct registration performed very poor. The atlas growth model (AGM) performed
better than direct registration, but still not good enough. However, the circled areas in the
figure shows that LISA produces more accurate results.
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Figure 5.4.: Visual comparison of the results from direct registration, AGM and LISA. Ex-
emplary slices from di↵erent subjects with di↵erent time-intervals are shown.
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Figure 5.5.: Comparison of the final warped cortical surface from the LISA versus the AGM
and direct registration using the same registration method and parameters. The
results of LISA present more accurate warping of the cortices when compared
to the warping from the direct registration. Note that AGM performed better
than direct registration, yet not good enough. Representative regions in which
the LISA registration is markedly better are shown by green-colored circles.
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Since the assessment of the quality of any registration approach is a challenging problem,
no metric alone is su cient to evaluate the performance of a registration approach. However,
using information from di↵erent metrics will provide a good indication of the registration
performance. Therefore, the following metrics are used: (1) intensity similarity measures,
(2) segmentation overlap and (3) surface distance.
5.3.1. Intensity-based Evaluation
This experiment is carried out using the 50 subjects with intra-subject scans over di↵er-
ent time-intervals. First, S1 was registered separately to S2 using direct registration, atlas
growth model (AGM) and the proposed framework (LISA). Cross-correlation was then used
to quantify the degree of similarity between the two registered images. Using LISA, regis-
tered S1 and S2 share high similarity regardless of the time-interval between both images.
AGM performance is quite stable over time, however LISA still performed better. In con-
trast, directly registered S1 and S2 share lower similarity and it is a↵ected strongly by
the time-interval increase between the two scans. This is shown in Figure 5.6 (a) where
cross-correlation between registered S1 and S2 images (averaged over all subjects within a
time-interval) is plotted against time-interval.
5.3.2. Segmentation-based Evaluation
The registered S1 and S2 images of the 50 subjects were segmented using EM classification
(see section 2.3.3) and probabilistic atlas priors (generated in chapter 4) into five di↵erent
brain structures: white matter (WM), cortex, brainstem, cerebellum, and deep gray matter
(DGM). Figure 5.6 (b) shows the Dice coe cient [129] (averaged over all subjects within a
time-interval, over all segmented brain structures) after registration using direct registration,
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AGM and LISA, separately. The Dice coe cient decreases over time when using direct
registration than the Dice coe cient when the registration is performed using AGM or
LISA. However, LISA performed better than AGM.
5.3.3. Surface-based Evaluation
The inner cortical surface is reconstructed using the marching cubes algorithm [137]. The
surface distance between two surfaces (per cell) is computed by locating the closest point on
target surface for each cell on the source surface. The Root Mean Square (RMS) distance er-
ror, measured between extracted cortical surfaces from registered S1 and S2 images, is plotted
against time-interval in 5.6 (c). LISA, again, outperformed AGM and direct registration.
5.3.4. Generation of Subject-specific Growth Models
Since eight subjects in the database were scanned a third time between the baseline and
follow-up visits, this middle scan (Sm) can be used for further evaluation of the proposed
algorithm. For each subject of the eight, a subject-specific growth model was generated by
interpolating the displacement field which transforms the baseline image to the follow-up
image. Then, the interpolated images are compared to Sm (see Figure 5.7).
S1 S2
Sm
I1 I2 I3 I4 I5
Figure 5.7.: The deformation field to register S1 to S2 is interpolated to estimate Sm.
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Three models are separately generated by linear interpolation (this is a simple way of
assessing the model and that does not imply the growth is linear) of the displacement fields
resulted from direct registration, AGM and LISA. The interpolated images and the ground
truth Sm are evaluated using the same metrics as above. As expected, LISA outperformed
AGM and direct registration as in Table 5.1, where the averaged cross-correlation, Dice
coe cient and RMS error are shown as an average over the eight subjects used in evaluation.
Table 5.1.: Evaluation measures for segmentations of interpolated data.
Direct AGM LISA
Cross correlation 0.70±0.10 0.84±0.03 0.91±0.01
Dice overlap 0.72±0.04 0.80±0.02 0.85±0.01
RMS error (mm) 2.54± 0.47 1.22± 0.18 0.81±0.10
Figure 5.8 shows visualization of di↵erent axial slices of subject 33. The ground truth (Sm)
is very similar to the interpolated image using the deformation field resulted from LISA. In
contrast, the interpolated image using the deformation field resulted from direct registration
looks dissimilar to the ground truth.
5.4. Discussion and Conclusion
This chapter presented a novel framework for longitudinal registration which can accom-
modate large intra-subject anatomical variations, and is therefore useful for studying the
brain in early development. An advantage of the presented framework is that it uses spatio-
temporal atlases that have been previously developed, and are freely available at www.brain-
development.org. In contrast to this, the method proposed in Hamm et al. [55] requires very
large study population. In addition, the approach by Hamm et al. does not exploit the
temporal ordering (post-menstrual age) present in the population of this study.
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LISA DirectGround Truth
Figure 5.8.: Visualization of di↵erent axial slices of subject 33. The middle scan (Sm) is
shown and the estimated images using the deformation fields resulted from LISA
and direct registration are shown next to it.
LISA outperforms direct registration by providing an accurate and consistent registration,
particularly when the time-interval between scans increases. The quantitative assessment
showed that LISA provides registered images which share a high degree of similarity and
better segmentation overlap when compared with AGM and direct registration, regardless
of the time-interval between images. Also, LISA has lower RMS error than AGM and direct
registration.
The capability of LISA to register two intra-subject scans with large time-intervals could
be helpful from the perspective of image-guided diagnosis. For instance, the pattern of
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brain growth of individual subjects can be estimated by interpolating the deformation field
which transforms the baseline image to the follow-up image. This can be very useful as
subject-specific growth model can be compared to ”normal” growth to detect pathology
and/or abnormalities. Figure 5.9 shows subject-specific brain growth models estimated by
the linear interpolation of the resulting deformation field from LISA. The cortex, which is
one of the very complicated structures, can be seen in di↵erent developmental stages for
various subjects.
Subject 20
Subject 44
Subject 12
Follow-upBaseline Interpolated
Subject 17
Subject 08
Figure 5.9.: Subject-specific brain growth models estimated by the interpolation of the re-
sulting transformation from LISA.
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5.5. Summary
This chapter described a novel framework for longitudinal registration which can accommo-
date large intra-subject anatomical variations. With such a tool for performing registration
of MR images with large anatomical variation, it becomes possible to use such framework
to develop and precise means of mapping patterns of signal intensity change and apply this
to a data set of multi-modal MR images. Longitudinal signal intensity change in MRI can
serve as a marker for developmental brain changes, both normal and abnormal, which might
ultimately lead to a better understanding of the trajectory of early brain maturation as
explained in next chapter.
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”Keep away from people who try to belittle your ambitions. Small
people always do that, but the really great make you feel that you, too, can
become great.”
– Mark Twain
6. Modeling the Appearance Variation of
Multi-modal MR Images of the Developing Brain
Based on:
Ahmed Serag, Paul Aljabar, Serena J. Counsell, James P. Boardman, Jo V. Hajnal, Daniel
Rueckert. ”Tracking developmental changes in subcortical structures of the preterm brain using
multi-modal MRI”. The 8th IEEE International Symposium on Biomedical Imaging - ISBI, 349-
352, 2011.
Abstract
Preterm birth is associated with abnormal brain development and long-term neurodevelopmen-
tal impairment. Quantitative MR studies of the preterm brain have focused on morphological
features such as shape and volume, and on measures of tissue microstructure obtained from di↵u-
sion tensor MR imaging. In this chapter, the aim is to complement the analysis of changes in brain
morphology with the study of spatio-temporal signal intensity changes in multi-modal MRI, which
can o↵er a useful marker for mapping neurodevelopmental changes. The proposed voxel-based
analysis framework utilizes spatio-temporal normalization via atlas propagation, intensity normal-
ization and kernel regression. The analysis was carried out using T1 and T2 weighted MR images
from 204 prematurely born infants between 26.7 and 44.3 weeks post-menstrual age. Changes over
time in T1 and T2 weighted signal intensity are measured per voxel allowing tracking of appear-
ance change in an anatomically consistent manner across the whole brain. The study shows that
quantitative signal change analysis on a large cohort is feasible, and that it can serve as a marker
for developmental brain changes, both normal and abnormal, which might ultimately lead to a
better understanding of the trajectory of early brain maturation.
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6.1. Introduction
T
he incidence of preterm birth is increasing and has emerged as a leading cause of neu-
rodevelopmental impairment in childhood [138]. In early development, defined here as
the period between 26-44 weeks post-menstrual age, the brain undergoes significant changes
in size, shape and structure. The rate of change is arguably greater than at any other time
in life, but quantitative markers of this period of development are limited. Improved un-
derstanding of cerebral changes during this critical period is important for mapping normal
growth, and for investigating mechanisms of injury associated with risk factors for malde-
velopment such as premature birth. Quantitative measures of development will also assist
research on interventions designed to reduce the burden of preterm brain injury.
MRI is a powerful technique for assessing the developing brain [4–7] as it is non-invasive,
non-ionizing and provides high resolution images. Qualitative and quantitative assessment of
a number of developmental processes can be carried out including defining growth patterns,
characterizing the sequence of myelination, and assessing microstructural tissue properties.
Barkovich et al. [85] used T1 and T2 weighted spin-echo MR images to examine the pattern
of normal white-matter maturation of 82 neurologically normal infants aged 4 days to 2
years. Van der Knaap et al. used T1 and T2 MRI to recognize the normal process of
myelination of the brain during the first year of life [86], and to assess the state of myelination
in 18 infants aged 12 months or younger with nonacute hydrocephalus [27]. Counsell et
al. [22] obtained MRI T2 weighted intensity values in the preterm brain from 25 weeks
GA until term-equivalent age in infants who had normal neurodevelopmental findings at a
minimum corrected age of 1 year, and showed that T2 weighted intensity values decrease
with increasing GA in the preterm brain. These data complement evidence from Di↵usion
Tensor Imaging (DTI) studies that have been widely used to investigate the development of
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white matter [8, 10, 11, 139,140].
Most of the previously mentioned studies have a limited number of subjects, a narrow age
range, focus on a single modality only or tended to focus on morphometric or microstructural
characteristics at one point in time. However, time-varying intensity patterns resulting
from changes in the underlying tissue properties may provide additional useful markers of
development. Until recently, only a few studies have investigated signal intensity changes in
MR images. Salat et al. [141] created cortical surface models in 148 individuals (aged between
20-94 years) and mapped GM and WM signal intensities from T1 weighted MR images
to examine the regional patterns of age-associated signal alterations. Westlye et al. [142]
tracked cortical GM and subcortical WM development and aging by surface-based mapping
of cortical and subcortical T1 weighted signal intensity as well as cortical thickness in 429
participants aged 8 85 years. In the context of developing brain analysis, Prastawa et al. [35]
proposed a framework for analyzing early maturation in WM that generated a normative
spatio-temporal model, providing 3D maps of absolute and relative indices of maturation.
This approach proposed a continuous model of intensity changes using modified Legendre
polynomials applied to a multi-modal dataset (T1W, T2W, PD, DTI) from 8 subjects that
had been scanned at approximately 2 weeks, 1 year, and 2 years. However, it remains
important to track signal intensity changes in the younger age range throughout whole brain
using larger number of subjects.
The aim of this chapter is to develop precise means of mapping patterns of signal inten-
sity change and apply this to a data set of T1 and T2 weighted images acquired from 204
premature infants with an age range of 26.7-44.3 weeks post-menstrual age. The proposed
voxel-based approach relies on a spatio-temporal normalization framework via atlas propaga-
tion, using a high-definition atlas with close time-points, which allows accurate registration
across the age range, and therefore whole brain analysis becomes possible. Furthermore,
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kernel regression is used to generate a spatio-temporal model per voxel.
6.2. Materials and Methods
6.2.1. Subjects and Image Acquisition
This study was carried out using T1 and T2 weighted MR images from 204 premature
neonates. The age range at the time of scan was 26.7 to 44.3 weeks post-menstrual age
(PMA), with mean and standard deviation of 37.3 ± 4.8 weeks. All subjects were born
prematurely, with mean age at birth 29.2 ± 2.7, range 24.1   35.3 weeks PMA.
The images were acquired on 3T Philips Intera system with the following parameters: (1)
T1 weighted 3D MPRAGE: TR = 17 ms, TE = 4.6 ms, inversion delay = 1500 ms, flip angle
= 13 degrees, acquisition plane = sagittal, voxel size = 0.82 x 1.03 x 1.6 mm, FOV = 210
x 167 mm, acquired matrix = 256 x 163; (2) T2 weighted fast spin-echo (FSE): TR = 8700
ms, TE = 160 ms, flip angle = 90 degrees, acquisition plane = axial, voxel size = 1.15 x 1.18
x 2 mm, FOV = 220 mm, acquired matrix = 192 x 186. See Appendix A for more details.
6.2.2. Pre-processing
A first step in the proposed framework is the masking of non-brain tissues in the images in
the database. The Brain Extraction Tool (BET) is used [110] to remove all non-brain tissue
in each image. All the extracted brain images were assessed by an expert reviewer and in
a minority of cases, BET was repeated with modified parameters (adjusting the fractional
intensity threshold) until residual eye and optic nerve voxels were removed.
Images were corrected for field inhomogeneity using the N4 algorithm [111], which is a
modified version of the originally proposed N3 algorithm [112].
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6.2.3. Spatio-temporal Normalization
Voxel-based analysis between subjects requires alignment of images to a common three-
dimensional co-ordinate space. Figure 6.1 illustrates the spatio-temporal normalization
framework applied to the multi-modal data used. The T1W and T2W MR scans were
registered to an age-matched reference template. For this, the spatio-temporal brain atlas
constructed in chapter 3 was used. In proposed framework, using such an atlas with clear
anatomical definition is important as it enables better co-alignment of the images of the
population. Registrations of the subject images to an atlas with low level of anatomic defini-
tion by contrast will be less accurate as it relies on less information to guide the registration
process [72]. For the cohort studied, as T2 weighted images have a better contrast than
T1 weighted images, the registration was performed on the T2 weighted images and the
resulting transformations used in parallel to rigidly align the T1 weighted images.
Figure 6.1.: Spatio-temporal normalization framework.
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At each time-point, the T2W average template provided by the 4D atlas is used as a
reference template. Pairs of T1W and T2W scans acquired in each session are rigidly (green
arrows in Figure 6.1) co-registered. Each T2W scan is then non-rigidly registered to the
reference template of the 4D atlas at the corresponding time-point. The resulting non- rigid
transformation is then used to transform both the T1W and T2W scans to the reference
template. To achieve this, non-rigid registration [49] is employed as in Eq. 2.3.
After matching each T1W-T2W pair with their respective time-point reference, they were
subsequently aligned to a single time-point reference, the atlas average intensity template
at 37 weeks PMA. This reference was selected as the target age to reduce the degree of
deformation required from the other age groups as it lies in the median of the age range
for the group.
The used spatio-temporal atlas provides average anatomical templates at every week be-
tween 28 and 44 weeks PMA. As the variation between a template at a specific time-point
and its neighbouring templates is small, this allows large deformation between the images
to be modeled as a sequence of smaller deformations (see chapter 5). Hence, this enables
a comparatively more precise registration between an average template and its temporal
neighbours. This is used to develop an approach to carry out longitudinal registrations via
atlas propagation, by bringing all subjects to the single time-point template at 37 weeks
PMA using the LISA algorithm (see the previous chapter).
6.2.4. Intensity Normalization
In order to perform voxel-wise intensity comparisons across di↵erent scans, as well as needing
to map all the scans to a common coordinate space, all images must be normalized to a
common intensity range that is as independent as possible of the age dependent processes
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occurring in the brain. To achieve this, internal tissue reference signals are used. T1W
scans are normalized using the high intensity of fatty tissue between the skull and the
skin. T2W scans are normalized using high intensity values of CSF. In each case the 90th
percentile intensity values are used for the normalization and a corresponding multiplicative
transformation is applied to produce a uniform value of the reference tissue across all scans
of a single modality.
6.2.5. Kernel Regression
To measure signal intensity change, first a continuous spatio-temporal model is created. The
model is dependent on a parameter t which represents time, which is the post-menstrual age
of each subject at scan. To create such a spatio-temporal model, kernel regression [109] is used.
Let t1, ..., tn denote the post-menstrual ages of the subjects at the time of scan and y1, ..., yn
denote the intensity values taken at n time points for a specific voxel. The average intensity
at age t can be estimated as:
y(t) =
Pn
i=1w(ti, t)yiPn
i=1w(ti, t)
(6.1)
A Gaussian kernel is used as the weight function:
w(ti, t) =
1
 
p
2⇡
e
 (ti t)2
2 2
The width of the kernel,  , is a parameter that is determined by the size of the input
dataset and its sampling distribution. In this work, imbalances in the distribution are not
a major problem as they can be resolved by choosing appropriate kernel width. Smaller  
values tend to introduce noise into the time-varying trajectory since it becomes influenced
by individual samples, while   values that are too large will tend to smooth out variation in
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which we are interested (see Figure 6.2). For the data used in this study, good results are
obtained for   = 2.
Figure 6.2.: An example of signal intensity change trajectories in T1W (left) and T2W (right)
showing the e↵ect of varying the Kernel width parameter, sigma. Smaller kernel
width values tend to introduce noise into the time-varying trajectory, while
values that are too large will tend to smooth out variation of interest.
6.2.6. Measure of Signal Intensity Changes
The change in signal intensity is measured as the total change over time at each voxel
location. Given a smooth function at each voxel, the total change (TC) of signal intensity
can be measured as the squared magnitude of the derivatives in time:
TCm =
Z tn
t0
(
d
dt
fm(t))
2dt (6.2)
where m represents the modality, e.g. T1W or T2W.
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6.3. Results
Figure 6.3 shows three-dimensional maps of patterns of signal intensity change over time in
axial, coronal, and sagittal views. To determine voxels with high rate of change, the signal
Figure 6.3.: Signal intensity change map computed using TC on T1 and T2 weighted MRI.
The change map is thresholded to show voxels with higher change (> 85% of
maximum TC) and overlaid on anatomical gray scale template in axial, coronal
and sagittal views.
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intensity change maps are thresholded to values greater than 85 percent of maximum total
change and overlaid on an anatomical gray scale template. The results indicate di↵ering
patterns of spatio-temporal signal change in T1W and T2W MR images.
To demonstrate the di↵ering patterns of spatio-temporal signal change present in T1W
and T2W MR images, Figure 6.4 (top) shows the intensity change trajectories of the cross-
section of the posterior limb of internal capsule (PLIC) in both T1W and T2W MRI (from
left to right). T1W intensities increase as a function of age in contrast to T2W intensities
which decrease with age. Figure 6.4 (bottom) shows the intensity change trajectories of the
lateral aspect of the lentiform nucleus which maturates with a slower rate.
Figure 6.4.: An example of signal intensity change trajectories in T1W (b,e) and T2W (c,f).
Top-Bottom: Intensity change trajectories of PLIC, and the lateral aspect of
the lentiform nucleus region which maturates with a slower rate. Error bars
represent standard deviation of signals contributing to each data point within
its kernel.
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Di↵erent stages of maturation are measured as the age at half maximum (AHM), by inter-
secting intensity curves with a horizontal straight line at half maximum of signal intensity.
Figure 6.5 shows intensity change trajectories of PLIC (blue) and the lateral aspect of the
lentiform nucleus (green) in T1W (left) and T2W (right) images. The intersection points are
projected on the time axis to find corresponding estimated age of maturation. It shows that
the PLIC maturates earlier than the lateral aspect of the lentiform nucleus. The earlier mat-
uration of the PLIC is clearly visible, and hence the region of the internal capsule can be used
as a reference to compare the maturation level of preterm infants to this reference region.
6.4. Discussion and Conclusion
Spatio-temporal signal intensity changes during early development have been quantified using
multi-modal MR imaging from a cohort of 204 premature neonates. The results demonstrate
maturational processes in tissue characteristics from 26 weeks onwards following preterm
Figure 6.5.: Intensity change trajectories of PLIC (blue) and the lateral aspect of the
lentiform nucleus (green) in T1W (left) and T2W (right). Di↵erent stages of
maturation can be measured as the age at half maximum (AHM). Intensity was
normalized to the same range for comparison.
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birth which are likely to represent pre-myelination [26] changes and alterations in water
content [25]. The approach provides quantitative trajectories of signal intensity change that
may be useful in providing age-specific normal values for mechanistic studies of preterm
brain injury and for studying the e↵ects of interventions designed to improve outcome fol-
lowing preterm birth. Furthermore, the approach provides a time course of change for each
location in the brain, so that it can also act as the basis for exploring spatio-temporal
patterns of change.
Extensive changes in signal intensity on both T1 and T2 weighted imaging were observed
throughout the white and central gray matter. More specifically, on T1 weighted imaging,
extensive signal changes were seen in the cerebellum, brain stem, mesencephalon (the cerebral
peduncles and the decussation of the superior cerebellar peduncles), the PLIC, head of the
caudate nucleus, throughout the length of the corticospinal tracts and extensively throughout
the white matter including, the centrum semiovale, posterior parietal, inferior and anterior
temporal, medial and infero-medial frontal and occipital white matter.
On T2 weighted imaging, signal intensity changes were demonstrated in the dentate nu-
cleus of the cerebellum, the superior cerebellar peduncles, the mesencephalon (cerebral
peduncles and the decussation of the superior cerebellar peduncles), head of the caudate
nucleus, medial thalamus, ventrolateral nucleus (VLN), lateral lentiform nucleus and the
pulvinar region of the thalamus. In addition signal changes were observed in the subcortical
white matter and in the centrum semiovale, parietal and occipital white matter.
As the neonatal brain matures, the glycolipid, cholesterol and protein content in the
brain increases and the water content decreases [25], resulting in a reduction in T1 and
T2 values. The time course of these signal intensity changes di↵ers slightly between T1
and T2 imaging. Myelination probably results in a shortening of T1 due an increase in
cholesterol and glycolipids in the myelin sheath [85]. Galacterocerebroside, in particular,
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has been shown to cause T1 shortening in vitro [143]. It is most likely that the reduction in
T2 with increasing PMA in the very preterm brain reflects a reduction in free water content.
Additionally, premyelination changes including the development of myelin precursors may
also contribute to the decrease in T2 values.
Regarding the ability of di↵erent MR imaging techniques and modalities to assess the
developmental changes, several studies [21–23, 30] reported that many of the structures are
seen better on T1 weighted images, whereas others are better seen on T2 weighted images.
Furthermore, the signal intensity within the neonatal brain is variable on both T1 and T2
weighted images. Hence, it was not preferred to use multivariate methods combining T1W
and T2W values in the proposed analysis framework.
An issue with parametric methods, in general, is that results might be sensitive to method-
ological choices, and it is very important to use a set of carefully chosen parameters. For
example, in the proposed method, the width of the kernel,  , is a parameter that is deter-
mined by the size of the input dataset and its sampling distribution. Smaller   values tend
to introduce noise into the time-varying trajectory since it becomes influenced by individual
samples, while   values that are too large will tend to smooth out variation in which we are
interested (see Figure 6.2). Therefore, after setting the parameters, it remains important to
validate the result against outcome data. Actually, the limitation of this study was lack of
outcome data such as developmental quotient (DQ) or intelligence quotient (IQ). However
longitudinal patterns of signal intensity change in T1 and T2 weighted MR images showed
to be a useful developmental marker to better define the trajectory of early brain develop-
ment, it is interesting to see if such patterns of signal intensity change will show significant
correlation with outcome data.
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6.5. Summary
This chapter aimed to develop precise means of mapping patterns of signal intensity change
and apply this to a data set of T1 and T2 weighted images acquired from 204 premature
infants with an age range of 26.7-44.3 weeks post-menstrual age. To my knowledge, this is
the first analysis of signal intensity changes across the whole of the developing brain for this
age group and derived from a cohort of this size.
The results demonstrate maturational processes in tissue characteristics from 26 weeks
onwards following preterm birth which are likely to represent pre-myelination [26] changes
and alterations in water content [25]. By performing quantitiative signal change analysis on
a large neonatal cohort, it was demonstrated that T1 and T2 weighted signal can be used
as a developmental marker to better define the trajectory of early brain development.
The next chapter presents conclusions of the approaches presented throughout the thesis
and future work directions.
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”Don’t ever let someone tell you, you can’t do something. Not
even me. You got a dream, you gotta protect it. People can’t do something
themselves, they wanna tell you that you can’t do it. You want something?
Go get it. Period.”
– Chris Gardner
7. Conclusion and Future Work
This thesis has presented approaches to tackle di↵erent challenges from those typically
encountered in studies of adult MR data. As well as the increase in variation due to compar-
atively rapid morphological change, analyzing the developing brain is generally more di cult
due to the variation of MR signal intensity with age. Chapters 3 and 4 included methods
for the construction of consistent high-definition spatio-temporal brain atlases and their ex-
tension to construct multi-channel probabilistic atlases which shown to improve atlas-based
segmentation tasks. Chapters 5 presented a method for solving the problem of register-
ing longitudinal MR images with large anatomical variations, while chapters 6 employed
longitudinal signal intensity change as a biomarker of brain development.
7.1. Atlasing and Characterizing Growth
Chapter 3 presented an approach for constructing a 4D atlas of the developing brain using
non-rigid registration of MR brain images from 204 preterm infants aged between 28 and
44 weeks PMA. The proposed approach results in an unbiased spatio-temporal atlas with
a much clearer level of detail at all ages than has previously been available. A comparison
between the resulting atlas and a linearly produced atlas in a similar age range [24] showed
that the constructed atlas has greater anatomic definition throughout the brain. Also the
resulting atlas showed a higher level of detail when compared to another atlas constructed
using di↵erent non-rigid approach [120].
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The constructed atlas enabled improved registration between the atlas and individual
subjects with clear anatomical structures. This is in contrast to atlases that lack detail
for which it is harder to identify the finer correspondences across the scans of individual
subjects [72]. The improved registration between the atlas and individuals can lead to
more precise analysis and detection of abnormalities by measuring the anatomical variation
between the atlas and the individual subject.
Moreover, volumetric measurements of the cohort showed that brain growth has a non-
linear relationship with post-menstrual age at time of scan, and that the resulting 4D atlas
can serve as a representative of the population of interest as the volumes it yields for these
global and local changes exhibit a similar growth model.
In spatio-temporal brain modeling, almost all implementations of the kernel regression
method use kernels of fixed witdth, e.g. [106], [107] and [24]. The fixed-width approach has
a disadvantage that the estimated atlas frames can have di↵erent properties due to changes
in the sample size used for each interval. Such inconsistencies reduce the comparability
of the atlas across di↵erent time-points. In addition, in time intervals with fewer images,
the estimated atlas is more likely to be biased and less representative of the population.
By contrast, the adaptive-width approach ensures that each time interval has a constant
population support, which allows the resulting atlas to retain the same level of detail at
every time-interval and hence provides greater temporal consistency.
Chapter 4 extended the previously proposed approach to construct multi-channel spatio-
temporal probabilistic brain atlases for di↵erent groups using MR images from 284 subjects:
204 premature neonates between 28 and 44 weeks PMA at time of scan, and 80 fetuses
between 23 and 37 weeks PMA at time of scan. This has been shown to improve atlas-
based automated segmentation comparing to atlases constructed using a ne registration
approaches. Aligning images using a ne registration only can not compensate for local
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inter-subject shape variability and the resulting intensity-averaged template is necessarily
blurred in regions where this variability is large, such as the cortex. Hence, using the EM
algorithm with such blurry templates, partial volume misclassification appeared to be an
issue at some locations, particularly CSF-GM and WM-GM boundaries.
A fetal atlas provides a natural benchmark for assessing preterm born neonates and the
performed comparison gives some insight into di↵erences between the groups. The quantita-
tive results showed a tendency for thalamic volume di↵erence between the groups to increase
with time.
To my knowledge this is the first time that such spatio-temporal atlases with this level
of clarity and detail have been constructed using this number of subjects and for such a
wide range of ages. All of the atlases constructed in this thesis are available for the research
community at www.brain-development.org.
7.2. Longitudinal Registration of MRI with Large
Anatomical Variation
Chapter 5 presented a novel framework for longitudinal registration which can accommodate
large intra-subject anatomical variations, and is therefore useful for studying the brain in
early development. An advantage of the proposed framework is that is uses spatio-temporal
atlases that are freely available. In contrast to this, the method proposed in Hamm et al. [55]
requires very large study population. In addition, the approach by Hamm et al. does not
exploit the temporal ordering (post-menstrual age) present in the population of this study.
LISA outperforms direct registration by providing an accurate and consistent registration,
particularly when the time-interval between scans increases. The quantitative assessment
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showed that LISA provides registered images which share a high degree of similarity and
better segmentation overlaps when compared with atlas growth model (AGM) and direct
registration, regardless of the time-interval between images. Also, LISA has a lower RMS
error than the AGM and direct registration.
The capability of LISA to register two intra-subject scans with large time-intervals could
be helpful from the perspective of image-guided diagnosis. For instance, the pattern of brain
growth of individual subjects can be estimated by interpolating the deformation field which
transforms the baseline image to the follow-up image. This can be very useful as subject-
specific growth model can be compared to ”normal” growth, to detect pathology and/or
abnormalities.
7.3. Patterns of Signal Intensity Change in the
Developing Brain
In chapter 6, spatio-temporal signal intensity changes during early development have been
quantified using multi-modal MR imaging from 204 premature neonates, atlas propaga-
tion and non-rigid registration. The results demonstrate maturational processes in tissue
characteristics from 26 weeks onwards following preterm birth which are likely to represent
pre-myelination [26] changes and alterations in water content [25]. The approach provides
quantitative trajectories of signal intensity change that may be useful in providing age-
specific normal values for mechanistic studies of preterm brain injury and for studying the
e↵ects of interventions designed to improve outcome following preterm birth. Furthermore,
the approach provides a time course of change for each location in the brain so that it can
also act as the basis for exploring and characterizing spatio-temporal patterns of change.
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As mentioned earlier, the limitation of this study was lack of outcome data to validate
against. In addition, it is might be interesting to explore how the period between birth and
scan might a↵ect the results. In fact, there is no strong evidence from experimental studies
to support this opinion as Aljabar et al. [125, 126] used age at birth and age at scan as
covariates of interest and concluded that age at scan is the dominant factor a↵ecting brain
shape and MR appearance.
7.4. Clinical Relevance
The automated analysis of neonatal and fetal MR images is challenging and requires ded-
icated image analysis algorithms. Studies of the developing brain are typically volumetric,
focusing on the volumes of brain tissue classes or specific regions [20, 24]. Several studies
have aimed to identify typical patterns of growth using measures such as volumes [31] and to
associate structural development with factors such as intellectual ability [32]. Studies may
seek to identify the structural e↵ects on the brain of preterm birth [33]. Also, volumetric
MR studies of fetal development [18,34] can be used to provide a benchmark against which
the development of preterm born children may be assessed.
Most of previously mentioned neuroimaging studies of the neonatal and fetal brain have
a limited number of subjects, a narrow age range or focus on a single modality only. This
thesis presented work on spatio-temporal analysis of early brain development, from clinically
acquired multi-modal structural magnetic resonance imaging data, for the purpose of study-
ing the brain development process in a large number of fetuses and neonates. This work
provided automated methods for spatio-temporal modeling and quantitative measures of
brain development, that can assist research on understanding the patterns of normal growth
and on interventions designed to reduce the burden of preterm brain injury. For instance,
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the neonatal and fetal atlases constructed in this thesis can lead to more precise analysis
and detection of abnormalities by measuring the anatomical variation between the atlas and
the individual subject. Moreover, the atlases has been shown to improve atlas-based auto-
mated segmentation and, hence, it can be used for volumetric analysis and characterization
of growth.
However age-related volumetric changes showed to be a good marker of development,
time-varying intensity patterns resulting from changes in the underlying tissue properties
may provide additional useful markers of development. Until recently, only a few quantita-
tive studies have analyzed the spatio-temporal signal intensity changes in MR images of the
developing brain [35, 36]. The thesis presented a new approach which provides quantitative
trajectories of signal intensity change that may be useful in providing age-specific normal
values for mechanistic studies of preterm brain injury and for studying the e↵ects of inter-
ventions designed to improve outcome following preterm birth. Furthermore, the approach
provides a time course of change for each location in the brain so that it can also act as the
basis for exploring and characterizing spatio-temporal patterns of change.
7.5. Ongoing Work and Future Directions
The models constructed in this thesis can be used in the further analysis of the developing
brain. For instance, the probabilistic fetal atlas can be used for constructing growth charts
for tissue compartments, e.g. hemispheres, ventricles, etc. This can be used to map brain
development in fetuses and compare it to premature neonates.
In addition, the proposed framework, LISA, enabled precise registrations between images
with large anatomical variation. This can be used in solving the problem of propagating
manual structural segmentations of regions of interest (see Table 7.1) available only at term
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Table 7.1.: List of manually segmented ROIs.
Region Anatomical Description
1 Hippocampus right
2 Hippocampus left
3 Amygdala right
4 Amygdala left
5 Anterior temporal lobe, medial part right
6 Anterior temporal lobe, medial part left
7 Anterior temporal lobe, lateral part right
8 Anterior temporal lobe, lateral part left
9 Gyri parahippocampalis et ambiens anterior part right
10 Gyri parahippocampalis et ambiens anterior part left
11 Superior temporal gyrus, middle part right
12 Superior temporal gyrus, middle part left
13 Medial and inferior temporal gyri anterior part right
14 Medial and inferior temporal gyri anterior part left
15 Lateral occipitotemporal gyrus, gyrus fusiformis anterior part right
16 Lateral occipitotemporal gyrus, gyrus fusiformis anterior part left
17 Cerebellum right
18 Cerebellum left
19 Brainstem, spans the midline
20 Insula left
21 Insula right
22 Occipital lobe left
23 Occipital lobe right
24 Gyri parahippocampalis et ambiens posterior part left
25 Gyri parahippocampalis et ambiens posterior part right
26 Lateral occipitotemporal gyrus, gyrus fusiformis posterior part left
27 Lateral occipitotemporal gyrus, gyrus fusiformis posterior part right
28 Medial and inferior temporal gyri posterior part left
29 Medial and inferior temporal gyri posterior part right
30 Superior temporal gyrus, posterior part left
31 Superior temporal gyrus, posterior part right
32 Cingulate gyrus, anterior part left
33 Cingulate gyrus, anterior part right
34 Cingulate gyrus, posterior part left
35 Cingulate gyrus, posterior part right
36 Frontal lobe left
37 Frontal lobe right
38 Parietal lobe left
39 Parietal lobe right
40 Caudate nucleus left
41 Caudate nucleus right
42 Thalamus left
43 Thalamus right
44 Subthalamic nucleus left
45 Subthalamic nucleus right
46 Lentiform Nucleus left
47 Lentiform Nucleus right
48 Corpus Callosum
49 Lateral Ventricle right
50 Lateral Ventricle left
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Figure 7.1.: The initial result of propagating labels using direct and LISA registrations.
equivalent age to images from infants at younger ages. Using LISA, these segmentations
can be propagated to younger subjects providing more accurate segmentations comparing to
propagation using direct registration. Hence, the study of brain development in such a large
cohort and regions of interest would be possible. Figure 7.1 shows the preliminary result of
this ongoing experiment.
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An additional topic of great interest is the study of brain shape complexity. However shape
complexity studies showed that the degree of cortical folding can be used as a biomarker
of brain development [144–150], the degree of complexity associated with developmental
changes in other brain structures may provide an additional marker of development. This is
being explored now in di↵erent brain structures. The idea is to build an unsupervised learn-
ing approach without any prior knowledge about the the type of changes of each structure.
Therefore, after applying several measure of complexity to each structure, feature selection
can be used to find the suitable measure for each structure.
The goal is to develop biomarkers for the early and precise detection of abnormal brain
development. The central idea is based on using the implemented computational models
of brain development to identify an index of brain development which is a combination of
volume, appearance and complexity measurements.
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”Stay Hungry. Stay Foolish.”
– Steve Jobs
8. Publications
8.1. Journal Articles
1. A. Serag, S.J. Counsell, P. Aljabar, M.A. Rutherford, A.D. Edwards, J.V. Hajnal,
J.P. Boardman, D. Rueckert. ”Longitudinal Registration of MR Images with Large
Anatomical Variation: Application to Brain Development”. NeuroImage, submit-
ted, 2012.
2. A. Serag, S.J. Counsell, G. Ball, P. Aljabar, J.P. Boardman, M.A. Rutherford, A.D. Ed-
wards, J.V. Hajnal, D. Rueckert. ”Modeling the Appearance Variation of Multi-modal
MR Images of the Developing Brain”. Nature Scientific Reports, submitted, 2012.
3. A. Serag, P. Aljabar, G. Ball, S.J. Counsell, J.P. Boardman, M.A. Rutherford, A.D. Ed-
wards, J.V. Hajnal, D. Rueckert. ”Construction of a consistent high-definition spatio-
temporal atlas of the developing brain using adaptive kernel regression”. NeuroImage,
59 (3), 2255-65, 2012.
4. A. Serag, V. Kyriakopoulou, P. Aljabar, S.J. Counsell, J.P. Boardman, M.A. Ruther-
ford, A.D. Edwards, J.V. Hajnal, D. Rueckert. ”A Multi-channel 4D Probabilistic
Atlas of the Developing Brain: Application to Fetuses and Neonates”. Special issue of
the Annals of the BMVA Vol. 2012, No. 3, pp 1-14, 2012.
137
5. M. Kuklisova-Murgasova, P. Aljabar, L. Srinivasan, S.J. Counsell, V. Doria, A. Serag,
I.S. Gousias, J.P. Boardman, M.A. Rutherford, A.D. Edwards, J.V. Hajnal, D. Rueck-
ert. ”A dynamic 4D probabilistic atlas of the developing brain”. NeuroImage, 54 (4),
2750-63, 2011.
8.2. Conference and Workshop Proceedings
6. A. Serag, I.S. Gousias, A. Makropoulos, P. Aljabar, J.V. Hajnal, J.P. Boardman, S.J.
Counsell, D. Rueckert. ”Unsupervised Learning of Shape Complexity: Application
to Brain Development”. MICCAI workshop on Spatio-temporal Image Analysis for
Longitudinal and Time-Series Image Data - STIA, Lecture Notes in Computer Science,
Vol. 7570/2012, 88-99, 2012.
7. Robert Wright, Deniz Vatansever, Vanessa Kyriakopoulou, Christian Ledig, Robin
Wolz, Ahmed Serag, Daniel Rueckert, Mary Rutherford, Jo Hajnal, Paul Aljabar.
”Age dependent fetal MR segmentation using manual and automated approaches”.
MICCAI Workshop on Perinatal and Paediatric Imaging - PaPI 2012, MICCAI, Nice,
France, 2012.
8. Christian Ledig, Paul Aljabar, Robert Wright, Ahmed Serag, Daniel Rueckert. ”Neona-
tal brain segmentation using second order neighborhood information”. MICCAI Work-
shop on Perinatal and Paediatric Imaging - PaPI 2012, MICCAI, Nice, France, 2012.
9. A. Makropoulos, C. Ledig, P. Aljabar, A. Serag, J.V. Hajnal, A.D. Edwards, S.J.
Counsell, and D. Rueckert. Automatic tissue and structural segmentation of neona-
tal brain MRI using Expectation-Maximization. MICCAI Grand Challenge: Neonatal
Brain Segmentation 2012 - NeoBrainS12, MICCAI, Nice, France, 2012.
138
10. Ahmed Serag, Paul Aljabar, Serena J. Counsell, James P. Boardman, Jo V. Hajnal,
Daniel Rueckert. ”LISA: Longitudinal Image registration via Spatio-temporal Atlases”.
The 9th IEEE International Symposium on Biomedical Imaging, ISBI, Barcelona,
Spain, 2012.
11. Ahmed Serag, Paul Aljabar, Gareth Ball, Vanessa Kyriakopoulou, Serena J. Counsell,
James P. Boardman, Jo V. Hajnal and Daniel Rueckert. ”A 4D Atlas of the Devel-
oping Brain in Fetal MRI”. MICCAI workshop on Image Analysis of Human Brain
Development - IAHBD, MICCAI, Toronto, Canada, 2011.
12. Laurent Risser, Francois-Xavier Vialard, Ahmed Serag, Paul Aljabar and Daniel Rueck-
ert. ”Construction of Di↵eomorphic Spatio-temporal Atlases using Karcher means and
LDDMM: Application to Early Cortical Development”. MICCAI workshop on Image
Analysis of Human Brain Development - IAHBD, MICCAI, Toronto, Canada, 2011.
13. Ahmed Serag, Paul Aljabar, Serena J. Counsell, James P. Boardman, Jo V. Hajnal,
Daniel Rueckert. ”A Four-dimensional Atlas of Neonatal Brain MRI”. Medical Image
Understanding and Analysis - MIUA, London, UK, 2011.
14. Ahmed Serag, Paul Aljabar, Serena J. Counsell, James P. Boardman, Jo V. Hajnal,
Daniel Rueckert. ”Tracking developmental changes in subcortical structures of the
preterm brain using multi-modal MRI”. The 8th IEEE International Symposium on
Biomedical Imaging, ISBI, Chicago, USA, 2011.
15. Ahmed Serag, Paul Aljabar, Serena J. Counsell, James P. Boardman, Jo V. Hajnal,
Daniel Rueckert. ”Construction of a 4D atlas of the developing brain using non-rigid
registration”. The 8th IEEE International Symposium on Biomedical Imaging, ISBI,
Chicago, USA, 2011.
139
16. Ahmed Serag, Paul Aljabar, Gareth Ball, Serena J. Counsell, James P. Boardman,
Joseph V. Hajnal, and Daniel Rueckert. ”Developmental Signal Intensity Changes
in Subcortical Structures of the Perinatal Brain Detected using Multi-modal MRI”.
MICCAI workshop on Spatio-Temporal Image Analysis for longitudinal and time-series
image data - STIA, MICCAI, Beijing, China, 2010.
8.3. Abstracts
17. A. Makropoulos, I. Gousias, C. Ledig, P. Aljabar, A. Serag, J. V. Hajnal, A. D. Ed-
wards, S. Counsell, and D. Rueckert . ”Automatic multi-label segmentation of the
preterm brain with the use of adaptive atlases”. The 20th Annual ISMRM Meeting,
Melbourne, Australia, 2012.
18. A. Makropoulos, I. Gousias, C. Ledig, P. Aljabar, A. Serag, J. V. Hajnal, A. D. Ed-
wards, S. Counsell, and D. Rueckert . ”Automatic multi-label segmentation of the
preterm brain with the use of adaptive atlases”. The Pediatric Academic Societies’ &
Asian Society for Pediatric Research Joint Meeting, Boston, USA, 2012.
19. A. Serag, P. Aljabar, G. Ball, S. J. Counsell, J. P. Boardman, D. Rueckert, and J.
V. Hajnal. ”Longitudinal analysis of tissue property changes in multi-modal MRI of
the developing preterm brain”. The 19th Annual ISMRM Meeting, Montreal, Canada,
2011.
20. A. Serag, S.J. Counsell, P. Aljabar, G. Ball, J.V. Hajnal, A.D. Edwards, D. Rueckert,
J.P. Boardman. ”Construction of a 4D Atlas of the Developing Brain Using Magnetic
Resonance Images”. The Pediatric Academic Societies’ & Asian Society for Pediatric
Research Joint Meeting, Denver, USA, 2011.
140
21. A. Serag, S.J. Counsell, P. Aljabar, G. Ball, J.V. Hajnal, A.D. Edwards, D. Rueckert,
J.P. Boardman. ”Spatio-Temporal Maps of T1 and T2 Weighted Signal Intensity
Change in the Developing Brain”. The Pediatric Academic Societies’ & Asian Society
for Pediatric Research Joint Meeting, Denver, USA, 2011.
22. Ahmed Serag, Serena J. Counsell, Paul Aljabar, Gareth Ball, Jo V. Hajnal, A. David
Edwards, Daniel Rueckert, James P. Boardman. ”Spatio-temporal map of magnetic
resonance T1 and T2 weighted signal intensity changes in the developing brain”.
Neonatal Society Autumn Meeting, London, UK, 2010.
141
Appendix
A. Imaging Data
The methods presented in this thesis are performed on images obtained from a cohort of
neonatal and fetal subjects (see below). All examinations were supervised by a paediatrician
experienced in MRI procedures. In the early neonatal period infants were scanned following
a feed. At term equivalent age, infants were scanned following sedation with oral chloral
hydrate (25-50 mg/kg), and pulse oximetry, temperature and electrocardiograph monitoring
were measured throughout the MRI examination. Ear protection was used for each infant,
comprising both earplugs individually moulded from a silicone-based putty (President Putty;
Coltene/Whaledent, Mahwah, NJ) placed in the external ear and neonatal earmu↵s (Natus
MiniMu↵s; Natus Medical Inc., San Carlos, CA).
Ethical permission for this study was granted by the Hammersmith and Queen Charlotte’s
and Chelsea Research Ethics Committee (07/H0707/101). Written parental consent was ob-
tained prior to scanning.
A.1. Neonatal Subjects
T1 and T2 weighted MR images from 204 premature neonates were used in the thesis (no
preterm babies had visually obvious pathology). The age range at the time of scan was 26.7
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to 44.3 weeks PMA, with mean and standard deviation of 37.3 ± 4.8 weeks. All subjects
were born prematurely, with mean age at birth 29.2 ± 2.7, range 24.1   35.3 weeks PMA (see
histogram in Figure .1). The images were acquired on 3T Philips Intera system with the
following parameters: (1) T1 weighted 3D MPRAGE: TR = 17 ms, TE = 4.6 ms, inversion
delay = 1500 ms, flip angle = 13 , acquisition plane = sagittal, voxel size = 0.82 x 1.03
x 1.6 mm, FOV = 210 x 167 mm and acquired matrix = 256 x 163; (2) T2 weighted fast
spin-echo (FSE): TR = 8700 ms, TE = 160 ms, flip angle = 90 , acquisition plane = axial,
voxel size = 1.15 x 1.18 x 2 mm, FOV = 220 mm and acquired matrix = 192 x 186. Images
were resampled isotropically to achieve similar voxel sizes in all image dimensions, voxel size
= 0.82 x 0.82 x 0.82 mm.
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Figure .1.: Histogram of PMA at time of birth (left) and time of scan (right). Every bin in
each histogram represents a time frame of one week.
A.2. Fetal Subjects
T2 weighted MR images from 80 fetuses with normal brain appearances were used in this
thesis. The age range at the time of scan was 21.7 to 38.7 weeks GA, with mean and stan-
dard deviation of 29.6 ± 4.6 weeks (see histogram in Figure .2). The images were acquired
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on 1.5T Philips Achieva system (Best, The Netherlands) with the following parameters: T2
weighted single shot Fast Spin Echo (ssFSE) TR = 15000 ms, TE = 160 ms, flip angle = 90 
and voxel size = 1.25 x 1.25 x 2.5 mm. For each subject multiple stacks of images (typically
a total of 8) were acquired in approximately transverse, sagittal and coronal planes and the
data reconstructed into a single 3D brain volume using the slice-to-volume reconstruction
method described in [17]. The reconstruction voxel size is 1.18 x 1.18 x 1.18 mm.
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Figure .2.: Histogram of GA at time of scan. Every bin in the histogram represents a time
frame of one week.
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B. Pre-processing of Images
B.1. Brain Extraction
Brain extraction, or skull stripping, is an essential step in brain image analysis and refers
to the removal of the scalp, skull, eyes and other irrelevant regions that may negatively
influence the registration results. Automatic brain extraction is a practical alternative to
manual delineation of the brain, which is extremely time expensive. Popular brain extraction
methods include region-based approaches [151, 152], boundary-based techniques [110, 153],
and hybrid methods [154,155].
Throughout this thesis, the Brain Extraction Tool (BET) [110], which is part of the FSL 1
package, is used. BET utilizes a deformable model which evolves to fit the brain surface.
The model is initialized as a spherical mesh around the center of gravity of the brain, and
it inflates, by locally adaptive forces, toward the brain boundary. BET is very fast and
generally provides good results on adult brain images. However, BET sometimes produces
undesired results on neonatal or fetal brain images. This can be solved by repeating BET
with modified parameters (adjusting the fractional intensity threshold) until residual eye and
optic nerve voxels were removed.
B.2. Intensity Inhomogeneity Correction
A potential problem in several image analysis tasks is the presence of a low frequency inten-
sity nonuniformity present in the image data also known as bias, inhomogeneity, illumination
nonuniformity or gain field. The degree of inhomogeneity of the magnetic field during scan-
ning strongly depends on strength of the magnet used. Images scanned at 0.5T exhibit
virtually no bias field and consequently, this artefact can be simply neglected. Nowadays,
MRI are usually acquired on scanners with a magnetic field strength between 1 and 3T pro-
1http://www.fmrib.ox.ac.uk/fsl/
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ducing an inhomogeneity strong enough to cause problems for intensity-based tasks, such as
registration, segmentation, atlas construction and appearance modeling.
If the intensities of MRI are logarithmically transformed, the multiplicative bias field be-
comes additive. Formally, the additive property of the bias field can be expressed as follows:
Let T = (t1, ..., tn) be the observed intensities of the original image and T = (t01, ..., t0n) the
ideal intensities. Let B = (b1, ..., bn) denote the bias field. Then the degradation e↵ect at
each voxel can be expressed as:
ti = t
0
ibi
Let Y = (y1, ..., yn) and Y 0 = (y01, ..., y
0
n) denote, respectively, the log-transformed ob-
served and ideal intensities. The logarithmic transformation changes the multiplicative bias
field to an additive bias field:
yi = y
0
i + bi
A well-known intensity inhomogeneity correction method, known as the N3 (nonparamet-
ric nonuniformity normalization), was proposed in Sled et al. [112]. The method is fully
automatic, requires no a priori knowledge and can be applied to almost any MR image.
Recently, Tustison et al. [111], the approach used throughout this thesis, improved the orig-
inal N3 algorithm by replacing the B-spline smoothing strategy used in the original N3
framework. Furthermore, the iterative optimization scheme was modified to improve the
convergence performance. For a review of intensity inhomogeneity artifacts and a relatively
recent discussion of existing correction methods, see [111,112,156,157].
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his most valuable experience in this practice was his realization of the importance of med-
ical image analysis in providing high quality health care and assisting physicians in taking
critical decisions. Consequently, he made it his goal to explore further the study of medical
image analysis.
In 2008, Ahmed worked as a Scientific Programmer in Laboratory for Clinical and Exper-
imental Image Processing at Leiden University Medical Centre, the Netherlands. In 2009,
he realized that it is the right time for him to continue chasing his dream. He moved to the
United Kingdom and started his Ph.D. studies at Imperial College London. His doctorate
research aim was to develop algorithms and software tools for Spatio-temporal Modeling and
Analysis of Brain Development. During his Ph.D., he published several scientific papers and
abstracts in international journals and conferences on the topic of his research.
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