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Abstract
We first follow De Concini and Kac [in: A. Connes, M. Dulfo, A. Joseph, R. Rentshler (Eds.), Op-
erator Algebras, Unitary Representations, Enveloping Algebras and Invariant Theory, 1990, pp. 471–
506] to give a presentation for the infinitesimal quantum gln, uk(n), and then reconstruct or realize
uk(n) in two different ways following the Beilinson–Lusztig–MacPherson geometric setting ap-
proach [Duke Math. J. 61 (1990) 655–677]. Thus, we obtain three new bases for uk(n). In the second
part of the paper, we use uk(n) to introduce the little q-Schur algebra uk(n, r) as a subalgebra of
the q-Schur algebra Uk(n, r). The symmetry structure of a little q-Schur algebra is then investigated
through the construction of various bases of monomial, BLM and PBW types for uk(n) and q-Schur
algebras. We also obtain a formula for the dimension of uk(n, r).
 2005 Elsevier Inc. All rights reserved.
1. Introduction
Let U = U(n) be the quantum enveloping algebra of gln over Q(v) defined by a
Drinfeld–Jimbo presentation. Using a geometric setting for q-Schur algebras, A. Beilin-
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200 J. Du et al. / Journal of Algebra 287 (2005) 199–233son, G. Lusztig and R. MacPherson [2] reconstructed U as a “limit” of q-Schur algebras.
They first constructed an algebra K over A = Z[υ,υ−1] without identity, and then took
its completion algebra K̂ with identity over Q(υ). They proved that, inside K̂, there is a
subspace V which is also a subalgebra of K̂ isomorphic to U. By a similar construction for
q-Schur algebras, they constructed explicitly the epimorphism ζr from U(n) to the q-Schur
algebra U(n, r).
The intimate relation between U(n) and U(n, r) has been further explored in [9]. View-
ing a q-Schur algebra as a “little quantum U”, B. Parshall and the first author presented
U(n, r) with 3(n − 1) generators along the work of Beilinson–Lusztig–MacPherson (cf.
a different approach in [6] for a presentation with 3(n− 1)+ 1 generators), and introduced
a monomial basis theory for q-Schur algebras and their related subalgebras such as Borel
subalgebras and Hecke algebras.
In this paper, we will present a parallel theory for the infinitesimal quantum group uk =
uk(n) associated to U and its associated little q-Schur algebras. Here k is a field containing
a primitive root ε of 1 of odd order l, and uk is defined at ε. We shall consider the k-
algebra Kk = K ⊗A k by specializing υ to ε and its completion algebra K̂k , and construct
a finite dimensional subspace W as the counterpart of V over k. We then prove that W is
a subalgebra of K̂k and is isomorphic to uk via a Drinfeld–Jimbo type presentation for uk .
We also prove that the k-algebra W is isomorphic to the algebra K′ constructed in [2, §6].
The second part of the paper is devoted to investigating the image uk(n, r) of the re-
striction of ζr,k := ζr ⊗ 1 to uk(n). We call it a little q-Schur algebra. This algebra inherits
many nice properties from uk and q-Schur algebras including certain nice bases of mono-
mial, BLM and PBW types. In particular, its dimension is the dimension of the q-Schur
algebra U(n, r) “modulo l”. More precisely, if Ξr denotes the set of all n×n matrices over
N whose entries sum to r , then dim U(n, r) = #Ξr . We shall prove that dimuk(n, r) = #Ξr
where Ξr is the image of Ξr under the map sending a matrix (aij ) over Z to the matrix
(aij ) over Zl := Z/lZ. We expect that there should be a similar relation at the repre-
sentation level. In a forthcoming paper, we shall study representations of a little q-Schur
algebra. For a comparison between uk(n, r) and the infinitesimal q-Schur algebras inves-
tigated in [7] and [4], see [10].
We organize the paper as follows. We recall the definition and basic results on the infini-
tesimal quantum gln, uk , in Section 2, and describe its presentation by using a construction
in [3]. In Section 3, we review the Beilinson–Lusztig–McPherson construction of U and
q-Schur algebras, and in Section 4, we introduce the algebra W . The isomorphisms be-
tween W , uk and the quantum group K′ defined in [2, §6] are proved in Theorem 5.5. In
Section 6, new monomial bases for q-Schur algebras are introduced, and as an application,
we also constructed the bases conjectured in [6, 3.2]. The little q-Schur algebra uk(n, r) is
defined and their basic properties are discussed in Section 7. We construct in Section 8 var-
ious bases for uk(n, r) and display them in Table 1 indicating how they stand in relation to
the bases for U(n), U(n, r) and uk(n). In Section 9, we derive several dimension formulas
for little q-Schur algebras and their associated subalgebras. Finally, in the last section, we
investigate the structure of the Borel subalgebras of a little q-Schur algebra.
Throughout, let υ be an indeterminate and letA= Z[υ,υ−1]. Let k be a field containing
an lth primitive root ε of 1 with l > 1 odd. Specializing υ to ε, k will be viewed as an A-
module. Let Zl = Z/lZ.
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Most of the results in this section is known. For those we couldn’t find an appropriate
reference, we provide a brief proof. We first recall the definition of the quantum enveloping
algebra of gln (see, e.g., [8]).
Definition 2.1. The quantum enveloping algebra of gln is the algebra U over Q(υ) pre-
sented by generators
Ei, Fi (1 i  n − 1), Kj , K−1j (1 j  n)
and relations (1 i, j  n − 1, 1 i′, j ′  n)
(a) Ki′Kj ′ = Kj ′Ki′ , Ki′K−1i′ = 1;
(b) Ki′Ej = υ(i′,j)EjKi′ , where (j, j) = 1, (j + 1, j) = −1, and (i′, j) = 0 other-
wise;
(c) Ki′Fj = υ−(i′,j)FjKi′ with (i′, j) as in (b) above;
(d) EiEj = EjEi , FiFj = FjFi when |i − j | > 1;
(e) EiFj − FjEi = δij K˜i−K˜i
−1
υ−υ−1 , where K˜i = KiK−1i+1;
(f) E2i Ej − (υ + υ−1)EiEjEi + EjE2i = 0 when |i − j | = 1;
(g) F 2i Fj − (υ + υ−1)FiFjFi + FjF 2i = 0 when |i − j | = 1.
Note that the subalgebra generated by the Ei , Fi and K˜i (1  i  n − 1) is isomor-
phic with the quantum enveloping algebra U(sln), and that we will henceforth denote the
subalgebra by U′.
Following [12,13], let UA (respectively, U+A , U−A) be the A-subalgebra of U generated
by all E(m)i , F
(m)
i , Ki and
[
Ki ;0
t
] (respectively, E(m)i , F (m)i ), where for m, t ∈ N and c ∈ Z,
E
(m)
i =
Emi
[m]! , F
(m)
i =
Fmi
[m]! , and
[
Ki; c
t
]
=
t∏
s=1
Kiυ
c−s+1 − K−1i υ−c+s−1
υs − υ−s
with [m]! = [1][2] · · · [m] and [i] = υi−υ−1
υ−υ−1 . Let U
0
A be the A-subalgebra of U generated
by all Ki and
[
Ki ;0
t
]
. Then there is a triangular decomposition
UA = U+AU0AU−A ∼= U+A ⊗ U0A ⊗U−A
compatible with the PBW type A-basis (see, e.g., [14, 3.2])
∏
E(aα)
n∏
K
δi
[
Ki;0] ∏
F (bα)
(
aα, bα, ti ∈ N, δi ∈ {0,1}
)
. (2.1.1)α∈R+
α
i=1
i ti
α∈R+
α
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1  i < j  n, and Eα , Fα are certain root vectors defined by a braid group action [12,
1.3].1
Let k be a field containing an lth primitive root ε of 1 with l odd. Specializing υ to ε,
we obtain the A-module k and the quantum hyperalgebra Uk = UA ⊗A k over k. We will
denote the images of E(m)i ⊗ 1 etc. in Uk by the same letters. Since εl − ε−l = 0, we have
Eli = 0 = F li and K2li = 1 in Uk (see [11, 4.4]).
Let u˜k be the k-subalgebra of Uk generated by the elements Ei , Fi , K±1j for all i, j . Let
u˜+k , u˜0k , and u˜
−
k be the k-subalgebras of u˜k generated respectively by the elements Ei ’s,
K±1j ’s, and Fi ’s. Inherited from (2.1.1), we have the triangular decomposition
u˜k = u˜+k u˜0k u˜−k ∼= u˜+k ⊗ u˜0k ⊗ u˜−k . (2.1.2)
Lemma 2.2. The set X = {∏ni=1 KNii | 0Ni  2l−1} forms a basis for u˜0k . In particular,
dim u˜0k = 2nln.
Proof. At the integral level, U0A(n) is isomorphic to U
′0
A (n + 1), the integral 0-part of the
quantum sln+1. Thus, there is an isomorphism
f :U ′0k (n + 1) ∼→ U0k (n)
which sends the basis for the infinitesimal 0-part described in [12, 5.8] to the set X . There-
fore, X is a basis for u˜0k . 
The elements Kl1 − 1, . . . ,Kln − 1 are central in Uk (and in u˜k). They generate an ideal
〈Kl1 −1, . . . ,Kln −1〉 of u˜k . Let uk = u˜k/〈Kl1 −1, . . . ,Kln −1〉. We call uk the infinitesimal
quantum group of gln. Let u+k , u
0
k and u
−
k respectively be the image of u˜
+
k , u˜
0
k , u˜
−
k . Again,
by abuse of notation, we shall denote the images of Eα , Fα , etc. in uk by the same letters.
Theorem 2.3. The algebras u+k , u
−
k , u
0
k and uk have the following k-bases:
u+k :
∏
α∈R+
ENαα (0Nα  l − 1),
u−k :
∏
α∈R+
FNαα (0Nα  l − 1),
u0k :
n∏
i=1
K
Ni
i (0Ni  l − 1),1 This action on U′ can be easily extended to U.
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∏
α∈R+
FNαα
n∏
i=1
K
Ni
i
∏
α∈R+
E
N ′α
α (0Nα  l − 1, 0N ′α  l − 1, 0Ni  l − 1).
In particular, the dimension of uk is ln2 .
Proof. We first observe that, as a k-space
uk ∼= u˜−k ⊗
(
u˜0k/J
)⊗ u˜+k .
Here J is the ideal of u˜0k generated by K
l
1 − 1, . . . ,Kln − 1. So u±k = u˜±k . The bases for u˜±k
are given in [12, 5.8]. The claim for u0k follows from (2.1.2) and Lemma 2.2. The rest of
the proof is obvious. 
There is an alternative way to construct the algebra u˜k and uk . Let Uk be the algebra over
k with generators Ei , Fi and K±1j (1 i  n−1,1 j  n) and the same relations 2.1(a)–
(g) for U but with υ replaced by ε (noting our assumption on l). This algebra is a gln version
of the k-algebra U2 considered in [1, 1.3], attributed to De Concini and Kac [3].
Clearly, there is an algebra homomorphism g : Uk → Uk mapping the generators of Uk
to their counterparts in Uk . The image of g is the algebra u˜k .
Similar to U, we can define root vectors Eα , Fα , where α ∈ R+, and triangular decom-
position for Uk . We have the following PBW basis which can be proved in the same way
as in [3] over C (cf. the basis in [1, p. 15(1)]).
Lemma 2.4. The elements
∏
α∈R+
FNαα
n∏
i=1
K
Ni
i
∏
α∈R+
E
N ′α
α
(
0Nα,N ′α, (N1,N2, . . . ,Nn) ∈ Zn
)
form a k-basis for Uk .
Let I be the (two-sided) ideal of Uk generated by Eli , F li , Klj − 1, 1  i  n − 1,
1 j  n.
Theorem 2.5. There is an algebra isomorphism
Uk/I ∼→ uk.
Hence uk is the k-algebra defined by generators
Ei, Fi, Kj (1 i  n − 1, 1 j  n)
and relations (a)–(g), which are the same as 2.1(a)–(g) with υ replaced by ε, together with
the relation:(h) Klj = 1, Eli = 0, F li = 0.
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g¯ : Uk  uk . Observe from 2.4 and 2.3 that
dim(Uk/I ) ln2 = dimuk.
So we must have an equality of dimensions and ker g¯ = I , proving the statement. 
Remark 2.6. The presentation for infinitesimal quantum groups associated to semisimple
Lie algebras given in [12, 5.7] involves generators Eα , Fα for every positive root α ∈ R+.
The presentation obtained above is a Drinfeld–Jimbo type presentation with generators
involving only simple roots, and is stated for the type A case. Clearly, one can use the
same approach to obtain similar presentations in general.
3. The BLM construction of U and q-Schur algebras
Before we turn to other constructions of uk , we first briefly review the geometric settings
for U and q-Schur algebras in [2].
Let Ξ˜ be the set of all n × n matrices over Z with all off diagonal entries in N, and let
Ξ = Mn(N) be the subset of Ξ˜ consisting of matrices with entries all in N. Let σ :Ξ → N
be the map sending a matrix to the sum of its entries. Then, for r ∈ N, the inverse image
Ξr := σ−1(r) is the set of n × n matrices in Ξ whose entries sum to r . We also write
σ( j) = j1 + · · · + jn for j ∈ Nn. For 1  i, j  n, let Ei,j ∈ Ξ be the matrix (ak,l) with
ak,l = δi,kδj,l .
Let UA(n, r) be the algebra over A introduced in [2, 1.2]. It has a normalized A-basis
{[A]}A∈Ξr . In particular, if λ ∈ Nn with D = diag(λ) ∈ Ξr , then (cf. [2, 1.2,1.3])
[D][A] =
{ [A] if λ = ro(A),
0 otherwise, and [A][D] =
{ [A] if λ = co(A),
0 otherwise, (3.0.1)
where ro(A) = (∑j a1,j , . . . ,∑j an,j ) and co(A) = (∑i ai,1, . . . ,∑i ai,n) are the se-
quences of row and column sums of A = (ai,j ). We put U(n, r) = UA(n, r) ⊗A Q(υ).
In [8, 1.4], the algebra UA(n, r) is shown to be naturally isomorphic to the q-Schur al-
gebra introduced in [5]. In the sequel, we shall call UA(n, r) and U(n, r) q-Schur algebras.
Let K be the A-algebra (without 1), defined in [2, §4], with basis {[A]}A∈Ξ˜ . The mul-
tiplication in K is defined in [2, 4.4] by specializing υ ′ to 1 from another algebra over
Q(υ)[υ ′, υ ′−1] whose multiplication is induced from the stabilization property of the mul-
tiplication of q-Schur algebras. As in [2, 5.1], let K̂ be the vector space of all formal
(possibly infinite) Q(υ)-linear combinations ∑A∈Ξ˜ βA[A] satisfying
(F) for any x ∈ Zn, the sets {A ∈ Ξ˜ | βA 	= 0, ro(A) = x}, {A ∈ Ξ˜ | βA 	= 0, co(A) = x}
are finite.
We shall regard K naturally as a subset of K̂. We can define the product of two elements∑ ∑ ∑
A∈Ξ˜ βA[A], B∈Ξ˜ γB [B] in K̂ to be A,B βAγB [A] · [B] where [A] · [B] is the prod-
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element: the sum of all [D] with D a diagonal matrix in Ξ˜ .
Let Ξ± be the set of all A ∈ Ξ whose diagonal entries are zero. Given r > 0, A ∈ Ξ±
and j = (j1, j2, . . . , jn) ∈ Zn, we define
A( j, r) =
∑
D∈Ξ0
σ(A+D)=r
υ
∑
i di ji [A + D] ∈ U(n, r),
A( j) = A( j,∞) =
∑
D∈Ξ˜0
υ
∑
i di ji [A + D] ∈ K̂. (3.0.2)
where Ξ0 (respectively, Ξ˜0) denotes the subset of diagonal matrices in Ξ (respectively,
Ξ˜ ) and di are diagonal entries of D.
Let V be the subspace of K̂ spanned by
B = {A( j) | A ∈ Ξ±, j ∈ Zn}.
The next result is proved in [2, 5.5, 5.7].
Theorem 3.1.
(1) V is a subalgebra of K̂ with Q(υ)-basis B. It is generated by Eh,h+1(0), Eh+1,h(0)
and 0( j) for all 1 h < n and j ∈ Zn.
(2) For any positive integer r , the q-Schur algebra U(n, r) is generated by the elements
Eh,h+1(0, r), Eh+1,h(0, r), and 0( j, r)
for all 1 h < n and j ∈ Nn.
(3) There is an algebra isomorphism U ∼→ V satisfying
Eh → Eh,h+1(0), Kj11 Kj22 · · ·Kjnn → 0( j), Fh → Eh+1,h(0)
and an algebra epimorphism ζr : U(n)U(n, r) satisfying
Eh → Eh,h+1(0, r), Kj11 Kj22 · · ·Kjnn → 0( j, r), Fh → Eh+1,h(0, r).
(4) ζr (A( j)) = A( j, r), for any A ∈ Ξ±, j ∈ Zn.
We shall identify U with V and hence identify Eh with Eh,h+1(0) etc., in the sequel.
Thus,
E
(m)
h = (mEh,h+1)(0) and F (m)h = (mEh+1,h)(0)(see [2, p. 673]).
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ai,j = 0 for all i  j (respectively, i  j ). For A ∈ Ξ , write
A = A± + A0 = A+ + A0 + A−
with A+ ∈ Ξ+, A0 ∈ Ξ0, A− ∈ Ξ− and A± ∈ Ξ±.
For A ∈ Ξ± and j ∈ Zn let
E(A
+) =
∏
1ih<jn
E
(ai,j )
h and F
(A−) =
∏
1jh<in
F
(ai,j )
h . (3.1.1)
The orders in which the products E(A+) and F (A−) are taken are defined as follows. Put
Mj = E(aj−1,j )j−1
(
E
(aj−2,j )
j−2 E
(aj−2,j )
j−1
) · · · (E(a1,j )1 E(a1,j )2 · · ·E(a1,j )j−1 ).
Similarly, put
M ′j =
(
F
(aj,1)
j−1 · · ·F
(aj,1)
2 F
(aj,1)
1
) · · · (F (aj,j−2)j−1 F (aj,j−2)j−2 )F (aj,j−1)j−1 .
Then E(A+) = MnMn−1 · · ·M2 and F (A−) = M ′2M ′3 · · ·M ′n. We obtain another basis
(see [2]).
Proposition 3.2. The set{
M(A, j) := E(A+)0( j)F (A−) | A ∈ Ξ±, j ∈ Zn}
is a Q(v)-basis for U. This basis will be called the monomial basis of U.
4. The algebraW
Recall that k is a field and ε is a primitive lth root of unity where l > 1 is an odd integer.
Let Kk = K ⊗A k; this inherits from K a basis and a multiplication which will be denoted
as in K. Mimicking the construction of K̂, we define K̂k to be the k-vector space of all
formal (possibly infinite) k-linear combinations ∑A∈Ξ˜ βA[A] satisfying the property (F)
with a similar multiplication. This is an associative algebra with an identity: the sum of all
[D] with D a diagonal matrix in Ξ˜ . The elements A( j) defined in (3.0.2) become
A( j) =
∑
z∈Zn
ε j·z
[
A + diag(z)] ∈ K̂k ( j · z =∑
i
jizi
)
.
Clearly, A( j) = A( j′) whenever j¯ = j¯′. Here ¯ : Zn → (Zl )n (Zl = Z/lZ) is the map de-
fined by (j1, j2, . . . , jn) = (j1, j2, . . . , jn). Thus, we shall write A( j¯) := A( j). Similarly,
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ε for the q-Schur algebra Uk(n, r) = UA(n, r) ⊗A k over k.
Let Γ be the set of all A = (ai,j ) ∈ Ξ˜ such that ai,j < l for all i 	= j . Let Γ ± be the set
of all A ∈ Γ whose diagonal entries are zero, and let Γ + (respectively, Γ −, Γ 0) denote
the subset of Γ consisting of those matrices (ai,j ) with ai,j = 0 for all i  j (respectively,
i  j , i 	= j ).
Let W be the subspace of K̂k spanned by
Bk =
{
A
( j¯) | A ∈ Γ ±, j¯ ∈ (Zl )n}.
This is the finite version of V over k. We have clearly dimW  ln2 . As for V, we want to
prove that W is actually a subalgebra of K̂k .
Following the notation used in [2], we also denote by ¯:A→A the ring homomorphism
sending υ to υ−1. It should not be confused with the notation j¯ on n-tuples of integers. Put
ei = (0, . . . ,0,1
i
,0, . . . ,0) ∈ Zn,
and aε = ε2a−1ε2−1 for a  1. The following result is a version of [2, 5.3] over k.
Lemma 4.1. The subspace W is stabilized under the left multiplication by elements of the
form 0( j¯), Eh,h+1(0¯), Eh+1,h(0¯). More precisely, for 1  h, i  n (h 	= n), j¯, j¯′ ∈ (Zl )n
and A ∈ Γ ±, if we put αh = eh − eh+1, βh = −eh − eh+1,
f (i) = f (i,A) =
∑
ji
ah,j −
∑
j>i
ah+1,j and f ′(i) = f ′(i,A) =
∑
j<i
ah,j −
∑
ji
ah+1,j ,
then the following multiplication identities hold in K̂k :
0
( j¯)A( j¯′)= ε∑i,k jiai,kA( j¯ + j¯′),
A
( j¯′)0( j¯)= ε∑i,k jiak,iA( j¯ + j¯′) (4.1.1)
where 0 stands for the zero matrix.
Eh,h+1
(
0¯
)
A
( j¯)= ∑
i<h;ah+1,i1
ah,i+1<l
εf (i)ah,i + 1ε(A + Eh,i − Eh+1,i )( j¯ + α¯h)
+
∑
i>h+1;ah+1,i1
ah,i+1<l
εf (i)ah,i + 1ε(A + Eh,i − Eh+1,i )( j¯)
+ αεf (h)−jh−1 (A − Eh+1,h)( j¯ + α¯h) − (A − Eh+1,h)( j¯ + β¯h)
1 − ε−2( )+ εf (h+1)+jh+1ah,h+1 + 1ε(A + Eh,h+1) j¯ (4.1.2)
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Eh+1,h
(
0¯
)
A
( j¯)= ∑
i<h;ah,i1
ah+1,i+1<l
εf
′(i)ah+1,i + 1ε(A − Eh,i + Eh+1,i )( j¯)
+
∑
i>h+1;ah,i1
ah+1,i+1<l
εf
′(i)ah+1,i + 1ε(A − Eh,i + Eh+1,i )( j¯ − α¯h)
+ α′εf ′(h+1)−jh+1−1 (A − Eh,h+1)( j¯ − α¯h) − (A − Eh,h+1)( j¯ + β¯h)
1 − ε−2
+ εf ′(h)+jhah+1,h + 1ε(A + Eh+1,h)( j¯) (4.1.3)
where α′ is 1 if ah,h+1  1 and is 0 otherwise.
The same formulas hold in the q-Schur algebra Uk(n, r) = UA(n, r) ⊗A k over k with
A( j¯) replaced by A( j¯, r) for j ∈ Nn (and υ = ε in (3.0.2)).
Proof. Note that the multiplication formulas given in [2, 5.3] hold2 over the localization
of A at 1 − υ2. Now specializing υ to ε gives formulas over k. Since lε = 0 and aij < l,
those terms with ah,i + 1 = l in (4.1.2) and with ah+1,i + 1 = l in (4.1.3) disappeared. This
means that the matrices appeared on the right-hand sides are all in Γ ±. Therefore, W is
closed under multiplication by elements 0( j¯),Eh,h+1(0¯) and Eh+1,h(0¯). 
Corollary 4.2. For any m 0, we have the following formula in K̂k :
Eh,h+1
(
0¯
)m = m∏
i=1
εi − ε−i
ε − ε−1 (mEh,h+1)
(
0¯
)
, (4.2.1)
Eh+1,h
(
0¯
)m = m∏
i=1
εi − ε−i
ε − ε−1 (mEh+1,h)
(
0¯
)
, (4.2.2)
0
(
e¯j
)l = 1. (4.2.3)
In particular Eh,h+1(0¯)l = 0, Eh+1,h(0¯)l = 0.
Proof. Using (4.1.2) for A = Eh,h+1, we get (4.2.1). Using (4.1.3) for A = Eh+1,h, we get
(4.2.2). By (4.1.1), we see that 0(ej )l = 0(lej ) = 0(0¯) = 1. 
For A = (as,t ) ∈ Ξ˜ and i < j , let σi,j (A) =∑si;tj as,t and σj,i(A) =∑si;tj at,s .
Define A′  A iff σi,j (A′)  σi,j (A) and σj,i(A′)  σj,i(A) for all 1  i < j  n. Put
A′ ≺ A if A′  A and, for some pair (i, j) with i < j , either σi,j (A′) < σi,j (A) or
σj,i(A
′) < σj,i(A).2 This is because the formulas [2, 4.6(a), (b)] used in the proof of [2, 5.3] hold in the A-algebra K.
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below are taken are the same as in (3.1.1).
(1) We have the following formula in the q-Schur algebra Uk(n, r) = UA(n, r) ⊗A k:∏
1ih<jn
(ai,jEh,h+1)
(
0¯, r
) · ∏
1jh<in
(ai,jEh+1,h)
(
0¯, r
)= A(0¯, r)+ f
(4.3.1)
where f stands for a k-linear combination of elements A′( j¯, r) with A′ ∈ Γ ± and
A′ ≺ A.
(2) We have the following formula in K̂k :∏
1ih<jn
(ai,jEh,h+1)
(
0¯
) · ∏
1jh<in
(ai,jEh+1,h)
(
0¯
)= A(0¯)+ f (4.3.2)
where f stands for a k-linear combination of elements A′( j¯) with A′ ∈ Γ ± and
A′ ≺ A.
Proof. The statement (1) follows directly from the result [2, 5.5] for q-Schur algebras
together with the formulas in 4.1. We now prove (2). By [2, 5.5(c)], we have∏
1ih<jn
(ai,jEh,h+1)
(
0¯
) · ∏
1jh<in
(ai,jEh+1,h)
(
0¯
)= A(0¯)+ f
where f is a formal k-linear combination of elements [A′] with A′ ∈ Ξ˜ such that A′ ≺ A.
Since A ∈ Γ ±, [aij ]!ε 	= 0 for any i 	= j , we have by 4.2
(aijEh,h+1)
(
0¯
)= Eh,h+1(0¯)aij /[aij ]ε!.
So we can use 4.1 to obtain that f is also a (finite) k-linear combination of B( j¯) with
B ∈ Γ ± and B ≺ A. Hence (2) follows. 
As in [2, p. 668], let for A ∈ Γ ±,
‖A‖ =
∑
r<s
(s − r)(s − r + 1)
2
ars +
∑
r>s
(r − s)(r − s + 1)
2
ars ∈ N.
Theorem 4.4.
(1) W is a subalgebra of K̂k .
(2) The elements Eh,h+1(0¯), Eh+1,h(0¯), 0(e¯i ) ( for h ∈ [1, n] and i ∈ [1, n]) generate Was an algebra.
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K̂k generated by the elements indicated in (2). From 4.1, we see that W is stable under
left multiplication by elements of the form Eh,h+1(0¯), Eh+1,h(0¯), 0(e¯i ); it follows that
W1 ⊆W . So it is enough to prove A( j¯) ∈W1 for any j¯ ∈ (Zl )n and A ∈ Γ ±. We shall
prove this by induction on ‖A‖. When ‖A‖ = 0, then A = 0 and 0( j¯) =∏ni=1 0(ei )ji ∈W1
by the definition. Hence we may assume that ‖A‖ > 0 and our statement is already known
for A′ with ‖A′‖ < ‖A‖. By (4.3.2), if A = (aij ) ∈ Γ ±, we have∏
1ih<jn
(ai,jEh,h+1)
(
0¯
) · ∏
1jh<in
(ai,jEh+1,h)
(
0¯
)= A(0¯)+ f
where f stands for a k-linear combination of elements A′( j¯) with A′ ∈ Γ ± such that
A′ ≺ A (hence ‖A′‖ < ‖A‖). By induction, we see that f ∈ W1. Since the product on
the left-hand side is also in W1 by 4.2, we have A(0¯) ∈W1.
For general j¯ ∈ (Zl )n, we have A( j¯) = εa0( j¯)A(0¯) for some a ∈ Z by (4.1.1). Hence
A( j¯) ∈W1. Thus W1 =W . 
5. Realizations of uk
Recall that Γ is the set of all A = (ai,j ) ∈ Ξ˜ such that ai,j < l for all i 	= j . Following
[2, §6], we will denote by K the k-subspace of Kk spanned by the elements [A] with
A ∈ Γ . Clearly, K is infinite dimensional.
Lemma 5.1 [2, 6.2].
(1) K is a subalgebra of Kk .
(2) Let D be any diagonal matrix in Ξ˜ . The map τD :K→K given by [A] → [A+ lD] is
an algebra homomorphism.
Let Γ ′ be the set of all n×n matrices A = (ai,j ) with ai,j ∈ N, ai,j < l for all i 	= j and
ai,i ∈ Zl for all i. We have an obvious map pr :Γ → Γ ′ defined by reducing the diagonal
entries modulo l.
Let K′ be the free k-module with basis elements [A] in bijection with the elements
A ∈ Γ ′. Following [2, 6.3], there is an algebra structure on K′ given, for A,A′ ∈ Γ ′, by
[A] · [A′] =
{
0, if co(A) 	= ro(A′) in Zl ,∑
ρA˜′′
[
pr
(
A˜′′
)]
, otherwise,
where ρA˜′′ and A˜′′ are determined by a product in K: [A˜] · [A˜′] =
∑
ρA˜′′ [A˜′′] for any
A˜, A˜′ ∈ Γ satisfying co(A˜) = ro(A˜′) (in Z), pr(A˜) = A and pr(A˜′) = A′. Unlike K or K,
the algebra K′ has an identity element: the sum of all [A] with A ∈ Γ ′ diagonal.
It was remarked at the end of [2] that K′ is “essentially” the algebra defined in [12, §5].
The rest of the section is devoted to prove this remark. More precisely, we shall prove the k-
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to the algebra W introduced in the previous section and that W is isomorphic to K′.
Recall that the map ¯ : Zn → (Zl )n is defined by (j1, j2, . . . , jn) = (j1, j2, . . . , jn).
Given A ∈ Γ ± and j = (j1, . . . , jn) ∈ Zn, we rewrite
A
( j¯) := ∑
z∈Zn
ε j·z
[
A + diag(z)] ∈ K̂k
=
∑
z¯∈(Zl )n
ε j·z¯
∑
x∈Zn
x¯=z¯
[
A + diag(x)]
=
∑
z¯∈(Zl )n
ε j·z¯

A + diag(z¯) (5.1.1)
where j · z =∑ni=1 jizi , ε j·z¯ = ε j·z and

A + diag(z¯) = ∑
x∈Zn
x¯=z¯
[
A + diag(x)] ∈ K̂k.
Note that A + diag(x) ∈ Γ ′ and the elements A, A ∈ Γ ′, are linearly independent.3
Lemma 5.2 (BLM bases). Each of the following sets forms a k-basis for W :
(1) Bk = {A( j¯) | A ∈ Γ ±, j¯ ∈ (Zl )n};
(2) B′k = {A | A ∈ Γ ′}.
In particular, dimW = ln2 .
Proof. Fix A ∈ Γ ±. By definition, for j¯ ∈ (Zl )n,
A
( j¯)= ∑
j¯′∈(Zl )n
ε j· j
′
A+ diag( j¯′). (5.2.1)
Note that the coefficient matrix of (5.2.1) is Bn = (ε j· j′) j¯, j¯′∈(Zl )n . If we order the index set
(Zl )
n × (Zl )n lexicographically, the matrix Bn with B0 = 1 is of the form
Bn =

Bn−1 Bn−1 · · · Bn−1
Bn−1 εBn−1 · · · εl−1Bn−1
· · · · · · · · · · · ·
Bn−1 εl−1Bn−1 · · · (εl−1)l−1Bn−1
 .
3 Since W is naturally a subspace of the direct product ∏A∈Γ k[A], the linear independence of the elements∑ ∑A follows easily from the identity A∈Γ ′ ρAA= A∈Γ ±;x∈Zn ρA+diag(x¯)[A + diag(x)].
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det(Bn) = det(Bn−1)l
∏
0j<il−1
(
εi − εj )s
with s = ln−1. Since ε is a l-primitive root of unity, we have det(Bn) 	= 0 by induction.
Thus, the linearly independence of Bk follows from the independence of B′k . Hence, Bk
is a basis, proving (1). Now, the invertibility of the matrix Bn also implies that B′k is
contained in W . So (2) follows from (1) since both sets have the same cardinality. 
There is a third basis for W , a monomial basis (cf. 3.2). For any A = (aij ) ∈ Γ ±,
j¯ ∈ (Zl )n, let
M(A, j¯) =
∏
1ih<jn
(ai,jEh,h+1)
(
0¯
) · 0( j¯) · ∏
1jh<in
(ai,jEh+1,h)
(
0¯
)
,
where the ordering of the products is the same as in (3.1.1).
Corollary 5.3. The set {M(A, j¯) | A ∈ Γ ±, j¯ ∈ (Zl )n} forms a k-basis for W .
Proof. By (4.1.1) and (4.3.2), we see that
M(A, j¯) = εaA( j¯)+ lower terms (5.3.1)
and the assertion follows from 5.2(1). 
Lemma 5.4. With Ei , Fi , Kj being replaced by Ei,i+1(0¯), Ei+1,i (0¯), 0(e¯j ), the relations
(a)–(h) given in 2.5 continue to hold in K̂k .
Proof. The relation 2.5(a) is obvious and 2.5(b) and (c) follow from (4.1.1). The other
relations can also be proved by 4.1 in a way similar to the proof of [2, 5.6]. 
We now are ready to prove the main result of this section.
Theorem 5.5.
(1) There is an algebra isomorphism ϕ :uk ∼→ W satisfying Eh → Eh,h+1(0¯), Fh →
Eh+1,h(0¯), Kj → 0(e¯j ).
(2) There is an algebra isomorphism ψ :W ∼→K′ satisfying A → [A] for A ∈ Γ ′.
Proof. (1) By 2.5, 5.4 and 4.4, there is a surjective algebra homomorphism ϕ from uk to
W sending Eh (respectively, Fh and Kj ) to Eh,h+1(0¯) (respectively, Eh+1,h(0¯) and 0(e¯j )).
By 2.3 and 5.2, we have
2dimuk = ln = dimW .
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(2) By 5.2, ψ is a linear isomorphism. So it is enough to prove ψ is an algebra ho-
momorphism. Let j¯, j¯′ ∈ (Zl )n, A,A′ ∈ Γ ±. Fix x, x′ ∈ Zn satisfying co(A + diag(x)) =
ro(A′ + diag(x′)) and x = j¯, x′ = j¯′. By 5.1(1), we may assume in K[
A+ diag(x)] · [A′ + diag(x′)]= ∑
C∈Γ ±, z∈Zn
ρC,z
[
C + diag(z)] (ρC,z ∈ k).
By the definition of the product in K′, we have in K′[
A + diag( j¯)] · [A′ + diag( j¯′)]= ∑
C∈Γ ±, z∈Zn
ρC,z
[
C + diag(z)].
On the other hand, we have in K̂k

A + diag( j¯) · A′ + diag( j¯′)= ∑
y∈Zn,y¯= j¯
y′∈Zn,y¯′= j¯′
[
A+ diag(y)] · [A+ diag(y′)].
If [A + diag(y)] · [A + diag(y′)] 	= 0, then co(A + diag(y)) = ro(A′ + diag(y′)). Since
the fixed pair (x,x′) above satisfies the same conditions, it follows easily that there exists
λ ∈ Zn such that y = x + lλ and y′ = x′ + lλ. Moreover, the map (y,y′) → λ is a bijection
from the set of all such pairs to the set Zn. Thus, we obtain

A + diag( j¯) · A′ + diag( j¯′)
=
∑
λ∈Zn
[
A + diag(x) + l diag(λ)] · [A′ + diag(x′)+ l diag(λ)]
=
∑
λ∈Zn
∑
C∈Γ ±, z∈Zn
ρC,z
[
C + diag(z) + l diag(λ)] (by 5.1(2))
=
∑
C∈Γ ±, z∈Zn
ρC,z
∑
λ∈Zn
[
C + diag(z) + l diag(λ)]
=
∑
C∈Γ ±, z∈Zn
ρC,z

C + diag(z).
Therefore,
ψ
(
A + diag( j¯) · A′ + diag( j¯′))= ψ(A+ diag( j¯)) · ψ(A′ + diag( j¯′)),
and hence, it is an isomorphism of algebras. 
With this theorem, we shall identify uk with W and K′ in the remaining sections. In∑
particular, the identity 1 = λ∈Znl diag(λ) in uk .
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In the remaining sections, we will investigate little q-Schur algebras arising from the
quantum group uk . For later use, we first collect and improve in this section some results
from [9] and then construct some bases conjectured in [6, 3.2] for q-Schur algebras U(n, r)
over Q(υ).
Recall the map ζr defined in 3.1(3). Let ei = ζr (Ei), fi = ζr (Fi), kj = ζr (Kj ) for
1 i  n− 1, 1 j  n. Let X be an indeterminate which is independent of υ . For t ∈ N,
put
[X; t]! = (X − 1)(X − υ) · · · (X − υt−1)
and [X;0]! = 1. The following theorem is given in [9] (cf. [6]).
Theorem 6.1. The q-Schur algebra U(n, r) over Q(υ) is generated by the elements
ei , fi , ki (1 i  n − 1)
subject to the relations:
(a) kikj = kjki ;
(b) [k1; t1]![k2; t2]! · · · [kn−1; tn−1]! = 0 for ti ∈ N such that t1 + · · · + tn−1 = r + 1;
(c) kiej = υ(i,j)ejki , kifj = υ−(i,j)fjki with (i, j) as in 2.1(b);
(d) eiej = ej ei , fifj = fj fi when |i − j | > 1;
(e) e2i ej − (υ + υ−1)eiej ei + eje2i = 0 when |i − j | = 1;
(f) f2i fj − (υ + υ−1)fifj fi + fj f2i = 0 when |i − j | = 1;
(g) eifj − fj ei = δij k˜i−k˜i
−1
υ−υ−1 , where k˜i = kik−1i+1, with kn = υrk−11 · · ·k−1n−1.
Let, for r  1,
Λ(n, r) = {λ = (λ1, . . . , λn) ∈ Nn | λ1 + · · · + λn = r},
the set of all compositions of r into n parts. Let U+A(n, r) (respectively, U−A(n, r),
U0A(n, r)) be the A-subalgebras of UA(n, r) generated by the e(m)i (respectively, f (m)i ,
kλ), where kλ = ∏ni=1[ki ;0λi ]. For A ∈ Ξ = Mn(N), we further introduce monomials in
U+A(n, r): e
(A+) = ζr (E(A+)) and f (A−) = ζr (F (A−)) (cf. (3.1.1)).
For our convenience, we include the following useful results which are taken from [6]
and [9].
Lemma 6.2.
(1) The set {kλ | λ ∈ Λ(n, r)} is a complete set of orthogonal primitive idempotents (hence∑
a basis) for U0A(n, r). In particular, 1 = λ∈Λ(n,r) kλ.
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(3) Let λ ∈ Λ(n, r). If A ∈ Ξ+ (respectively, A ∈ Ξ−) and λi < σi(A) for some i, then
e(A)kλ = 0 (respectively, kλf (A) = 0).
(4) For a fixed i0, the elements kj11 · · ·kjnn (ji ∈ N, ji0 = 0, j1 + · · · + jn  r) form a basis
for U(n, r)0.
Following [9], for any A ∈ Ξ± and λ ∈ Λ(n, r), let
m(A,λ) = e(A+)kλf (A−),
and, if σ(A) =∑i,j aij = r , let
m(A) = e(A+)kλf (A−),
where λ = λ(A) = (σ1(A), . . . , σn(A)) with σi(A) = aii +∑1j<i(aij + aji).
The following result is proved in [9, 5.6] with the condition that all coefficients fB,A ∈
Q(υ). Since the basis is integral and m(A,λ) ∈ UA(n, r), it is in fact an relation over A.
Recall the partial ordering  defined above 4.3.
Lemma 6.3. Suppose m(A,λ) 	= 0 for some A ∈ Ξ± and λ ∈ Λ(n, r). If there exists D ∈ Ξ0
such that co(A + D) = λ + co(A−) − ro(A−), then m(A,λ) = m(A+D). Otherwise
m(A,λ) =
∑
B∈Ξr ,B≺A
fB,Am
(B) (fB,A ∈A).
The following integral monomial basis for the q-Schur algebra UA(n, r) is given in [9,
6.4].
Theorem 6.4. The set
M= {m(A) | A ∈ Ξr}= {e(A+)kλf (A−) | A ∈ Ξ±, λ ∈ Λ(n, r), λi  σi(A) for 1 i  n}
forms an A-basis for UA(n, r).
Corollary 6.5. Fix any i0 with 1 i0  n and, for λ ∈ Λ(n, r), let
kλ,i0 =
[
k1;0
λ1
]
· · ·
[
ki0−1;0
λi0−1
][
ki0+1;0
λi0+1
]
· · ·
[
kn;0
λn
]
.
Then the set {
e(A
+)kλ,i0f (A
−) | A ∈ Ξ±, λ ∈ Λ(n, r), λi  σi(A) ∀i
}
forms an A-basis for UA(n, r).
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.Proof. By 6.2(1), (2), we have
kλ,i0 = kλ +
∑
µ∈Λ(n,r)
µ 	=λ
∏
i 	=i0
[
µi
λi
]
kµ.
The product
∏
i 	=i0
[
µi
λi
]
is zero unless µi  λi for all i 	= i0. Assume A ∈ Ξ±, λ ∈ Λ(n, r),
λi  σi(A) for all i. Then, by 6.3,
e(A
+)kλ,i0f (A
−) = e(A+)kλf (A−) +
∑
B∈Ξr
B≺A
gBm
(B) (gB ∈A).
Now, by 6.4, the result follows. 
Strictly speaking, if we consider these bases as bases for U(n, r) over Q(υ), the middle
part of each basis element above is not a monomial in the generators ki . So it is not clear
from [9] how to get true monomial Q(υ)-bases in the generators ei , fi ,kj . We are going to
answer this question below.
We are now in a position to construct new monomial bases for U(n, r). For j ∈ Nn,
write kj = kj11 · · ·kjnn and recall σ( j) = j1 + · · · + jn.
Theorem 6.6 (The monomial and BLM bases for U(n, r)). Let i0 be a fixed integer with
1 i0  n. Each of the following sets forms a Q(υ)-basis for U(n, r):
(1) Ni0 = {e(A+)kjf (A
−) | A ∈ Ξ±, j ∈ Nn, ji0 = 0, σ ( j) + σ(A) r};
(2) Bi0 = {A( j, r) | A ∈ Ξ±, j ∈ Nn, ji0 = 0, σ ( j) + σ(A) r}.
Proof. For notational simplicity, we prove the case i0 = n; the general case can then be
seen easily.
(1) Let
N :=Nn =
{
n(A, j) := e(A+)kj11 kj22 · · ·kjn−1n−1 f (A
−)
∣∣∣A ∈ Ξ±, ji ∈ N ∀i, n−1∑
i=1
ji + σ(A) r
}
There is an obvious bijective map
{
(j1, . . . , jn−1,A) | j1 + · · · + jn−1 + σ(A) r, A ∈ Ξ±
}→ Ξr,
(j1, . . . , jn−1,A) → A + diag
(
j1, . . . , jn−1, r −
(
n−1∑
ji + σ(A)
))
.i=1
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By 6.2(1), (2), for A ∈ Ξ±, we have, for any j1, . . . , jn,
e(A
+)kj11 · · ·kjnn f (A
−) =
∑
λ∈Λ(n,r)
∀j,λjσj (A)
υ
∑n
i=1 λiji e(A
+)kλf (A
−)
+
∑
µ∈Λ(n,r)
∃j,µj<σj (A)
υ
∑n
i=1 µiji e(A
+)kµf (A
−).
Hence by 6.3, we have
e(A
+)kj11 · · ·kjnn f (A
−) =
∑
λ∈Λ(n,r)
λiσi(A)
υ
∑n
i=1 λiji e(A
+)kλf (A
−) +
∑
B∈Ξr
B≺A
fB,Am
(B) (6.6.1)
where fB,A ∈ Q(υ). Note that the monomials appearing in the first sum are part of basis
elements in 6.4.
For fixed A ∈ Ξ±, let
NA =
{
n(A, j) | j1 + · · · + jn−1 + σ(A) r, ji ∈ N ∀i
}
.
Then N =⋃A∈Ξ±;σ(A)r NA. Consider the sets
Λn,r,A =
{
λ | λ ∈ Λ(n, r), λi  σi(A)for all i
}
and
Λ′n,r,A =
{
(j1, . . . , jn−1) ∈ Nn−1 | j1 + · · · + jn−1 + σ(A) r
}
.
There is an obvious bijective map
Λ′n,r,A → Λn,r,A,
(j1, . . . , jn−1) →
(
j1 + σ1(A), . . . , jn−1 + σn−1(A), r −
n−1∑
i=1
(
ji + σi(A)
))
.
Hence, from 6.4 and the calculation above, it is enough to prove that NA is linearly inde-
pendent. This is equivalent to show that
det
(
υ
∑n−1
i=1 λiji
)
λ∈Λn,r,A, j∈Λ′n,r,A
	= 0. (6.6.2)
We apply induction on σ(A). If σ(A) = 0, then the matrix is the transition matrix from
the basis 6.2(4) to 6.2(1). So (6.6.2) is clearly true. Assume now σ(A) > 0 and the result
is true for all B with σ(B) = σ(A) − 1. Now σ(A) = ∑i 	=j aij > 0 implies that there
exists some aij > 0 for i 	= j . Without loss of generality, we can assume a12 > 0. Let
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is an obvious bijective map: Λn,r,A → Λn,r−1,B by sending (λ1, . . . , λn) to (λ1, λ2 − 1,
λ3, . . . , λn) and Λ′n,r,A = Λ′n,r−1,B , we have(
υ−j2υ
∑n−1
i=1 λiji
)
λ∈Λn,r,A, j∈Λ′n,r,A
=
(
υ
∑n−1
i=1 µiji
)
µ∈Λn,r−1,B , j∈Λ′n,r−1,B
.
Therefore,
det
(
υ
∑n−1
i=1 λiji
)
λ∈Λn,r,A, j∈Λ′n,r,A
= υs det
(
υ
∑n−1
i=1 µiji
)
µ∈Λn,r−1,B , j∈Λ′n,r−1,B
for some integer s, and so the result follows from induction.
By setting Λ′n,r,A = {(j1, . . . , ji0−1, ji0+1, . . . , jn) ∈ Nn−1|
∑
i 	=i0 ji + σ(A)  r}, the
above proof works for a general i0.
(2) If i0 = n, then by definition (3.0.2),
A( j, r) =
∑
λ∈Λ(n,r−σ(A))
υλ1j1+···+λn−1jn−1
[
A + diag(λ)]
=
∑
λ∈Λ′n,r,A
υλ· j
[
A + diag(λ)]. (6.6.3)
Thus, for a fixed A ∈ Ξ± , the coefficient matrix is (υλ· j)λ, j∈Λ′n,r,A . From the argument
above, we see that(
υλ· j
)
λ, j∈Λ′n,r,A =
(
υ−
∑n−1
i=1 σi(A)ji υλ· j
)
λ∈Λn,r,A, j∈Λ′n,r,A
.
Thus,
det
(
υλ· j
)
λ, j∈Λ′n,r,A = υ
s det
(
υλ· j
)
λ∈Λn,r,A, j∈Λ′n,r,A
for some integer s. So this matrix is invertible by (6.6.2). Therefore, Bn is linearly inde-
pendent, and consequently, it forms a basis. The proof for any i0 is entirely similar. 
For any A = (aij ) ∈ Ξr , let n(A) = e(A+)k(a11)1 · · ·k(an−1,n−1)n−1 f (A
−). Then we have
N = {n(A) | A ∈ Ξr}.
Corollary 6.7. Let A ∈ Ξ±, j = (j1, . . . , jn) ∈ Nn. If j1 + j2 + · · · + jn + σ(A) > r , then
e(A
+)kj11 · · ·kjnn f (A
−) =
∑
B∈Ξr ,BA
fB,An
(B) (6.7.1)where fB,A ∈ Q(υ). The same is true for the basis Ni0 .
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B ∈ Ξr,B A. Thus, each m(A) is a linear combination of n(B) with B ∈ Ξr , B A. This
together with (6.6.1) proves our result. 
With the new monomial bases given in 6.6, we may follow the argument in [9, §6] to
produce new PBW type bases for q-Schur algebras.
Fix the reduced expression
i = (i1, i2, . . . , iν) = (n − 1, . . . ,2,1, . . . , n − 1, n − 2, n − 1)
of the longest word w0 of the symmetric group Sn, that is,
w0 = si1si2 · · · siν = (sn−1sn−2 · · · s1)(sn−1sn−2 · · · s2)(sn−1sn−2)sn−1,
where si = (i, i + 1) are basic transpositions. For any c = (c1, . . . , cν) ∈ Nν , define mono-
mials in root vectors Eci and F
c
i as in [13, 2.2], and let A+c = (aij ) where the first n − 1
components of c become the nth column reading upwords, and the next n− 2 components
become the (n − 1)th column and so on, i.e.,
c1 = an−1,n, . . . , cn−1 = a1n, cn = an−2,n−1, . . . .
Define A−c symmetrically. Then {Eci }c∈Nν respectively {F ci }c∈Nν is an A-basis for U+A
respectively U−A . Moreover, the transition matrix between this basis and the monomial
basis is unipotent upper triangular. More precisely, we have by [13, 7.8(b)] and [9, 6.2(2)]).
Lemma 6.8. Let i = (n − 1, . . . ,2,1, . . . , n − 1, n − 2, n − 1) and let c ∈ Nν . For any
c′ ∈ Nν , there exists hc,c′ ∈A such that
E(A
+
c ) = Eci +
∑
A+
c′≺A+c
hc,c′E
c′
i and F
(A−c ) = F ci +
∑
A−
c′≺A−c
hc,c′F
c′
i .
Let eci = ζr (Eci ) and f ci = ζr (F ci ). For any A ∈ Ξ±, let c(A+) ∈ Nν (respectively,
c(A−) ∈ Nν ) correspond to A+ (respectively, A−) under the bijection c → A+c (respec-
tively, c → A−c ) above. We now derive a new PBW-basis for U(n, r).
Theorem 6.9 (The PBW bases for U(n, r)). For any integer i0 with 1 i0  n, the set
Pi0 =
{
e
c(A+)
i k
jf c(A
−)
i | A ∈ Ξ±, j ∈ Nn, ji0 = 0, σ ( j) + σ(A) r
}
forms a Q(υ)-basis for U(n, r).
Proof. We again assume i0 = n for simplicity. Using 6.8, and noting that if A ∈ Ξ± and
σ(A+) > r (respectively, σ(A−) > r), then e(A+) = 0 (respectively, f (A−) = 0), we may
write
+ + − −
e
c(A )
i = e(A ) + lower terms and f c(A)i = f (A ) + lower terms.
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e
c(A+)
i k
j1
1 · · ·kjn−1n−1 f c(A
−)
i = e(A
+)kj11 · · ·kjn−1n−1 f (A
−) + lower terms (relative to ),
where A ∈ Ξ±, ji ∈ N, j1 + · · · + jn−1 + σ(A)  r . Now the assertion follows from
Theorem 6.6. 
Remark 6.10. (1) The new monomial bases for U(n, r) constructed in 6.6 are the “little”
version of the monomial basis for U(n) in [2, 5.7]; while the bases in 6.9 are the q-Schur
algebra version of the PBW-basis given in [12, 1.13].
(2) Note that the bases given in Theorem 6.9 are the conjectured bases in [6, 3.2].
7. Little q-Schur algebras
We now define little q-Schur algebras.
By restricting the map ζr : U(n)U(n, r) to the A-form UA(n), we obtain by [8, 3.4]
a surjective map ζr :UA(n) UA(n, r). Thus, base change induces a surjective homo-
morphism ζr,k := ζr ⊗ 1 :Uk(n) Uk(n, r), and hence a map ζr,k : u˜k(n) → Uk(n, r) by
restriction. The image ζr,k(u˜k(n)), denoted uk(n, r), is called a little q-Schur algebra.
Since, by 6.2(1), (2),
kli =
∑
λ∈Λ(n,r)
klikλ =
∑
λ∈Λ(n,r)
ελi lkλ = 1,
it follows that ζr,k(Kli − 1) = 0 for all i. Hence ζr,k induces a surjective map, the little
version of ζr ,
ζr,k :uk(n) uk(n, r).
Let uk(n, r)+ = ζr,k(uk(n)+), uk(n, r)− = ζr,k(uk(n)−) and uk(n, r)0 = ζr,k(uk(n)0). By
abuse of notation, we shall continue to denote the images of the generators Ei,Fi,Kj for
uk(n) by the same letters ei , fi ,kj used for U(n, r).
Lemma 7.1. There is a k-algebra anti-automorphism τ on uk(n, r) satisfying
τ(ei ) = fi , τ (fi ) = ei , τ (ki ) = ki .
In particular, τ(uk(n, r)+) = uk(n, r)−.
Proof. By [9, 4.2], there is a unique Q(υ)-algebra anti-automorphism τ on U(n, r) sat-
isfying τ(ei ) = fi , τ(fi ) = ei , τ(ki ) = ki . It is clear τ(UA(n, r)) = UA(n, r). Hence τ
induces a anti-automorphism τ ⊗ id on Uk(n, r). Since (τ ⊗ id)(uk(n, r)) = uk(n, r), the
result follows. 
J. Du et al. / Journal of Algebra 287 (2005) 199–233 221Our first aim to develop a relation between q-Schur algebras and little ones, analogous
to the relation between Uk and uk .
Lemma 7.2. Let λ,µ ∈ Λ(n, r). The following are equivalent.
(1) λ = µ ∈ (Zl )n;
(2) λ1j1 + · · · + λn−1jn−1 = µ1j1 + · · · +µn−1jn−1 for any 0 j1, . . . , jn−1 < l;
(3) the coefficients of kλ and kµ in the expression of kj11 · · ·kjn−1n−1 as a linear combination
of kλ (λ ∈ Λ(n, r)) are equal for any 0 j1, . . . , jn−1 < l.
Proof. The first equivalence is clear. To see the second, we use the formula
kj11 · · ·kjn−1n−1 =
∑
ν∈Λ(n,r)
εj1ν1+···+jn−1νn−1kν ∈ Uk(n, r),
which can be derived from 6.2(1), (2). 
Let Λ(n, r) = {λ ∈ (Zl )n | λ ∈ Λ(n, r)}, and let Nl = {0,1, . . . , l − 1} ⊆ Z. Note that
the set Nl is a particular set of representations for elements of Zl . For λ ∈ (Zl )n, define
pλ =
{∑
µ∈Λ(n,r),µ=λ kµ if λ ∈ Λ(n, r),
0 otherwise.
Proposition 7.3. Fix any i0 with 1 i0  n. Each of the following sets form a k-basis for
uk(n, r)
0
.
(1) Xi0 = {kj = kj11 · · ·kjnn | j ∈ Nnl , ji0 = 0, σ ( j) r};
(2) Yi0 = {kλ,i0 | λ ∈ Λ(n, r), λi < l, i 	= i0} (see 6.5);
(3) Z = {pλ | λ ∈ Λ(n, r)}.
In particular, we have dimuk(n, r)0 = #Λ(n, r).
Proof. By 2.3 and 6.1, uk(n, r)0 is spanned by Xi0 . So dimuk(n, r)0  #I1, where
I1 :=
{ j = (j1, j2, . . . , jn) | j ∈ Nnl , ji0 = 0, σ ( j) r}.
The condition λi < l in (2) guarantees that Yi0 is in the span of Xi0 and hence is contained
in uk(n, r)0. Thus, #I2  dimuk(n, r)0  #I1 where
{ }I2 = λ ∈ Λ(n, r) | λi < l, i 	= i0 .
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bases, proving (1) and (2). To prove (3), we use 7.2 to write a basis element kj11 · · ·kjn−1n−1 in
Xn (i0 = n) as
kj11 · · ·kjn−1n−1 =
∑
λ∈(Zl )n
ελ1j1+···+λn−1jn−1pλ. (7.3.1)
Now both Xn and Z are linear independent sets in Uk(n, r) and #Λ(n, r) = #I1. Thus,
(7.3.1) implies that all pλ ∈ uk(n, r)0 and Z forms a basis for uk(n, r)0, proving (3). 
Remark 7.4. By 6.2(1), the elements pλ (λ ∈ Λ(n, r)) is a complete set of orthogonal
primitive idempotents in uk(n, r)0.
Recall from Section 5 the identity 1 =∑λ∈Znl diag(λ).
Corollary 7.5. For λ ∈ (Zl )n, we have ζr,k(diag(λ)) = pλ.
Proof. Let sλ = ζr,k(diag(λ)). In uk(n), we have
Ki ·

diag
(
λ
)= 0(e¯i) · diag(λ)= ∑
j¯∈(Z/l)n
ε j·ei

diag
( j¯) · diag(λ)= ελidiag(λ).
Thus, kisλ = ελi sλ and, by 6.2, kipλ = ελi pλ for 1 i  n. So both sets ksλ and kpλ are
two sided ideals of uk(n, r)0, and we obtain two central primitive idempotent decomposi-
tions:
1 =
∑
µ∈(Zl )n, sµ 	=0
sµ =
∑
λ∈Λ(n,r)
pλ.
If λ ∈ Λ(n, r), then pλ = pλsµ = sµ for some µ. Multiplying the equation by ki gives
ελi pλ = εµi sµ which implies λ = µ and so sλ = pλ. 
The result below is the little version of [9, 8.3]. Recall the sets Γ , Γ ±, Γ +, Γ − defined
in Section 4.
Proposition 7.6. The set {e(A) | A ∈ Γ +, σ (A)  r} (respectively, {f (A) | A ∈ Γ −,
σ (A) r}) forms a k-basis of uk(n, r)+ (respectively, uk(n, r)−).
Proof. By 5.3 and 5.5(1), we can easily deduce a monomial basis of the form {E(A)}A∈Γ +
for uk(n) (see (3.1.1) for the notation E(A)). Thus, we have{ }uk(n, r)
+ = span e(A) | A ∈ Γ + .
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e(A) =
∑
λ∈Λ(n,r)
e(A)kλ = 0 (by 6.2(1),(3)),
if σ(A) r , then
e(A) =
∑
λ∈Λ(n,r), λiσi(A)
e(A)kλ 	= 0 (by 6.2(3)).
By [9, 8.3], we see that the set {e(A) | A ∈ Γ +, σ (A) r} is linearly independent. There-
fore, the result is proven. 
We derive some commutator relations between the generators of uk(n, r). The following
result follows from [6, 2.4] or [9, 4.8, 4.12(1)]. Recall from 4.1 αi = ei − ei+1.
Proposition 7.7. Let λ ∈ Λ(n, r). Then in the k-algebra uk(n, r) we have the following.
(1) If there exist some µ ∈ Λ(n, r) such that µ = λ and µi+1  1, then eipλ = pλ+αi ei;
otherwise eipλ = 0.
(2) If there exist some µ ∈ Λ(n, r) such that µ = λ and µi  1, then fipλ = pλ−αi fi ;
otherwise fipλ = 0.
Proof. The statement (2) follows by applying the anti-automorphism τ given in 7.1 to (1).
We now prove (1). Recall from [9] that, in UA(n, r),
(a) If λi+1  1, then eikλ = kλ+αi ei; otherwise, eikλ = 0 [9, 4.8, 4.10].
(b) If λi = 0 for some i with 1 i  n − 1, then kλei = fikλ = 0 [9, 4.12].
Thus, if there exists a µ ∈ Λ(n, r) such that µ = λ and µi+1  1, then
eipλ =
∑
µ∈Λ(n,r),µ=λ
µi+11
kµ+αi ei (by (a)), pλ+αi ei =
∑
ν∈Λ(n,r), ν=λ+αi
νi1
kνei (by (b)).
It is clear that{
µ + αi | µ ∈ Λ(n, r), µ = λ, µi+1  1
}= {ν | ν ∈ Λ(n, r), ν = λ + αi, νi  1}.
Hence eipλ = pλ+αi ei . If {µ ∈ Λ(n, r) | µ = λ,µi+1  1} = ∅, then eipλ = 0 by (a). 
Corollary 7.8 (cf. [9, 4.9]). Let A ∈ Γ ±. Then we have the following result in the k-algebra
uk(n, r).
(1) If there exist some µ ∈ Λ(n, r) such that µ = λ and µi  σi(A+) for all i, then+ + +
e(A )pλ = pλ′e(A ) where λ′ = λ − co(A+) + ro(A+); otherwise, e(A )pλ = 0.
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pλf
(A−) = f (A−)pλ′′ where λ′′ = λ + co(A+) − ro(A−); otherwise, pλf (A
−) = 0.
Proof. Assume there exist some µ ∈ Λ(n, r) such that µ = λ and µi  σi(A+) for all i.
If i < j , a  µj and 0 a  l − 1, by 7.7,(
eai · · · eaj−1
)
pλ = pν
(
eai · · · eaj−1
)
where ν = λ + a(αi + · · · + αj−1). Since e(A+) =∏1i<jn e(aij )i · · · e(aij )j−1 , we obtain
e(A
+)pλ = pλ′e(A
+)
where λ′ = λ − co(A+) + ro(A+). On the other hand, if {µ ∈ Λ(n, r) | µ = λ,µi 
σi(A
+) for all i} = ∅, then by 6.2(3),
e(A
+)pλ = 0.
Hence the result in (1) gives (2). Applying τ in 7.1 to the result in (1) gives that in (2). 
8. Bases for a little q-Schur algebra
Recall from Section 4 that for A ∈ Γ ±, j ∈ Zn
A
( j¯, r)= ∑
j′∈Λ(n,r−σ(A))
ε j· j
′[
A + diag( j′)].
Note that by (3.0.2) A( j¯, r) = A( j, r)|υ=ε.
It is known that from 3.1(4) the map ζr : U(n) → U(n, r) satisfies that ζr (A( j)) =
A( j, r). Since A( j) is not necessarily in UA, the first part of the following result at k
level cannot be deduced from the fact at Q(υ) level. Recall from Section 5 the basis {A( j¯)}
for uk(n).
Lemma 8.1.
(1) We have ζr,k(A( j¯)) = A( j¯, r) for A ∈ Γ ±, j¯ ∈ (Zl )n.
(2) Fix any A ∈ Γ ± with σ(A) r and let
VA := spank
{
A
( j¯, r) | j¯ ∈ (Zl )n}.Then dimkVA  #Λ(n, r − σ(A)).
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ζr,k(0( j¯)) = 0( j¯, r) for j¯ ∈ (Zl )n. Assume ‖A‖ > 0. We apply ζr,k to (4.3.2) to obtain∏
1ih<jn
(aijEh,h+1)
(
0¯, r
) ∏
1jh<in
(aijEh+1,h)
(
0¯, r
)= ζr,k(A(0¯))+ ζr,k(f ).
By induction, we see that ζr,k(f ) is a k-linear combination of elements A′( j¯, r) ∈ Uk(n, r)
with A′ ∈ Γ ± and A′ ≺ A (hence ‖A′‖ < ‖A‖). Equating this with (4.3.1), we obtain
ζr,k(A(0¯)) = A(0¯, r).
In general, we have A( j¯) = ε−
∑
i,k jiak,iA(0¯)0( j¯) by (4.1.1). Hence, by (4.1.1) for the
q-Schur algebra, we have ζr,k(A( j¯)) = ε−
∑
i,k jiak,iA(0¯, r)0( j¯, r) = A( j¯, r).
(2) For j¯ ∈ (Zl )n, we have (cf. (5.1.1))
A
( j¯, r)= ∑
λ∈Λ(n,r−σ(A))
ελ· j
[
A+ diag(λ)]
=
∑
λ∈Λ(n,r−σ(A))
ελ· j
∑
µ∈Λ(n,r−σ(A)),µ=λ
[
A + diag(µ)]
=
∑
λ∈Λ(n,r−σ(A))
ελ· j

A+ diag(λ), r,
where

A + diag(λ), r = ∑
µ∈Λ(n,r−σ(A))
µ=λ
[
A + diag(µ)] ∈ Uk(n, r).
Thus, VA is spanned by all A + diag(λ), r with λ ∈ Λ(n, r − σ(A)). Hence the result
follows. 
We now derive the first two bases for uk(n, r) as the counterparts of the basis M in 6.4
and the basis in 5.2.
Theorem 8.2. Each of the following sets forms a k-basis for uk(n, r).
(1) Mk = {e(A+)pλf (A
−) | A ∈ Γ ±, λ ∈ Λ(n, r), λi  σi(A)∀i}.
(2) Lk = {A+ diag(λ), r | A ∈ Γ ±, σ (A) r, λ ∈ Λ(n, r − σ(A))}.
Proof. (1) By 7.3, we have pλ ∈ uk(n, r). Hence e(A
+)pλf
(A−) ∈ uk(n, r) for any λ ∈
(Znl ),A ∈ Γ ±. By 6.4, the set Mk is linearly independent. By 5.2 and 8.1(1), we have{ ( ) }uk(n, r) = spank A j¯, r | A ∈ Γ ±, j¯ ∈ (Zl )n .
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#
{(
λ1, . . . , λn
) ∈ (Zl )n | (λ1, . . . , λn) ∈ Λ(n, r), λi  σi(A) for all i}= #Λ(n, r − σ(A)).
By 8.1(2), we have
dimk uk(n, r)
∑
A∈Γ ±
σ(A)r
#Λ
(
n, r − σ(A))= #Mk.
Hence the result follows.
(2) Assume A ∈ Γ ± and σ(A)  r . By the proof above, we have dimkVA =
#Λ(n, r − σ(A)). Let V ′A be the subspace of Uk(n, r) spanned by the elements A +
diag(λ), r for λ ∈ Λ(n, r − σ(A)). Then dimkV ′A = #Λ(n, r − σ(A)) = dimkVA. Since
VA ⊆ V ′A, we have VA = V ′A. In particular, we have A + diag(λ), r ∈ VA ⊆ uk(n, r)
for A ∈ Γ ±, λ ∈ Λ(n, r − σ(A)). Since the set Lk is k-linearly independent and #Lk =
dimk uk(n, r), the result follows. 
Let ¯ : Mn(Z) → Mn(Zl ) be the map defined by (aij ) = (aij ).
Lemma 8.3. Let Ξr = {A¯ | A ∈ Ξr}. There is a bijective mapping from Ξr to the set{(
A, λ¯
) | A ∈ Γ ±, λ ∈ Λ(n, r), λi  σi(A) ∀i}.
Proof. For A ∈ Ξr , let A± be the matrix obtained by replacing the diagonal entries of A
by zeros. Then the map
f :Ξr →
{
(B,λ) | B ∈ Ξ±, λ ∈ Λ(n, r), λi  σi(A) ∀i
}
,
defined by f (A) = (A±, λ) for all A ∈ Ξr , where λ = (σ1(A), . . . , σn(A)), is a bijection.
Since, for each A ∈ Ξr , there exist a unique B ∈ Γ ± such that A± = B , it follows that f
induces a bijection
f¯ :Ξr →
{(
A, λ¯
) | A ∈ Γ ±, λ ∈ Λ(n, r), λi  σi(A) ∀i}. 
With this lemma, we may rewrite a basis element in Mk as
m(A) := e(B+)pλf (B
−),
where B ∈ Γ ±, λ ∈ Λ(n, r) with λi  σi(B) for all i, and f¯ (A) = (B, λ¯). The last asser-
tion of the following is seen easily from 6.3.
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over, for A ∈ Γ ± and µ ∈ Λ(n, r) satisfying that if λ ∈ Λ(n, r) with λ¯ = µ then λi < σi(A)
for some i, we have
e(A
+)pµf (A
−) =
∑
B∈Ξr,B±≺A
gB,Am
(B) (gB,A ∈ k),
where B± is the matrix obtained by replacing the diagonal entries by zeros and is regarded
a matrix in Γ ±.
We have also the following monomial, BLM and PBW bases for uk(n, r) which are
analogous to the bases in 6.6 and 6.9. Recall, for j ∈ Nn, kj = kj11 · · ·kjnn and σ( j) =
j1 + · · · + jn, and Nl = {0,1, . . . , l − 1}.
Theorem 8.5. Fix any integer i0 with 1 i0  n. Each of the following set forms a basis
for uk(n, r).
(1) Ni0,k = {e(A+)kjf (A
−) | A ∈ Γ ±, j ∈ Nnl , ji0 = 0, σ ( j) + σ(A) r};
(2) Bi0,k = {A( j, r) | A ∈ Γ ±, j ∈ Nnl , ji0 = 0, σ ( j) + σ(A) r};
(3) Pi0,k = {ec(A
+)
i k
jf c(A
−)
i | A ∈ Γ ±, j ∈ Nnl , ji0 = 0, σ ( j) + σ(A)  r}, where i is as
in 6.8.
Proof. The proofs of these results are similar to those of 6.6 and 6.9. We prove (1) for
example. As for 6.6(1), we prove the case i0 = n. Let Nk =Nn,k . Clearly, #Nk = #Mk .
So it is enough to prove the set Nk is linearly independent.
By 6.2(1), (2) and the definition of pλ, we have
kj11 · · ·kjnn =
∑
λ∈Λ(n,r)
ε
∑n
i=1 λiji pλ =
∑
λ∈Λ(n,r)
ελ· jpλ.
It follows that for A ∈ Γ ±,
e(A
+)kj11 · · ·kjnn f (A
−) =
∑
λ: λ∈Λ(n,r)
λiσi(A)
ελ· je(A+)pλf
(A−) +
∑
µ: µ∈Λ(n,r)
∃i,µi<σi(A)
εµ· je(A+)pµf (A
−).
Hence by 8.4, we obtain (cf. (6.6.1))
e(A
+)kj11 · · ·kjnn f (A
−) =
∑
ελ· jm(Aλ) +
∑
fB,Am
(B)λ: λ∈Λ(n,r)
λiσi(A)
B∈Ξr
B±≺A
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Various bases discussed in previous sections
Basis type (location) U(n) U(n, r) uk(n) uk(n, r)
Integral monomial (6.4, 8.2, 8.4) – m(A), A ∈ Ξr – m(A), A ∈ Ξr
Monomial (3.2, 6.6, 5.3, 8.5) M(A, j) e(A+)kjf (A−) M(A, j¯) e(A+)kjf (A−)
BLM (3.1, 6.6, 5.2, 8.5) A( j) A( j, r) A( j¯) A( j¯, r)
PBW (6.9, 8.5) – ec(A+)i kjf
c(A−)
i 2.3 e
c(A+)
i k
jf c(A
−)
i
BLMk (6.6, 8.2) – – A, A ∈ Γ ′ A, r, . . .
For rows 2–4 A ∈ Ξ±, j ∈ Zn A ∈ Ξ±, j ∈ Nn
ji0 = 0
σ( j) + σ(A) r
A ∈ Γ ±, j ∈ Zn
l
A ∈ Γ ±, j ∈ Nn
l
ji0 = 0
σ( j) + σ(A) r
where fB,A ∈ k, and Aλ = A + diag(λ1 − σ1(A), . . . , λn − σn(A)). Now, the linear inde-
pendence ofNk follows from the invertibility of the coefficient matrix (ελ· j)λ∈Λn,r,A,µ∈Λ′n,r,A
where
Λn,r,A =
{
λ | λ ∈ Λ(n, r), λi  σi(A) ∀i
}
and
Λ′n,r,A =
{ j ∈ Nnl | jn = 0, σ ( j) + σ(A) r}.
The rest of the argument is entirely similar to the proof of (6.6.2) with Λn,r,A and Λ′n,r,A
replaced by Λn,r,A and Λ′n,r,A, and υ by ε, of course. 
9. Dimension formulas
Let Xn,r,l := {λ ∈ Λ(n, r) | λ2, . . . , λn < l} and put an,r,l = #Xn,r,l . It is well known
that we have the following generating function:
1
(1 − x)m =
∑
s0
(
s + m − 1
m− 1
)
xs, (9.0.1)
where x is an indeterminant and m is a positive integer.
Lemma 9.1. We have the following equality:
an,r,l =
∑
(−1)s
(
n − 1
s
)(
n + r − sl − 1
n − 1
)
.s0
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indeterminate. Define functions fr(t1, . . . , tn) by
1
1 − t1x ·
n∏
i=2
1 − (tix)l
1 − tix =
∑
r0
fr(t1, . . . , tn)x
r .
Then fr(t1, . . . , tn) is the sum of all monomials of degree r in {ti} such that for any
2  i  n, the exponent of ti does not exceed l. Thus an,r,l is obtained by evaluating
fr(t1, . . . , tn) at ti = 1 for all i; that is,
1
1 − x ·
(1 − xl)n−1
(1 − x)n−1 =
∑
r0
an,r,lx
r .
However, on the other hand,
1
1 − x ·
(1 − xl)n−1
(1 − x)n−1 = (1 − x
l)n−1 · 1
(1 − x)n
=
∑
s0
(−1)s
(
n − 1
s
)
xls
∑
u0
(
n + u − 1
n − 1
)
xu (by (9.0.1))
=
∑
r0
∑
r=u+ls
(−1)s
(
n − 1
s
)(
n + u − 1
n − 1
)
xr
=
∑
r0
∑
s0
(−1)s
(
n − 1
s
)(
n + r − sl − 1
n − 1
)
xr .
The desired equality follows by equating coefficients. 
Theorem 9.2. We have the following formula
#Λ(n, r) =
∑
s0
(−1)s
(
n − 1
s
)(
n + r − sl − 1
n − 1
)
. (9.2.1)
In particular, we have
(1) dimuk(n, r)0 =∑s0(−1)s(n−1s )(n+r−sl−1n−1 );
(2) dimuk(n, r)+ =∑s0(−1)s(N−1s )(N+r−sl−1N−1 ) with N = (n2)+ 1;∑
s
(
n2−1)(n2+r−sl−1)(3) dimkuk(n, r) = s0(−1) s n2−1 .
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Xn,r,l to Λ(n, r). For any λ ∈ Λ(n, r), we choose 0  µ2, . . . ,µn < l, such that µ2 =
λ2, . . . ,µn = λn. Then
n∑
i=2
µi 
n∑
i=2
λi  r.
Let µ1 = r −∑ni=2 µi  0, then
µ1 = r −
n∑
i=2
µi = r −
n∑
i=2
λi = λ1 and (µ1, . . . ,µn) = λ.
So the restriction is onto. On the other hand, if λ,µ ∈ Xn,r,l such that λ = µ, then λ2 =
µ2, . . . , λn = µn by the definition of Xn,r,l . It follows that λ1 = µ1 since λ,µ ∈ Λ(n, r).
Hence the map from Xn,r,l to Λ(n, r) is bijective. Thus, (1) follows immediately from 7.3,
and (2) and (3) follow from 7.6 and 8.4, respectively, as we may identify the set {A ∈ Γ + |
σ(A) r} with XN,r,l , and Ξr with Λ(n2, r). 
Remark 9.3. From the dimension formulas, we see that the little q-Schur algebra uk(n, r)
is different from the infinitesimal Schur algebras investigated in [4,7]. We shall compare
them in [10].
10. Presenting Borel subalgebras of uk(n, r)
Let uk(n, r)0 (respectively, uk(n, r)0) be the k-subalgebra of uk(n, r) generated by
ei (respectively, fi ) and kj (1  i  n − 1, 1  j  n). These algebras are called Borel
subalgebras of uk(n, r) and will play an important role in the representation theory of
uk(n, r).
The various bases for uk(n, r) give rise to bases for uk(n, r)0. As examples, we list
some of them below.
Proposition 10.1. Fix any i0 with 1 i0  n. Each of the following sets forms a basis for
uk(n, r)
0
.
(1) M0k := {e(A)pλ | A ∈ Γ +, λ ∈ Λ(n, r), λi  σi(A) for all i};
(2) N0i0,k = {e(A)kj | A ∈ Γ +, j ∈ Nnl , ji0 = 0, σ ( j) + σ(A) r};
(3) B0i0,k = {A( j, r) | A ∈ Γ +, j ∈ Nnl , ji0 = 0, σ ( j) + σ(A) r};
(4) L0k := {A+ diag(λ), r | A ∈ Γ +, σ (A) r, λ ∈ Λ(n, r − σ(A))}.
In particular, dimuk(n, r)0 =∑s0(−1)s(N−1s )(N+r−sl−1N−1 ) with N = (n+12 ).
A similar result holds for uk(n, r)0.
J. Du et al. / Journal of Algebra 287 (2005) 199–233 231Proof. By 7.1, it suffices to prove the case for uk(n, r)0. It is clear that uk(n, r)0 =
uk(n, r)
+uk(n, r)0. Hence by 7.3 and 7.6, uk(n, r)0 is spanned by the elements e(A)pλ
with A ∈ Γ +, λ ∈ (Zl )n. By 6.2(3), if for any µ ∈ Λ(n, r) with µ = λ, there exist some i
such that λi < σi(A), then e(A)pλ = 0. It follows that uk(n, r)0 is spanned by the elements
e(A)pλ with A ∈ Γ +, λ ∈ Λ(n, r) and λi  σi(A) for all i. So (1) follows by 8.2. Clearly,
(2) and (3) follows form 8.5 and (1). We now prove (4).
Assume A ∈ Γ +. By (5.3.1) and 8.1, we have
e(A)kj = εaA( j¯, r)+ ∑
B≺A,B∈Γ ±
j′∈Zn
fB, j′B
( j¯′, r)
where fB, j′ ∈ k. Note if A ∈ Γ ′+ and B ≺ A, then B ∈ Γ ′+. It follows that
e(A)kj = εaA( j¯, r)+ ∑
B≺A,B∈Γ +
j′∈Zn
fB, j′B
( j¯′, r).
By definition, for B ∈ Γ ′+, we may write
B
( j¯′, r)= ∑
λ∈Λ(n,r−σ(B))
ελ· j
′
B + diag(λ), r ∈ spanL0k .
Hence by (2), we have uk(n, r)0 ⊆ spanL0k . Thus, we have
dimuk(n, r)0  #Lk = #M0k = dimuk(n, r)0.
Therefore, L0k is a basis. 
We turn to investigate presentations for Borel subalgebras.
Theorem 10.2. The k-algebra uk(n, r)0 is generated by the elements
ei (1 i  n − 1), pλ (λ ∈ Λ(n, r))
subject to the following relations:
(a) pλpµ = δλ,µpλ, 1 =
∑
λ∈Λ(n,r) pλ;
(b) e2i ej − (ε + ε−1)eiejei + eje2i = 0 when |i − j | = 1;
(c) eiej = ejei when |i − j | > 1;
(d) eli = 0;
(e) eipλ = pλ+αi ei if µi+1  1 for some µ ∈ Λ(n, r) with µ = λ;
(f) e(A+)pλ = 0 for A+ ∈ Γ + and λ¯ ∈ Λ(n, r) satisfying that if µ ∈ Λ(n, r) with λ¯ = µ
then µi < σi(A) for some i.
A similar result holds for uk(n, r)0.
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and relations (a)–(f). By 6.1, 7.5, 7.7 and 7.8, there is naturally an algebra epimorphism
s
0
k → uk(n, r)0.
This in fact is an isomorphism as we now prove that dim s0k  dimuk(n, r)0.
Let s+k (respectively s0k ) be the subalgebra of s0k generated by ei (1  i  n − 1)
(respectively pλ (λ ∈ Λ(n, r))). By (e), we have
s
0
k = s+k s0k .
From 2.5, we may easily obtain a presentation for u+k and thus, an algebra epimorphism
u+k → s+k . Hence, using the monomial basis for uk in 5.3, we see that s+k is spanned by
the elements e(A) with A ∈ Γ +. Now the relation (e) guarantees that, for A ∈ Γ + and
λ ∈ Λ(n, r), if λi  σi(A) for all i, then
e(A)pλ = pλ′e(A)
where λ′ = λ − co(A) + ro(A) (see the proof of 7.8). This together with (f) implies that
s
0
k is spanned by the elements e(A)pλ with A ∈ Γ +, λ ∈ Λ(n, r) and λi  σi(A) for all i.
Thus, the dimension inequality follows from 10.1. 
Remark 10.2.1. (1) We remark that the relations involved in (f) are not simple at all. It is
natural to expect that if (f) can be replaced by
(f′) eipλ = 0 if µi+1 = 0 for all µ ∈ Λ(n, r) with µ = λ.
Unfortunately, this is not the case. We have constructed an counterexample.
(2) There is no nice and simple presentation for uk(n, r) either as given in 6.1 for the q-
Schur algebra. In fact ker ζr,k|uk(n) is more complex than ker ζr since it cannot be generated
by certain elements in u0k(n). For example, in the case assume n = 2 and l = r = 3, if
ker ζr,k|uk(2) was generated by certain elements in uk(2)0, then by 7.5 we would have
ker ζr,k|uk(2) =
〈
diag
(
λ
) | λ ∈ (Zl )n, λ /∈ Λ(2,3)〉.
Let β = (1,−1) ∈ Z2. It is clear for λ /∈ Λ(2,3) we have λ ± β /∈ Λ(2,3). We can eas-
ily see that E1diag(λ) = diag(λ + β)E1 and F1diag(λ) = diag(λ − β)F1, where
diag(λ) ∈ uk(2). Hence we have
ker ζr,k|uk(2) = span
{
Ea1

diag
(
λ
)
Fb1 | λ /∈ Λ(2,3), 0 a, b < 3
}
.
It follows that dim ker ζr,k|uk(2) = 54. But dim uk(2) = 81 and dim uk(2,3) = Ξ3 = 17, so
dim ker ζr,k|uk(2) < dimuk(2) − dimuk(2,3) = 64. This is a contradiction.
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