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Extracting information from text entails deriving a structured, and typically domain-
specific, representation of entities and relations from unstructured text. The information
thus extracted can potentially facilitate applications such as question answering, infor-
mation retrieval, conversational dialogue and opinion analysis. However, extracting
information from text in a structured form is difficult: it requires understanding words
and the relations that exist between them in the context of both the current sentence and
the document as a whole.
In this thesis, we present our research on neural models that learn structured output
representations comprised of textual mentions of entities and relations within a sen-
tence. In particular, we propose the use of novel output representations that allow the
neural models to learn better dependencies in the output structure and achieve state-
of-the-art performance on both tasks. We also propose models which can learn nested
variation of the problem of entity mentions and achieves state-of-the-art performance.
We also present our recent work on expanding the input context beyond sentences by
incorporating coreference resolution to learn entity-level rather than mention-level rep-
resentations and show that these representations are important for improving relation
extraction. We perform analysis to show that the entity-level representations which cap-
ture the information regarding the saliency of entities in the document are beneficial for
relation extraction. We also briefly mention about incorporating biases into the neural
network models and show improvements in the performance of information extraction.
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CHAPTER 1
INTRODUCTION
1.1 Motivation
The vast amount of knowledge that is available on the web has inspired several ap-
proaches (Singh, 2018) in the field of information extraction to automatically extract
information from it. This automatically extracted information can then be organized
and presented to the users in a structured manner. As a result, this structured infor-
mation is easier to understand and navigate1 by the users in comparison to the plain
text that encompasses this information. For example, search engines such as Google
provide summaries as shown in Figure 1.1. In the summary shown in Figure 1.1, the
search engine provides information about the person “Barack Obama” such as he was
the 44th U.S. President, his birth date, his presidential term; his relation with places
— he was born in “Honolulu”; his relation with other people — “Ann Dunham” and
“Barack Obama Sr.” are his parents and “Malia Ann Obama” and “Sasha Obama” are
his children. It is also possible to navigate to these places and people from this sum-
mary. In addition to information organization, this automatically extracted knowledge
is deeemed important for downstream tasks such as question answering (Chen, 2018).
Consider, for example, the question shown in Figure 1.2. In order to build systems that
can answer questions such as “Which U.S. president was born in Honolulu?” based on
the information on the web, it is foreseeable that a system which has access to the in-
formation that the person “Barack Obama” served as the “U.S. President” and “Barack
Obama” was also born in the city “Honolulu” and can perform inference on these facts
can answer this question. Hence, extracting information can help in both organizing
1Easier navigation of information is possible due to the summarization of information from multiple
sources on the web.
1
Figure 1.1: Figure showing an example of information organization for personal-
ity “Barack Obama” and the city “Honolulu”.
information and building downstream systems such as opinion mining(Liu and Zhang,
2012), question answering (Chen, 2018), dialogue (Chen et al., 2017).
The automatic extraction of knowledge from web entails extracting real-world enti-
ties and their relations to each other. The semantic types of these entities and relations
depends on the task that we are trying to solve in Natural Language Processing. For ex-
ample, for general information extraction of extracting facts (Singh, 2018) these entities
comprises of people, organization, locations, etc. which exist in the real-world and the
relations between these entities comprises of the Organization-Affiliation (ORG-AFF)
between a person and their organization, Physical (PHYS) between a person and their lo-
cation, etc. For the task of extracting opinions (Liu and Zhang, 2012) that are expressed
on the web, the entities correspond to opinion expression, the holder of the opinion and
the target of the opinion. The relation between these opinion entities captures which
opinion was expressed by which entities in the text. There are other tasks such as se-
mantic role labeling (Ma`rquez et al., 2008), events extraction (Hogenboom et al., 2016),
etc. In this thesis, we will primarily focus on extracting facts and opinions from text
using machine learning algorithms.
2
Figure 1.2: Figure showing an example of question answering from the popular
search engine Google.
In all the tasks described above, the key assumption is that the entities are described
in the text as a span of text, also referred to as mentions of entities. Hence, the general
task of entities and relation extraction requires us to extract the textual spans and their
relations to each other. These tasks are challenging because they require natural lan-
guage understanding. A lot of the cues about the entities are present in the neighbouring
tokens. For example, humans are able to identify new real-world entities in a stand-alone
document without requiring external knowledge or databases. There are syntactic and
semantic cues in a sentence which can help identify entities. Similarly, identifying rela-
tions between the entities require a deeper understanding of the context which provides
cues about the type of relationship between any two entities. For example, syntactic
structure of the sentence has been found to be extremely important for relation classifi-
cation (Pawar et al., 2017). Similarly, semantic frames (Ruppenhofer et al., 2006) were
often used as cues for machine learning algorithms to identify relations between known
3
entities. However, the approaches which used these discrete features as cues suffer from
the limitation that generating these features is expensive and time-consuming and often
depend on other active research problems in Natural Language Processing which can
lead to cascading errors. However, the introduction of neural networks particularly, re-
current neural networks (Hochreiter and Schmidhuber, 1997) enabled building models
which can automatically extract features from context. Recurrent neural networks is a
type of neural networks which has connections over a temporal sequence. For a sen-
tence, this temporal sequence corresponds to words 2 in the sentence from left-to-right.
These networks are initialized with dense embeddings (Mikolov et al., 2013) trained on
a very large corpus and known to capture semantics of words. With this initialization,
recurrent neural networks then updates its hidden states (of features) for each word in
the sequences, as it goes through the words in the sequence from left-to-right. Thus,
these networks capture summary of the sequence seen so far at any time step in the
sequence. These hidden states or features arguably capture features such as the con-
text which were often used in the previous feature-based methods. However, there is
also some evidence (Kuncoro et al., 2017, 2018) that these features are also capable of
capturing syntactic structures of sentences. Thus, these recurrent neural networks can
potentially be trained to automatically extract features which have been proven to be
useful for extracting facts and opinion in the past work. In this thesis, we will present
one of the first work on investigating the use of neural networks for extracting opinions
from text.
Another challenge in extracting facts from a sentence lies in the complexity of the
output space. Even under the assumption that these entities and relations are confined
within a sentence, the complexity of the output space is, understandably, exponential
in the length of the sentence N. Assuming that there are K entity types and R relation
2There are also variations where the temporal sequence is at the granularity of characters in the sen-
tence. However, for this thesis we will restrict ourselves at the word-level.
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types. An approach that labels each word (or token) in the sentence with the respec-
tive entity and simultaneously also indicates the position of the token within the entity
3 has cK possibilities for each token. Thus the output space corresponding to all the
chain structures becomes exponential (≈ cKN) in the length of the sentence. However,
there are approaches (Collobert et al., 2011) which relax dependencies among the chain
structures reducing the complexity to quadratic in the length of the sentence. But jointly
representing relations between entity mentions brings additional complexity in the out-
put space. Thus, a naive representation of the output structure for relations makes it
challenging for the current machine learning algorithms to learn these structures effi-
ciently. Thus, there is a focus to propose novel output representations for these tasks
which makes joint learning and inference of these tasks feasible. In this thesis we will
show that novel output representations for extracting facts and opinions in the text, in
conjunction with automatically extracting features from text using recurrent neural net-
works achieves the state-of-the-art performance on these problems.
Going forward, even though in this thesis, we will show that these neural networks
are effective in automatically extracting features and can improve the state-of-the-art
performance on the task of entities and relation extraction, there are several challenges in
the field of information extraction that need to be addressed. One such challenge is that
the task of extracting facts is often limited to sentence-level. One disadvantage of such
an approach is that the methods extract relations between the mentions of the entities
which are often pronominal mentions hence are not directly useful for any application
unless there is a external system which can link the mention to its corresponding named
entity in the document. Also, building systems independently often lead to cascading
errors and thus multi-task learning (Li and Ji, 2014) is often helpful and achieves better
performance that solving each task individually. In the context of extracting facts such
3An entity spans multiple tokens in the sentence which requires indicating the first token of an entity,
middle tokens of the entity and the last token of the entity.
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as entity mentions and relations, the task of also identifying the named entity for each
mention is important. In this thesis, we present approaches to also learn entity-centric
features and show that these features are important for learning relations.
In summary, in this thesis, we address the challenges of extracting facts and opinions
from text by showing that using neural networks and proposed novel output represen-
tations, we can improve the state-of-the-art performance in information extraction. We
also propose methods to incorporate features from the document for extracting facts and
overcoming the limitation of the current recurrent network systems on their effectiveness
on long context.
1.2 Contributions
The primary contribution of this thesis is the development of new methods for extracting
options and facts based on automatic feature extraction and novel ways to represent these
problems. We also propose methods to extend the current models to include context
from document, thus paving the path for information extraction from the document as
a whole instead of traditional way of extracting from sentences. More specifically, we
make the following contributions:
Novel output representation for Opinion Relations. We extract opinion entities and
relations from sentences using a variation of recurrent neural network called long short
term memory (LSTM). Our major contribution is to represent relations between opinion
entities in the terms of the distance between the related opinion entities such that the
desired output structure is a sequence. We show that recurrent neural network models
can learn this new representation of relations and performs comparably to the previous
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state-of-the-art model (Yang and Cardie, 2013) which depends on the availability of
linguistic knowledge and requires several expensive preprocessing components. Our
other contribution is to be able to learn the output sequence globally and show that our
methods achieves significant improvement over our baselines that learn this sequence
locally. We will discuss our approach (Katiyar and Cardie, 2016) in detail in Chapter 3.
Relation Extraction without using Dependency Trees. Dependency trees have of-
ten been used for relation extraction (Pawar et al., 2017). Some approaches (Miwa and
Bansal, 2016b) that used neural networks to automatically extract features for relation
extraction still depend on the availability of dependency trees for sentences and used
recurrent networks on tree structures for identifying relations between entity mentions.
These approaches are not transferable to low-resource languages and obtaining depen-
dency trees from another system also potentially leads to cascading errors. Thus, we
investigate an approach which does not use dependency trees for relation extraction. We
describe our approach in Chapter 4. In our approach, we use pointer networks (Vinyals
et al., 2015a) which learns to attend to the related entity mention from a set of candidate
entity mentions, for every mention in the sentence. We show that our approach (Kati-
yar and Cardie, 2017) can perform comparably to the approach which depends on the
dependency tree structures.
Nested Named Entity Recognition. Named entities and their mentions are often
nested 4. For example, in the entity mention “his fellow pilot”, “his” is another embed-
ded entity mention. For extracting these entity mentions of the same type, a sequential
output structure is not sufficient. We will propose to use a hypergraph structure in Chap-
ter 5 and show that our output representation can be successfully learned using LSTMs
4In datasets such as ACE05, 30% of the sentences were found to have overlapping mentions.
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and achieve the state-of-the-art performance (Katiyar and Cardie, 2018).
Introducing document-level features for relation extraction. Traditionally, relation
extraction, often restricted to sentence-level, deal with identifying relations between en-
tity mentions. In the work described in Chapter 6, we show that incorporating document-
level features is important for the task of relation extraction achieving state-of-the-art
performance. In particular, we learn entity-level representations aggregating informa-
tion from all mentions of an entity. These entity-level representations capture the sum-
mary of the entities as they appear in the document.
1.3 Thesis Outline
The rest of the thesis is organized as follows. In Chapter 2, we will provide background
in structured prediction models and an overview of recurrent neural networks. In the
next three chapters, we will discuss different problems in fact and opinion extraction and
we will present novel output representations for solving these problems. In Chapter 3,
we will discuss novel neural network based models for opinion mining. In Chapter 4, we
will present models for general fact extraction for joint modeling of entities and relations
without requiring any external syntactic structures. In Chapter 5, we will provide neural
network based models for nested named entities extraction. In the remaining thesis, we
will discuss how we can improve automatic feature extraction from neural networks to
include document-level features in the task of relation extraction. In Chapter 6, we will
propose learning entity-level representations for relation extraction.
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CHAPTER 2
BACKGROUND AND RELATED WORK
In this chapter, we first present a definition and background of information extrac-
tion. We then present an overview of the general machine learning approaches for infor-
mation extraction. In particular, we will focus on the approaches for extracting mentions
of entities which are spans of text and relations between the entities. We will first for-
malize the problem and then describe feature-based approaches and then more recent but
preliminary neural network approaches for them. In the next chapters, we will discuss
our proposed neural network models for these problems in detail.
2.1 Information Extraction
As per Okurowski (1993), Information extraction is defined as a kind of document pro-
cessing which captures and outputs factual information contained within the document.
This factual information is not necessarily a summary of the document but it corresponds
to extracting information based on predefined types of interest by identifying the spe-
cific instances of these types as they occur in the text or document. For example, a user
interested in identifying information on companies named within a set of documents
also includes identifying companies that were previously not known to the user.
Even with manual extraction, Will (1993) found in carefully controlled experiments,
that analysts had an error rate of about 30% after training and several months of prac-
tice. To perform this task successfully, the analysts first locate a candidate entity by
identifying and distinguishing a single entity (entity extraction) from the other entities,
generally on the basis of the entity name. This candidate entity must be kept distinct
from the other entities, but, in addition, other references to the same entity (coreference
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resolution) must be merged so that there is a single entity in the extraction template.
Characteristics of the entity must be assigned; the analyst can characterize the entity
by nationality or classify the entity by type as one of the set of choices (entity classifi-
cation). In an application where relationships among entities are important, the analyst
may need to link one entity to another (relation extraction). All of these activities make
for a complex set of cognitive demands placed upon the analyst that often require subtle
judgements to be made.
Based on the challenges described above, several automatic approaches (Singh,
2018) have been proposed to solve the different components for information extraction
such as entity extraction, coreference resolution, relation classification either indepen-
dently or jointly. We will now describe some of the early machine learning approaches
for these problems.
2.2 Machine Learning Approaches
We will primarily describe supervised machine learning based approaches for entity
and relation extraction. We will focus on the feature-based methods for these problems
and then describe the primitive deep learning approaches for these problems. Our work
described in the later chapters is built on improving deep learning approaches.
2.2.1 Entity Extraction
Entity extraction entails extracting spans of text from a document that correspond to real
world entities. It also entails extracting mentions of the entities in the document. Most
of the current approaches extract entity mentions independently from each sentence in
10
Input sequence (x) The sale infuriated Beijing which regards Taiwan an integral ...
Entity tags (y) B T I T B O B H O B O B T O O ...
Figure 2.1: Output sequence for extracting opinion entities in the sentence . O represents
the ‘Other’ tag in the BIO scheme.
the document. We will now describe the problem formally in detail.
2.2.1.1 Problem Formulation
Given an observed sequence, say a sentence, x = 〈x1, x2, . . . xt〉, with each xi ∈ V , vocab-
ulary of V words in language, we want to extract multiple spans [p, p+ l1], [q, q+ l2] . . .
of variable lengths which correspond to mentions of entities in the sentence. These spans
can be overlapping, however, for this chapter we will only discuss non-overlapping
spans. Under the assumption that these entity mentions are non-overlapping, most suc-
cessful (Ramshaw and Marcus, 1995) output representation to extract all spans of entity
mentions correspond to a sequence y = 〈y1, y2, . . . yt〉 such that there is a label yk for each
xk in the input sequence. In this work, we follow BILOU tagging sequence where B
corresponds to the beginning of the entity mention, I corresponds to the inside, L corre-
sponds to the last token, O corresponds to the outside token which is not a part of any
entity mention and U represents an entity mention comprising of single token. These
tags are appended by the type of the entity mention to distinguish between the different
types of entity mentions. Figure 2.1 shows an example of the output sequence (y) for
extracting opinion entities “The sale”, “infuriated”, “Beijing”, “regard”, “Taiwan” from
the sentence.
Previous methods (Collobert et al., 2011) use machine learning models to learn to
predict the sequence y, given an input sequence x. We will describe a simple model that
11
predicts each yi independently in the output sequence. 1 For methods to be generalizable
over unseen input sequences, most of the previous methods (Nadeau and Sekine, 2007)
use linguistic knowledge to represent the sentence using a feature representation for
each prediction task. However, more recent neural network models have been shown to
learn linguistic features by themselves. We will now describe these two class of models
in detail.
2.2.1.2 Feature-based models
For each prediction task, i.e., to predict yi given the sentence x, these methods extract
linguistic features from the sentence such as
• Words which correspond to the current word xi and the neighboring words in a
window [i-2, i+2]
• Capitalization features for the current word xi
• Part-of-speech features for the current word xi and the neighboring words in a
window [i-2, i+2]
• Dependency tree features for the current word xi, determine its syntactic chunks,
etc
• Semantic class features semantic frames for verbs according to FrameNet
These include some of the common features that are used by the feature-based systems
(Nadeau and Sekine, 2007). For each specific problem such as identifying opinion en-
tities, opinion lexicons are used which indicate the presence of an opinion. Also, the
output from other NLP systems such as identifying the named entities are used as ad-
ditional features for identifying opinion entities. Even some of the features described
1We will discuss how we can model dependencies in the output structure in Chapter 3.
12
earlier such as part-of-speech features, dependency trees and constituent trees are not
easily available and hence obtaining these features also depend on other NLP systems.
Thus, the features described above are used to obtain a feature representation fi for
each word xi in the input sequence. The machine learning based approaches learns
weights for each of these features in the feature representation, to learn to predict the
corresponding output tag yi in the output sequence.
These machine learning approaches achieved modest performance on entity extrac-
tion and relation classification. However, there are several limitations of using these
feature-based approaches such as:
• These methods depend on linguistic knowledge for building feature representation
and as a result these methods depend on several current existing tools such as
dependency parsers, constituency parsers, semantic role labeling and so on. These
existing tools are far from perfect and most often domain-dependent which results
in propagating errors in systems which uses these tools to extract features.
• Also, these methods depend on manually selecting the linguistic features for
building feature representation which has the disadvantage of being limited by
the expert understanding of which linguistic cues are important for a task and
also it becomes increasingly difficult to know the linguistic signals important for
solving complex downstream tasks.
2.2.2 Neural Network Approaches
In around 2015, neural networks became increasingly popular for entity extraction be-
cause of their capability to automatically extract features, models built on neural net-
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works (Lample et al., 2016) improved the state-of-the-art performance in four languages
without resorting to any language-specific knowledge or resources such as gazetteers. In
this section, we will describe a simple sequence-to-sequence recurrent neural network
based model architecture for entity extraction.
Learning Word Representations. We input spans of text to these neural networks.
In our work, we consider words as the units of text. In the previous feature-based
approaches, words are often represented as a “one-hot” vector of the size of the vo-
cabulary which means that this vector has 1 corresponding to the index of the word in
the vocabulary and all other indices are 0 (Manning and Schu¨tze, 1999). These word
representations do not capture any information about similarity or any other relation-
ships between words. On the other hand, distributed representations aim to capture
semantic similarity of words by embedding all words in a dense low-level representa-
tions comprising of real numbers. There have been many recent methods to learn these
distributed representations from unsupervised data. Some of these methods (Collobert
and Weston, 2008; Mikolov et al., 2013) use deep neural networks to learn these word
representations which are known to show linear structures such as below:
queen ≈ king − man + woman
where queen, king, man and woman are learned dense vector representations for the
corresponding words.
These representations can be used as an input in the neural networks for tasks such
as entity extraction and they have been found to provide a good initialization for these
neural networks. We will now describe the recurrent neural networks to extract feature
representations for entity extraction.
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Recurrent neural networks. Recurrent neural networks are a type of neural networks
which are known to capture sequentiality of the input sequence and hence well suited for
tasks on natural language such as English where the natural order is from left to right.
These networks employ non-linear operations on words from left-to-right such that they
capture summary of the input seen so far at every timestep. Thus, these networks recur-
sively apply a non-linear update function f on the history (ht−1) and the current word
(xt) to produce ht to capture the summary until timestep t as below:
ht = f (ht−1, xt) (2.1)
where ht is the hidden representation at time t which encodes the information about
the order of words in the sentence due to recurrent computation of h at every time step
which is propagated further to the next time step. Thus, these hidden representations can
capture context from the left. There are also variations of these recurrent neural networks
such as a bidirectional neural network which can also capture the context from the right.
Similarly, recurrent neural networks are often stacked together to obtain a multi-layer
recurrent neural network. These hidden representations corresponding to each word in
the input sequence are then used as feature representation for entity extraction.
Sequence Tagging. As we described earlier, we can obtain a hidden representation ht
for each time step t in the sentence which captures the context both to the left and right
of the current timestep t using bidirectional multi-layer recurrent neural network. These
hidden representations are then used as feature representations to learn to predict the
most likely tag for each time step similar to Section 2.2.1.1. These models accumulate
loss over each time step corresponding to all the words in the sentence and then are
trained using backpropagation through time to compute the gradients and updating the
parameters in the network. For our problem of entity extraction, the output sequence for
15
Figure 2.2: Trend in the F1-score performance of various feature-based and neural
network based systems on CoNLL-2003 test set. Each blue dot in
the graph corresponds to some of the recent model proposed in the
literature.
each time step corresponds to the BILOU tag appended by the entity type.
These recurrent neural networks have been widely used in a variety of sequence tag-
ging problems such as named entity recognition (Lample et al., 2016), semantic role
labeling (He et al., 2017), etc. As shown in Figure 2.2, neural network models outper-
form previous feature-based models on the English CoNLL-2003 test set without any
external resources. In addition to sequence tagging, recurrent neural networks have also
been used for sequence-to-sequence problems such as machine translation () where an
encoder embeds a sentence into a dense representation and then the decoder generates
the target sentence from the representation. Bahdanau et al. (2015) proposed attention
mechanism for learning the sentence representation by weighing the different parts of
the encoder sequence by a learned probability distribution. These neural network meth-
ods have shown improvements in both the sequence-to-sequence as well as tagging tasks
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without requiring manual feature-engineering to learn feature representation.
In this thesis, we focus on building neural network based models for information
extraction including extracting opinion from text. We primarily want to build better
neural networks because:
• The biggest advantage of using neural networks is that it does not depend on the
output from an external NLP tasks to build the set of linguistic features but instead
provides an opportunity for these features to be learned in an end-to-end fashion
either using multi-task objectives or learning these features implicitly thus not
leading to error propagation from other systems.
• Also, building a comprehensive list of linguistic features is both cumbersome and
difficult, thus having neural networks learn these features also provide the ad-
vantage of being able to learn more complex predictive features not necessarily
quantifiable by the experts for more challenging downstream tasks.
We will now cover some of the general approaches for relation extraction using both
feature based models and few neural network models.
2.2.3 Relation Extraction
Relation Extraction deals with extracting relations of interest among mentions of entities
in the text. In pipelined approaches entity mentions are extracted first and then relations
between the entity mentions are extracted. The most common approach (Pawar et al.,
2017) is to learn a binary (or multi-class) classifier between all pairs of entity mentions
in the text to classify if the pair of entities are related (and their type of relation). In
feature-based approaches (Yang and Cardie, 2013), most common features for relation
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extraction include words, their POS tags, hypernyms, syntactic category in the parse
tree, semantic frames, dependency paths, distance between the arguments (entity men-
tions) and so on. In despite of these extensive list of features required for performing
relation extraction, Miwa and Bansal (2016b) show that they achieve error reduction of
12.1% on end-to-end relation extraction compared to the previous state-of-the-art (Li
and Ji, 2014) feature-based model on ACE2005 dataset. Thus, neural network based
models show promise for solving relation extraction. However, there are two major
challenges that need to be addressed which are:
• Focusing on the development of joint approaches for entity and relation extraction
because pipelined approaches lead to error propagation and any entity mention
that was not discovered in the first step can’t be extracted during relation extrac-
tion. Previous feature-based approaches (Li and Ji, 2014) show that extracting
entities and relation jointly improves both the tasks. In Chapter 3, we will intro-
duce our proposed approaches for joint opinion entities and relation extraction.
• Miwa and Bansal (2016b) use dependency trees from off-the-shelf parser to learn
relation extraction as dependency paths have been known to be crucial for relation
extraction. However, these parsers are not perfect which lead to error propagation.
Thus, we need to build models which do not depend on the availability of parse
trees. In Chapter 4, we investigate neural network models without using depen-
dency trees.
In addition to the challenges described above, relation extraction is often restricted to
find relation between entity mentions without unifying the mentions to their respective
entities in the document. We will discuss our approach in Chapter 6 describing how
to include entity-level information to relation extraction. We show that we can learn
these entity-level representations using the coreference information to unify different
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mentions of an entity and improve relation extraction. Thus, in this thesis we focus on
including document-level information for extracting facts from document.
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CHAPTER 3
FINE-GRAINED OPINION MINING
In this chapter, we present a deep learning based approach for fine-grained opinion
mining. We propose a joint model for the extraction of opinion entities and relation
by proposing a novel tagging scheme. The work described is based on Katiyar and
Cardie (2016). We first present the definition of fine-grained opinion mining and the
describe some of the previous approaches for this problem prior to the publication of
our work. We then describe our model based on recurrent neural networks and present
the performance of our approach compared to the previous state-of-the-art model for
fine-grained opinion mining.
To give some background on the problem, the goal of fine-grained opinion analysis is
to identify subjective expressions in text along with their associated sources and targets.
More specifically, fine-grained opinion analysis aims to identify three types of opinion
entities:
• opinion expressions, O, which are direct subjective expressions (i.e., explicit
mentions of otherwise private states or speech events expressing private states
(Wiebe and Cardie, 2005));
• opinion targets, T , which are the entities or topics that the opinion is about; and
• opinion holders, H, which are the entities expressing the opinion.
In addition, the task involves identifying the IS-FROM and IS-ABOUT relations between
an opinion expression and its holder and target, respectively. In the sample sentences,
numerical subscripts indicate an IS-FROM or IS-ABOUT relation.
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S1 [The sale]T1 [infuriated]O1 [Beijing]H1,2 which [regards]O2 [Taiwan]T2 an integral
part of its territory awaiting reunification, by force if necessary.
S2 “[Our agency]T1,H2 [seriously needs]O2 [equipment for detecting drugs]T2 ,” [he]H1
[said]O1 .
In S1, for example, “infuriated” indicates that there is an (negative) opinion from “Bei-
jing” regarding “the sale.”1
Traditionally, the task of extracting opinion entities and opinion relations was han-
dled in a pipelined manner, i.e., extracting the opinion expressions first and then extract-
ing opinion targets and opinion holders based on their syntactic and semantic associa-
tions with the opinion expressions (Kim and Hovy, 2006; Kobayashi et al., 2007). More
recently, methods that jointly infer the opinion entity and relation extraction tasks (e.g.,
using Integer Linear Programming (ILP)) have been introduced (Choi et al., 2006; Yang
and Cardie, 2013) and show that the existence of opinion relations provides clues for the
identification of opinion entities and vice-versa, and thus results in better performance
than a pipelined approach. However, the success of these methods depends critically on
the availability of opinion lexicons, dependency parsers, named-entity taggers, etc.
Alternatively, neural network-based methods have been employed. In these ap-
proaches, the required latent features are automatically learned as dense vectors of the
hidden layers. Liu et al. (2015), for example, compare several variations of recurrent
neural network methods and find that long short-term memory networks (LSTMs) per-
form the best in identifying opinion expressions and opinion targets for the specific case
of product/service reviews.
Motivated by the recent success of LSTMs on this and other problems in NLP, we
1The work described in this chapter does not attempt to determine the sentiment, i.e., the positive or
negative polarity, of an opinion.
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investigate here the use of deep bi-directional LSTMs for joint extraction of opinion
expressions, holders, targets and the relations that connect them. This is the first at-
tempt to handle the full opinion entity and relation extraction task using a deep learning
approach.
In experiments on the MPQA dataset for opinion entities (Wiebe and Cardie, 2005;
Wilson, 2008), we find that standard LSTMs are not competitive with the state-of-the-art
CRF+ILP joint inference approach of Yang and Cardie (2013), performing below even
the standalone sequence-tagging CRF. Inspired by Huang et al. (2015), we show that
incorporating sentence-level, and our newly proposed relation-level optimization, allows
the LSTM to perform within 1–3% of the ILP joint model for all three opinion entity
types and to do so without access to opinion lexicons, parsers or other preprocessing
components.
For the primary task of identifying opinion entities together with their IS-FROM and
IS-ABOUT relations, we show that the LSTM with sentence- and relation-level optimiza-
tions outperforms an LSTM baseline that does not employ joint inference. When com-
pared to the CRF+ILP-based joint inference approach, the optimized LSTM performs
slightly better for the IS-ABOUT2 relation and within 3% for the IS-FROM relation.
In the sections that follow, we describe: related work (Section 4.1) and the multi-
layer bi-directional LSTM (Section 3.2); the LSTM extensions (Section 6.3); the exper-
iments on the MPQA corpus (Sections 6.4 and 6.5) and error analysis (Section 5.6).
2Target and IS-ABOUT relation identification is one important aspect of opinion analysis that hasn’t
been much addressed in previous work and has proven to be difficult for existing methods.
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3.1 Related Work
LSTM-RNNs (Hochreiter and Schmidhuber, 1997) have recently been applied to many
sequential modeling and prediction tasks, such as machine translation (Bahdanau et al.,
2015; Sutskever et al., 2014), speech recognition (Graves et al., 2013), NER (Ham-
merton, 2003). The bi-directional variant of RNNs has been found to perform better
as it incorporates information from both the past and the future (Schuster and Paliwal,
1997; Graves et al., 2013). Deep RNNs (stacked RNNs) (Schmidhuber, 1992; Hihi and
Bengio, 1996) capture more abstract and higher-level representation in different layers
and benefit sequence modeling tasks (I˙rsoy and Cardie, 2014). Collobert et al. (2011)
found that adding dependencies between the tags in the output layer improves the per-
formance of Semantic Role Labeling task. Later, Huang et al. (2015) also found that
adding a CRF layer on top of bi-directional LSTMs to capture these dependencies can
produce state-of-the-art performance on part-of-speech (POS), chunking and NER.
For fine-grained opinion extraction, earlier work (Wilson et al., 2005; Breck et al.,
2007; Yang and Cardie, 2012) focused on extracting subjective phrases using a CRF-
based approach from open-domain text such as news articles. Choi et al. (2005) ex-
tended the task to jointly extract opinion holders and these subjective expressions. Yang
and Cardie (2013) proposed a ILP-based joint-inference model to jointly extract the
opinion entities and opinion relations, which performed better than the pipelined based
approaches (Kim and Hovy, 2006).
In the neural network domain, I˙rsoy and Cardie (2014) proposed a deep bi-
directional recurrent neural network for identifying subjective expressions, outperform-
ing the previous CRF-based models. Irsoy and Cardie (2013) additionally proposed a
bi-directional recursive neural network over a binary parse tree to jointly identify opin-
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ion entities, but performed significantly worse than the feature-rich CRF+ILP approach
of Yang and Cardie (2013). Liu et al. (2015) used several variants of recurrent neural
networks for joint opinion expression and aspect/target identification on customer re-
views for restaurants and laptops, outperforming the feature-rich CRF based baseline.
In the product reviews domain, however, the opinion holder is generally the reviewer
and the task does not involve identification of relations between opinion entities. Hence,
standard LSTMs are applicable in this domain. None of the above neural network based
models can jointly model opinion entities and opinion relations.
In the relation extraction domain, several neural networks have been proposed for re-
lation classification, such as RNN-based models (Socher et al., 2012) and LSTM-based
models (Xu et al., 2015b). These models depend on constituent or dependency tree
structures for relation classification, and also do not model entities jointly. Recently,
Miwa and Bansal (2016b) proposed a model to jointly represent both entities and rela-
tions with shared parameters, but it is not a joint-inference framework.
3.2 Methodology
For our task, we propose the use of multi-layer bi-directional LSTMs, a type of recur-
rent neural network. Recurrent neural networks have recently been used for modeling
sequential tasks. They are capable of modeling sequences of arbitrary length by repeti-
tive application of a recurrent unit along the tokens in the sequence. However, recurrent
neural networks are known to have several disadvantages like the problem of vanishing
and exploding gradients. Because of these problems, it has been found that recurrent
neural networks are not sufficient for modeling long term dependencies. Hochreiter
and Schmidhuber (1997), thus proposed long short term memory (LSTMs), a variant of
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recurrent neural networks.
3.2.1 Long Short Term Memory (LSTM)
Long short term memory networks are capable of learning long-term dependencies. The
recurrent unit is replaced by a memory block. The memory block contains two cell states
– memory cellCt and hidden state ht; and three multiplicative gates – input gate it, forget
gate ft and output gate ot. These gates regulate the addition or removal of information
to the cell state thus overcoming vanishing and exploding gradients as described below:
ft = σ(W f xt + U fht−1 + b f ) (3.1)
it = σ(Wixt + Uiht−1 + bi) (3.2)
The forget gate ft and input gate it above decides what part of the information we are
going to throw away from the cell state and what new information we are going to store
in the cell state. The sigmoid outputs a number between 0 and 1 where 0 implies that the
information is completely lost and 1 means that the information is completely retained.
The intermediate cell state C˜t and previous cell state Ct−1 are used to update the new
cell state Ct as shown below:
C˜t = tanh(Wcxt + Ucht−1 + bc) (3.3)
Ct = it ∗ C˜t + ft ∗Ct−1 (3.4)
Next, we update the hidden state ht based on the output gate ot and the cell state Ct. We
pass both the cell state Ct and the hidden state ht to the next time step as shown below:
ot = σ(Woxt + Uoht−1 + VoCt + bo) (3.5)
ht = ot ∗ tanh(Ct) (3.6)
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3.2.2 Multi-layer Bi-directional LSTM
In sequence tagging problems, it has been found that only using past information for
computing the hidden state ht may not be sufficient. Hence, previous works (Graves
et al., 2013; I˙rsoy and Cardie, 2014) proposed the use of bi-directional recurrent neu-
ral networks for speech and NLP tasks, respectively. The idea is to also process the
sequence in the backward direction. Hence, we can compute the hidden state
−→
ht in the
forward direction and
←−
ht in the backward direction for every token.
Also, in more traditional feed-forward networks, deep networks have been found to
learn abstract and hierarchical representations of the input in different layers (Bengio,
2009). The multi-layer LSTMs have been proposed (Hermans and Schrauwen, 2013) to
capture long-term dependencies of the input sequences in different layers.
For the first hidden layer, the computation proceeds similar to that described in Sec-
tion 3.2.1. However, for higher hidden layers i the input to the memory block is the
hidden state and memory cell from the previous layer i − 1 instead of the input vector
representation.
For the work described in this chapter, we only use the hidden state from the last
layer L to compute the output state yt.
zt =
−→
V
−→
ht (L) +
←−
V
←−
ht (L) + c (3.7)
yt = g(zt) (3.8)
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3.3 Network Training
For our problem, we wish to predict a label y from a discrete set of classes Y for ev-
ery word in a sentence. As is the norm, we train the network by maximizing the log-
likelihood ∑
(x,y)∈T
log p(y|x, θ)
over the training data T, with respect to the parameters θ, where x is the input sentence
and y is the corresponding tag sequence. We propose three alternatives for the log-
likelihood computation.
3.3.1 Word-Level Log-Likelihood (WLL)
We first formulate a word-level log-likelihood (WLL) (adapted from Collobert et al.
(2011)) that considers all words in a sentence independently. We interpret the score zt
corresponding to the ith tag [zt]i as a conditional tag probability log p(i|x, θ) by applying
a softmax operation.
p(i|x, θ) = so f tmax(zit) (3.9)
=
ez
i
t∑
j ez
j
t
(3.10)
For the tag sequence y given the input sentence x the log-likelihood is :
log p(y|x, θ) = zy − logadd
j
z j (3.11)
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3.3.2 Sentence-Level Log-Likelihood (SLL)
In the word-level approach above, we discard the dependencies between the tags in a tag
sequence. In our sentence-level log-likelihood (SLL) formulation (also adapted from
Collobert et al. (2011)) we incorporate these dependencies: we introduce a transition
score [A]i, j for jumping from tag i to tag j of adjacent words in the tag sequence to the
set of parameters θ˜. These transition scores are going to be trained.
We use both the transition scores [A] and the output scores z to compute the sentence
score s(x|Tt=1, y|Tt=1, θ˜) as below:
s(x, y, θ˜) =
T∑
t=1
(
[A]yt−1,yt + z
yt
t
)
(3.12)
We normalize this sentence score over all possible paths of tag sequences y˜ to get the
log conditional probability as below :
log psent(y|x, θ˜) = s(x, y, θ˜) − logadd
y˜
s(x, y˜, θ˜) (3.13)
Even though the number of tag sequences grows exponentially with the length of the
sentence, we can compute the normalization factor in linear time (Collobert et al., 2011).
At inference time, we find the best tag sequence
argmax
y˜
s(x, y˜, θ˜)
for an input sentence x using Viterbi decoding. In this case, we basically maximize the
same likelihood as in a CRF except that a CRF is a linear model.
The above sentence-level log-likelihood is useful for sequential tagging, but it cannot
be directly used for modeling relations between non-adjacent words in the sentence. In
the next subsection, we extend the above idea to also model relations between non-
adjacent words.
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The sale infuriated Beijing which regards Taiwan an integral ...
Entity tags B T I T B O B H O B O B T O O ...
Left Rel (dle f t) 0 0 0 0 0 2 1 0 0 ...
Right Rel (dright) 2 1 1 0 0 0 0 0 0 ...
IS-ABOUT IS-FROM
IS-FROM
IS-ABOUT
Figure 3.1: Gold standard annotation for an example sentence from MPQA dataset. O
represents the ‘Other’ tag in the BIO scheme.
3.3.3 Relation-Level Log-Likelihood (RLL)
For every word xt in the sentence x, we output the tag yt and a distance dt. If a word at
position t is related to a word at position k and k < t, then dt = (t − k). If word t is not
related to any other word to its left, then dt = 0. Let DLe f t be the maximum distance we
model for such left-relations 3.
zt =
−→
Vr
−→
ht (L) +
←−
Vr
←−
ht (L) + cr (3.14)
We let
−→
Vr ∈ R(DLe f t+1)×Y×dh (where dh is the dimensionality of hidden units) such that the
output state zt ∈ R(DLe f t+1)×Y as compared to zt ∈ R(1)×Y in case of sentence-level log-
likelihood.
In order to add dependencies between tags and relations, we introduce a transition
score [A]i, j,d′ ,d” for jumping from tag i and relation distance d
′
to tag j and relation
distance d” of adjacent words in the tag sequence, to the set of parameters θ
′
. These
transition scores are also going to be trained similar to the transition scores in sentence-
level log-likelihood.
3Later in this section, we will also add a similar likelihood in the objective function for right-relations,
i.e., for each word the related words are in the right context.
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The sentence score s(x|Tt=1, y|Tt=1, d|Tt=1, θ
′
) is:
s(x, y, d, θ
′
) =
T∑
t=1
(
[A]yt−1,yt ,dt−1,dt + z
yt ,dt
t
)
(3.15)
We normalize this sentence score over all possible paths of tag y˜ and relation se-
quences d˜ to get the log conditional probability as below :
log prel,Le f t(y, d|x, θ˜) =s(x, y, d, θ′) (3.16)
− logadd
y˜,d˜
s(x, y˜, d˜, θ
′
) (3.17)
We can still compute the normalization factor in linear time similar to sentence-level
log-likelihood.
At inference time, we jointly find the best tag and relation sequence
argmax
y˜,d˜
s(x, y˜, d˜, θ
′
)
for an input sentence x using Viterbi decoding.
For our task of joint extraction of opinion entities and relations, we train our model
to predict tag y and relation distance d for every word in the sentence by maximizing the
log-likelihood (SLL+RLL) below using Adadelta (Zeiler, 2012).∑
(x,y)∈T
log psent(y|x, θ′)+ log prel,Le f t(y, d|x, θ′) (3.18)
+ log prel,Right(y, d|x, θ′) (3.19)
3.4 Experiments
In this section, we present the datasets used for evaluating the performance of our pro-
posed models. We also present the previous models and compare the performance of
our models with them.
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Opinion Expression
Method P R F1
CRF 84.423.24 61.613.20 71.172.66
CRF+ILP 73.533.90 74.892.51 74.112.49
LSTM+WLL 67.884.49 66.133.20 66.872.66
LSTM+SLL 70.455.12 66.653.46 68.373.14
LSTM+SLL+RLL 71.735.35 70.923.96 71.112.71
CRF 80.783.27 57.623.24 67.192.63
CRF+ILP 71.034.03 69.722.37 70.222.44
LSTM+WLL 64.474.79 59.453.52 61.672.26
LSTM+SLL 65.975.46 61.763.69 63.603.05
LSTM+SLL+RLL 65.484.92 65.543.65 65.562.71
Table 3.1: Performance on opinion expression extraction. Top table shows Binary Over-
lap performance; bottom table shows Proportional Overlap performance. Su-
perscripts designate one standard deviation.
3.4.1 Data
We use the MPQA 2.0 corpus (Wiebe and Cardie, 2005; Wilson, 2008). It contains
news articles and editorials from a wide variety of news sources. There are a total of
482 documents in our dataset containing 9471 sentences with phrase-level annotations.
We set aside 132 documents as a development set and use the remaining 350 documents
as the evaluation set. We report the results using 10-fold cross validation at the document
level to mimic the methodology of Yang and Cardie (2013).
The dataset contains gold-standard annotations for opinion entities — expressions,
targets, holders. We use only the direct subjective/opinion expressions. There are also
annotations for opinion relations – IS-FROM between opinion holders and opinion ex-
pressions; and IS-ABOUT between opinion targets and opinion expressions. These rela-
tions can overlap but we discard all relations that contain sub-relations similar to Yang
and Cardie (2013). We also leave identification of overlapping relations for future work.
Figure 4.1 gives an example of an annotated sentence from the dataset: boxes denote
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Opinion Target Opinion Holder
Method P R F1 P R F1
CRF 80.382.72 46.804.41 59.104.06 73.374.09 49.713.46 59.213.49
CRF+ILP 77.273.49 56.943.94 65.403.07 67.003.17 67.223.50 67.222.54
LSTM+WLL 58.714.87 54.923.23 56.501.51 60.334.54 63.342.33 61.652.37
LSTM+SLL 63.024.61 56.773.98 59.653.61 61.853.82 63.123.59 62.352.46
LSTM+SLL+RLL 64.525.52 65.944.74 64.841.44 62.753.75 67.174.37 64.712.23
CRF 71.813.22 42.363.78 53.233.69 71.563.54 48.613.51 57.863.43
CRF+ILP 71.943.25 49.833.24 58.722.80 65.703.07 65.913.63 65.682.61
LSTM+WLL 52.725.01 44.212.54 47.851.41 58.414.72 59.722.52 52.452.23
LSTM+SLL 54.464.49 50.164.38 52.013.05 59.803.29 61.273.75 60.402.26
LSTM+SLL+RLL 52.756.81 60.544.78 55.811.96 59.443.56 65.514.22 62.182.50
Table 3.2: Performance on opinion holder and target extraction. Top table shows Binary
Overlap performance; bottom table shows Proportional Overlap performance.
Superscripts designate one standard deviation.
opinion entities and opinion relations are shown by arcs. We interpret these relations
arcs as directed — from an opinion expression towards an opinion holder, and from an
opinion target towards an opinion expression.
In order to use the RLL formulation as defined in Section 3.3.3, we pre-process
these relation arcs to obtain the left-relation distances (dle f t) and right-relation distances
(dright) as shown in Figure 4.1. For each word in an entity, we find its distance to the
nearest word in the related entity. These distances become our relation tags. The entity
tags are interpreted using the BIO scheme, also shown in the figure. Our RLL model
jointly models the entity tags and relation tags. At inference time, these entity tags and
relation tags are used together to determine IS-FROM and IS-ABOUT relations. We use
a simple majority vote to determine the final entity tag from SLL+RLL model.
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IS-ABOUT IS-FROM
Method P R F1 P R F1
CRF+ILP 61.574.56 47.653.12 54.392.49 64.043.08 58.794.42 61.173.02
LSTM+SLL+Softmax 36.235.10 36.127.75 35.403.35 36.445.26 40.196.13 37.603.42
LSTM+SLL+RLL 62.483.87 49.802.84 54.982.54 64.193.81 53.756.00 58.223.01
Table 3.3: Performance on opinion relation extraction using Binary Overlap on the opin-
ion entities. Superscripts designate one standard deviation.
3.4.2 Evaluation Metrics
We use precision, recall and F-measure (as in Yang and Cardie (2013)) as evaluation
metrics. Since the identification of exact boundaries for opinion entities is hard even for
humans (Wiebe and Cardie, 2005), soft evaluation methods such as Binary Overlap and
Proportional Overlap are reported. Binary Overlap counts every overlapping predicted
and gold entity as correct, while Proportional Overlap assigns a partial score propor-
tional to the ratio of overlap span and the correct span (Recall) or the ratio of overlap
span and the predicted span (Precision).
For the case of opinion relations, we report precision, recall and F-measure accord-
ing to the Binary Overlap. It considers a relation correct if there is an overlap between
the predicted opinion expression and the gold opinion expression as well as an overlap
between the predicted entity (holder/target) and the gold entity (holder/target).
3.4.3 Baselines and Previous Models
CRF+ILP. We use the ILP-based joint inference model (Yang and Cardie, 2013) as
baseline for both the entity and relation extraction tasks. It represents the state-of-the-
art for fine-grained opinion extraction. Their method first identifies opinion entities
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using CRFs (an additional baseline) with a variety of features such as words, POS tags,
and lexicon features (the subjectivity strength of the word in the Subjectivity Lexicon).
They also train a relation classifier (logistic regression) by over-generating candidates
from the CRFs (50-best paths) using local features such as word, POS tags, subjectivity
lexicons as well as semantic and syntactic features such as semantic frames, dependency
paths, WordNet hypernyms, etc. Finally, they use ILP for joint-inference to find the
optimal prediction for both opinion entity and opinion relation extraction.
LSTM+SLL+Softmax. As an additional baseline for relation extraction, we train a
softmax classifier on top of our SLL framework. We jointly learn the relation classifier
and SLL model. For every entity pair [x] ji , [x]
l
k, we first sum the start and end word
output representation [zt] and then concatenate them to learn softmax weight W ′ where
W ′ ∈ R3×2dh .
yrel = so f tmax(W
′
[zt]i + [zt] j[zt]k + [zt]l
) (3.20)
The inference is pipelined in this case. At the time of inference, we first predict the
entity spans and then use these spans for relation classification.
3.4.4 Hyperparameter and Training Details
We use multi-layer bi-directional LSTMs for all the experiments such that the num-
ber of hidden layers is 3 and the dimensionality of hidden units (dh) is 50. We use
Adadelta for training. We initialize our word representation using publicly available
word2vec (Mikolov et al., 2013) trained on Google News dataset and keep them fixed
during training. For RLL, we keep DLe f t and DRight as 15. All the weights in the net-
work are initialized from small random uniform noise. We train all our models for 200
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epochs. We do not pre-train our network. We regularize our network using dropout
(Srivastava et al., 2014) with the drop-out rate tuned using the development set. We
select the final model based on development-set performance (average of Proportional
Overlap for entities and Binary Overlap for relations).
3.5 Results
We discuss the performance of our proposed models in detail with respect to the opinion
entities and opinion relation in this section.
3.5.1 Opinion Entities
Table 3.1 shows the performance of opinion entity identification using the Binary Over-
lap and Proportional Overlap evaluation metrics. We discuss specific results in the para-
graphs below.
WLL vs. SLL. SLL performs better than WLL on all entity types, particularly with
respect to Proportional Overlap on opinion holder and target entities. A similar trend can
be seen for the example sentences in Table 3.5. In S1, SLL extracts “has been in doubt”
as the opinion expression whereas WLL only identifies “has”. Similarly in S2, WLL
annotates “Saudi Arabia’s request on a case-by-case” as the target while SLL correctly
includes “basis” in its annotation. Thus, we find that modeling the transitions between
adjacent tags enables SLL to find entire opinion entity phrases better than WLL, leading
to better Proportional Overlap scores.
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SLL vs. SLL+RLL. From Table 3.1, we see that the joint-extraction model
(SLL+RLL) performs better than SLL as expected. More specifically, SLL+RLL model
has better recall for all opinion entity types. The example sentences from Table 3.5
corroborate these results. In S1, SLL+RLL identifies “announced” as an opinion ex-
pression, which was missing in both WLL and SLL. In S3, neither the WLL nor the
SLL model can annotate opinion holder (H1) or the target (T1), but SLL+RLL correctly
identifies the opinion entities because of modeling the relations between the opinion
expression “will decide” and the holder/target entities.
CRF vs. LSTM-based Models. From the analysis of the performance in Table 3.1,
we find that our WLL and SLL models perform worse while our best SLL+RLL model
can only match the performance of the CRF baseline on opinion expressions. Even
though the recall of all our LSTM-based models is higher than the recall of the CRF-
baseline for opinion expressions, we cannot match the precision of CRF baseline. We
suspect that the reason for such high precision on the part of the CRF is its access to
carefully prepared subjectivity-lexicons4. Our LSTM-based models do not rely on such
features except via the word-vectors. With respect to holders and targets, we find that
our SLL model performs similar to the CRF baseline. However, the SLL+RLL model
outperforms CRF baseline.
CRF+ILP vs. SLL+RLL. Even though we find that our LSTM-based joint-model
(SLL+RLL) outperforms our LSTM-based only-entity extraction model (SLL), the per-
formance is still below the ILP-based joint-model (CRF+ILP). However, we perform
comparably with respect to target entities (Binary Overlap). Also, our recall on targets
is much better than all other models whereas the recall on holders is very similar to
4http://mpqa.cs.pitt.edu/lexicons/ subj lexicon/
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CRF+ILP. Our SLL+RLL model can identify targets such as “Australia’s involvement
in Kyoto” which the ILP-based model cannot, as observed for S1 in Table 3.5. In S3, the
ILP-based model also erroneously divides the target “consider Saudi Arabia’s request on
a case-by-case basis” into a holder “Saudi Arabia’s” and opinion expression “request”,
while SLL+RLL model can correctly identify it. We will compare the two models in
detail in Section 5.6.
3.5.2 Opinion Relations
The extraction of opinion relations is our primary task. Table 3.35 shows the perfor-
mance on opinion relation extraction task using Binary Overlap.
SLL+Softmax vs. SLL+RLL. The opinion entities and relations are jointly modeled
in both the models, but we see a significant improvement in performance by adding
relation level dependencies to the model vs. learning a classifier on top of sentence-level
dependencies to learn the relation between entities. LSTM+SLL+RLL performs much
better in terms of both precision and recall on both IS-FROM and IS-ABOUT relations.
CRF+ILP vs. SLL+RLL. We find that our SLL+RLL model performs comparably
and even slightly better on IS-ABOUT relations. Such performance is encouraging be-
cause our LSTM-based model does not rely on features such as dependency paths, se-
mantic frames or subjectivity lexicons for our model. Our sequential LSTM model is
able to learn these relations thus validating that LSTMs can model long-term dependen-
cies. However, for IS-FROM relations, we find that our recall is lower than the ILP-based
5Yang and Cardie (2013) omitted a subset of targets and IS-ABOUT relations. We fixed this and re-ran
their models on the updated dataset, obtaining the lower F-score 54.39 for IS-ABOUT relations.
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S1 :
However, [Chavez]T1 who [is known for]O1 [his]H2
[ala Fidel Castro left-leaning anti-American philosophy]O2 had on a number of
occasions [rebuffed]O3 [ [US]H4 [ requests]O4 for [more oil exports]T4 ]T3 .
CRF+ILP
However, [Chavez]H1 who [is known]O for [his ala Fidel Castro]H2
[ left-leaning anti-American philosophy]O2 had on a number of occasions
[rebuffed]O1 [US]H3 [ requests]O3 for more oil exports.
SLL+RLL
However, Chavez who [is known]O for his ala Fidel Castro left-leaning
anti-American [philosophy]O had on a number of occasions [rebuffed]O1
[US requests for more oil exports]T1 .
S2 :
A short while ago, [our correspondent in Bethlehem]H1 [said]O1 that
[Ra’fat al-Bajjali ]T1 was martyred of wounds sustained in the explosion.
CRF+ILP
A short while ago, [our correspondent]H1 in Bethlehem [said]O1 that
[Ra’fat al-Bajjali ]T1 was martyred of wounds sustained in the explosion.
SLL+RLL
A short while ago, our correspondent in Bethlehem said that Ra’fat al-Bajjali was
martyred of wounds sustained in the explosion.
S3 : This is no criticism, and is widely known and appreciated.
CRF+ILP This is no criticism, and is widely known and appreciated.
SLL+RLL [This]T1 [ is no criticism]O1 , and is widely [known and appreciated]O.
S4 : From the fact that mothers care for their young, we can not deduce that they ought todo so, Hume argued.
CRF+ILP
From the fact that [mothers]H1 [care]O1 for their young, we can not deduce that they
ought to do so, [Hume]H2 [argued]O2 .
SLL+RLL
From the fact that mothers care for their young, [we]H1 [can not deduce]O1 that
[ they]T1 ought to do so, [Hume]H2 [argued]O2 .
Table 3.4: Examples from the dataset with label annotations from CRF+ILP and SLL+RLL mod-
els for comparison. The first row for each example is the gold standard.
joint model.
3.6 Discussion
In this section, we discuss the various advantages and disadvantages of the LSTM-based
SLL+RLL model as compared to the joint-inference (CRF+ILP) model. We provide
examples from the dataset in Table 3.4.
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From Table 3.3, we find that SLL+RLL model performs worse with respect to the
opinion expression entities and opinion holder entities. On careful analysis of the output,
we found cases such as S1 in Table 3.4. For such sentences SLL+RLL model prefers
to annotate the opinion target (T3) “US requests for more oil exports”, whereas the ILP
model annotates the embedded opinion holder (H4) “US” and opinion expression (T4)
“requests”. Both models are valid with respect to the gold-standard. In order to simplify
our problem, we discard these embedded relations during training similar to Yang and
Cardie (2013). However, for future work we would like to model these overlapping rela-
tions which could potentially improve our performance on opinion holders and opinion
expressions.
We also found several cases such as S2, where the SLL+RLL model fails to annotate
“said” as an opinion expression. The gold standard opinion expressions include speech
events like “said” or “a statement”, but not all occurrences of these speech events are
opinion expressions, some are merely objective events. In S2, “was martyred” is an in-
dication of an opinion being expressed, so “said” is annotated as an opinion expression.
From our observation, the ILP model is more relaxed in annotating most of these speech
events as opinion expressions and thus likely to identify corresponding opinion holders
and opinion targets as compared to SLL+RLL model.
There were also instances such as S3 and S4 in Table 3.4 for which the gold standard
does not have an annotation but the SLL+RLL output looks reasonable with respect to
our task. In S3, SLL+RLL identifies “is no criticism” as an opinion expression for the
target “This”. However, it fails to identify the relation-link between “known and appre-
ciated” and the target “This”. Similarly, SLL+RLL also identifies reasonable opinion
entities in S4, whereas the ILP model erroneously annotates “mothers” as the opinion
holder and “care” as the opinion expression.
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We handle the task of joint-extraction of opinion entities and opinion relations as a
sequence labeling task in the work described in the work described in this chapter and
report the performance of the 1-best path at the time of Viterbi inference. However, there
are approaches such as discriminative reranking (Collins and Koo, 2005) to rerank the
output of an existing system that offer a means for further improving the performance
of our SLL+RLL model. In particular, the oracle performance using the top-10 Viterbi
paths from our SLL+RLL model has an F-score of 82.11 for opinion expressions, 76.77
for targets and 78.10 for holders. Similarly, IS-ABOUT relations have an F-score of 65.99
and IS-FROM relations, an F-score of 70.80. These scores are on average 10 points better
than the performance of the current SLL+RLL model, indicating that substantial gains
might be attained via reranking.
3.7 Chapter Summary
In the work described in this chapter, we explored LSTM-based models for the joint
extraction of opinion entities and relations. Experimentally, we found that adding
sentence-level and relation-level dependencies on the output layer improves the per-
formance on opinion entity extraction, obtaining results within 1-3% of the ILP-based
joint model on opinion entities, within 3% for IS-FROM relation and comparable for
IS-ABOUT relation.
Going forward, it would be interesting to explore the effects of pre-training (Ben-
gio et al., 2009) and scheduled sampling (Bengio et al., 2015) for training our LSTM
network. Our approach can also be potentially benefited by re-ranking methods. With
respect to the fine-grained opinion mining task, a potential direction to improve the mod-
els to be able to model overlapping and embedded entities and relations. We will discuss
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our approaches for identifying overlapping and embedded entities in Chapter 5 which
can benefit further research in the problem of opinion mining. Also, these models can be
benefited from handling cross-sentential relations. In our work (Bommasani et al., 2019;
Niculae et al., 2016; Chen et al., 2014) we also present approaches for identifying opin-
ion relations across sentences. We also present models (Park et al., 2015) for identifying
appropriate types of support for propositions comprising online user comments.
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S1 :
[Australia’s involvement in Kyoto]T1 [has been in doubt]O1 ever since
[ the US President, George Bush]H2 , [announced]O2 last year that
[ratifying the protocol]T2 would hurt the US economy.
CRF+ILP
Australia’s involvement in Kyoto [has been in doubt]O1 ever since the US President,
George Bush, announced last year that [ratifying the protocol]T1 would hurt . . .
WLL
[Australia’s involvement in Kyoto]T [has]O been in doubt ever since the US
[President]H, [George Bush]H, announced last year that ratifying the protocol . . . .
SLL [Australia’s involvement in Kyoto]T [has been in doubt]O ever since the US Presi-
dent, George Bush, announced last year that ratifying the protocol would hurt . . .
SLL+RLL
[Australia’s involvement in Kyoto]T [has been in doubt]O ever since the US Presi-
dent, [George Bush]H2 , [announced]O2 last year that [ratifying the protocol]T2 . . .
S2 :
Bush said last week [he]H1,2 [was willing]O1 [ to consider]O2
[Saudi Arabia’s request on a case-by-case basis]T2 but [U.S. officials]H3
[doubted]O3 [ it would happen any time soon]T3 .
CRF+ILP
[Bush]H1 [said]O1 last week [he]H2 [was willing to consider]O2 [Saudi Arabia’s]H3
[ request]O3 on a case-by-case basis but [U.S. officials]H4 [doubted]O4 [ it ]T4 would
happen any time soon.
WLL
Bush said last week [he]H [was willing]O to [consider]O
[Saudi Arabia’s request on a case-by-case]T basis but [U.S. officials]H [doubted]O
[ it ]T would [happen any time soon]T.
SLL
Bush said last week [he]H [was willing]O to
[consider Saudi Arabia’s request on a case-by-case basis]T but [U.S. officials]H
[doubted]O [ it ]T would happen any time soon.
SLL+RLL
Bush said last week [he]H1 [was willing to consider]O1
[Saudi Arabia’s request on a case-by-case basis]T1 but [U.S. officials]H2
[doubted]O2 [ it would happen any time soon]T2 .
S3 :
Hence, [ the Organization of Petroleum Exporting Countries (OPEC)]H1 ,
[will decide]O1 at its meeting on Wednesday
[whether or not to cut its worldwide crude production in an effort to shore]
[up energy prices]T1 .
CRF+ILP
Hence, the Organization of Petroleum Exporting Countries
(OPEC), [will decide]O1 at its meeting on Wednesday whether
[or not to cut its worldwide crude production in an effort to shore up energy prices]T1 .
WLL
Hence, the Organization of Petroleum Exporting Countries (OPEC), will [decide]O
at its meeting on Wednesday whether or not to cut its worldwide crude production in
an effort to shore up energy prices.
SLL
Hence, the Organization of Petroleum Exporting Countries (OPEC), [will decide]O
at its meeting on Wednesday whether or not to cut its worldwide crude production in
an effort to shore up energy prices.
SLL+RLL
Hence, [ the Organization of Petroleum Exporting Countries (OPEC)]H1 ,
[will decide]O1 at its meeting on Wednesday whether
[or not to cut its worldwide crude production in an effort to shore up energy prices]T1 .
Table 3.5: Output from different models. The first row for each example is the gold standard.
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CHAPTER 4
JOINT EXTRACTION OF ENTITIES AND RELATIONS
Contrary to the previous chapter where we proposed methods for extracting opinions
from text, in this chapter we propose a model for extracting facts from sentences in a
more general information extraction setting for extracting facts. We show that the work
described in this chapter overcomes some of the limitations of the model described in
Chapter 3. This chapter is based on the work described in Katiyar and Cardie (2017).
We will first provide an overview of the recent approaches for this problem and then
describe our proposed approach.
As we briefly discussed in Chapter 2, extraction of entities and their relations from
text belongs to a very well-studied family of structured prediction tasks in NLP. There
are several NLP tasks such as fine-grained opinion mining (Choi et al., 2006) also dis-
cussed in Chapter 3, semantic role labeling (Gildea and Jurafsky, 2002), etc., which have
a similar structure; thus making it an important and a challenging task.
Several methods have been proposed for entity mention and relation extraction at the
sentence-level. These can be broadly categorized into – 1) pipeline models that treat the
identification of entity mentions (Nadeau and Sekine, 2007) and relation classification
(Zhou et al., 2005) as two separate tasks; and 2) joint models, also the more recent,
which simultaneously identify the entity mention and relations (Li and Ji, 2014; Miwa
and Sasaki, 2014). Joint models have been argued to perform better than the pipeline
models as knowledge of the typed relation can increase the confidence of the model on
entity extraction and vice versa.
Recurrent networks (RNNs) (Elman, 1990) have recently become very popular for
sequence tagging tasks such as entity extraction that involves a set of contiguous tokens.
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However, their ability to identify relations between non-adjacent tokens in a sequence,
e.g., the head nouns of two entities, is less explored. For these tasks, RNNs that make
use of tree structures have been deemed more suitable. Miwa and Bansal (2016a), for
example, propose an RNN comprised of a sequence-based long short term memory
(LSTM) for entity identification and a separate tree-based dependency LSTM layer for
relation classification using shared parameters between the two components. As a result,
their model depends critically on access to dependency trees, restricting it to sentence-
level extraction and to languages for which (good) dependency parsers exist. Also, their
model does not jointly extract entities and relations; they first extract all entities and
then perform relation classification on all pairs of entities in a sentence.
In our previous work (Katiyar and Cardie, 2016) described in Chapter 3, we address
the same task in an opinion extraction context. Our LSTM-based formulation explicitly
encodes distance between the head of entities into opinion relation labels. The output
space of our model is quadratic in size of the entity and relation label set and we do
not specifically identify the relation type. Unfortunately, adding relation type makes the
output label space very sparse, making it difficult for the model to learn.
In the work described in this chapter, we propose a novel RNN-based model for the
joint extraction of entity mentions and relations. Unlike other models, our model does
not depend on any dependency tree information. Our RNN-based model is a multi-layer
bi-directional LSTM over a sequence. We encode the output sequence from left-to-
right. At each time step, we use an attention-like model on the previously decoded
time steps, to identify the tokens in a specified relation with the current token. We also
add an additional layer to our network to encode the output sequence from right-to-
left and find significant improvement on the performance of relation identification using
bi-directional encoding.
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Martin Geissler , ITV News , Safwan southern Iraq .
Entity tags B PER L PER O B ORG L ORG O U GPE O U LOC O
ORG-AFF
PHYS
PART-WHOLE
Figure 4.1: Gold standard annotation for an example sentence from ACE05 dataset.
Our model significantly outperforms the feature-based structured perceptron model
of Li and Ji (2014), showing improvements on both entity and relation extraction on
the ACE05 dataset. In comparison to the dependency tree-based LSTM model of Miwa
and Bansal (2016a), our model performs within 1% on entities and 2% on relations on
ACE05 dataset. We also find that our model performs significantly better than their tree-
based model on the AGENT-ARTIFACT relation, while their tree-based model performs
better on PHYSICAL and PART-WHOLE relations; the two models perform comparably
on all other relation types. The very competitive performance of our non-tree-based
model bodes well for relation extraction of non-adjacent entities in low-resource lan-
guages that lack good parsers.
In the sections that follow, we describe related work (Section 4.1); our bi-directional
LSTM model with attention (Section 6.2); the training (Section 6.3); the experiments
on ACE dataset (Section 6.4); results (Section 6.5); error analysis (Section 5.6) and
conclusion (Section 5.7).
4.1 Related Work
RNNs (Hochreiter and Schmidhuber, 1997) have been recently applied to many sequen-
tial modeling and prediction tasks, such as machine translation (Bahdanau et al., 2015;
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Sutskever et al., 2014), named entity recognition (NER) (Hammerton, 2003), opinion
mining (I˙rsoy and Cardie, 2014). Variants such as adding CRF-like objective on top of
LSTMs have been found to produce state-of-the-art results on several sequence predic-
tion NLP tasks (Collobert et al., 2011; Huang et al., 2015; Katiyar and Cardie, 2016) as
seen in Chapter 3. These models assume conditional independence at the output layer
whereas the model we propose in the work described in this chapter does not assume
any conditional independence at the output layer, allowing it to model an arbitrary dis-
tribution over output sequences.
Relation classification has been widely studied as a stand-alone task, assuming that
the arguments of the relations are known in advance. There have been several models
proposed including feature-based models (Bunescu and Mooney, 2005; Zelenko et al.,
2003) and neural network based models (Socher et al., 2012; dos Santos et al., 2015;
Hashimoto et al., 2015; Xu et al., 2015a,b).
For joint-extraction of entities and relations, feature-based structured prediction
models (Li and Ji, 2014; Miwa and Sasaki, 2014), joint inference integer linear pro-
gramming models(Yih and Roth, 2007; Yang and Cardie, 2013), card-pyramid parsing
(Kate and Mooney, 2010) and probabilistic graphical models (Yu and Lam, 2010; Singh
et al., 2013) have been proposed. In contrast, we propose a neural network model which
does not depend on the availability of any features such as part of speech (POS) tags,
dependency trees, etc.
Recently, Miwa and Bansal (2016a) proposed an end-to-end LSTM based sequence
and tree-structured model. They extract entities via a sequence layer and relations be-
tween the entities via the shortest path dependency tree network. In this chapter, we try
to investigate recurrent neural networks with attention for extracting semantic relations
between entity mentions without using any dependency parse tree features. We also
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present the first neural network based joint model that can extract entity mentions and
relations along with the relation type. In our previous work (Katiyar and Cardie, 2016),
as explained earlier in Chapter 3, we proposed a LSTM-based model for joint extraction
of opinion entities and relations, but no relation types. This model cannot be directly
extended to include relation types as the output space becomes sparse making it difficult
for the model to learn.
Recent advances in recurrent neural network has seen the application of attention
on recurrent neural networks to obtain a representation weighted by the importance of
tokens in the sequence model. Such models have been very frequently used in question-
answering tasks (for recent examples, see Chen et al. (2016) and Lee et al. (2016)),
machine translation (Luong et al., 2015; Bahdanau et al., 2015), and many other NLP
applications. Pointer networks (Vinyals et al., 2015a), an adaptation of attention models,
use these token-level weights as pointers to the input elements. Zhai et al. (2017), for
example, have used these for neural chunking, and Nallapati et al. (2016) and Cheng
and Lapata (2016), for summarization. However, to the best of our knowledge, these
networks have not been used for joint extraction of entity mentions and relations. We
present first such attempt to use these attention models with recurrent neural networks
for joint extraction of entity mentions and relations.
4.2 Model
Our model comprises of a multi-layer bi-directional recurrent network which learns a
representation for each token in the sequence. We use the hidden representation from
the top layer for joint entity and relation extraction. For each token in the sequence, we
output an entity tag and a relation tag. The entity tag corresponds to the entity type,
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Figure 4.2: Our network structure based on bi-directional LSTMs for joint entity
and relation extraction. This snapshot shows the network when en-
coding the relation tag for the word “Safwan” in the sentence. The
dotted lines in the figure show that top hidden layer and label embed-
dings for tokens is copied into relation layer. The pointers at attention
layer indicate the probability distribution over tokens, the length of
the pointers is used to denote the probability value.
whereas the relation tag is a tuple of pointers to related entities and their respective re-
lation types. Figure 4.1 shows the annotation for an example sentence from the dataset.
We transform the relation tags from entity level to token level. For example, we sepa-
rately model the relation “ORG-AFF” for each token in the entity “ITV News”. Thus,
we model the relations between “ITV” and “Martin Geissler”, and “News” and “Martin
Geissler” separately. We employ a pointer-like network on top of the sequence layer in
order to find the relation tag for each token as shown in Figure 4.2. At each time step,
the network utilizes the information available about all output tags from the previous
time steps in order to output the entity tag and relation tag jointly for the current token.
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4.2.1 Multi-layer Bi-directional Recurrent Network
We use multi-layer bi-directional LSTMs for sequence tagging because LSTMs are
more capable of capturing long-term dependencies between tokens, making it ideal for
both entity mention and relation extraction.
Using LSTMs, we can compute the hidden state
−→
ht in the forward direction and
←−
ht
in the backward direction for every token as below:
−→
h t = LSTM(xt,
−→
h t−1) (4.1)
←−
h t = LSTM(xt,
←−
h t+1) (4.2)
For every token t in the subsequent layer l, we combine the representations
−→
h l−1t and
←−
h l−1t
from previous layer l-1 and feed it as an input. In this work, we only use the hidden state
from the last layer L for output layer and compute the top hidden layer representation as
below:
z
′
t =
−→
V
−→
h (L)t +
←−
V
←−
h (L)t + c (4.3)
−→
V and
←−
V are weight matrices for combining hidden representations from the two direc-
tions.
4.2.2 Entity detection
We formulate entity detection as a sequence labeling task using BILOU scheme similar
to Li and Ji (2014) and Miwa and Bansal (2016a). We assign each token in the entity
with the tag B appended with the entity type if it is the beginning of the entity, I for
inside of an entity, L for the end of the entity or U if there is only one token in the entity.
Figure 4.1 shows an example of the entity tag sequence assigned to the sentence. For
49
each token in the sequence, we perform a softmax over all candidate tags to output the
most likely tag:
yt = softmax(Uz
′
t + b) (4.4)
Our network structure as shown in Figure 4.2 also contains connections from the output
yt−1 of the previous time step to the current top hidden layer. Thus our outputs are not
conditionally independent from each other. In order to add connections from yt−1, we
transform this output k into a label embedding bkt−1
1. We represent each label type k
with a dense representation bk. We compute the output layer representations as:
zt = LSTM([z
′
t; b
k
t−1], ht−1) (4.5)
yt = softmax(Uzt + b
′
) (4.6)
We decode the output sequence from left to right in a greedy manner.
4.2.3 Attention Model
We use attention model for relation extraction. Attention models, over an encoder se-
quence of representations z, can compute a soft probability distribution p over these
learned representations, where di is the ith token in decoder sequence. These probabili-
ties are an indication of the importance of different tokens in the encoder sequence:
uit = v
T tanh(W1z + W2di) (4.7)
pit = softmax(u
i
t) (4.8)
v is a weight matrix for attention which transforms the hidden representations into at-
tention scores.
1We can also add relation label embeddings using the relation tag output from the previous time step.
50
We use pointer networks (Vinyals et al., 2015a) in our approach, which are a vari-
ation of these attention models. Pointer networks interpret these pit as the probability
distribution over the input encoding sequence and use uit as pointers to the input ele-
ments. We can use these pointers to encode relation between the current token and the
previous predicted tokens, making it fit for relation extraction as explained in Section
4.2.4.
4.2.4 Relation detection
We formulate relation extraction also as a sequence labeling task. For each token, we
want to find the tokens in the past that the current token is related to along with its rela-
tion type. In Figure 4.1, “Safwan” is related to the tokens “Martin” as well as “Geissler”
by the relation type “PHYS”. For simplicity, let us assume that there is only one pre-
vious token the current token is related to when training, i.e., “Safwan” is related to
“Geissler” via PHYS relation. We can extend our approach to output multiple relations
as explained in Section 6.3.
We use pointer networks as described in Section 4.2.3. At each time step, we stack
the top hidden layer representations from the previous time steps z≤t2 and its corre-
sponding label embeddings b≤t. We only stack the top hidden layer representations for
the tokens which were predicted as non-O’s for previous time steps as shown in Fig-
ure 4.2. Our decoding representation at time t is the concatenation of zt and bt. The
2The notation ≤ is used to denote the stacking of the representations from the previous time steps.
Thus, if zt is a 2-dimensional matrix then z≤t will be a 3-dimensional tensor. The size along the first
dimension will now correspond to the number of 2-dimensional matrices stacked.
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attention probabilities can now be computed as below:
ut≤t = v
T tanh(W1[z≤t; b≤t] + W2[zt; bt]) (4.9)
pt≤t = softmax(u
t
≤t) (4.10)
Thus, pt≤t corresponds to the probability of each token, in the sequence so far, being
related to the current token at time step t. For the case of NONE relations, the token at t
is related to itself.
We also want to find the type of the relations. In order to achieve this, we add an
extra dimension to v corresponding to the size of relation types R space. Thus, uit is no
longer a score but a R dimensional vector. We then take softmax over this vector of size
O(|z≤t|×R) to find the most likely tuple of pointer to the related entity and its relation
type.
4.2.5 Bi-directional Encoding
Bi-directional LSTMs have been found to be able to capture context better than plain
left-to-right LSTMs, based on their performance on various NLP tasks (I˙rsoy and
Cardie, 2014). Also, Sutskever et al. (2014) found that their performance on machine
translation task improved on reversing the input sentences during training. Inspired by
these developments, we experiment with bi-directional encoding at the output layer. We
add another top hidden layer on Bi-LSTM in Figure 4.2 which encodes the output se-
quence from right-to-left. The two encoding share the same multi-layer bi-directional
LSTM except for the top hidden layer. Thus, we have two output layers in our network
which output the entity tags and relation tags separately. At inference time, we employ
heuristics to combine the output from the two directions.
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4.3 Training
We train our network by maximizing the log-probability of the correct entity E and
relation R tag sequences jointly given the sentence S as below:
log p(E,R|S , θ) (4.11)
=
1
|S |
∑
i∈|S |
log p(ei, ri|e<i, r<i, S , θ) (4.12)
=
1
|S |
∑
i∈|S |
log p(ei|e<i, r<i) + log p(ri|e≤i, r<i) (4.13)
Thus, we can decompose our objective into the sum of log-probabilities over entity
sequence and relation sequence. We use the gold entity tags while training. As shown in
Figure 4.2, we input the label embedding from the previous time step to the top hidden
layer at the current time step along with the other recurrent inputs. During training, we
pass the gold label embedding to the next time step which enables better training of our
model. However, at test time when the gold label is not available we use the predicted
label at previous time step as input to the current step.
At inference time, we can greedily decode the sequence to find the most likely entity
Ê and relation R̂ tag sequences:
(Ê, R̂) = argmax
E,R
p(E,R) (4.14)
Since, we add another top layer to encode tag sequences in the reverse order as explained
in Section 4.2.5, there may be conflicts in the output. We select the positive and more
confident label similar to Miwa and Bansal (2016a).
Multiple Relations Our approach to relation extraction is different from Miwa and
Bansal (2016a). Miwa and Bansal (2016a) present each pair of entities to their model
for relation classification. In our approach, we use pointer networks to identify the
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related entities. Thus, for our approach described so far if we only compute the argmax
on our objective then we limit our model to output only one relation label per token.
However, from our analysis of the dataset, an entity may be related to more than one
entity in the sentence. Hence, we modify our objective to include multiple relations.
In Figure 4.2, token “Safwan” is related to both tokens “Martin” and “Geissler” of the
entity “Martin Geissler”, hence we assign probability of 0.5 to both these tokens. This
can be easily expanded to include tokens from other related entities, such that we assign
equal probability 1N to all tokens
3 depending on the number N of these related tokens.
The log-probability for the entity part remain the same as in our objective discussed
in Section 6.3, however we modify the relation log-probability as below:∑
| j:r′i,j>0|
r
′
i,j log p(ri,j|e≤i, r<i, S , θ) (4.15)
where, r′i is the true distribution over relation label space and ri is the softmax output
from our model. From empirical analysis, we find that r′i is generally sparse and hence
using a cross entropy objective like this can be useful to find multiple relations. We
can also use Sparsemax (Martins and Astudillo, 2016) instead of softmax which is more
suitable for sparse distributions. However, we leave it for future work.
At inference time, we output all the labels with probability value above a certain
threshold. We adapt this threshold based on the validation set.
4.4 Experiments
In this section, we present the datasets used for evaluating the performance of our pro-
posed model. We also present the previous models and compare the performance of our
3In this work, we only identify mention heads and hence the span is limited to a few tokens. We can
also include only the last token of the gold entity span in the gold probability distribution.
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Entity Relation Entity+Relation
Method P R F1 P R F1 P R F1
Li and Ji (2014) .852 .769 .808 .689 .419 .521 .654 .398 .495
SPTree .829 .839 .834 – – – .572 .540 .556
SPTree1 .823 .839 .831 .605 .553 .578 .578 .529 .553
Our Model .840 .813 .826 .579 .540 .559 .555 .518 .536
Table 4.1: Performance on ACE05 test dataset. The dashed (“–”) performance numbers
were missing in the original paper (Miwa and Bansal, 2016a).
1 We ran the system made publicly available by Miwa and Bansal (2016a) on ACE05
dataset for filling in the missing values and comparing our system with theirs at fine-
grained level.
models with them.
4.4.1 Data
We evaluate our proposed model on the two datasets from the Automatic Content Ex-
traction (ACE) program – ACE05 and ACE04. There are 7 main entity types namely
Person (PER), Organization (ORG), Geographical Entities (GPE), Location (LOC), Fa-
cility (FAC), Weapon (WEA) and Vehicle (VEH). For each entity, both entity mentions
and its head phrase are annotated. For the scope of this work, we only use the entity head
phrase similar to Li and Ji (2014) and Miwa and Bansal (2016a). Also, there are rela-
tion types namely Physical (PHYS), Person-Social (PER-SOC), Organization-Affiliation
(ORG-AFF), Agent-Artifact (ART), GPE-Affiliation (GPE-AFF).
ACE05 has a total of 6 relation types including PART-WHOLE. We use the same
data splits as Li and Ji (2014) and Miwa and Bansal (2016a) such that there are 351
documents for training, 80 for development and the remaining 80 documents for the test
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Entity Relation Entity+Relation
Method P R F1 P R F1 P R F1
Li and Ji (2014) .835 .762 .797 .647 .385 .483 .608 .361 .453
SPTree .808 .829 .818 – – – .487 .481 .484
Our Model .812 .781 .796 .502 .488 .493 .464 .453 .457
Table 4.2: Performance on ACE04 test dataset. The dashed (“–”) performance numbers
were missing in the original paper (Miwa and Bansal, 2016a).
set.
ACE04 has 7 relation types with an additional Discourse (DISC) type and split ORG-
AFF relation type into ORG-AFF and OTHER-AFF. We perform 5-fold cross validation
similar to Chan and Roth (2011) for fair comparison with the state-of-the-art.
4.4.2 Evaluation Metrics
In order to compare our system with the previous systems, we report micro F1-scores,
Precision and Recall on both entities and relations similar to Li and Ji (2014) and Miwa
and Bansal (2016a). An entity is considered correct if we can identify its head and the
entity type correctly. A relation is considered correct if we can identify the head of the
argument entities and also the relation type. We also report a combined score when both
argument entities and relations are correct.
4.4.3 Baselines and Previous Models
We compare our approach with two previous approaches. The model proposed by Li
and Ji (2014) is a feature-based structured perceptron model with efficient beam-search.
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Entity Relation Entity+Relation
Encoding P R F1 P R F1 P R F1
Left-to-Right .821 .812 .817 .622 .449 .522 .601 .434 .504
+Multiple Relations .835 .811 .823 .560 .492 .524 .539 .473 .504
+Bi-directional (Our Model) .840 .813 .826 .579 .540 .559 .555 .518 .536
Table 4.3: Performance of different encoding methods on ACE05 dataset.
They employ a segment-based decoder instead of token-based decoding. Their model
outperformed previous state-of-the-art pipelined models. Miwa and Sasaki (2014) (SP-
Tree) recently proposed a LSTM-based model with a sequence layer for entity identi-
fication, and a tree-based dependency layer which identifies relations between pairs of
candidate entities using the shortest dependency path between them. We also employed
our previous approach (Katiyar and Cardie, 2016) for extraction of opinion entities and
relations to this task. We found that the performance was not competitive with the two
approaches mentioned above, performing upto 10 points lower on relations. Hence, we
do not include the results in Table 4.1. Also, Li and Ji (2014) showed that the joint
model performs better than the pipelined approaches. Thus, we do not include any
pipeline baselines.
4.4.4 Hyperparameters and Training Details
We train our model using Adadelta (Zeiler, 2012) with gradient clipping. We regularize
our network using dropout (Srivastava et al., 2014) with the drop-out rate tuned using
development set. We initialized our word embeddings with 300-dimensional word2vec
(Mikolov et al., 2013) word embeddings trained on Google News dataset. We have 3
hidden layers in our network and the dimensionality of the hidden units is 100. All the
weights in the network are initialized from small random uniform noise. We tune our
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hyperparameters based on ACE05 development set and use them for training on ACE04
dataset.
4.5 Results
Table 4.1 compares the performance of our system with respect to the baselines on
ACE05 dataset. We find that our joint model significantly outperforms the joint struc-
tured perceptron model (Li and Ji, 2014) on both entities and relations, despite the un-
availability of features such as dependency trees, POS tags, etc. However, if we compare
our model to the SPTree models, then we find that their model has better recall on both
entities and relations. In Section 5.6, we perform error analysis to understand the differ-
ence in the performance of the two models in detail.
We also compare the performance of various encoding schemes in Table 4.3. We
compare the benefits of introducing multiple relations in our objective and bi-directional
encoding compared to left-to-right encoding.
Multiple Relations We find that modifying our objective to include multiple relations
improves the recall of our system on relations, leading to slight improvement on the
overall performance on relations. However, careful tuning of the threshold may further
improve precision.
Bi-directional Encoding By adding bi-directional encoding to our system, we find
that we can significantly improve the performance of our system compared to left-to-
right encoding. It also improves precision compared to left-to-right decoding combined
with multiple relations objective.
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We find that for some relations it is easier to detect them with respect to one of the
entities in the entity pair. PHYS relation is easier identified with respect to GPE entity
than PER entity. Thus, our bi-directional encoding of relations allows us to encode these
relations with respect to both entities in the relation.
Table 4.2 shows the performance of our model on ACE04 dataset. We believe that
tuning the hyperparameters of our model can further improve the results on this dataset.
As also pointed out by Li and Ji (2014) that ACE05 has better annotation quality, we
focused on ACE05 dataset for this work.
4.6 Error Analysis
In this section, we perform a fine-grained comparison of our model with respect to the
SPTree (Miwa and Bansal, 2016a) model. We compare the performance of the two
models with respect to entities, relation types and the distance between the relation
arguments and provide examples from the test set in Table 4.5.
4.6.1 Entities
We find that our model has lower recall on entity extraction than SPTree as shown in
Table 4.1. Miwa and Bansal (2016a), in one of the ablation tests on ACE05 development
set, show that their model can gain upto 2% improvement in recall by entity pretrain-
ing. Since we propose a joint-model, we cannot directly apply their pretraining trick on
entities separately. We leave it for future work. Li and Ji (2014) mentioned in their anal-
ysis of the dataset that there were many “UNK” tokens in the test set which were never
seen during training. We verified the same and we hypothesize that for this reason the
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performance on the entities depends largely on the pretrained word embeddings being
used. We found considerable improvements on entity recall when using pretrained word
embeddings, if available, for these “UNK” tokens. Miwa and Bansal (2016a) also use
additional features such as POS tags in addition to pretrained word embeddings at the
input layer.
Relation Type Method R P F1
ART
SPTree .363 .552 .438
Our model .431 .611 .505
PART-WHOLE
SPTree .560 .538 .548
Our model .520 .538 .528
PER-SOC
SPTree .671 .671 .671
Our model .657 .648 .652
PHYS
SPTree .489 .513 .500
Our model .388 .426 .406
GEN-AFF
SPTree .414 .640 .502
Our model .484 .516 .500
ORG-AFF
SPTree .692 .704 .697
Our model .706 .700 .703
Table 4.4: Performance on different relation types in ACE05 test dataset.
4.6.2 Relation Types
We evaluate our model on different relation types and compare the performance with
SPTree model in Table 4.4. Interestingly, we find that the performance of the two models
is varied over different relation types. The dependency tree-based model significantly
outperforms our joint-model on PHYS and PART-WHOLE relations, whereas our model
is significantly better than tree-based model on ART relation. We show an example
sentence (S1) in Table 4.5, where SPTree model identifies the entities in ART relation
correctly but fails to identify ART relation. We compare the performance with respect
to PHYS relation in Section 4.6.3.
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S1 :
the [men]PER:ART-1 held on the sinking [vessel]VEH:ART-1 until the [passenger]PER:ART-2
[ship]VEH:ART-2 was able...
SPTree : the [men]PER held on the sinking [vessel]VEH until the [passenger]PER [ship]VEH was
able to reach them.
Our Model :
the [men]PER:ART-1 held on the sinking [vessel]VEH:ART-1 until the [passenger]PER:ART-2
[ship]VEH:ART-2 was able...
S2 :
[her]PER research was conducted [here]FAC at a [ location]FAC:PHYS1 well-known
to [u.n.]ORG:ORG-AFF1 [arms]WEA [ inspectors]PER:ORG-AFF1. 300 miles west of
[baghdad]GPE:PHYS1.
SPTree :
[her]PER research was conducted [here]GPE at a [ location]LOC:PHYS1 well-known to
u.n. [arms]WEA [ [ inspectors] PER:PHYS1,PHY2. 300 miles west of [baghdad]GPE:PHYS2.
Our Model :
[her]PER research was conducted [here]FAC:PHYS1 at a [ location]GPE well-known
to [u.n.]ORG:ORG-AFF1 [arms]WEA [ inspectors]PER:ORG-AFF1. 300 miles west of
[baghdad]GPE:PHYS1.
S3 :
... [Abigail Fletcher]PER:PHYS1 , a [marcher]FAC:GEN-AFF2 from [Florida]FAC:GEN-AFF2,
said outside the [president]PER:ART3 ’s [[residence] FAC:ART3, PHYS1.
SPTree :
... [Abigail Fletcher]PER:PHYS1 , a [marcher]FAC:GEN-AFF2 from [Florida]FAC:GEN-AFF2,
said outside the [president]PER:ART3 ’s [[residence]]FAC:ART3, PHYS1.
Our Model :
... [Abigail Fletcher]PER , a [marcher]FAC:GEN-AFF2 from [Florida]FAC:GEN-AFF2, said
outside the [president]PER ’s residence.
Table 4.5: Examples from the dataset with label annotations from SPTree and our model for com-
parison. The first row for each example is the gold standard.
Relation
Distance Method R P F1
≤ 7 SPTree .589 .628 .608
Our model .591 .605 .598
> 7
SPTree .275 .375 .267
Our model .153 .259 .192
Table 4.6: Performance based on the distance between entity arguments in relations for
ACE05 test dataset.
4.6.3 Distance-based Analysis
We also compare the performance of the two models on relations based on the distance
between the entities in a relation in Table 4.6. We find that the performance of both the
models is very low for distance greater than 7. SPTree model can identify 36 relations
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out of 131 such relations correctly, while our model can only identify 20 relations in
this category. We manually compare the output of the two systems on these cases on
several examples to understand the gain of using dependency tree on longer distances.
Interestingly, the majority of these relations belong to PHYS type, thus resulting in lower
performance on PHYS as discussed in Section 4.6.2. We found that there were a few in-
stances of co-reference errors as shown in S2 in Table 4.5. Our model identifies a PHYS
relation between “here” and “baghdad”, whereas the gold annotation has PHYS relation
between “location” and “baghdad”. We think that incorporating these co-reference in-
formation during both training and evaluation will further improve the performance of
both systems. Another source of error that we found was the inability of our system
to extract entities (lower recall) as in S3. Our model could not identify the FAC entity
“residence”. Hence, we think an improvement on entity performance via methods like
pretraining might be helpful in identifying more relations. For distance less than 7, we
find that our model has better recall but lower precision, as expected.
4.7 Chapter Summary
In the work describe in this chapter, we propose a novel attention-based LSTM model
for joint extraction of entity mentions and relations. Experimentally, we found that our
model significantly outperforms feature-rich structured perceptron joint model by Li
and Ji (2014). We also compare our model to an end-to-end LSTM model by Miwa
and Bansal (2016a) which comprises of a sequence layer for entity extraction and a
tree-based dependency layer for relation classification. We find that our model, without
access to dependency trees, POS tags, etc performs within 1% on entities and 2% on
relations on ACE05 dataset. We also find that our model performs significantly better
than their tree-based model on the ART relation, while their tree-based model performs
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better on PHYS and PART-WHOLE relations; the two models perform comparably on all
other relation types.
Some of the immediate approaches to improve this model would be to explore pre-
training methods which were shown to improve recall on entity and relation performance
by Miwa and Bansal (2016a). In this work, we also introduce bi-directional output en-
coding as well as an objective to learn multiple relations. However, this presents the
challenge of combining predictions from the two directions. We use heuristics in this
work to combine the predictions. We think that using probabilistic methods to combine
model predictions from both directions may further improve the performance. Also, us-
ing Sparsemax (Martins and Astudillo, 2016) instead of Softmax for multiple relations,
as the former is more suitable for multi-label classification for sparse labels.
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CHAPTER 5
NESTED NAMED ENTITIES
In Chapter 3, we made an assumption that the entity mentions and relations are
not overlapping. In order to achieve that, we preprocessed our datasets to only keep
the embedded entity mentions similar to the previous work (Yang and Cardie, 2013).
Similarly, in Chapter 4, we only extract the head of the entity mentions instead of the
full text of entity mentions. As a result, we remove all overlapping entity mentions in
both these previous works resulting in the limitation that we are unable to identify both
these overlapping mentions and their relations. In this chapter, we develop models that
are capable to extracting nested entity mentions and hence our models for extracting
facts and opinions need not depend on these preprocessing steps which results in loss
of information. The work presented in this chapter is based on Katiyar and Cardie
(2018). We first describe the task and then present neural models to extract nested entity
mentions.
Named entity recognition (or named entity detection) is the task of identifying text
spans associated with proper names and classifying them according to their semantic
class such as person, organization, etc. It is related to the task of mention detection (or
entity mention recognition) in which text spans referring to named, nominal or promi-
nal entities are identified and classified according to their semantic class (Florian et al.,
2004). Both named entity recognition and entity mention detection are fundamental
components in information extraction systems: several downstream tasks such as re-
lation extraction (Mintz et al., 2009), coreference resolution (Chang et al., 2013) and
fine-grained opinion mining (Choi et al., 2006) rely on both.
Many approaches have been successfully employed for the tasks of named entity
recognition and mention detection, including linear-chain conditional random fields
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(Lafferty et al., 2001) and semi-Markov conditional random fields (Sarawagi and Cohen,
2005). However, most such methods suffer from an inability to handle nested named
entities, nested entity mentions, or both. As a result, the downstream tasks necessarily
ignore these nested entities along with any semantic relations among them. Consider,
for example, the excerpts below:
(S1) Employing the [EBV - transformed [human B cell line]CELL LINE ]CELL LINE SKW6.4,
we demonstrate . . .
(S2) . . . [the burial site of [Sheikh Abbad]PERSON ]LOCATION is located . . .
S1 shows a nested named entity from the GENIA dataset (Ohta et al., 2002): “human B
cell line” and “EBV - transformed human B cell line” are both considered named entities
of type CELL LINE where the former is embedded inside the latter. S2, derived from the
ACE corpora1, shows a PERSON named entity (“Sheikh Abbad”) nested in an entity
mention of type LOCATION (“the burial site of Sheikh Abbad”). Most existing methods
for named entity recognition and entity mention detection would miss the nested entity
in each sentence.
Unfortunately, nested entities can be fairly common: 17% of the entities in the GE-
NIA corpus are embedded within another entity; in the ACE corpora, 30% of sentences
contain nested named entities or entity mentions, thus warranting the development of
efficient models to effectively handle these linguistic phenomena.
Feature-based methods are the most common among those proposed for handling
nested named entity and entity mention recognition. Alex et al. (2007), for example,
proposed a cascaded CRF model but it does not identify nested named entities of the
same type. Finkel and Manning (2009) proposed building a constituency parser with
1https://catalog.ldc.upenn.edu/LDC2005T09 (ACE2004) and https:
//catalog.ldc.upenn.edu/LDC2006T06 (ACE2005)
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constituents for each named entity in a sentence. Their approach is expensive, i.e.,
time complexity is cubic in the number of words in the sentence. Lu and Roth (2015)
later proposed a mention hypergraph model for nested entity detection with linear time
complexity. And recently, Muis and Lu (2017) introduced a multigraph representation
based on mention separators for this task. All of these models depend on manually
crafted features. In addition, they cannot be directly applied to extend current state-
of-the-art recurrent neural network-based models — for flat named entity recognition
(Lample et al., 2016) or the joint extraction of entities and relations (Katiyar and Cardie,
2016) — to handle nested entities.
In this chapter, we propose a recurrent neural network-based model for nested named
entity and nested entity mention recognition. We present a modification to the standard
LSTM-based sequence labeling model (Sutskever et al., 2014) that handles both prob-
lems and operates linearly in the number of tokens and the number of possible output
labels at any token. The proposed neural network approach additionally jointly models
entity mention head2 information, a subtask found to be useful for many information
extraction applications. Our model significantly outperforms the previously mentioned
hypergraph model of Lu and Roth (2015) and Muis and Lu (2017) on entity mention
recognition for the ACE2004 and ACE2005 corpora. It also outperforms their model on
joint extraction of nested entity mentions and their heads. Finally, we evaluate our ap-
proach on nested named entity recognition using the GENIA dataset and show that our
model outperforms the previous state-of-the-art parser-based approach of Finkel and
Manning (2009).
In the sections that follow, we describe related work (Section 6.1); our encoding
scheme (Section 5.2); our bi-directional recurrent model (Section 6.2); training (Sec-
tion 6.3); the experiments on ACE dataset and GENIA corpus (Section 6.4); error anal-
2This involves identifying the headword of a named entity or entity mention.
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ysis (Section 5.6); and conclusion and future work (Section 5.7).
5.1 Related Work
Several methods have been proposed for named entity recognition in the existing litera-
ture as summarized by Nadeau and Sekine (2007) in their survey paper. Early techniques
in the supervised domain have been based on hidden markov models (e.g., Zhou and Su
(2002)) or, later, conditional random fields (CRFs) (e.g., McDonald and Pereira (2005)).
Many fewer approaches, however, have addressed the problem of nested entities.
Alex et al. (2007) presented several techniques based on CRFs for nested named entity
recognition for the GENIA dataset. They obtained their best results from a cascaded
approach, where they applied CRFs in a specific order on the entity types, such that
each CRF utilizes the output derived from previous CRFs. Their approach could not
identify nested entities of the same type. Finkel and Manning (2009) proposed a CRF-
based constituency parser for nested named entities such that each named entity is a
constituent in the parse tree. Their model achieved state-of-the-art results on the GENIA
dataset. However, the time complexity of their model is O(n3), where n is the number of
tokens in the sentence, making inference slow. As a result, we do not adopt their parse
tree-based representation of nested entities and propose instead a linear time directed
hypergraph-based model similar to that of Lu and Roth (2015). Directed hypergraphs
were also introduced for parsing by Klein and Manning (2001).
While most previous efforts for nested entity recognition were limited to named en-
tities, Lu and Roth (2015) addressed the problem of nested entity mention detection
where mentions can either be named, nominal or pronominal. Their hypergraph-based
approach is able to represent the potentially exponentially many combinations of nested
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Figure 5.1: Nested entity mentions in an unfolded hypergraph. Each row corre-
sponds to an entity mention sequence using the well known B (be-
ginning of mention), I (inside a mention), L (last token of an entity
mention), O (outside any entity mention), U (a single-token entity
mention) tagging scheme.
mentions of different types. They adopted a CRF-like log-linear approach to learn these
mention hypergraphs and employed several hand-crafted features defined over the in-
put sentence and the output hypergraph structure. Our approach also learns a similar
hypergraph representation with differences in the types of nodes and edges in the hyper-
graph. It does not depend on any manually crafted features. Also, our model learns the
hypergraph greedily and significantly outperforms their approach.
Recently, Muis and Lu (2017) introduced the notion of mention separators for nested
entity mention detection. In contrast to the hypergraph representation that we and Lu
and Roth (2015) adopt, they learn a multigraph representation and are able to perform
exact inference on their structure. It is an interesting orthogonal possible approach for
nested entity mention detection. However, we will show that our model also outperforms
their approach on all tasks.
Recently, recurrent neural networks (RNNs) have been widely applied to several
sequence labeling tasks achieving state-of-the-art results. Lample et al. (2016) pro-
posed neural models based on long short term memory networks (LSTMs) and CRFs for
named entity recognition and another transition-based approach inspired by shift-reduce
parsers. Both models achieve performance comparable to a state-of-the-art model (Luo
et al., 2015), but neither handles nested named entities.
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Figure 5.2: Directed hypergraph constructed for the example shown in Figure 5.1.
Curved edges represent hyperarcs and straight edges are normal edges.
5.2 Encoding Scheme
Figure 5.1 shows the desired sequence tagging output for each of three overlapping PER
entities (“his”, “his fellow pilot” and “his fellow pilot David Williams”) according to
the standard BILOU tag scheme. Our approach relies on the fact that we can (1) rep-
resent these three tag sequences in the single hypergraph structure of Figure 5.2 and
then (2) design an LSTM-based neural network that produces the correct nested en-
tity hypergraph for a given input sentence. In the paragraphs just below we provide a
general description of hypergraphs and our task-specific use of them. Sections 3.1 and
3.2 describe the hypergraph construction process; Section 4 presents the LSTM-based
sequence tagging method for automating hypergraph construction.
We express our structured prediction problem such that it corresponds to building a
hypergraph that encodes the token-level gold labels for all entities in the input sentence.3
In particular, we represent the problem as a directed hypergraph. For those new to this
formalism, directed hypergraphs are very much like standard directed graphs except that
nodes are connected by hyperarcs that connect a set of tail nodes to a set of head nodes.
To better explain our desired output structure, we further distinguish between two types
of hyperarcs — normal edges (or arcs) that connect a single tail node to a single head
3We note that the complete hypergraph for the example in Figure 5.1 would include nodes for all
possible label types at each timestep and all possible hyperarcs between them. In this work, however, we
only greedily build a sub-hypergraph for the gold labels when training.
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node, and hyperarcs that contain more than one node either as the head or as the tail.
The former are shown as straight lines in Figure 5.2; the latter as curved edges.
In our encoding of nested entities, a hyperarc is introduced when two or more entity
mentions requiring different label types are present at the same position. In Figure 5.2,
for example, the nodes “O” (corresponding to the input token “that”) and the nodes
“U PER” and “B PER” (corresponding to the input token “his”) are connected by a
hyperarc because three entity mentions start at this time step from the tail “O” node
(two of which share the “B PER” tag).4
5.2.1 Hypergraph Construction
Let us first discuss how the problem of nested entity recognition can be expressed as
finding a hypergraph. Our goal is to represent the BILOU tag sequences associated with
“his”, “his fellow pilot” and “his fellow pilot David Williams” as the single hypergraph
structure of Figure 5.2. This is accomplished by collapsing the shared states (labels)
in the output entity label sequences into a single state as shown in Figure 5.2: e.g., the
three “O” labels for “that” become a single “O”; the two “B PER” labels at “his” are
collapsed into one “B PER” node that joins “U PER”, the latter of which represents the
entity mention “his”. Thus at any time step, the representation size is bounded by the
number of possible output states instead of the potentially exponential number of output
sequences. We then also adjust the directed edges such that they have the same type of
head node and the same type of tail node as before in Figure 5.1.
If we look closely at Figure 5.2 then we realise that there is an extra “O” node in the
4In contrast, note that the nodes “L PER” and “O” corresponding to the input token “pilot” and the
node “O” corresponding to the token “David” are connected by normal edges. Hence, our hypergraph
structure contains only one special kind of hyperarc which connects a single tail node to multiple head
nodes. We do not have hyperarcs that connect multiple tail nodes to a single head node.
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hypergraph corresponding to the token “his” which did not appear in any entity output
sequence in Figure 5.1: in our task-specific hypergraph construction we make sure that
there is an “O” node at every timestep to model the possibility of beginning of a new
entity. The need for this will become more clear in Section 6.2.
Note that the hypergraph representation of our model is similar to Lu and Roth
(2015). Also, the expressiveness of our model is exactly the same as Lu and Roth
(2015); Muis and Lu (2017). The major difference in the two approaches is in learning.
5.2.2 Edge Probability
In this section, we discuss our assignment of probabilities to all the possible edges from a
tail node which helps in the greedy construction of the hypergraph. Thus at any timestep
t, let gt−1 be the tail node and x be the current word of the sentence; then we model prob-
ability distribution over all the possible types of head nodes (different output tag types)
conditioned on the tail node and the current word token. In our work we use hidden
representations learned from an LSTM model as features to learn these probability dis-
tributions using a cross-entropy objective.
It is important to note that there are two types of directed edges in this hypergraph
– simple edges for which there is only one head node for every tail node which can be
learned as in a traditional sequence labeling task, or hyperarcs that connect more than
one head node to a tail node. We learn the set of head nodes connected to a tail node by
expressing it as a multi-label learning problem as described in Section 6.3.
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Figure 5.3: Dynamically computed network structure based on bi-LSTMs for
nested entity mention extraction. We show part of the structure for
the entity mentions in the running example in Figure 5.1.
5.2.3 Extracting Entity Mentions
As described in Section 5.2.2, we can assign probabilities to the different types of edges
in the hypergraph and at the time of decoding we choose for each token the (normal)
edge(s) with maximum probability and the hyperarcs with probability above a prede-
fined threshold. Thus, we can extract edges at the time of decoding. Ultimately, how-
ever, we are interested in extracting nested entities from the hypergraph. For this, we
construct an adjacency matrix from the edges discovered and perform depth-first search
from the sentence-initial token to discover the entity mentions. This is described in
detail in Section 5.4.1.
5.3 Method
We use a standard LSTM-based sequence labeling model to learn the nested entity hy-
pergraph structure for an input sentence. Figure 6.2 shows part of the network structure.
It is a standard bi-directional LSTM network except for a difference in the top hidden
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layer. When computing the representation of the top hidden layer L at any time step t,
in addition to making use of the hidden unit representation from the previous time step
t − 1 and hidden unit representation from the preceding layer L − 1, we also input the
label embedding of the gold labels from the previous time step. For the token “fellow”
in Figure 6.2, for example, we compute three different top hidden layer representations,
conditioned respectively on the three labels “U PER”, “B PER” and “O” from the previ-
ous time step t − 1. Thus, we can model complex interactions between the input and the
output. Before passing the learned hidden representation to the next time step, we aver-
age the three different top hidden layer representations. In this manner, we can model
the interactions between the different overlapping labels and also it is computationally
less expensive than storing the hidden layer representations for each label sequence.
5.3.1 Multi-layer Bi-LSTM
We use a multi-layer bi-directional LSTM encoder, for its strength in capturing long-
range dependencies between tokens, a useful property for information extraction tasks.
Using LSTMs, we can compute the hidden state
−→
ht in the forward direction and
←−
ht
in the backward direction for every token, and use a linear combination of them as the
token representation:
−→
h (l)t = LSTM(xt,
−→
h t−1) (5.1)
←−
h (l)t = LSTM(xt,
←−
h t+1) (5.2)
z(l)t =
−→
V
−→
h (l)t +
←−
V
←−
h (l)t + b
l (5.3)
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5.3.2 Top Hidden Layer
At the top hidden layer, we have a decoder-style model, with a crucial twist to accom-
modate the hypergraph structure, which may have multiple gold labels at the previous
step. At each token t and for each gold label at the previous step gkt−1, our network takes
the hidden representation from the previous layer z(L−1)t , the hidden decoder state h
(L)
t−1,
as well as the gold label embedding gkt−1 from the previous time step, and computes:
h(L),kt = LSTM(z
(L−1)
t , h
(L)
t−1, g
k
t−1) (5.4)
Unlike the encoder LSTM, this decoder LSTM is single-directional and bifurcates when
multiple gold labels are present. We use the decoder hidden states h(L),kt in the output
layer for prediction, as explained in Section 5.3.3. However, before passing the hidden
representation to the next time step we average h(L),kt over all the gold labels k:
h(L)t =
1
|Gt−1|
∑
k
h(L),kt (5.5)
Thus, h(L)t summarizes the information for all the gold labels from the previous time
step.
5.3.3 Entity Extraction
For each token t and previous gold label gkt−1, we use the decoder state h
(L),k
t to predict a
probability distribution over the possible candidate labels using a linear layer followed
by a normalizing transform (illustrated below with softmax). The outputs can be inter-
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ACE2004 ACE2005
Method P R F1 P R F1
MH-F (Lu and Roth, 2015) 70.0 59.2 63.8 70.0 56.9 62.8
Muis and Lu (2017) 72.7 58.0 64.5 69.1 58.1 63.1
LSTM-flat 70.3 48.4 57.3 62.4 49.4 55.1
LSTM-output layer 72.0 63.3 67.4 66.3 68.2 67.2
Our model (softmax) 72.2 65.2 68.5 70.1 67.9 69.0
Our model (sparsemax) 73.6 71.8 72.7 70.6 70.4 70.5
Table 5.1: Performance on ACE2004 and ACE2005 test set on mention extraction and
classification.
preted as conditional probabilities for the next label given the current gold label:
okt = Uh
(L),k
t + b (5.6)
eˆkt = softmax(o
k
t ) (5.7)
p(yt = c|yt−1 = gkt−1) = (ekt )c (5.8)
Special care is required, however, since the desired output has hyperarcs. As shown in
Figure 5.2, there is an hyperarc between “I PER” corresponding to the token “fellow”
and the label set “L PER” and “I PER” corresponding to the token “pilot”. Thus, in our
network structure conditioned on the previous label “I PER” in this case, we would like
to predict both “L PER” and “I PER” as the next labels. To accommodate this, we use
a multi-label training objective, as described in Section 6.3.
5.4 Training
We train our model using two different multi-label learning objectives. The idea is to
represent the gold labels as a distribution over all possible labels, encoded as a vector
e. Hence, for simple edges, the distribution has a probability of 1 for the unique gold
label (eg = 1), and 0 everywhere else. For hyperarcs, we distribute the probability mass
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uniformly over all the gold labels in the gold label set (ekg = 1|G| for all k). Thus, for
the example described earlier in Section 5.3.3, both the labels “L PER” and “I PER”
receive a probability of 0.5 in the gold label distribution ekt , conditioned on the label
“I PER” from the previous time step.
Softmax. Our first training method uses softmax to estimate the predicted probabil-
ities, and the KL-divergence multi-label loss between the true distribution ekt and the
predicted distribution eˆkt = softmax(okt ):
`kt(softmax) = −
∑
c
(
ekt
)
c
log
(
eˆkt
)
c
(5.9)
Sparsemax. Our second training method makes use of sparsemax, recently introduced
by Martins and Astudillo (2016) as a sparse drop-in replacement to softmax, as well as
a loss function. Unlike softmax, which always outputs a nonzero probability for any
output, sparsemax outputs zero probability for most of the unlikely classes, leading to
good empirical results on multi-label tasks. For our problem, there are only a few nested
entities at any timestep in the gold labels thus using a training objective that learns
a sparse distribution is more appropriate. Sparsemax can be used to filter part of the
output space as in the case for multi-label problems thus leaving non-zero probability
on the desired output labels.
Formally, sparsemax returns the euclidean projection of its input o onto the proba-
bility simplex:
eˆ = sparsemax(o) := argmin
eˆ∈∆
‖o− eˆ‖2 (5.10)
The corresponding loss, a sparse version of the KL divergence, is (up to a constant):
`kt(sparsemax) = −2ekt >okt +
∑
c:(eˆkt )c,0
(
(okt )
2
c − τ2
)
(5.11)
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This function is convex and differentiable, and the quantity τ is a biproduct of the sim-
plex projection, as described in Martins and Astudillo (2016).
For either choice of probability estimation, the total loss of a training sample is the
sum of losses for each token and for each previous gold label:
L =
∑
t
∑
k∈Gt−1
`kt . (5.12)
5.4.1 Decoding
At the time of inference, we greedily decode our hypergraph from left-to-right to find
the most likely sub-hypergraph. During training, at each timestep the most likely label
set is learned conditioned on a gold label from the previous timestep. However, gold
labels are not available at test time. Thus, we use the predicted labels from the previous
time step as an input to the current time step to find the most likely label set. We use a
hard threshold T to determine the predicted label set Pkt = {c :
(
eˆkt
)
c
> T }
We can get the most likely label set Pct for any predicted label at the previous time
step c ∈ Pkt−1 using the above decoding strategy. We now combine these inferences
to find the most likely entity mention sequences. We construct an adjacency matrix
A for each time step, such that A[eˆct−1][eˆ
k
t ] += 1 for every c in the predicted label set
Pkt at timestep t conditioned on eˆkt and for every k in predicted labels Pt−1 at time step
t − 1. This can be viewed as a directed hypergraph with several connected components.
We then perform a depth-first search on this directed hypergraph to find all the entity
mentions in the sentence.
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ACE2004 ACE2005
Method P R F1 P R F1
MH-F (Lu and Roth, 2015) 74.4 50.0 59.8 63.4 53.8 58.3
Our model(softmax) 68.2 60.5 64.2 67.5 62.3 64.8
Our model(sparsemax) 72.3 66.8 69.7 70.6 69.8 70.2
Table 5.2: Performance on ACE2004 and ACE2005 test set on joint entity mention and its
head prediction. Muis and Lu (2017) do not predict head of the nested entity
mentions.
5.4.2 Modeling Entity Heads for ACE datasets
The ACE datasets also have annotations for mention heads along with the entity men-
tions. For example, a sentence with the entity mention “the U.S. embassy” also contains
an annotation for its head word which is “embassy” in this case. Thus, we modify our
model to also extract the head of the entity mentions for ACE dataset. We jointly model
the entity mentions and their heads. To do this, we propose a simple extension to our
model by only changing the output label sequence. We introduce new labels starting
with “H” to indicate that the current token in the entity mention is part of its head. Thus,
we only change the output label sequence for the entity mentions to include the head
label: We train with the label sequence “B ORG I ORG H ORG” instead of “B ORG
I ORG L ORG”. Also, for all our entity sequences we predict the “O” tag at the end,
hence we can still extract the entity mentions. At decoding time, we output the sequence
of words with the “H” tag as the head words for a mention.
5.5 Experiments
We evaluate our model on two tasks – nested entity mention detection for the ACE
corpora and nested named entity recognition for the GENIA dataset.
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5.5.1 ACE Experiments
In this section, we present the ACE dataset used for evaluating the performance of our
proposed models. We also describe the previous models and compare the performance
of our models with them.
5.5.1.1 Data
We perform experiments on the English section of the ACE2004 and ACE2005 corpora.
There are 7 main entity types — Person (PER), Organization (ORG), Geographical En-
tities (GPE), Location (LOC), Facility (FAC), Weapon (WEA) and Vehicle (VEH). For
each entity type, there are annotations for the entity mention and mention heads.
5.5.1.2 Evaluation Metrics
We use a strict evaluation metric similar to Lu and Roth (2015): an entity mention is
considered correct if both the mention span and the mention type are exactly correct.
Similarly, for the task of joint extraction of entity mentions and mention heads, the
mention span, head span and the entity type should all exactly match the gold label.
5.5.1.3 Baselines and Previous Models
We compare our model with the feature-based model (MH-F) on hypergraph structure
(Lu and Roth, 2015) on both entity mention detection as well as the joint mention and
mention heads extraction. We also compare with Muis and Lu (2017) on entity mention
detection only as their model cannot detect head phrases of the entity mentions. Lu and
Roth (2015) compare their approach with CRF-based approaches such as a linear-chain
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CRF, semi-markov CRF and a cascaded approach (Alex et al., 2007) and show that their
model outperforms them. Hence, we do not include those results in this chapter.
We also implement several LSTM-based baselines for comparison. Our first baseline
is a standard sequence labeling LSTM model (LSTM-flat). A sequence model is not
capable of handling the nested mentions, so we remove the embedded entity mention
and keep the mention longer in length. Our second baseline is a hypergraph model
(LSTM-output layer) except that the dependencies are only modeled at the output layer
and hence there are no connections to the top-hidden layer from the label embeddings
from the previous timestep; instead, these connections are limited to the output layer.
5.5.1.4 Hyperparameters and Training Details
We use Adadelta (Zeiler, 2012) for training our models. We initialize our word vectors
with 300-dimensional word2vec (Mikolov et al., 2013) word embeddings. These word
embeddings are tuned during training. We regularize our network using dropout (Sri-
vastava et al., 2014), with the dropout rate tuned on the development set. There are 3
hidden layers in our network and the dimensionality of hidden units is 100 in all our
experiments. And we set the threshold T as 0.3.
5.5.1.5 Results
We show the performance of our approaches in Table 5.1 compared to the previous state-
of-the-art system (Lu and Roth, 2015; Muis and Lu, 2017) on both the ACE2004 and
ACE2005 datasets. We find that our LSTM-flat baseline that ignores embedded entity
mentions during training performs worse than Lu and Roth (2015); however, our other
neural network-based approaches all outperform the previous feature-based approach.
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Among the neural network-based models, we find that our models that construct a hy-
pergraph perform better than the LSTM-flat models. Also, our approach that models
dependencies between the input and the output by passing the prediction from the previ-
ous timestep as shown in Figure 6.2 performs better than the LSTM-output layer model
which only models dependencies at the output layer. Also, as expected, the sparsemax
method that produces a sparse probability distribution performs better than the softmax
approach for modeling hyperedges. In summary, our sparsemax model is the best per-
forming model.
Joint Modeling of Heads We report the performance of our best performing models
on the joint modeling of entity mentions and its head in Table 5.2. We show that our
sparsemax model is still the best performing model. We also find that as the total number
of possible labels at any timestep increases because of the way we implemented the
entity heads, the gains that we get after incorporating sparsemax are significantly higher
compared to the results shown in Table 5.1.
5.5.2 GENIA Experiments
In this section, we present the GENIA dataset used for evaluating the performance of our
proposed models. We also describe the previous models and compare the performance
of our models with them.
5.5.2.1 Data
We also evaluate our model on the GENIA dataset (Ohta et al., 2002) for nested named
entity recognition. We follow the same dataset split as Finkel and Manning (2009); Lu
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Method P R F1
Finkel and Manning (2009) 75.4 65.9 70.3
MH-F (Lu and Roth, 2015) 72.5 65.2 68.7
Muis and Lu (2017) 75.4 66.8 70.8
LSTM-flat 75.5 63.5 68.9
LSTM-output layer 78.4 67.9 72.8
Our model (softmax) 76.7 71.1 73.8
Our model (sparsemax) 79.8 68.2 73.6
Table 5.3: Performance on the GENIA dataset on nested named entity recognition.
and Roth (2015); Muis and Lu (2017). Thus, the first 90% of the sentences were used in
training and the remaining 10% were used for evaluation. We also consider five entity
types – DNA, RNA, protein, cell line and cell type.
5.5.2.2 Baselines and Previous Models
We compare our model with Finkel and Manning (2009) based on a constituency CRF-
based parser and the mention hypergraph model by Lu and Roth (2015) and a recent
multigraph model by Muis and Lu (2017).
5.5.2.3 Results
Table 5.3 shows the performance of our different models compared to the previous mod-
els. Interestingly, our LSTM-flat model outperforms Lu and Roth (2015). We suspect
that it is because we use pretrained word embeddings5 trained on PubMed data (Pyysalo
et al., 2013) whereas Lu and Roth (2015) did not have access to them. We again find that
our neural network model outperforms the previous state-of-the-art (Finkel and Man-
5Word vectors trained on PubMed data are available at http://bio.nlplab.org/
#source-data.
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ning, 2009; Muis and Lu, 2017) system. However, we see that both softmax and sparse-
max models perform comparably on this dataset.
5.6 Error Analysis
Consistent with existing results on the joint modeling of related tasks in NLP, we find
that joint modeling of heads and their entity mentions leads to an increase in F-score
by 1pt (i.e., 71.4 for the sparsemax model on the ACE2005 dataset) on the performance
of the entity mentions. The precision on extracting entity mentions is 72.1 (vs. 70.6 in
Table 5.1) for our sparsemax model for the ACE2005 dataset.
Example S1 below compares the output from a softmax vs. a sparsemax model on
the joint modeling of an entity mention and its head on the ACE2005 dataset. Gold-
standard annotations are shown in red.
(S1) [[[ They]]]PERSON don’t abandon [[[[[ their]]]PERSON patients] ]PERSON, except for the
high premiums of a few specialities?
Based on the gold standard, the models are required to extract “their” — an entity men-
tion of type PER as well as its head — and “their patients”, which overlaps with the
previous entity mention “their” and has the head word “patients”. This means that the
models are required to predict a hyperedge from “O” to “H PER; B PER”. We find that
the softmax model shown in blue can only predict the entity mention “their” omitting
completely the entity mention “their patients” whereas the sparsemax model shown in
green can predict both nested entities. Overall then, sparsemax seems to allow the mod-
eling of hyperedges more efficiently compared to the softmax model and performance
gains are due to extracting more nested entities with the help of sparsemax model.
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5.6.1 Limitations and Future Directions
We also manually scanned the test set predictions on ACE dataset for our sparsemax
model to understand its current limitations.
Document Context. Given the following sentence
(S2) [They]VEHICLE roar, [they]VEHICLE screech.
the sparsemax model predicts both entity mentions of “they” as PER entity type. Only if
the previous sentence in the corpus is accessible — “And if you ride inside that tank, it
is like riding in the bowels of a dragon” — can we understand that “they” in S2 refers to
the tank and hence is a VEH. Thus, our model can be improved by providing additional
context for each sentence rather than making predictions on each sentence in the corpus
independently.
Pronominal Entity Mention (It). Next, consider examples S3 and S4:
(S3) [It]FACILITY also seemed to be [some kind of monitoring station]FACILITY.
(S4) It does not matter to [these people]PERSON that crime has skyrocketed . . .
In the example sentences, “It” refers to a facility and an event, respectively. Our model
does not distinguish between the two cases and always predicts the token “It” as a non-
entity. We found this true for all occurrences of the token “It” in our test set. The
incorporation of coreference information can potentially overcome this limitation.
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Inconsistency in Gold-standard Annotations. We also identified potential inconsis-
tencies in the gold-standard annotations.
(S5) . . . results may affect what happens to [both of these teams]ORG, but in just . . .
For S5, the gold-standard annotation for “both of these teams” is an ORG entity mention
with the token “teams” as its head word. Our sparsemax model identifies the entity men-
tion correctly but instead predicts the token “both” as the head. It also identifies “these
teams” as another nested entity mention with the head word “teams”. In contrast, how-
ever, we also found entity mentions such as “all of the victims that get a little money”
for which the gold-standard has “all” annotated as its head and another nested mention
“the victims that get a little money” with “victims” as the head. We recognize this as an
inconsistency in the gold-standard annotation.
5.7 Chapter Summary
In the work described in this chapter, we present a novel recurrent network-based model
for nested named entity recognition and nested entity mention detection. We propose
a hypergraph representation for this problem and learn the structure using an LSTM
network in a greedy manner. We show that our model significantly outperforms a feature
based mention hypergraph model (Lu and Roth, 2015) and a recent multigraph model
(Muis and Lu, 2017) on the ACE dataset. Our model also outperforms the constituency
parser-based approach of Finkel and Manning (2009) on the GENIA dataset.
However, the work described in the chapter is limited to making local decisions, thus
it would be interesting to learn global dependencies between the output labels for such
a hypergraph structure and training the model globally. Also, we only focus our work
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on hypergraph representation but it would be interesting to also experiment with differ-
ent representations such as the one in Finkel and Manning (2009) and use the recent
advances in neural network approaches (Vinyals et al., 2015b) to learn the constituency
parse tree efficiently.
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CHAPTER 6
DOCUMENT-LEVEL CONTEXT IN RELATION EXTRACTION
In this chapter, we present our approach to extend relation extraction to the document-
level. As described in Chapter 2, information extraction entails entity extraction for
extraction of all mentions of entities, coreference resolution for merging the mentions of
the same entities, entity classification for identifying the type of the entities and relation
extraction for identifying the relationships among the entities. In our work described
so far in this thesis, we have only focused on sentence-level information extraction for
simplicity and mostly ignored coreference resolution for identifying all mentions of an
entity. As a result, we are only able to recover relations between mentions of entities
instead of the entities itself. In this chapter, we will extend our previous models to also
incorporate this crucial missing component in information extraction and investigate its
effect on relation extraction. We will first motivate the problem by introducing some of
the current approaches and then we will present our approach.
Traditionally, the task of relation extraction involves determining the relations that
exist between known typed entity mentions. Notably, this task is most often constrained
to the sentence-level, i.e. to finding relations between two entity mentions present in the
same sentence. As a result, a lot of the neural network approaches (Nguyen and Gr-
ishman, 2015; Miwa and Bansal, 2016a; Katiyar and Cardie, 2017; Zhang et al., 2017b;
Christopoulou et al., 2018) to this problem are also sentence-based: they generally focus
on learning a relation classifier on all pairs of mentions independently in each sentence.
In recent work, Christopoulou et al. (2018) model interactions among the entity men-
tions. Nonetheless, it still fundamentally operates at the sentence-level.
Among the few systems that incorporate features beyond sentence-level for relation
extraction is the feature-engineered system by Chan and Roth (2010). They show im-
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provement in relation extraction by using gold-standard coreference relations among
entity mentions as an additional constraint in their Integer Linear Programming frame-
work. In more recent neural network approaches, Sanh et al. (2019) and Luan et al.
(2018, 2019) propose a multi-task approach for entity extraction, relation extraction and
coreference resolution jointly. They show that simultaneously learning coreference res-
olution using an external corpus improves both entity and relation extraction. However,
when modeling these tasks together it is difficult to isolate the effect of coreference on
only relation extraction. In fact, Luan et al. (2019) found that ablating coreference hurts
entity extraction but improves relation extraction on ACE05 corpus. Thus, to the best
of our knowledge, there is no neural network based system that studies the direct effect
of coreference on relation extraction and show improvements similar to Chan and Roth
(2010). In this work, we investigate the use of discourse-level context in the form of
coreference relations among entity mentions for neural network based relation extrac-
tion.
Consider, for example, the snippet of text in Figure 6.1. “North Korea” and “it”
refers to the same entity and hence no other interesting relation exists between them.
Moreover, coreference based entity-level information might allow a relation extraction
model to find additional instances of relations already identified in the text. For exam-
ple, in Figure 6.1, we see that “They” is also coreferent with “North Korea” and “it”,
and that the two occurrences of “weapons” are coreferent such that the relations be-
tween these mentions are two instances of the same relation. As a result, we propose
to augment neural relation extraction systems with explicit entity-level representations
that incorporate coreference information.
In this work, we extend the relation extraction model by Katiyar and Cardie (2017)
because it does not require any external syntactic features to (1) include a sentence-
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Figure 6.1: An example document from the ACE05 dataset showing some of the
mentions of entities and relations of interest. The different entity men-
tions for an entity are indicated by the same color. The relations of
interest are indicated by curved lines.
level recency feature that indicates the distance between entity mentions, and (2) include
document-level noun phrase coreference information encoded as entity-level features.
In the experiments on the ACE05 dataset, we improve the state-of-the-art (Miwa and
Bansal, 2016a) F1 score by 2 points by incorporating a recency bias into the position-
aware attention model (Zhang et al., 2017b); our entity-level representations further
improve F1 score by 1 point.
6.1 Related Work
Relation Extraction. Relation extraction (Zhou et al., 2005) has been widely studied
both as a separate task (Bunescu and Mooney, 2005; Zelenko et al., 2003; Socher et al.,
2012; dos Santos et al., 2015; Xu et al., 2015a,b) as well as a joint task with entity
89
mention detection (Miwa and Sasaki, 2014; Li and Ji, 2014; Miwa and Bansal, 2016a;
Gupta et al., 2016; Katiyar and Cardie, 2017; Zhang et al., 2017a) using both feature-
based as well as neural network models. However, it is known that the joint extraction
of entities and relations benefits both the tasks (Li and Ji, 2014).
Since neural network models became popular for being able to automatically extract
dense features, several neural network based approaches have been introduced to per-
form the end-to-end task of entity extraction and relation extraction. Miwa and Bansal
(2016a) introduced an end-to-end neural network model based on syntactic parse tree
structures. Given the gold entity mentions, this model gives the current state-of-the-art
performance on relation extraction on ACE05 dataset. Katiyar and Cardie (2017) also
proposed a joint neural model on entity mention and relation extraction. Their model did
not use any syntactic features to achieve comparable performance to Miwa and Bansal
(2016a). Their incremental approach to relation extraction is well-suited to also learn
entity-level representations and hence we adapt their model for this work.
Zhang et al. (2017b) introduced a position-aware attention to improve slot-filling
task. They concatenate word representations with the dense representations for positions
relative to the two arguments of the relation being considered in a sentence to learn
attention weights for final representation for relation extraction. We adopt their method
to include position-aware attention in the model proposed by Katiyar and Cardie (2017).
Recently, Christopoulou et al. (2018) introduced a walk-based model on entity
graphs for relation extraction which treats multiple entity-mention pairs in a sentence
simultaneously and considers interactions among them. However, their model could not
outperform Miwa and Bansal (2016a) on relation extraction on ACE05 dataset and is
still at the sentence-level.
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Multi-task Learning. Very recent and closest to our approach, Sanh et al. (2019) pro-
posed hierarchical multi-task learning for named entity recognition, entity mention de-
tection, relation extraction and coreference resolution, using labeled data from different
sources namely the English portion of OntoNotes 5.0 for named entity recognition and
ACE05 corpus for entity mention detection, relation extraction and coreference resolu-
tion. Similarly, Luan et al. (2018) introduce a multi-task set-up for identifying and clas-
sifying entities, relations, and coreference clusters in scientific articles. They show that
their multi-task set-up lead to improvements on all – entities, relations and coreference
for the scientific literature. Recently, Luan et al. (2019) introduce a general framework
for information extraction using dynamic span graphs. They show that their model can
perform entity extraction, coreference resolution and relation extraction all at the same
time on several corpora while also making use of an external resource OntoNotes 5.0 for
coreference resolution similar to Sanh et al. (2019). Their model shows improvements
on several datasets from newswire and scientific literature.
Entity Representations. Recently, a few approaches have been proposed for model-
ing entities in text. Yang et al. (2016) proposed a reference-aware language models They
use coreference to find entity clusters but their entity representation only keeps the most
recent entity mention representation restricted to a single token, thus not propagating
information about the entity in the document.
Henaff et al. (2016) and Ji et al. (2017) proposed dynamic entity representation. The
two models are similar as they dynamically update the entity representations when an
entity mention appears in the text. However, Henaff et al. (2016) update all their memory
locations for each occurrence of an entity mention thus there are no explicit relation
between an entity representation and its memory location. Ji et al. (2017) explicitly
model the entities. Thus, each index in their memory represents a discrete entity. For the
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Figure 6.2: Network structure for incrementally learning relations in a sentence
shown in Figure 6.1. This snapshot of the network shows entity-level
representations from the document and relation extraction for entity
“weapons”. The top-right part of the figure represents a pointer net-
work over a concatenation of features which include contextual repre-
sentations, label embeddings, entity-level representations and recency
feature. With respect to the current entity mention “weapons”, the en-
tity mentions “weapons” in the stack is at position 1 and “They” is at
position 2.
entity and relation extraction, we need to model the entities explicitly in order to learn
the relations between the entities. Thus, for one of our entity-level representation, we
adapt the dynamic entity model Ji et al. (2017) to learn a unique entity representations
for each entity cluster in the document.
6.2 Model
Our primary focus for this work is to perform relation extraction under the assumption
that the gold entity mentions and gold entities are available. We propose a multi-task
setting with entity mention extraction and entity extraction as auxiliary tasks. We will
now explain each task in detail.
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6.2.1 Entity Mention Extraction
Our entity mention scorer is a standard long short term memory (LSTM) based
sequence-to-sequence framework similar to Miwa and Bansal (2016a); Katiyar and
Cardie (2017); Zhang et al. (2017a) as shown in Figure 6.2. We label each token in
the sentence using the standard BILOU scheme1. We compute a score (mi) for each
token (i) in the sentence using hidden representations (hi). We then compute softmax
over the score to learn a probability distribution over all possible tag types as below:
P(mi|m<i) = softmax(Uhi) (6.1)
We learn to maximize the probability of the correct tag using cross-entropy loss as
shown in Figure 6.2.
6.2.2 Entity Extraction
Entity extraction refers to the task of finding for each entity mention its coreferent en-
tity cluster in the document. Unlike the current state-of-the-art coreference resolution
models (Lee et al., 2018) which learn a classifier for all pair of entity mentions to learn
coreference, we dynamically learn an entity-level representation for each entity cluster
as shown in Figure 6.2 and then learn to predict the coreferent entity cluster for each en-
tity mention. These entity-level representations can be assumed to capture the summary
of all entity mentions referring to the same entity. We propose different update functions
that dynamically update entity-level representations as mentions are encountered in the
document from left to right. We use the following three update functions — (1) average
1Each token is assigned an output tag such as B followed by the entity type for the beginning of an
entity mention, I for inside, L for the last token, U for the unit entity mentions and O to represent other
non-entity tokens in the sentence.
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which averages over the contextual representations of all entity mentions referring to the
same entity in the document, (2) bilinear function used by Ji et al. (2017) which learn
a scalar interpolation factor to update the current entity-level representation with the
mention representation and then projects it on to a unit ball after each update, (3) GRU
which is a simple recurrent unit that takes all the entity mentions in an entity cluster as
a sequential input and updates the entity-level representation.
For the task of entity extraction, for each token in the entity mention in the docu-
ment, our model learns to predict its entity cluster. We employs an attention mechanism
that learns to predict the coreferent entity cluster taking their corresponding entity-level
representations as input. We will now explain each component in entity extraction.
Entity-level Representations. At the end of the document, we can think of each entity
in the document is represented by a dense representation (e j) which is computed over
all the entity mentions (mk) in their respective coreference cluster (C j). We experiment
with three different functions to update entity representations as we encounter entity
mentions in the document.
• Averaging: In this approach, we simply average over the dense representations of
all the entity mentions in a coreference cluster to obtain entity-level representa-
tions. We obtain the dense representation of an entity mention (mk) by averaging
the contextual representation of all the tokens in the entity mention.
e j =
1
|C j|
∑
k
mk (6.2)
• Bilinear function: We use bilinear function to dynamically update entity-level
representations as they appear in the document (Ji et al., 2017). All entity-level
representations are initialized randomly using a normal distribution (u ∼ N(0, σ2)
and then projected onto a unit ball.
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e j =
u
‖u‖2 (6.3)
These initial representations are modified as entity mentions appear in the docu-
ment (mk) 2 to obtain new entity representations e j.
δ = σ(mTkWδe j) (6.4)
u = δe j + (1 − δ)mk (6.5)
e j =
u
‖u‖2 (6.6)
• Gated Recurrent Unit (GRU): In this case, we simply use a GRU over all the
coreferent entity mentions in a cluster to obtain its entity-level representations.
However these entity mention representations are presented to GRU as they appear
in the document and hence there is an order encoded in entity-level representation.
e j = GRU(e j,mk) (6.7)
For the task of entity extraction, for each token in the entity mention (mk) in the doc-
ument, we learn a classifier which predicts the entity cluster (C j) it belongs to. At any
time step t, let (mk) be the current token of the entity mention and N entities have oc-
curred until t such that their representations are e1, e2, . . . eN . Additionally, we also
use mention-level features m1, m2, . . . mN which refers to the most recent entity men-
tions which modified their corresponding entity-level representations. We learn atten-
tion weights corresponding to each entity cluster and a new entity cluster (N+1), which
2We still average the top-hidden layer representations of all the tokens in the entity mention to obtain
the mention representation.
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represents the start of a new entity clusters, as below.
ui = vT tanh(We[ei;mi] + Wmmk) (6.8)
ai =
exp(ui)∑N+1
j=1 exp(u j)
(6.9)
Here, We, Wm ∈ Rda×d and v ∈ Rda are parameters, where d is the dimension of the
hidden states and da is the size of the attention layer. We train our model to learn
to predict highest attention weight to the coreferent entity cluster similar to the idea
proposed in Katiyar and Cardie (2017).
6.2.3 Relation Extraction
We predict relations incrementally for each gold entity mention mk in the sentence. We
employ a pointer network (Vinyals et al., 2015a) similar to Katiyar and Cardie (2017) to
find the related entity mentions as shown in Figure 6.2. We use position-aware attention
model Zhang et al. (2017b) to capture sentential context relative to the entity mentions
of interest.
We will now explain the position-aware attention model (Zhang et al., 2017b) used
in this work. Let Xmk = {xmk1 , xmk1+1, . . . xmk2} is one of the entity mention of interest.
The approach learns a position sequence pmki for all the tokens (i) in the sentence relative
to the entity mention where:
pmki =

i − mk1, i < mk1
0, mk1 ≥ i ≤ mk2
i − mk2, i > mk2

(6.10)
where mk1 and mk2 are the indices of the first and last token in the entity mention and p
mk
i
is the relative distance of each token at position i in the sentence to the entity mention.
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We transform these position sequence into position embeddings pmki using an embedding
matrix P. Next, we compute an attention weight ai for each token i conditioned on a pair
of entity mention m j and mk as:
ui = vT tanh(Whhi + Wqq + Wm jp
m j
i + Wmkp
mk
i ) (6.11)
ai =
exp(ui)∑N+1
j=1 exp(u j)
(6.12)
where, Wh, Wq ∈ Rda×d, Wm j , Wmk ∈ Rda×dp and v ∈ Rda are the parameters of the
network, where d is the dimension of the hidden states and da is the size of the attention
layer and dp is the dimension of the position embeddings.
Next, we compute the sentence representation using these attention weights ai for
each token i in the sentence. Thus, the final representation (z j,k) which captures the
context relative to the entity mentions m j and mk is:
z j,k =
∑
i=1
aihi (6.13)
In addition to the context computed above, we propose two novel features for re-
lation extraction. First, Katiyar and Cardie (2017) use a pointer network to identify
relations for each entity mention. They stack all the candidate entity mentions together
as shown in Figure 6.2. We instead propose the idea of using the indices (r j,k) of the
entity mentions in this stack as a measure of recency of the candidate entity mentions
(m j) with respect to the current entity mention (mk). Thus, the most recent or nearest
entity mention “weapons” will be at position 1 in the stack and so on. Our idea tries to
capture distance between entity mentions where representing distance by the number of
tokens between entity mentions is sparse. Second, we use explicit entity-level represen-
tations (e j) and (e j) as introduced in Section 6.2.2 for the candidate entity mention and
the current entity mention respectively. We learn attention weights corresponding to all
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the candidate entity mentions m j, 1 ≥ j < M as below:
u j = vT tanh(Wm[e j; r j,k; z j,k] + Week) (6.14)
a j =
exp(u j)∑M
q=1 exp(uq)
(6.15)
Here, Wm ∈ Rda×dq , We ∈ Rda×dp and v ∈ Rda are parameters, where d is the dimension
of the hidden states and da is the size of the attention layer and dq is the sum of the
dimension of the recency embedding, the dimension of the sentence representation in
Equation 6.13 and the dimension dp of the entity representation in Equation 6.7.
We train our model similar to Katiyar and Cardie (2017) to predict the highest atten-
tion weights between related entity mentions. We also use a threshold to predict multiple
relations for an entity mention during test time.
6.3 Training
We train our network by maximizing the log probability of the correct entity mention
sequence M, entity cluster assignment E and relations among the entity mentions R in a
sentence S . However, our entity mention detection and entity extraction is an auxiliary
task, thus we experiment with different weights λm, λe for this task using the develop-
ment set.
log P(M, E,R|D) ≈λm
∑
i∈|S |
log P(mi|mgi−1)
+λe
∑
j∈|Mg |
log P(e j|Mg,C j,g)
+
∑
j∈|Mg |
log P(r j|Mg,CN,g)
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where, Mg and Cg are gold-standard entity mentions and entity coreference clus-
ters. We also experiment with variations of our model to output multiple relations as
suggested in Katiyar and Cardie (2017).
At inference time, we use the gold entity mentions and entity coreference clusters to
output the relations.
6.4 Experiments
In this section, we provide details about the datasets, evaluation metrics, baselines and
previous models, hyperparameters and training details and then present results and dis-
cussion of the results.
6.4.1 Data
We evaluate our proposed model on ACE05 dataset from the Automatic Content Extrac-
tion program. The dataset is annotated with 7 main entity types – Person (PER), Orga-
nization (ORG), Geographical Entities (GPE), Location (LOC), Facility (FAC), Weapon
(WEA) and Vehicle (VEH). For each entity, all its entity mentions are annotated within
the document. Hence, all these entity mentions for a given entity form the entity cluster.
For each entity mention, both the phrase and its head are annotated. In this work, sim-
ilar to Li and Ji (2014); Miwa and Bansal (2016a); Katiyar and Cardie (2017); Zhang
et al. (2017a) we only extract the head of the entity mention. Thus, our annotations
for entity mentions are not overlapping. The dataset contains relation annotations for
6 relation types namely – Physical (PHYS), Person-Social (PER-SOC), Organization-
Affiliation (ORG-AFF), Agent-Artifact (ART), GPE-Affiliation (GPE-AFF) and Part-
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Whole (PART-WHOLE) relation. We use the same dataset split as Li and Ji (2014);
Miwa and Bansal (2016a); Katiyar and Cardie (2017); Zhang et al. (2017a). There are
351 documents in the training set, 80 in the development set and the remaining 80 in the
test set.
6.4.2 Evaluation Metrics
We report precision, recall and f-score on relation extraction at mention-level similar
to Miwa and Sasaki (2014); Miwa and Bansal (2016a); Katiyar and Cardie (2017). A
relation is considered correct if we can identify the head of the relation arguments and
the relation type.
In ACE05 dataset, the relations are limited to entity mentions within a sentence,
however there can be several coreferent entity mentions in the same sentence. For ex-
ample, in Figure6.1 “North Korea” and “it” are coreferent entity mentions. However,
the gold annotation only annotates the ARTIFACT relation between the entity mentions
“it” and “weapons”. Any system that predicts ARTIFACT relation between “North Ko-
rea” and “weapons” will be considered incorrect. For this reason, we also evaluate our
model on entity-level evaluation metric. For computing both precision and recall, we
collapse all the mention-level relation predictions to entity-level relation prediction and
mention-level gold predictions to entity-level gold predictions and compute them at the
entity-level. A relation is now considered correct if we identify the correct entity clusters
for the relation arguments and the relation type.
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6.4.3 Baselines and Previous Models
We compare our proposed systems with three previous models for relation extraction
on ACE05 dataset. Miwa and Bansal (2016a)3 proposed tree-based model on shortest
dependency paths for relation extraction and achieve the current state-of-the art per-
formance on ACE05 dataset. Katiyar and Cardie (2017) proposed a pointer networks
based model for relation extraction which does not require any external syntactic fea-
tures. Christopoulou et al. (2018) proposed an approach which treats multiple relations
simultaneously in a sentence and considers interactions among them. However, this
approach performed comparably to (Miwa and Bansal, 2016a).
We present different approaches for relation extraction based on Katiyar and Cardie
(2017). First, we incorporate only position-aware attention, recency and label embed-
dings in addition to Katiyar and Cardie (2017) which we refer to as our sentence-level
model. Next, we append BERT embeddings to the original word2vec embeddings to the
sentence-level model. On this model, we then experiment with the different entity-level
representations such as the averaging method (Our model+average), bilinear function
(Our model+ bilinear) and GRU (Our model+GRU).
6.4.4 Hyperparameters and Training Details
We use Adam (Kingma and Ba, 2014) for training our network with initial learning rate
as 0.001 with exponential decay and gradient clipping to a value of 5. We initialize our
word embeddings with 200-dimensional word2vec (Mikolov et al., 2013) embeddings
trained on Wikipedia and fine-tune these embeddings during training. We concatenate
3Their proposed model was retrained using gold entity mentions to achieve higher performance than
the one reported in the paper for relation extraction.
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P R F1
Miwa and Bansal (2016a) 70.1 61.2 65.3
Katiyar and Cardie (2017) 59.9 66.9 63.2
Christopoulou et al. (2018) 69.7 59.5 64.2
Sentence-level features
Our model 73.0 62.4 67.2
Our model + BERT 75.4 70.0 72.7
Sentence+Entity-level features
+ average 73.4 70.1 71.7
+ bilinear 74.5 70.6 72.5
+ GRU 77.5 70.4 73.8
Table 6.1: Relation performance on ACE05 test set.
word embeddings with fixed 768-dimensional pretrained BERT embeddings (Devlin
et al., 2018) obtained from averaging the top four layers We also employ dropout (Sri-
vastava et al., 2014) on the input and output layer to avoid overfitting. All weights are
initialized from small random uniform noise. The dimensionality of the hidden units for
our network is 70 and the number of hidden layers are 2.
6.5 Results and Discussion
Sentence-level Features. We show the results of our model using only sentence-level
features which include position-aware attention, recency and label embeddings in ad-
dition to Katiyar and Cardie (2017) in Table 6.1. Our model outperforms all previous
models for relation extraction on ACE05 dataset. We report F-score of 67.2 which is an
improvement of 2 points in F1 over the previous state-of-the-art.
We also show that using fixed BERT embeddings our model further improves rela-
tion extraction by 5.5 points F1. We obtained these embeddings from pretrained BERT
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P R F1
Our model + BERT 78.5 71.9 75.0
+ GRU 80.1 71.4 75.5
Table 6.2: Entity-level relation performance
model (Devlin et al., 2018) on each sentence independently in a document and used
them in concatenation with the word2vec vectors. We present state-of-the-art results on
relation extraction on ACE05 dataset.
We also perform ablation study as shown in Table 6.3 to find the effect of the recency
feature. As expected, our model gains significant improvement (+1.5 F1) by utilizing
the recency information as features automatically extracted by LSTM do not necessarily
capture this information. Thus, we show that our model gains by utilizing the recency
feature for relation extraction.
P R F1
Our model + BERT 75.4 70.0 72.7
- Recency 73.4 68.7 71.0
Table 6.3: Ablation study to analyse the effect of recency on relation extraction.
Entity-level Features. We also show the performance of the three update functions
we introduced in Section 6.2.3 in Table 6.1. We find that GRU based update function
improves the performance on relation extraction by 1 point F1. However, we did not see
similar improvements using the average and bilinear update function.
We evaluate our models at entity-level instead for all mentions such that effect of
finding multiple instances of the same relation are not reflected in the performance. We
show in Table 6.2 that the GRU based entity level representations still improves relation
extraction. Thus, our model is improving by not only extracting multiple instances of
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P R F1
Our model + GRU 77.5 70.4 73.8
- Entity Representation 76.1 68.8 72.3
- Mention extraction 77.0 68.1 72.2
Table 6.4: Effect of auxiliary tasks on relation extraction.
the same relation but is able to learn other document-level characteristics of relation
extraction task and is able utilize it to improve the performance.
Auxiliary Tasks. Next, we also study the effect of introducing mention extraction and
entity extraction as auxiliary tasks in our model.
As shown in Table 6.4, we first ablate using explicit entity-level representations in
our model. However, our model still performs entity extraction. We find that perfor-
mance of our model drops by 1.5 points F1. We conclude that only using entity extrac-
tion (or coreference resolution) as the auxiliary task does not improve relation extraction.
Moreover, our model performs slightly worse than even our relation extraction model
with only sentence-level features as shown in Table 6.1. This could potentially indicate
that the improvement in relation extraction as shown by Sanh et al. (2019); Luan et al.
(2018, 2019) using mention extraction and coreference resolution in a multi-task setting
is a consequence of coreference resolution improving mention extraction. However, in
this work, we show that aggregating information over all the mentions in a coreference
chain and using them explicitly is important for improving relation extraction. We also
modeled mention extraction as another auxiliary task but do not find significant effects
on relation extraction suggesting that in the event of the availability of gold entity men-
tions, the auxiliary task of mention extraction does not improve relation extraction.
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Predicted Coreference. We also evaluate our model when gold coreference chains
are not available. We use predictions from a state-of-the-art coreference system (Lee
et al., 2018). We prune these predictions based on the gold entity mentions. Hence,
we do not introduce any error based on the incorrect entity mention prediction by the
coreference system. Most of the current coreference systems often predict mentions
and coreference relations together, thus we resorted to this simple pruning strategy. We
learn entity-level representations by aggregating over all the mentions in the predicted
coreference chains. We find that the performance of Our model + GRU drops to an
F1 score of 72.2; this drop is expected because the coreference model is trained on a
different dataset (OntoNotes) and using the final prediction directly from such a system
without fine-tuning on the current dataset is brittle. This result however also motivates us
in future work to incorporate coreference resolution into our model and to learn entity-
level representations without requiring gold-standard coreference information.
6.6 Analysis
We perform analysis on the entity-level representations that we learn using the average,
bilinear and GRU function. We hypothesized that our entity-level representation might
be able to learn the importance of an entity in a document and thus encode that such
entities are more likely to be related to other entities. We will refer to these entities as
salient entities.
In the domain of Information Retrieval, salient entities Gillick and Dunietz (2014)
are, in an empirical definition, those that human readers deem most relevant to the docu-
ment. Most often, some of the features that are found to be useful for determining salient
entities include index of the sentence in which the first mention of the entity appears,
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Figure 6.3: Average
entity-level representa-
tions
Figure 6.4: Bilinear
entity-level representa-
tions
Figure 6.5: GRU entity-
level representation
Figure 6.6: Figure showing the t-SNE plots for different types of entity-level rep-
resentations.
number of times the head word of the entitys first mention appears, conjunction of the
number of total mentions of the entity. Inspired by these features, we perform analysis
of our entity representations based on the frequency counts of the entity mentions in a
document. Thus, we would like to know if the entity representations that we learnt via
average, bilinear and GRU are predictive of the frequency of the entity in a document.
106
Visualization. We first project our learnt 70-dimensional entity-level representations
into 2-dimensional representation using t-SNE (van der Maaten and Hinton, 2008) for
average, bilinear model and GRU model as shown in Figure 6.3, Figure 6.4 and Fig-
ure 6.5 respectively. We then bin these representation based on the frequency of entity
mentions and show them in different colors. In Figure 6.3, Figure 6.4 and Figure 6.5,
red represents entities with frequency [1], yellow with frequency in range [2, 4], blue in
range [5, 7] and green in [8, above].
Clearly, we see that when we learn entity-level representations using GRU, then
these embeddings can be differentiated based on the frequency of the entities whereas
when we learn them via bilinear function which includes projecting them into unit ball
then these representations lose the frequency information and all the entity representa-
tions for different frequencies are merged together. We also find that entity-level repre-
sentations when learned using the average function also retain frequencies of the enti-
ties as the different colors can be easily distinguished and can be seen forming different
clusters except for the blue and green colors. These colors represent the entities with
frequencies greater than 5 thus showing that learning representations with the average
function looses frequency information for entities with higher frequencies.
Classification. We also learn a binary classifier given the 70-dimensional entity rep-
resentation as features to predict whether an example belongs to low frequency (count
≤ 4) entity or a high frequency (count > 4) entity. We randomly split the examples
into training (80%) and test (20%). We show the performance on this task in Table 6.5.
We find that the GRU entity-level representation are extremely good at predicting the
frequency of an entity, whereas Bilinear model performs even worse than a majority
baseline. Thus, we show again that the bilinear model does not capture frequency of
the entity. As we also discussed above, the Average model is also able to capture the
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Method Accuracy
Majority-baseline 0.785
Average 0.960
Bilinear 0.540
GRU 0.974
Table 6.5: Classification accuracy for different methods of entity-level representations.
frequency of the entity mentions but not as efficiently as the GRU model and hence it
performs worse than the GRU model on this prediction task which is an average over
5-fold classification.
In summary, in this section we show that our three proposed ways of learning entity-
level representations capture the frequencies of the entities to different extent. We found
that the entity representations when learned using the GRU function improves the per-
formance on relation extraction. Thus, the capability of this GRU function to capture
frequencies is one possible explanation for the improvements shown in relation extrac-
tion. However, this is definitely not the only explanation and in future, we want to
understand these entity-level representations better in terms of other interpretable expla-
nations.
6.7 Chapter Summary
We proposed using novel sentence-level features in the form of recency of entity men-
tions and document-level features in the form of entity-level representations to the ex-
isting models for relation extraction. We show that both these features significantly
improve relation extraction and achieve state-of-the-art performance. We also show that
modeling coreference resolution only as an auxiliary task is not sufficient to improve re-
lation extraction even under the assumption of the availability of gold mentions. Thus,
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we need to learn entity-level representations to aggregate the information across differ-
ent mentions of the same entity in the document and use these as features for the task.
Our proposed model depends on the availability of gold coreference at test time, how-
ever, it will be interesting to learn entity-level representations without requiring gold
coreference information during prediction.
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CHAPTER 7
CONCLUSION AND FUTURE WORK
In this dissertation, we propose neural network based models for information extraction
for learning facts and opinions from text. In particular, we show that without the need
of feature-engineering, our deep learning models are able to produce state-of-the-art
results in information extraction. We propose recurrent neural network based models
which can learn entities and relations jointly, can also learn nested named entities which
have often been ignored in the past owing to its complexity of the output space. We also
forward the research in relation extraction by extending it to include features from the
entire document instead of only the sentence and thus moving a step forward to realising
the goal of information extraction to perform entity mention extraction, coreference
resolution, entity mention classification and relation extraction all at the same time.
7.1 Summary of Contributions
In Chapter 3, we propose a LSTM-based model for the task of fine-grained opinion min-
ing. We extract the opinion entities and relation jointly with our approach. We propose a
very simple joint sequential output representation for opinion entities and opinion rela-
tions such as the opinion entities are represented using a standard tagging scheme, how-
ever our relation labels are represented by the distance between the entity mentions in
terms of the number of tokens in between them in the sentence. We compare our model
with a feature-engineered state-of-the-art model that extracts entities and relations in a
pipelined manner and later performs joint inference on both entities and relations based
on a set of constraints. This model uses an extensive list of features including opinion
lexicons, semantic and syntactic features such as dependency trees, etc. We show that
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our simple model with a simple representation can perform within 1-3% on both opinion
entities and opinion relation extraction.
Our proposed idea of representing relations with only the distance between the en-
tity mentions was very successful in extracting opinion entities and relations. However,
the task of extracting facts entails extracting entities and relations in a more general set-
ting where entities are often related to multiple other entities. Thus, for our model to
be more general, we propose extracting relations with Pointer networks as explained in
Chapter 4. We compare our model with the then state-of-the-art neural network based
model which uses shortest dependency path between the entity mentions to extract rela-
tions. In chapter 4, we show that our model which does not depend on the availability of
dependency paths instead uses attention over entity mentions to learn relations between
them performs comparably to the previous model. Thus, we propose a model for joint
entity and relation extraction which does not depend on external syntactic features.
As we focus on extracting entities and relations, we often make an assumption that
the entity mentions are not overlapping or nested. For this reason, in opinion mining
all approaches perform preprocessing of the datasets to remove any overlapping entity
mentions. Similarly, for the general task of information extraction, the approaches focus
on extracting only the head phrase of the entity mentions which as a result are not
overlapping. In Chapter 5, we focus on developing models for nested entity mentions
by using a hypergraph output representation. We show in chapter 5 that we can learn
this hypergraph structure efficiently in a greedy fashion to extraction both nested entity
mentions as well as their heads. We outperform previous feature-based approaches by a
significant margin on both news wire as well as biomedical domain. This also shows that
these recurrent neural are capable of learning complex structures and can outperform
previous feature-based approaches where generating a list of features for nested named
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entities task is challenging.
Most of the work we discussed so far deals with extracting entity mentions and
relations using sentence-level context. Thus, relations are only extracted with respect to
the entity mentions which means that that the relation tuples often contain pronominal
mentions of entities without referring to the entity itself. Thus, there is an important
missing component to information extraction which involves identifying coreference
relations between the entity mentions. To this effect, we propose to learning entity-
level information in chapter 6 which captures the summary of all mentions of an entity.
In our experiments, we show that using gold coreference chains to learn these entity
representations and using them as additional features in relation extraction, our models
outperform the previous state-of-the-art results. Thus, we propose to use document-level
context into our models and show improvements in relation extraction showing promise
towards document-level information extraction.
7.2 Future Work
In this section, we will discuss some of the future directions that can help build better
neural models for information extraction and downstream tasks such as question an-
swering or dialogue systems.
Interpretation of neural networks. Most of the neural network based models de-
scribed in this thesis are based on LSTMs, a variant of recurrent neural networks. These
models apply recurrent non-linear gated operations on vectors as explained in chapter 3.
These transformations help these networks to learn complex dense representations suit-
able for learning several syntactic and semantic tasks in natural language processing.
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However, this complexity also leads to these networks being uninterpretable unlike the
previous feature-based models which learned weights for pre-decided list of discrete
features and thus more interpretable. The uninterpretability of neural networks is lim-
iting for research because it is difficult to suggest improvements for these model based
on their errors on examples. The only handle that we currently have is better tuning of
hyperparameters which can lead to the improvement in performance of the model. Thus,
we think that it is extremely important to understand these neural network models both
in terms of the features they are learning as well as their parameter space. Understanding
these neural networks can lead to building better models for tasks in natural language
processing. Also, interpretability of neural networks can help in the explainability of
these models thus expanding their applications to problems which require explainable
models such as in medicine, etc.
Multi-task Learning. As we concluded in this thesis, tasks such as entity extraction
and coreference resolution helps in improving the performance of relation extraction.
Thus, there are many semantically related tasks which if modeled jointly can lead to
the improvement of all the tasks. However, there are challenges that lie ahead when
modeling different tasks together in a neural network setting. For example, in chap-
ter 6 we show that learning entity-level representation using gold coreference improves
relation extraction. However, we want to be able to use predicted coreference to learn
these entity-level representations as gold coreference annotations are difficult to obtain.
Though using predicted coreference can potentially lead to cascading errors and most of
the datasets are not annotated with gold coreference. Thus, it is a challenge to train the
system end-to-end to avoid cascading error.
More so, we explained in the introduction, that learning these structured informa-
tion can potentially help downstream tasks such as question answering as shown in Fig-
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Figure 7.1: Figure showing an example of search result from the popular search
engine Google.
ure 1.2. Recently, there has been a splurge of models in reading comprehension(Chen,
2018) which perform end-to-end question answering without any intermediate repre-
sentation. These systems are employed in search engines to answer questions from the
users as shown in Figure 1.2. These systems are able to correctly answer “Which U.S.
president was born in Honolulu?” However, when these systems are asked to answer
question such as “Which U.S. president was born in Hawaii?” as shown in Figure 7.1,
these systems are not able to extract “Barack Obama” as the answer. This goes on to
show that these extractive systems can use relation information between entities “Hon-
olulu” and “Hawaii” to answer both these questions. Thus, we need to think about
the intermediate representation of the structured knowledge which can be used by these
question answering systems to perform reasoning over them and answer these questions.
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Learning from less labeled examples. In this thesis, we mostly focused on structured
prediction problems which require annotation at the token level. These datasets can
be extremely tedious to develop and as a result there are only a few datasets that are
available for information extraction. However, with the introduction of pretrained word
embeddings like word2vec which capture semantic similarity of words, the models can
get some prior knowledge about words and thus the models can get benefit from them.
Recently, with contextual word embeddings such as BERT(Devlin et al., 2018), these
embeddings are pretrained on a very large corpus using language modeling. Thus, these
embeddings can also potential capture more complex relationships of words with each
other in a sentence in addition to the semantics of the words. When we used these
embeddings for relation extraction in chapter 6, we see significant improvement of 5
absolute points in F1 score. Thus these pretrained embeddings capture semantics of
words and their syntactic relations with reach other which paves the path to learning
relations with less labeled data. We want to be able to learn relations with only few
labeled examples without the need to annotate hundreds of examples for each relation
type.
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