In this study we develop a general approach to optimize battery cycle life while fulfilling both energy and power requirements. By investigating the impact of various battery parameters on energy density, power density and battery cycle life, we find that traditional energy and power density optimization does not lead to good battery cycle life: they have to be optimized together. This paper provides the battery cycle life optimization framework, algorithm and procedure that integrate energy density and power density constraints. We find that higher energy and power densities require smaller particle sizes in both the anode and the cathode, while better battery cycle life requires larger particle size in the anode and smaller particle size in the cathode. A significant increase of cycle life can be achieved by targeting an energy density slightly lower than the achievable maximum to free up the design space. The optimization procedure developed in this study can provide useful guidance for battery design and manufacturing. Battery longevity is crucial in transportation electrification.
Battery longevity is crucial in transportation electrification. 1 While a battery life of 3-5 years is acceptable for consumer electronics, such a short service time would be a major drawback for electric vehicles. 2, 3 Battery pack replacement incurs an expense comparable to the replacement of an engine or transmission. In addition, simply increasing the duration of each charge by minimizing the energy consumption of a battery-powered system will not necessarily maximize the lifetime of the battery pack. 4 While several studies have been done to optimize battery performance, the focus was on the optimization of energy and power densities. Fuller et al. 5 investigated the dual lithium ion insertion cell and optimized its energy and power densities by using the Newman's battery model. Sumitava et al. 6 developed a model-based procedure to optimize battery parameters, including electrode porosities and thickness, to maximize the energy draw for a given set of applied current, cutoff voltage, and total amount of discharge time. Advanced control algorithms were also developed to help improve the lifetime of a battery. Moura et al. 7, 8 developed a battery management strategy based on a solid electrolyte interphase (SEI) growth model to protect battery health during charging and discharging. This control algorithm can optimize the power management for specific batteries and application configurations to maximize the battery performance. However, it does not optimize the battery design. These efforts highlight the significance and great potential of battery optimization. So far a direct relationship between battery cycle life and optimal battery parameters has not yet been established. In this study we develop a general approach to optimize battery cycle life while fulfilling both energy and power requirements.
A substantial amount of experimental, theoretical and computational studies have been performed in an attempt to characterize and understand battery capacity degradation. Ramadass et al. 9 identified that the key factors of capacity degradation were losses of rate capability, primary active material and secondary active material after systematic degradation analysis of cycled 18650 cells. Safari et al. 10 modeled capacity degradation in terms of SEI growth on the anode and the associated lithium ion consumption. Calibrating a single particle model using experimental cycling data, Zhang et al. 11 suggested that capacity degradation may involve multiple stages. Recently a comprehensive physics-based degradation model was developed by integrating the key degradation mechanisms: SEI growth and manganese deposition on the anode electrode, manganese dissolution, electrolyte oxidation, and salt decomposition on the cathode electrode. 12 In this study we further extend the side-reaction coupled degradation model by incorporating the effect of mechanics and mechanical degradation, and then use it to demonstrate the framework, algorithm and procedure a Present address: Department of Automotive, Mechanical and Manufacturing Engineering, University of Ontario Institute of Technology, Oshawa, Ontario L1H 7K4, Canada. z E-mail: weilu@umich.edu for battery cycle life optimization. We find that battery cycle life can be improved by reducing the capacity degradation through parameter optimization, while maintaining high target energy and power densities, even when the battery material system is fixed. The optimization approach developed in this study would be useful for battery design and manufacturing as well as the battery management strategy.
Degradation Model
We consider a full cell consisting of a graphite anode, a separator, and a lithium manganese oxide (LMO) cathode in the LiPF 6 ethylene carbonate (EC)/dimethyl carbonate (DMC) electrolyte. Here we select the LMO/graphite system since LMO is a low-cost, environmentally friendly, and highly abundant material for the Li-ion battery cathode, and many of its material parameters are readily available. We first extend a previously validated degradation model 12 by adding the effect of mechanical stress, and then use this extended degradation model for optimization. The degradation model consists of two levels: the particle level and the cell level. The modeling at the particle level describes lithium intercalation/deintercalation, diffusion in the particle, and side reactions at the interface between the solid particle and the electrolyte. The electrochemical model at the cell level, which is based on the porous electrode theory, 5, 13, 14 describes the transport of lithium ions and other species including Mn 2+ , H + , and H 2 O. The two levels are coupled through the local reaction current. Fig. 1 summarizes the side reactions in the degradation model 12 and their interactions. The side reactions on the anode surface include SEI growth and manganese deposition, which are mainly responsible for the loss of cyclable lithium ions. The side reactions on the cathode side, including manganese dissolution, electrolyte oxidation, and salt decomposition, mainly lead to the loss of active material and capacity degradation of the cathode. Now we extend the degradation model to add the effect of mechanical stress. The lattice constant changes as Li intercalates into or deintercalates out of the LiMn 2 O 4 particle, 15 and it may be assumed to change linearly with Li stoichiometry. 16, 17 Stress is generated when the lattice change is not uniform in the particle as a result of concentration gradient. Stress-induced particle fracture is one of the major degradation mechanisms in the cathode. 18 Similar as previous works, 18 here we assume the active material particle is spherical and the material is linearly elastic. Linear elastic analysis and small deformation theory are applicable for materials such as LiMn 2 O 4 because the intercalation-induced deformation is small and less than a few percent. With spherical symmetry, the stress, strain and displacement fields are functions of only the radial coordinate of the particle.
The equilibrium equation in a spherical particle of the cathode is given by 18 dσ r dr where σ r is the radial stress, σ t is the tangential stress, and r is the radial coordinate of the particle. With consideration of intercalation strain, the stress-strain relation in the particle is given by
where ε r is the radial strain, ε t is the tangential strain, E is Young's modulus of the active particle, v is the Poisson's ratio, is the partial molar volume of lithium ion in the particle, andc 1 = c 1 − c 10 is the difference between lithium concentration in the particle at the current state, c 1 , and at the initial stress-free state, c 10 .
The equation for the strain-displacement relation is
where u is the radial displacement. Using the displacement, the equilibrium equation can be rewritten as
The displacement can be obtained by integrating Eq. 5 twice. Two integration constants will appear during the integration, and they can be determined by the boundary conditions of u(0) = 0 and σ r (r p ) = 0, where r p is the particle radius.
The stress are then given by
The electrochemical potential in an ideal solid solution can be expressed as
where μ 0 is the electrochemical potential at a reference state, R is the gas constant, T is temperature, X is the mole fraction, and σ h is the hydrostatic stress given by
Note that the tangential stress on the particle surface is given by σ t (r p ) = (3/2)σ h (r p ), which scales with the hydrostatic stress on the particle surface. The hydrostatic stress or the tangential stress on the particle surface leads to loss of materials and reduction of usable volume fraction. To account for this effect, we use the damage mechanics concept and update the usable volume fraction, ε pos usable , so that its rate of change is related to the hydrostatic stress on the particle surface by dε
, where x is the coordinate along the thickness direction of the electrode and f is a damage function. 20 The damage function and parameters can be determined by fitting experimental measurements. The active surface area per unit electrode volume in the cathode, a s , is given by a s = 3ε pos usable /r p . Therefore, a reduction of ε pos usable leads to a smaller active surface area.
The lithium diffusion flux along the radial direction, J, is related to the gradient of the chemical potential by
where M is the mobility. With ∂(ln X )/∂r = (1/c 1 )∂c 1 /∂r and D = M RT , we can write
where D is the diffusion coefficient. Mass conservation requires the time rate of concertation change equals to the negative of the divergence of the diffusional flux, or
. This gives a diffusion equation in the form of
The first two terms on the right side of Eq. 12 are the regular terms for diffusion driven by the concentration gradient. The last two terms account for the additional effect from intercalation stress.
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where i Li is the lithium intercalation/deintercalation current with the deintercalation current defined positive.
Gradient-Based Optimization
Studies have shown that battery design parameters can have a significant impact on energy density and power density. 6, 14, [21] [22] [23] [24] In this study we investigate the optimization of several main design parameters to maximize the cycle life, while at the same time meeting the power density and energy density requirements. The initial parameter values are determined by optimizing the energy density first with the required power density as a constraint. Then the battery cycle life will be optimized by minimizing the battery degradation over longterm cycling with the required power density and energy density as constraints. We focus on controllable cell fabrication parameters, including particle size, thickness, porosity, and cathode conductivity, while all other material parameters are known and kept fixed.
Optimization framework.-A general optimization problem has the following form:
where f (x) is the objective function to be minimized over the variable x, g i (x) are called inequality constraints, and h i (x) are called equality constraints. In this study, the objective function for minimization is the battery capacity degradation after prolonged cycling. While minimization is used as an example here, maximization can be treated similarly by flipping the sign of the objective function.
Different optimization algorithms, including genetic algorithms and gradient descent algorithms, have been used in other aspects of battery research. 25, 26 In this study, the calculation of the gradient is straightforward, therefore we employ the gradient-descent scheme. 27 The process of gradient calculation and variable optimization is shown in Fig. 2 .
The first-order condition necessary for a solution to be minimal in nonlinear programming is the Karush-Kuhn-Tucker (KKT) condition, 28 which can be expressed by
where x * is an optimal solution, μ i and λ i are the Lagrange multipliers associated with the inequality and equality constraints, respectively.
Optimization method.-In this study, sequential quadratic programming (SQP) is used as the gradient-based optimization method. SQP solves a sequence of optimization sub-problems, each of which optimizes a quadratic model of the objective subject to a linearization of the constraints. The sub-problem at each iteration x k can be expressed by
where d = x − x k and the matrix H k is a positive definite approximation of the Hessian matrix of the Lagrangian function. This subproblem can be solved using the quadratic programming algorithm. The solution is used to form a new iterate at
where α k is a step length parameter. The step length parameter is determined by a line search algorithm to produce a sufficient decrease in a merit function. 30, 31 The goal is to calculate a sufficiently accurate step length parameter in as few function evaluations as possible so that the underlying algorithm converges. 32 In this work we use the finite element software COMSOL for degradation modeling and use Matlab for optimization. COMSOL has a predefined battery model but it is not sufficient for the complex side reaction-coupled battery model in this study and lacks the flexibility to add new equations or change existing equations. Therefore, the degradation model is developed in COMSOL by direct implementation of all the fundamental relations in Ref. 12 and in this work. With the Matlab Livelink interface in COMSOL, we use a Matlab script to run COMSOL models in a COMSOL server and pass simulation results to Matlab at each step for optimization.
Problem setup.-The power density requirement is chosen first and fixed as a constraint. The energy density is then maximized by using the numerical optimization framework described in the previous section. Matlab optimization toolbox is used in this study. The battery parameters obtained after maximizing the energy density while fulfilling the power density constraint are used as the starting point for battery cycle life optimization. In the battery cycle life optimization, the power density requirement is still fixed, while the energy density requirement is prescribed to be slightly less than the maximum from the energy density optimization to give the optimization algorithm some freedom to search for parameters that minimize capacity degradation.
In the first step, the cell is charged at 0.1 C to 4.15 V. Next, the cell is cycled for 10 formation cycles in the simulation at 0.1 C charge and discharge rate. Then, the energy density (Wh/kg) is obtained by one galvanostatic discharge cycle of the cell at 1 C rate for 1 hour until reaching a cutoff voltage of 3.5 V. The constant discharge current is adjusted by trying several calculations until the battery is discharged to 3.5 V in exactly 1 hour. In other words, the constant discharge current is determined by a search algorithm rather than being predefined. The power density (W/kg) is obtained by a high discharge rate to a cutoff voltage of 3 V in 10 s. 25 The constant discharge current is adjusted by a search algorithm so that the battery is discharged to 3V in exactly [26] where E cell is the energy density, P cell is the power density, V cell is the cell terminal voltage, I is the discharge rate, f degra is the relative capacity fade, C 100 is the discharge capacity at the 100 th cycle, C 1 is the discharge capacity at the 1 st cycle, M cell is the total cell mass, M cc− is the mass of the negative current collector, M − is the mass of the negative electrode, M sep is the mass of the separator, M + is the mass of the positive electrode, and M cc+ is the mass of the positive current collector. The mass of electrodes is a function of electrode thickness and porosity. The energy density optimization is given by [27] subject to x lower ≤ x ≤ x upper g 1 (x) = P req − P cell ≤ 0 [28] 7 design parameters have been selected, which are shown in Table I . Therefore x is a 7-dimensional vector. There are 3 design parameters for the anode: particle size, electrode thickness, and porosity, while there are 4 design parameters for the cathode: particle size, electrode thickness, porosity, and conductivity. Since graphite is highly conductive, adding more carbon blacks has little impact on its conductivity. Therefore, the conductivity of the anode is fixed. However, the conductivity of the cathode is highly dependent on the conductive additives and can be changed significantly during fabrication.
The battery cycle life optimization is to minimize the capacity degradation after long-term cycling while satisfying the energy density and power density requirements, which can be expressed by [29] subject to
where P req is the power density requirement and E req is the energy density requirement.
To achieve a global optimum, multiple optimizations are performed starting with different initial values of the parameters as shown in Table II . This helps to avoid being trapped in local minima. For different sets of initial values, each parameter is varied within its reasonable range to achieve randomness. Note that the N/P ratio, which is the ratio of the negative electrode capacity (anode capacity) and positive electrode capacity (cathode capacity), is not an independent variable. 
where k iso is a coefficient taking different values for charge and discharge. This linear relation can be viewed as a first-order approximation. The stress on the particle surface is positive or tensile during lithium intercalation (discharge) and negative or compressive during lithium deintercalation (charge). k iso is much smaller for charge than for discharge since the compressive strength of LiMn 2 O 4 is much higher than its tensile strength. 15 Here the values of k iso are determined by trial and error to fit the capacity degradation from simulation to experimental data. 12 Table V lists the material parameters used to calculate the cell mass with Eq. 26. These material parameters are constants. The mass of the current collector or separator is calculated using density multiplied by volume. Calculating the mass of the electrode will use porosity, i.e. using ε 1 ρ 1 + ε 2 ρ 2 + ε 3 ρ 3 multiplied by volume.
Results and Discussion
The power density requirement varies with applications. In this study it is chosen to be 2200 W kg −1 , which is in the range of reported values. 33, 34 Due to the high complexity of the degradation model, each derivative evaluation takes about half an hour to compute. Fig. 3 shows the evolution of power density, energy density, and design parameters with optimization iteration. The optimization algorithm maximizes the energy density for each set of initial parameters and adjusts the parameters to meet the power requirement. The power densities from the four set of different starting values all reach the power density requirement of 2200 W kg −1 after optimization. The energy densities increase to nearly 100 Wh kg −1 after optimization. The optimized values for each set of initial values are listed in Table VI , which were obtained after 15 days of continuous calculation. The optimized parameters from different initial starting points have shown convergence. The averages of these values are used as the starting values for the subsequent battery cycle life optimization.
The energy density reaches about 100 Wh kg −1 , which is the maximum achievable density under the power requirement and material parameters used. To give the optimization algorithm some freedom to adjust the design parameters, we prescribe the required energy density a little smaller than the maximum achievable energy density. In this study we set the required energy density to be 86% of the maximum, or 86 Wh kg −1 . The values in the 'average' column of Table VI are used as the starting values for the battery cycle life optimization. The energy and power density requirements are used as constraints. Fig. 4 shows the optimization process. The capacity fade after 100 cycles is decreased from 60% to 20% after optimization, rendering 200% improvement of battery cycle life, after a sacrifice of only 14% energy density. It should be noted that here the degradation is relative to the capacity of a fresh cell. A commercial battery cell will go through the formation cycle, during which the cell degrades relatively fast and ends up with a nominal capacity smaller than the fresh cell. Using the nominal capacity as a reference, the battery degradation will appear less both due to the smaller nominal capacity and the slowing down of degradation after the first few cycles. Therefore, the apparent improvement of battery cycle life after optimization will be less when using the nominal capacity as a reference. The design parameters all converge to their optimal values as shown by the flat curves toward the end of iteration.
The optimized design parameters for battery cycle life are listed in Table VII . A comparison of the parameters before and after optimization shows that the most significant changes are the particle sizes of the anode and cathode. Fig. 5 compares the cell performance before and after optimization during charge and discharge cycling. The capacity degradation is faster at the beginning and gradually slows down. After cycle life optimization, the capacity is very stable with cycling.
In order to better understand the degradation pattern between a normal cell and the optimized cell, we analyze the state of charge (SOC) swing windows of the cathode and of the anode separately during charge and discharge cycling. As shown in Fig. 6 , the anode and cathode swing windows are quite stable with cycling after optimization. The degradation of the cell before cycle life optimization shows quickly shrinking SOC swing windows for both the anode and the cathode, which is mainly related to the reduction of cyclable lithium in the cell caused by the anode SEI growth. Before cycle life optimization, the anode particle size is small while the anode electrode thickness is large as a result of energy density optimization. These two together contribute to maximizing the energy density and satisfying the power density requirement. A large electrode thickness is resulted because in this way the active material accounts for a higher proportion of the total mass, which includes the mass of current collectors and the separator, as can be seen in Eq. 26. This effect plays an important role in increasing the energy density. For a thick anode, smaller particle size is required to meet the constraint of power density requirement. In other words, the resulting smaller particle size after energy optimization is mostly to match the thick electrode. Smaller particle size results in a larger total surface area of the particles, which leads to more SEI formation and smaller energy density. However, such negative effect on energy density from a small particle size is less significant in comparison to the benefit from a large electrode thickness, since energy density involves very limited SEI formation in the first cycle only. Overall, energy optimization with the constraint of power density requirement prefers a thick electrode and a small particle size to match the thick electrode. After cycle life optimization, the anode particle size is increased to reduce SEI growth. Correspondingly, the anode electrode thickness is reduced to compensate for the power density loss owing to a larger particle size, so that the power density requirement is still satisfied. In cycle life optimization, the effect of particle size dominates because the SEI growth is accumulated over 100 cycles and the total effect is significant. In addition, because the energy density requirement is less than the maximum energy density, there is room to reduce the electrode thickness. Thus, cycle life optimization leads to a larger anode particle size. As a result, the SEI growth is suppressed and the SEI-induced cyclable lithium loss is reduced. The optimized cell shows a more balanced degradation from both the anode and the cathode, and a much improved overall cycle life. We find that cyclable lithium loss is the dominating degradation mechanism during the first 200 cycles. Other mechanisms, such as stress-induced structural damage, play larger roles in much later cycles after the lithium loss stabilizes. A comparison of the cyclable lithium loss on the anode before and after optimization is shown in Fig. 7 . The cell before cycle life optimization shows about 50% cyclable lithium loss after 200 cycles, while the optimized cell shows only 14% of cyclable lithium loss.
Conclusions
In this work we develop a general procedure to optimize battery cycle life while fulfilling the energy and power requirements. A gradient-based optimization algorithm is first applied for energy density optimization while satisfying the power density requirement. This maximum energy density serves as a reference to set an appropriate energy density requirement. Then the battery cycle life optimization is performed using the same optimization algorithm, which achieves significant cycle life improvement while satisfying the energy density and power density requirements. We find that energy density and power density optimization does not necessarily correlate to good battery cycle life. Higher energy and power densities require smaller particle sizes at both the anode and cathode, while better battery cycle life prefers larger particle size at the anode and smaller particle size at the cathode. The cyclable lithium loss is significantly reduced after battery cycle life optimization. While demonstrated with a specific battery chemistry system, the optimization procedure is broadly applicable. The results learned from this analysis can provide qualitative suggestions for improving battery cycle life in other systems. Our study highlights that energy density, power density, and battery cycle life should be considered together during optimization. The model and optimization approach developed in this study would be useful for battery design and manufacturing as well as the battery management strategy.
