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This dissertation proposes a learning-based, physics-aware soil moisture (SM) retrieval
algorithm for NASA’s Cyclone Global Navigation Satellite System (CYGNSS) mission.
The proposed methodology has been built upon the literature review, analyses, and findings
from a number of published studies throughout the dissertation research. Namely, a Sig-
nals of Opportunity Coherent Bistatic scattering model (SCoBi) has been first developed
at MSU and then its simulator has been open-sourced. Simulated GNSS-Reflectometry
(GNSS-R) analyses have been conducted by using SCoBi. Significant findings have been
noted such that (1) Although the dominance of either the coherent reflections or incoher-
ent scattering over land is a debate, we demonstrated that coherent reflections are stronger
for flat and smooth surfaces covered by low-to-moderate vegetation canopy; (2) The influ-
ence of several land geophysical parameters such as SM, vegetation water content (VWC),
and surface roughness on the bistatic reflectivity was quantified, the dynamic ranges of
reflectivity changes due to SM and VWC are much higher than the changes due to the
surface roughness. Such findings of these analyses, combined with a comprehensive lit-
erature survey, have led to the present inversion algorithm: Physics- and learning-based
retrieval of soil moisture information from space-borne GNSS-R measurements that are
taken by NASA’s CYGNSS mission. The study is the first work that proposes a machine
learning-based, non-parametric, and non-linear regression algorithm for CYGNSS-based
soil moisture estimation. The results over point-scale soil moisture observations demon-
strate promising performance for applicability to large scales. Potential future work will
be extension of the methodology to global scales by training the model with larger and
diverse data sets.
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Microwave remote sensing has been exploited for monitoring of the Earth surface
(ocean, land, ice, snow, and vegetation) at global scales for decades. A few examples
of applications can be listed as the sensing of ocean surface winds, altimeter, surface
soil moisture (SM), sea-ice salinity, snow water equivalent, and vegetation water content
[160, 178]. Traditional monostatic radars and radiometers have been commonly used for
these applications. In addition, a third approach named Signals of Opportunity (SoOp)
has been emerging in recent years. This dissertation investigates the Global Navigation
Satellite System Reflectometry (GNSS-R) as an application domain of SoOp for surface
SM retrieval because GNSS-R has a great potential to complement traditional instruments
for improved spatio-temporal resolutions at global scales.
The rest of this short introductory chapter is organized as follows: Section 1.1 gives
information about the importance of global SM monitoring and how it has been performed
so far, followed by Section 1.2 with the motivation of this Ph.D. research for remote sensing
of SM at global scales by using space-borne GNSS-R signals. Section 1.3 provides an
overview of the organization of the dissertation. Section 1.4 concludes the summary of
this dissertation’s contributions to GNSS-R based SM retrieval.
1
1.1 Background and Literature Review
SM is a key land geophysical parameter on the continuous water, energy, and carbon
fluxes through the ground-air boundary of the Earth because it is a major component gov-
erning the high energy-demanding evapotranspiration processes. More precisely, SM has
a direct effect in the never-ending cycle of 10% of the atmospheric humidity. Furthermore,
the thermal conductivity of the soil is driven by its moisture content, which in turn affects
the regulation of the temperature over the surface [38]. Due to these facts, SM is considered
within the Essential Climate Variables for improved climate knowledge [59]. Understand-
ing SM at global scales with high spatio-temporal resolutions can help improve applica-
tions such as climate modeling, weather forecast, crop yield estimation, as well as natural
hazard detection and prediction (e.g. flood, landslide, and drought) [76, 121, 41, 103].
Global SM retrieval has been performed by microwave remote sensing techniques with
the use of passive and active instruments so far. For the former, radiometers have been
commonly employed. These passive instruments measure the surface emissivity by sensing
the brightness temperature. Surface SM can then be retrieved from emissivity since the
measured emissivity is driven by the soil dielectric constant, observation angle, vegetation
canopy, and surface roughness [76, 168, 160, 161]. The sensitivity of radiometers to SM
has been demonstrated by several studies in the past [75, 173, 37]. These instruments,
on the other hand, require to observe large fields to detect enough energy from the low
quantities of microwave emissions over the surface; this leads to coarse spatial resolutions
(several tens of kilometers) [7].
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The L-band frequencies (1 to 2 GHz) are of particular interest for SM retrieval radiom-
etry because signals within this spectrum are highly sensitive to the dielectric properties
of the top 0-5 cm of the soil that varies with changing moisture content [122, 35, 161].
Moreover, these signals can penetrate well through cloud covers and non-heavy vegeta-
tion canopy [170, 122, 32], which are significant limitations for optical sensing techniques.
Even within the microwave spectrum, higher frequencies than L-band (hence shorter wave-
length) would introduce much more attenuation due to the atmosphere and vegetation. In
addition, L-band radiometers have a reduced sensitivity to surface roughness [14]. Euro-
pean Space Agency’s (ESA) Soil Moisture and Ocean Salinity (SMOS) [86] and National
Aeronautics and Space Administration’s (NASA) Soil Moisture Active Passive (SMAP)
[42] satellites are current space-borne missions that have on-board L-band radiometers.
Both of these missions provide SM products with a spatial resolution of around 36 km and
revisit time of 2-3 days.
Radar backscattering measurements have been also used for global SM retrieval. This
technique relies on the extraction of information from the own illumination of active in-
struments (radars) in a monostatic scheme. In other words, these instruments transmit
electromagnetic signals to the Earth surface, and the backscattered signals are received
by the same instruments. Radars measure the intensity of the backscattering coefficient
by measuring the difference between the transmitted and received signal powers. SM can
be estimated from backscattering measurements by determining the soil dielectric con-
stant because there is a direct link between the observed backscattering coefficient and
the dielectric constant of the scattering medium [7]. A number of previous studies have
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successfully demonstrated the sensitivity of radars to SM [158, 159, 73, 34]. Radars can
generally provide finer spatial resolutions (several tens of meters to few kilometers) with
increased revisit times (few days to few weeks) compared to radiometers [7].
The global estimation of SM by using radar instruments has been performed by multi-
ple space-borne missions. For instance, ESA’s Advanced Synthetic Aperture Radar (ASAR)
instrument (C-band) on-board the Environmental Satellite (Envisat) platform was launched
in 2002 with increased coverage and spatial resolution capabilities for SM retrieval com-
pared to its predecessors [145, 125, 127]. SMAP’s monostatic radar that operated at L-band
provided 3-km SM products with a revisit time of 2-3 days until its failure in mid 2015
[42]. In addition, backscattering measurements from ESA’s Sentinel-1 (C-band) [126],
Advanced Scatterometer (ASCAT) (C-band) [169], JAPAN’s Phased Array L-band Syn-
thetic Aperture Radar (PALSAR) [137], and DLR’s TERRASAR-X (X-band) [6] were
used for global SM estimates.
Within the recent decades, a new microwave remote sensing approach, SoOp, has
emerged. SoOp is based on reception and assessment of the free-transmitted signals in
a bistatic geometry, where such signals reflect off the Earth’s surface in a forward direction
to the SoOp receivers [57, 15]. From this perspective, the SoOp approach offers cost-
effective global monitoring potential, requiring only the installation of a passive receiver
and no need for a transmitter. Therefore, the research and application interest to use such
reflected signals for the remote sensing of bio-geophysical parameters has been increasing.
GNSS-R is a particular domain of SoOp, which has been investigated for remote sens-
ing of Earth since 1990’s. In its application, free transmitters are the existing GNSS satel-
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lites. GNSS-R configurations (GNSS-R receivers and free GNSS transmitters) function as
a bistatic radar where the transmitter is not under the receiver side’s control [178].
An illustration of a general GNSS-R bistatic geometry can be seen in Figure 1.1. This
figure shows the relative movement of each platform (i.e. the GNSS transmitter and GNSS-
R receiver) with the velocity vectors Vr and Vt, as well as the shortest multipath distance
reflection point (i.e. specular point) with the point SP . The x-y coordinate defines the
Earth’s surface. GNSS-R receivers process their signal power measurements as delay-
Doppler maps (DDM) [179]. The temporal differences between arrival of the direct signals
(signals that are received through the direct path between the GNSS satellite and GNSS-
R receiver) and reflected signals (signals that are received from the scattering over the
Earth’s surface) result in varying time delays (τi). The frequency differences between the
direct signals and the reflected signals due to the relative speeds of the platforms cause
Doppler shifts (fi). There will be points on the scattering surface that will have equal
delay or Doppler levels. For instance, the elliptical lines on Figure 1.1 show iso-Delay
lines, whereas gray lines show the iso-Doppler lines. DDM thus consists of delay-Doppler
bins that show the signal powers received from varying delay and Doppler values around
SP . On the other hand, some points such as P and Q would have the same delay and
Doppler values which results in an ambiguity that their corresponding DDM bin might be
mapping to either of these points. The red line, however, defines an ambiguity-free region
over SP where no two points can have the same delay and Doppler values [138].
The large number of satellites in any GNSS constellation (such as GPS, GLONASS,
Galileo, and BeiDou) in the medium Earth orbit allows for frequent revisit times of the
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Figure 1.1: Bistatic geometry [138]
GNSS-R specular points [70]. Furthermore, several small-form factor GNSS-R satellites
can be launched in a GNSS-R constellation as well to further improve revisit times. Thus,
the GNSS-R technique has the potential to provide global coverage at high spatio-temporal
scales by using small SWaP-C (Size Weight and Power - Cost) receivers in micro satellites
[178].
GNSS-R capabilities have been investigated for several remote sensing applications by
using either ground-based or airborne GNSS-R instruments with varying configurations.
These applications include ocean altimetry [111], ocean surface roughness and wind re-
trieval [107, 179], sea-ice sensing [90], SM estimation [101, 97, 134, 39, 4, 40, 17, 25],
snow depth sensing [98], as well as biomass estimation and vegetation growth monitoring
[40, 153].
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Several space-borne missions have been established to conduct GNSS-R observations
at a global basis as well. For instance, the first dedicated space-borne GNSS-R receiver
was a secondary payload on-board the United Kingdom Disaster Monitoring Constellation
(UK-DMC) [61]. It has demonstrated the potentiality of GNSS-R for the remote sensing of
ocean, ice, and land geophysical parameters from space [60]. The UK Technology Demon-
stration Satellite (TDS-1) was launched in 2014 with an improved secondary GNSS-R
payload to demonstrate SoOp’s ocean remote sensing feasibility [54]. NASA’s Cyclone
Global Navigation Satellite System (CYGNSS) is a GNSS-R mission with its eight small
satellites each with four channels in orbit. The constellation was launched in December,
2016 to improve weather predictions by estimating ocean winds between 38◦ south and
38◦ north latitudes [143, 141]. CYGNSS has a mean revisit time of seven hours over the
ocean, thanks to the multiple satellites. Publicly available wind speed retrieval data of the
constellation demonstrated the maturity of the GNSS-R technique for ocean applications
[142, 144, 29, 140].
Utilization of the GNSS-R methodology for the global sensing of SM, too, has been an
emerging research interest of the Earth science community recently. A number of motivat-
ing factors can be listed for this as follows: (i) GNSS-R receivers exhibit similar sensitivity
to SM as well as reduced attenuation due to clouds and non-heavy vegetation covers as in
the L-band radiometers since they receive the L-band GNSS signals [170, 122, 32]. (ii)
GNSS-R demonstrates potentiality to complement the spatial resolutions of the traditional
microwave remote sensing techniques. (iii) Several small satellites can be launched in
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GNSS-R constellations, which in turn could improve the revisit times. (iv) Small SWaP-C
nature of the GNSS-R receivers can help reduce the operational costs.
Surface reflectivity can be derived from the GNSS-R observations by using the bistatic
received power. Surface SM can subsequently be retrieved from the reflectivity since the
measured reflectivity is driven by the soil dielectric constant, observation angle, and sur-
face roughness [178]. From this point, GNSS-R is considered as analogous to L-band
radiometry regarding its sensitivity to SM and surface roughness because conservation of
energy requires a link between emissivity and reflectivity [112, 5, 51].
Past studies that investigated the effect of SM on GNSS-R observables can be grouped
into four main categories: (i) Modeling and simulation studies, (ii) Ground-based and air-
borne experiments, (iii) Qualitative analyses for space-borne observations, and (iv) Quanti-
tative analyses and proposed SM retrieval methodologies. The first category, modeling and
simulation efforts, relies on the use of forward scattering models, which are developed for
unveiling the electromagnetic and physical mechanisms through the bistatic scattering pro-
cesses. Previous studies using such models were applied to a range of microwave spectra
including L-band (as in the GNSS-R case) under various bistatic geometries and land cov-
ers such as bare soil, croplands, and tree canopies [106, 52, 66, 130, 174]. Despite the fact
that these studies were not directly aimed at providing GNSS-R based SM retrieval, they
are worth being investigated for development of inversion models since they can account
for the impact of SM on the GNSS-R deliverables.
A number of ground-based and air-borne experiments were conducted to study the ap-
plicability of GNSS-R to SM sensing. The GNSS interferometric reflectometry (GNSS-IR)
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experiments held a reasonable fraction of ground-based GNSS-R efforts [134, 4, 39, 97,
25]. In these experiments, interference patterns between the direct and reflected signals,
which are received by ground-based geodetic or specifically designed GNSS-IR receivers,
are observed in order to perform SM retrieval. Findings of these experiments resulted in
a project called PBO-H2O funded by National Science Foundation (NSF). The PBO-H2O
network of multiple GNSS-IR instruments provides in situ SM products that are archived at
the International Soil Moisture Network (ISMN) data base [99, 100, 152]. Other ground-
based experiments were also conducted to investigate GNSS-R applicability for remote
sensing of SM by using on-tower GNSS-R receivers. For example, Egido et al. [39] per-
formed a long term experiment to observe GNSS-R polarimetric measurements over a crop
field from a ground-based stationary platform for different soil moisture conditions. Air-
borne polarimetric experiments were conducted to investigate the ground-reflected GNSS
signals’ sensitivity to SM over larger scales [114, 113, 82, 12, 40].
With the launch of several GNSS-R space missions in 2000’s, analysis of space-borne
GNSS-R observatory data has emerged. Qualitative investigations were conducted to
demonstrate GNSS-R sensitivity to SM from space since none of these missions were
originally designed for SM retrieval, and applicability of space-borne GNSS-R signals for
remote sensing of SM has been an open issue for years. Such studies typically try to unveil
accompaniment between the spatial and/or temporal changes in GNSS-R measurements
and reference SM values. For instance, UK’s TDS-1 land observations were compared to
ESA’s SMOS SM products to examine the correspondence between reflected GNSS sig-
nals and surface SM under various vegetation covers [13, 23]. Some other studies have
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also demonstrated the sensitivity of NASA’s CYGNSS measurements to SM in a similar
approach [118, 180, 142, 19]. One of the major contributions of such qualitative analyses
to GNSS-R based SM retrieval research is that the demonstrated sensitivity of space-borne
GNSS-R observations to SM motivated researchers to further investigate various SM esti-
mation methodologies.
There are a number of studies that proposed GNSS-R based SM retrieval in conjunction
with extensive quantitative analyses. Because the overall appraoch and findings of such
studies are related to the motivation of this dissertation, they will be detailed in the next
section.
1.2 Motivation
The CYGNSS constellation records continuous land measurements between 38◦ south
and 38◦ north latitudes. These measurements are publicly available and construct a con-
siderably large GNSS-R data set over land that can be analyzed. This increased size of
satellite data helped researchers extensively investigate space-borne GNSS-R observations’
applicability for SM retrieval in practice [24, 28, 87, 2]. Most of these studies proposed
CYGNSS-based SM retrieval approaches that are generally based on correlating CYGNSS
observations to the current state-of-the-science SM products from space-borne missions
such as NASA’s Soil Moisture Active Passive (SMAP) [42] and ESA’s Soil Moisture and
Ocean Salinity (SMOS) [86]. Hence, they compared their findings to the coarse spatial
resolution (around 36 km) of these missions.
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Despite the increasing number of studies on the CYGNSS-based SM retrieval, there
are still open issues and challenges in the development of an operational GNSS-R based
SM retrieval methodology. These will be extensively investigated throughout the rest of
this dissertation; however, the most significant ones that attracted this Ph.D. research can
be described as follows: (i) Bistatic received power would be dominated by either coherent
reflections around a small neighborhood of the SP, or incoherent scattering over a much
larger area, depending on a number of bio/geophysical factors such as topography, vegeta-
tion cover, and surface roughness [178]. Determination of whether the signal is coherent
or incoherent is not an easy task, regarding the spatial variability of these factors over
land. (ii) The vegetation attenuation, surface roughness degradation, as well as the obser-
vation angle effects require careful handling (i.e. corrections to the GNSS-R observables)
in either case, too. (iii) Bistatic measurements are non-linearly dependent on the afore-
mentioned bio/geophysical parameters; hence, the SM retrieval process requires advance
non-linear solution techniques. (iv) The processes described so far require detailed global
information about several parameters, but the availability, acquisition and usage of ancil-
lary data sets about those parameters are additional challenges. (v) Because the GNSS-R
observations are dependent on the varying instrumental characteristics of the GNSS satel-
lites, uncertainties in determination of these parameters would introduce further errors to
the processing of the GNSS-R observations. (vi) Moreover, internal instrumental and geo-
metrical parameters of the CYGNSS data products would involve some estimation errors,
which should be taken into account. (vii) Any GNSS-R based SM retrieval attempt re-
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quires comparison to existing SM products as validation reference, but such data sets have
their own error budgets and are not the ground truth.
1.3 Overview
This dissertation aims at proposing a learning-based CYGNSS SM retrieval methodol-
ogy, which is built upon the physical relations between the CYGNSS measurements, SM,
and land bio/geophysical parameters, to address as many of the emphasized challenges as
possible. The rest of the document describes the development of this method, including
the preceding modeling and simulation effort throughout the Ph.D. research as follows:
Chapter 2 describes the bistatic scattering model that has been developed for under-
standing the physical and electromagnetic mechanisms through not only GNSS-R but also
various SoOp configurations. This chapter provides comprehensive theoretical background
for modeling of the bistatic scattering as well as vegetation and surface roughness effects.
Chapter 3 gives detailed information about the bistatic simulator framework that is
developed based on the bistatic scattering model for the purpose of obtaining a GNSS-
R simulation testbed. The chapter also describes how this simulator framework can be
exploited for analyzing the GNSS-R observations as well as important signatures under
changing values of several configurational, geometrical, and instrumental parameters.
Chapter 4 shares the findings of simulated analyses that were performed by using the
bistatic scattering model and its simulator to unveil GNSS-R sensitivity, significant signa-
tures, and dynamic ranges under changing bistatic parameters for determining the require-
ments and challenges for development of GNSS-R SM retrieval methods.
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Chapter 5 provides the details about the development of the physics-aware, learning-
based, high spatio-temporal SM retrieval algorithm for CYGNSS observations. It investi-
gates the potential use of several CYGNSS observables in SM retrieval process as well as
detailing the challenges for such a task. It explains the selection of the machine learning
model and its suitability to solve this non-linear problem. The chapter also gives detailed
information about the data acquisition and usage in the algorithm, providing insights into
the data distribution statistics.
Chapter 6 concludes the dissertation and its outputs. The conclusion also provides
perspectives through potential future work that can be added to the research.
Each chapter from Chapter 2 to Chapter 5 in this dissertation is inherited from the
academic articles that have been generated throughout the Ph.D. research, and it has its
own comprehensive introduction and literature reviewing materials that are relevant to the
particular focus of that chapter. The list of those articles is as follows:
Chapter 2: M. Kurum, M. Deshpande, A. Joseph, P. E. O’Neill, R. H. Lang, and O.
Eroglu, ”SCoBi-Veg: A generalized bistatic scattering model of reflectometry from veg-
etation for Signals of Opportunity applications,” IEEE Transaction on Geosciences and
Remote Sensing, vol. 57, no. 2, 2018, pp. 1049-1068.
Chapter 3: O. Eroglu, D. Boyd, and M. Kurum, ”SCoBi: A free, open-source, SoOp
Coherent Bistatic Scattering Simulator framework,” IEEE Geoscience and Remote Sensing
Magazine, in press.
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Chapter 4: O. Eroglu, M. Kurum, and J. Ball, ”Response of GNSS-R on dynamic veg-
etated terrain conditions,” IEEE Journal of Selected Topics in Applied Earth Observation
and Remote Sensing, vol. 12, no. 5, 2019, pp. 1599-1611.
Chapter 5: O. Eroglu, M. Kurum, D. Boyd, and Ali C. Gurbuz, ”High spatio-temporal
resolution CYGNSS soil moisture estimates using artificial neural networks,” Remote Sens-
ing, in review.
1.4 Contributions
This dissertation contributes to the field of GNSS-R based SM retrieval by providing
a SoOp coherent bistatic scattering model as well as its open-sourced, freely-available,
well-documented simulator framework, addressing the requirements and challenges for
general and CYGNSS-based SM estimation problems by performing simulated analyses,
and proposing a novel physics-aware CYGNSS SM retrieval method that is based on the
use of non-parametric, non-linear learning techniques, a few of CYGNSS observables,
reference SM data, and a number of ancillary data sets.
Particular contributions can be highlighted as follows:
• Prior to this work, non-parametric, non-linear learning methods have never been
employed for estimating SM from CYGNSS observations, although examples of
such techniques were used for SM retrieval from observations of other platforms.
CYGNSS-based SM retrieval has been commonly attempted by investigating lin-
ear regression between CYGNSS observations and reference SM data sets (such as
NASA’s SMAP SM products) [24, 28, 87].
• To the author’s knowledge, this dissertation is the first CYGNSS SM retrieval study
to incorporate coherence/incoherence parameters into the retrieval process despite
its assumption of the coherent reflections’ dominance over land. This approach is
inspired by a similar machine learning study that is applied to the CYGNSS-based
inundation detection by Rodriguez-Alvarez et al. [135].
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• Instead of being only focused on either theoretical modeling, simulation, or SM
retrieval from satellite observatory, this study examined a comprehensive research
starting from development of a scattering model and finalizing to the development
of a SM retrieval algorithm. The physics-aware nature of the proposed learning
model has been constructed with the help of the outputs from the simulated analyses
that were run through the model and its simulator. Determination of the learning
model is also based on the GNSS-R signatures, as well as SM retrieval requirements
and challenges, which are observed through the modeling and simulation efforts.
• The existence of the open-source SoOp scattering simulator with its user and devel-
oper manuals, and case scenarios, as well as the journal publications about the sig-




SCOBI-VEG: A GENERALIZED BISTATIC SCATTERING MODEL OF
REFLECTOMETRY FROM VEGETATION FOR SIGNALS
OF OPPORTUNITY APPLICATIONS
This chapter is inherited from the following publication:
M. Kurum, M. Deshpande, A. T. Joseph, P. E. O’Neill, R. H. Lang, and O. Eroglu,
”SCoBi-Veg: A generalized bistatic scattering model of reflectometry from vegetation for
Signals of Opportunity applications,” IEEE Transaction on Geosciences and Remote Sens-
ing, vol. 57, no. 2, 2018, pp. 1049-1068.
Significant author contributions to the above publication were as follows: Conceptual-
ization and Methodology by Kurum; Investigation and Validation by Kurum and Eroglu;
Formal analysis by Kurum; Writing by Kurum; Review and Editing by Kurum, Eroglu,
Deshpande, Joseph, O’Neill, and Lang; Visualization by Kurum; Supervision by Kurum;
Project Administration by Kurum.
SCoBi-Veg stands for Signals of opportunity Coherent Bistatic scattering model for
Vegetated terrains. It simulates polarimetric reflectometry of vegetation canopy over a
flat ground using a Monte Carlo scheme. The model is aimed at assessing the value of
navigation and communication satellite Signals of Opportunity in a range of frequencies
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from P- to S-bands for remote sensing of a number of geophysical land parameters such
as soil moisture and biomass. A fully polarimetric expression for bistatic scattering from
a vegetation canopy is first formulated for a general case and is then specialized to the
practical case of ground-based/low-altitude platforms with passive receivers overlooking
vegetation using the signals transmitted from large distances. Using analytical wave theory
in conjunction with distorted Born approximation, the transmit and receive antenna effects
(i.e., polarization crosstalk/mismatch, orientation, and altitude) are explicitly accounted
for. The forward model developed here enables the understanding of the effect of different
geophysical parameters and system configurations on the coherent and incoherent compo-
nents of the reflected signatures. It can thus help developing robust inverse algorithm for
extraction of soil moisture and biomass. The model is applied to P-band signals of geosta-
tionary communication satellites to describe polarimetric reflections from tree canopies as
observed from down-looking platforms at various altitudes. The relative contributions of
diffuse and specular scattering on total reflected power and reflectivity are quantified for
various observing scenarios.
2.1 Introduction
Signals of Opportunity (SoOp)-based systems have emerged in recent years as a new
domain of microwave remote sensing with great potential to realize the earth science com-
munity’s need for global geophysical parameter retrieval at high spatiotemporal scales
[57, 15]. The key principle of the SoOp approach is to receive and further extract informa-
tion from free illuminators whose signal reflects off the earth surface. Unlike traditional
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microwave remote sensing, the existing signal sources are exploited in bistatic configura-
tion in which the transmitter and the receiver are separated by significant distance. SoOp
systems are a powerful, cost-effective approach because they only require the develop-
ment of a passive receiver, analysis algorithm, and no on-board transmitter. SoOp concept
has been widely used for collecting or modeling of Global Navigation Satellite System
(GNSS) signal reflections over the ocean surface for estimating wind vectors or altime-
try since the 1990s. It has been implemented in technology demonstration experiments,
TechDemoSat-1 (TDS-1) [163] and United Kingdom Disaster Monitoring Constellation
[61], and a dedicated ocean mission [Cyclone GNSS (CYGNSS)] [140] from space.
The application of GNSS reflectometry (GNSS-R) to other geophysical variables such
as soil moisture, vegetation, wetland extent, and snow has also been studied from ground
and airborne systems under several different measurement configurations [178]. For in-
stance, interference patterns between direct and reflected signals are exploited using either
geodetic or specifically designed GNSS receivers located on a tower to derive soil mois-
ture over bare and vegetated surfaces [134, 4, 39, 97, 25]. In addition, airborne and balloon
experiments have been used to evaluate the potential of GNSS-R methodologies for larger
scale applications [40, 17]. Most recently, the qualitative analysis of TDS-1 data over land,
in conjunction with other satellite products such as soil moisture data from Soil Moisture
Ocean Salinity level 3 and normalized difference vegetation index data from Moderate
Resolution Imaging Spectroradiometer or Landsat, has demonstrated that the reflected sig-
nal has an extremely large dynamic range over land [23, 13, 118]. In addition, the large
amount of land observations by the recent CYGNSS mission provides investigators’ oppor-
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tunities to further infer the sensitivity of GNSS-R measurements to various land features
from space.
There is increasing interest to extend these techniques originally developed for L-band
GNSS signals to digital transmissions from communication satellites in other bands [151].
For instance, SoOp methods have been applied to communication satellite broadcasts in
S- and Ku-bands and used to demonstrate remote sensing of ocean winds, significant wave
height, and sea surface height [149, 148]. The P-band signals transmitted by the Military
Satellite Communication series of satellites have been proposed to measure root-zone soil
moisture through heavy vegetation by recording reflected signals using a simple passive
microwave receiver [78, 56, 177]. Furthermore, P-band signals have been used to demon-
strate remote sensing of snow water equivalent by analysis of the phase change of the
reflected signal [150].
There are a host of navigation and communications satellites illuminating multiple re-
gions of the globe all the time. Furthermore, these satellites span a wide range of the
microwave spectrum. Hence, each one of these satellites is a potential candidate for do-
ing different earth science remote sensing. In order to fully leverage the potential of these
SoOp transmitters, it is advantageous to develop bistatic scattering models of earth terrain
that describe land interactions with the signals at different frequencies in the specular di-
rection. In other words, using scattering models, we can: 1) explore new measurement
techniques and configurations; 2) understand the advantages and limitations of each tech-
nique; 3) identify the optimum frequencies and signal properties that could help determine
the parameters of interest; and 4) deliver sets of test data for training retrieval algorithms.
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With these goals in mind, we recently developed a coherent bistatic vegetation scattering
model, based on a Monte Carlo simulation, to compute polarimetric bistatic reflectometry
[92]. Indeed, due to the scarcity of available bistatic data, it appears that scattering models
are a critical step in the advancement of these studies and in the design of future missions
or field campaigns.
Despite the somewhat large amount of existing data for soil moisture or vegetation
biomass retrieval from monostatic active/passive microwave systems and numerous theo-
retical models (dating back to the 1970s), bistatic scattering models capable of estimating
land parameters from space are still in relatively early stages of development. Very few
models which can handle bistatic configurations have so far been developed and can be
grouped into two basic categories. The first group [106, 52, 66, 130, 174] is incoher-
ent models that are based on radiative transfer (RT) theory. This approach is a heuristic
method based on the law of energy conservation, so it supplies no phase information, but
the vector form of RT models is capable of simulating polarimetric data. The second group
[92, 155] is coherent models that are based on analytical wave theory in conjunction with
the distorted Born approximation and perform coherent sum of the scattered fields. They
provide complex field quantities and thus include both amplitude and phase information.
This enables one not only to simulate polarimetric bistatic reflectometry for various polar-
ization combinations but also to realize interferometric or beamforming techniques.
In [106], Michigan Microwave Canopy Scattering (MIMICS) model, which is based
on the first-order RT theory, is extended to bistatic geometry (hence called bi-MIMICS).
The model has been applied to tree canopies at L-, C-, and X-bands with linear polariza-
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tions. The bistatic scattering results are compared with those in the backscatter direction
to find out optimum sensing configuration for forest biomass estimation. Wu and Jin [174]
modified bi-MIMIC model by including combination of circular and linear polarizations of
transmiter/receiver to investigate the effect of various observation angles and polarization
combinations on the bistatic reflectometry over Aspen stands.
In [52], an RT-based multiple-scattering model (called Tor Vergeta), which is intrinsi-
cally bistatic, is extended to consider specular scattering by including circular polarization
in specular direction, focusing on GNSS-R applications to biomass monitoring of forests.
The model combines the scattering and extinction properties of each scatterer using the
matrix doubling algorithm. Guerriero et al. [66] employed the Tor Vergeta model to per-
form simulations of the scattering coefficient of corn at linear polarizations, over a wide
range of observation angles at L- and C-bands. Later, Pierdicca et al. [130] developed
a simulator (called SAVERS) for GNSS reflections from bare and vegetated soils, which
uses the Tor Vergeta model with circular polarization. The polarization synthesis tech-
nique, applied to take antenna polarization mismatch and crosstalk into account, has been
presented. Preliminary assessment of the simulator is successfully demonstrated against
the field data acquired over sunflower plants during a growing cycle.
Thirion-Lefevre et al. [155] studied bistatic scattering by forested areas using a co-
herent scattering model called COBISMO, which is an extension of previous developed
coherent backscatter model. They considered linear polarization and analyzed radiometric
and polarimetric aspects of bistatic scattering coefficients of forest canopies at P-band to
check the physical relevance of the model behavior. The present model, Signals of oppor-
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tunity Coherent Bistatic scattering model for Vegetated terrains (SCoBi-Veg), falls in the
same category with COBISMO, but includes more comprehensive antenna characteristics
as well as circular polarization since the SoOp transmitters are often circularly polarized
and the receiver antennas cannot be constructed to produce pure polarization states.
The SCoBi-Veg model calculates the received complex field in three main contribu-
tions: 1) direct term; 2) specular term; and 3) diffuse term by explicitly accounting for
both antenna and scene characteristics. The first contribution represents the line of sight
or the shortest path between the antennas while the second term denotes the scattering
along the specular direction. Finally, the diffusely scattered waves arrive at the receiver
antenna from a wide range of angles in both azimuth and elevation due to scattering from
the illuminated volume. An average diffuse term is obtained by a sufficient number of
realizations of vegetation through Monte Carlo simulations. In received reflected field,
the antenna characteristics and orientation play a key role. For instance, for ground-based
systems, the antenna radiation pattern projected on the surface is not uniformly distributed
in phase, amplitude, or polarization.The bistatic radar coefficient calculated by the model
thus needs to have the antenna characteristics embedded in it as well as the statistical and
physical properties of the terrain to mimic the real measurement setting. Previous stud-
ies have usually assumed plane wave illumination/scattering, and/or ignored such antenna
effects. The SCoBi-Veg model considers variations of both the strength and polarization
states of the received wave along the beam direction so that the same model could be uni-
formly applied across different platforms at various altitudes. This is an important step
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since the groundbased receivers are often used for validation of algorithms to be used by
spaceborne observations.
This paper aims at presenting an overview of the newly formulated coherent bistatic
vegetation scattering model, i.e., SCoBi-Veg, as well as P-band analysis of polarimetric
specular and diffuse contributions for a tree canopy. A companion paper is currently in
preparation to provide details of open-source implementation of the SCoBi-Veg model in
MATLAB/Octave environment. Section 2.2 starts providing explicit expressions of direct,
specular, and diffuse contributions to the received field in a general bistatic configura-
tion. The field quantities are then converted to the polarimetric received power in modified
Stokes vectors. Section 2.2 concludes by specializing the model for geometries where the
relative distance of the transmitter to the receiver with respect to the specular ground point
is large. This represents the most common observation configuration for SoOp concepts.
Section 2.3 first introduces the simulation setting and parameters at P-band, and then pro-
vides simulation results and discussion of the results. Finally, Section 2.4 summarizes the
important aspects of the model and draws conclusions based on the simulated results. Four
appendixes are provided at the end to supplement understanding of the model formulation,
definitions, and notations.
2.2 Model
In this section, the details of the formulation behind the SCoBi-Veg model will be
presented. A general bistatic scattering case is first considered, where two antennas do
not have their main beam axis pointing at each other and both of which are overlooking
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the vegetation. One antenna system is associated with the SoOp transmitter while the
other refers to the passive receiver. The vegetation is represented as ensemble of canonical
scatterers located above a flat ground. The model calculates direct, specular, and diffuse
components of the received complex field for a wide-beam antenna system with nonzero
cross-polarization. The model is specialized to the most common SoOp application, where
the transmitter is located far away. The local incident angles are assumed to be constant
(parallel incident rays) and spreading loss effects due to the incoming wave are ignored,
but the spreading loss and sphericity of the scattered wave are considered due to proximity
of the receiver platforms that may operate close to the ground. This configuration will rep-
resent plane wave incidence and spherical wave scattering. Furthermore, the formulation
considers variations of both the strength and polarization states of the received wave along
the beam direction by taking into account for the polarization mismatch and crosstalk.
Since the model preserves the phase of the scattered field from the canopy, it allows us to
calculate various combination of transmitreceive polarization combinations to investigate
various polarization signatures.
A. General Case
In this section, we will consider a general bistatic scattering case where two antennas
do not have their main beam axis pointing at each other. A step-by-step process will
be outlined to obtain the received field when two nonideal antennas are mismatched in
polarization. A transmit antenna located at point T (at a height of ht ) is considered to
be illuminating the earth surface and another antenna as a receiver located at point R (at
a height of hr ) is collecting the scattered field from the surface as depicted in Figure 2.1.
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In this paper, the earth surface is assumed to be planar, mostly valid for ground-based or
low altitude aircraft platforms, while the same formulation can be extended for spaceborne
geometries, where the earth curvature is important. In the reference coordinate system
(x, y, z), the zenith (or surface normal n̂) is in ẑ direction while the unit vectors x̂ and
ŷ form the ground (xy plane) and are aligned with the local East and North directions,
respectively. The reference frame defined here is similar to the standard local east, north,
up (ENU) system. The transmit antenna in a coordinate system (xt, yt, zt) points to the
ground (point Bt ) with the incidence angle θ0t = cos−1(−n̂ · ẑt) while the receive antenna
in a coordinate system (xr, yr, zr) points to the ground (point Br) with the incidence angle
θ0r = cos
−1(n̂ · ẑr). The main beam (boresight) axis of both antennas is aligned with
their own local z coordinates. For notational clarity, unit vectors are bolded with a hat over
them while vectors with magnitudes other than one will be bolded only. In addition, the
subscript r refers to a quantity associated with the receive antenna, and t is associated with
the transmit antenna.
The electric field radiated by an antenna is commonly defined by a spherical coordinate
system. The incident wave, having θt and ϕt components in transmit antenna frame, travels
in the radial direction k̂i from the transmitter, while the scattered wave, having θr and ϕr
components in receive antenna frame, travels in the radial direction k̂o toward the receiver.
One can write
k̂i = x̂tsinθtcosϕt + ŷtsinθtsinϕt + ẑtcosθt (2.1a)
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−k̂o = x̂rsinθrcosϕr + ŷrsinθrsinϕr + ẑrcosθr (2.1b)
where the subscript i refers to a quantity associated with incident (transmitted) wave, and
o is associated with the scattered (received) wave. The orthonormal unit vectors (x̂t, ŷt, ẑt)
and (x̂r, ŷr, ẑr) are defined along the antenna frame axes.
The point S in Figure 2.1 denotes the location of the point of reflection that follows
the shortest multipath distance from ground. This is called the ”Specular Point,” where
the incident and reflected waves make the same angle of θs with the surface normal. It is
determined from simple image theory by confining the discussion to a plane earth. A local
coordinate system (x′, y′, z′) centered at the specular point S is also shown. The x′-axis lies
along the ground range between the source and the receiver (between projected points Gt
and Gr ) while the z′-axis is normal to the surface. The angle between the local x′-axis and
the reference (ENU) x-axis, ϕ = cos1(x̂ · x̂′), defines the azimuth direction of the transmit
antenna from the local East. The orthonormal unit vectors (x̂′), ŷ′), ẑ′)) are defined along
the local coordinate axes.
In reality, the energy source illuminates a large region of the surface, depending on the
extent of the transmit antenna main beam. Radiation traveling from surface points by any
other path than the specular point will travel a longer distance. The difference between any
other path length and the shortest distance will form a family of ellipses on the ground.
The elliptic zones can be defined around the specular point with unique phase differences
(multiples of half-wavelengths) called Fresnel zones. The exact dimensions of the Fresnel
ellipses are given in [83] for planar earth. Depending on the surface roughness and veg-
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Figure 2.1: Arbitrary bistatic antenna configuration.
etation, the number of contributing zones may differ. In addition, the signal received by
any SoOp instrument will be in general constrained by footprints of both transmitter and
receiver range and Doppler discriminations.
In the present investigation, P-band geostationary transmitter and tower-based receiver
are considered as an example scenario (without loss of generality), so both platforms are
not moving. Thus, there will be no Doppler shift in the received field. Since the model
preserves the phase, Doppler effects can be incorporated in the simulations as well for
GNSS-R applications. Thus, only footprint of receiver and range discrimination are con-
sidered in the simulations. Range discrimination represents the relative delay with respect
to the specular reflection point. As a result, Fresnel zones correspond to range delays that
the SoOp instrument discriminates around the specular point. Fresnel zone basically refers
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to iso-range discrimination areas proportional to a fraction of the wavelength, which can
also be based on the chip resolution as done in the GNSS-R community.
Let us now situate some vegetation over the ground plane. In Figure 2.2, bistatic scat-
tering over a vegetated landscape is illustrated from a perspective (looking along ŷ′) that
is perpendicular to the plane containing the receiver, transmitter, and specular point. The
canopy is represented as an ensemble of canonical scatterers located above the ground
plane. This approach is called discrete scatterer where the canopy can consist of ran-
domly distributed branches, stems, leaves, needles, and vertically distributed tree trunks
or stalks all having prescribed location and orientation statistics. Leaves are modeled as
flat thin dielectric discs [104, 105] and branches, trunks, and stalks are modeled as finitely
long lossy-dielectric cylinders [147, 79]. The single-scattering characteristics of these con-
stituents when averaged determine the attenuation and scattering properties of the canopy.
The advantage of the discrete approach is that the results are expressed in terms of quanti-
ties (plant geometry and orientation statistics) that are related to the biophysical properties
of individual plants. These anonical scatterers are assumed to be uniformly distributed
throughout the layer.
For sake of convenience, the local coordinate system (x′, y′, z′) is moved to the top
surface of the vegetation. The ground (z = 0) in ENU is thus denoted by z′ = d plane in
local coordinates. The transmit and receive antennas are located at xi and xo, respectively.
The total received field will have direct and multipath components
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 = bd + bm (2.2a)










The elements of b vector (i.e., b1 and b2) represent network scattering parameters at
the physical antenna ports such as port 1 (along xr−axis) and port 2 (along yr−axis),
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respectively, when the antenna is in reception mode. They are complex voltage quantities
and their magnitude squares are equal to received power at each port [171]. Throughout
the text, the lowercase letters with a single underline denote two-by-one vectors while two-
by-two matrices are likewise indicated using lowercase letters with a double underline.
There are two different uses of Coherent in this paper. First, with the coherent model,
it is meant that the absolute phase (complex electric field) of the received signal is pre-
served. This means that the scattering considers relative positions of scatterers as well as
phase change due to reflection and scattering since they are added coherently (summing
in complex electric field). Doppler is another source of phase shift, but not considered in
the present investigation. Second, with the coherent term as described below, the specular
reflection contribution is referred, which comes from a single point only from geometric
optics point of view. In other words, the coherent term is simply the expected value of the
field.
The multipath component will have coherent (specular reflection) and incoherent (off-

















Below, each contribution will be described separately.
1) Direct Contribution: This contribution represents the shortest path where the trans-






(k̂d) · ut→r(k̂d) · gt(k̂d) · et (2.4a)
where k̂d is the unit vector from the transmit antenna to the receiver antenna and the con-








−1 is the unit complex number, EIRP = PtG0t is the equivalent isotropic
radiated power (EIRP), λ0 is the wavelength in free space, Pt is the power transmitted,
G0t is the maximum gain of the transmit antenna, G0r is the maximum gain of the receive
antenna, rd is the slant rangethe distance between the transmit and receive antennas, and
k0 is the free-space wave number, i.e. k0 = 2/λ0.
It is important to realize that antennas cannot be constructed to produce pure polariza-
tion states [116]. There will always be some nonzero cross-polarization level (crosstalk
isolation). Nevertheless, we refer to the antenna, for example, as linearly polarized. Here,
it is recognized that we mean nominally linear (horizontal) and a cross-polarized (vertical)
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components will be present. Similarly, for a circularly polarized antenna, we mean nom-
inally right-hand circularly polarized (RHCP) and a cross-polarized [left-hand circularly
polarized (LHCP)] components will be present. As discussed in Appendix A, the pattern
matrices can be constructed to take into account the cross-polarization leakage between
ports of the antennas. In (2.4a), the receive and transmit antenna patterns are represented
by the two-by-two matrices gr and gt , called normalized voltage pattern matrices, respec-
tively. Their expressions are given in (A.3) and (A.6) for linearly and circularly polarized
antennas, respectively.
The vector et = [e1 e2]
T in (2.4a), where the superscript T is transpose, defines the
nominal polarization state of the transmit antenna ports, and its magnitude is equal to 1. It
represents the polarization state in the main beam direction of the transmit antenna. The
polarization, however, varies for increased off-axis angles over the radiation pattern. Due to
the orientation of the transmit and the receive antennas, the antenna polarization states are
different off the boresight and this will introduce polarization mismatch (hence loss). One
can relate polarization states of the transmit and receive antennas through a polarization
(field) rotation matrix (see Appendix B). For instance, the rotation matrix from circularly
polarized transmit antenna basis ( ûRt1, û
L
t2) to linearly polarized receive antenna basis ( û
X
r1,
ûYr2) can be written as
u
t→r(k̂d) =
ûRt1 · ûX∗r1 ûLt2 · ûX∗r1
ûRt1 · ûY ∗r2 ûLt2 · ûY ∗r2
 (2.4c)
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where the symbol ∗ represents complex conjugate, the superscripts R,L,X , and Y denote
RHCP, LHCP, linear polarization in X-direction (along x-axis port), and linear polarization
in Y -direction (along y-axis port), respectively, as defined in A. In this paper, the antenna
y-axis of both transmit and receive frames is chosen to always be parallel to the ground,
so that it represents the horizontal polarized port while the other port (x-axis) represents
vertical polarization when the antenna is linearly polarized. This scheme is accomplished
through antenna rotation matrices as described in C.
1) Specular Reflection (Coherent) Contribution: The coherent contribution represents
the reflection from the specular point S on the ground. According to image theory under






(ô+s ) · us→r(ô
+




s ) · ut→s(̂i
−
s ) · g
t
(̂i−s ) · et (2.5)
where the constantK is defined above in (2.4b), and the distances rst and rsr are the ranges
from the transmit antenna to the specular point and from the receive antenna to the specular
point, respectively.
The wave attenuates as it propagates down from the top of the vegetation to the ground.
It then reflects from the surface specularly, and it again attenuates from the ground to the
top of the vegetation. The coherent term is essentially attenuated twice by the vegetation.
The attenuation and phase change of the coherent wave, propagating in the equivalent
medium, is found by calculating the mean field within the medium [96, 95] according to
FoldyLax approximation [53, 102]. This approach assumes single scattering and azimuthal
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uniformity, but inhomogeneous along vertical axes. The vegetation canopy can be divided
into stratified layers to account for variability along vertical axes. The paulownia trees used
in this paper are divided into four layers (one trunk and three canopy layers) as described
in Section 2.3.






s ) = t(ô
+
s ) · rg(θs) · t(̂i
−
s ) (2.6)
where t is the vegetation transmission matrix and r
g
is the ground reflection matrix. The
unit vectors î−s and ô
+
s describe the wave propagation in the incoming and outgoing direc-
tions, respectively. The superscripts + and are used to denote the wave modes propagating
in the positive and negative z-directions. The subscript s indicates that quantities are cal-
culated for the specular point. The angle θs is the angle of reflection at the specular point
and can be calculated as
θs = cos
−1 {−n̂ · î−s } = cos−1 {n̂ · ô+s } (2.7)
The transmission matrix is responsible for the incident and scattered waves to experi-
ence attenuation when they travel in the mean medium [95]. Under the assumption that the
scatterers are uniformly distributed in azimuth, the following expression for the one-way






where d is the depth of the vegetation, î is a unit vector in the direction of propagation (i.e.,
î−s or ô
+









qq (̂i; î; βα) (2.8b)
where the angle θ is the angle between the unit vector î and z-axis. The summation index α
denotes the scatterer types such as leaves, needles, branches, stalks, or trunks. The number
density of the scatterer type α is given by ρα. Here, the quantity f̄αpq(ô; î; βα) denotes
the bistatic scattering amplitude of the scatterer type α, where î is in the direction of the
incident wave and ô is in the direction of the observation point. The subscripts p and q can
be horizontal (H) or vertical (V), and as a result, co- and cross-polarized cases are treated
simultaneously.
The quantity βα describes the orientation, size, and position statistics of the scatterer
type. The bar over the scattering amplitude denotes ensemble average over the angular
and size statistics of the particles. In this paper, the leaves (or needles) are represented
by an average-size circular disk (or circular finite cylinder); hence, the averaging is done
for orientation angles only. The trunks (or stalks) are vertical and have a typical size. No
averaging is, therefore, performed on trunks (or stalks). The branches (if different kinds are
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included) can be divided into several groups, and each group can have an average length
and an average diameter. Orientation averaging can then be performed on each branch
group. In other words, orientation of leaves and branches is random but dimension is
fixed, trunks dimensions and orientation are fixed, and position of each scatterer is random.
Notice that in (2.8b), f̄αqq (̂i; î; βα) is the forward scattering amplitude of the α
th group of
scatterers.




 Γgp (θs) 0
0 Γgq (θs)
 (2.9a)
It is assumed that the rough surface under the vegetation is smooth and follows Kirch-
hoff’s approximation with a Gaussian height distribution [26]; therefore, diffuse scattering
from ground is not accounted for and the reection coefficient of the rough surface is ex-
pressed with the Fresnel coefficients as
Γgq (θS) = rgqe
−2(k0s cos θs)2 (2.9b)
where Γgq is the q-polarized Fresnel reflection coefficient of the average dielectric surface,
s is the surface rms height, and θS is the angle of reflection from the surface, defined in
(2.7). The diffuse surface scattering is attenuated by vegetation twice, and it is not expected
to be a strong contributor to the total power unless it is very rough surface and topographic
relief exists.
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The polarization basis of the receive antenna and the specular ground point along scat-
tered wave (ô+s ), denoted by the subscript s → r, are related by a rotation matrix (see







 v̂so · û∗r1 ĥso · û∗r1
v̂so · û∗r2 ĥso · û∗r2
 (2.10a)
where the local horizontal and vertical polarization in the direction from the specular point




and v̂so = ĥ
s
o × ô+s (2.10b)
where n̂ = ẑ′ and the horizontal polarization vector ĥso is parallel to the local x
′y′ plane.
The polarization basis of the transmit antenna and the specular point along the incident
wave (̂i−s ), denoted by the subscript t → s, are related by a rotation matrix (see Appendix







 ût1 · v̂s∗i ût2 · v̂s∗i
ût1 · ĥs∗i ût2 · ĥs∗i
 (2.11a)
where the local horizontal and vertical polarization in the direction from transmitter to the
specular point are, respectively, given by
ĥsi =
î−s × n̂∣∣∣̂i−s × n̂∣∣∣ and v̂si = î−s × ĥsi (2.11b)
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where the horizontal polarization vector ĥsi is parallel to local x
′y′ plane.
3) Diffuse Scattering (Incoherent) Contribution: The diffusely scattered waves arrive
at the receiver antenna from a wide range of angles in both azimuth and elevation due
to scattering from the illuminated volume within the contributing Fresnel zones. In ”dis-
crete scatterer” modeling [95, 156], the vegetation layer is usually replaced by a slab of
equivalent homogenous medium by the FoldyLax theory. Using analytical wave theory
in conjunction with distorted Born approximation [95], the transmit and receive antenna
effects (i.e., polarization, orientation, and shape) can be explicitly accounted for.
Let us consider the geometry of the problem, shown in Figure 2.3, where a single scat-
terer of type α is embedded at point Pα in the medium over the half-space. The position
vector is given by rα = xαx̂′+yαŷ′zαẑ′ in local coordinates. An expression for the received
field due to this single particle was obtained by employing distorted Born approximation
in [91] with the assumption that the regular far-field conditions hold, i.e., each scatterer
in the vegetation layer is in the far-zone of the transmit antenna and the receive antenna is
also in the far-zone of each scatterer within the layer. The energy source illuminates a large
region of surface, inducing currents that radiate in all directions. At any point in space, the
reflected field is sum of the radiation from these induced currents according to the Huygens
principle. The scattered plane wave of propagation arises as a consequence of all incident
plane waves of differing propagation vectors being scattered by the medium into observa-
tion direction. If the scatterer is in the far field of the transmit antenna, the double integral
involving the transverse wavenumber of the incident wave can be evaluated asymptotically
by the method of stationary phase. In addition, with an assumption on the particles such
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that each particle is uniformly illuminated by the incident wave, the magnitude of the mean
wave is essentially constant in the vicinity of the particle. In addition, the antennas with
narrow beam and pure polarization state were considered in [91].
Figure 2.3: Scattering from a single particle immersed in the slab of mean medium over a
flat ground surface.
The results in [91] are here adapted to a general case where both antennas are con-
sidered to be wide-beam with nonzero cross-polarized components. This implies that the
strength and polarization of the transmitted and received waves depend on the antenna
properties along the beam direction. Summing the result of the single particle scatter-
ing over all types and particles and taking into account the polarization mismatch (rota-
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tion matrices) and the polarization crosstalk (antenna pattern matrices with co- and cross-

































where the constant K and the distances rst and rsr are defined above. The summation
indices α, n, and x denote the types of particles, particle number of type α, and the scat-
tering mechanisms, respectively. Nα is the total number of particles of type α within the





, of transmit and receive antennas are given in Appendix A and can be linearly or
circularly polarized as discussed earlier. The strengths of the incident and scattered waves
at each particle are directly proportional to the value of the antenna patterns along that
direction.
The wave from each particle follows four distinct paths before arriving at the receiver,



































































































































, roI = |roI | = |ra − xoI | (2.14d)
and where the superscripts + and are used to denote the wave modes propagating in
the positive and negative z-directions, respectively. The subscript I is introduced in the
notation to refer to the auxiliary image antenna.
Figure 2.4 illustrates the scattering mechanisms for a single particle. The reflected
paths are illustrated by the image antenna representation, where the images of the transmit
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and receive antennas with respect to ground are positioned at xiI = xi − 2(xi · ẑ′ + d)ẑ′
and xoI = xo − 2(xo · ẑ′ + d)ẑ′, respectively. In order to account for the attenuation of
the reflected components, an image medium is included in Figure 2.4. Each scattering
mechanism can be visualized as follows.
1) Single Bounce Contribution [see (2.13a)]: Directdirect (dd) term follows the path
TPαR. The field travels in the direction of îx = îα toward the particle of type α, located at
rα, and then the incident field is bistatically scattered from this particle and travels in the
direction of ôx = ô+α toward the receive antenna.
2) Double Bounce Contributions [see (2.13b) and (2.13c)]: It includes two mechanisms
such as reflected-direct (dr) and direct-reflected (rd) terms. The first mechanism follows
the path TIP − αR. The field incident on the particle in the direction of îx = î+αI from the
image of the transmit antenna is reflected from the ground and bistatically scattered from
the particle in the direction of ôx = ô+α toward the receive antenna. The second mechanism
follows the path TPαRI . The field incident on the particle in the direction of îx = îα is
bistatically scattered from the particle in the direction of ôx = ô−αI toward the image of
receive antenna after reflection from the ground.
3) Triple Bounce Contribution [see (2.13d)]: Reflected-reflected (rr) term follows the
path TIPαRI . The field incident on the particle in the direction of îx = î+αI from the image
of the transmit antenna is reflected from the ground and bistatically scattered from the
particle in the direction of ôx = ô−αI toward the image of receive antenna after reflection
from the ground. It involves double reflection from the ground.
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Figure 2.4: Scattering mechanisms and vector definitions for bistatic antenna
configuration.
43


































is defined above. The quantities p and q
denote the local polarization states along incident (̂ix) and scattering (ôx) directions, re-
spectively, and can be horizontal (H) or vertical (V). As stated above, the quantity βα,n
describes the orientation, size, and position statistics of the scatterer type. Note that the
polarization of scattering amplitude is given in terms of linear polarization since polariza-
tion in the local ground frame is defined with linear polarization basis only.
The ground reflection matrix r
g
is defined in (2.9) and the transmission matrix t for the
particle located at rα (the point Pα) is given by
t(̂i) =
 ei∆κzp (̂i)rzα (̂i) 0
0 ei∆κzq (̂i)rzα (̂i)
 (2.16)
where ∆κzp(̂i) is defined in (2.8b) and rzα = |rα · n̂| is the vertical distance that the wave
propagates within the mean medium. For direct paths from and to the particle (antennas
in the real positions), they are given by rzα(̂i−α ) = rzα(ô
+
α ) = zα, while for reflected paths
from and to the particle (antennas in the image positions), they are given by rzα(̂i+αI) =
rzα(ô
−
αI) = −zα + 2d. Since each scattering mechanism follows a different path, the total
path traveled will be different. The factors Bxα,n in (2.12) that account for the spreading
loss (rsr/ro) and path dependent phase terms for each mechanism are thus unique.
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The magnitude of these ratios could deviate from 1 when the receiver is closer to veg-
etation. In other words, vegetation depth relative to the receiver height determines the













































Figure 2.5 illustrates the directions of incoming and outgoing waves at an individual
particle (i.e., a vertical trunk). The polarization basis vectors, defined at the particle, differ
for each direction due to the beam divergence. As a result, four distinct polarization rota-
tion matrices have to be constructed. Following the procedure in Appendix B, the rotation








 v̂+o · û∗r1 ĥ+o · û∗r1
v̂+o · û∗r2 ĥ+o · û∗r2








 v̂−oI · û∗r1 ĥ−oI · û∗r1
v̂−oI · û∗r2 ĥ
−
oI · û∗r2
 for x = rd, rr (2.18b)
and the rotation matrices from the transmitter to the particle (denoted by the subscript







 ût1 · v̂−∗i ût2 · v̂−∗i
ût1 · ĥ−∗i ût2 · ĥ−∗i







 ût1 · v̂+∗iI ût2 · v̂+∗iI
ût1 · ĥ+∗iI ût2 · ĥ
+∗
iI
 for x = dr, rr (2.18d)
The local horizontal (parallel to local x′y′ plane) and vertical polarizations for each direc-




and v̂+o = ĥ
+
o × ô+α (2.19a)
ĥ−oI =
n̂× ô−αI∣∣n̂× ô−αI∣∣ and v̂−oI = ĥ−oI × ô+α (2.19b)
ĥ−i =
î−α × n̂∣∣∣̂i−α × n̂∣∣∣ and v̂−i = î−α × ĥ−i (2.19c)
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Figure 2.5: Unit scattering vector definitions.
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ĥ+iI =
î+αI × n̂∣∣∣̂i+αI × n̂∣∣∣ and v̂+iI = î+αI × ĥ+iI (2.19d)
4) Received Power: The total power received can be written in terms of the coherency
vector as
P T = b⊗ b∗ (2.20)
where b∗ is conjugate of b and the operator ⊗ indicates an outer product (Kronecker prod-
uct) that is defined in Appendix D. Under the assumption that the scattering process is
stationary and that the direct and multipath component fields arriving at the antennas from
different directions are uncorrelated [72], the total power can be split into three indepen-
dent terms as

















































































∣∣Bxα,n∣∣2 × [Gr (ôx) · Uxp→r (ôx) · σxα,n (ôx, îx) · Uxt→p (îx) ·Gt (îx) · Et]
(2.22c)
where four-by-one vectors, such as the coherency vector P T , are written using uppercase
letters and a single underline while four-by-four matrices are written using uppercase let-
ters and a double underline. The coherency vectors D,Γs, and σ
0
e represent direct signal,
specular reflectivity, and ”effective” normalized bistatic radar cross section (NBRCS), re-
spectively. Note that antenna effects (e.g., the antenna beamwidths, polarization crosstalk,
loss, and altitude) are incorporated into NBRCS (or bistatic scattering coefficient), which
should represent the object scattering properties only. The expression in (2.22c) is thus
called ”effective” NBRCS or σ0e and also indicated with subscript e. The effects of system
parameters on NBRCS will be examined in the simulation section.
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In calculating the outer products, the following identity is utilized (m ·n)⊗ (m ·n)∗ =
(m⊗m∗) · (n⊗ n∗) and the following vectors/matrices are defined.
The coherency vector of transmit antenna polarization state is given by
Et = et ⊗ e∗t (2.23)
















The polarization basis rotation matrices that operate on intensities are given by
U
























In (2.22b), the specular reflectivity operator that describes the scattering from the spec-








In (2.22c), AS is the surface area that is limited to a few Fresnel zones to capture most
of the contributions and may differ from the whole area projected by the receiver antenna.
In space borne geometries, the relative area (discriminated by both Doppler and Delay) are
small and system parameters are uniform within that area. However, as demonstrated in
Section 2.3-B, as the receiver gets closer to the ground (low altitudes), the system parame-
ters and size of the surface area get significant in NBRCS calculations. The formulation in
(2.22c) provides explicit expressions to correct the measured NBRCS by a ground-based
system from the system-induced effects to be used in space-borne data interpretation.











B. Special Case (rst  rsr) The expressions given above [namely, (2.21)] do not im-
pose any restriction on the relative distance between receiver and transmitter slant ranges
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except that both transmitter and receiver are in the far field of each other and both of them
are in the far-zone of vegetation constituents above ground. On the other hand, in SoOp
studies for remote sensing of earth properties, the utilized transmitters are mostly located in
medium earth orbit (MEO) such as GNSS or geostationary orbit (GEO) such as communi-
cation satellites, and the receivers are operated from different platforms: ground, airborne,
or spaceborne at low earth orbit. For all of these scenarios, the relative distance between
transmitter and receivers to the specular point is large, i.e., rst  rsr. By taking advan-
tage of this large difference, a flat earth approximation around the specular point can be
applied. Moreover, for the transmitters at MEO and GEO, the range from the transmitter
to the ground and the incidence angle direction can be assumed to be equal for all the sur-
face surrounding the specular point. The footprint associated with Fresnel zones can be










where θs is the angle of reflection at the specular point as defined in (2.7), hr is the receiver
height with respect to ground, δn = nλ0/2 defines iso-delay ellipsis with the delay of
multiples of half-wavelengths, and n is the Fresnel zone number. The nth Fresnel zone is
defined as the surface between the nth and (n − 1)th ellipsis. Even though one can use
the exact expression for Fresnel ellipses given in [83], the above expressions remain fairly
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accurate for most practical cases [67] and provide a better physical grasp of the footprint.
The reflected GNSS signal mainly comes within the first (n = 1) Fresnel zone over land
unless topographic effects are present as indicated in [163] while the reflected signals over
ocean emanate over the multiple Fresnel zones (Glistening zone) [81]. It is important to
identify contributing Fresnel zones and the scattering mechanism not only to determine the
footprint but also to arrive at a physical model that is suitable for inversion.
The reflected signals are generally a superposition of both the coherent (specular), in-
coherent (diffuse) scattering, and direct components as given in (2.21). For down-looking
antennas, the direct signal can be significantly suppressed, but the question remains on the
relative importance of coherent and incoherent contributions over land with respect to plat-
form altitude. It is important to recognize the path loss dependence with distance of each
term. The specularly reflected signal follow a total ray path dependence, i.e., 1/(rst+rsr)2
due to the image theory, while the diffuse term exhibits a multiplicative dependence given
by 1/(r2str
2
sr) due to the additional spreading loss, the incident signal experiences after
reradiation from the vegetation scatterers. The diffuse term thus decreases more rapidly
with distance than the specular component. These differences are manifested in the rela-
tive weights of these two components for different receiving platforms: ground, airborne,
and spaceborne.
Let us assume that specular reflection is dominant over land and find out how much
diffuse scattering alters the specular reflectivity as a function of altitude. By normalizing
the total power P T with |K|2/(rst + rsr)2, approximating the surface area (= πab) with
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(2.28), and neglecting the direct contribution, the reflectivity of the total reflected signal
Γ
(T )










where the specular reflectivity ΓS and the effective NBRCS σ
0
e are given in (2.22). The sec-
ond term represents the contribution to reflectivity of incoherent scattering from the first
”n” Fresnel zones. It is clear that the relative contribution of the NBRCS (diffuse contribu-
tion) is inversely proportional to the receiver altitude (hr). This indicates that the specular
component contains a greater portion of the total energy and thus contributes more to the
received power unless: 1) NBRCS is significantly larger than specular reflectivity; 2) more
Fresnel zones contribute; 3) the receiver is located at close neighborhood of the ground;
or 4) any combination of the above cases happens. Diffuse scattering, although weak at
high altitude, can have significant influence on ground and airborne systems which are
usually used as a testbed for algorithm development for space-borne missions. In addition,
the reflected signals could still include significant incoherent scattering components and
the relative importance of these contributions is expected to vary with respect to the scene
properties around the specular point. For these reasons, the diffuse component should be
included in the model for low-altitude platforms. A bistatic model based solely on image
theory cannot account for diffusely scattering.
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2.3 Numerical Results and Discussion
The SCoBi-Veg model considers single scattering so it is intrinsically valid at P-, L-,
and S-bands. There are already many potential free illuminators within these frequency
ranges that could be used for earth science applications. Furthermore, the model could be
extended to exploit signals at other bands if multilayer soil for lower frequencies or multi-
ple scattering for higher frequencies are included. The particular communication satellites
of interests to the recent studies [78, 56, 177] are the Navy’s Mobile Users Objective Sys-
tem (MUOS) operating with RHCP transmit signals at P-band frequencies (360-380 and
240-270 MHz). There are four MUOS satellites at geostationary altitudes (∼32,810 km),
providing global coverage, except near the polar cap. As a preliminary application of the
model, we will limit ourselves to P-band (370 MHz). The purpose of the simulations is two
fold: 1) to show physical relevance of the model behavior to the SoOp studies in general
and 2) to provide insights into polarimetric aspects of specular and diffuse contributions at
P-band for a tree canopy observed from platforms at various altitudes.
The model requires various soil and vegetation parameters as inputs. In this paper, we
will use the in situ parameters collected in an active/passive soil moisture experiment in
Maryland in 2006 [94]. The experimental site consisted of plots of planted stands of decid-
uous Paulownia trees, a fast-growing deciduous tree with broad leaves shown in Figure 2.6.
The tree plot used in this paper had 92 trees in a 1089-m2 area. The dry biomass was about
9 kg/m2, while the woody volume and density were 185.8 m3/ha and 477.6 kg/m3, re-
spectively. The diameter at breast height (DBH) ranged from 17 to 23 cm (average DBH
= 19.4 cm). The tree heights were variable, on the order of 11-14 m (average height = 13
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m). Detailed measurements of the size/angle distributions of the tree constituents (trunk,
branches, and leaves), along with their densities, were made. The results from the canopy
sampling and dielectric measurements are shown in Table 2.1. Clear boundaries within
canopy and trunk layers were identified by visual inspection. Figure 2.6 (right) shows the
distribution of vegetation components within the vegetation layers. The soil texture at the
site was a loamy sand, consisting of 80% sand and 7% clay. The ground was flat with a
relatively smooth surface, where the surface rms height was on the order of 0.5-1 cm.











Trunks T1 617.0 8.73 0.005 15.6+i3.8 Vertical
Primary
Branches
B1 187.0 4.30 0.016 12.0+i2.9 20◦ - 50◦
B2 153.8 1.58 0.188 12.0+i2.9 10◦ - 60◦
Secondary
Branches
B3 63.6 0.98 0.734 12.0+i2.9 0◦ - 90◦
B4 48.1 0.45 1.933 12.0+i2.9 0◦ - 90◦
Leaves L1 Thickness0.012 10.2 11.12 35.2+i5.3 0
◦ - 90◦
A. Simulation Setting
The model considers both specular and diffuse scattering by incorporating the statisti-
cal and physical properties of the terrain into the received signal. While the calculation of
the specular term requires properties of the mean vegetation attenuation in one direction
and soil parameters at a single point, the diffuse term involves contributions of various
scattering mechanisms due to each particle within the illuminated volume. In this present
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Figure 2.6: (Left) Paulownia stands [94]. (Right) Distributions of scatterers are
illustrated. The scatterer kinds that are indicated by circles are primary branches or trunks
that contribute the scattering while the others contribute the attenuation only. Canopy
parameters are provided in Table 2.1.
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investigation, a Monte Carlo procedure is chosen to predict the bistatic diffuse response
from vegetation. Monte Carlo simulations are very useful to incorporate coherent addition
and wave interaction effects in a vegetation canopy. The scheme holds possibility to in-
corporate realistic canopy structures such as architectural plant model [20], experimental
vectorization [96], or recursive Lindenmayer systems [108] due to its generic model for-
mulation. However, the base vegetation module in SCoBi-Veg is restricted for the moment
to use a simple multilayer canopy model where the scatterers are spread uniformly between
illuminated layers using a given distribution. Due to the single-scattering assumption, the
scatterers are assumed to be independent and no mutual interactions are considered.
The scattering contributions of electrically large components only [e.g., primary branches
(B1, B2) and trunks (T1)] are considered in order to speed up the computation while the
calculation of the mean medium involves attenuation due to all scatterers. Scattering due
to leaves (L1) and secondary branches (B3 and B4) is ignored since their dimensions are
much smaller than the wavelength (81 cm) at P-band. The number of significant scatter-
ers is calculated within the Fresnel zones based on their particle densities (see Table 2.1).
They are then embedded in the equivalent (mean) medium where random positions are
generated for these scatterers in the illuminated volume based on their associated layers
as indicated in Figure 2.6; each scatterer is then oriented according to some prescribed
orientation statistics given in Table 2.1. The solutions of the bistatic electric fields are
computed for each particle by combining the configuration attributes, bistatic scattering
amplitude from each significant scatterers, and ground reflection; these are then summed
coherently. Finally, by repeating for many realizations of the random medium, the average
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received field of the bistatic scattered field is obtained from the responses averaged over all
realizations. We found that 20 realizations for 20-100-m altitudes and 10 realizations for
500-m altitude provided sufficient convergence in the diffuse term results. As the altitude
increases, the required number of realization for good convergence gets reduced since the
larger footprint size already adds randomness to the scattering at higher altitudes.
Over the years, various observing strategies have been developed for SoOp studies,
mostly GNSS-R applications. These include the following:
1) geodetic ground-based nearly hemispherical RHCP antenna [97]; 2) horizontal-
pointing vertically polarized antenna [134]; 3) down-looking LHCP antenna and an up-
looking RHCP antenna [82]; 4) one RHCP up-looking antenna and two down-looking
antennas with one RHCP polarized and the other LHCP polarized [39]; 5) a two-element
dual linearly polarized patch array mounted side of an aircraft by steering a null to the
direction of the undesired signal [56].
The model can handle any configuration stated above or more general configuration
where vertically and horizontally polarized antennas for both the up- and down-looking.
In the present investigation, we are, however, going to restrict the simulations to situation
where the dual circularly polarized receiver antenna (both RHCP and LHCP) points di-
rectly to the specular point to understand the angular dependence of polarimetric reflected
signatures. In other words, both transmitter and receiver are configured such that both
are pointing to the specular point (θi = θs) for the simulations provided below. Further-
more, no Doppler frequency shifts are considered due to geostationary transmitters and
low-altitude receiver assumptions considered in the present setup.
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A generalized Gaussian antenna pattern, including 25-dB sidelobes, 25-dB crosstalk,
and 30◦ beamwidth (arbitrary values), is assumed as an approximation to the radiation pat-
tern needed in this formulation. This pattern will be assumed to be circularly symmetrical
about the direction of peak intensity. In the following simulations, both a receiving antenna
gain and EIRP equal to 0 dB were supposed. The actual values depend on the choice of
illuminator, actual receiver antenna, and processing gain. They affect the received power
in dB only by an offset and do not change its sensitivity to the reflected signature.
B. Results and Discussion
For most SoOp scenarios, it is assumed that only coherent scattering takes place over
land, so the incoherent component is neglected. This assumption relies only on the specular
scattering driven by the Fresnel reflection coefficients. On the other hand, the reflected
signals are generally a combination of both the coherent (specular) and incoherent (diffuse)
scattering components. In Figure 2.7, a comparison is presented between diffuse (the filled
circle marker) and specular (the filled square marker) contributions over Paulownia trees
as a function of observation angle (θs) at various receiver heights (20, 50, 100, and 500 m).
Figure 2.7 (left) shows cross-polarized (RLRHCP transmit, LHCP receive) received power
while Figure 2.7 (right) shows co-polarized (RRRHCP transmit, RHCP receive) received
power. In Figure 2.7, the results of specular reflection from a bare soil are also added
and are represented by filled diamond marker. As it can be seen, as the receiver altitude
increases from 20 to 500 m, the diffuse term in both polarization is greatly reduced due to
multiplicative dependence of path loss of the diffuse term [see (2.21d)] and the specular
term remains the same since its path loss has a total path ray dependence [see (2.21c)] and
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the receiver altitude is much smaller than the GEO satellite altitudes. Similar results were
experimentally observed by a GNSS-R balloon experiment where the received power did
not change with the balloon height [18], indicating that the coherent term dominates the
received signal.
It is evident from the results in Figure 2.7 that the cross-polarized coherent term will
always dominate the received power even for the receiver at low altitudes for flat terrains
(i.e., in the absence of topographic relief) and cross-polarized diffuse term can thus be
ignored. Similar result for cross-polarized reflected GNSS signals has been confirmed by
spaceborne observations at L-band [163]. On the other hand, co-polarized diffuse term
could be comparable or even larger than co-polarized specular term at lower incidence
angles and low altitudes. As the incidence angle increases, co-polarized specular term
starts to overpass the diffuse term again. This indicates that the reflected co-polarized
signals could still include incoherent scattering components at low altitudes and the relative
importance of these contributions is expected to vary with respect to the scene properties
around the specular point and incidence angle. This has important implications for studies
that use the co- and cross-polarization power ratio [39] to cancel out common factors and
to make soil moisture inversion more robust against roughness. The diffuse contributions
for low-altitude observations should be included in the model and interpretation of the
results since both specular and diffuse terms have different dependence on the path loss,
polarization, and incidence angle.
The diffuse scattering includes volume scattering within canopy, double bounce ef-
fects due to soil and trunk/canopy interactions, as well as attenuation by the vegetation
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Figure 2.7: Relative contributions of coherent and incoherent components of received
power as a function of incidence angle and the receiver altitude. (Left) cross-polarization
(RL) received power. (Right) Co-polarization (RR) received power. Both receiver gain
and EIRP were set to 0 dB. The received power will shift up with actual system EIRP,
receiver gain, and processing gains (coherent/incoherent integrations).
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canopy. Figure 2.8 provides comparison between specular reflectivity of bare soil (square
marker) and vegetation (diamond marker), and effective NBRCSs (circular markers) of
diffuse scattering mechanisms. It is well-known that ground reflection changes its circular
polarization from right hand to left hand and vice versa. The cross-polarization specular
reflectivity is thus much higher than co-polarization reflectivity at low incidence angles
and both responses merge as the angle approaches Brewster angle as shown in Figure 2.8
(right). At lower incidence angles, the RR-polarized specular reflectivity first goes down
and picks up again round 20◦-30◦. This behavior (same in Figure 2.7) happens due to the
crosstalk (25 dB in this investigation) between the receiving antenna ports which makes a
fraction of the signal go into the opposite polarization port. Furthermore, the crosspolar-
ization specular responses of both bare soil and vegetation show a decreasing trend with
increasing angle of observation, but the drop in vegetation reflectivity is more substantial
due to the increasing attenuation by the plant canopy with increasing incidence angle.
In Figure 2.8 (left), the effective NBRCS is decomposed into its scattering mechanisms:
single bounce, double bounce, and triple bounce. The single bounce shows no difference
between cross- and co-polarized signatures since it involves no ground reflection and the
volume scattering does not have any preference for circular polarization handiness. Sim-
ilarly, the triple bounce shows no polarization difference either since the wave bounces
twice from the ground. The first bounce changes RHCP to LHCP and the second bounce
changes back to the RHCP. The triple bounce is also the smallest contribution due to dou-
ble ground reflection. On the other hand, the double bounce response produces the largest
among the other mechanisms since it bounces once from the ground and its scattering angle
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Figure 2.8: (Left) Angular responses of NBRCS scattering mechanisms and (Right)
specular reflectivity. The filled markers denote cross-polarization (RL) while the unfilled
markers represent co-polarization (RR). The receiver altitude is 500 m and the first
Fresnel response is considered.
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is well aligned with vertical trunks’ scattering cones, where the amplitude of the scattering
has its maximum in a conical region [31].
There are some remarkable features in both polarimetric and angular response of NBRCS.
First, the cross-polarization NBRCS of the double-bounce contribution is higher than co-
polarization NBRCS at low incidence angles and both response merges at higher angles.
This is similar to the specular reflectivity response as described above, but the polarization
difference is much smaller in NBRCS since volume scattering within vegetation combines
two polarized components and reduces their relative strength. This difference is also much
smaller than the present antenna crosstalk, which is 25 dB. This indicates that polarization
mixing due to vegetation scattering is the main cause of this behavior. Second, cross-
polarization NBRCS response shows an increasing trend up to ∼30◦ incidence angle, and
then decreases with increase in the incidence angle in contrast to the cross-polarization
specular reflectivity that always decreases with the incidence angle.
Note that the both specular reflectivity and NBRCS of the vegetation depend not only
on the surface and vegetation parameters but also on system parameters such as the re-
ceiving and transmitting antenna parameters, and altitude. In Figure 2.9, the effect of
the receiver altitude on the diffuse term is further investigated by including the antenna
characteristics and Fresnel zones by using expression in (2.22c) that provides the explicit
dependence of NBRCS on the system parameters. In Figure 2.9(a), effective NBRCS is
plotted against the number of Fresnel zones at various heights for ideal (nonfilled markers)
and beam-limited (filled markers) antennas. The left panel shows cross-polarized (RL)
NBRCS while the right panel shows co-polarized (RR) NBRCS. As can be seen from Fig-
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ure 2.9, it is clear that: 1) in both polarization, effective NBRCS decreases as more Fresnel
zones are included; 2) higher effective NBRCS is observed with higher altitudes; and 3) at
lower altitudes, antenna radiation pattern plays a greater role in NBRCS values. It can be
clearly noticed that NBRCS, which should represent the scene scattering properties only,
is blended with the system parameters, particularly at lower altitudes. Most of the current
experimental studies are carried out from lower altitude platforms that are often used be-
fore spaceborne implementation. In order to link these studies to spaceborne observation,
the system-related effects need to be corrected to arrive at scene-only NBRCS.
Figure 2.9(b)(d) shows the projection of the receiver antenna footprints and 10 Fresnel
zones on the ground from 20, 50, 100, and 500 m observing altitudes to provide further
insight into the system-related effects on NBRCS. As evident from Figure 2.9(b)(d), the
relative area covered by the same number of Fresnel zones with respect to antenna footprint
gets reduced as the altitude increases. As a result, the scattering angles are ore confined
around the boresight direction of the receiver antenna radiation pattern at higher altitudes.
For instance, less decrease in NBRCS is observed at 500 m. When the results by using
ideal (unit pattern matrix) and actual (beam-limited) antennas are compared, it is clear that
even if we use pencil beam (ideal) antenna, the NBCRS still gets reduced as new Fresnel
zones are included. This is due to the trunk’s unique scattering patterns, which scatter most
in a conical region. The scattering angles are much more spread at lower altitudes as shown
in Figure 2.9(b)(d). Due to the spread of the wave, different particles in the layer experi-
ence different scattering directions. The weaker scattered fields are observed in the bistatic
direction associated with trunk-ground interaction since the scattered wave from vertical
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Figure 2.9: (a) ”Effective” NBRCS as a function of increasing Fresnel zones (from 1 to
10), which is cumulative and includes inner Fresnel zones at various heights for ideal (the
nonfilled markers) and beam-limited (the filled markers) antennas. (b)-(e) Fresnel zones
and projected antenna footprint on the ground for receivers at various heights. The red
ellipses (total of 10) are Fresnel zones while the black ellipse is antenna footprint.
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trunks becomes slightly away from the forward scattering cone as shown in Figure 2.10(a).
The amplitude of the scattering has its maximum in a conical region as illustrated in Fig-
ure 2.9(b). It is sometimes called skirt as well. For electrically large cylinders, this cone is
sharp. As the scattering direction moves away from specular/forward direction, the specu-
lar scattering gets reduced drastically. This scattering behavior of vertical trunks acts like
a special filter and concentrates most of the power along the specular direction since the
local scattering angles get diverted from the specular directions for those that are located
in higher Fresnel zones.
As stated earlier, the cross-polarization coherent scattering from vegetation over a flat
ground almost always overpass the diffuse contribution to the received power. However,
co-polarization diffuse power can be comparable or can be even larger than co-polarization
coherent received power. It is worth investigating the effect of diffuse contribution on the
co-polarization specular reflectivity. Figure 2.11 shows the effect of diffuse contribution
in the first Fresnel zone as a function of altitude (left) and at 20-m altitude as a function of
contributing Fresnel zones (right). The filled square marker represents specular reflectivity
[(2.22b)] while smaller filled circles denote reflectivity of total received signal (specular
+ diffuse) [see (2.29)]. As seen from Figure 2.11 (left), as the altitude increases (increas-
ing altitude is indicated by an arrow in Figure 2.11), the total reflectivity approaches the
specular reflectivity. The effect of diffuse scattering is more apparent at lower incidence
angles. On the other hand, as more Fresnel zones are included (increasing Fresnel zones
are indicated with an arrow in Figure 2.11), the total reflectivity diverges from the specular
reflectivity, particularly at lower incidence angles. This increase in the total reflectivity
68
Figure 2.10: (a) Effect of beam divergence on double bounce. (b) Scattering pattern of a
vertical trunk [31], [See also Figure 2.4].
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Figure 2.11: Effect of diffuse contribution on the reflectivity of total reflected signal.
(Left) While the arrow indicates increasing altitude (20-500 m) for the first Fresnel zone,
(Right) arrow indicates increasing Fresnel zone indices (1-0), which is cumulative and
includes inner Fresnel zones, at a receiver height of 20 m.
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is due to additional diffuse scattering with more Fresnel zones. As a result, additional
diffuse contributions to the total reflectivity will alter its angular signature as a function
of both Fresnel zones and receiver height and may introduce errors on the estimation of
well-known Fresnel reflection coefficients that are often used in soil moisture retrievals.
Diffuse scattering, although weak at high altitude, can have significant influence on co-
polarization reflectivity observed by ground and airborne systems which are usually used
as a test-bed for algorithm development for space-borne missions. If co-polarized signals
are used in the retrievals, the co-polarized diffuse component should be included in the
model for low-altitude platforms such as tower or small UAS.
2.4 Conclusion
There is increasing interest to use reflected (or multipath) navigation and communica-
tion satellite signals for remote sensing of a number of geophysical land parameters such
as soil moisture and biomass. Although the handful experimental and theoretical studies
demonstrate the potential of space-borne SoOp observations for such applications, there
are many unknowns regarding the impacts of vegetation and system parameters on the
observations. The scattering models are thus a critical means in advancement of these
studies and in the design of future missions or field campaigns. In this paper, we presented
an overview of the newly formulated coherent bistatic vegetation model, i.e., SCoBi-Veg,
which simulates polarimetric reflectometry of vegetated landscapes using a Monte Carlo
scheme. The model calculates the complex field in direct, specular, and diffuse terms by ex-
plicitly accounting for both system parameters (e.g., the antenna beamwidth, polarization
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crosstalk, polarization mismatch, and altitude) and the statistical and physical properties of
the terrain. In contrast to the previous studies that have usually assumed plane wave illu-
mination/scattering, and/or ignored such antenna effects, the SCoBi-Veg model considers
variations of both the strength and polarization states of the received wave along the beam
direction so that the same model could be uniformly applied across different platforms at
various altitudes.
P-band signals of geostationary communication satellites are considered as an appli-
cation of the model. Although the results in this paper are not directly validated with
experimental data and can be considered preliminary, simulated results provide insights
into model’s polarimetric and angular behavior with respect to system and scene parame-
ters. To illustrate usefulness of the model in interpretation of field data, we present in-depth
analysis of polarimetric specular and diffuse contributions to bistatic scattering from tree
canopies at P-band. First, the coherent and diffuse components of the reflected signatures
from tree canopies are compared for down-looking dual circular polarized receivers at var-
ious altitudes. It is shown that the cross-polarized coherent term dominates the received
power over flat vegetated terrains, but co-polarized diffuse term could be comparable or
even larger than co-polarized specular term at lower incidence angles and low altitudes.
Second, the diffuse scattering was decomposed into the scattering mechanisms and the
double bounce was shown to be the main contributor. Furthermore, the double bounce
from the vertical trunks acts like a special filter and concentrates most of the reflected
power along the specular direction. Third, the effect of antenna beamwidth and altitude on
the diffuse scattering was also quantified. It is shown that the NBRCS, which depends on
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the scene scattering properties only by definition, are blended with the system parameters,
particularly at lower altitudes. Forth, even though the relative contribution of the NBRCS
to the total reflectivity is inversely proportional to the receiver height, diffuse scattering
can still alter angular signature of co-polarized reflectivity as a function of both Fresnel
zones and receiver height. This may introduce errors on estimation of well-known Fresnel
reflection coefficients that are often used in soil moisture retrievals. If co-polarized signals
are used in the retrievals, the co-polarized diffuse component should be included in the
model for low-altitude platforms and be corrected for antenna and altitude effects.
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CHAPTER 3
SCOBI: A FREE, OPEN-SOURCE, SOOP COHERENT BISTATIC SCATTERING
SIMULATOR FRAMEWORK
This chapter is inherited from the following publication:
O. Eroglu, D. Boyd, and M. Kurum, ”SCoBi: A free, open-source, SoOp Coherent
Bistatic Scattering Simulator framework,” IEEE Geoscience and Remote Sensing Maga-
zine, in press.
Significant author contributions to the above publication were as follows: Conceptual-
ization and Methodology by Eroglu and Kurum; Investigation and Validation by Eroglu,
Boyd, and Kurum; Writing by Eroglu; Review and Editing by Eroglu, Boyd, and Kurum;
Visualization by Eroglu; Supervision by Kurum; Project Administration by Eroglu and
Kurum.
Signals of Opportunity (SoOp) has the potential to offer cost-effective global remote
sensing for land applications. Due to the complexity of SoOp scattering over land, com-
prehensive bistatic scattering models and simulators can help demonstrate its feasibility.
To investigate this potential, we have developed a generalized, fully polarimetric forward
model titled SoOp Coherent Bistatic Scattering Model (SCoBi). We have also developed
a simulator framework, employing the SCoBi model to create an analysis environment for
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a community of researchers, scientists, and users with little-or-no electromagnetic back-
ground. We aim to enable studying and analyzing new SoOp methods with varying config-
urations; determining the optimal cases for specific missions; generating, visualizing, and
analyzing test data with the help of SCoBi. The SCoBi framework currently implements
SoOp analyses over bare or vegetated terrains where soil can be modeled as single-layered
or multi-layered dielectric medium. The software is free and open-source under the GNU
General Public License (GPL) and is compatible with the MATLAB development envi-
ronment. It obtains several inputs for the bistatic configuration (such as bistatic geometry,
transmitter and receiver antenna characteristics, ground structure, and user preferences)
through a set of user-friendly GUI windows. It generates the simulated direct received
field and power as well as the specular reflection coefficient and reflectivity outputs. It also
provides basic analysis functions such as plotting the reflectivity as a function of simulation
parameters (such as transmitter’s elevation angle or volumetric soil moisture). This paper
describes the SCoBi simulator in detail and provides case studies for the Earth science
community.
3.1 Introduction
Signals of Opportunity (SoOp) approach has been emerging in recent years because
of its potential for global scale microwave remote sensing in Earth science applications.
This approach is based on receiving the reflected signals of existing transmitters (such
as navigation or communication satellites) that are scattered from the Earth surface in a
bistatic geometry. Because a dedicated transmitter is not needed, SoOp enables high spa-
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tiotemporal microwave remote sensing through the use of small satellite constellations.
Depending on the geo-location of the specular point between the transmitter and the re-
ceiver, SoOp receivers can collect valuable information for both land- and ocean-based
geophysical properties that is realizable through comprehensive inverse retrievals.
SoOp applications for the remote sensing of the ocean has seen advancements over
the past two decades that have resulted in the launch of a few satellite missions. For in-
stance, the first dedicated spaceborne GNSS-R receiver was a secondary payload on-board
the UK Disaster Monitoring Constellation (DMC) [61]. It has demonstrated the poten-
tiality of GNSS-R for the remote sensing of ocean, ice, and land geophysical parameters
[60]. The UK Technology Demonstration Satellite (TDS-1) was launched in 2014 with an
improved secondary GNSS-R payload to demonstrate SoOp’s ocean remote sensing feasi-
bility [54]. NASA’s Cyclone Global Navigation Satellite System (CYGNSS) mission was
launched in December, 2016, to improve weather predictions by estimating ocean winds
between 38◦ south and 38◦ north latitudes [143, 141, 136]. CYGNSS has eight small
satellites each with four channels in orbit, and it has a mean revisit time of seven hours.
The constellation records a considerable amount of land observation data as well, which
are publicly available. Nevertheless, SoOp land remote sensing has yet to demonstrate
the same technology-readiness as ocean remote sensing. The major reason behind this is
the lack of accessibility to bistatic land models that sufficiently account for the effects of
many land geophysical parameters (such as surface and root-zone soil moisture, vegetation
biomass, surface roughness, topography, and snow water equivalent) on SoOp observables.
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Few studies have introduced their forward models to deal with bistatic geometries over
bare-soil or vegetated terrains. These models can be grouped into two categories regarding
their method: models that are based on either radiative transfer theory (originating from the
law of energy conservation) or analytical wave theory (in conjunction with distorted Born
approximation). The known radiative transfer models are Bi-MIMICS (Bistatic- Michigan
Microwave Canopy Scattering) [106], an extension of Tor Vergata model [52], SAVERS
(The Soil and Vegetation Reflection Simulator) that is another model employing Tor Ver-
gata [130], and an extension of Bi-MIMICS [174, 175]. On the other hand, COBISMO
(Coherent BistaticScattering Model) [155] is based on analtyical wave theory. Some of
these studies utilize a previously developed monostatic model and extend it to the bistatic
geometry [106, 174, 175], and another one exploits a monostatic coherent model [155],
whereas the others are intrinsically bistatic. Each one of these studies considers diverse
ground conditions and covers some of the microwave spectrum bands and polarizations.
For instance, Liang et al. applied their model to tree canopies at L, C, and X-bands with
linear polarization [106]. Ferrazzoli et al. performed forrest biomass analysis at L-band
(GNSS-R) with circular polarization [52]. Pierdicca et al. studied bare-soil and vegetated
terrains at L-band with circular polarization [130]. Two studies were applied to L-band
(GNSS-R) with combinations of linear and circular polarizations [174, 175]. Thirion-
Lefevre et al. performed P-band analysis with linear polarization [155]. In addition to
these models, there is an open-source GPS multipath simulator [120] that is based on a
coherent forward multipath model for near-surface reflectometry and positioning applica-
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tions [119]. It is a comprehensive GPS analysis toolbox that can produce signal-to-noise
(SNR) ratio, carrier phase, and code pseudorange observables.
Table 3.1: SCoBi model in a nut-shell.
Polarimetric effects
Fully polarimetric





















We have recently developed a generalized, fully polarimetric, bistatic, forward model
for the purpose of creating a comprehensive SoOp analysis environment. The model is
originally entitled the SoOp Coherent Bistatic Scattering Model for Vegetated Terrains(SCoBi-
Veg) [92, 93]. However, it is now applicable for vegetated and bare-soil terrains where the
ground structure can be single-layered or multi-layered in either case. Hence, the model
will be referred as SCoBi starting from this study. As its name suggests, it is a coherent
model based on the analytical wave theory. The SCoBi model, as shown in Table 3.1, con-
siders the antenna characteristics, polarimetric effects, and configuration influences espe-
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cially because such models are commonly used for ground-based and low-altitude airborne
simulations where these factors significantly impact the bistatic deliverables. For instance,
it takes into account any combination of polarizations (linear and circular) in conjunction
with the antenna effects such as polarization mismatch and crosstalk. It also incorporates
the antenna altitude, orientation, and voltage pattern as well as interferometric effects such
as complex voltage and beamforming. The SCoBi model applies analytical wave theory
in conjunction with the distorted Born approximation to account for the vegetation layer.
Hence, it allows the user to analyze the phase as well as the amplitude information through
a single scattering assumption. The model is capable of simulating the complex field and
received power (Modified Stokes vectors converted from the complex field quantities) con-
structed by three contributions: direct (the line of sight distance between the transmitter
and the receiver), coherent (the shortest multipath distance in the specular direction), and
diffuse (scattered waves from the entire scene due to the vegetation scatterers). The dif-
fuse term is acquired through a Monte Carlo scheme that generates a sufficient number of
realizations for canonical scatterers within the vegetation canopy. One can refer to [93]
for an exhaustively theoretical explanation of the SCoBi model. SCoBi has been recently
validated by P-band SoOp reflectometry measurements over land through simulations of
measured field data collected at Purdue University’s Agronomy Center for Research and
Education (ACRE) during the 2017 growth season [58]. Bare-soil measurements during
this season showed consistent results between measured and simulated refletivity values.
In near future, the SCoBi model will be employed to cross-validate the measurements ob-
tained by in-house built drone- and tower-based multi-frequency receievers as well as small
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satellite missions such as CYGNSS [143] and Signals of Opportunity P-band Investigation
(SNoOPI) [1].
Figure 3.1: SCoBi Distribution Package. Icons represent individual files, and
folder-enclosed icons represent folder names with several files.
This paper describes the free and open-source SCoBi simulator framework that we
have further developed by employing the SCoBi model. The principal motivation for open-
sourcing such a simulator is to create a medium for the Earth science community (including
researchers, scientists, and even end-users with little-or-no electromagnetic background)
to (i) study new SoOp methods under changing configurations, (ii) analyze the existing
or newly-developed methods in detail, (iii) determine optimal cases for specific applica-
tions/missions, and (iv) generate, visualize, and analyze test data. From this point, SCoBi
has the potential to contribute to the reproducibility of scientific efforts, technology val-
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idations, and replicability of our simulation studies. SCoBi is also intended to optimize
the time and effort spent by Earth science researchers on bistatic forward modeling needs.
To acquire these objectives, the SCoBi simulator framework is released under the GNU
General Public License (GPL).
The rest of the paper is organized as follows: Section 3.2 introduces the SCoBi simula-
tor framework in detail, Section 3.3 demonstrates four case studies, Section 3.4 describes
the design and implementation details of the framework, Section 3.5 discusses future in-
clusions within SCoBi, and Section 3.6 summarizes the conclusions.
3.2 SCoBi Simulator Framework
The distribution package of the SCoBi release can be accessed through GitHub [49]
and is shown in Figure 3.1. The package consists of design, docs, and source folders as
well as the license file (COPYING.txt) and a brief introduction (README.md) documen-
tation. The design folder includes the architectural design of the SCoBi framework that is
created by using the Sparx Systems’ Enterprise Architect tool. The docs folder currently
contains only the manuals folder that involves the SCoBi user’s manual [48], developer’s
manual [46], and a quick start guide [47]. The source folder contains both the input and
lib folders. The input folder includes the system, configuration, Rx antenna pattern, and
vegetation folders. Each of these folders includes some number of default input files with
the distribution. The details of these input files are described in the Input Files subsection.
This section will describe the features, available analysis types, inputs, and outputs
of the SCoBi simulator framework. The simulator predicts fully polarimetric reflections
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over vegetated or bare terrains where the ground is assumed as flat with a smooth to mod-
erate surface roughness level. The ground structure can be modeled as single-layered or
multi-layered slabs of dielectric constants for surface or root-zone analysis, respectively.
Therefore, the framework currently provides bistatic analyses over vegetated and bare-soil
terrains with surface-only (single-layered) or multi-layered ground structures. A major
difference between the current simulator and the originally anounced SCoBi-Veg model
[93] is that the diffuse scattering is not included in the current simulator. The decision
to open-source the simulator without methods for calculating the diffuse scattering is an
outcome of the significant findings from recent simulation studies [93, 51], which demon-
strated the dominance of the coherent contributions over the incoherent scattering even for
ground-based configurations in the case of either forested or agricultural terrain over a flat
and smooth surface. For instance, terrains with a root mean square height (RMSH) rough-
ness below 2.5 cm for L-band could generate well coherent reflections with respect to the
Rayleigh roughness criterion. On the other hand, the SCoBi model is still capable of cal-
culating the diffuse term despite not being implemented in the current simulator. Diffuse
scattering feature will be added to the existing simulator in a future update for the purpose
of applying SCoBi for terrains with topographic relief and high roughness levels.
The simulator calculates bistatic scattering for the most common SoOp configuration,
which consists of a transmitter far-away from the Earth. The receiver model is a ground-
based or low altitude passive instrument that acts as a reflectometer for the transmitted
signals from long distances. A general bistatic geometry that SCoBi considers is depicted
in Figure 3.2. The figure shows a satellite transmitter, a ground-based receiver, a multilayer
82
soil profile, and a vegetation layer. The local East-North-Up (ENU) coordinate system is
depicted. In the figure, S represents the specular reflection point, and hr and ht represent
the receiver and transmitter altitudes, respectively. In fact, hr is not required for reflectivity
analysis, but it can be given as an input for received power calculations. Bt and Br repre-
sent the boresight (main beam) directions of the transmitter and receiver, respectively. The
transmitter incidence angle (θ0t) is defined as the angle between the transmitter’s boresight
direction and the nadir. Although this angle is used for bistatic geometry computations,
SCoBi prompts the user to input the transmitter’s elevation angle, which is complement
of the incidence angle to 90◦. The transmitter azimuth angle (φ0t) is defined as the angle
between the transmitter’s local x-axis and local north (N). The receiver zenith observation
(θ0r) and azimuth observation (φ0r) angles are defined similarly to incidence and azimuth
angles of the transmitter, respectively. The defined azimuthal angles of the transmitter and
receiver are converted into Cartesian coordinates to use in the computations after the input
acquisition. The range term rd denotes the line-of-sight distance between the transmitter
and the receiver, rst is the distance between the specular point and the transmitter, and rsr
stands for the distance between the specular point and the receiver.
The SCoBi simulator gets several inputs for the analysis type of interest and simulation
specifications through a set of user-friendly graphical user interface (GUI) windows. It is
applicable over a wide range of the microwave spectrum with any combination of linear
and circular polarizations between the transmitter and receiver. It has a few constraints on
the other hand. For instance, vegetation analysis is applicable from P to S-bands due to
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Figure 3.2: General bistatic geometry
the employment of the distorted Born approximation [93]. The application domain of the
SCoBi simulator can be explained considering the analysis types and input sets as follows:
A. SCoBi Analysis Types
The SCoBi simulator has been developed as a framework in order to make it eas-
ily expandable for new analysis types. Currently, it provides vegetation and/or bare-soil
analysis over single-layered or multi-layered ground structures. In addition, the ground
model assume a flat smooth surface without topographic relief. SCoBi can be extended by
adding other capabilities such as snow, topography, permafrost, and wetlands. Figure 3.3
shows the (Analysis Selection Window) of the SCoBi simulator, which is the initial win-
dow that welcomes the user when SCoBi is run by running the ”runSCoBi.m” file under
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the /source/lib folder of the distribution package. This window has eight press-buttons for
analysis types. The first four of these buttons are currently ready to use; however, the next
four show how this framework can be extended in the future. For instance, SCoBi model
can be further made capable to account for snow cover in conjunction with vegetation
cover. In addition, the smooth ground assumption of the current model will be revised to
consider the diffuse scattering over a highly rough ground so that topography analysis can
be made possible. The currently active analysis selection buttons (Forest, Agriculture, Soil,
and Root-zone) provide an easy way of selecting the SoOp analysis of interest and to pre-
pare the simulator with default (provided for each analysis type in the software release) or
recently-used inputs of that analysis type. In other words, the choice made in the Analysis
Selection Window does not make any change in the use of SCoBi other than filling entries
with the default or recently-used input values; the user should determine the appropriate
input set for the analysis type selected.
SCoBi opens the Simulation Inputs Window after one of the analysis types is selected,
as shown in Figure 3.4. This GUI window maintains the same layout for all the analysis
types; however, the visibility of the GUI elements is managed based on the corresponding
default or recently-used inputs.
B. SCoBi Inputs
SCoBi allows the user to determine a large number of input parameters to specify the
bistatic geometry, scene characteristics, transmitter and receiver antenna specifications and
orientations, and dynamic scene conditions. The simulator receives the simulation inputs
with the help of a GUI window, Simulation Inputs Window, as seen in Figure 3.4. In
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Figure 3.3: Analysis Selection Window of SCoBi
Figure 3.4: Simulation Inputs Window of SCoBi
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fact, we have created a SCoBi user’s manual [48] and a set of tutorial videos [9] to help
visualize what the parameters within the Simulation Inputs Window represent and view
how changing these parameters affect the input structure of the Configuration Inputs File,
Antenna Pattern File, and Vegetation Input File that are discussed later in this paper. In
addition, the separate input groups on the Simulation Inputs Window are briefly described
as follows:
i. Analysis Selection Buttons
These buttons are included here for the sake of allowing the user to switch to load the
default or recently-used inputs for the different analysis types at any time without returning
to the Analysis Selection Window.
ii. Simulation Settings
The Simulation Settings panel includes the main setting parameters of a simulation
that determine the output directory name, simulation mode, ground cover, and preferences.
The Campaign field expects any character input and is combined with the timestamp of
the simulation to generate the simulation output name. Simulation Mode is one of the most
significant features of the SCoBi simulator, which enables Snapshot and Time-series anal-
yses. The former is dedicated to simulate every combination of varying configuration and
scene dynamics such as transmitter elevation and azimuth angles, volumetric soil moisture
(VSM), and RMSH in order to easily generate large amounts of simulated datasets. The
latter allows the user to run temporal analyses where every simulation iteration considers
a corresponding set of the aforementioned dynamic parameters in conjunction with times-
tamps. The default input files use a Day-of-Year (DoY) numbering system. The simulation
87
mode selection affects the content of the Configuration Inputs File, which is described in
the Input Files subsection. Ground cover allows the user to perform an analysis over a veg-
etated or bare-soil terrain. If it is selected to have vegetation cover, then SCoBi requires a
Vegetation Inputs File from the user, which is described in the Input Files subsection. The
SCoBi user can also decide on a few preferences such as whether including a simulation in
a master logging option or performing it as temporary, and writing vegetation attenuation
to an Excel file.
iii. Action Buttons
The Simulation Inputs Window houses three action buttons that are Load Inputs, Save
Inputs, and run SCoBi. The first button is used for loading an existing system input (”.mat”
extension) into the Simulation Inputs Window. The second one can be used to save the
current input parameter values on the Simulation Inputs Window as a SCoBi system input
file with the ”.mat” extension. The run SCoBi button allows the user to run a simulation
with the inputs given in the Simulation Inputs Window.
iv. Transmitter Inputs
This panel consists of editable text fields and pop-up menus to determine the trans-
mitter characteristics and orientation of the SCoBi simulations. The SCoBi user is able
to input the transmitter operating frequency, range to Earth center, and Effective Isotropic
Radiated Power (EIRP) from this panel. The operating frequency should be chosen appro-
priately from the microwave spectrum for the analysis requirements. The range should be
determined regarding the SCoBi simulator’s assumption that the transmitter is a far-away
satellite from the Earth. The EIRP is included in the inputs in order to account for its offset
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effect on the received power. The transmitter can be chosen to be right-hand circular po-
larization (RHCP), left-hand circular polarization (LHCP), X-polarized, or Y-polarized. In
the SCoBi model, the y-axes of the antennas are considered parallel to the ground plane;
thus, Y-polarization stands for the H-polarization (horizontal). X-polarization accounts for
the V-polarization (vertical) since the x-axes of the antennas are complementary perpen-
dicular to their y-axes. The Orientation of the transmitter allows the user to include ei-
ther a geo-stationary or variable-orientation satellite. The orientation selection also makes
changes in the preparation of the Configuration Inputs File such that the elevation and az-
imuth angles of a variable-orientation transmitter should be given in that file. On the other
hand, the angles of a geo-stationary transmitter can be directly given in the Simulation In-
puts Window. The boresight and specular directions of the transmitter are assumed to be
the same in the SCoBi model because the transmitter is far-away from the Earth and these
directions differ by a small angular difference. However, the system can be extended to
input the real transmitter orbit dynamics in the future. Another potential future extension
to SCoBi could account for geo-synchronous transmitter orientation as well.
v. Receiver Inputs
The content and purpose of this panel is similar to that of the transmitter inputs. The
receiver Altitude and Gain are given as inputs for the power calculations. The polarization
of the receiver can be chosen in the same way with the transmitter. The receiver Orientation
can be specular-facing or fixed. The specular-facing orientation means that the main beam
axis of the receiving antenna always faces the specular reflection point; thus, the receiver’s
zenith observation and azimuth observation angles are equal to the transmitter’s incidence
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and azimuth angles, respectively. This orientation is aimed at directly analyzing any SoOp
configuration’s angular sensitivity for varying incidence angles by minimizing the antenna
pattern effects and polarization mismatch, which might significantly dominate the ground-
based observations. The fixed orientation makes the receiver boresight direction always
look at a fixed point, and fixed orientation angles (zenith and azimuth observation) can
be given directly in the Simulation Inputs Window. These receiver orientations enable
ground-based analysis; however, the SCoBi simulator can be extended for low-altitude
airborne instruments by adding a variable receiver orientation in the same fashion that the
transmitter inputs panel allows. In this case, the varying receiver orientation angles can be
given in the Configuration Inputs Files like the transmitter so that, for example, time-series
analysis from the observation of an airborne receiver with variable roll, pitch, and yaw can
be performed. The last receiver input parameter is the Antenna Pattern selection. SCoBi
currently provides two different antenna pattern specification methods: User-defined and
Generalized-Gaussian. The user-defined antenna pattern definition is a powerful feature
which allows the user to employ both simulated and measured antenna radiation patterns
by simply providing the normalized voltage pattern values to the system (such that theta
(θ) angles span 180◦, while phi (φ) angles span 360◦). The normalized voltage pattern of
the antenna (co-polarization and cross-polarization for dual ports) may be measured in an
anechoic chamber or generated in any antenna modeling tool and fed into SCoBi as the
Antenna Pattern File as described in Input Files subsection. The second option to define
the antenna pattern is the Generalized-Gaussian, which simply generates a 3D-symmetrical
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antenna pattern with side-lobes. This option can be given its inputs, which are half-power
beam-width, side-lobe levels, and cross-polarization levels, directly on the GUI window.
vi. Ground Inputs
This panel is used for deciding on the ground dielectric model and the layer structure.
The SCoBi simulator offers the use of Dobson [35], Mironov [115], or Wang [170] dielec-
tric models. The ground can be modeled as single-layered or multi-layered. The former
provides a ground surface analysis only, whereas the latter is especially useful for root-zone
analyses. The selection of the Ground Structure changes the content of the Configuration
Inputs File, which is described in the Input Files subsection. SCoBi has an unprecedented
strength because it allows to run both vegetation and bare-soil analysis over either single-
layered or multi-layered ground structures. The rest of the ground inputs (such as soil
texture or multi-layer discretization) are given through the Configuration Inputs File.
The Simulation Inputs Window shows four different dielectric profile generation meth-
ods when the ground structure is Multi-layered. The user can choose from one to all of
these methods to generate dielectric profiles and to simulate GNSS-R observables (such
as reflectivity) for these profiles. The Discrete-slab option can be selected to make SCoBi
calculate the midpoint between each pair of VSM measurements within the soil layer. The
user-defined soil moisture is then assumed to represent the soil moisture for the entire layer.
For instance, for a VSM profile that is defined at points 5, 10, 20, and 40 cm within the
soil moisture profile, the VSM at point 5cm will be representative of the calculated layer
extending from 0 to 7.5 cm. The VSM value at 10 cm will represent values from 7.5 to 15
cm. The VSM value at 20 cm will represent values from 15 to 30 cm. The VSM value at
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40 cm will represent the VSM from 30 cm to (40 cm + the bottom layer size). The bottom
layer size (zB) is defined on the Ground sheet of the Configuration Inputs File, which is
described in the Input Files part. The other available fit functions include 2nd order poly-
nomial, 3rd order polynomial, and logistic regression fit. When any of these are selected,
the value for delZ, which is defined on the Ground sheet of the Configuration Inputs File,
is used to generate a series of points from the top of the soil moisture profile (z = 0) to the
bottom.
vii. Input Files
The SCoBi simulator runs the simulations through the Simulation Inputs Window. The
input parameters within this window are saved as a system input file with ”.mat” extension
whenever a simulation is run or the user saves the input. The default system input files
(Forest, Agriculture, Soil, and Root-zone) are stored in the following directory (also shown
in Fig.1):
. \ source \ input \ system\
There are additional input files that are fed into the simulations, which are Microsoft
Excel files. The need for these files and their contents may differ depending on the given
inputs through the Simulation Inputs Window. A comprehensive visualization and expla-
nation of these Excel input files and their interactions with SCoBi can be found in the user
manual [48] and tutorial videos [9]. These Excel input files can be described as follows:
Configuration Inputs File: This file is required in every simulation and consists of two
Excel spreadsheets: Dynamic and Ground. The Dynamic spreadsheet defines the vari-
able parameters that may be given changing values within every simulation. The variable
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parameters include timestamps (DoYs), azimuth and elevation angles of the transmitter,
RMSH roughness, and VSM. The Ground spreadsheet includes the parameters that define
the ground texture and multi-layering. The simulation mode, transmitter orientation, and
ground structure selections determine the preparation of the content of this file. For exam-
ple, the multilayered soil moisture profile is defined using both the Dynamic and Ground
sheets of the Configuration Inputs File. On the Ground sheet, values for soil bulk density,
sand ratio, clay ratio at multiple locations within the soil profile should be given, whereas
the Single-layered ground case requires only one value for each of these parameters. Val-
ues for the air layer size (zA), bottom layer size (zB), and layer discretization (delZ) are
also defined, while these are not included in a Single-layered simulation. Similar to values
recorded by soil moisture data loggers, the Dynamic sheet lists the VSM at the different
layer depths for a Multi-layered ground structure. When a time-series analysis is per-
formed, each row is a different point in time as denoted by the DoY column. Thus, the
Dynamic sheet lists the different VSM measurements as a function of time. For further
advanced details, please refer to the user’s manual [48]. In addition, a number of default
Configuration Inputs Files comes with the SCoBi software distribution to help the user
understand the configurations needed to prepare this file for different analysis types in the
following directory of the SCoBi download package:
. \ source \ input \ configuration\
Antenna Pattern File: This file is required only if the receiver antenna pattern is selected
as User-defined. Otherwise, the Simulation Inputs Window disables the corresponding
parts that allow to input this file. It consists of four spreadsheets: gnXX, gnXY, gnYX, and
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gnYY, which holds the normalized voltage pattern values for co-polarization and cross-
polarizations for dual ports. The default Antenna Pattern File that comes with the SCoBi
software distribution can be found in the following directory of the downloaded package:
. \ source \ input \Rx antenna pattern\
Vegetation Inputs File: This file is required only if the Ground cover is selected as
Vegetation. Otherwise, the Simulation Inputs Window disables the corresponding parts that
allow the user to input this file. It consists of two spreadsheets: Layers and Kinds. The Lay-
ers spreadsheet should provide detailed information about the vegetation layer thicknesses
and the content of each individual layer. Vegetation cover can be divided into a number
of layers by defining separate layer thicknesses for the purpose of placing scatterers titled
Kinds (Leaf, Branch, Trunk, or Needle) into different layers. For each vegetation layer
row, the subsequent columns following the thickness column should define the content (in-
volved constituent Kinds) of the layer specified by the row. The detailed information of
these Kinds such as the dimensions, densities, orientation, and dielectric constants should
be given in the Kinds spreadsheet. New Vegetation Inputs File other than the default ones
can be prepared following the user’s manual [48]. Default files for Forest and Agricultural
analysis come with the SCoBi release under the following directory:
. \ source \ input \ vegetation\ C. SCoBi Outputs
The basic relationship between the inputs, SCoBi source-code (lib folder), and the
outputs can be considered as the use of a black-box tool from the user’s perspective, as
shown in Figure 3.5. In other words, the SCoBi user prepares the inputs, run the simu-
lator only interacting with the runSCoBi.m function, SCoBi uses the inputs (both system
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input and Excel inputs), and generates the corresponding simulation outputs under the
./setminussource/setminussims directory. It generates the complex field and real val-
ued power results for the directly received signals, and reflection coefficient and reflectivity
values for the specular reflection contribution. It is also possible to calculate the received
power due to the specular reflection contribution by using the SCoBi outputs. The sizes of
the resulting matrices depend on the simulation inputs (snapshot or time-series simulation,
and the number of varying values for dynamic system parameters).
The current SCoBi simulator version has a limited number of analysis functions such
as plotting the reflectivity as a function of transmitter elevation angle or volumetric soil
moisture. These initial plotting functions are provided to help user simply visualize the
reflectivity; however, the simulator outputs are ready to be analyzed for phase or amplitude
as well. Further details about the SCoBi outputs and analysis features can be found in the
user’s manual [48] and the tutorial videos [9].
Figure 3.5: The black-box relationship between the input, lib, and output folders from the
user’s perspective.
3.3 Case Studies
The default inputs of the system are aimed at allowing the user to easily learn the use
of SCoBi system and differences between analyses. They enable performing four differ-
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ent case studies with the initial distribution package as well. These are Forest, Agricul-
ture, Soil, and Root-zone. The case studies are given only with the reflectivity results in
this section; however, the bistatic phase, interferometry, reflection coefficient, or received
power can be analyzed further by advanced users. Moreover, the effects of varying cus-
tom antenna patterns and specifications (polarization, polarization mismatch and crosstalk,
orientation, and altitude) as well as different vegetation statistics on the reflectivity can be
studied.
A. Forest
The default input for the Forest analysis, as seen in Figure 3.4, allows to make a P-
band simulation over a forested terrain of deciduous Paulownia trees. It considers a geo-
stationary communication satellite that is operating at P-band (370 MHz). It simulates
a ground-based, X-polarized receiver that has an altitude of 20 meters. A single-layered
ground structure is modeled in this forest case. The vegetation layer is designed to re-
semble a Paulownia forest by including trunks, branches, and leaves with the statistics
of dimensions, densities, orientation, and dielectric characteristics coming from an in situ
measurement data [94]. This example is described comprehensively within the SCoBi user
manual [48]. The simulated reflectivity as a function of VSM values used in these simula-
tions can be seen in Figure 3.6.
B. Agriculture
The default input for the Agriculture analysis, on the other hand, considers an agricul-
tural field, where vegetation inputs enable modeling the corn constituents. The transmitter
is a GNSS satellite that operates at L1A-band (1575.42 MHz). The ground structure and
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Figure 3.6: Reflectivity as a function of VSM for the default Forest inputs. Transmitter
elevation angle is 50◦, the surface RMSH roughness is 1.5 cm.
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receiver is similar to that of the Forest defaults except that a right hand circular polarization
(RHCP) antenna is assumed in this case. The vegetation layer inputs are prepared consid-
ering the real-world statistics of the corn stalks, leaves, and cobs. This Agriculture input
configuration has been exploited in a corn simulation study, where GNSS-R responses to
dynamic scene conditions are quantified [51]. This example is explored in greater detail
within the SCoBi user manual [48]. The simulated reflectivity as a function of the trans-
mitter elevation angle is depicted in Figure 3.7.
C. Soil
The default input for the Soil analysis allows to simulate a P-band SoOp configuration
over bare-soil. The ground is considered to be single-layered; hence, this analysis covers
a surface reflection scenario. This setup employs the same transmitter with the default
Agriculture input and the same receiver with the Forest input. The main purpose of the
default Soil inputs is to enable performing an L-band Times-series analysis over a bare-
soil terrain. Further details about this example is included within the SCoBi user manual
[48].
D. Root-zone
The default input for the Root-zone analysis is quite different than that for the previous
analyses because it represents a multi-layered soil profile. A multi-layered bare-soil terrain
is considered in this default input for the sake of simplicity. However, any Root-zone
analysis may include vegetation cover as well. The default input uses the same transmitter
satellite as the Forest analysis has. It considers a similar receiver as well, but the receiver
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Figure 3.7: Reflectivity as a function of transmitter elevation for the default Agriculture
inputs. Transmitter azimuth angle is 15◦, VSM is 0.15 cm3/cm3, the surface RMSH
roughness is 1 cm.
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now has a set of fixed orientation angles. A detailed example is explored within the SCoBi
user manual [48].
3.4 SCoBi Architecture
The SCoBi simulator framework has been developed by an iterative and incremental
development process (including requirements analysis, design, implementation, testing,
and deployment). For instance, the requirements analysis was mostly done during the cre-
ation of the SCoBi model [93] in several years, and then the simulator framework has been
designed, implemented, and tested with increments. However, many iterations have been
performed on the requirements, design, and implementation after results of the tests and
findings of the studies [93, 51] accomplished by the preliminary SCoBi versions. Our tests
have demonstrated the verification of the SCoBi simulator framework. In other words,
tests show that the simulator meets the requirements of the SCoBi model. The valida-
tion of SCoBi is mature to some degree since the simulated results are compared to and
shown to have agreements with several experimental studies in [93, 51] . The multi-layered
ground simulations for bare-soil and vegetated terrains are currently being used for vali-
dation purposes [58] for the SNoOPI project [1]. CYGNSS-based reflectivity derivations
[143] over homogenous and known terrain conditions (such as agricultural fields) are cur-
rently being compared to SCoBi-generated reflectivity values during our ongoing research
[50]. Moreover, airborne and tower data collection campaigns are planned for further ex-
perimental validation in the near future. For this purpose, observatory data are currently
being collected over several terrains by using in-house built drone-based receivers. The
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maintenance of the SCoBi product will be handled by the authors for scheduled improve-
ments (such as improving exception-handling mechanisms or adding new SoOp analysis
types), user requests, and possible scientific collaborations.
The SCoBi source code has been implemented in the MATLAB R2017a environment;
however, it is compatible with the versions above MATLAB R2015a (The oldest version
which SCoBi was tested with) within MS Windows Operating System (Windows 10 64-
bit). SCoBi does not require additional toolboxes or plugins of the MATLAB environ-
ment. MATLAB has been chosen for the development because of its common use among
the researchers, efficient handling of the matrices, simple scripting features, and plotting
capabilities. Both the structural and behavioral design models of the SCoBi software can
be found in the Sparx Systems’ Enterprise Architect design file that is shown in Figure 3.1.
However, the SCoBi design details can be explained in this paper as follows:
A. Structural Design
The SCoBi architectural design is mainly achieved with the procedural programming
(PP) principles that MATLAB intrinsically supports. However, object oriented program-
ming (OOP) design and implementation principles are also utilized as needed for advanced
design, data encapsulation, manipulation, code organization and readability, and mainte-
nance purposes. Combining two design approaches is for the purpose of having the enu-
merated advantages of the OOP design while exploiting MATLAB’s procedural scripting
capabilities. For instance, the simulation engine (runSCoBi.m) is simply operated by a
MATLAB procedure (function) implementation, whereas the dynamic and static system
parameters are handled with the help of several classes with singleton pattern features. The
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software packages within the source code are determined with respect to the relational hi-
erarchy between each software entity (MATLAB functions or classes). Each package con-
sists of several functions and/or classes. The UML (Unified Modeling Language) package
diagram for the SCoBi source code (/setminussource/setminuslib/setminus) pack-
ages is shown in Figure 3.8. The runSCoBi.m function is directly under the lib package. It
uses several packages to perform specific tasks in order to compute the model’s output; for
instance, the gui package is used to obtain the user inputs for simulations, init and param
packages are used to initialize the simulation parameters by using the information (inputs)
from the gui package, and the main package is used to perform every simulation itera-
tion. The main package uses the param package to manipulate parameters-related tasks,
the bistatic package to handle the bistatic geometry, the ground package to account for
ground operations (dielectric calculation, and specular reflection), the multilayer and veg-
etation packages if involved in a simulation, and the products package to create and store
simulation outputs. There are information flows from the bistatic, ground, multilayer (if
included), and vegetation (if included) packages to the products package.
The SCoBi design file (created in the Enterprise Architect) also includes the UML class
model of the software (lib package). In fact, class models are dedicated to the class in-
stances in the OOP designs; however, this model is employed to depict the entire structural
relations (usage, information flow, or inheritance) between the source code entities (MAT-
LAB functions and classes). Although this is not a valid use of the class model, it can
help the developers understand the general structure of SCoBi. Because the overall SCoBi
class model is highly complicated, class models are also provided for the runSCoBi.m and
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Figure 3.8: SCoBi ”lib” package diagram
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mainSCoBi.m functions, which are the simulation engine and simulation iterator functions,
respectively. These two models only show the dedicated function and its first-degree rela-
tions with the other source code entities.
B. Behavioral Design
UML behavioral diagrams such as sequence and activity diagrams are specialized to
demonstrate the dynamic aspects of software programs. The UML activity diagrams are
used to show the temporal flow of the SCoBi simulator. The SCoBi design file contains
two activity diagrams for both the simulation engine and simulation iterator since these two
deals with the overall flow. The SCoBi simulator framework always starts with running the
runSCoBi.m function. The activities and the decisions that are performed within this func-
tion are shown in Figure 3.9. In summary, it gets the user inputs, initializes the parameters
and the simulation by using these inputs with the help of input validation controls, and
calls the simulation iterator (mainSCoBi.m) after writing the simulation reports.
The runSCoBi.m determines the required number of simulation iterations for a chosen
simulation by using the parameters manager class. This is because the simulation mode,
Snapshot or Time-series, in conjunction with the system and configuration inputs may
change the number of total simulation iterations. Details of this phenomenon are described
in both the user’s manual [48] and the tutorial videos [9]. The simulation engine then runs
the simulation iteration function (mainSCoBi.m) for the number of simulations.
The simulation iteration function, mainSCoBi.m, is always the same regardless of the
analysis type. However, the analysis type and input selections affect the package usage and
procedure calls within mainSCoBi.m. For instance, a vegetation analysis requires SCoBi
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Figure 3.9: runSCoBi.m (Simulation engine) activity diagram
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to use the software package, vegetation, and call several related procedures such as propa-
gation calculation.
The flow of the mainSCoBi.m function is shown in a UML activity diagram in Fig-
ure 3.10. Since this function is called in every iteration of the simulation engine, it handles
the updates and calculations related to the iterative steps. For instance, it starts with updat-
ing the dynamic parameters for the bistatic geometry and ground surface. These updates
are needed in each iteration since the simulation inputs may contain changing transmit-
ter orientation angles and land geophysical parameters such as VSM and RMSH. If the
Ground Structure is Multi-layered, the multi-layer dielectric profiles are computed. If the
Ground Cover is Vegetation, the vegetation propagation is calculated. Furthermore, the
vegetation attenuation values are written into an Excel file if chosen by the user. The po-
larization rotation matrices for the local antenna coordinate systems are also required to be
updated due to the changes in the bistatic geometry in each iteration. Finally, the current it-
eration gets ready to generate the SoOp deliverables (the direct and specular contributions)
for the parameters in the iteration, and stores the iteration calculations incrementally to the
simulation outputs.
3.5 Future Developments
The SCoBi simulator has been designed with the intention to foster a community of
developers who may advance the modeling and simulation capabilities for SoOp over land
applications. The framework is designed to simplify the implementation of new features
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Figure 3.10: mainSCoBi (Simulation iteration function) activity diagram
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for the simulator. A developer’s manual is included within the SCoBi distribution package
to encourage and assist developers to extend this SoOp simulator.
The potential future extensions to the SCoBi framework are two folds: improvements
by its initial developers, or improvement by the community for specific needs. We, as the
current SCoBi developers, aim to organize our future extensions in two directions: im-
proving the structure of the SCoBi framework and adding new capabilities. Implementing
advanced exception handling mechanisms can be considered as one of the major structural
improvements to strengthen the current architecture, although the current SCoBi provides
several handling techniques such as input manipulation (regulation) and use of manage-
ment classes. Batch running without any GUI window can be another objective to make
SCoBi more flexible to be used for fast analysis purposes.
The second class of improvements that we aim to obtain within a couple of future
versions is to enlarge SCoBi’s features. For instance, the visualization capabilities are as
significant as the generating the simulated observables. We plan to release the plotting op-
tions for Time-series analysis over Multi-layered grounds as well as providing user friendly
GUI windows for visualization purposes.
SCoBi can also be extended in response to Earth science community’s needs. Such
extensions can be made by us upon the requests, by collaborations, or by the future users’
and developers’ own initiatives. To illustrate, the diffuse scattering, which is already han-
dled by the SCoBi model [93], might be added to the simulator if any specific need arises,
although we believe diffuse contribution is far from dominating SoOp land observables. In
addition, the SCoBi forward model possesses many capabilities that are not yet utilized by
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the SCoBi simulator, although the current distribution contains many novel tools and fea-
tures. For instance, the model support the use of new antenna pattern methods; thus, a new
antenna pattern generation such as ”cosine to power n” can be added to the framework.
Similarly, geo-synchronous transmitters, a new ground dielectric model, or a new plotting
function can be incorporated into the framework. For those who try to extend SCoBi alone,
the SCoBi developer’s manual and UML designs can help much. A major extension could
be the implementation of one of the unimplemented analysis types. For example, snow
cover on the ground, topographic relief to the current scattering calculations, permafrost
analysis within the root-zone, or wetland analysis can be introduced to the model.
3.6 Conclusion
A new, fully polarimetric, coherent SoOp simulator has been introduced for the Earth
science community. It has unprecedented capabilities such as supporting any combina-
tion of polarizations, taking into account the significant antenna characteristics (polariza-
tion crosstalk and mismatch, different antenna pattern methods), handling vegetation and
multi-layered soil analysis at the same time, supporting multiple models for soil dielectric
calculations, and enabling interferometric analysis by providing the complex field quanti-
ties. It simulates the direct and specular reflection contributions on the bistatically received
signals. It is released with a set of built-in plotting functions. Furthermore, it has a user-
friendly GUI; it is free and open-source with the user’s manual [48] and developer’s manual
[46] together with a set of tutorial videos [9]. The SCoBi simulator framework is aimed
at creating an environment where both lifelong researchers and newcomers to SoOp re-
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flectometry can investigate new methods for SoOp Earth science applications. It can be
exploited by researchers, scientists, and even end-users with little-or-no electromagnetic
background. SCoBi has the potential (i) to allow its users to study new SoOp techniques,
(ii) to make analyzing the SoOp methods in detail possible, (iii) to help determine optimal
configurations for directed use, and (iv) to enable generating, visualizing, and analyzing
large amount of simulated test data.
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CHAPTER 4
RESPONSE OF GNSS-R ON DYNAMIC VEGETATED TERRAIN CONDITIONS
This chapter is inherited from the following publication:
O. Eroglu, M. Kurum, and J. Ball, ”Reponse of GNSS-R on dynamic vegetated terrain
conditions,” IEEE Journal of Selected Topics in Applied Earth Observation and Remote
Sensing, vol. 12, no. 5, 2019, pp. 1599-1611.
Significant author contributions to the above publication were as follows: Conceptual-
ization and Methodology by Eroglu and Kurum; Investigation and Validation by Eroglu,
Kurum, and Ball; Writing by Eroglu; Review and Editing by Eroglu, Kurum, and Ball;
Visualization by Eroglu; Supervision by Kurum; Project Administration by Eroglu and
Kurum; Funding acquisition by Eroglu and Kurum.
Global Navigation Satellite System Reflectometry (GNSS-R) has the potential to offer
a cost-effective solution for global land observations. In this study, we aim to understand
GNSS-R sensitivity to changing land geophysical parameters. For this objective, we per-
formed simulations of a ground-based receiver using a recently developed coherent bistatic
vegetation scattering model (SCoBi-Veg) to detect GNSS-R signatures under varying soil
moisture (SM), vegetation water content (VWC), and surface roughness during a full corn
growing season. We modeled different corn growth stages by using in situ measurement
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data. We analyzed the simulated reflectivity and received power values based on the afore-
mentioned variable input parameters. This study demonstrates that specular reflections
dominate the diffusely scattered contribution in case of moderate roughness regardless of
the corn field row structure or the polarization. Significant correlations between VWC and
cross-polarized reflectivity values are also shown. Furthermore, the study quantifies the
effects of SM and surface roughness on GNSS-R deliverables.
4.1 Introduction
Soil moisture (SM) is a key land geophysical parameter on the water, energy, and car-
bon fluxes through the ground-air boundary of the earth because it is a major component
governing the high energy-demanding evapotranspiration processes. Understanding the
SM with high spatial and temporal resolutions at global scales can help improve applica-
tions such as crop yield, weather, and natural hazards (e.g. flood, landslide, and drought)
forecast [41, 103, 30].
Global SM sensing is a difficult, complex problem due to challenges arising from sen-
sor technologies, observation geometry, atmospheric losses, and spatial SM variations. Mi-
crowave remote sensing, particularly at L-band, has been used for this purpose for decades
because of its sensitivity to SM and other geophysical parameters [168]. Conventional
microwave methods use passive or active mono-static instruments such as radiometers or
radars, respectively. For example, NASA’s Soil Moisture Active Passive (SMAP) [42],
ESA’s Soil Moisture Ocean Salinity (SMOS) [85], and Japan’s Phased Array L-band Syn-
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thetic Aperture Radar (PALSAR) [137] are current space missions with L-band mono-static
radars and/or radiometers that monitor geophysical parameters.
Key limitations of such traditional remote sensing methods are problems with their
spatiotemporal sampling, which are often characterized by either coarse resolution with
frequent revisit times, or high spatial but low temporal resolution. For instance, the spatial
resolutions are 25-50 km for radiometers and tens of meters to few km for mono-static
radars while the temporal revisit times vary from few days for radiometers to few weeks
for radars. This hampers the use of such techniques to effectively observe SM for agri-
culture and hydrometeorology applications that often require both high spatial and high
temporal resolutions [10]. The Signals of Opportunity (SoOp) technique, on the other
hand, has recently gained an increasing attention in Earth science research community as a
promising approach to improve spatio-temporal resolutions for microwave remote sensing
of SM. It is based on reception and assessment of the reflected signals from the Earth’s
surface in a multi-static scheme, which are already emitted by existing illuminators such
as navigation and communication satellites [178]. In particular, Global Navigation Satel-
lite System (GNSS) Reflectometry (GNSS-R) has been widely studied as an application
domain of SoOp. The large number of satellites in any GNSS constellation (such as GPS,
GLONASS, Galileo, and BeiDou) in the medium Earth orbit allows for frequent revisit
times [70]. Several small-form factor GNSS-R satellites can be launched in a GNSS-R
constellation as well, which also improves the revisit times. Moreover, the spatial resolu-
tion for land can fall under even one km in theory since the coherent (specular) reflection
through the first Fresnel zone is expected to be dominant [82]. Thus, GNSS-R has the
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potential to provide global coverage with high spatiotemporal resolution by using small
SWaP-C (Size Weight and Power - Cost) receivers in small satellites.
Several recent studies examined GNSS-R suitability for land remote sensing. Most
of them are field experiments with towers or airborne instruments. A reasonable number
of these studies measure the interference between the direct and the reflected signals by
means of a ground-based, horizontal-looking, geodetic GNSS receiver. Examples of ex-
perimental studies that employ this method to retrieve SM, vegetation height, and surface
topography over bare or vegetated terrains are reported in [82, 133, 134, 132, 4, 97, 25].
Some other ground-based polarimetric measurements were also performed [39, 40]. There
exist a number of airborne experiments that exploit specially designed GNSS receivers to
use polarimetric measurements for SM and biomass sensing [82, 114, 12, 65].
Several researchers focused on the use of the GNSS-R approach from space such as
the qualitative analysis of the UK TechDemoSat-1 (TDS-1) data over land [13, 23, 118].
The major contribution of this group is to evaluate the feasibility of TDS-1 observations
for land applications. Generally, such qualitative works compile comparisons and possible
correlations between TDS-1 land returns and other satellite missions that are dedicated to
particular retrieval tasks. For example, Camps et al. [13] demonstrate TDS-1’s sensitivity
to a wide range of SM over terrains with various vegetation covers. They perform a sen-
sitivity analysis by comparing TDS-1 data to the SM data of Soil Moisture Ocean Salinity
(SMOS) and normalized difference vegetation index (NDVI) data of Moderate Resolution
Imaging Spectro-radiometer (MODIS) missions.
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Very few studies utilize scattering models for detailed analysis of factors influencing
the received signal in bistatic configuration. Such studies are mainly based on either ra-
diative transfer theory [106, 52, 66, 130, 174], or analytical wave theory in conjunction
with distorted Born approximation [155, 92, 93]. The former group consists of models that
combine the coherent specular reflectivity with the incoherent scattering using the energy
conservation principle, while the latter group includes coherent models that provide coher-
ent sum of complex scattered fields. These bistatic models have been applied to diverse
terrains such as bare soil, crop fields, and tree canopies under various combinations of lin-
ear and circular polarizations and microwave configurations ranging from P to S-bands. In
fact, such a wide applicability is the major strength of the model and simulation studies;
they can enable Earth science community to explore bistatic configurations and methods.
The main issue for application of GNSS-R to spaceborne instruments stems form the
incapability of experimental and comparative studies to quantify the joint impact of distinct
parameters, and the insufficient modeling effort that can accurately describe the effect of
SM and other parameters. Besides, such a shortcoming often causes some puzzling con-
clusions through the interpretations of the results. For instance, Camps et al. [13] observed
diverse SNR and reflectivity trends for bare and sparsely vegetated terrains with very sim-
ilar surface characteristics. This may be due to the fact that high topographic relief may
have led to a dramatic increase in the incoherent scattering, whereas the coherent reflection
dominates in other land observations. Furthermore, it may have been caused by spatial SM
variations as well. Chew et al. [23] found that the direct proportion between the reflectivity
and the SM gets satisfied with a sufficiently large dielectric constant for some cases. All in
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all, such puzzling or qualitative findings indicate the further work needed to quantify the
conjunct impacts of different geophysical parameters.
The key contributions of this study is to model a realistic corn crop for accurately
representing the vegetation effects, to demonstrate GNSS-R signatures for eliminating the
previous puzzling findings, and to help develop generic analytical models for geophysical
land parameter retrieval. Therefore, this paper aims to (1) quantitatively compare spec-
ular and diffuse contributions by analyzing the co-polarized and cross-polarized received
power for varying vegetation and ground conditions, (2) analyze correlations between the
co-polarized and cross-polarized GNSS-R signals and the dynamic parameters (such as
SM, vegetation water content (VWC), and surface roughness). In order to achieve these
objectives, the study employs our recently developed coherent bistatic vegetation scatter-
ing model titled Signals of Opportunity Coherent Bistatic Scattering Model for Vegetated
Terrains (SCoBi-Veg) [93], and its simulator [45].
The next sections are organized as follows: Section II describes the SCoBi-Veg model
that is employed in the simulations. It then provides the details of the simulation setup and
the virtual corn modeling. Section III illustrates the results of the simulations and presents
a comprehensive discussion about significant findings. Section IV concludes the major
aspects and the potential future of the study.
4.2 SCoBi-Veg Model and Simulation Setup
The SCoBi-Veg model and the simulator predicts polarimetric bistatic reflections over
vegetated or bare terrains, where the ground is assumed to be flat with a smooth to moderate
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surface roughness level [93]. It is specialized to the most common SoOp configuration,
which consists of a transmitter far-away from the Earth surface and a receiver at a low
altitude. Figure 4.1 depicts such arrangement over a row-structured crop field. The Fresnel
zones that are discriminated by multiples of half-wavelength (unique phase differences)
and the receiver footprint are also shown. The East-North-Up (ENU) coordinate system is
used as a reference frame to relate the transmitter, receiver, and local coordinates to each
other. In the figure, the point S represents the specular reflection point, where the incident
and reflected waves make the same angle of θs with the surface normal. The azimuth
orientation is represented by the angle φs, which is defined between the ground range and
the local north direction. The quantities hr and ht represent the receiver and transmitter
altitudes, respectively. The range term rd denotes the line-of-sight distance between the
transmitter and the receiver, rst is the distance between the specular reflection point and
the transmitter, and rsr stands for the distance between the specular reflection point and the
receiver.
SCoBi-Veg applies analytical wave theory in conjunction with the distorted Born ap-
proximation to describe vegetation propagation and scattering. The surface roughness un-
der the vegetation is smooth and follows Kirchhoff’s approximation with a Gaussian height
distribution, so no incoherent scattering from ground is considered. As a typical forward
model, SCoBi-Veg demands several input parameters such as transmitter and receiver spec-
ifications and orientations, vegetation characteristics, ground soil texture, roughness, and
soil moisture. The transmitter and the receiver effects such as polarization crosstalk and
mismatch, and orientation are explicitly included through normalized radiation pattern ma-
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Figure 4.1: Bistatic configuration of the simulations. Transmitter is a GNSS satellite.
Receiver is a ground-based, dual-pol antenna always pointing toward the specular
reflection point. Vegetation cover is a row-structured corn field.
trices and the polarization basis rotation matrices. The model calculates received specular
(coherent), diffuse (incoherent), and direct contributions independently. In addition to the
phase information retained for interferometric analysis, the complex field quantities are






























From (1) through (3), each underlined term represents a four-by-one modified Stokes
vector to describe the wave intensity and polarization. The vectors D, Γs, and σ
0
e denote
direct signal, specular reflectivity, and effective normalized bistatic radar cross section
(NBRCS), respectively. The quantity | K |2 is a constant that involves free space wave-
length (λ0), the maximum gain of the receiver antenna (G0r) and the Equivalent Isotrop-
ically Radiated Power (EIRP ) of the transmitter. The quantity As is the contributing
surface area, where the diffuse scattering originates.
The specular reflectivity Γs involves the wave attenuation as the wave propagates down
from the top of the vegetation to the ground, reflection from the surface specularly, and
again attenuation from the ground to the top of the vegetation. The surface reflection is
assumed to be coherent where smooth-ground Fresnel reflection is used. The reflectivity
is essentially attenuated twice by the vegetation. The attenuation and phase change of the
coherent wave, propagating in the equivalent medium, is found by calculating the mean
field within the medium.
The ”effective” NBRCS is acquired through a Monte Carlo scheme that generates a
sufficient number of realizations for canonical scatterers within the vegetation canopy.
It includes the spreading loss, and the path-dependent phase terms for different diffuse
mechanisms in the various multipath directions for all the scattering particles. An aver-
age effective NBRCS is obtained by 20 realizations of the vegetation layer through Monte
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Carlo simulations for the simulations described next section. The term effective” in front
of NBRCS comes from the fact that the antenna characteristics as well as the statistical and
physical properties of the terrain are blended in NBRCS, since the antenna radiation pattern
projected on the surface is not uniformly distributed in phase, amplitude, or polarization
for ground-based systems.
Finally, the direct signal D represents the signal received through direct line of sight
and is included in this section for the sake of completeness even though the direct signal is
not used in the analysis here. Expansion of the terms in the equations from (1) to (4) and
further details can be found in [93].
4.2.1 Simulation Setup
This study aims to simulate GNSS-R response to a row structured crop field under dy-
namic scene conditions and to observe its sensitivity to several geophysical and system
parameters. To generate large synthetic data, snapshots of combinations of a set of these
dynamic parameters were simulated for a typical GNSS-R bistatic geometry as illustrated
in Figure 4.1. The transmitter is a GPS satellite operating with right hand circular polariza-
tion (RHCP) at 1575.42 MHz (L1 C/A-band) with a fixed EIRP of 27 decibels (dB). The re-
ceiver is a dual-polarized (RHCP and LHCPleft hand circular polarization) antenna system
situated at 20 m above ground (a typical tower height). The receiver antenna is modelled
as a circularly symmetrical generalized Gaussian pattern with a half-power beamwidth of
30◦, side-lobe level of 30 dB, and cross polarization levels of 15 dB, 25 dB, and 40 dB.
The coherent and incoherent processing receiver gain can also be added to the received
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power in (1)-(3), but it will not change the sensitivity other than introducing an offset to
the power values, provided that the thermal noise is not considered. The main beam axis of
the receiving antenna is chosen to always face at the specular reflection point, which can
be seen in Figure 4.1. This is for the purpose of directly analyzing the GNSS-R’s angular
sensitivity for varying incidence angles by minimizing the antenna pattern effects and po-
larization mismatch, which might significantly dominate the ground-based observations.
As a result, receiver’s zenith observation angle is set equal to the transmitter incidence an-
gle (90◦ - transmitter elevation angle). If the receiver was a nadir-looking antenna, it would
require a well-designed omnidirectional pattern to obtain similar results to the present con-
figuration. At the chosen altitude (due to its relatively close proximity to the ground), the
receiver antenna footprint limits the contributing area. In other words, diffuse scattering
signals coming from the one GNSS chip length (around 300 m) are spatially filtered by the
antenna footprint, which falls into approximately the first ten Fresnel zones for the given
configuration. Hence, the diffuse scattering power is calculated over the entire footprint
(by using ten Fresnel zones); however, effective NBRCS is only considered from the first
Fresnel zone to minimize the effect of the system parameters.
The dynamic geophysical and system parameters are the corn growth stages, the zenith
observation (θs) and azimuth observation (φs) angles, volumetric SM (VSM), and root
mean square height (RMSH) roughness of the surface. Modeling of the corn growth season
will be detailed in the next subsection. The zenith observation angle ranges from 10◦ to
70◦ by 10◦ increments. The azimuth angle between the antenna pointing and the plant
rows is evaluated for 0◦, 30◦, 45◦, 60◦, or 90◦. VSM is varied in the interval of [0.05, 0.40]
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cm3/cm3 by 0.05 cm3/cm3 increments. The crop ground is assumed to be flat and to have a
typical surface roughness for agriculture, which is modelled uniformly over the ground by
three different RMSH values of 0.5, 1.0, and 1.5 cm. For every combination of the dynamic
parameter values in conjunction with separate corn growth stages, SCoBi-Veg generates a
new database of simulated GNSS-R observations that consist of the direct, specular, and
diffuse contributions.
4.2.2 Corn Field Modeling
The corn growth stage is the primary dynamic input of the simulating system since
it comprises vegetation geometric structure and statistics as well as VWC throughout the
growing season. Physiologically, corn development consists of two major phases: vegeta-
tive and reproductive, as shown in Figure 4.2. The vegetative phase is the period of rapid
growth without cob generation, and it includes VE (Emergence), V1 (one leaf) to Vn (n
leaves), and VT (Tassel). The reproductive phase is the later period with almost constant
plant constituent dimensions, and it involves from R1 (Silking) to R6 (Maturity). Briefly,
the cobs develop from R1 to R4. R5 (Dent) is the stage where the kernels are mostly
dented at a moisture level around 55%. R6 is the stage with the lowest overall moisture
level, where the stalks might still have a moisture content level under their yellowish shell,
the leaves are totally dry, and the cobs have a moisture level around 35% [27].
In this study, in situ measurement data from the ComRAD (Combined Radar Radiome-
ter) 2012 field campaign in Maryland [123] is utilized to account for the temporal evolution
of the corn crop. It is a comprehensive study of detailed corn field observations, which in-
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Figure 4.2: Corn growth stages for Vegetative and Reproductive Phases [27]. The
vegetative stages are named by the number of leaves, whereas the reproductive stages are
named regarding the cob development.
clude the measurements of plant architecture (dimensions and orientations of stalk, leaves,
and cobs), density, VWC and dielectric constant of vegetation constituents. Canopy mea-
surements except the dielectric constant data were collected roughly once every week dur-
ing the entire growing season, some instances of which are shown in Figure 4.3a, b, c.
In addition, Figure 4.3d shows canonical shapes that represent vegetation constituents in
this study such as thin dielectric discs for leaves [104, 105] and dielectric cylinders for the
stalks and cobs [147, 79]. The dielectric constants of the corn stalks, leaves, and cobs were
measured at only five different dates during the season (13 July, 1 and 23 August, 8 and
20 September). To be more precise about the in situ vegetation data set, it includes the
height, bottom and top node diameters, and multiple node/internode dielectric constants of
the stalk; the length, width, and dielectric constant of the leaf; and the length, diameter,
and multi-point (outer, inner, bottom, center) dielectric constants of the cob. The soil is
characterized by a soil texture with a sand fraction of 0.60, clay fraction of 0.16, and bulk
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density of 1.25 g/cm3. It should be also noted here that the year of the experiment was very
dry, which affected the measurements. However, it is not a critical constraint on analyzing
the relative sensitivity of the GNSS-R to varying parameters.
Figure 4.3: In situ measurements and virtual constituent representations. (a) Corn
dimension and orientation (b) Stalk (c) Cob (d) Cylinder and elliptic disk to represent
stalk and cob, and leaf, respectively.
The corn growth stages are divided into five different groups to represent the variations
in size and moisture content throughout the season by separating the measurement data into
five intervals. This is done with respect to VWC amount, constituent dimensions, and cob
existence in each measurement period. The two vegetative stage groups are represented
by V1-V9 and V10-VT while the three reproductive stage groups are denoted by R1-R4,
R5, and R6. The V1-V9 stage represents the rapid emergence of the plant in its infancy
period whereas the V10-VT stage accounts for the next rapid growth until the reproductive
phase. The R1-R4 phase corresponds to the highest VWC level and largest constituent
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dimensions (including the cob) within the season while the R5 and R6 periods represent the
physiological stages with the same names and their corresponding conditions as described
before.
Figure 4.4 provides the VWC and dielectric sampling dates, and measured VWC values
for stalks, leaves, and cobs and the growth stage separations with different colors. As can
be seen from the figure, V1-V9 spans from the emergence to June 26, V10-VT is modelled
from the data between June 26 and July 17, R1-R4 covers the middle of the season, R5 is
in the interval that starts with August 15 and ends with September 19, and R6 stands in the
senescence period. Measured dielectric data set is available for all growth stages except
V1-V9, whose dielectric constant is assumed to be equal to that of the V10-VT due to its
close phenomenology. Figure 4.4 also shows that stalk and leaf VWC levels increase as
the corn grows until the mid-season (R1-R4), then decrease gradually to the maturity (R6).
The cobs emerge in the last week of July 20 and then follow similar growth trend. All
in all, R1-R4 has the highest overall VWC whereas V1-V9 and R6 represent the lowest
levels. V10-VT and R5 have similar VWC amounts; however, it should be kept in mind
that there are cobs in R5 stage that can be an important source of diffuse scattering.
The corn canopy, both individual plant architecture and the entire crop-field structure,
is realistically modelled as a detailed virtual 3-D row-crop field for the sake of accurately
simulating the scattering. Every corn plant is a realistic conjoint body with a stalk that is
vertical and fixed on the ground, and corresponding leaves and cobs that are attached to
that stalk. Cobs are inserted to the stalk between one and three fourths of the stalk height,
while leaves are inserted above one fifth of the height through the top of the stalk. To cre-
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Figure 4.4: VWC measurement dates and values, dielectric measurement dates, and
growth stage separation.
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ate every individual constituent, in situ measurements (dimensions, orientation angles, and
dielectric constant) within the growth stage of interest are utilized by fitting distinct proba-
bility distributions to those measurements to generate random variables that represent that
growth stage. In other words, the orientation and dimensions of the stalk, leaves, and cobs
in every individual corn plant are generated by a random process regarding the obtained
probability distributions from the field data. The dielectric constants to the constituents are
assigned by using the corresponding average dielectric measurement with a five percent
standard deviation to accommodate possible variations within each stage. Due to the use
of probability distribution functions, every corn plant becomes unique but represents the
characteristics of its growth stage. In addition, all of the constituents are involved in the at-
tenuation calculations, whereas leaves are neglected for the diffuse scattering calculations
because the leaf thickness is much smaller than the wavelength.
Figure 4.5 shows the average measured dimensions and their standard deviations for
the stalks, leaves, and cobs for each growth stage. The stalk height, leaf length and width,
and cob length exhibit an apparently similar trend to the overall VWC levels, where they
have lower values in the emergence and maturity stages and higher values through the mid-
season. Hence, V10-VT and R5 generally have medium-scaled values between the season
extrema. There exist a few unexpected dimensional behaviors as well. For instance, the
stalk diameter slightly decreases during R1-R4 compared to the previous stages. Moreover,
the cob diameter gradually increases throughout the entire season. Such behaviors seem
abnormal for the physiological development of corn and are interpreted as the experimental
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biases. However, in general, there is a consistent growth until R1-R4, then there is a
shrinkage through the senescence stage.
The vegetation layer consists of rows, as visualized in Figure 4.1. The spacing between
adjacent rows and corn seeds are 0.75 m and 0.20 m, respectively. Moreover, seed positions
are generated by means of a quasi-periodic approach, where they may fluctuate in a small
circle with a radius of 1.5 cm [164]. Figure 4.6 depicts the row structure and the quasi-
periodic seed distribution for a small portion of the field. This setting results in a realistic
row-crop with a plant density of around 6.7 stalks/m2. In order to acquire the entire corn
field, a sufficiently large square-shaped region that covers all ten Fresnel zones, which is
enough for the entire antenna footprint, is first calculated. Then, the seed positions in this
region are included in the simulation if they fall into any of the Fresnel zones. Depending
on transmitter antenna incidence angles (from 10◦ to 70◦), field size and plant numbers in
the field are varied. In addition, the various azimuth angles (0◦, 30◦, 45◦, 60◦, and 90◦)
between the antenna orientation and the plant row are tested to inspect the effect of relative
row orientations on GNSS-R response.
It is worth noting here that in situ VWC data are not directly used to model the corn
vegetation in this study; instead, those are only exploited for the analysis of the simulation
results, which is given in the next section. Hence, the dielectric characteristics of the vege-
tation layer is only represented by the in situ dielectric constants whose average real parts
are shown in Figure 4.7 for each stage. The figure indicates that even though leaf and cob
dielectric constants get very small through the senescence, stalk dielectric measurements
tend to stay at a remarkably high level throughout the season. In order to explain the ef-
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Figure 4.5: Average dimensions for varying growth stages. Error bars indicate the
standard deviations. (a) Stalks, (b) Leaves, (c) Cobs.
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Figure 4.6: Quasi-periodic seed distribution within the row structure. ∆x spacing
between rows, ∆y: spacing between adjacent seeds in a row, r: maximum radius of
fluctuation circle.
Figure 4.7: Average dielectric constant (real part) of the corn plant constituents.
Figure 4.8: Normalized moisture content of the corn plant constituents by their volume
per growth stages.
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fect of moisture content on the measured dielectric constant values, the VWC of stalks,
leaves, and cobs are normalized by the volumes of these constituents in each growth stage.
The volumetic moisture contents (VWC per volume) are plotted for each constituents and
stages in Figure 4.8. It is apparent from the figure that the leaves have high volumetric
water content in early and mid stages, and then face a dramatic dehydration through the
end of the season. The cobs show a rapid raise in moisture content until the R1-R4, then
they dry out through the maturity, as also known from [27]. The figure also indicates that
the stalks tend to save their effective moisture content even if they lose some amount since
the variations in the dimensions appear to follow a parallel trend with the absolute moisture
content. In other words, it can be seen by a comparison between Figure 4.5a and Figure 4.8
that expansions and shrinkages in the stalk dimensions make the normalized moisture con-
tent have smooth variations through the season. This phenomenon also seems consistent
with the observations in the in situ field experiments, where mature stalks still have rea-
sonable amount of moisture content despite their outer shells seem shrunk and entirely dry
at the time of senescence. Such an observation on the normalized moisture content of the
stalks is significant because it accounts for the dielectric constant of these scatterers over
time. In other words, relative change of the stalk dimensions and moisture content avoids a
drastic reduction in the volumetric moisture content through the growth season, which con-
sequently prevents dielectric permittivity from severe decline. On the other hand, leaf and
cob experience severe dehydration through the senescence, which leads to a lowering of
normalized moisture content, and it well explains the low cob and leaf dielectric constants
during R6.
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4.3 Results and Discussion
In GNSS-R land applications, it has been often assumed that the coherent term is the
dominant contributor to the received signal [82]. Kurum et al. [93] have recently provided
a comprehensive discussion on the relative significance of the altitude dependence on the
coherent and incoherent terms for low-altitude platforms. As can be seen in Eq. (1) and Eq.
(2), the specular reflectivity is multiplied by 1/ (rst + rsr)
2 whereas the effective NBRCS
is multiplied by 1/ (4πr2str
2
sr). The multiplication in the diffuse term prevents it from hav-
ing comparable levels against the specular contribution unless the surface is very rough
or topographic relief exists. Also, note that the illuminated area of the incoherent return
increases with height partially compensating the effect of the ranges, up to the point it is
determined by the system range resolution. The vegetation canopy in [93] is modelled as
a randomly distributed ensemble of canonical scatterers located above a flat ground. It can
be doubted this approach represents the accurate diffuse contribution over real vegetation
covers. The present study incorporates realistic canopy structures as described in the pre-
vious section to investigate effect of the crop row structure as well as the plant architecture
on calculating the diffuse contribution.
Figure 4.9 illustrates the specular and diffuse components of the GNSS-R received
power over entire footprint (by using ten Fresnel zones) for the growth stage R1-R4 as a
function of zenith observation angle (θs). The left most panel shows cross-polarized (RL-
RHCP transmit, LHCP receive) received power for 25 dB polarization crosstalk level only
(since the effect of crosstalk was minimal for RL-polarization) while the other panels show
co-polarized (RR) received power for various polarization crosstalk levels (15 dB, 25 dB,
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and 40 dB from left to right) as we will also investigate the effect of antenna impurities on
the RR-polarization results. Specular reflection from bare soil is also included as a refer-
ence. As a side-note, these received powers for both polarizations seem to have intuitive
levels when compared with the previous experimental observations. Because such studies
generally analyze reflectivity and/or NBRCS instead of the received power, the measure-
ment ranges for those parameters can be substituted into (4.1) and/or (4.2) in conjunction
with the other system parameter values used in these simulations. For instance, Egido et
al. [39] performed tower experiments (at 25 m) over a sunflower field and the long-term
measured cross-polarized reflectivity was in the range [-20,-5] dB. Such a range for the re-
flectivity would indicate a range of around [-175,-160] dB for the cross-polarized, coherent
received power in this study.
Figure 4.9: Received power coherent and incoherent contributions as a function of zenith
observation angle (Equal to the transmitter’s incidence angle so that incident wave
impinging from the specular direction is considered) for the growth stage R1-R4. EIRP =
27 dB. Receiver Gain = 0 dB (The received power will be modified with actual system
EIRP, receiver gain, and processing gains (coherent/incoherent integrations)) (RR:
RHCP-RHCP, RL: RHCP-LHCP.
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As seen from the left most panel, it is evident that RL-polarized coherent term is
much larger than RL-polarized diffuse contribution. Although the results are limited to
0.15 cm3/cm3 of VSM, and 1.0 cm of RMSH in the plots, other combinations of the dy-
namic simulation parameters (growth stages, VSM, RMSH, and θs) that are not depicted
here show similar results. It can be concluded that the cross-polarized coherent received
power always dominates the incoherent one by far in the case that the surface is flat and
smooth (RMSH is under 2.0 cm). This observation supports our implications for the ho-
mogeneous vegetation case in [93], and it indicates that the incoherent contribution from
vegetation over flat and smooth surfaces can be neglected for studies that take only the
cross-polarization into account.
The co-polarized received power, on the other hand, shows quite dissimilar behavior
compared to the cross-polarized contributions since ground reflection of a circularly po-
larized wave gets significantly modified in terms of both polarization and strength. For
coherent contribution, the co-polarized power is much lower than the cross-polarized one,
but both merge as the angle increases and approaches the Brewster angle. The co-polarized
incoherent term is mostly lower than all the contributions except lower incidence angles,
where it gets comparable to co-polarized coherent contribution. It is also apparent from
the figure that the incoherent term experiences smoother changes with angles than the co-
herent term, which has a drastic dependence on the angle. This could be explained by
the fact that volume scattering within vegetation combines two polarized components and
reduces their relative strength and angular dependence in diffuse scattering. In addition,
ideal (no polarization crosstalk and mismatch) antenna results for co-polarized specular
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term for bare soil and vegetated terrains are also included because, due to the simulated
actual antenna, results for bare-soil look as if there is a signature at lower angles (the dips
in the co-polarized coherent bare soil reflectivity around 40◦ and 30◦ for 15 dB and 25 dB
crosstalk, respectively). This behavior happens due most likely to the crosstalk between the
receiving antenna ports which makes a fraction of the signal go into the opposite polariza-
tion port. This could be understood by the interference between the leaked cross-polarized
and reduced co-polarized contributions as the signals are summed as complex fields. As
also evident, the dip and difference between ideal and simulated actual antenna results dis-
appear with 40 dB crosstalk isolation antenna (the right most result). This indicates that
the antenna purity could have a significant effect on co-polarized reflectivity at low inci-
dence angles and a caution must be exercised if co-polarized contributions are utilized in
any retrieval algorithms. Hence, the effects of antenna impurities on co-polarized signals
are worth being analyzed separately in a future work. There is one more interesting point
on the co-polarized received power that in the ideal antenna case, the coherent vegetation
term is larger than the coherent bare-soil term at lower angles. The mechanism behind this
phenomenon will be explained in detail in the Figure 4.12 discussion, which shows this
case more apparently with the help of reflectivity analyses.
Although this study indicates that the incoherent contribution is negligible, a remark-
able increase in surface roughness or topography, or change in the vegetation cover or
bistatic configuration (such as the receiver altitude compared to vegetation height, or the
operating frequency of the antennas) can make it comparable to the coherent contribution
for both polarizations. For instance, increasing surface roughness can decrease the coher-
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ent contribution and increase the incoherent contribution for both polarizations. Another
example can be that a different vegetation cover may lead to a reasonable increase in the
diffuse scattering while specular contribution stays somewhat constant. This implies that
the co-polarized incoherent contribution can deserve to be accounted for depending on the
scene characteristics.
Figure 4.10 and Figure 4.11 are aimed at providing a detailed look at the incoherent
contribution alone for varying crop row structures. Figure 4.10 illustrates the effect of rela-
tive orientation of corn crop rows (due to changing antenna azimuth observation angles φs)
on both the co-polarized and cross-polarized effective NBRCS (σ0e) over the same config-
uration as in Figure 4.9. The effective NBRCS values are plotted for five different azimuth
angles in the range 0◦, 30◦, 45◦, 60◦, 90◦. It is evident that the azimuth orientation of crop
rows makes a slight variation (around 0.2 dB) on the effective NBRCS in both polariza-
tions. Hence, this figure indicates that the orientation of the corn field row structure does
not have a critical impact on the incoherent component, when the vegetation architecture
(plant body structure) remains the same. This can be attributed to the fact that the diffuse
term is driven by the sum of scatterings from individual scatterers within the medium, and
large number of scatterers eliminate the azimuthal orientation effect. This behavior resem-
bles measurement of the same average physical property sensed by microwave radiometry
as it is not affected by the azimuthal orientation, too. This can be understood that conser-
vation of energy requires a link between emissivity and reflectivity, demonstrating on basic
principles that reflectometry and radiometry measurements are related with each other [5].
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Figure 4.10: Effect of the crop row orientation angles on the effective NBRCS (over the
first Fresnel zone) for quasi-periodic seed distribution in the growth stage R1-R4. Each
plot in both RR (red) and RL (blue) polarization corresponds to five azimuth angles
between antenna observation and the crop rows.
Figure 4.11: Effect of periodic crop row and random seed distribution on the effective
NBRCS (over the first Fresnel zone) for both RR and RL polarizations in the growth stage
R1-R4.
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Figure 4.11 demonstrates a further analysis on the row orientation. Although the main
vegetation modeling is based on quasi-periodic seed distribution in our simulations, we also
examine a pure periodic row structure with no plant fluctuations in contrast with a random
azimuthal distribution of plants, while keeping the average vegetation density constant. In
the latter case, the row structure of the corn field is completely discarded; however, indi-
vidual corn plants still keep their architectural features such as constituent dimensions and
orientations. In this case, only an azimuth observation angle of 0◦ is simulated since the
effect of the row orientation angle is found to be negligible in the analysis for Figure 4.10.
Figure 4.11 shows that neither periodic, nor random plant distribution can lead to a reason-
able difference in the effective NBRCS. Conjunct outcomes of Figure 4.10 and Figure 4.11
imply that diffuse scattering characteristics of the vegetation layer is almost independent
from the row structure (orientation and periodicity) while the vegetation architecture re-
mains the same. These conclusions, combined with the observations in Figure 4.9, demon-
strate dominance of the cross-polarized coherent term; hence, only the coherent term will
be analyzed in the rest of the paper.
Figure 4.12 represents the reflectivity for both bare soil and vegetated fields, VWC,
and Leaf Area Index (LAI) as a function of growth stages. The first panel of the figure
shows the cross-polarized reflectivity, LAI, and VWC (the right vertical axis). The cross-
polarized results are given only at 40◦ since the effect of angular variation and antenna
cross talk were found to be insignificant. On the other hand, the other panels show the
co-polarized reflectivity for ideal and simulated actual antenna at various look angles. The
purpose of these plots is to describe the relationship between vegetation characteristics
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and specular reflectivity. In order to determine the effect of the dielectric constant (which
varies much for the leaves and cobs, but not much for the stalks, as shown in Figure 4.8)
on the reflectivity, an additional vegetated reflectivity for cross polarization is provided. To
perform this, the dielectric constants of the constituents are set to a fixed value (40 + i10),
which represents an average value for the entire season. There is no significant difference
between the variable and constant permittivity for either cross-polarized or co-polarized
reflectivity (the constant dielectric results for co-polarization are not included to keep the
plots readable). This can be attributed to the stalk’s moisture contents since the stalks
are the main contributor to the overall reflectivity, their dielectric constant stays relatively
constant, and they retain moisture even in the senescence stage as elaborated in section
II-B.
Figure 4.12: Reflectivity, VWC, and LAI as a function of growth stages (VSM
= 0.1cm3/cm3, RMSH = 1.5cm). X-pol reflectivity is given only for simulated actual
antenna at θs = 40◦ since there is no significant difference due to angle variations and
antenna impurities for X-pol. Co-pol reflectivity is given for ideal and simulated actual
antenna for θs = 30◦ : 10◦ : 70◦ since angle variations and antenna impurities matter for
Co-pol. Bare soil reflectivity for both X-pol and Co-pol are given for reference. X-pol
reflectivity values for a constant dielectric permittivity (40 + i10) for the entire season are
also shown.
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As seen in the left most panel of Figure 4.12, the cross-polarized reflectivity seems to
be significantly related to the VWC/LAI throughout the growing season. The reflectivity
increases as the VWC/LAI decreases, and vice versa. For instance, R1-R4, which is the
growth period with the highest VWC/LAI level, has the minimum cross-polarized reflec-
tivity of the season. Similarly, V1-V9 and R6, and V10-VT and R5 exhibits very similar
reflectivity trends because they have almost the same VWC/LAI level. This phenomenon
can be understood since dielectric permittivity depends on the average water content per
volume, but the attenuation is driven by the overall VWC. It is worth repeatedly underlin-
ing here that the VWC measurements are not directly involved in the modeling of different
growth stages in this study. Instead, the dielectric constant is used to account for separating
the dielectric permittivity of the stages. However, the figure shows such a strong correla-
tion between the cross-polarized reflectivity and the in situ VWC/LAI measurements for
each growth stage. These observations imply that at least the cross-polarized reflectivity is
mainly determined by overall VWC/LAI level for a configuration of fixed VSM, RMSH,
and zenith observation angle. The dynamic range due to growth stages seems to be around
6 dB in this figure. On the other hand, it should be noted that real-world measurements
might not be as sensitive as in these simulated results because of several degrading fac-
tors (such as measurement errors and noise) despite exhibiting the same trends. For in-
stance, the tower experiments measured at 25 m [39] showed a VWC sensitivity of 0.3
dB/(Kg/m2) for a sunflower field.
One can further relate VWC levels per growth stages to Figure 4.5, Figure 4.7, and
Figure 4.8 that represent the average constituent dimensions, normalized moisture content
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by volume, and average dielectric constants for growth stages, respectively. For instance,
VWC levels for V1-V9 and R6 are almost the same because of the fact that plants in the
R6 carry as much VWC as V1-V9 thanks to their stalk heights and reasonable amount of
average moisture content. In addition, stalks rather than leaves or cobs likely dominate the
reflectivity as they have the highest VWC level regarding the three figures again. A further
interpretation of the findings of Figure 4.7 and Figure 4.12 together can be that the di-
electric constant can be kept constant for investigation involving global land observations,
where detailed dielectric information is often lacking.
The cross-polarized reflectivity levels for both bare-soil (about -10 dB) and vegetation
cover (roughly from -18 dB to -12 dB) appear to be realistic when compared with the
field data measured by Egido et al. [40] from an airborne platform over similar scene
conditions. Although it is not directly comparable to the in-season changes in this study,
the dynamic range due to varying crop types (such as ploughed, sunflower, and barley) in
[40] is at similar levels. On the other hand, Katzberg et al. [82] observed no reflectivity
change between the early and the late stages of the corn development. Possible causes of
such an experimental observation can be that (1) early and late stages may resemble one
of our growth stage pairs that lead to similar reflectivity levels as mentioned above (such
as V1-V9 and R6, or V10-VT and R5), (2) noise might have suppressed the reflectivity
changes.
The co-polarized reflectivity does not seem to be inversely correlated with VWC and
LAI at the low incidence angles as seen in the other five panels in Figure 4.12, where co-
polarized reflectivity is plotted for incidence angles at 30◦ to 70◦ from left to right. In these
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plots, red curves represent the results with the simulated actual antenna (25 dB cross-talk)
while the blue curves denote ideal antenna results. At low angles, the discrepancy between
ideal and simulated actual antenna is also significant, but as the angle increases, the co-
polarization response starts to resemble cross-polarization response and to get correlated
with vegetation characteristics. In addition, the effect of antenna cross-talk on the results
gets disappeared with higher incidence angles as both co- and cross-polarization reflectiv-
ities get within a comparable range of values. Egido et al. [40] showed a quite similar
evidence such that the co-polarized reflectivity over a sunflower campaign approaches to
the cross-polarized reflectivity as the incidence angle increases. Their co-polarized reflec-
tivity measurements over several bare-soil and crop field campaigns also show that the
co-polarized reflectivity values in Figure 4.12 are at similar levels. Another interesting
note is that vegetation reflectivity is higher than bare soil reflectivity at lower angles and as
the angle increases it gradually goes below the soil reflectivity. For instance, as can be seen
at 40◦, both cross- and co-polarization vegetation reflectivities (the first and third panels,
respectively) are sandwiched between bare soil reflectivities. This may seem counter intu-
itive at the first look. However, this behavior can be explained with the fact that at lower
angles, the ground reflection is more in favor of reversing RHCP to LHCP, but LHCP and
RHCP merge as the angle increases and vegetation tends to disturb polarization difference
of incoming and reflected signals, particularly at lower angles. In other words, vegetation
tends to smooth out the polarization difference as this is more apparent at lower incidence
angles when the ground reflectivities are very distinct at both polarizations. This means
that the vegetation layer does not only make an attenuation effect on the signal power, but
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it also changes the phase of the signals. For cross-polarized term, there is no surprise that
both the attenuation and phase change due to vegetation layer will make the vegetated term
lower than the bare-soil. However, for co-polarized case, at lower angles, the bare-soil term
has the lowest reflectivity levels because the ground reflection reverses the RHCP to LHCP.
As some vegetation layer is added onto the ground, it will disturb both the RHCP polar-
ization of incoming signals and LHCP polarization of reflected signals and will eventually
lead to higher reflectivity values than the bare-soil.
Figure 4.13 and Figure 4.14 are dedicated to disclosing the impact of VSM and RMSH
on the reflectivity. Figure 4.13 demonstrates the cross- and co-polarized reflectivity as a
function of VSM in conjunction with the growth stages, when the incidence angle is 30◦
and RMSH is 1.0 cm. While the left most panel shows RL-polarized reflectivity, the other
three panels show the RR-polarized reflectivity for different antenna cross-talk polarization
isolation levels (15 dB, 25 dB, and 40 dB from left to right). As seen from Figure 4.13, RL-
polarized reflectivity increases with increasing VSM levels and seems to reach a saturation
when the VSM level is sufficiently large. Therefore, VSM increase of 0.5 cm3/cm3 can
only raise the reflectivity by about 0.1 dB for higher VSM levels, whereas the same change
can lead to a jump of around 2 dB for lower levels (Total variation of reflectivity from
dry to wet SM is about 6 dB, which is significant). A major implication of this can be a
reduced GNSS-R sensitivity to high VSM levels (such as above 0.40 cm3/cm3) for cross-
polarization. On the other hand, one interferometric experiment [97] found distinguishing
between lower VSM values (such as 0.05 and 0.10 cm3/cm3) to be hard. They also make
an important point that the decrease in penetration depth reduces much after heavy rainfall.
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In such a scenario, the observed values might be lower than the actual VSM levels. This
indicates that an inversion model that is capable of finding and handling rapid changes in
VSM levels should be developed to overcome such a problem.
Figure 4.13: Reflectivity as a function of VSM and growth stages. Bare soil reflectivity
for both the ideal and simulated actual antenna cases given for reference.
RL-polarized reflectivity characteristics of the distinct growth stages are apparent as in
Figure 4.12. For instance, R5 and V10-VT has almost the same reflectivity for all VSM
levels. In general, growth stages do not make an impact on SM sensitivity but instead
introduces an offset. Equal sensitivity to VSM variations for different levels of vegeta-
tion development (growth stages) is due the fact that the specular vegetation reflectivity
involves wave trasmissivity which multiplies the ground reflectivity (i.e., adds trasmissiv-
ity in the logarithmic scale) as well as the fact that no measurement noise is considered in
this study. Therefore, vegetation attenuation only introduces an offset. Under real condi-
tions where noise exists, the estimation of ground reflectivity under dense vegetation will
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get harder and ground sensitivity will be likely compromised with the other errors such as
vegetation attenuation estimation. The effect of VSM on the co-polarized reflectivity gen-
erally looks similar to the cross-polarized case for high vegetation, but the effect of antenna
impurities such as cross-talk polarization leakage is significant on the light vegetation and
bare soil conditions, where there are some abrupt behavior between 0.1 to 0.2 VSM for 15
dB and 25 dB isolation. Similar to the co-polarized results presented in Figure 4.9, abrupt
behavior can be attributed that the interference between the leaked cross-pol and reduced
co-polarized contributions as the signals are summed as complex fields. This behavior dis-
appears at 40 dB cross-polarization isolation and the results converge to the ideal antenna
results. Egido et al. [40] measured the ratio of cross-polarized reflectivity to co-polarized
reflectivity as a function of VSM over bare-soil fields. Their observation can be related to
our cross-polarized (the left-most panel) and co-polarized with 40 dB-XPL (the right-most
panel) simulations since they selected the receiving antennas’ XPL to exceed 25 dB at
boresight to prevent polarization leakage. They observed a linear increase in the polariza-
tion ratio, which is also the case for our bare-soil simulations. Tower experiments over a
sunflower field [39] showed a similar fashion between the cross-polarized and co-polarized
reflectivity measurements. Potential future work will attempt to increase the understand-
ing of the abrupt co-polarized behaviors that are attributed to the antenna impurities in this
paper.
Figure 4.14 additionally introduces the effect of RMSH on the reflectivity for a zenith
observation angle of 40◦ and the R5 stage. For both co-polarization and cross-polarization,
RMSH has a minimal effect on the reflectivty. For instance, change in RMSH from 0.5cm
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to 1.5 cm produces 1-2 dB variations in the reflectivity as seen from the figure. Moreover,
there is no sign of a saturation for the impact of RMSH. However, it should be kept in mind
that the SCoBi model processes all these RMSH values as smooth roughness values for a
flat surface [93]. Therefore, sufficiently high roughness levels and high topographic relief
could dramatically change the results.
Figure 4.14: Reflectivity as a function of VSM and RMSH variations for the growth stage
R5.
4.4 Conclusion
In this paper, we presented the quantitative findings for the reflectometric effects of
land geophysical parameters such as soil moisture, surface roughness, and vegetation water
content by using our recently developed scattering model, SCoBi-Veg. We detected a set
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of significant GNSS-R signatures over the growing season of a row crop corn field that is
simulated by using in situ measurement data as follows:
• We demonstrated the dominance of the coherent contribution in both co-polarized
and cross-polarized received powers for a flat and smooth surface case.
• We examined the impacts of possible row orientation variations and plant distribu-
tions on the effective NBRCS in order to check if the diffuse contribution would
dominate the specular contribution in any case. Results show that the changes in
the row structure without any modification in the plant architectures have minimal
consequences on the effective NBRCS. These initial findings indicate that the coher-
ent contribution can be considered alone for land applications if, the ground can be
assumed as flat and smooth, and if the vegetation layer height is much lower than the
receiver altitude.
• We analyzed the reflectivity and VWC as a function of growth stages, and we found
strong correlation between these two for cross-polarization. Furthermore, using a
constant dielectric permittivity for each plant constituent through the entire season
does not lead to a significant change on the reflectivity. This shows that the chang-
ing VWC levels highly dominate the cross-polarized reflectivity; however, changing
dielectric constants have a limited effect. This is because the dielectric permittivity
is determined by the average volumetric water content, whereas the attenuation is
driven by the overall VWC. This can help the researchers assume a reasonably fixed
dielectric constant value to model vegetation covers.
• We presented the quantitative effects of VSM and RMSH variations on the reflectiv-
ity. The total variation of reflectivity from dry to wet SM is about 6 dB and VSM
sensitivity staturates at higher VSM values while RMSH has a minimal impact on
reflectivity for moderately rough surfaces.
• Finally, it is demonstrated that the antenna cross-talk leakage could have a significant
effect on co-polarized reflectivity at low incidence angles and a caution must be
exercised if co-polarized contributions are utilized in any retrieval algorithms.
The simulated studies via forward models like those presented in this paper can help
develop inversion models for estimating the land geophysical parameters, if they can be
expanded for various configurations. As a result, modeling and quantification studies as




HIGH SPATIO-TEMPORAL RESOLUTION CYGNSS SOIL MOISTURE ESTIMATES
USING ARTIFICIAL NEURAL NETWORKS
This chapter is inherited from the following publication:
O. Eroglu, M. Kurum, D. Boyd, and Ali C. Gurbuz, ”High spatio-temporal resolution
CYGNSS soil moisture estimates using artificial neural networks,” Remote Sensing, vol.
11, no. 19, 2019, pp. 1-32.
Significant author contributions to the above publication were as follows: Conceptual-
ization and Methodology by Eroglu, Kurum, and Gurbuz; Investigation and Validation by
Eroglu, Kurum, and Gurbuz; Writing by Eroglu; Review and Editing by Eroglu, Kurum,
Boyd, and Gurbuz; Visualization by Eroglu; Supervision by Kurum; Project Administra-
tion by Eroglu and Kurum; Funding acquisition by Eroglu and Kurum.
This paper presents a learning-based, physics-aware soil moisture (SM) retrieval algo-
rithm for NASA’s Cyclone Global Navigation Satellite System (CYGNSS) mission. The
goal of the proposed novel method is to advance CYGNSS-based SM estimations, ex-
ploiting the spatio-temporal resolution of the GNSS reflectometry (GNSS-R) signals to its
highest potential within a machine learning framework. The methodology employs a fully
connected Artificial Neural Network (ANN) regression model to perform SM predictions
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through learning the non-linear relations of SM and other land geophysical parameters
to the CYGNSS observables. In-situ SM measurements from several International SM
Network (ISMN) sites are used as reference labels; CYGNSS incidence angles, derived
reflectivity and trailing edge slope (TES) values, as well as ancillary data are exploited
as input features for training and validation of the ANN model. In particular, the utilized
ancillary data consist of normalized difference vegetation index (NDVI), vegetation water
content (VWC), terrain elevation, terrain slope, and h-parameter (surface roughness). Land
cover classification and inland water body masks are also used for the intermediate deriva-
tions and quality control purposes. The proposed algorithm assumes uniform SM over a
0.0833◦×0.0833◦ (approximately 9 km × 9 km around the equator) lat/lon grid for any
CYGNSS observation that falls within this window. The proposed technique is capable
of generating sub-daily and high-resolution SM predictions as it does not rely on time-
series or spatial averaging of the CYGNSS observations. Once trained on the data from
ISMN sites, the model is independent of other SM sources for retrieval. The estimation
results obtained over unseen test data are promising: SM predictions with an unbiased root
mean squared error of 0.0544 cm3/cm3 and Pearson correlation coefficient of 0.9009 are
reported for years 2017 and 2018.
5.1 Introduction
Soil moisture (SM) has an active role in the Earth’s water cycle between the ground and
the air. This role makes SM a key land geophysical parameter for understanding hydrologic
processes, vegetation states, and climatic conditions in order to improve applications such
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as hydrologic modeling, agriculture, crop yield estimation and vegetation change detection,
as well as weather and climate forecasts [44, 41, 103]. Global SM retrieval at high spatio-
temporal resolutions, therefore, has been an important research topic for the past several
decades.
The current state of the science for global SM estimation relies on microwave remote
sensing with the use of traditional instruments such as monostatic radars and radiometers.
This is because the microwave frequencies are sensitive to the changes in the soil dielectric
properties with respect to the presence of moisture content [35]. In particular, L-band
radiometry is commonly used because it has an increased sensitivity to the near-surface SM
(0-5 cm) as well as its reduced attenuation due to the atmospheric losses, surface roughness,
and vegetation cover [14]. ESA’s Soil Moisture and Ocean Salinity (SMOS) [86] and
NASA’s Soil Moisture Active Passive (SMAP) [42] satellites are current missions that have
on-board L-band radiometers and provide SM retrievals with a spatial resolution of around
40 km and revisit time of 2-3 days. On the other hand, radar backscattering generally
offers finer spatial resolutions (tens of meters to few km) within longer revisit times except
SMAP’s radar instrument (L-band), which was capable of providing providing a spatial
resolution of 3 km and a revisit time of 2-3 days with the help of its rotating antenna
before a hardware failure in mid 2015. SMAP mission was designed to make use of a 6 m
mesh reflector antenna for both radar and radiometer instruments to provide high spatio-
temporal resolution SM products [42, 88]. In addition, the radar backscattering data of
ESA’s Sentinel-1 (C-band) [126] and DLR’s TERRASAR-X (X-band) [6] were used for
global SM estimates.
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Global Navigation Satellite System Reflectometry (GNSS-R) is an alternative microwave
remote sensing approach, which is based on reception of the reflected GNSS signals from
the Earth surface in a bistatic geometry [178]. This approach shows a great potential for
remote sensing of SM because it operates at L-band. Moreover, it can offer high spa-
tial resolutions with low revisit times by using constellations of small satellites due to
being strictly receive-only [142]. GNSS-R applications have seen advancements for vari-
ous Earth science areas over the past two decades that have resulted in the launch of new
satellite missions [109, 18, 16, 21]. For instance, the first dedicated spaceborne GNSS-
R receiver was a secondary payload on-board the UK Disaster Monitoring Constellation
(DMC) [162]. It has demonstrated the potentiality of GNSS-R for the remote sensing
of ocean, ice, and land geophysical parameters [60]. The UK Technology Demonstra-
tion Satellite (TDS-1) was launched in 2014 with an improved primary GNSS-R payload
which provided more data that were used to study GNSS-R sensitivity to SM [13, 23].
NASA’s Cyclone GNSS (CYGNSS) was launched in December 2016 to improve weather
predictions by estimating ocean winds between 38◦ north and 38◦ south latitudes [141].
CYGNSS has eight small satellites in orbit, each with four channels, allowing simultane-
ous measurements from up to 32 channels. It has a mean revisit time of seven hours over
the ocean. The key orbital and instrumental specifications of the CYGNSS mission are
listed in Table 5.1. The constellation records a considerable amount of land observation
data as well. CYGNSS measurement sensitivity to the surface SM has been reported by
multiple studies [142, 24, 19, 2]. These efforts demonstrated GNSS-R’s potential to com-
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plement the traditional passive and active instruments for monitoring surface SM at global
scales for improved spatio-temporal resolutions.
Table 5.1: Orbital and instrumental specifications of CYGNSS [138, 24]
Parameter Value
Orbit Non-synchronous
Altitude ∼ 520 km
Period 95 minutes
Spatial Resolution ∼ 25 km× 25 km (incoherent), ∼ 0.6 km× 6.6 km (coherent)
Revisit Times 3 hours median, 7 hours mean (over the ocean)
Frequency 1.57542 GHz
Polarization LHCP (Down-looking GNSS-R antenna)
CYGNSS is not designed for land observations; however, a CYGNSS-based, accurate
SM retrieval algorithm could enable scientists (i) to specify the requirements for dedicated
SM missions of the future, (ii) to create new algorithms utilizing existing land data, and
(iii) to discover new calibration/validation approaches for dedicated GNSS-R SM missions.
Motivated by this, there have been increasing efforts to develop SM retrieval algorithms
for CYGNSS observations. For example, Chew and Small [24] correlated the changes in
the CYGNSS signal-to-noise ratio (SNR) with the SMAP SM estimations, assuming that
CYGNSS land measurements are dominated by the coherent reflections. They used mean
SMAP SM values as reference with these correlations to obtain daily, CYGNSS-based SM
estimations from SNR changes for each SMAP Equal-Area Scalable Earth (EASE) grid
(36 km × 36 km) [11]. The overall unbiased root-mean-squared error (ubRMSE) of their
algorithm is 0.0450 cm3/cm3. Although the estimation method itself is relied on SMAP
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SM data as a reference, its significant benefit was that linking CYGNSS SNR to SMAP
SM products allowed the use of CYGNSS observations to fill in the gaps between the ad-
jacent SMAP observations. Kim and Lakshmi [87] introduced a relative SNR (rSNR) and
SM derivation from CYGNSS delay-Doppler maps (DDM) to infill the gap between adja-
cent SMAP revisits. They reprojected the CYGNSS SNR observations into SMAP’s 9-km
EASE grids and calculated the average of these grids to acquire daily SM estimations.
They combined rSNR with SMAP SM values to acquire daily SM estimations over high
vegetation density as well. They reported correlation results at useful levels (Pearson R of
0.77 between CYGNSS-derived SM and SMAP) over moderate vegetation density but with
reduced correlations (R=0.68) over dense vegetation; however, they did not report any er-
ror level (such as ubRMSE). Carreno-Luengo et al. [19] did not propose a CYGNSS-based
SM estimation method; however, they made use of an approximated CYGNSS reflectivity,
which is the ratio of the calibrated reflected and direct SNR measurements, assuming pre-
dominant coherent reflections over land. They linked CYGNSS reflectivity approximation
to the SM changes for several land cover types. Clarizia et al. [28] introduced the trilin-
ear regression-based reflectivity-vegetation-roughness (R-V-R) algorithm that derives daily
SM estimations at a 36 km× 36 km resolution as a function of the CYGNSS reflectivity as
well as SMAP vegetation opacity and roughness coefficient. The algorithm was developed
considering the dominance of the coherent reflections over land. The R-V-R performance
was compared globally to the SMAP SM product and reported to have a RMSE of 0.07
cm3/cm3. Al-Khaldi et al. [2] proposed a time-series SM retrieval algorithm that pro-
duces 3-day and 1-day SM estimates. In contrast to former studies, they assumed that the
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CYGNSS land returns are mostly driven by the incoherent scattering unless inland water
bodies exist within the footprint. Therefore, they used the CYGNSS normalized bistatic
radar cross section (NBRCS) and mean-square slope (MSS) instead of the DDM SNR. As
a result, they provided SM estimations at relatively coarse resolutions (0.2◦× 0.2◦ lat/lon
grid roughly 22 km around the equator) with an overall RMSE of 0.04 cm3/cm3. They
constructed a system of equations for 30-day time-series of the CYGNSS measurements,
which is indeed an under-determined system with 29 equations. Hence, they incorporated
the SMAP maximum and minimum SM values into the algorithm for bounding the system.
They also assumed that changes in vegetation and surface roughness occur much slower
compared to changes in SM.
This paper proposes a physics-aware machine learning approach through capturing the
non-linear dependencies of the CYGNSS observables to SM values and several bio/geophysical
parameters. An Artificial Neural Network (ANN) is employed to learn the complex non-
linear relations. The term ”physics-aware” in this manuscript refers to the use of several
ancillary data sets and International Soil Moisture Network (ISMN) measurements to rep-
resent the vegetation and ground dynamics in the learning process. The details of the data
usage will be explained in the next section. Daily SM measurements are used both in train-
ing of the model and validation of the SM predictions. One of the main objectives of this
study is to initiate a novel, practically applicable SM retrieval algorithm that can provide
sub-daily SM products within few kilometers by utilizing the individual CYGNSS obser-
vations as the algorithm inputs. Once trained on a reference data set, this method neither
requires SM information from other satellite missions, nor operates on spatial or temporal
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averaging of the CYGNSS observations. SM retrieval performances for multiple ISMN
sites are visually and quantitatively demonstrated.
The rest of the paper is organized as follows: Section 5.2 describes the theoretical
background of the GNSS-R based SM retrieval, possible use of CYGNSS data products,
and the related challenges, followed by Section 5.3 with the explanation of the SM retrieval
methodology, details of the ANN model, acquisition of the data sets, as well as training and
validation. Section 5.4 provides the SM estimation results along with the visualizations and
statistical performance metrics achieved. Section 5.5 gives a comprehensive discussion of
the findings and points to be improved in the future. Section 5.6 concludes the study.
5.2 Theoretical Background
Bistatic CYGNSS radars receive the L-band GNSS-R signals that are transmitted by
the GPS satellites and subsequently forward-scattered from Earth’s surface in the specular
direction. This configuration of the CYGNSS and GPS constellations functions as a bistatic
radar at L-band, which receives information relevant to the scattering surface properties.
SM can be retrieved as part of such information overland as it is the primary determi-
nant of the dielectric constant of the scattering surface. This section provides theoretical
background for SM retrieval from bistatic radar observations, potential use of CYGNSS
observables in such a task, and related challenges.
5.2.1 Inversion of The Bistatic Radar Equations
An ideal GNSS-R based SM retrieval approach would rely on inversion of the bistatic
radar equations to acquire the surface reflectivity. The surface reflectivity would be cor-
155
rected for the vegetation cover and surface roughness effects to obtain Fresnel reflection
coefficient. Fresnel reflection coefficient could then be related to SM with the help of
Fresnel reflection equations.
For cases where specular reflections are fully dominant, the coherent component of the









where P cohRL denotes the coherently received power. The subscripts R and L stand for the
right-hand circularly polarized (RHCP) GNSS transmit antenna and the left-hand circu-
larly polarized (LHCP) downward-looking GNSS-R antenna, respectively [178]. λ is the
free space wavelength, Pt is the peak power of the transmitted GNSS signals, Gt is the
gain of the transmitter antenna, Gr is the gain of the receiver antenna. rst is the distance
between the specular reflection point and the GNSS transmitter, while rsr is the distance
between the specular reflection point and the GNSS-R receiver. ΓRL(θi) denotes the spec-
ular reflectivity at a local incidence angle of θi.










where P incRL denotes the bistatic received power due to the the diffuse scattering over the






where, the quantity As is the contributing surface area (frequently called as the glistening
zone [178]), where the diffuse scattering originates from. σ0RL is the normalized BRCS
(NBRCS), which includes the spreading loss and the path-dependent phase terms for dif-
fuse mechanisms (such as single scattering or multi-scattering) in the various multi-path
directions for the scattering particles (mainly due to the vegetation canopy) and the surfaces
(topography and roughness) [93].
The bistatic received signals are assumed to be dominated by the coherent reflections
when the surface is relatively flat (no topographic relief) and smooth (weak roughness),
having no or non-heavy vegetation cover [142, 178, 24, 28, 51]. The surface reflectivity in










Furthermore, it can also be computed by substituting (5.1) into (5.2) with P cohRL = P
inc
RL
(i.e. equating the right-hand-sides of two equations to each other) and obtaining ΓRL(θi)









Above ΓRL calculation (correction for the path loss and the 4π term) functions as a
correction to σRL for coherency assumption, whereas σRL is originally computed assuming
incoherency.
After obtaining the surface reflectivity, ΓRL(θi), by using either (5.4) or (5.5), the Fres-
nel reflection coefficient, <RL(θi), should be derived from ΓRL(θi) for SM retrieval. This
is because <RL(θi) is mainly driven by the moisture content of the soil (SM) [35]. <RL(θi)
can be calculated by correcting ΓRL(θi) for the vegetation [74] and surface roughness ef-
fects assuming that the rough surface under the vegetation to be flat and smooth and to
follow Kirchhoff’s approximation with a Gaussian height distribution [26] as follows:
ΓRL(θi) = |<RL(θi)|2γ2exp(−hcos2(θi)) (5.6)
where, the exponential term in (5.6) accounts for the surface roughness effects. The h-
parameter is assumed linearly related to the root-mean-square-height surface roughness
[124], as follows:
h = 2k0s (5.7)
where k0 is the angular wavenumber and s is the surface root-mean-squared (rms) height.
The squared transmissivity, γ2, in (5.6) accounts for the wave attenuation as the waves
propagate from the top of the vegetation canopy to the ground and then from the ground to
the top of the vegetation cover again. The transmissivity depends on the vegetation optical
depth, τ , and the incidence angle as follows:
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γ = exp(−τsec(θi)) (5.8)
γ and τ (and parameter b in (5.9)) are dependent on the electromagnetic signals’ polar-
ization, but the polarization notation is waived here for simplicity. The vegetation optical
depth has been previously related to vegetation water content (VWC) and a land cover-
based proportionality value (b) that depends on both the vegetation structure and the mi-
crowave frequency in the literature [74], and this approach has been successfully applied
to the coarse spatial resolution SMOS/SMAP missions [86, 42], as shown below:
τ = b× VWC (5.9)
VWC was empirically derived from normalized difference vegetation index (NDVI) by
the SMAP mission with additional utilization of the minimum and maximum NDVI values
of ten-year time-series, and the stem factor parameter that comes from a land cover-based
lookup table (LUT) [22] as follows:
VWC = (1.9134×NDV I2−0.3215×NDV I)+stemfactor×NDV Imax −NDV Imin
1−NDV Imin
(5.10)
Equation (5.6) could be solved for the Fresnel reflection coefficient, <RL(θi), substi-
tuting equations from (5.6) to (5.10). It could then be related to the soil dielectric constant,























The soil dielectric constant, εr, can be related to SM with the help of a ground dielectric
mixing model by using soil texture information. A number of dielectric mixing models has
been developed in the literature such as Dobson [35], Mironov [115], or Wang-Schmugge
[170] models. It should be noted that some of these models might require the use of
additional geophysical parameters such as soil temperature [115].
5.2.2 Potential Use of CYGNSS Data
CYGNSS receivers process delay-Doppler maps (DDM) as the main observatory prod-
uct [178]. CYGNSS Level 1 v2.1 Science Data Products, definitions of which can be found
in Appendix E, include a number of geometry- and instrument-related DDM-derived vari-
ables.
With respect to the consideration of the dominant coherent reflections described previ-
ously, the surface reflectivity can be approximated by using either (5.4) or (5.5) with the
CYGNSS data products. For instance, the CYGNSS data can be substituted into the cali-
bration parameters in either equation as follows: gps tx power db w for Pt, gps ant gain db i
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for Gt, sp rx gain for Gr, tx to sp range for rst, and rx to sp range for rsr. In order to
perform the calculation by using (5.4), the bistatic received power, P cohRL is needed to be sub-
stituted by a CYGNSS observation. Using either ddm snr or peak of the power analog
DDM was investigated by previous studies [24, 87, 19, 28, 135]. The ddm snr product ac-
counts for the peak DDM signal-to-noise ratio (SNR) and is computed as 10log10(Smax/Navg),
where Smax is the maximum value (in raw counts) in a single DDM bin and Navg is the
average raw noise counts per bin [139].
To solve (5.5) for the surface reflectivity, brcs data product (Appendix E) of the CYGNSS
mission can be used. In principle, this should produce an output equal to the use of peak
power in (5.4); however, the resulting reflectivity approximations have differences from
each other, which is most likely due to the internal calibration process when generating
brcs. Although the CYGNSS data products are originally calibrated for ocean surface
sensing, using brcs over land is valid since it is only calibrated for the instrumental and
geometric parameters [135]. brcs is published as a DDM within the CYGNSS Level 1
data; however, the peak value can be exploited under the coherency assumption. The rest
of the derivation through (5.5) is based on the calibrations with respect to the range terms.
5.2.3 Challenges
Despite the potential usability of the CYGNSS data products in the reflectivity calcu-
lations through (5.4) or (5.5), the uncertainties in the determination of these data products
in the present Level 1 data version (v2.1) would introduce errors in the estimations. Un-
certainties in the current CYGNSS data include estimation of the receiver gain as well
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as the GPS transmitted power and gain. Furthermore, the transmitter and the receiver
ranges to the specular point (SP) might involve errors since the current SP calculation of
the CYGNSS mission uses an ellipsoidal model of the Earth, ignoring topography over
land [62, 28]. Since the equations from (5.4) to (5.11) can only provide the optimal solu-
tion with the computation of an absolute reflectivity, such errors would require subsequent
corrections for accurate SM retrieval.
Additionally, varying land covers (especially, mixtures of heavy vegetation canopies
such as forests) and topographic relief over land can introduce an ambiguity about where
and under what conditions the coherent reflection regime is dominant. When the inco-
herent component of the bistatic received power superimposes or dominates the coherent
reflections, the use of (5.4) and (5.5) would lead to inaccuracies.
In addition to the aforementioned challenges so far, the SM retrieval process itself con-
tains high complexity and non-linearity. This is because equations (5.4) through (5.11)
imply that the retrieval problem is dependent not only on the reflectivity and SM but also
on the vegetation, surface roughness, topography, and soil texture through a combination of
linear and non-linear relations. Moreover, these land geophysical parameters have distinct
variability ranges. In addition, the CYGNSS DDM instrument (DDMI) has diverse sen-
sitivities to these parameters [157]. As a result, CYGNSS observations exhibit non-linear
relations with the dynamic land parameters. This leads to parameter ambiguity, where
varying combinations of multiple land geophysical parameters might result in the same
or close sensor measurements. Parameter ambiguity makes the SM retrieval an ill-posed
problem. Additionally, to obtain accurate retrieval results, the impact of the measurement
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geometry (incidence angle) as well as the internal and external noise need to be prop-
erly accounted for. Previous airborne GNSS-R experiments and modeling studies reported
supporting observations and simulated results for these effects, where a dynamic range
of roughly 15 dB is determined jointly by the several dynamic geophysical parameters
throughout crop seasons [39, 51].
The CYGNSS constellation has sub-daily, quasi-random observations with fine spatial
resolutions. Despite the advantage due to high spatio-temporal resolution, this complicates
the use of ancillary data for accurate representation of the land geophysical parameters.
In other words, finding sufficiently accurate input parameters at the high spatio-temporal
resolutions of the CYGNSS observations to correct the vegetation and surface roughness
effects as well as to solve the Fresnel reflection equations is of concern. It is evident
from equations (5.4) through (5.11) that knowledge of the various parameters from vege-
tation and surface roughness to soil texture is needed at CYGNSS’s resolution for accurate
retrieval using the given physical model for the coherent reflection assumption. In fact,
simplified LUTs (such as land cover-based or globally constant values) or average values
per coarse grids were used to approximate these parameters in the coarse spatial resolu-
tion SM retrieval missions such as SMOS [84] and SMAP [124]. The reduced sensitivity
of the radiometers to the roughness and vegetation makes this possible for the relatively
coarse observations of these missions. Nonetheless, CYGNSS provides quite fine spatial
resolutions (from hundreds of meters to several kilometers, depending on the coherence,
incidence angle, elevation, and orientation) with frequent revisit times (several hours to
few days), and its measurements are highly sensitive to the topography, surface roughness,
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and vegetation changes [19]. Thus, even successive observations along the CYGNSS track
can have largely different values due to the spatial variations in these land geophysical pa-
rameters. Figure 5.1 illustrates this phenomenon by inspecting the CYGNSS observations
after the Hurricane Florence landfall on North Carolina, USA. It shows the mean of the un-
calibrated CYGNSS SNR values from 14-18 September 2018 that are averaged per SMAP
grid pixels (Roughly 36 km× 36 km). The zoomed-in version of one of the grids demon-
strates the actual CYGNSS data where spatial and temporal variability of the CYGNSS
measurements even within a SMAP pixel is apparent. It is evident from Figure 5.1 that
the CYGNSS mission, or GNSS-R in general, offers a sufficiently high spatio-temporal
resolution which can help improve hydrological and agricultural applications. Therefore,
the detailed information from this resolution gets lost due to any spatial gridding and/or
temporal averaging while developing a CYGNSS-based SM retrieval methodology. For
instance, previous SM retrieval attempts gridded multiple CYGNSS data points into larger
grids (such as 36 km×36 km SMAP EASE-grid) even though the coherent reflections over
land are considered [24, 28].
Regarding the methodological challenges and the retrieval complexities described so
far, regression techniques can be practical for the CYGNSS-based SM retrieval problem
instead of pure explicit solution of the physical model shown in Section 5.2. In prin-
ciple, such techniques are based on fitting a regression model between the known SM
values from a reference data set (such as SMAP, SMOS, or in situ SM networks) and the
CYGNSS observations (possibly in conjunction with ancillary data), and exploiting this
model to perform future SM estimations. There have been previous efforts conducted to
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obtain variations of linear regression models [24, 28]. As Clarizia et al. [28] state, however,
linear regression approaches may be too simplistic to deal with the non-linear dependence
of the CYGNSS observations on SM and the other land geophysical parameters (SM, veg-
etation canopy, topography, surface roughness, and soil texture). For instance, large local
variations between NDVI and topography occur at very high resolutions (few tens of me-
ters) [176]. Such a high spatial variation of parameter correlations, combined with diverse
sensitivity of CYGNSS DDMI to different parameters, would make linear regression ap-
proaches perform poorly.
Figure 5.1: Multiple CYGNSS observations (Uncalibrated DDM SNR) that are averaged
into the SMAP grids. Data are from 14-18 September 2018 over North Carolina, USA
(The landfall of the Hurricane Florence was on 14 September 2018).
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5.3 Soil Moisture Retrieval Methodology
We have developed a new, CYGNSS-based SM retrieval methodology that exploits a
non-parametric, non-linear machine learning (ML) technique, namely ANN. The decision
to use this method is motivated by its following properties and correspondences to the
aforementioned requirements as well as challenges of the SM retrieval from CYGNSS
observations:
• Non-linear ML algorithms are known for their solid power to solve regression prob-
lems where a mix of linear and non-linear dependences exists between parameters
[3].
• Such techniques, ANNs in particular, are capable of approximating/learning com-
plex mappings within multi-dimensional parameter spaces with the help of advanced
learning algorithms.
• ANNs can, in principle, be trained to approximate any measurable function to any
desired degree of accuracy to represent arbitrary inputoutput relations [71]. It should
not turn out that the methodology in this study relies on such arbitrary relations. On
the contrary, the CYGNSS observables and ancillary data that are major inputs to
the regression process are used in order to fulfill the linear/non-linear relations as
well as calibration/correction requirements shown in Section 5.2. The property of
ANNs makes the use of proxy input features possible for the purpose of fine tuning
the overall model performance.
• ANNs are non-parametric models, meaning that the number of parameters that can
be input to the retrieval process is flexible, in contrast to the requirement for fixed
number of parameters in the parametric models (such as traditional regression mod-
els, physical and/or empirical models). This can help advance the CYGNSS-based
SM retrieval approaches by introducing the use of additional parameters into the re-
trieval process. For instance, the CYGNSS trailing-edge slope (TES) can be input
into the SM retrieval as a coherency/incoherency indicator in addition to reflectivity,
as previously practiced for a study of inundation detection by using another non-
parametric learning method [135], instead of dealing with the explicit determination
of the coherency.
• The non-parametric nature of ANNs make these models applicable to learn many
different kinds of data regardless of their statistical properties. In other words, the
retrieval process can integrate data coming from different sources with even poorly-
defined (or unknown) probability distributions and relate them well to the parameter
of interest [3]. To illustrate, LUT-based SMAP data such as h-parameter (roughness
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parameter) and stem factor [22] can be incorporated into the CYGNSS SM estimates,
combining with in situ data such as land cover and NDVI.
• Consequently, such models have to make fewer assumptions about the data distri-
bution, compared to the parametric models. This should not, in turn, mean that the
parameters of the CYGNSS-based SM retrieval process have poorly-defined proba-
bility distributions. In contrast, it will be demonstrated throughout this section that
most of the input parameters coming from CYGNSS observations and ancillary data
exhibit well-defined distributions. However, it is a powerful flexibility for ancillary
data usage that there is no need to make any assumption about the data distributions.
• The use of such learning algorithms eliminates the need for development of a para-
metric model that is aimed at explicitly solving the electromagnetic relations and/or
relating the in situ observations to sensor measurements. This could be beneficial
for the SM retrieval from CYGNSS observations to overcome the aforementioned
limitations of ancillary data and possibility of too simplistic assumptions.
• ANNs are generally said to be a good balance between accuracy, stability, and com-
putational speed [126].
Throughout this section, insights into the ANN model architecture will be provided
first, then detailed information about the data sets that are used in this study will be given,
and finally, how the data sets are used in the learning process (training and validation) will
be explained.
5.3.1 ANN Model Architecture
In this study, we employ a fully-connected ANN architecture, also known as Multilayer
Perceptron (MLP), for the non-linear regression problem, as shown in Figure 5.2. Input
features to the learning process are the surface reflectivity, TES, and SP incidence angle
from the CYGNSS observations; NDVI and NDVI-derived VWC from MODIS Aqua Sur-
face Reflectance Daily Global 500m data set [166] to represent the vegetation canopy;
elevation, terrain slope, and h-parameter values from the CGIAR-CSI SRTM 90m, Version
4 digital elevation model (DEM) database [77] to stand for the surface dynamics. The
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selection of these input features were determined after a number investigations on their
individual and combined contributions to the estimation performance. The results of these
investigations will be provided in Section 5.4 (See Table 5.4). The acquisition of the input
features from CYGNSS and ancillary data sets as well as the SM data will be comprehen-
sively explained later in this section.
Reference SM data (in the output layer) are used for optimization of the ANN pa-
rameters (minimization of the loss function) in the training stage and assessing the model
performance in the validation phase. The proposed model minimizes the loss function,
which is defined as the squared error between the model-calculated SM and the reference
SM values, over the training data set by running over a predetermined number of iterations.
ANN parameters are learned through a stochastic gradient descent solver algorithm, where
within each ANN iteration, the model parameters are updated by computing the partial
derivatives of the loss function with respect to the ANN parameters (back-propagation)
[69, 63]. In other words, the model learns in the training phase the non-linear dependences
between the CYGNSS measurements and the reference SM labels with the correspond-
ing ancillary data. Then, the trained model uses these dependences to make future SM
estimations for a given set of CYGNSS observations and ancillary data.
In fully-connected ANNs, neurons of one layer are fully interconnected to each other
neuron of the adjacent layer. Each layer has a weights-array that can be trained by the
forward and backward propagation mechanisms. This array controls the linear strength of
the connections to the next layer [69]. Assuming that the number of neurons in ith layer is
Ni, the weights-array at the ith layer has a size of (Ni+1 × Ni). The inputs-array has a size
168
of (8 × M), where 8 is the number of inputs and M is the number of data samples. The
result of the matrix multiplication between weights-array and inputs-array of a particular
layer is given as input to the next layer. To account for bias in such a linear relation,
a trainable bias value is added to the sum at each neuron. The process described so far
defines no more than a linear relation in each neuron, and if it was the only operation for
the entire ANN, it would only result in a linear regression. The essential part of ANNs
that make them powerful to solve non-linear regression problems is the activation function
for each neuron. In the literature, a number of different activation functions are used such
as Rectified Linear Unit (ReLU), logistic, or tanh activations [117, 80]. These functions
are responsible of taking the corresponding bias-added sum as input and transferring it to
a new value with the help of the corresponding non-linear relation. This process at each
neuron is repeated until the output layer is evaluated, which gives the predicted SM value
in this study. The calculation from inputs to the output is named as forward propagation.
The network uses the training data and back-propagates the error information by updating
the weights and bias in each layer [69] to minimize the defined loss function with the
help of stochastic gradient descent algorithm. The entire process makes one iteration of
forward and backward propagation. Such iterations are made until the loss function reaches
a threshold minimum value or a maximum number of iterations are performed. After the
described learning process is finished, the final set of node weights and biases for each layer
builds up the trained ANN model for SM predictions. This learned network will produce
SM estimates from any new input data parameters through a single forward propagation.
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Figure 5.2: Artificial Neural Network with two hidden layers. Input features and the
output node are color-coded with respect to separate data sets from which the parameter
values were derived. (Γbrcs is the reflectivity calculated from BRCS and will be defined
later.)
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We have tested several ANN structures, and the ANN parameters that give the best
performance out of our investigations are as follows: The input layer has the same number
of nodes as the number of used features, which is 8. The output layer has a single node
which is the predicted SM values. ANN has two hidden layers in addition to the input and
output layers, as shown in Figure 5.2. The non-linear activation function at each layer is
chosen to be the Rectified Linear Unit (ReLU) function [117] as it gives the best overall re-
sults compared to logistic, or tanh activation functions [80]. Last layer is only a regression
layer with no activation function. The Adam solver, which is a first-order gradient-based
optimizer for stochastic objective functions [89], is employed for solving optimal weights
through loss-function minimization with a learning rate of 0.0001.
5.3.2 Data Sets
This subsection provides details about the acquisition of the SM, CYGNSS, and an-
cillary data sets as well as their expected contribution to the regression, and the quality
control steps to eliminate erroneous data from the analysis.
5.3.2.1 Reference Soil Moisture Data
The present study uses daily SM measurements from in situ ISMN sites as reference
for the training and validation. The decision to use these data instead of other global SM
sources (such as SMAP/SMOS) is built upon three main reasons: (i) Comparisons can
be made better in a daily basis, compared to 2-3 day revisit time of SMAP and SMOS
missions. (ii) This study is conducted to investigate high spatial resolution CYGNSS-
based SM estimates; however, comparisons with missions like SMAP or SMOS would
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require the use of a resolution of roughly 36 km, which under-utilizes CYGNSS’s potential.
(iii) If the learning is done using from SMAP-like satellite observations, the performance
of the learning process will be limited by the retrieval performance of that source. For
this purpose, a 0.0833◦× 0.0833◦ lat/lon grid (approximately 9 km × 9 km around the
equator) centering each SM site is considered as a representativeness window where the
SM measurements are assumed to be constant. Although this assumption may not always
hold as SM can vary much across short distances, it is a necessary assumption in the current
state-of-the-science. For instance, the use of SMAP or SMOS missions would require to
assume a constant SM value over 36-km regions due to the resolution. Moreover, similar
approaches were made in the literature; for example, Dorigo et al. [36] assumed a coarse 50
km window around the ISMN sites. Hereafter, the SM representativeness window around
SM sites will be called 9-km-grid in the manuscript.
SM data from 18 ISMN sites throughout North America and Australia are analyzed,
considering that there are sufficient number of data samples (CYGNSS observations, ref-
erence SM values, and corresponding ancillary data) to input to the ANN model as well
as there is enough variability within each parameter (See Figure 5.6). 15 ISMN stations
are chosen from Soil Climate Analysis Network (SCAN) sites from the United States of
America [146], and the remaining three are from OzNet Hydrological Monitoring Net-
work site from Australia [154]. Detailed information about these SM sites are given in
Table 5.2. The locations and International Geosphere-Biosphere Programme (IGBP) land
cover types of these ISMN sites are shown in Figure 5.3, which is visualized by using
the MODIS/Terra+Aqua Land Cover Type L3 Yearly Global 500m V006 data set [55] via
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Google Earth Engine Python API [64]. The selection of these ISMN sites are based on the
following reasons: (i) The latitudinal coverage of CYGNSS (38◦ north and 38◦ south) lim-
its the use of several networks; for example, no station from Europe can be included in this
study. (ii) Because GNSS-R is sensitive only to the top 5 cm of the soil, the ISMN sites that
measure SM at this depth are considered comparable to the CYGNSS estimations [36]. For
instance, the COSMOS network would be an alternative network, but their measurements
are taken from a varying interval of 0-39 cm. (iii) The uniformity of the sensor technology
is another constraint. Despite the internal uncertainty of each SM probe, choosing SM
networks of the same SM measurement technology would avoid additional biases between
the networks. SCAN and OzNet sites are chosen because most of the stations of both
networks employ the same instrument (Stevens Water Inc, Hydraprobe). (iv) The diver-
sity and temporal coverage of the published data by the networks is also significant as the
present analysis needs annual SM data for 2017 and 2018 as well as the temperature mea-
surements for a quality control. For example, the PBO H2O network was not included in
the analysis because their sites provide SM only (Additionally, their measurements are not
based on a physical SM probe; instead, their sites are examples of GNSS interferometric
reflectometry based SM estimation). (v) Most of the ISMN sites in the data set are located
on relatively flat (non-mountaneous) surfaces with low-to-moderate vegetation cover (such
as croplands, grasslands, savannas) for the sake of limiting the incoherent scattering effects
in the analysis.
The SCAN sites provide daily mean SM (measured from top 2.5−5 cm of the soil), air
temperature, and precipitation measurements for annual periods. The OzNet sites provide
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20-minute SM (for top 0-5 cm of the soil), soil temperature (measured at top 2.5 cm),
and precipitation measurements for annual periods. Therefore, their measurements are
preprocessed in order to obtain daily averages in this study. Measurements from years
2017 and 2018 for both SCAN and OzNet networks are used in this study since CYGNSS
measurements have been made available starting from mid-March, 2017.
Figure 5.3: ISMN site locations with the IGBP land cover classification in the
background. Left: SCAN sites from USA, middle: OzNet sites from Australia, right:
IGBP land cover classification color-code. Indices are same with Table 5.2.
5.3.2.2 CYGNSS Data
The CYGNSS observations with a SP location that fall into the 9-km-grid of any of the
ISMN sites throughout 2017 and 2018 are included in the analysis. We used the CYGNSS
Level 1 v2.1 Science Data Products to obtain the following observables as CYGNSS-
representative inputs to the SM retrieval algorithm: (i) Reflectivity, (ii) SP incidence angle,
(iii) TES. The definition and acquisition of each input feature is as follows:
Reflectivity is the primary CYGNSS deliverable that must be input to the regression









































































































































































































































































































































































































































































































































































































































































































































































































ditions. The surface reflectivity can be derived from the CYGNSS data products by several
ways as described previously in this manuscript and performed by other studies. Four
different derivations were investigated in this study: (i) we calculated an approximate re-
flectivity by substituting the DDM SNR (ddm snr) into P cohRL in (5.4) and calibrating for
the instrumental and geometric parameters, as done previously [24, 28]. This calculation
is called Γsnr in this manuscript. (ii) Γpeak is generated similarly to the former approach
except that the peak value of the analog power DDM (power analog) instead of DDM
SNR is used for P cohRL . For cases where error level in the DDM noise floor is high (DDM
SNR and Γsnr in turn would get erroneous), Γpeak could provide increased correspondence
to SM. (iii) brcs is used to calculate the reflectivity as shown in (5.5), correcting the inco-
herency assumption by applying the coherent equation as well as compensating the path
loss and 4π term; this reflectivity is called Γbrcs [135]. (iv) Γratio, was derived by using the
ratio of the reflected and direct SNRs (ddm snr and direct snr, respectively), which are
first calibrated by the range terms, as previously practiced [19]. Separate and combined
effects of these reflectivity calculations were investigated in the SM retrieval, and the re-
sults reported in Section 5.4 demonstrate that Γbrcs alone has given the highest learning
performance. This can be attributed to diverse levels of errors coming from changing cal-
ibration parameters in different reflectivity calculations. Therefore, the term ”reflectivity”
will, hereafter, be used for Γbrcs, unless otherwise stated.
SP incidence angle (in degrees) is used as given in the CYGNSS data. Incidence angle
should be taken into account in the CYGNSS-based SM retrieval methods because of two
reasons: (i) CYGNSS observes the Earth surface over a wide range of incidence angles
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spanning from 0◦ to 70◦ with a mean of approximately 30◦ and a standard deviation of
roughly 17◦, (ii) Observed reflectivity values are dependent on the SP incidence angle
[2]. Calibrating the reflectivity values for changing incidence angles can be done by two
techniques: (i) Normalize the reflectivity values at any angles to their corresponding level
at 0◦ by using a curve fit function, (ii) Input the incidence angle as a feature to the learning
model and let the model capture the angle dependent curve fit for the reflectivity values.
We examined both of these approaches, implementing the former by applying as Al-Khaldi
et al. considered [2]. Statistical results of the investigation are demonstrated in Section
5.4; however, using the SP incidence angle as an input feature to the ANN model (latter
approach) worked slightly better. We attribute the weaker performance of the former to
the fact that the curve fit function is based on empirical observations for typical loam soil
parameters, which may not be the case for all the ISMN sites in our analysis.
TES is computed as the slope of the trailing edge of the reflectivity delay waveform,
as defined by Rodriguez-Alvarez et al. [135]. TES calculation is dependent on the shape
of the CYGNSS DDMs and is, therefore, directly related to the coherency/incoherency of
the GNSS-R signals. More incoherent mixing through the scattering surface makes TES
smaller [135]. Even though this study assumes the dominance of the coherent reflections,
we consider the inclusion of TES in the SM retrieval method to be useful for feeding the
regression with a coherency/incoherency metric.
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5.3.2.3 Ancillary Data
The use of ancillary data as input to the retrieval process is required since the GNSS-R
reflectivity is sensitive to not only SM but also other geophysical parameters such as vege-
tation canopy, topography, surface roughness, and soil texture. It should also be noted that
the calculated reflectivity involves the effects from these parameters and are not corrected
prior to the retrieval in this study. We used several data sets to represent these parameters
as the following input features to the learning model: (i) NDVI, (ii) VWC, (iii) Elevation,
(iv) Slope, (v) h-parameter (Roughness parameter). These input features are computed for
every CYGNSS data sample in the analysis and given as input to ANN with the corre-
sponding CYGNSS observables and SM value.
Before getting insight into the ancillary data acquisition, the spatial resolution of this
algorithm should be explained. As defined in [135], the semi-major and semi-minor axes
of the first Fresnel zone ellipse, where the coherent signals come from, varies between 0.6
km and 0.9 km, as well as 0.6 km and 2.3 km, respectively, for a change of SP incidence an-
gle from 0◦ to 65◦. Depending on the relative orientation of the CYGNSS spacecrafts and
GPS transmitters, the first Fresnel zone gets a varying orientation with respect to the along-
track direction of the CYGNSS receivers as well. The distance traveled by the SP during
the incoherent integration of the GNSS-R signals for one second is roughly 6 km, and it
adds an elongation effect to the first Fresnel zone along track direction. In the marginal
case where either (i) the semi-major, or (ii) semi-minor axis aligns with the along-track
direction, such an elongation would only affect that axis. As a result, the final size of
the CYGNSS footprint, which can no more be an ellipse after the elongation, should, in
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marginal case (i), vary between 6.6 km and 8.3 km in the along-track direction whereas the
cross-track direction would only vary from 0.6 km to 0.9 km, depending on the incidence
angle variations. Therefore, the spatial resolution of CYGNSS would vary between 0.6 km
× 6.6 km and 0.9 km × 8.3 km. Similarly in the marginal case (ii), the the spatial resolu-
tion of CYGNSS would vary between 0.6 km × 6.6 km and 2.3 km × 6.9 km. All other
possibilities of the footprint orientation on the surface would result in a spatial resolution in
between the minimum and maximum of these marginal cases. On the other hand, compu-
tations of the Fresnel zone ellipse would have errors depending on the elevation because of
the current SP calculation method of CYGNSS that considers Earth as an ellipsoid without
topography [28]. Based on these data facts, we considered a 0.04◦×0.04◦ (approximately
4 km × 4 km) lat/lon grid cell that centers the SP could be capable of generating the mean
terrain statistics (elevation, slope, NDVI, etc.), which in turn was assumed to correspond
to the CYGNSS footprint of interest and define the geophysical conditions around the SP
location. This grid cell makes an approximate 4 km spatial resolution for SM retrieval
since each CYGNSS observation in the analysis is used separately to generate a SM value.
Hence, this grid will be called 4-km-grid from now throughout the manuscript. Figure 5.4
shows an example of such grids from the analyzed data set. The descriptions of the NDVI,
IGBP land cover classifications, elevation and slope, and inland water body data sets will
be given later in this section.
NDVI represents the vegetation cover above the ground as it was previously exploited
by the SM missions [86, 124]. Although by definition NDVI ranges from -1 to 1, normally
it is positive, and getting values closer to 0 or 1 for sparse or dense vegetation canopies,
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Figure 5.4: Example grid analysis from a CYGNSS observation over the SCAN site
Uapb-Marianna on day-of year (DOY) 71, 2018. Red square is the 9-km-grid cell that
centers the ISMN site (red dot). Black square is the 4-km-grid cells that center the
CYGNSS observation SP (black dot) that could fall into anywhere in the 9-km-grid. (a)
DDM power analog. (b) Digital elevation model [m]. Mean slope and elevation values
calculated from 4-km-grid are also shown. (c) IGBP land covers [IGBP]. The color scale
for the IGBP land cover is the same with that of Figure 5.3. Mean NDVI calculated from
4-km-grid is also shown. (d) Inland water bodies [Pekel indices [128]]. Permanent and
temporary water body percentages within 4-km-grid are also shown.
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respectively. Two different, dynamic data sets were investigated for NDVI data throughout
2017 and 2018: (i) The NOAA Climate Data Record (CDR) of AVHRR Daily NDVI
0.05◦, Version 4 [165], (ii) MODIS Aqua Surface Reflectance Daily Global 500m data set
[166]. The latter has been chosen for its higher spatial resolution. NDVI is calculated
from the near-infrared (NIR) and red bands (RED) of the reflectance data as NDV I =
(NIR − RED)/(NIR + RED). The mean NDVI for the 4-km-grid of each CYGNSS
observation is generated from the MODIS data with the following methodology: The data
set is accessed via Google Earth Engine Python API [64] to rapidly and accurately perform
analysis for multiple CYGNSS observations at a time. It is possible with the help of very
high computing power of the Google Cloud Platform while benefiting the same interface
for all different satellite data sets. NDVI data usually suffer from clouds because it is
generated by optical instruments such as in the MODIS mission. To deal with this problem,
we applied a sliding window averaging over 16 days, whose center is the day of interest (8
days ahead and 7 days to the past). Noting that the 4-km-grid houses 8 × 8 spatial pixels,
we have an 8× 8× 16 NDVI cube for each day. To eliminate the ill (cloud-suffered or so)
NDVI values, we only considered the width of two standard deviations of the distribution
within the NDVI cube to calculate the mean NDVI for that particular grid and day of year
[131]. Such an approach would produce close numerical values for adjacent days or short
time-series; however, it is the representation of the reality rather than being a problem.
More precisely, NDVI experiences quasi-constant trends in daily or weekly periods, and
shows stronger dynamics through seasonal changes. Furthermore, spatial variations exist
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within the representativeness grid of each ISMN site mostly due to the mix of land covers.
Land cover maps for the ISMN sites can be seen in Figure 5.5.
VWC is computed by using the NDVI data via equation (5.10). To the authors’ knowl-
edge, the accuracy of this empirical relation for high spatio-temporal CYGNSS resolution
is not yet proven. Nevertheless, we decided to use VWC as an input feature in addition
to NDVI since it encapsulates land cover information through stem factor and temporal
memory information through minimum and maximum NDVI values. The stem factor in-
formation is a land cover-based LUT in the SMAP mission [22]. The stem factor value
for the 4-km-grid of each CYGNSS observation in this study is calculated as a weighted
sum of LUT stem factors based on the land cover percentages in the scene. We performed
two different VWC calculations: (i) NDV Imax and NDV Imin are computed from 2017
and 2018 NDVI data. (ii) The current NDVI is used in place of NDV Imax for the en-
tire data set, and a global constant value of 0.1 was used for NDV Imin, as suggested in
the SMAP’s VWC report [22] (Though suggestion for NDV Imax was for croplands and
grasslands only). The former performed better in the SM retrieval, and we link this to the
phenomenon that ISMN sites in this study were not only from croplands and grasslands as
the latter method assumes.
Elevation and slope are used to assess their contribution to SM estimation as proxy pa-
rameters for the terrain topography, as topography is known to have impacts on the reflec-
tivity [172]. The use of elevation is aimed at helping the regression model learn the impact
of the ellipsoid-based CYGNSS SP calculation on the CYGNSS observations, if possible.
The slope, on the other hand, is included in the input features as a coherency/incoherency
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indicator that could be linked to CYGNSS’s TES by ANN. Mean elevation and mean slope
for each 4-km-grid are generated from the static CGIAR-CSI SRTM 90m, Version 4 DEM
database [77], as similarly done in the literature [135]. DEMs of the ISMN sites can be
seen in Figure 5.5.
The h-parameter is assumed linearly related to the root-mean-square-height surface
roughness (5.7) [124]. Therefore, it is input to the SM retrieval in this study to assess
its contribution to account for the surface roughness. h-parameter values are listed in a
land cover-based LUT in the SMAP mission, similar to stem factor [22]. Therefore, we
applied a similar calculation for h-parameter values over the 4-km-grids as a sum of LUT
h-parameter values that are weighted by the land cover percentages in the scene.
Distributions and corresponding statistics of the input features can be seen in Fig-
ure 5.6. These distributions were analyzed before and after the quality controls were ap-
plied. However, the distributions and statistics of the data after application of the quality
controls did not drastically change. Since the quality controls are not yet described, only
the statistics before the quality controls are given. Figure 5.6 shows that reflectivity fol-
lows an almost-perfect Gaussian distribution, so 68% (one-sigma) of the reflectivity values
fall in a dynamic range of around 10 dB, whereas 95% (two-sigma) of them are in a dy-
namic range of roughly 20 dB. This is in parallel to the previously observed and simulated
dynamic ranges of around 15 dB over cropland growth seasons [39, 51]. Incidence angle
follows a quasi-Gaussian distribution that reflects the variation of the CYGNSS observa-
tions, where 95% of the measurements have an incidence angle in a range of approximately
[0, 60]◦. The TES distribution is mostly around the mean value of -13.81 with few obser-
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Figure 5.5: Ancillary data visualization for 18 ISMN sites. (a) IGBP land cover [IGBP].
The land cover color scale is the same as in Figure 5.3. (b) DEM [m]. DEM color scale is
generated separately per each ISMN site. (c) Inland water bodies [Pekel indices [128]]. In
land water body color scale is the same as in Figure 5.4.
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vations through larger negative values, which imply that the trailing edge of the reflectivity
waveform from peak has a slope of -13.81 on average. The histogram of the elevation data
shows the average elevation values around the ISMN sites. The slope distribution indicates
that the regions generally have no topographic relief (majority of data under a terrain slope
of 2); with a sufficient variation within a slope range of roughly [0.45, 2]. The h-parameter
values show no more surprising evidence than that two peaks occur at the SMAP h-values
of 0.108 and 0.156 that correspond to croplands and grasslands, respectively [124], and
the rest of the data are distributed in between these values. NDVI data prove a good range
of variation, where roughly 95% of the NDVI values fall in an approximate range of [0,
0.58] since data seem to follow a nearly perfect Gaussian distribution. VWC, as derived
from NDVI by using stem factor values from the SMAP-based LUT, distribution seems
to be a mix of two Gaussian distributions around mean values (approximately 1.5 and 3.5
kg/m2). These values likely correspond to grassland and cropland averages, which were
the two most common land covers observed in this study.
5.3.2.4 Quality Controls
The quality control of the data sets plays a significant role in the preprocessing of the
data for the SM retrieval. We made use of distinct quality control mechanisms for in situ
SM measurements, CYGNSS observables, and ancillary data. The ideal impact of each
quality control step is given Table 5.3, where percent changes in the original dat set is
provied as if a particular quality flag is applied alone. In fact, the quality control flags were

































































































Invalid SM values from the ISMN measurements (such as negative SM or precipita-
tion value) are filtered out of the refrence SM data for both SCAN and OzNet networks.
For SCAN sites, SM measurements that correspond to air temperatures below 1◦ C are
excluded from the analysis due to the freezing conditions. The OzNet sites do not experi-
ence such conditions as the air temperatures in the region are far away from these ranges
annually. CYGNSS observations and ancillary data are not collected for the dates that
correspond to invalid and freezing-temperature SM data.
CYGNSS observations require further care to discard the low quality observations from
the training and validation. We investigated two different sets of CYGNSS quality flags
as Chew et al. [24] and Rodriguez-Alvarez et al. [135] previously applied and observed
higher performance with the former. Despite lack of sufficient investigation on the perfor-
mances of these two quality flag sets, the weaker performance (ubRMSE=0.0557) of the
latter might be attributed to the reduced number of data samples used in the training (4027
samples after applying flags from [135]). The quality flags used to filter out the CYGNSS
data are as follows: S-band powered up, Large spacecraft attitude error, Black-body DDM,
DDM is test pattern, Low confidence GPS EIRP estimate. CYGNSS measurements with
a negative receiver gain estimation are discarded from the analysis. Table 5.3 shows the
percent changes in the data set as if each of the quality flags was applied directly to the orig-
inal data set. This approach helps demonstrate the true impact of each individual quality
control to the data set. The negative receiver gain holds a reasonably big portion (26%) of
the CYGNSS observations. Observations with a DDM peak value from outside the range
[7, 10] (zero-delay corresponds to the 8th delay bin) are also removed to ensure the error
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in the CYGNSS SP location estimation due to the terrain elevation is within a reasonable
range [24, 135]. In addition, CYGNSS data points with an incidence angle above 65◦ are
removed due to the poor observation quality, similar to [2].
Inland water bodies have a critical impact on the SM retrieval process because GNSS-
R signals get a step reflectivity waveform (sharp increase in the reflectivity) due to the
very strong coherency over water surface [23, 135, 24, 142, 2]. Such impacts should be
removed prior to the retrieval because they would not reflect SM effects in case the sur-
face water is sufficiently large within the CYGNSS footprint. Being ”sufficiently large”
is commonly considered as even smaller than the first Fresnel zone [135, 24]. Regarding
that the CYGNSS spatial resolution would range from a theoretical minimum of 0.6 km to
8.3 km depending on the incidence angles, and relative orientations of the instruments, we
considered a size for the open water bodies that is close to the minimum resolution would
work to initiate investigations in this study. Hence, we removed the CYGNSS observa-
tions where more than one percent of the 4-km-grid is covered by temporary (seasonal) or
permanent surface water. We exploited the JRC Yearly Water Classification History, v1.0
data set (a.k.a. Pekel data set) [128], which is a 30 meter-resolution surface water database.
Since the data set is only available from 1984 to the year 2015, we used 2015 data for this
study. There are four values (0: No data, 1: Not water, 2: Seasonal-temporary water, 3:
Permanent water) for any given pixel. We used the values 2 and 3 to perform water body
removal, ignoring when or how long the seasonal water body existed in the year. It is ev-
ident from Table 5.3 that around 23% of the entire data set is excluded from the analysis
due to inland water bodies. This effect is much higher for particular ISMN sites such as
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Sellers Lake (Florida, US), Fort Reno (Oklahoma, US), and Starkville (Mississippi, US).
Inland water body maps of the ISMN sites can be seen in Figure 5.5.
5.3.3 Training and Validation
The SM measurement data are provided daily; however, the sub-daily availability of
the CYGNSS observations for each ISMN site is not reduced to daily basis in this study.
That is to say, for a particular day-of-year around one of the ISMN stations, if there are
multiple CYGNSS SPs that fall into the 9-km-grid that centers the site coordinates, all of
them are included in the analysis. In such a case, a constant SM value is assumed for
all of those multiple CYGNSS observations due to being in an ISMN proximity on the
same day. This is considered feasible because the geophysical parameters (such as NDVI,
VWC, elevation, slope, and h-value) corresponding to each CYGNSS observation would
differ from each other due to the spatial variation, which in turn could explain variations in
the CYGNSS observations despite uniform SM values.
After the quality control flags are applied, there are a total of 4808 reference samples
(distinct feature vectors) from 18 ISMN stations, spanning from the 77th day-of-year of
2017 (starting date of the publicly available CYGNSS science mission data) to the end of
2018. The training and validation sets are organized with the help of a 10-fold cross vali-
dation fashion (N-fold in general [129]) as follows: Training and validation are performed
together in a total of 10 iterations. In each iteration, (i) 10% of the total data samples are
randomly selected and excluded from the training data. (ii) The ANN model is trained by
using the data samples corresponding to the remaining 90% of the data set. (iii) Validation
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Table 5.3: The separate, ideal impact of each quality control is shown as percent changes
to the original data set: If each quality flag was applied alone to the original data set the
percent changes to the original data set would be as given from the sixth to tenth columns
(CYG.: CYGNSS quality flags, θi: θi¡65◦, Gr: Positive receiver gain, Peak: DDM peak
delay bin rows in [7,10], Water: Removal of inland water bodies). For reference, the
initial numbers of data samples before the application of the quality controls are given
annually in the second and third columns. Percent losses in the data set due to the actual
application of the entire quality controls are also given in the fourth and fifth columns.
Overall data set sizes and percent changes are given in the bottom-most row. Year 2017
data for the ISMN sites, Reese Center and Willow Wells, have not been analyzed because
these stations are located over 1000 meters, and CYGNSS has an elevation upper limit of
600 meters for the SP calculation algorithm until December 2017 [24]. Year 2018 data for
the Riesel station have not been analyzed as well due to large blocks of invalid SM data.








(%)2017 2018 2017 2018
Fort Reno 271 275 69.0 66.9 5.2 2.3 30.4 11.4 53.1
Knox City 257 281 58.4 56.2 6.9 2.6 27.9 9.6 37.2
Perdido Riv F. 248 306 55.6 52.9 6.4 2.2 24.6 11.7 38.9
Prairie View 292 289 31.2 31.8 7.3 0.9 24.9 9.6 4.9
Reese Center — 283 — 29.0 6.4 1.4 21.9 6.7 4.24
Riesel 252 — 33.3 — 6.8 0.4 27.8 12.7 0.0
San Angelo 249 308 48.6 29.3 6.3 0.2 21.7 20.9 5.7
Sellers Lake 246 255 74.0 69.8 7.0 2.3 19.6 12.0 61.9
Starkville 207 272 72.9 74.3 6.7 1.7 26.6 12.9 61.4
Uapb-Marianna 226 267 37.2 32.2 9.1 1.1 26.8 13.1 7.9
Uapb-Point R. 270 306 73.0 75.2 5.1 1.6 28.7 9.6 64.2
Uvalde 236 298 25.4 28.9 5.7 1.4 23.7 10.0 0.0
Vance 226 330 41.6 40.3 7.1 2.8 29.4 19.0 13.4
Vernon 232 294 33.6 28.6 5.9 1.5 26.6 9.8 1.2
Willow Wells — 292 — 26.4 5.1 0.3 22.6 7.9 1.37
Yanco-Y7 210 287 34.8 41.8 6.2 0.9 26.7 7.7 13.5
Yanco-Y8 215 322 40.4 37.0 7.2 2.0 26.8 8.7 13.3
Yanco-Y11 235 297 30.6 31.7 5.9 2.7 27.6 8.7 0.0
Overall 3872 4962 47.8 43.9 6.5 1.6 25.9 11.2 22.9
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of the trained model is performed on the excluded data samples. By this way, the trained
model is tested by using ”unseen” data in every iteration. (iv) The predicted SM values are
stored in the prediction pool with their corresponding reference SM values. (v) Excluded
10% of the data are turned back into the training data set. The next iteration is performed
similarly with the following exception: The random selection of new 10% of the data to be
excluded for validation purposes is handled in a way such that samples in this validation set
were never chosen into the validation set of any previous iteration. This regulation ensures
that the training/validation split method validates the ANN model over the entire data set
after 10 iterations are finished. (vi) When all 10 iterations are run, the prediction results for
the entire data set with corresponding reference SM values are stored. (vii) Performance
assessment of the entire data set is performed in order to obtain overall and per-ISMN-
site statistical performance metrics such as RMSE, unbiased RMSE (ubRMSE), bias, and
Pearson’s R (correlation coefficient) [43]. The overall training and validation approach is
illustrated in Figure 5.7.
5.4 Results
Contributions of individual input features and their combinations to the learning pro-
cess were first assessed in order to determine the optimal input feature set for SM retrieval.
Table 5.4 shows the results of this assessment by using the indices from (i) to (xi) for chang-
ing input combinations. The bottom-most line provides the optimal set of input features
that is employed in this study. (i), (ii), (iii), and (*) in Table 5.4 were conducted to compare

















































Γbrcs gives the highest correlation and lowest ubRMSE results. (iv) Then, combination of
these reflectivity approximations was assessed with two, three, or four of them were used
together. All possible combinations were examined; however, only one of them with the
closest performance (Γbrcs+Γratio) to the optimal one is given in Table 5.4. Although there
is a slight difference between two, additional Γratio term reduces the overall performance
of the optimal combination so that it is not included in the optimal combination. (v) In-
stead of giving the SP incidence angle as an input to the system, the reflectivity values are
corrected for incidence and fed to the system without angle information; the model per-
formance was slightly worse than feeding SP incidence angles to the learning. Hence, SP
incidence angles were chosen into the optimal performance inputs set. (vi) Contribution
of TES was examined and found to be significant as its removal increases the ubRMSE
and decreases the correlation. TES is also chosen into the input features. (vii) and (viii)
were performed to assess the effects of NDVI and VWC to the learning process. Both have
a positive impact on the learning performances, but VWC has a more positive contribu-
tion compared to NDVI. This is in parallel with the expectation that VWC involves further
information of temporal memory in NDV Imin and NDV Imax,as well as land cover infor-
mation through stem factor. Both parameters are included into the input features. (ix),
(x), (xi) were used to investigate the parameters that are derived from SRTM DEM data
set. All of them appear to positively affect the model, but elevation has the highest and
h-parameter has the lowest impact on the overall performance. However, all of them are







































































































































































































































































































































































































































































































































































































































After the determination of the set of optimal input features, validation of the method
with this set was performed. Figure 5.8 shows the scatter plots of the ISMN-measured
and CYGNSS-retrieved SM values in conjunction with the RMSE, ubRMSE, bias, and
Pearson’s R values for the entire data set, as well as years 2017 and 2018. In addition,
per-site and overall performance statistics of the SM estimation results for the entire data
set for both years are shown in Table 5.5. The entire data set, spanning both years, has a
Pearson’s R value of 0.9009, which is an indicator of high overall agreement between the
CYGNSS-based SM predictions and the reference SM data. Data over either year show
a high correspondence, too, with Pearson’s R values of 0.8532 and 0.9238 for year 2017
and 2018, respectively. These high levels of correlation demonstrate that the presented
CYGNSS-based SM retrieval algorithm were successful in capturing the overall trends
in approximately five thousand CYGNSS data samples. The ubRMSE values of 0.0575,
0.0520, and 0.0544 cm3/cm3 for 2017, 2018, and entire data set, respectively, are obtained.
Keeping in mind that both the science mission requirements for the SMAP mission over
its calibration/validation sites were ubRMSE values no higher than 0.04 cm3/cm3 [124]
and CYGNSS land application studies were targeted at an ubRMSE of 0.05 cm3/cm3, our
algorithm seems capable of generating close values to these levels at least for the current
data set and input features of interest. It should be also noted here that, despite not being
shown here, a previous version of this analysis was conducted with a subset of the data,
input features, and quality controls; the overall performance (overall ubRMSE of 0.0594
cm3/cm3 and Pearson’s R of 0.6604) was poorer than the ones reported here although
six of the ISMN sites with almost the best performances of this study were used. These
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observations are of high importance for the ultimate CYGNSS-based, or GNSS-R based
in general, SM retrieval studies since the algorithm presented here has the potential to
provide increased estimation performances as new satellite observation data and relevant
input features are added to the training.
Considering the Pearson’s correlation coefficient ranges of [0, 0.3333), [0.3333, 0.6667),
and [0.6667, 1] as low, moderate, or high correlations, 3/4 of the stations have moderate
as well as 1/4 of them have high correlation results through 2017. For 2018, roughly 1/9
of the sites have low, 3/9 of them have moderate, and the remaining 5/9 have high cor-
relation levels. An interesting outcome of the correlation assessment is that even though
the highest Pearson’s R value for an ISMN site for 2017 is 0.8077 (Uvalde) and 2018 is
0.8909 (Uapb-Marianna), the overall Pearson’s R value for each year (0.8532 and 0.9238,
respectively) exceeds these maxima. Moreover, the overall correlation coefficient for the
entire data set (0.9009) is higher than these maxima as well. This is valuable especially
for potential future application of the algorithm to the global scenarios, indicating that it
is powerful to generalize the non-linear regression for the entire data despite some poor
performances on specific sites. Similar to the correlation, it can be reasonable to consider
ubRMSE values above 0.0650 as low-performance, those in the range [0.0500, 0.0650] as
moderate-performance, and values below 0.0500 as high-performance. In this case, the
algorithm produces low-performance for 1/8 of the sites, moderate-performance for 3/8,
and high-performance for 4/8 of those stations for 2017. For 2018, it predicts SM with
a low-performance for approximately 1/9 of the ISMN sites, moderate-performance for
4/9 of them, and high-performance for another 4/9. It is worth noting that ubRMSE alone
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would be deceptive as some ISMN sites would have very low trends of SM values in yearly
average. However, combined with the correlation performances, SM estimations of our al-
gorithm seem to be in a good agreement with mean SM levels of most of the stations. On
the other hand, the model performs poorly on particular stations such that the predicted
SM values cannot correlate strongly to the reference SM data. For instance, Starkville,
Sellers Lake, and Uapb-Point Remove are such SCAN sites where the model’s Pearson’s
R follow low-to-moderate values for both years. These stations have a common feature
that more than 60 percent of the observation data are subject to exclusion from analysis
due to the existence of inland water bodies. Therefore, the removal process of the inland
water bodies and/or the accuracy of the 4-km-grid might require further investigation in the
future. San Angelo has another interesting result that Pearson’ R for 2017 is much lower
than that of 2018. Although this SCAN site is located an elevation of approximately 600
m (which is equal to CYGNSS’s 600 m threshold for year 2017 as mentioned previously),
we included it in the analysis for both years. Nevertheless, it appears that even an elevation
that is equal to the altitude threshold of the CYGNSS SP calculation algorithm for 2017
would be erroneous.
Figure 5.9 and Figure 5.10 show per-site comparisons for selected sites between the
CYGNSS-based SM estimations and daily ISMN measurements for years 2017 and 2018,
respectively. These figures show both time-series to visualize the annual trends and scatter
plots to illustrate the correlation between the reference and predicted SM values. First of
all, the ability of the algorithm to generate sub-daily SM predictions for multiple CYGNSS
observations on a day can be observed on these figures. For instance, the figure grid-
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Figure 5.8: Scatter plots of SM retrievals for the entire data set, year 2017, and year 2018.
RMSE, ubRMSE, and bias are given in [cm3/cm3]. Pearson’s R is also provided. N is the
number of data points.
line that corresponds to October on the top-first plot (Uvalde) in Figure 5.9 shows well
that there were two CYGNSS observations that fell into the ISMN site representativeness
window on that particular day-of-year, and the algorithm was able to generate two different
SM predictions that are so close to the reference SM value. Figure 5.9 and Figure 5.10 are
prepared in a way that the top four ISMN sites are selected from among those where the
SM retrieval algorithm performed the best, the next one is picked from those with decent
results, and the bottom-most ISMN site is chosen from a set of stations where the algorithm
has the poorest performance, with respect to both the correlation and retrieval errors. For
example, Uapb-Point Remove was selected for the bottom-most plot of Figure 5.10 while
Yanco-Y8 is the station with the lowest Pearson’s R value (0.2529). This is because even
though Uapb-Point Remove has a close Pearson’R to Yanco-Y8, it has a much higher
ubRMSE (0.0558) for SM estimations. Similarly, Vance site has a high ubRMSE of 0.0744
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for 2018, but it has a high Pearson’s R of 0.8489 at the same time. Hence, it was chosen
for the bottom-most, too.
5.5 Discussion
The proposed learning-based SM retrieval methodology generates promising overall
performances with comparable accuracy to the reference SM data, demonstrating that it
could be generalized for the global SM estimation. For this purpose, the current trained
model can be used over global terrains with close statistical distributions of the bio-geophysical
parameters (vegetation cover, topography, and surface roughness) in the present analy-
sis. Alternatively, the model can be further trained over a much larger and globally-
representative data set with additional CYGNSS observations, terrain characteristics, land
cover classifications, as well as possible new input features. As more data samples are
added to the training, the learning performance is expected to improve. In any case, a fu-
ture work will be conducted for comparison of the proposed method to global SM sources
(such as SMAP). A potential limitation in a global comparison scenario is the lack of ref-
erence SM data at high spatio-temporal resolutions. This was the main motivation of this
study to employ ISMN sites with a 9-km-grid of SM representativeness. Assuming con-
stant SM over such a grid is another source of limitation in this study, which is inevitable
for the current state-of-the-science. The reference SM data, either ISMN sites in this study
or SMAP-like global observatory data, are not the ground truth and have their own internal
errors. Moreover, ISMN measurements have a quite different resolution (point-scale) than
CYGNSS observations (distributed scattering).
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Figure 5.9: SM retrievals for year 2017. In situ SM data are color-coded such that
magenta and blue circles correspond to days with freeze temperatures and invalid data,
respectively. Scatter plots are also given.
200
Figure 5.10: SM retrievals for year 2018. In situ SM data are color-coded such that
magenta and blue circles correspond to days with freeze temperatures and invalid data,































































































































































































































































































































































































































































































































































































































































In addition to extending the use of the current method, a future work could be conducted
to investigate several non-parametric, non-linear machine learning algorithms as well as the
optimization of the current ANN model to obtain its full potential. Despite a number of
actions to get the best performance out of the learning model (such as preprocessing of
the data with the quality controls, assessment of the input feature contributions, and use
of derived proxy parameters), the scope of this study is not an in-depth analysis of the
learning methods.
The present method has many sources of constraints and uncertainties, some of which
have been addressed and dealt with to a degree in this study, and all could be investigated
further in future work. These can be explained as follows:
CYGNSS observations and data products involve a number of uncertainties that might
have affected the results of this study. During this study, multiple reflectivity approxima-
tions from CYGNSS data products were used as model inputs. The learning performance
of the model varied greatly with these different reflectivity approximations. This indicates
a changing level of uncertainty throughout the CYGNSS dataset. CYGNSS parameter un-
certainties can be described as follows: (i) SP calculation with the geoid assumption was
originally developed and works well for ocean [62]; however, it can generate large offsets
for SP locations over land as the elevation and topographic relief get higher. Since this
problem is said to be resolved with the CYGNSS Level 1 Science Data, Version 3.0 in a
near future, we applied a number of strategies that did not involve explicitly solving the
actual SP location: With the help of the coherency assumption, we used the peak brcs
value to calculate Γbrcs, which should reflect the actual coherent reflections; we filtered
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out brcs DDM peak delay rows that fall outside a range of [7, 10]; we also incorporated
CYGNSS-derived TES, elevation, and slope as proxy coherency parameters to the ANN
model. In addition, analyzing terrains with relatively low topographic relief (slopes up
to 2) and elevations no more than roughly 1300 meters in this study limits the effects of
this uncertainty; however, these parameters would get higher values in a global applica-
tion. (ii) As previously discussed, the CYGNSS data products, which are determined with
the use of internal and external parameters (such as GPS EIRP and receiver gain, as well
as bistatic ranges due to topography and erroneous SP calculation) would introduce an
added layer of uncertainties to the input data of the learning process. A subset of these
could be partially corrected by future effort; for instance, the bistatic ranges would be ob-
tained more accurately by a corrected SP calculation strategy with the help of DEM data.
(iii) The present method assumes the dominance of coherent reflections over flat and rel-
atively smooth lands covered with non-heavy vegetation canopy, as followed by several
previous studies [142, 178, 24, 28]. Indeed, high variability of the topography and vegeta-
tion covers makes it impossible to consider pure coherent or incoherent regimes for global
applications. In addition, changes in the observation geometry (such as increasing inci-
dence angles) would introduce increasing incoherent scattering that might be comparable
to the coherent reflections. The attempt of this study to introduce coherency/incoherency
indicators to the learning process would be improved further by incorporating additional
CYGNSS observations (such as the entire DDM) to provide and improved coherency de-
tection. It should be also noted that the use of such parameters would necessitate a trade-off
between increased accuracy and decreased spatial resolution.
204
Ancillary data are required since CYGNSS measurements are dependent on several
bio/geophysical parameters in conjunction with SM, but data sources are not perfect. NDVI
is used to account for vegetation attenuation because there is no global data set of another
parameter on which the reflectivity is more dependent on (such as vegetation optical depth
or VWC). NDVI is indeed a metric of vegetation ”greenness” and does not fully correlate
to the attenuation. Moreover, it is derived from optical imaging instruments, meaning that
it is vulnerable to the atmospheric or illumination effects such as clouds or night. Such
issues can only be diminished to some degree as this study performs such that a sliding
window averaging can be employed. NDVI-derived VWC data and h-parameter have even
additional biases as we employ land cover-based LUT values for stem factor. On the
other hand, all of these parameters prove increased accuracy to the algorithm outcomes.
Improved acquisition of such ancillary parameters as well as involvement of new input
features (such as several vegetation indices) would be of interest in the future.
Internal steps and decisions as well as assumptions and simplifications of the proposed
methodology might have led to issues that are not clear for the time as well. To illustrate,
the use of 4-km-grid for averaging the terrain parameters (such as NDVI, elevation, and
slope) around the CYGNSS SP might be too simplistic; nonetheless, it relies for now on
the present uncertainty of the CYGNSS footprint over land, and it appears to be working.
Future work would examine different sizes of such a grid as well as introducing a new grid
that is computed accordingly with the along-track direction of the SP.
Although we perform quality controls such as applications of CYGNSS quality con-
trol flags, removal of measurements with freezing weather conditions, and exclusion of
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inland water body-exposed observations, modification of the current method (Such as a
different percentage threshold for inland water bodies) and/or addition of further quality
flags would be investigated. However, it is evident from the data statistics before and after
the quality controls of the present study that roughly half of the data samples are thrown
away. This implies that further quality controls would result in a reduced size of training
data and would require the addition of new observations. In addition, the current quality
controls such as removal of inland water bodies above one percent might not be sufficient
to overcome erroneous observations.
5.6 Conclusion
To the authors’ knowledge, this paper is the first to provide a physics-aware, learning-
based, CYGNSS SM retrieval algorithm that uses several input features from ancillary data
sets. The theoretical background of ideal CYGNSS-based SM retrieval, challenges with
the use of CYGNSS observables, and the applicability of the proposed method as well
as input features are provided. The acquisition of the data sets are described in detail,
and their distribution statistics are given. Quality controls for preprocessing of the data
are proposed. The approach has been applied to reference SM data collected from 18
ISMN stations through North America and Australia by using a randomly cross-validated
train/test split fashion, and encouraging results have been reported. The trained model
has an overall ubRMSE of 0.0544 cm3/cm3 and Pearson’s R of 0.9009 on 4808 unseen
data samples, which indicates a potential to be applied on global data sets. Individual
contributions from input features have been also investigated. The use of brcs-derived
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reflectivity, TES, incidence angle, NDVI, VWC, elevation, slope, and h-parameter appears
to significantly increase the model performance.
The major contributions of the study to the GNSS-R based SM retrieval efforts in gen-
eral are as follows:
• This retrieval process is an intrinsically non-linear regression problem and the pro-
posed ANN model demonstrates potential to overcome this problem with its gener-
alization performance.
• ANN is a non-parametric learning algorithm, and it, in turn, removes the need for
development of a parametric, explicit solution model (physical, regression, and/or
empirical). Therefore, it enables using arbitrary number of input parameters.
• Once trained on reference samples, the model does not require SM information from
other sources (such as SMAP or SMOS) for SM estimation. This allows he learning
model to be trained with any SM source (such as the ISMN sites in this study, or
some other point-scale or global-scale SM sources) and perform SM predictions
independently from other SM providers.
• The algorithm has the potential to provide sub-daily SM estimations as it is appli-
cable to every single CYGNSS observation without a need for spatial gridding or
temporal averaging. In other words, it is capable of making a SM prediction by
using a single CYGNSS observation supported by the other input features.
• The reported overall performances as well as terain-specific accuracy could be im-
proved by including new data samples into the training as the CYGNSS mission
continues to orbit and collect new land data in coming years.
• The proposed strategy can help determination of the calibration/validation sites for
CYGNSS-based SM retrieval studies in order to learn the global bio/geophysical




This chapter provides the summary of the research as well as future work that can
be conducted as the proposed method here is still in its emerging phase and needs to be
improved in many ways.
6.1 Summary of Research
This dissertation proposed a non-parametric, non-linear learning algorithm for CYGNSS-
based SM estimations by using a number of CYGNSS observables and ancillary data sets
as inputs. The proposed ANN model provides a novel non-linear solution to intrinsically
non-linear regression problem of the CYGNSS-based SM retrieval. The method is capable
of generating sub-daily SM products for a 4-km-representativeness grid of each CYGNSS
observation. The outputs of the learning model demonstrates an overall ubRMSE of 0.0544
cm3/cm3 and Pearson’s correlation coefficient of 0.9009 on approximately five thousand
CYGNSS data samples. The nature of the ANN model used has a potential to provide
better learning performances by new data samples are added into the learning process as
CYGNSS spacecrafts continues measurements. From this perspective, the algorithm shows
potential to provide closer accuracies to the operational thresholds.
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The following major efforts have been made throughout the Ph.D. research for deter-
mination of the proposed methodology:
(i) The requirements and challenges for solving the bistatic radar equations to obtain
SM values from CYGNSS measurements have been addressed through the development
of the SCoBi model and its simulator framework, conducting simulated analyses with the
help of SCoBi, as well as reviewing the literature.
(ii) Dynamic ranges of the joint impacts of various bio/geophysical parameters and
varying sensitivity of the CYGNSS receivers to these parameters have been taken into
account by the retrieval algorithm. The dynamic ranges of the GNSS-R observables corre-
sponding to each of these impacts were modeled by our simulated GNSS-R study over the
entire growth season of a virtual corn crop field [51]. Use of ancillary data in the proposed
SM retrieval method relies on representing the joint impacts of the changing parameters
in the learning process. In addition, the non-linear nature of the proposed ANN model is
considered efficient to overcome solving this non-linear regression problem.
(iii) High spatio-temporal resolution of the CYGNSS observations have a potential to
provide SM estimations within finer grids than the current state-of-the-science. Employ-
ment of the 4 km-grid around each CYGNSS observation as well as the use of sub-daily
CYGNSS measurements in the learning process are for investigating the feasibility of such
high spatio-temporal resolutions. Additionally, 9 km-grid is employed around each point-
scale SM source (ISMN stations) as a representativeness window for the same reason.
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6.2 Future Work
Future work is required to validate the current trained model’s performance over global
CYGNSS observations. It can be handled in two different approaches: (i) The current
trained model can be directly used over global terrains. The ancillary data set distributions
from the currrent method can be used as determination criteria for whether to include
terrains in the global analysis in the estimation process. The model can be run over the
CYGNSS observations over those terrains included to perform SM estimations. (ii) The
training data set can be extended in order to represent a larger subset of the global land
covers, and a new model can be trained over this larger data set, then it can be examined
over a global test data set that is never seen by the model. The prediction performance of
the either approach can be compared qualitatively (i.e. by visualizations) and quantitatively
(i.e. by providing performance statistics) to a global SM data source such as NASA’s
SMAP or ESA’s SMOS. The quantitative comparison of the algorithm’s SM estimations
would require a further effort such that multiple SM predictions corresponding into a single
coarse-resolution SM product of either mission should be carefully tackled.
The parameters of the ANN model employed in this study have been optimized to
obtain the optimal performance; however, it would require tuning as new data samples or
new input features are added into the learning process. Other non-parametric, non-linear
learning algorithms would be of investigation as well.
A future work can be conducted to determine the error budget of the method that is
resulted from the aforementioned uncertainties in Chapter 6.
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The current method assumes the dominance of coherent reflections for the case that the
surface is flat and smooth with non-heavy vegetation over it. This was based on out sim-
ulated analysis findings from SCoBi modeling studies as well as similar literature efforts.
However, a space-borne incoherent modeling study can be conducted as a future add-on
to the SCoBi model. On the other hand, it would be one of the hardest future extensions
of this dissertation because modeling the surface and vegetation scatterers over large areas
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In this appendix, the normalized voltage pattern for both linear and circular polarization
basis will be expressed. Due to reciprocity, the following arguments are equally applicable
for antennas in transmit and receive modes.
In practice, antennas cannot be constructed to produce pure polarization states [116].
It is important to decompose the radiated field into two orthonormal polarization states.
The orthogonal polarization states are commonly chosen along the linear or circular basis




1 + gXY û
Y
2 (A.1a)
gY = gY X û
X
1 + gY Y û
Y
2 (A.1b)
where gXX is the co-polarized voltage pattern for port 1 while gXY is the cross-polarized
voltage pattern for the same port. The quantity gY Y is the co-polarized voltage pattern
for port 2 while gY X is the cross-polarized voltage pattern for the same port. The voltage
patterns are complex. The cross-polarized patterns represent the crosstalk between antenna
ports. The unit vectors ûX1 and û
Y
2 are also complex and are associated with co-polarization
and cross-polarization states.
In linear basis, the polarization vectors are chosen according to Ludwig’s third defi-
nition of polarization to indicate the directions of co-polarization and cross-polarization
[110]. They are rotated versions of spherical vectors defined in antenna coordinates and
can be written as
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ûX1 = cosϕθ̂ − sinϕϕ̂ (A.2a)
ûY2 = sinϕθ̂ + cosϕϕ̂ (A.2b)
where θ̂ and ϕ̂ are the unit vectors in spherical coordinates of the antenna. Thus, the
normalized voltage pattern matrix for the linearly polarized antenna is given as
g =
gXX gXY
gY X gY Y
 (A.3)












Similarly, for circular polarization basis, co-polarized and cross-polarized patterns can












where the subscripts/superscripts R and L denotes RHCP and LHCP, respectively. The





where the diagonal elements are co-polarized patterns while the off-diagonal elements are





An arbitrary-polarized electric field can always be expressed by a linear combination
of two orthogonal (basis) fields that are usually defined in one coordinate system [8]. Since
bistatic scattering involves radiation, scattering, and reception in various coordinate sys-
tems, it is necessary to transform polarization basis vectors in one coordinate system to
another one. In this appendix, we will consider two configurations: transmitreceive and
transmitscatteringreceive as depicted in Figure B.1.
A. TransmitReceive Configuration
Let us first consider two arbitrary-oriented antenna coordinate systems that are denoted
by T : (xt, yt, zt) and R : (xr, yr, zr) as shown in Figure B.1(a). The unit vectors ût1 and
ût2 are complex orthonormal and defined in the transmit antenna system T while the unit
vectors ûr1 and ûr2 are complex orthonormal and defined in the receive antenna system
R. An arbitrary electrical field can be decomposed into orthogonal components in both
systems as
E = Et1ût1 + Et2ût2 (B.1a)
E = Er1ûr1 + Er2ûr2 (B.1b)
The components of the field in both coordinates are related as
Er1 = E · û∗r1 = Et1 (ût1 · û∗r1) + Et2 (ût2 · û∗r1) (B.2a)
Er2 = E · û∗r2 = Et1 (ût1 · û∗r2) + Et2 (ût2 · û∗r2) (B.2b)
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Figure B.1: Change of polarization basis (a) between transmitter and receiver and (b)
between transmitter, ground, and receiver.
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where the transformation matrix u
t→r is given by
u
t→r =
 ût1 · û∗r1 ût2 · û∗r1
ût1 · û∗r2 ût2 · û∗r2
 (B.3b)
where it transforms polarization components of the system T to those in the system R.
The matrix is, in fact, a unitary matrix that conserves the total power of a wave, that is, the
norm of the electric field vector remains invariant under change of basis [8]. As a result,







where superscript 1 and H are the inverse and the Hermitian (or conjugate) transpose of a
matrix, respectively.
Now let us consider the unit spherical vectors (orthogonal sets) in both coordinate
systems. The direction of propagation is denoted by k̂d vector that connects origins of both
coordinate systems. It is evident that the transmit antenna spherical vectors (θ̂t, ϕ̂t) lie in
the same tangential plane (tangent plane 1), where the receive antenna spherical vectors
(θ̂r, ϕ̂r) lie, and both of which are normal to k̂d, as illustrated in Figure B.1(a), due to the
following orthogonality relationship:
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ϕ̂t × k̂d = θ̂t and k̂d × θ̂t = ϕ̂t (B.5a)
k̂d × ϕ̂r = θ̂r and θ̂r × k̂d = ϕ̂r (B.5b)
The linear and circular basis vectors (defined in (A.2) and (A.4)] also lie on the same
tangent plane since they are rotated versions of spherical vectors defined in their respec-
tive coordinate systems. As a result, the transformation matrix, u
t→r, is, in fact, a ro-
tation matrix between any polarization bases (within the system T or R and between
the systems T and R), defined in the same tangential plane. In other words, any po-
larization states defined along a direct path between the origins of two arbitrary coor-
dinate systems are related via a rotation matrix. One can go from one polarization ba-

















r2)] in the rotation matrix given
in (B.3b).
B. TransmitScatteringReceive Configuration
Now, we add an intermediate coordinate system (x′, y′, z′) to represent local scatter-
ing processes between transmit and receive antennas, as shown in Figure B.1(b). In this
configuration, the transformation involves two rotation matrices; one is from the transmit
antenna to the ground system and the other one is from the ground system to the receive
antenna. The incoming and outgoing propagation vectors k̂i and k̂o can be defined and be










































o) represent the angle of incidence and the angle of scat-
tering in the local coordinate system, respectively. The propagation vector, k̂i, is normal to





along the angle (θ′i, ϕ
′
i) while the propagation vector, k̂o, is normal to both the receive an-




o) along the angle
(θ′o, ϕ
′
o). Due to these orthogonality relationships, we can define a tangent plane (tangent
plane 2) between the transmit antenna and the ground and can define another tangent plane
(tangent plane 3) between the receive antenna and the ground. The unit vectors (ût1, ût2)
and (ûr1, ûr2) also lie in the tangent planes 2 and 3, respectively. Thus, the rotation matri-








 ût1 · v̂∗i ût2 · v̂∗i









 v̂o · û∗r1 ĥo · û∗r1
v̂o · û∗r2 ĥo · û∗r2
 (B.7b)
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where (ût1, ût2) and (ûr1, ûr2) can be the linearly polarized or circularly polarized unit
vectors as defined in (A.2) and (A.4). The local horizontal polarization vector, ĥo, for
scattered wave is taken parallel to the local ground (x′y′) plane. More specifically
ĥo =
n̂× k̂o∣∣∣n̂× k̂o∣∣∣ = ϕ̂′o (B.8a)
The local vertical polarization is taken perpendicular to both k̂o and ĥo; thus,
v̂o = ĥo × k̂o = θ̂
′
o (B.8b)
Similarly, the local horizontal polarization vector, ĥi, for incident wave is taken parallel
to the local ground (x′y′) plane. More specifically,
ĥi =
k̂i × n̂∣∣∣k̂i × n̂∣∣∣ = ϕ̂′i (B.9a)
The local vertical polarization is taken perpendicular to both k̂i and ĥi; thus,







The received field expressions derived in the main text assume knowledge of the re-
lationship between various coordinate systems. In this appendix, we define coordinate
transformation between the antenna coordinates and the reference coordinate system. Let
us consider the receive antenna here but the same is also applicable to the transmit an-
tenna. The antenna coordinate system is rotated about the z-axis by ϕ0r in azimuth. Then,
the antenna is rotated about the y-axis by (π − θ0r) in elevation. The angle ϕ0r is defined
counterclockwise from the x-axis while the angle θ0r is defined counterclockwise from the
z-axis. When ϕ0r = 0, the antenna is facing East and when ϕ0r = π/2, the antenna is fac-
ing North. The azimuth rotation is performed for aligning the direction of the incident field
from a satellite. When θ0r = 0, the antenna is facing nadir and when θ0r = π, the antenna
is facing zenith. The angle θ0r represents the observation angle. With these rotations, the
antenna yr-axis will always be parallel to the ground (xy plane), so that it can represent
the horizontal-polarized port when the antenna is linearly polarized. The rotation matrices




− cos θ0r 0 sin θ0r
0 1 0









Because the rotation matrix is orthogonal, transformation in the reverse direction is
simply the transpose of the matrix.
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APPENDIX D
OUTER PRODUCT MATRICES AND VECTORS
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The outer product is defined for two-element vectors by [68]




















and for the two-by-two matrix of a circularly polarized antenna by













































The elements of the coherency vector and matrix are complex, and it is sometimes
desirable to describe the wave by real quantities. The modified Stokes vector is commonly
used in microwave remote sensing to describe both amplitude and polarization of the wave
[156]. It is a transform of the coherency vector. The modified Stokes vector of the total
power is given by












1 0 0 0
0 0 0 1
0 1 1 0
0 −i −i 0

(D.4)
Similarly, the four-by-four Mueller matrix of a circularly polarized antenna can be
defined for the modified Stokes vector (D.5), as shown at the top of this page.








|gRR|2 |gRL|2 Re {gRRg∗RL} − Im {gRRg∗RL}
|gLR|2 |gLL|2 Re {gLLg∗LR} Im {gLLg∗LR}
2 Re {gRRg∗LR} 2 Re {gLLg∗RL} Re {gRRg∗LL − gRLg∗LR} −Im {gRRg∗LL − gRLg∗LR}





CYGNSS LEVEL 1 DATA
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Table E.1: CYGNSS Level 1 data that are used in this study.
brcs 17 × 11 array of DDM bin bistatic radar cross
section, m2. The specular point is located
in DDM bin round(brcs ddm sp bin delay row),
round(brcs ddm sp bin dopp col).
power analog 17× 11 array of DDM bin analog power, Watts. analog power
is the true power that would have been measured by an ideal
(analog) power sensor. power digital is the power measured
by the actual 2-bit sensor, which includes quantization effects.
power analog has been corrected for quantization effects.
ddm snr DDM signal to noise ratio. 10log(Smax/Navg), where Smax
is the maximum value (in raw counts) in a single DDM bin and
Navg is the the average per-bin raw noise counts. ddm snr is
in dB.
direct signal snr 10log(zenith signal power/zenith signal noise) at
ddm timestamp utc.
sp lat SP latitude, in degrees North.
sp lon SP longitude, in degrees East.
rx to sp range The distance between the CYGNSS spacecraft and the specu-
lar point, in meters, at ddm timestamp utc.
tx to sp range The distance between the GNSS spacecraft and the specular
point, in meters, at ddm timestamp utc.
sp inc angle SP incidence angle, in degrees. This is the angle between the
line normal to the Earth’s surface at the specular point and the
line extending from the specular point to the spacecraft.
gps tx power db w GPS SV transmit power. Power input to SV Tx antenna, in
dBw.
gps ant gain db i GPS SV transmit antenna gain. SV antenna gain in the direc-
tion of the specular point, in dBi.
sp rx gain Specular point Rx antenna gain. The receive antenna gain in
the direction of the specular point, in dBi.
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