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Une Nouvelle Méthode d’ordre élevé pour des Intégrales de surface et
curviligne
Résumé : Nous présentons une nouvelle méthode pour calculer des approximations des
intégrales de surface et des intégrales curvilignes. Cette méthode est basée sur la formule
de co-aire combinée avec une projection de type Galerkin. Elle entre directement dans le
cadre des méthodes d’éléments finis d’ordre élevé. Nous démontrons des théorèmes de
convergence et les résultats théoriques sont illustrés par des exemples numériques venant
d’une application en fusion nucléaire.
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A HIGH ORDER METHOD FOR CONTOUR INTEGRALS WITH AN
APPLICATION TO PLASMA MODELING IN NUCLEAR FUSION
HOLGER HEUMANN, LUKAS DRESCHER, AND KERSTEN SCHMIDT
1. INTRODUCTION
This article is concerned with the approximation of the integrals
(1) gf,ψ(y) :=
∫
{x∈Ω, ψ(x)=y}
f(x) ds(x) , y ∈ (0, 1),
where ψ : Ω ⊂ Rn → [0, 1], n = 2, 3 is a Lipschitz continuous, scalar function, and
f : Ω → R ∪ {−∞,∞} is another integrable scalar function. The values gf,ψ(y) are
well defined for all y for which the sets {x ∈ Rn, ψ(x) = y} are (n − 1)-dimensional
hypersurfaces and f is bounded on these sets. The functions gf,ψ represent the average of
f over each hypersurface of ψ. In the particular case f = 1 we have that gf,ψ is the area
(or length) of the hypersurface. We will assume throughout this work that the area (length)
g1,ψ(y) is bounded for almost all y ∈ [0, 1].
If the hypersurfaces of ψ have an explicit parametrization, standard quadrature formulas
provide an adequate mean to approximate (1). It is even possible to devise higher order
methods that avoid the computation of the derivatives of the parametrization [1].
In here we want to focus on the case where such a parametrization is a priori not known.
The standard approach is the following: The scalar functions ψ are approximated by piece-
wise linear finite element functions ψh and the values gf,ψh(y) can be assembled from
contributions in each element. This approach is a variation of a family of algorithms in
computer graphics [25] that are used to visualize hypersurfaces. In the case of linear finite
elements this is the method of marching triangles or tetrahedrons [26, 30], while project-
ing onto the bilinear finite element space is the even older method of marching squares or
cubes [21]. There does not exist, at least to our knowledge, rigorous convergence analysis.
But clearly the projection of ψ onto low order spaces restricts the order of the method.
Very high accuracy can be only achieved through meshes with a huge number of elements.
It is a well known fact in spectral and higher order methods, that one can find way
more economical finite dimensional approximations of ψ, if one exploits properties such
as smoothness. Nevertheless we would like to stress that the direct elementwise assembling
of gf,ψh withψh piecewise polynomials of degree pwill be more difficult and expensive. In
the case of linear finite elements the intersections of hypersurfaces with the mesh elements
are planar, while in the case of higher order finite elements the intersection are curved.
Hence, it is necessary to determine numerically a local parametrization if the accuracy of
ψh shall be inherited to the approximation of gf,ψh . Finding such local parametrizations
requires similar techniques as finite element methods on curved domains [7, Chapter 12]
and amounts to solve repeatedly non-linear problems. For higher order polynomial ap-
proximations of ψ this approach is fairly expensive and technical. Such efforts might be
reasonable if one is interested in values of (1) for one specific value y as it is the case for
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hypersurface integrals that appear in level set methods and fictitious domain methods or
extended finite element methods. A non-exhaustive list of references about this topic is
[8, 24, 12] and the many references therein.
In this article we are interested in computing efficiently approximation of (1) on the
whole interval y ∈ (0, 1). We propose a novel approach fitting seamlessly into the spirit of
higher order finite element methods. We will see that the hypersurface averaging functions
(1) are unique solutions of the variational formulation: Seek gf,ψ ∈ L2(0, 1) such that∫ 1
0
gf,ψ(y)λ(y)dy =
∫
Ω
f(x)|∇ψ(x)|λ(ψ(x)) dx ∀λ ∈ L2(0, 1).(2)
Moreover, we will introduce associated Galerkin methods, where only integrals over the
domain Ω have to be evaluated.
The main motivation for this work is the magnetohydrodynamic equilibrium equation,
an elliptic semi-linear equation for the so-called poloidal flux ψ. Computing magneto-
hydrodynamic equilibria is a central problem for modeling of plasma in nuclear fusion
reactors. Very important functionals of the solution of such equilibrium problems are the
hypersurface averaged quantities (1) that are the focus of this article. In the subsequent
section we will adapt the parlance from plasma physics and call the functions (1) the geo-
metric coefficients.
The outline of this paper is the following. In the next section, we will recall the coarea
formula and show (Lemma 2) that the geometric coefficients verify the weak formulation
(2). With this it is straight forward to introduce in Section 3 the Galerkin projection meth-
ods to compute approximations of gf,ψ(y) in some finite dimensional space, e.g., a poly-
nomial space. We provide also a convergence estimate that balances a best approximation
result and the consistency error. Section 4 presents the plasma equilibrium problem, elab-
orates on details for computing the geometric coefficients and states a couple of regularity
results. Extensive numerical experiments highlight the practicability of the new method.
2. GEOMETRIC COEFFICIENTS AND THE COAREA FORMULA
We recall that ψ : Ω ⊂ Rn → (0, 1), n = 2, 3 is a Lipschitz continuous, scalar function,
not necessary monotone and that the geometric coefficients are the integrals
gf,ψ(y) :=
∫
{x∈Ω, ψ(x)=y}
f(x) ds(x) ,
with f : Ω 7→ R ∪ {−∞,∞} another integrable scalar function. We have the follow-
ing result, the coarea formula, highlighting the relationship between integrated geometric
coefficients gf,ψ(y) and volume integrals.
Theorem 1 (Coarea formula). Let f : Ω → R ∪ {−∞,∞} be integrable and ψ : Ω →
[0, 1] Lipschitz, then gf,ψ ∈ L1(0, 1) and∫ 1
0
gf,ψ(y)dy =
∫
Ω
f(x)|∇ψ(x)|dx .
Proof. See [9, Theorem 3.2.12]. 
An immediate corollary of the coarea formula is the following identity.
Corollary 2. Let the assumptions of Theorem 1 be fulfilled. If moreover f |∇ψ| 12 ∈ L2(Ω)
and g1,ψ ∈ L∞(0, 1) then gf,ψ ∈ L2(0, 1) and
(3)
∫ 1
0
gf,ψ(y)λ(y)dy =
∫
Ω
f(x)λ(ψ(x)) |∇ψ(x)| dx ∀λ ∈ L2(0, 1) .
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Proof. The assertion is an immediate consequence of the obvious identity gf,ψ(y)λ(y) =
gf ·λ(ψ),ψ(y) and Theorem 1, and so∫ 1
0
gf,ψ(y)λ(y)dy =
∫ 1
0
gf ·λ(ψ),ψ(y)dy =
∫
Ω
f(x)λ(ψ(x))|∇ψ(x)| dx.
The Cauchy-Schwarz inequality implies∫
Ω
f(x)λ(ψ(x))|∇ψ(x)| dx ≤ ‖f |∇ψ| 12 ‖L2(Ω)‖λ ◦ ψ |∇ψ| 12 ‖L2(Ω),
and so the right-hand side of (3) is bounded in L2(0, 1) due to
‖λ ◦ ψ |∇ψ| 12 ‖2L2(Ω) =
∣∣∣ ∫
Ω
λ2(ψ(x))|∇ψ(x)| dx
∣∣∣
=
∣∣ ∫ 1
0
g1,ψ(y)λ
2(y)dy
∣∣ ≤ ‖λ‖2L2(0,1)‖g1,ψ‖L∞(0,1).
Hence, the variational formulation (3) for gf,ψ ∈ L2(0, 1) is well-posed and the proof is
complete. 
We are going to use this formula to compute approximations of the geometric coeffi-
cients via a Galerkin projection, rather then introducing directly discretizations of (1).
We introduce PP (0, 1) the space of all polynomials of degree less or equal to P on [0, 1]
and look for an approximation gP
f,ψ
∈ PP (0, 1) of gf,ψ such that
(4)
∫ 1
0
gP
f,ψ
(y)λ(y)dy =
∫ 1
0
gf,ψ(y)λ(y)dy ∀λ ∈ PP (0, 1) ,
where we have as a standard approximation result [28, Theorem 3.17]
(5) ‖gP − gf,ψ‖L2(0,1) ≤ inf
v∈PP (0,1)
‖v − gf,ψ‖L2(0,1) ≤ CP−k‖gf,ψ‖Hk(0,1) ,
with C > 0, C ∈ R independent of P but dependent of k. The strength of this idea is
that we can use the coarea formula (Corollary 2) to rewrite the integration over [0, 1] in the
right hand side of (4) in an integration over Ω
(6)
∫ 1
0
gP (y)λ(y)dy =
∫
Ω
f(x)λ(ψ(x)) |∇ψ| dx ∀λ ∈ PP (0, 1) ,
which, when working with the hp/spectral FEM approximation rather than with ψ, is our
new approach.
Remark 3 (Continuity of geometric coefficients). To obtain in general geometric coeffi-
cients gf,ψ that are continuous in (0, 1) and so H
k(0, 1) regular with k ≥ 12 that can be
approximated in PP (0, 1) with a convergence rate larger than 12 we have to assume that ψ
takes almost all values in [0, 1]. If ψ does not take values in a subinterval I ⊂ (0, 1) then
the geometric coefficients are zero for all y ∈ I and might be discontinuous on ∂I . In this
case the convergence rate would be below 12 .
3. DISCRETIZATION AND CONVERGENCE
Let Vh,p ⊂ C0(Ω) be a finite element space defined over a triangulation of Ω, where
h > 0 corresponds to the largest diameter of an element of the triangulation and p to the
polynomial degree on the reference element. In the following we think of ψh,p ∈ Vh,p as
approximation of ψ with ψh,p : Ω→ [0, 1] and we assume standard approximation results
‖ψ − ψh,p‖L2(Ω) ≤ Chp+1 and ‖ψ − ψh,p‖H1(Ω) ≤ Chp .
RR n° 8948
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So ψh,p can be for example the L
2 or another kind of Galerkin projection of a function ψ.
We refer to Sec. 4, where ψh,p is the scaled to (0, 1) Galerkin projection of the solution ψ
of a partial differential equation.
We introduce the Galerkin projection of geometric coefficients: Find gP
fh,p,ψh,p
∈
PP (0, 1) such that
(7)
∫ 1
0
gP
fh,p,ψh,p
(y)λ(y)dy =
∫
Ω
fh,p(x)λ(ψh,p(x))|∇ψh,p(x)|dx ∀λ ∈ PP (0, 1) .
We introduced here also fh,p(x) to cover cases where f depends on ψ and, hence, fh,p on
its approximation such as f(x) = |∇ψ(x)|2, where fh,p(x) will be |∇ψh,p(x)|2. The im-
plementation of (7) compromises two steps/ingredients. Firstly, a standard (P +1)×(P +
1) mass matrix containing the L2 inner products of pairs for basis functions of PP (0, 1)
has to be assembled. This mass matrix becomes diagonal when Legendre polynomials –
mapped to (0, 1) – are used as basis functions. Second, P + 1 entries of the right hand
side vector has to be assembled. As λ(ψ) is piecewise smooth with respect to the mesh
underlying the definition of Vh,p, these P + 1 entries can be approximated by the normal
quadrature rules in hp/spectral FEM. In particular there is no need to determine explicitly
the hypersurfaces of ψh,p.
We have the following well-posedness and convergence results, the latter balancing the
best approximation error infv∈PP (0,1) ‖v − gf,ψ‖L2(0,1) with the L2-error of ψh,p.
Theorem 4 (Well-posedness and error of discretized geometric coefficients). Let the as-
sumptions of Corollary 2 be fulfilled and let the sets {x ∈ Rn, ψ(x) = y} be (n − 1)-
dimensional hypersurfaces for all y ∈ [0, 1]. If moreover for fh,p : Ω → R ∪ {−∞,∞}
and ψh,p ∈ Vh,p it holds fh,p|∇ψh,p|
1
2 ∈ L2(Ω) then the solution gP
fh,p,ψh,p
of (7) is
well-defined in L2(0, 1) and for any k > 0 there exits a constant C > 0 such that
‖gP
fh,p,ψh,p
− gf,ψ‖L2(0,1) ≤ C
(
P−k‖gf,ψ‖Hk(0,1) + ‖(f |∇ψ| − fh,p|∇ψh,p|)|∇ψ|−
1
2 ‖L2(Ω)
)
+ 8
√
3P 4‖ψ − ψh,p‖L2(Ω)‖fh,p|∇ψh,p|‖L2(Ω).
Proof. The well-posedness follows from the Lax-Milgram lemma, where the assumption
on fh,p and ψh,p leads similarly to the proof of Corollary 2 to g
P
fh,p,ψh,p
∈ L2(0, 1).
To prove the estimate on the discretization error we introduce first the notation
(f, λ ◦ ψ)Ω =
∫
Ω
f(x)λ(ψ(x))dx .
Then, the Strang lemma [5, Chap. III] yields
‖gP
fh,p,ψh,p
− gf,ψ‖L2(0,1) ≤ inf
λ∈PP (0,1)
‖λ− gf,ψ‖L2(0,1)
+ sup
λ∈PP (0,1)
∣∣(f |∇ψ|, λ ◦ ψ)Ω − (fh,p|∇ψh,p|, λ ◦ ψh,p)Ω∣∣
‖λ‖L2(Ω)
and we estimate the numerator in the second term on the right hand side:∣∣(f |∇ψ|, λ ◦ ψ)Ω − (fh,p|∇ψh,p|, λ ◦ ψh,p)Ω∣∣
≤ ∣∣(f |∇ψ| − fh,p|∇ψh,p|, λ ◦ ψ)Ω∣∣+ ∣∣(fh,p|∇ψh,p|, λ ◦ ψ − λ ◦ ψh,p)Ω∣∣
≤ ‖(f |∇ψ| − fh,p|∇ψh,p|)|∇ψ|−
1
2 ‖L2(Ω)‖|∇ψ| 12 (λ ◦ ψ)‖L2(Ω)
+
∣∣(fh,p|∇ψh,p| · (ψ − ψh,p), λ′ ◦ η)Ω∣∣(8)
where we used the Cauchy-Schwarz inequality and the mean value theorem, stating that
there is some function η: Ω→ (0, 1) such that for all x ∈ Ω
λ(ψ(x))− λ(ψh,p(x)) = λ′(η(x))(ψ(x)− ψh,p(x))
Inria
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and the fact that C∞(0, 1) is dense in L2(0, 1).
Using the Cauchy-Schwarz inequality we can bound the last term in (8) as∣∣(fh,p|∇ψh,p| · (ψ − ψh,p), λ′ ◦ η)Ω∣∣
≤ sup
y∈(0,1)
|λ′(y)| ‖fh,p|∇ψh,p|‖L2(Ω)‖ψ − ψh,p‖L2(Ω),
where Sobolev embedding estimates and inverse estimates for polynomials lead to
sup
y∈(0,1)
|λ′(y)| ≤ 8
√
3P 4 ‖λ‖L2(0,1).
More precisely, it is easy to verify that the Sobolev embedding estimate [28, Theorem
A.21]
‖λ′‖L∞(0,1) ≤ 2√
3
‖λ′‖H1(0,1)
holds, and with inverse estimates [28, Theorem 3.91] for λ ∈ PP (0, 1) we find
‖λ′‖L2(0,1) ≤ 2
√
3P 2‖λ‖L2(0,1),
‖λ′′‖L2(0,1) ≤ 2
√
3(P − 1)2‖λ′‖L2(0,1) ≤ 12P 2(P − 1)2‖λ‖L2(0,1).
Hence, we can bound
‖λ′‖2L∞(0,1) ≤
4
3
(‖λ′‖2L2(0,1) + ‖λ′′‖2L2(0,1)) ≤ 192P 8‖λ‖2L2(0,1) .
Moreover, the assumptions of the theorem on fh,p and ψh,p and Vh,p ⊂ C0(Ω) imply
fh,p|∇ψh,p| ∈ L2(Ω). Finally, by the coarea formula (3)
‖|∇ψ| 12 (λ ◦ ψ)‖2L2(Ω) = (|∇ψ|λ ◦ ψ, λ ◦ ψ)Ω =
∫ 1
0
λ2(y)g1,ψ(y)dy.
and the assertion follows. 
Remark 5. Our numerical experiments in Section 4 indicate that the high powers of P in
the bound of Theorem 4 are by far too pessimistic.
Remark 6. The assumption in Theorem 4, that the sets {x ∈ Rn, ψ(x) = y} are (n− 1)-
dimensional hypersurfaces for all y ∈ [0, 1] is not very critical. If for y0 ∈ [0, 1] the
set {x ∈ Rn, ψ(x) = y0} is not a (n − 1)-dimensional hypersurface, then the geomet-
ric coefficient gf,ψ is infinite at y = y0. However, with the assumptions of Corollary 2
gf,ψ is bounded in L
2(0, 1) even so if ψ is constant in each connected component of a n-
dimensional open set Ω0 ⊂ Ω. Note, that the term ‖(f |∇ψ|−fh,p|∇ψh,p|)|∇ψ|−
1
2 ‖L2(Ω)
in Theorem 4 can be replaced in this case by ‖(f |∇ψ|−fh,p|∇ψh,p|)|∇ψ|−
1
2 ‖L2(Ω\Ω0) +
4P 2‖fh,p|∇ψh,p|‖L1(Ω0).
As a simple corollary, inverse inequalities yield a convergence result for the error of the
Galerkin approximation gP
fh,p,ψh,p
measured in the H1-seminorm and the L∞-norm.
Theorem 7 (H1- and L∞-error of the discretized geometric coefficients). Let the assump-
tions of Theorem 4 be fulfilled. Then, for any k > 0, there exists a constant C > 0 such
that
|gP
fh,p,ψh,p
− gf,ψ|H1(0,1) ≤ CP 2
(
‖gP
fh,p,ψh,p
− gf,ψ‖L2(0,1) + P−k‖gf,ψ‖Hk(0,1)
)
and the same bound holds for the error in the L∞(0, 1)-norm.
RR n° 8948
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Proof. According to [28, Theorem 3.17] we have a projection operator IP : H1(0, 1) →
PP (0, 1) such that for all v ∈ Hk(0, 1)
|v − IP v|H1(0,1) ≤ CP 1−k‖v‖Hk(0,1), ‖v − IP v‖L2(0,1) ≤ CP−k‖v‖Hk(0,1).
Combining these results with triangle inequalities and inverse inequality [28, Theorem
3.91] we obtain the estimate in the H1-seminorm as
|gP
fh,p,ψh,p
− gf,ψ|H1(0,1) ≤|gPfh,p,ψh,p − IP gf,ψ|H1(0,1) + |IP gf,ψ − gf,ψ|H1(0,1)
≤CP 2‖gP
fh,p,ψh,p
− IP gf,ψ‖L2(0,1) + CP 1−k‖gf,ψ‖Hk(0,1)
≤CP 2‖gP
fh,p,ψh,p
− gf,ψ‖L2(0,1) + CP 1−k(1 + P )‖gf,ψ‖Hk(0,1) .
The L∞(0, 1)-estimate follows from the Sobolev embedding theorem, e.g. [28, Theorem
A.21]. 
Remark 8. In the setting of (7) we know for λ ∈ PP (0, 1) and ψh,p ∈ Vh,p that also the
restriction λ ◦ ψh,p|K to an element K of τh is the image of a polynomial defined on the
reference element, and hence the consistency error due to quadrature falls into the usual
setting of variational crimes (see e.g. [19, pp. 155-166] and [6, pp. 201-203]).
Remark 9. It is straightforward to replace PP (0, 1) in (7) with some other finite dimen-
sional approximation space, such as spline spaces, for which we can prove a similar con-
vergence results as in the preceding theorem. On the other hand it is a priori not obvious,
whether standard quadrature on elements of the mesh τh underlying the definition of Vh,p
is sufficient.
Remark 10. If one is only interested in the approximation in specific values of gf,ψ(y),
e.g. at y = yc, yc ∈ (0, 1), as it would be the case for level set methods, fictitious do-
main method or extended finite element methods, it might be worth to introduce a smooth
window function wε : R→ R with wε(0) = 1 and compact support (−ε, ε). Clearly
gf ·wε(ψ−yc),ψ(yc) = gf,ψ(yc) and∫ 1
0
gf ·wε(ψ−yc),ψ(y)λ(y)dy =
∫
Ω
f(x)wε(ψ(x)− yc)λ(ψ(x))|∇ψ(x)|dx .
The integrand in the right hand side of the last equation vanishes in large parts of the
domain Ω which reduces the amount of work required to assemble the right hand side of
the Galerkin projection (7). Theorem 7 provides a convergence result.
Alternatively, depending on the application and the concrete setting, it is also possible
to pursue a more localized approach, where the global integral gf,ψ(y) is split into a sum
of integrals
gf,ψ(yc) =
∑
T
gT
f,ψ
(yc) =
∑
T
∫
{x∈Ω∩T,ψ(x)=yc}
f(x)ds(x)
where the summation runs over the elements T of a non-overlapping decomposition of Ω.
Exemplary for this are the fictitious domain methods, where one needs to evaluate integrals
gf,ψ for a large number of different f with local support. Applying our method to the
approximation of gT
f,ψ
(yc) replaces the technical integration on exact, but non-polynomial
boundaries with quadrature on T , that is in general readily available. The convergence
assertion of Theorems 4 and 7 control the approximation error and in the simplest case of
exact f and ψ, this reduces to the standard error (5) of polynomial approximation in 1D.
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4. APPLICATION: THE AXISYMMETRIC PLASMA EQUILIBRIUM PROBLEM
In the following we will consider a continuous, bounded scalar function ψ : Ω ⊂⊂
(R+ × R)→ R and introduce the normalization
ψ(r, z) =
ψ(r, z)− ψ0(ψ)
ψ1(ψ)− ψ0(ψ) ∈ (0, 1) .
with ψ1(ψ) = inf(r,z)∈Ωψ(r, z), ψ0(ψ) := sup(r,z)∈Ωψ(r, z). In our application, the
axisymmetric magnetohydrodynamic equilibrium problem, ψ is the so-called poloidal flux
and solution to the following elliptic quasi-linear partial differential equation:
(9)
−∇ ·
(
1
µ0r
∇ψ(r, z)
)
= jp(r, ψ) in Ω ;
ψ(r, z) = ψbd at ∂Ω ;
withψbd ∈ R,∇ the gradient in two dimensions and µ0 the constant magnetic permeability
of vacuum. The right hand side jp(r, ψ) is supposed to be known and positive, but in
general non-linear in ψ. Hence, by the maximums principle we have ψ1 = infx∈Ω ψ(x) =
ψbd. The equation (9) is the celebrated Grad-Shafranov-Schlüter equation [15, 29, 22], that
is one of the central equations for modeling of magnetically confined plasma in tokamaks.
The domain Ω corresponds to a section through the torus-shaped domain covered by the
plasma in the tokamak and it can be easily shown that (9) is the equlibrium problem of
magnetohydrodynamics (MHD) in systems with axial symmetry. The MHD equlibrium is
the combination of magnetostatics
curlB = µ0J, divB = 0
and force balance
grad p = J×B
withB the magnetic induction, J the electric current density and p the hydrodynamic pres-
sure. The source term jp and ψ/r in (9) are the axial components of J and A, where
A is the electric vector potential with B = curlA. We refer to standard text books
[11, 4, 13, 18] for the details of the derivation. While (9) is usually referred to as the fixed-
boundary equilibrium problem as Ω is fixed, there is also the even more important free-
boundary equilibrium problem that is formulated in an unbounded domain with boundary
conditions at infinity and where the domain covered by the plasma is an unknown. Clearly,
the numerical solution of free-boundary equilibrium problems faces more difficulties [16]
than the fixed-boundary equilibrium problem. But as the focus of this work is the approx-
imation of the geometric coefficients we restrict the presentation to the fixed-boundary
equilibrium problem while remarking that our new approach to compute geometric coeffi-
cients generalizes with minor modifications to the free-boundary equilibrium problem.
In the famous Grad/Hogan-approach [15, 14, 17] the transient MHD equations are re-
formulated as the so-called coupled problem of equilibrium and resistive diffusion and
transport equations. While the equilibrium problem is the one we introduced in (9), the re-
sistive diffusion and transport equations are basically Faraday’s law and the hydrodynamic
equations written in the curvi-linear coordinate system that is induced by the contour lines
of the poloidal flux function ψ. The variation along the flux lines is neglected and the
geometric coefficients
(10) cf,ψ(y) =
∫
{(r,z)∈Ω,ψ(r,z)=y}
f(r, z)
|∇ψ(r, z)|rds
that appear due to this coordinate transformation are related to the coefficients (1) for
n = 2, ds(x) = rds and dx = rdrdz via
gf,ψ(y) = cf ·|∇ψ|,ψ(y) .
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The unknowns of the resistive diffusion and transport equation on the other hand determine
in some non-linear fashion the profile of the current density jp in the equilibrium prob-
lem (9). Due to the unusual non-linear coupling the equations in the Grad/Hogan-approach
were dubbed queer differential equations. The Grad/Hogan-approach is the method of
choice, when it comes to the simulation of plasma evolution on the longest timescale, the
timescale of resistive diffusion, where entire discharge scenarios can be modeled. Devising
stable algorithms is very challenging and an active area of research with many open prob-
lems. Numerical methods for computing accurately not only the geometric coefficients but
also sensitivities are an important step towards stable and efficient methods for the coupled
problem.
4.1. Galerkin formulation. We introduce the spaces
V :=
{
ψ : Ω→ R, ‖ψ‖L2(Ω) <∞, ‖ |∇ψ| ‖L2(Ω) <∞
} ∩ C0(Ω)
V0 :=
{
ψ ∈ V, ψ|∂Ω = 0
}
with
‖ψ‖2L2(Ω) =
∫
Ω
ψ2r−1 drdz
and the mappings A : V × V → R and Jp : V × V → R with
(11) A(ψ, ξ) :=
∫
Ω
1
µ0r
∇ψ · ∇ξ drdz and Jp(ψ, ξ) :=
∫
Ω
jp(r, ψ)ξ drdz .
Then, we have the weak formulation of (9): find ψ−ψ1 ∈ V0 such that
(12) A(ψ, ξ) = Jp(ψ, ξ), ∀ξ ∈ V0 .
In the general non-linear case it is convenient to use Newton’s method to solve the non-
linear problem: the Newton update ψn+1 is the solution of the infinite dimensional linear
system
A(ψn+1, ξ)−DψJp(ψn, ξ)(ψn+1) = Jp(ψn, ξ) +DψJp(ψn, ξ)(ψn), ∀ξ ∈ V0 .
The derivative of Jp follows from [4, Lemma I.4]:
(13)
DψJp(ψ, ξ)(ψ˜) =
∫
Ω
∂jp(r, ψ)
∂ψN
ψ ξ
ψ1 − ψ0(ψ) drdz,
+ ψ˜(r0(ψ), z0(ψ))
∫
Ω
∂jp(r, ψ)
∂ψ
1− ψ
ψ1 − ψ0(ψ)ξ drdz .
We have implemented the Galerkin method for (12) in CONCEPTS [10, 27, 34] (www.
concepts.math.ethz.ch), using finite dimensional hp-FEM approximation spaces
Vh,p for V . CONCEPTS is a hp-FEM library that is based on basis functions defined on
rectangular reference domains. Transfinite interpolation techniques ensure that boundaries
of the mapped reference elements coincide with the (curved) boundaries of the domain.
For the most general case rigorous theoretical convergence results are not yet available,
mainly due the jp depending on the normalized poloidal flux. If jp is independent of the
normalized poloidal flux ψ we end up with a linear problem and have the usual convergence
assertion.
Theorem 11. Let ψ be the solution of (12) and ψh,p ∈ ψh,p ∈ Vh,p ∩ V0 the solution of
its Galerkin discretization satisfying
(14) A(ψh,p, ξ) = Jp(ψh,p, ξ) + A(ψ1, ξ), ∀ξ ∈ Vh,p ∩ V0 .
For jp(r, ψ) independent of ψ we have
‖ψ − ψh,p‖L2(Ω) ≤ Chp+1 and ‖ψ − ψh,p‖H1(Ω) ≤ Chp .
with constants C > 0 independent of h and p.
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Moreover we have the pointwise estimates for any x ∈ Ω
(15) (ψ − ψh,p)(x) ≤ C
{
hp+1 log(h−1) p = 1
hp+1 p > 1
.
Proof. Convergence estimates in L2 and H1 are standard. The pointwise estimate follow
as in [33, Theorem 11.1] 
The Galerkin projection of geometric coefficients for this application is: Find cP
fh,p,ψh,p
∈
PP (0, 1) such that
(16)
∫ 1
0
cP
fh,p,ψh,p
(y)λ(y)dy =
∫
Ω
fh,p(r, z)λ(ψh,p(r, z))r dr ds ∀λ ∈ PP (0, 1) .
Similar as in Theorem 4 we can deduce a convergence result, that balances in this case
the best approximation error infv∈PP (0,1) ‖v − cf,ψ‖L2(0,1) with the L2-error of ψh,p and
the error of the maximal ψh,p-value.
Theorem 12. Let the assumptions of Corollary 2 be fulfilled, let the sets {x ∈ Rn, ψ(x) =
y} be (n − 1)-dimensional hypersurfaces for all y ∈ [0, 1] and ψh,p be the solution of
(14) that converges pointwise to ψ the solution of (12). If moreover for fh,p : Ω → R ∪
{−∞,∞} and ψh,p ∈ Vh,p it holds fh,p|∇ψh,p|−
1
2 ∈ L2(Ω) then the solution cP
fh,p,ψh,p
of (16) is well-defined in L2(0, 1) and for any k > 0 there exists a constant C > 0 such
that, asymptotically,
‖cP
fh,p,ψh,p
− cf,ψ‖L2(0,1) ≤ C(P−k‖cf,ψ‖Hk(0,1) + ‖f − fh,p‖L2(Ω))
+ CP 4‖ψ − ψh,p‖L∞(Ω) .
Proof. From Theorem 4 we have
‖cP
fh,p,ψh,p
− cf,ψ‖L2(0,1) ≤ C(P−k‖cf,ψ‖Hk(0,1) + ‖f − fh,p‖L2(Ω))
+ CP 4‖ψ − ψh,p‖L2(Ω) .
We note
‖ψ − ψh,p‖L2(Ω) ≤ ‖
ψ − ψh,p + ψ0(ψ)− ψ0(ψh,p)
ψ1 − ψ0(ψ) ‖L2(Ω)
+
∣∣∣∣ψ1(ψh,p)− ψ0(ψh,p)ψ1 − ψ0(ψ) − 1
∣∣∣∣ ‖ψh,p‖L2(Ω) ,
from which we have(
1−
∣∣∣∣ψ1(ψh,p)− ψ0(ψh,p)ψ1 − ψ0(ψ) − 1
∣∣∣∣) ‖ψ − ψh,p‖L2(Ω) ≤(
‖ψ − ψh,p + ψ
0(ψ)− ψ0(ψh,p)
ψ1 − ψ0(ψ) ‖L2(Ω) +
∣∣∣∣ψ1(ψh,p)− ψ0(ψh,p)ψ1 − ψ0(ψ) − 1
∣∣∣∣‖ψ‖L2(Ω)) .
As for h small enough or p large enough∣∣∣∣ψ1(ψh,p)− ψ0(ψh,p)ψ1 − ψ0(ψ) − 1
∣∣∣∣ < 1,
we conclude
‖ψ − ψh,p‖L2(Ω) ≤ C(‖ψ − ψh,p‖L2(Ω) + |ψ0(ψ)− ψ0(ψh,p)|) ≤ C‖ψ − ψh,p‖L∞(Ω) ,
and the assertions follow. 
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Remark 13. The high powers of P in the bound of Theorem 12 are a consequence of the
estimates of Theorem 4. Once again, our numerical experiments in Section 4 indicate they
are too pessimistic.
Again we can deduce a convergence result for the error measured in the H1-norm.
Theorem 14. Let the assumptions of Theorem 12 be fulfilled. Then, for any k > 0, there
exists a constant C > 0 such that
|cP
fh,p,ψh,p
− cf,ψ|H1(0,1) ≤
CP 1−k(1 + P )‖cf,ψ‖Hk(0,1) + CP 2‖cPfh,p,ψh,p − cf,ψ‖L2(0,1) .
4.2. Sensitivities of geometric coefficients. In many practical application it is useful to
compute not only the geometric coefficients but also the sensitivities with respect to the
poloidal flux map ψ in some direction δψ:
(17) 〈Dψcf,ψ(y), δψ〉 = limε→0
cf,ψ+εδψ(y)− cf,ψ(y)
ε
.
Examples are Newton-type methods for the coupled problem of equilibrium and resistive
diffusion and transport. Similarly, in optimization problems for the coupled problem such
sensitivities are required.
By the coarea formula we find as in Corollary 2 the following characterization of the
sensitivities of the geometric coefficients:
(18)
∫ 1
0
〈Dψcf,ψ(y), δψ〉λ(y)dy = Lf,ψ(λ, δψ) ∀λ ∈ L2(0, 1) ,
with
Lf,ψ(λ, δψ) =
∫
Ω
f(r, z)λ′(ψ(r, z))
δψ(r, z)
ψ1(ψ)− ψ0(ψ) r drdz
−
∫
Ω
f(r, z)λ′(ψ(r, z))
1− ψ(r, z)
ψ1(ψ)− ψ0(ψ)δψ(r0(ψ), z0(ψ)) r drdz ,
where we used the non-trivial derivative
Dψψ
0(ψ)(δψ) = δψ(r0(ψ), z0(ψ)) .
The functional (r0(ψ), z0(ψ)) = arg sup(r,z)∈Ω ψ(r, z) is the location of the supremum.
Likewise as for the geometric coefficients we have a simple Galerkin method for com-
puting approximations of the sensitivities.
Galerkin projection of sensitivities of geometric coefficients FindDcPfh,p,ψh,p(δψh,p),∈
PP (0, 1) such that
(19)
∫ 1
0
DcPfh,p,ψh,p(δψh,p)(y)λ(y)dy = Lf̂ ,ψh,p(λ, δψh,p) ∀λ ∈ L2(0, 1) .
And again the method can be implement with standard quadrature rules on elements of the
mesh underlying the definition of Vh,p. If the same quadrature rules are used on (7) and
(19), then the discretization of the continuous sensitivity is identical to the sensitivity of
the discretization of the geometric coefficient. This will be different, when free-boundary
problems are considered and we refer to [16] for the details on quadrature and sensitivities
for intersection of triangles and level sets.
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4.3. A few regularity results for geometric coefficients. The assumption cf,ψ ∈ Hk(0, 1)
in Theorem 4 is fairly strong, seen the definition (10). First of all it seems to be obvious
that cf,ψ looses regularity in the neighborhood of vaules y ∈ [0, 1] where ψ attains a crit-
ical point. Second, we know that solutions of elliptic problems in non-smooth domains
loose regularity in the vicinity of corners of the boundary of the domain and it can be ex-
pected that this loose of regularity influences the regularity of the geometric coefficients.
While precise characterization of the regularity of solutions of the non-linear elliptic prob-
lem (9) in domains with corners can be found in [2, 3], all the test cases and examples in
fusion engineering literature are arbitrarily smooth. Moreover it is an open problem how
the regularity of ψ influences the regularity of cf,ψ . There is also very few theory available
explaining how critical points of ψ influence the regularity of cf,ψ . The only result, we are
aware of, is due to G. Vigfusson, stated without proof in [32, Theorem 2].
Theorem 15 (G. Vigfusson 1979). Assume that ψ has only one critical point, that is the
maximum of ψ in Ω and ψ|∂Ω ≡ ψ1 ∈ R, then
cf,ψ ∈ Cn([0, 1]), if f ∈ C2n(Ω) and ψ ∈ C2n+2(Ω) .
Proof. The proof for n = 0 and n = 1 follows from various results in [31] and is based
on a technique called elliptic expansions that compares the contour lines of ψ with ellipses
and quantifies the deviation. The Theorems 9 and 10 in [31, p. 62] provide
(20) C1,ψ(·) :=
∫ ·
0
c1,ψ(y
′)dy′ ∈ Cn+1([0, 1]) if ψ ∈ C2n+2(Ω) ,
with n = 0, n = 1 or n = 2. Furthermore, another theorem in [31, p. 75] states
(21)
cf,ψ
c1,ψ
∈ Cn([0, 1]), if f ∈ C2n(Ω) andψ ∈ C2n+1(Ω) ,
with n = 0 or n = 1 and the assertion of Theorem 15 follows. 
Such a smoothness result is not true if ψ has saddle points in Ω as we see for the example
in the following remark.
Remark 16. We consider Ω = [0, 1]2, ψ(r, z) = 1 − rz and f(r, z) = ∑i,j≥0 aijrizj
with aij ∈ R. ψ(r, z) has a saddle point at (rX , zX) = (0, 0) with yX = 1. We compute
for f1(r, z) = rnzm, n,m ∈ N, n 6= m:
Cf1,ψ(y) =
∫ 1
1−y
(∫ 1
(1−y)/z
rnzmdr
)
dz
=
(m− n)− (m+ 1)(1− y)n+1 + (n+ 1)(1− y)m+1
(m+ 1)(n+ 1)(m− n)
and for f2(r, z) = rnzn , n ∈ N:
Cf2,ψ(y) =
∫ 1
1−y
(∫ 1
(1−y)/z
rnzndr
)
dz
=
1− (1− y)n+1
(n+ 1)2
+
(1− y)n+1 log(1− y)
n+ 1
,
which yields
C ′
f1,ψ
(y) = cf1,ψ(y) =
(1− y)n − (1− y)m
m− n .
and
C ′
f2,ψ
(y) = cf2,ψ(y) = − log(1− y)(1− y)n .
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Hence we find
cf,ψ(y) =
∑
i,j≥0 i 6=j
aij
(1− y)i − (1− y)j
j − i − log(1− y)
∑
i≥0
aii(1− y)i .
In the neighborhood of the saddle point y = yX(= 1) the geometric coefficients cf,ψ(y)
behave like log(yX − y) whenever a00 6= 0. In particular, cf,ψ(yX) is unbounded, while
the quotient cf,ψ(yX)/c1,ψ(yX) is bounded:
lim
y→yX
cf,ψ(y)
c1,ψ(y)
= f(rX , zX) = a00 .
4.4. Numerical Experiment: Elliptic Equilibrium. We consider an elliptic equilibrium
described by
(22) ψE(r, z) = ψ0 −
(
(r − r0)2
a2
+
(z − z0)2
b2
)
,
with ψ1 = 0. We have an explicit parametrization for the iso-surfaces:
{
(
r
z
)
; ψ(r, z) = s} = {
(
rE(t)
zE(t)
)
=
(
r0 + a
√
ψ0 − s cos(t)
z0 + b
√
ψ0 − s sin(t)
)
; 0 ≤ t ≤ 2pi} .
and the right hand side for the Grad-Shafranov equation (9) evaluates to:
−∇ ·
(
1
µ0r
∇ψE(r, z)
)
=
1
µ0
(
2
a2r
+
2
b2r
− 2(r − r0)
a2r2
)
.
In the subsequent calculations we are using always ψ0 = 2, (r0, z0) = (2, 0) and a = 1,
b = 3.
4.4.1. Convergence of ψE. To begin with we are using the Galerkin method (12) to de-
termine an approximation ψh,p of ψE in Vh,p. As this example case is linear the standard
analysis for elliptic problems asserts convergence estimates
(23) ‖ψE − ψh,p‖L2(Ω) = O(hp+1) and ‖ψE − ψh,p‖H1(Ω) = O(hp) ,
which are clearly reproduced by our experiments (see Figure 4.4.1).
4.4.2. Convergence of the the geometric coefficients. Moving on to the geometric coeffi-
cients we find using
|∇ψE|2 = (ψ0 − s)(b2 cos(t)2 + a2 sin(t)2) 4
a2b2
,
r˙E(t)
2 + z˙E(t)
2 = (ψ0 − s)(b2 cos(t)2 + a2 sin(t)2) ,
the following analytic values
c 1
r2
,ψE
(y) =
∫
ψE=y
r−1
|∇ψE|
ds =
∫ 2pi
0
√
r˙(t)2 + z˙(t)2
r(t)|∇ψE|
dt =
|ψ0|abpi√
r20 + a
2ψ0y
c |∇ψE|2
r2
,ψE
(y) =|ψ0|
∫
ψE=y
|∇ψE|
r
ds =
∫ 2pi
0
√
r˙(t)2 + z˙(t)2
|∇ψE|
|∇ψE|2
r
dt =
4pi|ψ0| (b
2 − a2)r0(r0 −
√
r20 + a
2ψ0y)− a4ψ0y
a3b
√
r20 + a
2ψ0y
.
Fixing the polynomial degree P of approximation of the geometric coefficients the The-
orems 12 and 14 assert
‖cP
fh,p,ψh,p
− cf,ψ‖L2(0,1)
‖cP
fh,p,ψh,p
− cf,ψ‖H1(0,1)
}
=
{
O(hp+1 log(h−1)) p = 1
O(hp+1) p > 1
,
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FIGURE 1. Elliptic equilibrium: Relative L2-error E0(l, p) := ‖ψhl,p−
ψE‖L2(Ω)/‖ψE‖L2(Ω) (top) and relative H1-error E1(l, p) := ‖ψhl,p −
ψE‖H1(Ω)/‖ψE‖H1(Ω) (bottom) for refinement in polynomial degree p
(left) and refinement level l of the mesh (right).
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FIGURE 2. Elliptic Equilibrium: Sketch of the geometric coefficients
cf,ψE with f = f1 = 1/r
2 and f = f2 = |∇ψ|2/r2.
for the Galerkin projection cP
fh,p,ψh,p
with fh,p = f = 1/r2 and
‖cP
fh,p,ψh,p
− cf,ψ‖L2(0,1)
‖cP
fh,p,ψh,p
− cf,ψ‖H1(0,1)
}
= O(hp) ,
with f = |∇ψ|2/r2 and fh,p = |∇ψh,p|2/r2.
In the following experiments we fix P = 15. The convergence for c 1
r2
,ψE
is in general
better than predicted by Theorem (12) (see Figure 3), when the polynomial degree is larger
than 1. The experimental convergence rates seem to indicate that it might be possible to
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FIGURE 3. Elliptic equilibrium: Relative L2-error e0(l, p) :=
‖cPf,ψhl,p − cf,ψE‖L2(0,1)/‖cf,ψE‖L2(0,1) and H
1-error e1(l, p) :=
‖cPf,ψhl,p − cf,ψE‖H1(0,1)/‖cf,ψE‖H1(0,1) for f = 1/r
2 for refinement
in polynomial degree p (left) and refinement level l of the mesh (right)
with P = 15.
improve the assertion of Theorem (12) by a duality argument: The experimental rate of
convergence for refinement in the mesh for fixed polynomial degree p > 2 seems to be
twice as large as predicted by our theory. Moreover (see Figure 5), also for c |∇ψE|2
r2
,ψE
the convergence is better than predicted and except for the lowest order case the additional
consistency error due to fh,p does not seem to spoil the rate of convergence.
The experimental results for the error measured in the H1-norm (see Figures 3 and 5)
highlights even more that our new method for computing the geometric coefficients is most
powerful, when combined with high order polynomial approximation of ψ. In this case the
approximation error in ψ decays very quickly and the positive powers of P in front of this
approximation error in Theorems (12) and (14) do not harm too much.
Finally, our experiments suggest (see Figures 4 and 6) also that the high powers of the
discretization parameter P in the estimates of Theorem 12 and 14 are too pessimistic. We
observe in these examples a convergence like P
1
2 rather than P 4 for the error in L2(0, 1).
For the error inH1(0, 1) we see a convergence like P
5
2 rather than P 6. Additionally we see
in the experiments the saturation levels for small P which highlight that the discretization
parameter P needs to be balanced accordingly with h and p, to achieve a desired accuracy
level with minimal effort.
4.5. Numerical Experiment: Solov’ev Equilibrium. The next example, taken from [23],
is a very popular benchmarking case in computational plasma physics. We take
ψS(r, z) = − κ
2r30q0
(
1
4
(r2 − r20)2 +
1
κ2
r2z2 − a2r20
)
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FIGURE 4. Elliptic equilibrium: Relative L2-error e0(l, 1) :=
‖cPf,ψhl,1 − cf,ψE‖L2(0,1)/‖cf,ψE‖L2(0,1) (top left) and H
1-error
e1(l, 1) := ‖cPf,ψhl,1 − cf,ψE‖H1(0,1)/‖cf,ψE‖H1(0,1) (top right) for
f = 1/r2 for refinement in polynomial degree P and refinement level l
of the mesh and relative L2-error e0(l, 1) and H1-error e1(l, 1) at fixed
level l = 5 for refinement in polynomial degree P (bottom).
such that it is the solution to (9) with right hand side
jp(r, ψS) =
1 + κ2
µ0κr30q0
r
where r0 and q0 are the major radius and the safety factor at the magnetic axis, and a and
κ are the effective minor radius and elongation of the last closed flux surface, given by
ψ = 0. A parametrization of the boundary is
∂Ω = {(r, z) : r2 = r20 + 2ar0 cos(t), z = κa
r0
r
sin(t), 0 ≤ t ≤ 2pi}
In the following example we will chose the same parameter values r0 = 1, a = 0.32,
κ = 1.7 and q0 = 1.0 as in [20].
4.5.1. Convergence of ψS. As in the case of the elliptic equilibrium our experiments (see
Figure 7) reproduce the theoretical convergence results (23). The numerical solutions for
the first 3 mesh refinements are shown in Figure 8.
4.5.2. Convergence of the geometric coefficients. For this example we do not have analytic
values of the various geometric coefficients cf,ψ with f = 1/r2 and f = |∇ψ|2/r2. Hence,
we explore the convergence behavior using a reference creff,ψS := c
15
f,ψh2,16
computed at a
discretization with P = 15 for the 1D space and p = 16 for the 2D space on the mesh of
level l = 2.
Here again we observe spectral convergence for geometric coefficients cf,ψ that involve
weighting functions f independent of ψ (see Figure 10) or weighting functions that are
dependent of ψ (see Figure 11).
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FIGURE 5. Elliptic equilibrium: Relative L2-error e0(l, p) :=
‖cPfhl,p,ψhl,p − cf,ψE‖L2(0,1)/‖cf,ψE‖L2(0,1) and H
1-error e1(l, p) :=
‖cPfhl,p,ψhl,p − cf,ψE‖H1(0,1)/‖cf,ψE‖H1(0,1) for f = |∇ψE|
2/r2 and
fhl,p = |∇ψhl,p|2/r2 for refinement in polynomial degree p (left) and
refinement level l of the mesh (right) with P = 15.
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