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Abstract 
This thesis attempts to examine whether there is a contagion on the stock markets of 
Euro-zone countries stemming from the severe economic recession in Greece. To do 
so, we also investigate whether the Google search queries about “grexit” can predict 
the future prices movements of the Euro-zone stock markets. Therefore, we use not 
only linear but also non-linear methodological framework in order to test if Google 
search activity on the term “grexit” contains information about the movements of Eu-
ro-zone market index prices. By implementing the Breitung and Candelon (2006) cau-
sality test, we show that the Google search volume can reveal either short or long-run 
linkages with the majority of the examined countries. 
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1. Introduction 
In the digital age we live, Google is the most widely known search engine in the word. 
Possessing a market share of around 68% (netmarketsahere.com) undoubtedly Google 
has become the norm in search queries. Despite the fact that it provides relevant in-
formation about the topic someone searches, Google is a multi-tasking engine with 
undeniable success in the market. For example, there are several academic research 
papers which retrieve data from Google Trends. Google Trends is a web facility, 
launched in 2006 that accommodates public with cogent and innovative information. 
To illustrate this, it indicates the Google search volume for a specific search term. In-
deed, such kind of data has been a dominant tool for analysis in the field of Internet 
Economics. Joseph et.al (2015) show that the Google search volume has a predictive 
content about the US equity markets. Also, Smith (2012) provides evidence for such 
predictability in the currency markets. Apart from Google search activity, many econ-
omists analyze the content in the social media. Murthy and Dhiraj (2013) state that 
“Social media has been broadly defined to refer to the many relatively inexpensive and 
widely accessible electronic tools that enable anyone to publish and access infor-
mation, collaborate on a common effort, or build relationships.” .In this way, social 
media offer a forum for discussing and sharing information about every financial issue. 
Regarding our investigation, data from the Google Trends facilities is used to investi-
gate the reaction of the Euro-zone stock markets, under the prism of the severe Greek 
economic crisis.  
The term “grexit” is a new entry in the financial dictionary, widely discussed 
among individuals, academics and business practitioners all over the world. Apart from 
a newly entry in the dictionary, it represents a reality; the economic and financial dis-
tress that Greece faces over the past five years. The rumors about the Greek exit from 
the Euro-zone started when Greece agreed a new €130 billion rescue package in 2012. 
On 28 June of 2015, imposition of capital has been announced creating a nervous at-
mosphere for those who participate in the Greek economic system. All the events took 
place during this period, render the participation of Greece in the Euro area as contro-
versial issue. This crisis caused numerous economic and social problems in Greece. It is 
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worth-noting that the Greek stock exchange declined significantly, around 10.54% on 
24 August 2015 (protothema.gr), unemployment presents growing rates and many 
households have shifted below the poverty line. As the Greek crisis continues, there is 
an extensive debate about the bad financial conditions in Greece that takes place in 
the social media, blogs, websites and of course newspaper. Our research also exam-
ines if the contagion can be verified among the stock markets of the euro-zone coun-
tries, as the Greek crisis escalated. Given the linkages within the Euro-zone countries, 
the crisis in Greece is believed that it can cause also financial distress to these coun-
tries. As Dergiades et al. (2015) states "the Greek spread rose to unprecedented levels 
contributing further to the risk of contagion in Euro-zone’s other peripheral countries”. 
We generally believe that countries with a weak economy are more vulnerable to con-
tagion, since their financial and economic position is weaker, compared to strong 
economies. In order to categorize where the economic profile of a country belongs to), 
our separation criteria takes into account the bond rating of each country. Our intui-
tion is that bond rating is a snapshot of the financial and economic condition of a coun-
try. As evidence of this, strong economies consist of high grading countries, while in 
weak economies there are countries with lower credit ratings. It is an undeniable fact 
that a Greek exit from the Euro-zone will affect part of Euro-zone countries in a nega-
tive way. Financial contagion exists when a financial shock in one country influences 
also other countries.  
Many researchers attempt to define the term of contagion. However, there is a 
not a unified definition of what contagion actually is. Among others Forbes and 
Rigobon (2002) describe that contagion is a critical boost in cross-markets linkages af-
ter a shock. They also highlight that the “shift-contagion” should be used for illustrat-
ing these cross-markets linkages. Moreover, Corsetti et al. (2002) show that there is no 
contagion, but only interdependence among the financial markets. According to 
Pericoli and Sbracia (2003) who present many definitions about contagion, they also 
illustrate that the contagion effect should not be continuous during a financial crisis. 
Nevertheless, the problem about contagion arises not only in the definition, but also 
methodologically. Generally, there is ample investigation about this issue among the 
economists and as a matter of fact, many of them come across a great variety of statis-
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tical problems. Bodart and Candelon (2009) state that the widely used measure of con-
tagion which examines if the linkages between two markets are stronger in the period 
of the crisis than the period after the crisis obtains significant disadvantages. Although, 
several papers in the literature such as King and Wadhwani (1990), Calvo and Reinhart 
(1995), Baig and Goldfajn (1998), adopt the above mentioned technique. In contrast, 
Breitung and Candelon (2006) suggest a new approach which implements a causality 
test in the frequency domain. Bodart and Candelon (2009) use the same method with 
the previous paper, enabling a clear distinction between interdependence and conta-
gion. Specifically note that “it permits clearly differentiation between temporary and 
permanent shifts in cross-market linkages: the first case is contagion, while the second 
is simply a measure of interdependence among markets.”  
After careful examination of the available techniques about contagion, this dis-
sertation totally agrees with Bodart and Candelon (2009) and strongly supports this 
causality method benefits. Regarding the aforementioned advantages, this measure 
takes into consideration the casual linkages, even if there is no linearity in the tested 
variables. Also, volatility clusters do not affect the process of the test. Furthermore, 
this Bodart and Candelon (2009) test not only identifies causality between two varia-
bles, but also permits us to identify whether causality exists in the short-run or in the 
long-run. We also adopt the definition of contagion, proposed by Bodart and Candelon 
(2009), since the identification of contagion or interdependence is the main subject of 
our analysis. This dissertation focuses on the usage of the keyword the term “grexit”, 
admitting essentially that the above-mentioned keyword conveys significant infor-
mation about the macroeconomic fundamentals of Greece. We also gather data about 
the major stock market indices of all the Euro-zone countries of the Euro-zone market 
indices. Our results show that there is evidence of either contagion or interdepend-
ence in the Euro-zone countries. Specifically, we find short-run market linkages be-
tween the Google Trends Index (GTI) and Austria, Belgium, Finland, France, Germany, 
Luxembourg, Slovakia and the Netherlands. Furthermore, it is shown that there are 
some long-run linkages among GTI and Cyprus, Ireland, Italy and Spain. The latter re-
sults imply interdependence between Greece and the aforementioned countries. The 
structure of our study is as follows: In chapter 2. We present a review of the existing 
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literature. In chapter 3, we extensively describe our data. Chapter 4 presents the 
methodology used in our research. Chapter 5 presents our empirical applications. In a 
following stage, in chapter 6 there is a discussion of our results. Finally, chapter 8 con-
cludes and suggests and some recommendations for further research. 
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2. Review of the literature 
The literature review is based on the Google Trends facility which is commonly used by 
numerous researches and the content of the social media which is believed to obtain 
significant information. 
2.1 Google search activity 
Data from Google search activity and social media have become a useful tool among 
the financial analysis. It is said that Google search-based data is an important sourse of 
information which provides predictive power to several economic issues. Dergiades et 
al., (2015) investigate the effect of the total size of activity not only in web search que-
ries using Google Trends but also in Twitter and Facebook on the Sovereign Spread for 
the GIIPS. Therefore, they reached to important findings. Firstly, neither short-run nor 
long-run causality between the Greek spread and social media or Google search activi-
ty is identified. Secondly, there is evidence of short run causality from Google search 
queries and social media to the Greek spread. In addition, some feeble indication of 
predictability from the Greek-debt related search queries only to Portuguese and Ital-
ian and not to Spanish and Irish spreads is found. The last finding is that social media 
support more powerful indication of predictive information in relation to Google. It is 
finally noteworthy to mention that the causality test of Breitung and Candelon (2006) 
is used for the aim of this research. 
 There is ample evidence, however, that Google search queries can predict the 
stock market activity. Latoeiro et al., (2013) study the link between the web search 
queries and market activity using a sample of stocks from the EURO STOXX 50 index. 
For the aim of their analysis, they form four portfolios classified by the volume of the 
Google search activity. Based on the stock performance some weeks before and after 
the portfolio construction, they show that an upturn in Google search queries affect 
volatility and liquidity in a positive way, while cumulative returns in a negative way.  
Moreover, Beracha and Wintoki (2013) investigate the predictability of home 
prices using Google search activity for keywords such as “rent” and “real estate”. They 
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conclude that Google search volume changes can be a useful tool for predicting the 
future home price changes. By conducting Granger causality tests, their findings sum-
marize that larger or shorter extraordinary search volume related to real estate of a 
specific city leads to positive or negative extraordinary price changes in home prices of 
this particular city. As a matter of fact, Beracha and Wintoki (2013) state that “On av-
erage, cities associated with abnormally high real estate search volume consistently 
outperform cities with abnormally low real estate search volume by as much as 8.5% 
over a two-year period”.  
Investor attention is also a topic of interest. Specifically, Da et al. (2011), sug-
gest Search Volume Index (SVI) as a good measure of investor attention. Thus, they 
aim to discover the link between SVI and the other measures commonly used by the 
researcher. Analyzing a sample of abnormal SVI (ASVI) values for 3000 Russel stock 
tickers regarding stock price movements, their research indicate that ASVI can act with 
the most efficient way for capturing investor attention, in comparison with the substi-
tute measures. Specifically, this is the case for the less sophisticated investors. A final 
point of their analysis is that a boost in ASVI contributes to momentary increases in 
stock prices, especially in IPO cases. Joseph et al., (2011) is another one study which 
uses stock tickers for company names in order to capture search intensity and their 
findings are similar to those of Da et al. (2011). Specifically, employing a sample with 
all the stocks of S&P500, they conclude that internet search volume for stock tickers 
can not only predict future abnormal returns, but also to be used as valid measure of 
investors’ sentiment. Moreover, they illustrate that the more volatile the stock is, the 
more difficult is to arbitrage. Also, such stocks are more sensitive to search volume in 
comparison with the less volatile stocks.  
Similarly, the powerfulness of the Google search volume is also discussed by 
the paper of Goel et al. (2010). From their perspective, Google search queries can an-
ticipate future consumer behavior, days before its happening. Focused on Google 
search activity for music, video games and films, their results suggest that what con-
sumers search is consistent with their future behavior. The attendance of a film is an 
example of prediction using Google search volume for this film, some days before its 
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release. Therefore, they note that the effectiveness of Google search volume is strong-
er than other leading indicators. 
 One step further goes the research of Smith (2012) who examines whether the 
volatility in foreign currency market can be predicted by Google queries for specific 
keywords. He uses data on Google search activity for keywords such as “financial cri-
sis”, “economic crisis” and “recession”, summarizing their predictive power beyond the 
GARCH (1, 1) model. He also finds that Google search activity for the keywords “finan-
cial crisis” and “economic crisis” are associated with the following week’s volatility for 
seven currencies, while the keyword “recession” is associated with the following 
week’s volatility for five currencies.  
A more recent study from Preis et al. (2013) is also referred to the usefulness of 
the Google trends data and how an investor can take advantage of it. In particular, 
their findings suggest that Google Trends are able to display the condition of the stock 
market and predict future trends. In addition to these results, using a dataset of 
Google search intensity for keywords about the financial markets from 2004 to 2011, 
they implement a theoretical investment strategy. This strategy is compared with 
Google Trends which they compare with other commonly used investment strategies. 
In such a way, they show that returns strategies based on the Google trends are con-
siderably higher than the other implemented strategies. Likewise, Preis et al. (2010), 
examine the connection between the search query intensity data with the financial 
market movements, on a weekly basis. The researchers use as sample the companies 
listed in S&P500 and Google as a search engine. Their findings are consistent with a 
positive correlation between the search traffic of a company with the transaction in-
tensity of its stocks. Therefore, they argue that current price activity of a stock influ-
ences its future search intensity. Interestingly enough, it is marked that search query 
volume with financial market fluctuation have intricate dependencies. In this way, 
search-based data could be useful tool for identifying financial crises. 
 Bordino et al. (2012), provide similar findings with Preis et al. (2010), but with 
the use of Yahoo search engine and a daily sample, (Preis et al. (2010) use weekly 
sample). In so doing, they investigate the correlation between the daily stock trading 
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volumes and the search counts for such stocks. Employing a sample of NASDAQ 100 
and their daily trading volume, they come out that search counts for a stock is able to 
predict its trading volume. Implementing the standard Granger causality test, it is 
shown that today’s stock market activity is also significantly correlated with next days’ 
activity of the users. Askitas and Zimmermann (2009) use the Google search queries to 
predict for Germany the job searching behavior during hard economic situations. A 
time series causality approach is used for that reason. They introduce a novel way of 
using the search activity-based data and determine that there is a significant link be-
tween Google search keywords regarding job activity and unemployment rates. Thus, 
German unemployment rates can be predicted by this method. 
 Google search activity is a useful tool for forecasting private consumption ex-
penses, Vosen and Schmidt (2011). As evidence of this, they conduct several experi-
ments in order to show the powerfulness of the Google Trends data. They also incor-
porate in their analysis a variety of macroeconomic variables and they conclude that, 
in the most of the experiments, Google search indicator provide better and more pow-
erful results than the indicators which are based on surveys.  
Vlastakis and Markellos (2010) investigate the correlation between Google 
search intensity and stock trading bulk. Their sample extends from, the largest stocks 
from NYSE during the period of January 2004 to October 2009. Their findings show 
Google search activity for the analyzed stocks are strongly correlated with their stock 
trading volume and return volatility. 
 
2.2 Social Media (Facebook and Twitter) 
A novel approach, commonly used by several researchers for predicting financial vari-
ables is to use the data from social media, such as Facebook and Twitter. Specifically, 
Karabulut (2013) proposes Facebook’s Gross National Happiness (GNH) to be a key in-
dicator of investor sentiment. GNH can track outcomes from movements of daily re-
turns and trading bulk. Making use of noise trader models, he concludes that GNH is 
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able to affect the returns of the market temporarily. Generally, he believes that the 
internet-based data is a useful predicting tool. 
Zhang et al. (2011) investigate the anticipation of the stock market indicators, 
such as Dow Jones, and their movements from twitter-based conversations. In order to 
prove this anticipation, they gathered tweets which are further characterized as posi-
tive or negative in relation to the mood that these tweets convey. The period of analy-
sis extends from 30 May 2009 to 7 September 2009. Their results show that when twit-
ter express more emotions, for example hope, fear and worry, the Dow Jones (DJIA) 
makes negative movements. While, when fewer emotions are expressed, the DJIA is 
affected positively. Therefore, emotional tweets percentage is shown to have a nega-
tive correlation with S&P 500, NASDAQ and DJIA.  
Nguyen et al. (2015) make a research about the prediction of the stock market 
fluctuations, based on sentiment analysis of social media. They suggest the “topic-
sentiment” method which is about sentiments for several matters of a company, such 
as dividends. They conclude that stock market fluctuations can be predicted using this 
sentiment analysis, since the proposed method presents significant and better than 
other methods On average its accuracy is about 54,41%, while in some stocks is more 
than 60%. 
 Si et.al (2013) investigate the predictability of stock market but with the use of 
a non-parametric method. Specifically, they use the Dirichlet Process Mixture for ana-
lyzing the tweets and obtaining the daily topic data. Their next steps are a sensitivity 
analysis of this daily topic based on a vector autoregression model. By regressing the 
index of S&P 100 with the sentiment time series, they highlight the effectiveness of the 
stock market’s predictability using a non-parametric topic method. Despite its accuracy 
and effectiveness, it should be mentioned that the drawback of this study is the short 
time period of its sample. 
             From the perspective of Bollen et al. (2011), two tools are useful for 
analyzing the daily text content of Twitter; the OpinionFinder and GPOMS. The first 
presents the content as positive or negative mood, while the second provides more 
accurate presentation of the text content, such as calm, happy, vital. In order to pre-
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dict the DJIA values, they use the Fuzzy Neural Network model. Although, the accuracy 
of their result is high, 87,6 %, their testing period is too small. Apart from predicting 
the stock market fluctuations by analyzing Twitter contents, some researchers consid-
er that Twitter can be utilized to track outcomes in several areas.  Asur and Huberman 
(2010) analyze Twitter posts in order to predict box-office profits of movies. By em-
ploying a model based on the rate of tweets creation and building a linear regression 
model, their results are consistent with higher accuracy than those based on stock 
market predictors. Moreover, a sensitive analysis of the tweets helped them to obtain 
better and more accurate results about predictions of the box-office profits, only after 
the release of a movie.  
Interesting enough is the research of Tumasjan et al. (2010) with regards to the 
prediction of outcomes from elections using Twitter. They used a sample of 104,003 
tweets in which there was a reference to parties and politicians before the German 
federal election in 2009. Their results show that the amount of tweets not only indi-
cates the voter preferences, but also approaches the traditional election polls.  Fur-
thermore, Liu et al. (2015) examine the stocks from the NYSE and NASDAQ in order to 
determine homogeneous stock groups with a method based on social media metrics. 
Moreover, they investigate the predictability of stock comovement regarding firm spe-
cific and social media metrics. According to their results, the comovements of compa-
nies which obtain a twitter account tend to be higher in comparison to those with no 
twitter account.  
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3. Data analysis 
3.1 Country data 
The general stock market index for every country of the Euro-zone is used. Therefore, 
the examined countries are Austria, Belgium, Cyprus, Estonia, Finland, France, Germa-
ny, Ireland, Italy, Latvia, Lithuania, Luxembourg, Malta, the Netherlands, Portugal, Slo-
vakia, Slovenia and Spain. The tickers for the general market indices used for above 
mentioned countries are ATX, BEL20, CYSSMAPA, OMX, HEX, CAC, DAX, ISEQ, FTSE 
MIB, RIGSE, VILSE, LUXX, MALTEX, AEX, PSI20, SAX, SBITOP, IBEX35TR, respectively. 
Moreover, the time series for our analysis is from 01/01/2012 until 30/8/2015 on a 
weekly basis, due to the fact that the recession in Greece starts from the early of 2012. 
For analytical purposes, there is a separation of the Euro-zone countries in 
strong and weak economies. As a general fact, Euro-zone area is consisted of countries 
not only with a strong economic level but also with a weaker economy. To make this 
separation stronger in our analysis, we thought that we have to provide strong evi-
dence in order to reveal that a country is consistent with a either a strong or a weak 
economy. As evidence of this, the separation is based on bond rating of each country. 
To illustrate this, the bond rating to a country is given from credit rating agencies who 
take account of the political and economic conditions of each country in order to give a 
correct graduation of creditworthiness. The most well-known credit rating agencies are 
Standard & Poors, Moody’s and Fitch. In our research, the bond rating in each country 
is based on Moody’s rating. In our separation, if the case is strong economic level and 
low or zero credit risk, countries with highest rating, high grade and upper-medium 
grade belongs to the strong economies. Likewise, countries with medium grade and 
below have to be part of South Europe. According to Moody’s grade, Austria, Belgium, 
Germany, Latvia, Lithuania, Malta, the Netherlands, Finland, France, Estonia, Slovakia 
and Luxemburg are countries which belong in the three first level of the grading, while 
Greece, Cyprus, Spain, Italy, Slovenia, Portugal and Ireland are evaluated by either a 
medium grade or a speculative grade. To put it in a nutshell, table (1) summarizes the 
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credit rating of every Euro-zone country, according to Moody’s, in which our separa-
tion is based. 
 
Table 1:Long-term Debt Ratings of the Euro-zone countries 
Strong & weak 
 economies 
Long-term Debt Ratings by Moody's 
Panel A: Strong economies 
 Austria highest rating Aaa 
Belgium high grade Aa3 
 Estonia upper-medium grade A1 
 Finland highest rating Aaa 
France high grade Aa2 
Germany highest rating Aaa 
Latvia upper -medium grade A3 
 Lithuania upper -medium grade A3 
 Luxembourg highest rating Aaa 
Malta upper -medium grade A3 
Slovakia upper -medium grade A2 
The Netherlands highest rating Aaa 
Panel A: Weak economies 
 Cyprus subject to high credit risk B3 
Ireland medium grade Baa1 
Italy medium grade Baa2 
Portugal   speculative elements Ba1 
Slovenia medium grade Baa3 
Spain medium grade Baa2 
 
 
 
Figure 1: The log-returns of ATX                                        Figure 2: The log-returns of BEL20                                                              
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Figure 3: The log-returns of CYSSMAPA                     Figure 4: The log-returns of OMX                                                                                                      
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Figure 5: The log returns of HEX                              Figure 6: The log-returns of CAC                                                             
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Figure 7: The log-returns of DAX                                Figure 8: The log-returns of ISEQ                                                                                        
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Figure 9: The log-returns of FTSEMIB                            Figure 10: The log-returns of RIGSE                                                                                              
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Figure 11: The log-returns of VILSE                        Figure 12: The log-returns of LUxX                                                                                                   
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Figure 13: The log-returns of MALTEX                           Figure 14: The log-returns of AEX                                                                                                
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Figure 15: The log-returns of PSI20                             Figure 16: The log-returns of SBITOP                                                                                              
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Figure 17: The log-returns of SAX                               Figure 18: The log-returns of IBEX35TR                                                                                           
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3.2 Google search intensity 
We also use data in order to investigate the Google search volume for the Greek’s exit 
from the Euro-zone, collected from Google Trends.  Google Trends is a widely used 
service, free for the public which measures the search volume for a specific word or set 
of words providing time series data. This service is available from the early of 2004, 
based on a weekly basis. 
In our analysis, we obtain weekly series data regarding the keyword “grexit” 
from 01/01/2012 to 30/08/2015 (173 observations) based on Google Trends. From the 
early of 2012, it is the beginning of the interest about the issue of Greek exit from the 
Euro-zone among all internet users. In this way, our data is about the number of times 
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the public search for the Greek debt crisis using the keyword of “grexit”. Thanks to 
Google trends, all the useful information about the volume of our used keyword is ob-
tained. The selection of this keyword is a crucial point of our analysis. After careful re-
search of the available keywords about Greece exit from the Euro-zone, we concluded 
that the “grexit” is a widely term that is commonly used for everyone in order to de-
fine the financial situation of Greece. Moreover, after reading several financial news-
papers such as “Financial Times”, I came across many times to this term. Therefore, we 
considered “grexit” as the most suitable term within our capacity for our analysis. 
From now on, the data collected by the Google Trends about our selected keyword 
“grexit”, we call it Google Trends Index (GTI) for the case of our analysis. 
Figure 19: The Google Trends Index (GTI) 
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4. Methodological framework 
Regarding our methodology, two causality tests are used. The first one is based on the 
time domain (Granger causality) while the second is based on the frequency domain 
(Breitung and Candelon test). 
In Granger causality test we investigate if there are casual linkages between our 
variables. Specifically, our variables are the GTI and the stock markets of the Euro-
zone. As far as Granger causality methodology is concerned, a variable Yt   is said to 
Granger cause X
t
if  Yt   incorporates with statistically important information about  
X
t
 in order to be able to predict future values of X
t
. 
When the variables are stationary, the test is examined with the level values of 
the variables. Otherwise, if the time series is non-stationary, it is tested with the use of 
first or higher differences. Therefore, the optimal lag length is based on an information 
criterion. For example, Schwartz information criterion is one of frequently used infor-
mation criterion. If we assume that X and Y are stationary variables, the following VAR 
model of order p can be estimated. 
1 111,1 11, 12,1 12,
       
t t t p t t pp pX                                                (1.1)                          
1 121,1 21, 22,1 22,
      
t t t p t t pp pY                                               (1.2)   
  
 
(1.1)  and (1.2) can be rewritten using matrix notation (L is the lag operator): 
 
 
11 12
21 22
( ) ( )
     (       
( ) ( )
) t t
t
t t
L L
L L
X X
Y Y

    
          
    
 
 
Θ L                                                             (1.3) 
 
 Where    
1
Θ
p
p
L I L L     is referred to the lag polynomial and     
 
 is referred to 2 2  coefficient matricies. 
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Generally, it is said that Yt    does not Granger cause Xt
  if Θ12 (L) = 0. That is, 
past values of Yt    do not contain any information about future values of Xt
. This test 
procedure can be conducted using F-test for coefficients 
12,i for 1, ,i p . However, 
Granger causality is a test based on the time domain; it cannot find either short-run or 
long-run linkages between the tested variables. 
Due to its limitation, there are several extensions of Granger causality frame-
work. In particular, Geweke (1982) highlights that there is a measure of causality that 
can be tested at different frequencies obtaining the explanatory power. Such measure 
can be illustrated in the below equation: 
   
0
1
Y X Y X
dfF

 
 
                                                                                       (1.4) 
As it is already mentioned above, several papers deal with the extension of the 
Granger causality test introducing testing procedures in the frequency domain. Such 
researches have been made from Geweke (1982), Hoyosa (1991), Lemmens et.al 
(2008), Breitung and Candelon (2006). 
In our research, we use the Breitung and Candelon (2006) test. Based on their 
method, an F-test for the coefficients  
12
L is used. Also, it is performed at different 
frequencies with a set of restrictions. An MA representation can illustrate the above 
mentioned restrictions: 
  
   
   
111 12
21 22
2
t
t
t
L L
L
L L



  
    
   
 
 
                                       (1.5)                                          
   
1
where L L G

      
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 If we assume that G  is the lower case of a triangular matrix of the Cholesky 
decomposition, so  'E It t   and tt G  . System (1.5) can be transformed in 
a spectral density of X
t  
: 
 
    2 211 121 ( ) ( )2
i i
x
e ef  

                                                                       (1.6) 
Equation (1.6) has two parts; the first is about the autoregressive coefficients of 
(1.1) and is known as the “intrinsic” element according to Barnett, Seth (2011), while 
the second part is about the exogenous variables of (1.1) and is known as the “casual” 
element. 
From (1.6) it comes that 
 
 
 
22
12
12
L
L
L
g
 


                                                                                                        (1.7) 
g22 is the diagonal element of 
1
G
  and  L  is the determinant of of  L .
 
According to De Moivre’s theorem (Hamilton 1994) : 
 
 
     12 12, 12,
1 1
cos sin
p p
i
k k
k k
e k k i   

 
                                                              (1.8)   
However, if  12 0
ie   , it is a fact that 
 
12,
1
cos 0
p
k
k
k

                                                                                                                (1.9) 
 
12,
1
sin 0
p
k
k
k

                                                                                                             (1.10) 
                                                                                                                                                                     
For simplicity of the notation, we can let 
11,j ja   and 12, jj  , so  
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1 11 11t t t p t t pp tpa aX X Y               
Therefore, using an F-test in the coefficients of a equation (1.1), the non-
causality hypothesis at frequency   is illustrated below with the following set of re-
strictions: 
   
0 12
:   0R LH                                                                                                        (1.11) 
 
With  
     
     
cos cos 2 cos
sin sin 2 sin
p
R
p
  

  
 
  
 
                                                        (1.12) 
 
This is an ordinary F- test and is about an  2, 2F T p  distribution for ω within 
a range of (0 ,π). This method can be easily applicable to VAR models with variables 
larger than two. Obviously, the lag order of the VAR model should be defined, since it 
constitutes the dynamic order of the model according to Lemmens et.al (2008).
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5. Empirical Application 
As is already mentioned, we collect data from Google trends about the keyword “Grexit”. 
While, from Bloomberg database, the closing prices of the used Euro-zone indices are gath-
ered. For the aim of our analysis, we calculate the log returns of the above mentioned clos-
ing pricing. Our empirical investigation consists of the implementation of two tests of causal-
ity. At a first stage, we use a linear framework of causality, known as the Granger causality 
test. While at a later stage, the Breitung and Candelon (2006) approach is used. 
 
5.1 Standard Granger causality 
Granger causality test is an approach of testing casual relationships for causality. It is a pow-
erful tool that is widely used by a numerous of scientific paper in order to test the linkage 
between two variables. Due to the fact that Granger causality can give us a general insight of 
the possibility of contagion in the Euro-zone stock market, our research also employs such 
test. Contagion exists when there is causality running from GTI to the tested stock markets. 
In this kind of test the used variables have to be stationary. As a matter of fact, stock market 
returns are considered stationary. For that reason, we easily implement Granger causality 
test in our data. This process is implemented between Google trends data and every stock 
market, separately. A crucial step of our analysis is the identification of the optimal lag 
length which is based on the Schwartz information criterion (SC) and the sequential modified 
LR test statistic information criterion (LR).  
Table (2) summarizes the lag length used for every Euro-zone country. Specifically, 
we want to test whether the data from Google trends cause the prices of Euro-zone stock 
markets. Our null hypothesis is that “grexit” cannot cause the stock market resturns for a 
selected Euro-zone country. Generally, we reject the null hypothesis if the probability ob-
tained from the test is lower than the significance level. In particular, using a significance 
level of 5%, we reject the null hypothesis for stock markets of Austria, Belgium, Cyprus, 
France, Germany, Ireland, Italy, Luxembourg, the Netherlands, Slovakia and Spain. Further-
more, we fail to reject the null hypothesis for stock markets of Estonia, Finland, Latvia, Lithu-
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ania, Malta, Portugal and Slovenia. Our results for the stock markets of every country sepa-
rately are highlighted in table (3) and discussed in the following section in an extensive way. 
As it can be clear from the table (3), there is Granger causality among GTI and some 
of the tested stock markets of the Euro-zone. We believe that the fact of contagion should 
be stronger in weak economies, since weak economies consist of countries with a weak fi-
nancial situation. For that reason, such countries are more vulnerable to be affected by fi-
nancial or economic shocks. Our results show that there are linkages between GTI and not 
only stock markets of weak economies, but also of strong economies. A general conclusion 
that can be drawn is that the content in the Google Trends obtains useful information for 
prediction of the future. The predictive content of the internet search queries can be effec-
tively used in a variety of econometric models and estimations. Moreover, the results 
strongly support the fact that a shock in a Euro-zone country affects the other Euro-zone 
countries in a great extent. Although, the outcomes of the Granger causality greatly reveal 
the contagion effects in the majority of the tested stock markets, these results are not too 
strong to provide us with short or long-run connections among our variables. For obtaining 
more powerful evidence of contagion, the B&C test gives us a clear view of supporting con-
tagion. 
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Table 2: The optimal lag length 
Euro-zone 
Countries 
Market  
indices  
(tickers) 
Criterion Optimal lag 
 length 
Austria ATX AIC 17 
Belgium BEL20 AIC 17 
Cyprus CYSSMAPA AIC 17 
Estonia OMX AIC 17 
Finland HEX LR 16 
France CAC AIC 17 
Germany DAX AIC 17 
Ireland ISEQ AIC 5 
Italy FTSE MIB AIC 6 
Latvia RIGSE LR 17 
Lithuania VILSE AIC 5 
Luxembourg LUxX AIC 18 
Malta MALTEX LR 17 
Netherlands AEX AIC 17 
Portugal PSI20 AIC 5 
Slovenia SBITOP LR 17 
Slovakia SAX AIC 17 
Spain IBEX35TR AIC 17 
  -24- 
Table 3: Results of standard Granger causality test 
Country Null Hypothesis                                       F-statistic Probability Results 
Austria GTI does not cause the ATX 2.07935       0.0118 Reject 
 ATX does not cause the GTI 1.56567       0.0841 Fail to reject   
Belgium GTI does not cause the BEL20 4.32708 8.E-07 Reject 
 BEL20 does not cause the GTI 1.73257 0.0457 Reject 
Cyprus GTI does not cause the SYSSMAPA 4.09464 2.E-06 Reject 
 SYSSMAPA does not cause the GTI 8.50224 8.E-14 Reject 
Estonia GTI does not cause the OMX 1.22454 0.2560 Reject 
 OMX does not cause the GTI 1.27964 0.2171 Fail to reject  
Finland GTI does not cause the HEX 1.16382 0.3064 Fail to reject  
 HEX does not cause the GTI 2.01069     0.0172 Reject 
France GTI does not cause the CAC 4.28485     9.E-07 Reject 
 CAC does not cause the GTI 1.21825     0.2607 Fail to reject  
Germany GTI does not cause the DAX 4.2828      9.E-07 Reject 
 DAX does not cause the GTI 1.23302      0.2497 Fail to reject  
Ireland GTI does not cause the ISEQ 3.13170      0.0101 Reject 
 ISEQ does not cause the GTI 0.46563      0.8014 Fail to reject  
Italy GTI does not cause the FTSEMIB 2.95612       0.0093 Reject 
 FTSEMIB does not cause the GTI 0.2498       0.9231 Fail to reject  
Latvia GTI does not cause the RIGSE 0.73266       0.7641 Fail to reject  
 RIGSE does not cause the GTI 0.82024       0.6672 Fail to reject  
Lithuania GTI does not cause the VILSE 0.85137       0.5154 Fail to reject  
 VILSE does not cause the GTI 0.55120       0.7372 Fail to reject  
Luxembourg GTI does not cause the LUxX 2.83914       0.0004 Reject 
 LUxX does not cause the GTI 1.2834       0.2112 Fail to reject  
Malta GTI does not cause the MALTEX 0.93265       0.5380 Fail to reject  
 MALTEX does not cause the GTI 1.41478     0.1412 Fail to reject  
  -25- 
Netherlands GTI does not cause the AEX 4.42248     5.E-07 Reject 
 AEX does not cause the GTI 1.71343     0.0491 Reject 
Portugal GTI does not cause the PSI20 2.11076     0.0669 Fail to reject  
 PSI20 does not cause the GTI 0.74941     0.5877 Fail to reject  
Slovenia GTI does not cause the SBITOP 0.72899     0.7679 Fail to reject  
 SBITOP does not cause the GTI 0.45220     0.9685 Fail to reject  
Slovakia S does not cause the SAX 3.16709     0.0001 Reject 
 SAX does not cause the GTI 0.96865     0.4976 Fail to reject  
Spain GTI does not cause the IBEX35TR 1.79471     0.0361 Reject 
 IBEX35TR does not cause the GTI 0.60926     0.8793 Fail to reject  
 
5.2 Breitung and Candelon test 
 Due to the disadvantages of Granger causality test (mentioned above) the imple-
mentation of a causality test in the frequency domain is a crucial step of this disser-
tation. Thanks to this approach, we have the ability not only to capture the causality 
between the variables of our interest, but also to identify the short and long run re-
lationships among them. For this purpose, Breitung and Candelon framework gives 
us the opportunity to recognize whether there is short and long-run predictability 
between the data from Google Trends, using the keyword “grexit”, and the respec-
tive market index, each time. The hypothesis is about a variable causes the target 
variable. In our case, the causing variable is the data of our keyword “grexit”, while 
the target variable is the market index of each country.  For this purpose, we im-
plement the B&C test for 18 countries of the Euro-zone. We can transfer these fre-
quencies to time by the relationship 2Τ= 

 , where T is measured in weeks, since 
our data are collected in a weekly basis. The optimal lag length is based on the 
Schwarz information criterion. The values of the test statistic after the implementa-
tion of the test are compared with the relevant critical value at 1% significance lev-
el. We reject the null hypothesis when the obtained value is above the critical value; 
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in our case the critical value that corresponds at the 1% is the significance level. 
Overall, there is no evidence of causality in countries such as Estonia, Latvia, Lux-
embourg, Malta, Portugal and Slovenia. However, there is ample evidence of either 
short or long- run causality in Finland, Lithuania, Ireland the Netherlands, Germany, 
Belgium, Slovakia, Italy, France, Austria, Cyprus and Spain. 
The precise outcomes of this frequency domain causality test are presented 
below. Implementing the B&C causality test constitutes the most crucial step of our 
research. The test procedure is conducted in the frequency domain. By employing 
this, we have the ability to understand the linkages between our variables in a bet-
ter way and to check for the long or the short run causality. The test by Breitung 
and Candelon (2006) is a powerful tool of testing for causality and is a usual meth-
odology widely implemented by many researchers. We find convincing evidence of 
contagion in several countries. As it is already mentioned above, we think that evi-
dence of contagion might be stronger in weak economies than in strong economies. 
However, our results are more than prospective. Important enough is to say that 
our results roughly support the idea of contagion. According to Bodart and Cande-
lon (2009), contagion exists in high frequencies (short-run), while interdependence 
arises in low frequencies (long-run). The figures below show the outcomes of Brei-
tung and Candelon test of every tested Euro-zone country.  
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5.2.1 Strong economies 
 
Figure 20: Google Trends Index causing ATX prices      Figure 21: Google Trends Index causing BEL20 prices.  
Notes:                                                                                     Notes:                                 
         a.    The broken horizontal line symbolizes                              a.  The broken horizontal line symbolizes  
                 the 1% critical value of the null hypothesis                            the 1% critical value of the null hypothesis 
                 of no causality for all the frequencies                                      of no causality for all the frequencies 
                 ω ϵ (0, π].                                                                                       ω ϵ (0, π]. 
                b.    ΑΤΧ is the market index of Austria.                                      b.  BEL20 is the market index of Belgium. 
 
  
Figure 22: Google Trends Index causing OMX prices      Figure 23: Google Trends Index causing HEX prices 
Notes:                                                                                                  Notes:                              
         a.    The broken horizontal line symbolizes                                            a.    The broken horizontal line symbolizes  
                 the 1% critical value of the null hypothesis                                             the 1% critical value of the null hypothesis 
                 of no causality for all the frequencies                                                       of no causality for all the frequencies 
                 ω ϵ (0, π].                                                                                                        ω ϵ (0, π]. 
                b.    OMΧ is the market index of Estonia.                                                  b.     HEX is the market index of Finland. 
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Figure 24: Google Trends Index causing CAC prices      Figure 25: Google Trends Index causing DAX prices 
Notes:                                                                                     Notes:                              
         a.    The broken horizontal line symbolizes                              a.  The broken horizontal line symbolizes  
                 the 1% critical value of the null hypothesis                             the 1% critical value of the null hypothesis 
                 of no causality for all the frequencies                                      of no causality for all the frequencies 
                 ω ϵ (0, π].                                                                                       ω ϵ (0, π]. 
                b.    CAC is the market index of France.                                     b.   DAX is the market index of Germany. 
 
  
Figure 26: Google Trends Index causing RIGSE prices      Figure 27: Google Trends Index causing VILSE prices 
Notes:                                                                                     Notes:                              
         a.    The broken horizontal line symbolizes                               a.  The broken horizontal line symbolizes  
                 the 1% critical value of the null hypothesis                              the 1% critical value of the null hypothesis 
                 of no causality for all the frequencies                                       of no causality for all the frequencies 
                 ω ϵ (0, π].                                                                                        ω ϵ (0, π]. 
                b.    RIGSE is the market index of Latvia.                                       b. VILSE is the market index of Lithuania. 
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Figure 28: Google Trends Index causing LUXX prices      Figure 29: Google Trends Index causing MALTEX prices 
Notes:                                                                                     Notes:                              
         a.    The broken horizontal line symbolizes                      a.  The broken horizontal line symbolizes  
                 the 1% critical value of the null hypothesis                   the 1% critical value of the null hypothesis 
                 of no causality for all the frequencies                             of no causality for all the frequencies 
                 ω ϵ (0, π].                                                                              ω ϵ (0, π]. 
                b.    LUXX is the market index of Luxemburg.                      b. MALTEX is the market index of Malta. 
 
  
Figure 30: Google Trends Index causing SAX prices      Figure 31: Google Trends Index causing AEX prices 
 Notes:                                                                                     Notes:                              
         a.    The broken horizontal line symbolizes                              a.  The broken horizontal line symbolizes  
                 the 1% critical value of the null hypothesis                             the 1% critical value of the null hypothesis 
                 of no causality for all the frequencies                                      of no causality for all the frequencies 
                 ω ϵ (0, π].                                                                                      ω ϵ (0, π]. 
        b.    SAX is the market index of Slovakia.                                    b.   AEX is the market index of the Netherlands. 
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5.2.2 Weak economies 
  
Figure 32: Google Trends Index causing CYSSMAPA prices      Figure 33: Google Trends Index causing ISEQ prices 
Notes:                                                                                                 Notes:                              
         a.    The broken horizontal line symbolizes                                          a.  The broken horizontal line symbolizes  
                 the 1% critical value of the null hypothesis                                        the 1% critical value of the null hypothesis 
                 of no causality for all the frequencies                                                  of no causality for all the frequencies 
                 ω ϵ (0, π].                                                                                                   ω ϵ (0, π]. 
      b.    CYSSMAPA is the market index of Cyprus.                                       b. ISEQ is the market index of Ireland. 
 
Figure 34: Google Trends Index causing FTSEMIB prices      Figure 35: Google Trends Index causing PSI20 prices 
Notes:                                                                                             Notes:                              
         a.    The broken horizontal line symbolizes                                       a.  The broken horizontal line symbolizes  
                 the 1% critical value of the null hypothesis                                     the 1% critical value of the null hypothesis 
                 of no causality for all the frequencies                                               of no causality for all the frequencies 
                 ω ϵ (0, π].                                                                                                ω ϵ (0, π]. 
      b.    FTSEMIB is the market index of Italy.                                          b.   PSI20 is the market index of Portugal. 
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Figure 36: Google Trends Index causing SBITOP prices      Figure 37: Google Trends Index causing IBEX35TR prices 
Notes:                                                                                          Notes:                              
         a.    The broken horizontal line symbolizes                                  a.  The broken horizontal line symbolizes  
                 the 1% critical value of the null hypothesis                                 the 1% critical value of the null hypothesis 
                 of no causality for all the frequencies                                         of no causality for all the frequencies 
                 ω ϵ (0, π].                                                                                           ω ϵ (0, π]. 
     b.    SBITOP is the market index of Slovenia.                                   b.  IBEX35TR is the market index of Spain. 
 
As it can be clear from the above graphs, we find evidence of contagion is running 
from GTI to the majority of examined countries. Our null hypothesis is whether the GTI 
does not cause the market index of every Euro-zone country. Regarding countries with 
strong economies, we fail to reject the null hypothesis for the market indices of Estonia, 
Lithuania, Latvia and Malta for every frequency within the range (0, π]. However, there is 
evidence of causality running from GTI to the rest of countries with a strong economy. To 
illustrate this, we reject the null hypothesis for market indices of Austria, Belgium, Finland, 
France, Germany, Luxembourg, Slovakia and the Netherlands. In Particular, with regards to 
Austria, we reject the null hypothesis and support short-run causality for high frequencies 
between 0.31 and 0.79. Also, for Belgium, there is evidence of causality running from GTI to 
BEL20 around frequencies of (0.09, 1.4).  For Finland, we reject the null hypothesis when ω 
ϵ (0.52, 1.04) corresponding to cycles of 6-12 weeks. Furthermore, we find evidence of 
causality running from GTI and CAC (the general market index of France) in medium-run 
frequencies (1.12, 1.42). In a similar pattern are the results of Germany, we reject the null 
hypothesis for medium-run frequencies of (1.26, 1.36) corresponding to wave lengths 
between 4.62 and 4.98 weeks. Similar are the results of Luxembourg, Slovakia and the 
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Netherlands. The null hypothesis is rejected for medium-run frequencies of (1.22, 1.31), 
(1.26, 1.33), (1.14, 1.38), respectively.  
As far as weak economies are concerned, we only fail to reject the null hypothesis 
for indices of Portugal and Slovenia. Nevertheless, there is significant evidence of causality 
between GTI and indices of Cyprus, Ireland, Italy and Spain. It is notable that the causality 
between GTI and the aforementioned Euro-zone countries with weak economies arises in 
the low frequencies. Specifically, after careful examination Cyprus figure, we can conclude 
that there is not only short-run causality running from GTI and SYSSMAPA, but also long-run 
causality. That is to say, the null hypothesis of no causality is rejected when ω ϵ (0.56, 1.30) 
and when ω ϵ (1.90, 2.39). Moreover, the results of Ireland, Italy and Spain indicate that 
causality exists in the low frequencies or in the long-run. To illustrate this, for Ireland we 
reject the null hypothesis for low frequencies of (1.31, 2.16). For Italy the null hypothesis of 
no causality is rejected when ω ϵ (1.43, 2.26). Similarly, for Spain, there is long-run causality 
running from GTI and IBEX35TR for low frequencies of (1.53, 2.00). 
 
6. Discussion of the results 
Our analysis provides significant results. Beyond doubt, the results can provide evidence that 
contagion holds that our initial fear of contagion holds for several   Euro-zone countries. 
Making use of two different causality tests, we hopefully manage to obtain a crystal image of 
causality between GTI and Euro-zone market index fluctuations. Obviously, causality reveals 
contagion among the “grexit” and the tested Euro-zone countries. As it is already mentioned 
in the previous section, we test if GTI does not cause the movements of every Euro-zone 
market index, separately. Regarding the results of the standard Granger causality test, we 
reject the null hypothesis of no causality for indices of Austria, Belgium, Cyprus, Estonia, 
France, Germany, Ireland, Italy, Luxembourg, Netherlands, Slovakia and Spain. These results 
give us a view of contagion in the aforementioned countries.  
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 Despite our initial results, we implement a causality test in the frequency domain in-
troduced by Breitung and Candelon (2006) in order to present more powerful results in our 
analysis. Before the testing procedure, we state that that evidence of contagion may be 
stronger in countries with strong economies. Definitely, our results of Breitung and Candelon 
test strongly support our statement.  Table (4) below summarizes the results of B&C test .It 
is worth noting that the results of Breitung and Candelon test are in accordance with ones of 
standard Granger causality test. The only difference arises in the results of Finland, since the 
results obtained from the standard Granger causality test show no causality running from 
GTI and HEX. Generally, we believe that could not support contagion without the implemen-
tation of B&C test, because this approach provides more representative results than 
standard Granger causality test. The reason why we believe this is that B&C test not only has 
the ability to test for causality, but also identifies if the causality exists in the short-run or in 
the long-run. According to Bodart and Candelon (2009), contagion takes place in the short-
run (high frequencies) while when there is evidence of causality in the long-run, interde-
pendence is the case.  
Therefore, our results show that there is ample evidence of not only contagion, but 
also interdependence. Definitely, our results can be summarized as follows: First, Google 
search activity about “grexit” can effectively predict the fluctuations in prices of the Euro-
zone indices. Second, there is no evidence of causality running from GTI and indices of 
Estonia, Latvia, Lithuania, Malta, Portugal, and Slovenia. Therefore, we cannot support 
contagion. Third, we identify contagion effects between Greece and Austria, Belgium, 
Finland, France, Germany, Luxembourg, Slovakia and the Netherlands. These are countries 
which possess a strong economical and financial profile. Forth, our results show that there is 
interdependence between Greece and the majority of countries with a weak economy. 
Specifically, evidence of interdependence arises in Cyprus, Ireland, Italy and Spain. 
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Table 4: Results of Breitung and Candelon test 
Countries       Predictability in 
      frequencies 
               Predictability in 
                          time 
                        (weeks) 
Panel A: Strong economies 
Austria [0.31,0.79] [8-20.25] 
Belgium [0.09,1.4] [4.48-69.78] 
Estonia Ɇ Ɇ 
Finland [0.52,1.04] [6.04-12,08] 
France [1.12,1.42] [4.42-5.60] 
Germany [1.26,1.36] [4,62-4,98] 
Latvia                    Ɇ Ɇ 
Lithuania        Ɇ Ɇ 
Luxembourg [1.22,1.31] [4.79-5.14] 
Malta        Ɇ Ɇ 
Slovakia [1.26,1.33] [4,72-4.98] 
the Netherlands [1.14,1.38] [4.55-5.51] 
Panel B: Weak economies 
Cyprus [0.56,1.30]and [1.90,2.39] [4.80-11.21] and [2.26-3.30] 
Ireland [1.31,2.16] [2.91-4.79] 
Italy [1.43,2.26] [2.78-4.39] 
Portugal        Ɇ Ɇ 
Slovenia        Ɇ Ɇ 
Spain [1.53-2.00] [3.14-4.10] 
Note: the symbol Ɇ shows the absence of either contagion or interdependence. 
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7. Conclusions 
In this dissertation, our aim is to examine whether the extensive discussion of a possible Greek 
exit of the Euro-zone area has affected the remaining Euro-zone countries. For this purpose, we 
use Google Trends facility in order to collect data about the Google search activity regarding 
“grexit”. In this way, we would like to contribute in the existing literature about the powerfulness 
of the Google Trends facility. It is generally believed that the data from Google Trends about a 
specific keyword has a predictive content that consequently, influences the financial markets. In 
our analysis, we examine if the Google search volume about “grexit” can predict the future price 
fluctuations of the Euro-zone stock market. Specifically, we examine if there are contagion effects 
between Greece and the Euro-zone countries.  As it already mentioned financial contagion exists 
when a financial shock in one country influences other countries in a negative way. Generally we 
believe that the Greek financial crisis can lead to financial distress in the Euro-zone countries. 
Moreover, we believe that countries of weak economies are more vulnerable to contagion, due to 
their weak financial and economic conditions. Our results strongly support our belief, since we find 
evidence of contagion in the majority of countries with a strong economy, while there is evidence 
of interdependence in the countries with a weak economy. This findings show that the financial 
crisis in Greece has influenced the remaining Euro-zone countries in a great extent. Euro-zone 
countries seem to be somehow interdependent in each others. I could liken Euro-zone to a team; 
if a player injured, the whole team would be affected in a negative way. 
 Overall, our results show: Firstly, there is evidence of contagion between Greece and the 
majority of strong economies.  This evidence is found in Austria, Belgium, Finland, France, 
Germany, Luxembourg, Slovakia and the Netherlands.  Secondly, we fail to show contagion effects 
in Finland, Latvia, Lithuania, Luxembourg, Malta, Portugal and Spain. Thirdly, in Cyprus, Ireland, 
Italy and Spain, there is evidence of interdependence. Our results suggest that Google Trends 
facility obtains valuable information about the short-run and the long-run movements of the 
financial markets. 
In this thesis, we show that there are strong linkages between the Euro-zone markets. 
However, it goes without saying that there is room for further investigation in such topic. A 
possible extension of this research is the use of social media data which can probably reveal 
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contagion effects. Moreover, in our dissertation the only data we collect for the Euro-zone stock 
markets is the prices of their market indices. For that reason, a further examination of this thesis 
can use some financial fundamentals for each Euro-zone country in order to support stronger 
results. 
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