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We consider an infinite dimensional generalization of Metaplectic representations (Weil
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1 Introduction
In this paper, we consider unitary representations of an infinite symplectic group. The
group Sp(∞) we deal with here is the set of invertible operators g = 1 + A where g
preserves a symplectic form on an infinite dimensional vector space and A is of finite
rank. This group is essentially same as the inductive limit of the classical symplectic
group in the sense that the latter group is dense in operator norm topology.
First, we present a class of unitary representations of the Lie algebra sp(∞) on GNS
spaces of quasifree states of the CCR (canonical commutation relations) algebra (= the
infinite dimensional Heisenberg algebra). The construction of the representation is done
in the same fashion as the metaplectic representation (Weil representation) of finite di-
mensional groups. (c.f. [7]) The representation constructed here is refered to as quasifree
represetation. As in the finite dimensional case, our infinitesimal representations give rise
to unitary representations of the double covering of Sp(∞). The infinite dimensional CCR
algebra has infinitely many mutually non-equivalent representations, and we obtain a huge
number of metaplectic representations of Sp(∞). This class of representations contains
uncountably many irreducible representations as well as non type I factor representations.
The theory of unitary representation for infinite dimensional groups is a field of inter-
play between Ergodic Theory, the measure theory of infinite dimensional space, operators
algebras, and mathematical physics, in particular, quantum field theory. So far two classes
of infinite dimensional groups are considered. (1) groups whose matrix elements are func-
tions: Examples are loop groups and the diffeomorphism group of the circle (See [13], [6]
and the references therein), and their higher dimensional analogue. (2) inductive limit of
classical groups, O(∞) or U(∞). See [5], [14] and [16].
So far the construction of unitary representations has been carried out in two ways.
One way is to construct measures on an infinite dimensional space quasi-invariant under
the group in question ([11]). Another method is to use Fock spaces of the quantum field
theory and unitary implementors of Bogoliubov automorphisms. (c.f. [6] and [16]).
Turning into inductive limit O(∞) and U(∞) certain representations of these groups
are closely connected with the gauge invariant part of CAR (canonical anticommutation
relations) algebra. In general the inductive limit procedure of compact groups yields an
inductive limit of group C∗-algebras which are approximately finite dimensional. Then
there is a one to one correspondence of primitive ideals of the AF algebra and factor
representations of the group. The factor representation of U(∞) constructed on GNS
spaces of quasifree states of the CAR algebra corresponds to the U(1) gauge invariant
part of the CAR algebra as the quotient by the primitive ideal. (c.f. [16]) In the same
manner, spin representations of O(∞) corresponds to the Z2 invariant of the CAR algebra.
Quasi-equivalence of quasifree states for gauge invariant CAR algebras was investigated
in [16], [8] and [9] and these results leads to classification of representations of O(∞) and
U(∞) on GNS spaces of quasifree states on CAR algebras.
In the same spirit, we can introduce quasifree representation (= Metaplectic or Weil
representation) for Sp(∞) with the aid of quasifree states of the CCR algebra. However,
there is a crucial difference. The symplectic group Sp(N) is non compact on one hand,
and the CCR algebra is an unbounded operator algebra. The unitary representative of
O(∞) or U(∞) is an element of the gauge invariant CAR algebra while this is not the case
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for Sp(∞). In this sense, it is not correct that classification Metaplectic representations
reduces to the representation theory of the Z2 gauge invariant part of the CCR algebra.
Nevertheless we succeeded complete classification of generalized Metaplectic representa-
tions on GNS spaces associated with quasifree states of the CCR algebra.
The main result of this paper is Theorem 7.1 where we obtained the complete clas-
sification of quasifree representation constructed in the GNS representations associated
with quasifree states of the CCR algebra. To achieve our object we found it necessary to
use Modular theory of von Neumann algebra for quasifree states of CCR algebras. This
machinery was established by H.Araki in [1], [2], [3] and [4].
Next we mention the organization of this paper. In Section 2 and 3 we introduce
quasifree states of CCR algebras and Fock spaces in an abstract way.
The infinitesimal quasifree representation of the Lie algebra sp(∞) is defined in Sec-
tion4.
If the quasifree state of the CCR algebra is pure, the associated representation of
sp(∞) decomposes into two mutually non-equivalent irreducible representations. This
fact is proved in Section 5.
Section 6 is devoted to an analysis of von Neumann algebras generated by sp(∞).
Using results of Section 6 our main result Theorem 7.1 is proved in Section 7.
In the final section we show that our irreducible quasifree representation is extendible
to a projective unitary representation of a larger symplectic group Sp(P,∞) where Sp(P,∞)
is a symplectic transformation commuting with a fixed projection P modulo Hilbert
Schimidt class operators. This result is closely connected with another result of D.Pickrell
in [14] where he introduced the notion of spherical representations and examined the same
extension property.
2 Quasifree Representations of CCR algebra
We briefly sketch GNS representations of CCR algebra associated to quasifree states.
2.1. Definition. Let K be a complex vector space and γ(f, g) be a non-degenerate her-
mitian form for f, g ∈ K. Let Γ be an antilinear involution satisfying Γ2 = 1, γ(Γf,Γg) =
−γ(g, f). A self-dual CCR algebra A(K, γ,Γ) is a complex *-algebra generated by identity
1 and {B(f) | f ∈ K} where B(f) is complex linear in f ∈ K and satisfies B(f)∗ = B(Γf),
B(f)∗B(g)−B(g)B(f)∗ = γ(f, g).
2.2. Definition. A state ϕ on A(K, γ,Γ) is a called quasifree state if
ϕ(B(f1) . . .B(f2n−1)) = 0,
ϕ(B(f1) . . .B(f2n)) =
∑
σ∈S
n∏
j=1
ϕ(B(fσ(j))B(fσ(n+j))).
S is the set of all permutations of {1, 2, . . . , n} satisfying
σ(1) < σ(2) < . . . < σ(n), σ(j) < σ(j + n), j = 1, 2, . . . , n.
The cardinal number of S equals (2n)!2−n(n!)−1.
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For any quasifree state ϕ, let
S(f, g) := ϕ(B(f)∗B(g)).
Then a positive semi-definite hermitian form S(·, ·) satisfies
S(f, g)− S(Γg,Γf) = γ(f, g). (2.1)
Conversely, a positive semi-definite hermitian form S : K × K → C satisfying ( 2.1) is
given. Then there exists an unique quasifree state ϕS on A(K, γ,Γ) such that
ϕS(B(f)
∗B(g)) = S(f, g)
for all f, g ∈ K. That is to say, a quasifree state is completely specified by a positive
semi-definite hermitian form satisfying ( 2.1). (See [1].)
We define a bounded operator “S” induced by a positive semi-definite hermitian form
S satisfying ( 2.1). Due to the non-degeneracy of γ, a hermitian form
(f, g)S := S(f, g) + S(Γg,Γf)
is positive definite. In other words (·, ·)S is an inner product. Let KS be the completion
of K with respect to (·, ·)S. Then there exists a bounded operator S on KS such that
S(f, g) = (f, Sg)S
for all f, g ∈ K. Let ΓS be an antiunitary involution on KS such that ΓSf = Γf for
all f ∈ K. The bounded operator S satisfies S∗ = S, ΓSSΓS = 1 − S and 0 ≤ S ≤ 1.
γS := 2S − 1 satisfies γ(f, g) = (f, γSg)S for all f, g ∈ K.
If the bounded operator S on KS induced by a positive semi-definite hermitian form
satisfying ( 2.1) is a projection, we call S a basis projection.
Let (HS, piS,ΩS) be a GNS representation of CCR algebra A(K, γ,Γ) associated to
ϕS. The Hilbert space given by GNS construction is abstract, however in case that S is
a basis projection, it can be written concretely.
Let L be a Hilbert space and consider the Boson Fock space :
Fb(L) :=
∞⊕
n=0
⊗ns L, ⊗0sL := C, Ψ = 1,
〈f1 ⊗s . . .⊗s fn, g1 ⊗s . . .⊗s gm〉 = δmn 1
n!
∑
σ∈Sn
n∏
j=1
(fσ(j), gσ(j)).
⊗s is the symmetric tensor product and Sn is the set of all permutations of {1, 2, . . . , n}.
Now we define annihilation operators b(f), f ∈ L on Fb(L) as follows :
b(f)f1 ⊗s . . .⊗s fn := 1√
n
n∑
j=1
(f, fj)f1 ⊗s . . .⊗s fj−1 ⊗s fj+1 . . .⊗s fn,
b(f)Ψ := 0
and creation operators b†(f), f ∈ L on Fb(L) as follows :
b†(f1)f2 ⊗s . . .⊗s fn+1 :=
√
n + 1f1 ⊗s . . .⊗s fn+1,
b†(f)Ψ := f.
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2.3. Lemma. Suppose that S : KS → KS is a basis projection.
(1) b†(f), b(g), f, g ∈ SKS are closable operators. Let A be the closure of operator A.
The finite particle vector subspace of Fb(SKS) is a core for all b†(f), b(g), f, g ∈
SKS.
(2) Due to (1), we can define the addition and multiplication of creation and annihila-
tion operators on the finite particle vector subspace of Fb(SKS). Let ACCR(SKS)
be a *-algebra generated by all annihilation and creation operators. Let α(S) :
A(K, γ,Γ)→ ACCR(SKS) be a *-homomorphism satisfying the following relation :
α(S)(B(f)) := b†(Sf) + b(SΓf), f ∈ K.
Then (Fb(SKS), α(S),Ψ) is a *-representation of CCR algebra A(K, γ,Γ). More-
over, it is unitary equivalent to the GNS representation (HS, piS,ΩS).
Proof. (1) See chapter X section 7 of [10]. (2) An unitary operator u : HS → Fb(SKS),
piS(X)ΩS 7→ α(S)(X)Ψ satisfies u∗α(S)(X)u = piS(X) for all X ∈ A(K, γ,Γ).
By Lemma 2.3, we call piS a Fock representation and ϕS a Fock state if S is a basis
projection. In case that ϕS is a Fock state, we have the following important lemma. (See
Lemma 5.4 and 5.5 of [1].)
2.4. Lemma. Suppose that S : KS → KS is a basis projection.
(1) piS(B(f)), f ∈ ReK is an essentially self-adjoint operator and set
WS(f) := exp
(
ipiS(B(f)
)
.
Then WS(f) satisfies the following relations :
WS(f1)WS(f2) = exp
(
−1
2
γ(f1, f2)
)
WS(f1 + f2).
(2) If f ∈ ReKS, we define WS(f) via the following limit
WS(f) := s lim
n→∞
WS(fn) (2.2)
where {fn} is a sequence in ReK satisfying ‖f − fn‖ → 0. Note that the limit ( 2.2)
does not depend on the choice of {fn}.
(3) Let ReKS := {f ∈ KS |ΓSf = f}. The restriction of (·, ·)S to ReKS is an inner
product of ReKS. f 7→ WS(f) is continuous with respect to the norm on ReKS and
the strong operator topology of bounded operators on HS.
(4) Let L be a subspace of ReKS. Let L
∨ be the set of vectors f ∈ ReKS such that
(f, γSg)S = 0 for all g ∈ L and let L be the closure of L in ReKS. Let RS(L) be
a von Neumann algebra generated by WS(f), f ∈ L. Then we obtain the following
relations :
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(i) RS(L) = R(L),
(ii) RS(L)′ = RS(L∨),
(iii) {RS(L1) ∪ RS(L2)}′′ = RS(L1 + L2),
(iv) RS(L1) ∩RS(L2) = RS(L1 ∩ L2).
We introduce an another hermitian form γ̂S on KS ⊕KS via the following relation :
γ̂S(f1 ⊕ g1, f2 ⊕ g2) := (f1, γSf2)S − (g1, γSg2)S
for all fi, gi ∈ KS. Set Γ̂S := ΓS ⊕ΓS . Then γ̂S satisfies γˆS(ΓˆSh1, ΓˆSh2) = −γˆS(h1, h2) for
all hi ∈ KS ⊕KS.
PS(f1 ⊕ f2, g1 ⊕ g2) := (f1, Sf2 +
√
S(1− S)g2)S + (g1,
√
S(1− S)f2 + (1− S)g2)S
is a positive semi-definite hermitian form on KS ⊕KS satisfying
PS(h1, h2)− PS(Γ̂Sh2, ΓˆSh1) = γˆS(h1, h2).
We denote the completion of KS ⊕ KS with respect to the inner product (h1, h2)PS :=
PS(h1, h2) + PS(ΓˆSh2, ΓˆSh1) by KPS .
2.5. Lemma. The bounded operator PS on KPS satisfying PS(h1, h2) = (h1, PSh2)PS for
all hi ∈ KS ⊕KS is a basis projection.
Proof. Let D(γ−1S ) be a domain of γ
−1
S . By the non-degeneracy of γ, D(γ
−1
S ) is a dense
set of KS. Let γ̂S(f1 ⊕ g1, f2 ⊕ g2) = (f1 ⊕ g1, h⊕ k)PS . Then γSf2 = h + 2
√
S(1− S)k,
−γSg2 = 2
√
S(1− S)h+ k. If f2, g2 ∈ D(γ−1S ), we have
γPS(f2 ⊕ g2) = h⊕ k = γ−1S (f2 + 2
√
S(1− S)g2)⊕−γ−1S (2
√
S(1− S)f2 + g2).
By PS =
1
2
(γPS + 1), PS is written explicitly on D(γ
−1
S )⊕D(γ−1S ) as follows :
PS(f ⊕ g) = γ−1S (Sf +
√
S(1− S)g)⊕−γ−1S (
√
S(1− S)f + (1− S)g).
It is easily checked that PS is a projection on KPS .
Remark. Let L be a dense set of KS with respect to (·, ·)S, then L⊕L is a dense set of
KS ⊕KS with respect to (·, ·)PS . Indeed, for any f ⊕ g ∈ KS ⊕KS, there exist fn, gn ∈ L
such that ‖ fn − f ‖S, ‖ gn − g ‖S→ 0(n→∞). By the following equation
‖ f ⊕ g ‖2PS=‖
√
Sf +
√
1− Sg ‖2S + ‖
√
1− Sf +
√
Sg ‖2S, (2.3)
we have ‖ (fn ⊕ gn)− (f ⊕ g) ‖PS→ 0(n→∞).
By Lemma 2.5, ϕPS is a Fock state on CCR algebra A(KS ⊕ KS, γ̂S, Γ̂S). We de-
note a GNS representation of CCR algebra A(KS ⊕ KS, γˆS, ΓˆS) associated to ϕPS by
(HPS , piPS ,ΩPS) . The following corollary is a consequence of the direct application of
lemma 2.4 to Fock representation (HPS , piPS ,ΩPS).
2.6. Corollary. RPS(ReKS ⊕ 0)′ = RPS(0⊕ ReKS) and RPS(ReKS ⊕ 0) is a factor.
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2.7. Remark. Let α : A(K, γ,Γ) → A(KS ⊕KS, γ̂S, Γ̂S) be a *-homomorphism defined
by α(B(f)) = B(f⊕0) and uα : HS → HPS be a linear operator defined by uα(piS(A)ΩS) =
piPS(α(A))ΩPS for all A ∈ A(K, γ,Γ). Then uα preserves the inner product. In fact, since
ϕPS and ϕS are quasifree states and
ϕPS(B(f ⊕ 0)∗B(g ⊕ 0)) = PS(f ⊕ 0, g ⊕ 0) = S(f, g) = ϕS(B(f)∗B(g))
for all f, g ∈ K, we have ϕPS(α(A)) = ϕS(A) for all A ∈ A(K, γ,Γ). If X and Y are
elements of A(K, γ,Γ) and set A := X∗Y , then
〈uαpiS(X)ΩS, uαpiS(Y )ΩS〉 = ϕPS(α(X∗Y )) = ϕS(X∗Y ) = 〈piS(X)ΩS, piS(Y )ΩS〉 .
If we identify uαHS with HS, HS is a closed subspace of HPS and HS = Fb(PS(KS ⊕ 0)).
Moreover, since uαpiS(A) = piPS(α(A))uα on D(piS) := piS(A(K, γ,Γ))ΩS, we can identify
piS(A) with piPS(α(A))|D(piS) for all A ∈ A(K, γ,Γ).
3 Fock Space and Exponential Vectors
In Remark 2.7, HS is regarded as a closed subspace of HPS . We explain the point in
detail.
Let L1, L2 be Hilbert spaces and L := L1 ⊕ L2 and e(u) :=
∑∞
n=0(
√
n!)−1 ⊗ns u for all
u ∈ L. We call e(u) an exponential vector.
3.1. Lemma. If u1 ∈ L1 and u2 ∈ L2, then there exists an unique unitary operator
U : Fb(L)→ Fb(L1)⊗ Fb(L2) such that Ue(u1 + u2) = e(u1)⊗ e(u2). This shows
Fb(L) = Fb(L1)⊗Fb(L2).
(See chapter II section 19 of [12].)
3.2. Lemma. PSKPS = [PS(KS⊕0)]⊕[0⊕ES ({0})KS] = [PS(0⊕KS)]⊕[ES({1})KS⊕0]
where ES(B) is the spectral projection of S for a Borel set B ⊂ R.
Proof. The restriction of (·, ·)PS to PSKPS is an inner product of PSKPS . Let [PS(KS⊕0)]⊥
be the orthogonal complement of PS(KS ⊕ 0) in PSKS. Let u⊕ v ∈ [PS(KS ⊕ 0)]⊥, then
we have
0 = (u⊕ v, PS(f ⊕ 0))PS = (Su+
√
S(1− S)v, f)S
for all f ∈ KS. This implies
√
S(
√
Su+
√
1− Sv) = 0, i.e. Su+√1− Sv ∈ ES({0})KS.
By PS(u⊕ v) = u⊕ v and γ−1S = −1,
√
1− S = 1,√S = 0 on ES({0})KS, we have
u⊕ v = P (u⊕ v) = 0⊕ (
√
Su+
√
1− Sv).
Thus u = 0, v ∈ ES({0})KS. We obtain [PS(KS ⊕ 0)]⊥ ⊂ 0 ⊕ ES({0})KS. Converse
relation is seen from direct computation.
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From Lemma 3.1, Lemma 3.2 and Remark 2.7, we obtain the factorization of the Fock
space :
HPS = HS ⊗ LS, (3.1)
LS := Fb(0⊕ES({0})KS). In particular, if 0 < S < 1, then HPS = HS.
Let L be a Hilbert space and
F+b (L) :=
∞⊕
n=0
⊗2ns L, F−b (L) :=
∞⊕
n=0
⊗2n+1s L.
We call F+b (L) the even part of the Boson Fock space Fb(L) and F−b (L) the odd part of
the Boson Fock space Fb(L).
3.3. Lemma. Let
e+(u) :=
∞⊕
n=0
1√
(2n)!
⊗2ns u, e−(u) :=
∞⊕
n=0
1√
(2n+ 1)!
⊗2n+1s u
for all u ∈ L. Let uj ∈ L, j = 1, 2, . . . , N , N ∈ N satisfy ui 6= ±uj(i 6= j). Then
{eσ(uj)}Nj=1 is linearly independent. Moreover, {eσ(u) | u ∈ L} generates Fσb (L) where
σ = + or −.
Proof. First, we prove the linear independence of {e+(uj)}Nj=1. Let
∑N
j=1 αje
+(uj) =
0, αj ∈ C. We have 0 =
〈
e+(x),
∑N
j=1 αje
+(uj)
〉
=
∑N
j=1 αj cosh(x, uj) for all x ∈ L.
If there exist i, j(i 6= j) such that (x, ui)2 = (x, uj)2 for all x ∈ L, then ui = uj or
ui = −uj. Thus there exists x0 ∈ L such that (x0, ui)2 6= (x0, uj)2 for all i, j(i 6= j). Let
x = zx0, z ∈ C, βj := (x0, uj), then we have
∑N
j=1 αj cosh(βjz) = 0 for all z ∈ C. By the
2k th differential
∑N
j=1 αjβ
2k
j cosh(βjz) = 0, k = 1, 2, . . . , N − 1, we have
1 1 · · · 1
β21 β
2
2 · · · β2N
...
...
. . .
...
β
2(N−1)
1 β
(N−1)
2 · · · β2(N−1)N


α1 cosh(β1z)
α2 cosh(β2z)
...
αN cosh(βNz)
 =

0
0
...
0
 (3.2)
for all z ∈ C. Since the matrix of the left hand side of ( 3.2) is a Vandermonde matrix
and β2i 6= β2j (i 6= j), its determinant does not vanish and we obtain αj cosh(βjz) = 0 for
all z ∈ C and j. Therefore, αj = 0 for all j. Linear independence of {e−(uj)}Nj=1 is verified
by putting “sinh” to the place of “cosh” in the above proof.
We prove the second part of this lemma. The case of {e+(u) | u ∈ L} is the same as
the proof of Proposition 19.4 of [12]. Since Fb(L) is generated by exponential vectors
e(u), u ∈ L and e(u) = e+(u)⊕ e−(u), {e−(u) | u ∈ L} generates F−b (L).
3.4. Lemma. Let L1, L2 be Hilbert spaces. Then there exist unitary operators U+, U−
such that
U+ : F+b (L1 ⊕ L2)→ [F+b (L1)⊗ F+b (L2)]⊕ [F−b (L1)⊗ F−b (L2)], (3.3)
U+e
+(x1 ⊕ x2) := [e+(x1)⊗ e+(x2)]⊕ [e−(x1)⊗ e−(x2)] (3.4)
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and
U− : F−b (L1 ⊕ L2)→ [F+b (L1)⊗ F−b (L2)]⊕ [F−b (L1)⊗ F+b (L2)], (3.5)
U−e
+(x1 ⊕ x2) := [e+(x1)⊗ e−(x2)]⊕ [e−(x1)⊗ e+(x2)]. (3.6)
Proof. Let U be the unitary operator determined by Lemma 3.1. Let Uσ := U |Fσb (L1⊕L2)
where σ = + or −. For all x1, y1 ∈ L1 and x2, y2 ∈ L2,
〈U+e+(x1 + x2), U+e+(y1 + y2)〉 =
〈
Ue+(x1 + x2), Ue
+(y1 + y2)
〉
=
〈
e+(x1 + x2), e
+(y1 + y2)
〉
= cosh((x1, y1) + (x2, y2))
= cosh(x1, y1) cosh(x2, y2) + sinh(x1, y1) sinh(x2, y2)
=
〈
e+(x1), e
+(y1)
〉 〈
e+(x2), e
+(y2)
〉
+
〈
e−(x1), e
−(y1)
〉 〈
e−(x2), e
−(y2)
〉
=
〈
[e+(x1)⊗ e+(x2)]⊕ [e−(x1)⊗ e−(x2)],
[e+(y1)⊗ e+(y2)]⊕ [e−(y1)⊗ e−(y2)]
〉
and
F+b (L1 ⊕ L2)⊕F−b (L1 ⊕ L2) = Fb(L1 ⊕ L2)
= Fb(L1)⊗ Fb(L2)
= [F+b (L1)⊕F−b (L1)]⊗ [F+b (L2)⊕F−b (L2)]
= [F+b (L1)⊕F+b (L2)]⊕ [F−b (L1)⊕F−b (L2)]
⊕ [F+b (L1)⊕F−b (L2)]⊕ [F−b (L1)⊕ F+b (L2)].
Thus U+ is the unitary operator satisfying ( 3.4). It is proved similarly that U− is the
unitary operator satisfying ( 3.6).
Let HσS := Fσb (PS(KS ⊕ 0)), LσS := Fσb (0 ⊕ ES({0})KS), HσPS := Fσb (PSKPS) where
σ = + or −. From the argument to the above, we obtain the following relations.
H+PS = (H+S ⊗ L+S )⊕ (H−S ⊗ L−S ), H−PS = (H+S ⊗L−S )⊕ (H−S ⊗ L+S ). (3.7)
4 Quasifree Representations of sp(∞)
Let K be a complex vector space and γ(f, g) be a non-degenerate hermitian form for
f, g ∈ K. Let Γ be an antilinear involution satisfying Γ2 = 1, γ(Γf,Γg) = −γ(g, f). Then
we denote finite rank operators on K satisfying ΓHΓ = −H and H† = H by sp(∞). H†
is defined by γ(H†f, g) = γ(f,Hg) for all f, g ∈ K. By the non-degeneracy of γ, H† is
well-defined. We call H ∈ sp(∞) a Hamiltonian. sp(∞) is a Lie algebra endowed with
the Lie bracket i[H,H ′] := i(HH ′ −H ′H).
4.1. Lemma. Let K1 be a finite dimensional subspace of K. Then there exists a Γ-
invariant finite dimensional subspace K#1 such that K1 ⊂ K#1 and the restriction of γ to
K#1 is non-degenerate.
Proof. By the existence of the basis {ej}2kj=1 of K#1 satisfying
Γej = ej , j = 1, 2, . . . , 2k,
γ(e2j−1, e2j) = i, j = 1, 2, . . . , k,
γ(el, el′) = 0, (l, l
′) 6= (2j − 1, 2j), (2j, 2j − 1), j = 1, 2, . . . , k,
this lemma is proved.(See Lemma 4.1 of [2].)
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4.2. Lemma. For any Hamiltonian H ∈ sp(∞), there exists fj , gj ∈ (HK)# such that
Hf =
∑N
j=1 γ(gj, f)fj for all f ∈ K.
Lemma 4.2 is verified immediately by using linearly independent vectors {ej}2kj=1 of
(HK)# given by the proof of Lemma 4.1. In fact
Hf = i
2k∑
j=1
{γ(He2j, f)e2j−1 − γ(He2j−1, f)e2j}
for all f ∈ K.
For any H ∈ sp(∞), we can define a second quantization of Hamiltonian, called a
bilinear Hamiltonian, q(H) as follows.
4.3. Definition. H ∈ sp(∞) satisfies Hf = ∑Nj=1 γ(gj , f)fj for all f ∈ K. Then
q(H) := 1
2
∑N
j=1B(fj)B(gj)
∗.
Note that the choice of fj , gj is not unique for H ∈ sp(∞). However, q(H) is indepen-
dent of the choice of fj, gj, only depends on H ∈ sp(∞)(Lemma 4.4 of [2]).
q is the map from Hamiltonians to bilinear Hamiltonians and satisfies i[q(H), q(H ′)] =
q(i[H,H ′]). Thus qS := piS ◦ q is a representation of sp(∞) on HS. q̂, the map from
Hamiltonians on KS ⊕KS to bilinear Hamiltonians in A(KS ⊕KS, γ̂S, Γ̂S), is defined as
well as q : sp(∞) → A(K, γ,Γ). Let q̂PS := piPS ◦ q̂, qPS(H) := q̂PS(H ⊕ 0), then qPS is a
representation of sp(∞) on HPS .
4.4. Definition. (1) A *-representation (H, pi) of sp(∞) is called a regular represen-
tation if the following two conditions hold :
(i) i[pi(H), pi(H ′)] = pi(i[H,H ′]) on a dense set H0 of Hilbert space H for all
H,H ′ ∈ sp(∞).
(ii) pi(H) is an essentially self-adjoint operator on H0 for all H ∈ sp(∞).
(2) Let (Hj , pij), j = 1, 2 be regular representations of sp(∞) and Mj denotes a von
Neumann algebra generated by exp(ipij(H)), H ∈ sp(∞). Then two representations,
(H1, pi1) and (H2, pi2), are quasi-equivalent if there exists a *-isomorphism of von
Neumann algebras ι : M1 → M2 such that ι(exp(ipi1(H))) = exp(ipi2(H)) for all
H ∈ sp(∞). Then we write pi1 ∼q pi2. Moreover, if pi1 and pi2 are unitary equivalent,
then we write pi1 ∼ pi2 simply.
Since all qS(H) are essentially self-adjoint operators on D(piS) := piS(A(K, γ,Γ))ΩS,
(HS, qS) is a regular representation of sp(∞). Similarly, since all qPS(H) are essentially
self-adjoint operators on D(piPS) := piPS(A(KS ⊕KS, γ̂S, Γ̂S))ΩPS , (HPS , qPS) is a regular
representation of of sp(∞). Let
QS(H) := exp
(
iqS(H)
)
, Q̂PS(Ĥ) := exp
(
iq̂PS(Ĥ)
)
, QPS(H) := Q̂PS(H ⊕ 0)
and
MS := {QS(H) |H ∈ sp(∞)}′′, MPS := {QPS(H) |H ∈ sp(∞)}′′.
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4.5. Lemma. QPS(H) = QS(H)⊗ 1LS where 1LS is the identity operator on LS.
Proof. Due to Remark 2.7, we obtain
uαQS(H) = QPS(H)uα (4.1)
for all H ∈ sp(∞). By ( 3.1) and ( 4.1), this lemma has been verified.
Remark. The following relation is verified quite similar to Lemma 4.5 :
WPS(f ⊕ 0) =WS(f)⊗ 1LS (4.2)
where WS(f) := WPS(f ⊕ 0)|HS for all f ∈ ReKS and 1LS is the identity operator on LS.
In Lemma 5.1 of [2], the following relation has been proved : If P is a basis projection
on K, then
QP (H)WP (f)QP (H)
∗ =WP (e
iHf) (4.3)
for all f ∈ ReK and H ∈ sp(∞). Due to Lemma 4.5 and ( 4.2), the relation ( 4.3) implies
the following result : For the general S, we have
QS(H)WS(f)QS(H)
∗ =WS(e
iHf) (4.4)
for all f ∈ ReK and H ∈ sp(∞).
Since QS(H)HσS ⊂ HσS and QPS(H)HσPS ⊂ HσPS where σ = + or −,
QσS(H) := QS(H)|HσS, QσPS(H) := QPS(H)|HσPS
are bounded operators on HσS and HσPS . We denote the restriction of qS (resp. qPS) to HσS
(resp. HσPS) by qσS (resp. qσPS) and let
MσS := {QσS(H) |H ∈ sp(∞)}′′, MσPS := {QσPS(H) |H ∈ sp(∞)}′′.
Let H1,H2 be Hilbert spaces. Then a bounded operator A on H1 ⊕H2 is written in
the form of matrix like this :
A =
(
A11 A12
A21 A22
)
, Aij : Hj → Hi.
We can verify the next lemma immediately.
4.6. Lemma. For all H ∈ sp(∞),
Q+PS(H) =
(
Q+S (H)⊗ 1+ 0
0 Q−S (H)⊗ 1−
)
,
Q−PS(H) =
(
Q+S (H)⊗ 1− 0
0 Q−S (H)⊗ 1+
)
where 1σ is the identity operator on LσS .
If S is a basis projection, we call qσS a Fock representation of sp(∞) on HσS.
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5 Structure of Fock Representations of sp(∞)
In this section, we assume that S is a basis projection.
5.1. Lemma. Assume that KS = K. Let ES be the set of all C.O.N.S. of SK.
(1) Fix e = {en}n∈N ∈ ES. Then {en,Γen}n∈N is a C.O.N.S. of K.
(2) For g, h ∈ K,
Hghf := γ(g, f)h+ γ(h, f)g + γ(Γg, f)Γh+ γ(Γh, f)Γg, f ∈ K.
Hgh satisfies ΓHghΓ = −Hgh, H†gh = Hgh. Let
H(e; 1, k, l) := Hek,el, H(e; 2, k, l) := Hek,Γel,
H(e; 3, k, l) := Hiek,el, H(e; 4, k, l) := Hiek,Γel.
Then sp(∞) is real-linearly spanned by H(e; j, k, l), 1 ≤ j ≤ 4, k, l ∈ N, e ∈ ES.
Moreover,
q(H(e; 1, k, l)) = B(ek)B(el)
∗ +B(el)B(ek)
∗ + δkl, (5.1)
q(H(e; 2, k, l)) = B(ek)
∗B(el)
∗ +B(ek)B(el), (5.2)
q(H(e; 3, k, l)) = i[B(ek)B(el)
∗ − B(el)B(ek)∗], (5.3)
q(H(e; 4, k, l)) = i[B(ek)B(el)−B(ek)∗B(el)∗], (5.4)
Proof. (1) obvious. (2) For all H ∈ sp(∞), there exist fj , gj ∈ (HK)# such that Hf =∑N
j=1 γ(gj , f)fj. Let {en}Mn=1 be a C.O.N.S. of S(HK)#. Then
x =
M∑
n=1
(en, x)Sen + (Γen, x)SΓen =
M∑
n=1
γ(en, x)en − γ(Γen, x)Γen
for all x ∈ (HK)#. In particular, let x = fj , gj, then we have
Hf =
N∑
j=1
γ(gj, f)fj
=
M∑
k,l=1
{α(1, k, l)γ(ek, f)el − α(2, k, l)γ(Γek, f)el
+ α(3, k, l)γ(Γek, f)Γel − α(4, k, l)γ(ek, f)Γel}.
α(j, k, l) is defined as follows :
α(1, k, l) :=
∑N
j=1 γ(ek, gj)γ(el, fj),
α(2, k, l) :=
∑N
j=1 γ(Γek, gj)γ(el, fj),
α(3, k, l) :=
∑N
j=1 γ(Γek, gj)γ(Γel, fj),
α(4, k, l) :=
∑N
j=1 γ(ek, gj)γ(Γel, fj).
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By γ(Hf, g) = γ(f,Hg) for all f, g ∈ K, α(j, k, l) satisfies
α(4, k, l) = α(2, l, k), (5.5)
α(1, k, l) = α(1, l, k), (5.6)
α(3, k, l) = α(3, l, k). (5.7)
In fact, if f = ek and g = Γel, then we have ( 5.5), if f = ek and g = el, we have ( 5.6), if
f = Γek and g = Γel, we have ( 5.7).
On the other hand, by ΓHΓ = −H , α(i, j, k) satisfies
α(3, k, l) = α(1, k, l), (5.8)
α(4, k, l) = α(2, k, l). (5.9)
Now let e denote a C.O.N.S. of SK satisfying e ⊃ {en}Mn=1. By ( 5.5) − ( 5.9), we have
H =
∑
1≤k<l≤M
H(e; k, l) +
1
2
∑
1≤k≤M
H(e; k, k),
H(e; k, l) : = Re[α(1, k, l)]H(e; 1, k, l)− Im[α(1, k, l)]H(e; 3, k, l)
− Re[α(2, k, l)]H(e; 2, k, l)− Im[α(2, k, l)]H(e; 4, k, l).
Thus sp(∞) is real-linearly spanned by all H(e; j, k, l).
5.2. Lemma. (1) ΩS is a cyclic vector for M+S .
(2) For any e1 ∈ SK, piS(B(e1))ΩS is a cyclic vector for M−S .
Proof. (1) Fix e = {en}∞n=1 ∈ ES. By ( 5.2) and ( 5.4), we have
qS(H(e; 2, k, l)) + i
−1qS(H(e; 4, k, l)) = 2piS(B(ek)B(el))
for all k, l. Since H+S is linearly spanned by elements
∏
k,l piS(B(ek)B(el))ΩS, ΩS is a cyclic
vector for M+S .
(2) Fix e := {en}∞n=1 ∈ ES. By ( 5.1) and ( 5.3), we have
qS(H(e; 1, k, l)) + i
−1qS(H(e; 3, k, l)) = 2piS(B(ek)B(el)
∗), k 6= l.
Since
{qS(H(e; 1, k, 1)) + i−1qS(H(e; 3, k, 1))}piS(B(e1))ΩS = piS(B(ek))ΩS (k ≥ 2),
SK is generated by piS(B(e1))ΩS and all qS(H(e; 1, k, 1)), qS(H(e; 3, k, 1)). Therefore
piS(B(e1))ΩS is a cyclic vector for M−S .
5.3. Lemma. (1) Let
D(NS) :=
{
ξ = ⊕∞n=0ξ(n) ∈ HS
∣∣∣ ξ(n) ∈ ⊗ns SKS, ∞∑
n=1
n2 ‖ ξ(n) ‖2<∞
}
,
(NSξ)
(n) := nξ(n), ξ ∈ D(NS).
Then the number operator NS is an essentially self-adjoint operator on the finite
particle vector subspace of HS.
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(2) σ(NS) = σp(NS) = N ∪ {0}.
(3) eiNS ∈ MS.
Proof. (1) and (2) are well-known facts.
(3) Fix e = {en} ∈ ES. For Λ ⊂ N, #Λ <∞, we define NΛ :=
∑
j∈Λ piS(B(ej)B(ej)
∗).
Since NΛ+
1
2
#Λ = 1
2
∑
k∈Λ qS(H(e; 1, k, k)), NΛ+
1
2
#Λ is an essentially self-adjoint oper-
ator on the finite particle vector subspace of HS and exp(iNΛ) ∈ MS. Since
NΛpiS(B(eλ1) . . . B(eλn))ΩS =
∑
j∈Λ
#{k | eλk = ej}piS(B(eλ1) . . .B(eλn))ΩS ,
we have
exp(iNΛ)piS(B(eλ1) . . . B(eλn))ΩS
= exp
(
i
∑
j∈Λ
#{k | eλk = ej}
)
piS(B(eλ1) . . . B(eλn)ΩS.
If Λ→ N ∪ {0}, then ∑j∈Λ#{k | eλk = ej} → n. Thus
s lim
Λ→N∪{0}
exp(iNΛ)piS(B(eλ1) . . . B(eλn))ΩS = exp(in)piS(B(eλ1) . . . B(eλn))ΩS
= exp(iNS)piS(B(eλ1) . . .B(eλn))ΩS.
This shows that exp(iNS) = s limΛ→N∪{0} exp(iNΛ) ∈MS.
5.4. Lemma. MσS acts irreducibly on HσS.
Proof. Assume that H0 is a non-zero intersection ofM+S -invariant closed subspace of H+S
and the finite particle vector subspace of H+S . The spectrum σ(NS|H0) is contained in
σ(NS|H+S ) = 2N ∪ {0} due to the invariance of H0 under M+S . Let λ0 := min σ(NS|H0).
If λ0 = 0, we have ΩS ∈ H0. Thus H0 ⊃ M+SH0 ⊃ M+SΩS = H+S . This shows that
M+S acts irreducibly on H+S .
If λ0 = 2, there exists ξ ∈ H0 such that NSξ = 2ξ, ξ ∈ ⊗2sSK. Then we can show that
there exist j, k ∈ N such that piS(B(ej)∗)piS(B(ek)∗)ξ is a non-zero element of H0. Since
piS(B(ej)
∗B(ek)
∗)NS = NSpiS(B(ej)
∗B(ek)
∗) + 2piS(B(ej)
∗B(ek)
∗),
we have
NSpiS(B(ej)
∗B(ek)
∗)ξ = {piS(B(ej)∗B(ek)∗)NS − 2piS(B(ej)∗B(ek)∗)}ξ
= piS(B(ej)
∗B(ek)
∗) · 2ξ − 2piS(B(ej)∗B(ek)∗ξ
= 0.
This shows piS(B(ej)
∗B(ek)
∗)ξ ∈ CΩS and we have λ0 = 0. This is contradiction. Thus
λ0 6= 2. Moreover, λ0 6= 2n, n = 1, 2, . . . is proved by induction.
The case of M−S is quite similar.
5.5. Lemma. Two representations q+S and q
−
S are not quasi-equivalent.
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Proof. By the irreducibility of MσS, it suffices that q+S and q−S are not unitary equiva-
lent. Suppose that there exists an unitary operator V : H+S → H−S such that V Q+S (H) =
Q−S (H)V for all H ∈ sp(∞). Since the left hand side of V Q+S (tH)ΩS = Q−S (tH)V ΩS, t ∈
R is differentiable at t ∈ R, the differential of the right hand side make sense and
the domain of q−S (H) contains V ΩS. Now let H = H(e; 1, k, l) and H(e; 3, k, l), then
we have piS(B(ek)B(el)∗)V ΩS = V piS(B(ek)B(el)
∗)ΩS = 0 for all k, l. Therefore, since
piS(B(el)∗)V ΩS = 0 for all l, we obtain V ΩS = 0. This is contradiction.
6 Structure of non-Fock Representations of sp(∞)
In this section, we assume that S is not a basis projection.
Lemma 6.1 is a well-known fact.
6.1. Lemma. Let M be a von Neumann algebra on a Hilbert space of H and E ∈ M′
be a projection. Let C(M) := M ∩M′ and ME = {QE |Q ∈ M}, QE := Q|EH.
Then the map ι : M ∋ Q 7→ QE ∈ ME is a *-homomorphism and continuous with
respect to the strong operator topologies. Moreover ι is a *-isomorphism if and only if
C(E) := min{F ∈ C(M) |F ≥ E, F 2 = F ∗ = F} = 1.
6.2. Lemma. Let E+ be a projection of HS on H+S . (E+ is a element of M′S.) Then
C(E+) = 1. Therefore, qS, q
+
S and q
−
S are all quasi-equivalent.
Proof. By Lemma 6.1, we prove that C(E+) is the identity operator on HS. Since
C(E+)|H+S is the identity operator on H+S , we have only to show that C(E+)|H−S is
the identity operator on H−S . We claim that
C(E+)piPS(B(g ⊕ 0))ΩPS = piPS(B(g ⊕ 0))ΩPS (6.1)
for all g ∈ KS.
(i) The case of g ∈ ES((0, 1))KS.
Let g′ :=
√
(1− S)−1Sg for g ∈ ES((0, 1))KS ∩ D((1 − S)−1). (D(A) is the domain
of operator A.) g′ is an element of ES((0, 1))KS and satisfies PS(g ⊕ 0) = PS(0⊕ g′) and
piPS(B(g ⊕ 0))ΩPS = piPS(B(0⊕ g′))ΩPS . Thus it suffices that
C(E+)piPS(B(0⊕ g′))ΩPS = piPS(B(0⊕ g′))ΩPS (6.2)
for all g′ ∈ ES((0, 1))KS. Now since [q(H ⊕ 0), B(0 ⊕ g′)] = 0 for all H ∈ sp(∞),
C(E+) ∈ MS “commutes” with piPS(B(0 ⊕ g′))|HS ∩D(piPS). (If a bounded operator Q
on a Hilbert space H and (unbounded) operator A on a Hilbert space H with a dense
domain D(A) satisfy 〈QAη, ξ〉 = 〈Qη,A∗ξ〉 for all η, ξ ∈ D(A), it is said that A commutes
with Q.) Thus we obtain ( 6.2).
(ii) The case of g ∈ ES({1})KS.
Let f be an unit vector in ES((0, 1))KS. Then
piPS(B(g ⊕ 0))ΩPS
= piPS(B(g ⊕ 0))piPS(B(PS(f ⊕ 0))∗B(PS(f ⊕ 0)))ΩPS
= piPS(B(g ⊕ 0))piPS(B(PS(f ⊕ 0))∗B(f ⊕ 0))ΩPS
= piPS(B(g ⊕ 0)B(ΓSγ−1S Sf ⊕ 0)piPS(B(f ⊕ 0))ΩPS
+ piPS(B(g ⊕ 0)B(f ⊕ 0))piPS(B(0⊕ ΓS(−γ−1S )2
√
S(1− S)f))ΩPS .
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Since piPS(B(g⊕0)B(ΓSγ−1S Sf ⊕0))|HS ∩D(piPS) and piS(B(g⊕0)B(f ⊕0))|HS ∩D(piPS)
commute with C(E+) and ΓS(−γ−1S )
√
S(1− S)f is an element of ES((0, 1))KS, we can
use the case (i) and obtain ( 6.1).
6.3. Corollary. qσS and q
σ
PS
are quasi-equivalent.
Proof. ΩPS is a separating vector for C(M+PS). Indeed, let(
a+ ⊗ 1+ 0
0 a− ⊗ 1−
)
ΩPS = 0, aσ ∈ C(MσS),
then a+ΩS = 0. Since ΩS is a separating vector for C(M+S ), we have a+ = 0. Moreover,
by q+S ∼q q−S (Lemma 6.2), we have a− = 0 as well.
Let Ê+ : H+PS → H+S be a projection and C(Ê+) := min{E ∈ C(M+PS) |E2 = E∗ =
E,E ≥ Ê+}. Since C(Ê+)ΩPS = ΩPS and ΩPS is a separating vector for C(M+PS), we
have C(Ê+) = 1, that is, q
+
S ∼q q+PS . By Lemma 6.2, we obtain
q+S ∼q q+PS ∼q q−S ∼q q−PS .
If 0 < S < 1, the commutant (M+PS)′ is written explicitly by using Tomita-Takesaki
theory and we can show that M+PS is a factor.
6.4. Lemma. Let 0 < S < 1. Then ΩPS is a cyclic and separating vector for M+PS .
Proof. If 0 < S < 1, we have already got H+PS = H+S and QPS(H) = QS(H). Thus ΩPS
is cyclic for M+PS . Since {Q̂PS(0⊕H)ΩPS |H ∈ sp(∞)} generate H+PS and Q̂PS(0⊕H) ∈
(M+PS)′, ΩPS is cyclic for (M+PS)′ i.e. ΩPS is separating for M+PS .
We define the modular conjugation J
ΩPS
and the modular operator ∆ΩPS for M+PS .
For a bijective linear (resp. conjugate linear) operator U on KS ⊕ KS, we define a
*-automorphism (resp. conjugate *-automorphism) τ(U) of A(KS⊕KS, γ̂S, Γ̂S) satisfying
τ(U)B(h) = B(Uh).
Let ω(f ⊕ g) := ΓSg ⊕ ΓSf . The conjugate linear map JΩPS is defined by
JΩPSpiPS(A)ΩPS = piPS(τ(ω)A)ΩPS , A ∈ A(KS ⊕KS, γ̂S, Γ̂S).
Let 0 < S < 1 and HS := log(S(1 − S)−1). Let ΘS be an infinitesimal generator
defined by
exp(itΘS)piS(A)ΩS = piS(τ(e
itHS )A)ΩS, A ∈ A(K, γ,Γ).
α is defined in Remark 2.7. Then ∆ΩPS := e
−ΘS . Due to 0 < S < 1, ∆ΩPS is defined on a
dense set of HPS = HS. (See Remark 2.7.)
6.5. Lemma. Let 0 < S < 1.
(1) The restriction of JΩPS on H+PS is the modular conjugation associated with the pair
(M+PS ,ΩPS) and the restriction of ∆ΩPS on H+PS is the modular operator.
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(2) M+PS is a factor.
Proof. (1) We obtain JΩPSQPS(H)ΩPS = ∆
1/2
ΩPS
QPS(H)
∗ΩPS for all H ∈ sp(∞). For any
A ∈ M+PS , there exists a net {Aν} in the linear hull of {QPS(H) |H ∈ sp(∞)} such that
Aν → A (ν →∞) with respect to the strong * operator topology :
‖(Aν −A)x‖2 + ‖(A∗ν − A∗)x‖2 → 0
for all x ∈ H+PS . Therefore we have
〈∆1/2PS Ψ, A∗ΩPS〉 = limν→∞〈∆
1/2
PS
Ψ, A∗νΩPS〉 = lim
ν→∞
〈Ψ, JΩPSAνΩPS〉 = 〈Ψ, JΩPSAΩPS〉
for all Ψ in the domain of ∆ΩPS . This shows that all A
∗ΩPS are elements of the domain
of ∆ΩPS . Let TΩPS := JΩPS∆
1/2
ΩPS
, then TΩPSAΩPS = A
∗ΩPS for all A ∈ M+PS . Thus JΩPS
is the modular conjugation associated with the pair (M+PS ,ΩPS) and ∆ΩPS is the modular
operator.
(2) QPS(H) satisfies [WPS(0 ⊕ f), QPS(H)] = 0 from the direct computation and this
shows
RPS(ReKS ⊕ 0) = RPS(0⊕ ReKS)′ ⊃MPS =M+PS ⊕M−PS . (6.3)
By Tomita-Takesaki theory we have
(M+PS)′ = JΩPSM+PSJΩPS = {Q̂PS(0⊕H)|H+PS |H ∈ sp(∞)}′′. (6.4)
From the quasi-equivalence of representations q+PS and q
−
PS
, ( 6.4) implies that (M−PS)′ is
generated by all Q̂PS(0 ⊕ H)|H−PS , H ∈ sp(∞). Thus (M+PS)′ ⊕ (M−PS)′ is generated by
all Q̂PS(0⊕H), H ∈ sp(∞). Since [WPS(f ⊕ 0), Q̂PS(0⊕H)] = 0, we have
RPS(ReKS ⊕ 0)′ = RPS(0⊕ ReKS) ⊃ (M+PS)′ ⊕ (M−PS)′. (6.5)
From Corollary 2.6 and ( 6.3) and ( 6.5), we have
C(M+PS)⊕ C(M−PS) ⊂ C(RPS(ReKS ⊕ 0)) = C1.
Thus C(M+PS) = C1+.(And C(M−PS) = C1−.)
7 Quasi-equivalence of
Quasifree Representations of sp(∞)
Let S be the set of all positive semi-definite hermitian forms S on K satisfying ( 2.1).
Now we give the main result of this paper.
7.1. Theorem. Assume that K is separable. Let S, S ′ ∈ S. Two quasifree representa-
tions qσS and q
σ
S′ of sp(∞) are quasi-equivalent if and only if the following two conditions
hold :
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(1) The topologies induced by ‖ f ‖S and ‖ f ‖S′ on K are equivalent , i .e. there exists
β > α > 0 such that α ‖ f ‖S≤‖ f ‖S′≤ β ‖ f ‖S for all f ∈ K.
(2) 1 − ρ(S)e−χ(S)eχ(S′)ρ(S ′) is a Hilbert-Schmidt class operator on KS where χ(S) :=
tanh−1 2
√
S(1− S) and ρ(S) := (2S − 1)−1|2S − 1|.
By the equivalence of norms ‖ · ‖S and ‖ · ‖S′, we can see a bounded operator S ′ on
KS′ as a bounded operator on KS.
7.2. Lemma. If α ‖ · ‖S≤‖ · ‖S′≤ β ‖ · ‖S, there exists 0 < α′ < β ′ such that
α′ ‖ · ‖PS≤‖ · ‖PS′≤ β ′ ‖ · ‖PS .
Proof. Immediate from ( 2.3).
7.3. Lemma. Let S, S ′ ∈ S and the topologies induced by ‖ f ‖S and ‖ f ‖S′ on K are
equivalent. Then the following conditions are equivalent.
(1) PS − PS′ is a Hilbert-Schimdt class operator,
(2) 1− ρ(S)e−χ(S)eχ(S′)ρ(S ′) is a Hilbert-Schmidt class operator,
(3) 1− ρ(S ′)e−χ(S′)eχ(S)ρ(S) is a Hilbert-Schmidt class operator.
Proof. See Lemma 6.5 of [2].
7.4. Lemma. Let S, S ′ ∈ S be basis projections and assume that K = KS = KS′.
(1) Let θ(S, S ′) be a non-negative hermitian operator on K satisfying sinh2 θ(S, S ′) =
−(S − S ′)2. Let
u12(S/S
′) := (sinh θ(S, S ′) cosh θ(S, S ′))−1SS ′(1− S),
u21(S/S
′) := −(sinh θ(S, S ′) cosh θ(S, S ′))−1(1− S)S ′S,
H(S/S ′) := −iθ(S, S ′){u12(S/S ′) + u21(S/S ′)}.
Then uij(S/S
′)∗ = uji(S/S
′) and H(S/S ′) satisfies
H(S/S ′)† = H(S/S ′), ΓH(S/S ′)Γ = −H(S/S ′),
(iH(S/S ′))∗ = iH(S/S ′).
(* is relative to (·, ·)S.) Let
U(S/S ′) := exp(iH(S/S ′)).
U(S/S ′) satisfies
U(S/S ′)†U(S/S ′) = U(S/S ′)U(S/S ′)† = 1, [Γ, U(S/S ′)] = 0,
U(S/S ′)†SU(S/S ′) = S ′.
(2) S−S ′ is a Hilbert-Schmidt class operator if and only if θ(S, S ′) is a Hilbert-Schmidt
class operator.
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(3) Let θ(S, S ′) be a Hilbert-Schmidt class operator. Then there exists an unique unitary
operator T (S, S ′) ∈MS such that
T (S, S ′)∗piS(A)T (S, S
′) = piS[τ(U(S/S
′))A]
on D(piS) and
〈ΩS , T (S, S ′)ΩS〉 = detSK
(
1√
cosh θ(S, S ′)
)
(7.1)
where detSK is the determinant of SK.(Since θ(S, S
′) commutes with S, the right
hand side of ( 7.1) is well-defined.)
Proof. (1) See Lemma 5.4 of [2]. (3) See Lemma 5.5 of [2].
7.5. Lemma. Assume that S, S ′ ∈ S are basis projections and the topologies induced by
‖ f ‖S and ‖ f ‖S′ on K are equivalent. If S − S ′ is a Hilbert-Schmidt class operator,
then qσS and q
σ
S′ are unitary equivalent.
Proof. Let
V piS′(A)ΩS′ = piS(A)T (S, S
′)ΩS, A ∈ A(K, γ,Γ).
Since U(S/S ′)†SU(S/S ′) = S ′, we have ϕS′ = ϕS ◦ τ(U(S/S ′)). This shows that V is
an unitary operator from HS′ to HS and satisfies V piS′(A) = piS(A)V on D(piS′) for all
A ∈ A(K, γ,Γ). By VHσS′ ⊂ HσS, the restriction of V to HσS′ is an unitary operator from
HσS′ to HσS and we have V QσS′(H) = QσS(H)V for all H ∈ sp(∞). Thus qσS is unitary
equivalent to qσS′.
The next corollary is directly seen from the above lemma.
7.6. Corollary. If the topologies induced by ‖ f ‖S and ‖ f ‖S′ on K are equivalent and
PS − PS′ is a Hilbert-Schmidt class operator, then qσPS and qσPS′ are unitary equivalent.
7.7. Lemma. Assume that S, S ′ ∈ S are not projection. If 1− ρ(S)e−χ(S)eχ(S′)ρ(S ′) is
a Hilbert-Schmidt class operator, then qσS and q
σ
S′ are quasi-equivalent.
Proof. Immediate from Corollary 6.3, Lemma 7.3 and Corollary 7.6.
7.8. Lemma. Let S ∈ S be a projection and S ′ ∈ S be not a projection. Then 1 −
ρ(S)e−χ(S)eχ(S
′)ρ(S ′) is not a Hilbert-Schmidt class operator.
Proof. Suppose q+S ∼q q+S′ and q−S ∼q q−S′. Then since q+S ∼q q−S and the irreducibility of
qσS, we have q
+
S ∼ q−S . However, since S is a projection, q+S 6∼ q−S . This is contradiction. So
q+S 6∼q q+S′ or q−S 6∼q q−S′. If q+S ∼q q+S′ and q−S 6∼q q−S′ , then PS−PS′ is not a Hilbert-Schmidt
class operator from q+P
S′
∼q q+S′ ∼q q+S 6∼q q+PS . Thus 1 − ρ(S)e−χ(S)eχ(S
′)ρ(S ′) is not a
Hilbert-Schmidt class operator. The case of q−S ∼q q−S′ and q+S 6∼q q+S′ is quite similar. If
q+S ∼q q−S′ and q+S 6∼q q+S′ and q−S 6∼q q−S′, we have q+PS′ ∼q q
−
P
S′
∼q q−S′ ∼q q+S 6∼q q+PS . Thus
1 − ρ(S)e−χ(S)eχ(S′)ρ(S ′) is not a Hilbert-Schmidt class operator. The case of q+S 6∼q q−S′
and q+S 6∼q q+S′ and q−S 6∼q q−S′ is trivial. Therefore, 1 − ρ(S)e−χ(S)eχ(S
′)ρ(S ′) is not a
Hilbert-Schmidt class operator.
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From the above lemmas, we have the necessary condition of Theorem 7.1.
7.9. Lemma (Necessity of Theorem 7.1). Suppose that S, S ′ ∈ S satisfy the follow-
ing two conditions.
(1) The topologies induced by ‖ f ‖S and ‖ f ‖S′ on K are equivalent,
(2) 1− ρ(S)e−χ(S)eχ(S′)ρ(S ′) is a Hilbert-Schmidt class operator.
Then two representations qσS and q
σ
S′ are quasi-equivalent.
Next, we prove the sufficiency of Theorem 7.1.
A state ϕPS on CCR algebra A(KS ⊕ KS, γ̂S, Γ̂S) can be viewed as a state on M+S
satisfying ϕPS(Q) := 〈ΩPS , QΩPS〉, Q ∈M+PS .
Now let dimK < ∞. Since PS − PS′ is a Hilbert-Schmidt class operator, q+PS and
q+P
S′
are unitary equivalent and we can identify M+PS with M+PS′ . Therefore, a state
ϕP
S′
on CCR algebra A(KS′ ⊕ KS′, γ̂S′, Γ̂S′) is regarded as a state on M+PS satisfying
ϕP
S′
(Q) := 〈Ω′, QΩ′〉, Ω′ := T (PS, PS′)ΩPS , Q ∈ M+P
S′
= M+PS where T (PS, PS′) is an
unitary operator determined by (3) of Lemma 7.4.
We quote the following two results to prove the sufficiency of the main theorem.
7.10. Lemma. Let M be a von Neumann algebra on a Hilbert space H with a cyclic and
separating vector Ψ. Let VΨ be a natural positive corn associated with the pair (M,Ψ).
If Φ is an another cyclic and separating vector for M, then Φ ∈ VΨ if and only if the
following 2 conditions hold :
(1) JΦ = JΨ,
(2) 〈Φ, Q+Ψ〉 ≥ 0 for all Q+ ∈M∩M′, Q+ ≥ 0.
Proof. See THEOREM 4 (5) of [4].
7.11. Lemma. Let M be a von Neumann algebra on a Hilbert space H with a cyclic and
separating vector Ψ and let VΨ be the natural positive corn for Ψ. Let Φi ∈ VΨ(i = 1, 2)
and ϕΦi be a vector state for Φi. Then
‖ ϕΦ1 − ϕΦ2 ‖≥‖ Φ1 − Φ2 ‖2 .
Proof. See THEOREM 4 (8) of [4].
7.12. Lemma. Let dimK <∞ and S, S ′ ∈ S be 0 < S < 1, 0 < S ′ < 1. Then
‖ (ϕPS − ϕPS′ )|M+PS ‖≥ 2
{
1− detPSKPS
(
1
4
√
PSPS′PS
)}
(7.2)
Proof. Let JΩ′ and ∆Ω′ be the modular conjugation and modular operator associated
with the pair (M+PS ,Ω′) and let VΩPS be the natural positive corn associated with the pair
(M+PS ,ΩPS). We show JΩ′ = JΩPS and 〈Ω′, QΩPS〉 ≥ 0 for all Q ∈ C(M+PS), Q ≥ 0 with
help of Lemma 7.10 to prove Ω′ ∈ VΩPS .
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We prove the first part, JΩ′ = JΩPS . Since we have
[JΩPS , T (PS, PS′)] = 0
(See (6.2) of [2]), the following relation holds :
JΩPSΩ
′ = Ω′. (7.3)
We remark that we have already obtained the following relations :
V ∗QPS(H)V = QPS′ (H), (7.4)
JΩ′ = V JΩP
S′
V ∗, (7.5)
JΩPSQPS(H)JΩPS = Q̂PS(0⊕H)∗, (7.6)
JΩP
S′
QP
S′
(H)JΩP
S′
= Q̂P
S′
(0⊕H)∗ (7.7)
where V is the unitary operator defined in Lemma 7.5. We have
JΩ′QPS(H)JΩ′ = Q̂PS(0⊕H)∗ (7.8)
from ( 7.4), ( 7.5) and ( 7.7). It follows
[JΩ′JΩPS , QPS(H)] = 0,
[JΩ′JΩPS , Q̂PS(0⊕H)] = 0
for all H ∈ sp(∞) from ( 7.6) and ( 7.8). Now the center C(MPS) of MPS is trivial :
C(MPS) =
( M+PS 0
0 M−PS
)
∩M′PS =
(
C(M+PS) 0
0 C(M−PS)
)
= C1.
Thus JΩ′JΩPS ∈ C(MPS) = C1, that is,
JΩ′ = λJΩPS , λ ∈ S1 := {λ ∈ C | |λ| = 1}. (7.9)
Due to ( 7.3) and ( 7.9), λ = 1.
The second part is verified by ( 7.1) and the factoriality of M+PS and
〈Ω′,ΩPS〉 = 〈ΩPS , T (PS, PS′)ΩPS〉 =
∏
λ∈σ(θ(PS ,PS′))
1√
coshλ
≥ 0.
Therefore Ω′ ∈ VΩPS . Now from ( 7.1) and Lemma 7.11 and
PS cosh θ(PS, PS′) = PS
√
1− [sinh θ(PS, PS′)]2
=
√
PS{1− (PS − PS′)2}
=
√
PSPS′PS,
we obtain ( 7.2).
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7.13. Lemma. Assume that K is separable. Let S, S ′ ∈ S be 0 < S < 1, 0 < S ′ < 1
and the topologies induced by ‖ f ‖S and ‖ f ‖S′ on K are equivalent. If PS−PS′ is not a
Hilbert-Schmidt class operator, then there exists Γ-invariant finite dimensional subspaces
Kn of K such that
lim
n→∞
‖ (ϕSn − ϕS′n)|M+PSn ‖= 2.
Sn(f, g) is the restriction of S(f, g) to Kn.
Proof. Since we have the inequality ( 7.2), we can verify this lemma as the proof of Lemma
6.7 of [2].
7.14. Lemma (Sufficiency of Theorem 7.1). Assume that K is separable. S, S ′ ∈
S and the topologies induced by ‖ f ‖S and ‖ f ‖S′ on K are equivalent. If 1 −
ρ(S)e−χ(S)eχ(S
′)ρ(S ′) is not a Hilbert-Schmidt class operator, then qσS and q
σ
S′ are not
quasi-equivalent.
Proof. First suppose that 0 < S < 1 and 0 < S ′ < 1. Then we can show q+S 6∼q q+S′ from
Lemma 7.13 as the proof of Lemma 6.8 of [2]. Since q−S ∼q q+S and q−S′ ∼q q+S′ by Lemma
6.2, we have q−S 6∼q q−S′ as well.
For general S and S ′, this proof is quite similar to Lemma 6.8 of [2].
8 Metaplectic Representations of Sp(∞, P )
8.1. Definition. A bijective linear map U on K satisfies γ(Uf, Ug) = γ(f, g) and ΓU =
UΓ. Let τ(U) be a *-automorphism of CCR algebra A(K, γ,Γ) satisfying τ(U)B(f) =
B(Uf). Then we call U a Bogoliubov transformation for (K, γ,Γ) and τ(U) a Bogoliubov
*-automorphism. The set of all Bogoliubov transformations is called the symplectic group
and we denote the symplectic group for (K, γ,Γ) by Sp(K, γ,Γ).
We define some subgroups of Sp(K, γ,Γ).
Let Sp(∞) be the group generated by sp(∞) :
Sp(∞) := {eiH |H ∈ sp(∞)}.
Suppose that P is a basis projection for (K, γ,Γ) satisfying KP = K.
Let Sp(∞, P ) be the set of all U ∈ Sp(K, γ,Γ) satisfying
‖PU(1− P )‖H.S. <∞ (8.1)
where ‖·‖H.S. is the Hilbert-Schmidt norm of operators on K. ( 8.1) is the sufficient
condition of the existence of unitary representation of U .
8.2. Lemma. Let
dP (A,B) := ‖A−B‖+ ‖P (A−B)(1− P )‖H.S.
for all A,B ∈ Sp(∞, P ). Then Sp(∞, P ) is a topological group with respect to dP .
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Proof. We have to show the continuity of multiplication and inverse. Suppose that
A,Aν , B, Bν ∈ Sp(∞, P ) satisfy
dP (Aν , A)→ 0, dP (Bν , B)→ 0. (8.2)
( 8.2) says that for any ε > 0, if ν →∞, then
‖PBν(1− P )‖H.S. ≤ ‖PB(1− P )‖H.S. + ε, (8.3)
‖Bν‖ ≤ ‖B‖+ ε. (8.4)
First we claim
‖P (Aν −A)B(1− P )‖H.S. → 0. (8.5)
( 8.5) follows from ( 8.3) and
‖P (Aν −A)B(1− P )‖H.S.
≤ ‖P (Aν −A)(1− P )B(1− P )‖H.S. + ‖P (Aν − A)PB(1− P )‖H.S.
≤ ‖P (Aν −A)(1− P )‖H.S.‖B‖+ ‖Aν −A‖‖PB(1− P )‖H.S..
Due to ( 8.5), we have dP (AνBν , AB)→ 0 as ν →∞.
On the other hand, Since ( 8.3), ( 8.4) and
‖P (A−1ν − A−1(1− P )‖H.S.
= ‖PA−1ν (Aν −A)A−1(1− P )‖H.S.
≤ ‖PA−1ν (1− P )(Aν − A)A−1(1− P )‖H.S. + ‖PA−1ν P (Aν − A)A−1(1− P )‖H.S.
≤ ‖PA−1ν (1− P )‖H.S.‖Aν − A‖‖A−1‖+ ‖A−1ν ‖‖P (Aν −A)A−1(1− P )‖H.S.,
we have dP (A
−1
ν , A
−1)→ 0 as ν →∞.
8.3. Lemma. Assume that P1 and P2 are basis projections and there exist β > α > 0
such that α ‖f‖P1 ≤ ‖f‖P2 ≤ β ‖f‖P1 for all f ∈ K and P1 − P2 is a Hilbert-Schmidt
class operator. Then Sp(∞, P1) = Sp(∞, P2) as a topological group.
Proof. We have only to show the equivalence of the distance dP1 and dP2. In this proof, we
denote the operator norm with respect to P by ‖·‖P and the Hilbert-Schmidt norm with
respect to P by ‖·‖H.S.,P . (In this proof, the Hilbert space norm of K and the operator
norm of bounded operators on K is same notation, however we probably does not confuse
the two meanings.)
‖A‖P2 := sup
x∈K
‖Ax‖P2
‖x‖P2
≤ sup
x∈K
β ‖Ax‖P1
α ‖x‖P1
=
β
α
‖A‖P1 .
In the same way, we have ‖A‖P1 ≤ βα ‖A‖P2 .
On the other hand,
‖P2A(1− P2)‖H.S.,P2
≤ β‖P2U(P1/P2)†U(P1/P2)AU(P1/P2)†U(P1/P2)(1− P2)‖H.S.,P1
≤ β‖U(P1/P2)†P1U(P1/P2)AU(P1/P2)†(1− P1)U(P1/P2)‖H.S.,P1
≤ β‖U(P1/P2)†‖P1‖U(P1/P2)‖P1
× ‖P1U(P1/P2)AU(P1/P2)†(1− P1)‖H.S.,P1
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and
‖P1U(P1/P2)AU(P1/P2)†(1− P1)‖H.S.,P1
≤ ‖P1U(P1/P2){P1 + (1− P1)}AU(P1/P2)†(1− P1)‖H.S.,P1
≤ ‖U(P1/P2)‖P1‖P1AU(P1/P2)†(1− P1)‖H.S.,P1
+ ‖P1U(P1/P2)(1− P1)‖H.S.,P1‖U(P1/P2)†‖P1‖A‖P1
≤ ‖U(P1/P2)‖P1{‖A‖P1‖P1U(P1/P2)†(1− P1)‖H.S.,P1
+ ‖P1A(1− P1)‖H.S.,P1‖U(P1/P2)†‖P1}
+ ‖P1U(P1/P2)(1− P1)‖H.S.,P1‖U(P1/P2)†‖P1‖A‖P1
≤M ′′(‖A‖P1 + ‖P1A(1− P1)‖H.S.,P1)
where M ′′ is the maximum value of
‖P1U(P1/P2)(1− P1)‖H.S.,P1
∥∥U(P1/P2)†∥∥P1 ,∥∥P1U(P1/P2)†(1− P1)∥∥H.S.,P1 ‖U(P1/P2)‖P1 ,∥∥U(P1/P2)†∥∥P1 ‖U(P1/P2)‖P1 .
Since P1U(P1/P2)(1 − P1) = sinh θ(P1, P2)u12(P1/P2), P1U(P1/P2)(1 − P1) is a Hilbert-
Schmidt class operator and M ′′ is not infinity. From the above argument,
‖P2A(1− P2)‖H.S.,P2 ≤M ′(‖A‖P1 + ‖P1A(1− P1)‖H.S.,P1)
where M ′ := β
∥∥U(P1/P2)†∥∥P1 ‖U(P1/P2)‖P1 M ′′.
Let M := M ′ + βα−1. Then dP2(U1, U2) ≤ MdP1(U1, U2). In the same way, we can
show that there exists a positive number m > 0 such that dP1(U1, U2) ≤ 1mdP2(U1, U2).
Therefore
mdP1(U1, U2) ≤ dP2(U1, U2) ≤MdP1(U1, U2).
8.4. Lemma. Let U ∈ Sp(∞, P ) and P ′ := UPU †.
(1) Let R(U) := U(P/P ′)U . Then R(U) commutes with P and R(U) is an unitary
operator on K.
(2) U(P/P ′)† is a positive and 1 + Hilbert-Schmidt class operator.
Proof. (1) Since P ′ = UPU † and PU(P/P ′) = U(P/P ′)P ′, we have
PR(U) = U(P/P ′)P ′U = U(P/P ′)UPU †U = R(U)P.
Thus R(U) commutes with P . Due to γ(R(U)f, R(U)g) = γ(f, g), we have
γP = R(U)
∗γPR(U) = γPR(U)
∗R(U).
(* is relative to (·, ·)P .) Since P is a projection and γ2P = 1, we obtain
1 = γ2P = γP · γPR(U)∗R(U) = R(U)∗R(U).
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This implies R(U)R(U)∗ = 1. Thus R(U) is an unitary operator on K.
(2) Due to ( 8.1), θ(P, P ′) defined in Lemma 7.4 is a Hilbert-Schmidt class operator.
Indeed, we have
‖PU(1− P )‖2H.S. = tr(PU(1− P )U †P ) (8.6)
and
PU(1− P )U †P = −[sinh θ(P, P ′)]2P, (8.7)
Γ · PU(1− P )U †P · Γ = −[sinh θ(P, P ′)]2(1− P ) (8.8)
from the direct computation. (( 8.8) follows from [sinh θ(P, P ′),Γ] = 0.) ( 8.6), ( 8.7) and
( 8.8) say that sinh θ(P, P ′) is a Hilbert-Schmidt class operator, i.e. θ(P, P ′) is a Hilbert-
Schmidt class operator. We obtain immediately that H(P/P ′) is a Hilbert-Schmidt class
operator.
Since iH(P/P ′) is a hermitian operator, the positivity of U(P/P ′) is obvious.
From the above lemma, U ∈ Sp(∞, P ) is written as U = U(P/P ′)†R(U) and this is
the polar decomposition of U .
We introduce some notations to define the metaplectic representations of Sp(∞, P ).
Let P be a basis projection and U be the element of Sp(K, γ,Γ) satisfying [P, U ] = 0.
(Since [P, U ] = 0, U is an unitary operator.) Then the operator TP (U) on HP is defined
by
TP (U)piP (A)ΩP := piP (τ(U)A)ΩP , A ∈ A(K, γ,Γ).
TP (U) is the second quantization of U . Since τ(U) is a *-automorphism of CCR algebra
A(K, γ,Γ) and ϕP is a quasifree state satisfying
ϕP (τ(U)[B(f)
∗B(g)]) = (Uf, PUg)P = (f, Pg)P = ϕP (B(f)
∗B(g)),
TP (U) is an unitary operator on HP .
Let TP (Γ) be an antiunitary operator on HP defined by
TP (Γ)piP (A)ΩP = piP (τ(Γ)A)ΩP , A ∈ A(K, γ,Γ).
8.5. Lemma. Let U ∈ Sp(∞, P ). Then the unitary operator QP (U) satisfying
QP (U)WP (f)QP (U)
∗ =WP (Uf) (8.9)
for all f ∈ ReK exists uniquely up to S1 := {λ ∈ C | |λ| = 1}.
Proof. Let
QP (U) := T (P, P
′)TP (R(U)).
Then QP (U) satisfies ( 8.9).
The uniqueness of QP (U) follows from the irreducibility of the von Neumann algebra
RP (ReK). In fact, if Q′P (U) is an another unitary operator satisfying ( 8.9), then we
have
Q′P (U)
∗QP (U)WP (f)QP (U)
∗Q′P (U) = WP (f)
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for all f ∈ ReK and this shows
Q′P (U)
∗QP (U) ∈ RP (ReK)′ = C1.
Therefore QP (U) is unique up to the phase factor.
Remark. Since QP (H) defined in the section 4 satisfies ( 4.3) and QP (U) is unique up
to the phase factor, we have QP (e
iH) = λQP (H), λ ∈ S1.
Let
QP (λ, U) := λQP (U)
for all U ∈ Sp(∞, P ) and λ ∈ S1.
8.6. Definition. We denote the group generated by all QP (λ, U) satisfying
[TP (Γ), QP (λ, U)] = 0 (8.10)
by Mp(∞, P ). We call Mp(∞, P ) the metaplectic group of Sp(∞, P ).
The elements λ in S1 satisfying ( 8.10) are 1 and −1. In fact, by [Γ, U(P/P ′)] = 0
and [Γ, R(U)] = 0, we have [TP (Γ), T (P, P
′)] = 0 and [TP (Γ), TP (R(U))] = 0. This shows
[TP (Γ), QP (1, U)] = 0. Thus
TP (Γ)QP (λ, U) = λTP (Γ)QP (1, U) = λλ
−1QP (λ, U)TP (Γ).
Due to ( 8.10), λλ−1 = 1. Therefore λ ∈ S1 ∩R = {±1}.
8.7. Proposition. (1) The metaplectic representationMp(∞, P ) is a topological group
with respect to the strong operator topology.
(2) The metaplectic representation is continuous projective representation with respect
to the topology induced by the distance dP and the strong operator topology, i.e. if
dP (Uν , U)→ 0 as ν →∞, then QP (λ, Uν)→ QP (λ, U) strongly.
(3) Mp(∞, P ) is double covering of Sp(∞, P ).
Proof. (1) This claim is easily checked.
(2) We prove that ‖{QP (1, U)− 1}ΩP‖2 → 0 if dP (U, 1)→ 0. Since
detP (cosh θ(P, P
′))2 ≤ exp (∥∥(cosh θ(P, P ′))2∥∥
tr
)
= exp
(∥∥−P (P − P ′)2P∥∥
tr
)
= exp
(∥∥PU(1− P )U †P∥∥
tr
)
= exp (‖PU(1− P )‖H.S.) ,
we have
‖{QP (1, U)− 1}ΩP‖2 = 2(1− Re 〈ΩP , T (P, P ′)ΩP 〉)
= 2
{
1− detPK
(
1√
cosh θ(P, P ′)
)}
= 2
{
1− 1
4
√
detP (cosh θ(P, P ′))2
}
≤ 2
{
1− exp
(
−1
4
‖PU(1− P )‖H.S.
)}
.
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Thus the first claim has been proved.
Moreover, for any f ∈ ReK,
‖{QP (1, U)− 1}WP (f)ΩP‖
= ‖{WP (U †f)QP (1, U)−WP (f)}ΩP‖
≤ ‖{WP (U †f)QP (1, U)−WP (U †f)}ΩP‖+ ‖{WP (U †f)−WP (f)}ΩP‖
≤ ‖{QP (1, U)− 1}ΩP‖+ ‖{WP (U †f)−WP (f)}ΩP‖
From Lemma 2.4(3), if ‖U − 1‖ → 0, we have ∥∥{WP (U †f)−WP (f)}ΩP∥∥ → 0. We
obtain the relation ‖{QP (1, U)− 1}x‖ → 0 for all x ∈ HP if dP (U, 1)→ 0. Thus we have
‖{QP (1, Uν)−QP (1, U)}x‖ → 0
for all x ∈ HP if dP (Uν , U)→ 0.
(3) Let fP :Mp(∞, P )→ Sp(∞, P ) be a group homomorphism defined by
fP (QP (λ, U)) = U, U ∈ Sp(∞, P ), λ ∈ {±1}.
Then fP is a covering map and ker(fP ) = {QP (−1, 1), QP (1, 1)}. Thus
Mp(∞, P )/ ker(fP ) ≃ Sp(∞, P ),
that is, Mp(∞, P ) is a double covering of Sp(∞, P ).
8.8. Lemma. Let Mp(∞, P )fin be the group generated by QP (λ, eiH), H ∈ sp(∞). Then
the closure of Mp(∞, P )fin with respect to the strong operator topology is Mp(∞, P ). That
is, for any U ∈ Sp(∞, P ), there exists a net {Uµ} in Sp(∞) such that
s lim
µ→∞
QP (λ, Uµ) = QP (λ, U).
Proof. T (P, P ′) is written as
T (P, P ′) = s lim
n→∞
QP (H(P/P
′)Fn) = s lim
n→∞
QP (1, U(P/P
′)Fn)
where Fn is the spectral projection of a positive Hilbert-Schmidt class operator θ(P, P
′)
for the open interval ( 1
n
,∞). (See the proof of Lemma 5.5 of [2].)
On the other hand, since R(U) is an unitary operator on K, there exists a hermitian
operator H on K such that R(U) = eiH . Since the set of all finite rank operators on K is
dense set of all bounded operators with respect to the strong * operator topology, there
exists a net {A′ν} such that A′ν is a finite rank operator and A′ν → H (strong * operator
topology) as ν →∞. Let Aν := 12(A′ν+(A′ν)∗). Then Aν is a finite rank hermitian operator
and Aν → H (strong operator topology) as ν →∞. Let H ′ν := PAνP +(1−P )Aν(1−P ).
Then H ′ν is a finite rank hermitian operator and commutes with P . Moreover, H
′
ν → H
(strong operator topology) as ν →∞. In fact, for any x ∈ K,
‖(H ′ν −H)x‖P
≤ ‖(PAνP − PHP )x‖P + ‖((1− P )Aν(1− P )− (1− P )H(1− P ))x‖P
≤ ‖(Aν −H)Px‖P + ‖(Aν −H)(1− P )x‖P
→ 0(ν →∞).
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Let Hν :=
1
2
(H ′ν − ΓH ′νΓ). Then Hν is contained in sp(∞) and satisfies [P,Hν] = 0
and Hν → H (strong operator topology) as ν → ∞. This shows eiHν ∈ Sp(∞) and
s limν→∞ e
iHν = R(U). Moreover,
s lim
ν→∞
TP (e
iHν )WP (f)ΩP = s lim
ν→∞
WP (e
iHνf)ΩP
=WP (R(U)f)ΩP
= TP (R(U))WP (f)ΩP
for all f ∈ ReK. Thus
s lim
ν→∞
QP (1, e
iHν) = s lim
ν→∞
TP (e
iHν ) = TP (R(U)) = QP (1, R(U)).
Now let Uµ := U(P/P
′)†Fne
iHν where µ = (ν, n). Then
QP (1, Uµ) = QP (1, U(P/P
′)†Fn)QP (1, e
iHν)
and
s lim
µ→∞
QP (1, Uµ) = QP (1, U).
Let QσP (λ, U) be the restriction of QP (λ, U) to HσP where σ = + or −.
We obtain the following proposition immediately from Lemma 7.5 and Lemma 8.8.
8.9. Proposition. Suppose that K is separable. Let P1 and P2 be basis projections
satisfying α ‖f‖P1 ≤ ‖f‖P2 ≤ β ‖f‖P1 for all f ∈ K, K = KP1 = KP2 and P1 − P2
is a Hilbert-Schmidt class operator. Then the metaplectic representations QσP1(λ, ∗) and
QσP2(λ, ∗) ( resp . QσP1(λ, ∗) and Qσ
′
P2
(λ, ∗)(σ 6= σ′)) of Sp(∞, P1) = Sp(∞, P2) are unitary
equivalent. (resp. not unitary equivalent.)
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