Dihadron correlations at high transverse momentum p T in d + Au collisions at √ s NN = 200 GeV at midrapidity are measured by the PHENIX experiment at the Relativistic Heavy Ion Collider. From these correlations, we extract several structural characteristics of jets: the root-mean-squared transverse momentum of fragmenting hadrons with respect to the jet j 2 T , the mean sine-squared of the azimuthal angle between the jet axes sin 2 φ jj , and the number of particles produced within the dijet that are associated with a high-p T particle (dN/dx E distributions). We observe that the fragmentation characteristics of jets in d + Au collisions are very similar to those in p + p collisions and that there is little dependence on the centrality of the d + Au collision. This is consistent with the nuclear medium having little influence on the fragmentation process. Furthermore, there is no statistically significant increase in the value of sin 2 φ jj from p + p to d + Au collisions. This constrains the effect of multiple scattering that partons undergo in the cold nuclear medium before and after a hard collision.
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I. INTRODUCTION
Jet production in high energy collisions is a useful tool to study the passage of scattered partons through a nuclear 054903-2 medium. A dominant hard-scattering process is two partons scattering to produce two high-transverse momentum (highp T ) partons which then fragment to produce a dijet. In a nuclear environment, the partons that participate in the collision can undergo multiple scattering within the nucleus, potentially changing the structure of the dijet. Such changes can provide information on the interaction of colored partons with the cold nuclear medium.
Some information on this interaction is already available at Relativistic Heavy Ion Collider (RHIC) energies via the Cronin enhancement of the p T spectra [1] . In d + Au collisions at RHIC [2] [3] [4] , the cross section for high-p T particle production in d + Au collisions is enhanced compared to p + p collisions, consistent with multiple scattering in the cold nuclear medium increasing the transverse momentum of the partons. In this paper, we report on a complementary observable to the Cronin effect: the broadening of dijet distributions. Such broadening is directly related to the additional transverse momentum delivered to the partons during multiple scattering, and hence it provides a complementary tool for comparing experiment against theory.
Interpreting both d + Au and Au + Au collisions requires solid knowledge of baseline p + p collisions, especially those dijet events at midrapidity that contain two nearly back-to-back jets produced from a hard (large Q 2 ) parton-parton interaction. Experimentally, the jets were not exactly back to back, and the acoplanarity momentum vector k T was measured in p + p collisions at the Intersecting Storage Rings at CERN (ISR) to have a magnitude k T on the order of 1 GeV/c [5] . This was much larger than the magnitude expected if k T was due to an intrinsic parton transverse momentum governed by the hadron size, which would lead to k T ∼ 300 MeV/c. It was realized early [6] that additional gluon radiation either before or after the hard scattering will increase the value of k T and the dijet acoplanarity.
In collisions involving nuclei at laboratory energies from 400 to 800 GeV/c, multiple scattering within the nucleus increases the parton transverse momentum. Fermilab experiments E557 [7] , E609 [8] , and E683 [9] all measured an increase in the dijet acoplanarity with atomic mass of the target. In E683, they measured an A T values are about 50% above those for collisions with the hydrogen target, implying that the multiple-scattering effects are as important to the broadening of the dijets as are the initial state effects at that energy. In the case of p + A reactions, the measured k 2 T values increase more slowly than A 1 3 [8] . Since the k 2 T values show a strong energy dependence [9] , we need to establish the initial and multiple-scattering contributions to k 2 T for p + A reactions at RHIC energies. The k 2 T values are also known to be dependent on the Q 2 of the parton-parton interaction, increasing with rising Q 2 [10, 11] .
No model is currently available that can reproduce all data on the Cronin effect and dijet broadening, although most include multiple scattering as the underlying mechanism. A recent review [12] considered two large classes of models: (1) soft or Glauber scattering where the multiple scattering is at either the hadronic or partonic level and (2) semihard multiple scattering where the multiple scattering is at the partonic level.
In both the soft and hard scattering models, the increase k
T p+p is proportional to the product of the scattering cross section and the nuclear thickness function,
where ν(b, √ s) is the number of interactions, b is the impact parameter of the collision, σ MS is the multiple-scattering cross section, and T A (b) is the nuclear thickness function. For the soft scattering models, σ MS is defined to be σ NN ( √ s), the nucleonnucleon scattering cross section: while for the semihard models, σ MS is σ N i|H ( √ s), the parton-nucleon semihard cross section. In the specific case of hard sphere nucleon scattering [13] ,
where R is the nuclear radius, which gives an A 1 3 increase in k 2 T . Both types of these models give the same trend in centrality and the same dependence on the target's atomic mass. The difference between them is in the strength of the increase with respect to T A (b) and how this changes with beam energy. We will compare the data in this paper to two specific implementations of the hard-scattering models from Qiu and Vitev [14] and Barnafoldi et al. [15] .
An alternative view of the Cronin effect was recently proposed by Hwa and Yang [16] . These authors calculate the recombination of hard partons with soft partons released during the multiple collisions. Because this model reproduces the measured Cronin effect at RHIC without imparting successive transverse momentum kicks to the scattered partons, the authors suggest that there may be little to no increase in k T from p + p to d + Au collisions.
We also use jet-fragmentation observables to probe multiple scattering in cold nuclei, in particular, j 2 T , the rms of the mean transverse momentum of hadrons with respect to the fragmenting parton, and the fragmentation function of the parton, D(z, Q 2 ), where z is the fraction of the parton's momentum that a hadron carries. If the parton suffers semihard inelastic collisions within the nuclear environment, the parton will lose energy and its subsequent hadronization will produce fewer high-z fragments and more low-z fragments. We cannot directly measure fragmentation functions via dihadron correlations, but we can measure the distribution of hadrons produced in association with a high-p T trigger particle. We plot these distributions as a function of x E , where x E is defined as
The motivation for the variable x E can be most easily seen in the simple case where z = 1 for the trigger particle and the two hadrons are emitted back to back. In this case, p T ,trig is the transverse momentum of the scattered parton (q T ,parton ), and for the far side, x E = z assoc = p T ,assoc /q T ,parton . Relaxing the assumption on z trig , there is still a simple relation between x E and z for back-to-back jets at high p T , where x E z assoc /z trig . Hence the dN/dx E distribution for hadrons emitted back to back from the trigger hadron can be related to the fragmentation function; for more details, see the end of Sec. II. There is considerable information on x E distributions from p + p collisions. The CCHK Collaboration [5] demonstrated that the x E distribution scaled, i.e., the distribution was approximately independent of p T ,trig . Scaling at higher p T ,trig was also established by Fisk et al. [17] and the CCOR Collaboration [18, 19] , providing support for the idea that fragmentation of high-p T partons is independent of the momentum of the parton.
This scaling is, however, approximate, and scaling violation was understood by Feynman et al. [6] to be caused by the radiation of semihard gluons. Scaling violation of the fragmentation function D(z, Q 2 ) is now well established experimentally ( [20] and references therein). For the Q 2 range considered in this paper (10 < Q 2 < 1000 GeV/c 2 ), the fragmentation functions used in next-to-leading order (NLO) calculations [21] drop by 25% for z = 0.6 over the range 10 < Q 2 < 100 GeV/c 2 . At higher Q 2 , the fragmentation functions are less dependent on Q 2 , e.g., the fragmentation drops by less than 20% at z = 0.6 over the much larger range of 100 < Q 2 < 1500 GeV/c 2 . In this paper, we quantify the extent to which our measured x E distributions in d + Au collision scale, and we compare the x E distributions to those from p + p collisions at RHIC. The goal is to establish whether inelastic scattering in the cold medium or the recombination mechanism changes the effective fragmentation function. The x E distributions provide a stringent test of the recombination model from Hwa and Yang [22] . This model reproduces the Cronin effect in d + Au collisions through a shower thermal recombination mechanism and predicts an increase in jet-associated multiplicity [22, 23] , i.e., an increase in the near-angle dN/dx E , in d + Au relative to p + p collisions.
The measured x E distributions in d + Au also serve as a critical baseline for Au + Au collisions, where the strong energy loss in the dense, hot medium is expected to dramatically change the shape of these distributions.
Our three goals for this paper are (1) to report the characteristics of jet structures in d + Au collisions at RHIC energies, (2) to establish the extent to which multiple scattering changes these structures as a function of centrality and by comparison with data from p + p collisions, and (3) to establish the baseline for jet-structure measurements in heavy ion reactions. Any difference between jet properties in Au + Au and d + Au collisions should be attributable to the hot, dense nuclear matter created in the heavy ion collisions. The main results in this paper are presented in Sec. IV, which details the measured values of j 2 T and sin 2 φ jj and the p T and x E distributions from d + Au collisions at √ s NN = 200 GeV. These results are derived from the fitted widths and yields of two-particle azimuthal correlations, which are reported in Sec. IV. The experimental methods used to obtain these correlations are described in Sec. III, and the jet quantities we use throughout the paper are fully defined in Sec. II.
II. JET ANGULAR (AZIMUTHAL) CORRELATIONS

A. Two-particle correlation
The defining characteristic of a jet is the production of a large number of particles clustered in a cone in the direction of the fragmenting parton. Traditionally, energetic jets are identified directly using standard jet reconstruction algorithms [24, 25] . In heavy ion collisions, the large amount of soft background makes direct jet reconstruction difficult. Even in p + A or p + p collisions, the range of energy accessible to direct jet reconstruction is probably limited to p T > 5−10 GeV/c, below which the jet cone becomes too broad and contamination from the "underlying event" background is significant. Jet identification is even more complicated for detectors with limited acceptance, such as the PHENIX central arms, because of leakage of the jet cone outside the acceptance.
The two-particle azimuthal angle correlation technique provides an alternative way to access the properties of jets. It is based on the fact that the fragments are strongly correlated in azimuth φ and pseudorapidity η. Thus, the jet signal manifests itself as a narrow peak in φ and η space. Jet properties can be extracted on a statistical basis by accumulating many events to build a φ distribution or a φ correlation function. Furthermore, we assume that the soft background is isotropic. Distributions in φ were initially used in the 1970s to search for jet signals in p + p collisions at CERN's ISR facility [5, 10, 26] . More recently, φ distributions and correlation functions have been exploited for analysis of jet correlations at RHIC [27] [28] [29] [30] [31] . A detailed discussion of the two-particle correlation method can be found in [32] . These approaches overcome problems due to background and limited acceptance, and they extend the study of jet observables to lower p T .
In the correlation method, two classes of particles are correlated with each other: trigger particles and associated particles. Although the distinction between these two classes is artificial, trigger particles are typically selected from a higher p T range. In this work, we distinguish between two primary categories of correlations:
(i) Assorted-p T correlation, where the p T ranges for the trigger and associated particles do not overlap. (ii) Fixed-p T correlation, where the p T ranges for the trigger and associated particles are identical.
In this paper, correlations are further categorized via a scheme which uses the identity of the trigger and associated particles. Denoting the trigger-particle p T as p T ,trig and associated-particle p T as p T ,assoc , we present four different types of such correlations:
The p T range of both the trigger and associated particle is 1 < p T < 5 GeV/c. (ii) h ± − h ± assorted-p T correlations. There are three different selections: (a) 2.5<p T ,trig < 4 GeV/c with 0.5<p T ,assoc < 2.5 GeV/c. (b) 4<p T ,trig < 6 GeV/c with 0.5<p T ,assoc < 4 GeV/c. (c) 3<p T ,trig < 5 GeV/c with 0.5<p T ,assoc < 3 GeV/c. (iii) π 0 − h ± assorted-p T correlations. The trigger particle is a neutral pion and the associated particle is a charged hadron, where 5 < p T ,trig < 10 GeV/c with 1 < p T ,assoc < 5 GeV/c. (iv) π ± − h ± assorted-p T correlations. The trigger particle is a charged pion and the associated particle is a charged hadron, where 5 < p T ,trig < 16 GeV/c with 1 < p T ,assoc < 5 GeV/c.
For each type of correlation, we study jet structure as a function of centrality and the momentum of the trigger and associated particles. In this section, we discuss the framework for the twoparticle correlation method. Figures 1 and 2 illustrate the relation between the two particles and their parent jet when the parents are the same jet or the dijet, respectively. The figures also show the relationship between j T , sin 2 (φ jj ), and the kinematic variables describing the trigger and associated particle. j T is the component of the particle momentum perpendicular to the jet momentum. Its projection into the azimuthal plane is j T y . The quantity p out (denoted with N or F for near or far side, respectively) is the component of the associated particle's p T that is perpendicular to the trigger particle's p T . The vector sum of k T ,1 and k T ,2 produces the dijet acoplanarity, and the azimuthal angle between the jet axes is φ jj .
The rms value of j T y can be derived from the correlation functions. For the single jet fragmentation of Fig. 1 , if we denote φ, φ tj , and φ aj as the angles between triggerassociated, trigger-jet, and associated-jet, respectively, then the following relations are true: Fig.1 , the φ indices aj, jj , and tj denote the angles between the associated-jet, jet-jet, and trigger-jet axes.
Assuming φ tj and φ aj are statistically independent, we have (cross terms average to 0) for the near side,
Substituting the sine and cosine terms from Eq. (3) into Eq. (4), we obtain the equation for the rms value of j T y
where
In the Gaussian approximation for the near-side azimuthal distributions, a simple Taylor expansion connects p out with the jet width σ such that
Since Eq. (5) iteratively. In cases when trigger and associated particle p T are much larger than the typical j T value, the near-side jet width σ N is small and x j,trig ≈ 0. Hence Eq. (5) can be simplified as
Since j T y is the projection of hadron p T perpendicular to p T ,jet , j T y is necessarily less than p T . So, for any given p T range, there is always an upper kinematic cutoff on the j T y distribution. This effect, known as the "seagull effect", leads to a reduction in the observed j . The seagull effect can be parametrized and removed from the j T y values [33] .
For the far-side correlation from Fig. 2 we have Collecting terms in φ jj produces
Note that since φ jj is the azimuthal angle between the jet axes, sin 2 (φ jj ) is one measure of the extent to which the jets are not back to back, and hence it is a quantity that is sensitive to any additional scattering in d + Au collisions. We express the right side in terms of the observables σ N and σ F , the rms widths of distribution that we measure by expanding the sine term
which is good to 2% for rms widths at 0.5 rad and good to 0.6% for rms widths of 0.2 rad. Therefore,
The right-hand side is now in terms of experimental observables which we will use to extract sin(φ jj ).
We have attempted to extract k T from sin 2 (φ jj ). This requires assumptions on the scattered quark distribution, the magnitude of the momentum asymmetry between the partons due to the k T kick, as well as the detailed shape of the fragmentation function. The current paper is focused on the comparison between p + p and d + Au collisions, which can be made with sin 2 (φ jj ). Hence, we leave the extraction of k T to future work.
In this paper, we report the rms values of j T and sin(φ jj ), where j 
C. Conditional yields
We also present in this paper the associated yield per trigger particle, referred to as the conditional yield (CY), as a function of p T and x E . CY is the number of particles produced in the same or opposite jet associated with a trigger particle,
CY(
and can be directly extracted from the measured Gaussian yields in the correlation functions.
To emphasize the importance of the CY, we note that it is related to the single-and two-particle cross sections: CY = d 2 σ dp a dp b dσ dp T .
The interpretation for the two-particle cross section depends on whether one is studying the near-or far-side jet correlations. The conditional yield for particles from the near-side jet depends on the dihadron fragmentation function, while the conditional yield from the far side jet depends on two independent fragmentation functions: one parton fragments to produce a hadron with p T ,trig , while the other scattered parton on the far side fragments to produce a hadron with p Table I ).
The PHENIX detector consists of two central spectrometer arms, two forward muon arms, and several global detectors used for triggering, vertex detection, and centrality selection. This analysis utilizes the two central spectrometer arms that each cover a region of |η| < 0.35 units of pseudorapidity and 90
• in azimuth. The spectrometer arms are not exactly back to back in azimuth; so while there is large acceptance for the detection of two particles separated by 180
• , there is also finite acceptance for two particles separated by 90
• . Figure 3 shows a beam cross-section view of the PHENIX central spectrometer arms. A complete overview of the whole PHENIX detector is found in Ref. [34] . In this section, we will only focus on those subsystems relevant to the analysis of the dihadron data.
Global event characteristics
For event characterization, the beam-beam counters (BBCs) [35] are utilized. The BBCs are sets of 64 Cherenkov counters placed symmetrically along the beam line, covering 3 < |η| < 3.9 units of pseudorapidity and located 144 cm from the center of the interaction region. The BBCs determine the initial collision time t 0 and the event vertex from the time difference between particles reaching each BBC. For this analysis, we include only events with an offline cut of |z vertex | < 30 cm.
The BBC facing the direction of the Au beam was used to determine the centrality. Figure 4 shows the BBC charge distribution and the centrality classes used in this analysis. The centrality is defined as %Centrality = 88.5%(1 − frac(Q BBC )),
where frac(Q BBC ) is the fraction of the total BBC charge distribution integrated from zero to Q BBC , and 88.5% is the efficiency of the minimum-bias trigger. This centrality can be related to the mean number of Au participants N part and mean number of collisions N coll . To determine the centrality, we model the BBC charge distribution as a negative binomial distribution with a width and mean proportional to N part . So, for a given centrality, several negative binomial distributions (defined by N part ) contribute to the overall distribution, and as such N part is not uniquely defined. We calculate a weighted average of N part , where the weight is given by the negative binomial distribution for a given N part and the probability for having a collision with N part . The latter probabilities were computed using a Glauber model, with a Hulthen wave function for the deuteron and an inelastic cross section of 42 mb. Finally, the N coll was determined for a given N part from the same Glauber model. The resulting centrality bins and N coll used in this analysis are outlined in Table I . The dihadron events were recorded using several different level-1 triggers. The minimum-bias trigger required at least one hit in each of the BBCs and a collision vertex (computed online) that satisfies |z vertex | < 75 cm. It was sensitive to 88.5% of the inelastic d + Au cross section. PHENIX also employed a series of level-1 triggers to select electrons, photons, and, with lower efficiency, high-p T hadrons. These triggers utilized the ring imaging cherenkov (RICH) for electron identification, together with the electromagnetic calorimeter (EMC) [36] , which consists of eight sectors, six of which are lead-scintillator (PbSc) sampling calorimeters and two are lead-glass (PbGl) Cherenkov counters. The EMC has excellent timing and energy resolution for electromagnetic showers. The triggers are called EMC/RICH triggers (ERTs) and were produced by summing signals from tiles, which were 4 × 5 photomultipliers (PMTs) in the RICH and either 2 × 2 or 4 × 4 PMTs in the EMC.
The electron trigger was defined by the coincidence between the minimum-bias trigger and the RICH and EMC 2 × 2 triggers where the threshold for the RICH tile was three photo-electrons and the EMC threshold varied between 400 and 800 MeV. Three different thresholds were available for the 4 × 4 photon triggers. These thresholds differed between the PbGl and PbSc and varied within and between the p + p and d + Au runs. The lowest threshold setting (1.4-2.8 GeV) was most sensitive to hadron showers in the EMC. The threshold values and rejection factors (rejection = N minBiasEvents /N triggerEvents ) for the ERT triggers, in coincidence with the minimum-bias trigger, are given in Table II . The h ± − h ± correlations use only the minimum-bias-triggered data, while the π 0 − h ± correlations use only the ERT photon triggers. The π ± − h ± correlations use the minimum-bias, ERT photon, and ERT electron triggers. Above the energy threshold, the ERT electron trigger typically reached an efficiency of approximately 75%, and the ERT photon triggers reached efficiencies of 85-90%. A detailed knowledge of the ERT trigger efficiency is not necessary, since we present 054903-7 TABLE II. EMC threshold and rejection factors for the electron and photon ERT triggers in coincidence with the minimum-bias trigger for p + p and d + Au. The photon triggers are defined by the energy sum of 4 × 4 PMTs in the EMC above threshold. The electron trigger requires the coincidence of the RICH trigger (threshold of three photoelectrons for both p + p and d + Au runs) and the energy sum of 2 × 2 PMTs in the EMC above threshold. the conditional yield distributions per trigger, for which this efficiency cancels out.
Tracking and particle identification
In this section, we discuss the tracking and identification of the particles used in the different correlation analyses. Three types of particles are included. Charged hadrons are used in all analyses, neutral pions are used as trigger particles for the π 0 − h ± correlations, and charged pions are used as trigger particles for the π ± − h ± correlations. Charged hadron tracks are measured outside the PHENIX central magnetic field by the drift chamber (DC), located 2.0 m from the vertex, and two layers of multiwire proportional chamber (PC1 and PC3), located 2.5 and 5.0 m, respectively, from the vertex [37] . The DC determines the momentum and the azimuthal position of the track, while PC1 determines the polar angle [38] . The momentum resolution is determined to be 0.7% ⊕ 1.1%p (GeV/c) [2] . Tracks are confirmed by requiring that an associated hit in PC3 lies within a 2.5σ (for h ± − h ± ) or 3σ (for π − h ± ) matching window in both the φ and z directions. This cut reduces the background from particles not originating in the direction of the vertex. The remaining background tracks are mainly decays and conversion particles [39] . The background level for single tracks is less than 5% below 3 GeV/c, increasing to about 30% at 5 GeV/c. However, the background is smaller for high-p T triggered events (see Sec. III B). The charged particle tracking efficiency for the active region of the DC, PC1, and PC3 is better than 98%. Since we perform a pair analysis, the two-track resolution is important. For the DC, the two-track separation is better than 1.5 mm, while at PC1 it is 4 cm, and at PC3 it is 8 cm.
Neutral pions are detected by the statistical reconstruction of their γ γ decay channel. These decay photons are detected by the EMC and identified by their time of flight (TOF) and shower shape. The electromagnetic shower shape is typically characterized by the χ 2 variable [36] ,
where E meas i is the energy measured at tower i and E pred i is the predicted energy for an electromagnetic particle of total energy PHENIX identifies high momentum charged pions with the RICH and EMC detectors. Charged particles with velocities above the Cherenkov threshold of γ th = 35 (CO 2 radiator) emit Cherenkov photons, which are detected by photomultiplier tubes (PMTs) in the RICH [40] . This threshold corresponds to 18 MeV/c for electrons, 3.5 GeV/c for muons, and 4.9 GeV/c for charged pions. In a previous PHENIX publication [39] , we showed that charged particles with reconstructed p T above 4.9 GeV/c, which have an associated hit in the RICH, are dominantly charged pions and background electrons from photon conversions. The efficiency for detecting charged pions rises quickly past 4.9 GeV/c, reaching an efficiency of >90% at p T > 6 GeV/c.
To reject the conversion backgrounds in the pion candidates, the shower information at the EMC is used. Since most of the background electrons are genuine low-p T particles that were misreconstructed as high-p T particles, simply requiring a large deposit of shower energy in the EMC is very effective in suppressing the electron background. In this analysis, a momentum-dependent energy cut applied at EMC is
In addition to this energy cut, the shower shape information [36] is used to further separate the broad hadronic showers from the narrow electromagnetic (EM) showers and hence reduce the conversion backgrounds. In this analysis, we use the probability (prob) calculated from the χ 2 value [Eq. (18)] for an EM shower. The probability values range from 0 to 1, with a flat distribution expected for an EM shower and a peak around 0 for a hadronic shower. Figure 6 shows the probability distribution for the pion candidates and electrons, normalized by the integral, where the pion candidates were required to pass the energy cut and the electrons were selected using particle ID cuts similar to that used in Ref. [41] . Indeed, the electron distribution is relatively flat, while the charged pions peak at 0. A cut of prob <0.2 selects pions above the energy cut with an efficiency of > ∼ 80%. Detailed knowledge of the pion efficiency is not necessary, since we present in this paper the per-trigger pion conditional yield distributions, for which this efficiency cancels out.
Since the energy and prob cuts are independent of each other, we can fix one cut and then vary the second to check the remaining background level for conversions. The energy cut in Eq. (19) is chosen such that the raw pion yield is found to be insensitive to the variation in prob. Figure 7 shows the raw pion spectra for ERT-triggered events as a function of p T , with the above cuts applied. The pion turnon from 4.9 to 7 GeV/c is clearly visible. Below a p T of 5 GeV/c, the remaining background comes mainly from the random association of charged particles with hits in the RICH detector. The background level is less than 5% from 5 to 16 GeV/c, which is the p T range for the charged pion data presented in this paper.
B. Data analysis
In this section, we outline the method used to obtain correlation functions and distributions. From these, we extract the jet shapes and yields outlined in Sec. II. For the extraction of the jet yield from the azimuthal distributions, we discuss how we obtain the absolute normalization of the distribution; while for the jet shape properties, j T y and sin 2 φ jj , the absolute normalization is not necessary.
Correlation functions
Azimuthal correlation functions are generally defined as
Similarly, one can also define the correlation function in pseudorapidity as
The same-event pair distribution, N cor ( φ) or N cor ( η), is constructed for trigger-associated particle pairs. The mixedevent pair distribution, N mix ( φ) or N mix ( η), is determined by combining trigger particles with associated particles from randomly selected events. This definition of the correlation function relies on the fact that detector acceptance and efficiency cancel out. It is therefore important that the pair efficiencies of the average mixed-event background and the average foreground distributions are the same. For this reason, we generate mixed-event distributions only for events with similar centralities and event vertices. More precisely, mixed events were required to match within ±10% centrality, and the event vertices were required to be within ±3 cm. For h ± − h ± correlations, the real and mixed events are minimum-bias data. For π 0 − h ± correlations, the real and mixed events are ERT-triggered data. For π ± − h ± correlations, the real events are ERT-triggered and minimumbias data, while the mixed events mix ERT-triggered events with minimum-bias events. For h ± − h ± and π ± − h ± correlations, due to finite two-track resolution for charged particles at the DC and PC, the reconstruction efficiency for same-event charged track pair drops at small φ and η. To minimize the difference in the pair efficiency between N cor ( φ) and N mix ( φ), the pairs are required to have a minimal separation of about two times the resolution at the various tracking detectors. This corresponds to about 0.28, 8, and 15 cm at the DC, PC1, and PC3, respectively. However, these pair cuts are not required for π 0 − h ± correlations, because different detector subsystems are used for reconstructing trigger-π 0 and the associated charged tracks as outlined earlier.
Given the similarity of the analysis techniques between φ and η correlations, in this paper we focus on the φ correlation. The φ correlation functions are obtained with two different normalizations. For h ± − h ± assorted correlations, the correlation function is area normalized
The details concerning this normalization are discussed in Sec. IV A. The second normalization is used in both the π 0 − h ± and π ± − h ± correlations. It was shown in Ref. [32] that the CY can be derived from the measured correlation function with an appropriate normalization,
where N 0 trig and N trig are the true and detected number of triggers, respectively, and is the average single-particle efficiency for the associated particles in 2π in azimuth and ±0.35 in pseudorapidity. R η corrects for the loss of jet pairs outside a given η acceptance, determined by PHENIX's finite acceptance in η. This second normalization is defined so that the integral of the resulting correlation function should be N 0 /N 0 trig , the total number of pairs per trigger particle in a given azimuthal and η range.
For the normalization in Eq. (23), two separate efficiencies must be determined, the η correction and the single-particle efficiency. The near-side correlation has a well-behaved peak around η = 0. As we show in Sec. IV A, the near-side jet width in φ and η are consistent with each other within errors. So we correct the near-side yield to the full-jet yield assuming the shape of the jet is Gaussian and the widths are equal in φ and η. This correction, according to Ref. [32] , is
where acc( η) represents the PHENIX pair acceptance function in | η|. triangular shape: acc( η) = (0.7 − | η|)/0.7. The PHENIX single-particle acceptance is flat in η to within 5%.
In the far side, the jet signal is much broader than the PHENIX acceptance due to the broad range of momentum fraction x of the partons that participate in the hard scattering. In fact, we studied the far-side jet shape for the π ± − h ± correlation ( Fig. 17b ) and found the true jet correlation strength to be almost constant in the PHENIX pair acceptance | η| < 0.7. Based on that, we assume that the far-side jet strength is constant and correct the far-side yield to the corresponding accessible pair range of | η| < 0.7,
R far η equals 2 because the pair efficiency has a triangular shape in | η| < 0.7, which results in 50% average efficiency when the real jet pair distribution is flat in | η| < 0.7. Figure 8 shows the correction factor R η as a function of jet width. The typical range of the near-side jet width in all analyses (see Sec. IV A) is below 0.5 rad. The maximum correction is about a factor of 2 for the near-side jet.
The single-particle efficiency for associated particles includes detector acceptance and reconstruction efficiency. It is evaluated in a way similar to previously published Au + Au [39] and d + Au [2] analyses. However, the jet-associated charged hadron spectrum in d + Au is much flatter than the inclusive charged hadron spectra [48], 1 so the corrections due to momentum scale and momentum resolution are much smaller than those for inclusive charged hadrons. For the same reason, the background contamination at high p T , mainly coming from decay and photon conversions which are falsely reconstructed as high-p T tracks [2, 39] , is also reduced. We studied both effects using a full GEANT simulation of PYTHIA events through PHENIX detectors. The jet-associated yields were extracted in the same manner as for the real data analysis. By comparing it with the input jet-associated yield spectra, we can quantitatively study the effect of momentum smearing and high-p T background contamination. The corrections due to momentum scale and resolution are found to be less than 5% with 3% systematic errors. For high-p T triggered events, the background contamination to the associated charged hadrons is found to be 5% independent of p T from 1−5 GeV/c.
Extracting jet properties
The normalized correlation functions and conditional yield distributions are both fitted with a sum of two Gaussians to extract the jet widths and the conditional yield of hadrons in the near side ( φ ∼ 0) and far side ( φ ∼ π ). The fit for the normalized correlation functions is described in Sec. IV A. For the conditional yield, we fit with the function
where B reflects the combinatoric background level in the real distribution relative to the mixed distribution, and the other two terms represent the near-side jet and far-side jet signal, respectively. The resulting widths, σ N and σ F , are then used to calculate the jet shapes via Eqs. (7) and (13) . For each choice of trigger and associated particle p T range, Yield N and Yield F directly reflect the jet-associated yield dN/dp T ,assoc at the near and far side, respectively. Two methods were used to calculate the dN/dx E distribution. The first method was used for π 0 − h ± correlations. Since these correlations are binned in p T there is a distribution of x E for each trigger-associated p T bin. This distribution is approximately Gaussian. The fitted peak value is used as the bin center of the dN/dx E distributions and the fitted Gaussian width is used as the horizontal error bar. To estimate the bin width in x E , we used the definition Eq. (2) which can be written as (ignoring the sign) x E = p T ,assoc cos( φ)/p T ,trig . We estimate cos( φ) ≈ 1 and write the bin width as 
If this weight is used to fill the φ histogram for the real and mixed distribution, we obtain the CY for the true real pairs, and for the mixed pair the sum is,
we have used the fact that N mix ( φ) = mix δ( φ). Thus the jet signal can be extracted from Eq. (26) as
When this weight is used to fill the x E histogram for both real and mixed distributions, we obtain the dN/dx E by subtracting the mixed x E distribution from the real x E distribution,
Equation (31) is rather trivial, because the weighting procedure is equivalent to Eq. (23), for which we know the shape of the distribution (Eq. (26)). But the advantage of the weighting procedure is that it allows for the determination of the absolute background pair distribution in any pair variables.
Similarly, the statistical method is used to extract the p T ,assoc and p out spectra as
By construction, the integral of the jet yield should be conserved independent of the pair variable used, i.e.:
dp T ,assoc dN jet 0 dp T ,assoc = dp out dN jet 0 dp out .
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C. Systematic uncertainties
The correlation analyses presented here consist of several steps ranging from the generation of correlation functions to the extraction of the final physics variables [j T , sin(φ jj ), per-trigger yields, etc.] from these correlation functions. Systematic error estimations for each of these steps have been evaluated and combined to determine the overall error quoted for each measurement. All errors quoted are maximum extent.
Systematic errors associated with the generation of correlation functions can result from shape distortions in either the foreground or background distributions. These distortions can arise if the requisite quality cuts (see Sec. III A) are not stable. In order to minimize such errors, the track pair and quality cuts were assigned such that the correlation functions were essentially insensitive to reasonable cut variations. Systematic errors associated with such cut variations are estimated to be less than 4%. A further source of systematic error is related to the efficiency of the background rejection when requiring a confirmation hit in the outer pad chamber. The yields have been corrected for remaining background. The systematic error on the background estimate is ≈3% for tracks with a transverse momentum (p T ) < 4 GeV/c and ≈7% for particles with 4 < p T < 6 GeV/c. For the calculation of the conditional yields, the systematic error is dominated by the uncertainties associated with the determination of the efficiency corrected single-particle yields. These systematic errors have been estimated to be ≈10% as obtained from Ref. [2] . This error on the efficiency has two parts: the normalization error includes the error on PC3 matching and active area; the momentum smearing error includes contributions from momentum resolution and momentum scale.
A separate error is estimated for π 0 − h ± correlations due to the background contamination of the π 0 within the mass bin. To estimate the width and yield contribution of the background γ γ pairs, we created correlations of γ γ outside the π 0 mass with hadrons. From these, we extrapolated the background contribution at the π 0 mass. These systematic errors are p T dependent. For the near and far angle width, the variation is 1−3%, the near yield variation is 1%, the far yield variation is 1−5% and increases with increasing p T .
The event-mixing technique has been used to correct for the limited detector acceptance and inefficiency. In addition, the CY has been corrected for limited η coverage. To crosscheck these procedures, we ran a detailed simulation using the PYTHIA event generator [42] coupled to a single-particle acceptance filter that randomly accepts charged particles according to the detector efficiency. In the following, we shall use π ± − h ± as an example for this cross-check. Figure 9 shows a typical PHENIX two-dimensional single-particle acceptance used in this analysis.
We generated 1 million PYTHIA events, each required to have at least one >6 GeV/c charged pion. To speed up the event generation, a Q 2 cut of 100 GeV 2 on the underlying parton-parton scattering was required. These events were filtered through the single-particle acceptance filter. As an approximation, we ignore the p T dependence of acceptance. The same event and mixed pair φ distributions were then built by combining the accepted π ± and charged hadrons. The jet width and raw yield were extracted by fitting the
with a constant plus double Gaussian function. The raw yields were then corrected via Eq. (24) to full jet yield for the near side and the yield in | η| < 0.7 for the far side. We also extracted the true CY and jet width without the acceptance requirement. The comparison of the CY and jet width with and without the acceptance requirement are shown in Fig. 10 . The trigger particles are π ± with 6 < p T ,trig < 10 GeV/c, the associated particles are h ± . In the near side, the corrected yield (top left panel) and width (bottom left panel) are compared with those extracted without the acceptance filter. In the far side, the yield corrected back to | η| < 0.7 and the width are compared with those extracted without the acceptance filter. The data requiring the acceptance filter are always indicated The agreement between the two data sets can be better seen by plotting the ratios, which are shown in Fig. 11 . The yields agree within 10% and the widths agree within 5%. Since j 2 T , sin 2 (φ jj ) are derived from the jet widths, the agreement in width naturally leads to the agreement in the j 2 T and sin 2 (φ jj ) . One notices that there are some systematic differences in the comparison of the yield at low p T ,assoc . This might indicate that the Gaussian assumption is not good enough when the jet width is wide and the extrapolation for | η| > 0.7 becomes sizable. (At p T ,assoc = 0.5 GeV/c, the jet width σ N = 0.5 rad and the extrapolation is about 20%.)
The approximations in the formulas used to extract j T y and sin 2 (φ jj ) are used to estimate the systematic error on these quantities. We estimate the systematic uncertainty in the formulation at the level of 5% for j 2 T and 3-4% for sin 2 (φ jj ) . Tables IV, V , and VI summarize the list of systematic errors on the CY for the hadron-hadron, neutral pion-hadron, and charged pion-hadron correlations, respectively. Table VII outlines the systematic errors on the p out extraction from pion-hadron correlations.
IV. RESULTS
We present the minimum-bias and centrality-dependent results on extracted jet widths and yields in Sec. IV A, which are used in Sec. IV B to calculate quantities describing the jet structures: the values of j 2 T , sin 2 (φ jj ) , and jet fragmentation conditional yields dN/dp T and dN/dx E . The minimum-bias d + Au results are compared with results from p + p in Sec. IV C to establish the extent of effects due to medium modification in d + Au with as much statistical precision as possible. The d + Au centrality dependence of the derived quantities is presented in Sec. IV D. This provides a larger lever arm in nuclear thickness function, at the cost of dividing the available minimum-bias data into different centrality bins.
A. Correlation functions, widths, and yields
The baseline data from which jet structures are extracted are the correlation functions and conditional pair distributions that were defined in Sec. II. Figure 12 shows representative correlation functions between two charged hadrons, while Figs. 13 and 14 show representative conditional yield distributions triggered on neutral pions (π 0 ) and charged pions, respectively. All three correlation sets (Figs. 12-14) show relatively narrow peaks centered at φ = 0 and π radians. The widths of these structures decrease with larger p T , which is consistent with narrowing of the jet cone for increasing p T . The fractional area under the jet peak relative to the flat underlying background also increases significantly as a function of associated-particle p T , indicating increasing (di)jet (rad) φ ∆ contributions to the correlation function. In particular, Fig. 13 shows that for events where there is a high-p T trigger, a large fraction of the low-p T (as low as 0.4−1 GeV/c) particles are coming from the dijet fragmentation, and the jet contribution dominates at p T > 2 GeV/c. Events tagged with a high-p T jet are much harder than a typical minimum-bias event.
We characterize the jet correlations shown in Figs. 12-14 by assuming that there are only two contributions to the correlation function-(di)jet correlations and an isotropic underlying event. This scenario can then be expressed as
where A o denotes the isotropic background and J ( φ) is the jet function. Approximating the jet function as the sum of two Gaussians, we fit the correlations with
Here, λ N,F are the normalized Gaussian areas and σ N,F are the Gaussian widths for the near-and far-side jets, respectively. For the pair distribution functions, we fit with the same shaped function, but with a different normalization [Eq. (26)] as outlined in Sec. III B. Figure 15 shows the associated-p T dependence of the extracted widths for both the near-and far-side peaks 2 from the charged-hadron correlation functions with the trigger range for the charged hadron being 3−5 GeV/c. The data are tabulated in Table VIII. In Fig. 16 , we present the same quantities from the high-p T identified pion correlations, where there is excellent agreement between the π 0 and charged-pion data sets. For both types of identified pions, the trigger p T range is 5−10 GeV/c; these data are tabulated in Tables IX and X. The far-side widths shown in Figs. 15 and 16 are larger than the near-side widths, as expected, since the far-side structure is a convolution of two jet fragmentations as well as any k T of 2 The results here are not sensitive to the slightly different range in centrality used. the scattered partons. The widths of the correlation functions also steadily decrease as a function of p T ,assoc as expected from (di)jet fragmentation. For completeness, we also tabulate the near-and far-side widths extracted as a function of p T ,trig for identified pions. These data are tabulated in Tables XI and XII. Although the PHENIX single-particle acceptance is limited to |η| < 0.35, it can sample jet pairs in twice as large of a window in η (| η| < 0.7) with varying pair efficiency. Similar to azimuthal correlation, the pair efficiency in η can be estimated via mixed events and can subsequently be divided out [Eq. (21)]. Assuming that the underlying event is flat 3 in | η| < 0.7, we fix the background level to be equal to that in azimuthal correlation function Eq. (36) and subsequently extract the jet distribution as a function of η. In Fig. 17(a) , we compare the near-side jet shape in φ and η in the angular range of | φ, η| < 0.7 for the π ± − h ± correlation with 1.0 < p T ,assoc < 2.0 GeV/c. There is no significant difference in jet shape between η and φ, and the widths are consistent in both directions. Figure 17(b) shows the far-side jet shape in η; the associated pair distribution is flat within ±10%. Figure 18 (a) shows the comparison of the near-side jet widths in φ and η from d + Au. There is overall very good agreement between the two data sets. However, the width in η is systematically lower than that in φ at small p T ,assoc . This is because the underlying background is not completely flat in η, but varies by up to 10% in | η| < 0.7. Thus the procedure of dividing by the mixed-event distribution [Eq. (21)] introduces some distortion of the jet shape at large η and consequently leads to a slightly different value for the jet width. In fact, for p + p collisions, Fig. 18(b) indicates a similar discrepancy between φ and η at small p T ,assoc for p + p collisions. Thus this deviation is not likely due to the cold medium effect in d + Au.
We extract not only the widths of the jet structures but also the conditional yields of how many hadrons are in the near-and far-side structures for each high-p T trigger. The conditional yield defined in Eq. (14) can be obtained from either a correlation function or conditional pair distribution, both of which produce identical results. For the conditional pair distributions, the conditional yield is directly extracted from the fit parameters [Eq. (26)]; for correlation functions, several normalization factors need to be applied to obtain the per-trigger yield [44, 45] , as described below.
For correlation functions, it is convenient to define the fraction of jet-correlated particle pairs per event, n jet pair /n total pair . Following the basic ansatz outlined in Eq. (36), the fraction of jet-correlated particle pairs is obtained by summing the jet function over all bins in φ and dividing by the total sum of the correlation function such that n jet pair
Such pair fractions are shown as a function of p T ,assoc for a trigger hadron of 3.0 < p T < 5.0 GeV/c and a centrality selection of 0−80% in Fig. 19 . The results, shown for both the near-and far-side jets, indicate an increase in the average fraction of jet-correlated particle pairs with p T as might be expected if jet fragmentation becomes the dominant particle production mechanism as p T is increased. The pair fraction is multiplied by the ratio n pairs /n trig n assoc to obtain n jet pair n trig n assoc = n jet pair n total pair × n pairs n trig n assoc ,
where n pairs denotes the average number of detected particle pairs per event, and n trig and n assoc are the detected single-particle yields per event for trigger and associated particles, respectively. This gives the average number of jet-correlated pairs per event over the combinatoric background n jet pair /n trig n assoc . The conditional per-trigger yield, n jet pair /n trig , is obtained via multiplication by the efficiency corrected single-particle yield n eff-corr. assoc for the selected associated p T bin of interest; n jet pair n trig = n jet pair n trig n assoc × n eff-corr.
assoc .
The per-trigger yields for hadron triggers [found using Eq. (40)] are corrected for the azimuthal acceptance and tracking efficiency but are reported within the PHENIX η acceptance for the central arms, i.e., no R( η) correction is applied to the hadron-triggered conditional yields. Figure 20 plots the near-and far-side invariant conditional yields extracted via Eq. (40) for different trigger p T selections as indicated. An approximate exponential decrease with p T is observed, i.e., there are more low-p T particles associated with each high-p T trigger hadron. The data are tabulated in Tables XIII and XIV. In Fig. 21 , the conditional yields for identified pion triggers are plotted as a function of p T ,assoc for both near-and far-side correlations. For this high-p T data, the conditional yields are extracted from the fits to the data in Figs. 13 and 14 using Eq. (26), then corrected for pair efficiency in η using Eqs. (24) and (25) . The conditional yields are tabulated in Tables XV and XVI.   TABLE XIII . Near-and far-side conditional yields as a function of p T ,assoc for charged hadron triggers (2.5−4 GeV/c) and associated charged hadrons from d + Au collisions. p T ,assoc (GeV/c) dN/dp near T dN/dp The agreement between the two pion-triggered data sets is good, which indicates that the jet fragmentation function is independent of whether a neutral pion or a charged pion trigger is used. The difference in the magnitudes of the farand near-side yields reflects the fact that the far-side correlation measure a hadron triggered effective fragmentation while the near-side correlation measures dihadron fragmentation.
The conditional yields presented in Figs. 20 and 21 can be considered as the basic information, whereas the near and far TABLE XIV. Same as Table XIII, but for charged hadron triggers (4−6 GeV/c).
dN/dp near T dN/dp dN/dx E distributions in Sec. IV B have a closer relationship to parton fragmentation functions, as described in Sec. II.
Since multiple scattering should increase with centrality, we examine whether these jet characteristics exhibit any centrality dependence. Figure 22 reports on widths and conditional yields in the PHENIX η acceptance for dihadron correlations with a trigger hadron in the range 2. widths are tabulated in Table XIX , while the yields can be found in Table XX . Neither the widths nor the per-trigger yields change significantly with centrality, indicating that the influence of multiple scattering on jet properties is small in this region. This work is extended in Sec. IV D, where we present the centrality dependence of various jet-structure observables. From the angular widths and yields discussed in the previous section, we calculate the following quantities that characterize the jet structures: transverse momentum of hadrons with respect to the jet (j T ), the dijet acoplanarity sin 2 (φ jj ) , and the dN/dx E distributions. These quantities are first presented for minimum-bias d + Au collisions, which have the highest statistical precision, and are then compared with results from p + p in Sec. IV C. Figure 24 shows the compilation of j values were calculated using Eq. (7). The systematic errors are mainly due to the uncertainties of Eq. (7) and the fitting procedure, which are about 5% (independent of p T ) and are approximately the same for all four analyses. The j 2 T values for π ± − h and π 0 − h indicate a steady increase at p T below 2 GeV/c followed by a saturation around 560−640 MeV/c at p T > 2 GeV/c. The initial increase is due to the seagull effect [46, 47] . The approximately constant behavior of j Centrality dN/dp near T dN/dp A key quantity that provides information on multiple scattering in the cold nuclear medium is sin 2 (φ jj ) , where φ jj is the azimuthal angle between the jet axes. As described in Sec. II, we calculate sin 2 φ jj from the experimental values of the near-and far-side widths [Eq. (13)]. Figure 25 shows sin 2 φ jj as function of p T ,assoc for high-p T pion triggers. We observe that the rms of the sine of the angle between the jet axes, sin 2 φ jj , decreases as higher-p T associated particles are selected. There is good agreement between the two data sets. Figure 26 plots sin 2 φ jj as a function of p T ,trig , where a similar decrease with p T is observed.
In the next section we will calculate the quadrature difference sin 2 φ jj between d + Au and p + p collisions and use that to quantify the affect of additional final-state scattering in d + Au collisions.
In Sec. II we defined the near and far-side p out . With this observable, it is possible to move beyond calculating means or rms values, and hence the p out distribution potentially carries more information about the dijet acoplanarity. The measured p out distributions for π ± − h ± are shown in Fig. 27 for the near and far sides. The far-side p out has a broader distribution than the near-side p out , reflecting the fact that k T is larger than j T . The p out distributions have a power law tail, possibly due to strong radiative processes driving large values of p out .
In Sec. IV A we reported the yields of associated hadrons per trigger particle, or the conditional yield. A more comprehensive way of quantifying the fragmentation function is to plot the conditional yields as a function of x E . This is shown in Fig. 28 for π ± − h and π 0 − h. Centrality dN/dp near T dN/dp Previously, in ISR experiments, the slope of the x E distribution had been determined to be around 5.3 [26] . In Fig. 29 , the conditional yields as a function of x E are plotted for the trigger p T range of 5-6 GeV/c. In order to compare data with the previous ISR results, we determine the exponential inverse slope for 0.3 < x E < 0.7 and obtain the inverse slope parameter of 6.0 ± 0.3 in the near side and 7.1 ± 0.5 in the far side. The near-side x E inverse slope is smaller than that for the far side, reflecting the difference between dihadron fragmentation and single hadron fragmentation. By requiring a trigger particle on the near side, one reduces the jet energy available for fragmenting to the second hadrons, and consequently a smaller inverse slope occurs for the near side. Note, however, that the x E distributions do not have pure exponential shape, and the fitted inverse slope is sensitive to the fitting ranges.
It is well known that fragmentation functions D(z) approximately scale in e + e − or p + p collisions, i.e., they are At lower p T , we have x E distributions from the h -h correlations. In Fig. 31 , far-side conditional yields as obtained from charged hadron correlation functions are plotted versus x E . Here, x E has been calculated from the p T ,trig , p T ,assoc and extracted angular widths. Results are shown for two trigger p T ranges, 2.5 < p T ,trig < 4 GeV/c and 4 < p T ,trig < 6 GeV/c, respectively. The slopes extracted are 6.3 ± 1.2 for the lower trigger p T range and 6.1 ± 0.8 for the higher trigger p T window. Within the statistics of the charged hadron data set, we do not observe a strong sensitivity of the slope of the x E distributions to the trigger p T .
A direct way of quantifying the scale dependence of the x E distribution is to plot the far-side conditional yields versus p T ,trig for a fixed range of x E . This is shown in Fig. 32 , where the conditional yields are found to be independent of p T ,trig , i.e., there is no significant deviation from scaling. We will quantify any scaling violation in these data when we compare these x E distributions from d + Au to distributions from p + p collisions in Sec. IV C.
C. Comparison between d + Au and p + p
As discussed in Sec. I, multiple scattering in the cold nuclear medium may broaden the far-side correlation and possibly modify the fragmentation properties. In the previous section, we presented the measured jet structures from minimum-bias d + Au collisions. In this section, we compare that data to results from p + p collisions. The goal is to establish the extent to which the nuclear medium modifies the properties of jets. Figure 33 compares the extracted j Any additional radiation can be quantified by calculating the point-by-point quadrature difference in sin 2 φ jj between d + Au and p + p collisions. As shown in Fig. 35 , this difference is consistent with zero. The average value for π 0 − h is sin 2 φ jj = −0.005 ± 0.012(stat) ± 0.003(sys); for π ± − h, sin 2 φ jj = 0.011 ± 0.011(stat) ± 0.010(sys). Combining the two data sets, we find sin 2 φ jj = +0.004 ± 0.008(stat) ± 0.009(sys). Figure 36 shows the comparison of the p out distribution between central d + Au and p + p from π ± − h ± correlations; no apparent differences are observed in either the near or far side. This is consistent with the observation that both j A second set of comparisons between d + Au and p + p collisions is the number of hadrons in the near-and far-angle jet structures associated with a high-p T trigger. Figure 37 shows the comparison of the conditional yield as function of x E and no apparent difference between d + Au and p + p collisions is observed for either the near or far side.
In the previous section, we examined the level of scaling violations in the far-side dN/dx E distribution for d + Au collisions by plotting different x E ranges as a function of p T ,trig (Fig. 32) . The comparable plot for p + p collisions is shown in can be quantified by fitting the data in each x E range with a straight line as a function of p T ,trig , that is,
The fitted slopes β represent the fractional change in dN/dx E per GeV/c and are shown in β is consistent with zero, i.e., there is no significant scaling violation across the whole x E range, while there may be a slight scaling violation at high x E for the p + p data. On a point-by-point basis, there is no systematic difference between the d + Au and p + p data.
Taken as a whole, all the results presented in this section indicate that the presence of the cold nuclear medium causes no significant change in jet fragmentation between d + Au and p + p collisions. In addition, no strong evidence supports an increase in sin 2 (φ jj ) due to multiple scattering in the Au nucleus. Using the minimum-bias d + Au data has the advantage of the highest statistical precision. In the next section, we examine whether there is any change in jet structures as a function of collision centrality in d + Au, i.e., we split the statistics into a few centrality classes to increase the lever arm of the nuclear thickness function.
D. Centrality dependence
As discussed in Sec. I, sin 2 (φ jj ) is expected to increase as d + Au collisions become more central because of increased multiple scattering. Models of multiple scattering [12] predict that the increase in k thickness function. We are not aware of predictions of how sin 2 (φ jj ) will change with centrality, but note that any increase in k 2 T will also increase sin 2 (φ jj ) . To probe this physics, we measured angular correlations in three centrality bins for d + Au collisions (0-20%, 20-40%, and 40-88%) to extract angular widths of the jet structures and hence j 2 T and sin 2 (φ jj ) . Figure 40 shows the independent data sets of sin 2 (φ jj ) including results from p + p collisions and the three centrality classes from d + Au collisions.
All the sin 2 (φ jj ) data in 
The slope parameter a frac is assumed to be common to all data sets, while the pre-factors sin 2 (φ jj ) 0 depend on the p T of the trigger and associated particles. The extracted slope a frac = −0.01 ± 0.40 mb with χ -squared per degree of freedom, χ 2 /ν = 27/22. This slope is consistent with zero; i.e., we do not observe any significant increase in sin 2 (φ jj ) with centrality.
This can be compared to predictions from Hwa and Yang [16] , who assume no increase in k T with centrality to reproduce the Cronin effect data at RHIC, and Qiu and Vitev [14] , who calculate To gain some insight into the magnitude of Qiu and Vitev's predicted effect compared to our experimental results, we recast Eq. (43) into the same form as Eq. (42). 2 suggested by Qiu and Vitev [14] . 4 Though the predicted fractional increase is of a different quantity, it should provide an estimate of the magnitude of the fractional increase in sin 2 (φ jj ) . The prediction is slightly larger than one standard deviation (statistical) from our experimental result, a frac = −0.01 ± 0.40 mb. If the measured value for k 2 T vac at RHIC turns out to be larger than assumed by Qiu and Vitev [14] , then the predicted fractional increase in Eq. (44) will be smaller.
Barnafoldi et al. [15] have also predicted the increase in k T due to multiple scattering in d + Au collisions at RHIC. They calculated that k 2 suggested by Qiu and Vitev [14] then the fractional increase with T A is 40 to 56 for T A < 0.1 followed by no further increase. This rapid increase is not observable in our data set because the model saturates already in the most peripheral d + Au bin, where T A = 0.11 mb −1 . As discussed in Sec. I, inelastic scattering of the hard parton in the cold medium may also increase the conditional yields (CY) of hadrons that are associated with a high-p T trigger. Figure 41 shows the centrality dependence of the extracted CY, together with CY from p + p collisions. The difference can be better illustrated by taking the ratio (d + Au/p + p) of the per-trigger yield as shown in Fig. 42 . There is a possible increase in near-side particle yield for p T < 1 GeV/c in the d + Au collisions. In other momentum ranges, there is no consistent difference between yields in d + Au and p + p collisions. The recombination model of Ref. [22] predicted a factor of 2 increase in CY peripheral to central d + Au collisions which is much larger than observed in the data. A later recombination calculation by the same authors [23] using
