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Electrons in graphene exhibit hydrodynamic behavior in a certain range of temperatures. We
indicate that electric current in this regime can result in cooling of electron fluid due to the Joule-
Thomson effect. Cooling occurs in the Fermi liquid regime, while for the Dirac fluid the effect results
in heating.
FIG. 1. Flow through constriction.
Collective effects of electron interactions in very clean
samples may prevail over impurity scattering and can
make electrons flow as a viscous fluid [1]. The hy-
drodynamic regime of electron transport is observed in
graphene in a certain range of temperatures [2–7], as well
as in other 2d materials [8, 9], and has spectacular man-
ifestations such as negative local resistivity [2–4, 7], vi-
olation of ballistic bound on conductance [2, 6, 9, 10]
(Gurzhi effect [1]), breakdown of Wiedemann-Franz law
[5, 9, 11] and negative magnetoresistance [9, 12] (see
[13, 14] for reviews). Another possible manifestation of
collective electron flow is cooling of electrons by a cur-
rent passing through a narrow constriction. Cooling by
electric current might look counterintuitive in the solid
state setting, but in fluid mechanics this phenomenon is
well known and underlies a widely used method of cool-
ing ordinary gas by throttling, which occurs due to the
Joule-Thomson (JT) effect [15]. We will theoretically
study the counterpart of the JT effect in graphene.
The simplest realization of throttling is a flow through
a constriction, illustrated in fig. 1. Consider two strips
of graphene connected by a narrow bridge and subject
to a constant voltage δU which generates electric current
through the constriction. Assuming that one strip is kept
at temperature T1 and denoting electron temperature in
the other by T2, the cooling/heating effect can be char-
acterized by the temperature drop δT = T1 − T2 relative
to the potential difference δµ = µ1 − µ2 = eδU :
δT = αδµ, (1)
where µ1 and µ2 are chemical potentials on the two sides
of the bridge. The dimensionless coefficient α can take
either sign and is defined such that α > 0 corresponds to
cooling.
Textbook derivations of the JT effect start with the
enthalpy conservation:
δ
+ P
n
= 0, (2)
where  and P are energy density and pressure of the
electron fluid and n is the charge carrier density. Ther-
modynamic relation  + P = µn + Ts, where s is the
entropy density, then yields
α = −
A+ T ∂sˆ∂µ
Asˆ+ T ∂sˆ∂T
, (3)
where sˆ = s/n is specific entropy and A = 1. We shall
later see that viscous heating and momentum dissipa-
tion preserve the same form of the cooling coefficient,
but with a different A, and for this reason we keep A as
a parameter.
Thermodynamically electrons in graphene behave as
2d Fermi gas with linear dispersion relation. Neglecting
interactions, their pressure is given by
P = 4T
∫
d2p
(2pi~)2
∑
q=±
ln
(
1 + e
qµ−vF |p|
T
)
. (4)
Here vF is the Fermi velocity, q labels particles/holes, and
the overall factor of four takes into account valley and
spin degeneracy. The rest of thermodynamic quantities
can be calculated from dP = ndµ + sdT . When applied
to (3) this standard thermodynamics gives
1
α
=
3A FF ′
A+ 2− 3 FF ′′F ′2
− ξ, ξ = µ
T
, (5)
where
F(ξ) = Li3(− e ξ) + Li3(− e−ξ), (6)
and Li3 is the polylogarithm function.
Expanding the general formula at small or large ξ, we
find that in the Dirac fluid regime the JT coefficient is
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2FIG. 2. The JT coefficient (5) for A = 2/3. The thin line is
the ideal thermodynamics result (A = 1), shown for compar-
ison. The dashed lines are approximations (7) and (8).
negative:
α ' − T
(1 +A)µ
(µ T ), (7)
which corresponds to heating. While in the Fermi liquid
regime the JT effect results in cooling:
α ' 3Aµ
2(1 +A)pi2T
(µ T ), (8)
as long as A > 0. The existence of an inversion point is
well familiar from the JT effect in ordinary gases. The
JT coefficient for the full range of chemical potentials is
plotted in fig. 2.
The simple derivation from thermodynamics relies on
enthalpy conservation. But enthalpy production in the
moving electron fluid may be substantial and in general
mechanical effects of the flow cannot be neglected. Two
obvious effects not taken into account by simple thermo-
dynamics are viscous heating by mechanical shear and
Ohmic resistance due to momentum relaxation. We con-
sider the two effects in turn. As we shall see, viscous
heating is the prime source of enthalpy non-conservation
and leads to order one effects, while corrections due to
Ohmic resistance are parametrically small.
In the hydrodynamic regime a stationary electron flow
is described by the Navier-Stokes equations [11]:
∂i(nv
i) = 0
∂i
{[
(+ P )δij − ηΠij] vj} = 0
∂jP − η∂iΠij = 0, (9)
where Πij = ∂ivj +∂jvi− δij∂kvk is the shear tensor and
η is the shear viscosity. These equations constitute four
conditions for four unknowns – the local temperature, the
chemical potential, and the two components of velocity.
The first two equations combined give
vi∂i
+ P
n
=
η
n
∂i
(
Πijvj
)
. (10)
In absence of viscosity, specific enthalpy is constant along
the flow lines, as was assumed in the simple-minded
thermodynamic derivation. Actually, the limit of zero
viscosity is quite subtle in the above equations. Non-
linear terms of order v/vF , neglected by assuming that
v  vF , might be important for very small viscosity.
Otherwise the viscosity can be just absorbed into rescal-
ing v → η−1v and will eventually drop from the final
answer.
It is instructive to recast enthalpy non-conservation in
a different form. Combining (10) with the third equation
in (9) we get:
vi∂isˆ =
η
2nT
ΠijΠij . (11)
The right-hand side is the manifestly positive entropy
production rate due to the viscous shear. It may be
expected on general grounds that viscosity diminishes
the JT coefficient leading to stronger heating and weaker
cooling. We are now going to quantify this effect.
The only assumptions so far were stationarity of the
flow and v  vF . If in addition we assume that all
gradients are small, the equations simplify:
∂iv
i = 0
η∂2vi = ∂iP, (12)
and can be solved exactly for the geometry in fig. 1 [10]:
P = P0 − 4ηu
a
Im
z√
a2
4 − z2
vx =
2uy
a
Re
z√
a2
4 − z2
vy =
2u
a
Re
√
a2
4
− z2 − 2uy
a
Im
z√
a2
4 − z2
. (13)
Here z = x+ iy, a is the width of the bridge, and u is the
maximal velocity attained by the fluid. The square root
is analytic on the complex plane with a semi-infinite cut
representing the constriction.
The loss function can be readily calculated for this so-
lution:
ΠijΠij =
2u2a2y2∣∣a2
4 − z2
∣∣3 . (14)
The flow is sustained by the pressure drop:
δP =
8ηu
a
. (15)
Integrating the entropy production rate along the mid-
flow according to (11) we get:
− δsˆ = 2ηua
nT
+∞∫
−∞
dy y2(
a2
4 + y
2
) 5
2
=
16ηu
3anT
=
2
3nT
δP. (16)
3The relation δP = nδµ+sδT then gives the same formula
(3) for the JT coefficient as before but with A = 2/3.
Alternatively the same result can be derived by com-
puting the enthalpy production with the help of (10).
The resulting JT coefficient is displayed in fig. 2. As
expected, viscosity diminishes the JT coefficient in the
whole range of parameters, leading to stronger heating or
weaker cooling compared to ideal thermodynamics. In-
terestingly, all the dependence on the velocity, geometry
of the constriction and even on shear viscosity cancels out
leaving behind order one reduction in the cooling power.
One may anticipate, on general grounds, that impurity
scattering and interaction with phonons have a smaller
effect. Momentum non-conservation due to umklapp or
impurity scattering at a rate τ−1imp is characterized macro-
scopically by a length scale [13]:
λ = vF
√
ητimp
+ P
. (17)
The momentum-relaxation length λ is estimated to lie
between a fraction [2, 4] to a few [6] microns. We assume
that the opening in the constriction is smaller: a λ. In
this regime the flow is affected by momentum relaxation
only far away from the constriction, for |z| ∼ λ, while the
two factors important for the JT effect, the pressure drop
and the entropy production, mostly occur at |z| ∼ a. The
ensuing corrections to the JT coefficient are thus small,
suppressed by the ratio a/λ. A more careful analysis
below shows that the effect is logarithmically enhanced
if the total size of the system is much larger than the
momentum-relaxation length: L λ.
Hydrodynamically, momentum relaxation is described
by an additional damping term in the last of the three
equations (9) [13]:
∂jP − η∂iΠij = − η
λ2
vj , (18)
which, in its turn, contributes to the entropy production:
vi∂isˆ =
η
nT
(
1
λ2
vivi +
1
2
ΠijΠij
)
, (19)
and also changes the last equation in (12):
η∂2vi − η
λ2
vi = ∂iP. (20)
The flow equations for generic a and λ can only be
solved numerically, but for a  λ an approximate ana-
lytic solution can be constructed. The near zone is ac-
curately described by (13) so long as |z|  λ, while for
|z|  a the opening in the constriction can be approxi-
mated by the delta-function. In that approximation the
solution to the full system of equations can be found an-
alytically [16]:
P = P0 − 4ηu
a
− ηua
4λ2
ReG
( z
iλ
)
G(s) = ln s− 1
s2
+
pi
2s
(Y1(s)−H1(s))
vx =
uaλ2
4
∞∫
0
dk ω (ω + k)
(
e−ky − e−ωy) sin kx
vy =
uaλ2
4
∞∫
0
dk (ω + k)
(
ω e−ky − k e−ωy) cos kx
ω =
√
k2 +
1
λ2
, (21)
where Y1 and H1 are Neumann and Struve functions,
respectively, and the solution is written for y > 0. The
near and far zone solutions match in their overlapping
region of validity a |z|  λ.
To counter momentum relaxation, the external force
must do extra work when propelling electrons through
the sample. This leads to a larger pressure drop. The
entropy production will also increase due to additional
Ohmic losses. Both effects turn out to be logarithmically
enhanced, because
P ' P0 − 4ηu
a
− ηua
4λ2
ln
y
λ
, vy ' ua
4y
(22)
at x = 0 and y  λ. We find:
δP =
8ηu
a
(
1 +
a2
16λ2
ln
L
λ
)
(23)
and
− δsˆ = 16ηu
3anT
(
1 +
3a2
32λ2
ln
L
λ
)
. (24)
The JT coefficient then takes the form (3) with
A =
2
3
(
1 +
a2
32λ2
ln
L
λ
)
. (25)
The correction due to momentum relaxation is paramet-
rically small with a, but the coefficient is logarithmically
enhanced for a large sample. For a more realistic situa-
tion of L ∼ λ the correction should still be of order a2/λ2,
but the coefficient is more difficult to calculate and will
depend on geometry of the sample.
To conclude, hydrodynamic nature of electron flow in
graphene may lead to JT cooling when the current is
forced through a narrow constriction. Cooling occurs
in the Fermi liquid regime, for sufficiently large charge
imbalance or at sufficiently low temperatures. In the
geometric setting at hand the inversion point lies at
µinv = 3.32T (fig. 2). For lower chemical potentials elec-
tron flow leads to heating which is most pronounced in
4the Dirac liquid regime of µ  T . Although similar
to conventional Joule heating the mechanics behind this
effect is quite different, in particular the temperature in-
crement is linear in applied voltage and not quadratic.
It would be interesting to study the JT effect for dif-
ferent geometries of the flow and in the strong-coupling
regime using AdS/CFT methods [17].
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