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Abstract
In this paper a combination of discontinuous, piecewise linear, nite elements with implicit-
explicit time stepping is considered for convection-reaction equations. Combined with low
order quadrature rules, this leads to convenient schemes. We shall consider the eect of
such low order quadrature rules on accuracy and stability for one-dimensional problems.
2000 Mathematics Subject Classication: 65M06, 65M12, 65M20
Keywords and Phrases: Numerical analysis, initial-boundary value problems, discontinu-
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Note: Work carried out under the subtheme MAS 1.3 { Porous media equations.
1 Introduction
Discontinuous nite elements were originally introduced and analyzed for linear neutron trans-
port equations, see Hill & Reed [21], Lesaint & Raviart [19]. The method was then extended
to time-dependent nonlinear porous media equations with Euler time stepping by Chavent,
Cohen, Jare and others, see the references in [6]. Further development and analysis for CFD
problems was performed primarily by Cockburn, Shu and co-workers, see [7] for an extended
bibliography. The main interest of discontinuous nite elements is to provide locally conser-
vative schemes in a nite element framework, with the possibility to enforce monotonicity and
TVD properties by limiting.
In this paper we consider convection-reaction equations in one spatial dimension (1D),
and we investigate the combination of discontinuous piecewise linear nite elements in space
with time stepping by a BDF2 type scheme which is explicit for convection and implicit for
reactions, thus allowing stiness in the reaction terms. The analysis presented here includes
the eect of low order numerical quadrature in the scheme, a question that was raised already
in [6, 15].
Consider the 1D convection-reaction equation
ut + f(u)x = g(u) (1:1)
with 0  x  L, 0  t  T and given initial and boundary data. In this paper we shall deal
with the so-called method of lines approach where rst a spatial discretization is performed,
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giving an approximation w(t) = uh(t) in a nite dimensional space. Then a fully discretized
solution wn = uh;n at time level tn is obtained by a suitable time stepping method.
We consider a partitioning of the interval [0; L] into cells Ci = (xi−1=2; xi+1=2) with mid-
points xi and mesh widths hi = xi+1=2 − xi−1=2. For discretization in space the discontinuous
Galerkin scheme is considered with w = uh 2 M1, the space of piecewise linear discontin-
uous functions on the given partitioning. We shall refer to this as the DG1 scheme. The
discretization is specied by the requirement that for all test functions v 2M1 it holds thatZ
Ci
@tw(x; t) v(x) dx −
Z
Ci
f(w(x; t))@xv(x) dx − fi−1=2(t) v(x+i−1=2) +
+ fi+1=2(t) v(x
−
i+1=2) =
Z
Ci
g(w(x; t)) v(x) dx: (1:2)
The numerical fluxes fi+1=2(t) are constructed by monotone flux splitting using the left and
right values w(x−i+1=2; t) and w(x
+
i+1=2; t). Examples of such flux splittings are the Godunov
and Engquist-Osher splittings. For scalar equations with monotonically increasing f these
choices all reduce to upstream fluxes fi+1=2(t) = f(w(x
−
i+1=2; t)).
For a better understanding of this discretization, we consider the decomposition M1 =
M0 + fM1 into mean values and rst moments,
w(x; t) = wi(t) + ewi(t)’i(x) on Ci; (1:3)
with ’i(x) = 2h−1i (x − xi) restricted to Ci. Applying the above weak formulation with test
functions v = 1 Ci 2M0 and v = ’i 2 fM1, we obtain
hi
dwi(t)
dt
= fi−1=2(t)− fi+1=2(t) +
Z
Ci
g(w(x; t)) dx; (1:4a)
Z
Ci
’i(x)2 dx
d ewi(t)
dt
=
2
hi
Z
Ci
f(w(x; t)) dx − fi−1=2(t)− fi+1=2(t) +
+
Z
Ci
g(w(x; t))’i(x) dx:
(1:4b)
A very convenient formula is obtained if midpoint quadrature (1-point Gauss) is applied
to the integrals on the right hand side. To approximate
R
Ci ’i(x)
2dx in (1.4b) we can use
Simpson’s rule, which is exact here, giving weight 13hi, or the trapezoidal rule giving weight
hi. For the moment we leave this choice open by using weight factor 13hi with parameter
 > 0. So the resulting formula reads
dwi(t)
dt
=
1
hi

fi−1=2(t)− fi+1=2(t)

+ g(wi(t)); (1:5a)
d ewi(t)
dt
=
−3
hi

fi−1=2(t)− 2f(wi(t)) + fi+1=2(t)

: (1:5b)
Due to the midpoint quadrature the reaction term g is only evaluated in the mean values wi,
which is attractive when using an implicit method in time for this term. It will be shown that
the resulting spatial discretization is still second order accurate.
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Trapezoidal quadrature for the integral on the left hand side of (1.4b) ( = 13) was consid-
ered in Chavent & Jare [6] based on the practical observation that this choice leads to better
stability properties than Simpson’s rule ( = 1) with explicit Euler time stepping. Here we
shall consider second order time stepping to achieve better accuracy and intrinsic stability,
but it will turn out that this observation for explicit Euler still carries over to some extent.
To introduce the time integration formula, let w(t) 2 R2m be the vector containing all wi(t)
and ewi(t) values, with m being the number of grid points in space. The above semi-discrete
system can be written as
d
dt
w(t) = F (w(t)) +G(w(t)) (1:6)
with F;G : R2m ! R2m containing the convection and reaction terms, respectively. Let
tn = n with step size  > 0 and let wn be the fully discrete approximation to w(tn). In this
paper we shall primarily consider the following implicit-explicit BDF2 type scheme
wn = 43wn−1 − 13wn−2 + 23

F (2wn−1 − wn−2) +G(wn)

; (1:7)
where explicit convection is combined with implicit reaction. The starting value w0 = w(0) is
given, and w1  w(t1) will be computed with the implicit-explicit Euler type scheme
w1 = w0 + F (w0) + G(w1): (1:8)
Note that with the spatial discretization (1.5) the implicit algebraic relations in (1.7),(1.8) will
only involve the mean values wi. In this respect, the computational complexity of the scheme
is comparable to standard nite volume methods.
The implicit-explicit scheme (1.7) was proposed by Crouzeix [10] and Varah [23]. It is
second order accurate in time. The reaction terms G are calculated with the standard implicit
BDF2 scheme which has excellent stability and damping properties, see for instance [13, 16],
and therefore arbitrary stiness of the reaction term is allowed. In case the reaction term is
nonsti, then G can of course also be treated explicitly. For the combined implicit-explicit
scheme (1.7) stability is usually determined by the CFL restriction for the explicit convection
part, see [10, 12]. With the present DG1 spatial discretization this CFL restriction will be
discussed by means of Fourier transformation (von Neumann analysis) for linear equations.
To avoid spatial oscillations and negative values near shocks we shall use a standard slope
limiter introduced by van Leer [18]. Numerical tests will show that the resulting scheme then
still has order 2 accuracy, approximately. For convection equations it will be shown that
the combined space-time scheme (1.5),(1.7) is total variation diminishing (TVD) for Courant
numbers up to 5/16. It should be noted that the above explicit scheme that is used in (1.7) for
the convection part, falls outside the class of so-called TVD multi-step schemes introduced by
Shu [22]. We use this explicit scheme because it combines in a natural way with the implicit
BDF2 method, which is one of the best known implicit time step formulas. In the discussion on
time stepping for convection a TVD multi-step scheme of Shu will be included for comparison.
The contents of this paper is as follows. In Section 2 a detailed error analysis is presented
for the spatial discretization (1.5) applied to the linear convection equation ut + ux = 0 on a
uniform grid. Linear stability results with nonuniform grids are discussed in Section 3. In Sec-
tion 4 spatial consistency of (1.4) and (1.5) is analyzed for nonlinear equations. Stability and
TVD properties of the time integration formula applied to convection equations are considered
in Section 5. This nal section also contains numerical tests and concluding remarks.
3
2 Linear convection on uniform grid
In this section a detailed accuracy analysis is presented for the linear convection equation
ut + ux = 0; (2:1)
with 0  x  L and 0  t  T , where the solution is assumed to be smooth. We consider
here only the errors of the spatial discretization on a uniform grid. Nonuniform grids and time
discretization will be discussed in later sections. In the following let h = L=m and xi = (i− 12)h
for i = 1; 2; :::;m. For the linear equation (2.1), the DG1 scheme without limiting reads
d
dt
wi(t) =
1
h

(wi−1(t) + ewi−1(t))− (wi(t) + ewi(t));
d
dt
ewi(t) = −3
h

(wi−1(t) + ewi−1(t))− 2wi(t) + (wi(t) + ewi(t)):
It is assumed that we have either a Dirichlet condition at the left boundary, w0(t) + ew0(t) =
γ0(t), or periodicity in space, w0(t) + ew0(t) = wm(t) + ewm(t). It is important to note that
there is no question here on how to approximate the integral
R
Ci f(w(x; t))dx in (1.4). Since
f is linear any quadrature rule will give a contribution hwi(t).
For brevity we shall often omit in the notation the explicit t-dependence of wi(t) and ewi(t).
The subindex i will always refer to the position in space; to indicate time levels, as in formula
(1.7), the subindex n will be used. Separating the wi and ewi terms we obtain the following
form for the semi-discrete system,
d
dt
wi =
1
h
(wi−1 −wi) + 1
h
( ewi−1 − ewi); (2:2a)
d
dt
ewi = −3
h
(wi−1 − wi)− 3
h
( ewi−1 + ewi): (2:2b)
2.1 Von Neumann stability
In this subsection we briefly consider stability of the spatial discretization, assuming peri-
odicity in space. Writing the semi-discrete system (2.2) as w0(t) = Aw(t) in R2m, Fourier
transformation gives bw0(t) = bA bw(t) in C2 with
bA = 1
h

eik − 1 eik − 1
−3(eik − 1) −3(eik + 1)

;
where k = 2kh (k = 1; 2; :::;m = 1=h), i =
p−1. Stability of the semi-discrete system, in
the sense of von Neumann, requires that the eigenvalues of the matrix bA have a nonpositive
real part. The eigenvalues  are given by
h = 12(e
ik − 1)− 32(eik + 1)
q
1
4((e
ik − 1)− 3(eik + 1))2 + 6(eik − 1) ;
see also [4], where we take the branch of the square root such that Re
p
z  0 for z 2 C.
These eigenvalues are plotted in the following Figure 2.1 with stars for + and circles for the
− eigenvalues.
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Figure 2.1. Eigenvalues with h = 1=50 for  = 1 (outer),  = 2=3 (middle) and
 = 1=3 (inner).
Note that for small k, that is for the low-frequency Fourier modes, we have
bA = 1
h

0 0
0 −6

+O(1)
with corresponding + = O(1) and − = − 1h6 + O(1). Therefore, the − eigenvalues are
for small k primarily associated with the equation for the ewi, and hence a perturbation in
this equation will be quickly damped. This indicates that we can allow much larger errors in
the second equation in (2.2) than in the rst one, and this will be important in the accuracy
analysis.
It is obvious from Figure 2.1 that the eigenvalues are all in the left half plane and it can
be shown that the scheme is stable in the L2-norm for the linear equation on uniform grid
with periodicity in space. This follows from the observation that the two eigenvectors of bA
are orthogonal with respect to the inner product (; ) = 11 + (3)−1 22 for ;  2 C2.
A more general, direct proof of L2-stability will be given in the next section. It will not
rely on the eigenvalues. Knowledge of the eigenvalues will be used in a later section to obtain
stability restrictions for explicit time integration schemes; for the moment we note already
that according to Figure 2.1 the choice  = 13 will yield a more relaxed CFL restriction than
with the larger values of .
In the remainder of this section it will simply be assumed that the semi-discrete system
(2.2) is stable in some suitable norm k  k.
2.2 Spatial errors
If we insert exact solution values ui(t); eui(t), associated with the exact PDE solution u(x; t),
in the semi-discrete system (2.2), we get
d
dt
ui =
1
h
(ui−1 − ui) + 1
h
(eui−1 − eui) + i; (2:3a)
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ddt
eui = −3
h
(ui−1 − ui)− 3
h
(eui−1 + eui) + ei; (2:3b)
with (spatial) truncation errors i and ei. Expressions for these truncation errors are easily
found by a Taylor series expansion.
To nd a relation for the time evolution of the spatial discretization errors
"i(t) = ui(t)− wi(t) and e"i(t) = eui(t)− ewi(t);
we subtract (2.2) from (2.3) to obtain
d
dt
"i =
1
h
("i−1 − "i) + 1
h
(e"i−1 − e"i) + i; (2:4a)
d
dt
e"i = −3
h
("i−1 − "i)− 3
h
(e"i−1 + e"i) + ei: (2:4b)
The standard convergence analysis now goes as follows. Writing this error evolution equa-
tion as
"0(t) = A"(t) + (t) (2:5)
with vectors " = ("1;    ; "m; e"1;    ; e"m)T ,  = (1;    ; m; e1;    ; em)T in R2m, we thus have
"(t) = exp(tA)"(0) +
Z t
0
exp((t− s)A)(s) d s:
Stability tells us that k exp(tA)k  C for all t  0. Hence we obtain the bound
k"(t)k  Ck"(0)k + C t max
0st
k(s)k:
Consequently, if there is no initial error, "(0) = 0, and if we know for the truncation errors
that k(t)k  Chp (consistency of order p), then we have k"(t)k  Khp on any bounded time
interval [0; T ] (convergence of order p).
2.3 Consistency
Since we are working in a nite element setting, the natural choice for the exact solution values
is
ui(t) =
1
h
Z
Ci
u(x; t)dx; eui(t) = 3
h
Z
Ci
’i(x)u(x; t)dx;
so that ui(t)1 Ci(x) + eui(t)’i(x) corresponds to the L2-projection of u(x; t) on M1. Note that
there is a scaling factor 3=h here because equation (1.4b) is divided by this factor to obtain
(1.5b) when using exact quadrature. Further note that with this choice we have
ui(t) = u(xi; t) + 124h
2uxx(xi; t) +    ; (2:6a)eui(t) = 12hux(xi; t) + 180h3uxxx(xi; t) +    ; (2:6b)
so up to the O(h2) level we could also have taken the point values u(xi; t) and 12hux(xi; t),
which would be a natural choice in a nite dierence setting. By a Taylor series expansion
(calculations are given later on), we nd from (2.3) that the truncation errors are
i(t) = − 112h2uxxx(xi; t) +O(h3); (2:7a)
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ei(t) = −12huxx(xi; t) + 14h2uxxx(xi; t) +O(h3): (2:7b)
This does not look very promising: it seems that the scheme is rst order only, and that
we might just as well take  = 0, that is the rst-order upwind Godunov nite volume scheme
(if ewi(0)  0). Fortunately, the scheme is not as bad as it appears here at rst sight. It will
be shown that we have in fact convergence with order 2 if  > 0 and even with order 3 in the
mean values if  = 1.
2.4 Improved error estimation
The truncation errors are only an indication for the true, global error. To show that they are
too pessimistic in the above, we shall use the following lemma.
Lemma 2.1. Consider the error relation (2.4) with  > 0. Assume that the relation is stable
and
"i(0) = O(hq); e"i(0) =  0(xi)hq−1 +O(hq);
i(t) = O(hq); ei(t) =  (xi; t)hq−1 +O(hq)
with smooth functions  0;  , and with remainder terms O(hq) uniformly in xi and t. Then
"i(t) = O(hq); e"i(t) = exp−6t
h

 0(xi)hq−1 +O(hq)
uniformly on bounded intervals [0; T ].
Proof. Let  = −6=h and introduce "i (t) = "i(t),
e"i (t) = e"i(t)− 16 (xi; t)hq − exp(t) 0(xi)hq−1:
Then with these modied errors we easily nd that "i (0); e"i (0) = O(hq) and
d
dt
"i =
1
h
("i−1 − "i ) +
1
h
(e"i−1 − e"i )− exp(t) 00(xi)hq−1 +O(hq);
d
dt
e"i = −3h ("i−1 − "i )− 3h (e"i−1 + e"i ) +O(hq):
Note that Z t
0
exp(s) 00(xi)h
q−1 ds = O(hq):
The standard convergence approach, with the variation of constants formula, applied to the
above relation now gives "i (t); e"i (t) = O(hq), and consequently we have "i(t) = O(hq) ande"i(t)− exp(t) 0(xi)hq−1 = O(hq). 2
First consider  0 = 0. Then the "-errors in the above proof can be interpreted as the
errors with respect to modied exact solution values: instead of ui, eui one should consider ui
and eui − 16 (xi; t)hq. Application to (2.6), (2.7) thus shows that we should regard
ui = u(xi; t) +O(h2); eui = 12hux(xi; t) + 112h2uxx(xi; t) +O(h3):
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Then, with respect to these modied exact solution values we obtain the following truncation
errors (calculations follow),
i = − 112

1− 1


h2uxxx(xi; t) +O(h3); ei = O(h2): (2:8)
Thus we see that we do indeed have second order convergence. In case  = 1 we can apply
the same argument once more to show third-order convergence of the mean values wi (super
convergence).
Theorem 2.2. Consider the DG1 spatial discretization (2.2) with a given norm and assume
the discretization is stable. Then we have convergence with order 2 for any  > 0. If  = 1
we have convergence of order 3 for the mean values.
Proof. Consider
ui(t) = u(xi; t) + h2uxx(xi; t);eui(t) = 12hux(xi; t) + h2uxx(xi; t) + h3uxxx(xi; t);
with constants ; ;  to be specied later. Then, with all the following tems u; ux; uxx evalu-
ated in (xi; t),
1
h
(ui−1 − ui) = −ux + 12huxx − (16 + )h2uxxx +    ;
1
h
(eui−1 − eui) = − 12huxx + (14 − )h2uxxx +    ;
1
h
(eui−1 + eui) = ux + (2 − 12)huxx + (2 −  + 14)h2uxxx +    :
Using the dierential equation ut+ux = 0 to express the time derivatives of ui and eui in terms
of spatial derivatives, we now easily obtain
i = ( − 112)h2uxxx +O(h3);ei = (6 − 12)huxx + 14− (1 + 3) + 3(2 − )h2uxxx +O(h3):
This gives the Taylor expansions (2.7), (2.8) for  = 0 and  = 112 , respectively. In accordance
to Lemma 2.1, we thus have second order convergence whenever  > 0.
If  = 1, then the choice  = 112 shows third order convergence towards the modied exact
solution values. Note that ;  are still free; these will aect the numerical result only through
the initial values. For the preparation of the initial data we can simply take (2.6), that is
 = 0, since application of Lemma 2.1 with  0(xi) = 112uxx(xi; 0) shows that this will not
aect the third order result for the mean values wi. 2
The above theorem gives a generalization of a result of Lesaint & Raviart [19] and Cockburn
[7, Thm.3.2] who showed second order convergence for the global errors in case  = 1. Some
consistency results for  6= 1 and dierent interpretations of the exact solution values were
given in a technical note of Chavent & Cockburn [4].
In Section 4 we shall discuss consistency for nonlinear equations and nonuniform grids.
From the above it is seen that consistency should be regarded in a generalized sense: one
should allow for modied exact solution values.
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2.5 Numerical illustration
We consider the linear convection equation (2.1) with T = 12 , L = 2 and with smooth solution
u(x; t) = sin2((x− t)); 0  t  12 ; 0  x  2:
Here we present some accuracy results in the L2-norm for the spatial discretizations with
 = 13 ;
2
3 ; 1. Accuracy in the max-norm was also measured, but this gave comparable results.
Figure 2.2 contain plots of the discrete L2-norms for the mean value errors k"k2 and the
global errors k"k2,
k"k2 =
 mX
j=1
hj j"j j2
1=2
; k"k2 =
 mX
j=1
hj j"j j2 + 13hj je"j j21=2:
The errors are plotted as function of 1=m where m is the number of grid points.
The third order convergence for the mean values with  = 1 is clearly visible in Figure 2.2.
When considering the global spatial error k"k2, the convergence rate is the same for the three
values of , but with  = 1 we have the smallest error constants.
Accuracy results for the DG1 spatial discretization on nonuniform grids are presented
in Figure 2.3. With the nonuniform grids the mesh widths hj were chosen randomly: rst
random numbers !j 2 (0; 1) were generated and subsequently we used hj = L!j=
Pm
k=1 !k to
obtain a discretization grid for 0  x  L. With these random grids 10 runs were performed
for each value of m; in the gure the means of the errors of these runs are plotted together
with the estimated standard deviations, indicated by error bars. It should be noted that the
expectation of the maximal mesh width is now 2=m.
The results on these random grids are more or less the same as on the uniform grids.
Apparently we still have third order convergence for the mean values if  = 1. Consistency on
nonuniform meshes is discussed later but those results will not be detailed enough to capture
this feature.
Finally we also present results with limiting in Figure 2.4. To obtain the results for the
spatial discretizations we used the explicit time stepping (1.7) with very small time steps, so
that temporal errors are negligible. A limiter can be applied after each time step as follows:
given approximations wi; ewi at time level tn the rst moments ewi are adjusted according to
ewi :=M( ewi; wi+1 − wi; wi − wi−1) (2:9)
with minmod function M dened by
M(a; b; c) =
(
sign(a) min(jaj; jbj; jcj) if sign(a) = sign(b) = sign(c),
0 otherwise.
9
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Figure 2.2. L2-errors versus 1=m with mean-values (left) and global solution (right) for linear convection
on uniform grids. Results for  = 1 (solid),  = 2=3 (dashed) and  = 1=3 (dash-dot).
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Figure 2.3. L2-errors versus 1=m with mean-values (left) and global solution (right) for linear convection
on random grids. Results for  = 1 (solid),  = 2=3 (dashed) and  = 1=3 (dash-dot).
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Figure 2.4. L2-errors versus 1=m with mean-values (left) and global solution (right) for linear convection,
uniform grids with limiting. Results for  = 1 (solid),  = 2=3 (dashed) and  = 1=3 (dash-dot).
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This is a standard limiter due to van Leer [18], see also [20] or [7] for other choices. For
the smooth solution in this example such limiting is not necessary, in fact it will decrease
the accuracy near extremal values. We take it into consideration since limiting is necessary
for nonsmooth solutions, and the results here indicate the accuracy that can be expected in
regions where the solution is smooth with extremal values. Note that in a region where the
solution is smooth without extremal values the generic case is sign( ewi) = sign(wi+1 − wi) =
sign(wi − wi−1) with ewi having the smallest modulus, so there the limiter will not be active.
The result of Figure 2.4 shows that with limiting there is very little dierence between
the three values of . Apparently the accuracy is determined here by the limiter, not by the
underlying scheme. Results with limiting on nonuniform meshes were also obtained but these
were very similar to the uniform case.
3 Stability for linear convection { nonuniform grids
In this section stability of the spatial discretization (1.5) is considered for the linear convection
equation ut + ux = 0 on nonuniform grids. We consider the following norm on the space M1,
kwk =
 mX
j=1
hjw
2
j +
1
3
hj ew2j1=2: (3:1)
If  = 1 this is just the L2-norm k  k2 on M1. For other  > 0 it is equivalent to this norm,
p
kwk  kwk2  kwk:
Due to this norm equivalence, stability in the norm k  k also implies stability in the L2-norm.
Denote hy; zi = Pmj=1 yjzj , jzj = hz; zi1=2 and let E stand for the backward shift operator
(Ez)i = zi−1 for z 2 Rm:
If we have periodicity in space, we use the convention z0 = zm. With a Dirichlet condition at
the inflow boundary x = 0 we put z0 = 0. This last choice corresponds with a homogeneous
Dirichlet condition, which we consider here since stability deals with the dierence between
solutions, and we assume there is no perturbation on the given boundary data.
From (1.5), with f(u) = u, g(u) = 0, we see that
1
2
d
dt
kwk2 =
mX
j=1
hjwj
dwj
dt
+
1
3
hj ewj d ewj
dt
=
= hw; (E − I)w + (E − I) ewi − h ew; (E − I)w + (E + I) ewi =
= −jwj2 − j ewj2 + hw − ew;E(w + ew)i:
Note that due to the choice of norm, the parameter  no longer appears in this expression.
Therefore we can follow the arguments of Cockburn [7, Lem.3.1] to prove stability. For com-
pletion these arguments are repeated here.
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Consider
#(w) =
 m0X
j=1
[w]2j−1=2
1=2
(3:2)
where [w]j−1=2 denotes the jump at xj−1=2,
[w]j−1=2 = −w(x−j−1=2) + w(x+j−1=2) = −(wj−1 + ewj−1) + (wj − ewj);
and where(
m0 = m and w0 = wm; ew0 = ewm for the periodicity condition,
m0 = m+ 1; wj = ewj = 0 (j = 0;m+ 1) for the Dirichlet condition.
Consider rst the case with periodicity condition. Then we have
#(w)2 = jE(w + ew)− (w − ew)j2 =
= jE(w + ew)j2 + jw − ewj2 − 2hw − ew;E(w + ew)i =
= 2jwj2 + 2j ewj2 − 2hw − ew;E(w + ew)i:
Likewise for the Dirichlet condition we obtain
#(w)2 = jE(w + ew)− (w − ew)j2 + jwm + ewmj2 =
= 2jwj2 + 2j ewj2 − 2hw − ew;E(w + ew)i:
By combining the above formulas, the following result follows.
Theorem 3.1. For the spatial discretization (1.5) of the linear convection equation (2.1), it
holds that
d
dt
kw(t)k2 = −#(w(t))2:
2
It should be emphasized that the above result is a straightforward modication of Lemma
3.1 in Cockburn [7]. It is a modication in the sense that we allow  6= 1 and Dirichlet
conditions. The result of Cockburn is more general since it also applies to higher order DG
schemes.
Results in other norms, for instance max-norm or L1-norm, are lacking. However, numer-
ical experiments do indicate that the scheme is also stable in these norms. As an illustration
we plotted in the Figures 3.1, 3.2 the time evolution of k exp(tA)k with the L2-norm and max-
norm. Here A is the dierence operator on R2m such that (2.2) assumes the form w0(t) = Aw(t)
in the vector notation (1.6) (see also (2.4),(2.5)). A homogeneous Dirichlet boundary condi-
tion is imposed at x = 0. In Figure 3.1 the mesh width is uniform h = 1=m. For the plots in
Figure 3.2 the mesh widths hj were chosen randomly as in Section 2.5 to obtain a partitioning
for 0  x  L = 1. Results are presented here for  = 1; 23 and m = 50. With  = 13 and
other choices of m the results were similar.
The numerical results with the random grids are not very dependent on the actual grid
choice. Results for two repeated experiments are also plotted in Figure 3.2, indicated with
12
dotted lines; these are not well visible since for a large part these results nearly coincide
with the original experiment, illustrating the insensitivity with respect to the grid choice.
Further we note that in Figure 3.1 with  = 2=3 we do not have k exp(tA)k2  1; for small
t we get a bound slightly larger than 1. The result for the scaled norm (3.1) implies that
k exp(tA)k2 
p
1=, which gives a bound 1.22 approximately, but it is obvious from the
plots that this is an over-estimation. The fact that k exp(tA)k tends to 0 rapidly for t > 1 is a
consistency property. Since we use a homogeneous inflow condition for ut+ux = 0; 0  x  1,
the exact solution operator for this equation equals 0 for t > 1.
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Figure 3.1. Stability bounds with m = 50 on uniform grid. Plots of k exp(tA)k as function of t in
max-norm (dashed) and L2-norm (solid). Left picture for  = 1, right picture for  = 2=3.
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Figure 3.2. Example of stability bounds with m = 50 on random grids. Plots of k exp(tA)k as
function of t in max-norm (dashed) and L2-norm (solid). Dotted lines indicate repeated experiments.
Left picture for  = 1, right picture  = 2=3.
Finally we note that the above stability results for linear convection are easily generalized
to include a stable linear reaction term. For the equation
ut + ux = γu; γ < 0;
the semi discrete system will read w0(t) = Aw(t) +Bw(t) with Bw = γ[w; 0]T in scheme (1.5)
or with Bw = γw = γ[w; ew]T using higher order quadrature to evaluate the g terms in (1.4).
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In both cases it follows directly that
1
2
d
dt
kwk2  −jwj2 − j ewj2 + hw − ew;E(w + ew)i = −#(w)2:
4 Consistency { nonlinear equations
In this section we shall consider the spatial truncation errors up to the O(h2) level for non-
linear equations (1.1) on nonuniform grids. For linear equations on nonuniform grids without
limiting, convergence can then be proved as in Section 2 by using the above stability results.
At the end of this section numerical results are presented that show the relevance for nonlinear
equations with limiting. We shall consider both the scheme (1.5), with midpoint quadrature,
and the scheme that uses higher order (Simpson) quadrature.
4.1 Midpoint quadrature
Consider scheme (1.5) for a scalar convection-reaction equation on a nonuniform grid with
mesh widths hi = xi+1=2 − xi−1=2 and xi = 12(xi−1=2 + xi+1=2). Let i = hi−1=hi and assume
that i is bounded by some xed constant.
For convenience it is assumed that f 0(u)  0 for any u, so that the numerical fluxes are
given explicitly by
fi+1=2 = f(wi + ewi):
The local truncation errors of scheme (1.5) are thus given by
i =
d
dt
ui − 1
hi

f(ui−1 + eui−1)− f(ui + eui)− g(ui); (4:1a)
ei = d
dt
eui + 3
hi

f(ui−1 + eui−1)− 2f(ui) + f(ui + eui): (4:1b)
Guided by the previous analysis for linear equations on uniform grids we consider
ui(t) = u(xi; t) + h2i(xi; t); eui(t) = 12hiux(xi; t) + h2i (xi; t); (4:2)
with smooth functions ; to be determined later. Then
ui(t) + eui(t) = u(xi+1=2; t)− 18h2i uxx(xi; t) + h2i(xi; t) +  (xi; t)+O(h3i );
and hence we have
f(ui(t) + eui(t)) = f(u(xi+1=2; t)) +
+ h2i f
0(u(xi; t))

−18uxx(xi; t) + (xi; t) +  (xi; t)

+O(h3i );
f(ui−1(t) + eui−1(t)) = f(u(xi−1=2; t)) +
+ 2i h
2
i f
0(u(xi; t))

−18uxx(xi; t) + (xi; t) +  (xi; t)

+O(h3i ):
Further it is easily found that
f(ui(t)) = f(u(xi; t)) + f 0(u(xi; t))h2i (xi; t) +O(h4i );
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g(ui(t)) = g(u(xi; t)) +O(h2i );
d
dt
ui = −f(u(xi; t))x + g(u(xi; t)) +O(h2i );
d
dt
eui = 12hi−f(u(xi; t))xx + g(u(xi; t))x+O(h2i ):
For the local truncation errors we thus obtain the following expressions, with all terms on the
right hand side evaluated in the point (xi; t),
i = −(1− 2i )hif 0(u)

1
8uxx − −  

+O(h2i ); (4:3a)
ei = (−12 + 34)hif(u)xx + 12hig(u)x + 3(1 + 2i )hif 0(u)(−18uxx + +  ) −
− 6hif 0(u)+O(h2i ):
This last expression can be written as
ei = −12hif 0(u)uxx + (−12 + 34)hif 00(u)u2x + 12hig0(u)ux + 6hif 0(u) +
+ 3(1− 2i )hif 0(u)(18uxx − −  ) +O(h2i ):
(4:3b)
If f 0(u) 6= 0, or more generally if f 0(u)−1f 00(u)u2x and f 0(u)−1g0(u)ux are bounded, then
we can choose  ;  such that
 =
1
12
uxx − (18 −
1
12
)f 0(u)−1f 00(u)u2x −
1
12
f 0(u)−1g0(u)ux;
 = 18uxx −  ;
to obtain the second order estimate i; ei = O(h2i ):
The assumption on f 0(u) seems essential: if we consider the degenerate case f  0 then
scheme (1.5) reduces to
d
dt
wi = g(wi);
d
dt
ewi = 0
and here we always have an order 1 truncation error for the second component ei. Note
however that this error does not aect i. In general, for nonlinear f , the choice ’ = 18uxx− 
leads to i = O(h2i ), ei = O(hi). Although Lemma 2.1 has been formulated only for linear
problems, it does suggest that also here we will have second order convergence of the mean
values.
4.2 Simpson quadrature
We compare the truncation errors of scheme (1.5) with those obtained for the scheme with
Simpson quadrature. Assuming as before that f 0(u)  0, this quadrature rule leads to local
errors
i =
d
dt
ui − 1
hi

f(ui−1 + eui−1)− f(ui + eui)+ 16g(ui − eui) + 4g(ui) + g(ui + eui); (4:4a)
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ei = d
dt
eui + 
hi

3f(ui−1 + eui−1)− f(ui − eui)− 4f(ui) + 2f(ui + eui) +
+

2

g(ui − eui)− g(ui + eui): (4:4b)
For the moment we still leave  > 0 unspecied, although  = 1 is a very natural choice here.
Insertion of
g(ui − eui) + g(ui + eui) = 2g(ui) + g00(ui)eu2i +    ;
into (4.4a) and of
f(ui − eui) + f(ui + eui) = 2f(ui) + f 00(ui)eu2i +    ;
g(ui − eui)− g(ui + eui) = −2g0(ui)eui +    ;
into (4.4b), shows by comparison with scheme (1.5) that we now have the truncation errors
i = 

i +O(h2i );ei = ei − 14hif 00(u)u2x − 12hig0(u)ux +O(h3i )
where i and ei are the truncation errors of scheme (1.5). From the expressions (4.3) we thus
nd that
i = −(1− 2i )hif 0(u)

1
8uxx − −  

+O(h2i ); (4:5a)ei = −12hif 0(u)uxx + 34(− 1)hif 00(u)u2x − 12(− 1)hig0(u)ux + 6hif 0(u) +
+ 3(1− 2i )hif 0(u)(18uxx − −  ) +O(h2i );
(4:5b)
where as in (4.3) the terms on the right hand side are all evaluated in (xi; t).
If  6= 1 the structure of the local errors is the same as with midpoint quadrature, but
 = 1 is a natural choice here since it corresponds to Simpson quadrature for all integrals in
(1.4). With this choice  = 1 we now obtain a uniform order 2 estimate for the (modied)
truncation errors, also if f 0(u) = 0. This is achieved with
 =
1
12
uxx and  =
1
24
uxx:
In conclusion, the use of higher order quadrature gives simpler truncation errors, but this
will only lead to an improved consistency for the rst moments in case f 0(u) = 0. If f 0(u) 6= 0
the structure of the truncations errors is the same as with scheme (1.5).
4.3 Numerical illustration
In the following gure the numerical solutions with midpoint and Simpson quadrature are
plotted for Burgers equation
ut = f(u)x; f(u) = 34u
2;
on 0  t  T = 12 , 0  x  L = 2, with initial step function u0(x) = 0 for 0 < x  12 and
u0(x) = 1 elsewhere, and with the inflow condition u(0; t) = 1. A uniform grid was used with
h = 1=25. We note that the values of L and T are chosen as before and the scaling factor
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3
4 in f(u) serves only to keep the signicant solution features within the spatial range. The
results at the output time T = 12 are given in Figure 4.1 for the slope limited DG
1 scheme
with midpoint quadrature and with Simpson quadrature. The results here are with  = 1
since Simpson quadrature makes little sense otherwise.
The results are very similar, Simpson quadrature only gives slightly better results near
f 0(u) = 0. This is in agreement with the above analysis. It should be noted however that
these numerical results are with nonsmooth solutions and limiting, and therefore the previous
analysis only gives an indication for the actual results here.
0 0.5 1 1.5 2
−0.5
0
0.5
1
1.5
0.95 1 1.05 1.1
−0.05
0
0.05
0.1
0 0.5 1 1.5 2
−0.5
0
0.5
1
1.5
0.95 1 1.05 1.1
−0.05
0
0.05
0.1
Figure 4.1. Schemes with  = 1 for Burgers equation with midpoint quadrature (top) and Simpson
quadrature (bottom). Right pictures contain a zoom of the left ones near x = 1.
5 Temporal discretization
In this section some results are presented for the BDF2 type scheme (1.7). First we only
consider the explicit scheme for convection equations. After spatial discretization with the
DG1 scheme the resulting semi-discrete system reads
d
dt
w(t) = F (w(t)) (5:1)
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and the time discretization scheme is
wn = 43wn−1 − 13wn−2 + 23F (2wn−1 − wn−2): (5:2)
Here  > 0 is the time step and wn is the fully discrete discretization at time level tn = n .
For comparison we will also consider a 3-step TVD scheme of Shu [22]
wn = 34wn−1 +
1
4wn−3 +
3
2F (wn−1); (5:3)
and for theoretical purposes also the rst-order explicit Euler scheme
wn = wn−1 + F (wn−1): (5:4)
The methods (5.2),(5.3) are both second order accurate.
Below we shall refer to the stability region S of a time stepping method, which is the set of
values z =  2 C such that the method is stable for the complex, scalar test equation w0(t) =
w(t) with step size  . With the explicit Euler method we have S = fz 2 C : j1 + zj  1g
The stability regions of the second order methods (5.2) and (5.3) are plotted in Figure 5.1.
The boundaries of these regions were found from the root{locus curves, see [16].
−1.6 −1.4 −1.2 −1 −0.8 −0.6 −0.4 −0.2 0 0.2
−1
−0.8
−0.6
−0.4
−0.2
0
0.2
0.4
0.6
0.8
1
(5.3)
(5.2)
Figure 5.1. Stability regions of the methods (5.2) and (5.3).
5.1 Linear stability
Consider the spatial discretization (2.2) for the linear convection problem (2.1) on a uniform
grid without limiting. For this problem the explicit Euler scheme is unconditionally unstable
for any xed ratio =h, it is only stable under a severe step size restriction of the form
h−3=2  C, see Chavent & Cockburn [5]. The reason for this unfavourable restriction is the
fact that the stability region of the explicit Euler method fz 2 C : j1+zj  1g cannot contain
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all  with eigenvalues  given in Section 2.1. In the vicinity of the origin the eigenvalues
are too close to the imaginary axis.
With the second order methods (5.2) and (5.3) the stability regions, are better tted to
these eigenvalues, compare Figures 2.1 and 5.1. In Table 5.1 the stability restrictions are
given in terms of maximal Courant number =h. These stability restrictions have been found
experimentally from the requirement  2 S. It is obvious that smaller values of  allow
larger time steps, see also Figure 2.1. Furthermore the stability restriction with method (5.2)
is somewhat more relaxed than with (5.3).
(5.2) (5.3)
 = 1=3 0:44 0:35
 = 2=3 0:27 0:20
 = 1 0:20 0:14
Table 5.1. Maximal Courant numbers for stability of the methods (5.2), (5.3).
It can be shown that the eigenvalue condition  2 S is sucient here for having stability
with periodicity in space, by the observation that eigenvectors of the Fourier transform bA are
orthogonal with respect to a scaled inner product on C2, see Section 2.1.
Stability for the equation ut + ux = γu with the implicit-explicit scheme (1.7) and γ < 0
arbitrary, follows from [12], under the condition that the Courant number is such that the
explicit scheme is stable for the case γ = 0.
5.2 TVD properties
Consider the scalar equation ut + f(u)x = 0 and spatial discretization with the DG1 scheme
and with the slope limiter (2.9). For v 2M1 with v(x) = vi1 Ci(x) + evi’i(x) on Ci as in (1.3),
let
jvj
TV
=
m−1X
j=1
jvj − vj+1j:
This corresponds to the total variation of the mean values vj . The time stepping method
is called TVD (total variation diminishing) for the present spatial discretization if jwnjTV is
nonincreasing in n.
Let  = h−1 max jf 0(u)j be the Courant number. Then the explicit Euler method is TVD
for   12 , see Cockburn [7] for instance. For method (5.3) the TVD property holds under the
condition   14 . This easily follows from the result for Euler’s method, together with
jwnjTV  34 jwn−1 + 2F (wn−1)jTV + 14 jwn−3jTV :
In fact this method was constructed such that it can be written as a convex combination of
Euler steps, see Shu [22]. We note this way of proving the TVD property is closely related to
results on the preservation of positivity obtained by Bolley & Crouzeix [2].
The above explicit BDF2 type scheme cannot be written as such a convex combination
of explicit Euler steps. Yet it can be shown that this scheme is TVD by taking starting
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procedures into consideration. Let
vn = 2wn − wn−1:
Then the recursion (5.2), n  2, can also be written as
vn = vn−1 + 43F (vn−1) + (
5
3 − 2)wn−1 − (23 − )wn−2; (5:6)
where we shall take  = 23 or
5
6 .
First consider the case were the rst approximation w1 is calculated with the Euler scheme,
w1 = w0 + F (w0): (5:7)
Then v1 = w0 + 2F (w0), and consequently we have
jw1jTV  jw0jTV ; jv1jTV  jw0jTV
whenever   14 . The proof of the TVD property can now be given by induction: assuming
that max(jwn−1jTV ; jvn−1jTV )  jw0jTV and   14 , we obtain from (5.6) with  = 23 ,
jvnjTV  23 jvn−1jTV + 13 jwn−1jTV  jw0jTV ;
and also
jwnjTV = j12vn + 12wn−1jTV  jw0jTV :
Hence, (5.2) with (5.7) is TVD provided that   14 .
Using formula (5.6) with  = 56 this can be slightly improved, but then we need an other
starting procedure. Consider the explicit trapezoidal rule
w1 = w0 + F (w0); w1 = w0 +
1
2F (w0) +
1
2F (w

1): (5:8)
Note that we have w1 = 12w0 +
1
2(w

1 + F (w

1)). Hence v1 = w

1 + F (w

1), and using
induction we thus see from (5.6) with  = 56 that the combination of (5.2), (5.8) is TVD under
the restriction   516 .
In conclusion, both with respect to stability and TVD the explicit BDF2 type method (5.2)
has a slight advantage over the 3-step scheme (5.3). Moreover (5.2) combines in a natural way
with the implicit BDF2 scheme as in (1.7) to treat sti terms, whereas for (5.3) no implicit
counterpart with comparable favourable stability properties is known. Stability results for the
combined implicit-explicit scheme (1.7) can be found in [1, 10, 12].
Remark. The above TVD results are related to results on positivity preservation given in
[17, 24]. Note that we also have TVD results for the explicit Euler method for xed Courant
number   12 whereas the underlying non-limited scheme is unstable for xed Courant num-
bers. This inherent instability manifests itself with limiting by strong compression, where
smooth proles are turned into staircase shaped proles.
Further we note that apart from (5.6), the vectors vn = 2wn − wn−1 also satisfy the
recursion
vn = 43vn−1 − 13vn−2 + 43F (vn−1)− 23F (vn−2);
for n  3. This is a standard explicit linear multi-step formula, whereas (5.2) is a so-called
one-leg formula, see [11, 16]. The above shows that for this linear multi-step formula the total
variation of the means will stay bounded for   516 , provided special starting procedures are
considered to calculate v1 and v2.
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5.3 Numerical test { accuracy versus CPU
In this section a numerical test is considered to determine which values of  are optimal in
terms of accuracy versus cpu time for non-smooth solutions with limiting. We saw in Section
2 that  = 1 gives the best spatial accuracy, but on the other hand with smaller values of  a
larger time step is allowed.
As test example we regard a simple adsorption-desorption model. Consider a given external
flow eld q together with unknown dissolved concentration u and adsorbed concentration v.
The evolution of the concentrations is given by the system of convection-reaction equations
ut + (qu)x = k

v −  (u)

;
vt = −k

v −  (u)
 (5:9)
where k > 0 is the reaction rate and
 (u) =
k1u
1 + k2u
describes the steady state ratio between u and v, see [14] for related examples. In the limit
k !1 we have v =  (u), or
(u+  (u))t + (qu)x = 0;
which can be formulated as a nonlinear hyperbolic equation in standard form for w = u+ (u),
wt + (q(w))x = 0; (5:10)
with  implicitly dened by the relation
w = u+  (u) =) u = (w):
We shall take the values k = 1000, k1 = k2 = 100, and we solve equation (5.9) as a
sti convection-reaction system using the method (1.5){(1.7). The velocity q is spatially
homogeneous and given by
q(t) =

1 if t  1,
−1 if t > 1.
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Figure 5.2. Adsorption-desorption test (5.9). Plots of dissolved concentration u (left) and total
concentration u+ v (right) at time t = 1 (dashed) and t = 54 (solid).
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The initial condition is u; v  0, and we have given boundary conditions u(0; t) = 1 for t  1,
u(1; t) = 0 for t > 1. The equation is considered on the time interval 0  t  T = 54 . An
illustration of the solution is given in Figure 5.2, where the dissolved concentration u and total
concentration u+ v is plotted as function of x at time t = 1 and t = T = 54 .
For this large value of k the solution is almost identical to (5.10). We consider (5.9) since
it presents a relatively simple example of more general convection-reaction systems. In the
numerical solution (1.5){(1.7) the slope limiter (2.9) is applied after each time step. For the
time step (1.7) a nonlinear algebraic system of the form
u = U + 23k

v −  (u)

; v = V − 23k

v −  (u)

has to be solved where U; V contain past information and the (explicit) convection update.
We have v = V + U − u so actually it is an algebraic relation for u only. This is solved with
Newton iteration where care should be taken to end up on the correct branch u  0 of the
quadratic algebraic relation. This can easily be achieved here by starting the Newton iteration
with initial guess u = 0 instead of u = U , which might seem more natural. This argument
indicates that spatial discretization with higher order quadrature, giving an algebraic system
for u; eu would already for this simple test example be much more cumbersome.
In the numerical test we compared the three parameter values  = 13 ;
2
3 ; 1. The step size
 was chosen as 1=N with N is a multiple of 4, so as to have T = 54 as step point, and such
that the Courant restriction of Table 5.1 is satised. So if we write N0 = 4d(4Ch)−1e with C
the entry for (5.2) in Table 5.1 and with de denoting upward integer rounding, then  = 1=N0
corresponds to the maximal time step allowed for stability of explicit method for convection.
With  = 13 this is larger than the step size needed to ensure the TVD property, and indeed
slight oscillations were observed in the rarefaction wave that is formed for t > 1. Therefore
also the choice  = 1=(2N0) is considered in the test. In Figure 5.3 the Euclidian mean-value
errors in u + v are plotted as function of the inverse of cpu time (in seconds for a matlab
program on a Sun ultra 5 workstation) with number of points in space m = 25; 50; 100; 200;
an accurate reference solution was calculated with m = 800 and small time steps.
10−2 10−1 100
10−2
10−1
10−2 10−1 100
10−2
10−1
" k"k2
cpu−1−!
" k"k2
cpu−1−!
Figure 5.3. Mean errors k"k2 of total concentration u+ v at output time t = 54 as function of the
inverse of cpu timings for  = 1 (-marks),  = 23 (-marks) and  = 13 (o-marks). Left plot with
N = 2N0, right plot with N = N0.
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From Figure 5.3 the following observations can be made. The value  = 13 gives larger
spatial errors than  = 23 ; 1, but due to the fact that larger time steps are allowed this value
comes out slightly better than the larger ones with respect to eciency. The dierence is
not very large; in this test the value  = 1 requires roughly twice the cpu time of  = 23 to
achieve a certain accuracy level. Taking the step size close to the stability limit introduces
a signicant temporal error. Taking  = 1=(2N0) has almost the same eciency. Finally we
note that in this test the convergence rates are approximately O(h1), due to the fact that the
solution is not continuous for t < 1. Moreover, if h is decreased by a factor 2 the amount of
work increases almost by a factor 4, since also twice as many time steps are needed.
5.4 Conclusions and remarks
Based on the tests in Section 2.5 and 5.3 the following conclusions can be drawn. Use of
midpoint quadrature in (1.4) leads to a numerical scheme that is very suited for implicit-
explicit time integration by a method such as (1.7). Higher order quadrature seems to oer
only very small advantages in accuracy, see Section 4, but it leads to much more complicated
(time consuming) implicit relations if sti reactions are present. Of course, these conclusions
for 1D problems cannot be directly generalized to multi-dimensional problems but the results
here indicate that the use of low order quadrature is favourable in important situations.
If the solution is smooth and no limiting is applied then taking  = 1 is optimal with
respect to spatial accuracy. For non-smooth solutions with limiting the advantage in accuracy
with  = 1 almost vanishes and then taking smaller values of  can have clear advantages since
larger step sizes can be taken. Although the eciency of the various  values was comparable
in the above test, for larger reactive systems the increase in step size allowed with  = 13 will
yield a more pronounced gain in eciency.
Diusion has not been considered here. The standard approach would be by a mixed
formulation as presented in Chavent & Jare [6]. Formally, with an inverse mass matrix, the
resulting system can then still be written in the form (1.6) where G then also contains the
discretized diusion, and thus the method (1.7) can still be applied with implicit diusion
treatment as for the case of a sti reaction term. More recently, dierent diusion imple-
mentations have been considered in [3, 9] where the diusion is treated completely within the
discontinuous Galerkin approach.
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