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Abstract
Density estimation is a classical problem in statistics and has received considerable attention when
both the data has been fully observed and in the case of partially observed (censored) samples. In
survival analysis or clinical trials, a typical problem encountered in the data collection stage is that
the samples may be censored from the right. The variable of interest could be observed partially due
to the presence of a set of events that occur at random and potentially censor the data. Consequently,
developing a methodology that enables robust estimation of the lifetimes in such setting is of high interest
for researchers.
In this paper, we propose a non-parametric linear density estimator using empirical wavelet coefficients
that are fully data driven. We derive an asymptotically unbiased estimator constructed from the complete
sample based on an inductive bias correction procedure. Also, we provide upper bounds for the bias and
analyze the large sample behavior of the expected L2 estimation error based on the approach used by
Stute (1995), showing that the estimates are asymptotically normal and possess global mean square
consistency.
In addition, we evaluate the proposed approach via a theoretical simulation study using different
exemplary baseline distributions with different sample sizes. In this study, we choose a censoring scheme
that produces a censoring proportion of 40% on average. Finally, we apply the proposed estimator to
real data-sets previously published, showing that the proposed wavelet estimator provides a robust and
useful tool for the non-parametric estimation of the survival time density function.
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1 Introduction
Density estimation is a classical problem in statistics and has received considerable attention when both
the data has been fully observed and also in the case of partially observed (censored) samples. See [1, 2, 3]
for thorough discussions about this topic. In areas such as survival analysis, the estimate of the lifetime
density function is of a major importance. In fact, the knowledge of how the lifetimes behave in medical
follow-up research or reliability analysis is paramount to get insights, draw conclusions, derive results, make
comparisons and/or characterize the underlying death/failure process.
In general, the density estimation problem can be approached from either a parametric or non-parametric
perspective. In the first case, an assumption is made about the particular distribution or family of distribu-
tions to which the density of interest belongs. As can immediately be observed, that approach causes the
estimated function to be completely dependant on the such assumption which may prove of high benefit in
the case when it is correct or close-to correct. However, if the elicited family for the target density is not
correct, the parametric approach may lead to unsatisfactory results.
Because of the uncertainty about parametric family, the non-parametric approach for density estimation
has become a popular topic of research in statistics. In particular, popular methods for density estimation
include kernel and nearest neighbors methods [4]. Another approach for the aforementioned problem consists
of the use of orthogonal series (see [5, 6]). In this approach. wavelets can be utilized since they can generate
orthonormal bases for functions belonging to L2(R).
One of the first uses of wavelets in density estimation could be traced back to papers by Doukhan and Leon
(1990), Antoniadis and Carmona (1991) Kerkyacharian and Picard (1992) and Walter (1992). Moreover,
due to their locality in both time and frequency and their exceptional approximation properties, wavelets
provide a good choice for density estimation. See e.g. Meyer (1992), Daubechies (1992)[7], Donoho and
Johnstone (1994, 1995, 1998) for detailed discussions about the properties of wavelets in this context. Also,
in Vidakovic (1999)[8] an extensive and thorough discussion of wavelets and their application in statistical
modeling can be found.
Even though wavelets offer major advantages for curve estimation, there is a potential problem associated
with their use in density estimation: there is no guarantee that the estimates are positive or integrate to 1
when using general scaling functions φ. As described in [4], the negative values may appear often in the tails
of the target distribution. Nonetheless, that can be addressed; a possible remedial approach is the estimation
of the square root of the density which allows then to square back to get a non-negative estimate integrating
to 1 (as can be see in Pinheiro and Vidakovic (1997) [9]).
In survival analysis or clinical trials, a typical problem encountered in the data collection stage is that
the samples may be censored from the right. The variable of interest may be prevented to be fully observed
due to the presence of random events (typically assumed to be independent of the variable of interest) and
potentially censor the data. A common example of right censoring in clinical trials is the situation in which
a patient leaves the study before its termination or was still alive by the end of the observation period. In
these cases, only a subset of the observations are fully observed lifetimes; the others are partially observed
and it is only known that the actual lifetime was greater than equal to the time at which the subject ceased
to be observed (i.e. the censored time).
Let X1, ..., XN be i.i.d. survival times with a common unknown density function f . Also, let T1, ..., TN be
i.i.d. censoring times with a common unknown density g. Typically (and in the sequel) it is assumed that for
i = 1, ..., N Xi ⊥ Ti (here, ⊥ stands for statistical independence). In the context of partially observed data,
instead of fully observing X1, ..., XN , we observed an i.i.d. sequence {Yi , δi}Ni=1, where Yi = min (Xi , Ti)
and δi = 1(Xi≤Ti). The function 1(·) stands for the indicator function.
In this paper, we propose a linear estimator based on an orthogonal projection onto a defined multireso-
lution space VJ using empirical wavelet coefficients that are fully data driven. We derive an asymptotically
unbiased estimator constructed from the complete sample based on a an inductive bias correction. Also, we
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provide estimates for the bias and large sample behavior of the expected L2 error based on the approach
used by Stute (1995). In addition, we evaluate the performance of the proposed estimator via a simulation
study using different exemplary unimodal and multimodal baseline distributions under different sample sizes.
For this purpose, we chose an exponential censoring scheme that produces a censoring proportion of 40%
on average. Finally, we apply the proposed estimator to real data-sets previously used in other published
results in the field of non-parametric density estimation.
Our results are based on wavelets periodic on the interval [0, 1] and are derived under the assumption
that both densities f and g are continuous and the survival function of the censoring random variable T is
bounded from below by an exponentially decaying function. Also, we assume that the scaling function φ is
absolutely integrable and the multiresolution space index J used for the projection is chosen as a function
of the sample size N as J = blog2(N) − log2(log(N))c. The only assumption that we impose on the target
density f is that it belongs to the s-sobolev space Hs.
1.1 Overview of previous and current work in the area
In the context of wavelets applied to density estimation with complete data, Donoho, et al. (1992) [10]
proposed a wavelet estimator based on thresholded empirical wavelet coefficients and investigate the minimax
rates of convergence over a wide range of Besov function classesBσpq. They choose the resolution of projection
spaces such that the estimator achieves the proper convergence rates. As it can be seen in recent literature,
their work is fundamental for subsequent research in the field.
A work by Vanucci (1998) [11] provides overview of different wavelet-based density estimators, empha-
sizing their properties and comparison with classical estimators. In her paper, the author provides a general
description of an orthonormal wavelet basis, focusing on the properties that are essential for the construction
of wavelet density estimators. Also, a description of linear and thresholded density estimators is provided.
This works constitutes a comprehensive reference for density estimation in the context of complete data.
Following the available results in the context of complete-data density estimation (i.e. no censoring),
Pinheiro and Vidakovic (1997) [9] propose estimators of the square root of a density based on compactly
supported wavelets. Their estimator is a bona-fide density with L1 norm equal to 1, taking care of possible
negative values resulting from the usual estimation of the density f .
Now in the context of density estimation with censored data, Antoniadis et al. (1999) [6] proposed a
wavelet method based on dividing the time axis into a dyadic number of intervals and counting the number
of occurrences within each one. Then, they use wavelets smoothers based on wavelets on the interval (see
[7]) to get the survival function of the observations. Also, they obtain the best possible asymptotic mean
integrated square error (MISE) convergence rate under the assumption that the target density f is r−times
continuously differentiable and the censoring density g is continuous.
Later on, Li (2003)[12] provides a non-linear wavelet-based density estimator under random censorship
that uses a thresholded series expansion of the sub-density f1(x) = f(x)1{x≤T} where T < τH and τH =
inf {x : FY (x) = 1}. This approach is based on compactly supported φ and ψ (father and mother wavelet,
respectively) and detail coefficients djk are thresholded according to d˜jk = dˆjk1{|dˆjk|>δ} for a suitable
defined threshold δ and parameter j = q for the wavelet expansion. In his work, Li provides and asymptotic
expansion for the MISE and calculate the convergence rates under smoothness and regularity assumptions
on the target density f . This work is then further extended in Li (2007) [13], where the minimax optimality
of the thresholded wavelet-based estimator is investigated over a large range of Besov function classes.
One of the most recent works in the context of censored data was developed by Zou and Liang (2017)
[14]. They define a non-linear wavelet estimator for the right censoring model in the case when the censoring
indicator δ is missing at random. They develop an asymptotic expression for the MISE which is robust
under the presence of discontinuities in f . Their estimator reduces to the one proposed by Li (2003) when
the censoring indicator missing at random does not happen and a bandwidth in non-parametric estimation
is close to zero.
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1.2 About Periodic Wavelets
For the implementation of the functional estimator, we choose periodic wavelets as an orthonormal basis.
Even though this kind of wavelets exhibit poor behaviour near the boundaries (when the analyzed function
is not periodic, high amplitude wavelet coefficients are generated in the neighborhood of the boundaries)
they are typically used due to the relatively simple numerical implementation and compact support. Also,
as was suggested by Johnstone (1994), this simplification affects only a small number of wavelet coefficients
at each resolution level.
Periodic wavelets in [0, 1] are defined by a modification of the standard scaling and wavelet functions:
φperj,k (x) =
∑
l∈Z φj,k(x− l) , (1)
ψperj,k (x) =
∑
l∈Z ψj,k(x− l) . (2)
It is possible to show, as in [15], that
{
φperj,k (x), 0 ≤ k ≤ 2j − 1, j ≥ 0
}
constitutes an orthonormal basis for
L2[0, 1]. Consequently, ∪∞j=0V perj = L2[0, 1], where V perj is the space spanned by
{
φperj,k (x), 0 ≤ k ≤ 2j − 1
}
.
This allows to represent a function f with support in [0, 1] as:
f(x) = 〈f(x), φper0,0 (x)〉φper0,0 (x) +
∑
j≥0
2j−1∑
k=0
〈f(x), ψperj,k (x)〉ψperj,k (x) . (3)
Also, for a fixed j = J , we can obtain an orthogonal projection of f(x) onto VJ denoted as PJ(f(x))
given by:
PJ(f(x)) =
2J−1∑
k=0
〈f(x), φperJ,k (x)〉φperJ,k (x) (4)
Since periodized wavelets provide a basis for L2([0, 1]), we have that ‖ f(x) − PJ(f(x)) ‖2→ 0 as J → ∞.
Also, it can be shown that ‖ f(x) − PJ(f(x)) ‖∞→ 0 as J → ∞. Therefore, we can see that PJ(f(x))
uniformly converges to f as J →∞. Similarly, as discussed in [7] it is possible to assess the approximation
error for a certain density of interest f using a truncated projection (i.e. for a certain chosen detail space
J). For example, using the s-th Sobolev norm of a function defined as:
‖ f(x) ‖Hs=
√∫
(1 + |x|2)s|f(x)|2dx , (5)
one defines the Hs sobolev space, as the space that consists of all functions f whose s-Sobolev norm
exists and is finite. As it is shown in [7]:
‖ f(x)−PJ(f(x)) ‖2≤ 2−J·s· ‖ f ‖Hs[0,1] . (6)
From (6), for a pre-specified  > 0 one can choose J such that ‖ f(x)−PJ(f(x)) ‖2≤ . In fact, a possible
choice of J could be:
J ≥ −
⌈
1
s
log2
(

‖ f ‖Hs[0,1]
)⌉
. (7)
Therefore, it is possible to approximate a desired function to arbitrary precision using the MRA generated
by a wavelet basis. In this context, extensive work has been done regarding the proper choice of the scale
level J for the estimator in the MRA. In fact, [16] suggests that the choice J = blog2(N) − log2(log(N))c
can guarantee consistency of the estimator, under the proper regularity conditions on the scaling functions
and underlying density f .
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2 Survival Density Estimation for right-censored data using Peri-
odized Wavelets
2.1 Problem statement, assumptions and derivation of the estimator for a den-
sity f(x).
Consider a sample of iid lifetimes (non-negative) of the form X˜1, ..., X˜N drawn from a random variable
X˜ ∼ f˜(·), with unknown density f˜ ∈ L2(R). Furthermore, let τX˜ = inf
{
x˜ : F˜X˜(x˜) = 1
}
, where F˜X˜(x˜)
corresponds to the cumulative density function (cdf) of the random variable X˜.
Define the target density (i.e. the density to be estimated) as f˜c(x˜) = f˜(x˜)1{x˜≤τX˜}, which corresponds
to f˜(·) constrained to the interval [0, τX˜ ]. This definition implies that f˜c(x˜) = f˜(x˜), for x˜ ≤ τX˜ .
From the observed sample X˜1, ..., X˜N , and a pre-specified τ > 0, define the normalized random variable
X = 1τ X˜. Then, it follows:
fX(x) = τ fX˜(τx)1
{
x≤ τX˜τ
} , (8)
for the domain-restricted density f˜c(x˜).
Remarks
(i) If τ = τX˜ the normalized random variable X has support in [0,1] with density given by f(x) = fX(x).
(ii) In practice, since f˜ is not known, it is possible to select τ = max
{
X˜1, ..., X˜N
}
; this, since in general
X˜(N)
P→ τX˜ where the operator
P→ denotes convergence in probability.
(iii) Note that the definition f˜c(x˜) = f˜(x˜)1{x˜≤τX˜} corresponds exactly to the conditional density f˜X˜|X˜≤τX˜ (x˜).
In the sequel, it will be assumed that the random variable X was obtained presented above, with a
probability density of the form (8).
Representing f(x) using Wavelets
Using a multiresolution analysis (MRA) based on periodized wavelets in [0, 1], the density f(·) can be
expressed as:
f(x) =
∑
j∈Z
∑
k≥0
djk · ψperjk (x) . (9)
Using the hierarchical structure of the MRA, for a pre-specified multiresolution scale J = J0, (9) can be
expressed as:
f(x) =
∑
k∈Z
cJ0,k · φperJ0,k(x) +
∑
j≥J0
∑
k∈Z
djk · ψperjk (x) , (10)
for φperjk (x) = 2
j
2φper(2jx− k), and ψperjk (x) = 2
j
2ψper(2jx− k) for j, k ∈ Z.
Because periodic extensions of wavelets in [0, 1] are used, the support of the scaling function φperjk (x) and
the wavelet function ψperjk (x) is [k · 2−j , (k + 1) · 2−j ] where k = 0, ..., 2j−1, and by the Strang-fix condition
j ≥ 0.
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From (10), the summation over the MRA scale index j goes from J0 to∞. This implies that it is possible
to approximate f(·) by truncating the summation up to scale index J∗. Therefore, it follows:
fˆJ∗(x) =
∑
k∈K(J0)
cJ0,k · φperJ0,k(x) +
J∗∑
j≥J0
∑
k∈K(j)
djk · ψperjk (x) , (11)
where K(J0) =
{
k ∈ N | 0 ≤ k ≤ 2J0−1} and K(j) = {k ∈ N | 0 ≤ k ≤ 2j−1}. In the sequel, the value of J∗
will be assumed to be selected as a function of the sample size N .
In the wavelet series approximation of f(·) defined by (11), the coefficients cJ0,k and djk are given by
the orthogonal projection of f(·) onto each subspace V perJ0 andW
per
j in the MRA
1. Here, V perJ0 andW
per
j corre-
spond to the functional spaces spanned by
{
φperJ0,k , 0 ≤ k ≤ 2J0 − 1
}
, and
{
ψperj,k , 0 ≤ k ≤ 2j − 1 , J0 ≤ j ≤ J∗
}
respectively. Using this definitions, it follows:
cJ0,k =
∫ 1
0
f(x) · φperJ0,k(x)dx = 〈f(x), φ
per
J0,k
(x)〉 , (12)
djk =
∫ 1
0
f(x) · ψperj,k (x)dx = 〈f(x), ψperj,k (x)〉 . (13)
Clearly, since f is a probability density, (12) and (13) can be represented as:
cJ0,k = Ef [φ
per
J0,k
(X)] , (14)
djk = Ef [ψperj,k (X)] . (15)
Substituting (14) and (15) in (11), fˆJ∗(x) takes the form:
fˆJ∗(x) =
∑
k∈K(J0)
Ef [φperJ0,k(X)] · φ
per
J0,k
(x) +
J∗∑
j≥J0
∑
k∈K(j)
Ef [ψperj,k (X)] · ψperjk (x) . (16)
Using (16) and assuming X1, ..., XN ∼ f(·) are iid, for f(·) unknown, it is possible to estimate the coefficients
cJ0,k and djk from the sample as follows:
c˜J0,k =
1
N
N∑
i=1
φperJ0,k(Xi) , (17)
d˜j,k =
1
N
N∑
i=1
ψperj,k (Xi) . (18)
Therefore, the data-driven estimated density fˆJ∗(x) can be expressed as:
fˆJ∗(x) =
∑
k∈K(J0)
(
1
N
N∑
i=1
φperJ0,k(Xi)
)
· φperJ0,k(x) +
J∗∑
j≥J0
∑
k∈K(j)
(
1
N
N∑
i=1
ψperj,k (Xi)
)
· ψperjk (x) . (19)
From (19), it follows that fˆJ∗(x) was constructed based on fully observed realizations of the lifetime
random variable X. Therefore, a natural extension is the modification of (19) to allow the introduction of
partially observed (censored) samples; in particular, we will focus on the case of right-censored data.
1In fact, from the MRA approach we have that V perJ∗ = V
per
J0
⊕ ∪J∗j=J0W
per
j .
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2.2 Estimating fˆJ∗(x) in the case of partially observed data.
Consider a random variable X that is distributed with an unknown density f(x). Furthermore, suppose an
observed sample {Yi, δi}Ni=1 that is composed on both fully, and partially observed realizations of X. In the
sample, Yi is defined as:
Yi = min (Xi, Ti) i = 1, ..., N , (20)
for T1, ..., TN being iid random variables from an unknown distribution T ∼ g(t), which is the right-censoring
sequence that causes some realizations from X to be partially observed, and is assumed to be independent
of X. Also δi, representing the censoring indicator, is defined as:
δi = 1(Xi≤Ti) i = 1, ..., N , (21)
where 1(Xi≤Ti) = 1 if and only if (Xi ≤ Ti) and 0 otherwise. Therefore, δi = 0 represents a life-time Xi that
was observed only up to time Ti, for which we can only conclude that Xi > Ti.
Since the observed data is {Yi, δi}Ni=1, from (20) and (21), the joint distribution of the pair (Y, δ) can be
obtained as follows:
P(Y ≤ y, δ = 1) = P (min(X,T ) ≤ y,X ≤ T )
=
∫ y
−∞
P (T ≥ x) f(x)dx
=
∫ y
−∞
(1−G(x)) f(x)dx , (22)
where G(x) = P (T ≤ x). Similarly, for P(Y ≤ y, δ = 0) and a fixed y, it follows:
P(Y ≤ y, δ = 0) = P (min(X,T ) ≤ y,X > T )
=
∫ +∞
−∞
P (T ≤ min(x, y)) f(x)dx
=
∫ y
−∞
P (T ≤ x) f(x)dx+
∫ +∞
y
P (T ≤ y) f(x)dx
=
∫ y
−∞
G(x)f(x)dx+G(y)
∫ +∞
y
f(x)dx
=
∫ y
−∞
G(x)f(x)dx+G(y)(1− F (y)) . (23)
From (22) and (23) it follows:
fY,δ(y, δ) = f(y)
δ(1−G(y))δg(y)1−δ(1− F (y))1−δ . (24)
Similarly, from (24), the marginal density of the complete-data sample Y can be expressed as:
fY (y) = fX(y)(1−GT (y)) + gT (y)(1− FX(y)) , (25)
where the subscripts X and T are placed to emphasize the relation between each density function and its
corresponding random variable.
Assuming 0 < GT (y) < 1, f(x), from (25) it follows that f(x) can be expressed as:
fX(y) =
fY (y)
1−GT (y) −
(1− FX(y))gT (y)
1−GT (y) . (26)
As was mentioned in 2.1, the next sections assume that the observed data has been normalized according to
τ = max {Y1, ..., YN}, to restrict the support of the random variable X to the interval [0, 1].
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2.2.1 Complete Data Estimator
From (17) and (18), (25) and (26), the wavelet coefficients cJ0,k in the orthogonal wavelet expansion can be
expressed as:
cJ0,k =
∫ 1
0
f(x) · φperJ0,k(x)dx
=
∫ 1
0
(
fY (y)
1−GT (y) −
(1− FX(y))gT (y)
1−GT (y)
)
· φperJ0,k(x)dx .
Therefore:
cJ0,k = EY
[
φperJ0,k(Y )
(1−G(Y ))
]
− ET
[
(1− F (Y ))φperJ0,k(Y )
(1−G(Y ))
]
. (27)
Similarly, for the coefficients dj,k, it follows:
dj,k = EY
[
ψperj,k (Y )
(1−G(Y ))
]
− ET
[
(1− F (Y ))ψperj,k (Y )
(1−G(Y ))
]
. (28)
Remarks:
(i) Expressions (27) and (28) are valid assuming 0 < G(y) < 1 for y ∈ [0, 1].
(ii) In the case of non-censored data, G = δ∞ (i.e. Dirac at ∞) and, for i = 1, ..., N δi = 1. Therefore,
fY,δ = f(x). Thus, (27) and (28) collapse into 1N
∑N
i=1 φ
per
Jk (Yi) and
1
N
∑N
i=1 ψ
per
Jk (Yi) respectively,
which is the usual orthogonal-series density estimator scheme.
Using an empirical approach as in (17) and (18), it follows:
c˜J0,k =
1
N
N∑
i=1
φperJ0,k(Yi)
1−G(Yi) −
1
N
N∑
i=1
1(δi=0)(1− F (Yi))φperJ0,k(Yi)
(1−G(Yi)) , (29)
provided 0 < G(Yi) < 1, for i = 1, ..., N .
Finally, the data-driven estimated density fˆJ∗(x) can be expressed as:
fˆJ∗(x) =
∑
k∈K(J0)
(
1
N
N∑
i=1
αφi · φperJ0,k(Yi)
)
· φperJ0,k(x) +
J∗∑
j≥J0
∑
k∈K(j)
(
1
N
N∑
i=1
αψi · ψperj,k (Yi)
)
· ψperjk (x) , (30)
where:
αφi = α
ψ
i =
1
1−G(Yi) −
1(δi=0)(1− F (Yi))
1−G(Yi) , (31)
for i = 1, ..., N .
As can be seen from (30) and (31), the computation of (30) implies addressing the following issues:
(i) Estimation of G(Yi) and F (Yi) for i = 1, ..., N .
(ii) Computation of αφi , for i = 1, ..., N .
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(iii) Computation of φperJ0,k(Yi) and ψ
per
j,k (Yi) for i = 1, ..., N , j = J0, ..., J
∗ and 0 ≤ k ≤ 2j−1.
Naturally, G(Yi) and F (Yi) can be obtained using the Kaplan-Meier estimator, which is well known for
its robustness in the presence of censored data. Similarly, φperJ0,k(Yi) and ψ
per
j,k (Yi) we can computed using
Daubechies-Lagarias algorithm.
Denote
{
(Y(i), δ˜(i))
}N
i=1
as the ranked sample {(Yi, δi)}Ni=1 with respect to Yi, where δ˜(i) = 1− δ(i). Using
Kaplan-Meier, it follows:
GˆN (Y(i)) = Gˆ(Y(i)) =
i∑
k=1
 δ˜(k)
N − k + 1
k−1∏
j=1
(1− δ˜(j)
N − j + 1)
 , (32)
FˆN (Y(i)) = Fˆ (Y(i)) =
i∑
k=1
 δ(k)
N − k + 1
k−1∏
j=1
(1− δ(j)
N − j + 1)
 , (33)
for i = 1, ..., N . Thus, the estimated density fˆJ∗(x) can be expressed as:
fˆJ∗(x) =
∑
k∈K(J0)
(
1
N
N∑
i=1
αφ(i) · φperJ0,k(Y(i))
)
· φperJ0,k(x)
+
J∗∑
j≥J0
∑
k∈K(j)
(
1
N
N∑
i=1
αψ(i) · ψperj,k (Y(i))
)
· ψperjk (x) , (34)
where:
αφ(i) = α
ψ
(i) =
1
1− Gˆ(Y(i))
− 1(δi=0)(1− Fˆ (Y(i)))
1− Gˆ(Y(i))
, (35)
for 0 < Gˆ(Y(i)) < 1, i ∈⊂ {1, ..., N}, K(J0) =
{
0, 1, ..., 2J0 − 1}, and K(j) = {0, 1, ..., 2j − 1; j ≥ J0}.
From section 1.2, for a properly chosen multiresolution index J , the estimated density fˆJ(x) can be
approximated by a truncated projection PJ(f(x)) onto a multiresolution space VJ spanned by the functions{
φperJk , 0 ≤ k ≤ 2J − 1
}
. Under this setting, fˆJ∗(x) takes the form:
fˆJ(x) =
2J−1∑
k=0
˜cJk · φperJ,k (x) , (36)
where:
˜cJk =
1
N
N∑
i=1
αφ(i) · φperJ,k (Y(i)) . (37)
2.2.2 Partial-Data Estimator assuming G(y) is known.
From definition (36), using an iterative bias-correction procedure it is possible to obtain an unbiased estimator
for (36), which is given by:
fˆPD(x) =
2J−1∑
k=0
c˜Jk · φperJ,k (x) , (38)
where:
c˜Jk =
1
N
N∑
i=1
1(δi=1)
1− Gˆ(Yi)
φperJk (Yi), and (39)
E [c˜Jk] = cJk . (40)
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The corresponding derivation can be found in section A of the appendix.
Remark From (39), it is possible to observe that the "partial data" definition comes from the fact that the
estimator uses only the samples corresponding to actual observations of the survival time X, as opposed to
(36) which uses the complete sample Y1, ..., YN . A similar estimator is proposed by Efromovich in [5] using
a fourier basis instead of wavelets.
2.3 Statistical properties of the Estimator assuming G(y) is known .
2.3.1 Mean Square Consistency.
Now we investigate the mean-square convergence of the estimator fˆPD(x).
Proposition 1
Define:
µJ(x) = E
[
fˆPD(x)
]
= fJ(x) , (41)
σ2J(x) = V ar
[
fˆPD(x)
]
. (42)
Assume the following conditions are satisfied:
(i) The scaling function φ that generates the orthonormal set
{
φperJk , 0 ≤ k ≤ 2J
}
has compact support and
satisfies ||θφ(x)||∞ = C <∞, for θφ(x) :=
∑
r∈Z |φ(x− r)|.
(ii) ∃ F ∈ L2(R) such that |K(x, y)| ≤ F (x− y), for all x, y ∈ R, where K(x, y) =
∑
k∈Z φ(x− k)φ(y− k).
(iii) For s = m+ 1, m ≥ 1, integer, ∫ |x|sF (x)dx <∞.
(iv)
∫
(y − x)lK(x, y)dy = δ0,l for l = 0, ..., s.
(v) The density f belongs to the s-sobolev space W s2 ([0, 1]), defined as:
W s2 ([0, 1]) =
{
f | f ∈ L2([0, 1]), ∃ f (1), ..., f (s) s.t. f (l) ∈ L2([0, 1]), l = 1, ..., s
}
.
Then, it follows:
sup
f∈W s2 ([0,1])
E
[
||fˆPD(x)− f(x)||22
]
≤ C1 2
J
N
+ C22
−2sJ , and (43)
for J = blog2(N)− log2(log(N))c:
σ2J(x) = O(log(N)−1) , (44)
E
[
‖ f(x)− fˆPD(x) ‖22
]
≤ O(N−s log(N)s) (45)
for C1 > 0 , C2 > 0 independent of J and N , provided ∃ α1 | 0 < α1 < ∞, CT ∈ (0, 1) such that
(1−G(y)) ≥ CT e−α1y for y ∈ [0, 1), and 0 ≤ F (y) ≤ 1 ∀y ∈ [0, 1].
The proof can be found in section B of the appendix.
Based on (44), it is possible to observe that σ2J(x)→ 0 as N →∞, which implies that fˆPD(x) is consistent
for f(x), for all x ∈ [0, 1] and f ∈W s2 ([0, 1]).
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Remarks
Note that from (45), it is possible to choose the multiresolution level J such that the upper bound for the
L2 risk is minimized. In this context, it is possible to show that J∗(N) = 12s+1 log2
(
2sC2
C1
)
+ 12s+1 log2(N)
achieves that result. Moreover, under this choice of J , it follows:
sup
f∈W s2 ([0,1])
E
[
||fˆPD(x)− f(x)||22
]
≤ C˜N− 2s2s+1 .
2.4 Statistical properties for Partial Data Estimator assuming G(y) unknown.
In the previous section, we showed that fPD(x) is unbiased for fJ(x) and mean square consistent for
f(x) ∈ W s2 ([0, 1]), assuming G known and the multiresolution index J for the orthogonal projection onto
the space VJ was chosen as J = blog2(N)− log2(log(N))c.
Naturally, assuming G is known may be questionable because of both the nature of the non-parametric
density estimation approach, and its practical application. In most of real life cases neither the target density
f , nor the censoring density g are known, so making assumptions about them could undermine the robustness
and quality of the estimated functions.
In this section we approach the problem of deriving the partial-data estimator using the data driven
wavelet coefficients proposed in (39). In particular, we investigate the statistical properties of the partial
data estimator through the application the methodology proposed by Stute (1995) [17] that approximates
Kaplan-Meier integrals by the average of i.i.d. random variables plus a remainder that decays to zero at a
certain rate.
2.4.1 Asymptotic unbiasedness.
As was proposed in (39), c˜Jk = 1N
∑N
i=1
1(δ(i)=1)
1−Gˆ(Yi)φ
per
Jk (Yi). Using the methodology and results proposed by
Stute in [17], and assumptions defined in 2.3.1, it follows:
N∑
i=1
W(i)φ
per
Jk (Y(i)) =
1
N
N∑
i=1
δiφ
per
Jk (Yi)γ0(Yi) +
1
N
N∑
i=1
Ui +RN , (46)
where W(i) = dFˆN (x) is the Kaplan-Meier probability mass function of the random variable X based on the
sample, γ0(Yi) = 11−GT (Yi) and Ui = (1− δi)γ1(Yi)− γ2(Yi) for i = 1, ..., N .
Similarly, γ1(x) = γ1,Jk(x) and γ2(x) = γ2,Jk(x) are given by the following expressions:
γ1,Jk(x) =
1
1− FY (x)
∫ τH
x
φperJk (u)fX(u)du ,
γ2,Jk(x) =
∫ τH
−∞
C(min {x, u})φperJk (u)fX(u)du ,where
C(x) =
∫ x−
−∞
gT (u)du
(1− FY (u))(1−GT (u)) .
In addition, assume the following conditions are satisfied (from Stute [17]):
∫
φ2(x)γ20(x)fY,δ=1(x)dx < ∞ , (47)∫
|φ(x)|
√
C(x)fX(x)dx < ∞ . (48)
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Condition (47) corresponds to the requirement of finite second moment (modified) on the scaling function
φ(x), while condition (48) incorporates a modification on the first moment of φ(x) with respect to fX that
allows to control de bias in
∫
φperJk (u)fˆN (u)du. For further details, see [17] and [18].
From the definitions above, it follows:
E [φperJk (Y )δγ0(Y )] = cJk , (49)
assuming x < τH for τH = inf {x : FY (x) = 1}.
Also, from (32) and (33), it follows that dFˆN (x) = fˆN (x); indeed:
dFˆN (x) =
{
0 if x /∈ {Y(1), ..., Y(N)}
δ(i)
N−i+1
∏i−1
j=1
(
1− δ(j)n−j+1
)
if x = Y(i) , i = 1, ..., N
After some algebra, it follows:
dFˆN (x) =
δ(i)
N − i+ 1
i−1∏
j=1
(
n− j
n− j + 1
)δ(j)
. (50)
Moreover, 1
1−GˆN (Y(i))
can be expressed as:
1
1− GˆN (Y(i))
=
N
N − i+ 1
i−1∏
j=1
(
n− j
n− j + 1
)δ(j)
. (51)
Therefore, putting together (50) and (51), it follows:
δ(i)
N(1− GˆN (Y(i)))
=
δ(i)
N − i+ 1
i−1∏
j=1
(
n− j
n− j + 1
)δ(j)
= dFˆN (x) . (52)
These results altogether imply: ∫
φperJk (u)fˆN (u)du = c˜Jk . (53)
From Stute (1995), results (47)-(53) imply that (46) can be expressed as:
∫
φperJk (u)fˆN (u)du =
1
N
N∑
i=1
δiφ
per
Jk (Yi)γ0(Yi) +
1
N
N∑
i=1
Ui +RN , (54)
where Ui i.i.d. for i = 1, ..., N with E[U1] = 0 , E[U21 ] = σ2 <∞ and |RN | = O(N−1 log(N)).
Therefore:
E
[∫
φperJk (u)fˆN (u)du
]
= E
[
1
N
N∑
i=1
δiφ
per
Jk (Yi)γ0(Yi)
]
+ E
[
1
N
N∑
i=1
Ui
]
+O(N−1 log(N)) ,
= cJk +O(N−1 log(N)) . (55)
Thus, bias(c˜Jk) = O(N−1 log(N)), which implies that the partial data approach is asymptotically unbiased.
The exact bias can be obtained by following the details presented in [17].
2.4.2 L2 Risk Analysis.
Following the same methodology and assumptions used in the previous section, we investigate the estimation
error for the partial data approach, in the case where G is unknown.
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Proposition 2
Under the assumptions and definitions stated in 2.3.1 and 2.4.1, by choosing J = blog2(N)− log2(log(N))c,
it follows:
sup
f∈W s2 ([0,1])
E
[
‖ f(x)− fˆPD(x) ‖22
]
= O(N−s log(N)s) . (56)
(57)
The corresponding proofs can be found in section C of the appendix.
Remarks
(i) Observe that by following the same methodology as in B, it is possible to obtain:
sup
f∈W s2 ([0,1])
E
[
||fˆPD(x)− f(x)||22
]
≤ C1 2
J
N
+ C22
−2sJ ,
for C1 =
||F ||22e2γ
C2 and C2 > 0, independent of N and J .
(ii) The last result implies that by choosing J∗(N) = 12s+1 log2
(
2sC2
C1
)
+ 12s+1 log2(N), the L2 risk of the
estimator fˆPD(x) (when G is unknown) is also mean square consistent, and achieves a convergence rate
of the order ∼ N− 2s2s+1 . This implies that as long as the empirical survival function of the censoring
random variable obtained from the Kaplan-Meier estimator is bounded from below by an exponentially
decaying function, the knowledge of the its cdf does not affects the statistical properties of the estimator.
2.4.3 Limiting Distribution.
In this section, we investigate the limiting distribution of the partial data estimator fˆPD(x). Similarly as in
sections 2.4.1 and 2.4.2, we will use results proposed in [17] as framework for our analysis.
As seen in (54), (55), Theorem 1.1 of [17] and the SLLN (Strong Law of Large Numbers), the following
results hold:
1
N
N∑
i=1
δiφ
per
Jk (Yi)
1−G(Yi)
P→ cJk , (58)
RN
P→ 0 , (59)
where (58) follows from the SLLN (assuming the expectation is finite), and (59) from the fact that |RN | =
OP( 1√N ), as shown in [17]. Using Slutzky’s theorem (see [19]), it follows:
c˜Jk − 1
N
N∑
i=1
δiφ
per
Jk (Yi)
1−G(Yi) −RN
D
=
1
N
N∑
i=1
Ui , (60)
where Ui = (1 − δi)γ1(Yi) − γ2(Yi), i = 1, ..., N are i.i.d. zero-mean and finite variance random variables
with E
[
U21
]
= σ2. Also, from the definitions of γ1(x) and γ2(x), it follows that σ2 = σ2Jk since it depends
on the scaling function φperJk (x). Now, by the CLT (Central Limit Theorem) it follows:
1√
N
N∑
i=1
Ui
D→N(0, σ2Jk) . (61)
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Combining results (60), (61), Slutzky’s theorem implies:
√
N(c˜Jk − cJk) D→N(0, σ2Jk) . (62)
Similarly, it follows:
√
N
(
fˆPD(x)− f(x)
)
=
2J−1∑
k=0
√
N(c˜Jk − cJk)φperJk (x) . (63)
Proposition 3
For c > 0, β > 1 and x in a neighborhood of 1, assume the following conditions hold:
(i) (1− FX) ∼ c(1−GT )β
(ii) C(x) ≤ 1(1−FX(x))(1−GT (x))
Then, it follows:
√
N
(
fˆPD(x)− f(x)
)
D→N
0 , 2J−1∑
k=0
σ2Jk(φ
per
Jk (x))
2 + 2
∑
k<l
σJ,klφ
per
Jk (x)φ
per
Jl (x)
 , (64)
for k, l = 0, ..., 2J − 1, σ2Jk = E
[
((1− δ)γ1,Jk(Y )− γ2,Jk(Y ))2
]
and σJ,kl = E
[
δ2φperJk (Y )φ
per
Jl (Y )
(1−G(Y ))2 − cJkcJl
]
,
provided assumptions detailed in 2.3.1, (47), (48) are satisfied and J = blog2(N) − log2(log(N))c. The
corresponding proof can be found in section D of the appendix.
Remarks
(a) Note that condition (ii) indicates that there is enough information about the tails of the target density
f ; also, the larger the values of β, the heavier the tails of the censoring distribution, compared to the
tails of the survival time distribution.
(b) As described in [18] and [17], the condition of β > 1 is required so that the bias of c˜Jk − cJk achieves
a convergence rate better that aN−
1
2 for some non-vanishing a which may cause that (46) is no longer
valid.
(c) As it can be seen in (131), the fact that fˆPD(x) presents asymptotic normality brings to discussion the
possibility that the estimates may be negative, as was previously mentioned in 2.4.3 and discussed in [4].
3 Simulation Study
In this section, we investigate the estimation performance of fˆPD(x) and evaluate it with respect to the
AMSE (Average Mean Squared Error) via a simulation study. For this purpose, we choose a set of exemplary
baseline functions that resemble important features that continuous survival times that can be encountered
in practice could posses. To simplify the simulations, we chose functions that are supported in an interval
close to [0,1]. A brief description of each chosen function follows:
1. Delta. This corresponds to a R.V. X ∼ N(0.5 , 0.022). The idea is to have an extreme spatially
heterogeneous curve that has support over a small region. The goal is to represent situations when a
short but abrupt deviation from a process may happen.
2. Normal. This corresponds to the usual Normal distribution with parameters µ = 0.5 and σ = 0.15.
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3. Bimodal. This corresponds to a mixture of 2 Normal distributions and has the form f(x) = 0.5X1+
0.5X2 where X1 ∼ N(0.4 , 0.122) and X2 ∼ N(0.7 , 0.082).
4. Strata. This corresponds to a mixture of 2 Normal distributions and has the form f(x) = 0.5X1 +
0.5X2 where X1 ∼ N(0.2 , 0.062) and X2 ∼ N(0.7 , 0.082). The idea is to represent a function that is
supported over 2 separate subintervals.
5. Multimodal. This functions corresponds to a mixture of 3 Normal distributions and has the form
f(x) = 13 X1 +
1
3 X2 +
1
3 X3 where X1 ∼ N(0.2 , 0.062), X2 ∼ N(0.5 , 0.052) and X3 ∼ N(0.7 , 0.052).
The idea of this function is to represent multimodal survival times which are expected to occur in
heterogeneous populations.
An advantage of using simulated data in the case of censored data is that the values for both X and T are
known for all samples; also, the controlled-environment approach allows the investigation of the estimator’s
performance for different sample sizes and censoring schemes. For testing purposes, we choose a censoring
random variable T ∼ Exp(λ) with λ = 0.8, which produces approximately 45% censored samples at each
generated datasets. Also, we use samples sizes N = 100, 200, 500, 1000 and measure the global error given
by:
ˆMSE =
1
B
B∑
b=1
1
N
N∑
i=1
(
f(xi)− fˆN,b(xi)
)2
, (65)
where B is the number of replications of the experiment and N is the number of samples. For all experiments
we choose B = 1000 and the wavelet filter Symmlet5. To implement simulations, we generate 2 independent
random samples {Xi}Ni=1 and {Ti}Ni=1. Xi random variables were drawn from each one of the aforementioned
distributions, while Ti
i.i.d.∼ Exp(λ). Also, we included in the simulation study the complete data estimator
as we found of interest to observe its performance and compare it to the partial data approach.
3.1 Simulation Results.
In this section, we summarize the results obtained for each baseline distribution. In particular, the following
results are provided:
(a) Tables 1 to 5 present details for AMSE results obtained for each baseline distribution used in the study.
(b) In figures 1 - 5, dashed lines (red and blue) correspond to the average estimates for fˆPD(x), computed
at each data point x from all B = 1000 replications. The black line indicates the actual density function
and the light blue and blue continuous lines represents the best estimates among all replications (i.e.
the one with the smallest AMSE).
(c) In figures 6 - 10, dashed lines (red and green) correspond to the empirical 95% quantiles computed at each
data point x from all B = 1000 replications, for fˆ b(x) and fˆPD(x) respectively. The blue and magenta
lines show the average density estimates for the complete and partial data approach, respectively. The
black line indicates the actual density function.
(d) Figure 11a shows the AMSE vs. sample size plot.
(e) Figure 11b exemplifies the asymptotic normality behavior of the density estimates, as proposed in 2.4.3.
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PD Estimator N = 100 N = 200 N = 500 N = 1000
Mean AMSE 2.5954 0.3674 0.1856 0.2216
St.Dev. AMSE 0.0986 0.1680 0.1301 0.1009
Min AMSE 2.5149 0.2010 0.0112 0.0216
Max AMSE 3.5061 1.3967 0.8243 0.6893
Table 1: AMSE results for Delta distribution with Partial data
estimator.
PD Estimator N = 100 N = 200 N = 500 N = 1000
Mean AMSE 0.1219 0.0821 0.0385 0.0214
St.Dev. AMSE 0.0858 0.0524 0.0230 0.0129
Min AMSE 0.0036 0.0086 0.0037 0.0031
Max AMSE 0.5426 0.5058 0.1764 0.0872
Table 2: AMSE results for Normal distribution with Partial data
estimator.
PD Estimator N = 100 N = 200 N = 500 N = 1000
Mean AMSE 0.1764 0.1041 0.0494 0.0296
St.Dev. AMSE 0.1110 0.0620 0.0275 0.0175
Min AMSE 0.0175 0.0123 0.0041 0.0030
Max AMSE 0.9177 0.4933 0.1850 0.1323
Table 3: AMSE results for Bimodal distribution with Partial
data estimator.
PD Estimator N = 100 N = 200 N = 500 N = 1000
Mean AMSE 0.2468 0.1422 0.0731 0.0491
St.Dev. AMSE 0.1485 0.0854 0.0420 0.0243
Min AMSE 0.0225 0.0130 0.0078 0.0102
Max AMSE 1.0432 0.6857 0.3657 0.1783
Table 4: AMSE results for Strata distribution with Partial data
estimator.
PD Estimator N = 100 N = 200 N = 500 N = 1000
Mean AMSE 0.3838 0.2183 0.1321 0.2216
St.Dev. AMSE 0.1595 0.1108 0.0652 0.2193
Min AMSE 0.0619 0.0289 0.0171 0.2193
Max AMSE 1.0382 0.5863 0.4589 0.2193
Table 5: AMSE results for Multimodal distribution with Partial data estimator.
(a) (b) (c) (d)
Figure 1: Estimate results for Delta distribution, N = 100, 200, 500, 1000 using Symmlet5.
(a) (b) (c) (d)
Figure 2: Estimate results for Normal distribution, N = 100, 200, 500, 1000 using Symmlet5.
3.2 Remarks and comments.
(i) From the resulting figures, it is possible to observe that the proposed estimator is able to recover the
underlying density in the presence of right-censored observations. Also, estimates (Best and Mean)
with respect to the sample size, suggests a bias effect in the vicinity of the underlying distribution
modes.
(ii) In terms of the sensibility of the estimator’s performance to the scaling functions, we observed during
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(a) (b) (c) (d)
Figure 3: Estimate results for Bimodal distribution, N = 100, 200, 500, 1000 using Symmlet5.
(a) (b) (c) (d)
Figure 4: Estimate results for Strata distribution, N = 100, 200, 500, 1000 using Symmlet5.
(a) (b) (c) (d)
Figure 5: Estimate results for Multimodal distribution, N = 100, 200, 500, 1000 using Symmlet5.
(a) (b) (c) (d)
Figure 6: Results for 95% empirical quantiles and average estimate for Delta distribution using Symmlet5.(a)-(d) correspond
to the partial data approach (for N = 100, 200, 500, 1000, respectively).
our experiments that results obtained using Symmlets, Coiflets and Daubechies wavelets are similar.
(iii) From the quantiles plots, the empirical quantiles of the estimated densities contain the actual values
of the target density in most of its support. Moreover, for all baseline distributions except for the
Multimodal, this is the case. On the contrary, the regions where the 95% empirical quantiles do not
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(a) (b) (c) (d)
Figure 7: Results for 95% empirical quantiles and average estimate for Normal distribution using Symmlet5.(a)-(d) correspond
to the partial data approach (for N = 100, 200, 500, 1000, respectively).
(a) (b) (c) (d)
Figure 8: Results for 95% empirical quantiles and average estimate for Bimodal distribution using Symmlet5.(a)-(d) correspond
to the partial data approach (for N = 100, 200, 500, 1000, respectively).
(a) (b) (c) (d)
Figure 9: Results for 95% empirical quantiles and average estimate for Strata distribution using Symmlet5.(a)-(d) correspond
to the partial data approach (for N = 100, 200, 500, 1000, respectively).
(a) (b) (c) (d)
Figure 10: Results for 95% empirical quantiles and average estimate for Multimodal distribution using Symmlet5.(a)-(d)
correspond to the partial data approach (for N = 100, 200, 500, 1000, respectively).
contain the true density value are observed to occur in the vicinities of the distribution modes. This
could be caused by the choice of the multiresolution index J , the post-processing smoothing procedure
and/or by the censoring effect.
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(a) (b)
Figure 11: (a) AMSE for baseline distributions. (b) Q-Q Plot for the density estimates for Bimodal Distribution, N = 1000,
x = 0.7.
(iv) As the sample size increases, it was observed that the interval |fˆN 0.975(x) − fˆN 0.025| monotonically
decreases in coherence with the theoretical convergence results shown in section 2.4.2.
(v) From the AMSE plot (11a), it is possible to observe that all baseline distributions present a similar
error decay behavior. Moreover, results contained in tables 1 to 5, imply that as N grows, the standard
deviation and range of AMSE decays in accordance with the convergence rates proposed for both
estimators.
(vi) Figure 11b, suggest normality of the estimated density values, which is coherent with results presented
in section 2.4.3. This property of the estimators allows the construction of confidence intervals and the
application of standard statistical inference tools that could be useful in practical situations. However,
to make this applicable, the Variance of fˆPD(x) in accordance with (131) needs to be estimated.
(vii) In most of presented figures it is possible to observe that at the extremes of the support sometimes
the estimated density values are slightly negative. This effect is consistent with the boundary effect
noted in [4] by Antoniadis. As was mentioned in the introduction, a possible remedial measure could
be application the approach proposed by [9]. Another possibility is using fˆ+(x) = max
{
0, fˆPD(x)
}
,
as proposed in [6].
4 Real Data application and comparison with other Estimators.
In this section we consider the implementation of the proposed estimator on the datasets utilized by An-
toniadis et al. in [6]. To compare our approach with other popular estimators, we will also use the non-
parametric Kernel density estimator with optimal bandwidth and the smoothed histogram using local poly-
nomials based on the actual samples.
The first application considers the data studied by Haupt and Mansmann (1995)2. In their research, they
analized the survival times for patients with liver metastases from a colorectal tumour without other distant
metastases. In their data, they have a total of 622 patients from which 43.64% of the samples are censored.
The obtained results are given in Fig.12 (a).
2The data set is available at CART for Survival Data. Statlib Archive http://lib.stat.cmu.edu/S/survcart.
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Our next practical application, considers the study of marriage dissolution based on a longitudinal survey
conducted in the U.S.3 The unit of observation is the couple and the event of interest is the time from
marriage to divorce. Interviewed and widowhood are considered as censoring events. Couples with different
educational levels and ethnicity were considered. The original data considered 3371 couples with 30.61% of
samples being censored. The obtained results are given in Fig.12 (b).
From figure 12 (a), it can be observed that the complete data estimator (in red) shows boundary effects,
since after 45 months, according to the data there are almost no patients alive. However, both complete
data and partial data estimators are able to catch the individual modes shown by the histogram without
over smoothing as compared to the smoothed histogram (in green). Also, the estimators are able to keep
the proportions between the histogram modes as compared to the Kernel density estimator with universal
bandwidth (in black).
From figure 12 (b), it is possible to observe the fairly exponential behavior of the density estimates. Both
the complete data and the partial data are able to follow the rate of decay of the Histogram envelope and
do not overestimate the density values in the right tails, which is consistent with the data (from data, it is
highly unlikely that a certain couple would last married longer than 45 years); both local polynomial and
kernel density estimator fail to account for that fact, while assigning significant density to times above 40
years.
(a) (b)
Figure 12: Results for the application of the data driven estimators in real datasets. (a) corresponds to Liver metastases data
and (b) to marriage duration in the U.S.
5 Conclusions and Discussion.
This paper introduced an empirical wavelet-based method to estimate the density in the case of randomly
censored data. We proposed estimators based on the partial and complete sample, showing statistical
properties of bias, consistency and limiting distribution. Also, we derived convergence rates for the expected
L2 error using J = b(log2(N)− log2(log(N)))c for the multiresolution index.
Both estimators were implemented and tested using different baseline distributions via a theoretical simu-
lation study, showing good performance in the presence of significantly censored data. This simulation study
shows that in theory, the estimator attains the large sample behavior that was proposed: it is asymptotically
unbiased and mean-square consistent.
3Data set available at http://data.princeton.edu/wws509/datasets and was adapted from an example in the software aML
(See Lillard and Panis (2000), aML Multilevel Multiprocess Statistical Software, Release 1.0, EconWare, LA, California.)
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Regarding the effect of censoring in the estimates, we observed that our method is robust enough to
handle censoring proportions of nearly 50% while achieving acceptable estimation results. Moreover, in the
case of no censoring, the method converges to the usual orthogonal wavelet-series estimator (See remarks in
section 2.4.1).
From a real data application viewpoint, the proposed method was capable to uncover modes that were be
hard to detect by other methods in the used datasets, avoiding the problem of modes over-smoothing that
methods such as non-parametric kernels exhibited. Also, the estimator was capable of capturing exponential
rates of decay of the underlying density, preventing the overestimation of density values in regions of the
support with near-zero empirical mass.
Based on the results seen in the simulation study and the real data testing, we can argue that our
estimator yields interesting interpretations and results; it has good asymptotic properties and is relatively
easy to implement. Also, it offers a useful and competitive alternative for the problem of density estimation
with censored data, with respect to multimodal identification and exponential decay adjustment.
Finally, some of the drawbacks that were observed throughout this paper were the possibility of obtaining
negative values for the density estimates (highly likely at the tails) and also boundary problems resulting
from the periodic wavelet extension approach. Also, another important remark worth noting is the fact that
it is possible that the estimated density does no integrate to 1. Nonetheless, for most of these problems there
are possible solutions such as the ones proposed in [4] and [9].
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A Derivation of the unbiased partial-data estimator.
In this section we provide the derivation for the partial-data estimator proposed in 2.2.2. From (36) and
(37), it follows:
E(fˆJ(x)) =
2J−1∑
k=0
E [ ˜cJk] · φperJ,k (x) . (66)
Using (35), the expectation in the left hand side (lhs) of (66) is given by:
E [ ˜cJk] = E
[
1
N
N∑
i=1
φperJ,k (Y(i))
1− Gˆ(Y(i))
]
− E
[
1
N
N∑
i=1
1(δi=0)(1− Fˆ (Y(i)))
1− Gˆ(Y(i))
φperJ,k (Y(i))
]
. (67)
Assuming iid samples and G(y) known, the first expectation on the rhs of (67) can be obtained as:
E
[
1
N
N∑
i=1
φperJ,k (Y(i))
1− Gˆ(Y(i))
]
= EY
[
φperJ,k (Y )
1−G(Y )
]
. (68)
Similarly, provided iid samples, and both F (y) and G(y) known, the expectation of the second term in the
rhs of (67) can be obtained as:
E
[
1
N
N∑
i=1
1(δi=0)(1− Fˆ (Y(i)))
1− Gˆ(Y(i))
φperJ,k (Y(i))
]
= EY,δ=0
[
(1− F (Y ))φperJ,k (Y )
1−G(Y )
]
. (69)
Since fY,δ(y, δ = 0) = g(y)(1− F (y)), it follows:
EY,δ=0
[
(1−F (Y ))φperJ,k (Y )
1−G(Y )
]
= ET
[
(1−F (T ))φperJ,k (T )
1−G(T )
]
− ET
[
F (T )(1−F (T ))φperJ,k (T )
1−G(T )
]
. (70)
Finally, combining (68) and (70), it follows:
E [ ˜cJk] = EY
[
φperJ,k (Y )
1−G(Y )
]
− ET
[
(1−F (T ))φperJ,k (T )
1−G(T )
]
+ ET
[
F (T )(1−F (T ))φperJ,k (T )
1−G(T )
]
. (71)
Using (27) and (71), (71) takes the form:
E [ ˜cJk] = cJk + ET
[
F (T )(1− F (T ))φperJ,k (T )
1−G(T )
]
, (72)
which further implies that for (66), it follows:
E(fˆJ(x)) = fJ(x) +
2J−1∑
k=0
ET
[
F (T )(1− F (T ))φperJ,k (T )
1−G(T )
]
φperJ,k (x) . (73)
To facilitate notation, define bJ,k = ET
[
F (T )(1−F (T ))φperJ,k (T )
1−G(T )
]
. Thus, (66) can be represented as:
E(fˆJ(x)) = fJ(x) +
2J−1∑
k=0
bJ,k · φperJ,k (x) . (74)
Using the same approach as in (29), bJ,k (i.e. the wavelet coefficient that define the bias of fˆJ(x) can be
estimated from the sample as follows:
b˜J,k =
1
N
N∑
i=1
1(δi=0)
Fˆ (Yi)(1− Fˆ (Yi))φperJ,k (Yi)
1− Gˆ(Yi)
. (75)
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Therefore, the biased-corrected version of the estimator can be represented as:
fˆ∗J (x) = fˆJ(x)−
2J−1∑
k=0
b˜J,k · φperJ,k (x) , (76)
fˆ∗J (x) =
2J−1∑
k=0
c˜∗J,k · φperJ,k (x) , (77)
where:
c˜∗J,k = c˜J,k − b˜J,k = 1N
∑N
i=1(
1
1−Gˆ(Y(i))
− 1(δ(i)=0)(1−Fˆ (Y(i)))
1−Gˆ(Y(i))
− 1(δ(i)=0)Fˆ (Y(i))(1−Fˆ (Y(i)))
1−Gˆ(Y(i))
) · φperJ,k (Y(i)) . (78)
Note that (78) can be further simplified into:
c˜∗J,k =
1
N
N∑
i=1
(
1− 1(δ(i)=0)(1− Fˆ (Y(i)))(1 + Fˆ (Y(i)))
1− Gˆ(Y(i))
)φperJ,k (Y(i)) . (79)
Computing the expectation of the bias-correction coefficient b˜Jk, it follows:
EY
[
b˜Jk
]
= bJk − ET
[
F (T )2(1− F (T ))
1−G(T ) φ
per
Jk (T )
]
. (80)
Therefore, the bias of b˜Jk can be corrected by defining b˜∗Jk = b˜Jk + ET
[
F (T )2(1−F (T ))
1−G(T ) φ
per
Jk (T )
]
. Using the
empirical argument as in (75), b˜∗Jk can be estimated by:
b˜∗Jk = b˜Jk +
1
N
N∑
i=1
1(δ(i)=0)F (Yi)
2(1− F (Yi))
1−G(Yi) φ
per
Jk (Yi) . (81)
This implies that the updated bias-corrected estimator of bJk can be represented as:
b˜∗Jk =
1
N
N∑
i=1
1(δ(i)=0)F (Yi)(1− F (Yi))(1 + F (Yi))
1−G(Yi) φ
per
Jk (Yi) . (82)
Taking the expectation of b˜∗Jk, it follows:
EY
[
b˜∗Jk
]
= bJk − ET
[
F (T )3(1− F (T ))
1−G(T ) φ
per
Jk (T )
]
. (83)
Following the same methodology used to derive (82), an updated bias-corrected estimate of b˜∗Jk, denoted
by b˜∗∗Jk can be represented as:
b˜∗∗Jk =
1
N
N∑
i=1
1(δ(i)=0)F (Yi)(1− F (Yi))(1 + F (Yi) + F (Yi)2))
1−G(Yi) φ
per
Jk (Yi) . (84)
Taking the expectation of b˜∗∗Jk, it follows:
EY
[
b˜∗∗Jk
]
= bJk − ET
[
F (T )4(1− F (T ))
1−G(T ) φ
per
Jk (T )
]
. (85)
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This implies that the bias-corrected estimate of bJk represented as b˜∗∗∗Jk = b˜
∗∗
Jk + ET
[
F (T )4(1−F (T ))
1−G(T ) φ
per
Jk (T )
]
can be iteratively updated. Thus, following the same process as before, it follows:
b˜∗∗∗Jk =
1
N
N∑
i=1
1(δ(i)=0)F (Yi)(1− F (Yi))(1 + F (Yi) + F (Yi)2 + F (Yi)3))
1−G(Yi) φ
per
Jk (Yi) . (86)
From the last set of equations, it follows that this process can be repeated sequentially, infinitely many times.
This implies that:
˜˜
bJk =
1
N
N∑
i=1
1(δ(i)=0)F (Yi)(1− F (Yi))
∑∞
l=0 F (Yi)
l
1−G(Yi) φ
per
Jk (Yi) , (87)
provided 0 < F (Y ) < 1. Therefore, it follows that
∑∞
l=0 F (Yi)
l is a convergent series. In fact, it is a
geometric power series that satisfies:
∞∑
l=0
F (Yi)
l =
1
1− F (Yi) . (88)
Therefore, this implies that (87) takes the form:
˜˜
bJk =
1
N
N∑
i=1
1(δ(i)=0)F (Yi)
1−G(Yi) φ
per
Jk (Yi) . (89)
Clearly, ˜˜bJk is an unbiased estimate of bJk. Therefore, we conclude that the unbiased estimate of the cJk
coefficient, denoted by ˜˜cJk is given by:
˜˜cJk = c˜Jk − ˜˜bJk = 1
N
N∑
i=1
1(δ(i)=1)
1−G(Yi)φ
per
Jk (Yi) , (90)
thus, it is possible to define the partial-data density estimator fˆPD(x) as:
fˆPD(x) =
2J−1∑
k=0
c˜Jk · φperJ,k (x) , (91)
where:
c˜Jk =
1
N
N∑
i=1
1(δ(i)=1)
1− Gˆ(Yi)
φperJk (Yi) , (92)
which is unbiased for fJ(x), provided G(y) is known and 0 < F (Y ) < 1.
25
B Proof of Proposition 1
Assume the following conditions are satisfied:
(i) The scaling function φ that generates the orthonormal set
{
φperJk , 0 ≤ k ≤ 2J
}
has compact support and
satisfies ||θφ(x)||∞ = C <∞, for θφ(x) :=
∑
r∈Z |φ(x− r)|.
(ii) ∃ F ∈ L2(R) such that |K(x, y)| ≤ F (x− y), for all x, y ∈ R, where K(x, y) =
∑
k∈Z φ(x− k)φ(y− k).
(iii) For s = m+ 1, m ≥ 1, integer, ∫ |x|sF (x)dx <∞.
(iv)
∫
(y − x)lK(x, y)dy = δ0,l for l = 0, ..., s.
(v) The density f belongs to the s-sobolev space W s2 ([0, 1]), s > 1 defined as:
W s2 ([0, 1]) =
{
f | f ∈ L2([0, 1]), ∃ f (1), ..., f (s) s.t. f (l) ∈ L2([0, 1]), l = 1, ..., s
}
.
Then, it follows:
sup
f∈W s2 ([0,1])
E
[
||fˆPD(x)− f(x)||22
]
≤ C1 2
J
N
+ C22
−2sJ , and (93)
for J = blog2(N)− log2(log(N))c:
σ2J(x) = O(log(N)−1) , (94)
E
[
‖ f(x)− fˆPD(x) ‖22
]
≤ O(N−s log(N)s) (95)
for C1 > 0 , C2 > 0 independent of J and N , provided ∃ α1 | 0 < α1 < ∞, CT ∈ (0, 1) such that
(1−G(y)) ≥ CT e−α1y for y ∈ [0, 1), and 0 ≤ F (y) ≤ 1 ∀y ∈ [0, 1].
Proof
Note that fˆPD(x) can be expressed as follows:
fˆPD(x) =
1
N
N∑
i=1
wiKJ(Yi, x) , (96)
where wi = δi1−G(Yi) , and KJ(x, Yi) = 2
J
∑
k∈Z φ(2
Jx − k)φ(2Jy − k), for i = 1, ..., N . Since it is assumed
that ∃ α1 | 0 < α1 < ∞, CT ∈ (0, 1) such that (1 − G(y)) ≥ CT e−α1y for y ∈ [0, 1), this implies that
0 ≤ wi ≤ eα1CT , for i = 1, ..., N .
Also, it is possible to bound the L2 risk of the estimator fˆPD(x) as follows:
E
[
||fˆPD(x)− f(x)||22
]
≤ 2
{
E
[
||fˆPD(x)− E[fˆPD(x)]||22
]
+ ||E[fˆPD(x)]− f(x)||22
}
, (97)
where the first term in the rhs of (96) corresponds to V ar(fˆPD(x)) and the second, to bias(fˆPD(x)).
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Bound for E
[
||fˆPD(x)− E[fˆPD(x)]||22
]
From (96), it follows:
fˆPD(x)− E[fˆPD(x)] = 1
N
N∑
i=1
(wiKJ(x, Yi)− E[wiKJ(x, Yi)]) .
Define Zi(x) = wiKJ(x, Yi) − E[wiKJ(x, Yi)] and Z˜i(x) = KJ(x, Yi) − E[KJ(x, Yi)]. Clearly, E[Zi(x)] =
E[Z˜i(x)] = 0. This implies:
|fˆPD(x)− E[fˆPD(x)| ≤ e
α1
CT
1
N
∣∣∣∣∣
N∑
i=1
Z˜i(x)
∣∣∣∣∣ ,
since 0 ≤ wi ≤ eα1CT , for i = 1, ..., N . Therefore, it follows:
|fˆPD(x)− E[fˆPD(x)|2 ≤ e
2α1
C2T
1
N2
∣∣∣∣∣
N∑
i=1
Z˜i(x)
∣∣∣∣∣
2
E
[∫ 1
0
|fˆPD(x)− E[fˆPD(x)|2dx
]
≤ e
2α1
C2T
1
N2
E
∫ 1
0
∣∣∣∣∣
N∑
i=1
Z˜i(x)
∣∣∣∣∣
2
dx
 .
From conditions (i) and (ii), Fubini’s thorem implies:
E
[∫ 1
0
|fˆPD(x)− E[fˆPD(x)|2dx
]
≤ e
2α1
C2T
1
N2
∫ 1
0
E
∣∣∣∣∣
N∑
i=1
Z˜i(x)
∣∣∣∣∣
2
 dx
≤ e
2α1
C2T
1
N
∫ 1
0
E[Z˜1(x)2]dx , (98)
where (98) follows from the fact that Z˜i(x) are iid, with E[Z˜i(x)] = 0, and E[Z˜i(x)2] < ∞. This, together
with the application of Rosenthal’s inequality implies E
[∣∣∣∑Ni=1 Z˜i(x)∣∣∣2] ≤∑Ni=1 E[Z˜i(x)2] = N E[Z˜1(x)2].
Since E[Z˜1(x)2] = E[KJ(x, Y1)2]− (KJfY (x))2 ≤ E[KJ(x, Y1)2], where KJfY (x) =
∫ 1
0
KJ(x, u)fY (u)du,
and the fact that |KJ(x, y)| = 2J |K(2Jx, 2Jy)|, it follows from (98) and condition (ii):
E
[
||fˆPD(x)− E[fˆPD(x)]||22
]
≤ e
2α1
C2T
1
N
∫ 1
0
E[KJ(x, Y1)2]dx
∫ 1
0
E[KJ(x, Y1)2]dx ≤ 2J
∫ 1
0
[∫ 2J (1−y)
−2Jy
F 2(v)dv
]
fY (y)dy
≤ 2J ||F ||22 . (99)
Therefore, substituting (99) into (98), it follows:
E
[
||fˆPD(x)− E[fˆPD(x)]||22
]
≤ ||F ||
2
2e
2α1
C2T
2J
N
. (100)
27
Bound for ||E[fˆPD(x)]− f(x)||22
According to corollary 8.2 [20], if f ∈ W s2 ([0, 1]) then ||KJf − f ||22 = O
(
2−2Js
)
. Furthermore, assume
conditions (i)-(iv) are satisfied. Since E[fˆPD(x)] = KJf(x), it follows:
||E[fˆPD(x)]− f(x)||22 ≤ C2 2−2Js . (101)
Finally, putting together (100) and (101), it follows:
sup
f∈W s2 ([0,1])
E
[
||fˆPD(x)− f(x)||22
]
≤ C1 2
J
N
+ C22
−2sJ , (102)
as desired, for C1 =
||F ||22e2α1
C2T
and C2 > 0, independent of N and J .
From (102), by choosing J = blog2(N) − log2(log(N))c, it follows that σ2J(x) = O(log(N)−1). Fur-
thermore, this also implies that sup
f∈W s2 ([0,1])
E
[
||fˆPD(x)− f(x)||22
]
= O(N−s log(N)2, which completes the
proof.
Remarks
Note that from (102), it is possible to choose the multiresolution level J such that the upper bound for the
L2 risk is minimized. In this context, it is possible to show that J∗(N) = 12s+1 log2
(
2sC2
C1
)
+ 12s+1 log2(N)
achieves that result. Moreover, under this choice of J , it follows:
sup
f∈W s2 ([0,1])
E
[
||fˆPD(x)− f(x)||22
]
≤ C˜N− 2s2s+1 .
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C Proof of Proposition 2
Under the assumptions and definitions stated in 2.3.1 and 2.4.1, and choosing J = blog2(N)− log2(log(N))c,
it follows:
sup
f∈W s2 ([0,1])
E
[
‖ f(x)− fˆPD(x) ‖22
]
= O(N−s log(N)s) . (103)
Proof
Assume conditions (i)-(iv) established in B are satisfied. Furthermore, assume ∃ γ > 0 and a constant
C ∈ (0, 1) such that 1− Gˆ(y) ≥ Ce−γy, for y ∈ [0, 1). Note that fˆPD(x) can be expressed as follows:
fˆPD(x) =
1
N
N∑
i=1
wiKJ(Yi, x) , (104)
where wi = δi1−Gˆ(Yi) , and KJ(x, Yi) = 2
J
∑
k∈Z φ(2
Jx − k)φ(2Jy − k), for i = 1, ..., N . Since it is assumed
that ∃ γ > 0 and a constant C ∈ (0, 1) such that 1 − Gˆ(y) ≥ Ce−γy, for y ∈ [0, 1), this implies that
0 ≤ wi ≤ eγC , for i = 1, ..., N . Thus, following the same methodology as in B, it follows that by choosing
J = blog2(N)− log2(log(N))c:
sup
f∈W s2 ([0,1])
E
[
‖ f(x)− fˆPD(x) ‖22
]
= O(N−s log(N)s) . (105)
Remarks
(i) Observe that by following the same methodology as in B, it is possible to obtain:
sup
f∈W s2 ([0,1])
E
[
||fˆPD(x)− f(x)||22
]
≤ C1 2
J
N
+ C22
−2sJ ,
for C1 =
||F ||22e2γ
C2 and C2 > 0, independent of N and J .
(ii) The last result implies that by choosing J∗(N) = 12s+1 log2
(
2sC2
C1
)
+ 12s+1 log2(N), the L2 risk of the
estimator fˆPD(x) when G is unknown is also mean square consistent, and achieves a convergence rate
of the order ∼ N− 2s2s+1 .
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D Proof of Proposition 3
From (62), and for N large it follows that the rhs of (63) corresponds to the sum of normally distributed
random variables ∼ N(0, σ2Jk) which is indeed a normally distributed random variable. To obtain its variance,
it can be used the fact that Cov
(√
N(c˜Jk − cJk) ,
√
N(c˜Jl + cJl)
)
= N E [(c˜Jk − cJk)(c˜Jl − cJl)]. Thus, (55)
implies:
E [N(c˜Jk − cJk)(c˜Jl − cJl)] = N (E [c˜Jk c˜Jl]− cJkcJl)− (cJk − cJl)O(log(N)) . (106)
Using (46), it follows:
˜˜cJk ˜˜cJl = A1 +A2 +A3 +A4 +A5 +A6 +A7 +A8 +A9 , (107)
where:
A1 =
1
N2
N∑
i=1
N∑
j=1
δiδjφ
per
Jk (Yi)φ
per
Jl (Yj)
(1−GT (Yi))(1−GT (Yj)) (108)
A2 =
1
N2
N∑
i=1
N∑
j=1
δiφ
per
Jk (Yi)Ujl
1−GT (Yi) (109)
A3 =
1
N
RNl
N∑
i=1
δiφ
per
Jk (Yi)
1−GT (Yi) (110)
A4 =
1
N2
N∑
i=1
N∑
j=1
δjφ
per
Jl (Yj)Uik
1−GT (Yj) (111)
A5 =
1
N2
N∑
i=1
N∑
j=1
UikUjl (112)
A6 =
1
N
RNl
N∑
i=1
Uik (113)
A7 =
1
N
RNk
N∑
i=1
δjφ
per
Jl (Yj)
1−GT (Yj) (114)
A8 =
1
N
RNk
N∑
i=1
Uil (115)
A9 = RNkRNl . (116)
From the last set of equations, it is possible to observe that the following pairs have the same structure (i.e.
they are symmetric counter parts of each other) (A2, A4), (A3, A7) and (A6, A8).
Now, assuming that E
[
δ2φperJk (Y )φ
per
Jl (Y )
(1−G(Y ))2
]
is finite (provided (47), (48), and the assumptions stated above)
for A1, it follows:
E [A1] =
1
N2
E
 N∑
i=1
N∑
j=1
δiφ
per
Jk (Yi)Ujl
1−GT (Yi)

=
1
N
E
[
δ2φperJk (Y )φ
per
Jl (Y )
(1−G(Y ))2
]
+
N − 1
N
cJkcJl . (117)
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Consider possible upper bounds for γ1,Jk(x) and γ2,Jk(x). Using the corresponding definitions stated in
2.4.1, it follows:
γ1,Jk(x) =
1
(1− FX(x))(1−GT (x))
∫ 1
x
φperJk (u)fX(u)du
≤ ‖ fX ‖∞ M 2
− J2
c(1−GT (x))β+1 (118)
≤ e
α1(β+1)
2 ‖ fX ‖∞ M 2− J2
cC
β+1
2
T
. (119)
Similarly, for γ2,Jk(x), it follows:
γ2,Jk(x) ≤
∫ 1
0
|φperJk (u)|fX(u)du
(1− FX(u))(1−GT (u))
≤
∫ 1
0
|φperJk (u)|fX(u)du
c(1−GT (u))β+1
≤ e
α1(β+1)
2 ‖ fX ‖∞ M 2− J2
cC
β+1
2
T
. (120)
Therefore, the last result implies that for k, l = 0, ..., 2J − 1 and i˜ ∈ {0, 1}:
γi˜,Jk(x)γi˜,Jl(x) ≤
‖ fX ‖2∞ M2 2−J
c2(1−GT (x))2(β+1)
≤ e
α1(β+1) ‖ fX ‖2∞ M2 2−J
c2Cβ+1T
≤ O(N−1 log(N)) . (121)
Using the last result,it follows:
E [(1− δ)γ1,Jk(Y )γ2,Jl(Y )] ≤ e
α1(β+1) ‖ fX ‖2∞ M2 2−J
c2Cβ+1T
∫ 1
0
(1−G(u))fX(u)du
≤ e
α1(β+1) ‖ fX ‖2∞ M2 2−J
c2Cβ+1T
. (122)
Clearly, from the last result the same upper bound holds for E
[
(1− δ)2γ1,Jk(Y )γ1,Jl(Y )
]
and E [γ2,Jk(Y )γ2,Jl(Y )].
Now, for the pair (A2, A4), it follows:
E [A2] =
1
N2
E
 N∑
i=1
N∑
j=1
δiφ
per
Jk (Yi)Ujl
1−GT (Yi)

= − 1
N
E
[
δφperJk (Y )γ2,Jk(Y )
1−GT (Y )
]
≤ 1
N
e
α1(β+1)
2 ‖ fX ‖∞ M 2− J2
cC
β+1
2
T
∫ 1
0
|φperJk (u)|c(1−GT (u))β−1gT (u)du
≤ 1
N
e
α1(β+1)
2 ‖ fX ‖∞‖ gT ‖∞ M2 2−J
C
β+1
2
T
≤ O(N−2 log(N)) , (123)
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In the case of the pair (A3, A7) we have:
E [A3] =
1
N
E
[
RNl
N∑
i=1
δiφ
per
Jk (Yi)
1−GT (Yi)
]
≤ O(N−1 log(N))cJk (124)
For the term A5 we have the following:
E [A5] =
1
N2
E
 N∑
i=1
N∑
j=1
UikUjl

=
1
N
E [UkUl]
Therefore, using the definition of Uk:
E [A5] = 1NE
[
(1− δ)2γ1,Jk(Y )γ1,Jl(Y )− (1− δ)γ1,Jk(Y )γ2,Jl(Y )− (1− δ)γ1,Jl(Y )γ2,Jk(Y ) + γ2,Jk(Y )γ2,Jl(Y )
]
From the last result and (121), it is clear that:
E [A5] ≤ O(N−2 log(N)) (125)
Now, for the pair (A6, A8) it is clear from the zero mean condition of Uk and the fact that RN =
O(N−1 log(N)) that:
E [A6] ≤ O(N−2 log(N)) (126)
E [A9] ≤ O(N−2 log(N)2) (127)
Putting together (117)-(127) in (107) we get:
E
[
˜˜cJk ˜˜cJl
] ≤ 1NE [ δ2φperJk (Y )φperJl (Y )(1−G(Y ))2 ]+ N−1N cJkcJl +O(N−2 log(N)) +O(N−2 log(N)2) +O(N−1 log(N))(cJk + cJl) (128)
Therefore, (106) becomes:
E
[
N(˜˜cJk − cJk)(˜˜cJl − cJl)
] ≤ E [δ2φperJk (Y )φperJl (Y )
(1−G(Y ))2
]
− cJkcJl +O(N−1 log(N)2) (129)
Therefore, for N large the last result suggests that:
Cov
(√
N(˜˜cJk − cJk) ,
√
N(˜˜cJl + cJl)
)
≈ E
[
δ2φperJk (Y )φ
per
Jl (Y )
(1−G(Y ))2 − cJkcJl
]
(130)
Finally, in light of the last result and the properties of the Normal Distribution, result (64) follows.
Therefore,
fˆPD(x)
app.∼ N
(
f(x) , 1N
∑2J−1
k=0 σ
2
Jk(φ
per
Jk (x))
2 + 2N
∑
k<l E
[
δ2φperJk (Y )φ
per
Jl (Y )
(1−G(Y ))2 − cJkcJl
]
φperJk (x)φ
per
Jl (x)
)
(131)
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