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Supplementary Results: Dynamical Model
Simulation S1 (learning rate control).
In the continuous version of the task administered in Simulation 1, the RML performance in terms of optimal choices percentages was: Stat = 80% (± 1.5% s.e.m.), Vol = 61% (± 2.6% s.e.m.).
The percentage of optimal choices in the Stat condition is higher for the continuous task than for the binary one. This is because in Simulation 1, we made decisions more challenging by assigning a slightly higher reward magnitude to options with a lower reward probability (see Table B in S1 File). Learning rate control as a function of volatility did not change with respect to the binary version of the task ( Figure F) . Also for the continuous task version, there was a main effect of volatility on learning rate (F(2,11) = 15.3, p = 0.0001). Post-hoc analysis shows that stationary conditions did not differ (Stat2 > Stat, t(11) = 2, p = 0.07), while in volatile condition learning rate was higher than in stationary conditions (Vol > Stat2, t(11) = 3.47, p < 0.005; Vol > Stat, t(11) = 5.2, p < 0.0001). A typical experimental finding on DA dynamics is the progressive shifting of DA release onset from primary reward to CS [1] . At the same time, omission of expected primary reward typically leads to dips in neural activity in dopaminergic neurons, dropping their discharge rate to zero. DA shifting develops exclusively in the CS-locked and US-locked time windows, without the signal progressively propagating backward from US to CS [1] . We now investigate these properties in the RML.
Simulation results and discussion. Figure G shows the VTA response (both from RML and animal data) during a classical conditioning paradigm. These results replicate our previous model RVPM simulations (Silvetti et al. 2011 ). We hypothesized (cf Equation S5b) that DA dynamics during conditional learning is determined by dACC-VTA interaction, by combining the information from reward expectation and reward PE. More precisely, cue-locked VTA activity shown in Figure   Gc 
