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Introduction
withheld using conditional sampling to be used for testing of the model (described below). This 141 resulted in 3,367,383 images used to train the model and 374,273 images used for testing.
143
Machine learning process 144 Supervised machine learning algorithms use training examples to "learn" how to complete a task 145 (Mohri, Rostamizadeh, & Talwalkar, 2012; Goodfellow, Bengio, & Courville, 2016) . One 146 popular class of machine learning algorithms is artificial neural network, which loosely mimics 147 the learning behavior of the mammalian brain (Gurney, 2014; Goodfellow et al., 2016 ). An 148 artificial neuron in a neural network has several inputs, each with an associated weight. For each 149 artificial neuron, the inputs are multiplied by the weights, summed, and then evaluated by a non-150 linear function, which is called the activation function (e.g., Sigmoid, Tanh, or Sine). Usually 151 each neuron also has an extra connection with a constant input value of 1 and its associated 152 weight, called a "bias," for neurons. The result of the activation function can be passed as input 153 into other artificial neurons or serve as network outputs. For example, consider an artificial 154 neuron with three inputs ( 1 , 2 , and 3 ); the output (θ) is calculated based on: 155 = ℎ( 1 1 + 2 2 + 3 3 + 4 ) (eqn 1), 156 where 1 , 2 , 3 and 4 are the weights associated with each input, is the bias, and ℎ( ) output when we feed an input to the network. This process is called training. To adjust the 163 weights, we define a loss function as a measure of the difference between the predicted (current) 164 output of the neural network and the correct output ( ). The loss function ( ) is the mean 165 squared error:
167
We compute the contribution of each weight to the loss value ( ) using the chain rule in 168 calculus. Weights are then adjusted so the loss value is minimized. In this "weight update" step, 169 all the weights are updated to minimize :
where is the learning rate and is chosen by the scientist. A higher indicates larger steps are 172 taken per training sample, which may be faster, but a value that is too large will be imprecise and 173 can destabilize learning. After adjusting the weights, the same input should result in an output 174 that is closer to the desired output. For more details of backpropagation and training, see 175 Goodfellow et al., 2016. 176 In fully connected neural networks, each neuron in every layer is connected to (provides input to) 177 every neuron in the next layer. Conversely, in convolutional neural networks, which are inspired 178 by the retina of the human eye, several convolutional layers exist in which each neuron only 179 receives input from a small sliding subset of neurons ("receptive field") in the previous layer. We 180 call the output of a group of neurons the "feature map," which depicts the response of a neuron 181 to its input. When we use convolutional neural networks to classify animal images, the receptive 182 field of neurons in the first layer of the network is a sliding subset of the image. In subsequent layers, the receptive field of neurons is a sliding subset of the feature map from previous layers. 184 We interpret the output of the final layer as the probability of the presence of species in the 185 image. A softmax function is used at the final layer to ensure that the outputs sum to one. project that amasses 1 million images would require 10,000 hours for each image to be doubly 306 observed. To reduce the number of images that need to be classified manually, ecologists using 307 camera traps often limit the number of photos taken by reducing the size of camera arrays, 308 reducing the duration of camera trap studies, and imposing limits on the number of photos a 309 camera takes (Kelly et al., 2008; Scott et al., 2018) . This constraint can be problematic in many 310 studies, particularly those addressing rare or elusive species that are often the subject of Species Level model in our R package can accurately classify 1 million images in less than nine 315 hours with minimal human involvement.
Another reason to limit the number of photos taken by camera traps is storage limitations on 317 cameras (Rasambainarivo et al., 2017; Hanya et al., 2018) . When classifying images manually, 318 we might try to use high resolution photos to improve technicians' abilities to accurately classify 319 images, but higher resolution photos require more storage on cameras. Our results show a model 320 can be accurately trained and applied using low-resolution (256 x 256 pixel) images, but many of 321 these images were re-sized from a higher resolution, which might contain more information than 322 those which originated at a low resolution. summed, and then evaluated by a non-linear function, which also accounts for bias ( ). The output (θ) can be passed as input into other neurons or serve as network outputs.
Tables and Figures
Backpropagation involves adjusting the weights so that a model can provide the desired output. The dashed line represents 95% confidence; the majority of model-assigned confidences were greater than this value. 
