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Abstract
The Internet traffic analysis is important to network management, and extracting the baseline traffic patterns is es-
pecially helpful for some significant network applications. In this paper, we study on the baseline problem of the
traffic matrix satisfying a refined traffic matrix decomposition model, since this model extends the assumption of the
baseline traffic component to characterize its smoothness, and is more realistic than the existing traffic matrix models.
We develop a novel baseline scheme, named Stable Principal Component Pursuit with Time-Frequency Constraints
(SPCP-TFC), which extends the Stable Principal Component Pursuit (SPCP) by applying new time-frequency con-
straints. Then we design an efficient numerical algorithm for SPCP-TFC. At last, we evaluate this baseline scheme
through simulations, and show it has superior performance than the existing baseline schemes RBL and PCA.
Keywords: baseline of traffic matrix, robust PCA, time-frequency constraint, numerical algorithm, simulation.
1. Introduction
The Internet traffic analysis is of critical importance to network operation and management. Usually, the total
traffic is modeled by the superposition of diverse components corresponding to different user behaviors [1], [2], [3],
[4]. The baseline traffic represents the most prominent traffic patterns [3], which is quite helpful for many significant
network applications such as capacity planning, load balancing, and anomaly detection. In the past, most studies
devoted to estimating the trend of the single-link traffic [5], rather than extracting the common traffic pattern of the
whole network, however, the later is more informative for the manager of a large-scale network. Recently, as the
network-wide traffic measurement is becoming increasingly popular, efficiently baselining the network-wide traffic
turns into a practical and most urgent problem.
The traffic matrix a kind of network-wide traffic data, and it represents the traffic exchanged between each Origin-
Destination (OD) pair1 of the network. Compared with other traffic data such as the link loads, it has a significant
advantage [6]: the OD flows are invariant under the changes of topology and routing. Thus the traffic matrix shows
the true intensity of the relationships between the OD pairs, and hence is quite helpful for archiving the optimization
in capacity planning and traffic engineering, and detecting the network-wide anomalies more accurately. The traffic
matrix is obtained either by indirect estimation or by direct measurement [7]. Until very recently, the estimation
approach was still an active research topic. But some things have changed around 2010 [8], because the netflow-
enabled routers [9] are increasingly deployed, a large percentage of today’s networks are able to measure themselves.
Hence in many cases, it is feasible to directly measure the traffic matrix now.
The baseline of a traffic matrix captures the common patterns among OD flows, and it should be stable against
the disturbance of anomaly traffic. The Principal Component Analysis (PCA) was used for traffic matrix analysis first
in [1], and showed the low-rank nature of the baseline (i.e. the deterministic) traffic component, but it performed
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1The traffic traversing each OD pair is named an OD flow.
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poorly when the traffic matrix contains large anomalies [10], [4]. Recently, the Robust Principal Component Analysis
(RPCA) theory [11], which focus on recovering the low-rank matrix contaminated by the sparse matrix whose non-
zeros entries may have large magnitudes, has attracted wide attentions. Candes et al. [11] presented the Principal
Component Pursuit (PCP) method, and proofed that it could recover the low-rank matrix accurately under very board
conditions. Interestingly, the empirical characteristics of the traffic matrix are close to the structural hypotheses of the
RPCA theory, since the trends of different OD flows, which are highly correlated, fit for the low-rank hypothesis, and
the network anomalies, which rarely appear in time, fit for the sparse hypothesis. Inspired by this fact, Abdelke et
al. [12] first adopted the PCP method for network traffic analysis, while their work mainly considered the anomaly
detection problem. Later, Bandara and Jayasumana [3] proposed the Robust BaseLine (RBL) scheme, which was also
based on PCP and followed the exact ”low-rank and sparsity” assumption, and they argued that RBL performs better
than several existing traffic baseline schemes.
Even so, it still makes sense to work on this topic more intensively. In fact, the exact ”low-rank and sparsity”
traffic matrix model in [12] and [3] is quite simple, and not very realistic. On the one hand, considering the baseline
time-series of each OD flow, as it represents the long-term and deterministic traffic trends such as the diurnal pattern,
this time-series should be smooth enough. But this feature can not be characterized by the low-rank assumption. On
the other hand, the empirical OD flow traffic also contains the short-term fluctuations behavior with small magnitudes
[13]. In this case, the traffic matrix does not exactly meet the ”low-rank and sparsity” assumption, instead, it has a
noise component. In [4], we modeled the noise traffic, but did not consider the smoothness of the baseline traffic.
Consequently, it is necessary to build a more realistic traffic matrix model, and consider the related traffic baseline
problem. In addition, the evaluations of traffic baseline schemes were not very sufficient in the previous studies. A key
hurdle is that obtaining the ground-truth baseline of the real-world traffic matrix is impossible, as a result, one could
neither measure the accuracy of a baseline scheme, nor compare different baseline schemes trustworthily. Hence the
simulation approach which contains the ground-truth information is needed in the evaluation process.
In this paper, we study on the baseline problem under a more realistic traffic matrix model, and propose a novel
baseline scheme to enforce the smoothness of the baseline traffic component. Our contributions are listed as follows.
• We present a refinement of the traffic matrix decomposition model in [4], which extends the descriptions of the
baseline traffic to characterize its smoothness.
• We propose a novel traffic matrix baseline scheme named Stable Principal Component Pursuit with Time-
Frequency Constraints (SPCP-TFC). As an extension of the Stable Principal Component Pursuit (SPCP) [14],
SPCP-TFC takes new time-frequency constraints.
• We design the Accelerated Proximal Gradient (APG) algorithm for SPCP-TFC, which has a fast convergence
rate.
• We evaluate our baseline scheme through simulations and show it has superior performance than RBL and PCA.
2. Methodology
2.1. A Refined Traffic Matrix Decomposition Model
Suppose X ∈ RT×P is a traffic matrix, and each column X j ∈ RT (1 ≤ j ≤ P) is an OD flow in T time intervals.
In [4], we proposed the simple Traffic Matrix Decomposition Model (TMDM), assuming X is the sum of a low-rank
matrix, a sparse matrix, and a noise matrix. This model is equivalent to the data model of the generalized RPCA
problem [14], and the low-rank deterministic traffic matrix corresponds to the baseline traffic2. However, TMDM
didn’t consider the temporal characteristics of the baseline traffic. Since the baseline traffic time-series of each OD
flow represents the long-term and steady user behaviors, it tends to display a smooth curve. A number of mathematical
tools, such as the wavelets and the splines [15], can formulate smoothness. As the most salient baseline traffic patterns
are slow oscillation behaviors, in this paper, we formulate the baseline traffic time-series as the sum of harmonics with
low frequencies, and thus establish a Refined Traffic Matrix Decomposition Model (R-TMDM):
2In the following discussion, the words ”deterministic traffic” and ”baseline traffic” are used interchangeably.
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Definition 1 (R-TMDM) The traffic matrix X ∈ RT×P is the superposition of the deterministic (baseline) traffic matrix
A, the anomaly traffic matrix E, and the noise traffic matrix N. A is a low-rank matrix, and for each column time-series
in A, the Fourier spectra whose frequencies exceed a critical value fc are zeros; E is a sparse matrix with most entries
being zeros, but the non-zeros entries may have large magnitudes; N is a random noise matrix, and each column
time-series is a zero-mean stationary random process with a relatively small variance.
As the OD flows in the backbone network are highly aggregated by superimposing independent traffic processes,
it is appropriate to model the noise traffic by the Gaussian processes following the central limitation theory [6], [16].
For simplicity, we assume each time-series N j (1 ≤ j ≤ P) is the white Gaussian noise with variance σ2j > 0 in this
study3.
2.2. Stable Principal Component Pursuit with Time-Frequency Constraints
Let ‖ · ‖∗, ‖ · ‖1, and ‖ · ‖F denote the nuclear norm, the l1 norm, and the Frobenius norm, respectively. The Stable
Principal Component Pursuit (SPCP) method for the generalized RPCA problem solves this convex program [14]:
minimize
A,E,N
‖A‖∗ + λ‖E‖1
s.t. A + E + N = X, ‖N‖2F ≤ δ,
(1)
where λ > 0 is a balance parameter, and δ > 0 is a constraint parameter. The objective function of (1) combines the
nuclear norm and the l1 norm, which are the convex relaxations of the rank function and the l0 norm, respectively, to
enhance the low-rank structure of matrix A, as well as the sparsity of matrix E.
In this study, in order to extract the baseline traffic (i.e. matrix A) more accurately, we extend SPCP by pre-
serving its objective function and redesigning the constraint functions. Firstly, considering the R-TMDM model,
it is necessary to add a constraint for the baseline traffic matrix based on its frequency-domain assumption. Let
W = [W0 · · ·WT−1]T×T denote the discrete Fourier basis matrix of length T . For each 0 ≤ k ≤ T − 1, the Fourier basis
Wk is defined as
Wk(t) =
1√
T
e−i
2pik
T (t−1), 1 ≤ t ≤ T, (2)
with frequency fk = min{ kT , T−kT }. Suppose WH is made up of the high-frequency bases Wk in W satisfying fk ≥ fc,
and thus WH(WH)> is the projection operator to the high-frequency subspace. Hence we add the following constraint
for the baseline traffic:
WH(WH)>A = 0T×P. (3)
Secondly, unlike the Frobenius norm inequality in (1), we use a different constraint strategy for the noise traffic
matrix N. For each column vector N j (1 ≤ j ≤ P), consider its periodogram function {IN j (k)}T−1k=0 :
IN j (k) =
∣∣∣W>k N j∣∣∣2 =
∣∣∣∣∣∣∣ 1√T
T∑
t=1
N j(t)e−i
2pik
T (t−1)
∣∣∣∣∣∣∣
2
, 0 ≤ k ≤ T − 1. (4)
Let χ2s (χs) denote the Chi-square (Chi) distribution with s degrees of freedom. It is well-known [17] that when N j
are i.i.d. standard Gaussian variables4, {2IN j (k)}T−1k=1 are i.i.d χ22 variables, and IN j (0) is a χ21 variable. Consequently,
{ √2|W>k N j|}T−1k=1 are i.i.d χ2 variables, and |W>0 N j| is a χ1 variable. Using this property, we design the time-frequency
constraint for the noise traffic:
√
2
∥∥∥[W1 · · · WT−1]>N j∥∥∥∞ ≤ δ1, ∣∣∣W>0 N j∣∣∣ ≤ δ2, (in the frequency domain)∥∥∥N j∥∥∥∞ ≤ δ3, (in the time domain) 1 ≤ j ≤ P, (5)
3In future work, we plan to consider a more general model, i.e. each noise traffic time-series is a fractional Gaussian noise, whose temporal
characteristics are more similar to the real-world backbone traffic.
4As the preprocessing for X, for each column vector X j (1 ≤ j ≤ P), we divide it by σ j. This operation normalizes the Gaussian variables in N,
and preserves all the hypotheses of A and E in the R-TMDM model.
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where δ1, δ2, δ3 > 0 are positive parameters. Equivalently, N lies in the convex subset B(δ1, δ2, δ3):
B(δ1, δ2, δ3) ,
{
N N ∈ RT×P and satisfies (5) under the parameters δ1, δ2, δ3 > 0
}
. (6)
Here we explain the main idea of (5). Following the R-TMDM model, the frequency-domain distribution of the
baseline traffic is highly concentrated. Consequently, if the noise traffic is mixed with plenty of baseline traffic,
some of its low-frequency spectra tends to be enlarged dramatically and can be detected easily. Thus, using the
frequency-domain constraint in (5), which utilizes the distribution properties of the periodogram function in (4), we
could effectively eliminate the baseline traffic from the noise traffic. Meanwhile, the time-domain constraint in (5)
controls the magnitudes of the noise traffic and eliminates the large anomaly traffic. However, the Frobenius norm
constraint in (1) is harder to filter the baseline traffic from the noise traffic, since in the time domain, the baseline
traffic is not highly concentrated.
Lastly, using the new constraints (3) and (5), we propose our traffic baseline scheme, named Stable Principal
Component Pursuit with Time-Frequency Constraints (SPCP-TFC), which outputs A as the baseline traffic matrix:
minimize
A,E,N
‖A‖∗ + λ‖E‖1
s.t. A + E + N = X, WH(WH)>A = 0T×P, IB(δ1,δ2,δ3)(N) = 0,
(7)
where IB(δ1,δ2,δ3)(N) denotes the indicator function5 of B(δ1, δ2, δ3). In this study, we set δ1 = 3.03, δ2 = δ3 =
2.56, corresponding to the 99% confidence intervals of the χ2, χ1, and Gaussian variables, respectively, and it makes
B(δ1, δ2, δ3) contain the main power of N.
2.3. Numerical Algorithm
SPCP-TFC solves a constrained program which is computational expensive. Applying the numerical techniques
introduced in [18] to accelerate the convergence, we derive the Accelerated Proximal Gradient (APG) algorithm for
SPCP-TFC, which considers this relaxed unconstrained program:
minimize
A,E,N
F(A, E,N) , µg(A, E,N) + f (A, E,N)
f (A, E,N) , 1
2
‖X − A − E − N‖2F +
β
2
‖WH(WH)>A‖2F ,
g(A, E,N) , ‖A‖∗ + λ‖E‖1 + IB(δ1,δ2,δ3)(N).
(8)
The function f (A, E,N), which is convex and differentiable, penalizes violations of the two equality constraints in (7),
and β > 0 is a balancing parameter. g(X, E,N) is a linear combination of three convex but non-differentiable functions.
µ > 0 is a relaxation parameter, as µ ↘ 0, the solution to (8) can closely approximate the solution to (7). ∇ f denotes
the gradient of f , which equals to
∇ f (A, E,N) =
 [I + βWH(WH)
>]A + E + N − X
A + E + N − X
A + E + N − X

and is Lipschitz continuous by the following proposition:
Proposition 1 ∇ f (A, E,N) is Lipschitz continuous, and the Lipschitz constant is L = √9 + 4β + β2.
The proof is shown in the appendix section.
5For each set C ⊆ RT×P, the indicator function IC(·) : RT×P → {0,+∞} is defined by:
IC(N) =
0 if N ∈ C,+∞ otherwise.
4
Instead of directly minimizing F(A, E,N), the APG algorithm minimizes a sequence of quadratic approximations,
denoted as Q(A, E,N,YA,YE ,YN), of F(A, E,N) at a specially chosen point (YA,YE ,YN) (renewed in each step):
Q(A, E,N,YA,YE ,YN) ,µg(A, E,N) + f (YA,YE ,YN) +
〈
∇ f (YA,YE ,YN), (A, E,N) − (YA,YE ,YN)
〉
+
L
2
∥∥∥(A, E,N) − (YA,YE ,YN)∥∥∥2F . (9)
It can be derived that
minimize
A,E,N
Q(A, E,N,YA,YE ,YN)
= minimize
A
{
µ‖A‖∗ + L2 ‖A −G
A‖2F
}
+
minimize
E
{
µλ‖E‖1 + L2 ‖E −G
E‖2F
}
+
minimize
N
{
µIB(δ1,δ2,δ3)(N) +
L
2
‖N −GN‖2F
}
+ Constant
(10)
where 
GA = YA − 1L
(
[I + βWH(WH)>]YA + YE + YN − X
)
GE = YE − 1L
(
YA + YE + YN − X
)
GN = YN − 1L
(
YA + YE + YN − X
)
Thus problem (10) splits into three subproblems, which are equivalent to the proximity operators associated with the
convex functions µL ‖A‖∗, µλL ‖E‖1, and µLIB(δ1,δ2,δ3)(N), respectively. Using the basic results in [19], they have explicit
solutions as follow:
arg min
A
{
µ‖A‖∗ + L2 ‖A −G
A‖2F
}
= US µ
L
[Σ]V>, (11)
arg min
E
{
µλ‖E‖1 + L2 ‖E −G
E‖2F
}
= S µλ
L
[GE], (12)
arg min
N
{
µIB(δ1,δ2,δ3)(N) +
L
2
‖N −GN‖2F
}
= PB(δ1,δ2,δ3)[GN], (13)
where UΣV> is the singular value decomposition (SVD) of GA, PB(δ1,δ2,δ3) is the projection operator to B(δ1, δ2, δ3),
and S is the soft-thresholding operator with parameter  > 0 [4]. For each X ∈ RT×P, S[X] ∈ RT×P and it satisifies
S[X](i, j) , sign(X(i, j)) max{|X(i, j)| − , 0}, 1 ≤ i ≤ T, 1 ≤ j ≤ P.
Based on these discussions, we present the APG algorithm for SPCP-TFC in Algorithm 1, and some of its initial-
izations are borrowed from [18]. The setting of β is discussed in Section 3, actually, our experiment result is stable in
a large range of β values. Moreover, the following theorem proves that Algorithm 1 has the O(1/k2) convergence rate.
Since the proof of this theorem is quite close to Theorem 4.4 in [20], we omit it and directly summarize this result:
Theorem 1 Let F(A, E,N) = µg(A, E,N) + f (A, E,N). Then for all k > k0 =
⌈
log
(
µ0
µ
)
/ log
(
1
η
)⌉
, we have
F(Xk) − F(X∗) ≤
2
√
9 + 4β + β2
∥∥∥Xk0 − X∗∥∥∥2F
(k − k0 + 1)2 , (14)
where Xk = (Ak, Ek,Nk) is defined in Algorithm 1, and X∗ = (A∗, E∗,N∗) is a solution to (8) when µ = µ.
3. Simulation Results
We evaluate the SPCP-TFC scheme by synthetic traffic matrices, because the simulation approach could provide
the ground-truth baseline data, perform multiple experiments independently, and vary simulation parameters for the
sensitivity analysis. Consequently, we first introduce the simulation techniques in this section.
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Algorithm 1 APG for SPCP-TFC
Input: traffic matrix X ∈ RT×P.
Normalization: X = X/ diag{σ j}.
Initialization: A0 = A−1 = E0 = E−1 = N0 = N−1 = 0; t0 = t−1 = 1; k = 0. µ0 = 0.99‖X‖2; µ = 10−5µ0; η = 0.9.
L =
√
9 + 4β + β2; λ = 1/
√
max(T, P).
While not converged do
YAk = Ak +
tk−1−1
tk
(Ak − Ak−1);
YEk = Ek +
tk−1−1
tk
(Ek − Ek−1);
YNk = Nk +
tk−1−1
tk
(Nk − Nk−1);
GAk = Y
A
k − 1L
(
[I + βWH(WH)>]YAk + Y
E
k + Y
N
k − X
)
;
GEk = Y
E
k − 1L
(
YAk + Y
E
k + Y
N
k − X
)
;
GNk = Y
N
k − 1L
(
YAk + Y
E
k + Y
N
k − X
)
;
(U, S ,V) = svd[GAk ]; // Singular Value Decomposition.
Ak+1 = US µ
L
[S ]V>;
Ek+1 = S λµ
L
[GEk ];
Nk+1 = PB(δ1,δ2,δ3)[GNk ];
tk+1 = (1 +
√
4t2k + 1)/2;
µk+1 = max(ηµk, µ);
k = k + 1.
End while
Output: A = Ak · diag{σ j} is the baseline traffic matrix.
Suppose the backbone network we studied has 10 nodes, each independent traffic measurement process lasts for
one week, and the minimal time interval is ∆t = 5 minutes. Under these settings, each synthetic traffic matrix X ∈ RT×P
records P = 102 = 100 OD flows’ traffic during T = 7 × 24 × 12 = 2016 consecutive time intervals. In our simulation,
X is is made up of the following three components, and the baseline component should be generated first since the
others need some of its settings.
• The baseline traffic matrix A. Each column A j (1 ≤ j ≤ P) is the sum of a positive constant a j,0 and some sine
functions:
A j(t) = a j,0 +
M∑
m=1
a j,m sin
(
2pilmt
T
+ ϕ j,m
)
, 1 ≤ t ≤ T. (15)
In this study, we mainly use the sine function to simulate the periodic patterns because it is the most commonly
considered function to capture the trend of the Internet traffic [1], [2], [10], meanwhile, we will consider other
periodic function at the end of this section. The mean values {a j,0}Pj=1 of different columns satisfies the well-
known gravity model [21], and in each simulation run, their sum is fixed at the constant 106. As the period
of the m-th sine is
(
T
lm
× ∆t60
)
hours, we choose {lm} = {7, 14, 28, 56, 112}, to simulate the {24, 12, 6, 3, 1.5} hours
periodical traffic patterns6. In addition, the amplitudes of these sine functions decay quickly as m increases by
a j,m+1 = 0.5a j,m, and the phase parameters {ϕ j,m} are independently and uniformly sampled from the interval
[− pi5 , pi5 ].
• The anomaly traffic matrix E. In each simulation run, the non-zero entries (each corresponds to an anomaly
incident) of E takes 1% randomly chosen positions, and in each column E j (1 ≤ j ≤ P), the volume of an
anomaly is fixed at 0.8a j,0.
6This choice is based on the empirical studies [1][10], for simplicity, here we neglect the periodical traffic patterns longer than 24 hours.
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• The noise traffic matrix N. Each column N j (1 ≤ j ≤ P) is generated by T independent Gaussian variables
N(0, σ2j ), where σ j = αa j,0, and the parameter α > 0 controls the noise rate.
We first conduct 100 baseline traffic matrices simultaneously, then for each baseline matrix, generate one anomaly
traffic matrix and two noise traffic matrices , (α is chosen as 0.1 and 0.2, simulating a low-level noise condition and a
high-level noise condition, respectively). Consequently, 200 synthetic traffic matrices are provided to our experiment.
We verified that all these matrices satisfy the hypotheses of the R-TMDM model, the rank of each baseline matrix is
11, and its critical frequency fc = 1122016 .
In this study, SPCP-TFC is compared with other two network-wide traffic baseline schemes: RBL [3] and PCA [1].
For the PCA scheme, the number of principal components is fixed at 11, which is equal to the rank of the ground-truth
baseline matrix. We applying these baseline schemes independently to capture the baseline of the synthetic traffic
matrices, and evaluate their results using three distinct metrics.
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Figure 1: The NRMSEs between the resulting and the ground-truth baseline traffic matrices. The bar shows the median and the error bar shows
10% and 90% percentile. Left group: α = 0.1; right group: α = 0.2.
The first metric is the Normalized Root Mean Squared Error (NRMSE) between the ground-truth baseline traffic
matrix A and its estimation Â:
NRMSE =
‖A − Â‖F
‖A‖F . (16)
Fig. 1 illustrates the NRMSEs of different baseline schemes under two noise levels. For SPCP-TFC, we test different
values of parameter β ∈ {0.1, 1, 10, 25, 50}. It can be observed that, SPCP-TFC archives significant lower NRMSEs
than RBL and PCA, and this result is stable in a large range of β values. Moreover, our traffic baseline scheme shows
the best performance when β = 25: under the low (high) noise level, the median of NRMSEs for SPCP-TFC is as
30.3%(27.3%) as that for RBL, and is as 19.5%(15.9%) as that for PCA. Hence, we only consider SPCP-TFC with
this fixed value in the following discussions.
The second metric characterizes the temporal correlation between each pair of ground-truth and resulting baseline
traffic flows using their Pearson Correlation Coefficient. As a traffic matrix contains 100 flows, under each noise
level, we compute 100 × 100 = 104 correlation coefficients for each baseline scheme. We display boxplots of these
coefficients in Fig. 2. It is shown that the correlation coefficients for SPCP-TFC are very close to one, and have an
obviously greater median than RBL and PCA. Thus SPCP-TFC extracts the temporal characteristics of the baseline
traffic more precisely.
The third metric characterizes baseline traffic on smoothness, which adds up the Total Variations of the traffic
flows in a baseline traffic matrix A (ground-truth or estimated):
Smoothness(A) ,
P∑
j=1
T−1∑
t=1
∣∣∣A j(t + 1) − A j(t)∣∣∣ . (17)
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Figure 2: Boxplots of the Pearson Correlation Coefficients between resulting and ground-truth baseline traffic flows. The results of SPCP-TFC are
enlarged in small plots. Left panel: α = 0.1; right panel: α = 0.2.
1 10 20 30 40 50 60 70 80 90 100
0.5
1
1.5
2
2.5
3
x 108
Traffic Matrix ID
Sm
oo
th
ne
ss
 
 
SPCP−TFC, α = 0.1 RBL, α = 0.1 PCA, α = 0.1
 
 
SPCP−TFC, α = 0.2 RBL, α = 0.2 PCA, α = 0.2
Ground−Truth
0
10 20 30 40 50 60 70 80 90 100
1.4
1.45
1.5
1.55
1.6
x 107
Traffic Matrix ID
Sm
oo
th
ne
ss
 
 
Ground−Truth SPCP−TFC, α = 0.1 SPCP−TFC, α = 0.2
Figure 3: The smoothness of resulting and ground-truth baseline traffic matrices. An enlarged view of SPCP-TFC’s smoothness is shown in the
bottom panel.
Table 1
A comparison between three different baseline schemes on the normalized mean smoothness values
α SPCP-TFC RBL PCA Ground-Truth
0.1 0.99 3.72 8.10 1.00
0.2 0.95 6.48 14.78 1.00
A small value of this metric would indicate that the baseline traffic is sufficiently smooth. Applying this metric to
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the aforementioned baseline results, we display the curve of 100 smoothness values (arranged by traffic matrix ID)
for each baseline scheme, and for the 100 ground-truth values, in Fig. 3. We then compute the mean smoothness of
each baseline scheme, and normalize it by dividing the mean smoothness of the ground-truth baseline traffic matrices.
These normalized mean smoothness values (under two noise levels) are summarized in Tab. 1. The estimated baseline
traffic matrices by RBL and PCA are significantly more coarse than the ground-truth baseline traffic, and their mean
smoothness values are larger than three times and eight times of the ground-truth value, respectively. Instead, SPCP-
TFC leads to more accurate baseline estimations on smoothness. This is because the high-frequency traffic, which has
larger total variation, can be successfully eliminated from the baseline by SPCP-TFC.
From Fig. 1-3 and Tab. 1, we can also observe that when the noise rate α grows from 0.1 to 0.2, the performance of
our baseline scheme shows a decline: the NRMSEs raise, the correlation coefficients drop down, and the smoothness
values of resulting baseline traffic matrices diverge from the ground-truth more evidently. This is mainly because the
low-frequency component of the noise traffic, which could not be directly distinguished from the baseline traffic, is
proportional to α.
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Figure 4: The NRMSEs between the resulting and the ground-truth baseline traffic matrices, both the ”sine” dataset and the ”ramp” dataset are
experimented. The bar shows the median and the error bar shows 10% and 90% percentile. Left group: α = 0.1; right group: α = 0.2.
As the ending part of this section, we evaluate traffic baseline methods by an additional simulation experiment in
which the periodic traffic patterns do not follow the sine functions. In these traffic matrices, the sine functions are
replaces with periodic ramp functions7, for instance, the diurnal traffic 8 originally represented by sin( 2pil1tT + ϕ j,1) in
(15) is simulated by
ramp(t) ,

8t/T if 0 ≤ (t % T ) < T/8,
1 if T/8 ≤ (t % T ) < 3T/8,
4 − 8t/T if 3T/8 ≤ (t % T ) < 5T/8,
−1 if 5T/8 ≤ (t % T ) < 7T/8,
−8 + 8t/T otherwise.
(18)
where (a % b) means the remainder of dividing (integer) a by (integer) b. We demonstrate SPCP-TFC, RBL, and
PCA on this ”ramp” dataset which has the same number of samples as the ”sine” dataset, and exhibit the NRMSEs of
the three baseline schemes under two noise levels (α = 0.1, 0.2) in Fig. 4. As a comparison, the NRMSEs of these
baseline schemes in the ”sine” dataset experiment (Fig. 1) are displayed together. For SPCP-TFC, we just depict
the results when the balancing parameter β = 25, because this value leads to the minimal errors both in the ”sine”
experiment and the ”ramp” experiment. We discover the following two features in Fig. 4:
7We refer these new-generated traffic matrices as the ”ramp” dataset, and the aforementioned ones as the ”sine” dataset
8Similarly, other periodic traffic patterns are generated by stretching ramp(t).
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• For SPCP-TFC, the median of NRMSEs shows a small increase (7.9% and 21.8% when α equals 0.1 and 0.2,
respectively) when we change the ”sine” dataset as the ”ramp” dataset in experiment;
• Compared with RBL and PCA, our baseline method still has relatively lower NRMSEs on the ”ramp” dataset.
Under the low(high) noise level, the median of NRMSEs for SPCP-TFC is as 42.1%(40.1%) as that for RBL,
and is as 57.2%(53.7%) as that for PCA.
The fist discovery should be explained that the Fourier spectra of the ramp function, though their energy is mainly
distributed in the low-frequency domain, are indeed nonzero in the high-frequency domain and do not have a critical
value fc. Therefore, a traffic matrix in the ”ramp” dataset does not exactly satisfy the R-TMDM model we established
in Section 2, and the SPCP-TFC baseline method shows a small decline in accuracy. The second discovery indicates
that SPCP-TFC could still achieve more accurate baseline estimations than RBL and PCA when the periodic traffic
patterns follow the ramp functions instead of the sine functions.
4. Conclusions and Future Work
In this paper, we propose a refined traffic matrix decomposition model, and introduce a novel traffic matrix baseline
scheme named SPCP-TFC based on this model. SPCP-TFC extends SPCP by using new time-frequency constraint
functions for the baseline traffic and the noise traffic, respectively. We design the APG algorithm for SPCP-TFC,
whose convergence rate is O(1/k2). Our baseline scheme is demonstrated by simulations under appropriate settings.
Using three distinct metrics for evaluation, we show that SPCP-TFC outperforms the existing baseline schemes RBL
and PCA, because it (i) archives a significant lower NRMSE; (ii) extracts more precise temporal characteristics; and
(iii) leads to a more accurate estimation on smoothness. The sensitivity of our baseline scheme with different values
of parameter β, as well as the baseline accuracy under different noise levels are discussed. In addition, we simulate
periodic traffic patterns which do not follow the sine functions, and our experiment results indicate that though the
SPCP-TFC baseline method has a small decline in accuracy on this ”ramp” dataset, it still achieves relatively lower
NRMSE than RBL and PCA.
One significant problem in anomaly detection is to identify the normal but non-stationary traffic patterns, and
remove it from the total traffic. Since the baseline component captured by this scheme is quite precise, the residual
component (i.e. the anomaly traffic and the noise traffic) should be a reasonable input for anomaly detection. In our
future work, we plan to design a new anomaly detection algorithm based on SPCP-TFC.
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Appendix. Proof of Proposition 1
Proof: For any two points (A′, E′,N′) and (A′′, E′′,N′′) in RT×P × RT×P × RT×P, we have∥∥∥∇ f (A′, E′,N′) − ∇ f (A′′, E′′,N′′)∥∥∥2F
=
∥∥∥[I + βWH(WH)>](A′ − A′′) + (E′ − E′′) + (N′ − N′′)∥∥∥2F + 2 ∥∥∥(A′ − A′′) + (E′ − E′′) + (N′ − N′′)∥∥∥2F
≤
(
β
∥∥∥WH(WH)>(A′ − A′′)∥∥∥F + ‖A′ − A′′‖F + ‖E′ − E′′‖F + ‖N′ − N′′‖F)2 + 2(‖A′ − A′′‖F + ‖E′ − E′′‖F + ‖N′ − N′′‖F)2
=β2
∥∥∥WH(WH)>(A′ − A′′)∥∥∥2F + 2β ∥∥∥WH(WH)>(A′ − A′′)∥∥∥F (‖A′ − A′′‖F + ‖E′ − E′′‖F + ‖N′ − N′′‖F)+
6
(
‖A′ − A′′‖F‖E′ − E′′‖F + ‖A′ − A′′‖F‖N′ − N′′‖F + ‖E′ − E′′‖F‖N′ − N′′‖F
)
+
3
(
‖A′ − A′′‖2F + ‖E′ − E′′‖2F + ‖N′ − N′′‖2F
)
≤(3β + β2) ∥∥∥WH(WH)>(A′ − A′′)∥∥∥2F + (9 + β)(‖A′ − A′′‖2F + ‖E′ − E′′‖2F + ‖N′ − N′′‖2F).
(19)
As WH(WH)> is a projection operator in RT , for each p ∈ {1, ..., P},∥∥∥WH(WH)>(A′p − A′′p )∥∥∥ ≤ ∥∥∥A′p − A′′p ∥∥∥ . (20)
Therefore, we have
∥∥∥WH(WH)>(A′ − A′′)∥∥∥2F = P∑
p=1
∥∥∥WH(WH)>(A′p − A′′p )∥∥∥2
≤
P∑
p=1
∥∥∥A′p − A′′p ∥∥∥2
=‖A′ − A′′‖2F .
(21)
Add (21) to (19) and let L =
√
9 + 4β + β2, we have∥∥∥∇ f (A′, E′,N′) − ∇ f (A′′, E′′,N′′)∥∥∥2F ≤(9 + 4β + β2) (∥∥∥A′ − A′′∥∥∥2F + ∥∥∥E′ − E′′∥∥∥2F + ∥∥∥N′ − N′′∥∥∥2F)
=L
∥∥∥(A′, E′,N′) − (A′′, E′′,N′′)∥∥∥2F . (22)
This completes the proof. 
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