Well-seismic ties allow rock properties measured at well locations to be compared to seismic data, and therefore are useful for seismic interpretation. Numerous methods have been proposed to compute well-seismic ties by correlating real seismograms with synthetic seismograms computed from velocity and density logs. However, most methods tie multiple wells to seismic data one-by-one, and therefore often fail to maintain lateral consistency among multiple well ties. Moreover, tying a single well, especially a short one, to the corresponding real seismogram can be unreliable without considering nearby wells. We propose to simultaneously tie multiple wells by first flattening synthetic and real seismograms so that all seismic reflectors are horizontally aligned. By doing this, we turn multiple well-seismic tying into a 1D correlation problem. We then simply compute only vertically-variant but laterally-constant shifts to correlate these horizontally aligned (flattened) synthetic and real seismograms. Our two-step correlation method maintains lateral consistency among multiple well ties and improves accuracy of individual well-seismic ties by computing a laterally and vertically optimized correlation of all synthetic and real seismograms. We applied our method to a 3D real seismic image with multiple wells and obtained laterally consistent well-seismic ties.
INTRODUCTION
Well logs, like the velocity logs in Figure 1a , are often used to calibrate seismic interpretation because they provide more accurate information of the subsurface at the well locations. A seismic image of geological structures, like the one in Figure 1a , can be used to extend the locally measured well-log properties to obtain a global interpretation of the subsurface (Fomel, 2010; Hale, 2010) . Such a joint interpretation of both seismic and well-log data, however, requires first tying well logs measured in depth to the seismic data in two-way time. For example in Figure 1b , we directly extrapolate the untied velocity-log values along seismic reflections, we obtain an inaccurate 3D velocity model which displays geologically unrealistic discontinuities along reflectors.
Many authors (e.g., White, 1997; White and Simm, 2003; have discussed the common steps of well-seismic ties, which often include (1) choosing a proper wavelet, (2) constructing synthetic seismograms, and (3) matching them with corresponding real seismic data. For the first step, Muñoz and Hale (2015) choose a Ricker wavelet with the peak frequency of the seismic image. A more appropriate wavelet may be extracted from real seismograms that are close to well locations (White, 1980; Ziolkowski et al., 1998) . For the second step, most methods (e.g., White and Simm, 2003; ) construct a synthetic seismogram by convolving the wavelet with the reflectivity series calculated from velocity and density logs. Alternatively, Muñoz and Hale (2015) use a propagator matrix method to compute more realistic synthetic seismograms with multiples, attenuations, and dispersion.
Most automatic well-seismic tying methods focus on the third step to find vertical shifts that match a well log with the seismic image. These shifts are often nonlinear and may vary rapidly, which makes some windowed cross-correlation methods (e.g., White, 1980; White and Simm, 2003) fail when the shifts vary within a chosen window size. Therefore, some authors (e.g., Muñoz and Hale, 2015; Cheverry et al., 2015) propose to use dynamic time warping (DTW) or equivalent methods to better match the synthetic seismogram with the real seismogram. DTW was first proposed by Sakoe and Chiba (1978) in the context of speech recognition, and is today widely used in geophysics for correlating seismic traces (Anderson and Gaby, 1983) , seismic images (Hale, 2013) , well logs (Smith and Waterman, 1980; Wheeler and Hale, 2014) , and magnetostratigraphic data (Lallier et al., 2013) . Compared A seismic image is displayed with 11 velocity logs in (a). These velocity logs are displayed in time using initial time-depth functions. A 3D image-guided nearest neighbor interpolation of these velocity logs is laterally discontinuous along reflectors because the logs are not tied to the seismic image.
to windowed cross-correlation methods, DTW is often more accurate in computing relative shifts between series or images, especially when the shifts are large and rapidly varying.
Although many methods have been proposed for all the three steps of well-seismic ties, most of them (e.g., White, 1980; White and Simm, 2003; tie multiple wells to the seismic image one-by-one and often have difficulties in maintaining lateral consistency among multiple wells. To simultaneously tie multiple wells to a seismic image, Muñoz and Hale (2014, 2015) first use multiple synthetic seismograms, computed from the wells, to interpolate a synthetic amplitude image. Because the interpolation is guided by the real seismic image as discussed by Hale (2010) , the structures of the interpolated synthetic image laterally conform to the real seismic image. They then match the synthetic image with the real seismic image using smooth dynamic image warping (Compton and Hale, 2014) . Cubizolle et al. (2015) propose a similar method to compute simultaneous multiple well ties, but use a relative geologic time (RGT) volume (Stark, 2004; Wu and Zhong, 2012) , computed from the real seismic image, to interpolate a similar synthetic image. These methods often produce robust and laterally consistent multiple well ties. However, they require constructing a synthetic image with an image-guided interpolation or RGT volume. Computing such an interpolation or RGT volume is computationally expensive and is sensitive to the presence of faults and unconformities. In addition, one potential problem of these methods is that the interpolated initial synthetic image is laterally inconsistent, like the interpolated velocity model shown in Figure 1b , if the well logs (or synthetic seismograms) are not correlated with each other.
To address this problem, we propose to first laterally correlate synthetic seismograms and the corresponding real seismograms to obtain flattened synthetic and real seismograms, in both of which seismic events corresponding to the same layers are horizontally aligned. We then vertically match the flattened synthetic seismograms with the flattened real ones using only vertically-variant but laterally-invariant shifts, which is simply a 1D correlation problem. With this twostep correlation method, we are able to efficiently compute simultaneous multiple well-seismic ties and effectively maintain lateral consistency among multiple wells because the events corresponding to the same layers in the synthetic seismograms are correlated to those corresponding to the same layers in the real seismograms.
The paper is organized as follows. We first briefly discuss computation of synthetic seismograms, DTW method, and single well-seismic ties. We then discuss in detail how to compute simultaneous multiple wellseismic ties using our two-step correlation method. We finally demonstrate the results of well-seismic ties by interpolating a 3D velocity model from the tied velocity logs using an image-guided interpolation method (Hale, 2010) .
TYING WELLS INDEPENDENTLY
In tying a single well to a seismic image, we begin with choosing a wavelet, computing a reflectivity series in depth, and generating an initial time-depth function. We then generate an initial synthetic seismogram by . Velocity logs are independently tied to the seismic image using time-depth functions computed from single well-seismic ties. A 3D image-guided nearest neighbor interpolation of these logs is laterally more continuous than the one in Figure 1b , but is still discontinuous at some positions, which indicates some logs are not correctly tied to the seismic image.
convolving the reflectivity series with the wavelet delayed by the initial time-depth function. We then use smooth DTW (Compton and Hale, 2014) to compute vertical shifts that match the synthetic seismogram with the corresponding real seismogram, and use these shifts to update the time-depth function. We iteratively update the time-depth function and synthetic seismogram until the updates are insignificant to finally obtain the single well-seismic tie, as described previously by Muñoz and Hale (2015) .
Synthetic seismograms
The 3D seismic image and well logs that we use in this paper are from the freely available Teapot Dome data set (Anderson, 2009 ). We do not use all the well logs provided in this data set, we choose only those with both velocity and density logs that are significantly long in the same depth ranges, as shown in Figure 1a . From these velocity v(z) ( Figure 1a ) and corresponding density ρ(z) (not shown) logs, the reflectivity series can be computed as follows by assuming a layered-earth model (Sheriff and Geldart, 1995) :
where the depth sampling interval in this case is ∆z =0.1524 m. An initial time-depth function for each well can be estimated from the velocity log of that well
where τmin = 2zmin/v(zmin), which may be better estimated as discussed by Muñoz and Hale (2015) . The wavelet we choose for this example is simply a Ricker wavelet w(τ ) with 35-Hz peak frequency of the seismic image, as described by Muñoz and Hale (2015) . Then we construct a synthetic seismogram for each well by convolving the reflectivity series (r(z)) with the Ricker wavelet (w(τ )) delayed by the initial time-depth function (τ0(z)):
Using this simple convolution method, we compute all the synthetic seismograms that are denoted by red and overlaid with the black real seismograms in Figure 2a . These real seismograms are directly extracted from the seismic image at locations closest to the wells. As shown in Figure 2a , these synthetic seismograms (red), computed with the initial time-depth functions (equation 2), do not match the real seismograms (black). Next, we will discuss how to update the time-depth functions oneby-one for better single well-seismic ties using smooth DTW (Compton and Hale, 2014) .
Dynamic time warping
To match a synthetic seismogram f (τ ) with a real seismogram g(t), we expect to shift the former by s(τ ) so that they are approximately related f (τ + s(τ )) ≈ g(t(τ )). The shifts s(τ ) are often large and nonlinear , and therefore are difficult to estimate using windowed cross-correlation methods. The DTW method, first proposed by Sakoe and Chiba (1978) in speech recognition, is a better method to estimate nonlinear and rapidly varying shifts (Hale, 2013; Muñoz and Hale, 2015) . DTW corresponds roughly to solving the following minimization problem
where p > 0. We choose p = 2 corresponding to L2 norm for examples in this paper. One potential problem of the common DTW method (e.g., Hale, 2013; is that the estimated shifts are limited to integers, which may not be sufficient to accurately correlate the synthetic and real seismograms. We use the smooth DTW method, proposed by Compton and Hale (2014) , to compute smoothly varying shifts which are often more accurate than those from the common DTW method, as suggested by Muñoz and Hale (2015) . As described in detail by Compton and Hale (2014) , the smooth DTW method solves the same minimization problem (equation 4) to first compute coarsely sampled shifts and then interpolate back smooth shifts for all samples.
After computing the vertical shifts s(τ ) that match the synthetic seismogram with the real seismogram, we can then compute an updated time-depth function τ1(z) as (Muñoz and Hale, 2015) τ1(z) = τ0(z) + s(τ0(z)).
As suggested by Muñoz and Hale (2015) , the updated time-depth function should be used to compute a new synthetic seismogram, which should be again correlated to the real seismogram to compute new possible shifts. This means that the whole process should be iteratively performed until updates become negligible and a stable calibrated time-depth function is obtained.
Using this iterative process, we update time-depth functions one-by-one and independently match the synthetic (red) seismograms with the real (black) seismograms (Figure 2b ) one-by-one. We observe that the synthetic seismograms vertically match the real seismograms, which indicates that the smooth DTW method successfully finds the optimal vertical match for each pair of synthetic and real seismograms independently. However, an optimal match of a synthetic seismogram and the corresponding real seismogram does not necessarily guarantee a reliable well-seismic tie, because errors and noises may exist in both synthetic and real seismograms.
One way to check for possible errors in well-seismic ties is to extend the well-log measurements along seismic reflectors to compute an image-guided nearest neighbor interpolation (Hale, 2010) of the measurements. The interpolated well-log measurements, like the interpolated velocities in Figure 3 , should be laterally continuous along the seismic reflectors. We observe that the imageguided nearest neighbor interpolation of the velocities after single well-seismic ties (Figure 3 ) is laterally more consistent than the one before tying (Figure 1b) . However, some lateral discontinuities are still apparent in the interpolant (Figure 3 ), and these discontinuities do not coincide with geologic faults. This indicates that errors exist in the single well-seismic ties without any lateral control. Next, we will discuss how to efficiently compute simultaneous multiple well-seismic ties to improve the lateral consistency among these multiple wells.
TYING WELLS SIMULTANEOUSLY
The idea of tying multiple wells simultaneously was proposed previously by Muñoz and Hale (2015) and Cubizolle et al. (2015) , who suggested to first extrapolate the synthetic seismograms away from well locations, following the real seismic reflections, to compute a synthetic image. Then they matched the synthetic image with the corresponding real seismic image to compute simultaneous multiple well-seismic ties. However, constructing a 2D or 3D synthetic image and matching it with the real seismic image significantly increases the computational cost. In addition, the initial synthetic image, interpolated with uncorrelated synthetic seismograms (or well logs), is often laterally discontinuous, like the interpolated velocity image shown in Figure 1b . We propose to first compute laterally correlated or flattened synthetic and real seismograms, in both of which all events corresponding to the same geologic layers are horizontally aligned. We then match the flattened synthetic seismograms with the flattened real seismograms using only vertically variant but laterally invariant shifts, which is simply a 1D correlation problem.
Nomenclature τ
= two-way time of synthetic seismograms t = two-way time of real seismograms I = 1,. . . ,11, index of seismograms f (I, τ ) = synthetic seismograms g(I, t) = real seismograms s f (I, τ ) = shifts flattening synthetic seismograms sg(I, t) = shifts flattening real seismograms su(u f ) = shifts tying flattened seismograms u f (I, τ ) = RGT of synthetic seismograms ug(I, t) = RGT of real seismograms t(I, ug) = time-RGT functions ug(I, z) = RGT-depth functions t(I, z) = time-depth functions
Flattening synthetic and real seismograms
We use the method proposed by Wheeler and Hale (2014) for simultaneously flattening multiple well logs to flatten both synthetic and real seismograms, as shown in Figures 4 and 5. Let us denote the synthetic seismograms (Figure 4a) as f (I, τ ), where I ∈ {1, . . . , 11} represents index of the seismograms. In flattening the synthetic seismograms, we first apply the DTW method to all possible pairs (Np = 11(11−1) 2 = 55) of the seismigorams and find the optimal correlation for each pair f (K, τ ) and f (J, τ ), where K, J ∈ {1, . . . , 11} and K = J. This pairwise correlation locates the samples τ k and τj that correspond to the same geologic layer or geologic time in the seismograms K and J, respectively. We then compute shifts s f (K, τ k ) and s f (J, τj) that shift the samples τ k and τj, corresponding to the same geologic layer, to the same RGT (Wheeler and Hale, 2014) :
where u f represent RGT, and u f (K, τ k ) = u f (J, τj) because the samples τ k and τj belong to the same geologic layer according to the pairwise correlation of the seismograms K and J. In this equation, the sample positions τ k and τj are knowns that are located by the pairwise correlation, while s f (K, τ k ) and s f (J, τj) are unknowns.
As discussed in detail by Wheeler and Hale (2014) , we define equation 6 for all samples in all the 55 pairs of the synthetic seismograms. We then simultaneously solve these equations in the least-square sense to compute shifts s f (I, τ ) that map all the seismograms f (I, τ ) into RGT and obtain the flattened seismograms f (I, u f ) as shown in Figure 4b . The shifts s f (I, τ ) are denoted as a 2D function because they vary vertically with τ and laterally with the seismogram index I. Note that the mapping u f (I, τ ) = τ + s f (I, τ ) is a monotonic function between τ and u f for each seismogram I, which means that we can map the flattened seismograms (Figure 4b) back to obtain the original seismograms (Figure 4a) . Similarly, we can also compute flattened (Figure 5b ) real seismograms g(I, ug) in RGT ug from the original (Figure 5a ) traces g(I, t) in two-way time t. The mapping between ug and t is computed by ug(I, t) = t + sg(I, t), where the shifts sg(I, t) for the real seismograms are also computed by using the method described above. As shown in Figures 4b and 5b , events in both flattened synthetic and real seismograms are horizontally aligned. Our next step is to vertically shift the flattened synthetic seismograms (Figure 4b ) to match them with the flattened real seismograms (Figure 5b ).
Matching flattened seismograms
As shown in Figure 6a , the flattened synthetic seismograms (red) are not vertically aligned with the flattened real seismograms (black), however, events in both are horizontally aligned. Therefore, we can obtain an optimal match between the flattened synthetic seismograms f (I, u f ) and real seismograms g(I, ug) with only vertically variant but laterally invariant shifts su(u f ), which can be computed by solving the following minimization problem:
where I is the index of the synthetic and real seismograms. The number of synthetic seismograms Nu f varies with RGT u f because some seismograms are missing at some u f as shown in Figures 4b and 6a . As the shifts su(u f ) vary only vertically with u f , we can efficiently solve equation 7 and obtain su(u f ) using a 1D smooth DTW method (Compton and Hale, 2014) . Using the computed shifts su(u f ), we match the flattened synthetic seismograms (red) with the flattened real seismograms (black) in RGT ug = u f + su(u f ), as shown in Figure 6b . We can then use the flattening shifts sg(I, t) of the real seismograms to map these matched synthetic and real seismograms from RGT ug back to two-way time t and obtain a simultaneous match of the multiple seismograms in t as shown in Figure 7 . Next, we will discuss how to compute time-depth functions t(I, z) with the composite shifts (s f , sg, and su) to directly match the synthetic seismograms with the real ones in the two-way time. The aligned synthetic (red) and real (black) seismograms in RGT in Figure 6b are mapped back to two-way time using the shifts flattening the real seismograms. Figure 8 . Velocity logs are simultaneously tied to the seismic image using time-depth functions computed from simultaneous multiple well-seismic ties. A 3D image-guided nearest neighbor interpolation of these logs is laterally consistent along seismic reflectors.
Updating time-depth functions
Computing time-depth functions t(I, z) in this case is not as straightforward as in single well-seismic times, because we align the synthetic seismograms with real seismograms in RGT, instead of time. However, we can compute time-depth functions t(I, z) using time-RGT functions t(I, ug) and RGT-depth functions ug(I, z).
The time-RGT function t(I, ug) can be computed from the flattening map ug(I, t) of real seismograms using an inverse interpolation method because ug(I, t) is a monotonic function of t for each trace index I. The RGTdepth functions ug(I, z) can be computed by
where u f (I, z) = τ (I, z) + s f (I, τ ). Therefore, the timedepth functions t(I, z) are computed by
where
Similar to the single well-seismic ties, we want to iteratively update the time-depth functions t(I, z) using equation 9. With the finally updated t(I, z), we can directly compute synthetic seismograms that match the real seismograms in two-way time, as shown in Figure 7b . Comparing to the alignments of the synthetic and real seismograms computed with single well-seismic ties in Figure 2b , we observe small differences for the long synthetic seismograms but large differences for the short ones, especially the 5th, 9th, and 11th seismograms.
With the finally updated time-depth functions t(I, z), we tie all the velocity logs to the seismic image, as shown in Figure 8 . A 3D image-guided nearest neighbor interpolation of these tied velocity logs is laterally more continuous along seismic reflectors than the one in Figure 3 . This suggests that the simultaneous multiple well-seismic ties (Figure 8 ) are more consistent than the single well-seismic ties (Figure 3 ).
DISCUSSION
We have proposed to first laterally correlate the synthetic and real seismograms to obtain flattened seismograms. We then vertically matched the flattened synthetic seismograms with the flattened real seismograms to efficiently compute simultaneous multiple wellseismic ties. This two-step approach, however, should only be applied when the lateral correlations of the synthetic and real seismograms are trustworthy.
We believe this methodology should also work with geologically complex settings (growth faults, rapid layer thickness variations, and late diagenetic units). However, the proposed correlation of seismic traces and synthetic traces would likely yield inaccurate results in these cases. To improve seismic trace correlation, an alternative strategy could then be to better exploit imaging information by flattening the whole seismic image (e.g., Lomask et al., 2006; Fomel, 2010; Wu and Hale, 2015a,b) , instead of flattening only the seismograms extracted at well locations. To improve well correlations, one could also replace our DTW-based synthetic trace correlation by expert-based manual correlation or correlation using various logs or rules (Lallier et al., , 2016 .
In the case of rapidly varying structures in space, single well-seismic ties may be more reliable than the lateral correlations of synthetic seismograms or well logs. In such case, it may help to use well-seismic ties to improve well-log correlation (or synthetic seismogram correlation), instead of using the latter to improve the former as proposed in this paper. The general idea in this case would be to first match well logs with the seismic image one-by-one using any single well-seismic tying method (e.g., Muñoz and Hale, 2015; Cheverry et al., 2015) . These well logs could then be laterally correlated by the large scale structure trend computed via seismic image flattening (e.g., Lomask et al., 2006; Fomel, 2010; Wu and Hale, 2015a,b) .
In this scenario, a seismic image would only provide a low frequency structure trend for well-log correlation because of the uncertainties involved in seismic imaging process itself, in computing well-seismic ties, and in seismic image flattening. Still, such trend can be used to reduce ambiguities in automated stochastic well correlation problems, as proposed by Julio et al. (2012) . One might use this low frequency trend to first compute an initial correlation of the well logs, and then use a welllog correlation method (e.g., Wheeler and Hale, 2014) to further tune the correlation to reflect high-frequency information that is measured in well logs but not in seismic data.
CONCLUSION
We have proposed a two-step correlation method to simultaneously tie multiple wells to a seismic image and obtain laterally consistent well-seismic ties. In the first step, we laterally correlate the synthetic seismograms and corresponding real seismograms separately and obtain flattened synthetic and real seismograms, in both of which events corresponding to the same geologic layers are horizontally aligned. We then vertically shift the flattened synthetic seimograms to match the flattened real ones using only vertically variant but horizontally invariant shifts, which is simply a 1D correlation problem. With this efficient two-step correlation method, we obtain both vertically and laterally optimized correlations of the well logs and the corresponding real seismograms. This procedure makes it possible to extrapolate well log values using image-guided interpolation without notable artifacts. This result stems from the lateral consistency brought by the well correlation in the wellseismic ties.
In the first step, direct correlations of the synthetic or real seismograms may be unreliable in some cases, for example, with geologic layers disappearing between well locations. In these cases, a more reliable lateral correlation of the real seismograms may be computed by tracking seismic reflections between these seismograms at well locations. Further work may be worthwhile to introduce low frequency structure trends, that can be tracked from the seismic image, as prior constraints to reduce ambiguities in automatic well-log correlations. However, in this case, we need to first match well logs with corresponding real seismograms, probably using single well-seismic tying methods, and then use the correlation we computed for the real seismograms as a low frequency control for well-log correlations.
