Branching of double pulse solutions from single pulse solutions in nerve axon equations  by Yanagida, Eiji
JOURNAL OF DIFFERENTIAL EQUATIONS 66, 243-262 (1987) 
Branching of Double Pulse Solutions 
from Single Pulse Solutions in Nerve Axon Equations* 
EIJI YANAGIDA 
Department of Information Science, Kanazawa Institute of Technology, 
Ishikawa 921, Japan 
Received April 23, 1985; revised February 24, 1986 
Double pulse solutions are studied for nerve axon equations including a 
parameter p. We assume that there exists a single pulse solution with a non- 
oscillatory tail. It is known that, when p is fixed, there exists no double pulse 
solution. However, when p varies, a double pulse solution may branch from the 
single pulse solution. In this paper we obtain a necessary and sufficient condition 
for the branching of a double pulse solution, and study the direction of the 
branching. 0 1987 Academic Press, Inc. 
1. INTRODUCTION 
The excitation and propagation of nerve impulses are mathematically 
described by a nonlinear partial differential equation called the 
Hodgkin-Huxley equation [S]. The complexity of this equation led 
FitzHugh [S] and Namugo er al. [ 123 to introduce a simplified equation. 
These equations are of the special forms of a generalized nerve equation 
introduced by FitzHugh [6]: 
u, = Du,, + f(u; PI, --co<x< +co, 
u(x, t) = (ul )...) u,)‘, 
f(u; PL) = u-i ,...> f,)‘, 
D = diag{ 1, 0 ,..., O}. (1.1) 
Here u is an m-dimensional (m 3 2) vector-valued function of time t and 
distance x along the nerve axon, and /A E R is a parameter which represents 
a physiological condition. We assume that the nonlinear term f(u; p) is a 
smooth function of u and p satisfying 
f(0; p) = 0 
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for all p. Then Eq. (1.1) has a spatially homogeneous tationary solution 
u(x, t) = 0, which corresponds to the resting state of the nerve axon. We 
assume that this stationary solution is exponentially stable. We also assume 
that Eq. (1.1) has a single pulse solution u(x, t) = u’(z; p) = (u:,..., u;)‘, z = 
x + c’(p) t, in a neighborhood of p = pO. Here the propagation speed c’(p) 
is a smooth function of p, and u’(z; p) is a function of z satisfying 
~‘(2; p) & 0 and 
lim u’(z; p) =O. (1.3) Ii1 - +m 
This solution corresponds to a nerve impulse propagating on the nerve 
axon. 
The aim of this paper is to study the existence of double pulse solutions 
which are widely separated and resemble the superposition of the single 
pulse solutions. Existence of such double pulse solutions was first studied 
by Evans et al. [3]. They considered the case where the parameter p is not 
taken into consideration (i.e., p is fixed to pO). According to their results, 
Eq. (1.1) has countably many double pulse solutions if the single pulse 
solution has a tail which tends to 0 oscillatorilly and slowly, and Eq. (1.1) 
has, in general, no double pulse solution otherwise. 
In this paper we consider the case where the single pulse solution has a 
nonoscillatory tail. Our prime concern is the existence of a double pulse 
solution u = u’(z; p) = (UT,..., $,,)I, z=x+ c*(p) t, of the form 
u*cz; PL) = u’k PL) + u’(z -h(p); PI, (1.4) 
where h(p) and c’(p) are smooth functions of p satisfying h(p) -+ +oo and 
c*(I~+c’(P~) as P -+ pO, respectively. This situation may be interpreted as 
the branching of a double pulse solution from the single pulse solution. We 
shall obtain a necessary and sufficient condition for the branching of a 
double pulse solution and study the direction of the branching of the curve 
c = 2(p). 
In Section 2, we introduce some functions of p which characterize the 
single pulse solution. In Section 3, we state theorems in terms of these 
functions. These theorems give a necessary and sufficient condition for the 
branching of a double pulse solution. Proofs of these theorems will be given 
in Section 5 using lemmas given in Section 4. 
2. PRELIMINARIES 
2.1. Properties of the Single Pulse Solution 
A travelling solution u = u(z), z = x + ct, of Eq. (1.1 ), where c > 0 is a 
propagation speed, must satisfy the ordinary differential equation 
Du;; - cu, + f(u; p) = 0. (2.1) 
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This equation can be rewritten as an (m + 1)-dimensional equation 
(2.2) 
where 
According to (1.2), 1 satisfies T(O; c, p) = 0 for all p. Hence ti = 0 is a 
stationary solution of Eq. (2.2). Equation (1.1) has a pulse travelling 
solution if and only if Eq. (2.2) has, for some c > 0, a nontrivial solution 
satisfying 
lim 1(2; c, p) = 0. (2.3) Ii1 - fee 
Such a solution is called a homoclinic solution and the corresponding orbit 
in the (m + 1)-dimensional phase space is called a homoclinic orbit. 
Let ii(z; c, p, x) denote a solution of Eq. (2.2) subject to the initial 
codition fi(O; c, CL, x) =x. We define the stable manifold S(c, ,M) and the 
unstable manifold U(c, p) of the stationary solution ti = 0 by 
S(c,~)-(xI~(z;c,~,x)--,Oasz-* +co}, 
U(c,p)= {~lii(~;~,~,~)+Oasz+ -cc}, 
(2.4) 
(2.5) 
respectively. Equation (2.2) has a nontrivial solution satisfying (2.3) if and 
only if S(c,p) n U(c,p)- (0) is not empty. Since it is assumed that 
Eq. ( 1.1) has the single pulse solution u = u’(z; p), Eq. (2.2) has a 
homoclinic solution ti = ii’(z; p) = (u: ,..., u;, u!,)’ if c = c’(p). We denote by 
y’(p) the orbit of this homoclinic solution. 
If a solution ii(z; c, I*) of Eq. (2.2) is in a small neighborhood of 0, its 
behavior is approximately described by the linearized equation 
; wz; c, PL) = J(c, P) w; c, PI, 
where J(c, p) is an (m + 1) x (m + 1) constant matrix defined by 
AC, PL) -g (0; c, p). 
(2.6) 
Here the following lemma holds. 
50516612-7 
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LEMMA 2.1. (Evans [2] ). Zf c > 0 and tf the stationary solution u = 0 of 
Eq. (1.1 ) is exponentially stable, J(c, p) has m characteristic roots with 
negative real parts and one positive characteristic root. 
Let v,(c, p), i = l,..., m + 1, denote the characteristic roots of J(c, p). By 
virtue of Lemma 2.1, we may assume without losing generality that vi(c, p) 
are continuous in (c, CL) and satisfy 
~,(c,,~,)>O>Re{v,(c,,~~)}~ ... ~Re{vm+,(co~~d)~ 
where we put c0 = c’(pL,). 
The following theorem holds. 
THEOREM 2.1. (Evans et al. [3]). Assume that v,(c,, pO) and v,(c,, pO) 
ure complex conjugate and that v,(c,, pO) + Re{v,(c,, pO)} > 0. Then 
Eq. (1 .l ) has countably many double pulse solutions with (c, p) = (c,, pO), 
where c, are a monotonical series satisfying ci -+ c0 as i -+ +co. Conversely, if 
v,(~,,~~)+Re{v,(c,, p,)} ~0, Eq. (1.1) has no double pulse solution with 
(CT PI = (cm PO). 
In this paper we consider the case where vZ(cO, p,,) is real and satisfies 
v,(c,, p,J > Re{v,(c,, pO)}. Since J(c, p) is real and continuous in (c, p), 
we have 
v,(c, PL)>O>V~(C, ~L)>Re{v,(c, PI), i = 3,..., m f 1, (2.7) 
if (c, p) is in a small neighborhood of (c,, pO). Let a,(c, p) and a,(c, p) 
denote the real eigenvectors of J(c, 11) corresponding to v, and v2, respec- 
tively, and let a,(c, p), i = 3,..., m + 1, denote real independent vectors which 
belong to the (m - 1 )-dimensional eigenspace of J(c, p) corresponding to 
vi, i= 3 ,..., m + 1. We normalize these vectors by llaJ = 1, i= l,..., m + 1. 
Since the eigenspaces depend on p smoothly (see Chap. 2 of [lo]), by 
Lemma 2.1, we may assume that ai depend smoothly on (c, p). Lemma 2.1 
implies that S(c, p) is m-dimensional and is tangent to a,,..., a, + , at 0 and 
U(c, p) is one-dimensional and is tangent to a, at 0. 
According to (1.3), fi’(z; 1~) obeys Eq. (2.6) approximately if IzI is suf- 
ficiently large. Hence ti’(z; p) satisfies 
G’k PL) = &a,(c’(~), p) ewivl(cl(~)y P) z>, ZN --Co, 
for some constant A, # 0. Exchanging a, and -a1 if necessary, we may 
assume A,, > 0. Since Eq. (2.2) does not depend on z explicitly, we can 
replace the solution fi(z; c, p) by its translate fi(z + 8; c, p), where /II is an 
arbitrary constant. We fix the phase of the single pulse solution by 
demanding 
a’(~; cl) = a,(c’(pL), PL) exp{v,(c’(~), P) ~1, ZN -co. (2.8) 
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Similarly we can define a function $2; c, /A) uniquely by Eq. (2.2) and a 
condition 
fib; c, PL) = a,(c, P) ev(v,(c, P) ~1, z= -co. (2.9) 
Clearly tI(z; c, p) E U(c, P) and ti(z; c’(p), P) = ti’(z; /A). 
Now we define functions u(p), &I), and d(p) as follows. Similar to (2.8), 
we define a(p) by 
fil(z; P) = 4~) a2 exp{v2(c%4 PL) 21, ZN +c.o. (2.10) 
The function b(p) is defined as follows. By definition, the function 
G(z; c, p) satisfies 
$ fik c, cl) =mz; c, p); c, p). 
Differentiating this by c at c = c’(p), we obtain 
(2.11) 
Since G’(z; 11) + 0 as z -+ +co, we have 
= (0, -z&/c’(p) ,..., -u~Jc’(p), $)I + 0 
as z + +co. Hence (ati/ac)(z; c’(p), ,u) obeys Eq. (2.6) approximately if 
z > 0 is sufficiently large. Now we can define b(p) by 
ZN +co. (2.13) 
Finally we define d(p) as follows. Let us consider the linearized pertur- 
bation equation of (2.2) around fi’(z; p): 
PIi C’(P), PI fi(z; PI. (2.14) 
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Since ti’(z; p) + 0 as IzI -+ +co, U(z; p) obeys Eq. (2.6) approximately if I.zI 
is sufficiently large. Hence we may assume that ii(z; p) satisfies 
U(z; PL) = a2(c’(pL), PL) ew{vAc’(~L)~ PL) ~1, ZN --co. (2.15) 
Differentiating (2.11) by z and putting c = c’(p), we obtain 
This implies that, if ii satisfies Eq. (2.14) and (2.15), then ii+ Ctii also 
satisfies Eq. (2.14) and (2.15) for any constant C, i.e., ii(z; I*) is not deter- 
mined uniquely by Eq. (2.14) and (2.15). However, since Gi(z; p) + 0 as 
z + +co, we can define d(p) uniquely by 
W; cl) = 4~) at(c’(~), P) exp{vl(cl(~L), P) z), zcz +co. (2.16) 
3. MAIN RESULTS 
The following theorems are the main results of this paper. We assume 
throughout these theorems that v*(c,, pO) is real and satisfies v,(c,, pO) > 
Re(v,(c,, p,,)} and that b&,) #O. We shall not consider the exceptional 
cases where more than one of a(~~), d(p,), and v,(c,, pO) + v,(c,, pO) are 
zeros. 
THEOREM 3.1. Zf v,(c,, ,uO) + v,(c,, p,,) ~0, no double pulse solution 
brunches at (c,, pO). 
THEOREM 3.2. Assume that vl(cl(p), p) + v2(c1(p), p) changes its sign at 
p = pO. Zf u(,q,) d(pO) > 0, no double pulse solution brunches at (c,,, p,,). Con- 
versely, if a&) d(pO) < 0, a double pulse solution brunches at (c,, p,,), for 
which the curve c= c2(p) brunches tangentially from the curve c= c’(p) in 
the direction where 
VI + v2 < 0 if 4/d 4/d < -1, 
v,+v,>o zy - 1 <4/d 4/d < 0, 
and satisfies 
CZ(PL)‘C1(PL) if bh,) ’ 0, 
C’(P) < CYPL) if bh,) < 0. 
(See Fig. 1.) 
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FIG. 1. Branching of a double pulse solution in case v,(c,,, pO) + v2(c0, pO) = 0, b(p,) > 0, 
and (a) &d 4~~) < - 1, (b) - 1~ 4~~) 44 < 0. 
THEOREM 3.3. Assume that vl(cO, pO) + v,(c,, pO) > 0. Zf a(~~ d(pc,) # 0, 
no double pulse solution branches at (co, pO). Conversely, ifa( changes 
its sign at p = PO, then a double pulse solution branches at (c,, ,uO), for which 
the curve c= c’(p) branches tangentially from the curve c=c2(p) in the 
direction where a(p) d(p) < 0, and stisfies 
(See Fig. 2.) 
c2(d > C’(P) 
C’(P) < C’(P) 
4. MAIN LEMMAS 
4.1. A Geometrical Condition for the Existence qf a Double Pulse Solution 
For convenience, we introduce a new coordinate system with 
(a 1 ,..., a,,,+ 1) as its basis. If we define a nonsingular (m + 1) x (m + 1) con- 
stant matrix by A(c, ,u) = (a, - * * a m + 1 ), then a point x in the phase space is 
FIG. 2. Branching of a double pulse solution in case a(~,,) d(po) = 0 and b(p,) > 0. 
250 EIJI YANAGIDA 
represented as A -‘(c, p) x by the new coordinate system. Hence Eq. (2.2) 
can be rewritten as 
f wk c, PL) = VW; G PL), (4.1) 
where 
VW; c, P) = A -- ‘(c, ~)~b4(c, P) w; c, P). 
According to (1.2), F satisfies F(0; c, ,u) = 0 for all (c, p). Moreover, since 
A(c, p) is smooth in (c, p), F is also smooth in (w, c, p). Let w(z; c, p, x), 
4% ~1, and M z; c, p) be solutions of Eq. (4.1) defined by 
w(z; G p, x) = A ‘(c, 11) h(z; c, PL, A(c, cl) XL 
Wk 11) =A -‘(c’(p), cl) e; PI, i= 1, 2, 
$(z; c, p) = A ~ ‘(c, PL) Nz; c, P), 
and let 
ej- (0 ,..., 0, 1, 0 ,..., 0)‘, j=l ,..., m + 1. 
A 
Then, we have by definitions 
w(O; G PL, x) = x, 
fbk PI = $k +L), PL), i= 1, 2, 
and 
W; c, P) = el exp{h(c, P) ~1, ZN --co. (4.2) 
If a solution w of Eq. (4.1) is in a small neighborhood of 0, its behavior is 
approximately described by the linearized equation 
(4.3) 
where 
H(c, p) = f (0; c, p) = A -‘(c, Pu) f (0; c, P) A(c, PI 
VI 0 
i-0 
0 
0 
v2 = 
0 * 
(4.4) 
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Since w = 0 is a hyperbolic stationary point of Eq. (4.1), the topological 
properties of the stationary point are preserved under a small perturbation 
of F (topological equivalence [9]). Hence we may assume without losing 
generality that F satisfies 
VW; c, P) = WC, P) w if WIZM, (4.5) 
where M denotes a small convex neighborhood of 0. Namely w(z; c, p) 
satisfies (4.3) not approximately but rigorously in M. For the simplicity of 
argument, we assume (4.5) in the following. 
Let P denote an m-dimensional square manifold defined by 
P = {w 1 w, = 6, lwil < 6 for i = 2 ,..., m + 1 ), (4.6) 
where S > 0 is chosen to be suffkiently small so that P may be entirely con- 
tained in M. According to (4.4) and (4.5), U’(c, p) coincides with w,-axis 
in M. Hence U’(c, p) intersects P at the point p = (6, O,..., 0)’ (see Fig. 3). 
More precisely, there exists a smooth function z,(c, CL) such that 
$(zo(c, PIi G PO = P E p, 
Nz; c, PI 4 p if z < zO(c, p). 
(4.7) 
According to (4.2) and (4.5), Q(z; c, ,u) = (dl ,..., dm+ ,)I satisfies 
h(z; c, pu) = exp{ v,(c, PL) z} f or z < zO(c, II). Hence zO(c, u) is given by 
zo(c, PL) = (1% ~)/v,(c, P)* (4.8) 
Next let Q be an m-dimensional square manifold defined by 
Q- (w[w,=~, lwil<6fori#I}, (4.9) 
FIG. 3. Behavior of $(z; c, p). 
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where 1, 2 < 1 <m + 1, is an integer, and 6 is the constant in (4.6). If 6 > 0 is 
sufftciently small, Q is entirely contained in M. We further define sub- 
manifolds of Q by 
Q”= {wEQIw, =O}, 
Q+ s (w~Qlw+ >O}, (4.10) 
Q-E{wEQ~w,<O}. 
According to (4.4) and (4.5), the stable manifold S(c, U) coincides in M 
with the m-dimension linear space spanned by e,,..., e, + , . Hence we have 
Q” c S(c, p). Since all trajectories on S(c, p) tends to 0 exponentially as 
z + +co, by choosing I suitably and by exchanging a, and -a, if necessary, 
we may assume that yl(po) intersects Q transversally on Q”. Then, since 
$(z; c, p) depends on (c, CL) smoothly for bounded z, U’(c, p) also inter- 
sects Q at a point q(c, p) E Q if (c, p) is in a small neighborhood of (co, po). 
More precisely, there exists a smooth function z,(c, p) such that 
Mz,(c, ~1; c, PL) =q(c, PL) E Q, 
44~; c, P) $ Q if z < z,(c, ,u). 
(4.11) 
Since Q” c S(c, p), q(c, p) E Q” if and only if c = c’(p). 
Now let us consider the behavior of $(z; c, 11) for z > z,(c, p). According 
to (4.4) and (4.5), $(z; c, p) can be written as 
! (4.12) 
as long as $ E M, where &,..., $,,,+ r, approach 0 with the order of 
o{exp(v,z)) as z increases. Hence, if q E Q-, Q(z; c, p) moves along 
U-(c, p) for z >zr(c, p). This implies that +(z; c, p) leaves from y’(po). 
Hence there exists no double pulse solution of the form (1.4). Conversely, if 
q E Q+, then +(z; c, CL) moves along U+(c, p) for z > zr(c, p), and intersects 
P again at a point r(c, p) E P (see Fig. 3). More precisely, there exists a 
smooth function z,(c, p), which is defined for (c, CL) such that q(c, p) E Q+, 
satisfying 
$Mc, CL); c, P) = r(c, P) E P, 
44z; c> PI $ p if z,(c, p) <z < zdc, ~1. 
(4.13) 
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According to (4.12), zz(c, p) is obtained as 
Hence zz(c, p) - zi(c, ,u) + +co as c + c’(p). 
Since r(c, CL) is sufficiently close to p if q(c, p) is sufficiently close to Q”, 
Q(z; c, p) moves along U’(c, p) and intersects Q again at a point 
s(c, p) E Q. More precisely, there exists a smooth function z,(c, ,B), which is 
defined for (c, CL) such that q(c, p) E Q+ and r(c, ,u) is sufficiently close to p, 
satisfying 
$Mc, ~1; c, P) = s(cv P) E Q> 
44~; c, cl) # Q if z~(c,PL)<z<z~(c,P). 
(4.14) 
Here three cases may occur. First, if s(c, cl) E Q-~, then I$(z; c, p) moves 
along V(c, ,u) for z>z,(c, p). Second, if s(c, P)E Q+, then +(z; c, p) 
moves along U’(c, p). Finally, if s(c, ,u) E Q”, $(z; c, p) tends to 0 as 
z -+ +co, i.e., $(z; c, ,u) is a homoclinic solution of Eq. (2.2). It is easily seen 
that the corresponding solution of Eq. (1.1) satisfies (1.4) and that the 
function h(p) is given by 
0) = z,(c* PL) - zo(c, Pi 
Thus the following lemma is obtained. 
LEMMA 4.1. Equation ( 1.1) has a double pulse solution of the form ( 1.4) 
with the propagation speed c if and only if q(c, p) E Q + and s(c, p) E Q”. 
4.2. Properties of a(p), b(,a), and d(p) 
First let us consider the properties of a(p). If we exchange a2 and -a*, 
the sign of a(p) changes. Hence we may assume without losing generality 
that a(po) B 0. Condition (2.9) is equivalent to 
4+(z; P) N- a(P) e2 ev(vA ZN- +a. (4.15) 
This implies that as z -+ +co, +‘(z; p) tends to 0 from the direction of +e, 
if a(p) > 0. Hence the single pulse solution must have a nonoscillatory tail 
in this case. Conversely, if a(p) = 0, $‘(z; p) is contained in the (m - l)- 
dimensional space spanned by e3,..., e, + i, for z > zi . Hence the following 
lemma holds. 
LEMMA 4.2. In order that yl(pO) intersect Q transversally, I must satisfy 
1=2 ifa(po)#O and 122 ifa&)=O. 
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Differentiating (4.12) by c, we obtain 
gl( z;c,Ir)=~exp{v,(z--z,)}+q,~(exp{v,(z--z,)J). 
z,(c, PL)) Gz Q zz(c, PO. (4.16) 
Since q1 -+ 0 and z,(c, p) + +cc as c + c’(p), we have 
~(;;cl(a),a)-~exp{v,(z-z,)}, ZN +co. 
Similarly, the following equalities hold: 
~(z;cl(lo,~)=~{ex~{v~(z-z~)J}~ 
i = 3,..., m + 1. 
Thus we obtain 
g (z; c’(p), PI =2el exP{v~(z-z~)~~ ZE! +m. (4.17) 
On the other hand, (2.13) is equivalent to 
$ k C’(P), p) = 4pL) e, exp(v,z), 22: +co. 
By comparing this with (4.17), the following lemma is obtained. 
LEMMA 4.3. 
ffj (cYPL), p) = 0) ev(v,z,). 
Finally let us consider the properties of d(p). Equation (2.14) is 
equivalent to 
; te; PI =g (4’; C’(P), PI Nz; PI, (4.18) 
where we put $(z; p)=A-‘(c’(p), p) ii(z; CL), and the condition (2.15) is 
equivalent to 
Q(z; P) = e2 ew(v,z), z’v -cQ. (4.19) 
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Let w(z; c, p, x) denote a solution of Eq. (4.1) subject to the intitial con- 
dition ~(0; c, ,u, x)=x, and let E be a constant satisfying 1~1 ~6. Then, 
according to (4.3)-(4.5) w(z; c, /A, p + cez) can be written as 
wk c, P, P + 4 = 
‘6 exp(v,z) 
E exp(v24 
0 I (4.20) 
as long as w E AI, i.e., w satisfies (4.20) if log (B/&)/v2 <z < 0. Hence, dif- 
ferentiating (4.20) by E at E = 0, we obtain 
~(z;~,~,p)=e~exp(v~z), -m<z60. (4.21) 
2 
On the other hand, substituting w = w(z; c, p, p + Ee2) in Eq. (4.1), and dif- 
ferentiating it by E at E = 0 and at c = c’(p), we obtain 
(4.22) 
These mean that 
~(z;p)=~(z- zo; c’(P)~ d exp(v2zo) (4.23) 
2 
satisfies (4.18) and (4.19). 
Since yl(po) intersects P and Q transversally, the trajectory of 
w(z; c, p, x), x E P, also intersects P and Q transversally if [Ix - pII is small 
and if (c, p) is in a small neighborhood of (co, po). More precisely, there 
exists a smooth function s(x; c, p) such that 
w(s(x; c, ~1; G P, x) E Q, 
w(z; c, P, x) 4 Q if Odz<s(x;c,~). 
Now we define a diffeomorphism @(c, p): P + Q by @OX = 
w(s(x; c, p); c, p, x). Clearly Q, 0 p = q and @ 0 r = s. 
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Putting y = @ 0 x and differentiating it by x2 at x = p and at c = c’(p), we 
obtain 
(4.24) 
Here, since w,(z-z,;c’(p),p,p)-~$f(z;p)=O for z>z,, the first term of 
the right-hand side of (4.24) vanishes. On the other hand, by (2.16) and 
(4.23), the second term satisfies 
= 44 w(hz, - v2zd. 
Thus the following lemma is obtained. 
LEMMA 4.4. 
$=d(lr)exp(v,z, -v~zJ~=~I~~~. 
2 
5. PROOFS OF THEOREMS 
5.1. Proof of Theorem 3.1 
We shall prove Theorem 3.1 by assuming a&) > 0. The case a(~,) < 0 
can be treated in the same manner. By virtue of Lemma 4.1, Eq. (1.1) has 
no double pulse solution with q E Q. Hence it is sufficient to consider the 
case q E Q+. According to (4.12), the point r can be written as 
r2 = 61 +vzjv1 -WV1 
41 9 
ri = 4r2), i = 3,..., m + 1, 91” +o. (5.1) 
Here, since v,(c, p) and v,(c, p) are continuous in (c, p) and satisfy 
v,(c,, ,u~) + vZ(c,,, ~e) < 0 by assumption, we have -v,(c, p)/vl(c, p) > 1 in 
a small neighborhood of (co, pO). Hence we have 
IIP-rll =o(q,), 41” +o. (5.2) 
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On the other hand, since the map 0 is diffeomorphic, we have 
Ilq-sll = Il@oP-@c’rll 
=W~-rll)~ q, = +o. 
Hence, by (5.2), 114 - sII = o(q,), so that s E Q +. This implies, by virtue of 
Lemma 4.1, that no double pulse solution branches at (c,, pO). 
5.2. Proof of Theorem 3.2 
We shall prove Theorem 3.2 by assuming &,) > 0 and b(,nc,) > 0 and 
b(pO) > 0. The other cases can be treated in the same manner. If b(pO) > 0, 
by virtue of Lemma 4.3, q1 < 0 for c < c’(p). Hence there exists no double 
pulse solution for c < c’(p). So, in the following, we shall restrict our atten- 
tion to the case where c > c’(p). 
By virtue of Lemma 4.4 and (5.1), s1 can be written as 
(5.3) 
where A,(c, p) is smooth for c>c’(p) and satisfies 
Al(+), p)=O) ~‘+“2’“lexp(v,z, -vzzo)Ic=c~~P~. (5.4) 
Note that the sign of A,(c, ,n) coincides with that of d(pO) if (c, p) is in a 
neighborhood of (c,, pO). 
First we assume d(pO) > 0. Then it follows from (5.3) and (5.4) that 
si >ql >O for c> c’(p). Hence, by Lemma 4.1, no double pulse solution 
branches at (c,, pO). 
Next let us consider the case where d(p,) < 0. Let 52 denote a circle with 
a radius E and center (c,, pO), where E > 0 is a sufficiently small number, 
and let (ce-, pep 1, P; < po, and (c,‘, pz ), pz > ,u~, denote the points of 
intersection of a with the curve c = C’(U). Without losing any generality, 
we assume that V,(C,> PL, I+ v*(c,* CL, 1-c 0 and v,(c,+ 3 Pi+ I+ 
v?(c,+,p,+)>O. If v,+v,<O, then q;“~“1=o(q,) as q,= +O. Hence, 
according to (5.3) we have s, = q,, i.e., s1 > 0 if q, >O is sufficiently small. 
Conversely, if v1 + v2 > 0, then q, = o(q;Q’“1) as q1 N + 0. In this case, since 
A,(c, p) ~0, it follows from (5.3) that s, <O if q, >O is sufficiently small. 
These mean that s1 > 0 if (c, 11) E Sz is sufficiently close to (c,, 11, ) and that 
S, < 0 if (c, p) E 52 is sufficiently close to (ct, & ). Since s1 is smooth on Sz, 
by virtue of the mean value theorem, there must exist a point (c,, pE) E a 
such that sl(c,, pL,) = 0. 
Now let us prove that (cE, pL,) defines a continuously differentiable curve 
c = c”(p) when E varies. Differentiating (5.3) by c and using (5.3), we obtain 
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dq, 
+(v, +v*)z 
Since sl(c,, pL,) = 0, we have 
84, +h+v,)-g v1q1 41. I I 
The right-hand side of this equality is estimated as follows. According to 
(5.3), the following equality holds if (c, p) = (c,, pL,): 
q, = ( _ A ph + vz). (5.6) 
Since ql(ce, PJ + 09 VI(CE? &I + vz(c,, PJ -+ 03 and A I(C,? &) + 
A ,(c,,, p,,) # 0 as E -+ +O, it follows from (5.6) that q, satisfies 
ql(ce, PL,) = 4h+ v,,‘}, E=+o, (5.7) 
for any integer j > 0. Hence we have 
(Vl(C,, PL,) + vz(c,, PA) - 1 = 4(v1 + 4/q, 33 &2: +o. (5.8) 
Moreover, the following equalities hold if (c, p) = (c,, ,u,): 
2 A,=0(1), 
i 
Wq,)=-&- log(-A,)=O{(v,+v,)~‘), 
1 2 
2 v1=0(1), 
I 
EN +o. 
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Hence, by (5.5), &,/& is estimated as 
Here by (5.6), vr(c,, 11,) + vZ(cE, pL,) # 0, and by Lemma 4.3, 8q1/dc # 0. 
Hence we obtain (&,/&)(c,, Pi) # 0. Now, by virtue of the implicit fuction 
theorem, it is shown that (c,, pL,) defines a continuously differentiable curve 
c = c*(p) when E varies. Since (c,, p,) + (co, ,u,J as E + + 0, the curve c = 
c*(p) branches from the curve c = c’(p) at (c,, pO). Thus it is shown that a 
double pulse solution branches at (co, pO). 
Finally let us consider the direction of the branching of this curve c = 
c’(p). As mentioned above, there exists no double pulse solution for 
c < c’(p). Hence we have c’(p) > c’(p). On the other hand, it follows from 
Lemma 4.3 that 
c - C’(P) = O{q,(c, PL)), c N- c’(p). (5.9) 
Hence, by (5.7) we obtain 
C’(P) - C’(P) = 4VI(C2(PL)> 11) + v2(c2h4 PL))? P”Po. 
Here, since v1 + v2 is smooth in (c, ,B), we have 
v,(c2b4 PL) + v&*(P)> P) = O{ IC’(P) - C’(P)1 + IP -Pal 1, PE”o. 
Hence we obtain 
c*(P) - C’(P) = O{P - PO), cc = P@ 
This means that the curve c= c’(p) is tangent to the curve c= C’(U) at 
,u=P~. On the other hand, by (5.6), v, + v2 must satisfy vl(c2(p), p)+ 
v~(c*(P), PL) < 0 if A I(c2(~L), P) < - 1, and v1(c2(pL), P) + v2(c2(rl), PL) > 0 if 
- 1 < A ,(c*(p). p) < 0. Hence the curve c = c’(p) is tangent to the curve 
c=c’(p) in the direction where 
VI +v,<o if A,(c,, po)< - 1, 
VI +v,>o if -1 <Al(CO,PO)<O. 
Here, by substituting exp(v,zo) = u(u) exp(v,z,) = 6 and v,(c,, pO) + 
v2(c0, po)=O in (5.4), A,(co, po) can be rewritten as 
A 1(coT po) = 4~~) exp(w - v2zo) 
= 4Po) 4Po). 
Thus we complete the proof of Theorem 3.2. 
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5.3. Proof of Theorem 3.3 
We shall prove Theorem 3.3 by assuming a&) B 0 and b&) > 0. The 
other cases can be treated in the same manner. First we consider the case 
a&) > 0. Since it is assumed v,(c,, p,,) + v,(c,, pO) > 0 in Theorem 3.3, we 
have q1 = o{q;“~‘~} as q, z + 0. H ence, if c - cl(p) > 0 is sufficiently small, 
it follows from (5.3) and (5.4) that the sign of s,(c, ,u) coincides with that of 
d(p), i.6 
s,(c, P)‘O if d(p)>O, 
s,(c, PL) <o if d(p) CO. 
Hence, if d(p,,) # 0, we see by Lemma 4.1 that no double pulse solution 
branches at (c,, pO). Conversely, if d(p) changes its sign at p = pO, we can 
prove in a manner similar to Theorem 3.2 that there exists a point 
(c,, pE) E Q such that sl(c,, Pi) = 0. Moreover, the following estimation is 
easily obtained from (5.5): 
Hence, by virtue of the implicit function theorem, (c,, pL,) defines a con- 
tinuously differentiable curve c = c’(p) when E varies. Thus it is shown that 
a double pulse solution branches at (co, p,,). 
The direction of the branching of this curve c = c’(p) is determined as 
follows. The inequality c2(p) > c’(p) is now obvious. According to (5.3) 
the following equality holds on the curve c = c2(p): 
Since A,(c,,pO)=O when d&)=0 and vI/(v,+v2)>1, we have 
ql(c2(PL)? P) = 4 --A ,(C2(PL), A}, P=NO, 
Hence, by (5.9), we obtain 
c2(p) - c’(p) =o{ --A,(C2(P), PL L P”Po. 
Here, since A 1 is smooth in (c, CL), 
Hence we obtain 
C2(P) - C’(P) = O{P - PO)? PE”o. 
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This means that the curve c = cl(p) is tangent to the curve c = C’(U) at 
P=Po* On the other hand, according to (5.3), A, must satisfy 
A1(c2(p), p) c 0. Hence, by (5.4), the curve c = c’(p) is tangent to the curve 
c = c’(p) in the direction where ~((cL) <0. Thus we complete the proof in the 
case a(~~) > 0 and d(po) = 0. 
Next we consider the case a(~,) = 0 and d(po) # 0. In this case, by virtue 
of Lemmas 4.1 and 4.2, q can be written as 
ql= A,(c> P){c- c’(d), 
q2 = A AC, CL), 
Iqil < 6~ i = 3,..., m + 1, (5.10) 
where A,(c, p) and A,(c, CL) are smooth in (c, /A) and satisfy 
A2(~‘bL), PL) = 0) evbvA 
A&%4 PL) = 44 ev(v2zl), 
respectively. Hence, if q1 >O, by (4.12) and (5.7) r is obtained as 
r, = 6, 
rz = A,(c, p) ~yd”‘q;y~y~, 
ri = o(q~y2/v1), i = 3,..., m+l,q,= +O. 
Further, by Lemma 4.4, s can be written as 
SI = 41 + MC, P) q;V2’Y’r 
where A,(c, ,u) satisfies 
A&‘(P), PL) = A3b%4 14 @“I 4~) exphz, - v2zo) 
= u(p) d(p) 6’d” exp(v,z, - v,z,+ vzz,). 
(5.11) 
Hence the sign of &(c, p) coincides with that of a(p) d(p) if c - c’(p) > 0 is 
sufficiently small. Since 0 < - vJvl < 1 in a neighborhood of (co, po), we 
have q, = o{q;“~“I } as q1 N + 0. Hence, if c - c’(p) > 0 is sufficiently small, 
by (5.11), s, must satisfy 
Hence, if a(p) changes its sign at p = po, we can prove in a manner similar 
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to Theorem 3.2 that there exists a point (c,, cl,) E 52 such that s,(c,, p,) = 0. 
Moreover, the following estimation is easily obtained from (5.11): 
Hence, by virtue of the implicit function theorem, (c,, pE) defines a con- 
tinuously differentiable curve c = c2(p) when E varies. Thus it is shown that 
a double pulse solution branches at (c,, p,,). 
The direction of the branching of this curve c = ~~(11) is determined in a 
manner similar to the case u(,nJ #O and d(p,,) = 0. So we omit details of 
the proof. 
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