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Describir detalladamente una escena digital, tal y como la percibe un humano no es
una tarea fa´cil, se requiere de muchos factores como son conocimiento previo, capacidad de
ana´lisis y reconocimiento. Factores que no es posible encontrarlos en una sola ciencia, de
esta manera, la hibridacio´n del uso de maquetas digitales, la ingenier´ıa inversa y tecnolog´ıas
sema´nticas puede mejorar el proceso. El objetivo general de la tesis es definir un algoritmo
de ingenier´ıa inversa, capaz de reconocer elementos a partir de primitivas geome´tricas,
espec´ıficamente cilindros, toros y esferas en una nube de puntos captados v´ıa un esca´ner de
escenas y asociarlos lo´gica, sema´ntica y f´ısicamente con elementos que se pueden encontrar
en una escena real. Esto permitira´ la generacio´n de una maqueta digital enriquecida en
donde los objetos sera´n descritos con un alto grado de detalle, proporcionando no solo la
forma, sino tambie´n caracter´ısticas geome´tricas como alto, largo, dia´metro; su topolog´ıa e
informacio´n sema´ntica de acuerdo al rol que representa cada elemento en la escena. En esta
tesis se presenta en algoritmo propuesto, una implementacio´n del mismo en un contexto
industrial real y una evaluacio´n que mida la calidad de la clasificacio´n de dicho algoritmo
compara´ndolo como un algoritmo de reconocimiento de formas geome´tricas tradicional.
Keywords: Algoritmo inteligente, reconocimiento, acotacio´n sema´ntica, nube de puntos.
Abstract
Describing in detail a digital scene, as it is perceived by a human is not an easy
task, it requires many factors such as prior knowledge, analytical skills and recognition.
These factors can not find a single science, in this sense, hybridization of using digital
models, reverse engineering and semantic technologies can improve this process. The
thesis overall aim is defining a reverse engineering algorithm, able to recognize elements
from geometric primitives, specifically cylinders, tori and spheres in a cloud of points
captured via a scanner, and associate them to logic, semantics and physic information
to describe a real scene. This will allow the generation of a digital mockup-enriched
where objects are described with a high degree of detail, providing not only the shape but
also geometric characteristics such as height, length, diameter; its topology and semantic
information according to the role that represents each item in the scene. In this thesis an
intellgent algorithm, and its implementation in a real industrial context is presented. Also
an assessment that measures the quality of the classification of this algorithm, comparing
it with a traditional recognition algorithm is introduced.
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La ciencia y tecnolog´ıa informa´tica se vincula con innumerables a´reas del conocimiento,
un ejemplo es la ingenier´ıa inversa, la cual se beneficia de la relacio´n del a´rea de visio´n por
computador y de las tecnolog´ıas sema´nticas, y es el punto de partida para la investigacio´n
con la que se da inicio a la presente tesis doctoral. La ingenier´ıa inversa se define por
Chikofsky and Cross (1990) como el proceso de ana´lisis de un sistema con el objetivo
de 1) identificar sus componentes e interrelaciones y 2) crear representaciones del mismo
en otra forma o en un nivel superior de abstraccio´n. Su a´rea de aplicacio´n es extensa
representando diversos sistemas que van desde software (Eilam, 2011; Matzko et al., 2002),
protocolos de comunicacio´n (Cui et al., 2007; D. Lee and Sabnani, 1993; Shevertalov and
Mancoridis, 2007), componentes electro´nicos (Kumagai, 2000; Nohl et al., 2008), hasta
sistemas industriales (Onuh et al., 2006; Otto and Wood, 1998; Yao, 2005). Dentro de
este u´ltimo campo, la ingenier´ıa inversa juega un papel importante en el a´rea de la creacio´n
de los inventarios; especialmente en la actualizacio´n de los planos existentes de las fa´bricas,
que carecen de la informacio´n actualizada de los objetos reales. Estos planos pueden ser
representados mediante te´cnicas de reconstruccio´n 3D.
La reconstruccio´n 3D es un problema importante en s´ı mismo y con frecuencia es usada
como una fase intermedia en la meta global del reconocimiento de objetos en escenas 3D,
tal es el enfoque principal de esta tesis. Cabe sen˜alar que autores como Granholm (2015);
Ma´rton and Tu¨rker (2013); Prince (2012); Szeliski (2010) aseguran que el reconocimiento
de objetos dentro de una escena 3D sigue siendo una de las tareas ma´s complejas dentro
del campo de visio´n por computador. En dicho campo se han desarrollado diferentes
investigaciones para el estudio del reconocimiento de objetos, primero en ima´genes 2D y
recientemente en escenas 3D descritas en el estado del arte de esta tesis.
1
2 CAPI´TULO 1. INTRODUCCIO´N
Las escenas 3D se obtienen mediante modernos dispositivos de rango, e´stos realizan
un detallado escaneo de objetos complejos, produciendo modelos de puntos 3D (a menudo
denominado nubes de puntos). Una nube de puntos se define como un conjunto de puntos
no organizados que representan en una forma discreta el objeto en cuestio´n y se caracter-
izan por sus coordenadas espaciales (Erdos et al., 2014). Se dice que son no organizados
debido a que no poseen informacio´n adicional como topolog´ıa, orientacio´n o un punto de
referencia, sin embargo, la mayor parte de la informacio´n se puede deducir mediante la
aplicacio´n de algoritmos adecuados (Sankaranarayanan et al., 2007).
La tecnolog´ıa ha avanzado hasta ser capaz de reconstruir escenas 3D con precisio´n, no
obstante todav´ıa no es fa´cil de detectar y reconocer todos los objetos en ellas (Szeliski,
2010). La presente investigacio´n se enfoca en el reconocimiento de primitivas geome´tricas
que describan elementos comunes dentro de una escena industrial, espec´ıficamente cilin-
dros, toros y esferas pertenecientes a una nube de puntos 3D, con lo que se pretende reducir
las carencias e incrementar la efectividad de reconocimiento con respecto a los me´todos
actuales analizados en el estado del arte. El objetivo principal de esta investigacio´n, con-
siste en proporcionar una maqueta digital enriquecida con alto grado de detalle, ofreciendo
informacio´n no solo lo´gica, sino f´ısica y sema´ntica.
1.1 Motivacio´n de la investigacio´n
Si bien, en la u´ltimas de´cadas ha habido grandes avances al analizar una escena virtual
reconociendo todos los objetos que aparecen en ella, esta tarea sigue siendo una de las
ma´s complejas de la visio´n por computador (Granholm, 2015; Ma´rton and Tu¨rker, 2013;
Prince, 2012; Szeliski, 2010). A pesar de la gran capacidad que se ha logrado al desarrollar
esca´neres para generar maquetas digitales precisas de instalaciones industriales (Lin et al.,
2014; Marshall and Stutz, 2011), para el tratamiento y reconocimiento automatizado de
elementos, dichas capacidades resultan irrelevantes ya que estas maquetas carecen de un
significado sema´ntico y de informacio´n relevante que las describa; es decir, las personas
podemos percibir por medio de la vista los diferentes elementos que la componen una escena
3D, pero computacionalmente es imposible obtener informacio´n valiosa sin un algoritmo
que reconozca los elementos y proporcione datos precisos y descriptivos. En este sentido, el
reto es describir el entorno que percibimos en una escena virtual de modo que se detallen sus
propiedades tales como tipo, forma y distribucio´n. Esta investigacio´n resulta relevante en
el campo industrial en los casos donde los planos del interior de una fa´brica son inexistentes,
incompletos y/u obsoletos, por lo que surge la necesidad de contar con un mecanismo que




Describir detalladamente una escena digital, tal y como la percibe un humano no es una
tarea fa´cil, mucho menos cuando los objetivos de esta descripcio´n sean procesos pre-
definidos como lo lo es la creacio´n de inventarios. Un inventario es una relacio´n detallada,
ordenada y valioso de los elementos que componen los activos de una empresa o persona
(Gaither and Frazier, 2000). Es detallado porque se especifican las caracter´ısticas de cada
uno de los elementos que integran un patrimonio. Por ota parte, se considera ordenada
porque agrupa los elementos en sus respectivas cuentas. Y se valora porque el valor de
cada activo se expresa en unidades. Esta tarea requiere de muchos factores como son
conocimiento previo, capacidad de ana´lisis y reconocimiento. Factores que no es posi-
ble encontrarlos en una sola ciencia, de esta manera, la hibridacio´n del uso de maquetas
digitales, la ingenier´ıa inversa y tecnolog´ıas sema´nticas puede mejorar el proceso.
Como se detallara´ en el apartado de estado del arte, en la actualidad existen trabajos
de investigacio´n que se enfocan en este a´mbito como los desarrollados por As Ari et al.
(2014); Attene, Falcidieno, et al. (2006); Babinec et al. (2012); Biasotti et al. (2003a);
Dornbusch et al. (2007); Gao et al. (2010); R. Rusu and Marton (2009); Tombari et al.
(2011), por mencionar algunos. A pesar del esfuerzo desarrollado en estas investigaciones
siguen existiendo algunas carencias como:
1. Manejo eficiente de nubes de puntos de grandes dimensiones.
2. Manejo eficiente de nubes de puntos con densidad variable.
3. Porcentajes de pe´rdida de informacio´n altos.
4. Porcentajes de clasificacio´n erronea altos.
5. Tiempo de procesamiento bajo.
La presente investigacio´n intenta solventarlas por medio de un algoritmo de reconocimiento
de objetos que adopta los principios de ana´lisis de descriptores de caracter´ısticas geome´tri-
cas y reglas sema´nticas para la representacio´n de maquetas digitales enriquecidas con el
objetivo de proporcionar informacio´n lo´gica, f´ısica y sema´ntica de objetos representados
en ella.
El uso de descriptores de caracter´ısticas geome´tricas dentro de la nube de puntos ayu-
dara´ a resolver la pregunta ¿Existe algu´n objeto conocido dentro de la escena escaneada?.
Mientras que el uso de tecnolog´ıas sema´nticas intentara´ resolver la pregunta ¿Que´ tipo de
elementos tiene la escena escaneada?. De tal manera que se genere una maqueta digi-
tal enriquecida con informacio´n lo´gica calculando para cada objeto sus caracter´ısticas
geome´tricas tales como la altura, el ancho, el per´ımetro, la radio, por nombrar algunas;
informacio´n sema´ntica a partir del poblado de la ontolog´ıa propuesta con a informacio´n
de cada objeto; e informacio´n f´ısica mediante el ca´lculo de sus relaciones espaciales.
4 CAPI´TULO 1. INTRODUCCIO´N
1.3 Objetivo general y objetivos espec´ıficos
En te´rminos generales, el aporte principal de esta tesis es el reconocimiento de elementos a
partir de la acotacio´n sema´ntica de primitivas geome´tricas ba´sicas en una nube de puntos
que describan elementos comunes dentro de una escena, espec´ıficamente cilindros, toros
y esferas. Dicho reconocimiento considera como para´metros del modelo descriptores de
caracter´ısticas geome´tricas y reglas sema´nticas.
1.3.1 Objetivo General
El objetivo general de la tesis es definir un algoritmo de ingenier´ıa inversa, capaz de
reconocer elementos a partir de primitivas geome´tricas, espec´ıficamente cilindros, toros y
esferas en una nube de puntos captados v´ıa un esca´ner de escenas de medio-gran taman˜o
y asociarlos lo´gica, sema´ntica y f´ısicamente con elementos que se pueden encontrar en una
escena real. Esto permitira´ la generacio´n de una maqueta digital enriquecida en donde los
objetos sera´n descritos con un alto grado de detalle, proporcionando no solo la forma, sino
tambie´n caracter´ısticas geome´tricas como alto, largo, dia´metro; sus relaciones espaciales
con otros objetos e informacio´n sema´ntica de acuerdo al rol que representa cada elemento
en la escena.
1.3.2 Objetivos espec´ıficos
La definicio´n y organizacio´n de los objetivos espec´ıficos es importante para el cumplimiento
del objetivo general planteado. A continuacio´n, se proporcionan los objetivos espec´ıficos
a seguir durante esta investigacio´n:
• El algoritmo debe estar conformado por mo´dulos funcionales correctamente identi-
ficados y acotados.
• Identificar y analizar el formato de la fuente de datos proporcionada por el esca´ner,
es decir, identificar que tipo de datos provee el esca´ner, si e´ste sigue algu´n formato o
esta´ndar a partir del cual se debe interpretar la informacio´n, de manera que permita
seleccionar el mejor medio para gestionar la informacio´n.
• Incluir descriptores geome´tricos, los cuales representen y describan matema´ticamente
las primitivas a identificar.
• Disen˜ar y desarrollar el modelo sema´ntico de objetos reales asociado a las primitivas
encontradas en la nube de puntos, de manera que permitan asociar las entidades u
objetos, con texto legible y entendido por humanos.
• Definir reglas sema´nticas que permitan representar fiel y sema´nticamente a los ele-
mentos pertenecientes a una escena real. Las reglas sema´nticas permitira´n la cor-
recta clasificacio´n de los elementos considerando aspectos conocidos a priori como
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son: el comportamiento de los algoritmos de segmentacio´n de primitivas, as´ı como
la actuacio´n de los objetos en el mundo real.
• Validar del algoritmo.
Cada uno de los objetivos espec´ıficos mencionados tiene la finalidad de servir de instru-
mento para finalizar de manera exitosa la investigacio´n de esta tesis, requieren del uso de
ana´lisis matema´tico, tecnolog´ıa sema´ntica y de visio´n por computador.
1.4 Organizacio´n de la tesis doctoral
Esta tesis inicia proporcionando una descripcio´n general del contexto en el que se iden-
tifica la problema´tica a resolver, seguido por la motivacio´n de la investigacio´n, as´ı como
los objetivos generales y espec´ıficos. Posteriormente en el cap´ıtulo 2 se proporciona el
estado del arte relacionado con el a´mbito del tema, el cual esta´ dividido en dos secciones:
la primera se enfoca en el reconocimiento de objetos 3D, mientras que la segunda hace
referencia al enfoque sema´ntico. En el tercer cap´ıtulo se plantean las hipo´tesis a resolver y
su proceso de validacio´n. Mientras que en el Cap´ıtulo 4, se describe el algoritmo con todas
sus caracter´ısticas y procesos para el reconocimiento y acotacio´n sema´ntica de objetos en
una nube de puntos 3D. El Cap´ıtulo 5, incluye informacio´n detallada de los experimentos
que permiten la validacio´n de las hipo´tesis planteadas, y finalmente en el Cap´ıtulo 6, se
proporcionan las conclusiones generales de la presente tesis, as´ı como sus l´ıneas futuras de
investigacio´n.
6 CAPI´TULO 1. INTRODUCCIO´N
CAP´ITULO 2
Estado del Arte
En este cap´ıtulo se presenta el contexto que enmarca la presente investigacio´n, para lo
cual se describira´n los conceptos fundamentales, tecnolog´ıa relacionadas con la tesis y
se comparan los principales trabajos relacionados seleccionados durante la revisio´n de
la literatura. Este cap´ıtulo esta´ dividido en dos secciones, la primera se enfoca en el
reconocimiento de objetos 3D, para lo cual es necesario presentar la importancia del uso de
descriptores visuales y la descripcio´n del proceso general para el reconocimiento de objetos
en nubes de puntos 3D, finalmente se presentan los enfoques del reconocimiento de objetos
ma´s relevantes seleccionados durante la revisio´n de la literatura. Una vez presentado las
investigaciones actuales y las carencias de las mismas en relacio´n a los objetivos de esta
tesis, se presenta la segunda seccio´n del estado del arte, es decir, el enfoque sema´ntico
que consiste en informacio´n teo´rica y te´cnica de tecnolog´ıas sema´nticas, la descripcio´n de
la web sema´ntica, ontolog´ıas, metodolog´ıas ontolo´gicas y lenguajes de implementacio´n de
ontolog´ıas, as´ı como los trabajos relacionados en el contexto de tecnolog´ıas sema´nticas
dentro del reconocimiento de objetos.
2.1 Reconocimiento de objetos 3D
La tarea de reconocer objetos en una escena ha sido estudiada con anterioridad en el campo
de la Visio´n por Computador, la cual es una disciplina que estudia co´mo procesar, analizar
e interpretar ima´genes de forma automa´tica (Gonzalez et al., 2004). Dentro de este campo,
el reconocimiento de objetos ha ido evolucionando, en primera instancia analizando objetos
dentro de ima´genes 2D y recientemente en escenas 3D (Szeliski, 2010). Esta tesis busca
crear un algoritmo de reconocimiento de objetos 3D en una nube de puntos que bajo
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el contexto del reconocimiento de objetos 3D resuelva la pregunta ¿Existe algu´n objeto
conocido dentro de la escena escaneada?.
En el contexto de visio´n por computador, un objeto es una entidad del mundo real con
una etiqueta u´nica. El significado de ese objeto depende del nivel de abstraccio´n que se
usa en contexto de la aplicacio´n (Szeliski, 2010).
El reconocimiento de objetos es en la actualidad el mayor reto de la visio´n por com-
putador, debido a esto, en las u´ltimas de´cadas grandes esfuerzos se han concentrado en
este tema, particularmente en conjuntos tridimensionales, los cuales suelen encontrarse en
un entorno real.
Granholm (2015); Ma´rton and Tu¨rker (2013); Prince (2012); Szeliski (2010) reportan
que en la tarea del reconocimiento de objetos no se ha logrado alcanzar las capacidades
similares a las de un nin˜o de 2 an˜os, entre las que podemos mencionar: contar animales
diferentes o reconocer un adulto familiar existente en una fotograf´ıa, reconocer objetos
parcialmente ocultos, reconocer objetos con cambios estructurales, hacer coincidir objetos
grandes y pequen˜os, ensamblar 3 o 4 piezas de un puzzle, entre otras (Lam, 2005). A su
vez, algunos autores coinciden que la problema´tica se encuentra en delimitar el concepto
de “objeto” dentro del proceso, lo que da origen a los enfoques generales en los que se
afrontan los problemas de reconocimiento. En Szeliski (2010) se mencionan 4 tipos de
reconocimiento:
• Deteccio´n de objetos. Es utilizada en casos donde el objeto a detectar es conocido
y no se mueve. Entonces, un proceso de barrido a la imagen o escena es utilizado.
Este proceso tiene el objetivo de determinar en que´ parte de la fuente se produce
una correspondencia con el objeto modelo.
• Reconocimiento de instancias. Consiste en el reconocimiento de un objeto r´ıgido
(en 2D o 3D) conocido, ubicado en un fondo desordenado, y con oclusiones parciales.
El objetivo del reconocimiento de instancias es buscar la correspondencia (reconocer)
un objeto o escena espec´ıfico. Los objetos deben ser reconocidos sin importar cambios
de escala el punto de vista de la ca´mara, condiciones de iluminacio´n incluso oclusiones
parciales.
• Reconocimiento de categor´ıas. Este tipo de reconocimiento afronta problemas
donde es necesario reconocer cualquier instancia de una clase general, por ejemplo un
objeto de la clase “casa”, “avio´n” o “animal” (Ponce et al., 2007). En algunos casos,
el proceso de reconocimiento de categor´ıas se apoya en el contexto de los objetos
circundantes y elementos de la escena.
• Comprensio´n de contexto y de escena. Es de ma´s alto nivel. Este tipo de
reconocimiento considera la comprensio´n de la escena (contexto) en el que el objeto
esta´ teniendo lugar. Tomar en cuenta el contexto puede mejorar considerablemente
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el rendimiento de algoritmos (Divvala et al., 2009), as´ı como proporcionar pistas
sema´nticas u´tiles para comprender la escena general.
Considerando todo lo anterior, el tipo de abstraccio´n de objetos que se desea utilizar
en la presente tesis es a nivel de comprensio´n de contexto y de escena. Para abordar por
completo el tema del reconocimiento de objetos en una escena, a continuacio´n, se detal-
lan diferentes aspectos generales tales como los descriptores visuales, el proceso general
para el reconocimiento de objetos en nubes de puntos y los diferentes enfoques existentes
seleccionados a partir de la revisio´n de la literatura.
2.1.1 Proceso general de reconocimiento de objetos en nube de puntos
2.1.1.1 Descripcio´n de subprocesos
Reconocer un objeto conlleva el desarrollo de diferentes subprocesos en un estricto orden,
el proceso general de reconocimiento de objetos en una nube de puntos 3D descrito en
la Figura 2.1.1 refleja los diversos subprocesos que se emplean comu´nmente. Para el
o´ptimo desarrollo de un proceso de reconocimiento de objetos, es necesario considerar los
subprocesos de captura, pre-proceso, definicio´n de descriptores, clasificacio´n, verificacio´n
e interface.
Fig. 2.1.1: Proceso general para el reconocimiento de objetos
Dichos subprocesos para el reconocimiento de objetos son detallados a continuacio´n:
• Captura. La captura 3D es un me´todo mediante el cual una superficie se muestrea
o escanea usando tecnolog´ıa la´ser. El objeto o escena a capturar es analizado para
obtener informacio´n sobre su forma y su apariencia. La ventaja de la captura 3D
por medio del escaneado la´ser es que es posible obtener una gran cantidad de puntos
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con alta precisio´n en un periodo de tiempo relativamente corto. Debido a que los
esca´neres la´ser son instrumentos de l´ınea de vista, es necesario realizar mu´ltiples
capturas desde diferentes estaciones para garantizar una cobertura completa de un
objeto o escena (Marshall and Stutz, 2011).
• Pre-proceso. El objetivo del pre-proceso es reducir toda la informacio´n mejorando
la calidad y/o la apariencia de la imagen o escena original (Gonzalez, 2009). Se
resaltan ciertas caracter´ısticas de una imagen como bordes y contraste, por nom-
brar algunos; y se ocultan o elimina la informacio´n irrelevante, por ejemplo el ruido.
El pre-procesamiento es la etapa previa a la fase del ana´lisis en la cual se abordan
aspectos como segmentacio´n, extraccio´n de caracter´ısticas, reconocimiento e inter-
pretacio´n (Bieniecki, 2007). Los principales tipos de pre-proceso son realzado y
filtrado.
• Definicio´n de descriptores. El objetivo de la extraccio´n de descriptores es reducir
al mı´nimo la cantidad de informacio´n esencial para detectar objetos. Tal y como se
ha mencionado, para reconocer un objeto es necesario extraer caracter´ısticas que
permitan representarlo y describirlo matema´ticamente (Cabral et al., 2005). Un
conjunto de descriptores de mala calidad produce un solapamiento de clases y por
lo tanto una alta probabilidad de error en la clasificacio´n.
• Clasificacio´n. La clasificacio´n es el proceso de convertir los datos brutos en infor-
macio´n significativa, u´til y comprensible (Mountrakis et al., 2011). En esta etapa
se decide la categor´ıa ma´s probable a la que pertenece cada entidad considerando
su vector de propiedades (Diaz et al., 2004). La clasificacio´n tiene un planteamiento
matema´tico bien definido y puede considerarse resuelta desde el punto de vista de la
Teor´ıa de la Decisio´n. Cuando el conjunto de propiedades obtenidas en la etapa ante-
rior (extraccio´n de caracter´ısticas) es suficientemente discriminante, la complejidad
de esta etapa se reduce (Jia and Richards, 1999). El disen˜o correcto del clasificador
contribuira´ a disminuir la proporcio´n de errores.
• Verificacio´n. El objetivo es la evaluacio´n de los resultados del clasificador. La
verificacio´n puede incluir alguna informacio´n extra de fuentes adicionales al sistema,
incluso informacio´n proporcionada por el usuario.
• Interfaz. Comunicacio´n entre el proceso y el usuario. Tiene el objetivo de desplegar
los resultados obtenidos en los procesos anteriores, a trave´s de la pantalla.
2.1.2 Descriptores Visuales
Un descriptor visual se define como la descripcio´n detallada de un objeto, el cual es
considerado para su identificacio´n o ana´lisis en un proceso de reconocimiento de objetos
(J. Wu and Rehg, 2011).Un descriptor visual esta´ formado por un conjunto de datos
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ordenados, que contiene informacio´n acerca del objeto que describe y suelen presentarse
en forma de vector o matriz. La imagen o escena digital, en s´ı misma, puede considerarse
un descriptor visual. Un descriptor visual debe poseer las siguientes propiedades:
• Simplicidad: El descriptor deber´ıa representar las caracter´ısticas extra´ıdas de la
escena de manera clara y sencilla para permitir una fa´cil interpretacio´n de su con-
tenido.
• Repetibilidad: El descriptor generado a partir de una escena debe ser independi-
ente del momento en el que se genere.
• Diferenciabilidad: Dada una escena, el descriptor generado debe poseer alto grado
de discriminacio´n respecto de otras escenas y al mismo tiempo contener informacio´n
que permita establecer una relacio´n entre escenas similares.
• Invarianza: Cuando existen deformaciones en la representacio´n de dos escenas, es
deseable que los descriptores que las representan aporten la robustez necesaria para
poder relacionarlas au´n bajo diferentes transformaciones.
• Eficiencia: Es deseable que los recursos consumidos para generar el descriptor sean
aceptables para poder ser utilizados en aplicaciones con restricciones cr´ıticas de es-
pacio y/o tiempo.
De acuerdo a la diversidad de los descriptores visuales, es dif´ıcil clasificarlos segu´n
su naturaleza, a pesar de que casi todos se fundamentan en la evaluacio´n de alguna car-
acter´ıstica diferenciadora del objeto como intensidad, color, forma etc. Sin embargo, de
acuerdo a su nivel de abstraccio´n los descriptores visuales se pueden catalogar en dos
grandes grupos:
• Descriptores visuales globales
• Descriptores visuales locales
A continuacio´n se describe de forma ma´s detallada cada uno de ellos.
2.1.2.1 Descriptores Visuales Globales
Los descriptores globales resumen el contenido de la imagen o escena en un u´nico vector o
matriz de caracter´ısticas, tienen la ventaja de agrupar una gran cantidad de informacio´n
de la muestra en tan solo una pequen˜a cantidad de datos para describirla. A pesar de
su simplicidad, este tipo de descriptores han resultado ser ampliamente utilizados para
diferentes tareas, debido entre otras cosas a su bajo coste computacional. Los descriptores
globales ma´s relevantes son detallados a continuacio´n.
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Descriptores visuales basados en vectores normales. Para la comprensio´n
de este tipo de descriptores, es necesario definir el concepto normal. La normal a una
superficie en un punto P es un vector perpendicular al plano tangente a la superficie en P.
El concepto de normalidad se generaliza a la ortogonalidad, esto es, el espacio de vector
normal es el conjunto de los vectores que son ortogonales al espacio tangente en P. La
normal se utiliza para determinar la orientacio´n de una superficie hacia una fuente de luz
para el sombreado plano, o la orientacio´n del punto dado para imitar una superficie curva
(Blinn, 1978). Debido a la informacio´n que proporcionan los vectores normales acerca de
las superficie de los objetos, se han desarrollado descriptores basados en ellos, entre los
ma´s destacados se encuentra VFH (Viewpoint Feature Histrogram), el cual describe un
histograma calculado para cada imagen o escena, en donde se captura tanto la forma del
objeto como el punto de vista desde donde se captura la imagen. Para almacenar el modelo
completo de un objeto, es decir, la forma del objeto y sus diferentes puntos de vista, es
necesario almacenar un descriptor correspondiente a cada punto de vista. El descriptor
VFH ha sido ampliamente utilizado, por ejemplo Babinec et al. (2012) desarrollaron una
mejora al mismo con el objetivo de guiar un robot mo´vil para evitar obsta´culos dina´micos y
seleccionar el camino ma´s adecuado. El algoritmo emplea la reduccio´n de datos mu´ltiples
que resulta en un histograma polar, el cual es dividido en sectores angulares alrededor
de donde se encuentra el robot, por medio del histograma se analiza si se trata de una
apertura o un espacio bloqueado. Otro descriptor basado en normales es CVFH (Clustered
Viewpoint Feature Histogram), el cual fue presentado por Aldoma et al. (2011). CVFH es
una extensio´n de VFH, basada en la idea de que los objetos tienen una cierta estructura que
permite dividirlo en un nu´mero determinado de regiones finas, cada una de estas regiones
finas se utiliza para calcular de forma independiente un conjunto de histogramas VFH.
CVFH emite una representacio´n multivariante del objeto de intere´s, debido a esto, este
descriptor es ma´s robusto para los artefactos de segmentacio´n. Por otra parte, CSHOT
(Color- Signature of Histograms of Orientations) es un enfoque propuesto por Tombari
et al. (2011), el cual se deriva de la teor´ıa de un descriptor SHOT para los datos 3D que
se basa solamente en forma de los objetos. El descriptor CSHOT mejora la precisio´n de
la funcio´n de adaptacio´n en escenarios de reconocimiento de objetos caracterizados por la
presencia de desorden y oclusiones.
Descriptores visuales basados en vo´xel. Los datos gra´ficos se representan comu´n-
mente en una de tres formas principales: 1) como un modelo de objeto continuo (ge-
ome´trica), como una imagen en mapa de bits discreta pixel-imagen, y como un espacio
discreto voxel-imagen (Kaufman and Shimony, 1987). Entonces, un voxel es la repre-
sentacio´n volume´trica de los objetos (Steinbach and Girod, 2000). La representacio´n de
objetos 3D que permite el uso de mapas de voxels ha inspirado el desarrollo de algunos
descriptores como SDVS (Shape Distributions on Voxel Surfaces) es un descriptor presen-
tador por Wohlkinger and Vincze (2011), el cual es capaz de clasificar un “objeto nunca
antes visto” en su primera aparicio´n. Este descriptor de forma utiliza las distribuciones
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de superficies en voxels y se puede utilizar en diversas aplicaciones: como un descriptor
3D puro para la recuperacio´n de modelo 3D o como un descriptor 2.5D para encontrar
modelos 3D a vistas. A su vez, ESF (Ensemble of Shape Functions), fue desarrollado por
Wohlkinger and Vincze (2011). ESF es un descriptor de forma de nubes de puntos parciales
a base de funciones de forma. La clasificacio´n se presenta por medio de la recuperacio´n
3D al encontrar los vecinos ma´s cercanos de visitas generadas sinte´ticamente de modelos
CAD a la nube de puntos detectada. El descriptor de forma muestra que la combinacio´n
de las funciones de a´ngulos, distancias de puntos y a´rea de las formas da un impulso sig-
nificativo en la tasa de reconocimiento. Por u´ltimo, GRSD (Global Radius-Based Surface
Descriptor) es una versio´n global del descriptor RSD, el cual es presentado por Marton
and Pangercic (2010), GRSD trabaja en dos etapas: 1) la anotacio´n de grupos de puntos
con categor´ıas basadas en su geometr´ıa, tales como: cajas, bandejas, platos, etc, donde
para cada ce´lula de voxel es utilizado el descriptor de superficie basada en el radio (RSD)
y luego 2) usando apariencia basada en caracter´ısticas visuales (descriptor SURF, el cual
se describira´ ma´s adelante) para obtener el objeto exacto y su orientacio´n con respecto al
eje vertical del objeto.
Descriptores visuales con un dominio espec´ıfico. Descriptores geome´tricos, como
los presentados por Lin et al. (2014) en donde se clasifican nubes de puntos de zonas ur-
banas obtenidas con un esca´ner LIDAR aerotransportado. El objetivo principal es generar
eigen-caracter´ısticas fiables de una nube de puntos para mejorar la precisio´n de la clasifi-
cacio´n. El me´todo se basa en la matriz de covarianza ponderada con la mediana geome´trica,
que es insensible a la naturaleza no uniforme de las muestras propias de una exploracio´n
LIDAR. En el ana´lisis de cada eigen-caracter´ıstica se le asigna un peso a cada punto para
representar la contribucio´n espacial del punto en el ana´lisis de componentes principales
ponderados y para estimar la mediana geome´trica que puede ser considerada como el cen-
tro de la forma. Por otro lado se encuentran los descriptores de escena entre los cuales
se puede mencionar J. Wu and Rehg, 2011, el cual es un descriptor visual para recono-
cer lugares topolo´gicos o categor´ıas de escena llamado CENTRIST (CENsus TRansform
hISTogram), el cual analiza principalmente las propiedades estructurales dentro de una
imagen y suprime la informacio´n textural detallada. Por u´ltimo se presentan los descrip-
tores de forma, lo cuales son un conjunto de herramientas matema´ticas y procedimentales
que permiten obtener diversas medidas sobre los contornos y estructuras morfolo´gicas de
modelos o ima´genes 3D. Los descriptores de forma existen en diferentes tipos: los que esta´n
basados en modelos de superficies cuadra´ticas; los que esta´n basados en curvaturas princi-
pales, los que esta´n basados en transformaciones de informacio´n 3D a 2D como es el caso
de las ima´genes spin que pueden ser calculadas a diferentes resoluciones, los multi-escala,
entre otros (Lowe, 1999; Lowe, 2004; McAdams et al., 2011).
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2.1.2.2 Descriptores Visuales Locales
Actu´an sobre regiones de intere´s, previamente calculadas o identificadas, construyendo un
vector de caracter´ısticas de esa regio´n que tiene en cuenta la informacio´n contenida tanto
en el punto de intere´s como en la regio´n adyacente al mismo o vecindario. Normalmente
las regiones descritas se conocen como puntos de intere´s (en reconocimiento basado en 2D),
tambie´n llamados puntos destacados o keypoints (en reconocimiento basado en 2D y 3D).
El descriptor entonces, esta´ constituido por la totalidad de los vectores de caracter´ısticas
calculados. Los descriptores locales ma´s relevantes se describen a continuacio´n.
SIFT (Scale-Invariant Feature Transform) es un descriptor local que tiene la capacidad
de identificar con firmeza objetos incluso entre el desorden y bajo oclusio´n parcial, porque
la descripcio´n de la caracter´ıstica SIFT es invariante a la escala, orientacio´n e iluminacio´n.
Primero los puntos significativos SIFT se extraen de un conjunto de ima´genes de referencia
y se almacenan en una base de datos. Un objeto se reconoce en una nueva imagen mediante
la comparacio´n individual de cada caracter´ıstica de la nueva imagen con las que esta´n en
la base de datos; el porcentaje de similitud se mide por medio de la distancia eucl´ıdea de
sus vectores de caracter´ısticas. Este descriptor es ampliamente utilizado en investigaciones
actuales como Y. Li, W. Liu, et al. (2014); Liao et al. (2013); Sykora et al. (2014); X. Wu
et al. (2014) As´ı mismo se puede mencionar a SURF (Speeded Up Robust Features), el cual
fue presentado por primera vez por Bay et al. (2006). El descriptor SURF se puede utilizar
en tareas de reconocimiento de objetos o reconstruccio´n 3D. SURF calcula caracter´ısticas
locales, distintivas e invariantes ra´pidamente. Esta´ inspirado en el descriptor SIFT y es
ma´s ra´pido debido a variaciones en deformaciones tales como cambios de escala, rotacio´n
de imagen, los cambios de punto de vista, las ima´genes borrosas, cambio compresio´n JPEG
y cambios de luz. SURF es computacionalmente eficiente y resistente a la oclusio´n parcial.
Desde su creacio´n ha sido ampliamente utilizado en diferentes investigaciones tales como
Kang et al. (2015). Por u´ltimo se presenta FAST (Features from Accelerated Segment
Test). FAST es un algoritmo propuesto originalmente por Rosten and Drummond (2006).
El algoritmo llamado Caracter´ısticas de la prueba de segmento acelerado (FAST) es un
me´todo de deteccio´n de esquina, es utilizado para extraer caracter´ısticas y adema´s para
rastrear objetos. La mayor ventaja de este descriptor es su eficiencia computacional. FAST
es adecuado para aplicaciones que requieran un rendimiento de alta velocidad (Mair et al.,
2010).
2.1.2.3 Discusio´n del proceso de reconocimiento
Una vez presentado el concepto de descriptores visuales, sus caracter´ısticas y tipos, es
necesario describir el proceso general de reconocimiento de objetos en una nube de puntos
en donde los descriptores visuales tienen un papel importante.
El reconocimiento de objetos se basa comu´nmente en el disen˜o y uso de modelos de
los objetos, los cuales son previamente analizados y almacenados, dicha informacio´n es,
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de acuerdo al contexto, particularmente seleccionada y tiene el objetivo de optimizar el
proceso de reconocimiento. La seleccio´n de los descriptores visuales que definen un modelo
digital, es uno de los pasos ma´s cr´ıticos dentro del proceso de reconocimiento y depende
de las caracter´ısticas de los objetos que se pretende reconocer. Los descriptores visuales
de los modelos pueden ser disen˜ados de forma automa´tica o supervisada. El algoritmo de
reconocimiento general es definido en s´ı por el proceso de comparacio´n entre los modelos
de objetos y los objetos de la fuente de datos a reconocer. En los u´ltimos an˜os ha habido
muchos esfuerzos para optimizar el proceso de reconocimiento de objetos en nubes de
puntos, sin embargo, existen investigaciones como As Ari et al. (2014); Feng et al. (2015);
Ivorra et al. (2015); Jensfelt and Kragic (2006) que han enfocado sus esfuerzos en los
subprocesos extraccio´n de descriptores y clasificacio´n aplicada a diferentes a´mbitos. En
este sentido y de acuerdo con los objetivos de la tesis, esta investigacio´n esta´ enfocada en los
dos subprocesos ma´s relevantes del reconocimiento de objetos: definicio´n de descriptores
y clasificacio´n, pero adicionalmente abarcamos un subproceso antes (pre-proceso) y otro
despue´s (verificacio´n) para asegurar la calidad de la clasificacio´n de los objetos. Estos
cuatro procesos sera´n descritos detalladamente ma´s adelante en el cap´ıtulo 4.
2.1.3 Enfoques del reconocimiento de objetos
Como ya se ha mencionado, el problema de reconocimiento de objetos ha sido abordado por
diferentes investigaciones. La literatura presenta algoritmos de reconocimiento de objetos
3D clasificados de acuerdo a su enfoque (Tangelder and Veltkamp, 2008). A continuacio´n
se describen los ma´s relevantes para esta investigacio´n.
2.1.3.1 Enfoque basado en grafos topolo´gicos
Estos sistemas evalu´an la estructura, forma y geometr´ıa de los objetos, prestando especial
atencio´n a co´mo se encuentran conectadas las distintas partes de la geometr´ıa del objeto.
El enfoque basado en grafos topolo´gicos distingue y reconoce tanto formas y volu´menes
como deformaciones flexibles (torcimientos y estiramientos). Los sistemas basados en
grafos se dividen, a su vez, en dos categor´ıas: grafos de modelo y esqueletos.
• Basados en grafos de modelo. Los sistemas basados en grafos de modelo se
utilizan sobre todo para la recuperacio´n de modelos generados con herramientas
CAD. Entre estos sistemas destacan las representaciones de contorno, que describe
un modelo en te´rminos de ve´rtices, lados y caras, y la geometr´ıa so´lida constructiva
(CSG), que describe un modelo en te´rminos de un conjunto de operaciones booleanas
aplicadas a entidades geome´tricas ba´sicas tales como cubos o cilindros. Dentro de la
literatura que abarca este enfoque se encuentra el trabajo descrito en Zuckerberger
et al., 2002.
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• Basado en esqueleto. Los cuales utilizan como descriptor de forma un grafo basado
en esqueleto que codifica informacio´n geome´trica y topolo´gica. Tras someter al objeto
a una transformacio´n para obtener una estructura de vo´xeles, los nodos del esqueleto
se obtienen al aplicar un algoritmo de adelgazamiento basado en transformacio´n de
distancias. Posteriormente se conectan los nodos en un grafo de forma ac´ıclico tras
aplicar el algoritmo de a´rbol de mı´nima expansio´n, ejemplos de este enfoque son
descritos en Biasotti et al. (2003a); Biasotti et al. (2003b); Hilaga and Shinagawa
(2001); Mortara and Patane´ (2004); Steiner and Fischer (2002).
Este enfoque clasifica objetos compuestos completos, ma´s no reconoce caracter´ısticas de-
talladas de las superficies; tiene un bajo porcentaje de e´xito en la clasificacio´n de objetos
cuando existen oclusiones parciales ya que deforma la topolog´ıa; adema´s que es computa-
cionalmente costosa.
2.1.3.2 Enfoque basado en geometr´ıa
Los me´todos basados en geometr´ıa localizan casos de intere´s en ima´genes tridimensionales.
Se dividen en modelos basados en vistas, en error volume´trico y los estructurales.
• Modelos basados en vistas. La idea principal subyacente en estos me´todos es que
dos modelos tridimensionales son similares si todas las vistas desde distintos a´ngulos
de visio´n tambie´n son similares. Estos modelos facilitan el aprendizaje automa´tico
de los objetos de modo estable. Sin embargo en la pra´ctica una comparacio´n directa
de las ima´genes como mapas de bits no es o´ptima, ya que implica una carga computa-
cional excesiva, y adema´s este tipo de modelos son muy sensibles a ruidos, cambios
de iluminacio´n y otras alteraciones, adema´s presentan una informacio´n no estruc-
turada. Trabajos como Gao et al. (2010); Sung and Poggio (1998) se encuentran
dentro de este enfoque.
• Basados en error volume´trico. Los cuales describen la similitud geome´trica entre
dos modelos tridimensionales definiendo el error volume´trico existente entre ambos
mediante una funcio´n que cuantifica el nu´mero de vo´xeles que han de desplazarse y la
distancia que estos se desplazan para lograr dos formas pra´cticamente iguales. Dentro
de los trabajos ma´s relevantes en este enfoque se encuentran Cajal et al. (2013);
Masood and Rattanawong (2002); Masood, Rattanawong, and Iovenitti (2000).
• Modelos estructurales. Dichos modelos descomponen cada objeto en un conjunto
de figuras geome´tricas. El mayor problema de estas te´cnicas es que los modelos pre-
sentan una inestabilidad inherente, debido a que un mismo objeto se puede descom-
poner en distintas combinaciones primitivas. Ejemplos relevantes de este tipo de
enfoques, es posible mencionar Attene, Falcidieno, et al. (2006); Attene and Patane
(2010); Dey et al. (2003).
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Los enfoques geome´tricos para el reconocimiento de objetos 3D se limitan al reconocimiento
de formas simples y son sensibles a ruidos y a deformaciones flexibles, aunque soportan
escenas desordenadas y a diferencia del enfoque basado en grafos no utilizan descriptores
basados en la apariencia. Debido a las deficiencias de los modelos mencionados anterior-
mente, la presente investigacio´n propone un algoritmo de reconocimiento de objetos 3D
basado en el desarrollo de descriptores visuales, pero agrega tecnolog´ıa sema´ntica con el
fin de solventar dichas deficiencias. En consecuencia, esta investigacio´n hace uso de de-
scriptores de caracter´ısticas geome´tricas y reglas sema´nticas para obtener como resultado
nubes de puntos 3d enriquecidas con informacio´n lo´gica, f´ısica y sema´ntica. Por lo que, es
evidente la necesidad de describir que tecnolog´ıa sema´ntica se utilizara´ en esta tesis.
2.2 Tecnolog´ıas sema´nticas
El principal aporte de esta tesis es el desarrollo del algoritmo de reconocimiento de objetos
3D, en el cual se propone el uso de descriptores visuales y de tecnolog´ıas sema´nticas. Por
lo que en esta seccio´n se incluye informacio´n teo´rica y te´cnica de tecnolog´ıas sema´nticas,
a partir de las cuales permiten sustentar y completar el proceso de clasificacio´n de obje-
tos en una nube de puntos 3D que se describe en el Cap´ıtulo 3. El uso de tecnolog´ıas
sema´nticas en la presente tesis intentara´ resolver la pregunta ¿Que´ tipo de elementos tiene
la escena escaneada?. Esta seccio´n inicia con la descripcio´n de la propia web sema´ntica,
ontolog´ıas, as´ı como metodolog´ıas para el desarrollo de ontolog´ıas, lenguajes ontolo´gicos
y herramientas para su desarrollo.
2.2.1 La web sema´ntica
La evolucio´n que llevo´ a la web de disponer de documentos para ser le´ıdos por humanos
a incluir datos e informacio´n para que los ordenadores pudieran manipularlos, es decir la
web sema´ntica, fue descrita por primera vez por T. Berners-Lee (2001). La web sema´ntica
es una web de informacio´n procesable, en donde la teor´ıa sema´ntica proporciona un “sig-
nificado” a dicha informacio´n permitiendo una interoperatibilidad entre sistemas a trave´s
de la conexio´n lo´gica de te´rminos (Shadbolt et al., 2006). Para lo cual la web sema´ntica
plantea la reestructuracio´n y el enriquecimiento de documentos y componentes web con
informacio´n sema´ntica expl´ıcita, independiente de la presentacio´n al usuario final.
Entonces, la web sema´ntica es la extensio´n de la web tradicional (World Wide Web),
la cual que permite compartir contenido ma´s alla´ de los l´ımites de las aplicaciones y sitios
web. Una visio´n uto´pica, una red de datos, o simplemente un cambio de paradigma natural
de la web tradicional, han sido algunas de las definiciones de la web sema´ntica.
La Web tradicional esta´ basada en el lenguaje HTML, el cual por medio de su ma´s
relevante caracter´ıstica de marcado permite a los buscadores clasificar los documentos
HTML, crear un ı´ndice o cata´logo y mostrarlo al usuario por medio del navegador. Son
grandes las ventajas y beneficios que el HTML trajo a la web tradicional, sin embargo
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carece de una completa descripcio´n de datos y no es extensible. A partir de esas carencias,
la web evoluciono´ con la introduccio´n de otros elementos como DHTML, Javascript, e
incluso lenguajes que permit´ıan informacio´n ma´s estructurada como lenguaje XML. No
obstante este tipo de elementos y lenguajes no subsanaban la necesidad de una descripcio´n
ma´s detallada del documento y de su contenido, adema´s de no propiciar la interconexio´n
entre sistemas. En consecuencia, surgieron lenguajes de marcado capaces de representar el
conocimiento basa´ndose en el uso de metadatos y ontolog´ıas. De acuerdo con Berners-Lee,
la arquitectura de la web sema´ntica se representa tal y como muestra la Figura 2.2.1:
Fig. 2.2.1: Arquitectura de la web sema´ntica. Adaptado de Berners-Lee (2006)
2.2.1.1 Ontolog´ıas
Una de las primeras definiciones de ontolog´ıa es la descrita por Gruber (1993) en donde
menciona que una ontolog´ıa es una especificacio´n expl´ıcita de una conceptualizacio´n. Para
los sistemas basados en el conocimiento, lo que “existe” es exactamente lo que se puede
representar. Dentro de un dominio espec´ıfico, se le llama universo del discurso al conjunto
de objetos que se puede representar. Mientras que un vocabulario es la descripcio´n del
conjunto de objetos y sus relaciones entre ellos. Por medio de este vocabulario de repre-
sentacio´n un programa basado en el conocimiento puede representar el conocimiento (N.
Noy and McGuinness, 2001), por lo que, una base de conocimiento se constituye a partir
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de una ontolog´ıa y un conjunto de instancias individuales.
En una ontolog´ıa las definiciones asocian: 1)nombres de entidades en el universo de
discurso, es decir, clases, relaciones, funciones, u otros objetos, con texto legible y enten-
dido por humanos; 2)propiedades de cada concepto que describen diversas caracter´ısticas
y atributos del mismo, llamados slots, roles o propiedades; y 3)axiomas formales que lim-
itan la interpretacio´n y el uso de estos te´rminos bien formados (Gruber, 1993; N. Noy and
McGuinness, 2001).
Debido a la importancia de esta tecnolog´ıa sema´ntica, en la literatura se han encon-
trado trabajos que utilizaron ontolog´ıas para representar conocimiento en distintos tipos
de dominios, como el disen˜o estructural (Hou et al., 2015), biomedicina (Levine et al.,
2015; Mugzach et al., 2015), sector energe´tico (T. Hong et al., 2015; Lo´pez et al., 2015),
tendencias de los mercados (K. C. Lee et al., 2015), e incluso en el campo de la robo´tica
y automatizacio´n (Dogmus et al., 2015; Fiorini et al., 2015).
A medida que la cantidad de informacio´n en formatos digitales aumenta, las ontolog´ıas
se han vuelto ma´s populares para representar y generar conocimiento (Dogmus et al.,
2015). Una caracter´ıstica notable de las ontolog´ıas es que permiten la aplicacio´n del
conocimiento por nueva informacio´n, es decir, ontolog´ıas desarrolladas en diferentes inves-
tigaciones e instantes tienen la capacidad de ser integradas y el razonamiento puede ser
automatizado sobre conceptos y sus relaciones representadas en todas las ontolog´ıas. Por
lo que, no es de extran˜ar que existan cada vez mas sistemas basados en conocimiento que
se basan en ontolog´ıas.
Dependiendo de su nivel de generalidad Fensel (2001); Guarino (1998); Heijst et al.
(1997) distinguen cuatro tipos de ontolog´ıas:
• Ontolog´ıas de dominio. Aquellas ontolog´ıas que representan el conocimiento
va´lido para un tipo particular de dominio, por ejemplo, el dominio de la medic-
ina, robo´tica, biolog´ıa, industrial, por mencionar algunas.
• Ontolog´ıas metadatos. Son aquellas que proporcionan un vocabulario para rep-
resentar el contenido de las fuentes de informacio´n en l´ınea.
• Ontolog´ıas gene´ricas o de sentido comu´n. Se refiere a las ontolog´ıas que tienen
como objetivo capturar el conocimiento general sobre el mundo, representando con-
ceptos generales y fundacionales del conocimiento, proporcionando nociones y con-
ceptos ba´sicos. Por lo que, estos conceptos son va´lidos en varios dominios, es decir,
una ontolog´ıa industrial es aplicable en a´mbitos te´cnicos o comerciales.
• Ontolog´ıas de representacio´n Son aquellas que representan conceptos aplicables
en cualquier dominio. Este tipo de ontolog´ıas recogen los primitivos sema´nticos
que se utilizan para modelar el conocimiento en un paradigma de representacio´n
del conocimiento. Como primitivos sema´nticos se puede mencionar a las clases,
las relaciones y los atributos. Una ontolog´ıa representacional relevante es la Frame
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Ontology (Gruber, 1993), la cual define conceptos como frames, slots, y restricciones
de slots, mismos que permiten la representacio´n del conocimiento de una manera
orientada a objetos o basado en marcos.
• Ontolog´ıas de tareas y ontolog´ıas de me´todos. Las ontolog´ıas de tareas son
aquellas que proporcionan te´rminos espec´ıficos para tareas particulares. Mientras
que las ontolog´ıas de me´todos proveen te´rminos espec´ıficos para me´todos particulares
de resolucio´n de problemas. Ambas proveen un punto de vista de razonamiento sobre
conocimiento del dominio.
2.2.1.2 Metodolog´ıas para el desarrollo de ontolog´ıas
Actualmente existe una gran cantidad de metodolog´ıas para la construccio´n de ontolog´ıas,
todas ellas dependen de la aplicacio´n final que tendra´ la ontolog´ıa. Una breve descripcio´n
de las metodolog´ıas ma´s relevantes se presenta a continuacio´n.
Metodolog´ıa Cyc.
La metodolog´ıa ba´sica de mapeo Cyc fue´ presentada por Lenat and Guha (1993). Cyc
inicia como un proyecto de inteligencia artificial que tiene como objetivo la construccio´n
de una ontolog´ıa comprensible para el razonamiento humano (Reed and Lenat, 2002).
Los pasos generales para la construccio´n de ontolog´ıas de acuerdo a Cyc son:
1. Extraer manualmente el conocimiento comu´n que esta´ impl´ıcito en diferentes fuentes
2. Utilizar herramientas de procesamiento de lenguaje natural o aprendizaje natural
para la adquisicio´n de nuevo conocimiento en la ontolog´ıa.
El proyecto Cyc surgio´ por parte de la Corporacio´n de Tecnolog´ıa en Computacio´n y
Microelectro´nica. La base de conocimiento de Cyc es propietaria, aunque una pequen˜a
versio´n fue liberada y esta´ disponible como OpenCyc, la misma que busca definir un
vocabulario comu´n para el conocimiento automatizado (Corcho et al., 2003).
Metodolog´ıa de Uschold y King.
Metodolog´ıa presentada por Uschold and King (1995) y basada en la experiencia de
desarrollo de Enterprise Ontology. Dicha ontolog´ıa fue´ disen˜ada para los procesos de
modelado empresarial. Debido a la experiencia adquirida, la metodolog´ıa de Uschold
y King proporciona directrices para ontolog´ıas en desarrollo y permite la creacio´n de
ontolog´ıas en base a otras ya existentes (Corcho et al., 2003).
Los autores recomiendan los siguientes pasos:
1. Identificacio´n del propo´sito de la ontolog´ıa. Es esta primera etapa se debe tener
claro el objetivo y usos al que se destinara´ la ontolog´ıa.
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2. Capturar los conceptos y las relaciones en el dominio de intere´s. Tiene el objetivo de
definir el alcance de la ontolog´ıa, enfoca´ndose en los conceptos u´tiles para el dominio
y sin ambigu¨edades.
3. Codificacio´n de la ontolog´ıa. Implica la representacio´n expl´ıcita y correcta de los
conceptos elegidos en el paso anterior en un lenguaje formal. Es posible la integracio´n
de ontolog´ıas existentes durante los procesos de captura y codificacio´n.
4. Evaluacio´n de la ontolog´ıa.
5. Documentacio´n de la ontolog´ıa.
Metodolog´ıa de Gru¨ninger y Fox.
Metodolog´ıa basada en la experiencia obtenida a partir del desarrollo de la ontolog´ıa
del proyecto TOVE, la cual fue disen˜ada por Gru¨ninger and Fox (1995) dentro del dominio
de los procesos de negocio y actividades de modelado (Corcho et al., 2003). Esta ontolog´ıa
se enfoca en la construccio´n de un modelo lo´gico del conocimiento, el cual no se construye
directamente sino en pasos: se inicia con la definicio´n de una descripcio´n informal que
cubra las especificaciones de la ontolog´ıa y despue´s e´sta se formaliza.
Los pasos para la construccio´n de ontolog´ıas de acuerdo con Gru¨ninger y Fox son:
1. Definicio´n de escenarios motivadores. Tiene como objetivo definir los escenarios
que se plantean en la aplicacio´n de la ontolog´ıa. Cualquier propuesta de una nueva
ontolog´ıa o la extensio´n a una existente debe definirse en escenarios motivadores.
Cada escenario motivador proporciona tambie´n un conjunto de posibles soluciones a
los problemas de planteados en ellos.
2. Formulacio´n de preguntas en lenguaje natural. Se les denomina preguntas de com-
petencia, el objetivo del desarrollo de estas preguntas es determinar el a´mbito de la
ontolog´ıa. Son basados en los escenarios motivadores ya definidos y son considerados
como requisitos expresividad. La ontolog´ıa a desarrollar debe ser capaz de responder
a estas preguntas utilizando su terminolog´ıa, y tener la capacidad de caracterizar las
respuestas usando sus axiomas y definiciones.
3. Especificacio´n de la terminolog´ıa. En base a las preguntas realizadas en el paso
anterior, se especifica la terminolog´ıa de la ontolog´ıa utilizando un formalismo. Estos
te´rminos dara´n pie a las definiciones, relaciones, propiedades y limitaciones que sera´n
expresados por medio de axiomas.
4. Formalizacio´n de las interrogantes. Se definen formalmente las preguntas utilizando
la terminolog´ıa de la ontolog´ıa.
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5. Especificacio´n de axiomas formales. Los axiomas son detallados como frases de
primer orden para definir los te´rminos y las limitaciones de los objetos en la ontolog´ıa.
Una ontolog´ıa va´lida no es un conjunto de objetos, te´rminos o conceptos, e´stos
deben estar acompan˜ados de axiomas que definen la sema´ntica o significado, de
estos te´rminos.
6. Verificacio´n de la ontolog´ıa. Se determinan las condiciones para evaluar la integridad
de la ontolog´ıa, es decir, se definen las condiciones en las cuales las soluciones a las
preguntas este´n completas.
Esta metodolog´ıa basa su desarrollo en la correcta formulacio´n de las preguntas de
competencia ya que la ontolog´ıa estara´ dirigida a responderlas.
Metodolog´ıa Methontology.
Es una metodolog´ıa creada por Go´mez-Pe´rez (1998) con el objetivo de construir on-
tolog´ıas nuevas, reutilizando otras o a trave´s de un proceso de reingenier´ıa. Methontology
presenta un ciclo de vida basado en la evolucio´n de prototipos, siguiendo el esta´ndar IEEE
1074 de desarrollo de software (Corcho et al., 2003; Go´mez-Pe´rez et al., 2006).
Los autores sugieren los siguientes pasos para el desarrollo de la metodolog´ıa:
1. Especificacio´n. Definir el alcance y finalidad de la ontolog´ıa expresada en lenguaje
natural.
2. Conceptualizacio´n. Definicio´n de los conceptos, casos, relaciones y propiedades me-
diante una representacio´n informal.
3. Implementacio´n. Representa la formalizacio´n de la ontolog´ıa, en un lenguaje formal
como RDF, OWL, por mencionar algunos.
4. Evaluacio´n. Tiene el objetivo de comprobar el correcto funcionamiento de la on-
tolog´ıa mediante pruebas verificando posibles inconsistencias y redundancias.
2.2.1.3 Lenguajes de implementacio´n de ontolog´ıas
A continuacio´n se presentan los lenguajes ontolo´gicos ma´s relevantes utilizados en la web.
Algunos de estos lenguajes exist´ıan antes y fueron adaptados para su uso en la web, ahora
son utilizados como lenguajes intermedio entre sistemas, mientras que otros lenguajes han
sido disen˜ados con el propo´sito espec´ıfico de la comunicacio´n via web.
Un lenguaje ontolo´gico debe cumplir con las siguientes caracter´ısticas:
1. Debe permitir representar el conocimiento ontolo´gico de manera sencilla
2. Debe tener una sema´ntica axiomatizable
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3. Debe permitir el razonamiento que necesitara´n los agentes
4. El coste computacional del razonamiento debe ser razonable
5. Debe poder utilizar un esta´ndar para la representacio´n de la informacio´n
6. Todo el conocimiento en la web podra´ ser descrito usando este esquema
7. Estos esta´ndares sera´n utilizados para la representacio´n, consumo y comparticio´n de
informacio´n entre servicios y agentes
KIF (Knowledge Interchange Format) es un lenguaje desarrollado con el objetivo de
intercambiar conocimiento entre los distintos sistemas basados en conocimiento y sistemas
de inteligencia artificial. Este lenguaje fue definido dentro del proyecto Ontolingua, el cual
proporciona un constructor ontolog´ıas cooperativo con la capacidad de exportar ontolog´ıas
a diversos formalismos (Genesereth and Fikes, 1992).
RDF (Resource Description Framework) es un marco de trabajo para descripcio´n de
recursos recomendado por la W3C. RDF fue disen˜ando con el objetivo de representar
metadatos en la web como derechos de autor, t´ıtulo, licencias de los documentos, as´ı como
acceder a listados de recursos compartidos. RDF tambie´n tiene la capacidad de representar
informacio´n sobre cualquier recurso identificado (identified) en la Web.
El World Wide Consortium desarrolla este lenguaje en 6 bloques o especificaciones
distintas:
1. RDF Primer1.
2. Resource Description Framework (RDF): Concepts and Abstract Syntax2.
3. RDF/XML Syntax Specification (Revised)3.
4. RDF Semantics4.
5. RDF Vocabulary Description Language 1.0: RDF Schema5.
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El RDF es un esta´ndar para descripciones simples. Mientras que el lenguaje XML
sirve para la sintaxis, RDF se utiliza para representaciones sema´nticas debido a que tiene
una serie de reglas para proveer informacio´n descriptiva.
DAML (DARPA Agent Markup Language) es un lenguaje de marcado de agente de la
Agencia de Defensa de Estados Unidos de Investigacio´n Avanzada de Proyectos (DARPA)
que se basa en el lenguaje de marcado extensible (XML). DAML se compone de dos
lenguajes: 1)lenguaje de ontolog´ıa y 2)lenguaje para representar restricciones y reglas de
inferencia. DAML esta´ disen˜ado para tener una mayor capacidad que el lenguaje XML
para la descripcio´n de los objetos y sus relaciones, as´ı como para expresar la sema´ntica, y
para crear un mayor nivel de interoperabilidad entre los sitios web.
OWL (Web Ontology Language) o Lenguaje de Ontolog´ıas para la Web, el cual es
una recomendacio´n del W3C (http://www.w3.org/TR/owl-ref/). OWL es un lenguaje
de etiquetado sema´ntico para publicar y compartir ontolog´ıas en la Web. OWL tiene
la capacidad de representar ontolog´ıas de forma expl´ıcita, es decir, permite definir el
significado de te´rminos en vocabularios y sus relaciones. OWL surge como una revisio´n al
lenguaje DAML-OIL y es considerado una extensio´n del lenguaje RDF, OWL emplea las
tripletas de RDF y es ma´s poderoso y expersivo que RDF y DAML-OIL.
En conclusio´n, las tecnolog´ıas de la Web Sema´ntica permiten crear almacenes de datos
en la Web, construir vocabularios, y escribir reglas para el manejo de datos7. Los lenguajes
ontolo´gicos son medios para expresar ontolog´ıas de forma comprensible por las ma´quinas.
Algunos de ellos han emergido en los u´ltimos an˜os en paralelo a la idea de Web Sema´ntica,
de forma que esta´n orientados para tal tecnolog´ıa.
2.2.1.4 Tecnolog´ıas sema´nticas dentro del reconocimiento de objetos
Como ya se menciono´, uno de los aportes ma´s importantes de esta tesis la generacio´n de
escenas enriquecidas con datos con un sentido lo´gico, sema´ntico y f´ısico por medio de un
algoritmo de reconocimiento de objetos, uno de los posibles usos es el facilitar el proceso de
inventario de las instalaciones de fa´bricas. En este sentido, las obras ma´s relevantes dentro
del a´mbito de las tecnolog´ıas sema´nticas aplicadas al reconocimiento 3D son descritas a
continuacio´n.
Un enfoque de la deteccio´n basada en el conocimiento de los objetos 3D utilizando
el lenguaje de ontolog´ıas OWL llamada WiDOP fue presentado por Hmida et al. (2012).
WiDOP utiliza el lenguaje VRML para definir una ontolog´ıa de una escena indexada
creada por un conjunto de nubes de puntos 3D. WiDOP tiene la capacidad de detectar
objetos pero no las reconoce. A su vez, un modelo de visio´n por computador fue presen-
tado por Go´mez-Romero et al. (2011), el cual tiene el objetivo de construir un modelo
7http://www.w3.org/standards/semanticweb/
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simbo´lico de una escena de v´ıdeo mediante la integracio´n de datos de seguimiento e in-
formacio´n contextual. Este modelo utiliza ontolog´ıas formales y usa procedimientos de
razonamiento con 2 objetivos: 1) obtener una interpretacio´n de alto nivel del escenario y
2) proporcionar informacio´n al procedimiento de seguimiento de bajo nivel para mejorar
su precisio´n y rendimiento. Dentro del modelo se realiza razonamiento deductivo y abduc-
tivo para llevar a cabo la interpretacio´n escena y la mejora de seguimiento. Tanto WiDOP
como el modelo de Gomez-Romero localizan objetos dentro de las escenas 3D y 2D re-
spectivamente, en contraste con la presente tesis, la cual tiene el objetivo de reconocer y
clasificar cada elemento, adema´s de calcular sus propiedades f´ısicas y espaciales reales con
el fin de enriquecer la escena escaneada.
Por otra parte, un algoritmo de retroalimentacio´n basado en te´cnicas de extraccio´n
de caracter´ısticas supervisadas fue presentado por Leifman et al. (2005). Este algoritmo
tiene un motor de bu´squeda Web que utiliza retroalimentacio´n relevante para recuperar
objetos sema´nticamente similares. Adema´s, los autores presentan una anotacio´n a trave´s
de etiquetas en modelos predefinidos en una base de datos. A su vez, Dı´az-Vilarin˜o et al.
(2013) presentan una metodolog´ıa para la generacio´n automa´tica de un Modelado de infor-
macio´n de construccio´n (BIM, Building Information Model), el cual incluye superficies de
sombreado que afectan a las necesidades de eficiencia energe´tica e iluminacio´n de edificios.
Esta metodolog´ıa describe un proceso de segmentacio´n, el cual se lleva a cabo a trave´s de
un Algoritmo 3D de regio´n de crecimiento, a trave´s del cual se identifican las diferentes
paredes y otros elementos del edificio. Dentro del sentido sema´ntico se utilizan etiquetas
de marcado para cada elemento, de modo que a cada regio´n se le asigna una etiqueta de
“Wall”, “Ceiling”, “Floor” y “Shade”. En consecuencia, el BIM resultante se puede someter
a un ana´lisis solar en el software de ana´lisis de energ´ıa.
En este mismo sentido, Sengupta et al. (2013) propone un algoritmo que genera una
reconstruccio´n 3D densa con etiquetados sema´nticos asociados. El objetivo de estas recon-
strucciones 3D es apoyar la navegacio´n y la localizacio´n dentro de una escena reconociendo
su entorno para identificar e interactuar con objetos de intere´s. Todo esto a partir de un
modelo sema´ntico 3D, las entradas del algoritmo son pares de ima´genes este´reo de nivel
de la calle adquiridos a partir de una ca´mara montada en un veh´ıculo en movimiento. Se
calcula la profundidad de los mapas a partir de las ima´genes y las posturas de dicha ca´-
mara, produciendo de esta manera una representacio´n en 3D volume´trica de la escena. Las
ima´genes a nivel de calle se etiquetan de forma automa´tica utilizando un marco de Campo
Condicional Aleatorio (CRF, Conditional Random Field ) por medio de la explotacio´n de
las ima´genes este´reo adquiridas.
Tanto Dı´az-Vilarin˜o et al. (2013); Leifman et al. (2005), como Sengupta et al. (2013)
utilizan un sistema de etiquetado simple, en cambio, la presente tesis ofrece un sentido
sema´ntico a los objetos reconocidos, permitiendo una descripcio´n sema´ntica ma´s amplia
de los objetos.
Otro ejemplo es el propuesto por Le´on et al. (2016), en donde se presenta una firma
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para la descripcio´n sema´ntica de formas 3D. A partir de una malla 3D segmentada y
etiquetada, los autores utilizan distancias geode´sicas a las diferentes etiquetas sema´nticas,
codificando tanto informacio´n sema´ntica como la geome´trica, de acuerdo a la idea ba´sica:
dado un ve´rtice, e´ste se caracteriza de acuerdo a sus distancias geode´sicas a cada parte
sema´ntica del objeto. Aunque este trabajo se aproxima a la idea general de la presente
tesis, existen algunas diferencias como el uso de la distancia geode´sica por parte de Le´on
et al. (2016) para la caraterizacio´n de los elementos, en contraste con el razonamiento
sema´ntico presentado por esta tesis con el mismo propo´sito.
Finalmente, un conjunto de datos llamado IAIR-carped fue introducido por Y. Wu et
al. (2012), los autores lo describen como el primer conjunto de datos para el reconocimiento
de objetos de grano fino, se trata de una serie de capas de etiquetas sema´nticas anotadas
por personas. Este conjunto de datos trabaja con escenas de calles de una ciudad con dos
categor´ıas: coches y peatones. Con este estudio los autores tratan de demostrar co´mo las
personas tienden a interpretar objetos mediante una categorizacio´n de grano fino, siendo
esta ma´s minuciosa en los detalles. Aunque IAIR-carped presenta una gran contribucio´n
a la clasificacio´n de los peatones y coches, en el sentido sema´ntico, so´lo hay etiquetas
asociadas a los elementos. En contraste la presente tesis tiene la capacidad de vincular sus
elementos sema´nticamente definidas con otras fuentes de informacio´n basado en ontolog´ıas
para enriquecer la escena.
2.2.2 Conclusiones del estado del arte
El reconocimiento es el proceso de identificacio´n de objetos existentes en la imagen o
escena, de acuerdo con la literatura consultada, el reconocimiento de objetos es el mayor
reto de la visio´n por computador. Como se menciono´, las investigaciones desarrolladas
en los u´ltimos an˜os reportan que en esta tarea no se ha logrado alcanzar las capacidades
similares a las de un nin˜o de 2 an˜os (Granholm, 2015; Ma´rton and Tu¨rker, 2013; Prince,
2012; Szeliski, 2010). Existen 4 tipos de reconocimiento de acuerdo al nivel de abstraccio´n
del objeto a reconocer (Szeliski, 2010): deteccio´n de objetos, reconocimiento de instancias,
reconocimiento de categor´ıas, comprensio´n de contexto y de escena. De acuerdo a esta
clasificacio´n, la tesis presentada esta´ enfocada al reconocimiento de contexto y escena,
debido a que se centra en el reconocimiento de objetos de acuerdo a su categor´ıa geome´trica
pero bajo un contexto cerrado, espec´ıficamente instalaciones industriales.
Para desarrollar la tarea de reconocer un objeto dentro de una imagen o escena es
necesario crear descriptores. Un descriptor visual es la descripcio´n detallada de un objeto
considerado en el proceso de reconocimiento de objetos (J. Wu and Rehg, 2011). Los de-
scriptores pueden ser globales o locales. Los descriptores globales resumen el contenido de
toda la imagen o escena en un u´nico vector o matriz de caracter´ısticas, mientras que los de-
scriptores locales actu´an sobre regiones de intere´s, previamente calculadas o identificadas,
construyendo un vector de caracter´ısticas de esa regio´n.
Tambie´n se mencionaron los subprocesos que componen al Proceso General de Re-
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conocimiento de Objetos en una nube de puntos 3D: Captura, Pre-proceso, Definicio´n
de descriptores, Clasificacio´n, Verificacio´n e Interface, dicho proceso ha sido ampliamente
estudiado en mu´ltiples investigaciones como As Ari et al. (2014); Feng et al. (2015); Ivorra
et al. (2015); Jensfelt and Kragic (2006), los cuales han enfocado sus trabajos en los
subprocesos definicio´n de descriptores y clasificacio´n aplicados a enfoques como gu´ıas en
trayectorias de robots mo´viles, reconocimiento de escenas en interiores controlados, en este
sentido y de acuerdo con los objetivos de la tesis, esta investigacio´n esta´ centrada en los
dos subprocesos ma´s relevantes del reconocimiento de objetos: extraccio´n de descriptores
y clasificacio´n, agregando dos supprocesos adicionales: pre-proceso y verificacio´n.
En este estado del arte fueron presentados tambie´n diversos enfoques para la resolucio´n
del problema del reconocimiento de objetos 3D (Tangelder and Veltkamp, 2008), los ma´s
relevantes para esta investigacio´n son el enfoque basado en grafos topolo´gicos y el enfoque
basado en geometr´ıa. El enfoque basado en grafos topolo´gicos distingue y reconoce la es-
tructura, forma, y geometr´ıa de los objetos, al evaluar la estructura y forma de los objetos,
no reconoce caracter´ısticas detalladas de las superficies y falla en la clasificacio´n cuando
los objetos presentados contienen oclusiones parciales. Por otra parte, el enfoque basado
en geometr´ıa soporta escenas desordenadas y oclusiones parciales y no utiliza descriptores
basados en la apariencia, pero se limita al reconocimiento de formas simples y es sensible
a ruidos y a deformaciones flexibles. Considerando las deficiencias de estos modelos, la
presente investigacio´n propone el uso de un algoritmo de reconocimiento de objetos en una
nube de puntos 3D, enfoca´ndose en optimizar los subprocesos de pre-procesamiento de la
nube de puntos fuente, definicio´n y categorizacio´n de descriptores para clasificar objetos
en primitivas y verificacio´n.
Por su parte, el ana´lisis de la tecnolog´ıa sema´ntica permitio´ conocer el estado actual
de la tecnolog´ıa resaltando la importancia que tiene actualmente el uso de ontolog´ıas es
sistemas basados en conocimiento. En relacio´n a esta tesis doctoral la sema´ntica ayudara´
a sustentar y completar el proceso de clasificacio´n de objetos en una nube de puntos 3D.
Al representar sema´nticamente la informacio´n de instalaciones industriales.
A partir de las limitaciones identificadas en el estado del arte, en el capitulo 3 presenta
las hipo´tesis de la presente tesis, as´ı como un conjunto de evaluaciones definidas para las
mismas.
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CAP´ITULO 3
Hipo´tesis a resolver
3.1 Planteamiento de las hipo´tesis a resolver
La problema´tica abordada en esta investigacio´n para la creacio´n de un algoritmo de re-
conocimiento y acotacio´n sema´ntica de primitivas en una nube de puntos 3D que permita
enriquecer maquetas digitales, no tiene una solucio´n trivial ni sencilla. El mayor reto se
enfocara´ principalmente en la definicio´n de los mecanismos que permitan el reconocimiento
de primitivas geome´tricas y la creacio´n de un modelo sema´ntico, capaces de clasificar de
una forma eficiente objetos definidos en una nube de puntos 3D y describirlos lo´gica, f´ısica
y sema´nticamente dentro de un entorno industrial.
Como se ha comentado en la seccio´n del estado del arte, existen diferentes investiga-
ciones que se han ido desarrollando a lo largo de los an˜os para dar solucio´n al problema
del reconocimiento de objetos 3D, los cuales fueron aplicados a diferentes a´mbitos. Sin
embargo estos trabajos presentan dificultades como sensibilidad a ruidos y a deformaciones
flexibles o fallos en el reconocimiento de caracter´ısticas detalladas de las superficies y en la
clasificacio´n de objetos con oclusiones parciales, lo que se deriva en la segmentacio´n mu´lti-
ple de un mismo objeto, adema´s de carecer en su totalidad de informacio´n relevante que
enriquezca a la nube de puntos ma´s alla´ de las caracter´ısticas geome´tricas. A diferencia
de estos, en esta tesis se pretende la generacio´n de un algoritmo inteligente basado en el
ana´lisis de descriptores visuales y la aplicacio´n de tecnolog´ıa sema´ntica que optimice el re-
conocimiento y acotacio´n sema´ntica de primitivas enriqueciendo escenas reales a partir de
la descripcio´n de esos objetos que la componen con informacio´n lo´gica, f´ısica y sema´ntica.
La informacio´n f´ısica se refiere al ca´lculo de caracter´ısticas geome´tricas de cada objeto
como alto, ancho, per´ımetro, radio, por mencionar algunas, Mientras que la informacio´n
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sema´ntica es obtenida mediante la asignacio´n de cada objeto con su elemento correspon-
diente dentro de la ontolog´ıa propuesta. Por u´ltimo la informacio´n f´ısica se obtiene por
medio del ca´lculo de la relaciones espaciales de los objetos dentro del plano cartesiano.
3.2 Hipo´tesis
Considerando las pretensiones descritas previamente para esta tesis, se procede a la de-
scripcio´n de la hipo´tesis a verificar:
• Hipo´tesis H1: Es posible mejorar el reconocimiento de objetos a partir de la
acotacio´n sema´ntica de primitivas que describan elementos comunes dentro de una es-
cena industrial, espec´ıficamente cilindros, toros y esferas pertenecientes a una nube
de puntos 3D considerando la combinacio´n de descriptores de caracter´ısticas ge-
ome´tricas y el uso de reglas sema´nticas.
• Hipo´tesis H2: Es posible enriquecer una nube de puntos detallando la definicio´n
de sus objetos de acuerdo al ca´lculo de sus caracter´ısticas a partir de descriptores
visuales.
• Hipo´tesis H3: La informacio´n proporcionada por este algoritmo puede aplicarse al
reconocimiento de un entorno real.
Tamayo (2004) menciona que uno de los propo´sitos de las hipo´tesis es servir de directri-
ces en una investigacio´n, por lo que, comprobar las hipo´tesis planteadas resulta imperativo
para esta tesis. En la siguiente seccio´n se plantea el desarrollo de los artefactos tecnolo´gicos
necesarios para una correcta validacio´n y evaluacio´n de las hipo´tesis.
3.3 Validacio´n de las hipo´tesis
El me´todo cient´ıfico esta´ basado en la experimentacio´n, es decir, que consiste en usar los
datos obtenidos para formular una suposicio´n o hipo´tesis sobre un modelo en particular
para posteriormente realizar experimentos adicionales con el fin de afirmar o rechazar la
suposicio´n (Moret and Shapiro, 2001).
Fig. 3.3.1: Etapas del estudio experimental para el reconocimiento de primitivas en una
nube de puntos 3D
En un estudio experimental el proceso de disen˜o de los experimentos es de gran impor-
tancia, debido a que cada experimento sirve como una herramienta de descubrimiento o un
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medio para contestar preguntas espec´ıficas (Moret and Shapiro, 2001). El proceso general
de estudio experimental inicia por formular una hipo´tesis, seguido de la descripcio´n del
medio o recursos por los cuales se adquieren los datos para probar las hipo´tesis, despue´s
se asegura la reproduccio´n del experimento y finalmente la disemincio´n de la importancia
de los resultados. En este sentido, en esta seccio´n se presenta el disen˜o del estudio exper-
imental personalizado para la evaluacio´n de esta tesis, la cual nos ayudara´ a comprobar
las hipo´tesis H1, H2 y H3 propuestas. El disen˜o de este estudio experimental comprende
primordialmente cuatro etapas, las cuales se muestran en la Figura 3.3.1 y se describen
brevemente a continuacio´n.
Fig. 3.3.2: Nube de puntos 3D
• Ana´lisis de datos fuente: Representa la primera etapa de este estudio y se centra
en el ana´lisis de los datos fuente, dicho ana´lisis incluye el identificar el formato de
la nube de puntos proporcionada por el esca´ner, si este se rige por algu´n esta´ndar,
tiene algu´n orden en espec´ıfico, por nombrar algunas. Cabe mencionar que para el
desarrollo de esta etapa se dispone de datos reales suficientes, la figura 3 muestra
un ejemplo de estos datos, una la nube de puntos robusta compuesta por 1922097
puntos. Esta etapa es el punto de partida para llevar acabo la verificacio´n de cada
una de las hipo´tesis planteadas en esta tesis.
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• Algoritmo Inteligente: Es necesario el desarrollo de un algoritmo basado en de-
scriptores visuales y tecnolog´ıa sema´ntica que optimice el reconocimiento de primiti-
vas combinando el uso de descriptores de caracter´ısticas geome´tricas y reglas sema´n-
ticas, y adema´s enriquezca la descripcio´n de esos objetos incluyendo informacio´n
lo´gica, f´ısica y sema´ntica de una nube de puntos en un entorno industrial. La
definicio´n del algoritmo inteligente contribuira´ a la comprobacio´n de las hipo´tesis
H1 y H3. Esto se debe a la clasificacio´n correcta de los objetos dentro de la nube de
puntos en un ambiente industrial.
• Verificacio´n: La etapa final es donde el conjunto de objetos dentro de la nube de
puntos fueron clasificados de acuerdo a sus caracter´ısticas lo´gicas, sema´nticas y
f´ısicas. Para verificar esta clasificacio´n se pueden utilizar algunos de los siguientes
criterios:
– Ca´lculo del nu´mero de falsos positivos FP, falsos negativos FN, verdaderos
positivos TP y verdaderos negativos TN.
– Curvas de confiabilidad generadas a partir de la medida de confiabilidad
– Curva de Medida-F generada a partir de la sensibilidad de la clasificacio´n.
Esto se traduce en la comprobacio´n de la hipo´tesis H3.
Como se menciona en este cap´ıtulo, la tesis abordara´ los cuatro subprocesos mas rel-
evantes del proceso de reconocimiento de objetos en nubes de puntos 3D: pre-proceso,
extracio´n de descriptores, clasificacio´n y verificacio´n. Por tal motivo, es importante pro-
porcionar su descripcio´n ma´s a detalle, lo cual ocurre en el cap´ıtulo siguiente.
CAP´ITULO 4
Algoritmo inteligente
Tal como se presento´ en el estado del arte, existen diversos esfuerzos para crear maquetas
digitales de escenas en diferentes contextos. Dichas maquetas presentan informacio´n acerca
de la superficie de los objetos, dimensiones generales o incluso hasta etiquetas sema´nticas
espec´ıficas. Sin embargo para los objetivos de esta tesis, esta informacio´n no es suficiente,
se requiere que los objetos sea descritos sema´nticamente a detalle y las relaciones que
existen entre ellos. El desaf´ıo entonces consiste en describir el entorno que las personas
percibimos en una escena virtual, de tal manera que sus propiedades f´ısicas, lo´gicas y
sema´nticas sean detalladas. En este sentido, esta tesis propone un algoritmo de ingenier´ıa
inversa, capaz de reconocer y acotar sema´nticamente primitivas geome´tricas, que describan
elementos comunes dentro de una escena real, en una nube de puntos captados v´ıa un
esca´ner. Esto permitira´ la generacio´n de una maqueta digital en donde los objetos sera´n
descritos con un alto grado de detalle, proporcionando no solo la forma, sino tambie´n
caracter´ısticas geome´tricas como alto, largo, dia´metro; sus relaciones espaciales con otros
objetos e informacio´n sema´ntica relacionada.
4.1 Descripcio´n general
De acuerdo al cap´ıtulo 3, el desarrollo de un algoritmo inteligente para el reconocimiento
y acotacio´n sema´ntica de primitivas en una nube de puntos 3D ayudara´ a comprobar las
hipo´tesis H1, H2 y H3 propuestas. En este cap´ıtulo se describira´ de manera general el
algoritmo propuesto, mientras que en el Cap´ıtulo 5 se describira´ una implementacio´n del
mismo bajo un contexto industrial.
El algoritmo propuesto esta´ compuesto por los cuatro subprocesos mas relevantes del
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proceso de reconocimiento de objetos (ver Figura 2.1.1) en nubes de puntos 3D: pre-
proceso, definicio´n de descriptores, clasificacio´n y verificacio´n, los cuales se describira´n a
lo largo del presente cap´ıtulo.
Dentro del contexto computacional, un algoritmo es definido como un procedimiento
computacional que coge algunos valores o un conjunto de valores, como entrada, los procesa
y genera algunos valores o conjunto de valores como salida. Por lo que un algoritmo es
una secuencia de pasos computacionales, los cuales transforman las entradas a salidas
(Cormen, 2009). En lo que se refiere a esta tesis, la entrada entonces corresponde a la
nube de puntos de una escena real, mientras que la salida esta´ conformada por un conjunto
de datos lo´gicos, f´ısicos y sema´nticos que describen los objetos que componen dicha escena.
En este sentido, el algoritmo propuesto se ha dividido en dos procesos: Reconocimiento
de primitivas y enriquecimiento sema´ntico, tal y como muestra la Figura 4.1.1. Cada uno
de los procesos tiene objetivos diferentes, el primero tiene el objetivo de clasificar la nube
de puntos en segmentos con etiquetas simples, mientras que el segundo proceso pretende
proveer a la maqueta digital de informacio´n enriquecida acerca de los segmentos reconoci-
dos. Estos dos procesos se complementan de manera que su desarrollo e implementacio´n
permiten la validacio´n de las Hipo´tesis H1, H2 y H3.
Tal y como lo muestra la Figura 4.1.2, el algoritmo entonces inicia con la recepcio´n de
una nube de puntos de una escena real muestrada desde un la´ser esca´ner, despue´s toca
el turno del proceso nombrado Reconocimiento de Primitivas, el cual analiza la nube de
puntos y la segmenta de acuerdo a sus caracter´ısticas geome´tricas, generando una clasi-
ficacio´n simple de los elementos, es decir, por asignacio´n de etiquetas de acuerdo a la
clasificacio´n, pero au´n sin un sentido sema´ntico formal. Y crea una lista de segmentos
etiquetados. Dicha lista pasa ahora al proceso de Enriquecimiento Sema´ntico, en donde
se calculan propiedades espec´ıficas de acuerdo al tipo de elemento etiquetado, como por
ejemplo largo, ancho, radio, radio mayor, radio menor, dia´metro, por mencionar algunos;
y tambie´n se calcula las relaciones espaciales de los segmentos por medio de reglas sema´n-
ticas. El alcance de estas reglas sema´nticas genera que algunos segmentos se unan con
otros, solucionando as´ı problemas de redundancia y de mu´ltiple segmentacio´n de un mismo
objeto. Debido a estas agrupaciones y a las validaciones sema´ntica y por expertos, surge
la necesidad de volver a calcular las caracter´ısticas geome´tricas de los nuevos elementos
formados y eliminar los redundantes.
La acotacio´n sema´ntica del algoritmo se genera a partir de la definicio´n de un modelo
ontolo´gico sema´ntico, el cual contendra´ la informacio´n calculada y asociada a los elementos
que componen la maqueta digital.
El resultado sera´ una representacio´n lo´gica, f´ısica y sema´ntica de los objetos que compo-
nen la escena virtual. Cabe sen˜alar que este algoritmo es una referencia general y que cada
uno de los procesos, subprocesos y modelo sema´ntico debe ser implementado de acuerdo
al enfoque de estudio. Los dos procesos implicados y el modelo ontolo´gico propuesto son
descritos a continuacio´n con el objetivo de aclarar los detalles del algoritmo propuesto en
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Fig. 4.1.1: Algoritmo para el enriquecimiento de de escenas 3D
la presente tesis.
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Fig. 4.1.2: Diagrama de secuencia del algoritmo propuesto
4.2. PROCESO DE RECONOCIMIENTO DE PRIMITIVAS 37
4.2 Proceso de reconocimiento de primitivas
El proceso de reconocimiento de primitivas tiene el objetivo general dentro de esta tesis
de responder a la pregunta ¿Existe algu´n objeto conocido dentro de la escena escaneada?.
Para resolver este cuestionamiento se llevan a cabo tres tareas, todos ellos con el objetivo
espec´ıfico conjunto de segmentar una nube de puntos de acuerdo a sus caracter´ısticas
geome´tricas. La entrada sera´ entonces, una nube de puntos y la salida una lista de
segmentos clasificados de acuerdo a sus caracter´ısticas geome´tricas.
Este proceso se divide en 3 tareas:
1. Pre-proceso
2. Definicio´n de descriptores
3. Clasificacio´n
4.2.1 Pre-proceso
El pre-proceso tiene como objetivo reducir la informacio´n de entrada mejorando la calidad
de la escena original (Gonzalez, 2009). En este tarea se elimina la informacio´n irrelevante,
es decir el ruido, as´ı como la redundante que se encuentre en la escena; adema´s la nube de
puntos es ordenada en una estructura jera´rquica, espec´ıficamente un a´rbol kd y finalmente
se calculan datos que son requeridos para la definicio´n de descriptores como las normales
de los puntos.
4.2.1.1 A´rbol kd
Un a´rbol kd, o a´rbol k-dimensional, es una estructura de datos jera´rquica utilizada para
la organizacio´n de un conjunto finito de puntos en un espacio eucl´ıdeo de k dimensiones
(Moore and Hall, 1990). Es un a´rbol de bu´squeda binaria en el cual todos los nodos, desde
el ra´ız hasta los nodos hojas almacenan un punto. A´rboles kd son muy u´tiles para el
almacenamiento y las bu´squedas de vecinos ma´s cercanos. De acuerdo a las caracter´ısticas
de la nube de puntos utilizada en la presente tesis, se utilizan a´rboles kd tridimensionales.
Te´cnicamente, la letra k se refiere al nu´mero de dimensiones. Un a´rbol kd tridimensional
podr´ıa ser llamado un a´rbol 3d. Sin embargo se suele emplear la expresio´n ”´arbol kd
tridimensional”.
Un a´rbol kd para un conjunto de elementos P = (p1, p2, ..., pN ) es un a´rbol binario que
cumple con las siguientes caracter´ısticas:
• Cada nodo perteneciente a P contiene una llave multi-dimensional que describe la
coordenada del punto; un discriminante y dos punteros, los cuales pueden ser nulos
o apuntar al siguiente nodo hijo dentro del a´rbol.
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• Cada nodo pi que pertenece a P cumple con las afirmaciones:
– Todos los elementos del sub-a´rbol izquierdo de pi tienen un valor menor para
el discriminante del nodo que el de pi
– Todos los elementos del sub-a´rbol derecho de pi tienen un valor mayor o igual
para el discriminante del nodo que el de pi
El a´rbol kd es una estructura balanceada donde cada nodo hoja esta´ a la misma
distancia de la ra´ız.
La Figura 4.2.2 muestra a) un a´rbol kd de dos dimensiones, con los seis elementos
siguientes: (6,3), (2,5), (3,8), (8,9), (7,2), (2,3) y b) un plano euclidiano dividido por el
a´rbol generado.
Fig. 4.2.1: Ejemplo de un a´rbol kd de dos dimensiones a) muestra un a´rbol kd de seis
elementos, donde el nodo ra´ız divide a trave´s del plano Y; b) muestra un plano x,y dividido
por el a´rbol
En este sentido, se utilizo´ la biblioteca ANN1 para generar la estructura de a´rbol kd.
ANN es una biblioteca creada por David M. Monte y Sunil Arya de la Universidad de
Maryland y de la Universidad de Ciencia y Tecnolog´ıa de Hong Kong respectivamente. La
biblioteca ANN (Approximate Nearest Neighbor) apoya las bu´squedas exactas y aproxi-
madas del vecino ma´s cercano en espacios de diferentes dimensiones.
En esta tesis ANN es utilizada como apoyo para la bu´squeda del vecino ma´s cercano
en las tareas de Normalizacio´n y Extraccio´n de descriptores.
1http://www.cs.umd.edu/~mount/ANN/
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El problema del vecino ma´s cercano es siempre aplicado a un conjunto finito de datos,
en este caso la nube de puntos escaneada, estos puntos son procesados en una estructura
de datos kdtree soportada por la propia librer´ıa ANN. La distancia entre dos puntos se
puede definir de muchas maneras, ANN asume que las distancias son medidas utilizando
cualquier clase de funciones de distancia llamadas Me´tricas Minkowski. Estos incluyen
la conocida distancia euclidiana y la distancia Manhattan. En el caso de esta tesis se
seleccionado la distancia Euclidiana.
4.2.1.2 Normalizacio´n
Tomando el te´rmino normalizacio´n en su sentido ma´s etimolo´gico puede entenderse como
“ajustar algo a una norma”, es decir, procesar la informacio´n origen a una norma de manera
que dos conjuntos diferentes de datos sean comparables.
Desde el punto de vista matema´tico la normalizacio´n es la determinacio´n de un vector
unitario de la misma direccio´n y sentido que uno dado, pero distinto del vector cero. Si
el vector v es distinto de 0, entonces su normalizacio´n se efectu´a dividie´ndolo entre su




Al proceso de obtener un vector unitario asociado a un vector v se le llama nor-
malizacio´n del vector, por lo cual es comu´n referirse a un vector unitario como vector
normalizado.
La casi nula informacio´n obtenida de los ficheros fuente crea la necesidad de calcular
distintas medidas invariantes, el ma´s relevante es la normal. El proceso de reconocimiento
de primitivas en nubes de puntos en tres dimensiones precisan de la normalizacio´n previa
con el objetivo de convertir la escena 3D original en una escena 3D cano´nica invariante a
la traslacio´n, a la rotacio´n y a la escala (Tangelder and Veltkamp, 2008; Yang et al., 2004).
Este proceso es fundamental para poder comparar los objetos de la nube de puntos con los
descriptores y para que la cuantificacio´n de las caracter´ısticas extra´ıdas posteriormente se
corresponda con las medidas reales de los objetos.
Por todo lo anterior, en el contexto de la tesis normalizar significa procesar la escena
de modo que no importe como se encuentra su contenido, siempre e´ste se pueda mapear
a una estructura comu´n la cual pueda describir de forma invariante a la transformacio´n
af´ın.
Se puede decir entonces que hay diferentes tipos de normalizacio´n. Uno de ellos se
realiza respecto del centro de masas de la escena, es decir, respecto al centro de la superficie
de puntos que define la imagen. Para normalizar respecto de la escala, la distancia entre
cada punto y el centro de masas debe ser escalada por una constante. Con respecto a la
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traslacio´n, el centro de masas debe ser trasladado al origen del sistema de coordenadas
(Tangelder and Veltkamp, 2008).
En aplicaciones de gra´ficos por ordenador, la propiedad ma´s importante de una super-
ficie geome´trica es la normal de la superficie, la cual define la orientacio´n de cada punto de
la superficie en un sistema de coordenadas. La normal a una superficie en un punto P es
un vector perpendicular al plano tangente a la superficie en P. El concepto de normalidad
se generaliza a la ortogonalidad, es decir, determina la orientacio´n de una superficie hacia
una fuente de luz para el sombreado plano, o la orientacio´n del punto dado para imitar
una superficie curva (Blinn, 1978).
La normal de la superficie puede calcularse de dos formas, las cuales consideran aspectos
diferentes:
• Considerando la superficie subyacente del punto, utilizando te´cnicas de mallado de
superficie, y luego calcular las normales a la superficie de la malla. Por lo que,
la estimacio´n de la normal en un ve´rtice, se obtiene a partir del promedio de las
normales a cada una de las caras o tria´ngulos adyacentes (Woo et al., 2002)
• Utilizando aproximaciones para inferir las normales de la superficie de la nube de
puntos de datos directamente (Hoppe et al., 1992)
En esta tesis nos centramos en la u´ltima, es decir, estimar directamente las normales deter-
minando un vecindario alrededor de cada punto (para aproximar la superficie localmente).
Primero se ajusta un plano mediante mı´nimos cuadrados con k puntos alrededor del
punto analizado. Los mı´nimos cuadrados es un procedimiento que permite encontrar un
plano que tenga una distancia mı´nima a todos los puntos sobre los que se esta´ ajustando.
El plano se puede escribir en te´rminos de un vector normal como en 4.2.2, donde el
vector ~n = (A,B,C) en un vector normal al plano, es decir, perpendicular al plano.
~pi,j .nˆ = d (4.2.2)
Si P (x0, y0, z0) es un punto del plano, y el vector ~PX = (x − x0, y − y0, z − z0) es
perpendicular al vector ~n y por lo tanto en 4.2.3 el producto escalar es cero.
~PX · ~n = 0 (4.2.3)
Pero debido a que los puntos a analizar no esta´n exactamente dentro de un plano, en 4.2.2
se sustituye d.
~PX · ~n = d (4.2.4)
Al aproximar los puntos se genera un error de mı´nimos cuadrados, el cual se expresa
en 4.2.5.
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(~P Tk,lnˆ− d)2 (4.2.5)
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A continuacio´n se coge el siguiente lagrangiano 4.2.6.
l(nˆ, d, λ) = ε+ λ(1− nˆT nˆ) (4.2.6)




)− λ = 0 (4.2.7)




)n− λn = 0 (4.2.8)




)n = λn (4.2.9)
Se sustituye con R y queda 4.2.10.
Rn = λn (4.2.10)
42 CAPI´TULO 4. ALGORITMO INTELIGENTE
Donde




Entonces, en ese tipo de ecuaciones R es una matriz, n es un vector llamado autovector
o vector propio y λ es un nu´mero llamado autovalor o valor propio. Por lo que, el problema
de encontrar el vector normal se convierte en el problema de encontrar los vectores propios
para la matriz R.
Esa matriz R se construye con Q y ~q~qT , estas matrices se forman a partir de los vectores
que entre el punto se esta´ analizando y los puntos k-vecinos. Dice ah´ı que el error coincide
con el valor propio, entonces, como se pretende que el error sea mı´nimo, se busca el valor
propio ma´s pequen˜o de la matriz y el vector propio que tenga asociado es el vector normal
que se busca.
La Figura 4.2.3 muestra un ejemplo de superficies normales estimados para un conjunto
de puntos.
Fig. 4.2.3: Ejemplo de superficies normales estimados para un conjunto de puntos. figura
adaptada de R. Rusu (2010)
Una vez concluido el pre-proceso donde se elimino´ el ruido, el resultado es una nube
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de puntos ordenada en una estructura jera´rquica, un a´rbol kd, y adema´s con normales de
los puntos calculadas. A continuacio´n se procede con la definicio´n de descriptores.
4.2.2 Definicio´n de descriptores
La definicio´n de descriptores tiene el objetivo de reducir al mı´nimo la cantidad de in-
formacio´n obteniendo caracter´ısticas espec´ıficas que permitan representar un feno´meno
o problema y describirlo matema´ticamente (Cabral et al., 2005). Esto puede ser posi-
ble mediante un modelo matema´tico, el cual define un conjunto de s´ımbolos y relaciones
matema´ticas que representa, de alguna manera, el feno´meno en cuestio´n (Biembengut and
Hein, 1999), en el caso aplicativo del presente algoritmo, se definen primitivas geome´tricas,
las cuales sera´n posteriormente reconocidas en una nube de puntos.
En resumen, dentro del reconocimiento de primitivas geome´tricas, cada primitiva se
identifica por medio de sus para´metros (definidos en este proceso), por tanto, el resultado
de este paso sera´ una lista de descriptores, es decir modelos matema´ticos que definen
primitivas geome´tricas. El tipo de primitivas a reconocer, as´ı como los para´metros que los
describen sera´n definidos de acuerdo a la implementacio´n y el contexto del algoritmo.
Despue´s, cada conjunto de datos es comparado con la definicio´n de las primitivas
predefinidas y se calculara´ el error de ajuste.
4.2.3 Clasificacio´n
La clasificacio´n es el proceso donde se decide la categor´ıa ma´s probable a la que pertenece
cada segmento (tambie´n llamado conjunto de puntos) considerando como discriminante
sus propiedades y su error de ajuste (Attene, Falcidieno, et al., 2006; Attene and Patane,
2010; Diaz et al., 2004; Rabbani and Heuvel, 2005).
Por lo que, esta seccio´n coge como entrada la nube de puntos ordenada mediante una
estructura jera´rquica de datos, las normales de los puntos y la definicio´n de los descriptores
de las primitivas a reconocer y va formando segmentos los cuales son discriminados de
acuerdo a sus propiedades y error de ajuste.
Esta seccio´n fue disen˜ada con un enfoque gene´rico de manera que tenga la capacidad
de soportar diferentes APIs de algoritmos de reconocimiento que segmenten elementos. La
implementacio´n de este proceso de clasificacio´n de segmentos dependera´ del contexto en
el que se desarrolle el algoritmo. Las necesidades a cumplir son:
1. Tener la capacidad de procesar y segmentar nubes de puntos.
2. Tener la capacidad de reconocer primitivas geome´tricas, espec´ıficamente cilindros,
toros y esferas.
3. Calidad en el segmentado y clasificacio´n de las primitivas geome´tricas.
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En este paso, por tanto, se implementara´n APIs de algoritmos de reconocimiento que
clasifiquen segmentos de acuerdo a un contexto, de forma que el resultado es una lista de
elementos segmentados y clasificados por su tipo ma´s probable pertenecientes a la nube
de puntos, la cual servira´ de entrada para el siguiente proceso, es decir el enriquecimiento
sema´ntico.
4.3 Enriquecimiento sema´ntico
El proceso de enriquecimiento sema´ntico pretende ampliar el proceso de reconocimiento
de objetos de tal forma que se permita generar datos enriquecidos a partir de una nube
de puntos 3D. De esta manera este proceso pretende resolver la pregunta ¿Que´ tipo de
elementos tiene la escena escaneada?.
Este proceso del algoritmo tiene como entrada una lista de segmentos clasificados a
un tipo de primitiva de acuerdo a sus caracter´ısticas geome´tricas, mientras que la salida
esta´ conformada por un conjunto de datos lo´gicos, f´ısicos y sema´nticos que describen los
objetos que componen la escena escaneada.
Tanto las primitivas geome´tricas a reconocer, como sus caracter´ısticas son dependientes
del dominio en el que se implementara´ el algoritmo. En el apartado 5 se desarrolla un caso
de uso concreto, en donde se puede ampliar la visio´n del Enriquecimiento sema´ntico.
Este proceso se divide en 2 tareas:
• Ca´lculo de caracter´ısticas geome´tricas
• Ca´lculo de la topolog´ıa
El enriquecimiento sema´ntico inicia con la tarea Ca´lculo de caracter´ısticas geome´tricas,
donde se analizan las propiedades que se calculara´n por cada primitiva, esto dependera´
del contexto en el que se implemente el algoritmo. Una vez definidas las propiedades
geome´tricas espec´ıficas a calcular, se procede con la extraccio´n de las mismas de acuerdo
con la primitiva asociada por el proceso anterior.
La siguiente tarea es el Ca´lculo de la topolog´ıa, es decir las relaciones espaciales entre los
objetos pertenecientes a la nube de puntos. Despue´s de eso, toda la informacio´n calculada
se almacena, considerando la definicio´n de una ontolog´ıa propuesta. El resultado final sera´
una maqueta enriquecida.
De modo que el algoritmo tiene la capacidad de generar informacio´n relevante a par-
tir de la nube de puntos original, es decir, informacio´n que permita describir los objetos
pertenecientes a la escena escaneada de una manera lo´gica, f´ısica y sema´ntica; lo´gicamente,
mediante el ca´lculo de caracter´ısticas geome´tricas tales como altura, ancho, per´ımetro,
radio, por mencionar algunas; sema´nticamente haciendo coincidir cada objeto con su el-
emento correspondiente en la ontolog´ıa propuesta, la cual se describira´ ma´s adelante; y
en cuanto a su sentido f´ısico mediante el ca´lculo de las relaciones espaciales y propiedades
como la posicio´n, el taman˜o o el nu´mero de puntos.
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4.3.1 Definicio´n de la ontolog´ıa
Dentro del algoritmo propuesto, el modelo sema´ntico sera´ definido por reglas sema´nticas
que definira´n la topolog´ıa de los objetos (las cuales se abordara´n en las siguientes secciones)
y por una ontolog´ıa formal que describa primitivas geome´tricas relacionadas entre si, que
imiten lo ma´s cercano posible el comportamiento del los objetos reales asociados a ellos.
La Figura 4.3.1 muestra la ontolog´ıa general propuesta, a partir de la cual se generara´n
especificaciones de primitivas de acuerdo al contexto en el que se implemente el presente
algoritmo.
Fig. 4.3.1: Ontolog´ıa general
El disen˜o y la definicio´n de cada elemento de la ontolog´ıa es descrito en el apartado
5.2.2.1, donde se complementa con elementos pertenecientes a la implementacio´n de un
caso de uso concreto.
D. Chen et al., 2014 definen la ontolog´ıa como “datos que describen datos”. Una
ontolog´ıa puede ayudar a un usuario a aprender y a encontrar la informacio´n relevante en
un contexto. En el caso del algoritmo, el modelo sema´ntico permitira´ consultar informacio´n
acerca de la escena y hacer inferencias con sus datos.
La combinacio´n de primitivas geome´tricas dentro de la ontolog´ıa, permite representar
figuras complejas presentes en el mundo real. La ontolog´ıa propuesta define los objetos
reconocidos por el algoritmo, los cuales pueden estar presentes en diferentes escenas, por
ejemplo, la escena de interior de una fa´brica. Adema´s, tiene la posibilidad de enlazarse
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con ontolog´ıas externas, que enriquecera´n su significado sema´ntico.
4.3.2 Ca´lculo de caracter´ısticas geome´tricas
Esta tarea tiene como objetivo calcular propiedades geome´tricas espec´ıficas de cada el-
emento de acuerdo con el tipo de primitiva geome´trica clasificada, tales como longitud,
dia´metro, altura y el radio. Dichas propiedades van poblando la ontolog´ıa con su corre-
spondiente objeto.
4.3.3 Ca´lculo de topolog´ıa
Topolog´ıa se define como un modelo matema´tico utilizado para representar la ubicacio´n y
las relaciones entre objetos reales. La topolog´ıa puede representar la conectividad de una
entidad a otra; por ejemplo, un borde tendra´ relaciones topolo´gicas a su forma y a sus
nodos (L. Liu and Zsu, 2009).
Dentro del campo de las matema´ticas, la topolog´ıa investiga las caracter´ısticas de la
geometr´ıa que permanecen invariables bajo ciertas transformaciones, es decir asignaciones
topolo´gicas o homeomorfismo (Egenhofer and Sharma, 1993). Asignaciones topolo´gicas son
transformaciones ela´sticas que mantienen las relaciones de incidencia sin cambios topolo´gi-
cos, esto es, aunque existan cambios f´ısicos de la forma, las propiedades topolo´gicas son
invariantes. La topolog´ıa tiene dos grandes ramas: 1) la topolog´ıa de conjunto y 2) la
topolog´ıa algebraica. Ambos aplican para el manejo de datos espaciales.
Para el ca´lculo de la topolog´ıa de los elementos dentro de las escenas, el algoritmo
calculara´ las relaciones espaciales y la representacio´n espacial de los elementos,
los cuales van poblando la ontolog´ıa y creando relaciones sema´nticas entre los elementos
existentes. El ca´lculo de las relaciones espaciales y la representacio´n espacial es
descrita a continuacio´n.
4.3.3.1 Relaciones espaciales
La relacio´n direccional entre objetos especifica el rango posible de posiciones en las que un
objeto en una descripcio´n debe aparecer con respecto a la posicio´n de otro objeto (C. Li
et al., 2009). La posicio´n o relacio´n espacial de los objetos se puede describir en tres formas
diferentes intr´ınsecas, relativos y absolutos(Levinson, 1996; Me´ndez et al., 2014; Moratz
and Ragni, 2008; Moratz, Tenbrink, et al., 2003). Los ca´lculos de posicio´n cualitativos son
modelos computacionales que describen sistemas de referencia relativa de las proyecciones
de relaciones, es decir, Front, Back, Left, Right, Above y Below. Las relaciones espaciales
entre los objetos se describen de acuerdo a la posicio´n del primer objeto relativo llamado
Refent, hacia la orientacio´n intr´ınseca de otro objeto denominado Relatum. En un sistema
de referencia relativa, la posicio´n relativa de un Referent a su Relatum se describe desde
el punto de vista de la tercera posicio´n llamado Origen (Hois et al., 2006). Es decir, la
posicio´n espacial relativa de un objeto en funcio´n del a´ngulo de visio´n de la que se observa
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y su sensibilidad al a´ngulo de rotacio´n de la figura. Por lo tanto, para esta tesis el Origen
es igual a la posicio´n del la´ser con respecto a la escena.
El algoritmo intenta imitar con reglas sema´nticas el comportamiento de los objetos
reales que podemos encontrar e la nube de puntos. Para este caso, se crearon reglas sema´n-
ticas para las relaciones espaciales de los objetos denominadas SpatialRelationshipRules.
4.3.3.2 Representacio´n espacial
Una topolog´ıa general de objetos permite conocer las interacciones espaciales que tienen
entre ellos (Egenhofer and Herring, 1990). Las relaciones topolo´gicas de un objeto espacial
se definen con respecto a las caracter´ısticas y necesidades de cada modelo espacial. Por
los que, las relaciones topolo´gicas principales consideradas para los casos exclusivos de
objetos 3D sin agujeros incrustados son definidos como “disjoint, meet, equal, overlap,
inside, contains, covers y covered by”. En la Figura 4.3.2 se muestra un ejemplo de cada
relacio´n.
Fig. 4.3.2: Representacio´n espacial de las formas A y B. Basado en C. Li et al. (2009);
Zlatanova et al. (2004)
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En un sentido algebraico, las primitivas fundamentales de una topolog´ıa son: exterior,
interior y frontera de un subconjunto A de un espacio topolo´gico, el cual es representado
como A¯ (exterior), Ao (interior) y δA (l´ımite), respectivamente.
Todas las posibles relaciones binarias entre dos regiones A y B son derivadas del
ana´lisis de las cuatro intersecciones del l´ımite y el interior de A con el l´ımite y el interior




Ao ∩Bo Ao ∩ δB
δA ∩Bo δA ∩ δB
)
(4.3.1)
Considerando que estas 4 intersecciones pueden retornar vac´ıos  o no vac´ıo ¬ y
que son invariantes topolo´gicos, se pueden detectar ocho relaciones topolo´gicas binarias:
disjoint, contains, inside, equal, meet, covers, coveredBy y overlap (Guptill and Morrison,
2013).
• Disjoint. Si las cuatro intersecciones entre todas las caras no existen, entonces las







La Figura 4.3.2 (a) muestra la relacio´n Disjoint.
• Meet. Si la interseccio´n entre los l´ımites de los objetos existe y las otras tres






La Figura 4.3.2 (b) representa una relacio´n meet.







Un ejemplo de la relacio´n equal se muestra en la Figura 4.3.2 (c).
• Overlap. Una regio´n cubre parte de otra si tienen l´ımites e interiores en comu´n y
ambos l´ımites intersectan con el interior del otro objeto.






La Figura 4.3.2 (d) presenta un ejemplo de la interseccio´n overlap entre A y B.
• Inside. Una regio´n A esta dentro de otra regio´n B si se cumplen las siguientes
condiciones:
1. A y B comparten el mismo interior pero no los l´ımites,
2. si el l´ımite de A es un subconjunto del interior de B







La relacio´n inside es presentada en la Figura 4.3.2 (e).
• Contain. Tres condiciones se deben cumplir para definir que una regio´n A contiene
a otra regio´n B:
1. A y B comparten el mismo interior, pero no tienen l´ımites en comu´n,
2. si el l´ımite de B es un subconjunto del interior de A,







La Figura 4.3.2 (f) muestra la relacio´n cointain entre A y B.
• Covers. Una regio´n A cubre a otra regio´n B, si cumple con las siguientes condiciones:
1. Si ambas regiones comparten el mismo l´ımite e interior,
2. si el interior de B intersecta con el l´ımite de A






La interseccio´n covers se muestra en la Figura 4.3.2 (g).
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• Covered by. Una regio´n A es cubierta por otra regio´n B si ambas regiones tienen
partes en comu´n en sus l´ımites e interiores. Si parte del interior de A intersectan







La Figura 4.3.2 (h) representa la interseccio´n covered by.
El disen˜o de modelos 3D topolo´gicos esta´ estrechamente relacionado con los requisitos
espec´ıficos de la aplicacio´n debido a su complejidad y la variacio´n (Zlatanova et al., 2004).
El disen˜o de reglas de construccio´n depende de aspectos como el tipo de objetos y tipos
de relaciones permitidas; por ejemplo, so´lo permitiendo tria´ngulos o si hay objetos con
inclusiones.
Dentro del algoritmo propuesto, la manera de solventar estas condicionales es por medio
de la implementacio´n de reglas sema´nticas denominadas Spatial Representation Rules.
El resultado hasta este punto es la ontolog´ıa propuesta poblada con los objetos identifi-
cados asociados a su elemento del dominio ma´s probable, adema´s de informacio´n vinculada
acerca de sus caracter´ısticas geome´tricas y sus relaciones topolo´gicas con otros elementos.
Toda esta informacio´n sera´ validada en los siguientes subprocesos.
4.3.4 Validacio´n Sema´ntica
La validacio´n sema´ntica tiene como objetivo verificar sema´nticamente la clasificacio´n creada.
Espec´ıficamente evalu´a y resuelve problemas de sobre-segmentacio´n de elementos. La
sobre-segmentacio´n de los elementos se refiere a los casos donde un elemento real es segmen-
tado en subcomponentes. El presente algoritmo considera dos casos de sobre-segmentacio´n:
por solapamiento y por unio´n.
Para mitigar la sobre-segmentacio´n por solapamiento, el algoritmo contempla la creacio´n
e implementacio´n de reglas sema´nticas llamadas Redundant Shape Rules.
Por otra parte, la sobre-segmentacio´n por unio´n es solventada a trave´s de su localizacio´n
y unio´n en un nuevo segmento. Esta condicio´n se observo´ solo en los elementos cil´ındricos,
debido a esto las reglas sema´nticas definidas aplican solo a dichos elementos, dichas reglas
son denominadas UnionShapenRules.
El resultado es la ontolog´ıa poblada, con correcciones sema´nticas aplicadas, sin embargo
es necesario un proceso de validacio´n por expertos con el fin de mejorar la calidad de la
informacio´n.
Tal como se ha mencionado a lo largo de este cap´ıtulo, la implementacio´n de todos
los procesos del algoritmo dependera´ del contexto en el que se aplique, esto incluye la
adaptacio´n de las reglas sema´nticas o incluso agregar algunas ma´s que contribuyan a
representar el comportamiento de los elementos reales.
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4.3.5 Validacio´n por expertos
Esta etapa del algoritmo tiene como objetivo validar los resultados obtenidos hasta el
momento. En esta etapa los expertos validan cada las clasificaciones de los elementos, sus
relaciones, as´ı como sus propiedades, si encuentran algu´n error, lo corrigen modificando el
prototipo actual. Debido a los posibles cambios que pudieran haber surgido en las dos estas
de validacio´n (Validacio´n sema´ntica y por expertos), el algoritmo vuelve a calcular todo el
proceso de enriquecimiento sema´ntico, por lo que, los resultados tanto de esta etapa, como
la validacio´n sema´ntica se utilizan como retroalimentacio´n. El proceso termina cuando el
experto da el visto bueno al modelo sema´ntico generado. Entonces el resultado final es una
ontolog´ıa poblada con informacio´n lo´gica, f´ısica y sema´ntica de los elementos reconocidos
y segmentados en la nube de puntos, esto es, una escena virtual enriquecida.
4.4 Conclusiones del Algoritmo inteligente
Esta seccio´n describe la tercera etapa del estudio experimental, en el cual presenta el
algoritmo basado en descriptores visuales y tecnolog´ıa sema´ntica, cuyo objetivo es exten-
der el reconocimiento de primitivas combinando el uso de descriptores de caracter´ısticas
geome´tricas y reglas sema´nticas. Dicho algoritmo tendra´ a capacidad de enriquecer una
maqueta digital por medio de un modelo ontolo´gico, que describe los objetos presentes
en la nube de puntos incluyendo informacio´n lo´gica, f´ısica y sema´ntica, dentro de un
entorno industrial. La definicio´n de este algoritmo inteligente contribuira´ a la verificacio´n
de las hipo´tesis H1 y H3.
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CAP´ITULO 5
Implementacio´n: Caso de uso contexto industrial
De acuerdo al cap´ıtulo 3, el estudio experimental presentado para la evaluacio´n de esta
tesis ayudara´ a comprobar las hipo´tesis H1, H2 y H3 propuestas. El estudio experimental
comprende tres etapas: 1)datos fuente, 2)algoritmo inteligente, 3)verificacio´n, las cuales
se desarrollara´n a lo largo del presente cap´ıtulo.
En este cap´ıtulo se propone un caso de uso real con el objetivo de validar el algoritmo
propuesto en la presente tesis. Como prueba de concepto, el algoritmo debera´ analizar una
nube de puntos de una escena real industrial y ofrecera´ como resultado final una maqueta
digital enriquecida, que debera´ incluir un modelo ontolo´gico con informacio´n lo´gica, f´ısica
y sema´ntica de los objetos pertenecientes a una escena de las instalaciones de una fa´brica.
Se analizara´ una nube de puntos, que muestra los siguientes elementos: tuber´ıas, codos,
tee y va´lvulas.
El algoritmo presentado en esta tesis permite la creacio´n de maquetas digitales en-
riquecidas con informacio´n lo´gica mediante el ca´lculo de caracter´ısticas geome´tricas
para cada objeto tales como altura, anchura, per´ımetro, radio, por mencionar algunas;
mientras que la informacio´n sema´ntica es obtenida haciendo coincidir cada objeto con
su elemento correspondiente en la ontolog´ıa propuesta; finalmente la informacio´n f´ısica
se obtiene mediante el ca´lculo de las relaciones espaciales de los elementos pertenecientes
a la escena.
5.1 Datos fuente
Esta seccio´n corresponde a la primera etapa del estudio experimental, el ana´lisis de datos
fuente se enfoca en el estudio de las fuentes de informacio´n, esta etapa es el punto de
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partida para llevar acabo la verificacio´n de cada una de las hipo´tesis planteadas en esta
tesis.
5.1.1 Nubes de puntos 3D
La captura 3D es un me´todo mediante el cual una superficie se muestrea usando tecnolog´ıa
la´ser. El objeto o escena a capturar es analizado para obtener informacio´n sobre su forma
y apariencia. La ventaja de la captura 3D por medio del escaneado la´ser es que puede ser
posible obtener una gran cantidad de puntos con alta precisio´n en un periodo de tiempo
relativamente corto. Debido a que los esca´neres la´ser son instrumentos de l´ınea de vista,
es necesario realizar mu´ltiples capturas desde diferentes estaciones para garantizar una
cobertura completa de un objeto o escena (Marshall and Stutz, 2011). Los esca´neres se
pueden clasificar de la siguiente forma:
1. Los esca´neres de la´ser se pueden diferenciar en dos grandes grupos1 dependiendo
si van montados o no sobre plataformas mo´viles: unidades dina´micas como LIDAR2,
Mobile Mapping 3, entre otras; y unidades esta´ticas. Esta u´ltima, a su vez se divide
de acuerdo al sistema de medicio´n de distancias en esca´neres basados en la medida
del tiempo y esca´neres basados en la medida de una triangulacio´n.
2. Los esca´neres de triangulacio´n4, son de corto alcance es decir, su alcance es
inferior a 10 metros, y alta precisio´n, del orden de micras. Son utilizados comu´nmente
para documentar objetos de dimensiones reducidas, las cuales exigen un muestreo
con un alto grado de detalle y precisio´n (Fechteler et al., 2007).
3. Los esca´neres de medida de tiempo, con este tipo de esca´ner es posible calcular
la distancia o profundidad del objeto o escena midiendo el tiempo que transcurre
entre la emisio´n del pulso la´ser y la recepcio´n, despue´s de que e´ste sea reflejado por
el objeto. Son utilizados principalmente en la documentacio´n de edificios, tanto en
trabajos exteriores como interiores (Nuttens et al., 2012).
El resultado de estos muestreos es una nube de puntos. Una nube de puntos es un
conjunto de puntos no organizados que representan en una forma discreta el objeto o
escena en cuestio´n y se caracterizan por sus coordenadas espaciales (Erdos et al., 2014),
dicha nube de puntos puede o no contener uno o ma´s canales de datos en cada punto
como color, profundidad, iluminacio´n, oclusio´n, zona, por mencionar algunos. Adema´s
de tener caracter´ısticas tales como datos no uniformes (proveniente de una integracio´n
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5.2 Implementacio´n del algoritmo propuesto
5.2.1 Proceso de reconocimiento de primitivas
El proceso de reconocimiento de primitivas pretende responder a la pregunta ¿Existe al-
gu´n objeto conocido dentro de la escena escaneada?. Para lo cual es necesario proveer
como entrada la nube de puntos descrita. La salida debera´ ser una lista de objetos
clasificados de acuerdo a sus caracter´ısticas geome´tricas.
Como ya se ha mencionado, este proceso se divide en 3 tareas:
1. Pre-proceso
2. Extraccio´n de descriptores
3. Clasificacio´n
5.2.1.1 Pre-proceso
El pre-proceso busca mejorar la calidad de la informacio´n antes de ser aanalizada por el
extractor de descriptores, eliminando posibles ruidos o informacio´n redundante conocida.
La implementacio´n del pre-proceso da como resultado una nube de puntos sin ruido,
sin coordenaas redundantes, y ordenada mediante una estructura jera´rquica. Adema´s se
calculo´ la normal de los puntos, para su uso posterior en los siguientes mo´dulos.
5.2.1.2 Extraccio´n de descriptores
La extraccio´n de descriptores pretende representar primitivas geome´tricas a trave´s de
caracter´ısticas espec´ıficas descritas matema´ticamente.
Las primitivas geome´tricas seleccionadas para este caso de uso son cilindro, toro y
esfera. Debido a que los cilindros son una de las primitivas geome´tricas que se encuentran
ma´s frecuentemente en escenas industriales. Existen estudios como Hakala et al. (1981);
Rabbani and Heuvel (2005) que mencionan que el 85% de los objetos encontrados en es-
cenas industriales corresponden a elementos que se asemejan a planos, esferas y cilindros
(Hakala et al., 1981; Petitjean, 2002; Rabbani and Heuvel, 2005). Sin embargo, si se in-
cluyen las primitivas toroidales, el porcentaje se eleva al 95% (Rabbani and Heuvel, 2005;
Requicha and Voelcker, 1982), esto demuestra la importancia del reconocimiento de prim-
itivas geome´tricas en escenas industriales. Particularmente el reconocimiento de cilindros,
los cuales respaldan la importancia de su estudio en la gran cantidad de investigaciones
enfocadas a ellos, entre las ma´s sobresalientes esta´n Attene, Falcidieno, et al. (2006); At-
tene and Patane (2010); Rabbani and Heuvel (2005); Schnabel et al. (2007); Tran et al.
(2015); Vosselman and Gorte (2004).
A continuacio´n se describe co´mo calcular los para´metros de la primitiva geome´trica
cilindro, el cual utilizamos para implementar y probar el proceso de reconocimiento de
primitivas.
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Un cilindro se identifica convenientemente a trave´s del algoritmo de mejor ajuste, tal y
como se muestra en el Algoritmo 1 y la Figura 5.2.1, el cual tiene como entrada una nube
con un nu´mero finito de puntos, y los vectores normales correspondientes a cada punto.
Los enfoques de la literatura revisada Attene, Falcidieno, et al. (2006); Attene and Patane
(2010); Chaperon et al. (2001); Kobbelt (2005); Pauly et al. (2002); Rabbani and Heuvel
(2005); Varady et al. (1997) inspiraron la descripcio´n de este algoritmo.
Fig. 5.2.1: Algoritmo mejor ajuste de Cilindro
Script 1 Algoritmo mejor ajuste de Cilindro
1: Encontrar la orientacio´n del eje del cilindro ~a calculando el vector propio correspondi-
ente al valor propio ma´s pequen˜o de la matriz de covarianza C de los vectores normales
2: Proyectar los puntos sobre el plano con normal ~a y pasando a trave´s del origen
3: Ajustar la proyeccio´n 2D a un circulo para encontrar el radio r y un punto c
perteneciente al eje (centro del cilindro)
Los para´metros que definen un cilindro son: 1) un conjunto finito de puntos que
pertenecen a la superficie P = {pi}Ni=1, 2) el radio r, 3) un punto sobre el eje c y 4)
un vector normal que defina el eje del cilindro ~a. Dos de estos para´metros sera´n valores de
entrada para el algoritmo de mejor ajuste del cilindro los cuales son el conjunto finito de
puntos y el vector de normales de cada punto, este u´ltimo fue calculado en el pre-proceso.
Mientras que el resto de los para´metros sera´n valores de salida del algoritmo.
Como primer paso se calcula la orientacio´n del eje del cilindro obteniendo el vector
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propio ma´s ortogonal a todos los vectores normales, es decir, el vector propio ~a que corre-







donde ni es una fila del vector normal. Los otros dos vectores propios, a los que lla-
maremos VX y VY , creara´n un sistema de coordenadas en el plano para hacer la proyeccio´n
2D del c´ırculo.
Como segundo paso se debe proyectar los puntos sobre el plano p˜i = [〈pi, VX〉2, 〈pi, VY 〉2]
con normal ~a y pasando a trave´s del origen O. Estos puntos proyectados describen un
circulo en el plano. Por lo que el siguiente paso es calcular el centro c y el radio r. Esta
operacio´n se puede reducir al problema bi-dimensional de mejor-ajuste del c´ırculo [13]
El ca´lculo de los para´metros radio r y centro c en c = (cx, cy, cz) por medio del mejor
ajuste de mı´nimos cuadros del cilindro a un conjunto de puntos 3D se formaliza de la
siguiente manera: Sea P un conjunto de N puntos (xi, yi, zi), y sea




z − 2cxx− 2cyy − 2czz| − r2 = 0 (5.2.2)
la cual, en forma de vector, equivale a:





r2 − c2x − c2y − c2z
 = x2 + y2 + z2 (5.2.3)
donde los cuatro valores desconocidos cx, cy, cx y r han sido aislados en un u´nico vector.
Por lo que, sustituyendo x, y y z con las coordenadas de los puntos en P se obtiene el
siguiente sistema lineal sobredeterminado: Aw = b donde
A =

2x1 2y1 2z1 1
2x2 2y2 2z2 1
...
2xn 2yn 2zn 1























r2 − c2x − c2y − c2z
 (5.2.4)
los cuales se pueden resolver en el sentido de mı´nimos cuadrados calculando w =
(ATA)−1AT b.
Despue´s de haber establecido los para´metros n, c y r del cilindro, se calcula el error




a(Vi) (‖(Vi − c)× n‖2 − r)2 (5.2.5)
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El resultado de la implementacio´n de la extraccio´n de descriptores en el algoritmo
propuesto es una lista de ı´ndices de semejanza con cada una de las primitivas geome´tricas
predefinidas, con los cuales se calcula el error de ajuste.
5.2.1.3 Clasificacio´n
Para la implementacio´n del proceso de clasificacio´n se analizaron tres algoritmos cla´sicos
de reconocimiento de primitivas con el fin de seleccionar aquel que se adapte mejor a las
necesidades del algoritmo. Tal como se ha mencionado, las necesidades a cumplir son:
1. Tener la capacidad de procesar y segmentar nubes de puntos.
2. Tener la capacidad de reconocer primitivas geome´tricas, espec´ıficamente cilindros,
toros y esferas.
3. Calidad en el segmentado y clasificacio´n de las primitivas geome´tricas.
Plumber(Mortara and Patane´, 2004), HFP(Attene and Patane, 2010) y RansacSD(Schnabel
et al., 2007) son los algoritmos seleccionados para su ana´lisis debido a que cumplen con los
dos primeros requisitos, siendo el tercer requisito el motivo de una evaluacio´n de funcional-
idad. La importancia de estos algoritmos puede hacerse notar en los mu´ltiples trabajos
en los que son mencionados, por ejemplo, Plumber ha sido objeto de diversos estudios
importantes, como Attene, Katz, et al. (2006); Attene and Robbiano (2009); Mortara,
Patane´, and Spagnuolo (2006); Shamir (2006), HFP se ha mencionado en diversas publi-
caciones, incluyendo: Attene, Katz, et al. (2006); X. Chen et al. (2009); Golovinskiy and
Funkhouser (2008), y finalmente la relevancia de RansacSD se menciono´ anteriormente
por Haala and Kada (2010); Y. Li, X. Wu, et al. (2011); Nan et al. (2010); R. B. Rusu
et al. (2009).
Estos algoritmos se describen brevemente a continuacio´n:
• Plumber: Mesh segmentation into tubular parts(Mortara and Patane´, 2004). Este
algoritmo esta´ basado en el ana´lisis de formas multi-escala, Plumber descompone
las formas en caracter´ısticas tubulares y al mismo tiempo extrae el eje del esqueleto
de dichas caracter´ısticas. Las partes alargadas de la forma son capturados por las
caracter´ısticas tubulares.
• HFP: Hierarchical mesh segmentation based on fitting primitives. HFP es un algo-
ritmo basado en una agrupacio´n jera´rquica de los elementos, el cual fue desarrollado
por primera vez para mallas de tria´ngulos por Attene and Patane (2010) y luego
ampliada y adaptada para nubes de puntos no estructurados por Attene and Patane
(2010). HFP segmenta jera´rquicamente la nube de puntos en grupos que mejor se
ajuste a un conjunto predefinido de primitivas. Inicialmente, cada punto representa
un solo grupo; despue´s, para cada iteracio´n se consideran todos los pares de grupos
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adyacentes y la pareja cuyos puntos pueden ser mejor ajuste por una de las primitivas
son fusionados en un solo clu´ster nuevo.
• RansacSD fue seleccionado para el ana´lisis debido a su relevancia en el a´mbito del
reconocimiento de formas primitivas dentro de una nube de puntos.
HPF y RansacSD tienen la capacidad de reconocer las diferentes elementos que se
asemejan a las primitivas geome´tricas tales como cilindros, planos, toros, esferas y conos,
sin embargo Plumber reconoce solo elementos con una forma tubular. Los tres algoritmos
fueron sometidos a una evaluacio´n con dos casos de uso, los cuales ten´ıan como obje-
tivo segmentar y clasificar elementos pertenecientes a una nube de puntos a partir de las
caracter´ısticas geome´tricas de los mismos.
Las caracter´ısticas de las nubes de puntos analizadas para la evaluacio´n se describen
a continuacio´n:
La nube de puntos original representa una vista de 360a del interior de una planta indus-
trial real, a partir de e´sta se extrajeron tres segmentos con 10352, 44996 y 143663 puntos.
Estas secciones esta´n conformadas por elementos (es decir, subconjuntos de los puntos)
que se asemejan a primitivas geome´tricas tales como formas tubulares, planos y toros,
los cuales sera´n reconocidos y debidamente etiquetados por HPF, Plumber y RansacSD
segu´n sus caracter´ısticas. La Tabla 5.2.1 muestra una descripcio´n de los elementos que
componen cada nube de puntos a analizar.
Tabla 5.2.1: Elementos existentes en las nubes de puntos evaluadas
Caso 1 Caso 2
Nube de puntos Elem Tub Planos Toros Esferas
G 18 3 2 1
M 6 0 5 1
P 6 7 0 0
Los dos caso de uso a evaluar difieren de acuerdo a dos variables: tipos de primitivas
a reconocer y caracter´ısticas de la nube de puntos.
1. Primitivas para reconocer. El primer caso de uso analiza solo elementos tubulares
(Elem Tub), mientras que el segundo analiza planos, esferas y toros.
2. Caracteristicas de la nube de puntos. Se presentan tres nubes de puntos con difer-
entes caracter´ısticas: el taman˜o (nu´mero de puntos), el tipo de densidad y si tiene
algu´n tipo de pre-procesamiento aplicado a la nube de puntos. La Tabla 5.2.2 mues-
tra una descripcio´n de cada variable.
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Tabla 5.2.2: Descripción de las características de las nubes de puntos 




143663 puntos (G) 
44996 puntos (M) 
10352 puntos (P) 




El tamaño de la nube de puntos se considera grande 
(G), mediana (M) o pequeña (P) de acuerdo con el 
número de puntos que lo componen. Esta nube de 
puntos representa un segmento del interior de una 
fábrica real, que contiene tubos, codos, y planos. 
Una nube de puntos tiene una densidad constante ( C) 
cuando se tiene el mismo número de puntos por 
unidad de medida a lo largo de la misma. Mientras 
que, se dice que una nube de puntos tiene una 
densidad inconstante (I) cuando la densidad por 
unidad de medida varía. 
Los métodos pre-procesamiento son los métodos 
aplicables a la nube de puntos para el correcto 
funcionamiento del algoritmo y pueden ser diversos. 
La información obtenida a partir de los resultados de cada algoritmo fueron medidos 
a través de los puntos analizados, puntos perdidos, t iempo de procesamiento, segmentos 
generados, segmentos etiquetados correctamente y errores de marcado. 
El primer caso de uso tenía el objetivo de reconocer los elementos tubulares con cada 
algoritmo en tres nubes de puntos: grande (G), mediana (M) y pequeña (P), con una 
densidad inconstante y dos valores para el parámetro de pre-procesamiento. El rendimiento 
de los algoritmos HFP, P lumber y RansacSD para el reconocimiento de elementos tubulares 
se muestran en la Tabla 5.2.3 
Tabla 5.2.3: Rendimiento de los algoritmos de HFP, Plumber y RansacSD en el re-









Parámetros de entrada 
' . ' . ' 
Pre- Primitivas 
Densidad procesamiento 
I No Elem Tub 
I No Elem Tub 
c Si Elem Tub 
I No Elem Tub 
I No Elem Tub 
c Si Elem Tub 
Resultado de las pruebas 
% Puntos % Puntos Promedio 
analizados perdidos de tiempo 
71% 29% 63 
91% 9% 12 
N/A N/ A N/A 
88% 12% 54 
67% 33% 10 
N/ A N/ A N/ A 
Continúa en la siguiente página 
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Tabla 5.2.3 – continuacio´n de pa´gina previa














HFP P I No Elem Tub 88% 12% 1
RansacSD P I No Elem Tub 85% 15% 0,8
Plumber P C Si Elem Tub 66% 34% 380
Fig. 5.2.2: Precisio´n de los algoritmos de HFP, Plumber y RansacSD en el reconocimiento
de elementos tubulares
La Figura 5.2.2 muestran el alto rendimiento de RansacSD y Plumber en el reconocimiento
de objetos que se asemejan a elementos tubulares alcanzando una precisio´n de hasta el
100%. En los dos primeros casos, Plumber no se evaluo´ porque las condiciones de los datos
no cumpl´ıan con los requisitos mı´nimos para el algoritmo, que son: una nube de puntos
con densidad constante y con un nu´mero de puntos menor a 20000. Sin embargo, en la
tercera prueba, Plumber logra una precisio´n del 100% en el reconocimiento de elementos
tubulares. Esta prueba utiliza una nube de puntos de taman˜o pequen˜o con un me´todo de
pre-procesamiento, que contiene los filtros necesarios para la generacio´n de una densidad
constante en la de nube de puntos fuente. Mientras tanto, HFP y RansacSD mantu-
vieron un porcentaje de precisio´n entre 63% y 100% durante las pruebas, que muestra un
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rendimiento mejorado para la nube de puntos pequeña. Aunque HFP no obtuvo 100% 
de precisión en el reconocimiento de objetos que se asemejan a elementos tubulares, la 
Tabla 5.2.3 muestra que la calidad de los resultados puede ser considerado como más alto 
porque HFP analizado hasta 88% de los puntos y tenía una pérdida máxima de informa-
ción de 29%, a diferencia de Plumber y RansacSD, que tenía pérdidas de puntos de hasta 
un 34%. Por otra parte, RansacSD resultó ser 98% más rápido que Plumber y hasta 80% 
más rápido que HFP. Esto se debe a RansacSD realiza menos iteraciones que los otros 
algoritmos. 
Mientras tanto, el segundo caso tiene el objetivo de reconocer elementos que se asemejen 
a planos, esferas y toros, utilizando los algoritmos RansacSD y HFP en tres nubes de puntos 
con tamaños diferentes: grande, mediana y pequeña, con una densidad inconstante y sin 
pre-procesamiento. 
Tabla 5.2.4: Rendimiento de HFP y RansacSD en el reconocimiento de objetos que se 
asemejan planos, esferas y toros 
Pre- Primitivas 
% Puntos 
Tamaño Densidad procesamiento analizados 
perdidos 
Planos, 
I No esferas y 71% 29% 
toros 
Planos, 
I No esferas y 91% 9% 
toros 
Planos, 
I No esferas y 88% 12% 
toros 
I No 67% 33% 
Planos, 
I No esferas y 88% 12% 
toros 
Planos, 
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Fig. 5.2.3: Precisio´n de HFP y RansacSD en el reconocimiento de objetos que se asemejan
planos, esferas y toros en una nube de puntos
El rendimiento de HFP y RansacSD en el reconocimiento de objetos que se asemejan
planos, esferas y toros en la prueba se muestra en la Tabla 5.2.4 y la Figura 5.2.3. El
tiempo de procesamiento de ambos algoritmos a trave´s de diferentes nubes de puntos es
consistente con el taman˜o de la nube de puntos. Podemos ver que cuanto ma´s grande es la
nube de puntos, mayor es el tiempo de procesamiento, aunque la diferencia en el tiempo
entre los dos algoritmos muestra que RansacSD es ma´s ra´pido. Ambos algoritmos tienen
una pe´rdida de puntos de entre el 9% y el 33%, por lo que se puede observar que mejora
la calidad del ana´lisis al considerar un mayor nu´mero de puntos.
En reconocimiento de los planos, es importante mencionar que la nube de puntos
mediana no contiene planos, por lo que no se considero´ en la prueba. Sin embargo en
el caso de las nubes de puntos de taman˜o grande y pequen˜a, HFP tuvo un promedio de
97% de precisio´n y mantiene su comportamiento constante a trave´s de las nubes de puntos,
mientras que RansacSD alcanzo´ hasta un 50% de precisio´n en la nube de puntos de taman˜o
pequen˜o, pero muestra una mejora notable en el caso de la nube de puntos grande. En
el caso de reconocimiento de toros para nubes de puntos de taman˜o grande y mediano,
RansacSD obtuvo 100% de precisio´n para los dos casos de estudio. Por el contrario, HFP
no obtuvo ningu´n resultado al reconocer toros en las nubes de puntos. Por u´ltimo, en el
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reconocimiento de los elementos que se asemejan a esferas en nubes de puntos grandes y
medianas, HFP y RansacSD logran una precisio´n alta, HFP tiene un promedio de 97,72%,
mientras que RansacSD logro´ un 100% precisio´n pero so´lo en la nube de puntos de taman˜o
grande.
Como podemos observar HFP mostro´ un comportamiento constante a lo largo de los
casos de uso y todas las primitivas geome´tricas, con esto en mente, y debido a que se
realizo´ una estancia de investigacio´n en el National Research Council, en The Institute
for Applied Mathematics and Information Technologies5, donde fue desarrollado HFP, se
decidio´ seleccionarlo para la implementacio´n del algortimo propuesto en esta tesis. Por
otra parte, RansacSD se utilizara´ para el proceso de evaluacio´n desarrollado en el Cap´ıtulo
6, con los cual comprobaremos la generalidad de este algoritmo ya que tiene la capacidad de
soportar diferentes librer´ıas con caracter´ısticas similares, de forma que permite modificar
los alcances del algoritmo acuerdo a las necesidades de aplicacio´n.
El uso de la estructura de a´rbol kd para la organizacio´n de la nube de puntos, per-
mite realizar una segmentacio´n jera´rquica, de forma que se evalu´an regiones conectadas
aproxima´ndolas a un conjunto predefinido de primitivas. Este conjunto de primitivas es
arbitrario, y no influye en la validez del proceso.
Cada primitiva se identifica por sus para´metros, tal como lo se detallo´ en la seccio´n
anterior con el cilindro. El ca´lculo de los para´metros para cada primitiva se utiliza para
identificar la primitiva y tambie´n para obtener la distancia entre el conjunto de puntos en
el clu´ster y la primitiva.
Inicialmente, cada punto representa un solo grupo; despue´s, para cada iteracio´n se
consideran todos los pares de grupos adyacentes y la pareja cuyos puntos decanten su
mejor ajuste por la misma primitiva, se fusionan en un solo y nuevo clu´ster.
En general la fo´rmula del error de ajuste es expresada como la suma L2primitiva(P ) de
los residuos cuadrados entre P y su mejor ajuste a la primitiva evaluada.
Por lo que, para cada tipo de primitiva se calculan los para´metros de ajuste corre-
spondientes y se evalu´a el error de aproximacio´n, es decir, si se requiere un algoritmo para
el reconocimiento de planos y cilindros, entonces es necesario calcular 1) los para´metros
para el mejor ajuste de un plano y 2) los para´metros para el mejor ajuste de cilindros,
de manera que posteriormente se evalu´en los error de aproximacio´n tanto del plano como
del cilindro con respecto al conjunto de puntos evaluados. Entonces el valor mı´nimo es
considerado para volver a ordenar la estructura.
Como resultado final se genera una clasificacio´n simple de los elementos, es decir, una
lista de grupos de puntos (segmentos) clasificados por primitivas de acuerdo a su error
de ajuste mı´nimo. Dicha lista permite responder a la pregunta inicial que resolver´ıa este
proceso de reconocimiento de primitivas: ¿Existe algu´n objeto conocido dentro de la escena
escaneada?
Sin embargo esta lista clasificada no es suficiente para los objetivos de esta tesis de-
5http://www.imati.cnr.it/
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bido a que pueden presentarse errores de clasificacio´n como solapamiento de segmentos,
segmentacio´n mu´ltiple correspondiente a un mismo objeto, por nombrar algunos; y el sen-
tido sema´ntico alcanzado hasta este momento consta solo de un etiquetado simple sin un
sentido sema´ntico formal.
5.2.1.4 Resultados del proceso de reconocimiento de primitivas
En este proceso, la escena fue segmentada por el algoritmo de reconocimiento primitivas,
clasificando los objetos en funcio´n de sus caracter´ısticas geome´tricas, esto es, se ha creado
la representacio´n lo´gica de la escena. La Tabla 5.2.5 muestra los segmentos clasificados de
la nube de puntos, donde cada segmento tiene asignado una clase de primitiva. Esta tabla
muestra 57 segmentos etiquetados de acuerdo a sus caracter´ısticas geome´tricas, donde
:Shape describe la forma como punto de referencia; GeometricPrimitive:Shape describe el
tipo de geome´trica primitiva clasificada; y :Shape.Points define el nu´mero de puntos que
conforman la forma.





shape 001 Cylinder 57,472
shape 002 Cylinder 30,619
shape 003 Cylinder 18,705
shape 004 Cylinder 15,158
shape 005 Cylinder 10,623
shape 006 Cylinder 10,019
shape 007 Cylinder 10,715
shape 008 Cylinder 10,135
shape 009 Cylinder 8,519
shape 010 Cylinder 5,812
shape 011 Sphere 6,560
shape 012 Cylinder 5,014
shape 013 Torus 5,454
shape 014 Torus 4,709
shape 015 Cylinder 4,313
shape 016 Cylinder 3,979
shape 017 Torus 4,609
shape 018 Sphere 3,580
shape 019 Torus 3,292
shape 020 Torus 3,140
Continu´a en la siguiente pa´gina
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shape 021 Torus 3,299
shape 022 Cylinder 3,028
shape 023 Cylinder 2,709
shape 024 Cylinder 3,757
shape 025 Cylinder 3,227
shape 026 Sphere 2,840
shape 027 Cylinder 2,066
shape 028 Sphere 2,879
shape 029 Cylinder 2,002
shape 030 Cylinder 2,981
shape 032 Cylinder 1,737
shape 033 Cylinder 1,620
shape 034 Torus 1,598
shape 035 Torus 1,696
shape 036 Cylinder 1,777
shape 037 Torus 2,448
shape 038 Cylinder 1,846
shape 039 Cylinder 1,834
shape 040 Cylinder 1,400
shape 041 Cylinder 1,127
shape 042 Cylinder 1,863
shape 043 Torus 1,027
shape 044 Cylinder 956
shape 045 Cylinder 156
shape 046 Cylinder 1,291
shape 047 Sphere 824
shape 048 Torus 856
shape 049 Torus 1,042
shape 050 Torus 1,222
shape 051 Cylinder 753
shape 052 Sphere 137
shape 053 Cylinder 779
shape 054 Torus 674
shape 055 Torus 718
shape 056 Cylinder 642
shape 057 Cylinder 923
shape 058 Torus 594
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La Tabla 5.2.6 muestra un resumen de los segmentos obtenidos por el algoritmo como
respuesta a la pregunta inicial ¿Existe algu´n objeto conocido dentro de la escena es-
caneada?, por lo que se puede concluir que para la nube de puntos seleccionada si ex-
isten objetos conocidos, 36 de ellos son cilindros, 10 toros y 11 esferas, las cuales sera´n
analizadas para conocer su sentido sema´ntico en el siguiente proceso del algoritmo.
Tabla 5.2.6: Segmentos clasificados
Nube de puntos original Concepto Resultados
Taman˜o
(# de puntos)




5.2.2 Proceso de enriquecimiento sema´ntico
Este proceso tiene como objetivo calcular la informacio´n sema´ntica y f´ısica de cada ob-
jeto reconocido. Pretende resolver la pregunta ¿Que´ tipo de elementos tiene la escena
escaneada?, para lo cual es necesario proporcionar como entrada una lista de segmentos
clasificados en el proceso anterior de acuerdo a sus caracter´ısticas geome´tricas. La salida
esperada sera´ un conjunto de datos lo´gicos, f´ısicos y sema´nticos que describen los objetos
que componen la escena real.
Cada elemento clasificado sera´ vinculado a una ontolog´ıa con el fin de proporcionar un
significado sema´ntico, de esta forma se enriquecera´ maqueta la maqueta digital.
5.2.2.1 Ontolog´ıa propuesta
El disen˜o de una ontolog´ıa no es una tarea simple, a diferencia de otros mecanismos de
descripcio´n, una ontolog´ıa requiere de un profundo conocimiento del a´rea de aplicacio´n
en la que se pretende introducir la ontolog´ıa. Dicho conocimiento conducira´ a definir de
una manera correcta el significado de sus elementos, as´ı como sus relaciones. La ontolog´ıa
debera´ representar fielmente la realidad, tener la capacidad de ser reutilizado y de poder
extrapolarse a ambientes semejantes.
En este sentido una ontolog´ıa de dominio fue desarrollada con el fin de unir elementos
de lenguaje natural al algoritmo de enriquecimiento de escenas.
La metodolog´ıa de Methontology Go´mez-Pe´rez (1998) fue la seleccionada para crear
la ontolog´ıa. Como se ha descrito en el estado del arte esta metodolog´ıa propone un ciclo
de vida de construccio´n de ontolog´ıas basado en prototipos en evolucio´n, ya que permite
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Fig. 5.2.4: Ciclo de vida de la construccio´n de una ontolog´ıa de acuerdo con la metodolog´ıa
Methontology (Go´mez-Pe´rez, 1998)
agregar, cambiar y eliminar te´rminos en cada nueva versio´n y se adapta perfectamente a
los objetivos de esta tesis los cuales pretenden que el algoritmo evolucione hacia diferentes
a´reas, la Figura 5.2.4 muestra el ciclo de vida de la construccio´n de una Ontolog´ıa de
acuerdo con la metodolog´ıa Methontology. Los pasos a seguir para la construccio´n de una
ontolog´ıa estecificados por Methontology son los siguientes:
1. Especificacio´n. Tiene el objetivo de explicar los motivos por los cuales se esta´
construyendo la ontolog´ıa, cua´les son sus usos previstos, quie´nes son los usuarios
finales y cuales son los requisitos deben cumplir con la ontolog´ıa (Sua´rez-Figueroa,
2009). Te´cnicamente este proceso consiste en responder a las siguientes pregun-
tas: ¿Cua´l es el dominio de la ontolog´ıa?, ¿Para que´ se usara la ontolog´ıa?, ¿Para
que´ tipos de preguntas la informacio´n en la ontolog´ıa deber´ıa proveer respuestas?,
¿Quie´n usara y mantendra´ la ontolog´ıa? (T. Berners-Lee et al., 2001). Por lo que,
la ontolog´ıa a desarrollar debera´ permitir el intercambio de informacio´n a trave´s
de especificaciones orientadas a la definicio´n de te´rminos, vocabularios y glosarios,
todas ellas mapeadas en algu´n lenguaje ejecutable que facilite su implementacio´n.
Considerando lo anterior, las respuestas a los cuestionamientos fueron los siguientes:
• ¿Cua´l es el dominio de la ontolog´ıa?. El dominio de la ontolog´ıa va dirigido a
conceptos relacionados con elementos que se pueden encontrar en instalaciones
industriales.
• ¿Para que´ se usara´ la ontolog´ıa?. Para manipular informacio´n, conceptos y
vocabulario de elementos qe describan escenas virtuales de instalaciones indus-
triales.
• ¿Para que´ tipos de preguntas la informacio´n en la ontolog´ıa deber´ıa proveer
respuestas?. La ontolog´ıa deber´ıa tener la capacidad de contestar preguntas
que describan lo´gica, f´ısica y sema´nticamente los elementos pertenecientes a una
escena virtual de instalaciones industriales. Entre las preguntas ma´s relevantes
esta´n:
– ¿Que´ objeto esta´ en la posicio´n x, y, z?
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– ¿Que´ caracter´ısticas f´ısicas tiene el elemento de la posicio´n x, y, z?
– ¿Quie´n es el posible fabricante del objeto en la posicio´n x, y, z?
– ¿Que´ tan alto es el objeto de la posicio´n x, y, z?
– ¿Con cuales elementos esta´ conectado de la posicio´n x, y, z?
2. Conceptualizacio´n. En esta etapa se elabora el modelo conceptual, para lo cual
se deben desarrollar una serie de tareas que se muestran en la Figura 5.2.5.
Fig. 5.2.5: Tareas de la etapa de Conceptualizacio´n de acuerdo con Methontology
• Tarea 1: Construir un glosario de te´rminos. Esta tarea tiene el objetivo de
identificar y describir los conceptos fundamentales del dominio. La Tabla 5.2.7
muestra la definicio´n de los conceptos de la ontolog´ıa propuesta en esta tesis.
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Tabla 5.2.7: Glosario de te´rminos
Nombre Sino´nimo Descripcio´n Tipo
PointCloud
El objeto PointCloud representa un con-
junto de puntos en un sistema de coorde-
nadas tridimensional, que describen una
escena del mundo real.
Concepto
Centroid
El objeto Centroid describe un punto en
el sistema de coordenadas tridimensional,




Un Voxel representa una cuadr´ıcula o re-
jilla en el espacio 3D en la nube de puntos;




Un Shape es un objeto geome´trico tridi-
mensional que ocupa un lugar en el es-
pacio: se puede clasificar como Sur-
face o Volumetric. Cada elemento Shape
pertenece a un PointCloud espec´ıfico.
Concepto
SpatialRelation
Un SpatialRelation describe las interac-




Un Referent es un Shape que describe el
objetivo relativo a partir del que se de-
scribe la relacio´n espacial.
Relacio´n
Relatum
A Relatum es un un Shape, hace referencia
a un objeto con respecto al cual el Referent
va a ser ubicado.
Relacio´n
SpatialRepresentation








Un Adjancecy describe la cualidad de un
objeto a estar suficientemente pro´ximo a
fin de tocar a otro objeto.
Concepto
Continu´a en la siguiente pa´gina
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Tabla 5.2.7 – continuacio´n de pa´gina previa
Nombre Sino´nimo Descripcio´n Tipo
SideAdjacency
Un SideAdjacency describe la relacio´n de
estar al lado de otro elemento dentro de la
escena considerando uno de los lados del




Un TotalAdjacency describe la relacio´n de
estar cercano de otro elemento dentro de la




Un Side describe el costado de un ob-
jeto, es decir las l´ıneas que forman una
figura. Un Side puede tener los valores
Right, Left, Front, Back, Above y Below
Concepto
Surface
Un Surface es un tipo de Shape, que de-




Un Plane es un Surface, que se compone
de puntos que tienen la misma orientacio´n
dentro del plano. En el mundo real, es fa´-
cil de encontrar objetos Plane tales como
mesas, techos, paredes, aceras, calles y ho-
jas de papel, por citar algunos ejemplos.
Concepto
Volumetric
Un elemento Volumetric es un tipo de
Shape, que describe una forma geome´trica
tridimensional que tiene volumen.
Concepto
Sphere
El objeto Sphere describe todos los ele-
mentos que tienen una superficie esfe´rica.
Un Sphere se pueden encontrar tanto en
entornos artificiales como en la naturaleza;
por ejemplo, una pelota, un limo´n, una
perilla de la puerta y una bombilla, por
nombrar algunos.
Concepto
Continu´a en la siguiente pa´gina
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Tabla 5.2.7 – continuacio´n de pa´gina previa
Nombre Sino´nimo Descripcio´n Tipo
Torus
Un Torus es un elemento de la ontolog´ıa
que describe un pequen˜o c´ırculo que gira
a lo largo de la l´ınea trazada por el otro
c´ırculo. Muchos de los objetos de la vida
real tienen un toro: Una dona, un coj´ın ro-




Un objeto Cylinder describe elementos
formados por curvas simples creadas a
trave´s del movimiento de una l´ınea recta
alrededor de la circunferencia de un c´ır-
culo. Es posible encontrar un cilindro en
el mundo real en la forma de botellas,




Un Wall es un Plane y define una parti-
cio´n arquitecto´nica con una altura y una




El Tee es un Sphere, el cual describe al
conector ma´s comu´n de una tuber´ıa, se
utiliza para combinar o bien dividir un
flojo de fluidos. Es un conector de tuber´ıas
con forma de T con dos salidas, a 90◦ a la
conexio´n de la l´ınea principal
Concepto
Valve
Un Valve es un Torus que representa un
conector de tuber´ıa disen˜ado para detener
o regular el flujo de cualquier fluido que
pase a trave´s de ella.
Concepto
Elbow
El Elbow es un Torus. Este elemento de-
scribe un accesorio real de tuber´ıa instal-
ada entre dos longitudes de tubo, el cual
permite un cambio de direccio´n del flujo,
por lo general un a´ngulo de 90◦ o 45◦.
Concepto
Pipe
Un Pipe es un Cylinder, el cual describe
una seccio´n cil´ındrica utilizada para trans-
portar sustancias que pueden fluir, sus-
penciones, polvos o masas de so´lidos.
Concepto
Continu´a en la siguiente pa´gina
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Tabla 5.2.7 – continuacio´n de pa´gina previa
Nombre Sino´nimo Descripcio´n Tipo
Manufacturer
Un elemento Manufacturer, representa
una empresa dedicada a la fabricacio´n de
algu´n producto espec´ıfico.
Concepto
• Tarea 2: Construir una taxonomı´a de conceptos. Una vez obtenido el glosario,
se debe seleccionar aquellos te´rminos que son conceptos y crear una taxonomı´a,
la cual define la jerarqu´ıa entre los conceptos del dominio. La Figura 5.2.6
muestra la definicio´n formal de la taxonomı´a del elemento Shape el cual puede
ser clasificado como Surface o Volumetric. Por otra parte, la Figura 5.2.7
muestra la definicio´n formal de la taxonomı´a del elemento Surface el cual tiene
relacionada la clase Plane. Mientras que la Figura 5.2.8 presenta la definicio´n
formal de la taxonomı´a del elemento Volumetric, un elemento Volumetric puede
ser de tipo Sphere, Torus o Cylinder. La Figura 5.2.9 presenta el concepto
Adjacency el cual se puede clasificar como Side Adjacency o Total Adjacency, al
referirse a una relacio´n de proximidad por una de sus caras o total del objeto con
otro objeto dentro de la escena industrial.Finalmente la Figura 5.2.10 muestra
el concepto Manufacturer el cual se puede clasificar como ElbowManufacturer,
ValveManufacturer, PipeManufacturer o TeeManufacturer, que representa a los
productores de Codos, Va´lvulas, Tubos y Tes.
Fig. 5.2.6: Taxonomı´a general de Shape
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Fig. 5.2.7: Taxonomı´a Surface
Fig. 5.2.8: Taxonomı´a Volumetric
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Fig. 5.2.9: Taxonomı´a Adjacency
Fig. 5.2.10: Taxonomı´a Manufacturer
• Tarea 3: Construir un diagrama de relaciones binarias. Ad hoc es una locucio´n
del lat´ın que significa “para esto”, es decir, creado o hecho para un fin determi-
nado, segu´n sea necesario. Los diagramas Ad hoc especifican las relaciones entre
los conceptos y clases del dominio. La Figura 5.2.11 muestra los diagramas de
relacio´n binara Ad hoc, donde se presentan las siguintes relaciones:
– Un PointCloud tiene algunos(has some) Shape, mientras que un Shape es
parte de (is part of ) un Pointcloud. Es decir, que una nube de puntos
PointCloud esta´ conformada por un conjunto de Shapes.
– Un Shape tiene un(has a) Centroid, mientras que, en la relacio´n inversa,
un Centroid es pertenece a un (belong to) un Shape. Esto es, que un Shape
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tinene asociado un Centroid que indica el punto central de la forma en el
espacio.
– Un Shape tiene un(has a) Voxel, y la relacio´n inversa, un Voxel es pertenece
a un (belong to) un Shape. Esto significa que un Shape tinene asociado un
Voxel, un cuadrado que enmarca a la forma en el espacio.
– Una SpatialRelation es una relacio´n que pertenece a (belong to) un solo
Shape, esta relacio´n tiene asociados dos elementos Shape los cuales actu´an
como relatum y referent (has a Relatum y has a Referent), de manera in-
versa, cada Shape tiene una SpatialRelation.
– Un SpatialRelation tiene algunas (has some) Adjacency, pero cada Adja-
cency tiene solo una SpatialRelation asociada.
– Cada Adjacency puede clasificarse (is classified) en Side Adjacency o To-
tal Adjacency.
– Cada Adjacency hace referencia (reference to side) a un lado del Shape
asociado.
– Un Shape puede ser clasificado (is classified as) como Volumetric para for-
mas con una representacio´n visual en tres dimensiones f´ısicas, o Surface
para el conjunto de puntos de un espacio eucl´ıdeo que forma un espacio
topolo´gico bidimensional.
– Un Surface puede ser clasificada (is classified as) como Plane.
– Un Volumetric puede ser clasificado (is classified as) como Cylinder, Sphere
o Torus.
– En el contexto industrial, un Cylinder es clasificado (is classified as) como
Pipe, un Torus puede ser clasificado (is classified as) como un Elbow o una
Valve y un Sphere puede ser clasificado (is classified as) como un Tee.
– En el contexto industrial, un Cylinder es clasificado (is classified as) como
Pipe, un Torus puede ser clasificado (is classified as) como un Elbow o una
Valve y un Sphere puede ser clasificado (is classified as) como un Tee.
– Cada elemento tiene asociados algunos Manufacturer. Y los Manufacturer
son clasificados (is classified as) como PipeManufacturer, ElbowManufac-
turer, TeeManufacturer o ValveManufacturer.
• Tarea 4: Construir el diccionario de conceptos. En esta etapa se define un
diccionario de conceptos que incluye En este diccionario se incluyen todos los
conceptos del vocabulario, sus relaciones binarias y propiedades a nivel de con-
cepto y a nivel de instancia. La Tabla 5.2.8 muestra el diccionario de conceptos
elaborado para esta tesis.
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Fig. 5.2.11: Diagrama de Relaciones Binarias Ad hoc
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Tabla 5.2.8: Diccionario de conceptos 
Concepto Atributo de clase Atributo de instancia Relaciones 
PointCloud numberOfPoints name has...some 
Centroid x, y, y z belong _ _to 
x l , yl, zl, 
x2, y2, z2, 




x5, y5, z5, 
x6, y6, z6, 
x7, y7, z7, 
x8, y8,z8 
































height is.....classified ......as 
radius 
diameter 
Continúa en la siguiente página 1 
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Tabla 5.2.8 - cont inuación de página previa 
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Tabla 5.2.8 - continuación de página previa 


































• Tarea 5: Definir en detalle las relaciones binarias. Esta etapa describirá para 
cada relación binaria nombre, nombres de sus conceptos origen y destino, car-
dinalidad, relación inversa, restricciones del tipo de valores que se aceptaran si 
existe. La Tabla 5.2.9 muestra el detalle de las relaciones binarias. 
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Tabla 5.2.9: Relaciones binarias detalladas
Nombre de la relacio´n Concepto origen Concepto destino Cardinalidad Relacio´n inversa
has some PointCloud Shape 1..N is part of
has some SpatialRelation Adjacency 1..6 has a
has some Elbow ElbowManufacturer 1..N -
has some Tee TeeManufacturer 1..N -
has some Valve ValveManufacturer 1..N -
has some Pipe PipeManufacturer 1..N -
has a Adjacency SpatialRelation 1,1 has some
has a Shape Centroid 1,1 belong to
has a Shape SpatialRelation 1,1 belong to
has a Shape Voxel 1,1 belong to
has a Relatum SpatialRelation Shape 0,1 is related with
has a Referent SpatialRelation Shape 0,1 is related with
is a Adjacency Side Adjacency 0,1 is classified as
is a Adjacency Total Adjacency 0,1 is classified as
is a Shape Volumetric 0,1 is classified as
is a Shape Suface 0,1 is classified as
is a Surface Plane 0,1 is classified as
is a Volumetric Cylinder 0,1 is classified as
is a Volumetric Torus 0,1 is classified as
is a Volumetric Sphere 0,1 is classified as
is a Sphere Tee 0,1 is classified as
is a Cylinder Pipe 0,1 is classified as
is a Torus Elbow 0,1 is classified as
is a Torus Valve 0,1 is classified as
is a ElbowManufacturer Manufacturer 1,1 is classified as
is a ValveManufacturer Manufacturer 1,1 is classified as
is a PipeManufacturer Manufacturer 1,1 is classified as
is a TeeManufacturer Manufacturer 1,1 is classified as
• Tarea 6: Describir en detalle los atributos de instancias. Se especificara´n las
caracter´ısticas de los atributos de las instancias. Los atributos de instancias son
aquellos cuyos valores pueden ser diferentes para cada instancia del concepto.
Se detallan considerando su nombre, concepto al que pertenece, tipo de valor,
rango de valores y cardinalidad. La Tabla 5.2.10 muestra el destalle de los
atributos de las instancias.
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Tabla 5.2.10: Detalle de atributos de instancia 
No~bbre ddell . . Concepto Tipo de valor Rango de valores Cardinalidad 








X Centroid Flotante l.18e-38 - 3.40e38 1,1 
y Centroid Flotante l.18e-38 - 3.40e38 1,1 
z Centroid Flotante l.18e-38 - 3.40e38 1,1 
xl , x2, x3,x4 Voxel Flotante l.18e-38 - 3.40e38 1,1 
yl ,y2,y3,y4 Voxel Flotante l.18e-38 - 3.40e38 1,1 
zl, z2, z3, z4 Voxel Flotante l.18e-38 - 3.40e38 1,1 
Referent SpatialRelation Shape 0,1 
Relatum SpatialRelation Shape 0,1 
isValid Adjacency Booleano True-False 1,1 
percentage Adjacency Flotante l.18e-38 - 3.40e38 1,1 
SpatialRepresntation SpatialRelation Cadena de caracteres - 0,1 
GlobalRelationship SpatialRelation Cadena de caracteres - 0,1 
legth 
Surface 
Flotante l.18e-38 - 3.40e38 1,1 
Volumetric 
width Surface Flotante l.18e-38 - 3.40e38 1,1 
height 
Sphere 








Flotante l.18e-38 - 3.40e38 1,1 
Cylnder 
minorRadius Torus Flotante l.18e-38 - 3.40e38 1,1 
majorRadius Torus Flotante l.18e-38 - 3.40e38 1,1 
nominalDiameter 
Pipe 
Flotante l.18e-38 - 3.40e38 1,1 
PipeManufacturer 
certiedManufacturing PipeManufacturer Cadena de caracteres - 0,1 
externa1Diameter PipeManufacturer Flotante l.18e-38 - 3.40e38 0,1 
manufacturer Material PipeManufacturer Cadena de caracteres - 0,1 
description PipeManufacturer Cadena de caracteres - 0,1 
finishingTouch PipeManufacturer Cadena de caracteres - 0,1 
thicknessModel PipeManufacturer Cadena de caracteres - 0,1 
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Tabla 5.2.10 - continuación de página previa 
Nombre del . . 
t 
.b t d l . t . Concepto Tipo de valor Rango de valores Cardinalzda a rz u o e a zns ancza 
theoreticalWeight P ipelVIanufacturer Flotante l.18e-38 - 3.40e38 0,1 
supply P ipelVIanufacturer Cadena de caracteres - 0,1 









model TeelVIanufacturer Cadena de caracteres - 0,1 
weightBlack 
TeelVIanufacturer 




Flotante l.18e-38 - 3.40e38 0,1 
ElbowlVIanufacturer 
WSP TeelVIanufacturer Flotante l.18e-38 - 3.40e38 0,1 
WOG TeelVIanufacturer Flotante l.18e-38 - 3.40e38 0,1 
quality TeelVIanufacturer Cadena de caracteres - 0,1 
TeelVIanufacturer 
Flotante l.18e-38 - 3.40e38 0,1 aJilill 
ElbowlVIanufacturer 
b_mm TeelVIanufacturer Flotante l.18e-38 - 3.40e38 0,1 
c_mm TeelVIanufacturer Flotante l.18e-38 - 3.40e38 0,1 
a....kg TeelVIanufacturer Flotante l.18e-38 - 3.40e38 0,1 
b_kg TeelVIanufacturer Flotante l.18e-38 - 3.40e38 0,1 
c_kg TeelVIanufacturer Flotante l.18e-38 - 3.40e38 0,1 
thruHole TeelVIanufacturer Flotante l.18e-38 - 3.40e38 0,1 
technica1Specication ValvelVIanufacturer Cadena de caracteres - 0,1 
dn_mm ValvelVIanufacturer Flotante l.18e-38 - 3.40e38 0,1 
pn_mpa ValvelVIanufacturer Flotante l.18e-38 - 3.40e38 0,1 
pipelineType ValvelVIanufacturer Cadena de caracteres - 0,1 
standard ValvelVIanufacturer Cadena de caracteres - 0,1 
stainlessSteel ValvelVIanufacturer Cadena de caracteres - 0,1 
d ValvelVIanufacturer Flotante l.18e-38 - 3.40e38 0,1 
ValvelVIanufacturer Flotante l.18e-38 - 3.40e38 0,1 
hl ValvelVIanufacturer Flotante l.18e-38 - 3.40e38 0,1 
h2 ValvelVIanufacturer Flotante l.18e-38 - 3.40e38 0,1 
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• Tarea 7: Describir en detalle los atributos de clase. En esta etapa se especifica 
las características de los atributos de la clase. Los atributos de clases represen-
tan características genéricas de un concepto, es decir todas las instancias del 
concepto tendrán el mismo valor para ese atributo. La descripción consta del 
nombre del atributo, nombre del concepto, tipo de valor , rango de valores y 
cardinalidad. La Tabla 5.2.11 presenta el detalle de los atributos de la clase. 
Tabla 5.2.11: Atributos de la clase 
No~bbre ddell l Concepto Tipo de valor Rango de valores Cardinalidad 






entero l.. 1,1 
A su vez, la Tabla 5.2.12 muestra una breve descripción de cada uno de los 
atributos. 
Tabla 5.2.12: Descripción de atributos 
Atributo Definición Concepto 
Name 
NumberOfPoints 
x, y, z 
xl , y l , zl 
Identifica el elemento con el fin de 
referirse an él 
Número total de puntos que consti-
t uyen el elemento 
Coordenadas de un punto en el espacio 
euclidiano 
Describen las coordenadas de las ocho 
esquinas de un voxel. Xl, y l y zl 
representa la coordenada de la vista 
















Continúa en la siguiente página 1 
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Tabla 5.2.12 – continuacio´n de pa´gina previa
Atributo Definicio´n Concepto
x2, y2, z2
Representa la coordenada de la vista




Representa la coordenada de la vista




Representa la coordenada de la vista




Representa la coordenada de la




Representa la coordenada de la vista




Representa la coordenada de la




Representa la coordenada de la vista




Describe el objetivo,relativo a partir
del que se describe la relacio´n espacial.
SpatialRelation
Relatum
Hace referencia a un,objeto con re-




Define la representacio´n espacial entre
el Referent y Relatum.
SpatialRelation
GlobalRepresentation
Define la relacio´n global entre el Refer-
ent y el Relatum
SpatialRelation
length
Representa la extensio´n lineal en el es-






width Medida de un elemento de lado a lado
Surface,
Plane
Continu´a en la siguiente pa´gina
88 CAPI´TULO 5. IMPLEMENTACIO´N: CASO DE USO CONTEXTO INDUSTRIAL
Tabla 5.2.12 – continuacio´n de pa´gina previa
Atributo Definicio´n Concepto
isValid
Marca a un elemento fundamentado









Longitud de un segmento de l´ınea que
va desde el centro y la circunferencia de




Representa el dia´metro ma´s corto den-
tro de un toroide
Torus
majorRadius
Representa el dia´metro ma´s grande
dentro de un toroide
Torus
height




El taman˜o nominal puede correspon-
der a un gran nu´mero de dimensiones
y tolerancias muy estandarizados y de








Representa el radio largo, que va del
centro del elemento al final
ElbowManufacturer
Diameter
Longitud de una l´ınea recta que pasa
a trave´s del centro de un c´ırculo y que
conecta dos puntos en la circunferencia
Sphere, Cylinder
nominalDiameter
El dia´metro nominal de tubos repre-
senta el taman˜o esta´ndar para tuber´ıas
de presio´n. En Estados Unidos se
usa un sistema denominado en pul-
gadas, mientras en Europa denominan





Se refiere al certificado de manufactura
con el que fue elaborado el elemento
PipeManufacturer
externalDiameter Dia´metro del c´ırculo exterior. PipeManufacturer
manufacturerMaterial
Representa al nombre del posible fab-
ricante
PipeManufacturer
Continu´a en la siguiente pa´gina
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Tabla 5.2.12 - contin ua ción de página previa 















Descripción breve del tubo 
Detalle de distinción, detalle de termi-
nación 
Define el grosor del tubo 
Representa el peso teórico del tubo de 
acuerdo al estándar de fabricación 
Especifica el estandar de calidad del 
tubo 
Define el modelo del elemento 
La fuerza vertical ejercida por una 
masa como un resultado de la gravedad 
Define la presión del vapor de agua o la 
presión de vapor de trabajo. Refleja la 
presión de la válvula en la temperatura 
del vapor de agua. 
WOG (Water - Oil - Gas) Usado en 
conjunto con la clasificación de presión, 
así: 100 WOG indica la presión nom-
inal es de 100 psi en agua, aceite o el 
servicio de gas, a temperaturas ambi-
entales normales. 
Diámetro exterior 
Diámetro interior al Final 
Especifica el tipo de válvula: Gates, 
Globes, Angles, Venthead, Storm, Fire 
Hose, Ball, Checks (Wafer, Duo, Disc, 
Lift and Swing) 
Describe la clase de presión soportada 
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• Tarea 8: Definir en detalle las constantes. Esta tarea no aplica a este dominio
debido a que no se presentan constantes.
• Tarea 9: Definir los axiomas formales. El detalle de la definicio´n de los axiomas
de describe de manera ma´s extensa en la seccio´n 5.2.2.5.
• Tarea 10: Definir las reglas. La descripcio´n detallada de las reglas se presenta
de manera ma´s amplia en la seccio´n 5.2.2.5.
• Tarea 11: Describir instancias. En esta etapa se deben presentar a detalle
instancias si e´stas son conocidas. Para esta tesis esta etapa no aplica.
3. Implementacio´n. Esta etapa conlleva el aplicar todo lo analizado en pasos anteriores
de manera que la ontolog´ıa resultante refleje la totalidad de los detalles. En el caso
de esta tesis, la ontolog´ıa se desarrollo´ con Prote´ge´ 6, Prote´ge´ es es una herramienta
Standalone libre desarrollado en la Universidad de Stanford e implementado en java,
el cual permite la construccio´n de ontolog´ıas (N. F. Noy et al., 2000). Prote´ge´ fue´
desarrollada inicialmente por Mark Musen en 1987, la versio´n original fue una pe-
quen˜a aplicacio´n, destinada a la construccio´n de herramientas para la adquisicio´n de
conocimiento por parte de algunos programas con enfoques me´dicos. Desde entonces
Prote´ge´ ha evolucionado hasta ser una herramienta multi-plataforma extensible para
el desarrollo de sistemas basados en conocimiento e investigacio´n. En su versio´n ac-
tual, conserva el editor de ontolog´ıas como su nu´cleo, soporta extensiones de interfaz
de usuario personalizadas, ofrece una biblioteca de plug-ins que le an˜aden funcional-
idad, adema´s de permitir la exportacio´n de ontolog´ıas hacia otros lenguajes entre los
cuales esta´n F-Logic, OIL y XML, as´ı como hacia motores de inferencia como Jess y
Prolog (Gennari et al., 2003). Prote´ge´ ofrece una interfaz gra´fica, la cual permite al
usuario enfocarse en el modelado conceptual, sin que este requiera de conocimientos
de sintaxis de lenguajes de salida. El modelo de conocimiento de Prote´ge´ esta´ basado
en frames, por lo que sus elementos proporcionan clases, propiedades e instancias de
las mismas.
La implementacio´n con Prote´ge´ del modelo conceptual generado para esta tesis, se
realizo de la siguiente manera:
• Definicio´n de clases especificando jerarqu´ıas.
• Definicio´n de las relaciones entre clases, considerando atributos, dominios, tipos
y cardinalidad detalladas a trave´s de la metodolog´ıa desarrollada.
4. Evaluacio´n. Dentro de esta etapa se comprueba el correcto funcionamiento de la
ontolog´ıa mediante pruebas verificando posibles inconsistencias y redundancias. El
detalle de la evaluacio´n se describe de manera ma´s extensa en el cap´ıtulo 5.
6http://protege.stanford.edu/
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5.2.2.2 R esultad os de la Ontología p ropuesta 
La Figura 5.2.12 muestra la definición formal de primitivas geométricas, las cuales tiene 
la capacidad de estar asociados con otras ontologías externas como DBpedia, estándares 
de calidad de productos o fabricación u ontologías privadas, entre las que podemos men-
cionar ontologías de elementos de fabricación, artículos de inventario, mobiliario de oficina, 
productos comerciales y fabricantes, para nombrar unos pocos. 
5.2.2.3 Cálculo de características geométricas 
Este sub-proceso tiene como objetivo para calcular propiedades geométricas específicas 
de acuerdo con el tipo de primitiva geométrica reconocida, como su longitud, diámetro, 
altura y radio. 
La Tabla 5.2.13 muestra las propiedades geométricas a calcular considerando el tipo de 
primitiva. Después, toda la información calculada se almacena, considerando la definición 
de la ontología propuesta. 
Tabla 5.2.13: Propiedades geométricas de acuerdo a la primitiva 
5.2.2.4 R esultad o d e l Cálculo de características geom étr icas 
De acuerdo a lo especificado en la Tabla 5.2.13. La Figura 5.2.13 muestra una consulta de 
las propiedades calculadas para un tubo. 
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Fig. 5.2.12: Ontolog´ıa propuesta
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Fig. 5.2.13: Propiedades geome´tricas de un tubo
Toda la informacio´n calculada se almacena, teniendo en cuenta la definicio´n de la
ontolog´ıa propuesta. En este punto, el algoritmo tiene una asociacio´n lo´gica de elemen-
tos segmentados de la nube de puntos, adema´s de un significado sema´ntico para cada
uno. El siguiente paso del algoritmo es calcular las relaciones espaciales entre los objetos
pertenecientes a la nube de puntos.
5.2.2.5 Ca´lculo de la topolog´ıa: relaciones espaciales
Hay dos tipos de relaciones espaciales que definen la topolog´ıa en el presente algoritmo:
representacio´n espacial y la relacio´n espacial. Conciderando el contexto del caso de uso
en el que se valida la presente tesis, es decir, el ana´lisis de los escenarios industriales, la
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Tabla 5.2.14 muestra las relaciones posibles para cada objeto que será reconocido. Como 
se ha señalado, estos elementos se han limitado a tuberías, codos, tes y válvulas, por lo 
que no se permiten todas las relaciones globales. Fueron definidos el número de posibles 
relaciones globales para cada objeto Referent de acuerdo con sus características reales y el 
o los elementos Relatum esperados. Por ejemplo, un tubo puede tener sólo dos conexiones, 
que pueden ser codos o tes; y una válvula tiene sólo una conexión porque en el mundo 
real, las válvulas están por lo general sólo conectados a una te. 












2 Pipes y 1 Valve 
3 pipes 
Tee 
El algoritmo valora estas condiciones a partir de la definición e implementación de 
reglas semánticas. El condicional del número de relaciones posibles para cada elemento se 
solventa a partir de afirmaciones semánticas como las que se describen abajo. 
Afirmaciones: 
is_a(¡ripe, cylinder) assert-1 
is_a(elbow, torus) assert-2 
is_a( val ve, torus) assert-3 
is_a(tee, sphere) assert-4 
num_o J _connections(¡ripe, 2) assert-5 
num_of _connections(elbow, 2) assert-6 
num_o J _connections( val ve, 1) assert-7 
num_of _connections(tee, 3) assert-8 
Por otra parte, el condicional que describe las relaciones espaciales permitidas por el 
algoritmo se solventan con un conjunto de reglas semánticas denominadas Spatíal Relatíon-
ship Rules. La lista de las Spatial Relationship Rules creadas se presenta a continuación, 
para cada una se muestra la definición formal y la respectiva regla en sintaxis de Jena. Un 
ejemplo de este tipo de reglas se muestra gráficamente en la Figura 5.2.14 
• Una conexión tipo A Left B es válida si, y sólo si, los puntos de la izquierda del 
Shape A están 90% cerca de los puntos derechos del Shape B. 
SRL-Left-1 
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Fig. 5.2.14: Ejemplo de Spatial Relationship Rule
(?i ont : percentage ?x) ∧
greaterThan(?x, 90) ∧
(?i ont : refers to side ont : SIDE LEFT ) ∧
(?i rdf : typeont : Side Adjacency)
→ (?i ont : isV alid ont : TRUE)
• Una conexio´n tipo A Right B es va´lida si, y so´lo si, los puntos de la derecha del
Shape A esta´n 90% cerca de los puntos de la izquierda del Shape B
SRL-Right-2
(?i ont : percentage ?x) ∧
greaterThan(?x, 90) ∧
(?i ont : refers to side ont : SIDE RIGHT ) ∧
(?i rdf : typeont : Side Adjacency)
→ (?i ont : isV alid ont : TRUE)
• Una conexio´n tipo A Front B es va´lida si, y so´lo si, los puntos del frente del Shape
A esta´n 90% cerca de los puntos posteriores del Shape B
SRL-Front-3
(?i ont : percentage ?x) ∧
greaterThan(?x, 90) ∧
(?i ont : refers to side ont : SIDE FRONT ) ∧
(?i rdf : typeont : Side Adjacency)
→ (?i ont : isV alid ont : TRUE)
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• Una conexio´n tipo A Back B es va´lida si, y so´lo si, los puntos traseros del Shape
A esta´n 90% cerca de los puntos frontales del Shape B
SRL-Back-4
(?i ont : percentage ?x) ∧
greaterThan(?x, 90) ∧
(?i ont : refers to side ont : SIDE BACK) ∧
(?i rdf : typeont : Side Adjacency)
→ (?i ont : isV alid ont : TRUE)
• Una conexio´n tipo A Above B es va´lida si, y so´lo si, los puntos por encima del
Shape A esta´n 90% cerca de los puntos bajos del Shape B
SRL-Above-5
(?i ont : percentage ?x) ∧
greaterThan(?x, 90) ∧
(?i ont : refers to side ont : SIDE ABOV E) ∧
(?i rdf : typeont : Side Adjacency)
→ (?i ont : isV alid ont : TRUE)
• Una conexio´n tipo A Below B es va´lida si, y so´lo si, los puntos por debajo del
Shape A esta´n 90% cerca de los puntos superiores del Shape B
SRL-Below-6
(?i ont : percentage ?x) ∧
greaterThan(?x, 90) ∧
(?i ont : refers to side ont : SIDE BELOW ) ∧
(?i rdf : typeont : Side Adjacency)
→ (?i ont : isV alid ont : TRUE)
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5.2.2.6 Cálculo de la top ología: representaciones esp aciales 
En el caso de las escenas industriales, las relaciones espaciales que se pueden suscitar en la 
vida real son Meet, Overlap, Equal, Inside and Contains, por los que estas cinco relaciones 
espaciales fueron consideradas para esta tesis. La Tabla 5.2.15 muestra las relaciones 
topológicas que pueden existir en escenas industriales. 

























La manera de solventar estas condicionales es por medio de la implementación de 
reglas semánticas denominadas Spatial Representation Rules, las cuales son presentadas a 
continuación. Al igual que las Spatial Ralationship Rules, cada una se describe brevemente 
y se agrega la regla en sintaxis de Jena. La Figura 5.2.15 representa gráficamente un 
ejemplo de este tipo de reglas semánticas. 
• Una representación espacial Meet y Overlap de un P ipe es válida si, y sólo si, el 
tubo tiene conexiones libres, si la Relatum es un codo, un tubo o una te y si existe 
una relación global válida entre ellos del 10% de sus puntos. 
SRP-Pipe-Elbow-1 
(?i rdf : type ont : SpatialRelation) " 
(?i ont : has_a_relatum ?rel) " 
(?i ont : has_a_ref erent ?reí) " 
(?rel rdf : type ont : Elbow) " 
(?ref rdf : type ont : Pipe)" 
(?ref ont : number_connections ?num)" 
lessThan(?num, 3) " 
(?i ont : has8 ome ?adj) " 
(?adj rdf : type ont: Total_Adjacency)" 
(?adj ont: percentage ?per)" 
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Fig. 5.2.15: Ejemplo de Spatial Representation Rule
greaterThan(?per, 10) ∧
(?i ont : has some ?adjs) ∧
(?adjs rdf : type ont : Side Adjacency) ∧
(?adjs ont : isV alid ont : TRUE) ∧
→ (?adj ont : isV alid ont : TRUE)
SRP-Pipe-Tee-2
(?i rdf : type ont : SpatialRelation) ∧
(?i ont : has a relatum ?rel) ∧
(?i ont : has a referent ?ref) ∧
(?rel rdf : type ont : Tee) ∧
(?ref rdf : type ont : Pipe) ∧
(?ref ont : number connections ?num) ∧
lessThan(?num, 3) ∧
(?i ont : hassome ?adj)
∧
(?adj rdf : type ont : Total Adjacency) ∧
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(?adj ont : percentage ?per) ∧
greaterThan(?per, 10) ∧
(?i ont : has some ?adjs) ∧
(?adjs rdf : type ont : Side Adjacency) ∧
(?adjs ont : isV alid ont : TRUE) ∧
→ (?adj ont : isV alid ont : TRUE)
SRP-Pipe-Pipe-3
(?i rdf : type ont : SpatialRelation) ∧
(?i ont : has a relatum ?rel) ∧
(?i ont : has a referent ?ref) ∧
(?rel rdf : type ont : Pipe) ∧
(?ref rdf : type ont : Pipe) ∧
(?ref ont : number connections ?num) ∧
lessThan(?num, 3) ∧
(?i ont : hassome ?adj)
∧
(?adj rdf : type ont : Total Adjacency) ∧
(?adj ont : percentage ?per) ∧
greaterThan(?per, 10) ∧
(?i ont : has some ?adjs) ∧
(?adjs rdf : type ont : Side Adjacency) ∧
(?adjs ont : isV alid ont : TRUE) ∧
→ (?adj ont : isV alid ont : TRUE)
• Una representacio´n espacial Meet y Overlap de un Elbow es va´lida si y so´lo si
el codo tiene conexiones libres, si el Relatum es un Pipe, un Elbow o un Tee y si
existe una relacio´n global va´lida entre ellos el 10% de sus puntos.
SRP-Elbow-Pipe-4
(?i rdf : type ont : SpatialRelation) ∧
(?i ont : has a relatum ?rel) ∧
(?i ont : has a referent ?ref) ∧
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(?rel rdf : type ont : Pipe) ∧
(?ref rdf : type ont : Elbow) ∧
(?ref ont : number connections ?num) ∧
lessThan(?num, 3) ∧
(?i ont : hassome ?adj)
∧
(?adj rdf : type ont : Total Adjacency) ∧
(?adj ont : percentage ?per) ∧
greaterThan(?per, 10) ∧
(?i ont : has some ?adjs) ∧
(?adjs rdf : type ont : Side Adjacency) ∧
(?adjs ont : isV alid ont : TRUE) ∧
→ (?adj ont : isV alid ont : TRUE)
SRP-Elbow-Tee-5
(?i rdf : type ont : SpatialRelation) ∧
(?i ont : has a relatum ?rel) ∧
(?i ont : has a referent ?ref) ∧
(?rel rdf : type ont : Tee) ∧
(?ref rdf : type ont : Elbow) ∧
(?ref ont : number connections ?num) ∧
lessThan(?num, 3) ∧
(?i ont : hassome ?adj)
∧
(?adj rdf : type ont : Total Adjacency) ∧
(?adj ont : percentage ?per) ∧
greaterThan(?per, 10) ∧
(?i ont : has some ?adjs) ∧
(?adjs rdf : type ont : Side Adjacency) ∧
(?adjs ont : isV alid ont : TRUE) ∧
→ (?adj ont : isV alid ont : TRUE)
SRP-Elbow-Elbow-6
(?i rdf : type ont : SpatialRelation) ∧
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(?i ont : has a relatum ?rel) ∧
(?i ont : has a referent ?ref) ∧
(?rel rdf : type ont : Elbow) ∧
(?ref rdf : type ont : Elbow) ∧
(?ref ont : number connections ?num) ∧
lessThan(?num, 3) ∧
(?i ont : hassome ?adj)
∧
(?adj rdf : type ont : Total Adjacency) ∧
(?adj ont : percentage ?per) ∧
greaterThan(?per, 10) ∧
(?i ont : has some ?adjs) ∧
(?adjs rdf : type ont : Side Adjacency) ∧
(?adjs ont : isV alid ont : TRUE) ∧
→ (?adj ont : isV alid ont : TRUE)
• Una representacio´n espacial Meet y Overlap de un Tee es va´lida si, y so´lo si, la
te tiene conexiones libres, si el Relatum es una combinacio´n de
– Dos Tubos y una va´lvula o´
– Dos codos y una va´lvula o´
– Un tubo, un codo y una va´lvula o´
– Tres codos o´
– Tres tubos
Y si hay una relacio´n global va´lida entre ellos y 10% de sus puntos.
SRP-Tee-Pipe-7
(?i rdf : type ont : SpatialRelation) ∧
(?i ont : has a relatum ?rel) ∧
(?i ont : has a referent ?ref) ∧
(?rel rdf : type ont : Pipe) ∧
(?ref rdf : type ont : Tee) ∧
(?ref ont : number connections ?num) ∧
lessThan(?num, 4) ∧
(?i ont : hassome ?adj)
∧
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(?adj rdf : type ont : Total Adjacency) ∧
(?adj ont : percentage ?per) ∧
greaterThan(?per, 10) ∧
(?i ont : has some ?adjs) ∧
(?adjs rdf : type ont : Side Adjacency) ∧
(?adjs ont : isV alid ont : TRUE) ∧
→ (?adj ont : isV alid ont : TRUE)
SRP-Tee-Valve-8
(?i rdf : type ont : SpatialRelation) ∧
(?i ont : has a relatum ?rel) ∧
(?i ont : has a referent ?ref) ∧
(?rel rdf : type ont : V alve) ∧
(?ref rdf : type ont : Tee) ∧
(?ref ont : number connections ?num) ∧
lessThan(?num, 4) ∧
(?i ont : hassome ?adj)
∧
(?adj rdf : type ont : Total Adjacency) ∧
(?adj ont : percentage ?per) ∧
greaterThan(?per, 10) ∧
(?i ont : has some ?adjs) ∧
(?adjs rdf : type ont : Side Adjacency) ∧
(?adjs ont : isV alid ont : TRUE) ∧
→ (?adj ont : isV alid ont : TRUE)
SRP-Tee-Elbow-9
(?i rdf : type ont : SpatialRelation) ∧
(?i ont : has a relatum ?rel) ∧
(?i ont : has a referent ?ref) ∧
(?rel rdf : type ont : Elbow) ∧
(?ref rdf : type ont : Tee) ∧
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(?ref ont : number connections ?num) ∧
lessThan(?num, 4) ∧
(?i ont : hassome ?adj)
∧
(?adj rdf : type ont : Total Adjacency) ∧
(?adj ont : percentage ?per) ∧
greaterThan(?per, 10) ∧
(?i ont : has some ?adjs) ∧
(?adjs rdf : type ont : Side Adjacency) ∧
(?adjs ont : isV alid ont : TRUE) ∧
→ (?adj ont : isV alid ont : TRUE)
• Una representacio´n espacial Meet y Overlap de un Valve es va´lida si, y so´lo si,
la va´lvula tiene conexiones libres, si el Relatum es un te y si existe una relacio´n
espacial Meet entre ellos y el 10% de sus puntos.
SRP-Valve-Tee-10
(?i rdf : type ont : SpatialRelation) ∧
(?i ont : has a relatum ?rel) ∧
(?i ont : has a referent ?ref) ∧
(?rel rdf : type ont : Tee) ∧
(?ref rdf : type ont : V alve) ∧
(?ref ont : number connections ?num) ∧
lessThan(?num, 2) ∧
(?i ont : hassome ?adj)
∧
(?adj rdf : type ont : Total Adjacency) ∧
(?adj ont : percentage ?per) ∧
greaterThan(?per, 10) ∧
(?i ont : has some ?adjs) ∧
(?adjs rdf : type ont : Side Adjacency) ∧
(?adjs ont : isV alid ont : TRUE) ∧
→ (?adj ont : isV alid ont : TRUE)
5.2.2.7 Resultados del ca´lculo de topolog´ıa
El resultado de cada una se describe a continuacio´n.Para facilitar la comprensio´n del lec-
tor de las reglas aplicadas dentro del algoritmo a la ontolog´ıa, se explicara´ en detalle el
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comportamiento del segmento llamado shape....003, extendiendo su actuación al resto de 
elementos pertenecientes a la nube de puntos. Para ello, se presenta que el segmento 
shape....003 fue clasificado por el Proceso de Reconocimiento de Primitivas como un cilin-
dro debido a sus propiedades geométricas, a continuación, se aplicaron dos afirmaciones 
(assert-1 y assert-5), las cuales afirman que este segmento es un t ubo y tiene 2 conexiones 
permitidas. 
Las reglas de Relaciones Espaciales ( Spatial Ralationship Rules) y de Representaciones 
Espaciales (Spatial Representation Rules) nos permiten definir la topología de cada seg-
mento. Las afirmaciones, Spatial Ralationship Rules y Spatial Representation Rules que se 
aplicaron a cada segmento de la nube de puntos de prueba se muestran en la Tabla 5.2.16. 
Las Spatial Ralationship Rules (SRL-Front-3 y SRL-Back-4) se aplicaron a Pipe rep-
resentado por el Shape....003, lo que demuestra que el tubo tiene una conexión válida de 
tipo A Front B con el tubo representado por Shape_023 y también una válida conexión 
de tipo A Back B con el Pipe en el Shape_004. Mientras, las Spatial Representation Rules 
(SRP-Pipe-Pipe-3) muestran que el Pipe en el Shape_003 tiene un tipo de representación 
espacial Overlap con el tubo en el Shape_004, debido a que se cumplieron las siguientes 
condiciones: 
l. El relatum (Shape_023) es un Shape del tipo Pipe y 
2. Hay un tipo de relación espacial Meet entre ambos segmentos de más del 10% de sus 
puntos. 
Y por último, un tipo de representación espacial Meet fue creado para el mismo seg-
mento (Shape_003), debido que se satisfacen las siguientes condiciones: 
l. El relatum (Shape_004) es un Shape del tipo Pipe y 
2. Existe un tipo de relación espacial Meet entre el 10% de los puntos de ambas formas. 
Tabla 5.2.16: Segmentos con afirmaciones y relaciones espaciales aplicadas 
Geometric Factory's ·Sha . Spatial Spatial 
:Shape Primitive Element p. . pe Afirmaciones Relation Representation 
oznts 
:Shape :Shape Rules Rules 
shape_OOl Cylinder Pipe 57.472 
Assert-1, 
Assert-5 
shape_002 Cylinder Pipe 30.619 
Assert-1, 
Assert-5 
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Tabla 5.2.16 - continuación de página previa 
Geometric Factory ·s Spatial Spatia 


















:Shape :Shape Rules Rules 
Cylinder Pipe 15.158 
Cylinder Pipe 10623 
Cylinder Pipe 10.019 
Cylinder Pipe 10715 
Cylinder Pipe 10.135 
Cylinder Pipe 8519 
Cylinder Pipe 5812 
Sphere Tee 6560 
Cylinder Pipe 5014 
Torus Elbow 5454 
Torus Elbow 4709 
Cylinder Pipe 4313 
Cylinder Pipe 3979 
Torus Valve 4609 
Sphere Tee 3580 
Torus Elbow 3292 
Torus Elbow 3140 











































SRL-Above-5 SRP-P ipe-Elbow-1, 
SRL-Bellow-( SRP-P ipe-Pipe-3 
SRP-P ipe-Elbow-1, 




SRL-Front-3, SRP-P ipe-Elbow-1, 
















SRL-Front-3, SRP-Elbow-P ipe-4, 
SRL-Bellow-( SRP-Elbow-Elbow-6 
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Tabla 5.2.16 - continuación de página previa 
Geometric Factory's Spatial Spatial 
:Shape Primitive Element :Shape.Points Afirmaciones Relation Representation 
:Shape :Shape Rules Rules 
Assert-2, 
SRP-
shape_021 Torus Elbow 3299 SRL-Bellow-6,Elbow-
Assert-6 SRL-Front-3 p · 
4 1pe-
shape_022 Cylinder Pipe 3028 
Assert-1, 
Assert-5 
shape_023 Cylinder Pipe 2709 
Assert-1, SRL-Back- SRP-Pipe-
Assert-5 4 Pipe-3 
shape_024 Cylinder Pipe 3757 
Assert-1, SRL-Back- SRP-Pipe-
Assert-5 4 Pipe-3 
shape_025 Cylinder Pipe 3227 
Assert-1, SRL-Front-3, SRP-Pipe-Pipe-3, 
Assert-5 SRL-Back-4 SRP-Pipe-Elbow-1 
shape_026 Sphere Tee 2840 
Assert-3, 
Assert-7 









shape_029 Cylinder Pipe 2002 
Assert-1, 
Assert-5 
shape_030 Cylinder Pipe 2981 
Assert-1, SRL-Back- SRP-Pipe-
Assert-5 4 Pipe-3 





shape_033 Cylinder Pipe 1620 
Assert-1, SRL-Left-1, SRP-Pipe-
Assert-5 SRL-Right-2 Pipe-3 
shape_034 Torus Elbow 1598 
Assert-2, SRL-Right-2, SRP-Elbow-Pipe-4, 
Assert-6 SRL-Bellow-6 SRP-Elbow-Elbow-6 
Assert-2, SRL-Right-
SRP-
shape_035 Torus Elbow 1696 Elbow-
Assert-6 2 
Elbow-6 
shape_036 Cylinder Pipe 1777 
Assert-1, 
Assert-5 
shape_037 Torus Elbow 2448 
Assert-2, SRL-Right-2, SRP-Elbow-Elbow-6, 
Assert-6 SRL-Back-4 SRP-Elbow-Elbow-6 
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Tabla 5.2.16 - continuación de página previa 
Geometric Factory ·s Spatial Spatial 
:Shape Primitive Element :Shape.Points Afirmaciones Relation Representation 
:Shape :Shape Rules Rules 
shape_038 Cylinder Pipe 1846 
Assert-4, SRL-Front-3, SRP-P ipe-Tee-2, 
Assert-8 SRL-Back-4 SRP-P ipe-Elbow-1 




shape_040 Cylinder Pipe 1400 
Assert-1, 
Assert-5 
shape_041 Cylinder Pipe 1127 
Assert-1, SRL- SRP-P ipe-
Assert-5 Bellow-6 Pipe-3 
shape_042 Cylinder Pipe 1863 
Assert-1, SRL-Front- SRP-P ipe-
Assert-5 3 Pipe-3 
Assert-2, SRL-Front-
SRP-
shape_043 Torus Elbow 1027 Elbow-
Assert-6 3 
Elbow-6 
shape_044 Cylinder Pipe 956 
Assert-1, SRL-Above-5, SRP-P ipe-
Assert-5 SRL-Bellow-6 Pipe-3 
shape_045 Cylinder Pipe 156 
Assert-1, 
Assert-5 





shape_047 Sphere Tee 824 
Assert-1, SRL-Bellow-( SRP-Tee-
Assert-5 SRL-Above-5 Pipe-7 













shape_051 Cylinder Pipe 753 
Assert-1, SRL-Back- SRP-P ipe-
Assert-5 4 Pipe-3 
shape_052 Sphere Tee 137 
Assert-4, SRL-Bellow-6, SRP-Tee-
Assert-8 SRL-Above-5 Pipe-7 
shape_053 Cylinder Pipe 779 
Assert-1, SRL-Front- SRP-P ipe-
Assert-5 3 Pipe-3 
Continúa en la siguiente página 1 
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Tabla 5.2.16 - continuación de página previa 
Geometric Factory's Spatial Spatial 
:Shape Primitive Element :Shape.Points Afirmaciones Relation Representation 
:Shape :Shape Rules Rules 
Assert-1, SRL-Left-1, 
SRP-
shape_054 Torus Elbow 674 Elbow-
Assert-5 SRL-Right-2 
Elbow-6 
shape_055 Torus Valve 718 
Assert-4, SRL- SRP-Valve-
Assert-8 Bellow-6 Tee-10 
shape_056 Cylinder Pipe 642 
Assert-1, 
Assert-5 
shape_057 Cylinder Pipe 923 
Assert-1, SRL-Back- SRP-Pipe-
Assert-5 4 Pipe-3 
shape_058 Torus Elbow 594 
Assert-1, SRL-Right-2, SRP-Elbow-Pipe-4, 
Assert-5 SRL-Front-3 SRP-Elbow-Elbow-6 
Una mejor manera de mostrar las relaciones entre los segmentos es por medio de 
gráficos. La Figura 5.2.16 muestra un ejemplo de las relaciones asociadas al Pipe mediante 
la implementación de las afirmaciones y las Spatial Relation Rules. Donde el Shape_003 
tiene permitido solo por relaciones (Assert-5), estas relaciones están descritas por medio 
de una relación espacial FRONT con el Shape tipo Pipe en Shape_023 y una relación 
espacial BACK con el Shape de tipo Pipe en Shape_004. 
De la misma forma, la Figura 5.2.17 muestra un ejemplo de las relaciones asociadas de 
un Elbow mediante la implementación las reglas y afirmaciones descritas anteriormente. El 
Elbow representado por el Shape_034 tiene la restricción de solo 2 relaciones espaciales de 
acuerdo con la Assert-6. Por lo que las relaciones asociadas describen un relación espacial 
BELOW con un Shape tipo Pipe en Shape_008 y una relación espacial RJGHT con el 
Shape t ipo Elbow representado en Shape_Ol4. 
El tercer ejemplo se muestra en la Figura 5.2.18, donde se presentan las relaciones 
asociadas con un Tee mediante la aplicación de las normas y afirmaciones presentadas en 
esta tesis. El Tee representado en el Shape_028, tiene la restricción de solo 3 relaciones 
espaciales mediante la Assert-8. La primer relación espacial es FRONT con un Shape tipo 
Elbow presente en el Shape_Ol4, una relación espacial BELOW con un Shape tipo Valve 
en el Shape_055, y finalmente una relación espacial BACK con un Shape tipo Pipe en eñ 
Shape_038. 
5.2.2.8 Validación semántica 
Como ya se ha mencionado, este proceso verifica semánticamente la clasificación creada. 
Por medio de reglas semánticas llamadas textitRedundant Shape Rules se elimina el prob-
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Fig. 5.2.16: Dos relaciones espaciales de un segmento tipo Pipe en Shape 003, donde existe
una relacio´n espacial FRONT con un Pipe en Shape 023 y una relacio´n espacial BACK
con un Pipe en Shape 004. a) Nube de puntos de los tres segmentos, b) grafo de las
relaciones
lema de sobre-segmentacio´n por solapamiento. La Figura 5.2.19 presenta un ejemplo de
este problema y de la regla a aplicar se presenta en en mismo.
110CAPI´TULO 5. IMPLEMENTACIO´N: CASO DE USO CONTEXTO INDUSTRIAL
Fig. 5.2.17: Dos relaciones espaciales de un segmento tipo Elbow en Shape 34, el cual tiene
una relacio´n espacial BELOW con un Pipe en Shape 008 y una relacio´n espacial RIGHT
con un Elbow en Shape 014. a) Nube de puntos de los tres segmentos, b) grafo de las
relaciones
Fig. 5.2.19: Ejemplo de Redundant Shape Rules
5.2. IMPLEMENTACIO´N DEL ALGORITMO PROPUESTO 111
Fig. 5.2.18: Tres relaciones espaciales del segmento tipo Tee en el Shape 028, el cual tiene
un restriccio´n de solo 3 relaciones espaciales: FRONT con un Elbow en el Shape 01, una
relacio´n espacial BACK con el Shape tipo Pipe en el Shape 004 y una relacio´n espacial
BELOW con un Shape tipo Valve en Shape 055. a) Nube de puntos de los tres segmentos,
b) grafo de las relaciones
La lista de Redundant Shape Rules se muestran a continuacio´n.
• Combinar segmentos A y B si, y so´lo si, la Refent A y el Relatum B son del mismo
tipo, sus centroides se encuentran 95% cercanos, y todos los puntos esta´n 85% cer-
canos.
SRP-Pipe-Pipe-21
(?i rdf : type ont : SpatialRelation) ∧
(?i ont : has a relatum ?rel) ∧
(?i ont : has a referent ?ref) ∧
(?rel rdf : type ont : Pipe) ∧
(?ref rdf : type ont : Pipe) ∧
(?i ont : has some ?adj) ∧
(?adj rdf : type ont : TotalAdjacency)
∧
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(?adj ont : percentage ?per) ∧
greaterThan(?per, 85) ∧
(?rel ont : has some ?cd) ∧
(?cd rdf : type ont : CentroidDistance) ∧
(?cd ont : percentage ?cdPerc) ∧
greaterThan(?cdPerc, 95) ∧
→ (?adj ont : isV alid ont : TRUE)
SRP-Elbow-Elbow
(?i rdf : type ont : SpatialRelation) ∧
(?i ont : has a relatum ?rel) ∧
(?i ont : has a referent ?ref) ∧
(?rel rdf : type ont : Elbow) ∧
(?ref rdf : type ont : Elbow) ∧
(?i ont : has some ?adj) ∧
(?adj rdf : type ont : TotalAdjacency)
∧
(?adj ont : percentage ?per) ∧
greaterThan(?per, 85) ∧
(?rel ont : has some ?cd) ∧
(?cd rdf : type ont : CentroidDistance) ∧
(?cd ont : percentage ?cdPerc) ∧
greaterThan(?cdPerc, 95) ∧
→ (?adj ont : isV alid ont : TRUE)
SRP-Tee-Tee
(?i rdf : type ont : SpatialRelation) ∧
(?i ont : has a relatum ?rel) ∧
(?i ont : has a referent ?ref) ∧
(?rel rdf : type ont : Tee) ∧
(?ref rdf : type ont : Tee) ∧
(?i ont : has some ?adj) ∧
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(?adj rdf : type ont : TotalAdjacency)
∧
(?adj ont : percentage ?per) ∧
greaterThan(?per, 85) ∧
(?rel ont : has some ?cd) ∧
(?cd rdf : type ont : CentroidDistance) ∧
(?cd ont : percentage ?cdPerc) ∧
greaterThan(?cdPerc, 95) ∧
→ (?adj ont : isV alid ont : TRUE)
SRP-Valve-Valve
(?i rdf : type ont : SpatialRelation) ∧
(?i ont : has a relatum ?rel) ∧
(?i ont : has a referent ?ref) ∧
(?rel rdf : type ont : V alve) ∧
(?ref rdf : type ont : V alve) ∧
(?i ont : has some ?adj) ∧
(?adj rdf : type ont : TotalAdjacency)
∧
(?adj ont : percentage ?per) ∧
greaterThan(?per, 85) ∧
(?rel ont : has some ?cd) ∧
(?cd rdf : type ont : CentroidDistance) ∧
(?cd ont : percentage ?cdPerc) ∧
greaterThan(?cdPerc, 95) ∧
→ (?adj ont : isV alid ont : TRUE)
Por otra parte, la sobre-segmentacio´n por unio´n es solventada a trave´s de su local-
izacio´n y unio´n en un nuevo segmento. Esta condicio´n se observo´ solo en los elementos
cil´ındricos por que que la regla solo aplica a dichos elementos. La Figura 5.2.20 muestra
una descripcio´n gra´fica de la regla.
• Unir segmentos si, y so´lo si, el Referent A y el Relatum B son tubos y tienen una
representacio´n espacial Meet u Overlap.
SRP-Pipe-Pipe-24
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Fig. 5.2.20: Ejemplo de Union Rules
(?i rdf : type ont : SpatialRelation) ∧
(?i ont : has a relatum ?rel) ∧
(?i ont : has a referent ?ref) ∧
(?rel rdf : type ont : Pipe) ∧
(?ref rdf : type ont : Pipe) ∧
(?ref ont : number connections ?num) ∧
lessThan(?num, 3) ∧
(?i ont : hassome ?adj)
∧
(?adj rdf : type ont : Total Adjacency) ∧
(?adj ont : percentage ?per) ∧
greaterThan(?per, 10) ∧
(?i ont : has some ?adjs) ∧
(?adjs rdf : type ont : Side Adjacency) ∧
(?adjs ont : isV alid ont : TRUE) ∧
→ (?adj ont : isV alid ont : TRUE)
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5.2.2.9 R esultad os del cálculo de validación semánt ica 
Las Redundant Shape Rules y Union Rules permiten decidir si dos segmentos pueden 
unirse para formar un segmento común. Las relaciones creadas por la aplicación de estas 
normas a los segmentos se muestran en la Tabla 5.2.17. 
La regla de Unión de Formas (SRP-24) se aplicó al segmento Shape_003, cumpliendo 
con las siguientes condiciones: 
l. El Refent A (Pipe en Shape_003) y el relatum B (Pipe en Shape ... D04) ambos pertenecen 
a la misma clase de formas, es decir Pipes y 
2. Existe una representación espacial Meet entre ambas formas, 
Por otra parte, la regla SRP-25 se aplicó también, debido a que las siguientes condi-
ciones se satisfacen: 
l. El Refent A (Pipe en Shape.....003) y el relatum B (Pipe en Shape.....023), ambas 
pertenecen a la mismo tipo, esto es, son Pipes y 
2. existe un tipo de representación espacial Overlap entre ambas formas. Por lo tanto, 
los tres segmentos (Shape.....003, Shape_004 y Shape.....023) se unieron para crear el 
segmento en ShapeUl. 
Tabla 5.2.17: Segmentos con Redundant Shape Rules y Union Rules 
:Spatial :Spatial . . . . 
R l t . R l t. : SpatzalRelation. : SpatzalRelatzon. R l e a ion. e a ion. Gl b lR l . h S . lR . u es 
R ,¡ t R l t o a e ations ip patza epresentatzon e1 eren e a um 
shape.....003 shape.....023 Front Overlap SRP-25 
shape_003 shape.....004 Back Meet SRP-24 
shape.....004 shape.....003 Front Meet SRP-24 
shape_005 shape.....012 Front Meet SRP-24 
shape_Oll shape_Ol8 Equals SRP-21 
shape_Ol 7 shape.....055 Equals SRP-21 
shape.....018 shape.....026 Equals SRP-21 
shape_Ol8 shape.....011 Equals SRP-21 
shape.....019 shape.....054 Contains SRP-23 
shape_023 shape.....003 Back Overlap SRP-25 
shape.....026 shape.....011 Equals SRP-21 
shape_026 shape.....018 Equals SRP-21 
shape.....030 shape.....042 Back Overlap SRP-25 
shape_030 shape.....041 Contains SRP-23 
1 
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Tabla 5.2.17 - continuación de página previa 
:Spatíal :Spatíal . . . . 
R l t
. R l t . : SpatzalRelatzon. : SpatialRelation. R l 
e a ion. e a ion. . . . u es 
R 
.r R l GlobalRelatzonship SpatzalRepresentation 
eJ erent e atum 
shape_030 shape_036 Contains SRP-23 
shape_030 shape_039 Contains SRP-23 
shape_030 shape_045 Contains SRP-23 
shape_030 shape_046 Equals SRP-21 
shape_032 shape_051 Front Meet SRP-24 
shape_036 shape_039 Equals SRP-21 
shape_036 shape_046 Inside SRP-22 
shape_036 shape_030 Inside SRP-22 
shape_039 shape_036 Equals SRP-21 
shape_039 shape_042 Left Meet SRP-24 
shape_039 shape_045 Contains SRP-23 
shape_039 shape_046 Equals SRP-21 
shape_039 shape_030 Inside SRP-22 
shape_041 shape_030 Inside SRP-22 
shape_042 shape_030 Front Overlap SRP-25 
shape_045 shape_039 Inside SRP-22 
shape_045 shape_046 Inside SRP-22 
shape_045 shape_057 Inside SRP-22 
shape_045 shape_030 Inside SRP-22 
shape_046 shape_030 Equals SRP-21 
shape_046 shape_039 Equals SRP-21 
shape_047 shape_052 Equals SRP-21 
shape_051 shape_032 Back Meet SRP-24 
shape_052 shape_047 Equals SRP-21 
shape_053 shape_042 Inside SRP-22 
shape_053 shape_057 Front Meet SRP-24 
shape_055 shape_Ol7 Equals SRP-21 
shape_057 shape_053 Back Meet SRP-24 
Finalmente, los segmentos resultantes después de haber aplicado los tres tipos de reglas 
a la nube de puntos de este caso de uso real se muestran en la Tabla 5.2.18, donde es posible 
ver los ocho nuevas uniones. A su vez, nuevas relaciones fueron creadas y actualizadas, las 
relaciones resultantes de los segmentos se muestran en la Tabla 5.2.19. 
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Tabla 5.2.18: Segmentos finales 
Geometric Factory's Bh 
: Shape Primitive Element p. ~pte 
ozn s 
:Shape :Shape 
shape_OOl Cylinder Pipe 57472 
shape_002 Cylinder Pipe 30619 
shape_Ul Cylinder Pipe 36572 
shape_U2 Cylinder Pipe 15637 
shape_006 Cylinder Pipe 10019 
shape_007 Cylinder Pipe 10715 
shape_008 Cylinder Pipe 10135 
shape_009 Cylinder Pipe 8519 
shape_OlO Cylinder Pipe 5812 
shape_U3 Sphere Tee 12980 
shape_Ol3 Torus Elbow 5454 
shape_Ol4 Torus Elbow 4709 
shape_Ol5 Cylinder Pipe 4313 
shape_Ol6 Cylinder Pipe 3979 
shape_U4 Sphere Valve 5327 
shape_U5 Torus Elbow 3966 
shape_020 Torus Elbow 3140 
shape_021 Torus Elbow 3299 
shape_022 Cylinder Pipe 3028 
shape_024 Cylinder Pipe 3757 
shape_025 Cylinder Pipe 3227 
shape_026 Torus Tee 2840 
shape_027 Cylinder Pipe 2066 
shape_028 Torus Tee 2879 
shape_029 Cylinder Pipe 2002 
shape_U6 Cylinder Pipe 11029 
shape_U7 Cylinder Pipe 2490 
shape_033 Cylinder Pipe 1620 
shape_034 Torus Elbow 1598 
shape_035 Cylinder Elbow 1696 
shape_037 Torus Elbow 2448 
shape_038 Cylinder Pipe 1846 
shape_040 Cylinder Pipe 1400 
shape_043 Torus Elbow 1027 
1 
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Tabla 5 .2.18 - cont inu ación de página previa 
Geometric Factory 's Sh 
:Shape Primitive Element p: _ape 
oznts 
:Shape :Shape 
shape....044 Cylinder Pipe 956 
shape_U8 Torus Tee 961 
shape....048 Torus Elbow 856 
shape_049 Torus Elbow 1042 
shape....050 Sphere Valve 1222 
shape_053 Cylinder Pipe 779 
shape....054 Torus Elbow 674 
shape_056 Cylinder Pipe 642 
shape....057 Cylinder Pipe 923 
shape_058 Torus Elbow 594 
Tabla 5.2.19: Segmentos finales y sus relaciones 
:SpatialRelation :SpatialRelation :SpatialRelation. :SpatialRelation . 
. Referent .Relatum SpatialRepresentation GlobalRepresentation 
shape_U2 shape....021 Back Meet 
shape_008 shape_034 Above Meet 
shape....008 shape....016 Below Meet 
shape_OlO shape....049 Above Meet 
shape....010 shape....024 Below Meet 
shape_U3 shape....U5 Above Meet 
shape....U3 shape....016 Below Meet 
shape_U2 shape....049 Front Meet 
shape....013 shape....058 Left Overlap 
shape_Ol3 shape....002 Below Meet 
shape....014 shape....028 Back Overlap 
shape_Ol4 shape_034 Left Meet 
shape_Ol5 shape....033 Above Meet 
shape_Ol5 shape....022 Below Meet 
shape_Ol6 shape....U3 Back Meet 
shape_U4 shape....028 Below Overlap 
shape_U5 shape....037 Left Overlap 
shape_U5 shape....U3 Below Overlap 
shape_020 shape....037 Front Meet 
1 
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Tabla 5.2 .19 - continuación de página previa 
:SpatialRelation :SpatialRelation :SpatialRelation. :SpatialRelation . 
. Referent . Relatum SpatialRepresentation GlobalRepresentation 
shape_020 shape_009 Below Meet 
shape_021 shape_U2 Front Meet 
shape_021 shape_006 Below Meet 
shape_024 shape_Olü Back Meet 
shape_025 shape_033 Front Meet 
shape_025 shape_054 Back Meet 
shape_028 shape_Ol4 Front Overlap 
shape_028 shape_038 Back Overlap 
shape_028 shape_U4 Above Overlap 
shape_U7 shape_OOl Back Meet 
shape_033 shape_025 Right Meet 
shape_033 shape_Ol5 Left Meet 
shape_034 shape_008 Below Meet 
shape_034 shape_Ol4 Right Meet 
shape_035 shape_043 Right Meet 
shape_037 shape_U5 Right Overlap 
shape_037 shape_020 Back Meet 
shape_038 shape_028 Front Overlap 
shape_038 shape_058 Back Meet 
shape_U6 shape_024 Below Meet 
shape_043 shape_035 Front Meet 
shape_044 shape_025 Above Meet 
shape_044 shape_029 Below Meet 
shape_U8 shape_024 Below Overlap 
shape_U8 shape_U6 Above Overlap 
shape_049 shape_Olü Below Meet 
shape_049 shape_U2 Back Meet 
shape_058 shape_038 Front Overlap 
shape_058 shape_Ol3 Right Overlap 
5.2.2.10 Va lidación por exp ertos 
En la implementacion de este proceso, el experto identifica los elementos mal clasificados, 
con propiedades o relaciones incorrectas y los modifica libremente. El ciclo de vida del 
algoritmo termina cuando el experto da el visto bueno al modelo semántico presentado. 
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5.2.2.11 Resultados de la implementacio´n del algoritmo
Finalmente se muestra el esquema en un grafo representado en la Figura 5.2.21, la cual
muestra el gra´fico final con las relaciones espaciales entre los segmentos que pertenecen a
la nube de puntos.
Fig. 5.2.21: Gra´fico final
Gracias a la generacio´n de informacio´n f´ısica, lo´gica y sema´ntica a partir de una nube
de puntos mediante la aplicacio´n del algoritmo propuesto, es posible crear maquetas en-
riquecidas.
5.3 Validacio´n sema´ntica del algoritmo
En este punto, la maqueta digital enriquecida esta´ compuesta de asociaciones f´ısicas, lo´gi-
cas y sema´nticas de los segmentos pertenecientes a la nube de puntos. El enriquecimiento
de la informacio´n puede ser verificado dando respuesta a algunas consultas sema´nticas,
por ejemplo: “¿Cua´ntos tubos con radio A existen en el la maqueta?”, “¿Que´ elemento
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esta´ en la coordenada x, y, z?”, “¿Cua´l es el nombre del posible fabricante del tubo con
centroide x, y, z ?”, tal como se muestra en los casos de prueba 1, 2 y 3, aplicados a la
maqueta digital enriquecida obtenida en el apartado anterior.
5.3.1 Caso 1
El planteamiento
Se pretende dar respuesta a la pregunta ¿Que´ elemento esta´ en la coordenada x, y, z?,
en donde x = -81.9557, y = 14.2382, z = 1.27649. Como resultado se espera una respuesta
sema´ntica y el objeto situado en la coordenada especificada dentro de la nube de puntos.
Tabla 5.3.1: Definicio´n del caso 1






La consulta a la ontolog´ıa propuesta se lleva a cabo filtrando aquellos elementos con
centroide X = -81,9557, Y = 14,2382 y Z = 1,27649, tal y como se muestra en el script
2.
Script 2 Consulta a la ontolog´ıa Caso 1
SELECT * WHERE {
?pipes rdf:type ont:Pipe .
?cs rdf:type ont:Centroid .
?pipes ont:has a ?cs .
?cs ont:x ?xx .
?cs ont:y ?yy .
?cs ont:z ?zz .
FILTER (?xx = -81.9557 && ?yy = 14.2382 && ?zz = 1.27649 )
}
El resultado
La informacio´n obtenida al crear la maqueta digital enriquecida, tiene la capacidad de
dar respuesta a la pregunta “¿Que´ elemento esta´ en la coordenada x, y, z?”. La consulta
dentro de la ontolog´ıa propuesta se desarrolla filtrando a un elemento que tiene un centroide
con las coordenadas X = -81.9557, Y = 14.2382 y Z = 1.27649. La Figura 5.3.1 en a)
122CAPI´TULO 5. IMPLEMENTACIO´N: CASO DE USO CONTEXTO INDUSTRIAL
Fig. 5.3.1: a) Objeto dentro de la nube de puntos. b) Resultado sema´ntico
muestra el elemento resultante marcado dentro de la nube de puntos, mientras que en b)
se muestra el resultado sema´ntico, es decir, elemento tipo Pipe llamado Pipe 002, el cual
tiene una propiedad dia´metro de 152,4 mm. Con el valor de esta propiedad y el estandar
de fabricacio´n, en este caso ASME B36.10 se puede sugerir al experto que el tubo en
cuestio´n es un tubo de acero de ASTM de carbono sin costura, O’Neal Acero Fabricante,
168.3 Modelo ASTM-SP, con un acabado en negro. Se puede suministrar con diferentes
tratamientos de superficie y acabados, tiene una fabricacio´n certificada EN 10204 3.1.B y
A53-07 calidad / A 106-06 / API5L 2007 - GRB / X42, entre otras caracter´ısticas.
5.3.2 Caso 2
El planteamiento
Se pretende dar respuesta a la pregunta ¿Cua´ntos tubos con radio A existen en la
maqueta?, en donde A= 101.6. Como resultado se espera una respuesta sema´ntica y
el conjunto de objetos dentro de la nube de puntos que cumplan con la caracter´ıstica
especificada.
Tabla 5.3.2: Descripcio´n de caso 2
Consulta ¿Cua´ntos tubos con radio A existen en el la maqueta?
Variables A= 101.6
La consulta
La consulta a la ontolog´ıa propuesta se lleva a cabo filtrando los elementos por la
propiedad diameter, donde diameter= 101.6, tal y como se muestra en el script 3.
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Script 3 Consulta a la ontolog´ıa Caso 2
SELECT * {
{
SELECT * WHERE {
?pipes rdf:type ont:Pipe .
?pipes ont:diameter ?dd .




SELECT ( COUNT (*) as ?total)
WHERE{
?pipes rdf:type ont:Pipe .
?pipes ont:diameter ?dd .





El resultado de esta consulta se muestra en la Figura 5.3.2, el cual representa, al
igual que el caso anterior dos enfoques diferentes, en a) se presenta la respuesta sema´ntica
perteneciente a los objetos dentro con dia´metro 101.6 mientras que en b) se observan los
objetos referidos dentro de la nube de puntos.
El caso 2, pretende dar respuesta a la pregunta“¿Cua´ntos tubos con dia´metro A existen
en la maqueta?”, por lo que se hace una consulta a la ontolog´ıa de todos los elementos
tipo Pipe con un dia´metro de 101,6, Figura 5.3.2 muestra en a) que el resultado sema´ntico
es una lista de 4 cilindros Pipe 014, Pipe 010, Pipe 015 y Pipe 004 y sus propiedades.
Como en el caso 1, debido a que es un elemento tipo Pipe se relaciona con el cata´logo de
productores para conocer las caracter´ısticas de mercado de los tubos, lo que sugiere que
los tubos en cuestio´n son tubos de acero al carbono sin soldadura de ASTM, O’Neal Acero
Fabricante, Modelo 114,3 ASTM SP-, que puede ser suministrado, siempre y comercial
y largo doble. Los tubos esta´n marcados con pintura indeleble y contener al menos la
siguiente informacio´n: anagrama del fabricante, las dimensiones esta´ndar y el nu´mero de
calor, tener una fabricacio´n certificada EN 10204 3.1.B y A53-07 calidad / A 106-06 /
API5L 2007 - GRB / X42, entre otras caracter´ısticas. Mientras que en b) se observan los
objetos referidos dentro de la nube de puntos.
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Fig. 5.3.2: a) Objetos dentro de la nube de puntos 1) Pipe 004, 2) Pipe 010, 3) Pipe 014
y 4) Pipe 015 b) Resultado sema´ntico.
5.3.3 Caso 3
El planteamiento
Se pretende dar respuesta a la pregunta ¿Cua´l es el nombre del posible fabricante
del tubo con centroide x, y, z ?, en donde x = -83.4685, Y=13.331, Z=1.4124. Como
resultado se espera una respuesta sema´ntica y el nombre del posible fabricante del elemento
especificado.
Tabla 5.3.3: Descripcio´n de caso 3






La consulta a la ontolog´ıa propuesta se lleva a cabo filtrando los elementos pertenecientes
a la nube de puntos que tengan un centroide en x= -83.4685, y=13.331, z=1.4124, tal y
como se muestra en el script 4.
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Script 4 Consulta a la ontolog´ıa Caso 3
1: SELECT * WHERE {
2: ?pipes rdf:type ont:Pipe .
3: ?cs rdf:type ont:Centroid .
4: ?m rdf:type ont:PipeManufacturer .
5: ?pipes ont:has a ?cs .
6: ?pipes ont:has some ?m.
7: ?cs ont:x ?xx .
8: ?cs ont:y ?yy .
9: ?cs ont:z ?zz .
10: ?m ont:name ?mm.




) Objeto dentro de la nube de puntos b) Resultado sema´ntico.
El caso 3 tiene el objetivo de responder a la pregunta “¿Cua´l es el nombre del posible
fabricante del tubo con centroide x, y, z ?”, Como se muestra en los ejemplos anteriores, se
realiza una consulta de los elementos con un centroide X= -83.4685 Y=13.331, Z=1.4124,
obteniendo el nombre del posible fabricante del tubo seleccionado. El resultado sema´ntico
y el objeto dentro de la nube de puntos son presentados en la Figura 5.3.3.
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5.4 Conclusiones de la validacio´n
El objetivo del estudio experimental en comprobar las hipo´tesis H1, H2 y H3 de la presente
tesis. En este cap´ıtulo se presentaron las tres etapas del estudio experimental (datos
fuente, algoritmo inteligente y verificacio´n) aplicado en un contexto industrial con el fin
de implementar el algoritmo propuesto. Dicha implementacio´n de algoritmo se llevo´ a
cabo sobre una escena industrial real la cual, despue´s de ser escaneada genero´ una nube
de puntos que actuo´ como entrada al algoritmo propuesto y como salida se espero´ una
maqueta digital enriquecida, esto es, una descripcio´n de la escena con informacio´n f´ısica,
lo´gica y sema´ntica.
El algoritmo fue´ implementado y descrito proceso a proceso:
1. El proceso de reconocimiento de primitivas. Compuesto por tres subprocesos: pre-
proceso, extraccio´n de descriptores y clasificacio´n, en donde se elimino´ el ruido de la
nube de puntos original, se extrajeron descriptores visuales de primitivas geome´tricas
definidas para este contexto (Cilindro, esfera y toro) y por u´ltimo se implemento´ un
algoritmo tradicional de reconocimiento de formas geome´tricas (HFP) seleccionado
despue´s de un completo ana´lisis. El resultado de este proceso fue una lista de segmen-
tos clasificados de acuerdo a su semejanza con las primitivas geome´tricas predefinidas
con una etiqueta simple.La Tabla 5.2.6 muestra los segmentos y sus clasificaciones.
Con la implementacio´n de este proceso es posible responder la pregunta ¿Existe algu´n
objeto conocido dentro de la escena escaneada?, donde la respuesta es ”Si, existen
57 objetos conocidos en la escena industrial, de los cuales 36 son Cilindros, 10 son
Toros y 11 Esferas”, esta informacio´n no es totalmente confiable debido a que pre-
sentan errores de bajo-segmentacio´n y sobre-segmentacio´n, e´stos u´ltimos solventados
en el siguiente proceso.
2. Proceso de enriquecimiento sema´ntico. Compuesto por cuatro subprocesos: ca´l-
culo de caracter´ısticas geome´tricas, ca´lculo de la topolog´ıa. Los cuales se apoyan
en un modelo sema´ntico conformado con una ontolog´ıa y reglas sema´nticas. Se de-
sarrollo´ una ontolog´ıa personalizada para el caso de uso industrial, creada a partir
de la metodolog´ıa Methodology. La ontolog´ıa propuesta describe las relaciones y el
comportamiento de los elementos comunes en una escena industrial, para asegurar
ese comportamiento se crearon reglas sema´nticas. El ca´lculo de las caracter´ısticas
geome´tricas se hace de acuerdo a la clasificacio´n asignada al segmento, se calcula
informacio´n como longitud, radio, circunferencia, etc., segu´n corresponda. Mientras
que el ca´lculo de la topolog´ıa se lleva a cabo implementando reglas sema´nticas, las
cuales ayudan tambie´n a corregir errores de sobre-segmentacio´n. El resultado de este
proceso fue una escena digital descrita detalladamente con informacio´n lo´gica, f´ısica
y sema´ntica. Con la implementacio´n de este proceso es posible responder la pregunta
¿Que´ tipo de elementos tiene la escena escaneada?, donde la respuesta se puede ob-
servar en la Figura 5.2.21, la cual presenta el grafo generado con la descripcio´n lo´gica
5.4. CONCLUSIONES DE LA VALIDACIO´N 127
f´ısica y sema´ntica de la escena digital.
Adema´s presentaron validaciones sema´nticas sobre el modelo sema´ntico final gener-
ado en este caso de uso. A partir de la implementacio´n y validacio´n del caso de uso es
posible comprobar la H1: Es posible mejorar el reconocimiento de objetos a partir de la
acotacio´n sema´ntica de primitivas que describan elementos comunes dentro de una escena
industrial, espec´ıficamente cilindros, toros y esferas pertenecientes a una nube de puntos
3D considerando la combinacio´n de descriptores de caracter´ısticas geome´tricas y el uso
de reglas sema´nticas. Se ha comprobado la hipo´tesis debido a que con un algoritmo de
reconocimiento de figuras geome´tricas tradicional no es posible obtener una descripcio´n
sema´ntica de los elementos ni una descripcio´n topolo´gica de la misma. La H2: Es posible
enriquecer una nube de puntos detallando la definicio´n de sus objetos de acuerdo al ca´l-
culo de sus caracter´ısticas a partir de descriptores visuales. Se ha comprobado la hipo´tesis
debido al uso de descriptores visuales como base para la clasificacio´n inicial de los seg-
mentos y despue´s calculando informacio´n lo´gica, f´ısica y sema´ntica de cada uno. Y la H3:
La informacio´n proporcionada por este algoritmo puede aplicarse al reconocimiento de un
entorno real. Se ha comprobado debido a la implementacio´n del algoritmo en un entorno
industrial real.
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CAP´ITULO 6
Evaluacio´n
En este cap´ıtulo tiene como objetivo evaluar el algoritmo propuesto en esta tesis. Realizar
evaluaciones a algoritmos de reconocimiento de primitivas geome´tricas no es una tarea
trivial, debido a los diversos enfoques que pueden ser medidos y evaluados, en donde,
criterios de evaluacio´n deben ser establecidos de acuerdo al objetivo final.
6.1 Enfoques de evaluacio´n
Desde una perspectiva general, se pueden mencionar dos enfoques diferentes para evaluar
software y herramientas: me´todos cuantitativos y cualitativos, los cuales se describen
brevemente a continuacio´n.
6.1.1 Me´todos cuantitativos de evaluacio´n.
Los me´todos cuantitativos se basan en el supuesto de que el producto de software tiene
al menos una propiedad medible, la cual puede cambiar de acuerdo a la naturaleza de los
me´todos o herramientas que son evaluados.
Los valores cuantificables pueden ser frecuencias, porcentajes, costos, tasas y magni-
tudes, entre otros. La informacio´n recopilada a trave´s de estos me´todos permite:
• Reportar sobre indicadores definidos
• Reportar comparativas de caracter´ısticas espec´ıficas entre herramientas.
Las evaluaciones cuantitativas pueden desarrollarse en tres formas diferentes:
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• Casos de estudio. Tienen el objetivo de analizar un contexto en espec´ıfico donde
se implementa el me´todo o herramienta. Identifican y documentan caracter´ısticas
espec´ıficas que pueden afectar los resultados de una actividad.
• Experimentos formales. Un experimento es un estudio en el que se manipulan inten-
cionalmente una o ma´s variables independientes y se analizan las consecuencias que
la manipulacio´n tiene sobre una o ma´s variables dependientes. Los experimentos
formales tienen el objetivo de analizar cuantitativamente de manera controlada y
rigurosa aquellos factores que afectan a las herramientas o me´todos evaluados.
• Encuestas. Son estudios retrospectivos con el objetivo de documentar relaciones y
resultados. Consiste en un conjunto predeterminado de preguntas normalizadas, que
recopila informacio´n directamente de una muestra seleccionada, como resultado es
posible obtener datos estad´ısticos sobre opiniones, hechos u otras variables.
Por otra parte, de acuerdo al contexto de esta tesis, es preciso analizar evaluaciones
de sistemas de clasificacio´n, los cuales se basan en la medicio´n de la prediccio´n. Dicha
evaluacio´n tiene el objetivo de medir la capacidad de representacio´n, es decir la manera en
que las reglas generadas para la clasificacio´n reproducen con exactitud el comportamiento
de los elementos en el mundo real; y generalizacio´n, es decir co´mo las reglas generadas
predicen patrones nuevos.
Para realizar medidas nume´ricas de la capacidad de representacio´n y de generalizacio´n
se utiliza como referencia un sistema de clasificacio´n con dos clases: P (Positiva) y N
(Negativa). Despue´s, se define y calcula una matriz de confusio´n, que se usa para comparar
el nu´mero de elementos que el clasificador predice para cada una de las clases, con el
valor esperado, es decir el valor real. En la Tabla 6.1.1, los “True Positives” (TP) y
“True Negatives” (TN) se refieren a elementos correctamente clasificados, mientras que los
“False Positives” (FP) y “False Negatives” (FN) son elementos clasificados como de la clase
incorrecta.
A partir de la matriz de confusio´n es posible evaluar de diferentes formas la calidad de
un clasificador. El ı´ndice ma´s utilizado en la literatura es la tasa de e´xito de la clasificacio´n
(accuracy en ingle´s), e´sta puede ser calculada mediante 6.1.1.
Tasa de e´xito =
TP + TN
TP + TN + FP + FN
(6.1.1)






6.1. ENFOQUES DE EVALUACIO´N 131
La tasa de e´xito se usa comu´nmente como una medida global para evaluar un sistema
de clasificacio´n completo, por lo que para evaluaciones parciales, se utilizan expresiones
que hacen referencia al conjunto de elementos clasificados por las reglas. La precisio´n,
sensibilidad y especificidad son mas medidas ma´s utilizadas.
La medida Precisio´n (precision) considera solo los elementos clasificados en una clase,
por lo que es una medida ideal para conocer la calidad de clasificacio´n por clase. La





Por otra parte la sensibilidad (sensitivity o recall) actu´a como medida complementaria
a la precisio´n. La sensibilidad es una forma de evaluar la “cobertura” del clasificador,
es decir se calcula en que´ medida la regla es suficientemente “sensible” para detectar los





Finalmente la Especificidad es una medida ana´loga a la precisio´n, pero considerando





Una forma ma´s exacta de medir la calidad de una regla que forma parte de un clasifi-
cador, es encontrando la relacio´n entre precisio´n y sensibilidad, esta no es una tarea trivial
debido a que los objetivos de ambas medidas suelen estar en conflicto. Es decir, en un caso
trivial en que existan tantas reglas como elementos, y cada regla asigna exactamente la
clase esperada a su elemento, la precisio´n sera´ 1.0 esto es ma´xima precisio´n; sin embargo,
la sensibilidad de cada una de estas reglas es mı´nima. En el extremo contrario del espec-
tro, se encuentra el caso donde una regla asigna una de las clases a todos los elementos
existentes, esto significa que la sensibilidad para los elementos de dicha clase es 1.0, por
lo tanto sensibilidad ma´xima, pero la precisio´n sera´ mı´nima, puesto que clasifica el resto
de los elementos como falsos positivos. Por lo que, una forma convencional de solucionar
este problema es agregar ambas medidas en una u´nica funcio´n. Esta aproximacio´n puede
verse solucionada mediante el ana´lisis de tablas ROC. Una tabla ROC es un diagrama en
dos dimensiones en el que se representa en el eje Y la tasa de verdaderos positivos y en el
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Un ejemplo de evaluacio´n cuantitativa de me´todos o herramientas de software es la
presentada en H. Li et al., 2015, donde fueron descritos experimentos para validar la eficacia
del descriptor QDFT en la transformacio´n geome´trica y los indicadores a medir fueron la
robustez frente al ruido de dicho descriptor, as´ı como una comparacio´n de rendimiento en el
volumen de datos de gran taman˜o. Por otra parte, experimentos de clasificacio´n multiclase
uno-versus-resto se abordan por C. Hong et al., 2015, donde las muestras verdaderas y
falsas fueron etiquetados de forma diferente. Los autores utilizaron ı´ndices de precisio´n
para evaluar el rendimiento de diferentes me´todos. De la misma forma, en Rubio et
al., 2015 propuso una comparacio´n de rendimiento entre su investigacio´n y otros siete
estudios similares, midiendo la precisio´n media para cada uno. Por u´ltimo, los autores en
Ruiz-Sarmiento et al., 2015 el e´xito de reconocimiento de objetos de la investigacio´n fue
discutido, midiendo diferentes aspectos tales como la inclusio´n de informacio´n contextual
sobre los objetos, sus caracter´ısticas geome´tricas y apariencia, y su clasificacio´n en funcio´n
de su tipo. Las me´tricas utilizadas fueron precisio´n y la recuperacio´n.
6.1.2 Los me´todos cualitativos
Los me´todos cualitativos de evaluacio´n permiten recolectar informacio´n que proporcionan
resultados que no pueden medirse fa´cilmente o transferirse a nu´meros.
El te´rmino ana´lisis de funciones es utilizado en la literatura para describir una evalu-
acio´n cualitativa, la cual se basa en:
1. La identificacio´n de las necesidades que tienen los usuarios para una tarea o actividad
en particular y
2. El mapeo de esos requisitos a las caracter´ısticas que al me´todo o herramienta desti-
nado a apoyar esa tarea o actividad deber´ıa poseer.
Los me´todos cualitativos pueden incluir actividades como pedir a las personas re-
sponder preguntas de “ensayo” acerca de asuntos complejos u observar interacciones en
situaciones complejas.
Un ejemplo de una evaluacio´n cualitativa es la comparacio´n proporcionada por Attene,
Falcidieno, et al., 2006, donde se analizaron dos me´todos los cuales ten´ıan el objetivo de
segmentar una nube de puntos. Los dos me´todos fueron ejecutados sobre la misma nube
de puntos para determinar cua´l de ellos lograba generar el mejor modelo estilizado.
6.1.3 Discusio´n de los enfoques de evaluacio´n
Como ya se ha comentado, existen dos tipos de enfoques de evaluacio´n de software: cuan-
titativos y cualitativos. Los primeros asumen que el software tiene al menos una propiedad
medible y se basa en procesos matema´ticos para obtener una puntuacio´n de la propiedad
seleccionada. Por otra parte los cualitativos que suelen analizar informacio´n y a partir de
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ella obtener resultados o conclusiones. Se selecciona la evaluacio´n cuantitativa debido a
que se pretende medir la calidad de la clasificacio´n del algoritmo, para que de esta manera
se pueda comprobar la H1 de la presente tesis.
6.2 Composicio´n de la prueba
Los criterios de evaluacio´n seleccionados son:
1. Segmentos clasificados. Nu´mero de elementos segmentados pertenecientes a la nube
de puntos original.
2. Segmentos clasificados correctamente. Se refiere a los segmentos clasificados correc-
tamente de acuerdo a sus propiedades geome´tricas es decir, un Verdadero Positivo
(TP).
3. Falsos positivos. Representan a los segmentos clasificados en una clase que no cor-
responde a sus propiedades geome´tricas reales (FP).
4. Falsos negativos. Son los segmentos pertenecientes a una clase y que el algoritmo
clasifico´ en otra (FN).
5. Precisio´n. Se refiere a la fraccio´n de segmentos clasificados y que son relevantes para
el proceso (P). General mente la precisio´n se define como la proximidad entre las
indicaciones o valores medidos de un mismo mensurando, obtenidos en mediciones
repetidas, bajo condiciones especificadas. Cuanto ma´s estrecha sea la distribucio´n
de resultados, menor sera´ la desviacio´n t´ıpica de la misma y mayor la precisio´n de
la medida.
6. Recall. Indica la fraccio´n de los segmentos relevantes para el proceso, pero que
tambie´n fueron clasificados correctamente (R).
7. Exactitud. (A) se define como la proximidad entre el valor medido y el valor “ver-
dadero” del mensurando. Por lo que, una medicio´n es ma´s exacta cuanto ma´s pe-
quen˜o es el error de medida.
8. Sobre segmentacio´n. (Over-segmentation -OS-) Es el proceso por el cual los objetos
que se esta´n segmentados son a su vez segmentado o fracturado en subcomponentes.
En esta evaluacio´n lo utilizaremos como un indicador de calidad.
.
La metodolog´ıa propuesta para evaluar la calidad de segmentacio´n del algoritmo prop-
uesto en esta tesis se muestra en la Figura 6.2.1, la cual consiste en 1)Seleccionar una nube
de puntos, 2) esta nube de puntos sera´ procesada y analizada por el algoritmo tradicional
de reconocimiento de formas geome´tricas llamado RansacSD, 3)a partir de los resultados
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obtenidos se medira´ la calidad de clasificacio´n de los mismos, 4) esta misma nube de pun-
tos se procesara´ y analizara´ por el algoritmo propuesto por esta tesis, 5)se evaluara´n la
calidad de sus resultados calculando los criterios de evaluacio´n descritos anteriormente,
y 6) se realizara´ una comparativa de las medidas de calidad con el fin de conocer que
algoritmo tiene mayor calidad en la clasificacio´n de formas geome´tricas.
Fig. 6.2.1: Metodolog´ıa de la evaluacio´n
6.3 Definicio´n de datos reales
Esta metodolog´ıa se aplico´ sobre cinco nubes de puntos de escenas industriales reales, las
cuales se muestran en las figuras 6.3.1, 6.3.2, 6.3.3, 6.3.4 y 6.3.5. Las caracter´ısticas reales
de las nubes de puntos son descritas en la Tabla 6.3.1, donde se puede observar que cada
nube de puntos se identifica por medio de un ID, las nubes de puntos fueron seleccionadas
a modo que se pudiera evaluar el algoritmo contemplando diferentes umbrales, es decir,
diferentes taman˜os de nubes de puntos y diferentes formas geome´tricas a reconocer. El
taman˜o de las nubes de puntos van desde 60955 hasta 176963 puntos, mientras que las
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formas geome´tricas a clasificar en estas pruebas son cilindros, planos y toros, tal y como
muestra la Tabla 6.3.1.
Fig. 6.3.1: Test 1. Nube de puntos de escena industrial
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Fig. 6.3.2: Test 2. Nube de puntos de escena industrial 







ID puntos reconocer 
1 603444 80 Cilindros y planos 
2 1776963 122 Cilindros, planos y toros 
3 239816 45 Cilindros y planos 
4 60955 11 Cilindros y planos 
5 603444 83 Cilindros, planos y toros 
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Fig. 6.3.3: Test 3. Nube de puntos de escena industrial
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Fig. 6.3.4: Test 4. Nube de puntos de escena industrial
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Fig. 6.3.5: Test 5. Nube de puntos de escena industrial
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6.4 Resultados de la evaluacio´n
Antes de analizar los resultados de la evaluacio´n es preciso recordar que uno de los objetivos
principales del algoritmo es describir sema´nticamente los elementos que conforman una
nube de puntos de una escena industrial, para lo cual la calidad de la segmentacio´n o
clasificacio´n es un factor clave para este reto.
Tabla 6.4.1: Plantilla de matriz de confusio´n
[ID de nube de puntos]
Valor de TP Valor de FP
[Elemento a analizar]
Valor de FN Valor de TN
Los datos se muestran de acuerdo al orden de la metodolog´ıa utilizada en esta eval-
uacio´n. Se utilizan matrices de confusio´n para presentar los resultados obtenidos por el
algoritmo propuesto, la Figura 6.4.1 muestra la plantilla a utilizar para analizar los resul-
tados, la cual identifica en la cabecera el Id de la nube de puntos a la que hace referencia la
prueba, mientras que en la columna de la izquierda mostrara´ el elemento evaluado (Pipe,
Plane o Elbow). Las casillas de interseccio´n muestran los valores obtenidos en la prueba
para TP, FP, FN y TN en estricto orden.
Tabla 6.4.2: Matrices de confusio´n de RansacSD
ID = 1 ID = 2 ID = 3 ID = 4 ID = 5
37 18 23 58 26 1 8 1 36 11
Pipe
0 25 1 40 0 18 0 2 0 36
20 5 33 6 7 11 2 0 25 3
Plane
6 49 57 26 1 26 0 9 2 53
2 0 7 1
Elbow
0 120 0 75
Inicialmente se presenta en la Tabla 6.4.2 las matrices de confusio´n de RansacSD para
cada una de las pruebas y con respecto a cada tipo de forma geome´trica evaluada. Con
el fin de calcular el ROC, para cada una de estas matrices se calcularon las tasas de
verdaderos positivos y las tasas de falsos negativos (ver Fo´rmulas 6.1.5). La Tabla 6.4.3
muestra las tasas calculadas, la cuales servira´n de fuente de datos para dibujar el ROC.
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Tabla 6.4.3: Cálculo de tasas TP y FP de RansacSD 
ID Cloud Tasa TP Tasa FP 
de Point Shape FN FP TP TN - -
experimento ID TP/ (TP+FN) FP/ (TP+FN) 
LPipe 1 Pipe o 18 37 25 1 0.33 
LPlane 1 Plane 6 5 20 49 0.77 0.20 
2-Pipe 2 Pipe 1 58 23 40 0.96 0.72 
2-Plane 2 Plane 57 6 33 26 0.37 0.15 
2_Elbow 2 Elbow o o 2 120 1 o 
3_pipe 3 Pipe o 1 26 18 1 0.04 
3_p1ane 3 Plane 1 11 7 26 0.88 0.61 
4-Pipe 4 Pipe o 1 8 2 1 0.11 
4-Plane 4 Plane o o 2 9 1 o 
5_pipe 5 Pipe o 11 36 36 1 0.23 
5_p1ane 5 Plane 2 3 25 53 0.93 0.11 
5_Elbow 5 Elbow o 1 7 75 1 0.13 
En la Figura 6.4.1 se puede ver la dispersión de los puntos a través de la gráfica, 
recordemos que un espacio ROC se define por la tasa de verdaderos posit ivos y la tasa 
de falsos positivos como ejes x e y respectivamente, y representa los intercambios entre 
sensibilidad y 1-especificidad. Cada resultado de predicción o instancia de la matriz de 
confusión representa un punto en el espacio ROC. 
El mejor método posible de predicción, es decir una clasificación perfecta, se situ-
aría en un punto en la esquina superior izquierda, o coordenada (0,1) del espacio ROC, 
representando un 100% de sensibilidad y un 100% también de especificidad. 
Por otra parte, una clasificación totalmente aleatoria daría un punto a lo largo de 
la línea diagonal (también llamada línea de no-discriminación), la cual divide el espacio 
ROC y va desde el extremo inferior izquierdo hasta la esquina superior derecha, se puede 
observar esta línea de no-discriminación en rojo en las figuras 6.4.1 y 6.4.2. Los puntos 
que caen por encima de la diagonal representan los buenos resultados de clasificación, a 
diferencia de los que se distribuyen por debajo, considerados como mala clasificación. 
Como podemos observar, el algoritmo tradicional de reconocimiento de formas RansacSD 
presenta una calidad de clasificación buena, pero con ciertas dispersiones. 
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Fig. 6.4.1: ROC RansacSD
A continuacio´n se analizan los resultados de aplicar el algoritmo sugerido en esta tesis
a las mismas nubes de puntos.
Tabla 6.4.4: Matrices de confusio´n de Algoritmo propuesto
ID = 1 ID = 2 ID = 3 ID = 4 ID = 5
31 12 19 1 16 0 7 1 26 9
Pipe
0 21 0 42 0 19 0 2 0 22
16 5 37 5 8 11 2 0 12 3
Plane
0 43 0 20 0 16 0 8 0 42
2 0 6 1
Elbow
0 60 0 50
La Tabla 6.4.4 muestra las matrices de confusio´n de los resultados obtenidos por el
algoritmo propuesto. De la misma forma que RansacSD, a partir de la matriz de confusio´n
de calcularon las tasas de TP y FP, las cuales se muestran en la Tabla 6.4.5. A partir
de esta informacio´n es posible calcular en ROC de dicho algoritmo, el cual se presenta en
la Figura 6.4.2. Como se puede observar los puntos se aproximan a la esquina superior
izquierda, lo que se considera como una clasificacio´n de calidad alta. Y mejoran al ROC
que presento´ el algoritmo tradicional RansacSD.
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Tabla 6.4.5: Cálculo de tasas TP y FP del Algoritmo propuesto 
ID Cloud Tasa TP Tasa FP 
de Point Shape FN FP TP TN - -
experimento ID TP/ (TP+FN) FP/ (TP+FN) 
L Pipe 1 Pipe o 12 31 21 1 0.28 
L Plane 1 Plane o 5 16 43 1 0.24 
2-Pipe 2 Pipe o 1 19 42 1 0.05 
2-Plane 2 Plane o o 37 20 1 0.12 
2_Elbow 2 Elbow o o 2 60 1 o 
3_pipe 3 Pipe o o 16 19 1 o 
3_p1ane 3 Plane o 11 8 16 1 0.58 
4-Pipe 4 Pipe o 1 7 2 1 0.13 
4-Plane 4 Plane o o 2 8 1 o 
5_pipe 5 Pipe o 9 26 22 1 0.26 
5_p1ane 5 Plane o 3 12 42 1 0.20 
5_Elbow 5 Elbow o 1 6 50 1 0.14 
ROC Algoritmo propuesto 
0,9 • 1_Pipe 
0,8 • 1_Plane 
0,7 + 2_Pipe 






0,3 • 3_Plane 
0,2 + 4_Pipe 
0,1 <> 4 Plane 
o + 5_Pipe 
o 0,1 0,2 0,3 0,4 0,5 0,6 0,7 0,8 0,9 1 <> 5_Plane 
Tasafp 
• 5_Elbow 
Fig. 6.4.2: ROC Algoritmo propuesto 
En una vista más general de los resultados se presenta una comparativa de ambos 
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algoritmos. La Tabla 6.4.6 muestra una comparativa de la implementacio´n del algoritmo
RansacSD y el algoritmo propuesto sobre cinco nubes de puntos. La primera columna
identifica la nube de puntos evaluada por medio de su ID, la segunda columna muestra el
algoritmo ejecutado (RansacSD o el propuesto en esta tesis). La tercera columna presenta
el nu´merno de elementos (Pipes, Plane o Elbow) pertenecientes a la nube de puntos de
analizada. La cuarta columna muestra el tipo de elemento. A partir de esta columa se
muestran los resultados de las pruebas, se presentan el nu´mero de FN, FP, TP y TN
obtenidos, adema´s de los porcentajes de P, R, A, OS.
Se puede observar que a pesar de que RansacSD obtiene resultados aceptables con
precisiones de hasta 100% en caso de elementos que se asemejan a codos y hasta 96% en el
reconocimiento de cilindros, tiene grandes problemas de sobre-segmentacio´n. A diferencia
del algoritmo propuesto, donde estos problemas son solventados alcanzando un 0%. Se
puede observar en la reduccio´n del nu´mero total de elementos en la columna 3 de la Tabla
6.4.6 para el algoritmo sugerido en esta tesis, donde dicha diferencia se debe a la unio´n
de los elementos sobre-segmetados llevado a cabo por medio de la implementacio´n de las
reglas sema´nticas propuestas.
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Tabla 6.4.6: Resultado de la evaluación 
Cloud Num 
Point A lgoritmo 
Items 
Shape FN FP TP TN p R A 0-S 
ID 
RansacSD 80 
Pipe o 18 37 25 67% 100% 78% 16% 
1 
Plane 6 5 20 49 80% 77% 86% 65% 
Propuesto 64 
Pipe o 12 31 21 72% 100% 81% 0% 
Plane o 5 16 43 76% 100% 92% 0% 
Pipe 1 58 23 40 28% 96% 52% 52% 
RansacSD 122 Plane 57 6 33 26 85% 37% 48% 67% 
3 
Elbow o o 2 120 100% 100% 100% 0% 
Pipe o 1 19 42 95% 100% 98% 0% 
Propuesto 62 Plane o 5 37 20 88% 100% 92% 0% 
Elbow o o 2 60 100% 100% 100% 0% 
RansacSD 45 
Pipe o 1 26 18 96% 100% 98% 62% 
4 
Plane 1 11 7 26 39% 88% 73% 43% 
Propuesto 35 
Pipe o o 16 19 100% 100% 100% 0% 
Plane o 11 8 16 42% 100% 69% 0% 
RansacSD 11 
Pipe o 1 8 2 89% 100% 91% 25% 
5 
Plane o o 2 9 100% 100% 100% 0% 
Propuesto 10 
Pipe o 1 7 2 88% 100% 90% 0% 
Plane o o 2 8 100% 100% 100% 0% 
Pipe o 11 36 36 77% 100% 87% 33% 
RansacSD 83 Plane 2 3 25 53 89% 93% 94% 76% 
7 
Elbow o 1 7 75 88% 100% 99% 29% 
Pipe o 9 26 22 74% 100% 84% 0% 
Propuesto 57 Plane o 3 12 42 80% 100% 95% 0% 
Elbow o 1 6 50 86% 100% 98% 0% 
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6.5 Conclusiones de la evaluacio´n
Se han analizado los diferentes enfoques existentes para la evaluacio´n del algoritmo: cual-
itativo y cuantitativo. Se eligio´ una evaluacio´n cuantitativa debido a la necesidad de
medir una propiedad del algoritmo, esto es, la calidad de la clasificacio´n. Se utilizo´ una
metodolog´ıa para el desarrollo de dicha evaluacio´n tal y como lo muestra la Figura 6.2.1:
1. Seleccio´n de la nube de puntos. Se evaluaron cinco nubes de puntos con carac-
ter´ısticas diferentes, de modo que los algoritmos pudieran ser evaluados en distintos
entornos y las pruebas fueran imparciales.
2. Ana´lisis por RansacSD. Las cinco nubes de puntos fueron analizadas por el algoritmo
RansacSD.
3. Ca´lculo de la calidad de la clasificacio´n. La Figura 6.4.1 muestra que los resultados
obtenidos por RansacSD en la clasificacio´n, tal y como se observa en el espacio ROC,
los puntos esta´n distribuidos por el espacio superior, por lo que se puede concluir
que para la muestra evaluada, RansacSD es un buen clasificador. Presenta fallas
tanto falsos positivos como falsos negativos y problemas de sobre-segmentacio´n y
bajo-segmentacio´n.
4. Ana´lisis de algoritmo propuesto. Las cinco nubes de puntos fueron analizadas por el
algoritmo propuesto.
5. Ca´lculo de la calidad de la clasificacio´n. La Figura 6.4.2 muestra que los resultados
obtenidos por el algoritmo propuesto en esta tesis, se observa que los puntos tienden
a 1 en el eje de las y (Tasa de TP) dentro del espacio ROC, esto quiere decir que
no solo esta´n distribuidos en el espacio ROC superior, sino que la calidad de la
clasificacio´n es mayor a la presentada por RansacSD. El algoritmo propuesto tiene a
0 en los falsos negativos y elimina los problemas de sobre-segmentacio´n. Sin embargo,
presenta fallas de falsos positivos y problemas de bajo-segmentacio´n.
6. Comprartiva. Se presento´ la Tabla 6.4.6 donde se puede observar la diferencia entre
los resultados de RansacSD y el algoritmo propuesto, para cada una de las nubes de
puntos y formas geome´tricas reconocidas.
Como resultado final de este apartado, podemos concluir que el algoritmo propuesto
obtiene mejores resultados que la clasificacio´n de un algoritmo tradicional de acuerdo con
los resultados del paso 6 donde, para el algoritmo propuesto, los porcentajes de sobre
segmentacio´n (OS) bajaron hasta un 0% y tanto los porcentajes de Recall (R), Precisio´n
(P), como el de Exactitud (A) aumentaron.
CAP´ITULO 7
Conclusiones y trabajo Futuro
En este cap´ıtulo, se presentan las conclusiones finales de la investigacio´n expuesta en la esta
tesis doctoral. En estas conclusiones se incluyen las principales aportaciones realizadas en
la misma, posteriormente se propone un conjunto de futuras l´ıneas de investigacio´n con
las que se puede dar continuidad al trabajo realizado.
7.1 Conclusiones
El proceso de describir una escena digital tal y como un humano la percibe no es una
tarea fa´cil, debido a los mu´ltiples factores que intervienen en el proceso: conocimiento
previo, capacidad de ana´lisis y reconocimiento. A pesar de que en la u´ltimas de´cadas
ha habido grandes avances al analizar una escena virtual reconociendo todos los objetos
que aparecen en ella, esta tarea sigue siendo una de las ma´s complejas de la visio´n por
computador (Granholm, 2015; Ma´rton and Tu¨rker, 2013; Prince, 2012; Szeliski, 2010).
Este es precisamente el contexto en el que se desarrolla la presente tesis, para la cual se
planteo´ un objetivo general (ver seccio´n 1.3.1) y 6 espec´ıficos (ver seccio´n 1.3.2). Como
objetivo general se expuso la definicio´n de un algoritmo de ingenier´ıa inversa, capaz de
reconocer elementos a partir de primitivas geome´tricas (espec´ıficamente cilindros, toros y
esferas) en una nube de puntos pertenecientes a escenas escaneadas y asociarlos lo´gica,
sema´ntica y f´ısicamente con elementos que se pueden encontrar en un entorno real. Dicho
objetivo fue solventado con el ana´lisis y generacio´n del algoritmo propuesto, para el cual se
desarrollo´ una investigacio´n iniciando por el ana´lisis del estado del arte sobre dos contextos,
el primero se enfoco´ en el reconocimiento de objetos 3D, presentando el proceso general
para el reconocimiento de objetos en nubes de puntos 3D, resaltando la importancia del uso
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de descriptores visuales. Dicho proceso consta de seis subprocesos, dentro de los cuales se
eligieron los cuatro ma´s importantes (pre-proceso, extraccio´n de descriptores, clasificacio´n
y validacio´n) para el desarrollo de esta tesis. Adema´s se detallaron los descriptores visuales
existentes incluyendo ventajas, desventajas y comparativas, con el objetivo de estudiarlos
y seleccionar el ma´s adecuado para el algoritmo propuesto en esta tesis. Esta tarea fue
importante ya que la seleccio´n de los descriptores visuales es uno de los pasos ma´s cr´ıticos
dentro del proceso de reconocimiento y depende de las caracter´ısticas de los objetos que se
pretende reconocer. Despue´s del ana´lisis se seleccionaron los descriptores visuales globales
basados en voxel. Por otra parte se describieron los enfoques existentes de reconocimiento
de objetos, enfoques basados en grafos topolo´gicos y enfoque basado en geometr´ıa. Al
final del ana´lisis se concluyo´ en elegir el enfoque basado en geometr´ıa pero totalmente
personalizado para que corresponda a los objetivos de la tesis.
La segunda seccio´n del estado del arte correspondio´ a la presentacio´n de las tecnolog´ıas
sema´nticas, donde se estudio´ la evolucio´n y actualidad de la Web sema´ntica, tipos de
ontolog´ıas y metodolog´ıas para su desarrollo y los lenguajes de implementacio´n. El re-
sultado del estudio de este contexto llevo´ a elegir a MethontologyGo´mez-Pe´rez (1998)
como metodolog´ıa para el desarrollo de la ontolog´ıa propuesta. Finalmente se presentaron
trabajos relacionados con la combinacio´n de tecnolog´ıas sema´nticas y reconocimiento de
formas. Lo cual, viendo las ventajas y carencias de los trabajos relacionados actuales,
dio como resultado el planteamiento de las hipo´tesis 3.2 H1, H2 y H3. H1: Es posible
mejorar el reconocimiento de objetos a partir de la acotacio´n sema´ntica de primitivas que
describan elementos comunes dentro de una escena industrial, espec´ıficamente cilindros,
toros y esferas pertenecientes a una nube de puntos 3D considerando la combinacio´n de
descriptores de caracter´ısticas geome´tricas y el uso de reglas sema´nticas. H2: Es posible
enriquecer una nube de puntos detallando la definicio´n de sus objetos de acuerdo al ca´lculo
de sus caracter´ısticas a partir de descriptores visuales. H3: La informacio´n proporcionada
por este algoritmo puede aplicarse al reconocimiento de un entorno real. Para lo cual se
sugiere el desarrollo de un algoritmo que ayude a comprobar las hipo´tesis. Por lo que, el
cap´ıtulo 4 presenta una descripcio´n detallada del algoritmo propuesto el cual se se com-
pone de un modelo sema´ntico y dos procesos: Reconocimiento de primitivas geome´tricas
y Enriquecimiento sema´ntico.
El modelo sema´ntico se compone de una ontolog´ıa y reglas sema´nticas que describira´n
el comportamiento de los objetos en una escena digital. El proceso de Reconocimiento
de primitivas geome´tricas ten ra´ como entrada la nube de puntos y como salida una lista
de segmentos clasificados de acuerdo a sus caracter´ısticas geome´tricas. Mientras que el
proceso de enriquecimiento sema´ntico, obtendra´ como resultado la descripcio´n detallada
de los elementos pertenecientes a la escena digital incluyendo su descripcio´n lo´gica, f´ısica
y sema´ntica. Informacio´n lo´gica mediante el ca´lculo de caracter´ısticas geome´tricas
para cada objeto tales como altura, anchura, per´ımetro, radio, por mencionar algunas;
mientras que la informacio´n sema´ntica es obtenida haciendo coincidir cada objeto con
7.1. CONCLUSIONES 149
su elemento correspondiente en la ontolog´ıa propuesta; finalmente la informacio´n f´ısica
se obtiene mediante el ca´lculo de la topolog´ıa de los elementos pertenecientes a la escena.
Una vez definido el algoritmo, se presento´ en el cap´ıtulo 5 la validacio´n del mismo,
implementado cada uno de los procesos previamente definidos dentro de un contexto in-
dustrial y utilizando nubes de puntos de escenas industriales reales.
Los procesos del algoritmo fueron implementados y descritos detalladamente, en donde:
1. El proceso de reconocimiento de primitivas. Tiene el objetivo de responder a la
pregunta ¿Existe algu´n objeto conocido dentro de la escena escaneada?, para esto,
se definieron tres subprocesos:
(a) Pre-proceso. Se encargo´ de eliminar el ruido de la nube de puntos industrial
original
(b) Definicio´n de descriptores. Se predefinieron descriptores visuales geome´tricos
para el contexto industrial (Cilindro, esfera y toro).
(c) Clasificacio´n. En este subproceso se realizo´ un estudio de tres algoritmos de
reconocimiento de formas geome´tricas, con el fin de seleccionar uno para la
implentacio´n del algoritmo propuesto en la presente tesis. El algoritmo HFP
fue el elegido de acuerdo a los resultados presentados en la Tabla 5.2.4, donde
HFP mostro´ un comportamiento constante a lo largo de los casos de uso y todas
las primitivas geome´tricas.
En este proceso se obtuvo como resultado una lista de segmentos clasificados (ver
tabla 5.2.6) de acuerdo a su semejanza con las primitivas geome´tricas predefinidas
con una etiqueta simple. Con la implementacio´n de este proceso es posible responder
la pregunta objetivo, por lo que, la respuesta es ”Si, existen 57 objetos conocidos en
la escena industrial, de los cuales 36 son Cilindros, 10 son Toros y 11 Esferas”.
2. Proceso de enriquecimiento sema´ntico. Este proceso tiene el objetivo de responder
la pregunta ¿Que´ tipo de elementos tiene la escena escaneada?, para contestar dicha
pregunta, es necesario implementar dos subprocesos y un modelo sema´ntico:
(a) Modelo sema´ntico, el cual esta´ compuesto por una ontolog´ıa personalizada de
acuerdo al contexto y reglas sema´nticas. Dicha ontolog´ıa fue desarrollada sigu-
iendo la metodolog´ıa llamada Methontology. Las reglas y la oontolog´ıa fuero
definidas de tal manera que representen el comportamiento real de los elemen-
tos de una escena industrial real. La ontolog´ıa final se muestra en la figura
5.2.21.
(b) Ca´lculo de caracter´ısticas geome´tricas, en este subproceso se definen y posterior-
mente calculan las propiedades que se calculan para cada figura geome´trica. La
tabla 5.2.13 muestra las propiedades geome´tricas que se calcularon de acuerdo
con el tipo de primitiva geome´trica.
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(c) Ca´lculo de la topolog´ıa, en este subproceso se definen las relaciones de los
elementos para generar una topolog´ıa, considerando relaciones espaciales y rep-
resentaciones espaciales de los elementos, estas relaciones son creadas a partir
de la implementacio´n de reglas sema´ntica creadas para cada relacio´n. La tabla
5.2.16 muestra las afirmaciones, Spatial Ralationship Rules, Spatial Represen-
tation Rules y Union Rules que se aplicaron a cada segmento de la nube de
puntos de prueba.
Por otra parte, se presento´ una validacio´n sema´ntica del modelo sema´ntico, en el cual
se pudo observar tres diferentes casos que fueron resueltos con la informacio´n lo´gica, f´ısica
y sema´ntica calculada en la implementacio´n del algoritmo.
Una vez implementado y validado el algoritmo, se presento´ una evaluacio´n cuantitativa,
la cual tuvo el objetivo de medir la calidad de clasificacio´n del algoritmo compara´ndolo
con un algoritmo de reconocimiento de primitivas geome´tricas tradicional con el objetivo
de comprobar las hipo´tesis H1, H2 y H3.
• H1: Es posible mejorar el reconocimiento de objetos a partir de la acotacio´n
sema´ntica de primitivas que describan elementos comunes dentro de una escena
industrial, espec´ıficamente cilindros, toros y esferas pertenecientes a una nube de
puntos 3D considerando la combinacio´n de descriptores de caracter´ısticas geome´tri-
cas y el uso de reglas sema´nticas. Por lo que, es comprobada a partir del desarrollo,
implementacio´n, verificacio´n y evaluacio´n del algoritmo en el contexto industrial. En
la tabla 6.4.6 se puede observar que el algoritmo propuesto mejora los resultados de
un algoritmo de reconocimiento de primitivas tradicional. Si se compara el espacio
ROC del algoritmo tradicional (ver figura 6.4.1) y el espacio ROC del algoritmo
propuesto (ver figura 6.4.2), tambie´n se puede observar que mejora la calidad de la
segmentacio´n al consideraran descriptores visuales de caracter´ısticas geome´tricas y
tecnolog´ıa sema´ntica.
• H2: Es posible enriquecer una nube de puntos detallando la definicio´n de sus ob-
jetos de acuerdo al ca´lculo de sus caracter´ısticas a partir de descriptores visuales.
Esta hipo´tesis es comprobada a partir de los resultados obtenidos tanto en la val-
idacio´n como en la evaluacio´n del algoritmo propuesto. Las figuras 5.3.1, 5.3.2 y
5.3.3 muestran co´mo el algoritmo propuesto enriquece la maqueta digital al agregar
informacio´n fehaciente tanto lo´gica, como f´ısica y sema´ntica.
• H3: La informacio´n proporcionada por este algoritmo puede aplicarse al reconocimiento
de un entorno real. Dicha hipo´tesis se comprueba a la largo de la implementacio´n
del algoritmo propuesto, donde se pudo observar el modelo en un contexto industrial
real. La figura 5.2.21 presenta el grafo generado por la implementacio´n del algoritmo
donde se pueden observar las relaciones entre los elementos industriales reales con
un comportamiento semejante a la realidad.
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Con todo lo anterior en mente, es posible afirmar el cumplimiento de los objetivos
general y espec´ıficos. El primero al describir, implementar y validar el algoritmo propuesto
en esta tesis doctoral, el cual cumple con la generacio´n, por cada escena escaneada, de
una maqueta digital enriquecida en donde todos sus objetos fueron descritos con un alto
grado de detalle, proporcionando su forma, sus caracter´ısticas geome´tricas como alto,
largo, dia´metro; su topolog´ıa representando las relaciones espaciales entre los objetos y
describiendo sema´ticamente cada uno de acuerdo al rol que representa cada elemento en
la escena. Mientras que, se dio´ cumplimiento a los objetivos espec´ıficos de acuerdo a:
• El algoritmo debe estar conformado por mo´dulos funcionales correctamente iden-
tificados y acotados. EL algoritmo fue modulado en dos procesos generales (Re-
conocimiento de primitivas geome´tricas y Enriquesimiento sema´ntico) con subproce-
sos funcionales cada uno (ver Figura 4.1.1).
• Identificar y analizar el formato de la fuente de datos. Se analizaron las fuentes de
datos pertenecientes a escenas reales escaneadas. Espec´ıficamente los ficheros XYZ
que contienen la lista de coordenadas de las nubes de puntos (ver seccio´n ).
• Incluir descriptores geome´tricos, los cuales representen y describan matema´ticamente
las primitivas a identificar. Para la implementacio´n del algoritmo en el contexto in-
dustrial se analizo´ descriptor visual del cilindro (ver seccio´n 5.2.1.2). Tal como se
comento´ anteriormente, el cilindro es el elemento ma´s frecuente en escenas industri-
ales.
• Disen˜ar y desarrollar el modelo sema´ntico de objetos reales asociado a las primitivas
encontradas en la nube de puntos, de manera que permitan asociar las entidades
u objetos, con texto legible y entendido por humanos. Este objetivo espec´ıfico de
cumplio´ al desarrollar la ontolog´ıa y las reglas sema´nticas en la implementacio´n del
algoritmo (ver seccio´n 5.2.2.1).
• Definir reglas sema´nticas que permitan representar fiel y sema´nticamente a los el-
ementos pertenecientes a una escena real. Fueron definidas reglas sema´nticas que
permitieron la realizacio´n de un clasificacio´n correcta de los elementos. Estas re-
glas aseguran que el comportamiento de los elementos se asemeja a la realidad (ver
seccio´n 5.2.2.5).
• Validar del algoritmo. El algoritmo no solo fue validado a partir de la implementacio´n
del algoritmo propuesto en un entorno industrial real (ver el cap´ıtulo 5). Adema´s se
incluyo´ una evaluacio´n cuantitativa del mismo (ver el cap´ıtulo 6).
Se creo´ un algoritmo de ingenier´ıa inversa que procesa, reconoce y realiza anotaciones
sema´nticas de elementos de una escena escaneada 3D, dicho algoritmo genera maquetas
digitales enriquecidas con informacio´n lo´gica, f´ısica y sema´ntica. El algoritmo presentado
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permite una gran versatilidad de uso, es decir, proporciona la capacidad de adaptarse a
diversos contextos con mı´nimas modificaciones, debido a que esta´ basado en elementos
compuestos de primitivas geome´tricas y e´stos son muy comunes en el mundo real.
7.2 L´ıneas futuras de investigacio´n
La investigacio´n que conllevo´ el desarrollo de esta tesis ha propiciado una serie de posibles
l´ıneas futuras de investigacio´n que permiten ampliar el trabajo realizado. Las primeras
l´ıneas futuras a considerar son en el a´mbito del reconocimiento de primitivas geome´tri-
cas, en donde es posible ampliar del tipo de formas simples a complejas, es decir, el
reconocimiento de figuras compuestas predefinidas, para lo cual es necesario el desarrollo
de los descriptores adecuados.
Dentro del a´mbito del enriquecimiento sema´ntico, ser´ıa interesante ampliar ma´s el
modelo sema´ntico con reglas que describieran otro tipo de comportamiento en los objetos,
por ejemplo nu´mero de elementos posibles dentro de toda la escena, significado de las
relaciones entre estos elementos, es decir, que sea posible analizar una escena con el fin
de evaluar los riesgos de seguridad potenciales que existan en ella, si existen objetos que
este´n obstruyendo puertas o ventanas o si existen objetos en posiciones inadecuadas.
Dentro del mismo a´mbito, otra l´ınea de investigacio´n podr´ıa ser la de convertir la
informacio´n almacenada en la ontolog´ıa a Linked Data, para vincular los datos a fuentes
externas de Linked Open Data, de esta manera tener una descripcio´n sema´ntica ma´s
amplia de los elementos.
Son diversas las l´ıneas futuras de investigacio´n que se pueden derivar a partir del
trabajo de tesis presentado en este documento, en esta seccio´n se han presentado las que
se consideran, podr´ıan complementar de manera relevante el trabajo de tesis doctoral
presentado.
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