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Introduction
Machine learning techniques have been successfully used in object detection in recent year. The Learning methods to build object detectors have neural network [1, 4, 9] , Bayesian model [10] , support vector machines [6, 11, 12] , adaboost algorithm [2, 3, 5, 14, 15] ,etc. Of the various machine learning approaches, the adaboost algorithm, introduced by Freund and Schapire [19] , was proved to be an effective way. In boosting, classifiers are constructed on weighted versions of the training set, which are dependent on previous classification results. It is an iterative supervised learning process. Just as it, adaboost algorithm can not be distributed across a set of processors. The training time and memory increase greatly with the samples increasing, which make it not suitable for learning very large data sets.
Bagging [20] is another popular ensemble algorithm. In bagging, one samples the training set, generating random independent bootstrap replicates, constructs the classifier on each of these, and aggregates them by a simple majority vote in the final decision rule. Bagging is easily parallelized, but adaboost gives consistently lower error rates than bagging.
Another of the major issues in developing an object detection system is finding an appropriate image representation. Several approaches represent objects using local texture-based feature [1] [2] [3] [4] [5] [6] [7] . However, texture-based feature is sensitive to illumination change and sensors change.
Psychological studies have indicated that line drawings of objects can be recognized as quickly and almost as accurately as photographs [8] . With this knowledge, edge-based feature is adopted as the representations of object in many recent works [9] [10] [11] [12] [13] [14] [15] [16] . They present results that are very competitive with texture-based systems. Several types of shape features have been used. Some of these are global edge template feature [9, 10, 17, 18] . Others are local fragments of edge features, e.g. the Histogram of Oriented Gradient (HOG) descriptor [11] , the edgelet feature [12] , shape context descriptor [16] , and local charmfer descriptor [14, 15] .
In this paper, we propose a novel learning procedure, which combines the bagging and adaboost algorithm with Genetic Algorithm optimization for learning a better ensemble classifier. The main benefits of our approach are: (i) that it is easily parallelized and faster than adaboost; (ii) that its accuracy is better than adaboost or bagging in our experiment. To our knowledge, this is the first time in which the ensemble approach is applied to construct an object detector.
Inspired by the works [14, 15] , we also develop a novel local edge features using chamfer matching as similarity measure for object representation. The main differences are: the level of segmentation required in training (they all require, we don't need); the different computation of feature matching score (our novel features can be computed rapidly at any scales in constant time using the integral image technique), which leads to our detection speed is much faster than theirs.
We demonstrate our method by training a system to detect pedestrians in images. As shown in our experiments, the resulting algorithm is able to accurately detect objects in complex natural scenes.
The remaining part of the paper is organized as follows: section 2 provides an overview of our approach. Experiments and analysis are conducted in section 3, followed by conclusion in section 4.
Approach
In our approach, model is estimated from the training examples. The intuitive motivation behind our method is that images of different objects within a class have a particular structural similarity -they can be expressed as combinations of common substructures. The training and detection process scheme for our system can be summarized as shown in Figure. 
Features
Our objective is to represent an object by its local shape and the spatial layout of the shape. Here local shape is captured by chamfer matching within a region.
Chamfer Matching.
First, all the edge points of image are detected by edge detection algorithm, such as canny, sobel, etc.. Second, a distance transformation [21] is employed on binary edge images to obtain distance images (DT image). Suppose two sets of edges for model and image are represented by T= {t} and E= {e}. The template T is translated and positioned over the DT image of E. The chamfer matching score is a function of relative position x:
where |T| denotes the number of features in T and E d denotes the distance between feature in T and the closest feature in E. The lower score is, the better the match between image and template at this location. In applications, a template is considered matched at locations where the distance measure is below a usersupplied threshold
2.1.2. Local edge feature. The part-based feature representation, called local edge feature, is used in this scheme. Thus the position, the aspect ratio of the patch and the number of feature are arbitrarily chosen. The local edge feature set is (almost) infinitely large. For practical reasons, it is reduced through simply limited the aspect ratio of edge patch (3, 4,5and 6 was selected in this paper). Given that the base resolution of detector is 10 40, the exhaustive set of edge patch features is 218,784. Of course, one can extended by adopting other aspect ratio, which may be add additional domain-knowledge to the learning framework and which is otherwise hard to learn. Examples of edge patch feature for the class of lateral cars are illustrated in Figure 2 . The local edge feature similarity is measured by the variant chamfer matching score. Suppose a rectangle r=(x,y,w,h) denotes an edge patch feature. According to (1), each edge patch feature value for the image I can be calculated as follow:
where ) t ( d ' I denotes the value in the DT image of raw image I. Our features can be computed at any position and any scale in the same constant time using integral image [2] . Only 4 table lookups are needed per feature.
Bagging-Adaboost Ensemble Learning with Genetic Algorithms Optimization
The role of training is: feature selection, parameter estimation, and learning a classifier.
Baggin-Adaboost Ensemble Algorithm.
Bagging was proposed by Breiman [20] . In bagging, classifiers are constructed using bootstrap samples from the training set and then aggregated to form a bagged classifier. Bootstrapping [22] is based on random sampling with replacement. One can sometimes avoid or get less misleading training objects in the bootstrap training set. Consequently, a classifier constructed on such a training set may have a better performance. On the other hand, due to combining the advantages of the individual classifiers in the final solution, a combined classifier often gives better results than individual classifiers. The training of these classifiers is fully independent of each other, so can be parallel on multiple computers.
Adaboost, proposed by Freund and Schapire [19] , is another technique to combine weak classifiers having a poor performance in order to get a classification rule with a better performance. In boosting, both training data sets and classifiers are obtained sequentially in the algorithm. At each step of boosting, training data are reweighed in such a way that incorrectly classified objects get larger weights in a new, modified training set. Thus, one actually maximizes the margins between training objects. The generalization error of Adaboost is lower than Bagging.
We combine the Bagging technique and Adaboost technique to form a new classifier ensemble approach, call it Bagging-Adaboost Ensemble approach (BAE). It incorporates the benefits of both techniques.
In the training process, BAE first generates a set of new training datasets {X 1 , X 2 ,…,X B }from the original training dataset X by repeated bootstrap samples. Then BAE obtains a set of classifier {C 1 ,C 2 ,…,C B } corresponding to the set of new training datasets by the Adaboost algorithm. The final classifier is obtained by averaging the output of the base classifiers.
The ultimate goal in applications is always minimum error rate. Thus, the final classifier can be aggregated by averaging the coefficients of the base classifiers.
Equation (5) can be post-optimized for minimum error rate. We use Genetic algorithms (GA) [23] for optimization (illustrated by Algorithm 1). The resulting classifier consists of fewer classifiers yet achieves lower error rates than adaBoost or bagging in both training and test.
Algorithm 1. Bagging-Adaboost Ensemble Algorithm with Genetic algorithms optimization
The number of bootstrap replicates is a parameter of BAE algorithm. In our experiments, 45 bootstrap replicates were used. This does not mean that 45 were sufficient, but simply that they seemed reasonable.
In Adaboost training, the weak algorithm is designed to select the single local edge feature which best separates the positive and negative examples(this is similar to [2] ) For each feature, the weak learner determines the optimal threshold classification function, such that the minimum numbers of examples are misclassified. According to Equation (2) and (3), the weak classifier can be defined as follows:
where a polarity p j indicating the direction of the inequality sign, X denote a base resolution sub-window of a DT image, j denotes an edge patch feature.
Evolutionary Search.
Genetic algorithms [23] are nondeterministic methods that employ cross-over and mutation operators for deriving offspring. The power of a genetic algorithm lies in its ability to exploit, in a highly efficient manner, information about a large number of individuals. The search underlying GA is such that breadth and depth-exploration and exploitation -are balanced according to the observed performance of the individuals evolved so far. By allocating more reproductive occurrences to above average individual solutions, the overall effect is to increase the population's average fitness.
Individual Representation: In order to apply genetic search a mapping must be established between concept descriptions and individual in the search population. The representation scheme that we use can be described as follows. Assume that the baggingAdaboost classifier contains T classifiers C i with T weight values i . This information is encoded a string just like Figure 3 . Fitness Function: The fitness function is composed of two functions that satisfy the two characteristics of fewer classifiers and lower error rate. The first fitness component concerns the mode size of classifier. In terms of these, it is preferable that fewer classifiers give a correct prediction for a given object rather more classifiers. The following component is designed to encourage this behavior. The next fitness component concerns accuracy measures-high hit rate (h) and low false alarm rate (f). We defined as follow:
where m + is the number of labeled positive samples correctly predicted, M + is the total number of labeled positives samples in the training set, n -is the number of labeled negative samples wrongly predicted, N -is the total number of labeled negative samples in the training set, h is the hit rate of the original baggingAdaboost classifier in the training set. Thus the total fitness function for the genetic algorithm can be represented as the weighted function of the two components (F 1 , F 2 ) defined above. The total fitness function is defined as:
where w 1 and w 2 are fitness weights that can be adjusted to balance the efficiency, mode size and accuracy of the classifier. Genetic Operators: As the representational structure of individual is composed of two parts, the crossover and the mutation operators must be work on each part respectively. This ensures that the representational structure of individuals is preserved through crossover and mutation. In this paper, we adopt the point crossover and mutation. The process of crossover and mutation is shown in Fig.4 and Fig.5. ( P,X and are the random value of mutation) Figure 4 . the illumination of the crossover Figure 5 . the illumination of the mutation Search: Search is performed using standard genetic search. An initial population of individuals is generated. These individuals are then evaluated according to Equ. (9) .And the fitter individuals are chosen to undergo reproduction, crossover, and mutation operations in order to produce a population of children for the next generation. This procedure is continued until either convergence is achieved, or a sufficiently fit individual has been discovered. The evolutionary search algorithm is shown in Algorithm. 2. Further information on genetic algorithms can be found in [23] .
Choose 
Detection hypothesis using the learned classifier
Having learned a classifier, object can be detected in an image by applying the learned classifier to all the potential windows of the image. Objects in images may appear at different scales depending on the depth of the object with respect to the camera. Therefore it is important to search the image at different scales in order to detect all objects. To keep the number of features of the classifier fixed, we iteratively scale the image by a specified amount.
Another important issue to resolve is the multiple detections that may occur for the same object in the scene due to the invariance of the classifier to small translations and scales of an object. Therefore, in using a classifier to perform detection, it is necessary to have a processing step. A simple strategy is used: Detected windows are partitioned into disjoint (non-overlapping) groups, and each group gives a single detection located at the centric of the corresponding original detections. A similar method has been used in [1, 2] .
Experiment
We applied our techniques to build a system that can detect pedestrians. In order to allow comparisons with other published methods, we have chosen to work on publicly available databases 1 : the pedestrian database collected by Munder and Gavrila [6] .
Evaluation criteria
Here, we strictly followed the evaluation criteria described in [6] 
where nN, denotes total number of negatives, TP,FP,nP, denotes number of true positives, number of false positives and total number of positives, respectively. ROC curve quantify the trade-off between detection rate and the false positive rate.
Pedestrian database
The pedestrian database comprises 3 training sets and 2 test sets (each set with 4800 positive examples 1 The data sets we have used is available from http://www.science.uva. nl /research/isla/downloads/pedestrians/. and 5000 negative ones). As suggested in [6] , 3 independent trainings were conducted on unions of 2 of the 3 training sets, the remaining one for validation, and the evaluation was done on the 2 test sets, producing a total of 6 evaluations, to be averaged.
Training parameters
In BAE training, 45 bootstrap replicates were used and the termination criterion of base classifier is 20% false positive rate at a detection rate of 99.5%in each training dataset. In traditional Adaboost training, the termination criterion is 0.1% false positive rate at a detection rate of 99.5% in each training dataset.
Parameters used for evolution were: 80% of all individuals undergo crossover (p c =0.8), 5% of all individuals were mutated (p m =0.05) and the population was initialized randomly. The GA terminated if the population was converged to a good solution so that no better individual was found within the next 5000 generations. If convergence did not occur within 10000 generations, the GA was stopped as well.
Evaluation results on pedestrians database
We first evaluate the ROC performance of the Adaboost algorithm, BAE algorithm and BAE with GA post optimization proposed in this paper. The local edge feature proposed in this paper is used in all of the algorithms. Resulting ROC curves are given in Fig. 6 . In order to make comparision with other published object detection schemes, the ROC cures of different feature extraction and learning algorthm on same test sets are shown in Figure 7 . The model size and average detection speed of different algorithm are list in Table 1 .
The following conclusions can be made from Figure 6 and Table 1 : (1) BAE algorithm and BAE with GA optimization always achieves lower test error than Adaboost. The reseason is approximately 37% of the objects are not presented in the bootstrap sample, meaning that possible 'outliers' sometimes do not show up in the bootstrap sample. Thus, better classifiers may be obtained by the bootstrap sample than by the original training set ; (2) BAE with GA optimization needs much fewer base classifiers and achieve lower test error rate than BAE algorithm, which leads to the speed of former much faster than the latter ; (3) BAE with GA optimization needs much base classifiers than Adaboost. However, Our 2 Implementations in C++ with OPENMP 3 Implementations in C++ with OPENMP algorithm is easily parallelized, so it certainly leaves much room for improvement in speed for multi-CPU hardware.
From the Figure 7 , we can see the performance of our algorithm using our proposed feature is very competitive with other published results. This clearly demonstrates the strength of our proposed local edge feature and BAE with GA post optimization algorithm.
From Table 1 and Figure 7 , we can see the speed of our system is much faster than and the detection rate is comparable to the best published results in [6] . The reason for this is twofold. Firstly, to evaluate our improved chamfer distance are only needed 4 table lookups using integral image. Secondly, the more complex single classifier [6] is paid for higher computational costs than ensemble simple multiclassifiers. Figure. 8 shows the output of our detector in some complex natural scene images. Figure 8 . Examples of test images on which our pedestrian detection system achieved.
Conclusions
We have presented a learning model for object detection based on local edge feature. Expressive features are acquired automatically and capture information about the parts in an image and the spatial relations among them. An efficient learning algorithm over this feature space then learns a good classifier from a training set.
We have shown that our method works successfully on a test set of images containing pedestrian. Our algorithm achieves high detection rates on real-world images, while it is capable of detecting target extremely fast. Our framework is easily extensible to other objects that have distinguishable twodimensional edge shape such as airplanes or car.
