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1CHAPTER 1 INTRODUCTION
1.1 Clustering
The speed of modern computers has made it possible to study large data sets in high dimensions. Statis-
ticians are often interested in such data’s structure or shape, and there are several traditional methods to
investigate these properties. For example, principal component analysis projects high-dimensional data onto
a subspace we can see, usually R2 or R3, in such a way to maximize the variance of the projected data.
Such a projection, however, can lose much of the data’s structure. Topological data analysis proposes several
different approaches using the tools of topology to capture the data’s structure.
One type of topological data analysis examines the structure of a topological space generated by data.
A common way to generate a topological space has its roots in a statistical method called clustering. As its
name suggests, the goal of clustering is to find clusters of data – points that lie close to each other and are far
from data in other clusters – in the data set. The most intuitive clustering algorithm is called single-linkage
clustering, which we outline below.
Let X be a set of data in a metric space with metric d, and let r > 0. Our goal is to create a partition
of X based on r into sets we shall call clusters. For two data x and y in X, we say a chain exists between
x and y if and only if there exist some data x1, x2, . . . xn in X such that d(x, x1) < r, d(xn, y) < r, and
d(xi, xi+1) < r for all i in {1, 2, . . . , xn−1}. It is easy to see that the property of x and y being connected
by a chain is an equivalence relation. The partition sets defined by this equivalence relation are called
clusters. It is important to note that clustering depends on the choice of the parameter r. For a sufficiently
small r (r < minx,y∈X d(x, y)) every datum belongs to only the singleton cluster containing only itself. For
sufficiently large r (r ≥ maxx,y∈X d(x, y)) the only cluster is the entire set of data X.
Thus for any r > 0, we can partition our data into clusters. In data analysis, we seek to answer the
following question: What values of r give us clusters that represent genuine structure in our data? To answer
this question, we note that if a cluster C persists over a large range of values for r, then the points of C
must be far away from the data that are not in C. Therefore, we can conclude that clusters that persist over
a large range of r are genuine to the structure of the data set.
A good way to see which clusters persist over a large range of r is to use a dendrogram. We give an
2Figure 1: Dendrogram of single linkage clustering on simulated data with two clusters
example in Figure 1 of a dendrogram from fifty simulated points. Each number on the x-axis represents one
of the fifty points, while the y-axis represents the size of r. At r = 0, each datum is its own cluster. As r
increases, we can see how clusters merge together to form new clusters until r is about 0.82, where only one
cluster exists. From this picture, we can see that two clusters persist over a large range of r and conclude
that these two clusters represent genuine structure of the data. Indeed, these simulated data come from two
different normal distributions with distinct means and small variances.
Statisticians have used single-linkage clustering since at least the 1940s. One can consider the single-
linkage clustering method topologically as follows: Let X be a data set and r > 0. Consider the graph
G(X, r), which has vertices X and an edge between two vertices x and y if and only if d(x, y) < r. By
definition, x and y are members of the same connected component of G(X, r) if and only if x and y belong
to the same cluster in the single-linkage clustering when the radius is r. To find structure in the data, we
again would see which connected components persist over large ranges of r.
31.2 Persistent Homology
We should like to generalize the notion of finding the connected components of a graph generated by data
in order to analyze the data’s higher dimensional structure. That is, we should like to generate a topological
space from the graph constructed from the data and analyze its topology. To do this, for each positive integer
n and for each set of n+ 1 points in G(X, r), we must decide whether to include the n-simplex consisting of
these n+ 1 points in our space.
Given n + 1 points x0, x1, · · · , xn in our data set X, there are two common methods for determining
whether an n-simplex connects these points. The Cˇech complex is the space with vertices consisting of our
data X and the n simplex connecting the data points x0, x1, · · · , xn whenever ∩ni=0B(xi, r/2) 6= ∅. The
Vietoris-Rips complex on the other hand contains this n-simplex whenever B(xi, r) ∩ B(xj , r) 6= 0 for all i
and j between 0 and n. For a given r and data set X, it follows immediately from the definitions that the
Cˇech complex is a subcomplex of the Vietoris-Rips complex.
Using either of these methods, one may construct a topological space from data. We should like to analyze
the structure of these spaces using the tools of topology. One method, known as persistent homology,
generalizes clustering by looking at the homology or cohomology groups of a complex. We ask which
generators of the homology groups persist over different ranges of r and conclude that, if a generator indeed
persists, it tells us something about the structure of our data. Note that the rank of the n-th homology
group of a space is called the n-th Betti number. The 0-th Betti number counts the number of connected
components of a space. Again, if the space is generated by data, for a given r > 0, the connected components
are exactly the clusters, and thus persistent homology generalizes single-linkage clustering.
In persistent homology, the parameter r is often called the time parameter. We again should like a way
to visualize which generators of homology persist over large values of time. One way to do this is with a
barcode diagram. In Figure 2, we have provided the barcode for simulated data taken uniformly on the
wedge of two 1-spheres. The x-axis represents the radius r. Each red bar represents a generator of H1, while
each black bar represents a generator of H0, that is, a connected component. We see that one generator of
H0 and two generators of H1 persist over a large range of r, which is exactly what we should expect for data
taken on S1 ∨ S1.
4Figure 2: Barcode of data taken uniformly on S1 ∨ S2
If there are many points in a data set, it could be difficult to interpret a barcode. In Figure 3, we simulate
five-hundred points on a torus and create the barcode. With so many bars, it is difficult to see when they
are born and when they die.
Thankfully, there are other ways to visualize the persistent homology of a space. Each generator of the
homology a space has a time at which it is born and a different time at which it dies – except for a single
generator of H0, which never dies. This can be easily seen on our barcode in Figure 2. Note that both
generators of H1 are born at approximately time r = 0.8 and die at time r = 1.75.
Thus, every bar has a starting point and an ending point – a birth time and a death time. So every bar
in a barcode can be thought of as a point in R2 whose first coordinate is its birth time and second coordinate
is its death time. We can then plot these points. Since the birth time must be earlier than the death time,
all points will lie above the line y = x. Generators that lie farthest from this line persist the longest and
thus represent structure in the data. These scatter plots are known as persistence diagrams. We provide the
persistence diagram for the data on the torus in Figure 4.
5Figure 3: Barcode of 500 points taken uniformly on the torus
The black circles represent generators of H0, while the red triangles represent generators of H1. We see
one black dot and two red triangles far away from the line x = y. This means that one generator of H0 and
two generators of H1 persist over a large range of values of r, which is exactly what we should expect for
data on the torus.
Note that one could use any clustering method to create the one-skeleton (the graph) of our topological
space. Since the Vietoris-rips complex depends only on the one-skeleton, one could still generate a topological
space if one used a different clustering method. For example, complete clustering stipulates that x be in the
cluster C if and only if d(x, y) < r for every y in C.
Persistence homology has proved to be quite useful. For example in [?], Lee, Pedersen, and Mumford
used persistent homology to analyze the structure of pixels of natural images. In an image, a number is
assigned to every pixel. This number is known as the gray scale. Thus, if P is the number of pixels in an
image, the image may be thought of as living in RP . We could then ask about the nature of the collection of
natural images – meaning images of actual things as opposed to random noise – lying in RP . For example,
6Figure 4: Persistence Diagram of 500 points taken uniformly on the torus
can this collection be modelled as submanifold of RP ?
To answer this question, the authors had to cleverly decide which pixels in an image to study. First, the
authors considered 9×9 patches of pixels. Since there are many such patches in an image, 5, 000 such patches
were randomly selected. Then, using a norm to determine which patches contained the most variance in
gray scale, the authors analyzed the 20% of the 9× 9 patches with the most variance.
The reason for only analyzing the patches with the most variance in gray scale is because these patches
contain the most information in the data. For example, if one imagines a picture of a landscape with green
field and blue sky, then all of the pixels in 9 × 9 patches contained in only the field or only the sky would
have the nearly the same gray scale values and would not be interesting to study. On the other hand, 9× 9
patches that contain both the field and the sky will have more interesting structure to analyze.
After a few more tweaks, the authors performed persistent homology on the selected pixels from the
natural images and found a space that has the same homology as the Klein bottle. Thus, one has the
interesting result that one could use algebraic topology to distinguish natural images from images containing
7only random noise.
1.3 The Mapper Process
Besides persistent homology, there are also other useful topological tools for data analysis. In [?], Nicolau,
Levine, and Carlsson used what is called the mapper process to distinguish a new type of breast cancer.
The mapper process was first outlined by Gurjeet Singh, Me´moli, and Carlsson in [?]. This process can be
viewed as a way of assigning coordinates to a topological space lying in high-dimensional space in order to
visualize it. In particular, the mapper process assigns to a high-dimensional data set a simplicial complex
that can be realized in R2. Most importantly, the simplicial complex can capture topological information
about the original data. We shall outline this process below.
Given a set of data X and a metric space Z, choose a reference map f : X → Z, which we call a filter.
Often a data analyst has a filter that he or she would like to study, but there are several examples of filters
that have been useful in the past when using the mapper process. A density estimator is one such example.
The most common choice of metric space is Z = R.
Next, we choose a covering U of Z. If Z = R, one common covering is U(R, e), which is defined as
follows: Let R and e be positive real numbers. Then the covering U(R, e) consists of all intervals of the form
Uk := [kR− e, (k + 1)R+ e], where k is a non-negative integer.
Suppose our cover is {Uι}ι∈I . Our next step is to construct the sets Xι := f−1(Uι). Choose ε > 0 and,
within each Xι, find the clusters using single-linkage clustering with distance parameter ε. Note that now X
has been parametrized by the pairs of the form (ι, c), where ι is in the index set I, and C is a cluster in Xι.
Finally, construct the formal simplicial complex with vertex set consisting of all possible pairs (ι, C), and
where the vertices (ι0, C0), (ι1, C1), · · · , (ιn, Cn) span an n-simplex if and only if ∩ni=1Ci 6= ∅. This simplicial
complex can usually plotted in R2 and can give insight to the data’s structure. Figure 5, taken from [?]
demonstrates the mapper process.
1.4 Probability of Random Spaces
Any statistical method is useless without a firm probabilistic background. For example, in order to use
persistent homology, we must be able to answer the following question: How long must a generator of Hn
persist in order to conclude with any degree of confidence that this generator represents genuine structure
8Figure 5: A demonstration of the mapper process
9in the data?
There are several different approaches to solving this question. One approach attempts to develop
persistent homology methods that relies on random sampling with replacement. Fatsy et. al [?], and Chezal
et. al [?] have proved the validity of the bootstrap method to create confidence bands for persistence diagrams
that use the kernel density estimator, distance to measure, or kernel distance.
Another approach attempts to study the space of all persistent diagrams. For example, in [?], Blumberg
et. al showed that one can create confidence intervals in persistent homology by considering the space of all
persistence diagrams.
Still another approach attempts to study the distribution of possible spaces generated by data under
certain conditions. Several mathematicians are working on investigating the properties of such spaces. For
example, Kahle has investigated the asymptotic properties of random geometric complexes in [?] and of
random clique complexes in [?].
While much is known about the homological group structure of random topological spaces, not much is
known about how cohomology operations behave on such random spaces. This thesis proves some results
about these operations. In Chapter 2, we explore some properties of cohomology operations on certain
random topological spaces. In Chapter 4, we explore the idea of a random cohomology operator in a more
algebraic setting. It is assumed throughout that the reader has a good understanding of algebraic topology.
There are several good textbooks on algebraic topology and cohomology operations that one can use for
reference, such as [?][?].
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CHAPTER 2 RANDOM COMPLEXES
2.1 Introduction
The study of the probabilistic properties of topological spaces generated by data has its roots in the
study of random complexes. Two frameworks for studying random complexes are random clique complexes
and random geometric complexes. Random clique complexes have the advantage that they have a simple
set up, while random geometric complexes have the advantage that they better represent data in a metric
space. Random geometric complexes will be discussed in more detail throughout this chapter. We shall
briefly discuss random clique complexes in this section. For a more in depth presentation of the subject, one
can refer to Bolloba´s’ book [?] for details.
Let X be a set of n points and p be between 0 and 1. A random graph with parameter p is a graph with
vertex set X and for any two points x and y in X, an edge between x and y with probability p. From such
a random graph, one can create a random clique complex using the Vietoris-Rips complex. That is, let an
n simplex span the n vertices x0, x1, x2, . . . , xn if and only if each pair of these vertices is connected by an
edge.
Should one wish to study the asymptotic properties of a random graph, one may set p = p(n) as a function
of n in order to investigate the asymptotic topological properties of a random clique complex with parameter
p(n) as n goes to infinity. Kahle [?] has provided some interesting results about the asymptotic properties
of the homology groups under this framework. Clique complexes are sometimes called flag complexes.
The probabilistic framework of random clique complexes is useful in areas like random networks, but it
is not appropriate for studying the shape of data that lie in a metric space, because all notion of distance is
lost by randomly assigning edges between points. The framework of random geometric complexes allows us
to study the properties of data with some notion of distance.
Let X be a set of n points in a metric space with metric d chosen independent and identically distributed
according to the density f . Let r > 0. The random geometric graph on X with parameter r is the graph with
vertices X and an edge between any two points x1 and x2 of X whenever d(x1, x2) < r. A more complete
exposition of geometric random graphs is given in [?].
From this random graph, we can create a random geometric complex using, for example, the Vietoris-
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Rips complex. Should one wish to study the asymptotic properties of a random geometric complex, one may
set r = r(n) as a function of n. Then, under different conditions on r, one may investigate the topological
properties of a random graph as n goes to infinity.
This framework takes into account the notion of distance between the points of X, so it is appropriate
to consider when one is interested in data in a metric space. Kahle [?] has also proved several results about
asymptotic properties of the homology groups under this framework. We shall go into the details of Kahle’s
results in Section 2.3.
When investigating a space’s topology, one would ideally compute the space’s homotopy type. However,
this is often very difficult. So topologists often start by computing a space’s homological or cohomological
group structure. While homology groups are easier to compute, they do not contain as much information
about a space’s topology as a space’s homotopy structure. This has led topologists to develop additional
tools that give more information about a space’s topology than its homological group structure alone.
Cohomology operations on a space are such one example of such tools that give additional information
about a space’s topological structure that may be contained in neither its homological nor cohomogical group
structure. In particular, a cohomology operation is a family of functions between cohomology groups that
satisfy certain properties, and, most importantly, is a topological invariant of a space. Thus, cohomology
operations are useful tools for distinguishing spaces that are not homotopic. For example, with Z/2 coeffi-
cients S1 ∨ S2 and RP2 have the same cohomology groups, but one can find a cohomology operation – the
Bockstein – that is different on these two spaces.
That one can use cohomology operations to distinguish between topological spaces would make them
useful in understanding the underlying distribution of a random space or the shape of data. To apply
these tools with any degree of certainty, one must understand the asymptotic properties of cohomology
operations. The goal of this chapter is to provide some information on the asymptotic properties of the rank
of cohomology operations on certain random spaces.
2.2 Definitions
One model for a random topological space is the geometric random graph. Such a model is useful when
discussing the shape of random points in a metric space. As a stepping stone we shall first introduce geometric
12
graphs, which have no randomness.
Definition 2.1. Let X be a subset of Rd and r > 0. Define the geometric graph G(X; r) as the graph with
1. vertices X, and
2. edges between vertices x and y whenever d(x, y) < r.
Thus a geometric graph is dependent on X and on the parameter r. We see that if r is sufficiently large,
the graph is completely connected, while if r is sufficiently small, the graph is completely disconnected. To
add randomness to this construction, we choose the points of X randomly. It is important to note that while
X may lie in Rd, the geometric graph G(X; r) is an abstract set of points and edges that does not lie in
Euclidean space.
Definition 2.2. Let f : Rd → R be a probability density function. Let x1, x2, . . . be a sequence of i.i.d
d-dimensional random variables with density f . Let Xn = {x1, x2, . . . , xn}. For r > 0, the graph G(Xn; r)
is said to be a random geometric graph.
One usually regards r = rn as a function of n. We are then interested in studying the asymptotic behavior
of random graphs, as well as the asymptotic behavior of the cohomology operations on the cohomolgy ring
generated by random graphs, as n tends to ∞.
A random graph also lays the groundwork for a random topological space in the following way: One may
view a random graph as the 1-skeleton of a random simplicial complex if, in addition to a random graph,
we have a rule that determines which k-dimensional faces (k ≥ 2) to include in the complex. The following
definitions give two different ways to construct a random simplicial complex from a random graph.
Definition 2.3. The random Cˇech complex Cˇ(Xn, r) on the set Xn with parameter r is the simplicial
complex with vertex set Xn, and σ a face whenever
⋂
xi∈σ
B(xi, r/2) 6= ∅.
One disadvantage of the Cˇech complex is that it is computationally expensive to compute. One must store
the distance between all vertices as well as simplicies of various dimensions. In topological data analysis, one
is interested in the complexes that are generated as r varies over a range of value. Creating Cˇech complexes
can be prohibitively expensive for large data sets. Thankfully, there is another construction that we can use
13
V (X; 0.27) Cˇ(X; 0.54) V (X; 0.54)
Figure 6: A demonstration of the difference between the Cˇech and Vietoris-Rips complexes
that is much less computationally expensive.
Definition 2.4. The random Vietoris-Rips complex V (Xn, r) on the setXn with parameter r is the simplicial
complex with vertex set Xn and with σ as face whenever
d(xi, xj) < r,
for every pair xi, xj ∈ σ .
To create the Vietoris-Rips complex, one need only know the complex’s one-skeleton. It is therefore
much less computationally expensive to compute than the Cˇech complex, and so it is used most often in
topological data analysis.
Let X be a set of vertices and r be greater than 0. Suppose a k-face σ occurs in a Cˇ(X, r). Then
∩xi∈σB(xi, r/2) 6= 0. In particular, for any pair of vertices xi and xj of σ, we have d(xi, xj) < r. Thus σ is
in V (X, r). This proves that Cˇ(X, r) is a subset of V (X, r). In fact, we have the following preposition that
relates the Cˇech and Vietoris-Rips complexes. One can find a proof of this proposition in [?]. Figure 6 gives
an example to show that the Cˇ(X, r) need not equal V (X, r).
Proposition 2.5. Let Xn be a set of n points in a metric space and let r > 0. Then
V (Xn, r) ⊆ Cˇ(Xn, 2r) ⊆ V (Xn, 2r).
For example, let X =
{
(0, 0),
(
1
2 ,
√
3
2
)
, (1, 0)
}
as a subset of R2. If r = 0.54, then V (X, r) = X, which
is a zero-complex, Cˇ(X, r) is a one-complex, and V (X, r) is a two-complex. We illustrate this example in
Figure 6.
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2.3 Random Geometric Complexes
Random geometric complexes are a probabilistic model for investigating the shape of spaces generated by
data. Our goal is to investigate the asymptotic properties of the topology of random geometric complexes.
To do so, we need to be familiar with the language of asymptotics.
Definition 2.6. We have the following definitions for asymptotic behavior.
• g(n) = O(h(n)) means that there exists n0 and k such that for n > n0, we have g(n) ≤ k · h(n).
• g(n) = Ω(h(n)) means that there exists n0 and k such that for n > n0, we have that g(n) > k · h(n).
• g(n) = Θ(h(n)) means that g(n) = O(n) and g(n) = Ω(n).
• g(n) = o(h(n)) means that for every ε > 0, there exists n0 such that for n > n0, we have g(n) ≤ ε ·h(n).
• g(n) = ω(h(n)) means that for every k > 0, there exists n0 such that for n > n0, we have that
g(n) ≥ k · h(n).
We should like to be able to say something about the asymptotic properties of the cohomology operations
on random spaces. It turns out that we can say more about the asymptotics of feasible graphs than of
arbitrary graphs.
Definition 2.7. A connected graph is Rd-feasible if it is geometrically realizable as a geometric graph in
Rd.
Consider the graph in R2 consisting of eight vertices labeled x1, x2, . . . , x8 and with edge set consisting
exactly of edges connecting vertex x8 to all other vertices. This is known as the complete bipartite graph
K1,7. Note that it must be the case that the distance between some pair of the first seven vertices must be
less than the maximum of the distances between the eighth vertex and all other vertices. That is
min
1≤i<j≤7
d(xi, xj) ≤ max
1≤i≤7
d(xi, x8).
This implies that K1,7 is not feasible. Figure 7 gives a picture of K1,7.
A theorem of Penrose will help us prove results about the asymptotics of random spaces. To use this
theorem, we must understand the difference between an arbitrary subgraph and an induced subgraph.
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Figure 7: The graph K1,7, which is not R2-feasible
Definition 2.8. Let G be a graph. The graph H is a subgraph of G whenever the vertices and edges of H
are also in G. The graph K is an induced subgraph of G whenever the set of vertices of K are vertices of G
and an edge exists in K only if it exists in G.
For example, consider the complete graph G on the vertex set {a, b, c, d}. Then the graph with vertex set
{a, b, c} and edges set {(a, b), (b, c)} is a subgraph of G, but not an induced subgraph, because any induced
subgraph of G with the vertices a and c must contain the edge (a, c).
Let H be a graph. Let Gn(H) denote the number of induced subgraphs of G(Xn; r) that are isomorphic
to H. Let Jn(H) denote the number of components of G(Xn; r) that are isomorphic to H.
For a feasible subgraph H of order k, and Y ∈ (Rd)k, define the indicator function on IH(Y) on sets Y of
k elements in Rd by IH(Y) = 1 whenever the geometric graph G(Y, 1) is isomorphic to H, and 0 otherwise.
Let
µH = k!
−1
∫
Rd
f(x)kdx
∫
(Rd)k−1
IH({0, x1, x2, . . . , xk−1})d(x1, x2, . . . , xk−1).
Penrose proved the following in [?].
Theorem 2.9. (Penrose)
Let limn→∞ r = 0 and H be a connected feasible graph of order k ≥ 2. Then
lim
n→∞
E(Gn(H))
r−d(k−1)n−k
= lim
n→∞
E(Jn(H))
r−d(k−1)n−k
= µH
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Figure 8: The 2-dimensional cross-ploytope, its boundary O1, and the 1-skeleton of O2.
Many of the theorems in this chapter are derived from Penrose’s result. We should like to draw particular
attention to the fact that this theorem is only known to be true when H is a connected feasible graph. This
will not restrict Kahle’s results on the asymptotics of Betti numbers, but it will restrict our results when we
investigate the asymptotics of cohomology operations.
Definition 2.10. For a topological space X, in integral homology, the k-th Betti number βk is the number
of Z summands in the k-th homology group of X.
We shall see that the expectation of the k-th Betti number depends asymptotically on the number of
induced subgraphs that are isomorphic to the 1-skeleton of the smallest simplicial complex that supports
k-th homology. This smallest complex is what we define as Ok in the definition below.
Definition 2.11. Let e1, e2, . . . , ek+1 be the standard basis vectors in Rk+1. The (k+ 1)-dimensional cross-
polytope is the convex hull of the 2k + 2 points {±ei}. Its boundary is a k-dimensional simplicial complex,
which we denote by Ok.
Figure 8 gives an illustration of the 2-dimensional cross polytope, its boundary O1, as well as the 1-
skeleton of O2.
To prove results about the asympototics of the Betti numbers of a random complex, we must count the
subcomplexes that support non-trivial homology. The following lemma will be useful in this regard and is
proved in [?].
Lemma 2.12. If ∆ is a flag complex, then any non-trivial element of Hk(∆) is supported on a subcomplex
C of ∆ with at least 2k + 2 vertices. In addition, if C has exactly 2k + 2 vertices, then C is isomorphic to
Ok.
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The asymptotics of the Betti numbers of random geometric complexes depend on the rate at which the
parameter rn goes to 0. There are three regimes of interest: The subcritical regime, the critical regime, and
the supercritical regime. We provide the results for the subcritical and critical regime in Theorems 2.13 and
2.14. We shall employ the proof methods of these results to cohomology operations in Section 2.4.
The first case we shall cover is the subcritical regime. It is interesting to note that these results hold
even if d > k. We duplicate the proof for the case n ≥ 2, but we do not provide much exposition. We refer
the reader who is interested in additional details of this proof, as well as results for the asymptotics of the
Betti numbers in the supercritical regime, to Kahle’s paper [?] for further details.
Theorem 2.13. (Kahle)(Subcritical Regime) Let d ≥ 2, k ≥ 1, ε > 0, and rn = O(n−1/d−ε). Let f be
a bounded and measurable density function on Rd. Let Xn be a set of n points chosen independent and
identically distributed from f . Then
E[βk]
n2k+2rd(2k+1)
→ Ck,
as n→∞, where Ck is a constant that depends only on k and the underlying density function f .
Proof. For an arbitrary simplicial complex ∆, let ok(∆) be the number of induced subgraphs of ∆ that are
combinatorially isomorphic to the 1-skeleton of Ok. Let o˜k(∆) be the number of components of ∆ that
are combinatorially isomorphic to the 1-skeleton of the cross-polytope Ok. Finally, let f
≥i
k (∆) denote the
number of k-dimensional faces on connected components containing at least i vertices.
We have the following inequality
o˜k ≤ βk ≤ o˜k + f≥2k+3k , (1)
which follows immediately from Lemma 2.12. We should like to further overestimate f2k+3k . For each k-
dimensional faces in a component with at least 2k+ 3 vertices, extend to a connected subgraph with exactly
2k+3 vertices and
(
k+1
2
)
+k+2 edges. There are ck ways to do this, where ck is a constant that depends only
on k. For i ∈ {1, 2, . . . , ck}, let si count the number of subgraphs isomorphic to graph i for some indexing
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of the ck graphs. Then we have f
2k+3
k ≤
∑ck
i=1 si. Taking expectations of the inequalities in 1 yields
E[o˜k] ≤ E[βk] ≤ E[o˜k] + E[f≥2k+3k ]
≤ E[o˜k] + E
[
ck∑
i=1
si
]
≤ E[o˜k] +
ck∑
i=1
E[si].
We have E[si] = O
(
n2k+3r(2k+2)d
)
and E[o˜k] = Θ
(
n2k+2r(2k+1)d
)
. By assumption, nrd → 0 as n→∞.
Thus, we have that
E [βk]
E [o˜k]
→ 1,
and thus
E [βk] = Θ
(
n2k+2r(2k+1)d
)
.
We note that a similar theorem with a similar proof exists for the Cˇech complex. We again refer the
reader to [?] for details. The theorem for the critical regime follows very quickly from Theorems 2.9 and
2.13.
Theorem 2.14. (Kahle)(Critical Regime) For either the random Vietoris-Rips complex or Cˇhech complex
on a probability distribution on Rd with bounded measurable density function f , if r = Θ
(
n−1/d
)
and k ≥ 1
is fixed, then E[βk] = Θ(n).
Proof. By the same reasoning in the proof of Theorem 2.13, we have
E[o˜k] ≤ E[βk] ≤ E[o˜k] + E[f≥2k+3k ].
Theorem 2.9 yields E[o˜k] = Θ(n) and E[f
≥2k+3
k ] = O(n), and the desired result follows.
2.4 Subcritical and Critical Regimes
In addition to investigating a space’s homological or cohomological group structure, one can examine
cohomology operations on a space’s cohomology groups to better understand its topology. We provide the
definition of a cohomology operation here, and refer the reader to any number of textbooks or papers on the
subject, such as [?], for a more in-depth exploration.
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Definition 2.15. Let G1 and G2 be groups, and p and q be nonnegative integers. A cohomology operation
of type (G1, p;G2, q) is a family of functions θY : H
p(Y ;G1)→ Hq(Y ;G2), one for each space Y , satisfying
the naturality condition f?θZ = θY f
?.
We remark that our definition of cohomology operations depends on p and q and so the definition given
here is for unstable operations. In Section 2.3 we saw that the expectation of the k-th Betti number for a
simplicial complex depends asymptotically on o˜k – the number of components of ∆ combinatorially isomor-
phic to the 1-skeleton of the cross-polytope Ok. We should like an analogous construction for cohomology
operations.
Definition 2.16. For a cohomology operation θ, define a space Y to be θ-essential if θ : Hp(Y ;G1) →
Hq(Y ;G2) is non-trivial. Define a simplicial complex X to be θ-minimal if it is θ-essential and all complexes
with fewer vertices have trivial θ. Define m(θ) as the number of vertices in a θ-minimal complex.
Certainly m(θ) will exist for any cohomology operation, but there is no reason to believe that the complex
with fewest vertices that supports θ is unique. The following lemma gives an example for computing m(θ).
Lemma 2.17. The smallest flag complex in that supports the Bockstein
β : H1(X;Z/2)→ H2(X;Z/2)
has at most thirteen vertices. That is, m(β) ≤ 13.
Proof. Figure 2.4 gives us visualization of RP2 in R2. The vertices with the same index on opposite sides of
the octagon are identified, and the edges between these vertices are identified as indicated by the arrows.
Lemma 2.17 gives the perhaps the simplest example of computing m(θ) for some cohomology operation
θ. For an arbitrary cohomology operation θ, the number m(θ) is unknown. Ideally, we should like to use
m(θ) to find a bound for the rank of a cohomology operation, but in order to apply Theorem 2.9, we must
work with feasible graphs. Thus, we require the following definition.
Definition 2.18. Let Fθ,d be the collection of all Rd-feasible θ-essential spaces. Let m′(θ, d) be the minimum
number vertices of a complex in Fθ,d.
Finding feasible spaces that support a given cohomology operation seems to be a very difficult problem.
We have not shown that Fθ,d is non-empty, but our intuition suggests that this is not the case. If Fθ,d
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Figure 9: RP2 as a flag complex
were empty, then θ : Hp(G(Xn; rn)) → Hq(G(Xn; rn)) would be trivial for all n. In this case, studying the
asymptotic properties of θ for this particular d is not interesting.
We are now ready to give our first result on the asymptotic properties of a cohomology operation.
Theorem 2.19. (Subcritical Regime) Assume that Fθ,d is non-empty. Let θ be a cohomology operation.
Let f be a bounded and measurable density function on Rd. Let Xn be n points chosen independent and
identically distributed from f . For d ≥ 2, k ≥ 1, ε > 0, and rn = O
(
n−1/d−ε
)
, the expectation of the rank
of a cohomology operation θ of the random Vietoris-Rips complex V (Xn; rn) satisfies
E
[
rank(θ : Hp(G(Xn; rn))→ Hp+k(G(Xn; rn))
]
nm′(θ,d)rd(m′(θ,d)−1)
→ Ck,
where Ck is a constant that depends on f , k and θ.
Proof. Let q˜k be the number of feasible components of ∆ that are isomorphic to a θ-minimal complex. Let
f≥ik be the number of k-dimensional faces on connected components of ∆ that contain at least i vertices.
Then we have
q˜k ≤ rank(θ, d) ≤ ckq˜k + f≥m
′(θ,d)+1
k ,
where ck is a constant. We can overestimate f
≥m′(θ)+1
k as in the proof of Theorem 2.13. Then, taking
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expectations of both sides, we have
E[q˜k] ≤ E[rank(θ)] ≤ ckE[q˜k] +O
(
nm
′(θ,d)+1rm
′(θ,d)d
)
.
By Theorem 2.9, we have
E[q˜k] = Θ
(
nm
′(θ,d)r(m
′(θ,d)−1)d
)
.
Since nrd → 0, we have that E[rank(θ)]/E[q˜k]→ 1, and the result follows.
We could also apply the same techniques to prove an analogous result about the rank of cohomology
operations on a Cˇech complex.
Theorem 2.20. (Critical Regime) Assume that Fθ,d is non-empty. Let θ be a cohomolgy operation on
a random Vietoris-Rips or Cˇech complex with probability distribution on Rd whose density function is
bounded. If r = Θ
(
n−1/d
)
, then rank(θ) = Θ(n).
Proof. Since Penrose’s result extends to the case when r = Θ
(
n−1/d
)
, the proof is the same as in the case
of the subcritical regime.
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CHAPTER 3 MINIMAL COMPLEXES
3.1 Introduction
In Section 2.3, we reviewed some results on the asymptotic properties of the expectation of Betti numbers
on random spaces. We have seen that, asymptotically, the expectation of the k-th Betti number for a random
geometric complex is dependent on the number of components whose 1-skeleton is combinatorially isomorphic
to Ok – the boundary of the (k + 1)-st dimensional cross-polytope.
The complex Ok is a well-studied object. In particular, we know how many vertices are in Ok, that Ok
is the smallest complex that supports non-trivial k-homology, and that Ok is geometrically feasible in R2.
These facts allow one to apply Theorem 2.9 and to find expectations in Theorems 2.13 and 2.14.
In Section 2.4, we derived analogous results about the asymptotic properties of the expected value of a
cohomology operation’s rank on a random geometric complex. Let θ be a cohomology operation and d be a
positive integer. We have seen that, asymptotically, the expectation of the rank of θ relies on the number of
feasible components that are isomorphic to an Rd-feasible θ-minimal complex. Recall that m′(θ, d) denotes
the number of vertices in such a component and was an integral part of the result in Theorem 2.19.
However, Rd-feasible θ-minimal complexes have not been well-studied, and finding m′(θ, d) exactly ap-
pears to be a very difficult problem. In this chapter, we find upper bounds on m′(θ, d) for certain squaring
operations.
3.2 The complex Ok
Recall from Definition 2.11 that Ok is the boundary of the (k + 1)-dimensional cross polytope, which is
defined as the set {x ∈ Rk+1 : ‖x‖1 ≤ 1}. These Ok are important as, for each k, it is the complex with
fewest vertices and nontrivial k-th homology. See [?], for example, for a proof of this fact. In this section,
we shall count the number simplices in Ok.
Lemma 3.1. The total number of simplices of all degrees in Ok is 3
k+1 − 1.
Proof. Let ei be the i-th standard basis vector in Rk+1. Then the 2k + 2 vertices of Ok are ±ei. A simplex
of Ok can be thought of as a list with k + 1 ordered entries, where the i-th entry is either ei, −ei, or left
empty. The only possibility that is not allowed is if all entries are left empty, because the empty set is not
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a simplex. Thus, we see that the total number of simplicies in Ok is 3
k+1 − 1.
3.3 Subdivision of ∆-complexes
We are primarily interested in flag complexes, but it will be useful to start with ∆-complexes. We shall
see that a ∆-complex, when sufficiently subdivided, is a flag complex. The following defines a ∆-complex
and a regular ∆-complex.
Definition 3.2. Let
∆n = {(t0, . . . , tn) ∈ Rn+1|
∑
i
ti = 1 and ti ≥ 0 for all i}.
A ∆-complex structure on a space X is a collection of maps σι : ∆
n → X, with n depending on the index ι,
such that
(i) The restriction to the interior σι|∆˚n is injective, and each point of X is in exactly one such restriction.
(ii) Each restriction of σι to a face of ∆
n is one of the maps σα : ∆
n−1 → X, and this restriction preserves
the ordering of the vertices.
(iii) A set A ⊂ X is open if and only if σ−1ι (A) is open in ∆n for each σι.
A ∆-complex in which every map σι is injective is called a regular ∆-complex.
An n-simplex σ can be subdivided into (n + 1)! n-simplices via barycentric subdivision. Details of this
subdivision can be found in standard algebraic topology textbooks [?]. In particular, if τ is one of the
simplices in the barycentric subdivision of the n-simplex σ, then τ is an injection, the image of τ contains
at most one zero-simplex of ∆n, and the following composition holds:
στ : ∆n ↪→ ∆n → X
Lemma 3.3. The subdivision of any ∆-complex is a regular ∆-complex.
Proof. Let σ be a n-simplex of a ∆-complex on X. Let τ be a simplex in the barycentric subdivision of σ.
Then στ : ∆n ↪→ ∆n → X. Suppose that στ(x) = στ(y). We must show that x = y.
Note that both τ(x) and τ(y) must each lie in the interior of some, possibly non-proper, subface of ∆n.
So, for some non-negative integers m and k that are less than n, we know that τ(x) lies in the interior of
∆m and τ(y) lies in the interior of ∆k. Further, we know that both ∆m and ∆k are subfaces of ∆n.
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Figure 10: Subdivisions of a ∆-complex
Let σ′ and σ′′ be the restrictions of σ to ∆m and ∆k, respectively. Then
σ′τ(x) = στ(x) = στ(y) = σ′′τ(y).
By Condition (i) of Definition 3.2, we know that m = k. Thus σ′ = σ′′ as functions on ∆m. Further,
since τ is a simplex in the barycentric subdivision of σ we know that τ(x) and τ(y) lie in the interior of the
same m-subface of ∆n. Therefore, τ(x) and τ(y) both lie in the interior of ∆m. Since σ′τ(x) = σ′τ(y), by
Condition (i) of Definition 3.2, we know that τ(x) = τ(y), and since τ is injective, x = y.
The following corollary follows immediately from Lemma 3.3.
Corollary 3.4. If a space X has a model as a ∆-complex, then it has a model as a regular ∆-complex.
We wish to work with flag complexes. The following lemma, which we supply without proof, shows how
to construct a flag complex from a regular ∆-complex.
Lemma 3.5. The subdivision of any regular ∆-complex is a flag complex.
Note that regularity is necessary in Lemma 3.5. For example, the space with one 1-simplex whose
boundary points are identified is a ∆-complex, but not a regular ∆-complex. Subdividing this complex
once gives a regular ∆-complex that is not a flag complex. Subdividing the regular ∆-complex yields a flag
complex. Figure 3.3 gives a visualization of these subdivisions.
Lemma 3.5 and Lemma 3.3 together give the following corollary.
Corollary 3.6. If a space X has a model as a ∆-complex, then it has a model as a flag complex.
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3.4 An Upper Bound for m′(Sq2
i
, d)
The Steenrod squares, Sqj : H`(X;Z/w)→ H`+j(X;Z/2) are important examples of stable cohomology
operations. One important property of the Steendrod squares is that the operations Sq2
i
are indecomposable,
while all other Steenrod squares are decomposable. So, to understand the Steenrod squares, it is important
to understand the Sq2
i
. In this section, we shall prove an upper bound for m′(Sq2
i
, d).
We first note that Sq2
i
(x) = 0 whenever the degree of x is less than 2i. Thus, if ` < 2i, then Sq2
i
:
H`(X)→ H`+2i(X) will be trivial, no matter how many vertices are in X. In this case,
m′
(
Sq2
i
: H` → H`+2i , d
)
=∞.
We are interested in finding bounds m′(Sq2
i
, d) in the non-trivial case. It will suffice to consider
Sq2
i
: H2
i+n → H2i+1+n
for n ≥ 0.
Theorem 3.7. We have the following bound
m′(Sq2
i
: H2
i+n → H2i+1+n, d) ≤ 2n+ k2i,d,
where k2i,d := m
′(Sq2
i
: H2
i → H2i+1 , d).
Proof. Let X be a complex on k2i vertices that is Sq
2i-essential. The two point suspension of X is the
complex ΣX created by adding two vertices of x and y to X with edges between x and every vertex of X and
edges between y and every vertex of X, but no edge between x and y. Then ΣX is Sq2
i
-essential, because
Sq2
i
is a stable operation. The assertion now follows by induction on n.
We note here that it seems possible that the bound in Theorem 3.7 is sharp.
Next, let k2i,d = m
′(Sq2
i
: H2
i → H2i+1). We shall find bounds on k2i,d. Certainly RP2
i+1
is Sq2
i
-
essential. Thus, to find an upper bound on k2i , it suffices to construct a flag complex that is homotopic to
RP2
i+1
and count its vertices. In the following theorem, it is necessary that d be large enough so that our
constructed flag complex of RP2
i+1
is Rd-realizable.
Lemma 3.8. For a sufficiently large d, there is a flag complex representation of RP2
i+1
with 3
2i+1−1
2 vertices.
In particular, k2i,d ≤ 3
2i+1−1
2 .
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Proof. We shall construct a flag complex representation of RPk. Begin with Ok. By identifying opposite
simplices in the appropriate way, we create a regular ∆-complex representation of RPk. If we subdivide this
complex, by Lemma 3.5, we shall have a flag complex representation of RPk.
In order to count the number of vertices in this flag complex representation of RPk, we note first identifying
opposite simplices of Ok and then subdividing yields the exact same space as first subdividing Ok and then
identifying opposite simplices. It will be easier to count the number of vertices in this flag complex if we
subdivide Ok first.
By Lemma 3.1, the number of vertices in the subdivision of Ok is 3
k+1 − 1. Identifying opposite vertices
gives us a flag complex representation of RPk with 3
k+1−1
2 vertices. The Lemma follows by taking k =
2i+1.
3.5 Lower bounds on the number of vertices in RP2i+1
We should also like to find a lower bound on the number of vertices in a complex that is homotopic to
RP2
i+1
. Note here that we are no longer considering flag complexes. Our intuition suggests that this could
also be a lower bound on k2i,d. The methods we employ are the same as the methods used by Arnoux and
Marin [?] to find a lower bound on the number of vertices in a weak cohomology CPn.
Definition 3.9. A weak cohomology RPn is a pair (X,h) consisting of:
(1) a finite simplicial complex X.
(2) a cohomology class h in H1(X;Z/2Z) with hn 6= 0.
A full subcomplex is the higher-dimensional analog of an induced subgraph, which we defined in Definition
2.8. The full subcomplexes of a weak cohomology RPn will tell us how to find construct weak cohomology
RPn−1 subcomplexes.
Definition 3.10. A subcomplex ∆′ of ∆ is full whenever any simplex of ∆, all of whose vertices are in ∆′,
is included in ∆′.
For a complex ∆ and a vertex v of ∆, the star of v, denoted st∆(v), is the set of simplices of ∆ that have
a v as a vertex. Note that st∆(v) is not necessarily a simplicial complex. However, the smallest subcomplex
of ∆ that contains st∆(v) is a full subcomplex of ∆. The following lemma will help us find a lower bound
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for the number of vertices in a weak cohomology RPn.
Lemma 3.11. Let (X,h) be a weak cohomology RPn. Let Y be a full subcomplex of X on which h restricts
to the zero class. Let hY be the restriction of h to X − Y . Then (X − Y, hY ) is a weak cohomology RPn−1.
Proof. Recall that if two cohomology classes a and b of a space S restrict, respectively, to zero on the open
sets A and B, which together cover S, then the cup product a ∪ b is zero.
Note that X−Y and Y can be thickened to the open sets A and B, respectively, so that A is homotopic to
X−Y , Y is homotopic to B, and so that A and B form an open cover of X. Note that hn−1∪h = hn, which
is not zero, because X is a weak cohomology RPn. Since h restricts to the zero class on Y by assumption,
we know by the first sentence of this proof that the restriction hn−1Y cannot be zero on X − Y .
Theorem 3.12. A weak cohomology RPn has at least (n+1)(n+2)2 vertices.
Proof. Let (X,h) be a weak cohomology RPn with N vertices. Since hn is in Hn(X), we know that Hn(X)
must be non-trivial. So there must be an n-simplex in X. Let ∆ be a p-simplex of X with p ≥ n. Then it
is a contractable full subcomplex of X, and the previous lemma asserts that (X −∆, h∆) must be a weak
cohomology RPn−1. The theorem then follows by induction on N , because X−∆ has N−(p+1) ≤ N−(n+1)
vertices and
n+ 1 + (n− 1) + 1 + (n− 2) + 1 + · · ·+ 2 + 1 = (n+ 1)(n+ 2)
2
.
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CHAPTER 4 A RANDOM BOCKSTEIN OPERATOR
4.1 Introduction
Using the tools of algebraic topology to better understand a data set is a relatively new idea with
many applications. In Chapter 1, we reviewed the generalization of cluster analysis to persistent homology.
This technique provides more information on the shape of a data set than traditional cluster analysis by
considering the Betti numbers of topological spaces generated by data.
A natural question that arises is whether one can gather any additional information from a data set by
looking at operations on the cohomology of the topological space generated by that data set. We examined
some properties of cohomology operations on random spaces in Chapter 2. In this section we shall study an
algebraic version of a random cohomology operation.
In general, the Bockstein homomorphism is a connecting homomorphism of cohomology groups defined on
a chain complex. Ideally, we should consider the case of a chain complex of a randomly generated topological
space. Unfortunately, this problem is very difficult. The length of the chain complex, each Abelian group in
the complex, and each boundary map would all add complexity to this model. We shall therefore examine in
this chapter a simpler algebraic version of the above problem whose only degrees of freedom are determined
by a single boundary map.
Let V and W be free-modules with coefficients in Z/p2. We then have the following short exact sequences
0→ pV ↪→ V  V → 0 and 0→ pW ↪→W W → 0,
where V and W are the reductions of V and W modulo p. Given a map φ : V → W , define ψ from V to
W to be the map induced by φ. The Bockstein homomorphism induced by φ is then a map from kerψ to
cokerψ. We give the construction of the Bockstein homomorphism for this case in more detail in Section
4.4.
Since Bockstein homomorphisms are elements of hom(kerψ, cokerψ), it makes sense only to compare
Bocksteins induced by functions from V to W that are equal modulo p. A choice of random function
from V to W is the same as choosing a random m by n matrix. To this end, let φ be a matrix whose
entries are randomly taken independent and identically distributed from the discrete uniform distribution
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on {0, 1, 2, . . . , p2 − 1}. Let ψ be the reduction of φ modulo p. Let βφ be Bockstein homomorphism induced
by φ. Let γ be in hom(kerψ, cokerψ). We shall show that
P
(
βφ = γ
∣∣φ = ψ) = 1
pk(n−m+k)
.
In other words, we shall show that, given φ = ψ, the Bockstein homomorphisms are distributed uniformly.
4.2 Linear Algebra over Z/p2
Many of our calculations will be done over Z/p2-modules. This section reviews the theory of Z/p2-
modules over Z/p2. Some of the techniques used in this section work for modules over rings other than Z/p2,
but we shall not explore these ideas here.
Let R be a ring. Given an R-module M , we say that a subset E of M is a basis for M whenever E
generates M and E is linearly independent. This definition is equivalent to the condition that every x in M
can be written as a unique linear combination of elements of E with scalars in R. A module that has a basis
is called a free module.
Let p be prime, and let V and W be free Z/p2-modules. Define
V := V
⊗
Z/p2
Z/p and W := W
⊗
Z/p2
Z/p.
So V = V/pV and W = W/pW are the reductions of V and W mod p. Note that these are Z/p vector
spaces. For an element x ∈ V , we use x to denote its reduction modulo p. For an element y in V , we use
y˜ to denote a choice of representative in V of y, so that y˜ = y. Given a Z/p2-linear map φ : V → W , let φ
denote the induced function from V to W .
Lemma 4.1. Let V be a free Z/p2-module. Let p : V → V be multiplication by p. Then the kernel of p is
equal to the image of p.
Proof. Let {ei} be a basis for V . Let x be in ker p. Since {ei} is a basis, there are αi in Z/p2 such that
x =
∑
i αiei. Since x is in ker p we have px =
∑
i pαi · ei = 0. By the independence of the ei, we have
pαi = 0 for each i. Thus αi = pβi for some βi ∈ Z/p2. Then p(
∑
i βiei) =
∑
i αiei = x. So that x is in the
image of p.
Next, assume that y is in the image of p. Then there exists a z ∈ V with pz = y. So py = p2z = 0. So y
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is in the kernel of p.
We know that pV and V are isomorphic as Z/p-vector spaces, because they both have the same dimension.
The following lemma gives an explicit isomorphism between these two spaces.
Lemma 4.2. The map f : pV → V defined by px 7→ x is a Z/p-linear isomorphism.
Proof. We show that both f and its inverse mapping g, which maps x in V to px in pV , are well-defined.
To show that f is well-defined, assume that px = py for some x and y in V . Then px− py = p(x− y) = 0.
So x− y = pz for some z ∈ V by Lemma 4.1. Note that
x− y = x− y = pz = 0,
so that f is well-defined.
For the inverse mapping g, suppose x = y. Then x− y = 0. So by Lemma 4.1, x − y = pz for some
z ∈ V . We have
px− py = p(x− y) = p2z = 0.
So g is well-defined. By inspection we see that both f and g are Z/p-linear functions, and so the proof is
complete.
The main proposition of this section shows that any lift of a basis of V is a basis of V . Such bases will be
useful for constructing linear maps out of V . That is, if one defines any basis of V , then this map extends
linearly to all of V .
Proposition 4.3. Let {ei} be a basis for V . For each ei, let e˜i in V be any lift of ei. Then {e˜i} is a basis
for V .
Proof. We first show that the set {e˜i} is linearly independent. Suppose αi ∈ Z/p2 with
∑
i
αie˜i = 0. (2)
Projecting to V we obtain
∑
i αiei = 0. Since {ei} is a basis for V , we must have that αi = 0 for every i.
So each αi = pβi for some βi in Z/p2. Thus, (2) gives that
∑
i βi · pe˜i = 0 in pV . Under the isomorphism
given in Lemma 4.2, we have
∑
i βiei = 0 in V . Since the set {ei} is linearly independent, each βi = 0, so
each βi = pγi for some γi in Z/p2. This gives that each αi = pβi = p2γi = 0. So the set {e˜i} is linearly
independent.
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We next show that {e˜i} spans V . Let x ∈ V . Since the set {ei} is a basis for V , there are αi ∈ Z/p2 such
that
∑
i αiei = x. So for some y ∈ V ,
x = py +
∑
i
αie˜i. (3)
Under the isomorphism given in Lemma 4.2, the element py in pV is mapped to y in V . Since the ei
form a basis for V , there exist βi in Z/p2 such that
∑
i βiei = y. Thus pz +
∑
i βie˜i = y for some z ∈ V .
Substituting this into (2) gives
x = p
(
pz +
∑
βie˜i
)
+
∑
i
αie˜i.
Simplifying gives x =
∑
i(αi − pβi)e˜i, so that x is in the span of {e˜i}, as desired.
For the map ψ with domain V and target W , recall that cokerψ is defined as the quotient W/ψ(V ). Our
next lemma shows that we may regard the Bockstein homomorphism as a map β : kerψ → cokerψ. The
techniques used in the proof are similar to the techniques used in Lemma 4.2.
Lemma 4.4. The map f from pW/φ(pV ) to cokerψ defined by
f : pw + φ(pV )→ w + ψ(V )
is an isomorphism.
Proof. We must show that f and its inverse mapping g are well-defined.
To show that f is well-defined, suppose pw + φ(pV ) = pw′ + φ(pV ) in pW/φ(pV ). We must show that
w − w′ is in ψ(V ). We have that p(w − w′) ∈ φ(pV ). Thus p(w − w′) = pφ(v) for some v ∈ V . By Lemma
4.1, we have w − w′ − φ(v) = py. Thus w − w′ = φ(v) = ψ(v). So w − w′ is in ψ(V ), and this shows that f
is well-defined.
We next want to show that the inverse mapping g is well-defined. Suppose that w + ψ(V ) = w′ + ψ(V ).
We must show that pw + φ(pV ) = pw′ + φ(pV ).Since w − w′ + φ(V ) = 0 + φ(V ), there exists a v ∈ V with
w − w′ = φ(v). Thus w − w′ − φ(v) = px for some x, which, by Lemma 4.1 gives p[w − w′ − pφ(v)] = 0. So
pw + φ(pV ) = pw′ + φ(pV ). By inspection, f and g are both linear, and the proof is complete.
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4.3 Spaces of Linear Maps
We should like to further investigate the connection between a map ψ : V → W and the Bockstein
homomorphisms induced by a map φ : V →W such that φ = ψ. For this section, we shall treat ψ as a fixed
Z/p-linear map from V to W .
Definition 4.5. Let V and W be Z/p2-modules. Let V and W be the reductions of V and W modulo p.
Let ψ be a fixed Z/p-linear map from V to W . Define Lψ to be the collection of all maps from V to W
whose reduction modulo p is ψ.
It will also be useful in this section to define a basis for V , which will lift to a basis for V .
Definition 4.6. Let V , V , and ψ be as in Definition 4.5. Let {ei}∪{fj} be a basis for V such that {ei} is a
basis for the subspace kerψ of V . For each i, let e˜i in V be a lift of ei. For each j let f˜j in V be a lift of fj .
By Proposition 4.3, {e˜i} ∪ {f˜j} is a basis for V . If the map ψ : V → W is not the zero map, then we
know that Lψ is not a vector space, for in this case, 0 is not in Lψ. This fact, along with the next lemma,
gives that Lψ is a vector space if and only if ψ is the zero map.
Lemma 4.7. The space L0 with pointwise addition and Z/p scalar multiplication defined by
α · φ := α · φ,
where α is in Z/p2 and φ is in L0, is a Z/p-vector space. In particular, if V has dimension n and W has
dimension m, then L0 is a Z/p-vector space of dimension m · n.
Proof. We shall only show that this scalar multiplication is well-defined, as the other parts of the proof are
straightforward. Let α1 and α2 be in Z/p2 with α1 = α2. Let φ be in L0 and let v ∈ V . Then α1 −α2 = pβ
for some β in Z/p2 and φ(v) = pw for some w in W , because φ = 0. So we have
α1 · φ(v)− α2 · φ(v) = α1φ(v)− α2φ(v)
= (α1 − α2)φ(v)
= (pβ)(pw)
= p2βw
= 0,
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which shows that this scalar multiplication in Z/p2 is well-defined.
Let φ0 be any element of Lψ. Then φ0 + L0 = Lψ, so we may regard Lψ as a coset of L0. It will be
useful however to choose a particular φ0 ∈ Lψ whenever we wish to regard Lψ as a coset of L0. For this, we
need only define φ0 on the basis {e˜i} ∪ {f˜j} given in Definition 4.6.
Remark 4.8. When we regard Lψ as a coset, we shall choose φ0 such that φ0(e˜i) = 0 for all i and φ0(f˜j)
be any value whose reduction modulo p is ψ(fj).
We are now ready to count the number of elements in Lψ.
Lemma 4.9. For any ψ : V →W , the set Lψ has pmn elements.
Proof. Lemma 4.7 tells us that L0 is a Z/p-vector space, but by definition, L0 also is a Z/p2-submodule of
Hom(V,W ). When we regard Lψ as φ0 + Lψ, where φ0 is as defined in Remark 4.8, this addition occurs in
a Z/p2-submodule. So, while Lψ is not a translate of L0 as a Z/p-vector space, we still know that Lψ has
the same number of elements as L0. This information, along with Lemma 4.7, completes the proof.
4.4 The Bockstein Homomorphism
What follows is a short review of the Bockstein homomorphism in the context that is relevant for our
study of cohomology operations with randomness. Several references cover the Bockstein homomorphism
and cohomology operations in more generality. See, for example, [?].
As in Section 4.2, let V and W be Z/p2 free-modules with coefficients in Z/p2. We have the following
short exact sequences:
0→ pV ↪→ V  V → 0 and 0→ pW ↪→W W → 0,
where V and W are the reductions of V and W mod p.
Consider a Z/p2-linear map φ from V to W . Let ψ be the map from V to W induced by φ. Then
the Snake Lemma [?] defines a map β with domain kerψ and target pW/φ(pV ). The following diagram
illustrates the Snake Lemma.
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Kerψ
pV V V
pW W W
pW/φ(pV )
β φ ψ
More precisely, for v ∈ kerψ, choose any representative v ∈ V of v. Since the squares in the above diagram
commute, we have φ(v) = ψ(v) = 0. So φ(v) = pw for some w ∈ W . Define the Bockstein homomorphism
β from kerψ to pW/φ(pV ) by
β(v) := pw + φ(pV ).
The following diagram shows the process described above.
v v
pw pw = φ(v)
pw + φ(pV )
φ
By construction, the target of β is pW/φ(pV ). However, by Lemma 4.4, we know that pW/φ(pV ) is
isomorphic to cokerψ. So henceforth we shall regard β as a map into cokerψ.
Remark 4.10. We note here that if one regards an arbitrary chain complex, the map β is often called a
connecting homomorphism. When the chain complex is generated by a topological space, the map β is called
the Bockstein homomorphism. If we regard φ as the map between V and W in the following chain complex
· · · 0 V W 0 · · · ,φ
and consider the reduced chain complex
· · · 0 V W 0 · · · ,ψ
then the only possible non-trivial homology groups of this chain complex are kerψ and cokerψ. Although we
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are in a strictly algebraic setting, we shall continue to refer to the map β as the Bockstein homomorphism
between kerψ and cokerψ.
Remark 4.11. The Bockstein homomorphism is often constructed in the case where V and W are Z-
modules. In this case, first reduce V and W to Z/p2 modules, and then apply the above construction.
In this section we have described how to every φ ∈ Lψ, there is a unique Bockstein homomorphism
βφ : kerψ → cokerψ. This fact defines the following map.
Definition 4.12. Define Γ to be the map from Lψ to Hom(kerψ, cokerψ) that sends φ in Lψ to the unique
Bockstein homomorphism βφ in Hom(kerψ, cokerψ) that is given by φ.
Composing Γ with addition by φ0 gives a well defined set map B with domain L0 and target
Hom(kerψ, cokerψ).
This is shown in the following diagram.
L0 Lψ Hom(kerψ, cokerψ)
+φ0
B
Γ
We should like to examine the properties of this map. The map from L0 to Lψ given by adding φ0 is a
bijection. The next lemma shows that the map Γ is onto, which shows that B is also onto. In particular,
every Z/p linear map from the kernel of ψ to the cokernel of ψ is the Bockstein homomorphism of some
φ : V →W that induces ψ.
Lemma 4.13. The map Γ from Lψ to Hom(kerψ, cokerψ) is onto.
Proof. Let β ∈ Hom(kerψ, cokerψ). We must find a φ ∈ Lψ such that the Bockstein homomorphism of φ
is β. Let {ei} ∪ {fj} and {e˜i} ∪ {f˜j} be bases of V and V as defined in Definition 4.6. We shall define φ
on the basis for V and then extend linearly to define φ on all of V . We must then show that the Bockstein
homomorphism βφ of φ is equal to β.
For each i, we know that ei is in the domain of β. So β(ei) = wi + ψ(V ) for some wi in W . Define
φ(e˜i) = pwi. Define φ(f˜j) to be any value in W whose reduction modulo p is ψ(fj). Then φ(ei) = pwi =
0 = ψ(ei) and φ(f˜j) = ψ(fj). This shows that φ = ψ. In particular φ is in Lψ.
By construction, βφ(ei) = wi +ψ(V ) = β(ei). Since βφ is equal to β on the basis of kerψ, they are equal
as Z/p-linear functions.
36
Lemma 4.14. The map B is a Z/p-linear map.
Proof. Let φ and φ′ be in L0. We must show that Γ(φ + φ′ + φ0) = Γ(φ + φ0) + Γ(φ′ + φ0), for φ0 ∈ Lψ
described in Remark 4.8. So, for a basis {ei} of kerψ, it suffices to show that
Γ(φ+ φ′ + φ0)(ei) = Γ(φ+ φ0)(ei) + Γ(φ′ + pi0)(ei)
Let e˜i be any lift of ei. Then φ0(e˜i) = 0 by construction. Also,
(φ+ φ′)(e˜i) = φ(e˜i) + φ′(e˜i) = 0, (4)
and
φ(e˜i) = φ′(e˜i) = 0, (5)
because φ and φ′ are in L0. Thus there are wi and w′i in W with φ(e˜i) = pw and φ
′(e˜i) = pw′. Thus by (5)
we know that
Γ(φ+ φ0)(ei) + Γ(φ
′ + φ0)(ei) =
(
wi + ψ(V )
)
+
(
w′i + ψ(V )
)
= wi + w′i + ψ(V ).
Equations (4) and (5) together give that
Γ(φ+ φ′ + φ0)(ei) = wi + w′i + ψ(V ).
So Γ(φ+ φ′ + φ0)(ei) = Γ(φ+ φ0)(ei) + Γ(φ′ + φ0)(ei), as desired.
4.5 Counting
Let V and W be Z/p2-modules of dimensions n and m respectively. In Section 4.3 we defined Lψ as
the collection of all maps from V to W whose reduction modulo p is ψ. We then found that Lψ has p
m·n
elements. We should next like to answer the following question: Given a Bockstein homomorphism β, which
is in hom(kerψ cokerψ), how many φ in Lψ have β as their Bockstein homomorphisms? To answer this
question, we shall first look at the size of Γ−1(β).
Lemma 4.15. Let k := dim(kerψ). Then the space Γ−1(β) has p(m+k)(n−k) elements.
Proof. Since translation by the φ0 given in Remark 4.8 is a bijection, we know that B
−1(β) has the same
size as Γ−1(β). Since B is a linear map, we also know that B−1(0) has the same size as B−1(β). Thus
Γ−1(β) has the same size as B−1(0), so we shall find the size of B−1(0).
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Since V and W have dimension n and m respectively, we know by Proposition 4.3 that V and W also
have dimensions n and m respectively. Recall that cokerψ is defined as W/ψ(V ). Let k := ker(ψ). Since ψ
is a Z/p-linear map, by the Rank-Nullity Theorem, we have that n = k+dim(ψ(V )). So dim(ψ(V )) = n−k.
Thus dim(coker(ψ)) = m− (n− k). From this, we have that the number of elements in B−1(0) is
pmn−k(m−n+k) = p(m+k)(n−k).
We now come to our main result. Recall that a choice of random function from V to W is the same as
choosing a random m by n matrix.
Theorem 4.16. Let φ be an m by n matrix whose entries are chosen i.i.d. from the discrete uniform
distribution on {0, 1, 2, . . . , p2 − 1}. Let ψ = φ. Let βφ be the Bockstein homomorphism defined by φ as in
Definition 4.12. Note that βφ is a random variable. Let β be in hom(kerψ, cokerψ. Then
P
(
βφ = β
∣∣φ = ψ) = 1
pk(m−n+k)
.
Proof. We know from Remark 4.9 that Lψ has p
mn elements. By Lemma 4.13, we know that Γ is onto, and
by Lemma 4.15, we know that the size of hom(kerψ, cokerψ) is pmn−k(m−n+k).
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Topology has recently received more attention from statisticians as some its tools have been applied
to understanding the shape of data. In particular, a data set can generate a topological space, and this
space’s topological structure can give us insight into some properties of the data. This framework has
made it necessary to study random spaces generated by data. For example, without an understanding of
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