A survey on Semi-, Self- and Unsupervised Learning for Image
  Classification by Schmarje, Lars et al.
A Survey on Semi-, Self- and Unsupervised Learning in Image Classification
Lars Schmarje∗, Monty Santarossa, Simon-Martin Schro¨der, Reinhard Koch
Multimedia Information Processing Group, Kiel University, Germany
{las,msa,sms,rk}@informatik.uni-kiel.de
Abstract
While deep learning strategies achieve outstanding
results in computer vision tasks, one issue remains:
The current strategies rely heavily on a huge amount
of labeled data. In many real-world problems, it is
not feasible to create such an amount of labeled train-
ing data. Therefore, it is common to incorporate un-
labeled data into the training process to reach equal
results with fewer labels. Due to a lot of concurrent
research, it is difficult to keep track of recent develop-
ments. In this survey, we provide an overview of often
used ideas and methods in image classification with
fewer labels. We compare 25 methods. In our anal-
ysis, we identify three major trends. 1. State-of-the-
art methods are scaleable to real-world applications
based on their accuracy. 2. The degree of supervision
which is needed to achieve comparable results to the
usage of all labels is decreasing. 3. All methods share
common ideas while only a few methods combine these
ideas to achieve better performance. Based on all of
these three trends we discover future research oppor-
tunities.
1. Introduction
Deep learning strategies achieve outstanding suc-
cesses in computer vision tasks. They reach the best
performance in a diverse range of tasks such as image
classification, object detection or semantic segmenta-
tion.
The quality of a deep neural network is strongly
influenced by the number of labeled/supervised im-
ages. ImageNet [29] is a huge labeled dataset with
over one million images which allows the training of
∗Corresponding author
Figure 1: This image illustrates and simplifies the ben-
efit of using unlabeled data during deep learning train-
ing. The red and dark blue circles represent labeled
data points of different classes. The light grey cir-
cles represent unlabeled data points. If we have only
a small number of labeled samples available we can
only make assumptions (dotted line) over the underly-
ing true distribution (solid line). This true distribution
can only be determined if we also consider the unla-
beled data points and clarify the decision boundary.
networks with impressive performance. Recent re-
search shows that even larger datasets than ImageNet
can improve these results [35]. However, in many
real-world applications it is not possible to create la-
beled datasets with millions of images. A common
strategy for dealing with this problem is transfer learn-
ing. This strategy improves results even on small and
specialized datasets like medical imaging [44]. While
this might be a practical workaround for some appli-
cations, the fundamental issue remains: Unlike hu-
mans, supervised learning needs enormous amounts of
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labeled data.
For a given problem we often have access to a large
dataset of unlabeled data. Xie et al. were among the
first to investigate unsupervised deep learning strate-
gies to leverage this data [53]. Since then, the usage of
unlabeled data has been researched in numerous ways
and has created research fields like semi-supervised,
self-supervised, weakly-supervised or metric learning
[26]. The idea that unifies these approaches is that us-
ing unlabeled data is beneficial during the training pro-
cess (see Figure 1 for an illustration). It either makes
the training with fewer labels more robust or in some
rare cases even surpasses the supervised cases [24].
Due to this benefit, many researchers and compa-
nies work in the field of semi-, self- and unsupervised
learning. The main goal is to close the gap between
semi-supervised and supervised learning or even sur-
pass these results. Considering presented methods like
[58, 54] we believe that research is at the breaking
point of achieving this goal. Hence, there is a lot of
research ongoing in this field. This survey provides an
overview to keep track of the major and recent devel-
opments in semi-, self- and unsupervised learning.
Most investigated research topics share a variety of
common ideas while differing in goal, application con-
texts and implementation details. This survey gives an
overview of this wide range of research topics. The fo-
cus of this survey is on describing the similarities and
differences between the methods.
While we look at a broad range of learning strate-
gies, we compare these methods only based on the im-
age classification task. The addressed audience of this
survey consists of deep learning researchers or inter-
ested people with comparable preliminary knowledge
who want to keep track of recent developments in the
field of semi-, self- and unsupervised learning.
1.1. Related Work
In this subsection, we give a quick overview of pre-
vious works and reference topics we will not address
further to maintain the focus of this survey.
The research of semi- and unsupervised techniques
in computer vision has a long history. A variety of
research and even surveys have been published on
this topic. Unsupervised cluster algorithms were re-
searched before the breakthrough of deep learning
and are still widely used [34]. There are already ex-
tensive surveys that describe unsupervised and semi-
supervised strategies without deep learning [56, 62].
We will focus only on techniques including deep neu-
ral networks.
Many newer surveys focus only on self-, semi- or
unsupervised learning [37, 25, 49]. Min et al. wrote
an overview of unsupervised deep learning strategies
[37]. They presented the beginning in this field of re-
search from a network architecture perspective. The
authors looked at a broad range of architectures. We
focus ourselves on only one architecture which Min
et al. refer to as ”Clustering deep neural network
(CDNN)-based deep clustering” [37]. Even though the
work was published in 2018, it already misses the re-
cent development in deep learning of the last years.
We look at these more recent developments and show
the connections to other research fields that Min et al.
did not include.
Van Engelen and Hoos give a broad overview
of general and recent semi-supervised methods [49].
While they cover some recent developments, the
newest deep learning strategies are not covered. Fur-
thermore, the authors do not explicitly compare the
presented methods based on their structure or perfor-
mance.
Jing and Tian concentrated their survey on recent
developments in self-supervised learning [25]. Like
us, the authors provide a performance comparison and
a taxonomy. They do not compare the methods based
on their underlying ideas. Jing and Tian look at differ-
ent tasks apart from classification but ignore semi- and
unsupervised methods.
Qi and Luo are one of the few who look at self-,
semi- and unsupervised learning in one survey [42].
However, they look at the different learning strategies
separately and give comparisons only inside the re-
spective learning strategy. We show that bridging these
gaps leads to new insights, improved performance and
future research approaches.
Some surveys focus not on the general overviews
about semi-, self- and unsupervised learning but on
special details. In their survey Cheplygina et al.
present a variety of methods in the context of med-
ical image analysis [9]. They include deep learning
and older machine learning approaches but look at dif-
ferent strategies from a medical perspective. Mey and
Loog focused on the underlying theoretical assump-
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tions in semi-supervised learning [36]. We keep our
survey limited to general image classification tasks and
focus on their practical application.
Keeping the above-mentioned limitations in mind
the topic of self-, semi- and unsupervised learning still
includes a broad range of research fields. In this sur-
vey, we will focus on deep learning approaches for
image classification. We will investigate the different
learning strategies with a spotlight on loss functions.
Therefore, topics like metric learning [26] and general
adversarial networks will be excluded. Also, other ap-
plications like semantic segmentation [24] or other im-
age sources like videos or sketches [55] are excluded.
1.2. Approach
The rest of the paper is structured in the following
way. We will summarize common ideas that reappear
in a broad range of methods. Furthermore, we will de-
fine three different training strategies to separate and
structure the presented methods. All methods are pre-
sented with a short description and a reference to the
common ideas. We compare these methods regarding
their common ideas and performance. Based on this
comparison we will discuss what trends and research
opportunities arise.
2. Underlying Concepts
Throughout this survey, we use the terms training
strategy, common idea and method in a specific mean-
ing. The training strategy is the general type/approach
of an algorithm. For further details see subsection 2.2.
We call each algorithm proposed in a paper method.
All methods are described in section 3. A method fol-
lows a training strategy and is based on several com-
mon ideas. We use the term common idea, or in short
idea, for concepts and approaches that are shared be-
tween different methods. See subsection 2.1 for fur-
ther information.
In the rest of this chapter, we will use a shared def-
inition for the following variables. We define Xl and
Xu as arbitrary sets of labeled and unlabeled images,
respectively. For an image x ∈ Xl the corresponding
label is defined as zx ∈ Z. All images form the set
X = Xl ∪Xu. Let C be the number of classes for
the labels Z. For a given neural network f and input
x ∈ X the output of the neural network is f(x). For
the below-defined formulations, f is an arbitrary net-
work with arbitrary weights and parameters.
2.1. Common ideas
Different common ideas are used to train models
in semi-, self- and unsupervised learning. In this sec-
tion, we present a selection of these ideas that are used
across multiple methods in the literature.
It is important to notice that our usage of common
ideas is fuzzy and incomplete by definition. A com-
mon idea should not be an identical implementation
or approximation but the underlying motivation. This
fuzziness is needed for two reasons. Firstly, a compar-
ison would not be possible due to so many small dif-
ferences in the exact implementations. Secondly, they
allow us to abstract some core elements of a method
and therefore similarities can be detected. Also, not
all details, concepts and motivations are captured by
common ideas. As the name says only common usage
qualifies an idea to be considered in this survey. We
will limit ourselves to the common ideas described be-
low due to the fact that new common ideas will arise,
old ones will disappear and focus will shift to other
ideas.
We sorted the ideas in alphabetical order. Since
ideas might reference each other, you may have to
jump to the corresponding entry if you would like to
know more.
Cross-entropy (CE)
A common loss function for image classification is
cross-entropy. It is commonly used to measure the dif-
ference between f(x) and the corresponding label zx
for a given x ∈ Xl.
CE(f(x), z) =
C∑
c=1
Pf(x)(c)log(Pz(c))
= H(Pz) +KL(Pz|Pf(x))
(1)
P is a probability distribution over all classes. H
is the entropy of a probability distribution and KL is
the Kullback-Leibler divergence. The distribution P
can be approximated with the output of the neural net-
work f(x) or the given label z. It is important to note
that cross-entropy is the sum of entropy over z and a
Kullback-Leibler divergence between f(x) and z. In
general, the entropy H(Pz) is zero due to the one-hot
encoded label z.
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Entropy Minimization (EntMin)
Grandvalet and Bengio proposed to sharpen the output
predictions in semi-supervised learning by minimizing
entropy [18]. They minimized the entropy H(Pf(x))
for all probability distributions Pf(x) based on a cer-
tain neural output f(x) for an image x ∈ X . This
minimization only sharpens the predictions of a neural
network and cannot be used on its own. If it would be
used as a loss the predictions would degenerate.
Fine-tuning
Fine-tuning describes the improvement of a pretrained
network on new or different labels. A pretrained net-
work is a network in which the randomly initialized
weights were already trained in some way. This train-
ing could be achieved for example in a supervised way
on a different, large and generic dataset like ImageNet
[29] or in an unsupervised way with a pretext task.
A great variety of papers have shown that this knowl-
edge transfer can benefit the generalisability and per-
formance [44]. We distinguish between CE and fine-
tuning to show the difference in using CE with other
losses in one training stage or solely after a previous
training stage.
Kullback-Leibler divergence (KL)
The Kullback-Leiber divergence is also commonly
used in image classification due to the fact that it can
be interpreted as a part of cross-entropy. In general,
KL measures the difference between two given distri-
butions and is therefore often used to define an aux-
iliary loss between the output for an image x ∈ X
and a given discrete probability distribution P over the
classes C.
KL(f(x), P ) =
C∑
c=1
Pf(x)(c)log(
Pf(x)(c)
P (c)
) (2)
Mean Squared Error (MSE)
A distance measure between two neural network out-
puts f(x), f(y) for images x, y ∈ X is MSE. Instead
of measuring the difference based on probability the-
ory it uses the euclidean distance of the output vectors
MSE(f(x), f(y)) = ||f(x)− f(y)||22 (3)
The minimization of this measure can contract two
outputs to each other. This distance measure can also
be used on any intermediate output (feature space) of
f(x) and f(y).
Mixup
Mixup creates convex combinations of images by
blending them into each other. An illustration of the
concept is given in Figure 2. The prediction of the
convex combination of the corresponding labels turned
out to be beneficial for supervised learning in general
[59].
Figure 2: Illustration of mixup – The images of a cat
and a dog are combined with a parametrized blending.
The labels are also combined with the same parameter-
ization. The shown images are taken from the dataset
STL-10 [10]
Mutual Information (MI)
MI is defined for two probability distributions as the
Kullback Leiber (KL) divergence between the joint
distribution and the marginal distributions [11]. The
loss function of several methods [22, 24, 2] is mainly
motivated by this in contrast to CE. It is important to
notice that the concrete usage of mutual information
is different between these methods due to calculation
issues. MI is not always easily calculable and different
approximations have to be used. For further theoreti-
cal insights and one approximation see [3]. We sketch
one example usage for images x, y ∈ X and the corre-
sponding probability distributions Pf(x), Pf(y) to illus-
trate the benefits of MI. We can maximize the mutual
information by minimizing the following:
−I(Pf(x), Pf(y)) = −KL(P(f(x),f(y))|Pf(x) ∗ Pf(y))
= −H(Pf(x)) +H(Pf(x)|Pf(y))
(4)
An alternative representation of mutual information is
the separation in entropyH(Pf(x)) and conditional en-
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tropy H(Pf(x)|Pf(y)).
Ji et al. describe the benefits of using MI over CE in
unsupervised cases [24]. One major benefit is the in-
herent property to avoid degeneration due to the sepa-
ration in entropy and conditional entropy. MI balances
the effects of maximizing the entropy with an uniform
distribution for Pf(x) and minimizing the conditional
entropy by equalizing Pf(x) and Pf(y). Both cases lead
on their own to a degeneration of a neural network.
Overclustering
Normally, if we have k classes in the supervised case
we also use k clusters in the unsupervised case. Re-
search showed that it can be beneficial to use more
clusters than actual classes k exist [6, 24]. We call
this idea overclustering.
Overclustering can be beneficial in semi-supervised
or unsupervised cases due to the effect that neural
networks can decide ’on their own’ how to split the
data. This separation can be helpful in noisy data or
with intermediate classes that were sorted into adja-
cent classes randomly.
Pretext Task
A pretext task is a broad-ranged description of training
a neural network on a different task before training on
the actual task. No labels are used or the pretext task
itself generates auxiliary target information for train-
ing. This task can be for example predicting the rota-
tion of an image [17] or solving a jigsaw puzzle [39].
These pretext tasks are often used to learn representa-
tions. A small trained network is then fine-tuned based
on these representations. In a semi-supervised context,
some methods use this pretext task to define an addi-
tional loss during training [4].
Pseudo-Labels
A simple approach for estimating labels of unknown
data is using Pseudo-Labels [32]. Lee proposed to
classify unseen data with a neural network and use
the predictions as labels. What sounds at first like
a self-fulfilling assumption works reasonably well in
real-world image classification tasks. Several modern
methods are based on the same core idea of creating
labels by predicting them on their own [46, 5].
Figure 3: Illustration of the VAT concept - The blue
and red circles represent two different classes. The line
is the decision boundary between these classes. The 
spheres around the circles define the area of possible
transformations. The arrows represent the adversarial
change r which push the decision boundary away from
any data point.
Virtual Adversarial Training (VAT)
VAT [38] tries to make predictions invariant to small
transformations by minimizing the distance between
an image and a transformed version of the image.
Miyato et al. showed how a transformation can be
chosen and approximated in an adversarial way. This
adversarial transformation maximizes the distance be-
tween an image and a transformed version of it over
all possible transformations. Figure 3 illustrates the
concept of VAT. The loss is defined as
V AT (f(x)) = D(Pf(x), Pf(x+radv))
radv = argmaxr;||r||≤D(Pf(x), Pf(x+r))
(5)
In this equation, x is an image out of the datasetX and
f(x) is the output for a given neural network. P is the
probability distribution over these outputs and D is a
non-negative function that measures the distance. Two
examples of used distance measures are cross-entropy
[38] and Kullback-Leiber divergence [58].
2.2. Training strategies
Terms like supervised, semi-supervised and self-
supervised are often used in literature. A precise def-
inition that clearly separates semi-, self- and unsuper-
vised is rarely given. In most cases a rough consen-
sus about the meaning is sufficient but we noticed a
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(a) Supervised (b) One-Stage-Semi-Supervised (c) One-Stage-Unsupervised (d) Multi-Stage-Semi-Supervised
Figure 4: Illustrations of supervised learning and the three presented reduced training strategies - The red and dark
blue circles represent labeled data points of different classes. The light grey circles represent unlabeled data points.
The black lines define the underlying decision boundaries between the classes. The striped circles represent data
points that ignore and use the label information at different stages of the training process.
high variety of definitions in borderline cases. Even if
precise and well structure taxonomies are given [42],
future research comes up with new combinations that
were not thought of before. We consider it impossible
to create the perfect taxonomy which can include all
future approaches.
Nevertheless, we need to structure the methods in
some way to keep an overview, allow comparison and
acknowledge the difference of research foci. There-
fore, we call all semi-, self- and unsupervised (learn-
ing) strategies together reduced supervised (learning)
strategies. We separate and compare the methods us-
ing the above mentioned common ideas and a simple
separation based on the stages during training.
We classify approaches with reduced supervi-
sion into One-Stage-Semi-Supervised, One-Stage-
Unsupervised, Multi-Stage-Semi-Supervised. In the
following paragraphs, we will define and describe each
training strategy. Moreover, we will shortly cover the
common supervised learning strategy. We will also
mention what kind of reduced learning strategies are
common for these training strategies to give a better
understanding. Figure 4 illustrates the supervised and
the three presented reduced supervised strategies.
We will see later in subsection 4.3 that this separa-
tion leads to a clear clustering of the methods regard-
ing the common ideas. This clustering shows the ben-
efit of the below-defined training strategies further.
2.2.1 Supervised Learning
Supervised learning is the most common strategy in
image classification with deep neural networks. Only
the labeled data Xl and its corresponding labels Z are
used. The goal is to minimize a loss function between
the output of the network f(x) and the expected label
zx ∈ Z for all x ∈ Xl. We do not distinguish this
learning strategy by the number of training stages in
comparison to the following training strategies.
2.2.2 One-Stage-Semi-Supervised Training
All methods which follow the one-stage-semi-
supervised training strategy are trained in one training
procedure with the usage of Xl, Xu and Z. For sim-
plicity, we treat pretraining a network for example on
ImageNet as weight initialization instead of counting
it as a separate stage. Due to this the main difference
to many supervised learning strategies is the usage of
the additional unlabeled data Xu. A common way to
integrate the unlabeled data is to add one or many un-
supervised losses to the supervised loss. Many authors
call their methods therefore semi-supervised.
2.2.3 One-Stage-Unsupervised Training
All methods which follow the one-stage-unsupervised
training strategy are trained in one training procedure
with the usage of only the unlabeled samples Xu.
Therefore, many authors in this training strategy call
their method unsupervised. A variety of loss func-
tions exist for unsupervised learning [7, 24, 53]. In
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most cases, the problem is rephrased in such a way
that all inputs for the loss can be generated, e.g. re-
construction loss in autoencoders [53]. Due to this
self-supervision, some call these methods also self-
supervised. We want to point out one major differ-
ence to many self-supervised methods following the
multi-stage-semi-supervised training strategy below.
One-Stage-Unsupervised methods give image classi-
fications without any further usage of labeled data.
2.2.4 Multi-Stage-Semi-Supervised Training
All methods which follow the multi-stage-semi-
supervised training strategy are trained in at least two
training procedures with the usage of Xl, Xu and the
corresponding labels Z. Many methods that are called
self-supervised by their authors fall into this strategy.
Commonly a pretext task is used to learn represen-
tations on unlabeled data Xu. In the second stage,
these representations are fine-tuned to image classifi-
cation on Xl. There are a variety of multi-stage-semi-
supervised methods that have more than two stages or
use the different datasets in a mixed way. An important
difference to a one-stage method is that these methods
return useable classifications only after an additional
training stage.
3. Methods
In the following, we give a short overview of all
methods in this survey in alphabetical order and sep-
arated by their training strategy. Since they may ref-
erence each other, you may have to jump to the corre-
sponding entry if you would like to know more. This
list does not claim to be complete. We included meth-
ods that were referenced often in related work, which
are comparable to the other methods and which are
complementary to the presented methods.
3.1. One-Stage-Semi-Supervised
Ensemple AutoEndocing Transformation (EnAET)
EnAET [51] combines the self-supervised pretext task
AutoEncoding Transformations [60] with MixMatch
[5]. Wang et al. use spatial transformations, such
as translations and rotations, and non-spatial transfor-
mations, such as color distortions, on input images.
The transformations are estimated with the original
and augmented image given in contrast to other pre-
text tasks where the estimation is often based on only
the augmented image. The loss is used together with
the loss of MixMatch and is extended with the Kull-
back Leiber divergence between the predictions of the
original and the augmented image.
Interpolation Consistency Traning (ICT)
ICT [50] uses linear interpolations of unlabeled data
points to regularize the consistency. Verma et al. use
a combination of supervised cross-entropy and an un-
supervised loss. The unsupervised loss is MSE be-
tween the prediction for the interpolation of two im-
ages and the interpolation of their Pseudo-Labels. The
interpolation is generated with the mixup [59] algo-
rithm from two unlabeled data points. For these unla-
beled data points, the Pseudo-Labels are predicted by
a Mean Teacher [46] network.
Fast-Stochastic Weight Averaging (fast-SWA)
In contrast to other semi-supervised methods Athi-
waratkun et al. do not change the loss but the opti-
mization algorithm [1]. They analyzed the learning
process based on ideas and concepts of SWA [23], pi-
model [31] and Mean Teacher [46]. Athiwaratkun et
al. show that averaging and cycling learning rates are
beneficial in semi-supervised learning by stabilizing
the training. They call their improved version of SWA
fast-SWA due to faster convergence and lower perfor-
mance variance [1]. The architecture and loss is either
copied from pi-model [31] or Mean Teacher [46].
Mean Teacher
With Mean Teacher Tarvainen & Valpola present a
student-teacher-approach for semi-supervised learning
[46]. They develop their approach based on the pi-
model and Temporal Ensembling [31]. Therefore, they
also use MSE as a consistency loss between two pre-
dictions but create these predictions differently. They
argue that Temporal Ensembling incorporates new in-
formation too slowly into predictions. The reason for
this is that the exponential moving average (EMA) is
only updated once per epoch. Therefore, they propose
to use a teacher based on average weights of a student
in each update step. Tarvainen & Valpola show for
their model that the KL-divergence is an inferior con-
sistency loss than MSE. An illustration of this method
is given in Figure 5.
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(a) pi-model (b) Temporal Ensembling (c) Mean Teacher (d) UDA
Figure 5: Illustration of four selected one-stage-semi-supervised methods – The used method is given below each
image. The input is given in the blue box on the left side. On the right side, an illustration of the method is
provided. The process is organized in general from top to bottom. At first, the input images are preprocessed
by none or two different random transformations. Autoaugment [12] is a special augmentation technique. The
following neural network uses these preprocessed images (x, y) as input. The calculation of the loss (dotted line)
is different for each method but shares common parts. All methods use the cross-entropy (CE) between label
and predicted distribution Pf(x) on labeled examples. All methods also use a consistency regularization between
different predicted output distributions (Pf(x), Pf(y)). The creation of these distributions differ for all methods
and the details are described in the corresponding entry in section 3. EMA stands for exponential moving average.
The other abbreviations are defined above in subsection 2.1.
MixMatch
MixMatch [5] uses a combination of a supervised and
an unsupervised loss. Berthelot et al. use CE as the su-
pervised loss and MSE between predictions and gener-
ated Pseudo-Labels as their unsupervised loss. These
Pseudo-Labels are created from previous predictions
of augmented images. They propose a novel sharping
method over multiple predictions to improve the qual-
ity of the Pseudo-Labels. Furthermore, they extend the
algorithm mixup [59] to semi-supervised learning by
incorporating the generated labels.
pi-model and Temporal Ensembling
Laine & Aila present two similar learning methods
with the names pi-model and Temporal Ensembling
[31]. Both methods use a combination of the super-
vised CE loss and the unsupervised consistency loss
MSE. The first input for the consistency loss in both
cases is the output of their network from a randomly
augmented input image. The second input is differ-
ent for each method. In the pi-model an augmentation
of the same image is used. In Temporal Ensembling
an exponential moving average of previous predictions
is evaluated. Laine & Aila show that Temporal En-
sembling is up to two times faster and more stable in
comparison to the pi-model [31]. Illustrations of these
methods are given in Figure 5.
Pseudo-Labels
Pseudo-Labels [32] describes a common technique in
deep learning and a learning method on its own. For
the general technique see above in subsection 2.1.
In contrast to many other semi-supervised methods,
Pseudo-Labels does not use a combination of an un-
supervised and a supervised loss. The Pseudo-Labels
approach uses the predictions of a neural network as
labels for unknown data as described in the general
technique. Therefore, the labeled and unlabeled data
are used in parallel to minimize the CE loss.
ReMixMatch
ReMixMatch [4] is an extension of MixMatch with
distribution alignment and augmentation anchoring.
Berthelot et al. motivate the distribution alignment
with an analysis of mutual information. While they
use entropy minimization via ”sharpening” they do not
use any prediction equalization like in mutual informa-
tion. They argue that an equal distribution is also not
desirable since the distribution of the unlabeled data
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could be skewed. Therefore, they align the predictions
of the unlabeled data with a marginal class distribu-
tion over the seen examples. Berthelot et al. exchange
the augmentation scheme of MixMatch with augmen-
tation anchoring. Instead of averaging the prediction
over different slight augmentations of an image they
only use stronger augmentations as regularization. All
augmented predictions of an image are encouraged to
result in the same distribution with CE instead of MSE.
Furthermore, a self-supervised loss based on the rota-
tion pretext task [17] was added.
Unsupervised Data Augmentation (UDA)
Xie et al. present with UDA a semi-supervised learn-
ing algorithm which concentrates on the usage of state-
of-the-art augmentation [54]. They use a supervised
and an unsupervised loss. The supervised loss is CE
while the unsupervised loss is the Kullback Leiber di-
vergence between output predictions. These output
predictions are based on an image and an augmented
version of this image. For image classification, they
propose to use the augmentation scheme generated by
AutoAugment [12] in combination with Cutout [13].
AutoAugment uses reinforcement learning to create
useful augmentations automatically. Cutout is an aug-
mentation scheme where randomly selected regions of
the image are masked out. Xie et al. show that this
combined augmentation method achieves higher per-
formance in comparison to previous methods on their
own like Cutout, Cropping or Flipping. In addition to
the different augmentation, they propose to use a vari-
ety of other regularization methods. They proposed
Training Signal Annealing which restricts the influ-
ence of labeled examples during the training process
to prevent overfitting. They use EntMin [18] and a
kind of Pseudo-Labeling [32]. We use the term kind
of Pseudo-Labeling because they do not use the pre-
dictions as labels but they use them to filter unsuper-
vised data for outliers. An illustration of this method
is given in Figure 5.
Virtual Adversarial Training (VAT)
VAT [38] is not just the name for a comon idea but it
is also a one-stage-semi-supervised method. Miyato et
al. used a combination of VAT on unlabeled data and
CE on labeled data [38]. They showed that the adver-
sarial transformation leads to a lower error on image
classification than random transformations. Further-
more, they showed that adding EntMin [18] to the loss
increased accuracy even more.
3.2. One-Stage-Unsupervised
Deep Adaptive Image Clustering (DAC)
DAC [7] reformulates unsupervised clustering as a
pairwise classification. Similar to the idea of Pseudo-
Labels Chang et al. predict clusters and use these to
retrain the network. The twist is that they calculate the
cosine distance between all cluster predictions. This
distance is used to determine whether the input images
are similar or dissimilar with a given certainty. The
network is then trained with binary CE on these cer-
tain similar and dissimilar input images. During the
training process, they lower the needed certainty to in-
clude more images. As input Chang et al. use a com-
bination of RGB and extracted HOG features. Addi-
tionally, they use an auxiliary loss in their source code
which is not reported in the paper.1
Invariant Information Clustering (IIC)
IIC [24] is described below as a multi-stage-semi-
supervised method. In comparison to other presented
methods, IIC creates usable classifications without
fine-tuning the model on labeled data. The reason for
this is that the pretext task is constructed in such a way
that label predictions can be extracted directly from the
model. This leads to the conclusion that IIC can also
be interpreted as an unsupervised learning method.
Information Maximizing Self-Augmented Training
(IMSAT)
IMSAT [22] maximizes MI between the input and out-
put of the model. As a consistency regularization Hu
et al. use CE between an image prediction and an aug-
mented image prediction. They show that the best aug-
mentation of the prediction can be calculated with VAT
[38]. The maximization of MI directly on the image
input leads to a problem. For datasets like CIFAR-10,
CIFAR-100 [28] and STL-10 [10] the color informa-
tion is too dominant in comparison to the actual con-
tent or shape. As a workaround Hu et al. use the fea-
tures generated by a pretrained CNN on ImageNet [29]
as input.
1https://github.com/vector-1127/DAC/blob/master/STL10/stl.py
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(a) AMDIM (b) CPC (c) DeepCluster (d) IIC
Figure 6: Illustration of four selected multi-stage-semi-supervised methods – The used method is given below
each image. The input is given in the red box on the left side. On the right side, an illustration of the method is
provided. The fine-tuning part is excluded. The process is organized in general from top to bottom. At first, the
input images are either preprocessed by one or two random transformations or are split up. The following neural
network uses these preprocessed images (x, y) as input. The calculation of the loss (dotted line) is different for
each method. AMDIM and CPC use internal elements of the network to calculate the loss. DeepCluster and IIC
use the predicted output distribution (Pf(x), Pf(y)) to calculate a loss. For further details see the corresponding
entry in section 3.
3.3. Multi-Stage-Semi-Supervised
Augmented Multiscale Deep InfoMax (AMDIM)
AMDIM [2] maximizes the MI between inputs and
outputs of a network. It is an extension of the method
DIM [21]. DIM usually maximizes MI between lo-
cal regions of an image and a representation of the im-
age. AMDIM extends the idea of DIM in several ways.
Firstly, the authors sample the local regions and repre-
sentations from different augmentations of the same
source image. Secondly, they maximize MI between
multiple scales of the local region and the represen-
tation. They use a more powerful encoder and define
mixture-based representations to achieve higher accu-
racies. Bachman et al. fine-tune the representations on
labeled data to measure their quality. An illustration of
this method is given in Figure 6.
Constrastive Multiview Coding (CMC)
CMC [47] generalizes CPC [48] to an arbitrary collec-
tion of views. Tian et al. try to learn an embedding that
is different for contrastive samples and equal for sim-
ilar images. Like Oord et al. they train their network
by identifying the correct prediction out of multiple
negative ones [48]. However, Tian et al. take differ-
ent views of the same image such as color channels,
depth and segmentation as similar images. For com-
mon image classification datasets like STL-10 they use
patch-based similarity. After this pretext task, the rep-
resentations are fine-tuned to the desired dataset.
Contrastive Predictive Coding (CPC)
CPC [48, 20] is a self-supervised method that predicts
representations of local image regions based on previ-
ous image regions. The authors determine the quality
of these predictions by identifying the correct predic-
tion out of randomly sampled negative ones. They use
the CE loss and adopt the loss to the summation over
the complete image. This adaption results in their loss
InfoNCE [48]. Van den Oord et al. showed that min-
imizing InfoNCE maximizes the lower bound for MI
between the previous image regions and the predicted
image region [48]. An illustration of this method is
given in Figure 6.
DeepCluster
DeepCluster [6] is a self-supervised method that gen-
erates labels by k-means clustering. Caron et al. it-
erate between clustering of predicted labels to gener-
ate Pseudo-Labels and training with cross-entropy on
these labels. They show that it is beneficial to use over-
clustering in the pretext task. After the pretext task,
they fine-tune the network on all labels. An illustra-
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tion of this method is given in Figure 6.
Deep InfoMax (DIM)
DIM [21] maximizes the MI between local input re-
gions and output representations. Hjelm et al. show
that maximizing over local input regions rather than
the complete image is beneficial for image classifica-
tion. In addition, they use a discriminator to match the
output representations to a given prior distribution. In
the end, they fine-tune the network with an additional
small fully-connected neural network.
Figure 7: Illustration of the Context pretext task – A
central patch and an adjacent patch from the same im-
age are given. The task is to predict one of the 8 pos-
sible relative positions of the second patch to the first
one. In the example, the correct answer is upper center.
The illustration is inspired by [14].
Deep Metric Transfer (DMT)
DMT [33] learns a metric as a pretext task and then
propagates labels onto unlabeled data with this met-
ric. Liu et al. use self-supervised image colorization
[61] or unsupervised instance discrimination [52] to
calculate a metric. In the semi-supervised case, they
propagate labels to unlabeled data with spectral clus-
tering. In the end, the network is finetuned with the
new Pseudo-Labels. Additionally, they show that their
approach is complementary to previous methods. If
they use the most confident Pseudo-Labels for meth-
ods such as Mean Teacher [46] or VAT [38], they can
improve the accuracy with very few labels by about
30%.
Invariant Information Clustering (IIC)
IIC [24] maximizes the MI between augmented views
of an image. The idea is that images should belong
to the same class regardless of the augmentation. The
augmentation has to be a transformation to which the
neural network should be invariant. The authors do
not maximize directly over the output distributions but
over the class distribution which is approximated for
every batch. Ji et al. use auxiliary overclustering on a
different output head to increase their performance in
the unsupervised case. This idea allows the network to
learn subclasses and handle noisy data. Ji et al. use So-
bel filtered images as input instead of the original RGB
images. Additionally, they show how to extend IIC to
image segmentation. Up to this point, the method is
completely unsupervised. To be comparable to other
semi-supervised methods they fine-tune their models
on a subset of available labels. An illustration of this
method is given in Figure 6.
Representation Learning - Context
Doersch et al. propose to use context prediction as a
pretext task for visual representation learning [14]. A
central patch and an adjacent patch from an image are
used as input. The task is to predict one of the 8 pos-
sible relative positions of the second patch to the first
one. An illustration of the pretext task is given in Fig-
ure 7. Doersch et al. argue that this task becomes eas-
ier if you recognize the content of these patches. The
authors fine-tune their representations for other tasks
and show their superiority in comparison to random
initialization. Aside from fine-tuning, Doersch et al.
show how their method could be used for Visual Data
Mining.
Representation Learning - Exemplar
Dosovitskiy et al. were one of the first to propose a
self-supervised pretext task with additional fine-tuning
[15]. They randomly sample patches from different
images and augment these patches heavily. Augmen-
tations can be for example rotations, translations, color
changes or contrast adjustments. The classification
task is to map all augmented versions of a patch to
the correct original patch.
Representation Learning - Jigsaw
Noroozi and Favaro propose to solve Jigsaw puzzles as
a pretext task [39]. The idea is that a network has to un-
derstand the concept of a presented object to solve the
puzzle. They prevent simple solutions that only look
at edges or corners by including small random margins
11
(a) main image (b) different image (c) Jigsaw (d) Jigsaw++
Figure 8: Illustrations of the pretext task Jigsaw and Jigsaw++ – The Jigsaw pretext task consists of solving a
simple Jigsaw puzzle generated from the main image. Jigsaw++ augments the Jigsaw puzzle by adding in parts of
a different image. The illustrations are inspired by [40].
between the puzzle patches. They fine-tune on super-
vised data for image classification tasks. Noroozi et
al. extended the Jigsaw task by adding image parts of
a different image [40]. They call the extension Jig-
saw++. An example of Jigsaw and Jigsaw++ is given
in Figure 8.
Representation Learning - Rotation
Gidaris et al. use a pretext task based on image rotation
prediction [17]. They propose to randomly rotate the
input image by 0, 90, 180 or 270 degrees and let the
network predict the chosen rotation degree. In their
work, they also evaluate different numbers of rotations
but four rotations score the best result. For image clas-
sification, they fine-tune on labeled data.
Simple Framework for Contrastive Learning of Vi-
sual Representation (SimCLR)
SimCLR [8] maximizes the agreement between two
different augmentations of the same image. The
method is similiar to CPC [48] and IIC [24]. In com-
parison to CPC Chen et al. do not use the different
inner representations. Contrary to IIC they use nor-
malized temperature-scaled cross-entropy (NT-Xent)
as their loss.
Based on the cosine similarity of the predictions
NT-Xent measures if positive pairs are similar and neg-
ative pairs are dissimilar. Augmented versions of the
same image are treated as positive pairs and pairs with
any other image as negative pair. The system is trained
with large batch sizes of up to 8192 instead of a mem-
ory bank to create enough negative examples.
Self-Supervised Semi-Supervised Learning (S4L)
S4L [58] is, as the name suggests, a combination of
self-supervised and semi-supervised methods. Zhai
et al. split the loss in a supervised and an unsuper-
vised part. The supervised loss is CE while the un-
supervised loss is based on the self-supervised tech-
niques using rotation and exemplar prediction [17, 15].
The authors show that their method performs better
than other self-supervised and semi-supervised tech-
niques [15, 17, 38, 18, 32]. In their Mix Of All
Models (MOAM) they combine self-supervised rota-
tion prediction, VAT, entropy minimization, Pseudo-
Labels and fine-tuning into a single model with mul-
tiple training steps. Since we discuss the results of
their MOAM we identify S4L as a multi-stage-semi-
supervised method.
4. Comparison
In this chapter, we will analyze which common
ideas are shared or differ between methods. We will
compare the performance of all methods with each
other on common deep learning datasets.
4.1. Datasets
In this survey, we compare the presented methods
on a variety of datasets. We selected four datasets that
were used in multiple papers to allow a fair compari-
son. An overview of example images is given in Fig-
ure 9.
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(a) CIFAR-10 (b) STL-10 (c) ILSVRC-2012
Figure 9: Examples of four random cats in the different datasets to illustrate the difference in quality
CIFAR-10 and CIFAR-100 are large datasets of
tiny color images with size 32x32 [28]. Both datasets
contain 60,000 images belonging to 10 or 100 classes
respectively. The 100 classes in CIFAR-100 can be
combined into 20 superclasses. Both sets provide
50,000 training labels and 10,000 validation labels.
The presented results are only trained with 4,000 la-
bels for CIFAR-10 and 10,000 labels for CIFAR-100
to represent a semi-supervised case. If a method uses
all labels this is marked independently.
STL-10 is dataset designed for unsupervised and
semi-supervised learning [10]. The dataset is inspired
by CIFAR-10 [28] but provides fewer labels. It only
consists of 5,000 training labels and 8,000 validation
labels. However, 100,000 unlabeled example images
are also provided. These unlabeled examples belong
to the training classes and some different classes. The
images are 96x96 color images and were acquired in
combination with their labels from ImageNet [29].
ILSVRC-2012 is a subset of ImageNet [29]. The
training set consists of 1.2 million images while the
validation and the test set includes 150,000 images.
These images belong to 1000 object categories. Due
to this large number of categories, it is common to re-
port Top-5 and Top-1 accuracy. Top-1 accuracy is the
classical accuracy where one prediction is compared
to one ground-truth label. Top-5 accuracy checks if a
ground truth label is in a set of at most five predictions.
For further details on accuracy see subsection 4.2. The
presented results are only trained with 10% of labels
to represent a semi-supervised case. If a method uses
all labels this is marked independently.
4.2. Evaluation metrics
We compare the performance of all methods based
on their classification score. This score is defined dif-
ferently for unsupervised and all other settings. We
follow standard protocol and use the classification ac-
curacy in most cases. For unsupervised learning, we
use cluster accuracy because we need to handle the
missing labels during the training. We need to find the
best one-to-one permutations from the network cluster
predictions to the ground-truth classes.
For vectors x, y ∈ ZN with N ∈ N the accuracy is
defined as follows:
ACC(x, y) =
∑N
i=1 1yi=xi
N
(6)
For the cluster accuracy we additionally maximize
over all possible one-to-one permutations σ.
ACC(x, y) = max
σ
∑N
i=1 1yi=σ(xi)
N
(7)
4.3. Comparison of methods
In this subsection, we will compare the methods
concerning their used common ideas and performance.
We will summarize the presented results and discuss
the underlying trends in the next subsection.
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Table 1: Overview of the methods and their used common ideas — On the left-hand side, the reviewed methods
from section 3 are sorted by the training strategy. The top row lists the common ideas. Details about the ideas and
their abbreviations are given in subsection 2.1. The last column and some rows sum up the usage ideas per method
or per training strategy. Legend: ∗ An idea which uses labels from the ground-truth Z. (X) The idea is only used
indirectly. The individual explanations are given by the indicated number. 1 MixMatch does entropy minimization
implicitly by sharpening the predictions [5]. 2 ReMixMatch uses CE as a supervised loss between output and label
and as a self-supervised loss between outputs of augmented images [4]. 3 ReMixMatch motivates the distribution
alignment with MI [4]. 4 UDA predicts Pseudo-Labels for filtering the unsupervised data. 5 Minimize mutual
information objective as a pretext task e.g. between views [2] or layers [20]. 6 InfoNCE and NT-Xent are based
on CE [48, 8]. 7 The loss InfoNCE maximizes the mutual information indirectly [48]. 8 Deep Cluster uses K-
Means to calculate Pseudo-Labels and optimizes the assignment as a pretext task. 9 DMT learns a metric for label
propagation as a pretext task [33]. 10 SimCLR uses the normalized temperature-scaled cross-entropy loss between
different augmentations as pretext task [8]. 11 DAC uses the cosine distance between elements to estimate similar
and dissimilar items. One could say DAC creates Pseudo-Labels for the similarity problem.
CE EntMin
Fine-
tuning
KL MSE Mixup MI
Over-
Clustering
Pretext
Task
Pseudo-
Labels
VAT
Overall
Sum
One-Stage-Semi-Supervised
EnAET [51] X* (X)1 X X X AET X 7
ICT [50] X* X X X 4
fast-SWA [1] X* X 2
Mean Teacher [46] X* X 2
MixMatch [5] X* (X)1 X X X 5
pi model [31] X* X 2
Pseudo-Labels [32] X* X 2
ReMixMatch [4] X* / (X)2 (X)1 X (X)3 Rotation X 6
Temporal Ensembling [31] X* X 2
UDA [54] X* X X (X)4 4
VAT [38] X* X 2
VAT + EntMin [38] X* X X 3
Sum 12 5 0 2 7 4 1 0 2 6 2 41
Multi-Stage-Semi-Supervised
AMDIM [2] X* X (X)5 3
Context [14] X* Context 2
CMC [47] (X)6 X* (X)7 (X)5 4
CPC [48, 20] (X)6 X* (X)7 (X)5 4
DeepCluster [6] X X* X (X)8 (X)8 5
DMT [33] X* X (X)9 X 4
DIM [21] X* X (X)5 3
Exemplar [15] X* Augmentation 2
IIC [24] X* X X (X)5 4
Jigsaw [39] X* Jigsaw 2
Rotation [17] X* Rotation 2
SimCLR [8] (X)6 X* (X)10 3
S4L [58] X* X X* Rotation X X 6
Sum 5 1 13 0 1 0 5 2 13 3 1 44
One-Stage-Unsupervised
DAC [7] (X)11 1
IIC [24] X X (X)5 3
IMSAT [22] X X 2
Sum 0 0 0 0 0 0 2 1 1 1 1 6
Overall Sum 17 6 13 2 8 4 8 3 16 10 4 91
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Comparison with regard to used common ideas
In Table 1 we present all methods and their used com-
mon ideas. Following our definition of common ideas
in subsection 2.1 we evaluate only ideas that were used
frequently in different papers. Special details such as
the different optimizer for fast-SWA or the used ap-
proximation for MI are excluded. Please see section 3
for further details.
One might expect that common ideas are used
equally between methods and training strategies. We
rather see a tendency that common ideas differ be-
tween training strategies. We will step through all
common ideas based on the significance of differen-
tiating the training strategies.
A clear separation between one-stage-semi-
supervised and multi-stage-semi-supervised training
can be based on CE, fine-tuning and pretext tasks.
All one-stage-semi-supervised methods use a cross-
entropy loss during training while only two use
additional losses based on pretext tasks. All multi-
stage-semi-supervised methods use a pretext task and
fine-tune in the end while only some methods use CE
before the last stage. All one-stage-semi-supervised
methods use no fine-tuning. The supervision from
ground-truth labels in one-stage-semi-supervised and
multi-stage-semi-supervised is solely introduced by
using CE and fine-tuning. Due to our definition of the
training strategies this grouping is expected.
However, further clusters of the common ideas are
visible. We notice that some common ideas are (al-
most) solely used by one strategy. These common
ideas are EntMin, KL, MSE and Mixup for one-
stage-semi-supervised methods and MI and overclus-
tering for multi-stage-semi-supervised methods. We
hypothesize that this shared and different usage of
ideas exists due the different usage of unlabeled data.
On-stage-semi-supervised methods use the unlabeled
and labeled data in the same stage. This encourages
the usage of different ideas than the multi-stage-sem-
supervised strategy. For example mixup interpolates
labels but in many multi-stage-semi-supervised meth-
ods the labeled data is only used in an additional stage.
If we compare multi-stage-semi-supervised and
one-stage-unsupervised training we notice that MI,
overclustering and pretext tasks are used often in both.
All three of them are not used often with one-stage-
semi-supervised training as stated above. We hypoth-
esize that this similarity arises because most multi-
stage-semi-supervised methods have an unsupervised
stage followed by a supervised stage. For the method
IIC the authors even proposed to fine-tune the unsu-
pervised method to surpass purely supervised results.
Pseudo-Labels and VAT are used in several differ-
ent methods. Due to their simple and complementary
idea, they can be used in a variety of different meth-
ods. UDA for example uses this technique to filter the
unlabeled data for useful images.
All in all, we see that the defined training strategies
share common ideas inside each strategy and differ in
the usage of ideas between them. We conclude that the
definition of the training strategies is not only logical
sensible but is also support by their usage of common
ideas.
We compared the training strategies but what about
the individual algorithms? We want to highlight
EnAET, ReMixMatch, S4L which stand out between
these methods. They all use more than 5 common
ideas or in general use a broad range of ideas. This
also supported by the fact that they use uncommon
ideas with regard to their training strategy. EnAET and
ReMixMatch both use an additional loss based on a
pretext task while S4L uses supervision not only pure
fine-tuning stage. A possible implication on perfor-
mance is given in the next sections.
Comparison with regard to performance
We compare the performance of the different meth-
ods based on their respective reported results or cross-
references in other papers. For better comparability,
we would have liked to recreate every method in a uni-
fied setup but this was not feasible. While using re-
ported values might be the only possible approach, it
leads to drawbacks in the analysis.
Kolesnikov et al. showed that changes in the ar-
chitecture can lead to significant performance boost
or drops [27]. They state that ’neither [...] the
ranking of architectures [is] consistent across differ-
ent methods, nor is the ranking of methods consis-
tent across architectures’ [27]. While most methods
try to achieve comparability with previous ones by a
similar setup, over time small differences still aggre-
gate and lead to a variety of used architectures. Some
methods use only early convolutional networks such as
AlexNet [30] but others use more modern architectures
15
like Wide ResNet-Architecture [57] or Shake-Shake-
Regularization [16].
Oliver et al. proposed guidelines to ensure more
comparable evaluations in semi-supervised learning
[41]. They showed that not following these guide-
lines may lead to changes in the performance [41].
While some methods try to follow these guidelines,
we cannot guarantee that all methods do so. This im-
pacts comparability further. Considering the above-
mentioned limitations, we do not focus on small dif-
ferences but look for general trends and specialities
instead.
Table 2 shows the collected results for all presented
methods. We also provide results for the respective
supervised baselines reported by the authors. To keep
fair comparability we did not add state-of-the-art base-
lines with more complex architectures. Table 3 shows
the results for even fewer.
In general, the used architectures become more
complex and the accuracies rise over time. This behav-
ior is expected as new results are often improvements
of earlier works. The changes in architecture may have
led to these improvements. However, many papers
include ablation studies and comparisons to only su-
pervised methods to show the impact of their method.
We believe that a combination of more modern archi-
tecture and more advanced methods lead to improve-
ments.
For the CIFAR-10 dataset, almost all multi- or one-
stage-semi-supervised methods reach about or over
90% accuracy. The best methods MixMatch and
ReMixMatch reach an accuracy of about 95% and are
roughly two percent worse than the fully supervised
baseline. For the CIFAR-100 dataset, fewer results are
reported. MixMatch is with about 74% on this dataset
the best method in comparison to the fully supervised
baseline of about 80%. Newer methods provide also
results for 1000 or even 250 labels instead of 4000 la-
bels. Especially EnAET and ReMixMatch stick out
since they achieve only 1-2% worse results with 250
labels instead of with 4000 labels.
For the STL-10 dataset, most methods report a bet-
ter result than the supervised baseline. These results
are possible due to the unlabeled part of the dataset.
The unlabeled data can only be utilized by semi-, self-
or unsupervised methods. EnAET achieves the best
results with about 95%. ReMixMatch reports an accu-
racy of about 94% with only 1000 labels. This is more
than most methods achieve with 5000 labels.
The ILSVRC-2012 dataset is the most difficult
dataset based on the reported Top-1 accuracies. Most
methods achieve only a Top-1 accuracy which is
roughly 20% worse than the reported supervised base-
line with around 79%. Only the methods SimCLR,
S4L and UDA achieve an accuracy that is less than
10% worse than the baseline. SimCLR achieves the
best accuracy with a Top-1 accuracy of about 76.5%
and a Top-5 accuracy of around 93%. For fewer used
labels only two results are reported. Therefore, a com-
parison is difficult. A Top-5 accuracy of about 86%
with only 1% of the labels from the method SimCLR
sounds promising.
The unsupervised methods are separated from the
supervised baseline by a clear margin of up to 50%.
IIC achieves the best results of about 61% on CIFAR-
10 and STL-10. IMSAT reports an accuracy of about
94% on STL-10. Since IMSAT uses pretrained Ima-
geNet features, a superset of STL-10, the results are
not directly comparable.
4.4. Discussion
In this subsection, we discuss the presented results
of the previous subsection. We divide our discussion
into three major trends which we identified. All these
trends lead to possible future research opportunities.
1. Trend: Real World Applications
Previous methods were not scaleable to real-world
images and applications and used workarounds e.g.
extracted features [22] to process real-world images.
Many methods can report a result of over 90% on
CIFAR-10, a simple low-resolution dataset. Only
three methods are able to achieve a Top-5 accuracy of
over 90% on ILSVRC-2012, a high-resolution dataset.
We conclude that most methods are not scalable to
real-world image classification problems. However,
the best-reported methods like ReMixMatch, SimCLR
and S4L surpassed the point of only scientific usage
and can be applied to real-world applications.
This conclusion applies to real-world image clas-
sification tasks with balanced and clearly separated
classes. This conclusion also implicates which real-
world issues need to be solved in future research. Class
imbalance or noisy labels are not treated by the pre-
16
Table 2: Overview of the reported accuracies — The first column states the used method. For the supervised
baseline, we used the best-reported results which were considered as baselines in the referenced papers. The
original paper is given in brackets after the score. The architecture and their reference are given in the second
column. The third column shows the year of publication or the release year of the preprint. The last four columns
report the Top-1 accuracy score in % for the respective dataset (See subsection 4.2 for further details). If the
results are not reported in the original paper, the reference is given after the result. A blank entry represents the
fact that no result was reported. Legend: ? Top-5 accuracy instead of Top-1 is reported. † 100% of the labels are
used instead of the default value defined in subsection 4.1. ‡ Multilayer perceptron used for fine-tuning instead
of one fully connected layer. Remarks on special architectures and evaluations: 1 Architecture includes Shake-
Shake regularization. 2 Network uses wider hidden layers. 3 Method uses ten random classes out of the default
1000 classes. 4 Network only predicts 20 superclasses instead of the default 100 classes. 5 Inputs are pretrained
ImageNet features. 6 Method uses different copies of the network for each input.
Architecture Publication CIFAR-10 CIFAR-100 STL-10 ILSVRC-2012
Supervised (100% labels) Best reported – 97.14[46] 79.82[2] 68.7 [21] 78.57 [58] / 94.10? [58]
One-Stage-Semi-Supervised
EnAET [51] Wide ResNet-28 [41] 2019 94.65 73.07 95.48
ICT [50] Wide ResNet-28 [41] 2019 92.34
ICT [50] CONV-13 [31] 2019 92.71
fast-SWA [1] CONV-13 [31] 2019 90.95 66.38
fast-SWA [1] ResNet-261 [16] 2019 93.72
Mean Teacher [46] CONV-13 [31] 2017 87.69
Mean Teacher [46] Wide ResNet-28 [41] 2017 89.64
MixMatch [5] Wide ResNet-28 [41] 2019 95.05 74.12 94.41
pi model [31] CONV-13 [31] 2017 87.64
Pseudo-Label [32] ResNet50v2 [19] 2013 82.41? [58]
ReMixMatch [4] Wide ResNet-28 [41] 2019 94.86 93.82
Temporal Ensembling [31] CONV-13 [31] 2017 87.84
UDA [54] Wide ResNet-28 [41] 2019 94.7 68.66 / 88.52?
VAT [38] CONV-13 [31] 2018 88.64
VAT [38] ResNet50v2 [19] 2018 82.78? [58]
VAT [38] + EntMin [18] CONV-13 [31] 2018 89.45 [38]
VAT [38] + EntMin [18] ResNet50v2 [19] 2018 86.41 [58] 83.39? [58]
Multi-Stage-Semi-Supervised
AMDIM [2] ResNet18 [19] 2019 91.3† / 93.6†‡ 70.2† / 73.8†‡ 93.6 / 93.8‡ 60.2† / 60.9†‡
Context [14] ResNet50 [19] 2015 51.4† [27]
CMC [47] AlexNet [30] 2019 86.88‡
CMC [47] ResNet-506 [19] 2019 70.6/89.7?
CPC [48, 20] ResNet-170 [20] 2019 77.45† [21] 77.81† [21] 61.0 / 84.88?
DeepCluster [6] AlexNet [30] 2018 73.4 [24] 41†
DMT [33] Wide ResNet-28 [41] 2019 88.70
DIM [21] AlexNet [30] 2019 72.57‡
DIM [21] GAN Discriminator [43] 2019 75.21†‡ 49.74†‡
Exemplar [15] ResNet50 [19] 2016 46.0† [27] / 81.01? [58]
IIC [24] ResNet34 [19] 2019 88.8‡
Jigsaw [39] AlexNet [30] 2016 44.6† [27]
Rotation [17] AlexNet [30] 2018 55.4† [27]
Rotation [17] ResNet50v2 [19] 2018 78.53? [58]
SimCLR [8] ResNet50v22 [27] 2020 76.5† / 93.2†? / 92.6?
S4L [58] ResNet50v22 [27] 2019 73.21 / 91.23?
One-Stage-Unsupervised
DAC [7] All-ConvNet [45] 2017 52.18 23.75 46.99 52.723
IIC [24] ResNet34 [19] 2019 61.7 25.74 61.0
IMSAT [22] Autoencoder5 2017 45.6 27.5 94.1
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Table 3: Overview of the reported accuracies with fewer labels - The first column states the used method. The last
seven columns report the Top-1 accuracy score in % for the respective dataset and amount of labels. The number
are either given in absolute numbers or as percent. A blank entry represents the fact that no result was reported.
Legend: ? Top-5 accuracy instead of Top-1 is reported.
CIFAR-10 STL-10 ILSVRC-2012
4000 1000 250 5000 1000 10% 1%
One-Stage-Semi-Supervised
EnAET [51] 94.65 93.05 92.4 95.48 91.96
ICT [50] 92.71 84.52 61.4 [5]
Mean Teacher [46] 89.64 82.68 52.68
MixMatch [5] 93.76 92.25 88.92 94.41 89.82
ReMixMatch [4] 94.86 94.27 93.73 93.82
Multi-Stage-Semi-Supervised
DMT [33] 88.70 80.3 58.6
SimCLR [8] 92.6? 85.8?
sented methods. Datasets with also few unlabeled data
points are not considered.
2. Trend: Required supervision is decreasing
We see that the gap between reduced supervised and
supervised methods is shrinking. For CIFAR-10,
CIFAR-100 and ILSVRC-2012 we have a gap of less
than 5% left between total supervised and reduced
supervised learning. For STL-10 the reduced super-
vised methods even surpass the total supervised case
by about 30% due to the additional set of unlabeled
data. We conclude that reduced supervised learning
reaches comparable results while using only roughly
10% of the labels.
A lot of newly proposed methods are semi- or self-
supervised in comparison to unsupervised ones. Un-
supervised methods like IIC still reach results of over
60% and show that this kind of training can be bene-
ficial for semi-supervised learning [24]. However, the
results are still surpassed by semi- or self-supervised
methods by a large margin e.g. over 30% on CIFAR-
10. The integration of the knowledge of some labels
into the training process seems to be crucial.
In general, we considered a reduction from 100% to
10% of all labels. However, we see that methods like
ReMixMatch and SimCLR achieve comparable results
with even fewer labels such as the usage of 1% of all
labels. For ILSVRC-2012 this is equivalent to about
13 images per class. We expect that future research
will concentrate on achieving comparable results for
only 1% or even fewer of all labels. In the end research
fields like few-shot, single-shot and semi-supervised
learning might even merge.
We assume that in parallel to the reduction of re-
quired labels, the usage of solely unsupervised meth-
ods will decrease further. However, they might be in-
cluded into multi-stage methods as initialization. The
benefit of even some labels as a guiding reference in
form of archetypes for many real-world applications is
important. This will lead to a shift in the correspond-
ing research efforts.
3. Trend: Combination of common ideas
In the comparison, we identified that few common
ideas are shared by one-stage-semi-supervised and
multi-stage-semi-supervised methods.
We believe there is only little overlap between these
methods due to the different aims of the respective au-
thors. Many multi-stage-semi-supervised papers fo-
cus on creating good representations. They fine-tune
their results only to be comparable. One-stage-semi-
supervised papers aim for the best accuracy scores
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with as few labels as possible.
The comparison showed that EnAET, ReMixMatch,
S4L, SimCLR are the best methods or, if we con-
sider the above-mentioned limitations due to architec-
ture differences, one of the best. Three methods out
of these stood out in the comparison of common ideas.
They used a broad range of ideas and ideas uncommon
for their respective training strategy. S4L calls their
combined approach even ”Mix of all models” [58]. We
assume that this combination is one reason for their su-
perior performance. This assumption is supported by
the included comparisons in the original papers. For
example S4L showed the impact of each method sepa-
rately as well as the combination of all [58].
IIC is the only method that can be used as an unsu-
pervised or self-supervised method with fine-tuning.
This flexibility allows approaches with a smooth tran-
sition between no and small supervision.
The comparison showed that some ideas such as
Pseudo-Labels can be applied to a variety of methods.
However, only a few methods use this idea.
We identified that some common ideas are not of-
ten combined and that the combination of broad range
and unusual methods is beneficial. We believe that the
combination of different common idea is a promising
future research field because many reasonable combi-
nations are yet not explored.
5. Conclusion
In this paper, we provided an overview of semi-,
self- and unsupervised methods. We analyzed their
difference, similarities and combinations based on 25
different methods. This analysis led to the identifica-
tion of several trends and possible research fields.
We based our analysis on the definition of the dif-
ferent training strategies and common ideas in these
strategies. We showed how the methods work in gen-
eral, which ideas they use and provide a simple classi-
fication. Despite the difficult comparison of the meth-
ods’ performances due to different architectures and
implementations, we identified three major trends.
Results of over 90% Top-5 accuracy on ILSVRC-
2012 with only 10% of the labels show that semi-
supervised methods are applicable to real-world prob-
lems. However, issues like class imbalance are not
considered. Future research has to address these is-
sues.
The performance gap between supervised and semi-
or self-supervised methods is closing. For one dataset
it is even surpassed by about 30%. The number of
labels to get comparable results to fully supervised
learning is decreasing. Future research could lower
the number of required labels even further. We no-
ticed that, as time progresses, unsupervised methods
are used less often. These two conclusions lead us
to the assumption that unsupervised methods will lose
significance for real-world image classification in the
future.
We concluded that one-stage-semi-supervised and
multi-stage-semi-supervised training mainly use a dif-
ferent set of common ideas. Both strategies use a com-
bination of different ideas but there are few overlaps in
these techniques. EnAET, ReMixMatch and S4L are
the only presented method which gap this separation.
We identified the trend that a combination of different
techniques is beneficial to the overall performance. In
combination with the small overlap between the ideas,
we identified possible future research opportunities.
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