The quality of masters' dissertations is an important index of graduate education, which can be in part reflected through the grades given by experts. This study aims to find the factors positively correlated to the grades, and then use them to predict the grades and quality of dissertations. We applied four typical machine learning models to calculate the impacts of several factors extracted from the contents of dissertations on the grades. It shows that the random forest model outperforms logistic regression, support vector machine, and naive Bayes on recognizing the dissertations with a high grade. It also shows that the quantity of publications is the most important predictor to the grades, compared with the quantity of publications, the length of dissertations, the quantity and quality of references. And the quality of references is a significant predictor of producing high quality publications. Those findings can be utilized to predict and recognize high quality dissertations.
I. INTRODUCTION
The quality of postgraduate education impacts the development of sciences and technologies on the national level. The indexes of the quality has been utilized by evaluating the quality of the disciplines in universities. The evaluation is launched by the development center of academic degree and graduate education in China. These indexes involve the qualities of teachers and students, where the latter mainly depends on the quality of students' dissertations and the quantity of outstanding students. The postgraduates' dissertations mainly consist of the contents of publications produced by postgraduates and their tutors [1] . Therefore, to some extent, the quality of dissertations also reflect their scientific research levels. This study focuses on assessing the quality of dissertations.
Dissertations include a literature review. Fine literature reviews can not only enable postgraduates to have a comprehensive understanding of their research, but also help reviewers of dissertations to know the research background and innovation of the reviewed dissertations, so as to give appropriate grades. The quality of literature reviews in part depends on the references of dissertations. Meanwhile, The associate editor coordinating the review of this manuscript and approving it for publication was Zhan Bu .
reading high-quality references is beneficial to publish highquality papers. Therefore, the reference quality of dissertations is an important index to the quality thereof.
Our empirical data analyzed in this study are 1,170 masters' dissertations extracted from three universities (Hunan University, Central South University, and National University of Defense Technology). They come from four disciplines: Biological sciences, Engineering, Information sciences, Physical sciences. There are 544 dissertations having been scored by experts from five aspects: originality (counts 15%), literature review (15%), scientific relevance (40%), practical utility (20%), and literary presentation (10%). Our study is based on the assumption that the quality of the dissertation can be expressed by the average of the experts' scores.
The dissertations with scores and nine features are extracted from their references and publications. For example, the number of a master's first-author and second-author (tutor is the first) publications in SCI (Science Citation Index) journals. These publications are called representative publications for short. These dissertations are divided into two classes according to their score by the threshold 90. Then, synthetic minority over-sampling technique (SMOTE) is used to process the class-imbalance condition. We constructed four classifiers by the random forest model, logistic regression, support vector machine, and naive Bayes. The results of classifiers are evaluated by the index of the receiver operating characteristic curve (AUC). It reveals that the random forest model outperforms the other models. It shows that the number of representative publications has the largest weight in physical and information sciences. The quality of representative publications is the most important predictor in biological sciences, where the quality is measured by the average impact factor of journals. The number of all publications has the largest weight in engineering. Secondly, we divide the dissertations into two classes according to the number of representative publications by the threshold 2, and construct the classifiers also by the four models. The random forest model still outperforms the others. It shows that the proportion of the references in English has the largest weight in physical sciences. The number of references in the SCI journals has the largest weight in other three disciplines.
This paper is organized as follows. The motivation and empirical data are described in Sections 2 and 3. The classifies based on experts' scores and the quantity of represent publications are shown in Sections 4 and 5. Discussion and conclusions are drawn in Section 6.
II. MOTIVATION
Various mathematical techniques have been used to predict students' performance in academic research, from traditional linear regressions to modern data mining techniques [2]- [7] . For example, Huang et al predicted students' performance in the research of engineering dynamics [6] . They utilized four models, such as the multiple linear regression model, the multilayer perception network model, the radial basis function network model, and SVM. They considered several features such as the student's cumulative GPA, grades gotten in four pre-requisite courses, and scores on three dynamics mid-term exams, etc. Their finding is that these listed features contribute to the prediction task and outperforms the other three ones.
We also used machine learning methods to predict the quality of dissertations [8] . The response variable is the average score of experts giving to a dissertation. The high-quality dissertations are defined by a threshold of the score. The dissertations with a score no less than the threshold are defined to be high-quality ones. Hence the dissertations are divided into two classes; thus our study is a binary classification problem.
Four widely used bi-classification models are applied to our study. The first is the logistic regression, because it allows the use of a regression model to calculate or predict the likelihood of a binary response variable [9] - [11] . The second is SVM, which aims to determine the location of the decision boundary that produces the optimal separation of classes [12] , [13] . The third is the naive Bayes model [14] , [15] . It can predict the probabilities of belonging to a class. The last is the random forest model, which is a tree-type classifier based on a majority vote algorithm [7] , [16] , [17] .
III. THE DATA
The data analyzed here consist of 1,170 research-master's dissertations during 2003-2016, which are from three universities supported by the 985 project of China. For dissertations with scores labels, we have collected 10 indexes (Y , X 1 ,. . . , X 9 ) in each one, where Y is the Boolean value about the dissertation quality, X 1 ,. . . , X 5 are the information extracted from references. X 6 ,. . . , X 8 are the information extracted from publications. X 9 is the length of the dissertation.
• X 1 (the quantity of references) is the total number of references of a dissertation, which in depart expresses authors' comprehensiveness of reading work and familiarity with his research field.
• X 2 , X 3 (the quantity and quality of SCI references) are the number and the average impact factors of the references in SCI journals, which in part expresses the extent to which authors understand high-level research.
• X 4 (time span) is the time span from the average published year of the references to the current year, which in part represents the the extent to which authors understand frontier research.
• X 5 (the proportion of references in English) in part represents the the extent to which authors understand the research in mainstream journals.
• X 6 (the quantity of publications) is the number of publications, in which the author of the dissertation is the first author, or the second author when his or her tutor is the first.
• X 7 , X 8 (the quantity and quality of representative publications) show the ability to produce high-level publications, which in part expresses the quality of dissertations. Note that representative publications are a master's firstauthor and second-author (tutor is the first) publications in SCI journals.
• X 9 (the length of a dissertation) in part reveals a master's research work in quantity.
• Y (the Boolean value on dissertation quality) is equal to one if the average score given by experts is no less than a threshold, and is equal to zero otherwise. Here, the threshold in the definition of Y is 90. Table 1 shows that the values of X 1 , X 2 , X 3 , X 7 , X 8 of dissertations in biological sciences are much higher than those in the other three disciplines. A possible reason is that there are many biological SCI journals with a high impact factor. The values of X 2 , X 3 , X 7 , X 8 of dissertations in engineering are lower than those in the others. It is due to that many resluts of engineering are published in Engineering Index journals or conference collections. Table 1 also shows the scales of X 1 ,. . . , X 9 are different. Therefore, they are normalized by subtracting their mean value and dividing by their standard deviation. Fig. 3 shows that there is only a small fraction of dissertations with a score≥ 90. It leads to a strong class imbalance, which will reduce the training effect of the model. Therefore, SMOTE is used to solve the imbalance [18] , [19] (Algorithm1), in which the samples are treated as the vectors with nine components X 1 , . . . , X 9 .
IV. CLASSIFICATION BASED ON THE SCORES OF EXPERTS
Firstly, we showed the performances of the four models on classification in terms of the receiver operating characteristic curves (ROC) [20] and the index AUC [21] . Due to the small amount of data, the method of cross-validation is used to build a more stable and reliable model [22] , [23] . For each discipline, the data will be divided into a training set and a test set in a ratio 7 : 3. The 5-fold cross-validation is used in this study. The training set is segmented into 5 subsets, one is used as a validation dataset, and the other four subsets are used for training. Repeat the process 5 times to rotate the validation dataset, and obtain the average of a model's performances.
The classifiers are visually evaluated by ROC curve. The abscissa of the curve is the false positive rate (FPR), and the ordinate is the true positive rate (TPR). These rate corresponding to each point on an ROC curve is calculated by taking a different threshold. Scoring classifiers can be used with a threshold to produce a discrete binary classifier: if the classifier output is above the threshold, the classifier produces a ''1''-label, else a ''0''-label.
Index AUC is the area under the ROC curve, which is the probability that the positive ranks ahead of the negative sample. The larger the value, the more likely the classification model will rank the positive sample in front of the negative sample, so that it can better classify. If the ROC curve is located at the top left of the graph, it has higher AUC score and represents a more accuracy classifier. The classifier can be regraded as a good one, if its AUC ≥ 0.85. Fig. 4 shows the ROC curve and AUC of each considered classifier. The random forest model surpasses in each discipline, where its AUC is larger than 95%. Therefore, it can be regarded as a suitable classifier.
Random Forest consists of multiple decision trees. Gini impurity can be used to determine the optimal conditions of nodes. When a decision tree is trained, the impurity can be calculated. For a forest of decision trees, the average reduction of impurity per feature can be calculated, and the average reduction of impurity can be regarded as the importance of the feature [24] , [25] .
Owing to the randomness of calculating feature importance in an experiment, 1000 random seeds are used to get relatively stable results. The final results of the feature importances are shown in Fig. 4 . In information and physical sciences, the weight of X 7 is the largest, and that of X 6 is the second largest one. It means that the experts emphasized on publications when scoring dissertations. In engineering, the weight of X 6 is the largest one, and that of X 1 is the second. In biological sciences, the weight of X 8 is the largest one. One reason is that there are many biological journals with a high factor compared with other disciplines. 
V. CLASSIFICATION BASED ON THE INFORMATION OF PUBLICATIONS
Above section shows the importance of the indexes based on the information of publications in predicting experts' scores.
In fact, these indexes also give a summative evaluation on dissertations' quality. Therefore, we constructed bi-classifiers based on them. Firstly, we labeled dissertations and ranked the dissertations in the decreasing order of such an index, and took the minimum of the first ten percent as a threshold. We labelled the dissertations ''1'' if their index is larger than the threshold, and ''0'' otherwise. For example, the minimum of X 7 of the first ten percent dissertations of physical sciences is 4, which is used as a threshold to classify dissertations.
Secondly, we used SMOTE algorithm to solve the class imbalance. Fig. 5 shows that the random forest model still outperforms in each discipline.
The information of dissertations' references can in part reflect the quantity and quality of postgraduates' reading work, and thus can be treated as a formative evaluation on educational quality. The information helps tutors can use the information to predict the quantity and quality of publications. To show it, we should know the weights of the indexes extracted from references. Let X 6 , X 7 , X 8 be response variables and use their thresholds which are the values of their first ten percent respectively to classify dissertations. The random forest model is also used to calculate the weights of predictors by using 1000 random seeds.
In each discipline, the weights of X 2 and X 3 are the top two in the classification by X 6 . It means that, the quantity and quality of reading work influence the quantity of publications.
Except physical sciences, the weight of X 2 is the largest in the classification by X 7 . It indicates that reading papers in SCI journals is helpful to publish such papers. In physical sciences, the weight of X 5 is the largest, and X 2 is the second. It is because that many historical references of physical sciences are not published in SCI journals.
In physical and biological sciences, X 3 has the largest weight in the classification by X 8 . It indicates that reading more high-level papers in SCI journals helps us to publish such high-level papers. In engineering and information sciences, the weight of X 1 is the largest one. It is because that many high quality papers of the two disciplines are published in high level conference proceedings.
VI. DISCUSSION AND CONCLUSION
This study aims to find the predictors of the masters' dissertations with high quality, where the high quality refers to the high scores given by experts and publishing papers in SCI journals. Four binary classification models in machine learning are applied to 1,170 dissertations from four disciplines. The random forest model outperforms three others. It shows that a range of results about the relationship between scores and other features extracted from dissertations' references and publications. For example, publishing papers in SCI as the first or the second (his or her tutor is the first) author is a predictor to high score. And the number of references in SCI journals is a predictor to publishing such papers. These results help tutors to in part understand the quality of their postgraduates, and contribute to the evaluation of postgraduate education. However, the prediction models here focus on the information extracted from references, publications and length of dissertation. The content of dissertations and research topics should be addressed in the future. 
