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Capítulo 1 
Introdução 
O presente trabalho aborda o estudo dos sistemas dinâmicos discretos. Por sistema dinâ­
mico discreto entende­se um par (X, T) em que X é um conjunto com alguma estrutura 
adicional e T é uma aplicação de X em X que, de certa forma, preserva a estrutura adicional 
do espaço X. Quando X é um espaço topológico (por exemplo um espaço métrico) então 
é normal supor que T é contínua para garantir que a imagem recíproca T~1(A), de um 
aberto A de X ainda é um aberto. É neste sentido, de a imagem recíproca de um aberto 
ser um aberto, que dizemos que T preserva a estrutura topológica. No caso de em X estar 
definida uma medida /J., T preservar a medida /i vai significar que /x(T_1(yl)) = (J,(A). 
Para todo o n G N temos definido em X, Tn = T o ■ ■ ■ o T. Para x G X temos, então, 
n vezes 
definida a sucessão xn = Tn(x) para n > 0 que é designada pela órbita do ponto x. Muitas 
vezes referimo­nos à aplicação T como a dinâmica em X e a X como o espaço de fase ou 
espaço dos "pontos" ou ainda dos estados iniciais. E também frequente designar n como o 
tempo para a dinâmica determinada por T. 
O estudo dos sistemas dinâmicos discretos incide na análise global de órbitas e, em parti­
cular, das suas propriedades assimptóticas. 
Quando X está munido de uma medida de probabilidade \x (isto é, [i{X) = 1) e T preservar 
fj,, dizemos que fj, é ergódica (em relação a T) quando T "mistura" os pontos do espaço de 
fases, no sentido que, se A é T­invariante, isto é T~1(A) = A, então, sob o ponto de vista 
da medida, A é trivial, ou seja, fj,(A) = 0 ou fJ,(A) — 1. Muitas vezes referimo­nos a esta 
situação dizendo que a dinâmica T é ergódica. 
No contexto de uma dinâmica ergódica um dos resultados mais importante, senão o mais 
importante, é o conhecido teorema de Birkhoff (teorema 4.1.3 e a proposição 4.1.4) que 
nos garante que para toda a função <j> e Ll(fj,), as "médias temporais" convergem para 
as "médias espaciais" para \x quase todo o ponto (abreviadamente /U­qtp) x G X. Mais 
concretamente para toda a função 0 G Ll{y) existe um conjunto Y^ C X tal que ix{Y^) = 1 
e para qualquer x G Y$ temos que: 
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n-l ç 
neNnZ^ j x 
Quando nos espaços de fase ainda existe uma estrutura de espaço métrico compatível com 
a estrutura de espaço de medida - no sentido que a medida está definida nos borelianos 
determinados pela métrica definida em X, (ver secção 3.1) - a proposição 4.1.6 garante a 
existência de um conjunto Y tal que fj,(Y) — l e para toda a função <f> G Ll(n) e para todo 
o x G Y temos que: 
fe=0 
Atendendo a que para um boreliano B temos que: 
1 n_1 r 
\im-y"0(Tk(x))= / 4>d[i (1.1) 
« 6 N n ^ v v " Jx 
fc=0 
segue então de 1.1 que: 
l*(B) = / XBdfM 
Jx 
1 n~^ 1 
~Y,XB (Tk(x)) = -»{o < k < n- 1 : Tfe(o;) G fi} 
H{B) = lim -{|(o < fc < n - 1 : Tk(x) G fî) 
Aos pontos de Y chamamos pontos típicos (para a medida /LÍ). 
Fixado um ponto x0 G Y, a igualdade anterior diz-nos que /^  = limimn onde: 
mn : B —> [0, +oo[ 
}t{0 < Jfe < n - 1 : Tk(x) G A} 
A 
n 
O estudo de propriedades assimptóticas, tais como a igualdade u = limimn referida ante-
neN 
riormente pode ser severamente simplificada recorrendo a uma extensão do conjunto dos 
tempos N que inclua tempos "infinitos". Esta extensão é garantida recorrendo, ao que hoje 
se costuma designar por métodos de análise não standard. 
A análise não standard foi, pela primeira vez, apresentada e estudada pelo matemático 
alemão Abraham Robinson que, utilizando formalismo lógico, construiu um corpo *R que 
além de conter E, contém novas entidades a que chamou "infinitesimais" e "infinitamente 
grandes". Esta teoria, na sua essência, consiste em acrescentar a uma estrutura matemática 
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elementos (não standard) que simplifiquem os conceitos standard como por exemplo o 
conceito de limite, de derivada, etc... 
Com a metodologia da análise não standard podemos estender N a um conjunto *N, 
designado por conjunto dos hiper naturais, contendo elementos infinitos com as mesmas 
propriedades lógicas dos elementos de N. Podemos assim, estender as órbitas (xn)neN a 
"hiper órbitas" (xn)ne*^. De modo similar podemos considerar *E, chamado de conjunto 
dos hiper-reais, a extensão do corpo dos reais, de tal modo que além de entidades "infinitas", 
contém também entidades "infinitesimais" e que satisfazem, qualquer que seja c £ R, 
|e| < c. Com estas extensões, podemos então dizer que (yn)neN converge para L (yn —*• L) 
sse d(t/jv, L) é um infinitesimal para N G *N — N, (ver proposição 2.6.6). Também podemos 
dizer que a é um ponto de acumulação de uma sucessão (yn)neN se existir um N G *N — N 
tal que d(yn, a) é um infinitesimal. A extensão *N permite também introduzir o conceito de 
conjunto hiper-finito. Essencialmente, é um conjunto com as mesmas propriedades formais 
dos conjuntos finitos mas cujo cardinal é um inteiro hiper finito N G *N — N. 
Com os conjuntos hiper finitos podemos então definir a função majv para N G *N — N: 
mN: *B -* *[0,+oo[ 
tí{0 < k < N - 1 : Tk{x) G A) 
A N 
Esta função não é uma medida, uma vez que toma valores em *[0, +oo[ que é uma extensão 
de [0, +oo[. Mas considerando a função L(mjv) = st o jnN em que st(a) é o número real, 
que é único pela proposição 2.3.3, e que é infinitesimal com a, segue que esta é uma medida 
e além disso, como é provado na secção 4.2, /À(A) = L(wn.N)(*A), onde *A é a extensão 
não standard do boreliano A. Na construção desta medida, que designamos por medida 
de contagem, recorremos à teoria desenvolvida por Peter Loeb no artigo [17] de 1975 e que 
expomos no capítulo 3, onde se mostra como obter medidas standard à custa de medidas 
não standard definidas em espaços, também eles não standard, como é o caso de mpf. 
Pelo o exposto até agora podemos caracterizar uma medida de probabilidade ergódica para 
uma dinâmica T definida num espaço métrico X através de uma medida de contagem imjv 
em que, de facto, n(A) conta o tempo médio que um ponto típico XQ permanece na extensão 
* A Com isto queremos significar que, num universo não standard, escolhendo N G *N — N 
Esta caracterização de medidas ergódicas vai-nos então permitir, quando X é uma va-
riedade riemanniana M compacta e de dimensão finita e a dinâmica T é dada por um 
difeomorfismo / : M —> M de classe C1, definir o que chamamos de levantamentos 
da medida \i ao espaço projectivo tangente. Para isso, sendo T M o fibrado tangente, 
consideramos S 1 ]^ = {(x, v) G T M : ||v|| = 1 | e a relação de equivalência (x, v) ~ (x, —v) 
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e definimos o espaço quociente P M = SXM/(XjV)„(x,­v) a Que chamamos espaço projectivo 
tangente. Designando por [x, v] a classe de equivalência de (x, v) G T M temos então uma 
aplicação P / induzida pela derivada de / através de: 
P / : P M 
(x,v) 
P M 
DJ(v) 
\DJ(v)\\ 
Esta aplicação P / resulta ser um homeomorfismo. Através de uma medida de contagem, 
para cada v0 G TXoM, onde x0 é um ponto típico para /J,, podemos construir medidas 
p,XQlVo invariantes por P / e tais que £¢0,^0(71­­1^)) = n(A), sendo ir : P M ­+■ M dada por 
w[x, v] = x e A é um boreliano de M. Esquematicamente temos a comutação do seguinte 
diagrama: 
(PM./ko­to) 
7T 
(M, M) 
P / (PM,/iso, J 
7T 
(M, AÍ) 
Estas medidas resultam ser ergódicas para a aplicação P / , conforme comprova o teorema 
5.2.5. Assim, aplicando o teorema de Birkhoff para T — P / e (f> = log | | D / | | concluímos 
na secção 5.4 que lim — log ||L>/n(x,í;)|| é igual a / 4>dp,xv para /x­qtp x G M e para neNn J P M 
todo o v € TXM. O limite anterior é designado, em sistemas dinâmicos, por expoente 
de Lyapunov e permite, em grande parte dos casos, uma caracterização assimptótica das 
órbitas da dinâmica em causa. Esta prova de existência de expoentes de Lyapunov através 
do teorema ergódico de Birkhoff, assentando na construção de medidas no espaço projectivo 
tangente e usando métodos de análise não standard foi o objectivo principal deste trabalho. 
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Capítulo 2 
Fundamentos da Análise não 
standard 
Neste capítulo pretende-se que o leitor se familiarize com os conceitos de análise 
não standard cruciais para o desenrolar deste trabalho. Começamos por construir o 
conjunto dos hiper-reais fornecendo uma motivação e um roteiro para a construção 
do universo não standard associado a outras entidades de maior complexidade. 
2.1 Construção dos Hiper-reais 
Todo o trabalho que aqui se vai desenvolver tem como suporte básico, conceitos de análise 
não standard. Vamos aqui apresentar as ideias subjacentes a esta área da matemática, 
uma vez que os seus modelos não são frequentemente utilizados. A análise não standard 
parte de uma construção lógica cuja consistência deriva da consistência do modelo de 
Zermelo Frankel. Começamos por construir um novo corpo *EX, que seja um alargamento 
do corpo R e, possuindo muitas das propriedades deste. Novas entidades serão criadas: os 
infinitesimais e os infinitamente grandes. Estes novos elementos dão-nos a possibilidade de 
interpretar de uma maneira muito clara o conceito de limite. A ideia intuitiva é a seguinte: 
• Um número é infinitesimal se em valor absuluto for menor que todos os números reais 
positivos, isto é, um número que, como o próprio nome indica, está infinitamente 
perto de zero. 
• Um número é infinitamente grande positivo se, de facto, for realmente grande, ou 
seja, se for maior que qualquer número real positivo. 
É imperativo descrever com todo o rigor estes novos elementos. Sejam s = (sn)neN e r = 
(^ n)neN duas sequências de números reais. Dizemos que s é equivalente a r se as sequências 
emitimos por agora as operações 
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coincidem num número "grande" de índices, isto é, se o conjunto {i G N : s» = r^} é 
"grande". Para formalizar o conceito de "grande" introduzimos a noção de filtro: 
Definição 2.1.1. Seja I um conjunto não vazio. Um filtro sobre I é uma colecção não 
vazia T de subconjuntos de I que satisfazem os seguintes axiomas: 
1. SeA,B^T então Af\B e f ; 
2. SeAefeAcBcI então B e f . 
0 filtro J- diz-se próprio se 0 0 T. Um filtro próprio que satisfaz o seguinte axioma diz-se 
um ultrafiltro: 
3. Para cada A C I, um e um só dos conjuntos A ou I — A pertence a T. 
Um filtro é, de certa forma, uma rede que separa os conjuntos de acordo com os seus 
elementos. Um qualquer subconjunto é grande, relativamente ao filtro T se é um seu 
elemento. É claro que um filtro T que contenha todos os subconjuntos é desinteressante, 
uma vez que, para este filtro, todos os conjuntos são grandes e portanto este não "filtra" 
qualquer tipo de informação. 
Podemos associar a cada ultrafiltro U uma medida finitamente aditiva nas partes de / , 
isto é, uma função ui tal que ui(0) = 0 e se A, B são dois conjuntos disjuntos então 
u(A UB) = u(A) + u(B). Essa função é: 
u: V{I) — [0,+oo[ 
. í 1 se AeU 
~* \ 0 seA(£U 
Note-se que, se A G U e B é disjunto de A então A C Bc e portanto, pelo primeiro axioma 
de filtro, temos que Bc G U. Como U é um ultafiltro então concluímos que B £U. Assim, 
u(A U B) = 1 e u(A) + u(B) = 1 + 0 = 1. Por outro lado, se A, B £ U, então Ac, Bc eU 
e novamente pelo primeiro axioma de filtro Ac H Bc € U, ou seja (A U B)c G U. Daqui 
resulta que A\J B £14. Logo iu(^ 4 U B) = 0. Em qualquer dos casos, concluímos que 
u(A U B) = u(A) + u(B) como era exigido pela definição de medida. 
O ultrafiltro que aqui vamos considerar é o menor ultrafiltro que contém a família dos 
subconjuntos cofinitos de N, ou seja, a família dos subconjuntos de N cujo complementar é 
um conjunto finito. A família dos conjuntos cofinitos é apenas um filtro, mas pelo lema de 
Zorn um qualquer filtro não principal, isto é, que não contém conjuntos finitos, pode ser 
extendido a um ultrafiltro principal. Este resultado pode ser encontrado em [9] e em [22]. 
Seja u a medida em V(N) que caracteriza o ultrafiltro. Considerar um ultrafiltro não 
principal deve-se ao facto de, com este, a caracterização do conceito de "grande", na 
relação descrita atrás por: 
{sn)neN = {rn)neN sse u({i G N : Sj = r<}) = 1 (2.1) 
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ou seja, sse {i G N : s* = u} G U, é uma relação de equivalência que produz um conjunto 
de classes de equivalência que não é isomorfo ao corpo R: 
Sejam s = (sn)n e N , r = (r n) n e N e t — (tn)n&n­
1. A reflexividade é óbvia pois sendo U um ultrafiltro, TU(0) = 0 e portanto iu(N) = 1; 
2. A simetria resulta do facto de a relação de igualdade ser também ela simétrica. 
3. S e s = r e r = í então u({i G N : s, = r<}) = l e TU({Í 6 N : r< = U}) — 1. Assim, 
u({i G N : Sj = Ti = i»}) = 1. Como {i € N : 5j = rj = ti} C {i € N : s» = í*}, então 
n({i G N : Si = íi}) = 1, ou seja, s = t. 
Notação 2.1.2. Denotamos a classe de equivalência de s = (sn)n£N por [sn]­
No conjunto *R = RN/ = definam­se as seguintes operações usuais: 
• [«n]*+[r„] = [sn + rn]; 
• [sn]*x[r„] = [sn x rn]; 
Teorema 2.1.3. Com as operações anteriores, (*R, *+,*x) é um corpo, em que 0 = [0] é 
o elemento neutro de *+ e 1 = [1] é o elemento 1 de*x. 
Demonstração. Em primeiro lugar é necessário verificar que as operações de soma e produto 
estão bem definidas. Para isso, basta verificar que se [rn] = [sn] e [r'n] = [s^] então 
W + f t ] = [*«]•+[<] e W * x K ] = [sn] x [<]. Como [r„] s [sn] e [<] = [<] então 
definindo os conjuntos, i? = {i € N : r< = 5»} e R! — {i € N : r£ = s^}, temos que 
u(R) = 1 e u(i?') ­ 1. Logo u(R n # ) = 1. Mas i? D i ? Ç {i G N : r« + rj = 0< + s^} 
donde resulta que TU({Í G N : r* + r• = s, + s^}) = 1, ou seja, [rn]*+[r(J = [s„]*+[s£J. 
Do mesmo modo, R C\ R' Ç {i G N : r< x r ■ = Si x s^} e portanto concluímos que 
u({i eN:rixr'i = six sj}) = 1, ou seja [rn]*x[rj = [sn] x [s'n]. 
Todas as restantes condições para que (*R, *+, *x) seja um corpo são verificadas de modo 
análogo. É de salientar que as propriedades de corpo para (*R, *+,*x) resultam directa­
mente do facto de R ser corpo para as operações usuais e do facto de estas se verificarem 
para conjuntos de medida u­total. D 
Podemos ainda definir em *R uma relação de ordem de maneira óbvia. Dizemos que 
[rn]* <[sn] sse u({i G N : r* < Si}) = 1. Desta forma (*R, *+,*x,* <) é um corpo 
ordenado. 
Definição 2.1.4. Aos elementos de *R damos o nome de hiper­reais. 
11 
Podemos ver os elementos r e i como elementos de *R através da classe de equivalência 
da sequência constante igual a r, ou seja, *r = [r]. Esta observação justifica o facto de 
se dizer que *R é extensão de R. Pela maneira como foi feita a identificação e pela forma 
como definimos as operações em *R temos que: 
1. *r*+*s = *(r + s); 
2. *r*x*s = *(r x s); 
3. *r — *s sse r — s; 
4. *r* <*s sse r < s; 
No ta 2.1.5. Por simplificação de notação, iremos designar *+, *x e * < respectivamente 
por +, x e <. 
Provada a existência de hiper-reais que não são classe de equivalência de sucessões reais 
constantes prova-se automaticamente que *R é uma extensão própria de R. A existência 
de novas entidades em *R é confirmada na próxima secção. 
2.2 Os infinitesimais e os infinitamente grandes 
Depois da construção formal do novo corpo *R estamos em condições de dar uma definição 
matemática de infinitesimais e de infinitamente grandes. 
Consideremos s — 1' 
,n/ n£N. 
Como para todo o n G N, — > 0 então, por definição temos 
n 
que e > 0 1. Por outro lado, dado r G R+ , existe n G N tal que — < r, para todo o 
m 
m> n, donde resulta que o conjunto n e N : - < r> é cofinito e portanto é um conjunto 
l n J 
grande, isto é, de medida m total. Concluímos assim que s < [r], com r G R+ . Enquanto 
classe de equivalência de sucessão de números reias, e é um número hiper-real positivo e 
como s < [r] qualquer que seja r G R+, tem-se que e não é classe de equivalência de uma 
sucessão constante, ou seja, e ¢ R. Aos números que satisfazem as mesmas condições que 
s dá-se o nome de infinitesimais. Acabamos de provar que estes números são entidades de 
*R que não pertencem a R, ou seja, *R é, como havíamos afirmado, uma extensão própria 
deR. 
Consideremos agora u> = [(n)nepj]. O conjunto { n e f f : n < r } é cofinito qualquer que 
seja r G R+ e portanto é um elemento de U, ou seja, é um conjunto de medida TU total, 
1Note-se que isso significa que *s > 0 
12 
o que prova que u > [r]. Novamente, enquanto classe de equivalência de uma sucessão 
de números reais u> é um hiper-real, maior que todos os números reais. Aos números que 
satisfaçam a mesma condição que u dá-se o nome de infinitamente grandes ou ilimitados. 
Note-se que u X e = [1] e portanto u é o inverso multiplicativo de s em *R. De forma 
mais geral, o inverso multiplicativo de um infinitesimal não nulo é sempre um infinitamente 
grande e vice-versa. 
Definição 2.2.1. Um número hiper-real x E*R diz-se: 
1. Finito ou limitado sse \x\ < r para algum r G E + ; 
2. Infinito ou ilimitado sse \x\ > r para todo r G M+; 
3. Infinitesimal sse \x\ < r para todo r G M+; 
No ta 2.2.2. Segundo a caracterização dos hiper-reais anterior, o único número real que é 
infinitesimal é o 0. 
Proposição 2.2.3 (Propriedades aritméticas dos hiper-reais). Consideremos e,ô infinite-
simais e H,K ilimitados, todos elementos de *E+. Então temos que: 
• Soma 
1. s + 5 é infinitesimal; 
2. e + H é ilimitado; 
3. K + H é ilimitado; 
• Produto 
1. e x ô é infinitesimal; 
2. K x H é ilimitado; 
Demonstração. A prova desta proposição usa apenas as propriedades de ultrafiltro. 
• Soma 
1. Seja r G R+ . Como e e 5 são infinitesimais então i u f n G N : £ „ < - | = l e 
u i N n e N : 5 n < - > j = 1. Portanto a sua intersecção é ainda um conjunto de 
medida m-total. Assim, temos que u({n G N : en + Sn < r}) = 1. Como r G 
é qualquer então e + 6 é infinitesimal; 
2. Como e > 0 então H + e > H. Logo H + e é ilimitado; 
3. Como H > 0 então K + H > H. Logo K + H ê também ilimitado; 
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• Produto 
1. Seja r um número real positivo arbitrário. Como e e 5 são infinitesimais então 
ui({n G N : en < y/r}) = 1 e u({n G N : ôn < y/r}) — 1. Logo, a intersecção dos 
dois conjuntos ainda tem medida tu-total. Assim, u({n 6 N : en x í n < r}) = 1. 
Como r G R+ é qualquer concluímos que e x ô é infinitesimal; 
2. Como H e K são ilimitados então, em particular, K > 1. Logo, H x K > H e 
portanto H x K é ilimitado. 
D 
Podemos aplicar as ideias anteriores para obter extensões "não standard" de outro tipo de 
entidades matemáticas, nomeadamente conjuntos, relações e, em particular, funções. 
Definição 2.2.4. Um subconjunto A de M. é estendido a um conjunto *A de *R definido 
seguinte modo: 
[{rn)nm] 6 *A sse u ( {n e N : r„ 6 A} ) = 1. 
Exemplo 2.2.5. *N é o conjunto formado por todas as classes de equivalência de sucessões 
de valores em N, ou seja, *N = {[(rii)íeN] : rij G N}. 
Quanto a funções, estendemos / : l - » R a uma função */ : *R —► *E definida através da 
expressão: 
7([(»n)neN]) = (/(rn))neN • 
De facto, dado r e i ™ temos que / o r £ RN e além disso, se 1™ 3 r E s ç f então 
isso significa que u({i G N : r< = Sj} = 1 e portanto, aplicando / , u({z G N : / ( n ) = 
/( s i)}) = !> o u seJa> */([(rn)neN]) = */([(sn)neN])­ De forma mais geral, dada uma função 
/ : A —>• M onde A é subconjunto de E, define­se */ : *A ­^ *E, a extensão de / , pela 
expressão */ ([(rn)neN] ) = ( / ( r n ) ) n € N para [(rn)n6N] G *A. 
Para estender relações procede­se da seguinte forma. Uma qualquer relação /c­ária P 
definida num qualquer conjunto A é um subconjunto de Ak. Assim, estendemos P a *P 
como a extensão do subconjunto de Ak que define P. Usando a notação P(oi,..., 0¾) para 
expressar que (ai,..., a^) verifica a relação P, a extensão de P é definida por *P([r1],..., [rk]) 
sse TU ({n G N : P^, ...,r^)}) = 1. Do facto de identificarmos *r com r sempre que r G M, 
resulta que, se r1,...,rfc G E então P(r1,...,r fc) sse *P(*r1,..., *rfc) o que, mais uma vez, 
justifica o facto de *P ser uma extensão de P. 
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2.3 Halos e Sombras 
Definição 2.3.1. Dizemos que um hiper-real b está infinitamente perto de um hiper-real c 
e escrevemos b « c, sse \b — c\ é infinitesimal, ou seja, sse \b — c\ < S, qualquer que seja 
< 5 G E + . 
A condição de infinitamente perto define em *R uma relação de equivalência, pois: 
• Reflexividade: b « b uma vez que 0 é infinitesimal. 
• Simetria: Se b « c então \b — c\ é infinitesimal e portanto, por simetria de | • | vem 
que \c — b\ é também infinitesimal donde resulta que c « b; 
• Transitividade: Se i « c e c « cl então \b — c\ e \c — d\ são infinitesimais e como 
a soma de infinitesimais é infinitesimal concluímos que |6 — d\ < \b — c\ + \c — d\ é 
também infinitesimal. Logo b & d; 
Definição 2.3.2. Define-se halo de um hiper-real b como sendo a classe de equivalência 
da relação anterior, ou seja, hal(b) = {c G *E : ò œ c}. 
Teorema 2.3.3. Todo o hiper-real limitado b está infinitamente próximo de exactamente 
um número real, ao qual chamamos parte standard de b, ou sombra de b. Usualmente, 
denota-se esse número real por st(b), sh(b), °b. 
Demonstração. Seja b G *E limitado e consideremos o conjunto A = {r G E : r < b}. 
Como b é limitado existem números reais tes tais que t < b < s e portanto A é um 
subconjunto não vazio e limitado superiormente em E por s. Logo, admite supremo. Seja 
c o supremo de A e seja s G E + . Por definição de supremo, c + e $ A e portanto c + e >b. 
Por outro lado, se c — s > b então c — e seria um majorante de A mais pequeno que c e 
portanto c não seria o supremo de A. Logo c — e < b. Concluímos que c — e < b < c + e, 
qualquer que seja e E M+, ou seja, c ?» b. 
Para provar a unicidade, suponhamos que st(b) = c e que st(b) = a. Então 6 « c e b « a. 
Logo, \c — a\ < \c — b\ + |6 — a\ « 0. Como a e c são elementos standard então \c — a\ G E. 
Como o único infinitesimal real é 0, então concluímos que \c — a\ = 0, ou seja, a = c. D 
Nota 2.3.4. 
1. Podemos considerar st (parte standard) como uma função definida para hiper-reais 
limitados, ou seja: 
dom si = {x G *E : x é limitado} 
2. Se b é um número real então o halo de b é exactamente o conjunto dos pontos de *R 
cuja parte standard é b, isto é, hal(b) = st~x(b); 
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Proposição 2.3.5. A parte standard satisfaz as seguintes propriedades aritméticas: 
1. st(a±b) = st(a)±st(b); 
2. st(a x b) = st(a) x st(b); 
Demonstração. Seja a' — st(a) e b' — st(b). Por definição de parte standard, sabemos que 
a' « a e b' « b. 
1. Logo a' + b' « a + ò, ou seja, a' + b' = st(a + b) e portanto st(a) + st(b) — st(a + b). 
Um raciocínio análogo ao anterior prova a igualdade para a diferença. 
2. Como a' « a e b' œ b então, a' x b' ^ a x b, ou seja, a' x b' = st(a x b) e portanto 
sí(a) x st (b) = si (a x b). 
D 
2.4 O Princípio da Transferência 
Depois de estudadas algumas propriedades no novo corpo *R é natural tentar responder 
ao seguinte problema: 
Em que subconjuntos do novo corpo *R se mantém válidas as 
propriedades existentes em subconjuntos deW? 
Um exemplo clássico, descrito a seguir, mostra que nem todas as propriedades válidas para 
subconjuntos de R são válidas para subconjuntos de *R. 
Exemplo 2.4.1. Da teoria de conjuntos usual sabemos que N é um conjunto bem ordenado, 
isto é, qualquer seu subconjunto tem primeiro elemento. Queremos então saber se todo o 
subconjunto de *N é bem ordenado. Consideremos o conjunto * N - N c *N. .Se H fosse o 
primeiro elemento deste conjunto então teríamos que H — 1 € N. Logo, H — 1 + 1 = H 
seria também um elemento de N e portanto não pertenceria a *N — N. Concluímos assim 
que não é válido o princípio da boa ordenação em *N. 
Este exemplo, leva-nos à conclusão que não podemos transferir todas as propriedades 
existentes em subconjuntos de R para os seus alargados. É então importante encontrar 
subconjuntos especiais de *R nos quais propriedades "standard" possam continuar a ser 
verdadeiras. 
Como veremos a seguir, a classe dos subconjuntos ditos internos de *R, para os quais se 
podem transportar propriedades do mundo standard é suficientemente vasta e tem uma 
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construção bastante intuitiva. Para formalizar a definição de conjunto interno iremos 
recorrer ao conceito de estrutura relacional. 
Uma estrutura relacional é um sistema da forma: S — {S, Rel(S), Fun(S)) onde S é um 
conjunto não vazio, Rel(S) é um conjunto de relações finitas em S e Fun(S) é uma colecção 
de funções finitas em S. Se Rel(S) é o conjunto de todas as relações finitas em S e Fun(S) 
é a colecção de todas as funções finitas em S então <S diz­se uma estrutura completa sobre 
S. 
Denotemos por TZ a estrutura completa baseada em R e consideremos a seguinte estrutura 
*Tl = (*R, {*P : P e Rel(R)}, {*/ : / G Fun(R)}) definida em *R. Esta estrutura não é 
completa porque apenas estão consideradas as relações entre hiper­reais que provêm de 
relações existentes entre os números reais e funções que são extensões de funções reais, não 
sendo contempladas as relações intrínsecas entre elementos de *R bem como funções que 
não podem ser obtidas como classes de equivalência de funções reais. Às relações e funções 
que podem ser obtidas através de classes de equivalência chamamos internas e às restantes 
chamamos de externas. Ainda não vimos que existem funções externas, mas o exemplo 
seguinte é um exemplo de uma função externa. 
Exemplo 2.4.2. Consideremos a função f : *N — N —* R definida por: f(N) — N. Esta 
função não é interna porque *N — N não é um conjunto interno. 
Dada uma estrutura S podemos associar­lhe uma linguagem £5 cujo o alfabeto é composto 
por conectivos lógicos, quantificadores, parêntesis e uma colecção numerável de símbolos 
x, y, z,... aos quais damos o nome de variáveis. 
Os termos da linguagem são construídos de forma indutiva: 
1. Toda a variável é um termo. Além disso, cada elemento s de S é designado por 
constante e é também um termo; 
2. Se / é uma função m­ária e ri, . . . , rm são termos então / ( r i , ...,rm) é um termo. 
A custa dos termos de uma linguagem definimos as fórmulas: 
1. Uma fórmula diz­se atómica se é do tipo P(rx, ...,rm) onde P ê uma relação m­ária 
e ri,. . . , rm são termos. 
2. Se ip e ijj são fórmulas então também o são <p A tp, </? V ip} ­i^j, ip —► ip e <p <­> tp. 
3. Se íp é uma fórmula, x é uma variável e P é uma relação unária então (Vx G P)tp e 
(3x G P)<p são também fórmulas. 
Definição 2.4.3. A ocorrência duma variável x numa fórmula <p é dita quantificada se é 
da forma (Wx G P)<p ou (3x G P)<f. Uma ocorrência não quantificada diz­se livre. 
Uma sentença é uma fórmula na qual todas as variáveis estão quantificadas. 
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2.4.1 A *transformação 
Dada uma fórmula da linguagem Cn dos reais podemos transformá-la numa fórmula de 
£*TZ da linguagem dos hiper-reais substituindo cada relação P G Rei (M.) por *P G Rel(*M) 
e cada função / G Fun(R) por */ G Fun(*M). Assim podemos definir a * transformação 
indutivamente: 
1. Se T é uma variável ou uma constante de Cn então *r é simplesmente T; 
2. Se T é /(1^,...,Tfc) então T é 7 ( T l r . , T f c ) i 
A *transformada, *(f, de uma qualquer fórmula atómica ip é obtida do seguinte modo: 
1. Substituímos cada termo T que ocorre em cp por *r; 
2. Substituímos cada símbolo relacional P de qualquer fórmula atómica que ocorre em 
tp por *P; 
3. Substituímos P em qualquer quantificador da forma (Vx G P) ou (3a; G P) que 
ocorre em (f por *P; 
Assim, para définir a *transformada de uma qualquer fórmula recorre-se à *transformada 
das fórmulas atómicas que as contêm, isto é: 
. *(p(r1)...,rfc)) = *P(T1)...,*rfc); 
. *{<p A <f>) = V A V, *(¥> V 0) = V V V, *(¥> - 0) = V -^ V, % <-> 0) = V <- *0, 
• *((Vx G P)p) = (Vx G *P)V, *((3x G P)ip) = (3x G * P ) > 
Com os conceitos introduzidos até aqui estamos em condições de enunciar o Princípio de 
transferência: 
Princípio de Transferência: Uma qualquer propriedade <p é verdadeira em £TC sse *<p é 
verdadeira em C*-R. 
A seguir são dados alguns exemplos que ajudam a perceber como funciona, na prática, o 
princípio de transferência: 
Exemplo 2.4.4. 
1. Principio da boa ordenação de N. Este princípio é traduzido em linguagem de 
primeira ordem pela sentença: 
(VA G P(N))[(3n G A)(Vm G N)(m G A -+ n < m)] 
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A * transformada desta sentença é: 
(VA G *P(N))[(3n e A)(Vm 6 % e A ^ n < m)] 
Mas esía traduz que qualquer conjunto de *V(N) é bem ordenado. Note­se que, *N­N 
não satisfaz a sentença anterior, como já referimos, donde se conclui que *V(N) 
é um subconjunto próprio de V(*N). Designamos, de acordo com o princípio de 
transferência, *V(N), por partes internas de *N. 
2. Sejam A e B dois subconjuntos de R. A reunião de dois conjuntos é descrita pela 
sentença: 
(Wx G R) (x G A U B «­> (x G A V x G B)) 
A * transformada desta sentença é: 
(Vx G *R)(x £*{AuB)^(xe*A\/xe *B)) 
que significa exactamente que *(A\J B) = *AU *B. 
3. Um argumento semelhante ao anterior prova que *(Aí~\B) = *AC\*B e *(A — B) = 
*A­*B. 
4­ As propriedades 2 e 3 são válidas para um número finito de conjuntos. 
Até aqui vimos exemplos de como transportar propriedades do mundo standard para 
conjuntos internos do universo não standard. Contudo, a grande força do Princípio de 
Transferência reside no facto de o recíproco do princípio também ser válido, ou seja, uma 
propriedade P válida para conjuntos internos também é válida no universo standard. 
Uma aplicação importante do princípio de transferência é a caracterização intuitiva de 
limite e de continuidade de funções. 
Como uma sucessão real (sn)n€N é uma função real de domínio natural, isto é s : N —► R, 
então esta estende­se a uma função interna de domínio *N, s : *N —► *R\ ou seja, a uma 
hiper­sequência (sn)ne*N­ Aos termos definidos para os índices ilimitados damos o nome 
de termos alargados da sucessão. 
Proposição 2.4.5. Uma sucessão real (sn)ne® converge para L GR sse SN ~ L para todo 
o N G *N — N. (ou seja, para todo o N G *N não limitado.) 
Demonstração. (=>) Suponhamos que (sn)n€N converge para L. Vamos mostrar que para 
N G *N — N, SN ~ L. Seja e G R+ arbitrário. Como (sn)neN converge para L então existe 
me G N tal que: (Vn G N)(n > m£ =$■ \sn — L\ < e). Por transferência vale a sentença: 
(Vn G *N)(n > ms =>• \sn — L\ < e). Em particular \sN ­ L\ < e. Como e G R+ é qualquer 
então SN « L. 
1Como já foi referido, utiliza­se apenas s para denotar *s 
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*«BKtafc ^ blb ^¾^ 
(<=) Fixemos s G E + . Como para todos os ilimitados N temos que sN « L então a 
sentença: 
(3N G *N)(Vn G *N)(n > N =► |a„ ­ L| < e) 
é verdadeira. Mas esta sentença é a *transformada da sentença 
(3iV G N)(Vn G N)(n > iV =► \sn ­ L| < e) 
e portanto, pelo princípio de transferência, esta última também é verdadeira. Como e G M+ 
é arbitrário, então temos provado que a sucessão (sn)n£N converge para L. D 
Teorema 2.4.6. Seja f uma função real de domínio real. f é contínua num ponto c 6 R 
sse f(x) « /(c) sempre que x « c, isto é, sse f(hal(c)) C hal(f(c)). 
Demonstração. A continuidade de uma função é traduzida em linguagem de primeira 
ordem através da sentença: 
(Ve G R+)(3S G E+)(Vx G R)(\x ­ c\ < S ­* \f(x) ­ f(c)\ < e) 
(4=) Fixemos s G K.+. Tomemos S > 0 infinitesimal. Assim, se \x — c\ < 5, em particular, 
temos que i « c e portanto, por hipótese, f(x) « /(c), ou seja, \f(x) — /(c) | < s. Assim, 
a sentença: 
(36 G *E+)(Vx G *R)(|x ­ c\ < S ­+ | /(x) ­ / (c) | < e) 
é verdadeira e portanto por transferência a seguinte sentença também é verdadeira: 
{30 G R+)(Vz G R)(|x ­ c| < 6 ­+ \f(x) ­ / (c) | < s). 
Como s G E + era qualquer então concluímos que / é contínua em c. 
(=>) Suponhamos agora que / é contínua em c e que x w c. Para provarmos que / (x) « 
/(c), basta provar que, \f(x) — / (c) | < £, qualquer que seja s G R+ . Fixemos então 
e G K+ arbitrário. Por continuidade, sabemos que existe ôe, tal que se \y — c\ < à~e então 
l/(y) — /(c)l < e­ Sendo x « c então, para qualquer 5 G M+, |x — c| < S. Em particular 
|x — c| < ô£. Logo | /(x) — / (c) | < e como pretendíamos. D 
2.5 Conjuntos Internos e conjuntos Externos 
Um exemplo trivial de conjunto interno é aquele que se constrói como extensão de um 
qualquer subconjunto de M. pois, por definição de extensão temos que *A — [A], qualquer 
que seja A c K . Em particular, os conjuntos *N, *R, *Q e *Z são internos. 
Um outro exemplo, menos trivial, de um conjunto interno é o conjunto {n G *N : n < N} 
onde N G *N é qualquer. A sequência (An)ne^ de subconjuntos de R que lhe dá a origem 
é Am = {n G N : n < Nm} sendo que A^  = [(Am)meN]. 
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A proposição seguinte estabelece algumas das propriedades mais importantes dos conjuntos 
internos. 
Proposição 2.5.1. A classe dos conjuntos internos é fechada para as operações finitas 
com conjuntos, ou seja, valem as seguintes igualdades1: 
1. [An]n[Bn] = [AnnBn}; 
2. [An] U [Bn] = [An U Bn]; 
3. [An] - [Bn] = [An - Bn]; 
Demonstração. 1. Dizer que [rn] G [An] D [Bn] é o mesmo que dizer que [rn] G [An] 
e [rn] G [Bn], o que é equivalente a dizer que m({n G N : rn G An}) = 1 e 
n({n G N : rn G Bn}) = 1. Assim, sendo ui uma medida m({n G N : rn G An í~l Bn}) 
= 1, o que significa que [rn] G [An D Bn]\ 
Note-se que, se u({n G N : rn G An D Bn}) = 1 então u({n G N : rn G An}) = 1 e 
u({n G N : rn G Bn}) = 1. Esta observação justifica a outra inclusão. 
2. Dizer que [rn] G [An] U [£?„] é o mesmo que dizer que [rn] G [An] ou [rn] G [J5n], o que 
é equivalente a dizer que ou u({n G N : rn G Ai}) = 1 ou ui({n G N : rn G J5n}) = 1. 
Assim, u({n G N : rn G An U Bn}) = 1, o que significa que [rn] G [An U Sn]; 
Pelo facto de TU ser uma medida que só toma os valores 0 e 1, resulta que ou u({n G 
N : rn G -An}) = 1 ou ui({n G N : rn G Bn}) = 1. Mais uma vez esta observação 
justifica a outra inclusão. 
3. Dizer que [rn] G [An] — [Bn] é o mesmo que dizer que [rn] G [An] e [rn] ¢ [Bn], o que 
é equivalente a dizer que ui({n G N : rn G An}) = 1 e m({n G N : rn G Bn}) = 0, 
ou seja, ui({n G N : rn G" -Bn}) = 1. Logo, u({n G M : rn G An — Sn}) = 1, o que 
significa que [r„] G [An - fín]; 
A mesma observação da primeira alínea justifica novamente a outra inclusão. 
D 
Usando a transferência e as propriedades descritas atrás podemos dar alguns exemplos de 
conjuntos que não são internos: 
Exemplo 2.5.2. 
1. N é externo. Se fosse interno então *N —N também seria interno, o que, como vimos 
no exemplo 2.4-1, é falso. 
1Como usualmente, simplificamos a notação [(Ai)neN] para [An] 
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2. R também é externo pois se fosse interno então também o seria o conjunto N = 
Rn*N. 
3. *R - R é externo. Se fosse interno então *R - (*R - R) = R também seria interno, 
o que, como vimos, é falso. 
4- Com argumentos semelhantes aos anteriores prova-se que os conjuntos Q, *Q — Q, 
Z, *Z — Z são também externos. 
5. O conjunto dos infinitesimais também é externo, pois é um conjunto limitado supe-
riormente em *R mas não tem supremo, pois se b fosse o supremo de hal(0) então 
b teria de ser positivo e inferior a todos os números reais positivos isto é i « O e 
portanto 26 « O, donde b não era supremo de hal(0), pois 1b > b. 
Em muitas situações torna-se difícil decidir se um determinado conjunto é ou não interno. 
Por isso enunciámos aqui um princípio muito útil que nos permite, para grande parte dos 
conjuntos, decidir sobre a sua internalidade. 
Princípio da Definição In terna de Conjuntos: Seja (p(x) uma fórmula da linguagem 
Cn onde x é a única variável que ocorre livre. Então o conjunto {b G *R : *f(b)} é interno. 
Exemplo 2.5.3. Sejam a, b dois números reais arbitrários tais que a < b. O intervalo 
*(a, b) = {x € *R : a < x < b} é interno, uma vez que *R é interno e a < x < b é uma 
fórmula da linguagem de primeira ordem, onde a única variável que ocorre livre é x. 
2.6 As super estruturas 
Para os resultados dos capítulos 3 e 4 vamos precisar de estender o universo não standard a 
entidades matemáticas mais complexas. Esta extensão levará à criação de novas entidades 
internas onde o princípio de transferência permanecerá válido. 
Para obter universos não standard mais gerais precisamos de repetir a construção de *R 
para qualquer entidade matemática X que possa ser necessária. Formaliza-se assim, a 
versão não standard *X de X que contém elementos ideais como os infinitesimais no caso 
real. X pode, por exemplo, ser um espaço métrico, um espaço de medida, uma variedades, 
ou um outro qualquer objecto matemático. Em vez de construirmos para cada entidade 
a extensão não standard *X, é muito mais prático construir a versão não standard *V de 
um universo matemático V que contenha todas as entidades que possam ser importantes. 
Uma tal construção tem a vantagem adicional que o respectivo princípio de transferência 
preserva as relações entre as estruturas bem como as propriedades intrínsecas. Deste modo, 
*V deve conter *X, qualquer que seja X G V. Apresentamos aqui os universos, também 
designados por super estruturas, de uma forma axiomática e, no apêndice A, far-se-á uma 
construção detalhada destas entidades. 
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Como já se disse, estamos interessados em generalizar o Princípio de Transferência de modo 
a que se possa aplicar a todos os objectos relevantes sob o ponto de vista matemático. 
Por isso é necessário que este princípio permita a transferência de sentenças onde haja 
quantificação de qualquer tipo de objectos. Por exemplo, tem de ser possível efectuar a 
transferência de sentenças em que a quantificação seja eventualmente feita sobre conjuntos, 
relações, funções, etc. 
Seja X um conjunto não vazio cujos elementos são considerados átomos, isto é, se x G X 
então x ^ 0 e não existe b tal que b G x. Do mesmo modo que definimos *R como 
sendo EN/W, definimos *X como sendo XN/ÍY. Considere-se a família de conjuntos (Xn)n€N 
definida indutivamente por: 
X0 = X 
X n + 1 =X n U7?(X n ) . 
Definição 2.6.1. Chama-se super estrutura sobre o conjunto de átomos X ao conjunto 
definido por: 
oo 
V(X) = (J xn. 
n=0 
Nesta construção obrigamos X a conter o conjunto R. e procedemos de modo a que o 
universo não standard V(*X) tenha as seguintes propriedades: 
1. Para qualquer entidade A G V(X) deve existir uma entidade não standard *A em 
V(*X) do mesmo tipo de A, isto é, se A é um conjuntos então * A é um conjunto, se 
A é uma família de funções então *A é uma família de funções, etc. 
2. Os objectos de *A têm de ter exactamente as mesmas propriedades dos objectos de 
A. Por exemplo, dados x, y G A, x G y sse *x G *y e x = y sse *x = *y\ 
3. Se A é um conjunto então *A deve conter o conjunto aA = {*x : x £ A} que será 
visto como uma cópia de A no universo não standard. Além disso, se A é infinito 
então a inclusão deve ser estrita. 
Assim, o nosso universo não standard é descrito pelos seguintes axiomas: 
1. Existe um conjunto *X de átomos que contém estritamente X; 
2. Existe um mergulho * : V(X) -» V(*X) tal que: 
(a) Se £ G X então *x = x; 
(b) (Princípio de transferência) Se Ai,..., An € V(X) e 4> é uma sentença qual-
quer então (f)(Ai,..., An) é verdadeira em V(X) sse *0(Mi,..., *An) é verdadeira 
emV(*X); 
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3. Um qualquer objecto A G V(*X) diz-se interno se A € *B para algum B <E 
Todas as outras entidades de V(*X) dizem-se externas. 
4. (Saturação numerável) Se (An)nSN é uma sequência decrescente de conjuntos 
internos de V(*X) então f] An ^ 0. 
neN 
Nota 2.6.2. Por vezes, os métodos de análise não standard, como por exemplo, em 
espaços topológico que não admitem bases numeráveis de abertos, requerem um principio 
muito mais forte que saturação numerável mas que traduza essencialmente a mesma ideia. 
Existem modelos matemáticos, baseados em ultrafiltos, em que vale o seguinte principio, 
que é uma generalização da saturação numerável1. 
Princípio de Poli-saturação: Seja K um cardinal qualquer. Qualquer colecção de 
conjuntos internos tal que as intersecções de cardinalidade menor que K sejam não vazias 
têm intersecção não vazia. 
Uma consequência importante da saturação, que vai ser usada mais adiante é a seguinte: 
Teorema 2.6.3. Seja (Ai)neN uma sequência de conjuntos internos. Então M An é 
neN 
interno sse I ) An = 1 ) 4 , para algum k £ N. 
neN n<k 
Demonstração. (<=) Pela construção do mundo standard e pelo princípio da definição 
interna temos que, a reunião finita de conjuntos internos é um conjunto interno. Assim, se 
1 ) 4 = M i n , para algum fceN, então obviamente M An é interno. 
neN n<k neN 
(=>) Consideremos A — M An . Os conjuntos da forma A — An são todos internos pois, 
neN 
por hipótese os conjuntos A e An são internos. Além disso, í | A — An = 0. Por sa-
n6N 
turação numerável, como a sucessão (flfc-cn A — An) é decrescente, tem de existir al-
k k k / k \ 
gum k 6 N tal que Ç\A- An = 0, ou seja, p | i 4 - i 4 n = p | i 4 n > 4 ^ = i 4 n ( p | ^ ] = 
n = l n = l n = l \ n = l / 
= An((jAn) =A-((jAnj - 0 . 
k 
Logo, temos que A c M An. Pela definição de A vem a outra inclusão, donde resulta que 
n = l 
I^ J An = ( J An, para algum k e N. D 
neN n<k 
1 Nesta dissertação apenas será usada saturação numerável. 
24 
Nota 2.6.4. Da prova do teorema anterior resulta que se (Ai)neN e uma sequência de 
conjuntos internos crescente então M An é interno sse para algum k G N, An = 0 para 
nGN 
todo o n> k. 
Denotamos por *V(X) a colecção de todos os objectos internos em V(*X). A axiomática 
descrita garante que continua a ser válido o princípio de definição interna, isto é: 
Princípio da Definição Interna Seja ¢) uma sentença e sejam A, A\, ..., An entidades 
internas de V(*X). Então o conjunto {a £ A : <j){a,A\, ...,An) é verdadeira em V(*X)} é 
interno. 
Teorema 2.6.5 (Compreensão). Dada uma função f \" A­+ *B, onde A e B são entidades 
standards, existe uma aplicação interna *F : *A —► *B cuja restrição a °'A coincide com f. 
No caso de X anterior ser uma entidade qualquer, por exemplo uma variedade, dizemos que 
V(X) representa o universo standard sobre a estrutura X e V(*X) o universo não standard 
sobre a extensão *X de X. 
Quando X contém a estrutura de um espaço métrico (E, d), podemos fazer considerações 
análogas às feitas em R. Por exemplo, diz­se que b está infinitamente perto de a, e 
representa­se por b « a, se *d(a, b) « 0. Podemos ainda dar uma interpretação de 
convergência de sucessões, através dos elementos ilimitados das sucessões. 
Proposição 2.6.6. Seja (E,d) um espaço métrico e (sn)ne^ uma sequência de elementos 
de E. A sequência converge para L G E sse para todo o N G *N — N, SJV ~ L, sse para 
todo o N G *N ­ N, st(sN) = L. 
A prova desta proposição é análoga à prova feita na proposição 2.4.5 (para o caso em que 
E = TSL) uma vez que nessa prova apenas se usa o facto de IR ser um espaço métrico e o 
limite ser dado em termos de distâncias. 
Com a axiomatização das super estruturas podemos enunciar alguns resultados clássicos 
de análise não standard que irão ser amplamente usados neste trabalho. 
Teorema 2.6.7 (Princípio de Permanência). Seja ip(x) uma fórmula interna de £v(*R) em 
que x é a única variável que ocorre livre. Então: 
1. (Permanência Superior) Se existe k 6 N tal que <p(n) é verdadeira para todo o n G N 
tal que k <n, então existe K G *N — N tal que <p(n) é verdadeira para todo o n G *M 
tal que k < n < K; 
2. (Permanência inferior) Se existe K G *N — N tal que <p(n) é verdadeira para todo o 
n G *N — N tal que n < K, então existe k e N tal que (p(n) é verdadeira para todo o 
n G N tal que k < n; 
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3. Se <fi(a) é verdadeira para qualquer hiper-real a infinitamente perto de b £ *M. então 
0(a) é verdadeira para qualquer hiper-real a que está a uma distância real de b; 
Demonstração. Apenas faremos a prova da primeira parte pois os argumentos que provam 
os outros itens são idênticos. A fórmula (k < x) A -"f(x) é interna e como *N é também 
interno então, pelo princípio da definição interna, Y = {k G *N : (k < x)A-<(p(x)} é interno. 
Se Y — 0 então qualquer hiper-natural serve. Se Y não é vazio então pelo princípio da 
boa ordenação em conjuntos internos, Y tem primeiro elemento, digamos H. Basta então 
tomar K = H - 1. D 
Lema 2.6.8 (de Robinson para Sequências infinitesimais). Se s : *N —» *R é uma hiper-
sequência interna tal que sn « 0, para todo o n G N então existe K G *N — N tal que 
sn « 0, para todo o n < K. 
Demonstração. Não podemos aplicar permanência superior ao conjunto {n G *N : sn « 0} 
uma vez que este pode não ser interno. Consideremos o conjunto A= < n G *N : \sn\ < — >. 
{ n) 
Então N c A e A é interno. Pela permanência superior existe K G *N — N tal que \sn\ < —, 
n 
Vn < K. Se n G N então por definição temos que sn « 0. Se n G *N — N então \sn\ < — e 
n 
como — é infinitesimal então sn « 0, como pretendíamos. D 
n 
Como consequência imediata do lema 2.6.8 temos: 
Corolário 2.6.9. Fixemos M G *N — N e seja (xn)ne^ uma sequência qualquer num espaço 
métrico. Se a é um ponto de acumulação da sucessão então existe N G *N — N tal que 
N < M e st(xN) = a. 
Demonstração. Se a é ponto de acumulação da sucessão (ccn)nepj então existe uma sub-
sucessão (znJfceN Que converge para a. Por compreensão estendemos esta sequência a 
nu 
(xnk)ke*N- Como M é um hiper-natural ilimitado então —: « 0, para todo o k G N. Pelo 
lema de Robinson para sequências infinitesimais, existe K G *N — N tal que, para todo o 
k < K, — « 0. Em particular UK < M. Além disso, pela caracterização da convergência 
das sucessões em espaços métricos resulta que xnK « a, ou seja, st(xnic) = a. D 
O corolário anterior diz-nos que sendo (xn)ne^ uma sucessão em X então os seus pontos 
de acumulação correspondem ao conjunto {st(xN) : N G *N A N < M}, para qualquer 
M G *N - N. 
Na próxima secção serão discutidos outros resultados em espaços métricos. 
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2.7 Caracterização de espaços métricos 
Os nossos principais objectos de trabalho consistem em variedades riemannianas compactas 
e os seus respectivos espaços tangentes, vistos como espaços métricos. Por isso, vamos 
apresentar resultados de análise não standard relacionados com espaços métricos. 
Definição 2.7.1. Suponhamos que (E,d) é um espaço de métrico. Já vimos que é possível 
definir o conceito de infinitamente perto através do alargamento da função distância d. Do 
mesmo modo define­se halo de x G *E como sendo o conjunto de pontos de *E que estão 
infinitamente perto de x. 
Nota 2.7.2. Tal como acontece com R, se a, b G E, são distintos então hal(a)C\hal(b) = 0, 
uma vez que se c G hal(a) e c G hal(b), teríamos que d(c, b) « 0 e d(a, c) « 0 e portanto 
d(a, b) < d(a, c) + d(c, b) « 0, donde resultaria que d(a, b) — 0, o que implicaria que a — b. 
Notação 2.7.3. Os elementos y <E *E que admitem parte standard são aqueles que estão 
infinitamente perto de um elemento x G E, isto é, y G hal(x) para algum x G E. Em 
particular, a parte standard de qualquer elemento é necessariamente única. Tal como em 
R é frequente usar­se st(a) para denotar a parte standard de b G *E; 
Usa­se a notação ns(A) para denotar o conjunto dos elementos quase standard de um 
qualquer subconjunto AÇ*E. 
Veremos nas proposições seguintes uma caracterização não standard dos conceitos to­
pológicos usuais tais como a noção de aberto, fechado, aderência, etc.. 
Proposição 2.7.4. Consideremos (E, d) um espaço métrico. 
1. A é aberto sse Va G A, hal(a) C *A; 
Em particular, se A é aberto então sh~1(A) C *A; 
2. F é fechado sse V/ G *Fílns{*E), st{f) G F. 
3. K é compacto sse Vfc G *K, st(k) G K. 
Em particular, se K é compacto então *K C st~x{K); 
Demonstração. 
1. (=>■) Como A é aberto então dado a G A, existe uma vizinhança de a contida e m i e 
portanto existe n G N tal que Vn = < x G E : d(x, a) < — > C A. Logo, pelo princípio 
de transferência *Vn C *A. Mas hal(a) = M Vi C *Vn C *A, como pretendíamos. 
27 
(■£=) Por contraposição, suponhamos que A não era aberto. Vamos provar que existe 
a G A tal que hal(a) ¢. *A. Se A não é aberto então existe a G A tal que para todo 
o n G N, Vn <£_ A. Por transferência, para todo o n G N, *Vn Çt *A. Como (*Vn)n£® 
é uma sucessão decrescente de conjuntos internos então, por saturação numerável 
a sua intersecção é não vazia, ou seja, 0 ^ f ] *V (jL * A. Seja x um elemento dessa 
intersecção que não pertence a *A. Então, x G hal(a) e a; 0 *A ou seja, hal(a) ¢. *A. 
Como para todo o a G A, hal(a) = st­1 (a) então, concluímos que, para todo o a G A, 
st'1 (a) G *A, ou seja, st"1 (A) G M. 
2. (=^) Suponhamos que F é fechado e que / e * F í l ns(*E). Então existe x G E tal 
que x = st(f). Queremos provar que x G F. Se x g" F então x E E — F. Como 
E — F é aberto então da alínea anterior hal(x) C *E — *F, ou seja, hal(x) D *F = 0, 
o que é absurdo, pois / G hal(x) e f £*F. O absurdo resultou de se ter suposto que 
x $. F, logo x £ F. 
(<=) Por redução ao absurdo suponhamos que para todo o / G *F C\ns(*E) se tem 
que st(f) G F e que F não é fechado. Então E — F não é aberto e portanto, pelo item 
anterior, existe um x G E — F tal que hal(x) <£*E — *F e portanto hal(x) D *F 7^  0. 
Consideremos y G hal{x) D *F. Então y é elemento de ns(*E) e elemento de *F. 
Logo, 2; = sí(y) G F, o que é absurdo. O absurdo resultou de se ter suposto que F 
não era fechado. Logo F é fechado. 
3. (=») Suponhamos que K é compacto e que existe k G *K tal que sí(A:) 0 X. Então, 
A; não pertence ao halo de nenhum ponto de K e portanto, dado k' G K existe um 
aberto Vw tal que A; S" *Vfc'. Mas M V# é uma cobertura aberta de K e portanto, 
k'eK 
como K é compacto, admite uma subcobertura finita, digamos K C V^ U ... U Vfcn, 
para algum n G N. Então *F" C *Vfc1 U ... U *Vfcn. Mas temos que k ¢ "V^ para 
i = 1, ...,n e portanto A; 0 "V^ U ... U *Vkn donde resulta que k ¢ *K, o que por 
hipótese é absurdo. Logo, temos que se K é compacto e se k G *F" então sí(fc) G K. 
{<=) Por contraposição suponhamos que K não é compacto. Então existe alguma 
cobertura aberta que não admite subcobertura finita. Seja (An)ne^ essa cobertura. 
Então, para qualquer k G N temos que K (£_ I ) An, ou seja, seguinte sentença é 
n<k 
verdadeira: 
(VA; G N)(3z G A")(Vn G N)(n < k ­> x ¢ An). 
Por transferência a sentença: 
(VA: G *N)(3x G *K)(Vn G *N)(n < A; ­+ x ? *An). 
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também é verdadeira. Em particular, existe x G *K tal que x 0 *An, para todo o 
n G N . 
Suponhamos que st(x) e K = [J An. Então existe n G N tal que st(x) G An, o que é 
neN 
equivalente a x É st~1(An) C *An, o que, como vimos, é impossível. Logo st(x) ¢ i í . 
Acabamos de provar que se K é compacto então st(*K) C if, donde resulta que 
*K C srl{st(*K)) C s r 1 ^ ) -
D 
Podemos ainda caracterizar os pontos de acumulação e a aderência de conjuntos usando a 
parte standard, como estabelece a seguinte proposição. 
Proposição 2.7.5. Seja (E, d) um espaço métrico. 
1. a G E é ponto de acumulação de A C E sse hal(a) D *A\{a} ^ 0. 
2. Ã = {x G E : hal(x) n*A ^ 0} 
Demonstração. 
1. (=>•) Se o G £ é um ponto de acumulação de A então fixado e > 0, temos que a 
seguinte sentença é verdadeira: 
3x(x G ^ 4\{a} A d(x, a) < e) 
Aplicando transferência obtemos que: 
3x(x G *A\{a} A d(x, a) < e) 
Como e > 0 é qualquer então d(x, a) ai 0, donde se conclui que x G hal(a). Resulta 
então que hal(a) (~l *^4\{a} ^ 0. 
(<£=) A prova desta implicação segue o roteiro da prova de (=^) tendo em conta que 
as implicações nessa prova, são, na verdade equivalências. 
2. (c) Se x G Ã então ou x G A ou x é ponto de acumulação de A. 
Se x G A então x G *A. Obviamente x pertence ao seu próprio halo, donde se conclui 
que hal(x) n *A ^ 0. 
Se x é ponto de acumulação então da alínea anterior hal(x)íl*A\{x} ^ 0 e portanto 
hal(x)n*A^fù. 
(D) Se hal(x) D M 7^  0 então existe y G hal(x) D M, ou seja, existe j / G hal(x) e 
V € M. 
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Se y — x então i G M e portanto, como x é um elemento standard de E, x G A. 
Daqui resulta que x € Ã. 
Sey ^ x então y G hal(x) eye *A\{x}, ou seja, y G hal(x) íl*A\{x}, o que significa 
que x é ponto de acumulação de A e portanto é um elemento de A. 
D 
Nota 2.7.6. Na verdade, a segunda parte da proposição anterior pode ser expressa pela 
igualdade A = st(*A D ns(*E)). 
Note-se ainda que, no caso particular de E ser um espaço métrico compacto, então vale a 
seguinte igualdade A = st(*A), uma vez que nesse caso todos os pontos são quase standard. 
Proposição 2.7.7. Seja (E, d) um espaço métrico. Se A é um conjunto interno de *E 
então st(A) é um conjunto fechado de E. 
Demonstração. Para provar que st(A) é fechado basta provar que se ï € st(A) então 
x G st(A), isto é, que existe y G A tal que st(y) = x. 
Por definição de aderência, existe uma sequência (xn)n 6 N de elementos de st(A) tal que 
d(xn, x) converge para zero. Seja (yn)neN a sequência de elementos de A tal que, para todo 
o n G N, st(yn) — xn. Por compreensão estendemos (yn)neN a (2/n)ne*N em A. Como, para 
todo o n G N, d(xn, yn) f» 0 então, a sequência (d(yn, x))ne^ converge para zero e portanto, 
pela caracterização de convergência da proposição 2.6.6, para todo o N G *N — N, y^ ?» x, 
ou seja, st{yx) — x. Como yN G A concluímos que x G st(A). D 
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Capítulo 3 
Medidas de Loeb 
Depois de introduzido o formalismo e conceitos básicos de análise não standard, 
vamos agora descrever uma classe de medidas introduzidas por Loeb que será o objecto 
crucial para se obterem os resultados dos capítulos seguintes. 
3.1 Conceitos clássicos de Teoria da medida 
Começamos por apresentar conceitos clássicos da teoria da medida que podem ser encon-
trados em várias referência, tais como [3] ou [25]. 
Definição 3.1.1. Consideremos 1 ^ 0 um conjunto qualquer. Uma álgebra sobre X é 
uma colecção de subconjuntos de X, A que satisfaz as seguintes condições: 
1. (De A; 
2. A,BeA=>AC\BeA; 
3. AeA^X-AeA; 
Nota 3.1.2. A,B eA^AUB eA, pois A U B = X - ({X - A) D {X - B)) 
Por vezes é necessário que a relação de intersecção não seja apenas verificada para um 
número finito de conjuntos, mas também seja válida para intersecções numeráveis. Fazendo 
essa substituição na segunda condição obtém-se a seguinte definição: 
Definição 3.1.3. Consideremos 1 ^ 0 um conjunto qualquer. Uma a-álgebra A sobre X 
é uma colecção de subconjuntos de X que satisfaz as seguintes condições: 
1. 0 e A; 
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2. {An)nen G A => p | An e A; 
neN 
3. AeA^X-A€A; 
Nota 3.1.4. (>4n)neN £A=>{JAneA, pois [j An = X - f](X - An) 
neN neN neN 
Exemplo 3.1.5. 
Í. "P(X) é sempre uma a-álgebra; 
2. Consideremos CR a colecção de todos os subconjuntos de R que são reuniões finitas 
de intervalos da forma ]a,b], com a < b em R. Como R não pode ser escrito 
como uma tal reunião finita então concluímos que CR não é uma álgebra. Tomemos 
BR a o-álgebra gerada por CR. Então o conjunto ]a,b[ é um elemento de BR pois 
*,6[=U a,b n 
Como qualquer aberto pode ser sempre escrito como reunião 
n 
neN J J 
numerável de intervalos então concluímos que Í3R contém todos os abertos e con-
sequentemente todos os fechados. Além disso, £?R é a menor a-álgebra que contém 
todos os abertos. A esta a-álgebra damos o nome de a-álgebra de Borel. 
3. Se A é uma álgebra sobre um qualquer conjunto não vazio X então *A, a extensão 
de A, é uma álgebra. Este facto resulta de imediato da aplicação de transferência 
às propriedades que definem o conceito de álgebra. Note-se que todo o elemento 
de *A é interno uma vez que, como a própria inclusão indica é um elemento da 
extensão de uma entidade standard. Se A for uma a-álgebra então *A é uma *a-
álgebra de conjuntos internos. Geralmente, não é uma a-álgebra, pois pelo teorema 
2.6.3, se (An)nç${ é uma sequência de subconjuntos internos então M An é interno 
neN 
sse M An — M An para algum fceN. Desta observação resulta que *A é a-álgebra 
neN n<k 
sse A é finito. 
Definição 3.1.6. Consideremos A uma álgebra sobre um qualquer conjunto X não vazio. 
A função [i : A —> [0, +oo[ diz-se uma medida em A se verifica as seguintes condições: 
1. /i(0) = 0; 
2. Se (An)nepj € A é uma sequência de conjuntos disjuntos dois a dois e tais que 
I J An e A então fj, í ( J An j = ^ n(An); 
neN VneN / neN 
Se substituirmos a 2a condição da definição anterior pela condição: 
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H(AUB) = (i(A) + /i(B) se A,B e A e são tais que AnB = 0 
então \x diz­se uma medida finitamente aditiva ou uma medida a­finita. 
Da definição de medida podemos inferir algumas das suas propriedades básicas: 
1. jti é monótona, isto é, se A C B então /LÍ(A) < /u(S). Como A C B então 5 = 
AU(B­A). Além disso, como Afl(5­A) = 0 então p(B) = n(A)+n(B­A) > /x(A), 
porque yu(B — A) > 0; 
2. No caso de n(B) < oo, da propriedade anterior concluímos que (j,(B — A) = fj,(B) — 
KA). 
3. Se A, B <E .A então [M(A U f i ) < AÍ (A) + /i(B). 
Nota 3.1.7. É também frequente definir medida como uma função cujo domínio é uma 
a­álgebra. Esta definição obriga a que a segunda condição tenha de ser verificada para qual­
quer sequência de conjuntos, uma vez que a a­álgebra é fechada para reuniões numeráveis. 
Exemplo 3.1.8. Seja (E,d) um espaço métrico compacto e seja On = {XQ, ...,xn_i} um 
$A conjunto de n elementos em E. Consideremos em V(On) a função <cn(A) = ­—■. <cn é 
obviamente uma medida. 
Esta medida pode ser usada para definir uma medida nos borelianos de E da seguinte 
forma. Para um boreliano B, defina­se Tcin(B) = <cn(B D On). É evidente que temos que 
, m l{0<i<n­l:XieB} mn(B) = . n 
No caso particular de f : E —> E ser uma função, podemos construir medidas de contagem 
em que o conjunto finito On(x0) = {xo,Xi, . . . ,x„_i} ; é composto pelos iterados de x0, onde 
n é escolhido de tal modo que |}On(xo) — n> ou seJa> de tal modo que, sei,j<nei^j 
então Xi 7^  Xj. É usual designar <cn,x0,f ou m.n!Xoj por medidas de contagem uma vez que 
estas medidas contam quanto tempo o segmento inicial da órbita de x0 passa, em média, 
em cada boreliano. 
Definição 3.1.9. Suponhamos que A é uma álgebra sobre um conjunto X, não vazio, e 
que \i : A —> [0, +oo[ é uma medida. Para cada B C X defina­se: 
li+{B) = inf l JT.liiAn) : An e A A B C | J An l 
IneN neN J 
A função /J+ : V(X) —» [0, +oo[, diz­se a medida exterior associada a /x. 
As medidas exteriores, em geral, não são verdadeiras medidas pois não são cr­aditivas. 
Contudo da definição resultam as seguintes propriedades: 
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1. Se B G A então y+{B) — (J,(B), uma vez que B é uma cobertura de si próprio em 
A. Em particular temos que /i+(0) — 0; 
2. Se A C ­B então /x+(A) < fi+(B). De facto, para medir B temos menos possibilidades 
de coberturas do que para medir A; 
3. fj,+ I M An J < \ u ( A n ) , ou seja, /i+ é sub­a­aditiva; 
VneN / neN 
Definição 3.1.10. Um conjunto B C X diz­se y­mensurável se para todo o subconjunto 
C deX se verifica a igualdade y+{C) = /J,+(C n B) + fi+(C il Bc). 
Nota 3.1.11. Note­se que, pela sub­aditividade da medida exterior temos sempre que, 
H+(C) = ii+(CU((X­B)DB)) =/^+ ((CDBC)U(CnB)) <n+(Cr\B)+fJ,+(CnBc). Logo 
para provar que um conjunto B é mensurável, basta verificar que, para todo o subconjunto 
C de X, se tem que /x+(C) > (i+(C Í1B) + y+(C D Bc). 
Teorema 3.1.12 (Caratheodory). Seja Á4(X, /i) a colecção de todos os conjuntos /j,­
mensuráveis. Então: 
1. M.(X,/j,) é uma a­álgebra de partes de X; 
2. M. (X, /j,) contém todos os conjuntos de medida exterior nula; 
3. H+\M{X,IJ,) '■ M.(X,n) —» [0,+oo[ é uma medida. 
Demonstração. 
1. • 0 G Aí(X, fi) pois qualquer que seja E C X tem­se que: 
P + ( £ n 0) + n+{E n 0C) = ^+(0) + (j,+(Enx) = y+{E n x) = y+{E)­
• Se A G M.(X, y) então X — A Ç. M.(X, y) por simetria da definição. 
• Se (Aj)jeji G Ai(X, y) é uma sequência de elementos disjuntos dois a dois, 
n 
considere­se os conjuntos Bn = \\AJ e B — M Aj. Assim, dado um qualquer 
j ­ i je® 
subconjunto C de X, temos que y+(C) = y+{C n Bn) + y+(C D B°), pois 
Bn G M(X,y). Mas: 
y{C n Bn) = /u(C n Bn n An) + ^(c n f i n n A=) = /*(c n An) + y+(C n Bn^) 
n 
Por indução prova­se que y+(C D JBn) = Y", ^ + ( C n ^fc)­ Logo: 
fe=i 
n 
/ i+(C)>^/ i+(Cn4)+/ i+(Cn5c) . 
fe=i 
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Fazendo n tender para infinito obtemos fi+(C) > /U+(CDJ5)+/i+(C7nJ3c), o que 
prova a mensurabilidade de |^J Aj. Se tomar C = B vem que fi+ I ( J Aj J = 
jeN VjeN / 
2. Seja S um conjunto tal que (J>+(B) = 0. Então pela monotonia da medida exterior, 
dado C C X, fj,+(B DC) = 0. Por outro lado, sabemos que C D Bc C C, donde 
resulta que (i+(C n £ c) < //+(C). Logo, /x+(C n £ c) + / í + ( B n C ) < ^+(C). Daqui 
concluímos que M contém todos os subconjuntos de medida exterior nula. 
3. Seja (i4j)j6N € «M(X,/i). Tome­se Bj = Aj\ í ( J Afc ) então J5,­ G M{X,n). Com 
esta caracterização vem que, a função, ^+\M{X,H) '■ M(X,/u) —> [0,+oo[ é, de facto, 
uma medida. 
D 
N o t a 3.1.13. Do teorema anterior resulta que a extensão de qualquer medida à a­álgebra 
dos mensuráveis é completa, uma vez que esta contém todos os conjuntos de medida nula. 
3.2 Construção de Loeb 
Consideremos X um conjunto não vazio e interno de um alargamento não standard. 
Consideremos uma álgebra interna A sobre X, isto é, uma colecção de subconjuntos 
internos de X que satisfaz os axiomas de álgebra, ou seja, contém o conjunto vazio, é fechada 
para as operações de intersecção finita e de passagem ao complementar. Admitamos 
também a existência de uma aplicação interna /x : A —* *[0, +oo[ que satisfaz as condições 
de medida finitamente aditiva. 
Sob estes pressupostos dizemos que (X, A, fi) é um espaço de medida interna. 
Na verdade, como a álgebra em causa é uma álgebra de conjuntos internos de X, se 
(An)n£N G A são disjuntos dois a dois e tais que M An G A então, recorrendo novamente 
neN 
ao teorema 2.6.3, M An = M An para algum k G N e portanto, como os elementos da 
reSN n<k 
sequência são disjuntos dois a dois An = 0 para todo o n> k, donde resulta que: 
VneN / \n<k / n<k n€N 
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Tendo então um espaço (X, A, /u) de medida interno podemos proceder à construção de 
um outro espaço de medida (X, L(A), L(/z)) apresentado por Loeb em [18], em que L(A) 
é uma (j­álgebra e L{pb) : L(A) —» [0, +oo[ é uma medida standard. 
No caso do conjunto X ser hiper­finito, isto é, se existe N G *N — N e uma bijecção 
interna / : X —► {1, ...,­A/"}1 podemos tomar A = Vi(X), a álgebra interna de todos os 
subconjuntos internos de X. Para cada A G Vi{X) podemos definir a aplicação interna 
yu(v4) = ——, onde JjX representa o hiper­natural H G *N tal que existe uma bijecção interna 
P­entre X e {1,.. . , H}. Com esta definição de /i, dados A, B G .4 tais que A D £ = 0 então 
temos que: 
e, concluímos assim que /x é uma medida interna finitamente aditiva, ou seja (X, A, (J,) é 
um espaço de medida interno. Note­se que, como A C X então jJA < j}X e portanto JJL SÓ 
toma valores hiper­reais entre 0 e 1. 
Quando X é hiper­finito defina­se a função L( / Í ) : Vi(X) —► [0,1] por L(/i)(A) = sí(ju(A)). 
Em primeiro lugar L(/u)(0) = st(/í(0)) = sí(0) = 0. Por outro lado, se (An)neN G Vi(X) são 
disjuntos dois a dois e tais que M An G Vi(X) então para algum fc G N, M An = M An 
rceN n€N n<fe 
e An = 0, para n> k. Logo: 
L(/x) ( ( J An j = L(/x) ( ( J A, ) ­ si U ( ( J Ai ) ) = 
VneN / \n<fe / \ \n<k ) ) 
( k \ k k oo 
5 > ( A > ) =Y,St(n(An)) = Y,L(t*)(An) = j>(A*)M«) 
n=l / rc=l n = l ra=l 
o que mostra que L(/x) é uma medida standard definida numa álgebra de partes internas. 
No caso geral, um argumento semelhante ao anterior mostra que, se (X, A, [/.) é um espaço 
de medida interno, então a função L(/j,) : A —* [0, +oo[ definida por: 
77 M A\ ­ / s ^ ( ^ ) ) se/^(A) é limitado 
I oo caso contrário 
é uma medida. 
Seja L{JJ)+ a medida exterior associada a L(fJ,), construída segundo a definição 3.1.9. Aos 
elementos de Á4(X, L(/j)), ou seja, aos elementos L(^)­mensuráveis damos o nome de 
1 0 hiper­natural N diz­se o cardinal de X. 
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conjuntos Loeb mensuráveis. É comum usar-se a notação L(A) para denotar a família dos 
conjuntos Loeb mensuráveis. 
Definição 3.2.1. 0 tripleto (X,L(A),L(/I)+\L(A)) designa-se por espaço de medida de 
Loeb com respeito à medida fx. 
Nota 3.2.2. De modo a facilitar a notação, usaremos L(fj,) para designar a restrição de 
L(|U)+ ao conjunto L(A). 
Vamos agora explorar um pouco mais as potencialidades das medidas de Loeb. Para isso 
começamos com alguns resultados que nos levam a concluir que estas são medidas regulares. 
Definição 3.2.3. Seja (E,d) um espaço de métrico e seja B uma a-álgebra sobre E. Uma 
medida finita standard, fj, : B —» [0, +oo[ diz-se regular se para todos os elementos B de B 
se tem que: 
fx(B) = swp{(i(K) : K Ç B e K é compacto] = inf{//(0) : O D B e O é aberto}. 
O espaço (E, B, fj,) diz-se um espaço de medida regular. 
Lema 3.2.4. Se B é Loeb mensurável com respeito à medida de /J então: 
L(n)(B) = wí{L(n){A) :BcAeA}. 
Demonstração. A desigualdade < é óbvia uma vez que se B C A então L(fj,)(B) < L(n)(A). 
Resta provar a desigualdade >. Se L(/j,)(B) = +oo então a desigualdade > também é óbvia. 
Suponhamos então que L(/j,)(B) < +oo. Queremos provar que para todo o e G M+, existe 
um conjunto As G A tal que L(fi)(A£) < L(/j,)(B) + e. 
Pela definição da medida exterior existe uma sequência de elementos de A, Ai C A2 C 
Az C ... tais que B C M An e L(fi) I M An j < L(fi)(B) + e. Por compreensão numerável 
neN VneN / 
podemos estender a sequência (v4n)nePJ a uma hiper-sequência (An)ne^. Assim para todo 
k &N temos que: 
(Vn € *N) (n < k -> An c Ak A /i(An) < L{/i){B) + e\ 
pois fi(An) « L{tx){An) < L(/l)(B)+S. 
Como todas as entidades envolvidas na fórmula anterior são internas então pelo princípio da 
definição interna é interna. Como fceNé qualquer então por permanência superior existe 
K G *N - N tal que AK e A, An C AK sempre que n < K, B C ( J An C AK e n{AK) < 
L(fi)(B) + e. Novamente, como L(/J,)(AK) ~ V(AK), então L(f.i)(An) < L(/j,)(B) + e. 
Tome-se Ae = AK. D 
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Lema 3.2.5. Se B é Loeb mensurável com respeito à medida /J, e é L(fj,)-finito então: 
L(p)(B) = sup{L{v){A) -.AcBAAeA}. 
Demonstração. A desigualdade > é evidente. Falta provar a desigualdade <. Dado e G E + , 
queremos exibir um conjunto As C B tal que L{fi){As) > L(fi)(B) — e. Como L(fj)(B) < 
oo então pelo lema anterior existe D G A tal que B C D e L(fj,)(D) < +00. Assim, 
D — B G L(A) tem medida de Loeb finita e portanto pelo lema anterior existe C G A tal 
que D-B cCe L(/i)(C) < L(n)(D-B)+e. Tomemos As = D-C G A. Então temos que 
A£cBeC=(D- B)Ù(B - As) e portanto L(fj,)(D - B) + L{v){B - Ae) = L{n){C) < 
L{n)(D -B) + e donde vem que L(/J,)(B - As) < e. Logo L(fi)(B) - e < L(fj,)(As). O 
Definição 3.2.6. Seja (Y, C,v) um espaço de medida. Um conjunto B C Y diz-se v-
aproximável sse para todo o e G M+ existem conjuntos Cs e Ds emC tais que Ce C B C De 
e v{D£ - C£) < s. 
Lema 3.2.7. Se B é Loeb mensurável e L(/j,)-finito com respeito à medida /i então B é 
fi-aproximável 
Demonstração. Fixemos e G l + . Como B é Loeb mensurável e L(/^)-fmito então dos lemas 
anteriores existem Cs e De em A, ^-finitos, tais que Cs C B C Ds e n{Ds) < fJ,(B) + - e 
n{Ce) < fi{B) - | . Logo v(De - Ce) = ix{De) - /i(C«) = »(De) - »(B) + ii{B) - n{Ce) < 
e. U 
Lema 3.2.8. Se B é fi-aproximável então existe A G A tal que L(fj,)+(AAB) = 0. 
Demonstração. Construímos duas sucessões de conjuntos, usando os lemas anteriores tendo 
como base a sucessão en = ( — } e em seguida usamos permanência superior. D 
W n 6 N 
Lema 3.2.9. Se B é [L-aproximável então B é Loeb mensurável. 
Demonstração. Dado E C X com medida finita temos que provar que: 
L(v)+(E) > L(v)+(E DB) + L{v)+(E n{X- B)). 
Pelo lema anterior existe A G A tal que L(fj,)+(AAB) = 0. Consideremos os seguintes 
conjuntos: C = E D B n {X - A), D = E n A D (X - B), G = E n {X - (A U B)) e 
H = E n A n B. Temos então que C, D C AAB e portanto L(/x)+(C) = L(fj,)+(D) = 0. 
Além disso também temos que C U H = E il B e D U G — E D (X - B), e assim, vem que: 
L{^)+{E n B ) = L(^)+(C U JÎ) < £(/*)+(C) + L{ix)+{H) < L{^)+{H) 
e 
L(M)+(£ n (X - 5)) = L(j*)+(D U G ) < L(/i)+(£>) + L(/x)+(G) < L(^)+(G) 
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donde concluímos que: 
L{ix)+{E nB) + L(fi)+{E n(X­ B)) < L{/J,)+{H) + L{(i)+{G) < 
< L(fi)+{E H A) + L(fj,)+{E n(X­ A)) = L{y)+(E) 
como pretendíamos. □ 
Os resultados anteriores podem ser sintetizados no seguinte corolário. 
Corolário 3.2.10. Se B é um subconjunto de X L(fj,)+­finito então B é Loeb mensurável 
sse B é fi­aproximável. 
Usando os resultados anteriores podemos dar uma descrição dos conjuntos mensuráveis 
segundo o seguinte teorema: 
Teorema 3.2.11. Seja B é um subconjunto de X. B é Loeb mensurável com respeito a /J, 
sse B n A é jjb­mensurável, qualquer que seja A G A tal que fJ>(A) < oo. 
Demonstração. (=>■) Se B é Loeb mensurável então B í~\ A é Loeb mensurável, uma vez 
que a colecção de conjuntos Loeb mensuráveis é uma a­álgebra. Se (J,(A) < oo então, como 
BnA C A, vem que L(n)+(BC\ A) < oo e portanto por um lema anterior temos que BDA 
é /i­aproximável. 
(<=) Suponhamos que A £ A, (J>(A) < oo e que BnA é /j­aproximável. Queremos provar que 
se C G Aê tal que L({i)+(C) < oo então L{y)+{C) > L{n)+(Cr}B) + L(fj,)+(Cn{X ­ B)). 
Como L(fi)+(CnB) < oo então existe (A„)neN tal que L(/j,)+(An) < oo, para todo o n G N 
e C D B C M An. Cada AnDB é //­aproximável e portanto por um lema anterior são Loeb 
neN 
mensuráveis. Seja A — M B D An. Então A é Loeb mensurável e L(/i)+(C) > L(/z)+(C D 
neN 
A) + L(^)+(C n (X ­ A)). Mas C n A = C n ( ( J (B n An) ] D C n B e C D (X ­ A) D 
C D (X — B) donde sai a desigualdade que pretendíamos. D 
3 . 2 . 1 M e d i d a s d e c o n t a g e m e m e s p a ç o s m é t r i c o s 
Seja (E, d) um espaço métrico compacto, N e*N — N e consideremos um conjunto interno 
de N pontos distintos de *E, Op/ — {x0, ...,XN­I}, isto é, se i,j < N — 1 e i =£ j então 
Xi 7^  Xj. Note­se que, como ON é hiper­finito então podemos definir a medida interna de 
contagem, que depende de x0 e de N através de: 
c : VI{ON) ­> *[0,+oo[ 
$A tt{0 < k < N­l:xkeA} 
A "* Ã T ~ N 
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onde VI(ON) representa a álgebra das partes internas de ON­ Esta medida induz também 
uma medida nos *borelianos de *E dada por: 
m : *B ­H. *[0,+oo[ 
Na verdade, a inclusão O. : ON —► *£ preserva medidas, isto é, c(0_1(v4)) = <C(AÍ\ON) = 
m(i4). 
Sejam, como usualmente, L(c) : L(PI(ON)) —* [0,+oo[ e L(im) : L(*i3) —*■ [0,+oo[ as 
respectivas medidas de Loeb. Pela maneira como definimos ma, resulta que L(m)(A) = 
L(c)({0 < k < N — 1 : Xk E A}), qualquer que seja A E L(*B). Em particular, se 
A e L(*B) então temos que {0 < k < N ­ 1 : xk E A} E L{Vi{0N)). 
Vamos ver que podemos usar L(c) para definir uma medida nos borelianos de E. Come­
cemos por considerar o seguinte conjunto, Ai = {B C X : sh~1(B) E L(VI(ON))}, onde 
sh­^A) = st­1 (A) n ON = {x E ON : st{x) 6 A}. 
Proposição 3.2.12. M. é uma a­álgebra. 
Demonstração. 1. s/i_1(0) = sí_1(0) n ON = 0 que obviamente pertence a L{VI{ON))\ 
2. Por definição, sh~1{E) = {x E ON : sí(z) G £ } = ON e como ( ¾ G VI(ON), 
então sh~1(E) E L(VI(ON))­ Assim, sendo A um elemento de M., como s/i é uma 
aplicação de domínio ON temos que sh~1(E — A) = sh~1(E) — sh~1(A) e como ambos 
os conjuntos pertencem a L(VI(ON)) conclui­se sh~l{E — A) E L(VJ(ON))­
3. Suponhamos que (An)new é uma sequência de elementos em Al, isto é, para todo on E 
N, sh­\An) G L(VI(ON)). Como L{Vi{0N)) é uma a­álgebra então ( J s/T^A») 
ainda é um elemento de L(PJ(QN)). Mas: 
|J^­1(An) = s/l­1(|J^n) 
neN \neN / 
e portanto s/i ­1 ( [ J An j G L(Pi(0N)), donde resulta que | j A n e .M. 
\n£N / n£N 
D 
Proposição 3.2.13. A a­álgebra dos borelianos de E está contida em A4. 
Demonstração. Seja B um boreliano de E qualquer. Para cada n E N considere­se o 
seguinte conjunto: 
An= \x E E : d(x, B) < 
n 
40 
Por definição, cada An é um conjunto aberto. Estendemos, cada um destes conjuntos a 
*An = \ x G *E : d(x, *B) < ­ >. Vamos provar que temos sempre a igualdade: 
shT1 (B) = f| *An n oN 
neN 
(D) Se x G f] *An n CAT então x G *An para todo o n G N e x G CV Pelo facto de 
neN 
x G CJV, temos que x = xfc, para algum k G {0,..., N ­ 1}. Do facto de x G M n para todo 
o n e f f vem que d(xk, *B) < ­, para todo o n G N, donde resulta que d(xk, *B) « 0, ou 
_ n _ 
seja, st(xk) G sí(*B) = B, ou seja, x G sh'1 (B). 
(c) Por definição de aderência, a distância entre os pontos da aderência de B a B é 
zero, e portanto temos a seguinte inclusão: B C An, para todo o n G N. Portanto 
sh^ÇB) = 3í ­ 1(B) n CV C s i ­ 1 (Ai) n OJV C M n n ON, para todo o n G N e portanto 
sh­l(B)c f]*AnnoN. 
neN 
Se B é um fechado então B = B e portanto s/i_1(J5) = Ç^*An<lON. Como os conjuntos 
An são abertos então são borelianos e portanto *An são elementos de *B. Mas, como por 
definição, L(*B) é uma extensão de *B, resulta que *An G L(*fí). Como L(*B) é uma 
a­álgebra, vem que f] *An G L(*B). Portanto f] *An (lONe L(Vr{0N)). Concluímos 
neN neN 
então que sh~1(B) é um elemento de L{VI{ON)). 
Como a cr­álgebra que contém todos os fechados coincide com a cr­álgebra dos borelianos 
então concluímos que B <Z M, como pretendíamos. □ 
Como st~1{B) G L(VI(ON)) qualquer que seja o boreliano B então faz sentido definir a 
seguinte função: 
y. B -+ [0,+oo[ 
B ­> Li^ish­^B)) 
Teorema 3.2.14. A função [i é uma medida nos borelianos de E. 
Começamos por provar o seguinte lema: 
Lema 3.2.15. Seja (E, d) um espaço métrico qualquer. Se A, B são subconjuntos disjuntos 
de E então st'1 (A) D st~\B) = 0. 
Demonstração. Suponhamos que st"1 (A) D s i ­ 1 (B) ^ 0 e seja y G st"1 (A) n st~l(B). 
Então y G s i ­ 1 (A) e y G si_1(J5), ou seja, st(y) e A e st(y) G B. Logo si(j/) G A fl B e 
portanto A e 5 não seriam disjuntos. D 
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Demonstração. ( do teorema 3.2.14) 
1. AÍ(0) = L{c){shrl{$)) = 1(c)(0) = 0; 
2. Seja (Ai)neN uma sequência de borelianos disjuntos dois a dois. Então, pelo lema 
anterior, (st~l(An)) é uma sequência de conjuntos Loeb mensuráveis disjuntos 
dois a dois. Logo: 
/" \jAn) =L(c)(sr1(\jAn)] 
<n£N / \ \neN / / 
= L(c) ( [J a r 1 ^ ) ] = ^ ( c ) ^ " 1 ^ ) ) = Y^KAn) 
D 
Nota 3.2.16. Pelo facto de O, preservaria, concluímos que para medir um boreliano temos 
duas alternativas: 
L(m)(st-\B)) = Lic^sh-1^)). 
Como a medida \x do teorema 3.2.14 está definida nos borelianos de X, sabemos que \x 
é regular e portanto podemos estender o resultado desse teorema para os conjuntos /x-
mensuráveis, conforme prova o seguinte resultado: 
Teorema 3.2.17. B é ^-mensurável sse sh~1(B) é Loeb mensurável. 
Demonstração. (=>) Suponhamos agora que B é um conjunto ^-mensurável. Então fixado 
s > 0 existe um aberto A e um compacto tf tais que (j,(A) — fi(K) <seKcBcA. 
Assim: 
s/T1 (tf) C sh-l(B) C sh~l{A). 
o que nos permite escrever que: 
H(K) = L{<ù){sh'l{K)) < L{c)(sh~1{B)) < L(c)(s/i-1(A)) = fi(A). 
Logo, das desigualdades anteriores vem que: 
L(c)(srx(A)) - L(c)(sr1(tf)) = n{A) - fi{K) < e 
donde se conclui que sh~1(B) é L(c)-aproximável e portanto sh~1(B) é Loeb mensurável. 
(<=) Suponhamos agora que B £ A4, isto é sh~1(B) é Loeb mensurável. Como L(c) é uma 
medida finita então L(c)(s/i_1(S)) < oo ou seja, sh~1(B) é L(c) aproximável e portanto, 
para todo o s G M+ existem conjuntos C£ e D£ em VI(ON) tais que Ce C sh~l(B) C De e 
L ( c ) ( D e ) - L ( c ) ( C e ) < £ . 
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Seja C'e = sh(Cs). Como Ce G VT(ON) então C^ é fechado e portanto um boreliano de 
E. Logo, sh-^C',) G L(VI{ON)). Mas Ce C shrx(sh(Ce)) = sh-\C'e) G L{Vi{0N)) 
e portanto L(c)(Ce) < L(c)(s/i_1(Cé)). De modo semelhante temos que sh(0N - De) é 
fechado e portanto D'£ = E - sfc(0jv - £>£) é aberto, donde sh-l(D'e) G L(Pi(0N)) e 
L(c)(s / i - 1 (^)) < L(c)(De). Note-se que C ; c 5 í l flfc(CV) C 1¾. Além disso n{D'e) -
n{C'e) = L(c)(s / i - 1 (^)) - Lfàish-We)) < L(c){De) - L(c)(C.) < e. Logo B n s / ^ ) 
é /í-aproximável. Como \x é uma medida definida num espaço métrico então sabemos 
que esta satisfaz as condições de medida regular (ver [2]) e portanto sendo B n sh(ON) 
/x-aproximável, B D sh{0N) é //-mensurável. 
Mas n{E - sh{0N)) = 1 - n{sh{0N)) = 1 - 1 = 0. Logo, B difere de B n s/i(0j\r) por um 
conjunto de medida exterior nula e portanto é mensurável. D 
3.2.2 Medida de Lebesgue como medida de contagem 
Os resultados da secção anterior podem ser utilizado, por exemplo, para caracterizar a 
medida de Lebesgue. Para exemplificar, vamos mostrar como a medida de Lebesgue 
no intervalo [0,1] pode ser obtida como uma medida de contagem de Loeb no conjunto 
f i 9 TV — 1 1 
S=\— — ..., — — , 1 L onde iV € *N - N. 
TV' AT ' N 
Lema 3.2.18. Dados dois quaisquer números reais 0 < a < b < 1 temos que: 
L(c) ({s G S : a < s < b}) = b - a. 
Demonstração. Seja A = {s G S : a < s < b} — S D *(a, b). Pelo princípio da definição 
interna, A é interno e portanto é um elemento de Vi(S). Como S é hiper-fmito e igualmente 
espaçado no intervalo [0,1] então existem s = ——— e t = — tais que a « s eb « í. Assim, 
A ÍK+1 M T 1^ 1 L~K L K L 
podemos dizer que A = í — ,..., — j - . Logo, — = — = — - — « 6 - o , donde 
se conclui que L(c)(Á) = 6 — a. D 
Proposição 3.2.19. Se denotarmos por £ a medida de Lebesgue em [0,1], então /i e £ 
coincidem nos borelianos do intervalo [0,1], em que /i é definida por fj,(B) = L(c)(st~l(B)), 
qualquer que seja B C [0,1] boreliano. 
Demonstração. Note-se que st^1 í (a, 6) 1 = | j Í S ' n * í a ,b-\— 1 1. Mas do lema 
neN ^ ^ ' ' 
anterior sabemos que S O* [a , b-\— ) GLCPi(S)), para todo o n G N e portanto, 
\ n nj 
por definição da a-álgebra, concluímos que st"1 í (a, b) J G L(Vi(S)). 
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Do teorema anterior temos que L(c) ( S D * ( a ,b-\— ) I = b — a-\—. Assim, como 
\ \ n n/) n 
a sequência ( S C\ * ( a ,b-\— ) ) é decrescente com n então: 
V V n nJJneN 
u((a,b)) = L{<c)(st~l(a,b)) = limL(c) lsn*(a ,b+- )) =limfr-a+- = b - a. 
vv neN \ \ n nj J neN n 
Como fi e i coincidem nos intervalos abertos e como a <r-álgebra dos intervalos abertos 
coincide com a cr-álgebra de Borel, então as duas medidas coincidem em todos os borelianos 
de [0,1]. D 
3.2.3 Medidas em sistemas dinâmicos 
Podemos ainda usar a construção da secção 3.2.1 para definir medidas invariantes para um 
sistema dinâmico. 
Consideremos (E, d) um espaço métrico compacto e seja T : E —* E contínua. Seja XQ um 
ponto de E e seja O(x0) = (xn)ne^0 a sua órbita em E, por T (xfc = Tk(x0)). Estendemos 
O(XQ) a *O(x0) = (xn)n€»N. Tal como já foi referido, fixado um hiper natural N E*N — N, 
o conjunto ON(X0) — {xk G *O(x0) : 0 < k < N — 1}, contém toda a informação dinâmica 
de XQ em E. Como *O(x0) é interno então ON(X0), pelo princípio de definição interna, é 
interno. Como ON(X0) é hiper-finito então podemos definir as medidas TSXÍT, Cr por: 
c : Vi{ON(x0)) -> *[0,+oo[ 
A %A ${xk e ON(x0) : xk e A} N ~ N 
m: *B -» *[0,+oo[ 
A -+ c(AnON) 
Nota 3.2.20. Neste contexto, a medida mix conta o tempo que, em média, os primeiros 
N elementos da extensão da órbita de XQ passam em cada * boreliano e portanto, no fundo, 
o que nos interessa é determinar esses tempos. Consideremos, por isso, a seguinte medida 
interna t, no segmento hiper-natural até N: 
t : ^ , ( ( 0 , . . , ^ - 1 } ) -> *[0,+oo[ 
N 
Assim, se para cada * boreliano B definirmos IB = {0 < i < N — 1 : xk £ B}, então é 
evidente que (CT(B HON) = HIT(B) e, no caso de 0(XQ) ser tal que, sei ^ j então X{ ^ Xj 
temos as seguintes igualdades: 
cT(B n ON) = mT(B) = t{IB). 
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Ou seja, no caso de Xi ^ Xj, 0 < i, j < N — 1 a seguinte função interna é um isomorfismo 
de medida entre c? e t : 
x. : {0 < i < N - 1} -> 0N 
Tal como foi feito atrás, podemos construir uma medida /J,T nos borelianos de E. Note-
se que as medidas de Loeb associadas às medidas de contagem Cr, mir, e portanto /ix, 
dependem do ponto inicial x0, de N e claro da dinâmica T. A medida em E definida por 
^T(B) = L(c)(si_1(fî)) tem propriedades interessantes. 
Proposição 3.2.21. 
1. i*r($h(ON(x0))) = 1; 
2. {JLT{U)(XO)) — 1, onde U{XQ) é o conjunto de pontos de acumulação da órbita de xo-
Demonstração. 
1. Como OJV(XO) é um conjunto interno então S1I(ON{XO)) é um conjunto fechado e 
portanto é um boreliano. Assim, ^r(s/i(Civ(^o))) = L(cT)(sh~1(sh(ON(x0)))) > 
L(<CT){ON(XO)) — 1. Como cy só toma valores entre 0 e 1 então o mesmo acontece 
com L(cr), donde resulta que JUT(S/J.((9ÍV(XO))) = 1. 
2. Do corolário 2.6.9 sabemos que o;(a;o) = st({xM : M e*N -N AM < N}). Como: 
{xN : N E *N - N} = f]{xi : n < i < N) 
neN 
e como, para cada n, {XÍ : n < i < N} é um subconjunto interno de ON{XO), então 
u>(x0) G L(VI(ON(X0))). Além disso, qualquer que seja o n Ç N : 
L(cT)({Xi :n<i<N}) = st {^^j = L 
donde resulta que L(cT)({xN : N G *N - N}) = 1 e portanto ^ (^(xo) ) = 1. 
D 
Os próximos resultados desta secção conduzem à prova de que [xT é T-invariante. 
Proposição 3.2.22. L(<cT) é uma medida *T-invariante. 
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Demonstração. Para provar que a medida L(<CT) é *T­invariante temos que provar que se 
Aéum elemento da a­álgebra de Loeb Vi(ON(x0)) então L(c r)(*T_1(A)) = L{<cT){A). 
Comecemos por considerar conjuntos internos A. Então, por transferência, *T~X{A) é um 
conjunto interno. Queremos então provar que se verifica a seguinte condição: 
j{xk € ON(x0) : xk G 'T­^A)} _ ${xk G ON(XQ) : xk G A} 
N N 
ou seja, 
H{fc 6 {0,.­, N ­ 1} : xk G ^ T ­ 1 ^ ) } ^ tf{fc € {0, ­ , jV ­ 1} : xk G A} 
N N 
Mas se ce* G *T~1(J4) então isso significa que *T(xk) G A, ou seja, xk+i G A. Assim, 
concluímos que se A; G {i G {0, . . . , AT­1} : a­ G * T ­ 1 ( A ) } então fc + 1 G {i G {0,. . . , iV —1} : 
Xi G A}. Logo: 
KfcGto­.iV­i^XfcG'T­HA)} |l{fe6{l,,.,iV}:gfc£A} 
N N 
Deste modo, se denotarmos o conjunto {k G { 1 , . . . , Af} : Xjt G ^4} por 7«T­I(A) e ° conjunto 
{A; G {0, ...,N ­ 1} : xk e A} por J^, temos que, LT­i^AIA = {0, iV} e portanto vem 
que: 
Hfc G { 0 , . . . , ^ ­ 1 ) : 2 : ^ ^ ­ 1 ^ ) } ll{A:G{l,­,iV}:a: fcG*T­1(A)} 
iV iV 
JV 
como pretendíamos mostrar. 
Suponhamos agora que A é u m conjunto Loeb mensurável de VI{ON{XQ)) qualquer. Como 
a medida cy é finita então A é Loeb aproximável e portanto, fixado s existem con­
juntos internos O e K tais que K C A C O e L ( c r ) ( 0 ) — L(cx)(iiQ < ff­ Usando 
a inclusão anterior podemos escrever que *T~l(K) C *T _ 1 (A) C * T _ 1 ( 0 ) . Mas, por 
transefrencia, L ( c T ) ( * T ­ x ( 0 ) ) ­ L{<cT)(*T­\K)) = L(cT)(0) ­ L{<cT)(K) < e, donde 
se conclui que *T~X(A) é aproximável e portanto mensurável. Além disso concluímos que 
|L(cT)(*T­1(A))­L(c r)(A)| < e. Como e era qualquer então LfaWT­1 {A)) = L(cT)(A), 
como pretendíamos. D 
Lema 3.2.23. 5 e T é uma dinâmica contínua num espaço métrico E qualquer então 
T o st = st o *T, ou seja, o diagrama seguinte comuta: 
*E —^ *E 
st st 
E ­£­♦ E 
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Demonstração. Por definição, st(x) « x e, portanto, por continuidade, T(st(x)) « T(z). 
Logo st(T(sí(a;))) = sí(T(x)). Mas, como sí(x) é um elemento standard de £, resulta que 
3t(T(sí(aO)) = T(st(x)). Logo T(at(a;)) = sí(T(x)). □ 
Proposição 3.2.24. A medida \iT éT­invariante. 
Demonstração. Quero provar que se B é um boreliano então nT{T~l{B)) — (J.T(B). Mas: 
l*r{T­\B)) = L(eT)(sh­\T­\B))) 
= L(cT)(*T~1(s/i­1(5))) pelo lema anterior 
= L(cT){sh~1(B)) pela proposição 3.2.22 
= /J­T{B). por definição 
D 
3.2.4 Funções integráveis 
Antes de estabelecermos propriedades sobre funções integráveis impõe­se a definição de 
mensurabilidade: 
Definição 3.2.25. Sejam (X,A) e (Y,B) dois espaços mensuráveis quaisquer, isto é, dois 
espaços munidos cada um com uma álgebra. Uma função 0 : X —> Y diz­se mensurável se 
para todo o B eB, ^)~1{B) G A. 
As funções Loeb mensuráveis podem ser caracterizadas usando a próxima proposição: 
Proposição 3.2.26. Seja (Y, A, u) um espaço de medida interna e defina­se por L(Y) = 
(Y, L(A),L(u)) o respectivo espaço de Loeb. Considere­se a função <f> : Y —► K. São 
condições equivalentes: 
1. 4> é L(A)­mensurável, isto é, para todo o a e l , 0_1((—oo, a]) G L(A); 
2. Existe uma função interna <3> : Y —► *R, A­*mensurável tal que °$(y) = 4>{y), L(u)­
qtp y G Y; ($ ser A­*mensurável significa que Vr G *R, {y G F : $(y) < r} G .4,). 
i?ra particular, vem que, se $ é A­*mensurável, então °$ é Loe6 mensurável. 
Definição 3.2.27. A função $ do teorema anterior será aqui designada por levantamento 
de (j>. 
Demonstração. (2 =*► 1) Seja $ uma função ^4.­*mensurável. Por definição de mensurabi­
lidade, em particular, sabemos que dado s G R, \y EY : $(?/) < s> £ A donde se deduz 
que: 
{y G Y : °$(y) < r} = f | ( y G Y : $(y) < r + ­) G L(.4). 
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Logo, °$(y) é Loeb mensurável. Como 4> e °$ são iguais a menos de conjuntos de medida 
nula então (j> também é Loeb mensurável. 
(1 =>■ 2) Seja (<7n)neN uma enumeração dos números racionais. Defina­se, para todo o 
n G N, os conjuntos Bn = {y EY : (f)(y) < qn}. Pelo corolário 3.2.8, como cada Bn é 
mensurável, existem An G A tais que L(u)(AnABn) = 0. Pela forma como foram definidos 
os conjuntos Bn, se qn < qm, então Bn C Bm e, portanto também se tem que An C Am. 
Por compreensão, 2.6.5, estendemos (An)nen a (An)ne*N. Por permanência superior, 2.6.7, 
existe H G *N — N tal que para todos os m, n < H, An G A e se qn < qm então An C Am. 
Uma vez que {qi, ...,<£&} é hiper­finito e An G A para todo n < H, podemos definir uma 
função interna e A­mensurável, $ : Y —> *M de tal modo que, para todo o n < H, <£>(y) < qn 
sse y G An. Uma possível função $ é: 
Í
çi se y G Ai 
ty se y G Aj ­ A,­_i el<j<H 
to+i se j 0 A# 
Mas 1/(^) j M (An/\Bn) j = 0 e se y não pertence a este conjunto então $(y) < qn <=> 
\n€N / 
0(2/) ^ 9n) para todo o n G N, ou seja, para L(z/)­qtp 2/, °$(y) = <^ (?/)­ D 
Nota 3.2.28. A função $ construída na prova anterior é uma função *simples, isto é, o 
seu contradomínio é um conjunto hiper­finito e portanto o seu integral não standard, que 
resulta da aplicação de transferência à definição standard de integral, pode ser visto como 
uma soma hiper­finita. 
Teorema 3.2.29. Seja (Y, A, v) um espaço de medida interna e consideremos L(Y) = 
(Y, L(A),L(u)) o respectivo espaço de Loeb. Se <f> é Loeb mensurável e limitada e $ é um 
levantamento de 4> também limitado então \ 4>dL(u) = st I / $dv ). 
Demonstração. Comecemos por observar que se $1 e $ 2 são 2 levantamentos limitados 
de 4>, então / $>idv %: / <É>2(ii/, uma vez que, por definição de levantamento, para v 
quase todo o y e para todo o n G N, \§\{y) ­ $2(2/)! < l/n. Consideremos uma 
função simples g tal que g < 0 e seja G o seu levantamento. Como g é uma função 
simples então um qualquer seu levantamento é também simples a menos de conjuntos de 
medida L(z/)­nula. Assim, a igualdade dos integrais / gdL(u) e st l Gdv ] decorre 
de imediato. Como g é menor que 0 então <fi admite um levantamento <Ê>i limitado 
tal que G < $1 e portanto / gdL(u) = st ( Gdv ) < st l / $xdv J = st í / $dv ) , 
pela observação inicial. Como a função g é uma função simples qualquer e como qual­
quer função integrável pode ser aproximada por baixo por funções simples então con­
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cluímos que / 4>dL{n) < st I / $d(j, j . A desigualdade / <f>dL{n) > st I / $d/x J re­
sulta por simetria, considerando —0 e —$, uma vez que, o mesmo argumento prova que 
/ ­0dL(yu) <st( ­$d/j, ) , ou seja, / 4>dL{p) > st ( $á// ) D 
No caso de a função 0 não ser limitada não é possível encontrar um seu levantamento $ 
também ele limitado. Contudo podemos escolher $ de tal modo que o teorema anterior 
ainda é válido. 
Definição 3.2.30. Seja (Y, A, v) um espaço de medida interno e consideremos $ : Y —► *E 
uma função A­* mensurável. Dizemos que $ é S­integrável se para todo o H G *N — N; 
/ |$|dr/«0. 
J\$\>H 
Teorema 3.2.31. Consideremos (Y, A, v) um espaço de medida interna e seja L(Y) = 
(Y", L(A), L(u)) o respectivo espaço de medida de Loeb. Considere­se a função 0 : Y —► R. 
As condições seguintes são equivalentes: 
1. (f) é integrável com respeito à medida de Loeb L(u); 
2. 0 admite um levantamento S­integrável, $ : Y —► *R. 
Mera disso, se as condições anteriores se verificarem, então J *Uy) = ­ ( / • * ) ■ 
Demonstração. O argumento que aqui fazemos é para funções 0 positivas. O caso geral 
obtém­se aplicando o processo para funções positivas às funções 0 + = max{0, 0} e 0~ = 
max{0, —0}, que, sendo 0 integrável, são funções integráveis. 
(1 =>­ 2) Suponhamos que $' > 0 é um levantamento de 0 > 0. Considere­se as funções 
$ n = max{$',n}. Do último teorema, sabemos que st I / $ndu ) = / max{0, n}dL(v) 
/ " / 4>dL{y). Estendemos ($n)neN a ($n)ne*N por compreensão. Por permanência superior 
existe H G *N — N tal que / Qjjdv « / cj)dL(v). Como 0 é Loeb integrável então 
claramente $ = <!># é «S­integrável e é um levantamento de 0. 
(2 =>■ 1) Suponhamos que $ é um levantamento de 0 <S­integrável. Por definição de S­
integrabilidade / §dv « 0, para qualquer H 6 *N — N e portanto por permanência 
inferior para todo s G E + existe n € N tal que s e m > n então / $df < e. Então pelo 
teorema anterior resulta que: 
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/ max{0, m}dL(v) « / max{$, m}du < / $o?f < 
< / max{$, m}du + £ « / max{(/>, m}dL(u) + e 
donde resulta que si ( / $a?^ ) é finito e é o limite de / max{0, m}dL(u) quando m tende 
a infinito, como pretendíamos. 
Desta prova apenas podemos concluir que qualquer levantamento $ de 0 satisfaz: 
í <j)dL(v) < st í í <S>diA. 
Contudo, a 5-integrabilidade garante a igualdade das duas expressões, como mostra a 
terceira parte do teorema seguinte. D 
Teorema 3.2.32. Seja (Y,A, v) um espaço de medida interna finita e seja $ : Y —» *R 
uma função A-* mensurável. As condições seguintes são equivalentes: 
1. $ é S-integrável; 
2. (a) stl \$\du) < oo; 
(b) Se u(A) « 0 então / |$|di/ « 0; 
JA 
3. I'st(\$\)dL(u) = st ( í |$|di/J < oo; 
Demonstração. (1 => 2) (a) Se $ é <S-integrável então dado H G *N — N, / |$|e?z/ « 0, 
J\<í>\>H 
ou seja, para qualquer e G K+ tem-se que / \Q\dv < e. Fixemos então s G M+. 
J\<ï>\>H 
Por permanência inferior existe n G N tal que / \<S>\du < e. Assim, si I / |$|di/ ) = 
si ( / \$\du) + st( \$\dv) < e + n x v(A) < oo. 
V/|*|>n / \./|*|<n / 
(6) Como $ é <S-integrável então fixado um e G E + tem-se, para todo o H G *N — N, 
/ |$|di/ < s. Por permanência inferior existe n G N tal que / \$\dv < e. Resulta 
J\$\>H J\$\>n 
então que: 
/ \<&\dv = / |$|dz/ + / \<&\dv < n x u(A) +e « e 
J A J {xeA:\<í>\<n} J{xeA:\<S>\>n} v v ' 
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Como e e R+ era qualquer então st í / \$\dv j ~ 0. 
(2 => 3) Sendo $ ^­mensurável temos que $ é um levantamento de °$ e portanto, °|$| = 
|°$| = |$ | , excepto num conjunto de medida L(i/)­nulo. Seja A esse conjunto. Então temos 
que: 
f st{\$\)dL(u) = f 8t(\$\)dL(v) r* í \$\du = J JY­A JY­A 
f \$\dv + / \$\du= [\Q\dv  
JY­A JA J 
Logo I st(\$\)dL(u) & / \$\dv donde resulta que: 
st(í st(\$\)dL(v)\ ­ / st(\$\)dL{v) = st(í \*\d") 
(3 => 1) $ é um levantamento de sí($). Como / aí(|$|)di/ = si í / |$|di/ ) < oo, então 
sí($) é Loeb integrável. Logo por um teorema visto atrás sí($) admite um levantamento 
finito, $i , S­integrável. Como $i e $ são levantamentos de sí($) então estão infinitamente 
perto em quase todo o lado e portanto sendo $i <S­integrável então também o é ¢. D 
Podemos adaptar estes teoremas ao caso das medidas de contagem, num espaço métrico 
E qualquer. 
Definição 3.2.33. Seja <f> : E —► R. Uma aplicação $ : ON ­* *E é um levantamento de 
4> se $ é uma aplicação interna e sí($(í)) = (f>(st(i)), para L(c)­qtp, t G ON(XQ). OU seja, 
$ é um levantamento, no sentido da proposição 3.2.26, da função: 
4>: ON{x0) ­» R 
í -> <f>{st(t)) 
Consideremos novamente a medida /i definida num boreliano B por fJ,(B) = L(c)(sí­1(.B)). 
Então vale o seguinte teorema: 
Teorema 3.2.34. Seja 0 : E —> R fíma função. São condições equivalentes: 
1. <fi é ^.­mensurável; 
2. 4> é L(c)­*mensurável; 
3. 4> admite um levantamento $, c­*mensurável; 
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Demonstração. (1 <=> 2) Consideremos os conjuntos A = {y £ E : <p(y) < r} e o conjunto 
B = {x € ON : <j){x) < r}. Temos que sh^iA) = B: 
y G s/i_1(^4) <^ st(y) 6 i « > 4>(st(y)) < r <& <j>(y) <r <&y <E B 
Logo, A é /x­mensurável sse sh~1(A) é L(c)­*mensurável. Logo, a primeira equivalência é 
verdadeira. 
(2 <3> 3) Resulta de imediato do teorema geral 3.2.26. D 
No caso particular de (f> ser contínua, o teorema anterior garante que *0 é um levantamento 
de 4> c­mensurável. 
Teorema 3.2.35. São condições equivalentes: 
1. <j> é \x integrável. 
2. <f> admite um levantamento S­integrável $, com respeito à medida c. 
Se as duas condições se verificarem então: 
(j)dfi = st( $ d c ) = s í | — V $ ( x ) | . 
JE \JoN(X0) ) \NxeoN(xo) ) 
Nota 3.2.36. A última igualdade do teorema anterior resulta do facto de Ojv(^o) ser um 
conjunto hiper­finito cujos pontos têm todos a mesma medida para c. 
Demonstração. (1 =>■ 2) Se </> é /J, integrável, então 0 é yu­mensurável e é limitada //­qtp. 
Assim, 4>, definida em 3.2.33, é Loeb mensurável e L(c)­qtp limitada. Logo, cj> admite um 
levantamento $ c­mensurável e c quase sempre limitada e portanto <E> é iS­integrável com 
respeito à medida c, ou seja, 4> admite um levantamento $ 5­integrável com respeito a c. 
(2 =>­ 1) Suponhamos que $ é um levantamento .S­integrável de 0. Sendo ^­integrável com 
respeito a c, $ é integrável e portanto c­mensurável. Logo 0 é yu­mensurável. Além disso, 
/ §d\i = / 4>dL(c) = / sí($)dL(c) = st i $dc ) < oo. 
A primeira igualdade descrita resulta do facto de / 4>d/j, « / 4>dL(<c) e do facto de, 
JE JON{XO) 
pelo teorema 3.2.31, termos que / 4>dL{<c) = st í / $o?c ) D 
JoN{x0) \J ) 
Novamente, se 0 é contínua e integrável então do teorema anterior resulta que *</> é um 
levantamento de <f> c­integrável e / 4>d^i — st l *4>d<c ). 
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Capítulo 4 
Medidas Ergódicas 
Neste capítulo caracterizamos as medidas ergódicas em espaços métricos sob o ponto 
de vista da análise não standard. 0 resultado principal mostra que podemos ver uma 
medida ergódica como uma medida de contagem, descrita no capítulo anterior. 
4.1 Pontos típicos de Birkhoff 
Começamos por estabelecer alguns conceitos amplamente conhecidos em teoria ergódica 
de sistemas dinâmicos. 
Definição 4.1.1. Seja (X,A,fJ,) é um espaço de medida e T : X —* X uma dinâmica 
mensurável. A medida /x diz­se T­invariante (ou T preserva /J.) se VA G A, yLt(T_1(A)) = 
H{A). 
Definição 4.1.2. Seja (X, A,fj) é um espaço de medida e T : X —► X uma dinâmica 
mensurável. T diz­se ergódica sse os seus únicos conjuntos invariantes são, sob o ponto 
de vista da medida, triviais, isto é, se E é um conjunto mensurável e T­invariante, então 
H{E) = 0 ou /J,{X ­E) = 0. 
Um dos resultados mais importantes de teoria ergódica é o conhecido teorema ergódico de 
Birkhoff. A sua demonstração pode ser encontrada em numerosos livros de texto sobre 
teoria Ergódica de sistemas dinâmicos. Entre as várias referências possíveis sugerimos [14], 
[19], [27]. 
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Teorema 4.1.3 (Birkhoff). Suponhamos que (X,A,fj) é um espaço de medida de probabi­
1 n—l 
lidade. Se T : X —■> X é uma dinâmica que preserva \i e se 0 G Lx(n) então — YJ <t>{Tkx) 
­ l 
n 
n ­ l 1 converge ix­qtp. Além disso, a função limite <f>(x) = lim — \ J (f){Tkx) é T­invariante, fi­
k=0 
integrável e / 0d// = / </>d/x. 
No caso da medida ji considerada nas hipóteses do teorema de Birkhoff ser ergódica 
podemos obter, como consequência, o seguinte corolário: 
Corolário 4.1.4. Seja (X, A, fj) um espaço de medida de probabilidade e T : X —* X 
uma dinâmica que preserva a medida de probabilidade \x. As seguintes condições são 
equivalentes: 
1. T é ergódica; 
2. Se 4> : X —> R é mensurável e 0 o T = T i^­qtp, então 4> é constante n­qtp; 
S.Sef.X^Ré função ée £ > M então * , ) = / « , , para ,­atp x; 
1 1 n _ 1 
l Se A G A então lim ­jj{0 < » < n ­ l : T * a ? € A } = l i m ­ > Y A C ^ Z ) = ít(A), «­
n ­ l 
n e N n " v ' n€N n 
fc=0 
qtp. 
Nota 4.1.5. Uma prova deste resultado pode ser encontrada nas referências já citadas, 
[14], [19], [27]. 
No caso de a medida \i ser ergódica, o segundo item do corolário anterior garante que, fixada 
uma função <fr, /x­integrável, existe um conjunto X' de medida total, isto é, fJ>{X') — 1, tal 
que, para todo o y G X': 
l^È^Tk(y»= f**» (4­1) 
ngN n í—' / 
fe=0 J 
Um ponto y nas condições da equação 4.1 diz­se um ponto típico para </>. 
No que se segue, vamos construir, no caso de X ser um espaço métrico compacto e B a 
cr­álgebra dos borelianos de X, um conjunto de pontos y G X tais que y é típico para toda 
a função cf> G LX{JJ). 
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Proposição 4.1.6. Seja X um espaço métrico compacto e seja (X,B,fï) um espaço de 
medida de probabilidade. Consideremos T : X —► X uma dinâmica em X para a qual fj, 
é ergódica. Então, existe um conjunto Y de medida fi­total qual que se y £ Y então y é 
típico para toda a função 0 G Ll (/J,) . 
Demonstração. De um resultado geral de topologia (ver[15]), se X é um espaço métrico 
compacto então este admite uma base numerável de abertos. Seja B = (J3n)neN essa base. 
Com esta base podemos construir uma partição numerável, A = (An)ne^, de X. Assim, 
para todo o n e N todo o aberto Bn é uma reunião de elementos de A. 
Continuamos a referirmo­nos a A como uma base para os abertos de X. A vantagem de 
se trabalhar com A é que os seus elementos são disjuntos dois a dois. 
Seja Ai um elemento qualquer de A. Como fj, é ergódica então, pelo corolário do teorema 
1 " _ 1 f 
de Birkhoff lim ­ V^ XAÁTky) = l^(Ai) = / XA^, para /x­qtp x, ou seja, se denotarmos 
por A' o conjunto de todos os pontos típicos para \At então /x(A )^ = 1. 
Como todos os conjuntos A\ têm medida 1 então a intersecção I ] A'n é também um 
neN 
conjunto de medida 1 pois: 
í<\X­f)A'\=v U(X­^) <X>(*­<) = £ 0 = 0 
neN / VneN / neN neN 
M ( X ­ f | An ) = 0 o n(X) = /i ( f i 4 . 
V neN / VneN 
Seja Y = ( J A'n, isto é, o conjunto de medida 1 dos pontos típicos para todas as funções 
neN 
característica dos conjuntos da base numerável A. Assim, um qualquer elemento y 6 Y 
1 " _ 1 f satisfaz lim — > XA(Tky) = ^(A) — \ XAÚ/J,, qualquer que seja A, elemento da base de neN n í—' / 
fc=0 J 
abertos de X. O nosso objectivo é agora provar que todo o elemento y G Y é ainda um 
ponto típico para qualquer função /i­integrável. 
Fazemos a verificação por etapas. Fixemos um elemento y G Y. 
1. Para o complementar de Ai € A. 
Queremos provar que se Ai é um elemento da base A então verifica­se a seguinte 
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1 n~l f 
igualdade: lim - V XA\ (Tky) = MA ?) = / X A Ç ^ . reeN n *—' J 
fe=0 
re—1 ., n—1 
SSJTE^P*») = sasEO-XAP*»)-
fe=0 
- il—1 1 re—1 
= ]im-Yl-hm-YxAÁTky) 
reeN n ^ - ' * reeN n 
fe=0 fe=0 
re 1 ,
n e N n *—' reeN n 
fc=0 fc=0 
l - MA) = MA' 
2. Para reuniões numeráveis de elementos de A. 
Suponhamos que (Wm)men é uma sequência de elementos em A e que W — M Wm. 
Então: 
1 n—1 1 re—1 
l im-VxwC^î/) = lim - V xi i NwJTky) 
meN 
reeN n z — ' nSN 77, 
fc=0 fe=0 
re-1 
= S S Ï E E ^ P * » ) 
fc=0 mGN 
= E S S S E ^ P * , ) -
m e N jfc=0 = £^«) 
rreeN 
VmeN / 
= / Xwd/J, 
A troca do cálculo de limite com o somatório é válida pelo seguinte lema, considerando 
-, re—1 / m \ 1 n—l Um'n = ~12xu?=iw*(Tky^a™ = ^ ( U ^ ) -Vn = - ] C * w ( T f c y ) e a = ^W-
fc=0 \ i = l / fc=0 
L e m a 4 .1 .7 . Consideremos sucessões de números, um^n, vn, am e o número a de tal modo 
que lim wm>n = am, lim umjn = vn e lim am — a. Então lim vn — a. 
Demonstração. \a — vn\ < \a — am\ + \am — vn\ < \a — am\ + \am — um,n\ + \um>n — vn\ —+ 0 
quando m, n —> oo. D 
Retomando a prova do teorema: 
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3. Para um aberto qualquer de X. 
Como qualquer aberto de X se pode escrever como uma reunião numerável de 
elementos da base A então, pela mesma justificação do item anterior, a igualdade 
também é válida para qualquer aberto. 
4. Uma prova semelhante à do item 1 mostra que a igualdade vale as funções carac-
terísticas de complementares abertos. 
5. Para um fechado qualquer de JÍ.Como o complementar de um fechado é um aberto e 
a igualdade vale para abertos e complementares de abertos então também vale para 
fechados. 
6. Para um boreliano qualquer de X. 
Como /i é uma medida regular definida sobre os borelianos então se B é um boreliano 
de X existe uma sucessão de abertos (AP)P GN e uma sequência de compactos (Kp)pe^ 
tais que ... C Kv-\ C Kp C ... C B C ... C Ap C Ap_i C ... e /J,(AP - Kp) < - . Para 
cada p G N temos que Kp C B C Ap e portanto XKP < XB < XAP, donde resulta de 
imediato as seguintes desigualdades: 
$2XK,V*V) <\Y.Xs{Tky) <l-Y.XAv{Tky) 
k=0 fc=0 fc=0 
Como Kp é fechado e Ap é aberto então, passando ao limite sobre n, pelos items 3 e 
5, vem que: 
_. n—l 
H{KP) < Um - J2 XB(Tky) < »(AP) 
fc=0 
Como p é qualquer então tomando limite sobre p as desigualdades permanecem 
válidas. Mas lim. fj,(Kp) = lim/i(A,) = IJL(B), donde resulta que: 
n6N n e N 
n-l 
UiS l E ^{Tky) = n{B) = í XBdfi. 
fc=o J 
7. Suponhamos agora que s é uma função simples. 
Sendo s uma função simples, sabemos que s é uma combinação linear finita de 
m 
funções característica, digamos s — / J Q X A ; - Então, da definição de integral e das 
i=0 
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propriedades até aqui deduzidas resulta que: 
n—l *. n—l / m .j lli X . 11/ -L I III/ 
fc=0 \i=0 
m 1 n—l 
t=0 fe=0 
i=0 
SCÍyU 
8. Seja § uma função //-integrável qualquer. 
Como as funções simples são densas em Ll(n) então existe uma sequência de funções 
simples (sm)m eN que converge pontualmente para 0 e, para todo o m G N, sm < 
(f>. Pelo teorema da convergência dominada sabemos que / snd/j, converge para 
f 1 n _ 1 f 
/ <f)dji. Assim, usando o lema de à pouco com iímjn = — >^ sm(Tky), am = I smdfi, 
J n fc=o J 
1 n - 1 f 
vn = — 2_\ 4>(Tky) e a = / <pdfj, podemos escrever que: 
fc=o J 
1 n _ 1 1 n _ 1 / \ 
lim - V (j>(Tky) = lim - V lim sm(Tky) 
fc=0 fc=0 x y 
lim I lim - V sm(Tfcí/) 
ra-1 
mePJ \ n€N n 
\ fc=0 
= lim / smdfji 
meN J 
= / <pdfj, 
D 
4.2 Medidas ergódicas como medidas de contagem 
Do que vimos na secção anterior, quando (X, A, fx) é um espaço de probabilidade em que 
X é um espaço métrico compacto, existe um conjunto Y C X tal que fJ,(Y) — 1 e se y G Y, 
então y é típico para toda a função 0 G Ll(ii). 
Definição 4 . 2 . 1 . y E X diz-se típico para \x sse y é típico para toda a função ¢) G L1^). 
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Como n(Y) = 1 então Y ^ 0 e portanto existe XQ E X tal que x0 é típico para fj,. Em 
particular, para todo o boreliano A de X temos que: 
neN n 
A partir de agora consideramos um alargamento não standard de um universo V(X) tal 
que X contenha a estrutura do espaço X, conforme descrito na secção 2.6. 
Da caracterização dos limites segundo a análise não standard feita na proposição 2.4.5, 
escolhendo N € *N — N um hiper-natural, podemos escrever que: 
KA) K | { 0 < i < A f - l = « , e - A } 
ou seja: 
M _ st ( H 0 < « < A T - l : x , e M } j (4 2) 
Se considerarmos ma = im^x, a medida de contagem definida nos *borelianos de X, 
concentrada em x0 e associada à dinâmica T, através de: 
m X o T : *B -> *[0,+oo[ 
tf{0 < A: < N - 1 : xk e A} 
A ~* N 
Pelo referido em 5.1.8 temos que: 
'U{0< k<N-l:xk E*A} fJt(A) = st N 
= L(m)(*A) 
Quando Xi ^ Xj, para 0<i<j<N — l1, considerando a medida de contagem que vimos 
na secção 3.2.1: 
c : Vi(ON{x0)) -» *[0,+oo[ 
A - ^ 
temos que /^(A) = L(<c)(M D CJV(X0)). 
Seguindo os mesmos argumentos da secção 3.2.1 temos a seguinte proposição, sob a hipótese 
de tt{x0, . . . ,XJV-I} ~ N: 
Proposição 4.2.2. Se B é um boreliano de X então f-i(B) = L(c)(s/i-1(fí)). 
1Note-se que esta condição é satisfeita, por transferência, no caso de \/i,j G N(i ^ j => Xi jí Xj 
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Demonstração. Seja u, a medida definida nos borelianos de X dada por: 
u{B) = L(c)(sh-l(B)) 
Do teorema 3.2.14, sabemos que v é uma medida. Queremos então provar que u(B) = n(B) 
qualquer que seja o boreliano B. 
Sendo B um boreliano, B é //-mensurável e como \x é uma medida regular então, fixado s G 
R+, existem K compacto e O aberto tais que K C B C O e / J ( 0 — K) — fJ-(0) — fJ>(K) < s. 
Pelo facto de K ser compacto e O aberto, do teorema 2.7.4, podemos escrever a seguinte 
cadeia de inclusões: 
*K n 0N(xQ) C sr\K) n oN(x0) = sh~l{K) 
c shr\B) c sh-\0) = st-1 (O)nON(x0) c*OnON(x0) 
donde resulta que: 
H{K) = L(c)(*A" n 0jv(a;o)) < L(c)(s/i_1(ii:)) < L{v)(shrx{B)) < 
< L(c)(s/i_1(0)) < L(c)(*0 n OJV(XO)) = M(O). 
Logo, /«(A) < i/(5) = L{v)(sh-l{B)) < n(0). 
Além disso, como K C B C O, ainda podemos escrever que: 
*KC*BC*0 
e portanto 
*KnON{x0) c*Br\ON{x0) c'OnON{x0) 
Daqui resulta que: 
fi{K) = L(c)(*tf n OAT^O)) < L(*B n ^ ( X Q ) ) = fx(B) < L(c)(*0 n O^(x0)) 
Logo, |/x(B) - !/(B)| < n{0) - II(K) < e. 
Como e e E + é arbitrário então concluímos que fx{B) = v(B), como pretendíamos. D 
Nota 4.2.3. L(c)(*AnC?/v(xo)) = L(<c)(sh~1(A)) uma vez que, por construção temos que 
n{A) — L{<c){*A n ON(XQ)) e pelo teorema anterior fj,(A) — L(<c)(sh~1(A)). 
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Capítulo 5 
Levantamento de medidas ao espaço 
tangente 
Neste capítulo consideramos um difeomorfismo f : M —► M, onde M é uma variedade 
riemanniana compacta e f é de classe C1. Provaremos que toda a medida pi que 
seja f ­invariante e ergódica admite "levantamento" a medidas definidas no espaço 
projectivo tangente PM e invariantes pela aplicação induzida por Df em PM. Com 
os levantamento da medida \i obtemos a existência para /J,­qtp dos expoentes de 
Lyapunov de f. 
5.1 Medidas em variedades 
Em todo este capítulo M designará uma variedade riemanniana compacta de dimensão 
finita e / : M —► M será um difeomorfismo de classe C1. A métrica riemanniana, que 
designamos por d, fornece­nos uma estrutura de espaço métrico em M. Denotamos por 
B a cr­álgebra dos borelianos determinada pela métrica d. Vamos também admitir que 
(M, B, y) é um espaço de probabilidade para o qual [À é /­invariante e ergódica. 
O objectivo deste trabalho é provar a existência de um "levantamento" de \x ao espaço 
projectivo tangente a M que tenha propriedades de invariância para a derivada de / . 
Começamos por definir o espaço projectivo tangente a M que denotamos por P M . Dado 
x G M temos o espaço tangente a M em x designado por T^M e define­se o fibrado tangente 
a M, TM, por: 
T M = {{x, v) : x e M A v G TXM}. 
defma­se a subvariedade S : M de T M por: 
SXM = {(£,?;) G T M : \\V\\ = 1} 
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Sendo f um difeomorfismo, este induz canonicamente uma aplicação em S1M dada por: 
S 1 / : S*M -> S*M 
IA./M 
Note-se que esta aplicação está bem definida pois sendo / um difeomorfismo | |D x / ( f ) | | 
nunca se anula, qualquer que seja (x,v) G TM. Além disso, como / é de classe C1, a 
aplicação S 1 / é contínua. Na verdade, como / admite inversa diferenciável então S 1 / é 
um homeomorfismo cuja inversa é: 
S 1 / - 1 : SXM -> SXM 
(x,v) -> (r\x), -i, , Dxf-\v) 
\Dxf~\v) 
uma vez que: 
n f / Dxf-1{v) \ 
Uf-Hx)J \\\Dxf-i(v)\\ ) = f(r\x)), 
= x, 
= x, 
n f ( Dxf-Hv) \ uf-Hx)J \\\DxrHv)\\) 
\\Dxf-Hv)\\Df-Hx)f{Dxf~1{v)) 
\\Dxf-Hv)\\\\Df-^)nDxf-^))\\_ 
DrKx)f(Dxf-\v)) 
\Df-Hx)f(Dxf-i(v))\ 
= (x,v) 
De forma análoga se prova que S 1 / * o S 1 / = idsi M -
Consideremos agora a relação de equivalência (x,v) ~ (ar, — v) em S1. Definimos o espaço 
quociente P M = S1M./ (XiV)„fa-.v) e denotamos por [ar, v] a classe de equivalência de (x, v) 
induzida por esta relação de equivalência ~. Definimos a aplicação P / por: 
P / : P M -* P M 
[(x,v)] - [8lf(x,v)] 
Vamos ver que esta aplicação é também um homeomorfismo em P M . 
Em primeiro lugar, P / está bem definida pois Dxf(—v) = —Dxf(v). Se p é a projecção 
canónica de SXM em P M , então p é contínua e portanto P / = S1fop também é contínua. 
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P M 
S1/"1 (*,«)] 
A inversa de P / é a aplicação: 
P / - 1 : P M -
[(s,*)] -
uma vez que: 
P / o ¥f-l[{x, v)] = P / f S 1 / " 1 ^ , t/)] = [S1 / o S 1 / - 1 ^ , v)] = [(x, »)]. 
Assim, sendo 7r(x, U) = X para (x, v) G TM, temos a comutatividade do seguinte diagrama: 
P M - ^ P M 
7T 
M 
7T 
M 
pois, por um lado 7ToP/[(x,v)] =TT 
f o TT[(X, V)] = /(TT[(X, W)]) = / (x) . 
/ ( * ) l^x/WI 
= /(x) e por outro lado 
Fixemos xo um ponto típico para a medida ergódica fj,. Como se mostrou na secção 4.2, 
para todo o A G B temos que: 
H(A) 
%{0<k<N-l:xke*A} 
N 
Desta caracterização resulta de imediato o seguinte lema: 
Lema 5.1.1. *£i(A) w mXo(A), qualquer que seja A G *B} 
Demonstração. Sendo \x ergódica então, da caracterização da medida segundo a proposição 
4.1.4, fixado e G R+ temos que: 
(VA G B)(3n G N) : p{A)-
UO<k<n-l:fk(x0)eA} 
n 
< e. 
então, por transferência, também vale a seguinte sentença: 
j}{0 < k < N - 1 : /fc(x0) G A} (VA G *B)(3N G *N) : >(A) 
N 
< e. 
Como e G R + é qualquer então >(A) « MÂAâ N ^ ^ e A> = mXo(A). D 
*Quando não houver perigo de confusão, denotamos por /x a medida interna */i. 
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No caso de |j{xo, •••> xN-i} = N, tal como já foi referido na secção 4.2 o conjunto ON(XO) 
tem N elementos e portanto: 
//(A) = si { N * L) = L(m)(*A) 
Donde resulta, recorrendo ao lema anterior que L(*/J,)(A) — L(mXo)(A) = L(<cXo)(A), 
qualquer que seja A G *B. 
No resto desta secção vamos considerar \x não atómica, isto é, para todo o x G M, fi({x}) = 
0. Nestas condições temos: 
Proposição 5.1.2. Todo o ponto típico de /J, é não periódico se JJL é não atómica. 
Demonstração. Se XQ fosse um ponto periódico então existia p G N tal que xp = /p(xo) = XQ 
e assim, sendo xQ um ponto típico para \x teríamos que /i({x0,..., xp-\}) = 1-
Mas isso contraria o facto de [i ser não atómica pois, por \x ser /-invariante, teríamos que: 
M { X Í } ) — M/ l({xo})) (f é difeomorfismo) 
Logo 
H({x0,..., xp_i}) = pn({x0}) 
e assim concluímos /J,({XQ,}) = - > 0. D 
P 
Como / é um difeomorfismo temos: 
Corolário 5.1.3. Se /i é não atómica, XQ é um ponto típico para (j, e N G *N — N, então 
${x0,...,xN-i} = N. 
Demonstração. Se 0 < i < j e i,j G N então Xi ^ Xj pois, caso contrário tomando 
k = j — 1 teríamos x^  = x* =£> f~l(xj) = / - Í ( X J ) =>• Xj_j = Xo- Logo x0 seria periódico, o 
que contradiz a proposição anterior. Por transferência segue que: 
Vi, j G *N(0 <i<j =>Xi^ Xj) 
Logo jj{x0, ...,xjv-i} = JV D 
Atendendo a que P M com a métrica induzida pela métrica de T M é um espaço métrico 
compacto podemos, tomando uma "direcção" [v0] G P M tal que VQ G TZoM, considerar a 
hiper-órbita ON([XQ,VQ]) = {[XQ,VQ], ..., [XJV-I^JV-I]} induzida pela aplicação P / tomando 
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como ponto inicial [x0,v0], isto é [xk,vk] = Pfk([x0, v0]). Os resultados da secção 3.2.3 
podem ser aplicados neste contexto e portanto temos uma medida interna definida por2: 
C(*O,«O),P/ : Vi(ON{x0,vQ)) -* *[0,+oo[ 
. U H{0 < k < N - 1 : (Xfc, vk) 6 ^ } 
A " " T V " N 
Como já provamos no teorema 3.2.22, a medida de Loeb i(c(x0,«o),P/) é invariante pela 
dinâmica * P / , uma vez que P / é contínua. 
No ta 5.1.4. De modo a não sobrecarregar notação, sempre que não houver perigo de 
conclusão omitiremos a indexação das medidas de contagem à dinâmica.(m — inI0)x, etc..) 
Com estas medidas de Loeb podemos, usando a construção da secção 3.2.1, definir uma 
medida fiXOtVo nos borelianos £?PM de P M através de: 
B -> L{Hxom)){sh-\B)) 
Além disso, pela proposição 3.2.24, sabemos que esta medida é invariante pela dinâmica 
P / , ou seja, P / preserva fiXom. Esta medida /tXOi„0 satisfaz: 
Proposição 5.1.5. Seja n a projecção canónica de PM em M. Se A é um boreliano de 
M então: 
^(ir-^A)) = n{A). 
A prova deste resultado é evidente a partir do facto do seguinte lema: 
Lema 5.1.6. Se *ir é a projecção canónica de *PM em *M então, para qualquer conjunto 
A Loeb mensurável para a medida L(mXQ), temos L(mXQ)(A) = L(wci(XOtVO))(*ir~l(A)). 
Demonstração. Como n : P M —> M é contínua então o seguinte diagrama comuta: 
T M -Í-» P M 
"7T 7T 
'M -^+ M 
Assim, para provar que L(mXo)(A) — L(m(XOtVo)){*n 1(A)), basta provar que se verifica 
L(t)(IA) - L(t)(Ln-i{A)) em que IA = {k G {0,..., N - 1} : xk G A} e em que L«-i(A) = 
{k G {0,..., N — 1} : (xk,vk) G *TV~1(A)} e t é a medida interna, já introduzida: 
2Note-se que |{xo, ...,XJV-I} = N =» ${[xQ,v0}, ...,[xN-i,vN-i]} = N 
65 
t : Pj({0 , . . . , iV­ l}) ­» *[0,+oo[ 
Se A é um conjunto interno então o conjunto *ir~1(A) = {(a;, u) G *PM : x G A} é interno. 
Além disso, (xo,^o) € *n~l(A) sse i 0 6 A ou seja, os conjuntos IA e /*^­i(A) têm o mesmo 
cardinal, donde resulta que L(Í)(IA) — L(t)(I*w­i(A)). 
No caso mais geral de A ser Loeb mensurável para a medida L(mXo), sabemos que A é 
L(mXo)­aproximável e portanto, fixado s € K+, existem conjuntos K e O internos tais 
que K C A C O e L(raiX0)(O) — L(imXo)(i;í') < e. Daqui concluímos que, IK C IA C 
Io e L(t)(I0) ­ L(t)(IK) < e. Por outro lado, como K C A C O então *TV~1(K) C 
*7r­1(A) C *7T_1(0) e portanto Ln­i(K) C /*n­i(A) C L^­x^o)­ Usando a igualdade obtida 
para conjuntos internos concluímos que: 
L{t)(Io) ­ L{t)(IK) = L(4)(/.w­i (0)) ­ L(t)(7,^­ iW) < e 
donde resulta que \L(Í)(IA) — L(t)(I*^­IM))| < £■ Como e G M+ é qualquer então 
L(t)(IA) = L(t)(I.w­i (A)). ' ■ ' n 
Demonstração, (da proposição 5.1.5) Se .A é um boreliano de M então TX~1(A) é um 
boreliano de P M . Assim, usando o facto de que 7r ser contínua e usando o lema anterior, 
temos que: 
A W * ­ 1 ^ ) ) = L{w.{X0)V0)){sh­x{T:­\A))) = 
­ L(m(X0lf)0))C7r­1(S/»­1(i4))) = 
­ L(t)(Jsh­i (A)) = /x(A). 
D 
Nota 5.1.7. A proposição anterior dá o significado de designar a medida p,Xo,Vo por levan­
tamento a PM da medida ji. Concluímos assim que o diagrama que atrás apresentamos 
ainda é comutativo quando se considera as estruturas de espaço de medida respectivos: 
yjrlVl, /J>xo,vo) 
TV 
(M,M) 
As medidas p,XOjVo são então medidas preservadas por P / e, a partir de agora, designá­las­
emos por levantamentos da medida fj,. 
Vamos agora provar que sob a hipótese de [x, ser não atómica temos que: 
Proposição 5.1.8. Se \x é não atómica então a dinâmica Pf é ergódica em relação à 
medida £»0,«o • 
Pf (PM, fMXOtVo) 
TV 
(M,M) 
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Demonstração. Quero mostrar que se B C BFM é P/-invariante e p,XOiVo(B) > 0 então 
A função: 
Pi : Oiv(xo,fo) -+ OJV(XO) 
(xfc,Ufc) -»• xfe 
é uma bijecção. Como as medidas de Loeb em causa são medidas de contagem então pi 
é um isomorfismo de medidas entre L(cX0),;0) e L(<cXo). De facto, se A G ON{XQ,VO) então 
(xk, vk) G A sse Xfe G Pi(-A) e se D G ON{%Q) então xk e D sse (xfe, ¾^) G pT/^-D), uma vez 
que, para 0 < i < j < N, Xi ^ Xj. 
Sendo -K a projecção canónica de P M em M o diagrama seguinte comuta: 
ON{XQ,VQ) - ¾ OJV(^O) 
sh sh 
P M ^ M 
uma vez que, por um lado, sh{pi(xk, Vk)) — sh(xk) = sí(xjt) e, por outro, sendo 7r contínua, 
%(sh(xk,vk)) = 7r(st(cCfc,T;fc)) = si(*7r(xfc,wfe)) = sí(xfc). 
Como 5 é um conjunto P / invariante, em particular, n(B), é invariante por / . Além disso, 
n(w(B)) > 0, pois se fi(ir(B)) = 0 então teríamos que frXo,Vo(B) < /ia.O)t,0(7r~1(7r(jB))) = 
fj,(%(B)) = 0, o que por hipótese é falso. Usando o facto de /J, ser ergódica, concluímos 
que n(ir(B)) = 1. Logo, por definição, L(cIO)(s/i_1(7r(fî))) = l e portanto, por pi ser um 
isomorfismo de medida, e o diagrama anterior comutar, resulta que L(ca;0)i,0)(s/i'_1(B)) = 
L(cXo)(pi(sh~l(B))) = 1, ou seja, fiXOiVo(B) = 1 como pretendíamos. D 
Na secção seguinte vamos provar a proposição 5.1.8 no caso de [i não ser atómica. 
5.2 As medidas atómicas 
Quando a medida fj, é atómica existe o problema de não termos a garantia que o ponto típico 
xo seja não periódico e portanto $ON(X0) pode não ser N e assim o argumento de pi ser 
isomorfismo de medida na prova da proposição 5.1.8 não pode ser aplicado. Relembramos 
também que mesmo a medida de contagem Cjy requer que o ponto inicial XQ seja não 
periódico, para termos a garantia que as "hiper-órbitas" ON têm cardinal N. 
Uma maneira de contornar estes casos é interpretar a informação geométrica associada às 
decomposições de Jordan da aplicação linear dfp, no caso de fj, ser suportada numa órbita 
periódica XQ,...,XP, para algum p G N(isto é, o ponto típico xo ser periódico). Contudo 
esta abordagem não nos permite usar os resultados já obtidos de uma forma directa e por 
isso, não seguimos aqui esse caminho. 
67 
Apesar de não podermos definir cXo, continua a ser possível definir as medidas de contagem 
t . No resto da secção vamos então mostrar que para toda a medida /U, atómica ou não, 
temos que: 
Teorema 5.2.1. A dinâmica Pf é ergódica em relação à medida p,Xo,vo­
Construímos a variedade compacta S1 x M e sobre ela definimos a seguinte dinâmica: 
r x f : S1 x M ­► S1 x M 
(e,x) ­ (r(e)J(x)) 
onde r : S1 —► S1 é uma rotação de ângulo irracional. Deste modo, temos que r x / é de 
classe C1 e qualquer ponto de S1 x M tem órbita por r x / injectiva, isto é, qualquer que 
seja (9, x) G S1 x M e quaisquer que sejam os inteiros i ^ j , (9i: Xi) ^ (6j,Xj). 
Sobre os borelianos de S1 consideramos a medida de Lebesgue £, que sabemos ser ergódica 
com respeito a r, (ver [26]). Além disso, qualquer ponto de S1 é típico para a medida de 
Lebesgue com respeito à rotação irracional r. 
Lema 5.2.2. £ x /j, é uma medida definida nos borelianos de S1 x M que é ergódica com 
respeito ar x / . 
Demonstração. Seja B um boreliano de S1 x M invariante por r x / tal que £ x n{B) > 0. 
Como £ x fJ,(B) > 0, em particular, fifaiB)) > 0 e portanto, sendo x0 típico para /J, existe 
0 < k < p — 1 tal que xk G 7r2(.£?). Então existe 9 G S1 tal que (9,Xk) G B. Além disso, 
como XQ ê periódico de período p então o conjunto A = {9 G S1 : (9,2¾) G ­B} é invariante 
por rp. Como r é uma rotação irracional então então rp também o é e portanto, sendo 
A invariante e não vazio, então £{A) = 1. Por outro lado, A x {xfc} C B e portanto, 
sendo B r x /­invariante concluímos que A x {x0, ...,xp­\} C B. Logo, £ x /J,(B) > 
£ x fj,(A x {x0,...tXp­i}) = £(A) x /x({x0, ...,»P­i}) = 1 x 1 = 1. D 
Estamos então em condições de usar a proposição 5.1.8 para as medidas não atómicas para 
construir uma medida ergódica em P(S 1 x M). 
O fibrado tangente, TS1 ­ S1 x R induz que P S 1 = {{9, t) G S1 x R : t = 1} = S1. Deste 
modo concluímos então que P(SX x M) = S1 x P M e além disso temos que: 
P(r x / ) : S1 x P M ­» S1 x P M 
(9,(x,v)) ­> (r(0),P/(s,t ;)) 
Usando os resultados obtidos para órbitas injectivas, construímos as medidas de contagem 
£xHe0,x0,voi concentradas em (#0) [^ o>uo])) onde #o é um ponto qualquer de S1 e VQ é uma 
direcção do espaço tangente a M em XQ. Pela proposição 5.1.8, £x/J>d0,x0,v0 é ergódica. 
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Vamos agora definir fiXQíVo : BPM ­+ [0, +oo[ através de fiXo,Vo{B) = L(t)({0 < k < N ­ 1 : 
[xk,Vk] € sh^1(B)}), onde L(t) é a medida de Loeb associada à medida interna: 
t : Vi({0,...,N­l}) ­+ *[0,+oo[ / - g AT 
Note­se que, para qualquer #0 G S1 e para qualquer boreliano B de P M temos que: 
fiX0,V0{B) = L ( t ) ( { 0 < f c < i V ­ l­.lx^Vklesh­^B)}) 
(por definição) 
­ L(t)({0 < fc < ÍV ­ 1 : (0O, [Xk,vk]) G s /T^S 1 x 5)}) 
(porque para todo o 0 < k < N — 1 0¾ G s/i_1(S1)) 
= ^ / / ^ ^ ( S 1 x B ) 
(por definição) . 
Proposição 5.2.3. v4s medidas jlXOtVo são ergódicas. 
Demonstração. Seja 5 um boreliano de P M , P/­invariante, tal que p,XOtVO(B) > 0. Que­
remos mostrar que jj,XOiV0(B) = 1. Como fxXQiVQ{B) > 0 então, para todo o 60 G S 
^x/ie^xo^S1 x B) > 0. Como a medida £ x /j, é ergódica, pela proposição 5.1.8, sendo 
S1 x B invariante para r x P / segue que ix^^^S1 x B) = 1, ou seja, fj,XOjVo(B) — 1, 
como pretendíamos mostrar. □ 
Proposição 5.2.4. Se A é um boreliano de M e ­K é a projecção canónica de PM em M 
então, ilx^VQ{Tr'l{A)) = fj,(A). 
Demonstração. 
= ixuooixotoi*'1^1 x A)) 
(TT : S1 x P M —► S1 x M é a projecção canónica) 
= l x ^(S1 x A) 
(£xti0o,xo,vo é levantamento de £ x /i) 
= ^S1) x /i(A) 
­ ^A) 
D 
Temos assim a generalização da proposição 5.1.8 para qualquer medida LI. 
Teorema 5.2.5. Seja f : M —» M um difeomorfismo de classe Cl na variedade riemanni­
ana compacta M. Suponhamos que f preserva uma medida de probabilidade LI definida nos 
borelianos de M. Se LI é ergódica e x0 é um ponto típico para LI então para cada direcção 
vo £ TXoM, LI admite um levantamento a uma medida p,Xo>Vo Pf­invariante nos borelianos 
de PM tal que Pf é ergódica para £iXOiVo e, para todo o boreliano de M 
ÎLX0,V»{*­1{B)) = H(B). 
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5.3 Expoentes de Lyapunov 
Nesta secção apresentamos o conceito de expoente de Lyapunov seguindo a referência [4]. 
Definição 5.3.1. Seja V um espaço vectorial real de dimensão n. A função 
Lyap: ^ - > M U { - o o } 
diz-se a função característica de expoentes de Lyapunov ou simplesmente, expoentes de 
Lyapunov se: 
1. Lyap(av) = Lyap(v), para todo v E V e para todo o a EM — {0}; 
2. Lyap(v + u) < max{Lyap(v), Lyap(u)}, Vu, v E V; 
3. Lyap(0) — -oo . 
Apesar de os resultados serem gerais para qualquer função de Lyapunov, apenas estamos 
interessado em estudar os expoentes de Lyapunov de um difeomorfismo / de classe C1 
definido na variedade M e o espaço vectorial que consideramos será V = TXoM.. A função 
Lyap que será objecto de estudo é definida por: 
Lyap(v) = lim-log\\Dfn(x,v)\\. (5.1) 
neN n 
Relembramos que /x é uma medida de probabilidade definida nos borelianos de M e XQ é 
um ponto típico para \x. O objectivo será mostrar que a função acima existe para //-qtp x 
em M. Mas primeiro vamos admitir a existência dos limites 5.1 e verificar que a definição 
dada para Lyap(v) é, de facto, uma função característica de Lyapunov. 
1. Suponhamos que a E M — {0} Então: 
Lyap(av) = lim — log ||D/ra(a;,0!f)|| 
raSN n 
= lim i log | | aDT(x , t/)|| 
neN n 
= lim-log(|«HprM||) 
neN n 
= l im- log Id + lim - l o g l|D/n(a;,i;)| I 
raeN n neN n 
= = 0 + Lyapiv) = Lyap(v) 
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2. Suponhamos sem perda de generalidade que Lyap(u) < Lyap(v). Então: 
Lyap(v + u) = \im-log\\Dfn(x,v+ u)\\ 
neN n 
= ]lm-\og\\Dr(x,v) + Dr(x,u)\\ 
neN n 
< lim-log(2.||ATMII) neN n 
= U m i ^ + l im- log | |D / n (x , t ; ) | | 
neN n nenn " v ' " 
= Lyap(v) = max{Lyap(v), Lyap(u)} 
3. Convenção usual. 
Vejamos agora algumas propriedades das funções de Lyapunov. 
Teorema 5.3.2. As funções de Lyapunov satisfazem as seguintes propriedades: 
1. Se Vi,..., vm G V e a±,..., am G E — {0} então: 
Lyap{a.\V\ + ... + amvm) < max{Lyap(v{) : 1 < i < m} 
2. Se Lyap(v) ^ Lyap(u) então Lyap(v + u) — max{Lyap(v), Lyap(u)}; 
3. Se existem v%, ...,vm 6 V tais que Lyap(vi),..., Lyap(vm) são todos distintos então os 
vectores Vx,...,vm são linearmente independentes. 
4- Lyap não toma mais do que n valores distintos. 
Demonstração. 
1. Por indução sobre a segunda condição da definição de expoente de Lyapunov sabemos 
que Lyap(ctiVx + ... + amvm) < m&x{Lyap(avi) : 1 < i < m}. Mas, da primeira 
condição da mesma definição, Lyap(avi) — Lyap(vi), donde resulta a desigualdade 
pretendida; 
2. Suponhamos sem perda de generalidade que Lyap(u) < Lyap(v). Então da 2a 
propriedade temos que: 
Lyap(v + u) < Lyap(v) — Lyap(v + u — u) < max{Lyap(v + u), Lyap(u)} 
Se Lyap(v + u) < Lyap{u) então max{Lyap(v + u),Lyap(u)} — Lyap(u) donde 
resultaria que Lyap(v) < Lyap{u) que contraria a nossa hipótese. Assim, só podemos 
ter que Lyap(v + u) > Lyap(u) e portanto concluímos que Lyap(v + u) > Lyap(v). 
Resulta então que Lyap(v + u) = Lyap(v), como pretendíamos. 
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3. Suponhamos que os vectores Vi,...,vm G V são linearmente dependentes, isto é, que 
existe pelo menos um 0¾ ^ 0 tal que aiVi+...+amvm — Oe que Lyap(vi),..., Lyap(vm) 
são todos distintos. Então temos uma contradição, visto que: 
-oo = Lyap(0) = Lyap(a1v1 + ... + amvm) 
= max{Lyap(vi) : 1 < i < m A a< ^ 0} ^ —oo 
4. Se Lyap toma-se pelo menos n + 1 valores dististos então, da alínea anterior, os 
vectores associados a esses valores seriam linearmente independentes. Logo, V não 
teria dimensão n. 
O 
No caso que estamos interessados de V = TXM, ao valor Lyapiv) = lim — log 11Dfn(x,v)\\, 
neN n 
damos o nome de expoentes de Lyapunov de x segundo a direcção v. 
0 teorema anterior garante que, quando os expoentes de Lyapunov existem são em número 
finito. Sejam Xi < ... < Xs esses valores. Por convenção definimos também que Ao = —oo. 
Para cada 1 < i < s defina-se os seguintes conjuntos: 
Vi = {v E V : Lyap(v) < À*}. 
e consideremos V0 = {0}. 
Proposição 5.3.3. Os conjuntos Vi definidos atrás são, na verdade, espaço vectoriais, 
para todo o i £ {0, ...s}. 
Demonstração. Se i = 0 então VQ — {0} é espaço vectorial. Fixemos então 1 < i < s. 
• Como A0 = Lyap(0) < Aj então 0 G V; 
• Suponhamos que a 6 E e v G V^. Então Lyapiv) < Aj. Se a — 0 então Lyap(av) = 
Lyap(0) < Aj. Se a ^ 0 então Lyapiav) = Lyap(v) < Aj. Em qualquer dos casos 
av G V,. 
• Suponhamos que v,u £Vi, ou seja, que Lyap(v), Lyap(u) < Aj. Então temos que: 
Lyap(u + v) < meuí{Lyap(v), Lyap(u)} < Aj, 
ou seja, u + v G V*. 
D 
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Além de serem espaços vectoriais temos que: 
{0} = V0ÇV1ÇV2Ç...ÇVS = V 
À família d — {Vi : % = 0,..., s}, em que os conjuntos Vi são como os definidos atrás dá-se 
0 nome de filtração de V com respeito à função Lyap. Denotamos esta filtração por $Lyap-
Teorema 5.3.4. A função Lyap : V —» RU{-oo} é um expoente de Lyapunov sse existem 
Ai,..., À s G l U {—oo} e uma filtração # = {Vi : i — 0,...,s} deV tais que: 
1. Lyap(v) < Ai; para todo o v G T4; 
2. Lyap(v) = Xi, para todo o v G Vj — Vi_i/ 
3. Lyap(0) = —oo; 
Demonstração. (=^) Se Lyap é um expoente de Lyapunov então temos a filtração ïïhyap 
construída atrás. Além disso, se Vi G VÍ — VÍ-I então Ai_i < Lyap(v) < A*. Logo Lyap(v) = 
Xi. 
(4=) Suponhamos agora que Lyap e a filtração $ satisfaz 1, 2 e 3. Dado x S V — Vo, 
existe um índice tal que x e Vi — V<_i. Como cada Vi é um espaço vectorial então se 
Q / 0 vem que ax G V, — V _^i e portanto Lyap(ax) = Lyap(x). Sejam agora v\ e v2 
dois elementos de V e suponhamos que Lyapivj) — A .^, para j = 1,2. Das propriedades 
1 e 2 dos filtrados vem que Vi = {v 6 V : Lyap(v) < Xi}. Logo Uj G VL. Podemos 
supor sem perda de generalidade que ii < Í2. Isto implica que V\ + v2 G Vi2 e assim 
Lyap{v\ + v2) < Aj2 = max{Lyap(vi),Lyap(v2)}. Concluímos assim que Lyap é um 
expoente de Lyapunov. D 
Tomemos /¾ — diml^ — dimV^_x, isto é, /¾ representa exactamente o número de vectores 
linearmente independentes cujo o expoente é A^ . 
Para a filtração 'ÕLyap podemos associar uma classe de bases ortonormadas especiais, que 
a seguir se descreve. Dizemos que uma base b = (vi, ...,vn) de V é normal com respeito a 
$Lyap se para todo 1 < i < s, existem 7¾ vectores de b que formam uma base de Vj. Uma 
base normal diz-se ordenada se para todo 1 < i < s, os vectores Vi,...,vni formam uma 
base de Vi. Verifica-se facilmente que qualquer que seja a filtração $, existe sempre uma 
base normal ordenada com respeito a i9. 
Fixemos então v uma base normal e ordenada de "dLyap- Como cada Xi aparece exactamente 
n s 
ki vezes para Lyap(w) com w G V então 2_]Lyap{vj) = 2_.h\-
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Teorema 5.3.5. V é normal com respeito à filtração 'ÔLyap sse a seguinte igualdade se 
{ n ~\ n 
2_]Lyap(wj) : w = (w\,..., wn) é base de V> = y^Lyap(vj). 
j=i J í- i 
A prova do teorema é consequência directa do seguinte lema: 
Lema 5.3.6. Se v é uma base normal ordenada e w é uma outra base de V para a qual 
Lyap(wi) < ... < Lyap(wn). Então: 
1. Lyap(vji) > Lyap(vi), VI < i < n e em particular Lyap(wn) — Lyap(vn); 
n n 
2. J2Lyap(wj) >^Lyap(vj); 
3. w é normal sse Lyap(wi) — Lyapivj), VI < i < n; 
n n 
4- w é normal sse \_. Lyap(wj) = Y J Lyap(vj); 
3=1 3=1 
Demonstração. 
1. Como xi é o valor mínimo dos expoentes de Lyapunov em V — {0} então para 
1 < j < ^ i , Lyap(wj) > Lyap(vj). Suponhamos que Lyap(wni+i) = Ai. Então 
ni > dim ({wi,..., wn i+i}) — nx + 1 o que é absurdo. Logo Lyap(wni+i) > A2. 
Repetindo um número finito de vezes este argumento vem que Lyap(wi) > Lyap(vi), 
VI < i < n. Em particular, se j — n então como Lyap(vn) é o expoente máximo em 
V - {0} vem que Lyap(wn) = Lyap(vn); 
2. Pela alínea anterior, Lyap(u>i) > Lyap{vi), VI < i < n e portanto 
3=1 3=1 
3. De um teorema anterior temos que: Lyap(wi) — Lyap(vi) para 1 < i < n sse 
Wi,...,wn é uma base de Vi para 1 < i < n sse w é uma base normal ordenada. 
4. Se w é normal então Lyap(wi) = Lyap(vi), para todo o 1 < i < n, donde resulta que 
n n 
Y^Lyap(wj) = ^2Lyap(vj). 
3=1 3=1 
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Suponhamos que y^2/Lyap{wj) = yiLyap(vj). Como pela primeira alínea, se tem 
que Lyap(wi) > Lyap(vi), VI < i < n, então, para que a igualdade anterior se 
verifique temos de ter Lyap(wi) = Lyap(vi), VI < % < n e portanto pela alínea 
anterior w é normal. 
D 
Nota 5.3.7. Note-se que se para v e TXM, o limite Lyap(x,v) = \im-\\Dfn(x,v)\\ existir, 
neN n 
então temos que: 
Lyap(x,Df(x,v)) = Um - log \\Dfn+1(x,v)\\ 
neN n 
= l i m ^ ^ x ^ - | | D / n + 1 ( x , w ) | | 
= lim — — x lim 11 Dfn+1 (x, v) 
nen n neN n + 1 
= Lyap(x,v) 
Logo, Df(Vj) = Vi e portanto Df(v) = (Df(x,Vi),...,Df(x,vn)) é uma base normal 
TmM. 
Como Df é uma aplicação bijectiva, desta nota resulta que definindo os expoentes de 
Lyapunov em TXM pelo limite 5.1, estes são invariantes por Df. 
5.4 O teorema de Oseledets 
Nesta secção vamos mostrar uma forma alternativa de provar o teorema de Oseledets para 
uma medida invariante e ergódica através do teorema ergódico de Birkhoff aplicado aos 
levantamentos a P M da medida /Li. 
Teorema 5.4.1 (Oseledets). Seja M uma variedade compacta de dimensão finita, f é um 
difeomorfismo de classe C1 em M e fj, uma medida de probabilidade sobre os borelianos de 
M f-invariante e ergódica. Então o conjunto dos pontos x G M para os quais existem os 
expoentes de Lyapunov, isto é, para os quais o limite — log | |D/n(x0 ; v)\\ existe, para todo 
n 
o v G TXM, tem medida fj, total 
Pelo que se viu na secção anterior se designarmos por M ' o conjunto de pontos determinado 
por este teorema de Oseledets obtemos uma família de filtrações Q(x) em que @(x) = 
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{Vi(x) : O < i < s(x) eO = V0 Ç ... Ç Vs} invariante por Df, no sentido que Df(Vi(x)) = 
DW{f{x))). 
O que se segue nesta secção conduz à prova do teorema 5.4.1. O nosso contexto continua 
a ser uma variedade compacta M de dimensão finita e / : M —* M um difeomorfismo de 
classe C1. Seja ainda //, uma medida de probabilidade definida sobre os borelianos de M, 
para a qual / é ergódica. Vamos provar que quase todo o ponto típico para a medida n 
admite expoentes de Lyapunov. Seja x um ponto em M e seja v uma qualquer direcção 
tangente a M em x. Então: 
1 
n 
log | |Ar(x ; t / ) | | 
1 / \\Dfn(x;v)\\ WDf^ix-v)]] \\Df{x-v) 
n °g\\\Df"-i(x;v)\\\\Df^(x;v)\r v 
1 /n—l > n 
(x;v) 
Dfn-\x;v) 
,i=0 
'n-\ 
- -MU 
\\Df-i-i(x;v)\ 
1 \\\Df-^(x;v)\\ 
i=0 
n - 1 
1 ' t 
A última equação pode tomar a forma de uma "média de Birkhoff'', — y ^<j)(Tk(x,v)), 
através de T = P / e 0 = log | |D/ | | . 
fc=0 
Consideremos em P M uma medida de probabilidade e ergódicas /tXi„, dada pelo teorema 
5.2.5. 
Como / é um difeomorfismo de classe C1 então sabemos que a função log | |D/ | | é pelo 
menos contínua e que | | JD / | | > 0. Como P M é um espaço compacto então a função 
(j) = log \\Df\\ é limitada. Todo o levantamento fiXo,v0 da medida (j,, segundo o ponto típico 
i 0 e a direcção v0 E. TXoM é uma medida de probabilidade e portanto concluímos que <j> é 
uma função fiXo,v0-integrável. 
Assim, se (xo,fo) típico para /ûZOlVO, pelo teorema de Birkhoff podemos escrever: 
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hVO 
N-l 
\im-\og\\Dfn(xQ;v0)\\ = hm- ^ l o g {\\Df ( P r ^ ^ o r 
= / 4>dfiXOt% 
J PM 
Mas, pelo teorema 3.2.35 sabemos que 
/ 0d/ixo,«o = st ( ^  X ] ^Xk>Vk^ J 3 ^5-2^ 
Em particular, a soma hiper-finita é um número real limitado. Assim, se para v0 G TXoM 
definirmos: 
Lyap(v) = st Í — ^ (f>(xk,vk) 1 (5.3) 
V fc=0 / 
vem que esta função é uma função de Lyaponov em TXoM.. Temos que: 
Lema 5.4.2. Para t-qtp, st(xk,Vk) é típico para p,XOiVo, onde mais uma vez t é a medida 
interna: 
t : P,({0,...,N-1}) - . *[0,+oo[ 
I -, Ë. 
iV 
Demonstração. Seja A o conjunto dos pontos típicos para /ûXO)Wo. Então / ^ ^ ( A ) = 
H^XOtVo){sh-1(A)) = L(t)(I8h-i(A)) = 1. Mas se ( ¾ ¾ ) G sh'^A) isso significa que 
st(xk;vk) G A, ou seja, st(xk;Vk) é típico, como pretendíamos. D 
Note-se que se st(xk,Vk) é típico para p,Xo,Vo então p,XOiVo é um levantamento da medida 
pelo ponto típico st(xk) em M segundo a direcção st(vk), ou seja £tXo,vo = Ast(xfc,t;fc)4> u m a 
vez que: 
* ,A, _ , (HO <3<N-1: PP[sh(xk,vk)] G *A}\ 
(discussão da secção 4.2-st(xk,vk) é /xXOiWo-típico) 
= P-st(xk,vk){A) 
(por definição) 
Consideramos então (vl, ...,^71) uma base normal e ordenada para a filtração 6 dada pela 
função de Lyapunov 5.3. 
'note-se que st(xk,Vk) — st(xk) x st(vk) 
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Nota 5.4.3. Os vectores v\ = Dfk(x0-,vt) formam uma base de TXk*M, qualquer que seja 
k G *N, uma vez que f é um difeomorfismo. 
Pelo lema 5.4.2, para cada j — 1,..., n temos Lj C {1,.. . , N} tal que L(t)(Lj) = l e para 
k G Lj, st(xk,vQ é típico para fJ,XatVo. Definindo 
L = Lif]...nLn 
temos que L(t)(L) = l e para todo o j = 1,..., n e k G L st(xk, vÇ) é /iXOi„0-tipico. 
Definindo V(k,vl) como sendo o espaço vectorial de Tsh^XkVi^M. gerado pelos vectores 
st(vk) = st(Dfk(v1)) segue que: 
Proposição 5.4.4. Para k G L temos que {V(k, v%))i=i^,^n é uma filtração para a função 
1 m—l 
Lyap(v) = ]im-Tlog\\Dfm(x,v)\\. 
í = 0 
Demonstração. Como k G L temos que st(xk,Vk) é, para i — 1, ...,n, fiXQVi típico, isto é, 
para T = P / e < £ = log ||Z>/||: 
m—l 
% ™ I ] (l>(Tj(st{xk, vi))) = / 0d£*Olv* 
3=0 J 
Assim, a proposição decorre de imediato do facto de O ser uma filtração para Lyap definida 
em 5.3. D 
Daqui concluímos que, para o conjunto de medida [i total formado pelos sh(xk), 0 < k < 
N — 1 com k G L existem os expoentes de Lyapunov: 
Lyap(v) = Umlog||JD/n(s/i(a;fc),i;)||. 
neN 
Fica assim provado o teorema de Oseledets 5.4.1. 
No ta 5.4.5. Muitos autores, usam para definição de expoentes de Lyapunov a existência 
de direcções v\ tangentes a x para as quais os seguintes limites lim — log| | i) /n(x,t ; l) | | 
n-*+oo n 
e lim — log | | i ) / _ r i (x , f l ) | | existem e além disso sejam simétricos. Vamos então ver que 
n—>-+oo n 
essa condição também se verifica no nosso caso. 
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Lema 5.4.6. SeT : X —> X é um difeomorfismo de classe C1 sobre X um espaço métrico 
compacto e \i é uma medida de probabilidade em X ergódica em relação a T então n 
também é ergódica em relação a T~l. 
Demonstração. Sendo T um homeomorfismo, em particular é uma aplicação bijectiva e 
T _ 1 é mensurável. Assim, A é T~l invariante sse T~1{A) = A sse A = T{A). Logo pelo 
facto de \x ser ergódica para T vem que fj,(A) — 0 ou fj,(A) = 1, como pretendíamos. D 
Lema 5.4.7. O conjunto dos pontos típico de /j, com respeito aT e aT x tem medida 1. 
Demonstração. Pelo lema anterior sabemos que fi é ergódica para T l. Seja A o conjunto 
dos pontos típicos para /J, com respeito a T e A' o conjunto dos pontos típicos para \i com 
respeito a T 1 . Então / í (AnA') = l. □ 
Do lema anterior resulta de imediato que, se 0 é uma função /i integrável então, para \x 
quase todo o ponto: 
1 n _ 1 í 
lim ­ V <t>{Tkx) = / <Mu 
fc=0 J 
n­X 
lim ­S"(j>{T­kx) 
fc=0 
Usando este facto, aplicado à derivada de / temos que: 
Proposição 5.4.8. Para jxXjV quase todo o ponto temos que: 
lim ­log||D/n(a;o,Uo)|| = ­ lim ­ log| |£>/­n(x0 ,u0) 
n—>+cx> n n­*+oo n 
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Demonstração. 
lim -log\\Df-n{x0;vo) 
n—»+oo n 
1 / liD/-"(xo;^0)|[ [jAQxojj^JJ 
J S o n o g V ||£>/-»+i(x0;„0)|| 11^/-^+2(^.^)1 
\\Df-l(x0;v0)\\\ 
' n - 1 x / r r HD/-^(x0;t;o)|| 
- ^ n 0 g U J ; \\Df-«+*+i(x0;v0)\\ i=0 
n-1 
lim - log í 1 f 
-++00 n \ -*•x 
\ i = 0 
1 / n _ 1 
lim - log 1 I 
—+-l-nn m l -*--»-
Df-n+i(x0;v0) 
n-++oo Tl 
\\Df-°+*»(x0;vo)\\ 
_x( Drn+i+1{x0;v0) Df \\\Df-+^(x0-v0)\\ 
/ n - 1 
um -log ir||Dri(prn+i+1(^o;vo 
\ i=0 
.. n—1 
lim - V log (||L>/-X (Pf-n+i+1(xQ; v0) 
n—>+oo ?7, *—* x " x 
i=0 
1 n—1 
lim - ^ l o g d l A T 1 (P/£>/-*(x0;«b))||) n—>+oo n z — ' 
i=0 
1 n—1 
lim - ^ l o g d l D r ^ P / * ^ ^ ) ) ! ! ) 
71-++0077^--^ 
i=0 
1 n - 1 / 1 \ 
„Ï£o - E loS {\\Df(Pp-i(x0;vo))\\) 
.. n—l 
- lim -y^log{\\Df(Pf-l(xQ;vo))\\) 
n—>+oo n z — » x " v ' " ' 
i=0 
1 n—1 
- lim -^log(||Z?/(P/(x0;«b))||) U-++00 n 
1 i =0 
- lim -log||D/n(xo,Vo) 
rc—>+oo 77 
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Apêndice A 
As super estruturas 
Aqui, seguindo [22], vamos proceder à construção de um modelo formal que nos permita 
justificar a axiomática feita sobre os universos não standard que consideramos na secção 
2.6. Como já foi referido pretendemos um universo não standard que permita generalizar 
o princípio de transferência a entidades matemáticas que não sejam só números reais. 
De facto, queremos que seja possível transferir qualquer sentença em que a quantificação 
possa, por exemplo, ser feita sobre conjuntos, funções ou relações. Para que a construção 
seja o mais geral possível também consideramos ultrafiltro sobre conjuntos de índices T de 
qualquer cardinalidade. Começamos por estabelecer algumas generalidades sobre filtros. 
Definição A.0.9. Seja I um conjunto não vazio. Um filtro sobre I é uma colecção não 
vazia T de subconjuntos de I que satisfazem os seguintes axiomas: 
1. SeA,BeF então AnBeF; 
2. SeAeTeAdBdl então B^T. 
O filtro T diz-se próprio se 0 ¢. T. 
Um filtro próprio que satisfaz o seguinte axioma diz-se um ultrafiltro: 
3. Para cada Adi, um e um só dos conjuntos A ou I — A pertence a T. 
Como já vimos a função: 
TU: V(I) -* [0,+Oo[ 
. j 1 se AeU 
~* \ 0 se A ¢14 
é uma medida finitamente aditiva que identifica um ultrafiltro U. 
De modo a percebermos a utilidade dos filtros, a seguir listam-se algumas das propriedades 
mais importantes. 
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Nota A.0.10. 
1. Um filtro T contém o conjunto vazio sse J7 = V(I). 
Por definição, T C V(I). Se 0 G T então, 'pelo axioma dos super conjuntos, dado 
B G V(I), B G T e portanto V(I) C T. Por outro lado, se V(I) = F então é óbvio 
que 0 G .77. 
2. Se U é um ultrafiltro sobre I e n é a medida finitamente aditiva que identifica U 
então dado A C I ou u(A) = 1 ou ui(I — A) = 1. 
3. Se um ultrafiltro U contém um conjunto finito então contém um conjunto singular e 
portanto esse ultrafiltro é gerado por um só elemento, isto é, pode ser obtido desse 
conjunto usando as propriedades de ultrafiltro. Aos ultrafiltros gerados por um só 
elemento dá-se o nome de ultrafiltro principal. 
Suponhamos que u é a medida finita que identifica o ultrafiltro e suponhamos ainda 
que A = {ai, ...,an} é um conjunto finito tal que u(A) = 1. Então, pelo facto de U 
ser um ultrafiltro, ui({ai}) — l ou u(I - {ai}) = 1, e portanto, ni({a2, ...,an}) = 1. 
Se Tu({ai}) = 1 então {ai} gera o ultrafiltro. Suponhamos então que ui({ai}) = 0, ou 
seja, que ui({a2, ...,an}) = 1. Consideremos agora {a2}. Novamente, ouu({a2}) = 1 
ou iu({a3, ...,an}) = 1. Se Tu({a2}) = 1 então é {a2} que gera o ultrafiltro. Senão 
voltamos a repetir este processo para o conjunto {a3,..., a n_i}. Este processo termina 
uma vez que A tem um número finito de elementos. De facto, ao fim den — 1 passos, 
concluímos que ou u({an_i}) = 1 ou ui({an}) = 1. Em qualquer dos casos U tem um 
conjunto singular que obviamente o gera. 
4- Da nota anterior resulta de imediato que um qualquer ultrafiltro não principal tem 
de conter todos os conjuntos cofinitos. Na verdade, a colecção de todos os conjuntos 
cofinitos é um filtro não principal. Designemos por T a colecção de todos os conjuntos 
cofinitos e suponhamos que A e B são cofinitos, digamos, I — A — {ai,...,ai} e 
I-B = {bi,...,bk}. 
Então I — (AC\ B) = {ai,..., a;, bi,..., 6¾} que obviamente é finito, donde resulta que 
A n B G T. Além disso, se G é tal que A C C C I então I - C C I - A e sendo 
I — A finito também o é I — C'. Logo C G T. 
Note-se que se I é um conjunto com pelo menos um número infinito numerável de 
elementos, digamos I D (an)ne^ então nem o conjunto dos pontos de índices par 
nem o seu complementar, que contém pelo menos os elementos de índice ímpar, são 
cofinitos e portanto J- não é um ultrafiltro. 
5. A existência de um ultrafiltro não principal sobre um qualquer conjunto infinito é 
uma consequência do lema de Zorn. Na verdade um qualquer filtro não principal 
pode ser extendido a um ultrafiltro. Um tal resultado pode ser encontrado em [9] ou 
em [22]. 
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Seja T um conjunto infinito de índices e seja U um ultrafiltro sobre V. Denotemos por *R 
o conjunto dos números hiper-reais, ou seja, o quociente MF/ht, onde R r denota todas as 
funções de domínio 7 em R. Seja m a medida sobre as partes de T que identifica o ultrafiltro 
U, à semelhança de como foi feito com os ultrafiltros sobre M. 
Qualquer teoria matemática é construída à custa dos conjuntos. A axiomática que é 
comummente usada para a teoria dos conjuntos é a de Zermelo-Fraenkel, com a adição 
do axioma da escolha. Por isso, vamos desenvolver a teoria das super estruturas à custa 
desta axiomática. O conjunto base é um conjunto cujos elementos não contêm eles próprios 
elementos. A esse conjunto dá-se o nome de conjunto de átomos da teoria. 
Começamos por considerar um conjunto de átomos X que já contém R. Temos então uma 
teoria ZFC sobre X munida com o axioma: 
Axioma dos átomos: 
Va[aGX<S>a^0A ->[(3t)(í G o)]] 
A condição anterior expressa exactamente que um átomo não contém elementos e não é o 
conjunto vazio. 
Do mesmo modo que definimos *R como sendo Rr/IY, definimos *X como sendo Xr/U. 
Seja X um conjunto apropriado de átomos e considere-se a família de conjuntos (Xn)n£N 
definida indutivamente por: 
X0 = X 
xn+1 = x r aup(xn). 
Definição A.0.11. Chama-se super estrutura sobre o conjunto de átomos X ao conjunto 
definido por: 
00 
V(X) = (J xn. 
n=0 
Os elementos de X0 são exactamente os átomos da teoria. É usual designar Xn por patamar 
de ordem n e aos elementos de Xn — Xn_! dar o nome de entidades de ordem n. 
Da definição dos conjuntos Xn, podemos deduzir que: 
X0 C Xi C X2 c ... C Xn C ... 
e 
x0 e Xi e x2 e ... G xn G ... 
Proposição A.0.12. As entidades da super estrutura satisfazem as seguintes propriedades: 
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1. Xn + 1 = X U V(Xn) 
2. a, b G X„ =» {a, 6} G Xn+i A (a, 6) = {{a}, {a, b}} G Xn + 2 
5. a € Xn => V{a) G Xn + 2 ; 
Demonstração. 
1. Por indução sobre n: 
Para n = 0: Xi = X0 (J V{XQ) = X |J V{XQ). 
Passo indutivo: Suponhamos que Xn = X U V(Xn­i). Quero provar que Xn +i = 
xup(xre). 
Xn+1 = XnUP(Xn) ­ (Xu7'(Xn_1))UP(Xn) = XU(P(Xn_1)UP(Xn)) = xup(xn). 
Uma vez que, por definição P(Xn_i) C "P(Xn). 
2. a, 6 G Xn =* {a, 6} C P(Xn) =► {a, 0} € Xn+1; 
a, 6 € Xn =► {a, 6} € P(Xn) A {a} G P(Xn) =► {a, 6} G Xn + 1 A {a} G X n + 1 =» (a, 6) = 
{{a}, {a, b}} G P(Xn + 1) =► (a, 6) G Xn+2. 
3. a G X„ => a G Xn + 1 => a e V(Xn) n X0 =>­ a G P(X„) =* a C Xn => V(a) C 
V(Xn) =► P(a) C P(Xn) UX0 = Xn + 1 =* P(a) C X ^ =► 7>(a) G P(Xn + 1) =» 7>(a) G 
P(Xn + 1) U X0 = Xn + 2 => P(a) G Xn+2. 
D 
A proposição anterior estabelece aquilo a que se designa por transitividade do conjunto 
X„+i. A transitividade é postulada por: 
Va, b[a G b G X n + i ^ a G Xn]. 
De facto, se b G X n + i então ou b G X ou b C Xn. Como X é composto só por átomos 
então não se pode ter b G X e portanto b C Xn, donde resulta que a G Xn. Como todo o 
elemento da super estrutura ou é um átomo ou pertence a algum Xn então V(X) é também 
um conjunto transitivo. 
Se na construção geral tomarmos X = R e X = *K obtemos os universos, já nossos 
conhecidos, standard, V(R), e não standard, V(*E), respectivamente. 
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A.l Mergulho de Super estruturas 
O nosso objectivo é construir um princípio de transferência que nos permita transportar as 
propriedades entre as duas estruturas. No fundo queremos exibir um mergulho de V(X) em 
V(*X) que preserve e estenda, de certa forma, a estrutura existente em V(X). Queremos 
então construir uma aplicação injectiva: 
* : V(X) -> VfX) 
que, à semelhança do princípio de transferência descrito no texto inicial, satisfaça as 
seguintes condições: 
1. Va[a G X =>- *a = a], isto é, *X é uma extensão de X; 
2. Va,b[a,be V(X) ^[a£b^*aE *b}}; 
Um dos problemas que surge na construção de tal aplicação, pelo menos da maneira 
como construímos *R, é a interpretação a dar aos sinais de igualdade e de pertença em 
V(*X). Esta terá de ser cuidadosa para que traduzam verdadeiras relações de igualdade 
e pertença. A construção deste mergulho é feito compondo duas outras aplicações: a 
aplicação constante K que diz como interpretar elementos de V(X) como elementos de 
V(*X) e a aplicação de colapso de Mostowski que identifica classes de equivalência dentro 
do mesmo patamar. 
A aplicação constante 
Comecemos por considerar a ultrapotência V«[X] = (V(X)r)/W, isto é, o conjunto das 
classes de equivalência de funções de domínio T, igual ao conjunto de índices do ultrafiltro, 
de elementos de V(X). Estendemos as relações de pertença e igualdade a relações de VW(X) 
definidas por: 
Dados a = [{a7}7er] e 0 = [{&7}7er] em VW[X] então: 
a =u (3 sse u({7 G T : a7 = ò7}) = 1 
a Eu P sse 111((7 G T : a7 G 67}) = 1 
No ta A. 1.1. A relação de pertença anterior não é uma verdadeira relação de pertença 
em V^[X]. O facto de não o ser é uma questão de formalismo, uma vez que, dizer 
que [{a7}7er] G [{67}7er] significa que [{a7}7er] é um elemento de [{b7}7er] e portanto 
[{fe7}76r] tem de conter elementos daquela forma, o que inviabiliza a verdadeira definição 
de [{67}7erL classe de equivalência de uma sucessão de conjuntos. 
Contudo, podemos interpretar os elementos de V(X) como elementos de V^(*X) através 
da aplicação K : V(X) —> V(*X) definida por «(a) = [(a)7er], ou seja, através da classe de 
equivalência das sucessões constantes. 
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Teorema A.1.2. Se a,b G V(X) então temos que: 
1. aeb<=> K(CL) eu n(b); 
2. ,a = b<& «(a) —U «(b); 
Demonstração. 
1. (=*■) Como V7 € T, a7 = o e 67 = 6 então d e o e ò vem que 11((7 G Y : a7 G 67}) = 1 
donde se conclui que «(a) = [(a)7er] G« [(6)7€r] = «(&)• 
(4=) Se re(a) G« K(6) então 111((7 € T : a € &}) = 1. Como u(0) ^ 1 então 
{ 7 G r : a G 6 } ^ 0 e portanto o G fr; 
2. (=>) Imediato da definição. 
(<£=) Se «(a) = [(a)7er] =w [ (^e r ] = «(&) então 11((7 G T : a = 6}) = 1 e como 
TU(0) = 0 7^  1 então concluímos que { 7 Ç T : a = ò } ^ 0 e portanto a = b; O 
Da segunda parte do resultado anterior resulta que a aplicação K é injectiva, o que prova 
que realmente é possível mergulhar V[X] em V«[X]. 
Apesar de ser um mergulho ainda não é suficiente para atingir o nosso objectivo. Por 
exemplo, em V«[X] existem elementos representáveis por sucessões de elementos de V[X] 
cuja ordem pode não ser limitada. Contudo, para a G V[X] o elemento «(a) = [(a)76r] G 
V«[X] ou pertence a (X0)r/U ou então pertence a (X*. — Xfc_1)r/W para algum A; G N. 
Estes objectos pertencem assim ao que se designa por "ultrapotência limitada" de V(X). 
Definição A. 1.3. Uma sequência generalizada a = [(a7)7er] de elementos de V(X) diz­se 
limitada se existir i G N tal que a ordem de a7 é menor ou igual a % para um conjunto de 
indices com medida u total. Chama­se ultrapotência limitada e denota­se por 11«(X) de 
V(X) à subcolecção de V«[X] constituída pelas classes de equivalência representáveis por 
sucessões limitadas. 
Da definição resulta que: 
nw(x) ­ (x0)r/w u (Xi ­ Xo)r/w u... u (xn ­ x^f/u u... 
ou seja, K(V(X)) C I1W(X). 
Colapso de Mostowski 
Este último passo vai­nos permitir ver as relações de pertença e de igualdade em V(*X) 
como verdadeira relações, K permitiu­nos passar de V(X) para IIW(X). Resta então definir 
a passagem de 11« (X) para V(*X) para finalizar a construção do mergulho *. 
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Definição A.1.4. 0 colapso de Mostowski é a aplicação A : nw(X) -> V(*X) que satisfaz 
as seguintes propriedades: 
1. A restrição de A a (Xo)r/U é a aplicação identidade; 
2. Para um elemento [{a7}7er] 6 11«(X) - ((X0)r/W) define-se a transformada de 
Mostowski A([{a7}7er]) indutivamente por: 
A([{«7>7€r]) = {A([{x7}7er]) G V('X) : [{*7}7er] Gu [ K K e r ] } 
Note-se que X0 = X e, portanto, (X0)r /U = *X donde resulta que A (a;) = x para todo o 
x G *X C IIW(X). Suponhamos agora que A7 G V(X) para u-qtp 7 G T. Pela maneira 
como definido o colapso de Mostowski temos que: 
A([{A7}7er]) = {A([{a7er}7er]) G V(*X) : [{a76r}7er] Gw [{A7er}76r]} 
onde [{a7}7€r] tem ordem 0. Então A([{a7}7€r]) = [{a7}7er}] G *X donde sai que: 
A([{A7}7er]) = {[{a7Gr}7er] G *X : [{a7er}7€r] Gw [{A76r}7er]} 
isto é A([{Ay}7er]) é o subconjunto de *X constituído por todos os átomos [{a76r}76r] G *X 
tais que m({7 G T : a7 G Ay}) = 1. 
O mesmo se pode fazer com sucessão de funções, definindo desse modo A([{/7}7€r]) como 
sendo a função F : *X —* *X dada por: 
F(x) = F([{x7}76r]) - [{/70r7)}7Gr] G *X. 
Mais geralmente, se [{a7}7gr] G IIW(X) - *X então [{a7}7€r] G (Xfc - Xfc_i)r/W para 
algum fc > 1. Logo, se [{a7}7er] G^ [{a7}7er] então [{a7}76r] pertence a uma ordem 
inferior onde já foi definido o seu colapso como elemento de V(*X). Temos então que o 
colapso de Mostowski está bem definido. Falta ver que A é injectiva. 
Teorema A. 1.5. A é injectiva. 
Demonstração. Sejam [{a7}7er] e [{^7}7er] dois elementos de IIw(X). 
Se ambos têm ordem zero então, se [{a7}7<=r] i^u [{67}7er], ^({7 G T : a7 ^ ò7}) = 1 e 
portanto A([{a7}76r]) ^ A([{ò7}7er])-
Se [{a7}7er], [{^7}7er] G IIw(X) - ((X0)r/W) e são diferentes então para u-qtp a7 ^ ò7. 
Mas a7 7^  67 4» a7 % 67 V 67 % a7 -o^  a7 — 67 ^ 0 V ò7 — a7 7^  0. Logo 
u({7 G T : a7 - ò7 ^ 0} U {7 G T : 67 - a7 ^ 0}) = 1 
e portanto ou 111((7 G Y : o7 - 67 7^  0}) = 1 ou 11((7 G T : ò7 - a7 7^  0}) = 1. Suponhamos 
que A := (7 G T : a7 — 67 7^  0}, tem medida u total. Construímos o seguinte elemento 
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[{£7}7€r] € n«(X): para cada 7 G A escolhe-se £7 G a7 — 67 e para 7 ^ A, £7 qualquer. 
Então tem-se que [{£7}7er] Gw [{^yKer], nias [{£7}7(=r] $u H^Ker] donde resulta que 
os conjuntos |[{r77}7er] : [{tyy^er] &u [ W K e r ] } e |[{??7}7er] : [{%}7er] iu [{^7}7er]} 
são diferentes e portanto A([{a7}7er]) 7^  -^([{^Ker]) o que completa a prova de que A é 
injectiva. D 
Estamos agora em condições de escrever um mergulho do universo standard no universo 
não standard que, tal como pretendíamos preserva as relações de pertença e de igualdade, 
entre outras. 
Teorema A.1.6. A aplicação * = A o « : V(X) —* V(*X) definida por *a — A o «(a) = 
A([(a)76r]) é um mergulho de V(X) em *V(X). 
Demonstração. A injectividade de * decorre da injectividade de A e da injectividade de «. 
Pela forma como definimos * temos que cada elemento de X é ""transformado num elemento 
de *X. Além disso, A o «(X) = A([X]7€r) = \x = [x7]7 e r : ^({7 G T : x7 G X}) = l } , ou 
seja, * = A o «(X) = *X. Assim, se identificarmos r € X com *r G *X temos que X C *X 
sendo a extensão própria. 
Resta provar que se verifica a segunda condição para que a * transformação seja , de facto, 
um mergulho de super estruturas, ou seja resta verificar que as relações de pertença e de 
igualdade passam por *. Sejam a,b G V(X). Se a G b então «(a) G« K(O) e portanto, da 
definição de A vem que A o «(a) G A O «(Ò), OU seja, *a G *b. Reciprocamente, se *a G *b 
então A o «(a) G A o «(6) donde resulta que «(a) G« «(6) pela definição de «. Concluímos 
assim que a G b. A relação de igualdade verifica-se de forma análoga. D 
Teorema A.1.7. O contradomínio do colapso de Mostowski é: *XU*(X1)U...U*(Xfe) U... 
Demonstração. Decorre de imediato da construção do colapso de Mostowski. D 
A. 1.1 Teorema de Los-Mostowski e o princípio de Leibniz 
Notação A.1.8. Do mesmo modo que na secção 2.4 podemos considerar a linguagem de 
primeira ordem £(X) associada à estrutura V(X).1 Escreve-se V(X) f= ip se V(X) permite 
deduzir ip, ou seja, se ip é verdadeira em V(X). 
Podem ser feitas considerações análogas usando a estrutura V(*X). 
Definição A.1.9. Dada uma fórmula cp de £(X) chama-se * transformada de tp à fórmula 
$ = *</? de C(*X), que se obtém substituindo em (p cada constante a G V(X) que nela ocorra 
pela sua extensão não-standard *a. 
aPara uma definição mais abrangente o leitor pode consultar [22] 
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Esta definição permite-nos então transportar propriedades entre as duas super estruturas 
que possam ser expressas através de sentenças. Contudo, este princípio só pode ser aplicado 
a fórmulas internas. A importância da distinção entre fórmulas internas e externas da 
linguagem £(*X) é dada no seguinte teorema: 
Teorema A.1.10 (Los-Mostowski). Seja ip(xi,..., xk, bh ..., bk) uma fórmula da linguagem 
dos reais, £(X), na qual Xi,...,Xk são as variáveis livres e bi,...,bk são as constantes, e 
considere-se a fórmula ${x\, ...,£&) = *<f(xi, ...,xk,*bi, ...,*bk). 
Se a1 :— [(al/)jer},-~,ak := [(a*)7€r] forem elementos de IIW(X) então a fórmula da 
linguagem £(*X), <è(A(al),...,A(ak)j é verdadeira em V(*X) sse 
u({7 e r : ¥>(x*,..., xk, 61,..., bk)}) = 1. 
Nota A . l . l l . Uma prova deste resultado pode ser encontrada em [22]. 
No caso das fórmulas não terem variáveis livres temos: 
Corolário A.1.12 (Princípio de Leibniz). Uma sentença p é verdadeira em £(X) se e só 
se a sua transformada, *p, for verdadeira em £(*X); ou seja, V(X) f= p sse V(*X) (= *p. 
Usando o princípio de Leibniz podemos obter propriedades importantes da aplicação *. 
Teorema A.1.13. Sejam a, b constantes de V(X). Então: 
1. *0 = 0; 
2. a = b sse *a = *b e a C b sse *a C *b; 
3. *{a, b} = {*a, *b} e *(a, b) = (*a, *b) 
4. *(al)b) = *aU*b 
5. *{anb) = *an*6 
6. *(a -b) = *a-*b 
7. *(a xb) = (*o x *b) 
Demonstração. A prova deste teorema é feita escrevendo as propriedades em fórmulas da 
linguagem de primeira ordem e em seguida usando transferência. 
1. Se *0 7^  0 então a fórmula (3x G *0) seria verdadeira e portanto por transferência a 
fórmula (3x E 0) também era válida, o que é absurdo. 
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2. A condição a C b é traduzida pela fórmula Vx(x G a —> x G 6). Portanto, podemos 
aplicar transferência, donde resulta que, a fórmula Vx(x € *a —► £ G *6) é verdadeira. 
Mas esta fórmula diz exactamente que *a C *6. 
Quanto à igualdade, temos que: a = b sse a C b e 6 C a sse *a C *6 e *b C *a sse 
*a = *6. 
3. Seja c = {a, 6}. Podemos traduzir c através da fórmula Vx (x G c •*­*• (x = a V x = b)). 
Por transferência também é verdadeira a fórmula Vx (x G *c «­> (x = *a V x = *&)). 
Mas esta última significa que *{a, 6} — *c = {*a, *6}. 
4. Seja c = a U 5. Podemos traduzir c através da fórmula Vx (x G c «­»■ (x G a V x G 6)). 
Por transferência também é verdadeira a fórmula Vx (x G *c <­> (x G *a V x G *&)). 
Mas esta última significa que *(o U b) = *c = *a U *b. 
5. Seja c = a n 6. c traduz­se pela fórmula Vx (x G c *­* (x G a A x G 6)). Por trans­
ferência também é verdadeira a fórmula Vx(xG*c<­>(xG*aAxG*ò)). Mas esta 
última significa que *(a D ò) = *c = *a D *b. 
6. Seja c = a — 6. A diferença entre os dois conjuntos a e b descreve­se através 
da fórmula Vx (x G c +­»■ (x G a A x G" 6)). Por transferência também é verdadeira a 
fórmula Vx (x G *c +­* (x G *a A x 0 *&)). Mas esta última significa que *(a — 6) = 
*c = *a ­ *b. 
7. Seja c — a x b. c traduz­se pela fórmula V(x, y) ((x, t / )Gc<­>(xGaAxG 6)). Por 
transferência também é verdadeira a fórmula V(x, y) ((x, y) G *c ♦­> (x G *a A x G *&)). 
Mas esta última significa que *(a x 6) = *c = *a x *6. D 
Nota A.1.14. Os resultados obtidos nos pontos (3) e (4) e (5) do teorema anterior podem 
generalizar­se, mas apenas para um número finito de elementos. 
Teorema A.1.15. Sejam a, b duas entidades arbitrárias em V(X). 
1. Se R for uma relação emaxb, *R é uma relação em *a x *b. Além disso, dom(*R) — 
*{domR) e cdom{*R) = *{cdomR); 
2. Se f for uma aplicação de a em b então *f é uma aplicação de *a em *b, com 
*(/(c)) = */(*c) Para t°d° o c e a. 
Demonstração. 
1. Do facto R C a x b resulta, pelo teorema anterior, que *R C *a x *b. 
Sendo c = dom(R) então a sentença 
Vx[x G c => 3y[y G b A (x, y) G R]] 
90 
é verdadeira e portanto por transferência também é válida a sentença 
Vz [xe*c=ï 3y[y G *ò A (x, y) G *R]] 
o que significa que *c Ç dom(*R). Para a outra inclusão, podemos ver que a sentença 
\fx, y [Or, 2/) e (a ­ c, b) =► (x, y) 0 *i?]] 
é verdadeira e portanto aplicando transferência temos que 
V x , y [ ( ^ y ) € ( * a ­ V 6 ) = M x , y ) 0 * i 2 ] ] 
o que prova que se x ¢*c então (x, y) ¢ *i? ou seja dom(*R) Ç *c. 
Para o contradomínio é análogo. 
2. Se / : a —> b então f é uma relação em. a x b descrita por: 
Vx,y,y'[xeaAy,y' eb=*[(x,y) EfA(x,y') e f => y = y']] 
Assim, */ C *a x *fe e: 
Var,y,y'[ar G *a Ay,y' G *6 =► [(x,y) G 7 A (x,y') £*f^y = y'}} 
donde sai que */ é uma função de *a em *b. 
Dado c G a então (c, /(c)) G / e portanto por transferência (*c, */(c)) G */ ou seja 
•(/(c)) = V(*c). □ 
A.2 Entidades internas e externas 
Como * = A o « então o conjunto A(IIW(X)) = *X U *(Xi) U ... U *(Xfc) U ... contém os 
transformados por * de todos os objectos standard em V(X). Contudo esta aplicação não 
é sobrejectiva, pois A também não é sobrejectiva. Este facto é muito importante, pois 
mostra que V(*X) é um universo muito mais rico que o universo V(X) o que nos permite 
fazer uma distinção entre os seus objectos: 
Definição A.2.1 . Os objectos de V(*X) que são da forma A([{a7}76r]) e portanto, podem 
identificar­se cora [{a7}7er] G n^(X), dizem­se objectos internos do universo não­standard. 
Todos os outros são designados por objectos externos. 
Teorema A.2.2. Um objecto a G V(*X) é interno se e só se a G *a para algum a G V(X), 
isto é, uma entidade é interna se e só se pertencer à extensão não­standard de uma entidade 
standard. 
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Demonstração. (=>•) Seja a G V(*X) — *X. Então a = [{£7}7er] para algum [{£7)761­] G 
Ilj^X) ou seja, [{£7)7er] 6 (Xfc/Xfc_1)r/W para algum fc € N. Então: 
u ( { 7 G T : £7 G Xfe}) = 1 
e portanto temos que A([{£7)76r]) G *Xfc. 
(4=) Suponhamos que a G *o para algum a G V(X). Então a G A([{a7)7€r]), isto é, a é da 
forma A([{£7)76r]) para algum [{£7)7611] Gw [{a7)7er] o que faz com que a seja interno. D 
Teorema A.2.3. Seja A um objecto qualquer de V(X) ­ X. £ntôo *£>(A) = *{V{A)) é o 
conjunto de todos os subconjuntos internos de* A. 
Demonstração. Seja B G *V(A). Então pelo teorema anterior B é interno. Resta mostrar 
que B pertence a V(*A). Como VX [X G V(A) =»­ X C A] é verdadeira então por trans­
ferência temos que \/X [X G *V(A) => X C *A] também o é. Logo tomando X — B resulta 
que B é subconjunto de *A. 
Reciprocamente, se B é um subconjunto interno de *A então pelo teorema anterior existe 
c G V(X) tal que B G *c. Como a sentença VX[X e c ^ [ I C i ^ I £ ^(­4)]] é 
verdadeira então por transferência VX[X G *c =3­ [X C *A => X G *P(^4)]] é também 
válida. Basta agora tomar X = B e concluímos que B G *V{A). D 
Conclusão: *7>(A) é o conjunto de todos os subconjuntos internos de *A e portanto 
V(*A) — *V(A) é o conjunto de todos os subconjuntos externos de *A. 
Definição A.2.4. Uma fórmula 4> da linguagem não­standard £(*X) diz­se interna se as 
suas constantes forem todas entidades internas e, dir­se­á externa, caso contrário. 
Teorema A.2.5 (Princípio da definição interna). Se $(x) for uma fórmula interna de 
£(*X) e a designar um conjunto interno de V(*X) então o conjunto {x G a : &(x)} é 
interno. 
Demonstração. Como a e $ ( i ) são objectos internos então são entidades de ordem limitada 
e portanto existe m G N tal que a e todas as entidades envolvidas em $ são elementos de 
*(Xm). Definamos (p, uma fórmula de C\ tal que *<ç = $. Assim, a sentença seguinte é 
verdadeira: 
Vy[y G Xm ­> 3z[z G Xm + 1 Az = {xey. (f(x)}]] 
donde resulta, por transferência que: 
MvG *(x­) ­ 3zlz 6 *(x­+i)A * = ix e y ■ *(*)}]] 
também é verdadeira. Fazendo y — a vem que ( i G a : $(#)} é interno. D 
Definição A.2.6. Seja A G V(X) — X. Chama­se cópia standard de A, e representa­se 
por °'A, ou por imA, à entidade de V(*X) definida por aA = imA = {*a: a G A}. 
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A. 2.1 Consequências 
Teorema A.2.7 (Compreensão). Dada uma aplicação f : aA —> *B, onde A e B são 
entidades standards, existe uma aplicação interna *F : *A —► *B cuja restrição a °A 
coincide com f. 
Demonstração. Como para cada *a G M se tem f(*a) G *B então f(*a) = A([{ò7}7er]) 
com [{ò7}7er] Gw [{^Ker] ­ Sem qualquer perda de generalidade podemos supor que 
67 G i?7 para todo o 7 G T. Defina­se então uma sucessão generalizada de funções standard 
/ 7 : A ­+ B dadas por /7(a) = fe7, com 7 G T. Para cada 7 G T, / 7 G V{A x B) pelo 
que ui({7 e T : f^ e Xk}) = 1 para algum k G N e portanto existe ; < k tal que 111((7 G 
r : / 7 G Xj ­ Xj_i}) = 1. Consequentemente, [{/7}7er] G I1W(X) e, portanto, a definição 
F = A([{/7}7€r]) faz sentido. Por um lado F é uma entidade interna e, visto que para 
todo x = A([{a:7}7er]) G *A se tem F(x) = A([{/7(x7)}7er]), então F está bem definida 
em *A. Para *a G aA C *A vem que F(a) = A([{/7(a)}7er]) = A([{67}7er]) = /(*«) e 
portanto F\*A = /• d 
Teorema A.2.8 (Saturação Numerável). Qualquer sequência decrescente de conjuntos 
internos não vazios tem intersecção não vazia. 
Demonstração. Seja (,An)neN uma sequência de conjuntos tais que An D An+1. Por com­
preensão podemos estender a sequência (An)ne^ a uma hiper­sequência interna {An)ne*^. 
Por hipótese, para qualquer k G N, (Vn G *N) [n > k => An D A1+1 ^ 0]. 
Esta fórmula é interna e por permanência superior sabemos que esta é verdadeira para 
algum if G *N ­ N. Assim, concluímos que 0 ^ AK C ( Pi An j . D uc(n  
VneN / 
O Principio de Saturação numerável enunciado no teorema anterior pode ser também 
formulada do seguinte modo: 
Teorema A.2.9. 0 princípio da saturação numerável descrito no teorema anterior equi­
vale a: 
Qualquer sequência de conjuntos internos com a propriedade das intersecções finitas tem 
intersecção não vazia. 
Demonstração. (=£­) Imediato, pois é um caso particular; 
(<=) Suponhamos que (An)ne^ uma sequência de conjuntos com a propriedade das inter­
secções finitas. Consideramos a sequência (Bn)n e N em que Bn = ( ] Ai. Então temos que 
i<n 
I | Bn = M An e, além disso, (Bn)ne^ é uma sequência de conjuntos não vazios decrescente 
neN neN 
e portanto vem que ( | Bn ^ 0 e portanto [ | An ^ 0. D 
neN neN 
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