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Hessenberg L-matrices 
by JEFFREY L. STUART” 
In this talk, we explore a problem in qualitative, as opposed to quantitative, matrix 
theory. What is the relationship between matrix sign patterns and invertibility? Unless 
otherwise attributed, the results presented here are from [7]. 
Sign Patterns, Sign Positive Determinants, and L-Matrices 
For every real number r, the sign function sgn( r) is defined by 
( 
1 if r>O, 
sgn(r) = 0 if r=O, 
-1 if r<O. 
Let A be in d”(R), the set of n x n real matrices. Define sgn( A) to be the matrix 
in A”({ - 1,0, 1)) such that for each i and j, [sgn( A)lij = sgn( Aij). Let Q(A) be the 
subset of A,,(R) given by 
Q(A) = {R:sgn(A) = sgn(B)}. 
Thus for each A, Q(A) has a canonical representative: sgn( A). The set Q(A) is called 
the qvalitatioe class of A, because the class is determined by the sign pattern of its 
members rather than by the numerical values of their entries. The matrix A is called an 
L-matrix if every matrix in Q(A) is invertible. L-matrices were originally studied in 
connection with qualitative p[roblems in econometrics [l, 61. These matrices are also 
closely related to sign solvability of linear systems [4, 61. Recently, the sign patterns of 
the inverses of L-matrices have been studied [5]. 
If A is in &#3), then A is said to have sign-positioe determinant if det( B) > 0 for 
every matrix B in Q(A), sign-negatioe determinant if det( B) < 0 for every matrix B in 
Q(A). It is easy to verify that A is an L-matrix if and only if A has either sign-positive 
determinant or sign-negative determinant. 
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Hessenberg Matrices 
Let A be in J&Q. The matrix A = [aij] is called an upper Hessenberg matrix if 
aij = 0 whenever i > j + 1. An upper Hessenberg matrix is called unreduced if aij # 0 
whenever i = j + 1. The matrix A is called a lower Hessenberg matrix if it is the 
transpose of an upper Hessenberg matrix. Finally, if A is in A”({ - 1, 0, 1)) such that 
aij = 0 implies i > j + 1, then A is called a fuU pattern. 
Note that if A is a Hessenberg matrix that is not unreduced, then A partitions into 
a block upper triangular matrix whose diagonal blocks are Hessenberg matrices. 
Consequently, an arbitrary Hessenberg matrix can be represented as a block upper 
triangular matrix each of whose diagonal blocks is an unreduced Hessenberg matrix. 
Hence many formulas stated for unreduced Hessenberg matrices naturally extend to 
arbitrary Hessenberg matrices. 
Given a Hessenberg matrix A, there exists a signature matrix D such that DAD-’ 
is a Hessenberg matrix with the same zero pattern as A, and such that DAD-’ has a 
nonnegative subdiagonal. In particular, if A is unreduced, then DAD-’ is unreduced 
with a positive subdiagonal. An unreduced Hessenberg matrix with a positive subdiago- 
naI will be called a Hessenberg matrix in standard form. 
It can occur that A is a Hessenberg matrix in standard form with det( A) > 0, but 
det( A) is not sign-positive. For example, let 
and let 
1 1 0 
A= 1 -1 1, 
0 1 -1 1 
B=[d -; _;I. 
Then det( A) = 1 > 0, and B is in Q(A), but det( B) = - 4 < 0. 
The Triangular Embedding and 9 Y(A) 
Let A = [aij] be a Hessenberg matrix in J,,(i@. Then A embeds in an (n + 1) x 
(n + 1) upper triangular matrix TA, called the triangular embedding of A, as follows: 
TA = 
1 
0 A 
= [:I. 
0 ... 0 0 1 I = 
1 
0 
1 0 0 
all % . % 
a21 a22 
0 a32 . 
%n 
0 . . . 0 1 
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Let A denote A with the indexing inherited from TA. Let 9 Y(A) denote the 
edge-weighted, loop-free, directed graph on n + 1 vertices for which sgn(T,) is 
the adjacency matrix. That is, there is an edge in 9 9(A) from i to j if and only if 
&ij # 0 and i < j. If there is an edge from i to j, then it is assigned weight sgn(ciij). 
Paths, Path Products, Parity, and Consistency 
Suppose i, j, and n are positive integers with 1 < i < j Q n. Let Yij denote the set 
of all increasing sequences of integers start ing with i and ending with j. If P E Yij, P is 
called a pa thfrom i to j. Let 1 P 1 denote the number of elements in P considered as a 
set, and let PC = {i, i + 1, i + 2,. , j} \ P. Let B be in J,,(R). If PC is nonempty, 
HPC b., denotes the product of all of the terms b,,, such that y is in PC. If PC is 
empty, define II pc k,, y = 1. The path productfor P, denoted by IIp b,,, is the product 
as OL and /3 range over consecutive pairs of entries in P. The sign of the path P is 
defined to be sgn(IIp b,,}. The path P is called a nonzero path if its sign is nonzero. 
The path P has purity (antiparity) if ( - 1) ’ ‘I sgn(IIp hap) is positive (negative). If all 
nonzero paths in Yij have parity, or else all have antiparity, we say all paths from i to j 
have consistent purity. Let 9 be the edge-weighted, loop-free directed graph for which 
sgn(B) is both the adjacency matrix and the edge weighting matrix. The graph 9 has 
consistent purity if all paths in Y have parity or if all paths in B have antiparity. 
A Determinantal Formula for Hessenberg Matrices 
Since the following combinatorial formula for the determinant involves 2”-’ 
summands, its utility is not in computation, but rather in studying the relationship 
between the sign pattern of a Hessenberg matrix and the sign of its determinant. 
THEOREM 1. Let A in J”(R) be a Hessenberg matrix. Let h = [cij] be the matrix 
obtained from A by indexing the columns of A by the integers 2.3, . , n + 1. Then 
det(A) = det(A) = (-l)n+l 
COROLLARY 2. Let A in _&JR) be a Hessenberg matrix in standard form. The 
matrix A is an L-matrix if and only if there is at least one path from 1 to n + 1 in 
9 8(A), and either every path from 1 to n + 1 in 9 9(A) has parity, or else every path 
from 1 to n + 1 in 9 9(A) has antipurity. 
Sign Patterns for Hessenberg L-Matrices 
It follows immediately from Corollary 2 that if A is an L-matrix and if B is 
obtained from A by replacing one or more entries of A with zeros, then either B is also 
an L-matrix or else every matrix in Q(B) . IS singular. While the replacement of nonzero 
entries with zeros is well behaved, the replacement of zero entries with nonzero entries 
is troublesome. Indeed, there exist Hessenberg L-matrices that have zeros above the 
diagonal such that when any of the zeros is replaced by a nonzero entry, the resultant 
qualitative class that is not a class of L-matrices. Under an additional hypothesis, 
however, fill-in is well behaved. 
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THEOREM 3. Let A be a Hessenberg L-matrix. Suppose that 9 9(A) has consistent 
parity. Then there is a Hessenberg L-matrix B that is a full pattern such that when 
aij # 0, sgn(aij) = sgn(bij). 
THEOREM 4. There are exactly 2” matrices in ,dn({ - l,O, 1)) that are Hessenberg 
L-matrices in standard form and also full patterns. Exactly half of these have sign-positive 
determinant, and the other half have sign-negative determinant. 
For n = 2 k even (n = 2 k - 1 odd), these full patterns are determined from the 
pattern 
x 
2 3 
* * 
+ * 
0 + 
. 0 
. . 
. . 
. . 
. . 
. . 
0 0 
k k+l 
. . . * 0 0 
*.- * * * 
. . 
. . 
. . 
. . . . 
n n+l 
. . . 0 0 * 
. . . * * 0 
* 0 
* * 
* : : . . 
+ * * 
0 + * 
1 
2 
k 
k+l 
n 
by first arbitrarily and independently assigning + 1 to each of the n - 1 border entries 
denoted by 0; and then uniquely determining the entries denoted by * by imposing the 
requirement that all paths from 1 to n + 1 in 9 ??(A) have consistent parity. When all 
paths from 1 to n + 1 have parity (antiparity), the determinant is sign-negative. When 
all paths from 1 to n + 1 have antiparity ( parity), the determinant is sign-positive. 
In [2], Brualdi notes that the n x n L-matrices form a subclass of the convertible 
matrices in A”({O, 1)). In [3], Gibson proves that any convertible matrix in A%,({O, 1)) 
has at most (n’ - 3n - 2)/2 ones, and that all convertible matrices with the maximum 
number of ones are permutation-equivalent to a full pattern. Hence the L-matrices 
generated by Theorem 4 are L-matrices that are maximal with respect to the number of 
allowable nonzero entries. 
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On the Largest Modulus of the 
Eigenvalues of Real and Complex Matrices 
by EZRA ZEHEB”’ 
Let M = {mij} be a square n x n real matrix. Let Mi be a principal minor of M of 
order i. Let 
aj=(-l)“-iCM”_i, i=o ,..., n-l, 
where the sum is over all principal minors of the same order, and denote 
Aij = 
1 ui”j_ 1 - UjUi- 11 
Iail + lajl ’ 
i,j=O,...,fl, j>i: Iail + IajI f0 
Then, it is shown that all the eigenvahres of M lie in the circle 
IzI < 1 +max{Aij}. 
Let now M be a square n x n (possibly) complex matrix, and let ai be defined as 
above. Let p. be defined as follows: 
laoI l/i 
pr 4 min - 4 11 Iail ’ i= l,...,n- 1, 
and suppose that or is obtained for i = i,. If 
gj, J? 1 + 1 ail ( (il - n + I)&” 2 0 
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