






















LARS AAGAARD AND UFFE HAAGERUP
†
Abstrat. Let T be the quasi-nilpotent DT-operator. By use of
Voiulesu's amalgamated R-transform we ompute the momets
of (T − λ1)∗(T − λ1) where λ ∈ C, and the Brown-measure of
T +
√
ǫY , where Y is a irular element ∗-free from T for ǫ > 0.
Moreover we give a new proof of niady's formula for the moments
τ(((T ∗)kT k)n) for k, n ∈ N.
1. Introdution
The quasi-nilpotent DT-operator T was introdued by Dykema and
the seond author in [DH1℄. It an be desribed as the limit in ∗-
























0 · · · 0 0


where {ℜ(tij),ℑ(tij)}1≤i<j≤n is a set of n(n−1) independent identially
distributed Gaussian random variables with mean 0 and variane 1
2n
.
More preisely, T is an element in a nite von Neumann algebra, M ,
with a faithful normal traial state, τ , suh that for all s1, s2, . . . , sk ∈
{1, ∗},
(1.1) τ(T s1T s2 · · ·T sk) = lim
n→∞
E[trn((T
(n))s1(T (n))s2 · · · (T (n))sk)],
where trn is the normalized trae on Mn(C). Moreover the pair
(T,W ∗(T )) is uniquely determined up to ∗-isomorphism by (1.1). The
quasi-nilpotent DT-operator an be realized as an element in the free
group fator, L(F2), in the following way (f. [DH1, Set. 4℄): Let
(D0, X) be a pair of free selfadjoint elements in a traialW
∗
-probability
spae (M, τ), suh that dµD0(t) = 1[0,1](t)dt and X is semi-irular
†
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4− t21[−2,2](t)dt. Then W ∗(D0, X) ≃





for N = 1, 2, . . ., where




](D0), qN,j = 1[ j
2N
,1](D0),
for j = 1, 2, . . . , 2N . Then (TN)
∞
N=1 onverges in norm to an operator
T ∈ W ∗(D0, X), and the ∗-moments of T are given by (1.1), i.e. T
is a realization of the quasi-nilpotent DT-operator. In the notation
of [DH1, Set. 4℄, T = UT(X, λ), where λ : L∞[0, 1] → W ∗(D0) is
the ∗-isomorphism given by λ(f) = f(D0) for f ∈ L∞([0, 1]). In the
following we put D = W ∗(D0) ≃ L∞([0, 1]) and let ED denote the
trae-preserving onditional expetation of W ∗(D0, X) onto D.
In this paper we apply Voiulesu's R-transform with amalgamation
to ompute various ∗-moments of T and of operators losely related
to T . First we ompute in setion 3 moments and the salar valued
R-transform of (T − λ1)∗(T − λ1) for λ ∈ C. The speialized ase of
λ = 0 was treated in [DH1℄ by more ompliated methods. In setion




where Y is a irular operator ∗-free from T and ǫ > 0. By random
matrix onsiderations it is easily seen, that if T1 and T2 are two quasi-
nilpotent DT-operators, whih are ∗-free with respet to amalgamation
over the same diagonal, D, then T +
√





bT2, when a = 1 + ǫ and b = ǫ (f. [Aa1℄). We
use this fat to prove, that the Brown measure of T +
√
ǫY is equal to




2 ) in the
omplex plane. Moreover we show, that the spetrum of T +
√
ǫY is
equal to this dis, and that T +
√
ǫY is not a DT-operator for any
ǫ > 0.
In [DH1℄ it was onjetured, that
(1.2) τ(((T ∗)kT k)n) =
nnk
(nk + 1)!
for n, k ∈ N. This formula was proved by niady in [n2℄. niady's
proof of (1.2) is based on Speiher's ombinatorial approah to free
probability with amalgamation from [Sp1℄. The key step in the proof
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for eah xed k ∈ N. niady's reursion formula for the D-valued
moments (1.3), was later used by Dykema and the seond author to
prove, that
W ∗(T ) = W ∗(D0, X) ≃ L(F2)
and that T admits a one parameter family of non-trivial hyperinvariant
subspaes (f. [DH2℄). In setion 5 and setion 6 of this paper we give
a new proof of niady's reursion formula for the D-valued moments
(1.3), whih at the same time gives a new proof of (1.2). The new proof
is based on Voiulesu's R-transform with respet to amalgamation over
M2k(D), the algebra of 2k × 2k matries over D.
2. Preliminaries
In this setion we give a few preliminaries on amalgamated probabil-
ity theory. Let A be a unital Banah algebra, and let B be a Banah-
sub-algebra ontaining the unit of A. Then a map, EB : A → B, is a
onditional expetation if
(a) EB is linear,
(b) EB preserves the unit i.e. EB(1) = 1
() and EB has the B, B bi-module property i.e. EB(b1ab2) = b1ab2
for all b1, b2 ∈ B and a ∈ A.
If B, A and EB are as above we say that (B ⊂ A, EB) is a B-
probability spae. If φ : A → C is a state on A whih respets EB,
i.e. τ = τ ◦ EB, we say that (B ⊂ A, EB) is ompatible to the (non-
amalgamated) free probability spae (A, φ).
If (B ⊂ A,EB) is a B-probability spae and a ∈ A is a xed variable,
we dene the amalgamated Cauhy transform of a by
Ga(b) = EB((b− a)−1).
for b ∈ B and b− a ∈ B
inv
. The Cauhy transform is 1-1 in
{b ∈ B
inv
| ‖b−1‖ < ǫ} for ǫ suiently small and Voiulesu's amalga-
mated R-transform [Voi℄ is now dened for a ∈ A by
(2.1) Ra(b) = G
〈−1〉
a (b)− b−1,
for b being an invertible element of B suitably lose to zero. It turns
out that this denition oinides on invertible element with Speiher's
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κBn (a⊗B ba⊗B · · · ⊗B ba).
We will need the following useful lemma for solving equations involv-
ing the amalgamated R-transform and Cauhy-transform.
Lemma 2.1. Let (B ⊂ A, EB) be a B-probability spae, and let a ∈ A.





a (b) + b
−1 = µ1A
then b = GBa (µ1A).
Proof. Let δ = 1
11‖a‖ and dene gb(b) = G
B
a (b
−1). By [Aa2, Prop. 2.3℄
we know that ga maps B(0,
1
4‖a‖) bijetively onto a neighboorhood of
zero ontaining B(0, 1








By denition we know that
R
B









so if Ra(b) + b
−1 = µ1A then
µ1A = g
〈−1〉(b)− b−1 + b−1 = (g〈−1〉a (b))−1
and thus













1A is in the bijetive domain
of ga, so applying ga on both sides of (2.3) we get exatly




sine also ‖b‖ < 1
11‖a‖ . 
If a ∈ A is a random variable in the B-probability spae (B ⊂ A, EB),
then following Speiher we dene a to be B-Gaussian [Sp1, Def 4.2.3℄
if only B-umulants of length 2 survive. From (2.2) it follows that in
this ase the R-transform has a partiularly simple form, namely,
(2.4) Ra(b) = κ
B
2 (a⊗B ba) = EB(aba).
In the following theorem (whih is probably not a new one we just
ould not nd a proper referene) onerning umulants we have adopted
the notation of Speiher from [Sp1℄.
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Lemma 2.2. Let N ∈ N and let (B ⊂ A, EB) be a B-probability spae.
Then (MN (B) ⊂ MN (A), EMn(B)) is a MN (B)-probability spae with
umulants determined by the following formula:
κMN (B)n ((m1 ⊗ a1)⊗MN (B) · · · ⊗MN (B) (mn ⊗ an))
= (m1 · · ·mn)⊗ κBn (a1 ⊗B · · · ⊗B an)
when m1, . . . , mn ∈MN (C) and a1, . . . , an ∈ A.
We have of ourse made the identiation MN(A) ∼= MN(C)⊗A.
Proof. Sine MN (C) ⊂ MN(B) we observe that
κMN (B)n ((m1 ⊗ a1)⊗MN (B) · · · ⊗MN (B) (mn ⊗ an))
= ((m1 · · ·mn)⊗ 1)·
κMN (B)n ((1⊗ a1)⊗MN (B) · · · ⊗MN (B) (1⊗ an)).
To nish the proof we laim that
(2.5) κMN (B)n ((1⊗ a1)⊗MN (B) · · · ⊗MN (B) (1⊗ an)) =
1⊗ κBn (a1 ⊗B · · · ⊗B an).
The ase n = 1 is obvious sine
1N ⊗ κB1 (a1) = 1N ⊗ EB(a1) = EMN (B)(1⊗ a1) = κMN (B)1 (1⊗ a1).
Now assume that the laim is true for 1, 2, . . . , n−1. Then (2.5) has an
obvious extension to nonrossing partions of length less than or equal
to n− 1. Hene
1N ⊗ κBn (a1 ⊗B · · · ⊗B an)
= 1N ⊗ EB(a1 · · · an)−
∑
π∈NC(n),π 6=1n
1⊗ κBπ (a1 ⊗B · · · ⊗B an)




κMN (B)π ((1⊗ a1)⊗MN (B) · · · ⊗MN (B) (1⊗ an))
= κMN (B)n ((1⊗ a1)⊗MN (B) · · · ⊗MN (B) (1⊗ an)).
By indution this proves the lemma. 
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Assume that M ontains a pair (D0, X) of τ -free selfadjoint elements
suh that dµD0(t) = 1[0,1](t)dt and X is a semiirular distributed. Put
D = W ∗(D0). Then λ : L∞([0, 1])→ D given by
λ(f) = f(D0),
for f ∈ L∞([0, 1]) is a ∗-isomorphism of L∞([0, 1]) onto D and
τ ◦ λ(f) =
∫ 1
0
f(t)dt, f ∈ L∞([0, 1]).
We will identify D with L∞([0, 1]) and thus onsider elements of D as
funtions. As explained in the introdution, we an realize the quasi-
nilpotent DT-operator as the operator T = UT(X, λ) in W ∗(D0, X) ≃
L(F2).








From the appendix of [DH2℄ it follows that (T, T ∗) is a D-Gaussian pair
and that the ovarianes of (T, T ∗) are given by the following lemma
Lemma 2.3. [DH2, Appendix℄ Let f ∈ D. Then
ED(TfT
∗) = L(f) and ED(T ∗fT ) = L∗(f)
and ED(TfT ) = ED(T
∗fT ∗) = 0.
3. Moments and R-transform of (T − λ1)∗(T − λ1)







Sine (T, T ∗) is a D-Gaussian pair, it follows from lemma 2.2, that
umulants of the form
κM2(D)n ((m1 ⊗ a1)⊗M2(D) · · · ⊗M2(D) (mn ⊗ an))
vanishes when n 6= 2, m1, m2, . . . , mn ∈ M2(C) and a1, a2, . . . , an ∈
{T, T ∗}. Hene by the linearity of κM2(D)n ,
κM2(D)n (T˜ ⊗M2(D) T˜ ⊗M2(D) · · · ⊗M2(D) T˜ ) = 0
when n 6= 2, i.e. T˜ is a M2(D)-Gaussian element in M2(M) under the
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Sine T˜ is M2(D)-Gaussian the R-transform of T˜ is by (2.4) the linear



















































∈ M2(D) we have by M2(D)-freeness that the R-


















One easily heks, that if δ ∈ C, δ 6= 0, δ 6= − 1|λ|2 and µ ∈ C is one




















(z) + z−1 = µ12.
Here x is the variable for the funtion in D = L∞([0, 1]). In partiular
z12 and z21 are onstant operators. If σ → 0 then |µ| → ∞ and
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µ(µ21− T ∗λTλ)−1 T ∗λ (µ21− TλT ∗λ )−1
Tλ(µ
















21− TλT ∗λ )−1)
.









21− TλT ∗λ )−1) = −λσ
ED(Tλ(µ
21− T ∗λTλ)−1) = −λσ
ED((µ
21− TλT ∗λ )−1) = σe−σx
.
We an now ompute the R-transform of T ∗λTλ (wrt. C) from (3.3) and



































(1− e−σ) = e
σ
σ
(1 + |λ|2σ)− 1
1− e−σ
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for σ in a neighboorhood of zero. Substituting z = 1 − e−σ we get






(z) = − 1
(1− z) log(1− z)(1− |λ|
2 log(1− z))− 1
z
.
Hene we have proved the following extension of [DH1, Theorem 8.7(b)℄:
Theorem 3.1. Let T be the quasinilpotent DT-operator. Let λ ∈ C






(z) = − 1






for z in some neighborhood of 0.
We next determine the D-valued (resp. C-valued) moments of T ∗λTλ
for all λ ∈ C. The speial ase λ = 0 was treated in [n2, Theorem 5℄
(resp. [DH1, Theorem 8.7(a)℄) by dierent methods.
Theorem 3.2. Let λ ∈ C and let T, Tλ be as in theorem 3.1
(a) Let Qn be the sequene of polynomials on R uniquely determined




Qn+1(x) = |λ|2Qn(x+ 1) +
∫ x
0

















|λ|2n−2k, n ∈ N.






(1 + |λ|2σ)1− T ∗λTλ)−1
)
= σeσ(x−1)
for σ ∈ B(0, ρ) \ {0} for some ρ > 0. Put
ψ(σ) =
σ
eσ(1 + |λ|2σ) , σ ∈ C \ {−
1
|λ|2}.
Sine ψ(0) = 0 and ψ′(0) = 1, ψ has an analyti invers ψ〈−1〉 dened
in a neighborhood B(0, δ) of 0, and we an hoose δ > 0, suh that




1− T ∗λTλ)−1) = ψ〈−1〉(t)eψ
〈−1〉(t)(x−1)
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for t ∈ B(0, δ′), where 0 < δ′ ≤ δ and where the LHS of (3.6) is abso-














as a Banah spae integral in L∞([0, 1]), where C = ∂B(0, r) with
positive orientation and 0 < r < δ′. For eah xed x ∈ R
t 7→ ψ〈−1〉(t)eψ〈−1〉(t)(x−1)
is an analyti funtion in B(0, δ′) whih is 0 for t = 0. Hene the

















In partiular the Qn's are ontinuous funtions of x ∈ R. Substituting





for σ ∈ B(0, ρ′), where ρ′ ∈ (0, ρ). Put
{
R0(x) = 0
Rn+1(x) = |λ|2Qn(x+ 1) +
∫ x
0
Qn(x)dy, n ≥ 0.









































for all σ ∈ B(0, ρ′). Sine ψ(B(0, ρ′)) is an open neighborhood of 0 in
C, it follows that Rn(x) = Qn(x) for all n ∈ N and all x ∈ R.
Hene (Qn(x))
∞
n=0 is the sequene of polynomials given by the reur-
sive formula (3.4). Moreover by (3.7) and (3.9), ED((T
∗
λTλ)
n) = Qn as
funtions in L∞([0, 1]). This proves (a).
















Note that C ′ = ψ(C) is a positively oriented simple path around 0.























































where the seond equation is obtained by partial integration and the
last equality is obtained by the Residue theorem.
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The above Residue is equal to the oeient of σn in the Power series
expansion of
e










































4. Spetrum and Brown-measure of T +
√
ǫY
Let T be the quasinilpotent DT-operator and let Y be a irular
operator ∗-free from T . In this setion we will show, that
σ(T +
√














, i.e. it has onstant density w.r.t. the
Lebesque measure on this disk.
Theorem 4.1. For every ǫ > 0
(4.1) σ(T +
√







Proof. The result an be obtained by the method of Biane and Lehner
[BL, Setion 5℄. Let a ∈ C \ {0}. Sine σ(T ) = {0} we an write
a1− (T +√ǫ)Y = √ǫ( 1√
ǫ
1− Y (a1− T )−1)(a1− T ).
Hene
(4.2) a /∈ σ(T +√ǫY ) i 1√
ǫ
/∈ σ(Y (a1− T )−1).
Let Y = UH be the polar deomposition of Y . Then Y (a1−T )−1 =
UH(a1−T )−1, where U is ∗-free fromH(a1−T )−1. Hene Y (a1−T )−1
is R-diagonal. Moreover, sine 0 /∈ σ(Y ), Y (a1−T )−1 is not invertible,
so by [HL, Prop. 4.6.(ii)℄
(4.3) σ
(
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By ∗-freeness of Y and (a1− T )−1 we have
(4.4)


















Applying now [DH1, lemma 7.2℄ to D = 1 and λ = 1
a
























Thus for a ∈ C \ {0} we get by (4.2) and (4.3)
a /∈ σ(T +√ǫY )⇔ 1√
ǫ




















. Sine σ(T +
√
ǫY ) is
losed it follows that σ(T +
√








In order to ompute the Brown measure of T +
√
ǫY , we rst observe
that T +
√






when T1 and T2 are two D-free quasidiagonal operators and a = 1 + ǫ
and b = ǫ [Aa1℄. We next ompute the Brown measure of S for all
values of a, b ∈ (0,∞).
Lemma 4.2. Let µQ be the Brown measure of an operator Q in a traial
W ∗-probability spae (M, tr). Let r > 0 and assume that µQ(∂B(0, r)) =
0. Then










where Qλ = Q− λ1 for λ ∈ C.
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Proof. Let ∆ : M → [0,∞) be the Fuglede-Kadison determinant on








for λ ∈ C.

















































for all φ ∈ C0(C). Sine 1B(0,r) is the limit of an inreasing sequene
(φn)
∞
n=1 of C0(C)-funtions with 0 ≤ φn ≤ 1 for all n ∈ N it follows
that


























Writing 1B(0,r) as the limit of a dereasing sequene (ψn)
∞
n=1 of C0(C)-
funtions, with 0 ≤ ψn ≤ 1, one gets in the same way
µQ(B(0, r)) ≥ lim sup
α→0
µα(B(0, r))
Hene if µQ(∂B(0, r)) = 0 we have
lim sup
α→0
µα(B(0, r)) ≤ µQ(B(0, r)) ≤ lim inf
α→0
µα(B(0, r)),
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and therefore
µQ(B(0, r)) = lim
α→0
µα(B(0, r)).
Using (4.5) together with Green's theorem applied to the vetor-eld























































= −tr(Qλ(Q∗λQλ + α1)−1) = −tr((Q∗λQλ + α1)−1Q∗λ).
Hene














bT ∗2 with 0 < b < a. Sine cS and S have the
same ∗-distribution for all c ∈ T, the Brown measure µS of S is rotation
invariant (i.e. invariant under the transformation z 7→ cz, z ∈ C when
|c| = 1). Hene by lemma 4.2 we an ompute µS, if we an determine
tr((S∗λSλ + α1)
−1S∗λ)
for all λ ∈ C, where Sλ = S − λ1, and for all α in some interval of the
form (0, α0). This an be done by minor modiations of the methods








Then there exists a δ > 0 (depending on a, b and γ) suh that when






(z) + z−1 = µ12
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implies that






µ(µ21− S∗λSλ)−1 S∗λ(µ21− SλS∗λ)−1
Sλ(µ








isM2(D)-Gaussian by lemma 2.2 sine (T1, T
∗
2 , T2, T
∗
2 )














Using that (T1, T
∗
1 ) and (T2, T
∗
2 ) have the sameD-distribution as (T, T
∗)
and that (T1, T
∗
1 ) and (T2, T
∗
2 ) are two D-free sets, we get
ED(S
∗z22S) = (aL∗ + bL)(z22)
ED(Sz11S
∗) = (aL+ bL∗)(z11),
where L(f) : x 7→ ∫ 1
x
f(y)dy and L∗(f) : x 7→ ∫ x
0
f(y)dy for f ∈ D.















































THE QUASI-NILPOTENT DT-OPERATOR 17





∈ GL(2,C). It is easy to hek that







c12 = − σλ
a− b





The rst of these onditions is onsistent with the remaining 4 if and
only if
(σµ)2





whih is equivalent to
(4.13) µ2 =











Then for σ0 < σ < 0, the right hand side of (4.13) is negative. Let
in this ase µ(σ) denote the solution to (4.13) with positive imaginary
part, i.e.





for σ0 < σ < 0. Then with
c11 =
σµ(σ)
aeσ − b c12 = −
σλ
a− b
c21 = − σλ
a− b c22 =
σµ(σ)
a− be−σ









(z(σ)) + z(σ)−1 = µ12.
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By (4.14) limσ→0− |µ(σ)| = ∞ and limσ→0− |σµ(σ)| = 0 and therefore
limσ→0− ‖z(σ)‖ = 0.
Hene for some σ1 ∈ (σ0, 0) we have |µ(σ)| > 1δ and ‖z(σ)‖ > δ when
σ ∈ (σ1, 0) where δ > 0 is the number desribed in onnetion with
(4.9). Thus




for σ ∈ (σ1, 0). But sine both σ 7→ z(σ) and σ 7→ µ(σ) are analyti
funtions (of the real variable σ) it follows that (4.15) holds for all
σ ∈ (σ0, 0). Note that σ 7→ −iµ(σ) is a ontinuous stritly positive
funtion on (σ0, 0), and
lim
σ→0−
(−iµ(σ)) = +∞ lim
σ→σ+0
(−iµ(σ)) = 0.
Hene for every xed real number α > 0 we an hose σ ∈ (σ0, 0), suh
that
−iµ(σ) = √α.
Thus by (4.10) and (4.15)
ED(S
∗
λ(−α1− SλS∗λ)−1) = z(σ)12 = −
σλ
a− b























































−1 = (S∗λSλ + α1)
−1S∗λ. Thus by lemma
4.2 we have for all but ountably many r > 0, that



































Sine the right hand side is a ontinuous funtion of r, the formula atu-
ally holds for all r > 0. This together with the rotation invariane of µS




















a−b on this ball, and vanishes outside the
ball. Putting a = 1 + ǫ and b = ǫ we get in partiular
Theorem 4.3. The Brown measure of T+
√







The Brown mesure of T +
√
ǫY an be used to give an upper bound
of the mirostate entropy of T +
√











where µS is the Brown measure of S on C and odS is the o-diagonality
of S dened by











log |z1 − z2|dz1dz2 = π2(R2 logR − 14)











log |r − eiθs|dθ
)
rdrsds.
Let 0 < s < r. z 7→ log |r − zs| is the real value of the omplex
holomorphi funtion z 7→ Log(r − zs), where Log is the prinipal
branh of the omplex logarithm, so z 7→ log |r − zs| is a harmoni
funtion in B(0, r
s





log |r − eiθs|dθ = log(r),
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ǫY ) ≤ −1
2












Proof. Let νR be the uniform distribution on B(0, R). Sine νR has




log |z1 − z2|dνR(z1)dνR(z2) = log R− 1
4
.
The Brown measure of S = T +
√




















ǫY ) ≤ logR − 1
4
+ log π +
1
2
log(1 + 2ǫ− R2).
This proves (4.18). 
In [Aa1℄ the rst author proved that the mirostate-free analog,
δ∗0(T ), of the free entropy dimension is equal to 2. From Theorem
4.5 one gets only the trivial estimate of the free entropy dimension
δ0(T ), namely





| log δ| = 2.
If T+
√
ǫY was a DT-operator for all ǫ > 0 then by [n1℄ equality would
hold in (4.18), and hene also in (4.19). In the rest of this setion, we
prove that unfortunately T +
√
ǫY is not a DT-operator for any ǫ > 0.
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If R = D + T is a DT(µ, 1) operator it follows from [DH1, lemma























If thus µD is the uniform distribution on a disk with radius d then
MµD(k, l) = 0
























































(1− d2|λ|2)− 1d2 − 1
]
.
If instead D + cT is a DT(µD, c) operator with µD being the uniform
distribution on a dis of radius d then
D + cT = c(D′ + T )
where D′ now has the uniform distribution on B(0, d
c






















1− d2|λ|2)− c2d2 − 1] .
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bT ∗2 where T1 and












a− be(a−b)|λ|2 , |λ| <
1
‖S‖2 .
Proof. Let Fn(x) = ED((S
∗)nSn) for n ∈ N and x ∈ [0, 1]. For t < 1‖S‖2
dene the D-valued funtion


















= (aL∗ + bL)(ED((S
∗)n−1Sn−1)) = (aL∗ + bL)(Fn−1),
so we get the following reursive algorithm for determining the Fn's.{
F0(x) = 1
Fn(x) = aL
∗(Fn−1)(x) + bL(Fn−1)(x), x ∈ [0, 1]
,
where L∗(f) : x 7→ ∫ x
0














for n ≥ 1. Using (4.22) we have the following dierential equation and
initial ondition in x{
d
dx
F (t, x) = (a− b)tF (t, x), x ∈ [0, 1]
F (t, 0) = f(t),
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where the funtion f is given by








(aL∗(Fn−1)(0) + bL(Fn−1)(0)) tn
















= 1 + btτ(F (t, ·))
We thus have the unique solution
(4.23) F (t, x) = f(t)e(a−b)tx,
where we an now use (4.23) and the initial ondition to nd the fun-
tion f .










































Theorem 4.7. The operator T +
√
ǫY is not a DT-operator.
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1 + ǫ− ǫe|λ|2
for all λ in a neighborhood of 0. If T +
√
ǫY is a DT-operator, then










































By (4.24) and (4.25) f(s) = g(s) for s in some real interval of the
form (0, δ) and hene f(s) = g(s) for all s ∈ U . Moreover f has a
meromorphi extension to the full omplex plane with a simple pole at
s0 = log(1 +
1
ǫ
). Hene g also has a meromorphi extension to the full
omplex plane with a simple pole at log(1 + 1
ǫ
) = d−2. This implies





(1− d2s)−1 − 1)








+ p2π, p ∈ Z.
Sine the meromorphi extensions of f and g must oinide, we have
reahed a ontradition. Therefore T +
√
ǫY is not a DT-operator. 
5. niady's moment formulas. The ase k = 2.








k,n(x) = Pk,n−1(x+ 1), n = 1, 2, . . .
Pk,n(0) = P
(1)
k,n(0) = · · ·P (k−1)k,n (0) = 0, n = 1, 2, . . .
,
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where P
(l)
k,n denotes the l'th derivative of Pk,n. As in the previous se-
tions, T denotes the quasinilpotentDT operator. niady's main results
from [n2℄ are:
Theorem 5.1. [n2, Theorem 5 and Theorem 7℄





(x) = Pk,n(x), x ∈ [0, 1].








Atually niady onsiders ED((T
k(T ∗)k)n) instead ofED(((T ∗)kT k)n),
but it is easily seen, that Theorem 5.1 (a) is equivalent to [n2, Theo-
rem 5℄, by the simple hange of variable x 7→ 1− x.
niady's proof of Theorem 5.1 is a very tehnial ombinatorial proof.
In this and the following setion we will give an analytial proof of
Theorem 5.1 based on Voiulesu's R-transform with amalgamation.
As in [DH2, (2.11)℄ we put
ρ(z) = −W0(−z), z ∈ C \ [1
e
,∞),
where W0 is the prinipal branh of Lambert's W-funtion. Then ρ is
the prinipal branh of the inverse funtion of z 7→ ze−z. We shall need
the following result from [DH2, Prop. 4.2℄.
Lemma 5.2. [DH2, Prop. 4.2℄ Let (Pk,n)
∞
n=0 be a sequene of polyno-
mials given by (5.1). Put for s ∈ C, |s| < 1
e




























for all x ∈ R and all s ∈ B(0, 1
e
).
The ase k = 1 of theorem 5.1 is the speial ase λ = 0 of theorem
3.2. To illustrate our method of proof of theorem 5.1 for k ≥ 2, we rst
onsider the ase k = 2.
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0 0 0 T ∗
T 0 0 0
0 T 0 0
0 0 T ∗ 0

 .
Then ‖T˜‖ = ‖T‖ = √e. (f. [DH1, Corollary 8.11℄) For µ ∈ C, |µ| < 1
e
we let z = z(µ), denote the Cauhy transform of T˜ at µ˜ = µ1M4(A) wrt.
























0 0 (T ∗)2 0
0 0 0 TT ∗
T 2 0 0 0






0 (T ∗)2T 0 0
0 0 T (T ∗)2 0
0 0 0 T 2T ∗







(T ∗)2T 2 0 0 0
0 T (T ∗)2T 0 0
0 0 T 2(T ∗)2 0
0 0 0 T ∗T 2T ∗

 .
Hene using the fat that the expetation ED of a monomial in T and
T ∗ vanishes unless T and T ∗ our the same number of times, we get




z11 0 0 0
0 z22 0 z24
0 0 z33 0
0 z42 0 z44


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where z11, z22, z24, z33, z42, z44 ∈ D are given by
z11 = µ
−1ED((1− µ−4(T ∗)2T 2)−1),
z22 = µ
−1ED((1− µ−4T (T ∗)2T )−1),
z33 = µ
−1ED((1− µ−4T 2(T ∗)2)−1),
z44 = µ
−1ED((1− µ−4T ∗T 2T ∗)−1),
z24 = µ
−3ED(T (1− µ−4(T ∗)2T 2)−1T ∗),
z42 = µ
−3ED(T ∗(1− µ−4T 2(T ∗)2)−1T ).
For the last 2 identities, we have used, that
A(1− ηBA)−1 = (1− ηAB)−1A
for A,B ∈ A and η ∈ C whenever both sides of this equality are
welldened.
By lemma 2.1, we know, that there exists a δ > 0 suh that when




(w) + w−1 = µ1M4(A)
then w = EM4(D)((µ˜− T˜ )−1) = z. In partiular
w11 = z11 = µ
−1((1− µ−4(T ∗)2T 2)−1),
Hene, if we an nd a suitable solution to (5.8) for all µ ∈ C in a
neighborhood of ∞, we an nd ED(((T ∗)2T 2)n) for n = 1, 2, . . . by
determining the power series expansion of w11 as a funtion of µ
−1
.
Sine (T, T ∗) is a D-Gaussian pair by [DH2, Appendix℄ it follows
from lemma 2.2 that
κM4(D)n ((m1 ⊗ a1)⊗M4(D) · · · ⊗M4(D) (mn ⊗ an)) = 0
when n 6= 2, m1, m2, . . . , mn ∈M4(C) and a1, a2, . . . , an ∈ {T, T ∗}. By
denition
T˜ = (e21 + e32)⊗ T + (e43 + e14)⊗ T ∗
so by linearity of κ
M4(D)
n , it follows that
κM4(D)n (T˜ ⊗M4(D) · · · ⊗M4(D) T˜ ) = 0
when n 6= 2 i.e. T˜ is M4(D)-Gaussian.
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T ∗w42T 0 T ∗w44T ∗ 0









for w = (wij)i,j=1,...,4 ∈M4(D).
Sine ED(TfT ) = ED(T
∗fT ∗) = 0, and ED(T ∗fT ) = L∗(f), ED(TfT ∗) =







L∗(w42) 0 0 0
0 0 0 L(w11)
0 0 L(w24) 0
0 L∗(w33) 0 0






w11 0 0 0
0 w22 0 w24
0 0 w33 0
0 w42 0 w44

 .




















Denition 5.3. Let f ∈ C([0, 1]). We all (f (−n))ln=1 for the suesive
antiderivatives of f if
d
dx




(f (−1)) = f.
Lemma 5.4. Let f ∈ C2([0, 1]) and let f (−1) and f (−2) be the suesive
antiderivatives of f for whih
(i) f (−1)(1) = 0, f (−2)(1) = µ3.
Assume further, that
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(ii) f(0) = µ−1 and f (1)(0) = 0.
(iii) For all x ∈ [0, 1],
f(x) 6= 0∣∣∣∣f (−1)(x) f(x)f(x) f (1)(x)
∣∣∣∣ 6= 0
while ∣∣∣∣∣∣
f (−2)(x) f (−1)(x) f(x)
f (−1)(x) f(x) f (1)(x)
f(x) f (1)(x) f (2)(x)
∣∣∣∣∣∣ = 0
.


































is a solution to (5.11). Moreover
(5.13)
∣∣∣∣w22 w24w42 w44
∣∣∣∣ = − 1µ2
∣∣∣∣f (−1) ff f (1)
∣∣∣∣
f 2






L(w11) = −f (−1)
L(w24) = µ− 1µ2
∣∣∣∣∣∣∣




L∗(w42) = µ− 1f





Proof. Assume w11, w22, w33, w44, w24, w42 is given by (5.12). Then (5.13)
follows immediately. Note that for f ∈ C([0, 1]), the funtions g = L(f)
and h = L∗(f) are haraterized by
g(1) = −f and g(1) = 0
h(1) = f and h(0) = 0.






































f (−1)(1) = 0,
∣∣∣∣∣∣∣







= µ, f (1)(0) = 0
.
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Now, (5.16) is trivial from (i) and (ii). Next we prove (5.15): Clearly
d
dx




















∣∣∣∣f (−2) ff (−1) f (1)
∣∣∣∣− f (1)
















∣∣∣∣f (−1) ff f (1)
∣∣∣∣ f (2) −
∣∣∣∣f (−1) ff (1) f (2)





∣∣∣∣ f f (1)f (1) f (2)






Hene (5.15) holds. It remains to be proved that w11, w22, w33, w44, w24, w42





































whih proves that the rst and the seond inequality in (5.11).
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By (5.12) and (5.14),
w33(µ− L(w24)) =
∣∣∣∣ f f (1)f (1) f (2)
∣∣∣∣
∣∣∣∣f (−2) f (−1)f (−1) f
∣∣∣∣∣∣∣∣f (−1) ff f (1)
∣∣∣∣
2 = 1 +





∣∣∣∣ f f (1)f (1) f (2)
∣∣∣∣
∣∣∣∣f (−2) f (−1)f (−1) f
∣∣∣∣−





f (−2) f (−1) f
f (−1) f f (1)
f f (1) f (2)
∣∣∣∣∣∣ .
Hene by (iii), σ = 0. Therefore w33(x) 6= 0 for all x ∈ [0, 1] and
w−133 = µ− L(w24), proving the last equality in (5.11). 
Lemma 5.5. Let αj(s), γj(s) for j = 1, 2 be as in lemma 5.2 for k = 2,
i.e. α1(0) = α2(0) = 0, γ1(0) = γ2(0) =
1
2
and for 0 < |s| < e−1:
α1(s) = ρ(s), α2(s) = ρ(−s),
γ1(s) =
α1(s)
α1(s)− α2(s) , γ2(s) =
α2(s)
α2(s)− α1(s) .




































, x ∈ R(5.20)
Then
(i) f (−1), f (−2) are suesively antiderivatives of f ,
(5.21) f (−1)(1) = 0, f (−2)(1) = µ3
and
(5.22) f(0) = µ−1, f (1)(0) = 0.
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(ii) The following asymptoti formulas holds for |µ| → ∞:
f (−2)(x) = µ3 + O(µ−1)
f (−1)(x) = (x− 1)µ−1 + O(µ−5)
f(x) = µ−1 + O(µ−5)
f (1)(x) = xµ−5 + O(µ−9)
f (2)(x) = xµ−5 + O(µ−9)
where the error estimates holds uniformly in x on a ompat subset
in R.
(iii) There exists µ0 ≥
√
e suh that the restrition of f to [0, 1] satis-
es all the onditions in lemma 5.4, when |µ| > µ0.















To prove (5.21), note rst, that sine ρ : C \ [1
e
,∞)→ C is a branh of
the inverse funtion of z 7→ ze−z, we have








, j = 1, 2.
Sine s2 = 1
4
µ−4, it follows that
f (−2)(x+ 1) = µ4f(x), x ∈ R(5.23)
f (−1)(x+ 1) = µ4f (1)(x), x ∈ R(5.24)
f(x+ 1) = µ4f (2)(x), x ∈ R.(5.25)
In partiular
f (−2)(1) = µ4f(0) = µ3
f (−1)(1) = µ4f (1)(0) = 0.
By the proof of [DH2, Prop. 4.2℄, αj(s) and ρj(s) are ontinuous fun-
tions of s ∈ B(0, 1
e
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where the limit holds uniformly in x on ompat subsets of R. Hene
by (5.25) f (2)(x) = O(µ−5) as |µ| → ∞ uniformly in x on ompat









whih implies, that f (1)(x) = O(µ−5) and
(5.28) f(x) = µ−1 + O(µ−5)
uniformly in x on ompat subsets of R.
Using again (5.25), (5.26) and (5.27), we get
f (2)(x) = µ−5 + O(µ−9)











f (−1)(x) = (x− 1)µ−1 + O(µ−5)
f (−2)(x) = µ3 + O(µ−1)
where all estimates holds uniformly on ompat subsets of R. This
proves (ii).
By (i), f (−1), f (−2) oinside with the suesive antiderivatives of f on-
sidered in lemma 5.4 and f(0) = µ−1, f (1)(0) = 0.
Moreover, by (ii),
f(x) = µ−1 + O(µ−5)∣∣∣∣f (−1)(x) f(x)f(x) f (1)(x)
∣∣∣∣ = µ−2 + O(µ−6)




f(x) 6= 0 and
∣∣∣∣f (−1)(x) f(x)f(x) f (1)(x)
∣∣∣∣ 6= 0
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for all x ∈ [0, 1]. Moreover by the matrix fatorization
(5.29)

f (−2)(x) f (−1)(x) f(x)f (−1)(x) f(x) f (1)(x)






















it follows, that the matrix on the left hand side has rank less than or
equal to 2, i.e. ∣∣∣∣∣∣
f (−2)(x) f (−1)(x) f(x)
f (−1)(x) f(x) f (1)(x)
f(x) f (1)(x) f (2)(x)
∣∣∣∣∣∣ = 0
for x ∈ [0, 1]. Hene f satises all the onditions in lemma 5.4, when
|µ| > µ0. 
Proof of Theorem 5.1 in the ase k = 2: By lemma 2.1 there exists a







(w) + w−1 = µ1M4(D)
then w = ED((µ˜− T˜ )−1). In partiular
(5.31) w11 = µ
−1ED((1− µ−4(T ∗)2T 2)−1).












for x ∈ [0, 1] as in lemma 5.5. By lemma 5.5 (iii) there exists a µ0 >
√
e,
suh that when |µ| > µ0, then f satises all the requirements af lemma
5.4. Hene by lemma 5.4, the matrix w ∈ M4(D) given by (5.10) and
(5.12) is a solution to (5.30). Moreover by the asymptoti formulas in
lemma 5.5 (ii),∣∣∣∣f (−2)(x) f (−1)(x)f (−1)(x) f(x)
∣∣∣∣ = µ2 + O(µ−2),∣∣∣∣f (−1)(x) f(x)f(x) f ′(x)
∣∣∣∣ = −µ−2 + O(µ−6),∣∣∣∣f(x) f ′(x)f ′(x) f ′′(x)
∣∣∣∣ = µ−6 + O(µ−10).
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w22 = w44 = µ
−1 + O(µ−5),





where all the error estimates holds uniformly in x ∈ [0, 1]. Hene, there
exists µ1 ≥ max{µ0, 1δ}, suh that when |µ| > µ1 then ‖w‖ < δ, and
hene
w = EM4(D)((µ˜− T˜ )−1).
By (5.12), w11 = f . Hene by (5.31) and (5.18)





where s = 1
2
µ−2, i.e. for |s| < 1
2
µ−21 ,















Hene by lemma 5.2 and by the uniqueness of the power series expan-
sions of analyti funtions, we have
ED(((T
∗)2T 2)n)(x) = P2,n(x)
for n ∈ N and x ∈ [0, 1]. This proves theorem 5.1(a) in the ase k = 2.
Theorem 5.1 (b) also follows from (5.32) by integrating the right hand
side of (5.32) from 0 to 1 with respet to x (f. [DH2, remark 4.3℄). 
6. niady's moment formulas. The general ase.
The above proof of Theorem 5.1 in the ase k = 2 an fairly easily
be generalized to all k ≥ 2 (Reall that the ase k = 1 is ontained in
theorem 3.2).
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(T ⊗ ej+1,j + T ∗ ⊗ ek+j+1,k+j)
where the indies are omputed modulo 2k, suh that e2k+1,2k = e1,2k.
For µ ∈ C, |µ| < 1√
e
, we put µ˜ = µ12k and
z = z(µ) = EM2k(D)((µ˜− T˜ )−1).
Then only the diagonal entries z11, . . . , z2k,2k and the o-diagonal en-
tries z2,2k, z3,2k−1, . . . , z2k,2 an be non-zero. Moreover,
z11 = µ
−1ED((1− µ−2k(T ∗)kT k)−1).
The operator T˜ is M2k(D)-Gaussian, and repeating the arguments for
k = 2, we get that for w ∈M2k(D), the matrix


























By lemma 2.1 there exists a δ > 0 (depending on k), suh that if




(w) + w−1 = µ1M2k(D),
then
w = z = EM2k(D)((µ˜− T˜ )−1).
In partiular
w11 = µ
−1ED((1− µ−2k(T ∗)kT k)−1).
Next we onstrut an expliit solution to (6.3). By the above remarks
on z, it is suient to onsider those w ∈M2k(D)inv for whih only the
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entries z11, . . . , z2k,2k and z2,2k, z3,2k−1, . . . , z2k,2 an be non-zero. For
suh w, (6.3) an by (6.1) and (6.2) be redued to the k+1 identities:
(6.4)














































In partiular ∆0(g) = g.














The proof of lemma 6.2 relies on elementary matrix manipulations
and is ontained in lemma A.1 of appendix A. More speially (6.6)
is a diret onsequene of (a) from lemma A.1, and (6.7) follows from




































that is, dierentiating (6.5) is the same as dierentiating the last row
of (6.5).
The next two lemmas are the generalizations of lemma 5.4 and lemma
5.5 to arbitrary k ≥ 2.
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Lemma 6.3. Let f ∈ Ck([0, 1]) and let (f (−j))kj=1 be the antiderivatives




0, 1 ≤ j ≤ k − 1,
µ2k−1, j = k.
(ii) Assume further that
f(0) = µ−1 and f (−j)(0) = 0 for 1 ≤ j ≤ k − 1.
(iii) For all x ∈ [0, 1],
∆j(f




Then the set of 4k− 2 funtions listed in (6.8), (6.9) and (6.10) below















































L(w11) = −f (−1)
L(wj+2,2k−j) = − 1µ2j+2 ∆j+1(f
(−2−j))
∆j(f(−j))
, 0 ≤ j ≤ k − 3






L∗(w2k,2) = µ− 1f
L∗(w2k−j,2+j) = −µ2j ∆j−1(f
(−2−j))
∆j(f(−j))





Proof. Let w11, w22, . . . , wkk, w2,2k, w3,2k−1, . . . , w2k,2 be given by (6.8),







where A = ∆j−1(f (1−j))∆j+1(f (−1−j))−∆j(f (1−j))∆j(f (−1−j)).
By applying (6.6) to g = f (−1−j) it follows that A = −∆j(f (−j))2,
whih proves (6.11) for 1 ≤ j ≤ k− 2. The ase j = 0 of (6.11) follows
immediately from (6.8).
The proofs of (6.12) and 6.13) an be obtained exatly as in the ase
























However (6.14) follows from (6.7) with g = f (−2−j) after hanging j in
(6.7) to j+1. In the same way (6.15) follows from (6.7) with g = f (−j)
and j unhanged. It remaims to be proved, that w11, . . . , wkk, w2,2k, . . . , w2k,2
form a solution to (6.4). The proof of the rst 2 identities in (6.4) is
exatly the same as in the ase k = 2. Let us hek the next k − 2
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for j = 1, . . . , k − 2. By (6.11) and the fat that w2+j,2+j = w2k−j,2k−j



























Hene by (6.12) and (6.13)
β = −L(wj+1,2k−j+1) and γ = −L∗(w2k−1−j,j+3)
for j = 1, . . . , k − 2. This proves (6.16). Observe next that by (6.10)
and (6.12)








σ = ∆k−1(f (2−k))∆k−1(f (−k))−∆k−1(f (1−k))2.
By (6.6) and the assumptions (iii) in lemma 6.3
σ = ∆k−2(f (2−k))∆k(f (−k)) = 0.
Hene wk+1,k+1(µ − L(wk,k+2)) = 1, whih proves the last equality in
(6.4). This ompletes the proof of lemma 6.3. 
Lemma 6.4. Let k ∈ N, k ≥ 2 and let αj(s), γj(s) for j = 1, . . . , k and
0 < |s| < 1
e













, x ∈ R








, x ∈ R, j = 1, . . . , k
.
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Then
(i) (f (−j))kj=1 are suesive antiderivatives of f . Moreover
(6.18)
{
f (−j)(1) = 0, 1 ≤ j ≤ k − 1





f (j)(0) = 0, 1 ≤ j ≤ k − 1 .




f (−k)(x) = µ2k−1 + O(µ−1)
f (−j)(x) = 1
j!
(x− 1)jµ−1 + O(µ−2k−1), 1 ≤ j ≤ k − 1
f(x) = µ−1 + O(µ−2k−1)
f (j)(x) = 1
j!
xjµ−2k−1 + O(µ−4k−1), 1 ≤ j ≤ k − 1
f (k)(x) = µ−2k−1 + O(µ−4k−1)
,
where the error estimates holds uniformly in x on ompat subsets
of R.
(iii) There exists a µ0 ≥
√
e, suh that the restrition of f to [0, 1]
satises all the onditions in lemma 6.3, when |µ| > µ0.
Proof. From the proof of [DH2, Prop. 4.2℄, we know that αj(s) and
γj(s) are analyti funtions of s ∈ B(0, 1
e




ν=1 γν(s) = 1∑k
ν=1 γν(s)αµ(s)
j = 1, j = 1, . . . , k − 1 .








, where ρ satises










for ν = 1, . . . , k. Having (6.21) and (6.22) in mind, the proof of (i) and
(ii) in lemma 6.4 is now a routine generalization of the proof of lemma
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(−j)) = σ(j)µ−j−1 + O(µ−2k−j−1), 0, . . . , k − 1,
where σ(j) = 1 for j = 0, 3 (mod 4)
and σ(j) = −1 for j = 1, 2 (mod 4)
beause the leading term in the determinant ∆j(f
























f 0 . . . 0
∣∣∣∣∣∣∣∣∣
+O(µ−2k−j−1) = σ(j)f j+1 + O(µ−2k−j−1)
sine the matrix in question has size j + 1. Hene ∆j(f
(−j))(x) 6=
0 for x ∈ [0, 1] and 0 ≤ j ≤ k − 1, when |µ| is suiently large.
Moreover ∆k(f
(−k)) = 0 for x ∈ [0, 1], beause in analogy with (5.29),
∆k(f
(−k)(x)) is the determinant of the (k + 1)× (k + 1) matrix
F = (f (i+j−k))i,j=0,...,k
whih has the fatorization F = ADAt, where A is the (k + 1) × k
matrix with entries
ail = (kαl(s))
i, i = 0, . . . , k, l = 1, . . . , k




ekαl(s), l = 1, . . . , k.

Proof of Theorem 5.1 in the general ase. Let µ0 be as in lemma 6.4,










for x ∈ [0, 1], and dene w11, w22, . . . , wk,k, w2,2k, w3,2k−1, . . . , w2k,2 by
(6.8), (6.9) and (6.10), and put all other entries of w ∈ M2k(D) equal




(w) + w−1 = µ1M2k(D).
Let δ > 0 be hosen aording to lemma 2.1. If we an nd a µ1 ≥
max{µ0, 1δ}, suh that
(6.24) |µ| ≥ µ1 ⇒ ‖w‖ < δ
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then w = EM2k(D)((µ˜− T˜ )−1). In partiular
(6.25) f = w11 = µ
−1ED((1− µ−2k(T ∗)kT k)−1),
and the proof of theorem 5.1 for k ≥ 2 an be ompleted exatly as in




(−j)) = O(µ−j−1), 0 ≤ j ≤ k − 1
1
∆j(f(−j))
= O(µj+1), 0 ≤ j ≤ k − 1





(−j−1)) = O(µ−j−1), 0 ≤ j ≤ k − 2
∆k−1(f (−k)) = O(µk)
∆j(f
(1−j)) = O(µ−j−2k−1), 0 ≤ j ≤ k − 2
∆k−1(f (2−k)) = O(µ−3k)
.






Hene for 0 ≤ j ≤ k − 2, ∆j(f (−j−1)) is the determinant of a (j +
1) × (j + 1) matrix, where eah entry is equal to one of the fun-
tions f (−j−1), f (−j), . . . , f (j−1). By (6.20) all these funtions are of or-
der O(µ−1) as |µ| → ∞. Hene ∆j(f (−j−1)) = O(µ−j−1) proving the
rst estimate in (6.27). By the same argument, ∆k−1(f (−k)) is the de-
terminant of a k × k matrix for whih the upper left entry is of the
order O(µ2k−1) and all the other entries are of order O(µ−1). Hene
∆k−1(f (−k)) = O(µ2k−1(µ−1)k−1) = O(µk). Let 0 ≤ j ≤ k − 1. Then
∆j(f
(1−j)) is by (6.20) a determinant of a (j + 1) × (j + 1) matrix
M = (mk,l)k,l=0,...,j for whih{
mk,l = O(µ
−1) when k + l < 0
mk,l = O(µ
−2k−1) when k + l ≥ 0 .
Hene for any permutation π of {0, 1, . . . , k} the produt
m0π(0)m1π(1) · · ·mjπ(j)
ontains at least one fator of order O(µ−2k−1). Therefore
∆j(f
(1−j)) = det(M) =
∑
π∈Sj+1
(−1)sign(π)m0π(0)m1π(1) · · ·mkπ(k)
is of order O(µ−2k−1(µ−1)j) = O(µ−2k−j−1). This proves the last two
estimates in (6.27). Clearly all estimates holds uniformly in x ∈ [0, 1].
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Combining (6.8), (6.9), (6.10) and (6.27), we get

wl,l = O(µ
−1), 1 ≤ l ≤ 2k
wj+2,2k−j = O(µ−2j−3), 0 ≤ j ≤ k − 2
w2k−j,j+2 = O(µ2j+1−2k), 0 ≤ j ≤ k − 2
.
In partiular all the entries of w are of size O(µ−1) as |µ| → ∞ uniformly
in x ∈ [0, 1]. Hene there exists µ1 ≥ max{µ0, 1δ} suh that (6.24) holds.










kαj(s)x, x ∈ [0, 1].
Now Theorem 5.1 follows from lemma 5.2 and [DH2, remark 4.3℄ as in
the ase k = 2. 
Appendix A. Determinant-identities on Hankel-matries
We need the following lemma on Hankel-determinants.

































































































































































































































































a−1 ··· an−3 an−2





















































































a0 ··· an−3 an−2
a2 a3 ··· an
∣∣∣∣∣∣∣∣∣∣
.
Proof. To prove (a) we atually prove the more general equation
(A.1)
∣∣∣∣∣
a22 a23 ··· a2,n−1










an−1,2 an−1,3 ··· an−1,n−1
∣∣∣∣∣
∣∣∣∣∣∣
a11 a12 a13 ··· a1,n
a21 a22 a23 ··· a2,n

















a11 a12 ··· a1,n−1










an−1,1 an−1,2 ··· an−1,n−1
∣∣∣∣∣
∣∣∣∣∣
a22 a23 ··· a2,n














a12 a13 ··· a1,n










an−1,2 an−1,3 ··· an−1,n
∣∣∣∣∣
∣∣∣∣∣
a21 a22 ··· a2,n−1










an,1 an,2 ··· an,n−1
∣∣∣∣∣
for aij ∈ C and i, j ∈ {1, . . . , n}.


























a21 ··· a2,k−1 a2,k+1 ··· a2,n−1













an−1,1 ··· an−1,k−1 an−1,k+1 ··· an−1,n−1
∣∣∣∣∣∣
∣∣∣∣∣∣
a12 ··· a1,k a1,k a1,k+1 ··· a2,n−1
















an,2 ··· an,k an,k an,k+1 ··· an−1,n−1
∣∣∣∣∣∣
We note that the last matrix in the sum is zero beause oloumn k− 1
and k are equal. Now we expand LHS after the k'th oloumn of the
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where j = 1 and j = n means leave out row 1 and n respetively.



















































an−1,1 ··· an−1,k−1 an−1,k+1 ··· an−1,n−1
∣∣∣∣∣
)
But the parenthesis on the right-hand side is exatly expansion along










































∣∣∣∣ , j = n.
Combining (A.2) and (A.3) we obtain the right-hand side of (A.1) and
thus also the proof of (a).
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To prove (b) we prove the more general equation
(A.4)
∣∣∣∣∣∣
a21 a22 ··· a2,n
a31 a32 ··· a3,n










an+1,1 an+1,2 ··· an+1,n
∣∣∣∣∣∣
∣∣∣∣∣
a12 a13 ··· a1,n














a11 a12 ··· a1,n










an−1,1 an−1,2 ··· an−1,n
an+1,1 an+1,2 ··· an+1,n
∣∣∣∣∣∣
∣∣∣∣∣
a22 a23 ··· a2,n














a11 a12 ··· a1,n










an−1,1 an−1,2 ··· an−1,n
an,1 an,2 ··· an,n
∣∣∣∣∣∣
∣∣∣∣∣∣
a22 a23 ··· a2,n










an−1,2 an−1,3 ··· an−1,n
an+1,2 an+1,3 ··· an+1,n
∣∣∣∣∣∣
for aij ∈ C, i ∈ {1, . . . n + 1} and j ∈ {1, . . . , n}. We remark that
Hankel-matries are symmetri and for these (A.4) redues to (b). Ob-
serve that for k ∈ {2, . . . , n} we have
0 = (−1)k
∣∣∣∣∣∣∣
a1,k a11 a12 ··· a1,n













an,k an,2 an,3 ··· an,n

















aj−1,1 aj−1,2 ··· aj−1,n










an+1,1 an+1,2 ··· an+1,n
∣∣∣∣∣∣∣∣∣
,
where the j = 1 and j = n + 1 are interpreted as remove the 1st and





a22 ··· a2,k−1 a2,k+1 ··· a2,n
































aj−1,1 aj−1,2 ··· aj−1,n
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aj−1,1 aj−1,2 ··· aj−1,n


















a22 ··· a2,k−1 a2,k+1 ··· a2,n

















The parenthesis of (A.5) is expansion along the jth row of the following





a12 a13 ··· a1,n










an−1,2 an−1,3 ··· an−1,n
∣∣∣∣∣ , j = 1
0, j ∈ {2, . . . , n− 1}∣∣∣∣∣
a22 a23 ··· a2,n










an,2 an,3 ··· an,n
∣∣∣∣∣ , j = n
−
∣∣∣∣∣










an−1,2 an−1,3 ··· an−1,n
an+1,2 an+1,3 ··· an+1,n
∣∣∣∣∣ j = n+ 1.
Combining (A.5) and (A.6) we obtain (A.4) and this nishes the proof
of (b). 
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