Introduction
Four years ago, during the design study phase of LEP, a paperl was presented at this conference, giving the then current ideas about the control of LEP, and proposing some developments and investigations that should be carried out.
LEP is now an approved project2, and the situation has been reassessed. Many of the statements made in that paper are still true, but others need to be modified, in view of subsequent developments and the change from the specialized injector of the original scheme to the use of the PS/SPS complex for this purpose. This was then followed by the decision to couple the LEP control system to that of the SPS; following the same principles3, and to make one group responsible for the two systems.
There are three main ways in which the requirements for the LEP control system differ from systems that have been built in the past. These are the great distances involved with a ring 27 km in circumference, the introduction of microprocessors into the equipment itself and the long timescale at a time when progress in electronics is rapid, with the cost of hardware falling every year, without any corresponding fall in the cost of specialized software.
In view of the latter, there are many detailed decisions that cannot be taken at the moment, but the basic principles have been laid down, and a number of developments and investigations have been started. This paper firstly discusses the effects of the introduction of microprocessors, followed by the basic principles of the LEP control system and a description of the work in progress.
The Introduction of Microprocessors into the Equipment
One of the biggest revolutions in control system design has been caused by the introduction of microprocessors as an integral part of the equipment to be controlled, taking over the duties of sequencing, local surveillance, local servo-loops, function generation and testing, thus reducing considerably the load on the control system. There are other advantages as well, as we can see by taking as an example a magnet power supply unit.
Previously, such a power supply would need a number of control actions and status acquisitions to be provided by the interface equipment, as well as connections to a multiplexed analogue measurement system, and, if the magnet had to be ramped, there would be the need for an external function generator.
Because of the cost of interfacing, the possibilities of remote fault-finding were rather limited, and all the external connections to the power supply were potential sources for interference pick-up. With a system like that of the SPS, using a central library, the process computers (those connected to the equipment) are fairly simple, using a real-time executive, and they do not require all the facilities of a comprehensive operating system. It was suggested some time ago that such a computer, where the processor has to be shared between a number of concurrent tasks, could be replaced by an assembly of microprocessors, each dealing with a single task. The executive would then be reduced to little more than a scheduler and arbiter.
Compared with a minicomputer, such an assembly should be cheaper initially, but the main advantage would be on maintenance, which could be carried out by replacing a complete microprocessor board, rather than relying on an expensive, and sometimes unsatisfactory, maintenance service from the computer manufacturer.
Also, additional requirements could be met by plugging in an extra module, or replacing one by a later, more powerful version. This idea of using an assembly of many microprocessors, each performing a single task, has only been worth considering since the price of memory has fallen so low, because, to preserve the basic simplicity of the concept, each microprocessor should have enough memory to carry out its task, and should communicate with the others by passing messages, rather than using shared memory.
Critics of this proposal point out that very soon powerful microprocessors will be available with a comprehensive multi-tasking operating system included on the chip, which will be able to replace the present day mini-computer directly, without going to the complication of the multi-microprocessor assembly. This may be true for such things as personal computers, scientific work stations, etc., but the situation is different for a real-time process control application, where the simplicity of the software, the ability to debug and test the different tasks independently, and the possibility of tailoring the hardware configuration to fit the requirements, make the multiprocessor assembly sufficiently attractive that it is proposed to use this scheme for the process computers for LEP. It is also interesting to note that Texas Instruments have based their latest designs on the principle of performing specialized functions in separate processors. They call it "Function to Function" architecture.
An experimental set-up has been made at CERN using a number of CAMAC auxilliary crate controllers to replace the majority of the tasks performed by a NORD-10 minicomputer in the SPS system, to see what difficulties might be experienced, before building prototypes suitable for use with the LEP system4.
CAMAC has its limitations as a basis for such a system, as it was not designed for multi-master operation. There are a multitude of card, crate and bus systems for microprocessor use in existence, mostly designed by microprocessor manufacturers to suit their particular components.
Although some of these have become de facto standards, and have been recognized as such by the IEEE, this institution set up a Working Party to try to propose a standard for a comprehensive, microcomputer-independent, bus system, to which it gave the project number P896. However, there have been difficulties in reaching agreement over some of the details, and little progress seems to have been made recently.
The european nuclear electronics standardization committee ESONE has also been working for the last two years towards a standard bus protocol which has been given the name E3S. At the General Assembly this year, the ESONE Committee is expected to approve the specification for 
Databases
The incorporation of microprocessors into the equipment means that part of the database also has to be in the equipment, otherwise many of the advantages of having the microprocessors there would be lost. The parts that are common to all equipments joined to a process computer should be in that computer, and parts that are particular to an equipment should be in its microprocessor memory.
In the case of LEP, the part that is in the process computer is called the "Equipment Directory" and the part that is in the equipment is called the "Property Module". These two together replace the Data Module of the SPS3.
The equipment directory will be entered by a call from an applications program with name, property, equipment number and possibly value or array. For that name, the directory will give the valid properties, the password requirements, the interface address of the property module, and any translation necessary to call the required property.
This directory will contain semi-fixed data, which only needs to be changed if any changes are made to the equipment or to the property modules.
The master copy of the data for each equipment directory will be kept in the library, and this master copy will be incorporated automatically into the equipment directory each time it is assembled. The exception to this could be some status indications for the equipments which would be read in from the property modules. In addition to this distributed equipment database, ability to record and recall standard settings must be provided. This will be done by programs creating and using files of standard settings kept in the library, which can lead to the automatic check-out and setting-up of LEP for the successive operations of injection, ramping and storage, extending the developments which have already been carried out on other machines8, 9.
One of the major advantages of a computer control system is the ability to control derived or virtual parameters, such as Q, beta, etc., rather than individual quadrupole currents. In setting up LEP it will be necessary to have files of a number of this type of parameters from which the settings of individual elements can be calculated, and with which the measured values can be compared. These files will form the central part of the distributed database, and should be partitioned in such a way that a control program will only need to load a subset to provide the environment in which a certain series of actions can be performed.
As the size of a storage ring increases, many parameters become more critical and it becomes more important to provide a good computer modelling or simulation of the beam optics, which takes into account the inevitable imperfections in the machine elements. Considerable computing power will be required for such simulation work, probably beyond that which it would be reasonable to provide in a console computer even in a few years time.
One of the advantages of the distributed system that has been adopted is that a big computer, or specialized array processor, can be joined into the network and used by a console computer as an additional resource to which it can send a file, request some operation to be carried out and the results returned.
The actual requirements will probably not be known for some time. Fig. 3 .
The Operator Interface
While it is certain that the existing operator interface equipment will be subject to a continuous series of improvements, for example visual displays will have higher definition, full range of colours and be simpler to program and the CRT's may be replaced by flat screens, it is not clear whether any basically new devices will be adopted.
Some people prefer the ''mouse"' to the tracker-ball, but this is only a variant on the same theme. More striking would be -the use of the type of eye movement sensors being introduced into aircraft "head-up" displays, which could be used to input to the computer the chosen position on a display, instead of using a cursor or light pen -a blink could then take the place of the interrupt button! There is a tremendous interest in voice input and output devices in other fields.
For accelerator control, voice output to warn the operator of fault conditions is already here, even to providing a choice of language to be used in a multi-lingual environment such as CERN. On the other hand, voice input seems a little dangerous in an accelerator or storage ring context -an inadvertent word might dump the beam! For LEP, the existing devices used on the SPS consoles would be adequate, but a choice does not have to be made for several years, and progress in this field will be watched, and promising new devices will be tested on the SPS system.
The Timing System
One of the problems of a distributed multi-computer system is to maintain synchronism between cooperating processes. This problem can be largely overcome if an independent distributed timing system is provided. For LEP such a system will be connected to all the microprocessor systems which require synchronizing to better than the fraction of a second that can be provided through the computer network.
The timing system will distribute clock pulses and event codes, so that the simultaneous ramping of a series of power supplies can be assured by loading into each a table of values together with an instruction such as "on the nth clock pulse after event Q, load in the first value in the table, followed by successive values every m clock pulses". Such a timing signal could be transmitted on one of the 2 M-bit/sec channels described below, giving a resolution of 0.5 microsecond, which seems adequate for most purposes.
However, there are some special requirements for RF control and beam observation which can only be satisfied by taking the timing for these f rom the circulating bunches.
Integrated Communications Systems
In Redundancy involves extra cost, and so a careful analysis has to be made to see where it can be most effective.
In exploring the other roads to reliability, some conclusions have already been reached. One of the least reliable items in a crate of electronics is the cooling fan, and so the equipment will be designed to use convection cooling wherever possible.
Many integrated circuits are becoming available using variations of the CMOS process, giving must lower power consumption with little loss of speed, and this not only helps with the cooling but also allows us to consider the use of individual sealed batteries, float-charged from the mains, for the rack power supplies.
The remote operation and surveillance of the services, such as electricity, cooling, ventilation, etc., is essential when distances up to 10 km are involved, and the control system must continue to provide the required facilities even when the machine is shut down. To cope with this requirement, the LEP network will have a separate node, with links to the process computers controlling these services, to provide a secure sub-net which can be kept operational even if other parts of the control system are shut down as the result of modifications or additions to the machine.
Timescale and Conclusion
A machine like LEP cannot be built quickly, and the boring of the tunnel and completion of the underground works will take four years, and even though installation can start in some areas before all the civil engineering work is completed, it will still be between five and six years from breaking ground to getting a beam round the tunnel. This sets a problem as when to freeze the details of the control system. What 
