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Abstract: Due to the importance of road transport an adequate identification of the various road
network levels is necessary for an efficient and sustainable management of the road infrastructure.
Additionally, traffic values are key data for any pavement management system. In this work traffic
volume data of 2019 in the Basque Autonomous Community (Spain) were analyzed and modeled.
Having a multidimensional sample, the average annual daily traffic (AADT) was considered as the
main variable of interest, which is used in many areas of the road network management. First, an
exploratory analysis was performed, from which descriptive statistical information was obtained
continuing with the clustering by various variables in order to standardize its behavior by translation.
In a second stage, the variable of interest was estimated in the entire road network of the studied
country using linear-based radial basis functions (RBFs). The estimated model was compared with
the sample statistically, evaluating the estimation using cross-validation and highest-traffic sectors
are defined. From the analysis, it was observed that the clustering analysis is useful for identifying
the real importance of each road segment, as a function of the real traffic volume and not based
on other criteria. It was also observed that interpolation methods based on linear-type radial basis
functions (RBF) can be used as a preliminary method to estimate the AADT.
Keywords: average annual daily traffic; sustainable management; spatial analysis; RBFs; clustering;
road network level
1. Introduction
Since the second half of the 20th century, road transport has become the most important
transport mode in Europe, with a quote over 75% of the transport modal distribution,
for both passengers and freight. This trend is almost identically repeated in all the countries
of the European Union [1]. Nevertheless, this road traffic volume is not equally distributed
between road network levels, and, generally, the most important level is used by the
majority of the road traffic, approximately 50% of road traffic volumes, once again for
both passenger and freight traffic, although this top road level comprises a small portion
of the total length of the road network. This trend can be observed in any developed
country [2–4].
The necessity of dividing the road network of a state, region, or province in various
levels is subjected to the functions that the road network have to fulfill. These functions are
mobility and accessibility. Mobility is the property that evaluates the number and quality
of the trips, taking into account the traffic volume and the speed or travel times. A quick,
comfortable and safe circulation is aimed to provide. On the other hand, the accessibility is
the property that measures the easiness to access any part of the territory, allowing to reach
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any inhabited location. These functions are competing objectives. Whereas in a road that
prioritize mobility impediments to the traffic flow should be minimized, roads providing
access to adjacent land uses have more frequent access points [2,3]. The compromise
between mobility and accessibility influences the operation and the safety of the roads;
hence, the network or any road should be planned carefully, according to their function or
functions. Each type of road has a vital role for developing a well-operating and efficient
network with the aim of facilitating higher-speeds in long-distance travels and lower speeds
in short-distance trips. In general terms, roads can be classified in arterials, collectors, and
local roads, with a variable proportion of the functions (mobility and access); see Figure 1.
Arterials represent the highest level of mobility and are focused on providing high-speed
and uninterrupted flow. Long-distance travels are frequent in arterials. Collectors have a
blended objective of maintaining mobility and access, facilitating the movement between
local roads and arterials. Finally, local roads or streets provide direct access to residences,
businesses, and other land uses. On local roads, speed can be minimized to provide more
frequent accesses to adjacent lands [3].
Figure 1. Relationship of functionally classified road network levels according to the fulfillment of
the functions of mobility and accessibility.
Moreover, apart from the functional classification of roads, more inputs are needed
in any transport planning. A transport planning, at any level (city, regional, or statewide
level) includes a large transport network, various stakeholder groups, a wide range of land
uses and their influence, and an elaborated and accurate planning process [5]. Usually,
four steps are present in a transport planning: trip generation, trip distribution, mode
choice, and trip assignment. The final input of this process is a travel demand forecasting
model. With regard to the first step, trip generation, it implies the collection and analysis
of data about transport, such as traffic volumes, population, housing, type and rate of
employment, and vehicle ownership, for simulating existing travel at present and future
travel pattern [2,5]. For measuring traffic volumes in highways, which was identified as the
main transport mode, traffic counts are employed. They can be temporary or permanent.
The permanent count stations are necessary to know the variability in the traffic volumes,
which is observed between seasons, months of the year, days of the week, hours of the day,
and even during short-term periods below an hour [6]. The most common output from a
count station is the average annual daily traffic (AADT), which can be calculated dividing
by 365 the total number of vehicles passing a given point during a year. AADT data are
generally published by highway authorities in an annual report, indicating the data for
each of the studied roadways in the network under their management [2,5].
The average annual daily traffic is an essential parameter in many aspects of the
highway engineering, apart from comparing the importance of the roads in a network.
If hourly volumes are calculated, these data are used for features of the geometric design
of roads. As expected, traffic volumes have impact on road safety [7–12]. Additionally,
AADT is also introduced in pavement deterioration models as a key factor, as it represents
Sustainability 2021, 13, 2846 3 of 15
the quantity of loads that pavements must withstand [13]. For parameters, like pavement
roughness or pavement condition, expressed by means of indices, such as the International
Roughness Index (IRI), the Present Serviceability Index (PSI), or the Pavement Condition
Index (PCI), the AADT or the cumulated volumes during a period are employed. Hence,
the ADDT of each year must be known [14–20]. However, for other characteristics, such as
the skid resistance of pavements, the AADT is the key element in the modeling because
the available friction varies according to the traffic volume of each year [21–25]. Further-
more, the AADT has been also correlated with other fields, such as the air-pollution and
noise [26–28] and bridge deterioration [29].
Nonetheless, traffic counts cannot be placed on every road section of all the roads due
to various reasons [30] and various approaches have been proposed in the literature to
deal with this problem of lack of data. For example, Sfyridis and Agnolucci [31] proposed
a methodology to predict AADT by means of clustering and regression modeling with
variables about roadway, socioeconomic, and land use characteristics. Similarly, Wu and
Xu [32] presented a multiple regression model with logarithmic transmission for AADT
predictions for minor roads at intersections after comparing various possible models.
Ma et al. [33] developed a copula-based model for forecasting AADT, which can describe
spatial dependency and is robust to outliers. Artificial Neural Networks and Deep Learning
have also been employed to analyze the accuracy of various neural network-based models
for estimating AADT and hourly traffic volumes [34,35]. Finally, Chang and Cheon [36]
underlined the strong relationship between AADT and vehicle GPS data, which can be
used for unmeasured road segments.
In this work, a study of the AADT is performed using clustering and spatial methods,
and data from the count stations located in the Basque Autonomous Community (BAC) in
Spain as a case study. The aim is to perform a precise analysis of the traffic volume of the
roads in the BAC and, subsequently, to be able to create a map of the BAC depending on
the traffic-volume using the radial basis function interpolation. This analysis can be used
in posterior studies as a preliminary step to plan and build new roads in areas in which
there is no information, or even to adjust an adequate maintenance method to the existing
infrastructures with the purpose of ensuring the sustainability of the roads and different
issues related to them.
The article is organized as follows: in Section 2, first, the studied area and the data
used for the analysis are presented, and second, the theoretical framework on which the
calculations are based is exposed; in Section 3, the exploratory data analysis is done; in
Section 4, main results obtained both in the clustering analysis and in the estimation model
and its validation are presented. Finally, in Section 5, conclusions derived from the study
are reported.
2. Methodology
2.1. Studied Area and Data
The Basque Autonomous Community is located in the northern part of Spain. It is
composed by three provinces (Biscay, Gipuzkoa, and Álava), and it covers 7230 km2. It
has 2.178 million inhabitants, of which 40% are concentrated in the Bilbao Metropolitan
Area [37], which is also the area with most industry and most traffic. Each of the provinces
have the ownership and competences over all the highways in its territory, including the
main freeways and highways that communicate with other regions of Spain, except from
the municipal streets [19,25]. The road agencies of each of the Regional Governments
manages its own road networks and publishes annually the traffic data. In this research,
those corresponding to 2019 were employed [38–40].
Measurement data used herein are: the Annual Average Daily Traffic (AADT), per-
centage of heavy traffic, number of lanes in each direction, speed limit in the segment,
name of the road, network level which the road belongs to, and the type of count station.
With regard to the functional classifications of roads, a very similar organization is
used in the three provinces; see Figure 2 and Table 1. Roads are divided in the preferential
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interest network (red network), the basic network (orange), the provincial network (green),
and the local network (yellow), as presented in Table 1. Additionally, there is the comple-
mentary network (blue) in Biscay, between the basic and the provincial one, which appears
only in the metropolitan area of Bilbao; and a neighborhood network in Álava, which is
the least important network (grey).
Figure 2. Location of the count stations and road network of the Basque Autonomous Community (BAC).
Table 1. Length (km) of the road network levels in each of the provinces of the BAC.
Road Network Level Biscay Gipuzkoa Álava
Preferential interest
network (red) 246.2 287.92 145.7
Basic network
(orange) 209.1 125.98 146.42
Complementary
network (blue) 32.5 - -
Provincial network
(green) 209.6 295.25 200.91
Local network
(yellow) 585.9 617.07 534.23
Neighborhood
network (grey) - - 373.02
Total 1283.3 1326.22 1400.28
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In this work, four variables are considered:
• The AADT: Total number of vehicles passing a cross section of the road during a year
divided by 365 (number of days of the year).
• Average annual daily heavy traffic (AADHT): Total number of heavy vehicles passing
a cross section of the road during a year divided by 365 (number of days of the year).
• Number of lanes: Number of lanes in each direction.
• Speed limit: Maximum speed allowed in a specific location measured in kilometers
per hour (km/h).
Initially, we had information referred to 1234 traffic count stations, from which: 511
traffic count stations are located in Biscay, 248 in Gipuzkoa, and 475 in Álava (Figure 2).
Nevertheless, there were some control stations that lack information about one (or some)
of the variables. The stations lacking a measurement of the variables have not been
considered to do the clustering analysis. Thus, the resulting information sample was
reduced by 14.99%, obtaining a statistical summary as shown in Table 2. All the stations
with uncompleted data are located in Gipuzkoa, and, in the majority of the cases, they
lack the average annual daily heavy traffic. Thus, information of 1049 count stations has
been used in the clustering, (from which 497 count stations correspond to Biscay, 76 to
Gipuzkoa, and 476 to Álava). As the AADT value was available for all te 1234 count
stations, the estimation model has been developed taking into account the whole sample.
Table 2. Descriptive statistics of traffic variables.
Variable Count Mean SD Min. Q1 Q2 Q3 Max.
AADT 1049 8578.72 16,765.34 17.00 340.00 1779.00 9174.00 140,702.00
AADHT 1049 804.14 1717.19 1.00 18.00 127.00 625.00 11,722.00
Number of
lanes 1049 1.25 0.59 1.00 1.00 1.00 1.00 4.00
Speed limit 1049 60.20 20.86 30.00 50.00 50.00 70.00 120.00
2.2. Theoretical Framework
2.2.1. Clustering
In the first stage, a statistical description of the data is performed. The correlation of
the main variable of interest (the AADT) and the complementary variables (the AADHT,
the number of lanes, and the speed limit) is also analyzed.
In the second stage, an unsupervised machine learning algorithm is applied, concretely
the k-means algorithm [41]. Unsupervised machine learning algorithms are characterized
by not training previously but working directly on the data. K-means is an automatic
clustering algorithm, and it is used over continuous data in exploratory levels of data
analysis [42]. This algorithm is multidimensional, and its scalability is excellent. Basically,
it works by grouping the data by a measure of similarity, and it requires to set the number
of groups (k = 1, 2, 3, ..., n). The algorithm groups data trying to separate observations into
n groups of equal variance, minimizing a criterion known as inertia.
Afterwards, the estimation model for the AADT is created using linear-type radial
basis functions (RBF), generating the map of the variable. The generated model is evaluated
using the leave-one-out cross validation technique.
2.2.2. Radial Basis Functions
Geostatistics studies variables distributed in an structured manner in the space,
with some degree of spatial self-correlattion [43]. Let be D ⊂ Rd a domain in the space,
with d being the dimension of the space (d = 2 for 2D and d = 3 for 3D), and let us consider
a variable Z. This variable is regionalized if it makes correspond a value of the variable
Z(x) to each point x that belongs to the domain D.
Given a regionalized variable Z(x), and assuming that we have n observations Z(x1),
Z(x2), . . ., Z(xn) of this variable, the interpolation technique called kriging consists of
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predicting Z∗(x0), where x0 /∈ {x1, x2, . . . , xn}. There exist different variants of kriging






λi(x0) · (Z(xi)−m(xi)), (1)
with λi being the weight values, and m(x0) and m(xi) are the values expected by Z(x0)
and Z(xi), respectively.
Radial basis function (RBF) interpolants are adequate when grid data are unavail-
able [44,45], and they are used when the estimation calculated by kriging is not accurate [46].
Nevertheless, in some cases, the kriging and RBF approaches are equivalent [47–49]. If we
have a regionalized variable Z(x) and n observations of this variable, Z(x1), Z(x2), . . .,
Z(xn), when using RBF interpolants a function s f is defined as follows [50,51]:





where s f (xk) = Z(xk) is satisfied for 1 ≤ k ≤ n. In our case, ‖·‖will be the Euclidean norm
in Rd, being d the dimension of the space. The coefficients α1, α2, . . . , αn are calculated by





αiφ(‖xk − xi‖), 1 ≤ k ≤ n. (3)
In this work, the choice for φ(r) was the linear-type RBF φ(r) = r.
3. Exploratory Data Analysis
The variables AADT and AADHT are continuous and high-dispersion variables as it
is shown in Table 2, and a large amount of measurements escaped from the mean in both
variables. One may think the observations that escaped from the mean could be outliers.
Nevertheless, they are values measured in the northern sector of the BAC (specifically in
the provinces of Biscay and Gipuzkoa) where the AADT is higher. This occurs because
the AP-8 freeway and the N-634 highway that connect the two major cities of the region,
Bilbao and Donostia/San Sebastián, are located in the north of the region, on the coast.
Additionally, the urban freeways around the metropolitan area of these two cities also
concentrate high traffic volumes around them. Hence, taking into account the spatial
positions that the highest values of the variables show, the decision to keep the entire
sample was made, not eliminating or transforming those values called outliers.
In Figure 3, all the measurements of the four variables in each station are visualized.
As it has been indicated before, the highest values of the variables AADT and AADHT
are concentrated in the northern region of the BAC in the East-West direction. The same
happens with the categorical variable number of lanes. Once again, as higher volumes are
registered in the roads connecting the major cities (Bilbao and Donostia/San Sebastián)
and in their metropolitan area, more lanes are required in these areas. However, the speed
limit variable is more homogeneous. This variable does not have peaks in the northern
area because the AP-8 freeway connecting Bilbao and Donostia/San Sebastián have many
segments with controlled speed, under 100 km/h and even under 80 km/h, due to the
geometric design in this mountainous region. Similarly, urban freeways in the metropolitan
areas of these two major cities have a maximum speed of 80 km/h in most of the segments.
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Figure 3. Values of the variables of interest per traffic count station (in 10,000 both axes).
In order to obtain a better estimate of the AADT, information of the other three
variables is used, with the aim of defining domains of estimation, which are zones where
the variables have a stationary behavior, and they consist in areas in which the variables
result in approximately homogeneous distributions. Stationarity is a property of the model
of the random function [52].
In exploratory data analysis, the existence of several populations with significantly
different statistics can be indicated. The understanding of the statistical characteristics of
the data leads to subdivide the area into estimation domains. The definition of estimation
domains depends on the availability of sufficient data to reliably infer the statistical param-
eters within each of them. Furthermore, the domains must have a spatial sense and some
spatial predictability, and they do not have to be excessively mixed with other domains [53].
Therefore, it is important to define whether the complementary variables really provide
information for a multidimensional grouping process.
Based on the scatter diagrams and histograms of Figure 4, it can be concluded that:
• The AADT has a considerable positive correlation with the AADHT. This means that,
if the circulation of heavy vehicles increases, the traffic intensity also increases. Both
variables are continuous.
• The number of lanes, which is a categorical variable, also maintains a high positive
correlation with the average daily intensity. Obviously, when a higher traffic volume
exists, more lanes are needed.
• As regards the speed limit, this variable has a weak positive correlation with the
AADT. This is understandable given that, with more traffic, it gets more difficult to
travel at high speeds.
Hence, the three complementary variables provide information to the multidimen-
sional grouping process, given the direct relationship they maintain with the variable
of interest.
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Figure 4. Scatter diagram matrix for the variables of interest of the traffic sample.
4. Clustering and Estimation Model
4.1. Clustering
The grouping is performed with the k-means algorithm based on four variables:
AADT, AADHT, number of lanes, and the speed limit. The grouping process results in 3
independent groups, if the heuristic called method of the elbow is applied. Nevertheless, it
has to be pointed out that the way in which this method identifies the number of groups is
not always unambiguous. It is observed that, the inflection in the curve occurs with this
quantity of groups, which determines the optimal number of clusters; see Figure 5. This
means that the a priori estimation process should be carried out separately on 3 estimation
units or clusters. In Figure 6, the positions of the count stations which conform each of the
clusters are represented using different colors. And, in Table 3, the descriptive statistics of
the variable of interest are shown with and without clustering.
Cluster 1 is equivalent to the 1.72% of the count stations, and it is the smallest. It
shows the greatest variability as a result of grouping the highest data; it has also important
peaks, and, as a consequence of this, greater differences are found. On the other hand,
in clusters 2 and 3, differences of data are smaller. This fact ratifies the purpose of grouping
data with the aim of homogenizing the behavior of the variable of interest.
Due to the spatial arrangement of the clusters, it may happen that estimating in each
of the clusters could cause an overlap. That is to say, the data are not efficiently grouped by
location; they are mixed. This is evidenced when visualizing the three clusters in Figure 7.
Although the grouping hypothesis is valid and contributes in estimation processes, in this
case, it is not feasible to apply it given the lack of spatial distance between clusters.
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Figure 5. Elbow method showing the optimal value of clusters.
Figure 6. Spatial arrangement of the three clusters (in 10,000 m in both axes).
Table 3. Descriptive statistics of the variable average daily intensity.
AADT Count Mean SD Min. Q1 Q2 Q3 Max.
Without grouping 1049 8578.72 16,765.34 17.00 340.00 1779.00 9174.00 140,702.00
Cluster 1 18 102,128.89 20,581.21 72,233.00 87,924.50 97,823.00 112,891.75 140,702.00
Cluster 2 891 3162.26 4186.71 17.00 261.00 1091.00 4682.50 16,997.00
Cluster 3 140 31,022.74 11,244.32 17,386.00 21,927.75 28,144.00 37,398.00 63,076.00
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Figure 7. AADT values per count station in each cluster (in 10,000 both axes).
Cluster 1 gathers all the freeway segments around the biggest city in the Basque
Autonomous Community, Bilbao, and more specifically, the metropolitan ring around it.
It is normal that Bilbao, with the highest population (around 365,000 inhabitants) and its
metropolitan area (with more than 1,000,000 inhabitants) concentrates the road sections
with the highest values of traffic volumes, and this is reflected in the sections included
in Cluster 1. Due to the high volumes, all these section have 3 or 4 lanes per direction.
However, due to road safety measures and high volumes in peak hours, speed is limited
to 80 km/h in some of the sections. As it could be expected, all these segments belong
to the highest road network level, the red network. On the other hand, Cluster 3 groups
the majority of the rest of the double carriageway roads, including freeways (tolled or
not) and multilane highways and some important two-lane single carriageway roads
with the highest traffic volumes. Most of the sections belong to the preferential interest
network level (red network) and the basic network (the second network in importance,
as shown in Table 1. However, some other roads from other network are also included,
with examples of the complementary network (blue), which could be expected, but even
from the provincial network (green) and the local network (yellow). This fact shows that,
although the roads are classified in network according to some definitions of their function,
some important quantitative variables, such as the AADT or the AADHT, reveal that they
are not properly classified according to their importance. Finally, the Cluster 2 gathers the
rest of the two-lane roads, and some double carriageway road segments with the lowest
values in AADT. They are mainly included in the provincial, local, and neighborhood
networks (green, yellow, and grey networks, respectively). Nevertheless, some sections
belonging to superior networks (complementary and basic networks) can be found, even
segments of the preferential interest network (red), such as segments of the tolled freeway
around Bilbao with low traffic volumes.
Clustering road segments according to the AADT, AADHT, number of lanes, and speed
limit helps identifying the real network levels of the roads in a territory. Sometimes, roads
are included in network levels considering other criteria apart from traffic volumes, such
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as the connection with adjacent territories (between the Basque Autonomous Community
or with other Spanish regions, or with other countries, like France), the connection with
strategic points, like ports, airports, the traditional status of some roads (they were usual
routes in previous centuries, but now a better highway, generally a freeway, has modified
its status), etc. These criteria, which are exposed in the laws about roads in force in each
territory, do not always show the real status of a road or a road segment. Some roads
can connect with adjacent provinces, but their traffic volume, both total and heavy traffic,
is low because there are other connections that are preferred by drivers. Consequently,
identifying the real status of a road or road segment by means of clustering helps giving
the real importance to its segment, as a function of real traffic, and not based on subjective
criteria. This proposed new classification can underline the real importance (or not) of each
road and can help prioritizing maintenance and rehabilitation works in segments that are
more important for traffic movements.
4.2. Estimation Model for the AADT
The estimation associates numerical values in those places where there is no sample.
It should be noted that the estimation is at an independent level and that the complemen-
tary variables do not provide information at this stage. The estimation model has been
built considering the whole sample formed by the 1234 traffic count stations and using
a grid of 7236 points, see Figure 8. The descriptive statistics resulting from the model
indicate a smoothing effect in the data, as it can be seen in Table 4. The variability of the
AADT decreases.
Table 4. Descriptive statistics of the observed and the estimated values of the average daily intensity.
Count Mean SD Min. Q1 Q2 Q3 Max.
AADT 1234 8789.20 16,912.32 17.00 386.50 1915.00 9170.25 140,702.00
AADT
RBF 7236 4786.10 8841.00 0.00 227.00 1406.80 5000.30 92,661.60
The mean of the AADT of the estimated model decreases, since there are some areas
where the estimation is done with poor information. This happens in the southern part of
the country especially, where there are fewer roads. As a consequence, central-tendency
statistics decrease, at a general descriptive statistical level.
With regard to the variability or dispersion of the data, this decreases, and this effect
can be seen in the standard deviation and in the range of the values (the difference between
the maximum and the minimum values). The upper bound of the estimates is significantly
higher than the one of the model. The reason why the maximum value changes is because
the variable is estimated on a grid that differs in position from the sample data. In other
words, the created model does not estimate in the same locations of the sample, a model
represented by a square mesh of 1000× 1000 m is used and estimated from the sample.
The northeast sector of the BAC is the one in which the largest area of vehicular
mobility accumulates. In particular, the highest values are concentrated in the Bilbao
metropolitan area and in the surroundings of Donostia/San Sebastian. The southeast sector
(which corresponds to Álava) presents a smaller vehicular area but higher average daily
intensities. The southern sector has a very low level of vehicular mobility, in general.
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0
Figure 8. Annual Average Daily Traffic map generated by linear-type radial basis function (RBF) (in
10,000 m in both axes).
Model Validation
The model validation was conducted using the leave-one-out cross validation. This
technique consists in choosing a location and removing the value of the selected position
from the traffic sample, which is composed of n = 1234. Then the value is estimated using
the built model. Finally, the estimated value was compared with the observed one n times.
Thus, observations are divided in a training set and a single test section is performed,
as many times as observations there are.
Due to the large size of the sample, we have performed a variation of the leave-one-out
cross validation technique using a sub-sample of the total data. That is to say:
• Randomly, a sub-sample of 270 data of the total (equivalent to the 21.88% of the total
sample (n = 1234)) was extracted.
• In each of the extracted points, the estimation by the RBF model is calculated using
the rest of the n− 1 = 1233 points.
• Each of the estimated values is compared with the observed value (the real value).
• The last two steps are carried out as many times as measurements the sub-sample has
(that is, 21.88% of the total sample).
• Fifty executions have been performed. The linear correlation coefficient r of each
execution has been calculated, which is used as an indicator of the precision of the
estimation method. The obtained best value has been r = 0.62, the worst r = 0.34, and
the mean r = 0.53. The results that correspond to r = 0.60 are plotted on a scatter
diagram; see Figure 9.
A first indicator of the precision of the estimate is the linear correlation coefficient.
As aforementioned, the mean of 50 executions has been r = 0.53. This reflects a positive
proportionality, but in a low range. Some measurements of the sample are separated by
hundreds of kilometers from each other. Thus, when taking a measurement and estimating
at that location does not produce good results. Nevertheless, interpolation methods based
on linear-type radial basis functions (RBF) can be regarded as a simple and approximate
technique to be applied in preliminary or early stages of the planning. Additionally, the
estimate results accurate (high linear correlation coefficient) when the sub-sample is drawn
from an area in which there are several close observations.
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Figure 9. Cross validation of the linear-type RBF model of a execution being r = 0.60.
5. Conclusions
The traffic volume data is very useful information for the management of road infras-
tructures. More specifically, the annual average daily traffic becomes the most employed
and useful variable around the world. It is used for geometric design of highways, for pave-
ment design, and maintenance and rehabilitation strategies optimization. Therefore, know-
ing the exact value in each road segment is essential for any highway administration.
Clustering analysis was conducted using data for the count stations of the three
provinces of the Basque Autonomous Community (BAC). The annual average daily traffic,
the annual average daily heavy traffic, the number of lanes, and the speed limit were
considered. Three clusters were obtained. This grouping technique is useful for identifying
the real importance of each road segment, as a function of the real traffic volume it has
and not based on other criteria, which cannot show the actual relevance of the section.
This grouping could be useful also for the estimation process if stations were efficiently
grouped spatially, which does not happen in this case.
The data about the volume of traffic intensity is, therefore, very valuable information
for the administration of road infrastructures. However, obtaining accurate information for
the entire network is very difficult. For that reason, the application of prediction techniques
can be very helpful to improve the data obtained by the traffic count stations. Geostatistics
techniques as kriging interpolation methods are the most appropriate ones to perform these
analyses. This study also shows that interpolation methods based on linear-type radial basis
functions (RBF) can be used as a preliminary method to estimate the annual average daily
traffic. Nevertheless, in points separated by hundreds of kilometers from the count stations,
the results are not very accurate. This analysis can be improved in subsequent works
grouping the variable of interest into small estimation domains and making directional
estimates reflecting anisotropies afterwards.
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