Abstract. D. Dimitrov [5] has posed the problem of finding polynomials that set the sharpness of the Koebe Quarter Theorem for polynomials and asked whether Suffridge polynomials [10] are optimal. We disprove Dimitrov's conjecture for polynomials of degree 3, 4, 5 and 6. For polynomials of degree 1 and 2 the conjecture is obviously true. On the way we introduce a new family of polynomials that allows us to state a conjecture about the value of the Koebe radius for polynomials of a specific degree. This article is a continuation of the research started in [6] .
Introduction
Geometric complex analysis has arisen from two fundamental statements: the Koebe Quarter Theorem and the Bieberbach Conjecture. Koebe's theorem states that for any function f ∈ S the image f (D) contains a disc of radius 1/4, where D = {|z| < 1} and S = {f (z) : f (0) = 0, f ′ (0) = 1, f (z) is univalent in D}. The Bieberbach Conjecture says that |a k | ≤ k for all k = 1, 2, . . . where f ∈ S and the a k are the Taylor coefficients of f . For many decades this conjecture was a driving force of the development of geometric complex analysis. Many outstanding mathematicians contributed through partial solutions until it was resolved in full generality by Louis de Brange in 1984.
Both theorems offer sharp bounds as the so-called Koebe function
is an extremizer for both statements. One can see that the radius 1 4 in Koebe's theorem is optimal, as also is the estimate |a k | ≤ k in de Brange's result.
A natural question is whether the constant 1/4 as well as the estimate |a k | ≤ k can be improved for polynomials of a specific degree and what would be a polynomial analogue of the Koebe function. Say, for polynomials of the first degree the constant is trivially 1; a simple computation demonstrates that for polynomials of degree 2 it is 1/2. The task was formalized by Dimitrov who asked: the derivative of a function univalent in D has roots outside D, Vieta's theorem implies the estimate on the leading coefficient
Since the coefficients of the Koebe function increase, the truncation is not a univalent in D polynomial. Unfortunately, the variety of known polynomials univalent in D is quite limited. The estimate (1) suggests considering the polynomials A N (z) = N k=1 1 k z k . These are partial sums of the function − log(1 − z) which is univalent in D. They were proven to be univalent in D by G. W. Alexander in the milestone paper [1] . For these polynomials, |A N (−1)| ≥ 
These again indicate that the constant 1 2 might be sharp in general. Certainly, we need more polynomials to test. However, to construct new extremal univalent polynomials is a quite challenging task.
Returning to the Koebe function, we should recall that it is extremal for the Bieberbach conjecture and has increasing coefficients, while the coefficients in the above examples are decreasing. A powerful idea of Ted Suffridge [10] was to multiply the Fejér coefficients by the sine factor sin πk N +1 , making the new coefficients increase up to some level. He introduced a remarkable family of extremal polynomials
which turn (1) into equality. He proved that they are univalent in D. Below instead of S N,1 (z) we will simply write S N (z). Also, Suffridge showed that whenever p N (z) is a polynomial in S with real coefficients and |a N | = 1/N , the remaining coefficients of p N (z) are also dominated by the coefficients of S N (z).
Moreover,
hence these polynomials indicate that 1/4 is asymptotically sharp for the polynomial version of the Koebe Quarter Theorem (cf. [3] ). Thus, Suffridge polynomials may be considered as a counterpart of the Koebe function. Note that the value |S N (−1)| is the smallest distance from the image of the unit circle to the origin for polynomials S N (z), but only for even degree. For polynomials of odd degree the infimum inf{|S N (z)| : |z| = 1} is not achieved at z = −1, but at a different point ξ such that S ′ N (ξ) = 0 [6] (see Fig. 1 ). However, our numerous attempts to confirm Dimitrov's conjecture have failed. We have got a growing feeling that maybe some other polynomials could beat out the Suffridge ones. But how to get them?
New polynomials
We have analyzed the way the Suffridge polynomials emerged. They came out as multiplier operators with some sine multipliers applied to the Fejér polynomials. In turn, the Fejér polynomials arose as a solution of the following extremal problem.
Let f N (t) = 1 + a 1 cos t + · · · + a N cos N t ≥ 0. Then f N (t) ≤ N + 1 and the Fejér polynomials are extremal here. Their coefficients can be computed from the Fejér-Riesz representation
Furthermore, for the trigonometric polynomial F N (t) = 1 + 2 N k=1 a k cos kt the following Fejér inequality is valid: |a 1 | ≤ 2 cos π N +2 , and here the extremal polynomials are the Egérvary-Szász polynomials [7] 
cos kt.
They can be written in the following form [2] : 
. Now, let us apply the same approach to the Egerváry-Szász polynomials, i.e. multiply the coefficients (2) by sin kπ N +1 and introduce the new polynomials
Below are some examples: 
Theorem 1. The following representation is valid for t ∈ (0, π), t = 2π N +2 :
Proof. We begin with
Having in mind that
we can sum to N + 1. A further modification produces
An important observation is that
where S N +1,2 (z) is the second Suffridge polynomial of order N + 1. By using formula (5) in [10, p. 496] for n = N + 1 and j = 2 we get
Meanwhile,
t .
By combining both formulas, we get the formula in the theorem.
Note that the right hand side of (4) has removable singularities, thus it is in fact a trigonometric polynomial.
Theorem 2. The following representation is valid for
The Theorem 2 can be directly verified by tedious standard computations.
Further, in order to better understand the behaviour of P N , we will pull back its norm to R + 0 via the Weierstrass map. The pull back,
allows us to study a single period of the function.
Proof. Indeed, taking the imaginary part we get
2 .
Since ℑ(P N (e it )) ≥ 0 on [0, π], the monotonicity of R N (x) in x implies the monotonicity of |P N (e it )| in t which implies that P N (z) takes no value more than once on ∂D, thus the polynomial P N (z) is univalent in D (cf. [11, 6.4.5, p. 201] ). Furthermore,
Univalence for small N
Our first observation is that R N (x) is of the form
where T N is an even polynomial of degree 2(N −1). Indeed, one shows by induction that cos(n arctan x) (or sin(n arctan x)) is a rational function of the form
where c n is a polynomial. An ugly but elementary computation implies then that R N is of the form shown in equation (7).
The benefit is that the monotonicity can now checked by a deterministic algorithm: by using a Sturm sequence one can count the real roots of the numerator of the derivative of R N (x):
This allows us to determine the univalence of the function P :
4.1. The case N = 1. In this case T 1 (x) = 4, thus the Koebe radius is 1.
4.2.
The case N = 2. In this case T 2 (x) = 9 + x 2 , and the Koebe radius r 2 is |P 2 (−1)| = 1/2.
4.3.
The case N = 3. In this case the polynomial P 3 (z) is univalent again. As ∆ 3 is quadratic, is easy to check that R 3 is decreasing. on R + . This implies the estimate r 3 ≤ |P 3 (−1)| = 3− √ 5 2 = 0.382 . . . for the Koebe radius. Note that for the Suffridge polynomial we have |S 3 (−1)| = 0.3905 . . . and the minimal distance from the image of the unit circle to the origin is 0.3849 . . . [6] . These estimates imply a negative answer to Dimitrov's question for cubic polynomials.
4.4. The case N = 4. In this case the polynomial P 4 (z) is univalent (see [4] ). We have T 4 (x) = 4 9 x 2 + 9 x 4 − 2x 2 + 9 (This can also be seen from ∆ which is biquadratic) The discriminant is −37.13 . . . , therefore the smallest value for R 4 (x) is at −1, which implies r 4 ≤ |P 4 (−1)| = 1/3.
