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Resumen. Con el objetivo de detectar el fraude contable en la información financiera, esa investigación 
intenta abordar el trabajo agotador e inexacto que enfrentan los gerentes y auditores al analizar la 
información financiera. En este sentido, el propósito principal es predecir el fraude en los informes 
financieros y específicamente, - Identificar el grado en que los índices contables son precisos para detectar 
el fraude contable en los informes financieros, - Identificar en qué medida los datos contables primarios 
son precisos para detectar el fraude. contabilidad en informes financieros, - Identifique qué método dentro 
del modelo de aprendizaje automático predice mejor el fraude contable en los informes contables, y - 
Contribuya en la literatura a la posibilidad de utilizar no solo cifras clave contables sino también 
información contable primaria como datos de entrada en análisis de pronósticos de fraude contable como 
objetivos específicos. El análisis consiste en utilizar la regresión logística “Logistic Regression”, la red 
neuronal artificial “Artificial Neural Network”, el algoritmo vecino Kth más cercano “K-nearest Neighbor 
algorithm”, la máquina de vectores de soporte “Suport Vector Machine” y la tabla de decisión “Decision 
Table”. Se descubrió que el método de regresión logística es el mejor y el uso de líneas contables como 
variables independientes con el mismo método es mejor que las razones financieras comúnmente utilizadas. 
 
Palabras clave: detección de fraude contable, informes financieros, aprendizaje automático, cifras clave 
de contabilidad, datos contables primarios. 
 
 
 
FRAUD’S PREVISION ON FINANCIAL STATEMENT USING 
MACHINE LEARNING 
 
Abstract. Seeking to detect accounting fraud in financial reporting, this study attempts to solve the problem 
of exhaustive and imprecise work that managers and auditors face in analyzing financial reports. In this 
sense, the main objective is to predict fraud in financial reports and esfecificaly, - Identify the extent to 
which accounting ratios are accurate in detecting accounting fraud in financial reports, - Identify the extent 
to which primary accounting data are accurate in detecting accounting frauds in financial reports - Identify 
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which method within the machine learning model best predicts accounting fraud in the accounting reports 
and - Contribute in the literature to the possibility of not only using the accounting ratios, but also the 
primary accounting information as input data in the analyzes of predicting accounting fraud as specific 
objectives. The analys consists in exploring the Logistic Regression, Artificial Neural Network, K-nearest 
Neighbor algorithm, Support Vector Machine, Decision Table methods. It was fund that logistic regression 
with raw accounting data out perform other methods and tradicional variables as accounting ratios. 
 
Keywords: Accounting fraud detection, Financial reporting, Machine learning, Accounting ratios, Primary 
accounting data. 
 
 
 
PREVISÃO DE FRAUDES EM RELATÓRIOS CONTÁBEIS À LUZ 
DO APRENDIZADO DE MÁQUINA 
 
Resumo. Buscando detectar as fraudes contábeis em relatórios financeiros, esse estudo tenta resolver o 
problema de trabalho exaustivo e de imprecisão que os gestores e os auditores enfrentam ao analisar os 
relatórios financeiros. Nesse sentido, o objetivo principal é de prever fraudes em relatórios financeiros e 
especificamente,  - Identificar até que ponto os índices contábeis são precisos na detecção de fraudes 
contábeis em relatórios financeiros, - Identificar até que ponto os dados primários contábeis são precisos 
na detecção de fraudes contábeis em relatórios financeiros, - Identificar qual método dentro do modelo de 
aprendizado de máquina prevê melhor as fraudes contábeis nos relatórios contábeis e - Contribuir na 
literatura com a possibilidade de não usar apenas os índices contábeis, mas também as informações 
contábeis primárias como dados de entrada nas análises de previsão de fraudes contábeis como objetivos 
específico. A análise consiste em usar os métodos Regressão logística “Logistic Regression”, Rede neural 
artificial “Artificial Neural Network”, Algoritmo K enésimo visinho mais próximo “K-nearest Neighbor 
algorithm”, Máquina de suporte vectorial “Suport Vector Machine”, e Mesa de decisão “Decision Table”. 
Foi achado que o método de regressão logística é o melhor e o uso de linhas contábeis como variáveis 
independentes com o mesmo método é melhor do que os índices financeiros usualmente usados. 
 
Palabras clave: Detecção de fraudes contábeis, Relatórios financeiros, Aprendizado de máquina, Índices 
contábeis, Dados contábeis primários. 
 
 
 
 
Introdución 
En los países en desarrollo los fraudes contabiles combinados con la corrupción son 
el origen del enriquecimiento ilícito de várias instituciones y de la pérdida del capital de 
varios investidores; los fraudes en demostraciones financieras (FDF) son capaces de 
afectar negativamente las grandezas económicas de un país entero (Wuerges & Borba, 
2014). Distorciones relevantes en los reportes contabiles, que son objetos de auditoria e 
intencionales son considerados fraudes (AICPA SAS 99, 2013). Debido a la falta de ética 
de los auditores y de la debilidad del control del sistema, la probabilidad de fraudes que 
se identifican son pocas y si se llegan a identificar la sanción no parece tener el objetivo 
de reparar el daño causado. De esta forma el mercado se vuelve un ambiente desigual en 
donde los fraudadores son vencedores y los que respetan las reglas, las leyes y las normas 
terminan perdiendo. Ello debe ser evitado por las empresas porque las consecuencias son 
severas, por ejemplo: la pérdida de integridad, de credibilidad y de transparencia del 
procesamiento de los reportes contabiles, de la empresa y del profesional emisor, eso 
destruye carreras profesionales. Los fraudes afectan también el mercado generando una 
pérdida de confianza entre participantes en el mercado como un todo, afectando 
negativamente la eficiencia del mercado, se aumentan los costos judiciales. De esa forma 
afectan también el crecimiento de la economía (Vlad, Tulvinschi & Chiriţă, 2011). 
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Los fraudes corporativos no afectan solamente los creedores o los accionistas de 
las empresas, sino que también afectan a los clientes, los proveedores, otros 
inversionistas, todo el mercado, por lo tanto el gobierno: toda la economía (Hung, Wong 
& Zhang, 2015). En los países desarrollados como en los países en desarrollo es muy 
difícil detectar los fraudes financieros en los reportes contables; generalmente los fraudes 
son detectados después de sospechas del impacto del crimen (Dyck, Morse & Zingales, 
2005). Teniendo en cuenta esa situación, la investigación intenta encontrar una solución 
a los problemas de imprecisión y de retrasos en las detecciones de fraudes financieros en 
reportes financieros de las empresas listadas en el mercado financiero. Las consecuencias 
pueden llegar a un nivel nacional o incluso internacional, minimizando la fiabilidad en 
los mercados de capitales, dejándolos menos eficientes (Vlad, Tulvinschi & Chiriţă, 
2011). Ese estudio se motiva a tener participación en la armonización del mercado, 
contribuyendo en la detección rápida y precisa de fraudes financieros, devolviendo al 
mercado la eficiencia y la confianza, posibilitando un ambiente éticos y riguroso en la 
aplicación de las normas, leyes, etc… En base a estudios recientes, esa investigación se 
justifica también por el hecho de contribuir a la literatura, a los gestores, auditores y al 
mercado con la posibilidad de no usar únicamente los índices contables, pero también las 
informaciones contables primarias como datos de entrada en análisis de previsión de 
fraudes contables. Considerando que el objetivo de la auditoria no es solamente 
identificas los fraudes, como analizar los reportes a fondo, de modo a identificar fraudes 
en poco tiempo (Bao; et. al., 2015).O objetivo da pesquisa é de Verificar a efetividade os 
métodos do aprendizado de máquina na detecção de fraudes em relatórios financeiros e 
específicamente, de identificar até que ponto os índices contábeis são precisos na 
detecção de fraudes contábeis em relatórios financeiros, identificar até que ponto os dados 
primários contábeis são precisos na detecção de fraudes contábeis em relatórios 
financeiros, identificar qual método dentro do modelo de aprendizado de máquina prevê 
melhor as fraudes contábeis nos relatórios financeiros e propor uma função de 
probabilidade de um relatório financeiro seja fraudado. 
Los fraudes financieros son influenciados por algunas fuerzas (Actitudes o 
racionalización), razones o presión y oportunidades del ambiente, sean institucionales o 
individuales, formando el llamado triángulo del fraude (Report of the National 
Commission on Fraudulent Reporting, 1987). Según Wells (2011), el primer vertice o el 
primer lado del triángulo representa las presiones o razones que llevan a cometer fraude 
financiero, el segundo vértice o segundo lado del triángulo representa la oportunidad que 
se presenta para cometer el fraude y el tercer vértice o tercer lado del triángulo representa 
la racionalización o actitudes, formando el llamado “triángulo del fraude”. 
Según Mackevičius & Ragauskiene (2011), la prevención al fraude es un proceso 
complejo y continuo y su objetivo es estar atento a las prácticas, eventos o actividades 
que escapan al modelo establecido. El primer paso en la prevención de fraudes es de 
formar un buen equipo de auditores, educar a los empleados, los clientes, los proveedores 
y otros stakeholders en que se pueden identificar (detectar) todas las formas posibles de 
fraudes, para poder evitar justo al inicio sus impactos (Albretch et al. (2008). Según 
Mackevičius & Ragauskiene (2011), cinco acciones principales son necesarias en la 
preparación del sistema de prevención a los fraudes, estas son: estar siempre preparado 
para todo tipo de fraude; diagnosticar a tiempo y de forma continua los casos, las formas 
y los medios de fraudes; tener actitudes para detectar posibles fraudes, analizar casos de 
fraudes anteriores y actuar con el fin de evitar que se repitan y estar consciente de que no 
todos los casos de fraudes son detectados y divulgados. 
Según Levi & Burrows (2008), los costos de fraudes son severos y son pérdidas: 
pueden ser pérdidas directas, es el caso de las pérdidas de recursos fraudados, son 
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llamados de costos de transferencias (trasferencia de la víctima al que comete el fraude) 
o pérdidas en recursos materiales, humanos o inmateriales (estos tres últimos 
generalmente están ligados a los fraudes no financieros), las pérdidas indirectas son las 
consecuencias de las directas y pueden ser la razón de la caída en el número del volumen 
de ventas, pérdida de clientela, baja en el resultado de las actividades, etc… 
En Brasil, Silva at. Al (2012) hicieron un análisis comparativo de los escándalos 
contables ocurridos en Brasil y en los Estados Unidos de América en el periodo de 1991 
hasta 2010. Se descubrió que el fenómeno no tiene las mismas características en los dos 
países. Pese a que el estudio demuestra que los escándalos contables ocurren 
frecuentemente en empresas de capital abierto que en empresas de capital cerrado en los 
EUA con una proporción de 100%, diferentemente en Brasil, los fraudes ocurren en 
empresas de capital abierto a una proporción de solo 42.1%. Bien como el análisis de la 
característica anterior, al analizar el porte de las empresas de auditoria se concluyó que 
en EUA las empresas de gran porte y reconocidas internacionalmente son 90,9% de las 
veces autores del parecer que detectó los fraudes contra solo 31,6% en Brasil. De la 
detección de los fraudes, el estudio demostró que la mayor parte de las empresas cerraron 
las actividades en Brasil con una proporción de 57,9% contra 24,2% en los EUA. Sin 
embargo en los dos países se demostró que los casos de fraudes contables ocurren menos 
en instituciones financieras que en instituciones no financieras. En el estudio de Murcia 
y Borba (2007), se concluyó que la falta de control interno adecuado no es la principal o 
la única causa de fraudes en las instituciones. Hay varios elementos (red flags) que 
deberían ser observados con atención a fin de detectar o evitar fraudes. Son las red flags 
como: Estructura organizacional o de línea de autoridad compleja de la entidad, 
Existencia de conflictos de intereses o de desentendimiento entre accionistas y 
administradores, Existencia de una rotación anormal de personas clave en los áreas 
financieros, contables, de auditoria interna, Alta competitividad en el sector o industria 
de la entidad, la entidad tiene inversiones significativas en la línea de un producto o en 
un sector de actividad pasible a innovaciones o a un cambio rápido, la mayor parte de los 
ejecutivos es nueva o no tiene experiencia, la remuneración o gran parte de ella está 
relacionada a la ganancia operacional, financiera o al precio de las acciones, la entidad 
presenta un alto índice de incumplimiento, la entidad es altamente dependiente de un 
cliente, proveedor o de un producto, el capital de giro de la entidad no es considerado 
suficiente para financiar las operaciones, números, significativos de transacciones con 
entidades no auditadas o auditadas por la misma empresa, la entidad cambia de auditoria 
constantemente, etc… 
Al explorar las técnicas de clasificación del modelo de minería de datos, en la 
detección de entidades que usan reportes financieros fraudulentos, Kirkos, Spathis y 
Manolopoulos (2007) investigaron los métodos de Decision Trees (DT), Neural Networks 
(BN). Se concluyó que el método BN es el mejor clasificando correctamente 90.3% la 
muestra de 76 empresas de manufactura de Grecia que publicaron reportes fraudulentos. 
Bao, Ke, Li e Zhang (2015) estudiaron la combinación (entre el método de SVM 
y los tipos de variables) más precisa en la detección de fraude en reportes financieros. 
785 empresas de EUA autoras de reportes financieros fraudulentos fueron estudiadas en 
el periodo de 1979 a 2008. El estudio concluyó que el método de trasgresión usando las 
líneas directamente obtenidas de los reportes como variables presentó el mejor resultado 
que considerando los índices contables. El método unificado del modelo SVM presentó 
también el mismo resultado. Los autores argumentan que al usar los índices contables 
como se usa tradicionalmente como variables de análisis, muchas informaciones 
importantes se pierden y el análisis termina no siendo muy fiel a la muestra, de esa forma 
son los pioneros a proponer esa perspectiva. 
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Con una muestra de 40 reportes fraudados y 125 reportes no fraudados y usando 
el método de regresión linear, los autores intentaron identificar el/los índice/s financiero/s 
más sensible/es a fraudes. Kinapickiene e Grundiene (2015) usaron 51 índices como: 
ganancia bruto/ ventas, ganancia operacional/ ventas, LAJIR/ventas, LAIR/ventas, 
ganancia líquida/ ventas, ganancia líquida/ ganancia bruta, ganancia bruta /activo total, 
ganancia líquida/activo total, LAIR/capital propio, ganancia líquida/ capital propio, LAIR 
pasivo circulante, reversa/ ganancia líquida, activo circulante/pasivo circulante, (activo 
circulante – inventarios)/pasivo circulante, inventarios/ganancia líquida, caja/total de las 
obligaciones (deudas + obligaciones financieras), cajas/deudas circulantes, capital de giro 
(activo corriente – pasivo corriente)/activo total, total de las obligaciones/activo total, 
deuda total/activo total, deuda de largo plazo/activo total, pasivo circulante/activo total, 
capital propio/activo total, total de las obligaciones/capital propio, deuda total/capital 
propio, deuda de largo plazo/capital propio, activos permanentes/obligaciones de largo 
plazo, inventarios/ventas, costos de ventas/inventarios, cuentas a recibir/ventas, 
ventas/activo total, vendas/capital propio, ventas/deuda total, costo de ventas/ventas, 
gastos operacionales/ventas, activos fijos/activo total, activo circulante/activo total, 
(inventarios + cuentas a recibir) /activo total, inventarios/activo total, cuentas a 
recibir/activo total, caja/activo total, inventarios/activos circulantes, caja/activos 
circulantes, reserva/activo total, ganancia/capital propio, pasivo circulante/obligaciones 
totales fueron usados para el análisis. Fue identificado que los índices: inventarios/activo 
total, ventas/activo total, obligaciones/activo total y caja (disponible)/pasivo circulante 
son los índices sensibles a las fraudes en los reportes financieros. Por fin, los autores 
propusieron una ecuación de cálculo de la probabilidad de que un reporte financiero este 
fraudado dada por: 𝑃= 11 + 𝑒!,#$%&',($)*+,-.,/01+2304/+-2/2/05 6	&	8,8(9* -.,/0304/+-2	/2/056&',#$$:2;5+<04+2,.3	/2/05.304/+-2	/2/05 =&>,9)$: 40?0@03+-2	4+14A50,/.= 
 
Sorkun y Toraman (2017) exploraron a uso dos métodos de minería de datos para 
detectar fraudes en reportes financieros en Turquia. Usando una muestra de 72 reportes y 
los métodos LR, ANN, KNNA, SVP, DS, M5PT, J48T, RF y DT, el estudio hizo una 
comparación del índice de precisión de asertividad entre los métodos de aprendizaje de 
máquina, a saber: ANN, LR, KNN, SVM, DS, M5PT y DT de una parte y de otra parte, 
usando todos los métodos de clasificación. Se concluyó que el método DS es el más 
preciso en los dos experimentos, por lo tanto es el método recomendado para detectar 
fraudes en reportes financieros. El porcentaje de asertividad de la recomendación no 
convenció mucho a los autores, por eso se sugirió que otros métodos de aprendizaje 
profundizados podrían ser más precisos que la recomendación del estudio.  
Varios estudios realizados alrededor del mundo, después de analizar varios 
métodos, sugieren un método de los analizados basándose en las precisiones obtenidas 
probando los métodos. En la mayor parte de las veces esas recomendaciones entran en 
conflicto ya que un método recomendado por uno o varios estudios es rechazado por otro 
o varios otros estudios. En su estudio, detección de fraudes en reportes financieros en el 
mercado turco usando las técnicas de minería de datos, “fraud detetction on financial 
statements using data mining techniques”, Shorkun y Toraman (2017) probaron los 
métodos de regresión linear “Linear Regression” (LR), ANN, el algoritmo K enésimo 
vecino más cercano “K-nearest Neighbor algorithm” (KNNA), máquina de suporte 
vectorial “Suport Vector Machine” (SVM), tronco de decisión “Decision Stump” (DS), 
árbol M5P “M5P Tree” (M5PT), árbol J48 “J48 Tree” (J48T), floresta aleatoria, “Random 
Forest” (RF) y la mesa de decisión “Decision Table” (DT), recomendaron el método DS 
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por tener el menor error posible y por clasificar mejor los reportes fraudados. Antes, Ata 
y Seyreck (2009), en su intento de detectar fraudes en los reportes financieros de las 
empresas de producción en Turquía  probando solamente los métodos DT y ANN, 
recomendaron el método ANN que sería rechazado ocho años después en favor del 
método DS. Kirko et al. (2007), al probar el árbol de decisión (Decision Trees) (DT) la 
red neural artificial “Artificial Neural Network” (ANN) y la red bayesiana “Bayesian 
Network” (BN) buscando identificar empresas griegas que publicaron reportes 
financieros fraudados, propusieron BN como el método más preciso. Los tres estudios 
usados como ejemplo de divergencia respecto a la decisión del método para detectar 
fraudes financieros, bien como varios estudios, usaron los índices financieros y contables 
como datos de entrada en sus análisis. 
 
 
Método 
Los datos de entrada para los análisis serán extraídos de reportes financieros anuales y/o 
trimestrales divulgados por compañías listadas en la BOVESPA y que fueron objetos de 
determinación de nueva hechura o publicación por la CVM; esos datos representan las 
variables originarias de reportes fraudulentos y representarán 50% de los datos. Los otros 
50% vendrán de los llamados reportes financieros no fraudulentos que consisten en 
cualquier reporte que no se encaje en la primera categoría de los reportes hasta el día dos 
de enero de 2019. Los reportes en donde haya determinación de nueva hechura o 
publicación sean comunicados entre 2000 hasta 2018 son las fuentes para la formación 
de la muestra. 
 Los datos analizados son de dos categorías, la primera representa los datos 
primarios provenientes directamente de los reportes financieros: Caja y Equivalente de 
Caja (C); Total a recibir (TR): es la suma de las cuentas a recibir a corto plazo y a largo 
plazo; A Recibir Estimado o Dudoso: esa variable no será considerada en los análisis de 
este estudio; Stock (S): todavía considerado como inventario, es el valor total del stock 
de mercaderías en el fin del periodo del balance; Inversiones de Corto Plazo (ICP): son 
título de corto plazo a recibir o a recuperar; Activo Circulante (AC): según la CVM n° 
488/2005, es el conjunto de bienes y derechos que pueden ser convertidos fácilmente en 
dinero a corto plazo (menos de un año); Propiedad, Inmovilizados y Equipos (PIE): son 
propiedades tangibles e intangibles de la entidad; Inversiones y Adelantos de Largo Plazo 
(IALP): son títulos y adelantos a proveedores de largo plazo (más de un año); Activo total 
(AT): es la suma total de los bienes y derechos de la entidad; Cuentas a Pagar (CP); 
Deudas de Corto Plazo (DCP); Impuesto de Renta a Pagar (IRP): es la suma de todos los 
impuestos de renta y contribuciones a pagar en corto plazo; 
 Compromiso de alquiler de como mínimo 1 año: esa variable no será considerada 
en los análisis de este estudio; Pasivo Circulante (PC): es la suma total de las deudas y 
cuentas a pagar en corto plazo (CVM n.° 488/2005); Deudas de Largo Plazo (DLP); 
Deuda Total (DT): aun llamado de pasivo exigible, es la suma total de deudas, préstamos 
y cuentas a pagar sean estas a corto o largo plazo (Matarazzo, 2008); Capital Social (CS); 
Acciones Preferenciales: esa variable no será considerada en los análisis de este estudio; 
Reservas de Ganancia (RG); Recetas de Ventas (RV); Costo de Mercancías Vendidas 
(CMV); Depreciación y Amortización (DA); Gastos Generales y Administrativos (GGA); 
Recetas Financieras (RF): son intereses y recibidos; Gastos financieros (GF): son 
intereses pagados; Impuesto de Renta (IR): es el impuesto de renta total; Impuesto de 
Renta Diferido (IRD): es el impuesto de renta reconocido y a pagar; Resultado Antes de 
los Productos Extraordinarios (RAPE): es la ganancia operacional antes de los tributos 
sobre la ganancia (Matarazzo, 2008); Ganancia Líquida o Pérdida (GL/P); Flujo de Caja 
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Líquido (FCL): considerado como el derecho de los propietarios del patrimonio líquido, 
de los accionistas preferenciales y de los financiadores, es calculado de la siguiente forma: 
Ganancia antes del pago de intereses e impuestos (EBIT) + Depreciación y 
Amortiguación + Gastos de Capital de Giro – Ganancias de Capital – Nuevas emisiones 
de la Deuda y créditos (Matarazzo, 2008); Precio de Cierre; Año Fiscal (PCAF): es el 
precio de cierre de las acciones de la empresa a fines del año fiscal del periodo 
considerado y Acciones Común  u Ordinarias (ACO): es el número de acciones comunes 
u ordinarias de la entidad. La segunda categoría es compuesta por índices financieros 
calculados a partir de las variables de la primera categoría: 
 Coeficiente de endeudamiento (DT/AT): es la razón entre la deuda total y el activo 
total. Presenta la proporción de activo total que es financiada con recursos de terceros 
(Kirkos at al., 2007; Matarazzo, 2008; Dalnial at al., 2014). El mejor valor de ese 
coeficiente se sitúa entre 0,4 y 0,6 (Gonçalves e Alves Dantas, 2015); Coeficiente de 
autonomía total (DT/PL): es la deuda total dividida por el patrimonio líquido (fondos 
propios) (Spathis at al., 2002; Kirkos at al., 2007 e Matarazzo, 2008). Cuanto más grande 
el coeficiente, más grande es el riesgo de incumplimiento de la entidad, por lo tanto, 
mayor sería su dificultad de encontrar futuros financiamientos (Gonçalves e Alves 
Dantas, 2015); 
 Coeficiente de liquidez propio (PL/AT): como índice de liquidez, el coeficiente 
es la razón entre el patrimonio líquido y el activo total. Una baja del coeficiente de 
liquidez propio puede ser una oportunidad o un incentivo para que los ejecutivos realicen 
fraudes en reportes financieros (Lenard y Alam, 2009 y Ravisankar et all. 2011); 
Coeficiente de Liquidez (ACP/PC): es la división entre el activo circulante y el pasivo 
circulante: Una baja liquidez puede ser una oportunidad o un incentivo para que los 
ejecutivos realicen fraudes en reportes financieros (Lenard e Alam, 2009 e Ravisankar et 
al. 2011). Cuanto más grande ese coeficiente, más grande la seguridad de la entidad en 
pagar sus deudas con los activos y de esa forma ganar la confianza de los creedores 
(Matarazzo, 2008); Giro del activo (Vend/AT): considerado como el índice de eficiencia 
de los activos, muestra cuantas veces el activo giró en el periodo. Es la relación entre las 
ventas y el activo total (Matarazzo, 2008). Ese índice puede ser considerado en la 
detección de fraudes en reportes financieros (Song e Sheng, 2014); Margen bruto 
(LB/Vend): mide el porcentaje de la ganancia bruta en las recetas. Ese índice es pasible 
de manipulación, por eso, debe ser considerado en la detección de fraudes en reportes 
financieros (Kirkos at al., 2014); Margen de ganancia antes de intereses e impuesto de 
renta (LAJIR/Vend): es la división de la ganancia antes de intereses e impuestos por 
ventas (Matarazzo, 2008); Margen líquido (LL/Vend): mide el porcentaje de ganancia en 
las recetas. Ese índice muestra la fuerza de la posición de la empresa en el mercado. Ese 
índice puede ser considerado en la detección de fraudes en reportes financieros (Song e 
Sheng, 2014); Regreso bruto de las inversiones (LB/AT): medido por la proporción de la 
ganancia bruta en el activo total. Ese índice es pasible de manipulación, por eso, debe ser 
considerado en la detección de fraudes en reportes financieros (Kirkos at al., 2014); 
Regreso de las inversiones (LL/AT): muestra cuanto la entidad tiene en relación a sus 
inversiones totales: es la ganancia líquida dividida por el activo total (Matarazzo, 2008). 
Un bajo regreso de inversiones puede ser una oportunidad o un incentivo para que los 
ejecutivos realicen fraudes en reportes financieros (Song e Sheng, 2014); Capital 
circulante sobre activo (AC/AT): indica la inversión realizada en el capital circulante con 
respecto a la inversión total (Matarazzo, 2008). Ese índice puede ser considerado en la 
detección de fraudes en reportes financieros (Song e Sheng, 2014); Giro de stock en 
ventas (Stk/Vent): aún llamado de plazo medio de pagos, indica la velocidad en que el 
inventario se renueva o un periodo de permanencia de un producto antes de las ventas; 
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normalmente se trata del stock final dividido por ventas (Matarazzo, 2008). En ese estudio 
será considerado el estaque final del periodo en vez del stock mediano; Giro del stock en 
activo (Stk/AT): indica cuanto la empresa vende con relación al activo total, es la 
proporción del valor del stock en activo total (Matarazzo, 2008); Giro de cuentas a recibir 
(CR/Vent): es la división de las cuentas a recibir al fin del periodo por recetas del periodo 
(Matarazzo, 2008); Regreso sobre el patrimonio líquido (LL/PL): mide la rentabilidad de 
la compañía con el dinero invertido por los accionistas, es la ganancia liquida dividida 
por el patrimonio líquido (Matarazzo, 2008); Coeficiente del stock por el pasivo 
circulante (Est/PC): mide cuanto el pasivo circulante está financiando la mercancía no 
vendida, es el valor de stock dividido por el pasivo circulante (Kirkos at al.; 2014); 
Coeficiente de ventas por activos no circulantes (Vent/ANC): mide la utilidad de los 
activos fijos en las actividades de la compañía. Es el valor de la venta dividido por el 
activo no circulante (activo inmovilizado o activo fijo) (Kirkos at al., 2014); Coeficiente 
de tesorería (Cai/PC): aun llamado de índice de liquidez inmediato, es la relación entre 
los medios líquidos disponibles y el pasivo exigible a corto plazo. Cuanto más grande ese 
índice, menor la rentabilidad y la eficacia de los exigibles a corto plazo y un coeficiente 
de tesorería menor demuestra la necesidad permanente de que la compañía recurra al 
endeudamiento para cubrir algunos costos (Matarazzo, 2008); Coeficiente de tesorería 
general (Cai/AC): es la disponibilidad en tesorería en la inversión de corto plazo (Kirkos 
at al., 2014); El peso de los recursos permanentes en el activo total (DLP/AT): mide el 
grado de financiación de las actividades de la compañía con recursos de terceros a largo 
plazo, es la suma de la deuda de largo plazo dividida por el activo total (Kirkos at al., 
2014); Prueba ácida ((AC/Stk)/PC): indica el grado de cobertura del pasivo circulante por 
medio de las disponibilidades y casi-disponibilidades sin necesidad de vender los stocks 
(Matarazzo, 2008). La segunda categoría es usada tradicionalmente como variable de 
análisis en la detección de fraude en reportes financieros (Wells, 1997; Feroz et al., 2000; 
Spathis at al., 2002; Lenard e Alam, 2009; Ravisankar et al., 2011, Bao; et. Al., 2015). La 
segunda categoría es usada tradicionalmente como variable de análisis en la detección de 
fraude en reportes financieros (Wells, 1997; Feroz at al., 2000; Spathis at al., 2002; 
Lenard e Alam, 2009; Ravisankar et al., 2011; Bao; et. al., 2015). 
En la primera colecta fueron identificados a determinación de rehacer y/o 
representar 62 demostraciones financieras emitidas por 49 compañías listadas en la 
BOVESPA. La CVM retrocedió en su decisión, archivando el proceso de rehacer y/o 
representar dos reportes de una empresa; por esa razón, los reportes de esa compañía no 
fueron considerados en la muestra. El reporte de la única institución financiera de la lista 
fue desclasificado de la muestra por el hecho de que el funcionamiento de instituciones 
financieras es diferente. Los 3 reportes de Perdigão agroindustrial S.A no pueden ser 
accedidos porque el sitio de la colecta de datos informa lo siguiente: “No hay 
informaciones disponibles para los parámetros seleccionados.”. Por fin, la muestra está 
constituida por 55 reportes financieros fraudados emitidos por 47 compañías; para cada 
reporte financiero fraudado, para fines de análisis, será agregado un reporte financiero no 
fraudado de la misma compañía (Kirkos at al., 2014). Considerando los cambios en las 
leyes, recomendaciones y orientaciones de la CVM, las demostraciones financieras de 
31/12/2017 serán consideradas como la primera opción de demostraciones financieras no 
fraudadas. En caso de que esa demostración sea objeto de la determinación de la CVM, 
la demostración inmediatamente anterior será considerada como segunda opción, y así en 
adelante. En algunos casos, la CVM determina rehacer y/o representar demostraciones 
financieras de más de un periodo; en ese caso, el reporte financiero no fraudado será 
elegido siguiendo la primera o la segunda opción; el segundo reporte no fraudado 
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correspondiente al segundo reporte fraudado de la misma compañía será elegido 
siguiendo la segunda opción y así en adelante. 
           Con el objetivo de simplicidad y de evitar duplicidad de informaciones, cada vez 
que la determinación de la CVM contempla a los reportes de fin de año y trimestrales, los 
reportes de fin de año serán considerados. Pocas veces la determinación contempló solo 
los reportes trimestrales; en esos casos, los reportes fueron considerados. De esa forma, 
tenemos 55 reportes financieros fraudados y 55 reportes financieros no fraudados, 
totalizando 110 reportes. Con las 50 variables identificadas, incluyendo la variable binaria 
que identifica si el reporte es fraudulento o no, el estudio analiza 5500 variables. 
 Usando el SPSS, los datos fueron analizados por los métodos de Regresión 
logística “Logistic Regression” (RL): La regresión es el método de análisis estadística 
más usado, que permite estudiar la relación entre una variable dependiente y varias 
variables independientes (Han e Camber, 2000).  Según Sharma e Panigrahi (2012), la 
regresión es uno de los métodos de aprendizaje de máquina para detección de fraude. La 
regresión logística es la más usada por clasificar mejor los reportes fraudados entre los 
modelos de regresión con un porcentaje de certidumbre de hasta 95,1% Kotsiantis at. al 
(2007). 
 Red neural artificial “Artificial Neural Network” (ANN): Según Han y Camber 
(200), la ANN es asociada a un conjunto de neuronas interconectadas y funcionando 
conjuntamente en el procesamiento de informaciones de tal manera que cada neurona 
recibe de otras neuronas una señal, y el conjunto total de información recibido (dato 
primario) es procesado; si el tamaño de la información recibido excede su tamaño de 
procesamiento, la parte excedente es transferida a otras neuronas conectadas. Según los 
autores, el total de informaciones primarias recibidas por la neurona j es:  𝒖𝒋 =	∑𝒘𝒊𝒋 ∗ 	𝒙𝒊   
Com: 
- 𝒙𝒊 : informaciones primarias recibidas de la neurona 𝑖 por la neurona 𝑗 . 
- 𝒘𝒊𝒋 : es el peso de ligación entre las neuronas 𝑖 y 𝑗. 
 
Según Sharma e Panigrahi (2012), el ANN es un método que tiene muchas 
ventajas comparativas; es adaptable, tiene capacidad de procesar modelos robustos y 
complejos y permite el cambio del proceso de clasificación con tamaños distintos de 
inputs. Según Fanning y Cogger (1998), la detección de reportes financieros fraudados 
usando ANN es más precisa que usando el modelo de regresión logística. El diagrama a 
seguir muestra el funcionamiento de método. 
Algoritmo K enésimo vecino más próximo “K-nearest Neighbor algorithm” Mesa 
de decisión “Decision Table” (KNN): Según http://www.sthda.com/ english/articles/35-
statistical-machine-learning-essentials/142-knn-k-nearest-neighbors-essentials/, el KNN 
es un método simple de aprendizaje de máquina usado para clasificación y regresión, para 
eso, la metodología empieza a identificar el k más similar entre las observaciones de 
entrenamiento para una nueva observación. 
 Árbol de decisión “Decision Tree” (DT). La DT es una metodología construida 
como un árbol fragmentado (dividiendo la población en varias muestras homogéneas) el 
procesamiento en varios sub procesamientos donde el resultado de cada 
subprocesamiento es procesado nuevamente hasta encontrar el resultado final, el 
resultado de cada sub procesamiento representa la rama de árbol Han Camber (2000). 
Según https://www.analyticsvidhya.com/blog/2015/01/decision-tree-simplified/2/, al 
dividir la población en varias muestras homogéneas y que sea homogéneo a las otras 
muestras de esa misma población. La metodología es usada tanto para las clasificaciones 
de variables binarias y continuas. Es una ventaja por ser útil en la exploración de datos 
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(caso de ese estudio), no requiere mucha limpieza de la base de datos (no necesita corregir 
las observaciones extremas ni las variables no encontradas), las variables pueden ser tanto 
numéricas como categóricas y es una metodología no-paramétrica, es decir, la 
metodología no tiene ninguna asunción respecto al espacio de la distribución ni respecto 
a la estructura del clasificador. Sin embargo, como desventaja, la DT es abusiva a veces 
cuando subdivide a la población, pues todas las características de la población pueden 
estar presentes en los subgrupos más insignificantes; esta insignificancia puede 
caracterizar un sesgo en el resultado final para la población. En su procesamiento, al 
categorizar las variables en subgrupos, la DT pierde algunas informaciones cuando esta 
se trata de variables continuos. El concepto DT es representado en el grafico a seguir.
 Usando el R, los datos fueron analizados por el método de Maquina de soporte 
vectorial “Suport Vector Machine” (SVM): El SVM es una función del método de 
aprendizaje de la inteligencia artificial propuesto por Vapnik (1995). Con el propósito de 
distinguir observaciones en varias clases, el método permite hacer previsiones y 
clasificaciones basado en metodologías de divisibilidad linear y no linear. Según la 
metodología linear, considerando las observaciones (x1;y1), (x2;y2),...,(xl;yl) tal que x ε 𝐼𝑅#, y ε(1;-1) donde la x representa las variables independientes y la y la variable 
dependiente, para clasificar observaciones como 1 o –1 en un híper plano dado, el SVM 
funciona en la lógica de maximización de la distancia entre el vector (observación) 
considerada el vector más próximo en el super plano. De esa forma, la distancia entre los 
dos vectores es: 
yi(w,x) + b ≥1, i=1,...,l    
la ecuación de maximización de ese espacio es: 
 p(w,b) = min$!,&!'()𝑑(𝑤, 𝑏: 𝑥*) +	 min$!,&!')𝑑(𝑤, 𝑏: 𝑥*)		 
                       = min$!,&!'() |(-,$!)/0|‖-‖ 	+ 	 min$!,&!') 	|(-,$!)/0|‖-‖ 	  
                       = 2‖-‖ 
Maximizar la distancia entre dos vectores consiste en minimizar 𝜙(𝑤) = 	 )2 ‖𝑤‖2 el 
Lagrange es usado como el parametro de la elección del superplano de observación 
considerada.   𝑤∗ =	∑ 𝑎*4*') 𝑦*𝑥*    e     𝑏∗ = −	)2 	(𝑤∗,	𝑥5 + 𝑥6) 
Con 𝑥5 e 𝑥6 son son soportes vectorialis que hacen con que la variable independiente de 
las observaciones r y s sean respectivamente, -1 e 1 (en las consideraciones presentada). 
En caso de que la clasificación de la variable independiente señales como en esta 
consideração, se estudia la señal de la función f(x) definida por: 
  f(x) = señal((𝑤∗, 𝑥) + 𝑏) 
En caso de que la función sea incapac de hacer la clasificación, la siguiente función es 
considerada.  
t(x) = h(𝑤∗, 𝑥) + b com h(z) = = −1: 𝑧 < −1𝑧:−1 ≤ 𝑧 ≤ 1+1: 𝑧 > 1  
  
el modelo de clasificación no linear no será considerado en ese estudio.  
 
 
Resultados 
La clasificación de reportes como fraudulentos (0) o no fraudulentos (1) es presentada 
en la tabla 1, donde M1 designa la primer categoría de variables representada por los 
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elementos obtenidos directamente de los reportes y M2, la segunda categoría de variables 
que son los índices financieros. 
 
 
Tabla 1  
Métodos 
Categorias 
de 
variables 
Observacio
nes 
Previsiones % total 
de 
precision 0 1 
% de 
precision 
Logistic 
Regressio
n (LR) 
M1 0 47 8 85,50% 78,20% 1 16 39 70,90% 
M2 0 42 13 76,40% 78,20% 1 11 44 80,00% 
Artificial 
Neural 
Network 
(ANN) 
M1 0 13 9 59,10% 57,50% 1 8 10 55,60% 
M2 0 14 8 63,60% 55% 1 10 8 44,40% 
K = 3 
Nearest 
Neighbor 
(K-NN) 
M1 0 11 3 78,60% 54,30% 1 13 8 38,10% 
M2 0 16 0 100,00% 64,90% 1 13 8 38,10% 
Decision 
Table 
(DT) 
M1 0 9 46 16,60% 56,40% 1 2 53 96,40% 
M2 0 36 19 65,50% 65,50% 1 19 36 65,50% 
Support 
Vector 
Machine 
(SVM) 
M1 
0 11 6 64,71% 
63,89% 
1 7 12 63.16% 
M2 
0 11 12 47,83% 
47,22% 
1 7 6 46,15% 
Nota: Fuente: Autores 
 
 De los 55 reportes fraudulentos y 55 no fraudulentos, con M1, el método de 
regresión logística clasificó 47 como realmente fraudulentos y 8 como no fraudulentos 
erróneamente, 39 reportes fueron correctamente clasificados como no fraudulentos y 16 
fueron mal clasificados como fraudulentos, acumulando un porcentaje total de asertividad 
de 78,2%. Con los índices financieros (M2), el método de regresión logística clasificó 43 
como realmente fraudulentos y 13 como no fraudulentos. Con M2, el método clasificó 
correctamente, 76,40% de los reportes fraudulentos y 80% de los reportes no 
fraudulentos, con 76,80% de asertividad para el modelo. La regresión logística presentó 
la misma performance (78,2% de asertividad) en los modelos usando dos tipos de 
variables. Sin embargo, analizando por la óptica de la pertinencia de cada modelo, 
evaluado por el R², el M2 es mejor que el M1. Con el método DT, M2 presenta la mejor 
performance con un total de asertividad de 65,50%. 
Los métodos ANN, KNN y SVM requieren la subdivisión de la muestra en dos 
subgrupos (el primero consiste en probar el modelo y el segundo es la validación). El 
subgrupo de validación representa 36.36%, 31.82% y 32.73% de la muestra total del 
estudio, respectivamente, los tres métodos. 
        Analizando con el método ANN, M1 presenta el mejor resultado con una precisión 
del 57.50% con un R² del 98% mientras que el R2 de M2 es 78.70%. Al clasificar con 
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KNN y considerar k = 3, es decir, al comparar cada variable de cada observación con 3 
variables idénticas de diferentes observaciones, queda claro que con M2, la detección de 
informes fraudulentos es mejor con un 100% de precisión. En general, este modelo tiene 
una precisión del 64.90%. Con el método SVM y M1, la predicción de fraude es mejor 
con una precisión general del 63.89%. 
 
Discusion y conclusiones 
Analizando el grado de asertividad de un método a otro, el estudio concluye que 
el método de regresión logística es más eficiente entre los modelos de aprendizaje 
automático a diferencia de los hallazgos de Sorkum y Toraman (2017) donde SVM es el 
modelo más eficiente. 
Con respecto a la categoría de variables, no fue posible concluir qué modelo (M1 
o M2) tiene un mejor rendimiento. Diferente a Bao; et al. (2015) había estado 
demostrando; M1 tiene mejor rendimiento que M2. De los cinco métodos investigados, 
M1 tuvo un mejor rendimiento que M2 en solo dos casos, en otros dos casos con un 
rendimiento inferior y en un caso los modelos realizaron lo mismo en un caso. 
Al clasificar los métodos en clásico (LR y DT) y moderno (ANN, KNN y SVM), se 
concluye que M1 predice el fraude de informes financieros mejor que M2, que se usa 
tradicionalmente. 
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