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ABSTRACT. We review the basic properties of the degenerate and $sing\iota Uar$ evolution
equation
which is a parabolic version $oftheincreasi$ infinity
$u_{t}=(D^{2}u \frac{Du}{|Du|,ng1y})_{po^{\frac{Du}{pu1ar|Du|}}’}$
Laplace equation. Our
results include existence and uniqueness results for the Dirichlet problem, interior and
boundary Lipschitz estimates and a Harnack inequality. We also provide interesting
explicit solutions.
1. INTRODUCTION




(1.2) $\Delta_{\infty}u$ $:=(D^{2}u \frac{Du}{|Du|})\cdot\frac{Du}{|Du|}$
denotae the 1-homogenmus version of the very popular infinity Laplace operator. We will
review some basic $r\infty ults$ conceming existence, uniqueness and regularity of the solutions
of (1.1) \’etablished in ajoint work with Bemd Kawohl [21].
The original motivation to study (1.1) stems $kom$ the usefuln\’es of the infinity Laplace
operator in certain applications. The gmmetric interpretation of the viscosity solutions
of the $equation-\Delta_{\infty}u=0$ as absolutely minimizing Lipschitz extensions, see [3], [4], has
attracted considerable interaet for example in image procaesing and in the study of shape
metamorphism, see e.g. [6], [28], [8]. For numerical purpoees it has been necaesary to
cooider $ako$ the evolution equation corresponding to the inflnity Laplace operator; here
the main focus hae been in the asymptotic behavior of the solutions of this parabolic
problem with time-independent data, cf. [6], [29].
It turo out that (1.1) ako has avery $inter\infty ting$ thmry if viewed by itself and not just ae
an auxiliary equation connected to the infinity Laplacian. First, it is aparabolic equation
with principal part in non-divergence form that, unlike for example the mean curvature
evolution equation, $do\infty$ not belong to the class of “gmmetric” equations ($s\infty[7]$ for the
definition). Neverthel\’es it is used in such diverse applicatioo as evolutionary image
procaesing and differential gamae. $Mor\infty ver$ , atime dependent version of the tug-of-war
game of Per\’e, Schramm, Sheffield and Wilson [27] lea&to the backward-in-time $ve\infty ion$
of (1.1), see [5]. Secondly, in the case of aone spaoe variable, the equation (1.1) reduces
to the one dimensional heat equation, see Remark 2.2 below, and, rather surprisingly,
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there is a connection between these two seemingly very different equations also in higher
dimensions. Roughly speaking, the fact that the infinity Laplacian (1.2) is non-degenerate
only in the direction of the gradient $Du$ (and acts like the one dimensional Laplacian
in that direction) causes (1.1) to behave as the one dimensional heat equation on two
dimensional surfaces whose intersection with any fixed time level $t=t_{0}$ is an integral
curve of the vector field generated by $Du(\cdot, t_{0})$ . We utilize this heuristic idea for example
in the computation of explicit solutions and in some of the proofs.
The results presented in this paper can be summarized as follows. We begin with a stan-
dard comparison principle in bounded domains that implies uniqueness for the Dirichlet
problem. The existence of viscosity solutions with continuous boundary and initial data
is established with the aid of the approximating equations
$u_{t}= \epsilon\Delta u+\frac{1}{|Du|^{2}+\delta^{2}}(D^{2}uDu)\cdot Du$
and unifom continuity estimates that are derived by using suitable barriers. As regards
regularity, we prove interior and boundary Lipschitz estimates and obtain a Hamack in-
equality for the non-negative solutions of (1.1). Finally, following the work of Crandall et
al. [11], [12], we show that subsolutions can be characterized by means of a comparison
principle involving a “fundamental solution” of (1.1).
In addition to Caselles, Morel and Sbert [6], the infinity heat equation (1.1) has been
studied at least by Wu [29], who obtained a variety of interesting results closely related to
ours. Another parabolic version of the infinity Laplace equation
$u_{t}=(D^{2}uDu)\cdot Du$
has been investigated by Crandall and Wang in [11], and by Akagi and Suzuki in [2], but
we prefer (1.1) over this one because of the closer relationship with the ordinary heat
equation and the more favorable homogeneity. Moreover, (1.1) is the version that appears
in most of the applications. Observe that the classes of time-independent solutions of both
of these equations coincide with the infinity harmonic functions, see Corollary 3.3 below.
2. DEFINITIONS AND EXAMPLES
There is a by now standard way to define viscosity solutions for singular parabolic
equatioms having a bounded discontinuity at the points where the gradient vanishes. We
recall this definition below, and refer the reader to [16], [7] and [17] for its justification
and the basic properties such as stability etc.
For a symmetric $nx$ n-matrix $A$ , we denote its largest and smallest eigenvalue by $\Lambda(A)$





Deflnition 2.1. Let $\Omega\subset \mathbb{R}^{n+1}$ be an open set. An upper semicontinuous function $u$ :
$\Omegaarrow \mathbb{R}$ is a niscosity subsolution of (1.1) in $\Omega$ if, whenever ( $\hat{x},$ $t\gamma\in\Omega$ and $\varphi\in C^{2}(\Omega)$ are
such that
(1) $u(\hat{x},\hat{t})=\varphi(\hat{x},\hat{t})$ ,
(2) $u(x, t)<\varphi(x, t)$ for all $(x, t)\in\Omega,$ $(x,t)\neq(\hat{x},\hat{t})$
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then
(2.1) $\{\begin{array}{ll}\varphi_{t}(\hat{x}, t)\leq\Delta_{\infty}\varphi(\hat{x},\hat{t}) if D\varphi(\hat{x},\hat{t})\neq 0,\varphi_{t}(\hat{x},t)\leq\Lambda(D^{2}\varphi(\hat{x},\hat{t})) if D\varphi(\hat{x},\hat{t})=0.\end{array}$
A lower semicontinuous function $v$ : $\Omegaarrow \mathbb{R}$ is a viscosity supersolution of (1.1) in $\Omega$ if
$-v$ is a viscosity subsolution, that is, whenever $(\hat{x},t)\in\Omega$ and $\varphi\in C^{2}(\Omega)$ are such that
(1) $v(\hat{x},\hat{t})=\varphi(\hat{x},$ $t\gamma$ ,
(2) $v(x, t)>\varphi(x,t)$ for all $(x, t)\in\Omega,$ $(x, t)\neq(\hat{x},t\gamma$
then
(2.2) $\{\begin{array}{ll}\varphi_{t}(\hat{x}, t)\geq\Delta_{\infty}\varphi(\hat{x},\hat{t}) if D\varphi(\hat{x}, t\gamma\neq 0,\varphi_{t}(\hat{x},\hat{t})\geq\lambda(D^{2}\varphi(\hat{x},\hat{t})) if D\varphi(\hat{x},\hat{t})=0.\end{array}$
Finally, a continuous function $h:\Omegaarrow \mathbb{R}$ is a viscosity solution of (1.1) in $\Omega$ if it is both
a viscosity subsolution and a viscosity supersolution.
There are many equivalent variants of the definition above. One of them is given in
Lemma 3.2 below, and it implies, in particular, that in the case $D\varphi(\hat{x},\hat{t})=0$ we may
assume that $D^{2}\varphi(\hat{x},t)=0$ as well. Such a relaxation is very useful in some of the proofS
of this paper.
Remark 2.2. In the one dimensional case it easily follows that an upper semicontinuous
function $u$ : $\Omegaarrow \mathbb{R}$ is a viscosity subsolution of (1.1) in $\Omega\subset \mathbb{R}^{2}$ if and only if $u$ is a
viscosity subsolution of the usual one dimensional heat equation $v_{t}=v_{xx}$ . An analogous
statement holds of course for the viscosity supersolutions and solutions.
Example 2.3. (a) If we look for a solution in the form $h(x, t)=f(r)g(t),$ $r=|x|$ , simple
calculations lead us to the equations
$f”(r)+\lambda f(r)=0$ and $g’(t)+\lambda g(t)=0$ .
It is easy to check that the functions
$h(x,t)=Ce^{-\lambda t}\cos(\sqrt{\lambda}|x|)$ , $\lambda>0$
and
$h(x,t)=Ce^{\mu t}\cosh(\sqrt{\mu}|x|)$ , $\mu>0$
satisfy the equation (in the viscosity sense) also at the points where the spatial gradient
vanishes. On the contrary, the functions $Ce^{-\lambda t}\sin(\sqrt{\lambda}|x|)$ and $Ce^{\mu t}\sinh(\sqrt{\mu}|x|)$ are only
viscosity sub- or supersolutions, depending on the sign of the constant in front of them.
One can also let
$r=( \sum_{i=1}^{k}x_{i}^{2})^{1/2}$ , $k\in\{1,2, \ldots n\}$ ,
and obtain solutions depending on $k$ spatial variables only.
(b) Let $h(x,t)=f(r)+g(t)$ , where again $r=|x|$ . We must have
$g’(t)=\lambda=f’’(r)$ ,
and thus
$h(x, t)= \lambda(\frac{1}{2}|x-x_{0}|^{2}+(t-t_{0})+0)$ .
In particular, $h(x,t)=f^{|x|^{2}}1+t$ is a solution.
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(c) Next we use the scaling invariance of the equation and seek a solution in the form
$h(x, t)=g(t)f(\xi)$ , $\xi=\frac{|x|^{2}}{t}$ .
Then $h$ is a solution to (1.1) (for $t>0$) if
$tg’(t)f(\xi)-2g(t)f’(\xi)=g(t)\xi(f’(\xi)+4f’’(\xi))$ .
The right hand side is zero if $f(\xi)=e^{-\xi/4}$ . By inserting this to the left hand side and
solving for $g$ we find that
(2.3) $h(x,t)= \frac{1}{\sqrt{t}}e^{-\perp}ae^{2}4l$
is a solution to (1.1) in $\mathbb{R}^{n}x(0,\infty)$ . This solution should be compared with the fundamental
solution of the linear heat equation.
3. COMPARISON PRINCIPLE AND THE DEFINITION OF A SOLUTION REVISITED
For a cylinder $Q_{T}=Ux(0, T)$ , where $U\subset \mathbb{R}^{n}$ is a bounded domain, we denote the
lateral boundary by
$S_{T}=\partial Ux[0,T]$
and the parabolic boundary by
$\partial_{p}Q_{T}=S_{T}\cup(Ux\{0\})$ .
Notice that both $S_{T}$ and $\partial_{p}Q_{T}$ are compact sets.
The proof of the following comparison principle can be found in [7], but for reader’s
convenience and for later use we sketch the argument below.
Theorem 3.1. Suppose $Q_{T}=Ux(0, T)$ , where $U\subset \mathbb{R}^{n}$ is a bounded domain. Let $u$ and
$v$ be a supersolution and a subsolution of (1.1) in $Q_{T}$ , respectively, such that
(3.1)
$\lim_{\langle x,t)arrow}\sup_{\langle z,s)}u(x, t)\leq\lim_{(x,t)arrow}\inf_{(z\epsilon)}v(x, t)$
for all $(z, s)\in\partial_{p}Q_{T}$ and both sides are not simultaneously $\infty or-\infty$ . Then
$u(x,t)\leq v(x,t)$ for all $(x, t)\in Q_{T}$ .
Proof. By moving to a suitable subdomain, we may assume that $\partial U$ is smooth, $u\leq v+\epsilon$
on $\partial_{p}Q\tau$ ($u$ and $v$ defined up to the boundary), $u$ is bounded from above and $v$ from
below. All this follows from (3.1) and the compactness of the parabolic boundary $\partial_{p}Q_{T}$ .
Also, by replacing $v$ with $v(x, t)+\Gamma_{-\overline{t}}^{g}$ for $\epsilon>0$ , we may assume that $v$ is a strict
supersolution and $v(x, t)arrow\infty$ uniformly in $x$ as $tarrow T$ .
The proof is by contradiction. Suppose that
(3.2) $\sup(u(x, t)-v(x, t))>0Q_{T}$
and let
$w_{j}(x, t,y, s)=u(x,t)-v(y, s)- \frac{j}{4}|x-y|^{4}-\frac{j}{2}(t-s)^{2}$.
Denote by $(x_{j}, t_{j}, y_{j}, s_{j})$ the maximum point of $w_{j}$ relative to $\overline{U}\cross[0, T]x\overline{U}x[o,\eta$ . It
follows from (3.2) and the fact that $u<v$ on $\partial_{p}Q_{T}$ that for $j$ large enough $x_{j},y_{j}\in U$ and
$t_{j},$ $s_{j}\in(0,T)$ , cf. [10], Prop. 3.7. From now on, we will consider only such indexes $j$ .
Case 1: If $x_{j}=y_{j}$ , then $v-\phi$ , where
$\phi(y, s)=-\frac{j}{4}|x_{j}-y|^{4}-\frac{j}{2}(t_{j}-s)^{2}$ ,
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has a local minimum at $(y_{j}, s_{j})$ . Since $v$ is a strict vupersolution and $D\phi(y_{j}, s_{j})=0$ , we
have
$0<\phi_{t}(y_{j}, s_{j})-\lambda(D^{2}\phi(y_{j}, s_{j}))=j(t_{j}-s_{j})$ .
Similarly, $u-\psi$ , where
$\psi(x,t)=\frac{j}{4}|x-y_{j}|^{4}+\frac{j}{2}(t-s_{j})^{2}$ ,
has a local maximum at $(x_{j}, t_{j})$ , and thus
$0\geq\psi_{t}(x_{j}, t_{j})-\Lambda(D^{2}\psi(x_{j},t_{j}))=j(t_{j}-s_{j})$ .
Subtracting the two inequalities gives
$0<j(t_{j}-s_{j})-j(t_{j}-s_{j})=0$ ,
a contradiction.
Case 2: If $x_{j}\neq y_{j}$ , we use jets and the parabolic maximum principle for semicontinuous
functions. There exist symmetric $nxn$ matrices $X_{j},$ $Y_{j}$ such that $Y_{j}-X_{j}$ is positive
semidefinite and
$(j(t_{j}-s_{j}),j|x_{j}-y_{j}|^{2}(x_{j}-y_{j}),X_{j})\in\overline{\mathcal{P}}^{2,+}u(x_{j}, t_{j})$ ,
$(j(t_{j}-s_{j}),j|x_{j}-y_{j}|^{2}(x_{j}-y_{j}),$ $Y_{j}$ ) $\in\overline{\mathcal{P}}^{2,-}v(y_{j}, s_{j})$.
See [10], [25] for the notation and relevant definitions. Using the facts that $u$ is a subso-






The proof of the comparison principle shows that we may reduce the number of test-
functions in the definition of viscosity subsolutions. This fact will become useful for ex-
ample in the proof of Theorem 7.1 below.
Lemma 3.2. Suppose $u$ : $\Omegaarrow \mathbb{R}$ is an upper semicontinuous function Utth the property
that for every ( $\hat{x},$ $t\gamma\in\Omega$ and $\varphi\in C^{2}(\Omega)$ satisfying
(1) $u(\hat{x},t)=\varphi(\hat{x},t\gamma$ ,
(2) $u(x,t)<\varphi(x,t)$ for all $(x,t)\in\Omega,$ $(x,t)\neq(\hat{x},t)$ ,
the following holds:
(3.3) $\{\begin{array}{ll}\varphi_{t}(\hat{x},\hat{t})\leq\Delta_{\infty}\varphi(\hat{x},t\gamma if D\varphi(\hat{x},t)\sim\neq 0,\varphi_{t}(\hat{x},t\gamma\leq 0 if D\varphi(\hat{x},t\gamma=0 and D^{2}\varphi(\hat{x},t\gamma=0.\end{array}$
Then $u$ is a viscosity subsolution of (1.1).
The novelty in Lemma 3.2 is that nothing is required in the case $D\varphi(\hat{x},$ $t\gamma=0$ and
$D^{2}\varphi(\hat{x},$ $t\gamma\neq 0$ . This implies, in particular, that if $u$ fails to be a viscosity subsolution of
(1.1), then there exist $(\hat{x}, t)\in\Omega$ and $\varphi\in C^{2}(\Omega)$ such that (1) and (2) above hold, and
either




$D\varphi(\hat{x},\hat{t})=0,$ $D^{2}\varphi(\hat{x},\hat{t})=0$ and $\varphi_{t}(\hat{x},\hat{t})>0$ .
On the other hand, it is clear that one cannot further reduoe the set of test-functions to
only those with non-zero spatial gradient at the point of touching. Indeed, with such a
definition, any smooth function $u(x, t)=v(t)$ would be a solution of (1.1).
Proof. Suppose $u$ is not a viscosity subsolution but satisfies the assumptions of the lemma.
Then there exist ( $\hat{x},$ $t\gamma\in\Omega$ and $\varphi\in C^{2}(\Omega)$ such that (1) and (2) above hold, $D\varphi(\hat{x},t\gamma=0$,
$D^{2}\varphi(\hat{x},$ $t\gamma\neq 0$ , and
(3.4) $\varphi_{t}(\hat{x},t\gamma>\Lambda(D^{2}\varphi(\hat{x},t))$ .
As in the proof of Theorem 3.1 above, we let
$w_{j}(x, t,y, s)=u(x, t)- \varphi(y, s)-\frac{j}{4}|x-y|^{4}-\frac{j}{2}(t-s)^{2}$ ,
and denote by $(x_{j}, t_{j}, y_{j}, s_{j})$ the maximum point of $w_{j}$ relative to $\overline{\Omega}x\prod$. By [10], Prop.
3.7 and (1), (2), $(x_{j}, t_{j}, y_{j}, s_{j})arrow(\hat{x},\hat{t},\hat{x},\hat{t})$ as $jarrow\infty$ . In particular, $(x_{j},t_{j})\in\Omega$ and
$(y_{j}, s_{j})\in\Omega$ for all $j$ large enough.
Again we have to consider two cases. If $x_{j}=y_{j}$ , then $\varphi-\phi$ , where
$\phi(y, s)=-\frac{j}{4}|x_{j}-y|^{4}-\frac{j}{2}(t_{j}-s)^{2}$ ,




in some neighborhood of ($\hat{x},$ $t\gamma$ . In particular, since $\varphi_{t}(y_{j}, s_{j})=\phi_{t}(y_{j}, s_{j})$ and $D^{2}\varphi(y_{j}, s_{j})\geq$
$D^{2}\phi(y_{j}, s_{j})$ by calculus, we have
$0<\phi_{t}(y_{j}, s_{j})-\lambda(D^{2}\phi(y_{j}, s_{j}))=j(t_{j}-s_{j})$
for $j$ large enough. Similarly, $u-\psi$ , where
$\psi(x, t)=\frac{j}{4}|x-y_{j}|^{4}+\frac{j}{2}(t-s_{j})^{2}$ ,
has a local maximum at $(x_{j}, t_{j})$ , and thus
$0\geq\psi_{t}(x_{j},t_{j})=j(t_{j}-s_{j})$
by the assumption on $u$ ; notioe here that $D^{2}\psi(x_{j}, t_{j})=0$ because $x_{j}=y_{j}$ . Subtracting
the two inequalities gives
$0<j(t_{j}-s_{j})-j(t_{j}-s_{j})=0$ ,
a contradiction. The case $x_{j}\neq y_{j}$ is easy and goes as in the proof of Theorem 3.1. $\square$
As a consequence of Lemma 3.2, it is now essy to cheCk that the time-independent
solutions of (1.1) are precisely the infinity harmonic functions. The proof is left for the.
reader as an exercise.
Corollary 3.3. Let $QT=Ux(0, T)$ and suppose that $u$ : $Q_{T}arrow \mathbb{R}$ can be urritten as
$u(x, t)=v(x)$ for some upper semicontinuous function $v$ : $Uarrow \mathbb{R}$ . Then $u$ is a viscosity
subsolution of (1.1) if and only $if-(D^{2}v(x)Dv(x))\cdot Dv(x)\leq 0$ in the viscosity sense.
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4. EXISTENCE
The main existence result we will prove is
Theorem 4.1. Let $Q_{T}=Ux(0,T)$ , where $U\subset \mathbb{R}^{n}$ is a bounded domain, and let $\psi\in$
$C(\mathbb{R}^{n+1})$ . Then there exists a unique $h\in C(Q_{T}\cap\partial_{p}Q_{T})$ such that $h=\psi$ on $\partial_{p}Q_{T}$ and
$h_{t}=\Delta_{\infty}h$ in QT
in the viscosity sense.
The uniqueness follows from the comparison principle, Theorem 3.1. Regarding the





$a_{ij}^{\epsilon,\delta}( \xi)=\epsilon\delta_{ij}+\frac{\xi_{i}\xi_{j}}{|\xi|^{2}+\delta^{2}}$ , $0<\epsilon\leq 1$ , $0<\delta\leq 1$ .
For this equation with smooth initial and boundary data $\psi(x, t)$ , the existence of a smooth
solution $h_{\epsilon,\delta}$ is guaranteed by classical results in [23]. Our goal is to obtain a solution of
(1.1) as a limit of these functions as $\epsilonarrow 0$ and $\deltaarrow 0$ . This amounts to proving estimates
for $h_{\epsilon,\delta}$ that are independent of $0<\epsilon<1$ and $0<\delta<1$ .
The estimates we require will be obtained by using the standard bamier method. Note
that we have the existenoe for any bounded cross-section $U\subset \mathbb{R}^{n}$ . This is a consequence
of the fact that we do not need to use the distance function in the construction of the
barriers.
4.1. Boundary regularity at $t=0$.
Propovition 4.2. Let $h=h_{\epsilon,\delta}$ be a smooth fimction satisfying
$\{\begin{array}{ll}h_{l}=\Delta_{\infty}^{\epsilon,\delta}h in Q_{T},h(x, t)=\psi(x, t) on \partial_{p}Q_{T}.\end{array}$
If $\psi\in C^{2}(\mathbb{R}^{n+1})$ , then there emsts $C\geq 0$ depending on $\Vert D^{2}\psi\Vert_{\infty}$ and $\Vert\psi_{t}\Vert_{\infty}$ but indepen-
dent of $\epsilon$ and $\delta$ such that
$|h(x, t)-\psi(x, O)|\leq Ct$
for all $x\in U$ and $0<t<T.$ Moreover, if $\psi$ is only continuous, then the modulus
of continuity of $h$ on $Ux\{0\}$ can be estimated in terms of $\Vert\psi\Vert_{\infty}$ and the modulus of
continuity of $\psi.inx$ .
Proof. Suppose first that $\psi\in C^{2}(R^{n+1})$ , and let $w(x, t)=\psi(x, O)+\lambda t$ , where $\lambda>0$ is to
be determined. We $1_{1}ave$
$w_{t}-\Delta_{\infty}^{\epsilon,\delta}w\geq\lambda-(1+\epsilon n)\Vert D^{2}\psi(x,0)\Vert_{\infty}\geq 0$
if $\lambda$ is large enough. Clearly $w(x, O)\geq h(x, 0)$ for all $x\in U$ . Moreover,
$w(x, t)=\psi(x,O)+\lambda t\geq\psi(x,0)+||\psi_{t}||_{\infty}t\geq\psi(x,t)$
for all $x\in\partial U$ and $0<t<T$ if $\lambda\geq\Vert\psi_{t}\Vert_{\infty}$ . Thus, by the comparison principle,
$h(x,t)\leq w(x, t)=\psi(x,O)+\lambda t$
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for all $x\in U$ and $0<t<T$ . By considering also the lower barrier $(x, t)rightarrow\psi(x, O)-\lambda t$ ,
we obtain the Lipschitz estimate
(4.2) $|h(x, t)-\psi(x, O)|\leq Ct$ ,
where $C= \max\{(1+\epsilon n)\Vert D^{2}\psi(x, 0)\Vert_{\infty}, \Vert\psi_{t}\Vert_{\infty}\}$ .
Suppose now that $\psi$ is only continuous, and fix $x_{0}\in U$ . For a given $\mu>0$ , choose
$0<\tau<dist(x_{0}, \partial U)$ such that $|\psi(x, 0)-\psi(x_{0},0)|<\mu$ whenever $|x-x_{0}|<\tau$ , and
consider the smooth functions
$\psi_{\pm}(x,t)=\psi(x_{0},0)\pm\mu\pm\frac{2\Vert\psi\Vert_{\infty}}{\tau^{2}}|x-x_{0}|^{2}$.
It is easy to check that $\psi_{-}\leq\psi\leq\psi_{+}$ on the parabolic boundary of $Q_{T}$ . Thus if $h\pm$
are the unique solutions to (4.1) with boundary and initial data $\psi_{\pm}$ of class $C^{2}(\mathbb{R}^{n+1})$ ,
respectively, we have $h_{-}\leq h\leq h+in$ QT by the comparison principle. Applying the
estimate (4.2) for $h\pm yields$
$|h_{\pm}(x_{0}, t)- \psi_{\pm}(x_{0}, O)|\leq t\max\{\Vert(\psi_{\pm})_{t}\Vert_{\infty}, (1+\epsilon n)||D^{2}\psi_{\pm}\Vert_{\infty}\}$
$=t(1+ \epsilon n)\frac{4\Vert\psi||_{\infty}}{\tau^{2}}$ ,
which implies
$|h(x_{0},t)- \psi(x_{0},0)|\leq\mu+(1+\epsilon n)\frac{4\Vert\psi\Vert_{\infty}}{\tau^{2}}t$ .
The proposition is proved. $\square$
Using the comparison principle and the fact that the equation is translation invariant,
we have
Corollary 4.3. Let $QT=Ux(0, T)$ and $h=h_{\epsilon,\delta}$ be as in Proposition 4.2. If $\psi\in$
$C^{2}(R^{n+1})$ , then there enists $C\geq 0$ depending on 1I $D^{2}\psi\Vert_{\infty}$ and $\Vert\psi_{t}||_{\infty}$ but independent of
$0<\epsilon\leq 1$ and $0<\delta\leq 1$ such that
$|h(x,t)-h(x, s)|\leq C|t-s|$ for all $x\in U$ and $t,$ $s\in(O,T)$ .
Moreover, if $\psi$ is only continuous, then the modulus of continuity of $h$ in $t$ on $Ux(0,T)$
can be estimated in tems of $||\psi\Vert_{\infty}$ and the modulus of continuity of $\psi$ in $x$ and $t$ .
4.2. Regularity at the lateral $bo$undary $S_{T}=\partial Ux[0,T]$ .
Proposition 4.4. Let $h=h_{e,\delta}$ be a smooth function satisffing
$\{\begin{array}{ll}h_{t}=\Delta_{\infty}^{\epsilon,\delta}h in Q_{T},h(x,t)=\psi(x,t) on \partial_{p}Q_{T},\end{array}$
where $\psi\in C^{2}(\mathbb{R}^{n+1})$ . Then for each $0<\alpha<1$ , there emsts a constant $C\geq 1$ depending
on $\alpha,$ $||\psi\Vert_{\infty},$ $\Vert D\psi\Vert_{\infty}$ and $||\psi_{t}\Vert_{\infty}$ but independent of $\epsilon$ and $\delta$ such that
$|h(x, t_{0})-\psi(x_{0},t_{0})|\leq C|x-x_{0}|^{\alpha}$
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provided that $0< \epsilon\leq\frac{1-\alpha}{10(n+\alpha-2)}$ if $n>1$ and $\epsilon>0$ if $n=1$ and
$C \geq\max\{1, \frac{10M}{\alpha(1-\alpha)}\}$ .
It is also easy to check that if we choose
$M \geq\max\{\Vert\psi_{t}\Vert_{\infty}, 2\Vert\psi||_{\infty}\}$ and $C \geq\max\{||D\psi||_{\infty}, 2\Vert\psi\Vert_{\infty}\}$ ,
then $w\geq h$ on the parabolic boundary of $Q\tau\cap(B_{1}(x_{0})x(t_{0}-1, t_{0}))$ . The comparison
principle then implies that
$h(x, t_{0})\leq w(x,t_{0}).=\psi(x_{0},t_{0})+C|x-x_{0}|^{\alpha}$
for $x\in U\cap B_{1}(x_{0})$ . The other half of the estimate claimed follows by considering $the\square$
lower barrier $(x,t)\vdasharrow h(x_{0},t_{0})-C|x-x_{0}|^{\alpha}+M(t-t_{0})$.
Notice that the function $w(x,t)=C|x-x_{0}|^{\alpha}-M(t-t_{0})$ is not a viscosity supersolution
of (1.1) if $\alpha=1$ . Therefore, in order to obtain Lipschitz estimates, we have to consider
barriers of different type and, rather surprisingly, remove the Laplacian term from the
equation.
Proposition 4.5. Suppose that $h=h_{\delta}$ satisfies
$\{\begin{array}{ll}h_{t}=\Delta_{\infty}^{0,\delta}h in niscosity sense in Q_{T},h(x, t)=\psi(x, t) on \partial_{p}Q_{T}.\end{array}$
If $\psi\in C^{2}(\mathbb{R}^{n+1})$ , then there exists a constant $C\geq 1$ depending on $\Vert\psi\Vert_{\infty},$ $\Vert D\psi\Vert_{\infty}$ and
$||\psi_{t}||_{\infty}$ but independent of $0<\delta\leq 1$ such that
$|h(x, t_{0})-\psi(x_{0},t_{0})|\leq C|x-xo|$
for all $(x_{0},t_{0})\in\partial Ux(0,T),$ $x\in U\cap B_{1}(x_{0})$ . Moreover, $if\psi$ is only continuous, then
the moduilus of continuity of $h$ on $\partial Ux(0,T)$ can be estimated in terms of $\Vert\psi\Vert_{\infty}$ and the
modulus of continuity of $\psi$ .
Proof. The outline of the proof is the same as above. We suppose first that $\psi\in C^{2}(\bm{R}^{n+1})$
and use a barrier of the form
$w(x,t)=\psi(x_{0},t_{0})+M(t_{0}-t)+C|x-x_{0}|-K|x-x_{0}|^{2}$ ,
where $M,$ $C,$ $K>0$ . Straightforward computations show that if $M \geq\max\{2\Vert\psi\Vert_{\infty}, \Vert\psi_{t}\Vert_{\infty}\}$ ,
$K>M/2$ , and
$C \geq\max\{2K+\sqrt{\pi_{-}^{M}\ovalbox{\tt\small REJECT}}, K+\Vert D\psi\Vert_{\infty},K+2||\psi\Vert_{\infty}\}$ ,
the function $w$ defined above is a viscosity supersolution of (4.1) with $\epsilon=0$ and $w\geq h$
on the parabolic boundary of $Q_{T}\cap(B_{1}(x_{0})x(t_{0}-1,t_{0}))$ . Thus the comparison principle
implIes
$h(x,t_{0})\leq\psi(x_{0},t_{0})+C|x-x_{0}|$
for $x\in U\cap B_{1}(x_{0})$ . As before, we obtain the full estimate by considering also the lower
barrier $(x, t)\mapsto\psi(x_{0},t_{0})-M(t_{0}-t)-C|x-x_{0}|+K|x-x_{0}|^{2}$ with the same choioe for
the constants $M,$ $C$ and K. $\square$
Corollary 4.6. Let $Q_{T}=Ux(0,T)$ and $h=h_{\delta}$ be as in Proposition 4.5. $If\psi\in C^{2}(R^{n+1})$ ,
then there exists $C\geq 1$ depending on $||\psi||_{\infty},$ $\Vert D\psi\Vert_{\infty}$ and $\Vert\psi_{t}\Vert_{\infty}$ but independent of $0<$
$\epsilon\leq 1$ and $0<\delta\leq 1$ such that
$|h(x,t)-h(y, t)|\leq C|x-y|$ for all $x,y\in U$ and $t\in(O,T)$ .
Moreover, if $\psi$ is only continuous, then the modulus of continuity of $h$ in $x$ on $Ux(0,T)$
can be estimated in terms of $\Vert\psi\Vert_{\infty}$ and the modulus of continuity of $\psi$ in $x$ and $t$ .
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Remark 4.7. In the event that the boundary data $\psi$ is independent of the time variable
$t$ , the Lipschitz estimate is much easier to prove. Indeed, one can simply compare $h$ with
the functions $(x, t)rightarrow\psi(x_{0})\pm C|x-x_{0}|$ where $C=\Vert D\psi\Vert_{\infty,\partial U}$ to obtain
$|h(x, t)-\psi(x_{0})|\leq C|x-x_{0}|$ for all $x_{0}\in\partial U$ and $x\in U$ ,
which in tum yields the interior estimate
$|h(x,\cdot t)-h(y, t)|\leq C|x-y|$ for all $x,$ $y\in U$ and $t\in(O, T)$ .
Remark 4.8. It is not difficult to show that if $\psi$ : $\mathbb{R}^{n}arrow \mathbb{R}$ is bounded and uniforiy
continuous, then there exists a unique bounded solution $h:\mathbb{R}^{n}x[0,T$) $arrow \mathbb{R}$ to the Cauchy
problem
(4.3) $\{\begin{array}{ll}h_{t}=\Delta_{\infty}h in the viscosity sense in R^{n}\cdot x(0, T),h(x,O)=\psi(x) for all x\in \mathbb{R}^{n}.\end{array}$
The result can be extended to cover the case of linearly bounded (smooth) data [1], [26].
It would be interesting to know if the optimal growth rate that guarantees uniqueness for
(4.3) is $O(e^{a|x|^{2}})$ as in the case of the heat equation
5. AN INTERIOR LIPSCHITZ ESTIMATE
In this section, we establish an interior Lipschitz estimate for the solutions of (1.1) using
Bernstein’s method. Such an estimate was first obtained by Wu [29] for smooth solutions
(see also [15]). We follow his ideas and show a similar estimate for the solutions of the
approximating equation (4.1) with constants independent of $\epsilon$ and $\delta$ , and thereby extend
Wu’s result to all solutions of (1.1).
Proposition 5.1. Let $Q_{T}=Ux(0,T)$ , where $U\subset \mathbb{R}^{n}$ is a bounded domain. There exists a
constant $C>0_{f}$ independent of $0<\epsilon\leq 1$ and $0<\delta\leq 1/2$, such that $ifh=h_{\epsilon,\delta}\in o^{1}(\eta_{T})$
is a bounded, smooth solution of the approximating equation $(4\cdot 1)$ in $Q_{T}$ , then
$|Dh(x,t)| \leq C(1+\frac{\Vert h\Vert_{\infty}}{dist((x,t),\partial_{p}Q_{T})^{2}})$
for all $(x,t)\in Q_{T}$ .
Proof Let us denote
$v=(|Dh|^{2}+\delta^{2})^{1/2}$
and consider the function
$w(x, t)=\zeta(x, t)v(x, t)+\lambda h(x,t)^{2}$ ,
where $\lambda\geq 0$ and $\zeta$ is a smooth, positive function that vanishes on the parabolic boundary
of $Q_{T}$ . Let $(x_{0}, t_{0})$ be a point where $w$ takes its maximum in $6_{T}$ , and let us first suppose
that this point is not on the parabolic boundary $\partial_{p}Q_{T}$ . Then at that point, since the
matrix $(a_{ij}^{\epsilon,\delta}(Dh))_{ij}$ is positive deflnite, we have
$0 \leq w_{\mathfrak{t}}-\sum a_{ij}^{\epsilon,\delta}(Dh)w_{ij}=\zeta(v_{t}-\sum a_{ij}^{e,\delta}(Dh)v_{ij})+v(\zeta_{t}-\sum a_{ij}^{\epsilon,\delta}(Dh)\zeta_{ij})$
(5.1) $+2 \lambda h(h_{t}-\sum a_{ij}^{e,\delta}(Dh)h_{ij})-2\sum a_{ij}^{\epsilon,\delta}(Dh)\zeta_{j}v_{i}$
$-2 \lambda\sum a_{ij}^{e,\delta}(Dh)h_{i}h_{j}$ .
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Notice that that the third term on the right hand side is zero because $h$ is a solution to
(4.1). In order to estimate the first term, we need to derive a differential inequality for $v$ .
To this end, note first that differentiating (4.1) with respect to $x_{k}$ leads to the equation
$h_{tk}= \epsilon\Delta h_{k}+\frac{1}{v^{2}}\sum_{i,j}h_{i}h_{j}h_{ijk}+\frac{2}{v^{2}}\sum_{i,j}h_{i}h_{jk}h_{ij}-\frac{2}{v^{4}}\sum_{i,j}(h_{i}h_{j}h_{ij})\sum_{l}(h_{l}h_{lk})$ .
Multiplying this with $\underline{h}_{A}v$ and adding from 1 to $n$ yields
$v_{t}= \frac{\epsilon}{v}\sum h_{k}h_{iik}+\frac{1}{v^{3}}\sum h_{i}h_{j}h_{k}h_{ijk}+\frac{2}{v^{3}}\sum kh_{ij}h_{k}h_{jk}-\frac{2}{v^{5}}(\sum h_{i}h_{j}h_{ij})^{2}$ .
Since
$v_{ij}= \frac{1}{v}\sum_{k}h_{k}h_{jk}+\frac{1}{v}\sum_{k}h_{k}h_{tjk}-\frac{1}{v^{3}}\sum_{k}(h_{k}h_{ik})\sum_{l}(h_{l}h_{jt})$ ,





Using (5.2) and the fact the $h$ is a solution to the approximating equation in (5.1) then
gives
(5.3) $0 \leq\zeta(1+\epsilon)\frac{|Dv|^{2}}{h|^{2}(\epsilon v}+a_{ij}^{\epsilon.’\delta}(Dh)(|j)-2\lambda|D+\frac{v(\zeta_{t}-\sum_{h|D|^{2}}}{|Dh|^{2}+\delta^{2}})-2\sum a_{ij}^{\epsilon,\delta}(Dh)\zeta_{j}v_{i}$
In order to estimate the various terms above, we notioe that since $0=w_{i}=\zeta_{i}v+\zeta v:+2\lambda hh_{i}$
at $(x_{0},t_{0})$ , we have
$\zeta v,$ $=-\zeta_{i}v-2\lambda hk$ .
Hence
$\zeta\frac{|Dv|^{2}}{v}=\frac{\sum(\zeta v_{i})^{2}}{\zeta v}=\frac{v|D\zeta|^{2}}{\zeta}+4\lambda\frac{h}{\zeta}D\zeta\cdot Dh+4\lambda^{2}\frac{h^{2}}{\zeta v}|Dh|^{2}$
$\leq\frac{6v}{\zeta}(|D\zeta|^{2}+(\lambda h)^{2})$
and
$-2 \sum a_{ij}^{e,\delta}(Dh)\zeta_{j}v_{i}=\frac{2v}{\zeta}(\epsilon|D\zeta|^{2}+\frac{(Dh\cdot D\zeta)^{2}}{v^{2}})+4\lambda\frac{h(Dh\cdot D\zeta)}{\zeta}(\epsilon+\frac{|Dh|^{2}}{v^{2}})$
$\leq\frac{4(1+\epsilon)v}{\zeta}(|D\zeta|^{2}+(\lambda h)^{2})$ .
Moreover, using Young’s inequality,










If $|Dh(x_{0}, t_{0})|\geq 1$ and $0<\delta\leq 1/2$ , then
$2 \lambda|Dh|^{2}(\epsilon+\frac{|Dh|^{2}}{|Dh|^{2}+\delta^{2}})=2\lambda v^{2}\frac{|Dh|^{2}}{|Dh|^{2}+\delta^{2}}(\epsilon.+\frac{|Dh|^{2}}{|Dh|^{2}+\delta^{2}})$
$\geq 2\lambda v^{2}\frac{1}{1+\delta^{2}}(\epsilon+\frac{1}{1+\delta^{2}})\geq 2\lambda v^{2}(\frac{4}{5})^{2}$ .
Thus in (5.4) we can move the tem $\frac{2}{5}\lambda v^{2}$ to the left-hand side, then divide by $\lambda$ and
multiply by $\zeta^{2}$ to obtain
$\frac{22}{25}\zeta^{2}v^{2}\leq\frac{500}{\lambda^{2}}(|D\zeta|^{2}+(\lambda h)^{2})^{2}+\frac{5\zeta^{2}}{4\lambda^{2}}(|\zeta_{t}|+(1+n)|D^{2}\zeta|)^{2}$,
that is,
$( \zeta v)^{2}\leq\frac{C}{\lambda^{2}}((|D\zeta|^{2}+(\lambda h)^{2})^{2}+\zeta^{2}(|\zeta_{t}|+(1+n)|D^{2}\zeta|)^{2})$
at the point $(x_{0},t_{0})$ . Now let $\lambda=\Vert h\Vert_{\infty}^{-1}$ , fix $(x,t)\in Q_{T}$ and choose $\zeta$ so that $\zeta(x, t)=1$
and
$\max\{\Vert D\zeta\Vert_{\infty}, \Vert\zeta_{t}\Vert_{\infty}\}\leq\frac{1}{dist((x,t),\partial_{p}Q_{T})}$ .
Then
$|Dh(x,t)|\leq w(x,t)\leq w(x_{0},t_{0})=\zeta(x_{0},t_{0})v(x_{0},t_{0})+\lambda h(x_{0},t_{0})^{2}$
$\leq\frac{C}{\lambda}(\Vert D\zeta\Vert_{\infty}^{2}+\lambda^{2}\Vert h\Vert_{\infty}^{2}+||D^{2}\zeta\Vert_{\infty}+\Vert\zeta_{t}||_{\infty})+\lambda\Vert h\Vert_{\infty}^{2}$
$\leq C||h||_{\infty}(1+\frac{1}{dist((x,t),\partial_{p}Q_{T})^{2}})$
with a constant $C\geq 1$ depending only on $n$ . On the other hand, if $|Dh(x_{0}, t_{0})|<1$ , then
$|Dh(x, t)|\leq v(x,t)\leq w(x, t)\leq w(x_{0},t_{0})=\zeta(x_{0},t_{0})v(x_{0}, t_{0})+\lambda h(x_{0}, t_{0})^{2}$
$\leq\Vert\zeta\Vert_{\infty}\sqrt{1+\delta^{2}}+\Vert h\Vert_{\infty}$.
Finally, if it happens that the maximum point $(x_{0},t_{0})$ of $w$ is on the parabolic boundary
of $Q_{T}$ , then
$|Dh(x,t)|\leq v(x,t)\leq w(x, t)\leq w(x_{0},t_{0})=\lambda h(x_{0},t_{0})^{2}\leq||h\Vert_{\infty}$,
because $\zeta$ vanishes on $\partial_{p}Q_{T}$ . $\square$
Corollary 5.2. Let $Q_{T}=Ux(0,T)$ , where $U\subset \mathbb{R}^{\mathfrak{n}}$ is a bounded domain. There $\dot{\varpi}sts$
a constant $C>0$ such that if $h\in C(Q_{T})$ is a niscosity solution of (1.1) in $Q_{T}$ , then
$|Dh(x,t)| \leq C(1+\frac{||h\Vert_{\infty}}{dist((x,t),\partial_{p}Q_{T})^{2}})$
for almost $eve\eta(x,t)\in Q_{T}$ .
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6. THE HARNACK INEQUALITY
In this section, we prove the Harnack inequality for nonnegative viscosity solutions of
(1.1). The proof is based on the ideas of Krylov and Safonov [22] and DiBenedetto [13],
[14]. In fact, the argument below follows closely the proof of the Harnack inequality for
the solutions of the heat equation given in [14].
Theorem 6.1. Let $h$ be a nonnegative viscosity solution of the infinity heat equation (1.1)
in $\Omega\subset \mathbb{R}^{n+1}$ . Then there exists a constant $c>0$ such that whenever $(x_{0}, t_{0})\in\Omega$ is such
that $B_{4r}(x_{0})x(t_{0}-(4r)^{2},t_{0}+(4r)^{2})\subset\Omega$, we have
$infh(x,t_{0}+r^{2})\geq ch(x_{0},t_{0})$ .
$x\in B_{r}(x_{0})$
Proof. Using the change of variables
$x arrow\frac{x-x_{0}}{r}$ , $t arrow\frac{t-t_{0}}{r^{2}}$ ,
and replacing $h$ by $h/h(O, 0)$ , we may assume that $(x_{0}, t_{0})=(0,0),$ $r=1$ and $h(O, 0)=1$ .
For $s\in(O, 1)$ , let $Q_{s}=B_{s}(0)\cross(-s^{2},0)$ and
$M_{\delta}= \sup_{x\in Q}h(x)$ , $N_{\epsilon}= \frac{1}{(1-s)^{\beta}}$ ,
where $\beta>1$ is chosen later. Since $h$ is continuous in $Q_{1}$ , the equation $M_{s}=N_{s}$ has a well-
defined largest root $s_{0}\in[0,1$ ), and there exists $(\hat{x},\hat{t})\in\partial_{s_{0}}$ such that $h(\hat{x}, t)=(1-s_{0})^{-\beta}$ .
Next let $\rho=(1-s_{0})/2>0$ , and notice that sinoe
$Q_{\rho}(\hat{x},t\gamma :=B_{\rho}(\hat{x})\cross(\hat{t}-\rho^{2},$ $t\gamma\subset Q_{1+}\sim$ ’
we have
$Q_{\rho(,\iota 1\varphi} \sup_{\hat{x}}h\leq\sup h\leq N_{1+}Q_{1+}.\sim=\frac{2^{\beta}}{(1-s_{0})^{\beta}}$.
We now apply the interior Lipschitz estimate of Corollary 5.2 and conclude that there
exists $C\geq 1$ such that for a.e. $(x, t)\in Q_{\rho/4}(\hat{x}, t)$






for all $x\in B_{\rho/4}(\hat{x})$ such that $|x- \hat{x}|<\frac{(1-s_{O})^{2}}{18\cdot 2^{\beta}C}$ .





where $M= \frac{1}{2(1-so)^{\beta}}$ and $R= \frac{(1-s_{0})^{2}\backslash }{36\cdot 2^{\beta}C}$ A straightforward computation as in [14], Lemma
13.1 shows that $\Psi$ is a viscosity subsolution of (1.1) in $\mathbb{R}^{n}x(\hat{t}, \infty)$ ; here Lemma 3.2 can
be used to take care of the critical points. Moreover,
$h(x, \hat{t})\geq M\geq\frac{1}{16}\Psi(x,\hat{t})$ in $B_{2R}(\hat{x})$ ,
and
$h(x, t)\geq 0=\Psi(x, t)$ if $|x-\hat{x}|22\sqrt{R^{2}+(t-\hat{t})}$ .
Therefore the comparison principle implies that $h \geq\frac{1}{16}.\Psi$ in $B_{4}(0)x(\hat{t},4)$ . In particular,
in order to complete the proof, it suffices to show that $\Psi(x, 1)\geq c>0$ for all $x\in B_{1}(0)$ .
We leave this task as an exercise to the reader. $\square$
7. CHARACTERIZATION OF SUBSOLUTIONS \’A LA CRANDALL
In the case of the stationary version of (1.1), a large number of estimates for the sub- and
supersolutioms can be derived from the fact that these sets of functions are characterized
via a comparison property that involves a special class of solutioms, cone functioms, see [9],
[4]. This kind of a characterization of subsolutions is known also for the Laplace equation
[12] and the ordinary heat equation [11], [24], and in these c\"ases the set of comparison
functions is formed by using the fundamental solutions of these equations.
In this section, we prove an analogous result for the subsolutions of (1.1). To this end,
let us denote
$\Gamma(x, t)=\frac{1}{\sqrt{t}}e^{-\perp}\varpi^{2}4tt>0$ ,
and recall that $\Gamma$ is a viscosity solution to (1.1) in $\mathbb{R}^{n}x(0, \infty)$ . We say that a function $u$
satisfies the parabolic comparison principle with respect to the functions
$W(x, t)=W_{x0,to}(x, t)=-\Gamma(x-x_{0},t-t_{0})$ , $(x_{0},t_{0})\in \mathbb{R}^{n+1}$ ,




Note that this is equivalent to the condition
$u\leq W_{x_{0},t_{0}}+c$ on $\partial_{p}Q$ implies $u\leq W_{x_{0},t_{0}}+c$ in $Q$ ,
where $c\in \mathbb{R}$ is a constant.
Theorem 7.1. An upper semicontinuous function $u:\Omegaarrow \mathbb{R}$ is a viscosity subsolution of
(1.1) in $\Omega$ if and only if $u$ satisfies the parabolic comparison principle utth respect to the
functions
$W(x,t)=W_{x_{0},t_{0}}(x, t)=-\Gamma(x-x_{0},t-t_{0})$ ,
where $t>t_{0}$ and $x_{0}\in R^{n}$ .
Proof. Sinoe $W_{xo,t_{0}}$ is a solution of (1.1) in $R^{n}x(t_{0}, \infty)$ , the necessity of the comparison
condition follows bom Theorem 3.1.
For the converse, suppose that $u$ satisfies the parabolic comparison principle with respect
to all the functions $W_{x0,t_{0}}$ , but $u$ is not a viscosity subsolution of (1.1). Then we may
assume, using Lemma 3.2 and the translation invarianoe of the equation, that there exists
$\varphi\in C^{2}(\mathbb{R}^{n+1})$ such that $u-\varphi$ has a local maximum at $(0,0)$ ,
$a=\varphi_{t}(0,0),$ $q=D\varphi(0,0),$ $X=D^{2}\varphi(0,0)$ ,
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and
(7.1) $\{\begin{array}{ll}a>(X\hat{q})\cdot\hat{q}, if q\neq 0,a>0. and X=0, if q=0,\end{array}$
where $\hat{q}=q/|q|$ . We want show that there exist $t_{0}<0$ and $x_{0}\in \mathbb{R}^{n}$ such that
$\frac{\partial}{\partial t}W_{x_{0},t_{0}}(0, O)<a$ , $DW_{x_{0},t_{0}}(0,O)=q$ and
(7.2)
$D^{2}W_{x_{0\prime}t_{0}}(0,0)>X$ .
Indeed, if we can find $x_{0},t_{0}$ such that (7.2) holds, then by Taylor’s $th\infty rem$ it follows that
the origin is the unique maximum point of $u-W_{x0,t_{0}}$ over $B_{\delta}(O)\cross(-\delta^{2},0$] for $\delta>0$ small
enough. Thus $u$ fails to satisfy the parabolic comparison principle with respect to the
family $W_{x_{0},t_{0}}$ , and we obtain a contradiction.
By computing the derivatives of $W_{x_{0},t_{0}}$ we see that (7.2) amounts to finding $x_{0},$ $t_{0}$ such
that
(I) $a>( \frac{1}{2}+\frac{|x_{0}|^{2}}{4t_{0}})(-t_{0})^{-3/2}e^{4t_{0}}L^{x}nL^{2}$
(7.3) (II) $q=- \frac{x_{0}}{2}(-t_{0})^{-3/2}ex\mu_{0}$ ,
(I1I) $X<( \frac{1}{2}I+\frac{1}{4t_{0}}x_{0}\otimes x_{0})(-t_{0})^{-3/2}ex\forall_{t_{0}}\llcorner^{2}$ .
We consider separately the cases $q=0$ and $q\neq 0$ .
Case 1: $q=0$ . In this case, condition (II) is clearly satisfied if we choose $x_{0}=0$ , and
then the two remaining conditions can be written as
(7.4) $0< \frac{1}{2}(-t_{0})^{3/2}<a$ ;
recall that by Lemma 3.2, we were able to assume that $X=0$. Because $a>0$ by (7.1),
there exists $t_{0}<0$ so that (7.4) holds.
Case 2: $q\neq 0$ . Note that (II) implies $x_{0}=rq$ for some $r<0$ . Let us denote
$\tau=\frac{1}{2}(-t_{0})^{-3/2}emu_{0}^{2}$ , $\sigma=-\frac{|x_{0}|^{2}}{2t_{0}}$ .
Then $\tau>0,$ $\sigma>0$ , and $(I)-(III)$ can be rewritten as
(I) $a>\tau(1-\sigma)$ ,
(II) $q=-\tau x_{0}$ ,
(III) $X< \tau(I+\frac{1}{2t_{0}}x_{0}\otimes x_{0})=\tau(I-\sigma\hat{x}_{0}\otimes\hat{x}_{0})$ ,
where $\hat{x}_{0}=x_{0}/|x_{0}|$ . We $simpli\phi$ things further by noting that $r=- \frac{1}{\tau}$ . Then the






In order to investigate (III), we write a vector $p\in \mathbb{R}^{n}$ in the form $p=\alpha\hat{q}+q^{\perp}$ , where
$\alpha\in \mathbb{R}$ and $\hat{q}\cdot q^{1}=0$ . Then, for any $0<\epsilon<1$ ,
$(I+rX)p\cdot p-\sigma(\hat{q}\otimes\hat{q})p\cdot p=\alpha^{2}(1+rX\hat{q}\cdot\hat{q}-\sigma)+|q^{\perp}|^{2}$
$+r(2\alpha X\hat{q}\cdot q^{\perp}+Xq^{1}\cdot q^{1})$
(7.5)
$\geq\alpha^{2}(1+rX\hat{q}\cdot\hat{q}-\sigma+\epsilon r\Vert X\Vert^{2})$
$+(1+r \Vert X\Vert+\frac{1}{\epsilon}r)|q^{\perp}|^{2}$ .
We choose first $\epsilon>0$ so small that
$X\hat{q}\cdot\hat{q}+\epsilon\Vert X\Vert^{2}<a$ ;
here we used (7.1). Next we choose $r<0$ so that
$1+r \Vert X\Vert+\frac{1}{\epsilon}r>0$ and $X \hat{q}\cdot\hat{q}+\epsilon\Vert X\Vert^{2}<-\frac{1}{r}$
and then $\sigma>0$ so that
$X \hat{q}\cdot\hat{q}+\epsilon\Vert X\Vert^{2}<\frac{\sigma-1}{r}<a$ ;
note that since $X \hat{q}\cdot\hat{q}+\epsilon\Vert X\Vert^{2}<-\frac{1}{r}$ , we can take $\sigma$ to be positive. By these choices we
have
$\{\begin{array}{l}1+rX\hat{q}\cdot\hat{q}-\sigma+\epsilon r\Vert X\Vert^{2}>01+r||X||+\frac{1}{\epsilon}r>0\end{array}$
and henoe $I+rX>\sigma\hat{q}\otimes\hat{q}$ by (7.5), i.e., (III) holds. Also, by the choice of $\sigma$ , we have
$\sigma>1+ra$ , i.e., (I) holds.
Finally, we notioe that by choosing $r$ and $\sigma$ we actually chose $x_{0}$ and $t_{0}$ as weil. First
recall that $x_{0}=rq$ , and thus $x_{0}$ is determined by $r$ arid the function $\varphi$ . Also, since $\sigma$ and
$x_{0}$ are now known and $\sigma=-\frac{|x_{0}|^{2}}{2t_{0}},$ $thepointt_{0}<0hasbeendeterminedaswell$ . $\square$
Remark 7.2. The main difference between Theorem 7.1 and the $c$orresponding results
for the heat equation is that above the comparison functions are single translates of the
“fundamental solution” $\Gamma$ , whereas in the case of the heat equation one has to take linear
combinations of at least $n$ copies of the heat kemel with different poles (see [11], [24] for
details). The same is true also for the elliptic counterparts of these equations, see [12].
Note that if $n=1$ , then our result slightly improves the one obtained in [11].
The proof of Theorem 7.1 is to a great extent an adaptation of the arguments in [12]
and [11] to our situation. In [11], the authors obtained a similar type of characterization
for the subsolutions of the equation
$v_{t}(x,t)=(D^{2}v(x,t)Dv(x, t))\cdot Dv(x,t)$ ,
which is another parabolic version of the infinity Laplaoe equation.
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