






2.1    Penelitian Terdahulu 
Terdapat beberapa penelitian yang sudah dilakukan sebelumnya dan 
berkaitan dengan metode yang digunakan sehingga dijadikan sebagai acuan 
ataupun referensi pada tugas akhir ini. 
Tabel 2.1 Penelitian Terdahulu 
No Peneliti Metode Dataset Hasil 
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MSE 0,010651 



























- Jaringan Syaraf 
Tiruan 
Backpropagation 
- Regresi Linier 






















Pada Tabel 2.1 merupakan ringkasan dari penelitian sebelumnya dengan 
dataset dan perolehan hasil yang berbeda. Selain itu, terdapat penelitian yang 
dilakukan oleh Masruroh dan Kemal Faruq Mauladi  [9] dengan menggunakan 
metode regresi linier sebagai perbandingan  jaringan syaraf tiruan backpropagation 
yang mana metode jaringan syaraf tiruan backpropagation menghasilkan keluaran 
yang lebih baik dari regresi linier. Dilihat dari analisa penjabaran yang terkandung 
pada penelitian sebelumnya, penelitian ini memiliki perbedaan baik dari segi data 
yang digunakan maupun topik yang dijadikan sebagai sumber permasalahan, yaitu 
permintaan beras. 
2.2    Permintaan Beras di Indonesia 
Pada dasarnya permintaan memiliki pengertian adanya jumlah barang yang 
berasal dari keinginan perseorangan maupun kelompok masyarakat terhadap suatu 
barang yang ditentukan oleh tingkat pendapatan, selera, serta masa yang sedang 
berlangsung [10]. Sedangkan pengertian beras secara umum merupakan padi yang 
sudah mengalami pembersihan dengan melakukan pembuangan pada kulit padi. Di 
Indonesia dan beberapa negara lainnya, beras menjadi kebutuhan pangan utama 
yang harus dipenuhi di kehidupan sehari – hari. Terdapat sekitar 98% penduduk 




menggunakan bahan makanan pokok lainnya, seperti jagung ataupun sagu akan 
tetapi mereka secara berkala beralih menggunakan beras sebagai bahan pangan 
utama mereka [11].  
Indonesia tercatat sebagai negara dengan tingkat konsumsi beras dua kali 
lebih banyak di dunia setiap tahunnya dibandingkan dengan negara lainnya yang 
membuat jumlah permintaan dari waktu ke waktu semakin meningkat [12]. Akan 
tetapi, di masa pandemi akibat dari adanya COVID-19 yang terjadi di tahun 2020 
hingga sekarang terjadi penurunan permintaan beras karena adanya perubahan pola 
konsumsi pangan pada kelompok masyarakat [13]. Perbandingan banyaknya 
jumlah permintaan beras di Indonesia pada masa sebelum pandemi COVID-19 dan 
pada masa pandemi COVID-19 dapat dilihat pada Tabel 2.2 [13]: 
 











Data yang terdapat pada Tabel 2.2 menunjukkan bahwa adanya penurunan 
permintaan beras di masa sebelum pandemi di tahun 2017 – 2019 serta data selama 
pandemi di tahun 2020. Menurut Dudi Septiadi dan Umbu Joka dalam 
penelitiannya terdapat beberapa faktor yang mempengaruhi permintaan beras, yang 
meliputi harga beras eceran, pendapatan perkapita, jumlah penduduk, produksi 
beras, dan lag permintaan beras [14]. 
2.3    Forecasting (Prediksi) 
Prediksi atau yang dikenal dengan peramalan adalah tahapan dimana 
dilakukannya suatu kemungkinan yang akan terjadi di masa mendatang berdasarkan 
data terdahulu yang banyak digunakan ketika melakukan suatu proses perancangan 
pengambilan keputusan [15]. Prediksi sebagai cara untuk meramal kejadian 
sangatlah dibutuhkan di berbagai aktivitas khususnya di bidang ekonomi yang 
Kurun Waktu Sebelum Pandemi Selama Pandemi 
Kuintil I 77,9 70,6 
Kuintil II 80,4 72,9 
Kuintil III 80,1 73,1 
Kuintil IV 79,3 76,2 




biasanya digunakan untuk mengetahui tingkat penjualan, harga, maupun hal lain 
pada perusahaan dengan tujuan meminimalisir kemungkinan buruk yang akan 
terjadi di masa mendatang. 
2.3.1 Jenis Prediksi 
Menurut Eddy Herjanto, prediksi dibagi ke dalam tiga jenis bagian 
berdasarkan horizon waktunya, yaitu [16] : 
a. Peramalan Jangka Panjang. 
Peramalan ini merupakan peramalan yang membutuhkan waktu lebih besar 
melewati 18 bulan, seperi perencanaan fasilitas, modal, dan kegiatan lainnya. 
b. Peramalan Jangka Menengah 
Peramalan yang memiliki durasi waktu tidak terlalu besar dan juga tidak 
terlalu rendah. Rentang waktu yang dibutuhkan antara 3 – 18 bulan. Contoh kasus 
yang terdapat pada peramalan ini adalah proses penjualan dan perencanaan 
produksi. 
c. Peramalan Jangka Pendek 
Jangka waktu yang terdapat pada peramalan ini paling rendah dari kedua jenis 
peramalan yang ada, yaitu dengan durasi waktu kurang dari 3 bulan dan biasanya 
berkaitan dengan pembelian material, jadwal kerja, dan tugas karyawan. 
2.3.2 Metode Prediksi 
Metode prediksi merupakan cara untuk mengetahui perkiraan kejadian yang 
akan terjadi di masa mendatang dengan melakukan analisa yang dilakukan secara 
kualitatif dan kuantitaf. 
a. Secara Kualitatif. 
Kegiatan peramalan yang bersifat subjektif dan pada dasarnya menitik 
beratkan pada kegiatan di kehidupan sehari – hari, seperti pendapat perorangan dan 
pengalaman pribadi yang dialami oleh peramal. Metode ini sangat cocok digunakan 
pada jenis peramlan jangka panjang karena dinilai lebih akurat dan mendekati data 
sebenarnya dari metode kuantitatif.  
b. Secara Kuantitatif 
Peramalan ini terjadi jika terdapat suatu data yang memiliki keterkaitan antara 




mendatang yang hasilnya sangat ditentukan oleh metode yang digunakan. Pada 
dasarnya peramalan secara kuantitaif terjadi jika terdapat beberapa kondisi, yaitu 
adanya informasi data lampau dalam bentuk kuantitatif yang dimana pola data 
tersebut terus berlanjut hingga di masa yang akan datang. Secara kuantitatif, model 
peramalan dibagi 2 jenis, yaitu model data time series yang informasi data 
didalamnya memiliki keterkaitan berdasarkan runtutan waktu tanpa adanya 
pengaruh dari variabel lain dan yang kedua adalah model data kausal yang tidak 
berdasarkan runtutan waktu dan dipengaruhi oleh variabel – variabel lainnya.  
2.4    Time Series (Deret Waktu) 
Sebagian besar time series digunakan dalam melakukan peramalan 
berdasarkan data deret waktu. Time series atau deret waktu merupakan peramalan 
yang memiliki pola data berdasarkan runtutan waktu yang mana variabel pada data 
saling berkaitan antara variabel yang dicari (dependent) dengan variabel yang 
mempengaruhi (independent) [17]. Time series adalah urutan pengamatan 
berorientasi waktu atau kronologis pada variabel yang dituju [18]. Time series 
termasuk ke dalam peramalan kuantitatif yang dilakukan dengan pengamatan pada 
berbagai peristiwa atau kejadian dan dilakukan pengolahan data secara sistematis 
dan statistik yang disusun berdasarkan runtutan waktu, seperti mingguan, bulanan, 
maupun tahunan. Data time series memiliki pola yang dibagi menjadi 3 jenis pola 
data [19], antara lain : 
a. Trend 
Pola data trend atau yang disebut dengan pola data perubahan arah merupakan 
pola yang terjadi ketika adanya peningkatan ataupun penurunan yang terdapat pada 
data disertai dengan data yang tidak linier. 
b. Seasonality  
Pola ini terjadi ketika data time series dipengaruhi oleh adanya faktor 
musiman dan bersifat tetap dan dapat diketahui, seperti waktu yang terjadi dalam 
kurun waktu tahunan ataupun mingguan. 
c. Cycles  
Pola cycles merupakan ola yang terjadi karena adanya siklus ketika data naik 




kondisi ekonomi dan sering dikitkan dengan siklus bisnis dengan waktu durasi 
minimal 2 tahun. 
2.5    Jaringan Syaraf Tiruan 
Jaringan syaraf tiruan (JST) merupakan jaringan yang mempresentasikan 
kerja otak manusia. Kemiripan yang terdapat antara jaringan syaraf tiruan dengan 
otak manusia yang selalu mencoba untuk melakukan proses pembelajaran maka 
jaringan syaraf tiruan dapat diterapkan dengan berbagai permasalahan khususnya 
pada program komputer [20]. Peniruan konsep jaringan syaraf tiruan terhadap 
jaringan syaraf biologis otak manusia dapat dilihat pada Tabel 2.3. [21]. 
Tabel 2.3 Konsep JST Dengan Jaringan Syaraf Biologis  
 
Tabel 2.3 menjelaskan bahwa komponen yang terdapat pada jaringan syaraf 
tiruan backpropagation memiliki kemiripan dengan jaringan syaraf biologis pada 
manusia namun dengan penamaann yang berbeda. Secara umum jaringan syaraf 
tiruan memiliki tiga lapisan layer tergantung dari jenis arsitektur yang digunakan 
dimulai dari input layer yang terdiri dari unit input dan berfungsi untuk menerima 
sinyal – sinyal dari luar , hidden layer atau lapisan tersembunyi merupkan lapisan 
yang masih belum bisa diamati untuk hasil outputnya, dan output layer yang 
merupakan hasil dari pemecahan suatu permasalahan menggunakan jaringan syaraf 





Gambar 2.1 merupakan gambaran umum struktur neuron jaringan syaraf 
tiruan yang mana proses awal pada sistem pembelajaran dimulai dari informasi – 
Jaringan Syaraf Tiruan Jaringan Syaraf Biologis 









informasi yang masuk atau input akan dikumpulan pada lapisan neuron dan 
kemudian dilakukan pengiriman dari lapisan input, hidden, hinga output melalui 
bobot atau yang dikenal dengan weight. Hasil output pada pemrosesan jaringan 
syaraf tiruan didapatkan dengan menggunakan fungsi aktivasi. Faktor – faktor yang 
sangat mempengaruhi hasil dari jaringan syaraf tiruan adalah arsitektur yang 
digunakan, metode untuk menentukan pembobotan, dan fungsi aktivasi yang 
digunakan. 
2.5.1 Arsitektur Jaringan Syaraf Tiruan 
Pada jaringan syaraf tiruan terdapat beberapa macam pola arsitektur, 
diantaranya single layer feed forward network, multilayer perceptron, dan recurent 
network  [22]. 
a. Single Layer Feedforward Networks.  
Arsitektur ini merupakan jenis arsitektur yang memiliki pembentukan 
sederhana. Single layer bekerja dengan cara memproyeksikan langsung input layer 
ke output layer. Arsitektur single layer feedforward networks dapat dilihat pada 
Gambar 2.2.  
 
b. Multilayer Perceptron (MLP).  
Arsitektur ini merupakan jenis arsitektur jaringan syaraf tiruan yang memiliki 
lapisan layer lebih lapis hidden layer atau lapisan tersembunyi. Arsitektur 
multilayer perceptron dapat dilihat pada Gambar 2.3.  
 










c. Recurrent Networks. 
 Arsitektur reccurent networks merupakan jenis arsitektur yang paling 
berbeda dan kompleks dari kedua arsitektur jaringan syaraf tiruan lainnya. Hal 
tersebut dikarenakan pada arsitektur ini memiliki minimal satu feedback yang 
terjadi di setiap perulangannya. Arsitektur recurent network dapat dilihat pada 
Gambar 2.4.  
 
2.5.2 Fungsi Aktivasi Jaringan Syaraf Tiruan  
Fungsi aktivasi digunakan untuk mengaktifkan dan menonaktifkan sinyal 
yang terdapat pada suatu neuron [23]. Terdapat beberapa fungsi aktivasi yang 
sering digunakan pada jaringan syaraf tiruan [24] antara lain : 
a. Sigmoid  
Gambar 2.3 Arsitektur Multilayer Perceptron (MLP)  




Fungsi simoid adalah fungsi nonlinier yang nilainya terletak pada rentang 
[0,1] dan sering digunakan pada jaringan syaraf tiruan dalam memecahkan kasus 
klasifikasi. Adapun fungsi sigmoid tertuang pada persamaan berikut. 
𝑓(𝑥) =  
1
1+𝑒−𝑥
   𝑓′(𝑥) =  
𝑒−𝑥
(1+ 𝑒𝑥)2
    (1) 
 
b. Tanh (Tangent Hyperbolic Function) 
Berbeda dengan fungsi sigmoid, fungsi tanh memiliki perbedaan rentang nilai 
yang terletak pada [-1,1] yang membuat rata – rata keluaran yang dihasilkan 
menjadi 0 atau mendekati 0 dan membuat data lebih terkonsentrasi. Fungsi tanh 
tertuang pada persamaan berikut. 
tanh(𝑥𝑖) =  
𝑠𝑖𝑛ℎ 𝑥𝑖
𝑐𝑜𝑠ℎ𝑥𝑖






− 1 = 2 𝑠𝑖𝑔𝑚𝑜𝑖𝑑 (2𝑥𝑖) − 1    (2) 
tanh(𝑥𝑖) =  
4𝑒−2𝑥𝑖
(1+𝑒−2𝑥𝑖)2
              (3)  
c. ReLu (Rectified Linear Unit) 
Fungsi aktivasi relu menjadi fungsi aktivasi yang sering digunakan di 
beberapa tahun belakang dengan rentang nilai [0-∞]. Hal tersebut disebabkan 
karena fungsi ini mudah diaplikasikan terutama dalam mempersingkat waktu 
training dan testing dengan jumlah neuron yang banyak. Pada fungsi ini, semua 
bilangan negatif akan diubah ke 0 serta tidak adanya eksponensial dan operasi 
bilangan, seperti pembagian dan perkalian yang tertuang pada persamaan berikut. 
𝑓(𝑥𝑖) = max(0, 𝑥𝑖) = {
𝑥𝑖,𝑥𝑖 > 0
0, 𝑥𝑖 ≤ 0
  ,      𝑓′(𝑥𝑖) =  {
1, 𝑥𝑖 > 0
0, 𝑥𝑖 < 0
      (4)   
2.5.3 Overfitting dan Underfitting 
Overfitting dan underfitting merupakan salah satu permasalahan yang terjadi 
pada neural network yang mengakibatkan hasil dari prediksi tidak sesuai dan 
maksimal. Overfitting adalah keadaan dimana hasil yang diperoleh pada pelatihan 
dataset lebih baik daripada pengujian dataset. Overfitting terjadi karena pemodelan 
lebih terfokus pada data training dan menangkap noise data atau fluktasi acak yang 
berdampak negatif pada kinerja model data baru [25]. Kejadian overfitting pada 
pembelajaran mesin dapat terlihat dengan adanya tingginya variasi yang dihasilkan 




Gambar 2.5 Kondisi Overfitting 
 
    
Menurut Xue Ying dalam penelitiannya, terdapat beberapa cara dalam 
mengatasi kasus overfitting [27], yaitu: 
a. Mengimplementasikan metode early stopping yang merupakan salah satu 
teknik pencegahan overfitting dengan melakukan penghentian pada proses 
pelatihan. 
b. Melakukan pengurangan jaringan yang digunakan untuk mengecualikan data 
noise pada pelatihan. 
c. Data expansion atau perluasan data. Teknik ini digunakan ketika model terlalu 
rumit dalam menyempurnakan hyperparameter dengan banyaknya jumlah 
data. 
d. Regularization. Teknik ini diusulkan untuk meningkatkan kinerja model 
dengan melakukan pemilihan fitur dan membedakan fitur yang kurang berguna 
dan lebih berguna 
Sedangkan underfitting adalah kejadian yang terjadi karena model yang 
dibentuk tidak dapat menangkap keberagaman data atau tidak dapat 
merepresentasikan keseluruhan data model pelatihan yang mengakibatkan kinerja 
yang buruk pada data latih atau training dataset [25]. Berbeda dengan overfitting, 
pada underfitting variasi yang terbentuk cenderung rendah dan tingginya bias yang 
dihasilkan. Contoh grafik yang menggambarkan keadaan underfitting dapat dilihat 






Gambar 2.6 Kondisi Underfitting 
 
 
2.5.4 Elastic Net Regularization  
Regularisasi merupakan fungsi yang digunakan untuk meningkatkan kinerja 
pada artificial neural network agar tidak terjadi overfitting. Pada dasarnya 
regularisasi bekerja dengan menambah suatu pinalti pada loss function ketika 
terjadi peningkatan kompleksitas data [28]. Pada penelitian ini, teknik regulasi yang 
digunakan adalah teknik regulasi elastic-net. Elasic-net adalah metode yang 
menggabungkan dua penalti dari LASSO (L1 Regularization) dan Ridge (L2 
Regularization) yang mampu mengatasi permasalahan tingginya korelasi [29]. 
Kombinasi yang terdapat pada elastic net  memiliki peran dan fungsinya masing – 
masing, yaitu L1 yang berperan sebagai seleksi variabel dan L2 sebagai solusi untuk 
menstabilkan [30]. Adapun bentuk gabungan L1 dan L2 penalti pada elastic net 
dapat dilihat pada persamaan berikut. 
𝑝(𝛽) =  𝜆[𝛼 ∑ 𝛽𝑖




𝑖=1 ] = 𝜆[𝛼‖𝛽‖2
2 + (1 − 𝛼)‖𝛽‖1], 𝛼 ∈
[0,1]               (5) 
 Pada regularisasi elastic-net, L1 dan L2 memiliki fungsi yang hampir sama, 
yaitu memperbaiki bobot atau weight menjadi lebih kecil. Namun yang menjadi 
suatu perbedaan adalah pada L1 melakukan seleksi fitur dengan mengabsolutkan 
seluruh bobot dan menetapkan fitur input yang tidak signifikan dengan bobot 0 dan 
fitur yang berguna dengan bobot tidak nol yang mana pada formula rumus diatas 
dapat dilihat melalui suatu ketetapan alpha 𝛼 ∈ 0, sedangkan pada L2 seluruh bobot 
dikuadratkan tetapi tidak membuat bobot menjadi 0 yang pada formula rumus dapat 




2.5.5 Algoritma Backpropagation 
Algoritma backpropagation jaringan syaraf tiruan adalah metode supervised 
learning yang biasanya digunakan pada pelatihan multilayer jaringan syaraf tiruan 
(MLP). Terdapat dua tahapan pada jaringan syaraf tiruan backpropagation, yang 
meliputi tahapan pelatihan dan pengujian. Pelatihan pada jaringan syaraf tiruan 
backpropagation bertujuan untuk mengidentifikasi kerangka data berdasarkan 
inputan parameter yang terdapat pada jaringan syaraf tiruan, seperti neuron input, 
neuron hidden, neuron output, laju pembelajaran, jumlah epoch, dan toleransi error. 
Tahapan pelatihan backpropagation terdiri dari 3 fase, yaitu fase maju, fase 
mundur, dan fase memodifikasikan bobot untuk menurunkan tingkat kesalahan 
[31]. Adapun langkah – langkah tahapan pelatihan algoritma backpropagation 
antara lain [31] : 
a. Fase Propagasi Maju  
Langkah 0: Inisialisasi bobot – bobot dengan bilangan kecil 
Langkah 1: Lakukan langkah 2 – 9 jika kondisi penghentian belum terpenuhi 
Langkah 2: Lakukan langkah 3 – 8 pada setiap rangka pelatihan 
Langkah 3: Tiap unit input menerima sinyal daan kemudian dilakukan penerusan 
ke unit hidden. 
Langkah 4: Menghitung nilai neuron pada unit z (unit hidden layer) 𝑧𝑗(𝑗 =
1,2, … , 𝑝) 
𝑧_𝑛𝑒𝑡𝑗 =  𝑣𝑗𝑜 + ∑ 𝑥𝑖𝑣𝑖𝑗
𝑛
𝑖=1         (6) 




        (7) 
Pada penghitungan nilai neuron pada hidden layer (𝑧𝑗), langkah awal yang 
dilakukan adalah menjumlahkan bobot input ke hidden index ke − 0 (𝑣𝑗𝑜) 
dengan summary (penjumlahan yang dilakukan secara keseluhan) pada perkalian 
nilai data input ke − 𝑖 (𝑥𝑖) dan bobot lapisan input ke setiap hidden layer (𝑣𝑖𝑗). 
Hasil dari penjumlahan ditunjukkan pada formula berupa 𝑧_𝑛𝑒𝑡𝑗 yang nantinya 










Langkah 5: Menghitung nilai neuron pada unit y (output layer)𝑦𝑘(𝑘 =
1,2, … , 𝑚) 
𝑦_𝑛𝑒𝑡𝑘 =  𝑤𝑘𝑜 + ∑ 𝑧𝑗𝑤𝑘𝑗
𝑝
𝑗=1         (8) 
𝑧𝑘 =  𝑓(𝑧𝑒𝑡_𝑛𝑒𝑡𝑘) =
1
1+𝑒−𝑦_𝑛𝑒𝑡𝑘
        (9)  
Perhitungan yang dilakukan pada nilai neuron output layer memiliki langkah 
yang sama dengan perhitungan yang dilakukan pada jumlah neuron hidden layer 
tetapi dengan bobot atau weight yang berbeda. 𝑦_𝑛𝑒𝑡𝑘 merupakan formula hasil 
perhitungan antara bobot hidden ke output  index ke − 0 (𝑤𝑘𝑜) dengan summary 
perkalian hasil nilai hidden layer  ke − 𝑗 (𝑧𝑗) dan bobot lapisan hidden ke setiap 
output layer (𝑤𝑘𝑗). 𝑧𝑘 menunjukkan hasil akhir dalam perhitungan nilai neuron 




2 Fase Propagasi Mundur  
Langkah 6: Menghitung kesalahan error lapisan output 𝛿𝑘berdasarkan nilai 
output 𝑦𝑘(𝑘 = 1, 2, . . , 𝑚) 
𝛿𝑘 = (𝑡𝑘 − 𝑦𝑘) 𝑓′(𝑦 − 𝑛𝑒𝑡𝑘)   = (𝑡𝑘 − 𝑦𝑘)𝑦𝑘(1 − 𝑦𝑘)     (10) 
 Kemudian menghitung besarnya koreksi bobot 𝑊𝑘𝑗 
∆𝑊𝑘𝑗 =  𝛼𝛿𝑘𝑧𝑗, 𝑘 = 1, 2, … , 𝑚; 𝑗 = 0, 1, … , 𝑝      (11) 
Pada formula diatas, 𝑡𝑘 mempresentasikan nilai asli dari data target dan 𝑦𝑘 
mempresentasikan nilai dari data hasil prediksi. 
Langkah 7: Menghitung kesalahan error lapisan hidden layer 𝑧𝑗berdasarkan 
nilai hidden layer 𝑧𝑗(𝑗 = 1, 2, . . , 𝑝)      
𝛿_𝑛𝑒𝑡𝑗 =  ∑ 𝛿𝑘𝑤𝑘𝑗
𝑚
𝑘=1          (12) 
𝛿𝑗 = 𝛿_𝑛𝑒𝑡𝑗  𝑓′(𝑧 − 𝑛𝑒𝑡𝑗)   = 𝛿_𝑛𝑒𝑡𝑗𝑧𝑗(1 − 𝑧𝑗)      (13) 
Kemudian menghitung besarnya koreksi bobot 𝑣𝑗𝑖 
∆𝑣𝑖𝑗 =  𝛼𝛿𝑗𝑥𝑖 , 𝑗 = 1, 2, … , 𝑝; 𝑖 = 0, 1, … , 𝑛      (14) 
3. Fase Perubahan Bobot 
Langkah 8: Menghitung semua perubahan bobot  
Perubahan bobot yang menuju unit output : 




Perubahan bobot yang menuju unit hidden : 
𝑣𝑖𝑗(𝑏𝑎𝑟𝑢) =  𝑣𝑖𝑗(𝑙𝑎𝑚𝑎) + ∆𝑣𝑖𝑗 , (𝑗 = 1,2, . . , 𝑝; 𝑖 = 0,1. . , 𝑛)     (16) 
Langkah 9: Melakukan pengujian apakah kondisi sudah terpenuhi atau belum. 
Pengujian dilakukan ketika tahapan pelatihan sudah terselesaikan. Pengujian 
pada jaringan syaraf tiruan backpropagation hanya dapat dilakukan pada fase 
pertama, yaitu fase propagasi maju yang dimana seluruh bobot input diambil 
berdasarkan inputan parameter pada pelatihan data [21].  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
