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ON SOME MULTIPLICATIVE FUNCTIONAL EQUATION DEFINED ON A DIFFERENTIAL GROUP
In this article we shall consider the following equation:
where L^belong to the differential group F is a non-singular matrix of degree m 4 n, and s is arbitrary, s » 3.
In the case ia=1 and n=2 this equation was solved by S.
Gol^b and M. Kucharzewski in paper [2] . These authors showed that if a scalar function f defined on the group e¿2 satisfies the functional equation where is an arbitrary solution of the functional equation
In the case of arbitrary m (with m < n, s=2) the equation (1) was solved in £5} • The author showed that the general solution of equation (1) depends only on the matrix parameters A a of the elements of the group and fulfils the multiex,j n plicative equation (2) B|) =0(A3$(BJ).
The present article generalizes this result further. Namely, we shall prove that the general solution of equation (1), where L^ ,L2 e ( s arbitrary >3) and P is a non-sigular matrix of degree m 4 n, depends only on the matrix parameters A* of the elements of the group of® and satisfies the 1 n multiplicative equation (2).
The differential group of^ , as well as its properties, is well known. Despite this we call the reader's attention to the following facts. As we have mentioned above, for r > 2 the parameters A a are symmetric with respect to the lower indices a 1 -« r and, apart from this, completely arbitrary, only in view of (4) they must satisfy the condition Det A"
The parameters C defined in (5) are functions of the parameters A and B in accordance with the following formula: 
This property follows easily from formulas (6). Property 2. It is easy to verify that the definition of multiplication (6) implies the following identity:
where A^j is the inverse matrix of the matrix [AijJ. This property is given in Qf]. Now we shall prove the following theorem. Theorem. The general solution of the functional equation (1), where L^,L 2 e X® (s > 3) and F is a non--singular matrix of order m 4 n, depends only on the matrix parameters A 1 * of the elements of the group oand satx^l n tisfies the multiplicative equation (2).
Proof. Let L = (A^.A^ A^ m .. a j t J* • According to formula (8) and equation (1 ), we have
) A where L 6 1 , and
Let us introduce the following notation:
where X = A^ ## _ ^ .
On account of (8), (9), (10) and (11) 
for every L e » where [aj] is the inverse matrix of the
The last equality can be written shortly as follows
Since F is a non-singular matrix, the matrix H is also non-singular in all its arguments.
Let L^jLgC » that is,
Denote shortly
In view of relation (7) we have (13) L,L 2 = (S;,0 O.A«^^ + According to (11) we obtain
On account of (15) we have
, on account of (14) and (15) (1) and (9) we have (17) and (18) First we shall deal with case 1°. In this case substituting for B a unimodular matrix of the form B = _ where q^.. .gn = 1, we obtain G(B) = E (E is the unit matrix).
Indeed, $(1.1) = $ (1)#(1), and since $ is nonsingular, it follows that $(1) = E.
Hence (19) takes the form
Let us fix a sequence of indices cc ... t<xs and put
The system of equations (22) with the unknowns q^ ,...tQn is contradictory (the left-hand sides of these equations are identical) if and only if s=n+1 and among all I S there are exactly two members equal to a , and the remaining ones together with one oc are» a permutation of the numbers Suppose that the above system is consistent. We assume that the function H(X a >, (X* £ A a ), depends a 1'"" a s "1 '""s a 1-a s only on independent arguments X* (where cx^ a0 .. (21) and (22) we obtain (2?) H(2 X) = H(X).
By means of (16) we have (24) H(2 X) = H^X).
Comparing the right-hand sides of (23) and (24) By (30) and (28) (27), as well as of (32), (33) and (34), it follows that equality (29) can be written in the form
Observe that the sequence of arguments on the right-hand side of equality (35) can be split into the sum of two sequences:
Hence in view of (16) Put q = 1, then we get
But H(0) = E, hence
By (39)» equality (38) now takes the form Proceeding in this way we finally conclude that the function F may depend at most on the matrix parameters of the group ; that is, where § is a multiplicative function satisfying equation (2), q. e. d. The theorem proved above directly implies, in the absence of any regularity assumptions, the following theorem.
Theorem. There exist no homogeneous linear geometric objects of class s > 1 with the number of coordinates not greater than the dimension of the space (m 4 n).
