Novel orbit-based approaches for matter in strong laser fields by Wu, J
Novel orbit-based approaches for matter in
strong laser fields
by
Jie Wu
Under the Supervision of Dr Carla Figueira de Morisson Faria
A thesis submitted in partial fulfillment for the
degree of Doctor of Philosophy
University College London
Department of Physics and Astronomy
Examination committee:
Dr. Sergey Yurchenko, Department of Physics and Astronomy (UCL)
Professor Dr. Dieter Bauer, Institute of Physics (University of Rostock)
November 2014

Declaration of authorship
I, Jie Wu, declare that the thesis entitled “Novel orbit-based approaches for mat-
ter in strong laser fields” and the work presented in the thesis are both my own,
and have been generated by me as the result of my own original research. I
confirm that:
• This work was done wholly or mainly while in candidature for a research
degree at this University.
• Where any part of this thesis has previously been submitted for a degree or
any other qualification at this University or any other institution, this has
been clearly stated.
• Where I have consulted the published work of others, this is always clearly
attributed.
• Where I have quoted from the work of others, the source is always given.
With the exception of such quotations, this thesis is entirely my own work.
• I have acknowledged all main sources of help.
• Where the thesis is based on work done by myself jointly with others, I have
made clear exactly what was done by others and what I have contributed
myself.
Signed:
Date:
i
ii
Abstract
Two novel methods in strong-field and attosecond physics are studied in this the-
sis: Bohmian trajectories and initial-value representations (IVRs). Both methods
describe the system dynamics in terms of trajectories of electrons, and include
the binding potential and the laser field. The full solution of the time-dependent
Schro¨dinger equation (TDSE) is used as a benchmark.
First, Bohmian trajectories are applied to high-order harmonic generation (HHG).
We find that the trajectory located at the innermost region of the atomic core is
the most important for HHG and yields spectra with a well defined plateau and
cutoff. Using time-frequency analysis, we associate this trajectory to an ensemble
of unbound classical trajectories leaving and returning to the core, and observe
arch-like patterns that build up in the phase of the wave function. Furthermore,
we relate the Bohmian trajectories to the short and long trajectories encountered
in the strong-field approximation (SFA) and show that the central Bohmian tra-
jectory overestimates the contribution of the long SFA trajectory.
Second, IVRs, namely the Herman-Kluk (HK) propagator and the coupled co-
herent states (CCS) method, are employed in the study of strong-field ionization
dynamics. This study is performed in phase space, where signatures of tunneling
and over-the-barrier ionization are identified for an initially bound wave packet.
Our results indicate that the HK propagator does not fully account for tun-
neling and over-the-barrier reflections, but partly reproduces features associated
with the wave packet crossing classically forbidden regions. In contrast, the CCS
method accurately reproduces the results from the time-dependent Schro¨dinger
equation (TDSE). The original CCS, compared with the TDSE, works well in
short time propagation. If reprojection of the wave function to the initial grid is
iii
employed quantitative agreement between these two methods, and the first ever
CCS computation of HHG spectra, with a plateau and sharp cutoff, is obtained
in long time propagation.
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Introduction
Since the first high-intensity highly coherent laser light source became available
in the 1960s, laser science has played a vital role in laser-matter interaction re-
search. Because of the rapid development of lasers, studies of the interaction
between laser and matter have attracted a large amount of attention in the past
few decades. When atoms, molecules or clusters are exposed to an external laser
field, their time evolution can be described by the TDSE. If the intensity of the
external field I ¿ 1013 W/cm2, the external field can be treated as a perturba-
tion. However, for laser fields with higher intensities, perturbation theory breaks
down and several new phenomena described as the result of laser-induced scat-
tering or recombination of an electron with its parent ion have been observed,
such as HHG, above threshold ionization (ATI) and laser-induced non-sequential
double ionization (NSDI).
Due to its potential applications, HHG is recognised as a coherent light source in
the extreme ultraviolet [1–4] and soft X-ray [5–7] frequency range. Furthermore,
because the physical mechanism behind HHG takes place on the same timescale
(attosecond = 10−18 s) of an electron rearrangement in a chemical reaction (which
in the atomic unit is about 24.3 attoseconds), this phenomenon has become an
important tool for generating attosecond pulses [8–10] and attosecond imaging of
dynamic process in matters, as well as studying electron correlation in attosec-
ond regime [11–15]. Both experimental and theoretical studies have shown that
typical HHG spectra have a common characteristic: it decreases quickly for the
first few harmonics, then exhibits a broad plateau followed by a cutoff (as shown
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in Fig. 1.1). A very intuitive physical interpretation of HHG that makes refer-
ence to electron orbits has been put across in the context of the three step model
(TSM) [16–19] and quantum mechanical approaches, such as the SFA [20]. Fur-
thermore, this picture can also be obtained from purely numerical models using
time-frequency analysis (see, e.g., [21–24]), such as the numerical solution of the
TDSE.
Figure 1.1: The schematic plot of HHG spectrum with a broad plateau and a
cutoff located at the end of the plateau.
Initially, the TSM was proposed in a classical framework and describes the fol-
lowing three steps (see Fig. 1.2). First, an electron tunnels through the barrier
that is formed by the atomic potential modified by the presence of the laser field.
Second, the electron oscillates and gains kinetic energy under the influence of
the laser field, during this process the influence of the Coulomb force from the
nucleus is practically negligible. Finally, as the laser field inverses its direction,
the electron is pulled back to recombine with the parent ion and emits a harmonic
photon with the energy of Ip (the ionization energy) plus the kinetic energy ac-
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quired during the oscillatory motion. The cutoff of the HHG spectrum is related
to the maximal kinetic energy the electron has upon return. If the electron starts
from the core, this maximal kinetic energy is 3.17Up for a monochromatic field,
where Up = E
2
0/4ω
2
0 (E0 is the strength of the laser field, ω0 is the frequency
of the laser field) is the ponderomotive energy ∗. Classically, the behavior of a
quantum mechanical wave packet can be mimicked by an ensemble of electrons
which behavior corresponds to the above mentioned recombination picture, and
both the binding potential and the external laser field are fully considered. This
is also the main idea behind the classical trajectory methods, which have been
used to reproduce the main features of the V-shaped structure in NSDI [29, 30]
and the low-energy structure in ATI [31].
Figure 1.2: The three stages in the high-order harmonic generation process:
(a) tunneling, (b) acceleration and (c) recombination. The superposition of the
atomic binding potential and the time-dependent laser potential is represented
by the surface whereas the electron is represented by the sphere [32].
In contrast to classical methods, most quantum mechanical approaches in strong
field physics incorporate quantum interference effects and tunneling ionisation
∗In order to circumvent the tunneling problem, electrons start from the excursion amplitude
(E0/ω20) have been studied in Refs. [25–28], which resulted the corresponding maximal kinetic
energy around 2Up. The main difference between the two initial conditions is that, by placing
the electron to start at the excursion amplitude [25–28], one is focusing on the recombination
step only, rather than both of the ionization and recombination steps.
3
Chapter 1. Introduction
with drastic approximations regarding the binding potential. An example is the
SFA [20] which in conjunction with the steepest descent method underlines almost
any analytical approach to HHG, ATI, NSDI and provides a transparent physical
picture for the quantum interference in these phenomena [20, 33–36]. In the SFA,
the laser field is neglected when the electrons are bound to atoms or molecules,
and the Coulomb potential is neglected when the electrons are in the contin-
uum, furthermore, the internal atomic structure is over simplified. In particular,
the electron wave packet in the continuum is approximated by field-dressed plane
waves, namely, the Volkov states, but the distinction between the bound and con-
tinuum is not clear. Nonetheless, the interplay between the external laser field
and the binding potential is important and has revealed itself in many ways. For
instance, this interplay has lead to prominent low-frequency structures [31, 37–
39], fan-shaped interference patterns [40, 41] in ATI, and strongly influenced
NSDI in circularly polarized fields [42, 43]. Because of the importance of the in-
terplay, Coulomb-corrected analytic approaches have been developed in the past
few years and successfully applied to strong field phenomena [39, 44–46]. How-
ever, these approaches require the external field to be dominant, and it is difficult,
especially for big systems, to determine in which regions the binding potential or
the external field is dominant. Recently, other orbit-based approaches, such as
the Volkov-eikonal approximation [45, 46], the Coulomb-corrected SFA, the HK
propagator [26, 28] and the adiabatic approximation [47, 48] have been employed
and gone beyond the SFA as the Coulomb potential is incorporated in the electron
propagation, even though in many cases only approximately. A list of the main
differences between the analytical methods (e.g. the SFA and Coulomb-corrected
methods) and the numerical method (TDSE) is given in Table 1.1.
The numerical solution of the TDSE contains no approximation upon the bind-
ing potential and the laser field, both of them are fully incorporated. To solve
the TDSE numerically is straightforward for one-dimensional, one-electron sys-
tems [49, 50], but almost impossible for three-dimensional complex systems, since
the numerical effort increases exponentially with the number of degrees of free-
dom and this limits its wide applications on complex systems. However, with
increasing experimental investigations of the attosecond dynamics in multielec-
tron systems [51–55], numerical studies on these complex systems have become
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Table 1.1: Comparison of the main advantages and disadvantages of the analytical
methods (e.g. the SFA and Coulomb corrected methods) and the numerical
method (TDSE).
Analytical methods Numerical method
Provides transparent physical picture
of the quantum interference.
Contains no approximations upon
V (r) and E(t).
Internal structure of the target is over-
simplified.
Straightforward for one-dimensional,
one-electron systems.
Continuum is approximated by field-
dressed plane waves or binding poten-
tials. Expected to fail if V ∼ r ·E(t).
Difficult physical interpretation (no
clear orbit-based picture).
Requires a clear distinction between
bound and continuum states (unclear
for large systems).
Prohibitive for multielectron sys-
tems (increases exponentially with
the number of degrees of freedom).
important. Furthermore, because the numerical solution of the TDSE lacks the
clarity of space-time picture in terms of electron orbits, it is of difficult physical
interpretation. Typically, this space-time picture is extracted by using windowed
Fourier transforms and constructing time-frequency maps. Otherwise, the main
focus is on how to minimize the numerical background and spurious reflections
in the spectra. From this perspective, it is well known that using the expecta-
tion value of the dipole acceleration instead of that of the dipole length normally
leads to spectra with large plateau and well-defined cutoff [56, 57]. Physically,
it has been argued that, since the light emitted by a moving charge, i.e., the
electron, is proportional to its dipole acceleration, it would make more sense to
use this quantity as the observable from which HHG spectra are calculated. On
a more technical level, the dipole acceleration probes regions near the core, while
the dipole length emphasizes large distances. This implies that the latter ob-
servable is far more sensitive with regard to reflections at the edges of the box
employed in the numerical integration. This sensitivity can be reduced using ab-
sorbing boundaries and a Hanning filter, but these devices are expected to alter
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the system dynamics. This suggests that regions near the core, where the over-
lap between continuum and bound dynamics is likely to occur, are important for
HHG. This further leads to the question of how the above-stated overlap relates
to the physical picture of the TSM.
In order to overcome the above-mentioned problems, we need an orbit-based
method with no simplification on the target/binding potential. Furthermore, to
understand the overlap in detail, it is helpful to study the probability-density flow
associated with the quantum mechanical wave function in specific configuration
space region, without losing the phase information.
One of such methods is Bohmian mechanics [58, 59]. In strong field physics
to date, Bohmian mechanics has only been employed very recently in a handful
of publications [60–72]. It is, however, a powerful tool in order to assess the
interplay between the residual potential and the laser field. Within an analytic
framework [73], Bohmian trajectories are directly obtained from the full solution
of the TDSE. Hence they contain all the quantum phase information necessary
for the full description of the problem. Because of this reason, Bohmian trajec-
tories are employed in many areas of physics and chemistry as “tracer particles”
[74, 75], which provide an insightful hydrodynamic-like picture of the probability
density flow associated with the quantum mechanical wave function (indeed, this
picture is pretty much related to Madelung’s former hydrodynamical reformula-
tion of quantum mechanics [76].)
Some other orbit-based methods are the initial value representation (IVR) tech-
niques [77, 78], which have evolved into useful orbit-based tools for the simu-
lations of the dynamics of atoms and molecules. Apart from the semiclassical
IVR methods, such as the Van Vleck-Gutzwiller (VVG) [79–81] and HK prop-
agators [82–84], Shalashilin and Child have recently developed a quantum IVR
method, namely the CCS approach [85–97], which exploits the properties of mul-
tidimensional trajectory-guided grids of Gaussian wave packets (i.e. coherent
states) as a basis set for the coupled quantum equations. The advantages of the
CCS approach are that 1) it can be extended to more degrees of freedom, such
as multi-electron atoms and molecules, without scaling problem; 2) the initial
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sampling used for the propagation can be chosen randomly; 3) in the coupled
equations some cancelations will appear which simplify the quantum mechanical
coupling terms; 4) the motion of electrons can be guided by classical mechanics;
and 5) it accounts for quantum mechanical effects such as tunneling and quantum
interference. Recently, this method has been applied in NSDI ion and electron
momentum distributions [97–99]. However, the application of the CCS on HHG
has not been reported. This is because in order to be able to apply this method
widely, some challenges must be overcome. Particularly, due to the wave function
in this method is expanded on the coherent states (obtained from the harmonic
oscillator) basis, the CCS strongly depends on the phase of the wave function and
works well for harmonic or near harmonic potentials, but requires adaptations if
strong anharmonicities are present. Moreover, several technical issues, such as
the selection of the initial sampling, the convergency of the wave function and
the compensation of the coupling between different coherent states during the
propagation, have to be resolved.
Although the phase-space dynamics of a wave packet in strong fields with IVR
methods will be studied in Chapter 6, this thesis mainly focuses on the HHG
spectra, which can be obtained through the following Fourier transform of the
dipole.
S(ω) =
∣∣∣∣∫ D(t)e−iωtdt∣∣∣∣2 , (1.1)
where D(t) = 〈Ψ(t)|Dˆ |Ψ(t)〉 is the expectation of the dipole operator Dˆ , and
|Ψ(t)〉 is the time-dependent wave function, which can be obtained from the
TDSE
i
∂|Ψ(t)〉
∂t
= H(t)|Ψ(t)〉. (1.2)
However, even for the simplest one electron system no analytical solution of Eq.
(1.2) can be obtained. As mentioned in the previous statements, the numeri-
cal solutions that incorporate both the binding potential and the laser field, are
available but only up to two active electrons. In this thesis we use both the
Bohmian trajectory and the IVR methods to study HHG but limit ourself to the
one electron system, and hope this could pave the way for large systems.
This thesis is split into two parts. In the first part, we focus on the Bohmian
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trajectories. Specifically, in Chapter 2, the basic theory of Bohmian mechanics,
and existing methods applied to analyse the Bohmian trajectories and HHG are
listed; in Chapter 3, Bohmian trajectories are used to study the local dynamics in
HHG; Bohmian trajectory analysis of HHG in the ensemble averages, nonlocality
and quantitative aspects are shown in Chapter 4. The second part of this thesis
mainly focuses on the IVR methods, it is organised as follows: in Chapter 5 the
basic theory of the CCS method is discussed, including a short introduction of co-
herent states (CSs) and the basic equations in the coherent states representation
(CSR) as well as their discrete forms; in Chapter 6 we use the IVR methods to
study the phase-space dynamics of a wave packet in strong fields; finally, in Chap-
ter 7, we apply the CCS method to study the autocorrelation function (ACF),
discuss reprojection of the wave function to the initial grid and apply this re-
projected CCS method to the study of HHG in different kinds of systems; the
main conclusions of this thesis are shown in Chapter 8. The appendices detail the
complicated derivations of quantities in the CSR. Appendix A.1 is the definition
of multi-dimension CSs; Appendix A.2 shows the 3D simple harmonic oscillator
(SHO), Gaussian potential and the Coulomb potential in the CSR; the analytic
form of the laser field along the eˆz direction in the CSR is stated in Appendix
A.3; we will show different dipole forms in the CSR in Appendix A.4; finally, the
derivation of the coefficients of the CSR wave function is shown in Appendix A.5.
Note that, throughout this thesis atomic units are used, although ~ is shown
in Part II and appendix of this thesis to indicate the “quantum nature” of spe-
cific equations. In order to distinguish the 1D and 3D CSs, the lower letter zi (or
|zi〉) and upper letter Zi (or |Zi〉) are used to denote them respectively. Further-
more, in some equations the foot index of the CSs are removed to indicate that
the continuum forms are considered, otherwise the discrete forms are considered.
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Bohmian Mechanics
9

Bohmian mechanics is also known as the de Broglie-Bohm theory, the pilot-
wave theory, the Bohm or Bohm’s interpretation, and the causal interpretation.
Bohmian mechanics was first proposed by Louis de Broglie in 1927 ∗, even before
the establishment of the Copenhagen interpretation of the quantum particles, and
rediscovered by David Bohm in 1952 [58]. Bohmian mechanics provides an expla-
nation of quantum phenomena in accordance to point particles motions guided
by waves. Unfortunately, this idea was abandoned by Louis de Broglie. 25 years
later David Bohm clarified the meaning and applications of this explanation on
quantum phenomena [58].
Bohmian mechanics has become an useful tool in its research activities. Very im-
portantly, Bohmian mechanics can provide very useful explanations of quantum
dynamical systems in terms of trajectories, and provides a source of inspiration
to discover novel quantum phenomena, such as quantum chaos and two-slit ex-
periment (more details and references about these can be found in Refs. [100]
and [? ]). At the same time, since it provides an alternative mathematical for-
mulation, Bohmian mechanics offers new computational tools to explore physical
scenarios which have been computationally inaccessible previously. For instance,
based on this theory, Christov proposed the computation of two-electron multi-
dimensional time-dependent quantum Monte Carlo (TDQMC) method [101, 102].
Since it accounts for the electron-electron interaction (correlation) and effectively
deals with the ionization properties of Helium in the laser field, the results from
this method are more accurate than those from the time-dependent Hartree-Fock
approximation (TDHF) [103] and paved a new way for the simulation of many-
body multi-dimensional systems. In addition, Bohmian mechanics sheds light on
the limits and extensions of our present understanding of quantum mechanics
towards other paradigms such as relativistic quantum mechanics and quantum
field theory [59, 104–106], where the intrinsic structure of Bohmian mechanics in
terms of well-defined trajectories is very attractive.
∗In 1927, de Broglie found an equation of particle motion equivalent to the guiding equa-
tion for a scalar wave function and he explained at the 1927 Solvay Congress how this
motion could account for quantum interference phenomena. [Cited from Goldstein, Shel-
don, “Bohmian Mechanics”, The Stanford Encyclopedia of Philosophy (Spring 2013 Edition)
http://plato.stanford.edu/entries/qm-bohm/.]
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However, numerical complexity has been the main shortcoming in the applica-
tion of Bohmian trajectories. Since Bohmian trajectories are extracted from the
TDSE, according to the present scheme, it is first necessary to solve the full
TDSE, which is particularly problematic for systems with many degrees of free-
dom. Therefore, only a few publications directly applying Bohmian trajectories
are reported in the strong-field community. Particularly, Bohmian mechanics
has been applied recently to study the ionisation of atoms and molecules, and
HHG. For instance, S. Wang revisited the activated dissociation of hydrogen
molecules at metal surfaces within the framework of Bohm’s reformulation of
quantum physics [108]; Lai studied the ATI photoelectron and HHG spectra
through Bohmian trajectories [60–62]; A Pico´n and his coworkers used Bohmian
mechanics to study the three-dimensional electron trajectories in linearly and el-
liptically polarized laser fields [65]; Song applied Bohmian trajectories to study
atomic radiative recombination processes and HHG [68, 69].
In Part I of this thesis, in contrast to the conventional scheme of considering
a set of Bohmian trajectories, we mainly employ individual Bohmian trajectories
to study the HHG in order to probe different regions in the configuration space.
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Background of Bohmian
trajectories
This chapter is related to the main theory and background of the next two chap-
ters. Specifically, Section 2.1 is the main theory of Bohmian trajectories; Section
2.2 states the models of the first part of this thesis, including the Hamiltonian,
how to use the splitting operator method to propagate the time-dependent wave
function, a short introduction of how to compute the HHG from the expectation
value of dipole length/acceleration as well as those from Bohmian trajectories
are listed; finally, in Section 2.3, the existing approaches, namely the classical-
ensemble computations, the SFA and the time-frequency analysis methods, which
will be used to study Bohmian trajectories and HHG, are stated.
2.1 Bohmian trajectories
In order to determine Bohmian trajectories, first the time-dependent wave func-
tion in the TDSE (1.2) is recast in polar form as
Ψ(~R, t) = ρ1/2(~R, t)eiS(
~R,t), (2.1)
where ρ is the probability density and S is the real-valued phase. After inserting
this form into the TDSE (1.2) and rearranging terms, one obtains a set of two
real-valued differential equations, which account for the evolution of both ρ and
13
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S. One is the continuity equation,
∂ρ
∂t
+∇ · ~J = 0, (2.2)
where ~J = ρ∇S is the usual quantum probability current density.
The other one is the quantum Hamilton-Jacobi equation,
∂S
∂t
+
(∇S)2
2
+ V +Q = 0, (2.3)
where
Q(~R, t) = −1
2
∇2ρ1/2
ρ1/2
= −1
4
[
∇2ρ
ρ
− 1
2
(∇ρ
ρ
)2]
, (2.4)
is the so called quantum potential and S is the equivalent of the classical action,
and V is the atomic potential.
As happened with the classical analog of Eq. (2.3), one can postulate [58, 59]
the existence of trajectories (characteristics) that are solutions to this equation.
Similar to the classical case, these trajectories are perpendicular to surfaces of
constant phase and therefore the corresponding equation of motion is propor-
tional to ∇S. Alternatively, the same can also be straightforwardly stated if Eq.
(2.2) is regarded as describing a quantum transport problem [74], with a local
velocity field defined as ~v = ~J/ρ. In either case one obtains the equation of
motion
~˙R = ∇S =
~J
ρ
= − i
2
(
Ψ∗∇Ψ−Ψ∇Ψ∗
|Ψ|2
)
= Im
(∇Ψ
Ψ
)
, (2.5)
which, after integration at each time step, i.e., once the wave function Ψ(~R, t)
and the initial conditions ~R(0) are obtained, gives the corresponding Bohmian
trajectories.
2.2 Model
2.2.1 Hamiltonian
For the sake of simplicity, we consider our model in one spatial dimension, which
contains the essential physical elements for linearly polarized fields. Making use
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of the dipole approximation and the length gauge, the electron dynamics can
then be described by the time-dependent Hamiltonian (in atomic units), which
is given by:
H = −1
2
∇2 + V (x)− xE(t) (2.6)
where, E(t) denotes the driving field and V (x) is the binding potential.
In the first part of this thesis, we will mainly assume that the atomic poten-
tial, V (x), is given by either the long-range soft-core potential
Vsc(x) = − 1√
x2 + a2
, (2.7)
or the truncated short-range potential
Vtr(x) = − 1√
x2 + a2
f(x), (2.8)
where a is the impact parameter. Far away from the core, this potential decays as
x−1, behaving similarly to a Coulomb-type, long-range interaction. Here we have
chosen the impact parameter to be a = 1, which yields a ground-state energy
²0 = −0.66995 for the field free [E(t) = 0 in Eq. (2.1)] Hamiltonian. And the
truncating function is described as
f(x) =

1, |x| < a0
cos7
(
pi
2
|x|−a0
L−a0
)
, a0 ≤ |x| ≤ L
0, |x| > L
(2.9)
The explicit values of a0 and L have been chosen in two different ways, which will
be specified later in Section 3.1 (see Table 3.1 for details). A similar truncation
was formerly used in Ref. [109] to assess the influence of the potential tail on
resonant HHG enhancements.
Regarding the external laser field, E(t) = E0f(t) sin(ω0t), several kinds of en-
velopes, f(t), have been considered, namely a flat-top trapezoidal pulse, where
f(t) =

t/τon, 0 ≤ t < τon
1, τon ≤ t < τoff
1− (t− τoff )/τon, τoff ≤ t ≤ τf
, (2.10)
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and a sin2 function, where
fs2(t) = sin
2(pit/τf ). (2.11)
In both cases, ω0 = 0.057 and τ0 = 2pi/ω0 denote the frequency and period of the
field, respectively. More specifically, in (2.10) the time required for the external
field to reach its maximum amplitude is τon = 2.25τ0, while τoff = 2.25τ0 +Nτ0
stands for the duration of the field with maximum amplitude, and τoff + 2.25τ0
refers to the time at which the field is switched off (and our quantum simulations
are completed); to ensure a high monochromaticity in the flat-top pulse, we have
chosen N = 10 (τf = 14.5τ0).
2.2.2 The propagation of the wave function
As the initial condition for the wave function, we have considered the ground
state of the bare or field-free Hamiltonian,
H0 = −1
2
∇2 + V (x). (2.12)
This eigenstate has been numerically obtained by means of the imaginary time
propagation method [110]. Starting from the Schro¨dinger equation (1.2) and the
Hamiltonian (2.1), the time-dependent wave function can be written as [111]
Ψ(x, t+∆t) ≈ e−i pˆ
2
2
∆t/2e−i[V (x)−xE(t+∆t/2)]∆te−i
pˆ2
2
∆t/2Ψ(x, t) +O(∆t3). (2.13)
Then, the time-propagation of the wave function according to the TDSE (1.2)
can be carried out from time t to t+∆t by combining the split-operator technique
[111] with the Fast Fourier Transform (FFT) technique [112, 113] in the following
steps:
1. By using the FFT method, the wave function Ψ(x, t) is changed to the mo-
mentum space,
Ψ(x, t) =
∑
n
ϕ1(pn, t)e
ipnx. (2.14)
Here, the ϕ1(pn, t) coefficients denote the Fourier weights (in general, complex
valued) associated with each of the plane-wave components with momentum pn
of the decomposition at time t. Then,
e−i
pˆ2
2
∆t/2Ψ(x, t) =
∑
n
e−i
pˆn
2
2
∆t/2ϕ1(pn, t)e
ipnx =
∑
n
ϕ′1(pn, t)e
ipnx. (2.15)
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2. By using the Inverse Fast Fourier Transform (IFFT), the new wave function
in the momentum space is changed to the coordinate space as Ψ2(x, t), and after
that we obtain
e−i[V (x)−xE(t+∆t/2)]∆tΨ2(x, t) = Ψ′2(x, t). (2.16)
3. By using the FFT again, the new wave function in the coordinate space is
changed to the momentum space as
Ψ′2(x, t) =
∑
n
ϕ3(pn, t)e
ipnx. (2.17)
Then,
Ψ(x, t+∆t) = e−i
pˆ2
2
∆t/2Ψ′2(x, t) =
∑
n
e−i
pˆ2n
2
∆t/2ϕ3(pn, t)e
ipnx =
∑
n
ϕ′3(pn, t)e
ipnx.
(2.18)
From Eq. (2.14) we can see
∇Ψ(x, t) =
∑
n
ϕ1(pn, t)∇eipnx =
∑
n
ipnϕ1(pn, t)e
ipnx. (2.19)
Regarding the Bohmian equation of motion (2.5), it has been integrated “on the
fly”, by substituting the value of the wave function Ψ(x, t) at each time step into
this equation. Now, given the general form (2.14), Eq. (2.5) can be recast as
x˙ = Im

∑
n
ipnϕ1(pn, t)e
ipnx
∑
n
ϕ1(pn, t)e
ipnx
 . (2.20)
This way, since ϕ1(pn, t) are known at each time step through the FFT operation,
Bohmian trajectories x(t) can be obtained straightforwardly by integrating the
analytical form (2.20), which is an ordinary differential equation. In particular,
the integration can be performed by means of the 4th order Runge-Kutta or the
Euler method, as soon as the initial conditions of x(0) are obtained.
In this thesis, the initial conditions x(0) considered for the Bohmian trajecto-
ries have been randomly chosen to mimic the initial probability distribution,
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Figure 2.1: Schematic plot of how to choose the initial positions ensemble for
Bohmian trajectories in a specific interval, corresponding to the probability dis-
tribution. The black solid curve is the ground state wave function of the soft-
core potential Eq. (2.7). For a sampling with N initial positions in the whole
space, we randomly choose N
∫ xc
−xc |Ψ(x, 0)|2dx from the interval [−xc, xc] or
N
∫ x2
x1
|Ψ(x, 0)|2dx from the interval [x1, x2].
ρ(x, 0) = |Ψ(x, 0)|2, within the interval [−xc, xc], with xc = 4.102. This ensures
that the time-evolution of most of the propability density will be well monitored,
as the integrated probability for |x| ≥ xc is only 0.151% of the total probability.
An illustration of how to choose the initial conditions is shown in Fig. 2.1
To ensure that all the relevant dynamics are incorporated for the parameter range
of interest, we have set the box boundaries located far enough from the core re-
gion (at |x| = 150). Furthermore, special care has been taken in order to avoid
reflections and spurious effects near the box edges. First, we have employed a
mask function in the form of a cos1/8 function
M(x) =

cos1/8
[
pi|x+x1|
2(−l+x1)
]
, x ≤ −x1
1, −x1 < x < x1
cos1/8
[
pi|x−x1|
2(l−x1)
]
, x ≥ x1
(2.21)
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which becomes active near the boundaries ±x1. This function is smooth enough,
but still capable of absorbing noises with a high efficiency, thus avoiding nonphys-
ical reflections. We have tested this fact by considering a wide range of box sizes.
Second, the maximum/minimum value of the total potential function has been
truncated in order to avoid nonphysical accelerations towards the box edges. In
this regard, the size of the box is chosen such that this truncation takes place
close to the region where the absorber becomes active.
Additionally, to avoid effects associated with the loss of probability due to the
presence of the absorber, which becomes more prominent for higher external field
intensity, in the calculations special attention is paid to proper renormalisation
of the wave function. Finally, unless otherwise stated, no filter functions (e.g.,
Hanning windows) are used to avoid influence on the long-range dynamics and
therefore the topology of Bohmian trajectories.
2.2.3 High-order harmonic generation (HHG) spectrum
The HHG spectrum can be obtained through the Fourier transform of the dipole:
S(ω) =
∣∣∣∣∫ D(t)e−iωtdt∣∣∣∣2 . (2.22)
The quantity D(t) that we are interested in here is the dipole length
x¯(t) = 〈Ψ(t)|x|Ψ(t)〉, (2.23)
which, in atomic units, is equal to the dipole moment but with opposite sign,
since µ(t) = ex¯(t); and the dipole acceleration expressed as
a¯(t) = −〈Ψ(t)|V ′(x)|Ψ(t)〉, (2.24)
where V ′(x) = dV (x)/dx, is defined as the acceleration operator [114], for the
soft-core potential (2.7), this term is read as x/(x2+ a2)3/2. In these expressions,
Ψ(x, t) denotes the wave function solution of the TDSE (1.2).
Once Bohmian trajectories are synthesised, two types of calculations can be car-
ried out with them. The first type is a direct evaluation of their individual spec-
trum in order to determine how each trajectory contributes to the expectation
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values of (2.23) and (2.24). That is, we might study the power spectrum (2.22)
for a series of individual trajectories, substituting D(t) by the time-dependent
trajectory x(t) obtained after integrating Eq. (2.20) with the corresponding ini-
tial condition x(0). In the second type, we can understand the ensemble feature
of Bohmian mechanics, by analysing the ensemble of the usual dipole length and
acceleration as the number of Bohmian trajectories is increased with their initial
positions distributed randomly according to ρ(x, 0) mentioned in Section 2.2.2.
The Bohmian version of the expectation values of (2.23) and (2.24) are given by
x¯B(t) =
1
N
N∑
i=1
xi(t), (2.25)
and
a¯B(t) =
1
N
N∑
i=1
dV (x)
dx
∣∣∣∣
x=xi(t)
=
1
N
N∑
i=1
xi(t)
[1 + x2i (t)]
3/2
, (2.26)
respectively, which follow the usual statistical approach (i.e. the average value
contributed from each trajectory is considered). In these expressions, xi(t) de-
notes the ith Bohmian trajectory from an ensemble and N is the total number
of trajectories in each numerical experiment performed.
2.3 Existing methods applied to analyse Bohmian
trajectories and HHG
2.3.1 Classical-ensemble computations
In order to compare Bohmian and classical trajectories, we solve the classical
equations of motion for an ensemble of electrons which are released in the laser
field at time t0. For each electron,
x¨(t) = F (x, t) (2.27)
both in the presence and in the absence of the soft-core potential. In the former
and the latter case, F (x, t) = E(t)− dV (x)/dx and F (x, t) = E(t), respectively.
The initial release time t0 is then varied within a monochromatic field given by
E(t). Only a subset of the trajectories obtained will return to the core, depending
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on the time at which the electrons are released into the field. For a monochro-
matic field this will occur only for times t0 > 0.25τ0 + nτ0/2 (τ0 is the period of
the laser field and n is an non-negative integer), i.e., after the peak-field times,
and up to t0 ' 0.4τ0 + nτ0/2, i.e., somewhat before the crossing, where, τ0 is the
period of the external laser field.
Assume the monochromatic laser field is E(t) = E0 cos(ω0t), the potential is
absent, integrating Eq. (2.27) once and twice gives
x˙(t) =
E0
ω0
sin(ω0t) + x˙(0), (2.28)
and
x(t) = −E0
ω20
cos(ω0t) + x˙(0)t+ x(0), (2.29)
respectively. Assume the initial velocity and position of the electron in the laser
field are x˙(t0) = v0 and x(t0) = x0, respectively, where t0 is the ionisation time
of the electron. One can obtain the x˙(0) and x(0), which read as
x˙(0) = v0 − E0
ω0
sin(ω0t0), (2.30)
and
x(0) =
E0
ω20
cos(ω0t0)− x˙(0)t0 + x0, (2.31)
respectively. For an arbitrary time t, the velocity and the position of an electron
can then be rewritten as
x˙(t) =
E0
ω0
[sin(ω0t)− sin(ω0t0)] + v0 (2.32)
and
x(t) =
E0
ω20
[cos(ω0t0)− cos(ω0t)] + E0
ω0
(t0 − t) sin(ω0t0) + v0(t− t0) + x0, (2.33)
respectively. If we assume v0 = 0, x0 = 0 and solve the equation x(t) = 0, we
can obtain the return time tr of the electron, inserting tr into Eq. (2.32) we can
obtain the return velocity and the corresponding kinetic energy Ek, which reads
as
Ek = 2Up [sin(ω0tr)− sin(ω0t0)]2 , (2.34)
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in which, Up = E
2
0/4ω
2
0 is the ponderomotive energy of the electron in the laser
field. The maximum kinetic energy is about 3.17Up, which added to Ip gives the
cutoff position predicted by the TSM.
If the soft-core potential is included, Eq. (2.27) is rewritten as the coupled first
order differential equations,
v(t) = x˙(t) (2.35)
and
v˙(t) = E0 cos(ω0t)−∇V (x), (2.36)
which are solved employing the 4th order Runge-Kutta method. However, solving
these equations with the same initial conditions as in the potential-free case, i.e.
with x0 = 0 and v0 = 0, leads to a series of bound trajectories, whose kinetic
energy is very low and are not appropriate for the comparison one may wish
to perform. Hence, we have placed the electrons initially at x0 = 0 but with
velocity v0 such that v
2
0/2 = −V (x0). This gives v0 = ±
√
2 for the potentials
employed in this work. These trajectories will exhibit unbound dynamics. Similar
dynamics may be obtained by assuming that the electrons in the ensemble leave
with vanishing velocity v0 = 0 but initially located at a turning point x0, such
that F (x0, t0) = 0. A schematic plot related to this turning point is shown in
Fig. 2.2.
2.3.2 Strong-field approximation (SFA)
Initially Lewenstein et al. [20] and Becker et al. [115] independently applied the
SFA to the study of HHG using a zero-range potential. An integrated approach
was subsequently developed to unify these two methods [116]. The SFA starts
from the TDSE of a one-electron atom exposed to a linearly polarised laser field
in the length gauge, in which the 1D Hamiltonian reads as Eq. (2.6) and the
following three main assumptions hold:
1. Only the contribution of the ground state to the evolution of the system is
considered, the contribution of all bound states can be neglected.
2. The depletion of the ground state can be neglected.
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Figure 2.2: Schematic plot of the turning point related to Eq. (2.36), at time t0.
In this figure, the effective potential is defined as Veff (x) = V (x) − xE(t0), and
Emin(x0, t0) is the minimum energy that an electron needs to escape via over-the-
barrier ionisation, which corresponds to F (x0, t0) = 0 and the turning point x0
at t0.
3. In the continuum, the effect of V (x) on the motion of an electron in the
laser field is negligible, i.e. the electron moves as a free particle.
With these assumptions the time-dependent wave function in Eq. (1.2) can be
expressed as the superposition of the ground state |0〉 and the continuum state
|v〉, which reads as
|Ψ(t)〉 = eiIP t
(
C0(t)|0〉+
∫
Cv(t)|v〉dv
)
, (2.37)
where C0(t) ' 1 is the amplitude of the ground state (assumption 2) and Cv(t)
are the amplitudes of the corresponding continuum states.
By inserting this wave function into the TDSE and applying assumption 2 above,
one can obtain the differential equation of the continuum amplitudes Cv(t):
C˙v(t) = −i
(
v2
2
+ Ip
)
Cv(t)− E(t)∂Cv(t)
∂v
+ iE(t)dx(v), (2.38)
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where dx(v) = 〈v|x|0〉 denotes the dipole matrix element of the bound-free tran-
sition. The analytical solution of Eq. (2.38) is
Cv(t) = i
∫ t
0
E(t′)dx (v + A(t)− A(t′))
× exp
{
−i
∫ t
t′
dt′′
[
(v + A(t)− A(t′′))2 /2 + Ip
]}
dt′,
(2.39)
where A(t) = − ∫ E(t)dt is the vector potential of the laser field.
After the amplitudes of the continuum states are obtained, by applying assump-
tion 3 above, we can get the time-dependent dipole moment along the laser field
direction x(t) = 〈Ψ(t)|xˆ|Ψ(t)〉 which is written as
x(t) =
∫
d∗(v)Cv(t)dv + c.c. (2.40)
Introducing the canonical momentum
p = v + A(t), (2.41)
the above equation can be rewritten as
x(t) = i
∫ t
0
dt′
∫
E(t′)dz(p− A(t′))d∗z(p− A(t)) exp[−iS(p, t, t′)]dp+ c.c.
(2.42)
where
S(p, t, t′) =
∫ t
t′
{
1
2
[p− A(t′′)]2 + Ip
}
dt′′. (2.43)
The corresponding Fourier transform of the dipole moment reads as
F (ω) = i
∫ ∞
−∞
dt
∫ t
0
dt′
∫
E(t′)dx(p− A(t′))d∗z(p− A(t))
× exp[−iS(p, t, t′, ω)]dp+ c.c.
(2.44)
where
S(p, t, t′, ω) =
∫ t
t′
1
2
[p− A(t′′)]2 dt′′ + Ip(t− t′)− iωt (2.45)
is the classical action which describes the propagation of a free moving electron
in the continuum from time t′ to t.
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The highly oscillatory feature of the classical action mainly determines the os-
cillatory behavior of Eq. (2.44). The major contribution to the integral over p
comes from the stationary points of the action. This approach is called the saddle
point approximation (SPA) and the corresponding saddle point equations (SPEs)
are:
∂S(p, t, t′, ω)
∂t′
=
1
2
(p− A(t′))2 + Ip = 0 (2.46)
∂S(p, t, t′, ω)
∂t
=
1
2
(p− A(t))2 + Ip − ω = 0 (2.47)
∂S(p, t, t′, ω)
∂p
=
∫ t
t′
(p− A(t′′)) dt′′ = 0. (2.48)
Eq. (2.46) states that the kinetic energy of the electron at the instant of tunneling
is equal to its binding energy, and only complex solutions exist for this equation
meaning that tunneling has no classical counterpart. Eq. (2.47) expresses the
conservation of energy at instant t of recombination, where the kinetic energy of
the returning electron is converted into a high-order harmonic of frequency ω. Eq.
(2.48) restricts the recombination of the electron to the site of ionisation. The
trajectories obtained from these solutions are known as “quantum orbits” in the
strong-field community [117], and have been used by many research groups across
the globe (for example, the work on the steepest descent method and HHG, see
Refs. [118–120]). Their real parts are related to the classical trajectories of an
electron in a laser field. The imaginary parts are related to quantum mechanical
processes and represent the width of the barrier that the electron must tunnel
through.
2.3.3 Time-frequency analysis
Although one can use modulus of the Fourier transform of time-dependent atomic
dipole to obtain the HHG spectrum, all the temporal information of HHG is lost
under this approach. Certain features of HHG, which yield considerable infor-
mation on its physical mechanisms, such as the semiclassical return times in the
TSM [121], or the time-dependent level crossings in two-level atoms [122, 123],
can only be revealed by a time-frequency or wavelet analysis.
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The theoretical method related to the above statement was first proposed by
Gabor in 1946 [124] based on the classical Fourier transform, but with intro-
ducing of the window function. During the past decades, this method has been
widely applied to the study of signal and image processing, acoustical phenomena
and medicine [125, 126]. Recently, this method was applied by Antoine [127] to
study the emission of a given harmonic occurring during the interaction between
atoms and the external laser field, and time interval, in which a given harmonic
is preferably emitted. This method has powerful applications, for instance, it can
provide both new information about the fundamental mechanism which leads to
HHG and the competition between processes of photon emission and excitation or
ionization [127], and therefore has been widely used to study HHG [22–24, 128–
130].
In order to assess how Bohmian trajectories are related to those identified in the
context of SFA, we will employ time-frequency analysis (the Gabor transform) to
extract temporal information from the TDSE or from groups of Bohmian trajec-
tories. For a generic function D(t), the Gabor transform reads as
aG(ω, t) =
∫
D(t) exp[−(t− t′)2/(2σ2)] exp(iωt′)dt′. (2.49)
Note that, if σ →∞ the standard Fourier transform is recovered and all temporal
information is lost. Here, we choose the same temporal width as that employed
in Ref. [128], i.e., σ = 1/(3ω0) (ω0 is the frequency of the external laser field).
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Local dynamics in HHG using
Bohmian trajectories
In this chapter we investigate the HHG spectra through Bohmian mechanics.
Over recent years Bohmian mechanics has been adopted to provide descriptions
and interpretations for phenomena in strong field physics [60–64] as well as serve
as a source for numerical algorithms [65, 67–69]. These studies primarily follow
the traditional approach where a set of Bohmian trajectories are employed and
the obtained results are compared to those from quantum mechanics. In contrast,
in this chapter we consider individual Bohmian trajectories and use them to probe
different critical areas in the configuration space. Using a simplified 1D model, we
show that (1) HHG spectra with a clear plateau and a cutoff can be reproduced
by the Bohmian trajectory located in the innermost region of the core, in other
words, in the vicinity of x = 0; (2) according to the TSM prediction, an ensemble
of classical electron trajectories returning to the parent ion can be related to the
innermost Bohmian trajectory; and (3) under Bohmian mechanics, the picture
related to the TSM builds up nonlocally via the phase of the wave function, and
as expected from the TSM, any alterations in the flow of the wave function far
away from the core region will impact the central trajectory. We illustrate this by
applying long- and short-range potentials, which essentially have the same core
region, but a considerable different propagation of the wave function outside the
core.
The structure of this chapter is as follows. In order to illustrate that Bohmian
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trajectory is a powerful tool to probe the local dynamics in HHG, in Section
3.1 we compare the HHG spectra obtained from dipole length and acceleration
through the TDSE with those from Bohmian trajectories. To substantiate that
the results from Bohmian trajectories are generic, different kinds of model po-
tentials and external laser fields are considered. Following this, in Section 3.2,
in order to address the question of how Bohmian trajectories compare to the
classical trajectories of an electron in a strong laser field, time-frequency analysis
is applied to study the central and peripheral Bohmian trajectories. Finally, the
last section presents the conclusions of this chapter.
3.1 The dipole length and acceleration compared
with Bohmian trajectory
It is well known that in the TDSE computations, the expectation value of the
dipole acceleration (rather than the dipole length) produces “cleaner” HHG spec-
tra, with plateau and well-defined cutoff. The dipole acceleration concentrates on
regions near the core, whereas the dipole length places more focus on regions far
away from the core. This implies that regions important for the HHG are those
near the core, where overlap between the continuum and bound dynamics is most
likely to occur. However, this raises further thought-provoking questions, such
as: can a specific region in the core be singled out as being the most relevant to
HHG? How can the overlap mentioned above be related to the physical picture
described by the TSM?
In order to address these questions we first revisit the issue of the dipole length
and acceleration for the standard soft-core potential [f(x) = 1 in Eq. (2.8)]
employing Bohmian dynamics. The dipole length over-emphasises regions near
the box edges due to its linearity with the distance. Hence, even if the proba-
bility density far from the core is negligible, x can reach relatively high values,
thus compensating this fact and enhancing the associated features in the corre-
sponding spectra. In contrast, the dipole acceleration focuses on the core region.
Specifically, for the soft-core potential, it increases up to x = ±1/√2, and then
decreases to zero again very rapidly, such as in x−2 form. Hence, any contribution
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from portions of the probability density outside this region is strongly suppressed
[56].
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Figure 3.1: Dipole length (a) and dipole acceleration (b) computed from the
TDSE for a soft-core potential Vsc(x) in a flat-top trapezoidal laser pulse with
frequency ω0 = 0.057, and intensities E0 = 0.05 (dashed red line) and E0 = 0.075
(black solid line). The corresponding HHG spectra are displayed in panels (c) and
(d), respectively. The cutoff frequencies in the cases considered are ω = 22.5ω0
for E0 = 0.05, and ω = 35.8ω0 for E0 = 0.075.
In Fig. 3.1, we show the time-dependent dipole length [panel (a)] and acceler-
ation [panel (b)] obtained from Eqs. (2.23) and (2.24) respectively, which are
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computed using the TDSE. Moreover, the corresponding harmonic spectra are
provided in the lower panels. As shown in Fig. 3.1(a), as the field strength E0
increases, the amplitude of the oscillations for the dipole length becomes compar-
atively large. Furthermore, at the end of the pulse, the expectation value of the
dipole operator is non-vanishing for the larger driving-field intensity. This can be
traced to irreversible ionization and the contributions far from the core region,
which are over-estimated in this case. The dipole acceleration [see Fig. 3.1 (b)],
however, behaves in a rather different way. First, there is a much less pronounced
increase in the amplitude of a(t) with the driving-field strength. Comparing the
two graphs, we note that their main difference lies in the substructure observed for
a(t). Second, the acceleration vanishes at the end of the pulse. These differences
stem from the fact that a(t) only depends on the part of the wave function where
the electron undergoes the strongest interaction with the core, as discussed above.
When comparing the spectra for the dipole length and the acceleration for such
intensities, however [see Figs. 3.1(c) and (d)], one readily notices that the spectra
obtained from the dipole acceleration exhibit a plateau consisting of high-order
harmonics extending up to a cutoff energy of ωc ≈ Ip + 3.17Up, where Ip is the
ionisation energy and Up = E
2
0/4ω
2
0 is the ponderomotive energy. These features,
shown in Fig. 3.1(d), are in full agreement with the predictions of the TSM. In
the harmonic spectra computed from the dipole length, however, these features
are not so easily identifiable. In particular, for higher driving-field intensity, the
harmonic peaks are obfuscated by a large background, with no visible plateau.
Overall, the HHG spectra in Fig. 3.1(c) are monotonically decreasing. Nonethe-
less, for moderate intensities of the external field [see curve for E0 = 0.05] the
cutoff could be assigned to the dramatic decrease in the intensity observed around
ω ≈ 30ω0.
We will now employ Bohmian trajectories in order to analyse these differences in
detail. In Figs. 3.2(a) and (b) two sets of Bohmian trajectories are displayed for
the same driving-field intensities as those in Fig. 3.1. As E0 increases some of
the trajectories start to oscillate with increasingly larger amplitudes and eventu-
ally leave the core region [see panel (b)]. Actually, it is the behavior of E0 that
leads to the eventual dependence on the boundaries. That is, as E0 increases,
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the trajectories undergo larger excursions out of the core and therefore, when
their average (2.25) is computed, one will obtain results highly dependent on the
boundary conditions chosen to solve the TDSE. Note that this average formally
corresponds to the expectation value of the dipole moment. On the contrary,
if one only focusses on those Bohmian trajectories that always keep oscillating
around the core, the average behavior will resemble that of the dipole accelera-
tion.
The interpretation provided above is supported by the harmonic spectra obtained
from a single Bohmian trajectory xi(t), depicted in the lower panels of Fig. 3.2.
As an overall feature, a plateau followed by a cutoff is always obtained if a tra-
jectory starting at x(0) = 0 is taken, regardless of the driving-field intensity.
This trajectory corresponds to the innermost part of the wave function, which
is strongly localised at the core. This spatial region resembles that spanned by
the dipole acceleration. In contrast, the spectra from trajectories whose initial
positions lie at a few atomic units of distance, i.e., at the outermost regions of
the wave function, will be strongly influenced by the driving-field intensity. For
moderate driving-field intensity [Fig. 3.2(c)] the spectra from both innermost
and outer trajectories are quite similar in shape, apart from an overall intensity
difference. If, however, the intensity increases, the spectra of the innermost and
the outermost trajectories differ markedly, as exemplified in Fig. 3.2(d). In this
figure, one observes that, if the trajectories are launched from x(0) = −3, or even
x(0) = 1.8, the corresponding spectra will only consist of the fundamental and
of a uniform background. For these initial conditions, the confined oscillating
motion (around the corresponding initial position) is lost.
Apart from that, the further from x(0) = 0 the initial position of a trajectory is,
the higher the overall intensity in the spectra will be. Thus, even if the number of
trajectories that leave the core region is relatively small, the fact that their spec-
tra are several orders of magnitude more intense than those obtained from the
innermost trajectories gives rise to a masking of the latter’s contribution in the
dipole-length spectra. These findings are in agreement with the observations in
Ref. [56], where a background in the HHG spectra was attributed to irreversible
ionization at the end of the pulse, and in Ref. [57], where this background was
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Figure 3.2: Upper panels: Bohmian trajectories obtained from the soft-core po-
tential Vsc(x) in a flat-top trapezoidal pulse with strength: (a) E0 = 0.05 and
(b) E0 = 0.075. Lower panels: HHG spectra obtained from the trajectories in
the upper panels. (c) Trajectories starting at x(0) = 0 (black solid line) and
x(0) = −3 (red dashed line), for E0 = 0.05. (d) Trajectories starting at x(0) = 0
(black solid line), x(0) = 1.8 (blue dotted line) and x(0) = −3 (red dashed line),
for E0 = 0.075.
attributed to the probability density near the edges of the integration box.
A blow-up shot of the expectation value of dipole acceleration and the central
Bohmian trajectory in 2 laser cycles are shown in Fig. 3.3. From this figure, we
can clearly see that both of the two time-dependent quantities follow the laser
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Figure 3.3: A blow-up of the central trajectory (red solid line) in Fig. 3.2(b) and
the expectation value of the dipole acceleration computed from the TDSE (black
dashed line) over two laser cycles using a long-range soft-core potential Vsc(x) in
a flat-top trapezoidal pulse (2.10) with strength E0 = 0.075 and frequency ω0 =
0.057. Note that, formally, the central Bohmian trajectory xc(t) is equivalent to
the time-dependent dipole length computed using only the innermost part of the
time-dependent wave function.
field with a series of high-frequency oscillations. It is worth noting that, on aver-
age, the distance in time between adjacent peaks is around 0.03 times one laser
cycle length. This roughly corresponds to a typical frequency of about 35ω0,
which is the cutoff frequency of the HHG spectrum. Through the computations
of the dipole acceleration using both the TDSE [25] and other orbit-based meth-
ods [26–28, 48, 131], similar oscillations displayed in Fig. 3.3 have also been
identified therein. However, this oscillating feature is not present in peripheral
Bohmian trajectories. In fact, early studies [25] have identified that these oscil-
lations, together with the strong localization feature of the dipole acceleration
in the configuration space, are paramount for obtaining a plateau and a cutoff.
These oscillations are related to the interference between the outgoing and in-
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coming parts of the electronic wave packet, which overlap near the core.
More recent studies [47, 48] employing the adiabatic approximation also estab-
lished similar findings, namely, part of the electronic wave function exhibits a
highly oscillating phase structure. This phase may be associated with the clas-
sical action of an electron leaving and returning to the core, and contributes to
the action S(x, t) defining the Bohmian trajectories. Furthermore, studies using
the HK propagator [26–28] and the CCS method [131] have identified that this
highly oscillating structure can be associated with the quantum interference be-
tween different types of trajectories of electrons returning to the core.
Table 3.1: Eigenvalues of the untruncated soft-core (2.7) and two truncated (2.9)
potentials. We shall refer to these models as first truncated, or V
(1)
tr (x), for which
a0 = 5.0 and L = 50; and second truncated, or V
(2)
tr (x), for which a0 = 1.0 and
L = 7.55. Note that, in principle, the number of eigenstates supported by the
untruncated potential approaches infinity; in our calculations, we obtain a finite
number of these because of the boundaries of the grid we use to solve the TDSE.
Atomic units are used in this table.
n untruncated truncated 1 truncated 2
0 -0.66995 -0.66995 -0.65651
1 -0.27508 -0.27503 -0.17864
2 -0.15158 -0.15059
3 -0.09276 -0.08714
4 -0.06358 -0.05013
5 -0.04552 -0.02390
6 -0.03462 -0.00754
...
...
14 -0.00826
15 -0.00707
16 -0.00670
A legitimate question is whether the above findings also hold for other model
potentials. In order to address this, we truncate the soft-core potential according
to Eq. (2.9). The parameters a0 and L are chosen in two distinct ways. For the
34
Chapter 3. Local dynamics in HHG using Bohmian trajectories
-40 -20 0 20 40
-1.0
-0.8
-0.6
-0.4
-0.2
0.0
0.2
-20 -10 0 10 20
-1.5
-1.0
-0.5
0.0
0.5
1.0
1.5E0=0(a)
 
 
V(
x)
 (a
.u
.)
x (a.u.)
E0=0.075(b)
 
 
V e
ff
(x
) (
a.
u.
)
x (a.u.)
Figure 3.4: (a) Comparison between the soft-core model (2.7) (black solid line)
and the truncated soft-core model (2.9) for two different values of the parameters
a0 and L. The blue dashed line denotes the truncated potential with a0 = 5.0
and L = 50, while the red dotted line stands for a0 = 1.0 and L = 7.55. In panel
(b) we display the same potentials, but acted by the laser field at the maximum
of its amplitude, which is taken as E0 = 0.075.
truncated potential V
(1)
tr (x), the long-range tail is eliminated, but the core region
is kept practically unaltered, i.e., its field-free eigenenergies are quite similar to
those of the long-range potential and it supports several weakly bound states. In
contrast, the truncated potential V
(2)
tr (x) is so short ranged that it can only sup-
port two bound states. Throughout, we keep the ground-state energy roughly the
same. A list with the eigenvalues for these three potentials is given in Table 3.1.
These truncated potentials, together with the soft-core model (2.7), are illus-
trated in Fig. 3.4. Panels (a) and (b) show the field-free potential V (x) and
the effective potential barrier Veff (x) = V (x)− xE0 when the driving laser field
reaches its peak value E0 = 0.075. This field will be employed throughout this
section, as it causes more irreversible ionization. For V
(1)
tr (x), the potential well
(core region) is essentially the same, while the long-range tail is significantly re-
duced. In the presence of the field, however, Veff (x) is practically not affected
by the truncation. For the second truncated potential V
(2)
tr (x), the width of the
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Figure 3.5: Upper panels: Bohmian trajectories obtained from the truncated soft-
core potential Vsc(x) with two sets of parameters: (a) a0 = 5.0 and L = 50, and (b)
a0 = 1.0 and L = 7.55, in a flat-top trapezoidal pulse with strength E0 = 0.075
and frequency ω0 = 0.057. Lower panels: HHG spectra corresponding to the
trajectories selected from the upper panels. (c) Trajectories starting at x(0) = 0
(black solid line) and x(0) = −3 (red dashed line). (d) Trajectories starting at
x(0) = 0 (black solid line), x(0) = +3 (dotted blue line) and x(0) = −3 (red
dashed line).
potential well has decreased remarkably as well as the potential range. This leads
to a much higher ionization barrier Veff (x).
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In Figs. 3.5(a) and (b), we provide the outcome of the Bohmian-trajectory com-
putation for V
(1)
tr (x) and V
(2)
tr (x), respectively. Fig. 3.5(a) shows that, if the
core region is kept unaltered, but the long-range tail is truncated, the number of
Bohmian trajectories that irreversibly leave the core is larger than that obtained
for the long-range potential [see Fig. 3.2(b)]. This is related to V
(1)
tr (x) being short
ranged: once the trajectories are outside the core region, there is no potential tail
attracting them towards it. This leads to an increase in the outward probabil-
ity flow. These results, however, are strikingly different from those obtained for
V
(2)
tr (x). In this latter case, displayed in Fig. 3.5(b), these trajectories occur in
a much smaller number, i.e., irreversible ionization is strongly suppressed. This
happens as, for the long-range potential and for V
(1)
tr (x), the many loosely bound
states will be strongly coupled to the continuum in the presence of the field.
Hence, they provide additional escape pathways for parts of the electronic wave
packet. For V
(2)
tr (x), these channels are absent. This outweighs the absence of a
long-range tail.
Similarly to what has been observed for the long-range potential, the spectrum
computed from the central trajectory exhibits a plateau followed by a sharp cut-
off, while peripheral trajectories produce spectra which decrease monotonically,
except for a single peak at the field frequency, ω = ω0 [see panels (c) and (d)].
Another interesting question that arises here is that of the role played by the
overall shape of the laser pulse. For that reason, we perform a Bohmian trajec-
tory analysis for the long-range potential model (2.7), but assuming now that the
driving field is a pulse whose envelope is given by Eq. (2.11).
The outcome of our computation is shown in Fig. 3.6, for two different laser inten-
sities. In the left panels we display the dipole acceleration and the corresponding
power spectra obtained from the TDSE, which will be employed as benchmarks.
In general, the HHG spectra follow the cutoff law Ip + 3.17Up. However, the res-
olution of the harmonic peaks is much worse than that obtained for the flat-top
trapezoidal pulse. Indeed, only in the cutoff region it is possible to identify the
harmonic peaks. This is expected as sharp harmonic peaks stem from the field
periodicity: a flat-top trapezoidal pulse contains many identical cycles, whereas a
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Figure 3.6: Left panels: Dipole acceleration [panel (a)] and the corresponding
HHG spectra [panel (d)] computed from the TDSE for a soft-core potential Vsc(x)
in a sin2-shaped laser pulse (2.11) with frequency ω0 = 0.057, and intensities
E0 = 0.05 (dashed red line) and E0 = 0.075 (black solid line). Panels (b) and (c):
Bohmian trajectories obtained from the same atomic potential and laser field as
those used in the left panels, with laser intensities E0 = 0.05 and E0 = 0.075,
respectively. Panels (e) and (f): HHG spectra obtained from some trajectories
selected from panels (b) and (c). Panel (e) shows the spectra from the trajectories
starting at x(0) = 0 (black solid line) and x(0) = −3 (red dashed line), for
E0 = 0.05. Panel (f) exhibits spectra computed from the trajectories starting
at x(0) = 0 (black solid line), x(0) = 1.8 (blue dotted line) and x(0) = −3 (red
dashed line), for E0 = 0.075.
sinusoidal pulse does not. The remaining panels of the figure exhibit the Bohmian
trajectories obtained from this kind of pulse [panels (b) and (c)], with the corre-
sponding spectra [panels (e) and (f)]. For sinusoidal driving pulses, we find the
same pattern described previous, namely, a good qualitative agreement between
the spectrum obtained from the dipole acceleration and that computed only using
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the central Bohmian trajectory of the ensemble. Nonetheless, one could now ask
the question of whether a quantitative agreement between the outcome of the
TDSE and the results obtained from the Bohmian trajectory computations can
be reached. This issue will be addressed in the next chapter.
3.2 Time-frequency analysis
In this section, we wish to investigate how the behavior of Bohmian trajectories
compare to those of classical trajectories of an electron in a strong laser field.
Furthermore, we would like to look more closely at the nonlocal transfer of infor-
mation via the phase of the wave function in Bohmian trajectories. Specifically,
we alter the flow of the time-dependent wave function far from the core, and
assess whether this has an impact on the central trajectory.
With this purpose in mind, we will employ peripheral and central Bohmian tra-
jectories from the long- and short-range potentials Vsc(x) and V
(1)
tr (x). To get a
clear comparison we depict the probability density flow for both potentials in Fig.
3.7. This figure shows that the short-range potential V
(1)
tr (x) [Fig. 3.7(b)] has a
larger outward flow when compared to that of long-range potential Vsc(x) [Fig.
3.7(a)]. This is because the probability density flow is restricted by the Coulomb
tail. This confinement is not present in the short-range scenario as discussed in
the previous section.
To extract such trajectories from the phase of the wave function, time-frequency
maps need to be employed using the windowed Fourier transform technique (2.49).
We have adopted the same window function as in Ref. [128] throughout, i.e.,
σ = 1/(3ω0). Fig. 3.8 displays the time-frequency maps for the central and the
peripheral Bohmian trajectories highlighted in Fig. 3.7. The upper and lower
panels related to the long- and short-range potential Vsc(x) and V
(1)
tr (x), respec-
tively. Note that for better comparison, we have scaled up the maps in panels
(a) and (b) by 100 and those in the remaining panels by 10.
The time-frequency maps relating to the central Bohmian trajectory are shown
in Figs. 3.8(a) and (b). At a high level, there is full agreement with the TSM,
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Figure 3.7: Time-evolution of the probability density distribution |Ψ(x, t)|2 in
the configuration space for the long-range soft-core potential Vsc(x) [panel (a)]
and the short-range truncated soft-core potential V
(1)
tr (x) [panel(b)] in a flat-top
trapezoidal field (2.10), with strength E0 = 0.075 and frequency ω0 = 0.057. For
clarity, the peripheral Bohmian trajectories starting at x(0) = 1.8 employed in
the time-frequency maps of Fig. 3.8 are highlighted by the white curves in this
figure. The intensity of the probability density distribution in panels (a) and (b)
have been multiplied by 100.
regardless of whether the long- or the short-range potential is used. Indeed, these
maps exhibit a series of arches which correspond to the classical return times of
an electron ensemble leaving the core, propagating in the continuum and recom-
bining with the parent ion. For clarity, we depict these return times using the
curves in Fig. 3.8. Each point on these curves gives the return time of a classical
electron in the field of a specific harmonic energy, and thus determine a classical
orbit together with the start time t0 [121]. As discussed in Section 2.3, some dis-
crepancies, however, may occur depending on whether the binding potential has
been neglected or included in the classical computations. In the latter case, there
are more solutions for the return condition x(t) = 0, depending on whether the
initial electron velocity is on the same or opposite direction to the field. These
solutions have been recently discussed in Ref. [132] within a Coulomb-corrected
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Figure 3.8: Time-frequency maps [using (2.49)] of the central Bohmian trajec-
tory [panels (a) and (b)], and the peripheral trajectory starting at x(0) = 1.8
[panels (c) to (f)] for one-dimensional model potentials in a flat-top trapezoidal
field (2.10) with frequency ω0 = 0.057 and strength E0 = 0.075. In panels (a),
(c) and (e) the long range soft-core potential Vsc(x) (2.7) has been used, while in
panels (b), (d) and (f) the truncated potential V
(1)
tr (x) (2.8) has been considered.
The solid and the blue dashed arches in the figure are related to the outcome
of the classical-trajectory computations with and without binding potential, re-
spectively. In the classical-trajectory computations with binding potential, the
electron with escape velocity v0 according to section 2.3.1 is considered. The
black thin lines account for the solutions obtained using positive values of v0,
while the gray thick lines correspond to the solutions obtained for negative v0. In
the middle panels we consider a temporal window for which the peripheral tra-
jectories are still close to the core [between the 5th and the 6th cycle for Vsc(x)
and between the 4th and the 5th cycle for V
(1)
tr (x)], while in the right panels we
take a time interval for which they have left this region [between the 9th and the
10th cycle for Vsc(x) and between the 6th and the 7th cycle for V
(1)
tr (x)].
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SFA framework. The lower parts of the arches correspond to the “short” trajec-
tories, along which each classical electron returns before the field crossing, and
the upper parts of the arches correspond to the “long” trajectories, along which
it returns after the crossing. We find that in the time-frequency maps computed
for the long-range potential, the lower parts of the arches are more concentrated.
This indicates that contributions to the time-frequency profile is more dominated
by the the short classical trajectories. We also observe faint second arches ex-
tending up to harmonic energy of approximately Ip + 1.5Up. These arches are
associated with even longer classical trajectories with excursion times t − t0 in
the order of one and a half cycle.
The flow of the wave function far from the core, can be altered by truncat-
ing the tail of the long-range potential. This will have an impact on the time-
frequency profiles obtain for the central Bohmian trajectory, which can be seen
from Fig. 3.8. Indeed, the upper parts of the arches in these maps will become
more intense, which implies that longer classical trajectories will now have more
prominent contributions, in agreement with that observed in the literature [128].
From the above we can conclude that, the phase information contained in the
innermost part of the wave function can be changed non-locally by altering the
flow far away from the core.
The time-frequency profiles of the peripheral Bohmian trajectory starting at
x(0) = 1.8, depicted in the remaining panels of Fig. 3.8, behave in a rather
different way. We have chosen the initial and final times so that the Bohmian
trajectories in question are still within, or have just left the core region. An il-
lustration of how the probability flow behaves at such times is provided in Fig.
3.7, for comparison. In case the trajectory is still close to the core, arch-like
structures may be identified in the time-frequency maps, as shown in Figs. 3.8(c)
and (d), which, once more, correspond to the return times predicted by the TSM.
Nonetheless, these structures are more blurred than those observed for the central
trajectory. As the Bohmian trajectories move away from the core region, these
structures degrade very quickly, and the agreement with the TSM is lost. This
can be observed in Figs. 3.8(d) and (f).
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3.3 Conclusions
Our studies utilising Bohmian trajectories illustrate that the HHG spectra are
primarily produced by the innermost part of the wave function. In fact, a sin-
gle Bohmian trajectory, the trajectory that starts at x0 = 0, contains all the
information necessary to obtain the HHG spectra. This is a stronger statement
than that may be concluded using the dipole acceleration, namely, the overlap
between the continuum and bound part of the wave function in close vicinity to
the core region is important. For peripheral Bohmian trajectories, the situation
is markedly different. As long as they perform an oscillatory motion near the
core, the plateau and the cutoff is present. If, however, they leave this spatial
region, the corresponding spectra will only consist of a fundamental and uniform
background. Moreover, the further from x(0) = 0 the initial position of a tra-
jectory is, the higher the overall intensity in the spectra will be. Different kinds
of driving-field intensities, pulse shapes and binding potentials are considered in
order to substantiate that these results are general.
The key to fully understand the results above is to bear in mind that a Bohmian
trajectory is a nonlocal entity. In other words, it better resembles a “slice” of the
wave function rather than a trajectory in the classical sense. In fact, a Bohmian
trajectory only exhibits behavior consistent with those of a classical trajectory in
very limited cases, such as for coherent states and very specific ranges of the Man-
del parameter [133]. In all the other cases, a Bohmian trajectory evolves upon
action of the wave function, which contains information about not only local vari-
ations of the potential functions but also global changes of the quantum phase.
This implies that the Bohmian trajectory localized in the immediate vicinity of
the core may still contain information about the continuum and bound dynamics.
Any alterations in the wave function, regardless of being made far from or close
to the core, will be transferred nonlocally to the central trajectory via its phase.
This is consistent with the fact that, in quantum and semiclassical models, the
trajectories related to the TSM are always extracted from the phase of the wave
function. This holds in the commonly used SFA, when these trajectories are
obtained from the steepest descent method [20], as well as in other techniques,
43
Chapter 3. Local dynamics in HHG using Bohmian trajectories
such as the HK propagator [26, 28] and the adiabatic approximation [47, 48].
Moreover, our time-frequency maps demonstrate that this phase behaves as an
ensemble of unbound classical trajectories. The built up of this phase is affected
by any changes in the flow of the wave function far from the core. Our results
are also in agreement with the well-known fact that, in spatial terms, HHG takes
place at the core. In fact, our time-frequency analysis of peripheral Bohmian
trajectories have shown degradation of the above-mentioned profile when the
probability density flow moves further away from the core region.
Lastly, our studies also demonstrate why the SFA provides highly satisfactory
results. The SFA reduces the influence of the core to a single point, i.e., x = 0,
and approximates the continuum by Volkov waves. This is an appropriate proxy
since the most relevant part of the wave function for HHG is strongly localized.
Additional evidence for this resemblance between Bohmian trajectory and the
SFA will be provided in the next chapter.
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Bohmian trajectory analysis of
HHG: ensemble averages,
nonlocality and quantitative
aspects
In the previous chapter we have shown that the time-frequency map from the
central Bohmian trajectory can be associated with an ensemble of classical tra-
jectories leaving and returning to the core. A legitimate question is which regions
of the core must be considered in order to obtain quantitative agreement between
the Bohmian-trajectory simulation and the TDSE. As Bohmian trajectories are
extracted directly from the TDSE, one expects that both methods should even-
tually lead to identical outcomes. This leads to the question of whether it is
sufficient to include the immediate vicinity of the innermost trajectories or the
whole core should be considered?
Furthermore, recently, it has been shown that the short-range potential over-
estimates the contributions of the long TSM trajectories, as compared to the
long-range potential [128]. This is attributed to the spatial extension of the core
and to the Coulomb tail. Can we find similar effects using Bohmian trajectories?
If so, how can they be understood in the present framework?
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Moreover, in the previous chapter we have found that the central Bohmian trajec-
tory is affected by the probability flow far from the core and suggested that this
is due to the nonlocal transmission via the phase of the wave function. However,
a more detailed study of this nonlocality and how this phase builds up has not
been performed.
In addition, we found that the spectrum obtained from the Bohmian trajectory
located at the innermost part of the core is qualitatively very similar to that of
the dipole acceleration, where a clear plateau and cutoff position is observed at
Ip + 3.17Up, rather than the dipole length which normally gives a large back-
ground that blurs the plateau and the cutoff. However, in strong-field physics, a
wide spread way of eliminating the background introduced by the dipole length
in the HHG spectrum is to apply a Hanning filter. A question is what is the
underlying meaning of this filter, can an intuitive explanation be obtained from
Bohmian trajectories?
In this chapter, we address the questions mentioned above. This chapter is or-
ganised as follows. In Section 4.1, we use ensembles of Bohmian trajectories to
study the HHG spectrum and show which region is necessary for obtaining the
quantitative agreement with that from the TDSE. In Section 4.2, we relate the
Bohmian trajectories to those obtained from the SFA using time-frequency anal-
ysis. In Section 4.3, by changing the positions of the absorber, we show how the
dynamics far from the core affects the central trajectory nonlocally via the phase
of the wave function. After that, in Section 4.4, we study the effective dynam-
ics induced by a numerical filter. The main conclusions of this chapter will be
provided in Section 4.5.
4.1 HHG spectrum from ensemble Bohmian tra-
jectories
In the previous chapter we have discussed the behavior of individual Bohmian
trajectories and their spectra. In this chapter we focus on ensemble average ac-
cording to Eq. (2.26). If the range of initial conditions sufficiently spans the
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whole spatial extent of the wave function probability |Ψ(x, 0)|2, this average is
formally equivalent to the expectation value of the dipole acceleration (2.24).
Specifically, we investigate which regions within the core must be included for
a quantitative agreement between the outcome of the TDSE and that from the
Bohmian trajectory computations to be reached. For this purpose, we have con-
sidered a set of initial conditions obtained from uniformly generated random
numbers within a certain interval [−xc, xc], symmetric with regard to the origin
x = 0. These random numbers are multiplied by weights, which are chosen in
such a way that the probability density related to the ground state of the soft-
core potential, |ψ0(x)|2, is mimicked. We have gradually varied the range of the
aforementioned random-number distribution by changing the boundary xc, un-
til a quantitative agreement from the TDSE is reached. The total interval has
been chosen in such a way that the probability density related to the initial wave
function, Ψ(x, 0), is recovered up to over 99.8%. For the parameters employed
in this work, we have verified that all the relevant probability density is incor-
porated if we take xc = 4.102. This amounts to fourteen intervals at each side
of the origin, x = 0, and around N ≈ 1000 random numbers in total. Each of
these numbers thus corresponds to the initial condition for a Bohmian trajectory.
These results are displayed in Fig. 4.1 for the time-dependent dipole acceleration
computed using the Bohmian trajectory average [Eq. (2.26)]. Overall, the time
dependence of all the distributions considered is very similar. What is affected is
the amplitude of the time-dependent acceleration. If only the acceleration along
the central trajectory is taken (red lines in the figure), we see that this amplitude
is up to five times larger than that determined by the acceleration computed us-
ing the TDSE. The main effect of increasing the range of the integration around
this central trajectory is to decrease this amplitude. Indeed, for both intensities
a quantitative agreement is found for xc = 2.344, which corresponds to about
96% of the total probability density. However, if one is interested in a qualitative
comparison it is fully legitimate to assume that, as an approximation, the core is
a source term located around x(0) = 0, as done in the SFA-based models.
In Fig. 4.2, we investigate how increasing the number of ensembles trajectories
influences the HHG spectra. Due to the above-mentioned difference in amplitude,
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Figure 4.1: Dipole acceleration obtained from a series of sets of Bohmian trajecto-
ries randomly distributed within the interval [−xc, xc] for a long-range soft-core
potential Vsc(x) in the external flat-top trapezoidal laser field with frequency
ω0 = 0.057 and two intensities: (a) E0 = 0.05 (left panels) and (b) E0 = 0.075
(right panels). The remaining parameters are the same as those in Fig. 3.2.
Enlargements of the behavior of this quantity within one cycle of the pulse are
given respectively in panels (c) and (d). The different values of xc used in our
simulations are labeled with different types of colors/line-styles. For details, see
the legend in the lower panels (in parenthesis, we provide the total number of
Bohmian trajectories used in each case). In all cases, the black sold line repre-
sents the result obtained from the TDSE and the red dashed line the result from
the central Bohmian trajectory.
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Figure 4.2: HHG spectra of the dipole acceleration obtained from the TDSE
(black solid line) and a series of Bohmian trajectories (red dashed line) in which
the range of initial conditions have been restricted to the intervals [−xc, xc], with:
Panels (a) and (d): xc = 0 (central trajectory); panels (b) and (e): xc = 1.2;
panels (c) and (f): xc = 1.8. In the upper and lower rows we show the results for
the soft-core potential Vsc(x) in the flat-top trapezoidal laser field with frequency
ω0 = 0.057 and intensities E0 = 0.05 (upper panels) and E0 = 0.075 (lower
panels), respectively.
the harmonics in the spectrum from the central trajectory are several orders of
magnitude higher than those from the TDSE [see Figs. 4.2(a) and (d)]. As the
spatial range is increased, a reasonable quantitative agreement is reached for the
harmonics in the cutoff region. This is already true if 75% of the overall probabil-
ity density is considered (xc = 1.172). For the below-threshold and low-plateau
harmonics, a good agreement is reached only if 90% of the total probability den-
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sity is taken (xc = 1.8). Physically, this is consistent with what is known from the
strong-field models, i.e., the high-plateau and cutoff harmonics can be reasonably
modeled by the SFA, while the lower harmonics are much more influenced by the
internal structure of the system, such as excited states.
However, even for the cutoff region an ensemble of Bohmian trajectories must
also be taken if quantitative agreement with the TDSE is to be achieved. This
can be attributed to the fact that, quantum mechanically, there is a certain spread
in the initial position of the electron, which must be considered. Quantitative
agreement with the TDSE near the cutoff has also been obtained for an improved
SFA model [134], where the steepest-descent method has not been performed,
but the continuum-to-continuum transitions have been used. Physically, these
modifications introduce a spread in position and momentum. In the TSM view,
this suggests that the electron is no longer required to return exactly to the site
of its release or leave with vanishing momentum.
4.2 Time-frequency analysis of ensemble trajec-
tories
In Fig. 4.3, we display time-frequency maps obtained for the dipole acceleration
considering the central Bohmian trajectory, an ensemble of around 1000 Bohmian
trajectories and, for consistency, the expectation value of the dipole acceleration
from the TDSE (left, middle and right panels, respectively). For comparison,
superimposed to the time-frequency maps, we also display the real parts of the
return times t obtained from the HHG transition amplitude in the SFA using
the steepest descent method (Section 2.3.2). The times t, together with their
ionization times t′, are the solutions of the SPEs [Eqs. (2.46)-(2.48)]. The trajec-
tories obtained from these solutions are widely known as quantum orbits [117].
Their real parts are related to the classical trajectories of an electron in a laser
field, and form arch-like structures in the time-frequency maps, which merge at
the cutoff. The upper part of each curve is related to the “long orbit”, along
which the electron leaves earlier and returns later, while the lower part of the
curve is associated with the “short orbit” (for a similar discussion of these orbits
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Figure 4.3: Time-frequency maps as functions of the harmonic order computed
using the Gabor transform Eq. (2.49) of the dipole acceleration for soft-core po-
tential Vsc(x) in flat-top trapezoidal fields of frequency ω0 = 0.057 and intensities
E0 = 0.05 [panels (a) to (c)], and E0 = 0.075 [panels (d) to (f)]. In panels (a)
and (d), only the central Bohmian trajectory is considered in order to compute
the acceleration aB(t), while in panels (b) and (e) an ensemble of 955 Bohmian
trajectories is taken. In panels (c) and (f), we display the results obtained from
the TDSE employing the expectation value of the dipole acceleration [Eq. (2.24)].
The black lines in the figure indicate the real parts of the return time t obtained
from the SFA, according to Eqs. (2.46)-(2.48). In such equations, we have taken
the ionisation potential to be the absolute value of the ground-state binding en-
ergy (Ip = 0.66995). The dashed lines and the letter s indicate the short orbits,
while the solid lines and the letter ` indicate the long orbits. In the lower panels,
there is a second set of arches at lower energy. These arches correspond to a
longer pair of return times. The time is displayed in units of the field cycle, and
the yield has been plotted in a logarithmic scale.
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can be found in Ref. [120]). In all panels of Fig. 4.3, such arch-like structures
are present, both for the ensemble average (2.26) and for the acceleration along
the central trajectory. These structures are particularly clear if the driving-field
intensity is such that the system is in the tunneling regime [Fig. 4.3(d)]. In this
case, the effect of taking an ensemble is that the relative contribution of the long
orbit, with regard to that of the short orbit, is suppressed [see Fig. 4.3(e)].
This is consistent with other results in the literature, in which different weights
between the signals related to the short and long trajectories have been observed
in time-frequency maps [71, 128, 135] and intensity-reciprocal intensity maps
[136]. In all cases, there seems to be a strong correlation between the overen-
hancement of the long trajectory and the core region being strongly localized.
An enhancement of the long orbit occurs for short-range potentials, if compared
with their long-range counterparts [71, 128], or in the SFA, if compared with the
TDSE [135, 136]. This overenhancement is particularly extreme if the steepest-
descent method is employed in the SFA [136].
Physically, this may be understood as follows. First, the long orbit is associ-
ated with a higher degree of wave packet spreading, which means that it will be
more sensitive with regard to spatial propagation, and the uncertainty introduced
by the initial momentum and position spreads. If the steepest descent method
is used in the SFA, these initial spreads are neglected and the long orbit is over
enhanced. Second, for a short-range potential, the initial wave packet is highly
localized, the effective barrier is very steep, and there is no Rydberg series. This
implies that (1) there will not be a strong mixing between excited states and
the continuum in the presence of the field and (2) it will be more difficult for
an electron to reach the continuum along the short orbit, whose start times are
farther away from the field peak. This will lead to over enhanced contributions
of the long orbits in the time-frequency maps.
In the present framework, using only the central Bohmian trajectory or small
ensembles around it means that a high degree of localization is being imposed
upon the core. This shares similarities with the SFA, for which only a single point
at x = 0 is used to approximate the core; and with short-range potentials, for
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which there are no weakly bound states. In order to reproduce features that de-
pend on the internal structure of the core and to account for its spatial extension,
one must employ larger ensembles of Bohmian trajectories (see our discussion of
Fig. 4.2). The less localized the initial wave packet is, the more trajectories one
must consider.
For lower intensities, in the multiphoton regime, the above mentioned arch-like
features are more blurred, as shown in Fig. 4.3(a), in agreement with the re-
sults in Ref. [128]. This blurring is related to the appreciable acceleration of the
electronic wave packet outside the time intervals predicted by the TSM. These
features are present in the SFA if the steepest-descent method is not used [137].
4.3 Altering the absorber
The above-stated results confirm that the phase of the wave function, which is
extracted either from the TDSE or from the Bohmian trajectories using time-
frequency analysis, mimics the behavior of a classical electron leaving and re-
turning to the core. This shows that the central Bohmian trajectory, even if it is
spatially confined, may contain bound and continuum information, and it is not
a trajectory in the classical sense. Indeed, it is more as if one were “slicing” the
time-dependent wave function, and analyzing how this “slice” evolves near x = 0.
Based on this line of argument, one expects that, if the phase of the whole wave
function is somehow altered or degraded, this will be transmitted non-locally to
the central trajectory. Evidence for this nonlocality has been provided in the pre-
vious chapter, using long- and short-range potentials. Below we will investigate
in more detail how this phase builds up in configuration space.
We will disrupt the propagation of the wave function outside of the core region
but avoid absorption of the probability flow within the region for which the dipole
acceleration is significant, by moving the absorber from near the boundaries of the
integration box to ranges of the coordinate x within the excursion amplitude of
a classical electron in the field. This excursion amplitude is given by α = E0/ω
2
0.
The lowest absolute value of x1 in Eq. (2.21) is around 5 (according to section
4.1, quantitative agreement with the TDSE are expected for orbits starting in the
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Figure 4.4: Panel (a): HHG spectra computed from the central Bohmian trajec-
tory of the soft-core potential Vsc(x) in a flat-top trapezoidal field by placing the
absorber at x1 = 145 and x1 = 25. Panel (b): Central Bohmian trajectory as a
function of time over two laser cycles, for absorbers placed at varying distances
x1. The frequency and strength of the laser field is ω0 = 0.057 and E0 = 0.075,
respectively. For the parameters employed in this figure, the classical excursion
amplitude is α = 23.
interval x ∈ [−2.3, 2.3]). For clarity, in Fig. 4.4, we show that, for an absorber
placed slightly beyond α, there is already substantial degradation in the spectra,
but the plateau and the cutoff are still present [panel (a)]. However, the central
Bohmian trajectories, as a function of time, from the absorbers located at differ-
ent positions look very similar [panel (b)].
The time-frequency maps obtained in this way are presented in Fig. 4.5 for the
higher strength employed in Fig. 4.3. In this figure, the patterns associated with
the longer orbits become increasingly suppressed and deteriorate as the absorber
is moved towards the core. For instance, if the absorber is placed slightly beyond
the classical excursion amplitude, the arch corresponding to the longer SFA return
times, which extends to around the 25th harmonic, becomes fainter. This holds
for the time-resolved spectra of the central Bohmian trajectory [Fig. 4.5(a)], the
acceleration along the central trajectory [Fig. 4.5(b)] and the outcome of the
TDSE [Fig. 4.5(c)]. The same behavior is observed for the feature associated
54
Chapter 4. Bohmian trajectory analysis of HHG: ensemble averages, nonlocality
and quantitative aspects
10 20 30 40 50
TDSE
x1=5
 
 
2.0E-04
3.5E-04
6.3E-04
0.0011
0.0020
0.0035
0.0061
0.011
0.019
0.034
0.060
Harmonic order
10 20 30 40 50
5.2
5.4
5.6
5.8
6.0
6.2
(g)
Central
x1=5
 
 
4.0E-04
7.1E-04
0.0013
0.0022
0.0039
0.0069
0.012
0.022
0.038
0.068
0.12
Harmonic order
Ti
m
e 
(c
yc
le
s)
10 20 30 40 50
(i)(h)
 
 
4.0E-04
7.1E-04
0.0013
0.0022
0.0039
0.0069
0.012
0.022
0.038
0.068
0.12
Harmonic order
Central
(acc.)
x1=5
10 20 30 40 50
TDSE
x1=10
 
 
2.0E-04
3.5E-04
6.3E-04
0.0011
0.0020
0.0035
0.0061
0.011
0.019
0.034
0.060
10 20 30 40 50
5.2
5.4
5.6
5.8
6.0
6.2
(d) (e) (f)
Central
x1=10
 
 
4.0E-04
7.1E-04
0.0013
0.0022
0.0039
0.0069
0.012
0.022
0.038
0.068
0.12
Ti
m
e 
(c
yc
le
s)
10 20 30 40 50
Central
x1=10
(acc.)
 
 
4.0E-04
7.1E-04
0.0013
0.0022
0.0039
0.0069
0.012
0.022
0.038
0.068
0.12
10 20 30 40 50
(c)
TDSE
x1=25
 
 
2.0E-04
3.5E-04
6.3E-04
0.0011
0.0020
0.0035
0.0061
0.011
0.019
0.034
0.060
10 20 30 40 50
5.2
5.4
5.6
5.8
6.0
6.2
(a)
 
 
4.0E-04
7.1E-04
0.0013
0.0022
0.0039
0.0069
0.012
0.022
0.038
0.068
0.12
Ti
m
e 
(c
yc
le
s)
Central
x1=25
10 20 30 40 50
(b)
Central 
x1=25
(acc.)
 
 
4.0E-04
7.1E-04
0.0013
0.0022
0.0039
0.0069
0.012
0.022
0.038
0.068
0.12
Figure 4.5: Time-frequency maps as functions of the harmonic order computed
using the Gabor transform [Eq. (2.49)] for a soft-core potential Vsc(x) in a flat-
top trapezoidal field with frequency ω0 = 0.057 and strength E0 = 0.075. For the
upper, middle and lower panels we have placed the absorber given by Eq. (2.22)
at x1 = 25 [panels (a) to (c)], x1 = 10 [panels (d) to (f)] and x1 = 5 [panels
(g) to (i)], respectively. In the left, middle and right panels we have computed
the Gabor transforms of the central Bohmian trajectory [panels (a), (d) and (g)],
of the dipole acceleration along the central Bohmian trajectory [panels (b), (e)
and (h)], and of the dipole acceleration obtained from the TDSE [panels (c), (f)
and (i)], respectively. The black lines in the figure indicate the real parts of the
solutions of the SPEs for the return time t. The dashed lines correspond to the
short orbits in a pair, while the solid lines give the long orbits.
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with the long trajectory belonging to the shortest pair. If the absorber is made
active slightly below the middle of the classical excursion amplitude (x1 = 10)
of the electron, the above-mentioned features will be very weak, as shown in the
middle panels of Fig. 4.5. For an absorber starting immediately after the core
region (x1 = 5), all the features in the time-frequency maps associated with the
longer trajectories are substantially reduced [Figs. 4.5(g) to (i)]. Fig. 4.5 shows
that the probability density that leaves the core region plays a very important
role in influencing the phase of the wave function. Throughout, the absorber is
extremely smooth, so the probability density flow is disrupted but not eliminated
and full absorbtion only occurs for the boundaries. For a sharper absorber, the
signal related to the short orbit would also be eliminated.
4.4 Effective dynamics induced by numerical fil-
ters
Finally, we will address the effective dynamics induced by filters or window func-
tions, which are often used to stress some particular aspects in the corresponding
spectra. For example, a widespread way of eliminating the background intro-
duced by the dipole length in the harmonic spectra is to apply a Hann (Hanning)
filter,
w(t) = 0.5
[
1− cos
(
2pit
τf
)]
= sin2
(
pit
τf
)
. (4.1)
This filter is specially useful to force (artificially) the time-dependent function
D(t) and its derivative to start at zero and decay to zero at the end of the
simulation in a smooth fashion. With it, Eq. (2.22) reads as
Iw(ω) =
∫ D(t)w(t) e−iωtdt2 . (4.2)
A legitimate question related to this kind of spectra is therefore if they can be
associated with a certain dynamical behavior of the system. If D(t) refers to
the expectation values x¯(t) or a¯(t) of the dipole length or acceleration, then the
effective values x¯eff(t) = w(t)x¯(t) and a¯eff(t) = w(t)a¯(t) say very little about
the behavior of an effective wave function that suits such values. In contrast,
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if D(t) refers to the Bohmian trajectories, one can reconstruct effective dynam-
ics, since (i) xeff(t) = w(t)x(t) is a trajectory (actually, just the product of the
actual Bohmian trajectory and the window function) and, as seen above, (ii) an
ensemble of such trajectories would allow us to understand how the effective wave
function (or probability density) would flow in the configuration space.
In order to show the reconstruction procedure, in Fig. 4.6 we have considered
two trajectories for each of the cases shown in Fig. 3.2. For lower intensities,
the trajectories start and end at their initial positions and therefore the window
function just stresses this fact. Note that w(t) produces a reset of the trajectory
to zero and therefore the effective trajectory has to be shifted so that the initial
position coincides with that of the respective Bohmian trajectory. The effect of
w(t) on the Bohmian trajectory is just to make it evolve around the shape of this
function [see the trajectory starting at x(0) = −3, for example, in panel (a)]. In
the case of low strength and trajectories starting at x(0) = 0, the spectra look
essentially the same [see panel (c)]. If the initial position is x(0) 6= 0 [such as
x(0) = −3, displayed in panel (e)], the filter leads to a visible reduction in the
background. Physically, this happens because of the constraint imposed by the
filter upon the final position xi(τf ) of the Bohmian trajectory xi(t) in question.
This reduction can be easily spotted in the frequency region beyond the cutoff.
For higher driving-field intensity, however, the filter leads to more dramatic ef-
fects. In the case of confined trajectories, the same comments as for low inten-
sities hold, as seen in panel (b) regarding the trajectory dynamics, or in panel
(d) regarding their spectra (although the background is remarkably lower). For
the trajectories associated with irreversible ionization, though, dynamics is very
different: the Bohmian trajectories go out of the core region, but the effective
trajectories obtained with filter come back to their initial positions after undergo-
ing longer excursions far away. Accordingly, not only the corresponding spectra
display more interference features, but also the continuous background decreases
in several orders of magnitude, as seen in panel (f).
In Figs. 4.7, we show the whole ensemble reconstructed trajectories and time-
dependent probability density distribution of the wave function in the configura-
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Figure 4.6: Bohmian trajectories obtained from the soft-core potential Vsc(x) in a
flat-top trapezoidal field with frequency ω0 = 0.057 and intensities: (a) E0 = 0.05
(upper panels) and (b) E0 = 0.075 (lower panels). In panel (a) the trajectories
start at x(0) = 0 (black solid line) and x(0) = −3 (gray dotted line); the respective
reconstructed trajectories with Hanning filter are denoted with the red dashed
line and the blue dash-dotted line. In panel (b) the trajectories start at x(0) = 0
(black solid line) and x(0) = 1.8 (gray dotted line); the respective reconstructed
effective trajectories are denoted with the red dashed line and the blue dash-
dotted line. The HHG spectra for each trajectory and its effective homologous
are given in the right four panels. For the low field strength (E0 = 0.05): (c) for
x(0) = 0 and (e) for x(0) = −3. For the high field strength (E0 = 0.075): (d)
for x(0) = 0 and (f) for x(0) = 1.8. Colors/line-styles are in correspondence with
the trajectories displayed at the respective left panels.
tion space from Bohmian trajectories. Once again if the filter is present, however,
they are forced back to their initial position after undergoing longer excursions far
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Figure 4.7: Upper panels: Flow of Bohmian trajectories obtained from the recon-
struction procedure described in this section, for a soft-core potential Vsc(x) in a
flat-top trapezoidal field with frequency ω0 = 0.057 and amplitudes: (a) E0 = 0.05
and (b) E0 = 0.075. As a starting point we considered the Fourier transforms
x(ω) of each trajectory convoluted with the Hanning filter (4.1). Lower pan-
els: time-dependent probability density reconstructed from an ensemble of 5000
Bohmian trajectories. Panels (c) and (d) have been computed for E0 = 0.075
without and with the Hanning filter, respectively. To facilitate a direct compari-
son, we have used the same axes scales and the same fonts to designate different
types of trajectories as those in Figs. 3.2(a) and (b).
away [see Fig. 4.7(b)]. This has a major influence on the flow of the probability
density, displayed in Figs. 4.7(c) and (d). If the filter is used, this probability
density returns to the core at the end of the pulse, while in the absence of the
filter there would be irreversible ionization.
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4.5 Conclusions
In this chapter we have applied Bohmian mechanics to assess the influence of spe-
cific regions in configuration space on HHG. We have employed ensembles around
the central Bohmian trajectory, starting at x(0) = 0, which has been found to
yield HHG spectra with clear plateau and cutoff. If the ensemble average (2.25)
is taken, these features are masked by the Bohmian trajectories associated with
the probability-density flow far from the core. Furthermore, in the present frame-
work, the TSM manifests itself in the phase of the wave function. This phase
mimics the behavior of an ensemble of classical electron trajectories leaving and
returning to its parent ion. Time-frequency analysis shows that this pattern is
present in the probability flow that remains at the core.
Nevertheless, the probability flow leaving and returning to the core does influence
how this phase builds up. In fact, by deliberately placing absorbing boundaries
in the spatial regions within the ranges of excursion amplitudes of a classical elec-
tron, but outside the core region, we have degraded the phase of the whole wave
function. This has influenced both the HHG spectrum and the time-frequency
maps of the central Bohmian trajectory, and the degradation has occurred as ex-
pected from the TSM. In fact, the first sets of features to be eliminated from the
time-frequency maps as the absorber increasingly approaches the core correspond
to the trajectories with longer excursion times. These changes are transmitted
nonlocally, as the probability density flow associated with the central Bohmian
trajectory never leaves the core region. Since Bohmian trajectories are in fact
slices of the wave function, they will always depend on the behavior associated
with the whole wave function, regardless of the positions occupied by the prob-
ability density in configuration space. Hence, if the wave function is altered far
from the core, all the slices will be different. One should note that the probability-
density flow could have been altered in other ways such as by employing inho-
mogeneous media [129, 130]. However, moving boundaries allow the systematic
deconstruction of the flow in the desired spatial range.
Our results also show that a spatially extended core is paramount for obtain-
ing good agreement with the TDSE, even if this spatial extension is small. This
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holds not only for the low plateau and below-threshold harmonics, but also for the
cutoff energy region. This implies that an initial wave-packet spread in position
space is necessary for an accurate description of the problem. From a Bohmian
trajectory perspective, this spread manifests itself as an uncertainty in the initial
conditions xi(0) [58]. This is consistent with recent studies in which the SFA
has been improved to include this spread [134, 137]. Its fully quantum mechan-
ical version, without resorting to the steepest-descent method, has shown very
good agreement with the TDSE in the cutoff region. In the time-frequency maps,
neglect of the initial position spread causes an over-enhancement in the signal re-
lated to the long SFA trajectory [135, 136]. We have identified a similar effect in
our computations only the central Bohmian trajectory is considered. An impor-
tant issue here is nonlocality. In the full quantum mechanical version of the SFA,
the time-dependent wave function is described as a coherent superposition of the
ground state and the continuum, which is approximated by field-dressed plane
waves. In this case, the continuum is also nonlocal. Due to the approximations
involved, however, the phase picked up by the time-dependent wave function is
different from that of the full TDSE. Bohmian trajectories consider the full phase,
but may restrict the initial spread in position space.
We also revisited the reasons for the acceleration form of the dipole operator
being preferable when computing HHG spectra. We have found that the dipole
acceleration effectively works as a filter that removes from the statistics Bohmian
trajectories far away from the core. These trajectories are over-emphasized in
the expectation value of the dipole length. The filter, such as a Hanning filter,
is commonly used when computing HHG spectra from the dipole length. This
has been demonstrated by back-transforming the spectra of individual Bohmian
trajectories in which this filter has been employed.
Finally, we would like to elaborate on the advantages and disadvantages of Bohmian
trajectories. On one hand, since Bohmian trajectories contain all phase informa-
tion related to the full time-dependent Hamiltonian, both the driving field and
the binding potential are accounted for. They may thus be used to probe the
time-dependent wave function in specific regions in configuration space, and phe-
nomena associated with this wave function, such as the example provided in this
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thesis. They can also be employed for visualization purposes in order to access
how the time-dependent probability density flow behaves in particular spatial
regions, e.g., near the core or far from it. On other hand, these trajectories are
highly nonlocal entities. Therefore, if one is interested in information related to
the phase of the wave function, and not the probability-density flow, one needs to
employ additional resources such as time-frequency maps or quasiprobabilities in
phase space. Another advantage is that, in principle, Bohmian trajectories may
be used for reconstructing the time-dependent probability flow or parts thereof.
In practice, however, a huge obstacle to this reconstruction is that, according to
the present scheme, it is first necessary to solve the full TDSE in order to obtain
these trajectories. This is particularly problematic for systems with many de-
grees of freedom. However, a real effort to overcome this obstacle and construct
Bohmian trajectories without the need for the TDSE solution has been reported
in Ref. [138].
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Initial value representations
(IVRs)
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Nowadays, the accurate description of dynamical processes in complex molecular
systems has become a hot topic in modern physics and chemistry. The classi-
cal method refers to the numerical solution of the classical mechanical equations
of an ensemble of interacting atoms and molecules, and is proven to be an use-
ful tool to describe these processes in many systems, such as isolated molecules,
biopolymers, liquids and surfaces [139–142]. However, atoms and molecules actu-
ally exhibit quantum behavior and cannot be explained by the classical equations
of motion. For instance, the zero-point energy [143–145], bound state energies
[146–148], scattering and photodissociation resonances [149–154], coherence phe-
nomena [155–158] or tunneling [159] effects are absent in classical mechanics. A
full quantum mechanical method can address all of the above issues. However,
to obtain an explicit quantum solution of complex systems with many degrees of
freedom is extremely computational intense and almost unfeasible [160–162].
To overcome the above problem, several supplementary theoretical methods have
been developed to model the quantum effects. One of these methods is the mixed
quantum-classical method, in which several important degrees of freedom are
treated by quantum mechanics while the remaining are treated by classical me-
chanics. This method has been successfully applied to a variety of applications
[163–167]. However, because it describes various degrees of freedom using a com-
bination of quantum and classical mechanics, this intrinsic inconsistency limits
its wide application [168].
Other approaches that have recently attracted much interest are semiclassical
methods based on classical trajectories, which are semiclassical approximations
of the Feynman propagator [169] and treat all of the degrees of freedom semiclas-
sically. Compared to quantum mechanical calculations, semiclassical concepts
can often provide a more qualitatively intuitive understanding of the dynamics.
For example, it has been shown that many features in simple molecular absorp-
tion spectra can be explained by semiclassical dynamics [170–172]. Moreover,
much work [77, 159, 173–180] in the early 1970s has shown that in contrast to
classical approaches, semiclassical methods are, in principle, capable of describing
essentially all quantum effects in molecular dynamics, such as interference (coher-
ence), tunneling (Although, since 1990s, there has been some debate on whether
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semiclassical method, based on classical trajectories, can be applied to the model
of tunneling, and if so, to which extent. More discussions related to this can be
found in the Refs. [181–184].) and selection rules due to identical particle sym-
metry, and quantization of bounded motions since they all ultimately arise from
the superposition of probability amplitudes, which is contained in semiclassical
description [168].
Those methods (semiclassical methods), based on classical trajectories, have been
used successfully for many years to describe molecular dynamics, because they
can overcome the exponential increase of the computational effort with the num-
ber of coupled degrees of freedom in quantum basis-set calculations. For instance,
in suitable cases, they might be applied to treat the dynamics of large systems
with dozens of degrees of freedom [185]. However, until recently, the practical
applicability of rigorous semiclassical methods was limited to small molecules or
systems in reduced dimensionality (typically with two to three degrees of free-
dom) [159, 160, 171, 172, 177]. There are various reasons for the limitation of
their applications depending on the method applied. For instance, for the VVG
propagator [79, 79, 81], which is the most straight forward semiclassical approx-
imation to the Feynman path integral [169], the restriction to small systems is
mainly due to the fact that this propagator is based on classical trajectories that
are determined by both initial and final positions. The trajectories required for
the computation are in terms of boundary conditions, they are nonunique and
must be found by a numerical search. This would be a severe numerical challenge
for multidimensional systems [185]. Another problem of this method is that it
breaks down at the turning points of the classical trajectories (caustic condition
[185]) where the VVG propagator diverges numerically, this property limits the
accuracy of the results using the VVG propagator.
Fortunately, these kinds of problems can be overcome by the IVR method, which
was firstly proposed by Miller [77] in the context of classical S-matrix theory. It
converts the nonlinear boundary value or the “root search” problem into an in-
tegrand over the initial conditions and specifies the trajectories uniquely. The
most successful IVR approach is the HK propagator formulation [82, 83], in
which an additional prefactor depending on the elements of the monodromy ma-
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trix of the trajectory is included for each member of the swarm and ensures
the semiclassical nature of the approximation. Furthermore, the HK propagator
does not require the trajectory searches and the integrations are easier to per-
form. Several trajectory-based methods motivated by the HK propagator have
been developed in recent years, such as the ab initio multiple spawning method
(AIMS) [186]; Gaussian-based methods inspired by the multiconfigurational time-
dependent Hartree method (MCTDH) [187], including Gaussian multiconfigura-
tional time-dependent Hartree method (G-MCTDH) [188] and variational multi-
configurational Gaussians method (vMCG)[189]; and the trajectory-based CCS
method [85–97] developed by Shalashilin and Child. These methods have differ-
ent main features: adaptive basis sets can be employed to the AIMS, and the
Gaussians on two different potential energy surfaces become decoupled, therefore
to keep the coupling the basis set must be increased and can become rather large
in the time propagation; the G-MCTDH uses the MCTDH and regular basis for
a few most important degrees of freedom and Gaussian CSs for the remaining;
similar to the AIMS, the vMCG expresses the wave function as a superposition
of frozen Gaussian CSs and the trajectories are determined through the vari-
ational principle on all the parameters of the wave function, such as the phase
space positions and their amplitudes; the CCS method is a method lying between
AIMS and vMCG, the trajectories used in the CCS method are independent from
each other, just like the classical trajectories, hence, it is much cheaper than the
AIMS and vMCG methods. More discussions about the relations and differences
of these methods can be found in the Ref. [190].
Part II of this thesis mainly focuses on the IVR methods, namely, the HK prop-
agator and the CCS method. The two methods are applied to study the phase
space dynamics in Chapter 6. In Chapter 7, the CCS method is employed to
study the HHG spectrum. One important aspect of the CCS method is that
the CSs form a continuous basis, which casts the TDSE into an exact integro-
differential form for the CS amplitudes, in which the Hamiltonian appears as a
kernel rather than a matrix as used in other IVR methods. Furthermore, by
working on a trajectory guided basis which moves not under the bare classical
Hamiltonian, but under the CS average of the suitably ordered quantum opera-
tor Hord(z
∗, z) = 〈z|H|z〉, the kernel may be reduced to a small smooth function.
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Quantum effects are accounted in the CCS method, though to a lesser extent
than the fully variational trajectories [190]. Another attractive advantage of the
CCS method is that the smoothness of the integro-differential kernel allows Monte
Carlo sampling of the trajectory swarm, scales quadratically with the number of
degrees of freedomM as N ∼M2, and therefore significantly reduces the number
of initial basis vectors. This is in sharp contrast to the exponential growth of the
number of basis functions N = lM , where, l is the number of grid points. Con-
sequently, the CCS approach can be easily applied to high dimensional systems
without marked increase in computational difficulty, for instance, to polyatomic
molecules or small clusters [89, 91], which would not be possible with the TDSE.
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Chapter 5
Basic theory of the coupled
coherent states (CCS) method
In 1926, immediately after the birth of quantum mechanics, Schro¨dinger intro-
duced the concept of what is now called “coherent states” in connection with the
classical states of the quantum harmonic oscillator [191]. This concept was sub-
sequently applied to the study of the quantum mechanical measurement process
by Neumann [192]. The first modern and most important application of CSs were
introduced by Glauber in the 1960s [193] to study the electromagnetic correlation
functions in quantum optics by constructing the eigenstates of the annihilation
operator of the harmonic oscillator, and a generalization of Glauber’s CSs has
been suggested by Sudarshan and Glauber [193–196]. Almost at the same time,
Klauder constructed a set of continuous states which contained the basic ideas of
CSs for arbitrary Lie groups [197]. Thereafter, many attempts to build different
kinds of CSs have been made, various kinds of generalized CSs and their proper-
ties can be found in Ref. [198] and the references therein.
About two decades ago, Klauder [199] and Majumdar [200] made significant
progresses in constructing generalized CSs. Based on the construction proce-
dure proposed by Klauder, Fox established and studied the genuine Gaussian
generalized CSs for the hydrogen atom [201]. This kind of CSs can provide a
general means for the construction of the Husimi-Wigner distribution [202] and
be employed to illustrate the quantum and classical correspondence. They have
also been applied recently beyond the simple harmonic oscillator and standard
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Coulomb potential systems, to diverse quantum systems [203, 204]. Undoubtedly,
CSs have versatile potential applications and have obtained an important role in
both quantum optics and quantum chemistry.
Based on Glauber’s definition of CSs, this chapter describes the main theory
behind the CCS method and is organised as follows. The definition of CSs is
given in Section 5.1 and the corresponding properties of the CSs are shown in
Section 5.2. Section 5.3 carries out the derivation of the CS wave function in the
coordinate space. In section 5.4, an arbitrary wave function in the coherent states
representation (CSR) is given, the relation between the CSR wave function and
the coordinate representation (CR) wave function are also discussed. In Section
5.5, the basic equations of the CSR wave function are listed. Finally, discrete
representations of the CCS equations, and the propagation of CSR wave function
are displayed in Sections 5.6 and 5.7, respectively.
5.1 Definition of the coherent states (CSs)
Following Glauber’s work, a CS of harmonic oscillator can be defined as eigenstate
of the annihilation operator zˆ with eigenvalue z, which is
zˆ|z〉 = z|z〉, (5.1)
Because zˆ is an non-hermitian operator, the eigenvalue z is not necessary real, it
can be any complex value.
Expressing this state in terms of the photon number state |n〉:
|z〉 =
∞∑
n=0
αn|n〉, (5.2)
where αn denotes the probability amplitude of finding n photons in the CS |z〉,
which can be obtained through the following procedure.
By inserting this expression into Eq. (5.1) and applying
zˆ|n〉 = √n|n− 1〉, (5.3)
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one can obtain
zˆ|z〉 =
∞∑
n=0
αn
√
n|n− 1〉 =
∞∑
n=0
zαn|n〉. (5.4)
Multiply 〈m| to the left of the above equation and with the help of the orthonor-
mality property of the number states, one can obtain
αm+1
√
m+ 1 = zαm, (5.5)
which is equivalent to
αm+1 = z
αm√
m+ 1
. (5.6)
Therefore,
αn =
zn√
n!
α0. (5.7)
Combining Eq. (5.7) with the normalisation condition of the CS
〈z|z〉 =
∞∑
n,m=0
〈m|n〉 =
∞∑
n=0
|αn|2 = 1, (5.8)
one can obtain ∞∑
n=0
|z|2n
n!
|α0|2 = 1. (5.9)
Hence,
α0 = exp
[−|z|2/2 + iθ] , (5.10)
where θ is the phase of α0, which depends on z and in the standard definition of
CS is selected as zero [205]. The corresponding CS of Eq. (5.2) reads as
|z〉 = exp
(
−|z|
2
2
) ∞∑
n=0
zn√
n!
|n〉. (5.11)
5.2 The properties of CSs
5.2.1 Non-orthogonality
One property of the CS defined above is that, in general, two CSs are not orthog-
onal. From the definition of the CS (5.11), we can see that, for two arbitrary CSs
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|zi〉 and |zj〉, the overlap between them is
〈zi|zj〉 = exp
(
−1
2
|zi|2 − 1
2
|zj|2
) ∞∑
n,m=0
(z∗i )
m znj√
m!n!
〈m|n〉
= exp
(
−1
2
|zi|2 − 1
2
|zj|2
) ∞∑
n=0
(z∗i zj)
n
n!
= exp
(
−1
2
|zi|2 − 1
2
|zj|2 + z∗i zj
)
.
(5.12)
Note that, in the above derivation the orthogonality of the number states is
employed. The absolute value square of the overlap is given by
|〈zi|zj〉|2 = exp
(
−1
2
|zi|2 − 1
2
|zj|2 + z∗i zj
)
exp
(
−1
2
|zi|2 − 1
2
|zj|2 + ziz∗j
)
= exp
(−|zi − zj|2) .
(5.13)
From this we can see that the CSs do not form an orthogonal set, the overlap
between any two CSs is given by a Gaussian, the larger the separation the smaller
the overlap.
5.2.2 Completeness
Another property of the CS is the completeness, this can be demonstrated by
studying the operator
Iˆ =
1
pi
∫
|z〉〈z|d2z. (5.14)
In order to describe the above integral we introduce the differential element of
area in the z plane
d2z = dRe(z)dIm(z) = |z|d|z|dθ. (5.15)
Note that, in the above equation, Re(z) and Im(z) denote the real and imaginary
part of z, respectively, and the complex parameter z = |z| exp(iθ) describes the
eigenvalue of a CS.
Inserting Eq. (5.11) into (5.14) we obtain
Iˆ =
1
pi
∞∑
n,m=0
1√
m!n!
∫ ∞
0
|z|m+n+1 exp (−|z|2) d|z|∫ pi
−pi
exp [−i(m− n)θ] |n〉〈m|dθ.
(5.16)
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With the help of ∫ pi
−pi
exp (imθ) dθ = δm,0, (5.17)
the double integral above can be reduced to
Iˆ =
∞∑
n=0
1
n!
∫ ∞
0
|z|2n exp (−|z|2) d|z|2|n〉〈n|. (5.18)
Since ∫ ∞
0
xn exp(−x)dx = Γ(n+ 1) = n! (5.19)
and the completeness relation of the number states
∞∑
n=0
|n〉〈n| = 1, (5.20)
Eq. (5.18) can be reduced to 1. The operator (5.14)
Iˆ =
1
pi
∫
|z〉〈z|d2z = 1 (5.21)
is a completeness relation of the CSs, and is also known as the identity operator.
5.2.3 Minimum uncertainty
If we introduce a pair of Hermitian operators qˆ and pˆ to represent the coordinate
and momentum of the harmonic oscillator, which are written as
qˆ =
√
1
2γ
(
zˆ† + zˆ
)
, (5.22)
pˆ = −i~
√
γ
2
(
zˆ† − zˆ) , (5.23)
where γ = mω/~; correspondingly, we can get
qˆ2 =
1
2γ
(
zˆ† + zˆ
)2
=
1
2γ
(
zˆ†2 + zˆ2 + 2zˆ†zˆ + 1
)
, (5.24)
pˆ2 = −γ~
2
2
(
zˆ† − zˆ)2 = −γ~2
2
(
zˆ†2 + zˆ2 − 2zˆ†zˆ − 1) . (5.25)
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Note that, the commutation relation
[
zˆ, zˆ†
]
= 1 is applied in the above equations.
One can easily get the expectation value of these operators (5.22-5.25):
〈z|qˆ|z〉 =
√
2
γ
Re(z), (5.26)
〈z|pˆ|z〉 = ~
√
2γIm(z), (5.27)
〈z|qˆ2|z〉 = 1
2γ
(
z∗2 + z2 + 2z∗z + 1
)
=
1
2γ
[
4Re2(z) + 1
]
, (5.28)
〈z|pˆ2|z〉 = −γ~
2
2
(
z∗2 + z2 − 2z∗z − 1) = γ~2
2
[
4Im2(z) + 1
]
. (5.29)
Therefore,
(4q)2 = 〈qˆ2〉 − 〈qˆ〉2 = 1
2γ
, (5.30)
(4p)2 = 〈pˆ2〉 − 〈pˆ〉2 = γ~
2
2
, (5.31)
and CSs are states with a minimum uncertainty relationship
(4q)2 (4p)2 = ~
2
4
. (5.32)
5.3 CSs in the coordinate representation (CR)
Make a simple ansatz, Eqs. (5.22) and (5.23) can be written as
zˆ =
√
γ
2
qˆ +
i
~
√
1
2γ
pˆ, (5.33)
zˆ† =
√
γ
2
qˆ − i
~
√
1
2γ
pˆ. (5.34)
In order to find the wave function for the CSs, we rewrite the definition of Eq.
(5.1) as (√
γ
2
qˆ +
i
~
√
1
2γ
pˆ
)
|z〉 = z|z〉. (5.35)
If we multiply both sides from the left by 〈q′|, an eigenbra of qˆ, we obtain
〈q′|
√
γ
2
qˆ +
i
~
√
1
2γ
pˆ|z〉 = z〈q′|z〉. (5.36)
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Because the momentum can be presented by a derivative operator, i.e., 〈q′|p =
−i~(d/dq′)〈q′|, we can find the coordinate wave function 〈q′|z〉 that obeys the
following differential equation
d
dq′
〈q′|z〉 =
(
−γq′ +
√
2γz
)
〈q′|z〉. (5.37)
The solution of the above equation is
〈q′|z〉 = N exp
(
−γ
2
q′2 +
√
2γzq′
)
, (5.38)
where N is the normalisation factor of the wave function, which can be obtained
through ∫
|〈q′|z〉|2dq′ = 1. (5.39)
From (5.38) we can see
|〈q′|z〉|2 = |N |2 exp
[
−γq′2 +
√
2γ(z + z∗)q′
]
= |N |2 exp
{
−
[√
γq′ − (z + z
∗)√
2
]2
+
(z + z∗)2
2
}
,
(5.40)
with the help of ∫ ∞
−∞
exp(x− α)2dx = √pi, (5.41)
and integration of Eq. (5.40) one obtains∫
|〈q′|z〉|2dq′ = |N |2
√
pi
γ
exp
[
(z + z∗)2
2
]
. (5.42)
Hence,
N =
(γ
pi
)1/4
exp
[
−(z + z
∗)2
4
+ iφ
]
, (5.43)
where φ is an arbitrary real phase. With no loss of generality, we can choose
iφ = −1/4 (z2 − z∗2) [206], so that
N =
(γ
pi
)1/4
exp
(
−|z|
2 + z∗2
2
)
. (5.44)
This is because
|N |2 =
√
γ
pi
exp
(
−|z|
2 + z∗2 + |z|2 + z2
2
)
=
√
γ
pi
exp
[
−(z + z
∗)2
2
]
, (5.45)
75
Chapter 5. Basic theory of the coupled coherent states (CCS) method
which satisfies Eq. (5.43). Hence,
〈q′|z〉 =
(γ
pi
)1/4
exp
(
−γ
2
q′2 +
√
2γq′z − 1
2
|z|2 − 1
2
z2
)
, (5.46)
considering Eqs. (5.26) and (5.27), the above wave function can be written as
〈q′|z〉 =
(γ
pi
)1/4
exp
[
−γ
2
(q′ − q)2 + i
~
p (q′ − q) + i
2~
pq
]
. (5.47)
One should bear in mind that in the above equation the eigenvalue of the operator
zˆ, denoted as
z =
√
γ
2
q +
i
~
√
1
2γ
p (5.48)
is applied. In order to avoid confusion, we replace q′ by an normal coordinate
notation x in our later work, hence, the wave function of CSs in the CR is written
as
〈x|z〉 =
(γ
pi
)1/4
exp
[
−γ
2
(x− q)2 + i
~
p (x− q) + i
2~
pq
]
. (5.49)
5.4 Wave function in the coherent state repre-
sentation (CSR)
In the CSR, the wave function Φ(z, t) for an arbitrary wave function |Ψ(t)〉 can
be calculated by projecting the wave function onto the CS, i.e.
Φ(z, t) = 〈z|Ψ(t)〉. (5.50)
Using the identity operator Eq. (5.21), an arbitrary wave function |Ψ(t)〉 can be
calculated by using the wave function Φ(z, t) through
|Ψ(t)〉 = 1
pi
∫
|z〉〈z|Ψ(t)〉d2z = 1
pi
∫
|z〉Φ(z, t)d2z, (5.51)
with the phase space element d2z = dqdp/2~, which can be obtained through
Eqs. (5.26) and (5.27). For instance, in the coordinate space, the wave function
Ψ(x, t) can be calculated through
Ψ(x, t) = 〈x|Ψ(t)〉 = 1
pi
∫
〈x|z〉〈z|Ψ(t)〉d2z = 1
pi
∫
〈x|z〉Φ(z, t)d2z. (5.52)
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Vice versa, the CSR wave function Φ(z, t) can be obtained from the CR wave
function Ψ(x, t) through
Φ(z, t) =
∫
〈z|x〉〈x|Ψ(t)〉dx =
∫
〈z|x〉Ψ(x, t)dx. (5.53)
where 〈z|x〉 is the conjugate of Eq. (5.49).
5.5 Basic equations for the CSR wave function
Starting from the TDSE
d|Ψ(t)〉
dt
= − i
~
Hˆ|Ψ(t)〉, (5.54)
the basic equation that a CSR wave function satisfies is as follows
d〈z|Ψ(t)〉
dt
= 〈z˙|Ψ(t)〉+ 〈z|Ψ˙(t)〉 = 1
pi
∫ [
〈z˙|z′〉 − i
~
〈z|Hˆ|z′〉
]
〈z′|Ψ〉d2z′, (5.55)
where we use the identity operator (5.21) to obtain the second equality. If the
CSs are time-independent, the first term on the right side of Eq. (5.55) is zero,
and this equation can be reduced to
d〈z|Ψ(t)〉
dt
=
1
pi
∫
− i
~
〈z|Hˆ|z′〉〈z′|Ψ〉d2z′. (5.56)
If the CSs are time-dependent,
d|z〉
dt
=
d
dt
[
exp
(
−|z|
2
2
) ∞∑
n=0
zn√
n!
|n〉
]
= −1
2
d(z∗z)
dt
|z〉+ dz
dt
exp
(
−|z|
2
2
) ∞∑
n=0
nzn−1√
n!
|n〉,
(5.57)
and
d〈z|
dt
= −1
2
d(z∗z)
dt
〈z|+ dz
∗
dt
exp
(
−|z|
2
2
) ∞∑
n=0
n(z∗)n−1√
n!
〈n|, (5.58)
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so that
〈z˙|z′〉 = −1
2
d(z∗z)
dt
〈z|z′〉+ dz
∗
dt
exp
(
−|z|
2
2
) ∞∑
n=0
n(z∗)n−1√
n!
〈n| exp
(
−|z
′|2
2
) ∞∑
n′=0
zn
′
√
n′!
|n′〉
= −1
2
d(z∗z)
dt
〈z|z′〉+ dz
∗
dt
z′ exp
(
z∗z′ − |z|
2
2
− |z
′|2
2
)
= −1
2
d(z∗z)
dt
〈z|z′〉+ dz
∗
dt
z′〈z|z′〉
= 〈z|z′〉
[
dz∗
dt
z′ − 1
2
(
z
dz∗
dt
+
dz
dt
z∗
)]
.
(5.59)
Then the Schro¨dinger equation in the CSR can be reduced to
d〈z|Ψ(t)〉
dt
=
1
pi
∫
〈z|z′〉
[
i
~
dSz
dt
− i
~
δ2Hord(z
∗, z′)
]
〈z′|Ψ(t)〉d2z′, (5.60)
where
Sz =
∫ [
i~
2
(
z∗
dz
dt
− dz
∗
dt
z
)
−Hord(z∗, z)
]
dt (5.61)
is the classical action along the trajectory, and
δ2Hord(z
∗, z′) = Hord(z∗, z′)−Hord(z∗, z)− ∂Hord(z
∗, z)
∂z
(z′ − z) (5.62)
couples different CSs |z〉 and |z′〉, with Hord(z∗,z)
∂z
= − i~ dz
∗
dt
. Hord(z
∗, z) is the
ordered Hamiltonian which in general, for two different CSs |z〉 and |z′〉, is defined
as
〈z|Hˆ|z′〉 = 〈z|Hˆord
(
zˆ†, zˆ
) |z′〉 = 〈z|z′〉Hord (z∗, z′) , (5.63)
with
Hˆord
(
zˆ†, zˆ
)
=
Pˆ 2x
2m
+ V (xˆ)
=
1
2m
[
i
~
√
γ
2
(
zˆ† − zˆ)]2 + V [√ 1
2γ
(
zˆ† + zˆ
)]
.
(5.64)
Physically, Eq. (5.62) allows for quantum interference to occur. Because of the
CSs form a non-orthogonal basis, these off-diagonal terms are non-vanishing.
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In fact,
dz
dt
=
√
γ
2
q˙ +
i
~
1√
2γ
p˙
=
√
γ
2
∂Hord(p, q)
∂p
− i
~
1√
2γ
∂Hord(p, q)
∂q
= − i
~
[
∂Hord(z
∗, z)
∂p
∂p
∂z∗
+
∂Hord(z
∗, z)
∂q
∂q
∂z∗
]
.
(5.65)
Note that, in Eq. (5.65), the following Hamiltonian equations
q˙ =
∂H(p, q)
∂p
,
p˙ = −∂H(p, q)
∂q
(5.66)
and
∂q
∂z∗
=
√
1
2γ
,
∂p
∂z∗
= i~
√
γ
2
(5.67)
are applied.
Because of
∂Hord(z
∗, z)
∂z∗
=
∂Hord(z
∗, z)
∂p
∂p
∂z∗
+
∂Hord(z
∗, z)
∂q
∂q
∂z∗
, (5.68)
Eq. (5.65) can be simplified as
dz
dt
= − i
~
∂Hord(z
∗, z)
∂z∗
. (5.69)
Similarly, one can get
dz∗
dt
=
i
~
∂Hord(z
∗, z)
∂z
. (5.70)
From Eq. (5.60) one can rewrite the general solution of the CSR wave function
in the form of
Φ(z, t) = C(z, t) exp
(
i
~
Sz
)
. (5.71)
Inserting Eq. (5.71) into Eq. (5.60), the equation for C(z, t) can be written as
dC(z, t)
dt
= − i
pi~
∫
〈z|z′〉δ2Hord(z∗, z′)C(z′, t) exp
[
i
~
(Sz′ − Sz)
]
d2z′. (5.72)
Eqs. (5.55), (5.56), (5.60) and (5.72) are the basic equations in the CSR, which
are all integro-differential equations.
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5.6 Discrete representations of the CCS equa-
tions
5.6.1 C expression of the wave function in the CSR
In the numerical calculation the integral in the basic equations above is replaced
by a sum. For instance, Eq. (5.56) is written as
dΦi
dt
= − i
~
n∑
i=1
HijΦj
∆2zj
pi
(5.73)
where Φi = Φ(zi, t), Hij = 〈zi|Hˆ|zj〉, and ∆2zj is the weight which depends on
the quadrature used. The simplest form of the weight is given by
∆2zj =
∆qj∆pj
2~
=
∆q∆p
2~
, (5.74)
where ∆qj and ∆pj are the step sizes on the q and p axes, respectively. The last
equality in Eq. (5.74) is only valid for equal spacing grids on both q and p axes
(In this case, ∆q and ∆p are two different constants.).
In the above discrete form, the following non-unitary discrete identity operator
is applied
Iˆ =
1
pi
∫
|z〉〈z|d2z '
n∑
j=1
|zj〉〈zj|∆
2zj
pi
, (5.75)
the same discretisation of (5.75) has been used in the short time semiclassical
HK propagator on regular static phase space grids [207, 208]. In fact, on reg-
ular grids, the accuracy of the trapezoidal quadrature for Gaussian integrals or
the sensitivity to the values of the sum strongly influences the validity of Eq.
(5.75). Some of the criteria about how to choose the spacing ∆q and ∆p have
been studied by Burant and von Neumann [192, 208]. Specific discussions on
how to choose these parameters have been studied by Shalashilin on the test of
hybrid mechanics [209–211] and short time CS propagation [207]. Therein, the
Morse oscillator dynamics is propagated through Eq. (5.56) on a finite static grid.
By using the non-unitary identity operator in Eq. (5.75), the wave function
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Eq. (5.51) is written as
|Ψ(t)〉 =
n∑
i=1
|zi〉〈zi|Ψ(t)〉∆
2zi
pi
. (5.76)
The basic CCS equations (5.60) and (5.72) will be written as
dΦi
dt
=
n∑
j=1
〈zi|zj〉
[
i
~
dSi
dt
− i
~
δ2Hord (z
∗
i , zj)
]
Φj
∆2zj
pi
(5.77)
and
dCi
dt
= − i
~
n∑
j=1
〈zi|zj〉δ2Hord (z∗i , zj)Cj exp
[
i
~
(Sj − Si)
]
∆2zj
pi
, (5.78)
where Si = S(zi, t), and Ci = C(zi, t).
In the matrix form, Eq. (5.78) reads
C˙ = − i
~
E∗
(
Ω · δ2H)∆2ZEC = − i
~
E∗δ2H∆2ZEC (5.79)
where C is a 1×n column matrix, the others are n×n matrices. E and ∆2Z are
diagonal matrices with elements
Eij = δij exp
(
i
~
Si
)
(5.80)
and
∆2Zij = δij
∆2zi
pi
, (5.81)
δ2H is given by
δ2Hij = Ωijδ
2Hord(z
∗
i , zj). (5.82)
Although the norm conservation is used as one of the important criteria to de-
scribe the accuracy of the propagation, the norm 〈Ψ(t)|Ψ(t)〉 obtained from the
discretisation of Eq. (5.75) is not automatically conserved and this weakens its
wide application in the CCS approach. Fortunately, the norm can be preserved
by choosing the following discrete representation of the identity in a finite non-
orthogonal basis [92]:
Iˆ =
∑
ij
|zi〉
(
Ω−1
)
ij
〈zj|. (5.83)
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Here, Ω−1 is the inverse of the overlap Ω with elements Ωij = 〈zi|zj〉, and (Ω−1)ij
are the corresponding matrix elements.
Replacing the identity operator Eqs. (5.75) by (5.83), Eq. (5.76)-(5.78) can
be rewritten as:
|Ψ(t)〉 =
n∑
i=1,j=1
|zi〉
(
Ω−1
)
ij
〈zj|Ψ(t)〉 =
n∑
i=1,j=1
|zi〉
(
Ω−1
)
ij
Φj, (5.84)
dΦi
dt
=
n∑
i=1,j=1
Ωij
[
i
~
dSi
dt
− i
~
δ2Hord(z
∗
i , zj)
] (
Ω−1
)
jk
Φk, (5.85)
and
dCi
dt
= − i
~
n∑
i=1,j=1
Ωijδ
2Hord (z
∗
i , zj)
(
Ω−1
)
jk
Cj exp
[
i
~
(Sk − Si)
]
. (5.86)
Very similar to Eq. (5.79), one can write Eq. (5.86) in the following matrix form:
C˙ = − i
~
E∗
(
Ω · δ2H)Ω−1EC = − i
~
E∗δ2HΩ−1EC. (5.87)
5.6.2 D expression of the wave function in the CSR
In fact, the coefficients Ci can be obtained through a different integral represen-
tation. We show proofs of this in the following.
Using Eqs. (5.51) and (5.71), one can write the wave function as
|Ψ(t)〉 =
∫
|z′〉C(z′, t) exp
(
i
~
Sz′
)
d2z′
pi
. (5.88)
Starting from the TDSE (5.54) and closing it with 〈z|, instead of Eq. (5.55), one
obtains∫ [
〈z|z˙′〉C(z′, t) + 〈z|z′〉
(
dC(z′, t)
dt
+
i
~
dSz′
dt
C(z′, t)
)]
exp
(
i
~
Sz′
)
d2z′
pi
= − i
~
∫
〈z|Hˆ|z′〉C(z′, t) exp
(
i
~
Sz′
)
d2z′
pi
= − i
~
∫
〈z|z′〉Hord(z∗, z′)C(z′, t) exp
(
i
~
Sz′
)
d2z′
pi
.
(5.89)
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Similar to Eq. (5.59), one can get
〈z|z˙′〉 = 〈z|z′〉
[
z∗
dz′
dt
− 1
2
(
z′
dz′∗
dt
+
dz′
dt
z′∗
)]
. (5.90)
Inserting this equation into Eq. (5.89) and rearranging it, the following formula
can be obtained∫
〈z|z′〉dC(z
′, t)
dt
exp
(
i
~
Sz′
)
d2z′
pi
= − i
~
∫
〈z|z′〉δ2H ′∗ord(z∗, z′)C(z′, t) exp
(
i
~
Sz′
)
d2z′
pi
,
(5.91)
where
δ2H ′∗ord(z
∗, z′) = Hord(z∗, z′)−Hord(z′∗, z′)− ∂Hord(z
′∗, z′)
∂z′∗
(z∗, z′∗) (5.92)
is different from δ2Hord(z
∗, z′) in Eq. (5.62).
In order to obtain the discrete form of Eq. (5.91), it is necessary to make a
simple ansatz and replace C(z′, t) by a new notation D(z′, t). Thus the corre-
sponding discrete form of the wave function Eq. (5.88) can be written as
|Ψ(t)〉 =
n∑
i=1
|zi〉Di exp
(
i
~
Si
)
. (5.93)
By comparing (5.93) to Eq. (5.84), one can obtain the relation between coeffi-
cients Di and Cj in the form of
Di exp
(
i
~
Si
)
=
n∑
j=1
(
Ω−1
)
ij
Cj exp
(
i
~
Sj
)
. (5.94)
The discrete representation of Eq. (5.91) is written as (details are given in the
appendix)
n∑
j
〈zi|zj〉D˙je i~Sj = − i~
n∑
j
〈zi|zj〉δ2H ′∗ord(z∗i , zj)Dje
i
~Sj (5.95)
or
dDk
dt
= − i
~
n∑
ij
(
Ω−1
)
ki
(
Ωij · δ2H ′∗ord(z∗i , zj)
)
Dj exp
[
i
~
(Sj − Sk)
]
, (5.96)
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with the discrete form of Eq. (5.92)
δ2H ′∗ord(z
∗
i , zj) = Hord(z
∗
i , zj)−Hord(z∗j , zj)−
∂Hord(z
∗
j , zj)
∂z∗j
(z∗i − z∗j ). (5.97)
The corresponding matrix forms of (5.95) and (5.96) are given by
ΩED˙ = − i
~
(
Ω · δ2H ′∗)ED = − i
~
δ2H′∗ED, (5.98)
and
D˙ = − i
~
E∗Ω−1
(
Ω · δ2H ′∗)ED = − i
~
E∗Ω−1δ2H′∗ED, (5.99)
where D is a 1×n column matrix, the others are n×n matrices. Ω is the overlap
matrix and Ω−1 is its corresponding inverse matrix. E is a diagonal matrix as
defined previously, and
δ2H′∗ij = Ωijδ
2H ′∗ord(z
∗
i , zj). (5.100)
Through numerical calculations, we found that this new expression, instead of
Ci, can effectively avoid the singularity problem of the inverse of the overlap
Ω−1 matrix during the time propagation. In fact, from Eq. (5.93) we can see
that instead of calculating the inverse of the overlap in Eq. (5.84) at each time
step, one only needs the inverse of the overlap at the very beginning of the time
propagation in order to obtain the initial coefficient Di(0) from Ci(0) through Eq.
(5.94). At the same time, this expansion will also improve numerical computing
efficiency. In fact, as has been pointed out by Burant [208], the algorithm (5.93)
relates to an operator
n∑
i=1
|zi〉〈zi| which yields a scaling of ≈ n2, this is more
favorable than (5.84) which relates to (5.83) and yields a scaling of n3.
5.7 Propagation of the CSR wave function
From the previous statement we can see that several quantities have to be com-
puted before obtaining the wave function, namely the time-dependent zi, Si and
Ci or Di, and all of them are related to the Hamiltonian in the CSR. Once the
Hamiltonian and their initial values are obtained, these quantities can be de-
termined by using the 4th order Runge-Kutta method. This method is briefly
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sketched below [112].
Consider an initial value problem expressed as
x˙ = f(x, t), (5.101)
where x is an unknown function, either a scalar or a vector of time t, with the
initial value x(t0) = x(0). Here, in our computation, x is related to the time-
dependent zi, Si and Di (or Ci). During the numerical calculation, assume that
the time step is ∆t, the time-dependent x(t) can be obtained through
x(t0 +∆t) = x(0) +
∆t
6
(r1 + 2r2 + 2r3 + r4), (5.102)
where r1, r2, r3 and r4 are defined as
r1 = f(x(0), t0),
r2 = f(x(0) + ∆t/2r1, t0 +∆t/2),
r3 = f(x(0) + ∆t/2r2, t0 +∆t/2),
r4 = f(x(0) + ∆tr3, t0 +∆t).
(5.103)
The initial zi(0) are constructed through Eq. (5.48) by choosing a group of initial
conditions (qi(0), pi(0)), which is also called the initial sampling. Theoretically,
the initial sampling used to sample the basis of the CSs can be selected randomly,
however, the better it is selected, the more accurate the initial wave function will
be represented. For example, if the initial wave function used for the propagation
is a Gaussian wave packet itself, i.e. |Ψ(0)〉 = |zc〉, the initial sampling can
be selected centered around the maximum of this initial wave function from a
Gaussian distribution
F (z) ∝ exp (α|z − zc|2) . (5.104)
where α is a “compression” parameter describing the width of the basis set dis-
tribution. More details about how to select the initial sampling through this
distribution can be found from Refs. [95, 190], and how to choose the initial
sampling for our simulation will be shown in Chapter 7. Furthermore, from Eq.
(5.61) one can see that the initial Si(0) = 0. However, Ci(0) depends on the
initial wave function Ψ(x, 0) and can be obtained from Eqs. (5.53) and (5.71).
Several computational methods can be applied and specific examples relating to
this are discussed in the rest of this thesis.
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Chapter 6
Phase-space dynamics of a wave
packet in strong fields with IVRs
As has been pointed out in the introduction of the second part of this thesis,
the IVR methods have been widely applied to many areas of science, but only a
small number of publications in strong-field physics were reported. Particularly,
the HK propagator has been applied to the computation of the HHG spectra
in [26–28], the CCS method has been employed for the simulation of NSDI and
constructing electron momentum distributions in [96, 98, 99]. In order to apply
these methods widely, major challenges must be overcome. For instance, in the
HK propagator, the tunnel ionization may not be properly accounted for, since
the trajectories used for the construction of the time-dependent wave function
are real and therefore they cannot cross the classically forbidden regions in phase
space.
In fact, since the 1990s, there has been considerable debates about whether semi-
classical IVR methods, such as the HK propagator can be employed to model
tunneling, and if so, to what extent [181–184]. Spath and Miller have employed
IVR methods to obtain tunneling probabilities which are dependent on a Gaus-
sian width parameter entering their expressions [212]. Grossmann and Heller
found that the tunneling probabilities are dependent on the center positions of
Gaussians describing initial and final asymptotic states for scattering. If the
initial center is moved far away from the barrier there is no tunneling. For a
moderate displacement of the initial center from the barrier top, a qualitative
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description of tunneling and the dependency of the tunneling rate on energy can
be obtained [182]. Kay has explicitly noted that the straightforward applications
of the IVR method failed for the treatment of the tunneling dynamics in systems
such as the 1D double well [213]. On the other hand, because CCS is a basis-set
quantum method, this method can be in principle employed to model tunneling.
However, in order to properly model tunneling, special effort must be made for
the selection of a suitable trajectory-guided basis .
As mentioned in the introduction of this thesis, tunneling is important in strong-
field physics. The atomic potential is modified by the presence of the laser field,
which forms a potential barrier that the initial wave packet has to tunnel through
(the first step of the TSM in HHG processes). In order to circumvent the tunnel-
ing problem in HHG, initial electronic wave packets starting far away from the
core have been studied in Refs. [26–28]. However, if the initial wave packet is
placed at the origin, one may ask whether the over-the-barrier dynamics is suffi-
cient for the modeling of strong-field wave packet dynamics. This is a legitimate
question, especially if one considers that classical models, in which an ensemble
of classical electrons being released in the continuum at different times within a
field cycle was used to mimic the behavior of the electronic wave packet, have
been hugely successful in reproducing a number of features in ATI [31] and NSDI
[29, 30]. In some of these methods, tunnel ionization has been mimicked by em-
ploying the quasi-static Ammosov-Delone-Krainov (ADK) tunneling rate, which
may explain the success. However, there exist purely classical models where the
electron ensemble is left to propagate without the need for any ad-hoc quantum
mechanical ingredients. To illustrate this, we perform a systematic analysis of
the dynamics of an electronic wave packet in a strong field, with particular focus
on ionization, and on what is left out by IVRs. This analysis is performed in
phase space, for reduced dimensionality models, under the assumption that the
electronic wave packet is initially bound. As a benchmark, full solutions from the
TDSE are used for comparison.
Specifically, this chapter is organised as follows. Section 6.1 briefly sketches the
derivation of the HK propagator and outlines the similarities and differences be-
tween quantum and semiclassical IVRs. Section 6.2 shows a brief comparison
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between the CCS and the classical trajectories. In Section 6.3, we have a closer
look at how the time-dependent wave packet overcomes the potential barrier re-
sulting from the combined action of the external field and the binding potential.
For this purpose, the quasiprobability distributions in phase space, from both the
HK and the CCS methods, are employed to study the 1D model potential in a
static field. Finally, Section 6.4 shows the conclusions.
6.1 Semiclassical IVRs
Although quantum mechanics is usually in coordinate or momentum space, it can
also be formulated in phase space. Exclude the quantum IVR method (the CCS)
present in the previous chapter, in this section we briefly present the semiclassical
IVR method, namely, the HK propagator, in the phase space.
In the phase space, the HK wave function is expressed as [82]
|ΨHK(t)〉 =
∫∫
|q, p〉R(t, q0, p0)〈q0, p0|Ψ(0)〉e i~Scl dq0dp0
2pi
, (6.1)
where |q, p〉 represents a CS whose expression in coordinate representation is given
by
〈x|q, p〉 =
(γ
pi
)1/4
exp
[
−γ
2
(x− q)2 + i
~
p(x− q)
]
, (6.2)
which differs from Eq. (5.49) employed in the CCS approach by a phase factor,
and
R(t, q0, p0) =
1
21/2
(
mpp +mqq − i~γmqp + i~γmpq
)1/2
(6.3)
is given in terms of the elements muv = ∂u/∂v0 of the monodromy matrix, which
is composed of the derivatives of the final variables q, p with regard to their initial
values q0, p0. In Eq. (6.1), the action reads as
Scl(q, p) =
∫
(pq˙ −Hcl) dt, (6.4)
where
Hcl = Hcl(p, q) =
p2
2
+ V (q) + qE(t) (6.5)
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is the classical Hamiltonian corresponding to (5.64), in which the operators xˆ,
pˆ have been replaced by the phase-space variables q, p. The initial wave packet
considered here is
〈q0, p0|Ψ(0)〉 = exp
{
− γ
4
(qα − q0)2 − 1
4γ
(pα − p0)2 + i
2~
(pα + p0)(q0 − qα)
}
. (6.6)
Originally, the HK propagator has been derived differently [82]. Nonetheless,
both the CCS method and the HK propagator can be derived from the same
source. By employing the local quadratic approximation, which only takes into
account the first and second terms in the Taylor expansion of the potential energy
around a specific trajectory, the HK propagator can be obtained from (5.91) [92].
This allows to use classical trajectories instead of those driven by the quantum
averaged Hamiltonian Hord(z
∗, z) and also to calculate the integrals in (5.91) an-
alytically. More details about this can be referred to Ref. [92] and the references
therein, here we only provide a brief sketch of the main results.
Based on the quadratic approximation stated above the resulting HK wave func-
tion may then be represented as
|ΨHK(t)〉 =
∫
|z〉
√
Mzze
i
~S
cl
z 〈z0|Ψ(0)〉d
2z0
pi
, (6.7)
where
√
Mzz denotes the HK prefactor in the z notation. In this notation Mzz is
a single element of the monodromy (or stability) matrix
M =
(
Mzz Mzz∗
Mz∗z Mz∗z∗
)
, (6.8)
which describes how stable the dynamics around a specific trajectory is. The
monodromy matrix elements in this representation are related to those in the p, q
representation as
Mzz =
1
2
(mqq +mpp − i~γmqp + i~γmpq),
Mzz∗ =
1
2
(mqq −mpp + i~γmqp + i~γmpq),
Mz∗z =
1
2
(mqq −mpp − i~γmqp − i~γmpq),
Mz∗z∗ =
1
2
(mqq +mpp + i~γmqp − i~γmpq). (6.9)
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The evolution of the monodromy matrix is given by the matrix of second deriva-
tives of the Hamiltonian
dM
dt
= − i
~
 ∂2Hcl/∂z∗∂z ∂2Hcl/∂z∗
2
−∂2Hcl/∂z2 −∂2Hcl/∂z∗∂z
( Mzz Mzz∗
Mz∗z Mz∗z∗
)
. (6.10)
For the HK propagator, the time-dependent wave function is once again ex-
pressed in terms of Gaussians in phase space (details have been discussed in
Refs. [82, 83, 214, 215]). Following the original work [82], rather than labeled
by a single complex number z in the CCS method, the HK propagator normally
expresses these Gaussians by two real numbers p and q [see Eq. (6.1)]. In the
p, q-notation, comparing the Gaussian (6.2) with (5.49), one can see that the
phase prefactor ipq/2~ in (5.49) has been removed. In fact, this is due to that
ipq/2~ in (5.49) is compensated by the different form of the classical action (6.4)
as opposed to that of (5.61).
Although the CCS method and HK propagator share the same origin, they are
different in several ways. Apart from trivial notations, there are three main dif-
ferences:
(1) The CCS representation is formally an exact basis-set technique. The cou-
pled quantum equations are used for the coefficients Dz(t), which can be
obtained simply by substitution of (5.93) into the Schro¨dinger equation to
propagate the wave function (5.93). In contrast, in the HK theory an an-
alytical semiclassical formula with elements of the monodromy or stability
matrix is applied to obtain the coefficients. These expressions result from
the so called local quadratic approximation, which only takes into account
the first and second terms in the Taylor expansion of the potential energy
around a specific trajectory, and assumes that only the coupling of CSs near
this trajectory is important. Physically, this implies that each trajectory
in the swarm employed in the HK method contributes independently, while
in the CSR the trajectories are coupled through the amplitudes Dz(t). In-
deed, for each trajectory there is one prefactor, which depends only on the
information carried by that specific trajectory.
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(2) On a more technical level, the CCS approach is often used in conjunction
with various basis-set expansion algorithms, it generates additional basis
functions and reprojects the wave function on the new basis-sets. These
adaptive basis-set technique allow the CCS method to describe complicated
features of the dynamics more efficiently. Reprojection has also been used
in conjunction with the HK method, however, this is much less common
[207, 208].
(3) The trajectories of the Gaussian CSs in the HK method are purely classical,
while in CCS the trajectory of a CS is driven by the Hamiltonian 〈z|Hˆ|z〉.
This latter Hamiltonian is the average of the quantum Hamiltonian with
regard to the CSs, and takes into account the local zero-point energy and
further corrections due to commutators. This makes all wells more shallow
and lowers all potential barriers. The CCS and HK trajectories are identical
only in the case of a harmonic potential.
For the first difference, it can be easily understood from the main theory of CCS
in Chapter 5. The application of the reprojection in the second difference, will be
fully discussed in the next chapter. In the following section we give an example
to show the difference between the CCS trajectory and the HK trajectory in the
coordinate and momentum space.
6.2 The CCS and classical trajectories
In order to show the differences between the CCS and the classical trajectories,
we take a 1D model potential in an external laser field as an example. In theoret-
ical physics, the most widely used 1D model potential is the soft-core potential,
because it can remove the singularity of the Coulomb potential. However, unfor-
tunately, even though the CCS can effectively treat the singularity appearing in
the 3D Coulomb potential, the 1D form of it or the soft-core potential can not
be treated analytically in the CSR (this is discussed in the next chapter and the
Appendix). Thus a short-range Gaussian potential Vg(x) = −e−λx2 will be used
to replace the soft-core potential Vsc(x) = − a√x2+b for the 1D simulation in this
thesis. Despite of being a simple expression, it contains all of the main physical
features appearing in strong-field physics phenomena.
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The corresponding 1D Hamiltonian is written as
Hˆ =
Pˆ 2
2m
+ Vg(xˆ) + xˆE(t), (6.11)
where, the first term is the kinetic energy, the second term is the 1D Gaussian
potential, and the last term is the interaction between the electron and the ex-
ternal laser field E(t) (Note that, the sign preceding xE(t) used in Eq. (2.6) is
“-”, rather than “+”. However, the main results will not be changed regardless
of the sign convention.). The kinetic energy in the CSR can be written in the
following form
〈zi| Pˆ
2
2m
|zj〉 = −~
2γ
4m
〈zi|zˆ†2 − zˆ†zˆ − zˆzˆ† + zˆ2|zj〉
= −~
2γ
4m
〈zi|zˆ†2 − 2zˆ†zˆ − 1 + zˆ2|zj〉
= −~
2γ
4m
(z∗2i − 2z∗i zj − 1 + z2j )〈zi|zj〉.
(6.12)
Note that in the above derivation, the following commutator is applied[
zˆi, zˆ
†
j
]
= δij. (6.13)
In the CSR, the 1D Gaussian potential is represented as (the derivation of this
can be referred to the 3D Gaussian potential in the CSR, which is shown in the
Appendix)
〈zi|e−λx2 |zj〉 = 〈zi|e− λ~2mω (zˆ†2+zˆ2+2zˆ†zˆ+1)|zj〉 = −
(
γ
γ + λ
)1/2
e−
λγ
γ+λ
ρ2〈zi|zj〉
(6.14)
For the 1D system, the last laser field term of Hamiltonian in the CSR can be
easily obtained as
〈zi|xˆE(t)|zj〉 = 〈zi|
√
~
2mω
(zˆ† + zˆ)E(t)|zj〉 = ρE(t). (6.15)
Note that, in Eqs. (6.14) and (6.15), ρ =
z∗i +zj√
2γ
. Therefore, the Hord(z
∗
i , zj) related
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to the CCS trajectory (5.69) can be written as
Hord(z
∗
i , zj) = −
~2γ
4m
(z∗2i − 2z∗i zj − 1 + z2j )−
(
γ
γ + λ
)1/2
e−
λγ
γ+λ
ρ2 + ρE(t)
=
~2γ
4m
+
p2
2
−
(
γ
γ + λ
)1/2
e−
λγ
γ+λ
ρ2 + ρE(t).
(6.16)
Considering the diagonal part (i = j) of Eq. (6.16), one can obtain the derivative
of CS zi
dzi
dt
= − i
~
∂Hord(z
∗
i , zi)
∂z∗i
= − i
~
[
−~
2γ
2m
z∗i +
~2γ
2m
zi +
√
2γλ
(γ + λ)3/2
ρe−
λγ
λ+γ
ρ2 +
E(t)√
2γ
]
.
(6.17)
Applying the 4th order Runge-Kutta method to this equation, one might get the
time evolution of zi. The time-dependent CCS trajectory and momentum are
represent as
q =
√
1
2γ
(z + z∗) (6.18)
and
p = i~
√
γ
2
(z − z∗) . (6.19)
Corresponding time-dependent classical trajectory and momentum can be ob-
tained from
p˙ = −∂Hcl(p, q)/∂q (6.20)
and
q˙ = ∂Hcl(p, q)/∂p, (6.21)
where
Hcl(p, q) =
p2
2
− exp (−λq2)+ qE0 (6.22)
is the classical Hamiltonian.
Fig. 6.1 shows the trajectories obtained through the CCS Eqs. (6.18) and (6.19)
and the classical (HK) computation (6.20) and (6.21), with the same initial po-
sition and momentum for a 1D Gaussian potential in an external laser field. For
the sake of clarity, we will provide a few definitions which have been introduced
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Figure 6.1: Time-dependent trajectories and momentum of the 1D Gaussian
potential: Vg(x) = − exp(−0.5x2) from both the CCS and the classical solutions,
in the external laser field E(t) = E0 cos(ω0t) with E0 = 0.1, ω0 = 0.0378. Panel
(a) shows the trajectories from both the CCS (the black line) and the classical
solution (the red line) with the initial position q0 = 76.72464472. Panel (b) shows
the corresponding momentum with the initial value p0 = −0.232201645.
in Ref. [26], where van de Sand and Rost showed for the HK propagator is used,
there are two types of trajectories whose interference leads to the HHG plateau.
The first type of trajectories are the regular trajectories, which are not slowed
down when passing the nucleus (i.e. x = 0), and the second are the time-delayed
trajectories. The time-delayed trajectories can be further divided into two sub-
groups: the “trapped” trajectories, which get trapped over a fraction of a field
cycle and oscillate around the nucleus [the red line shown in panel (a)]; and the
“stranded” trajectories (this is not shown in the present figure), which are on top
of the barrier of the effective potential Veff (x, t) = V (x) + xE(t) [where, E(t) is
the external laser field] and just slow down but not get trapped as they pass the
nucleus.
From this figure we can clearly see that the “trapped” trajectory, which is ad-
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vocated in [26], is obtained from the classical computation with high frequency
oscillations around the end of the 2nd laser cycle (around 330 a.u., the laser cycle
is 2pi/ω0 ' 166.2). We note that with the same initial condition, the trajectory
from the CCS is quite different, the CCS trajectory is not “trapped”. Before
the trajectory is trapped by the core, the CCS result has a perfect agreement
with that from HK, however difference between the two methods starts to ap-
pear after the trajectory is trapped. At the same time, from the time-dependent
momentum in panel (b) we can see that before the trapping, the positions of the
spikes observed in momentum coincide under both the HK and CCS methods.
The main difference is that the spikes from the CCS computation are not so
sharp, and high frequency oscillations similar to those presented in the classical
results are absent in the CCS computation [panel (b)]. Comparing panel (b) to
panel (a), one can find that the spikes only appear at the time when the posi-
tion of the trajectory equals zero, hence, our understanding of these spikes in the
time-dependent momentum are due to the immediate increase in attraction force
between the nucleus and the electron as the electron passes the core. The reason
why the spikes from CCS are not so sharp as those in the classical computation
might be a result of introducing quantum corrections of the Hamiltonian by the
CCS method. Comparing Eqs. (6.9) and (6.15), we can find an effective energy
shift γ/4 and a shift of
∆Vg(q) = Vg(q)
[(
γ
γ + λ
)1/2
exp
{
λ2q2
γ + λ
}
− 1
]
(6.23)
in the binding potential between Hord(p, q) and Hcl(p, q), where Vg(q) is the 1D
Gaussian potential. For discussions of these shifts see [88].
6.3 Phase-space dynamics
In this section, we wish to analyse the different ionization mechanisms in phase
space. According to the quasi static tunneling picture, a low frequency time-
dependent field and the binding potential together determine an effective poten-
tial barrier
Veff (x, t) = Vg(x) + xE(t), (6.24)
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whose maximum is given by Veff (xs, t) at the coordinate xs, where, the value
of xs can be calculated through ∂Veff (x, t)/∂x|x=xs = 0. If the total electron
energy is larger than this value, it may escape via over-the-barrier ionization. If
the total energy is smaller, tunneling is expected to be the dominant ionization
mechanism.
6.3.1 Phase portraits and classical trajectory analysis
With the above aim in mind, both the classical trajectories used to construct the
wave function in Eq. (6.1) and the CCS trajectories [from Eq. (6.17)] applied to
construct the wave function (5.88) are analysed in the phase space. For simplic-
ity, only the electron exposed to a static field is studied. In Fig. 6.3, we present
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Figure 6.2: Schematic plot of the effective potential of the 1D Gaussian potential
Vg(q) = exp(−0.5q2) in the static field, with strength E0 = 0.075. Eclmin is the
minimal energy that the electron needs to escape via over-the-barrier ionisation,
which is also used to define the classical separatrix in Fig. 6.3. Similar definition
of the CCS separatrix can be obtained from the effective potential in the CSR.
the phase portrait of the system for the Hamiltonian (6.11) in static fields with
different intensities. The left panels in this figure show that a separatrix, defined
by the condition p2/2 + Vg(q) + E0q = E
cl
min with E
cl
min the classical minimal
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Figure 6.3: Phase portrait of the 1D Gaussian potential Vg(q) = exp(−0.5q2)
defined from the classical and CCS methods. The left panels are the classical
trajectories used in the computation of the HK propagator, in which, the solid
black lines are the separatrix with minimal energy; the middle panels are the
trajectories from the CCS, the solid black line in these panels are the separatrix
defined from the CCS; in the right panels, we combine the trajectories from both
the classical (HK) and the CCS computation, the black solid and the red dot
lines are the corresponding separatrices from these two methods (i.e., the solid
black lines in the left and middle panels, respectively). Here, two different static
fields are considered, in the upper panels is E0 = 0.05, in the lower panels is
E0 = 0.075.
energy necessary for the electron to undergo over-the-barrier ionization, crossing
at (q, p) = (qs, 0). The illustration related to the E
cl
min is shown in Fig. 6.2.
For energies E below the separatrix energy the dynamics can be either bound
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or unbound depending on whether the spatial coordinate of the orbit is larger
or smaller than that of the saddle point (qs, 0). This means that an orbit with
Ecl < E
cl
min will remain unbound if its initial spatial coordinate q0 lies on the
left-hand side of the saddle point, and that it will remain bound if q0 lies on the
right-hand side of qs and never crosses this region. On the other hand, orbits
with E > Eclmin will remain unbound regardless of the initial value of their spatial
coordinates.
Furthermore, from Fig. 6.3, one can see that the CCS trajectories behave differ-
ently from those obtained from classical computation. As shown in the middle
panels of this figure, if the separatrix is however defined through the Hamiltonian
in the CSR instead of the classical Hamiltonian, similar behaviors to those found
in the left panels will be observed. Namely, the trajectories with energy lower
than the minimal energy Eccsmin, defined by the CCS method, will not cross the
forbidden region. Consequently, the trajectories with energy higher than the min-
imal energy will remain in the “unbound” region. Note that, the “bound” and
“unbound” refer to the energy of a trajectory defined in the CSR being lower or
higher than the separatrix energy, which is different from the classical definition.
If we define the separatrix using the classical Hamiltonian, different behaviors
will appear. As presented in the right panels of Fig. 6.3, several kinds of prop-
erties can be observed. First, some of the trajectories with energies less than
Eccsmin in the CCS definition will cross the separatrix. If the initial positions of
this kind of trajectories are on the left hand side of the CCS separatrix, they will
remain in this region and not cross either the CCS or the classical separatrix [the
left part of the blue dash lines shown in panels (c) and (f)]. On the other hand,
if the initial positions of the trajectories are on the right hand side of the CCS
separatrix, depending on the initial energy of the trajectories, while some of them
[the green dash dot lines in panels (c) and (f)] will remain bound in the classical
definition, some of them [the right part of the blue dash lines in panels (c) and (f)]
will cross the forbidden region defined by the classical Hamiltonian. This occurs
even though they are still “bound” in the CCS definition and propagate along a
closed orbit. Furthermore, trajectories with energy larger than or equal to Eccsmin
can be divided into two groups. 1) Those that can cross the classical separatrix
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(including the CCS separatrix). For instance, the orange dash dot dot lines in
the right panels of Fig. 6.3 and those trajectories with energies between Eccsmin
and Eclmin (not shown in this figure), can propagate from the unbound region to
the bound region, as well as evolve from the bound region to the unbound region.
2) And those that have much higher energies, remain in the unbound region and
will never cross into the bound region (they are not shown in this figure). This
means that tunneling, which is forbidden in the classical computation, is possible
under the CCS method. This is because quantum correction of the Hamiltonian
is introduced in Hord(z
∗, z), which, compared to the classical Hamiltonian, has
an energy shift (6.23).
6.3.2 Wigner quasiprobabilities
We now employ the Wigner quasiprobability distribution (also known as the
Wigner function) to relate the above picture to the wave packet propagation in
phase space [216]. This function is defined as
W (q, p) =
1
pi
∫ +∞
−∞
dyΨ∗(q + y)Ψ(q − y) exp[2ipy], (6.25)
where Ψ(x) is the wave function obtained from either the TDSE or CCS in the
coordinate space. If Eq. (6.25) is integrated over the momentum or position
space, the corresponding probability densities are recovered. Strictly speaking,
the Wigner distribution cannot be associated with a propability density, since
it can exhibit both positive and negative values, while the probability density
represents the possibility of finding an electron in a specific region which is al-
ways a nonnegative value. Nonetheless, it does give an intuitive picture of the
wave packet dynamics in phase space, and provides valuable information about
momentum-position correlation. In order to access the dynamics of ionization
[217], rescattering [218, 219], double ionization [220] and HHG [221], Wigner dis-
tributions have been used in strong-field physics and widely employed in quantum
optics. A tail, which has been associated with ionization, in Refs. [217] and [221],
was identified as a common feature in Wigner distribution.
To make the above mentioned tail visually clearer and study why the tail is
present in the HK method, in Fig. 6.4 we present the modulus square of the
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Figure 6.4: Modulus square of the Wigner quasiprobability distributions com-
puted using a static field with the strength E0 = 0.075 for a 1D soft-core poten-
tial Vsc = − 1√x2+1 using the TDSE (the left panels) and the HK (the middle and
right panels) for t = 10 (the upper panels) and t = 20 (the lower panels). The
main difference between the middle and the right panels is that the trajectories
whose initial coordinates (q0, p0) lie outside the bound phase-space region are not
included in the right panels. The thicker lines show the separatrix and the phase
space trajectory for E = 0. The initial wave packet used for the propagation is
Ψ(x, 0) =
(
γ
pi
)1/4
exp
(−γ
2
x2
)
, with γ = 0.5.
Wigner quasiprobability distributions from both the TDSE and the HK propaga-
tor, respectively. From this figure one can clearly see that the time propagation
of the wave packet, and particular the shape of the Wigner function, are strongly
influenced by the separatrix. Throughout, the figure shows a distinct tail in the
Wigner functions leaving the bound phase-space region. For short times the tail
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follows the separatrix from below, as shown in the upper left and middle pan-
els. This strongly suggests that the continuum is reached by over-the-barrier
ionization: the electronic wave packet does not leave the core with vanishing
momentum, but rather with the minimum necessary momentum to overcome
Veff (qs). As time progresses, interference fringes start to build up on the left-
hand side just above the separatrix. These fringes have been identified in [217], for
a delta-potential model in a static field, and in [218, 221] for long- and short-range
potentials in time-dependent fields, and have been associated with the quantum
interference of ionization processes occurring at different times. Apart from this,
there is a pronounced tail now following the separatrix from above. This implies
that parts of the wave packet are reaching the continuum with lower energy than
that required for over-the-barrier ionization to occur. In other words, tunnel ion-
ization may be taking place, both for the TDSE and the HK wave packets. Near
q = qs, the momentum at this tail is even approximately vanishing, in agreement
with the model in [217]. A decrease in the momentum associated with the tail is
intuitively expected as, physically, the components of the wave packet with lower
energy will take longer to reach the barrier [183].
All of the features mentioned above are present in both the TDSE and the
HK propagator computations. This is not surprising, as it is known that the
HK propagator is capable of reproducing such effects. However, it seems that
the semiclassical propagator allows the wave packet to cross classical forbidden
regions. In other words, classical trajectories corresponding to over-the-barrier
energy appear to mimic transmission through a barrier for E < Eclmin. This is not
obvious, as these trajectories do not violate any phase-space constraints, or cross
classically forbidden regions.
We have however verified that the trajectories whose initial coordinates (q0, p0)
lie outside the bound phase-space region lead to the tail in the Wigner distribu-
tions. For clarity, in the right panels of Fig. 6.4 we show the Wigner function
computed from the HK propagator without these trajectories. In this figure, both
the above-mentioned tail and the interference fringes are absent. These findings
are in agreement with the results in [222], in which a nonlocal behavior of the
Wigner function around separatrices has been observed for an inverted harmonic
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oscillator, and with those in [223], which find that the transmission coefficient
associated with a parabolic barrier is related to the quantum-mechanical weight
of all classical trajectories with enough energy to go over the barrier. The dis-
appearance of the fringes in the Wigner functions around p = 0 for q < qs also
indicates that the Wigner function is non-local.
Figure 6.5: Modulus square of the Wigner quasiprobability distributions com-
puted using a static field with the strength E0 = 0.075 and the 1D Gaussian
potential, using the TDSE, the HK propagator and the CCS method (left, middle
and right panels, respectively). The upper and lower panels correspond to t = 10
and t = 20, respectively. Thicker lines show the separatrix and the phase-space
trajectory for E = 0 from the classical computation. For the HK propagator
and the CCS method we employ 107 and 1600 trajectories with reprojection,
respectively.
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Now we investigate the Gaussian potential and an initial wave packet ψ(x, 0) =(
γ
pi
)1/4
exp
(−γ
2
x2
)
with γ = 1. For a short-range potential, the effective potential
barrier is much steeper than for the soft-core potential and there is no Rydberg
series. Hence, tunneling is expected to be dominant for the parameter range ex-
amined. Furthermore, we will perform a direct comparison of the results from
the CCS method to those from the TDSE and the HK methods.
In Fig. 6.5, we display snapshots of W 2(q, p) computed with the TDSE, the
HK propagator and the CCS method (left, middle and right panels, respectively)
using a static field. For t = 10 (upper panels) there is very good agreement
between the outcomes of all approaches, with a distinct tail in the quasiproba-
bility distribution following the separatrix from above. This behavior holds even
for the results obtained using the semiclassical HK propagator. Physically, this
suggests that there will be a nonvanishing probability density leaving the core
with |p| < |pmin|. For t = 20, a longer tail extending to far beyond the core
region and interference fringes are present in all cases. For these longer times,
there appears to be less agreement between the HK propagator computation and
the TDSE results. This is also the case (as we show separately in Fig. 6.6) with
the standard CCS method, as in this region anharmonicities associated with the
binding potential become more important. In order to overcome this problem, it
is necessary to perform a periodic reprojection of the trajectories onto a set of
regular grids. With the reprojection (we discuss this in detail in next chapter), a
good, better than the HK propagator, agreement with the TDSE can be achieved
through the CCS approach.
Once again, the better agreement between the CCS method and the TDSE is
due to the fact that the trajectories employed in the HK propagator never cross
the separatrix, while those used in the CCS method do. The quantum correction
of the Hamiltonian is introduced in the CCS approach because of the application
of the commutator and averaging the potential over a Gaussian CS basis, which
leads to the lowering of the barrier and is effectively equivalent to partially taking
tunneling into account.
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Figure 6.6: Modulus square of the Wigner quasiprobability distributions corre-
sponding to the right panels of Fig. 6.5, but without the reprojection of the wave
function to the initial grid. On the left hand side is the result from t = 10, and
on the right hand side is that from t = 20.
6.4 Conclusions
In this chapter we have assessed the suitability of quantum and semiclassical
IVRs, exemplified by the CCS method and the HK propagator respectively, for
modeling the dynamics of an electronic wave packet in a strong field, assuming the
wave packet is initially bound. By using a time-dependent laser field, we found
that the trajectories used to construct the CCS wave function are different from
those ones used in the HK propagator. Although the trajectories show a similar
behavior and match very well up to about two laser cycles, the subsequent high
frequency oscillations of the trajectory around the nucleus under the HK method
does not appear in the CCS computation. This is because the trajectories of a
CS are driven by the ordered Hamiltonian, which is the average of the quantum
Hamiltonian with regard to the CSs, and this makes all wells more shallow and
lowers all potential barriers. Through the phase portrait and trajectories anal-
ysis we find that the forbidden region defined in classical mechanics, cannot be
crossed by the classical trajectories, while it can be crossed by the trajectories
defined in the CCS method.
Applying Wigner quasiprobability distributions, we find that if the classical tra-
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jectories starting outside the bound phase-space region are taken into consider-
ation, the common feature of the presence of the tails in Wigner distribution
can be observed. Depending on the momenta associated with these tail, it may
be related to over-the-barrier or tunneling ionization. Similar tails have been
identified in the literature, using either a zero range potential [217, 219] or the
TDSE [221]. Therein, focus has been placed on how this tail behaves outside
the core region, and on its agreement with classical trajectories as defined by the
strong-field recollision model [16]. In this work, we place more emphasis on the
position-momentum correlation in the vicinity of the core as evidence for different
ionization mechanisms. On the other hand, if the classical trajectories starting
outside of the bound phase-space region are removed, the tails in the Wigner
functions disappear. This implies that they are an essential, and fully classical
ingredient for reproducing these tails in the context of a semiclassical IVR. Fur-
thermore, the disappearance of the tails in the Wigner function also support the
assumption that the Wigner function is non-local.
Through direct comparison of the Wigner function, we find that good agree-
ment with the full solution of the TDSE can be obtained from both the HK
and the CCS IVRs. Our results also indicate that the HK propagator does not
fully account for tunneling and over-the-barrier reflections. However, it is able
to partly reproduce features associated with the wave packet crossing classically
forbidden regions, despite of the fact that the trajectories employed in its con-
struction always obey classical phase-space constraints. Moreover, we show that
the CCS method represents a fully quantum IVR and accurately reproduces the
results of a standard TDSE solver.
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Applications of the CCS method
In the previous chapter, the CCS method has been employed to the study of
the phase-space dynamics of a wave packet, in this chapter we focus on how the
CCS method may be applied to strong field physics. Specifically, this chapter
is organised as follows. In order to define the initial values of the ensemble CSs
used for the time propagation, we briefly show how to select the initial values
in Section 7.1. To test the stability and convergency of the CCS method, we
study the autocorrelation function (ACF) in Section 7.2. In Section 7.3, the
reprojecting technique mentioned in Chapter 6, which periodically reprojects the
wave function to a set of regular grids, is applied to solve the convergency problem
of the CCS method. After that, in Section 7.4, we show how to calculate the dipole
acceleration in the CSR. Finally, the HHG spectra obtained from different kinds
of potentials, such as from the 1D Gaussian potential, 3D Gaussian potential and
3D Coulomb potential, are shown separately and compared in Section 7.5. The
conclusions of this chapter are shown in Section 7.6.
7.1 Initial sampling
As mentioned in Section 5.7, theoretically, the initial sampling (initial values)
used to construct the initial CSs and the time propagation can be selected ran-
domly. However, in practice, we found that the results and accuracy of the CCS
method strongly depend on the initial sampling, and therefore significant atten-
tion has to be paid to it. Especially for a 1D system, the results become very
sensitive to initial sampling during the time propagation, because the transverse
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wave packet spreading which leads to an over-enhancement of the interference ef-
fects is absent. For example, for a 1D system, if the initial sampling is generated
through the normal distribution (as we mentioned in Section 5.7), very few CSs
can be applied, otherwise the normalisation will diverse during the time propa-
gation after a very short period of time. The main reason for that is that in a 1D
simulation, the initial CSs obtained from a normal random number generator are
too localised to sufficiently describe the wave function, during the time propaga-
tion, which might cause the divergence. Hence, if more CSs need to be considered,
some technical changes are necessary to modify the parameters between different
CSs in order to avoid this divergence. However, as the spacing between the CSs
increases, most CSs move far away from the origin, which means that these CSs
will propagate as free particles in the laser field and will contribute very little to
the wave function. One of the effective ways to solve this divergence problem is
to use a set of grid points with equal spacing, where the spacing can be adjusted
according to the number of CSs employed (the more CSs are used, the larger the
spacing is selected), and the initial norm of the wave function can be used as a
criteria for selection of the spacing.
Specifically, the main initial sampling used for the simulation in this chapter
is a set of 80 × 20 grids, symmetrically distributed around (q, p) = (qc, pc) with
spacing dq = 1.75
√
2/γ, dp = 1.75
√
2γ in the (q, p) phase space. In fact, more
CSs can be considered, however, this sampling appears to be large enough to
reproduce the phenomena we are interested in the strong laser field, especially
for the 1D system where our testing shows good quantitative agreement with the
TDSE.
7.2 Autocorrelation function (ACF)
In order to test the convergence of the CCS method, we first consider the ACF
〈Ψ(0)|Ψ(t)〉, which in the coordinate space reads as∫
Ψ∗(x, 0)Ψ(x, t)dx, (7.1)
where, Ψ∗(x, 0) and Ψ(x, t) are the initial wave function and the wave function
at time t, respectively.
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The ACF in the CCS expression is obtained as following
〈Ψ(0)|Ψ(t)〉 =
∑
i
D∗i (0) exp
[
− i
~
Si(0)
]
〈zi(0)|zj(t)〉
∑
j
Dj(t) exp
[
i
~
Sj(t)
]
=
∑
ij
D∗i (0) exp
[
− i
~
Si(0)
]
(Ω0t)ij
∑
j
Dj(t) exp
[
i
~
Sj(t)
]
.
(7.2)
Note that, two discrete CSR wave functions |Ψ(t)〉 (5.93) at time 0 and t are
applied in (7.2). The corresponding matrix form of (7.2) is
〈Ψ(0)|Ψ(t)〉 = D0∗>E0∗Ω0tDE, (7.3)
where D0 is defined as the initial value of D and D0∗> is the corresponding con-
jugate transpose matrix of D0, Ω0t is the overlap between CSs at the time t = 0
and t, the definition of D and E are the same as those defined in Chapter 5.
Fig. 7.1 illustrates the real, imaginary and absolute values of the ACFs from the
TDSE and the CCS method of the 1D Gaussian potential Vg(x) = − exp(−λx2)
(in this thesis λ = 0.5 is selected, which corresponds to the ionisation energy
Ip = 0.594) in an external laser field, with the initial sampling described in Sec-
tion 7.1. The initial wave function applied here is a Gaussian wave packet [25–28]
Ψ(x, 0) =
(γ
pi
)1/4
exp
[
−γ
2
(x− qc)2 + i~pc(x− qc)
]
, (7.4)
centered at (qc, pc), and γ is defined as the width of the wave packet, which can be
the same as that defined in the CSs. Apart from facilitating the implementation
of IVR, this initial choice can also simplify the analytical computation. Because
in the CR, a CS is also defined as a Gaussian wave packet (5.49), this initial wave
function can be reduced in the same way as that of the CS in the CR to 〈x|zc〉,
as long as pc = 0. The definition of zc is
zc =
√
γ
2
qc − i~
√
1
2γ
pc. (7.5)
In Fig. 7.1 (a), we show the real part of the ACF. It is evident that a good
quantitative agreement with the TDSE can be achieved through the CCS method
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Figure 7.1: From the left to the right are the real, imaginary and absolute values
of the ACF from the 1D Gaussian potential Vg(x) = − exp(−λx2) where λ =
0.5, with the initial wave packet Eq. (7.4) starting from the origin (qc, pc) =
(0, 0) and γ = 1.0, in an external laser field. The laser field employed here is
E(t) = E0 cos(ω0t), with strength E0 = 0.1 and frequency ω0 = 0.05. The black
lines are the results from the TDSE, and the blue lines are those from the CCS
computation.
for short time propagations (up to 20 a.u). However, after this time period
the agreement between the two methods disappears quickly, a series of irregular
oscillations and decrease of the amplitudes start to manifest. Similar problems
are also found in the imaginary and absolute values of the ACF, especially for
the absolute values where the disagreement becomes obvious very quickly.
In Fig. 7.2 we show the time-dependent wave function |Ψ(x, t)|2 from both the
CCS method and the TDSE. The wave function Ψ(x, t) from the CCS method is
calculated through
Ψ(x, t) = 〈x|Ψ〉 =
n∑
i=1
〈x|zi〉di exp
(
i
~
Si
)
. (7.6)
As shown in this figure, the results from the CCS method match very well with
those from the TDSE for a short time period up to 20 a.u.. From 30 a.u. on-
wards differences start to appear and intensify until the end of the propagation.
In fact, from this figure we can see that the mismatch between the wave func-
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Figure 7.2: Panel (a): Time-dependent wave function from the TDSE and the
CCS method, corresponding to Fig. 7.1. Panel (b): a snapshot of Panel (a).
The black solid lines are the |Ψ(x, t)|2 from the TDSE at different times; the
blue solid lines are the corresponding results from the CCS method without the
reprojection of the wave function.
tions is consistent with the ACF shown in Fig. 7.1. At the same time, from this
figure one can clearly see that the CCS method works for short time propagation,
but some numerical or convergency problems have to be resolved for long time
propagation. In fact, as mentioned in the Ref. [207], Gaussian wave packet tech-
niques in general, are accurate for short time propagations. The main problem is
that for a longer time period the coupling between different CSs cannot persist,
consequently, the trajectories will start to behave as free particles in propagation
afterwards, and the overlap between the wave function trajectories and the initial
grid points will be too small for the CCS dynamics to be calculated accurately.
As mentioned in Section 7.1, one of the ways to overcome this problem is to
choose an initial sampling which is large enough so that all of the required phase
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space can be covered. However, in practice, this is very inefficient. The larger
the space is, the more expensive the propagation will be. A similar and effective
way to overcome this problem is one that has been applied in Refs. [207, 208],
namely, performing a periodic reprojection of the trajectories onto static grids.
This eliminates the need of using a huge space. Through our simulations, we find
that the grid stated in Section 7.1 is large enough and produces observables that
converge well to the accurate results (see below).
7.3 Reprojection of the wave function
Specifically, there are 4 steps to reproject the wave function to the initial grid.
(1) Use the 4th order Runge-Kutta method stated in Section 5.7 to propagate
Eqs. (5.69), (5.61), (5.96) and (5.93) from t0 to t1, one can obtain zi (t1), Si (t1),
di (t1) and the wave function |Ψ(t1)〉,
(2) Initialise the new ‘initial’ z′i(0) and S
′
i(0) at time t1 as zi(0) and Si(0) = 0,
respectively.
(3) Reproject the wave function to the initial CSs |zi (0)〉 or |z′i (0)〉, by com-
bining Eqs. (5.71) and (5.93). The new ‘initial’ C ′i(0) can then be obtained
through
C ′i(0) = 〈zi(0)|Ψ(t)〉
=
∑
j
〈zi(0)|zj (t)〉dj(t) exp
[
i
~
Sj(t)
]
.
(7.7)
(4) Calculate the new ‘initial’ d′i(0) through Eq. (5.94) and the new ‘initial’
C ′i(0). After these steps one can go back to step (1) and continue the propaga-
tion.
Fig. 7.3 shows the recalculation of the ACF, corresponding to Fig. 7.1, with the
reprojection of the wave function to the initial grids. From this we can see that
instead of the dramatic decrease of the amplitudes and irregular oscillations in the
real, imaginary as well as absolute value parts of the ACF from the CCS method,
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Figure 7.3: ACFs from the TDSE and the CCS approach with the same initial
sampling, as that used in Fig. 7.1, but with reprojection of wave function dur-
ing the whole time propagation applied at each atomic unit. The 1D Gaussian
potential Vg(x) = − exp(−λx2), where λ = 0.5, with initial wave packet (7.4)
starts from the origin (qc, pc) = (0, 0) with γ = 1.0, and the external laser field
E(t) = E0 cos(ω0t) with strength E0 = 0.1 and frequency ω0 = 0.05 are consid-
ered. The black solid lines are the results from the TDSE, the red solid lines are
the results from the CCS approach. From left to right the real, imaginary and
absolute values of the ACFs are displayed.
regular amplitudes and oscillations are presented in the new results. Good quan-
titative agreement for longer time propagations between the CCS approach and
the TDSE is present until the end of the external laser field. The consistence
between the two methods can also be seen directly from the new time-dependent
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Figure 7.4: Time-dependent wave function from the TDSE and the CCS methods
corresponding to Fig. 7.3. The black solid lines are the |Ψ(x, t)|2 from the TDSE
at different times; the red solid lines are the corresponding results from the CCS
method with reprojection of the wave function.
wave function at every 50 atomic units, until the switch off of the laser field, as
shown in Fig 7.4.
7.4 Dipole acceleration in the CSR
An interesting “observable” that can be used to extract the wave function infor-
mation is the HHG spectrum, which is obtained through the Fourier transform
of the dipole
S(ω) ∼
∫
D(t) exp(−iωt)dt, (7.8)
114
Chapter 7. Applications of the CCS method
where D(t) denotes the expectation value of the dipole operator Dˆ , and can be
calculated through
D(t) = 〈Ψ(t)|Dˆ |Ψ(t)〉. (7.9)
Inserting the discrete CSR wave function Eq. (5.93) into (7.9), the expectation
of dipole can be rewritten as
〈Ψ(t)|Dˆ |Ψ(t)〉 =
n∑
i=1,j=1
D∗i exp
(
− i
~
Si
)
〈Zi|Dˆ |Zj〉Dj exp
(
i
~
Sj
)
=
n∑
i=1,j=1
D∗i exp
(
− i
~
Si
)
〈Zi|Zj〉DijDj exp
(
i
~
Sj
)
=
n∑
i=1,j=1
D∗i exp
(
− i
~
Si
)
(Ωij ·Dij)Dj exp
(
i
~
Sj
)
.
(7.10)
In matrix form, this is written as
D(t) = D∗>E∗ (Ω ·D)ED, (7.11)
where D is a column vector with elements Di (coefficient of the CS), and D
∗> is
the corresponding conjugate transpose matrix, D is a n × n matrix of dipole in
the CSR (where, n is the size of the CSs), and the definition of other symbols are
the same as previous.
The dipole operator, whose expectation value is employed to compute the har-
monic spectra, may be expressed in the length, velocity and acceleration forms
[56, 57]. In the length form, the dipole moment is very large in regions far away
from the core; hence, the dynamics of such regions is over-emphasised. In the
velocity form, there is no preferential spatial region. In the acceleration form, the
region close to the core is probed, this is the spatial region in which, according
to the TSM, HHG occurs. These forms can be computed employing Heisenberg
equations. In this section, we only consider the dipole acceleration D (a)jk along the
laser field direction. The derivation of the dipole acceleration related to different
kinds of potentials will be shown in detail in the Appendix.
If the re-normalisation of the wave function is considered, the normalised dipole
moment in Eq. (7.11) can be replaced by D(t)/N(t). Where, N(t) is the norm
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of the wave function, which in the CSR, can be calculated through
N(t) = 〈Ψ(t)|Ψ(t)〉
=
n∑
i=1,j=1
D∗i exp
(
− i
~
Si
)
〈Zi|Zj〉Dj exp
(
i
~
Sj
)
=
n∑
i=1,j=1
D∗i exp
(
− i
~
Si
)
ΩijDj exp
(
i
~
Sj
)
.
(7.12)
The corresponding matrix form is
N(t) = D∗>E∗ΩED. (7.13)
7.5 HHG spectrum
7.5.1 HHG spectrum from 1D Gaussian potential
In this section we focus on the study of HHG spectra, starting with the simple
1D Gaussian potential. In order to have an intuitive comparison, results obtained
from the TDSE are adopted as benchmark.
According to the Ehrenfest theorem the dipole acceleration matrix element of
the 1D Gaussian potential in the CSR is
−〈zi|∇VG(x)|zj〉 = 〈zi| − 2λxe−λx2 |zj〉
= −2λ
(γ
pi
)1/2 ∫
〈zi|x〉〈x|xe−λx2|zj〉dx
= −2λ
(γ
pi
)∫
xe−λx
2
e−γ(x−ρ)
2
dx〈zi|zj〉
= −2λ
(γ
pi
)∫
xe−(γ+λ)(x−
γ
γ+λ
ρ)
2
dx〈zi|zj〉
= −2λ
(
γ
γ + λ
)3/2
ρe−
λγ
λ+γ
ρ2〈zi|zj〉.
(7.14)
This dipole acceleration can also be obtained through
−〈zi|∇VG(x)|zj〉 = −∇ρ〈zi|VG(x)|zj〉
= −2λ
(
γ
γ + λ
)3/2
ρe−
λγ
λ+γ
ρ2〈zi|zj〉,
(7.15)
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where ρ =
z∗i +zj√
2γ
. Through the calculation, shown in Fig. 7.5, of the dipole
acceleration and the corresponding HHG spectra with clean plateau and cutoff
(expected from the TSM located at Ip + 3.17Up) one can see that a good quan-
titative agreement between the CCS approach and the TDSE results has been
achieved. The acceleration roughly follows the field and exhibits a series of high-
frequency oscillations. These oscillations, together with spatial localization, are
responsible for the HHG plateau. Similar oscillations have also been identified
and discussed in previous publications using the TDSE computations and the HK
propagator [25–28] for an initial wave packet starting far from the core. They
have been associated with the interference between different types of electron
trajectories returning to the core. They have also been studied in a different
context, namely the adiabatic approximation [47, 48] and Bohmian trajectories
as described in the first part of this thesis [71, 72].
One legitimate question that arises here is whether the CCS method also holds
for other laser fields and whether the pulse shape influences the propagation. In
order to address this, we use the reprojecting CCS method to consider the same
initial wave packet as that used in Figs. 7.1-7.5, but in a 2-cycle sine square laser
field with form
E(t) = E0 sin
2
(
ω0t
2N
)
sin(ω0t), (7.16)
as has been applied in Ref. [68]. The outcome of our computation is shown
in Fig. 7.6. In the upper panels we display the dipole acceleration and the
corresponding HHG spectrum obtained from the TDSE, which are employed as
benchmarks. In general, the dipole acceleration roughly follows the laser field and
similar high-frequency oscillations to those found in Fig. 7.5 are observed. The
HHG spectrum exhibits a clean plateau followed by a sharp cutoff at Ip+3.17Up.
The remaining panels of the figure display the dipole acceleration from the CCS
method [panel(c)], and the corresponding spectrum [panel (d)]. For the sine
square pulse, the same results as described previously are observed, namely, a
good quantitative agreement between the CCS method and the TDSE for both
dipole acceleration and HHG spectrum.
One may now ask whether a quantitative agreement between the CCS method and
the TDSE can be achieved for other kind of initial wave functions. For instance,
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Figure 7.5: The dipole accelerations and corresponding HHG spectra computed
from the 1D Gaussian potential Vg(x) = − exp(−λx2), with λ = 0.5, in an
external laser field. (a): the dipole acceleration from the TDSE; (c): the dipole
acceleration from the CCS method with reprojection of the wave function at each
atomic unit; (b) and (d) are the corresponding HHG spectra of (a) and (c). The
initial wave packet is (7.4) centred at (qc, pc) = (0, 0), with γ = 1.0. The laser
field is E(t) = E0 cos(ω0t), with strength E0 = 0.1. and frequency ω0 = 0.05.
what happens when the initial wave packet is centred at some distance away from
the bare atomic core? This initial wave packet has been applied in Refs. [25, 26]
to study the dynamics of the recollision picture by eliminating the ionization
process in the HHG process. In Fig. 7.7, we display the dipole acceleration
[panel (c)] together with its HHG spectrum [panel (d)], by considering the initial
wave packet (7.4) starting from the excursion distance [47] xexc = E0/ω
2
0. From
this figure we can see that a similar dipole acceleration structure as that shown
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Figure 7.6: The dipole acceleration and HHG spectra from the sine square pulse
Eq. (7.16), with the laser strength E0 = 0.1, frequency ω0 = 0.057 and N = 2.
The initial wave packet (7.4) starts from the origin (qc, pc) = (0, 0), with γ =
1.0. The upper panels are the results from the TDSE, the lower panels are the
corresponding results from the CCS method with reprojection.
in Ref. [25–28] is found in the CCS method. Furthermore, a good quantitative
agreement is achieved between the HHG spectra obtained with the CCS approach
and the TDSE, which is the HHG spectra exhibit a clean plateau and sharp cutoff
located at Ip + 2Up = 105ω0. Here, instead of a 3.5 cycle laser field considered in
the Ref. [25–28], we use 2 cycle laser field. Since we can clearly see from Fig. 7.7
that the high frequency oscillations which contribute to the plateau and cutoff
appear close to the end of one laser cycle (2pi/ω0 ' 116.2), it is sufficient to use a
two-cycle laser field to reproduce the main feature of HHG spectrum. However,
if a shorter pulse is considered, for instance, only one cycle, it is not enough to
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Figure 7.7: The dipole acceleration and corresponding HHG spectra. The initial
wave packet (7.4) starts from the excursion amplitude (xexc = E0/ω
2
0) with γ =
0.05, in the laser field E(t) = E0 cos(ω0t) with E0 = 0.1 and frequency ω0 =
0.0378 [25–28]. Upper panels are results from the TDSE, lower panels are those
from the CCS approach with reprojection. Note that, the initial sampling used
here is the same as that shown in Fig. 7.1, but around (qc, pc) = (xexc, 0).
observe these high frequency oscillations and consequently the plateau and cutoff
structure of the spectrum cannot be reproduced.
7.5.2 HHG spectrum from 3D Gaussian potential
In the previous subsection we have successfully applied an improved reprojection
technique to the CCS method to study the HHG spectra for different kinds of
laser pulses. We have established that the results from this method agree well
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with those from the TDSE on the quantitative level. We now further investigate
whether this reprojection method works on 3D systems through studying the
HHG spectra.
Here, we would like to first extend our simulation to the 3D Gaussian potential
VG(R) = − exp(−λR2), with R2 = x2 + y2 + z2. The corresponding Hamiltonian
of (6.11) in 3D form reads as
Hˆ =
Pˆ 2
2m
+ V (Rˆ) + ~R · ~E(t), (7.17)
where ~E(t) is the laser field along the z direction.
In the CSR, similar to the 1D formula Eq. (6.12), the kinetic energy is writ-
ten in the form of
〈Zi| Pˆ
2
2m
|Zj〉 = −~
2γ
4m
(Z∗2i − 2Z∗i · Zj − 3 + Z2j )〈Zi|Zj〉, (7.18)
where
Z∗2i = Z
∗2
ix + Z
∗2
iy + Z
∗2
iz
Z∗i · Zj = Z∗ixZjx + Z∗iyZjy + Z∗izZjz
Z2j = Z
2
jx + Z
2
jy + Z
2
jz,
(7.19)
Zix, Ziy and Ziz are the three elements of vector Zi = (Zix, Ziy, Ziz). Note that,
in Eq. (7.18) “3” comes from the 3 times’ application of the 1D commutator Eq.
(6.13). In fact, one can write Pˆ 2 = Pˆ 2x + Pˆ
2
y + Pˆ
2
z and then insert it into Eq.
(7.18) to obtain
〈Zi| Pˆ
2
2m
|Zj〉 = 〈Zi|
Pˆ 2x + Pˆ
2
y + Pˆ
2
z
2m
|Zj〉
= 〈Zi| Pˆ
2
x
2m
|Zj〉+ 〈Zi|
Pˆ 2y
2m
|Zj〉+ 〈Zi| Pˆ
2
z
2m
|Zj〉
= −~
2γ
4m
(Z∗2i − 2Z∗i · Zj − 3 + Z2j )〈Zi|Zj〉.
(7.20)
The 3D Gaussian potential and the laser field in the CSR reads
〈Zi|VG(R)|Zj〉 = −
∫
e−λR
2〈Zi|~R〉〈~R|Zj〉d3 ~R
= −
(
γ
λ+ γ
)3/2
e−
λγ
λ+γ
ρ2〈Zi|Zj〉,
(7.21)
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and
〈Zi|~R · ~E(t)|Zj〉 = ρzE(t) = ~ρ · ~E(t), (7.22)
where ρ =
√
~ρ · ~ρ, ~ρ = Z∗i +Zj√
2γ
, and ρz is the element of vector ~ρ along ~ez.
From the above statement one can get
Hord(Z
∗
i , Zj) = −
~2γ
4m
(Z∗2i − 2Z∗i · Zj − 3 + Z2j )−
(
γ
λ+ γ
)3/2
e−
λγ
λ+γ
ρ2 + ~ρ · ~E(t).
(7.23)
Hence, the corresponding time-dependent elements of Zi from the 3D Gaussian
potential can be obtained through
dZiχ
dt
= − i
~
∂Hord(Z
∗
i , Zi)
∂Z∗iχ
= − i
~
[
−~
2γ
2m
Z∗iχ +
~2γ
2m
Ziχ +
√
2λρiχ√
γ
(
γ
λ+ γ
)5/2
e−
λγ
λ+γ
ρ2 +
~E(t) · ~eχ√
2γ
]
.
(7.24)
Here, ~eχ is the unit direction of the coordinate and χ = x, y, z.
Fig. 7.8 shows the dipole acceleration, which in the CSR reads
D (a)i,j = −2λ
(
γ
γ + λ
)5/2
ρze
− γρ2
γ+λ 〈Zi|Zj〉, (7.25)
and its related HHG spectrum from the 3D Gaussian potential as described above.
For simplicity, a 3D Gaussian wave packet similar to Eq. (7.4) is applied as the
initial wave function, written as
Ψ(x, y, z, 0) =
(γ
pi
)3/4
exp
{
−γ
2
[
(x− qxc)2 + (y − qyc)2 + (z − qzc)2
]}
, (7.26)
where (qxc, qyc, qzc) = (0, 0, 0) is selected. In fact, this wave function is a simple
multiple of three 1D Gaussian wave packets defined by Eq. (7.4). The initial
sampling for this case is chosen as follows: 1) qx, qy and px, py are randomly
selected using a normal distribution (stated in Section 5.7); 2) for qz and pz, the
same values as those stated in Section 7.1 are selected. This is because the laser
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Figure 7.8: Panel (a) is the dipole acceleration computed from the 3D Gaus-
sian potential VG(R) = − exp(−λR2), with λ = 0.5, in the laser field E(t) =
E0 cos(ω0t), with strength E0 = 0.1 and frequency ω0 = 0.05; panel (b) is the
corresponding HHG spectrum from (a).
field is along the eˆz direction and this direction plays the main role during the
time propagation. From our results we can clearly see that a dipole acceleration,
roughly following the laser field, is present. The corresponding HHG spectrum
shows a clean plateau and cutoff located at Ip+3.17Up, which is the same as that
found in the previous 1D simulations.
7.5.3 HHG spectrum from 3D Coulomb potential
In this subsection we show the application of the improved CCS method on the
most realistic 3D potential, namely, the 3D Coulomb potential. As mentioned in
the previous chapter, the CCS method has some limitations in terms of obtaining
the analytical form of the 1D and 2D Coulomb and soft-core potentials, and our
main purpose of this thesis is trying to pave a way for the numerical simulation
of systems with multiple degrees of freedom. Here we only considering the 3D
Coulomb potential expressed as
VC(R) = − 1
R
. (7.27)
123
Chapter 7. Applications of the CCS method
We will apply two kinds of initial wave functions for the 3D Hydrogen in this
subsection, namely, a wave function starting from the origin and a wave function
starting from the excursion distance. Three approaches can be adopted to obtain
the initial wave function starting from the origin.
1) From Chapter 5 we see that the initial wave function in the CSR is Φi(0) =
Ci(0), as soon as the initial zi(0) are obtained, this can be derived using the
variational principle. Specifically, starting from
〈Ψ(0)|Hˆ|Ψ(0)〉
〈Ψ(0)|Ψ(0)〉 = E, (7.28)
inserting the identity operator (5.83), we can get
n∑
ij
n∑
kl
〈Ψ(0)|Zi〉
(
Ω−1
)
ij
〈Zj|Hˆ|Zk〉
(
Ω−1
)
kl
〈Zl|Ψ(0)〉
n∑
ij
〈Ψ(0)|Zi〉
(
Ω−1
)
ij
〈Zj|Ψ(0)〉
= E (7.29)
Writing the above equation in the matrix form and rearranging it, we obtain
Ω−1 (Ω ·H) Ω−1C = EΩ−1C, (7.30)
where (Ω ·H)ij = ΩijHord (Z∗i , Zj). By solving Eq. (7.30) one can get n eigen-
values (energies) and corresponding eigenvectors for the given basis Zi(0). By
choosing the lowest eigenvalue and corresponding eigenvector, we obtain the ini-
tial Ci(0). Note that, if the ground state of Hydrogen is considered, this lowest
eigenvalue should close to the ground state energy of Hydrogen. Otherwise, the
initial Zi(0) should be reselected.
2) The second way to compute the initial Ci(0) for the 3D Hydrogen is through
numerical calculation of the 3D Eq. (5.53), with the ground state wave function
of hydrogen
Ψ(R, 0) =
1√
pi
e−R. (7.31)
In the above equation, atomic units are used.
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Figure 7.9: Panel (a): the ground state wave function of Hydrogen approximated
by the Gaussian wave packet Ψ(R). Panel (b): the corresponding radial distribu-
tion functions (4piR2|Ψ(R)|2) of panel (a). The black solid line is the exact wave
function; the red dot line is the wave function approximated by one Gaussian,
with α1 = 1.0, β1 = 0.270950; the green dot line is the wave function approx-
imated by two Gaussians, with α1 = 0.678914, β1 = 0.151623, α2 = 0.430129,
β2 = 0.851819; and the blue dash dot line is the wave function approximated by
3 Gaussians, with α1 = 0.444635, β1 = 0.109818, α2 = 0.535328, β2 = 0.405771,
α3 = 0.154329, β3 = 2.22766. (The parameters used in this figure are cited from
Ref. [224].)
3) Theoretically, there is no problem to carry out the numerical computation
through method 2. However, further simplifications are explored, this is because
a CS in the coordinate space is a Gaussian wave packet, the analytic form of
Ci(0) can be obtained by approximating the initial wave function as some Gaus-
sian wave packets, we show this as follows.
The wave function (7.31) can be approximated as [224]
Ψ(R, 0) =
n∑
k=1
αk
(
2βk
pi
)3/4
exp(−βkR2). (7.32)
In Fig. 7.9, we show the wave function of three cases (n = 1, 2, 3) as well as the
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exact wave function given by (7.31).
Because
〈~R|Zi〉 =
(γ
pi
)3/4
exp
(
− P
2
i
2~2γ
+
i
2~
~Pi · ~Qi
)
exp
[
−γ
2
(
~R−
√
2
γ
Zi
)2]
, (7.33)
one can get 〈Ψ(0)|Zi〉 as
〈Ψ(0)|Zi〉 =
∫
〈Ψ(0)|~R〉〈~R|Zi〉d3 ~R
=
∫ ∑
k
αk
(
2βk
pi
)3/4
exp(−βkR2)
(γ
pi
)3/4
exp
(
− P
2
i
2~2γ
+
i
2~
~Pi · ~Qi
)
× exp
[
−γ
2
(
~R−
√
2
γ
Zi
)2]
d3 ~R
=
∑
k
αk
[
2βkγ(
γ
2
+ βk
)2
]3/4
exp
(
− P
2
i
2~2γ
+
i
2~
~Pi · ~Qi
)
exp
(
− βkγ
2
+ βk
Z2i
)
.
(7.34)
Therefore, for the given basis Zi(0), the initial coefficient Ci(0) is
Ci(0) = Φi(0) = 〈Zi|Ψ(0)〉 = 〈Ψ(0)|Zi〉∗
=
∑
k
αk
[
2βkγ(
γ
2
+ βk
)2
]3/4
exp
(
− P
2
i
2~2γ
− i
2~
~Pi · ~Qi
)
exp
(
− βkγ
2
+ βk
Z2i
)
.
(7.35)
Thus for testing purposes, using a Gaussian wave packet to replace the real ground
state wave function of Hydrogen is reasonable. In this subsection the Gaussian
wave packet Eq. (7.26) is applied as the initial wave function. In fact, through
our simulations (but not shown here) if the above stated Gaussian approximation
wave function (7.32) with n = 3 is selected as the initial wave function, results
very similar to our following outcomes can be obtained.
The explicit Hamiltonian of (7.17), for the 3D Coulomb potential, in the CSR is
(see Appendix for details)
Hord(Z
∗
i , Zj) = −
~2γ
4m
(Z∗2i − 2Z∗i · Zj − 3 + Z2j )−
1
ρ
erf(
√
γρ) + ~ρ · ~E(t), (7.36)
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Figure 7.10: Results computed from the CCS method with the reprojection
of the wave function to the initial grids. Panel (a) is the dipole acceleration
computed from the 3D Coulomb potential VC(R) = −1/R, in the laser field
E(t) = E0 cos(ω0t), with strength E0 = 0.1 and frequency ω0 = 0.05. Panel (b)
shows the corresponding HHG spectrum of (a), with the initial wave function
(7.26) centered at (qxc, qyc, qzc) = (0, 0, 0) with γ = 1.0. The cutoff locates at
about Ip + 3.17Up.
and the time-dependent derivative of Ziχ corresponding to Eq. (7.36) is
dZiχ
dt
= − i
~
∂Hord(Z
∗
i , Zi)
∂Z∗iχ
= − i
~
[
−~
2γ
2m
Z∗iχ +
~2γ
2m
Ziχ +
ρiχ
ρ3
√
2γ
erf(
√
γρ)− ρiχ
√
2
ρ2
√
pi
e−γρ
2
+
~E(t) · ~eχ√
2γ
]
.
(7.37)
Fig. 7.10 shows the dipole acceleration of the Coulomb potential along the laser
field direction, expressed as (see Appendix for details)
D (a)i,j = −
ρz
ρ3
erf(ρ
√
γ) + 2
√
γ
pi
ρz
ρ2
e−γρ
2
(7.38)
in the CSR, and the corresponding HHG spectrum in the external laser field.
As shown in this figure, a dipole acceleration similar to that observed in the 1D
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Figure 7.11: Dipole acceleration in panel (a) is computed from the 3D Coulomb
potential VC(R) = −1/R, in the laser field E(t) = E0 cos(ω0t), with strength E0 =
0.1 and frequency ω0 = 0.0378; panel (b) shows the corresponding HHG spec-
trum of (a). In this figure Ψ(x, y, z, 0) =
(
γ
pi
)3/4
exp
{−γ
2
[
x2 + y2 + (z − xexc)2
]}
,
which starts from the excursion amplitude xexc = E0/ω
2
0 and with γ = 0.05, is
used as the initial wave function. The cutoff locates at about Ip + 2Up.
Gaussian potential is obtained. A clean HHG spectrum with the cutoff position
located at about Ip + 3.17Up can also be obtained. If we let the initial wave
function start from the excursion amplitude, i.e., select (qxc, qyc, qzc) in Eq. (7.26)
to be (0, 0, E0/ω
2
0), results very similar to those found in Fig. 7.7 and Ref. [25–28]
can also be obtained through the CCS computation (as shown in Fig. 7.11).
7.6 Conclusions
In this chapter we have applied the CCS method to study the ACFs and HHG
spectra. Instead of random initial sampling, a set of equal spacing grids in the
main direction, namely along the laser field direction, are used for the simula-
tions. Through the studies of the ACF and the time-dependent wave function
of the 1D Gaussian potential in the coordinate space, our outcomes show that,
similar to other Gaussian wave packet techniques that are accurate for short time
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propagation, the original CCS works very well for short time propagation. How-
ever, during long time propagation the results degrade, which might be due to the
fact that the CCS method depends strongly on the coherence nature of the states.
In order to overcome the problem above, a periodic reprojection technique of
the wave function onto the initial grids [207, 208] is applied, and subsequently a
good quantitative agreement with the results from the TDSE can be achieved.
The first ever computation of the HHG spectra with clean plateau and expected
sharp cutoff are obtained through this improved CCS method, and is confirmed
through comparison to the TDSE computations on different kinds of laser fields
and initial wave packets for the 1D Gaussian potential.
Going beyond the 1D system, the reprojected CCS method is applied to the
studies of both the 3D Gaussian and Coulomb potentials in strong laser fields.
Using equal spacing grids along the laser field direction, and random selected
grids in the other directions, we find that very good results in both the dipole
acceleration and HHG spectra can also be obtained in both 3D Gaussian and
Coulomb potentials.
Finally, we would like to point out that the CCS method can be easily applied to
multidimensional systems, without dramatically increasing the cost of the com-
putation. However, because the HHG phenomenon is a coherent process, in which
quantum interference is ever-present, it is very difficult to achieve converged re-
sults with regard to the initial sampling. Further attentions might be paid to
solve certain technical hurdles, just as the reprojection technique applied here in
this thesis.
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Summary and conclusion
Two orbit-based novel approaches in the strong field and attosecond physics,
namely, the Bohmian trajectories and the IVR methods, are mainly employed to
study single electron dynamics in external laser fields in this thesis. Both of them
describe the system dynamics in terms of trajectories, and include the binding
potential and the laser field.
In the first part of this thesis, Bohmian trajectories are employed to the study of
HHG. Specifically, in Chapter 3, several driving-field intensities, pulse shapes and
binding potentials are considered to cover general scenarios of applications. Our
results show that the part of the wave function located in the immediate vicin-
ity of x = 0 provides the HHG spectrum. The innermost Bohmian trajectory
starting at x(0) = 0 most closely replicates the harmonic spectra on a qualitative
level. This is a stronger statement of observation than that provided by the dipole
acceleration: by using the dipole acceleration, one may conclude that the overlap
between the continuum and the bound part of the wave function near the core
region is important. Using the time-frequency analysis, we associate this central
Bohmian trajectory to an ensemble of unbound classical trajectories leaving and
returning to the core, in agreement with the TSM. The phase information can be
transmitted non-locally to the central Bohmian trajectory by changing the flow
far from the core, examples are provided using truncated potentials. Moreover
our studies illustrate why the SFA works so well: the SFA reduces the influence
of the core to a single point and approximates the continuum by Volkov waves,
because the most relevant part of the wave function for the HHG is localised.
131
Chapter 8. Summary and conclusion
We also relate the Bohmian trajectories to the short and long trajectories en-
countered in the SFA and show that the time-frequency maps from the central
Bohmian trajectory overestimate the contribution of the long SFA trajectory, in
comparison to the TDSE, which is in agreement with what has been observed in
the literature [128, 135, 136].
In Chapter 4, we have applied the Bohmian mechanics to assess the influence
of specific regions in the configuration space on HHG. By considering an ensem-
ble of Bohmian trajectories we show that a spatially extended core is paramount
for obtaining good agreement with the TDSE, this holds not only for the low
plateau and below-threshold harmonics, but also for the cutoff region. This im-
plies that a wide initial wave packet spread in position space is necessary for an
accurate description of the problem. In the Bohmian trajectory view, this spread
manifests itself as an uncertainty in the initial conditions [58]. This is consistent
with recent studies in which the SFA has been improved to include this spread
[134, 137]. The fully quantum mechanical version of the SFA, without resorting
to the steepest-descent method, has shown very good agreement with the TDSE
in the cutoff region. In the time-frequency maps, neglecting the initial position
spread causes an over-enhancement in the signal related to the long SFA trajec-
tory [135, 136]. We have identified a similar effect in our computations if only
the central Bohmian trajectory is considered. By deliberately placing absorb-
ing boundaries in the spatial regions within the ranges of excursion amplitudes
of a classical electron, but outside the core region, we have degraded the phase
of the whole wave function. This has influenced both the HHG spectrum and
the time-frequency maps of the central Bohmian trajectory and the degradation
has occurred as would be expected from the TSM. In fact, these changes are
transmitted nonlocally, as the probability density flow associated with the cen-
tral Bohmian trajectory never leaves the core region. Since Bohmian trajectories
are in fact slices of the wave function, they will always depend on the behavior
associated with the whole wave function, regardless of the positions occupied by
the probability density in the configuration space. Hence, if the wave function is
altered far from the core, all the slices will be different. Finally, by reconstructing
the flow of the wave function from an ensemble of Bohmian trajectories, we have
found that a Hanning filter modifies this flow and suppresses irreversible ioniza-
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tion. For this reason, it reduces the background if the length form of the dipole
operator is used.
Here, we would like to list the advantages and disadvantages of Bohmian tra-
jectories. On one hand, Bohmian trajectories are directly extracted from the
time-dependent wave function, they contain all phase information related to the
full time-dependent Hamiltonian, both the driving field and the binding poten-
tial are accounted for. They may therefore be used to probe the time-dependent
wave function in specific regions in the configuration space, and study how the
time-dependent probability density flow behaves in specific spatial regions. On
the other hand, one should keep in mind that a Bohmian trajectory functions
much more like a slice of the wave function than a trajectory in the classical
sense, it depicts a highly nonlocal entity. One cannot distinguish “bound” and
“unbound” through the position of a Bohmian trajectory, it may be localised in
the innermost part of the core and still contains bound and continuum dynam-
ics, and vice versa. Therefore, if one is interested in information related to the
phase of the wave function, and not the probability-density flow, one needs to
employ additional resources such as time-frequency maps or quasiprobabilities in
the phase space. Another advantage is that, theoretically, Bohmian trajectories
may be used for reconstructing the probability flow in the real time. In practice,
however, the main obstacle for the reconstruction is that the time-dependent wave
function has to be solved first in order to obtain the trajectories, which has been
almost computationally impossible for systems with multiple degrees of freedom.
However, a real effort to overcome this obstacle and construct Bohmian trajec-
tories without the need for the TDSE solution has been carried out recently [138].
In the second part of this thesis, we study the applications of the IVRs in strong
fields. In Chapter 6, comparison between the quantum IVR (the CCS) method
and a semiclassical IVR (HK propagator) method are presented. The trajectories
in the HK method are purely classical, while in the CCS method the trajectory of
a CS is driven by the ordered Hamiltonian, which is the average of the quantum
Hamiltonian with regard to the CSs, and takes into account the local zero-point
energy and further corrections due to commutators. This ordered Hamiltonian
leads to the lowering of the barrier, which partially takes tunneling into account.
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The CCS and HK trajectories are identical only in the case of a harmonic poten-
tial. Through the trajectory analysis we find that, the forbidden region defined
in the classical mechanics cannot be crossed by the trajectories used to construct
the HK propagator, while it can be crossed by the trajectories defined in the CCS
method. Applying Wigner quasiprobability distributions, we find that if those
classical trajectories starting outside the bound phase-space region are taken into
consideration, the common feature of tails present in the Wigner distribution can
be observed. Depending on the momenta associated with this tail, it may be re-
lated to over-the-barrier or tunneling ionization. Similar tails have been identified
in the literature, using either a zero range potential [217, 219] or the TDSE [221].
On the other hand, if those classical trajectories starting outside of the bound
phase-space region are removed, the tails in the Wigner function disappear. This
implies that these trajectories are an essential and fully classical ingredient for
reproducing the tails in the context of a semiclassical IVR. Furthermore, the ab-
sence of the tails in the Wigner function also support the assumption that the
Wigner function is non-local. Moreover, through direct comparison of the Wigner
quasiprobability distributions obtained from the TDSE, the HK propagator and
the CCS method, we find that good agreement with the full solution from the
TDSE can be obtained through both IVRs. Our results, once again, indicate
that the HK propagator does not fully account for tunneling and over-the-barrier
reflections, however, the CCS method represents a fully quantum IVR and accu-
rately reproduces the results of a standard TDSE solver.
In Chapter 7, in order to test the convergence of the CCS method for long time
propagations, the ACF of 1D Gaussian potential in an external laser field is first
studied. Our results show that, as a quantum orbit-based IVR method, the
original CCS method works well for short time propagations. However, because
successful application of the CCS method strongly depends on the coherence fea-
ture of the states, for long time propagation the CCS method does not work well.
In order to solve this problem, a periodic reprojection of the wave function to
the initial grids is applied. With the reprojection at each atomic unit, our results
show that the ACF, the time-dependent wave function as well as the dipole ac-
celeration and the HHG spectra obtained from the CCS method can give good
quantitative agreement with those from the standard TDSE. In order to test the
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stability of this improved CCS method, we have considered simple 1D short-range
Gaussian potential exposed to different kinds of external fields. All of our sim-
ulations show a common conclusion, namely that the HHG spectra show a clear
plateau and cutoff structure located at the expected position predicted by the
TSM. If the initial wave packet starts from the origin, the HHG spectra show a
clear plateau and the cutoff locates at Ip + 3.17Up. By modeling the initial wave
packet starting from the excursion amplitude, the high frequency oscillations in
the dipole acceleration found in other Refs. [25–28] can also be seen under the
CCS method, and the spectrum show a cutoff located at about Ip + 2Up being
observed. Furthermore, we have gone beyond the 1D model potential and applied
the CCS method to the study of HHG from 3D potentials, and very good results
are obtained from both 3D Gaussian and 3D Coulomb potentials.
One should note that, in principle, the CCS approach has several advantages:
1) it can be easily extended to more degrees of freedom such as multi-electron
atoms and molecules without dramatically increase the computing cost; 2) the ini-
tial state can be chosen randomly; 3) in the coupled equations some cancelations
will appear which can simplify the quantum mechanical coupling terms; 4) the
motion of electrons can be guided by classical mechanics; and 5) it accounts for
quantum mechanical effects such as tunneling and quantum interference. How-
ever, in practice, to complete the numerical simulations some technical challenges
need to be overcome, such as the selection of initial sampling and the reprojection
technique employed in this thesis. Furthermore, the CCS method can effectively
tackle the singularity of 3D Coulomb potential, however some obstacles have to
be overcome in order to apply it to Coulomb potentials with lower degrees of
freedom (less than 3) and the soft-core potential. This does not mean that the
CCS approach is not applicable, but analytical forms of these potentials appears
to be impossible to obtain in the CSR, as we point out in the appendix.
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Appendix A
Appendix
A.1 The generalization of multi-dimensional CSs
The multi-dimensional CS |Z〉 is a product of each of 1D CSs. For example, a
M dimensional CS is written as |Z〉 = |z1〉|z2〉|z3〉 · · · |zM〉. The corresponding
eigenvalue is
Z =
√
γ
2
~Q− i
~
√
1
2γ
~P
Z∗ =
√
γ
2
~Q+
i
~
√
1
2γ
~P ,
(A.1)
where ~Q, ~P , Z and Z∗ are M dimensional vectors.
The overlap between two CSs is defined as
〈Zi|Zj〉 = Ωij = exp
(
Z∗i · Zj −
|Zi|2
2
− |Zj|
2
2
)
. (A.2)
The corresponding multi-dimensional expression of Eq. (5.49) is
〈~R|Zj〉 =
(γ
pi
)3/4
exp
[
−γ
2
(~R− ~Qj)2 + i~
~Pj · (~R− ~Qj) + i
2~
~Pj · ~Qj
]
(A.3)
and
〈Zi|~R〉 =
(γ
pi
)3/4
exp
[
−γ
2
(~R− ~Qi)2 − i~
~Pi · (~R− ~Qi)− i
2~
~Pi · ~Qi
]
. (A.4)
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Therefore,
〈Zi|~R〉〈~R|Zj〉 =
(γ
pi
)3/2
exp
 −
γ
2
[(
~R− ~Qj
)2
+
(
~R− ~Qi
)2]
+ i~
~R ·
(
~Pj − ~Pi
)
− i
2~
~Pj · ~Qj + i2~ ~Pi · ~Qi

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=
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(A.5)
By defining
~ρ =
Z∗i + Zj√
2γ
=
~Q∗i + ~Qj
2
+ i
~P ∗j + ~Pi
2γ
, (A.6)
one can obtain
〈Zi|~R〉〈~R|Zj〉 =
(γ
pi
)3/2
exp
[
−γ
(
R2 − 2~R · ~ρ+ Q2i+Q2j
2
)
− i
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(A.7)
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Since
〈Zi|Zj〉 = exp
(
Z∗i Zj −
|Zi|2
2
− |Zj|
2
2
)
= exp
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γQiQb
2
+
PiPj
2γ
− iPiQj
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+
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+
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(A.8)
Eq. (A.5) can be reduced to
〈Zi|~R〉〈~R|Zj〉 =
(γ
pi
)3/2
exp
[
−γ
(
~R− ~ρ
)2]
〈Zi|Zj〉. (A.9)
A.2 The 3D potentials in the CSR
A.2.1 3D SHO potential in the CSR
Although the simple harmonic oscillator (SHO) potential is not used in this thesis,
the CSs are derived from this potential, it is necessary to show this fundamental
potential in the CSR. Several methods, such as direct application of the opera-
tors on the CSs, the integrations in the Cartesian or spheral coordinates can be
applied to calculate the CSR of the 3D SHO potential, VG(R) =
1
2
mω2R2, as
well as the other quantities we are interested in in this appendix. However, in
order to avoid the duplication, we only outline the last approach in this appendix.
The SHO potential in the CSR is expressed as
〈Zi|VSHO(R)|Zj〉 =
∫
〈Zi|~R〉〈~R|1
2
mω2R2|Zj〉d3 ~R
=
1
2
mω2
∫
R2〈Zi|~R〉〈~R|Zj〉d3 ~R,
(A.10)
139
ChapterA. Appendix
inserting Eq. (A.9) into this equation, it can be rewritten as
〈Zi|VSHO(R)|Zj〉 =
(γ
pi
)3/2 1
2
mω2
∫
R2e−γ(
~R−~ρ)2d3 ~R〈Zi|Zj〉
=
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∫ ∫
R2 sin θR2e−γ(R
2−2R cos θ+ρ2)dRdθ〈Zi|Zj〉
=
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pimω2
∫ ∫
R4e−γ(R
2−2R cos θ+ρ2)dRd cos θ〈Zi|Zj〉
=
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)3/2 pi
2γρ
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R3
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e−γ(R−ρ)
2 − e−γ(R+ρ)2
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=
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)3/2 pi
4γ
mω2
(
2ρ2γ + 3
)
=
~ω
4
(
2ρ2γ + 3
)
,
(A.11)
here, ρ =
√
~ρ · ~ρ.
Assumption I: Note that, in the Eq. (A.11), from the first equal sign to the
second equal sign, we assume the ~ρ is along the ~ez direction, if this is not the
case, we can rotate the coordinate framework and let ~ρ to be along the ~ez, this
will not change the result.
A.2.2 3D Gaussian potential in the CSR
The 3D Gaussian potential VG(R) = −e−λR2 in the CSR reads as
〈Zi|VG(R)|Zj〉 =
∫
〈Zi|~R〉〈~R|VG(R)|Zj〉d3 ~R = −
∫
e−λR
2〈Zi|~R〉〈~R|Zj〉d3 ~R.
(A.12)
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Inserting Eq. (A.9) into this equation we obtain (Assumption I is applied here)
〈Zi|VG(R)|Zj〉 = −
(γ
pi
)3/2 ∫
e−λR
2
e−γ(
~R−~ρ)2d3 ~R〈Zi|Zj〉
= −
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pi
)3/2 ∫
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2
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= −
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2pi
∫ ∫
R2 sin θe−λR
2
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= −
(γ
pi
)3/2
2pi
∫ ∫
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2 − e−γ(R+ρ)2
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dR〈Zi|Zj〉
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(γ
pi
)3/2 pi
γρ
∫
Re−(γ+λ)R
2+2γRρ−γρ2dR〈Zi|Zj〉
+
(γ
pi
)3/2 pi
γρ
∫
Re−(γ+λ)R
2−2γRρ−γρ2dR〈Zi|Zj〉
= −
(
γ
γ + λ
)3/2
e−
λγ
γ+λ
ρ2 .
(A.13)
A.2.3 3D Coulomb potential in the CSR
The 3D coulomb potential in the CSR can be written as
〈Zi| − 1/R|Zj〉 =
∫
〈Zi|~R〉〈~R| − 1/R|Zj〉d3 ~R = −
∫
1/R〈Zi|~R〉〈~R|Zj〉d3 ~R.
(A.14)
By using Eq. (A.9), the above equation can be simplified to (Assumption I is
applied here)
〈Zi| − 1
R
|Zj〉 = −
(γ
pi
)3/2 ∫ 1
R
e−γ(
~R−~ρ)2d3 ~R〈Zi|Zj〉
= −
(γ
pi
)3/2 ∫ 1
R
e−γ(R
2−2R cos θ+ρ2)d3 ~R〈Zi|Zj〉
= −
(γ
pi
)3/2
2pi
∫ ∫
R2 sin θ
1
R
e−γ(R
2−2R cos θ+ρ2)dRθ〈Zi|Zj〉
= −
(γ
pi
)3/2
2pi
∫ ∫
Re−γ(R
2−2R cos θ+ρ2)dRcos θ〈Zi|Zj〉
= −
(γ
pi
)3/2 pi
γρ
∫
e−γ(R−ρ)
2 − e−γ(R+ρ)2dR〈Zi|Zj〉.
(A.15)
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Using ∫ ∞
0
e−γ(R±ρ)
2
dR =
1
2
√
pi
γ
[1∓ erf(√γρ)] , (A.16)
we can obtain
〈Zi| − 1
R
|Zj〉 = −1
ρ
erf(
√
γρ)〈Zi|Zj〉. (A.17)
Therefore, the Coulomb potential VC(R) = − 1R in the CRS is written as
〈Zi|VC(R)|Zj〉 = −1
ρ
erf(
√
γρ)〈Zi|Zj〉. (A.18)
Note that, the analytical forms of 1D Coulomb and Soft-core potential in the
CSR are not attainable. Since similar to Eq. (A.14) and (A.15), the analytical
forms of them can be written as
〈Zi|1
x
|Zj〉 =
(γ
pi
)1/2 ∫ 1
x
e−γ(x−ρ)
2
dx〈zi|zj〉, (A.19)
and
〈zi| 1√
x2 + a
|zj〉 =
(γ
pi
)1/2 ∫ 1√
x2 + a
e−γ(x−ρ)
2
dx〈zi|zj〉, (A.20)
but they are non-integrable.
A.3 The laser field along ~ez direction in the CSR
The laser field along ~ez is ~R · ~E(t) = zE(t) = R cosαE(t), otherwise stated, α
denotes the angle between ~ez and the vector ~R. In the CSR, this can be calculated
as follows
〈Zi|R cosα|Zj〉 =
∫
〈Zi|~R〉〈~R|R cosα|zj〉d3 ~R
=
∫
R cosα〈Zi|~R〉〈~R|Zj〉d3 ~R
=
(γ
pi
)3/2 ∫
R cosαe−γ(
~R−~ρ)2d3 ~R〈Zi|Zj〉.
(A.21)
Assumption II: Now, assume that after the rotation of the coordinate frame
around ~ex, ~ey and ~ez with angles βx, βy and βz, we can get the new ~ez′ along ~ρ,
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and the angle between ~R and ρ is θ. Therefore, the corresponding
R cosα = x′ sin θy − y′ sin βx cos βy + z′ cos βx cos βy
= R′ sin θ cosφ sin βy −R′ sin θ sinφ sin βx cos βy +R′ cos θ cos βx cos βy.
(A.22)
Inserting Eq. (A.22) into Eq. (A.21) (because R′ = R, in the following calculation
we use R instead of R′) and integrating over R′, θ and φ, we can obtain
〈Zi|R cosα|Zj〉
=
(γ
pi
)3/2 ∫∫∫
R2 sin θR cos θ cos βx cos βye
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= 2pi
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)3/2
cos βx cos βy
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= 2pi
(γ
pi
)3/2
cos βx cos βy
∫
e−γ(R−ρ)
2
(2γρR− 1) + e−γ(R+ρ)2(2γρR + 1)
4γ2ρ2
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pi
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4γ2ρ2
2
√
piγρ3〈Zi|Zj〉
= ρz〈Zi|Zj〉.
(A.23)
Note that, in this equation we omit the first and the second terms in Eq. (A.22),
since they integrate to zero. Therefore, for the 3D system
〈Zi|~R · ~E(t)|Zj〉 = ρzE(t) = ~ρ · ~E(t). (A.24)
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A.4 Dipole of different forms in the CSR
A.4.1 Dipole of acceleration form in the CSR: D (a)
Dipole acceleration of 3D SHO potential
The dipole acceleration of 3D SHO potential reads as
D (a)i,j = 〈Zi| − ∇VSHO(R)|Zj〉 = 〈Zi| −mω2 ~R|Zj〉. (A.25)
For the ~ez direction, this term reads as
〈Zi| −mω2z|Zj〉, (A.26)
or
〈Zi| −mω2R cos θ · ~ez|Zj〉. (A.27)
From Eqs. (A.24)-(A.29) we can get
D (a)i,j = 〈Zi| −mω2z|Zj〉 = 〈Zi| −mω2R cos θ|Zj〉 = −mω2ρz〈Zi|Zj〉. (A.28)
The dipole acceleration of 3D Gaussian potential
The dipole acceleration of 3D Gaussian potential reads as
D (a)i,j = 〈Zi| − ∇VG(R)|Zj〉 = 〈Zi| − 2λ~Re−λR
2|Zj〉. (A.29)
For the ~ez direction
〈Zi| − 2λze−λR2|Zj〉 = 〈Zi| − 2λR cos θe−λR2 |Zj〉. (A.30)
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Similar to Eq. (A.23) and using Assumption II, (A.29) can be obtained as
D (a)i,j = 〈Zi| − 2λR cos θe−λR
2|Zj〉
= −2λ
(γ
pi
)3/2 ∫
R cos θ cos βx cos βye
−λR2e−γ(
~R−~ρ)2d3 ~R〈Zi|Zj〉
= −2λ
(γ
pi
)3/2
cos βx cos βy
∫
R cos θe−λR
2
e−γ(R
2−2Rρ cos θ+ρ2)d3 ~R〈Zi|Zj〉
= −4λpi
(γ
pi
)3/2
cos βx cos βy
∫∫
R cos θe−λR
2
e−γ(R
2−2Rρ cos θ+ρ2)R2 sin θdRdθ〈Zi|Zj〉
= −4λpi
(γ
pi
)3/2
cos βx cos βy
∫∫
R3 cos θe−λR
2
e−γ(R
2−2Rρ cos θ+ρ2)dRd cos θ〈Zi|Zj〉
= −4λpi
(γ
pi
)3/2
cos βx cos βy
∫
Re−λR
2 e−γ(R−ρ)
2(2γρR−1) + e−γ(R+ρ)
2(2γρR+1)
4γ2ρ2
dR〈Zi|Zj〉
= −2λ
(
γ
γ + λ
)5/2
cos βx cos βyρe
− γρ2
γ+λ 〈Zi|Zj〉
= −2λ
(
γ
γ + λ
)5/2
ρze
− γρ2
γ+λ 〈Zi|Zj〉.
(A.31)
Dipole acceleration of 3D Coulomb potential
For the dipole acceleration of the 3D Coulomb potential along the ~ez direction,
based on Assumption II, which can be carried out through
D (a)i,j = 〈Zi|∆
1
R
|Zj〉
=
(γ
pi
)3/2
cos βx cos βy
∫∫∫
R2 sin θ
−R cos θ
R3
e−γ(
~R−~ρ)2dRdθdφ〈Zi|Zj〉
= −
(γ
pi
)3/2
cos βx cos βy
∫∫∫
R2 sin θ sin θ cos θe−γ(
~R−~ρ)2dRdθdφ〈Zi|Zj〉
= −2pi
(γ
pi
)3/2
cos βx cos βy
∫∫∫
R2 sin θ cos θe−γ(R
2+ρ2−2Rρ cos θ)dRd cos θ〈Zi|Zj〉.
(A.32)
Integrate over cos θ one can obtain
〈Zi|∆ 1
R
|Zj〉
=− 2pi
(γ
pi
)3/2
cos βx cos βy
∫
e−γ(R−ρ)
2
(2γρR− 1) + e−γ(R+ρ)2(2γρR + 1)
4γ2ρ2R2
dR〈Zi|Zj〉.
(A.33)
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And then integrate over R, one can obtain
〈Zi|∆ 1
R
|Zj〉 = −2pi
(γ
pi
)3/2
cos βx cos βy
 √piγerf[√γ(R−ρ)]+ e−γ(R−ρ)R4γ2ρ2
−
√
piγerf[√γ(R+ρ)]+ e−γ(R+ρ)R
4γ2ρ2
∞
0
= −2pi
(γ
pi
)3/2
cos βx cos βy

√
piγ[1−erf(−ρ√γ)]−√piγ[1−erf(ρ√γ)]
4γ2ρ2
+ e
−γ(R−ρ)2−e−γ(R+ρ)2
4Rγ2ρ2
∣∣∣∣∞
0

= −2pi
(γ
pi
)3/2
cos βx cos βy

√
piγ[erf(ρ√γ)−erf(−ρ√γ)]
4γ2ρ2
−2pi ( γ
pi
)3/2 e−γ(R−ρ)2−e−γ(R+ρ)2
4Rγ2ρ2
∣∣∣∣∞
0

=
[
− 1
ρ2
erf(ρ
√
γ)− 2pi
(γ
pi
)3/2 e−γ(R−ρ)2 − e−γ(R+ρ)2
4Rγ2ρ2
∣∣∣∣∞
0
]
cos βx cos βy.
(A.34)
As limR→∞ e−γ(R−ρ)
2 → 0, limR→∞ e−γ(R+ρ)2 → 0 the dipole acceleration in (A.34)
can be reduced to
〈Zi|∆ 1
R
|Zj〉 =
[
− 1
ρ2
erf(ρ
√
γ)− 2pi
(γ
pi
)3/2
lim
R→0
e−γ(R−ρ)
2 − e−γ(R+ρ)2
4Rγ2ρ2
]
cos βx cos βy.
(A.35)
Using the Taylor series to expand e−γ(R−ρ)
2
and e−γ(R+ρ)
2
around R = 0,
e−γ(R−ρ)
2
= 1 + (−2γ)(R− ρ)e−γ(R−ρ)2∣∣
R=0
R
+
[
−2γe−γ(R−ρ)2 + 4γ2(R− ρ)2e−γ(R+ρ)2
] ∣∣
R=0
R2 + ...
= 1 + 2γρe−γρ
2
R +
[
−2γe−γρ2 + 4γ2ρ2e−γρ2
]
R2 + ...
(A.36)
e−γ(R+ρ)
2
= 1 + (−2γ)(R + ρ)e−γ(R+ρ)2∣∣
R=0
R
+
[
−2γe−γ(R−ρ)2 + 4γ2(R + ρ)2e−γ(R+ρ)2
] ∣∣
R=0
R2 + ...
= 1 + 2γρe−γρ
2
R +
[
−2γe−γρ2 + 4γ2ρ2e−γρ2
]
R2 + ...
(A.37)
Therefore,
2pi
(γ
pi
)3/2
lim
R→0
e−γ(R−ρ)
2 − e−γ(R+ρ)2
4Rγ2ρ2
= −2pi
(γ
pi
)3/2 4γρe−γρ2
4γ2ρ2
= −2
√
γ
pi
e−γρ
2
ρ
.
(A.38)
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The acceleration in the ~ez direction is
D (a)i,j =
[
− 1
ρ2
erf(ρ
√
γ) + 2
√
γ
pi
e−γρ
2
ρ
]
cos βx cos βy
=
[
− 1
ρ2
erf(ρ
√
γ) + 2
√
γ
pi
e−γρ
2
ρ
]
ρ cos βx cos βy
ρ
= −ρz
ρ3
erf(ρ
√
γ) + 2
√
γ
pi
ρz
ρ2
e−γρ
2
.
(A.39)
A.4.2 Dipole of velocity form in the CSR: D (v)
The dipole velocity in the CSR reads as
D (v)i,j = 〈Zi|Pˆ |Zj〉
= i
∫
〈Zi|~R〉∇R〈~R|Zj〉d3 ~R.
(A.40)
From Eq. (A.3), we can see
∇R〈~R|Zj〉 =
[
−γ(~R− ~Qj) + i ~Pj
]
〈~R|Zj〉, (A.41)
therefore Eq. (A.40) can be reduced to
D (v)i,j = 〈Zi|Pˆ |Zj〉
= i
∫ [
−γ(~R− ~Qj) + i ~Pj
]
〈Zi|~R〉〈~R|Zj〉d3 ~R
= i
(γ
pi
)3/2 ∫ [
−γ(~R− ~Qj) + i ~Pj
]
e−γ(
~R−~ρj)2d3 ~R〈Zi|Zj〉.
(A.42)
In Cartesian Coordinates
−γ(~R− ~ρ)2 = −γ [(x− ρx)2 + (y − ρy)2 + (z − ρz)2] . (A.43)
As ∫ ∞
−∞
xe−γ(x−ρjx)
2
dx =
√
pi
γ
ρjx, (A.44)∫ ∞
−∞
e−γ(y−ρjy)
2
dy =
√
pi
γ
, (A.45)
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∫ ∞
−∞
xe−γ(
~R− ~ρj)2d3 ~R =
∫ ∞
−∞
xe−γ(x−ρjx)
2
dx
∫ ∞
−∞
e−γ(y−ρjy)
2
dy
∫ ∞
−∞
e−γ(z−ρjz)
2
dz
=
(
pi
γ
)3/2
ρjx,
(A.46)∫ ∞
−∞
~Re−γ(
~R− ~ρj)2d3 ~R =
∫ ∞
−∞
xe−γ(
~R− ~ρj)2d3 ~R · eˆx +
∫ ∞
−∞
ye−γ(
~R− ~ρj)2d3 ~R · eˆy
+
∫ ∞
−∞
ze−γ(
~R− ~ρj)2d3 ~R · eˆz
=
(
pi
γ
)3/2
~ρj,
(A.47)
we can obtain
D (v)i,j = 〈Zi|Pˆ |Zj〉
= i
(γ
pi
)3/2 (γ
pi
)−3/2 [
−γ(~ρ− ~Qj) + i ~Pj
]
〈Zi|Zj〉
= i
[
−γ(~ρ− ~Qj) + i ~Pj
]
〈Zi|Zj〉.
(A.48)
A.4.3 Dipole of length form in the CSR: D (l)
The dipole length form along the laser direction, in the CSR, reads as
D (l)i,j = 〈Zi|z|Zj〉 (A.49)
Using Eqs. (A.21)-(A.23) one can obtain the dipole length along ~ez as
D (l)i,j = 〈Zi|z|Zj〉 = ρz〈Zi|Zj〉. (A.50)
A.5 Derivation of D(t)
Starting from the Schro¨dinger equation
d|Ψ(t)〉
dt
= − i
~
Hˆ|Ψ(t)〉, (A.51)
inserting
|Ψ(t)〉 =
n∑
j
|zj〉Dje i~Sj (A.52)
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into Eq (A.51), one can obtain
d|Ψ(t)〉
dt
=
n∑
j
d|zj〉Dje i~Sj
dt
=
n∑
j
|z˙j〉Dje i~Sj +
n∑
j
|zj〉D˙je i~Sj +
n∑
j
i
~
S˙j|zj〉Dje i~Sj .
(A.53)
Letting 〈z| act on both sides of Eq. (A.53) we can obtain
〈z|d|Ψ(t)〉
dt
=
n∑
j
〈zi|z˙j〉Dje i~Sj +
n∑
j
〈zi|zj〉D˙je i~Sj +
n∑
j
i
~
S˙j〈zi|zj〉Dje i~Sj .
(A.54)
From Eq. (5.59) we can see that
〈zi|z˙j〉 = 〈zi|zj〉
[
dzj
dt
z∗i −
1
2
(
zj
dz∗j
dt
+
dzj
dt
z∗j
)]
, (A.55)
substituting this equation into (A.54), we can get
〈zi|d|Ψ(t)〉
dt
=
n∑
j
〈zi|zj〉Dje i~Sj
[
dzj
dt
z∗i −
1
2
(
zj
dz∗j
dt
+
dzj
dt
z∗j
)]
+
n∑
j
〈zi|zj〉D˙je i~Sj +
n∑
j
i
~
S˙j〈zi|zj〉Dje i~Sj
= − i
~
n∑
j
〈zi|Hˆ|zj〉Dje i~Sj
= − i
~
n∑
j
〈zi|zj〉Hord(z∗i , zj)Dje
i
~Sj .
(A.56)
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Therefore, we can obtain
n∑
j
〈zi|zj〉D˙je i~Sj
=
n∑
j
〈zi|zj〉
[
−dzj
dt
z∗i +
1
2
(
zj
dz∗j
dt
+
dzj
dt
z∗j
)
− i
~
S˙j − i~Hord(z
∗
i , zj)
]
Dje
i
~Sj
=
n∑
j
〈zi|zj〉
[
−dzj
dt
z∗i +
1
2
(
zj
dz∗j
dt
+
dzj
dt
z∗j
)
+
1
2
(
z∗j
dzj
dt
− dz
∗
j
dt
zj
)]
× exp
[
i
~
Hord(z
∗
j , zj)−
i
~
Hord(z
∗
i , zj)
]
Dje
i
~Sj
= − i
~
n∑
j
〈zi|zj〉
[
Hord(z
∗
i , zj)−Hord(z∗j , zj) + i~
dzj
dt
(z∗j − z∗i )
]
Dje
i
~Sj
= − i
~
n∑
j
〈zi|zj〉
[
Hord(z
∗
i , zj)−Hord(z∗j , zj)−
∂Hord(z
∗
j , zj)
∂z∗j
(z∗i − z∗j )
]
Dje
i
~Sj
= − i
~
n∑
j
〈zi|zj〉δ2H ′∗ord(z∗i , zj)Dje
i
~Sj ,
(A.57)
where,
δ2H ′∗ord(z
∗
i , zj) = Hord(z
∗
i , zj)−Hord(z∗j , zj)−
∂Hord(z
∗
j , zj)
∂z∗j
(z∗i − z∗j ), (A.58)
and
dDk
dt
= − i
~
n∑
ij
(
Ω−1
)
ki
(
Ωij · δ2H ′∗ord(z∗i , zj)
)
Dj exp
[
i
~
(Sj − Sk)
]
. (A.59)
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