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A RESTRICTED SUM FORMULA FOR
A q-ANALOGUE OF MULTIPLE ZETA VALUES
YOSHIHIRO TAKEYAMA
Dedicated to Professor Michio Jimbo on his sixtieth birthday
Abstract. We prove a new linear relation for a q-analogue of multiple zeta val-
ues. It is a q-extension of the restricted sum formula obtained by Eie, Liaw and
Ong for multiple zeta values.
1. Introduction
Let α = (α1, . . . , αr) be a multi-index of positive integers. We call the values r and∑r
i=1 αi depth and weight of α, respectively. If α1 ≥ 2, we say that α is admissible.
For an admissible index (α1, . . . , αr), multiple zeta value (MZV) is defined by
ζ(α1, . . . , αr) :=
∑
m1>···>mr>0
1
mα11 · · ·m
αr
r
.
Let I0(r, n) be the set of admissible indices of depth r and weight n. In [3], Eie,
Liaw and Ong proved the following relation called a restricted sum formula:∑
α∈I0(b,n)
ζ(α1, . . . , αb, 1
a) =
∑
β∈I0(a+1,a+b+1)
ζ(β1 + n− b− 1, β2, . . . , βa+1),(1.1)
where a ≥ 0, b ≥ 1, n ≥ b+1 and 1a is an abbreviation of the subsequence (1, . . . , 1)
of length a. It is a generalization of the sum formula proved in [4, 7], which is the
equality (1.1) with a = 0.
In this paper we prove a q-analogue of the restricted sum formula. Let 0 < q < 1.
For an admissible index α = (α1, . . . , αr), a q-analogue of multiple zeta value (qMZV)
[1, 5, 8] is defined by
ζq(α1, . . . , αr) :=
∑
m1>···>mr>0
q(α1−1)m1+···+(αr−1)mr
[m1]α1 · · · [mr]αr
,
where [n] is the q-integer [n] := (1 − qn)/(1 − q). In the limit q → 1, qMZV
converges to MZV. The main theorem of this article claims that qMZV’s also satisfy
the restricted sum formula:
Theorem 1.1. For any integers a ≥ 0, b ≥ 1 and n ≥ b+ 1, it holds that∑
α∈I0(b,n)
ζq(α1, . . . , αb, 1
a) =
∑
β∈I0(a+1,a+b+1)
ζq(β1 + n− b− 1, β2, . . . , βa+1).(1.2)
1
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Setting a = 0 we recover the sum formula for qMZV obtained by Bradley [2].
The strategy to prove Theorem 1.1 is similar to that of the proof for MZV’s.
However we should overcome some new difficulties. In the calculation of the q-
analogue case, some additional terms are of the form
∑∞
n=1 q
kn/[n]k (k ∈ Z≥1). In the
limit of q → 1, it becomes a harmonic sum
∑
1/nk, but it is beyond a class of q-series
described by qMZV’s. To control such terms we make use of algebraic formulation
of multiple harmonic series given in Section 2.2. We introduce a noncommutative
polynomial algebra d which is an extension of the algebra used in the proof of a
q-analogue of Kawashima’s relation for MZV [6]. Then the proof of Theorem 1.1 is
reduced to an algebraic calculation in d as will be seen in Section 2.3. We proceed
the algebraic computation in Section 2.4 and finish the proof of Theorem 1.1.
Throughout this article we assume that 0 < q < 1. We denote the set of multi-
indices of positive integers, including non-admissible ones, of depth r and weight n
by I(r, n).
2. Proof
2.1. Summation over indices. For b ≥ 1, n ≥ 2 and M ∈ Z≥1, define
Kb,n(M) :=
∑
α∈I0(b,n)
∑
m1>m2>···>mb−1>mb=M
b∏
j=1
q(αj−1)mj
[mj ]αj
.
Since α1 ≥ 2, the infinite sum in the right hand side is convergent. Note that
K1,n(M) = q
(n−1)M/[M ]n.
For positive integers ℓ, β,M and N (N > M), we set
fℓ(N,M) :=
∑
N=k1>k2>···>kℓ>M
qk1−M
[k1 −M ]
ℓ∏
j=2
1
[kj −M ]
,
gℓ,β(M) :=
∑
M=m1≥m2≥···≥mℓ≥1
q(β−1)m1
[m1]β
ℓ∏
j=2
qmj
[mj ]
.
We set fℓ(N,M) = 0 unless N > M . Note that g1,β(M) = K1,β(M).
Lemma 2.1. For M ≥ 1, b ≥ 1 and n ≥ 2, it holds that
Kb,n(M) = gb,n−b+1(M)−
b−1∑
s=1
∞∑
N=M+1
Kb−s,n−s(N)fs(N,M).
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Proof. For k ≥ 2 and m1 > m2, it holds that∑
β∈I(2,k)
q(β1−1)m1+(β2−1)m2
[m1]β1 [m2]β2
=
1
[m1][m2]
((
qm1
[m1]
)k−1
−
(
qm2
[m2]
)k−1)
/
(
qm1
[m1]
−
qm2
[m2]
)
=
q(k−2)m2
[m2]k−1
1
[m1 −m2]
−
q(k−2)m1
[m1]k−1
qm1−m2
[m1 −m2]
.
Using the above formula repeatedly we get
Kb,n(M) =
∑
m1>···>mb−1>mb=M
qm1
[m1]
∑
β∈I(b,n−1)
b∏
j=1
q(βj−1)mj
[mj ]βj
=
∑
m1>···>mb−1>mb=M
qm1
[m1]
(
b−1∏
j=1
1
[mj −mb]
)
q(n−b−1)mb
[mb]n−b
−
b−1∑
s=1
∞∑
mb−s=M+1
Kb−s,n−s(mb−s)fs(mb−s,M).
The first term of the right hand side above is rewritten as follows. Setting mj =
ℓj + · · ·+ ℓb−1 +M (j = 1, . . . , b− 1), we have
∑
m1>···>mb−1>mb=M
qm1
[m1]
(
b−1∏
j=1
1
[mj −mb]
)
q(n−b−1)mb
[mb]n−b
=
q(n−b−1)M
[M ]n−b
∞∑
ℓ1,...,ℓb−1=1
qℓ1+···+ℓb−1+M
[ℓ1 + · · ·+ ℓb−1 +M ]
b−1∏
j=1
1
[ℓj + · · ·+ ℓb−1]
.
Now take the sum with respect to ℓ1, ℓ2, . . . , ℓb−1 successively using the equality
∞∑
ℓ=1
qℓ+m
[ℓ+m]
1
[ℓ + n]
=
∞∑
ℓ=1
(
qℓ+n
[ℓ+ n]
−
qℓ+m
[ℓ+m]
)
qm−n
[m− n]
=
qm−n
[m− n]
m−n∑
ℓ=1
qℓ+n
[ℓ+ n]
which holds for any m > n. Then we obtain gb,n−b+1(M). 
Lemma 2.1 implies the following proposition, which can be proved by induction
on b:
Proposition 2.2. For positive integers r, ℓ and N1 > · · · > Nr > M , set
hr,ℓ(N1, . . . , Nr,M) :=
∑
c∈I(r,ℓ)
(
r−1∏
j=1
fcj (Nj, Nj+1)
)
fcr(Nr,M).(2.1)
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Then
Kb,m(M) = gb,m−b+1(M)(2.2)
+
b−1∑
ℓ=1
ℓ∑
r=1
(−1)r
∑
N1>N2>···>Nr>M
gb−ℓ,m−b+1(N1) hr,ℓ(N1, . . . , Nr,M)
for b ≥ 1, m ≥ 2 and M ≥ 1.
Multiply Kb,m(M) by the harmonic sum∑
M>m1>···>ma>0
a∏
j=1
1
[mj ]
(2.3)
and take the sum over all M ≥ 1. Then we get the left hand side of (1.2). In order
to carry out the same calculation for the right hand side of (2.2), we prepare an
algebraic formulation for multiple harmonic sums.
2.2. Algebraic structure of multiple harmonic sums. Denote by d the non-
commutative polynomial algebra over Z freely generated by the set of alphabets
S = {zk}
∞
k=1 ∪ {ξk}
∞
k=1. For a positive integer m, set
Jzk(m) :=
q(k−1)m
[m]k
, Jξk(m) :=
qkm
[m]k
.
For a word w = u1 · · ·ur ∈ d (r ≥ 1, ui ∈ S) and M ∈ Z≥1, set
Aw(M) :=
∑
M>m1>···>mr>0
Ju1(m1) · · ·Jur(mr),
A⋆w(M) :=
∑
M>m1≥···≥mr≥1
Ju1(m1) · · ·Jur(mr).
We extend the maps w 7→ Aw(M) and w 7→ A
⋆
w(M) to the Z-module homomor-
phisms A(M), A⋆(M) : d → R by A1(M) = 1, A
⋆
1(M) = 1 and Z-linearity. Note
that Aza1 (M) is equal to the harmonic sum (2.3). If w is contained in the Z-linear
span of monomials zi1 · · · zir with i1 ≥ 2, Aw(M) becomes a linear combination of
qMZV’s in the limit M →∞.
Denote by dξ the Z-subalgebra of d generated by {ξk}
∞
k=1. Define a Z-bilinear
map ρ : dξ × d→ d inductively by ρ(1, w) = w (w ∈ d), ρ(v, 1) = v (v ∈ dξ) and
ρ(ξkv, zℓw) = ξk ρ(v, zℓw) + zℓ ρ(ξkv, w) + zk+ℓ ρ(v, w),
ρ(ξkv, ξℓw) = ξk ρ(v, zℓw) + ξℓ ρ(ξkv, w) + ξk+ℓ ρ(v, w)
for v ∈ dξ and w ∈ d.
Proposition 2.3. For v ∈ dξ, w ∈ d and M ≥ 1, we have Av(M)Aw(M) =
Aρ(v,w)(M).
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Proof. It is enough to consider the case where v and w are words. If v = 1 or w = 1,
it is trivial. From the definition of A(M), it holds that
Aξkw(M) =
∑
M>m>0
qkm
[m]k
Aw(m), Azℓw(M) =
∑
M>n>0
q(ℓ−1)n
[n]ℓ
Aw(n).(2.4)
Hence we find
Aξkv(M)Azℓw(M) =
( ∑
M>m>n>0
+
∑
M>n>m>0
+
∑
M>m=n>0
)
qkm
[m]k
q(ℓ−1)n
[n]ℓ
Av(m)Aw(n)
=
∑
M>m>0
qkm
[m]k
Av(m)Azℓw(m) +
∑
M>n>0
q(ℓ−1)n
[n]ℓ
Aξkv(n)Aw(n)
+
∑
M>m>0
q(k+ℓ−1)m
[m]k+ℓ
Av(m)Aw(m)
and a similar formula for Aξkv(M)Aξℓw(M). Now the proposition follows from the
induction on the sum of length of v and w. 
For k ≥ 1, we define a Z-linear map ξk ◦ · : dξ → dξ inductively by ξk ◦ 1 = 0 and
ξk ◦ (ξℓv) = ξk+ℓv for v ∈ dξ. Now consider the Z-linear map d : dξ → dξ defined by
d(1) = 1 and d(ξkv) = ξkd(v) + ξk ◦ d(v) (v ∈ dξ).
Proposition 2.4. For any v ∈ dξ and M ≥ 1, it holds that A
⋆
v(M) = Ad(v)(M).
Proof. From the definition of A(M) and A⋆(M) we have
A⋆ξkv(M) =
∑
M>m>0
qkm
[m]k
A⋆v(m+ 1),
∑
M>m>0
qkm
[m]k
Av(m+ 1) = Aξkv+ξk◦v(M).
To show the second formula, divide the sum Av(m + 1) into the two parts with
m1 = m andm1 < m. Combining the two formulas above, we obtain the proposition
by induction on length of v. 
2.3. Algebraic formulation of the main theorem. To calculate the right hand
side of (2.2) multiplied by the harmonic sum (2.3), we need the following formula:
Lemma 2.5. For n1 > · · · > ns > ns+1 > 0, set
p(n1, . . . , ns;ns+1) :=
qn1−ns+1
[n1 − ns+1]
s∏
j=2
1
[nj − ns+1]
.(2.5)
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Let s ≥ 1, v = z1 or ξ1, and N and M be positive integers such that N > M . Then
it holds that ∑
N>n1>···>ns+1>M
p(n1, . . . , ns;ns+1)Jv(ns+1)
=
∑
N>k1>···>ks+1>M
Jv(k1)p(k2, . . . , ks, ks+1;M)
+
s∑
i=1
∑
N>k1>···>ks+1>M
qk1
[k1]
(
i+1∏
j=2
1
[kj]
)
p(ki+2, . . . , ks+1;M),
where p(∅;M) = 1.
Proof. Here we prove the lemma in the case of v = z1. The proof for v = ξ1 is
similar. Using
1
[n1 − ns+1][ns+1]
=
1
[n1 − ns+1]
+
qns+1
[ns+1]
,
1
[nj − ns+1][ns+1]
=
qnj−ns+1
[nj − ns+1]
+
1
[ns+1]
(j = 2, . . . , s),
we find that
p(n1, . . . , ns;ns+1)Jv(ns+1)
=
s∑
i=0
q(1−δi,0)n1
[n1]
(
i+1∏
j=2
1
[nj ]
)
p(ni+1, . . . , ns;ns+1).
Now take the sum of the both hand sides over N > n1 > · · · > ns+1 > M . In the
right hand side, change the variables n1, . . . , ns+1 to k1, . . . , ks+1 by setting nt =
kt (1 ≤ t ≤ i+1), nt = ki+1−ki+2+kt+1 (i+2 ≤ t ≤ s) and ns+1 = ki+1−ki+2+M .
Then we get the desired formula. 
Let d1 be the Z-subalgebra of d generated by z1 and ξ1. Motivated by Lemma 2.5
we introduce the Z-module homomorphism ϕs : d1 → d1 (s ∈ Z≥0) defined in the
following way. Determine ϕs(w) for a word w ∈ d1 inductively on s and length of w
by ϕ0 = id, ϕs(1) = ξ1z
s−1
1 (s ≥ 1) and
ϕs(z1w) = z1ϕs(w) + ξ1
s∑
i=1
zi1ϕs−i(w), ϕs(ξ1w) = ξ1
s∑
i=0
zi1ϕs−i(w),
and extend it by Z-linearity.
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Proposition 2.6. For w ∈ d1 and any positive integers s, s
′, ℓ, β and N , we have∑
N>M1>M2>0
fs′(N,M1)fs(M1,M2)Aw(M2) =
∑
N>M>0
fs′(N,M)Aϕs(w)(M),(2.6)
∑
M1>M2>0
gℓ,β(M1)fs(M1,M2)Aw(M2) =
∑
M>0
gℓ,β(M)Aϕs(w)(M).
Proof. Here we prove the first formula (2.6). The proof for the second is similar. It
suffices to consider the case where w = u1 · · ·ur (r ≥ 1, ui ∈ S) is a word. The left
hand side of (2.6) is equal to∑
fs′(N,M1) p(M1, k1, . . . , ks−1;M2)
r∏
i=1
Jui(mi),
where p is defined by (2.5) and the sum is over M1, ki (1 ≤ i ≤ s − 1),M2, mi (1 ≤
i ≤ r) with the condition N > M1 > k1 > · · · > ks−1 > M2 > m1 > · · · > mr > 0.
Changing the variables (k1, . . . , ks−1,M2) to (n1, . . . , ns) by ki = M1−n1+ni+1 (1 ≤
i ≤ s− 1) and M2 = M1 − n1 +m1, we obtain∑
fs′(N,M1)p(n1, . . . , ns;m1)
r∏
i=1
Jui(mi),
where the sum is over N > M1 > n1 > · · · > ns > m1 > · · · > mr > 0. From
Lemma 2.5 and the definition of ϕs, we see by induction on r that it is equal to the
right hand side of (2.6). 
We define the Z-linear maps Φℓ : d1 → d1 (ℓ ≥ 0) by Φ0 := id and
Φℓ :=
ℓ∑
r=1
(−1)r
∑
c∈I(r,ℓ)
ϕc1 · · ·ϕcr ,
and Zs : d1 → d (s ≥ 0) by
Zs(w) :=
s∑
ℓ=0
ρ(d(ξs−ℓ1 ),Φℓ(w)).
Proposition 2.7. For any integers a ≥ 0, b ≥ 1 and n ≥ b+ 1, we have
∑
α∈I0(b,n)
ζq(α1, . . . , αb, 1
a) =
b−1∑
s=0
∑
M>0
q(n−s−1)M
[M ]n−s
AZs(za1 )(M).(2.7)
Proof. Using Proposition 2.6 repeatedly, we have∑
N1>N2>···>Nr>M>0
gb,m(N1) hr,ℓ(N1, . . . , Nr,M)Aza1 (M)
=
∑
c∈I(r,ℓ)
∑
M>0
gb,m(M)Aϕc1 ···ϕcr (za1 )(M),
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where hr,ℓ is defined by (2.1). Hence Proposition 2.2 implies that∑
α∈I0(b,m)
ζq(α1, . . . , αb, 1
a) =
∑
M>0
Kb,m(M)Aza1 (M)
=
b−1∑
ℓ=0
∑
M>0
gb−ℓ,m−b+1(M)AΦℓ(za1 )(M).
Substituting
gj,n(M) =
j−1∑
t=0
q(n+j−t−2)M
[M ]n+j−t−1
A⋆ξt1
(M),
we get the desired formula from Proposition 2.3 and Proposition 2.4. 
As we will see in the next subsection, the elements Zs(z
a
1) (s, a ≥ 0) belong to the
subalgebra of d generated only by {zk}
∞
k=1 (see Proposition 2.10 and Proposition 2.14
below). Thus the right hand side of (2.7) will turn out to be a linear combination
of qMZV’s.
2.4. Proof of the main theorem. First we give a proof of Theorem 1.1 with
a = 0, that is, the sum formula for qMZV’s. To this aim we prepare a recurrence
relation of d(ξk1 ) (k ≥ 0).
Lemma 2.8. Let k ≥ 1. Then
d(ξk1 ) =
k∑
r=1
∑
c∈I(r,k)
ξc1 · · · ξcr .
Proof. We prove the lemma by induction on k. The case of k = 1 is trivial. Let
k ≥ 2. From the definition of d and the hypothesis of induction we see that
d(ξk1) = d(ξ1 · ξ
k−1
1 ) = ξ1
k−1∑
r=1
∑
c∈I(r,k−1)
ξc1 · · · ξcr + ξ1 ◦

k−1∑
r=1
∑
c∈I(r,k−1)
ξc1 · · · ξcr


=
k∑
r=2
∑
c∈I(r,k)
c1=1
ξc1 · · · ξcr +
k−1∑
r=1
∑
c∈I(r,k)
c1≥2
ξc1 · · · ξcr =
k∑
r=1
∑
c∈I(r,k)
ξc1 · · · ξcr .
This completes the proof. 
Corollary 2.9. For k ≥ 1 it holds that
d(ξk1 ) =
k∑
a=1
ξad(ξ
k−a
1 ).(2.8)
The sum formula for qMZV’s follows from the following proposition.
Proposition 2.10. Zs(1) = δs,0 (s ≥ 0).
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Proof. Using Φℓ = −
∑ℓ
a=1 ϕaΦℓ−a (ℓ ≥ 1), we find that Φℓ(1) = (−ξ1)
ℓ (ℓ ≥ 0) by
induction on ℓ. Thus the proposition is reduced to the proof of
s∑
ℓ=0
(−1)ℓρ(d(ξs−ℓ1 ), ξ
ℓ
1) = δs,0.
Let us prove it by induction on s. Denote the left hand side above by Ts. It is trivial
that T0 = 1. Let s ≥ 1. Divide Ts into the three parts
Ts = d(ξ
s
1) +
s−1∑
ℓ=1
(−1)ℓρ(d(ξs−ℓ1 ), ξ
ℓ
1) + (−1)
sξs1.
Rewrite the second part by using (2.8) and the definition of ρ and d. Then we get
s−1∑
a=1
ξa
s−a∑
ℓ=1
(−1)ℓρ(d(ξs−a−ℓ1 ), ξ
ℓ
1)−
s−2∑
ℓ=0
(−1)ℓξ1ρ(d(ξ
s−1−ℓ
1 ), ξ
ℓ
1)−
s−1∑
a=1
ξa+1Is−a−1.
(2.9)
From (−1)sξs1 = −(−1)
s−1ξ1ρ(d(ξ
0
1), ξ
s−1
1 ), which is the summand of the second term
of (2.9) with ℓ = s− 1, and
d(ξs1) =
s−1∑
a=1
ξaρ(d(ξ
s−a
1 ), ξ
0
1) + ξs,
we obtain
Ts =
s−1∑
a=1
ξaTs−a + ξs − ξ1Ts−1 −
s−1∑
a=1
ξa+1Ts−a−1.
Therefore the induction hypothesis Ta = δa,0 (a < s) implies that Ts = 0. 
From Proposition 2.7 with a = 0 and Proposition 2.10, we see that∑
α∈I0(b,n)
ζq(α1, . . . , αb) =
∑
M>0
q(n−1)M
[M ]n
A1(M) = ζq(n).
Thus we get Theorem 1.1 in the case of a = 0. To complete the proof of Theorem
1.1, we should calculate Zs(z
a
1) for a ≥ 1. For that purpose we prepare several
lemmas.
Lemma 2.11. For ℓ ≥ 0 and w ∈ d1, it holds that
Φℓ(z1w) =
ℓ∑
j=0
(−ξ1)
ℓ−jz1Φj(w).(2.10)
Proof. For non-negative integers a and n, set η0,n = δn,0 and
ηa,n :=
∑
c∈I(a,n)
ξ1z
c1
1 · · · ξ1z
ca
1 (a ≥ 1).
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Then it holds that
ϕs(ξ
a
1z1w) =
s∑
t=0
(ηa,s−t + ηa+1,s−t−1)z1ϕt(w),
where ηa+1,−1 := 0, for a ≥ 0, s ≥ 0 and w ∈ d1. Using this formula we prove (2.10)
by induction on ℓ. The case of ℓ = 0 is trivial. Let ℓ ≥ 1. The induction hypothesis
and the relation Φℓ = −
∑ℓ
a=1 ϕaΦℓ−a imply that
Φℓ(z1w) =
ℓ−1∑
j=0
ℓ−j∑
a=1
a∑
t=0
(ηℓ−a−j,a−t + ηℓ−a−j+1,a−t−1)z1ϕt(Φj(w)).
Divide the sum into the two parts with t = 0 and t ≥ 1, and take the sum with
respect to a. Then we obtain
ℓ−1∑
j=0
{
(−δℓ−j,0 + (−1)
ℓ−jηℓ−j,0)z1ϕ0(Φj(w))−
ℓ−j∑
t=1
δℓ−j−t,0z1ϕt(Φj(w))
}
.
Since ηℓ−j,0 = ξ
ℓ−j
1 , ϕ0 = id and −
∑ℓ−1
j=0 ϕℓ−jΦj = ϕℓ, it is equal to the right hand
side of (2.10). 
Lemma 2.12. For k ≥ 0 and w ∈ d1, it holds that
k∑
ℓ=0
ρ(d(ξk−ℓ1 ), ξ
ℓ
1z1w) =
k∑
ℓ=0
zℓ+1 ρ(d(ξ
k−ℓ
1 ), w).(2.11)
Proof. Denote the left hand side and the right hand side of (2.11) by Lk and Rk,
respectively. The equality (2.11) holds when k = 0 because L0 = ρ(1, z1w) = z1w =
z1ρ(1, w) = R0. Hereafter we assume that k ≥ 1.
Divide Lk into the three parts
Lk = ρ(d(ξ
k
1 ), z1w) +
k−1∑
ℓ=1
(−1)ℓρ(d(ξk−ℓ1 ), ξ
ℓ
1z1w) + (−1)
kξk1z1w.(2.12)
Let us rewrite the first part. Substitute (2.8) into d(ξk1 ). From the definition of ρ
we see that the first part is equal to
k∑
a=1
(
ξaρ(d(ξ
k−a
1 ), z1w) + z1ρ(ξad(ξ
k−a
1 ), w) + za+1ρ(d(ξ
k−a
1 ), w)
)
.
Note that the first term of the summand with a = k is equal to ξkz1w = ξkL0. Apply
(2.8) again to the second term, and we see that the first part of the right hand side
of (2.12) is equal to
ξkL0 +
k−1∑
a=1
ξaρ(d(ξ
k−a
1 ), z1w) +Rk.(2.13)
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We proceed the same calculation for the second part of (2.12). Here we decompose
ξℓ1z1w = ξ1 · ξ
ℓ−1
1 z1w and use (2.8). As a result we get
k−1∑
a=1
k−a∑
ℓ=1
(−1)ℓξaρ(d(ξ
k−ℓ−a
1 ), ξ
ℓ
1z1w)−
k−1∑
a=1
ξa+1Ik−a−1(2.14)
−
k−2∑
ℓ=0
(−1)lξ1ρ(d(ξ
k−1−ℓ
1 ), ξ
ℓ
1z1w).
Note that the third part of (2.12) is equal to
− (−1)k−1ξ1ρ(d(ξ
0
1), ξ
k−1
1 z1w),(2.15)
which is the summand of the third term of (2.14) with ℓ = k − 1. Hence the three
parts (2.13), (2.14) and (2.15) add up to
ξkL0 +
k−1∑
a=1
ξaLk−a +Rk −
k−1∑
a=1
ξa+1Lk−a−1 − ξ1Lk−1 = Rk.
This completes the proof. 
Now we can prove the key formula to calculate Zs(z
a
1) for a ≥ 1:
Proposition 2.13. Let w ∈ d1 and s ≥ 0. Then Zs(z1w) =
∑s
ℓ=0 zℓ+1Zs−ℓ(w).
Proof. Using (2.10) we have
Zs(z1w) =
s∑
ℓ=0
l∑
j=0
(−1)ℓ−jρ(d(ξs−ℓ1 ), ξ
ℓ−j
1 z1Φj(w)).
Because of Lemma 2.12 it is equal to
s∑
j=0
s−j∑
ℓ=0
zℓ+1ρ(d(ξ
s−j−ℓ
1 ),Φj(w)) =
s∑
ℓ=0
zℓ+1Zs−l(w).
This completes the proof. 
Combining Proposition 2.10 and Proposition 2.13, we obtain the following for-
mula:
Proposition 2.14. For s ≥ 0 and a ≥ 1, it holds that
Zs(z
a
1) =
∑
γ∈I(a,s+a)
zγ1 · · · zγa .
At last let us prove Theorem 1.1 in the case of a ≥ 1. From Proposition 2.7 and
Proposition 2.14, it holds that
∑
α∈I0(b,n)
ζq(α1, . . . , αb, 1
a) =
b−1∑
s=0
∑
γ∈I(a,s+a)
ζq(n− s− 1, γ1, . . . , γa).
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Set β1 = b+ 1− s. The right hand side becomes
b+1∑
β1=2
∑
γ∈I(a,a+b+1−β1)
ζq(β1 + n− b− 1, γ1, . . . , γa)
=
∑
β∈I0(a+1,a+b+1)
ζq(β1 + n− b− 1, β2, . . . , βa+1).
This completes the proof of Theorem 1.1.
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