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ВВЕДЕНИЕ
В монографии представлен обзор результатов автора, полученных при иссле-
довании линейных функционально-дифференциальных уравнений (ФДУ)
1-го порядка
ẋ(t)− (Fx)(t) = b(t), (1)
порожденных пятью семействами линейных операторов x→ Fx.
Обширная библиография, посвященная как линейным, так и нелинейным
ФДУ, представлена в фундаментальных публикациях [62], [3], [37], [65], [36],
[53], [47]. В этом ряду отметим труды [24], [16], [7], [35], [33], [2] основополож-
ников теории ФДУ.
В пяти главах обзора (для пяти задач при разных F ) за счет погруже-
ния уравнения (1) из алгебры с традиционным (поточечным) умножением
в алгебраическую систему со специальным умножением для решений соот-
ветствующих уравнений получены явные представления в форме Коши.
Алгебраической системой называется тройка 〈A,O,R〉, состоящая из
- носителя A (непустого множества);
- совокупности операций O, определенных на элементах носителя;
- совокупности отношений R, определенных между элементами носителя.
В настоящей работе носитель A (в зависимости от F ) состоит из функций
(одной или нескольких переменных) или из функциональных рядов.
Совокупность O содержит три бинарные операции: стандартное сложение
элементов + , стандартное умножение на скаляры · и специальное умноже-
ние (которое мы называем косым и обозначаем через ∗ или ◦ ), отличаю-
щееся от традиционного (поточечного) умножения. Поточечное умножение
также допускается.
Совокупность R (такая, что cardR = 1 или cardR = 2 в зависимо-
сти от F ) содержит специальные бинарные интегральные отношения xR y
между элементами x, y ∈ A. (Говорим xR y, если существует специальный
R -интеграл
∫
xR y, обобщающий интеграл Римана–Стилтьеса
∫
xdy .) Ин-
теграл Римана–Стилтьеса также допускается.
1. Дифференциальные уравнения с линейным отклонением аргу-
мента. Пусть µ ∈ C, |µ | 6 1. В работах [82,102–104] исследована линейная
система дифференциальных уравнений с отклоняющимся аргументом
ẋ(t)− Ax(µt) = b(µt), (2)
где A — постоянная комплексная n×n -матрица, b : C → Cn — однозначная
аналитическая в нуле функция. Семейство уравнений (2) входит в семейство
векторных уравнений пантографа.
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Предлагается специальный алгебраический аппарат для решения как дан-
ного уравнения, так и для более общего уравнения (3). Точнее, вводится по-
нятие µ -произведения двух аналитических в нуле функций f и g , которое
обозначается через f ∗ g, и вместо уравнения (2) исследуется уравнение
ẋ(t)− A(µt) ∗ x(µt) = b(µt), (3)
в котором матрица A и вектор b состоят из элементов пространства A —
пространства однозначных аналитических в нуле функций C → C. Дру-
гими словами, A и b состоят из элементов носителя A алгебраической
системы 〈A,O,R〉, в которой совокупность R стандартна, а в O вместо
поточечного умножения фигурирует µ -умножение.
Уравнение (2) является частным случаем уравнения (3). Доказано су-
ществование фундаментальной матрицы X(t) порядка n для однородного
уравнения (3). При µ 6= 0 решение задачи, состоящей из уравнения (3) и
начального условия x(0) = x0 , представимо в виде
x(t) = X(t) ∗
{
X−1(0) x0 + µ
−1
∫ µt
0
X−1(s) ∗ b(s) ds
}
,
где X−1(t) — обратная матрица (показано, что матрица X обратима в ал-
гебре, порожденной µ -умножением).
В заключительной части аннотации первой главы представлен краткий
библиографический обзор. В основе исследований уравнений (2) и (3) лежит
так называемое уравнение пантографа
ẋ(t) = p x(t) + a x(µt), p, a, µ ∈ R, a 6= 0, µ 6= 1, (4)
и его обобщения. Название уравнения предложено в статье [59] со ссылкой
на прикладную работу [72], в которой получена математическая модель (4)
динамики контактного провода электроснабжения подвижного состава (пан-
тограф — это токоприемник локомотива). В двух более ранних работах (в
теории чисел [70] и в астрофизике [5]) также фигурирует уравнение пан-
тографа вида (4). В статье [48] показано, что при определенных условиях
дифференциально-разностное уравнение F ′(x) = eαx+β F (x−1) сводится к
уравнению (4). Следует отметить, что работа [72] стимулировала многочис-
ленные исследования [61], [52], [55], [44], [68] уравнения (4). Исследования [5]
получили свое развитие в статьях [23], [14]. В библиографии уместно от-
метить работы, посвященные отдельным обобщениям уравнения (4): в [50]
исследовано асимптотическое поведение решений, в [9] показано существо-
вание почти периодических решений (истоки исследований заложены в [73]).
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2. Дифференциальные уравнения со степенным отклонением ар-
гумента. В работе [83] при t, µ, a, w ∈ C , q ∈ N исследовано скалярное
функционально-дифференциальное уравнение
ẋ(t)− a x(µtq) = b(t), (5)
где b — формальный степенной ряд с коэффициентами из C ( b — эле-
мент пространства-носителя A ). Решение x также ищется в A. Уравнение
(5) имеет отклонение аргумента F (t) = µtq , и мы называем его степенным
отклонением. Для представления решений уравнения (5) применяются спе-
циальные алгебраические построения: для параметра p =̇ q − 1 вводится
понятие ассоциативного (µ, p) -произведения двух рядов f и g из A, кото-
рое обозначается через f ∗ g . (Операцию ∗ мы включаем в алгебраическую
систему 〈A,O,R〉. ) Доказано, что ряд
x(t) =̇C(t, 0)w +
∫ t
0
∂
∂s
(
C(t, τ) ∗
∫ s
0
b(ξ) dξ
)∣∣∣
s=τ
dτ
является решением задачи, состоящей из уравнения (5) и начального усло-
вия x(0) = w. Через C(t, τ) обозначен формальный степенной ряд двух
переменных, являющийся аналогом функции Коши обыкновенного диффе-
ренциального уравнения. Другими словами, если ряд X(·) — нетривиаль-
ное решение однородного уравнения (5), а X−1(·) — обратный в смысле
(µ, p) -умножения ряд (он существует), то C(t, τ) =̇X(t)∗X−1(τ) . Для ряда
C(t, τ) справедливо явное представление
C(t, τ) =
∞∑
n=0
[ ∑
k+m=n
(−1)m q(m2 ) a
n
Gk(q)Gm(q)
µ`n(q) tdk(q) τ dn(q)−dk(q)
]
,
где dn(q), `n(q), Gn(q) — некоторые целочисленные последовательности.
В [83] доказаны тождества:
C(s, s) ≡ 1, C(t, s) ∗ C(s, τ) ≡ C(t, τ), ∂
∂t
C(t, τ) ≡ aC(µtq, µτ q).
Исследованию более общего уравнения ẋ(t)− p x(t)− a x(µtq) = b(t) посвя-
щены работы [56], [79].
3. Дифференциальные уравнения с несколькими отклонениями
аргумента. Пусть α, t ∈ K .= [a, b], x, qi, f ∈ C(K; R), Fi ∈ C(K;K),
i = 1, . . . , r, — непрерывные функции, причем qi имеют ограниченное из-
менение. В соответствии с работами [84–87, 94, 95, 105, 106, 109] семейство
уравнений
x(t)−
r∑
i=1
λi
∫ t
α
x(Fi(·)) dqi = f(t), λi ∈ R, (6)
7
допускает вложение в семейство Ф-интегральных (см. ниже) уравнений
x(t)−
∫ t
α
(dQ ∗ x) = f(t). (7)
Уместно отметить, что семейство уравнений (6) включает в себя начальную
задачу для обобщенного скалярного уравнения пантографа
ẋ(t)−
r∑
i=1
ai(t)x
(
Fi(t)
)
= b(t). (8)
Специфика уравнений (6) – (8) такова, что все отклоняющие функции опре-
делены на одном и том же отрезке K и действуют из него в себя. Данное
обстоятельство позволяет отказаться от задания начальных функций и от
каких-либо дополнительных ограничений на отклоняющие функции.
Φ -интегральные операторы x(t) →
∫ t
α
(dQ ∗ x) и y(t) →
∫ t
α
(y ∗ dQ)
ассоциированы с косым Φ -умножением ∗, действующим в специальной ал-
гебре, порожденной полугруппой Φ (она, в свою очередь, порождена алгеб-
раическими эндоморфизмами ϕ1, . . . , ϕr : (ϕix)(·) = x(Fi(·)) ). Некоммута-
тивное ассоциативное Φ -умножение функциональных рядов и Φ -интегралы
Римана–Стилтьеса с функциональными рядами в качестве аргументов ин-
тегрирования опеределены в пространстве C(K`; R)[Λ].
Другими словами, носитель A .= C(K`; R)[Λ] в алгебраической системе
состоит из формальных функционально-степенных рядов, компоненты ко-
торых суть формы степени k от некоммутирующих переменных λ1, . . . , λr
с коэффициентами из C(K`; R). (Через Λ обозначен язык в алфавите
{λ1, . . . , λr}. ) Таким образом, в алгебраической системе 〈A,O,R〉, исполь-
зуется Φ -умножение ∗ и два отношения: говорим du ∗ v или u ∗ dv, если
существует Φ -интеграл
∫ t
α
(du ∗ v) или
∫ t
α
(u ∗ dv) соответственно.
Левый и правый Φ -интегралы Римана–Стилтьеса (если они существуют)
и косое умножение связаны формулой интегрирования по частям:∫ β
α
(du ∗ v) +
∫ β
α
(u ∗ dv) = (u ∗ v)
∣∣∣β
α
.
В рамках исследований приводится процедура построения фундаменталь-
ного решения X(·) уравнения (7) (то есть решения уравнения (7), в котором
f(t) ≡ 1 — единица алгебры C(K`; R)[Λ] с Ф-умножением). Относительно
косого умножения ∗ функция X(·) обратима и порождает произведение
C(t, τ) = X(t) ∗X−1(τ). При определенных условиях на параметры уравне-
ния (7) функция C(t, τ) обладает всеми характерными свойствами функции
Коши:
C(s, s) ≡ 1, C(t, s) ∗ C(s, τ) ≡ C(t, τ),
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C(t, τ)−
∫ t
τ
(
dQ(s) ∗ C(s, τ)
)
≡ 1, C(t, τ)−
∫ t
τ
(
C(t, s) ∗ dQ(s)
)
≡ 1.
В терминах алгебраической системы получено представление общего реше-
ния уравнения (7):
x(t) = C(t, α) ∗ f(α) +
∫ t
α
(
C(t, s) ∗ df(s)
)
.
Аннотацию третьей главы монографии завершаем кратким библиографи-
ческим обзором публикаций, посвященных однородному уравнению (8). В
статьях [4], [77] акцент сделан на представление решений. В работах совре-
менных авторов [42], [22] исследуется устойчивость решений, в работе [36]
обсуждается осцилляция решений, в [46] показано существование положи-
тельных решений, в [45], [63] изучается асимптотическое поведение решений.
4. Импульсные уравнения. Следуя [15, c. 143], импульсным уравнением
мы называем уравнение
ẋ(t) = B
(
t, x(t)
)
Q̇(t), (9)
заданное в терминах обобщенных функций. Через x и Q обозначены соот-
ветственно n-мерная и m-мерная векторные функции, а матричнозначная
функция B : Ω → Cn×m задана в области Ω ⊆ R×Cn. Считается, что ле-
вая и правая части уравнения определяют линейные непрерывные функци-
оналы (обобщенные функции) в пространстве основных функций D , а само
уравнение (9) понимается как математическая запись задачи нахождения та-
ких прерывистых функций x(·) , для которых при всех ϕ ∈ D справедливо
равенство (ẋ, ϕ) =
(
B(·, x) Q̇, ϕ
)
.
Зафиксируем отрезок K =̇ [a, b] и через G =̇ G[a, b] обозначим простран-
ство прерывистых (см. [58, c. 16]) функций, то есть функций x : K → C,
обладающих конечными пределами x(t − 0) при всех t ∈ (a, b] и x(t + 0)
при всех t ∈ [a, b). Пространство G, наделенное естественной операцией
умножения функций, является банаховой алгеброй по sup-норме.
Прерывистые функции обладают тем свойством, что во всех точках t ∈ K
(кроме крайних) определены три значения x(t − 0), x(t) и x(t + 0), что
позволяет конструировать другие сопутствующие атрибуты функций и по-
лучать новые содержательные результаты. В рамках настоящей главы (см.
статьи [88–90, 98–101]) мы определяем понятия присоединенного умноже-
ния и присоединенного интеграла, порождающие алгебраические системы
〈GT ,O,R〉, 〈Γ,O,R〉 и 〈BV,O,R〉 (определения множеств см. ниже).
Конечное или счетное множество T =̇ {τ1, τ2, . . .} попарно различных то-
чек τk ∈ K будем называть разбиением отрезка K =̇ [a, b], а совокупность
9
всех разбиений отрезка K обозначим через T(K). Пустое множество мы
также включаем в совокупность T(K), — оно является наименьшим элемен-
том частичного порядка, определенного на множестве T(K) естественным
образом: разбиение T предшествует разбиению S, если T ⊆ S.
В алгебре G исследована параметрическая решетка
{
GT
}
T∈T(K) подал-
гебр специального вида и подалгебра Γ , представляющая их пересечение.
Она содержит в себе алгебру BV функций ограниченной вариации. В ал-
гебре GT определены проекторы P
T
: x → x
T
и P T : x → xT . В алгебре Γ
[ и в алгебре BV ] определены проекторы Pc : x→ xc и P c : x→ xc. Иссле-
дованы вопросы существования интегралов Римана–Стилтьеса от функций-
проекций для функций из алгебр GT , Γ и BV . Доказана полнота всех
указанных алгебр (в каждой алгебре используется собственная норма). По-
лучены соотношения между нормами.
В алгебре GT вводятся понятия присоединенного умножения и присоеди-
ненного интеграла. Если x, y ∈ GT , то
x · y =̇xT yT − x
T
y
T
и
∫ t
α
x · dy =̇
∫ t
α
xTdyT −
∫ t
α
x
T
dy
T
.
В алгебре Γ [ и в алгебре BV ] вводятся понятия присоединенного умноже-
ния и присоединенного интеграла. Если x, y ∈ Γ [ или x, y ∈ BV ], то
x ◦ y =̇xcyc − xcyc и
∫ t
α
x ◦ dy =̇
∫ t
α
xcdyc −
∫ t
α
xcdyc.
Присоединенные интегралы порождают бинарные интегральные отношения
x · dy и x ◦ dy между элементами алгебр (то есть множества R в алгебра-
ических системах 〈GT ,O,R〉, 〈Γ,O,R〉, 〈BV,O,R〉 ).
Далее через G =̇ G(a, b) обозначаем алгебру прерывистых функций, опре-
деленных на интервале K =̇ (a, b). Для любого x ∈ G определены обобщен-
ная прерывистая функция ϕ→ (x, ϕ) и обобщенная производная прерыви-
стой функции ϕ → (x′, ϕ). Присоединенные интегралы порождают присо-
единенные обобщенные производные прерывистых функций, соответственно
ϕ → ( ẋ, ϕ)T и ϕ → ( ◦x, ϕ). Следовательно, определены три типа диффе-
ренциальных уравнений вида (9), заданных в терминах обобщенных преры-
вистых функций (для трех разных обобщенных производных).
Потенциальные возможности предложенных конструкций демонстрирует
приводимая ниже теорема, в которой фигурирует обобщенная производная
ϕ→ ( ◦z, ϕ). В формулировке использованы следующие обозначения: T (z) —
не более чем счетное множество, состоящее из всех точек разрыва функции
z ∈ G; для любого M ⊆ K алгебра Hloc[M ] состоит из функций скачков
z : K → C таких, что T (z) ⊆M.
10
Теорема. Пусть α ∈ K, Q ∈ BVloc, A — комплексная n×n -матрица,
X =
{
x ∈ Γloc : T (x) ∩ T (Q) = ∅
}
. Для оператора V : Xn→Γlocn такого,
что (Vx)(t) =̇x(t) −
∫ t
α
AxdQ, и для любого y ∈ Γlocn семейство решений
уравнения (
◦
Vx, ϕ) ≡ (
◦
y, ϕ) представимо в виде
x(t) = eAQ
c(t)
[
h(t) +
∫ t
α
e−AQ
c(·) dyc
]
∀h ∈ Hlocn [K\T (Q)].
Совокупность x(t) = eAQc(t)
[
c+
∫ t
α
e−AQ
c(·) dyc
]
, c ∈ Cn, является семей-
ством всех непрерывных решений уравнения.
Другими словами, представления, фигурирующие в формулировке тео-
ремы, можно считать решениями линейной импульсной системы с посто-
янными коэффициентами ẋ(t) − AQ̇(t)x(t) = ẏ(t), заданной в терминах
присоединенных обобщенных функций (с производной ϕ→ (◦z, ϕ) ).
Семейство всех непродолжаемых решений уравнения ẋ = x имеет вид
x(t) = c et, t ∈ K. Утверждение теоремы расширяет наши возможности:
(
◦
x, ϕ) ≡ (x, ϕ) ⇐⇒ x(t) = h(t) et, t ∈ K, ∀h ∈ Hloc[K].
Пример показывает, что имеется возможность формировать общее решение
импульсной задачи, а после этого находить частные решения, удовлетворя-
ющие краевым условиям, в том числе нелокальным.
В заключительной части аннотации четвертой главы представлен краткий
библиографический обзор. Истоки исследований импульсных обыкновенных
дифференциальных уравнений отражены в монографиях [29], [64], а акту-
альное состояние тематики обсуждается в работах [39], [38], [74], [36]. Отме-
тим современные исследования импульсного уравнения пантографа [54], [40]
и работы [15], [30] с альтернативной постановкой в терминах функций ло-
кально ограниченной вариации.
5. Системы квазиинтегральных уравнений с постоянными коэф-
фициентами. В настоящей главе для постановки и решения импульсной
задачи построена альтернативная алгебраическая система с квазиинтеграль-
ным отношением x∆y между элементами носителя. Здесь решения импульс-
ной задачи, записанной в квазиинтегральной форме, могут иметь общие точ-
ки разрыва с ядром системы квазиинтегральных уравнений (в отличие от
решений, определенных в предыдущей главе).
Для двух прерывистых функций x, y, заданных на отрезке [a, b] , и спе-
циального параметра ∆ , названного дефектом, определено понятие ква-
зиинтеграла
∫ b
a
x∆y. (Другими словами, определено бинарное отношение
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x∆y ; в работах [91–93,96,97,107,108] оно порождает алгебраическую систе-
му 〈G[a, b],O,R〉 .) Если существует интеграл Римана–Стилтьеса, то для
любого дефекта существует квазиинтеграл, и все они равны между собой.
Интеграл Перрона–Стилтьеса, если он существует, совпадает с одним из ква-
зиинтегралов, где дефект определен специальным образом (∆ = ∆0 ). Полу-
чены необходимые и достаточные условия существования квазиинтегралов,
доказаны их основные свойства, в частности, аналог формулы интегрирова-
ния по частям.
Доказана теорема существования и единственности решения квазиинте-
грального уравнения
x(t)− λA
∫ t
α
x∆Q = y(t), t ∈ [a, b], (10)
с постоянной вещественной матрицей A. Ядро Q системы — скалярная
кусочно-непрерывная функция ограниченной вариации, компоненты векто-
ров x и y — прерывистые функции, спектральный параметр λ ∈ R — ре-
гулярное число. При определенных условиях квазиинтегральное уравнение
(10) можно интерпретировать как импульсную задачу
ẋ(t)− λA Q̇(t)x(t) = ẏ(t), x(α) = y(α).
Получено явное представление для решения однородного квазиинтегрально-
го уравнения. Для абсолютно регулярного спектрального параметра опреде-
лен аналог матрицы Коши, исследованы его свойства и получено явное пред-
ставление для решения квазиинтегрального уравнения (10) в форме Коши.
При определенных условиях для него справедлива формула
x(t) = C(t, α) y(α) +
∫ t
α
C(t, s)∆∗y(s).
(Отношение x∆∗y называется двойственным к отношению x∆y. ) Анало-
гичные результаты получены для сопряженного и союзных уравнений. До-
казаны тождества:
C(s, s) ≡ E, C(t, s)C(s, τ) ≡ C(t, τ),
C(t, τ)− λA
∫ t
τ
C(s, τ) ∆Q(s) ≡ E, C(t, τ)− λA
∫ t
τ
C(t, s) ∆∗Q(s) ≡ E.
6. Актуальные задачи теории функционально-дифференциальных
уравнений. В теории линейных систем обыкновенных дифференциальных
уравнений ẋ(t)−A(t)x(t) = b(t) для матрицы Коши справедливо тождество
C(t, s)C(s, τ) ≡ C(t, τ), (11)
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играющее исключительную роль в теории динамических систем. Аналогич-
ные тождества получены в анонсированных выше главах. Например, для
уравнения (8) справедливо C(t, s) ∗ C(s, τ) ≡ C(t, τ). Другими словами,
в уравнении (8) с «искривленным временем» за счет введения нового «ис-
кривленного» умножения (косого умножения ∗ ) восстановлено тождество
(11), и мы полагаем, что и другие семейства линейных функционально-
дифференциальных уравнений (1) имеют подобные перспективы (оператор
x→ Fx может иметь, вообще говоря, произвольную природу). Считаем ак-
туальной задачей поиск новых косых умножений, ассоциированных с тем
или иным линейным оператором F , в том числе, заданным в терминах при-
соединенных обобщенных функций.
Мы придерживаемся следующей классификации семейств ФДУ. Соглас-
но [3, c. 8] типичными представителями линейных ФДУ являются уравнение
с отклоняющимся аргументом вида (8), интегро-дифференциальное уравне-
ние и уравнение с распределенным запаздыванием с операторами
(Fx)(t) =
∫ b
a
K(t, s)x(s) ds и (Fx)(t) =
∫ t
−∞
[
dsR(t, s)
]
x(s)
соответственно. Например, изучению вопросов устойчивости, осцилляции и
асимптотики решений уравнений с распределенным запаздыванием посвя-
щены работы [10], [41], [75]. Заметное место в теории ФДУ занимает урав-
нение с последействием [3, c. 64]; отметим работы [17], [19], [20], [13], [21],
связанные с управлением уравнениями с последействием.
В рамках тематики уравнений нейтрального типа отметим исследования
обобщенного уравнения пантографа (см., например, [59], [60], [49], [67]).
В работах [34], [51], [80] представлены еще два семейства функционально-
дифференциальных уравнений: сингулярные и стохастические уравнения.
Теория временны́х шкал [43] унифицирует и расширяет теории диффе-
ренциальных (x∆ = ẋ ) и разностных (x∆ = ∆x ) уравнений. В этом ряду
отметим так называемые гибридные уравнения (например, в работе [31] изу-
чается система, в которой одно уравнение разностное, а другое –– ФДУ).
Относительно исследований функционально-дифференциальных уравне-
ний высших порядков ограничимся указанием работ [12], [71], [1], связанных
с обобщением уравнения пантографа .
Исследования функционально-дифференциальных уравнений в частных
производных мы представляем фундаментальными трудами [76], [28].
В последнее десятилетие в зарубежных изданиях появилось внушительное
количество работ, посвященных численному решению ФДУ того или иного
вида (среди методов численного анализа отметим метод коллокаций, сплайн
методы, θ -методы, методы Рунге-Кутты, методы Галеркина и др.). Из оте-
чественных источников отметим современную работу [26].
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ГЛАВА I . ПРЕДСТАВЛЕНИЕ РЕШЕНИЙ
ЛИНЕЙНЫХ ДИФФЕРЕНЦИАЛЬНЫХ УРАВНЕНИЙ
С ЛИНЕЙНЫМ ОТКЛОНЕНИЕМ АРГУМЕНТА
При фиксированном µ ∈ C, |µ | 6 1, изучается линейная система диффе-
ренциальных уравнений с отклоняющимся аргументом
ẋ(t)− Ax(µt) = b(µt), (i.1)
где A — постоянная комплексная n×n -матрица, b : C → Cn — одно-
значная аналитическая в нуле функция. Семейство уравнений (i.1) входит
в семейство векторных уравнений пантографа. Предлагается специальный
алгебраический аппарат для решения как данного уравнения, так и более
общего уравнения (i.2). Точнее, вводится понятие µ -произведения двух ана-
литических в нуле функций f и g , которое обозначается через f ∗ g, и
вместо уравнения (i.1) рассматривается уравнение
ẋ(t)− A(µt) ∗ x(µt) = b(µt), (i.2)
в котором матрица A и вектор b состоят из однозначных аналитических в
нуле функций. Уравнение (i.1) является частным случаем уравнения (i.2).
В двух первых параграфах изучаются алгебраические свойства µ -умноже-
ния, а непосредственному решению уравнения (i.2) посвящен § 3. В частно-
сти, там показано, что алгебраический гомоморфизм
∞∑
k=0
fkt
k →
∞∑
k=0
fk µ
(k2)tk
(обозначим его Hµ ) во многих случаях позволяет свести процедуру реше-
ния системы (i.2) к решению системы обыкновенных дифференциальных
уравнений. Свойства оператора Hµ играют здесь центральную роль: на пер-
вом этапе с помощью обратного оператора мы переводим уравнение (i.2) в
обыкновенное дифференциальное уравнение, решаем его каким-нибудь из-
вестным методом, а затем с помощью самого оператора полученное решение
переводим в решение исходной системы (i.2). Данная процедура примени-
ма только в тех случаях, когда имеется возможность применения обратного
оператора к оператору Hµ. В общем же случае доказана теорема существо-
вания и единственности решения задачи, состоящей из уравнения (i.2) и
начального условия
x(0) = x0. (i.3)
Доказано существование фундаментальной матрицы X(t) порядка n для
однородного уравнения (i.2). При µ 6= 0 решение задачи (i.2), (i.3) предста-
вимо в виде
x(t) = X(t) ∗
{
X−1(0) x0 + µ
−1
∫ µt
0
X−1(s) ∗ b(s) ds
}
, (i.4)
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где X−1(t) — обратная матрица (показано, что X обратима в алгебре, по-
рожденной µ -умножением). Результаты главы опубликованы в [82,102–104].
§ 1 . Алгебра аналитических функций с µ -умножением
Утверждение 1.1. Если µ ∈ C , |µ | 6 1, комплексные степенные ряды
∞∑
k=0
fkt
k и
∞∑
m=0
gmt
m (1.1)
сходятся в области Ω , где 0 ∈ Ω ⊆ C , то в Ω абсолютно сходится ряд
∞∑
n=0
( ∑
k+m=n
fkgm µ
km
)
tn . (1.2)
Утверждение носит элементарный характер, поскольку ряд, составленный
из модулей членов ряда (1.2), мажорируется произведением сходящихся в Ω
рядов:
∞∑
n=0
∣∣∣ ∑
k+m=n
fkgm µ
km tn
∣∣∣ 6 ( ∞∑
k=0
| fktk |
)( ∞∑
m=0
| gmtm |
)
.
Через Q обозначим линейное пространство над полем C , состоящее из
однозначных аналитических в нуле функций комплексного переменного t .
Для функций f, g ∈ Q существует окрестность нуля, в которой каждая из
них разлагается в степенной ряд по степеням t . Пусть это ряды (1.1) соот-
ветственно. Тогда сходящийся ряд (1.2) однозначно определяет некоторую
новую функцию h ∈ Q , которую будем называть µ -произведением функций
f и g и писать
f ∗ g = h или f(t) ∗ g(t) = h(t).
Функции f ∈ Q и их степенные ряды в нуле (ростки аналитических функ-
ций) в дальнейшем будем отождествлять и писать
f ∼
∞∑
k=0
fkt
k или f(t) ∼
∞∑
k=0
fkt
k.
Отметим, что если µ = 1 , то µ -произведение совпадает с обычным произ-
ведением функций. Если f(t) = c = const , g ∈ Q и |µ | 6 1 , то
f(t) ∗ g(t) = f(t) g(t) = c g(t).
Это означает, в частности, что уравнение (i.1) входит в семейство (i.2).
Предложение 1.1. Пространство Q , наделенное операцией µ -умно-
жения функций, образует над полем C коммутативную ассоциативную
алгебру (которую будем обозначать Qµ ) с единицей.
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В силу утверждения 1.1 µ -произведение двух функций не выводит из
Q . Единицей является функция, тождественно равная 1. Для f, g, h ∈ Q
выражения (f ∗ g) ∗ h и f ∗ (g ∗ h) представляют один и тот же ряд
∞∑
n=0
( ∑
k+m+r=n
fkgmhr µ
km+mr+rk
)
tn,
что доказывает ассоциативность µ -умножения. Проверка остальных аксиом
алгебры носит тривиальный характер. 
Для комплексного λ 6= 0 введем в рассмотрение подпространство Qλ ⊆ Q
функций f ∼
∞∑
k=0
fkt
k таких, что ряд
∞∑
k=0
fk λ
−(k2)tk сходится в некоторой
окрестности нуля. Очевидно, если |λ | > 1 , то Qλ = Q .
Лемма 1.1. Пусть µ, λ ∈ C таковы, что λ 6= 0, |µ | 6 |λ | и |µ | 6 1.
Тогда пространство Qλ , наделенное операцией µ -умножения, образует
подалгебру (которую будем обозначать Qλµ ) алгебры Qµ .
Д о к а з а т е л ь с т в о. Если γ ∈ C и f, g ∈ Qλ, то f + g ∈ Qλ и
γf ∈ Qλ . Для того чтобы µ -произведение f ∗ g также принадлежало про-
странству Qλ, необходима сходимость в окрестности нуля формального сте-
пенного ряда
σ =̇
∞∑
n=0
( ∑
k+m=n
fkgm µ
km
)
λ−(
n
2 )tn.
Это действительно так, поскольку справедлива цепочка равенств
σ =
∞∑
n=0
∑
k+m=n
fk λ
−(k2)gm λ
−(m2 )
(
µ
λ
)km
tn =
=
( ∞∑
k=0
fk λ
−(k2)tk
)
∗
( ∞∑
m=0
gm λ
−(m2 )tm
)
,
в правой части которой стоит ν -произведение сходящихся рядов, где ν =̇ µλ .
Теорема 1.1. При 0 < |λ| 6 1, |µ| 6 |λ| алгебры Qλµ и Qµ/λ изоморфны.
Д о к а з а т е л ь с т в о. Определим отображение Hλ : Qµ/λ → Qλµ,
f → fλ, переводящее функцию f ∼
∞∑
k=0
fkt
k из алгебры Qµ/λ в функцию
fλ ∼
∞∑
k=0
fk λ
(k2)tk из алгебры Qλµ , и покажем, что Hλ — алгебраический
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гомоморфизм. Равенства (f + g)λ = fλ + gλ и (γf)λ = γfλ (где γ ∈ C )
тривиальны. Справедлива цепочка равенств
fλ ∗ gλ ∼
( ∞∑
k=0
fk λ
(k2)tk
)
∗
( ∞∑
m=0
gm λ
(m2 )tm
)
=
=
∞∑
n=0
∑
k+m=n
fk λ
(k2)gm λ
(m2 )µkmtn =
=
∞∑
n=0
( ∑
k+m=n
fkgm
(
µ
λ
)km)
λ(
n
2 )tn ∼ (f ∗ g)λ,
в которой слева стоит µ -произведение, а справа — ν -произведение функций
(где ν =̇ µλ ). Таким образом, Hλ — это гомоморфизм алгебр.
Равенство KerHλ = {0} очевидно. Прообразом произвольной функции
g ∈ Qλµ , g ∼
∞∑
k=0
gkt
k , является функция f ∼
∞∑
k=0
gk λ
−(k2)tk (этот ряд
сходится, поскольку g ∈ Qλ ), следовательно, ImHλ = Qλµ и, таким образом,
Hλ — алгебраический изоморфизм.
Следствие 1.1. При 0 < |µ | 6 1 все алгебры Qµµ изоморфны между
собой, а также алгебре Q1 однозначных аналитических в нуле функций с
естественным умножением. При этом алгебраический изоморфизм Hµ :
Q1 → Qµµ является инъективным гомоморфизмом Hµ : Q1 → Qµ .
Введем в рассмотрение линейное пространство P многочленов над C .
Ясно, что P ⊂ Qµ ⊆ Q для всех µ 6= 0 . Следовательно, справедливо
Предложение 1.2. При 0 < |µ | 6 1 пространство многочленов P ,
наделенное операцией µ -умножения, образует подалгебру Pµ алгебры Qµµ .
Следствие 1.2. При 0 < |µ | 6 1 все алгебры Pµ изоморфны между со-
бой и изоморфны алгебре P1 , поэтому в Pµ всякий многочлен разлагается
в µ -произведение линейных множителей.
Пример 1.1. В алгебре Pµ (при µ = 12 ) многочлен f = t
2−28t+96 , име-
ющий очевидные корни t = 4 и t = 24 , представим в виде µ -произведения
f = 2 ( t−6 ) ∗ ( t−8 ) . Таким образом, несмотря на то, что значения t = 6
и t = 8 являются корнями µ -сомножителей, они тем не менее не являются
корнями µ -произведения («не передаются по наследству»).
Элементарными функциями алгебры Qµ будем называть образы элемен-
тарных функций комплексного анализа при инъективном гомоморфизме
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Hµ : Q1 → Qµ . Напомним: при µ 6= 0 имеет место равенство ImHµ = Qµµ ,
поэтому все элементарные функции алгебры Qµ содержатся в Qµµ .
Функцию tkµ =̇µ(
k
2) tk , k = 0, 1, . . . , назовем степенной функцией, а
целые функции expµ t =̇
∞∑
k=0
µ(
k
2) t
k
k!
,
cosµ t =̇
∞∑
k=0
(−1)kµ(
2k
2 ) t
2k
(2k)!
, sinµ t =̇
∞∑
k=0
(−1)kµ(
2k+1
2 ) t
2k+1
(2k+1)!
назовем соответственно экспонентой, косинусом и синусом алгебры Qµ .
Перечисленные функции встречаются в работе [8] при изучении дифферен-
циального уравнения x(n)(t) =
n∑
k=1
ak x
(n−k)(µkt) с постоянными коэффици-
ентами ak (то есть обобщенного уравнения пантографа). Равенства
d
dt expµ t = expµ µt,
d
dt cosµ t = − sinµ µt,
d
dt sinµ t = cosµ µt
носят элементарный характер (см. также пример 2.2). Таким образом, функ-
ция expµ t является решением уравнения пантографа ẋ(t) = x(µt), а функ-
ции cosµ t, sinµ t — это решения уравнения пантографа ẍ(t) + µx(µ2t) = 0.
В работе [69] отмечается, что при µ ∈ (0, 1) и t ∈ R все нули функции
expµ(−t) вещественны, положительны и различны (0 < t0 < t1 < t2 < . . . ),
для всех n > 0 справедливо неравенство tn+1 > µ−1 tn и существует n0
такое, что tn+1 6 µ−2 tn+1 для всех n > n0. В [66] доказаны равенства
tn+1
tn
= 1µ
(
1 + 1n+1
)
+ o(n−2), ∃ γ > 0 : tn = µ−n n
(
γ + o(1)
)
,
а в статье [81] доказано равенство tn = µ1−n n
(
1+σ(µ)n−2 +o(n−2)
)
, n ∈ N,
где σ(µ) =̇
∞∑
k=1
σkµ
k — производящая функция, в которой σk — это сумма
всех положительных делителей числа k.
Формулы
tkµ ∗ tmµ = tk+mµ ,
expµ αt ∗ expµ βt = expµ(α+β) t, α, β ∈ C,
expµ it = cosµ t+ i sinµ t, t ∈ R,
являются «образами» известных формул комплексного анализа при гомо-
морфизме Hµ . Подобным же образом получаем все «тригонометрические»
тождества в Qµ , например,
cosµ t ∗ cosµ t+ sinµ t ∗ sinµ t = 1,
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sinµ 2t = 2 sinµ t ∗ cosµ t,
cosµ 2t = cosµ t ∗ cosµ t− sinµ t ∗ sinµ t.
Первая формула отнюдь не означает, что при t, µ ∈ R функции cosµ t и
sinµ t ограничены (например, при µ = −1 имеем равенства cos−1 t = ch t ,
sin−1 t = sh t — гиперболические функции).
§ 2 . Алгебра формальных степенных рядов с µ -умножением,
ее обратимые элементы и обратимые элементы подалгебр
Для комплексных формальных степенных рядов
α =̇
∞∑
k=0
αkt
k, (2.1)
β =̇
∞∑
m=0
βmt
m (2.2)
и для любого µ ∈ C составим ряд γ =̇
∞∑
n=0
( ∑
k+m=n
αkβm µ
km
)
tn , который
естественно назвать µ -произведением рядов (2.1) и (2.2) и писать α∗β = γ .
Пространство R формальных степенных рядов с операцией µ -умножения
образует над полем C коммутативную ассоциативную алгебру Rµ с едини-
цей, причем при 0 < |µ | 6 1 имеют место включения Pµ ⊂ Qµµ ⊆ Qµ ⊂ Rµ .
Лемма 2.1. Пусть ряды (2.1) и (2.2) таковы, что α0 6= 0 , β0 = α−10 ,
βm = α
−1
0
∑
p1+...+pk=m
(−α0)−k
( k∏
i=1
αpi
)
µ(m
2−p21−...−p2k)/2, m ∈ N ,
где суммирование ведется по всем упорядоченным наборам (p1, . . . , pk) на-
туральных чисел таких, что p1 + . . .+ pk = m . Тогда α ∗ β = 1 .
Д о к а з а т е л ь с т в о. Введем обозначение
σn =̇
n∑
m=0
αn−mβm µ
m(n−m), n = 0, 1, . . . ,
и докажем, что σn = δn0 . Очевидно, σ0 = 1 и σ1 = 0 . Пусть n > 2 . Тогда
σn = αnβ0 +
+
n∑
m=1
αn−m
{
α−10
∑
p1+...+pk=m
(−α0)−k
( k∏
i=1
αpi
)
µ(m
2−p21−...−p2k)/2
}
µm(n−m) =
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= α−10
{
αn +
n∑
m=1
αn−m
∑
p1+...+pk=m
(−α0)−k
( k∏
i=1
αpi
)
µ(n
2−p21−...−p2k−(n−m)2)/2
}
.
Выделив отдельно слагаемое при m = n , получим
α0 σn = αn + σ
′ + α0
∑
p1+...+pk=n
(−α0)−k
( k∏
i=1
αpi
)
µ(n
2−p21−...−p2k)/2, (2.3)
где через σ′ обозначена сумма
n−1∑
m=1
αn−m
∑
p1+...+pk=m
(−α0)−k
( k∏
i=1
αpi
)
µ(n
2−p21−...−p2k−(n−m)2)/2.
Заменив в σ′ переменную суммирования m на r = n−m , получим
σ′ =
n−1∑
r=1
∑
p1+...+pk=n−r
(−α0)−k
(
αr
k∏
i=1
αpi
)
µ(n
2−r2−p21−...−p2k)/2.
Переходя от повторного суммирования к суммированию по всем переменным
одновременно, приходим к формуле
σ′ = −αn +
∑
r+p1+...+pk=n
(−α0)−k
(
αr
k∏
i=1
αpi
)
µ(n
2−r2−p21−...−p2k)/2.
Наконец, введя обозначения m = k+1 , q1 = r , q2 = p1, . . . , qk+1 = pk ,
получим равенство
σ′ = −αn +
∑
q1+...+qm=n
(−α0)−m+1
( m∏
i=1
αqi
)
µ(n
2−q21−...−q2m)/2,
подставив которое в (2.3), имеем α0 σn = 0 . 
Итак, при α0 6= 0 ряд (2.1) обратим в Rµ , и обратным является ряд
α−10
{
1 +
∞∑
m=1
∑
p1+...+pk=m
(−α0)−k
( k∏
i=1
αpi
)
µ(m
2−p21−...−p2k)/2 tm
}
. (2.4)
Очевидно, если ряд (2.1) обратим, то α0 6= 0 . Поэтому справедлива
Лемма 2.2. Формальный степенной ряд (2.1) обратим в алгебре Rµ то-
гда и только тогда, когда α0 6= 0 .
Замечание 2.1. При µ = 1 , то есть в случае обычного умножения,
утверждение леммы хорошо известно. Более того, в этом случае из сходи-
мости ряда (2.1) в некоторой окрестности нуля и условия α0 6= 0 следует
сходимость обратного ряда (2.4) в окрестности нуля.
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Пусть теперь |µ | 6 1 , и рассмотрим вопрос об обратимости функций в
алгебре Qµ . Обратную функцию будем обозначать f−1 .
Теорема 2.1. Пусть |µ | 6 1. Функция f обратима в алгебре Qµ то-
гда и только тогда, когда f(0) 6= 0 .
Д о к а з а т е л ь с т в о. Необходимость утверждения очевидна.
Достаточность. Для функции f ∼
∞∑
k=0
fkt
k имеем f0 = f(0) 6= 0 , следова-
тельно, сходящийся ряд | f0| −
∞∑
k=1
| fk| tk имеет в алгебре Rµ обратный ряд
| f0 |−1
{
1 +
∞∑
m=1
∑
p1+...+pk=m
| f0 |−k
( k∏
i=1
| fpi |
)
µ(m
2−p21−...−p2k)/2 tm
}
(см. (2.4)). В силу замечания 2.1 этот ряд при µ = 1 сходится в некоторой
окрестности Ω нуля, причем сходится абсолютно, следовательно, ряд
f−10
{
1 +
∞∑
m=1
∑
p1+...+pk=m
(−f0)−k
( k∏
i=1
fpi
)
µ(m
2−p21−...−p2k)/2 tm
}
(2.5)
абсолютно сходится в Ω . Таким образом, ряд (2.5), обратный в алгебре Rµ
к ряду
∞∑
k=0
fkt
k ∼ f , сам принадлежит Qµ , как только f ∈ Qµ .
Пример 2.1. Функции expµ αt и expµ(−αt), α ∈ C, взаимно обратны в
Qµ. Взаимно обратными являются функции f = 1− t и f−1 ∼
∞∑
m=0
µ(
m
2 )tm.
Лемма 2.3. В алгебре Qµ справедливы формулы
(f(t) ∗ g(t))′ = f ′(t) ∗ g(µt) + f(µt) ∗ g′(t) , (2.6)
(g−1(t))′ = −g′(t) ∗ g−1(µt) ∗ g−1(µt), g(0) 6= 0 . (2.7)
Д о к а з а т е л ь с т в о. Через σ1 и σ2 обозначим левую и правую части
равенства (2.6) соответственно. Тогда
σ1 = (f(t) ∗ g(t))′ ∼
( ∞∑
k=0
fkt
k ∗
∞∑
m=0
gmt
m
)′
=
=
( ∞∑
n=0
∑
k+m=n
fkgm µ
km tn
)′
=
∞∑
n=0
(n+1)
( ∑
k+m=n+1
fkgm µ
km
)
tn,
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σ2 = f
′(t) ∗ g(µt) + f(µt) ∗ g′(t) ∼
∼
∞∑
r=0
(r+1) fr+1 t
r ∗
∞∑
m=0
gm µ
mtm +
∞∑
k=0
fk µ
ktk ∗
∞∑
s=0
(s+1) gs+1t
s =
=
∞∑
n=0
( ∑
r+m=n
(r+1) fr+1gm µ
(r+1)m +
∑
k+s=n
(s+1) fkgs+1 µ
(s+1)k
)
tn.
Введя в первой внутренней сумме вместо r переменную k = r + 1 , а во
второй — вместо s переменную m = s+ 1 , получим
σ2 =
∞∑
n=0
( ∑
k+m=n+1
kfkgm µ
km +
∑
k+m=n+1
mfkgm µ
km
)
tn,
поэтому σ1 = σ2 . Для доказательства формулы (2.7) достаточно продиффе-
ренцировать тождество g(t) ∗ g−1(t) = 1 , применяя формулу (2.6).
Лемма 2.4. Пусть f, g ∈ Q. Если f ′(t) = g(t) , то (fµ(t))′ = gµ(µt).
Д о к а з а т е л ь с т в о. Коэффициенты функций f и g связаны соот-
ношением (k+1) fk+1 = gk , k = 0, 1, . . . , следовательно,
(fµ(t))
′ ∼
∞∑
k=0
(k+1) fk+1 µ
(k+12 )tk =
∞∑
k=0
gk µ
(k2)(µt)k ∼ gµ(µt).
Другими словами, справедливо равенство
µ
d
dt
fµ(t) =
( d
dt
f(µt)
)
µ
. (2.8)
Пример 2.2. Справедливы равенства: а) ddt t
n
µ = n (µt)
n−1
µ при n ∈ N ;
б) ddt expµ t = expµ µt ; в)
d
dt cosµ t = − sinµ µt ; г)
d
dt sinµ t = cosµ µt .
Отметим, что функции алгебры Qµ можно интегрировать обычным об-
разом, однако при µ ∈ R определенный интеграл от µ -произведения веще-
ственной функции вещественной переменной на себя может оказаться отри-
цательным, например, при µ = 12 справедливо соотношение∫ 1
0
(
t− 34
)
∗
(
t− 34
)
dt = − 148 < 0.
§ 3 . Представление решений линейных дифференциальных
уравнений с линейным отклонением аргумента в терминах
алгебры аналитических функций с µ -умножением
Зафиксируем µ ∈ C , 0 < |µ | 6 1 , и рассмотрим уравнение (i.2), в ко-
тором Aij, bi ∈ Q для всех i, j , а операция ∗ — это µ -умножение.
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3.1. Случай редукции уравнения к линейному обыкновенно-
му дифференциальному уравнению. В настоящем пункте мы пред-
полагаем, что все компоненты Aij и bi принадлежат алгебре Qµµ . Через
a(t) и β(t) обозначим прообразы функций A(t) и b(t) при изоморфизме
Hµ : Q1 → Qµµ , то есть
aijµ (t) = A
ij(t), βiµ = b
i(t), i, j ∈ N =̇ { 1, . . . , n} , (3.1)
и составим уравнение ẋ(t)− a(t)x(t) = β(t).
Теорема 3.1. Пусть функция x = x(t) — это решение задачи, состоя-
щей из обыкновенного дифференциального уравнения ẋ(t)− a(t)x(t) = β(t)
и начального условия (i.3), тогда функция xµ = (Hµx)(t) является реше-
нием задачи (i.2), (i.3).
Д о к а з а т е л ь с т в о. Поскольку все функции aij, βi, xi принад-
лежат алгебре Q1 и ẋ(t) − a(t)x(t) = β(t), то образы этих функций
при изоморфизме Hµ связаны аналогично, то есть имеет место равенство
(ẋ(t))µ − aµ(t) ∗ xµ(t) = βµ(t). Сделав замену переменной t = µτ, получим
µ−1
( d
dτ
x(µτ)
)
µ
− aµ(µτ) ∗ xµ(µτ) = βµ(µτ) ,
поэтому в силу равенств (2.8), (3.1) справедливо равенство
d
dτ
xµ(τ)− A(µτ) ∗ xµ(µτ) = b(µτ).
Доказательство завершает замечание, что xµ(0) = x(0) = x0 . 
Итак, теорема 3.1 дает регулярный метод построения решения задачи (i.2),
(i.3) при Aij, bi ∈ Qµ . Он эффективен, например, в тех случаях, когда A
и b состоят из многочленов, в частности, если A — постоянная матрица, а
bi — многочлены. Единственность решения доказана ниже в теореме 3.2.
Пример 3.1. 1) Функции
x1(t) = expµ t ∗ cosµ t,
x2(t) = expµ t ∗ sinµ t
являются решением задачи (i.2), (i.3), в которой 0 6= |µ | 6 1 и
A =
(
1 −1
1 1
)
, b =
(
0
0
)
, x0 =
(
1
0
)
.
2) Функции
x1(t) = expµ 3t ∗ cosµ 2t− expµ 3t ∗ sinµ 2t,
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x2(t) = expµ 3t ∗ cosµ 2t+ 3 expµ 3t ∗ sinµ 2t
являются решением задачи (i.2), (i.3), в которой 0 6= |µ | 6 1 и
A =
(
2 −1
5 4
)
, b =
(
0
0
)
, x0 =
(
1
1
)
.
3) Функции
x1(t) = (t2 + t+ 1)µ ∗ expµ 2t,
x2(t) = (2t2 + 1)µ ∗ expµ 2t,
x3(t) = (t2 − t+ 2)µ ∗ expµ 2t
являются решением задачи (i.2), (i.3), в которой 0 6= |µ | 6 1 и
A =
 4 −1 03 1 −1
1 0 1
 , b =
 00
0
 , x0 =
 11
2
 .
4) Для уравнения ẋ(t) − x(µt) = µ3t2 имеем A(t) ≡ 1 , b(t) = µt2 . Про-
образы этих функций существуют: a(t) ≡ 1 , β(t) = t2 . Общее решение
уравнения ẋ − x = t2 (являющегося уравнением-прообразом) имеет вид
x = Ce t − (t2 + 2t+ 2) , следовательно, общее решение исходного уравнения
представимо в виде x(t) = C expµ t− (t2 + 2t+ 2)µ . Другими словами,
x(t) = C expµ t− µt2 − 2t− 2.
5) К виду (i.2) сводится уравнение ẋ(t)−A tp x(µt) = b(t) , в котором A —
постоянная n×n -матрица, bi ∈ Q, p ∈ N, 0 < |µ | 6 1 . Точнее, пусть λ
таково, что λp+1 = µ , тогда легко показать, что tp x(µt) = tp ∗ x(λt) , где
∗ — это λ -умножение. Следовательно, исходное уравнение принимает вид
(i.2): ẋ(t)− A tp ∗ x(λt) = β(λt) , где β(λt) = b(t) .
Приведенные примеры демонстрируют определенную регулярность мето-
да: решив исходную задачу при µ = 1 , мы отображаем ее решение посред-
ством гомоморфизма Hµ, получая решение задачи (i.2), (i.3).
3.2. Представление решений в общем случае. Перейдем к исследо-
ванию общей ситуации, то есть к ситуации, когда прообразы для A(·) или
для b(·) могут отсутствовать. Зафиксируем r > 0 и через Q(r) обозначим
банахово пространство (изоморфное `1 ), состоящее из тех функций f ∈ Q ,
у которых соответствующие ряды
∞∑
k=0
fkt
k сходятся в круге | t | 6 r . Норма
в Q(r) определяется равенством
‖f‖r =̇
∞∑
k=0
| fk| rk.
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Через Qn(r) и Qnm(r) обозначим банаховы пространства векторов x(·) дли-
ны n и матриц A(·) строения n×m соответственно с элементами из Q(r)
и нормами
‖x‖r =̇
n∑
i=1
‖xi‖r и ‖A‖r =̇
n∑
i=1
m∑
j=1
‖Aij‖r.
Утверждение 3.1. Если |µ | 6 1 , A ∈ Qnn(r) , x ∈ Qn(r) , то
A ∗ x ∈ Qn(r) и ‖A ∗ x‖r 6 ‖A‖r · ‖x‖r.
Утверждение носит очевидный характер, так как включения f, g ∈ Q(r)
влекут включение f ∗ g ∈ Q(r) и ‖f ∗ g‖r 6 ‖f‖r · ‖g‖r .
Утверждение 3.2. Пусть |µ| 6 1 , x ∈ Qn(r) и y(t) =̇
∫ µt
0
x(τ) dτ . Тогда
y ∈ Qn(r) и ‖y‖r 6 |µ | · r · ‖x‖r.
Если xi ∼
∞∑
k=0
xikt
k — компонента вектора x , то для компоненты yi
‖yi‖r =
∞∑
k=0
|xik|
1
k+1
|µ |k+1 rk+1 6 |µ | · r ·
∞∑
k=0
|xik| rk = |µ | · r · ‖xi‖r.
Утверждение 3.3. Для n×n -матрицы A и вектора b длины n с эле-
ментами из Q и для любого q > 0 существует r > 0 такое, что
A ∈ Qnn(r), b ∈ Qn(r) и ‖A‖r 6 q/r.
Д о к а з а т е л ь с т в о. Существует % > 0 такое, что для всех i, j ∈ N
ряды
∞∑
k=0
Aijk t
k ∼ Aij и
∞∑
k=0
bikt
k ∼ bi сходятся в круге | t | < % . Следователь-
но, для любого r ∈ (0, %) имеем A ∈ Qnn(r) и b ∈ Qn(r) . Кроме того, норма
‖A‖r (как функция r ) возрастает на интервале (0, %) , а функция q/r убы-
вает. Следовательно, для малых r справедливо неравенство ‖A‖r 6 q/r .
Теорема 3.2. Задача (i.2), (i.3), в которой |µ | 6 1 и все компоненты
матрицы A порядка n и вектора b длины n принадлежат Q , имеет в
Q единственное решение.
Д о к а з а т е л ь с т в о. При µ = 0 утверждение очевидно. Пусть µ 6= 0
и рассмотрим интегральное уравнение
x(t) = x0 + µ
−1
∫ µt
0
(
A(τ) ∗ x(τ) + b(τ)
)
dτ,
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которое, очевидно, эквивалентно задаче (i.2), (i.3). Зафиксируем q ∈ (0, 1) .
В силу утверждения 3.3 существует r > 0 такое, что A ∈ Qnn(r) , b ∈ Qn(r)
и ‖A‖r 6 q/r . Зафиксируем это r и введем в рассмотрение отображение
A , действующее на прямом произведении Qn = Q× . . .×Q по правилу
(Ax)(t) = x0 + µ−1
∫ µt
0
(A(τ) ∗ x(τ) + b(τ)) dτ.
Согласно утверждению 3.2 включение x ∈ Qn(r) влечет Ax ∈ Qn(r) , при-
чем если x, y ∈ Qn(r) , то справедлива цепочка соотношений
‖Ax−Ay‖r =
∥∥∥µ−1 ∫ µt
0
A(τ) ∗ (x(τ)− y(τ)) dτ
∥∥∥
r
6
6 r · ‖A ∗ (x−y)‖r 6 r · ‖A‖r · ‖x− y‖r 6 q · ‖x− y‖r. (3.2)
Таким образом, поскольку q < 1 , то A — сжимающее отображение банахова
пространства Qn(r) в себя. Следовательно, в Qn(r) существует единствен-
ная функция ϕ такая, что ϕ = Aϕ . Существование решения задачи (i.2),
(i.3) доказано.
Единственность. Предположим, что кроме ϕ существует другая анали-
тическая в нуле функция ψ 6= ϕ , такая, что ψ = Aψ . Существует % > 0
такое, что ψ ∈ Qn(%) . Понятно, что % < r . Действительно, если бы % > r , то
ψ ∈ Qn(r) , что противоречит единственности решения уравнения x = Ax
в пространстве Qn(r) .
Поскольку % < r , то включения ϕ, b ∈ Qn(r) и A ∈ Qnn(r) влекут вклю-
чения ϕ, b ∈ Qn(%) и A ∈ Qnn(%) . Кроме того, % · ‖A‖% < r · ‖A‖r 6 q .
Наконец, отображение A переводит функции из Qn(%) в Qn(%) . Следова-
тельно, повторив выкладки (3.2), получим
‖ϕ− ψ‖% = ‖Aϕ−Aψ‖% 6 % · ‖A‖% · ‖ϕ− ψ‖% < q · ‖ϕ− ψ‖%,
что противоречит условию q < 1 . 
Далее исследуем однородное уравнение (i.2), то есть уравнение
ẋ(t) = A(µt) ∗ x(µt), (3.3)
в котором |µ | 6 1 и Aij ∈ Q , i, j ∈ N .
Утверждение 3.4. Пусть функции x1(t),. . . , xm(t) являются решени-
ями уравнения (3.3). Они линейно независимы тогда и только тогда, когда
линейно независимы векторы x1(0), . . . , xm(0) .
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Необходимость. Предположим противное, то есть существуют константы
c1, . . . , cm , одновременно не равные нулю и такие, что
m∑
j=1
cjx
j(0) = 0 . Оче-
видно, линейная комбинация x(t) =
m∑
j=1
cjx
j(t) является решением уравне-
ния (3.3), причем x(0) = 0 , следовательно, в силу теоремы 3.2 справедливо
x(t) ≡ 0 . Противоречие. Обратное утверждение тривиально. 
Фундаментальной системой решений уравнения (3.3) назовем линейно
независимую систему функций x1(t), . . . , xn(t) , состоящую ровно из n его
решений.
Утверждение 3.5. Фундаментальная система решений однородного
уравнения (3.3) существует.
Д о к а з а т е л ь с т в о. Зафиксируем n линейно независимых векторов
x10, . . . , x
n
0 и для каждого j ∈ N рассмотрим задачу, состоящую из уравне-
ния (3.3) и начального условия x(0) = xj0 . Пусть xj(t) — решения этих
задач, причем xj(0) = xj0 , следовательно, векторы x1(0), . . . , xn(0) линейно
независимы. Остается воспользоваться утверждением 3.4.
Утверждение 3.6. Пусть x1(t), . . . , xn(t) — фундаментальная систе-
ма решений уравнения (3.3), а x(t) — произвольное решение этого уравне-
ния. Тогда существуют постоянные c1,. . . , cn такие, что x(t) =
n∑
j=1
cjx
j(t).
Д о к а з а т е л ь с т в о. Векторы x1(0), . . . , xn(0) образуют базис про-
странства Cn . Разложим вектор x(0) по этому базису: x(0) =
n∑
j=1
cjx
j(0) .
Таким образом, две функции
n∑
j=1
cjx
j(t) и x(t) являются решением уравне-
ния (3.3) с общим начальным условием, следовательно, они равны. 
Зафиксируем фундаментальную систему решений x1(t), ..., xn(t) уравне-
ния (3.3) и составим матрицу X(t) =
(
xij(t)
)
порядка n , где через xij(t)
обозначена i -ая компонента вектора xj(t) . Будем называть X(t) фундамен-
тальной матрицей уравнения (3.3). Далее, введем в рассмотрение функцию
W µ(t) =̇
∑
π∈Sn
(−1)inv(π) x1,π(1)(t) ∗ . . . ∗ xn,π(n)(t),
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где суммирование ведется по всем подстановкам π из симметрической груп-
пы Sn , а inv (π) — это число инверсий в π . Очевидно, W µ(t) — определи-
тель фундаментальной матрицы X(t) в алгебре Qµ . Кроме того, справед-
ливо W µ(0) = W 1(0) , где W 1(t) — обычный определитель матрицы X(t) .
Лемма 3.1. Пусть x1(t), . . . , xn(t) — решения уравнения (3.3). Они об-
разуют фундаментальную систему решений этого уравнения тогда и
только тогда, когда определитель W µ(t) обратим в алгебре Qµ .
Действительно, в силу утверждения 3.4 функции x1(t), . . . , xn(t) образу-
ют фундаментальную систему решений тогда и только тогда, когда линейно
независимы векторы x1(0), . . . , xn(0), что равносильно условию W 1(0) 6= 0 ,
которое, в свою очередь, эквивалентно условию W µ(0) 6= 0 . Доказательство
завершает ссылка на теорему 2.1. 
Вернемся к неоднородной задаче (i.2), (i.3) при µ 6= 0 . Очевидно, если
функция x0(t) является решением (i.2), то всякое другое решение x(t) этого
уравнения представимо в виде x(t) = x0(t)+X(t)C , где X(t) — фундамен-
тальная матрица однородного уравнения (3.3), а C — вектор констант.
Будем искать решение x0(t) в виде x0(t) = X(t) ∗ C(t) с неизвестным
вектором C(t) . Подставляя x0(t) в (i.2), получим
Ẋ(t) ∗ C(µt) +X(µt) ∗ Ċ(t)− A(µt) ∗X(µt) ∗ C(µt) = b(µt).
Поскольку Ẋ(t) = A(µt) ∗ X(µt) , то X(µt) ∗ Ċ(t) = b(µt) . Согласно лем-
ме 3.1 определитель матрицы X(µt) в алгебре Qµ , равный W µ(µt) , обратим
в Qµ , следовательно, существует матрица X−1(µt) и
C(t) =
∫ t
0
X−1(µτ) ∗ b(µτ) dτ = µ−1
∫ µt
0
X−1(s) ∗ b(s) ds.
Таким образом, поскольку X(t)C = X(t) ∗ C , то
x(t) = X(t) ∗
{
C + µ−1
∫ µt
0
X−1(s) ∗ b(s) ds
}
,
и мы окончательно получаем решение задачи (i.2), (i.3) в виде
x(t) = X(t) ∗
{
X−1(0) x0 + µ
−1
∫ µt
0
X−1(s) ∗ b(s) ds
}
. (i.4)
Замечание 3.1. К уравнению (i.1) заменой t = τ + γ1−µ сводится урав-
нение ẋ(t) = Ax(µt + γ) + b(t) , где γ, µ ∈ C , |µ | 6 1 , µ 6= 1 , а b —
аналитическая в точке γ1−µ вектор-функция.
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ГЛАВА II . ПРЕДСТАВЛЕНИЕ РЕШЕНИЙ
ЛИНЕЙНЫХ ДИФФЕРЕНЦИАЛЬНЫХ УРАВНЕНИЙ
СО СТЕПЕННЫМ ОТКЛОНЕНИЕМ АРГУМЕНТА
В работе [83] при t, µ, a, w∈C , q∈N изучается скалярное функционально-
дифференциальное уравнение
ẋ(t)− a x(µtq) = b(t), (ii.1)
где b — формальный степенной ряд с коэффициентами из C . Решение x
также ищется в пространстве формальных степенных рядов. Уравнение (ii.1)
имеет отклонение аргумента F (t) = µtq , и мы называем его степенным от-
клонением. Для представления решений уравнения (ii.1) применяются спе-
циальные алгебраические построения: для p =̇ q−1 вводится понятие ассо-
циативного (µ, p) -произведения двух формальных степенных рядов f и g ,
которое обозначается через f ∗ g . Доказано, что ряд
x(t) =̇C(t, 0)w +
∫ t
0
∂
∂s
(
C(t, τ) ∗
∫ s
0
b(ξ) dξ
)∣∣∣
s=τ
dτ (ii.2)
является единственным решением задачи, состоящей из уравнения (ii.1) и на-
чального условия x(0) = w . Через C(t, τ) обозначен формальный степенной
ряд, являющийся аналогом функции Коши обыкновенного дифференциаль-
ного уравнения. Другими словами, если X(·) — нетривиальное решение од-
нородного уравнения (ii.1), а X−1(·) — обратный в смысле (µ, p) -умножения
ряд, то C(t, τ) =̇X(t) ∗X−1(τ) . Для C(t, τ) имеет место явная формула
C(t, τ) =
∞∑
n=0
[ ∑
k+m=n
(−1)m q(
m
2 ) a
n
Gk(q)Gm(q)
µ`n(q) tdk(q) τ dn(q)−dk(q)
]
, (ii.3)
где dn(q), `n(q), Gn(q) — некоторые целочисленные последовательности.
§ 4 . Алгебра формальных кратных степенных рядов
с косым умножением
Для мультииндекса α =̇ (α1, . . . , αr) с целочисленными неотрицательны-
ми составляющими αi и вектора t =̇ (t1, . . . , tr) ∈ C r используем обозна-
чения |α | =̇α1 + · · · + αr и tα =̇ tα11 · · · tαrr . Через R[t1, . . . , tr] обозначим
линейное пространство над полем C , состоящее из формальных кратных
степенных рядов
∑
α
fαt
α , трактуемых следующим образом:
∑
α
fαt
α =̇
∞∑
k=0
[ ∑
|α|=k
fαt
α
]
=
∞∑
k=0
[ ∑
α1+...+αr=k
fα1,...,αr t
α1
1 · · · tαrr
]
. (4.1)
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Внутреннее суммирование конечно и осуществляется по всем мультииндек-
сам α = (α1, . . . , αr) таким, что |α | = k . Числа fα = fα1,...,αr ∈ C занумеро-
ваны r индексами α1, . . . , αr , каждый из которых независимо от остальных
пробегает множество целых неотрицательных чисел. Таким образом, за счет
группировки слагаемых в (4.1) в конечные группы по принципу одинаковой
суммарной степени у слагаемых мы превращаем кратный ряд
∑
α
fαt
α в
простой ряд, и в дальнейшем выражение
∑
α
fαt
α используется лишь для
обозначения правой части формулы (4.1). Более того, можно отождествлять
это выражение с последовательностью
{ ∑
|α|=k
fαt
α
}∞
k=0
.
Зафиксируем µ ∈ C , целое p > 0 и определим в R[t1, . . . , tr] косое умно-
жение ∗ , исходя из следующего правила умножения одночленов:
tα ∗ tβ =̇µ|α| |β| tα+β (1+p |α|), (4.2)
где мультииндекс α + β (1 + p |α|) состоит из компонент αi + βi (1 + p |α|) .
Называя операцию ∗ (µ, p) -умножением, распространим ее на ряды:∑
α
fαt
α ∗
∑
β
gβt
β =̇
∞∑
n=0
[ ∑
|α|+|β|+p |α| |β|=n
fα gβ µ
|α| |β| tα+β (1+p |α|)
]
, (4.3)
где внутреннее суммирование конечно и ведется по всем таким упорядочен-
ным парам (α, β) мультииндексов, что |α |+| β |+p |α | | β | = n . Обозначив
ряды в (4.3) через f, g и h соответственно, пишем
f(t1, . . . , tr) ∗ g(t1, . . . , tr) = h(t1, . . . , tr), f(t) ∗ g(t) = h(t) или f ∗ g = h.
В терминах последовательностей (µ, p) -умножение означает, что упорядо-
ченной паре последовательностей
{ ∑
|α|=k
fαt
α
}∞
k=0
и
{ ∑
|β|=m
gβt
β
}∞
m=0
ста-
вится в соответствие третья последовательность{ ∑
|α|+|β|+p |α| |β|=n
fα gβ µ
|α| |β| tα+β (1+p |α|)
}∞
n=0
.
Отметим некоторые частные случаи определений (4.2) и (4.3). При r = 1
имеем tα ∗ tβ = µαβ tα+β+pαβ . Если к тому же p = 0 , то получим µ -ум-
ножение из главы 1: tα ∗ tβ = µαβ tα+β . Если еще и µ = 1 , то имеем обычное
умножение рядов. Умножение ∗ в пространстве R[t] (то есть при r = 1 )
может быть записано в более привычном виде
∞∑
k=0
fkt
k ∗
∞∑
m=0
gmt
m =
∞∑
n=0
[ ∑
k+m+pkm=n
fk gm µ
km
]
tn, (4.4)
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а при p 6= 0 справедлива запись
∞∑
k=0
fkt
k ∗
∞∑
m=0
gmt
m =
∞∑
n=0
[ ∑
(1+pk) (1+pm) = 1+pn
fk gm µ
km
]
tn.
Внутреннее суммирование в формулах ведется по всем упорядоченным па-
рам (k,m) целых неотрицательных чисел таких, что k + m + pkm = n
или (1 + pk) (1 + pm) = 1 + pn соответственно. Отметим, что для любо-
го n множество таких пар не пусто, например, пары (0, n) и (n, 0) всегда
удовлетворяют этим условиям. В частности, при n = 0 внутренняя сумма
состоит всего из одного слагаемого, соответствующего паре (0, 0) .
При r = 2 в пространстве R[t, τ ] (µ, p) -произведение двух рядов, каж-
дый из которых зависит только от одной переменной, имеет вид
∞∑
k=0
fkt
k ∗
∞∑
m=0
gmτ
m =
∞∑
n=0
[ ∑
k+m+pkm=n
fk gm µ
km tk τm (1+pk)
]
. (4.5)
Любопытно выглядит формула (4.3) при µ = 0 :
f(t1, . . . , tr) ∗ g(t1, . . . , tr) =
= f(0, . . . , 0) g(t1, . . . , tr) + f(t1, . . . , tr) g(0, . . . , 0)− f(0, . . . , 0) g(0, . . . , 0).
Числа f(0, . . . , 0) и g(0, . . . , 0) — это свободные члены рядов f и g соот-
ветственно. Если f(t1, . . . , tr) ≡ c = const (то есть все коэффициенты ряда
f , кроме, может быть, свободного, равны 0), то
f(t1, . . . , tr) ∗ g(t1, . . . , tr) = f(t1, . . . , tr) g(t1, . . . , tr) = c g(t1, . . . , tr)
для всех g ∈ R[t1, . . . , tr] , µ ∈ C и целых p > 0 . В частности, при c = 1
имеем ряд f(t1, . . . , tr) ≡ 1 , играющий роль левой единицы относительно
(µ, p) -умножения (он же является и правой единицей).
Предложение 4.1. Пространство R[t1, . . . , tr], наделенное операцией
(µ, p)-умножения, образует над полем C ассоциативную алгебру (кото-
рую будем обозначать Rµ,p[t1, . . . , tr] ) с единицей .
Д о к а з а т е л ь с т в о. В силу (4.3) (µ, p) -произведение двух рядов не
выводит из R[t1, . . . , tr] . Роль левой и правой единицы выполняет ряд, тож-
дественно равный 1. Легко проверить, что (µ, p) -произведения одночленов(
tα ∗ tβ
)
∗ tγ и tα ∗
(
tβ ∗ tγ
)
равны одному и тому же выражению µ` tδ , где
` =̇ |α| |β|+ |β| |γ|+ |γ| |α|+ p |α| |β| |γ|,
δ =̇α+ β (1 + p |α|) + γ (1 + p |α|) (1 + p |β|),
что доказывает ассоциативность (µ, p) -умножения. Проверка остальных ак-
сиом алгебры (кроме коммутативности) тривиальна.
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Замечание 4.1. Алгебра Rµ,p[t1, . . . , tr] коммутативна при r = 1 , а при
r > 1 коммутативность имеет место только для p = 0 .
Замечание 4.2. Наряду с формулами (4.4) и (4.5) отметим еще од-
но соотношение. В силу ассоциативности (µ, p) -умножения в пространстве
R[t, τ, s] справедливо равенство
∞∑
k=0
fkt
k ∗
∞∑
m=0
gmτ
m ∗
∞∑
j=0
hjs
j =
=
∞∑
n=0
[ ∑
(k,m,j)∈Dn
fk gm hj µ
km+mj+jk+pkmj tk τm (1+pk) s j (1+pk) (1+pm)
]
, (4.6)
где Dn — это (конечное) множество упорядоченных троек (k,m, j) целых
неотрицательных чисел таких, что k+m (1 + pk) + j (1 + pk) (1 + pm) = n ,
а при p 6= 0 справедлива запись (1 + pk) (1 + pm) (1 + pj) = 1 + pn .
Теорема 4.1. Формальный степенной ряд
∞∑
k=0
fkt
k обратим в алгебре
Rµ,p[t] тогда и только тогда, когда f0 6= 0 .
Д о к а з а т е л ь с т в о. Зафиксируем f =
∞∑
k=0
fkt
k и рассмотрим про-
извольный ряд g =
∞∑
m=0
gmt
m с неопределенными коэффициентами gm . По-
пытаемся найти эти коэффициенты, исходя из условия, что (µ, p) -произве-
дение рядов f и g есть ряд, тождественно равный 1:
∞∑
n=0
[ ∑
k+m+pkm=n
fk gm µ
km
]
tn ≡ 1.
Это тождество имеет место тогда и только тогда, когда разрешима беско-
нечная система уравнений
f0 g0 = 1,
f0 gn +
∑
k+m+pkm=n
m<n
fk gm µ
km = 0, n = 1, 2, . . . , (4.7)
следовательно, ряд f обратим тогда и только тогда, когда f0 6= 0 . При
этом коэффициенты gn обратного ряда g последовательно определяются
из соотношений (4.7).
32
§ 5 . Представление решений линейных дифференциальных
уравнений со степенным отклонением аргумента
в терминах алгебры формальных кратных степенных
рядов с косым умножением
Зафиксируем комплексные числа µ, a, w , целое неотрицательное число
p и пусть q =̇ p+1 . Определим, далее, целочисленные последовательности
{ dn(q)} , { `n(q)} и {Gn(q)} , в которых
d0(q) =̇ 0, `0(q) =̇ 0, G0(q) =̇ 1,
dn(q) =̇
n−1∑
j=0
qj, `n(q) =̇
n−1∑
i=0
di(q), Gn(q) =̇
n∏
i=1
di(q), n ∈ N.
Очевидно, dn(1) = n , `n(1) =
(
n
2
)
и Gn(1) = n! , и при всех n ∈ N
dn(q) = 1 + q dn−1(q), `n(q) = `n−1(q) + dn−1(q), Gn(q) = Gn−1(q) dn(q).
(5.1)
Предложение 5.1. Формальный степенной ряд
x(t) =̇
∞∑
k=0
ak
Gk(q)
µ`k(q) tdk(q) (5.2)
удовлетворяет уравнению ẋ(t) = a x(µtq) .
Действительно, в силу (5.1) имеет место цепочка равенств
ẋ(t) =
∞∑
k=1
dk(q)
ak
Gk(q)
µ`k(q) tdk(q)−1 =
= a
∞∑
k=1
ak−1
Gk−1(q)
µ`k−1(q)
(
µtq
)dk−1(q) = a x(µtq) .
Пример 5.1. При q = 2 и n > 1 имеем dn(2) = 2n−1 , `n(2) = 2n−1−n ,
Gn(2) = 1 · 3 · 7 · · · · · (2n−1) , следовательно, ряд
x(t) = 1 +
∞∑
k=1
ak
1 · 3 · 7 · . . . · (2k − 1)
µ2
k−1−k t2
k−1 =
= 1 + a t+
a2
1 · 3
µ t3 +
a3
1 · 3 · 7
µ4 t7 + . . .
является решением уравнения ẋ(t) = a x(µt2) . Утверждение легко прове-
рить и непосредственно. Отметим еще, что ряд сходится при |µt | 6 1 .
33
Заметим,что в предложении 5.1 равенство ẋ(t) = a x(µtq) понимается
как равенство образов двух операторов D,F : R[t] → R[t] , действующих в
пространстве R[t] по правилу (Dx)(t) = ẋ(t) и (Fx)(t) = a x(µtq) . Поэтому
мы можем ничего не говорить о сходимости ряда (5.2), хотя легко проверить,
что этот ряд сходится в окрестности нуля.
Замечание 5.1. При q = 1 ряд (5.2) имеет вид x(t) =̇
∞∑
k=0
ak
k!
µ(
k
2) tk , и
он удовлетворяет уравнению ẋ(t) = a x(µt) . Это утверждение нам хорошо
известно: в соответствии с примером 2.2 из главы 1 имеет место равенство
d
dt expµ(at) = a expµ(µat).
Следствие 5.1. Формальный степенной ряд x(t) =̇w
∞∑
k=0
ak
Gk(q)
µ`k(q)tdk(q)
является единственным решением задач{
ẋ(t) = a x(µtq)
x(0) = w
и x(t)− a
∫ t
0
x(µsq) ds = w (5.3)
(единственность решения доказана ниже в теореме 5.3).
Утверждение 5.1. При целых неотрицательных k и m справедливо
dk(q) + dm(q) + p dk(q) dm(q) = dk+m(q),
`k(q) + `m(q) + dk(q) dm(q) = `k+m(q). (5.4)
Д о к а з а т е л ь с т в о. При q > 1 справедливы легко проверяемые ра-
венства dn(q) = q
n−1
q−1 и `n(q) =
qn−1−pn
(q−1)2 , следовательно,
dk(q) + dm(q) + p dk(q) dm(q) =
=
qk − 1
q − 1
+
qm − 1
q − 1
+ p
qk − 1
q − 1
qm − 1
q − 1
=
qk+m − 1
q − 1
= dk+m(q),
`k(q) + `m(q) + dk(q) dm(q) =
=
qk − 1− pk
(q − 1)2
+
qm − 1− pm
(q − 1)2
+
qk − 1
q − 1
qm − 1
q − 1
=
=
qk+m − 1− p (k +m)
(q − 1)2
= `k+m(q),
а при q = 1 (то есть при p = 0 ) равенства (5.4) очевидны:
dk(1) + dm(1) + p dk(1) dm(1) = k +m = dk+m(1),
`k(1) + `m(1) + dk(1) dm(1) =
( k
2
)
+
(m
2
)
+ km =
( k +m
2
)
= `k+m(1).
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Теорема 5.1. Формальные степенные ряды
x(t) =̇
∞∑
k=0
ak
Gk(q)
µ`k(q) tdk(q) и y(t) =̇
∞∑
m=0
(−a)m
Gm(q)
q(
m
2 ) µ`m(q) tdm(q) (5.5)
взаимно обратны в алгебре Rµ,p[t] .
Д о к а з а т е л ь с т в о. Обозначим (µ, p) -произведение x(t)∗y(t) через
z(t) , тогда в соответствии с определением (4.4) имеет место равенство
z(t) =
∞∑
N=0
[ ∑
(k,m)∈DN
ak
Gk(q)
µ`k(q)
(−a)m
Gm(q)
q(
m
2 ) µ`m(q) µdk(q)dm(q)
]
tN ,
где через DN обозначено (конечное) множество упорядоченных пар (k,m)
целых неотрицательных чисел таких, что dk(q)+ dm(q)+ p dk(q) dm(q) = N .
В силу утверждения 5.1 это означает, что dk+m(q) = N , поэтому для всех
N справедливо одно из двух равенств: если индекс N представим в виде
N = dn(q) для некоторого n = 0, 1, . . . , то DN = {(k,m) : k +m = n} , а в
противном случае DN = ∅ . Следовательно, в силу (5.4) имеем
z(t) =
∞∑
n=0
{ ∑
k+m=n
(−1)m q(
m
2 ) Gn(q)
Gk(q)Gm(q)
} an
Gn(q)
µ`n(q) tdn(q) .
Обозначим выражение, стоящее в фигурных скобках, через σn(q) и рассмот-
рим его в случае, когда q есть степень простого числа:
σn(q) =
∑
k+m=n
(−1)m q(
m
2 )
∏n
i=1 (q
i−1)∏k
i=1 (q
i−1)
∏m
i=1 (q
i−1)
=
n∑
m=0
(−1)m q(
m
2 )
( n
m
)
q
.
Числа
(
n
m
)
q
называются коэффициентами Гаусса (см., например,1, с. 120) и
определяют количество подпространств размерности m в n -мерном вектор-
ном пространстве над конечным полем GF (q) , содержащим q элементов ( q
является степенью простого числа). В этом случае справедливо равенство
σn(q) = δn0 , получающееся из соотношения
(ξ − 1) (ξ − q) . . . (ξ − qn−1) =
n∑
m=0
(−1)m q(
m
2 )
( n
m
)
q
ξn−m (5.6)
при ξ = 1 (при q = 1 равенство (5.6) превращается в бином Ньютона).
1 Сачков В.Н. Введение в комбинаторные методы дискретной математики. М.: Наука,
1982. 384 с.
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Так как многочлены (как многочлены переменной q ) в равенстве (5.6) рав-
ны для всех q , являющихся степенью простого числа, то они тождественно
равны. Следовательно, σn(q) = δn0 для всех q , поэтому
z(t) =
∞∑
n=0
δn0
an
Gn(q)
µ`n(q) tdn(q) ≡ 1.
Следствие 5.2. При q = 1 (то есть при p = 0 ) в алгебре Rµ,0[t] вза-
имно обратными являются ряды (см. (5.5) и пример 2.1)
x(t) =̇
∞∑
k=0
ak
k!
µ(
k
2) tk = expµ at и y(t) =̇
∞∑
m=0
(−a)m
m!
µ(
m
2 ) tm = expµ(−at).
Запишем ряд (5.2), являющийся решением уравнения ẋ(t) = a x(µtq), в
виде X(t) =̇
∞∑
k=0
xkt
k без явного указания значений xk . Имеет место равен-
ство формальных степенных рядов
∞∑
k=0
kxkt
k−1 = a
∞∑
k=0
xk µ
ktqk и
∞∑
k=0
kxkt
k = a
∞∑
k=0
xk µ
kt1+qk. (5.7)
Введем, далее, в рассмотрение ряд Y (t) =̇
∞∑
m=0
ymt
m , обратный к ряду X(t)
в алгебре Rµ,p[t] , то есть X(t)∗Y (t) ≡ 1 . Другими словами, X(t) и Y (t) —
это ряды (5.5). Согласно (4.4) справедливы равенства
∞∑
k+m+pkm=n
xk ym µ
km = δn0, n = 0, 1, . . . . (5.8)
Определение 5.1. Рядом Коши уравнения ẋ(t) = a x(µtq) называется
формальный степенной ряд из алгебры Rµ,p[t, τ ]
C(t, τ) =̇X(t) ∗ Y (τ) =
∞∑
n=0
[ ∑
k+m+pkm=n
xk ym µ
km tk τm (1+pk)
]
, (5.9)
где X(·) — нетривиальное решение этого уравнения, а Y (·) =̇X−1(·) —
ряд, обратный к X(·) относительно (µ, p) -умножения. Ряд X(·) называ-
ется фундаментальным.
В соответствии с определениями (5.9), (5.5) и (4.5) справедливо равенство
C(t, τ) = X(t) ∗ Y (τ) =
=
∞∑
N=0
[ ∑
(k,m)∈DN
(−1)m q(
m
2 ) a
k+m
Gk(q)Gm(q)
µ`k+m(q) tdk(q) τ dm(q) (1+p dk(q))
]
,
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где через DN обозначено множество
DN =̇
{
(k,m) : dk(q) + dm(q) + p dk(q) dm(q) = N
}
=
=
{
(k,m) : dk+m(q) = N
}
.
Для величин `k+m(q) и dk+m(q) применили равенства (5.4). Если индекс N
не представим в виде N = dn(q) для некоторого n = 0, 1, . . . , то DN = ∅ ,
следовательно, для Ряда Коши имеет место явное представление
C(t, τ) =
∞∑
n=0
[ ∑
k+m=n
(−1)m q(
m
2 ) a
n
Gk(q)Gm(q)
µ`n(q) tdk(q) τ dn(q)−dk(q)
]
. (ii.3)
Пример 5.2. При q = 2 ряд Коши имеет вид
C(t, τ) = 1 + a (t− τ) + a
2µ
3
(t3 − 3tτ 2 + 2τ 3)+
+
a3µ4
21
(t7 − 7t3τ 4 + 14tτ 6 − 8τ 7) + . . . .
Следующие свойства ряда (5.9) очевидны:
1) C(s, s) ≡ 1 ;
2) в алгебре Rµ,p[t, τ, s] справедливо равенство C(t, s) ∗ C(s, τ) = C(t, τ) ;
3) в алгебре Rµ,p[t, τ ] ряды C(t, τ) и C(τ, t) — взаимно обратны.
Теорема 5.2. В пространстве R[t, τ ] имеет место равенство
∂
∂t
C(t, τ) = aC(µtq, µτ q).
Д о к а з а т е л ь с т в о. Согласно (5.9) и (5.7) в алгебре Rµ,p[t, τ ] спра-
ведлива цепочка равенств
t
∂
∂t
C(t, τ) =
∞∑
n=0
[ ∑
k+m+pkm=n
k xk ym µ
km tk τm (1+pk)
]
=
=
∞∑
k=0
kxkt
k ∗
∞∑
m=0
ymτ
m = a
∞∑
k=0
xk µ
kt1+qk ∗
∞∑
m=0
ymτ
m =
= a
∞∑
n=0
[ ∑
(k,m)∈Dn
xk µ
k ym µ
(1+qk) m t1+qk τm (1+p (1+qk))
]
,
где Dn — это конечное множество упорядоченных пар (k,m) целых неотри-
цательных чисел таких, что 1+qk+m (1+p (1+qk)) = n или, равносильно,
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q (k+m+ pkm) = n− 1 . Очевидно, D0 = ∅ , поэтому суммирование можно
вести, начиная с номера n = 1 , следовательно,
∂
∂t
C(t, τ) = a
∞∑
n=1
[ ∑
q(k+m+pkm)=n−1
xk ym µ
km (µtq)k (µτ q)m (1+pk)
]
.
Воспользовались равенством q = p+ 1 и по-иному сгруппировали перемен-
ные µ , t и τ . Если n 6≡ 1 mod q , то во внутренней сумме слагаемых нет,
следовательно, остаются только те индексы n , для которых выполнено ра-
венство n ≡ 1 mod q , поэтому, сделав замену n = 1 +Nq , N = 0, 1, . . . ,
окончательно получаем
∂
∂t
C(t, τ) = a
∞∑
N=0
[ ∑
k+m+pkm=N
xk ym µ
km (µtq)k (µτ q)m (1+pk)
]
= aC(µtq, µτ q).
Теорема 5.3. При любом b ∈ R[t] формальный степенной ряд
x(t) =̇C(t, 0)w +
∫ t
0
∂
∂s
(
C(t, τ) ∗
∫ s
0
b(ξ) dξ
)∣∣∣
s=τ
dτ (ii.2)
является единственным решением задачи ẋ(t)−a x(µtq) = b(t) , x(0) = w .
Д о к а з а т е л ь с т в о. Если b(ξ) =̇
∞∑
j=0
bjξ
j и f(s) =̇
∫ s
0
b(ξ) dξ , то име-
ет место равенство f(s) =
∞∑
j=0
fjs
j , в котором f0 = 0 и fj = 1j bj−1 при
j ∈ N . В соответствии с (4.6) в алгебре R[t, τ, s] справедлива цепочка
C(t, τ) ∗ f(s) = X(t) ∗ Y (τ) ∗ f(s) =
=
∞∑
n=0
[ ∑
(k,m,j)∈Dn
j 6=0
xk ym fj µ
ki+mj tk τm (1+pk) s j (1+pk) (1+pm)
]
, (5.10)
где использованы обозначения i =̇m+j+pmj ( i зависит от m и от j ) и
Dn =̇
{
(k,m, j) : k +m (1+pk) + j (1+pk) (1+pm) = n
}
=
=
{
(k,m, j) : k + i+ pki = n
}
. (5.11)
Дополнительное условие j 6= 0 написано лишь для удобства. Над обеими ча-
стями равенства (5.10) выполним следующие действия: продифференцируем
по s , подставим τ вместо переменной s и проинтегрируем по τ , тогда
z(t) =̇
∫ t
0
∂
∂s
(
C(t, τ) ∗ f(s)
)∣∣∣
s=τ
dτ =
=
∞∑
n=0
[ ∑
(k,m,j)∈Dn
j 6=0
j (1+pm)
i xk ym fj µ
ki+mj tk+i (1+pk)
]
. (5.12)
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Заметим, что поскольку j 6= 0 , то i 6= 0 , поэтому дробь корректна. Для
производной ż(t) справедливо равенство ż(t) = σ1(t) + σ2(t) , где
σ1(t) =
∞∑
n=0
[ ∑
(k,m,j)∈Dn
j 6=0
k j (1+pm)
i xk ym fj µ
ki+mj tk+i (1+pk)−1
]
,
σ2(t) =
∞∑
n=0
[ ∑
(k,m,j)∈Dn
j (1+pk) (1+pm)xk ym fj µ
ki+mj tk+i (1+pk)−1
]
.
Во втором равенстве мы сняли ограничение j 6= 0 .
В следующей цепочке используется равенство (5.8):
t σ2(t) =
∞∑
n=0
[ ∑
k+m+pkm=n
(1+pk) (1+pm)xk ym µ
km
]
tn ∗
∞∑
j=0
j fj t
j =
=
∞∑
n=0
[ ∑
k+m+pkm=n
xk ym µ
km
]
(1+pn) tn ∗
∞∑
j=0
j fj t
j =
=
∞∑
n=0
δn0 (1+pn) t
n ∗
∞∑
j=0
j fj t
j =
∞∑
j=0
j fj t
j,
следовательно, справедливо σ2(t) =
∞∑
j=1
j fj t
j−1 = ḟ(t) = b(t) .
В аналогичной цепочке
t σ1(t) =
∞∑
k=0
k xk t
k ∗
∞∑
i=1
[ ∑
m+j+pmj=i
j 6=0
j (1+pm)
i ym fj µ
mj
]
ti =
= a
∞∑
k=0
xk µ
k t1+qk ∗
∞∑
i=1
[ ∑
m+j+pmj=i
j 6=0
j (1+pm)
i ym fj µ
mj
]
ti =
= a
∞∑
n=0
[ ∑
(k,m,j)∈Sn
j 6=0
xk µ
k j (1+pm)
i ym fj µ
mj µ(1+qk) i
]
tn
использовано равенство (5.7). Обозначения i =̇m+j+pmj и
Sn =̇
{
(k,m, j) : 1 + qk + i (1 + p (1+qk)) = n
}
позволяют написать, что Sn =
{
(k,m, j) : q (k + i + pki) = n−1
}
. Следо-
вательно, поскольку Sn = ∅ для любого n такого, что n 6≡ 1 mod q , то,
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сделав замену n = 1 + Nq , N = 0, 1, . . . , получим равенство S1+Nq = DN
(см. формулы (5.11)), поэтому
σ1(t) = a
∞∑
N=0
[ ∑
(k,m,j)∈DN
j 6=0
j (1+pm)
i xk ym fj µ
ki+mj (µtq)k+i+pki
]
.
Таким образом, σ1(t) = a z(µtq) (см. (5.12)), поэтому ряд z(t) является ре-
шением начальной задачи ż(t) = a z(µtq) + b(t) , z(0) = 0 . Если ряд x(t) —
это какое-нибудь решение задачи ẋ(t) = a x(µtq) + b(t) , x(0) = w , то ряд
u(t) =̇x(t)− z(t) является, очевидно, решением задачи (5.3) и, следователь-
но, в соответствии со следствием 5.1 и определением 5.1 справедливо равен-
ство u(t) = X(t)w = C(t, 0)w , поэтому
x(t) = u(t) + z(t) = C(t, 0)w +
∫ t
0
∂
∂s
(
C(t, τ) ∗
∫ s
0
b(ξ) dξ
)∣∣∣
s=τ
dτ .
Единственность. Если x1, x2 ∈ R[t] — два решения исходной задачи, то
ряд x(t) =̇x1(t) − x2(t) является решением задачи (5.3), в которой w = 0 .
Другими словами, его коэффициенты удовлетворяют тождеству (5.7), а сво-
бодный коэффициент x0 = 0 . Это означает, что имеет место рекурсия
(k+1)xk+1 =
{
0 при k 6≡ 0 mod q,
a xk/q µ
k/q при k ≡ 0 mod q, k = 0, 1, . . . ,
с начальным условием x0 = 0 . Следовательно, все xk = 0 , поэтому x1 = x2 .
Теорема полностью доказана.
Следствие 5.3. Для любого f ∈ R[t] формальный степенной ряд
x(t) =̇C(t, 0) f(0) +
∫ t
0
∂
∂s
(
C(t, τ) ∗ f(s)
)∣∣∣
s=τ
dτ
является единственным решением уравнения x(t)− a
∫ t
0
x(µsq)ds = f(t) .
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ГЛАВА III . ПРЕДСТАВЛЕНИЕ РЕШЕНИЙ
ЛИНЕЙНЫХ ДИФФЕРЕНЦИАЛЬНЫХ УРАВНЕНИЙ
С НЕСКОЛЬКИМИ ОТКЛОНЕНИЯМИ АРГУМЕНТА
Пусть α, t ∈ K .= [a, b], x, qi, f ∈ C(K; R), Fi ∈ C(K;K), i = 1, . . . , r, — не-
прерывные функции, причем qi имеют ограниченное изменение. Семейство
уравнений с отклонениями Fi : K → K
x(t)−
r∑
i=1
λi
∫ t
α
x(Fi(·)) dqi = f(t), λi ∈ R, (iii.1)
вложимо в семейство Ф-интегральных уравнений
x(t)−
∫ t
α
(dQ ∗ x) = f(t), (iii.2)
где оператор x(t) →
∫ t
α
(dQ ∗ x) связан с умножением ∗ , действующим
в специальной алгебре, порожденной полугруппой Ф, порожденной, в свою
очередь, алгебраическими эндоморфизмами ϕ1, . . . , ϕr : (ϕix)(·) = x(Fi(·)).
Семейство уравнений (iii.1) включает в себя начальную задачу для обоб-
щенного скалярного уравнения пантографа
ẋ(t)−
r∑
i=1
ai(t)x
(
Fi(t)
)
= b(t). (iii.3)
Специфика уравнений (iii.1) – (iii.3) такова, что все отклоняющие функции
определены на одном и том же отрезке K и действуют из него в себя. Данное
обстоятельство позволяет отказаться от задания начальных функций и от
каких-либо дополнительных ограничений на отклоняющие функции.
Косое Ф-умножение ∗ функциональных рядов (некоммутативное ассоци-
ативное умножение) и Ф-интеграл Римана–Стилтьеса с функциональными
рядами в качестве аргументов интегрирования опеределены в пространстве
C(K`; R)[Λ]. Его элементы — это формальные функционально-степенные
ряды, компоненты которых суть формы степени k от некоммутирующих
переменных λ1, . . . , λr с коэффициентами из C(K`; R). Ф-интегралы и ко-
сое умножение связаны формулой интегрирования по частям.
Приводится процедура построения фундаментального решения X(·) урав-
нения (iii.2) (то есть решения уравнения (iii.2), в котором f = e — единица
алгебры C(K`; R)[Λ] с Ф-умножением). Относительно косого умножения ∗
функция X(·) обратима и порождает произведение C(t, τ) = X(t)∗X−1(τ).
При определенных условиях на параметры уравнения (iii.2) функция C(t, τ)
обладает всеми характерными свойствами функции Коши. Например,
C(t, s) ∗ C(s, τ) = C(t, τ). (iii.4)
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Для специальных ядер Q определено понятие сопряженного уравнения
y(τ) +
∫ τ
α
(y ∗ dQ) = g(τ). (iii.5)
Для таких ядер единственное решение уравнения (iii.2) (в случае выполне-
ния условий α = Fi(α) , i = 1, . . . , r ) допускает одно из двух представлений
x(t) = f(t)−
∫ t
α
(
dsC(t, s) ∗ f(s)
)
=
= C(t, α) ∗ f(α) +
∫ t
α
(
C(t, s) ∗ df(s)
)
, (iii.6)
а единственное решение уравнения (iii.5) при любом α ∈ K имеет вид
y(τ) = g(τ)−
∫ τ
α
(
g(s) ∗ dsC(s, τ)
)
=
= g(α) ∗ C(α, τ) +
∫ τ
α
(
dg(s) ∗ C(s, τ)
)
. (iii.7)
При малых λi доказана сходимость рядов (iii.6), (iii.7).
Таким образом, в задаче с «искривленным» временем за счет введения спе-
циального «искривленного» умножения ∗ восстановлено тождество (iii.4),
играющее центральную роль в теории динамических систем. Следует также
отметить, что, несмотря на то, что скалярное уравнение (i.1) и уравнение
(ii.1) — это частные случаи уравнений (iii.3) и (iii.1), исследование данных
уравнений имеет самостоятельное значение. В первом случае наличие гомо-
морфизма Hµ позволяет в ряде случаев свести процедуру решения системы
(i.2) к решению системы обыкновенных дифференциальных уравнений, а во
втором — имеется явное представление (ii.3) для функции Коши.
Результаты главы опубликованы в работах [84–87,94,95,105,106,109].
§ 6 . Алгебра функциональных рядов с Ф-умножением
Зафиксируем отрезок K =̇ [a, b] и ` ∈ N. Через C =̇ C(K`; R) обозначим
алгебру (над полем R ) непрерывных функций x : K` → R . Непрерывные
функции Fi : K → K (называем их базисными) порождают в алгебре C
эндоморфизмы ϕi (которые также называем базисными):
ϕi : x(t1, . . . , t`) → x(Fi(t1), . . . , Fi(t`)), i = 1, . . . , r.
Зафиксируем алфавит L = {λi }ri=1 , состоящий из r независимых сим-
волов λi , каждый из которых коммутирует со всеми элементами алгебры
C (между собой символы λi , вообще говоря, не коммутируют), и пусть
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Λ — язык в алфавите L . Например, при r = 2 имеем L = {λ1, λ2 } и
Λ = { ε, λ1, λ2, λ21, λ1λ2, λ2λ1, λ22, . . . } , где ε — пустое слово.
Каждому λi поставим в соответствие эндоморфизм ϕi , i = 1, . . . , r . Это
соответствие индуцирует взаимно-однозначное соответствие между языком
Λ и полугруппой Φ , состоящей из всевозможных суперпозиций базисных
эндоморфизмов ϕi . Именно, слову λ ∈ Λ,
λ =̇ λi1λi2 . . . λik, is ∈ {1, . . . , r} , s = 1, . . . , k,
ставится в соответствие эндоморфизм ϕλ =̇ ϕi1ϕi2 . . . ϕik . При этом пусто-
му слову ε ставится в соответствие тождественный эндоморфизм ϕε = E .
Очевидно, ϕλµx = ϕλ(ϕµx) для любых x ∈ C и λ, µ ∈ Λ (выражение λµ
обозначает конкатенацию слов λ и µ ).
Через C[Λ] =̇ C(K`; R)[Λ] обозначим линейное пространство над полем
R , состоящее из выражений вида
∑
λ∈Λ
λxλ , xλ ∈ C , трактуемых следующим
образом:
∑
λ∈Λ
λxλ =̇
∞∑
k=0
[ ∑
λ∈Λ: |λ|=k
λxλ
]
=
= εxε(·) +
∞∑
k=1
∑
( i1,...,ik)∈{1,...,r}k
λi1 . . . λik xλi1 ...λik (·). (6.1)
Другими словами, элементы пространства C[Λ] — это формальные функци-
онально-степенные ряды (6.1), компоненты которых суть формы степени k
от некоммутирующих переменных λ1, . . . , λr с коэффициентами из C (внут-
реннее суммирование в (6.1) ведется по всем словам λ ∈ Λ , длина |λ| кото-
рых равна k , количество таких слов равно rk ). В связи с подобной интер-
претацией пространства C[Λ] будем называть его пространством формаль-
ных функционально-степенных рядов, а выражения
∑
λ∈Λ
λxλ — формаль-
ными функционально-степенными рядами (или, короче, функциональными
рядами).
Будем использовать обозначения: если λ =̇ λi1λi2 . . . λik — произвольное
слово языка Λ , то через F λ(·) =̇ Fik(Fik−1(. . . Fi1(·) . . . )) обозначим супер-
позицию базисных функций, а через x [λ ] — образ элемента x ∈ C при
действии эндоморфизма ϕλ =̇ϕi1ϕi2 . . . ϕik . Другими словами,
x [λ ](t1, . . . , t`) =̇ x(F
λ(t1), . . . , F
λ(t`)).
Ф-произведением рядов
∑
λ∈Λ
λxλ и
∑
µ∈Λ
µyµ из пространства C(K`; R)[Λ] на-
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зывается ряд из C(K`; R)[Λ] , определенный правой частью формулы∑
λ∈Λ
λxλ ∗
∑
µ∈Λ
µyµ =
∑
ν∈Λ
ν
∑
λµ=ν
xλy
[λ ]
µ
(внутреннее суммирование в правой части ведется по всем таким парам
(λ, µ) ∈ Λ2 , что конкатенация λµ равна ν ). Бинарная операция ∗ называ-
ется Ф-умножением.
Предложение 6.1. Пространство C[Λ] , наделенное операцией Ф-умно-
жения, образует над полем R ассоциативную алгебру (которую будем обо-
значать CΦ[Λ] =̇ CΦ(K`; R)[Λ] ) с единицей.
Д о к а з а т е л ь с т в о. Для рядов x =̇
∑
λ∈Λ
λxλ , y =̇
∑
µ∈Λ
µyµ , z =̇
∑
ν∈Λ
νzν
произведения x ∗ y и y ∗ z равны∑
%∈Λ
%
∑
λµ=%
xλ y
[λ ]
µ и
∑
%∈Λ
%
∑
µν=%
yµ z
[µ ]
ν
соответственно, поэтому
(x ∗ y) ∗ z =
∑
σ∈Λ
σ
∑
%ν=σ
∑
λµ=%
xλ y
[λ ]
µ z
[ % ]
ν =
=
∑
σ∈Λ
σ
∑
λµν=σ
xλ y
[λ ]
µ z
[λµ ]
ν =
∑
σ∈Λ
σ
∑
λ%=σ
xλ
∑
µν=%
y [λ ]µ z
[λµ ]
ν =
=
∑
σ∈Λ
σ
∑
λ%=σ
xλ
(∑
µν=%
yµ z
[µ ]
ν
)[λ ]
= x ∗ (y ∗ z),
что доказывает ассоциативность Ф-умножения. Проверка аксиом дистрибу-
тивности тривиальна. Ряд e =̇
∑
λ∈Λ
λδλε играет роль левой и правой единицы
алгебры CΦ[Λ] (где δλµ — символ Кронекера: если λ, µ ∈ Λ и λ = µ , то
δλµ = 1 , а если λ 6= µ , то δλµ = 0 ).
Теорема 6.1. Ряд x =̇
∑
λ∈Λ
λxλ обратим в алгебре CΦ[Λ] тогда и толь-
ко тогда, когда коэффициент xε обратим в алгебре C (что равносильно
условию xε(t) 6= 0 для всех t ∈ K` ).
Д о к а з а т е л ь с т в о. Равенство x ∗ y = e (где y =̇
∑
µ∈Λ
µyµ ) имеет
место тогда и только тогда, когда при всех ν ∈ Λ выполнено равенство
xε yν +
∑
λµ=ν
λ6=ε
xλy
[λ ]
µ = δνε,
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поэтому правая обратимость ряда x равносильна обратимости функции xε
в C . Левый обратный ряд z =̇
∑
ν∈Λ
νzν получается из системы уравнений
zνx
[ ν ]
ε +
∑
λµ=ν
µ6=ε
zλx
[λ ]
µ = δνε, ν ∈ Λ, (6.2)
(очевидно, в алгебре C функции xε и x
[ ν ]
ε обратимы или нет одновремен-
но), причем в силу ассоциативности алгебры CΦ[Λ] ряды y и z совпадают.
Лемма 6.1. Ряд x =̇ ε +
∑
λ∈Λ
λ6=ε
λxλ обратим в алгебре CΦ[Λ] . Обратный
ряд имеет вид
x−1 = ε+
∑
µ∈Λ
µ6=ε
µ
∑
α1 ... αk=µ
k∏
i=1
(
− x [α1 ... αi−1 ]αi
)
, (6.3)
где внутреннее суммирование ведется по всем упорядоченным наборам
(α1, . . . , αk) непустых слов αi ∈ Λ таких, что α1 . . . αk = µ .
Д о к а з а т е л ь с т в о. При i = 1 полагаем α1 . . . αi−1 = ε . Заметим
также, что xε = 1 , поэтому x
[µ ]
ε = 1 для любого µ ∈ Λ . Индукцией по m ,
где m = |µ | , покажем, что коэффициенты zµ обратного ряда (такого, что
z ∗ x = e ) представимы в виде
zµ =
∑
α1 ... αk=µ
k∏
i=1
(
− x [α1 ... αi−1 ]αi
)
, µ 6= ε. (6.4)
При m = 1 формула (6.4) следует из (6.2) (так как zε = 1 ). Зафиксируем
µ ∈ Λ, |µ | = m > 1, и предположим истинность (6.4) для всех слов меньшей
длины. Тогда из (6.2) следуют равенства
zµx
[µ ]
ε + zεx
[ ε ]
µ = −
∑
λν=µ
λ6=ε, ν 6=ε
∑
α1 ... αk=λ
k∏
i=1
(
− x [α1 ... αi−1 ]αi
)
x [λ ]ν =
=
∑
λν=µ
λ6=ε, ν 6=ε
∑
α1 ... αk=λ
(
− x [λ ]ν
) k∏
i=1
(
− x [α1 ... αi−1 ]αi
)
=
=
∑
α1 ... αk ν = µ
ν 6= µ
(
− x [α1 ... αk ]ν
) k∏
i=1
(
− x [α1 ... αi−1 ]αi
)
.
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В последнем равенстве мы перешли от повторного суммирования к суммиро-
ванию по всем непустым словам одновременно. Введя обозначения αk+1 = ν
и n = k + 1 , получим равенства
zµ = −x [ ε ]µ +
∑
α1 ... αk+1 = µ
αk+1 6= µ
k+1∏
i=1
(
− x [α1 ... αi−1 ]αi
)
=
∑
α1 ... αn =µ
n∏
i=1
(
− x [α1 ... αi−1 ]αi
)
.
Замечание 6.1. В случае r = 1 имеем L = {λ }, Λ = { ε, λ, λλ, λλλ,. . . },
поэтому можно считать, что Λ = {λk }∞k=0 , а ряды (6.1) принимают вид∞∑
k=0
λkxk . Следовательно, в силу леммы 6.1 степенные ряды 1 −
∞∑
k=1
λkak и
1+
∞∑
m=1
λm
∑
p1+...+pr=m
r∏
i=1
a pi с числовыми коэффициентами взаимно обратны
в смысле естественного умножения степенных рядов.
§ 7 . Ф-интеграл Римана–Стилтьеса с функциональными
рядами в качестве аргументов интегрирования,
ассоциированный с Ф-умножением
Определение 7.1. Пусть i ∈ { 1, . . . , ` } , E ⊆ K и u, v ∈ CΦ(K`; R)[Λ] .
Если для всех λ, µ ∈ Λ существуют интегралы
∫
E
(uλ · div [λ ]µ ) , то ряд∫
E
(u ∗ div) =̇
∑
ν∈Λ
ν
∑
λµ=ν
∫
E
(uλ · div [λ ]µ ) (7.1)
называется левым Ф-интегралом ряда u по ряду v (по i -ой переменной).
Если для всех λ, µ ∈ Λ существуют интегралы
∫
E
(diuλ · v [λ ]µ ) , то ряд∫
E
(diu ∗ v) =̇
∑
ν∈Λ
ν
∑
λµ=ν
∫
E
(diuλ · v [λ ]µ ) (7.2)
называется правым Ф-интегралом ряда v по ряду u (по i -ой переменной).
7.1. Свойства Ф-интегралов. Каждый из Ф-интегралов (7.1) и (7.2)
линеен по каждому из аргументов и удовлетворяет свойству аддитивности
(если, конечно, все входящие в формулу Ф-интегралы существуют).
Утверждение 7.1. Из существования одного из Ф-интегралов∫ β
α
(u ∗ div) или
∫ β
α
(diu ∗ v) следует существование другого и равенство∫ β
α
(u ∗ div) +
∫ β
α
(diu ∗ v) = (u ∗ v)
∣∣∣β
α
. (7.3)
(Значения α и β подставляются вместо переменной ti .)
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Одновременное существование Ф-интегралов (7.1) и (7.2) следует из одно-
временного существования интегралов
∫ β
α
(uλ · div [λ ]µ ) и
∫ β
α
(diuλ · v [λ ]µ ) , а
равенство (7.3) следует из формулы интегрирования по частям, справедли-
вой для интегралов Римана–Стилтьеса.
Утверждение 7.2. Если ряды u, v ∈ CΦ(K`; R)[Λ] таковы, что коэф-
фициенты uλ ряда u имеют ограниченное изменение по переменной ti ,
то для любого сегмента E ⊆ K Ф-интегралы (7.1) и (7.2) существуют.
Д о к а з а т е л ь с т в о сводится к замечанию, что все коэффициенты
Ф-интеграла
∫
E
(diu ∗ v) , то есть суммы
∑
λµ=ν
∫
E
(diuλ · v [λ]µ ) , существуют,
поскольку функции uλ имеют ограниченное изменение по переменной ti , а
все функции v [λ]µ непрерывны2, с. 216.
Утверждение 7.3. Если ряды u, v, w∈CΦ(K; R)[Λ] таковы,что коэффи-
циенты uλ ряда u имеют ограниченное изменение, то для любого E ⊆ K∫
E
(du(s) ∗ (v(s) ∗ w(τ))) =
∫
E
(du ∗ v) ∗ w(τ),∫
E
(u(s) ∗ ds(v(s) ∗ w(τ))) =
∫
E
(u ∗ dv) ∗ w(τ).
Д о к а з а т е л ь с т в о. Заметим,что Ф-умножение и Ф-интегрирование
в левых частях формул осуществляются в алгебре CΦ(K2; R)[Λ] , а в правых
частях — в алгебре CΦ(K; R)[Λ] . Ряды v(s) ∗ w(τ) и
∫
E
(du ∗ v) равны∑
%∈Λ
%
∑
µν=%
vµ(s)w
[µ]
ν (τ) и
∑
%∈Λ
%
∑
λµ=%
∫
E
(
duλ · v [λ]µ
)
соответственно. Следовательно, справедлива цепочка равенств∫
E
(
du(s) ∗ (v(s) ∗ w(τ))
)
=
=
∑
σ∈Λ
σ
∑
λ%=σ
∫
E
(
duλ(s) ·
∑
µν=%
v[λ]µ (s) (w
[µ]
ν )
[λ](τ)
)
=
=
∑
σ∈Λ
σ
∑
λµν=σ
∫
E
(
duλ · v[λ]µ
)
w[λµ]ν (τ) =
=
∑
σ∈Λ
σ
∑
%ν=σ
∑
λµ=%
∫
E
(
duλ · v [λ]µ
)
w [%]ν (τ) =
∫
E
(du ∗ v) ∗ w(τ).
Второе равенство справедливо в силу (7.3).
2 Натансон И.П. Теория функций вещественной переменной. М.: Наука, 1974. 480 с.
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Замечание 7.1. Формулы позволяют выносить за знак Ф-интегралов
ряд, не зависящий от переменной интегрирования и записанный справа. В то
же время легко показать, что ряды
∫
E
(
(u(t)∗v(s))∗ dw(s)
)
и u(t)∗
∫
E
(v∗dw) ,
вообще говоря, различны.
7.2. Вложение линейных дифференциальных уравнений с нес-
колькими отклонениями аргумента в семейство Ф-интегральных
уравнений. Предваряя доказательство вложения, приведем пример реше-
ния обобщенного уравнения пантографа.
Пример 7.1. Пусть t ∈ K =̇ [−1, 1] , |µi| 6 1 , i = 1, . . . , r . Решение
уравнения с линейными отклонениями аргумента
x(t)−
r∑
i=1
λi
∫ t
0
x(µis) ds = 1, x ∈ C(K; R),
представимо в виде
x(t) = 1 +
∞∑
n=1
( n−1∏
k=0
r∑
i=1
λiµ
k
i
) tn
n!
, t ∈ K.
Действительно, подставив x(·) в исходное уравнение, получим
r∑
i=1
λi
∫ t
0
x(µis) ds =
r∑
i=1
λit+
r∑
i=1
λi
∫ t
0
∞∑
n=1
( n−1∏
k=0
r∑
j=1
λjµ
k
j
) µni sn
n!
ds =
=
r∑
i=1
λit+
∞∑
n=1
( r∑
i=1
λiµ
n
i
)( n−1∏
k=0
r∑
j=1
λjµ
k
j
) tn+1
(n+1)!
=
=
r∑
i=1
λit+
∞∑
m=2
( m−1∏
k=0
r∑
i=1
λiµ
k
i
) tm
m!
= x(t)− 1
(заменили переменную суммирования n на m=n+1 и объединили сомно-
жители). Ниже мы убедимся, что x(·) — единственное решение уравнения.
Заметим еще, что решение x : K → R продолжимо до целой аналитиче-
ской функции. Наконец, решение представимо в формате (6.1):
x(t) = ε+
∞∑
n=1
∑
( i1,...,in)∈{1,...,r}n
λi1 . . . λin
( n∏
k=1
µk−1ik
tn
n!
)
.
Зафиксируем ряд Q ∈ CΦ[Λ] =̇ CΦ(K; R)[Λ] , компоненты которого имеют
ограниченное изменение. Согласно утверждению 7.2 для любых α, t∈K су-
ществует Ф-интеграл (Qx)(t) =̇
∫ t
α
(dQ∗x) , каков бы ни был ряд x ∈ CΦ[Λ] .
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Справедливо включение Qx ∈ CΦ[Λ] (более того, компоненты ряда Qx
имеют ограниченное изменение), следовательно, мы можем приступить к
исследованию уравнения (iii.2), в котором f ∈ CΦ[Λ] . В развернутой форме
уравнение имеет вид∑
ν∈Λ
νxν(t)−
∑
ν∈Λ
ν
∑
λµ=ν
∫ t
α
(dQλ · x [λ ]µ ) =
∑
ν∈Λ
νfν(t),
что равносильно системе xν(t)−
∑
λµ=ν
∫ t
α
(dQλ · x [λ ]µ ) = fν(t), ν ∈ Λ, или
xε(t)−
∫ t
α
(dQε · xε) = fε(t),
xν(t)−
∫ t
α
(dQε · xν) = fν(t) +
∑
λµ=ν
λ6=ε
∫ t
α
(dQλ · x [λ ]µ ), ν 6= ε.
(7.4)
При Qε = const система имеет рекуррентный характер (так как интеграл в
левой части (7.4) равен нулю), а при Qε 6= const она состоит из интеграль-
ных уравнений. В обоих случаях система однозначно разрешима, поэтому
уравнение (iii.2) имеет единственное решение. Далее считаем Qε = const .
В частном случае, когда Q(·) =̇
r∑
i=1
λi qi(·) , в представлении (6.1) для ядра
Q имеем равенства Qλi = qi и Qλ = 0 для всех λ ∈ Λ \ {λ1, . . . , λr} , поэтому
для произвольного слова ν ∈ Λ вида ν =̇λi ω справедливо∑
λµ=ν
λ6=ε
∫ t
α
(dQλ ·x [λ ]µ ) =
∑
λµ=λiω
λ6=ε
∫ t
α
(dQλ ·x [λ ]µ ) =
∫ t
α
(dQλi ·x [λi ]ω ) =
∫ t
α
xω(Fi(·)) dqi.
Следовательно, система (7.4) принимает вид
xε(t) = fε(t),
xλiω(t) = fλiω(t) +
∫ t
α
xω(Fi(·)) dqi, (i, ω) ∈ {1, . . . , r} × Λ.
(7.5)
Предположив, что ряды
∑
λ∈Λ
λxλ и
∑
λ∈Λ
λfλ сходятся в метрике пространства
C (полагая, что в соответствии с интерпретацией (6.1) вместо символов λi
подставляются числовые значения ξi ∈ R такие, что |ξ1| + . . . + |ξr| < δ )
и возможна перемена порядка суммирования и интегрирования, из системы
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(7.5) получаем равенство
xε(t) +
r∑
i=1
∑
ω∈Λ
λiω xλiω(t)−
r∑
i=1
λi
∫ t
α
(∑
ω∈Λ
ω xω(Fi(·))
)
dqi =
= fε(t) +
r∑
i=1
∑
ω∈Λ
λiω fλiω(t)
или
x̃(t)−
r∑
i=1
λi
∫ t
α
x̃(Fi(·)) dqi = f̃(t),
где x̃ =̇
∑
λ∈Λ
λxλ , f̃ =̇
∑
λ∈Λ
λfλ — суммы рядов. Таким образом, всякое урав-
нение (iii.1) вложимо в семейство Ф-интегральных уравнений (iii.2).
§ 8 . Аналог функции Коши для линейного дифференциального
уравнения с несколькими отклонениями аргумента, заданного
в алгебре функциональных рядов с Ф-умножением
8.1. Ряд Коши Ф-интегрального уравнения и его свойства. Пусть
в уравнении (iii.2) f = e , то есть fν(t) = δνε , а коэффициенты ряда Q
непрерывны и имеют ограниченное изменение, причем Qε = const . Через
X(t) обозначим решение этого уравнения. Другими словами,
X(t)−
∫ t
α
(dQ ∗X) = e
(в пункте 7.2 мы показали существование и единственность решения). В силу
(7.4) справедливо Xε = fε = 1 , а в силу теоремы 6.1 ряд X(t) обратим в
алгебре CΦ(K; R)[Λ] : существует ряд Y (t) такой, что
X(t) ∗ Y (t) = e = Y (t) ∗X(t).
Определение 8.1. Рядом Коши Ф-интегрального уравнения (iii.2) назы-
вается ряд из алгебры CΦ(K2; R)[Λ] , определенный равенством
C(t, τ) =̇X(t) ∗ Y (τ).
Очевидно, C(s, s) = e, в алгебре CΦ(K3; R)[Λ] справедливо тождество
C(t, s)∗C(s, τ)=C(t, τ), а ряды C(t, τ) и C(τ, t) взаимно обратны в алгебре
CΦ(K
2; R)[λ] . Следующие два свойства менее тривиальны: C(α, τ) = Y (τ) ,
а если α = Fi(α) при всех i = 1, . . . , r , то C(t, α) = X(t) . Действительно,
в силу (7.4) имеем Xλ(α) = δλε , следовательно, Yµ(α) = δµε и
C(t, τ)
∣∣
t=α =
∑
ν∈Λ
ν
∑
λµ=ν
Xλ(α)Yµ(F
λ(τ)) =
∑
ν∈Λ
νYν(τ) = Y (τ) ,
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C(t, τ)
∣∣
τ=α =
∑
ν∈Λ
ν
∑
λµ=ν
Xλ(t)Yµ(F
λ(α)) =
=
∑
ν∈Λ
ν
∑
λµ=ν
Xλ(t)Yµ(α) =
∑
ν∈Λ
νXν(t) = X(t) .
Теорема 8.1. Ряд Коши удовлетворяет тождеству
C(t, τ)−
∫ t
τ
(
dQ(s) ∗ C(s, τ)
)
= e.
Действительно, поскольку X(t) −
∫ t
α
(dQ ∗ X) = e , то в соответствии с
утверждением 7.3 справедлива цепочка равенств∫ t
τ
(
dQ(s) ∗ C(s, τ)
)
=
∫ t
τ
(
dQ(s) ∗ (X(s) ∗ Y (τ))
)
=
∫ t
τ
(dQ ∗X) ∗ Y (τ) =
=
(∫ t
α
(dQ ∗X)−
∫ τ
α
(dQ ∗X)
)
∗Y (τ) =
(
X(t)−X(τ)
)
∗Y (τ) = C(t, τ)− e .
Замечание 8.1. Развернутая форма тождества имеет рекуррентный вид
Cε(t, τ) = 1, Cν(t, τ) =
∑
λµ=ν
λ6=ε
∫ t
τ
(
dQλ(s) · Cµ(F λ(s), F λ(τ))
)
, ν 6= ε,
поэтому (непрерывные) функции Cν(t, τ) имеют ограниченное изменение
по первой переменной. Другими словами, при фиксированном τ ∈ K сече-
ние Cν(·, τ) имеет ограниченную вариацию, однако в общем случае сечение
Cν(t, ·) при фиксированном t ∈ K может иметь неограниченное изменение.
Например, при r = 1 в соответствии с замечанием 6.1 ядро Q и ряд Ко-
ши C имеют вид
∞∑
k=0
λkQk и
∞∑
k=0
λkCk соответственно: если K = [−1, 1] ,
Q1(t) = t , Q2(t) = 0 , F (t) = t cos (π/2t) при t 6= 0 и F (0) = 0 , то
F : K → K — непрерывная функция неограниченной вариации. Справед-
ливо C1(t, τ) = t− τ , поэтому
C2(t, τ) =
∫ t
τ
(
ds · C1(F (s), F (τ))
)
=
∫ t
τ
F (s) ds+ F (τ) (τ − t)
— функция неограниченной вариации по τ .
8.2. Сходимость решений Ф-интегральных уравнений. Обозна-
чим через C̃[Λ] =̇ C̃(K`; R)[Λ] подпространство в C[Λ] , состоящее из рядов
x =̇
∑
λ∈Λ
λxλ , xλ ∈ C(K`; R) , таких, что степенной ряд∑
k
θkNk(x), Nk(x) =̇ max
λ: |λ|=k
‖xλ‖,
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сходится при малых θ (существует δ =̇ δ(x) > 0 такое, что при | θ | < δ ряд
сходится). Это условие эквивалентно сходимости ряда
∑
k
| θ |kNk(x) в той
же окрестности.
Аналогично определим подпространство ˜CBV[Λ] =̇ ˜CBV(K; R)[Λ] , состо-
ящее из тех рядов x =̇
∑
λ∈Λ
λxλ , xλ ∈ CBV(K; R) , что ряд
∑
k
θkMk(x) (где
Mk(x) =̇ maxλ: |λ|=k ‖xλ‖BV ) сходится при малых θ. Через CBV =̇ CBV(K; R)
обозначено пространство непрерывных функций x : K → R ограниченной
вариации, а
‖x‖ =̇ max
(t1,...,t`)∈K`
|x(t1, . . . , t`) | и ‖x‖BV =̇ |x(a)|+ Var
K
x
— нормы в C(K`; R) и CBV(K; R) соответственно. Очевидно, ‖x [λ ]‖ 6 ‖x‖
для любых x ∈ C(K`; R) и λ ∈ Λ . Так как при ` = 1 для любого слова λ
длины k справедливо ‖xλ‖ 6 ‖xλ‖BV 6 Mk(x) , то Nk(x) 6 Mk(x) , поэтому
˜CBV(K; R)[Λ] ⊂ C̃(K; R)[Λ].
Зафиксируем ряд x =̇
∑
λ∈Λ
λxλ и величины ξi ∈ R , i = 1, . . . , r . Пусть
θ =̇ | ξ1|+ · · ·+ | ξr| . Если ряд
∑
k
θkNk(x) сходится, то ряд x (как функци-
ональный ряд с элементами из пространства C(K`; R) ) абсолютно и равно-
мерно на K` сходится. Действительно, подставив в элементы формулы (6.1)
вместо символов λi значения ξi , имеем∣∣∣ ∑
( i1,...,ik)
ξi1·. . .·ξik ·xλi1 ...λik (t1, . . . , t`)
∣∣∣ 6 ( ∑
( i1,...,ik)
| ξi1·. . .·ξik|
)
·Nk(x) = θkNk(x).
Таким образом, элементы пространства C̃(K`; R)[Λ] — это сходящиеся ряды:
существует δ =̇ δ(x) > 0 такое, что для любых ( ξ1, . . . , ξr) ∈ Rr таких, что
| ξ1| + · · · + | ξr| < δ , ряд (6.1), в который вместо символов λi подставлены
значения ξi , сходится абсолютно и равномерно на K` .
Если x, y ∈ C̃[Λ] , то x ∗ y ∈ C̃[Λ] . Действительно, для любого слова ν
длины n имеет место цепочка неравенств∥∥ ∑
λµ=ν
xλy
[λ ]
µ
∥∥ 6 ∑
λµ=ν
‖xλ‖ · ‖yµ‖ 6
∑
k+m=n
Nk(x) ·Nm(y),
следовательно, Nn(x ∗ y) 6
∑
k+m=nNk(x) ·Nm(y) , а при малых θ имеем∑
n
| θ |nNn(x ∗ y) 6
(∑
k
| θ |kNk(x)
)
·
(∑
m
| θ |mNm(y)
)
<∞.
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Включения γx, x+y ∈ C̃[Λ] очевидны (где γ ∈ R ), поэтому подмноже-
ство C̃[Λ] замкнуто относительно операций алгебры CΦ[Λ] и само является
алгеброй (обозначим ее через C̃Φ[Λ] ).
Лемма 8.1. Если x ∈ C̃Φ[Λ], y ∈ CΦ[Λ] и x ∗ y = e , то y ∈ C̃Φ[Λ] .
Д о к а з а т е л ь с т в о. В соответствии с теоремой 6.1 коэффициент xε
обратим в алгебре C .
1. Предположим, что xε = 1 . Если x =̇ ε +
∑
λ∈Λ
λ6=ε
λxλ , то в силу леммы 6.1
ряд y имеет вид (6.3). Так как x ∈ C̃Φ[Λ] , то взаимно обратные числовые
ряды 1−
∞∑
k=1
| θ |kNk(x) и
1 +
∞∑
m=1
| θ |m
∑
p1+···+pk=m
k∏
i=1
Npi(x) (8.1)
сходятся при малых θ (см. замечание 6.1 и3, с. 210). Для любого слова µ
длины m > 1 справедливо∥∥∥ ∑
α1...αk=µ
k∏
i=1
(−x [α1...αi−1 ]αi )
∥∥∥ 6 ∑
α1...αk=µ
k∏
i=1
‖xαi‖ 6
∑
p1+···+pk=m
k∏
i=1
Npi(x),
где pi = |αi| , следовательно,
Nm(y) 6
∑
p1+···+pk=m
k∏
i=1
Npi(x)
для всех m = 1, 2, . . . . Кроме того, N0(y) = 1 . Поэтому ряд (8.1) мажори-
рует ряд 1 +
∞∑
m=1
| θ |mNm(y) , следовательно, y ∈ C̃Φ[Λ] .
2. Пусть xε — произвольная обратимая функция. Если uλ = δλεxε , λ ∈ Λ ,
vµ = x
−1
ε xµ , µ ∈ Λ , u =̇
∑
λ∈Λ
λuλ и v =̇
∑
µ∈Λ
µvµ , то
u ∗ v =
∑
ν∈Λ
ν
∑
λµ=ν
δλεxεv
[λ]
µ =
∑
ν∈Λ
νxεvν = x,
поэтому x−1 = v−1 ∗ u−1 . При этом обратные ряды u−1 и v−1 существуют
и принадлежат алгебре C̃F [λ] (для первого ряда это очевидно, а второй
попадает под условия пункта 1).
3 Маркушевич А.И. Краткий курс теории аналитических функций. М.: Наука, 1978.
416 с.
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Лемма 8.2. Пусть Q ∈ ˜CBV[Λ]. Оператор Q : C[Λ] → C[Λ], опреде-
ленный формулой (Qx)(t) =̇
∫ t
α
(dQ ∗ x), действует из C̃[Λ] в C̃[Λ] .
Д о к а з а т е л ь с т в о. Если x ∈ C̃[Λ] , то при всех ν ∈ Λ ( | ν | = n )
справедливы неравенства∥∥∥ ∑
λµ=ν
∫ t
α
(dQλ · x [λ ]µ )
∥∥∥ 6 ∑
λµ=ν
∥∥∥∫ t
α
(dQλ · x [λ ]µ )
∥∥∥ 6
6
∑
λµ=ν
VarQλ · ‖xµ‖ 6
∑
k+m=n
Mk(Q) ·Nm(x),
Nn(Qx) 6
∑
k+m=n
Mk(Q) ·Nm(x),∑
n
| θ |nNn(Qx) 6
(∑
k
| θ |kMk(Q)
)
·
(∑
m
| θ |mNm(x)
)
<∞
— произведение сходящихся (при малых θ ) рядов, поэтому Qx ∈ C̃[Λ] .
Теорема 8.2. Пусть Q ∈ ˜CBV[Λ] , Qε = const , f ∈ C̃[Λ] . Если x —
решение уравнения (iii.2), то есть x(t)−
∫ t
α
(dQ ∗ x) = f(t) , то x ∈ C̃[Λ] .
Д о к а з а т е л ь с т в о. Так как Qε = const , то в соответствии с (7.4)
справедливо равенство ‖xε‖ = ‖fε‖ , а для любого слова ν длины 1 имеем
‖xν‖ 6 ‖fν‖+‖Qν‖BV ·‖xε‖ 6 N1(f)+M1(Q)·N0(x) , поэтому N0(x) = N0(f) ,
N1(x) 6 N1(f) +M1(Q) ·N0(f) . На основе этих соотношений индукцией по
n докажем оценку Nn(x) 6
∑
k+m=n
ak Nm(f) , где
a0 =̇ 1, ak =̇
∑
p1+...+ps=k
s∏
i=1
Mpi(Q), k ∈ N.
В соответствии с (7.4) для любого слова ν длины n > 1 справедливо
‖xν‖ 6 ‖fν‖+
∑
λµ=ν
λ6=ε
‖Qλ‖BV · ‖xµ‖ 6 Nn(f) +
∑
k+m=n
k 6=0
Mk(Q) ·Nm(x),
Nn(x) 6 Nn(f) +
∑
k+m=n
k 6=0
Mk(Q) ·Nm(x) 6
6 a0Nn(f)+
∑
k+m=n
k 6=0
Mk(Q)
∑
r+q=m
ar Nq(f) = a0Nn(f)+
∑
k+r+q=n
k 6=0
Mk(Q) ar Nq(f) =
= a0Nn(f) +
∑
m+q=n
m6=0
[ ∑
k+r=m
k 6=0
Mk(Q) ar
]
Nq(f).
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Обозначим выражение, стоящее в квадратных скобках, через σm . Тогда
σm = Mm(Q)+
∑
k+r=m
k 6=0, r 6=0
Mk(Q) ar = Mm(Q)+
∑
k+r=m
k 6=0, r 6=0
Mk(Q)
∑
p1+...+ps=r
s∏
i=1
Mpi(Q) =
= Mm(Q) +
∑
k+p1+...+ps=m
k<m
Mk(Q)
s∏
i=1
Mpi(Q) = am,
что и доказывает индукционный переход. Таким образом, при малых θ∑
n
| θ |nNn(x)6
(∑
k
| θ |kak
)
·
(∑
m
| θ |mNm(f)
)
=
=
(
1−
∞∑
k=1
| θ |kMk(Q)
)−1(∑
m
| θ |mNm(f)
)
<∞ .
Последнее равенство справедливо в силу замечания 6.1. Сходимость второго
ряда в последнем произведении имеет место в силу включения f ∈ C̃[Λ] , а
сходимость первого ряда следует из включения Q ∈ ˜CBV[Λ] и из сходимости
при малых θ обратного ряда (см. комментарии к формуле (8.1)).
Замечание 8.2. Для уравнения (iii.1), обобщением которого является
уравнение (iii.2) с ядром Q(·) =̇
r∑
i=1
λi qi(·) , включение f ∈ C̃[Λ] в (iii.2)
автоматически влечет за собой включение x ∈ C̃[Λ] .
Замечание 8.3. Пусть Q ∈ ˜CBV[Λ] . Поскольку C(t, τ) = X(t) ∗ Y (τ) ,
X ∈ C̃(K; R)[Λ] , а в соответствии с леммой 8.1 справедливо Y ∈ C̃(K; R)[Λ] ,
то C(t, τ) ∈ C̃(K2; R)[Λ] . Покажем, что при фиксированном τ ∈ K имеет
место включение z(·) =̇C(·, τ) ∈ ˜CBV[Λ]. Действительно, в соответствии с
замечанием 8.1 для любого непустого слова ν ∈ Λ длины n справедливо
Var zν 6
∑
λµ=ν
λ6=ε
VarQλ · ‖Cµ‖ 6
∑
λµ=ν
‖Qλ‖BV · ‖Cµ‖ 6
∑
k+m=n
Mk(Q) ·Nm(C),
Mn(z) = max
ν: | ν|=n
‖zν‖BV 6 max
ν: | ν|=n
(
‖zν‖+Var zν
)
6 Nn(C)+
∑
k+m=n
Mk(Q)·Nm(C).
Оценка верна и при n = 0 , следовательно, при малых θ справедливо∑
n
| θ |nMn(z) 6
∑
n
| θ |nNn(C) +
(∑
k
| θ |kMk(Q)
)(∑
m
| θ |mNm(C)
)
<∞ .
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Наша ближайшая цель — описание класса ядер Q , для которых при всех
t ∈ K справедливо включение C(t, ·) ∈ ˜CBV[Λ] и, как следствие, имеет
место представление (9.2) для решений Ф-интегральных уравнений.
8.3. Дополнительные утверждения о Ф-интегралах и Ф-инте-
гральных уравнениях. В предыдущих пунктах мы имели дело с таким
ядром Q Ф-интегрального уравнения (iii.2), что Qλ ∈ CBV =̇ CBV(K; R) ,
то есть все Qλ суть непрерывные функции ограниченной вариации. Через
CBΦ =̇ CBΦ(K; R) обозначим подпространство в CBV , состоящее из тех
x : K → R , что x [λ ] =̇x(F λ(·)) ∈ CBV для всех λ ∈ Λ . Легко показать,
что CBΦ = CBV для любого семейства непрерывных кусочно-монотонных
функций Fi : K → K , i = 1, . . . , r (см. приведенный ниже пример 9.1).
Утверждение 8.1. Если [α, β] ⊆ K, F : K→K, u, u(F (·)) ∈ CBV(K; R),
v ∈ C(K; R) , то
F (β)∫
F (α)
(du · v) =
β∫
α
(
du(F (·)) · v(F (·))
)
и
F (β)∫
F (α)
(u ·dv) =
β∫
α
(
u(F (·)) ·dv(F (·))
)
.
Формулы называются формулами замены переменной в интеграле Рима-
на–Стилтьеса, а их доказательство основывается на сравнении интеграль-
ных сумм и проводится традиционно.
Утверждение 8.2. Если α ∈ K , u ∈ CBΦ , v ∈ C , w(t) =̇
∫ t
α
(du · v) ,
то w ∈ CBΦ .
Справедливо включение w ∈ CBV (см. утверждение 7.2). Без ограниче-
ния общности считаем, что α < t . Для любого λ ∈ Λ справедливо вклю-
чение u [λ] = u(F λ(·)) ∈ CBV , следовательно, в силу утверждения 8.1 для
произвольного разбиения α = s0 < s1 < . . . < sn = t имеет место цепочка
n∑
m=1
∣∣w(F λ(sm))− w(F λ(sm−1))∣∣ = n∑
m=1
∣∣∣ ∫ Fλ(sm)
Fλ(sm−1)
(du · v)
∣∣∣=
=
n∑
m=1
∣∣∣ ∫ sm
sm−1
(du [λ] · v [λ])
∣∣∣6 Var
K
u [λ] · ‖v‖.

Через CBV[Λ] =̇ CBV(K; R)[Λ] и CBΦ[Λ] =̇ CBΦ(K; R)[Λ] обозначим под-
пространства в C[Λ] , состоящие из рядов
∑
λ∈Λ
λxλ таких, что xλ ∈ CBV и
xλ ∈ CBΦ соответственно.
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Утверждение 8.3. Пусть α, β ∈ K, u, v, w ∈ C[Λ]. Тогда
1) если u ∈ CBV[Λ] , то
∫ β
α
(
d
∫ t
α
(du ∗ v) ∗ w(t)
)
=
∫ β
α
(
du ∗ (v ∗ w)
)
;
2) если v ∈ CBΦ[Λ] , то
∫ β
α
(
u(t)∗d
∫ t
α
(dv∗w)
)
=
∫ β
α
(
d
∫ t
α
(u∗dv)∗w(t)
)
;
3) если w ∈ CBΦ[Λ] , то
∫ β
α
(
u(t) ∗ d
∫ t
α
(v ∗ dw)
)
=
∫ β
α
(
(u ∗ v) ∗ dw
)
.
Д о к а з а т е л ь с т в о. Все интегралы существуют (утверждение 8.2).
1. Выражения
∫ t
α
(du ∗ v) и v ∗ w равны
∑
%∈Λ
%
∑
λµ=%
∫ t
α
(duλ · v [λ]µ ) и∑
%∈Λ
%
∑
µν=%
vµw
[µ]
ν соответственно, следовательно,
∫ β
α
(
d
∫ t
α
(du ∗ v) ∗ w(t)
)
=
∑
σ∈Λ
σ
∑
%ν=σ
∫ β
α
(
d
∑
λµ=%
∫ t
α
(duλ · v [λ]µ ) · w [%]ν (t)
)
=
=
∑
σ∈Λ
σ
∑
λµν=σ
∫ β
α
(
d
∫ t
α
(duλ · v [λ]µ ) · w [λµ]ν (t)
)
=
=
∑
σ∈Λ
σ
∑
λµν=σ
∫ β
α
(
duλ · v [λ]µ · w [λµ]ν
)
=
=
∑
σ∈Λ
σ
∑
λ%=σ
∫ β
α
(
duλ ·
(∑
µν=%
vµw
[µ]
ν
) [λ])
=
∫ β
α
(
du ∗ (v ∗ w)
)
.
2. Выражения
∫ t
α
(v ∗ dw) и
∫ t
α
(du ∗ v) равны
∑
%∈Λ
%
∑
µν=%
∫ t
α
(vµ · dw [µ]ν ) и
∑
%∈Λ
%
∑
λµ=%
∫ t
α
(duλ · v [λ]µ )
соответственно, поэтому в силу утверждения 8.1 справедливы равенства∫ β
α
(
u(t) ∗ d
∫ t
α
(dv ∗ w)
)
=
=
∑
σ∈Λ
σ
∑
λ%=σ
∫ β
α
(
uλ(t) · d
∑
µν=%
[ ∫ Fλ(t)
Fλ(α)
(
dvµ · w [µ]ν
)
+
∫ Fλ(α)
α
(
dvµ · w [µ]ν
) ])
=
=
∑
σ∈Λ
σ
∑
λ%=σ
∫ β
α
(
uλ(t) · d
∑
µν=%
∫ t
α
(
dv [λ]µ · w [λµ]ν
) )
=
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=
∑
σ∈Λ
σ
∑
λµν=σ
∫ β
α
(
uλ · dv [λ]µ · w [λµ]ν
)
=
=
∑
σ∈Λ
σ
∑
%ν=σ
∫ β
α
(
d
∑
λµ=%
∫ t
α
(uλ · dv [λ]µ ) · w [%]ν (t)
)
=
∫ β
α
(
d
∫ t
α
(u ∗ dv) ∗ w(t)
)
.
3. Выражения
∫ t
α
(v ∗ dw) и u ∗ v равны
∑
%∈Λ
%
∑
µν=%
∫ t
α
(vµ · dw [µ]ν ) и∑
%∈Λ
%
∑
λµ=%
uλ v
[λ]
µ соответственно, следовательно, в силу второй формулы из
утверждения 8.1 имеет место цепочка равенств∫ β
α
(
u(t) ∗ d
∫ t
α
(v ∗ dw)
)
=
=
∑
σ∈Λ
σ
∑
λ%=σ
∫ β
α
(
uλ(t) · d
∑
µν=%
[ ∫ Fλ(t)
Fλ(α)
(
vµ · dw [µ]ν
)
+
∫ Fλ(α)
α
(
vµ · dw [µ]ν
) ])
=
=
∑
σ∈Λ
σ
∑
λµν=σ
∫ β
α
(
uλ(t)·d
∫ t
α
(
v [λ]µ ·dw [λµ]ν
))
=
∑
σ∈Λ
σ
∑
λµν=σ
∫ β
α
(
uλ v
[λ]
µ ·dw [λµ]ν
)
=
∑
σ∈Λ
σ
∑
%ν=σ
∫ β
α
(∑
λµ=%
uλ v
[λ]
µ · dw [%]ν
)
=
∫ β
α
(
(u ∗ v) ∗ dw
)
.

Пусть в (iii.2) Q ∈ CBΦ[Λ] , Qε = const . Если C(t, τ) — ряд Коши этого
уравнения, то справедлива не только теорема 8.1, но и приводимая ниже
теорема 8.3. Ее доказательство опирается на утверждение 8.3 и формулы∫ β
α
(dX ∗ Y ) =
∫ β
α
dQ и
∫ β
α
(X ∗ dY ) = −
∫ β
α
dQ, (8.2)
справедливые для всех α, β ∈ K . Напомним, что X — это решение урав-
нения X(t) −
∫ t
α
(dQ ∗ X) = e , Y = X−1 , X(t) ∗ Y (τ) = C(t, τ) . Спра-
ведливы включения X, Y ∈ CBΦ[Λ] . Действительно, в силу (7.4) и утвер-
ждения 8.2 включения Qν ∈ CBΦ влекут включения Xν ∈ CBΦ , при-
чем Xε = 1 , а включения Yν ∈ CBΦ следуют из системы уравнений
Xε Yν +
∑
λµ=ν
λ6=ε
XλY
[λ ]
µ = δνε (так как X(t) ∗ Y (t) = e ). Таким образом, в си-
лу первой формулы из утверждения 8.3 справедлива цепочка равенств∫ β
α
(dX ∗ Y ) =
∫ β
α
(
d
∫ s
α
(dQ ∗X) ∗ Y (s)
)
=
∫ β
α
(
dQ ∗ (X ∗ Y )
)
=
∫ β
α
dQ ,
а вторая формула (8.2) следует из (7.3) и тождества X(t) ∗ Y (t) = e .
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Теорема 8.3. Если в уравнении (iii.2) Q ∈ CBΦ[Λ] , Qε = const , то ряд
Коши удовлетворяет тождеству C(t, τ)−
∫ t
τ
(
C(t, s) ∗ dQ(s)
)
= e .
Д о к а з а т е л ь с т в о. В силу третьей формулы из утверждения 8.3∫ t
τ
(
C(t, s) ∗ dQ(s)
)
=
=
∫ t
τ
(
C(t, s) ∗ ds
∫ s
τ
dQ
)
= −
∫ t
τ
(
C(t, s) ∗ ds
∫ s
τ
(X ∗ dY )
)
=
= −
∫ t
τ
(
(C(t, s) ∗X(s)) ∗ dY (s)
)
= −
∫ t
τ
(
X(t) ∗ dY (s)
)
=
= −X(t) ∗ Y (t) +X(t) ∗ Y (τ) = −e+ C(t, τ).
§ 9 . Представление решений линейных дифференциальных
уравнений с несколькими отклонениями аргумента
в терминах Ф-умножения и Ф-интеграла в форме Коши
Справедливо равенство C(α, τ) = Y (τ) , поэтому если в тождество из
теоремы 8.3 вместо t подставить α , то получим Y (τ) +
∫ τ
α
(Y ∗ dQ) = e .
Таким образом, у нас есть все основания для того, чтобы говорить, что при
Q ∈ CBΦ[Λ] и f, g ∈ C[Λ] Ф-интегральные уравнения (iii.2) и
y(τ) +
∫ τ
α
(y ∗ dQ) = g(τ) (iii.5) = (9.1)
являются сопряженными или образуют пару сопряженных уравнений.
9.1. Представление решений пары сопряженных Ф-интеграль-
ных уравнений. Справедлива
Теорема 9.1. Если в уравнениях (iii.2) и (iii.5) Q ∈ CBΦ[Λ] , Qε = const ,
f, g ∈ C[Λ] , то (единственное) решение уравнения (iii.2) (в случае, если
α = Fi(α) , i = 1, . . . , r ) допускает одно из двух представлений
x(t) = f(t)−
∫ t
α
(
dsC(t, s) ∗ f(s)
)
=
= C(t, α) ∗ f(α) +
∫ t
α
(
C(t, s) ∗ df(s)
)
, (iii.6) = (9.2)
а (единственное) решение уравнения (iii.5) при любом α ∈ K имеет вид
y(τ) = g(τ)−
∫ τ
α
(
g(s) ∗ dsC(s, τ)
)
=
= g(α) ∗ C(α, τ) +
∫ τ
α
(
dg(s) ∗ C(s, τ)
)
. (iii.7) = (9.3)
Умножение в формулах осуществляется в алгебре CΦ(K2; R)[Λ].
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Д о к а з а т е л ь с т в о. В соответствии с теоремой 8.3 справедлива бес-
конечная система
Cε(t, τ) = 1, Cν(t, τ) =
∑
λµ=ν
µ6=ε
∫ t
τ
(
Cλ(t, s) · dQµ(F λ(s))
)
, ν 6= ε,
поэтому при фиксированном t ∈ K коэффициенты Cν(t, ·) имеют ограни-
ченное изменение и, следовательно, Ф-интегралы в (9.2) существуют. Суще-
ствование Ф-интегралов в (9.3) имеет место в силу замечания 8.1. Существо-
вание и единственность решения уравнения (iii.2) обсуждались в коммента-
риях к системе (7.4), а существование и единственность решения уравнения
(iii.5) = (9.1) имеют место в силу аналогичных рассуждений.
Докажем первую формулу (9.3) (вторая следует из нее в соответствии с
(7.3)). Подставив правую часть первой формулы (9.3) в Ф-интеграл уравне-
ния (9.1), получим равенство
∫ τ
α
(y ∗ dQ) =
∫ τ
α
(g ∗ dQ) + σ , где
σ =̇−
∫ τ
α
(∫ s
α
(
g(ξ)∗dξC(ξ, s)
)
∗dQ(s)
)
= −
∫ τ
α
(∫ s
α
(
g∗dX
)
∗Y (s)∗dQ(s)
)
.
Воспользовались равенством
∫
E
(
u(s) ∗ ds(v(s) ∗w(τ))
)
=
∫
E
(u ∗ dv) ∗w(τ) ,
которое справедливо в силу утверждения 7.3. Из третьей формулы утвер-
ждения 8.3 и уравнения (9.1) следует, что
σ = −
∫ τ
α
(∫ s
α
(
g ∗ dX
)
∗ d
∫ s
α
(
Y ∗ dQ
))
=
∫ τ
α
(∫ s
α
(
g ∗ dX
)
∗ dY (s)
)
.
В силу первой формулы (8.2), второй формулы из утверждения 8.3 и фор-
мулы интегрирования по частям (7.3) справедливы цепочки равенств∫ τ
α
(g ∗ dQ) =
∫ τ
α
(
g(s) ∗ d
∫ s
α
(dX ∗ Y )
)
=
∫ τ
α
(
d
∫ s
α
(g ∗ dX) ∗ Y (s)
)
,
∫ τ
α
(y ∗ dQ) =
∫ τ
α
(g ∗ dQ) + σ =
=
∫ τ
α
(
d
∫ s
α
(g ∗ dX) ∗ Y (s)
)
+
∫ τ
α
(∫ s
α
(
g ∗ dX
)
∗ dY (s)
)
=
=
∫ s
α
(g ∗ dX) ∗ Y (s)
∣∣∣τ
α
=
=
∫ τ
α
(g ∗ dX) ∗ Y (τ) =
∫ τ
α
(
g(s) ∗ dsC(s, τ)
)
= g(τ)− y(τ),
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что доказывает представление (9.3).
Предваряя доказательство формул (9.2), покажем равенство∫ t
α
(
dsC(t, s) ∗ f(s)
)
= X(t) ∗
∫ t
α
(
dY ∗ f), (9.4)
по поводу которого уместно вспомнить замечание 7.1, в соответствии с кото-
рым ряд, не зависящий от переменной интегрирования и записанный слева,
нельзя, вообще говоря, выносить за знак Ф-интеграла. Однако в условиях
теоремы имеет место цепочка равенств∫ t
α
(
dsC(t, s) ∗ f(s)
)
=
∑
σ∈Λ
σ
∑
%ν=σ
∫ t
α
(
dsC%(t, s) · f [%]ν (s)
)
=
=
∑
σ∈Λ
σ
∑
%ν=σ
∫ t
α
(
ds
∑
λµ=%
Xλ(t)Y
[λ]
µ (s) · f [%]ν (s)
)
=
=
∑
σ∈Λ
σ
∑
λµν=σ
Xλ(t)
∫ t
α
(
dY [λ]µ · f [λµ]ν
)
.
В силу утверждения 8.1, дополнительных условий α = Fi(α) , i = 1, . . . , r ,
и равенства
∫ t
α
(
dY ∗ f) =
∑
%∈Λ
%
∑
µν=%
∫ t
α
(
dYµ · f [µ]ν
)
следует, что
∫ t
α
(
dsC(t, s) ∗ f(s)
)
=
∑
σ∈Λ
σ
∑
λµν=σ
Xλ(t)
∫ Fλ(t)
Fλ(α)
(
dYµ · f [µ]ν
)
=
=
∑
σ∈Λ
σ
∑
λ%=σ
Xλ(t)
∑
µν=%
∫ Fλ(t)
α
(
dYµ · f [µ]ν
)
= X(t) ∗
∫ t
α
(
dY ∗ f),
что и требовалось в формуле (9.4).
Подставив правую часть первой формулы (9.2) в Ф-интеграл уравнения
(iii.2), получим равенство
∫ t
α
(dQ ∗ x) =
∫ t
α
(dQ ∗ f) + σ , где
σ =̇ −
∫ t
α
(
dQ(s)∗
∫ s
α
(
dξC(s, ξ)∗f(ξ)
))
= −
∫ t
α
(
dQ(s)∗X(s)∗
∫ s
α
(dY ∗f)
)
(воспользовались формулой (9.4)). В силу первой формулы утверждения 8.3
σ = −
∫ t
α
(
d
∫ s
α
(dQ ∗X) ∗
∫ s
α
(dY ∗ f)
)
= −
∫ t
α
(
dX(s) ∗
∫ s
α
(dY ∗ f)
)
.
В силу второй формулы (8.2), второй формулы из утверждения 8.3 и фор-
мулы интегрирования по частям (7.3) справедливы цепочки равенств∫ t
α
(dQ ∗ f) = −
∫ t
α
(
d
∫ s
α
(X ∗ dY ) ∗ f(s)
)
= −
∫ t
α
(
X(s) ∗ d
∫ s
α
(dY ∗ f)
)
,
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∫ t
α
(dQ ∗ x) =
∫ t
α
(dQ ∗ f) + σ =
= −
∫ t
α
(
X(s) ∗ d
∫ s
α
(dY ∗ f)
)
−
∫ t
α
(
dX(s) ∗
∫ s
α
(dY ∗ f)
)
=
= −X(s) ∗
∫ s
α
(dY ∗ f)
∣∣∣t
α
=
= −X(t) ∗
∫ t
α
(dY ∗ f) = −
∫ t
α
(
dsC(t, s) ∗ f(s)
)
.
Предпоследнее равенство справедливо в силу условий α = Fi(α) , а послед-
нее — в силу (9.4). Таким образом,
∫ t
α
(dQ∗x) = x(t)−f(t) . Вторая формула
(9.2) является следствием первой.
9.2. Сходимость решений пары сопряженных Ф-интегральных
уравнений. Обозначим через ˜CBΦ[Λ] =̇ ˜CBΦ(K; R)[Λ] подпространство в
CBΦ[Λ], состоящее из таких рядов x =̇
∑
µ∈Λ
µxµ, xµ ∈ CBΦ, что сходимость
при малых θ числового ряда
∑
k
θkαk влечет сходимость в некоторой окрест-
ности нуля ряда
∑
n
θn
∑
k+m=n
|αk | ·Mkm(x) , где
Mkm(x) =̇ max
λ: |λ|=k
µ: |µ|=m
‖x [λ ]µ ‖BV.
Очевидно, M 0m(x) = Mm(x) и ˜CBΦ[Λ] ⊆ ˜CBV[Λ] . Для достаточно широкого
класса отклоняющих функций имеет место равенство ˜CBΦ[Λ] = ˜CBV[Λ] .
Пример 9.1. Если все отклоняющие функции F1, . . . , Fr непрерывны и
кусочно-монотонны, то ˜CBΦ[Λ] = ˜CBV[Λ] .
Действительно. Обозначим через pi число интервалов монотонности фун-
кции Fi , и пусть p = max
i
pi . Индукцией по k легко показать, что для
любых z ∈ CBΦ и λ ∈ Λ ( |λ| = k ) справедливо неравенство
Var z [λ ] 6 pk Var z + 2 ( pk− 1 ) ‖z‖,
поэтому ‖z [λ ]‖
BV
6 3pk‖z‖
BV
. Следовательно, для любых x ∈ ˜CBV[Λ] и
µ ∈ Λ ( |µ| = m ) имеем
‖x [λ ]µ ‖BV 6 3pkMm(x), Mkm(x) 6 3pkMm(x),∑
n
| θ |n
∑
k+m=n
|αk| ·Mkm(x) 6 3
(∑
k
| θ |kpk|αk|
)
·
(∑
m
| θ |mMm(x)
)
<∞
при малых θ (в силу сходимости ряда
∑
k
θkαk ). Значит, x ∈ ˜CBΦ[Λ] .
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Лемма 9.1. Если x, y ∈ ˆCBΦ[Λ] , то x ∗ y ∈ ˆCBΦ[Λ] .
Д о к а з а т е л ь с т в о. Включения x, y ∈ ˆCBΦ[Λ] и сходимость ряда∑
k
θkαk влекут при малых θ оценки
∑
r
| θ |r
∑
k+m=r
|αk| ·Mkm(x) <∞,
∑
s
| θ |s
∑
r+n=s
( ∑
k+m=r
|αk| ·Mkm(x)
)
·M rn(y) <∞.
Для произвольных слов λ ∈ Λ длины k и % ∈ Λ длины r имеем∥∥∥∑
µν=%
x [λ ]µ y
[λµ ]
ν
∥∥∥
BV
6 2
∑
µν=%
‖x [λ ]µ ‖BV · ‖y [λµ ]ν ‖BV 6 2
∑
m+n=r
Mkm(x) ·Mk+mn (y),
Mkr (x ∗ y) 6 2
∑
m+n=r
Mkm(x) ·Mk+mn (y),∑
s
| θ |s
∑
k+r=s
|αk| ·Mkr (x∗ y) 6 2
∑
s
| θ |s
∑
k+m+n=s
|αk| ·Mkm(x) ·Mk+mn (y) <∞,
поэтому x ∗ y ∈ ˆCBΦ[Λ].
Лемма 9.2. Если Q ∈ ˜CBΦ[Λ], то Ф-интегральные операторы Q,Q′ :
C[Λ] → C[Λ] такие, что (Qx)(t) =̇
∫ t
α
(dQ ∗ x) и (Q′y)(τ) =̇
∫ α
τ
(y ∗ dQ),
действуют из C̃[Λ] в C̃[Λ] .
Д о к а з а т е л ь с т в о. Для оператора Q утверждение уже доказано
(см. лемму 8.2). Для любого слова ν длины n справедливо∥∥∥ ∑
λµ=ν
∫ α
τ
(yλ · dQ [λ ]µ )
∥∥∥ 6 ∑
λµ=ν
‖yλ‖ · ‖Q [λ ]µ ‖BV 6
∑
k+m=n
Nk(y) ·Mkm(Q),
поэтому Nn(Q′y) 6
∑
k+m=n
Nk(y) ·Mkm(Q) . Условие y∈ C̃[Λ] означает, что ряд∑
k
θkNk(y) сходится при малых θ , а поскольку Q ∈ ˜CBΦ[Λ] , то
∑
n
| θ |nNn(Q′y) 6
∑
n
| θ |n
∑
k+m=n
Nk(y) ·Mkm(Q) <∞, Q′y ∈ C̃[Λ].
Лемма 9.3. Пусть Q ∈ ˜CBΦ[Λ], Qε≡ const. Для решения Ф-интеграль-
ного уравнения X(t)−
∫ t
α
(dQ∗X) = e справедливо включение X ∈ ˜CBΦ[Λ] .
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Д о к а з а т е л ь с т в о. Уравнение эквивалентно рекурсии
Xε(t) = 1, X%(t) =
∑
µν=%
µ6=ε
∫ t
α
(dQµ ·X [µ ]ν ), % 6= ε,
следовательно, для произвольных слов λ, % ∈ Λ , |λ | = k , | % | = r > 1 ,
справедливы равенства
X [λ ]% (t) =
∑
µν=%
∫ Fλ(t)
α
(dQµ ·X [µ ]ν ) =
=
∑
µν=%
∫ Fλ(α)
α
(dQµ ·X [µ ]ν ) +
∑
µν=%
∫ Fλ(t)
Fλ(α)
(dQµ ·X [µ ]ν ).
Первое слагаемое равно const . Во втором слагаемом для любых λ, µ ∈ Λ
справедливо включение Q [λ ]µ ∈ BV (в силу включения Q ∈ ˜CBΦ[Λ] ), а так
как X [µ ]ν ∈ C , то в соответствии с утверждением 8.1 имеет место равенство
X
[λ ]
% (t) = const +
∑
µν=%
∫ t
α
(dQ [λ ]µ ·X [λµ ]ν ) , следовательно,
VarX [λ ]% 6
∑
µν=%
Var
∫ t
α
(dQ [λ ]µ ·X [λµ ]ν ) 6
∑
µν=%
VarQ [λ ]µ · ‖Xν‖. (9.5)
Введем в рассмотрение величину
V km(Q) =̇ max
λ: |λ|=k
µ: |µ|=m
VarQ [λ ]µ .
Ясно, что V km(Q) 6 Mkm(Q) , поэтому условие Q ∈ ˜CBΦ[Λ] означает, что
если ряд
∑
k
θkαk сходится при малых θ , то ряды
∑
r
| θ |r
∑
k+m=r
|αk| ·Mkm(Q) и
∑
r
| θ |r
∑
k+m=r
|αk| · V km(Q)
тоже сходятся. Из (9.5) следуют неравенства V kr (X) 6
∑
m+n=r
V km(Q) ·Nn(X) ,
следовательно, при малых θ имеем∑
s
| θ |s
∑
k+r=s
|αk| · V kr (X) 6
∑
s
| θ |s
∑
k+m+n=s
|αk| · V km(Q) ·Nn(X) =
=
∑
s
| θ |s
∑
r+n=s
( ∑
k+m=r
|ak| · V km(Q)
)
Nn(X) =
=
(∑
r
| θ |r
∑
k+m=r
|αk| · V km(Q)
)
·
(∑
n
| θ |n ·Nn(X)
)
<∞.
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Неравенство ‖X [λ ]% ‖BV 6 ‖X%‖+VarX
[λ ]
% влечет Mkr (X) 6 Nr(X)+V kr (X) ,
поэтому ∑
s
| θ |s
∑
k+r=s
|αk| ·Mkr (X) 6
6
∑
s
| θ |s
∑
k+r=s
|αk| ·Nr(X) +
∑
s
| θ |s
∑
k+r=s
|αk| · V kr (X) =
=
(∑
k
| θ |k|αk|
)
·
(∑
r
| θ |rNr(X)
)
+
∑
s
| θ |s
∑
k+r=s
|αk| · V kr (X) <∞,
следовательно, X ∈ ˜CBΦ[Λ] .
Теорема 9.2. Пусть Q ∈ ˜CBΦ[Λ], Qε ≡ const, f, g ∈ C̃[Λ]. Для реше-
ний уравнений (iii.2) и (iii.5) справедливы включения x, y ∈ C̃[Λ].
Д о к а з а т е л ь с т в о. Включение x ∈ C̃[Λ] уже доказано (см. тео-
рему 8.2). Для решения уравнения из леммы 9.3 имеет место включение
X ∈ ˜CBΦ[Λ] . Так как Xε ≡ 1 , то ряд X обратим, причем в силу леммы 8.1
имеет место включение X−1 ∈ C̃[Λ] . В силу теоремы 9.1 и утверждения 7.3
справедливы равенства
y(τ) = g(τ) +
∫ α
τ
(g(s) ∗ ds(X(s) ∗X−1(τ))) = g(τ) +
∫ α
τ
(g ∗ dX) ∗X−1(τ).
Таким образом, в силу леммы 9.2 включение g ∈ C̃[Λ] влечет включения∫ α
τ
(g ∗ dX) ∈ C̃[Λ] и y ∈ C̃[Λ] .
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ГЛАВА IV . ПРЕДСТАВЛЕНИЕ РЕШЕНИЙ
ЛИНЕЙНЫХ ИМПУЛЬСНЫХ УРАВНЕНИЙ
Следуя [15, c. 143], импульсным мы называем уравнение
ẋ(t) = B
(
t, x(t)
)
Q̇(t), (iv.1)
заданное в терминах обобщенных функций. Через x и Q обозначены соот-
ветственно n-мерная и m-мерная векторные функции, а матричнозначная
функция B : Ω → Cn×m задана в области Ω ⊆ R × Cn. Считается, что
левая и правая части уравнения определяют линейные непрерывные функ-
ционалы (обобщенные функции) в пространстве основных функций D , а
само уравнение (iv.1) понимается как математическая запись задачи нахож-
дения таких прерывистых функций x(·) , для которых при всех ϕ ∈ D
справедливо равенство (ẋ, ϕ) =
(
B(·, x) Q̇, ϕ
)
.
Непрерывные функции x : K → C, где K — это отрезок или интервал,
обладают достаточно высокой степенью регулярности («порядка»), заклю-
чающейся в том, что близость аргументов влечет близость значений непре-
рывной функции. «Не слишком разрывные» прерывистые функции тоже
обладают хорошей регулярностью (в англоязычной литературе они так и
называются — regulated functions, то есть упорядоченные функции). Они
обладают тем свойством, что во всех точках t ∈ K (кроме крайних) опреде-
лены три значения x(t− 0), x(t) и x(t+ 0), что позволяет конструировать
другие сопутствующие атрибуты функций и получать новые результаты.
Совокупность G =̇ G[a, b] прерывистых функций, то есть функций x :
[a, b] → C, обладающих конечными пределами x(t−0) при всех t ∈ (a, b] и
x(t+ 0) при всех t ∈ [a, b), является банаховой алгеброй по sup-норме.
В алгебре G исследована параметрическая решетка
{
GT
}
T∈T(K) подал-
гебр специального вида и подалгебра Γ , представляющая их пересечение.
Она содержит в себе алгебру BV функций ограниченной вариации. В алгеб-
ре GT определены проекторы P
T
: x → x
T
и P T : x → xT . В алгебре Γ [ и
в BV ] определены проекторы Pc : x → xc и P c : x → xc. Исследованы во-
просы существования интегралов Римана–Стилтьеса от функций-проекций
функций алгебр GT , Γ и BV . Доказана полнота алгебр (в каждой алгебре
используется собственная норма). Получены соотношения между нормами.
В алгебре GT вводятся понятия присоединенного умножения и присоеди-
ненного интеграла. Если x, y ∈ GT , то
x · y =̇xT yT − x
T
y
T
и
∫ t
α
x · dy =̇
∫ t
α
xTdyT −
∫ t
α
x
T
dy
T
.
В алгебре Γ [ и в BV ] вводятся понятия присоединенного умножения и при-
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соединенного интеграла. Если x, y ∈ Γ [ или x, y ∈ BV ], то
x ◦ y =̇xcyc − xcyc и
∫ t
α
x ◦ dy =̇
∫ t
α
xcdyc −
∫ t
α
xcdyc.
Далее через G =̇ G(a, b) обозначаем алгебру прерывистых функций, опре-
деленных на интервале K =̇ (a, b). Для любого x ∈ G определены обобщен-
ная прерывистая функция (x, ϕ) и обобщенная производная прерывистой
функции (x′, ϕ). Присоединенные интегралы порождают присоединенные
обобщенные производные прерывистых функций, соответственно ( ẋ, ϕ)T и
(
◦
x, ϕ). Следовательно, определены 3 типа дифференциальных уравнений
вида (iv.1), заданных в терминах обобщенных прерывистых функций.
Потенциальные возможности предложенных конструкций демонстрирует
теорема 18.2. Пусть α ∈ K, Q ∈ BVloc, A — комплексная n×n -матрица,
X =
{
x ∈ Γloc : T (x) ∩ T (Q) = ∅
}
. Для оператора V : Xn→Γlocn такого,
что (Vx)(t) =̇x(t) −
∫ t
α
AxdQ, и для любого y ∈ Γlocn семейство решений
уравнения (
◦
Vx, ϕ) ≡ (
◦
y, ϕ) представимо в виде
x(t) = eAQ
c(t)
[
h(t) +
∫ t
α
e−AQ
c(·) dyc
]
∀h ∈ Hlocn [K\T (Q)].
Совокупность x(t) = eAQc(t)
[
c+
∫ t
α
e−AQ
c(·) dyc
]
, c ∈ Cn, является семей-
ством всех непрерывных решений уравнения.
Использованы обозначения: T (x) — не более чем счетное множество, со-
стоящее из всех точек разрыва функции x ∈ G; для любого M ⊆ K алгебра
Hloc[M ] состоит из функций скачков x : K → C таких, что T (x) ⊆M.
Результаты главы опубликованы в работах [88–90,98–101].
§ 10 . Банахова алгебра G[a, b] прерывистых функций
10.1. Обозначения, определения и вспомогательные утвержде-
ния. Зафиксируем отрезок K =̇ [a, b] и через G =̇ G[a, b] =̇ G(K; C) обо-
значим пространство прерывистых (см. [58, c. 16]) функций, то есть функций
x : K → C, обладающих конечными пределами x(t − 0) =̇ lim
τ→t−0
x(τ) при
всех t ∈ (a, b] и x(t + 0) =̇ lim
τ→t+0
x(τ) при всех t ∈ [a, b). Пространство G,
наделенное естественной операцией умножения функций, является алгеброй
над полем C, и в дальнейшем мы будем называть G как пространством,
так и алгеброй. Через G
L
обозначим подпространство (подалгебру) в G, со-
стоящее из тех функций, что x(t−0) = x(t) при t ∈ (a, b] и x(a+0) = x(a).
Симметричное подпространство (подалгебра) G
R
состоит из тех функций,
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что x(t+0) = x(t) при t ∈ [a, b) и x(b−0) = x(b). Функции из G
L
будем на-
зывать непрерывными слева, а функции из G
R
— непрерывными справа пре-
рывистыми функциями. Через G
0
обозначим пространство (алгебру) таких
функций x : K → C, что при любом ε > 0 множество { t ∈ K : |x(t)| > ε}
состоит из конечного числа точек.
Функция x : K → C называется ступенчатой, если существует такое
разбиение a = τ0 < τ1 < . . . < τn = b, что на каждом интервале (τk−1, τk),
k = 1, . . . , n, функция x тождественно равна константе ck ∈ C. Очевидно,
всякая ступенчатая функция — прерывистая. Более того, имеет место
Утверждение 10.1. (См. [58, c. 16].) Для функции x : [a, b] → C следу-
ющие утверждения эквивалентны:
1) x ∈ G[a, b] ;
2) x есть равномерный (на [a, b] ) предел последовательности ступенча-
тых функций;
3) для любого ε > 0 существует разбиение a = τ0 < τ1 < . . . < τn = b
такое, что при всех k = 1, . . . , n справедливо sup
τ,s∈ (τk−1,τk)
|x(s)− x(τ)| < ε.
Третий пункт означает, что колебание функции x на каждом интервале
(τk−1, τk) не превышает ε. Справедливы следствия утверждения 10.1:
1) равномерный предел последовательности прерывистых функций есть
функция прерывистая;
2) если x ∈ G[a, b], то x ограничена и измерима, а само пространство
G[a, b] банахово по норме ‖x‖ =̇ sup
t∈ [a,b]
|x(t)| (более того, G[a, b] является
банаховой алгеброй) и является замыканием пространства ступенчатых
функций по sup-норме.
Утверждение 10.2. (См. [58, c. 17].)
1. Для любых x ∈ G[a, b] и ε > 0 множества{
t ∈ (a, b] : |x(t− 0)− x(t)| > ε
}
и
{
t ∈ [a, b) : |x(t+ 0)− x(t)| > ε
}
состоят из конечного числа точек.
2. Множество T (x), состоящее из всех точек разрыва прерывистой
функции x ∈ G[a, b], не более чем счетно.
Имеет место диаграмма включения функциональных пространств, опре-
деленных на отрезке [a, b] (отношение включения обозначаем стрелкой):
AC → CBV → C → KC
↘ ↘
BV → G → R → L ,
(10.1)
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где AC, C, KC — пространства абсолютно непрерывных, непрерывных и
кусочно-непрерывных функций соответственно, R и L — пространства ин-
тегрируемых по Риману и интегрируемых по Лебегу функций соответствен-
но, BV — пространство функций ограниченной вариации, CBV =̇ BV ∩ C.
Все включения в диаграмме строгие. Приведем подтверждающие примеры.
Пример 10.1. Пусть функция x : [0, 1] → R такова,что x(t) = t {1t} при
t 6= 0 (выражение {σ} обозначает дробную часть σ ∈ R ), x(0) = 0 . Если
t ∈ ( 1k+1 ,
1
k ] , k = 1, 2, . . . , то имеем x(t) = 1− kt, следовательно, x непре-
рывна слева, разрывна справа в точках τk = 1k+1 , то есть T (x) = {
1
2 ,
1
3 , . . .},
и имеет неограниченное изменение (скачки функции образуют гармониче-
ский ряд). Таким образом, x ∈ G[0, 1], x 6∈ BV[0, 1], x 6∈ KC[0, 1].
Пример 10.2. Пусть функция x : [0, 1] → R такова, что x(t) = (−1)[1/t]
при t 6= 0 (выражение [σ ] обозначает целую часть числа σ ∈ R ), x(0) = 0 .
Если t ∈ ( 1k+1 ,
1
k ] , k = 1, 2, . . . , то x(t) = (−1)
k, следовательно, функция
x ограничена и разрывна в нуле и в точках τk = 1k+1 . Значит, x ∈ R[0, 1],
однако x 6∈ G[0, 1] (так как нет предела x(0+) ).
Если x ∈ G[a, b] , то согласно [27] первообразная y(t) =̇
∫ t
a
x(s)ds есть
регулярно гладкая функция, другими словами, y ∈ RS[a, b] . В работе так-
же показано, что RS ≈ R × G
L
≈ R × G
R
и KC(1) ⊂ RS ⊂ Lip , то есть
пространство регулярно гладких функций заключено между пространством
кусочно-гладких и липшицевых функций. Следует еще отметить, что RS
является замыканием пространства кусочно-линейных функций по липши-
цевой норме (одномерной норме Гёльдера).
Прерывистые функции можно интегрировать не только в смысле Ри-
мана, но и в более расширительном смысле: в смысле Римана–Стилтьеса,
Перрона–Стилтьеса [18], в квазиинтегральном смысле [91, 92]. Приведем
формулировку для интеграла Римана–Стилтьеса [11].
Утверждение 10.3. Для любых x ∈ G[a, b] и y ∈ CBV[a, b] интегралы
Римана–Стилтьеса
∫ b
a
xdy и
∫ b
a
y dx существуют и справедливы оценки
∣∣∣ ∫ b
a
xdy
∣∣∣ 6 ‖x‖ · Var
K
y и
∣∣∣∫ b
a
xdy
∣∣∣ 6 sup
t∈(a,b)
|x(t)| · Var
K
y.
Справедливы следующие следствия утверждения 10.3.
1. Если последовательность {xn}, xn ∈ G[a, b], сходится по sup -норме
к (прерывистой) функции x ∈ G[a, b], а y ∈ CBV[a, b], то
lim
n
∫ b
a
xndy =
∫ b
a
xdy.
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2. Если x ∈ G[a, b], y ∈ CBV[a, b], а последовательность { yn} такова,
что yn ∈ CBV[a, b] и Var
K
(yn − y) →
n
0, то
lim
n
∫ b
a
xdyn =
∫ b
a
xdy.
3. Если x ∈ G[a, b], y ∈ CBV[a, b], z(t) =̇
∫ t
α
xdy, t ∈ [a, b] (где точка
α ∈ [a, b] фиксирована), то z ∈ CBV[a, b]. В частности, если y ∈ AC[a, b],
то z ∈ AC[a, b].
Теорема 10.1. Пусть A — комплексная n×n -матрица, q ∈ CBV[a, b].
Для α ∈ [a, b] и вектор-функций x, y ∈ Gn[a, b] справедливо
y(t) = x(t)−
∫ t
α
Axdq ⇐⇒ x(t) = y(t)−
∫ t
α
[
d eA(q(t)−q(s))
]
y(s)
⇐⇒ x(t) = eAq(t)
[
e−Aq(α) y(α) +
∫ t
α
e−Aq(·) dy
]
. (10.2)
Д о к а з а т е л ь с т в о. Если ввести обозначение z =̇ e−Aq(·) x, то из пер-
вого равенства следуют цепочки
y(t) = eAq(t) z(t)−
∫ t
α
AeAq(·)z dq =
= eAq(t) z(t)−
∫ t
α
[
d eAq(·)
]
z = eAq(α) z(α) +
∫ t
α
eAq(·) dz,
z(t)− z(α) =
∫ t
α
dz =
∫ t
α
e−Aq(s) d
(∫ s
α
eAq(·) dz
)
=
∫ t
α
e−Aq(·) dy.
Возвращаясь к исходной переменной x (с учетом x(α) = y(α) ), получаем
третье равенство. (Процедура доказательства обратима: из третьего равен-
ства легко получается первое.) Эквивалентность второго и третьего равенств
следуют из формулы интегрирования по частям.
10.2. Банаховы подалгебры G
0
[a, b], G
L
[a, b] и G
R
[a, b] .
Утверждение 10.4. Для функции x : [a, b] → C следующие утвержде-
ния эквивалентны:
a) x ∈ G
0
;
b) x ∈ G и x(t− 0) = 0 для всех t ∈ (a, b] ;
c) x ∈ G и x(t+ 0) = 0 для всех t ∈ [a, b) ;
d) x ∈ G и
∫ t
τ
x(s) ds = 0 для всех τ, t ∈ [a, b] ;
e) x ∈ G и
∫ t
τ
xdy = 0 для всех τ, t ∈ [a, b] и любых y ∈ CBV.
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Д о к а з а т е л ь с т в о. Равносильность утверждений a)− d) показана
в [58, c. 19], а импликация e) ⇒ d) тривиальна.
a) ⇒ e). Зафиксируем τ, t ∈ [a, b] (считаем τ < t ), функцию y ∈ CBV и
ε > 0. Точки τ, t и все точки конечного множества
{
s ∈ [τ, t] : |x(s)| > ε
}
порождают такое разбиение τ = s0 < s1 < . . . < sn = t, что |x(s)| < ε для
всех s ∈ (sk−1, sk), k = 1, . . . , n. Следовательно,∣∣∣ ∫ t
τ
xdy
∣∣∣ 6 n∑
k=1
∣∣∣ ∫ sk
sk−1
xdy
∣∣∣ 6 ε n∑
k=1
Var
[sk−1,sk]
y = ε Var
[τ,t ]
y ,
поэтому в силу произвольности ε > 0 справедливо равенство
∫ t
τ
xdy = 0.
Пример 10.3. Примером прерывистой функции из G
0
служит функция
Римана, то есть функция x : [0, 1] → R такая, что x = 1n в каждой не
равной нулю рациональной точке r = mn (m 6= 0), где
m
n — несократи-
мая рациональная дробь, и x = 0 во всех остальных точках отрезка [0, 1].
Эта функция разрывна во всех нетривиальных рациональных точках, а в
иррациональных точках она непрерывна.
Утверждение 10.5. (См. [58, c. 20].) 1. Пространства G
0
, G
L
и G
R
замкнуты в G относительно sup-нормы и, следовательно, банаховы.
2. Произвольная функция x ∈ G единственным образом представима в
виде суммы x = x
L
+ x
0
двух функций x
L
∈ G
L
и x
0
∈ G
0
. Симметричное
представление x = x
R
+ x
0
, где x
R
∈ G
R
, x
0
∈ G
0
, также имеет место.
В процессе доказательства утверждения 10.5 в [58] устанавливается, что
G
L
∩G
0
= {0}. Таким образом, пространство G представимо в виде прямой
суммы двух замкнутых подпространств: G = G
L
⊕ G
0
или G = G
R
⊕ G
0
.
При этом операторы P,Q : G → G,
P : x(t) → x
L
(t) =̇
{
x(a+ 0), t = a,
x(t− 0), t ∈ (a, b],
Q : x(t) → x
R
(t) =̇
{
x(t+ 0), t ∈ [a, b),
x(b− 0), t = b,
обладают следующими свойствами:
Im P = G
L
, Ker P = G
0
, Im Q = G
R
, Ker Q = G
0
,
P2 = P, PQ = P, QP = Q, Q2 = Q. (10.3)
Проекторы P и Q непрерывны по sup-норме, что следует из неравенств
‖Px‖ 6 ‖x‖ и ‖Qx‖ 6 ‖x‖ ∀x ∈ G. (10.4)
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В частности, ‖Px‖ = ‖Qx‖ для всех x ∈ G. Действительно, в соответствии
с (10.3) и (10.4) имеем ‖Px‖ = ‖PQx‖ 6 ‖Qx‖ , и аналогично ‖Qx‖ 6 ‖Px‖.
Если x ∈ G
0
, а y ∈ G, то xy = yx ∈ G
0
. Действительно, при y(t) ≡ 0
утверждение очевидно, если же y(t) 6≡ 0, то ‖y‖ > 0, поэтому множество{
t ∈ K : |x(t) y(t)| > ε
}
⊆
{
t ∈ K : |x(t)| > ε‖y‖
}
конечно при любом
ε > 0 , то есть xy ∈ G
0
. Таким образом, G
0
является двусторонним идеа-
лом в G, причем если функции x, y ∈ G считать эквивалентными (x ∼ y)
при x − y ∈ G
0
, то G
L
≈ G/G
0
≈ G
R
. Другими словами, в каждом клас-
се эквивалентности имеются ровно одна непрерывная слева и ровно одна
непрерывная справа прерывистые функции (x ∼ Px ∼ Qx ). Заметим так-
же, что операторы P и Q являются эндоморфизмами алгебры G, а их ядро
Ker P = Ker Q = G
0
является двусторонним идеалом этой алгебры.
§ 11 . Подалгебры GT [a, b], Γ[a, b] и BV[a, b] алгебры G[a, b]
11.1. Параметрическая решетка алгебр GT [a, b] и алгебра Γ[a, b].
Конечное или счетное множество T =̇ {τ1, τ2, . . .} попарно различных точек
τk ∈ K будем называть разбиением отрезка K =̇ [a, b], а совокупность всех
разбиений отрезка K обозначим через T(K). Пустое множество мы также
включаем в совокупность T(K), — оно является наименьшим элементом
частичного порядка, определенного на множестве T(K) естественным об-
разом: разбиение T предшествует разбиению S, если T ⊆ S.
Зафиксируем T ∈ T(K) . Для функции x ∈ G определены скачки
x−k =̇x(τk − 0)− x(τk), x
+
k =̇x(τk + 0)− x(τk) ∀ τk ∈ T. (11.1)
(Полагаем по определению: x−k = 0, если окажется, что a = τk для некото-
рого k, и x+k = 0, если окажется, что b = τk для некоторого k. )
Через dxe
T
обозначим ряд (и его сумму, если ряд сходится)
dxe
T
=̇
∑
τk∈T
(|x−k |+ |x
+
k |), (11.2)
а через GT =̇ GT [a, b] обозначим совокупность всех тех функций x ∈ G,
что ряд dxe
T
сходится. Поскольку T — не более чем счетное множество, то
ряд dxe
T
трактуется естественным образом: |x−1 | + |x+1 | + |x−2 | + |x+2 | + . . . .
Относительно естественных операций сложения и умножения GT является
алгеброй над полем C. Действительно, если λ ∈ C, x, y ∈ GT , u = λx,
v = x+ y, w = xy, то справедливы равенства
u−k = λx
−
k , u
+
k = λx
+
k , v
−
k = x
−
k + y
−
k , v
+
k = x
+
k + y
+
k ,
w−k = x(τk− 0) y(τk− 0)− x(τk) y(τk),
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w+k = x(τk+ 0) y(τk+ 0)− x(τk) y(τk), (11.3)
поэтому w−k = x(τk − 0) y
−
k + x
−
k y(τk), w
+
k = x(τk + 0) y
+
k + x
+
k y(τk),
due
T
= |λ| · dxe
T
<∞, dve
T
6 dxe
T
+ dye
T
<∞,
dwe
T
6 ‖x‖ · dye
T
+ dxe
T
· ‖y‖ <∞.
Следовательно, u, v, w ∈ GT .
Если T — конечное множество, то справедливо равенство GT = G, в
частности, G∅ = G. Всякая функция ограниченной вариации принадле-
жит GT , каково бы ни было T ∈ T(K). Действительно, если x ∈ BV
и S =̇T ∩ T (x), то x−k = x
+
k = 0 для любого τk ∈ T\S, следовательно,
dxe
T
= dxe
S
6 dxe
T (x)
<∞, поэтому x ∈ GT . Таким образом, для любого T
справедливо BV ⊂ GT ⊆ G, а так как любая непрерывная функция, имею-
щая неограниченное изменение, принадлежит GT , то первое включение —
строгое. Более того, между BV и GT заключено пространство Γ =̇ Γ[a, b],
состоящее из тех функций x ∈ G, что ряд dxe
T (x)
сходится. Примером функ-
ции из G, не принадлежащей Γ, служит функция из примера 10.1. Так же
как это сделано для пространств GT (см. (11.3)), доказывается, что Γ —
это алгебра. Действительно, если T =̇T (x) ∪ T (y), то
T (u) ⊆ T (x), T (v) ⊆ T, T (w) ⊆ T,
due
T (u)
= |λ| dxe
T (x)
<∞,
dve
T (v)
= dve
T
6 dxe
T
+ dye
T
= dxe
T (x)
+ dye
T (y)
<∞,
dwe
T (w)
= dwe
T
6 ‖x‖dye
T
+ dxe
T
‖y‖ = ‖x‖dye
T (y)
+ dxe
T (x)
‖y‖ <∞.
Заметим, что KC ⊂ Γ и BV ⊂ Γ, поэтому имеет место диаграмма включе-
ния подалгебр алгебры G прерывистых функций (см. (10.1)):
CBV → C → KC
↘ ↘
BV → Γ →
{
GT
}
T∈T(K) → G.
(11.4)
Относительно решетки алгебр { GT } в зависимости от параметра T ∈ T(K)
отметим следующее. Назовем разбиения T и S эквивалентными (T ∼ S),
если их симметрическая разность конечна, то есть card (T∆S) < ∞. Ре-
флексивность и симметричность отношения ∼ очевидны, а транзитивность
следует из известного тождества T∆S = (T∆R) ∆ (R∆S). Очевидно, все
конечные разбиения эквивалентны между собой.
Лемма 11.1. Пусть T, S ∈ T(K).
1. Если S ⊆ T, то GT ⊆ GS.
2. GT = GS тогда и только тогда, когда T ∼ S.
3. Если U = T ∪ S, то GT ∩GS = GU .
4. Если V = T ∩ S, то GT ∪GS ⊆ GV .
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Д о к а з а т е л ь с т в о. 1. При x ∈ GT и S ⊆ T справедливы неравен-
ства dxe
S
6 dxe
T
<∞, поэтому x ∈ GS.
2. Пусть T ∼ S, то есть разбиение T∆S конечно. Справедливо тождество
T∆S = Q∪R, где Q =̇T\S, R =̇S\T, следовательно, очевидное равенство
dxe
T
+ dxe
R
= dxe
S
+ dxe
Q
и конечность множеств Q и R означают, что
ряды dxe
T
и dxe
S
сходятся или расходятся одновременно.
Обратно. Если T и S не эквивалентны, то, по крайней мере, одно из
разбиений Q или R бесконечно. Допустим, что это Q. Тогда функция x,
у которой x(τk) = 1k при τk ∈ Q и x(t) = 0 при t ∈ K\Q, принадлежит
GS, но не принадлежит GT . Действительно, включение x ∈ G
0
очевидно,
поэтому в силу утверждения 10.4 справедливо x(τk−0) = 0 при τk ∈ S∩(a, b]
и x(τk + 0) = 0 при τk ∈ S ∩ [a, b). Кроме того, x(τk) = 0 для всех τk ∈ S,
следовательно, x−k = x
+
k = 0 для всех τk ∈ S, поэтому x ∈ GS. С другой
стороны, dxe
T
> dxe
Q
= 2
∞∑
k=1
1
k
, поэтому x 6∈ GT .
3. Включения T ⊆ U и S ⊆ U влекут GU ⊆ GT и GU ⊆ GS, следова-
тельно, GU ⊆ GT ∩GS. Если же x ∈ GT ∩GS, то x ∈ GT и x ∈ GS, поэтому
dxe
T
<∞ и dxe
S
<∞, а так как dxe
U
6 dxe
T
+ dxe
S
<∞, то x ∈ GU .
4. Поскольку V ⊆ T и V ⊆ S, то GT ⊆ GV и GS ⊆ GV , следовательно,
GT ∪GS ⊆ GV .
Лемма 11.2. Имеет место равенство Γ =
⋂
T∈T(K)
GT .
Д о к а з а т е л ь с т в о. Включение Γ ⊆
⋂
T∈T(K)
GT справедливо в силу
включений Γ ⊂ GT . Если x ∈
⋂
T∈T(K)
GT , то x ∈ GT для всех T, в частно-
сти, x ∈ GT для T =̇T (x), то есть ряд dxe
T (x)
сходится, поэтому x ∈ Γ.
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11.2. Декомпозиция элементов алгебр GT [a, b], Γ[a, b] и BV[a, b] .
Функция Хевисайда θ(t) =̇
{
0 , t 6 0,
1 , t > 0,
и произвольная точка τ ∈ K по-
рождают ступенчатые функции ξτ(t) =̇ −θ(τ− t) и ητ(t) =̇ θ(t−τ). В даль-
нейшем будем использовать следующие обозначения: если τ = 0 ∈ K, то
ξ(·) =̇ ξ0(·) и η(·) =̇ η0(·), а если τ = τk ∈ T, то ξk(·) =̇ ξτk(·) и ηk(·) =̇ ητk(·) :
ξk(t) =
{
−1 , t < τk,
0 , t > τk,
ηk(t) =
{
0 , t 6 τk,
1 , t > τk.
Хорошо известно, что для всякой функции x : K → C, непрерывной в точке
τ ∈ K, и для любых α, β ∈ K существуют интегралы Римана–Стилтьеса
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∫ β
α
xdξτ и
∫ β
α
xdητ , причем∫ β
α
xdξτ = x(τ)
∫ β
α
dξτ и
∫ β
α
xdητ = x(τ)
∫ β
α
dητ . (11.5)
В дальнейшем мы будем иметь дело в основном с интегралами Римана–
Стилтьеса и оговаривать название интеграла не будем.
Для любых α ∈ K и x ∈ GT функциональный ряд
x
T
(t) =̇x
T
(t, α) =̇ −
∑
τk∈T
x−k
∫ t
α
dξk +
∑
τk∈T
x+k
∫ t
α
dηk (11.6)
абсолютно и равномерно на K сходится, так как∑
τk∈T
∣∣∣ x−k ∫ t
α
dξk
∣∣∣+ ∑
τk∈T
∣∣∣ x+k ∫ t
α
dηk
∣∣∣ 6 dxeT <∞.
Сумму ряда будем обозначать так же, как и сам ряд, — через x
T
(t). В случае
T = ∅ полагаем x
T
(t) ≡ 0. В соответствии с4, с. 336, функции вида (11.6)
будем называть функциями скачков. Там же отмечается, что x
T
∈ BV и
Varx
T
= dxe
T
. (11.7)
Здесь и в дальнейшем через Var y обозначаем полную вариацию функции
y на отрезке K. Наряду с (11.6) определена функция
xT (t) =̇xT (t, α) =̇x(t)− x
T
(t), (11.8)
также зависящая от параметра α. В дальнейшем мы считаем, что точка
α ∈ K фиксирована, поэтому зависимость от α в обозначении функций x
T
и xT чаще всего будет отсутствовать. Заметим также, что ряд (11.6) более
правильно следовало бы писать в виде
−
∑
τk∈T∩(a,b]
x−k
∫ t
α
dξk +
∑
τk∈T∩[a,b)
x+k
∫ t
α
dηk,
подчеркивая его независимость от левого скачка функции x в точке a и
от правого скачка в точке b, однако в соответствии с соглашением в (11.1)
мы полагаем x−k = 0 при τk = a и x
+
k = 0 при τk = b, и в дальнейшем
используем запись (11.6).
Поскольку x
T
∈ BV ⊂ GT , то xT ∈ GT . Более того, в силу представления
(11.6) справедливы равенства (x
T
)−k = x
−
k и (xT )
+
k = x
+
k , поэтому (xT )
−
k =
4 Колмогоров А.Н., Фомин С.В. Элементы теории функций и функционального
анализа. М.: Наука, 1981. 544 с.
75
(xT )+k = 0 (см. (11.8)). Последнее равенство означает, в частности, что xT
непрерывна в каждой точке разбиения T. Таким образом, имеет место
декомпозиция x = xT + x
T
функций x ∈ GT и справедливы равенства
dx
T
e
T
= dxe
T
<∞, dxT e
T
= 0,
(x
T
)
T
= x
T
, (x
T
)T = 0, (xT )
T
= 0, (xT )T = xT . (11.9)
Кроме того, легко показать, что если x, y ∈ GT и x, y ∈ GS, то
(x
T
)
S
= x
T∩S , (xT )
S = x
T\S , (x
T )
S
= x
S\T , (x
T )S = xT∪S . (11.10)
Действительно, согласно лемме 11.1 справедливо x, y ∈ GT∪S, поэтому все
функции в формулах (11.10) определены. Если z =̇x
T
, Q =̇T\S, P =̇T ∩S,
R =̇S\T, то x
T
= x
Q
+ x
P
и
(x
T
)
S
= z
S
= z
P
+ z
R
= (x
Q
+ x
P
)
P
+ (x
T
)
R
= (x
P
)
P
= x
P
= x
T∩S .
Остальные формулы (11.10) легко выводятся из первой.
Одновременно мы выяснили, что операторы
P
T
: x→ x
T
и P T : x→ xT
являются проекторами в GT . Образ ImP T состоит из функций, непрерыв-
ных в каждой точке τk ∈ T, а ядро KerP T состоит из функций скачков
−
∑
τk∈T
gk
∫ t
α
dξk +
∑
τk∈T
hk
∫ t
α
dηk,
∑
τk∈T
(|gk|+ |hk|) <∞,
причем если τk = a, то gk = 0, а если τk = b, то hk = 0. Эти же простран-
ства являются соответственно ядром и образом другого оператора, то есть
KerP
T
= ImP T и ImP
T
= KerP T .
Замечание 11.1. Если x ∈ Γ [ или если x ∈ BV ], то для всех T, та-
ких, что T ⊇ T (x), справедливо x
T
= x
T (x)
и xT = xT (x), причем xT ∈ C
[ соответственно xT ∈ CBV ]. Введя обозначения xc =̇xT (x) и xc =̇xT (x), об-
наруживаем, что представление (11.8) при x ∈ BV совпадает с известной
декомпозицией Лебега функции ограниченной вариации на сумму непрерыв-
ной функции ограниченной вариации и функции скачков: x = xc+xc. Таким
образом, в пространстве Γ [или в BV ] определены проекторы
Pc : x→ xc P c : x→ xc, x = xc + xc.
Кроме того, в BV имеет место известное равенство Varx = Var xc + Varxc.
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11.3. Проекторы алгебр GT [a, b], Γ[a, b] и BV[a, b] . Если λ ∈ C,
x, y ∈ GT , u = λx, v = x+y, w = xy, то в силу формул (11.3) справедливо
u
T
= λx
T
, uT = λxT , v
T
= x
T
+ y
T
, vT = xT + yT , а для нахождения формул
для проекций w
T
и wT следует доказать ряд вспомогательных утверждений.
Утверждение 11.1. При k 6= m справедливы формулы∫ t
α
dξk
∫ t
α
dξm =
∫ τk
α
dξm
∫ t
α
dξk +
∫ τm
α
dξk
∫ t
α
dξm,∫ t
α
dξk
∫ t
α
dηm =
∫ τk
α
dηm
∫ t
α
dξk +
∫ τm
α
dξk
∫ t
α
dηm,∫ t
α
dηk
∫ t
α
dηm =
∫ τk
α
dηm
∫ t
α
dηk +
∫ τm
α
dηk
∫ t
α
dηm
и при всех k[ ∫ t
α
dξk
]2
= −
(
1 + 2ξk(α)
) ∫ t
α
dξk,
[ ∫ t
α
dηk
]2
=
(
1− 2ηk(α)
) ∫ t
α
dηk,∫ t
α
dξk
∫ t
α
dηk = −ηk(α)
∫ t
α
dξk − ξk(α)
∫ t
α
dηk.
Д о к а з а т е л ь с т в о. Левая часть первой формулы равна∫ t
α
[ ∫ t
α
dξk
]
dξm =
∫ t
α
[ ∫ t
s
dξk +
∫ s
α
dξk
]
dξm(s) =
=
∫ t
α
[ ∫ s
α
dξm
]
dξk(s) +
∫ t
α
[ ∫ s
α
dξk
]
dξm(s).
В последнем равенстве мы поменяли порядок интегрирования у первого сла-
гаемого. Обе подынтегральные функции непрерывны в точках τk и τm со-
ответственно, и нам остается лишь сослаться на формулы (11.5).
Вторая и третья формулы доказываются аналогично. Последние три фор-
мулы проверяются непосредственно, опираясь на тождества ξ2k = −ξk,
η2k = ηk и ξkηk = 0 соответственно.
Утверждение 11.2. Пусть T ∈ T(K), α ∈ K и ограниченная функция
x : K → C непрерывна во всех точках τk ∈ T. Для любой функции скачков
y(τ) =̇ −
∑
τk∈T
y−k
∫ τ
α
dξk +
∑
τk∈T
y+k
∫ τ
α
dηk,
∑
τk∈T
(|y−k |+ |y
+
k |) <∞,
существует интеграл
∫ t
α
xdy
(
=̇ z(t)
)
, и он равен функции скачков:
z(t) = −
∑
τk∈T
x(τk) y
−
k
∫ t
α
dξk +
∑
τk∈T
x(τk) y
+
k
∫ t
α
dηk, t ∈ K.
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Утверждение справедливо в силу (11.5), а согласно утверждению 10.3 име-
ет место следствие: если x ∈ G, y ∈ BV таковы, что T (x)∩T (y) = ∅, то
существует интеграл
∫ t
α
xdy, причем∫ t
α
xdy =
∫ t
α
xdyc −
∑
τk∈T (y)
x(τk) y
−
k
∫ t
α
dξk +
∑
τk∈T (y)
x(τk) y
+
k
∫ t
α
dηk.
Лемма 11.3. Если x, y ∈ GT , то интегралы
∫ t
α
xTdy
T
,
∫ t
α
yTdx
T
,
∫ t
α
x
T
dyT
и
∫ t
α
y
T
dxT существуют и справедливо
(
xy
)
T
(t) = x
T
(t)y
T
(t) +
∫ t
α
xTdy
T
+
∫ t
α
yTdx
T
,
(
xy
)
T (t) = xT (t)yT (t) +
∫ t
α
x
T
dyT +
∫ t
α
y
T
dxT . (11.11)
Д о к а з а т е л ь с т в о. Формулы из утверждения 11.1 имеют более
компактный вид (через δkm обозначен символ Кронекера):∫ t
α
dξk
∫ t
α
dξm = −δkm
∫ t
α
dξk +
∫ τk
α
dξm
∫ t
α
dξk +
∫ τm
α
dξk
∫ t
α
dξm,∫ t
α
dξk
∫ t
α
dηm =
∫ τk
α
dηm
∫ t
α
dξk +
∫ τm
α
dξk
∫ t
α
dηm,∫ t
α
dηk
∫ t
α
dηm = δkm
∫ t
α
dηk +
∫ τk
α
dηm
∫ t
α
dηk +
∫ τm
α
dηk
∫ t
α
dηm.
В следующей цепочке равенств фигурируют абсолютно и равномерно схо-
дящиеся (на K ) функциональные ряды, поэтому все операции корректны,
а суммирование ведется по разбиению T (и мы пишем
∑
k
вместо
∑
τk∈T
):
σ =̇x
T
(t) y
T
(t) =
=
[
−
∑
k
x−k
∫ t
α
dξk +
∑
k
x+k
∫ t
α
dηk
][
−
∑
m
y−m
∫ t
α
dξm +
∑
m
y+m
∫ t
α
dηm
]
=
=
∑
k,m
x−k y
−
m
[ ∫ τk
α
dξm
∫ t
α
dξk +
∫ τm
α
dξk
∫ t
α
dξm
]
−
∑
k
x−k y
−
k
∫ t
α
dξk−
−
∑
k,m
x−k y
+
m
[ ∫ τk
α
dηm
∫ t
α
dξk +
∫ τm
α
dξk
∫ t
α
dηm
]
−
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−
∑
k,m
x+k y
−
m
[ ∫ τk
α
dξm
∫ t
α
dηk +
∫ τm
α
dηk
∫ t
α
dξm
]
+
+
∑
k,m
x+k y
+
m
[ ∫ τk
α
dηm
∫ t
α
dηk +
∫ τm
α
dηk
∫ t
α
dηm
]
+
∑
k
x+k y
+
k
∫ t
α
dηk.
Приведя подобные члены, имеем равенства
σ = −
∑
k
x−k [y(τk)− yT (τk)]
∫ t
α
dξk +
∑
k
x+k [y(τk)− yT (τk)]
∫ t
α
dηk−
−
∑
k
x−k y
−
k
∫ t
α
dξk +
∑
k
x+k y
+
k
∫ t
α
dηk−
−
∑
m
y−m [x(τm)− xT (τm)]
∫ t
α
dξm +
∑
m
y+m [x(τm)− xT (τm)]
∫ t
α
dηm =
= σ1 −
∑
k
[x−k y
−
k + x
−
k y(τk) + x(τk)y
−
k ]
∫ t
α
dξk+
+
∑
k
[x+k y
+
k + x
+
k y(τk) + x(τk)y
+
k ]
∫ t
α
dηk = σ1 +
(
xy
)
T
(t),
где через σ1 обозначена функция
σ1 =̇
∑
k
x−k y
T (τk)
∫ t
α
dξk −
∑
k
x+k y
T (τk)
∫ t
α
dηk+
+
∑
k
y−k x
T (τk)
∫ t
α
dξk −
∑
k
y+k x
T (τk)
∫ t
α
dηk.
Приведя еще раз подобные члены (в силу непрерывности функций xT и yT
в точках τk ∈ T справедливо утверждение 11.2), получаем
σ1 =
∫ t
α
yTd
[∑
k
x−k ξk −
∑
k
x+k ηk
]
+
∫ t
α
xTd
[∑
k
y−k ξk −
∑
k
y+k ηk
]
=
= −
∫ t
α
yTdx
T
−
∫ t
α
xTdy
T
.
Одновременно мы доказали существование интегралов.
Сравнивая начало и конец цепочки для σ, получаем первое равенство
(11.11). Что касается второго, то в силу формулы интегрирования по частям
и равенств x
T
(α) = y
T
(α) = 0 для его доказательства достаточно сложить
левые и правые части формул (11.11) и получить тождество. 
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Итак, если λ ∈ C, x, y ∈ GT , u = λx, v = x+y, w = xy, то u, v, w ∈ GT ,
u
T
= λx
T
, uT = λxT , v
T
= x
T
+ y
T
, vT = xT + yT ,
w
T
(t) = x
T
(t) y
T
(t) +
∫ t
α
xTdy
T
+
∫ t
α
yTdx
T
,
wT (t) = xT (t) yT (t) +
∫ t
α
x
T
dyT +
∫ t
α
y
T
dxT .
Аналогичным образом связаны проекции функций из Γ и из BV. Пусть
λ ∈ C, x, y ∈ Γ [или x, y ∈ BV ], u = λx, v = x + y, w = xy. Тогда
xc, yc, wc ∈ C [ соответственно xc, yc, wc ∈ CBV ] (см. замечание 11.1) и
uc = λxc, u
c = λxc, vc = xc + yc, v
c = xc + yc,
wc(t) = xc(t) yc(t) +
∫ t
α
xcdyc +
∫ t
α
ycdxc ,
wc(t) = xc(t) yc(t) +
∫ t
α
xcdy
c +
∫ t
α
ycdx
c.
11.4. Интегралы Римана–Стилтьеса от функций-проекций функ-
ций алгебр GT [a, b], Γ[a, b] и BV[a, b] . В предыдущем пункте доказано
существование интегралов Римана–Стилтьеса от некоторых проекций эле-
ментов алгебр GT [a, b], Γ[a, b] и BV[a, b]. Приведем следствия леммы 11.3.
1. Пусть T ∈ T(K) и x, y ∈ GT . Если существует один из интегралов∫
K
x
T
dy
T
,
∫
K
y
T
dx
T
,
∫
K
xdy
T
,
∫
K
y
T
dx,
∫
K
x
T
dy,
∫
K
ydx
T
, (11.12)
то существуют все остальные, а первая формула (11.11) принимает вид(
xy
)
T
(t) =
∫ t
α
xdy
T
+
∫ t
α
ydx
T
. (11.13)
Если существует один из интегралов∫
K
xTdyT ,
∫
K
yTdxT ,
∫
K
xdyT ,
∫
K
yTdx,
∫
K
xTdy,
∫
K
ydxT , (11.14)
то существуют все остальные, а вторая формула (11.11) принимает вид(
xy
)
T (t) = x(α) y(α) +
∫ t
α
xdyT +
∫ t
α
ydxT . (11.15)
Докажем формулу (11.15). Допустим, например, что существует инте-
грал
∫
K
xTdyT , тогда существуют интегралы
∫ t
α
xTdyT и
∫ t
α
yTdxT , причем
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∫ t
α
xTdyT +
∫ t
α
yTdxT = xT (t)yT (t)−xT (α)yT (α). В силу леммы 11.3 существу-
ют интегралы
∫ t
α
xdyT и
∫ t
α
ydxT , а с учетом последнего равенства второе
тождество (11.11) трансформируется в (11.15). Формула (11.13) доказывает-
ся аналогично (здесь применяем равенства x
T
(α) = y
T
(α) = 0 ).
2. Пусть T ∈ T(K) и x, y ∈ GT . Если существует интеграл
∫
K
xdy, то
существует еще тринадцать интегралов: интеграл
∫
K
ydx и интегралы
(11.12) и (11.14).
Существование интеграла
∫
K
ydx хорошо известно. Поскольку существует
интеграл
∫
K
xdy, то согласно5, c. 117, одна из функций x или y непрерывна
во всякой точке t ∈ K, то есть T (x) ∩ T (y) = ∅. Если S =̇T ∩ T (y), то,
очевидно, y
T
= y
S
, а функция x непрерывна в каждой точке τk ∈ S. В
силу леммы 11.3 существует интеграл
∫
K
xdy
S
, а вместе с ним интегралы∫
K
xdy
T
,
∫
K
xdyT и другие интегралы (11.12) и (11.14).
3. Пусть T ∈ T(K) и x, y ∈ GT , тогда
(x
T
y
T
)
T
= x
T
y
T
, (x
T
y
T
)T = 0, (xT yT )
T
= 0, (xT yT )T = xT yT .
Равенства следуют из формул (11.11) и (11.9).
4. Пусть T ∈ T(K), x, y ∈ GT и существует интеграл
∫
K
xdy, тогда∫ t
α
xdy =
∫ t
α
xdyT −
∑
τk∈T
x(τk) y
−
k
∫ t
α
dξk +
∑
τk∈T
x(τk) y
+
k
∫ t
α
dηk.
Равенство следует из утверждения 11.2.
Аналогичные утверждения справедливы для проекций элементов алгебр
Γ[a, b] и BV[a, b].
5. Пусть x, y ∈ Γ [ или x, y ∈ BV ]. Если существует один из интегралов∫
K
xcdyc,
∫
K
ycdxc,
∫
K
xdyc,
∫
K
ycdx,
∫
K
xcdy,
∫
K
ydxc, (11.16)
то существуют остальные интегралы (11.16) и(
xy
)
c
(t) =
∫ t
α
xdyc +
∫ t
α
ydxc.
5 Фихтенгольц Г.М. Курс дифференциального и интегрального исчисления. Т. 3. М.:
Наука, 1969. 656 с.
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Если существует один из интегралов∫
K
xcdyc,
∫
K
ycdxc,
∫
K
xdyc,
∫
K
ycdx,
∫
K
xcdy,
∫
K
ydxc, (11.17)
то существуют остальные интегралы (11.17) и(
xy
)c
(t) = x(α) y(α) +
∫ t
α
xdyc +
∫ t
α
ydxc.
Если существует интеграл
∫
K
xdy, то существует еще тринадцать ин-
тегралов: интеграл
∫
K
ydx и интегралы (11.16), (11.17).
6. Пусть x, y ∈ Γ [ или x, y ∈ BV ]. Тогда
(xcyc)c = xcyc, (xcyc)
c = 0, (xcyc)c = 0, (x
cyc)c = xcyc.
§ 12 . Полнота алгебры GT [a, b] по норме ‖ · ‖
T
Поскольку GT = G при card T < ∞, то GT — полное пространство,
однако, как показывает следующий пример, при счетном T пространство
GT не замкнуто в G по sup -норме
‖x‖ =̇ sup
t∈K
|x(t)|. (12.1)
Пример 12.1. Функция x ∈ G[0, 1] такая, что x(0) = 0 и x(t) = t { 1t }
при t 6= 0, является предельной (по норме (12.1)) для последовательности
xn(t) =̇
{
0 , t ∈ [ 0, 1n ],
t { 1t } , t ∈ (
1
n , 1 ],
n = 1, 2, . . . ,
прерывистых функций. Поскольку функции xn имеют конечное число точек
разрыва, то xn ∈ GT для любого T. В частности, xn ∈ GT для T =̇T (x),
в то время как x 6∈ GT (см. пример 10.1), следовательно, пространство GT
не является полным по норме (12.1).
Таким образом, решетка пространств
{
GT
}
T∈T(K) содержит как полные,
так и неполные пространства. Ниже мы покажем, что пространство GT бу-
дет полным, если ввести норму
‖x‖
T
=̇ ‖xT‖+ dxe
T
= ‖xT‖+ Varx
T
. (12.2)
Проверка аксиом нормы (12.2) не составляет труда. Более важно то, что нор-
ма (12.1) входит в семейство (12.2), — это имеет место при T = ∅. Заметим
также, что в соответствии с формулой (11.8) функция xT зависит от выбора
точки α ∈ K, то есть xT (·) = xT (·, α), поэтому и норма (12.2) зависит от α,
то есть ‖ · ‖
T
= ‖ · ‖α
T
.
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Лемма 12.1. Пусть T, S ∈ T(K).
1. Если S ⊆ T, то GT ⊆ GS и ‖x‖
S
6 ‖x‖
T
для любого x ∈ GT .
2. Для любого x ∈ GT имеет место неравенство ‖x‖ 6 ‖x‖
T
.
3. Если T ∼ S, то GT = GS и в пространстве GT (= GS) нормы ‖ · ‖
T
и ‖ · ‖
S
эквивалентны.
4. Для любых α, β ∈ K нормы ‖ · ‖α
T
и ‖ · ‖β
T
эквивалентны.
Д о к а з а т е л ь с т в о. 1. Включение GT ⊆ GS доказано в лемме 11.1.
Пусть x ∈ GT . В силу представления (11.8) имеет место равенство
xS(t) = xT (t) + x
T\S(t), (12.3)
следовательно, |xS(t)| 6 |xT (t)| + dxe
T\S , t ∈ K, поэтому |xS(t)| + dxeS 6
|xT (t)| + dxe
T
6 ‖x‖
T
. Поскольку последняя оценка справедлива при всех
t ∈ K, то ‖x‖
S
6 ‖x‖
T
.
2. Неравенство ‖x‖ 6 ‖x‖
T
следует из первого пункта при S = ∅.
3. Равенство GT = GS доказано в лемме 11.1. Если R =̇T∩S, то в соответ-
ствии с первым пунктом леммы GT = GS ⊆ GR и для любого x ∈ GT имеют
место равенства вида (12.3): xR(t) = xT (t) + x
T\R(t), x
R(t) = xS(t) + x
S\R(t).
Вычитая одно из другого, получаем, что при всех t ∈ K справедливо
|xS(t)| 6 |xT (t)| + dxe
T∆S
, поэтому ‖xS‖ 6 ‖xT‖ + dxe
T∆S
, следовательно,
выражая ‖xS‖ и ‖xT‖ через ‖x‖
S
и ‖x‖
T
по формуле (12.2), получаем
‖x‖
S
6 ‖x‖
T
+ 2dxe
S\R = ‖x‖T + 2dxeS\T 6
6 ‖x‖
T
+ 8 ‖x‖ · card (S\T ) 6
(
1 + 8 card (S\T )
)
· ‖x‖
T
.
Мы воспользовались неравенствами |x−k | 6 2 ‖x‖ и |x
+
k | 6 2 ‖x‖. Аналогич-
но получается симметричное неравенство ‖x‖
T
6
(
1 + 8 card (T\S)
)
· ‖x‖
S
.
4. Через xT (t, α) и xT (t, β) обозначим функции вида (11.8), подчеркивая
их зависимость от точек α и β. В соответствии с (11.6) следующие соотно-
шения носят элементарный характер:
x
T
(t, α) = x
T
(t, β) + x
T
(β, α), xT (t, α)− xT (t, β) = x
T
(α, β),∣∣xT (t, α)− xT (t, β)∣∣ 6 dxe
T
,
∥∥xT ( · , α)∥∥ 6 ∥∥xT ( · , β)∥∥+ dxe
T
,∥∥x ∥∥α
T
=
∥∥xT ( · , α)∥∥+ dxe
T
6
∥∥xT ( · , β)∥∥+ 2 dxe
T
6 2
∥∥x∥∥β
T
.
Аналогично ‖x‖β
T
6 2 ‖x‖α
T
, что и доказывает эквивалентность данных норм.
Следствие 12.1. Если card T <∞, то GT = G и нормы ‖ · ‖
T
и ‖ · ‖
эквивалентны в G.
Достаточно взять S = ∅ в третьем пункте леммы.
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Замечание 12.1. При счетном T нормы ‖·‖
T
и ‖·‖ не являются эквива-
лентными в пространстве GT . Например, семейство функций xn из G[0, 1]
таких, что xn(t) = 0 при t ∈ [ 0, 1n ] и xn(t) = {
1
t } при t ∈ [
1
n , 1 ], вне
множества T =̇ { 12 ,
1
3 , . . .} разрывов не имеет. Очевидно, ‖xn‖ = 1 при всех
n > 2. С другой стороны, каждая из функций xn принадлежит GT , так
как имеет конечное число точек разрыва (их количество равно n − 1 ). Бо-
лее того, все xn непрерывны слева, а правые скачки равны по 1, поэтому
какое бы γ > 0 мы не взяли, найдется такая функция xn из семейства, что
‖xn‖T > γ. Это означает, что не существует такого γ > 0, что неравенство
‖x‖
T
6 γ ‖x‖ выполнено для всех x ∈ GT .
Замечание 12.2. ‖x‖ 6 ‖x‖
T
6 ‖x‖+ 2 dxe
T
для любого x ∈ GT .
Первое неравенство мы уже доказали. Что касается второго, то в силу
(12.2) и (11.8) справедлива цепочка
‖x‖
T
= ‖xT‖+dxe
T
6 ‖x‖+‖x
T
‖+dxe
T
6 ‖x‖+Varx
T
+dxe
T
= ‖x‖+2 dxe
T
.
Теорема 12.1. Алгебра GT [a, b], наделенная нормой ‖ · ‖
T
, является
коммутативной банаховой алгеброй с единицей.
Д о к а з а т е л ь с т в о. При конечном T утверждение очевидно в силу
следствия 12.1. Пусть T cчетно и {xn} — фундаментальная последователь-
ность в GT по норме ‖ · ‖
T
, то есть ‖xm − xn‖T −→m,n 0. Если yn =̇ (xn)
T и
zn =̇ (xn)T , то xn = yn + zn, zn(α) = 0, и согласно замечанию 12.2 и опреде-
лению (12.2) справедливо
‖xm − xn‖−→
m,n
0, ‖ym − yn‖−→
m,n
0, ‖zm − zn‖BV = Var (zm − zn) −→m,n 0
(применяем норму ‖x‖
BV
= |x(α)| + Varx ). В силу полноты пространств
{G, ‖ · ‖} и {BV, ‖ · ‖
BV
} существуют x, y ∈ G и z ∈ BV ⊂ GT такие, что
‖xn − x‖ →
n
0, ‖yn − y‖ →
n
0, ‖zn − z‖BV →n 0, ‖zn − z‖ →n 0.
Так как ‖zn − (x − y)‖ 6 ‖xn − x‖ + ‖yn − y‖ →
n
0, то x − y = z. Функ-
ция y является пределом равномерно сходящейся последовательности { yn}
непрерывных в точках τk ∈ T функций, поэтому она непрерывна в этих
точках, следовательно, y−k = y
+
k = 0, x
−
k = z
−
k и x
+
k = z
+
k . Таким образом,
dxe
T
= dze
T
<∞, то есть x ∈ GT , поэтому y ∈ GT , x
T
= z
T
и xT = y+ zT .
Так как zTn = 0, то zT = 0. Действительно, если wn =̇ z− zn, то wn ∈ BV
и справедливо Varwn = Var(wn)c + Var(wn)c. Поскольку zn ⇒ z и все
функции zn непрерывны в точках множества K\T, то и функции z, wn
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непрерывны в этих точках. Тем самым, T (wn) ⊆ T и справедлива цепочка
равенств (wn)c = (wn)T = zT − zTn = zT , следовательно,
Var zT + Var(wn)c = Var(wn)
c + Var(wn)c = Varwn = Var (z − zn) →
n
0,
поэтому Var zT = 0 и, очевидно, zT = 0, xT = y, x
T
= z. Таким образом,
(xn − x)T = yn − y и (xn − x)T = zn − z, следовательно,
‖xn − x‖T = ‖yn − y‖+ Var (zn − z) →n 0.
Роль единицы играет функция, тождественно равная 1 на [a, b]. Комму-
тативность очевидна, поэтому остается показать непрерывность умножения
по норме ‖·‖
T
относительно, например, первой переменной. Действительно,
если x, y ∈ GT и w = xy, то w ∈ GT и в соответствии с замечанием 12.2 и
леммой 12.1 справедлива цепочка неравенств
‖xy‖
T
= ‖w‖
T
6 ‖w‖+ 2 dwe
T
6
6 ‖xy‖+ 2 ‖x‖ dye
T
+ 2 dxe
T
‖y‖ 6 5 ‖x‖
T
‖y‖
T
, (12.4)
следовательно, условие ‖xn − x‖T →n 0 влечет ‖xny − xy‖T →n 0.
§ 13 . Полнота алгебры Γ[a, b] по норме ‖ · ‖
Γ
Легко проверить, что Γ — нормированное пространство по норме
‖x‖
Γ
=̇ sup
T∈T(K)
‖x‖
T
(13.1)
и для любых x ∈ Γ и T ∈ T(K) имеют место оценки
‖x‖ 6 ‖x‖
T
6 ‖x‖
Γ
6 ‖x‖+ 2 dxe
T (x)
= ‖x‖+ 2 Varxc. (13.2)
В соответствии с (12.2) норма ‖·‖
T
зависит от выбора точки α ∈ K, то есть
‖ · ‖
T
= ‖ · ‖α
T
, причем в силу леммы 12.1 нормы ‖ · ‖α
T
и ‖ · ‖β
T
эквивалентны.
Таким образом, норма ‖ · ‖
Γ
зависит от α, то есть ‖ · ‖
Γ
= ‖ · ‖α
Γ
, и нетрудно
показать, что для любых α, β ∈ K нормы ‖ · ‖α
Γ
и ‖ · ‖β
Γ
эквивалентны.
Лемма 13.1. Для любого x ∈ Γ справедливо равенство
‖x‖
Γ
= ‖xc‖+ Varxc. (13.3)
Д о к а з а т е л ь с т в о. В силу замечания 11.1 доказательство формулы
(13.3) сводится к доказательству равенства ‖x‖
Γ
= ‖x‖
T
, где T =̇T (x). Если
S ∈ T(K) и P =̇T ∩ S, то x−k = x
+
k = 0 для любого τk ∈ S\P, а так как
x ∈ Γ ⊂ GT , то ‖x‖
S
= ‖xS‖+ dxe
S
= ‖xS‖+ dxe
P
,
xS(t) = x(t)− x
S
(t) = x(t)− x
P
(t) = xT (t) + x
T\P (t),
следовательно, ‖xS‖ 6 ‖xT‖ + dxe
T\P и ‖x‖S 6 ‖xT‖ + dxeT , то есть для
любого S справедливо ‖x‖
S
6 ‖x‖
T
, поэтому ‖x‖
Γ
6 ‖x‖
T
.
Обратное неравенство очевидно.
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Теорема 13.1. Алгебра Γ[a, b], наделенная нормой ‖ · ‖
Γ
, является ком-
мутативной банаховой алгеброй с единицей.
Д о к а з а т е л ь с т в о. Пусть
{
xn
}
, xn ∈ Γ, — фундаментальная по-
следовательность, то есть ‖xm − xn‖Γ −→m,n 0. В силу (13.1) эта последова-
тельность является фундаментальной в каждом из банаховых пространств
GT , T ∈ T(K), по соответствующей норме ‖ · ‖
T
. Это означает, что для
любого T существует функция x(T ) ∈ GT такая, что ‖xn − x(T )‖T →n 0, а в
силу замечания 12.2 имеем ‖xn−x(T )‖ →
n
0. Таким образом, все предельные
функции x(T ) совпадают между собой, то есть x(T ) = x для любого T. По-
скольку x(T ) ∈ GT , то x ∈ GT для любого T, поэтому в силу леммы 11.2
имеем x ∈ Γ, и нам остается доказать, что ‖xn − x‖Γ →n 0.
Для любого ε > 0 существует N, что при m,n > N и T ∈T(K) выпол-
нено ‖xm − xn‖T < ε, следовательно, при m → ∞ имеем ‖x − xn‖T 6 ε,
поэтому ‖xn − x‖Γ = sup
T∈T(K)
‖xn − x‖T 6 ε.
В силу (12.4) и леммы 11.2 имеем ‖xy‖
Γ
6 5 ‖x‖
Γ
‖y‖
Γ
, откуда следует
непрерывность умножения в Γ. 
Пространство BV[a, b] с нормой
‖x‖
BV
=̇ |x(α)|+ Var
[a,b]
x (13.4)
также является коммутативной банаховой алгеброй с единицей. Это утвер-
ждение хорошо известно для нормы (13.4), в которой α = a, а для остальных
норм отметим, что в семействе (13.4), зависящем от параметра α ∈ [a, b], все
нормы эквивалентны между собой. Напомним также, что в соответствии с
комментариями к формуле (11.8) мы работаем с фиксированным α.
Лемма 13.2. Если x ∈ BV, то при любом T ∈ T(K)
Varx = VarxT + Varx
T
, (13.5)
в частности, Varx = Var xc+Varxc для компонент Лебегова разложения.
Д о к а з а т е л ь с т в о. Вторая часть утверждения хорошо известна
(см. замечание 11.1). Пусть Q =̇T\T (x), P =̇T∩T (x), R =̇T (x)\T. Посколь-
ку x−k = x
+
k = 0 для всех τk ∈ Q, то xT = xP и xT = xP . Если z =̇xP и
y =̇xP , то T (z) = P и T (y) = R. Согласно (11.10) имеем
zc = zT (z) = (xP )P = xP , yc = yT (y) = (x
P )
R
= x
R\P = xR,
zc = zT (z) = (x
P
)P = 0, yc = yT (y) = (xP )R = xP∪R = xT (x) = xc,
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VarxT + Varx
T
= Var y + Var z = Var yc + Var yc + Var z
c + Var zc =
= Varxc + Varx
R
+ Varx
P
= Var xc + dxe
R
+ dxe
P
= Var xc + dxe
T (x)
=
= Varxc + Varx
T (x)
= Var xc + Varxc = Var x.
Лемма 13.3. Если x ∈ BV, то при всех T ∈ T(K)
‖x‖ 6 ‖x‖
T
6 ‖x‖
Γ
6 ‖x‖
BV
. (13.6)
Д о к а з а т е л ь с т в о. Первые два неравенства уже доказаны, что ка-
сается третьего, то достаточно показать, что ‖x‖
T
6 ‖x‖
BV
для любого
T ∈ T(K). Действительно, в соответствии с леммой 13.2 и равенством
xT (α) = x(α) справедлива цепочка равенств
‖x‖
BV
− ‖x‖
T
= |x(α)|+ Varx− ‖xT‖ − Varx
T
=
= |x(α)|+ VarxT − ‖xT‖ = |xT (α)|+ VarxT − ‖xT‖ = ‖xT‖
BV
− ‖xT‖
с неотрицательной правой частью. Значит, ‖x‖
Γ
= sup
T∈T(K)
‖x‖
T
6 ‖x‖
BV
. 
Подводя итог, можем сказать, что вторая строка диаграммы (11.4) состоит
из коммутативных банаховых алгебр с единицей, причем каждая из алгебр
полна по своей норме, — это соответственно нормы (13.4), (13.1), (12.2) и
(12.1). Кроме того, если x ∈ BV, то справедливы неравенства (13.6); если
x ∈ Γ, то выполнены неравенства (13.2); если x ∈ GT , то ‖x‖ 6 ‖x‖
T
(см.
замечание 12.2). Хорошо известно, что пространства C и CBV из диаграм-
мы (11.4) также полны, каждое по своей норме.
§ 14 . Присоединенное умножение и присоединенный интеграл
Римана–Стилтьеса в алгебре GT [a, b]
14.1. Присоединенное умножение, порожденное элементами де-
композиций и базовыми операциями алгебры GT [a, b]. В силу лем-
мы 11.3 проекторы P
T
: x→ x
T
и P T : x→ xT являются эндоморфизмами
пространства GT , но не являются эндоморфизмами алгебры GT . Они будут
таковыми, если в GT ввести новую операцию умножения.
Определение 14.1. Если x, y ∈ GT , то функция z =̇x · y =̇xT yT − x
T
y
T
называется присоединенным произведением функций x и y, а операция « ·»
называется присоединенным умножением в GT . Легко убедиться в истин-
ности равенств x · y = xT y + xyT − xy = xy − x
T
y − xy
T
.
Прежде всего отметим, что функции x
T
и xT зависят от параметра α
(см. (11.8)), то есть x
T
= x
T
(t, α) и xT = xT (t, α), поэтому и z из определе-
ния 14.1 зависит от α, то есть z = z(t, α). Это означает, что в GT опреде-
лено целое семейство различных присоединенных умножений, зависящих от
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α. Более того, в соответствии с пунктом 2 леммы 11.1 равенство GS = GT
равносильно тому, что S ∼ T, поэтому в пространстве GT (= GS) опреде-
лены разные присоединенные умножения, зависящие от параметра S ∼ T.
Таким образом, в пространстве GT (когда разбиение T фиксировано) име-
ется двупараметрическое семейство различных присоединенных умножений,
зависящих как от точки α ∈ K, так и от разбиения S ∼ T.
Термин «присоединенное умножение» мы позаимствовали из теории ас-
социативных колец и алгебр, где присоединенное умножение определяет-
ся равенством x ◦ y =̇x + y + xy и строится из базовых операций сло-
жения и умножения исходного кольца [алгебры] R. В книге6, с. 368, та-
кое умножение называется звездным. Иногда присоединенное умножение
определяется как x ◦ y =̇x + y − xy. Относительно новой операции кольцо
[алгебра] R ассоциативно и имеет единицу, роль которой выполняет нуле-
вой элемент (легко проверить, что x ◦ 0 = x = 0 ◦ x ). Последнее обстоя-
тельство и отсутствие дистрибутивности (например, имеет место равенство
x ◦ (y+ z) = x ◦ y+x ◦ z−x ) не позволяют рассматривать самостоятельную
алгебраическую систему < R,+, ◦ > [соответственно < R,+, ◦, · > ], как
кольцо [алгебру], хотя операция присоединенного умножения и выполняет
существенную роль в теории. Ниже мы увидим, что присоединенное умно-
жение из определения 14.1, весьма похожее на классическое присоединенное
умножение (имеем x ·y = xT y+xyT −xy ), лишено отмеченных недостатков.
Лемма 14.1. Если T ∈ T(K), x, y ∈ GT и λ ∈ C, то
(λx)
T
= λx
T
, (λx)T = λxT , (x+ y)
T
= x
T
+ y
T
, (x+ y)T = xT + yT ,
(x · y)
T
= x
T
· y
T
, (x · y)T = xT · yT .
Д о к а з а т е л ь с т в о. Равенства x
T
· y
T
= −x
T
y
T
и xT · yT = xT yT
очевидны из определения 14.1 и формул (11.9), а в силу третьего следствия
в пункте 11.4 из § 11 справедливы цепочки равенств
(x · y)
T
= (xT yT − x
T
y
T
)
T
= −x
T
y
T
= x
T
· y
T
,
(x · y)T = (xT yT − x
T
y
T
)T = xT yT = xT · yT .
Лемма 14.2. Для любых x, y ∈ GT существуют интегралы
∫ t
α
x
T
dyT ,∫ t
α
y
T
dxT ,
∫ t
α
yTdx
T
,
∫ t
α
xTdy
T
и справедливы равенства
x(t) y(t) = xT (t) yT (t) +
∫ t
α
x
T
dyT +
∫ t
α
y
T
dxT +
(
xy
)
T
(t),
6 Ван дер Варден Б.Л. Алгебра. М.: Наука, 1976. 648 с.
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x(t) · y(t) = xT (t) yT (t) +
∫ t
α
xTdy
T
+
∫ t
α
yTdx
T
−
(
xy
)
T
(t).
Первая формула доказана в лемме 11.3, а что касается второй, то для ее
доказательства достаточно сложить левые и правые части обеих формул.
Теорема 14.1. Пространство GT [a, b], наделенное операцией присоеди-
ненного умножения, является коммутативной ассоциативной алгеброй
(вообще говоря, без единицы). Она является банаховой по норме ‖ · ‖
T
.
Д о к а з а т е л ь с т в о. Ассоциативность присоединенного умножения
следует из формул, приведенных в доказательстве леммы 14.1:
(x · y) · z = (x · y)T zT − (x · y)
T
z
T
= xT yT zT + x
T
y
T
z
T
,
x · (y · z) = xT (y · z)T − x
T
(y · z)
T
= xT yT zT + x
T
y
T
z
T
.
Аксиомы коммутативности и дистрибутивности очевидны. При T = ∅ име-
ем x · y = xy, поэтому в GT (при T = ∅ ) единицей является функция e(t),
тождественно равная 1 на [a, b]. Пусть T 6= ∅.
А. Если α ∈ T, то функция e(t) =̇ 1 +
∫ t
α
dξα−
∫ t
α
dηα является единицей
алгебры GT . Действительно, справедливо e(t) =
{
0 , t 6= α,
1 , t = α,
поэтому
e−k = e
+
k = −δkm для всех τk ∈ T, где через m обозначен тот индекс,
для которого α = τm. Следовательно, eT (t) =
∫ t
α
dξα −
∫ t
α
dηα, eT (t) ≡ 1.
Для любого x ∈ GT справедливо равенство (xe)(t) = x(α)e(t), поэтому
(xe)
T
(t) = x(α)e
T
(t) , а в силу леммы 14.2 (а также формул (11.5) и равенств
xT (α) = x(α) ) справедлива цепочка равенств
x(t) · e(t)=xT (t) +
∫ t
α
dx
T
+
∫ t
α
xTde
T
− (xe)
T
(t) =
= x(t) + x(α)
∫ t
α
dξα − x(α)
∫ t
α
dηα − x(α)eT (t)=x(t).
Далее функцию e(t) мы называем импульсной единицей.
Б. Пусть α 6∈ T. Тогда
либо T
L
=̇ { τk ∈ T : τk < α} 6= ∅, либо TR =̇ { τk ∈ T : τk > α} 6= ∅.
1. Если T
L
= ∅, то T
R
6= ∅ и определена величина % =̇ inf T
R
.
Если % ∈ T
R
, то функция e(t) =̇ 1−
∫ t
α
dξ% =
{
1 , t < %,
0 , t > %,
является еди-
ницей алгебры GT . Действительно, для всех τk ∈ T имеют место равенства
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e−k = δkm и e
+
k = 0, где через m обозначен тот индекс, для которого % = τm.
Следовательно, e
T
(t) = −
∫ t
α
dξ% и eT (t) ≡ 1. Для любого x ∈ GT спра-
ведливо (xe)(t) =
{
x(t) , t < %,
0 , t > %,
поэтому (xe)−m = x(% − 0), (xe)+m = 0,
(xe)−k = (xe)
+
k = 0 для всех k 6= m, (xe)T (t) = −x(%− 0)
∫ t
α
dξ% и
x(t) · e(t) = xT (t) +
∫ t
α
dx
T
+
∫ t
α
xTde
T
− (xe)
T
(t) =
= x(t)− xT (%)
∫ t
α
dξ% + x(%− 0)
∫ t
α
dξ% = x(t).
Воспользовались равенством xT (%) = x(% − 0), которое имеет место в силу
следующих обстоятельств. Так как α < % = τm < τk при всех k 6= m, то
x
T
(%) = −
∑
τk∈T
x−k
∫ %
α
dξk +
∑
τk∈T
x+k
∫ %
α
dηk =
= −
(
x(τm−0)− x(τm)
) (
ξm(%)− ξm(α)
)
= x(%)−x(%−0).
Если % 6∈ T
R
, то в пространстве GT единицы нет. Предположим против-
ное, то есть существует e ∈ GT такое, что для всех x ∈ GT справедливо
x = x ·e = xT e+xeT −xe. В частности, если x(t) ≡ 1, то xT (t) ≡ 1, поэтому
eT (t) ≡ 1. Таким образом, для любого x ∈ GT имеем (x− xT )e = 0.
Пусть τ > %. Так как % — наибольшая из нижних границ T
R
, то су-
ществует τm ∈ TR такое, что α 6 % < τm < τ. Если x(t) =̇M
∫ t
α
dηm, то
xT (t) ≡ 0, следовательно,
[
M
∫ τ
α
dηm
]
e(τ) = 0 или Me(τ) = 0. В силу про-
извольности M имеем e(τ) = 0. Таким образом, e(τ) = 0 для всех τ > %.
Это означает, в частности, что e(τk − 0) = e(τk) = e(τk + 0) = 0 для всех
τk ∈ TR = T, следовательно, eT (t) = e(t), поэтому eT (t) = 0 для всех t > %,
что противоречит тождеству eT (t) ≡ 1.
2. Случай T
L
6= ∅, T
R
= ∅ симметричен. Здесь определена величина
λ =̇ supT
L
, и если λ 6∈ T
L
, то в GT единицы нет, а если λ ∈ T
L
, то единицей
является функция
e(t) =̇ 1 +
∫ t
α
dηλ =
{
0 , t 6 λ,
1 , t > λ.
3. Наконец, если T
L
6= ∅, T
R
6= ∅, то определены величины λ =̇ supT
L
и
% =̇ inf T
R
. Если λ 6∈ T
L
или % 6∈ T
R
, то в GT единицы нет, а в противном
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случае (то есть если λ ∈ T
L
и % ∈ T
R
) единицей является функция
e(t) =̇ 1 +
∫ t
α
dηλ −
∫ t
α
dξ% =
{
1 , t ∈ (λ, %),
0 , t 6∈ (λ, %).
Доказательство пунктов 2 и 3 аналогично доказательству пункта 1.
Осталось доказать непрерывность присоединенного умножения по норме
‖ · ‖
T
относительно, например, первой переменной. В силу (12.4) для любых
x, y ∈ GT имеем
1
5
∥∥x · y∥∥
T
= 15
∥∥xT yT − x
T
y
T
∥∥
T
6 ‖xT‖
T
‖yT‖
T
+ ‖x
T
‖
T
‖y
T
‖
T
=
= ‖xT‖ ‖yT‖+ dxe
T
dye
T
6
(
‖xT‖+ dxe
T
)(
‖yT‖+ dye
T
)
= ‖x‖
T
‖y‖
T
,
следовательно, условие ‖xn − x‖T →n 0 влечет
∥∥xn · y − x · y ∥∥
T
→
n
0.
Теорема 14.2. Каждый из операторов P
T
: x → x
T
и P T : x → xT яв-
ляется эндоморфизмом алгебры GT с присоединенным умножением. Об-
раз ImP
T
(= KerP T ) и ядро KerP
T
(= ImP T ) являются двусторонними
идеалами алгебры. Операторы P
T
и P T являются непрерывными ортого-
нальными (относительно присоединенного умножения) проекторами.
Первая часть утверждения составляет содержание леммы 14.1. Поскольку
проекторы P
T
и P T связаны равенством P
T
+ P T = I, то ImPT = KerP T
и KerP
T
= ImP T . Включение x ∈ ImP
T
равносильно тому, что x
T
= x,
следовательно, для любого y ∈ GT справедливо x · y = −x
T
y
T
, а в силу
равенства (x
T
y
T
)
T
= x
T
y
T
из третьего следствия пункта 11.4 (§ 11) имеем
x · y ∈ ImP
T
, то есть ImP
T
— двусторонний идеал в GT . Для ядра KerP
T
доказательство аналогично. Равенство xT · y
T
= 0 носит элементарный ха-
рактер, поэтому P
T
и P T — ортогональные проекторы. Для доказательства
их непрерывности достаточно показать замкнутость ImP
T
и KerP
T
.
Пусть последовательность {xn}, xn ∈ GT , сходится к x ∈ GT по норме
‖ · ‖
T
, тогда выполнено ‖(xn)T − xT‖ + Var ((xn)T − xT ) −→n 0. Если все
xn ∈ ImPT , то (xn)T = 0, поэтому ‖xT‖ = 0, xT = 0, x ∈ ImPT . Если же
xn ∈ KerPT , то (xn)T = 0, поэтому VarxT = 0, а так как xT (α) = 0, то
x
T
= 0 и x ∈ KerP
T
. Итак, ImP
T
и KerP
T
— замкнутые пространства,
GT = ImP
T
⊕ KerP
T
= ImP T ⊕ KerP T ,
а P
T
и P T — непрерывные проекторы7, с. 151.
7 Рудин У. Функциональный анализ. М.: Мир, 1975. 448 с.
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14.2. Присоединенный интеграл в алгебре GT [a, b], ассоциирован-
ный с присоединенным умножением.
Определение 14.2. Пусть T ∈ T(K) и x, y ∈ GT . Если существует
интеграл
∫
K
xdy, то функция∫ t
α
x · dy =̇
∫ t
α
xTdyT −
∫ t
α
x
T
dy
T
(14.1)
называется неопределенным присоединенным интегралом (Римана–Стил-
тьеса) функции x по функции y.
Прежде всего отметим, что определение корректно, поскольку из суще-
ствования интеграла
∫
K
xdy следует существование интеграла
∫ t
α
xdy, а в
соответствии со вторым следствием из пункта 11.4 (§ 11) оба интеграла в
правой части (14.1) существуют. Как и в случае присоединенного умноже-
ния (см. комментарии к определению 14.1) в пространстве GT (= GS при
S ∼ T ) определено двупараметрическое семейство различных присоединен-
ных интегралов функции x по функции y, зависящих от точки α ∈ K
и от разбиения S ∼ T. При T = ∅ имеем
∫ t
α
x · dy =
∫ t
α
xdy, поэтому
интеграл Римана–Стилтьеса также является присоединенным интегралом.
Комментарии к определению 14.2 закончим замечанием, что присоединен-
ный интеграл линеен по каждому аргументу.
Утверждение 14.1. Пусть x, y ∈ GT . Существование одного из инте-
гралов
∫ t
α
x · dy или
∫ t
α
y · dx влечет существование другого и равенство∫ t
α
x · dy +
∫ t
α
y · dx = x · y
∣∣∣t
α
.
Существование присоединенных интегралов следует из существования со-
ответствующих интегралов Римана–Стилтьеса, а цепочка равенств∫ t
α
x · dy +
∫ t
α
y · dx =
∫ t
α
xTdyT −
∫ t
α
x
T
dy
T
+
∫ t
α
yTdxT −
∫ t
α
y
T
dx
T
=
= xT yT
∣∣t
α
− x
T
y
T
∣∣t
α
= x · y
∣∣t
α
справедлива в силу формулы интегрирования по частям.
Утверждение 14.2. Если x, y ∈ GT и существует присоединенный ин-
теграл z(t) =̇
∫ t
α
x · dy, то z ∈ GT , z
T
(t) = −
∫ t
α
x
T
dy
T
и zT (t) =
∫ t
α
xTdyT .
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Первый интеграл в правой части (14.1) является функцией, непрерывной
во всех точках разбиения T, а второй является функцией скачков со скач-
ками в T, что и доказывает утверждение.
Утверждение 14.3. Пусть функции x, y, z ∈ GT и существует инте-
грал w(t) =̇
∫ t
α
y ·dz. Интегралы
∫ t
α
x ·dw и
∫ t
α
(x · y) ·dz существуют или
нет одновременно. Если они существуют, то∫ t
α
x(s) · d
( ∫ s
α
y · dz
)
=
∫ t
α
(x · y) · dz. (14.2)
Д о к а з а т е л ь с т в о. В силу утверждения 14.2 справедливо w ∈ GT ,
w
T
(t) = −
∫ t
α
y
T
dz
T
, wT (t) =
∫ t
α
yTdzT , поэтому для левой и правой частей
(14.2) (обозначим их σ1 и σ2 ) имеем
σ1 =
∫ t
α
xTdwT −
∫ t
α
x
T
dw
T
=
=
∫ t
α
xT (s) d
(∫ s
α
yTdzT
)
+
∫ t
α
x
T
(s) d
(∫ s
α
y
T
dz
T
)
=
∫ t
α
xT yTdzT +
∫ t
α
x
T
y
T
dz
T
,
σ2 =
∫ t
α
(xT yT − x
T
y
T
) · dz =
∫ t
α
xT yTdzT +
∫ t
α
x
T
y
T
dz
T
.
Последнее равенство справедливо в сответствии с заключительными ком-
ментариями к лемме 11.3. 
Нашей ближайшей целью является перенесение полученных результатов
на пространства Γ и BV, где в соответствии с замечанием 11.1 определены
проекторы Pc : x→ xc и P c : x→ xc.
§ 15 . Присоединенное умножение и присоединенный интеграл
Римана–Стилтьеса в алгебрах Γ[a, b] и BV[a, b]
Определение 15.1. Пусть x, y ∈ Γ [ или BV], тогда прерывистая функ-
ция z =̇x ◦ y =̇xcyc− xcyc называется присоединенным произведением фун-
кций x и y, а операция «◦» называется присоединенным умножением в
Γ [ или в BV]. Легко проверить, что x ◦ y = xcy+xyc−xy = xy−xcy−xyc.
Так же, как и в случае присоединенного произведения « ·», правило вы-
числения присоединенного произведения «◦» зависит от параметра α ∈ K.
Лемма 15.1. Если x, y ∈ Γ [ или BV] и λ ∈ C, то
(λx)c = λxc, (λx)
c = λxc, (x+ y)c = xc + yc, (x+ y)
c = xc + yc,
(x ◦ y)c = xc ◦ yc, (x ◦ y)c = xc ◦ yc.
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Лемма 15.2. Для любых x, y ∈ Γ [ или BV] существуют интегралы∫ t
α
xcdy
c,
∫ t
α
ycdx
c,
∫ t
α
ycdxc,
∫ t
α
xcdyc и справедливы равенства
x(t)y(t) = xc(t)yc(t) +
∫ t
α
xcdy
c +
∫ t
α
ycdx
c + (xy)c(t),
x(t) ◦ y(t) = xc(t)yc(t) +
∫ t
α
xcdyc +
∫ t
α
ycdxc − (xy)c(t).
Утверждения следуют из включений BV ⊂ Γ ⊂ GT и лемм 14.1 и 14.2,
для этого достаточно взять в качестве T разбиение T (x) ∪ T (y), тогда
T (λx) ⊆ T, T (x+ y) ⊆ T, T (xy) ⊆ T,
xc = xT , yc = yT , (λx)c = (λx)T , (x+ y)c = (x+ y)T , (xy)c = (xy)T .
Теорема 15.1. Пространство Γ [или BV], наделенное операцией присо-
единенного умножения, является коммутативной ассоциативной алгеб-
рой с единицей. Она является банаховой по норме ‖ · ‖
Γ
[ соответственно
по норме ‖ · ‖
BV
]. Единицей алгебры является импульсная единица.
Нетривиальным здесь является лишь существование единицы, роль кото-
рой выполняет функция e(t) =̇ 1 +
∫ t
α
dξα−
∫ t
α
dηα. Если x ∈ Γ [ или BV ] и
T =̇T (x) ∪ {α}, то x, e ∈ GT , α ∈ T и
x ◦ e = xcec − xcec = xT (x)eT (e) − xT (x)eT (e) = xT eT − xT eT = x.
Последнее равенство справедливо в силу пункта А теоремы 14.1.
Теорема 15.2. Каждый из операторов Pc : x → xc, P c : x → xc явля-
ется эндоморфизмом алгебры Γ [или BV ] с присоединенным умножением.
Образ ImPc (= KerP c ) и ядро KerPc (= ImP c ) являются двусторонни-
ми идеалами алгебры. Операторы Pc и P c являются непрерывными орто-
гональными (относительно присоединенного умножения) проекторами.
Доказательство аналогично доказательству теоремы 14.2.
Определение 15.2. Пусть x, y ∈ Γ [ или BV ]. Если существует инте-
грал
∫
K
xdy, то функция∫ t
α
x ◦ dy =̇
∫ t
α
xcdyc −
∫ t
α
xcdyc (15.1)
называется неопределенным присоединенным интегралом (Римана–Стил-
тьеса) функции x по функции y.
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Определение корректно, поскольку из существования
∫
K
xdy следует су-
ществование интеграла
∫ t
α
xdy, а в соответствии с пятым следствием пунк-
та 11.4 (§ 11) оба интеграла в правой части (15.1) существуют. Как и в слу-
чае присоединенного интеграла (14.1) семейство различных присоединенных
интегралов (15.1) зависит от параметра α ∈ K. Присоединенный интеграл
линеен по каждому аргументу.
Утверждение 15.1. Пусть x, y ∈ Γ [ или BV ]. Существование одного
из интегралов
∫ t
α
x ◦ dy или
∫ t
α
y ◦ dx влечет существование другого и
равенство ∫ t
α
x ◦ dy +
∫ t
α
y ◦ dx = x ◦ y
∣∣t
α
.
Утверждение 15.2. Если x, y ∈ Γ [ или BV ] и существует присоеди-
ненный интеграл z(t) =̇
∫ t
α
x ◦ dy, то z ∈ Γ [соответственно z ∈ BV ] и
справедливы равенства zc(t) = −
∫ t
α
xcdyc и zc(t) =
∫ t
α
xcdyc.
Утверждение 15.3. Пусть x, y, z ∈ Γ [ или BV ] и существует инте-
грал w(t) =̇
∫ t
α
y ◦ dz. Интегралы
∫ t
α
x ◦ dw и
∫ t
α
(x ◦ y) ◦ dz существуют
или нет одновременно. Если интегралы существуют, то∫ t
α
x(s) ◦ d
( ∫ s
α
y ◦ dz
)
=
∫ t
α
(x ◦ y) ◦ dz.
Справедливость утверждений следует из включений BV ⊂ Γ ⊂ GT и
утверждений 14.1–14.3: в качестве T следует взять разбиение T (x) ∪ T (y)
или T (x) ∪ T (y) ∪ T (z).
§ 16 . Обобщенные прерывистые функции
16.1. Прерывистые функции, заданные на интервале. Зафик-
сируем интервал K =̇ (a, b) (ограниченный или неограниченный) и через
G =̇ G(a, b) обозначим пространство [ алгебру ] прерывистых функций, то
есть функций x : K → C, обладающих конечными пределами x(t − 0) и
x(t+ 0) при всех t ∈ K. Через G
L
=̇ G
L
(a, b) [ через G
R
=̇ G
R
(a, b) ] обозна-
чим подпространство в G, состоящее из непрерывных слева [ справа ] пре-
рывистых функций. Через Gloc
0
=̇ Gloc
0
(a, b) обозначим пространство таких
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функций x : K → C, что для любого отрезка [α, β] ⊂ K функция-сужение
x : [α, β] → C принадлежит пространству G
0
[α, β].
Аналогично второму пункту утверждения 10.5 справедливо утверждение
о том, что всякая функция x ∈ G единственным образом представима в
виде суммы x = x
L
+x
0
двух функций x
L
∈ G
L
и x
0
∈ Gloc
0
. Симметричное
представление x = x
R
+ x
0
, где x
R
∈ G
R
, x
0
∈ Gloc
0
, также имеет место.
При этом операторы P : x(t) → x
L
(t) =̇x(t−0) и Q : x(t) → x
R
(t) =̇x(t+0)
являются проекторами в G .
Аналог диаграммы (10.1) имеет вид (смысл пространств понятен):
ACloc → CBVloc → C → KCloc
↘ ↘
BVloc → G → Rloc → Lloc.
Функции x, y ∈ G(a, b) будем называть эквивалентными (x ∼ y ), если
x−y ∈ Gloc
0
(a, b). Это равносильно тому, что для любого отрезка [α, β] ⊂ K
функции-сужения x, y : [α, β] → C эквивалентны в пространстве G[α, β].
Легко проверить, что если непрерывная функция f(·) действует из C в
C, то эквивалентность x ∼ y влечет эквивалентность f(x(·)) ∼ f(y(·)).
Действительно,включения f(x(·)), f(y(·))∈ G(a, b) очевидны.Если z =̇x−y,
то z ∈ Gloc
0
(a, b) и z(t − 0) = 0 для любого t ∈ K, а так как x(t − 0) и
y(t−0) существуют, то x(t−0) = y(t−0). Если τ → t−0, то x(τ) → x(t−0)
и y(τ) → y(t − 0), а поскольку f непрерывна, то f(x(τ)) → f(x(t − 0)) и
f(y(τ)) → f(y(t−0)). Таким образом, w(τ) =̇ f(x(τ))−f(y(τ)) → 0, то есть
w(t− 0) = 0 при t ∈ K, поэтому w ∈ Gloc
0
(a, b). Остается лишь напомнить,
что f(x(·)), f(y(·)) ∈ G(a, b).
Конечное или счетное множество T =̇ {τ1, τ2, . . .} попарно различных то-
чек τk ∈ K будем называть разбиением интервала K, а совокупность всех
разбиений K обозначим через T(K). Пустое множество мы также вклю-
чаем в совокупность T(K). Через GTloc [ через Γloc ] обозначим простран-
ство таких функций x : K → C, что для любого отрезка [α, β] ⊂ K
функция-сужение x : [α, β] → C принадлежит пространству GS[α, β]
[ соответственно Γ[α, β] ], где S =̇T ∩ [α, β].
16.2. Обобщенные прерывистые функции и обобщенные про-
изводные прерывистых функций. Пространство D =̇D(a, b), состоя-
щее из финитных функций пространства CBVloc(a, b), будем называть про-
странством основных функций. В нем определено понятие сходящейся после-
довательности: будем говорить, что последовательность основных функций
{ϕn}, ϕn ∈ D, сходится к основной функции ϕ ∈ D (и писать ϕn
D−→ϕ ),
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если у всех функций ϕn и ϕ есть общий носитель [α, β] ⊂ K и
Var
[α,β]
(ϕn − ϕ)→
n
0.
Пример 16.1. Если K = R, последовательность {γn}, γn ∈ C, такова,
что γn → 0, τ > 0, ϕn(t) = γn ( 1 − | tτ | ) при | t | 6 τ и ϕn(t) = 0 при
| t | > τ, то ϕn
D−→ 0. Здесь [α, β] — любой отрезок, содержащий в себе
отрезок [−τ, τ ], а предельная функция ϕ(t) ≡ 0.
Через D ′ обозначим пространство линейных непрерывных функционалов
` : D(a, b) → C (непрерывность означает, что сходимость последовательно-
сти функций ϕn
D−→ϕ влечет сходимость (`, ϕn)−→
n
(`, ϕ) ), а его элементы
назовем обобщенными функциями (распределениями).
Функция x ∈ Lloc порождает обобщенную функцию `x ∈ D ′ , заданную
через интеграл Лебега: (`x, ϕ) = (L)
∫
K
ϕ(t)x(t) dt. Линейность функциона-
ла `x очевидна, а непрерывность следует в силу следующего обстоятельства.
Если ϕn
D−→ϕ, то у функций ϕn и ϕ есть общий носитель [α, β] ⊂ K и
Var
[α,β]
(ϕn − ϕ)→
n
0. Поскольку x ∈ Lloc, то функция y(t) =
∫ t
α
x(s) ds абсо-
лютно непрерывна на [α, β], а в соответствии с2, с. 249, и вторым следствием
утверждения 10.3 справедливо
(`x, ϕn) = (L)
∫
K
ϕn(t)x(t) dt = (L)
∫ β
α
ϕn(t)x(t) dt =
=
∫ β
α
ϕn dy = −
∫ β
α
y dϕn−→
n
−
∫ β
α
y dϕ =
∫ β
α
ϕdy =
= (L)
∫ β
α
ϕ(t)x(t) dt = (L)
∫
K
ϕ(t)x(t) dt = (`x, ϕ).
Если x ∈ ACloc, то x почти всюду дифференцируема, причем x′ ∈ Lloc
и справедливо (`x′, ϕ) = (L)
∫
K
ϕ(t)x′(t) dt =
∫
K
ϕdx. Последний интеграл
существует не только для абсолютно непрерывных функций x ∈ ACloc, но и
для любой прерывистой функции x ∈ G, и это наблюдение дает нам основа-
ние ввести следующее обозначение: (`x′, ϕ) =
∫
K
ϕdx, x ∈ G (доказатель-
ство непрерывности этого функционала во многом повторяет доказательство
непрерывности функционала ϕ → (`x, ϕ) ). Более того, работая в дальней-
шем только с прерывистыми функциями x ∈ G, мы вместо обозначений
2 Натансон И.П. Теория функций вещественной переменной. М.: Наука, 1974. 480 с.
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(`x, ϕ) и (`x′, ϕ) будем использовать обозначения
(x, ϕ) =̇
∫
K
ϕ(t)x(t) dt и (x′, ϕ) =̇
∫
K
ϕdx, (16.1)
называя функционалы обобщенной прерывистой функцией и обобщенной
производной прерывистой функции соответственно.
Заметим, что первый из интегралов (16.1), вообще говоря, лебегов, но при
x ∈ G он совпадает с римановым интегралом. Отметим также следующее
обстоятельство. Так как (x, ϕ) = (y ′, ϕ), где y(t) =
∫ t
α
x(s) ds, то имеет
место следующая диаграмма включения семейств функционалов (16.1):{
ϕ→ (x, ϕ)
}
x∈G ⊂
{
ϕ→ (y ′, ϕ)
}
y∈G ⊂ D
′.
Другими словами, всякая обобщенная прерывистая функция является обоб-
щенной производной от некоторой другой прерывистой функции, причем
включения в диаграмме — строгие. В истинности последнего утверждения
легко убедиться, показав, что δ -функция ϕ→ ϕ(0) принадлежит второму,
но не принадлежит первому семейству.
Теорема 16.1. Пусть x ∈ G(a, b). Равенство (x, ϕ) = 0 имеет место
при всех ϕ ∈ D(a, b) тогда и только тогда, когда x ∈ Gloc
0
(a, b).
Д о к а з а т е л ь с т в о. Пусть равенство (x, ϕ) = 0 выполнено при всех
ϕ ∈ D. Зафиксируем произвольный отрезок [α, β] ⊂ K и какую-нибудь
функцию ϕ ∈ D, носитель которой принадлежит [α, β]. В силу утвер-
ждения 10.5 для функции-сужения x : [α, β] → C имеет место представ-
ление x = x
L
+ x
0
, где x
L
∈ G
L
[α, β], x
0
∈ G
0
[α, β]. Согласно заклю-
чительному утверждению в § 10 произведение ϕx
0
принадлежит G
0
[α, β],
следовательно, в силу утверждения 10.4 имеем (x
0
, ϕ) = 0. Тем самым
(x
L
, ϕ) = 0 и, в частности, справедливо равенство (x
L
, ϕ) = 0, следователь-
но, (x
L
,Reϕ) = 0. Таким образом, для любой функции ϕ ∈ D, носитель
которой принадлежит [α, β], имеем
(Re x
L
,Reϕ) = 0 и (Imx
L
,Reϕ) = 0. (16.2)
Допустим, что существует t ∈ (α, β] такое, что Rex
L
(t) 6= 0 (можно счи-
тать Rex
L
(t) > 0 ). Поскольку Rex
L
∈ G
L
[α, β], то существует δ > 0 такое,
что Rex
L
(τ) > 0 для всех τ из полуинтервала (t − δ, t ] ⊆ (α, β]. Если
функция ϕ ∈ D такова, что Reϕ(τ) > 0 при τ ∈ (t − δ, t) и Reϕ(τ) = 0
при τ 6∈ (t − δ, t), то (Re x
L
,Reϕ) > 0, что противоречит (16.2). Таким
образом, Rex
L
(t) = 0 для любого t ∈ (α, β], следовательно, Rex
L
(t) ≡ 0.
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Аналогично Im x
L
(t) ≡ 0, поэтому x
L
(t) ≡ 0, а сужение функции x на от-
резок [α, β] совпадает с функцией x
0
из пространства G
0
[α, β]. Поскольку
последнее утверждение справедливо для любого отрезка [α, β], то x ∈ Gloc
0
.
Достаточность. Если x ∈ Gloc
0
, то для любого ϕ ∈ D прерывистая функ-
ция y = ϕx финитна, причем в силу заключительного утверждения в § 10
справедливо включение y ∈ Gloc
0
. Наконец, согласно утверждению 10.4 име-
ет место равенство
(x, ϕ) =
∫
K
y(t) dt = 0.
Теорема 16.2. Пусть x ∈ G(a, b). Равенство (x′, ϕ) = 0 имеет место
при всех ϕ ∈ D(a, b) тогда и только тогда, когда x ∼ const.
Д о к а з а т е л ь с т в о. Необходимость. Функция, тождественно равная
1, порождает функционал (1, ϕ) =
∫
K
ϕ(s) ds. Покажем, что равенство
(1, ϕ) = 0 выполнено для тех и только тех основных функций ϕ ∈ D,
для которых функция ψ(t) =̇
∫ t
a
ϕ(s) ds также принадлежит пространству
D. О функции ψ можно сказать следующее. Включение ψ ∈ CBVloc оче-
видно, более того, ψ ∈ ACloc. Кроме того, если [α, β] ⊂ K — какой-нибудь
отрезок, содержащий носитель функции ϕ, то ψ(t) = 0 для любого t < α
и ψ(t) есть величина постоянная при t > β (если обозначить ее через c,
то, очевидно, c = (1, ϕ) ). Таким образом, если (1, ϕ) = 0, то c = 0, сле-
довательно, ψ финитна и поэтому ψ ∈ D, и, наоборот, если ψ ∈ D, то ψ
финитна, c = 0 и (1, ϕ) = 0.
Зафиксируем функцию ϕ0 такую, что (1, ϕ0) = 1, произвольную функ-
цию ϕ ∈ D, и пусть c =̇ (1, ϕ). Если ϕ1 = ϕ − c ϕ0, то (1, ϕ1) = 0,
следовательно, функция ψ1(t) =̇
∫ t
a
ϕ1(s) ds принадлежит D. Поскольку
ψ1 ∈ ACloc, то справедлива цепочка равенств
(x, ϕ1) =
∫
K
ϕ1(t)x(t) dt =
∫
K
x dψ1 = −
∫
K
ψ1dx = −(x′, ψ1) = 0,
поэтому (x, ϕ) = c (x, ϕ0) = (x, ϕ0) (1, ϕ). Таким образом, для любого ϕ ∈ D
имеем
(
x − (x, ϕ0), ϕ
)
= 0, поэтому в соответствии с теоремой 16.1 спра-
ведливо включение x− (x, ϕ0) ∈ Gloc0 и, следовательно, x ∼ const.
Достаточность. Если x(t) = c + x
0
(t), c ∈ C, x
0
∈ Gloc
0
, то для любого
ϕ ∈ D справедливо (x′, ϕ) =
∫
K
ϕdx
0
= −
∫
K
x
0
dϕ, а поскольку x
0
∈ Gloc
0
,
то в силу утверждения 10.4 имеем (x′, ϕ) = 0.
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§ 17 . Присоединенные обобщенные производные прерывистых
функций
Каноническая теорема 16.2 применима при решении дифференциальных
уравнений, заданных в терминах обобщенных прерывистых функций. В со-
ответствии с этой теоремой произвольная функция x ∈ G порождает в
D =̇D(a, b) функционал x′ : D → C вида (16.1), причем (x′, ϕ) = 0 при
всех ϕ ∈ D тогда и только тогда, когда x ∼ const.
17.1. Канонические дифференциальные уравнения, заданные в
терминах присоединенных обобщенных прерывистых функций.
Зафиксируем разбиение T ∈ T(K). Для любых x ∈ GTloc (см. определе-
ние этого пространства в пункте 16.1) и ϕ ∈ D существует присоединенный
интеграл (14.1), поэтому определен линейный непрерывный функционал
( ẋ, ϕ) =̇ ( ẋ, ϕ)T =̇
∫
K
ϕ · dx. (17.1)
Поскольку ϕ непрерывна, то ϕ
T
= 0, поэтому
( ẋ, ϕ) =
∫
K
ϕ · dx =
∫
K
ϕdxT ,
а тождество (ẋ, ϕ) ≡ 0 справедливо тогда и только тогда, когда xT ∼ const.
(Напомним, что при T = ∅ имеем ẋ = x′. )
Для функций x из Γloc [ или BVloc ] и произвольных ϕ ∈ D существует
присоединенный интеграл
∫
K
ϕ◦dx, понимаемый в смысле определения 15.2,
поэтому в D ′ определен функционал
(
◦
x, ϕ) =̇
∫
K
ϕ ◦ dx. (17.2)
В силу непрерывности функций ϕ справедливо
(
◦
x, ϕ) =
∫
K
ϕ ◦ dx =
∫
K
ϕdxc,
а тождество (
◦
x, ϕ) ≡ 0 имеет место тогда и только тогда, когда xc ∼ const
(поэтому xc = const ). Полученные результаты удобно свести в следующую
сопоставительную таблицу.
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Таблица 1
Пространство x ∈ G x ∈ GTloc x ∈ Γloc [ x ∈ BVloc ]
Уравнение (x′, ϕ) ≡ 0 ( ẋ, ϕ)T ≡ 0 ( ◦x, ϕ) ≡ 0
Решение x ∼ const xT ∼ const xc = const
Общее решение x(t) = c+ r(t) x(t) = h(t) + r(t) x(t) = h(t)
∀c ∈ C ∀h ∈ Hloc[T ] ∀h ∈ Hloc
∀r ∈ Gloc
0
∀r ∈ Gloc
0
[T ]
В последней строке таблицы 1 использованы следующие обозначения:
Hloc =̇ Hloc(K) — пространство [ алгебра ] таких функций x : K → C, что
для любого отрезка [α, β] ⊂ K функция-сужение x : [α, β] → C являет-
ся функцией скачков. Функции из Hloc также будем называть функциями
скачков. Для любого M ⊆ K пространство [ алгебра ] Hloc[M ] =̇ Hloc(K)[M ]
состоит из тех функций x ∈ Hloc, что T (x) ⊆ M, а Gloc
0
[M ] =̇ Gloc
0
(K)[M ]
состоит из тех x ∈ Gloc
0
, что x(t) = 0 для всех t ∈ M (что равносильно
тому, что x непрерывна в точках M ).
Заметим, что если T = ∅, то для функций h из Hloc[∅] выполнено
T (h) = ∅, то есть h(t) = const, поэтому Hloc[∅] ≈ C, и в дальнейшем
мы будем отождествлять Hloc[∅] и C. Кроме того, Gloc
0
[∅] = Gloc
0
, поэто-
му целесообразно включить вторую колонку таблицы 1 в третью. В пользу
такого объединения можно также добавить равенства xT = x и GTloc = G,
справедливые при T = ∅, и комментарии к определению 14.2, в соответ-
ствии с которыми при T = ∅ справедливо
∫ t
α
x · dy =
∫ t
α
x dy и поэтому
(ẋ, ϕ)∅ = (x′, ϕ) при всех x ∈ G и ϕ ∈ D.
Заметим также, что в соответствии с определениями (11.6) и (11.8) спра-
ведливо равенство xT (t, α)− xT (t, β) = const, поэтому функционалы (17.1)
и (17.2) не зависят от параметра α ∈ K.
Пусть, далее, T ∈ T(K) и f ∈ G — произвольная функция. Уравнение
(ẋ, ϕ)T ≡ (f, ϕ) для x ∈ GTloc равносильно следующему:∫
K
ϕ · dx ≡
∫
K
ϕ(t)f(t) dt =
=
∫
K
ϕ(t) d
(∫ t
α
f(s) ds
)
=
∫
K
ϕ(t) · d
(∫ t
α
f(s) ds
)
. (17.3)
Последнее равенство справедливо в силу непрерывности функций ϕ(t) и∫ t
α
f(s) ds. Следовательно, справедливо
[
x(t) −
∫ t
α
f(s) ds
]
T
∼ const, по-
этому x(t) =
∫ t
α
f(s) ds + h(t) + r(t), где h ∈ Hloc[T ], r ∈ Gloc
0
[T ]. Ес-
ли присоединенная производная понимается в смысле определения (17.2), а
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x ∈ Γloc [ или x ∈ BVloc ], то решениями уравнения ( ◦x, ϕ) ≡ (f, ϕ) являют-
ся функции x(t) =
∫ t
α
f(s) ds+ h(t), h ∈ Hloc. Другими словами, семейство
«первообразных» функции f, понимаемых в смысле присоединенных рас-
пределений, существенно расширяется: вместо констант к интегралам при-
бавляются функции скачков и, возможно, функции из Gloc
0
. Полученные
результаты удобно свести в следующую сопоставительную таблицу.
Таблица 2
Пространство x ∈ G x ∈ GTloc x ∈ Γloc [ x ∈ BVloc ]
Уравнение (x′, ϕ) ≡ (f, ϕ) ( ẋ, ϕ)T ≡ (f, ϕ) ( ◦x, ϕ) ≡ (f, ϕ)
Первообразная
x(t) = c+ r(t) +
∫ t
α
f(s) ds h(t) + r(t) +
∫ t
α
f(s) ds h(t) +
∫ t
α
f(s) ds
∀c ∈ C ∀h ∈ Hloc[T ] ∀h ∈ Hloc
∀r ∈ Gloc
0
∀r ∈ Gloc
0
[T ]
Заметим, что такие же решения мы получим, если f ∈ Lloc, однако мы
работаем лишь с прерывистыми функциями.
17.2. Дифференциальные уравнения, заданные в терминах при-
соединенных обобщенных прерывистых функций. Пусть X ⊆ G —
произвольное подмножество. Каковы бы ни были T ∈ T(K), оператор
V : X → GTloc и функция x ∈ X, они порождают в D функционал
ϕ →
∫
K ϕ · dVx. В дальнейшем для этого функционала будем применять
обозначение V̇x, то есть
(V̇x, ϕ) =̇ (V̇x, ϕ)T =̇
∫
K
ϕ · dVx. (17.4)
Оператор V : X → Γloc [ или V : X → BVloc ] и произвольная функция
x ∈ X порождают в D линейный непрерывный функционал
◦
Vx вида (17.2)
(
◦
Vx, ϕ) =̇
∫
K
ϕ ◦ dVx. (17.5)
Для таких V и x определены оба функционала (17.5) и (17.4). В соответ-
ствии с комментариями к таблице 1 семейство (17.4) содержит функционал
((Vx)′, ϕ), соответствующий разбиению T = ∅.
Заметим, что если X = CBVloc и Vx = x, то все решения, приведен-
ные в таблице 1, «схлопываются» в одно общее решение x(t) = const, что
согласуется с решением классического уравнения x′ = 0 и с равенством
(
◦
x, ϕ) = (ẋ, ϕ)T , справедливым для любых непрерывных x и T ∈ T(K).
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Если X = C, то присоединенная производная определена в GTloc и в Γ
loc, —
здесь также x(t) = const. Если X = BVloc
L
— пространство [ алгебра ]
непрерывных слева функций локально ограниченной вариации (легко про-
верить равенство BVloc
L
= BVloc ∩ G
L
), то решения x(t) = const остаются
лишь для первого уравнения, а во втором и третьем случае решениями яв-
ляются непрерывные слева функции скачков x(t) = h(t) (соответственно
h ∈ Hloc[T ] ∩G
L
и h ∈ Hloc ∩G
L
).
Обобщая данные таблицы 1 на произвольный оператор V с областью за-
дания X, справедливо утверждать, что для уравнений V̇x = 0 и
◦
Vx = 0
имеет место таблица 3. Отметим, что в последней строке таблицы 1 приведе-
ны все решения соответствующих уравнений, а в последней строке таблицы 3
выписаны лишь совокупности уравнений, эквивалентные этим уравнениям.
Таблица 3
Пространство Vx ∈ GTloc Vx ∈ Γloc
[
Vx ∈ BVloc
]
Уравнение (V̇x, ϕ)T ≡ 0 (
◦
Vx, ϕ) ≡ 0
Эквивалентное (Vx)T ∼ const (Vx)c = const
уравнение
Эквивалентная система
{
(Vx)T (t) = c+ r(t)
x ∈ X
{
(Vx)c(t) = c
x ∈ X
∀c ∈ C ∀r ∈ Gloc
0
∀c ∈ C
В заключительной части параграфа приведем
Пример 17.1. Пусть T ∈ T(K) (допускается, что T = ∅ ), α ∈ K,
X = GTloc, q ∈ CBV
loc и (Vx)(t) =̇x(t) −
∫ t
α
x dq. В частном случае, когда
q ∈ACloc, справедливо (Vx)(t) = x(t) −
∫ t
α
q′(s)x(s) ds и (Vx)′ = x′ − q′x,
поэтому уравнение ((Vx)′, ϕ) ≡ 0 равносильно уравнению (x′, ϕ) ≡ (q′x, ϕ)
или x′ = q′x.
Уравнение (V̇x, ϕ)T ≡ 0 эквивалентно уравнению (Vx)T ∼ const, или
x(t)−
∫ t
α
x dq = v(t) + r(t) ∀ v ∈ Hloc[T ] ∀ r ∈ Gloc
0
[T ],
а в силу (10.2) и утверждения 10.4 справедливо
x(t) =
[
v(α) e−q(α) +
∫ t
α
e−q(s) dv(s)
]
eq(t) + r(t).
Через h обозначим функцию, стоящую в квадратных скобках. Очевидно,
она является функцией скачков и h ∈ Hloc[T ]. Легко проверить, что отобра-
жение v → h является биекцией Hloc[T ], поэтому всякое решение уравнения
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(V̇x, ϕ)T ≡ 0 представимо в виде x(t) = h(t) eq(t) + r(t) через произвольные
h ∈ Hloc[T ] и r ∈ Gloc
0
[T ]. Если T = ∅, то согласно комментариям к табли-
це 1 справедливо x(t) = c eq(t) + r(t).
Если X = Γloc [ или X = BVloc ], то уравнение (
◦
Vx, ϕ) ≡ 0 равносильно
уравнению (Vx)c = const, или
x(t)−
∫ t
α
x dq = v(t) ∀ v ∈ Hloc.
Повторив выкладки, получим, что x(t) = h(t) eq(t), где h ∈ Hloc. Таким
образом, имеет место
Таблица 4
Пространство x ∈ GTloc x ∈ Γloc
[
x ∈ BVloc
]
Уравнение (V̇x, ϕ)T ≡ 0 (
◦
Vx, ϕ) ≡ 0
Общее решение x(t) = h(t) eq(t) + r(t) x(t) = h(t) eq(t)
∀h ∈ Hloc[T ] ∀r ∈ Gloc
0
[T ] ∀h ∈ Hloc
§ 18 . Представление решений линейных импульсных систем
с постоянными коэффициентами, заданных в терминах
присоединенных обобщенных прерывистых функций
Следуя [15, c. 143], импульсным мы называем уравнение
ẋ(t) = B
(
t, x(t)
)
Q̇(t), (iv.1)
заданное в терминах обобщенных функций. Через x и Q обозначены соот-
ветственно n-мерная и m-мерная векторные функции, а матричнозначная
функция B : Ω → Cn×m задана в области Ω ⊆ R×Cn. Считается, что левая
и правая части уравнения определяют линейные непрерывные функционалы
(обобщенные функции) в пространстве основных функций D , а само урав-
нение понимается как математическая запись задачи нахождения тех x , для
которых при всех ϕ ∈ D справедливо равенство (ẋ, ϕ) =
(
B(·, x) Q̇, ϕ
)
.
С позиций присоединенных распределений появляется еще два «импульс-
ных» уравнения V̇x= 0 и
◦
Vx= 0, где оператор V : Xn → Gn имеет вид
(Vx)(t) =̇x(t)−
∫ t
α
B(s, x(s)) dQ(s). ( Отметим, что первое уравнение — это
семейство уравнений, зависящее от параметра T. ) Здесь X ⊆ G, компонен-
ты вектора Q принадлежат BVloc, а B — непрерывная функция. В рамках
работы мы ограничиваемся достаточно простым случаем таких уравнений,
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их прототипом служит система обыкновенных дифференциальных уравне-
ний x′ = Q′Ax, где A — постоянная квадратная матрица, Q ∈ ACloc —
скалярная функция. Краткий обзор других уравнений приведен в § 19.
Пусть T ∈ T(K), α ∈ K, Q ∈ BVloc (допускается T = ∅ и T (Q) = ∅ ),
A — комплексная n×n -матрица, X =
{
x ∈ GTloc : T (x) ∩ T (Q) = ∅
}
. Для
оператора (Vx)(t) =̇x(t)−
∫ t
α
AxdQ, действующего из Xn в GT, nloc (в прямое
произведение GTloc × . . . × GTloc ), и любого y ∈ G
T, n
loc ∩ G
T (Q), n
loc = G
T∪T (Q), n
loc
(см. лемму 11.1) определено уравнение (V̇x, ϕ)T ≡ (ẏ, ϕ)T или V̇x = ẏ.
Заметим, что в силу следствия к утверждению 11.2 оператор V определен
корректно. Отметим также, что в семейство уравнений (V̇x, ϕ)T ≡ (ẏ, ϕ)T
входит уравнение (V̇x, ϕ)T ≡ (f, ϕ)T , где f — произвольная прерывистая
векторная функция. Дело в том, что в соответствии с (17.3) справедливо
равенство (f, ϕ)T = (ẏ, ϕ)T , где y(t) =̇
∫ t
α
f(s) ds.
Уравнение V̇x = ẏ равносильно совокупности уравнений (см. таблицу 3){
(Vx)T − yT = γ + %
x ∈ Xn ∀ γ ∈ C
n ∀ % ∈ Gloc
0, n
.
В силу уравнения функция % непрерывна в точках множества T (так как
там непрерывны функции (Vx)T и yT ), поэтому % ∈ Gloc
0,n
[T ]. Пусть
P =̇T ∩ T (Q), R =̇T (Q)\T, S =̇T\T (Q), U =̇T ∪ T (Q).
Так как yU + y
U
= y = yT + y
T
, то yT = yU + y
U
− y
T
= yU + y
R
. Справедливо
Q = Qc +Qc = Q
c +Q
T (Q)
= q +Q
R
+Q
P
, где q =̇Qc ∈ CBVloc, поэтому
γ + %(t) + yU (t) + y
R
(t) =
[
x(t)−
∫ t
α
Axdq −
∫ t
α
AxdQ
R
−
∫ t
α
AxdQ
P
]
T
=
= x(t)− x
T
(t)−
∫ t
α
Axdq −
∫ t
α
AxdQ
R
+
[ ∫ t
α
AxdQ
R
]
T
−
[ ∫ t
α
AxdQ
P
]
T
.
Два последних слагаемых равны нулю (см. формулы (11.10)), следовательно,
уравнения из совокупности принимают вид
x(t)−
∫ t
α
Axdq = yU (t) +
[
y
R
(t)+
∫ t
α
AxdQ
R
]
+
[
x
T
(t)+ γ
]
+ %(t). (18.1)
Согласно утверждению 11.2 функции, стоящие в квадратных скобках, явля-
ются функциями скачков, причем если обозначить их через u и v соответ-
ственно, то u ∈ Hlocn [R] и v ∈ Hlocn [T ]. Все функции (кроме v ), входящие
в (18.1), непрерывны во всех точках t ∈ P, поэтому и v непрерывна там,
105
то есть v ∈ Hlocn [S]. Следовательно, совокупность уравнений превращается
в совокупность систем
x(t)−
∫ t
α
Axdq = yU (t) + u(t) + v(t) + %(t)
u(t) = y
R
(t) +
∫ t
α
AxdQ
R
∀ v ∈ Hlocn [S] ∀ % ∈ Gloc0, n[T ] .
x ∈ Xn
(18.2)
Все функции (кроме u и % ), входящие в первое уравнение (18.2), непрерыв-
ны во всех точках t ∈ R, поэтому функция z =̇u+ % (а вместе с ней и z
L
,
напомним, что z
L
(t) = z(t − 0) ) также непрерывна в точках разбиения R.
В соответствии с пунктом 16.1 имеет место представление u = u
L
+ u
0
, где
u
L
∈ Gn
L
, u
0
∈ Gloc
0, n
. Так как u ∈ Hlocn [R], то uL ∈ Hlocn [R] и u0 ∈ Gloc0, n [K\R].
Так как u
L
= z
L
, а z
L
непрерывна во всех точках множества R, то u
L
(t) —
вектор-константа (= u
L
(α) ), следовательно, u(t) = u
L
(α) + u
0
(t), то есть
u — это функция, эквивалентная вектор-константе (u ∼ c ∈ Cn ).
Если ϑ(·) =̇u
L
(α) + v(·) (легко убедиться, что ϑ ∈ Hlocn [S] ) и r =̇u0 + %
(функция r, очевидно, непрерывна в точках разбиения T ), то первое урав-
нение (18.2) принимает вид x(t)−
∫ t
α
Axdq = yU (t) + ϑ(t) + r(t). В силу по-
следнего уравнения функция r непрерывна во всех точках разбиения T (Q),
поэтому r ∈ Gloc
0, n
[T ∪ T (Q)] = Gloc
0, n
[U ]. Таким образом, уравнение V̇x = ẏ
равносильно совокупности x(t)−
∫ t
α
Axdq = yU (t) + ϑ(t) + r(t)
x ∈ Y n
∀ϑ ∈ Hlocn [S] ∀ r ∈ Gloc0, n[U ] ,
где Y n =̇
{
x ∈ Xn
∣∣∣ yR(t)+∫ t
α
AxdQ
R
∼ c ∈ Cn
}
— линейное многообразие.
Согласно (10.2) каждое уравнение совокупности эквивалентно уравнению
x(t) = Φ(t) + eAq(t)
[
e−Aq(α)
(
yU (α) + ϑ(α)
)
+
∫ t
α
e−Aq(·) dϑ
]
+ r(t), (18.3)
где Φ(t) =̇
∫ t
α
eA[ q(t)−q(s) ] dyU (s) — функция, зависящая лишь от исходных
параметров. Через h обозначим функцию, стоящую в квадратных скобках
(18.3). Отображение ϑ → h является биекцией Hlocn [S], поэтому уравнение
V̇x = ẏ равносильно совокупности уравнений{
x(t) = Φ(t) + eAq(t) h(t) + r(t)
x ∈ Y n ∀h ∈ H
loc
n [S] ∀ r ∈ Gloc0, n[U ] .
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Это, в свою очередь, эквивалентно тому, что
x(t) = eAq(t)
[
h(t) +
∫ t
α
e−Aq(·) dyU
]
+ r(t) ∀h ∈ H ∀ r ∈ Gloc
0, n
[U ],
где через H обозначено линейное многообразие
H =̇
{
h ∈ Hlocn [S]
∣∣∣ yR(t) + ∫ t
α
A
[
Φ(s) + eAq(s)h(s)
]
dQ
R
(s) ∼ const
}
=
=
{
h ∈ Hlocn [S]
∣∣∣ yR(t) + ∫ t
α
AeAq(s)
[
h(s) +
∫ s
α
e−Aq(·) dyU
]
dQ
R
(s) ∼ const
}
.
Таким образом, доказана
Теорема 18.1. Пусть T ∈ T(K), α ∈ K, Q ∈ BVloc, A — комплексная
n×n -матрица, X =
{
x ∈ GTloc : T (x) ∩ T (Q) = ∅
}
. Для оператора
V : Xn → GT, nloc , (Vx)(t) =̇x(t)−
∫ t
α
AxdQ,
и для любого y ∈ GT ∪T (Q), nloc уравнение (V̇x, ϕ)T ≡ ( ẏ, ϕ)T разрешимо тогда
и только тогда, когда H 6= ∅, где
H =̇
{
h ∈ Hlocn [S]
∣∣∣ yR(t)+∫ t
α
AeAq(s)
[
h(s)+
∫ s
α
e−Aq(·) dyU
]
dQ
R
(s) ∼ const
}
,
S =̇T\T (Q), R =̇T (Q)\T, U =̇T ∪ T (Q), q =̇Qc.
При H 6= ∅ общим решением уравнения является многообразие
x(t) = eAq(t)
[
h(t) +
∫ t
α
e−Aq(·) dyU
]
+ r(t) ∀h ∈ H ∀ r ∈ Gloc
0, n
[U ].
Следствие 18.1. Если в условиях теоремы 18.1 справедливо T ⊇ T (Q),
то общим решением уравнения (V̇x, ϕ)T ≡ ( ẏ, ϕ)T является многообразие
x(t) = eAq(t)
[
h(t) +
∫ t
α
e−Aq(·) dyT
]
+ r(t) ∀h∈Hlocn [T\T (Q)] ∀ r∈Gloc0, n[T ] .
Действительно, так как T ⊇ T (Q), то U = T, R = ∅, H = Hlocn [T\T (Q)].
Понятно, что если в условиях следствия 18.1 справедливо T ⊇ T (y), то
общим решением уравнения (V̇x, ϕ)T ≡ ( ẏ, ϕ)T является многообразие
x(t) = eAq(t)
[
h(t) +
∫ t
α
e−Aq(·) dyc
]
+ r(t) ∀h∈Hlocn [T\T (Q)] ∀ r∈Gloc0, n[T ] ,
а совокупность x(t) = eAq(t)
[
c +
∫ t
α
e−Aq(·) dyc
]
, c ∈ Cn, является семейст-
вом всех непрерывных решений уравнения.
В соответствии с цепочкой (17.3) для любого f ∈ Gn справедливо равен-
ство (f, ϕ)T = ( ẏ, ϕ)T , где y(t) =̇
∫ t
α
f(s) ds, следовательно, имеет место
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Следствие 18.2. Пусть T ∈ T(K), α ∈ K, Q ∈ BVloc, A — комплекс-
ная n×n -матрица, X =
{
x ∈ GTloc : T (x) ∩ T (Q) = ∅
}
. Для оператора
V : Xn → GT, nloc , (Vx)(t) =̇x(t)−
∫ t
α
AxdQ,
и для любого f ∈ Gn уравнение (V̇x, ϕ)T ≡ ( f, ϕ)T разрешимо тогда и
только тогда, когда H 6= ∅, где
H =̇
{
h ∈ Hlocn [S]
∣∣∣ ∫ t
α
AeAq(s)
[
h(s) +
∫ s
α
e−Aq(τ)f(τ) dτ
]
dQ
R
(s) ∼ const
}
,
S =̇T\T (Q), R =̇T (Q)\T, q =̇Qc.
При H 6= ∅ общим решением уравнения является многообразие
x(t) = eAq(t)
[
h(t) +
∫ t
α
e−Aq(τ)f(τ) dτ
]
+ r(t) ∀h ∈ H ∀ r ∈ Gloc
0, n
[U ].
Понятно, что H 6= ∅ тогда и только тогда, когда Q(τk−0) = Q(τk +0)
для всех τk ∈ R (то есть все разрывы Q в точках τk ∈ R — устранимые).
Следствие 18.3. Если в условиях следствия 18.2 справедливо T ⊇ T (Q),
то общим решением уравнения (V̇x, ϕ)T ≡ ( f, ϕ)T является многообразие
x(t) = eAq(t)
[
h(t)+
∫ t
α
e−Aq(τ)f(τ) dτ
]
+r(t) ∀h∈Hlocn [T\T (Q)] ∀ r∈Gloc0, n[T ],
а совокупность x(t) = eAq(t)
[
c +
∫ t
α
e−Aq(τ)f(τ) dτ
]
, c ∈ Cn, является се-
мейством всех непрерывных решений уравнения.
Теорема 18.2. Пусть α∈K, Q∈BVloc, A — комплексная n×n -мат-
рица, X =
{
x ∈ Γloc : T (x) ∩ T (Q) = ∅
}
. Для оператора
V : Xn→Γlocn , (Vx)(t) =̇x(t)−
∫ t
α
AxdQ,
и для любого y ∈ Γlocn семейство решений уравнения (
◦
Vx, ϕ) ≡ (
◦
y, ϕ) пред-
ставимо в виде
x(t) = eAQ
c(t)
[
h(t) +
∫ t
α
e−AQ
c(·) dyc
]
∀h ∈ Hlocn [K\T (Q)].
Совокупность x(t) = eAQc(t)
[
c+
∫ t
α
e−AQ
c(·) dyc
]
, c ∈ Cn, является семей-
ством всех непрерывных решений уравнения.
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Д о к а з а т е л ь с т в о. Уравнение
◦
Vx =
◦
y равносильно совокупности
уравнений {
(Vx)c − yc = γ
x ∈ Xn ∀ γ ∈ C
n.
Так как Q = q + Qc, q =̇Qc ∈ CBVloc и
[ ∫ t
α
AxdQc
]c
= 0, то каждое из
уравнений имеет вид x(t) −
∫ t
α
Axdq = yc(t) +
[
xc(t) + γ
]
. Функция, сто-
ящая в квадратных скобках (обозначим ее v ), является функцией скачков,
то есть v ∈ Hlocn . Все функции (кроме v ), входящие в уравнение, непре-
рывны во всех точках t ∈ T (Q), поэтому и v непрерывна там, то есть
v ∈ Hlocn [K\T (Q)]. Согласно (10.2) уравнение эквивалентно (учитывая, что
введенное ниже отображение v → h является биекцией Hlocn [K\T (Q)] )
x(t) = eAq(t)
{[
e−Aq(α)
(
yc(α) + v(α)
)
+
∫ t
α
e−Aq(·)dv
]
︸ ︷︷ ︸
h(t)
+
∫ t
α
e−Aq(·)dyc
}
=
= eAq(t)
[
h(t) +
∫ t
α
e−Aq(·) dyc
]
.
Второе утверждение теоремы очевидным образом следует из первого.
Следствие 18.4. Если к условиям теоремы 18.2 добавлено f ∈ Gn, то
общим решением уравнения (
◦
Vx, ϕ) ≡ ( f, ϕ) является многообразие
x(t) = eAq(t)
[
h(t) +
∫ t
α
e−Aq(τ)f(τ) dτ
]
∀h∈Hlocn [K\T (Q)],
а совокупность x(t) = eAq(t)
[
c +
∫ t
α
e−Aq(τ)f(τ) dτ
]
, c ∈ Cn, является се-
мейством всех непрерывных решений уравнения.
Пример 18.1. При любом µ линейная комбинация Q =̇ (1−µ) ξ + µ η
функций ξ и η (см. пункт 11.2) порождает δ -функцию ϕ→ ϕ(0), так как
(Q′, ϕ) =
∫
K
ϕdQ = (1−µ)
∫
K
ϕdξ + µ
∫
K
ϕdη = ϕ(0).
Другими словами, Q′ = δ для любого µ. Если (Vx)(t) =̇x(t)−
∫ t
α
x dQ, то
при любом T ∈T(K) уравнение (V̇x, ϕ)T ≡ 0 можно интерпретировать как
импульсное уравнение ẋ = δ(t)x. Здесь мы имеем n = 1, A = 1, y = 0,
T (Q) = {0} и q = const.
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1. Если 0 ∈ T, то множество всех решений уравнения имеет вид
x(t) = h(t) + r(t) ∀h∈Hloc[T\{0}] ∀ r∈Gloc
0
[T ].
Константы, и только они, являются непрерывными решениями уравнения.
2. Если 0 6∈ T, то U = T ∪ {0}, S = T, R = {0} и
H =
{
h ∈ Hloc[T ]
∣∣∣ ∫ t
α
eq(·)h dQ ∼ const
}
=
{
h ∈ Hloc[T ]
∣∣ h(0) = 0},
а множество всех решений уравнения имеет вид
x(t) = h(t) + r(t) ∀h∈H ∀ r∈Gloc
0
[T ∪ {0}].
Единственным непрерывным решением при 0 6∈ T является x = 0.
3. Общим решением уравнения (
◦
Vx, ϕ) ≡ 0 является совокупность непре-
рывных в нуле функций скачков x = h ∈ Hloc[K\{0}], а непрерывные ре-
шения уравнения — это функции-константы.
§ 19 . Краткий обзор утверждений об импульсных уравнениях,
заданных в терминах присоединенных обобщенных
прерывистых функций
Исследование уравнений (V̇ x, ϕ) ≡ (ẏ, ϕ) и (
◦
Vx, ϕ) ≡ (
◦
y, ϕ) имеет опре-
деленные перспективы. Приведем без доказательства ряд примеров.
1. В работе [25] доказано утверждение, обобщающее теорему 18.2.
Утверждение 19.1. Пусть α ∈ K , Q — квадратная матрица порядка
n с элементами Qij ∈ BVloc , Xi =̇ {x ∈ Γloc :
⋃
k
T (Qki) ∩ T (x) = ∅
}
для
всех i. Для оператора
V : X1 ×. . .× Xn → Γlocn , (Vx)(t) =̇ x(t)−
∫ t
α
[ dQ ]x, (19.1)
и для любого вектор-столбца y ∈ Γlocn семейство всех решений уравнения
(
◦
Vx, ϕ) ≡ (
◦
y, ϕ) представимо в виде
x(t) = C(t, α)h(t) +
∫ t
α
C(t, s) dyc(s), (19.2)
где компоненты hi вектор-столбца h таковы, что hi ∈ Hloc∩Xi . Совокуп-
ность x(t) = C(t, α)
[
c+
∫ t
α
C(α, s) dyc(s)
]
, c ∈ Cn , является семейством
всех непрерывных решений уравнения.
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Матрица C(t, τ) в представлении (19.2) называется матрицей Коши (в
работе [25] приведена процедура ее явного построения). Она обладает всеми
характерными свойствами матрицы Коши системы линейных обыкновенных
дифференциальных уравнений:
C(s, s) ≡ E ;
C(t, s)C(s, τ) = C(t, τ) ;
C(t, τ) и C(τ, t) — взаимно обратны;
C(t, τ)−
∫ t
τ
[ dQc(s)]C(s, τ) = E и C(t, τ)−
∫ t
τ
C(t, s) dQc(s) = E.
Кроме того, для сопряженного уравнения имеет место
Утверждение 19.2. Пусть α ∈ K , Q — квадратная матрица порядка
n с элементами Qij ∈ BVloc , Yj =̇ { y ∈ Γloc :
⋃
k
T (Qjk) ∩ T (y) = ∅
}
для
всех j. Для оператора
V : Y1 ×. . .× Yn → Γlocn , (Vy)(τ) =̇ y(τ) +
∫ τ
α
y dQ,
и для любой вектор-строки x ∈ Γlocn семейство всех решений уравнения
(
◦
Vy, ϕ) ≡ (
◦
x, ϕ) представимо в виде
y(τ) = h(τ)C(α, τ) +
∫ τ
α
[ dxc(s) ]C(s, τ),
где компоненты hj вектор-строки h таковы, что hj ∈ Hloc∩Yj . Совокуп-
ность y(τ) =
[
c+
∫ τ
α
[ dxc(s) ]C(s, α)
]
C(α, τ), c ∈ Cn , является семейст-
вом всех непрерывных решений уравнения.
2. Обобщением оператора (19.1) является (Vx)(t) =̇B(t)x(t) −
∫ t
α
[ dQ ]x ,
где B — функциональная квадратная матрица порядка n . Поскольку B
может быть необратимой, то уравнения (V̇ x, ϕ) ≡ (ẏ, ϕ) и (
◦
Vx, ϕ) ≡ (
◦
y, ϕ)
принято называть сингулярными. Приведем пример из работы [99].
Легко проверить, что решением системы обыкновенных дифференциаль-
ных уравнений
{
ẋ1 = x1
ẋ1 = x2
являются функции x1(t) = x2(t) = c et , t ∈ K
(при любом c ∈ C ), поэтому не всякая начальная задача разрешима. В то
же время, уравнение (
◦
Vx, ϕ) ≡ 0 , заданное в терминах присоединенных рас-
пределений через оператор (Vx)(t) =̇
(
1 0
1 0
)
x(t)−
∫ t
α
x(s) ds, разрешимо
(здесь X=Γloc, V : X2→Γloc2 ). Его общее решение (см. [99]) имеет вид
x1(t) = h(t) e
t, x2(t) = h(t) e
t + r(t) ∀h ∈ Hloc ∀ r ∈ Gloc
0
∩ Γloc.
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В частности, каковы бы ни были (t0, x10, x20) ∈ K × C 2 , функции
x1(t) =
{
x10 e
t−t0, t 6 t0,
x20 e
t−t0, t > t0,
x2(t) =
{
x10 e
t−t0, t < t0,
x20 e
t−t0, t > t0,
являются решением системы и таковы, что x1(t0) = x10, x2(t0) = x20.
3. В работах [29, c. 10], [64, c. 4] определены уравнения с импульсным воз-
действием в фиксированные моменты времени. В примере [29, c. 13] (см. так-
же [64, c. 5]) отмечено, что в рамках импульсной тематики задача ẋ = 1+x2,
x(0) = 0, имеет периодическое решение x(t) = tg π4 {
4
π t }, t ∈ R. Эта же
функция является одним из решений уравнения (
◦
x, ϕ) ≡ (1+x2, ϕ). [Заме-
тим, что в рамках теории обыкновенных дифференциальных уравнений за-
дача имеет единственное непродолжаемое решение x(t) = tg t, t ∈ (−π2 ,
π
2 ). ]
Уравнения (
◦
x, ϕ)≡(Fx, ϕ) также имеют периодические решения (см. [99]):
1) x(t) = 1ε +1−{t} , t ∈ R, если Fx =̇x
2, ε > 0;
2) x(t) = ( 1−{t})2, t ∈ R, если Fx =̇ − 2
√
x;
3) x(t) = 1−{t} , t ∈ R, если Fx =̇ 1 при x < 0, Fx =̇ γ при x = 0,
Fx =̇ − 1 при x > 0.
Последнее уравнение относится к дискуссионной тематике дифференциаль-
ных уравнений с разрывной правой частью [32]: при γ = 0 нетривиальные
непродолжаемые решения уравнения имеют вид x(t) = ±
{
c− t, t 6 c,
0 , t > c,
t ∈ R, а при γ 6= 0 непродолжаемые решения: x(t) = ± (c−t), t ∈ (−∞, c ).
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ГЛАВА V . ПРЕДСТАВЛЕНИЕ РЕШЕНИЙ ЛИНЕЙНЫХ
СИСТЕМ КВАЗИИНТЕГРАЛЬНЫХ УРАВНЕНИЙ
С ПОСТОЯННЫМИ КОЭФФИЦИЕНТАМИ
Для двух прерывистых функций x, y, заданных на отрезке [a, b] , и специ-
ального параметра ∆ , названного дефектом, определено понятие квазиин-
теграла
∫ b
a
x∆y. (Другими словами, определено бинарное отношение x∆y .)
Если существует интеграл Римана–Стилтьеса, то для любого дефекта суще-
ствует квазиинтеграл, и все они равны между собой. Интеграл Перрона–
Стилтьеса, если он существует, совпадает с одним из квазиинтегралов, где
дефект определен специальным образом (∆ = ∆0 ). Приведены необходимые
и достаточные условия существования квазиинтегралов, доказаны их основ-
ные свойства, в частности, аналог формулы интегрирования по частям.
Доказана теорема существования и единственности решения квазиинте-
грального уравнения
x(t)− λA
∫ t
α
x∆Q = y(t), t ∈ [a, b], (v.1)
с постоянной вещественной матрицей A. Ядро Q системы — скалярная
кусочно-непрерывная функция ограниченной вариации, компоненты векто-
ров x и y — прерывистые функции, спектральный параметр λ ∈ R — ре-
гулярное число. При определенных условиях квазиинтегральное уравнение
(v.1) можно интерпретировать как импульсную задачу
ẋ(t)− λA Q̇(t)x(t) = ẏ(t), x(α) = y(α). (v.2)
Получено явное представление для решения однородного квазиинтегрально-
го уравнения. Для абсолютно регулярного спектрального параметра опре-
делен аналог матрицы Коши, исследованы его свойства и получено явное
представление для решения квазиинтегрального уравнения в форме Коши.
Аналогичные результаты получены для сопряженного и союзных уравнений.
Результаты главы опубликованы в работах [91–93,96,97,107,108].
§ 20 . Бинарное отношение «квазиинтеграл Римана–Стилтьеса»
в алгебре прерывистых функций
Зафиксируем отрезок K =̇ [a, b] и через G =̇ G[a, b] обозначим простран-
ство прерывистых функций (см. пункт 10.1). В соответствии с пунктом 11.1
конечное или счетное множество T =̇ { τ1, τ2, . . . } попарно различных точек
τk ∈ K называем разбиением отрезка K, а совокупность всех разбиений K
обозначаем через T(K). Согласно утверждению 10.2 множество T (x), со-
стоящее из всех точек разрыва произвольной функции x ∈ G, не более чем
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счетно. Другими словами, T (x) ∈ T(K) для всех x ∈ G. Для фиксирован-
ных x ∈ G и T ∈ T(K) опеределены величины (11.1), (11.2) и xk =̇x(τk).
В пункте 11.1 определены алгебры GT =̇ GT [a, b] и Γ =̇ Γ[a, b], а в пунк-
те 11.2 для всех x ∈ GT определены проекции x
T
и xT (для всех x ∈ Γ
определены проекции xc и xc ). Для любых x ∈ GT функциональный ряд
x
T
(t) =̇ −
∑
τk∈T
x−k
∫ t
α
dξk +
∑
τk∈T
x+k
∫ t
α
dηk (11.6) = (20.1)
абсолютно и равномерно на K сходится (x
T
является функцией скачков).
20.1. Семейство квазиинтегралов — аналогов интеграла Перро-
на–Стилтьеса в алгебре прерывистых функций. Через Ω обозначим
пространство функций ϕ : R → R таких, что ϕ(0) = 0. Пару функций
∆ =̇ (ϕ, ψ) ∈ Ω2 называем дефектом, а Ω2 — пространством дефектов.
Для ϕ ∈ Ω через ϕ∗ обозначим функцию ϕ∗(h) =̇h−ϕ(h). Очевидно,
ϕ∗(0) = 0, ϕ∗ ∈ Ω и ϕ∗∗ = ϕ. Дефект ∆∗ =̇ (ϕ∗, ψ∗) будем называть двой-
ственным к дефекту ∆ =̇ (ϕ, ψ).
Подпространство Ωc =̇ {ϕ ∈ Ω | ϕ(h) = O(h) при h → 0 } состоит из тех
функций ϕ ∈ Ω, для которых существуют δ > 0 и C > 0 такие, что
|ϕ(h) | 6 C|h | при |h | 6 δ. Очевидно, включение ϕ ∈ Ωc влечет вклю-
чение ϕ∗ ∈ Ωc и, следовательно, пара двойственных дефектов ∆ =̇ (ϕ, ψ) и
∆∗ =̇ (ϕ∗, ψ∗) принадлежит или не принадлежит Ω2c одновременно.
Подпространство Ω` =̇ {ϕ ∈ Ω | ϕ(h) = µh } состоит из линейных функ-
ций. Очевидно, если ϕ ∈ Ω`, то ϕ∗ ∈ Ω` и, следовательно, двойственная
пара ∆ =̇ (ϕ, ψ) и ∆∗ =̇ (ϕ∗, ψ∗) принадлежит или не принадлежит Ω2` од-
новременно.
Зафиксируем x, y ∈ G, α, β ∈ K, ∆ =̇ (ϕ, ψ) ∈ Ω2. Через T(x∆y) обо-
значим множество всех разбиений T ∈ T(K) таких, что:
1) y ∈ GT ;
2) существует интеграл
∫ β
α
x dyT ;
3) абсолютно сходится ряд σT (x∆y) =̇−
∑
τk∈T
Φk +
∑
τk∈T
Ψk, где
Φk =̇
∣∣∣∣ xk −ϕ(y−k )x−k y−k
∣∣∣∣ ∫ β
α
dξk и Ψk =̇
∣∣∣∣ xk −ψ(y+k )x+k y+k
∣∣∣∣ ∫ β
α
dηk.
Ряд σT (x∆y) и его сумму (если она существует) мы обозначаем одним и тем
же символом. В тех случаях, когда есть необходимость указания зависимо-
сти введенных объектов от α и β, будем писать: Φα,βk , Ψ
α,β
k , σ
T
α,β(x∆y) и
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Tα,β(x∆y). Из свойств определителя справедливо
Φk =
∣∣∣∣ x(τk) −ϕ(y−k )x(τk−) ϕ∗(y−k )
∣∣∣∣ ∫ β
α
dξk и Ψk =
∣∣∣∣ x(τk) −ψ(y+k )x(τk+) ψ∗(y+k )
∣∣∣∣ ∫ β
α
dηk.
Утверждение 20.1. Пусть x, y ∈ G, α, β ∈ K, ∆ =̇ (ϕ, ψ) ∈ Ω2. Мно-
жество T(x∆y) не пусто тогда и только тогда, когда оно содержит раз-
биение T (x) ∩ T (y).
Д о к а з а т е л ь с т в о. Если T(x∆y) 6= ∅, то для некоторого разбие-
ния T выполнены три условия: y ∈ GT , существует интеграл
∫ β
α
x dyT и
абсолютно сходится ряд σT (x∆y).
1. Обозначим S =̇T (x)∩ T (y) и покажем, что S ⊆ T. Предположим, что
это не так, то есть существует τm ∈ S такое, что τm 6∈ T. Обе функции x
и y разрывны в точке τm, следовательно, поскольку существует интеграл∫ β
α
x dyT , то yT непрерывна в точке τm. Это означает, что правая часть
формулы y(t) = yT (t) −
∑
τk∈T
y−k
∫ t
α
dξk +
∑
τk∈T
y+k
∫ t
α
dηk также непрерывна в
точке τm 6∈ T, что противоречит разрывности функции y в этой точке.
2. Итак, S ⊆ T и, следовательно, y ∈ GS (см. лемму 11.1). Таким образом,
определена функция yS , причем в силу (20.1) справедливо равенство
yS(t) = yT (t)−
∑
τk∈R
y−k
∫ t
α
dξk +
∑
τk∈R
y+k
∫ t
α
dηk, (20.2)
где R =̇T\S. В каждой точке τk ∈ R одна из функций x или y непрерывна,
следовательно, x непрерывна во всех точках τk ∈ Q, где через Q обозна-
чено множество тех τk ∈ R, в которых y разрывна. Очевидно, y−k = y
+
k = 0
для всех τk ∈ R\Q, поэтому
yS(t) = yT (t)−
∑
τk∈Q
y−k
∫ t
α
dξk +
∑
τk∈Q
y+k
∫ t
α
dηk. (20.3)
В соответствии с утверждением 11.2 существует интеграл∫ β
α
x(s) d
[
−
∑
τk∈Q
y−k
∫ t
α
dξk +
∑
τk∈Q
y+k
∫ t
α
dηk
]
, (20.4)
а поскольку существует
∫ β
α
x dyT , то существует
∫ β
α
x dyS . Наконец, абсо-
лютная сходимость ряда σS(x∆y) следует из оценки∑
τk∈S
( |Φk|+ |Ψk| ) 6
∑
τk∈T
( |Φk|+ |Ψk| ) <∞.
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Таким образом, S ∈ T(x∆y). Обратное утверждение тривиально.
Замечание 20.1. На первом этапе доказательства утверждения 20.1 мы
доказали, что в том случае, когда T(x∆y) 6= ∅, для любого T ∈ T(x∆y)
справедливо включение T (x) ∩ T (y) ⊆ T. Дословно повторив выкладки
второго этапа, легко убедиться в истинности следующего утверждения: если
T(x∆y) 6= ∅, T ∈ T(x∆y) и T (x) ∩ T (y) ⊆ S ⊆ T, то S ∈ T(x∆y).
Утверждение 20.2. Пусть T(x∆y) 6= ∅ и Q,R ∈ T(x∆y). Для разби-
ений U =̇Q ∪R и V =̇Q ∩R имеют место включения U, V ∈ T(x∆y).
Д о к а з а т е л ь с т в о. Включение V ∈ T(x∆y) следует из замеча-
ния 20.1. В силу леммы 11.1 справедливо GU = GQ ∩GR, поэтому y ∈ GU .
Очевидное равенство yQ + yR = yU + yV и существование интегралов∫ β
α
x dyQ,
∫ β
α
x dyR и
∫ β
α
x dyV влекут существование интеграла
∫ β
α
x dyU .
Наконец, равенство σQ(x∆y) + σR(x∆y) = σU (x∆y) + σV (x∆y) и абсолют-
ная сходимость рядов σQ(x∆y), σR(x∆y) и σV (x∆y) влекут абсолютную
сходимость ряда σU (x∆y). 
Итак, если множество T(x∆y) не пусто, то оно является подрешеткой
решетки T(K), причем наименьшим элементом решетки T(x∆y) является
разбиение T (x) ∩ T (y). Следует иметь в виду следующее обстоятельство:
если S ∈ T(x∆y) и S ⊂ T, то T может оказаться вне множества T(x∆y).
Покажем это на примере.
Пример 20.1. Пусть K =̇ [0, 1], α = 0, β = 1, x(t) = 0 при t 6 12
и x(t) = 1 при t > 12 , y(t) = t {
1
t } при t 6= 0 и y(0) = 0 (функция
y здесь такая же, как функция x в примере 10.1). Поскольку множество
S =̇T (x) ∩ T (y) = { 12 } конечно, то y ∈ G
S(= G) и yS(t) = y(t) при t 6 12
и yS(t) = 12 − t при t >
1
2 . Функция yS , как и должно быть, непрерывна в
точке 12 , следовательно, существует интеграл
∫ 1
0
x dyS =
∫ 1
1/2
d ( 12− t ) = −
1
2 .
Ряд σS(x∆y) вырождается в одно слагаемое, поэтому S ∈ T(x∆y). Если
положить T =̇ { 12 ,
1
3 , . . . }, то S ⊂ T, однако, y 6∈ G
T (см. пример 10.1),
следовательно, T 6∈ T(x∆y). Ситуацию проясняет следующая
Утверждение 20.3. Пусть T(x∆y) 6= ∅, S ∈ T(x∆y), T ∈ T(K) и
S ⊆ T. Включение T ∈ T(x∆y) имеет место тогда и только тогда, когда
y ∈ GT .
Д о к а з а т е л ь с т в о. Необходимость очевидна. Достаточность. Пусть
y ∈ GT . Поскольку S ∈ T(x∆y), то T (x) ∩ T (y) ⊆ S и y ∈ GS, по-
этому справедливо равенство (20.2) и остальные выкладки второго этапа
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доказательства утверждения 20.1, в силу которых существование интеграла∫ β
α
x dyS влечет существование интеграла
∫ β
α
x dyT . Осталось показать аб-
солютную сходимость ряда σT (x∆y). Пусть R =̇T\S, а Q состоит из тех
точек τk ∈ R, в которых y разрывна. Поскольку y−k = y
+
k = 0 для всех
τk ∈ R\Q, то ϕ(y−k ) = ψ(y
+
k ) = 0 и Φk = Ψk = 0, поэтому
σR(x∆y) =̇ −
∑
τk∈R
Φk +
∑
τk∈R
Ψk = −
∑
τk∈Q
Φk +
∑
τk∈Q
Ψk.
Так как x непрерывна во всех точках τk ∈ Q, то x−k = x
+
k = 0, следова-
тельно, Φk = xky−k
∫ β
α
dξk и Ψk = xky+k
∫ β
α
dηk, поэтому∑
τk∈R
( |Φk|+ |Ψk| ) 6 ‖x‖
∑
τk∈Q
( | y−k |+ | y
+
k | ) 6 ‖x‖
∑
τk∈T
( | y−k |+ | y
+
k | ) <∞.
В силу равенства σT (x∆y) = σS(x∆y) + σR(x∆y) абсолютная сходимость
рядов σS(x∆y) и σR(x∆y) влечет абсолютную сходимость ряда σT (x∆y).
Таким образом, T ∈ T(x∆y).
Следствие 20.1. Пусть T(x∆y) 6= ∅. Эквивалентные разбиения S и
T, содержащие разбиение T (x)∩T (y), принадлежат или не принадлежат
множеству T(x∆y) одновременно.
Д о к а з а т е л ь с т в о. Если S ∈ T(x∆y) и R =̇S ∩ T, то в соответ-
ствии с замечанием 20.1 имеем R ∈ T(x∆y). Поскольку T ∼ S, то GT = GS
(см. лемму 11.1) и y ∈ GT , а поскольку R ∈ T(x∆y) и R ⊆ T, то в силу
утверждения 20.3 справедливо включение T ∈ T(x∆y).
Теорема 20.1. Пусть x, y ∈ G, α, β ∈ K, ∆ ∈ Ω2. Если T(x∆y) 6= ∅,
то при всех T ∈ T(x∆y) справедливо тождество∫ β
α
x dyT + σT (x∆y) ≡ const.
Д о к а з а т е л ь с т в о. Пусть S =̇T (x) ∩ T (y). В соответствии с фор-
мулами (20.3) и (20.4) справедлива цепочка равенств∫ β
α
x dyS −
∫ β
α
x dyT =
∫ β
α
x(s) d
[
−
∑
τk∈Q
y−k
∫ s
α
dξk +
∑
τk∈Q
y+k
∫ s
α
dηk
]
=
= −
∑
τk∈Q
x(τk)y
−
k
∫ β
α
dξk +
∑
τk∈Q
x(τk)y
+
k
∫ β
α
dηk, (20.5)
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заканчивающаяся ссылкой на утверждение 11.2. В частности, правая часть
цепочки (20.5) есть абсолютно сходящийся ряд. Напомним (см. второй пункт
доказательства утверждения 20.1), что через Q обозначено множество тех
τk ∈ R =̇T\S, в которых y разрывна. Поскольку y−k = y
+
k = 0 для всех
τk ∈ R\Q, то ϕ(y−k ) = ψ(y
+
k ) = 0 и Φk = Ψk = 0, поэтому
σR(x∆y) =̇ −
∑
τk∈R
Φk +
∑
τk∈R
Ψk = −
∑
τk∈Q
Φk +
∑
τk∈Q
Ψk.
Так как x непрерывна во всех точках τk ∈ Q, то x−k = x
+
k = 0 и
σR(x∆y) = −
∑
τk∈Q
xky
−
k
∫ β
α
dξk +
∑
τk∈Q
xky
+
k
∫ β
α
dηk.
В силу (20.5) имеет место равенство
∫ β
α
x dyS −
∫ β
α
x dyT = σR(x∆y), а по-
скольку σT (x∆y) = σS(x∆y) + σR(x∆y), то∫ β
α
x dyT + σT (x∆y) =
∫ β
α
x dyS + σS(x∆y).
Определение 20.1. Будем говорить, что число J ∈ R есть квазиинте-
грал функции x ∈ G по функции y ∈ G на отрезке [α, β] относительно
дефекта ∆ =̇ (ϕ, ψ) ∈ Ω2 и обозначать J =̇
∫ β
α
x∆y, если T(x∆y) 6= ∅ и
существует разбиение T ∈ T(x∆y) такое, что
∫ β
α
x dyT + σT (x∆y) = J.
В силу теоремы 20.1 квазиинтеграл не зависит от выбора T, важно только,
чтобы такое разбиение нашлось, — тем самым определение 20.1 корректно.
Следует также отметить, что в обозначении квазиинтеграла
∫ β
α
x∆y вме-
сто привычного знака дифференциала d стоит дефект ∆, выполняющий
не только роль разделителя функций x и y, но и явно подчеркивающий
зависимость квазиинтеграла от дефекта. Итак, величина∫ β
α
x∆y =̇
∫ β
α
x dyT + σT (x∆y) =
=
∫ β
α
x dyT −
∑
τk∈T
∣∣∣∣ xk −ϕ(y−k )x−k y−k
∣∣∣∣ ∫ β
α
dξk +
∑
τk∈T
∣∣∣∣ xk −ψ(y+k )x+k y+k
∣∣∣∣ ∫ β
α
dηk (20.6)
называется квазиинтегралом Римана–Стилтьеса дефекта ∆.
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20.2. Свойства квазиинтегралов. В приводимой ниже теореме приве-
дены необходимые и достаточные условия существования квазиинтегралов.
Теорема 20.2. Пусть x, y ∈ G, α, β ∈ K, ∆ ∈ Ω2, T =̇T (x) ∩ T (y).
1. Если cardT < ∞, то квазиинтеграл
∫ β
α
x∆y и интеграл
∫ β
α
x dyT
существуют или нет одновременно.
2. Если ∆ ∈ Ω2c и y ∈ GT (или y ∈ Γ), то квазиинтеграл
∫ β
α
x∆y и
интеграл
∫ β
α
x dyT существуют или нет одновременно.
3. Если ∆ ∈ Ω2c и y ∈ BV, то квазиинтеграл
∫ β
α
x∆y существует.
4. Если существует интеграл
∫ β
α
x dy, то существует квазиинтеграл∫ β
α
x∆y и выполнено равенство
∫ β
α
x∆y =
∫ β
α
x dy.
Д о к а з а т е л ь с т в о. Необходимость утверждений пунктов 1,2 оче-
видна, поэтому следует доказывать только достаточность.
1. Поскольку T конечно, то y ∈ G = GT , а ряд σT (x∆y) вырождается в
конечную сумму, поэтому T ∈ T(x∆y) и существует квазиинтеграл
∫ β
α
x∆y.
2. Поскольку ∆ =̇ (ϕ, ψ) ∈ Ω2c, то существуют δ > 0 и C > 0 такие, что
|ϕ(h) | 6 C |h |, |ψ(h) | 6 C |h | при |h | 6 δ. Множество
S =̇
{
τk ∈ T : | y−k | > δ или | y
+
k | > δ
}
состоит из конечного числа точек (см. утверждение 10.2), следовательно,
абсолютная сходимость ряда σT (x∆y) равносильна абсолютной сходимости
ряда σR(x∆y), где R =̇T\S. Поскольку | y−k | 6 δ и | y
+
k | 6 δ для всех
τk ∈ R, то |ϕ(y−k ) | 6 C | y
−
k | и |ψ(y
+
k ) | 6 C | y
+
k |, поэтому
|Φk | 6 |xky−k + x
−
k ϕ(y
−
k ) | 6 ( |xk |+ C |x
−
k | ) · | y
−
k | 6 ( 1+2C ) · ‖x‖ · | y
−
k |,
и аналогично |Ψk | 6 ( 1+2C ) · ‖x‖ · | y+k |. Таким образом,∑
τk∈R
( |Φk |+ |Ψk | ) 6 ( 1+2C ) · ‖x‖ ·
∑
τk∈T
( | y−k |+ | y
+
k | ) <∞,
поэтому ряды σR(x∆y) и σT (x∆y) абсолютно сходятся и T ∈ T(x∆y).
Так как Γ ⊂ GT , то в частном случае y ∈ Γ утверждение тоже верно.
3. Справедливы включения y ∈ BV ⊂ GS, где S =̇T (y). Поскольку
yS ∈ CBV, то есть yS — непрерывная функция ограниченной вариации, то
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согласно утверждению 10.3 существует интеграл
∫ β
α
x dyS . Абсолютная схо-
димость ряда σS(x∆y) доказывается так же, как доказывалась абсолютная
сходимость ряда σT (x∆y) в предыдущем пункте. Значит, S ∈ T(x∆y).
4. Существование интеграла
∫ β
α
x dy влечет равенство T = ∅, следова-
тельно, y ∈ G = GT и yT = y, поэтому существует интеграл
∫ β
α
x dyT, а
поскольку σT (x∆y) = 0, то T ∈ T(x∆y). 
1. Квазиинтеграл линеен по первому аргументу, то есть если существуют∫ β
α
x∆z и
∫ β
α
y∆z, то для любых p, q ∈ R существует
∫ β
α
( px+qy )∆z и∫ β
α
( px+qy )∆z = p
∫ β
α
x∆z + q
∫ β
α
y∆z.
Действительно, поскольку T(x∆z) 6= ∅ и T(y∆z) 6= ∅, то для любых
Q ∈ T(x∆z) и R ∈ T(y∆z) определено разбиение U =̇Q ∪ R, и в соответ-
ствии с леммой 11.1 справедливо равенство GU = GQ ∩ GR. Это означает,
в частности, что z ∈ GU , поэтому в силу утверждения 20.3 имеем включе-
ния U ∈ T(x∆z) и U ∈ T(y∆z). Таким образом, существуют интегралы∫ β
α
x dzU и
∫ β
α
y dzU , абсолютно сходятся ряды σU (x∆z) и σU (y∆z) и спра-
ведлива цепочка равенств
p
∫ β
α
x∆z + q
∫ β
α
y∆z = p
∫ β
α
x dzU + p σU (x∆z) + q
∫ β
α
y dzU + q σU (y∆z) =
=
∫ β
α
( px+qy ) dzU + σU
(
( px+qy )∆z
)
=
∫ β
α
( px+qy )∆z.
2. Свойством линейности по второму аргументу квазиинтеграл в об-
щем случае не обладает. Пусть, например, α < 0, β > 0, x = η, y = gη,
z = hη, где g, h ∈ R и η(t)=̇ θ(t) — функция Хевисайда. Если T =̇ {0},
то yT = zT = 0, y(0−)− y(0) = z(0−)− z(0) = 0, y(0+)− y(0) = g и
z(0+)−z(0) = h. Поскольку x(0) = 0 и x(0+) = 1, то∫ β
α
x∆y =
∣∣∣∣ x(0) −ψ(g)x(0+) ψ∗(g)
∣∣∣∣ = ψ(g) и ∫ β
α
x∆z =
∣∣∣∣ x(0) −ψ(h)x(0+) ψ∗(h)
∣∣∣∣ = ψ(h).
Если w =̇ py + qz (p, q ∈ R), то
wT = 0, w(0−)−w(0) = 0, w(0+)−w(0) = pg + qh,∫ β
α
x∆( py+qz ) =
∣∣∣∣ x(0) −ψ( pg+qh )x(0+) ψ∗( pg+qh )
∣∣∣∣ = ψ( pg+qh ).
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Равенство ψ( pg + qh ) = pψ(g) + q ψ(h) справедливо при всех p и q тогда
и только тогда, когда ψ — линейная функция. Этот пример показывает, что
и в общей ситуации линейность квазиинтеграла по второму аргументу
имеет место тогда и только тогда, когда ∆ ∈ Ω2` .
3. При α < γ < β существование квазиинтеграла
∫ β
α
x∆y равносильно
существованию обоих квазиинтегралов
∫ γ
α
x∆y и
∫ β
γ
x∆y. При этом
∫ β
α
x∆y =
∫ γ
α
x∆y +
∫ β
γ
x∆y. (20.7)
Если существует квазиинтеграл
∫ β
α
x∆y, то Tα,β(x∆y) 6= ∅ и для любого
T ∈ Tα,β(x∆y) существует интеграл
∫ β
α
x dyT и абсолютно сходится ряд
σTα,β(x∆y). Согласно
5, c. 95, существуют интегралы
∫ γ
α
x dyT и
∫ β
γ
x dyT и
∫ β
α
x dyT =
∫ γ
α
x dyT +
∫ β
γ
x dyT . (20.8)
Поскольку
∫ t
α
dξk > 0 и
∫ t
α
dηk > 0 при всех t > α, то
|Φα,tk | = |xky
−
k + x
−
k ϕ(y
−
k ) |
∫ t
α
dξk и |Ψα,tk | = |xky
+
k + x
+
k ψ(y
+
k ) |
∫ t
α
dηk,
а так как
∫ γ
α
dξk 6
∫ β
α
dξk и
∫ γ
α
dηk 6
∫ β
α
dηk, то∑
τk∈T
( |Φα,γk |+ |Ψ
α,γ
k | ) 6
∑
τk∈T
( |Φα,βk |+ |Ψ
α,β
k | ) <∞.
Значит, ряд σTα,γ(x∆y) абсолютно сходится. Аналогично доказывается абсо-
лютная сходимость ряда σTγ,β(x∆y). Следовательно, существуют квазиинте-
гралы
∫ γ
α
x∆y и
∫ β
γ
x∆y, а к формуле (20.7) приводят равенства (20.8) и
σTα,β(x∆y) = σ
T
α,γ(x∆y) + σ
T
γ,β(x∆y). (20.9)
5 Фихтенгольц Г.М. Курс дифференциального и интегрального исчисления. Т. 3. М.:
Наука, 1969. 656 с.
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Обратно. Пусть существуют
∫ γ
α
x∆y и
∫ β
γ
x∆y, тогда Tα,γ(x∆y) 6= ∅,
Tγ,β(x∆y) 6= ∅ и для любых Q ∈ Tα,γ(x∆y) и R ∈ Tγ,β(x∆y) определены
эквивалентные разбиения U =̇Q ∪ R и T =̇U ∪ {γ }. Поскольку T ∼ U,
то GT = GU = GQ ∩ GR, следовательно, y ∈ GT . В соответствии с утвер-
ждением 20.3 справедливы включения T ∈ Tα,γ(x∆y) и T ∈ Tγ,β(x∆y),
поэтому существуют интегралы
∫ γ
α
x dyT и
∫ β
γ
x dyT и абсолютно сходятся
ряды σTα,γ(x∆y) и σTγ,β(x∆y). Функция yT непрерывна в точке γ, а функция
x ограничена, следовательно, согласно5, c. 116, существование интегралов∫ γ
α
x dyT и
∫ β
γ
x dyT влечет существование интеграла
∫ β
α
x dyT и равенство
(20.8). Таким образом, равенство (20.9) влечет абсолютную сходимость ряда
σTα,β(x∆y), существование квазиинтеграла
∫ β
α
x∆y и равенство (20.7).
Особо следует отметить то обстоятельство, что классический интеграл
Римана–Стилтьеса свойством 3, то есть свойством аддитивности, вообще
говоря, не обладает5, c. 96.
4. Если x ∈ G, y ∈ BV, то для любого ∆ ∈ Ω2c существует квазиинте-
грал
∫ β
α
x∆y, существует интеграл Перрона–Стилтьеса (PS)
∫ β
α
x dy и
∫ β
α
x∆y = (PS)
∫ β
α
x dy−
∑
τk∈S
x−k ϕ(y
−
k )
∫ β
α
dξk +
∑
τk∈S
x+k ψ(y
+
k )
∫ β
α
dηk, (20.10)
где S =̇T (x) ∩ T (y). В частности, (PS)
∫ β
α
x dy =
∫ β
α
x∆0y, где через ∆0
обозначен дефект (ϕ0, ψ0) такой, что ϕ0(h) = ψ0(h) ≡ 0.
Существование квазиинтеграла
∫ β
α
x∆y справедливо в силу утверждения
3 теоремы 20.2. При ∆ = ∆0 и T =̇T (y) формула (20.6) принимает вид∫ β
α
x∆0y =
∫ β
α
x dyT −
∑
τk∈T
x(τk)y
−
k
∫ β
α
dξk +
∑
τk∈T
x(τk)y
+
k
∫ β
α
dηk. (20.11)
Существование интеграла (PS)
∫ β
α
x dy хорошо известно (см., например,
[78]). Там же доказаны равенства
(PS)
∫ β
α
x dξk = x(τk)
∫ β
α
dξk и (PS)
∫ β
α
x dηk = x(τk)
∫ β
α
dηk,
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а поскольку yT ∈ CBV, то существует
∫ β
α
x dyT , следовательно, существует
(PS)
∫ β
α
x dyT и выполнено равенство (PS)
∫ β
α
x dyT =
∫ β
α
x dyT . Таким об-
разом, правая часть формулы (20.11) равна (PS)
∫ β
α
x dy. Формула (20.10)
получается вычитанием формул (20.6) и (20.11):∫ β
α
x∆y −
∫ β
α
x∆0y = −
∑
τk∈T
x−k ϕ(y
−
k )
∫ β
α
dξk +
∑
τk∈T
x+k ψ(y
+
k )
∫ β
α
dηk
и замечанием, что x−k = x
+
k = 0 для всех τk ∈ T\S.
Свойство 4 показывает исключительную роль дефекта ∆0, — в семей-
ство квазиинтегралов входит интеграл Перрона–Стилтьеса.
5. Если x ∈ G, y ∈ BV, ∆ ∈ Ω2c, то при фиксированном α ∈ K опреде-
лена функция z(t) =̇
∫ t
α
x∆y и справедливо включение z ∈ BV.
Первая часть утверждения следует из свойства 4. При T =̇T (y) справед-
ливо yT ∈ CBV и определена функция w(t) =̇
∫ t
α
x dyT . В силу третьего
следствия утверждения 10.3 имеет место включение w ∈ CBV. Функция
h(t) =̇σTα,t(x∆y) есть функция скачков, поэтому h ∈ BV, z = w + h ∈ BV.
6. Пусть x, y ∈ G, ∆1 =̇ (ϕ1, ψ1) ∈ Ω2, ∆2 =̇ (ϕ2, ψ2) ∈ Ω2. Если существу-
ют квазиинтегралы
∫ β
α
y∆1x и
∫ β
α
x∆2y, то справедлив аналог формулы
интегрирования по частям∫ β
α
y∆1x+
∫ β
α
x∆2y = xy
∣∣∣β
α
− (20.12)
−
∑
τk∈T
∣∣∣∣ ϕ1(x−k ) ϕ∗2(y−k )ϕ∗1(x−k ) ϕ2(y−k )
∣∣∣∣ ∫ β
α
dξk +
∑
τk∈T
∣∣∣∣ ψ1(x+k ) ψ∗2(y+k )ψ∗1(x+k ) ψ2(y+k )
∣∣∣∣ ∫ β
α
dηk,
где T =̇T (x) ∩ T (y) — общие точки разрыва функций x и y.
Из существования квазиинтегралов следуют включения T ∈ T(y∆1x)
и T ∈ T(x∆2y), поэтому x, y ∈ GT , существуют интегралы
∫ β
α
y dxT и∫ β
α
x dyT и абсолютно сходятся ряды σT (y∆1x) и σT (x∆2y). Следователь-
но, σ =̇
∫ β
α
y∆1x +
∫ β
α
x∆2y = σ0 + σ1 + σ2, где σ0 =̇
∫ β
α
y dxT +
∫ β
α
x dyT , а
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σ1 =̇σ
T (y∆1x), σ2 =̇σT (x∆2y), то есть
σ1 = −
∑
τk∈T
∣∣∣∣ yk −ϕ1(x−k )y−k x−k
∣∣∣∣ ∫ β
α
dξk +
∑
τk∈T
∣∣∣∣ yk −ψ1(x+k )y+k x+k
∣∣∣∣ ∫ β
α
dηk,
σ2 = −
∑
τk∈T
∣∣∣∣ xk −ϕ2(y−k )x−k y−k
∣∣∣∣ ∫ β
α
dξk +
∑
τk∈T
∣∣∣∣ xk −ψ2(y+k )x+k y+k
∣∣∣∣ ∫ β
α
dηk.
В силу формулы (11.15) справедливы равенства σ0 = (xy)T (β)−x(α) y(α) =
xy
∣∣β
α
− (xy)
T
(β), следовательно, σ = xy
∣∣β
α
+ σ1 + σ2 + σ3, где
σ3 =̇ − (xy)T (β) =
∑
τk∈T
(xy)−k
∫ β
α
dξk −
∑
τk∈T
(xy)+k
∫ β
α
dηk =
=
∑
τk∈T
∣∣∣∣ xk + x−k ykxk yk + y−k
∣∣∣∣ ∫ β
α
dξk −
∑
τk∈T
∣∣∣∣ xk + x+k ykxk yk + y+k
∣∣∣∣ ∫ β
α
dηk.
Применили равенства z(τk−) = zk + z−k и z(τk+) = zk + z
+
k , справедливые
для всех z ∈ G. Коэффициент перед
∫ β
α
dξk в сумме σ1 + σ2 + σ3 равен
−x−k yk − ϕ1(x
−
k ) y
−
k − xky
−
k − x
−
k ϕ2(y
−
k ) + (xk + x
−
k ) (yk + y
−
k )− xkyk =
=
(
x−k − ϕ1(x
−
k )
) (
y−k − ϕ2(y
−
k )
)
− ϕ1(x−k )ϕ2(y
−
k ) =
= −ϕ1(x−k )ϕ2(y
−
k ) + ϕ
∗
1(x
−
k )ϕ
∗
2(y
−
k ).
Коэффициент перед
∫ β
α
dηk равен ψ1(x+k )ψ2(y
+
k )− ψ∗1(x
+
k )ψ
∗
2(y
+
k ).
Следствие 20.2. Пусть x, y ∈ G, T =̇T (x) ∩ T (y), ∆1,∆2 ∈ Ω2. Если
выполнено одно из условий: 1) cardT < ∞ или 2) ∆1,∆2 ∈ Ω2c, x, y ∈ GT ,
то существование одного из квазиинтегралов
∫ β
α
y∆1x или
∫ β
α
x∆2y вле-
чет существование другого и равенство (20.12).
Действительно, если, например, существует
∫ β
α
y∆1x, то в соответствии
с теоремой 20.2 в обоих случаях существует
∫ β
α
y dxT , а в соответствии с
пунктом 11.4 (см. (11.14)) существует
∫ β
α
x dyT . Еще раз ссылаясь на теоре-
му 20.2, получаем существование квазиинтеграла
∫ β
α
x∆2y.
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Следствие 20.3. Если в условиях свойства 6 или следствия 20.2 дефек-
ты ∆1 и ∆2 двойственны, то есть ∆1 = ∆ и ∆2 = ∆∗, ∆ =̇ (ϕ, ψ) ∈ Ω2,
то формула (20.12) принимает вид∫ β
α
y∆x+
∫ β
α
x∆∗y = xy
∣∣∣β
α
− (20.13)
−
∑
τk∈T
∣∣∣∣ ϕ(x−k ) ϕ(y−k )ϕ∗(x−k ) ϕ∗(y−k )
∣∣∣∣ ∫ β
α
dξk +
∑
τk∈T
∣∣∣∣ ψ(x+k ) ψ(y+k )ψ∗(x+k ) ψ∗(y+k )
∣∣∣∣ ∫ β
α
dηk,
а если ∆ ∈ Ω2` , то есть ϕ и ψ линейны, то∫ β
α
y∆x+
∫ β
α
x∆∗y = xy
∣∣∣β
α
. (20.14)
Замечание 20.2. Если ∆ = ∆0, то первый квазиинтеграл в форму-
ле (20.14) — интеграл Перрона–Стилтьеса, второй — интеграл Душника–
Стилтьеса [58, c. 7].
Замечание 20.3. Формула (20.14) справедлива еще в двух случаях: 1) ко-
гда T (x) ∩ T (y) = ∅ и 2) когда функции x и y не имеют общих односто-
ронних разрывов, например, когда x ∈ G
L
, y ∈ G
R
(или наоборот).
Замечание 20.4. Если ∆∗ = ∆, то есть ϕ(h) = ψ(h) = h2 , то формула
(20.14) принимает классический вид∫ β
α
y∆x+
∫ β
α
x∆y = xy
∣∣∣β
α
. (20.15)
§ 21 . Квазиинтегральные уравнения в случае регулярного
спектрального параметра
Пусть α ∈ K =̇ [a, b], λ ∈ R, ∆ ∈ Ω2, A — вещественная r×r -матрица,
Q ∈ PBV =̇ PBV(K; R) — кусочно-непрерывная функция ограниченной ва-
риации, y =̇ col (y1, . . . , yr), yi ∈ G. Функция x =̇ col (x1, . . . , xr), xj ∈ G,
удовлетворяющая равенству (v.1), называется его решением. Выражение∫ t
α
x∆Q обозначает вектор col
(∫ t
α
x1∆Q, . . . ,
∫ t
α
xr∆Q
)
, компоненты кото-
рого определены при всех xj ∈ G и Q ∈ PBV (теорема 20.2). Заметим
также, что если функции Q и yi непрерывно дифференцируемы, то∫ t
α
xj∆Q =
∫ t
α
xj dQ =
∫ t
α
Q̇(s)xj(s) ds
для всех ∆ ∈ Ω2, поэтому уравнение (v.1) можно интерпретировать как
импульсную задачу (v.2).
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21.1. Существование и единственность решения квазиинтеграль-
ного уравнения в случае регулярного спектрального параметра.
Число λ ∈ R называется регулярным для уравнения (v.1), если при всех
τk ∈ T (Q) матрицы E − λπk(α)A и E − λ%k(α)A обратимы, где скалярные
функции πk и %k определены равенствами
πk(·) =̇ϕ(Q−k ) +Q
−
k ξk(·), %k(·) =̇ψ(Q
+
k )−Q
+
k ηk(·).
Напомним, что T (Q) — это (конечное) множество точек разрыва функции
Q, а Q−k и Q
+
k — левый и правый скачки этой функции в точках разрыва.
Здесь и в дальнейшем E — единичная матрица порядка r. Таким образом,
уравнение (v.1) имеет не более, чем 2r cardT (Q) нерегулярных чисел. В
частности, если Q непрерывна, то любое λ ∈ R — регулярное число.
Теорема 21.1. Уравнение (v.1) при регулярном λ имеет единственное
решение.
Д о к а з а т е л ь с т в о. Пусть T =̇T (Q)∪{α}. Для этого T уравнение
(v.1) имеет вид
xT (t)−
∑
τk∈T
x−k
∫ t
α
dξk +
∑
τk∈T
x+k
∫ t
α
dηk−
−λA
∫ t
α
x dQT + λA
∑
τk∈T
[
xkQ
−
k + x
−
k ϕ(Q
−
k )
] ∫ t
α
dξk−
−λA
∑
τk∈T
[
xkQ
+
k + x
+
k ψ(Q
+
k )
] ∫ t
α
dηk =
= yT (t)−
∑
τk∈T
y−k
∫ t
α
dξk +
∑
τk∈T
y+k
∫ t
α
dηk.
Функция QT непрерывна, а функции xT (t),
∫ t
α
x dQT и yT (t) непрерывны
в точках τk ∈ T, поэтому уравнение (v.1) эквивалентно гибридной системе
xT (t)− λA
∫ t
α
x dQT = yT (t),
x−k − λA [xkQ
−
k + x
−
k ϕ(Q
−
k ) ] = y
−
k , τk ∈ T,
x+k − λA [xkQ
+
k + x
+
k ψ(Q
+
k ) ] = y
+
k , τk ∈ T,
(21.1)
относительно вектор-функции xT (·) = col
(
xT1 (·), . . . , xTr (·)
)
и векторов
x−k = col
(
(x1)
−
k , . . . , (xr)
−
k
)
, x+k = col
(
(x1)
+
k , . . . , (xr)
+
k
)
, τk ∈ T.
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Первое уравнение (21.1) равносильно уравнению
xT (t)− λA
∫ t
α
xTdQT = b(t), (21.2)
где
b(t) =̇ yT (t) + λA
∫ t
α
[
−
∑
τk∈T
x−k
∫ s
α
dξk +
∑
τk∈T
x+k
∫ s
α
dηk
]
dQT (s).
В силу теоремы 10.1 единственное решение уравнения (21.2) имеет вид
xT (t) = X(t, α) b(α) +
∫ t
α
X(t, s) db(s), где X(t, τ) =̇ exp
(
λA
∫ t
τ
dQT
)
. По-
скольку b(α) = yT (α) = y(α), то
xT (t) = X(t, α) y(α) +
∫ t
α
X(t, s) dyT (s) + σ1 + σ2, (21.3)
где
σ1 =̇ −
∑
τk∈T
∫ t
α
X(t, s) ds
[
λAx−k
∫ s
α
(∫ τ
α
dξk
)
dQT (τ)
]
,
σ2 =̇
∑
τk∈T
∫ t
α
X(t, s) ds
[
λAx+k
∫ s
α
(∫ τ
α
dηk
)
dQT (τ)
]
.
Справедлива цепочка равенств
σ1 = −
∑
τk∈T
[ ∫ t
α
X(t, s)λA
(∫ s
α
dξk
)
dQT (s)
]
x−k =
= −
∑
τk∈T
[ ∫ t
α
(∫ s
α
dξk
)
X(t, s) d
(
λAQT (s)
) ]
x−k =
=
∑
τk∈T
[ ∫ t
α
(∫ s
α
dξk
)
dsX(t, s)
]
x−k =
=
∑
τk∈T
x−k
∫ t
α
dξk −
∑
τk∈T
∫ t
α
X(t, s)x−k dξk(s).
(Применили формулу интегрирования по частям.) Функция X(t, s) непре-
рывна, следовательно, σ1 = −
∑
τk∈T
[
X(t, τk) − E
]
x−k
∫ t
α
dξk. Аналогично,
σ2 =
∑
τk∈T
[
X(t, τk)−E
]
x+k
∫ t
α
dηk. Таким образом, с учетом формул (21.3) и
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x = xT + x
T
имеем равенство
x(t) = X(t, α) y(α) +
∫ t
α
X(t, s) dyT (s)−
−
∑
τ`∈T
X(t, τ`)x
−
`
∫ t
α
dξ` +
∑
τ`∈T
X(t, τ`)x
+
`
∫ t
α
dη`, (21.4)
в котором индекс k заменен на `. Формула (21.4) связывает искомое ре-
шение x(·) с его скачками x−` и x
+
` в точках τ` ∈ T. В частности, при
t = τk ∈ T имеет место равенство
xk = Yk −
n∑
`=1
Mk`x
−
` +
n∑
`=1
Nk`x
+
` , (21.5)
где n =̇ card T, а вектор Yk и матрицы Mk` и Nk` определены формулами
Yk =̇X(τk, α) y(α) +
∫ τk
α
X(τk, s) dyT (s),
Mk` =̇X(τk, τ`)
∫ τk
α
dξ`, Nk` =̇X(τk, τ`)
∫ τk
α
dη`,
причем Mkk = −E ξk(α), Nkk = −E ηk(α).
Последние два уравнения (21.1) имеют вид
[E − λϕ(Q−k )A ]x
−
k − λQ
−
kAxk = y
−
k , [E − λψ(Q
+
k )A ]x
+
k − λQ
+
kAxk = y
+
k ,
следовательно, с учетом (21.5) скачки функции x(·) удовлетворяют системе
линейных алгебраических уравнений
[E − λϕ(Q−k )A− λQ
−
k ξk(α)A ]x
−
k +
+λQ−kA
n∑̀
=1
` 6=k
Mk`x
−
` − λQ
−
kA
n∑̀
=1
Nk`x
+
` = y
−
k + λQ
−
kAYk,
[E − λψ(Q+k )A+ λQ
+
k ηk(α)A ]x
+
k +
+λQ+kA
n∑̀
=1
Mk`x
−
` − λQ
+
kA
n∑̀
=1
` 6=k
Nk`x
+
` = y
+
k + λQ
+
kAYk.
Матричные коэффициенты перед векторами x−k и x
+
k равны E − λπk(α)A
и E − λ%k(α)A соответственно. Покажем, что они обратимы.
Если α ∈ T (Q), то T = T (Q), а поскольку λ регулярно, то матрицы
E−λπk(α)A и E−λ%k(α)A обратимы при всех τk ∈ T. Если же α 6∈ T (Q),
то Q−m = Q+m = 0, где через m обозначен тот индекс, что α = τm. Это
означает, что πm(α) = %m(α) = 0 и матрицы E − λπm(α)A и E − λ%m(α)A
обратимы. Остальные матрицы обратимы в силу регулярности λ. Таким
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образом, в любом случае матрицы E − λπk(α)A и E − λ%k(α)A обратимы
при всех τk ∈ T, поэтому система принимает вид
x−k + µk
n∑̀
=1
` 6=k
Mk`x
−
` − µk
n∑̀
=1
Nk`x
+
` = pk,
x+k + νk
n∑̀
=1
Mk`x
−
` − νk
n∑̀
=1
` 6=k
Nk`x
+
` = qk,
где матрицы µk и νk и векторы pk и qk определены формулами
µk =̇λQ
−
k [E − λπk(α)A ]
−1A, νk =̇λQ
+
k [E − λ%k(α)A ]
−1A, (21.6)
pk =̇ [E−λπk(α)A ]−1( y−k +λQ
−
kAYk ), qk =̇ [E−λ%k(α)A ]
−1( y+k +λQ
+
kAYk ).
Исследуем коэффициенты полученной системы, предварительно заметив,
что все диагональные коэффициенты равны E. Так как α ∈ T, то α = τm
для некоторого m, поэтому (считаем τ1 < τ2 < . . . < τn ):
1) если ` < m и ` < k, то
Mk` = X(τk, τ`)
∫ τk
τm
dξ` = 0 и Nk` = X(τk, τ`)
∫ τk
τm
dη` = 0;
2) аналогично если ` > m и ` > k, то Mk` = Nk` = 0 ;
3) если ` < m, то M`` = 0 ;
4) если ` > m, то N`` = 0 ;
5) если ` = m и k 6 m, то Nk` = 0 ;
6) если ` = m и k > m, то Mk` = 0.
Это означает, что матрица системы уравнений (коэффициенты этой мат-
рицы сами являются матрицами порядка r ) относительно неизвестных век-
торов (x−1 , x
+
1 , . . . , x
−
n , x
+
n ) имеет блочный вид(
σ11 σ12
σ21 σ22
)
,
квадратные блоки σ11 и σ22 имеют размерность 2m − 1 и 2n − 2m + 1
соответственно. При этом: в блоке σ11 под диагональю расположены нуле-
вые матрицы, а на диагонали — единичные матрицы E ; в блоке σ22 над
диагональю — нулевые матрицы, на диагонали — E ; блоки σ12 и σ21 состо-
ят сплошь из нулевых матриц. Таким образом, система имеет единственное
решение, а ссылка на формулу (21.4) завершает доказательство теоремы. 
Заметим также, что если λ не является регулярным, то уравнение (v.1)
либо вовсе не имеет решений, либо имеет их бесконечно много. Проиллю-
стрируем сказанное на примере.
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Пример 21.1. Пусть 0 ∈ K, α ∈ K, α < 0, g, h ∈ R, составим функцию
Q(t) =̇ − g
∫ t
α
dξ + h
∫ t
α
dη и рассмотрим уравнение
x(t)− λ
∫ t
α
x∆Q = 1,
в котором ∆ =̇ (ϕ, ψ) и λ ∈ R таковы, что 1 − λψ(h) = 0 (это означает,
что λ не регулярно). Здесь T = {0}, поэтому гибридная система (21.1) для
составляющих функции x(t) =̇xT (t)− p
∫ t
α
dξ + q
∫ t
α
dη имеет вид
xT ≡ 1, p− λ
(
x(0)g + pϕ(g)
)
= 0, q − λ
(
x(0)h+ qψ(h)
)
= 0,
а равенства x(0) = xT (0)− p = 1− p и λψ(h) = 1 приводят к системе
p− λ ( 1−p ) g − λpϕ(g) = 0, λ ( 1−p )h = 0.
Поскольку λψ(h) = 1, то h 6= 0 и λ 6= 0, поэтому система эквивалентна
следующей: 1−λϕ(g) = 0, p = 1. Итак, если 1−λϕ(g) 6= 0, то решений нет, а
в противном случае бесконечное семейство функций x(t) = 1−
∫ t
α
dξ+q
∫ t
α
dη,
q ∈ R, удовлетворяет исходному уравнению.
21.2. Вспомогательные леммы.
Лемма 21.1. Пусть a 6 τ1 < τ2 < . . . < τn 6 b — разбиение отрезка
[a, b]. При m < n произведение матричнозначных функций
x(t) =̇E −
m∑
k=1
Ak
∫ t
α
dξk +
m∑
k=1
Bk
∫ t
α
dηk,
y(t) =̇E − Am+1
∫ t
α
dξm+1 +B
m+1
∫ t
α
dηm+1 (21.7)
удовлетворяет тождеству x(t) y(t) = E + [x(t)−E ] y(a) + x(b) [ y(t)−E ].
Здесь Ak, Bk (k = 1, . . . ,m+ 1) — произвольные матрицы порядка r.
Д о к а з а т е л ь с т в о. Пусть T =̇ { τ1, τ2, . . . , τm+1 }.
Для любых i, s, j = 1, . . . , r справедливы равенства
xis(t) = δis −
m∑
k=1
Akis
∫ t
α
dξk +
m∑
k=1
Bkis
∫ t
α
dηk,
ysj(t) = δsj − Am+1sj
∫ t
α
dξm+1 +B
m+1
sj
∫ t
α
dηm+1.
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Следовательно, xTis(t) = δis, yTsj(t) = δsj,
x−isk =̇ (xis)
−
k =
{
Akis, k 6 m,
0, k = m+1,
x+isk =̇ (xis)
+
k =
{
Bkis, k 6 m,
0, k = m+1,
y−sjk =̇ (ysj)
−
k =
{
0, k 6 m,
Am+1sj , k = m+1,
y+sjk =̇ (ysj)
+
k =
{
0, k 6 m,
Bm+1sj , k = m+1.
В силу формулы (11.15) справедливо равенство
xis(t) ysj(t) = (xis ysj)T (t) + (xis ysj)T (t) =
= xis(α) ysj(α) +
∫ t
α
xis dyTsj +
∫ t
α
ysj dxTis + σ1 + σ2,
σ1 =̇ −
m+1∑
k=1
∣∣∣∣ xisk + x−isk ysjkxisk ysjk + y−sjk
∣∣∣∣ ∫ t
α
dξk,
σ2 =̇
m+1∑
k=1
∣∣∣∣ xisk + x+isk ysjkxisk ysjk + y−sjk
∣∣∣∣ ∫ t
α
dηk.
Интегралы по функциям yTsj и xTis равны нулю и выполнено равенство
xis(α) ysj(α) = δisδsj. При k 6 m справедливо равенство y−sjk = 0, а при
k = m+ 1 имеем x−isk = 0, следовательно,
σ1 = −
m∑
k=1
x−isk ysjk
∫ t
α
dξk − xis,m+1 y−sj,m+1
∫ t
α
dξm+1 =
= −
m∑
k=1
Akis ysjk
∫ t
α
dξk − xis,m+1Am+1sj
∫ t
α
dξm+1.
Цепочка равенств
xis,m+1 = xis(τm+1) = δis −
m∑
k=1
Akis
∫ τm+1
α
dξk +
m∑
k=1
Bkis
∫ τm+1
α
dηk =
= δis −
m∑
k=1
Akis
∫ b
α
dξk +
m∑
k=1
Bkis
∫ b
α
dηk
заканчивается ссылкой на очевидные равенства
∫ b
τm+1
dξk =
∫ b
τm+1
dηk = 0,
k = 1, . . . ,m. Значит, xis,m+1 = xis(b). Аналогично при k 6 m
ysjk = ysj(τk) = δsj − Am+1sj
∫ τk
α
dξm+1 +B
m+1
sj
∫ τk
α
dηm+1 =
= δsj − Am+1sj
∫ a
α
dξm+1 +B
m+1
sj
∫ a
α
dηm+1 = ysj(a),
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поэтому σ1 =
[
−
m∑
k=1
Akis
∫ t
α
dξk
]
ysj(a)− xis(b)Am+1sj
∫ t
α
dξm+1.
Аналогично σ2 =
[ m∑
k=1
Bkis
∫ t
α
dηk
]
ysj(a) + xis(b)B
m+1
sj
∫ t
α
dηm+1.
Таким образом, для всех i, s, j имеет место равенство
xis(t) ysj(t) = δisδsj + [xis(t)−δis ] ysj(a) + xis(b) [ ysj(t)−δsj ]
следовательно,
x(t) y(t) = E + [x(t)−E ] y(a) + x(b) [ y(t)−E ].
Лемма 21.2. Пусть a 6 τ1 < τ2 < . . . < τn 6 b — разбиение отрезка
[a, b]. Произведение матричнозначных функций
ωk(t) =̇E −Mk
∫ t
α
dξk +Nk
∫ t
α
dηk, k = 1, . . . , n,
где Mk и Nk — произвольные r× r -матрицы, удовлетворяет тождеству
n∏
k=1
ωk(t) = E +
n∑
k=1
ω1(b) . . . ωk−1(b)
{
ωk(t)−E
}
ωk+1(a) . . . ωn(a).
Формальное доказательство проводится индукцией, мы же лишь заметим,
что в соответствии с леммой 21.1 имеем
ω1(t)ω2(t) = E +
{
ω1(t)−E
}
ω2(a) + ω1(b)
{
ω2(t)−E
}
,
причем это произведение имеет вид (21.7) при m = 2, следовательно,
ω1(t)ω2(t)ω3(t) = E +
{
ω1(t)ω2(t)−E
}
ω3(a) + ω1(b)ω2(b)
{
ω3(t)−E
}
=
= E+
{
ω1(t)−E
}
ω2(a)ω3(a)+ω1(b)
{
ω2(t)−E
}
ω3(a)+ω1(b)ω2(b)
{
ω3(t)−E
}
и так далее.
21.3. Представление решений однородных квазиинтегральных
уравнений в случае регулярного спектрального параметра. Уравне-
ние (v.1), в котором правая часть есть постоянный вектор, будем называть
однородным и записывать в следующей форме:
x(t)− λA
∫ t
α
x∆Q = x(α). (21.8)
Теорема 21.2. Уравнение (21.8) при регулярном λ имеет единственное
решение, представимое в виде
x(t) =
( ∏
τk∈T
εk(t) ε
−1
k (α)
)
exp
(
λA
∫ t
α
dQT
)
x(α), (21.9)
где T =̇T (Q) и εk(s) =̇ [E − λπk(s)A ] [E − λ%k(s)A ].
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Д о к а з а т е л ь с т в о. Существование и единственность решения име-
ют место в силу теоремы 21.1, поэтому остается лишь показать, что этим
решением является функция (21.9). Введем в рассмотрение матрицы (суще-
ствующие в силу регулярности λ )
Mk =̇µk [E − νkηk(α) ], Nk =̇ νk [E + µkξk(α) ],
ωk(t) =̇ εk(t) ε
−1
k (α), Θk =̇ω1(b) . . . ωk−1(b)ωk+1(a) . . . ωn(a),
где матрицы µk и νk определены в (21.6), и докажем равенства
ωk(t) = E −Mk
∫ t
α
dξk +Nk
∫ t
α
dηk,
∏
τk∈T
ωk(τm) = Θm ωm(τm), τm ∈ T.
(21.10)
При всех s ∈ K имеет место цепочка равенств
εk(s) = [E − λϕ(Q−k )A− λQ
−
k ξk(s)A ] [E − λψ(Q
+
k )A+ λQ
+
k ηk(s)A ] =
= [E − λϕ(Q−k )A ] [E − λψ(Q
+
k )A ]−
− λQ−k ξk(s)A [E − λψ(Q
+
k )A ] + λQ
+
k ηk(s) [E − λϕ(Q
−
k )A ]A,
следовательно,
ωk(t)− E = [ εk(t)− εk(α) ] ε−1k (α) =
= −
(
λQ−k
∫ t
α
dξk
)
A [E − λψ(Q+k )A ] ε
−1
k (α)+
+
(
λQ+k
∫ t
α
dηk
)
[E − λϕ(Q−k )A ]Aε
−1
k (α).
Поскольку ε−1k (α) = [E − λ%k(α)A ]−1[E − λπk(α)A ]−1, то
ωk(t)− E = σ1 + σ2,
σ1 =̇ −
(
λQ−k
∫ t
α
dξk
)
A [E − λψ(Q+k )A ] [E − λ%k(α)A ]
−1[E − λπk(α)A ]−1,
σ2 =̇
(
λQ+k
∫ t
α
dηk
)
[E − λϕ(Q−k )A ]A [E − λ%k(α)A ]
−1[E − λπk(α)A ]−1.
Легко убедиться, что при всех γ, δ ∈ R матрицы A, E − γA, E − δA,
[E− γA ]−1, [E − δA ]−1 коммутируют между собой (конечно, при условии,
что последние две матрицы существуют), следовательно,
σ1 = −µk [E − λψ(Q+k )A ] [E − λ%k(α)A ]
−1
∫ t
α
dξk,
σ2 = νk [E − λϕ(Q−k )A ] [E − λπk(α)A ]
−1
∫ t
α
dηk.
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Поскольку ψ(Q+k ) = %k(α) +Q
+
k ηk(α) и ϕ(Q
−
k ) = πk(α)−Q
−
k ξk(α), то
σ1 = −µk [E − νkηk(α) ]
∫ t
α
dξk, σ2 = νk [E + µkξk(α) ]
∫ t
α
dηk,
что и доказывает первую формулу (21.10).
Легко убедиться, что при k < m справедливо πk(τm) = ϕ(Q−k ) = πk(b)
и %k(τm) = −ψ∗(Q+k ) = %k(b), поэтому εk(τm) = εk(b) и ωk(τm) = ωk(b), а
при k > m имеем πk(τm) = −ϕ∗(Q−k ) = πk(a), %k(τm) = ψ(Q
+
k ) = %k(a) и,
соответственно, εk(τm) = εk(a) и ωk(τm) = ωk(a). Следовательно,∏
τk∈T
ωk(τm) = ω1(b) . . . ωm−1(b)ωm(τm)ωm+1(a) . . . ωn(a).
При любых t, s ∈ K матрицы εk(t), εm(s), ε−1k (α), ε−1m (α) коммутиру-
ют между собой, поэтому матрицы ωk(t) и ωm(s) тоже коммутируют, что
доказывает вторую формулу (21.10).
Формулу (21.9) можно записать в следующем виде:
x(t) =
( ∏
k
ωk(t)
)
X(t, α)x(α), (21.11)
где X(t, τ) =̇ exp
(
λA
∫ t
τ
dQT
)
и пишем
∏
k
вместо
∏
τk∈T
, следовательно,
xm = x(τm) = Θm ωm(τm)X(τm, α)x(α) =
= Θm [E +Mmξm(α)−Nmηm(α) ]X(τm, α)x(α) (21.12)
(см. (21.10)), а для произвольного t ∈ K в соответствии с (21.10), лем-
мой 21.2 и определением матриц Θk справедлива цепочка равенств
x(t) =
(
E +
∑
k
Θk {ωk(t)−E }
)
X(t, α)x(α) =
=
(
E −
∑
k
ΘkMk
∫ t
α
dξk +
∑
k
ΘkNk
∫ t
α
dηk
)
X(t, α)x(α).
Тем самым векторы x−k и x
+
k равны:
x−k = Θk Mk X(τk, α)x(α), x
+
k = Θk Nk X(τk, α)x(α), (21.13)
что справедливо в силу следующего утверждения: если f непрерывна, то
f(t)
∫ t
α
dξk = [ f(t)− f(τk) ]
∫ t
α
dξk + f(τk)
∫ t
α
dξk,
134
f(t)
∫ t
α
dηk = [ f(t)− f(τk) ]
∫ t
α
dηk + f(τk)
∫ t
α
dηk,
где первые слагаемые суть непрерывные функции.
Равенства
Nkηk(α) = νk [E + µkξk(α) ] ηk(α) = νkηk(α) + νk µk ξk(α) ηk(α) = νkηk(α),
µkπk(α) = λQ
−
k [E−λπk(α)A ]
−1Aπk(α) =
= Q−k [E−λπk(α)A ]
−1[E − [E−λπk(α)A ] ] = Q−k [ [E−λπk(α)A ]−1 − E ],
формулы (21.12), (21.13) и равенство Q−k ξk(α) + ϕ(Q
−
k ) = πk(α) влекут
σ =̇λA
(
xkQ
−
k + x
−
k ϕ(Q
−
k )
)
=
= λAΘk
[
[E +Mkξk(α)−Nkηk(α) ]Q−k +Mkϕ(Q
−
k )
]
X(τk, α)x(α) =
= λAΘk [Q
−
kE +Mkπk(α)−Q
−
k νkηk(α) ]X(τk, α)x(α) =
= λAΘk
[
µkπk(α) [E − νkηk(α) ] +Q−k [E − νkηk(α) ]
]
X(τk, α)x(α) =
= λAΘkQ
−
k [E − λπk(α)A ]
−1[E − νkηk(α) ]X(τk, α)x(α).
Матрица A коммутирует с Θk и [E − λπk(α)A ]−1, следовательно,
σ = Θkµk [E − νkηk(α) ]X(τk, α)x(α) = Θk Mk X(τk, α)x(α).
Аналогично доказывается равенство
λA
(
xkQ
+
k + x
+
k ψ(Q
+
k )
)
= Θk Nk X(τk, α)x(α),
следовательно, в формуле
λA
∫ t
α
x∆Q = λA
∫ t
α
x dQT + σ1 (21.14)
имеем
σ1 =̇ −λA
∑
k
(
xkQ
−
k +x
−
k ϕ(Q
−
k )
) ∫ t
α
dξk +λA
∑
k
(
xkQ
+
k +x
+
k ψ(Q
+
k )
) ∫ t
α
dηk =
= −
∑
k
Θk Mk X(τk, α)x(α)
∫ t
α
dξk +
∑
k
Θk Nk X(τk, α)x(α)
∫ t
α
dηk.
Матрицы A, ωk(s) и X(s, α) коммутируют между собой, поэтому в силу
формул (21.11) и (21.14) имеем
λA
∫ t
α
x∆Q =
[
λA
∫ t
α
( ∏
k
ωk(s)
)
X(s, α) dQT (s)
]
x(α) + σ1 =
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=
[ ∫ t
α
( ∏
k
ωk(s)
)
exp
(
λA
∫ s
α
dQT
)
d
(
λA
∫ s
α
dQT
) ]
x(α) + σ1 =
=
[ ∫ t
α
( ∏
k
ωk(s)
)
d exp
(
λA
∫ s
α
dQT
) ]
x(α) + σ1.
Интегрируя по частям и учитывая, что ωk(α) = E, имеем
λA
∫ t
α
x∆Q =
( ∏
k
ωk(t)
)
X(t, α)x(α)−
( ∏
k
ωk(α)
)
x(α)−
−
[ ∫ t
α
X(s, α) d
(∏
k
ωk(s)
) ]
x(α) + σ1 = x(t)− x(α) + σ1 + σ2,
где в соответствии с леммой 21.2
σ2 =̇ −
[ ∫ t
α
X(s, α) d
( ∏
k
ωk(s)
) ]
x(α) =
= −
[ ∫ t
α
X(s, α) d
(
E −
∑
k
ΘkMk
∫ s
α
dξk +
∑
k
ΘkNk
∫ s
α
dηk
) ]
x(α) =
=
[ ∑
k
X(τk, α) ΘkMk
∫ t
α
dξk −
∑
k
X(τk, α) ΘkNk
∫ t
α
dηk
]
x(α).
В последнем равенстве воспользовались непрерывностью X и формула-
ми (11.5). Так как матрицы X(τk, α), Θk, Mk коммутируют, то σ2 = −σ1,
поэтому λA
∫ t
α
x∆Q = x(t)− x(α). Теорема доказана.
Пример 21.2. При Q(s) = s − gξ(s) + hη(s), A =
(
u v
−v u
)
, v 6= 0,
уравнение (21.8) имеет вид
x1(t)− λu
∫ t
α
x1∆Q− λv
∫ t
α
x2∆Q = x1(α)
x2(t) + λv
∫ t
α
x1∆Q− λu
∫ t
α
x2∆Q = x2(α).
(21.15)
Здесь T = { 0 }, функции π(·) и %(·) равны ϕ(g) + gξ(·) и ψ(h) − hη(·)
соответственно, а матрицы E − λπ(·)A и E − λ%(·)A равны(
1− λπ(·)u −λπ(·)v
λπ(·)v 1− λπ(·)u
)
и
(
1− λ%(·)u −λ%(·)v
λ%(·)v 1− λ%(·)u
)
.
Они обратимы, поэтому любое λ — регулярное число, следовательно, урав-
нение (21.15) при всех λ имеет единственное решение
x(t) = ε(t) ε−1(α) exp
(
λA (t−α)
)
x(α),
где ε(·) =̇ [E − λπ(·)A ] [E − λ%(·)A ].
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§ 22 . Аналог матрицы Коши для системы квазиинтегральных
уравнений в случае абсолютно регулярного спектрального
параметра
Число λ ∈ R называется абсолютно регулярным для уравнения (v.1), ес-
ли при всех τk ∈ T (Q) матрицы E−λϕ(Q−k )A, E+λϕ∗(Q
−
k )A, E−λψ(Q
+
k )A
и E + λψ∗(Q+k )A обратимы. Здесь ∆ =̇ (ϕ, ψ) и ∆
∗ =̇ (ϕ∗, ψ∗) — пара двой-
ственных дефектов. Через A′ обозначаем сопряженную к A матрицу.
22.1. Четыре союзные системы квазиинтегральных уравнений.
Лемма 22.1. Если λ — абсолютно регулярно для уравнения (v.1), то
1) λ — регулярно для уравнения (v.1);
2) λ — регулярно для уравнения
x(t) + λA
∫ t
α
x∆∗Q = y(t); (22.1)
3) λ — регулярно для уравнения
x(t) + λA′
∫ t
α
x∆∗Q = y(t). (22.2)
Д о к а з а т е л ь с т в о. 1. Зафиксируем τk ∈ T (Q).
Если α < τk, то πk(α) = ϕ(Q−k ) − Q
−
k = −ϕ∗(Q
−
k ) и %k(α) = ψ(Q
+
k ),
следовательно, матрицы E − λπk(α)A = E + λϕ∗(Q−k )A и E − λ%k(α)A =
E − λψ(Q+k )A обратимы. Если α = τk, то E − λπk(α)A = E − λϕ(Q
−
k )A и
E − λ%k(α)A = E − λψ(Q+k )A — обратимые матрицы. Наконец, при α > τk
имеем E − λπk(α)A = E − λϕ(Q−k )A и E − λ%k(α)A = E + λψ∗(Q
+
k )A,
поэтому обратимость также имеет место.
2. Уравнение (22.1) отличается от (v.1) тем, что λ заменено на −λ, а
функции ϕ и ψ — на ϕ∗ и ψ∗, поэтому регулярность числа λ ∈ R для
уравнения (22.1) означает, что матрицы E + λπ∗k(α)A и E + λ%
∗
k(α)A обра-
тимы, где π∗k(·) =̇ϕ∗(Q−k ) +Q
−
k ξk(·), %∗k(·) =̇ψ∗(Q
+
k )−Q
+
k ηk(·). Это действи-
тельно имеет место, в чем легко убедиться, проведя выкладки, аналогичные
предыдущим, рассмотрев три случая: α < τk, α = τk и α > τk.
3. Матрицы E+λπ∗k(α)A
′ и E+λπ∗k(α)A сопряжены. То же самое можно
сказать о матрицах E+λ%∗k(α)A
′ и E+λ%∗k(α)A. Доказательство завершает
замечание, что сопряженные матрицы обратимы или нет одновременно. 
Для полноты картины заметим, что если λ — абсолютно регулярно для
уравнения (v.1), то λ — регулярно и для уравнения
x(t)− λA′
∫ t
α
x∆Q = y(t). (22.3)
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Кроме того, справедливо более общее утверждение: если λ — абсолютно ре-
гулярно для одного из уравнений (v.1), (22.1), (22.2), (22.3), то оно регулярно
для всех этих уравнений. Более того, если λ — абсолютно регулярно для од-
ного из уравнений (v.1), (22.1), (22.2), (22.3), то оно абсолютно регулярно
для всех остальных. Будем называть эти четыре уравнения союзными.
Таким образом, введя обозначения T =̇T (Q) и
D(λ) =̇
∏
τk∈T
[E−λϕ(Q−k )A ] [E+λϕ
∗(Q−k )A ] [E−λψ(Q
+
k )A ] [E+λψ
∗(Q+k )A ],
мы можем сформулировать эквивалентное определение: число λ ∈ R назы-
вается абсолютно регулярным для союзных уравнений (v.1), (22.1), (22.2) и
(22.3), если detD(λ) 6= 0.
Теорема 22.1. Однородное уравнение
x(t) + λA
∫ t
α
x∆∗Q = x(α) (22.4)
при регулярном λ имеет единственное решение
x(t) =
( ∏
τk∈T
ε∗k(t) ε
∗−1
k (α)
)
exp
(
− λA
∫ t
α
dQT
)
x(α), (22.5)
где T =̇T (Q) и ε∗k(s) =̇ [E + λπ
∗
k(s)A ] [E + λ%
∗
k(s)A ].
Уравнение (22.4) можно рассматривать как уравнение (21.8), в котором
вместо λ взято число −λ, а вместо ∆ — дефект ∆∗. При этом величины
πk(·) и %k(·) переходят в π∗k(·) и %∗k(·), а матрица εk(·) — в ε∗k(·).
Заметим также, что если λ — абсолютно регулярно для уравнения (22.4),
то оно абсолютно регулярно для (21.8) и справедливы формулы (21.9), (22.5).
22.2. Матрица Коши для системы квазиинтегральных уравнений
и ее свойства.
Определение 22.1. Матрицей Коши уравнения (v.1) при абсолютно ре-
гулярном λ называется матрица
C(t, τ) =̇D−1(λ)
( ∏
τk∈T
εk(t) ε
∗
k(τ)
)
exp
(
λA
∫ t
τ
dQT
)
.
Отметим основные свойства матрицы Коши.
1. Справедливы включения: Cij(·, τ) ∈ PBV при фиксированном τ ∈ K и
Cij(t, ·) ∈ PBV при фиксированном t ∈ K.
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Утверждение легко следует из замечания, что компоненты матриц εk(·) и
ε∗k(·) — кусочно-постоянны, а матрица exp
(
λA
∫ t
τ
dQT
)
состоит из кусочно-
непрерывных функций ограниченной вариации, как суперпозиция липшице-
вой функции exp(·) и QT ∈ PBV .
2. Имеет место тождество C(t, s)C(s, τ) = C(t, τ).
В правой части равенства
C(t, s)C(s, τ) = D−1(λ)
( ∏
τk∈T
εk(t) ε
∗
k(s)
)
exp
(
λA
∫ t
s
dQT
)
×
×D−1(λ)
( ∏
τk∈T
εk(s) ε
∗
k(τ)
)
exp
(
λA
∫ s
τ
dQT
)
все матрицы коммутируют между собой, следовательно, в силу легко про-
веряемых тождеств
[E − λπk(s)A ] [E + λπ∗k(s)A ] ≡ [E − λϕ(Q−k )A ] [E + λϕ∗(Q
−
k )A ],
[E − λ%k(s)A ] [E + λ%∗k(s)A ] ≡ [E − λψ(Q+k )A ] [E + λψ
∗(Q+k )A ],∏
τk∈T
εk(s) ε
∗
k(s) ≡ D(λ) (22.6)
справедливо
C(t, s)C(s, τ) = D−1(λ)
( ∏
τk∈T
εk(t) ε
∗
k(τ)
)
exp
(
λA
∫ t
τ
dQT
)
= C(t, τ).
3. Тождество C(s, s) ≡ E очевидно из предыдущего свойства.
4. Матрицы C(t, τ) и C(τ, t) взаимно обратны.
5. Для любого абсолютно регулярного числа λ уравнение (21.8) имеет
единственное решение x(t) = C(t, α)x(α).
Действительно, в силу тождества (22.6) справедливо равенство
C(t, α)x(α) = D−1(λ)
( ∏
τk∈T
εk(t) ε
∗
k(α)
)
exp
(
λA
∫ t
α
dQT
)
x(α) =
=
( ∏
τk∈T
εk(t) ε
−1
k (α)
)
exp
(
λA
∫ t
α
dQT
)
x(α),
в правой части которого стоит функция (21.9).
6. Аналогично доказывается, что уравнение (22.4) при абсолютно регу-
лярном λ имеет единственное решение x(t) = C(α, t)x(α).
139
Таким образом, уравнения (21.8) и (22.4) принимают вид
C(t, α)x(α)− λA
∫ t
α
C(s, α)x(α) ∆Q(s) = x(α),
C(α, t)x(α) + λA
∫ t
α
C(α, s)x(α) ∆∗Q(s) = x(α),
соответственно, следовательно, справедливы тождества
C(t, τ)− λA
∫ t
τ
C(s, τ) ∆Q(s) ≡ E, (22.7)
C(t, τ)− λA
∫ t
τ
C(t, s) ∆∗Q(s) ≡ E. (22.8)
§ 23 . Представление решений неоднородных квазиинтегральных
уравнений в терминах матрицы Коши
Теорема 23.1. Уравнение (v.1) при абсолютно регулярном λ имеет
единственное решение
x(t) = C(t, α) y(α) +
∫ t
α
C(t, s) ∆∗y(s)−
−λA
∑
τk∈T
C(t, τk) [E + λϕ
∗(Q−k )A ]
−1
∣∣∣∣ ϕ(Q−k ) ϕ(y−k )ϕ∗(Q−k ) ϕ∗(y−k )
∣∣∣∣ ∫ t
α
dξk+
+λA
∑
τk∈T
C(t, τk) [E + λψ
∗(Q+k )A ]
−1
∣∣∣∣ ψ(Q+k ) ψ(y+k )ψ∗(Q+k ) ψ∗(y+k )
∣∣∣∣ ∫ t
α
dηk,
где T =̇
[ r⋃
i=1
T (yi)
]
∩T (Q), а символическая запись через определители обо-
значает векторы
col
(
ϕ(Q−k )ϕ
∗(y−1k)−ϕ
∗(Q−k )ϕ(y
−
1k), . . . , ϕ(Q
−
k )ϕ
∗(y−rk)−ϕ
∗(Q−k )ϕ(y
−
rk)
)
,
col
(
ψ(Q+k )ψ
∗(y+1k)−ψ
∗(Q+k )ψ(y
+
1k), . . . , ψ(Q
+
k )ψ
∗(y+rk)−ψ
∗(Q+k )ψ(y
+
rk)
)
.
Д о к а з а т е л ь с т в о. Согласно теореме 21.1 решение существует и
единственно (обозначим его x(·) ). В силу (22.7) матрица X(t) =̇C(t, α) удо-
влетворяет уравнению X(t)−λA
∫ t
α
X∆Q = E, то есть компоненты матрицы
X удовлетворяют системе уравнений, аналогичной системе (21.1):
XT (t)− λA
∫ t
α
XdQT = E,
X−k − λA [XkQ
−
k +X
−
k ϕ(Q
−
k ) ] = 0, τk ∈ T,
X+k − λA [XkQ
+
k +X
+
k ψ(Q
+
k ) ] = 0, τk ∈ T.
(23.1)
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Матрица X обратима, поэтому определен вектор b(·) такой, что x = Xb.
Поскольку Xij ∈ PBV и bj ∈ G, то квазиинтегралы
∫ t
α
bj∆Xij и
∫ t
α
Xij∆
∗bj
существуют. Следовательно, в силу формулы (20.13) справедливо равенство
xi(t) =
r∑
j=1
Xij(t) bj(t) =
=
r∑
j=1
Xij(α) bj(α) +
r∑
j=1
∫ t
α
bj∆Xij +
r∑
j=1
∫ t
α
Xij∆
∗bj + σ1i =
= xi(α) +
r∑
j=1
∫ t
α
bj∆Xij +
r∑
j=1
∫ t
α
Xij∆
∗bj + σ1i,
где через σ1i обозначена функция
r∑
j=1
∑
τk∈T
∣∣∣∣ ϕ(X−ijk) ϕ(b−jk)ϕ∗(X−ijk) ϕ∗(b−jk)
∣∣∣∣ ∫ t
α
dξk −
r∑
j=1
∑
τk∈T
∣∣∣∣ ψ(X+ijk) ψ(b+jk)ψ∗(X+ijk) ψ∗(b+jk)
∣∣∣∣ ∫ t
α
dηk,
в которой X−ijk =̇ (Xij)
−
k , X
+
ijk =̇ (Xij)
+
k , b
−
jk =̇ (bj)
−
k и b
+
jk =̇ (bj)
+
k .
По определению квазиинтеграла имеет место равенство
r∑
j=1
∫ t
α
bj∆Xij =
r∑
j=1
∫ t
α
bjdXTij + σ2i,
σ2i =̇ −
r∑
j=1
∑
τk∈T
∣∣∣∣ bjk −ϕ(X−ijk)b−jk X−ijk
∣∣∣∣ ∫ t
α
dξk +
r∑
j=1
∑
τk∈T
∣∣∣∣ bjk −ψ(X+ijk)b+jk X+ijk
∣∣∣∣ ∫ t
α
dηk,
следовательно, в силу первого равенства (23.1) справедлива цепочка
r∑
j=1
∫ t
α
bj∆Xij =
r∑
j=1
∫ t
α
bj d
[
δij + λ
r∑
k=1
Aik
∫ t
α
XkjdQT
]
+ σ2i =
= λ
r∑
k=1
Aik
∫ t
α
[ r∑
j=1
Xkjbj
]
dQT + σ2i = λ
r∑
k=1
Aik
∫ t
α
xkdQT + σ2i.
Это означает, что xi(t) = xi(α)+λ
r∑
k=1
Aik
∫ t
α
xkdQT +
r∑
j=1
∫ t
α
Xij∆
∗bj +σ1i+σ2i,
или в векторной форме: x(t) = x(α) + λA
∫ t
α
x dQT +
∫ t
α
X∆∗b+ σ1 + σ2, где
σ1 =̇ col (σ11, . . . , σ1r), σ2 =̇ col (σ21, . . . , σ2r).
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Следовательно, уравнение (v.1) и равенство x(α) = y(α) порождают цепоч-
ку равенств
y(t) = x(t)− λA
∫ t
α
x∆Q =
x(α) +
∫ t
α
X∆∗b+ σ1 + σ2 + σ3 = y(α) +
∫ t
α
XdbT + σ1 + σ2 + σ3 + σ4,
где компоненты σ3i и σ4i векторов σ3 и σ4 равны
σ3i =̇λ
r∑
j=1
Aij
∑
τk∈T
∣∣∣∣ xjk −ϕ(Q−k )x−jk Q−k
∣∣∣∣ ∫ t
α
dξk−
− λ
r∑
j=1
Aij
∑
τk∈T
∣∣∣∣ xjk −ψ(Q+k )x+jk Q+k
∣∣∣∣ ∫ t
α
dηk,
σ4i =̇ −
r∑
j=1
∑
τk∈T
∣∣∣∣ Xijk −ϕ∗(b−jk)X−ijk b−jk
∣∣∣∣ ∫ t
α
dξk +
r∑
j=1
∑
τk∈T
∣∣∣∣ Xijk −ψ∗(b+jk)X+ijk b+jk
∣∣∣∣ ∫ t
α
dηk
соответственно. Здесь xjk =̇xj(τk), x−jk =̇ (xj)
−
k , x
+
jk =̇ (xj)
+
k . Наконец, в силу
определений (11.6) и (11.8) справедливо равенство
yT (t) = yT (α) +
∫ t
α
XdbT + σ1 + σ2 + σ3 + σ4 + σ5, (23.2)
σ5 =̇ col (σ51, . . . , σ5r), σ5i =̇
∑
τk∈T
y−ik
∫ t
α
dξk −
∑
τk∈T
y+ik
∫ t
α
dηk,
где y−ik =̇ (yi)
−
k , y
+
ik =̇ (yi)
+
k .
Поскольку функции yT , bT и
∫ t
α
XdbT непрерывны в точках τk ∈ T, то
уравнение (23.2) эквивалентно двум: σ =̇σ1 + σ2 + σ3 + σ4 + σ5 ≡ 0 и
yT (t) = yT (α) +
∫ t
α
XdbT . (23.3)
В силу тождества (22.8) матрица Y (t) =̇C(α, t) удовлетворяет матричному
уравнению Y (t) + λA
∫ t
α
Y∆∗Q = E, эквивалентному системе уравнений
Y T (t) + λA
∫ t
α
Y dQT = E,
Y −k + λA [YkQ
−
k + Y
−
k ϕ
∗(Q−k ) ] = 0, τk ∈ T,
Y +k + λA [YkQ
+
k + Y
+
k ψ
∗(Q+k ) ] = 0, τk ∈ T.
(23.4)
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Поскольку C(t, α)C(α, t) ≡ E, то XY = E, следовательно, в силу (23.3) и
очевидных равенств bT (α) = b(α) = x(α) = y(α) справедливы равенства∫ t
α
Y dyT =
∫ t
α
Y (s) d
[
yT (α) +
∫ s
α
XdbT
]
=
∫ t
α
Y (s)X(s) dbT (s) =
∫ t
α
dbT ,
bT (t) = y(α) +
∫ t
α
Y dyT . (23.5)
Тождество σ ≡ 0 означает, что при всех i = 1, . . . , r и τk ∈ T для левых
скачков выполнено равенство
r∑
j=1
{ ∣∣∣∣ ϕ(X−ijk) ϕ(b−jk)ϕ∗(X−ijk) ϕ∗(b−jk)
∣∣∣∣− ∣∣∣∣ bjk −ϕ(X−ijk)b−jk X−ijk
∣∣∣∣ }+
+
r∑
j=1
{
λAij
∣∣∣∣ xjk −ϕ(Q−k )
x−jk Q
−
k
∣∣∣∣− ∣∣∣∣ Xijk −ϕ∗(b−jk)X−ijk b−jk
∣∣∣∣ }+ y−ik = 0,
и аналогичное равенство справедливо для правых скачков. Раскрыв опреде-
лители и воспользовавшись равенством ϕ(h) + ϕ∗(h) = h, получим, что
r∑
j=1
{
Xijkb
−
jk +X
−
ijkbjk +X
−
ijkb
−
jk − λAij
(
xjkQ
−
k + x
−
jkϕ(Q
−
k )
)}
= y−ik,
или в векторной форме:
Xkb
−
k +X
−
k bk +X
−
k b
−
k − λA
(
xkQ
−
k + x
−
k ϕ(Q
−
k )
)
= y−k . (23.6)
Равенство xk = Xkbk очевидно, а в силу формулы (11.3) и равенства
z(τk−) = zk + z−k , справедливого для любой функции z ∈ G, имеем
x−k = (Xb)
−
k = X(τk−) b(τk−)−X(τk) b(τk) = Xkb
−
k +X
−
k bk +X
−
k b
−
k ,
следовательно, равенство (23.6) принимает вид
[E − λϕ(Q−k )A ] [Xk +X
−
k ] b
−
k +
{
X−k − λAXkQ
−
k − λAX
−
k ϕ(Q
−
k )
}
bk = y
−
k .
В силу второго равенства (23.1) выражение, стоящее в фигурных скобках,
равно нулю, следовательно, [E− λϕ(Q−k )A ] [Xk +X
−
k ] b
−
k = y
−
k . Это же ра-
венство, записанное в виде [E−λϕ(Q−k )A ]X
−
k = λAXkQ
−
k , влечет цепочку
[E − λϕ(Q−k )A ] [Xk +X
−
k ] = [E + λϕ
∗(Q−k )A ]Xk = Xk [E + λϕ
∗(Q−k )A ],
последнее равенство которой справедливо в силу коммутативности матриц
A и X(t) = C(t, α). Это означает, что b−k = [E+λϕ
∗(Q−k )A ]
−1Yky
−
k (напом-
ним, что λ — абсолютно регулярно), что вместе с аналогичным равенством
для b+k и формулой (23.5) приводит к цепочке равенств
b(t) = bT (t)−
∑
k
b−k
∫ t
α
dξk +
∑
k
b+k
∫ t
α
dηk =
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= y(α) +
∫ t
α
Y dyT −
∑
k
b−k
∫ t
α
dξk +
∑
k
b+k
∫ t
α
dηk = y(α) +
∫ t
α
Y∆∗y + σ′,
где через σ′ обозначена сумма
−
∑
k
{
b−k −
∣∣∣∣ Yk −ϕ∗(y−k )Y −k y−k
∣∣∣∣ } ∫ t
α
dξk +
∑
k
{
b+k −
∣∣∣∣ Yk −ψ∗(y+k )Y +k y+k
∣∣∣∣ } ∫ t
α
dηk.
Заметим, что по поводу символической записи через определители мы дали
все необходимые пояснения в формулировке теоремы. В частности, в силу
(23.4) справедливы равенства
[E + λϕ∗(Q−k )A ]Y
−
k = −λAYkQ
−
k ,
b−k −
∣∣∣∣ Yk −ϕ∗(y−k )Y −k y−k
∣∣∣∣ = b−k − Yky−k + λ [E + λϕ∗(Q−k )A ]−1AYkQ−k ϕ∗(y−k ) =
= [E + λϕ∗(Q−k )A ]
−1 · λAYk
∣∣∣∣ ϕ(Q−k ) ϕ(y−k )ϕ∗(Q−k ) ϕ∗(y−k )
∣∣∣∣.
Воспользовались формулой для b−k и тождеством ϕ(h) +ϕ
∗(h) = h. Анало-
гично получается равенство
b+k −
∣∣∣∣ Yk −ψ∗(y+k )Y +k y+k
∣∣∣∣ = [E + λψ∗(Q+k )A ]−1 · λAYk ∣∣∣∣ ψ(Q+k ) ψ(y+k )ψ∗(Q+k ) ψ∗(y+k )
∣∣∣∣.
Наконец, матрицы A, Y (s) = C(α, s) и X(t) = C(t, α) коммутируют
между собой, а ссылка на равенства Yk = C(α, τk), x(t) = C(t, α) b(t) и
C(t, α)C(α, s) = C(t, s) завершает доказательство теоремы. 
Следствие 23.1. Если ϕ и ψ линейны, то решение уравнения (v.1)
представимо в виде
x(t) = C(t, α) y(α) +
∫ t
α
C(t, s)∆∗y(s). (23.7)
Следствие 23.2. Если существует интеграл Римана–Стилтьеса∫
K
y dQ, то формула (23.7) имеет место при любом ∆ ∈ Ω2.
Действительно, существование
∫
K
y dQ означает, что при всех i справед-
ливо равенство T (yi) ∩ T (Q) = ∅, поэтому T = ∅.
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Замечание 23.1. Если пары функций (Q, yi) не имеют общих односто-
ронних разрывов, например, если Q ∈ G
L
, yi ∈ GR (или наоборот), то
формула (23.7) также справедлива.
Теорема 23.2. Уравнение (22.1) при абсолютно регулярном λ имеет
единственное решение
x(t) = C∗(t, α) y(α) +
∫ t
α
C∗(t, s) ∆y(s)+
+λA
∑
τk∈T
C∗(t, τk) [E − λϕ(Q−k )A ]
−1
∣∣∣∣ ϕ∗(Q−k ) ϕ∗(y−k )ϕ(Q−k ) ϕ(y−k )
∣∣∣∣ ∫ t
α
dξk−
−λA
∑
τk∈T
C∗(t, τk) [E − λψ(Q+k )A ]
−1
∣∣∣∣ ψ∗(Q+k ) ψ∗(y+k )ψ(Q+k ) ψ(y+k )
∣∣∣∣ ∫ t
α
dηk,
где T =̇
[ r⋃
i=1
T (yi)
]
∩T (Q), а через C∗(t, τ) обозначена матрица Коши урав-
нения (22.1):
C∗(t, τ) =̇D−1(λ)
( ∏
τk∈T
ε∗k(t) εk(τ)
)
exp
(
− λA
∫ t
τ
dQT
)
. (23.8)
Д о к а з а т е л ь с т в о. Уравнение (22.1) можно рассматривать как ура-
внение (v.1), в котором вместо λ взято число −λ, а вместо ∆ взят дефект
∆∗. При это величины πk(·) и %k(·) изменятся на π∗k(·) и %∗k(·) соответ-
ственно, а матрица εk(·) — на ε∗k(·). При этом легко заметить, что матрица
D(λ) не изменится, а матрица Коши имеет вид (23.8).
Заметим, что аналог формулы (23.7), то есть формула
x(t) = C∗(t, α) y(α) +
∫ t
α
C∗(t, s) ∆y(s)
имеет место в тех же случаях, что и формула (23.7): если функции ϕ и ψ
линейны; если существует интеграл
∫
K
y dQ ; если функции Q и yi не имеют
общих односторонних разрывов.
Легко проверяемое тождество C∗(t, τ) = C(τ, t) придает свойству 6 мат-
риц Коши более естественную формулировку: уравнение (22.4) при абсолют-
но регулярном λ имеет единственное решение x(t) = C∗(t, α)x(α).
Замечание 23.2. Справедливо более общее утверждение: при абсолют-
но регулярном λ решения четырех союзных однородных уравнений (v.1),
(22.1), (22.2) и (22.3) представимы в виде x(t) = X(t, α)x(α), в котором
матрица X определена следующим образом: X(t, τ) =̇C(t, τ) для уравне-
ния (v.1); X(t, τ) =̇C(τ, t) — для уравнения (22.1); X(t, τ) =̇C ′(τ, t) — для
уравнения (22.2) и, наконец, X(t, τ) =̇C ′(t, τ) — для уравнения (22.3).
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Замечание 23.3. Утверждение, аналогичное теореме 23.2, справедливо
и для уравнения (22.2): единственное отличие состоит в том, что вместо
матрицы A следует взять сопряженную матрицу A′. Более того, сейчас
мы установим, что скалярное произведение решений однородных уравнений
(v.1) и (22.2) при абсолютно регулярном λ есть величина постоянная, то
есть имеет место тождество
(
x(t), x′(t)
)
≡ const, где x — решение одно-
родного уравнения (v.1), а x′ — решение однородного уравнения (22.2). Это
позволяет называть уравнения (v.1) и (22.2) сопряженными. Таковыми же
являются уравнения (22.1) и (22.3).
Теорема 23.3. Пусть x — решение однородного уравнения (v.1), а x′ —
решение сопряженного однородного уравнения (22.2). Справедливо тожде-
ство
(
x(t), x′(t)
)
≡ const.
Д о к а з а т е л ь с т в о опирается на формулу (Ax,B′y) = (BAx, y) и
замечание 23.2:(
x(t), x′(t)
)
=
(
C(t, α)x(α), C ′(α, t)x′(α)
)
=
=
(
C(α, t)C(t, α)x(α), x′(α)
)
=
(
x(α), x′(α)
)
= const.
Замечание 23.4. Аналогичное утверждение имеет место для второй па-
ры сопряженных однородных уравнений (22.1) и (22.3).
§ 24 . Аппроксимируемые решения импульсных уравнений
В основе проблематики импульных систем лежит известный вопрос о сты-
ковке различных интегральных кривых одного и того же уравнения, после-
довательно решаемого на разных временны́х участках. Поясним сказанное
на примере. Пусть функция Q = Q(t), t ∈ R, дифференцируемая при t < τ
и при t > τ, терпит разрыв в точке τ. Для достаточно гладкой функции
f : R2 → R графики двух семейств решений уравнения ẋ(t) = f(t, x(t)) Q̇(t)
(решаемого отдельно при t < τ и при t > τ ) заполняют всю плоскость R2,
за исключением прямой t = τ. Если же мы изучаем процесс при всех t ∈ R,
то возникает вопрос обоснования «разумной стыковки» графиков этих двух
семейств решений. Существующие в настоящее время подходы к решению
проблемы приводят к противоречащим друг другу результатам.
Проиллюстрируем сказанное на уравнении ẋ = 12 δ(t)x, x(−1) = ω (см.
[15, с. 145]). Здесь f(t, x) = 12 x, Q = θ(t) — функция Хевисайда, то есть
θ(t) = 0 при t 6 0 и θ(t) = 1 при t > 0.
Уже в работах авторов, развивающих технику умножения разрывных
функций на обобщенные, нет единообразия. Так, решением в смысле [6] яв-
ляется функция x(t) = ω ( 1 + 23 θ(t) ), а в смысле [15, глава 1] — функ-
ция x(t) = ω exp ( 12 θ(t) ). В работах авторов, развивающих технику пере-
вода исходной задачи в интегральную форму (в смысле Лебега–Стилтьеса,
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Перрона–Стилтьеса, Душника–Стилтьеса и др.), также нет единообразия.
Если, например, использовать интеграл Перрона–Стилтьеса, то получим
решение x(t) = ω ( 1 + 12 θ(t) ), а если интеграл Душника–Стилтьеса, то
x(t) = ω ( 1 + θ(t) ). Применяя квазиинтегралы (варьируя дефекты), можно
получить любую функцию из семейства {x(t) = ω ( 1 + c θ(t) ), c ∈ R }.
Мы видим разнообразие подходов предшественников к представлению им-
пульсных систем. Как следствие, имеет место разнообразие семейств реше-
ний таких задач. (Другими словами, тематика носит дискуссионный харак-
тер.) Мы, однако, исследуем квазиинтегральные уравнения как единое се-
мейство и полагаем, что отступать от этого принципа следует лишь в исклю-
чительных случаях, тогда, когда специфика той или иной конкретной задачи
не позволяет работать со всем классом. Например, мы допускаем, что ма-
тематические модели различных прикладных задач, записанные в квазиин-
тегральной форме, допускают восстановление конкретного, специфического
именно для этой задачи, дефекта по результатам эксперимента, проведенно-
го в рамках данной предметной области. (Подобным образом в статистике
восстанавливается так называемая эмпирическая функция распределения.)
Исходя из этого принципа мы восстанавливаем так называемый аппрок-
симирующий дефект, — дефект, порождающий аппроксимируемые решения
импульсной системы. Пусть K =̇ (a, b) ; Q ∈ BVloc(K) — функция локаль-
но ограниченной вариации; последовательность {Qn}, Qn ∈ CBVloc(K),
состоящая из непрерывных функций локально ограниченной вариации, по-
точечно сходится к функции Q. Точка (α, ω) ∈ K ×R, непрерывная функ-
ция f : R → R и дефект ∆ =̇ (ϕ, ψ) ∈ Ω2 порождают последовательность
квазиинтегральных уравнений{
xn(t)−
∫ t
α
f(xn(s)) ∆Qn(s) = ω
}∞
n=1
(24.1)
и предельное уравнение
x(t)−
∫ t
α
f(x(s)) ∆Q(s) = ω. (24.2)
Так как функция Qn непрерывна, то уравнение (24.1) совпадает с разреши-
мым уравнением
xn(t)−
∫ t
α
f(xn(s)) dQn(s) = ω, (24.3)
заданным через интеграл Римана–Стилтьеса. Если предельная функция Q
разрывна, причем α ∈ T (Q), то известно, что замена в предельном уравне-
нии (24.2) квазиинтеграла на интеграл Римана–Стилтьеса приводит к нераз-
решимой, вообще говоря, задаче (к несуществующему объекту). Таким обра-
зом, даже в том случае, когда последовательность {xn : Kxn → R }, состоя-
щая из решений уравнений (24.3), сходится в смысле какой-либо топологии к
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некой функции x : Kx → R, она не является решением предельного уравне-
ния. (В работах ряда исследователей такие предельные функции директивно
объявляются решением предельного уравнения.)
Разрешимость предельного квазиинтегрального уравнения (24.2) позво-
ляет поставить следующий корректный вопрос: при каких дефектах ∆ ре-
шения уравнений (24.1) и (24.2) связаны тождеством lim
n
xn(t) = x(t) ? В
первую очередь заметим, что поставленная проблема порождает ряд других
вопросов. Существуют ли решения? Каковы области существования этих
решений? Какова область, в которой должно быть выполнено данное тож-
дество? Решение этих вопросов в общем случае требует проведения суще-
ственных исследований, поэтому ограничимся лишь двумя примерами.
Пусть функция f непрерывна, строго монотонна и не обращается в
ноль на интервале X =̇ (A,B). Зафиксируем интервал K =̇ (a, b) такой, что
0 ∈ K, точку (α, ω) ∈ K ×X, α < 0, и предположим, что последователь-
ность {Qn}, Qn ∈ CBVloc(K), поточечно сходится к разрывной функции
Q(t) =̇ q(t)+r(t) такой, что q ∈ CBVloc(K), r(t) = 0 при t < 0, r(0) = −g,
r(t) = h−g при t > 0, g 6= 0, h 6= 0. Тогда существует дефект ∆ = ∆ (f,Q)
(зависящий от f и Q ) такой, что какова бы ни была последовательность
{Qn}, Qn ∈ CBVloc(K), поточечно сходящаяся к функции Q, последова-
тельность непродолжаемых непрерывных решений {xn} уравнений (24.1)
поточечно сходится к непродолжаемому прерывистому решению x уравне-
ния (24.2) в общем (непустом) промежутке существования этих решений.
Пример 24.1. Если X =̇ (0,∞), f(x) = x, K = R, то аппроксимируе-
мыми решениями являются функции x(t) = ω eQ(t)−Q(α), t ∈ R, а функции
ϕ∗(g) =
g
1− e−g
− 1, g 6= 0, ψ(h) = 1− h
eh − 1
, h 6= 0,
составляют аппроксимирующий дефект ∆ (f,Q) =̇ (ϕ, ψ).
Пример 24.2. Если X =̇ (0,∞), f(x) = x2, K = R, то аппроксимируе-
мыми решениями являются функции x(t) =
(
ω−1−Q(t)+Q(α)
)−1
, t ∈ Kx,
а аппроксимирующий дефект ∆ (f,Q) =̇ (ϕ, ψ) составляют функции
ϕ∗(g) = g
1 + z
2 + z
, ψ(h) = h
1− w
2− w
,
где z =̇
g
ω−1 − q(0) + q(α)
, w =̇
h
ω−1 − q(0) + q(α) + g
.
148
ЗАКЛЮЧЕНИЕ
В представленной работе получены следующие научные результаты.
1. В первой главе для решения векторного уравнения пантографа
ẋ(t)− Ax(µt) = b(µt)
(и его обобщения ẋ(t) − A(µt) ∗ x(µt) = b(µt) ) построена функциональная
алгебра со специальным умножением ∗, в терминах которой получено пред-
ставление общего решения уравнения:
x(t) = X(t) ∗
{
X−1(0) x0 + µ
−1
∫ µt
0
X−1(s) ∗ b(s) ds
}
.
2. Во второй главе для решения уравнения со степенным отклонением ар-
гумента ẋ(t)− a x(µtq) = b(t) построена функциональная алгебра со специ-
альным умножением ∗, в терминах которой получено представление общего
решения уравнения:
x(t) =̇C(t, 0)w +
∫ t
0
∂
∂s
(
C(t, τ) ∗
∫ s
0
b(ξ) dξ
)∣∣∣
s=τ
dτ.
Доказаны тождества:
C(s, s) ≡ 1, C(t, s) ∗ C(s, τ) ≡ C(t, τ), ∂
∂t
C(t, τ) ≡ aC(µtq, µτ q).
3. В третьей главе для решения обобщенного уравнения пантографа
x(t)−
r∑
i=1
λi
∫ t
α
x(Fi(·)) dqi = f(t)
(и его обобщения x(t)−
∫ t
α
(dQ∗x) = f(t) ) построена алгебраическая систе-
ма, состоящая из функциональной алгебры со специальным умножением ∗
и двух бинарных интегральных отношений u∗dv и du∗v между элементами
алгебры. В терминах данной алгебраической системы получено представле-
ние общего решения уравнения:
x(t) = C(t, α) ∗ f(α) +
∫ t
α
(
C(t, s) ∗ df(s)
)
.
Получено представление общего решения сопряженного уравнения:
y(τ) = g(α) ∗ C(α, τ) +
∫ τ
α
(
dg(s) ∗ C(s, τ)
)
.
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Доказаны тождества:
C(s, s) ≡ 1, C(t, s)∗C(s, τ) ≡ C(t, τ), C(t, τ)−
∫ t
τ
(
dQ(s)∗C(s, τ)
)
≡ 1.
При некоторых дополнительных условиях справедливо тождество
C(t, τ)−
∫ t
τ
(
C(t, s) ∗ dQ(s)
)
≡ 1.
4. В четвертой главе построена алгебраическая система, состоящая из ал-
гебры прерывистых функций с присоединенным умножением ◦ и бинарного
интегрального отношения x ◦ dy между элементами алгебры. Бинарное от-
ношение порождает специальный класс присоединенных обобщенных функ-
ций, в терминах которых сформулирована постановка импульсной задачи и
исследованы вопросы ее разрешимости. Для линейной импульсной системы
с постоянными коэффициентами ẋ(t)−AQ̇(t)x(t) = ẏ(t), заданной в терми-
нах присоединенных обобщенных функций, получено представление общего
решения:
x(t) = eAQ
c(t)
[
h(t) +
∫ t
α
e−AQ
c(·) dyc
]
,
где h — вектор-функция скачков специального вида. В частности,
(
◦
x, ϕ) ≡ (x, ϕ) ⇐⇒ x(t) = h(t) et.
5. В пятой главе для постановки и решения импульсной задачи постро-
ена альтернативная алгебраическая система, состоящая из алгебры преры-
вистых функций и бинарного квазиинтегрального отношения x∆y между
элементами алгебры. Для линейной системы квазиинтегральных уравнений
с постоянными коэффициентами x(t)−λA
∫ t
α
x∆Q = y(t) получено представ-
ление решения в форме Коши. При дополнительных условиях справедливо:
x(t) = C(t, α) y(α) +
∫ t
α
C(t, s)∆∗y(s).
(Отношение x∆∗y называется двойственным к отношению x∆y. ) Доказаны
тождества:
C(s, s) ≡ E, C(t, s)C(s, τ) ≡ C(t, τ),
C(t, τ)− λA
∫ t
τ
C(s, τ) ∆Q(s) ≡ E, C(t, τ)− λA
∫ t
τ
C(t, s) ∆∗Q(s) ≡ E.
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