Abstract. A new class of preconditioners is proposed for the iterative solution of linear systems arising from interior point methods. In many cases, these linear systems are symmetricand inde nite. Typically, these inde nite systems can be reduced to an equivalent Schur complement system which is positive de nite. We show that all preconditioners for the Schur complement system have an equivalent for the augmented system while the opposite is not true. This suggests it may be better to work with the augmented system. We develop some theoretical properties of the new preconditioners to support this. Computationally, we have veri ed that this class works better near a solution of the linear programming problem when the linear systems are highly ill-conditioned. Preliminary experimentswhich illustrate these features are presented. The techniquesdeveloped for a competitive implementationare presentedin a follow up paper along with numericalexperimentson several classes of linear programming problems.
Abbreviated Title: Preconditioners for Interior Point Methods. 1 . Introduction. Interior point methods have been used successfully for solving linear programming problems for about a decade now. Their good performance in practice and their theoretical properties have motivated the implementation of sophisticated codes to solve large scale problems. These methods are e ective because they converge in relatively few iterations. However an iteration of an interior point method is more expensive than the iterations of the traditional simplex method.
Each iteration of an interior point method involves the solution of one or more linear systems. There are several ways for solving the linear systems. The most common approach reduces the inde nite augmented system to a smaller positive de nite one called the Schur complement. After this reduction, the solution for the linear system is computed via the Cholesky factorization for the majority of the implementations.
In this work, we study e cient ways to solve the augmented linear system by iterative methods. Special attention is given to the choice of a preconditioner. This is a key point in applying iterative methods for solving linear systems. We will show that every preconditioner for the reduced system yields an equivalent preconditioner for the augmented system but the converse is not true. Therefore, we choose to work with the augmented system because of the greater opportunity to nd an e ective preconditioner.
We propose a new class of preconditioners which avoid computing the Schur complement. These preconditioners rely on an LU factorization of a subset of columns of the constraint matrix instead. We show some theoretical properties of the preconditioned matrix and reduce it to positive de nite systems. The discussion on how to implement these preconditioners e ciently is presented in 17] . We report a few preliminary numerical results to illustrate the features of this preconditioner.
We use the following notation throughout this work. Lower case Greek letters denote scalars, lower case Latin letters denote vectors and upper case Latin letters denote matrices. Components of matrices and vectors are represented by the corresponding Greek letter with subscripts. The symbol 0 will denote the scalar zero, the zero column vector and the zero matrix, its dimension will be clear from context. The identity matrix will be denoted by I, a subscript will determine its dimension when it is not clear from context. The Euclidean norm is represented by k k which will also represent the 2-norm for matrices. The relation X = diag(x) means that X is a diagonal matrix whose the diagonal entries are the components of x. On the other hand, diag(A) means the column vector formed by the diagonal entries of A. A superscript k for a scalar, vector or matrix will denote their value at the kth step of an iterative procedure. 
. This variant signi cantly reduces the number of iterations for the primal-dual method. This reduction is obtained at the price of solving two linear systems per iteration. However, these linear systems have the same coe cient matrix. In practice the work for solving the extra linear system is easily compensated by the savings on the reduction of the number of iterations.
2.2. The Search Directions. The key step in a given iteration in terms of computational cost is the solution of linear systems (2.4 and (2.5)). Eliminating z k from system (2.4) it reduces to:
where, D k = (X k ) ?1 Z k . We refer to (2.6) as the augmented system. Eliminating x k from (2.6) we get
In (2.7) S k A(D k ) ?1 A t is called the Schur complement. A similar reduction can be done for system (2.5).
We like to stress that D k is a diagonal matrix with positive diagonal entries and it is the only change in the matrices of systems (2.6) and (2.7) at each iteration. Several entries of D k converge to zero as the method approaches a solution while other entries tend to in nity.
2.3. Approaches for Solving the Linear Systems. Using the Cholesky factorization of S k to solve for the search directions in interior point methods is by far the most widely used approach (see for example 1, 12, 13, 14] ). This approach takes full advantage of S k being symmetric and positive de nite. However, S k can have much less sparsity and is often more ill-conditioned than the matrix of system (2.6). The most extreme loss of sparsity occurs when A has a dense column. This results in a completely dense Schur complement matrix.
One way around this problem is to use iterative methods. These methods consist of constructing an iterative sequence of approximate solutions for the linear system, until a desirable tolerance is achieved. Since these methods require the matrix only for computing matrix-vector products there is no need to compute the Schur complement unless the preconditioner depends on it. Therefore, loss of sparsity may not be an issue for this approach.
The preconditioned conjugate gradient method is the most popular of the iterative methods for solving positive de nite systems. The conjugate gradient method is easy to implement and will converge rapidly with a good preconditioner. Attempts to solve (2.7) using the preconditioned conjugate gradient method have achieved mixed results 13, 15] , mainly because the linear systems become highly ill-conditioned as the interior point method approaches an optimal solution. Another disadvantage of these implementations is that they rely on the computation of the Schur complement to build the preconditioner. Thus, they can su er from loss of sparsity in the presence of a few dense columns.
For the reasons stated above, several researchers have began to consider the augmented system even though it is inde nite. Consequently, the Cholesky factorization can not be applied since there is no numerically stable way to factor a general inde nite matrix onto LDL t with D diagonal. However, the reduction to the Schur complement system is embedded in this approach given that the diagonal entries of D are chosen as pivots 20], stability considerations apart. A similar result regarding preconditioners for iterative methods will be shown later.
Implementations using the Bunch-Parlett factorization proved to be more stable but they are slower than solving (2.7) (see 7, 10, 20] ). A multifrontalapproach applied to the augmented system has been investigated in 5].
The conjugate gradient method is not well de ned for inde nite systems. Thus, it is not used for solving (2.6). In 10], SYMMLQ is used to solve the augmented system for a few small problems. We are not aware of any successful implementation of an iterative method for solving the inde nite system arising in interior point methods for large scale linear programming problems. However, this is an active research area and progress along these lines is certainly anticipated. For instance, in 8] it is mentioned that computational results for large scale problems for the preconditioner outlined there will be reported in a forthcoming paper.
All the above discussion refers to solving one of the linear systems. We now discuss what changes when we are solving two systems with the same matrix per iteration.
One important di erence is that much work can be saved by computing only one factorization per iteration for the predictor-corrector variant. The reason is that both linear systems share the same matrix thus, the factorization can be used for both. That is the primary reason for popularity of this variant.
It is not completely clear whether the predictor-corrector variant is the most appropriated for the approaches using iterative methods to solve the linear systems. It depends on the expense of computing the preconditioner relative to the work for solving both linear systems and how many interior point iterations the predictorcorrector variant saves.
The linear systems are related since they have the same matrix and the right hand side of the second linear system depends on the solution of the rst. With that in mind, it might be possible to obtain better performance when computing the solution of the second linear system. However, we have not found and are not aware of any practical way to accelerate the computation of the second system by using the solution to the rst one. This is most likely due to the nonlinearity of the perturbation on the right hand side. Finding a better initial guess for the second linear system will be left as a subject for future research.
Modeling Linear Programming Problems. Few linear programming
problems arise naturally in the standard form (2.1). In practice we have to consider inequality constraints, range constraints, bounded and free variables. It is possible to transform these type of problems into the standard form, but this increases their dimension. In this section we present the changes in the linear system when considering special structures. These structures will cover all the cited cases except the range constraint which usually is reduced to the bounded variable case by adding one variable for each of these constraints, that is, given the range constraint l a t x u , we replace it by a t x ? ! = 0 and l ! u .
Applying the primal-dual method on the perturbed optimality conditions of a general problem and eliminating the slack variables the augmented system will be:
where D k has zero diagonal entries for the corresponding free variables. E k is a diagonal matrix with nonzero entries for the corresponding inequality constraint. Bounded variables change the way to compute D k but they do not change the nonzero structure of the augmented matrix.
For the Schur complement we have
where S k = A(D k ) y A t + E k ; provided the primal problem has no free variables and m n. Equation (2.8) is the augmented system for problems with inequality constraints, bounded variables and free variables. It contains no slack variables either for inequality constraints or bounds and there is no need to split the free variables into nonnegative variables. It is the smallest system we can get without further information on A or without changing its sparsity pattern.
3. The Augmented System. A slightly more general form for the augmented system (2.6) arises naturally in several areas of applied mathematics such as optimization, uid dynamics, electrical networks, structural analysis and heat equilibrium. In some of these applications, the matrix D is not necessarily diagonal although it is symmetric. The techniques for solving this system varies widely within these areas since the characteristics of the system changes with the problems. See for example 3, 6, 18, 19, 21] among several others. Still, these systems have many properties in common as we will see next.
3.1. Properties of the Augmented System. The augmented system is nonsingular if its rst n columns are linearly independent. This is always the case when D is a diagonal matrix with no zero diagonal entries and A has full row rank. The augmented system is also clearly inde nite. Moreover, it can be seen from the relation where S = AD ?1 A t + E. is said to be ill-conditioned. In most applications it is essential to modify an illconditioned linear system into an equivalent better conditioned system. Otherwise, the iteration may be very slow or even fail to converge. This is done in such a way that it is easy to recover the original system solution from the modi ed one. The technique just described is known as preconditioning.
Consider the following situation: given Ax = b, we solve the equivalent linear system M ?1 AN ?1x =b, wherex = Nx andb = M ?1 b. The system is said to be preconditioned and M ?1 AN ?1 is called the preconditioned matrix.
We say that a preconditioner is symmetric if N t = M because in that case if A is symmetric, the preconditioned matrix M ?1 AM ?t will also be symmetric. In this situation, the preconditioned matrix has the same number of positive (or negative) eigenvalues as the original matrix for symmetric preconditioners. Thus, symmetric preconditioners cannot be used to change an inde nite system into a positive de nite one.
There are several classes of preconditioning methods. In this work we are mainly concerned with the class of preconditioners called incomplete factorization methods. This approach has been used successfully to develop preconditioners for problems similar to ours. Usually these preconditioners have been applied to the Schur complement.
The idea of incomplete factorization is to ignore the ll-in entries during the course of the factorization that would create nonzero entries outside of a predetermined pattern. Often, the pre-speci ed pattern is the original non-zero structure of A. As the factorization proceeds, the result of operations that would cause unwanted ll are simply set to zero. In PDE problems there are physical explanations to justify the use of these type of preconditioners. Understanding of the underlying physical motivation has produced very e ective preconditioners. The success of this approach has motivated the use of incomplete factorization on other problems where there is not much information to guide the choice of preconditioners. For symmetric positive de nite matrices we compute sayL and let M = N t =L thus obtaining a (preconditioned) symmetric positive de nite matrix which should be closer to the identity than the original matrix A. This preconditioner is called the incomplete Cholesky factorization.
The incomplete Cholesky factorization is a natural choice to apply as a preconditioner for the Schur complement. A slight modi cation of this approach was investigated in 15]. Here, we are concerned with the incomplete Cholesky factorization version that ignores all ll-ins that may occur on L.
3.3. Existing Preconditioners. Consider the following class of symmetric pre-
where, B = ?FDH t + GAH t and C = ?FDF t + FA t G t + GAF t + GEG t . We will see next that some of the preconditioners proposed to the augmented system belong to this class.
From now on we drop the superscript k since we are concerned with one iteration of the primaldual interior point method. Notice that this is equivalent to choosing H Ĥ ; F 0 and G I in (3.2).
If we adopt the partition A = B N]P where N corresponds to the n?m variables closest to a bound, and use the notation H B and H N to denote the corresponding submatrices for a matrix H, their preconditioners correspond to the choices M1 to M4 given in table 3.1.
In the same work, they also propose a preconditioner based upon the BunchParlett factorizationLDL t 4] for an approximation of the matrix in the system (2.6). By constructing a diagonal matrixD whose eigenvalues are the absolute value of those inD (recall thatD is a block diagonal matrix whose blocks have dimension 1 or 2), they obtain a positive de nite matrix and therefore a symmetric preconditioner.
In 2] Battermann and Heinkenschloss introduce and analyze another class of preconditioners for the quadratic programming problem. Table 3 .1 also gives the choice for the block matrices for the rst two preconditioners P1 and P2 presented by them. The third preconditioner introduced has a di erent partitioning: Notice that this is the representation for these preconditioners for linear programming problems. See 2] for a complete description. The preconditioners in 10] presented on table 3.1 break down for degenerate problems, that is, problems which have an optimal solution where more than m primal variables x are not at their bounds. A consequence of degeneracy is that the number of diagonal entries on D that will converge to zero is unknown. Since these preconditioners assume it occurs for a xed number (n ? m) their performance is sensibly a ected by degenerate problems. where S = AD ?1 A t + E.
From relation (3.3) we can derive an unsymmetric preconditioner by replacing S by an incomplete Cholesky factorizationLL t . We call it unsymmetric because the preconditioned matrix may be unsymmetric although both the original matrix and the preconditioner are symmetric. This preconditioner can be very e ective but its matrix-vector product is more expensive than the others since it requires the solution of two linear systems involvingŜ.
Freund and Jarre 8] present another unsymmetric preconditioner based upon the SSOR where the matrix D is now block diagonal with 1 1 and 2 2 blocks about the diagonal. In order to achieve this, it is necessary to permute the augmented matrix since its last diagonal block consists of all zeros for problems in the standard form. Their preconditioner has the following form N = I and M = U t D ?1 U where, U = (L t + D)P t and P is a permutation for the augmented matrix.
The block diagonal matrix D in this preconditioner has m (2 2) blocks and m ? n (1 1) blocks since the augmented system has m zero diagonal entries. In order to M be a good approximation for A, kLD ?1 L t k should be as small as possible.
With this goal in mind they propose to choose the permutation by minimizing the product of the largest eigenvalues of the blocks on D ?1 over all possible choices of 2 2 blocks. This approach gives di erent permutations at each iteration. The problem of nding the permutation is solved as a weighted bipartite matching problem.
3.5. Why Work with the Augmented System?. The reduction to the Schur complement has the inherent disadvantage of changing the sparse structure of the matrix which can be disastrous for some problems. Even if iterative methods are being applied, the computation of the Schur complement is necessary for obtaining a preconditioner in all implementations we are aware of. The computational time required to construct and apply it may not compensate the reduction of the problem from inde nite to a smaller positive de nite system. The results of this section are very important because they give theoretical support for working with the augmented system. They indicate that considerable important information is lost by reducing to the Schur complement. On the other hand, by studying the augmented system, no information is lost. Moreover, it is possible to return to the Schur complement system when it is advantageous to do so since it is in some sense contained in augmented system.
The following lemma gives a justi cation for working with the augmented system instead of the Schur complement when applying iterative methods. It will be shown that every preconditioner for the Schur complement can be replicated on the augmented system while the converse statement is not true. Therefore, the preconditioned Schur complement system can be seen as a particular case contained on the more general class of preconditioners for the augmented system. where S = AD ?1 A t + E.
Observe that this result even holds for singular matrices G and H. However, it does not make sense to obtain a singular matrix in the context of preconditioning.
The next lemma shows that for the augmented system (2.8). the converse statement is not true. (3.5) this system does not depend on either H or F, thus any choice for these matrices that preserves nonsingularity are valid preconditioners which lead to (3.5) .
Notice that these results can be applied in a more general context. For instance D can be any symmetric positive de nite matrix not necessarily diagonal. Systems with these characteristics occur in other elds including nonlinear programming and PDE problems. Moreover, there is no restriction to E whatsoever. However, if E is positive semi-de nite as in the augmented system, the Schur complement will be positive de nite. 4 . A New Class of Preconditioners. In this section we will construct and study a class of symmetric preconditioners for the augmented system which exploits its structure. In view of the discussion on previous sections the preconditioners are designed to avoid forming the Schur complement. Our goal is to obtain a preconditioner that is relatively cheap to compute and retains excellent theoretical and practical properties.
Building a Preconditioner. Since the augmented system is naturally
partitioned into block form, lets start with the most generic possible block symmetric preconditioner for the augmented system M ?1 = N ?t = F G H J and choose the matrix blocks step by step according to our goals. We only consider symmetric preconditioners. We believe there is insu cient motivation for loosing symmetry.
The preconditioned augmented matrix (2.6) will be the following :
? At this point we begin making decisions about the blocks. We start by observing that the right lower block is critical in the sense that the Schur complement AD ?1 A t appears in the expression for many reasonable choices of J and H. The Schur complement may be avoided more easily if we set J = 0. This choice seems to be rather drastic at rst glance leaving few options for the selection of the other blocks. But, as we will soon see, the careful selection of the remaining blocks will lead to promising situations. With J = 0 the preconditioned augmented system reduces to We will be restricted for now to the problem without inequality constraints and free variables to facilitate the discussion.Now lets decide how to chose H. The choices A, AD ?1 or variations of it will not be considered since matrices with the nonzero pattern of the Schur complement will appear in the right lower block and also as part of G. On the other hand, setting H = I 0]P where P is a permutation matrix such that HA t is nonsingular does not introduce a Schur complement type matrix. The right lower block reduces to a diagonal matrix ?D B ?HDH t where,
and we achieve one of the main goals, namely avoiding the Schur complement.
Therefore, we can concentrate on F at the upper left block. The choice F = D ? 1 2 seems to be natural and as we shall see later leads to some interesting theoretical properties for the preconditioned matrix. Summarizing, the nal preconditioned matrix takes the form . We remark that this notation for the partition of A borrowed from the literature of the simplex method does not mean that the set of columns B form a particular basis for the linear programming problem. The only concern up to this point is that these columns form a nonsingular matrix.
We observe that the goal of avoiding the Schur complement was achieved. The price paid is that now we have to nd B and solve linear systems with this matrix. However, the factorization QB = LU is typically easier to compute than the Cholesky factorization. The reason is that the selection of the columns of B causes no change on the structure of the problem, in contrast to the computation of AA t . In fact, it is known 9] that the sparsity pattern of L t and U is contained in the sparsity pattern of R, where AA t = R t R, for any valid permutation Q. Typically in practice, the number of nonzero entries of R is much larger than the combined number of nonzero entries in L and U: Moreover, the LU factorization of B does not depend on D which is the only change in the matrix of the augmented system from one iteration to another. Thus, if we decide to keep the permutation matrix P unchanged, the computation of the next preconditioned matrix is almost free. It only requires computing n square roots.
Another advantage of this preconditioner compared with other augmented system preconditioners is that it reduces the size of the linear system from n + m to n since the lower block equation is easily solved for the diagonal matrix. It still gives a larger system than the Schur complement reduction, but as we shall see, this disadvantage can also be overcome.
In the next section we will study some of the theoretical properties of the upper left block preconditioned matrix (4.3) and later show some strategies on how to choose the permutation matrix, that is, the columns of A that we select to form B. But rst we will make a few observations about the preconditioned matrix.
Recall that the augmented matrix (2.6) has m positive and n negative eigenvalues. Thus, the preconditioned matrix (4.3) have the same inertia of eigenvalues. Since the lower right block matrix has m negative eigenvalues, the upper left block has m positive and n ? m negative eigenvalues. Therefore the preconditioned matrix is inde nite except for the odd case where m = n.
We close this section by showing a property of the matrices in the upper left block of (4.3) which leads to the results of the next section. Proof. Let v be a normalized eigenvector of K associated with then,
Multiplication on the left by v t gives
where, w = (V U ? U t V t )v. Thus, we obtain 2 1. Thus, by theorem 4.2 K is not only nonsingular but it has a norm of order 1 and has no eigenvalues in the neighborhood of zero. These are indeed desirable properties for getting good performance with iterative methods for solving linear systems. The following remark is useful for showing other important results. by remark 4.1. Now, since V t = I 0]P its null and range spaces can be easily represented in a code and all the calculations for it consist in managing some indices properly. Observe that the rst two terms do not have nonzero entries in common for any of the positions. Hence, no oating point operations are needed to add them. If we compute the product Kx without these considerations, some round-o error will be introduced for the zero sum ?x Range(V ) + UV x Range(V ) and often this error is large enough compared with the other entries of x. A welcomed side e ect is that n oating point operations are saved with this strategy. Another practical aspect concern the recovering of the solution. The approximate solution for the original system can be easily recovered from the solution for the preconditioned system (x;ŷ) by computing x y = M ?t x y where the error of the solution is given by r 1 r 2 From the above theorem and theorem 10.2.4 in 11] we can conclude that the conjugate gradient method converges in at most min(m; n ? m) iterations in exact arithmetic for both positive de nite matrices. Thus, we do not expect very di erent behavior between the two linear systems although they have di erent dimension. Besides the work for computing the matrix-vector product is about the same for all three systems.
The next theorem is also important since it relates the eigenpairs of the inde nite matrix with the eigenpairs of the positive de nite matrices. 4.5. Choosing the Set of Columns. In this section we discuss how to select the columns of A that form B. The type of matrices in (4.5) and (4.6) suggest a choice for the columns of B by looking at the values of D. If we can chose the columns related to the smallest values of diag(D), both WW t and W t W approach zero at the nal iterations of the interior point method. Thus, a good strategy consists in taking the rst m linearly independent columns of A ordered by the value of ii in non decreasing order. This choice of columns tends to produce better conditioned matrices as the interior point method approaches a solution. This is because at least n ? m diagonal entries entries of D became large and diminish the importance from WW t and W t W.
During the rst few iterations, the diagonal values of D are roughly the same. In fact they are all equal to one for the computation of the starting point. Hence, for these linear systems the strategy described before is ine ective. Another way to obtain a good set of columns is to minimize kWk. This is problem is hard to solve but it can be approached by a cheap heuristic, that is we choose the rst m linearly independent columns of AD ?1 with smallest 1-norm. This approach is adopted for the computation of the starting point. After that the ordering of columns by the diagonal values of D is used.
Contrary to some of the preconditioners given in 10], degenerated problems do not seem to play an important role in this preconditioner. This is a nice property since the selection of m columns of A naturally leads one to think in terms of basis for the linear programming problem. 15 its behavior deteriorates as the interior point method converges to a solution. With the LU based preconditioner the exact opposite occurs. The last few iterations are the ones where it performs better. This property of the LU preconditioner is highly desirable since the last linear systems are the most ill-conditioned.
The results obtained for problem KEN13 can be considered as typical for both preconditioners. That leads naturally to the idea of a hybrid approach. We start with the incomplete Cholesky preconditioner and change to the LU preconditioner at a certain point. A crucial issue consists in nding a suitable way to decide when to switch the preconditioner from the incomplete Cholesky factorization to the new LU factorization approach. The number of of iterations for the conjugate gradient method to achieve convergence would be a good indicator to determine when is advisable to switch. It could be when it takes more iterations than a given parameter or when a sudden increase on this number occur.
5. Conclusion. We have shown that from the point of view of designing preconditioners it is better to work with the augmented system instead of working with the Schur complement. Two important results support this statement. First, all preconditioners developed for the Schur complement system have in a sense an equivalent for the augmented system. However, the opposite statement is not true. Whole classes of preconditioners for the augmented system can lead to the an unique preconditioner for the Schur complement.
Given this result we decided to design a preconditioner for the augmented system. Our primary goal on developing this preconditioner was to avoid the Schur complement. The main reason to avoid it is the loss of sparsity that can happens by computing it or its factorization. The price for avoiding the Schur complement is that we now have to compute an LU factorization for a set of linearly independent columns of A. We expect that this factorization will be cheaper to compute than computing the Schur complement and its (in)complete Cholesky factorization on many situations found in practice. Moreover, the LU factorization can be used e ectively for a number of iterations thus, computing the next few preconditioners is much more cheaper. A feature that is not shared by any known successful approach either to the Schur complement or the augmented system.
A more important advantage of these preconditioners is that they became better in some sense as the interior point method advances towards an optimal solution. This is a very welcome characteristic since these problems are known to be very ill-conditioned close to a solution. Finally, this preconditioner reduces the system to positive de nite matrices, and therefore the conjugate gradient method can be applied, making it easier to compete against the Schur complement approach. This reduction on the dimension of the system to be solved to either m or n ? m is an advantage over others augmented approaches since it minimizes the overhead of the vector operations on the iterative linear solver method.
For future implementations we would like to make experiments with the hybrid approach, that is we start with an incomplete Cholesky factorization and switch to the LU preconditioner at a certain point. If a suitable way to decide when to switch can be found, this approach will be probably the fastest way for solving many problems. We also are interested on nding variations of the preconditioner by choosing its blocks in a di erent fashion.
Techniques for computing the new preconditioner e ciently and extensive numerical experiments are reported in a follow up work 17].
