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Abstract
We introduce a Bayesian framework for inference
with a supervised version of the Gaussian process
latent variable model. The framework overcomes
the high correlations between latent variables and
hyperparameters by using an unbiased pseudo
estimate for the marginal likelihood that approxi-
mately integrates over the latent variables. This
is used to construct a Markov Chain to explore
the posterior of the hyperparameters. We demon-
strate the procedure on simulated and real exam-
ples, showing its ability to capture uncertainty
and multimodality of the hyperparameters and im-
proved uncertainty quantification in predictions
when compared with variational inference.
1. Introduction
Statistical Bayesian approaches to regression such as Gaus-
sian process (GP) modelling can be used to learn proba-
bilistic mappings between inputs and outputs from labora-
tory or computer experiments based on training samples
consisting of inputs {xn}Nn=1 ⊂ Rkx and corresponding
outputs {yn}Nn=1 ⊂ Rky . A GP model can be used to in-
fer a non-linear or latent function by treating the function
as a realisation of a (Gaussian) stochastic process. A GP
is an infinite collection of random variables such that any
finite number have a Gaussian distribution with consistent
parameters, and it is fully specified by a mean function and a
symmetric positive definite covariance function. In the case
of regression, correlations between outputs corresponding to
different inputs are specified through the covariance (kernel)
function, which, together with a mean function, encapsu-
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lates (in a non-parametric manner) any a-priori knowledge
and/or assumptions in relation to the target function, permit-
ting a degree of flexibility in the assumed complexity and
smoothness of the function.
The Gaussian process latent variable model (GPLVM) ex-
tends the application of GPs to unsupervised learning tasks
for nonlinear dimension reduction. In this case, the inputs
are unobserved and treated as latent variables. In Lawrence
(2005), the latent variables are optimized to the maximum
aposteriori solution. To capture uncertainty in the latent vari-
ables, Titsias & Lawrence (2010) developed a variational
method for GPLVMs. Variational inference in this setting
is challenging as the latent variables appear nonlinearly in
the inverse of the kernel, making marginalization over these
points analytically intractable. This is overcome by assum-
ing a factorized Gaussian variational distribution for the
latent variables and through the use of variationally sparse
GPs with the augmentation of inducing points. This method
yields a tractable lower bound for the log likelihood.
We focus on a supervised version of the GPLVM, which ad-
ditionally includes a GP prior over latent variables indexed
by known and observable inputs. This model was studied in
a dynamic setting by Damianou et al. (2011). It can further
be viewed as a deep GP model (Damianou & Lawrence,
2013) with a single hidden layer and observed inputs.
Model hyperparameters defining the covariance function
have important implications for smoothness, complexity,
and relevance of the inputs. It is common to optimize these
parameters based on the approximate marginal likelihood,
known as type II maximum likelihood (ML), using gradient-
based optimization. However, the likelihood as a function
of these parameters is non-convex, and consequently practi-
tioners often find that the optimization is highly dependent
on initialisation, with no guarantee of a satisfactory local
optimum (Bitzer & Williams, 2010). This is particularly
profound when the data set has a low signal-to-noise ratio,
which is often the case for medical data. Additionally, while
variational methods can substantially reduce computational
time, this comes at the cost of strong assumptions and con-
siderable bias. For example, there are often assumptions
of independence, on the forms of distributions, and, depen-
dent upon the choice of divergence, variational methods
ar
X
iv
:1
80
3.
10
74
6v
1 
 [s
tat
.M
L]
  2
8 M
ar 
20
18
Pseudo-marginal Bayesian inference for supervised Gaussian process latent variable models
underestimate or overestimate the variance of these distribu-
tions (Blei et al., 2017).
Our contribution in this paper is to use this model with
a more robust, fully Bayesian inference procedure. This
allows us to overcome issues with optimization of the hyper-
parameters and avoids the distributional and independence
assumptions of variational methods. Moreover, we gain an
understanding of uncertainty in the hyperparameters and
achieve sound quantification of uncertainty in predictions of
the response by integrating over the hyperparameters. The
natural choice is to explore the posterior distribution of the
hyperparameters and latent variables with Markov Chain
Monte Carlo (MCMC), but strong correlations between the
hyperparameters and latent variables lead to low efficiency
and poor mixing (Betancourt & Girolami, 2015). We re-
quire a method that can break these correlations, which we
achieve by using a pseudo-marginal scheme that approxi-
mately integrates out the latent variables.
The rest of this paper is structured as follows. In Section 2
we introduce the model before discussing the state-of-the-art
variational inference for the model in Section 3. A pseudo-
marginal Monte Carlo scheme for fully Bayesian inference
is then proposed in Section 4. In Section 4.2, we describe
an elliptical slice sampling scheme for the latent variables,
which is necessary to compute the predictions in Section 5.
In Section 6 we show the advantages of the proposed in-
ference scheme over the variational method in simulated
examples and a preliminary case study using medical data
with a low signal-to-noise ratio for identifying biomarker
associations with antenatal depression. Concluding remarks
are provided in Section 7.
2. Model
We consider a set ofN inputs X := [x1 . . .xN ]T ∈ RN×kx
and corresponding known outputs Y := [y1 . . .yN ]T ∈
RN×ky . This compact matrix notation is used throughout.
Additionally, we introduce a set of unknown latent variable
representations Z := [z1 . . . zN ]T ∈ RN×kz of the outputs,
with kz  ky. The i-th coordinate (feature) of output yn
is denoted yn,i, where n indexes the data point, and the
assumed model is yn,i = fi(zn) + n,i, in which the noise
n,i are independent and normally distributed with mean 0
and precision β, i.e. n,i
iid∼ N (n,i|0, β−1). Independent
GP priors (indexed by z) are placed over the functions fi(z),
namely fi(z) ∼ GP(0, kf (z, z′;θ)), where kf (z, z′;θ) is
the (common) covariance/kernel function with hyperparam-
eters θ. The notation GP(·, ·) in which the first argument is
the mean function and the second is the covariance function
is used throughout.
Using the notation fn,i = fi(zn) we can define a matrix
F ∈ RN×ky with columns f:,i = (f1,i, . . . , fN,i)T . A simi-
lar notation is used for other matrices, e.g., y:,i denotes the
i-th column of Y, i.e., it is the vector with components given
by the ith feature across allN samples. By the independence
assumption
p(F|Z,θ) =
ky∏
i=1
p(f:,i|Z,θ),
and by the properties of GPs, we have p(f:,i|Z,θ) =
N (f:,i|0,Kf ), in which Kf is the N by N kernel (covari-
ance) matrix with n, n′-th entry kf (zn, zn′ ;θ). Thus,
p(Y|Z,θ, β) =
∫ ky∏
i=1
N∏
n=1
p(yn,i|fn,i, β)p(f:,i|Z,θ)dF
=
ky∏
i=1
N (y:,i|0,Kf + β−1IN ), (1)
in which p(y:,i|f:,i, β) = N (y:,i|f:,i, β−1IN ) by virtue
of the noise model. The model for the latent points
comes in the form of independent GP priors zj(x) ∼
GP(0, kz(x,x′;σ)), j = 1, . . . , kz . Thus,
p(Z|X,σ) =
kz∏
j=1
p(z:,j |X,σ) =
kz∏
j=1
N (z:,j |0,Kz), (2)
where Kz is the N by N the kernel matrix, with n, n′-th
entry equal to kz(xn,xn′ ;σ). The joint density for the
observed data and latent variables is:
p(Y,Z|X,θ,σ, β) = p(Y|Z,θ, β)p(Z|X,σ).
The Bayesian model is completed with a prior on the pre-
cision β and kernel hyperparameters θ and σ, which we
assume factorizes as
p(β,θ,σ) = p(β)p(θ)p(σ).
3. Variational Bayes
State-of-the-art inference for GPLVMs is based on a vari-
ational Bayes method (Titsias & Lawrence, 2010), which
assumes a factorized Gaussian variational posterior for the
latent variables. Ideas from variationally sparse GPs with
auxiliary inducing variables are utilized to derive a tractable
lower bound to marginal likelihood, which can then be op-
timized with respect to hyperparameters and variational
parameters. We briefly describe an application of this varia-
tional method for the supervised GPLVM presented in the
previous section, which is similar to the variational approach
of Damianou et al. (2011) but extended for multivariate in-
puts and the variational approach of Damianou (2015) but
for a single hidden layer and observed inputs.
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A variational distribution q(Z) for the latent variables (ap-
proximating the true posterior p(Z|X,Y,θ,σ, β)) is taken
to have the factorized Gaussian form:
q(Z) =
kz∏
j=1
N (z:,j |µj ,Sj),
where Sj is a fullN byN covariance matrix. Using Jensen’s
inequality, we can derive the evidence lower bound:
log p(Y|X,θ,σ, β)
≥
∫
q(Z) log
[
p(Y|Z,θ, β)p(Z|X,σ)
q(Z)
]
dZ
= F˜(q(Z),θ, β)− KL (q(Z)||p(Z|X,σ)) . (3)
The second term is the negative KL divergence between
q(Z) and p(Z|X,σ), which can be analytically computed
since both are Gaussians. Given that the data {yn}Nn=1 is
conditionally independent across features, we can express
the first term F˜(q(Z),θ, β) in (3) as:
F˜(q(Z),θ, β) =
ky∑
i=1
∫
q(Z) log p (y:,i|Z,θ, β) dZ
:=
ky∑
i=1
F˜i(q (Z) ,θ, β). (4)
In the current form for F˜ (q (Z) ,θ, β) in Eq. (4), Z remains
inside the inverse of the kernel, making expectations under
distributions of Z difficult to compute. In order to formulate
a tractable problem, we employ the variational sparse GP
approach of Titsias (2009). For each vector of latent func-
tion values f:,i, i = 1, . . . , ky , we introduce a separate set of
M auxiliary inducing function values u:,i ∈ RM , evaluated
at a set of M inducing point locations given by the matrix
Zu ∈ RM×kz . The augmented probability model is:
p(y:,i, f:,i,u:,i|Z,θ, β,Zu)
= p(y:,i|f:,i, β)p(f:,i|Z,θ,u:,i,Zu)p(u:,i|Zu,θ),
and from the joint GP prior over (f:,i,u:,i),
p(f:,i|Z,θ,u:,i,Zu)
= N (f:,i|αi,Kf −KfuK−1u Kuf ),
and p(u:,i|Zu,θ) = N (u:,i|0,Ku), in which Ku is the
covariance matrix corresponding to the inducing points,
Kfu = K
T
uf is the cross-covariance between the inducing
and latent points and αi := KfuK−1u u:,i. We then use a
variational approach again to approximate the true posterior
of (f:,i,u:,i) with the variational distribution:
q(f:,i,u:,i) = p(f:,i|Z,θ,u:,i,Zu)φ(u:,i).
Lower bounds on the log likelihood term in the integrand of
F˜i in Eq. (4) are given by:
log p(y:,i|Z,θ, β)
≥
∫
φ(u:,i) log
p(u:,i|Zu,θ)N (y:,i|αi, β−1IN )
φ(u:,i)
du:,i
− β
2
Tr(Kf −KfuK−1u Kuf ). (5)
Combining Eq. (4) with Eq. (5) and interchanging the order
of integration (under the assumption that φ(u:,i) does not
depend on Z), we have
F˜i(q(Z),θ, β,Zu) ≥
∫
φ(u:,i) log
p(u:,i|Zu,θ)
φ(u:,i)
du:,i
+
∫
φ(u:,i)〈logN (y:,i|αi, β−1IN )〉qdu:,i
− β
2
Tr(〈Kf 〉q) + β
2
Tr(K−1u 〈KufKfu〉q).
in which 〈ρ〉q denotes the expected value of a quantity ρ
under the distribution q(Z). The optimal setting of φ(u:,i)
by maximizing the lower bound is
φ(u:,i) ∝ exp
(〈logN (y:,i|αi, β−1IN )〉q) p(u:,i|Zu,θ),
and the lower bound that incorporates such an optimal set-
ting is obtained as follows:
F˜i (q (Z) ,θ, β,Zu)
≥ log
(∫
e〈logN(y:,i|αi,β
−1IN)〉qp(u:,i|Zu,θ)du:,i
)
− β
2
Tr(〈Kf 〉q) + β
2
Tr(K−1u 〈KufKfu〉q).
For a number of kernels this lower bound can be computed
in closed form. In the case of a squared exponential kernel
with automatic relevance determination, this amounts to
computing the statistics (Titsias & Lawrence, 2010):
ψ0 = 〈Tr (Kf )〉q, ψ1 = 〈Kfu〉q, ψ2 = 〈KufKfu〉q.
We can now optimize the tractable variational lower bound
of the supervised GPLVM with respect to the varia-
tional parameters (
{
µj ,Sj
}kz
j=1
,Zu) and hyperparameters
(θ,σ, β). We note that when the hyperparameters are fixed
(as is the case in following section), the variational param-
eters are optimized by using scaled conjugate gradients
(SCG) with the gradient derivations detailed in Damianou
(2015). The training procedure with fixed hyperparameters
is given in Algorithm 1.
Pseudo-marginal Bayesian inference for supervised Gaussian process latent variable models
Algorithm 1. Variational Bayes with fixed (θ,σ, β).
Require: Data set (X,Y).
1: Initialise: Variational distribution means using princi-
pal component analysis on Y and variances to neutral
values, 0.5.
2: while not at local maximum of variational lower bound
do
3: Compute the ψ statistics analytically.
4: Use to compute the variational lower bound.
5: Adjust variational parameters (
{
µj ,Sj
}kz
j=1
,Zu) ac-
cording to gradients.
6: end while
4. Bayesian inference
4.1. Collapsed Gibbs through the pseudo-marginal
In our fully Bayesian setting, we aim to infer the posterior
distribution for all hyperparameters and latent variables and
integrate with respect to their posterior distributions when
making predictions to achieve sound uncertainty quantifi-
cation. As opposed to the the variational method described
in the previous section, this overcomes issues associated
to optimization of the hyperparameters and avoids the dis-
tributional and independence assumptions, in addition to
improving uncertainty quantification in prediction.
In the supervised GPLVM model, the latent parameters
and hyperparameters are strongly coupled, leading to sharp
peaks in their posterior when latent variables are fixed. In
a Gibbs sampling algorithm which alternates between sam-
pling and fixing the latent variables and hyperparameters,
this leads to poor MCMC mixing and slow convergence
rates (Filippone & Girolami, 2014). Although analytical
integration of the latent variables Z is intractable since they
appear nonlinearly in the inverse kernel matrix Kf , we can
break the correlation between the latent variables and hy-
perparameters by approximately integrating over the latent
variables through a pseudo-marginal Monte Carlo scheme.
The results of Andrieu & Roberts (2009) and Beaumont
(2003) reveal that we can use an unbiased estimate of the
marginal likelihood to sample from the correct hyperparam-
eter posterior distribution.
Specifically, we use importance sampling to obtain an unbi-
ased approximation to the marginal likelihood based on an
approximate distribution q (Z) ≈ p (Z|D,σ,θ, β). Draw-
ing Q importance samples, the unbiased estimate of the
marginal is:
p˜(Y|X,σ,θ, β) ' 1
Q
Q∑
q=1
p(Y|Z(q),θ, β)p(Z(q) | X,σ)
q(Z(q))
,
(6)
where Z(q) iid∼ q(Z), and p(Y|Z(q),θ, β) and p(Z(q)|X,σ)
are the GP models given by Eqs. (1) and (2) respectively. We
select q(Z) to be the approximate variational posterior. This
pseudo-marginal can be used to sample from the posterior
of the hyperparameters in a Metropolis-Hastings algorithm.
To improve mixing, we split our set of hyperparameters
ξ = (σ,θ, β) into R adjoint subsets, and update each block,
denoted by ξr, r = 1, . . . , R, in a Metropolis-Hastings
within Gibbs algorithm. Each block ξr is updated with a
random walk based on a transformation ηr = tr(ξr) to
ensure full support on the real space of appropriate dimen-
sion. We use a multivariate normal proposal distribution for
the transformed parameter: pi(η′r|ηr) ∼ N (0,Σr), which
gives the proposal distribution pi(ξr) = |∂tr/∂ξr|pi(ηr) in
the original parameter space. The acceptance probability
for a move from ξr to ξ ′r is therefore:
α˜(ξr, ξ
′
r) = min
[
1,
p˜(Y|X, ξ ′)p(ξ ′r)
p˜(Y|X, ξ)p(ξr)
|∂tr/∂ξr(ξr)|
|∂tr/∂ξr(ξ ′r)|
]
,
We now employ a variant of the adaptive Metropolis-
Hastings algorithm in Haario et al. (2001), which adapts the
proposal covariance matrix Σr to approximate the target
distribution’s covariance matrix multiplied by a constant sd.
Following Haario et al. (2001), we choose sd = 2.382/d
where d is the dimension of the block. We begin by choos-
ing an initial proposal covariance matrix for each block,
and after g0 iterations, we adaptively update the covariance
matrix using the sample covariance, with a small positive
constant on the diagonal. The full procedure is outlined in
Algorithm 2.
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Algorithm 2. Pseudo-marginal adaptive MH in Gibbs.
1: for g = 1, 2, . . . do
2: for each ξr , r = 1, . . . , R do
3: Sample η′r = η
(g)
r + g where g ∼ N (0,Σ(g−1)r ).
4: Find the unbiased approximation p˜(Y|X, ξ ′) using im-
portance sampling (Eq. (6)).
5: Set:
ξ(g)r =
{
ξ ′r with probability α˜(ξ
(g−1)
r , ξ
′
r)
ξ
(g−1)
r with probability 1− α˜(ξ(g−1)r , ξ ′r)
.
6: if g > g0 then
7: Σ(g)r = sdg−1
[
g∑
m=1
η(m)r η
(m)T
r − gη¯rη¯rT
]
+ sdI.
8: end if
9: end for
10: return ξ(g) for g > n0.
11: end for
4.2. Uncollapsing with elliptical slice sampling
We sample the latent variables using an elliptical slice sam-
pler conditioned on the hyperparameters sampled in the
pseudo-marginal scheme. These samples will be used to
compute predictions in Section 5. The target distribution for
the sampler is the full conditional of the latent variables:
p (Z|Y,X, ξ) ∝ p (Y|Z,θ, β) p (Z|σ,X)
∝
ky∏
i=1
N (y:,i|0,Kf (Z,Z;θ) + β−1IN)×
kz∏
j=1
N (z:,j |0,Kz (X,X;σ)) .
We use the elliptical slice sampling algorithm of Murray
et al. (2010), in which a new state Z′ is proposed by
Z′ = ν sinα+ Z cosα, ν :,j
iid∼ N (0,Kz) .
This defines a full ellipse passing through our previous state
Z and a prior sample ν ∈ RN×kz as α varies. This proposal
depends on a tuning parameter α which would be chosen
a priori under a normal Metropolis Hastings scheme. The
algorithm of Murray et al. (2010) adaptively choses this
tuning parameter using slice sampling. The procedure for
sampling Z using the elliptical slice sampler is given in
Algorithm 3.
5. Predictions using Monte Carlo
The marginalised predictive density for a test point x∗ is:
p (y∗|x∗,Y,X) =
∫
p (y∗|z∗,Z,Y,θ, β)×
p (z∗|x∗,X,Z,σ) p (Z, ξ |Y,X) dz∗dZdξ. (7)
The second term inside the integral of Eq. (7) is the pre-
dictive density of the latent variable z∗ given the latent
variables, hyperparameters, and data, which is given by the
GP predictive density:
p (z∗|x∗,X,Z,σ) =
kz∏
j=1
N (z∗j |KTz∗K−1z z:,j , s∗) , (8)
with s∗ = kz(x∗,x∗;σ)−KTz∗K−1z Kz∗. Here Kz∗ is the
cross-covariance at the training inputs X and the test input
x∗. Similarly, the first term inside the integral of Eq. (7)
is the predictive density of the test output y∗ given z∗, the
latent variables, hyperparameters, and data, which is given
by the GP predictive density:
p (y∗|z∗,Z,Y,θ, β) =
ky∏
i=1
N (y∗i|Ay:,i,S + β−1) ,
Algorithm 3. Elliptical slice sampler for the latent variables.
Require: current state Z, and log-likelihood function.
Ensure: new state Z′.
1: Sample: ν ∼ ∏kzj=1N (ν:,j |0,Kz), creating an ellipse at
current state with α = 0.
2: Log-likelihood threshold:
u ∼ Uniform [0, 1] , log h← log p (Y|Z;θ, β) + log u.
3: Draw an initial proposal, define bracket on the ellipse:
α ∼ Uniform [0, 2pi] , [αmin, αmax]← [α− 2pi, α].
4: while not returned do
5: Propose new latent variables:
Z′ ← ν sinα+ Z cosα.
6: if: log p (Y|Z′,θ, β) > log h (proposal lies in slice) then:
7: Accept: return Z′.
8: else:
9: Shrink bracket and re-sample point from ellipse:
10: if α < 0 then: αmin ← α else: αmax ← α
11: α ∼ Uniform [αmin, αmax].
12: end while
where A = KTf∗(Kf + β
−1IN )−1 and S = Kf∗∗ −
KTf∗(Kf + β
−1IN )−1Kf∗. Here Kf∗∗ corresponds to the
covariance at z∗ and Kf∗ corresponds to cross-covariance
at Z and z∗.
Our MCMC samples can be used to obtain an approxi-
mation to the marginalised predictive density in Eq. (7).
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However, the latent variable z∗ cannot be marginalized ana-
lytically. Thus, given each sample of the chain (ξ(g),Z(g)),
we sample the latent variable z(g)∗ based on its predictive
distribution in Eq. (8). The predictive density estimate is
p (y∗|x∗,Y,X) ≈ 1
G
G∑
g=1
p
(
y∗|z(g)∗ ,Z(g),Y,θ(g), β(g)
)
.
Similarly, we can estimate the posterior mean function with
E [y∗|x∗,Y,X] ≈ 1
G
G∑
g=1
K
(g)T
f∗ (K
(g)
f + β
(g)−1IN )Y.
6. Examples
6.1. Simulated: sinusoidal data
We generate a supervised training set using known functions
with artificially added noise. We choose a set of N = 30
input points xn ∈ R, linearly spaced between 0 and 4pi, and
use the data generating function:
fn,i =
{
ζi cos(Fixn) if i = 1, 2, 3
ζi sin(Fixn) if i = 4, 5, 6
, (9)
with the coefficients sampled as ζi ∼ U (0, 1). We then
obtain noise corrupted responses yn,i = fn,i + n,i, where
n,i
iid∼ N (0, 0.052).
We choose to use squared exponential kernels to measure
correlations in the input and latent spaces, with the addition
of white noise (for numerical stability) on the preceding:
kz (x,x
′;σ) = exp
(
−1
2
kx∑
l=1
σl(xl − x′l)2
)
+ εδ (x,x′) ,
kf (z, z
′;θ) =θS exp
−1
2
kz∑
j=1
θj(zj − z′j)2
 .
For identifiability, we fix the magnitude of kernel on the
input space to one. Throughout we set the latent dimension
kz = 2 for each trigonometric function in Eq. (9). We learn
these functions under multiple parameterisations:
1. Case 1 - A well-specified example where Fi = 1∀i.
2. Case 2 - A poorly-specified example where Fi ∼
U (0.8, 1.2)∀i.
3. Case 3 - A poorly-specified example where Fi ∼
U (0.7, 1.3)∀i.
In the first case, we keep Fi constant, showing the im-
provements in predictions of the fully Bayesian inference
scheme that marginalises over the hyperparameters, even in
this well-specified example where the variational scheme
with maximum likelihood estimates of the hyperparameters
should be able to make adequate predictions. We then show
two cases where Fi is sampled from increasing uniform
intervals where we expect point estimates of the hyperpa-
rameters to give an inadequate predictive distribution. This
demonstrates the ability to capture multi-modal posteriors
with the proposed inference scheme, whilst also demonstrat-
ing the improved uncertainty quantification in predictions
with marginalisation using our methodology over maximum
likelihood. In all cases we used a Gamma prior on all
hyperparameters, with a suitably large support, and a log
transformation in the random walk proposals. We repeated
the experiment for a number of prior parameterisations and
found prediction accuracy was not sensitive to prior choice.
We choose g0 = 200, n0 = 500 and run four chains in
parallel for 1000 iterations each, discarding the first 250
as a burn-in. We start each chain at the ML parameters
with noise, and explore the posterior distribution using two
Gibbs blocks, ξ1 = (σ1, θ1, . . . , θkz )
T and ξ2 = (θS , β),
using Algorithm 2. Rather than re-optimize the variational
distribution once per cycle, we re-optimize after each full
conditional sample. Trace and autocorrelation plots (not
shown) demonstrated good mixing. If necessary, mixing
could be further improved by splitting the hyperparameters
into smaller blocks. However, this comes at the price of an
increased computational cost.
The joint posterior distribution for different pairs of hyper-
parameters is depicted in Fig. 1, where the rows correspond
to the three cases. Specifically, the pairs include the input
lengthscale and model noise (σ1, β−1); latent lengthscales
(θ1, θ2); and the signal variance and model noise (θS , β−1).
When the maximum likelihood value lies in the scale, we
mark it with a cross. Notice the multi-modal posteriors for
the poorly-specified cases.
The marginalized predictive densities are obtained from the
methodology detailed in Section 5. Fig. 2 displays a heat
map of the true predictive density for the first feature along
with the estimated predictive density through marginalisa-
tion and with maximum likelihood estimates for the third
case; the variational approach with maximum likelihood
estimates clearly overestimates the uncertainty. In general,
we note a marked increase in accuracy of the predictive den-
sity with marginalisation across all features and particularly
for the poorly specified examples, which is summarised in
Table 6.2, where we use the normalised mean squared error
across each binned density. The table elements give a pair
of percentage errors, where the first pertains to our inference
scheme whilst the second to a maximum likelihood predic-
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−2 −1
σ1
−6.25
−6.00
−5.75
−5.50
β
−1
0.5
1.0
1.5
2.0
2.5
3.0
3.5
4.0
(a) Case 1: σ1 v. β−1.
−5 0
θ1
−4
−2
0
2
θ 2
0.02
0.04
0.06
0.08
0.10
0.12
(b) Case 1: θ1 v. θ2.
−2 0
θS
−6.25
−6.00
−5.75
−5.50
β
−1
0.5
1.0
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Figure 1. The hyperparameter joint posterior distributions for different pairs. The three rows correspond to the three data generating cases.
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Figure 2. A heat map of the true predictive density of the first feature, the estimated predictive density obtained from the proposed
marginalised approach, and the variational approach with maximum likelihood estimates, for the third case.
tion. We note this optimisation is non-convex and may not
reflect a global optimum despite multiple initialisations, but
argue that this further necessitates posterior sampling.
6.2. Case study: biomarkers of depression during
pregnancy
Depressive symptoms during pregnancy and postpartum are
routinely investigated by the Edinburgh Postnatal Depres-
sion Scale (EPDS), a 10 item questionnaire. The American
Academy of Pediatrics recommends an EPDS score of 10 or
above as a cut off value to identify a positive screen of peri-
natal depression. The reported performance characteristics
at this cut-off point are: sensitivity of 0.81 and specificity
of 0.86 for detection of both major and minor depression
and a sensitivity of 0.917 and specificity of 0.77 for major
depression only (Cox et al., 1987). There is an urgent need
for better characterization of the disease process and devel-
opment of novel biomarkers for use in routine diagnostics
suitable for early identification of patients.
A preliminary dataset of 77 pregnant women was collected
containing antenatal EPDS scores (obtained at 24-28 weeks
of pregnancy) and a set of circulating hormonal signals of
pathogenic processes associated with depression as well as
genetic variants exhibiting single nucleotide polymorphisms
(SNPs) of genes previously associated with depression. The
aim is to identify relevant biomarkers and SNPs associ-
ated to perinatal depression to be collected in larger future
studies. Specifically, the response of interest is the ante-
natal EPDS score, and biomarkers include: IL-6 (pg/ml),
allopregnanalone (ng/ml) and its precursor progesterone
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Table 1. Percentage error pairs. Each column corresponds to a different example case. The first element of each pair corresponds to the
error for the marginalised predictive density, whereas the second corresponds to the maximum likelihood predictive density.
Fi = 1 Fi ∼ U (0.8, 1.2) Fi ∼ U (0.7, 1.3)
Feature 1 (14.543%, 28.38%) (29.014%, 64.603%) (31.078%, 100.17%)
Feature 2 (12.136%, 20.966%) (17.182%, 72.581%) (19.235%, 106.04% )
Feature 3 (14.529%, 31.03%) (12.116%, 89.269%) (12.856%, 94.032%)
Feature 4 (10.067%, 26.164%) (15.159%, 60.252%) (16.915%, 85.664%)
Feature 5 (5.9431%, 18.077%) (10.227%, 86.005%) (12.358%, 94.287%)
Feature 6 (11.968%, 27.708%) (12.441%, 64.447%) (14.107%, 101.1%)
(ng/ml), leptin (ng/ml) and brain derived neurotrophic factor
(BDNF) (pg/ml), while SNPs include: corticotropin releas-
ing hormone receptor type 1 (CRH-R1) rs242924 (G>T)
and rs173365 (A>G); serotonin transporter (SLC6A4)
rs6354 (G>T), rs2020936 (G>A), 5-HTTLPR (serotonin-
transporter-linked polymorphic region) S-allele; glucocor-
ticoid receptor (NR3C1) bcl1 (rs41423247, C>G). We set
SNPs to binary values for wild type and non wild type ge-
netic variations. For this preliminary study, we anonymize
these covariates, referring to them by their associated, un-
labelled length scales σi. Data is normalised to the unit
interval to ensure inputs are comparable.
We first motivate the use of the supervised GPLVM by
benchmarking against other standard methods. The mean
square errors in the EPDS scores averaged over 500 cross
validation random subsets consisting of 5 test points were:
37.3251 for a GP with ML estimates; 31.9501 for a ran-
dom tree; and 30.0016 for a supervised GPLVM with ML
estimates.
The same kernels are used in this example, and we use
Gamma priors, specifically Ga (2, 10) for all length scales;
Ga (2, 0.33) for θS ; and Ga (3, 0.02) for β. We ran four
chains for 3000 iterations each. Selected summary statistics
for the hyperparameter posterior distributions are given in
Table 2. Based on the ML estimates, one would conclude
that σ3 is a significant predictor for antenatal depression,
while the other inputs show low relevance. However, the
posterior analysis reveals that there is significant uncertainty
in every length scale, and contrary to ML analysis, we can-
not identify a significant subset of inputs due to the large
uncertainty. In addition, we also observed similar uncer-
tainties using empirical priors, where the prior mean was
chosen to be equal to the ML estimates for a random choice
of seed.
7. Discussion and concluding remarks
In models with strong correlations between parameters,
Gibbs sampling is known to perform poorly (Lawrence et al.,
2009). Strong correlations between variables can result in
Table 2. Summary statistics of the posterior distributions with ML
estimates for comparison.
ML Mean 95% credible interval
σ1 0.0034 21.1994 (3.241,57.797)
σ2 0.1907 19.1194 (2.350,54.803)
σ3 22.2445 20.9894 (3.488,54.395)
σ4 0.0117 20.9593 (3.759,56.413)
σ5 0.0051 21.2538 (3.876,58.183)
σ6 0.0015 21.5469 (3.060,54.754)
σ7 0.0014 18.0555 (1.597,51.817)
σ8 0.0011 18.9564 (2.990,51.713)
σ9 0.0030 21.8519 (3.880,56.888)
σ10 0.0624 18.0718 (2.623,53.283)
σ11 0.0020 21.7863 (3.162,61.481)
θ1 1.2858 20.7325 (1.832,55.323)
θs 0.2173 0.5313 (0.079,1.624)
β−1 0.0062 0.0593 (0.043,0.080)
inefficient mixing and slow convergence, and dependence
in hierarchical models can lead to local behaviour of the
tuning parameters, which cannot be adapted without break-
ing detailed balance. Through the use of a pseudo-marginal
scheme, the high correlations between latent variables and
hyperparameters are broken.
In recent years, deep learning has become a popular area of
research. Many deep learning models, such as deep Gaus-
sian processes, rely on variational approximations, both
for scaling to large data sets and for analytic tractability.
Although the methodology proposed here should readily
extend to many such models, when the parameter space is of
high dimension, we would suggest the use of a pseudo
Hamiltonian Monte Carlo scheme (Lindsten & Doucet,
2016).
By employing the KL divergence in the variational approxi-
mation, we underestimate the latent variable posterior vari-
ance. This does not affect the pseudo-marginal algorithm,
which has MC convergence guarantees. Of course, the
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closer the approximation is to the marginal, the faster the
chain converges. Similarly our predictions are unaffected as,
after taking advantage of pseudo-marginalisation to collapse
our Gibbs sampler, we sample the latent variables using
elliptical slice sampling.
Our scheme comes at the cost of an additional computa-
tional burden, increasing computational time from an order
of minutes to hours. The cost of our variational approxi-
mation can be reduced by using stochastic gradients, fewer
VB optimisation iterations, or performing the variational ap-
proximation less frequently. Whilst these changes will slow
the convergence of our Markov Chain, we had no problems
in our examples. Additionally, we can easily parallelise
our MCMC scheme, leading to a significant decrease in
computational time.
We presented simulated examples which demonstrate the
significant improvements which can be obtained through our
scheme, particularly in the poorly-specified examples when
point estimates of hyperparameters are insufficient. Addi-
tionally, we presented a case study for predicting Edinburgh
Postnatal Depression Scale (EPDS) scores given a set of cir-
culating hormonal signals of the pathogenic processes and
genetic variants exhibiting single nucleotide polymorphisms.
We found that whilst ML estimates strongly suggested a sig-
nificant input, our scheme demonstrated that the uncertainty
in these estimates is too great to reach this conclusion.
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