In the Anderson model on Z d , we consider a sequence of its finite volume approximation ͕H k ͖ k and construct a set of sequences composed of the eigenvalues and eigenfunctions of ͕H k ͖ in the localized region I which converge to those of H simultaneously. For its proof, Minami's estimate turns out to be important. This result implies that, in the localized region, each eigenfunction behaves almost independently around their centers of localization.
I. INTRODUCTION
The model we consider in this paper is the so-called Anderson model given by
where ͕V ͑x͖͒ xZ d are independent, identically distributed random variables on some probability space ͑⍀ , F , P͒ whose common distribution has the bounded density . It is well known that the spectrum of H is almost surely equal to the fixed set ⌺ ͑Ref. 6͒ ͑H͒ = ⌺ ª ͓− 2d,2d͔ + supp , a.s.
͑1.1͒
and we can find some intervals I͑ʚ⌺͒ such that the spectrum of H on I consists of densely distributed eigenvalues with exponentially decaying eigenfunctions ͑Anderson localization, Refs. 1,2͒. In this paper, we consider the sequence of boxes ⌳ 1 ʚ ⌳ 2 ʚ¯and the restrictions H k ª ͉H͉ ⌳ k with suitable boundary condition to approximate H. We show in Theorem 2.1 that the sequences suitably chosen from the set of eigenvalues in I and corresponding eigenfunctions of ͕H k ͖ k converge to those of H and vice versa. The motivation of this problem is to examine an intuition that the locations of eigenvalues of H in I are determined so that the eigenvalues of all different scales are compatible. We first fix notations. Notation . This procedure will cause no essential problems in our situation, for the elements of X͑͒ are not far apart from each other in Anderson localization. For an eigenvalue E of H, we pick the corresponding eigenfunction and let X͑E͒ = X͑͒, x͑E͒ = x͑͒. In the case of degeneracy, we fix eigenfunctions along some procedure. For a box C ʚ ⌳, we say ͑respectively E͒ is localized in C iff x͑͒ C ͓respec-tively x͑E͒ C͔. ͑6͒ For the Hamiltonian H = H ⌳ , interval J͑ʚR͒, and a box C͑ʚ⌳͒, we define
N͑H,J,C͒ ª E͑H,J,C͒.
We consider the following assumption for an interval I = ͑a , b͒͑ʚ⌺͒.
Assumption
We can find p͑Ͼ4d͒, ␥ Ͼ 0 such that
Assumption is known to hold for some regions ͑band edges, extreme energies, etc.͒ in ⌺, and by which we can deduce that Anderson localization holds on I via the multiscale analysis. 10 Take 
II. CONVERGENCE OF EIGENVALUES AND EIGENFUNCTIONS
Let ⌳ k ª ⌳ L k ͑0͒ be the box with size L k centered at the origin and let H k ª ͉H͉ ⌳ k with periodic boundary condition. Let
be boxes in ⌳ k . We further take any 0 Ͻ ␥ЈϽ ␥ and let 
with the following property. Let Proof: We first consider the following event. 
k ͒ and cover I by overlapping intervals ͕I j ͖ j . We consider the following events.
For ⍀ k , the minimum spacing of the eigenvalues of H k is larger than d k . By Minami's estimate, 7 we have
so that ⍀ 0 ª lim inf k→ϱ ⍀ k satisfies P͑⍀ 0 ͒ = 1, and hence for ⍀ 0 we can find k 0 ͑͒ such that
͒ for large k, we can iterate this procedure. On the other hand, elements in
the ones which first appear in the ͑k +1͒th step, which we denote
Then the set of all eigenvalues we have up to the kth step is given by ഫ l=K͑͒ k ͕E͑j ; l , k͖͒ j=1 N l , where we set 
Proof of Claim 1: Let P be the spectral projection of H k+1 corresponding to I͑E , ⑀ k−1 ͒. Then we have = P / ʈPʈ l 2 ͑⌳ k+1 ͒ and by the argument of the proof of Lemma 3,
, l͒ is an eigenvalue of H with j,l corresponding to normalized eigenfunctions. X͑E͑j , l͒͒ ʚ ⌳ l follows from the following claim.
Claim 2: We can find k 0 = k 0 ͑␣ , d , ͒ with the following properties. If k ജ k 0 , and if Taking k 0 ͑␣ , d , ͒ large enough with ͉͑⌳ k ͉ +1͒e −2L k−1 Ͻ 1 leads us to a contradiction. ᮀ To show the converse statement, we pick E E͑H , I K͑͒ ͒ and take k large enough with x͑E͒ 
APPENDIX
We collect the basic facts used in this paper, whose proofs are only sketched or omitted, for they are elementary or already given elsewhere ͑e.g., Refs. 3, 5, 8, and 9͒.
The following two lemmas give us the exponential decay of eigenfunctions away from their center of localization. 
Idea of proof:
Let M ª N͑H k , J , D k ͒ and let P be the spectral projection of H k+1 corresponding
