It is shown that, under some mild technical conditions, representations of prime numbers by binary quadratic forms can be computed in polynomial complexity by exploiting Schoof's algorithm, which counts the number of F q -points of an elliptic curve over a finite field F q . Further, a method is described which computes representations of primes from reduced quadratic forms by means of the integral roots of polynomials over Z. Lastly, some progress is made on the stillunsettled general problem of deciding which primes are represented by which classes of quadratic forms of given discriminant.
Introduction
Let Q(x, y) = ax 2 + bxy + cy 2 be a binary quadratic form having integer coefficients, and with discriminant ∆ = b 2 − 4ac. Although the problem of finding integral solutions of the equation
to proceed by splitting polynomials modulo p. Further, there are still many computational obstacles before explicit representations may be obtained.
In this direction, Schoof's computational strike [30] , by exploiting the connection between quadratic forms and elliptic curves, allows us to solve Problem 1 when m is prime, in polynomial complexity (possibly under some technical condition), the complexity depending on the size of m.
The paper is organized as follows. Section 2 summarizes the background of quadratic forms, to put this subject into context. Section 3 deals with the connections between ideals, quadratic fields, and elliptic curves. Section 4 addresses some computational aspects for computing square roots modulo prime numbers, in particular using Schoof's algorithm to count the number of points of elliptic curves over finite fields. Section 5 presents a new algorithm to compute the representation of primes by reduced quadratic forms. Section 6 comments on the partition of primes into classes of representability, with some examples. Section 7 is devoted to conclusions and comments on future work.
Preliminaries
Throughout this paper, primitive binary quadratic forms Q(x, y) alone will be considered. A form ax 2 + bxy + cy 2 will also be denoted (a, b, c), and its discriminant ∆ = b 2 − 4ac will always be assumed to be either square-free, or 4 times a square-free integer; set D = ∆ if ∆ = 1 mod 4, and D = the Galois group of K over Q. Two forms Q 1 (x, y) and Q 2 (x, y) with the same discriminant ∆ are equivalent if integers p, q, r, and s exist such that Q 1 (x, y) = Q 2 (px + qy, rx + sy) and ps − qr = ±1, and are properly equivalent if ps − qr = 1, [14, §157] . That is, all properly equivalent quadratic forms are produced by the action of the special unimodular group P SL(2, Z) of 2-dimensional matrices on one of them [24, Theorem 3.7, p.116] . The action of this group partitions the set of quadratic forms with the same discriminant ∆ into a finite set of h K proper equivalence classes [24, Theorem 3.7, p.116 ]. The class number h K is equal to the number of ideal classes of K [13] . Each class of properly equivalent quadratic forms is identified by some reduced form ax 2 + bxy + cy 2 , that is, forms whose coefficients satisfy the condition
Positive definite reduced forms have |b| ≤ In either of these two cases, the equivalence class representative is chosen so as to have a non-negative center coefficient, consequently if ∆ < 0 every form is equivalent to a single reduced form (see [4, p.17] ).
Whereas if ∆ > 0, each class C i , i = 1, . . . , h K , of properly equivalent reduced forms consists of an even number P i (∆) of forms [14, 32] , usually P i (∆) > 2, when these cardinalities P i (∆) are large, the representation problem is more laborious. The explicit value of the period of a class C j is given as a theorem, which is taken without proof from [32, p.111 ], see also [28] .
Theorem 1. The period of a class C j is equal to the period of the continued fraction representing the positive
root Ω of the quadratic characteristic polynomial at 2 + bt + c associated to any quadratic form (a, b, c) in class
It follows that the length of any period is upper bounded by ∆ 2 ln(∆), [16, p.329-337] ). Since every known method for computing these periods is of non-polynomial complexity in the size of the discriminant, the direct continued fraction development of Ω is a non-polynomial.
It should be remarked that, although of comparable size, the periods may be quite different. As an example, consider the three classes (or periods) C 1 , C 2 , and C 3 of reduced quadratic forms of discriminant 4 · 7565, which correspond to the three classes of ideals in the quadratic field Q( √ 7565) of class number h K = 3. These classes are fully reported in Table 1 , along with the periods of the continued fraction of Ω in the columns labelled α, containing, the positive roots of the characteristic polynomial associated with the first quadratic form in each class (see [11, p.127] ). Furthermore, the coefficients in the columns with header the values of Ω define the linear transformations An immediate consequence of this Lemma is Lagrange's result, given above as Lemma 1. It is worth recalling that different classes of improperly equivalent quadratic forms represent the same set of primes. However, Cheboratev's theorem implies that the set of primes represented by the quadratic forms of the same discriminant is equally partitioned, in the sense that the relative density of primes represented by one out of the h K properly inequivalent classes is 1 h K .
Gauss's composition of two forms Q 1 (x, y) = (a 1 , b 1 , c 1 ) and Q 2 (x, y) = (a 2 , b 2 , c 2 ), having the same discriminant ∆, produces a quadratic form Q 3 (x, y) = (a 3 , b 3 , c 3 ) with the same discriminant and such that Q 1 (x 1 , y 1 )Q 2 (x 2 , y 2 ) = Q 3 (x 3 , y 3 ), if x 3 and y 3 are chosen as suitable bilinear functions of the pairs of variables (x 1 , y 1 ) and (x 2 , y 2 ). Several composition methods are known: Appendix A reports Arndt's algorithm from [4] without proof.
Gauss's composition gave the set of classes of reduced forms a group structure, which turns out to be isomorphic to the class group of Q( √ ∆), that is, isomorphic to the class group of field ideals.
Genera
Let r be the number of different odd prime divisors of D. For each D, and every m relatively prime to D = r i=1 q i , the Jacobi characters are defined as
When D = 2, 3 mod 4, the missing character χ 1 (m) is defined as follows (see [7, Lemma 5, p .253])
, here sgn(m) means "the sign of m", and when D < 0, it is understood that m > 0.
The finite set of classes of quadratic forms is further partitioned into a finite set of subsets, called genera. Each genus is identified by the same set of Jacobi characters, that is a block of r consecutive ± signs. Every prime p yielding the same set of characters (3), which may be rewritten as 
Quadratic fields, Ideals, Elliptic curves
The correspondence between quadratic forms and ideals of quadratic fields offers an alternative approach to the composition of forms, which explicitly discloses the group structure of the classes of quadratic forms. Let a 1 , a 2 , . . . , a s be elements of a field F. An ideal I = a 1 , a 2 , . . . , a s of F is defined as the set
When we consider a quadratic field K, any ideal I is identified by a pair of elements of O K , and written as a, b . If I = a, ab , it is specified by the single element a, and is called principal ideal.
Since any principal ideal is of the form a, ab and consists of the multiples of a single element a ∈ K, it is also represented as a = {ax :
The product of two ideals is defined as a, b c, d = ac, ad, bc, bd and the following simplification rules can be used to reduce the expression with four terms to the standard form A, B :
Since, by definition, a, b = b, a , and a, b = a, b + λa , with λ ∈ K, these rules can be iteratively applied to produce a canonical form for the ideal a, b = e f, g + √ D , with f, g positive rational integers satisfying the condition g < f [12] . Given an ideal I = a, b the elements of K can be partitioned into a finite number of classes. Each class, denoted c + I, is defined as the set 
Proof. The coefficients of Q I (x, y) are integers, because I strictly divides both a and b by definition, thus I divides a+ b , and it follows that N K (I) strictly divides aσ(a), bσ(b), and (aσ(b)+ bσ(a)).
Note that, in this correspondence between quadratic forms and ideals, the product of ideals corresponds to the composition of the corresponding quadratic forms [8] .
A property of this correspondence between ideals and quadratic forms is expressed as a lemma.
Lemma 3 ([8])
. Equivalent ideals are associated, through equation (4) , to quadratic forms of the same class.
Proof. An ideal, equivalent to I = a, b , is obtained as e I for e ∈ K. The conclusion follows because
and the chain of identities
Ideals and Hilbert class fields
The Hilbert class field L of K is an unramified extension of degree h K such that every non-principal 
Theorem 3. Every rational prime p that splits in K (i.e. the ideal p splits into a pair of principal ideals) fully splits in the Hilbert class field of K.
The field L is specified by a root α of an irreducible polynomial h K (x) of degree h K over K, the Hilbert
it is Abelian and coincides with the Galois group of the Hilbert class polynomial h K (x) with respect to K; in particular, h K (x) is solvable by radicals. L is a normal extension of Q defined by a root of an irreducible polynomial H K (x) over Q of degree 2h K . In particular, dealing with imaginary quadratic fields, there is an interesting connection between lattices, elliptic curves, elliptic functions, and a special Hilbert polynomial defining L.
Imaginary quadratic forms and Elliptic curves
Let {1, ω} be an integral basis for K. Consider the lattice Γ(∆) = {n + mω|n, m ∈ Z}, which is identified with the maximal order O K , and is left invariant by the modular P SL(2, Z) of 2×2 matrices with integer coefficients and unit determinant. Besides this natural group of endomorphisms, the lattice is also left invariant by a proper complex factor θ, that is θΓ(∆) = Γ(∆); i.e. {1, ω} and {θ, θω} generate the same lattice.
The lattice is linked to the Weierstrass function ℘(z), which is a doubly periodic function, that is
, and satisfies the differential equation
This equation shows that ℘(z) can be used to parametrize the elliptic curve E(C| 0 ) of equation
The constants g 2 and g 3 depend only on the lattice Γ(∆), thus they are invariant under the endomorphisms of the lattice, and may be used to define two special invariants: namely, the form D(Γ) = g 3 2 − 27g 2 3 , which is the discriminant of the cubic polynomial divided by 16, and the -invariant (Γ) = 
and z = ω in q = e 2πiz is related to the complex multiplier.
The elliptic curve is connected, via the lattice Γ(∆), to the quadratic form x 2 + (ω +ω)xy + ωωy 2 which is principal, and defines a metric on the lattice. The links between imaginary quadratic fields, quadratic forms, and elliptic curves are illustrated in Figure 1 . Two points should be noted:
1. The equation of an elliptic curve E(L| 0 ) with complex multiplication in O K , and with assigned -invariant  0 ∈ L, may be written as
if  0 = 0, 1728; while if the -invariants are 0 and 1728, the elliptic curves, clearly defined over Q, have equations y 2 = 4x 3 + 1 and y 2 = 4x 3 + x, respectively. (5) and may be approximated with sufficient precision, as described in [30] , with complexity O(1) with respect to ∆. Schoof also showed that h K can be computed in O(∆ 1+ǫ ), and the Hilbert polynomial h K (x) can be computed with complexity O(∆ 2.5+ǫ ) for every ǫ > 0.
Solving Q(x, y) = m
Given an odd prime p such that (∆|p) = 1, a form with discriminant ∆ trivially representing p is obtained as p, b 1 ,
, where b 1 is a solution of the modular equation b 2 = ∆ mod p such that
Square roots. Consider the computation of a square root of ∆ mod p. When p = 3 mod 4, the task is feasible with deterministic polynomial complexity, since we have
mod p. When p = 1 mod 4 the task is harder. However, an efficient probabilistic method is offered by the CantorZassenhaus algorithm for factoring polynomials over finite fields [5] , which performs the task with complexity O(log 2 p). Alternatively, assuming that the Hilbert class polynomial of Q( √ ∆) is known, the square root can be computed with deterministic polynomial complexity of order O((log 2 p) 9 ) [30] by means of Schoof's algorithm, which counts the number of rational points of an elliptic curve over a finite field F q . For the sake of easy reference, the way in which Schoof's algorithm is exploited is briefly recalled.
Assume that ∆ is negative and let L be the Hilbert class field of the imaginary quadratic field Q( √ ∆).
An elliptic curve E(L| 0 ) modulo a prime ideal p ⊂ O L , which is a factor of the ideal pO L , is an elliptic curve E(O L /p| 0 ) over the Galois field F q = O L /p of remainders modulo p. Let κ denote a prime ideal factor of pO K , and let ℓ p be the minimum factor of h K such that κ ℓp is a principal ideal in K.
The order of F q is equal to N L (p) = p ℓp . When ℓ p > 1, the Hilbert class polynomial, or one of its irreducible factors modulo p (of degree ℓ p ), is used to define F q . The number of 
, thus we have
Writing π = a + bω, it is immediately seen that 2a + b(ω +ω) = a q , which, together with q = a 2 + (ω +ω)ab + (ωω)b 2 , allows a and b to be computed as
Notice that, considering the expression for b modulo p, we get √ ∆ mod p as
Remark. When ∆ is positive, this formula can be used to compute
Remark. In his book [9] , David Cox debates the general problem of establishing whether p is represented by a principal quadratic form of the kind x 2 + ny 2 , where n is a natural number possibly divisible by squares. His conclusion [9, Theorem 9.2, p. 180] is that p is represented by a principal form of discriminant ∆ < 0 if and only if (∆|p) = 1, and there is an irreducible monic polynomial f ∆ (x) with integer coefficients that has a linear factor modulo p. The above arguments illustrate the situation also when p is representable by a non-principal quadratic form. The conclusions are more general than Cox's, but are limited to (square-free) field discriminants.
An algorithm
Solving equation (1), i.e. solving Problem 1, is a different matter compared to the problem solved in the previous section, because the quadratic form is given. However, an algorithm can be devised [32] which is based on the above procedure and Gauss's reduction algorithm [22] .
Given a quadratic form
ax 2 + bxy + cy 2 and an integer m = s i=1 p α i i decomposed into its prime power factors, the following algorithm returns a representation (x o , y o ) of m by (a, b, c), or a failure if m cannot be represented.
Algorithm G
Step 1: Via Gauss's reduction algorithm, find a reduced quadratic form AX 2 + BXY + CY 2 properly equivalent to ax 2 + bxy + cy 2 and the corresponding linear transformation
Step 2: For every i between 1 and s, Step
Step
Otherwise STOP and output FAILURE.
Step 6: Combine T 1 and T 2 , and finally obtain the representation of m by ax 2 + bxy + cy 2 as
Gauss's reduction algorithm may found reported in a clever form in [22, p. 69-74 ] , distinguishing between positive and negative ∆, since the algorithm forms are slightly different.
The Algorithm G works for both positive and negative discriminants, although, for the case of positive discriminants, it may require a burden of computations to determine whether a reduced form G ℓ X 2 + F ℓ XY + H ℓ Y 2 stays in the same equivalence class of Ax 2 + Bxy + Cy 2 , which is trivial for negative discriminants.
Algorithm G gives at least a representation of m, provided that one exists. In general, the number of representations of m is larger than 2 when m is composite.
An alternative method
The connection between binary quadratic forms and elliptic curves, briefly mentioned above, provides the setting necessary to describe an alternative, and in some ways more direct, method for solving the equation Q(x, y) = p, with p an odd prime and Q(x, y) a reduced quadratic form of discriminant ∆, when solvable (i.e. solve part 2 of Problem 1). The method exploits Proposition 1. Proof. Let 1, ω be the principal ideal of O K associated to the principal form Q 0 (x, y) which also defines the norm in Q( √ ∆), and let I a 1 , . . . , I a h K −1 , with I a i = a i , β i + ω , be the ideals of O K having norm a i [4, Chapter 6], associated to Q 1 (x, y), . . . , Q h K −1 (x, y) respectively. Since there is an isomorphism between the ideal class group of O K and the proper equivalence classes of forms of discriminant ∆, it follows that q = p ℓp is properly represented by the principal form Q 0 (x, y), i.e. q = ππ for some π = u + ωv ∈ O K . This representation can be obtained directly using equation (8) if ∆ < 0. Otherwise it can be obtained by reducing the quadratic form qx 2 + 2bxy + b 2 −∆ q y 2 , that represents q trivially, to the norm form x 2 + (ω +ω)xy + ω ·ωy 2 . The coefficient b is the square root of ∆ modulo q and can be obtained by the Hensel lifting of the square root of ∆ modulo p, which can be easily obtained as described by the remark immediately following equation (8) . The reduction is straightforward since the criterion is to get a quadratic form with minimum middle coefficient, i.e. either 0 or 1.
Recalling equation (4), the non-principal quadratic form Q i (x, y) can be written as a ratio of two norms
from this it follows that
for suitable x 0 , y 0 ∈ Z. Observing that π a iπ a i = a ℓp i , we obtain the identity
where π a i ∈ O K is a generator of the principal ideal I ℓp a i whose norm is a ℓp i . An explicit expression for π a i is obtained by computing the ℓ p -power of I a i = a i , β i + ω . In conclusion, a representation Q i (x 0 , y 0 ) of p is obtained by solving a Diophantine system of two equations in two unknowns, i.e.
by computing the integer root of a polynomial.
Problem 2 with small h K
The solution of Problem 2 presents marked differences between negative and positive discriminants, differences that will be analyzed separately before proving a theorem covering all cases.
Positive discriminants. When the discriminant ∆ is positive, the class number h K of the quadratic field K = Q( √ ∆) is greater than 1, and the number of reduced quadratic forms in each proper equivalence class is greater than 2, the problem of determining whether a quadratic form is principal can be tackled in several ways. Two possible approaches will be described: the first is based on continued fractions, the second on Theorem 5 below. 
The periodic continued fraction representing
satisfies the following properties, see [16] :
1. S is periodic with period T .
2. |∆ i | < 2 √ ∆ for every i.
4. All integers of absolute value less than √ ∆ which are represented by the principal forms occur in a period of the sequence S.
The above properties offer a criterion for testing whether a quadratic form is principal [22] . 
2.
The second criterion is a consequence of the following theorem. 
Negative discriminants.
Recalling that the number of imaginary quadratic fields with given class number h is finite (a circumstantial proof of this, which Gauss hypothesized, is given in [33, 15] ), the complete list of fields for class number 1 is given in Table 2 below, while the compleste lists [31] for class numbers 2, and 3 are given as Tables 3, 4 , 5, 6, and 7.
Let p be an odd prime represented by some quadratic form of discriminant ∆. Given the quadratic
, when h K ≤ 6, excluding 5, the joint use of the Hilbert class polynomial h K (x) and genus theory allows us to identify the equivalence class representing p without computing the representation of p, as shown in Theorem 6 below.
To check the full factorization of h K (x) mod p in polynomial complexity, operatively, we compute -If a(x) = h K (x) then p is represented by the quadratic forms of some non-principal class. Proof. The different cases, corresponding to different values of the class number, will be addressed in order:
Since the class number is even, the discriminant ∆ is certainly composed; thus we necessarily have two genera, which are identified by different values of Jacobi characters. In this case, also splitting [29, p.390 ] the Hilbert class polynomial h K (x) may be used to separate all primes represented by the principal and non-principal forms into two sets.
Since the class number is prime, there is a single Jacobi character, which is trivial, and there is only a single genus. The separation of representable primes is obtained by splitting the Hilbert class polynomial h K (x); they are partitioned only into two sets, precisely -the set of primes p represented by the quadratic forms of the principal class, which are identified by the full splitting of h K (x) modulo p;
-the set of primes p represented by the quadratic forms of the remaining two proper equivalence classes that are composed by forms improperly equivalent, and are identified by the fact that
Since there are two non-isomorphic groups of order 4, the cyclic group and the Vierergruppe, there could be two different kinds of class groups with different genera, correspondingly, representable primes are differently partitioned:
-class group isomorphic to the Vierergruppe Z 2 × Z 2 : each class is self-reciprocal, and there are four genera. Thus representable primes are separated into four sets, one set for each proper equivalence class of quadratic forms, by the Jacobi characters.
-class group cyclic of order 4: due to the group structure there are only two self-reciprocal proper equivalence classes of quadratic forms and two genera, thus two Jacobi characters. Representable primes are partitioned into three sets, using the Jacobi characters and the factorization of h K (x). Two sets concern the principal genus composed of the principal class and the self-reciprocal proper equivalence class. The third set corresponds to the second genus which comprises two proper mutually reciprocal equivalence classes.
Alternatively, the separation can be achieved using only the splitting of the Hilbert class poly- 
An example
A significant example illustrating most of the issues concerning the partition of primes into representability classes is offered by the smallest positive discriminant 82, [7, Table III , page 271] of class number h K = 4. Let α denote a root of x 2 − 82; the fundamental unit in K = Q(α) is 9 + α which has norm −1, and the class group is cyclic of order 4. The four classes of properly inequivalent quadratic forms are only partitioned into two genera, thus Jacobi characters cannot separate totally the whole set of representable primes, a target that is achieved using factorization of the Hilbert polynomial.
The non principal ideals are π 2 = (2, √ 82), π 3 = (3, 1 + √ 82) and its conjugateπ 3 = (3, 1 − √ 82), to which are associated the reduced quadratic forms 2x 2 − 41y 2 , 3x 2 − 2xy − 27y 2 , and 3x 2 + 2xy − 27y 2 , respectively. The Hilbert class polynomial is defined over K = Q(α)
tioned into three subsets of primes represented by the forms x 2 − 82y 2 (principal), 2x 2 − 41y 2 , and 3x 2 ± 2xy − 27y 2 , respectively. The smallest primes represented by the three improperly inequivalent forms are: Note that each genus contains two quadratic forms, that is {x 2 − 142y 2 , 2x 2 − 41y 2 } is the first genus identified by the signature (++), and {3x 2 ± 2xy − 27y 2 } is the second genus identified by the signature (−, −). The Hilbert class polynomial must be used to separate the primes between P 1 and
This example is completed, using the alternative method described in Section 5 by computing a representation of the prime p = 8081 belonging to P 2 which implies that 2 x 2 − 41 y 2 = 8081 is solvable in Z. The prime 8081 splits into two non-principal ideals of K, namely, π = 8081, 2737+ √ 82
and its conjugate. The ideal square π 2 = 8081 1, √ 82 is principal, which means that 8081 In conclusion, the representation x o = 65, y o = 3 of 8081 is produced.
The computation of a representation of a prime in class P 3,4 may illustrate the method more clearly.
Consider the prime p = 239347 that belongs to class P 3,4 since its signature is ( which has two rational roots x = ±286, to which correspond two ys, i.e. y = ±145.
Conclusions
The computational problem of representing a prime p by some reduced quadratic form Q G (x, y) of discriminant ∆ is solved by exploiting the Gauss reduction algorithm, and this solution has deterministic polynomial complexity O((ln p) α ), with α ≤ 9, when Schoof's algorithm is used to compute the square root of ∆ modulo p. If the problem is to represent p by a specific quadratic form Q(x, y) of discriminant ∆, once the representation of p by Q G (x, y) has been obtained, it is necessary to find (provided that it exists) the linear transformation between Q(x, y) and Q G (x, y). At this point the cases of negative and positive ∆s are slightly different. When ∆ is negative, the reduced form of Q(x, y) coincides with Q G (x, y) and the related linear transformation solves the problem. When ∆ is positive, the set of reduced forms may contain more than a single quadratic form, thus a further step is required to find the linear transformation sending the reduced form of Q(x, y) to Q G (x, y).
An alternative way fto compute the representations of prime numbers has also been shown, which is equivalent to finding an integer root of a polynomial. This solution is particularly attractive when the class number is small and in any case avoids searching within a set of reduced forms.
As regard the problem of deciding which equivalent class of quadratic forms represents a given prime, a computational algorithm, based on Jacobi characters and the splitting of Hilbert class polynomials, is described. on the observation that a composite m has a multiplicity of representations, is almost straightforward.
Appendix A: Gauss's composition
Given two quadratic forms (a 1 , b 1 , c 1 ) and (a 2 , b 2 , c 2 ) with the same discriminant ∆, the composed form is
2 , n = gcd{a 1 , a 2 , β}, and t, u, v are chosen to satisfy d = ta 1 + ua 2 + vβ.
x 3 and y 3 are given by the equation
By the composition rule, the set of quadratic form classes is a group, that is, composing any quadratic form of one class with any quadratic form of another class, a quadratic form of a third, and the same, class is always obtained. This group is isomorphic to the ideal class group of the quadratic field 
