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Abstract
In this paper, we propose a multi-task learning-based frame-
work that utilizes a combination of self-supervised and su-
pervised pre-training tasks to learn a generic document rep-
resentation. We design the network architecture and the pre-
training tasks to incorporate the multi-modal document infor-
mation across text, layout, and image dimensions and allow
the network to work with multi-page documents. We show-
case the applicability of our pre-training framework on a va-
riety of different real-world document tasks such as document
classification, document information extraction, and docu-
ment retrieval. We conduct exhaustive experiments to com-
pare performance against different ablations of our frame-
work and state-of-the-art baselines. We discuss the current
limitations and next steps for our work and make the code
available to promote future research in this direction.
1 Introduction
In the era of digitization, most businesses are turning to-
wards leveraging artificial intelligence (AI) techniques to ex-
ploit the information contained in business documents. Tra-
ditional information extraction (IE) approaches utilize Nat-
ural Language Processing (NLP) methods to process the in-
formation from documents expressed in the form of natural
language text (Manevitz and Yousef 2001). However, doc-
uments contain rich multi-modal information that includes
both text and the document layout. The document lay-
out organises the textual information into different formats
such as sections, paragraphs, tables, multi-column etc. util-
ising different font-types/colors/positions/sizes/styles. Fur-
ther, important visual cues are also indicated through fig-
ures/charts/logos etc. and the overall document page appear-
ance. In general, information in a document spans over mul-
tiple pages which gives rise to a variety of complex docu-
ment layouts that can be observed in scientific articles, in-
voices, receipts, emails, contracts, presentations, blogs, etc.
Analyzing and understanding these documents is a chal-
lenging endeavor and requires a multi-disciplinary perspec-
tive combining NLP, computer vision (CV), and knowledge-
representation to learn a generic document representation
suitable for different downstream applications (DI 2019).
Recent approaches towards document analysis have ex-
plored frameworks that utilize information from document
∗Equal Contribution
text, document layout and document image in different ca-
pacities (Majumder et al. 2020; Katti et al. 2018; Yang et al.
2017) for specific document tasks. (Majumder et al. 2020)
have proposed joint training of document text and structure
for the task of IE from form-like documents, while (Yang
et al. 2017) combine text and image information for the
task of semantic segmentation of documents. Their proposed
frameworks optimize the network performance with respect
to downstream task which are not suitable for other tasks.
To address this limitation, (Xu et al. 2020) proposed a pre-
training technique based on the BERT transformer architec-
ture (Devlin et al. 2018), to combine text and layout informa-
tion from scanned documents. They showcase applicability
of their pre-trained network on different downstream tasks
further utilizing the image information during fine-tuning for
each task. Although (Xu et al. 2020) presents a pre-trained
framework to learn document representation, there are two
limitations to their approach - (i) the framework only allows
for single page documents and (ii) proposed pre-training
tasks cannot utilize image information for learning docu-
ment representation. In the real-world scenario, multi-page
documents are common with different pages potentially con-
taining different information across text, layout, and image
dimensions. Also, the page image captures the overall lay-
out beyond the appearance of text tokens in the document.
Thus, for serving different documents tasks, a unified pre-
training framework that learns a generic document repre-
sentation from all three modalities and works on multi-page
documents is necessary.
In this paper, we propose such a generic document repre-
sentation learning framework that takes as input the docu-
ment text, layout, and image information applicable to dif-
ferent document tasks. Specifically, we encode the multi-
modal document information as - (i) text and position em-
beddings similar to BERT (Devlin et al. 2018) (ii) text token
2D position embeddings to capture the layout, (iii) text token
image embeddings to capture their appearance, and (iv) doc-
ument page image and position embeddings to learn the doc-
ument representation capable of handling multi-page doc-
uments. In order to handle large token sequences courtesy
of multi-page documents, we utilize the Longformer model
proposed by (Beltagy, Peters, and Cohan 2020) as the back-
bone of our framework which introduces an attention mech-
anism that scales linearly with the sequence length. Follow-
ar
X
iv
:2
00
9.
14
45
7v
1 
 [c
s.C
L]
  3
0 S
ep
 20
20
Figure 1: Applicability of our framework on multi-page documents for different downstream tasks - (a) Document Classification
(b) Information Extraction (c) Document Retrieval
.
ing the work of (Xu et al. 2020), we utilize the Masked
Visual Language Modelling (MVLM) task and a document
classification task that enforces the joint pre-training of all
the input embeddings. To further ensure the network learns
from the image embeddings, we introduce two additional
self-supervised pre-training tasks in our framework - (i) doc-
ument topic modeling (DTM) and (ii) document shuffle pre-
diction (DSP). Similar to the work of (Cosma et al. 2020),
we mine the latent topics from the document text and train
our framework to predict the topic distribution using only the
document page image embeddings for the task of DTM. On
the other hand, DSP involves shuffling the page image or-
der while keeping the other embeddings intact for randomly
sampled documents during training to identify if the docu-
ment is tampered with. While DSP task enforces the joint
pre-training of the image embeddings with the text and lay-
out embeddings, DTM task helps to learn richer page image
embeddings. As explored by different approaches in prior art
(Ruder 2017), we employ a multi-task learning framework
to simultaneously train multiple objectives of the different
pre-training tasks to learn shared representations across the
text, layout, and image modalities of the documents. We
train our network on the publicly available ArXiv dataset
(Arxiv 2020) which contains millions of research articles
spanning a variety of STEM domains such as mathematics,
physics, computer science, etc.
Fig. 1 signifies the applicability of our pre-trained em-
beddings for different document tasks. We evaluate the per-
formance of our framework on the following tasks and
datasets - (i) Form Understanding and IE from scanned
forms (FUNSD dataset) (Guillaume Jaume 2019) (ii) Docu-
ment Classification (RVL-CDIP dataset and ArXiV dataset)
(Harley, Ufkes, and Derpanis 2015; Arxiv 2020) (iii) Table
Token Classification (Gao et al. 2019) and (iv) Document
Retrieval (Arxiv 2020). We conduct an exhaustive set of ex-
periments to analyze the performance of our pre-trained em-
beddings against state-of-the-art (SOTA) baselines and abla-
tions of our framework. We’re able to beat the SOTA base-
lines trained on comparable dataset size and network param-
eters for most of these tasks. In summary, the main contri-
butions of this work are:
• We introduce a self-supervised, multi-task learning
framework that combines information across text, layout,
and image modalities to learn a generic document repre-
sentation applicable to different document tasks.
• We introduce topic-modeling and document shuffling as
self-supervised tasks in addition to BERT pre-training
tasks (Devlin et al. 2018) in our multi-task learning frame-
work to learn shared representations across document
text, layout, and image modalities.
• Our proposed framework works with multi-page docu-
ments in contrast to most of the prior-art approaches
which are limited to single-page documents.
• We conduct exhaustive experiments to compare perfor-
mance against different ablations of our framework and
SOTA baselines to showcase the applicability of our
framework on different document tasks.
2 Approach
In this section, we describe the details of our proposed archi-
tecture. We start by briefly reviewing the Longformer archi-
tecture (Beltagy, Peters, and Cohan 2020), and introduce the
modifications incorporated to encode rich visual, text, and
layout information present in multi-page PDF documents.
Finally, we describe the multi-tasking framework used for
pre-training our architecture.
2.1 The Longformer model
Transformer based architectures such as BERT (Devlin et al.
2018) & RoBERTa (Liu et al. 2019) use multi-layered
bi-directional self-attention and pre-train on large scale
datasets to learn encoder representations. However, the self-
attention mechanism scales quadratically in terms of com-
putational and memory requirements. To address these con-
straints, Longformer (Beltagy, Peters, and Cohan 2020) in-
troduced a combination of local windowed attention and
task motivated global attention mechanisms that scales lin-
early with sequence length. The LongformerBASE architec-
ture pre-trains Masked Language Modelling (MLM) from
the RoBERTaBASE checkpoint (Liu et al. 2019) with se-
quence lengths up to 4096 which is significantly higher than
the BERT pre-training sequence length of 512 tokens. This
makes the Longformer architecture ideal for encoding multi-
page documents where a few pages can usually amount to
over a few thousand tokens. For our network, we use the
LongformerBASE variant that has 12 layers and a sliding win-
dow attention of length 512.
Figure 2: Demonstration of the proposed architecture encoding two sample pages from a PDF document. At each time-step,
the input to the architecture is a text token t, page id p, bounding box coordinates (x0, y0, x1, y1), and the entire page image
corresponding to the token. The network encodes the token, layout and image inputs through the Longformer architecture and
encoded representations are used by multiple tasks for prediction to compute the loss during training.
2.2 The Proposed architecture
Figure 2 showcases our proposed network architecture. For
a multi-page document we parse its constituent tokens using
standard parsers such as (PdfPlumber 2020; PyOCR 2020)
and store the token text and the corresponding bounding
boxes along with the page numbers and page images. Ev-
ery document is encoded as a sequence of tokens t ∈ Z, 0 ≤
t < nv , page numbers p ∈ Z, 0 ≤ p < np, bounding box
coordinates (x0, y0, x1, y1), and the image of the entire page
corresponding to the given token; where nv is the vocab size,
np is the maximum number of page embeddings; (x0, y0)
are the coordinates for the upper left and (x1, y1) are the co-
ordinates for the lower right corner of the bounding box, and
h = y1 − y0, w = x1 − x0 capture the height and width of
the bounding box respectively. We use four embedding lay-
ers to encode the layout information: X dimension (x0, x1),
Y dimension (y0, y1), h and w. Embeddings from the same
dimension share the embedding layers.
Novel to our approach, we use a ResNet-50 (He et al.
2016) architecture combined with Feature Pyramid Network
(FPN) (Lin et al. 2017) to generate multi-level image embed-
dings for the given page corresponding to each token. For an
image of size (u, v), the Resnet+FPN layer produces feature
maps of size (u
′
, v
′
). The bounding boxes (x0, y0, x1, y1)
which are originally in range x ∈ Z, 0 ≤ x ≤ u &
y ∈ Z, 0 ≤ y ≤ v are linearly scaled to match the fea-
ture map dimension (u
′
, v
′
) respectively. We select the fi-
nal layer of the FPN network which has the highest seman-
tic representations. To generate the final image embedding
corresponding to the region indicated by the bounding box
coordinates, an RoI pooling operation (Dai et al. 2016) is
performed on the page image feature map with an output
size of 1 × 1 using the interpolated bounding box coordi-
nates. RoI pooling operation is widely used in object de-
tection frameworks to pass multiple region proposals gen-
erated by the network through a single feature map and ex-
tract fixed-sized embeddings. Using RoI pooling allows us
to efficiently select from the page feature map, the embed-
dings for the regions indicated by all the bounding boxes for
each token, for a particular page. For each token, we also
pass the corresponding page number through an embedding
layer initialized using sinusoidal embeddings, as described
in (Vaswani et al. 2017). The embeddings for the images,
layout and pages are added to the existing text embeddings
and passed to the Longformer encoder to generate sequence
representations for the document.
For the special tokens <CLS> and <SEP> which are
predominantly used in BERT variants for sequence inputs,
we use (0, 0, u, v) as the bounding box as it captures the
image embedding for the entire page, thereby benefitting
the downstream tasks that require the representation of the
<CLS> token for prediction. For, all our experiments, we
freeze all except the last layer of Resnet-50.
2.3 Multi-task learning framework
We use a multi-task learning framework to pre-train our net-
work on a combination of three self-supervised tasks that
are posed as classification tasks along with a supervised cat-
egory classification task. At each training step, we optimize
all the pretraining tasks in a joint fashion. For each pretrain-
ing task, the task-specific inputs are encoded according to
their respective input strategies, and the task-specific loss is
calculated. The gradients are computed with respect to each
task-specific loss and accumulated across all tasks to be op-
timized using the AdamW optimizer (Loshchilov and Hutter
2018). All tasks use cross-entropy loss for classification ex-
cept DTM which uses soft cross-entropy loss.
Pre-training dataset: We use the first 130k PDF docu-
ments from Arxiv (Arxiv 2020) comprising of scientific ar-
ticles belonging to 16 different categories such as mathe-
matics, physics, computer science, etc., for pretraining our
network. We use a train, val, test split of 110k, 10k, 10k re-
spectively. We process the documents (PdfPlumber 2020) to
extract the text tokens, corresponding bounding boxes, page
numbers, and the page images along with the document cat-
egory to feed as input to our network.
Pre-training tasks: For all the tasks, we follow the BERT
(Devlin et al. 2018) sequencing pattern where a<CLS> and
<SEP> token are passed at the start and end of a sequence
respectively.
1. Masked Visual Language Modelling (MVLM): BERT
model utilizes Masked Language Modelling (MLM) where
input tokens are masked during pre-training and predicted
as output using the context from non-masked tokens. Com-
pared to MLM, MVLM masks the input tokens by replacing
it with a designated <MASK> token, but keeps the layout
& visual information provided by the bounding boxes and
the image embedding generated from the ResNet layers. The
model is trained to predict the tokens at the masked positions
using the context from all the other embeddings. Following
the same masking strategy as BERT model, we mask 15%
input tokens during pre-training.
2. Document Category Classification (CLF): Each docu-
ment in Arxiv dataset belongs to one of 16 categories denot-
ing the relevant subject area of the document. The category
prediction is performed at the <CLS> token, by passing the
output of token into a fully-connected (FC) layer appended
with a softmax classification layer.
3. Document Shuffle Prediction (DSP): For DSP, given a
document, we randomly shuffle the order of the page im-
ages while preserving the order of other embeddings before
passing to the network. Thus, although the token text and
bounding box embeddings are in order, the corresponding
token image embeddings are uncorrelated since the page im-
ages are shuffled. For a given document, the page images are
shuffled with a probability of 0.5, and the model is trained
to predict whether the input document pages are shuffled or
intact using all the embeddings. We argue that, in order to
successfully train on the DSP task, the network is forced to
correlate the token image embeddings with the correspond-
ing token text and bounding box embeddings.
4. Document Topic Modelling (DTM): Although training
on the DSP task enforces the network to correlate image and
text modalities at the token level, we introduce the DTM task
to learn improved page image representations. Similar to the
work of (Cosma et al. 2020; Gomez et al. 2017) the objec-
tive is to learn discriminative visual-features employing the
semantic context as soft-labels during training. We encode
the semantic context for each document as a probability dis-
tribution over a set of latent topics. We utilize the Latent
Dirichlet Allocation (LDA) algorithm (Blei, Ng, and Jordan
2003) to mine the latent topics over the set of text tokens
parsed from the Arxiv training set. During training, the vec-
tor of topic probabilities is computed using the learnt LDA
model for each document. For the DTM task, we pass the
page images of the document to our network, while a sin-
gle <MASK> token is passed for text embedding and the
bounding box coordinates of the complete page are passed
as part of the layout embedding. A soft cross-entropy loss
is applied on the predicted output of the network against the
vector of topic probabilities for learning. Since the Arxiv
dataset has 16 subject areas as categories within the docu-
ments, we chose to mine 30 latent topics to further identify
granular categorization among the documents.
3 Evaluation and Results
3.1 Datasets
1. FUNSD: The FUNSDS dataset (Guillaume Jaume 2019)
consists of 199 fully annotated, scanned single-page forms.
Semantic entities comprising of multiple tokens are anno-
tated with labels among ‘question’, ‘answer’, ‘header’, or
‘other’. Additionally, the text, bounding boxes for each to-
ken, and links to other entities are present. The dataset has
149 train and 50 test images. We evaluate our network on the
semantic labeling task and measure the token-level scores.
2. RVL-CDIP: The RVL-CDIP dataset (Harley, Ufkes,
and Derpanis 2015) consists of scanned document images
belonging to 16 classes such as letter, form, email, resume,
memo, etc. The dataset has 320,000 training, 40,000 valida-
tion and 40,000 test images. The images are characterized
by low quality, noise, and low resolution, typically 100 dpi.
We evaluate our network on the document classification task
using the 16 labels.
3. ICDAR19: The Track A Modern data released as part of
the ICDAR19 dataset (Gao et al. 2019) contains images from
PDF documents such as scientific journals, forms, financial
statements, etc. Each image is annotated with table bounding
box coordinates. The training set contains 600 images while
the test set contains 240 images and we perform token-level
binary classification.
Table 1: Model performance numbers for the Arxiv Classification task.
Model Input Pre-training Tasks Pre-training Size Precision Recall F1
Our Text MLM + CLF 110K (5 epochs) 90.72% 90.40% 90.46%
Our Text + Layout MVLM + CLF 110K (5 epochs) 90.79% 90.72% 90.71%
Our All MVLM + CLF 110K (5 epochs) 98.92% 98.90% 98.90%
Our All ALL 110K (5 epochs) 98.63% 98.92% 98.93%
BERTBASE Text - - 91.56% 91.47% 91.43%
Table 2: Model performance numbers for the RVL-CDIP classification task. All our models are pretrained on the Arxiv dataset,
LayoutLM is pretrained on IIT-CDIP dataset, whereas all other baseline perform no pretraining. LayoutLM*BASE uses Resnet-
101 image embeddings during fine-tuning.
Model Input Pre-training Tasks Pre-training Size Accuracy
Our Text MLM + CLF 110K (5 epochs) 84.48%
Our Text + Layout MVLM + CLF 110K (5 epochs) 86.55%
Our All MVLM + CLF 110K (5 epochs) 91.22%
Our All ALL 110K (5 epochs) 91.72%
LayoutLMBASE Text + Layout MVLM 500K (6 epochs) 91.25%
LayoutLM*BASE Text + Layout MVLM + MDC 1M (6 epochs) 94.31%
VGG-16 (Afzal et al. 2017) Image - - 90.97%
Stacked CNN Ensemble (Das et al. 2018) Image - - 92.21%
LadderNet (Sarkhel and Nandi 2019) Image - - 92.77%
Multimodal Ensemble (Dauphinee et al. 2019) Text + Image - - 93.07%
3.2 Model Pre-training
We initialize the “Longformer Encoder” and “word emb
layer”, as shown in Figure 2 with the pre-trained weights
from the LongformerBASE (12 layers, 512 hidden size) (Belt-
agy, Peters, and Cohan 2020). We utilize a global+sliding
window attention of length 512. The weights of Resnet-
50 are initialized using the Resnet-50 model pre-trained
on the ImageNet dataset (He et al. 2016). Across all pre-
training and downstream tasks, we resize all page images to
563 × 750 and correspondingly scale the bounding box co-
ordinates. We limit the maximum number of pages to 5 per
document and limit the number of tokens to 500 per page
during pre-training for sequence classification tasks. For the
different pre-training tasks, we use a batch size (BS) and
gradient accumulation (GA) of - (i) MVLM & CLF (BS=32
& GA=2); (ii) DSP (BS=16 & GA=1); (iii) DTM (BS=16
& GA=1). We pre-train our architecture for 15K steps (∼5
epochs) with a learning rate of 3e-5 on a single NVIDIA
Tesla V100 32GB GPU.
3.3 Experiment Setup
We evaluate our model on the following different down-
stream tasks to demonstrate its efficacy.
Document Classification: We finetune our model to
perform multi-page document classification on the Arxiv
dataset and single-page document classification on the RVL-
CDIP dataset. For both tasks, each document is encoded as
a sequence of tokens, bounding boxes, page images, page
numbers, as shown in Figure 2. We use (PdfPlumber 2020;
PyOCR 2020) to extract the word-level tokens and bounding
boxes. The category prediction is performed at the <CLS>
token by passing its output through an FC+Softmax layer.
We use a learning rate of 3e-5, (BS=12 & GA=4) for Arxiv
and (BS=64 & GA=1) for RVL-CDIP, and we fine-tune our
model and different ablations for 5 epochs for both datasets
independently.
Form Understanding: We perform the semantic label-
ing task on the FUNSD dataset as a sequence labeling prob-
lem. Each form is treated as a single page document and se-
quenced as a list of tokens, bounding boxes, and the page
image. For each token, we pass its output representation
through an FC+Softmax layer to predict its category. We use
token-level precision, recall, and F1 score as the evaluation
metrics. For fine-tuning, we use BS=12, GA=1, a learning
rate of 3e-5, and train for 20 epochs.
Table Token Classification: For this task, the model is
fine-tuned as a sequence labeling problem to classify the to-
kens in a document as ‘table’ or ‘other’. The table bounding
boxes are used to generate the ground truth labels for each
token in the document as detected by (PyOCR 2020). Pro-
cessing the document, generating the input embeddings, and
generating the token level prediction are performed in a sim-
ilar fashion to the Form Understanding task. For fine-tuning,
we use BS=4, GA=2, a learning rate of 3e-5, and train for 14
epochs.
Document Retrieval: This task aims to measure the
multi-page document retrieval performance of our model.
Similar to the classification task, we process the documents
in the Arxiv dataset and we fine-tune our pre-trained model
with all inputs on all pre-training tasks and the BERTBASE
model with only the text input from the Arxiv training set.
We utilize the 10k documents from the Arxiv test set split
into 2k query and 8k retrieval set. For a given query docu-
ment, we use the fine-tuned embeddings from each model
Table 3: Model performance numbers for the semantic labelling task on FUNSD dataset.
Model Input Pre-training Tasks Pre-training Size Precision Recall F1
Our Text MLM + CLF 110K (5 epochs) 77.25% 68.40% 69.66%
Our Text + Layout MVLM + CLF 110K (5 epochs) 75.45% 74.93% 75.15%
Our All MVLM + CLF 110K (5 epochs) 77.31% 76.50% 76.79%
Our All ALL 100K (5 epochs) 78.41% 77.35% 77.44%
LayoutLMBASE Text+Layout MVLM 500K (6 epochs) 66.50% 73.55% 69.85%
LayoutLM*BASE Text+Layout MVLM + CLF 1M (6 epochs) 71.01% 78.15% 74.41%
Table 4: Inference Ablation Results (F1 score)
Pre-training Tasks
(Our Model)
Inference Ablations
All Only Text Only Image
MVLM + CLF 76.79% 73.64% 33.24%
ALL 77.44% 75.10% 40.12%
and compute its cosine distance with the query set for re-
trieval. We compare the mean average precision (MAP) as
well as the normalized discounted cumulative gain (NDCG)
for evaluation.
3.4 Results and Discussion
Table 1 shows results of the multi-page document classifi-
cation on the Arxiv dataset. A significant boost in perfor-
mance can be observed with the introduction of the im-
age embeddings to the pre-training against the Text and
Text+Layout ablations and the BERT baseline. The addi-
tion of the DSP and DTM tasks to the pre-training fur-
ther improve the performance marginally. The performance
gain is also attributed to the underlying sequence encoder
LongformerBASE since the attention mechanism supports
upto 4096 tokens which enables processing of multiple
pages to build rich multi-modal contextual representations.
Table 2 shows the results of the single-page document
classification on the RVL-CDIP dataset. Although our best
model beats the comparable LayoutLMBASE model pre-
trained on 500K documents and image-based VGG-16
model, the task-specific approaches such as Stacked CNN
Ensemble, LadderNet and Multimodal Ensemble outper-
form our model. Since RVL-CDIP inherently contains low
quality images, task-specific approaches propose clever net-
work architectures to utilize discriminative multi-scale fea-
tures (Sarkhel and Nandi 2019), multiple VGG-16 models
to process different parts of document image (Das et al.
2018) and augmenting image features with raw text features
(Dauphinee et al. 2019) to achieve high classification perfor-
mance. Further, it is known that Resnet-50 performs poorly
on the RVL-CDIP dataset and even a smaller network such
as VGG-16 achieves better performance (Afzal et al. 2017).
It is worth noting that the best performing LayoutLM*BASE
model is pre-trained on 1M documents and fine-tuned us-
ing the Faster R-CNN embeddings for 30 epochs while our
model is pre-trained on 110k documents and fine-tuned for
5 epochs. Thus, we argue that, with an improved model
for capturing image embeddings and further fine-tuning
on RVL-CDIP dataset, we can close the performance gap
with other baselines. We believe the negligible performance
trade-off on the difficult RVL-CDIP dataset can be justified
by the applicability of our network for different tasks.
We present results of our model fine-tuned on FUNSD se-
mantic labeling task in Table 3. We compare our model with
LayoutLM (Xu et al. 2020) configurations which are pre-
trained using Text+Layout on the IIT-CDIP dataset (Lewis
et al. 2006), and fine-tuned using Text+Layout+Image on the
FUNSD dataset. Our best model pre-trained on all four tasks
and all inputs achieves an F1 score of 77.44% outperform-
ing the comparable LayoutLM*BASE model which achieves
an F1 score of 74.41%. We attribute the increase in perfor-
mance to the inclusion of RoI pooled image embeddings in-
dicated by the various bounding box regions for each text to-
ken during pre-training as well as fine-tuning the Resnet-50
layers. The LayoutLM architecture is agnostic to both these
properties since it does not utilize image embeddings during
pre-training and only adds the image embeddings generated
by the Faster R-CNN model to the pre-trained embeddings,
while not updating the weights of the Faster R-CNN model
during fine-tuning. Further, our architecture pre-trains using
only 110K documents compared to the presented LayoutLM
settings which use 500K & 1M documents. Thus, we argue
that even for significantly smaller dataset size, our model
generalizes better by incorporating image embeddings dur-
ing pre-training on the FUNSD task. It is worth noting that
LayoutLMBASE pre-trained on 11M documents beats our
best F1 score by (∼1%)
We further investigate the usefulness of the DSP and
DTM tasks introduced for pre-training. The objective of
DTM task is to learn richer image representations while for
DSP task is to jointly train across image and text embed-
dings. We compare the performance of two models on the
FUNSD task - (i) pre-trained with MVLM+CLF (OurMC)
and (ii) pre-trained with all tasks OurALL. For each model,
we conduct two ablations during inference, where only the
text or image embedding is used to make the prediction
while excluding the layout embeddings. As shown in Ta-
ble 4, for both the ablations, OurALL retains more perfor-
mance than OurMC. This suggests that OurALL generates bet-
ter visual and textual representations. For the image-only
ablation, the difference in the performance drop for OurALL
(∼37%) is lesser than that for OurMC (∼43%). This suggests
that the learnt image embeddings for OurALL capture infor-
mation from the text and layout embeddings better than im-
age embeddings for OurMC. The trend observed is similar
Table 5: Results of Document Retrieval Task
Model MAP NDCG-1 NDCG-10
BERT 91.01% 90.08% 93.00%
OurALL 98.99% 98.94% 99.21%
when using only text embedding. However, the difference is
not that significant as both share MVLM and classification
tasks which are more adept at learning textual representa-
tions.
Similar to the FUNSD task, the table token classifica-
tion task performs semantic labeling. However, the impact
of jointly learning the text, layout and image embeddings is
much more evident from the results shown in Figure 3. Our
model is able to correctly classify all the tokens belonging
to tables with negligible amount of false positives. We get
the precision, recall and f1-scores of 94.99%, 94.98% and
94.97% respectively on the ICDAR2019 test set. It is note-
worthy that only fine-tuning our model on the train set is able
to achieve promising results, which the prior art approaches
employ careful heuristics to achieve (Gao et al. 2019).
Finally, we present the results of the multi-page docu-
ment retrieval task on the Arxiv dataset in Table 5. Fine-
tuned embeddings from our model significantly outperform
those from the BERT model. The high value of MAP and
NDCG-10 indicate that the retrieved samples are not only
correct, but also ranked higher than the incorrect ones for
most of the queries. Although our model captures richer
embeddings, the significant boost in performance is also at-
tributed to the Longformer architecture that is able to encode
much more information across document pages compared to
vanilla BERT architecture.
4 Related Work
In recent years, different prior-art approaches have explored
the document semantics, visual appearance as well as its
layout to have a granular understanding of the document
information necessary to solve problems such as informa-
tion extraction, semantic segmentation, layout analysis, ta-
ble structure detection, etc. (Katti et al. 2018) introduce
a document representation that encodes the character level
textual information while preserving the 2D document lay-
out. They train a fully convolutional encoder-decoder net-
work that learns from this input representation to extract se-
mantic information from invoices. For similar task of infor-
mation extraction from invoices, (Zhao et al. 2019) propose
a convolutional network that learns both semantic and struc-
tural information from scanned invoices by creating a grid-
ded text representation that preserves the spatial relationship
among the text tokens. Contrary to these approaches, (Ma-
jumder et al. 2020) utilizes the knowledge of key fields to
be extracted from a document to generate candidates and
learn their dense representation that also encodes informa-
tion from its positional neighbors. For analysing the tables
in scanned documents, (Schreiber et al. 2017; Paliwal et al.
2019; Prasad et al. 2020) propose different modifications to
standard CNN network architectures such as VGGNet (Si-
Figure 3: Results of Table Token Classification. Tokens pre-
dicted as “table” by our model are marked in green.
.
monyan and Zisserman 2014) used for classification and
Faster R-CNN (Ren et al. 2015) for object detection in im-
ages to recognise tables and identify their structure. To seg-
ment key regions in scientific articles, (Yang et al. 2017) pro-
pose to take a pixel-wise semantic segmentation approach.
They use a multi-modal encoder-decoder network architec-
ture that takes as input both the text and image embeddings.
To learn a generic representation for supporting different
tasks such as document image classification and document
information extraction, (Xu et al. 2020) propose to utilize
the BERT transformer architecture to encode text as well as
layout information to learn pre-trained embeddings and fur-
ther utilize image information to fine-tune for a specific task.
Most of the approaches in prior-art utilize the multi-modal
document information from single page documents and ex-
tending their applicability to multi-page documents needs
further exploration. Further, these approaches rely on lim-
ited labeled data, thus, exploring self-supervised learning to
leverage large unlabeled datasets also needs exploration. We
attempt to address these limitations in this paper.
5 Conclusion and Future work
We present a multi-modal pre-training framework that uti-
lizes multi-task learning to learn a generic document repre-
sentation. Our framework encodes the visual, layout and tex-
tual information and supports real-world multi-page docu-
ments. Our network is pre-trained on the publically available
Arxiv dataset utilizing self-supervised tasks that promote
learning multi-modal shared representations. We fine-tune
our pre-trained network to showcase state-of-the-art perfor-
mance on different document tasks such as document clas-
sification, information extraction and document retrieval. In
future, we will investigate pre-training on large datasets such
as PublayNet (Zhong, Tang, and Yepes 2019) to analyze the
performance gain for different tasks and further explore new
architecture designs that will enable document image tasks
such as object detection/segmentation using our framework.
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