ABSTRACT For solving the problem of sequence failure diagnosis of proton exchange membrane fuel cell (PEMFC) water management subsystem, this paper proposes a PEMFC failure diagnosis method of time series based on the bidirectional long short-term memory (BiLSTM) network and t-distributed stochastic neighbor embedding (t-SNE). This approach adopts the normalization strategy to eliminate the influence caused by dimensional differences of different parameters. The t-SNE is presented to decrease the dimensionality of normalized data to the estimate of intrinsic dimensionality to extract key characteristic variables. The width of the diagnostic window is set to transform the original single moment diagnosis problem into the fault diagnosis problem of multi-variable time series, which is more consistent with the time scale and physical evolution law of the PEMFC water management fault generation. The 672 sets of training sets and 448 sets of test sets are learned and tested by the BiLSTM. The experimental results show that the BiLSTM-tSNE method can realize the sequence fault diagnosis of the PEMFC water management subsystem with 96.88% diagnostic accuracy and 24 s of operation time. Compared with the conventional approach of multi-class support vector machine algorithm, the training accuracy and the testing accuracy of the proposed method are improved by 15% and 16.88%, respectively. The operation time of the presented approach is only about 1/28 of the multi-class support vector machine algorithm.
I. INTRODUCTION
PEMFC has advantages such as clean pollution-free, low noise, high power density, and low operating temperature [1] - [3] . It is obtained a demonstration application in traffic fields such as trams, station shunts, emergency power vehicles, and automobiles [4] - [6] . However, shortcomings such as short service life and poor reliability have significantly limited the development of large-scale industrialization. Prognostic and health management (PHM), mainly fault diagnosis and isolation (FDI), has received increasing attention in the field of PEMFC systems [7] - [9] . It can effectively prevent PEMFC from operating in a fault state and improve its remaining useful life (RUL) before the failure of PEMFC The associate editor coordinating the review of this manuscript and approving it for publication was Haluk Eren.
occurs, which is of great significance for improving the performance and safe operation of PEMFC system.
At present, many research institutes have carried out research work on fault diagnosis of fuel cell systems, including model-based diagnostic methods, data-driven diagnostic methods, and diagnostic methods based on experimental tests. PEMFC system is a complex nonlinear system with multiple inputs and multiple outputs. Various variables are coupled with each other and difficult to decouple. The internal reaction mechanism of the PEMFC stack has not been fully established. Therefore, it is complicated to develop a mechanical model of PEMFC considering fault diagnosis. In recent years, with the rise of emerging technologies such as deep learning and big data, more researchers have used data-driven and next-generation test instruments for PEMFC fault diagnosis. In order to solve the adverse effects and VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ interference of unreliable sensors on the diagnostic performance of PEMFC, Mao et al. [10] have proposed a PEMFC fault diagnosis strategy considering sensor reliability. A method for identifying abnormal sensors is proposed during PEMFC operation by monitoring the characteristics extracted from each sensor. Kernel principal component analysis (KPCA) is used to reduce the dimension of the original dataset. Wavelet packet transform (WPT) is used to extract features from the dimensionality reduction dataset. Singular value decomposition (SVD) is used to select the feature that contains the most information and determine the status of the PEMFC. The results show that reliable diagnostic performance can be guaranteed by identifying and eliminating abnormal sensors, and the normal state and flooding state of PEMFC can be well identified. Li et al. [11] have proposed a fault diagnosis approach for a fuel cell in consideration of dynamic system characteristics and spatial non-uniformity. The voltage of every single cell in the sliding diagnosis window is taken as the diagnostic observation value. The difference feature is extracted from the diagnostic observation value by using the shapelet transform. The FDI is carried out by using the sphere shape multi-class support vector machine (SSM-SVM). The experimental findings of the 4 kW PEMFC system show that this method can diagnose normal state, low voltage fault, high voltage fault, membrane drying fault, and low air excess coefficient fault. The diagnostic accuracy is 96.13%. Liu et al. [12] have proposed a discrete hidden Markov model (DHMM) failure diagnosis method ground on K-means clustering for PEMFC systems of trams. According to the results of 120 samples tested by the tram, the method can diagnose six health states: hydrogen leak, less pressure of deionization humidification pump, the high temperature of deionized coolant inlet, outlet overvoltage of coolant temperature, too low air pressure and healthy state. The average recognition rate exceeds 94%. Reference [13] have proposed a diagnostic method for fuel cell water management based on a cathode pressure drop. The water content in the fuel cell can be controlled by adjusting relative humidity, inlet pressure, and battery temperature, which can effectively avoid PEMFC flooding failure. Benouioua et al. [14] have presented a failure identification approach for PEMFC ground on wavelet analysis and multifractal. The results show that the novel method can effectively diagnose anode flow fault, cathode flow fault, healthy state, cooling circuit temperature fault, gas pressure fault, carbon monoxide poisoning fault and temperature fault of gas dew point. Khan et al. [15] have proposed a novel voltage model of PEMFC given the total output voltage and component voltages simultaneously. The simulation results indicate that the model can be used for the fields of PEMFC PHM. Ritzberger and Jakubek [16] have proposed a data-driven method to describe the dynamic behavior and nonlinear characteristic. The failures of the PEMFC system can be detected successfully via the residual of the predicted output and the actual output. Polverino et al. [17] have presented a novel scheme for PEMFC fault diagnosis and isolation. The method mainly focuses on water management and thermodynamics. The experiment results show that almost total failures can be detected and isolated by adopting the novel method, which only uses the sensors of temperature and voltage. However, most research work takes the sampling value of the sensor at a particular time as the observation value of fault diagnosis. When the PEMFC system runs under dynamic conditions, the adjacent samples in time are correlated and unstable. Therefore, compared with the traditional method of extracting feature samples from a particular time, the time series extracted from a specific time window is more effective and has more practical value as a diagnostic variable.
For the past few years, with the ever-accelerated development of deep learning technique, some deep learning approaches have been implemented to the data analysis of time series. The deep learning is a deep neural network with numerous non-linear mapping criterions. It can extract import signals and features from layers to find out potential rules at a deeper level. In full deep learning approaches, recurrent neural network (RNN) can thoroughly take into account the correlation of time series and forecast future information ground on the historical datum. It is suitable for forecasting and analyzing time series data. Long short-term memory network (LSTM) is an improved model of the RNN, which can take full advantage of historical datum and can adequately compensate for long-term memory loss, gradient disappearance and gradient explosion in RNN training. LSTM has been widely studied and applied in the fields of speech recognition, video classification, traffic prediction, and SOC estimation of lithium-ion batteries. t-SNE is a non-linear manifold learning arithmetic for deep learning issues [18] , [19] . The main idea is that if two datum points are closer in the initial space and the mapping distance is farther; they will engage each other; in contrast, if the two datum points are far away in the initial space and the mapping distance is comparatively close, they will be mutually exclusive. t-SNE is a useful dimensionality loss tool, which can significantly decrease the feature dimension and improve the rate of identification. It has been widely used in rolling bearing diagnosis, macromolecular simulation, hyperspectral image visualization, and other fields. For now, there are no documents published on the application of LSTM and t-SNE to the field of PEMFC system sequence fault diagnosis.
The novelty, contributions, and objectives of the paper are shown as follows:
1) The traditional fault diagnosis method uses the data at a specific moment as the observation value, and the dynamic performance of the data cannot be observed. The novel scheme presented in this paper uses the time window in a certain period as a diagnostic sample to better reflect the dynamic process of the fuel cell. At present, there are few types of research on PEMFC fault diagnosis methods based on sequence classification [11] .
2) The original fuel cell experimental data has many dimensional data, and the dimensional differences between the parameters are significant, and the correlation is not reliable. This paper proposes to use the t-SNE algorithm to reduce the dimensionality of the original experimental data. Compared with pre-dimensionality reduction, the dimensionality-reduced data has a stronger correlation and is more reflective of the original data time category relationship.
3) A unidirectional LSTM can only handle fault data in one direction. The BiLSTM can solve the problem that the unidirectional LSTM cannot process the following information. This paper applies BiLSTM to the field of PEMFC fault diagnosis and has achieved good results. At the same time, it is also the first time to apply the BiLSTM to the research direction of fuel cell fault diagnosis.
In this paper, the sequence fault diagnosis method of PEMFC systems based on BiLSTM and t-SNE is proposed for the first time. The traditional single-time fault diagnosis problem is transformed into a multivariable time series problem. In this way, the fault evolution and time scale of PEMFC water management subsystem are more consistent. The original experimental data are normalized into the interval [0, 1] to reduce the adverse effects caused by differences in different dimensions. The t-SNE strategy is adapted to decrease the dimensionality of the normalized datum to the estimate of intrinsic dimensionality to extract relevant fault feature variables. Six hundred seventy-two sets of training data sets are loaded into BiLSTM, and 448 sets of test data sets are loaded into the trained BiLSTM model for instance verification to validate the property and effect of the proposed approach. The effectiveness of the novel method is compared with the multi-class support vector machine algorithm.
II. SEQUENCE FAULT DIAGNOSIS USING BILSTM WITH T-SNE
LSTM is a transformation of the RNN [20] . Although RNN can theoretically be used for any long-distance dependency problem, it is challenging to implement due to gradient disappearance or gradient explosion problems. LSTM provides a solution by introducing a gate mechanism and a memory unit. LSTM unit is used to replace the hidden layer in RNN [21] . The construction of the LSTM unit is given in Fig.1 .
The historical information stored in LSTM is dominated by the import gate, forgetting gate and export gate. Among them, x is the import data, h is the unit output of LSTM, and c is the value of LSTM storage location. The import gate is i, the forgetting gate is f , the memory unit is c, and the export gate is o.
where: c ∼(t) is the candidate value of the memory unit at the current time, x (t) is the import data at time t, and W xc is the weight of the input data at time t, h (t−1) is the export of the LSTM at the fore moment, W hc corresponds to the output weight of the LSTM unit at the previous moment, and b c is the offset parameter.
where: i (t) is the current state value of the import gate; i (t) is affected by the current import data x (t) , the output of the last time LSTM h (t−1) and the influence of the memory cell value c (t−1) at the previous moment. W xi , W hi , and W ci are the corresponding weights, respectively.
where: f (t) is the current state value of the forgetting gate, and the forgetting gate is the influence of the control history information on the current memory unit. W xf , W hf , and W cf are the weights corresponding to the forgetting gate, respectively.
where: c (t) is the status value of the storage location at time t, and represents the dot product between the elements. The status value of the memory unit is adjusted by the import gate and the forgetting gate.
The output state value o (t) of the output gate manages the output of the memory cell status value.
where: h (t) is the export state value of the LSTM unit at the time t.
B. BiLSTM
The unidirectional LSTM can only process data in one direction. The core idea of the bidirectional LSTM is that the current input is related to the front and back sequences. The implementation is to input the data sequence into the model from two directions [22] - [24] . The hidden layer is used to store data information in two directions: historical information and future information. The BiLSTM model consists of two LSTM models superimposed on top of each other. The output is two hidden layers [25] - [27] . The structure is given in Fig. 2 . The updating formula of the LSTM layer from forward to backward is as follows:
The updating formula of the LSTM layer from backwards to forward is as follows:
When two LSTM layers are superimposed and input to the hidden layer, the output layer is:
As an emerging manifold learning method, the t-SNE algorithm is a non-linear dimensionality decrease algorithm that can inset high-dimensional data space into lowdimensional space [28] . It is developed by the SNE dimension reduction method. It uses the t distribution in low-dimensional space, which solves the problem of data point congestion that may occur in the SNE algorithm. It has the best dimension reduction effect in similar algorithms. It is widely used in medical analysis, biological inquiry, and computer security research. The basic idea of the t-SNE algorithm is to use the joint probability between high-dimensional data points and analogue data points corresponding to low-dimensional space to represent the similarity of data points. Optimal low-dimensional simulation data points are obtained by minimizing KLdivergence [29] . The data dimensionality reduction steps based on the t-SNE algorithm are shown as follows:
Given N high-dimensional data {x 1 , x 2 , · · · , x N }, the probability of similarity between two data points in highdimensional space p i|j and p j|i is expressed as follows:
where σ i is the vector variance of the Gaussian function centered on the datum point x i . At this time, the joint distribution p ij of any two data points in the Gaussian space can be expressed as:
In low dimensional space, the t distribution is adopted, and the degree of freedom is 1. Then the joint distribution q ij between the simulated data points {y 1 , y 2 , . . . , y N } in the low-dimensional space will be expressed as:
The measurement of the accuracy of p ij simulation between low-dimensional spatial simulation points q ij and highdimensional spatial data points KL divergence is expressed as:
To maximize the accuracy rating of the simulation, KL divergence needs to be minimized. The result of KL divergence optimization by gradient descent method is as follows:
Through the above calculations, the results after dimension reduction can be obtained as {y 1 , y 2 , · · · , y N }.
In order to improve the dimensionality reduction effect of high-dimensional data, the original data can be iterated many times to reduce the error of the results continuously. Although multiple iterations increase the complexity and time of operation, better dimensionality reduction results can be obtained. If the maximum number of iterations is set as D, then the dimensionality reduction process of high-dimensional datum based on the t-SNE algorithm is shown in Fig. 3 . The t-SNE algorithm contains a perplexity (complexity) parameters; the size of the parameter will affect the complexity of the Gaussian distribution in high dimensional space.
D. THE FRAMEWORK OF PEMFC SEQUENCE FAULT DIAGNOSIS USING BILSTM WITH t-SNE
This paper aims to present a general PEMFC sequence fault diagnosis framework of the water management system to achieve a PEMFC fault diagnosis of different power levels. The BiLSTM and t-SNE based PEMFC sequence fault diagnosis framework proposed in this paper is described in detail below. The flow chart is shown in Fig. 4 .
(1) Select the PEMFC test bench of the power generation system to carry out the waterflooding failure test, membrane dry failure test, and standard operation experiment. Experimental data of pressure sensors, flow sensors, temperature sensors, humidity sensors, current sensors, and voltage sensors are collected and recorded in real time. (2) In order to reduce the dimensional difference between different parameters in the original experimental data, the original experimental data is normalized by data, and the original data is normalized to the interval [0, 1].
(3) The normalized data dimension is still significant, and there are sizeable irrelevant feature parameters. To extract principal feature vectors, the raw data is reduced to the estimated essential dimension using the t-SNE dimensionality reduction strategy. (4) Set the diagnostic window width, which is the length of the multivariate time series. At this point, the original single-time diagnostic problem is transformed into a multivariable fault diagnosis problem of time series. The amount of information in each group of data is more and more reflective of the actual operating state of the PEMFC system.
(5) Distribute the datasets into a training dataset and a test dataset.
(6) Training phase. Set the training set miniBatchSize value and define the BiLSTM network architecture. The BiLSTM network architecture parameters mainly include parameter values such as inputSize, numHiddenUnits, and numClasses.
(7) Test phase. Set the test set miniBatchSize value and load the test set into the trained BiLSTM network model to output the diagnostic consequences of the test set.
III. RESULTS AND DISCUSSION

A. PEMFC SYSTEM AND FAULT TYPES 1) PEMFC SYSTEM
The PEMFC test system is from Loughborough University, UK [30] . It is composed of a PEMFC, a hydrogen supply subsystem, a cooling subsystem, an air supply system, and an electronic load. The critical parameters of the PEMFC stack are shown in TABLE 1.
2) FAULT TYPES
This paper mainly focuses on PEMFC water management faults: flooding faults and dry membrane faults. The performance of PEMFC can be degraded by both water flooding failure and dry membrane failure. However, by observing the different voltage shapes of the two faults during the transition, it can be known that the degradation paths of the two faults are different. Besides, proper mitigation strategies can effectively restore the performance degradation caused by the water flooding of the fuel cell, while the degradation caused by the membrane dry is irreversible, that is, the water flooding fault is reversible while the membrane dry fault is irreversible. Therefore, it is necessary to distinguish these two different failure modes and adopt appropriate diagnostic strategies to improve the performance of PEMFC.
a: MEMBRANE DRY FAILURE
The temperature in the PEMFC can be increased by injecting non-humidifying reactants into the PEMFC. The increase of the temperature in the electric reactor can cause membrane dehydration and decrease the performance of the fuel cell. The degradation rate of the PEMFC voltage is 0.25 V/h. Relative humidity affects the ohm resistance of the proton exchange membrane (PEM). PEM requires to be in contact with liquid water, and high relative humidity of the membrane will assure high ionic conductivity. Excessive alterations in relative humidity of cathode and anode, the high operating temperature of the PEMFC, inadequate humidification of pneumatic and fault of the cooling subsystem can cause the lacking liquid water capacity on the PEM, reduction of water in membrane electrode, a reduction of electroconductibility and gain of PEM resistance, which may result in the dry membrane failure. Too low water capacity can expressively influence proton conductivity, which can lead to an increase in ohmic overpotential and a decrease in the output voltage of fuel cells. Continued membrane dry failure can lead to irreversible failure, and may even cause the partial temperature inside the fuel cell to be too high, decreasing the RUL of the PEMFC.
b: FLOODING FAILURE
Liquid water can be generated inside PEMFC by lowering the temperature of the fuel cell. The accumulation of liquid water will hinder the gas passage into the catalyst layer and cause the voltage drop of PEMFC. The performance degradation of fuel cells can be caused by flooding of fuel cells. The ageing rate of PEMFC voltage is 0.39 V/h.
When the humidification on the air side is too saturated, the water content inside the cathode side will gradually increase, and the electrode will be flooded. The activity of the catalyst gradually deteriorates, and gases such as air and hydrogen are clogged in the flow path, and the chemical reaction cannot be performed regularly. The PEMFC output voltage will be lower than the normal state, which will eventually lead to PEMFC flooding failure and reduce the PEMFC stack output performance.
B. SELECTION OF EXPERIMENTAL DATA
According to the reference [30] , a total of 11200 sets of water management fault data are selected. Among them, there are 3800 groups of flooding fault data, 3920 groups of membrane dry fault data, and 3480 groups of standard state data. The first 60% of each health status is used as a training set, and the last 40% is used as a test set.
C. DIMENSIONALITY REDUCTION OF FEATURE VECTORS
The variables that can be monitored by the PEMFC system sensor and their units are shown in TABLE 2. There are 14-dimensional characteristic variables, including voltage, current, power, flow rate, pressure, and temperature.
The original experimental data has 14-dimensional characteristic variables, and the dimensional difference is significant, which is easy to increase the computational complexity and reduce the discrimination between different health states. To eliminate the effect of differences between various variable dimensions and reduce the computational complexity of the data, the original experimental data is normalized to the [0, 1] interval using a data normalization strategy. In order to further reduce the original data dimension and improve the visualization of the normalized data, t-SNE is utilized to shorten the dimension of the datum. The Maximum Likelihood Estimator (MLE) technique is used to conduct intrinsic dimensionality estimation of the normalized 14-dimensional variables. The results show that it is better to reduce the estimation to 5 dimensions. Then, the original 14-dimensional variable is reduced to a 5-dimensional data set by t-SNE. Among them, The perplexity parameter of the Gaussian kernel that is employed can be specified through perplexity (default = 30). In this paper, we do not initially set the perplexity parameter, and the perplexity parameter uses the system default value of 30. The visualized images of the first two dimensions and the first three dimensions after dimension reduction are drawn, respectively, as indicated in Fig. 5 (a) and Fig. 5 (b) . It can be seen that the data set after dimension reduction is separable in the low-dimensional space. In other words, the data is separable.
D. SEQUENCE FAULT DIAGNOSIS RESULTS
In order to investigate the fault diagnosis for PEMFC sequence data, one set of time series data is composed of 10 consecutive sets of raw data. Then there are 348 sets of time series datum in the health status, 380 sets of time series datum under water flooding failure, and 392 sets of time series datum under dry membrane failure. The time series data for the first 60% is selected in each health state as the training dataset, and the remaining 40% of the time series data is the test dataset. For the data set consisting of fractional parts, rounding is adopted. Then, there are 672 sets of time series data in the training data set, including 209 sets of standard state data, 228 sets of water-flooded fault data, and 235 sets of membrane dry fault data. There are 448 sets of time series data in the test data set, including 139 sets of standard state data, 152 sets of water-flooded fault data, and 157 sets of membrane dry fault data.
The training data set of the PEMFC time series fault is loaded into the BiLSTM network architecture. The defined BiLSTM network architecture is shown in TABLE 3 (5 × 1 Layer array with layers). Specify the array size as a sequence of size 10 (the size of the import data). Specifies a bidirectional LSTM layer with 100 hidden cells and outputs the last feature of the sequence. Three categories are specified by containing a sorting layer, a softmax layer, and an entirely linked layer of size three. The reason for the choice of parameters for BiLSTM neural network structure is explained thoroughly as follows. The sequence input is defined as the dimensions of input data. That is the sequence size. Since each sequence data is composed of 10 consecutive moments of data, so the parameter value of sequence input is set to 10. The number of hidden units in the BiLSTM is defined as the number of hidden layer neurons. This is an artificially specified parameter after many tests. The best experimental results can be achieved when the parameter of hidden units is set to 100. The number of the fully connected layer is defined as the classification number. As the fault types in this paper are composed of three health states: water flooding, membrane drying, and healthy, the number of the full connection layer is set as 3. A bidirectional LSTM layer is used in the network to allow access to the complete sequence when predicting. A bidirectional LSTM layer can practice from the complete sequence at every time step. Appoint the options for training. Appoint the optimizer as Adam, the gradient threshold as 1 and the maxima of epochs as 35. To shorten the quantity of small batches fills, specify the training set mini-batch size as 56. Train the data in a CPU environment. The relevant parameters of the training set are shown in TABLE 4. The iterative processes of the training set accuracy and loss are demonstrated in Fig. 6 (a) and Fig. 6 (b) separately. After 35 epochs, It can be seen that the accuracy of the training set approaches 100% and the loss of the training set finally converges. The elapsed time of training is 14 seconds.
The stopping criterion of the training process is defined as:
Among them, It max is the maximum iterations; It per is the iterations per epoch; E p is the epoch.
Among them, N is the total number of sequence samples; Ba min is the mini-batch size. The number of training samples is 672. The mini-batch size is 56. The E p is 12. The It max is 35. The It max is 420. When the number of iterations reaches 420 times, the stopping criterion of the training process is met.
The test data set is loaded into the BiLSTM network model. To reduce the amount of padding introduced during the classification process, the micro-batch size is set to 32. The iterative processes of the test set accuracy and loss are demonstrated in Fig. 7 (a) and Fig. 7 (b) separately. It can be seen that the accuracy of the test set approaches 100% and the loss of the test set finally converges. The elapsed time of the test is 10 seconds. The diagnostic consequences of the test set are demonstrated in Fig. 8 .
E. CONTRAST AND DISCUSSION
As can be shown from Fig. 8 , the diagnostic accuracy of the test set is 96.88%. Among them, the diagnostic accuracy for the normal mode is 100%, the diagnostic accuracy for the flooding fault is 94.08%, and the diagnostic accuracy for the dry membrane fault is 96.82%. A total of 9 sets of flooding fault data are misdiagnosed as usual, and a total of 5 sets of membrane dry fault data are misdiagnosed as usual. Since membrane dry faults and flooding faults require time accumulation, the characteristic feature of both is that the stack output voltage drops, the difference is that the voltage drop trend is different. Because part of the flooding fault data and membrane dry fault data are in the initial stage of the water management fault, this phase is between the normal state and the water management fault state. Therefore, the fault status data at this stage is easily confused with the regular status data, causing misdiagnosis.
In order to further verify the effectiveness and performance of the proposed method, a multi-class support vector machine algorithm is used for comparative analysis. The original experimental data are rounded to the range [0, 1]. The principal component analysis is used to preprocess the normalized data for dimensionality reduction, and the sample dimension is changed from 14 to 3. The cumulative contribution rate of principal components reaches 95%, indicating that 3-dimensional data can characterize 14-dimensional sample data. Grid parameter optimization algorithm is used to find the optimal parameter value. After 678 s of the operation time, the values of the best penalty parameter c and the RBF kernel parameter g are 0.0039063 and 0.088388, respectively. The accuracy of the training set and test set is 85% and 80% respectively. Compared with the conventional approach of multi-class support vector machine algorithm, the training accuracy and testing accuracy of the proposed method is improved by 15% and 16.88% respectively. The operation time of the presented approach is only about 1/28 of multiclass support vector machine algorithm.
On the whole, the BiLSTM-tSNE method can accurately identify the PEMFC water management fault status with high diagnostic accuracy, and the calculation time is short, which is expected to be applied to the PEMFC online fault diagnosis of the water management system. Different from the existing PEMFC fault diagnosis strategy based on a precise moment, the proposed PEMFC fault diagnosis based on multivariate time series is a bold attempt. The diagnosis strategy based on a particular moment can only use the sensor parameters at a particular moment as the input of the diagnosis model. There will inevitably be single points, which will quickly cause the data set to be disordered and affect the output effect of the model. Therefore, the original diagnostic strategy based on a particular moment mostly needs data cleaning or clustering to filter out the appropriate data set. However, this is not suitable for actual operating systems. Because the sensor measurement of the actual operating system of PEMFC will inevitably lead to errors, the input of some erroneous samples into the model will significantly reduce the calculation results, resulting in a huge gap and the difference between the online actual running system and the offline model simulation. The original diagnostic method based on single-time sensor measurement has high requirements on the integrity and cleanliness of input data, and the errors in online operation and offline simulation are substantial, which is not conducive to online fault diagnosis. The PEMFC fault diagnosis strategy based on multivariate time series proposed in this paper inputs the data between a specific time window into a PEMFC fault diagnosis model as a set of characteristic variables, which can effectively overcome the adverse effects of some singular values on the prediction accuracy of the model. It is more in line with the physical evolution of PEMFC water management failures. That is, the occurrence of PEMFC flooding failure and dry membrane failure is not a one-step process, but it takes a long time to observe. The use of multivariate time series to describe the diagnostic data is closer to reality, and the offline model prediction accuracy is more consistent with the online experimental diagnosis accuracy, which is more in line with the actual situation.
IV. CONCLUSION
In this paper, a failure identification framework for PEMFC water management sequence based on BiLSTM and t-SNE is proposed to solve the fault diagnosis problem of PEMFC system time series. First, a normalization strategy is used to normalize the original dataset into the [0, 1] interval in order to eliminate the dimensional differences between the different parameters. The t-SNE strategy is then used to reduce the normalized data dimensions to the estimate of intrinsic dimensionality to extract relevant fault feature variables. Finally, the width of the fault diagnosis window is set to convert the fault diagnosis of a single time variable into the diagnosis of multi-variable time series. Six hundred seventy-two sets of training data sets are loaded into the BiLSTM for learning, and 448 sets of test data sets are loaded into the BiLSTM model for instance verification. The experimental results show that the BiLSTM-tSNE method can realize the fault diagnosis of PEMFC water management subsystem sequence with the diagnostic accuracy of 96.88% and the operation time of 24 seconds, indicating that the proposed method can be applied to the fault diagnosis of PEMFC water management subsystem sequence. Compared with the conventional approach of multi-class support vector machine algorithm, the training accuracy and testing accuracy of the proposed method is improved by 15% and 16.88% respectively. The operation time of the presented approach is only about 1/28 of multi-class support vector machine algorithm.
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