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SUMMARY
We present a discussion of some aspects of the 
behaviour of a collisionless steady-state plasma in a 
magnetic field. The general analysis can be applied to 
some recent experiments on the guiding of plasma by a 
magnetic field. For example, Demichev et al. (1966), and 
Tuckfield. and Scott (1 9 6 6) have used the well-known 
multipole configuration generated by current-carrying 
rods, injecting the plasma along the axis. Other 
experiments have used the guide field of a solenoid; 
Azovskii et al. (1 9 6 5)» Chwaszczewski (1 9 6 6) and Ashby 
(1967).
Accordingly, we arrange the analysis in two 
parts. In Chapter I we investigate the plasma-magnetic 
field boundary, with an emphasis on the multipole cusp. 
Aspects of the subject of plasma sheaths discussed in 
the literature have been summarized in a fairly 
comprehensive reviewT by Francis (1 9 6 6).
Chapter II is an investigation of some steady- 
state particle distributions in a magnetic field with 
cylindrical symmetry; in particular, systems with 
axially symmetric fields. The cylindrical geometry is 
well-known in the literature; the early work on high 
current gas discharges (Langmuir and Tonks (1926),
(1929) Thcnemann and Cowhig (1951)» and Bennett (1934)) 
is summarised by Thompson (1 9 6 2). Artsimovich (1964) 
presents a comprehensive discussion of plasmas in 
cylindrical geometries: the theta, pinch, and axially
symmetric magnetic traps. Both Thompson and Artsimovich 
give extensive bibliographies. Single particle 
distributions have been investigated in for example, 
the theory of the magnetron (Brillouin and Bloch 
(1951), Twiss (1953) )•
VIn Chapter III we discuss some small amplitude 
electrostatic oscillations which turn out to be relevant 
to the stability of the distributions examined in the 
previous chapter. A review of plasma instabilities 
(theoretical and experimental papers) has been given by 
Lehnert (196?), and also by Jukes (1 9 6 7) and (1 9 6 8).
We now outline in more detail the analysis 
presented in these chapters.
In Chapter I we present a discussion of the 
steady-state variation of several quantities across the 
plasma-magnetic field, boundary in the approximation of 
charge-neutrality: the magnetic vector potential, the
particle density and the electrostatic potential. We 
choose a distribution function that ta.kes account of the 
large component of particle velocity tangential to the 
boundary, obtaining, in ^ 2 a general equation for the 
vector potential A (2.4). The width of the sheath turns 
out to be scaled by a factor K , the inverse Debye length 
for electrons of energy m^  c '♦ In ^3 we very briefly 
consider the case of the plane boundary, in so far as 
it is a useful check on our subsequent results for the 
multipole configurations. Nicholson (1 9 6 3)» Harris (1 9 6 2) 
and Longmire (19^3) have considered in detail the three 
different configurations that can arise.
Our chief interest being in describing the 
plasma behaviour in a inultipole field , we examine in §4 
the simplest case, that of the quadrupole cusp, generated 
by four line currents. We find that the field quantities 
may be described, in terms of modified. Bessel functions 
(cf. the hypocycloid of Berkowitz et al. (1958) derived 
briefly in §5 because the details do not seem to appear 
in the literature), and that the density distribution 
midway between the rods is indistinguishable from that 
obtained for the plane boundary.
VI
Trapping of particles in the boundary layer is 
a subject discussed at length in the literature, in 
particular Morse (1965) and Sestero (1964) but we show 
in §6, dropping the approximation of charge-neutrality, 
that with the distribution functions chosen in §2, unless 
the particles are moving at relativistic speeds, we may 
expect to find, in the steady-state only a very small density 
(^NkT^. c2) of electrons trapped, in the sheath.
The results of our analysis are shown (67) to 
throw some light on the observations of Tuckfield and Scott
(1966) , who have injected plasma into a hexapole field 
at moderate values of |H| (up to 800 gauss). We find in 
particular that we can explain satisfactorily the pattern 
of light observed under the current-carrying rods.
Finally in ^8 we see very briefly that the configuration 
of a multipole with helical twist proposed, by Le Couteur
(1967) does not offer any advantage at the particle 
densities we are considering.
Chapter II describes the behaviour of particles
in a plasma-magnetic field configuration with cylindrical
symmetry, in particular the case of a beam of particles
travelling parallel to the axis of an axi-symmetricindividualmagnetic field, thus conserving the/ canonical moment of
momentum Pö • In §2 --- 5^ we discuss one and two
particle distributions with p^ = 0, in a uniform magnetic 
field, finding that density distributions characterized 
by a thermal parameter are singular at the origin because 
this particular constant value of p^ requires that all 
the particle orbits cut the axis of symmetry unless we 
impose an electric field. in such a way as to remove 
the singularity thus modifying the particle orbits.
However, we may also choose the distribution function to
of der\s'it|obtain solutions finite on the axis with a minimum value/ 
determined by the field strength. These solutions are a
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generalization of the distribution described first by 
Brillouin (19^5)» §4 and ^5 consider thermal distributions 
for one and two kinds of particles respectively; we find 
in ^ 5*1 that if we demand charge-neutrality most of the 
particles are confined within a radius about twice the 
value of the electron Larmor radius r£. Otherwise, §5*2, 
we have a central electron core immersed in a broader 
distribution of protons.
Distributions with pg^ 0 have been discussed, 
in the literature, Sestero (1967) and Nicholson (1963)» 
and our object in &6 is to determine some ways in which 
a beam or an assembly of protons and electrons with some 
constant value of Pq might remain charge-neutral across 
the cross-section. We allow I Hi to vary along the axis so 
the analysis may apply to particles moving in a trap with 
no loss through the ends, or as in 08, a beam of particles 
defined by an aperture, moving parallel to the axis in the 
field of a solenoid . The width of the aperture defining 
the assembly is characterized by a parameter r^, which is 
also related to the spread of the distribution in p^ .
If the values of rj and (for protons and electrons 
respectively) are in the ratio 1:6.5 the beam can rema.in 
approximately charge-neutral in the absence of large 
electrostatic potentials. Such distributions are 
possible in an assembly of particles.
<^ 8 is a. discussion of an experiment by Ashby 
(1967) on the guiding of hydrogen plasma with solenoidal 
fields of 2 kgauss, using the results of 2 —  ^6.
We find that we can satisfactorily explain his observations 
of proton density, and also the electrostatic potential 
(which is small) if we postulate a mechanism (an electro­
static instability) by which the electrons may change 
their angular momentum.
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In Chapter III we discuss the kinds of small- 
amplitude electrostatic instabilities that may arise from 
an isotropy in the distribution function. Our discussion 
is necessarily qualitative because the study of plasma 
turbulence is still in a very incomplete state.
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1CHAPTER I
Ql. INTRODUCTION
We wish to find a model to describe the steadi- 
state behaviour of a semi-infinite slab of diamagnetic, 
plasma contained by a magnetic field. Initially we do 
not restrict the degree of diamagnetism or the sharpness 
of the boundary but we will modify these conditions later 
when describing some practical examples. We assume that 
the component w of the particle’s mean velocity tangen­
tial to the plasma-magnetic field boundary is the 
dominant one, and has the same value for e&chi kind of 
particle present, say protons and electrons. (See 
Figure 1(a) where our model is sketched for the case 
of the plane boundary,)
Physically this problem arises when a plasma blob 
is fired from a source into a magnetic guide field. 
Experimental results have been obtained, for example, by 
Tuckfield and Scott (1966) and Demichev et al. (1966) 
using multipole guide fields. Once inside the guide the 
plasma blob spreads along the axis and may be considered 
longitudinally uniform. Tuckfield indicates that his 
source produces particles with a mean longitudinal velocity 
much greater than the ion thermal velocity. We present 
the simplest theoretical model to describe these conditions.
Plasma is ejected from the source parallel to the 
z-axis with mean velocity w. We assume that there are 
sufficient two-particle collisions in the source, where 
particle density is very high and collision cross-sections 
are large until the gas is very hot, for the velocity 
distribution to relax towards an approximately Gaussian 
distribution about the mean. Outside the source the gas 
is more tenous and collisions much less probable, but the 
approximately randomized distribution of particle 
velocities is maintained, and this is the distribution
boundary
region
//../
sma.
The plane plasma-magnetic field boundary of arbitrary 
thickness. The z-component of particle velocity,w, is 
parallel to the boundary; the magnetic field EE and
dparticle density both vary with x.
2seen by an observer moving with the mean velocity w. 
Depending on the acceleration mechanism in the source, 
the components of velocity parallel and perpendicular 
to the z-axis may have different; mean square values.
The distribution function in §2 is of this type, with 
independent parameters J3 , J3 . We examine the plasma 
far from the entrance to the guide field where, because 
of the dimensions of the system, we can ignore end 
effects and treat it as a stream of particles in 
collisionless equilibrium and infinite in longitudinal 
extent•
Our analysis also assumes that the plasma is 
approximately charge-neutral. Some authors (Nicholson 
1963; Harris 1962) have pointed out that exa&t charge 
neutrality in the sheath is obtained if particles of 
either sign have the same momentum distribution; then 
in the magnetic field they will have the same curvature 
and follow the same orbits, but this is far from a state 
of thermal equilibrium. For our analysis we have chosen 
the distribution so that the particles have the same 
mean velocity tangential to the boundary with a thermal 
spread about the mean.
For dimensional reasons the sheath thickness
turns out to be scaled by a factor K, = (4^Ne /m c ),
depending on the density N in the main body of the
plasma. K, is numerically equal to the conventional
Debye length (ö ^ n e ^ / k T calculated for temperature 22m c , and therefore much larger than the local Debye 0
length for electrons of temperature kT, except in regions
at the outer edge of the plasma where the particle
densities are less than a fraction of the maximum,mec^
and then this neutral approximation no longer holds.
Figure !$) shows that athe sheath may be considered to extend 
for a distance of about k ”"1 on either side of the half­
density point.
3Trapping of particles in the boundary layer 
has been discussed in the literature (Morse 1965; 
Sesterol964), but it is not very important in our 
analysis. Morse has shown that electrons originating 
deep in the plasma will be trapped in the sheath by a 
rising magnetic field if their tangential velocity is 
in such a direction that the orbital curvature turns 
the particles deeper into the magnetic field, and if 
the field in the sheath is then strong enough to 
contain the electrons. We find that all particles 
from the sheath can reach all parts of the plasma except 
where the plasma sheath departs significantly from 
neutrality; the exceptional particles in these regions 
are then said to be trapped. Firsov (1959) and 
Sestero (1964) have examined the more complex problem 
that arises when the particle*s directed velocity is 
much less than its thermal velocity, showing that 
different parts of phase space become inaccessible 
to the particle as it traverses the sheath.
Finally, we introduce the theorem, a corollary 
of Liouville’s theorem, which is the basis of the analysis 
in this and the following chapters; that is, the distri­
bution function describing the collection of particles 
depends arbitrarily on the constants of the motion of 
the individual particles. This result is widely dis­
cussed in the literature; see for example Landau and 
Lifshitz (1938)« Here, we follow the treatment of 
Tolman (1948) and also Goldstein (1953)- The theorem 
is applied to our system in the approximation of non­
interacting particles. Earlier we have noted that 
effects of individual collisions may be ignored, and 
we must also assume that the interaction between 
particles is sufficiently represented by the presence 
of self-consistent electric and magnetic fields which 
represent the sum of effects of external currents and
4of the plasma.
The particle distribution function or density 
of system points in phase space we write as F(p,q,t) 
so that the number of system points in the range 
dp dq is F(p,q,t) TCr dp^dq^; the volume element in 
phase space, TTr dp dq is independent of the choice 
of canonical coordinates and momenta (pp,qr).
F(p,q,t) must satisfy Liouville's equation, 
written in the Poisson bracket notation as:
—  + = 0. (1 .1)
dt 1
<M(p,q,t) is the individual particle Hamiltonian 
which includes the effects of the electric and magnetic 
fields, and which for generality is allowed to be 
time-dependent. Expanding the bracket in (1.1) we have:
u  \ = o.dq /
r V ‘ (1.2)
> f \For a stationary distribution we must have srr J = 0.
0 'P,Q.
at all points (p,q) in phase space, so that F(p,q,t) 
must now satisfy:
M )
3t /
Equation (1.3) will hold most generally if F depends 
only on some quantitiesoC which are constants of the 
motion for the individual particles. That is, if 
F = f |o( (p,q)j and if we have:
—  “ Z__r p + q
dt V^Pr r ^q.r
as required
0 .
5Depending on the geometrical symmetries in 
the total system, }{ may he independent of one or more 
of the coordinates q^; then the conjugate momenta p^ 
are constants of the motion. Thus for our analysis 
we will let F depend on the set of p^ whose conjugate 
coordinates do not appear explicitly in the Hamiltonian 
and write
F = F()+ ,P1,P2, ...)
In the important special case where the Hamiltonian 
is time-independent, as happens if the self-consistent 
field is stationary (that is, plasma oscillations are 
neglected) the individual particle energy is one of 
the constants of the motion.
In this chapter we consider first a plasma 
contained in a magnetic field, using the charge- 
neutral approximation, and then briefly examine the 
well-known one-dimensional boundary problem as an 
introduction to the problem of a plasma confined in 
a cusped magnetic field, comparing our results with 
the expression of Berkowitz et al. (1958) usually 
quoted in the literature. In<^6 we discuss the com­
plete expression for the electrostatic potential and 
the validity of the charge-neutral approximation, and 
then finally examine the experimental results of 
Tuckfield and Scott in the light of our analysis.
6CHAFTEH I.
§2. DISTRIBUTION FUNCTIONS
Let us consider the Boltzmann distribution of 
a hydrogen plasma in equilibrium, contained by a magnetic 
field independent of the z-coordinate, H = H(x,y). If 
we neglect individual collisions the field can be 
represented by a self-consistent vector potential 
A = A(x,y), which represents the sum of effects of 
external magnetic currents and of the plasma.
The Hamiltonian for a single particle of mass m 
and charge q (e.s.u.) is
H  = k "  (£ - 5 A ) I 2
where 0(x,y) is the electrostatic potential within the 
plasma, and
£ = i (p - ! A)
is the particle velocity. For protons we have q = +e, 
and for electrons q = -e.
In this system, asftis independent of z and of time, 
and p are constants of the motion for each particle. As 
we have noted, a stationary particle distribution in phase 
space can be an arbitrary function of the constants of 
the motion, and we will consider a distribution of the 
form:
I ß \ 2 -ßi} (p -mW/ )^/2m , , , , ,const. \ I e r e ^ Fz ' dx dy dz dp dp dp
\2 m / x 7 z
where the constant is a normalizing factor. For mathematical
simplicity it is often sufficient to consider the limiting
c a s e , in which this distribution contains a
S-function in p :1 z
7const. e~^ ^ S(Pz-mW) dx dy dz dpxdp dpg
(Appendix A(i) gives some details of this limiting process).
The second distribution is appropriate to the case where
, voW<ire flz*othe particles are ejected from a source/all with exactly
the same longitudinal velocity w in the z direction.
also When fl2-0The first/has mean longitudinal velocity W,/if we write
ß* W '■■■.-■^7,,- = W. These distributions may also contain a fewP
trapped particles; we discuss this in more detail later, §6.
Integrating over the momenta shows that both 
distributions give the sane number density N - with A_ = A
N exp j -ß(- - W* A *t* _1_ c 2m.
2 .2e A + ße 0)
N exp -J3( j W 1 a  +_1___ e
(2.1)
& -ße 0)
"ß
where for the first choice of distribution functions ß  
stands forß’ß*' /(jS>* +ßw) and for the second limiting 
caseß isjS* . Details of the derivation of (2.1) for 
both choices of distribution function are given in 
Appendix A(ii).
As a first approximation the plasma is assumed 
to be neutral, and this requires a potential 0Q ,
ß e 0_ = - w A + o c
4c'
(j^_ - ) (2.2)
For this value of the potential the distribution does 
not contain trapped particles. In a better approximation
to 0 there is a small density of them, £ ---LL-g , ^6.
m c e
8In a coordinate system moving with the plasma velocity
I 2(3 W the electrostatic potential is given by the A term alone,
ß'
as follows from the Lorentz transformation, or from the 
fact that (2.2) remains valid in the moving system for 
which U1 = 0; the second term in (2,2) depends on the mass 
difference between protons and electrons, which causes them 
to follow different orbits in the magnetic field. With
the above value, 0Q , of 0, the number densities reduce to
N exp - M h i.m
ej A2^
4c2
(2.3)
N exp ( -A2A 2)
where
4c2 m e
+ i__ )
m
j3e‘
4c 2m
scales the vector potential. The current density derived 
from the original distribution functions is, with
= i+ (p+ +  I  A) - :
e < n+w4. - n_W_ )
-n(|)2 A( +
p e
Thus from Maxwell*s equation curl B 4rr :
( )
J&' + £ "
= 4 It N e__ ( 1__2 m c p
exp -
+  1 _ _) < ß'1 )
me ß' + jß”
r  ^ e 2 fl i \  2]
^m + — j  Am / J
9or v 2(ÄA) =K2(Aa ) exp (-/\2A2) (2.4)
where
K, 2 = 8ftNe2
2c2
- 8~nNe2 in 
2
2m c e
(and numerically
h 2= 3.54 cm”2
determines a scale 
that in the limit, 
becomes
V 2( A A) =IC( A A) , (2.5)
with the solution in (r,G) coordinates :
A( r,Q) = T. oCnIn ( k. r) cos n G ,
where In (Kr) are modified Bessel functions of order n .
§ 3.THE PLANE BOUNDARY
If we consider a plane boundary then equation (2.4) 
has a simple general solution. We take H in the y direction 
Figure 1(a) and assume A = Az(x)* The first integral of 
(2.4) is
(g-x ^ A) + K/2 exp (- A2A2 ) = K,2C , (3.1)
which is the well-known pressure balance equation for a
fiplane boundary : 4 - 4«?
H _  + 2n___2N„
8 It p ~ j3°
( 1_ + 1__) ( ß" )
mp me ß' +P"
the limit of the o-function distribution
(ß  * Qo) ,
for N = 1012 cm”3),
of length in the equation. We note 
as A tends to zero, equation (2.4)
(3.2)
10
(f
or
2H__ + (kinetic pressure) = constant .8tt
Further integration of (3*1) leads to the equation
-1 Xa d X A
x = & _____ _J AAo Jc - exp(-X2A2) (3.3)
where x is measured from the point where A = Aq 
There are three different kinds of solution of equation 
(3*3) which correspond to three ranges of values for the 
constant C. We will discuss these solutions only briefly 
as Nicholson (1963) and Harris (1962) have considered 
them previously in greater detail. The numerical solution 
for C = 1 later serves as a useful check on our analysis 
for the quadrupole cusp, ^4. Having obtained a solution 
for A we may then, using (3*2), determine the relationship 
between the particle density n, given by (2.3), and the 
magnetic field H = •
\2A2( i) G 1, say G = e 0
We set A = A q + a in (3*3), where a is a small
positive quantity, and expanding the exponential and ignoring 
\2 2terms in A a , obtain :
x =
 ^a
____ da
^b<
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Thus when A ^ A q the solution is :
A + i e " ^ A0 A„lC2x2
For small x we have :
k0
-X2a 2o A K^x, so that o
H changes sign through the origin, and vanishes there 
also. This is the case considered by Harris (1962). 
For large A we have :
A = const 4- 1/+ «, v _  x
7cThe magnetic field tends to the constant value KvX
where the plasma density vanishes. See figure 1(b).
(ii) C = 1
For small AA the solution of (3*3) is : 
x = log (VAJ
so that as x tends to minus infinity Aa tends to zero
1/ ■ -as e and so does H •
For large Aa , A -*> Kx and H - +
In the intermediate region the solution of (3-3) was 
obtained by numerical integration starting from A = 0.1 
at x = 0 ; Figure 1(c) illustrates this case.
From equation (2.2) :
J3 e 0Q= w A + \2A2
and the main contribution toJJe 0 , X2A2, is also
plotted in Figure 1(c).
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Fi*.(2b) The simple cusp, showing quadrupole symmetry and lines 
of force. Plasma is contained within the curved boundaries 
AB,BC,CD,DA.
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( iii) C> 1
In this case the particle pressure is not big enough to 
make H vanish inside the plasma. If we measure x from
the point where A = 0, we have
for small Aa ; A a = Kn/C-1 X , H =k 7c-1
and for large A A : A a = k J c ~ x , H = kVc
This is the case considered by Nicholson (1963). See 
Figure 1(d).
Longmire (19&3) has considered the plane plasma 
boundary for a non-thermal distribution; comparison 
with his results is made in appendix B.
§4. THE QUADRIPOLE CUSP
Let us now turn our attention to the simple two-
dimensional cusp configuration (Berkowitz, 1958) : it
may be generated by four line currents positive in the
first and third quadrants, negative in the second and
fourth, as in Figure 2 a» By symmetry, the lines bisecting
the angles between the conductors are lines of force.
For this discussion we will have A = k ? ( Kr,0),
and we can expand the vector potential in a Fourier series
which has A = 0 on Ö = - r  .z 4
AA(krfO) = f(Kr) cos 2 0 4- g(K/r) cos 6 Q + ---. (4.1)
Equation (2.5) is then written
\7^(Aa ) = K  (f cos 20 + g cos 60) exp - (f cos 20 4* g cos6ö)~
(4.2)
13
cos 20 - g I, ( ;f ') cos 20
(4.3)
Equation (4.3) neglects harmonics above 60 and. terms in fg
(4.2) are given in appendix D. We will show later (appendix E) 
that in equation (4.3) the only important term on the RHS is 
the first one. The variational principle (appendix C) shows 
that with onljr the first term the equation gives the best 
approximation of the formAA= 1 cos 20.
We have three possible solutions of equation (4.5) as the 
magnitude of f is varied.
(a) : for large f , we may equate the RHS of this
equation to zero; the solution is then i
where the constants P and Q are to be determined, sub­
sequently from matching solutions at the point Kr = 2.8. 
(b) : in the limit as f tends to zero, we may equate the
exponential to unity and obtain an equation similar to
2and g . The details of the expansion of the exponential
The equation for the cos 2Q component of (4.3) is
then
f(r) = P r2 + Q/rZ (4.6)
(2.5) :
(4.7)
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The solution to this equation is :
f (K r) = I2(Kr). (4.8)
If we have a small but finite f, it is necessary 
to add a small correction term £(Kr) to the solution (4.8). 
Expanding the exponential and Bessel functions of equation 
(4.5) we obtain :
y h  ( r  i h ) f  -  h. f  =K1 (1 -1 f 2  + --------- ) •r
However, as f increases, f-*3 » the HES of equation (4.9) 
is not a sufficiently good approximation, and we will 
therefore use instead
e’ if(l (if2) - I (if2)) - f(l - --- s J \ )  (4‘10)
U 1 I t  bf
with a = 9/8 and b = 1. Fig. 3 gives an indication of 
the error incurred by using this expression. Our equation 
is now :
1
r L. (dr )f ““  f =K2f(l - — ~p)r  ^ 1+b f (4.11)
with the solution :
f ( K r) = I^( K r) t £( K r) • (4.12)
The small correction term £( K r) is obtained by solving
the equation
— —— (p E— )c _r dr dr
4 r 22 4 ~ 1C £ — K^a I 2r
2 3
1 + bi2
We find that £( K, r) = ö<(Kr) i2
1 + X2 ‘
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with
<X = -0. 0188.
The solutions of equation (4,5). that is equation (4.6) 
and equation (4.12), may be matched at Kr = 2. r, as 
Fig. 3 shows that our expression (4.10) is still a good 
approximation here. At ter = 2.8, we have the condition 
that f(kr) and f*(K.r) are continuous functions, and so 
we obtain from (4.6) and. (4.12) = 0.238 and <eV,<2= -2.98.
The complete solution for the vector potential is
A a ( K r,©) = [ y  K r) 4* £( k r) I cos 2©, Kr ^  2.8
(4.13)
ÄA( K r,Q) = (o.238(Kr)2 - . 2.98 /(Kr) 2) cos 20,Kr>2.8
with
£( K r)
0.0188 (Kr)2 I, (icr)
=r —
1 4- [*2 (Krf
The particle density n , and the electrostatic 
potential 0o of this distribution may be calculated from
the expression (4.13) for A. We have
n = N exp [ -(f ( K r ) cos 20)  ^] (4.14)
from (3*4) and, as a first approximation, equation (2.2) 
gives
ß  e 0 o ( K, r,0 ) = ^f ( iCr) cos 2©^.
Fig. 4 shows the variation of n with ( Kr,©); the curves
correspond to different constant values of A A. The
2/ 2/hypocycloid, x 3 + y 3 = constant, of the
16
conventional theory (Berkowitz et al., 1958) for a sharp 
plasma-magnetic field boundary ( § 5) is sketched for 
comparison, and matched to these curves at the point .
A A (Kr,0)= -Jr . Along the axis of symmetry, 0 = 0, the 
variation of density n with r is indistinguishable from 
that of n with r in the plane case shown in Fig.1(c), 
and therefore checks the accuracy of the analytical 
approximations made.
85. THE SIMPLE CLSP
It is interesting to compare our results with 
the expression often quoted for the boundary of a simple 
cusp:
x2//-^ + y c//^  = const. = (5*1)
which describes the ideal configuration where the 
boundary layer is very thin compared with the dimensions 
of the plasma, and the plasma density in the cusp is 
sufficiently large to exclude the magnetic field entirely. 
The standard reference for the result (5*1) Is the work of 
Berkoswitz et al.(1958) and to complete our discussion 
of cusps we briefly derive (5.1) as the details of its 
derivation seem to be absent from the literature.
We assume the configuration of fig. 2(a), and 
write the flux function as
T' (x,y) = A(r,e)
so that
and the curves ^ (x,y) =
SV and H = - '6%'
by y d x
constant are lines of force.
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We refer to fig.2(b) and assume that, because of 
the quadrupole symmetry, the X and Y axes are lines of 
force. The curved boundaries AB, BC, CD, DA, that limit 
the region occupied by the plasma must also be lines of 
force. Therefore, on these curved boundaries, and also 
on the X and Y axes as flux is a continuous quantity, we 
must have]D(x,y) = const., for simplicity zero.
The form of )£(x,y) must be 
")£(x,y) = (xy)n‘ F(x,y) with m) 0 
so the equation of the curved boundaries is F(x,y) = 0. 
Further, we know that F must be a symmetrical function of 
X and y, and it can therefore be written quite generally as 
F(x,y) = F.((xy)p , (xCi + yn) ) p,n> 0
because the curves xy = const, and x’J + yn = const, 
define a complete set of coordinatesin the XY plane. 
Expressing F(x,y) as a power series:
v ■— oo
F(x,y) = Uy)r fr(x + yn)
r = m
we see that the first term only of this expansion gives 
(x, y) = (xy)ni f(xn + yn) (5-2)
and this, as vie now demonstrate, is sufficient for the
exactsimplest,v solution.
Using this form (5*2) of^(x,y), the equation of 
the curved boundaries is written 
f(xn + yn) = 0,
that is,
, where f(ar) = 0
18
The analysis with the plane boundary - §3 example (ii) 
if carried over to the limiting case of a thin boundary
2then requires that H be a constant on the boundary, 
equal to the internal plasma pressure. Thus, at the 
boundary,
Vl6(x,y) = n(xy )lr‘ (xn_1 , yri_1) f'(an)
|Vp(x,y)|2 = n2(x2(m+n-l)y2m+ x2my2(m+n-l)} ß»(anj]2
= constant. (5*2)
Equation (5*2) must represent the same curve as 
xn + yn = an ,
and thus the RHS of (5*2) must be some simple multiple of 
(xn + yn). Thus the conditions 
2(m+n-1) = 0, 2m = n 
or 2(m+n-l) = n, 2m = 0
result, and permit two expressions for]6(x,y). The first, 
m = 1/^, n = 2/^, gives us the equation for the hypocycloid 
(5*1)» and ^ (x,y) = (xyJ^^FCx 2/^ 3 + y 2//3)* The second 
n = 2, m = 0, is inappropriate as it would represent a 
pinch rather than a cusp,
§ 6. THE ELECTROSTATIC POTENTIAL.
Our expression for 0 ( r,Q) - the electrostatic 
potential generated by the plasma - must be consistent 
with Poisson’s equation :
K72 0 = - 4IXJ> ,
where the charge density,p , is given by 
P = e (n+ - n_).
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From &2 we have expression- for the number densities, (2.1). 
We will write the electrostatic potential as
0 = 0Q + 01 ,
with 0o given by equation (2.2), as the potential generated 
by the plasma., in the neutral approximation. Then
n+ = n exp ( - J3 e 01 ) 
n_ = n exp ( jS e 01) ,
with the local number density n(tCr,0) given by equation 
(2.3). We may thus write
P ( IC r,G) = -e n(exp( ß e ^) - exp(- ß e 01))
= - 2e n sinhß e 0^
and V 2(0O + 01 ) = 8 TT e n sinh ß e 01
cr 8rrße2 n 01
= Kd2 h (6.D
where
Kd( ft r, 0) = (8tt ne2ß )*
= XL“'J- (Kr,e) (6.2)
and A^ is the Debye screening length. The formal solution
of equation (6.1) is :
0. i -V; v 2
(i+ A v2 + \ v
v D
A
v 2 2
A vD
_ 2V  0
4 - -  - -)X'hV 0 o(6.3)
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\ 2 2The expansion is valid in the region where ( \ V 0Q)/0O
is small; we can estimate this ratio using equation (2.2) 
to write 0Q in terms of A # and equation (2*4). We have 
first ;
m c e
2 l*o ~ * *'A> + f z  < ic 4c m i-> (6.-)
(Since we have chosen A = Az (x,y) we can if we wish replace 
2 2(\7A) ' by H , quite generally.) From (6.4) the ratio
. r\ r\( A ^ 0 Q) / 0Q will contain two terms, the first of
which is always small. To find the size of the second, 
term we must choose a particular configuration, and we 
will take the l«dimensional plane boundary (^ 3» example 
(ii), and figure 1(c)), as we have seen this is a good 
approximation to the boundary of a cusp near the axis of 
symmetry.
Where n is large Ap is small and the right hand 
sid_e of (6.4) is negligible. 0^ = Ap V ^ 0 Q becomes
important in the region where n is small; here, 
referring to figure 1(c) we see that we can write 
approximately : A^ Hxf, where x* = x - 1.5/k
for K x >  2, and we find :
21
_/v
2 X 2
____D_________
(x -1.5 /k.)2
which remains small until n(Kr,6) is vanishingly small*
When A is comparable with x , 0 stops increasing as A 
and continues as an electrostatic field in free space, its 
sources being in the region containing the plasma.
The expansion made above (6.3) is therefore valid 
within, the limits stated, but in this region 0^ contributes 
negligibly to the total electrostatic potential and we can 
write with sufficient accuracy for most purposes ;
e 0 *e0o = § W'A + 5 ~ 2  ( £—  " £— > A 2 . (6.5)
4 c e p
Trapped Particles
While we can, for most cases of interest, neglect 
0^, it is important when we consider the possibility of 
particles being trapped in the boundary layer. Our earlier
§1remark/that electrons can be trapped in the plasma sheath
once the charge-neutral approximation is dropped can now
be demonstrated and we show that only a small number of
electrons can be trapped. We continue to use the example
of the plane boundary discussed in the previous paragraphs.
In regions where there is no magnetic field and
zero electrostatic potential, the chief contribution to,
and the lower limit of, the total energy of a particle is
2its kinetic energy along the z-axis : t m w . In the 
magnetic field the total energy of the system is expressed.
22
by the Hamiltonian^defined in 92 for a particle of mass m 
and charge q. Clearly, for a particle at any point in the 
magnetic field to be able to reach or, since the orbits are 
reversible, to have come from any part of the field-free 
region, we need. :
H  > i m w 2 . (6.6)
From equations (6.3)» (6.4) and (6.5) we have the 
expression for 0 = 0Q + 01 and (6.6) becomes for protons :
P + p x y 4* e'
4c'
(i_ + !_) >
ni ine p
-kT
m c e
(* I W. A + *
4m c‘ e
(1 - ) )
-e
2m c‘ e
(1 -_.ge ) X (Vi)2
mp D (6.7)
and for electrons
2 2P + P ^ 2x x y 4- e
4c
(i_ + m_) >
(5 I w '.a  + e£
m c e
4- e‘
4m c‘e
A * ( l  -
2m c‘ e
(1 - ) X ( V A ) 2 .
))
(6.8)
mp D
Both equations are satisfied for all values of A in the 
charge-neutral approximation which neglects the potential
term 0^, on the HHS of (6.7) and (6.8). The terms in
23
kT are always small when compared with e 0 , and
2m c e
are not significant in relation to the LES of (6.8) unless
e 1 2e0 or - WA are of order m e  ♦ o c e
The term in (V A )  ^ can be important and may 
lead to trapping of electrons of small transverse kinetic 
energy. Since we are formally considering a steady-state 
system, which lasts for infinite time, electrons may have 
diffused into the trap by collisions, for, although this 
process is inefficient, the trap has to be filled only 
once to attain a steady state. If the plasma has boundaries 
in the y direction, electrons from the boundaries may 
have run down the field lines and become trapped or 
electrostatic instabilities of the type suggested by 
Bernstein (1957) may cause external electrons to become 
trapped in the sheath. (This second mechanism would 
require time-varying fields however, and we are considering 
a static system.)
The thermal energy of the electrons determines 
the extent to which they penetrate the boundary; we have 
from (6.8) as a condition for trapping electrons ;
! ^  W'.A - i ^  A2 + e2 X 2 W A)2>0 (6.9a)
c: c o2
and for trapping protons i
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e kT ü'.A - 1 e2 k2 (^A)2 > 0 (6.9b)c 2 2 c “ cc
Unless W* A is very large and negative there are no protons 
trapped and even for the electrons the first term in (6,9a) 
is negligible. We therefore choose to illustrate explicitly 
for the electrons the case where W = 0. Equation (6.9a) 
becomes, using (6.2) :
2 H2 > K2 A2
Substituting for A from equation (2.3) we obtain
XI2k_... —___ _ \ n log Nlo Tr Nme c 2^  n n (6.10)
Equation (6,10) is quite general. To write this condition 
in terms of the electron thermal energy we can use the 
pressure balance equation, (3«l)» with C = 1. We have :
kT___
2m ce
(i (6.11)
which imp!its —  -^ 2I IV r r [t CThe shaded portion of Fig*5 is the region where (6.10) 
is satisfied; (6.11) shows that relative to the density 
at the centre of the field-free region, the density of 
trapped electrons is very small.
7. THE HEXAPOLE.
In this section we examine the experimental 
results of Tuckfield and Scott (1966) who have investigated 
the guiding and purifying of a hydrogen plasma., using a 
multipole field.
Normal
polarity
Reversed
polarity
B0 =  133 G B0 =  133 G
Bo =  265 G Bo =  265 G
Bo =  530 G
Bo =  800 G
Pig. 6 Photographs of plasma radiation emitted at an opal 
glass plate, 90 cm. downstream from the gun, after 
Tuckfield and Scott (1966).
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A plasma blob from a conical theta pinch gun was
fired into a magnetic hexapole guide field, the axes of
the gun and guide field being aligned. Straight and also 
curved conductors were used. Photographs of the plasma 
radiation, emitted at an opal glass plate placed downstream 
90 cm from the gun, are reproduced in Fig.6. They are 
arranged in order of increasing values of the external 
field Bq which is measured at a radius of 7« 5 cm midway 
between the rods. The photographs show a central core, 
of about 3 cm radius, of intense uniform light, and for
small Bq a decrease of light under the rods which
carry current upstream. As Bq increases to 800 gauss 
the light becomes more concentrated in the centre and 
the configuration six-sided; there is a dark area under 
every rod.
We will consider a linear hexapole system, 
describing it in (r,G,z) coordinates. The current in 
the rods, -tf, produces a magnetic field B(r,0) with 
vector potential A(r,G) obtained by solving equation (2.5)* 
The approximate solutions near the middle are 
A = C I0 ( K r) cos 30, Kr ^ 3
o o (7.1)A = (R(Kr)J 4* S/( Kr);) cos 3^,Kr> 3
Contours of AA are sketched in Figure 7*
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Using the approximate pressure balance equation
?B~p + = constant, we might expect intuitively that
plasma would be repelled from all rods at all currents 
and the pattern would never be three-sided, but closer 
examination of the expression for the particle density 
shows that this is not the case when the magnetic field 
and particle density are small. From §2 the proton number 
density is
n = N exp J3(e Wa - 1__ e_ A? - e 0). (7.2)
c 2m_ 2P c
In the centre the plasma is approximately charge neutral 
and the electrostatic potential has the value 0 , 
equation (2.2); but near the rods the plasma density has 
a negligible effect on the magnetic field and we may 
therefore neglect the term in e 0 in equation (7*2).
The vector potential near each rod is now described most 
accurately by its vacuum value :
A = 2 3 log , (7.3)
where r* is measured from the centre of that rod.
From (7.2) and (7*3) we see that the magnitude 
of the current in the rods determines whether the protons 
are repelled from alternate rods or from all rods. Near 
the surface of the rods 0 is negligible; if S ,  and 
therefore A, is small enough the first term in the 
exponential (7*2) is the larger one. Protons will be 
either attracted or repelled, from each rod depending on 
whether it carries current away from the source ( + Y ) or
27
towards the source 
the two terms, —
(-Jf). As J increases the ratio of
e A_______  , increases until
2m c2 W 1/P /e
2eventually the term in A ' dominates and the argument 
of the exponential is negative for both signs of 3 ; then 
there is repulsion from all rods.
For a hexapole geometry, with radius a equal to 
8 cm, we can calculate the above ratio at a distance of 
1 cm from the rod, for a field strength BQ of 800 gauss. 
We find :
e A ~ 2.5
2m c2 W'/P /c
and so expect repulsion from all rods. The terms in A 
2and A' are equal when B ^  320 gauss, consistent with the 
observed change from a three-sided to a six-sided light pattern, 
between 265 and 530 gauss. When the configuration 
becomes six-sided and the plasma is concentrated in the 
centre, an analysis similar to that given i n ^ 4 for the 
quadrupole cusp configuration applies, and the magnetic 
field in the centre is described by equation (7.1).
The electrostatic potential discussed in § 6
contains the term Wa which gives rise to an electric
yifield — x3 seen in the laboratory frame of reference,O 1—1
even if the electric field in the frame of reference 
moving with the plasma vanishes. Such a field seems to 
have been observed experimentally by Tuckfield and. Scott.
28
2In the main body of the plasma the term in Az ,
the potential measured in a frame of reference moving
Iwith the plasma, is small in comparison with wAz because,
3eouation (7.1),, A decreases approximately as r .
Some more results of Demichev et al. (1966), who 
used strong magnetic fields of up to 6000 gauss in an 
experiment similar to the one considered here, but with a 
quadrupole field, also demonstrate the efficiency of this 
method of controlling and guiding a plasma.
§ 8. MULTIPOLE WITH HELICAL TWIST
In considering systems of this nature, Le Couteur 
(1967), it is necessary to replace the variable Q in the 
foregoing analysis by (© - bz), where b is the twist 
parameter, and to modify our basic equation in the 
approximation of (2.5)• For a system of 2L conducting 
rods we will have solutions of the form 
A = f(r) cos / (G - bz),
with f(r) = IxU ß> r), and = (f2b2 + K.2). Thus,
if the twist is to modify the magnetic field significantly 
we must have /b ~ K, , and we see that the separation in 
the z direction between adjacent rods K//b becomes /k. . 
For the densities considered this separation is too small 
for convenience, and helical twist offers no advantage.
*
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Appendix A
(i) THE GENERALIZED FUNCTIüN & (x )
In § 2 we have noted that there are two forms of 
the steady-state distribution function appropriate to the 
description of the system of particles. We wish to 
amplify the remark that one may derive the special form
const, e” ß  H S(PZ - mW)
of the distribution (which describes a system of particles 
all with exactly the same longitudinal velocity w), from 
the more general form
A 2
const / J3 " e-ß'^ e-jjß!,/2m) (pz - mW)
v 2 TT m
(which permits a spread in the values of the p^ - momentum), 
by taking the limit ß ?i-* oo .
The limiting procedure arises from the definition 
of the generalized funct'ionS(x) as a limit of a sequence 
of well-behaved functions fv(x), which satisfy the 
cond.it ion
r oo
lim
\ ) ^  v)0 R_oq
fv (x) 0(x) dx 0(0)
and where the 0(x) are a set of arbitrary functions in 
Schwarz space, (Lighthill, 1958)« In this case we choose
the f (x) as the Gaussian function
- x2/v
® -oo
e" X ^  0(x) dx
v/ttd"
■A?T V) 
Since lim
30
= 0(o)
J tx y 
= 0(0)
f'dO
e"”x ^  dx*/-oo
it follows immediately that, in the notation of § 2,
£(p - mW)Z lim_ »  ^
ß  — > CO
/-&—  exp -[p/2m](pr m W )
(ii)EXPRESSIONS FOR THE MEAN VELOCITY & NUMBER DENSITY
In this section we take the two forms of the 
distribution function discussed above and obtain express­
ions for the mean particle velocity and particle number 
density in each case; in the text these expressions are 
stated but not derived.
Remembering that the particle velocity is
v(vr,vQ ,w) and in particular mw = p — jj. A , we considerz c z
the more general form of the distribution function, of
which the parts dependent on p are:z
exp -( ß /2m) (pz - ^ Az)2 exp -(ß /2m) (p - mW*) 2
c z
and thus the terms dependent on mw are:
exp -(p*/2m)(m2w2)
& ' + J 5 "exp -
exp -(J3 /2m) (mw + (£ A - mW'))2zc
(mw + T,---r (i A - mW’))2
ß + ß  c Z
exp B ”ß' t|
2m(p' + j3") (- A - mW’)2 c z
Hence, we have for the mean local value of the 
of velocity
E"p + f> (w* - q A c m
z-component
30a
I tand in the limit R — *co, we obtain
<w> = w' - J L  A 
c m  z
Thus if the particle source is in a region where
A =0, the particles leave the source with mean longit- z
udinal velocity
I tor, in the limit ß — they all have exactly the same 
velocity
<w> = W
as we have remarked in the discussion of 2.
The analysis also shows that the mean number 
density is proportional to
exp _qc m m W 2
which leads immediately to (2.1)
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We rocuj a l s o  o b t a i n  t h e  e x p r e s s i o n  f o r  t h e  number d e n s i t y
»f
( 2 . l ) / w e  c o n s i d e r  t h o s e  p a r t s  of t h e  g e n e r a l  d i s t r i b u t i o n
f u n c t i o n  t h a t  a r e  d .ependent on p^ :
exp A 2-  l J ß ’ (Pz -  Ö V  +  ß " (pz -  mW) , 5
—  ( ß ’ f  Az + jß" mW)
2 , 2
exp -1 (ß* + ß " )
2m PZ -
1 2 I
e x p j -  i — fni2W2 (j3''- 
2m L
* ' 2 ,-> •> i l < £’ - AL, >
ß ' + ß
' 2
F+F
1 e ß ' ß *
-  2mW — A —T»------ --------- I ic z ß + ß Ji
exp -  ß (i
T
. » «ß ß
_» nß +ß
, and f o r
e ^ A_ ? e W Az ) 
c
~—^  oo ß  = ß-case we have
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Appendix B
THICKNESS OF THE PLASMA SHEATH
Our expression for the thickness of the plasma
sheath is
-1
47T Ne' V  mp
m c e
4ltNe
This differs from the formula usually quoted, that is, 
the geometric mean of the ion and electron Larmor radii, 
(Longmire 1963) because we have a different physical 
situation.
We have obtained an expression by considering a 
gas in approximate thermal equilibrium, and Longmire*s 
result applies when a stream of plasma with velocity v
is directed at a plasma-magnetic field boundary. Then
the width of the sheath is the distance in which the ions
are turned back by the electrostatic potential.
In our case the potential built up at the sheath
by the electrons (^kT), is sufficient to hold back the
ions and the ion Larmor radius is not a significant
quantity. Longmire*s example requires that the magnetic
2field at the boundary should balance a pressure Nm^vQ 
of the incoming beam, therefore the particles will 
penetrate the sheatkup to a field strength given by :
NV o
h£___
8irV o
i. e. N
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With this value of N our expression becomes
K -1
/m m v
J e p Q
s/2 ' e/c
provided that the Larmor radii are calculated at the 
place in the sheath at which the local density has fallen 
to one half of its maximum value; the formula now 
agrees with that of Longmire.
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Appendix C
TEE VARIATIONAL PRINCIPLE
We note that equation (2.4) may be obtained
by minimising, with respect to variations ofA(x,y,z),
the following integral which is proportional to the
Lagrangian of the system, : 
r
J [(V ( X A) )2 - K 2 exp -( X A) 2j d(vol)
Jv
(C.l)
Neglecting terms of order (5Xa )
=  2 £( X A)
V
(Xa ) - K2 (Xa ) exp (- ( X a )2) d(vol).
and
S(7 —>■ 0 implies V  (Xa ) = K (\A) exp ( - (Xa )2) (C.2)
Equation (2.4) may therefore be solved approximately by 
substituting trial forms of A in (C.l) and minimising(7*
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Appendix  D
EXPANSION IN TERMS OF MODIFIED BESSEL FUNCTIONS I
F o r  s i m p l i f i c a t i o n  of  e q u a t i o n  ( 4 . 2 )  we u se  th e  
e x p r e s s i o n
e x p ( - X c o s V ) = &c + a., cos~)d + -  -  -
rTr
a  = — o rr
2
& , =  —
Tr
e" * oos^  a y  = I 0 (A)
rTr
-  X c o s^ cosU  d y
X >  0
where
V *  >
1
y?r
,  -1
n
2
r ( n + J )
E q u a t io n  ( 4 . 2 )  i s  w r i t t e n  i n  f u l l  a s  :
r *
e1 X cos^ s i n 2ny
°o (Watson c h .3 )
V [ f ( K  r ) cos 20 + g ( K , r )  cos 60 ] = K.2 [ f  cos 20 *h g cos 6 o ]
exp [ - ( f  cos 20 + g cos 6 0 ) 2 ]
= K ' [ f  cos 20 -f- g cos 6o]
exp [g-f2 (co s  40+1) 4*Jg,2(co s  120 1)
+ f g ( c o s  40 *+■ cos 80)] I 
= K ( f  cos 20 4* g cos 6 0 )
e x p { - [ c o s  4 0 ( £ f 2*hfg) + f ( f 2+g2 )+ fg co s  80 
+ i g 2 cos 120 j ].
We now expand t h e  e x p o n e n t i a l  i n  t e rm s  of  B e s s e l
f u n c t i o n s  I  : n
1V  (fcos2G + geos6ö) =K" (fcos2G 4- geos6©) exp [-g-(f2 4* g 2 )]
{[l0 (f /2 +fg)~2I1 (tf?+fg)cos 4©+ — ][l0(f'g)~2I1(fg)cos8ö + ----- "
[l0 (tS2 ) - 2I1(*Jg2 )cos 12e + ----- j
= K2exp-%(f 24-g2 ) [lQ (-|f"4-g2)I (fg)IQ (^g2 ) (fcos2ö 4* gcos6ö) 
-2I1(if24-fg)IQ(fg)lo(^g2 ) (fcos2ö + gcos6ö) cos4©
-21^(fg)IQ (§f24*fg)Iq( Jg2 ) (f cos2ö 4- gcos6©) cos 8© 
-2I1(4g2 )lQ(ff2+fg)IQ (fg) (f cos2G 4- geos6©) cos 12©]
Put = -|-f‘ 4* fg, =fg, ft - #g"
Then :
\7 (f cos2©4-gcos6©) £ K2exp [-J(f24-g2 )] { f cos2©[Io (a)IQ(^)IQ (^ )-I1 (^c)
Io< ß > *0 <8 >]
-goos2C [l1(p)lo(«)Io(j() + I1((X)Io (?)I0 (n)]
-foos6e [i1(«)io(p)io ()s) + i0 (*)]
+SOOS6« [l0 («)lo ((i)Io (i ) - 1 ^ ) 1 ^ )  I0 w ] |
If we now neglect terms in fg and -j^g , we have equation (4.3) :
V ‘" [f cos2G4gcos6©] =K' exp (-^f2) | f cos2© £lQ (Jf ~ ) - I 1 (Jf“‘)
- goos20 I1(if2 ) - fcos6e I- (if2 )
+ goos6e io (Jf2 ) j .
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Appendix E
APPROXIMATION TO EQUATION (4.3)
We have noted earlier the approximation to 
equation (4.3) in which all terms on the BH3 of the 
equation, except the first, are ignored; it is now 
necessary to justify this procedure. Let us therefore 
consider the cos 6© component
V  (g cos6©) = K “e“5-* (g I0(ff^) - f I^(^f2)) cos 6©
d ” i d  36 1 "2
------ 2 S + r? flFr s - — 2 s = ed (K r P  K dKr (Kr)‘
'“f' (g - fl, )
and we find g? fl^/I^
g( r) cr
1 2( K r)
s
I1(i lg (K r)) 
l| ( K r)
1
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for small Kr.
With this expression for g(K r), 
p'i K r) Ä 1 l \c r \ ^
f( K r ) TE { 2 J
Hence, the cos 6© term in the expression (4.1) for 
A(ftr,G) makes a negligible contribution to the vector 
potential. From equation (4.3) we see also that the cos2G 
component is ;
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2,. _ .-if' f(I0-I1) + g I1 cos 20V (f cos2ö) = e 
and the ratio of the terms on the RHS is
A =g V f(Io - V
, 4 I,
^ 1 K r 1° IS V 2 j ICTI1
1 ( K i f > when *C r < 2.8
Therefore we are justified in neglecting, on the RHS 
of equation (4,3)» all terms except the first,
-if'
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CHAPTER ll
PARTICLE DISTRIBUTIONS WITH CYLINDRICAL SYMMETRY
§1. INTRODUCTION
It is a well-known consequence of Hamiltonian 
theory that particle motion in magnetic fields possessing 
one or more degrees of symmetry conserves some components 
of canonical momentum or the canonical moment of momentum; 
thus the equations of motion may be simplified considerably.
We are concerned in this chapter with systems 
possessing cylindrical symmetry, in which the canonical 
angular momentum is a constant of the motion, and our 
particular interest is in deriving the steady-state density 
distributions for changed particles, with respect to this 
class of geometry.
Studies of such axisymmetric systems are relevant 
to the theory of cylindrical magnetrons (Brillouin (1951)» 
Twiss (1953)) and the magnetic focussing of electron beams 
(Brillouin (1945). Pierce (1949)). In relation to the 
guiding, confinement and stability of plasmas the earlier 
work has been summarized by Thompson (1962) and Artsimovich 
(1964), and extensive bibliographies are given in these 
references.
Initially we consider a collisionless beam of 
particles moving with mean velocity W parallel to the axis 
in a uniform magnetic field Hz . We follow the discussion 
in Chapter I, § l p in that once outside the source the 
particles are assumed to be in a state of collisionless
40
equilibrium end may be treated as a longitudinally 
uniform stream described in terms of a stationary 
distribution function. In this system both pD and p 
as well as the total energy are conserved and in the 
analysis of §2 —  §5 we choose p~ to be zero because 
this case has special features. The basic equations 
set up in §2 then show that depending on the choice of 
the potential 0(r) the density distribution for thermal 
particles can be singular at the origin. However by 
choosing the particle distribution function differently 
for non-Kaxwellian particles the singularity can be removed.
In § 3 we discuss these uniform solutions for one kind of 
particle, of which the Brillouin distribution is a special 
case. If all the particles have the same constant velocity w, 
the beam current density is controlled entirely by the 
magnetic field.
InS4 and§5 we return to thermal distributions for 
one kind of particle (9 4), and for a beam of protons and 
electrons (§5)* The radius of the density distribution is 
not less than the order of twice the proton Larmor radius rPin a beam composed entirely of protons, but can be as small
as the order of twice the electron Larmor radius r in ae
beam of protons and electrons, if we assume approximate 
charge neutrality. In §5*2 we examine a distribution 
composed of, effectively, a line charge of electrons Immersed 
in a broader distribution of protons, and. find some numerical 
solutions for the case where the total number of electrons 
per unit length is equal to the total number of protons.
In § 6 we apply our analysis to assembly of particles 
of one kind contained, in an axisymmetric trap Ag = Ag(r,z). 
Some thermal distributions have already been discussed in 
the literature (Nicholson (19&3)» Sestero (1967) ). For
41
charge-neutral distributions that are the simplest
theoretically the distributions of canonical angular
momentum p@ are the same for protons and electrons.
However for a beam of particles defined by an aperture
the spread in angular momentum is defined by the temperature,
and by the size of the aperture, and must be greater for
protons than for electrons. Such a beam with negligible
electron canonical angular momentum is constricted by
electrostatic forces to a radius of order 2r .e
Finally in § 6 we consider a beam of particles moving 
parallel to the axis in the direction of increasing field 
and see that if the protons are sufficiently energetic 
to be unaffected by the field, potentials of the order of 
a few kT are required to keep the beam neutral.
§7 is a short discussion, included for completeness 
of a general form of the distribution function discussed in 
§ 2  and §6. It is relevant to the system discussed by 
Christofilos (1958 ), and is also a generalization of 
some work of Rosenbluth (1982).
^ 8 uses the results already obtained to analyse 
some data from an experiment by Ashby (1967) on the guid_ing 
of hydrogen plasma by the field of a solenoid. We find we 
may satisfactorily explain his observations by assuming a 
spread in the values of p^.
42
§2. DISTRIBUTION FUNCTIONS
Consider a system of particles (protons and electrons) 
in a collisionless steady-state moving in a constant 
magnetic field H = H . This field can be represented by
tmm m m  £7
a self-consistent vector potential A = Ag(r) which 
includes the sum of effects of external currents and of 
the plasma.
The Hamiltonian for a single particle of mass m 
and charge q (e.s.u.) moving in this field is :
H = |m (e - a A)2 + <30
C
- I  (P2 + P2) + I (Pe - )2 + q0 (2.1)
" 2111 2mr2
where 0 is the electrostatic potential within the plasma 
and for protons we have q = +e, and for electrons q = -e. 
Initially we assume that 0 is independent of z, as well as e, 
so that 0 = 0(r); later in §6 a z-dependence will be 
considered.
-H'is independent of © and. z, so and pz are
constants of the motion. The particle distribution function 
in phase space can be some arbitrary function of the 
constants of the motion ( )4-, p^ , Pz ) , say,
F(H- .Pe .Pz) = f(Pe) G( *  .Pz)
'The volume element in phase space is :
dV = dp dp dp dr d© dzÖ z (2.3)
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and the number of particles in this volume is therefore : 
dN = F(H ,p ,p ) dp dp dp dr de dz (2.4)
1otd H w *
The volume element of coordinate space is r de dr dz, 
so the spatial density of particles is
(in = ( /r) dpr dp0 dpz (2.4a)
As we have noted, in a geometry with cylindrical 
symmetry p is a constant of the motion for individual 
particles and thus ^P e> and <(pe - P0) > are the
parameters of interest. A general form of F which allows 
one to control these parameters is obtained by choosing
f(pe) = const, exp - [(p0 - C)2 ^2^b /ft
which, in the limit C 0 becomes:
(2.5a)
f(pe) const, exp - (p@ / 2)byjr (2.5b)
(where the constant is a normalizing factor), and then, 
if we also take the limit b — > 0, as described in
Appendix A of the previous chapter, we have:
f(Pe) S (p )© (2.5c)
In the literature Rosenbluth et al. (1962) have 
discussed a limiting form of equation (2.5a); Nicholson 
(1963) gives some discussion of plasma distributions of 
type (2.5b); Sestero and Zanetti (1967) have discussed 
a simple exai pie of non-thermal distributions of types 
(2.5c) for a hollow beam of electrons, gs has Brillouin (1945),
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This last form of f(p ) (2,5c) describes the 
physical situation where all the particles individually 
have p0 = 0. For this value of p@ two distinct types 
of orbit are available (i) orbits which enclose the axis 
of symmetry, and (ii) orbits which do not. For simplicity 
we consider only the projection of the orbits on the (r,©) 
plane. The canonical angular momentum about the axis 0 is
p^ = mrv + ■ r A (2.6a)© — © c
= mrv + f c- r^H©  —c
where we have put A@ = ^Hr, and particle velocity is 
v = ( vr, v0, w)
For orbits of types (ii) a tangent of length r^ 
can be drawn from the axis 0 to the orbit, and then
T he distribution (2.5c) requires = 0, so for orbits 
of type (ii) we must have r^ = 0, and the orbits cut 
the axis of symmetry as
depending on whether or not the orbits are closed. See Fig. i.
The simplest orbits of type (i) which maintain the 
cylindrical symmetry of the system are circular and. 
centred on 0, so that there is no radial motion, r = 0,
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Equating the radial forces acting on the particle we have: 
2m v
qE + - v Hn r c 0 (2.6b)
From. (2.6a) we obtain
r - 5Zc2m “ i^cq ,
where to is the gyro-frequency of the particle. Then cq
2 2 2 (2.6b) requires E = qH~r and so 0(r) = -qH rr "* ö 94mc^ 8m c ~
A discussion of this solution, 
(1945), will be found in §3*
given first by Brillouin
Brillouin orbits
A generalization of the Brillouin orbits is obtained 
when p^ has a continuous range of values. Orbits of the
occur when the range of r is finite, and when 0 <i r ^  00 
the orbits extend to infinity.
In. each of these cases the individual orbits need not 
have cylindrical symmetry, but the set of all such orbits 
has this symmetry because the angular orientation of each 
individual orbit is arbitrary.
We can write an effective Hamiltonian for the 
motion of a particle in the (r,a) plane for, since pe = 0 
and = constant, we have from (2.1):
I 2 2
h  = p^/2m + Ae + q 0(r)
r 2 2 m c
= p^/2m + jT(r) (2.6c)
where fl(r) is the effective potential energy of the 
particle. The orbit has a radial turning point where 
H ' = jT(r) and in sketch (a) below we see that the particle 
turns at a distance r=rtp from the origin.
With a potential as sketched in (b) the orbits extend to 
infinity and come into the axis if H>JT(0) as (i), but do 
not if H' < J^ (0) as (ii):
—  (i)
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A detailed mathematical description of the available orbits
requires the solution of the equations of motion, obtained
from (2.1) with p = 0  and p = constant :e z
a 1with the condition - ß(r) > 0. Except in the case of the
simplest solution (Brillouin orbits) the problem is 
exceedingly complicated, particularly as 0(r) must be a 
self-consistent potential. However, by using an analysis 
with distribution functions we can obtain statistically 
all the important properties of the system. (In(^3 we 
examine the consequences of choosing various forms of 0(r) 
which permit orbits of all the types discussed above.)
Accordingly we pursue the discussion of the 
distribution function and, although logically we should, 
consider the distributions in the order given (2.5a,2.5b,2.5c) 
for algebraic simplicity our general discussion will be in 
the reverse order: thus we begin by considering thermal
distributions of the form , j- „ * 2 1
F( )4/#Pe ,Pz) = const, e” ® e” u ~  ^ ' 2m-l 5>(p0 )
(2.7)
= const.e- e-(ß'/2m) U AJ 2 A * ' # 2*)
& (Fe )
e
r ,
L J3’+ ßB
We see that this choice of F is appropriate to the case 
where the particles are ejected from the source with mean 
axial velocity W, if we write P W__ = W. (See Appendix A,
>N
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Chapter I), For example Ashby (1967) has measured ß for
*4*his source, with some accuracy and found ß ~ 800 eV and
ß “< 1 eV.
Integrating F( H tPe»Pz) over the momenta gives 
the spatial number densities:- 
for protons:
n+(r) = exP - ß '[(|A0)2/2m + e 0  ]
r p
(2.8a)
for electrons:
n__(r) =n0a exp - ß “[(| AQ)2/2me - e0 | (2.8b)
where a is an appropriate scale length.
From (2.8a) and (2.8b) we expect the number 
densities to have singularities at r=0; the singularity 
arises from the assumption (2.5c) and from the form of 
the volume element in phase space. (2.3)» Independently 
of the form of ^(r) chosen (j^ (r) is the contents of the 
brackets in the argument of the exponential of (2.8a) and 
(2.8b)) the number densities for thermal particles must 
have a tail extending to r= o0 because for this type of 
distribution the total energy is not bounded above as 
is the case for non-thermal particles discussed in 3* 
Substituting in (2.8a) and (2.8b) for the vector 
potential AQ = jHr we obtain n+ and n_ in terms of the 
Larmor radii of the particles:
n+(r) = n* | exp - [ (I’/2rp)2 + ß +e0] (2.9)
n_(r) = n” - exp - £(r/2re)‘' - ß “ e0 j (2.10)
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where
rp = (c/eH)(2mp/ £, + ) ; and rf. = (°/eH) (2me/£~ )®. (2.10a):
for large H, r can be much smaller than the electron 
Debye length, and n can then vary rapidly over a distance r .
0, which must be spatially consistent with the charge 
distribution, is determined from Poisson*s equation:
V'0 = -4TT e(n+ - n ) (2.11)
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§3. UNIFORM DIS TRIBUT IONS »GEN EBALIZATI ON OF BRILLOUIh FLOW
We have seen that the choice of S(pQ ) (equation (2.5c)) 
in the expression for the distribution function of the 
system of thermal particles gives solutions for the density 
distribution which are singular on the axis (r=0). This 
choice of <5(pe) corresponds to the physical situation where
all the particles have individually p =0. However we0
can obtain solutions for the density that are finite at 
the origin by choosing a particular form of the distribution 
which is no longer characterized by the thermal parameter ß , 
as in (2.8a) and (2.8b), but is more special e.g. a 
generalization of the solution obtained by Brillouin.
at the
X) =  0* ©
We will discuss first solutions which are finite
origin. The Hamiltonian for an electron
is
1 (p2 + p h
2,2+ e Ae e0
2ni r z 2ri c ^0 /Llll L-»e
1 (pr 2\ + Pj
2 2+ e e0z
8m c^
(3.D
We seek a solution with uniform magnetic field H and 
electrostatic field 0 = 0(r), and choose the distribution 
function to be :
F(^.Pe . Pz) = const. <?(pz - meW)£(pe), for ^X i rn0w2
0, for -ft >
(3.2)
Accordingly, at each point the range of p is limited to
O'yC (2me rj”e0(r) - e ¥ r 21  ^
8m e °2
max
pr(r) (3-3)
Integrating over the momenta we obtain the number density
n(r) = - F ( H , p  .p ) äp dpö dp,
const.
0 X z 
max 
Pr (r) i dp
const, 1 
r
e0(r) -
2 2 2ie H r
8m c^  e
(3.4a)
= const.i £-JT(r)J  ^ (3*4b)
in terms of the effective potential energy 0(r) introduced 
in (2.6c). Brillouin flow is possible for either positive 
or negative charged particles separately, but not for the 
two together, as e0 in (3.4a) cannot be positive for both 
types of particle.
Q 3.1 A Special Case : Uniform Density.
An important special case is obtained by considering 
constant density:
n(r) = n,
so that 0(r) = 7ren^r' (3-5)
and then (3*4) gives
U q = const.
• 2 
ire n.
2„2ie H
8m c J e
i¥ (3.6)
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This solution exists if
no > ..si_ _
8rTra c2 e
° r «  > i t o hpi ce
(3.7)
where cO . is the plasma frequency and U>„Äthe electron p 1 ce
cyclotron frequency.
Brillouin's solution corresponds to the special 
case p ~ = 0, so that the particle orbits are circles
(see §2), and this requires
&Trm c‘ e
= nB (3.8)
O.w ol qW a, \ »Vv m V- q U o ,  cova^V-.' - 4 )  C V - W >  «v^ a^ .
For a uniform density distribution with n\ n^ the 
corresponding potential energy diagram is sketched below 
in (a). All the particles haveH^O, and as \}{\ decreases 
the turning points r^ occur at _smal 1 ervalues of r.
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and th e  o r b i t  o f  a  g iv e n  p a r t i c l e  i s  c h a r a c t e r i z e d  by
g l e s  © a s  :c o n s t a n t  f o r  a l
F o r  H
11n.. -  5 x 10 p a r t i c l e s  /  cc ,  f o r  e l e c t r o n sij
n l  -  3 x 10" p a r t i c l e s  /  c c ,  f o r  p r o t o n s
( 3 .9 )
The e l e c t r o n  c u r r e n t  f l o w in g  th r o u g h  a. c i r c l e  of  
r a d i u s  r  i s  :
3  -  -  e^r r ' n ^ w  = -  w 0 ( r )  (3*10)
which i s  a  u s e f u l  form b e c a u s e  t h e  p o t e n t i a l  0 i s  more 
e a s i l y  d e te r m in e d  t h a n  t h e  d e n s i t y  n ^ .  I n  p r a c t i c a l  u n i t s
3  = 8 . 85^ x 10~  ^ w 0 amp. (3 • 11)
where w i s  i n  m /sec  and 0 ( i n  v o l t s )  i s  t h e  p o t e n t i a l  a t  
r a d i u s  r .
R e t u r n i n g  t o  the. more g e n e r a l  c a s e ,  e q u a t i o n  (3*^) 
we see  t h a t  P o i s s o n ' s  e q u a t i o n  i s
+ ~ r-3 -  4rr en ( r ) (3*12)
d r
w i t h  nr, g i v e n  by ( 3 * 8 ) .
*'/rre - n Br
1
(  q * 1 )
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We can show that n is a monotonically increasing (or
decreasing) function for r> 0. For suppose n has a maximum
or a minimum at r = r so that n(r ) = n ; -r— n(r ) = 0,o o o dr o
which implies ~~ (0/r^) = 0. Thus 0 and. have the same
values at t q as for the uniform distribution (generalized 
Brillouin flow) with n = nQ, and the solution is everywhere 
the same as the uniform solution with n = n • If n(r) ,,,px 
vanishes at some radius rjiiax ^ a^ncf1 t$itr toKsH:S c u r 
particles in the distribution have a turning point at r 1* ;
those with less energy have turning points at smaller radii.
& 3.2 Solutions with n finite on the axis r = o 
There are three kinds of solution:
(i) Solutions with n = constant everywhere have been 
discussed above.
(ii) Solutions with n a monotonic increasing function 
of r are of no physical interest.
(iii) Solutions with n decreasing monotonically to zero
maxat some finite value r of r.
For small r the solutions are of the form:
0 =TTe(n^r - Cr1 - ....) m)> 2 (3*13)
Substituting in (3«12a) and equating coefficients we find
W i
m =
2n
--------2-  >4
no-nB
(3.14)
(3.15)
and C is arbitrary
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Thus n(r) = ?- (r2 - C'r m - . . . ) *
Prom (3*1^) and (3*15) we have n n ^ n  ( 2n0 restricting: the.D O .D
density at r=0. If y i q '} 2np then G=0 and we have again the 
uniform distribution. As n Q->- n . , m-> oo and the 
distribution tends towards a rectangular form. (See 
figure (2)).
§ 3*3 n das a singularity at r = 0.
There will be a singularity of n(r) ar r = 0 if 
/ ( 0 ) <  0, because then all the particles in the 
distribution with ^  > /(0) can reach the axis. The orbits 
may extend to infinity if jf(r) is a. monotonic decreasing 
function (sketch (a) below) in which case n(r) decreases 
monotonically to some constant value (which may be zero) 
at infinity, or the density distribution may cut off at 
some finite value r = rL,RX if /(r) has a turning point,
and cuts the axis as shown in sketch (b) :
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Solving Poisson’s equation for small r we find
0 = TT e (u 4 Au* r o
. 2, A 2 
+ ü  r - . . . )
and
n(r) + Au^ r 4* o o (a2(F" nB ) r‘
1I»
4
Au*
~ jj“  for small r.
m&xThe density may be zero at some finite value r ~ ' of r 
if approximately
A < (Sn,.)- .
A more accurate estimate of this cut-off is obtained 
from a. more elaborate approximation of 0 ; we find:l
A<(32n^)* . However this argument is not presented
since the critical value of A is more easily established
by numerical integration, by which it was verified that
for A y 6 y / n ^  the density remains finite as r->oo ;
if the limiting value is denoted by n , then for
2large r we have 0 ^  rj r e n ^  r^, so altogether we have 
approximat ely
with
4 20 or Tre(uQ + Au^ r + n^ r )
__ itSasv
and
n(r) — --- (un + A  uJr + (n. -nT,)r':)'i
1
^roo-nB ) ”r V
oQ B
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These solutions are sketched in figure 3» The density 
is scaled in terms of n.R and. the radial distance in 
terms of rT , where
rL = J eng = 2 J 2me0Q/e H.
c
r^ is tx^ice the electron Larmor radius calculated with 
energy e0Q,0c being the potential at the origin. We 
substitute in (3*12a), u = 0/0q and x = r/r., to obtain 
the dimensionless form:
d 2u + !_ du A v/u - x2
, 2  x dx _ /1 . V I —
= n(computed)
The real density is therefore:
1 2 n(r) = ---- n(comp.) 0n/rT
47te 0 L
n^ n(comp.)
TT
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§ 4. THERMAL DISTRIBUTION - ONE TYPE OF PARTICLE
We •will examine first distributions when 
only one kind of particle, say the proton, is present. 
Expanding (2.9) about r=0, we have :
n+ (r)
41n ao 1 - 13 V r p )2 - 0 e0 - (4.1)
-|In the first approximation n+ (r) = nQ — , and from
Foisson’s equation the electric field is :
E(r) 4tren+a o (4.2)
x^ rith the corresponding potential
0(r) - 4 Tr en ar. o
We can write the dimensionless quantity ß e0 as
ß 4e0
in this first approximation, with
(4.3)
: = 4 tt e ^ ß *n**► ■ o
+n a = o
nBrp
(4.4)
~ n+(SP
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We note also that
x, = r2/2 X 2+ p' sj-¥ , (4.5)
where X. is the Debye length calculated for the proton 
density n*a/r
^  Jr
The next approximation is
(1 + I")H* 4>— n a n qn - ° ■ - r \ - ro^ + n.a x, /1. / \— —  cr£ + (4.6)+ r
which leads to a potential
0 = - 4Tr en aro
_  + 2 ^ e n  axi r - . .o—  ~
rp
(4.7)
and so
ß +e0 ■r 1 x + 2 4 2  rV (4.8)
and density
+nn an+ = 0
r exp - (1 - x2.) r L  it!
4r2 rP
(4.9)
We wish to calculate the total number of protons per unit 
length, Q, , and we may use the approximation (4.9) subject 
to the condition that n q and therefore x+ are small, for
then the distribution falls rapidly to zero outside a radius 
2r • 'That (4.9) is a sufficiently good expression for our
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purpose, is confirmed by the exact solution of (3.12) 
obtained by numerical integration and shown in Fig. 4; 
we see that for x+ < 0.5» n+ (r) is a short-ranged 
function. 'However we give the next term in the power 
series approximation to n+ (r ), that is we add the term 
[x^r-'d - 3x^)/36r^j into the exponential of (4.9):
n*(r) n0a exp - (1 - 2\ 2x+)£_
4r2P
x+r/ -x+r-'(l-3x+)
36r2
Unless r »  r^ this correction is not significant in 
those solutions with xj+i<(0,5» which do not involve 
large values of r. Accordingly in these cases the 
total number of protons per unit length may be 
calculated as :
= 2Tr rn+ (r ) dr
u
ro0
=2 it n*a exp -  [ (1  -  x ^ )r V  _ 2 - r.
= 4 TT n ta r  exp x+
p .2
exp - (sw) ds
A 1 ~ O (i- * ; ) j - X .
7d
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' 4flnt ar0 p exp
7(i- x2)
/oO
V d  -x2)
r 2 r 2 2 1X ,+ e” S ds + e” 1 ds
, 21 - x . J4*
2(TT )3/2 +nA ar Q____2 exp
/(I - X2)
1 ( 1 4* erf x
1 - x ?~ j
+/A l-x
(4.10)
or, in dimensionless form ....
jS*e?'Q* = y+ exp y^| 1 + erf y+ )
with
y+= x+/ 7(1 - x2)
(4.11)
(4.12)
If x ^ ), 1 equation (4.9) shows that the 
distribution does not tend, to zero at infinity, in fact 
infinite range distributions occur for x+ > 0.72 as a more
exact analysis shows.
In particular we examine solutions with finite 
density n^ as r -»oc . At large r we have :
p0 or- - tt en^ r
and to satisfy the equations (2.9) require
Tre" ß +noO =■ 4 r p
(4.13)
Cvj +
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or
'fco =
H 2
Sir mp2
By itself the potential 
consistent, but the potential
(4.14)
elr r^ is not self-
9 = eTrrto r2 - — 4 --- log /rn^_)B e  v
(4.15)
leads exactly to n+ (r) = for all r. The logarithmic
contribution to the potential is that of a distribution1of particles of density — -r— z Per unit length, confined
Zp e2
to some region r <{, , about the axis, fend 0 satisfies the 
Maxwell equation and. is self-consistent for r >f .
Since an infinite distribution must contain at 1least — particles per unit length, x must be2/e2 +
large enough to make ß e Q , given by (4.11), greater
than J; this requires x+ > 0.3» In fact an infinite 
distribution requires a larger value of x+ because the
charge --- - — 0  must be contained in the region n.> np ,
? ß  e2
whereas the integration in (4.10) extended over all n+ ) 0* 
Numerical integration shows that the infinite 
distribution with n^ = constant = np at r c o r r e s p o n d s
to x+ = 0.72 which falls satisfactorily between the 
two limits 1 and 0.3» calculated above.
F ig (4 )  Therm al d i s t r ib u t io n s  f o r  one k in d  o f  p a r t i c l e  (p ro to n s )  
f o r  d i f f e r e n t  v a lu e s  o f  th e  p a ra m e te r x_,_ The density forvofs. fo 
the |VrMle value at rnfomfo for  xf in 4 k  rancje O' 123 < x+ < 0 7 2 4 «
Xi. /  0 '71^ tho 1 fu i ‘■s 'Tc* <~r\ n i  i n T m i  K j
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In figure 4 we sketch n,(r) for different values*r
•jiof x ; n,(r) is scaled in terms of n^ , and the radial t * Jd
distance in terms of r , where r is given by (2.10a).ir V
Substituting in Poisson’s equation (3« 12) u = ß e0 and. 
y = r/r , we obtain the dimensionless form :«7 p
+ möu = exp _(y2A  + u)
dy y dy
= n (computed)
The real density is therefore :
In, (r) = ---5— t---- n (comp.)
+ 47Te2ß r1 P
= r n(comp.)
§ 5. THERMAL DISTRIBUTION - TWO KINDS OF PARTICLES
When there are two species of particle present
we may consider two kinds of thermal distribution: Those
in which the proton number density everywhere closely
approximates the electron number density (quasi-neutral
distributions (§5«1) and those in which charge-neutrality
is not a good, approximation anywhere as, for example, when
a line charge of electrons along the axis is immersed in
a broader distribution of protons. (§5*2) Calculating the
self-consistent potential 0(r) by the method of successive
approximations we shall see that quasi-neutral distributions
have approximately the same shape for protons as for
electrons, and are mostly limited to the region r < 2rg,
but distributions of the second kind may be of finite or
infinite range. At large values of r, however, distributions
/Onlyof infinite range contain effectively/one kind of particle.
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We demonstrate this last remark by considering the 
expressions for n+ and n , equations (2.9) and (2.10), and. 
choosing a self-consistent potential
0(r) -Hen^r^ log
rnB
an,
which, as in §4, describes a proton density tending to the•f-constant value n^ as r ->oo . Substituting this same 
expression into (2.10) we obtain for the electron number 
density
6 - p'/pt)
n (r)
n a
0 B
exp -/ r
4r‘
(1 - m e/,
r / e
Thus the electrons are mostly contained inside a radius 
r < 2r . Physically it is the strong negative potential 0(r) 
at large r which confines the electrons to a small region 
about the axis.
i^5*l Quasi-neutral d istribut ions
We calculate the self-consistent potential 0(r) 
for the thermal distribution by the method of successive 
approximations. With different thermal energies for, say, 
protons and electrons, equations (2.7) and (2.8) are :
n+ (r) = n+ § exp (r/rp )2 + j3 + e 0 l
(5-1)
n_(r) = n~ ~ exp - TT ( V r J 2 - f e0
For small r we expand the exponential and insert the first 
approximation to n^ and n_ in Poisson’s equation, obtaining 
the solution i
6 5
0(r) = 4 Tr e(n~ - n^) ar (_r.2)
The second approximation is :
0(r) = 4 5Te [(n~ - ) ar + 1Te2 ( n ^ n ) ( n ^ ++ n" ß~ )a2r2
(5-3)
If the plasma is approximately charge neutral for2large r, consideration of the coefficients of r in the 
exponent shows that 0(r) is a self-consistent potential when
1 - 1 = (4TTe2 (>++ A'))2 (a" - n P
re rp
+ —where n <^n = n . We note that (5*4)o o o
4 * —solution n = n when r = r o o p e
nQa2 (5*4)
admits the trivial
We can determine the difference in charge density 
between protons and electrons, (nQ - n0)» in terms of 
their thermal energy and density :
4TTe2(ß++ pT) 2 n 2a 2 4 /
(5.5)
where we define the dimensionless quantity x, similar to x+ 
of (4.4), as
2/a +x = 4 ^  e (ß + ß ~ )  n^ a r_ .o e (5.6)
n - n o o 1, that is x >>1,Obviously we must have :
r/r«
Fig(5) Two particle thermal distributions when charge-neutrality
io preserved (equation 5 ,8a with x>)>l), The density tends to 
zero at infinity.
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no8 ß ~or in terms of defined in (3*7)» ------ } — --- Z~nB (5 7)e ^ 4  &
Approximately (5*7 ) corresponds to the conditions
(r ) > ___ Al.
(ß++ ß- ) B
w
(# ++ ß - )
The potential (5-3) is now explicitly 
e 0 (r ) = -
rr
1 e
f n
1 - 1 1 + 1 f2 r "11 - 1j5++ß" 2 2 Lr, r -e p (f+r) ^ 2 2 r r Je P
and the number densities : 
4
4/ s n a n^(r) = o exp -
r -i-----ff! l+/r2 + jb'/r 2]ß++ ß- I 4 [ e p J (5.8)
n (r) = nog exp - 1 r ß 2 4 ß~^r 2e p J - jS
energy 1
~ 3
n+ (r) =
When both types of particle have the same thermal 
these expressions reduce to :
(5.8a)
/ \ n a n (r) = o exp
r
r
2xre
where x is given by equation (5*6).
The distributions are practically confined to 
the region r < 2 r g  ^ but there is no limit to the total 
number of particles because nQ is unlimited. (See figure 5)»
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• 2 distribution? with charge separation
If the parameters are such that the approximation
r\
to the exponential for small r is inadequate, if in (5*5) x s l »  
we can consider the system as a line charge of electrons at 
the origin immersed in a broader distribution of protons; the 
protons will see a potential due to the line charge and a 
self-potential. We will need x <0.72, to keep the electron 
distribution mainly confined to r < 2rg . (x , for electrons, 
is defined analogous to x , for protons, as in equation (4.4)). 
As equation (4.9);
n (r)
n 8.o exp - (1-x )
4r
(5.9)
The maximum of rn (r) occurs at r =
2x r- e
1-x2
The total number of electrons per unit length is
Q 2 7r
r> oo
\j
o
rn (r ) dr
q /o n ar 2
=Z{V) :/Z . -y- e5'~ (1 + erf y ), (5.10)/(1-xf)
with y defined analogous to y , equation (4.12). The 
approximation used to evaluate this integral is analogous, 
to that for the evaulation of (4.10) above.) For later use 
we calculate :
2
S. = +e V  i ! ,  ey- (1 + erf y ). (5-U)
£ -  -
The proton distribution may be of infinite range; 
such a distribution is similar to that of <^ 4, with the same
4. j*.limiting density n.:, but the central charge Q must be 
increased in order to compensate the central electron 
charge Q” . This requires a value of x+ _)> 0.?2.
There may also be proton distributions of range
of order 2r , which we will now consider. The electronsp
prod Lice an approximate potential
eQ“ log(l 4- £)
which is correct for large r and also for small r if we 
choose c as
c = Q”/47Tn~a
/ 2
^ - ey—  (1 + erf y_ ) r0 y-
fr reS (5.12)
j5+ x-
The proton number density is :
2
n+ (r)
+n a o exp -T(l-x^) — E2_ ',F ^  r +fte Q~lo& ^1 + o^]
4r_ p
+n_aC: XV* (C) ß*e?Q exp exp -
r [r J -----(1 - x+ )
7(1-*+).
p 7(i-x?).4*
(5.13)where we have replaced (r + c) by r, 
because we assume c__ 1. The maximum of rn+ (r) occurs
when
t a 2 \ 2(l-x+ )r
Thus r or
2r x ,r + 2 S r p + P (5.14)c4-r
2
1 —x-
r whenp 1—xr» :23 •
We now consider solutions with the total number 
of protons equal to the total number of electrons. Q“ is 
given by equation (5*10) and Q r is obtained from s
Fig. 6 Solutions of equation (5.18) for different values of the 
the parameter^ = p /« -
Q"
&
y+ e
r e 2
n+ (r ) dr
2
/ +  nSe c
69
rcO
\ 1 exp - [Y( 1 -- x^) r  - X+
) b  L 2rp 7(i - x
/ o i s (
°o0
dt 1 exp - t ___  - y.“ S0 t 7(1 + yf)
(5.15)
Equation (5.15) can be written approximately as: 
2
Q+ ~ y+e + I c \S f00 2 ^ ------ I —  \ dt 1 exp - ta + 2 2r p  e V p 0 V
+ 2y dt 1 exp - t'
+ 0 t3-1
J  +
+ ®  / o \S [T(i(l - s)) + 2y+ P(i(2 - S))j
(5.16)2 ß +e2 2^rp
for which we require S O .
Equating Q+ and Q~ we have, using (5-11) and (5.16):
y+ e T(i(l - S)) + 2y+ r(i(2 - S))
( - pf (5.17)V c )
A  A  2x-1 (5.18)
using (5.12), and with ^ = ß + / ß -  a - n d / f t f = 42.8.
The solution of (5.18) is shown in fig, (6), for 
^  = 2.0, 1.0,.... We see that such distributions of total 
charge zero exist, but require x+ and x to be less thanll, 
so that the densities are limited to n_(re)<n^
W  < *4 •
and
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If the proton density much exceeds this value, the proton 
distribution will continue to infinity with finite density 
and is approximately described by the theory of §4, as we 
have remarked in the introduction to §5» (For the limiting 
case x+,x_->0 the distributions for protons and electrons 
with nj r^ = n^ r^ are sketched in figure (7)).
-§ 6 . DISTRIBUTIONS WITH pg /0.
Let us now consider our cylindrical geometry of 9 2 
and allow the system of particles to have non-zero individ­
ual canonical angular momenta, so that f(p ) in (2.2) has 
the form of equation (2.5b). Recalling that the appropriate 
Hamiltonian for a particle of mass m and charge q (e.s.u.) 
is:
1 r A )2 + qj2fc 9
and that the constants of the motion are (}f,p ,p ) if we9 Z
continue to assume that tf is independent of z, we choose 
the distribution function to be:
B(4,Pe ,Pz) = f(Pe ) G(^-,PZ)
const, e Jä’-K -A'(p - mW)2/2m
j3'p2/2mr,
e z
2
(6.1)
const. exp -
exp -
fi
" 2
Lß  + £
ß ' cH
\ mW,'2 exp -ß'qj2f
L 2m
L  (§ A )2C 9 2 , 2 Jr + n
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exp - ß >  Pp/gm. exp “jLiiÜI2
0 »+ßM
exp --ß 1 2 , 2r +r\
p - a r Ae*e c
2 , 2rj + r
(6.1a]
where the constant is a normalizing factor. For small rj
f(p ) approximates the function £(pft), as noted in §2*
For later reference we note that the distribution can be
written in terms of v(vr»^w) - using pr = e v  ,pe = m r v ^  £ r k Q t
op = mw - and the relevant terms are :' z
exp - ß r-nW'* _ Wß + ß -1
** 1 2The factor exp - $ (p - mW) /2m in (6.1) is
appropriate if the particles move in an external field, 
independent of z, but should otherwise be omitted. If it 
is omitted. (6.1) can, for example, describe exactly particles 
moving in an axisymmetric magnetic mirror trap where the 
field increases with z. The distribution assumed is 
stationary, which is approximately correct if the mirror 
losses are negligibly small. A stationary distribution can 
in principle be contained exactly if the particles move in 
an infinite series of axisymmetric traps, as shown below, 
because the particles lost from one mirror trap are gained
by the neighbouring ones
An infinite series of magnetic mirror traps.
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Alternatively we can, as proposed by Taylor (1966),
imagine that all the particles which escape from the
trap are re-introduced into it in such a way that the
particle distribution inside the trap remains constant,
and the system may be described exactly by a stationary
distribution function. From now on we shall consider
this more general case and allow A (r) = A (r,z) and 0 = 0(r,z)
11 ®  ®thus we also set R = 0 in (6.1).
The distribution over angular momentum is 
governed, by the initial boundary conditions of the plasma 
which determine the appropriate value of rj . We have, 
using (6.1),
T l<p2> = i ) 2 (6.2)
m
and the derivation of (6.2) is given in Appendix A.
As before we obtain the particle density by
integrating (6.1) over the momenta. Our expression is
written for protons, in which case m and q of (6.1) are
replaced by m and +e respectively. We have :P
n& (r,z)=
r OO
i F( ^ , p e ) clprdpeclpz (6.3)
- O Ö
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Fig(9) Sketch of the density distribution (6,15) normalized to
unity, for a range of values of the dimensionless parameter 
s^ = r /17 , corresponding to re = 0,1, 0.05, 0,0l, 0.005, 0.001
and = 1,95cm, (This range of s^ is appropriate to the electron 
distribution Pq £ 0, discussed in$&). s* is the density in the 
field4*free region.
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N0 0
(r' + rj2 )
exp - ß (f Ae )2r^ 2mp + e0 (6.4)
ty
and we see immediately that as n->0, n. (r) reduces to (2.$;);
M i->OG> SO i h a t  +  /  *’■we must also have^Nß^ = n^ a.
If the particles move in a marnetic field H , and 
over the region of the plasma the variation of H7 with r 
can be neglected, (6.4 ) becomes :
n+(r) N0 «)
/ 2 , 2 \ gr(r ) -
exp
4r'P
which corresponds to (2.9)« If 
radius of this distribution, to 
approximately :
r^ _ + ß e0
( r2 +rj2 )
(6.5)
0 is independent of r the 
the 1/e density point, is
%  *  2 -5-7 for rr» 9 (6.6)
1  p - -/2rp0 for rp « (6.7)
The result (6.5) has been obtained by Nicholson (1963) although 
he omits the square root in the denominator. Sestero (1967) 
also considers a distribution function with separate spreads 
in the values ofJf and p^. Equation (6.5) goes over to the 
previous expression (2.q) when 9 = C.
Figures (8) and (9) are sketches of the 
distribution (6.5) normalized to unity for the case when 
0 is independent of r. The density is written in
= V9in (6.5)« The diagrams apply to electrons as well as 
to protons if we use an expression for n (r) analogous 
to (6.5); it is given later in (6.15). The values of
dimensionless form by substituting s = r/9 and s^
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the parameter s used in figs. (8) and (9) are obtainedJu
by choosing i^ = 1.95 and r = 4.0, 2.0, 1.0, .... . because
these values are related to an experimental situation 
discussed in §8 . The curve 3* is the density in the field- 
free region, corresponding to r-^^o.
Using (6.1) we can also calculate the mean 
transverse kinetic energy of the particles at a particular 
point. We have noted that (6.1) can be written in terms 
of the velocity v(v„.,vft,w) - this remark follows equation 
(6.1) - - and we have for this distribution
<V s. K2 j 2r + rj
The mean square deviation is
2n
e
and also crv
m p ]J (r + r f )
Kr, ß
and <vr>= o.
2 2 2 Thus since <V ) =cr + /v \ x ' v^ ©
and <v|> = öfr (6.8)
the mean transverse kinetic energy is :
<KEX> = i<mp v*> + 1< mpV2 >
4“ 1 (1 tAq )22 m c '
It
2
2 (6.9)
We shall see a little later that rj can be related to the 
width of the aperture defining the assembly of particles.
For the present we consider (6.9) for two different limiting
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2values of r , when Ag is a slowly varying function of z, 
as well as a function of r.
If 2 v v 2r » >7
that is, <K Ej>
~ T+ ’ p ( c ( t Aq ) )
Zß 2b 0 y (6.10)
^ 1 + const. H.- O Ä I (6.11)
if the particles move on magnetic flux surfaces, because 
then rAg is constant, and also Ag = jHr.
If r^ << n we have ( k E ,} = — 7/ x x  (y , the transverse
component of the mean thermal energy of the particles.
Particles which behave adiabatically as they move through
the plasma, individually increase their transverse energy
in proportion to H. There is no contradiction with
adiabatic theory because, of the adiabatic particles, it
is those which start off with the lowest values of transverse
energy that are able to penetrate furthest into the
increasing field. The particles that start off with larger
values of transverse energy are turned back first by the
field, and it is consistent that the mean energy of the
distribution at any given point should be constant at the
mean thermal value.
We can fix rj by noting that if the particles form 
an assembly defined by an aperture of radius D in the 
region z = 0, where Ag and 0 vanish, then the distribution :
n (r) = M0______  (6.12)
v/(l + r 7  tj )
must approximate a uniform distribution over the region r< D. 
This is so if h ^ \ D ; we can also calculate this from (6.1) 
For large r the distribution must contain a tail varying as 
1/r, in the field-free region. This is so, whatever 
distribution F( ,Pg) is assumed, provided F vanishes for
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sufficiently large pn , because at large r this must tend 2 2 wto F(pJ + Pz , Pö ) independent of r, so that (6.3) gives 
n(r)oc l/r.
Because of this complication it may be preferable 
to fix nby reference to a. cross-section where the magnetic 
field is non-zero and the radius of the assembly effectively 
finite. In this case, assuming 0 independent of r, the 
total number of particles per unit axial length of the 
assembly is :
Q4-
r oo
n+ (r) 2TT r dr
0
= TT T q exp ( -JJ*e0) r tj. 
= 2k  /2N q exp ( - ß e0)r rj.
for
for
(6.13)
«r) (6.l4a)
(6.l4b)
The evaluation of (6.13) will be found in Appendix A.
If Q does not remain constant as H increases it 
must be that the particles are slowed down or turned back 
by the field.
If there are two kinds of particles present (protons 
and electrons) the expression for the electron number density 
is analogous to (6.4) :
N ö , pn (r) = --- --------- exp ( - p
(l + r ?' / r j)1//2
2 2
- e0
L 2m c' e
2 , 2 r 4* h
and as before
n (r)
v/(l +  T  / \ f )
exp
4r2 r + j
e0 (6.15)
so that
^ e ~ 2. 5
and
for re >> r) (6.16)
for re «  (6.17)
The expression for the total number of electrons in the 
cross-section per unit length is :
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T T  ' " N q exp ( ß e0) re^ for r «  9
2 TT 7 2 N" exp ( ß’e0) rp for r. >> rj
(6.18)
In general, for the systems to be considered, we shall 
have r «  rj.
Since the number density is now non-singular at 
r = 0 the determination of the potential 0 is more straight­
forward than with Pg = 0, because charge-neutrality becomes 
a. better approximation.
If we assume approximate charge-neutrality the 
potential (for sufficiently large r) is :
e0
2.2e Ae
(6.19)
and the density (6.4) becomes :
N 0
n A t ) (r) = ------;--~ exp -
7(1 + r / r f )
2.2e
(6.20)
or if the magnetic field is uniform :
n(r) = __0_______  exp
7(1 + r2/rf )
(6.21)
In the limit ^ ^ 0 ,  (6.5) reduces to (5*1). but (6.20) does 
not quite agree with (5*8a) because in deriving the latter 
the Maxwell equations were satisfied exactly at r = 0, and 
(6.20) relies on the charge-neutral approximation.
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The number of particles in the cross-section 
is obtained as before (6.13)» but now with r.p replaced 
by r I ß* + ft ~ \ , to yield :el r  i
! ß + ß I ' N0rei^ ,for re«fj (6.22a)
\ B' + /
2P/2/ß’++ ß \
ß' +
N0rerj,for re >)^ (6.22b)
As (6.21) shows the protons must be dragged in 
to an average radius obtained from (6.15) to keep the 
distribution charge-neutral. Under magnetic forces only 
the protons would be in equilibrium at an average radius 
obtained from (6.5). Therefore to pull them into 
a radius ^  the total force acting on them must be 
increased by an amount which depends on the size of the 
constant rj in relation to the Larmor radii and which 
therefore lies between the limits :
rp/re - ^3# corresponding to rj = 0
and J^/Fe = 6.5 corresponding to r/)> r .
The magnetic force on the particles which is proportional 
to velocity will not differ much between ij,n  and ^
because energy is conserved, and thus the electrostatic 
force is responsible for constricting the distribution. 
However this constriction of the particles is unstable 
because small perturbations in the electron distribution 
can readily destroy the cylindrical symmetry of the 
distribution and cause the particles to modify their 
angular momentum.
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I Ü
Charge-neutral distributions can also arise 
naturally. For this, the value of the parameter rj must 
be different for each kind of particle. The constant n 
in (6.1) is replaced, by r j  . or for protons and electrons 
respectively. We also need :
O p > rp 7e > e •
and r iqP /p re 0 (6.23)
With these conditions we have Yj equal to for
* Jx )'p r]p * Y2 V e  ( G . 14-)
Further, the proton and electron densities (6.5) and.
(6.15) are very close to each other and only reasonably
small potentials e0 are required to keep the system charge-
neutral. Equations (6.l4) and. (6.18) for the total number
of protons Q and electrons G£ in the cross-section per
unit length are now amended, by replacing \rj with or .
Thus if initially the plasma is charge-neutral over one cross-
section, then in a region where H is different from (6.14)
and (6.18) the ratio Q+/Q“ is unchanged, because ^  and ^
are constants and the ratio r /r . is independent of H,p e
that is
q +/q - N o/No (6.15)
If the system under consideration is an assembly 
of particles in equilibrium moving in an axisymmetric trap 
this description is appropriate to explain how the assembly 
remains charge-neutral. If however we are describing a 
beam of particles moving into a region of increasing H, rj 
is related to the width of the aperture defining the beam 
and has the same value for each kind of particle; rT^ is
ir
not in general equal to r so the conditions (6.23) axe 
not valid, here. In a later section we discuss ways in 
which such a distribution can remain charge-neutral.
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Post (1961) has described the variation of
electrostatic potential in a plasma in an axisymmetric 
trap when the loss-rate of particles through the mirrors 
is finite, and the electron loss-rate is balanced by 
that of the protons. This system is a genera.liza.tion 
of the one described by the distribution (6.1), where 
it is assumed, all the particles are turned back by the 
field.. Post assumes mean ion energies much greater than 
mean electron energies so the ions are unaffected by 
the plasma potential which is of order kT . The electron 
distribution however is a Maxwellian modified by including 
effects due to the potential as well as those due to the 
loss-cone. With these assumptions the variation of the 
potential is found to be largely independent of its 
value at the walls, but in regions of high field near 
the mirrors there is a rapid variation for small changes 
in H, similar to that found in the boundary between plasma 
and a magnetic field..
plasma moving in an axially symmetric magnetic field 
which varies with z. The particles travel mostly parallel 
to the axis with velocity w in a region where the field, 
strength is slowly increasing with z.
Finally we consider the example of a beam of
w z
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We have A = A^(r,z) so the constants of the 
motion aren and p~ and the particle density is again 
given by (6.3)* We assume however that we have high 
energy protons whose motion is almost unaffected by 
the presence of the magnetic field; the number of protons 
per unit length in the cross-section of the beam remains 
approximately constant. The number of electrons per unit 
length in the cross-section is given by (6.18) assuming 
rg «  rj j from this equation we can now estimate the 
potential e0 required to keep the number of electrons 
in the cross-section constant as H increases, and therefore 
to preserve charge neutrality in the beam. We have 
from (6.18) :
texp - ß e0 ^ r> (6.26)
and so if the kinetic energy of the electrons remains 
constant i
e(0 - 0f ) = kT log H/Hq (6.27)
but if, as is more likely, the energy of the electrons 
increases adiabatically in proportion to H :
e(0 - 0O)^|T log H/Hq (6.28)
The potential needed to accelerate the electrons 
and prevent them from being turned back by the field, will 
also retard the protons, but the effect on the energetic 
protons is negligible. For example if the electron energy 
is aboiit 1 eV and over the region of interest H changes 
from 1 gauss to lkgauss, (6.28) gives :
e(0 - 0Q) —  5 eV (6.29)
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If the plasma can remain charge-neutral in this 
fashion the density distribution will be given by (6.21), 
with rad ius of order y2re e. In & lexer section we shall 
discuss some experimental results relevant to this analysis 
wherr- the plasma is approximately charge-neutral but the 
radius of the distribution is much greater than^r n
"■ /  v_
We must therefore allow the electrons to be re-distributed 
in the cross-section by some other means, so increasing 
their value of r^, most probably by an electrostatic
instability.
§7. DISCUSSION OF THE FUNCTION f (PQ) = const, exp -(p0-C)2/b2
As we have seen in §2, in a cylindrical geometry
with p^ a constant of the motion for individual particles,
a general form of F(^f,p ) which allows us to control the
0 - 2parameters of interest, {p ) and<Xp - p ) ) , is given 
by equation (2.5a), rewritten in the notation of ö 6 as
f(p0) = const, exp - ß (p@ - pQ)2/2mn* (7.1)
For completeness we discuss this general form (7.1)» noting 
that it includes the special case examined by Rosenbluth 
(1962). The equations are written for protons and those 
for the electrons are analogous.
The distribution function for the system is now :
t » .
P(M,Pe) = const. e" ^ / ' V ?  and
with p ü - p the term in pA is :- © - e
exp -t 2m h
exp -jß(p’ - (f r Ae - pe ))2/2mpr£'
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n*(Rosenbluth has written f(p ) = const, exp - B CO p , 
to which our expression for f(p^) reduces if
= (O , and p ,nare large). Thus in (6.4) et seq. 
2 e '
“p 9
we replace - r A by p  r Aa - p„). The number density 
is then :
n (r) =N+ n exp - ß n + ' T - o J _ _  2mP
(e r Aq - p0)2 
L c 2 , 2r +
e0
4r(i) 2+ 92)
(In general we are interested in the limit r2« h 2 ;<§6p phas considered the case r >)n )• Writing A q = % Hr
we see that the shape of the density distribution depends 
on the sign of , we simplify the formulae by
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writing V 2 Pöcv .
(i) if V < 0, n+(r) is greatest at the origin and decreases
monotonically with r:
n+(r) 0____ exp2 / . 2 \ k(1 + r / i l l
(r* Ivl J
4 r! 2 2 r + t-j
e 0 ]
For rT^ <|V| , n+(r) is approximated by the distribution
described by Rosenbluth. The radius of this distribution, 
the distance at which n+(r) falls to 1/e of its maximum 
value is r - J z  r fj/|\)i^ assuming 0 independent of r.
(ii) if V>0, n+(r) has a maximum at r =/u , and is largest
in the region
V - Jzrj
Jv - f l rp r) Jv yv+/2rpi)
Pig. (lO) Sketch of the function n_(r), equation (7.1), forV<0,
and \) > 0.
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T h is  d i s t r i b u t i o n  i s  a p p l i c a b l e  t o  t h e  sys tem  d i s c u s s e d  
by C h r i s t o f i l o s ,  t h a t  i s  a  c y l i n d r i c a l  s h e l l  o f  t h e r m a l  
e l e c t r o n s  r o t a t i n g  a b o u t  t h e  a x i s  of s y m m e t ry * F ig . (10) 
i s  a  s k e t c h  o f  t h e s e  two d i s t r i b u t i o n s .
The t o t a l  number o f  p r o t o n s  p e r  u n i t  l e n g t h  i s
now :
•4-
Q = N q-tt
r  00
(1 + r 2/ r  2 )£
exp - ( r 2 -  V )' +
L4 r 2 ( r 2 + r)2 )
2 ?which becomes i n  t h e  a p p r o x i m a t i o n  ^ >) 9 , f o r  <  0:
= ( I t )  3 / 2 Nq r .o rj e'
ß* e0
(1 -  e r f  ■ — ~— )
2 r p
and f o r  V> 0:
+
Q “ ( T T )
3/<
9  e -  J3 6 0  ( 1 + e r f 2rPo )
§  8 EXPBBIhENT OF ASHBY
We can u se  t h e  r e s u l t s  o f  § 3 -  96  t o  a n a l y s e  some 
d a t a  o b t a i n e d  from an e x p e r im e n t  r e p o r t e d  by Ashby ( 1967 )» 
who i n v e s t i g a t e d  t h e  b e h a v i o u r  o f  a  b lo b  o f  h y drogen  p lasma 
moving th r o u g h  th e  m a g n e t i c  g u id e  f i e l d  of  a s o l e n o i d .
We w i l l  s k e t c h  t h e  e x p e r im e n t  b r i e f l y  h e r e ;  f u l l  d e t a i l s  
a r e  g iv e n  i n  t h e  r e f e r e n c e .
Hydrogen p lasm a was f i r e d  from a t h e t a t r o n  gun 
th r o u g h  an a p e r t u r e  l i m i t e r  of  5»5 cm. d i a m e t e r  ( c o r r e s p o n d i n g  
t o  D = 2 . 8  cm. i n  t h e  a n a l y s i s  of  § 6 )  d e s i g n e d  t o  s e l e c t  
t h e  c e n t r a l  p o r t i o n  of  t h e  beam, and i n t o  t h e  m a g n e t i c  g u id e  
f i e ld ,  o f  a s o l e n o i d  (50  cm. l o n g ,  10 cm. i n t e r n a l  d i a m e t e r ) .
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XA stainless steel cylinder (45 cm. long, 10 cm. diameter) 
could be placed in front of the solenoid or swung away 
to one side. Figure (ll) is a diagrammatic sketch of the 
apparatus; the experiment was enclosed in a large evacuated 
aluminium tank. Probes and. ion collectors 35 cm. inside 
the solenoid, where H = 2 kg., measured electrostatic 
potential across the stream, particle density, and azimuthal 
current flow. A Rogowski coil measured current flow through 
the entrance to the solenoid. All measurements were made 
with and without the cylinder in place.
The plasma blob emerged from the gun with a. directed
nvelocity of 4 x 10f cm./sec. (proton e n e r g y 800 ev) , and 
density^ x 10" particles/cm.' The conditions for the 
particles to behave adiabatically, Alften (1962), are 
fulfilled for electrons at the limiter, 68 cm. from the 
entrance to the solenoid where H^2 gauss; as we have, 
writing dH/dt = wdH/dz :
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_2.Trto dK / h dz / 0.13 «  1 (8.1)
and
r VH/H « 1  (8.2)e _L
At the limiter the electron Larmor radius is given by :
r. = 10 = 1.8/JU (cm.) (8.3)
e 3H
where yl. is the electron transverse kinetic energy in eV 
which increases in proportion to H when the electrons are
adiabatic.
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The condition 60 .ci
d Hw /H ^ 1 for the protons
is not satisfied until 1500 gauss (about 3 cm. inside
the solenoid) because the ion cyclotron frequency C O
* 6is too small; ü^/2lf = f = ~ 1.5x10 cycles per sec
for a field strength of 1 kgauss.
The angular divergence of the beam between the 
source and the limiter suggests that the average transverse 
kinetic energy of the protons is about 3 eV, and we 
assume that the kinetic energy of the electrons at the 
limiter is approximately the sarnie.
assumptions. If we assume the electrostatic potential is 
negligible then electrons tend to move down the field 
lines but are confined by the conservation of energy to 
the region:
At this point we can consider two different
1___
2 m re ec
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For particles with p^ = 0 this is ikZQ < 2me He . and
c
the boundary of constant A g  for = 5 eV is shown in
figure (11). The adiabatic assumption however, applies 
to the electrons and implies that increases in proportion 
to H, as the particles drift down tubes of force. The field 
lines near the axis, fig. (ll), have been labelled by the 
transverse kinetic energies, at H = 2 gauss, of electrons 
with P g  = 0; at other points on the flux tube where H is 
larger the transverse energy is increased in proportion to 
H. (Figure (11) was constructed using tables compiled by 
Alexander and Downing (1959))« These curves show that 
most of the electrons are turned back unless energy is 
supplied by the electrostatic potential; physically this 
means that the electrons are transmitted only if they are 
dragged through by the protons.
The same conclusion holds if the electron distribution 
contains particles with p^  ^0, for equation (6.18) shows 
that the number of particles in the cross-section decreasesl
proportional to rg as H increases, that is decreases as HÄ , 
for adiabatic electrons. KowTever, if the electrons are 
turned back and the protons continue alone the proton density 
of about 3 x 10 particles/cc. would lead to a potential 
difference of about 400 keV between r=0 and r=2 cm. which 
is not observed and which would stop the proton beam if 
it did exist. In fact the potentials measured across the 
beam are less than 100 volts so the beam is neutralized 
to a high degree of approximation.
If we assume that protons and electrons conserve 
their canonical angular momenta but form a charge-neutral 
mixture as in §6 then the radius of the combined distribution 
would be given approximately by (6.21) as J 2 r n  , where 
2 2n = JD gives = 1.95 cm. This is much narrower than 
the distributions of -width about 3 cm., which are observed.
cy l in d er  in p lace  
cylinder removed
ig(l2) the proton density distrihutionsobtained experimentally
by Ashby (1967), compared with the theoretical curve, equation 
equation (6,5), with r^ = 0,75cm, and fy = 1,95 cm. The theoretical 
curve is fitted to the experimental distribution at r =0,
Ö8
It turns out that the proton distribution can be
represented by equation (6.5) if the electrostatic
potential 0 is assumed to vary negligibly with radius.
Figure (12) compares the distribution (6.5) with the
experimental results; the theoretical curve is calculated
with r^ = 0.75 cm. which corresponds to a transverse
kinetic energy for the protons of 100 eV; the curve is
12fitted to the experimental value at r=0 (n+(r=0) = 10 
particles/cc) . Therefore we must assume that the electrons 
which neutralize the proton beam do not belong to the 
distribution of the form (6.3) which passes through the 
limiter. They have come either from the walls (it is 
found, that as the plasma moves through the guide field a 
circulating electron current of about 15 amps, flows 
between the plasma and the conducting cylinder, or between 
the plasma and the walls of the box, if the conducting 
cylinder is not in place) or they have increased the 
spread in their canonical angular momentum through 
instabilities; quantitatively this spread must increase 
by a factor of about 43 if the condition (6.23) is to be 
satisfied.
Roberts (Taylor, 1962) has suggested that in 
certain experiments (thetatron discharges) electrons 
from the walls nay flow down the field, lines into the 
plasma. Ashby has tried to eliminate this effect by 
carrying out the experiment in a large box so that the 
field lines close on themselves, but a plot of the field 
lines in Fig. (11) shows that he has not entirely 
succeeded and therefore cold electrons can flow into the 
plasma from the walls. A longitudinal electrostatic 
instability discussed in detail later, can also re-distribute 
electrons in the beam and is probably more important in 
maintaining charge-neutrality.
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Combining the two expressions for A , we see that whenever
that is, the Larmor radius in the final state is half its 
initial value. This estimate applies to our example with 
Uf/0)Q = 20. The proton Larmor radius in the uniform
field is about half that outside the entrance to the 
solenoid, and., as is observed, the radius of the distribution 
is about half the radius of the solenoid. As we have seen 
earlier the density distribution is fitted with a value of 
Ty that corresponds to a transverse kinetic energy for the 
protons of about 100 eV, which is also close to the observed 
value. This transverse energy is supplied from the longitudinal 
motion of the protons (800 eV) and, because energy is 
conserved,there should be a decrease in the forward velocity 
of the beam.. The effect is only small but seems to have 
been detected by some Russian experimenters, Azovskii
et al. (1965).
1
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(Chapter II)
Appendix A.
Derivation of Equation (6.2)
Taking ()f*p ) as the constants of the motion, 
we obtain from (2.4) the total number of particles 
(in this case protons) in phase space:
/ ’ oO
total F(^.Pe ) dr de dz dprdpedpz (AI)
-o0
'Thus the total number of protons per unit axial length 
of coordinate space is :
Q + (z) = pe ) dr de dprdpedp,
o
r n+ (r) dr (A2)
Further we have
< P ^ > 1
Q + (z)
n oo
-  oO
Pe p(K*Pe) dr de dPrdPedPz
dQ+ (z)
2)Q (z) d(-ß/2mrp
using (6.1) for F()+,pj and setting ß = 0.
(A3)
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From (6,4) we can write (A2) as :
Q+( z) = TtN q I^
P 00
dr2 exp -ft [r(a A )2 + e0 1% 5 ^  p L c e J
J 0 . / ( r 2 + r ^ ) — -  /2mnP  '■*- r)^ P
+7rN09 e
poo
JV(r2 + i}2 )
exp -
L4r2(r2 + r j Z ) J
(AU)
assuming, as in the text, that the protons move in a 
magnetic field E z which is a slowly varying function of r, 
and that the potential 0 is approximately uniform across 
a cross-section of the assembly.
We can approximate (A4) satisfactorily in the
limit 
Q + (z)
= (70 3/2 < (A 5)
which is equation (6.l4a), and we can also approximate 
(A4) in the limit
p /,
»  i
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4*N.q e " ^ e^ r^rj f d ( r / 2 r p ) e - ^  / 4 r p^
X)
2 ( h ) 3//2 N+ e -   ^ r p r) (A6)
For in te r m e d ia te  v a lu e s  o f  r), no e x a c t  e v a lu a t io n
o f  (A4 ) i s  p o s s i b l e ,  bu t an ap p rox im ation  may be ob -
2 2 ?ta in e d  a s  fo l lo w s :w e  w r ite  U -  r  /  (r  + n ^ ), so th a t
d r
Then (A4 ) i s :
e V /4  -p) 
e-<r2/ 4rp)
2
2
(A7 )
The term  in  sq uare b r a c k e ts  h as th e  v a lu e  1 f o r  rj = 0 , 
and -§• f o r  'rj = oO, c o n s i s t e n t  w ith  (A5 ) and (A6) .
For 0 < <oO, we n o te  th a t  r)2/ ( r 2 + 2 rj 2 ) = l / 2e when
r 2 = 2 ( e  -  1) r^ 2 , so th a t  ju2 =4<72 (e  -  l )^ (2 e  -  1)=2.-7r,2 
Thus th e  l a s t  term  in  t h e  square b r a c k e ts  o f  (A7 ) may 
be approxim ated  a s  -g-exp -  /  2*7 - We have:
Q + ( z ) 2hN+ 9 e ß
- *
/°o0
0
''oO
dp- exp -  (p.2/ 4 r 2 )
dp, exp - p 2 U 2 + H r 2 ) 
2 2 
4 r p ?
2 ( h ) 3/ 2 Nq 9 e - ^ 1 -
2~/(92 + H r 2 )
(A8)
94
Referring now to (A3) we have:
<vz. = mP 9 2 n du+(z) (A9)
e P Q+ (z) d rj
(A5) and (A6) give immediately
<Pe> _ mp 0 /P (A10)
in the limit of rj large and rj small respectively; 
we obtain (6.2) on rearrangement. Prom (AÖ) we have
+ l'STp)
9 J
2 (q 2 + I S r 2 ) ^ 2
______2______
2/u2 + 1-sr2).
' (All)
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2We can also calculate <p y at a particular point 
in the plawma from (6,1), using an expression analogous 
to (6.8), and obtain:
(A12)
which yields (6.2) in the limit of small , because in 
this special case (A12) is independent of r; the local 
average is the same as the average over the whole plasma.
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CHAPTER III
%
A DISCUSSION OF SOKE TYPES OF INSTABILITY.
§ 1. INTRODUCTION.
In this chapter we will examine very briefly the 
stability of the distributions discussed earlier, with 
respect to the small amplitude electrostatic oscillations 
that arise from anisotropies in the velocity space 
distribution function. The many contributions to this 
aspect of plasma oscillations, and to the general study 
of plasma waves, theoretical and experimental papers, 
have been comprehensively reviewed by Lehnert (1967).
Jukes (1967) and (1968) presents a summary of the 
theoretical analysis.
We considered in the previous chapter some 
distributions in cylindrical geometry that arise when 
Pg ^ 0, and discussed ways in which such distributions
can remain charge-neutral. For an assembly of particles 
in a magnetic trap it requires different values of the 
parameter for protons and electrons; for a beam of 
particles defined by an aperture the electrostatic forces 
constrict the distributions to a radius y2r^  to maintain
charge-neutrality. This second case is inherently unstable 
because only small perturbations of the electron 
distribution are required to disturb the symmetry and 
cause a change in the canonical angular momentum of the 
particles. In the example we have discussed (Ashby) 
the electrons are adiabatic in the solenoid magnetic 
field at about 2 gauss and rapidly acquire large values 
of transverse kinetic energy; they continue to move
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along the field lines while energy can he supplied to 
them through the potential field of the protons. It 
is possible that, through instabilities, there may be 
an exchange of angular momentum between the protons and 
electrons, the electrons changing their value of 17,
until 9e &/43 = 6.5* The two distributions will9pthen have approximately the same spread in p^ and the
density distributions will also have approximately equal 
radii.
§2. DISCUSSION OF THE ION CYCLOTRON INSTABILITY
Before beginning the discussion we define some 
parameters.
We denote the electron plasma frequency by qj U. :
Pi
d)rl= 5*6 x 104 Jn rad/sec.
the electron cyclotron frequency by u> :ce
60ce= I.76 x 10? H rad/sec
and. the ion cyclotron frequency by uj £
t°ci= 0.96 x 104 H rad/sec.
We examine first the ion cyclotron instability 
reported by Rosenbluth et al. (1962) which applies to a 
cylindrical plasma confined by a longitudinal magnetic 
field. The rotation of the plasma is associated with the 
diamagnetic current carried by the azimuthal velocity of 
the particles and also with txhe drift current produced 
by the radial electric field. The calculation is carried 
out with the assumption that these currents are of the 
same order. That is, in the notation of Rosenbluth*s 
paper,
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EW ~ 1> where W = _1 _r is the constant angular drift 
W r cHz
velocity due to the presence of the radial electric
field, and W = 2(|r— ) co is the angular frequencyo
associated with the motion of the particles carrying 
the plasma diamagnetic current (a is the Larmor radius, 
and rQ the radius of the plasma). With the further
assumption that the motion of the ions is chiefly 
responsible for fluctuations in the charge density, 
the condition for stability is obtained from the 
expression
V u> | (v - l) + i 7 (v) - D + 1
1 2W J - 2W
2 } - V’ )
where ü> is the angular frequency scaled in terms of the 
constant angular velocity W, and V is the order of the 
perturbation, that is, we assume a perturbing electric 
potential of the form cos )>Q, The oscillations are
stable for V> 1, and the condition for stability for
is : 1 + \ W \ 1 - '/V
o / — / O
Using this result we can estimate for our example the 
maximum, electric field the plasma will support before 
the oscillations become unstable. At H = 100 gauss and 
with [gl^ /t ) 1, we find we must have E < 2  volts/cm.
In contrast, if we assume p0 for the electrons 
is conserved and. calculate the potential 0 required to 
maintain charge-neutrality across the cross-section 
from equation (6.13) of chapter II, we find we need 
potential gradients of the order of 100 volts/cm. at 
1 cm. radius (for H = 100 gauss) which increase rapidly 
with r. Such large potentials are quite inconsistent
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with Rosenbluth*s criterion. However if, as discussed 
in <^ 6, the electron distribution is widened by increasing 
rje no strong electric fields arise and the criterion 
is satisfied.
Experimentally, inside the solenoid where H~2kgauss,
electric fields of about 50 eV/cm. were observed, 
when the conducting cylinder was removed from the position 
indicated in figure (11). With the cylinder in place no 
appreciable radial electric potentials can arise because 
all the field lines cut the cylinder and. unbalanced 
electric charges are removed by electron currents flowing 
along the field lines, to and from the cylinder.
As only comparatively small electric field.s, and 
consequently low values of angular velocity are allowed 
by Rosenbluth*s criterion for stability, we have 
concentrated our attention on distributions with large 
spreads in angular momentum, and small values of p^ , 
in chapter II. It is seen that the oscillations 
described above have a f requency^u-^ (^1.5 x 10^ cycles/sec 
at 1kg) which is rather slow compared with the forward
nplasma, velocity of x ICr cm/sec. We therefore go on 
to discuss some higher frequency oscillations, in which 
the motion of the electrons is the more important factor.
It is probably in this way that the electrons change 
their angular momentum and neutralize the internal 
electric fields of the plasma.
§3. THE HYBRID FREQUENCIES
Let us consider the Hamiltonian for a particle 
moving in a magnetic field, we have for protons :
Hr, = 1 (Pü - e rAü)2 + _L_ (p2 + p2) + e0(r,G,t)~ 2 c 2 in 1
100
and for electrons :
■K = _1____ (Pe + e rAQ)2 + 1__ ( + p^) - e0(r,Ö,t) s
2m r ^  ® ^mee
the electrostatic potential 0(r,O, t) is now allowed to 
have a small fluctuating angle-dependent term. In the 
earlier work of Chapter II p^ was constant for each 
particle, "but now we have :
*4*
pn = - fe^0 , and p~ = e ^  0 ^ äe B 0
Such an angle-dependent potential 0 may arise out of a 
departure from cylindrical symmetry in the initial plasma 
distribution; it may also have developed through 
instabilities. In either case it is not possible to 
calculate it. We can however make two qualitative 
remarks•
First, an electron and a proton at the same point 
feel the same electric field and so suffer equal and 
opposite changes in angular momentum. Thus if the spatial 
distributions of the two kinds of particle are not very 
different, the distribution of the change in angular 
momentum of the electrons is approximately the reverse 
of that of the ions.
Second, we see that the azimuthal potential 0(r,G,t)
must have the f orm 2_ (Cl sin mO + “ß cos m©) becausem m m
it is a single-valued function of Q. Thus in the exchange 
of angular momentum some electrons (say) will gain 
angular momentum and others will lose it. The ion-electron 
interchange of angular momentum is probably most important 
at the lower hybrid frequency O  ^  , and the
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electron-electron interchange at the upper hybrid 
frequency
/ 2 2O  = /to + co • The oscillations at the 
UH pi ce
higher frequency involve electrons only, with negligible 
ion motion.
To describe the relation between the proton and 
electron orbits at the lower hybrid frequency we refer 
to a sketch by Stix (1962) (p.44). Both electron and 
ion orbits are elliptical with the ratio of major to
1
minor diameters I  ™ p YUeJ
O H  in both cases.
Eelectron *
A growth rate for an unstable oscillation 
similar to the lower hybrid has been given by Ashby and 
Paton (1967), who have empirically investigated 
instabilities in the experiment described by Ashby (1967). 
They give J  (H) -'ft-Tl), so that at 100 gauss we have 
^  (II) —  1.5 x IO”7 sec. Thus, as the forward plasma 
velocity is ^ 4 x 107 cm./sec. this growth time is of the 
right order for the instability to grow significantly as 
the plasma approaches the solenoid.
To obtain an estimate of the growth rate for the 
upper hybrid we turn to a discussion on electron plasma 
oscillations by Montgomery and Tidman (1964). They 
define a quantity ^  (k), called the Landau damping 
decrement, as :
___1__ f-l/2(k Lp)2 _ 3/2]-60PlV 8 oc 1^ e
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(with Lp the Debye length). At favourable wave numbers k 
the growth time is comparable to the period .
The energy to build up these oscillations can be 
supplied by the radial electrostatic field which arises 
out of the charge separation of the electrons and ions-.
The exchanges of angular momentum lead to an increase in 
the (initially small) mean square angular momentum of 
the electrons, and the process continues until this mean 
square value is equal to that of the protons. When this 
stage is reached we have, according to (6,23)» electron 
and. proton charge distributions of equal size, and 
neutralization is complete,
§4, THE HARRIS VELOCITY ANISOTROPY INSTABILITY
Another source of electrostatic instability is 
anisotropy in the velocity space distribution function, 
discussed in the work of Harris (1961). As we have seen, 
the electrons, by virtue of their adiabatic motion in 
the magnetic field, rapidly acquire large values of the 
transverse component of kinetic energy, and we have 
the condition <(< 1. McCune (1964) has pointed
Tle
out that this condition is akin to the streaming instability 
if we ignore the ion motion and consider only the 
electrons.
Hall et al. (1965) have given criteria for the
onset of two types of instability (which arise out of
anisotropy in the distribution function) at frequencies
near the plasma freouency. The electron-electron
2 2instabilities of type A occur when > 6.6 ^ ce ,
^ 2and those of type B when CDq1 > 0. 7 These conditions
are satisfied for the electrons in regions outside the 
entrance to the coil.
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Thus by all these processes the electrons can 
rearrange their distribution in angular momentum. This 
explanation is similar to the one given for Bohm diffusion, 
that is, the diffusion process is explained in terms of 
fluctuating electric fields, (Galeev et al. (1964). Adams 
(1966) ). Clear experimental evidence that instabilities
can destroy the cylindrical symmetry of plasma distributions 
in thetatrons is given in the paper of Adams and the book 
of Artsimovich (p.l44), although the condition of high ß 
is different from the one we have discussed here.
We assume that the most important processes of 
electron re-arrangement will end when the plasma has 
neutralized itself. For this reason the comparisons of 
the radial proton distribution (Chapter II, §6) are 
made assuming negligible electrostatic potential*
Presumably it is this ability of the plasma to neutralize 
itself which accounts for the similarity in its behaviour 
when the conducting cylinder is removed. (See, for 
example, figure (11) of Chapter II). In the discussion 
above we have considered the oscillation frequencies at 
field strengths of 100 gatiss because it seems these 
processes can be completed in the fringing field before 
the plasma enters the solenoid.
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