We present algorithms for parametrizing by radicals an irreducible curve, not necessarily plane, when the genus is less o equal to 4 and they are defined over an algebraically closed field of characteristic zero. In addition, we also present an algorithm for parametrizing by radicals any irreducible plane curve of degree d having at least a point of multiplicity d − r, with 1 ≤ r ≤ 4 and, as a consequence, every irreducible plane curve of degree d ≤ 5 and every irreducible singular plane curve of degree 6.
Introduction
It is well known that the only algebraic curves parametrizable by rational parametrizations are those of genus zero, and there are algorithms for that purpose (see e.g. [10] ). However, in many applications, this is an strong limitation because either the curves appearing in the process are not rational (i.e. genus zero curves) or the algebraic manipulation of the geometric object does not preserve the genus; this happens, for instance, when applying offsetting constructions (see [2] ) or performing conchoidal transformations (see [9] ).
Motivated by this fact, we analyze in this paper the problem of developing algorithms to parametrize (not rationally) a bigger class of algebraic curves. In this sense, we consider the radical parametrizations. Essentially, a radical parametrization is a family of finitely many parametrizations given by rational functions whose numerators and denominators are radicals expression of polynomials (see Def. 2.4 for a formal definition). For instance, the curve given by the polynomial x 4 + y 4 − 1 cannot be parametrized rationally but admits the radical parametrization {(± In [11] , Zariski proved that the general complex projective curve of genus g > 6 is not parametrizable by radicals. Moreover, as remarked in [7] , Zariski's result is sharp. Indeed, a result within the Brill-Noether theory (see [3] , or [1, Chapter V] for a more modern account) states that a curve of genus g has a linear system of dimension 1 and degree ⌈ g 2 + 1⌉ [1, p. 206] , thus a map of that degree to P 1 (and possibly lower degree maps as well). Therefore for g = 3, 4 there exists a 3 : 1 map whose inversion would provide a radical parametrization with cubic roots, and for g = 5, 6 the inversion of the existing 4 : 1 would provide a radical parametrization with quartic roots.
In this paper we present algorithms for computing radical parametrizations of irreducible, not necessarily plane, algebraic curves when the genus is less or equal to 4 and they are defined over an algebraically closed field of characteristic zero. Also, we prove that although offsets of rational curves are not necessarily rational, offsets of curves parametrizable by radicals are parametrizable by radicals (see Prop. 2.10). A similar result is stated for conchoids (see Prop. 2.11).
In Section 2 we introduce the notion of radical parametrization and we state some preliminary results. Next, in Section 3, we see that the classical idea of parametrizing rationally using lines can be extended to this new context, provided that there exists a point of multiplicity d−r, where d is the degree of the curve and 1 ≤ r ≤ 4; note that r = 1 corresponds to monomial curves. As a consequence, every irreducible plane curve of degree less or equal 5 (take any point on the curve), and every singular irreducible curve of degree 6 (take a singular point) are parametrizable by radicals. Finally, in Section 4, we provide algorithms, based on linear systems of adjoints curves, for parametrizing by radicals every irreducible curve (not necessarily plane) of genus less or equal 4.
We finish this introduction remarking that, although we do not provide algorithms for parametrizing by radicals genus 5 and 6 curves, we provide algorithms for the cases of genus ≤ 4 and for d degree curves having a point of multiplicity d − r, where 1 ≤ r ≤ 4. This implies a clear increase of the family of curves for which we can compute a parametrization, either rational or radical. We leave for future research the cases of genus 5 and 6.
Radical Parametrizations
We start by recalling some preliminary concepts from Galois theory; for further details see e.g. [4] . Let K be a field of characteristic zero. We say that f ∈ K[x] is soluble or solvable by radicals over K if there exists a finite tower of field extensions
, for ℓ i > 0 and a i = 0;
2. the splitting field of f over K is contained in K r .
A tower as above is called a root tower for f over K. A central theorem in the theory states that f ∈ K[x] is solvable by radicals iff its Galois group is solvable. Now, let f (t) be the general equation of degree n over
, where y i are unknowns. Then, the theorem of Abel states that the Galois group of f (x) is the symmetric group S n , and hence f (x) is solvable by radicals iff n ≤ 4. Now, and throughout the rest of the paper, let F be an algebraically closed field of characteristic zero, t a transcendental element over F and K = F(t). In the following, we introduce the notions of square parametrization and radical parametrization. Essentially, an square parametrization is a parametrization given by rational functions which numerators and denominators are radicals expression of polynomials, and a radical parametrization is a finite set of square parametrizations. More precisely, we have the next definition.
where E is the last field extension of a root tower of g over K.
Similarly,
over K, and S ∈ E. Then, for all t 0 ∈ F, but finitely many exceptions, S(t 0 ) is well defined.
, where ℓ i > 0 and a i = 0, be such that K i is the splitting field of g i over K i−1 . We reason by induction over the field extension in the tower. If S ∈ K 0 the claim in trivial. Let us assume that the statement is true over K i−1 and let S ∈ K i . Let α i be a root of g i . Since F is algebraically closed then K i = K i−1 (α i ) (see e.g. [4, Prop. 7.10.7] ).
, with β j ∈ K i−1 . So, by induction, for almost all t 0 ∈ F, β j (t 0 ) is well defined; also a i (t 0 ), and since α ℓ i i = a i and F is algebraically closed, α i (t 0 ) too. Hence, also S. Corollary 2.3. Let R be an affine parametrization. For all t 0 ∈ F, but finitely many exceptions, R(t 0 ) is well defined. Definition 2.4. We say that an irreducible affine algebraic curve E ⊂ F n is soluble by radicals or parametrizable by radicals if there exists a finite set of square parametrizations {P i (t)} i=1,...,r such that 1. for all i ∈ {1, . . . , r} and for all t 0 ∈ F such that P i (t 0 ) is defined then
2. for all but finitely many P ∈ E there exists t 0 ∈ F and i ∈ {1, . . . , r} such that P = P i (t 0 ).
In that case, {P i (t)} i=1,...,r is called a radical (affine) parametrization of E.
Remark 2.5. We observe that 1. every rational parametrization can be seen as an square parametrization, and hence every rational curve is soluble by radicals, 2. considering projective square parametrizations, one introduces similarly the notion of being projectively parametrizable by radicals.
Example 2.6. The Fermat cubic x 3 + y 3 = 1 (which has genus 1) can be parametrized by radicals as
where
; i.e. the roots of x 3 − 1. First we see that each pair is a square parametrization by considering the extension sequence (1), (2) in Definition 2.4 clearly hold.
From Def. 2.4 one deduces that the property of being soluble by radicals is preserved under birational transformations. Proposition 2.7. Let E and E * be birationally equivalent curves over F. Then E is soluble by radicals iff E * is soluble by radicals.
Taking into account that every curve is birationally equivalent to a plane curve (see e.g. [5, p. 155]), we may work without loss of generality with plane algebraic curves. So, we introduce the following additional notation that will be used throughout the paper. Let C be a plane irreducible affine curve over F and f (x 1 , x 2 ) its defining polynomial. We denote by C the projective closure of C and by F (x 1 , x 2 , x 3 ) the homogenization of f (x 1 , x 2 ). Moreover, we denote by deg(C) or by deg(C) the degree of C (i.e. the degree of F ), by deg x i (C) the partial degree of F with respect to x i , by genus(C) or by genus(C) the genus of C, and by sing(C) the singular locus of C.
As a first immediate result, the fact that a polynomial of degree at most 4 in K[x] is soluble by radicals yields the following proposition.
Proof. If C is a line the result is trivial. Assume without loss of generality that deg x 1 (C) = r ≤ 4. Define g(x 1 ) = f (x 1 , t) ∈ K[x 1 ] which is soluble over K. Let E be the last field of a root tower for g over K, and {α 1 , . . . , α r } the roots of g over K; we write g as
Then, for i = 1, . . . , r, (α i (t), t) ∈ E 2 \ F 2 . So they are (affine) square parametrizations. Since f (α i (t), t) = 0, condition (1) in Def. 2.4 holds. Now, let ∆ ⊂ F be a finite subset such that, for i = 1, . . . , r and for all t 0 ∈ F \ ∆, α i (t 0 ) is well defined (see Lemma 2.3) and λ(t 0 ) is well defined and non-zero. Let (a, b) ∈ C such that b ∈ ∆. As C is not a line and it is irreducible, we are excluding finitely many points on C. So, since λ(b) = 0 then
Example 2.9. We consider the curve C of degree 14 defined by
whose genus is 1. Since deg x 1 (C) = 4 we apply Prop. 2.8, and solving by radicals the polynomial f (x 1 , t) ∈ C(t)[x 1 ], we get the radical parametrization of C:
The Case of Offsets and Conchoids
In the introduction, we have mentioned that working only with genus zero curves can be a limitation in some applications are those requiring offsetting and conchoidal constructions. In this subsection, we see that both geometrical constructions are closed under radical parametrizations. We briefly recall here the intuitive idea of offset and conchoid; for further details we refer to [2] for the case of curves and [8] for the case of conchoids. Let C be an irreducible plane curve define by the polynomial f (x, y), and A = (λ 1 , λ 2 ) a point in the plane, then (we recall that (x, y)
1. the offset to C at distance d ∈ F \ {0} is the Zariski closure of
where ∇(f )(P ) = ( ∂f ∂x (P ), ∂f ∂y (P )).
2. the conchoid to C at distance d ∈ F \ {0} from the focus A is the Zariski closure of
(A − P ) with P ∈ C such that |A − P 2 = 0} Proposition 2.10. Let C be an irreducible plane curve parametrizable by radicals, and d ∈ F \ {0}. The offset to C at distance d is also parametrizable by radicals.
Proof. Let P = {P i (t)} i=1,...,r be a radical (affine) parametrization of C. We consider the formal derivation with respect to t, and for each P i (t) = (R 1 , R 2 ) ∈ P we define
Because of the definition of offset it is clear that O and the offset to C at distance d satisfy conditions (1) and (2) in Def. 2.4. So, it only remains to proof that each O ± i is an square parametrization. To prove that, let P i = (R 1 , R 2 ), and let
is an square parametrization. Reasoning similarly, one gets the following result.
Proposition 2.11. Let C be an irreducible plane curve parametrizable by radicals, A ∈ F 2 , and d ∈ F \ {0}. The conchoid to C from A at distance d is also parametrizable by radicals.
Radical parametrization by lines
Let us analyze more deeply the meaning of Prop. 2.8. The fact that deg(C) ≤ 4 is intrinsic to the curve, while the property on the partial degrees is not. In fact, most linear changes of coordinates modify the partial degrees while the fact of being soluble by radicals is preserved (see Prop. 2.7). So, we need a more geometrical interpretation of this fact.
Indeed, deg x 1 (C) ≤ 4 iff (1 : 0 : 0) is a (d − r)-fold point of C, with 1 ≤ r ≤ 4; similarly with (0 : 1 : 0), (1 : 0 : 0) and x 2 , x 3 . For instance, in Example 2.9, (1 : 0 : 0) has multiplicity 10. So, if C has a singular point with this multiplicity, performing a suitable change of coordinates we fulfill the hypothesis of Prop. 2.8. This is equivalent to trying to parametrize (with radicals) using lines; note that if r = 1, i.e. C is monomial, we reach the case of rational curves parametrizable for lines (see [10] , section 4.6).
So, let us assume without loss of generality that the origin is a (d−r)-fold point of C, with 1 ≤ r ≤ 4. Then,
where f i is a homogeneous polynomial of degree i. Let h(x 1 , x 2 ) = x 1 −tx 2 be the defining polynomial of a pencil of lines H(t) passing through the origin. Now, by Bézout's Theorem, H(t) intersects C at the origin, with multiplicity d − r, and at r additional points that depend on the slope t:
So, solving g(x 1 ) by radicals over K (say that α i (t), with i = 1, . . . , r are the roots), we get that
is a radical parametrization of C. This reasoning shows how to algorithmically parametrize by radicals the following family of curves. The genus of C is 21 and the origin is a 6-fold point. So, by Theorem 3.1, C is parametrizable by radicals using lines. In this case g(x 1 ) = x 4 1 + t 10 x 4 1 + t 6 − 2, which provides the radical parametrization
Radical parametrization by adjoints curves
In this section, we see that curves of genus at most 4 can be parametrized by radicals. Obviously genus zero curves (i.e. rational) can be parametrized by radicals. We show that following the adjoint curves approach for parametrizing rational curves (see [10] , section 4.7), a method for parametrizing by radicals curves of genus less or equal 3 is derived. In the second part we see how to extend the method for genus 4 curves using adjoints of lower degree. For this purpose, in the sequel, d = deg(C), g = genus(C), and A i (C) is the linear system of adjoint curves to C of degree i. Also for an effective divisor D, we denote by H(i, D) the linear system of curves of degree i generated by D (see sections 2.5 and 4.7. in [10] ).
The case genus(C) ≤ 3
In [6] it is proved that for i ≥ d − 3, the linear conditions for the i-degree adjoints, derived from the singularities of C, are independent. Now, the genus formula states (see [10, Theorem 3.11] ) that
where sum applies to all points on the curve including the neighboring ones. From this we obtain that dim(A d−2 (C)) = d − 2 + g. Now we choose ℓ different simple points {Q 1 , . . . , Q ℓ } in C such that 
* . Moreover, because of the genus formula, points in B count in that intersection at least s
− s intersections (counted with multiplicity) are free. In addition, since all points in B are defined over F, at most these
In this situation, let Res w denote the resultant with respect to the variable w, and pp w its primitive part with respect to w. We consider the homogeneous polynomials
The linear factors of S 1 , S 2 over K provide the points in
. So, dehomogenizing with respect to x 3 , say R i = S i (x i , 1, t), we get that R 1 , R 2 describe the x 1 and x 2 coordinates of the affine intersections of
Furthermore, for every root α i of R 1 in K, there exist {β 1 , . . . , β k(i) }, roots of R 2 , such that f (α i , β k(i) ) = 0. Now, if g ≤ 3 then δ i ≤ 4. So, the roots {α i } 1≤i≤δ 1 and {β j } 1≤j≤δ 2 can be computed by radicals over K. In the next theorem we prove that is, indeed, a radical parametrization of C. In order to actually compute P i,j , i.e. the corresponding β j for each α i , one may proceed as follows. One possibility is checking for which of the δ 1 δ 2 ≤ 16 substitutions one gets f (α i , β j ) = 0. A second possibility consists in computing, for each α i , a polynomial whose roots are the corresponding β j . More precisely, for each irreducible factor T (x 1 , t) over K of R 1 (x 1 , t), let L T be the quotient field of K[x 1 ]/(T ), and
This reasoning provides an algorithm to parametrize by radicals curves of genus ≤ 3 using adjoint curves.
Theorem 4.1. Every irreducible curve C (not necessarily plane) with genus(C) ≤ 3 can be parametrized by radicals using adjoint curves of degree d − 2.
Proof. As we have already remarked, we may assume that the curve is plane. We see that P (see above) is an affine radical parametrization of C. Since
is soluble by radicals over K. Let E be the last field in a root tower for g over K. Then, P i,j ∈ E 2 \ F 2 . So they are square parametrizations. In addition, f (P i,j ) = 0. So condition (1) in Def. 2.4 is satisfied. To prove condition (2) in Def. 2.4, we proceed as follows: first we define a subset Σ ⊂ C, secondly we prove that Σ is finite, and finally for each P ∈ (C \ Σ) we prove that there exists t 0 ∈ F and P i,j such that P i,j (t 0 ) = P . For this purpose, for λ ∈ F we denote by I(λ) the intersection of C and the adjoint D defined by Φ 1 + λΦ 2 . Note that since C is irreducible and deg(C) > deg(D) then I(λ) is finite. In this situation, let Σ be the set of points P ∈ C such that at least one of the following holds:
(i) P is not an affine point, (ii) Φ 2 (P ) = 0, (iii) P ∈ I(λ), where λ is such that either:
• for some i = 1, 2, the leading coefficient of R i with respect to x i is not defined at λ or it is defined but vanishes at λ,
, or α i (λ), for some 1 ≤ i ≤ δ 1 , or β j (λ), for some 1 ≤ j ≤ δ 2 , is not defined, (iv) for i = 1, 2 the content with respect to t of Res x i (F, H * ) vanishes at P , (v) For each irreducible factor T of R 1 over K we consider the gcd polyno-
where A is the leading coefficient of M T with respect to x 2 ; note that since A is not the zero of L T then N T is not identically zero. Then, P ∈ I(λ), where λ is such that either:
• N T is not defined at λ or it is defined but N T (λ) = 0
Let us see that Σ is finite. Since C is the projective closure of an affine curve, (i) provides finitely many points. Since deg(φ 2 ) = d−2 and F is irreducible of degree d, (ii) provides finitely many points. In (iii), because of the reasoning on I(λ) above, it suffices to show that we are considering finitely many λ ∈ F. But this follows from Lemma 2.2, and taking into account that the leading coefficient with respect to x i of R i and the coefficients of S i are in K = F(t). So (iii) provides finitely many points. About (iv), the content with respect to t of Res x i (F, H * ) is either constant (in which case there is nothing to say) or a product of linear homogeneous polynomials. Since we may assume without loss of generality that C is not a line, the intersection points of these lines with C are finitely many. (v) follows as (iii).
Let P = (a : b : 1) ∈ (C \ Σ) (see (i)). By (ii), t 0 = Φ 1 (P )/Φ 2 (P ) is well defined. Since F (P ) = H * (P, t 0 ) = 0, one has that Res x 2 (F, H * )(a, 1, t 0 ) = Res x 1 (F, H * )(b, 1, t 0 ) = 0 and, by (iv), S 1 (a, 1, t 0 ) = S 2 (b, 1, t 0 ) = 0. Hence, R 1 (a, t 0 ) = R 2 (b, t 0 ) = 0. By (iii), the leading coefficient of R i with respect to x i does not vanish at t 0 . So, again by (iii), there exist i and j such that a = α i (t 0 ) and b = β j (t 0 ). It remains to see that j ∈ {1, . . . , k(i)}. Let T be the irreducible factor over K of R 1 that has α i (t) as a root. Since f (a, b) = R 2 (b, t 0 ) = 0, and
Moreover, since N(t 0 ) = 0 (see (v)) and T (a, t 0 ) = 0, then A(a, t 0 ) = 0. So, j ∈ {1, . . . , k(i)}.
where ∆ = 855810801 t 8 + 14356902816 t 7 + 104452412520 t 6 + 379019035776 t 5 + 425890947184 t 4 +8076240000 t 3 +190450224000 t 2 −605721024000 t+26244000000.
The case 2 ≤ genus(C) ≤ 4
Let g ≥ 2, and let us consider now A d−3 (C); i.e. adjoints of degree d − 3. Then, dim(A d−3 (C)) = g−1 similarly as above. If g > 2, we choose ℓ different simple points {Q 1 , . . . , Q ℓ } in C such that Therefore R 1 and R 2 , defined as in the previous case, describe the x 1 and x 2 coordinates of the affine intersections of C ∩ A d−3 (C)
Furthermore, for every root α i of R 1 in K, there exist {β 1 , . . . , β k(i) }, roots of R 2 , such that f (α i , β k(i) ) = 0. Now, if 2 ≤ g ≤ 4 then δ i ≤ 4. Then reasoning as in the previous case we get the following theorem, which provides an algorithm to parametrize by radicals curves of genus 2, 3 and 4 using adjoint curves.
Theorem 4.3. Every irreducible curve E (not necessarily plane), with 2 ≤ genus(E) ≤ 4, can be parametrized by radicals using adjoint curves of degree (d − 3).
Conclusions
The results presented in this paper provide algorithms for radical parametrizations of curves with a singularity of a high multiplicity, and also for curves of genus up to 4. Theoretical results mentioned in the introduction indicate that curves of genus 5 and 6 can also be parametrized by radicals. Considering adjoints of higher degree does not yield anything; it is possible that adjoints of degree d−4 provide tighter results, but in that case the conditions imposed by the definition of adjoint are not linearly independent in general (which is good; if they were, the dimension of the adjoint space would be g = d+1 which precludes the solution of any interesting case). The condition for having 4 or less intersection points in P 3 (K) \ P 3 (F) translates into g ≤ 6 which is very suggestive.
