We analyzed DNA sequences using a new measure of entropy. The general aim was to analyze DNA sequences and find interesting sections of a genome using a new formulation of Shannon like entropy. We developed this new measure of entropy for any non-trivial graph or, more broadly, for any square matrix whose non-zero elements represent probabilistic weights assigned to connections or transitions between pairs of vertices. The new measure is called the graph entropy and it quantifies the aggregate indeterminacy effected by the variety of unique walks that exist between each pair of vertices. The new tool is shown to be uniquely capable of revealing CRISPR regions in bacterial genomes and to identify Tandem repeats and Direct repeats of genome. We have done experiment on 26 species and found many tandem repeats and direct repeats (CRISPR for bacteria or archaea). There are several existing separate CRISPR or Tandem finder tools but our entropy can find both of these features if present in genome.
ciple, biochemical methods are able to do this job, but since they are extremely expensive and time consuming, there is a high demand for alternative approaches to extract the information hidden in genome [1] . In this situation, concepts and techniques from information theory turned out to be welcoming tools to handle the problem of extracting valuable information from biosequences such as DNA, RNA, or amino acid chains.
The main goal of our work is the presentation of a concept and method derived from information theory that will apply to problems of analysis of DNA.
The motivation for this study is to analyze DNA sequences to determine interesting sections of genome that has repeating features using information theory tool.
In many organisms, the genomic DNA is highly repetitive accounting for close to 5% of the genome size [2] [3] . Repetitive DNA sequences are a major component of eukaryotic genomes and may account for up to 90% of the genome size [4] . The human genome itself has over two-thirds of the sequence consisting of repetitive elements [5] .
The identification of repeats has proven to be of significance, as they provide insight into the functional and evolutionary roles of various organisms [6] [7] [8] [9] [10] .
In our study we also focus on a family of repeats known as Clustered Regularly Inter Spaced Palindromic Repeats (CRISPRs) [11] . CRISPRs have attracted a great deal of interest recently in genome editing [12] . CRISPRs have been found only in the genomes of prokaryotes and are composed of short direct repeats currently known to range in sizes from 21 -47 base pairs. This family of repeats is unique in that they are interspaced by non-repeating sequences of similar size, called spacers. CRISPRs were found in approximately 40% of bacterial genome investigated [13] .
Several software applications are available for identifying various form of repeats in [14] [15] [16] .
Graph Entropy Algorithm
A graph is an object that consists of a non-empty set of vertices and another set of edges. Vertices are often called nodes, and edges are referred as connections. The set of edges may be empty, in which case the graph is just a collection of points.
We say that two vertices i and j of a directed graph are connected if there is an edge from i to j or from j and i. Suppose we are given a directed graph with n vertices. We construct an n × n adjacency matrix A associated to it as follows: if there is an edge from vertex i to vertex j, we put 1 as the entry on row i, column j of the matrix A; if there is no edge, we put 0.
If one can walk from vertex i to vertex j along the edges of the graph then we say that there is a path from i to j. If we walked on k edges, then the path has length k. In this section, we will discuss entropy of such adjacency matrix A. Let 
is the probability for a randomly generated path to end at the
Q l be the probability for generating a path of length l that begins at i v and ends at j v for any integer l. For example, we have 
We draw a graph as in the Figure 1 .
For our sequence, graph entropy , ( ) log( ) 2.9614
Results
We have downloaded wide range of genome data, eukaryotes (animals, plants, insects, fungus) and prokaryotes (bacteria, archaea) from Gen Bank:
ftp://ftp.ncbi.nlm.nih.gov/genomes/.
We have implemented the Graph Entropy Algorithm in MATLAB platform and converted data to MATLAB format. Then we have computed graph entropy using our Graph Entropy Algorithm by scanning the data with a typical sample size of 512 base pairs (bp) and step size of 10 bp taking 3 nodes with 1 overlap. We have drawn graphs of entropy versus genome length of Acidovorax bacteria in Figure 2 , Salmonella-Typhi CT18 bacteria in Figure 3 , Caldicellulosiruptor Kristianssonii bacteria in Figure 4 and
Human Chromosome-21 in Figure 5 . We have studied the intervals visually where entropy was low and found some repetitive pattern in the sequence. Once we have a string of repetitive pattern we used MATLAB "strfind" command to find out exact positions of the repetitive patterns. We have included few examples in this paper, only the ones we thought important.
In Figure 2 we looked at the lowest drop of entropy which is at: x: genome length = 871,100, y: entropy = 4.088. We took an interval (871,000, 871,600) around the lowest drop x = 871,100. The spacers are almost identical. These are tandem repeats.
Similarly in the Figure 3 we looked at the lowest drop of entropy which is at x = 2926000 y = 4.923.
We looked at the DNA sequence in the interval (2926000:2926650) around x = 2926000. The following is the sequence in the interval taken. The colored string is re- These repeats are CRISPR.
In Figure 5 , we considered the drop at x = 44010000, y = 4.13 and the interval (44009900, 44010500). Following is the sequence of Human Chromosome-21in that interval. We also found repeats. The spacers are almost identical with this string except 4 letters (in purple). We also find the spacer string.
Strfind(g,"TTTCCCCTTACCTGCACCGAGCCTCCCGCCCCGTTTACATCCAC
GCAGGCG"). This is a repeat of a string without any gap in the region (44007575, 44010329).
Discussion
The importance of identifying repetitive sequences is clear; however, the considerable size of many genomes makes fast and efficient repeat detection very challenging. In this paper, we have presented a new algorithm for finding repeats in DNA sequences. The algorithm is based on our new measure of entropy for any non-trivial graph. In [15] , an algorithm were presented for finding tandem repeats in DNA sequences based on the detection of k-tuple matches. It uses a probabilistic model of tandem repeats and a collection of statistical criteria based on that model. Whereas in [14] and [16] a new tool was introduced for the automatic detection of CRISPR elements in genome. The main advantage of our tool is it will detect both tandem repeats and CRISPR or any other repeats. The main disadvantage of our tool is lack of complete automation and hence it is less efficient compared to the other tools. Our detection technique convert sequences to an alternative representation (namely, graph as it is given in [17] ) in an attempt to make analysis more efficient. Future research plans are to modify the presented algorithm so that it is also able to identify repeats efficiently. Our code will be available to the reader upon request through email to one of the authors.
Conclusions
We have studied the following species:
Eukaryotes Viruses: HIV, Hepatitis B. After analyzing the DNA sequence at the points of low entropy for all these species, we conclude that low entropy in a genome graph corresponds to high repeatability in the sequence. These repeats can be classified as CRISPR or Tandem Repeats or something else.
