Wireless communications offer an attractive option for many military, commercial 
Introduction
Optical wireless communications have been growing steadily. The field has matured enough to face new challenges imposed by the fast emerging applications of wireless systems. Yet, the deployment of optical wireless networks is not straight forward, several requirements need to be met [1, 2, 3, 4, 5] . Most important is limiting the effect of the atmosphere on the optical wireless links. The degree of defacement that the atmosphere has on the performance of optical wireless systems is a function of the system environment. Outdoor systems are intuitively more prone to path loss than their indoor counterparts. Besides the free space loss, outdoor systems are also exposed to atmospheric conditions such as fog and rain. Geometrical and pointing losses also affect the performance of optical wireless systems. In general, path deterioration is tolerated by refining link parameters such as the transmission power and reception sensitivity and/or by reconfiguring the network topology. Networks that can react to the atmosphere changes are called adaptive networks. Adaptive optical wireless networks have flexible communication links that constitute a reconfigurable topology that is dynamically optimized according to some objective such as minimizing end-to-end delay and increasing signal-to-noise ratio.
This paper extends the work in [6, 7] . We investigate the link flexibility constraints imposed on the deployment of optical wireless networks. We formulate the topology control problem under link delay conditions, and accordingly propose new optimization heuristics. We also study networks with bounded and unbounded degree transceivers. We examine the performance of the proposed heuristics and present experimental results. The remainder of this paper is organized in the following way. In Section 2, we study the delay constraints on the topology control process and propose new heuristics for unboundedtransceiver networks. In Section 3, we investigate a special network with two-transceiver nodes and present a corresponding approximation algorithm for the re-configurability of network topology with optimized links delay. In Section 4, we validate the proposed heuristics with computer simulation and present experimental results. Finally, we conclude this work in Section 5.
Delay-Constrained Topology Control: The Unbounded Case
Link flexibility is a major requirement of adaptive optical wireless networks. An adaptive network must have a flexible topology that can be dynamically reconfigured to limit the effect of the atmosphere on the network performance. Research on the re-configurability of optical wireless networks is in its infancy, only few publications have seen the light. An approach to link flexibility of optical wireless networks is proposed in [5, 8] . The approach is based on monitoring link states and reconfiguring the network topology according to a decision making process. Performance of optical wireless networks is a function of links states, which are prone to the atmospheric disturbances. Thus, adjustments to links specifications and/or directions can alleviate the performance. In this approach, network links are continuously probed using different measures such as received signal to noise ratio, bit error rate, and signal power. If the level of some measure exceeds/drops below a certain threshold, a reconfiguration decision is made as follows:
• If link changes can be compensated by the adjustment of bandwidth, transmitting power, or beam divergence, proper changes are made to link specifications.
• If changing link specifications is not enough, network topology must be reconfigured.
We focus on the second case where the topology must be changed. Controlling network topology is subject to performance objectives, for example, maintaining a certain level of bit error rate, achieving bi-connectivity, and minimizing end-to-end delay. A corresponding topology control algorithm is required for each objective. A topology control algorithm assuring network bi-connectivity is presented in [8] . We present new heuristics for optimizing the end-to-end delay in networks with reconfigurable topology. In this section, we investigate the unbounded case where no limitation is imposed on the degree of network nodes. A node can directly communicate with an arbitrary number of nodes. In this case, a network topology is constructed as a spanning tree. Our objective is to minimize the maximum link delay in a network of minimum total pairwise delay. To illustrate, in a communication network there is possibly more than one topology of minimum total pairwise delay. Among those topologies, there are topologies with a minimum maximum delay. Accordingly, we find a minimum total pairwise delay network with a minimum maximum delay. Given a graph, G=(V, E) with a cost function c(e)ЄZ + , ∀ e Є E. Let dist (v, v') = min allpaths ∑ e Є P c(e), P is a path between v and v'. Find a spanning tree T that minimizes
, where l is a path in T Minimizing the maximum link delay is equivalent to finding the minimum weighted diameter. Accordingly, Problem 1 can be defined as the minimum weighted diameter minimum total pairwise delay spanning tree. This problem is different from the minimum weighted diameter minimum spanning tree problem studied in [9] . In fact, a minimum total cost spanning tree (MST) is not equivalent to a minimum total pairwise cost spanning tree (MPST). An MST is defined as a spanning tree with the minimum total edge weights, formally, given a graph, G = (V, E) and a cost function c(e) Є Z + , ∀ e Є E, a tree T = (V, E 1 ), where E 1 ⊆ E, is a minimum spanning tree iff ∑ e Є T c(e) is minimum.
While an MPST is a spanning tree with minimum total pairwise distance of all vertices, given a graph, G = (V, E), and a cost function c(e) Є Z + , ∀ e Є E, a tree T = (V, E 1 ), where E 1 ⊆ E, is a minimum total pairwise distance spanning tree iff ∑dist (v 1 ,v 2 Proof: We establish the assertion by giving an example. Consider the graph in Figure 1 . An MST constructed using Prim's algorithm T 1 [10] is shown. The total cost of T 1 is 80 and the total pairwise distance is 720 while an MPST T 2 has a total cost of 81 and total pairwise distance of 612. This means an MST is not necessarily an MPST and vice versa.
The MPST problem can be shown to be equivalent to the minimum communication cost problem [11] where the requirement parameter equals one for all pairs of vertices, this is also known as the minimum routing cost spanning tree problem, which has been proved to be NP-hard in [12] .
Theorem 1:
The minimum maximum delay minimum total pairwise delay spanning tree problem is NPhard. Proof: Given that the minimum routing cost spanning tree problem is NP-hard, it follows that the MDMPT is NP-hard since it includes the minimum routing cost spanning tree problem as a sub-problem.
In the remainder of this section, we investigate two techniques to approximate the MDMPT solution and propose corresponding heuristics, namely Maximum Delay First (MDF) and Pairwise Delay First (PDF). In both techniques, the optimization process is carried over two phases. In the first phase of the MDF technique, we build a spanning tree with the maximum delay constraint optimized. Then based on this tree, we search for another spanning tree with a better total pairwise delay and within a small margin of the already optimized maximum delay. The PDF technique follows the same approach with the maximum delay and total pairwise delay constraints changing places. In general, we optimize one of the two constraints in the first phase. Then in the second phase, we work on the other constraint and keep changes to the optimization achieved in the first phase to minimum.
1. Maximum Delay First (MDF) Heuristic
In the first phase, the MDF heuristic builds a spanning tree based on a greedy approach considering the optimization of the maximum link delay. The tree is built by selecting edges that keep the maximum link delay as small as possible. The diameter of the current tree is calculated whenever a new edge is selected. This process repeats for all candidate edges (i.e. a candidate edge is an edge connecting a node of the current tree to another node that does not belong to this tree.), and accordingly the edge that results in the minimum diameter is selected. A similar idea can be found in [13] . In the second phase, the MDF heuristic aims at optimizing the total pairwise delay. The tree from the first phase is examined for possible changes to improve pairwise delay. Every edge is assigned a usage factor (UF) representing the number of shortest paths that pass through this edge. Formally, given a graph G = (V, E), with a cost function c(e) Є Z + , ∀ e Є E, let P (u, v) denote a path between u and v. UF is defined as follows Edges with high weighted usage factor (i.e. c(e) * U F e ) are considered for replacement with edges reducing the total pairwise delay of the spanning tree. After a replacement, a new spanning tree is formed and new usage factors are calculated. MDF terminates when no further improvement is possible. However, improving the total pairwise delay can affect the maximum link delay optimized in the first phase. Accordingly, MDF keeps a list of all the spanning trees encountered in the second phase with their respective total pairwise delay and maximum link delay. A decision to select one of these trees is made based on a set of conditions that reflect the nature of the given network. For instance, an upper bound on the relaxation of the maximum link delay achieved in the first phase is considered a crucial condition. The maximum node degree of a tree is a legitimate condition. A pseudo-code for the MDF heuristic is presented in Figure 2 .
Pairwise Delay First (PDF) Heuristic
The PDF heuristic follows a similar approach to that of MDF. Nonetheless, the order and techniques of the optimization process differ. The first phase of PDF attempts minimizing the total pairwise delay. A spanning tree with an optimized total pairwise delay is constructed using a technique similar to that found in [14] . We form a shortest-paths tree for every node and select a tree of least total cost. A shortestpaths tree of a given node is defined as the breadth-first tree rooted at this node. In the second phase, PDF optimizes the maximum link delay by considering the replacement of high-cost edges contributing to the diameter of the tree. The heuristic tries to replace those edges by low cost edges resulting in a better maximum link delay. A new spanning tree is constructed after each replacement until no progress can be achieved. Similar to MDF, a decision is made at the end of the second phase to pick the most suitable spanning tree. Figure 3 depicts the PDF heuristic.
Bounded-Transceiver Networks: A Special Case
We investigate the case of nodes with bounded number of transceivers, in particular nodes with two transceivers. Networks composed of nodes with two transceivers are desirable in optical wireless systems considering several factors including economical and technical limitations. The bi-connectivity algorithm proposed in [8] assumes degree-two nodes. Therefore, our problem, in this case, is subject to an , ∀ e Є E. Find a tour with minimum cost, a tour is a cycle that visits every node only once and finishes at the starting node. Given an instance G 1 = (V 1 , E 1 ) and c 1 (e 1 ) of TSP, we construct an instance G = (V, E) and c(e) as follows. We pick an arbitrary node, v.
and c(a, v)= c(b, v') = 0
This transformation can be done in polynomial time. Now, suppose that we have a solution to the TSP instance, a tour K of minimum cost. We can find a solution to the MDMPT-MD2 instance by splitting the tour at V. Suppose, the tour is broken at edge (v, x), then we add edges (v, a), (x, v ' ), and (v ' , b) , that is 
For MDMPT-D2, minimizing the maximum delay returns the same spanning tree when minimizing the total pairwise delay since any spanning tree will be on the form of a single path. This is because every node can only have two neighbors. Accordingly, T is a solution to MDMPT-D2 because it is a minimum spanning tree formed by removing an edge from the minimum tour and adding a same-cost edge along with two zero-cost edges. Also, every node in T has exactly degree two except two nodes; a, b. suppose we have a solution to the MDMPT-D2 instance, tree T. We can obtain a solution to the TSP instance by removing the edges (v, a), (v', b) , and the other edge incident on v', say (y, v'). We add the edge (v, y).
K = T -{(v, a), (v', b), (y, v')} U (v, y)
K is a minimum tour because finding T involves minimizing the cost of the tour connecting the nodes of K (i.e. note that c(v, y) = c(y, v' ) ). Therefore, TSP ≤ p MDMPT-D2.
1. Approximation Algorithm for MDMPT-MD2
We propose an approximation algorithm (Apx-D2) with time complexity O(n 2) , n = |V| is the number of nodes. The proposed algorithm returns a topology with cost at most twice the cost of an optimal solution. The algorithm receives its input as a link state array in the form of a cost function and link availability flag associated with graph edges. The cost represents the end-to-end delay of the given link (edge), these values are probed during the monitoring phase. In optical wireless systems, not all nodes can establish a direct link. Atmosphere, line of sight, and distance are legitimate factors. In the case of unavailable links, a cost value of infinity, ∞, is assigned. The algorithm establishes a travelling salesman tour by finding a rooted minimum spanning tree and reporting a preorder walk of this tree; a similar routine can be found in [15] . Then, the edge with the maximum weight is removed leaving an approximate solution to the MDMPT-D2 instance. Accordingly, the algorithm is composed of three basic routines; finding a minimum x = Extract-Min(Q)
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, and O(n), respectively. Therefore, the complexity of the whole algorithm is O(n 2 ) since the routines are in series. The algorithm returns a tree, T, with cost at most twice of the optimal, proof follows. Let the rooted minimum spanning tree, formed by the first routine, be S and the optimal tour be L ' . Then, c(S) ≤ c(L ' ). Let B be a full walk of S; in a full walk every edge is visited twice.
Figure 5. MLD of MDF and PDF relative to the Optimal Case Then, c(B) = 2c(S) and c(B) ≤ 2c(L '
). Using the triangle inequality, we can transform B into a preorder walk of S by deleting repeated visits to every vertex, let the corresponding preorder cycle be P . Then, c(P ) ≤ c(B) and accordingly c(P ) ≤ 2c(L'). T is formed by deleting the maximum cost edge of L. We also assume that link costs are comparable in value and not orders of magnitude apart; valid assumption in practice. Therefore the cost of the optimal tree is less than but comparable to that of the optimal tour. Therefore, c(T ) ≤ 2c(T ' ), where T ' is the optimal tree.
Performance Evaluation
The performance of the proposed heuristics was evaluated on a set of networks with variable parameters. The number of nodes varies between 100 and 500. In our model, every network link is randomly assigned a bit error rate (BER) varying between 10 -11 and 10 −7, and a transmission delay ranging from 0.1 to 20 time units. The availability of a communication link is considered to reflect the existence of a line of sight and a reasonable physical distance (i.e. Some nodes may not communicate if a line of sight is not present or the physical distance is prohibitive for the optical signal to travel). Unavailable links are assigned a transmission delay of ∞. The simulation arbitrarily chooses a spanning tree as the initial topology. Link parameters are dynamically changing within the same run. The topology control algorithm is invoked when the BER of some link exceeds 10 −9. The performance is measured using the average packet delay metric (APD); the average time needed for one packet to reach its destination. The re-configurability process of the topology follows two different algorithms based on the MDF and PDF heuristics, respectively.
1. Evaluation of MDF and PDF
We evaluate the MDF and PDF heuristics with respect to the optimal solution of the MDMPT problem. The lower bounds on the maximum link delay (MLD) and total pairwise delay (TPD) are also reported. A lower bound on the maximum link delay is measured as the maximum shortest distance in the original graph, whilst the summation of all pairwise distances of the original graph is considered a lower bound on the total pairwise delay. Results are averaged over the number of runs and normalized with respect to those returned by the optimal solution. Both heuristics returned values comparable to the optimal solution. PDF finds a topology with a total pairwise delay within 9% to 43% of the optimal delay and with an average deviation of 27% from the optimal solution, while the MDF has a total pairwise delay within 29% to Figure 6 . TPD of MDF and PDF relative to the Optimal Case Figure 7 . MLD relative to the Lower Bound Figure 8 . TPD relative to the Lower Bound 54% and an average deviation of 45% from the optimal solution. The better performance of PDF in this case is due to the fact that PDF optimizes the total pairwise delay in the first phase. This results in a better approximation for the total pairwise delay. In general, the condition that is optimized in the first phase experiences tighter approximation while the optimization in the second phase is limited because of the additional constraint of keeping changes to the approximation of the first phase to minimum. The same reasoning applies to MDF that returned better results on the maximum link delay than those of PDF. MDF returns a topology with a maximum link delay within 10% to 45% from the optimal solution and with an average divergence of 32%. On the other hand, PDF has a range of 22% to 49% and an average of 41% from the optimal solution. Figures 4 and 6 plot the maximum link delay (MLD) and the total pairwise delay (TPD) against the number of nodes for the optimal solution, lower bound, MDF and PDF heuristics.
The computation of an optimal solution for networks with large number of nodes was not feasible because of its prohibitive computation time. Therefore for the case of large networks, we compare the proposed heuristics to the lower bound rather than the optimal solution. On MLD, the MDF heuristic has results within 37% to 55% and an average divergence of 50% from the lower bound and PDF have a range of 39% to 66% and an average of 64%. On TPD, PDF finds a topology with a total pairwise delay within 48% to 70% and an average deviation of 66% from the lower bound, and MDF has a range of 65% to 78% and an average of 74%. However, it is important to note that comparison with lower bound makes the performance look worse than reality as the lower bound may be much smaller than optimal solution. Therefore, the performance of the heuristics is probably better than the reported results which represent worst-case scenarios if compared to the optimal solution. Results are shown in Figures 7 and 8 . The performance of the topology control algorithm was also tested against the base case, where no reconfigurability is allowed. We investigated two versions of the control algorithm. The difference between the two versions is the process used to optimize the delay constraints. Each version adopts one of the proposed heuristics; MDF or PDF. We use APD as a measure of network performance. The APD metric was averaged over the length of every run. Figure 9 plots APD for the base case, MDF, and PDF. It is clear that the performance of the base case lags those applying the topology control algorithm. The PDF heuristic achieved a reduction in APD averaging reduction averaging 45% as compared to that of the base case, while the MDF results in a reduction averaging 35%. Both heuristics aim at optimizing the maximum link delay and the total pairwise delay. Yet, PDF has shown better performance on the total pairwise delay (see Figures 6 and 8) , and since the total pairwise delay contributes more to the APD measure than the maximum link delay does.
2. Evaluation of Apx-D2
We evaluate the performance of the MDMPT-D2 approximation algorithm (Apx-D2) with respect to the optimal solution. The results are shown in Figures 10 and 11 . Apx-D2 returned results within 29% to 39% of the optimal solution and with an average divergence of 33% on MLD, and within 38% to 46% of the optimal solution and an average of 40% on TPD. The simulation also shows that the use of Apx-D2 is worthwhile for large networks. Apx-D2 returned maximum link delays within 35% to 68% of the lower bound and with an average deviation of 41%. On TPD, it returned delays within 25% to 70% of the lower bound and with an average deviation of 37% from the lower bound. Figures 12 and 13 show the performance of Apx-D2 against the lower bound on networks of size up to 500 nodes. We also evaluate the performance of a reconfigurable network based on the Apx-D2 algorithm. In this case, the network topology is initially constructed as an arbitrary spanning tree in the form of a simple path. The results are consistent with those of the unbounded case. The topology control algorithm outperforms the base case with a factor of 2.1 on average. It finds a topology with a reduction in APD averaging 50% over the base case. Figure 14 reports these results. 
3. Discussion on Heuristics Limitations
Simulation results show that the proposed heuristics achieve significant improvement in terms of average packet delay compared to existing algorithms. However, our improvements introduce overheads and associated costs that should be analyzed. The cost of adaptability is two folded; data loss cost and time cost. Cost of data loss refers to the loss of information during the re-configurability process, more specifically, during the redirection of beams. The cost of data loss is analyzed in [5, 8] showing that the Bit Error Rate (BET) increases as a function of data rate for up to three orders of magnitude, during the physical redirection of the beams, as compared to its inadaptable counterpart. However, the physical redirection of beams takes approximately 1.6 ms on average [8] . On the other hand, the time cost can be formulated as follows
T overhead = T computation + T communication + T redirection
The time cost has three components; computation, communication, and redirection. The computation time is the time required to run the algorithm and obtain a re-conFigured topology. The communication time is dominated by the time needed to distribute the neighborhood connectivity lists by the different nodes. In adaptable optical wireless networks, an auxiliary RF system can be used to broadcast such connectivity information. This scheme is generally used to provide communication backup, and therefore, the communication time associated with the re-configurability process can be significantly alleviated. The redirection time is the time needed to redirect the optical beams. We evaluate the overhead time associated with the deployment of the proposed heuristics as a percentage of the average period between two successive topology re-configurability processes. In essence, we report how much overhead is consumed as compared to the period of a regular operation of the network. A high percentage indicates a considerable overhead that may affect the operation of the network and defeat the purpose of network adaptability. We examined the proposed heuristics under different network sizes (i.e. n = 20 to 500). Figure 15 reports the results. Overhead costs associated with the PDF heuristic average 0.0017 of the average time between two successive topology updates, while overhead costs of the MDF heuristic average 0.0007.
Figure 15. Time Overheads as Percentage of Normal Operation Time
The Apx-D2 has an average of 0.002. The results are averaged over 100 runs per network size. Therefore, the proposed heuristics achieve significant reduction in APD as compared to existing models that do not apply adaptability. There is overhead associated with topology re-configurability in terms of BER and time costs. However, as shown in Figure 15 experimental evaluations indicate that the time overheads have minimal effect on the network operation. BER during the re-configurability process may increase up to three orders of magnitude, but this effect is limited to the transition period, which in this case should be negligible as compared to the normal operational time of the network. Moreover, improvements to BER can be achieved using buffering schemes at transmitting nodes, if needed. 
Conclusions
Optical wireless systems offer a viable choice to applications that require broadband connectivity. We investigate the topological flexibility requirements imposed on the deployment of optical wireless networks. We study the problem of optimizing the maximum link delay and the total pairwise delay in a link flexible environment. We propose and evaluate new heuristics for the cases of unbounded and bounded transceiver networks. The simulation results show that the maximum delay first heuristic finds a topology with average deviations of 32% and 45% from the optimal solution and 50% and 74% from the lower bound of the maximum link delay and total pairwise delay, respectively, while the pairwise delay first heuristic achieved average deviations of 41% and 27% from the optimal solution and 64% and 66% from the lower bound of the maximum link delay and total pairwise delay, respectively. The simulation results also show a reduction of 45% on average, in terms of average packet delay, for networks adopting the proposed heuristics over static topology networks. For the case of bounded transceiver networks, the evaluation of the proposed approximation algorithm shows a performance consistent with the heuristics of the unbounded case. It shows an average reduction of 50% in the average packet delay over the static topology networks. Tables 1 to 3 summarize the simulation results. In conclusion, networks deploying the proposed heuristics experience significant improvement in end-to-end delay over the inadaptable networks.
