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Abstract
Most languages use the relative order between words to encode meaning relations.
Languages differ, however, in what orders they use and how these orders are mapped
onto different meanings. We test the hypothesis that –despite these differences– hu-
man languages might constitute different ‘solutions’ to common pressures of lan-
guage use. Using Monte Carlo simulations over data from five languages, we find
that their word orders are efficient for processing in terms of both dependency length
and local lexical probability. This suggests that biases originating in how the brain
understands language strongly constrain how human languages change over genera-
tions.
1 Introduction
We test the hypothesis that language change is subject to small but persistent biases that
result, on average, in languages that are easier to process. Biases for grammars with
higher processing efficiency could be the direct result of abstract learning biases [74, 21]
or they could result from the pressures of language use [11, 42, 43], such as preferences
that have been hypothesized to operate during language production [30, 48, 58] or biases
originating in comprehension [37, 68, 71, 81].
If language change is indeed subject to biases towards languages with higher process-
ing efficiency and if these biases are sufficiently strong, these biases should over accumu-
late over historical time, leading natural languages that have existed for sufficiently long
to have higher than expected processing efficiency. This is the primary hypothesis we set
out to test. Some evidence suggests that the sound structure and lexicon of natural lan-
guages exhibit properties that are expected under this hypothesis [35, 64, 69, 70, 85]. At
1
ar
X
iv
:1
51
0.
02
82
3v
1 
 [c
s.C
L]
  9
 O
ct 
20
15
those levels of linguistic organization, studies over the last couple of years have also pro-
vided more direct correlational evidence that language change is affected by processing
[82]. Miniature language learning experiments have documented similar biases during
language acquisition and that these biases can accumulate over generations of learners
[50].
The level of linguistic organization that has remained elusive with regard to this ques-
tion, however, is also arguably the one that is the one that makes human languages most
unique compared to all other animal communication systems: syntax –or some aspects of
syntax (recursion)– give human languages infinite expressivity with finite means [45, 67]
and it is syntax that has been taken to be the defining property of human languages (e.g.,
[40]; but see [72]). Whether at least some properties of the syntactic systems of languages
can be derived from the fact that languages need to be processed continues to be a heat-
edly debated question (for recent high impact reviews, see [21, 51, 50, 72]). One reason
why this question has not been directly addressed, as we detail below, is that until very
recently it has been impossible to directly test whether the syntax of natural languages
tends to facilitate processing efficiency. Here we present the results of several large-scale
computational simulations that address these questions. For the purpose of presentation,
we group these simulations into Studies 1 and 2.
Study 1 tests and finds confirmed the hypothesis that natural languages have word
orders that makes them easier to process than expected by chance. From this is does not
follow that natural languages have optimal or even close to optimal processing efficiency.
Processing efficiency is presumably just one of several factors that might bias language
change (the ease of acquisition of a grammar being another constraint). Still, if biases
towards efficient processing are among the most influential factors influencing language
change, we would expect human languages to have word orders that are pretty close to
optimal in terms of processing efficiency. This hypothesis is tested in Study 2. Taken
together, Studies 1 and 2 suggest that language processing exhibits a surprisingly strong
bias on language change.
The hypothesis we test is one that has long intrigued language researchers. The pres-
sures inherent to language processing have long been assumed to shape languages over
time, including not only phonology and the lexicon [54, 58, 68, 46, 85], but also syntactic
structure [11, 5, 6, 42, 74]. However, until relatively recently it has virtually been impossi-
ble to obtain reliable estimates of the processing efficiency of a language. Imagine one was
to obtain such estimates experimentally (e.g., by obtaining estimates of the word-by-word
processing times a native speaker of that language experiences while reading sentences
from that language). A reliable estimate of the processing efficiency of an entire language
would require reading data for a representative sample of the language. Ideally, this sam-
ple would be representative in terms of its lexical and grammatical distributions –i.e.,
it should contain both low and high frequency words, more and less complex syntactic
structures, and so on. Further reliable estimates would require that individual differences
in, for instance, reading abilities are averaged out. In short, hundreds of readers would
likely have to read thousands of sentences. This alone is a daunting task. In one of the
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two most commonly used methods to obtain word-by-word reading time estimates (self-
paced reading), it takes between .5-1 hour to obtain reading times for 100 sentences. So,
to obtain data from 100 readers on, say 1000 sentences from a language –which would
still not be a lot of sentences–, we would require about 500-1000 participant hours.
However, by far the biggest challenge lies in establishing a chance-level against which
to compare the processing efficiency of a language. This requires estimates of processing
efficiency from a large set of randomized variants of a language (see below). This further
increases the required experimental data by several orders of magnitude. Assessing the
processing efficiency of a language based on human data is thus prohibitively expensive
and time-consuming. The smallest study we present below would correspond to 500,000
participant hours. At New York State minimum wage (as of 12/31/2014), this approach
of assessing processing efficiency would cost over 4 million US Dollars per language, for a
total of 20 million Dollars for the five languages we examine. It would also arguably pro-
vide an utterly anti-conservative estimate of chance (to say the least): without extensive
training on the new language variant, participants would experience massive interference
from their native language, making it appear as if human languages are highly efficient
simply because it is the one that participants are familiar with (it takes most learners of a
language years to have approximately native-like processing speeds).
Here, we take an alternative approach. We take advantage of advances in compu-
tational psycholinguistics, natural language processing, and the availability of large lin-
guistic databases. Rather than to obtain estimates of processing efficiency from human
readers, we automatically estimate the processing efficiency of a language from large lin-
guistically annotated collections of text (syntactically annotated corpora). This is now
possible, because psycholinguistic research has identified grammar-dependent measures
of processing efficiency. Here, we focus on two properties that are known to affect word-
by-word processing times: a word’s Shannon information in context (i.e., its surprisal
[39, 56]) and the length of the dependencies that are integrated at the word (dependency
length, [28, 29]).
We describe and further motivate these two measures in more detail in below. For
now, it suffices to say that processing difficulty (as assessed through, e.g., per-word read-
ing times) is positively correlated with surprisal and dependency length. If a bias for
processing efficiency affects the development of languages over time, it is thus expected
that natural languages have lower average surprisal and shorter average dependency
lengths than expected by chance.
We test these predictions against data from five languages: Arabic (Modern Standard),
Czech, English (American), German, and Mandarin Chinese. These five languages were
chosen for two reasons. First, we aimed for representative linguistic coverage. Languages
often share linguistic properties simply because they are historically related or because
they have co-existed in geographic proximity over long periods of time, with the ensuing
language contact leading to lexical and grammatical borrowings. Here, we are interested
in testing hypotheses that are assumed to apply universally across all languages. The
less historically and geographically related the languages in our sample are, the more
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sentences sentence length
mean std dev min max
Arabic (Modern Standard) 6,776 35.4 (26.9) 1 387
Czech 72,703 14.8 (9.6) 1 166
English (American, written) 39,832 20.9 (10.1) 1 122
English (American, spoken) 17,968 7.9 (8.2) 1 92
German 45,422 15.5 (9.6) 1 115
Mandarin Chinese 28,289 23.8 (16.4) 1 212
Table 1: Overview of corpora used in the current studies
likely any effect found on this sample is to generalize beyond the particular sample to any
language.
The five languages we investigated represent three major language families (Sino-
Tibetan, Indo-European, and Semitic) and four language subfamilies (Chinese, Balto-
Slavic, Germanic, and Arabic). The five languages also differ in a variety of linguistic
properties that are known to be relevant to processing difficulty. For example, three of the
languages in our sample have dominant Subject-Verb-Object (SVO) order, one of them has
dominant VSO order (Arabic), and one has no dominant word order (German). The lan-
guages also differ in whether they productively use morphological means to mark gram-
matical relations, such as using case (Arabic, Czech, German), or not (English, Mandarin).
As a third and final example, the languages differ in whether and how they express cer-
tain arguments to the verb. For example, pronominal elements in subject position (e.g.,
I, you, he) can optionally be omitted in Mandarin, are realized as suffixes on the verb in
Czech, but are more or less obligatorily realized as separate words in English and Ger-
man. Any of these properties could theoretically affect the measures we assess in our
studies.
Second, as we describe next, sufficiently large electronic corpora with the necessary
linguistic annotations are now available for these languages. Corpus size is critical for
our purpose. The reliability of the estimates we derive below depends on the number
of words and sentences in the corpus. For example, the accuracy and reliability of the
processing efficiency estimates described below increases with the number of words in a
corpus. The corpora we employ in our studies are the largest available corpora for the
five languages with the required linguistic annotation. The methods we use to obtain
surprisal and dependency length estimates further increase robustness of estimates.
2 Data
The data for all languages comes from newspaper corpora. For English, we also had ac-
cess to a corpus of conversational speech data with the required annotations. An overview
of the corpora is provided in Table 1.
Specifically, the Arabic data consists of 6776 sentences from the Penn Arabic Treebank,
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Figure 1: Example syntax tree
in the dependency representation of the Prague Arabic Dependency Treebank version 1
[38]. The Czech data consists of 72,703 sentences from the Prague Dependency Treebank
version 1 [7], as used in the CoNLL 2006 dependency parsing evaluation [10]. The English
data comes from two sources. For written data, we use the 39,832 sentences from the
Wall Street Journal portion of the Penn Treebank version 3 [65]. For spoken data, we
use 17,968 sentences from the Switchboard corpus of spoken English [32]. The German
data consists of 45,422 sentences from the TIGER corpus [9], which primarily consists
of articles from the German newspaper “Frankfurter Rundschau”. Finally, the Mandarin
Chinese data consists of 28,289 sentences from the Penn Chinese Treebank version 6.0 [83].
This includes newswire from Xinhua News Agency, articles from Sinorama Magazine,
news from the website of the Hong Kong Special Administrative Region and transcripts
from various broadcast news programs.
All corpora consist of sentences that have been manually annotated with the syntactic
structure of each sentence. The annotations specify a syntactic structure for each sen-
tence. The annotation types differed somewhat between languages. An example, from
the English corpus is shown in Figure 1.
We automatically converted the different syntactic annotations into a dependency rep-
resentation, as shown in Figure 2. We use the dependency representation because depen-
dency length has been shown to be an important variable affecting human language pro-
cessing (see below). The dependency representation is a directed graph specifying, for
each word in the sentence, the head word (or ‘sender’ [23]) that it modifies. For example,
subjects and direct objects modify the main verb of the clause; determiners, adjectives,
and relative pronouns typically modify nouns; prepositions can modify nouns or verbs;
prepositions are modified by the object nouns; and so on. We convert trees to dependency
representations using a set of rules which specify which child of each node in the tree is
the head child, i.e., the main component of the phrase [62, 16]. Recursively choosing a
head child for each node from the top down, we find a head word for each node in the
tree. At each node in the tree, dependency relations are created indicating that the head
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When the man arrived I left
DT>NN SBJ>S
S>SBAR
SBAR>S
SBJ>S
Figure 2: Dependency structure, converted from the syntactic tree in Figure 1
word of the head child is modified by the head word of each other child. The dependency
representation tends to be robust to the details of the syntactic annotation schemes used
by various corpora.
For English, German, and Chinese, we extracted dependencies from constituent rep-
resentations, converting the representation of Figure 1 to that of Figure 2. Specifically,
we extract dependencies using the head-finding rules of Collins [16]. Our dependency
types consist of pairs of syntactic categories, with one element representing the category
of the maximal projection of the head, and one representing the category of the maximal
projection of the modifier. Additionally, we include a special subject type in order to dif-
ferentiate verb subjects and direct objects, by using the “SBJ” function tag in the Penn
treebank annotation (see Figure 2).
For Czech and Arabic, our data was originally annotated in a dependency representa-
tion. We take advantage of relation labels provided, which included relations such sub-
ject, object, attribute, and so on. Our dependency types consist of both the relation of a
word and the relation of its parent, in order to allow us to distinguish between, for exam-
ple, an attribute relation in a subject noun phase and an attribute relation modfifying a
verb in a relative clause.
3 Estimating the Processing Efficiency of Languages
As outlined in the introduction, we focus on two measures of processing efficiency that
have received broad empirical support: surprisal [39, 56] and dependency length, [28, 29].
The surprisal of a word is identical to its Shannon information (in bits) in context,
which is defined as the logarithm (to base 2) of the inverse of its probability in context.
I(w) = log2
1
p(w|context) (1)
= − log2 p(w|context) (2)
A word’s surprisal (conditioned on all relevant preceding context) has been shown to
be identical to the relative entropy (or Kullback-Leibler divergence) between the distri-
bution over all possible parses prior to the word and the distribution over all possible
parses after processing the word [55]. Surprisal can thus be understood as a measure of
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the amount of syntactic belief-updating that is associated with processing the word. Cru-
cially, a word’s surprisal has been found to be a good predictor of its reading times in con-
text [8, 18, 25, 66, 75]. For example, in a large-scale reading experiment, Smith and Levy
[75] found that per-word reading times were linear in the word’s surprisal. This relation
held over six orders of magnitude in the probability, from almost perfectly predictable
instances of words to barely predictable instances (1 ≥ p(word|context) ≥ .000001). Sur-
prisal has also been found to be reflected in neural responses.
Dependency length, too, has been found to affect processing difficulty, with longer
dependencies leading to longer reading times at their integration point. Consider the
word left in the example in Figure 2. Two dependencies end –and are thus assumed to be
integrated– at the word left. One is the dependency between the verb left and its subject
(I). This dependency is local. The other dependency is between the verb and its temporal
modifier (when the man arrived). This dependency is non-local. Psycholinguistic research
has found that non-local dependencies tend to cause processing difficulty ([28, 29, 36];
though see [57, 79] for discussion). There is also evidence that cross-linguistically speak-
ers prefer shorter dependencies over longer ones when their language provides them
with two ways of encoding a message (e.g., for Basque [73]; English: [2, 1, 59]; Japanese
[84]; Korean [14]; for reviews and discussion, see [41, 47]).
Here, we estimate these two measures for entire languages. That is, unlike in psy-
cholinguistic work, which has focused on the word-by-word effects of surprisal and de-
pendency length on language processing, we are estimating surprisal and dependency
length at the system level. To us, these measures are of interest because they provide
an estimate of the average processing difficulty a native speaker of a language experi-
ences while processing that language. This allows us to test whether natural languages
have lower average surprisal and shorter average dependency lengths than expected by
chance. An overview of the procedure is given in Figure 3.
There are other factors that are known to contribute to processing efficiency. For exam-
ple, among the primary contributors to word-by-word processing are lexical properties.
To name just a few of these properties, a word’s length, frequency, neighborhood den-
sity, part-of-speech, and morphological structure are all correlated with the average time
it takes to comprehend or produce that word [3, 4, 8, 17, 18, 60, 63]. As expected under
the general hypothesis tested here, several studies have found the lexicon of languages
to exhibit properties that are consistent with the hypothesis that processing efficiency
over time shapes the phonology of words [12, 15, 35, 64, 69, 70, 85]. Here, however, we
are interested in a grammatical property of languages –specifically, word order– and how
it affects processing efficiency. It is grammatical properties that would differ between
grammatical systems, thus allowing processing preferences to affect ‘selection’ of these
properties over time. The approach we present below therefore holds constant all context-
insensitive lexical properties, ruling these factors out as an explanation for hypothetical
preferences for certain grammatical systems.
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Figure 3: Overview of procedure used to compare the processing efficiency of natural lan-
guages (measured in terms of their average information density and dependency length)
against the baseline efficiency expected by chance. Weighted grammars are the random
reorderings of sets of dependencies (see text).
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3.1 Estimating Processing Efficiency
3.1.1 Surprisal and Information Density
We estimate surprisal by means of a trigram model, which conditions a word’s probability
on the previous two words. For example, probability of the sentence in Figure 2 would
be modeled as:
P (When | 〈s〉)P (the | 〈s〉When)P (man |When the)P (arrived | the man) · · ·
where 〈s〉 indicates a sentence boundary.
N-gram models of this type are widely used in speech recognition [49, 33] and ma-
chine translation [53]. N-gram models like the ones used here are also known to provide
good approximations to computationally far more complex language models, such as
probabilistic phrase structure grammars (see e.g., [27]). One reason for this is presumably
that the local context of a word often captures many semantic phenomena through the co-
occurrence of related words (e.g., read and book in the trigram read the book). Trigrams also
capture local syntactic patterns, such as the requirement of accusative case after certain
prepositions (e.g., to me) or subject-verb agreement (e.g., man arrives).
N-gram models also have two properties that make them particularly appealing for
the current purpose. First, estimating n-gram probabilities from corpora is far less compu-
tationally complex than estimating the same probabilities from structurally more complex
models (such as probabilistic phrase structure grammars). Since, as we detail below, this
modeling needs to be repeated many times for each language, computational simplicity is
critical for the current study. Second, n-gram models have also been successfully used as
models of human language processing [8, 25, 48]. In fact, recent studies have argued that
models that primarily rely on the information captured by local context (such as the two
preceding words) fair better in explaining word-by-word variation in human processing
times than structurally more complex models ([25]; but see also [24, 77]). Indeed, the
finding we mentioned above, that a word’s probability in context is log-linearly related to
the processing difficulty it causes, was based on a trigram estimate of the type employed
here [75]. In short, trigram models are well-suited for the current purpose of estimat-
ing processing efficiency. One reason for this might be that human language processing
preferably relies on more local information –for example, because non-local information
will tend to be less informative or because non-local information will be more costly or
less reliably retrieved from memory (consistent with the observation that non-local de-
pendencies are harder to process).
In order to obtain reliable estimates of a word’s trigram probability even when the
preceding two words were rarely (or never) observed in the training corpus, we smooth
our trigram probabilities using the interpolated Kneser-Ney method [52, 13]. Kneser-
Ney is a technique that assigns probability to unseen n-grams according to a measure of
how likely the words in the trigram are to combine with new words. Using Kneser-Ney
smoothed trigram probabilities have two advantages over alternative n-gram models.
First, Kneyser-Ney smoothing perform well across a wide variety of tasks and is consid-
ered one of the most effective methods of dealing with unobserved trigrams. Second, it is
9
specifically Kneser-Ney smoothed trigram estimates of surprisal that recent work found
to be linearly correlated with reaction times [75]. This makes this particular approach
well-suited for our purpose of estimating the average processing efficiency of a language.
Surprisal and information density can be estimated at different levels of linguistic de-
scription. For example, in the psycholinguistic literature on sentence processing, surprisal
is usually calculated per word [25, 56, 75]. However, psycholinguistic research on pho-
netic production has also calculated information density at the sub-lexical level (e.g., the
information per sound in a word, [15, 78]). Natural languages could theoretically be effi-
cient at one level but not the other.
Here, we consider two estimates of information density. The first estimate is the
by-word information density based on the unnormalized per-word information derived
from the trigram model. This is essentially the same measure that has found to correlate
linearly with word-by-word reading times in English [75].
The second estimate is a normalized by-character estimate of the amount of informa-
tion per sound or writing unit. For this second estimate, we first counted the number of
unique characters in the data base (see Data above). Specifically, we used the logarithm to
base 2 of that count, thereby measuring the number of bits one would need to encode all
unique characters observed in the databased for each language. For example, there were
48 unique characters (5.6 bits) in our English corpora (this includes special symbols like $)
and 4394 unique characters (12.1 bits) in our Mandarin database. We then normalized the
information content of each word by the number of letters in that word multiplied by the
per-character bits for that language. This normalization has the advantage that it applies
the same standard across different writing systems. For example, Mandarin Chinese em-
ploys a logographic writing system, so that there are no letters. For spoken language, our
normalization approximates the number of phonemes in a word and its spoken duration,
while also taking into account the number of distinct sounds in the language. For writ-
ten language, our normalization corresponds directly to information per character, taking
into account the number of distinct symbols used in the database.
We note that our results are not sensitive to the choice of normalization: all results
were qualitatively similar without any length normalization. Furthermore, the specific
normalization procedure chosen here only affects comparisons across languages (which
is not of theoretical interest here), as the normalization constant does not vary within
one language (see Equation 5 below, where only |wi| varies by word, whereas the per-
character bits are a constant factor).
3.1.2 Dependency Length
Our other measure of processing difficulty is dependency length. This metric can be read
off the dependency trees, counting the number of words from each modifier to its head
in the linear order of the sentence. For example, for the dependency structure in Figure 2,
the word left is the fifth word from the word when. The length of the SBAR>S dependency
between when and left is thus of length 5. The SBJ>S dependency between the words I and
left, on the other hand, is of length 1. In our experiments, we compute the average length
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of all the dependencies in all sentence. In Figure 2, we have dependencies of length 1, 1,
1, 3, and 5, for an average length of 2.2.
A number of different metrics have been proposed to measure dependency length.
For example, dependency length is sometimes measured in terms of the number of inter-
vening non-discourse given referents [29], or in terms of the syntactic complexity of inter-
vening material. All of these measures tend to be highly correlated [76, 80]. For the current
purpose, we measure dependency length in words (following [23, 31, 43, 44, 59, 73]). This
measure has the advantage that it is easy to calculate and achieves broad-coverage (see
also [18]).
3.2 Estimating Chance
To obtain a chance baseline against which to compare the processing efficiency of each
language, we create 1000 variants for each language. Specifically, we obtain 1000 pseudo-
grammars by randomly re-ordering the dependency structures described above, while
keeping the dependency relations between heads and their dependents intact. Each pseudo-
grammar thus describes a theoretically possible reordering of the actual human language.
Critically, this variant holds constant:
• all context-insensitive lexical properties, including all semantic and phonological
factors at the level of the word
• the number and identity of the sentences in the corpus
• the number of words in each sentence (which is known to affect estimates of the
per-word information) and in the corpus
• the identity of the words in each sentence (including their part of speech) and in the
corpus
• the number of heads, dependents, and dependencies in each sentence and in the
corpus
• the frequency of different types of dependencies in each sentence and in the corpus
We then measure the average information density and dependency length of each
variant of a language, allowing us to compare the information density and dependency
length of the actual languages against what is expected by chance (i.e., against the dis-
tribution of information density and dependency lengths observed for the 1000 pseudo-
grammars derived from that language).
For our representation of a possible fixed order, we use weighted grammars [31]. In
this representation, each dependency type (e.g., SBJ>S in Figure 2 is assigned a numeric
weight λi between -1 and 1. The head itself always has weight zero. Dependencies with
negative weights appear to the left of the head, and dependencies with positive weights
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When arrived the man left I
DT>NN
SBJ>SS>SBAR
SBAR>S
SBJ>S
Figure 4: Word order of a pseudo-grammar for the same sentence shown in Figure 2.
to the right. For all studies reported below, these weights were held constant for each de-
pendency type. More specifically, we held orders constant within each set of dependencies,
where a set refers to all dependency types that end in the same head. One example of
a dependency set are all dependencies that end in a head noun (i.e., all noun phrase-
internal dependencies). Weights thus define a deterministic order over all dependents
of a head, from left to right in order of their numeric weights. For example, with re-
gard to the head of the sentence (S), a given pseudo-grammar might define the order
SBJ SBAR S PP NP. The relative order for the four dependency types in the rule above
(SBJ>S, SBAR>S, PP>S, and NP>S), then also implies an order of SBJ S NP for sentences
in which only these two dependencies connect to S. As we show in Control Study 1, this
is a conservative assumption for the calculation of chance for both information density
and dependency length, i.e., it biases against the hypothesis tested here.
An example of a possible re-ordering of the example sentence of Figure 2 is shown in
Figure 4.
For each pseudo-grammar specified by a set of weights λ, we estimate the information
density and dependency length with the following procedure:
1. Order the training portion of our corpus according to λ.
2. Estimate a Kneser-Ney trigram language model L(λ) from the training corpus.
3. Order the test portion of our corpus according to λ.
4. (a) Compute the average per-word information, hword, and normalized per-character
information, hcharacter, in the test data according to λ, where N is number of
word tokens in the database, wi is the ith word token in the test data, wi−2, wi−1
are the two preceding word tokens, and PL(λ) is the probability according to λ:
hi(λ) = log2
1
PL(λ)(wi | wi−2, wi−1) (3)
h¯word(λ) =
1
N
N∑
i=1
hi(λ) (4)
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Pearson ρ
by-character by-word
Arabic 0.50 0.41
Czech 0.25 0.47
English 0.40 0.62
German 0.15 0.43
Mandarin 0.23 0.24
Table 2: Correlation of information density and dependency length in the random sam-
ples created for each language.
h¯word is thus the average per-word information of a language sample, which
we refer to below as the by-word information density. And for the by-character
estimate of information density:
h¯character(λ) =
1
N
N∑
i=1
1
|wi| log2K
hi(λ) (5)
where |wi| is the length of wi in characters, and K is the number of unique
characters in the database.
(b) Compute the average dependency length of each word in the test data.
In all experiments, we use 9/10s of the available data as training data in step 1 above,
and the remaining 1/10 as test data in steps 4 and 5. This procedure takes several hours
(a few minutes per random order) of computer time, as it involves building a large table
of n-gram counts for each new random order considered.
Figure 6 shows the information density and dependency length of all 1000 samples
for the five languages. As indicated by the non-parametric smoother in Figure 6, infor-
mation density and dependency length are positively correlated in the random pseudo-
grammars. Although the strength of this correlation differs across languages (see Table 2),
this correlation is significant in all languages (Pearson correlation ps < 10−6). This means
that shorter dependencies (i.e., keeping words that belong together adjacent to each other)
also tend to reduce information density. This correlation makes intuitive sense. Recall
that we are using a trigram language model to estimate information density. To the ex-
tent that the syntactic dependencies annotated in the corpora we employed (see Data
above) capture relevant statistical dependencies between words, it is thus expected that
trigram probabilities will be higher (and information density estimates lower) for word
orders that keep syntactic dependencies (and thus more often within the three word win-
dow). It is, however, an interesting question for future research whether the correlation
we observe here holds even when more computational more complex estimates of word
probabilities are used.
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Figure 5: Average information density and dependency length of randomly generated
pseudo-grammars. Individual data points show the 1000 samples for each language.
Contour lines show a 2D density estimation based on a bivariate normal kernel. This
summarizes the distribution of the random pseudo-grammars. Panel (a) shows this for
the by-character estimate of information density and Panel (b) for the by-word estimate
of information density.
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Average information density Average dependency length
by-character by-word
actual higher than actual higher than actual higher than
language random language random language random
Arabic 0.143 0/1000 9.434 0/1000 3.21 0/1000
Czech 0.435 39/1000 12.150 0/1000 2.94 0/1000
English 0.377 0/1000 8.781 0/1000 2.25 0/1000
German 0.380 19/1000 10.395 0/1000 3.28 16/1000
Mandarin 0.159 0/1000 9.760 0/1000 3.44 220/1000
Table 3: Mean information density and dependency length of actual human language (on
test data) compared to 1000 random pseudo-grammars of that language when constituent
order is assumed to be fixed within each dependency type.
4 Results
We first compare the actual information density and dependency length of five languages
in our sample against the pseudo-grammars derived from them. Then we present four
control studies that serve to illustrate the robustness of our results.
4.1 Study 1: Comparing the information density and dependency length
of human languages to chance
Figure 6 shows both the actual human languages and the 1000 random samples for each
of them on a plane defined by the two measures of processing efficiency considered here.
Table 3 provides a numerical summary. As can be seen, the processing efficiency of ac-
tual Arabic, Czech, English, German, and Mandarin Chinese is considerably better than
expected by chance. Specifically, applying a standard significance criterion of α = .05,
all five languages have lower information density than expected by chance, and all lan-
guages but Chinese have shorter dependency lengths than expected by chance.
Next, we present three control studies that demonstrate the robustness of our findings.
Since the studies we present here are computationally demanding, we limit our control
studies to one of the two information density estimates. We chose to focus on the per-
character estimate, as we take it to be less reflective of properties specific to the writing
systems of the language (such as what constitutes a written word).1 Additionally, this
is the more conservative approach given the results in Table 3, which are stronger for
by-word information density.
1For example, whereas compounds are generally written as one word in German (e.g., Rotwein), they
tend to be written as separate words in English (e.g., red wine). The per-character estimate of information
density is not affected by this orthographic decision.
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Figure 6: Illustration of the processing efficiency of actual human languages (solid
shapes) compared to their processing efficiency expected by chance (contour lines). Pro-
cessing efficiency is measured in terms of information density (y-axis) and dependency
length (x-axis), which are both known to be positively correlated with processing times.
Processing efficiency is thus higher, the lower the average information density and the
lower the average dependency length. Contour lines show a 2-dimensional density esti-
mation based on a bivariate normal kernel, summarizing the distribution of the random
pseudo-grammar. Panel (a) uses by-character information density. Panel (b) uses by-word
information density.
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Percentage
Arabic 92.7%
Czech 74.5%
English 92.8%
German 88.7%
Mandarin 90.1%
Table 4: Average percentage of most frequent ordering within a dependency set, averaged
across all dependency sets, for the languages in our sample.
4.2 Control study 1: Fixed vs. flexible constituent order
The results in Table 3 are based on pseudo-grammars that were calculated under the
assumption that languages have fixed constituent orders within a dependency type. In-
terestingly, this assumption does approximate, but not quite match, what is observed for
human languages. Table 4 provides a measure of the word order consistency of the lan-
guages in our sample.
For the calculation of chance for information density, the fixed-order assumption made
in Study 1 is expected to be conservative, biasing against the hypothesis we are testing:
On average, fixed constituent orders increased the predictability of words, thereby low-
ering the average information density. This should give the pseudo-grammars derived
for Study 1 a distinct advantage compared to the actual human languages, which often
do not have fixed constituent orders (or at least not entirely fixed orders). For example,
even English, which is considered a relatively fixed order language, allows constituent
order variation. Most obviously this holds for alternations, such as the choice between
active and passive or heavy noun phrase shift (e.g.,he put the book on the table vs. he put on
the table the book, but he put the book he had gotten from a long lost friend on the table vs. he
put on the table the book he had gotten from a long lost friend). Generally, the assumption of
fixed constituent orders in Study 1 should thus be conservative with regard to informa-
tion density.
However, for the calculation of chance for dependency length, the consequences of
the assumption of fixed constituent order are less clear. It is possible that this assumption
made the dependency length results anti-conservative. We therefore repeated Study 1
while allowing constituent order to vary absolutely freely. That is, rather than to use the
weighted grammar approach described above in creating random pseudo-grammars, we
randomly ordered all dependents for each instance of a dependency.
Table 5 summarizes the results. For all languages in our sample, both the by-character
information density and dependency length of actual human languages were better than
that observed for any of the 1000 pseudo-grammars. Control Study 1 thus replicates the
results of Study 1 and shows that the assumption of fixed constituent order made in Study
1 biases against our hypothesis, relatively to allowing constituent order freedom.
We further note that the results of Study 1 were also replicated when constituents
were allowed to order freely, but the position of dependents relative to the head was held
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Average information density Average dependency length
by-character
actual higher than actual higher than
language random language random
Arabic 0.143 0/1000 3.21 0/1000
Czech 0.435 0/1000 2.94 0/1000
English 0.377 0/1000 2.25 0/1000
German 0.380 0/1000 3.28 0/1000
Mandarin 0.159 0/1000 3.44 0/1000
Table 5: Mean information density and dependency length of actual human language (on
test data) compared to 1000 random pseudo-grammars of that language when constituent
order is completely randomized.
constant (e.g., if all dependents occurred to the right of their head). Taken together, this
suggests that the results obtained in Study 1 are robust to assumptions about constituent
order freedom in the calculation of the chance baseline.
4.3 Control study 2: Sensitivity to Genre and Mode
While our primary datasets are taken from newspaper text, we wanted to test whether our
results were sensitive to the genre of the corpus, and in particular whether edited, written
text might have different properties than spontaneous, spoken text. Unfortunately, large
syntactically annotated corpora are available only for very few languages. Here we test
our hypothesis against conversational speech data from English.
Repeating Study 1 on the English Switchboard corpus of conversational speech, we
again find that the processing efficiency of actual English is better than expected by
chance. Actual conversational English had better per-character information density than
all of 1000 random word orders, and better dependency length than all of 1000 random
orders (both ps < .0001).
4.4 Control study 3: Sensitivity to Corpus Size
Finally, we tested the sensitivity of our results to the amount of text available for esti-
mating the parameters of the Kneser-Ney trigram model. We thus repeated the analysis
reported above, using a much smaller data set of 1000 sentences randomly drawn from
the Wall Street Journal (i.e., about 2.5% of the original corpus). Unsurprisingly, informa-
tion density estimates were higher compared to the main study (reported in Table 3)–this
is a direct consequence of the reduced data size: for smaller corpora, there will be more
n-grams in the test data that were never observed in the training data; these n-grams are
assigned low probability (and thus high information). The estimates based on a smaller
corpus are also expected to be less reliable because a large porportion of the n-grams in
18
the test data will be unseen in the training data, regardless of the word order used. To
quantify this effect, using actual English word order, we find that with 1000 training sen-
tences, only 10% of bigram tokens in test data have been observed in training data, even
when not predicting any single words in the test data that are unseen in training data. In
contrast, with our full training set for English, the corresponding figure is 31%. Despite
the low coverage of n-grams in our 1000-sentence training set, we again find that actual
English has better per-character information density than all of 1000 random word orders,
and better dependency length than all of 1000 random orders (both ps < .05).
4.5 Summary
We find that the five languages we investigated all have significantly higher processing
efficiency than expected by chance. This holds for both measures of processing efficiency
considered here. For information density, all five languages fall into the top 95th per-
centile or better. For dependency length, four of the five languages fall into the 95th
percentile, and one language (Mandarin) falls into approximately the 75th percentile of
the distribution defined by the random pseudo-grammars. Our findings held regardless
of the size of the corpus and, more importantly, for both written and spoken language.
Taken together, this suggests that language use –specifically, pressures that originate in
the incremental processing of language– shape the grammar of languages over time.
We note that information density and dependency length were not independent in our
random samples. It is thus possible that what we have –following the literature– treated
as two independent measures of processing efficiency is in reality due to one underly-
ing cause. This would not affect the conclusion that the processing efficiency of human
languages is better than expected by chance. Further, it is worth noting that the correla-
tions in Table 2 are mild. Indeed, Study 2 finds that information density and dependency
length can be optimized separately.
5 Study 2: Are natural languages optimal with regard to
information density and dependency length?
Next, we tested whether an even stronger claim can be made. Specifically, we won-
dered whether the pressures for efficient processing are sufficiently strong to constrain
language change to the subspace of possible grammars that is optimal (or very close to
optimal) in terms of processing efficiency. As outlined in the introduction, many pres-
sures of language use have been hypothesized to bias and constrain language change,
thereby contributing to cross-linguistically observed properties of languages. We thus
did not expect languages to be optimal in terms of processing efficiency. We begin by
describing the procedure used to estimate the minimum possible information density for
each language. Then we describe the procedure used to estimate the minimum possi-
ble dependency length for each language. Finally, we present a procedure that jointly
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optimizes both information density and dependency length for each language, allowing
us to compare human languages against pseudo-grammars that optimally trade-off the
two major contributors to processing efficiency. The results of these three calculations are
presented and discussed at the end of this section.
5.1 Computing pseudo-grammars with optimal information density
We begin by describing the procedure used to calculate the minimum possible informa-
tion density h∗ for each language:
h∗ = min
λ
h(λ)
In order to find h∗, we optimize one weight at a time, holding all others fixed, and it-
erating though the set of weights to be set. The objective function describing information
density is piecewise constant, as the objective function will not change until one weight
crosses some other, causing two dependents to reverse order, at which point the objec-
tive will discontinuously jump. This non-differentiability implies that methods based on
gradient ascent will not apply. However, because the objective function only changes at
points where one weight crosses another’s value, the set of segments of weight values
with different values of the objective function can be exhaustively enumerated. In fact,
the only significant points are the values of other weights for dependency types which oc-
cur in the corpus attached the same head as the dependency being optimized. We build
a table of interacting dependencies as a preprocessing step on the data, and then when
optimizing a weight, consider the sequence of values between consecutive interacting
weights. For each value in this sequence, we evaluate the objective function h on the test
corpus, and choose the value yielding the minimum value of h.
This search procedure is similar to one previously used for finding the grammar that
minimizes dependency length [31]. Our present problem, however, is considerably more
computationally intensive, because when evaluating each possible value of each weight,
we must examine the entire test corpus, whereas, when optimizing dependency length,
one can take a shortcut in evaluation, by only considering sentences with the dependency
type whose weight has been modified. In our case, since all the parameters of the n-gram
language model are subject to change at each step, we must evaluate the language model
on every word in the test corpus.
This optimization process is not guaranteed to find the global maximum, but is guar-
anteed to converge simply from the fact that there are a finite number of objective func-
tion values, and the objective function must increase at each step at which weights are
adjusted. Running the optimization procedure from different random initializations, we
find that, while final grammars are not identical, they are very close in terms of our ob-
jective function, which indicates that we are likely to be close to the global optimum. For
example, in ten runs optimizing the by-word information density of English, our final
values of the objective function have a variance of less than 10−5.
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For our experiments, we find that the optimization procedure converges after several
days of computer time. However, the procedure reaches points very close to the eventual
optimum within several hours.
5.2 Computing pseudo-grammars with optimal dependency length
We also optimize our pseudo-grammar in order to find the weights giving the lowest
dependency length:
d∗ = min
λ
d(λ)
where d(λ) is the average dependency length for the pseudo-grammar with weights λ.
The search over weights uses the same algorithm described above.
5.3 Joint Optimization
There may be a trade-off between information density and dependency length. Although
we found information density and dependency length to be positively correlated in the
random pseudo-grammars generated for Study 1, these correlations were mild to mod-
erate. It is therefore possible that optimization of information density trades off against
optimization of dependency length (and vice versa). We therefore investigate the effect
on the dependency length of optimizing for information density, and vice versa. We also
experiment with a joint objective function j that combines information density and de-
pendency length:
j∗ = min
λ
(1− α)d(λ) + αh(λ)
We then applied the same optimization algorithm described above to this joint mea-
sure of processing efficiency. The separate optimizations described in the previous two
sections correspond to αs of 1 and 0, respectively. We also considered αs of .5, .6, .7, .8,
and .9 (note that these weights are hard to interpret by themselves: information density
and dependency length are on different scales, as shown in Table 3 above.
5.4 Results
Table 6 shows results when optimizing for different objective functions in each column.
Rows show the by-character information density and dependency length for each lan-
guage. The left half of the table shows the information density and dependency length
for the optimal pseudo-grammars derived by optimizing information density (ID), de-
pendency length (DL) or both jointly with α = 0.5 (ID & DL). The right half of the table
shows the information density and dependency length of the actual human language, as
well as the mean of the random pseudo-grammars generated for Study 1.
Our first observation from Table 6 is that optimizing either information density or de-
pendency length indeed comes at the expense of the other property (despite the overall
positive correlations between information density and dependency length in the random
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Figure 7: Comparison of human languages to grammars that optimize information den-
sity and dependency length. Gray-shaded lines show grammars that are optimal under a
given trade-off between information density and dependency length (bottom-most point:
grammar with optimal information density; left-most point: grammar with optimal de-
pendency length; in between: grammars that optimized weighted sums of information
density and dependency length). To facilitate cross-language comparison, information
density is normalized by character and both information density and dependency lengths
are standardized, so that axes represent z-values. Contour lines and fill show the distri-
bution of the random reorderings of all languages combined.
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Optimize for
ID ID & DL DL Actual Mean of random
language pseudo-grammars
Arabic
information density 0.135 0.141 0.143 0.143 0.146
dependency length 4.42 2.73 2.73 3.21 4.75
Czech
information density 0.413 0.431 0.432 0.435 0.436
dependency length 3.41 2.45 2.45 2.94 3.27
English
information density 0.372 0.386 0.391 0.377 0.394
dependency length 3.45 2.01 2.00 2.25 2.79
German
information density 0.358 0.380 0.383 0.380 0.386
dependency length 3.76 2.18 2.18 3.28 3.91
Mandarin
information density 0.156 0.163 0.162 0.159 0.164
dependency length 3.06 2.55 2.55 3.44 4.56
Table 6: Results of separate and joint optimization of information density (ID) and depen-
dency length (DL). For comparison, the two rightmost columns provide the information
density and dependency length of human languages as well as the mean of the random
pseudo-grammars (repeated from Table 3).
pseudo-grammars, cf. Figure 5). Further, the average information density and depen-
dency length of all five natural languages is overall closer to the joint optimum, than to
either of the separate optima, suggesting that natural languages indeed trade-off infor-
mation density and dependency length.
This means that the jointly optimized pseudo-grammars provide the most relevant
point of comparison for natural languages, since we are interested in understanding
whether the grammars of natural languages are close to optimal in their overall processing
efficiency. One way to further illustrate this trade-off is to look at the equi-weighted joint
optimization (α = .5). These jointly optimized grammars do not unambiguously outper-
form actual natural languages. For two of the five languages, Arabic, and Czech, the equi-
weighted jointly optimized pseudo-grammar has lower information density and depen-
dency length. For the other three languages, however, the optimized pseudo-grammar
is better on one dimension of processing efficiency, but worse on the other (e.g., for the
jointly optimized pseudo-grammar of Mandarin, a slight improvement in dependency
length results in a considerably worsening in information density, compared to actual
Mandarin). This is visualized in Figure 8.
The full results of the different joint optimizations, varying the weighting parameter
α, are shown in Figure 7. If language processing is just one among many equally im-
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Figure 8: Comparison of human languages and optimized languages derived from them,
in terms of by-character information density and dependency length. To put all languages
on a comparable scale, the two axes are standardized (i.e., they represent z-values). Solid
shapes show the human languages. Arrows point to optimal pseudo-grammars. Contour
lines show a 2D density estimation based on a bivariate normal kernel. This summarizes
the distribution of the random pseudo-grammar.
portant factors that shape word order preferences over time, the processing efficiency of
optimized grammars should far outperform that of the actual human languages. The gray
lines in the Figure 7 can be thought of as representing a ‘frontier’ of optimality within the
space of possible grammars for each of the languages in our sample.
None of the languages in our sample lies on this frontier. That is, all languages could
theoretically change to have better information density and dependency length. How-
ever, we also find that the word orders of some languages (Arabic and English) have
close to optimal processing efficiency. Of the five languages investigated here, only the
word order of German clearly has non-optimal processing efficiency. One possible rea-
son for such striking differences between languages might be differences in how they use
other means than word order to convey the relations between words in a sentence (e.g.,
word-internal structure and morphosyntactic means). It is also possible that the histori-
cal development of some languages has been more strongly affected by other factors of
language use (such ease of production or learnability). The current computational simu-
lations cannot distinguish between these possibilities. The approach applied here does,
however, point a way forward: as better quantitative models of these other factors become
available, future simulations can investigate to what extent other aspects of language use
shape the cultural evolution of language.
We further note that our optimization procedure held constant the headedness of each
dependency type. As mentioned above, this is close to, but not identical to, what the
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human languages in our sample do. It is an open question how a relaxation of the the
constant-headedness constraint would affect our results. Varying headedness arguably
makes a language harder to learn, so that the assumption of constant headedness can
be seen as holding constant what likely constitutes an additional (third) constraint that
languages need to balance.
6 Discussion
The present results suggest that language processing affects language change: all natural
languages for which we could test the hypothesis have word orders that make them eas-
ier to process than expected by chance. Specifically, the average information density and
dependency length of the natural languages in our sample is lower than would be ex-
pected if language change was not subject to a bias toward systems with high processing
efficiency.
To the best of our knowledge, this is the first cross-linguistic broad-coverage study
of the processing efficiency of natural languages. The measures of processing efficiency
we have employed here are two of the best documented correlates of processing com-
plexity. By calculating the average information density and dependency length of natural
languages based on large collections of text from these languages, we were able to side
step the insurmountable challenges that would be associated with a behavioral approach
to this question (see Introduction). There are three directly related previous findings that
we are aware of [23, 31, 26]. Gildea and Temperley [31] investigated the average depen-
dency length of two closely related languages, English and German. Ferrer i Cancho [23]
investigates Czech and Romanian, while Futrell et al. [26] study 37 languages spoken
worldwide. These studies found that the languages studied had shorter average depen-
dency length than expected by chance. Our contribution is to –for the first time, to our
knowledge– assess the joint effect of two of the biggest contributors to the grammatical
processing efficiency of a language, information density and dependency length. As the
trade-off between these factors in Study 2 shows, it is crucial to investigate the effect of
multiple contributors to processing efficiency simultaneously.
Some other recent studies complement the approach taken here. These studies have
tested whether learners of miniature languages designed by experimenters prefer lan-
guages that increase processing efficiency [20, 21, 22]. In the most informative of these
studies, great care is taken to rule out native language biases as the source of the observed
preferences (cf. [34]). For example, [19] finds that language learners prefer languages that
reduce unnecessary uncertainty about the syntactic structure of sentences. Studies like
this provide evidence that processing preferences can bias the outcome of language learn-
ing and thus provide support for one causal pathway through which processing prefer-
ences could come to affect language change, thereby shaping languages over time.
There are several caveats that apply to our study. The most obvious perhaps is that we
have only considered syntactic dependencies that are annotated in the available syntactic
corpora. These dependencies constitute an impoverished subset of all the semantic and
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syntactic dependencies that human comprehenders process when listening or reading.
For example, one obvious omission in our approach is that we did not consider the inter-
nal structure of words, the complexity of which varies starkly across languages. Another
simplifying assumption we have implicitly made in our studies is the focus on informa-
tion density and dependency length. While these two measure of processing efficiency
are arguably the best documented ones, there are other properties of grammatical sys-
tems that are known to affect processing efficiency (e.g., interference in memory due to
similar words or referents, [57, 61]). As far as we can tell, neither of these simplifying
assumption is likely to have biased the results in favor of the hypothesis tested here (for
that to be the case, the measures of processing efficiency we have employed here would
have to be systematically inversely correlated with other measures or properties of the
languages under study).
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