Abstract. Using elementary arguments based on the Fourier transform we prove that for 1 ≤ q < p < ∞ and s ≥ 0 with s > n(
Introduction
For 1 ≤ q < p < ∞ the Gagliardo-Nirenberg interpolation inequality (Nirenberg [23] )
is an extremely useful tool in the analysis of many partial differential equations. In particular, in the mathematical theory of the two-dimensional Navier-Stokes equations it is frequently encountered in the form of Ladyzhenskaya's inequality (Ladyzhenskaya [19] )
This paper provides an introduction to some of the basic ideas of harmonic analysis, as a means of generalising the Gagliardo-Nirenberg inequality in two directions. First, using only simple properties of the weak L p spaces (Section 2) and the Fourier transform (Section 3), we show that one can replace the L q norm on the right-hand side of (1.1) by the norm in the weak L q space:
Along the way we also provide a proof of various forms of Young's inequality for convolutions (Section 4) and the endpoint Sobolev embeddingḢ s (R n ) ⊂ L p (R n ) for s = n(1/2 − 1/p), 2 < p < ∞ (Section 5). To our knowledge the direct proof of (1.3) that we provide here in Section 7 is new.
We note that, in particular, (1. 3) provides the following generalisation of the 2D Ladyzhenskaya inequality:
(1.4)
We outline at the end of Section 4 how this inequality is relevant for an analysis of the coupled system −∆u + ∇p = (B · ∇)B, ∇ · u = 0, dB dt + η∆B + (u · ∇)B = (B · ∇)u, ∇ · B = 0, on a two-dimensional domain (for full details see McCormick et al. [21] ). This system arises from the theory of magnetic relaxation for the generation of stationary Euler flows (see Moffatt [22] ), and was our original motivation for pursuing generalisations of (1.2) and then of (1.1). Related to the case s = n/2 in (1.1), Chen & Zhu [6] (see also Azzam & Bedrossian [1] ; Dong & Xian [7] ; Kozono & Wadade [17] ) obtain the inequality 5) where BMO is the space of functions with bounded mean oscillation (see Section 8) . This inequality (cf. Exercise 7.4.1 in Grafakos [12] ) is stronger than (1.1) since f BMO ≤ c f Ḣn/2 (see Lemma 8.1). In fact one can obtain a stronger inequality still, weakening the L q norm on the right-hand side as we did in our transition from (1.1) to (1.3):
(1.6)
In Section 9 we adapt the proof used in [6] for (1.5) to prove (1.6); their argument makes use of the John-Nirenberg inequality for functions in BMO, which is proved via a Calderon-Zygmund type decomposition (Section 8). This decomposition in turn makes use of the Lebesgue Differentiation Theorem (Theorem 8.2). One can prove (1.6), and a slightly stronger inequality involving Lorentz spaces,
using the theory of interpolation spaces (as in McCormick et al. [21] ); see Corollary 10.3 (and also Kozono et al. [18] ). For the sake of completeness we briefly recall the theory of interpolation spaces in Section 10 and give a proof of this inequality.
Since it provides one of the main applications of weak L p spaces, we include a final section that contains a statement of the Marcinkiewicz interpolation theorem and some of its consequences, including a strengthened form of Young's inequality. A very readable account of all the harmonic analysis included here can be found in the two books by Grafakos [11, 12] .
We note that nowhere in this paper do we attempt to find the optimal constants for our inequalities, and throughout we treat functions defined on the whole of R n . Similar results for functions on bounded domains are more involved, since one requires carefully tailored extension theorems (see Azzam & Bedrossian [1] , for example).
Weak L p spaces and interpolation
We begin with the definition of the weak L p spaces and quick proofs of some of their properties. For more details see Chapter 1 of Grafakos [11] .
For a measurable function f : R n → R define the distribution function of f by
where µ(A) (or later |A|) denotes the Lebesgue measure of a set A. It follows using Fubini's Theorem that
and that for any f and g
3)
The following simple lemma (the proof is essentially that of Chebyshev's inequality) is fundamental and shows that any function in L p is also in L p,∞ .
Proof. This follows since
but this function is not an element of L p (R n ). An immediate indication of why these spaces are useful is given in the following simple result, which shows that in the L p interpolation inequality
one can replace the Lebesgue spaces on the right-hand side by their weak counterparts.
Proof. We give the proof when q < ∞; the proof when q = ∞ is slightly simpler.
Now choose
to equalise the dependence of the two terms on the right-hand side on the weak norms.
The Fourier transform
The Schwartz space S of rapidly decreasing test functions consists of all φ ∈ C ∞ (R n ) such that
where α, β are multi-indices. For any f ∈ S one can define the Fourier transform
It is straightforward to check that
from which it follows that F maps S into itself. Given the Fourier transform of f , one can reconstruct f by essentially applying the Fourier transform operator once more:
If we define σ(f ) by σ(f )(x) = f (−x) then we can write the inversion formula more compactly as f = σ • F (f ). We define F −1 = σ • F , the point being that when we can meaningfully extend the definition of F and σ we will retain this inversion formula.
An obvious extension of the Fourier transform is to any function f ∈ L 1 (R n ), using the integral definition in (3.1) directly. Since
Now given any f ∈ L 2 , one can write f = lim n→∞ f n , where f n ∈ S and the limit is taken in L 2 . It follows thatf n is Cauchy in L 2 , and we identify its limit asf .
1 There are various possible definitions of the Fourier transform. For example, one could omit the factor of 2π from the exponential and include a multiplicative factor of (2π) −n/2 in front of the integral; in this case one keeps the Fourier inversion formula unchanged. However, the fact that the function e −π|x| 2 has norm one and is unaffected by the Fourier transform as defined in (3.1) is useful; one can use this to prove the Fourier inversion formula, see Theorem 2.2.14 in Grafakos [11] , for example.
The Fourier transform can therefore be defined (by linearity) for any f ∈ L 1 +L 2 ; f can be recovered fromf using
, and iff ∈ L 1 (in particular iff ∈ S ) then we can use the integral form of the Fourier inversion formula (3.2) to give f pointwise as an integral involvingf .
Given this, we can in fact define the Fourier transform if f ∈ L r,∞ for some 1 < r < 2 (and in particular if f ∈ L r ), by splitting f into two parts, one in L 1 and one in L 2 . The following lemma gives a more general version of this, which will be useful later. We use χ P to denote the characteristic function of the set {x : P holds}.
Lemma 3.1. Take 1 ≤ t < r < s ≤ ∞, and suppose that g ∈ L r,∞ . For any M > 0 set g M− = gχ |g|≤M and g M+ = gχ |g|>M .
Proof. Simply note that
and
Then using (2.1), (3.5), and (2.2) it is simple to show (3.3), and (3.4) follows similarly, using (3.6) in place of (3.5).
It is natural to ask what one can say aboutf when f ∈ L p . We will see in Section 11 thatf ∈ L q with (p, q) conjugate, provided that 1 ≤ p ≤ 2 (Corollary 11.2). Note, however, that for any p > 2 one can find a function in L p whose Fourier transform is not even a locally integrable function (see Exercise 2.3.13 in Grafakos [11] ).
One can extend the definition further to the space of tempered distributions S ′ . We say that a sequence {φ n } ∈ S converges to φ ∈ S if
and a linear functional F on S is an element of S ′ if F, φ n → F, φ whenever φ n → φ in S . It is easy to show that for any φ, ψ ∈ S φ,ψ = φ , ψ , and this 2 allows us to define the Fourier transform for F ∈ S ′ by setting
Since one can also extend the definition of σ to S ′ via the definition σ(F ), ψ = F, σ(ψ) , the identity F = F −1F still holds in this generality.
Convolution and Young's inequality
Expressions given by convolutions, i.e.
this is the result of simple calculation, which can be extended to
One of the primary results for convolutions is Young's inequality. Following Grafakos (Theorem 1.2.12 in [11] ) we give an elementary proof that uses only Hölder's inequality.
Proof. We use p ′ to denote the conjugate of p. Then we have 1 
Now take the L p norm (with respect to x):
We will need a version of this inequality that allows L q on the right-hand side to be replaced by L q,∞ . The price we have to pay for this (at least initially) is that we also weaken the left-hand side; and note that we have also lost the possibility of some endpoint values (r = ∞ and p, q = 1, ∞) that are allowed in (4.1). In fact one can keep the full L p norm on the left, provided that r > 1; but this requires Proposition 4.2 as an intermediate step and the Marcinkiewicz Interpolation Theorem (see Section 11).
Proof. We follow the proof in Grafakos [11] , skipping some of the algebra. We have already introduced the main step, the splitting of f in Lemma 3.1. For a fixed M > 0 we set f = f M− + f M+ . Using (3.3) and Hölder's inequality we obtain
where (q, q ′ ) are conjugate; the right-hand side reduces to M g L 1 if q = 1. Note in particular that if
For f M+ we can use (3.4) and apply Young's inequality to yield
Choosing M as above and using (2.3) it follows that
This result has implications, among other things, for the regularity of solutions of elliptic equations. It was mentioned in the introduction that our study of generalised Gagliardo-Nirenberg inequalities was motivated by the study of a particular coupled system in two dimensions, namely
Formal energy estimates (which can be made rigorous via a suitable regularisation) yield
To obtain a similar uniform estimate on u we need to understand the regularity of solutions of the Stokes problem
A slightly simpler problem with the same features is
with f ∈ L 1 . It is well known that the solution of −∆φ = g in R 2 is given by E ⋆ g, where
Noting (after an integration by parts) that the solution of (4.3) is given by ∂ i E ⋆ f , and that
[The stronger version of Young's inequality given in Theorem 11.3 does not apply when f ∈ L 1 , so would not improve the regularity here.] Thus to obtain further estimates (in particular on the time derivative of B) we required a version of the Ladyzhenskaya inequality that replaced the L 2 norm of u with the norm of u in L 2,∞ . Further details can be found in McCormick et al. [21] .
Endpoint Sobolev embedding
In our proof of the inequality
we will use the endpoint Sobolev embeddingḢ
We prove this here, following Theorem 1.2 in Chemin et al. [5] .
Since the Fourier transform maps L 2 isometrically into itself, and
it is relatively straightforward to show that when s is a non-negative integer
For s < n/2 this is a Hilbert space with the natural norm
, and one can therefore also defineḢ s (R n ) in this case as the completion of S with respect to theḢ s norm (thatḢ s (R n ) is complete iff s < n/2 is shown in Bahouri et al. [2] ; the simple example showing thatḢ s (R n ) is not complete when s ≥ n/2 can also be found in Chemin et al. [5] ).
Proof. First we prove the result when f Ḣs = 1. For such an f , write f = f <R + f >R , where
In both expressions the Fourier inversion formula makes sense: for f >R we know thatf χ >R ∈ L 2 (R n ), and F (and likewise F −1 ) is defined on L 2 ; while for f <R we know thatf ∈ L 1 loc (R n ), and sof χ ≤R ∈ L 1 (R n ) which means that we can write f <R using the integral form of the inversion formula (3.2) to write
since we took f Ḣs = 1 and s = n(
(using (2.3) ), we can choose R to depend on α, R = R α := (α/2C s ) p/n , and then we have d f<R α (α/2) = 0, it follows that d f (α) ≤ d f>R α (α/2). Thus, using the fact that the Fourier transform is an isometry from L 2 into itself,
since n(p − 2)/p = 2s and we took f Ḣs = 1. Thus for f ∈Ḣ s with f Ḣs = 1 we have f L p ≤ C, and (5.2) follows for general f ∈Ḣ s on applying this result to g = f / f Ḣs .
A weak-strong Bernstein inequality
In the next section we will require a result, known as Bernstein's inequality, that provides integrability of f assuming localisation of its Fourier transform: if f is supported in B(0, R) (the ball of radius R) then for any 1
(6.1) For our purposes we will require a version of this inequality that replaces L p by L p,∞ on the right-hand side.
As in the standard proof of (6.1), we make use of the following simple result. We use the notation
′ is the intersection of all closed sets K such that g, φ = 0 whenever the support of φ ∈ S is disjoint from K.
Lemma 6.1. There is a fixed φ ∈ S such that iff is supported in B(0, R) then
Proof. Take φ ∈ S so thatφ = 1 on B(0, 1). Then
which is equal to 1 on B(0, R). Thus (D 1/R φ) ⋆ f − f has Fourier transform zero, and the lemma follows.
For use in the proof of our next lemma, note that
Lemma 6.2 (Weak-strong Bernstein inequality). Let 1 ≤ p < ∞ and suppose that f ∈ L p,∞ (R n ) and thatf is supported in B(0, R). Then for each q with p < q < ∞ there exists a constant c p,q such that
Proof. We follow the standard proof, replacing Young's inequality by its weak form, and making use of the interpolation result of Lemma 2.2. First we prove the weakweak version
valid for all 1 ≤ p ≤ q < ∞. To do this we simply apply the weak form of Young's inequality (Proposition 4.
with 1 ≤ p < ∞ and 1 < q, r < ∞. It follows using (6.2) that
and we then obtain (
Generalised Gagliardo-Nirenberg inequality I
We now prove our first generalisation of the Gagliardo-Nirenberg inequality, replacing the L q norm on the right-hand side of (1.1) by the norm in L q,∞ . The new part of the following result is when s ≥ n/2, with the case s = n/2 particularly interesting: in the range n(1/2 − 1/p) < s < n/2 the inequality follows using weak-L p interpolation from Lemma 2.2 coupled with the Sobolev embeddinġ
Theorem 7.1. Take 1 ≤ q < p and s ≥ 0 with s > n(1/2 − 1/p). There exists a constant c p,
1)
Proof. First we prove the theorem in the case p ≥ 2. As in the proof of Theorem 5.1 we write
where f <R and f >R are defined in (5.3).
Using the endpoint Sobolev embeddingḢ
using the weak-strong Bernstein inequality from Lemma 6.2 and (2.4). Thus
where
, which on rearrangement yields the condition (7.2). If 1 ≤ q < p < 2 then we first interpolate L p between L q,∞ and L 2 , and then use the above result with p = 2. Setting
H s , with θ given by (7.2), as required.
The space BMO of functions with bounded mean oscillation
For any set A ⊂ R n we write
for the average of f over the set A. The space of functions with bounded mean oscillation, BMO(R n ), consists of those functions f for which
is finite, where the supremum is taken over all cubes Q ⊂ R n . Note that this is a not a norm (any constant function has c BMO = 0), but BMO is a linear space, i.e. if f, g ∈ BMO then f + g ∈ BMO and
This space was introduced by John & Nirenberg [16] ; more details can be found in Chapter 7 of Grafakos [12] , for example.
BMO is a space with the same scaling as L ∞ , but is a larger space. Indeed, if f ∈ L ∞ (R n ) then clearly for any cube Q
However, the function log |x| ∈ BMO(R n ) but is not bounded on R n (Example 7.1.3 in Grafakos [12] ).
The endpoint Sobolev embedding from Theorem 5.1 fails when s = n/2, but at this endpoint we still haveḢ n/2 (R n ) ⊂ BMO(R n ). This is simple to show (following Theorem 1.48 in Bahouri et al. [2] ), if we note that for any
and there exists a constant C = C(n) such that
Proof. We write f = f <R + f >R as in the proof of Theorem 5.1 and then, recalling (8.1),
taking the supremum over all cubes Q ⊂ R n yields f BMO ≤ C f Ḣn/2 .
We now want to prove a result, due to John & Nirenberg [16] , that gives an important property of functions in BMO that will be crucial in the proof of the inequality
given in the next section. To prove the John-Nirenberg inequality we will need a Calderon-Zygmund type decomposition of R n into a family of cubes with certain useful properties. The proof that such a decomposition is possible uses the Lebesgue Differentiation Theorem, which we now state (without proof).
We define the uncentred cubic maximal function by
where the supremum is taken over all cubes Q ⊂ R n that contain x. The proof of the Lebesgue Differentiation Theorem uses the fact that M maps L 1 into L 1,∞ ; see Section 3.4 in Folland [10] or Section 2.1 in Grafakos [11] for details.
Theorem 8.2 (Lebesgue Differentiation Theorem
for almost every x ∈ R n , where Q is a cube containing x. As a consequence, |f (x)| ≤ Mf (x) almost everywhere.
for every Q j .
Note that it follows from (8.4) that
Proof. Decompose Q by halving each side into a collection Q 0 of 2 n equal cubes. Select one of these cubesQ if 1
Call the selected cubes C 1 and let
Repeat this process inductively, to produce a set C = j C j of selected cubes, on which (8.6) holds. Note that ifQ was selected at step k then it is contained in a cube Q ′ ∈ Q k−1 , and so
Finally, if x ∈ Q \ j Q j then there exists a sequences of cubes Q k containing x with sides shrinking to zero and such that 1
It follows from the Lebesgue Differentiation Theorem that |f (x)| ≤ M for almost every x ∈ Q \ j Q j .
Lemma 8.4 (John-Nirenberg inequality).
There exist constants c and C (depending only on n) such that if f ∈ BMO(R n ) then for any cube
for all α ≥ f BMO .
Proof. We prove the result assuming that f BMO = 1; we then obtain (8.7) by applying the resulting inequality to f / f BMO . Let F (α) be the minimum number such that the inequality
holds for all f ∈ L 1 (Q) and all cubes Q; note (cf. Lemma 2.1) that
Following the original proof of John & Nirenberg [16] we show that for all α ≥ 2 n ,
Given M in this range we decompose f using Proposition 8.3. Now, if |f (x)| > α ≥ 2 n then x ∈ Q k for some k, and we know that |f
We can now use (8.8) on the cube Q k for the function f − f Q k , so that
(recall that we took f BMO = 1). It follows using (8.5) that
which is (8.9).
To finish the proof we iterate (8.9) in a suitable way. We remarked above that
n e . Iterating (8.9) with M = e, which implies that
where c = 1/2 n e, which gives (8.7).
The more usually quoted form of this inequality,
follows immediately from the definition of f BMO .
Generalised Gagliardo-Nirenberg inequality II
We now adapt the very elegant argument of Chen & Zhu [6] to prove the following stronger version of the inequality in (7.1) in the case s = n/2; they proved the inequality for f ∈ L q ∩ BMO, but the changes required to take f ∈ L q,∞ ∩ BMO are in fact straightforward. Another proof for f ∈ L q ∩ BMO, which still relies on the John-Nirenberg inequality (but less explicitly), is given by Azzam & Bedrossian [1] , and a sketch of an alternative proof of the result for f ∈ L q,∞ ∩ BMO can be found in the paper by Kozono et al. [18] (see also the discussion in Section 10, below).
Proof. First we note that it is a consequence of the John-Nirenberg inequality from Lemma 8.
for all α > f BMO ; this follows by taking |Q| → ∞ in (8.7), since when f ∈ L 1 ,
Using Lemma 3.1 we know that
where we have used (3.6), (9.2), and the fact that f 1+ BMO ≤ 3. Thus
Adding (9.3) 1/p and (9.4) 1/p we obtain
L q,∞ ; (9.1) follows.
The interpolation space approach
So far we have avoided defining the two-parameter Lorentz spaces L p,r , which involve decreasing rearrangements. In this final section we will obtain an inequality involving such spaces
from which (at least for q > 1) our two previous inequalities follow (we require 1 < q < p < ∞ in (10.1), see Theorem 10.3). We will do this via the theory of interpolation spaces. Here we will not provide detailed proofs of any of the results, for the most part merely providing statements of the relevant general theory.
10.1. Lorentz spaces. Given a measurable function f : R n → R, we have already defined and made much use of its distribution function d f . We now define its decreasing rearrangement f
with the convention that inf ∅ = ∞. The point of this definition is that f and f * have the same distribution function,
but f * is a positive non-increasing scalar function. Since their distribution functions agree, we can use the identity in (2.1) to show that the L p norm of f is equal to the L p norm of f * :
is finite. For all these spaces (1 ≤ q ≤ ∞) we have the interpolation inequality
(see Section 3.5 in Bergh & Löfström [4] , for example). Given the definitions of Lorentz spaces and of the interpolation spaces, it is not surprising that (
That one can replace L ∞ here by BMO is much less obvious, but key to the 'quick' proof of (10.1) that we give in this section.
Proof. See Chapter 5, Theorem 8.11, in Bennett & Sharpley [3] . One can also find a proof of this result in the paper by Hanks [13] , and of a similar but slightly weaker result (with L p on the left-hand side) using complex interpolation spaces in the paper by Janson & Jones [15] .
We note here that the key step in the proof of this result given in Bennet & Sharpley [3] (and in Hanks [13] ) is a relationship between the sharp function of f ,
its decreasing rearrangement f * , and the function f * * (t) :=
(Lemma 7.3 in Chapter 5 of Bennett & Sharpley [3] ). This also forms the main ingredient in the proof of (9.1) in Kozono & Wadade [17] (and the proof of (10.3) in Kozono et al. [18] ). The inequality (9.1) in fact follows simply from Theorem 10.1 using the following 'Reiteration Theorem', which allows one to identify interpolants between two interpolation spaces in terms of the original 'endpoints'. Theorem 10.2 (Reiteration Theorem). Let (X 0 , X 1 ) be a compatible pair of Banach spaces, and let 0 ≤ θ 0 < θ 1 ≤ 1 and 1 ≤ q 0 , q 1 ≤ ∞. Set
Proof. See Theorem 2.4 of Chapter 5 in Bennett & Sharpley [3] , or Theorem 3.5.3 in Bergh & Löfström [4] .
Corollary 10.3 (Generalised Gagliardo-Nirenberg with Lorentz spaces).
If u ∈ L q,∞ ∩ BMO for some q > 1 and q < p < ∞, then u ∈ L p,1 and there exists a constant C n,p,q such that
Note that given the ordering of Lorentz spaces, L p,1 ⊂ L p,p = L p and so this result implies Theorem 9.1 in the case q > 1.
Proof. Using Theorem 10.1, since q > 1 we have
from which the inequality (10.3) follows immediately using (10.2).
(One can use interpolation spaces to provide a proof of Theorem 9.1 that does not involve Lorentz spaces by using interpolation only with q = ∞ and then interpolation between weak L p spaces, see McCormick et al. [21] .)
Afterword: The Marcinkiewicz interpolation theorem
Although we have not needed it here, one of the main uses of weak spaces arises due to the powerful Marcinkiewicz interpolation theorem, in which bounds in weak spaces at the endpoints lead to bounds in strong spaces in between. We include here a statement of the theorem 4 and some straightforward consequences. We say T is sublinear if |T (f + g)| ≤ |T f | + |T g| and |T (λf )| ≤ |λ||T f | almost everywhere.
Theorem 11.1. Suppose that q 0 < q 1 and that T is a sublinear map defined on L q0 + L q1 such that for some and p ≥ q then T : L q → L p and there exists a constant A t such that
With the restriction that p 0 ≥ q 0 and p 1 ≥ q 1 one can find an elementary proof of this theorem in Folland [10] . To remove this restriction requires a more refined argument using the decreasing rearrangements introduced in Section 10, see Theorem 1.4.19 in Grafakos [11] or Hunt [14] .
We now give some interesting consequences of this theorem. 
11.2.
A sharpened version of Young's inequality. Another application is the improved version of Young's inequality that was promised in Section 4.
Theorem 11.3. Suppose that 1 < p, q, r < ∞. If f ∈ L q,∞ and g ∈ L r with
3) 4 Be aware that to fit in with our other statements throughout the paper we have swapped the traditional roles of p and q in Theorem 11.1.
Proof. Note that it follows from the conditions on p, q, r that p > q. Fix f ∈ L q,∞ with f L q,∞ = 1, and consider the linear operator T (g) = f ⋆g. Since 1 < p, q < ∞ we can find p 0 < p < p 1 , q 0 < q < q 1 , and 0 < t < 1 such p 0 ≥ q 0 , p 1 ≥ q 1 , and (11.1) holds. Now using the weak form of Young's inequality from Proposition 4.2,
We can now use the Marcinkiewicz interpolation theorem to guarantee that
Since f ⋆ g is also linear in f , we obtain (11.3).
11.3. Endpoint Sobolev embedding, revisited. Using Theorem 11.3 and the fact that if P α (x) = |x| −α then [P α ](ξ) = c n,α P n−α (ξ) (this can be checked by simple calculation) we can give a very quick alternative proof of the endpoint Sobolev embedding, after Theorem 1.38 in Bahouri et al. [2] .
Theorem 11.4. For 2 < p < ∞ there exists a constant c = c n,p such that if f ∈Ḣ s (R n ) with s = n(1/2 − 1/p) then f ∈ L p (R n ) and f L p ≤ c f Ḣs .
Proof. We make the pointwise definition γ(ξ) = |ξ| sf (ξ); since f ∈Ḣ
and so f = g ⋆ c −1 n,n−s P n−s . Since P n−s ∈ L n/(n−s),∞ and g ∈ L 2 it follows from Theorem 11.3 that f ∈ L p (R n ).
