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Abstract: Neutrosophic set (NS) is a formal framework proposed recently. NS can
not only describe the incomplete information in the decision-making system but also
depict the uncertainty and inconsistency, so it has applied successfully in several fields
such as risk assessment, fuzzy decision and image segmentation. In this paper, a new
neutrosophic approach based on TOPSIS method, which can make full use of NS
information, is proposed to separate the graphics. Firstly, the image is transformed
into the NS domain. Then, two operations, a modified α-mean and the β-enhancement
operations are used to enhance image edges and to reduce uncertainty. At last, the
segmentation is achieved by the TOPSIS method and the modified fuzzy c-means
(FCM). Simulated images and real images are illustrated that the proposed method
is more effective and accurate in image segmentation.
Keywords: uncertainty; neutrosophic set; TOPSIS method; FCM; image segmenta-
tion.
1 Introduction
Recently, interests have been growing in the synergistic use of multimodal imaging to get
better insights into phenomena or objects. Therefore, the image analysis and processing has
become more and more important [10,22,27,57,66]. In the existing image processing technology,
image segmentation is one of the key tasks in many methods [2, 9, 46] and computer vision
applications [13,14,21,35]. The purpose of image segmentation is to divide images into different
regions for future processing based on the given criteria. Detecting generic object categories
is a fundamental issue in computer vision [23, 36, 50, 67]. Its core content is to extract and
separate the image information from lots of hurdles like noise, nonuniform illumination, and
uneven contrast in otherwise homogenous region [8, 31]. For example, in the field of medicine,
the complexity of breast cell histopathology (BCH) images makes the reliable segmentation and
classification of images quite difficult [20, 53]. Some uncertain information in the images, which
is not useful for image segmentation, should be dealt properly or even discarded. In practical
applications, getting the completely precise information is sometimes impossible [11,26,34,56,58].
Therefore, how to deal with the uncertain information effectively is still an open issue. There are
already some research about it, for example, information fusion techniques is able to decrease
the information’s imprecision and uncertainty through the redundancy and complementarity,
thereby improve the decision accuracy.
To handle the uncertain information, many mathematical tools are presented such as D-S
theory [6,25,28,48], neutrosophy theory [45,64], Z-numbers [5,29,62], single valued neutrosophic
cross-entropy [7,24,54,61] and D-numbers [12]. D-S theory was introduced by Dempster and then
developed by Shafer, which can well describe and process uncertainty information by assigning
Copyright ©2018 CC BY-NC
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probability to a set not an element, so it has been widely used in many fields of information
processing and fusion.
Neutrosophic set (NS) method reduces the uncertainty information in the image and obtains
the better image segmentation results. In neutrosophy set theory, an event A is described by three
attributes 〈A〉, 〈Anti−A〉 and 〈Neu−A〉, represents the support, opposition and neutrality of
A, respectively. The neutrality 〈Neu−A〉 is neither 〈A〉 nor 〈Anti−A〉, which denotes the
uncertainty of evidence, in other words, the unknown part of the information. In many cases,
the boundaries between these above concepts are vague and may even be crossed together.
Recently, Ali proposed the complex neutrosophic set [1]. Wang .et al extended NS to interval
neutrosophic sets (INSs) [51] and single-valued neutrosophic sets (SVNSs) [52] which enriched
the NS theory and promoted its development. For example, neutrosophy theory has been applied
to multi-criteria decision-making [15,59,60]. In addition, there are many researches combine NS
to image segmentation. Guo et al. [17,19] have applied the NS and clustering method to segment
image. Zhang et al. [65] use NS based on watershed method. Some other researchers combine
NS with some other method [39,49,55,63,68] to handle image segmentation.
However, some methods do not consider make full use of NS information to segment image.
In this paper, a new method with TOPSIS method [32, 37, 44] is proposed to obtain a better
image segmentation result. Firstly, the image is transformed into the NS domain. Secondly,
two operations, a modified α-mean and β-enhancement operations are used to reduce the set
indeterminacy enhance the image edges. Finally, the segmentation is achieved by the TOPSIS
method and the modified fuzzy c-means (FCM).
The remainder of this paper is organized as follows. The basic concepts are briefly introduced
in Section 2. In Section 3, the new method is proposed. The simulated images with noise
segmentation and real images segmentation are illustrated in Section 4, which show the efficiency
of the proposed method. Finally, this paper is concluded in Section 5.
2 Fuzzy clustering by FCM
The FCM algorithm makes use of fuzzy membership function which is used to assign a degree
of membership for each class [33, 38, 43]. The analysis of FCM algorithm can be defined as the
process of organizing objects into groups whose members are similar in some ways [18]. The
FCM algorithm belongs to an unsupervised fuzzy clustering algorithm.
Under the condition of a general formulation, the data to be classified can be expressed with
a vector X = {x1, x2, ..., xM}. The vector represents a finite data set of dimensionM . Assuming
that C > 2 is an integer designating the number of clusters, which sorts the vector X. Let RC×M
be the set of all real C ×M matrices. A fuzzy C-partition of X is represented by a matrix
U = [µik] ∈ RC×M , (1)
where µik = µi(xk) is the degree of membership of the element xk in the cluster i. The entries
of the partition matrix come in the form U . The constraints following can be verified [4, 40]:
µik ∈ [0, 1], 1 ≤ i ≤ C, 1 6 k 6M,
C∑
i=1
µik = 1, 1 6 k 6M,
M∑
k=1
µik > 0, 1 6 i 6 C,
(2)
where U is used to depict the clusters of X, and a partition U of X can be obtained by the
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minimization of the FCM objective functional [3]:
Jq(U, V : X) =
M∑
k=1
C∑
i=1
(µik)
q ‖ xk − vi ‖2A (3)
where q ∈ [1,+∞) decides the the fuzzy degree of classification results [30], and V = (v1, v2, ..., vC)
is the vector of the cluster centers. ‖ xk − vi ‖ is the distance between the gray level of the k-th
pixel and the center of the i-th cluster. It is obvious that ‖ x ‖A =
√
xTAx is any inner prod-
uct norm where A is any positive definite matrix. The approximate optimization of Jq by the
FCM algorithm can be obtained by iteration with the following necessary conditions for its local
extreme value.
In FCM algorithm [4, 40]: assume ‖ xk − vi ‖2A > 0, 1 ≤ i ≤ C, 1 ≤ k ≤ M . Jq can be
minimized by (U, V ), only if [4, 40] as follows:
µik =
 C∑
j=1
(
‖ xk − vi‖A
‖ xk − vj‖A )
2
q−1
−1 (4)
vi =
M∑
k=1
(µik
q × xk)
M∑
k=1
µikq
(5)
The FCM algorithm is made up of iterations alternating between Eq. (4) and Eq. (5). The
algorithm is restrained to either a saddle point of Jq or a local minimum.
An algorithm of fast version of the FCM can be applied to an image, which is segmented
is depending on a 1 − D attribute. For example, the gray level. The histogram of image of L
levels is represented as HS, where L is the number of gray levels. Each pixel of the image has a
characteristic which lies in the discrete set.
X = {0, 1, ..., L− 1} (6)
In the circumstances, a gray level value is represented by each element of the data set. Then
µil = µi(l) is used to express the degree of membership of the element l to cluster i. The following
functional is minimized by the FCM and it is similar to that of Bezdek [3]:
Jq(U, V : L) =
L−1∑
l=0
C∑
i=1
(µil)
q·HS(l)· ‖ l − vi ‖2A (7)
where µil shows the membership degree of the gray level l to cluster i.
The FCM is faster than the conventional version processing the whole data set, because that
the FCM operates only on the histogram [4]. Where HS be the histogram of image of L levels, L
is the number of gray levels, HS(l) is the number of occurrences of the level l. The computation
of membership degrees of HS(l) pixels is decreased to that of only one pixel with l as gray-level
value. General steps of the algorithm are shown as follows in Fig. 1.
In Fig. 1, number of clusters C and the threshold value ε should be fixed firstly, the C is
restricted to a range, where 2 < C < L, l = 0, 1, 2, ..., L− 1. Gain the L gray levels to initialize
the membership degrees µil as follows:
C∑
i=1
µil = 1, l = 0, 1, ..., L− 1. (8)
1050 G. Xu, S. Wang, T. Yang, W. Jiang
6WDUW
)L[FOXVWHUQXPEHU&DQG
WKUHVKROG e
*HWWKHQXPEHURI
RFFXUUHQFHV+6ORIWKH
OHYHORIO
*DLQWKHJUD\OHYHOVWR
LQLWLDOL]HWKHPHPEHUVKLS
GHJUHHVKLS ilm
&DOFXODWHWKH
FHQWULRG
i
v
5HIUHVKWKHGHJUHHRI
PHPEHUVKLS
il
m
,I(!e
'HIX]]LILFDWLRQ
<HV
1R
Figure 1: FCM algorithm flow diagram
Centroid vi is calculated like this:
vi =
L−1∑
l=0
[µqil ·HS(l) · l]
L−1∑
l=0
[µqil ·HS(l)]
, i = 1, ..., C (9)
Then refresh the membership degrees as follows:
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µ˜il =
 C∑
j=1
( |l − vi|A
|l − vj |A
) 2
q−1
−1 (10)
The defect measure is presented with E, where E =
C∑
i=1
L−1∑
l=0
|µ˜il − µil|, and then estimate it
as follows: If (E > ε){µil ←− µ˜il}.
Finally defuzzification. In this case, the value of clusters is fixed at some exact number, and
the value of q is set to 2. The clustering operation is terminated when ε ≤ 10−3, which presents
the quality of the clustering results [47].
3 The proposed method
The general steps of the proposed method are shown in Fig. 2. The proposed method is
achieved by using the modified α-mean operation, TOPSIS method [41, 42] and the modified
FCM. A modified α-mean is used to enhance image edges and reduce uncertainty. The β-
enhancement operation is used to enhance the set T , which is suitable for segmentation. The
TOPSIS method is used to take full advantage of the NS information.
3.1 Transform the image into NS
Definition 1 (Neutrosophic image). Let U be a universe of the discourse, and W ⊆ U which is
composed by the bright pixels. A neutrosophic image PNS is characterized by three membership
sets T , I and F [17].
A pixel P in the given image is described as the neutrosophic set P (t, i, f), which indicates
that the pixel P belongs to W in the following way: the probability of t is true, probability of i
is indeterminate, and f is false.
The pixel P (i, j) in the image domain is transformed into the neutrosophic domain as follows,
PNS(i, j)→ {T (i, j), I(i, j), F (i, j)} (11)
where T (i, j), I(i, j) and F (i,j) are the membership values. They are calculated by the following
equations,
T (i, j) =
g(i, j)− gmin
gmax − gmin
, (12)
F (i, j) =
gmax − g(i, j)
gmax − gmin
= 1− T (i, j), (13)
where
g(i, j) =
1
w × w
i+w/2∑
m=i−w/2
j+w/2∑
n=j−w/2
g(m,n), (14)
and gmax and gmin are the maximum and minimum of all g(i, j), respectively. The indefinite
degree is obtained by
I(i, j) =
δ(i, j)− δmin
δmax − δmin , (15)
where
δ(i, j) = |g(i, j)− g(i, j)|. (16)
1052 G. Xu, S. Wang, T. Yang, W. Jiang
Figure 2: The proposed method
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3.2 Take modified α-mean operation on the true subset T
Definition 2 (α-mean operation). The modified α-mean operation for PNS , PNS(α) is
PNS(α) = P (T (α), I(α), F (α)). (17)
The α-mean operation of the neutrosophic set is defined as follows,
T (α) =
{
T, I < α
Tmα , I > α
(18)
Tmα (i, j) = Median(T (m,n)),
i− w
2
6 m 6 i+ w
2
, j − w
2
6 n 6 j + w
2
(19)
where Tmα (i, j) is the median of T (m,n),
F (α) = 1− T (α) (20)
Iα(i, j) =
δT (i, j)− δT min
δT max − δT min (21)
δT (i, j) = |T (i, j)− T (i, j)| (22)
T (i, j) = Median(T (m,n)),
i− w
2
6 m 6 i+ w
2
, j − w
2
6 n 6 j + w
2
(23)
After the modified α-mean operation, the distribution of the elements in I becomes more
uniform. Furthermore, the image edges are enhanced, and the membership set T becomes more
distinct, which is suitable for segmentation. In this paper, α is 0.85 according to the experimental
results.
3.3 Take β-enhancement operation on the true subset T
The intensification operation for the membership µ in fuzzy set is defined as follows
µ′(i, j) = f(µ(i, j))
=
{
2µ2(i, j), µ(i, j) 6 0.5
1− 2(1− µ(i, j))2, µ(i, j) > 0.5
(24)
Definition 3 (β-enhancement operation). A β-enhancement operation for PNS , P ′NS(β), is
defined as follows [17]
P ′NS(β) = P (T
′(β), I ′(β), F ′(β)) (25)
T ′(β) =
{
T, I < β
T ′β, I > β
(26)
F ′(β) =
{
F, I < β
F ′β, I > β
(27)
where β = I(i, j) is a dynamic parameter that adjusts the threshold based on the image.
T ′β(i, j) =
{
2T 2(i, j), T (i, j) 6 0.5
1− 2(1− T (i, j))2, T (i, j) > 0.5 (28)
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F ′β(i, j) =
{
2F 2(i, j), F (i, j) 6 0.5
1− 2(1− F (i, j))2, F (i, j) > 0.5 (29)
I ′β(i, j) =
δ′T (i, j)− δ′T min
δ′T max − δ′T min
(30)
δ′T (i, j) = |T ′(i, j)− T ′(i, j)| (31)
T
′
(i, j) =
1
w × w
i+w/2∑
m=i−w/2
j+w/2∑
n=j−w/2
T ′(m,n). (32)
After the β-enhancement operation, the membership set T becomes more distinct and has
less information redundancy, which is appropriate for segmentation.
3.4 TOPSIS method based on NS
Definition 4. Assume that an completely accurate pixel PNSture(i,j)=[1,0,0], in the image is
described that it belongs to W without any doubt. Moreover, PNSfalse(i,j)=[0,1,1] is described
that it does not belongs to W.D(i) in the image indicates the distance between the pixel PNS(i,j)
and pix PNSture(i,j)
D(i) =
D(PNS(i, j), PNSture(i, j))
D(PNSture(i, j), PNSfalse(i, j))
=
√
(T (i)− 1)2 + (I(i)− 0)2 + (F (i)− 0)2√
(1− 0)2 + (0− 1)2 + (0− 1)2
(33)
In the method, the information of the pixels are made full use. In addition to the probability
T and F that the pixels is in a category or not, its degree of neutrality I is also considered. In
other words, uncertain information in the obtained image is involved in the clustering process.
Accordingly, our method is more accurate and more reasonable in image segmentation.
3.5 Modified FCM based on NS
Considering the effect of indeterminacy, two sets, T and I are composed into a new value for
FCM clustering:
X(i, j) =
{
T (i, j), I(i, j) 6 γ
Tγ(i, j), I(i, j) > γ
(34)
Here, γ=0.85 is determined by experiments.
Then the modified FCM is applied to the subset T as introduced in Section 2. First, the
pixel information in the matrix X(i, j) is transformed into a vector x, then the image modified
information vector x is subjected to the following recursive algorithm for cluster segmentation.
Jq(U, V : X) =
M∑
k=1
C∑
i=1
(µik)
q ‖ xk − vi ‖2A (35)
µik =
 C∑
j=1
(
‖ xk − vi‖A
‖ xk − vj‖A )
2
q−1
−1 (36)
A Neutrosophic Approach Based on TOPSIS Method
to Image Segmentation 1055
vi =
M∑
k=1
(µik
q × xk)
M∑
k=1
µikq
(37)
where Jq(U, V : X) can be minimized by (U, V ).
The proposed method can be summarized as the following steps:
Step 1. Transform the image into NS domain using Eq. (12) to Eq. (16).
Step 2. Perform the modified α-mean and β-enhancement operations on the subset T through
Eq. (17) to Eq. (32).
Step 3. Compute the distance D(i) using Eq. (33).
Step 4. If (D(i+1)-D(i))/D(i) < δ, go to Step 5; else go back to Step 2.
Step 5. Apply the modified FCM to the subset T by Eq. (34) to Eq. (37).
Step 6. Segment image.
4 Experiments and discussions
(a) (b) (c)
Figure 3: Simulated image 1 used for segmentation: (a) original simulated image, (b)
segmentation result of Guo’s method [17], (c) segmentation result of proposed method
Figure 4: Simulated image 2 used for segmentation:(a) original simulated image, (b)
segmentation result of Guo’s method [17], (c) segmentation result of proposed method
In order to test the effectiveness of the proposed method, the Gaussian noise whose expec-
tation is 0 and the variance is 0.015, that is, N(0, 0.015) is added to two simulated images. As
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shown in Fig. 3(a), the upper gray belt is close to the background gray, which is easy to be
confused. In Fig. 4(a), gray belts of two layers below are difficult to be distinguished. Fig. 3(b)
and Fig. 4(b) are the segmentation results of the Guo’s method [17]. In Fig. 3(c) and Fig.
4(c), segmentation results of the proposed method in this paper, the shape and size of image
are segmented better. The three regions are distinct and easy to be recognized by the proposed
approach. The edges of the image are also more clear. The error segmentation rates of Fig. 3(b)
and Fig. 4(b) are 0.424 and 0.611, which show that many pixels are wrongly segmented by the
Guo’s method [17]. The error segmentation rates of Fig. 3(c) and Fig. 4(c) are 0.243 and 0.384,
which perform that a less of pixels are wrongly segmented by the proposed method.
Then let’s consider the consequent of dividing some actual images. Fig. 5(a) and Fig. 6(a)
are real lena images with different noise levers. The error segmentation rates are 0.815 and 0.718
in Fig. 5(b) and Fig. 6(b) segmented by Guo, respectively. However, the false judgement rate of
our proposed method is just 0.190 and 0.367 in Fig. 5(c) and Fig. 6(c). In the split photos, hat,
hair and woman’s face, three main areas in the image are segmented more correctly and clearly.
More pixels are segmented correctly and the regions are more consistent and homogenous in Fig.
5(c) and Fig. 6(c), which are better to be distinguished.
(a) (b) (c)
Figure 5: Real image used for segmentation: (a) original Lena image with gaussian noise;
(b) segmentation result of Guo’s method [17]; (c) segmentation result of proposed method
(a) (b) (c)
Figure 6: Real image used for segmentation: (a) original Lena image; (b) segmentation
result of Guo’s method [17]; (c) segmentation result of proposed method
5 Conclusions
In this paper, a new method with the TOPSIS method, which effectively enhances the image
edges and reduces the indeterminacy with the modified α-mean operation and β-enhancement
operation, is proposed. With the TOPSIS method, the NS information in the image is fully
utilized. The information of T , I and F in the NS domain is made the best. The experimental
results with simulated images and real images show that the proposed method is more effective
in handling vague edges and in better making full use of NS information. With different noise
levels and different kinds of noise, especially complex noise contained in the real medical images,
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the proposed method performs better and more accurately than the existing method. Image
segmentation results are obtained more precisely and reasonably. At the same time, the proposed
method shows that the notable validity in increasing boundary accuracy and region harmony.
The comparison between the experimental results and the error segmentation rates can illustrate
that our proposed method can handle the uncertain and indeterminate information better. In
the further research directions, it may find more applications in diverse fields of control theory,
computer vision, and artificial intelligence, especially in the image processing field.
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