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Diplomová práce se soustøedí na klasikaci emocí. Práce pojednává o parametrizaci zvu-
kových souborù pomoci segmentálních a suprasegmentálních metod s ohledem na jejich
dal¹í pou¾ití. Tato databáze obsahuje mnoho zvukových nahrávek s emocemi. Z tìchto
zvukových nahrávek jsou vytvoøeny data, které jsou rozdìleny do dvou èástí. První èást
je pou¾ita pro trénik a druhá pro klasikaci. Práce je soustøedìna hlavnì na samoor-
ganizující sítì. Tato práce obsahuje programy v Matlabu, které mohou být pou¾ity pro
parametrizaci jakékoliv databáze. Parametrizovaná data jsou pøedlo¾ena samoorganizující
sí»i ke klasikaci. Dosa¾ené výsledky jsou prezentovány na konci diplomové práce.
KLÍÈOVÁ SLOVA
emoce, rozpoznávání, pøíznaky, neuronová sí», samorganizující neuronová sí», Kohene-
nova neuronová sí», prosodie, MFCC, základní tón øeèi, energie, ZCR, výbìr pøíznakù
ABSTRACT
The diploma thesis focuses on classication of emotions. Thesis deals about parameteri-
zation of sounds les by suprasegment and segment methods with regard for next used of
these methods. Berlin database is used. This database includes many of sounds records
with emotions. Parameterization creates les, which are divided to two parts. First part is
used for training and second part is used for testing. Point of interest is self-organization
network. Thesis includes Matlabs program which can be used for parameterization of
any database. Data are classied by self-organization network after parameterization.
Results of hits rates are presented at the end of this diploma thesis.
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1 ÚVOD
Základním a jedním z nejstar¹ích komunikaèních prostøedkù pro komunikaci mezi
lidmi je mluvená øeè. V øeèi jsou obsa¾eny informace jako nápady a pocity, které
chceme posluchaèi sdìlit a dal¹í na první pohled skryté informace, které pro poslu-
chaèe na první pohled nehrají klíèovou roli. Jedná se o informace jako jsou napø.
intenzita, intonace a zabarvení hlasu. Jednotnì lze tìmto informacím øíkat emoèní
stav. Døíve ne¾ ke sdìlení informace dojde, probìhne my¹lenka mozkem a následnì
je vyprodukována hlasovým ústrojím. Tento proces je velice slo¾itý a je pøedmìtem
zkoumání mnoha vìdeckých pracovníkù. Celé vìdecké týmy se zabývají problemati-
kou studování øeèových signálù. S vyu¾itím výkonné poèítaèové techniky jsou dnes
schopni s rùznou vìrohodností napø. vytvoøit øeè z psaného textu STT. Vìt¹ina takto
vytvoøených zvukových souborù má ov¹em jeden problém a to, ¾e pro posluchaèe ne-
pùsobí vìrohodnì. Tento problém je pøedev¹ím v tom, ¾e se nedaøí do této promluvy
kvalitnì implementovat emoèní stavy. Lze nalézt mnoho oborù lidské èinnosti, ve
kterých se uplatní poznatky získané z tohoto velmi rozsáhlého vìdního oboru. Jako
pøíklad lze uvést zdravotnictví - rozpoznávání poruch øeèi, bezpeènost - identikace
mluvèího a ji¾ zmínìný pøevod textu na øeè. Pøi zkoumání lidské øeèi bylo popsáno
mnoho technik, které lze pou¾ít ke zpracovávání a vyhodnocování rùzných problémù.
Pokud se jedná o jednoduché úkoly, lze vystaèit s omezeným, pøedem dobøe zvole-
ným mno¾stvím vstupních informací a dle sledování urèitého mno¾ství výsledkù se
pøiklonit k urèitému závìru. Pøi øe¹ení komplexnìj¹ího problému, kde je zapotøebí
zkoumat velké mno¾ství vstupních parametrù, je potøeba pro klasikaci výsledkù
zapojit moderní metody. Jako moderní klasikátory lze bezesporu pova¾ovat umìlé
neuronové sítì. Umìlé neuronové sítì jsou typickým pøíkladem aplikace, kde je velké
mno¾ství vstupních informací a pomocí hledaných podobností ve vstupních datech
je lze klasikovat do urèité podmno¾iny s podobnými výsledky. Existuje velké mno¾-
ství implementací umìlých neuronových sítí. Jednou z nich je napø. samoorganizující
neuronová sí», která byla pou¾ita jako klasikátor v této diplomové práci.
11
2 TVORBA ØEÈI
V této kapitole bude nastínìn proces tvorby øeèi v hlasovém ústrojí. Jedná se o velmi
komplikovaný systém, který je tvoøen nìkolika orgány, jejich¾ primární funkcí není
tvorba øeèi, ale ka¾dý z tìchto orgánù má svou vlastní funkci (dutina nosní dýchání
a èich; dutina ústní pøíjem potravy; hrtan dýchání a pøíjímání potravy). Kdy¾ se
tyto orgány spojí, vzniká hlasové ústrojí.
2.1 Dechové ústrojí
Dechové ústrojí je komplexní systém, který je tvoøen pøedev¹ím plícemi, prùdu¹nici,
hlasivkami, hrdelní dutinou, ústní dutinou a nosní dutinou. Na obrázku 2.1 lze vidìt
kompletní hlasový trakt. Pøi nádechu dochází k zaplnìní plic vzduchem. Následnì
se pøi výdechu plíce stávají hlavním zásobníkem energie pro tvorbu øeèi. Pøi vyde-
chování prochází proud vzduchu prùdu¹nicí a následnì hrtanem a nadhrtanovými
dutinami, kde se z nìj stává øeèový signál a je vyzaøován rty do okolního prostoru.
Síla s jakou je vzduch vydechován z plic má vliv na sílu hlasu a èásteènì i na jeho
vý¹ku. Pro vytvoøení sly¹itelné øeèi je potøeba bìhem nìkolika sekund vytlaèit více
ne¾ 0,5l vzduchu [12]. Proces tvorby øeèi je podobný, jako proces vytváøení tónu u
dechových hudebních nástrojù. [12]
2.2 Hlasové ústrojí
Hlasové ústrojí je ulo¾eno v hrtanu, které je spojeno s plícemi pomocí prùdu¹nice.
Nejdùle¾itìj¹í èásti pro tvorbu hlasu jsou hlasivky, které se nachází v hrtanové dutinì
hned za ohryzkem\. Samotné hlasivky pak tvoøí párový hlasivkový sval, hlasivkový
vaz a sliznièní hlasivková øasa. Typická délka hlasivek je pro mu¾e 15mm a pro
¾eny 13mm. Hlasivky jsou pokryty sliznicí a jejich základ tvoøí hlasivkový vaz a
hlasivkový sval. Pøi vytváøení hlasu se hlasivky nacházejí v hlasovém postavení, kdy
jsou napnuty. Vydechovaný proud vzduchu prochází z plic a¾ k hrtanu. V hrtanu
se do cesty postaví hlasivky, které cestu vzduchu úplnì uzavøou. Hlasivky se pod
tlakem vzduchu stávají pru¾nými,zaèínají kmitat a støídavì se otvírají a uzavírají. V
dùsledku kmitání hlasivek se ze vzduchového proudu stává vzduchová vlna, kterou
vnímáme jako zvuk. Tento periodický proud vzduchových pulsù tvoøí základ lidského
hlasu. Nazýváme ho základní (hlasivkový) tón. Frekvenci, jakou kmitají hlasivky
oznaèujeme F0 a nazývá se frekvence základního hlasivkového tónu. Tuto hodnotu
vnímáme jako vý¹ku hlasu. Pøevracenou hodnotou je pak T0 = 1=F0 a nazýváme
ji periodou základního hlasivkového tónu.
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Obr. 2.1: Hlasový trakt v lidském tìle pøevzato z [12]
Frekvence základního tónu øeèi je u mu¾ù, ¾en i dìtí rùzná. Hodnota frekvence
základního tónu se uvádí pro mu¾e v rozmezí 80 - 160 Hz. Pro ¾eny v rozmezí 150 {
300Hz. Dìti mívají tuto hodnotu mezi 200 { 600 Hz [12]. Základní tón se v prùbìhu
¾ivota mìní. Existují i jedinci, kteøí mají tuto hodnotu pod (velmi hluboký mu¾ský
hlas) nebo nad touto hodnotou (cvièené operní pìvkynì okolo 1000 Hz). Frekvence
základního hlasivkového tónu není konstantní, ale velice rychle se mìní. Tuto zmìnu
popisuje funkce jitter která je závislá na emoèním stavu mluvèího (udává se v [%]).
Dal¹ím pozorovaným parametrem mù¾e být shimmer, který je závislý na kolísaní
amplitudy (udává se v [dB]). Pøi normální promluvì se hodnota zmìny periody
(jitter) pohybuje okolo 1%. Hodnoty, které jsou posluchaèem postøehnutelné jsou
nad 2% a hodnoty zmìny amplitudy (shimmer) 1dB. [12]
2.3 Artikulaèní ústrojí
Díky artikulaènímu ústrojí èlovìk mù¾e vytváøet velké mno¾ství rùzných zvukù.
Artikulaèní ústrojí je tvoøeno nìkolika orgány. Jsou to rùzné dutiny jako hrdelní,
ústní, nosní a nadhrtanové. Dutiny jsou vzájemnì oddìlené tzv. èípkem, který buïto
umo¾òuje, nebo zamezuje pøístupu vzduchu z dutiny hrdelní do dutiny nosní. Arti-
kulaèní ústrojí lze rozdìlit na aktivní a pasivní orgány podle toho jestli tvoøí nebo
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Obr. 2.2: Model hlasového traktu pøevzato z [9]
netvoøí pohyblivou souèást ústrojí. Jazyk, rty, a mìkké patro se podílí na vytvoøení
nejvìt¹ího poètu rùzných zvukù. Podle umístìní jazyka se mìní tvary dutin a tím se
vytváøí rùzné zvuky. Men¹í mìrou na tvorbì se na tvorbì zvuku podílí zuby, tvrdé
patro a èelisti. Velice zajímavým ústrojím je hrtan, který kromì toho, ¾e se zapojuje
do tvory znìlosti, se také pohybuje nahoru a dolù a mìní délku proslovu [12].
2.4 Modelování øeèového signálu
Pøi procesu zpracování øeèi je u¾iteèné tento velmi komplikovaný komplexní systém
pøevést na matematický model, s kterým se pak lépe experimentuje. Cílem tìchto
experimentù je nalézt matematický model, který by co nejlépe popisoval celý proces
a zároveò by byl co nejjednodu¹¹í. Pro navrhovaný systém by bylo velmi pøínosné,
kdyby se jednalo o systém lineární a èasovì invariantní. Lidská øeè ale tìmto pøed-
pokladùm neodpovídá, proto¾e jde o proces souvislý a èasovì promìnný. Z tohoto
dùvodu doposud nebyl pøedlo¾en univerzální model. Existuje ov¹em model, který se
u¾ívá velice èasto a se kterým lze dosáhnout dobrých výsledkù. Musíme si ov¹em
uvìdomit ¾e tento model funguje pouze na velice krátkých úsecích. Tento model
funguje pro úseky dlouhé 10 - 30 ms. Jedná se o model lineárnì èasovì invariální.
Skládá se z lineárního modelu hlasového traktu s pomalu se mìnícími parametry.
Model je buzen dvìmi druhy signálu. Mù¾e se jednat o periodický sled pulzù, který
nám vytvoøí znìlou øeè, nebo o ¹umový signál, který tvoøí neznìlou øeè. Model hlaso-
vého traktu reprezentuje pøedev¹ím vlastnosti dutiny ústní, nosní a hrdelní. Ov¹em
jen pro velmi krátké úseky øeèi.
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2.5 Znázornìní øeèových signálù
Pøi urèování øeèi je vhodné øeèový signál prezentovat gracky - vizualizovat. Èa-
sový prùbìh je velmi komplexní a nelze jej na první pohled jednoduchým zpùsobem
popsat. Proto¾e èlovìk mnohém lépe zpracovává obrazové informace, ne¾ informace
numerické, je øeèový signál nejèastìji prezentován jako závislost èasu na amplitudì
(obrázek 2.3).V mnoha oblastech øeèových signálù je úèelné popsat øeèový signál sou-
èasnì nìkolika jednoduchými parametry. K takovému popisu se nabízejí pøedev¹ím
základní velièiny èas, energie a kmitoèet, které lze znázornit v prostorové grace
pøiøazením os podle obrázku 1.3[5].
Obr. 2.3: Znázornìní øeèového signálù
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3 EMOCE
V této kapitole bude struènì pojednáno o významech emocí, jejich vyjadøovaní a
základních vlastnostech øeèového signálu v závislosti na emoèním stavu. Dále bude
ka¾dý emoèní stav popsán zvlá¹» se zamìøením na jeho dominantní parametry, které
se vyu¾ívají pro klasikaci emocí z øeèového signálu.
Emoce jsou psychologické procesy, které jsou výsledkem právì probíhajícího zá-
¾itku nebo zá¾itku, který se sice odehrál pøed del¹í dobou, ale pøi vzpomínce na
nìj, v nás vyvolávají silné vzpomínky. Emoce mù¾e být také zpùsobena dosa¾ením
nìjakého cíle. Je-li cíle dosa¾eno, hovoøíme o pozitivních emocích, pokud ne, jedná
se o emoce negativní. Pro emoce platí, ¾e ka¾dá emoce má svùj protiklad a mù¾e
byt poci»ovaná v rùzné intenzitì. Emoce se velice tì¾ko dají ovlivòovat. Je to z toho
dùvodu, ¾e jsou evoluènì star¹í ne¾ rozumové chápání. Pøi rùzných výzkumech bylo
shodnì prokázáno, ¾e urèité vlastnosti zkoumaných signálù jsou si podobné a odpo-
vídají základnímu rozdìlení emocí na aktivní, pasivní a na pøíjemné a nepøíjemné.
Mezi základní kritéria pøi rozpoznání emocí patøí fyziologické zmìny, napø. zmìna
srdeèního tepu, rychlost dýchání, mimika oblièeje, gestikulace (pohyb tìla), a také
mluvený projev. Právì z mluvené promluvy pochází asi jen 10% informací, které
obsahují informaci o emoèním stavu øeèníka. Zkoumaných emoèních stavù mù¾e být
celá øada. Pokud by bylo potøebné rozpoznat pøíli¹ mnoho stavù, byla by pravdì-
podobnì úspì¹nost degradována na neuspokojivé hodnoty. Pro pøedstavu lze uvést
nìkteré výsledky, kterých bylo ji¾ døíve dosa¾eno, abychom mìli pøedstavu jaké vý-
sledky lze pøedpokládat. Napøíklad úspì¹nost posluchaèù pøi identikaci emocí ve
studiu Liebermana a Michaelse dosahovala 85% , pøi klasikaci 4 emoèních stavù
[20], dále pøi identikaci 10 emoèních stavù klesla úspì¹nost u¾ k 60% (studio
Schererova 1981) [20]. V této práci budeme identikovat 7 emoèních stavù a pøed-
pokládáná úspì¹nost by se mohla pohybovat v rozmezí 60-80%.
Nìkteré studie se sna¾í jednotlivé emoèní stavy zaøadit do kru¾nice, která nese
na své y-lonové ose informaci o aktivním, èi pasivním zaøazením emocí a na x-ové
o zaøazení do pozitivních, èi negativních stavù. Ukázka této kru¾nice je vidìt na
obrázku 3.1.
3.1 Význam emocí
Jak ji¾ bylo zmínìno, emoce jsou pova¾ovány za star¹í ne¾ mluvený projev. Jako
pøíklad lze uvést, ¾e jako malé dìti jsme pláèem umìli vyjádøit, ¾e nám nìco schází
a a¾ pozdìji, kdy¾ jsme se nauèili mluvit, jsme na¹e potøeby vyjadøovali mluvenou
øeèí. Je také dùle¾ité si uvìdomit, ¾e emoce se u ka¾dého jedince v prùbìhu celého
¾ivota mìní. Nejvìt¹í zmìny probíhají v dìtství a v pubertì, kdy se setkáváme s
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Obr. 3.1: Emoèní kru¾nice
novými situacemi a postupnì se na nì uèíme reagovat. Existuje mnoho teorií, jak
emoce vznikly popø. k èemu je potøebujeme.
Jako jednu z teorií lze uvést psycho-evoluèní teorii Roberta Plutchika, která
pøedpokládá, ¾e se jedná o vrozené funkce, které nám pomáhají pøe¾ít. Jeho teorie
je zalo¾ena na emocionálním kole, kde jsou emoce rozdìleny na oblasti pozitivní a
negativní a dále dle intenzity, kde intenzivní emoce jsou rozpoznávány snaze, ne¾
emoce s nízkou intenzitou. [8] Dal¹í teorií je Cannon { Bardova teorie. Tato teorie
pøedpokládá, ¾e pokud èlovìk èelí události, která ovlivní jeho emoèní stav, je zpráva
z této události pøenesena do mozku. Zde je následnì posílána do kùry mozkové, která
je spojena s emocemi. Dal¹í èást putuje do hypothalamu, který má za následek fyzi-
ologické zmìny napø. zmìna tepové frekvence, stahy svalù apod. [8] V pøehledu lze
uvést základní roli, kterou emoce mají:
 Vykonávají reakci na podnìty, které potøebují okam¾itou reakci
 Mù¾e se jednat o ukazatele toho, co máme v nejbli¾¹ím okam¾iku v plánu
udìlat
 Èasto mají komunikaèní funkci, kdy pøi rozhovoru poznáme náladu podle toho,
jak mluvèí prezentoval svou my¹lenku, ne pøímo jak ji pøesnì formuloval
 Slou¾í k vyrovnání se se situacím která nastala
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Obr. 3.2: Základní parametry øeèového signálu pøevzato z [8]
3.2 Vyjadøovaní emocí
Hlavními prostøedky pro vyjádøení emoèního stavu je pøedev¹ím mimika oblièeje.
Jako pøíklad lze uvést úsmìv, který signalizuje pozitivní náladu a je tak vnímán na
celém svìtì, bez rozdílu etnika. Tímto druhem klasikace emocí se zabývá mnoho
akademických pracovníkù po celém svìtì. Jako èeského zástupce bychom mohli uvést
Západoèeskou univerzitu v Plzni a jejich øe¹ení projektu: Rozpoznávání emocí z
výrazu oblièeje. Dal¹ím druhem vyjádøení emocí jsou gesta. Jedná se pøedev¹ím o
pohyb konèetin, dr¾ení tìla a oèní kontakt. Pøi posuzování tohoto druhu emocí se
vìt¹ina odborníkù v této oblasti neshoduje. Jejich názor není jednotný v tom, jak
významnou roli mají tyto ukazatele pøi projevování emocí.
3.3 Vlastnosti základních emocí se zamìøením na
analýzu øeèi
Bylo ji¾ uèinìno nìkolik studií, které se zabývají klasikací emocí. V¾dy byly po-
u¾ity rùzné parametrické metody (bude podrobnìji popsáno v kap. 5 ), které jsou
pak pøehlednì prezentovány v tabulkách. Ka¾dá studie mù¾e mít v této tabulce jiné
hodnoty které porovnává. Jako pøíklad je zde uvedena studie Léona [8]. Obecnì se
v¾dy popisují emoèní stavy vzhledem k neutrální promluvì, která se bere jako refe-
renèní. Zde zobrazené výsledky jsou brány pouze jako informativní. Je dùle¾ité mít
pøibli¾nou pøedstavu, jakých parametru by jednotlivé emoèní stavy mìly nabývat.
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3.3.1 Neutrální projev (Neutral)
Jak ji¾ bylo zmínìno, tento emoèní stav se bere jako referenèní a dal¹í emoèní stavy
jsou s tímto stavem srovnávány. Pro tento proslov se pøedpokládá, ¾e neobsahuje
¾ádné informace o emoèním stavu a na emoèní kru¾nici le¾í pøesnì v jejím støedu.
Prùmìrná hodnoty základního tónu øeèi f dosahuje hodnoty 120 Hz.
3.3.2 Vztek (Anger)
Tento emoèní stav je charakteristický svou vy¹¹í prùmìrnou hodnotou základního
tónu. Rozsah hodnot f je jeden z nejni¾¹ích ze v¹ech pozorovaných emoèních stavù.
Jedná se o emoci aktivní a negativní. Znaèný je také rozdíl intenzity oproti neutrální
promluvì, který dosahuje hodnoty 11dB.
3.3.3 Smutek (Sadness)
Smutek lze zaøadit do emocí neutrálních, v rámci jeho aktivity a do velmi negativ-
ních. Hodnota f bývá podobná hodnotì neutrálního projevu, rozsah hodnot bývá
velmi malý 30Hz. Nejvýraznìj¹í rozdíl oproti neutrálnímu projevu je v hodnotì in-
tenzity, která bývá o 16dB vy¹¹í. Tento emoèní stav bývá nejèastìji klasikován z
nejvìt¹í procentuální pravdìpodobností [15].
3.3.4 Radost (Happieness)
Tento stav je charakteristický vysokou hodnotou f , která nabývá prùmìrné hod-
noty 200Hz. Její rozptyl je také jeden z nejvy¹¹ích. Dále je proslov charakteristický
tempem promluvy. Tato emoce se na kru¾nici nachází v oblasti aktivních a velmi
pozitivních emocí.
3.3.5 Strach (Afraid, Fear)
Jedná se o emoci aktivní a negativní. U tohoto stavu lze pøedpokládat f okolo
hodnoty podobné neutrálnímu projevu. Rozsah hodnot je jeden z nejni¾¹ích ze v¹ech
emoèních stavu.
3.3.6 Nuda (Bored)
Tento emoèní stav nabývá podobných hodnot f , jako referenèní neutrální stav. Jeho
rozptyl se také od neutrálního projevu moc nemìní. Tempo tohoto emoèního stavu
bývá klesavé. Jedná se o pasivní, negativní stav.
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4 SYSTÉM PRO KLASIFIKACI EMOCÍ
V této kapitole bude uveden postup, který se pou¾ívá pøi klasikaci emocí. Tento
postup bývá podobný i pro jiné aplikace pøi práci s øeèovým signálem.
Jako pøíklad lze uvést:
 Rozpoznávání slov
 Rozpoznávání øeèníka
 Rozpoznání plynulé øeèi
 Rozpoznávání pohlaví a vìku øeèníka
 Rozpoznávání logopedických vad
Pøi procesu klasikace emocí je kladen dùraz na zvýraznìní emocí v øeèovém signálu
a na potlaèení jiných nepotøebných parametrù. Pøi zpracování emoèních stavù je
proces klasikace provádìn na dlouhém úseku, proto¾e emoce jsou patrné a¾ z dlouhé
promluvy a ne z krátkého úseku jako jsou napø. hlásky. Jednotlivé metody, které
jsou v této práci pou¾ité, jsou popsány v kapitole 5. Pøi klasikaci emocí se pro
ka¾dé dva emoèní stavy hodí jiné parametry, podle toho v jakých oblastech vykazují
nejvy¹¹í odchylky.
Obr. 4.1: Systém pro klasikaci emocí pøevzato z [15]
4.1 Výpoèet segmentálních a suprasegmentálních
pøíznakù
Tomuto bloku je vìnovaná celá kapitola 5. Celkovì v této práci bylo vypoèteno
41 pøíznakù (není zapoèten první parametr, který odpovídá zaøazení do emoèního
stavu).
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4.2 Výbìr vhodných pøíznakù
Pøesný poèet pøíznakù, které jsou potøeba, se v rùzných literaturách mìní. Ov¹em
nejèastìji se uvádí poèet pøíznakù 10-20 [13, 15].
4.3 Výbìr podle rozptylu
Po parametrizaci nahrávek je potøeba sní¾it poèet parametrù, proto¾e práce s takto
velkým poètem pøíznakù by byla zdlouhavá a zbyteèná. Je potøeba vybrat pouze ta-
kové pøíznaky, které nám co nejvíce pomohly s klasikací emoèních stavù. Pøíznaky
by mìly splòovat urèité po¾adavky. Parametry v rámci své tøídy by mìly mít co
nejni¾¹í rozptyl hodnot (soustøedily by se co nejvíce kolem støední hodnoty) a záro-
veò støední hodnoty by mìly dosahovaly co nejvy¹¹ích rozdílù. Postup výpoètu:
Kvadrát rozptylu tøídy kolem støední hodnoty je denován: (funkce var
Matlabu)
S2v = E(x  )2 (4.1)







Parametr V pøedstavuje poèet klasikovaných tøíd. Aritmetická støední
hodnota vzdálenosti je denovaná vztahem:
D2 =
1






kde Dvu je kvadrát vzdálenost mezi tøídami v a u.
D2v; u = (v   u)2; (4.4)





Parametr Q dosahuje hodnot 0   1, kde hodnota Q = 0 pøedstavuje hod-
notu, které by se mìlo ideálnì dosáhnout. Hodnota Q = 1 pøedstavuje
hodnotu, která vypovídá o nevhodnosti pou¾ití tohoto pøíznaku
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4.3.1 Redukce mno¾iny pøíznakù dle gracké prezentace
Pro lep¹í pøedstavu a následující výbìr správných pøíznakù byla vytvo-
øena funkce, která v¹echny pøíznaky normalizuje do stejného rozptylu
hodnot (v¾dy v rámci jednoho pøíznaku je nalezena minimální a maxi-
mální hodnota a ty jsou pøevedeny na nové hodnoty, kde minimální hod-
nota se pøevede na 0 a maximální hodnota napø. na hodnotu 100). Dále
jsou jednotlivé prvky emoèních stavù v rámci své tøídy zprùmìròovány
a vyneseny na osu y. Pro jednodu¹¹í orientaci ve výstupních datech jsou
data prezentována barevnì, jak lze vidìt na 4.2.
Obr. 4.2: Prezentování v¹ch parametru v barevném podání
Pøi takto prezentovaných datech u¾ postupnì mù¾eme odstranit ty
oblasti, které nevykazují znaèné rozdíly z mno¾iny pøíznakù. Zde se na-
pøíklad mù¾e jednat o pøíznaky, které se nacházejí na pozicích 16   21.
Pøíznaky vykazují shodné prùmìrné hodnoty a jsou zobrazeny modøe.
4.3.2 Databáze emoèních stavù
Databáze emoèních stavù hraje dùle¾itou roli pro celý systém. Databáze
je pou¾ita jak pro trénovaní sítì, tak pro data, která sí» budou testovat. Je
dùle¾ité, aby testovací data nebyly stejné jako data trénovaní. Pokud by
tomu tak bylo, pak bychom hledali v natrénované mno¾inì dat identický
prvek a vìrohodnost tìchto výsledkù by degradovala. Doporuèený pomìr
pro prvky pro trénovaní a klasikaci by mìl být 5 : 3, 5 : 2 [15].
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Existují v podstatì jen 3 databáze:
 Databáze emocí hraných
 Databáze emocí vyvolaných externím podmìtem
 Databáze emocí spontálních
Databáze emocí hraných : Pøevá¾nì se jedná se o databázi vytvoøenou
profesionálními herci, která z hlediska vìrohodnosti má nejmen¹í váhu.
Nahrávky bývají nahrávány ve zvukových laboratoøích, a proto bývají
bez okolního ¹umu. Jako pøíklad lze uvést Berlínskou databázi [3], která
bude detailnìji popsána v kap. 7. Tato databáze je pou¾ita také v této
práci. Databáze emocí vyvolaných externím podmìtem : Pro tvorbu
této databáze se vìt¹inou pou¾ívá cizí podmìt pro vyvolání emoce. Po
tomto podmìtu je osoba tázána na konkrétní otázky, které se týkají vyvo-
lané emoce. Vìt¹inou se k vyvolání emocí pou¾ívají krátké videozáznamy.
Takto poøízené nahrávky u¾ mají vy¹¹í vìrohodnost ne¾ databáze emocí
hraných.
Databáze emocí spontánních : Tato databáze má nejvy¹¹í vìrohodnost,
ov¹em problém je tuto databázi vytvoøit. Pøedev¹ím by se èlovìk nemìl
dozvìdìt, ¾e je nahráván. Toto by byl ov¹em problém pøedev¹ím z etic-
kého a právního hlediska. Také je mo¾né pou¾it nahrávky z televizního
vysílání, nebo rozhovor posádky pøi problémech, které se objevily bìhem
letu letadla apod. [15].
4.3.3 Klasikace emocí
Klasikace emocí je posledním a jedním ze stì¾ejních blokù celého sys-
tému. Pokud máme celý systém hotový, pak je dùle¾ité vhodnì zvolit
klasikátor o kterém si myslíme, ¾e by mohl dosahovat nejlep¹í úspì¹-
nosti.
Máme na výbìr nìkolik algoritmù:
 Umìlé neuronové sítì
 Metoda nejbli¾¹ích sousedù
 Gaussovy smí¹ené modely
 Skryté Markovy modely
Ka¾dý z tìchto algoritmù lze pro klasikaci emoce pou¾ít, ov¹em s
ka¾dým lze dosáhnout jiných hodnot, a proto je nutné ka¾dému z nich
vìnovat pozornost.
Umìlým neuronovým sítím a pøedev¹ím Samoorganizujícím sítím s
Kohenenovým uèením bude vìnovaná celá kapitola 6.
23
Metoda nejbli¾¹ích sousedù tato metoda nevyu¾ívá trénování, ale pouze
klasikaci. Vstupní data jsou rozdìlena do pøedem daného poètu oblastí,
do kterých se pøi klasikaci mají pøiøadit. Jedním ze vstupních parame-
trù je vzdálenost okolí. Je to hodnota, ohranièující oblast, která je braná
v úvahu. Tato oblast je pøevá¾nì brána v eukleidovské metrice. Ka¾dý
testovaný vzorek je umístìn do prostoru, kde jsou pak vypoèteny jeho
vzdálenosti k nejbli¾¹ím hodnotám a dle maximálního poètu zaøazení v
dané tøídì je tento prvek takto klasikován.
Gaussovy smí¹ené modely tento algoritmus vychází z my¹lenky mode-
lovat trénovací pøíznaky jednou nebo více Gaussovými funkcemi rozlo¾ení
pravdìpodobnosti. Více se lze doèíst o této metodì v [15, 2].
Skryté Markovy modely jsou popsány napø. v [4].
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5 PROZODICKÉ INFORMACE OBSA®ENÉ V
ØEÈOVÉM SIGNÁLU
Obsahem øeèi mù¾e být segmentální popis, kde nás zajímá, co mluvèí
øíká (o èem mluví), ale také obsahuje prozodickou informaci, kterou lze
v øeèi poznat jak to mluvèí øíká. Termín prozodie obsahuje nìkolik vlast-
ností øeèového signálù. Jedná se pøedev¹ím o frekvenci základního tónu
øeèi (vý¹ka hlasu, melodie), intenzitou (hlasitostí) a èasováním. Informace
spojené s èasováním jsou rytmus (rozvr¾ení pøízvuku) a rychlost øeèi (tr-
vání slabik a hlásek). Zmìny, které se týkají základního tónu øeèi tvoøí
melodii (intonaci). Souhrnnì se tìmto informacím také mù¾e øíkat supra-
segmentální jevy. Je to z toho dùvodu, ¾e zde popsané informace se vá¾ou
k del¹ím èasovým oblastem, jako jsou slabiky, slova, celé vìty. Prozodie
tvoøí pøirozenou souèást komunikace, a proto je dùle¾ité se touto oblastí
zabývat pøi automatickém zpracování øeèi. Suprasegmentální vlastnosti
hrají dùle¾itou roli v syntéze øeèi, kde významnì ovlivòují pøedev¹ím pøi-
rozenost, ale i srozumitelnost øeèi. Bez modelování prozodických jevù by
syntetická øeè pùsobila umìle a ochuzenì. Je proto dùle¾ité tuto oblast
nenechávát v ústranní zkoumání.
5.1 Kmitoèet základního tónu øeèi
Základní tón øeèi je základním parametrem øeèového signálu a projevuje
se jako melodie øeèi. Tento parametr nám urèuje základní kmitoèet na












Lag oznaèuje periodu vyjádøenou ve vzorcích,
L = T0:Fs[ ]; (5.3)
kde Fs je vzorkovací perioda.
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Obr. 5.1: Reprezentace základního tónu z èasové oblasti pøevzato z [8]
Prùmìrný rozsah základního tónu je v rozmezí 60   400Hz. Nejni¾¹í
kmitoèty odpovídají velmi hrubým mu¾ským hlasùm. Kmitoèty v roz-
mezí 150   300Hz odpovídají ¾enskému hlasu a nejvy¹¹í kmitoèty hlasu
dìtskému. Mù¾eme se setkat i se základní frekvencí vy¹¹í, ne¾ je zde uve-
deno. Ta pak odpovídá operním pìvcùm, kteøí mohou mít základní tón
øeèi a¾ nad 700Hz. Takový projev se ale mù¾e jevit jako nesrozumitelný.
Prùmìrná hodnota základního tónu øeèi má i jiné uplatnìní ne¾ je
rozpoznání emoèního stavu øeèi, a to napø. :
 Detekce hlasové aktivity
 Identikace mluvèího
 Syntéza øeèi
 Kódování øeèi pomocí LPC koecientù
 Modelování prozodie
Základní tón øeèi lze vypoèítat v rùzných oblastech signálu (èasová, frek-
venèní, kepstrální) a lze pou¾ít rùzných výpoètù. Bude zde uveden pouze
pøehled metod a bude zde popsána pouze metoda pou¾itá v této práci.
Tato metoda se nazývá metoda centrálního klipování. V¹echny metody
jsou popsány v publikaci [1]. Metody výpoètu:
 Metoda centrálního klipování




Metoda centrálního klipování Tato metoda vypoèítá hodnotu F0 v èasové
oblasti. Jedná se o jednu z nejrychlej¹ích i nejpøesnìj¹ích metod. Právì
proto byla tato metoda vybrána. Základním principem je, prozkoumání
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navzorkovaného signálu. Hodnoty nad zvoleným prahem jsou zachovány
a pod prahem jsou nulovány. Toté¾ platí pro záporné hodnoty signálu.
Proto je mo¾né pou¾ít vztah :
Pi = k:min(Max(i  1);Max(i+ 1); (5.4)
Segmentace Pøed zpracováním se signál musí segmentovat. Je to z dù-
vodu rùzné úrovnì signálu v prùbìhu dlouhého úseku. Segmentace se






Postup výpoètu metodou centrálního klimpování [1]
1. Segmentace signálu na délky 32ms s pøekryvem 16ms
2. Vypoèteme prahové hodnoty signálu pro ka¾dý segment
3. Signál je po prahovaní normalizován na hodnoty, které nabývají
[ 1;0;1]
4. Kmitoèet F0 je získán z autokorelace signálu, který byl získán v
kroku 3
5. U znìlého signálu je F0 vypoèteno ze vztahu
Obr. 5.2: Postup výpoètu metodou centralního klipování pøevzato z [1]
a Vstupní segment
b Vstupní segment po prahování
c Vstupní segment po klipování
d Oboustranná autokorelaèní funkce klipovaného signálu
5.2 Energie
Energie, neboli intenzita je vnímána jako síla hlasu, neboli hlasitost. Pøed
výpoètem krátkodobé energie je vhodné provést operaci, která nám za-
jistí, ¾e hodnoty signálu budou v rozmezí 1 ( 1). Dále bude dlouhý signál
segmentován na úseky o délce v rozmezí 16   32ms. Jak je ze vzorce pa-
trné, hodnoty které jsou v oblasti nulové úrovnì pøispívají malým dílem
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ZCR je zkratka z anglického Zero Crossing Ratio, co¾ v pøekladu zna-
mená poèet prùchodù nulovou hodnotou. Tato funkce se pou¾ívá jako
jednoduchý ukazatel zmìny základního tónu øeèi. Nárùst prùchodù nu-
lou znamená, ¾e se frekvence zvý¹ila a naopak, kdy¾ poèet prùchodù
klesá, pak se frekvence sní¾ila. Dále se této funkce vyu¾ívá pro rozdìlení
èásti na úseky s vysokou energii tzn. znìlé úseky øeèi (øeè, samohlásky)
a úseky s nízkou energií tzn. neznìlé úseky (ticho, souhlásky).
ZCR(m) =
X jsgn(s(n))  sgn(n  1)jw (m  n) (5.6)
Obr. 5.3: Znázornìní výpoètu prùchodu nulou rovinou
5.4 MFCC
MFCC je zkratkou Mel-frequency cepstrum. Jak ji¾ z názvu vyplývá,
tento výpoèet je proveden v kepstrální oblasti. Tyto pøíznaky jsou pou-
¾ívány jako jedny z nejèastìj¹ích pøi zpracování øeèi. Kromì pou¾ití pøi
rozpoznávání emocí lze uplatnit ve velkém mno¾ství aplikací.
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Tento výpoèetní proces obsahuje nìkolik krokù:
 Segmentace oken
Segmentace oknem rozdìlí dlouhý signál na nìkolik èástí o krat¹í délce
 Váhování oken (volitelná)
Váhování oknem je proces úpravy vzorku signálu. Nejèastìji se pou¾ívá
obdélníkové, trojúhelníkové, hammingovo, hannovo okno.
 Banka mel ltrù
Banka melovských ltrù jako první brala v úvahu nelinearitu lidského
sluchu. Napøíklad signál, který by mìl 50Hz a jeho zmìna by byla o 10Hz,
byla by zmìna posluchaèem rozeznána snadnìji, ne¾ zmìna z 1000Hz na
1010Hz. Proto byla vytvoøena melovská stupnice, která tuto nelinearitu
kmitoètù upraví a pøevede jí na lineární závislost. Pro pøevod z Hz na





Po výpoètu výkonového spektra se následnì provede vynásobení s bankou
mel ltrù
 Logaritmus
 Diskrétní kosínova transformace
Diskrétní kosinovou transformací lze nahradit IFFT (Inverzní rychlou ko-
sinovou transformací). Pøi tomto postupu je dùle¾ité dodr¾et délku okna,
které nabývá hodnot 2n(n 2 R) a musí být poèítáno s oboustranným spek-
trem. Po celém výpoètu se první koecient sma¾e a je nahrazen logarit-
mem energie z èasového prùbìhu signálu. Výsledná matice má velikosti
x:y, kde x nále¾í poètu pou¾itých mel ltrù a y nále¾í poètu segmentù.
Výsledek se pak nejèastìji prezentuje barevnì, jak je vidìt na Obr. 5.4.
Pøíloha C obsahuje vzorce, podle kterých byly vypoèteny v¹echny pøí-
znaky.
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Obr. 5.4: Prezentace MFCC pøíznaku
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6 NEURONOVÉ SÍTÌ
Vznik neuronových sítí je inspirován architekturou lidského mozku. Pro-
jevuje se u nich snaha napodobit chování lidského mozku pøi vyhodnoco-
vání urèitých komplexnì slo¾itých problému, které by klasickými meto-
dami nebyly øe¹itelné, nebo øe¹itelné jen velmi obtí¾nì. Poèátek vzniku
UNS se datuje rokem 1943, kdy byl popsán matematický model neuronu.
V roce 1958 byla vytvoøena první neuronová sí», která byla nazvána Per-
ceptron. Vymyslel ji psycholog Frank Rosenblatt a byla vytvoøena jako
model pro postup, pøi kterém lidský mozek zpracovává obraz a sna¾í
se identikovat pøedmìt. Posléze se zaèalo vyu¾ívat toho, ¾e jsou UNS
schopny samy vytváøet vzorce a samy se uèit. Tohoto je vyu¾ito pro
mnoho rùzných odvìtví, jako napø. : energetika, medicína, telekomuni-
kace, prùmysl, nanènictví a bankovnictví, meteorologie, doprava, geo-
logie, astronautika, obchod,. . .atd., kde se UNS dosud vyu¾ívají. Pokud
bychom chtìli najít jednotnou denici termínu UNS, tak bychom hledali
marnì. Jednou z nejpravdìpodobnìj¹ích denicí by byla vydaná americ-
kou spoleènosti DARPA. Tato denice která øíká, ¾e: "Neuronová sí» je
systém sestávající z mnoha jednoduchých procesorù, pracujících para-
lelnì, jejich¾ funkce je denována strukturou sítì, intenzitou propojení a
zpracováním ve výpoèetních elementech , nebo uzlech." [19]
Základní pojmy Umìlých neuronových sítí
Model biologické neuronové sítì Hlavním stavebním prvkem mozku je
nervová buòka èili neuron. Mozek obsahuje okolo 100 miliard neuronù,
jejich¾ velikost je 0; 001{0; 005 milimetru v prùmìru a z nich¾ vystupuje
nìkolik dendritù a jeden axon. Ka¾dý z dendritu se vìtví podobnì jako
strom. Axon zùstává stejný, a¾ ve své poslední èásti se dìlí a jeho konce
se pøichycují k bunìènému tìlu èi na dendrity jiného axonu. Synapse je
místo, kde je neuron v kontaktu s vìtvením axonu jiné buòky. Ka¾dý
neuron vysílá svým axonem informace jiným neuronùm. Pro lep¹í pocho-
pení je na Obr. 6.1. zobrazen biologický vzor neuronu s nejdùle¾itìj¹ím
popisem.
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Obr. 6.1: Biologický vzor mozku pøevzato z [19]
Soma { tìlo neuronu s bunìèným jádrem
Dendrity - výbì¾ky vedoucí vzruchy smìrem k buòce (délka 1{3mm, 10000
vstupu)
Axon { výstup z neuronu (nìkolik mikrometrù { délka a¾ 100cm)
Ranvierovyzezy - neboli opakovaè na vedeních
Synapse { zprostøedkují informaèní styk mezi navzájem spolupracujícími
neurony = informaèní rozhraní (elektrochemické vazby)
Matematický model neuronu si lze pøedstavit jako matematickou funkci
do které vstupuje n-rozmìrný vektor parametrù (vstupních signálù). Vý-
stupem je pak m-rozmìrný skalár (výstupního signálu). Ka¾dý model
neuronu obsahuje dvì funkce. Obvodovou (net function) a aktivaèní funkci
(activation function). Obvodová funkce poskytuje informace o tom, v jaké
závislosti budou uvnitø elektronu kombinovány vstupní parametry. Ak-
tivaèní funkce jsou èasto pøipodobòovány k pøenosovým funkcím, které
známe z teorie obvodù [19].
6.1 Principy uèení umìlých neuronových sítí a je-
jich rozdìlení
Abychom byli schopni neuronových sítí vyu¾ít, je také dùle¾ité vìdìt,
co se dìje pøi procesu uèení. Jak poznat, jestli se ubíráme správným
smìrem èi nikoliv. V této podkapitole bude popsán proces uèení. Pojmy
uèení a pamì» jsou spjaty s mo¾ností pøizpùsobovat se vstupním podnì-
tùm. Tato vlastnost se nazývá plasticita synapsí. Je zpùsobena eliminací,
nebo posilováním synapsí. U UNS se procesu uèení øíká trénink a lze
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Obr. 6.2: Dìlení zpùsobu uèení UNS pøevzato z [19]
jej denovat jako modikaci synaptických vah a prahu podle zvoleného
algoritmu uèení. Základními charaktery uèení jsou:
 výbìr charakteristických rysù a zku¹eností ze vstupních signálù
 nastavení parametrù UNS tak, aby odchylka mezi po¾adovaným a
skuteèným výstupem pøi odezvì na soubor byla minimální
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6.2 Samoorganizující se neuronové sítì
Základním impulzem pro vytvoøení tohoto druhu neuronové sítì, bylo do-
sáhnout podobnosti s fungováním lidského mozku. Lidský mozek pøíjímá
ze svého okolí informace, které lze chápat jako vektory o rùznì velkých
dimenzích. Tyto vektory jsou pak zpracovávány a postupnì redukovány
(odstranìny) nepotøebné informace. SOM pracují na toto¾ném principu.
Z vícedimenzionálních vstupních dat jsou vybrána ta data, která se jeví
jako nejdùle¾itìj¹í pøenositel informace. Tento proces je základním zpù-
sobem zpracování informací v pøírodì a lze tedy konstatovat, ¾e SOM
zpracovává data toto¾nì jako vìt¹ina organizmù v pøírodì. Funkce SOM
je zalo¾ena na soutì¾ním uèení, kdy v¹echny neurony pøijímají stejná
data a pouze jeden nejpodobnìj¹í neuron se stává vítìzem. Hodnoty ko-
lem vítìzného neuronu mívají podobné hodnoty a tvoøí clustery (shluky).
Procesu, kdy se neuronové sítí pøedkládají vstupní data, se nazývá tréno-
vání. Bìhem trénování se mìní struktura NS podle pøedem denovaných
pravidel, které jsou zadávány na poèátku trénovaní. Bìhem procesu tré-
nování jsou uchovávány nejdùle¾itìj¹í vazby a ménì dùle¾ité vazby jsou
odstraòovány. Jedná se tedy o kompresi informací. Proces trénování musí
být zastaven ve správný okam¾ik, aby nedo¹lo k pøetrénování. Pøetréno-
vání se rozumí takový okam¾ik, pøi kterém by NS dùle¾itým informacím
pøikládala u¾ men¹í váhu a soustøedila by se na nepodstatné informace.
Pro testování NS se u¾ívají datá, které nebyla souèástí trénovacích dat.
Vyu¾ití SOM lze nalézt v mnoha oblastech lidské èinnosti. Jako pøí-
klad lze uvést klasikace dat, jejich kompresi a také mo¾nost vizualizace.
Nejznámìj¹ím typem SOM jsou Kohonenovy SOM, které jsou nazvány
podle prof. Teuvo Kohonena z Helsinské technické univerzity. Na rozdíl
od vìt¹iny ostatních neuronových sítí se SOM øadí do skupiny algoritmù
s uèením bez uèitele (síti nejsou v prùbìhu uèení pøedkládána data s po-
¾adovanými hodnotami).
Existuje i metoda, která má informaci o pøiøazení do urèité skupiny
dat a dle tohoto zaøazení se v ní hledají podobnosti. Jedná se o metodu
SSOM, která má oproti klasické SOM pravidelnou møí¾ku. Tento druh
algoritmu má pøi gracké prezentaci zøetelnìj¹í hranice. Výsledek natré-
nované sítì bývá prezentován pomocí U-matice. U-matice bývá vìt¹inou
prezentována ve ¹kále ¹edi, kde tmavé oblasti mezi neurony reprezentují
velké vzdálenosti tj. mezery a tím pádem hranice mezi oblastmi. Svìtlé
oblasti pak oblasti blízké tzn. shluky (clustery).
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Pro správné pochopení jak SOM fungují je potøeba si ka¾dý parametr
popsat, abychom mìli pøedstavu, jakým zpùsobem ovlivòují výsledek.
Møí¾ka mapy Ka¾dý neuron je propojen se svými sousedy pomocí møí¾ky








Obr. 6.3: Topologie møí¾ky pøevzato z [16]
Obr. 6.4: Tvar møí¾ky zleva: sheet, cylinder, toroid pøevzato z [16]
Doporuèením je volit hexagonální møí¾ku, která nepreferuje ani horizon-
tální ani vertikální smìry. Tvar møí¾ky se nejèastìji volí jako dvouroz-
mìrná, ostatní dva typy møí¾ky bývají voleny tam, kde pøedpokládáme
¾e se budou vyskytovat data kruhovitého tvaru. Doporuèením je, aby
jedna hrana byla del¹í ne¾ druhá. Jako pøíklad lze uvést velikost møí¾ky
[15 10]. Nìkde se doporuèuje tvar møí¾ky volit ètvercovì, zejména kvùli
vizualizaci.
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Obr. 6.5: Tvar møí¾ky zleva: sheet, cylinder, toroid pøevzato z [16]
Obr. 6.6: Ovlivnìné sousední neurony pøevzato z Matlab help
6.2.1 Funkce souseda
Tato funkce pøedstavuje situaci, kdy pøeddenované okolí je zmìnìno v
plném rozsahu hodot. Okolí le¾ící tìsnì za touto hranici není zmìnou




V této funkci je také nastavováná hodnota vzdálenosti sousedù, kteøí
budou ovlivnìni pøi nalezení a zmìnì vítìzného neuronu. Tato hodnota
se mìní v prùbìhu trénování z vy¹¹ích hodnot k hodnotám ni¾¹ím. Je tím
docílená prvotní plasticita tvaru neuronové sítì a po èásteèném ustálení
dostateèná tuhost.
6.2.2 Algoritmus SOM






Poèet neuronù by mìl byt volen tak velký, aby se co nejvíce blí¾il poètu
trénovacích vektorù vstupujících do neuronové sítì. Nemìlo by ov¹em
dojít k pøekroèení poètu neuronù nad poèet vstupních vektorù. Pøi po-
ètu neuronù pøekraèujících hodnotu 1000 se stává výpoèetní proces velice
výpoèetnì nároèným a stává se nevhodným pro vìt¹inu aplikací. Dopo-
ruèovaná hodnota poètu neuronù je daná dle [som], vztahem : 5  sqrt(n),
kde n pøedstavuje poèet vzorù vstupujicích do sítì.
6.2.3 Inicializace
Inicializace, neboli nastavení poèáteèních hodnot lze u SOM provést tøemi
zpùsoby.
 inicializace náhodnými èísly
 inicializace, která pou¾ívá inicializaèní vzorky
 lineární inicializace.
Náhodná inicializace se pou¾ívá tam, kde o vstupním signálu víme pøíli¹
málo, nebo vùbec nic. Inicializace s inicializaèními vzorky je výhodná v
tom, ¾e vzorky le¾í ve stejném vstupním prostoru s daty. Díky poslednímu
druhu inicializace (lineární) mù¾eme dosáhnout rozpínání SOM do pro-
storu s nejvýznamnìj¹ím podílem energie. Je to dáno tím, ¾e vstupní data
korespondují nejpøesnìji s vlastními daty. To je výhodné jen tehdy, kdy¾
o zpracovávaném tématu hodnì víme. Pokud SOM pou¾íváme hlavnì
proto, ¾e neznáme zaøazení jednotlivých trénovacích hodnot, pak je vý-
hodnìj¹í pou¾ít inicializaci náhodnými èísly.
6.2.4 Proces trénování
Asi nejdùle¾itìj¹ím procesem je proces trénování. Tento proces je èasovì
i výpoèetnì velice nároèný. Pøi procesu trénování jde o to, ¾e jsou NS
postupnì pøedkládány trénovací data, které se zobrazují v mapì. Pøi ka¾-
dém tomto zobrazení se vypoèítává nejbli¾¹í neuron, který nejvíce odpo-
vídá vstupnímu vzoru. Tento neuron je oznaèen jako vítìz a jeho hodnoty
spolu s hodnotami sousedních neuronù jsou pøenastaveny tak, aby se co
nejvíce blí¾ily hodnotám vstupního vzoru. Nejbli¾¹í neuron se nejèastìji
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poèítá podle Euklidovy vzdálenosti. Vítìzný neuron je obvykle oznaèován
jako BMU. Pro správný výpoèet BMU je dùle¾ité, aby v¹echny vektory
byly normovány tzn. vzdálenost mezi hodnotami v extrémech funkce by
mìly být stejné. Pokud by toto nebylo provedeno, pak by se nejvy¹¹í
dùle¾itost pøikládala dimenzi s nejvy¹¹ím rozdílem mezi maximální a mi-
nimální hodnotou funkce. Na obr. 6.7. lze vidìt zmìnu (update), která se
provádí pøi nalezení vítìzného neuronu (BMU). V obrázku x znaèí místo,
kde se zobrazí (promítnou) vstupní data. Plnou èarou jsou znaèeny to-
pologické vazby mezi neurony pøed úpravami. Pøeru¹ovanou èarou jsou
zobrazeny novì upravené vazby mezi neurony. Vítìzným neuronem, jak
je patrné z obrázku, se stane neuron pod vstupními daty vlevo od sym-
bolu x\, proto¾e je nejblí¾e. Z tohoto pohledu je patrné, ¾e nastavením
vstupních parametrù, jako jsou poèet ovlivòovaných sousedních neuronù,
by pøi trénování vedl k odli¹ným výsledkùm. Pokud by bylo okolí vítìze
voleno pøíli¹ velké, pak by se v ka¾dém kroku mìnilo velké mno¾ství hod-
not a proces by byl velmi zdlouhavý. Pokud by ov¹em bylo okolí volené
pøíli¹ malé, pak by se mohlo stát, ¾e budeme mít mnoho malých separova-
ných oblastí (clusteru). Tyto oblasti se vyznaèují vy¹¹í hustotou neuronù
v tomto místì, oproti jiným místùm v mapì.
Obr. 6.7: Zmìna møí¾ky pøi nalezení vítìzného neuronu pøevzato z [16]
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6.2.5 Trénovací parametr
Jedná se o funkci, která nám vypovídá o tom, v jaké èástí trénování se
proces nachází. Pokud je trénování na poèátku, pak je hodnota tohoto pa-
rametru blízká 1, na konci trénování pak 0. Tento parametr tedy nabývá
hodnot 0  1. Tato funkce mù¾e mít rùzný prùbìh podle toho, jestli jsou
pøedkládaná data závislá na èase èi nikoliv. V somtoolboxu, který je pou-
¾it v této práci, jsou pøeddenovány tøi prùbìhy trénovacího parametru,
jejich prùbìhy jsou vidìt na obr. 6.6.
 lineární
 inverzní v èase
 power series
Obr. 6.8: Trénovací funkce Lineární (èervená), Inverzní v èase (modrá) a Power serie
(èerná) pøevzato z [16]
Délka trénování by mìla být pøinejmen¹ím 10 kráte del¹í, ne¾ je poèet
vzorkù pou¾itých pro trénování [toolbox]. Na poèátku trénování by mìla
být møí¾ka co nejvíce pøizpùsobivá (elastická) a na konci trénovaní by
zmìny mìly být pøizpùsobeny co nejménì (møí¾ka tuhá). Vìt¹inou se
proces trénování rozdìluje na dvì fáze. V první fázi by mìla být møí¾ka
nastavena na co nejvíce elastickou (s velkým poètem ovlivnitelných sou-
sedních neuronù). V druhé fázi by pak mìla být møí¾ka ménì elastická
(ovlivnìní pouze vítìzného neuronu), hodnota klesá k 0. V [16] je do-
poruèeno, aby byla druhá fáze trénování ètyøikrát del¹í ne¾ fáze první.
Pokud je vybrán Lineární prùbìh trénování, pak je první fáze pøeskoèena
a zaèíná se a¾ s fází druhou. Doporuèená hodnota pøi poèátku trénování
je denovaná vztahem (Neighborhood radius): max(msize)=4
Doporuèená hodnota trénovacího parametru (Training rate) by mìla
zaèínat u první fáze na hodnotì 0:5 a u druhé fáze na hodnotì 0:05 [16].
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6.2.6 Trénovací algoritmus
Tento algoritmus nám urèuje, zda je topologie upravená v¾dy po pøedlo-
¾ení jednoho prvku (on-line), nebo a¾ po pøedlo¾ení v¹ech prvkù bìhem





Nejèastìji se vyu¾ívá batch algoritmus z dùvodu jeho rychlej¹ího výpoètu
v prostøedí Matlab. Jeho výsledky jsou vìt¹inou lep¹í ne¾ výsledky jiných
algoritmù. Pøi trénování pomocí batch algoritmu jsou nejprve spoèítány
v¹echny vzdálenosti a pak se teprve hledá minimální hodnota, která se
následnì stává BMU. V sekvenèním algoritmu se naopak spoèítá vzdále-
nost pro jeden vstupní vektor a s ním se porovnává následující hodnota.
Rychleji konverguje sekvenèní alg.
Po v¹ech doporuèeních je potøeba pøipomenout, ¾e v¹echny pøedna-
stavené a doporuèené hodnoty jsou pouze obecné a zále¾í na konkrétní
aplikaci, pro kterou bude tento algoritmus pou¾it. Je proto potøeba ex-
perimentovat.
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7 PRAKTICKÁ ÈÁST PRÁCE
Praktická èást diplomové práce byla vytvoøena v programu Matlab. Jako
základ pro práci byla zvolena berlínská databáze, která obsahuje kvalitní
nahrávky. Databáze obsahuje celkem 7 emoèních stavù. V databázi je
obsa¾eno více ne¾ pìtsettøicet promluv, které jsou namluveny 5 mu¾i a
5 ¾enami v 10 rùzných vìt. Ka¾dá nahrávka byla pøedlo¾ena 20 poslu-
chaèùm, kteøí mìli po poslechnutí klasikovat nahrávku do jednoho ze
sedmi emoèních stavù. Pokud nahrávka byla klasikována více ne¾ èty-
øikrát ¹patnì, byla odstranìna. Dal¹í informace o databázi lze získat z
internetové adresy [3] , odkud ji lze i stáhnout. Prostøední sloupec obsa-
huje První písmeno Pùvodního nìmeckého stavu, které je v¾dy obsa¾eno
v názvu souboru Jednotlivé nahrávky jsou oznaèeny dvìma èísly a písme-
nem. První èíslo odpovídá øeèníkovi, druhé oznaèuje promluvu a písmeno
je zkratka pro daný emoèní stav. Pøehled zkratek emoèních stavù s pù-
vodním nìmeckým, dále anglickým a èeským pøekladem je vidìt v tabulce
na obrázku 7.1.
Obr. 7.1: Pøehled emoèních stavù : anglicky, nìmecky, èesky
7.1 Parametrizace databáze
Prvním souborem, který je potøeba spustit, je soubor parametrizace.m,
který si v první èásti naète obsah aktuálního adresáøe obsahujícího na-
hrávky z Berlínské databáze (celkem 541 souboru). Postupnì jsou v cyklu
provádìny jednotlivé matematické operace. Pro ka¾dý soubor jsou vypoè-
teny hodnoty popis, F0, En, ZCR, MFCC, které jsou ulo¾eny v promìnné
Data. Struèný popis ovládání lze nalézt v pøíloze A. Èást popis obsahuje
numerické hodnoty "1-7" získané z názvu souboru. Dále je vypoèteno
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v¾dy 10 statistických hodnot, které jsou uvedené v kapitole 5.5. kromì
energie, kde je je¹tì pøidán parametr rozdílu maximální a minimální hod-
noty v decibelech. Hodnoty MFCC jsou vypoèteny jako støední hodnota
pro v¹echny rámce. Celkem tedy promìná Data, která je výstupem, ob-
sahují matici o velikosti A x 42, kde A je poèet klasikovaných souborù
a 42 je poèet pøíznakù. Kompletní textový pøehled pøíznakù lze nalézt v
pøíloze B.
7.2 Redukce mno¾iny pøíznakù
Pro redukci mno¾iny pøíznakù bylo vyu¾ito skriptu L2H redukce. Tento
skript otestuje metodu hledání podle rozptylu, která je popsána v ka-
pitole 4.2.1. jen s tím rozdílem, ¾e nejlep¹í pøíznaky nabývají nejvy¹-
¹ích hodnot. Uvedené výsledky platí pro databázi (POUZIVANA DA-
TABAZE.mat). Na obrázku 7.2 je vidìt vzájemné porovnání nejlep¹ích
pøíznakù. X-ová osa reprezentuje pozici pøíznakù a y-ová reprezentuje
kvalitu. Ka¾dá emoce je porovnávána s neutrální promluvou. Z obrázku
Obr. 7.2: Kvalita pøíznaku
je zøejmé, ¾e nejhor¹í pøíznaky pro výbìr vykazuje projev nudy. Nejvíce
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kvalitních pøíznakù (nad hodnotu 0.5) vykazují emoèní stavy : vztek, ra-
dost, strach. Jako nejvhodnìj¹í byly vybrány tyto pozice pøíznakù: Jejich
slovní popis najdete v pøíloze B. Zde jsou uvedeny pouze èíslelné pozice
dle jejich nejèastìj¹ího zastoupení. Jsou jimi pøíznaky z pozice 28, 32,
38, 34, 22, 41, 3, 16 . Po nìkolika testech bylo zji¹tìno, ¾e pøi takto vy-
braných pøíznacích SOM vykazuje hor¹í výsledky, ne¾ pøi trénování se
v¹emi 41 pøíznaky. Proto tato redukovaná mno¾ina nebyla zahrnuta do
prezentovaných výsledkù.
7.3 Namìøené hodnoty
V¹echna mìøení se provádìly v programu Emoce, který byl vytvoøen
jako souèást DP a je umístìn na pøilo¾eném CD. Jeho návod lze nalést v
pøíloze A. Pro závìreèné zhodnocení byla celá databáze rozdìlena na dvì
testovací mno¾iny. Bylo to uèinìno proto, aby bylo dobøe prezentovatelné,
¾e výsledky, kterých lze dosáhnout, jsou velice ovlivnìny tím, s jakými
konkrétními daty se pracuje. Zde prezentované výsledky byly vytvoøeny
z pøilo¾eného souboru s názvem: POUZIVANA DATABAZE.mat, která
je pøilo¾ena na CD. První test nalezení nejlep¹ího nastavení pro první,












V tomto testu jsou prezentovány nejlep¹í nalezené výsledky, které byly
vytvoøeny s daty obsa¾enými v souboru POUZIVANA DATABAZE.mat
s pomìrem trénovací a testovací matice 5:2. Z toho bylo pou¾ito 373
vektoru pro trénování a 153 pro testování. Poèet pøíznakù obsa¾ených
v databázi je 41. Pozn. X oznaèuje, ¾e trénování Rough nebylo pou¾ito
Obr. 7.3: Pøehled nejlep¹ích nalezených hodnot
V¾dy bude pod sebou zobrazení rozlo¾ení neuronu v møí¾ce a následnì
tabulkdy obsahující procentuální hodnoty Neurony, které jsou zobrazeny
èernou barvou neobsahují popisek, proto¾e nebyly vybrány jako nejlep¹í
pro ¾ádný z trénovacích vektorù. Na obr. 7.4 jsou ¹edou barvou zobrazeny
neurony, které byly pøi testování ¹patnì klasikovány.
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Obr. 7.4: Zobrazení rozlo¾ení neuronu v møí¾ce pro I skupinu emocí
Obr. 7.5: Tabulka úspì¹nosti pro I skupinu emocí (procentuální)
Tato skupina vykazovala hodnoty úspì¹né klasikace 84%
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Obr. 7.6: Zobrazení rozlo¾ení neuronu v møí¾ce pro II skupinu emocí
Obr. 7.7: Tabulka úspì¹nosti pro II skupinu emocí (procentuální)
Tato skupina vykazovala hodnoty úspì¹né klasikace 75%
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Obr. 7.8: Zobrazení rozlo¾ení neuronu v møí¾ce pro v¹echny emoce
Obr. 7.9: Tabulka úspì¹nosti pro II skupinu emocí (procentuální)
Pro v¹echny emoèní stavy úspì¹nost klasikace klesla k hodnotì 52%
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Výsledky druhého testu
V tomto testu jsou prezentovány výsledky pøi zmìnì volby Neighbour-
hood func (funkce souseda). V¹echny ostatní hodnoty byly ponechány.
Byl v¾dy zmìnìn jen tento jediný parametr.
Obr. 7.10: Závislost nastavení funkce Neighbourhood
Výsledky tøetího testu
V testu jsou prezentovány výsledky pøi zmìnì parametru Length func
(délka trénování). Ostatní parametry byly opìt ponechány jako u pøed-
chozího testu. V popisech je napsan poèet prvkù, který mno¾ina obsaho-
vala.
Obr. 7.11: Závislost nastavení délky trénování
Ze závislosti je patrné, ¾e nejlep¹ích výsledkù dosahuje hodnota, která
je blízká jedné polovinì celkového poètu prvkù v databázi. V¹echny uve-
dené výsledky se vztahují k lineárnímu typu trénování. Náhodný typ zde
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nebyl uveden, proto¾e výsledky tohoto typu byly v¾dy pro stejné nasta-
vení rùzné (celá mapa byla jinak nainicializována jinými hodnotami). Cel-
kovì lze tvrdit, ¾e s tímto typem inicializace lze nìkdy mo¾na dosáhnout
lep¹ích výsledku (jednotky procent), ale pøevá¾nì tento typ trénovaní
vykazoval hor¹í výsledky (v øádu a¾ desítek procent), ale pøi opakova-
ném tréninku nebude nikdy dosa¾eno stejných výsledkù. Sekvenèní typ
trénování vykazuje del¹í trénovací èasy. Obsahuje také vy¹¹í poèet na-
stavovacích parametrù, které se na výsledku podílí. Tento trénovací typ
nebyl pøíli¹ dùkladnì prozkoumán. Jak je z tabulky 1 zøejmé, Rough
(hrubé) trénování nebylo nikdy pou¾ito. Je to pravdìpodobnì proto, ¾e
mapy, na kterých bylo provádìno testování, mìly malé rozmìry a nasta-
vování plastické\ møí¾ky vedlo k pøesunu neuronu do míst, ze kterých u¾
se v prùbìhu trénování Finetune (závìreèné) nepøesunuly na vhodnìj¹í
místo v mapì. Funkce radius initial ovlivòuje poèáteèní vzdálenost okolí
sousedních neuronù od BMU, na kterém se zmìny mají provádìt. Funkce
radius nal ovlivòuje koneènou vzdálenost okolí sousedních neuronù od
BMU, na kterém se zmìny mají provádìt. Funkce training length ur-
èuje kolikrát budou pøedlo¾eny trénovací data NS. V závìru lze dodat,
¾e jako nejlépe klasikované emoèní stavy lze pova¾ovat smutek (83%),
vztek (80%) a neutrální proslov (65%). Je zajimavé, ¾e tyto stavy se ne-
shodují se stavy, které vykazovaly nejlep¹í pou¾itelné pøíznaky uvedené




Cílem diplomové práce bylo otestovat mo¾nost pou¾ití samoorganizujících
se neuronových sí»í ke klasikaci emocí z øeèového signálu. K tomuto byla
vyu¾ita berlínská databáze, která obsahuje pøes pìtsettøicet promluv.
Poèty jednotlivých promluv se u ka¾dého stavu li¹í z dùvodu ¹patného
rozpoznání posluchaèi.
V teoretickém rozboru je struènì popsán proces tvorby øeèového sig-
nálu. Následuje kapitola, která se zabývá popsaním emoèních stavù èlo-
vìka, jejich vznikem a struèným popisem parametrù, podle kterých by
mohlo být provádìno rozpoznávání. V dal¹í èásti je popsán teoretický mo-
del procesu klasikáce emoèních stavù se v¹emi jeho bloky. Jako základní
pøíznaky byly vybrány frekvence základního tónu øeèi, energie, poèet prù-
chodù nulovou hodnotou a melovské kepstrální koecienty. Jedná se o
pøíznaky, které jsou nejèastìji zmíòovány v literatuøe. V celém procesu
rozpoznávání emocí je jedním z klíèových prvkù klasikátor. V tomto pøí-
padì SOM, který je popsán teoreticky v dal¹í kapitole spolu s rùznými
doporuèeními.
V kapitole Praktická èást jsou prezentovány dosa¾ené výsledky pomocí
programu, které byly vytvoøeny v této práci. Jsou jimi program Para-
metrizace, který umo¾òuje z databáze vytvoøit pøíznaky. Jako základní
pøedpøipravené mo¾nosti pøíznakù jsou frekvence základního tónu øeèi,
energie, poèet prùchodù nulovou rovinou a melovské kepstrální koeci-
enty. Dal¹í mo¾nosti tohoto programu dovolují doprogramovat si vlastní
sadu pøíznakù.
Dal¹ím programem je pak program Emoce. Tento program z parame-
trizovaného souboru, vytvoøeného v první èásti dovoluje vybrat pouze
urèité emoèní stavy a ty nechat klasikovat pomocí SOM. Výsledky jsou
prezentovány ve formì zobrazení neuronové sítì a tabulky zobrazující
procentuální úspì¹nost klasikace jednotlivých stavù.
Jako zhodnocení lze uvést, ¾e výsledky jsou velice závislé na konkrét-
ních datech a zpùsobu nastavení SOM. Pro mo¾nost prezentace výsledkù
byly vytvoøeny tøi rùzné kombinace porovnávaných emoèních stavu Pro
první mno¾inu stavù se jednalo o kalsikaci stavu neutrálního, radosti a
vzteku. Druhá mno¾ina obsahovala strach, smutek, nudu a znechucení.
Do poslední mno¾iny byly zaøazeny v¹echny emoèní stavy. Nejlep¹í do-
sa¾ený výsledek pro první kombinaci byl 84 % , pro druhou kombinaci
75 % a pro v¹echny emoèní stavy pak úspì¹nost klesla k hodnotì 52 % .
V¹ech tìchto výsledkù bylo dosa¾eno pøi rùzném nastavení. Nelze proto
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zhodnotit, jaké nastavení vede k nejlep¹ím výsledkùm. Z celkových vý-
sledkù lze jen tvrdit, ¾e projev smutek, vztek a neutrální proslov byly
klasikovány v¾dy s nejvy¹¹í pøesností a projev nudy vykazoval nejhor¹í
procentuální úspì¹nost.
Závìrem lze dodat, ¾e tyto programy lze pou¾ít i k dal¹í práci. Napøí-
klad mírnými úpravami lze tyto programy vyu¾ít jako klasikátory pro
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9 ZKRATKY
BMU Best match unit vítìzný neuron
BNS Biologická neuronová sí»
GSS Gausovy smí¹ené modely
NS Neuronová sí»
SOM Samoorganizující se neuronové sítì
SMM Skryté Markovy modely
STT Speach to text pøedod mluvené øeèi do textové podoby






Cluster malá oblast s velkým výskytem podobných hodnot
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A PØÍLOHA A { OBSLUHA PROGRAMU
Program byl vytvoøen v Matlabu verze 7.9.0 (R2009b), který pravdì-
podobnì nebude kompatibilní se star¹ími verzemi, proto¾e ty neobsahují
nìkteré funkce, které byly potøeba pøi tvorbì Grackého rozhraní, napø.
zobrazování tabulky. Program je rozdìlen na dvì èásti. Jedná se o èást
pro parametrizaci hudebních (wav) souborù a o èást slou¾ící ke klasi-
kaci pomocí SOM NS a zobrazování jejich výsledkù. Nejdøíve je nutné
nastavit Matlab na aktuální adresáø, ve kterém se programy nacházejí
(PC : SOMLabtvorbadatabaze). První èást se provádí spu¹tìním souboru
parametrizace.m , kdy se zobrazí okno, které je vidìt na Obr A.1. Nejprve
Obr. A.1: Okno programu parametrizace
je nutné zvolit, kolik souborù máme pøipraveno k parametrizaci. Z Ber-
linské databáze bylo pou¾ito celkem 523 souborù. Pøi parametrizaci nì-
kterých souborù docházelo k chybám a proto byly odstranìny. Proto¾e
program byl tvoøen za úèelem parametrizace této databáze, musí být pro
parametrizaci jiné databáze dodr¾eno nìkolik pravidel, aby v¹e probìhlo
úspì¹nì. Soubory se musí vyskytovat na zaèátku adresáøe. Toho docílíme
napø. pøidáním èíslice pøed pùvodní název souboru.
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Pro rozli¹ení o jakou emoci se jedná, musí být ve jménu souboru obsa-
¾eno písmeno dle konkrétního zaøazení z této tabulky zobrezené na obr.
A.2.: Napøíklad jedná-li se o soubor obsahující emoèní stav strach, pak je
Obr. A.2: Pøehled názvù emoèních stavù
nutné do jména souboru pøidat velké písmeno A\ Pøi za¹krtnutí jednotli-
vých tlaèítek budou do parametrizovaných dat pøidány informace, které
jsou zvoleny. Pøehled jednotlivých parametrù je uveden v pøíloze B. Po-
slední zatrhávací tlaèítko Vlastní\ obsahuje volbu vlastního parametru,
který lze vlo¾it do souboru L1Vlastni.m. Výstupem souboru L1Vlastni.m
musí být øádkový vektor, který musí mít pro ka¾dý soubor stejnou délku.
Po stisknutí tlaèítka Parametrizuj se databáze parametrizuje. Èas, za
jaký je parametrizace provedena, je závislý na poètu souborù a slo¾itosti
výpoètù. (523 souborù Berlinské databáze se v¹emi 4 pøedpøipravenými
hodnotami trval pøibli¾nì minutu). Po parametrizaci a stisknutí tlaèítka
Ulo¾ se výsledek ulo¾í do mat souboru, jeho¾ název bude zadán. Druhá
èástprogramu se nachází v jiném adresáøi, proto je potøeba zmìnit cestu,
napøíklad na (PC : SOMLabsom) a zadáním pøíkazu Emoce.m. Nejprve je
nutné naèíst parametrizovanou databázi tlaèítkem Naèti Databázi (pøe-
vá¾nì se jedná o soubor, který byl vytvoøen v první èásti) a následnì
vybrat alespoò 2 ze 7 stavù, které chceme porovnávat. Dal¹ím parame-
trem, který je potøeba zadat, je pomìr mezi trenovací a testovací mno-
¾inou. Tato hodnota je pøednastavena na pomìr 5:2. Pokraèujeme stisk-
nutím tlaèítka Tvorba testovacích dat. Následuje krok inicializace, který
pøednastaví optimální velikost mapy vzhledem k poètu prvkù pou¾itých
k trénování. Následuje volba parametrù, které jsou potøebné k tréno-
vání (jsou umís»ìny v oblasti Trénink). Mezi hodnoty, které se mohou
nastavovat patøí: Nighbourhood func (funkce souseda), hodnoty Rough
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Obr. A.3: U¾ivatelské prostøedí funkce Emoce
(hrubého tréninku) a hodnoty Finetude (závìreèného tréninku). Radius
initial pøedstavuje hodnotu vzdálenosti od BMU, která má být upravo-
vána na poèátku tréninku. Hodnota Radius nal pak hodnota na konci
tréninku. Training length pak poèet opakování pøedkládaných dat. Po
v¹ech nastaveních je potøeba zvolit, jestli se bude trénovat pouze s hod-
notami Finetude, nebo dvoufázovì tzn. i s hodnotami Rought tréninku.
Po v¹ech tìchto nastaveních je tøeba zvolit mo¾nost testování buï KSOM,
nebo Supervised SOM. Po stisknutí jednoho z tìchto tlaèítek je sí» natré-
novaná a výsledky jsou zobrazeny v pravé èásti programu. V horní èásti
je vidìt natrénovaná mapa a v dolní èásti tabulka procentuální úspì¹nosti
natrénovaných hodnot. V tabulce jsou na øádcích uvedené emoèní stavy,
které jsou mapì pøedkládány a ve sloupcích je uvedené zaøazení do jed-
notlivých emoèních stavù, kde napøíklad `1' znamená neutrální stav. Po-
stupuje se postupnì, tak jak jsou emoèní stavy uvedeny v oblasti Emoèní
stavy v levé èásti programu. Po stisknutí tlaèítka Zobraz chybné stavy se
v oblasti mapy zobrazí ¹edou barvou neurony, které byly ¹patnì klasi-
kované jako správné.
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B PØÍLOHA B { JMENÝ SEZNAM POZIC V
PROMÌNÉ DATA
1 Popis emoèního stavu (hodnoty 1-7)
2 Hodnota maximálního parametru F0
3 Pozice hodnoty maximálního parametru F0
4 Hodnota minimálního parametru F0
5 Pozice hodnoty minimálního parametru F0
6 Rozdíl mezi maximální a minimální hodnotou parametru F0
7 Støední hodnota ze v¹ech parametrù ve v¹ech rámcích F0
8 Smìrodatná odchylka ze v¹ech parametrù ve v¹ech rámcích F0
9 Koecient variability vstupní hodnoty F0
10 Rozptyl vstupních hodnot F0
11 Smìrodatná odchylka vstupních hodnot F0
12 Hodnota maximálního parametru Energie
13 Pozice hodnoty maximálního parametru Energie
14 Hodnota minimálního parametru Energie
15 Pozice hodnoty minimálního parametru Energie
16 Rozdíl mezi maximální a minimální hodnotou parametru Energie
17 Støední hodnota ze v¹ech parametrù ve v¹ech rámcích Energie
18 Smìrodatná odchylka ze v¹ech parametrù ve v¹ech rámcích Energie
19 Koecient variability vstupní hodnoty Energie
20 Rozptyl vstupních hodnot Energie
21 Smìrodatná odchylka vstupních hodnot Energie
22 Rozdílu maximální a minimální hodnoty Energie v decibelech
23 Hodnota maximálního parametru ZCR
24 Pozice hodnoty maximálního parametru ZCR
25 Hodnota minimálního parametru ZCR
26 Pozice hodnoty minimálního parametru ZCR
27 Rozdíl mezi maximální a minimální hodnotou parametru ZCR
28 Støední hodnota ze v¹ech parametrù ve v¹ech rámcích ZCR
29 Smìrodatná odchylka ze v¹ech parametrù ve v¹ech rámcích ZCR
30 Koecient variability vstupní hodnoty ZCR
31 Rozptyl vstupních hodnot ZCR
32 Smìrodatná odchylka vstupních hodnot ZCR
33-42 Støední hodnoty pro v¹ech 10 rámcù MFCC
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10. Směrodatná odchylka vstupních hodnot 
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Součástí diplomové práce je program který je uložena na přiloženém CD. Na tomto CD 













V tomto adresáři jsou obsaženy balíky, které byly použivány během tvorby 
programu. Jedná se o balík SOM TOOLBOX a Berlínskou databázi atd. 
 
 
V kořenovém adresáři je uložen PDF soubor, který obsahuje DP. 
