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RESUME
Ce papier propose une méthode de représentation hiérarchique des
séquences d'images. Le niveau de base de la hiérarchie est une
segmentation spatiale. Ensuite les régions qui ont le même
mouvement ou la même texture sont progressivement fusionnées.
Plus nous montons dans la représentation plus les entités globales
deviennent accessibles. Cette représentation est suffisamment
flexible pour fournir des segmentations manipulables par les
utilisateurs et pour produire également un débit variable.
ABSTRACT
This paper presents a method for hierarchical representation of
image sequences. The lower level of hierarchy is a spatial
segmentation. Then the regions which have the same motion or the
same texture are progressively merged. The more we go up in the
representation the more global entities become accessible. This
representation is sufficiently flexible to provide segmentations that
users can manipulate and to provide a scalable bitrate too.
1 Introduction
La segmentation automatique des séquences d'images
animées est un problème complexe. De nombreux travaux
ont déja vu le jour. Nous pouvons par exemple citer la
segmentation par champs de mouvement [1], par
morphologie mathématique [2] ou par fusion de régions
spatio-temporelles [3].
La problématique abordée ici tente de répondre à ce but
de segmentation automatique tout en donnant la possibilité
de manipuler le contenu de ces images et de générer un débit
à transmettre variable.
Une hiérarchie de segmentations des images animées est
proposée ; elle permet de représenter leur contenu avec un
niveau de détail progressivement relaché. L'utilisateur peut
donc puiser dans cette panoplie de segmentations, chacune
d'elles représentant un débit de transmission propre.
Ce travail bénéficie du soutien du CCETT au titre du
marché 95ME20.
2 Schéma général
La hiérarchie proposée est purement ascendante. Elle
démarre par une segmentation spatiale [4], puis les régions
sont de plus en plus fusionnées. Le niveau haut de la
hiérarchie représente les plus grosses entités discernables
vis-à-vis du critère de fusion utilisé.
Le mouvement et la texture sont les deux caractéristiques
utilisées séparément ou conjointement dans cette étude. Pour
le mouvement le premier triplet de trames de la séquences










fig. 1: Schéma hiérarchique général
3 Segmentation hiérarchique basée
mouvement
3.1 Estimation de mouvement
L'estimateur de mouvement employé utilise un modèle
de mouvement linéaire simplifié (translation, divergence,
rotation). Une initialisation par mise en correspondance de
régions est employée. La méthode de descente du gradient à
gain adaptatif ainsi qu'une relaxation déterministe [5] sont
enchaînées.
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Deux autres techniques d'estimation sont ajoutées
également: la multirésolution [6] [7] et la bidirectionalité [8]
(estimation en amont et en aval). La première permet de
prendre en compte les mouvements de grandes amplitudes et
la seconde de gérer les phénomènes d'occultation venant
troubler l'estimation unidirectionnelle.
3.2 Critère de fusion de régions basé mouvement
Dans [3], un critère naturel de fusion basé sur l'erreur
quadratique moyenne de compensation de mouvement a été
proposé. Ce critère ne prend pas en compte la non
uniformité de comportement de l'erreur de compensation
entre les zones texturées et les zones lisses. Le procédé
d'acquisition des images ainsi que celui d'interpolation dans
l'estimation sub-pixelaire sont, entre autre, à l'origine de ce
phénomène.
Pour pallier à ce défaut, dans le nouveau critère de fusion
de régions l'erreur de compensation de mouvement est
divisée par la projection du gradient spatial dans la direction
du déplacement. Ce critère est appelé "critère spatio-
temporel d'homogénéité" et est indépendant de la texture:
CR θ( )= 1NR
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Dans cette formule, θ est le meilleur vecteur de
paramètre de mouvement entre le sens amont et aval de la
région R considérée ;  dp est le vecteur de déplacement
élémentaire au point p. NR est le nombre de points de la
région R. Le seuil s correspond au contraste texturel
perceptible (lié au bruit présent dans l'image).
3.3 Méthode hiérarchique de fusion de régions
basée mouvement
Cette nouvelle méthode est appelée "fusion par similarité
de bonne compensation de mouvement". Elle permet
d'analyser séparément les régions des couples de régions
adjacentes de sorte à éviter l'agglutination de régions. Pour
chacune de ces régions, le critère spatio-temporel
d'homogénéité est comparé avant et après fusion sur cette
même région. Le coefficient k permet de régler l'évolution
autorisée du critère:
CR1 θ12( )≤ CR1 θ1( )× k
et
CR2 θ12( )≤ CR2 θ2( )× k
(2)
La hiérarchie est donc créée en faisant évoluer k. Chaque
niveau hiérarchique correspond ainsi à un niveau de
compensation souhaité. L'évolution de k se rapproche d'une
évolution logarithmique de sorte à permettre une fusion plus
importante en terme de nombre de régions au début de la
hiérarchie et une fusion plus lente ensuite, la taille des
régions étant alors plus importante.
Dans cette méthode de fusion, un ordre de fusion a été
déterminé. Un balayage linéaire de la liste des régions a lieu
et chaque région est fusionnée avec la meilleure de ses
régions voisines si le couple de régions vérifie le critère de
fusion hiérarchique. La meilleure fusion possible correspond
à une décision mutuelle pour le couple en question. Cette
technique permet d'uniformiser les fusions sur toute la carte
de segmentation.
3.4 Pré-traitement
Un pré-traitement a été employé dans notre construction
hiérarchique de sorte à gagner du temps. Ce pré-traitement
est utilisé après la segmentation spatiale et permet donc de
constituer le premier niveau hiérarchique.
Pour chaque région faisant partie du couple considéré, le
critère de fusion doit vérifier une certaine qualité de
compensation:
CR θ( )≤ λ (3)
Ce seuil est déterminé de façon visuel pour qu'aucune
fausse fusion n'ait lieu.
4 Segmentation hiérarchique basée
"texture"
L'introduction de la texture dans une schéma de
représentation hiérarchique se justifie de plusieurs façons.
Cet attribut complète la modélisation des régions et peut
permettre de confirmer, infirmer ou modifier les décisions
de fusion de régions prises avec un autre attribut (ici le
mouvement). Certaines séquences sont également plus
adaptées à une segmentation texturelle qu'à un autre type de
segmentation.
Dans cette étude, le critère de fusion basé texture se
limite à une comparaison des valeurs moyennes des
luminances des couples de régions adjacentes. Ceci constitue
un critère très simple mais générique pour des séquences
naturelles variées:
Ct =






La hiérarchie est réalisée sur les principes déterminés
dans la section précédente (hiérarchie basée mouvement).
Chaque niveau hiérarchique correspond à un pallier du
critère du fusion:
Ct < l (5)
Le seuil l évolue de manière logarithmique et la fusion
est effectuée de façon ordonnée.
644
5 Segmentation hiérarchique basée
"texture" et mouvement
Le mouvement et la texture étant introduit dans cette
étude, il nous est maintenant possible de combiner ces deux
attributs pour ainsi profiter de leurs avantages.
Le schéma général envisagé correspond à une mise en
parallèle de ces deux critères (ou plus) et un contrôle de la
priorité de tel ou tel critère.
Dans cette étude, un simple enchaînement d'une fusion
basée texture et d'une fusion basée mouvement est réalisée.
La première étape crée des régions suffisamment
représentatives pour que l'estimation de mouvement présente
dans la deuxième étape soit fiable.
6 Résultats
Les résultats sont établies ici sur la séquence
INTERVIEW (format CIF) et COASTGUARD (format
CCIR601, séquence ISO-MPEG4). Une analyse sur un triplet
d'images a lieu pour la hiérarchie basée mouvement et sur
une image pour la hiérarchie basée "texture". La valeur du
seuil des algorithmes est indiquée ainsi qu'entre parenthèses,
le nombre de régions correspondant.
Les hiérarchies ainsi présentées permettent une bonne
séparation des différentes parties des objets tout en assurant




































fig. 4: Hiérarchie basée "texture" et mouvement
7 Conclusion
La méthode hiérarchique proposée dans cette étude
permet de réaliser des représentations d'une même image de
manière suffisamment continue pour que l'utilisateur puisse
avoir à sa disposition les segmentations qu'il désire. Les
représentations ainsi générées permettront de produire un
débit de transmission suffisamment variable pour s'adapter
au canal de transmission.
D'autres caractéristiques telles que la profondeur devront
être discernées de manière à permettre une meilleure
modélisation de la scène représentée ainsi que de faciliter le
suivi temporel de ces représentations.
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