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Introduction
Value-at-Risk (VaR) is a commonly used measure of downside risk for investments. Financial institutions are allowed by regulation (i.e. the Basel accords) to report VaR estimates for their asset portfolios obtained from their own "internal" model. An important related issue in this estimation is model uncertainty, as each model has its prespecified known form and takes no account of possible uncertainty regarding the model structure. In addition, given the availability of a considerable number of different risk-management methods, based on academic literature and/or his expertise, it is a difficult task for a decision-maker to choose the "best" model. Moreover, each model is an incomplete description of reality. Hence relying upon a single model is dangerous when constructing a VaR, i.e. a density forecast in the left tail, as any model is "wrong" in some sense.
In this paper, we investigate the usefulness of combining density forecasts with the focus on a particular region of the density. This is motivated in the first place by well known advantages of combining point or density forecasts.
1 We aim to obtain more accurate VaR estimates and density forecasts in the left tail. This motivates the investigation of combining density forecasts based on their behavior in the left tail as using the whole density does not necessarily lead to the same quality of forecasts as focusing purely on the left tail, which is the case for the VaR. Therefore, we develop a density forecast combination method that extends the method of Geweke and Amisano (2011) , which uses the whole density, by considering the censored likelihood (csl) scoring rule of Diks et al. (2011) that focuses on a region of the densities' support of particular interest, such as the left tail.
We use our novel methodology in an empirical application involving several recently developed univariate volatility models. Hence, as a second contribution to the literature, we make a comparison between these models with respect to their predictive ability in terms of density forecasts. In particular, beyond the traditional (Threshold) GARCH model (Bollerslev, 1986; Glosten et al., 1993) , we consider the Heavy model (Shephard and Sheppard, 2010) and the Realized GARCH model (Hansen et al., 2012) that include realized measures, as well as the GAS model (Creal et al., 2013) . All models are applied to daily returns on the S&P 500, DJIA, FTSE and Nikkei stock market indexes from 2000 until 2013.
1 We discuss this literature in more detail below.
We evaluate the added value of combining density forecasts both statistically and economically. First, we test equal predictive accuracy in the left tail of a combined density forecast based on our new method and three alternatives: (i) the method based on the whole density, (ii) a benchmark that consists of equal weights, and (iii) the density forecast of each individual model. Second, we compare 1-and 5-day VaR estimates based on these methods using the Unconditional Coverage (UC) test and the Independence test of Christoffersen (1998) . In addition we test on equal accuracy with the use of an asymmetric tick-loss function and the test procedure of Giacomini and White (2006) .
Our results show statistically that density forecasts in the tail are more accurate if we pool density forecasts using the csl scoring rule than using the log score based on the whole density, using equal weights or using the density forecast of any individual volatility model.
This gain in accuracy holds in particular when the density forecasts of our new method are compared to the density forecasts based on the log score function; the gain with respect to the equal weights is only apparent in case of the FTSE and Nikkei index. In addition, the 95% one-day VaR estimates improve significantly compared to all univariate volatility models (except the HEAVY Skewed-t model), such that either less violations are made and the unconditional coverage matches more closely the nominal value, or according to the asymmetric tick-loss function. Moreover, the new combination method outperforms the pooling method based on equal weights for most stock indexes (by means of the UC test or the tick-loss function) but outperforms the pooling method based on the log score function only in case of the DJIA returns. Finally, we show that the combination weights based on the csl scoring rule differ considerably from the weights obtained by using the whole density.
Hence, a certain volatility model could get no or less weight based on the log scoring rule, but may be useful in our new method.
We contribute to the literature on combining forecasts. Starting with the seminal work of Bates and Granger (1969) , combining point forecasts appears to be a successful forecasting strategy, improving upon individual forecasts. Timmermann (2006) surveys the literature on forecast combination and shows from a theoretical point of view why forecast combinations could work well. This is confirmed by numerous empirical applications in different areas including macroeconomic and financial forecasting. For example, forecasting output growth using individual predictors typically delivers forecasts that are unstable over time.
Combining forecasts offers more stable forecasts which improve upon autoregressive forecasts (Stock and Watson, 2004) . Rapach et al. (2010) provide similar evidence in the context of equity premium prediction, by showing that combining forecasts leads to statistically and economically significant out-of-sample gains relative to the historical average return.
Although the literature shows the usefulness of combining point forecasts, point forecasts themselves are not very informative if there is no indication of their uncertainty (see Granger and Pesaran, 2000; Garratt et al., 2003) . This finding has led to a growing interest in density forecasts, which represent a full predictive distribution of a random variable and hence provide the most complete measure of this uncertainty. It is a natural step forward to bring together the concepts of forecast combinations and density forecasts. The literature on combining density forecasts is yet scarce, although the interest in this topic grows with applications in, for example, macro-economics (Jore et al., 2010; Aastveit et al., 2011) .
One of the earliest examples of combining density forecasts is Wallis (2005) , who considers a finite mixture distribution, taking a weighted linear combination of multiple density forecasts. Hall and Mitchell (2007) address the issue how to choose the weights assigned to each competing density. They propose a methodology with the aim to obtain the most accurate density forecast from a statistical point of view. This boils down to using the logarithmic scoring rule, which takes the log of the predictive density evaluated at the observed value of the variable of interest. Closely related is the work of Geweke and Amisano (2011) , who use the logarithmic scoring rule to obtain weights to form optimal linear combinations of predictive densities. We extend this approach, by substituting the log score rule by the censored likelihood scoring rule. Krüger (2014) studies the added value of combining density forecasts by comparing various scoring rules from both a theoretical and empirical point of view, with an application to combined density forecasts of the UK inflation. Recently, the literature departures from linear density combinations to non-linear opinion pools (Gneiting and Ranjan, 2013; Fawcett et al., 2014) . Another extension is to specify a dynamic structure for the combination weights (Del Negro et al., 2013; Billio et al., 2013) . Although this paper considers static weights, by means of re-optimizing the weights using a rolling window, we still capture the possible time-varying weight dynamics.
The remainder of this paper is organized as follows. Section 2 puts forward our methodology of combining density forecasts using the csl scoring rule. In Section 3, we provide an overview of the univariate volatility models and the related assumed conditional density functions, which are used in the empirical application (Section 4). Section 5 concludes.
Combining density forecasts
Suppose a decision maker has n different models for a variable of interest y. Conditional on information available up to and including time t − 1, the predictive density corresponding with a particular model at time t is of the form p t (y t |I t−1 , θ A i , A i ), where I t−1 indicates the information set up to and including time t − 1, A i denotes the particular model i,
. . , n) and θ A i the estimated parameters of model A i given I t−1 . Suppose further that the decision maker aims to choose the best predictive density at time T + 1, given the available density forecasts from time t = 1, . . . , T . An often used approach is to make use of scoring rules. A scoring rule measures the quality of density forecasts by assigning a numerical score. Typically, this rule is a objective function that depends on the density forecast and the actually observed value, such that a higher score is associated with a "better" density forecast. According to Gneiting and Raftery (2007) , a scoring rule is
proper if it satisfies the condition that incorrect density forecasts do not receive a higher average score than the true density. This property is important and a natural requirement for any rational decision maker.
A well founded scoring rule is the log score function (see Mitchell and Hall, 2005; Amisano and Giacomini, 2007) . This function for a particular model A i at a specific time t is defined as
with S l the abbreviation of the log scoring rule, which simply takes the logarithm of the predictive density evaluated at y t . This scoring rule is closely related to information theoretic goodness-of-fit measures such as the Kullback-Leibler Information Criterion (KLIC) associated with the density forecast p t (y t |I t−1 , A i ). It can be shown that a higher value of the logarithmic score coincides with a lower value of the KLIC. Put differently, maximizing the logarithmic score is equivalent with minimizing the KLIC.
It is highly unlikely that one model is the true model for constructing a predictive density. Hence it might be beneficial to combine various densities. The literature dates back to Bacharach (1974) , who considers linear combinations of (subjective) probability distributions, known as linear opinion pools. Hall and Mitchell (2007) and Geweke and Amisano (2011) also study linear opinion pools and introduce this idea into the econometric forecasting literature. In particular, Geweke and Amisano (2011) combine predictive densities using the log score function as stated in (1), and consider predictive densities of the form
for i = 1, . . . , n and weights w i , restricted such that they are positive and sum to one to ensure that (2) is a valid probability density function. It is natural to choose the weights in such a way that the log score function in (1) is maximized (and hence the KLIC is minimized):
with Y T = {y 1 , . . . , y T }, and C representing the fact that a combination of models is evaluated instead of a single model A i .
The main idea of this paper is to extend the approach of Geweke and Amisano (2011) by focusing on a particular region of interest of the predictive density. In order to do so, we consider a scoring rule based on the censored likelihood (csl), advocated by Diks et al. (2011) . They prove that this scoring rule is proper and show the usefulness of this scoring rule if one is interested in the accuracy of density forecasts in a specific region. In this study, the focus is on the left tail, which is important for risk management purposes. The csl score function for a specific region B t for model A i at time t reads 
We end this section by a brief comment about the optimization of the weights w t in (3) and (5). Although (numerical) constrained optimization techniques may be used, we consider the algorithm of Conflitti et al. (2012) . This iterative algorithm is easy to implement works well even when the number of forecasts to combine gets large. See Appendix A for more details.
Models and distributions
This study focuses on density forecasting in the context of univariate volatility models.
We consider several classes of models, including the standard GARCH model of Bollerslev (1986) and the Threshold GARCH extension of Glosten et al. (1993) , the HEAVY model of Shephard and Sheppard (2010) , the Realized GARCH model of Hansen et al. (2012) and the GAS model of Creal et al. (2013) . All models are based on the following general specification for y t , the return for a financial asset at day t:
where µ denotes the conditional mean of the returns, h t the conditional variance and z t the standardized unexpected return following a certain conditional distribution D(·) with mean zero and unit variance. For ease of exposition, we assume the conditional mean is constant over time, although it could easily be extended to a time-varying mean µ t .
Further, I t denotes the information set up to and including time t. The following subsections differentiate between various specifications for the dynamics of h t and possible choices for the conditional return density function D(·).
Univariate volatility models
The first model we consider is the traditional GARCH(1,1) model (Bollerslev, 1986) for the conditional variance h t :
with ω > 0, α > 0 and β > 0 to ensure a positive variance. The past squared demeaned return in this model is the innovation for the conditional variance. We also consider the Threshold GARCH model of Glosten et al. (1993) , which is given by
This model captures the so called 'leverage effect', which is often empirically found in stock returns: a negative return increases volatility more than a positive return of the same magnitude. Although many extensions of the GARCH model are proposed (e.g. the EGARCH model Nelson, 1991) , we only consider this extension because of its popularity.
We restrict also the other considered model classes in this study to the basis specification, although many variants/extensions are possible. The reason is that the main goal is to compare model classes combined with distributions, and not models within a specific class. Creal et al. (2013) develop a broader set of models which also includes the GARCH model of (7), namely the Generalized Autoregressive Score (GAS) models. The key property of these models is that innovations for time-varying parameters are based on the score of the probability density function at time t.
2 In terms of our univariate volatility models, the time-varying parameters are the conditional variances h t . The GAS(1,1) model proposes the following structure for h t :
with p(y t |h t , I t−1 , θ) the conditional return density, θ the parameter vector, ∇ t the score and Q t a scale factor. We follow Creal et al. (2013) and define the scale factor as 1/E t−1 [∇ example, when the returns y t follow a conditional Normal distribution, the GAS model corresponds exactly to the GARCH(1,1) model of (7).
3 In case of a fat-tailed Student-t distribution for y t , the score based volatility model reads
and will be labeled as the GAS-t model. The specification downweights the more extreme observations, in the sense that if the distribution is more heavy tailed, it is less likely that an extreme observation is due to an increase in volatility. Note that this is a function of ν; when ν → ∞, (10) converges to the GARCH(1,1) model of (7). We again impose ω > 0,α > 0 and β > 0 in the estimation of the parameters.
The third and fourth model classes in this study include realised measures to describe the dynamics of daily volatility. A realised measure is a high-frequency estimator of the variance of a particular asset return during the times the asset is trade on an exchange. For example, the realised variance (RV) for a particular day sums the squared returns during a specific intra-day period. The intuition is that realised measures are a more accurate estimate of daily volatility than the squared daily return, as used in the GARCH models 2 Note that we use the term 'score' twice: (i) a number that is assigned to measure density forecasts and (ii) here in the GAS models to indicate the derivative of the logarithm of the density with respect to a certain parameter.
3 When y t ∼ N (0, h t ), ∇ t = −0.5h
t y 2 t and Q t = 2h 2 t . Hence the GAS model becomes h t = ω + α(y 2 t − h t ) + βh t , which is equivalent with the GARCH model of (7).
(see Andersen et al., 2003) .
A recently developed model that explicitly introduces high-frequency estimators in daily volatility models is the HEAVY model of Shephard and Sheppard (2010) . In particular, this model assumes the following structure for the conditional variance h t and the expectation of the realised measure ξ t = E[RM t |I t−1 ]:
All parameters should be positive to avoid negative values of h t and ξ t . The Heavy model is seen to consist of a GARCH structure for both h t and ξ t , with RM t as innovation term.
One may also include the squared (demeaned) daily return in (11), however in practice the estimate of the corresponding parameter is generally close to zero and insignificant, as noted by Shephard and Sheppard (2010) . Equation (12) "completes" the system, in the sense that without this equation one can only perform one-step ahead forecasts of the conditional variance h from (11) since future values of the realised measure are unknown at time t.
A second model that relates conditional volatility with realised measures is the Realized GARCH model (RGARCH) of Hansen et al. (2012) . The basic specification is given by:
with τ (z t ) the leverage function, defined in the basic form as τ 1 z t + τ 2 (z 2 t − 1). This function allows for the empirical finding that negative and positive shocks may have a different impact on the volatility. Except τ 1 , which is typically negative, all parameters are restricted to be positive. The dynamics for h t are similar for both the HEAVY and RGARCH model, however the difference arises in the specification of (the expectation of) RM t . The HEAVY model proposes a GARCH structure for E[RM t |I t−1 ], while the RGARCH model explicitly relates RM t to the conditional variance at time t and additionally introduces a leverage component.
Conditional distributions
We consider four possible distributions D(·) of z t in (6), which corresponds with the conditional density of the returns y t . The starting point is the conditional Normal distribution, since this distribution is simple and often used. However, to take into account possible conditional non-normality, skewness, and excess kurtosis, we also allow the return y t to follow a Student-t distribution with mean µ, variance h t and ν degrees of freedom. That is,
The degrees of freedom ν is treated as an unknown parameter and is estimated together with the volatility parameters. In addition, ν > 2 is required to ensure a existing variance. The excess kurtosis of the Student-t distribution is equal to 6/(ν − 4), hence it is only defined if ν > 4. In general, a lower value of ν implies a more fat-tailed distribution. Third, we consider the Laplace distribution, which also exhibits fatter tails than the Normal distribution, but does not involve additional parameters:
with again mean µ and variance h t . Finally the Skewed-t distribution of Hansen (1994) enables returns to be distributed asymmetrically, in contrast to the three symmetric distributions discussed above. For a zero mean and unit variance variable z t = (y t − µ)/ √ h t , the distribution reads and a conditional distribution D(·), both defined in the general specification for the daily return of (6). For the GARCH(1,1), TGARCH(1,1), HEAVY and RGARCH models, we estimate their parameters in combination with the assumption of the four described conditional distributions of this section (i.e. Normal, Student-t, Laplace and Skewed-t). Further, we assume a Student-t and Laplace distribution for the GAS models. This delivers 18 models in total. We estimate all models by Maximum Likelihood. This is not a computationally involved step, since we are dealing with univariate models with a maximum of 8 parameters (RGARCH models) to be estimated. In addition, we can estimate the HEAVY parameters of (11) and (12) separately, see Shephard and Sheppard (2010) for more details. This table reports the various choices for the dynamics of the conditional variance h t and the possible conditional distributions D(·), both apparent in the general specification of (6). An "x" ("-") denotes that an particular specification together with a conditional distribution is (not) chosen.
The GAS(1,1) model with Normal distributed errors is the same as the GARCH(1,1) model with Normal errors. b The GAS(1,1) with Skewed-t distributed errors is not developed yet, and is we leave it therefore as a topic of further research.
Application
This section contains the application of our new method of combining density forecasts in the context of univariate volatility models. In the following subsections, we discuss the data and implementation details, the evaluation of the density forecasts and finally the results.
Data and implementation details
We apply the volatility models of Section 3 to daily returns from four major stock market indexes: S&P 500, DJIA, Nikkei and the FTSE. The sample period goes from January 3, 2000 until June 28, 2013. Daily returns as well as their corresponding realized measures are obtained from the Oxford-Man Institute's 'realised library'. 4 We follow Shephard and Sheppard (2010) and use the realised kernel (see Barndorff-Nielsen et al., 2008) as the realised measure at time t (RM t ). When the exchange is closed, days are deleted from the sample.
5 Figure 1 shows the dynamics of the S&P 500 index and Japanese Nikkei equity index, together with the square root of the realised kernel estimate of the daily variance.
The dynamics of both indexes are quite similar, however the Nikkei index contains more downward spikes (e.g. the 2011 Tohoku earthquake). Nevertheless, both return graphs clearly show the presence of conditional heteroskedasticity, since calm periods and periods of high volatility occur in an alternating pattern. Similar alternating patterns are observed for the FTSE and DJIA indexes.
We apply a rolling window scheme to estimate the model parameters and construct density forecasts. More specifically, we use an estimation window of approximately 3 years (T est = 750 observations), estimate the model parameters and construct 1-until 5-step ahead forecasts of h t at each time t (t = T est , T est + 1, . . . , T − 5). Given these forecasts, we also construct the corresponding 1-and 5-step ahead density forecasts. After 750 subsequent density forecasts (T w = 750) have been obtained for each model, we optimize (3) and (5) to obtain w t . In case of the csl score function, we define the region B t as the left tail y t <r κ t withr κ t the κth quantile of the empirical CDF of the 750 returns corresponding with the estimation window T est . We repeat also this optimization by means of a rolling window scheme with a window of T w density forecasts evaluations at each time t (t = T est + T w + 1, T est + T w + 2, . . . , T − 5). We choose κ equal to 0.15 and 0.25 respectively.
We choose T est = 750 such that there is a sufficient number of observations for parameter estimation of the models. Further, we emphasize the trade-off in the choice of κ. Given our interest in the left tail, we should take a small value of κ. However, the corresponding 
Evaluation
We assess the accuracy of our (combined) density forecasts in two ways. First, we focus purely on the predictive density in the left tail and investigate statistically whether pooling based on censored densities adds any value. Following Diks et al. (2011) , we test the null hypothesis of equal performance of two density forecasts p t (y t ; I t−1 , A i ) and p t (y t ; I t−1 , A j ) based on the scoring rule of (4). 7 That is, given a sample of density forecasts and corresponding realizations for m periods, define the relative score d t as 
withd m the sample average of the score differences andσ 2 m a HAC-consistent variance estimator of the true variance σ 2 m of d t . A positive value means that the density forecasts in 6 Recall that if y t is outside the region B t with B t the left tail y t <r κ t , the csl score is the cdf of y t in the complement of the region.
7 In case we consider density forecasts using combinations, the density forecast is given by
the tail of model A i are more accurate than the corresponding density forecasts of model A j .
This test allows for parameter estimation uncertainty and fits the framework of Giacomini and White (2006), who show that the use of a rolling window of m past observations for parameter estimation simplifies the asymptotic theory of tests of equal predictive accuracy.
Moreover, the test allows to compare density forecasts of both nested and non-nested models.
The second way to explore the additional value of using censored densities in this study is based on 1-and 5-day Value-at-Risk (VaR) estimates. For the individual models considered in this study, the 1-day VaR estimate reads
with µ the estimated conditional mean return, h t the (forecasted) conditional variance, and z q represents the q-th quantile of the assumed cdf. However, we cannot apply (20) when our predictive distribution is a combination of individual distributions. 8 This also holds for the h-day (h ≥ 2) VaR estimates if the assumed distribution is non-Normal. We use simulation techniques to overcome this issue. That is, we simulate daily returns from each individual model/distribution according to the assigned weight (and conditional variance) to obtain the required quantile of the total distribution to compute the (1 − q)% VaR.
Finally, we test the accuracy of the VaR estimates by focusing on two aspects. First, we assess the frequency of the VaR violations with the unconditional coverage (UC) of Kupiec (1995) and Christoffersen (1998) . These tests compare the actual with the expected number of violations. In addition, we test whether the violations occur in clusters by means of the Independence test (Ind) of Christoffersen (1998) . In order to apply both tests on the estimated 5-day VaRs, we create first 5 different sub-series to avoid any overlap. Thus, subseries j contains the estimates {V aR
According to the suggestion of Diebold et al. (1998) , we use Bonferroni bounds for the 5 sub-series.
That is, we assume that the VaR series has autocorrelation up to and including lag 4 (since we make 5-step ahead predictions of h t on a daily basis), whereas each sub-series should have correct coverage and independent VaR violations. Hence we therefore backtest each sub-series separately with a size of α/5, with α the used significance level. Rejecting the null hypothesis of unconditional coverage/independence occurs when the null is rejected for any of the 5 sub-series. Second, we compare the 1-day VaR estimates of two different methods/models using the following asymmetric linear (tick) loss function of order q, which is also used in the Conditional Predictive Ability (CPA) test of Giacomini and White (2006) :
where q = 5% and 10% and e t = y t − V aR
. The loss function is asymmetric in the sense that if there occurs a violation (i.e. e t < 0)) the negative number q − 1 is multiplied by the magnitude of the violation e t , resulting in a penalization of (1 − q) × e t . In contrast to this, if there is no violation, the loss is equal to q × e t , which is considerable lower. 9 Hence a model A i is more penalized when a VaR violation is observed. The larger the magnitude of this violation, the larger the penalization. Similar to the density forecasts, we define the relative loss as
and consider again a Diebold and Mariano (1995) 
Results
In this subsection, we present both the statistical and economic results. In order to interpret these results, we first present the weights which are obtained by optimizing the log score function (3) and the csl score function as given in (5). Figure 2 shows the result of the iterative process of optimizing weights according to both score functions. The sub-graphs depict the dynamics of the weights using daily returns from the DJIA index according to the 18 models listed in Table 1 . It seems that in case of the log score function, the Heavy model dominates the remaining models, with an important role for the Skewed-t distribution. In contrast to this, focusing of the left tail of the distribution does lead to more influence of the RGARCH class of models.
While Figure 2 indicates the most weight for the HEAVY class of models during 2010-2012, it seems that in aggregation the most weight goes to the RGARCH models. Furthermore, the Laplace distribution is more apparent during the years 2009-2012, with a climax at the start of 2012. Finally, both the Laplace and Normal distribution characterize 2012, while the log score function allocates the most weight to the Skewed-t distribution in that year. This figure depicts the evolution of weights based on optimizing the logarithmic score function (upper part) of (3) or the csl score function (bottom part) of (5) with a moving window of T = 750 one-step ahead evaluated density forecasts using daily returns of the DJIA Index. In case of the csl score function, B t represents the left tail y t <r 0.25 withr 0.25 the 0.25th quantile of the empirical CDF of the moving estimation window of 750 returns. The labels refer to the models that have the highest weight at a given period. The abbreviations "ST", "Lap" and "N" stand for Skewed-t, Laplace and Normal respectively. This figure sums up the optimized weights per model class (top panels) and distribution (bottom panels) based on optimizing the logarithmic score function (left part) of (3) or the csl score function of (5) (right part) with a moving window of T = 750 one-step ahead evaluated density forecasts using daily returns of the DJIA Index. In case of the csl scoring function, B t represents the left tail y t <r 0.25 withr 0.25 the 0.25th quantile of the empirical CDF of the moving estimation window of 750 returns. of density forecasts made by means of combination, using the csl or log score function of Section 2. As a benchmark, we consider also the case of equal weights assigned to each competing density. A positive number corresponds with more accurate density forecasts of the forecast method based on the csl score function. The table suggests that (except for the FTSE returns), combined forecasts based on the csl score function statistically outperform the density forecasts based on the log scoring rule, especially in case of one-step ahead forecasts. In addition, the combined density forecasts using equal weights are also improved, as indicated by the positive numbers. This improvement is statistically significant for the FTSE returns for both κ = 0.15 and 0.25 (2.58, 3.07, 4.00 and 4.72) and the NIKKEI index when κ = 0.25 (1.65). The final part of Panel A addresses the potential loss made when the accuracy is tested by means of the log score, while the weights are based on the csl score function. For the U.S. stock market indexes, the csl weights still outperform the weights based on the log score function, which in particular holds for the 5-step ahead forecasts. The opposite holds for the FTSE returns. All in all, there is a strong indication that (combined) density forecasts in the left tail significantly improves when using weights based on the csl score function compared to using weight based on the log score function. The improvement is less strong when compared to using equal weights. Finally, using only the left tail to forecast the whole density does not always imply less accurate density forecasts.
Statistical results
Panel B shows test results of using combined forecasts based on the left tail and the individual censored density forecasts. In general, using the csl score function results statistically in better density forecasts, as indicated by the positive numbers. This holds in particular when κ = 0.25.
11 Even if the null hypothesis cannot be rejected for a particular model, this result is not consistent for all data sets. For example, the Heavy Laplace model performs well in case of the U.S. stock market indexes, but is statistically beaten in case of the FTSE returns. In general, there is no striking difference between the results drawn from the 1-step and the 5-step ahead density forecasts. Interestingly, considering the S&P 500 and DJIA indexes in the upper part of Panel B, the RGARCH model with Normal or This table reports results of testing equal predictive accuracy using the censored likelihood and log scoring rule of (4) and (1). In case of the csl score function, B t represens the left tail y t <r κ withr κ the κth quantile of the empirical CDF of the in-sample returns. We set κ equal to 0.15 and 0.25 respectively. The weights are repeatedly optimized based on a moving window of 750 evaluated density forecasts. The test statistic is given in (19). Panel A compares combined density forecasts where the weights are based on the csl score function, log score function or each competing model gets the same weight. In Panel B, we test equal predictive accuracy of combined density forecasts and density forecasts of each competing model using the csl score function, where the weights of the combined density forecasting are also based on the csl score function. All models are estimated with a moving window of 750 daily returns from the S&P500, DJIA, FTSE and Nikkei index through the period January, 2000 -June, 2013. The test statistics are based on HAC-based standard errors and 1864 (S&P 500), 1866 (DJIA), 1882(FTSE) and 1766 (Nikkei) out-of-sample observations respectively. We take a closer look to the statistical results in Table 3 , which lists results of equal predictive accuracy using the csl score function, but now across different model classes and
distributions. All subsets are tested against the combined density forecasts using all 18 models. A positive number again means relatively better density forecasts by the combined method. Considering model classes, t-statistics corresponding with the model classes including realised measures produce accurate 1-step ahead density forecasts. This effect is stronger is somewhat stronger when κ = 0.15. The RGARCH model performs worse than the HEAVY model -especially when 5-step ahead forecasts are made -which could be due to more parameter uncertainty since 8 parameters has to be estimated, while the HEAVY models requires only 3 or 6 parameters.
Turning to the performance across various distributions, the Laplace distribution produces statistically the best forecasts, as suggested by the minus sign of the t-statistic. However, also the Normal and Student-t distribution does a good job when κ = 0.15, since the combined method is not able to consistently beat these distribution. However, when the 0.25th quantile is used to generate 1-step ahead density forecasts, t-statistics of 2.11, Table 4 reports additional evidence of the added value of pooling using the csl score function, by providing the csl score over the out-of-sample period:
where w * i,t−1 is the optimized weight for model A i at the end of trading day t − 1, based on the evaluated density forecasts at time t − T w through t − 1. In addition, we provide corresponding values of the individual models with bold numbers the csl scores which are exceeding the pooled csl score. The low amount of bold numbers indicates that the pooled csl scores are higher than the csl scores of most of the individual models. If this is not the case, the differences are small, with a maximum difference of 9 points (S&P 500, 5-step ahead forecasts with κ = 0.25). Further, the csl score of our pooling method are higher than the scores of the remaining 17 models (16 in case of the U.S. stock market indexes), with differences that can be quite substantial. For example, if one favours the best performing individual model, i.e. the Heavy Laplace model, this results in a loss of 41 or 42 points with respect to the pooled csl score based with κ = 0.15 in case of the FTSE data set. Finally, there is quite some positive difference between the csl scores of pooling with weights based on the csl score function and simply using equal weights. For the U.S.
and Japanese indexes, the difference is on average around 8 points, however in case of the FTSE index, the difference increases to 20 (κ = 0.15) or 45 (κ = 0.25) points respectively.
Note that the table relates to Table 2, in the sense that a negative t-stat of a particular model corresponds with a higher csl score of that model than the pooled csl score. We refer to 
t. individual models
This figure depicts the cumulative sum of the difference of the censored likelihood score corresponding with one-step ahead density forecasts of the pooled densities and the csl score of the three competing individual models according to Table 4 . The weights of the pooled densities are based on maximizing the csl score function of (5) with a moving window of 750 evaluated density forecasts, using daily returns of the DJIA index. Further, B t the left tail y t <r 0.25 withr 0.25 the κth quantile of the empirical CDF of the in-sample returns. 
Economic results
Tables 5 and 6 shed light on the economic impact of pooling (censored) density forecasts in the context of VaR estimates. For each data set, we first compare the frequency and independence of the VaR violations corresponding with the combined densities based on pooling, either using the csl or log scoring rule or using equally weights. The latter can be seen as a benchmark. We report results of two approaches based on equal weights. The first approach takes into account that the VaR of a mixture of densities is not equal to the weighted VaR of the individual densities, while the second approach ignores this fact and simply takes the average of all individual VaR's, as also done in Giacomini and Komunjer (2005) . We label these approaches as eqw (1) and eqw(2) Three main conclusions are apparent from Table 5 . First, the VaR estimates corresponding with our new proposed technique outperform the benchmark of using equal weights, both This table reports results of testing equal predictive accuracy using the censored likelihood scoring rule of (4), with B t represens the left tail y t <r κ withr κ the κth quantile of the empirical CDF of the in-sample returns. We set κ equal to 0.15 and 0.25 respectively. The weights are repeatedly optimized based on a moving window of 750 evaluated density forecasts. The test statistic is given in (19). The table tests combined density forecasts based on each model class/distribution against density forecasts based on all models and distributions, where the weights of the each combined density forecast are also based on the csl score function. All models are estimated with a moving window of 750 daily returns from the S&P500, DJIA, FTSE and Nikkei index through the period January, 2000 -June, 2013. The test statistics are based on HAC-based standard errors and 1864 (S&P 500), 1866 (DJIA), 1882(FTSE) and 1766 (Nikkei) out-of-sample observations respectively. This table reports censored likelihood scores corresponding with individual models and combined models, where the weights are based on optimizing the csl score function of (5), with B t the left tail y t <r κ witĥ r κ the κth quantile of the empirical CDF of the in-sample returns. We set κ equal to 0.15 and 0.25. The weights are repeatedly optimized based on a moving window of 750 evaluated density forecasts. In addition, csl scores are reported of combined models using equal weights (eqw). The bold numbers represent the scores exceeding the pooled csl score. All models are estimated with a moving window of 750 daily returns from the S&P500, DJIA, FTSE and Nikkei index through the period January, 2000 -June, 2013. The number of out-of-sample observations are equal to 1864 (S&P 500), 1866 (DJIA), 1882(FTSE) and 1766 (Nikkei)respectively. This table provides the accuracy of 1-day VaR estimates of the daily return of the S&P 500, DJIA, FTSE and Nikkei index, obtained by combining density forecasts with weights based on the csl scoring rule of (4), the log scoring rule of (1) or equal weights. In case of using equal weights, we report the approach by means of simulation (eqw(1)) and the approach that takes simply the average of all individual VaR estimates (eqw (2)). Further, we report results based on VaR estimates of the individual models. The columns represent for both 95% and 90% VaRs the number of violations, the percentage of violations with respect to the total number of VaR estimates in parentheses, the p-values of the Unconditional Coverage (UC) of Christoffersen (1998) and finally HAC-based t-statistics of the unconditional test on predictive ability of the combination method/individual model and the combined density forecasts with weights based on the csl score function, using the tick-loss function presented in (22). Bold numbers represent those models which have a p-value for the UC test above 5% for both the 90% and 95% VaR estimates. The number of estimated VaRs for each series is equal to 1864 (S&P 500), 1866 (DJIA), 1882(FTSE) and 1766 (Nikkei) respectively. This table provides the accuracy of 5-day VaR estimates of the daily return of the S&P 500, DJIA, FTSE and Nikkei index, obtained by combining density forecasts with weights based on the csl scoring rule of (4), the log scoring rule of (1) or equal weights. In case of using equal weights, we report the approach by means of simulation (eqw(1)) and the approach that takes simply the average of all individual VaR estimates (eqw (2) Second, pooling based on the csl scoring rule improves pooling based on the log scoring rule, although the gain is less strong than the gain with respect to using equal weights.
Considering the DJIA returns, using the whole density implies a violation frequency that is significantly different from 5% (using a significance level of 5%), while it is not significant using the csl scoring rule. Focusing on the S&P 500 and the Nikkei indexes, the number of violations does not differ, only the t-statistics are negative (although not significant)
indicating that the VaR estimates of the csl score functions are slightly better. The opposite is true for the FTSE returns, where the violation frequency corresponding with the csl score function is to high (6.5%), and the positive t-statistics favor the log score function. This is in line with the results on the statistical tests presented in Table 2 . The differences between our various methods to estimate a VaR vanish if we put attention to the 5-day estimated VaRs, as indicated by Table 6 . Using the Bonferroni bound corresponding with a 5% significance level, we conclude that using the csl scoring rule or the log scoring rule to obtain weights does not make a clear difference in the VaR estimates.
In addition, the individual models perform also well. This could be explained partly by the decreasing power of the tests when the number of exceptions decreases.
To summarize, short-horizon VaR estimates improve compared to using equal weights and individual volatility models when using combined density forecasts based on the csl score function, either with respect to the nominal size and/or with respect to the statistical accuracy using the asymmetric tick-loss function of (22). The gain of using the csl score function instead of the log-score function is less strong, and holds in particular for the DJIA returns.
Conclusion
We investigate the benefits of combining density forecasts based on a specific region of interest. We develop a new density forecast method that combines density forecasts of different models based on the censored likelihood scoring rule (Diks et al., 2011) . Using daily returns from the S&P 500, DJIA, FTSE and Nikkei stock market indexes from 2000 until 2013, we apply our technique on recently developed univariate volatility models, including the HEAVY, GAS and Realized GARCH models.
Our results show that density forecasts in the tail are statistically more accurate if one pools density forecasts using the censored likelihood scoring rule than using density forecasts based on the log score rule, using the benchmark of equal weights or density forecasts of any individual volatility model. Second, we show that the 1-day 95% VaR estimates improve significantly compared to the combined density forecast method using equal weights and performs better than the method based on the log scoring rule in case of the DJIA stock market index. Moreover, the VaR estimates of 17 out of 18 individual models are beaten, either with respect to the nominal frequency of the VaR violations, or with respect to a statistical test on equal accuracy of the VaR estimates. Our results imply that risk managers and portfolio managers might benefit from combining density forecasts with the focus on the left tail using the csl scoring rule.
A Optimizing weights
We follow Conflitti et al. (2012) to optimize the weights according tot the log or csl score function of (3) and (5) respectively. We provide here only an outline of the algorithm.
Define p(y t+1 ) as the vector of n density forecasts p i (y t+1 ) = p t+1 (y t+1 ; Y t , A i ) (i = 1, . . . n) of the variable y t+1 at time t over a one-day horizon. The combined density is then equal to: (4) and (1). This does not change the result as it is a constant. Define the (T − 1) × n matrix P with non-negative elements P ti = p i (y t+1 ). Now, (A.2) can be rewritten as 1 T −1 T −1 t=1 log(P w t ). Denote w opt as the maximum of Φ(w) subject to the weight constraints. Further, the Lagrange multiplier is introduced to take into account these constraints: This figure depicts the evolution of weights based on optimizing the logarithmic score function (left part) of (3) or the csl score function (right part) of (5) with a moving window of T = 750 one-step ahead evaluated density forecasts using daily returns of the S&P500, FTSE and Nikkei indexes. In case of the csl score function, B t the left tail y t <r 0.25 withr 0.25 the 0.25th quantile of the empirical CDF of the in-sample returns. The labels refer to the models that have the highest weight at a given period. The abbreviations "ST", "Lap" and "N" stand for Skewed-t, Laplace and Normal respectively. Table B .1: Evaluation of 1-and 5-day ahead censored density forecasts based on the log scoring rule This table reports results of testing equal predictive accuracy using the censored likelihood scoring rule of (4), with B t the left tail y t <r κ withr κ the κth quantile of the empirical CDF of the in-sample returns. We set κ equal to 0.15 and 0.25 respectively. The weights are repeatedly optimized based on a the log score function of (3), using a moving window of 750 evaluated density forecasts. We focus on 1-and 5-step ahead density forecasts. The test statistic is given in (19) and compares censored density forecast with weights based on the log score function and density forecasts of each competing model, which are listed in Table  1 . All models are estimated with a moving window of 750 daily returns from the S&P500, DJIA, FTSE and Nikkei index through the period January, 2000 -June, 2013 This table reports log scores corresponding with individual models and combined models, where the weights are based on optimizing the log score function of (3). The weights are repeatedly optimized based on a moving window of 750 evaluated density forecasts. The bold numbers represent the maximum of all models per data set. All models are estimated with a moving window of 750 daily returns from the S&P500, DJIA, FTSE and Nikkei index through the period January, 2000 -June, 2013. 
