We study the properties of edge plasmons in two-component electron liquids in the presence of pseudomagnetic fields, which have opposite signs for the two different electronic populations and therefore preserve the time-reversal symmetry. The physical realizations of such systems are many. We discuss the cases of strained graphene and of electrons in proximity to a Skyrmion lattice, solving the problem with the Wiener-Hopf technique. We show (i) that two charged counter-propagating acoustic edge modes exist at the boundary and (ii) that, in the limit of large pseudomagnetic fields, each of them involves oscillations of only one of the two electronic components. We suggest that the edge pseudo-magnetoplasmons of graphene can be used to selectively address the electrons of one specific valley, a feature relevant for the emerging field of valleytronics. Conversely, the spin-polarized plasmons at the boundary of Skyrmion lattices can be exploited for spintronics applications. Our solution highlights new features missing in previous (similar) results obtained with uncontrolled approximations, namely a logarithmic divergence of the plasmon velocity, and the absence of gapped edge modes inside the bulk-plasmon gap.
I. INTRODUCTION

Nanoplasmonics,
1 which aims at compressing electromagnetic radiation to sub-wavelength scales by coupling it to matter waves, has recently experienced a strong revival. [2] [3] [4] Among the reasons, the discovery of twodimensional (2D) materials has played a major role.
5-15
Due to their quasi-2D nature, the atomically-thin layers of van-der-Waals solids exhibit many remarkable and intriguing optical properties: [11] [12] [13] 16 they naturally allow to confine the radiation at a surface by coupling it with mobile electrons, thus forming surface-plasmon polaritons. 2, 15, 17, 18 In this respect, graphene has attracted a lot of interest, especially for its record-high plasmon lifetimes: 14, 15 plasmon losses have indeed represented so far the fundamental bottleneck for nanoplasmonic applications. 19 When a perpendicular magnetic field is applied to a 2D charged liquid, collective modes localized at the edge naturally arise. [20] [21] [22] These "edge magnetoplasmons" have a linear low-energy dispersion, and are decoupled from the (gapped) bulk modes. 22 Such modes can be extremely long lived thanks to the strong confinement at the edge and their quasi-one-dimensionality, 23 and have been extensively studied in the past. 20 , 21 Fetter 20 calculated their dispersion in a two-dimensional electron gas (2DEG), even though its analytical solution exploited an uncontrolled approximation. Later he solved the problem of edge plasmons in the presence of nearby grounded metal plates by numerical methods. 24 Notably, edge magnetoplasmons can propagate in both directions along the edge, i.e. they are not chiral in a strict sense. However, chirality is still present since the "wrong-direction" plasmon is gapped, and its gap frequency increases with the magnetic field. 20 In many systems, electrons experience pseudomagnetic fields, whose main characteristic is to preserve the global time-reversal symmetry. This is the case, e.g., of strained graphene. [25] [26] [27] Strain, modifying the hopping parameters, enters the low-energy Hamiltonian as a vector potential A(r, t). The global time-reversal invariance is assured by the fact that A has opposite signs on the two inequivalent valleys (K and K ) of the Brillouin zone. In spite of this, Landau quantization has been observed in strained samples and the effective magnetic field has been shown to reach values of hundreds of Tesla. 28 This system is, from the point of view of the energy spectrum, equivalent to a quantum Hall insulator.
Naively, when doping is sufficiently high and intervalley scattering is neglected, one would expect the electrons of each valley to behave as a 2DEG subject to an effective magnetic field with a well defined direction [ Fig. 1a) ]. Therefore, each valley should exhibit two edge plasmons, one of which gapped [ Fig. 1b) ], with the direction of propagation of the acoustic plasmon determined by the sign of the pseudomagnetic field in the given valley. Therefore, at low frequency one expects two counterpropagating edge magnetoplasmons to emerge, each due to density oscillations of one of the two electronic components. Unfortunately, the problem is not so simple: even neglecting direct scattering between them, the two valleys are always electrostatically coupled, and a density fluctuation in one of them will invariably influence the electrons in the other. This fact makes the problem completely non-trivial and, since one of the two valleys is always off-resonance (i.e. it experiences an effective magnetic field with the wrong sign), it could in principle destroy the collective modes. We find that the two counter-propagating acoustic edge plasmons survive, but that the valleys are not completely disentangled. Each collective mode stems indeed from the superposition of density oscillations in both valleys, and becomes "localized" in one of them only in the limit of large pseudomagnetic fields. We stress again that high field values the two electronic components experience opposite pseudomagnetic fields. In the case of graphene this is achieved by strain, which acts as an effective magnetic field with opposite signs for the electrons in the two valleys (K and K ). Two counter-propagating plasmons appear at the edge of the system, each of them mainly due to density oscillations in a specific valley. Panel b) the dispersion of edge collective modes in units of the cyclotron frequency ωc, as a function of the momentum q measured in units of qc = (kF 2 )
[ = c/(eB) is the magnetic length]. We set the filling factor ν = 1 (vp 1.2vF). Each electronic component, depending on the range of frequencies explored, can support up to two charged collective modes, one of which lives inside the gap of the particle-hole continuum (shaded region). The second mode is always gapped, with zero-momentum energy ωc.
are actually attainable in experiments.
A similar situation occurs when electrons travel in proximity to a Skyrmion crystal realized, e.g., in a chiral magnet. The complex, topological magnetic structure is responsible for the emergence of an "effective electrodynamics" determined by the Berry phases accumulated by the electrons moving in it.
29 Traveling in such a structure the electron spin tends to adiabatically align with the direction of the magnetization. At suitable electronic densities, spin-up electrons accumulate a Berry phase which has a sign opposite to that of spin-down electrons. 30 As a consequence, the two spin populations "skew" in opposite directions. In this case the pseudomagnetic field (∼ 2.5 T in MnSi 29 ) originates from the Berry phase accumulated by electrons passing through the complex magnetic structure: this system offers therefore a beautiful model to study the impact of the (real-space) Berry phase on collective modes.
In this letter we solve the edge-plasmon problem in a two-component 2D electronic system subject to a pseudomagnetic field. We solve the full Wiener-Hopf problem 31 defined by constitutive equations and electrostatics, and we provide a comparison with an approximate solutionà la Fetter.
II. THE MODEL
For the sake of definiteness we consider a strained graphene sheet which occupies the half plane x < 0, z = 0 We assume that the presence of the edge does not affect the low-energy physics of the system, and that the elec- 
whereψ † k,α (ψ k,α ) creates (destroys) a particle with momentum k and pseudospin α, v F is the Fermi velocity, A x = ξβ(u xx − u yy )/a and A y = −2ξβu xy /a are the two component of the pseudomagnetic vector potential generated by the strain tensor u ij (r) [here β = −∂ ln(t)/∂ ln(a) 2, a = 1.4Å, ξ is a numerical constant of order one]. [25] [26] [27] In what follows we assume that the shape of the applied strain is such that ∇ × A = ±Bẑ, where the pseudomagnetic field B is constant, while the plus (minus) sign applies to electrons in valley K (K ). Even though the strain field must have a trigonal symmetry to induce a constant pseudomagnetic field, [25] [26] [27] we assume that the curvature of the edge is negligible, and we treat it as a straight line. We neglect inter-valley scattering, assume graphene to be in the Fermi-liquid regime, 22 and we study the electronic transport by means of linearized hydrodynamic equations. [32] [33] [34] The electron den-sities in each valley are separately conserved, and satisfy the continuity equations
where δn K (δn K ) is the non-equilibrium density fluctuation in valley K (K ), while n 0 is its equilibrium value. Hereafter we suppress space and time indices for brevity. The electron velocities v K and v K obey the Navier-Stokes equations 22,35
where m = k F /v F is the cyclotron mass (k F is the Fermi momentum), ω c = eB/(mc) is the classical cyclotron frequency, and
22 Finally, the electrostatic potential is given by
Since the translational invariance along theŷ direction is not broken, all functions have a dependence of the form e −i(ωt−qy) . Eqs. (2)- (4) constitute a system of integro-differential equations that can be solved using the Wiener-Hopf technique. 31 We calculate the sound velocity of the two counter-propagating edge pseudomagnetoplasmons. Furthermore, we show that in the limit B → ∞ the two valleys decouple and each collective mode is due to density oscillations of only one of them.
Fetter 20 simplified the problem by introducing an approximation of Eq. (4), replacing it with
The big advantage of Eq. (5) is that, while leaving intact the first two moments of the interaction potential integrated across the edge, it allows to study a system of ordinary linear differential equations. However, effects that depend on the long range of the interaction along the edge are in this way lost. Note indeed that the asymptotic behavior of Eq. (5) in the limit q → 0 is completely different from that of the Fourier transform of Eq. (4). Below, we compare our exact results with those obtained with the approximation (5). We stress that the solution obtained with the Wiener-Hopf method in not just an incremental improvement of Fetter's result, but reveals features missing in the approximate result. Namely, (i) the logarithmic divergence of the plasmon velocity at small momenta due to the long-range nature of the Coulomb interaction, 21 and (ii) the absence of gapped modes with energy below ω c . The details of the calculation in the approximate model, which closely parallels Fetter's derivation, 20 are given in the Supplemental Online Material.
III. THE WIENER-HOPF SOLUTION
To solve the problem posed by Eqs. (2)- (4), we first introduce n sum(diff) (x) ≡ δn K (x) ± δn K (x). The resulting equation for n diff (x) is independent of φ(x), and its solution reads n diff (x) =n diff e κ−x , where
.n diff is a constant to be determined from the boundary conditions. Plugging this solution back into Eqs. (2)- (4), and taking their one-sided Fourier transform, 31 we find
Here we used the fact that v K,x (0) = v K ,x (0) = 0, and we definedΞ ≡ n sum (0) − 2en 0 φ(0)/(ms 2 ). We extend k to the whole complex plane, and we denote with the subscript "+" ["−"] functions that are analytic in the upper [lower] half. The functions n sum (k) and φ(k) in Eq. (6a) are, by construction, analytic for m(k) ≥ 0, 31 and we therefore rename φ(k) → φ + (k) and n sum (k) → n + (k). Analyticity requires that the numerator of Eq. (6a) vanishes for k = iκ − : we will make use of this condition below to determine the plasmon dispersion. Taking the double-sided Fourier transform of Eq. (4), noting that the left-hand side is φ + (k) + φ − (k), and combining it with Eq. (6a) we get
where
, and α = 2πe 2 n 0 /(ms 2 ). Eq. (7) can be solved with the Wiener-Hopf technique. Using a well-known theorem of complex analysis, 31 we rewrite
The function 
The term on the right-hand side of Eq. (9) can be rewritten as 31 where
is analytic in the upper [lower] half of the complex plane, and reads
Eq. (9) now reads
Since the left-hand side is analytic for m(k) ≥ 0 and the right-hand side is analytic for m(k) ≤ 0, together they define a function analytic in the whole complex plane. Moreover, both sides of Eq. (11) vanish in the limit |k| → ∞. As a consequence, 31 they must be separately equal to zero. Therefore, φ + (k) = 2πeΞF + (k)/G + (k). Plugging this back in Eq. (6a) we finally get
(12) Since n + (k) is, by definition, analytic for m(k) > 0, the square brackets in Eq. (12) has to vanish for k = iκ − in order to cancel the pole in the denominator. Performing the integrals (8) and (10), setting ω p (q) = v p q, and taking the limit q → 0, from the square brackets in Eq. (12) we get s 2 /v 2 p − 1 = 2ᾱf /g, whereᾱ ≡ sα/ω c , and
Note thatᾱ = √ 2N f α ee (ν − 1/2), where N f is the number of residual fermion flavors, α ee = e 2 /( v F ) the dimensionless coupling constant, and ν the filling factor (number of filled Landau levels). In the presence of unscreened electron-electron interactions the integral on the second line is infrared divergent in the limitq → 0. The edge pseudo-magnetoplasmon velocity therefore diverges as v 2 p → −2ᾱ ln(q)/(πg). 21 In the Supplemental Online Material we solve the problemá-la Fetter, by replacing Eq. (4) with Eq. (5), and we find
A comparison between v p and the approximate result of Eq. (14) is given in Fig. 2a ). In this plot we setq = 0.01. Since the problem is symmetric for q → −q, at any given frequency it is possible to excite two counterpropagating plasmons. Let us now discuss the degree of valley polarization of such plasmons. It is easy to show that the two electronic components oscillate with opposite phases. Therefore |n diff | > |n sum |, and the right quantities that display the degree of valley polarization are |δn K /n diff | and |δn K /n diff |. For weak pseudomagnetic fields the two are identical, i.e. both valleys are involved in plasmon oscillations. However, in the limit B → ∞ one of the two valleys is completely "frozen" and the oscillations involve only the other one. In this case, for example, |δn K /n diff | 1 and |δn K /n diff | 0. We derive an explicit expression for these two quantities. Let us first note that when ω = ω p (q),n diff = sΞ/v p [see Eq. (6b)]. The value of n sum (x) at the boundary is instead obtained by taking the Fourier transform of Eq. (12) in the limit x → 0 − . This is shown in detail in the Supplemental Online Material. The resulting expressions are fairly simple, although their numerical integration turns out to be quite challenging. At the same time, the approximate model gives n sum (0) Fig. 2b ) we plot the two functions for the right-propagating mode. Note that at ν = 1 the 80% of the contribution to this plasmon comes from the electrons of valley K, while only the 20% is due to those around the K point.
Finally, it is possible to show that no other mode lives inside the bulk-plasmon gap. Such a mode should have a zero-momentum frequency smaller than ω c . The plasmon equation for gapped modes is obtained as before by considering the term in the square brackets in Eq. (12) and setting k = iκ − and ω = ω c ∆, with 0 < ∆ < 1. It is easy to show that in the limit q → 0 the resulting equations are identical to those obtained for the acoustic modes, when these are evaluated in the limit v p → ∞ and α = sα/(ω c √ 1 − ∆ 2 ). The plasmon equation is therefore a function of onlyᾱ, and it has no solution unless α → ∞ (which corresponds to ∆ = 1). Therefore the gapped mode has a minimum energy equal to ω c .
IV. CONCLUSIONS
In this letter we have discussed the problem of collective modes confined at the boundaries of a twocomponent 2D system subject to a pseudomagnetic field which preserves the time-reversal symmetry. [25] [26] [27] 29, 30 This property is ensured by the fact that it has opposite signs for the two different electron populations. We have shown that (i) two counter-propagating acoustic plasmons live at the edge of the system, and that (ii) in the limit of large pseudomagnetic field the excited plasmon involve only density oscillations of one of the two electronic components. The other one is completely "frozen". We stress that the very same phenomenology emerges in many different physical systems, and therefore the solution we provide has a wide applicability.
In graphene, the edge modes induced by shear strain deformations [25] [26] [27] are valley-polarized. They can therefore be used to selectively excite electrons in one of the two valleys by, e.g., optical means, by carefully choosing the energy and wavevector of the imparted external perturbation. This fact, similar to the valley-selective circular dichroism of transition metal dichalcogenides. 37 , has a direct impact on the emerging field of valleytronics.
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Furthermore, since the edge plasmon velocity depends on the strain field, it is possible to draw an analogy with the propagation of light in media with different refractive indexes, and imagine to induce focusing, anti-focusing and interference between collective modes by means of a properly chosen strain pattern.
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Our edge pseudo-magnetoplasmons are conceptually different from the edge "Berry plasmons" recently introduced in Ref. 39 . The latter are driven by a pseudomagnetic field in momentum space (Berry curvature) whereas our valley-selective pseudo-magnetic field acts in real space, therefore opening a gap in the spectrum of the modes propagating in the "wrong" direction. No such gap is present in the spectrum of Berry plasmons.
Another more "exotic" example is given by electrons traveling in a Skyrmion lattice. 29, 30 Our theory predicts the existence of counter-propagating spin-polarized acoustic plasmons, which can be exploited for spintronics applications.
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Appendix A: The model
We remind the reader that the model is defined by the following constitutive equations:
and
while the electrostatic potential satisfies
Since the electrons are confined in a half-plane, the system of Eqs. (A1)-(A3) is a integro-differential system that can be solved by, e.g., the Wiener-Hopf technique. In what follows we assume translational invariance along thê y direction, and that all functions have a ∼ e −i(ωt−qy) -dependence.
Fetter 20 simplified the problem by introducing an approximation of Eq. (A3). He replaced it with the following differential equation
The big advantage of such equation is that in this way one has to solve a system of ordinary (linear) differential equation. Solving Eq. (A2) we find
for the valley K, and
For the electrons in valley K . The main difference between Eq. (A5) and (A6), besides the replacement
, is the sign of ω c . Plugging Eqs. (A5)-(A6) into Eq. (A1) we find
The same equation holds for δn K (x). Note that no approximation has been done in Eqs. (A5)-(A7), and they are therefore valid also in the description of the full model. A further simplification occurs by introducing the variables δn K (x) = n sum (x) + n diff (x) /2 and δn K (x) = n sum (x) − n diff (x) /2. From Eq. (A7) we get
Note that Eq. (A8) is to be solved together with Eq. (A3) [or its approximate counterpart (A4)]. On the contrary, n diff (x) satisfies a differential equation which is independent of φ(x), and therefore it is exact whether or not the approximation (A4) is considered. Its solution is given by
We now derive the equation for the plasmon dispersion by the Wiener-Hopf technique. Taking the one-sided Fourier transform of Eqs. (A1)-(A2), i.e. integrating them over x between −∞ and 0 with the weight e −ikx , we get
in these equation we used that the velocity along thex direction vanishes at the boundary x = 0. Heren sum and φ denote the value of the functions at x = 0. Solving Eq. (B2) and substituting into Eq. (B1) we get the following equations:
from which we get
We now extend k to the whole complex plane, and we rename φ(k) → φ + (k) and n sum (k) → n + (k), where the "+" sign stands for the fact that the function is analytic in the upper-half of the complex plane. Recall indeed that Eq. (B3) was obtained by Fourier transforming over x between −∞ and 0, and therefore the functions n sum (k) and φ(k) that appear there are by definition analytic for m(k) > 0 .We complement Eq. (B4) with the Fourier transform of Eq. (A3). We get
We therefore get the equation
Eq. (B6) can be solved with the Wiener-Hopf technique. The solution is shown in the main text. We define
where α = 2πe 2 n 0 /(ms 2 ) and (
The function
is analytic in the upper (lower) half of the complex plane, including the real axis. Eq. (B6) becomes
HereΞ =n sum − 2en 0φ /(ms 2 ). The term on the second line of Eq. (B9) is rewritten using the following equality:
is analytic in the upper (lower) complex plane, including the real axis, and reads
Note that here F (k) is defined differently with respect to the main text. Eq. (B9) can now be rewritten as
Since the left-hand side is analytic for m(k) ≥ 0 and the right-hand side is analytic for m(k) ≤ 0, together they define a function analytic in the whole complex plane. Since both sides have to vanish in the limit |k| → ∞, we get
Plugging this equation back into Eq. (B4) we finally get
Since n + (k) must be analytic in k = iκ − , the numerator on the right-hand side of Eq. (B14) must have a zero at that point. Therefore we get the equation
Appendix C: The calculation of G±(k) and F+(k)
To determine the function G ± (k) we first consider the functionG
To determine the functionsG ± (k) we take the derivative of lnG(k) with respect to k. We get
Using Eq. (B11) we can now split the second line of Eq. (C2) in the sum of two functions, one analytic in the upper half of the complex plane and the other analytic in its lower half. We identify them with
and therefore we need to compute only one of the two functions. We get
To avoid the pole z = k + iη, we close the contour in the lower half of the complex plane, circulating in the clockwise direction. The contour excludes the branch cut of the square root, which runs from z = −iq to z = −i∞.
Note that the denominator of the last line on Eq. (C4) has no poles thanks to properties of the square root, namely that it changes sign on the two sides of the branch cut. After some straightforward manipulations we get
and therefore, after an integration over k,
we finally get
Note that G ± (k) → 1 in the limit k → ∞.
We are now in the position to calculate the function F + (k), which reads
Once again the contour is closed in the lower half of the complex plane and goes around the branch cut of the square root. Note that for small q the pole z = −iκ − lies inside such branch cut, and that the function G − (z). is analytic on it. After some straightforward algebra we get
where P stands for the principal value. Finally, the functions that enter Eq. (B15) are
In the limit q → 0, and assuming that ω = cq, Eq. (B15) becomes
where we definedᾱ ≡ sα/ω c = 2πe 2 n 0 /(msω c ), and
The integral on the second line is infrared divergent and it is cut-off by the dimensionless screening lengthq c = N f α ee sk F /ω c .
Appendix D: The rationsum/n diff
We first observe that, according to the second line of Eq. (B3),n diff =Ξc −1 , in the limit q → 0. To calculatē n sum we have to consider the Fourier transform of n + (k), given by Eq. (B14), in the limit x → 0 − . This implies that the contour of integration is to be closed in the lower half of the complex plane, where the functions F + (k) and G + (k) have branch cuts. Prior to performing the Fourier transform of n + (k), it is convenient to rewrite
, where (hereafter, to simplify the results, we neglect contributions that would vanish in the limit q → 0)
To obtain this expression we closed the contour of integration of Eq. (C9) in the upper half of the complex plane. Note that F (1) (k) is analytic for k → −ik. We also note that
Appendix E: The solution of the approximate model
The set of differential equations given by Eqs. (A4), (A8) and (A9) can be easily solved. We look for a solution of the form n sum (x) =n sum e κ+x and φ(x) =φe κ+x , and we set to zero the determinant of the resulting linear system. Therefore 2 n 0 q/m is the bulk plasmon frequency at zero magnetic field. Eq. (E1) has two solutions, which we denote by κ +,1 and κ +,2 . We write the solution of the system of differential equations as φ(x) =φ 1 e κ+,1x +φ 2 e κ+,2x ,
and n sum (x) = (κ 
and we impose the boundary conditions to find an equation for κ +,1 and κ +,2 , which, together with Eq. (E1), allows us to determine the edge plasmon frequencies. Such boundary conditions are given by (i) the continuity of the potential and (ii) of its derivative, and the vanishing of (iii) v K,x and (iv) v K ,x at the boundary x = 0. The potential for x > 0 is given by φ(x) =φ 0 e 
it is now interesting to study the density distribution for this mode. Plugging ω = cq, with c given by Eq. (E5), into Eqs. (A10), (E2) and (E3) we find that, in the limit ω c → ∞ and q → 0,φ 1 = 0, κ 2,+ = κ − = ω c /s, and n sum (x) =n diff e ωcx/s , n diff (x) =n diff e ωcx/s ,
and therefore δn K (x) = 0 and δn K (x) = 0. Therefore, the edge plasmon contains only the contribution of the electron in valley K. Reversing the sign of ω c (or considering the plasmon with negative group velocity) we would get an edge plasmon whose contribution comes mainly from valley K .
