Gaussian graphical models are often used to infer gene networks based on microarray expression data. Many scientists, however, have begun using high-throughput sequencing technologies to measure gene expression. As the resulting highdimensional count data consists of counts of sequencing reads for each gene, Gaussian graphical models are not optimal for modeling gene networks based on this discrete data. We develop a novel method for estimating high-dimensional Poisson graphical models, the Log-Linear Graphical Model, allowing us to infer networks based on high-throughput sequencing data. Our model assumes a pair-wise Markov property: conditional on all other variables, each variable is Poisson. We estimate our model locally via neighborhood selection by fitting 1-norm penalized loglinear models. Additionally, we develop a fast parallel algorithm permitting us to fit our graphical model to high-dimensional genomic data sets. We illustrate the effectiveness of our methods for recovering network structure from count data through simulations and a case study on breast cancer microRNA networks.
I. INTRODUCTION
Graphical models have become a popular technique to depict and explore relationships between genes and estimate genomic pathways [1] , [2] . Undirected graphical models, or Markov Networks, denote conditional dependence relationships between genes [3] . In other words, genes A and B are linked if given the profiles across the subjects for all other genes, the levels of gene A are still predictive of the levels of gene B. Thus, Markov Networks denote a type of direct dependence that is stronger than merely correlated expression values. Many have developed methods to estimate high-dimensional Markov Networks for Gaussian or binary data by using sparsity to select the edges between genes [4] , [5] , [6] , [7] . Several have used these methods for Gaussian graphical models to infer network structures from microarray gene expression data [4] , [8] . As typical log ratio expression values from microarray data follow approximately a Gaussian distribution, these models are appropriate. Recently, more scientists are using RNA-sequencing technologies to measure gene expression or microRNA levels, as these methods in theory yield less technological variation than that of microarrays [9] . Measurements from RNA-sequencing, however, are not approximately Gaussian and are in fact read counts of how many times a transcript has been mapped to a specific genomic location. The RNA sequencing expression values are non-negative integers; thus, many have advocated to model this count data using the Poisson distribution [9] , [10] , [11] . In this paper, we develop a novel Log-Linear Graphical Model based on the Poisson distribution and build an algorithm to estimate genomic networks from high-dimensional sequencing data.
High-dimensional methods to estimate Gaussian or binary Markov Networks have been well-studied [4] , [5] , [6] , [7] . Few, however, have introduced methods for Poisson Markov Networks. Hastie et al. [12] propose a combinatorial approach, augmenting the data matrix and fitting log-linear regression models. The computational complexity of the method, however, grows on the order of p 2 2 p where p is the number of variables; this is infeasible for data with p > 20. Others have outlined related approaches for multi-way contingency tables [13] , [14] , [15] , [16] that again, are only computationally feasible for a small number of variables. Our goal in this paper is to develop a model and computationally attractive algorithm to estimate high-dimensional Poisson graphical models that can be used to infer genetic networks based on RNA-sequencing data.
In this paper, we make several novel contributions: (1) propose a Log-Linear Graphical Model based on a pairwise Poisson Markov Network; (2) introduce a neighborhood selection approach to infer network structure locally via a series of 1 penalized log-linear models; and (3) build a fast parallel algorithm to fit our graphical model to highdimensional genomic data.
II. METHODS

A. A Log-Linear Graphical Model
places severe constraints on the types of pair-wise conditional relationships between variables that have little meaning in the context of genetic networks. Thus, we propose to estimate unrestricted relationships between pairs of variables locally and then put together this set of local networks. While this procedure does not fit a joint model on all the nodes, it will allow us to infer a more general graph structure. To denote the difference between this set of local models and the joint Poisson Markov Network, we use llgm and LLGM respectively.
First, let us define the undirected network structure as G = {V, E}; that is, the graph, G, consists of the set of vertices (variables), V , and the set of edges (links), E. In the context of genetic networks, each of the vertices or nodes corresponds to a specific gene and edges denote links or important relationships between genes. Let X be a matrix of n samples measured on p genes with entries taking on integer values, X ij ∈ {0, 1, 2, . . . ∞}.
Our model is characterized by conditional Poisson relationships between pairs of nodes.Then, both the llgm and LLGM models are defined in terms of this conditional density for each node:
with parameters Θ = (θ j , θ jk , ∀ j = k ∈ V ), the parameter θ j is an intercept, and the parameter θ jk gives the conditional relationship between nodes j and k. Note that (1) denotes pair-wise relationships or the local Markov property [14] .
Recall that for the local, pair-wise Markov property to hold jointly for all nodes to form a Poisson Markov Random field, the conditions of the Hammersley-Clifford theorem must be satisfied. This result states that the probability density of the graph may be factored into a product of potentials on the set of maximal cliques. Besag [17] went on to define the conditions under which Markov random fields can be defined for exponential families. From this, the probability density of the Poisson Markov Network, we call this our global LLGM, is given by the following:
Here, Ψ(Θ) is the log-partition function:
This term acts as a normalizing constant ensuring that (2) is a proper probability density function; that is, it sums to one. This requires that Ψ(Θ) < ∞ ∀ X.
As the term θ jk X j X k dominates the above summation, this implies that θ jk ≤ 0 ∀ j = k [17] . Thus, the Poisson Markov Network, LLGM, is only defined for conditionally negatively correlated relationships between variables. Due to this restriction on the parameter space of the LLGM, this model has limited applicability. Consider for example, that graphical models are often used to estimate regulatory pathways from gene expression data. Thus, conditional on other genes, genes belonging to the same regulatory pathway would have a positively correlated relationship. These positive dependencies cannot be captured or estimated via the LLGM model. Hence, this model is not ideal for estimating network structures from high-throughput genomic data.
Therefore, we propose to estimate the local model, llgm, for each node and then combine each of these estimated local models to infer a network structure. Returning to (1), we will assume that the intercept term, θ j , is zero as we assume each genomic variable has been adjusted for sequencing depth as described in the previous section. We are then left with the following log-linear model, the inspiration for the name llgm:
Estimating the parameters of this model, θ jk ∀ (j, k) ∈ V , is sufficient for inferring the local network structure of the graph. Notice, for example, that if θ jk = 0, then this implies that X j ⊥ X k |X =j,k , or variables j and k are conditionally independent given all other variables with no edge connecting them in the graph. This approach is closely related to the neighborhood selection problem proposed for Gaussian graphical models and Ising models in Meinshausen and Bulhmann [4] and Ravikumar et al. [7] respectively. The major difference between our approach for Poisson graphical models and these existing methods is that estimating the pair-wise conditional dependencies for the Ising and Gaussian graphical model are sufficient for determining the joint dependence structure of the random field. While this does not hold for our models, our local approximation will allow us to estimate a richer set of dependence structures.
B. Poisson Graphical Lasso
We describe our method for fitting the local Log-Linear Graphical Model, llgm, an algorithm we call the Poisson Graphical Lasso named after the Graphical Lasso algorithm of Friedman et al. [6] for Gaussian Graphical Models.
1) Neighborhood Selection: We fit the llgm by for each node, estimating the set of edges extending out from the node, of the node's neighborhood. Meinshausen and Bulhmann [4] first proposed to automatically select the neighborhood of node j by placing an 1 -norm penalty on linear regression coefficients to encourage sparsity. Neighborhood selection methods have been developed for high-dimensional graph estimation using 1 -norm penalized linear regression [4] and logistic regression [7] . We extend this to 1 -norm penalized log-linear regression for neighborhood selection for the local llgm.
Mathematically, we can write the neighborhood selection problem for node j as the solution to the following penalized log-linear regression problem:
Here, ρ ≥ 0 is a bandwidth parameter controlling the amount of sparsity in the neighborhood and the notation X i, =j denotes the ı th row of X and all columns other than column j, and analogously for Θ =j,j . Thus, we estimate the zero elements in one column of our parameter matrix, Θ, at a time by regressing the j th variables, X j onto all other variables X =j . For ease of notation, we denote this estimated column asΘ j (ρ) to make explicit the dependency on the bandwidth parameter, ρ; note that there is no j th element to this column vector. We denote the estimated graph structure as the adjacency matrixÂ(ρ) implied by the zero elements inΘ(ρ) :Â(ρ) = |sign(Θ(ρ))|.
There are many fast computational approaches to fitting these 1 -norm penalized log-linear models [18] . Finally, notice that neighborhood selection is not symmetric. In other words, while nodes j and k may be estimated to have an edge when node j is regressed on all others, this edge may not be present when node k is the regressor [4] , [7] . Thus, we define our estimated graph,Â(ρ), as the union over the set of these edges, noting that the intersection is also appropriate.
2) Selecting Bandwidth Parameters: The bandwidth parameter ρ controls the sparsity of the graph structure, or in other words, the number of estimated links between nodes. We seek a data-driven method for estimating this parameter.
In the Gaussian graphical model literature, many data-driven methods such as cross-validation, BIC, AIC, and stability selection have been proposed. The former three approaches, however, require calculating the log-likelihood; recall that our local algorithm based on the llgm does not maximize the joint likelihood of (2) . We then, propose to estimate the bandwidth parameter via stability selection, an approach which seeks the ρ leading to the most stable set of edges [8] . In brief, stability selection sub-samples the data X (b) and estimates a separate graph A (b) (ρ) for each sub-sample and vector of bandwidth parameters, ρ. The optimal value of ρ controls the average variance over the edges of the sub-sampled graphs [8] . We note that default values for tuning parameters from [8] are used.
3) Algorithm: We are interested in developing a fast algorithm to fit our llgm model to high-throughput genomic data. We accomplish this by incorporating fast path-wise algorithms and stability selection into a parallel computing framework.
First, notice that each of the penalized log-linear models, (4), can be fit independently as the results of each do not depend on others. Thus, the neighborhood of each node can be estimated in parallel. In addition, recent advances in computing 1 penalized models via path-wise coordinate methods over a range of bandwidth parameters, ρ, allow us to compute the entire neighborhood solution path for each node with approximately the same speed as fitting at a single value of ρ [18] . Thus, to fit the penalized log-linear models path-wise over a range of bandwidth parameters in parallel for each node; that is, we need to know ρ max , the value which gives zero edges in the graph. Examining the Karush-Kuhn-Tucker conditions of (4), the minimum value of ρ at which no edges are selected for X j is max k =j |X T k X j |. Hence, ρ max = max j,k =j |X T k X j |, the maximum over all the j regression problems.
Algorithm 1 Poisson Graphical Lasso for llgm 1) Normalize the data X as described in Section 2.1. Set ρ max = max k,j |X T k, =j X j |. Fix ρ min ≈ 1.0 × 10 −4 . Define 100 log-spaced values ρ = [ρ max . . . ρ min ] T . 2) For each X j , j = 1, . . . p, do in parallel: a) Solve (4) with regressor X j and predictors X =j path-wise for ρ yieldingΘ j (ρ). b) For b = 1, . . . B:
i. Sample m = 10 √ n observations, yielding the sub-sampled data, X (b) . ii. Solve (4) with regressor X Algorithm 1 summarizes these items and the steps of our Poisson Graphical Lasso method. Notice that the entire set of computations including path-wise log-linear models and stability selection are performed in parallel for each node. This dramatically reduces the computational complexity to approximately O((1 + B)p 3 ) for each node [18] . After this, stability selection results are combined to estimate the optimal bandwidth parameter and the final graph is determined via maximum edge agreement. Thus, our Poisson Graphical Lasso Algorithm is a computationally efficient method for inferring the high-dimensional llgm.
III. RESULTS
A. Experiments on Simulated Networks
We assess the performance of our llgm for selecting the correct underlying network based on simulated count data. Three graph structures are simulated: (i) a hub network, where each node is connected to one of three hub nodes, (ii) a scale-free network, in which the number of nodes of a certain degree follow a power law, and (iii) a random network, in which each edge has equal probability. Our llgm is compared to the Graphical Lasso algorithm [6] and the Graphical Lasso after applying a log transform to the data plus one. Unlike for Gaussian graphical models and Ising models, simulating Poisson networks is not a trivial task; we employ an approach based on Karlis [19] . In brief, n independent observations from our simulated Poisson network with p nodes, X ∈ n×p , are generated from the following model: X = Y B + E. Here, Y is a n × p + p(p − 1)/2 matrix with each element Y ij iid ∼ P oisson(λ true ) and E is n × p with E ij iid ∼ P oisson(λ noise ). The matrix B encodes the true underlying graph structure denoted by the adjacency matrix A ∈ {0, 1} p×p : B = [I (p) ; P (1 (p) tri(A) T )] T . Here, P is the p × p(p − 1)/2 pair-wise permutation matrix, denotes the Hadamard or element-wise product, and tri(A) denotes Fig. 1 . Experimental simulation study for three network structures (columns for left to right): hub, scale-free, and random graphs. For each type of graph, Poisson networks are generated with 200 observations and 50 nodes at a high and low signal-to-noise ratio (SNR). Our llgm is compared to the Graphical Lasso and the Graphical Lasso on the log-transformed data through Receiver Operator Curves obtained by varying the bandwidth parameter, ρ, and boxplots of true and false positive rates for fixed ρ estimated by stability selection. Our llgm outperforms competing methods for all three simulated network structures. the p(p − 1)/2 × 1 vectorized upper triangular portion of the adjacency matrix A. We simulate n = 200 observations for p = 50 nodes at two signal-to-noise (SNR) levels. We set λ true = 1 with λ noise = 0.5 for the high SNR level and λ noise = 5 for the low SNR level.
Results of our experiments conducted over ten replicates are given in Figure 1 . Both receiver operator curves (ROC) computed by varying the bandwidth parameter ρ and boxplots of true and false positive rates for fixed ρ as estimated via stability selection are given at the high and low SNR levels. These results indicate that llgm uniformly outperforms the Gaussian graphical models for the hub and scale-free graphs. The improved statistical power of our llgm for recovering the hub graph structure is particularly striking. The ROC curves of all methods on the random graph structure are approximately equal. When stability selection is used to estimate the sparsity level, however, we see that llgm retains its advantage over the competitors.
B. Discovering microRNA Networks
We apply our llgm to discover relationships among microR-NAs based on sequencing data from breast cancer patients. There is a long record of applying Markov Networks to understand gene expression data, but inferring networks based on microRNAs is a novel application of graphical models. Level III breast cancer data was obtained from the Cancer Genome Atlas (TCGA) data portal (http://tcga-data.nci.nih.gov/tcga/) [20] . This data set consists of 544 patients and 524 microR-NAs. The sequencing data was normalized so that the Poisson distribution is an appropriate model. In brief, the data was (i) adjusted for sequencing depth by quantile normalization [10] , (ii) 50% of the microRNAs that varied the least across the samples were filtered out leaving 262 microRNAs, (iii) a Poisson transform was applied by taking round(X α ) for the α ∈ (0, 1) [11] yielding the smallest difference between the mean and variance, and (iv) to detect possible batch effects, a Poisson ANOVA with the batch labels as predictors was fit to each micoRNA and corrected for multiple testing by controlling the FDR at 10%; this yielded 0.57% microRNAs associated with the batch labels, and thus, a batch effect was not detected.
In Figure 2 , we present the results of our llgm applied to the breast cancer microRNA sequencing data. Analysis of this network reveals results consistent with the breast cancer genomics literature as well as novel biomarkers and clusters to investigate further. First, however, notice from the top right panel of Figure 2 that the estimated network closely follows a power law in the number of nodes at each node degree, and thus appears to be a scale-free network. Many biological networks, such as gene expression networks, protein-protein interaction networks, and metabolic networks, have been observed to be scale-free [21] ; thus, we can add microRNA expression networks to this list.
Many of the hub microRNAs identified in our llgm such as let-7c, mir-10b, and mir-375 have been previously associated with breast cancer progression and metastasis. For example, let-7c has been shown to regulate the breast cancer metastasis [22] . High level expression of mir-10b has been observed in triple negative (ER negative, PR negative, and Her2 negative) breast cancer patients [23] . Silencing mir-10b has been proposed as potential therapeutic target and tested in mouse mammary gland tumor models [24] . Blocking mir-375 in ER-positive cancer cells can slow down the cancer cell growth [25] . Other hub microRNAs identified in our llgm are novel biomarkers that need to be validated further for associations in breast cancer. Consider, for example, mir-379 which forms an edge and is tightly correlated, bottom right panel of Figure 2 , with another hub microRNA, let-7c. There have been no studies on the functionality of mir-379, but based on its hub status in the llgm and its connections with other studied microRNAs, we hypothesize that mir-379 is a regulatory microRNA for breast cancer progression and metastasis.
Our results also indicate interesting sub-network modules related to microRNA clusters and functional regulatory pathways. We identified a large microRNA cluster in the right, boxed portion of Figure 2 which contains has-mir-516a-1, has-mir-521-1, hsa-mir-522, has-mir-519a-1, and has-mir-527 from chromosome 19:54251890-54265684 [+]. Many have established that microRNAs appear in clusters on a single polycistronic transcript [26] . The expression levels of precur-sor microRNAs in the same cluster are synchronized and coordinated by similar transcription factors. Mature microRNAs levels, however, are regulated independently. As sequencing technologies measure mature microRNA levels and we did not incorporate any outside information such as transcript location, we would not necessarily expect to find these microRNA clusters. Interestingly, our llgm identifies a major microRNA cluster, indicating that perhaps these microRNAs are functionally related, regulating similar biological processes in breast cancer.
Overall, the novel application of our local Log-Linear Graphical Model to understand breast cancer microRNA networks has yielded results consistent with the known literature and identified potential biomarkers and pathways for future research.
IV. DISCUSSION
We have developed a novel framework for estimating highdimensional graphical models with Poisson distributed data.
Our work leads to many areas of new methodological work. These include further studying the global LLGM and establishing theoretical properties such as consistent graph recovery and estimation of model parameters. Also, a joint density defined on all the nodes that does not severely restrict conditional relationships as in the LLGM would be an important contribution. Extensions of graphical models to encompass other distributions is another direction for future research.
There are many potential applications of our Poisson graphical model and algorithm. We have presented a case study on microRNA networks, but clearly llgm will be useful for constructing gene expression networks from RNA-sequencing data as well. A major consideration when applying our model to sequencing data is proper normalization to ensure that the samples are (approximately) independently and identically Poisson distributed. In particular, as our model is parametric, it is sensitive to zero-inflation and overdispersion, both of which commonly occur with RNA-sequencing data. Thus, it is our strong recommendation to follow the normalization steps mentioned in Section III-B; that is, to filter out nonvariable genes and adjust for overdispersion. Additionally, our novel application using undirected graphs to study microRNA networks yields a new method to examine microRNAs in groups instead of the more common approaches of studying the genomic targets of a single microRNA. Further work to biologically validate our predicted microRNA biomarkers and clusters in breast cancer is needed to gain a more complete picture of the regulatory process in this disease. Beyond genomics, there are many potential applications of llgm to multivariate Poisson distributed data such as that from userratings, web site visits, advertising clicks, bibliometrics, and social networks.
In conclusion, our work developing Log-Linear Graphical Models for high-throughput sequencing data has many implications and has opened new directions for research both in the area of high-dimensional graphical models and in the application of these to gene expression and microRNA expression networks.
