Introduction

12
In a recent paper [4] , the first author classifies all partial linear spaces (these are point-line 13 incidence geometries where every pair of points is incident with at most one line) admitting a rank 14 3 primitive automorphism group of almost simple type. The classical symplectic, Hermitian and 6 ), i = 1, 2, are equal to ( p 01 , p 02 , p 03 , . . . , p 56 ), where the 33 p i j 's are ordered lexicographically with respect to their subscripts, and where 34 p i j = x (1) i x (2) j y (1) i y (2) j . in S. 19 (b) The set of Hermitian spreads containing a given line is partitioned into 1 2 q(q − 1) classes of 20 q 2 spreads mutually intersecting in exactly that line (we will call each such class of spreads 21 a pencil). 22 (c) Given a pencil P through the line L, every line opposite L is contained in exactly one spread 23 of P. 24 (d) There are exactly 1 2 q(q − 1) Hermitian spreads containing a given regulus.
have got all of them. , (q 2 − 1)(q 3 + 1), 2q 4 − q 3 + q 2 − 2, 2q 2 (q 2 − 1)).
16
Proof. It is well-known that there are q 3 (q 3 −1) 2 hyperplanes meeting Q (6, q) in an elliptic 17 quadric, hence the number of vertices. The degree of the graph follows easily from Lemma 2(b).
18
Take two spreads S 1 and S 2 meeting in a line L. By Lemma 2(b), there are q 2 −2 other spreads 19 meeting both S 1 and S 2 in that same line L. We now need to count the number of spreads meeting 20 S 1 and S 2 in distinct lines.
21
Take a line L 1 = L of S 1 and the pencil P 1 of spreads through L 1 meeting S 1 in only L 1 , or 22 being equal to S 1 . First notice that there is one line of S 2 at distance 2 from L 1 (by the definition 23 of the spread of H(q)) and q 2 at distance 4; these lines cannot be in a spread with L 1 . So there 24 are exactly q 3 − q 2 lines of S 2 opposite L 1 . By Lemma 2(c), each of them is in exactly one 25 spread of P 1 . Among the lines of S 2 opposite L 1 , one is the line L itself, k are contained in a 26 spread meeting S 2 in a line, and (q 2 − 1 − k)(q + 1) are contained in a spread meeting S 2 in a 27 regulus. This gives us an equation that yields k = 2q − 1. Since there are q 3 choices for L 1 , we 28 get λ = q 2 − 2 + q 3 (2q − 1).
29
Now take two spreads S 1 and S 2 meeting in a regulus R. By Lemma 2(a), there is no spread 30 meeting both S 1 and S 2 in a line of the regulus. The same type of counting argument as above 31 shows that there are 2q spreads through a given line of S 1 not on R and meeting S 2 in a single 32 line. Hence µ = 2q(q 3 − q).
33
Since these counts are independent from the choice of spreads, Γ (q) is strongly regular. It is obvious by definition that these define partial linear spaces. Families 2 and 4 use the 18 hexagon structure, while Families 1 and 3 only use the orthogonal structure. Notice that for 19 q = 2, our graph Γ (q) is the complete graph, hence the partial linear space Γ 2 (2) is actually a 20 linear space, i.e. a partial linear space in which all points are pairwise collinear.
21
Family 2 has the extra property that each of them is a {0, 2q}-semi-partial geometry. Indeed,
22
consider a point and a non-incident block of the partial linear space, that is a spread S and a 23 pencil P of q 2 spreads mutually intersecting in L (S not being one of them). Either L is in the 24 spread S and then S meets all the spreads of the pencil in a regulus, or L is not a line of S and 25 then, by a counting argument similar to one we did above, there are exactly 2q spreads of P 26 meeting S in exactly one line.
27
This class of semi-partial geometries has been discovered before by Thas [7] , but the 28 construction given here is somewhat simpler. On the other hand, Thas' construction arises from a 29 more general method of constructing semi-partial geometries. Thas defines and uses so-called lines of S which do not belong to a Hermitian spread that also contains L 2 , contains L 1 .
34
If L 1 and L 2 are concurrent then ( * ) is satisfied by Lemma 4. Assume now that L 1 and L 2 35 satisfy property ( * ) and let S be an arbitrary Hermitian spread containing L 1 . Then L 2 intersects 36 one lineL of S and is at distance 4 from q 2 lines of S. Let L be one of these q 2 lines. Then 37 the regulus determined byL and L is contained in S and contains only lines not opposite to 38 L 2 , hence it must contain L 1 by ( * ). Therefore L 1 is not opposite L 2 . Suppose now that L 1 is at 39 distance 4 from L 2 . Let R be the regulus determined by L 1 andL and let L 3 be a line at distance 40 4 from L 2 not in R. Then the regulus determined byL and L 3 is also contained in S and contains 41 only lines not opposite to L 2 , hence it must contain L 1 by ( * ). This is a contradiction since a 42 regulus is determined by any two of its members, and so the regulus determined byL and L 3 is 43 supposed to intersect R in only one line. This proves that L 1 must intersect L 2 .
44
The theorem is now proved.
containing C 1 and C 2 , respectively, and let p 1 and p 2 be the vertex of the cone C 1 
which has no solution for q ≥ 3. Hence we proved that the vertices of C 1 and C 2 are indeed 3 collinear. This completes the proof. 4 We now turn to Family 4. Remember that we automatically assume q > 2 (by definition). But 5 we repeat this restriction for clarity in the theorem below. 6 We state the crucial observation for Family 4 in a lemma. of R through k and the line of T through i meet in a point of C. Since there are no triangles in 1 H(q), the points j and k are distinct. We see that there is a path of length 6 between j and k in 2 H(q). But, j and k being on an ideal line, we have j ⊥ k in Q(6, q) and so must they must be at If we add the foregoing numbers, then we obtain the identity 
31
We now prove a lemma about dual conics in a plane of even order. Note that the dual nucleus 32 of a dual conic is the line consisting of all points that are incident with precisely one line of the 33 dual conic. We will also call a point that is incident with exactly two lines of the dual conic a by p 2 with respect to p 1 , such that x is planarly spanned by z with respect to p 1 .
23
Proof.
Clearly "x being planarly spanned by y" with respect to p 1 is symmetric. Now let x be 24 arbitrary on L but distinct from p 1 and distinct from the intersection of L with N. The previous 25 lemma implies readily that there is a point y on L which is planarly spanned by both p 2 and x, 26 with respect to p 1 . The lemma now follows. 27 We can now prove our last main theorem. In the proof, we use the following notation. Let p 28 be any point and B any block of Γ 3 (q) not incident with p. Then we call the plane span of p 29 and B the linear span in Γ 3 (q) of the anti-flag { p, B}, and we denote it by PlSp( p, B) . We have 30 chosen to avoid the notation p, B in order not to confuse with the span of the duals of these 31 elements as subsets of the underlying projective space. Proof. Our method of proof is to reconstruct from Γ 3 (q) the geometry Γ 1 (q), and then appeal to 35 Theorem 6.
36
We remark that, if we apply a duality d in the projective space PG(6, q), then the points of 37 Γ 3 (q) are points of that space, and blocks are formed by subsets of lines in that space (for q odd, 38 one can take as duality the polarity associated with Q(6, q) and then we see that Γ 3 (q) is nothing 39 else than the geometry of elliptic points and nonisotropic lines with respect to Q(6, q)). We will 1 such that p d lie on the line ( p 1 p 2 ) d of the dual projective space forms precisely a blockB of the 2 corresponding geometry Γ 1 (q) of Family 1. 3 We first treat the case q even. We select an arbitrary block B containing p 2 and such that 4 α( p 1 , B) = q/2 − 2 (with notation as in Lemma 9). It is straightforward to verify that such 5 blocks exist in abundance. In the dual projective space, p d 1 is a point, and B d is a line. Let π 6 be the projective plane containing p d 1 and B d in the dual projective space. Of course,B d is 7 contained entirely in π. Now, π is the image under d of a nondegenerate elliptic 3-dimensional 8 projective subspace Π of PG(6, q) (with respect to Q(6, q)); this follows from Lemma 9. The 9 points of Γ 3 (q) whose image under d is in π can be identified with the elliptic hyperplanes of 10 PG(6, q) through Π , and the blocks of Γ 3 (q) whose image under d is in π can be identified with 11 the nondegenerate 4-spaces of PG(6, q) not containing the nucleus of Q(6, q) but containing Π .
12
The tangent 4-spaces through Π form a conic in the residue of Π in PG(6, q). Within 13 this residue, the elliptic hyperplanes correspond to the lines that intersect the conic in two 14 points (because they contain two tangent 4-spaces), the hyperbolic hyperplanes to the lines not 15 intersecting the conic and tangent hyperplanes to tangent lines.
16
Therefore we see that there is a dual nondegenerate conic C in π, such that the points of π for the points on the dual nucleus); the points in this last case are the points we are looking for.
32
Add p 2 , and you get the set of points that are planarly generated by p 2 with respect to p 1 and 33 using x as in Lemma 10. 34 We can now denote the unique point on B different from p 2 and not collinear with p 1 in Γ 3 (q) 35 by x , and we can look at the set of points that are planarly generated by p 2 with respect to p 1 36 and using x . Varying the block B through p 2 such that α( p 1 , B) = q/2 − 2, we thus obtain a set 37 P * of points. Playing the same game with every point of P * in the role of p 2 , Lemma 11 implies 38 that the union of sets thus obtained is preciselyB \ {p 1 }. We have reconstructed in a geometric 39 way the blocks of Γ 1 (q) and the theorem follows. 
