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Abstract
We use the Stein-Chen method to obtain compound Poisson approximations for
the distribution of the number of subgraphs in a generalised stochastic block model
which are isomorphic to some fixed graph. This model generalises the classical
stochastic block model to allow for the possibility of multiple edges between vertices.
Both the cases that the fixed graph is a simple graph and that it has multiple edges
are treated. The former results apply when the fixed graph is a member of the class
of strictly balanced graphs and the latter results apply to a suitable generalisation of
this class to graphs with multiple edges. We also consider a further generalisation of
the model to pseudo-graphs, which may include self-loops as well as multiple edges,
and establish a parameter regime in the multiple edge stochastic block model in
which Poisson approximations are valid. The results are applied to obtain Poisson
and compound Poisson approximations (in different regimes) for subgraph counts
in the Poisson stochastic block model and degree corrected stochastic block model
of Karrer and Newman [19].
Keywords: Stochastic block model; multiple edges; subgraph counts; compound Poisson
approximation; Stein-Chen method; pseudo-graphs
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1 Introduction
Small subgraph counts can be used as summary statistics for large random graphs; indeed
in some graph models they appear as sufficient statistics, see [16]. Furthermore, many
networks are conjectured to have characteristic over- or under-represented motifs (small
subgraphs), see for example [22]. Moreover, statistics based on small subgraph counts
can be used to compare networks, as in [30, 33]. To determine which small subgraphs
are unusual, assessing the distribution of such motifs is key. The mean and variance of
subgraph counts for some common random graph models are given by [26], whilst the
focus of this paper concerns distributional approximation of subgraph counts.
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A powerful and popular tool for deriving distributional approximations for subgraph
counts is the Stein-Chen method [32, 11]. The method was first used to derive approxima-
tions for subgraph counts in [3] and a comprehensive account of Poisson approximation of
subgraph counts is given in the book [7]. To date, distributional approximations for sub-
graph counts have mostly been derived for simple random graph models (simple graphs
are graphs with no self-loops or multiple edges). However, networks with multiple edges
(often referred to as multigraphs) arise naturally in many real-world networks and also
in important synthetic networks models, such as the configuration model. For example
in collaboration networks as analysed in [17], vertices are authors, and two authors are
linked by an edge if they have co-authored at least one paper. One can argue that edges in
collaboration networks simplify relationships and that the number of joint papers contains
important information. Another example is the Molloy-Reed construction of realisations
from the configuration model [23] which allows self-loops as well as multiple edges. A
collection of currently 90 networks with multi-edges can be found in the KONECT data
base, http://konect.uni-koblenz.de/. In this paper, we derive distributional approx-
imations for subgraph counts in a generalised stochastic block model, which includes the
Poisson stochastic block model and the degree-corrected stochastic blockmodel of [19] as
special cases.
The stochastic block model (SBM) was introduced originally for directed graphs by
[18] and generalised to other graphs by [24]. It is also called the Erdo˝s-Re´nyi Mixture
Model in [15] and in theoretical computer science it is known as the Planted Partition
Model [12]. It has a wide range of applications; see the survey [21] and references therein.
In this paper, we shall use the following generalisation of the classical SBM to one with
multiple edges. Consider an undirected random graph on n vertices, with no self-loops,
in which the vertices are spread among Q hidden classes. Letting f = (f1, . . . , fQ) be
a vector in [0, 1]Q such that
∑Q
q=1 fq = 1, the class label of a vertex is drawn from a
multinomial distribution M(1, f), and class assignments are independent of each other.
The number of edges Y˜i,j between vertices i and j (the tilde in the notation distinguishes
these random variable from the random variables Ya,b defined in (2.7)) are independent
conditionally on the class of the vertices, and the probability depends only on the classes
of the vertices: denoting by cv ∈ {1, . . . , Q} the class of vertex i,
P(Y˜i,j = k | ci = a, cj = b) = πa,b,k, k = 0, 1, 2, . . . , (1.1)
and
∑∞
k=0 πa,b,k = 1 for all a and b. We shall refer to this model as a stochastic block multi-
graph model (SBMM) and denote it by SBMM(n, π, f). The model of [19] corresponds
to the case of Poisson probabilities πa,b,k = e
−ωa,bωka,b/k!. If πa,b,k = 0 for k ≥ 2, then the
SBMM model reduces to the classical SBM. Further, if πa,b,0 = 1− p, πa,b,1 = p, πa,b,k = 0
for all k ≥ 2, the SBM reduces to the Erdo˝s-Re´nyi random graph model, which we denote
by G (n, p). In Section 5, we shall also introduce a generalisation of the SBMM to pseudo-
graphs (graphs which allow for self-loops as well as multiple edges). In this paper, it is
assumed that π and f are known, and that f1, . . . , fQ > 0; for estimating these quantities
for the classical SBM see, for example, [1, 20, 21, 25].
Most of this paper shall focus on the case that vertices in the same class are stochas-
tically equivalent, that is the probabilities are given by (1.1). However, as noted by [19],
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such models may be a poor fit when modelling networks with hubs or highly varying de-
grees within communities. Indeed, [19] introduced the degree-corrected stochastic block
model in which the probabilities are given by πa,b,i,j,k = e
−θiθjωa,b(θiθjωa,b)
k/k!, where θi
relates to an expected degree of vertex i. All our results and proofs generalise easily to
such heterogeneous vertices, in which the right-hand side of (1.1) is of the form πa,b,i,j,k
(see Corollary 3.5 and Example 3.6).
In [13], it is shown that the distribution of the number copies of a fixed graph G in
the SBM(n, π, f) model is well approximated by an appropriate Poisson distribution if
G is a member of the class of strictly balanced graphs (defined in Section 2.1.1) as long as
πa,b,1 is not too large for all a and b. Explicit bounds for the rate of convergence (in the
total variation distance) are also given in [13]. The results of [13] generalise well-known
results for the G (n, p) model, such as Theorem 5.B in [7]. For normal approximations
of subgraph counts there are results available for the G (n, p) model as well as for the
configuration model, see [8] and references therein.
This paper generalises the results of [13] to derive compound Poisson approximations
for subgraph counts in the SBMM(n, π, f) model. We consider both the case that the
fixed graph G is a simple graph and that it is itself a multigraph. For simple graphs, a
Poisson approximation is valid when the fixed graph G is strictly balanced, see for example
Theorem 5.B in [7]. For the case of mulitgraphs we introduce a related notion which we call
“strictly pseudo-balanced”, see Definition 2.1 below. The existence of multiple edges can
create clumps of subgraph counts. In such a situation a compound Poisson approximation
is more appropriate than a Poisson approximation; see also Remark 2.2 for why this is the
case. The compound Poisson approximations of the main results (Theorems 3.1 and 4.1)
are valid when the fixed graph G is strictly balanced (or strictly pseudo-balanced) and the
edge probabilities πa,b,k are not too large for all a, b and k, and thus generalise Theorem
2.1 of [13] in a natural manner. In certain parameter regimes, which includes the model
of [19], not only a compound Poisson approximation but also a Poisson approximation
may hold; see Section 5. As far as we are aware, this is the first paper to give explicit
bounds for a compound Poisson approximation of subgraph counts in random multigraph
models.
The rest of the paper is organised as follows. Section 2 introduces the setup we use
to prove our main results. Section 2.1 contains the notation and procedure we use to
count subgraph copies in the SBMM, while Section 2.2 recalls the relevant theory from
the Stein-Chen method for compound Poisson approximation that will be used to derive
the approximations. Section 2.3 concerns the calculation of the parameter in the limiting
compound Poisson distribution. As an example, the parameter is worked out in the
case that the fixed graph G is the complete graph on v vertices. In Section 3, we use
the Stein-Chen method to derive a compound Poisson approximation for the number
of subgraphs in the SBMM which are isomorphic to some fixed simple graph from the
class of strictly balanced graphs. Remark 2.2 illustrates with an example that a Poisson
approximation is in general not applicable. It is noted in Example 3.4 that Theorem 3.1
is easily applicable to the model of [19]. Also, in Corollary 3.5 and Example 3.6, we show
how Theorem 3.1 generalises to edge probabilities of the form πa,b,i,j,k, which includes the
degree-corrected stochastic block model of [19] as a special case. Section 4 is devoted to a
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generalisation of this problem in which the fixed graph can now itself have multiple edges.
We again derive a compound Poisson approximation, for which the strictly balanced
graph condition is replaced by an appropriate generalisation for multigraphs. Section 5
contains the generalisation of our results to the SBMM with self-loops. We obtain some
simple sufficient conditions for which a Poisson approximation of subgraph counts holds
in the SBMM (see Theorem 5.2 and Remark 5.4). Finally, Corollary 5.5, gives a Poisson
approximation for subgraph counts in the Poisson stochastic block model of [19].
2 The setup
2.1 Subgraph counts in the SBMM
2.1.1 Simple graph G
Let us now introduce some notation that will be useful for counting copies of a fixed graph
G in the SBMM(n, π, f). For simplicity of exposition, we firstly consider the case that G
is a simple graph and then in Section 2.1.2 we generalise to the case that G is a multigraph.
Let Kn be the complete graph with n vertices and
(
n
2
)
edges. Let G = (V (G), E(G)) ⊂ Kn
be a fixed graph with v(G) vertices and e(G) edges; here V (G) denotes its vertex set and
E(G) its edge set. To avoid trivialities, we assume that e(G) ≥ 1 and that G has no
isolated vertices. We shall be particularly interested in the case that G is a member of
the class of strictly balanced graphs, which is defined as follows (see for example [7]). Let
d(G) =
e(G)
v(G)
. (2.2)
Then the graph G is said to be strictly balanced if d(H) < d(G) for all subgraphs H ( G.
Let Γ be the set of all copies of G inKn, that is all subgraphs ofKn that are isomorphic
to G. Note that |Γ| =
(
n
v(G)
)
ρ(G), where
(
n
v(G)
)
is the number of ways of choosing v(G)
vertices, and
ρ(G) =
(v(G))!
a(G)
, (2.3)
where a(G) is the number of elements in the automorphism group of G.
In a multigraph, more than one isomorphic copy of G may be present for a given
labelled graph α = (V (α), E(α)) ∈ Γ. To take this into account, for α ∈ Γ with E(α) =
{(α1, α2, . . . , αe(G))} let Λα = Λα(G) denote the set {(aα1 , . . . , aαe(G)) ∈ {1, 2, 3, . . .}
e(G)} =
Ne(G). We view the aαi as edge labels in the following sense. In the SBMM(n, π, f) model,
the number of edges between vertices u and v is determined according to the classes of
these vertices and the measure π. If k ≥ 1 edges are selected via the measure π, then
these edges are given edge labels 1, . . . , k. In this way, if vertices u and v are from classes
a and b, then edge number 1 between u and v occurs with probability
∑∞
k=1 πa,b,k, edge
number 2 between u and v occurs with probability
∑∞
k=2 πa,b,k, and so forth.
Now, let G = (V, E) be a random multigraph on n edges. For α ∈ Γ and a ∈ Λα, let
Xα,a(G) be the indicator random variable for the occurrence of α ∈ Γ which is isomorphic
to the fixed graph G, using edges a ∈ Λα. Here we write as shorthand “using edges
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a ∈ Λα” to indicate that the occurrence is on edge labelled aα1 of edge α1, on edge
labelled aα2 of edge α2, and so on, until edge labelled aαe(G) of edge αe(G). Let W (G) = W
denote the total number of copies of G in the random graph G ,
W (G) =W =
∑
α∈Γ
∑
a∈Λα
Xα,a(G). (2.4)
In the following, the dependence ofW and Xα,a(G) on G is usually suppressed to simplify
notation. Here, copies are counted as opposed to induced copies where not only all edges
of the graph have to appear, but also no edge which is not in the graph is allowed to
appear in the copy. For example, the complete graph Kn, n ≥ 3, contains (n − 1)!/2
copies, but no induced copy, of an n-cycle.
As an illustration of this notation, count the number of isomorphic copies of the
path on three vertices, denoted by G, in a graph G with vertex set {1, 2, 3}. Suppose
that G has a single edge between vertices 1 and 2, three edges between vertices 2 and
3, and no edge between vertices 1 and 3. Then the set of possible copies of G in K3
is Γ = {({1, 2, 3}, {(1, 2), (2, 3)}), ({1, 2, 3}, {(1, 3), (2, 3)}), ({1, 2, 3}, {(1, 2), (1, 3)})} =
{α(1), α(2), α(3)}. In this example Xα(1),(1,1) = Xα(1),(1,2) = Xα(1),(1,3) = 1 and all other
indicators are equal to 0. Thus there are three copies of G in G , and hence W (G) = 3.
In the SBMM(n, π, f), the conditional occurrence probability of an isomorphic copy
of the subgraph G on α = ({i1, . . . , iv(G)}, {α1, . . . , αe(G)}) ∈ Γ with edge multiplicities
(aα1 , . . . , aαe(G)) ∈ N
e(G), given the classes ci1, . . . , civ(G) of the vertices i1, . . . , iv(G) forming
α is
P(Xα,a = 1 |ci1, . . . , civ(G)) =
∏
1≤u<v≤v(G):(u,v)∈E(α)
qcu,cv,a(u,v),
where qa,b,k =
∑∞
l=k πa,b,l is the probability of there being at least k edges between vertices
of classes a and b. Here a(u,v) denotes the edge label a(u,v) between vertices u and v. The
occurrence probability of an isomorphic copy of G, using edges a ∈ Λα is then
µα,a(G) = EXα,a =
Q∑
c1,c2,...,cv(G)=1
fc1fc2 · · · fcv(G)
∏
1≤u<v≤v(G):(u,v)∈E(α)
qcu,cv,a(u,v),
and the expected number of isomorphic copies of G at position α ∈ Γ is therefore
µ(G) =
∑
a∈Λα
EXα,a (2.5)
=
∑
a∈Λα
Q∑
c1,c2,...,cv(G)=1
fc1fc2 · · · fcv(G)
∏
1≤u<v≤v(G):(u,v)∈E(α)
qcu,cv,a(u,v)
=
Q∑
c1,c2,...,cv(G)=1
fc1fc2 · · · fcv(G)
∏
1≤u<v≤v(G):(u,v)∈E(α)
( ∞∑
a(u,v)=1
qcu,cv,a(u,v)
)
=
Q∑
c1,c2,...,cv(G)=1
fc1fc2 · · · fcv(G)
∏
1≤u<v≤v(G):(u,v)∈E(α)
EYcu,cv , (2.6)
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where the random variable Ya,b has probability mass function
P(Ya,b = k) = πa,b,k, k = 0, 1, 2, . . . . (2.7)
We write µ(G) (with no α subscript) in (2.5), because µ(G) is constant over α ∈ Γ, for
a fixed Γ, since all the graphs in Γ are copies of the same graph. From (2.4) and (2.7) it
follows that
EW =
(
n
v(G)
)
ρ(G)µ(G). (2.8)
2.1.2 Multigraph G
Let us now generalise the setup for simple fixed graphs G to fixed multigraphs G. Assume
that the graph G has v(G) vertices and denote the maximum number of edges between
any two nodes by the finite number t(G). As before, the vertex and edge sets are denoted
by V (G) and E(G) respectively. Here E(G) differs from the simple graph case, because
there may now be more than one edge between a pair of vertices. Multiple edges appear
in E(G) according to their multiplicities in G. Again, assume that there are no isolated
vertices and the total number of edges e(G) is greater or equal to 1. The notion of strictly
balanced graphs has the following natural generalisation to multigraphs.
Definition 2.1. Let f(G) be the number of pairs of vertices in G with at least one edge
between them and set
∂(G) =
f(G)
v(G)
. (2.9)
Then we say that G is a member of the class of strictly pseudo-balanced multigraphs if
∂(H) < ∂(G) for all subgraphs H ( G.
Note that the condition (2.9) is equivalent to requiring the subgraph obtained by
reducing the multiplicity of all edges to 1 to be strictly balanced.
The procedure for counting copies of G is similar to the simple graph case, but with
some important generalisations. The quantity ρ(G) is defined as in (2.3). Though it
is worth noting, for example, that if G1 is a triangle then ρ(G1) = 1, whereas for the
multigraph G2 which is a triangle with an additional edge added between a pair of vertices
then ρ(G2) = 3. Note that there is a discrepancy here even though the cardinality of the
automorphism groups would be equal if the multiplicity of the multi-edge in G2 was set
to 1. Now, Γ is the set of all isomorphic copies of G in the complete t(G)-multigraph
on n vertices, for which there are t(G) edges between all
(
n
2
)
vertex pairs. As before,
|Γ| = ρ(G)
(
n
v(G)
)
. Note, though that for counting copies of G1 we have |Γ| =
(
n
3
)
, but for
counting copies of G2 the set Γ has a larger cardinality: |Γ| = 3
(
n
3
)
.
We are also required to suitably generalise the set Λα. To explain the generalisation,
first suppose that G consists of only one edge, with multiplicity k. Then α ∈ Γ consists
of k edges between a particular pair of vertices. If the observed count is j ≥ k, then we
consider all possible
(
j
k
)
possibilities to pick k edges out of the j edges. In this case, to
reflect the choices for all possible j ≥ k we set Λα =: Λ
k
α = {(a1, . . . , ak) ∈ N
k : 1 ≤ a1 <
a2 < · · · < ak}, where the superscript emphasises that the edge in G has multiplicity
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k. If G has e(G) multi-edges instead of just one multi-edge, with edge multiplicities
k1, . . . , ke(G), and if E(α) = {α1, . . . , αe(G)}, then we let
Λα = Λ
k1
α1 ⊗ Λ
k2
α2 ⊗ · · · ⊗ Λ
ke(G)
αe(G)
=
e(G)⊗
i=1
Λkiαi.
As an example, consider the multigraph G on three vertices in which there are two edges
between each vertex pair. Then there are eight copies of the triangle graph G1, but twelve
copies of the multigraph G2. Since ρ(G2)=3, there are three isomorphic copies of G2 in
Γ, which we denote by α1, α2, α3. The indicator random variables are Xαi,(j)⊗(k)⊗(1,2) = 1,
i = 1, 2, 3, j = 1, 2 and k = 1, 2. The total number of copies of the multigraph G is then
defined as in (2.4).
Recall that in Section 2.1.1 we defined the random variable Ya,b to have probability
mass function P(Ya,b = k) = πa,b,k, k = 0, 1, 2, . . .. Let i(u,v) ≥ 1 be the number of edges
between vertices u and v in the fixed multigraph G. Then, by generalising the argument
used to obtain (2.6), we have that
µ(G) =
∑
a∈Λα
EXα,a =
Q∑
c1,c2,...,cv(G)=1
fc1fc2 · · ·fcv(G)×
×
∏
1≤u<v≤v(G):(u,v)∈E(G)
( ∞∑
a(u,v)=i(u,v)
(
a(u,v) − 1
i(u,v) − 1
)
P(Ycu,cv ≥ a(u,v))
)
.
Here, to avoid double counting, we assume the edges in the SBMM appear in some order,
so picking the a(u,v)-th as well as i(u,v) − 1 smaller edges leads to the binomial coefficient
in the above sum. Now,
∞∑
a=i
(
a− 1
i− 1
)
P(Ycu,cv ≥ a) =
∞∑
a=i
(
a− 1
i− 1
) ∞∑
ℓ=a
P(Ycu,cv = ℓ)
=
∞∑
ℓ=i
ℓ∑
a=i
(
a− 1
i− 1
)
P(Ycu,cv = ℓ)
=
∞∑
ℓ=i
(
ℓ
i
)
P(Ycu,cv = ℓ) = E
[(
Ycu,cv
i
)]
,
and so
µ(G) =
∑
a∈Λα
EXα,a =
Q∑
c1,c2,...,cv(G)=1
fc1fc2 · · · fcv(G)
∏
1≤u<v≤v(G):(u,v)∈E(G)
E
[(
Ycu,cv
i(u,v)
)]
.
(2.10)
(Note that when G is a simple graph we have i(u,v) = 1, and so (2.10) reduces to (2.6).)
The computation of EW is then as before, with (2.10) now replacing (2.6). Lastly, we
note that in the case of one class (Q = 1) formula (2.10) simplifies. Suppose that G has
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ei(G) pairs of vertices which have i edges between them, with et(G)(G) > 0 and ei(G) = 0
for all i > t(G). Then
µ(G) =
t(G)∏
i=1
(
E
[(
Y1,1
i
)])ei(G)
.
Remark 2.2. In [13], a Poisson approximation was obtained for the distribution of the
number of isomorphic copies of a strictly balanced graph in the SBM. The possibility
of multiple edges in the SBMM model means that in general a Poisson approximation
will not be valid. This can be seen from the following simple example. Consider the
SBMM(n, f, π) with edge probability distribution πa,b,0 = 1 − p, πa,b,2 = p for all a, b,
and πa,b,k = 0 for k = 1 and k ≥ 3 and all a, b. This model can be seen as the classical
Erdo˝s-Re´nyi random graph model, with two edges occurring (rather than just one) between
two vertices independently and uniformly with probability p. Triangles (a member of class
of strictly balanced graphs) occur in clumps of 8 in this model, and the distribution of the
total number of triangles is well-approximated by a 8Po(ν) distribution, where ν =
(
n
3
)
p3
is the expected number of triangles (this can be easily deduced from Theorem 5.B of [7]).
Clearly, 8Po(ν) is not Poisson distributed. Instead it is a special case of a compound
Poisson distribution. A compound Poisson distribution is the distribution of the random
sum
∑N
n=1Xi, where the “number of clumps” N follows a Poisson distribution and the
“clump sizes” Xi, i = 1, 2, . . . are i.i.d. (and can be constant, for example all equal to 8)
and independent of N . Hence in this paper we focus on compound Poisson approximations.
2.2 The Stein-Chen method for compound Poisson approxima-
tion
In this paper, we use the Stein-Chen method for compound Poisson approximation to
assess the distributional distance between L(W ) and the compound Poisson CP (λ) dis-
tribution when the fixed graph G is a member of the class of strictly balanced graphs or
strictly pseudo-balanced graphs. In this section, we consider the case that G is a simple
graph or multigraph in one framework. This distributional distance is measured using the
total variation distance, which for non-negative, integer-valued random variables U and
V is given by
dTV (L(U),L(V )) = sup
A⊆Z+
|P(U ∈ A)− P(V ∈ A)|.
We begin by recalling the compound Poisson distribution, and then provide the relevant
details of the Stein-Chen method for compound Poisson approximation.
The compound Poisson distributions CP (λ) is a family of distributions with an
infinite-dimensional parameter λ = (λ1, λ2, . . .) such that λi ≥ 0 for all i = 1, 2, . . ..
We suppose that λ :=
∑∞
i=1 λi < ∞. Then a random variable having the CP (λ) distri-
bution can be constructed as follows. Let X1, X2, . . . , be a sequence of independent and
identically distributed random variables with probability mass function P(X1 = i) = λi/λ.
Also, let Z be a Poisson distributed random variable independent of the {Xj}, with mean
EZ = λ. With these definitions of {Xj} and Z, the random sum
∑Z
j=1Xj has the CP (λ)
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distribution. The CP (λ) distribution can be expressed in a second way. If Zi are inde-
pendent Poisson variables with means EZi = λi, then
∑∞
i=1 iZi is CP (λ) distributed. In
general the probability mass function of a compound Poisson distribution is not available
in closed form.
The Stein-Chen method for Poisson approximation is introduced by [11], and is ex-
tended to compound Poisson approximation by [27, 28]. A comprehensive account of the
application of the Stein-Chen method for Poisson approximation in random graph theory
is given in [7], and the method is used to derive compound Poisson approximation of
subgraph counts in Erdo˝s-Re´nyi random graphs in [31]. Here, we present the compound
Poisson framework that is given in [27, 28] and [31].
The random variable of interest is assumed to be of the form W =
∑
α∈Γ
∑
a∈Λα
Xα,a.
The set Γ \ {α} is partitioned into three index classes for each α ∈ Γ. These index classes
are denoted by Γsα, Γ
b
α, and Γ
w
α , so that Γ \ {α} = Γ
s
α∪Γ
b
α∪Γ
w
α . The intuition behind this
partitioning is as follows. Think of W as a sum of random elements which are dependent,
but the dependence is fairly local, with only a weak long-range dependence, if any at all.
In this situation one tries to partition the index set such that the set Γsα roughly consists
of indices β such that the indicators {Xβ,b : β ∈ Γ
s
α} are strongly dependent on Xα,a (for
any a ∈ Λa and b ∈ Λβ); the set Γ
w
α roughly consists of indices β such that the indicators
{Xβ,b : β ∈ Γ
w
α} are very weakly dependent on Xα,a; and the set Γ
b
α (boundary indices)
roughly consists of indices β such that the indicators {Xβ,b : β ∈ Γ
b
α} are perhaps more
than weakly dependent on Xα,a. A natural choice for the sets Γ
s
α, Γ
w
α and Γ
b
α in our
situation is
Γsα = {β ∈ Γ \ {α} : V (α) = V (β)},
Γbα = {β ∈ Γ : |V (α) ∩ V (β)| ∈ {1, 2, . . . , v(G)− 1}},
Γwα = {β ∈ Γ : |V (α) ∩ V (β)| = 0}.
For example, suppose that G is the path on three vertices and we consider the complete
graph K6 on 6 vertices. Ignoring redundant copies, on K6 we have the
(
6
3
)
× 3 = 60
copies of G in K6, such as {(1, 2), (2, 3)}, {(1, 3), (2, 3)} and {(1, 2), (1, 3)}. Suppose α =
{{1, 2, 3}, {(1, 2), (2, 3)}}. Then with our definition, Γsα = {{(1, 3), (2, 3)}, {(1, 2), (1, 3)}},
while Γwα = {{(4, 5), (4, 6)}, {(4, 5), (5, 6)}, {(4, 6), (5, 6)}}, and Γ
b
α = Γ \ (Γ
s
α ∪ Γ
w
α ∪ {α}).
The set {β ∈ Γsα, b ∈ Λβ : Xβ,b = 1} is the “clump” about α. The size of the clump
at α (which includes α itself) is denoted by Zα and given by the equation
Zα =
∑
a∈Λα
Xα,a +
∑
β∈Γsα
∑
b∈Λβ
Xβ,b. (2.11)
With our choice of index sets, for multigraph counts {Xβ,b : β ∈ Γ
w
α} is independent of
Xα,a.
The parameter λ = (λ1, λ2, . . .) of the approximating compound Poisson distribution
is given by
λi =
1
i
∑
α∈Γ
∑
a∈Λa
E[Xα,aI(Zα = i)], i = 1, 2, . . . . (2.12)
(This is slight variant of the expression given in [27, 28], which takes into account the
presence of multiple edges.) The λi represent the expected number of “clumps” of size i.
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They are calculated explicitly for many examples in [27], although none of these formulas
apply to random graphs. Further details on the computation of the λi for subgraph counts
in the SBMM are given in Section 2.3.
Before stating the Stein-Chen bound for compound Poisson approximation that will
be used in this paper, we introduce some further notation. Define
ηα =
∑
β∈Γ\Γwα
∑
b∈Λβ
Xβ,b, Vα =
∑
β∈Γbα
∑
b∈Λβ
Xβ,b,
and
ǫ =
∑
α∈Γ
∑
a∈Λα
{
EXα,aEηα + E[Xα,aVα]
}
.
Now we can state the Stein-Chen bound for Possion approximation (adapted from [28],
Theorem 2) that will be used in this paper:
dTV (L(W ), CP (λ)) ≤ c(λ)ǫ. (2.13)
Here
c(λ) = sup
A⊂Z+
sup
j≥0
|gλ,A(j + 1)− gλ,A(j)|,
where Z+ = {0, 1, 2, . . .} and gλ,A(j) is the unique bounded solution of the so-called Stein
equation
∞∑
i=1
iλig(j + i)− jg(j) = I(j ∈ A)− P(Y ∈ A),
for Y ∼ CP (λ). It should be noted that our notation for ηα, which involves summing
over β ∈ Γ \ Γwα and thus includes α, is different from the analogous notation in [28], but
is convenient in the subgraph counts applications considered in this paper.
There exist bounds in the literature for the constant c(λ). It is shown in Theorem 4
of [4] that
c(λ) ≤ eλmin{1, λ−11 }, (2.14)
for all λ with λ =
∑∞
i=1 λi < ∞. In general, the dependence on λ in such a bound on
c(λ) cannot be improved, and the bound (2.14) is most useful when λ is small. However,
in certain settings, the estimate (2.14) can be improved; see [4, 5, 9, 10, 14].
Remark 2.3. Theorem 2 of [28] contains an additional term which depends on
φα,a,i = E|E[Xα,aI(Zα = i) | (Xβ,b : β ∈ Γ
w
α , b ∈ Λβ)]− E[Xα,aI(Zα = i)]|.
By independence of vertex-disjoint edges, and the fact that the edges in Γsα are vertex-
disjoint from those in Γwα , we have that Zα is independent of the random variables {Xβ,b :
β ∈ Γwα , b ∈ Λβ}. Therefore φα,a,i = 0 for all values of α, a and i. This means that this
addtional term vanishes from the bound of Theorem 2 of [28].
In summary, bounding the total variation distance between the distribution of the
subgraph counts in the SBMM and the CP (λ) distribution reduces to bounding the
quantity ǫ. We shall derive our compound Poisson approximations for subgraph counts
(Theorems 3.1 and 4.1) using this approach.
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2.3 Calculating the parameter of the limiting compound Poisson
distribution
The majority of the approximation theorems derived in this paper will involve a com-
pound Poisson approximation distribution of the subgraph counts in the SBMM, with
the exception being the Poisson approximations of Section 5.2. In the case of Poisson
approximation, the parameter ν := EW of the limiting Po(ν) distribution is easily calcu-
lated using (2.8). For example in the Erdo˝s-Re´nyi G (n, p) model, which is a special case
of the SBMM, if the fixed graph G is a triangle, then v(G) = 3, ρ(G) = 1 and µ(G) = p3,
and so ν =
(
n
3
)
p3. In Section 5.2, it shall be understood that ν = EW is calculated via
(2.8).
When a compound Poisson approximation is sought, the parameter λ = (λ1, λ2, . . .)
is given by (2.12). Given any fixed α∗ ∈ Γ, by symmetry we can write (2.12) as
λi =
1
i
∑
α∈Γ
∑
a∈Λα
EXα,aP(Zα = i |Xα,a = 1)
=
1
i
|Γ|
∑
a∈Λα∗
EXα∗,aP(Zα∗ = i |Xα∗,a = 1) (2.15)
=
1
i
|Γ|
∑
a∈Λα∗
P(Zα∗ = i , Xα∗,a = 1). (2.16)
In the simple graph case (πa,b,i = 0 for i ≥ 2 and all a, b), a further slight simplification
of expression (2.15) is possible; see expression (20) of [31].
For fixed graphs G in the SBMM, the conditional probability in (2.15) or the joint
probability in (2.16) can be worked out on a case-by-case basis with the formulation
(2.15) more suitable in a coupling context and (2.16) perhaps more suitable when local
dependence is employed. The conditional probability in (2.15) is worked out by [9] in the
G (n, p) setting for the Whisker graph (the graph on four vertices comprised of a vertex
that is connected by an edge to one of the vertices of the complete graph on three vertices
- it should be noted, though, that the Whisker graph is not strictly balanced and [9] used
a different choice for the sets Γsα, Γ
b
α, Γ
w
α .) However, as noted by [31], it is not always
possible to calculate the conditional probability exactly.
Let us now illustrate the computation of the λi via expression (2.16) for subgraphs in
the SBMM. For purposes of exposition, we consider the SBMM(n, π, f) model with one
class, that is f1 = 1 and fi = 0 for i ≥ 2; the extension to multiple classes is not difficult,
but involves more notation. Let pi = π1,1,i.
Example 2.4. Let us calculate λ for the case that G is the complete graph on v vertices
with t edges between each vertex pair (a strictly pseudo-balanced graph). We have |Γ| =(
n
v
)
, and for α∗ ∈ Γ, we have
Λα∗ = {(a1,1, a2,1, . . . , at,1)⊗ · · · ⊗ (a1,(v2)
, a2,(v2)
, . . . , at,(v2)
) ∈ Nt(
v
2) :
1 ≤ a1,1 < a2,1 < . . . < at,1, . . . , 1 ≤ a1,(v2)
< a2,(v2)
< . . . < at,(v2)
}.
11
For α∗ ∈ Γ we denote a ∈ Λα∗ by a = (a1,1, . . . , at,(v2)
). Also, Γsα∗ = ∅ and so Zα∗ =∑
a∈Λα∗
Xα∗,a. As G is a complete graph, clump sizes take the form of products of binomial
coefficients only, with one binomial coefficient per multi-edge. The joint probability is now
given by
P(Zα∗ = i , Xα∗,a = 1) =
∑
x1,...,x(v2)
∈Ba,v,t,i
px1 · · ·px(v2)
for all a = (a1,1, . . . , at,1, . . . , a1,(v2)
, . . . , at,(v2)
) ∈ Av,t,i,
and is 0 otherwise. Here
Av,t,i =
{
a1,1, . . . , at,(v2)
: 1 ≤ a1,1 < . . . < at,1, . . . , 1 ≤ a1,(v2)
< . . . < at,(v2)
and 1 ≤
(v2)∏
ℓ=1
(
at,ℓ
t
)
≤ i
}
,
Ba,v,t,i =
{
x1, . . . , x(v2)
: x1 ≥ at,1, . . . , x(v2)
≥ at,(v2)
and
(v2)∏
ℓ=1
(
xℓ
t
)
= i
}
.
Substituting into (2.16) then gives
λi =
1
i
(
n
v
) ∑
a1,1,...,a
t,(v2)
∈Av,t,i
∑
x1,...,x(v2)
∈Ba,v,t,i
px1 · · ·px(v2)
, i ≥ 1. (2.17)
Note that in the case t = 1 and pi = 0 for i ≥ 2 the SBMM reduces to the G (n, p1)
model and we have λ1 =
(
n
v
)
p
(v2)
1 and λi = 0 for i ≥ 2. Thus, the limit distribution is
simply the Poisson distribution Po(
(
n
v
)
p
(v2)
1 ), a result which is well known (see Theorem
5.B of [7]).
For the edge graph (v = 2), formula (2.17) takes a particularly simple form:
λ(it)
=
1(
i
t
)(n
2
) ∑
a1,1,...,at,1∈A
2,t,(it)
pi =
1(
i
t
)(n
2
)
pi
∑
1≤a1,1<a2,1<...<at,1≤i
1 =
(
n
2
)
pi, i ≥ t,
and λk = 0 for all other k.
Finally, we note that λ for the edge graph but now with Q classes is easily seen to be
λ(it)
=
(
n
2
) Q∑
c1,c2=1
fc1fc2πc1,c2,i, i ≥ t,
with λk = 0 for all other k. Formula (2.17) generalises to Q classes similarly.
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3 Compound Poisson approximation in the SBMM:
the case of simple fixed graphs
In this section, we obtain a compound Poisson approximation for the number of subgraphs
in the SBMM which are isomorphic to a fixed graph from the class of strictly balanced
graphs. Before stating this result, we introduce some notation. Let
α(G) = min
H
e(G)− e(H)
v(G)− v(H)
(3.18)
and, with (2.2),
γ(G) = min
H
{d(G)v(H)− e(H)} = min
H
[v(H){d(G)− d(H)}], (3.19)
where the minima are taken over all non-empty proper subgraphs H ( G. In interpreting
the following theorem (see, for example, Remark 3.2), it is useful to note that if γ(G) > 0
or α(G) > d(G) then the graph G is strictly balanced; see [7]. Finally, we denote
µ∗1 = max
a,b
EYa,b (3.20)
where Ya,b is given in (2.7). With this notation, we can state our theorem.
Theorem 3.1. Suppose that G is a strictly balanced graph. Then, with the notation (2.3),
(2.6), (2.12), (3.18), (3.19) and (3.20),
dTV (L(W ), CP (λ)) ≤Mn,π,f(G) :=
c(λ)ρ(G)2
v(G)!
nv(G)(µ∗1)
e(G)
{
v(G)2
v(G)!
nv(G)−1(µ∗1)
e(G)
+
v(G)−1∑
i=1
(
v(G)
i
)
nv(G)−i(µ∗1)
κ(G,i)
(v(G)− i)!
}
, (3.21)
where
κ(G, i) = max{e(G)− id(G) + γ(G), (v(G)− i)α(G)}. (3.22)
A bound for c(λ) is given by inequality (2.14).
Proof. We establish our bound by bounding ǫ =
∑
α∈Γ
∑
a∈Λα
{
EXα,aEηα + E[Xα,aVα]
}
.
Combining (2.6) and (3.20) gives
∑
a∈Λα
EXα,a =
Q∑
c1,c2,...,cv(G)=1
fc1fc2 · · · fcv(G)
∏
1≤u<v≤v(G):(u,v)∈E(α)
EYcu,cv
≤
Q∑
c1,c2,...,cv(G)=1
fc1fc2 · · · fcv(G)(µ
∗
1)
e(G)
= (µ∗1)
e(G). (3.23)
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Next we bound Eηα =
∑
β∈Γ\Γwα
∑
b∈Λβ
EXβ,b. Noting that
|Γ \ Γwα | = |{β ∈ Γ
b
α : |V (α) ∩ V (β)| ≥ 1}|
= ρ(G)
v(G)−1∑
k=0
(
n− v(G)
k
)(
v(G)
v(G)− k
)
≤ ρ(G)v(G)
v(G)−1∑
k=0
(
n− v(G)
n− v(G)− k
)(
v(G)− 1
k
)
= ρ(G)v(G)
(
(n− v(G)) + (v(G)− 1)
v(G)− 1
)
≤ ρ(G)v(G)
(
n
v(G)− 1
)
≤ ρ(G)
v(G)2
v(G)!
nv(G)−1,
where we used that
(
n
v(G)−1
)
≤ n
v(G)−1
v(G)!
. Combining this bound on |Γ \ Γwα | with (3.23)
yields
Eηα =
∑
β∈Γ\Γwα
∑
b∈Λβ
EXβ,b ≤ |Γ \ Γ
w
α |(µ
∗
1)
e(G) ≤ ρ(G)
v(G)2
v(G)!
nv(G)−1(µ∗1)
e(G). (3.24)
From (3.23) and (3.24),
∑
α∈Γ
∑
a∈Λα
EXα,aEηα ≤ ρ(G)
(
n
v(G)
)
· (µ∗1)
e(G) · ρ(G)
v(G)2
v(G)!
nv(G)−1(µ∗1)
e(G)
≤ ρ(G)2
v(G)2
(v(G)!)2
n2v(G)−1(µ∗1)
2e(G). (3.25)
Finally, we bound the quantity
∑
α∈Γ
∑
a∈Λα
E[Xα,aVα]. To do so, we partition Γ
b
α into
sets {Γb,iα }1≤i≤v(G)−1, where Γ
b,i
α = {β : |α ∩ β| = i}. The cardinality of these sets can be
bounded above by
|Γb,iα | ≤ ρ(G)
(
v(G)
i
)(
n
v(G)− i
)
≤ ρ(G)
(
v(G)
i
)
nv(G)−i
(v(G)− i)!
. (3.26)
Let us now bound the quantity
∑
a∈Λα
∑
b∈Λβ
E[Xα,aXβ,b], where β ∈ Γ
b,i
α for 1 ≤ i ≤
v(G) − 1. It was shown in the proof of Theorem 2.1 of [13] that for a strictly balanced
graph G, isomorphic copies α and β that share i vertices have at least e(G) + κ(G, i)
edges in the union graph α∪β. Therefore, by following the steps used to obtain (2.6) and
(3.23), we obtain ∑
a∈Λα
∑
b∈Λβ
E[Xα,aXβ,b] ≤ (µ
∗
1)
e(G)+κ(G,i) for β ∈ Γb,iα . (3.27)
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Combining (3.26) and (3.27) now yields
∑
α∈Γ
∑
a∈Λα
E[Xα,aVα] =
∑
α∈Γ
v(G)−1∑
i=1
∑
βi∈Γ
b,i
α
∑
a∈Λα
∑
bi∈Λβi
E[Xα,aXβi,bi]
≤ ρ(G)
(
n
v(G)
) v(G)−1∑
i=1
ρ(G)
(
v(G)
i
)
nv(G)−i
(v(G)− i)!
· (µ∗1)
e(G)+κ(G,i)
≤ ρ(G)2(µ∗1)
e(G) n
v(G)
v(G)!
v(G)−1∑
i=1
(
v(G)
i
)
nv(G)−i(µ∗1)
κ(G,i)
(v(G)− i)!
. (3.28)
Applying (2.13) together with the bounds (3.25) and (3.28) then yields (3.21).
Remark 3.2. The result of Theorem 3.1 is perhaps most interesting when the limiting
CP (λ) distribution is non-degenerate in the limit n → ∞. For this to be the case,
we require the mean EW to be non-degenerate, that is EW does not tend to 0 or ∞
in the limit n → ∞. Suppose that there exist universal constants c and C such that
cn−1/d(G) ≤ EYa,b ≤ Cn
−1/d(G) for all a, b. Then using the inequality m
k
kk
≤
(
m
k
)
≤ m
k
k!
,
1 ≤ k ≤ m, and (2.8) we obtain
ρ(G)
v(G)v(G)
ce(G) ≤ EW ≤
ρ(G)
v(G)!
Ce(G).
In this parameter regime,
∞∑
i=1
λi ≤
∞∑
i=1
iλi = EW = O(1).
Therefore, from (2.14), we have that c(λ) ≤ K(G) for some K(G) > 0 which does not
involve n. Applying Theorem 3.1 then yields
dTV (L(W ), CP (λ)) ≤
K(G)ρ(G)2
v(G)!
Ce(G)
{
v(G)2
v(G)!
Ce(G)n−1 +min(A,B)
}
, (3.29)
where
A = (1 + Cα(G))v(G)−1n1−α(G)/d(G);
B = Ce(G)+γ(G)(1 + C−d(G))v(G)−1n−γ(G)/d(G).
Example 3.3. Here we use (3.29) to obtain compound Poisson approximations for the
number of copies of the following fixed graphs with v ≥ 3 vertices in the SBMM(n, π, f)
model. We consider the following strictly balanced graphs on v vertices each (the same
choice as in Remark 2.3 of [13]):
G1,v a tree on the v vertices, with v − 1 edges;
G2,v the cycle graph on the v vertices (with v edges);
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G3,v the complete graph on v vertices with one edge removed;
G4,v the complete graph on v vertices.
To apply (3.29), we must compute the quantities d(G), α(G) and γ(G) for each graph
G. These values were computed in Remark 2.3 of [13] and are presented in Table 1. If
for a given graph G there exist universal constants c and C such that cn−1/d(G) ≤ EYa,b ≤
Cn−1/d(G) for all a, b (for which the limit distribution is non-degenerate), then a bound on
dTV (L(W ), CP (λ)) now follows from (3.29). The appropriate scaling of µ
∗
1 = maxa,b EYa,b
(note that all the EYa,b are all of the same order) is also reported in the table, as well as a
bound on the rate of convergence in this parameter regime. For this rate of convergence it
is assumed that the proportion vector f = f(n) remains constant as n→∞, and that G
does not change with n. The conclusions we draw from Table 1 are very similar to those
drawn in Remark 2.3 of [13]; for example, the bound on the rate of convergence for the
tree graph may be considerably larger than the bound on the rate of convergence in the
cycle graph.
We also note that if EYa,b = O(n
−1) for all a, b (so that µ∗1 = O(n
−1)) then this gives
rise to graphs with bounded average degree, which are important in network science. With
the scaling Cn−1 for µ∗1, the number of isomorphic copies of G2,v, the cycle graph on v
vertices, is seen to have an approximation non-degenerate compound Poisson distribution.
With the scaling Cn−v/(v−1) for µ∗1, the number of copies of the tree graph G1,v also has an
approximation non-degenerate Compound Poisson distribution, and the average degree is
O(n−1/(v−1)); however, the scalings required to ensure that the limiting compound Poisson
distribution for the number of copies of G3,v and G4,v is non-degenerate gives rises to
graphs with unbounded average degree.
Table 1: Values of d(G), α(G) and γ(G), and scaling and bounds on the rate of convergence
G d(G) α(G) γ(G) Scaling of µ∗1 dTV (L(W ), CP (λ))
G1,v
v−1
v
1 1
v
Cn−v/(v−1) O(n−1/(v−1))
G2,v 1
v−1
v−2
1 Cn−1 O(n−1)
G3,v
(v+1)(v−2)
2v
v2−v−4
2(v−2)
1
3
if v = 3 Cn−2v/(v+1)(v−2) O(n−1/2) if v = 3
1 if v ≥ 4 O(n−2/(v−1)) if v ≥ 4
G4,v
v−1
2
v+1
2
1 Cn−2/(v−1) O(n−2/(v−1))
Example 3.4. The Poisson stochastic blockmodel from [19], for which the number of
edges between vertices of type a and b follows a Poisson distribution with parameter ωa,b,
falls into the framework of Theorem 3.1, with µ∗1 = maxa,b EYa,b = maxa,b ωa,b = ω
∗.
According to Remark 3.2, the mean of the limiting compound distribution is non-degenerate
if cn−1/d(G) ≤ ωa,b ≤ Cn
−1/d(G) for all a, b. In such a regime, the bound (3.29) is applicable.
One can similarly apply Theorem 4.1 (below) to the Poisson stochastic blockmodel,
although we omit the details. However, in Corollary 5.5 we work out the details for a
Poisson approximation in the Poisson stochastic blockmodel.
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We end this section by considering the setting of Theorem 3.1, but with edge proba-
bilities (1.1) given by the more general
P(Y˜i,j = k | ci = a, cj = b) = πa,b,i,j,k, k = 0, 1, 2, . . . . (3.30)
In this more general setting, the derivation of a bound on the total variation distance
between L(W ) and the limiting CP (λ) is almost unchanged. There is no change to the
combinatorial arguments and the sole change is that one bounds the expected number of
edges by the quantity maxa,b,i,j EYa,b,i,j, where the random variable Ya,b,i,j has probability
mass function P(Ya,b,i,j = k) = πa,b,i,j,k, k ≥ 0. In this way, one obtains the following.
Corollary 3.5. With the same setting as Theorem 3.1, but the edge probabilities given by
(3.30) instead of (1.1), we have the bound
dTV (L(W ), CP (λ)) ≤M
∗
n,π,f(G), (3.31)
where M∗n,π,f(G) is the bound (3.21) of Theorem 3.1 with the quantity µ
∗
1 = maxa,b Ya,b
replaced by the quantity maxa,b,i,j EYa,b,i,j.
Here λ is given by (2.12), but, in contrast to the setting of Theorem 3.1, we cannot
compute λ using expression (2.16) because the edge probabilities (3.30) depend on the
vertices at which the edge is incident. The results derived in the remainder of the paper
generalise to edge probabilities of the form (3.30) similarly.
Example 3.6. Recall that the degree-corrected stochastic blockmodel of [19] has edge prob-
abilities that follow the Po(θ1θjωa,b) distribution. This model falls into the framework of
Corollary 3.5 and we can apply the bound (3.31) with maxa,b,i,j EYa,b,i,j ≤ (θ
∗)2ω∗, where
θ∗ = maxi θi and ω
∗ = maxa,b ωa,b.
4 Compound Poisson approximation in the SBMM:
extension to fixed multigraphs
In this section, we generalise Theorem 3.1 to the case that the fixed graph G is a strictly
pseudo-balanced multigraph. We begin by introducing appropriate generalisations of the
notation (3.18) and (3.19). With f(G) denoting the number of pairs of vertices with at
least one edge between them and ∂(G) defined as in (2.9), we let
αm(G) = min
H
f(G)− f(H)
v(G)− v(H)
(4.32)
and
γm(G) = min
H
{∂(G)v(H)− e(H)} = min
H
[v(H){∂(G)− d(H)}], (4.33)
where the minima are taken over all non-empty proper subgraphs H ( G such that
f(H) < f(G). In interpreting the following theorem, it is worth noting that the multi-
graph graph G is strictly pseudo-balanced if γm(G) > 0 or αm(G) > ∂(G). Finally, we
let
µ∗k = max
a,b
E[Y ka,b] and µ
∗∗
k = max
a,b
E
[(
Ya,b
k
)]
. (4.34)
Let us now state our theorem.
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Theorem 4.1. Suppose that G is a strictly pseudo-balanced graph which has ei(G) pairs
of vertices which have i edges between them, with et(G)(G) > 0 and ei(G) = 0 for all
i > t(G). Then, with the notation (2.3), (2.10), (2.12), (4.32), (4.33) and (4.34),
dTV (L(W ), CP (λ)) ≤
c(λ)ρ(G)2
v(G)!
nv(G)
{
v(G)2
v(G)!
nv(G)−1
t(G)∏
i=1
(
(µ∗∗i )
2ei(G)
)
+
v(G)−1∑
i=1
(
v(G)
i
)
nv(G)−i(ψ(G))e(G)+κm(G,i)
(v(G)− i)!
}
, (4.35)
where
κm(G, i) = max{e(G)− i∂(G) + γm(G), (v(G)− i)αm(G)},
and
ψ(G) = max
{
2µ∗2t(G), max
1≤j≤t(G)
(µ∗∗j )
}
. (4.36)
Proof. The proof follows along the same lines as that of Theorem 3.1. Again, we bound
ǫ. Firstly, combining (2.10) and (4.34) yields
∑
a∈Λα
EXα,a =
Q∑
c1,c2,...,cv(G)=1
fc1fc2 · · · fcv(G)
∏
1≤u<v≤v(G):(u,v)∈E(G)
E
[(
Ycu,cv
i(u,v)
)]
≤
Q∑
c1,c2,...,cv(G)=1
fc1fc2 · · · fcv(G)
t(G)∏
i=1
(
(µ∗∗i )
ei(G)
)
=
t(G)∏
i=1
(
(µ∗∗i )
ei(G)
)
. (4.37)
We bound Eηα in the same way we did in the proof of Theorem 3.1 to obtain
Eηα ≤ n
v(G)−1ρ(G)
v(G)2
v(G)!
t(G)∏
i=1
(
(µ∗∗i )
ei(G)
)
,
and thus ∑
α∈Γ
∑
a∈Λα
EXα,aEηα ≤ ρ(G)
2 v(G)
2
(v(G)!)2
n2v(G)−1
t(G)∏
i=1
(
(µ∗∗i )
2ei(G)
)
. (4.38)
Finally, we bound the quantity
∑
α∈Γ
∑
a∈Λα
E[Xα,aVα]. We can use the bound (3.26)
for the cardinality of the sets Γb,iα , 1 ≤ i ≤ v(G)−1. However, we must adapt the argument
given in Theorem 3.1 in order to bound the quantity∑
a∈Λα
∑
b∈Λβ
E[Xα,aXβ,b], (4.39)
where β ∈ Γb,iα for 1 ≤ i ≤ v(G)−1. Following the proof of Theorem 3.1, we note that for
a strictly pseudo-balanced graph G, isomorphic copies α and β that share i vertices have
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at least e(G) + κm(G, i) edges in the union graph α ∪ β. In bounding (4.39), we treat
the following two cases separately: edge positions in which at least one vertex from the
union graph α ∪ β is not in V (α) ∩ V (β), and edge positions that are in the intersection
V (α) ∩ V (β).
We consider firstly the case that at least one vertex from the union graph α∪ β is not
in V (α) ∩ V (β). Consider a pair of vertices (u, v) in which u has class a and v has class
b. Suppose that at this edge position the number of edges in the multigraph G is j. Then
by arguing as we did in establishing (2.10) and (4.37) we can bound the expected number
occurrences of j edges at this edge position by µ∗∗j .
Next, we consider the edges inside of the intersection V (α)∩ V (β). So, if α has p > 0
edges at (u, v) and β has q > 0 edges at (u, v), then the expected number of edges is given
by ∑
k1<k2<...<kp
l1<l2<...<lq
P(Y > kp ∨ lq) =
∞∑
k=p
∞∑
j=q
(
k − 1
p− 1
)(
j − 1
q − 1
)
P(Y ≥ k ∨ j), (4.40)
where x ∨ y = max{x, y} and we have set Y = Ya,b for the remainder of this proof. The
above expression comes from considering the different ways in which we could choose the
p edges we include in the subgraph located at α and the q in β. This gives us a count
for the number of ways in which we can choose the motif from the edges present once
we have picked the location, as we may have more edges than necessary in one location
leading to subgraphs appearing in each location with multiplicity. Also, we note that in
bounding (4.40) without loss of generality we can suppose p ≥ q. Using this argument,
(4.40) can be bounded as follows;
∞∑
k=p
{
k∑
j=q
(
k − 1
p− 1
)(
j − 1
q − 1
)
P(Y ≥ k) +
(
k − 1
p− 1
) ∞∑
j=k+1
(
j − 1
q − 1
)
P(Y ≥ j)
}
=
∞∑
k=p
(
k
q
)(
k − 1
p− 1
)
P(Y ≥ k) +
∞∑
j=p+1
j−1∑
k=p
(
k − 1
p− 1
)(
j − 1
q − 1
)
P(Y ≥ j)
=
∞∑
k=p
(
k
q
)(
k − 1
p− 1
)
P(Y ≥ k) +
∞∑
j=p+1
(
j − 1
p
)(
j − 1
q − 1
)
P(Y ≥ j)
≤
∞∑
k=p
(
k
q
)(
k − 1
p− 1
)
P(Y ≥ k) +
∞∑
j=p+1
(
j
p
)(
j − 1
q − 1
)
P(Y ≥ j),
where we used that
∑m
k=n
(
k
n
)
=
(
m+1
n+1
)
. Now we bound for, k ≥ p ≥ q,
(
k
q
)(
k − 1
p− 1
)
+
(
k
p
)(
k − 1
q − 1
)
=
(
1
q
+
1
p
)
1
(p− 1)!(q − 1)!
k!(k − 1)!
(k − q)!(k − p)!
≤
p+ q
p!q!
kp+q−1.
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Therefore (4.40) can be bounded above by
p+ q
p!q!
∞∑
k=0
kp+q−1P(Y ≥ k) ≤
p+ q
p!q!
∞∑
k=0
kp+qP(Y = k)
=
p+ q
p!q!
E[Y p+q] ≤ 2E[Y p+q] ≤ 2E[Y 2t(G)] ≤ 2µ∗2t(G),
where the penultimate inequality holds because EY ≤ E[Y 2] ≤ . . . ≤ E[Y 2t(G)], and we
used that p+q
p!q!
≤ 2 for all p, q ≥ 1. Therefore, for each edge within the intersection, the
expected number of edges is bounded above by 2µ∗2t(G).
Putting everything together, we obtain, for β ∈ Γb,iα ,∑
a∈Λα
∑
b∈Λβ
E[Xα,aXβ,b] ≤
(
max
{
2µ∗2t(G), max
1≤j≤t(G)
(µ∗∗j )
})e(G)+κ(G,i)
≤ (ψ(G))e(G)+κ(G,i). (4.41)
Combining (3.26) and (4.41) now yields
∑
α∈Γ
∑
a∈Λα
E[Xα,aVα] =
∑
α∈Γ
v(G)−1∑
i=1
∑
βi∈Γ
b,i
α
∑
a∈Λα
∑
bi∈Λβi
E[Xα,aXβi,bi]
≤ ρ(G)
(
n
v(G)
) v(G)−1∑
i=1
ρ(G)
(
v(G)
i
)
nv(G)−i
(v(G)− i)!
· (ψ(G))e(G)+κ(G,i)
≤ ρ(G)2
nv(G)
v(G)!
v(G)−1∑
i=1
(
v(G)
i
)
nv(G)−i(ψ(G))e(G)+κ(G,i)
(v(G)− i)!
. (4.42)
Applying (2.13) together with the bounds (4.38) and (4.42) then yields (4.35).
Remark 4.2. The limiting CP (λ) distribution is non-degenerate in the limit n → ∞ if
there exist universal constants c and C such that cn−1/∂(G) ≤ E[Y ka,b] ≤ Cn
−1/∂(G) for all
a, b and all k = 1, 2, . . . , 2t(G). In this case, arguing as we did in Remark 3.2 gives that
ρ(G)
v(G)v(G)
ce(G) ≤ EW ≤
ρ(G)
v(G)!
Ce(G),
where e(G) is the total number of edges in the multigraph G, and we also have that
c(λ) = O(1). There then exists a constant K(G), not involving n, such that
dTV (L(W ), CP (λ)) ≤ K(G)max
{
n−1,min{n1−αm(G)/∂(G), n−γm(G)/∂(G)}
}
.
5 Further results
5.1 Extension to include self-loops
Here we consider the following generalisation of the SBMM(n, π, f) which includes mul-
tiple self-loops and thus allows for pseudo-graphs. The self-loop count random variables
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Si, i = 1, . . . , n, are assumed to be independent conditionally on the class of vertices, and
the probability only depends on the class of the vertex:
P(S˜i = k | i ∈ a) = θa,k, k ≥ 0.
We also assume that S˜1, . . . , S˜n are mutually independent. We denote this model by
SBMM∗(n, π, θ, f), where the ∗ in the notation emphasises the generalisation of the
SBMM model to include self-loops. When θa,0 = 1 for all 1 ≤ a ≤ Q, the model reduces
to the SBMM.
Let G be a fixed graph with possibly multiple edges and self-loops and v(G) < n
vertices. Denote by V (G) and E(G) its vertex and edge sets. The edge set now will
include the additional detail as to whether there are edge(s) from node i to node i, that is
whether there are self-loop(s) at vertex i. It is straightforward to generalise Theorems 3.1
and 4.1 to the SBMM∗(n, π, θ, f), because the inclusion of self-loops makes no difference
to the combinatorial arguments of the proofs. We shall only focus on the generalisation
of 4.1; the generalisation of 3.1 follows from exactly the same argument.
The setup of Section 2.1.2 is mostly unchanged by the generalisation to self-loops,
although the expectation (2.10) generalises to
µ(G) =
∑
a∈Γα
EXα,a =
Q∑
c1,c2,...,cv(G)=1
fc1fc2 · · · fcv(G)×
×
{ ∏
1≤w≤V (G):(w,w)∈E(G)
EScw
}{ ∏
1≤u<v≤v(G):(u,v)∈E(G)
E
[(
Ycu,cv
i(u,v)
)]}
, (5.43)
where (w,w) denotes a self-loop at vertex w and the random variables Sa, 1 ≤ a ≤ Q,
have probability mass function P(Sa = k) = θa,k, k = 0, 1, 2, . . .. Using the convention
that the empty product is set to 1, we recover (2.10) from (5.43) under the case of no
self-loops. The definition (2.9) for strictly pseudo-balanced graphs is applicable to graphs
G that have self-loops, and is equivalent to the condition that the subgraph G′ formed
by removing all self-loops from G is itself a strictly pseudo-balanced graph. The same is
true of the notation αm(G), γm(G) and κm(G, i) of Section 4. The analogue of (3.20) and
(4.34) for self-loops is
φ∗ = max
a
ESa. (5.44)
The proof of the following theorem is exactly the same as that of Theorem 4.1, except
that the expectations E[Xα,aXβ,b] are now alternated to take into account the self-loop
probabilities, in the same way that we did for (5.43). For β ∈ Γb,iα , we can compute the
upper bound ∑
a∈Λα
∑
b∈Λβ
E[Xα,aXβ,b] ≤ (φ
∗)2s(G)−i(µ∗2t(G))
e(G)+κ(G,i).
The rest of the proof is unchanged and we obtain the following bound.
Theorem 5.1. Suppose that G is a strictly pseudo-balanced graph, which has ei(G) pairs
of vertices which have i edges between them, with et(G)(G) > 0 and ei = 0 for all i > t(G),
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and s(G) ≥ 0 self-loops. Then, with the notation (2.3), (2.12), (5.43), (4.32), (4.33),
(4.34), (5.44),
dTV (L(W ), CP (λ)) ≤
c(λ)ρ(G)2
v(G)!
nv(G)
{
v(G)2
v(G)!
nv(G)−1(φ∗)2s(G)
t(G)∏
i=1
(
(µ∗∗i )
2ei(G)
)
+
v(G)−1∑
i=1
(
v(G)
i
)
nv(G)−i(φ∗)2s(G)−i(ψ(G))e(G)+κm(G,i)
(v(G)− i)!
}
.
5.2 Poisson approximation
As was seen in Remark 2.2, in general a Poisson approximation for the distribution
of the number of isomorphic copies of a strictly balanced graph is not valid in the
SBMM(n, π, f) model. However, as will be seen in this section, in a certain param-
eter regime a Poisson approximation is valid. Of course, in the case πa,b,k = 0 for all
1 ≤ a, b ≤ Q and k ≥ 2, then the model reduces to the classical SBM and a Poisson
approximation is valid in the small πa,b,1 regime (see [13]). In Theorem 5.2, we obtain
a parameter regime in which multiple edges are possible (that is sufficient conditions on
πa,b,k > 0 for some 1 ≤ a, b ≤ Q and k ≥ 2 such that a Poisson approximation is valid.)
Before stating the theorem, we present the Stein-Chen bound for Poisson approximation
that we will use in the proof.
For α ∈ Γ, let
Aα = {β ∈ Γ: |α ∩ β| ≥ 1},
so that Aα = Γ
b
α ∪ Γ
s
α ∪ {α}. Also, let
Uα,a =
∑
β∈Aα
∑
b∈Λβ
Xβ,b −Xα,a.
Then a simple corollary of Theorem 1 in [2], or of Theorem 1.A in [7], is that
dTV (L(W ), P o(ν)) ≤ ν
−1(1− e−ν)
∑
α∈Γ
∑
a∈Λα
{
EXα,aEηα + E[Xα,aUα,a]
}
. (5.45)
Here
ν := EW =
(
n
v(G)
)
ρ(G)µ(G), (5.46)
where we used Equation (2.8) to write down the expectation.
It is worth comparing (5.45) with the bound dTV (L(W ), CP (λ)) ≤ c(λ)ǫ that we
used for compound Poisson approximation in Section 2.2. The term ν−1(1 − e−ν) is
present because c(λ) = c((ν, 0, 0, . . .)) ≤ ν−1(1 − e−ν) for the Po(ν) distribution (see
[6], Lemma 4). The quantity Uα can be written as Uα,a = Vα + Tα,a, where Tα,a =∑
β∈Γsα∪{α}
∑
b∈Λβ
Xβ,b −Xα,a. Therefore (2.13) can be written as
dTV (L(W ), P o(λ)) ≤ ν
−1(1− e−ν)
∑
α∈Γ
∑
a∈Λα
{
EXα,aEηα + E[Xα,aVα]
}
+ ν−1(1− e−ν)
∑
α∈Γ
∑
a∈Λα
E[Xα,aTα,a]. (5.47)
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We have already bounded the first term of (5.47) in Theorem 3.1, so to arrive at a Poisson
approximation we must also be able to bound the second term.
Theorem 5.2. Suppose that G is a strictly balanced graph. Then, with the notation (2.3),
(2.6), (3.18), (3.19), (3.20) and (5.46),
dTV (L(W ), P o(ν)) ≤ Mn,π,f(G) + ν
−1(1− e−ν)
ρ(G)2
v(G)!
nv(G)(µ∗1)
e(G)−1q∗2
= ν−1(1− e−ν)
ρ(G)2
v(G)!
nv(G)(µ∗1)
e(G)−1
{
v(G)2
v(G)!
nv(G)−1(µ∗1)
e(G)+1
+ q∗2 +
v(G)−1∑
i=1
(
v(G)
i
)
nv(G)−i(µ∗1)
κ(G,i)+1
(v(G)− i)!
}
, (5.48)
where Mn,π,f(G) is the bound (3.21) of Theorem 3.1 and q
∗
2 = max1≤a,b≤Q
∑∞
k=2 πa,b,k.
Proof. We bound
∑
α∈Γ
∑
a∈Λα
E[Xα,aTα,a], where Tα,a =
∑
β∈Γsα∪{α}
∑
b∈Λβ
Xβ,b − Xα,a.
First, we note that |Γsα ∪ {α}| = ρ(G). To bound E[Xα,aTα,a], we require bounds on∑
a∈Λα
∑
b∈Λβ
E[Xα,aXβ,b], where |α∩β| = v(G) and (α, a) 6= (β, b). For all such α, β, a, b,
the largest value that
∑
a∈Λα
∑
b∈Λβ
E[Xα,aXβ,b] takes is when α = β, because this min-
imises the number of edge positions in the intersection graph α ∩ β. There are e(G)
possible edge locations in the intersection graph, and because (α, a) 6= (α, b) it follows
that there must be at least two edges at one edge position and at least one edges at the
remaining e(G)− 1 edges positions. Hence it follows that∑
a∈Λα
∑
b∈Λβ
E[Xα,aXβ,b] ≤ q
∗
2(µ
∗
1)
e(G)−1
for all α, β such that |α ∩ β| = v(G). Therefore∑
α∈Γ
∑
a∈Λα
E[Xα,aTα,a] ≤ ρ(G)q
∗
2(µ
∗
1)
e(G)−1.
Using this inequality to bound the second term of (5.47) and using the bound (3.21) of
Theorem 3.1 to bound the first term yields (5.48), as required.
Remark 5.3. In the classic SBM(n, π, f) model, there are no multiple edges (that is
πa,b,k = 0 for all a, b if k ≥ 2), and thus q
∗
2 = 0. Furthermore, µ
∗
1 = max1≤a,b≤Q πa,b,1 =: π
∗.
The bound (5.48) then can be seen to be exactly the same as the bound of Theorem 2.1 of
[13], as one would hope for.
Remark 5.4. In Remark 3.2, we showed that if there exist universal constants c and C
such that cn−1/d(G) ≤ EYa,b ≤ Cn
−1/d(G) for all x, then the limiting Po(ν) distribution
is non-degenerate, and the bound Mn,π,f(G) tends to 0 as n → ∞. If we also have that
q∗2 ≪ n
−1/d(G), then dTV (L(W ), P o(ν))→ 0 as n → ∞. Given that EYa,b = O(n
−1/d(G)),
then the condition q∗2 ≪ n
−1/d(G) is equivalent to
q∗2 = max
1≤a,b≤Q
( ∞∑
l=2
πa,b,l
)
≪ max
1≤a,b≤Q
πa,b,1 = O(n
−1/d(G)). (5.49)
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A simple and natural example in which condition (5.49) is met is the geometric prob-
abilities πa,b,k = p
k(1 − p), k ≥ 0, for all 1 ≤ a, b ≤ Q. The condition is met if p ≪ 1.
The model of [19], which has Poisson probabilities πa,b,k = e
−ωa,bωka,b/k!, k ≥ 0, also sat-
isfies condition (5.49) if max1≤a,b≤Q ωa,b ≪ 1. Indeed, we obtain an explicit bound for
the Poisson approximation of subgraph count distributions in this model in the following
corollary.
Corollary 5.5. Suppose we are in the setting of Theorem 5.2 be satisfied and suppose
that πa,b,k = e
−ωa,bωka,b/k!, k ≥ 0. Let ω
∗ = max1≤a,b≤Q ωa,b. Then
dTV (L(W ), P o(ν)) ≤ ν
−1(1− e−ν)
ρ(G)2
v(G)!
nv(G)(ω∗)e(G)−1
{
v(G)2
v(G)!
nv(G)−1(ω∗)e(G)+1
+
1
2
(ω∗)2 +
v(G)−1∑
i=1
(
v(G)
i
)
nv(G)−i(ω∗)κ(G,i)+1
(v(G)− i)!
}
. (5.50)
Suppose now that there exist universal constants c and C such that cn−1/d(G) ≤ ωa,b ≤
Cn−1/d(G) for all a, b. Then
ρ(G)
v(G)v(G)
ce(G) ≤ ν ≤
ρ(G)
v(G)!
Ce(G), (5.51)
and so the limiting Po(ν) distribution is non-degenerate as n→ 0. Moreover, there then
exists a constant K(G), independent of n, such that
dTV (L(W ), P o(ν)) ≤ K(G)max
{
n−1, n−1/d(G),min{n1−α(G)/d(G), n−γ(G)/d(G)}
}
. (5.52)
Proof. We use the bound (5.48) of Theorem 5.2, so we are required to bound µ∗1 and q
∗
2.
Recall from Example 3.4 that µ∗1 = ω
∗. Also,
qa,b,2 =
∞∑
k=2
e−ωa,b
ωka,b
k!
= 1− (1 + ωa,b)e
−ωa,b ≤ 1− (1 + ω∗)e−ω
∗
≤
1
2
(ω∗)2,
where the inequalities may be proved by simple calculus. Therefore q∗2 ≤
1
2
(ω∗)2. Inserting
these bounds into (5.48) yields (5.50), as required.
We obtain (5.51) by applying exactly the same argument as the one used in Remark
3.2. The bound (5.52) is also very similar to the total variation distance bound of Remark
3.2. Here we have an additional term to consider:
1
2ν
(1− e−ν)
ρ(G)2
v(G)!
nv(G)(ω∗)e(G)+1.
This term is order n−1/d(G), and so we obtain (5.52), which completes the proof.
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