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STAR CONFIGURATIONS ARE SET-THEORETIC COMPLETE INTERSECTIONS
S¸TEFAN O. TOH ˇANEANU
ABSTRACT. LetA ⊂ Pk−1 be a rank k arrangement of n hyperplanes, with the property that any k of the defin-
ing linear forms are linearly independent (i.e.,A is called k−generic). We show that for any j = 0, . . . , k− 2,
the subspace arrangement with defining ideal generated by the (n − j)−fold products of the defining linear
forms of A is a set-theoretic complete intersection, which is equivalent to saying that star configurations have
this property.
1. INTRODUCTION
Let R be a commutative unitary Noetherian ring and let I be a proper ideal of R. Suppose ht(I) = m.
Then I is said to be set-theoretic complete intersection if there exist f1, . . . , fm ∈ I such that rad(I) =
rad(〈f1, . . . , fm〉). For an ideal J , rad(J) denotes the radical of J . A projective scheme is set-theoretic
complete intersection if its defining ideal has this property.
The problem of studying this property of schemes (varieties) is of great interest in algebraic geometry.
This problem goes back to the 19-th century, when Kronecker and Cayley asked if any complex variety in P3
is set-theoretic complete intersection. Hartshorne in [3] gives an counterexample for dimension 2 varieties:
in C4 take the union of two 2−dimensional planes with one point in common (or in P3 take the variety
with defining ideal 〈x1, x2〉 ∩ 〈x3, x4〉); this is a connected variety which is not set-theoretically complete
intersection. This leads to the famous Hartshorne Conjecture: every irreducible curve in P3 is set-theoretic
complete intersection. At this moment it is not known if the smooth rational quartic in P3 (see [1, Exercise
18.8]) is set-theoretic complete intersection or not.
There is a huge literature on the set-theoretic complete intersection property of ideals / varieties, and we
will not present it here. The general idea is that it is difficult to show that set-theoretic complete intersec-
tion property is not satisfied (for his example Hartshorne makes use of the nonvanishing of the 3rd local
cohomology module), and even more difficult to show that this property is satisfied (one has to exhibit the
elements f1, . . . , fm). The situation is the same if one restricts to subspace arrangements (as is the case of
Hartshorne’s example): see the work of Schenzel and Vogel ([7]), generalized by Lyubeznik in [5], to show
that certain subspace arrangements are not set-theoretic complete intersections, or the methodology devel-
oped by Schmitt and Vogel in [8] to show that in particular some arrangements of subspaces are set-theoretic
complete intersections (see Example 4 in their paper).
In these notes we show that star configurations are set-theoretic complete intersections.
Our base field is any field K. Let A ⊂ Pk−1 be a rank k hyperplane arrangement with ℓi ∈ R :=
K[x1, . . . , xk], i = 1, . . . , n being the defining linear forms. For 2 ≤ s ≤ k, we will call A to be s−generic
if and only if any s of the defining linear forms are linearly independent.
Suppose that A is k−generic, and let Hi = V (ℓi), i = 1, . . . , n. For 1 ≤ c ≤ k − 1, consider the star
configuration Vc:
Vc =
⋃
1≤i1<···<ic≤n
Hi1 ∩ · · · ∩Hic .
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This subspace arrangement has defining ideal
IVc =
⋂
1≤i1<···<ic≤n
〈ℓi1 , . . . , ℓic〉,
which is of height c.
If c = 1, then IV1 = 〈ℓ1 · · · ℓn〉, which is a complete intersection ideal, so it is also a set-theoretic
complete intersection. If c = k − 1, then Vk−1 consists of a finite number of points (which are obviously
rational points), and by [4, Chapter V, Examples 3.13], this variety is set-theoretic complete intersection.
The question is about what happens in-between.
In R define the ideal I(A, a) = 〈{ℓi1 · · · ℓia |1 ≤ i1 < · · · < ia ≤ n}〉. This is an ideal generated by
a−fold products of linear forms. By Lemma 2.2 and from the classical theorem that the radical of an ideal
is the intersection of its minimal primes, it becomes clear that
IVc = rad(I(A, n − c+ 1)), c = 1, . . . , k − 1.
In fact, by using [2, Proposition 2.9], one can show IVc = I(A, n− c+1), but this fact is not crucial for the
main result.
We are going to show that Vc are set-theoretic complete intersections, for any c = 1, . . . , k − 1, by
showing that the ideals I(A, n− c+ 1) have this property (Theorem 2.4).
2. MAIN RESULT
If I is an ideal in a commutative ring R, then the radical of I is by definition rad(I) = {f ∈ R|fn ∈
I for some n ≥ 1}.
For some g1, . . . , gs ∈ R, by rad(g1, . . . , gn) we denote the radical of the ideal generated by g1, . . . , gs.
Also, if g ∈ R and J is an ideal of R, by 〈g, J〉 we denote 〈g〉+ J .
We begin with a natural lemma.
Lemma 2.1. Let R be a commutative unitary Noetherian ring. Let I ⊂ R be an ideal, and let f, g ∈ R be
any two elements. Then,
rad(fg, I) = rad(f, I) ∩ rad(g, I).
Proof. For any two ideals J1, J2 ⊂ R, one has
rad(J1 · J2) = rad(J1 ∩ J2) = rad(J1) ∩ rad(J2).
The last equality is well-known. The first equality comes from the fact that J1 · J2 ⊆ J1 ∩ J2, and from the
fact that if f ∈ rad(J1 ∩ J2), then there is a positive integer m such that fm ∈ J1 and fm ∈ J2, leading to
f2m ∈ J1 · J2.
With this we have the following sequence of inclusions / equalities
rad(fg, I) ⊆ rad(f, I) ∩ rad(g, I) = rad(〈f, I〉 · 〈g, I〉) = rad(fg, fI, gI, I2) ⊆ rad(fg, I).
Hence the claim. 
Lemma 2.2. Let A ⊂ Pk−1 be a rank k hyperplane arrangement with defining linear forms ℓ1, . . . , ℓn ∈
R := K[x1, . . . , xk]. Let j ∈ {0, . . . , k − 2}.
Then, any minimal prime over I(A, n−j) is of the form 〈ℓi1 , . . . , ℓij+1〉, for some 1 ≤ i1 < · · · < ij+1 ≤
n. Furthermore, ht(I(A, n−j)) ≤ j+1, and in particular, if A is k−generic, then ht(I(A, n−j)) = j+1.
Proof. The proof follows the same argument from the beginning of Section 2 in [9]. The idea is the fol-
lowing: let p be a minimal prime over I(A, n − j). So ℓ1 · · · ℓn−j ∈ p, giving that ℓi0 ∈ p, for some
i0 ∈ {1, . . . , n − j}. Let’s assume i0 = 1. Next consider ℓ2 · · · ℓn−j+1 ∈ p, and do the same obtaining
ℓ2 ∈ p. Recursively, one obtains ℓ1, ℓ2, . . . , ℓj+1 ∈ p. But I(A, n − j) ⊂ 〈ℓ1, . . . , ℓj+1〉 ⊆ p. Since p
was taken to be a minimal prime, then the last inclusion is in fact equality. We mention here as well that in
general ℓ1, . . . , ℓj+1 will not minimally generate p.
The remaining part of the statement is immediate from the definition of the height of an ideal. 
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The radical of an ideal is the intersection of its minimal prime ideals (see [1, Corollary 2.12]). With this
important result in mind, coupled with Lemma 2.2, we can begin proving the main results of this note.
Unless one talks about multiarrangements (and this is not the case here), any hyperplane arrangement is
2−generic. We have the following proposition.
Proposition 2.3. LetA ⊂ Pk−1 be a rank k hyperplane arrangement with defining linear forms ℓ1, . . . , ℓn ∈
R := K[x1, . . . , xk], and with gcd(ℓi, ℓj) = 1, i 6= j. Then
rad(I(A, n− 1)) = rad(ℓ1(ℓ3 · · · ℓn + · · ·+ ℓ2 · · · ℓn−1), ℓ2 · · · ℓn).
Proof. From Lemma 2.2, all the minimal primes over I(A, n− 1) are of the form 〈ℓi, ℓj〉, i 6= j, hence
rad(I(A, n− 1)) =
⋂
1≤i<j≤n
〈ℓi, ℓj〉.
On the other hand, from Lemma 2.1, one has
rad(ℓ1(ℓ3 · · · ℓn + · · ·+ ℓ2 · · · ℓn−1), ℓ2 · · · ℓn) = I1 ∩ I2,
where I1 := rad(ℓ1, ℓ2 · · · ℓn) and I2 := rad(ℓ3 · · · ℓn + · · · + ℓ2 · · · ℓn−1, ℓ2 · · · ℓn).
Again from Lemma 2.1, one has
I1 =
n⋂
a=2
〈ℓ1, ℓa〉,
and
I2 =
n⋂
b=2
rad(ℓ3 · · · ℓn + · · ·+ ℓ2 · · · ℓn−1, ℓb)
=
n⋂
b=2
rad(ℓ2 · · · ℓ̂b · · · ℓn, ℓb)
=
⋂
2≤i 6=j≤n
〈ℓi, ℓj〉.
Hence the claim. 
The main result of the notes is the following.
Theorem 2.4. Let A ⊂ Pk−1 be a rank k hyperplane arrangement with defining linear forms ℓ1, . . . , ℓn ∈
R := K[x1, . . . , xk]. Suppose A is k−generic, and let j ∈ {1, . . . , k − 2}. Then
rad(I(A, n − j)) = rad(F1, . . . , Fj , ℓj+1 · · · ℓn),
where Fu := ℓu

 ∑
I⊆{u+1,...,n},|I|=n−j−1
ℓI

, for u = 1, . . . , j, and ℓI :=∏i∈I ℓi.
Proof. We prove the theorem by induction on j ≥ 1.
Base Step: j = 1. This is the case of Proposition 2.3.
Induction Step: j ≥ 2.
Let p be a minimal prime over 〈F1, . . . , Fj , ℓj+1 · · · ℓn〉. Then there exists v ∈ {j + 1, . . . , n} such that
ℓv ∈ p.
For each u = 1, . . . , j, one has
Fu = ℓu

 ∑
I⊆{u+1,...,n}\{v},|I|=n−j−1
ℓI


︸ ︷︷ ︸
Gu
+ℓvQ, for some Q ∈ R.
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So Gu ∈ p, u = 1, . . . , j.
For u = j, |{u+ 1, . . . , n} \ {v}| = n− j − 1, and so Gj = ℓj · · · ℓ̂v · · · ℓn.
Denote Av = A \ {ℓv}. We have |Av| = n − 1, and Av is k−generic if rank(Av) = k, or Av is
(k − 1)−generic if rank(Av) = k − 1. By induction,
rad(I(Av, (n− 1)− (j − 1)︸ ︷︷ ︸
n−j
)) = rad(G1, . . . , Gj−1, ℓj · · · ℓ̂v · · · ℓn).
So I(Av, n − j) ⊂ p, which, from Lemma 2.2, leads to the existence of i1 < · · · < ij in {1, . . . , n} \ {v}
with
I(Av, n − j) ⊂ 〈ℓi1 , . . . , ℓij 〉 ⊂ p.
Since ℓv ∈ p, and since p was taken to be minimal prime, then
I(A, n− j) ⊂ 〈I(Av, n − j), ℓv〉 ⊂ 〈ℓi1 , . . . , ℓij , ℓv〉 = p.
Again from Lemma 2.2 one obtains that p is a minimal prime over I(A, n − j). Therefore, every minimal
prime over 〈F1, . . . , Fj , ℓj+1 · · · ℓn〉 is also a minimal prime over I(A, n− j), giving that
rad(F1, . . . , Fj , ℓj+1 · · · ℓn) ⊇ rad(I(A, n− j)).
The reverse inclusion that will complete the proof comes from observing that 〈F1, . . . , Fj , ℓj+1 · · · ℓn〉 ⊂
I(A, n− j). 
Remark 2.5. The arithmetic rank of an ideal I , denoted ara(I), is the minimum number of elements in R
that generate I up to its radical ideal. So I is set-theoretic complete intersection if and only if ara(I) =
ht(I) (in general one has ≥ happening).
In [5] lower bounds for ara(I) are presented (under certain conditions), allowing one to decide if I is
not a set-theoretic complete intersection, whereas in [8] upper bounds of this invariant are given (also under
certain conditions), which can be used to show that I is a set-theoretic complete intersection. [8, Theorem
1] is even more detailed by presenting a formula for ara(I). One would be tempted to use this result to
show that star configurations are set-theoretic complete intersection, but an immediate application (meaning
taking aij in their paper to be our ℓi’s) does not work, as assumption (ii) is not satisfied.
Nevertheless, very useful for our discussion is [8, Lemma], which we are presenting next: let R be a
commutative ring with non-zero identity. Let P be a finite subset of elements of R. Let P0, . . . , Pr be
subsets of P such that
(i)
r⋃
l=0
Pl = P ;
(ii) P0 has exactly one element;
(iii) if p and p′′ are different elements of Pl(0 < l ≤ r), there is an integer l′ with 0 ≤ l′ < l, and an
element p′ ∈ Pl′ such that p′|p · p′′.
Setting ql =
∑
p∈Pl
pe(p), where e(p) ≥ 1 are arbitrary integers, then
rad(P ) = rad(q0, . . . , qr).
This result provides an alternative proof of our Proposition 2.3. If we take P0 = {ℓ2 · · · ℓn}, and P1 =
{ℓ1ℓ3 · · · ℓn, . . . , ℓ1ℓ2 · · · ℓn−1}, the assumptions (i), (ii) and (iii) above are satisfied, hence, by taking e(p) =
1, one obtains
rad(P0 ∪ P1) = rad(ℓ2 · · · ℓn, ℓ1ℓ3 · · · ℓn + · · ·+ ℓ1ℓ2 · · · ℓn−1).
Furthermore, this lemma helps prove that, for any hyperplane arrangement A,
ara(I(A, n − j)) ≤ j + 1.
STAR CONFIGURATIONS ARE SET-THEORETIC COMPLETE INTERSECTIONS 5
One can see this by taking P0 := {ℓj+1 · · · ℓn}, and for u = 1, . . . , j, Pu := {ℓj−u+1ℓI |I ⊂ {j − u +
2, . . . , n}, |I| = n− j − 1}. Assumptions (i) and (ii) are immediately satisfied, and with a bit of work, also
condition (iii) can be verified.
In general ht(I(A, n− j)) ≤ min{k− 1, j+1}, j = 0, . . . , n− d− 1, where d is the minimum distance
of a linear code built from A (see [9] for more details). In the case of A being k−generic, d = n − k + 1,
and furthermore, from Lemma 2.2 one has ht(I(A, n− j)) = j +1, this way obtaining an alternative proof
of our Theorem 2.4.
We can generalize this to A being s−generic, 2 ≤ s ≤ k, obtaining that for any j ∈ {0, . . . , s − 2} the
ideals I(A, n− j) are set-theoretic complete intersections.
We end with the following question: for any hyperplane arrangement A, are all ideals generated by
a−fold products of linear forms set-theoretic complete intersections?
Update (01/25/2016): The answer to the above question is NO. Consider A ⊂ P3 with defining linear forms
{x, y, x+ y, z, w, z + w}. We have
rad(I(A, 4)) = 〈x, y〉 ∩ 〈z, w〉,
and this is the case of Hartshorne’s example. For all the other values of a ∈ {1, . . . , 6}, the ideal I(A, a)
is set-theoretic complete intersection: (1) if a = 1, 2, we have ht(I(A, a)) = 4 because the minimum
distance of the associated linear code is 2 (see, for example, [9]), hence s.t.c.i.; (2) if a = 3, we have
ht(I(A, a)) = 3, hence the variety of this ideal consists of a finite set (six for this example) of rational
points and by [4, Chapter V, Examples 3.13] this is s.t.c.i.; (3) if a = 5, I(A, a) is s.t.c.i. by Proposition 2.3;
(4) if a = 6, then I(A, a) = 〈xy(x+ y)zw(z + w)〉 which is a complete intersection.
Furthermore, one can impose various combinatorial conditions on A, such as A being supersolvable or
being a graphic arrangement (see [6] for definitions and details), and ask the same question whether or not
all ideals generated by a−fold products of linear forms defining A are set-theoretic complete intersections.
The same example will also answer this question negatively: one can view this arrangement as the graphic
arrangement associated to either the graph consisting of two disjoint triangles, or the graph consisting of
two triangles with a vertex in common. In both cases make the change of variables assigning variables
x, y to two linear forms corresponding to two edges of one triangle, and variables z, w to two linear forms
corresponding to two edges of the other triangle. The theory says that A is a free arrangement which is
equivalent to being supersolvable.
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