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Resumen 
Este trabajo describe una línea de investiga- 
ción y desarrollo (I/D) y los resultados es- 
perados de la misma. El objetivo principal es 
analizar, generar y evaluar modelos ma- 
temáticos y métodos computacionales aso- 
ciados en ingeniería. Se estudian problemas 
que por su nivel de complejidad requieren 
soluciones específicas. Los modelos abor- 
dados son dependientes del tipo de sistema 
estudiado, del fenómeno analizado y del área 
particular de ingeniería que originó el 
requerimiento. Determinar el tipo de siste- 
ma, el método para evaluar su rendimiento  y 
las soluciones numéricas óptimas o sub- 
óptimas forma parte de los objetivos en esta 
línea de I/D. 
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conocimiento estadístico de patrones, análi- 
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Contexto 
 
Esta línea de I/D forma parte del proyecto 
11/F018: “Arquitecturas multiprocesador en 
HPC: Software de base, Métricas y Aplica- 
ciones” acreditado por el Ministerio de 
Educación. 
 
1. Introducción 
Modelar un problema en ingeniería requiere 
estudiar los detalles del proceso, del fenó- 
meno, o del sistema que se pretende anali- 
zar o diseñar. Es necesaria la construcción de 
modelos matemáticos, métodos compu- 
tacionales y técnicas numéricas que ofrez- 
can soluciones viables [1][2]. Las magnitu- 
des que intervienen, escalares o vectoriales, 
eventualmente, cambian en el tiempo o es- 
pacio. Los sistemas estudiados pueden ser 
lineales o no lineales requiriendo modelos 
sofisticados [3][4]. Determinar si una solu- 
ción es viable con fundamento científico, es 
una tarea compleja y dependiente del pro- 
blema particular analizado [5][6]. Este pro- 
yecto tiene como primer objetivo analizar y 
proponer modelos computacionales, méto- 
dos y soluciones particulares derivadas de 
los mismos. Alcanzar los objetivos anterio- 
res requiere estudiar los fundamentos que 
subyacen a cada modelo, evitando solucio- 
nes, que por su nivel de encapsulamiento, 
limiten una verdadera comprensión y abor- 
daje científico de las mismas [7]. El tipo de 
problema de interés en esta línea de I/D re- 
quiere la integración de soluciones de tres 
áreas, ciencias de la computación, matemá- 
ticas aplicadas y un área de ingeniería o 
ciencia básica en particular. La evaluación 
de rendimiento es un aspecto fundamental 
para poder validar las soluciones propuestas 
o los modelos analizados [8]. Por lo tanto, 
otro aspecto fundamental de esta línea de I/D 
es el estudio de las métricas y paradig- mas 
de desempeño en sistemas específicos. 
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En la sección 2 se presenta un breve resu- 
men de los temas de I/D específicos en el 
período actual. La sección 3 enumera resul- 
tados obtenidos y esperados. Finalmente, la 
sección 4 resume los objetivos con respecto 
a la formación de recursos humanos en el 
contexto de esta línea de I/D. 
 
2. Líneas de Investigación 
 
2.1 Reconocimiento de patrones 
 
El trabajo actual lo podemos clasificar en 
tres tópicos principales bien diferenciados 
correspondientes a sub-disciplinas dentro  de 
reconocimiento estadístico de patrones 
[9][10][11]. La primera sub-disciplina es 
clasificación supervisada donde el  énfasis 
de nuestro trabajo se centra en el estudio de 
métodos de clasificación basados en nú- 
cleos dispersos, en particular máquinas de 
soporte vectorial [12][13]. 
La segunda es clasificación no supervisada 
donde la principal línea de trabajo son las 
técnicas de agrupamiento. Actualmente con 
énfasis en detección de valores atípicos y 
métodos basados en teoría espectral de gra- 
fos [14][15][16]. El tercer tópico de funda- 
mental importancia es el de reducción de 
dimensión en particular selección de carac- 
terísticas [17]. 
 
2.2 Análisis de Imágenes 
 
Se estudian métodos de segmentación está- 
ticos y modelos deformables. En particular 
en imágenes 2 ½ D obtenidas por cámaras de 
tiempo de vuelo, resonancia magnética 
funcional y otras modalidades con estructu- 
ras de datos similares [18][19]. El objetivo 
principal es mejorar la calidad de los des- 
criptores obtenidos en función de su impac- 
to en el sistema de clasificación 
[20][21][22]. En el caso de modelos defor- 
mables es posible estudiar el comporta- 
miento temporal y medir magnitudes indi- 
rectamente. Se analizan métodos de genera- 
ción de características a partir de señales en 
general y de imágenes digitales en   particu- 
lar de rango e intensidad Se abordan siste- 
mas de análisis de pseudo-imágenes a partir 
de campos vectoriales, series temporales, 
una modalidad particular de imagen o fu- 
sión de modalidades [23][24][25]. 
 
2.3 Desempeño de Sistemas de Posicio- 
namiento, Navegación y Localización. 
 
En los sistemas de posicionamiento, de 
navegación y de localización [26][27], el 
concepto de desempeño excede al habitual 
que está limitado a la calidad nominal de la 
estimación de ubicación y eventualmente a 
la confiabilidad [28][29]. En estos sistemas 
deben considerarse además los parámetros 
de integridad y continuidad que le garanti- 
cen al usuario que la información propor- 
cionada por el sistema es correcta para que 
una operación crítica pueda realizarse en 
forma segura [30][31]. 
La integridad y la continuidad dependen en 
gran medida de la aplicación y del entorno 
específico y su aseguramiento afecta a otro 
parámetro de desempeño del sistema que es 
la disponibilidad [32]. 
Esta línea de trabajo se avoca al estudio de 
problemas puntuales de desempeño en los 
sistemas mencionados, utilizando criterios y 
métodos diversos de modelado, procesa- 
miento y análisis [33][34][35][36]. 
 
 
3. Resultados y Objetivos 
 
3.1 Resultados publicados recientemente 
 
 Se estudiaron y propusieron métodos 
para detección en series temporales de 
fMRI [37][38].
 Se desarrollaron métodos de segmenta- 
ción de imágenes de rango y supresión 
del plano de fondo [39][40][41].
 Se analizaron y propusieron alternativas 
para el agrupamiento de objetos en vi- 
deo [42].
 
3.2 Objetivos generales 
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 Desarrollar modelos y optimizar algo- 
ritmos particulares de clasificación su- 
pervisada y no supervisada.
 Evaluar métodos de análisis de desem- 
peño y su aplicación sobre los clasifica- 
dores y conjuntos de datos particulares.
 Evaluar la monitorización de la integri- 
dad de los sistemas de ayuda a la nave- 
gación aérea basados en sistemas GNSS 
(Global Navigation Satellite Systems).
 Estudiar métodos de selección y extrac- 
ción de características.
 
 Investigar modelos y métodos en proce- 
samiento y análisis de imágenes. Ker- 
nels y algoritmos de optimización.
 
4. Formación de Recursos Humanos 
 
En esta línea de I/D hay dos investigadores 
realizando su doctorado en temas relacio- 
nados. Se dictan asignaturas optativas en 
Ingeniería en Computación y cursos de 
postgrado que tienen por objetivo formar 
alumnos en temas específicos y fundamen- 
tos. Los alumnos tienen la posibilidad de 
realizar tesinas en esta línea. Además se 
promueve la interacción con otros grupos y 
líneas de I/D resultando en un mecanismo de 
permanente consulta y transferencia. 
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