ABSTRACT This paper addresses three major issues in dissimilar redundant actuation system when operates in active/active mode. The first one is to reduce the effect of force fighting. The second one is to obtain precise tracking performance of the control surface. The third one is to induce fault tolerance in the presence of faults in hydraulic actuator. The proposed strategy is to design LPV integral sliding mode controller for each actuator in a dissimilar actuation system. The nonlinear dynamics of each actuator is first transformed into LPV form and employed tensor product model transformation to convert into polytopic LPV form. The integral sliding mode FTC is designed based on the LPV model of actuators. To induce the fault tolerance, the nonlinear injection term of proposed integral sliding mode control law is made adaptive subject to the severity of the fault. In order to verify the robustness of the proposed scheme, an external disturbance acting as an airload is applied at the control surface input. Finally, the proposed strategy is applied on the nonlinear model of system to validate the dominant performance as compared to existing methods in the literature. In the simulations, three types of faults in hydraulic actuator are considered and the performance of closed loop system is analyzed.
I. INTRODUCTION
Reliability of aircraft actuation system is of major concern when designing the more electric aircraft [1] . The traditional redundant actuation system, for example two similar actuators driving a single control surface, cannot meet the increasing reliability requirement of a large aircraft. This is due to the reason that the common cause of failure phenomena is inherited in conventional actuation system. Therefore, the dissimilarity in the actuation systems is considered as an improvement in reliability to exploit fault tolerance. In an aircraft, the dissimilarity is associated with both the flight control computers (FCC) and the actuators. For example to make sure a reliable flight mission there are two types of computers, with different hardware, software and even developed by separate team [2] . In an aircraft, the actuators dissimilarity is concerned with two or more dissimilar redundant actuators to drive the critical control surfaces. Therefore, the more advance aircraft has adopted dissimilar redundant actuation system (DRAS) configuration, such as the new Airbuses A380 and A350XWB consist of one hydraulic actuator (HA) and one electro-hydraulic actuator (EHA) [3] to drive aileron, elevator and lower rudder. In a similar way, the control surfaces on wings and tail of Boeing 777 are operated by both hydraulic and electrical signal actuators [4] . Adopting DRAS in aircraft has reduced the number of hydraulic systems, therefore generating significant weight reduction and cost saving [5] .
Traditionally, there are two operating modes of DRAS, one is parallel mode or active/active (A/A) mode and other is sequential mode or active/passive (A/P) mode [6] . In A/P mode, the passive channel is isolated by bypass valve and only one actuator is used to drive control surface while other is used as a backup. In A/A mode, both actuators drive the single control surface simultaneously in order to deliver large torque/force. In this mode, due to different driving mechanisms of HA and EHA, there exists a serious force fighting that may damage the control surface or even leads to the failure of whole actuation system. The issue of force fighting has been addressed by many researchers. Such as in [7] - [10] , an integral action controller is proposed that feeds the force fighting signal to the position and force feedback loops of two dissimilar actuators. Adaptive technique is employed in [11] to decouple the HA and EHA in DRAS, whereas feed-forward compensator is proposed to cope with the slower dynamics of EHA as compared to HA. Recently, an extended state observer based feedback controller is designed in [12] to address the force fighting issue and to achieve the precise position tracking of control surface. The motion synchronization is achieved using separate state feedback controller design for each actuator based on the feedback linearization technique.
In the past years, the research on fault tolerant control (FTC) has received a considerable attention in the control community. Various researchers have focused on FTC of aircraft driven by the similar redundant actuation system [13] - [16] . Recently, the study of FTC with dissimilar actuators is carried out, for example a passive FTC (PFTC) scheme is proposed for DRAS in [17] to deal with gradual faults in HA. A fixed controller is designed based on model reference tracking control and gains are computed using linear matrix inequality (LMI). The effect of major faults is not considered in this research. Another active FTC (AFTC) strategy is proposed in [18] and [19] for an aircraft driven by DRAS and is suffered from vertical tail damage. In this research, the problem of slower dynamics of EHA is addressed using first order performance degradation input function. A composite approach is adopted in which linear quadratic regulator (LQR) is used for nominal system. On the other hand, model reference adaptive control (MRAC) is designed to reconfigure control law in case of faults. In a recent survey, an AFTC scheme is proposed in [20] in which different performance degradation reference models (PDRM) are developed. Each PDRM indicated the severity of faults in HA. An intelligent matching algorithm is designed to detect the most appropriate reference model corresponds to the specific class of fault. A set of adaptive fuzzy controllers are designed on the basis of PDRMs. In the aforementioned methodologies, the A/P mode of DRAS is considered for FTC analysis. In this mode, the single actuator drives the load of other actuator and the control surface as well. This requires a large control input to maintain the desire flight path which may burden the actuator. Moreover, in some conditions, a swift response is also required. This motivated us to study and analyze the FTC of DRAS when operates in A/A mode. The FTC analysis in A/A mode is not studied in the earlier research to the authors best of knowledge.
In the past, sliding mode control (SMC) has emerged as a significant technique to solve nonlinear system problems. This is due to the promising characteristics such as simpler design, accurate control and strong robustness in regard to system parameter variations and external disturbance. Besides, such benefits, there are few disadvantages of traditional SMC, such as reported in [21] - [23] , that the system response might get vulnerable to uncertainties or fault during the reaching phase. SMC also employs linear switching function which can guarantee the system stability, but the system and systematic error need long time to reach equilibrium point. To overcome such issues, an integral sliding mode control (ISMC) strategy is first proposed in [24] , [25] , and [26] . The basic idea of ISMC is to design an appropriate sliding manifold such that the sliding is maintained from the initial time instant. Therefore, the reaching phase is eliminated from the beginning and robustness against the disturbance or uncertainty is maintained throughout the system response. In the past few years, ISMC is being used to control the nonlinear uncertain systems such as reported in [27] - [30] . Although, the SMC and ISMC designs provide the robustness against the disturbance and uncertainty, but the bound is required to be exactly known in advance or at-least bounded. But in some applications, the fault may occur at any time with unknown magnitude, therefore the exact bound on uncertainty in not prior known. This stimulates the design of adaptive SMC [31] - [33] and adaptive ISMC [34] , [35] to accommodate the unbounded faults. The fault in the system is considered as model uncertainty and the nonlinear discontinuous control law is made adaptive to the fault, therefore, the controller is reconfigured to provide tolerance against the fault.
Recently, linear parameter varying (LPV) control of nonlinear systems has received a considerable attention where the real-time measurements are available to tune the controller parameters according to parameter variations. LPV control method to authors best knowledge is first familiarized in [36] that distinguished the LPV system from LTI and linear time varying (LTV) systems. Now LPV paradigm has become standard formulation in model identification, analysis and controller synthesis. In the framework of LPV, several results concerning the design of LPV observer [37] , model reference adaptive control [38] , H ∞ control [39] and SMC [40] have been obtained recently. However, very few literature is available for ISMC of nonlinear systems in LPV context [41] , [42] .
In this paper, LPV adaptive ISMC strategy is proposed to address the force fighting issue and to achieve the precise tracking in the both fault free and faulty conditions. The nonlinear dynamics of HA and EHA are first transformed into a polytopic LPV form, where the scheduling parameters are assumed to be available online. The LPV form allows the nonlinear system to be written in a linear way, thus facilitating the linear based designs while retaining a true representation of nonlinear system. Based on the identified LPV model, ISMC is designed that composed of two parts. In the first part, the LPV state feedback controller is designed to stabilize the nominal system (excluding the fault or uncertainty). The state feedback gain of nominal control law is computed using LMI technique. A parameter dependent Lyapunov function (PDLF) is employed to achieve the global stability over the entire operating range of scheduling VOLUME 6, 2018 parameters. In the second part, the nonlinear control law is developed to induce the sliding mode along the sliding surface in the presence of disturbance and uncertainty. In this part, the modulation gain of nonlinear control law is made adaptive to induce the fault tolerance subject to the fault in HA.
Compared to the existing methods in the literature [11] , [20] , the advantages of proposed strategy and the main contribution are as follows:
1) The nonlinear models of HA and EHA in DRAS are formulated into polytopic LPV form. The advantage of LPV system over the linear based designs is that it ensures the stability over the entire operating range. 2) In nominal condition, ISMC is designed to ensure the tracking performance of control surface and to reduce the effect of force fighting. This is achieved by separate design of ISMC for HA and EHA in DRAS. The effect of external disturbance on the system performance is well-managed by a nonlinear injection term of proposed ISMC law. 3) In the controller design part, the state feedback gain for linear part of proposed ISMC law is computed using LMI technique. The global stability is achieved with the choice of PDLF. This has an advantage over the controller computed using single Lyapunov function in term of performance and stability margin. 4) In nonlinear part of ISMC law, the modulation gain is made adaptive to the faults in HA. Since the DRAS operating in A/A mode is under study, therefore the effect of force fighting in the presence of faults in HA has been analyzed and is reduced effectively by the proposed design. It is worth noting that the FTC of DRAS operating in A/A mode has not been studied before. 5) The proposed adaptive ISMC FTC scheme has a simple structure and contains only one parameter to update online, thus simplifying the design processes and reduces the computational load significantly. 6) The performance of the proposed strategy is compared with adaptive decoupling synchronous controller ADSC) design in [11] and fractional order PID (FOPID) controller design in [43] in nominal condition, whereas, in the presence of faults in HA, the proposed strategy is compared with adaptive fuzzy controller method in [20] . The simulations on nonlinear DRAS is obtained taking into account the effect of external airload. The proposed strategy has provided a sufficient reduction in force fighting and maintained the transient domain performance in the presence of fault and external airload.
II. NONLINEAR MODEL OF DRAS
The architecture of DRAS is shown in Fig. 1 that composed of two dissimilar actuators (HA and EHA) to drive single control surface. Since the DRAS is operated in A/A mode, therefore, both the HA and EHA act in force integrated manner. Each actuator has an independent control provided by FCC. In this section, the nonlinear models of HA and EHA are presented that drive the control surface simultaneously in parallel configuration.
A. NONLINEAR MODEL OF HA
HA consists of a hydraulic supply, a servo valve, a double acting hydraulic cylinder and a piston inside the cylinder that is attached to the control surface. The control inputs are the electrical signal u h applied to the servo valve and the external force acting on the piston F dh , whereas the output is the piston displacement x h . The mathematical model that represents the oil flow through orifice Q h and pressure P h delivered to load is modeled as [44] 
where E h is the effective bulk modulus, C hl is the total coefficient leakage, A h and V h are the piston area and volume. The major nonlinearity exists between P h and Q h and for an ideal servo valve, is described by relationship
where P s is supply pressure, C d is discharge coefficient, ρ is the fluid density, w is the gradient area of servo valve and sgn(.) denotes the discontinuous sign function and is defined as
The relationship between the spool displacement x v and the input current u h is approximated as 1 st order differential equation as [45] 
where K v and τ v are gain and time constant of servo valve. The force acting on the piston is represented as 2 nd order differential equation,
where P h and A h are the pressure and area of hydraulic cylinder, m h is the mass of the load, B h is the damping coefficient, K h is connection stiffness, F f is velocity dependent friction force and F dh is the effect of coupling due to dynamics mismatch between HA and EHA. The nonlinear model (1-5) can be written in state space form, by defining state variables
B. NONLINEAR MODEL OF EHA
In this paper, power by wire (PBW) EHA with fixed pump variable speed motor (FPVM) is used as redundant actuator due to the higher efficiency and simple structure. A FPVM-EHA module consists of a fixed displacement bidirectional pump, a variable speed brush-less DC motor, double acting hydraulic cylinder and a feedback mechanism as shown in Fig. 1 . The control inputs to the EHA are the motor voltage u e and external force F de on the piston, whereas the output is the actuator's displacement x e . The relationship between input current i e and electromagnetic torque T e developed at motor shaft is represented by the following torque balance equation [46] 
where, R e and L e are motor resistance and inductance, K c is coefficient of emf, T ext is external load acting on motor, ω e is the motor speed, B m is damping coefficient, J e is the motor and pump inertia and K m is torque constant. By eliminating the armature inductance, the motor can be approximated as first order equation as [47] J eωe + B me ω e = K m R e u e + T ext (8) where
+ B m is the equivalent damping coefficient.
The nonlinear relationship between flow Q e and pressure P e , including inner and outer leakage of EHA pump, can be described as in [7] specifically:
where
, D is pump displacement, P e is the pressure developed in the cylinder, C il and C el are internal and external leakage coefficients. The relationship between actuator position x e and flow Q e can be described as
where A e and V e are the effective area and volume of hydraulic cylinder, E e is effective bulk modulus, C tl = C il + C el is the total leakage factor, The load force balance equation of piston can be written as (11) where m e is the mass of the load, B e is damping coefficient, K e is connection stiffness, F f e is velocity dependent friction and F de is the effect of coupling due to dynamics mismatch between HA and EHA. The nonlinear model (7-11) is written in state space form by defining x 1e = x e , x 2e =ẋ e , x 3e = P e and x 4e = ω e 
where, J d is the equivalent moment of inertia, β d is the damping coefficient, r d is radial distance of control surface and F ext is the external air load that acts on system during real flight condition. According to the research in [6] 
The parameters of the nonlinear model are taken from [11] . The block diagram representation of DRAS configuration is shown in Fig. 2 . It has been deduced from the nonlinear model of DRAS in (1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) that there exists a coupling between actuators and the control surface that causes the force fighting. Moreover, the external disturbance or airload affects VOLUME 6, 2018 the tracking performance of the control surface. Therefore, the goal of controller design is to address the issue of force fighting between the actuators and to achieve precise position tracking of the control surface. Moreover, the proposed adaptive LPV ISMC is capable to maintain the closed performance closer to the nominal system even in the presence of fault.
III. LPV FORM OF DRAS
In this section, the nonlinear model of DRAS is transformed into a polytopic LPV form. It has an advantage over the linear based designs that it guaranteed the stability over the entire range of parameter variations. Therefore, the choice of scheduling variables is of paramount importance in LPV control. It is assumed that each actuator in DRAS are contributing equally to drive control surface. Therefore, the nonlinear system (1-14) is segregated into two subsystems, whereas the effect of coupling between the actuators and control surface is taken into account. The effect of friction force is neglected in the identified LPV model. However, the effect is included in nonlinear model of DRAS and has been overcome by using the robustness property of ISMC design. Selecting time varying perturbations and including the effect of hard nonlinearity in term of parameter variations, the equivalent LPV form is obtained separately for HA and EHA using function substitution method [48] . The advantage of this approach is that exact quasi LPV representation can be obtained [49] .
The nonlinear states of HA in (6) together with control surface (14) are transformed into equivalent LPV form, where the nonlinear pressure-flow relationship of servo valve is taken as scheduling variable and is defined as
where 
With the assumption that P hmax = 90%P s (means that maximum pressure delivered to the load is 90% of supply pressure), the range can be selected as
where P hmax is the maximum pressure delivered to the load.
In a similar way, the nonlinear state equations of EHA in (12) together with the control surface model in (14) are written in LPV form as 
and ξ e (t) is the effect of external disturbance or airload. In (16), the parameter dependent entry is defined as A 55 (ρ e ) = − 4E e C tl V e ρ e , where the scheduling variable ρ e is associated with the state P e of the system. Therefore, the range is defined using the similar assumption P e = 0.9P s as ρ e = {ρ emin , ρ emax } = {1, √ 0.9P s }. The state space models are then converted into polytopic LPV models using tensor product (TP) model transformation proposed in [50] .
In order to validate the identified LPV models, the multi frequency signals are applied at the inputs of both nonlinear equations (1-11) and the identified LPV models (15-16) (after transformed into polytopic form) and compared the outputs. The model validation curves are shown in Fig. 3 and information of scheduling function computed at the vertex of polytopic model is given in the simulation.
A. MODELING OF HA WITH PARTIAL FAILURE
In this paper, the proposed FTC scheme is analyzed subject to the partial failure of HA. According to the research in [51] , the faults in HA can be classified into five categories 1) Blockage of servo valve 2) Leakage of servo valve 3) Air entrapment in oil 4) Increase in oil viscosity 5) Leakage in hydraulic cylinder. The system parameters in DRAS vary according to the types of faults in HA. The range of parameters variations subject to the fault in different components of HA are shown in Table 1 . The effect of faults on the performance of HA has been analyzed in detail in [20] . It is deduced that the closed loop dominant poles move toward the imaginary axis as the severity of the fault increases. Thus, the overall response of closed loop system becomes slower with an increase in the severity of the fault. Based on this analysis, different performance degradation reference models (PDRM) are made in [20] . Each PDRM represents the specific class of fault that are modeled as minor, moderate and major fault depending on the value of the parameter variations, therefore the faulty model of HA can be defined as
where f (x h , t) = A j x h (t) + B j u h is the reflecting uncertainty in system parameters due to the fault, A j and B j represent performance degradation matrices correspond to the variation of system parameters subject to the fault, where the subscript j indicates the severity of fault in corresponding PDRM, that is, j = 1 represents the minor fault, j = 2 corresponds to moderate fault and j = 3 describes the major fault in HA. The faulty model of HA in (17) is taken from author previous work in [20] . The closed loop (unity state feedback gain) performance subject to different faults level in HA is shown in Fig. 4 . The decay in closed loop performance of HA can be clearly seen as the severity of fault increases. Thus the overall effectiveness of HA reduces with the faults. In the next section, LPV based adaptive ISMC is designed to mitigate the effect of fault in HA and to maintain the closed loop performance. The model in (17) is used to formulate the ISMC law and will be discussed in sequential.
IV. FORCE FIGHTING ANALYSIS AND CONTROL STRATEGY
In parallel driving structure of DRAS, two dissimilar actuators are rigidly connected to the control surface. Due to their different dynamical behavior, the faster actuator is slowed down by slower one and slower one is influenced by faster one. This causes a serious force fighting and leads to the instability of system. Force fighting between two actuators (EHA and HA) can be defined as
where K = K h = K e and ζ F is the force fighting signal. The value ζ F 0 means that force fighting is eliminated. This is possible, when the outputs of HA and EHA are synchronized while tracking the same trajectory. In this paper, two separate LPV ISMC are designed for HA and EHA based on the identified LPV model of system (15-16). The proposed controller structure is segregated into two parts; the first part includes the design of LPV state feedback controller in which LQR problem is formulated into LMI and PDLF is chosen to achieve global stability. In the second part, the nonlinear control term is designed to enforce the sliding on selected sliding surface. The value of modulation gain needs to adjust such that it can cater the effect of external disturbance or airload. To achieve the fault tolerance, the modulation gain of ISMC law design for HA is made adaptive to counter the effect of fault and to maintain VOLUME 6, 2018 
V. INTEGRAL SLIDING MODE CONTROLLER DESIGN
In this section, an adaptive LPV ISMC strategy is proposed to achieve the desire tracking performance in the presence of fault and external disturbance.
A. PROBLEM FORMULATION
In order to formulate the problem, consider a general class of LPV system, similar to (17), defined as
where A(ρ(t)) ∈ n×n and B ∈ n×p are the system and input matrices, C ∈ r×n is the output matrix, Dξ (t) is considered as an effect of external disturbance in the system where, ξ (t) ≤ξ is unknown disturbance and have specific bound and D satisfies the certain matching condition D = BM for some M ∈ p×p . The uncertainty term f (x, t) represents fault in corresponding actuator and is assumed to satisfy f (x, t) <F where,ξ andF are the constants that determine the boundlessness of disturbance and uncertainty. In FTC analysis, the bounds on fault and disturbance are assumed to be not exactly known, therefore an adaptive modulation gain is proposed to carter these effects such that sliding motion remains on the sliding surface. In LPV model, the scheduling terms ρ(t) ∈ q are bounded within parameters range.
The following assumptions are made: Assumption 1: The pair (A(ρ(t)), B) and (A(ρ(t)), C) are stabilizable and detectable over the range Assumption 2: The parameter vector must be measured in real time and is limited to convex bounded polyhedral domain ς given by N vertices's as
where ζ 1 . . . . . . ζ N are the scheduling functions defined at the vertices's of polytope.
According to Assumption 2, the polytopic approximation of LPV system (19) can be written as A(ρ(t)) ∈ Co{A 1 , A 2 . . . . . . .A N } and is defined as
where ζ i (ρ(t)) ≥ 0 and
B. NOMINAL CONTROL LAW
The nominal system associated with (19) , while neglecting the effect of disturbance and uncertainty can be written aṡ
where u o (t) is the nominal control input. According to Assumption 1, the pair (A(ρ(t)), B) is controllable over the entire parameter range ρ(t), then there exists a state feedback control law
such that the closed loop systeṁ
Tracking Term (24) is stable, where F (ρ(t)) ∈ p×n is the state feedback gain that is required to design such that the state trajectories of the nominal system (22) are stable and meet some specific performance criteria. In (24) , N (ρ(t))r(t) is the tracking term, where N (ρ(t)) is the feedforward gain and is computed to ensure the zero steady state tracking error defined as
N (ρ(t)) = − C(sI − A(ρ(t)) + BF (ρ(t))
A cl
Remark 1: In this paper, the parameter dependent feedforward gain N (ρ(t)) is used to facilitate tracking. It has an advantage that it ensure the zero steady state tracking error over the entire range of scheduling parameter provided that det(A cl ) = 0.
Similar to the polytopic representation in (21), the state feedback gain F (ρ(t)) can also be written as
In this paper, the state feedback gain (26) is computed using LMI approach and will be discussed in sequential. The objective is to find the control law u(t) such that the state trajectories of (19) , while in sliding mode satisfy the condition x(t) = x 0 (0) for all t ≥ t 0 Remarks 2: In nominal system (22) , the effect of external disturbance and uncertainty are neglected, while designing the linear controller part. These effects will be chattered by nonlinear term of ISMC law where the modulation gain is chosen in such a way as to reduce the effect of external disturbance or airload. To provide fault tolerance against the fault in HA, the modulation gain in nonlinear ISMC law is made adaptive subject to the severity of faults that are modeled as unmatched uncertainty in the system.
C. DESIGN OF INTEGRAL SWITCHING SURFACE
In order to design ISMC, first define a sliding surface ς = {x ∈ n : σ (t) = 0} (27) where, the integral type switching function σ (t) is defined as
In (28), G ∈ p×q is the design freedom and is chosen as
With this choice of G , it can be ensured that G B = I p . In order to drive the expression for an equivalent control and to show that the sliding dynamics are stable, the time derivative of switching function (28) is defined aṡ (30) Substitute (19) in (30) yieldṡ (31) From (31), the expression for equivalent control is obtained by substituting σ (t) =σ (t) = 0 as
Now substituting the control law u eq into (19) and using the fact G B = (B T B) −1 B T B = I p which yieldṡ (33) where
is the projection operator and is symmetric and idempotent. Therefore the effect of unmatched uncertainty in (33) is not amplified. The system states are stable with an appropriate choice of state feedback gain F (ρ(t)).
Remark 3:
The choice of G has a significance to minimize the effect of unmatched term f (x, t) and matched disturbance Dξ (t). According to [26] for a given matrix M ∈ n×m , one has I − M(M T M) −1 M T 2 = 1. Using the fact, the projection operator in (34) is symmetric and idempotent (i.e. =1, 2 = ). Therefore the effect of unmatched uncertainty f (x, t) is not amplified with the choice of G such as f (x, t) ≤ f (x, t) .
D. INTEGRAL SLIDING MODE CONTROL LAW
The structure of ISMC law designed for the system (19) is composed of two parts;
where u o (t) is the linear controller part defined in (23) and u n (t) is the discontinuous injection term to enforce sliding along the sliding surface (28) . In this paper, the control law u(t) is chosen as
where κ(t) is the modulation gain necessary to maintain sliding. In this paper, the modulation gain is made adaptive such that feedback gain can accommodate the sudden change in system dynamics due to possible occurrence of fault in some actuator. Hence preserving the sliding mode. The updating law is designed asκ
whereκ > 0 and κ(0) = 0.
E. THE STABILITY ANALYSIS
For the LPV system (19), the integral type switching surface (28) and adaptive control law (36-37) need to satisfy the η-reachability condition (σ T (t)σ (t) ≤ −η σ (t) ) which is the sufficient condition for the existence of ideal sliding motion. Assume that there exists a final gain κ * such that u n (t) = −κ * (G B) −1 σ (t) σ (t) is the optimal solution for u n and κ * > G Dξ (t)+G f (x, t) . Substituting the control law given in (36) into (31) and using the fact (G B) −1 = I p yields aṡ
Now define Lyapunov candidate function
(39) VOLUME 6, 2018 whereκ = κ − κ * . Taking the time derivative of (39) and using (38) giveṡ
In (40), the choice of κ * is κ * ≥ G D ξ + G F + η, where η is some positive scalar.
Remark 4: Inequality (40) can also be interpreted aṡ
Integrating both sides of (41) yields
which implies V (t) 0 in less than
units of time. Remark 5: In practice, the discontinuous term in the control law (36) may cause chattering in the sliding mode. In this paper, a hyperbolic tangent function, is replaced the symbolic function in the controller, which can weaken chattering generated by sliding mode switching. Additionally, the parameter δ can adjust the speed of convergence of sliding surface. A good approximation of the discontinuous term guaranteed a certain level of robustness against the matched uncertainties. The choice of approximation function is defined as tanh(δσ ) = e δσ − e −δσ e δσ + e −δσ (43) where δ is the small positive scalar.
F. LMI SYNTHESIS OF CONTROLLER GAIN
In this section, the feedback gain F (ρ(t)) is computed using LMI optimization. In this paper, PDLF is chosen to achieve the global stability. The system is first formulated as regulatory problem, then the parameter dependent feed-forward term is computed to ensure the tracking under zero steady state error condition. To compute the state feedback controller gain, the closed loop system (24) is rewritten aṡ
the matrix H r,s is defined as
where A r and F s are the matrices computed at the vertices's of polytope and each matrix is a constant. The stability of system (44) depends on the matriẋ
The regulatory problem is to first find the state feedback gain F (ρ(t)) that minimizes the following objective function defined as
where > 0 is the positive semidefinite state weighting matrix and ℵ is the positive definite control weighting matrix, y is the system output and u o is the control input. To determine the stability of closed loop system, the parameter dependent Lyapunov candidate function is chosen as V c (x(t), ρ(t)) = x(t) T P c (ρ(t))x(t), where P c (ρ(t)) = 
where the weighting parameters in inequality (48) determine the transient domain performance of closed loop system. The suitable choice of weighting matrices in eq (48) provides the desired balance between the state variable response and control effort while satisfying the desired performance requirements. Now define the upper bound as
It is noted that V c (x(0), ρ(0)) is the upper bound on the objective function (47) . The regulation problem is now casted to find the upper bound V c (x(0), ρ(0)) in the following theorem.
Theorem 1: The system (19) and its equivalent polytopic form in (21) are stabilized by state feedback control law (23) , if there exists matrices G ∈ n×n , Q r,s > 0, r = 1, 2..l, s ≥ r and upper bound on the objective function can be obtained by solving the following LMIs
where N r,s = H r,s G and γ = V c (x(0), ρ(0)). The local gains are obtained using F i = Y i G −1 and global gain is computed using (26) . Proof: Appendix A Remark 6: In Theorem 1, a group of local feedback gains are computed so that V (x(0), ρ(0)) is minimized. In [53] , LMI based algorithm for continuous time LPV system is given and try to minimize the upper bound of V (x(0), ρ(0)) by relaxing the stability condition in a similar way.
VI. SIMULATION RESULTS
In this paper, the performance of the proposed controller is tested in two different conditions. The first condition is fault free in which both actuators are driving the control surface simultaneously. In the second condition, three different types of faults in HA are considered and the performance of closed loop system is analyzed. To validate the robustness of proposed controller, an external disturbance acting as an airload is applied at the input channel of control surface. The magnitude of airload is 15 KN and duration is 4-6 s. The parameter dependent models of HA in (15) and EHA in (16) are the function of single scheduling variable therefore the vertices's of polytopes are computed as N = 2 q = 2 where q = 1 is the number of scheduling parameter. The scheduling functions in (21) The parameters of integral switching surface in (29) for HA and EHA are chosen as G h = B + h = 0 1×5 3.29 for HA and G e = B + e = 0 1×5 0.002 for EHA. In this paper, the performance of proposed FTC scheme is compared with the existing strategies in literature [11] , [20] , [43] .
M-I:
This method is adopted from [11] in which ADSC is designed to achieve precise tracking of control surface. The feed forward compensator is designed for EHA to synchronize the dynamics of HA and EHA and to reduce the effect of force fighting.
M-II:
In the method given in [20] , the FTC is achieved by designing a set of adaptive fuzzy controllers based on the PDRM of DRAS. Each PDRM represents severity of fault in HA. Various level of faults in HA are considered and the performance of closed loop system is analyzed. Finally the switching to EHA/HA mode is performed if the fault in HA exceeded beyond the threshold value.
M-III:
This method is adopted from [43] in which fractional order PID (FOPID) controllers are designed to reduce the force fighting effect and to maintain the tracking performance under the nominal condition.
A. NOMINAL CONDITION
In the simulation results given in Fig. 6 and Fig. 7 , the performance of the proposed scheme is tested in nominal condition when the system is fault free. However, the external disturbance is considered at the control surface input. The flight control computer provides the control signals to HA and EHA to deliver the large torque to the control surface. The performance of the nominal controller is compared with ADSC design in [11] and FOPID controller design in [43] on the basis of tracking performance improvement and force fighting reduction. The value of modulation gain is adjusted to cater only the effect of bounded external disturbance or airload (as there is no fault in system during nominal condition). Step Input Signal.
In Fig. 6(a) , a step reference signal of amplitude 0.06 rad is applied and the tracking performance of the control surface is analyzed in nominal condition. It can be seen in Fig. 6(a) that the tracking performance of LPV ISMC dominates over the ADSC and FOPID controller designs. This is due to the inherit robustness of proposed ISMC strategy against the model uncertainty and external disturbance. Moreover, the controller gains computed using PDLF guaranteed the global stability over the entire range of the scheduling variable. The switching function plot in Fig. 6(b) clearly shows that the sliding is maintained throughout the system response. Moreover, ADSC and FOPID designs possess some fluctuation around the steady state value.
In Fig. 7 , the position synchronization of HA and EHA is analyzed on the basis of reduction in force fighting. The force fighting signals are obtained for large or small step inputs in the presence of airload. In Fig. 7(a) , the step magnitude of θ r = 0.2 rad is applied. It can be seen that the proposed design achieved the overall reduction of 18.6%F mean (mean forces between HA and EHA F mean = 13.77 kN ), whereas ADSC achieved 24.7% F mean reduction and FOPID controller can only gained 43.34%F mean reduction in force fighting. It can also be seen that proposed LPV ISMC strategy achieved nearly zero steady state level as compared to ADSC and FOPID controller designs. Therefore, the proposed strategy provides better force equalization as compared to ADSC and FOPID controller designs. In Fig. 7(b) , a small reference input signal of amplitude θ r = 0.06 rad is applied to track the control surface. In the force fighting analysis, the overall reduction of 3.17% (F mean = 21.16 kN ) is made by the proposed design and the reduction made by ADSC design is comparable with the proposed strategy that is 3.3%F mean , whereas in FOPID controller design method, only 8.2%F mean reduction is achieved. It is also notable that in ADSC and FOPID controller designs, a continuous drifting from the steady state level can be seen possibly occurs due to the effect of disturbance. The simulation results are summarized in the Table. 2. 
B. SIMULATION RESULTS IN FAULTY CONDITION
In the proposed scheme, three types of faults in HA are analyzed as discussed in section III-A. The effect of these faults on the performance of HA has been discussed in more detail in Fig. 4 . The proposed FTC strategy is compared with recent FTC approach proposed in [20] as discussed in the last section. In the proposed ISMC strategy, the modulation gain is made adaptive to cope with the faults or uncertainty without knowing exact bound. In these simulations, three different fault scenarios (minor, moderate and major) are included to demonstrate the effectiveness of the proposed strategy.
In order to validate the performance of the proposed strategy, two step reference inputs of magnitude 0.03 rad, are applied at the inputs of both HA and EHA. In case of minor faults in HA, the tracking performance is shown in Fig. 8(a) . At this level of fault, the performance of proposed LPV ISMC is comparable with the M-II method. The effect of the moderate fault on the system performance is shown in Fig. 8(b) . It can be seen that the desired performance of control surface is not achieved using M-II controller operating in HA/EHA mode. Therefore, the switching mechanism launches EHA in the loop. In the proposed LPV ISMC method, the performance of the closed-loop system is not deviated due to adaptive nature of modulation gain in ISMC law. In an event of major faults in HA, only EHA is used to drive the control surface in M-II method. Whereas, the proposed ISMC strategy is still capable to utilize A/A mode of DRAS and provides precise tracking of the control surface as compared to M-II method.
The force fighting plot is shown in Fig. 8(d) . It is worth noting that due to the faults in HA, a little decay in the performance of HA using LPV ISMC method causes the overall reduction in force fighting as the severity of fault increases. The adaptive modulation gain in the presence of faults in HA is shown in Fig. 9(a) and associated switching function plot is given in Fig. 9(b) . It can be seen that the modulation gain is increasing as the fault in HA gets more severe. In Fig. 9(b) , the switching function fluctuated at the start and then achieved the steady state position along the sliding surface. This is due to the time required for adaption till the steady-state value of modulation gain is achieved.
VII. CONCLUSION
This paper proposed an adaptive ISMC strategy based on the polytopic LPV model of dissimilar actuators in DRAS. The performance of the proposed controller is analyzed in fault free as well as in faulty conditions. The choice of PDLF while computing the state feedback controller guaranteed the performance over the entire range of scheduling variable. The adaptive modulation gain in nonlinear ISMC law provides the better fault tolerance in the presence of faulty HA. In comparison with the existing methods for DRAS, the proposed strategy maintained the precise tracking and reduced the force fighting effect in both fault free and faulty conditions. Moreover, the proposed method is found robust in the presence of external airload. 
Letting that P c (ρ(t)) = γ Q(ρ(t)) −1 and using Schur complement [54] , the optimization problem is equivalent to 
It can be clearly seen that inequality in (55) is convex combination of the left side of inequality (50) , therefore inequality (50) is thus established.
Now we need to prove that condition (48) is guaranteed by inequality (51) . Condition (48) can be written aṡ x T (t)P c (ρ(t))x(t) + x T (t)P c (ρ(t))x(t) + x T (t)P c (ρ(t))ẋ(t)
Recalling the LPV system (44) and the control input (23) , it follows that
t){[A(ρ(t))+BF (ρ(t))] T P c (ρ(t))×[A(ρ(t))+BF (ρ(t))]
− P c (ρ(t)) + C T C + F (ρ(t))
T ℵF (ρ(t))}x(t) < 0 (58)
The inequality (58) is quadratically stable if and only if,
[A(ρ(t)) + BF (ρ(t))] T P c (ρ(t)) × [A(ρ(t)) + BF (ρ(t))]
− P c (ρ(t)) + C T C + F T (ρ(t))ℵF (ρ(t)) < 0 (59)
Since P c (ρ(t)) = γ Q(ρ(t)) −1 , apply schur complement [54] to the inequality (59) leads to Since Y r = F r G, the left side of inequality (62) is the convex combination of (51). This complete the proof VOLUME 6, 2018
