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Majhna sprememba v za£etnem stanju sistema privede do dolgoro£no velikih spre-
memb. Ta lastnost oteºi analizo raznih dinami£nih sistemov, kar nam predstavlja
velik problem, saj je resni£no ºivljenje ve£inoma sestavljeno iz tak²nih situacij. Kljub
temu bomo z raznimi orodji poiskali zanimive rezultate o nepredvidljivem Lorenzo-
vem sistemu. Videli bomo, kdaj se za£ne obna²ati kaoti£no. S pomo£jo Hartman-
Grobmanovega izreka ga bomo linearizirali ter s tem poenostavili lokalno analizo
kvalitativnih lastnosti. Uporabili bomo funkcijo Ljapunova, s katero bomo globalno
preu£ili, kam gredo re²itve pri dolo£enih parametrih.
Butterfly effect
Abstract
Small changes in the initial state of the system can cause massive changes in the long
run. This causes the analysis of said dynamical system significantly more difficult,
which poses a problem, as situations of this sort arise in many fields of science.
Nevertheless, we will find interesting results about the unexpected behaviour of
Lorenz system. We will see at which parameters it behaves chaotically. Using the
Hartman-Grobman theorem, we will linearize the system, making it easier to analyze
locally. We will be using a Liapunov function to globally analyse the behaviour of
solutions at certain parameters.
Math. Subj. Class. (2010): 34A12, 34D05, 37D45
Klju£ne besede: kaos, dinami£ni sistem, diferencialne ena£be, bifurkacija
Keywords: chaos, dynamical system, differential equations, bifurcation
1. Uvod
Leta 1914 so v Sarajevu potekali razni voja²ki manevri, katerih se je udeleºil tudi
Avstro-Ogrski prestolonaslednik Franz Ferdinand s svojo ºeno Sofijo. Napetost na
Balkanu je bila neizmerna, zato se je vodja protokolarne skupine zaradi varnosti od-
lo£il spremeniti pot voznika avtomobila, v katerem se je prevaºal prestolonaslednik.
Te informacije je pozabil posredovati samemu vozniku, zato se je le ta odpravil po
standardni poti. Na tej cesti je na kriºi²£u stal Gavrilo Princip, pripadnik nacio-
nalisti£ne organizacije Mlada Bosna, ki je situacijo izkoristil, in je proti avtomobilu
ve£krat ustrelil.
Kako bi se situacija razvila, £e vodja ne bi pozabil poro£ati navodil vozniku? Ali
je vodja kriv za vse spore, ki so nastali po tem? Kje bi bili na²i dedki, matere, kje
bi bili mi?
Metuljev u£inek (ang. butterfly effect) je pojav na podro£ju teorije kaosa. Opi-
suje veliko odvisnost sistema glede na za£etne pogoje. Posledice u£inka so opazne v
raznih matemati£nih modelih, kot tudi v vsakdanjem ºivljenju.
Primer 1.1. Potovanje skozi £as je v teoriji dober na£in ustvarjanja metuljevega
u£inka.
Primer 1.2. Majhna sprememba za£etnih pogojev, ki privede do velikih razlik
obna²anja sistema, je dobro vidna pri dvojnem nihalu.
Slika 1. Drugi del drugega nihala je premaknjen malo vi²je kot drugi
del prvega nihala.
Primer 1.3. Slaven primer metuljevega u£inka je tudi problem treh teles, s kate-
rim se je ukvarjal francoski matematik Henri Poincaré. Gre za problem, ki vklju£uje
tri to£kovna masna telesa, ki se med seboj privla£ijo po Newtonovih zakonih. Na-
loga je ugotoviti njihove trajektorije. Poincaré je odkril, da problem v splo²nem ni
analiti£no re²ljiv.
Rezultati tak²nih kaoti£nih sistemov so nepredvidljivi. Na tem podro£ju potekajo
raziskave ºe 40 let in dobili smo ºe veliko rezultatov, vendar ostaja mnogo neznanega.
K raziskavam je veliko prispeval Edward Norton Lorenz, ki je tudi tako imenovani
za£etnik teorije kaosa. Prav on je skoval izraz metuljev u£inek.
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2. Orodja
V tem poglavju se bomo seznanili z izreki in trditvami, s katerimi bomo kasneje
analizirali Lorenzov sistem. Poglavje vsebuje tudi kratko revizijo snovi iz prej²njih
letnikov.
Pogledali bomo re²itve sistemov iz bolj dinami£nega vidika, torej kako se re²itev
obna²a v odvisnosti od £asa ter za£etnih pogojev. V splo²nem je dinami£ni sistem
vsak tak sistem, pri katerem funkcija opi²e pozicijo to£ke v prostoru v odvisnosti od
£asa. e £as merimo diskretno, govorimo o diskretnem dinami£nem sistemu, £e pa
£as merimo zvezno, pa o zveznem.
Dinami£ni sistem je lahko definiran na raznih prostorih, vendar bomo obravnavali
le evklidske prostore, najpogosteje trodimenzionalne.
V tem delu se bo termin dinami£ni sistem nana²al na sistem navadnih diferenci-
alnih ena£b. Pri tem si predstavljamo, da imamo vektorsko polje sil, porojeno iz
diferencialnih ena£b sistema. V to vektorsko polje na poljubno mesto odloºimo to£-
kasto maso ter opazujemo delovanje vektorskega polja na njo. Matemati£no temu
mestu pravimo za£etna pozicija to£ke.
Definicija 2.1. Sistem diferencialnih ena£b
dX
dt
= F (X, t),
imenujemo dinami£ni sistem. Naj bo D podmnoºica R3 ×R definicijskega obmo£ja
F . Naj bo F vsaj enkrat zvezno odvedljiva. Omejili se bomo na avtonomne
sisteme, torej sisteme, kjer je F odvisna samo od X in ne od t. Naj bo X0
za£etna pozicija to£ke, torej X(0) = X0 = (x0, y0, z0). Naj bo ϕt(X0) re²itev,
ki ustreza za£etnemu pogoju ϕ0(X0) = X0 in je definirana na okolici to£ke
0. Funkcijo ϕ(t,X0) = ϕt(X0) = X0(t) imenujemo tok diferencialne ena£be.
Opomba 2.2. Objekt X0 je vektor, medtem ko je x0 vrednost x koordinate.
Opomba 2.3. Privzeli bomo, da je F tolikokrat odvedljiva, kot bo potrebno.
Definicija 2.4. Naj bo
dX
dt
= F (X, t)
dan gladek dinami£ni sistem. To£ka X∗ je ravnovesna to£ka, £e je F (X∗, t) = 0
za vsak t.
Definicija 2.5. Naj bo sistem definiran kot v 2.4. Naj boX0(t) re²itev, ki jo dobimo
z za£etno pozicijo to£ke X0. Re²itev X0 je
(1) stabilna, kadar za vsak ϵ > 0 obstaja δ > 0, tako da £e je razdalja |X0(0)−
X(0)| < δ, je |X0(t)−X(t)| < ϵ za vsak t;
(2) nestabilna, £e ni stabilna;
(3) asimptotsko stabilna, kadar je stabilna in gre razdalja |X0(t)−X(t)| proti
0.
Definicija 2.6. Fazni portret je geometrijska reprezentacija poti razli£nih re²itev
oziroma trajektorij v dinami£nem sistemu. Primer faznega portreta je na sliki 2.
Pri sistemih diferencialnih ena£b je trajektorija odvisna tudi od za£etne pozicije
to£ke. Te sisteme je v£asih teºko re²iti, £e jih je sploh moºno. Zato jih re²imo
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numeri£no, v£asih pa jih lahko obravnavamo le kvalitativno (najdemo ravnovesne
to£ke, jih klasificiramo, izri²emo vektorsko polje).
Sistemi linearnih diferencialnih ena£b X ′ = AX so vedno re²ljivi, vsaka re²itev je
oblike X = eAtX0, kjer je X0 za£etni pogoj. Iz tega sledi, da £e je v lastni vektor za
lastno vrednost λ, je pripadajo£a re²itev C1eλtv, kjer je C1 konstanta. Kadar je λ
dvakratna z enim lastnim vektorjem, dobimo dodatno re²itev X = C1eλt(k1 + tv),
kjer je k1 korenski vektor. Kadar je λ trikratna ni£la z enim lastnim vektorjem,
pridobimo dodatno re²itev C2eλt(k2 + k1t+ t2v).
Za razumevanje leme 2.13 je potrebno poznati nekaj terminologije. Najprej po-
glejmo, kak²ni so glavni tipi ravnovesnih to£k v dvodimenzionalnem prostoru.
Definicija 2.7. Ravnovesna to£ka v dvodimenzionalnem sistemu je
(1) ponor, kadar je vektorsko polje, ki ga porodi sistem diferencialnih ena£b,
usmerjeno proti njej iz vseh strani. Torej je po definiciji to£ka stabilna;
(2) izvor, kadar je vektorsko polje usmerjeno navzven. To£ka je nestabilna;
(3) sedlo, kadar je vektorsko polje usmerjeno navzven in hkrati navznoter. To£ka
je nestabilna. Kasneje bomo povedali, da ravne tokovnice predstavljajo sta-
bilni in nestabilni podprostor. Za primer sedla glej sliko 2.
Slika 2. Fazni portret sedla.
Na primeru bomo sedaj pogledali primer ravnovesne to£ke v dvodimenzionalnem
primeru.







Pri tem je X ′ odvod po £asu t. Linearni sistem se prevede na
x′ = 4x
y′ = 3y







Tako za vsako za£etno pozicijo to£ke v dvodimenzionalnem sistemu dobimo re²itveno
krivuljo oziroma trajektorijo (Glej sliko 3).
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(a) Za£etni pogoj X0 = (1, 1). (b) Za£etni pogoj X0 = (−1, 2).
Slika 3. Trajektoriji sistema za dve razli£ni to£ki.












je ravnovesna to£ka X∗ = (0, 0). Poi²£imo ²e lastne vrednosti matrike sistema. Velja
λ1 = 3,
λ2 = 4.
Ker sta obe lastni vrednosti sistema pozitivni, se re²itev odmika od ravnovesne to£ke.
Torej je X∗ izvor. Ve£ o klasifikaciji ravnovesnih to£k v lemi 2.13.
Imeli bomo opravka z ravnovesnimi to£kami v trodimenzionalnem sistemu. De-
finirali bomo stabilni, nestabilni in centralni podprostor, katere napenjajo lastni
vektorji matrike linearnega sistema.
Definicija 2.9. Naj bo
X ′ = AX
trodimenzionalen linearni sistem diferencialnih ena£b. Naj bodo λi lastne vrednosti
matrike A s pripadajo£imi lastnimi vektorji vi za i = 1, 2, 3. V R3 definiramo
naslednje prostore:
(1) centralni podprostor Ec = Lin{Re(vi), Im(vi),Re(λi) = 0};
(2) stabilni podprostor Es = Lin{Re(vi), Im(vi),Re(λi) < 0};
(3) nestabilni podprostor En = Lin{Re(vi), Im(vi),Re(λi) > 0}.
Velja R3 = Ec⊕Es⊕En. e je centralni podprostor trivialen, pravimo, da je to£ka
0 hiperboli£na, sicer je nehiperboli£na. Ve£ o tem v definiciji 2.14.
Opomba 2.10. Vsak od teh prostorov je invarianten za tok linearnega sistema
X ′ = AX.
Opomba 2.11. Izhodi²£e je vedno ravnovesna to£ka linearnega sistema zgornje
oblike.
Dolo£imo Ec, Es, in En na spodnjem primeru:
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Primer 2.12. Imamo sistem
X ′ =
⎛⎝0 −1 01 0 0
0 0 2
⎞⎠X.
Matrika ima kompleksni lastni vrednosti λ1,2 = i z lastnima vektorjema w1,2 =
(0, 1, 0) ± i(1, 0, 0). Ker je Re(λ1) = Re(λ2) = 0, vektorja u1 = (0, 1, 0) in v1 =
(1, 0, 0) razpenjata dvodimenzionalen centralni podprostor Ec. Matrika ima tudi
realno lastno vrednost λ3 = 2, kateri pripada lastni vektor (0, 0, 1), ki razpenja
enodimenzionalen nestabilni podprostor En. e se re²itev za£ne v ravnini R2×{0},
bo kroºila okrog izhodi²£a. e se re²itev za£ne kjerkoli drugje, bo os vrtenja enaka,
vendar se bo re²itev hkrati vzpenjala/spu²£ala po osi z (glej sliko 4).
Slika 4. Re²itev se po pla²£u valja s polmerom 1 pomika navzgor. e
bi se re²itev za£ela v spodnjem polprostoru, bi se pomikala navzdol.
Lema 2.13. Naj bo X ′ = AX sistem treh linearnih diferencialnih ena£b in naj bo
X∗ njegova ravnovesna to£ka.
• Kadar sta stabilni in nestabilni prostor netrivialna, centralni pa trivialen, je
to£ka sedlo;
• Kadar je dimEs = 3, je to£ka ponor;
• Kadar je dimEn = 3, je to£ka izvor.
e je En netrivialen, je to£ka nestabilna.
Naj bodo λ1 = a + bi, λ2 = a − bi ter λ3 = c. Kompleksni lastni vrednosti λ1,2
porodita lastna vektorja w1,2, ki sta si konjugirana. Zato vzamemo v1 = Re(w1) ter
v2 = Im(w1). Lastni vektor v3 pripada lastni vrednosti λ3.
(1) Naj bo c > 0, torej lastni vektor v3 leºi v nestabilnem prostoru. Kadar velja
(a) a > 0, napenjajo v1, v2, v3 nestabilni podprostor in velja En = R3. Re²i-
tve se v prostoru spiralasto oddaljujejo od X∗;
(b) a < 0, napenjata v1, v2 stabilni podprostor in velja dimEs = 2, dimEn =
1. Re²itve se v prostoru spiralasto pribliºujejo Lin{v3} ter hkrati od-
daljujejo od X∗;
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(c) a = 0, napenjata v1, v2 centralni podprostor ter zanj velja dimEc =
2, dimEn = 1. Re²itve v prostoru kroºijo okrog osi Lin{v3} ter se hkrati
oddaljujejo od X∗.
(2) Naj bo c < 0, torej lastni vektor v3 leºi v stabilnem prostoru. Kadar velja
(a) a > 0, napenjata v1, v2 nestabilni podprostor ter za sistem velja dimEs =
1, dimEn = 2. Re²itve se v prostoru spiralasto oddaljujejo od X∗, vendar
pribliºujejo Lin{v1, v2};
(b) a < 0, napenjajo v1, v2, v3 stabilni podprostor in velja Es = R3. Re²itve
se v prostoru spiralasto pribliºujejo X∗;
(c) a = 0, napenjata v1, v2 centralni podprostor ter zanj velja dimEs =
1, dimEc = 2. Re²itve v prostoru kroºijo okrog osi Lin{v3} ter se hkrati
pribliºujejo Lin{v1, v2}.
(3) Naj bo c = 0, torej lastni vektor v3 leºi v centralnem prostoru. Re²itve vedno
leºijo v ravnini, vzporedni Lin{v1, v2}. Kadar velja
(a) a > 0, napenjata v1, v2 nestabilni podprostor ter za sistem velja dimEc =
1, dimEn = 2. Re²itve se v prostoru spiralasto oddaljujejo od Lin{v3};
(b) a < 0, napenjata v1, v2 stabilni podprostor in velja dimEc = 1, dimEs =
2. Re²itve se v prostoru spiralasto pribliºujejo Lin{v3};
(c) a = 0, napenjajo v1, v2, v3 centralni podprostor in velja Ec = R. Re²itve
v prostoru kroºijo okrog osi Lin{v3}.
Za slikovno prikazane fazne portrete, glej sliko 5.
Slika 5. Fazni portreti v odvisnosti od parametrov a in c. Rde£a
smer pripada vektorju v1, zelena v2 ter modra v3. Rde£a pika ozna£uje
za£etno to£ko.
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Definicija 2.14. Ravnovesna to£ka X∗ sistema X ′ = F (X) je hiperboli£na, kadar
Jakobijeva matrika DF (X∗) nima nobene lastne vrednosti z ni£elnim realnim delom
oziroma je centralni prostor DF (X∗) trivialen.
Primer 2.15. Sedlo je hiperboli£na ravnovesna to£ka (glej sliko 2).
Klasifikacij ravnovesne to£ke ni teºko narediti, ko je sistem linearen. Kadar je
nelinearen, si lahko pomagamo z izrekom Hartman-Grobman.
Naj bo X ′ = F (X) dan dinami£ni sistem in X0 to£ka iz definicijskega obmo£ja
F . Denimo, da je F (X0) = 0. e F (X) razvijemo v Taylorjevo vrsto, dobimo
F (X) = F (X0) +DF (X0)(X −X0) + o,
kjer je o ostanek. Ker velja F (X0) = 0, je sistem enak
F (x) = DF (X0)(X −X0) + o.
Zanima nas, kdaj je sistem ekvivalenten linearnemu sistemu F (x) = DF (X0)(X−
X0). Spodnji izrek nam pove, da je to res, £e je to£ka X0 hiperboli£na, kar pomeni,
da je centralni prostor F (X0) trivialen.
Izrek 2.16 (Hartman-Grobman). Naj bo X0 hiperboli£na ravnovesna to£ka neli-
nearnega sistema X ′ = F (X). Potem obstaja okolica U za X0 in homeomorfizem
h : N → Rn, da je h(X0) = 0 ter je obna²anje sistema X ′ = F (X) na N kvali-
tativno enako kot obna²anje linearnega sistema Y ′ = AY , kjer je Y = h(X) ter A
Jakobijeva matrika DF v to£ki X0.
Hartman-Grobmanov izrek nam bo pri²el prav za laºjo obravnavo kvalitativnih
lastnosti raznih nelinearnih sistemov. Uporabili ga bomo pri lokalni analizi Lorenzo-
vega sistema. Kadar ne bomo imeli pogojev za njegovo uporabo, si bomo pomagali
s funkcijo Ljapunova, s pomo£jo katere lahko v nekaterih primerih vidimo, ali je
ravnovesna to£ka nelinearnega sistema (asimptotsko) stabilna.
Izrek 2.17 (Izrek Ljapunova). Naj bo X0 ravnovesna to£ka sistema X ′ = F (X).
Naj bo L : O → R diferenciabilna funkcija, definirana na odprti mnoºici O, ki
vsebuje X0. Naj velja
(1) L(X0) = 0 in L(X) > 0 £e X ̸= X0;
(2) L̇ ≤ 0 na O −X0,
kjer je L̇ smerni odvod L v smeri vektorskega polja F , torej L̇ = ∇(L)F . Potem je
X0 stabilna ravnovesna to£ka. e velja L̇ < 0 na O − X0, je ravnovesna to£ka X0
asimptotsko stabilna. Funkcijo L, ki zado²£a prvima dvema pogojema, imenujemo
funkcija Ljapunova za to£ko X0. e velja tudi zadnji pogoj, jo imenujemo stroga
funkcija Ljapunova.
Opomba 2.18. Spomnimo se, da je razlika med navadno in asimptotsko stabilnostjo
v tem, da navadna stabilnost ne zahteva nujno, da re²itve skonvergirajo k ravnovesni
to£ki, temve£ da se zadrºujejo v neki njeni okolici, medtem ko pri asimptotski je
nujno, da skonvergigrajo v stabilno to£ko.
Z drugimi besedami, s konstrukcijo funkcije Ljapunova dodelimo vsaki to£ki v
prostoru energijo, ki se manj²a, ko se pribliºujemo ravnovesni to£ki. e nam uspe
tak²no funkcijo poiskati za Lorenzov sistem, vemo zagotovo, da je ravnovesna to£ka v
izhodi²£u asimptotsko stabilna, torej vse re²itve gredo proti njej. Tak²no funkcijo je
v splo²nem teºko najti, vendar kadar jo imamo, smo lahko prepri£ani v (asimptotsko)
stabilnost to£ke.
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Dokaz izreka Ljapunova. Definirajmo Uϵ kot kroglo s sredi²£em v 0 in polmerom ϵ,
ki je cela v O. Naj bo mϵ minimum funkcije L na ϵ-sferi Sϵ. Ker je L(X) > 0, je
mϵ pozitiven za vsak pozitiven ϵ. Naj bo δ > 0 tak²en, da bo L < mϵ2 na Uδ. Pogoj








za nek sistem ẋ = f(x). Torej je na vsaki tokovnici skozi kako to£ko Uδ funkcija L
manj²a od mϵ za pozitivne £ase. Vpra²ajmo se, ali lahko gre tokovnica iz obmo£ja
Uϵ. Privzamimo, da je to res, torej je za nek x ∈ Uδ pri nekem t tokovnica ϕt(x) na
Sϵ. Potem je vrednost L v tej to£ki najmanj mϵ, kar je v nasprotju s predpostavko.
Torej je ∥ϕt(x)∥ < ϵ, kar pove, da tokovnica ne gre iz ϵ-krogle.
Dokaºimo sedaj asimptotsko stabilnost pri pogoju L̇ < 0. Torej je L strogo
padajo£a vzdolº tokovnic. Podobno kot prej vidimo, da mora cela tokovnica ϕt(x)
z za£etkom v δ-okolici leºati v predpisani ϵ-okolici in zato ima vsaj eno stekali²£e y.
Pokazali bomo, da je eno samo ter da velja y = 0. Recimo, da to ni res. Ker je L
strogo padajo£a na vsaki tokovnici, mora veljati L(y) < L(ϕt(x)) za vsak t > 0, za
katerega je tok definiran. Na² cilj je pokazati, da je limt→∞ L(ϕt(x)) = 0, saj bo iz
tega sledilo, da je L(y) = 0. Ker za noben drug x ne velja, da je L(x) = 0 razen za
x = y, bo iz tega sledilo y = 0.
Pokaºimo, da je limt→∞ L(ϕt(x)) = 0. Recimo, da to ni res, torej obstaja nek
minimum c funkcije L na tokovnici. Naj bo K kompaktna podmnoºica zaprte ϵ-
krogle okoli 0, za katero velja, da je L ≥ c. Ker je na K funkcija L̇ enakomerno
omejena z −α navzgor, velja
L(ϕt(ϕT (x))) = L(ϕT (x)) +
∫︂ t
0
L̇(ϕs(ϕT (x)))ds ≤ ϕT (x)− αt
za vsak T > 0. Vzemimo dovolj velik T , da bo vrednost L(ϕT (x)) ϵ-blizu minimuma
c. Po zgornji neenakosti lahko postane vrednost v nadaljevanju po tokovnici po-
ljubno negativna (zaradi £lena −αt, kajti na voljo imamo neskon£no £asa). To je v





Kot smo videli v lemi 2.13, se obna²anje dinami£nega sistema spremeni v odvisno-
sti od lastnih vrednosti matrike sistema. e pogledamo druºino dinami£nih sistemov
F (X, a), kjer je a parameter, ugotovimo, da se bo sistem spreminjal v odvisnosti
od a. Nastajale bodo nove ravnovesne to£ke ter spreminjale se bodo stabilnosti
obstoje£ih.
Definicija 2.19. Naj bo
dX
dt
= F (X, a) F : Rn × R→ Rn
zvezen dinami£ni sistem. e za vsak ϵ > 0 velja, da se sistem F (X, a0 + ϵ) kvalita-
tivno razlikuje od sistema F (X, a0 − ϵ), re£emo, da se pri a0 pojavi bifurkacija.
Pri tem je kvalitativno razlikovanje mi²ljeno kot sprememba stabilnosti ravnove-
snih to£k, nove ravnovesne to£ke, itd. Skicirajmo bifurkacijo na primeru enodimen-
zionalnega dinami£nega sistema:
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Primer 2.20. Podano imamo diferencialno ena£bo
ẋ = x(a− x2)





Obravnavajmo sistem glede na parameter a:
(1) e je a ≤ 0, je edina ravnovesna to£ka x1 = 0;







e vzamemo a0 = 0, se po definiciji pri a0 zgodi bifurkacija (glej sliko 6). Opomniti
(a) a = −0, 2. (b) a = 0.
(c) a = 0,2. Nastali sta dve novi ravnovesni
to£ki.
Slika 6. Fazni portreti za diferencialno ena£bo. Na abscisi je beleºen
£as t, na ordinati vrednost x.
je potrebno, da se ravnovesna to£ka x0 = 0 tukaj prevede na premico, kajti ri²emo
graf re²itve x(t) v odvisnosti od t in ne tokovnice.
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Zaradi opravka z vektorskimi polji v trodimenzionalnem prostoru nam bo pri²el
prav Liouvillov izrek. Motivacija za ta izrek je determinanta Wronskega. Njena
vrednost predstavlja prostornino paralelepipeda, napetega na n vektorjev, ki pred-
stavljajo za£etne to£ke re²itev, ki tvorijo matriko Wronskega. Spomnimo se iz ana-
lize, da za determinanto Wronskega w pri linearnem sistemu, podanem z matriko A
velja:
ẇ = (sledA)w.
S tako dobljeno funkcijo w(t) lahko izra£unamo prej omenjeno prostornino. Ker je
vektorsko polje v na²em primeru F = AX, je divergenca polja ravno sled matrike
A. V bolj splo²nih primerih imamo tako:
Izrek 2.21 (Liouvillov izrek v treh dimenzijah). Naj bo F (x, y, z) vektorsko polje v
R3. Naj bo U omejena mnoºica z gladkim robom. Naj bo VU(t) prostornina mnoºice







kjer je ∇ · F divergenca polja F , definirana kot










V tem poglavju se bomo ukvarjali z u£inkom metulja v dinami£nih sistemih.
Ugotovili bomo, da majhna sprememba v za£etnem pogoju vodi do velike spremembe
re²itve sistema oziroma trajektorije to£ke. Kljub temu re²itve dolgoro£no gledano
opravijo podoben tir gibanja, ki ima obliko metulja.
Edward Norton Lorenz (1917 - 2008) je bil ameri²ki matematik in meteorolog, ki je
zasluºen za veliko odkritij na podro£ju teorije kaosa. Ugotovil je, da ima ºe majhna
spremembma temperature ali pritiska v dolo£enem vzorcu v ozra£ju velik vpliv na
vreme £ez nekaj tednov. To je eden izmed razlogov, zakaj je napoved vremena ²e
zdaj tako nezanesljiva.
Lorenz je hotel napoved izbolj²ati in uspelo mu je poenostavit sistem do blago
nelinearnega sistema diferencialnih ena£b, katerih re²itev je bila zelo ob£utljiva na
za£etne pogoje:
(1)
ẋ = σ(y − x)
ẏ = x(r − z)− y
ż = xy − bz.
Sistem bomo ozna£ili kot Ẋ = L(X). Koli£ina x predstavlja velikost konvekcije,
torej premikanje toplej²ega zraka navzgor zaradi njegove manj²e gostote. Koli£ina y
predstavlja horizontalno temperaturno variacijo v zaprtem pravokotnem prostoru,
medtem ko koli£ina z vertikalno. Pri tem oznaka ẋ pomeni odvod vrednosti x po
£asu t. Sistem ima tudi tri parametre:
• σ, Prandtlovo ²tevilo - razmerje med viskoznostjo in termalno difuzivnostjo;
• r, Rayleighovo ²tevilo - karakterizira lastnosti pretoka teko£ine;
• b, fizi£na velikost sistema.
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Zaenkrat predpostavimo, da imajo ti trije parametri pozitivne vrednosti ter da
velja σ > b + 1. Lorenz je ugotovil, da se zanimivosti pojavijo pri vrednostih
σ = 10, b = 8
3
, r = 28.
Primer 3.1. Naj bo P1 = (0, 2, 0) in P2 = (0,−2, 0). e vstavimo te za£etne pogoje
v sistem, dobimo re²itve, prikazane na slikah 7a in 7b.
(a) Re²itev za za£etni pogoj P1. (b) Re²itev za za£etni pogoj P2.
Re²itvi oscilirata podobno, vendar okoli druge to£ke. e nastavimo zelo majhno
razliko v za£etnih pogojih, se vseeno hitro oddaljita druga od druge (glej sliko 8).
Slika 8. Graf x(t), pri dveh za£etnih pogojih: P1 = (0, 2.00, 0) ter
P2 = (0, 2.01, 0)
4. Kvalitativna analiza Lorenzovega sistema
V naslednjem poglavju si bomo bolj podrobno ogledali lastnosti Lorenzovega sis-
tema. Poiskali bomo ravnovesne to£ke ter si ogledali obna²anje sistema v njihovi
okolici. Z uporabo teorije Ljapunova in Liouvillovega izreka bomo tudi povedali
nekaj o globalni analizi.
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Poglejmo si ravnovesne to£ke
ẋ = σ(y − x) = 0(2)
ẏ = x(r − z)− y = 0(3)
ż = xy − bz = 0.(4)
Iz (2) dobimo
(5) y = x









)− x = 0.
Trivialna re²itev tega je x = 0, torej sta tudi y = 0 in z = 0. Od tod sledi





+ r − 1 = 0
x2 − b(r − 1) = 0.







Pri upo²tevanju (5) in (6) dobimo




b(r − 1), r − 1).
Razvidno je, da za r < 1 tak²na Q2,3 ne obstajata v realnih ²tevilih, torej bo sistem
imel bifurkacijo pri r = 1.
Oglejmo si najprej stacionarno to£ko 0. e bodo vse lastne vrednosti imele ne-
ni£eln realni del, lahko sistem po 2.16 lineariziramo v izhodi²£u. Tako je DF (X)
sistema Ẋ = F (X) podana z
DF (X) =
⎛⎝ −σ σ 0r − z −1 −x
y x −b
⎞⎠ .
Poglejmo si lastne vrednosti v izhodi²£u Q1 = (0, 0, 0).
DF (Q1)− λI =
⎛⎝−σ − λ σ 0r −1− λ 0
0 0 −b− λ
⎞⎠ .
Karakteristi£ni polinom te matrike je
f(λ) = −(b+ λ)(σ + λ(σ + 1) + λ2 − σr) = 0.
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(σ + 1)2 − 4σ(1− r)
)︂
.
e privzamemo, da je r < 1, imajo vse tri re²itve neni£eln realni del, torej po izreku
2.16 lahko lineariziramo Lorenzov sistem v izhodi²£u. Tako dobimo
Y ′ =
⎛⎝−σ σ 0r −1 0
0 0 −b
⎞⎠Y.(8)
Oglejmo si lastne vrednosti matrike. Spomnimo se, da so parametri pozitivni, zato





−(σ + 1) +
√︁











Torej je izhodi²£e ponor za r < 1. e ve£, re²itev skozi katerokoli to£ko iz R3 se
pribliºuje izhodi²£u, kajti:
Trditev 4.1 (Asimptotska stabilnost izhodi²£a v Lorenzovem sistemu). Naj bo r <
1. Potem gredo proti izhodi²£u vse re²itve Lorenzovega sistema.
Dokaz trditve 4.1. Konstruiramo strogo funkcijo Ljapunova, definirano na celem R3.
Naj bo
L(x, y, z) = x2 + σy2 + σz2.
O£itno je L(0, 0, 0) = 0 in L(x, y, z) > 0 sicer. Preveriti je potrebno ²e predznak
L̇ = ∇L · F . Dobimo
L̇ = 2xẋ+ σ2yẏ + σ2zż
= 2xσ(y − x) + 2σy(x(r − z)− y) + 2σz(xy − bz)
= −2σ(x2 + y2 − (1 + r)xy)− 2σbz2.
len −2σbz2 je vedno negativen, zato si podrobneje oglejmo £len
g(x, y) = x2 + y2 − (1 + r)xy,
za katerega mora veljati, da je strogo negativen za (x, y) ̸= (0, 0). To je res na osi y,
kajti
g(0, y) = y2 > 0.
e vzamemo katerokoli drugo premico skozi izhodi²£e y = mx, velja
g(x,mx) = x2(m2 − (1 + r)m+ 1).
Poglejmo si predznak kvadratne funkcije k(m) = m2 − (1 + r)m + 1. Njena diskri-
minanta je
D = b2 − 4ac = (1 + r)2 − 4
= (1 + r − 2)(1 + r + 2)
= (r − 1)(r + 3).
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Predznak diskriminante je negativen natanko tedaj, ko je 0 < r < 1, torej k(m)
nima ni£el za te vrednosti r. Ker je k(0) = 1 velja, da je k(m) pozitivna za vse m.
Iz tega sledi, da za vse (x, y) ̸= (0, 0) velja
g(x, y) > 0.
□
Opomba 4.2. e je r = 1, je vrednost g(x, y) = 0 za x = y, torej bi dobili navadno
stabilnost, ne asimptotske(glej sliko 9). Na sliki 9b opazimo, da se na premici y = x
(a) r = 1.
(b) r = 0,5.
Slika 9. Fazni portret Lorenzovega sistema v ravnini z = 0 za dva
razli£na r. Ostali parametri so σ = 10, b = 8
3
.
pojavijo pu²£ice, kar pomeni, da je sredi²£e edina ravnovesna to£ka.
Primer 4.3. Poglejmo si re²itev pri za£etnem pogoju P1 = (40,−100, 50) pri
parametrih σ = 10, b = 8
3
, r = 0,7 (glej sliko 10a). Vzemimo ponovno P1 in
σ = 10, b = 8
3
, r = 9 (glej sliko 10b). ♢
(a) r = 0,7
.
(b) r = 9.
Slika 10. Re²itev ne gre nujno proti izhodi²£u, ko je r ≥ 1.
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Klasifikacija prve ravnovesne to£ke je bila obdelana. Problem nastane, ko ima
sistem ve£ kot eno ravnovesno to£ko. Spomnimo se, da v Lorenzovem sistemu pri






b(r − 1), r − 1).
Slika 11. Nastanek novih ravnovesnih to£k, ozna£enih z vijol£no
barvo (v tem primeru je σ = 10, b = 8
3
, r = 8, X0 = (30,−20, 100)).
Trditev 4.4. Naj bo
1 < r < r∗ = σ
(︃
σ + b+ 3
σ − b− 1
)︃
.
Potem sta novonastali ravnovesni to£ki ponora.
Dokaz. Po linearizaciji sistema dobimo (8). Po vstavljanju ravnovesnih to£k Q2,3
vidimo, da je karakteristi£ni polinom naslednje oblike:
fr(λ) = λ
3 + (1 + b+ σ)λ2 + b(σ + r)λ+ 2bσ(r − 1) = 0.
Pri r = 1 ima f1 tri razli£ne ni£le pri 0, −b in −σ − 1. Natan£neje, zaradi pogoja
σ > b+ 1 velja
−σ − 1 < −σ + 1 < −b < 0.
Ker je fr(λ) > 0 za λ ≥ 0 ter r > 1, so ni£le negativne. Poiskali bomo najmanj²i
r, pri katerem bo imela fr ni£le brez realnega dela, torej oblike ±iω, kjer je ω ̸= 0.
Spomnimo se, da bo re²itev takrat kroºila v ravnini, dolo£eni z realnimi deli dveh
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vektorjev, katerih lastne vrednosti so zgornje oblike. Re²imo ena£bo fr(iω) = 0 na
r.
fr(iω) = (iω)
3 + (1 + b+ σ)(iω)2 + b(σ + r)iω + 2bσ(r − 1) = 0
−iω3 − (1 + b+ σ)ω2 + b(σ + r)iω + 2bσ(r − 1) = 0
−i(ω3 − b(σ + r)ω)− (1 + b+ σ)ω2 + 2bσ(r − 1) = 0.
Ena£imo realni in imaginarni del z 0, torej
ω3 − b(σ + r)ω = 0;(9)
−(1 + b+ σ)ω2 + 2bσ(r − 1) = 0.(10)
Pri upo²tevanju (9) vidimo, da je ω2 = b(σ + r). Vstavimo v (10), ter dobimo
−(1 + b+ σ)b(σ + r) + 2bσ(r − 1) = 0
−br − b2r − brσ + 2brσ − bσ − b2σ − bσ2 − 2bσ = 0
r(−1− b+ σ) = σ(3 + σ + b)
r = σ
(︃
3 + σ + b
σ − b− 1
)︃
.





. Pri tem r∗ lastne vrednosti nimajo ve£ realnega dela, zato
re²itev ne gre proti ravnovesni to£ki. Za vse 1 < r < r∗ pa imajo vse lastne vrednosti
negativen realni del, zato gredo za vsako od teh dveh to£k re²itve iz dovolj majhne
okolice proti tej to£ki. □
Kadar je r > 1 o£itno ni ve£ res, da vse re²itve gredo proti izhodi²£u. Videli bomo,
da se re²itve, ki se za£nejo dale£ od izhodi²£a, pribliºujejo ter v bliºini ostanejo.
Trditev 4.5. Naj bo
V (x, y, z) = rx2 + σy2 + σ(z − 2r)2.
Potem obstaja tako ²tevilo v∗, da za vsako re²itev, ki se za£ne izven elipsoida V = v∗,
velja, da v nekem trenutku vstopi v notranjost elipsoida in tam ostane.
Dokaz. Definirajmo elipsoid V = v∗ s sredi²£em v (0, 0, 2r). e uspemo dokazati,
da je od nekod dalje V̇ < 0, bomo vedeli, da se vrednost funkcije V vzdolº tokovnic
manj²a, ko se £as ve£a. Ker pa je funkcija V definirana v obliki V (t, u, v) = at2 +
bu2+cv2, vrednost funkcije V nara²£a pri oddaljevanju od izhodi²£a. Torej manj²anje
vrednosti funkcije V pomeni pribliºevanje centru elipsoida, vsaj dokler je V̇ < 0.
Oglejmo si predznak V̇ :
V̇ = −2σ(rx2 + y2 + b(z2 − 2rz))
= −2σ(rx2 + y2 + b(z − r)2 − br2).
Opazimo, da je
rx2 + y2 + b(z − r)2 = µ.
elipsoid, kadar je µ > 0. Kadar je µ > br2, je V̇ < 0. Torej lahko izberemo tak²en
v∗, da bo V = v∗ vseboval celoten elipsoid oblike
rx2 + y2 + b(z − r)2 = br2.
Torej bo vsaka re²itev, ki se za£ne izven elipsoida V = v∗, s£asoma pri²la v notranjost
tega elipsoida zaradi pogoja V̇ < 0. □
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Slika 12. Rde£i elipsoid je vsebovan v modrem elipsoidu. Izven rde-
£ega elipsoida je V̇ < 0, zato vsaka re²itev, ki vstopi v modri elipsoid,
ostane tam za zmeraj.
Poglejmo si elipsoid V = v∗ iz trditve 4.5 ter ga poimenujmo E. e ga s tokom
po²ljemo v neskon£nost, dobimo ⋂︂
t≥0
ϕt(E) = Λ.
Mnoºico Λ imenujemo kon£na limitna mnoºica elipsoida E.
Trditev 4.6. Volumen Λ je ni£.
Dokaz. Za dokaz si oglejmo divergenco vektorskega polja F (X). Naj bo D obmo£je
v R3 z gladkim robom. Naj bo D(t) = ϕt(D) slika obmo£ja D odvisna od £asa t.






∇ · F dx dy dz.
Divergenca Lorenzovega sistema je enaka









= −(σ + 1 + b)V,
kar pove, da se volumen poljubno izbranega obmo£jaD zmanj²uje, celo eksponentno,
kajti velja
V (t) = e−(σ+1+b)V (0).
□
Pri dokazu teh lastnosti se je velikokrat privzelo, da je parameter r relativno
majhen. Analiza sistema je postala teºja, kadar je veljalo r > 1 zaradi novih ravno-
vesnih to£k. Lorenz je opazil, da se sistem za£ne obna²ati zelo nenavadno, kaoti£no,
kadar je (σ, b, r) = (10, 8
3
, 28) (glej sliko 13). Dolgoro£no gledano re²itve izoblikujejo
(a) X0 = (30,−20, 100). (b) X0 = (30,−20, 100.1).
Slika 13. Majhna sprememba za£etne to£ke privede do zelo razli£nih
re²itev. Opazimo, da se re²itev na sliki 13b veliko ve£ £asa zadrºuje
pri levi ravnovesni to£ki.
podobno pot. Izgleda, kot da jih nek objekt privla£i.
5. Lorenzov atraktor
V naslednjem poglavju si bomo bolj podrobno pogledali pojav na sliki 13. Teorija
kaosa je ²e dandanes zelo neraziskana tema in mnogo vpra²anj ²e ostaja neodgovor-
jenih. A vendar imamo par orodij, s katerimi si lahko pomagamo pri analizi ²e tako
nenavadnih sistemov. Na koncu prej²njega poglavja smo videli, da se re²itve pribli-
ºujejo nekemu objektu, namre£ za vsako za£etno to£ko se izri²e podoben objekt v
obliki metulja.
Definicija 5.1. Naj bo X ′ = F (X) sistem diferencialnih ena£b v Rn, ki ima pretok
ϕt. Mnoºica Λ se imenuje atraktor, £e zanj velja
(1) Λ je kompaktna in invariantna;
(2) Obstaja taka odprta mnoºica U , ki vsebuje Λ, da za vsak X ∈ U velja
ϕt(X) ∈ U za vse t ≥ 0 in ∩t≥0ϕt(U) = Λ;
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(3) (Tranzitivnost) Za poljubni dve to£ki Y1, Y2 ∈ Λ in vsaki odprti okolici Ui
okoli Yi v U , obstaja re²itvena krivulja, ki se za£ne v U1 in gre skozi U2.
Opomba 5.2. Pomen invariantne mnoºice je, da trajektorija ostane v njej za zme-
raj, kadar vanjo vstopi.
Nadalje bomo za parametre Lorenzovega sistema vzeli σ = 10, b = 8
3
, r = 28 ter
jih ne bomo spreminjali. Tako je Lorenzov sistem podan z
(11) Ẋ = L(X) =





Spet ozna£imo lastne vrednosti kot














Lastne vrednosti zado²£ajo naslednji neenakosti
λ− < λ1 < 0 < λ+.
Realni del je pri vseh razli£en od 0, zato lahko sistem lineariziramo pri izhodi²£u.
Po spremembi koordinat dobimo
Y ′ =
⎛⎝λ− 0 00 λ+ 0
0 0 λ1
⎞⎠Y.(12)
Po 2.13 vidimo, da je ravnovesna to£ka trodimenzionalno sedlo, kar je tudi vidno
na sliki 14. Re²itev prvo kroºi okoli ene izmed to£k Q2,3 in se od nje oddaljuje. Nato
Slika 14. Trodimenzionalno sedlo, z nestabilnostjo na osi y.
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se za£ne pribliºevati izhodi²£u, kjer jo odbojna smer potisne visoko vstran. Re²itev
pade na drugo stran v bliºino ene izmed to£k Q2,3 in postopek se ponovi.
Vpra²anje se pojavi, kako velika je mnoºica Λ, torej atraktor v Lorenzovem sis-
temu. Kako jo sploh lahko izmerimo? Ali je to ploskev v prostoru, ali je morda
krivulja?
6. Fraktalna dimenzija
V naslednjem poglavju si bomo ogledali lastnost, ki se na prvi pogled zdi zelo
abstraktna. Za odgovore na vpra²anja iz konca prej²njega razdelka je potrebno vpe-
ljati nekaj pojmov, pri razumevanju katerih nam bo pomagala naslednja motivacija.
Kak²en je obseg Britanske obale? Vpra²anje se zdi preprosto, vendar si ga poglejmo
bolj podrobno. Kako bi izra£unali obseg obale je odvisno od tega, kako natan£en
rezultat ºelimo. Recimo, da bi obalo najprej ob²li z letalom, na vi²ini 10 kilometrov.
Na dolo£enih mestih bi naredili oznake, ter jih na koncu povezali in se²teli (glej
15a). Kasneje bi naredili podoben obhod, vendar na niºji vi²ini. Dobili bi finej²o
razdelitev (glej sliko 15b), torej natan£nej²i rezultat.
(a) Obseg britanske obale, gledano iz letala
na vi²ji vi²ini.
(b) Obseg britanske obale, vendar iz letala na
niºji vi²ini.
Slika 15. Obhod britanske obale z letalom.
Naslednji korak bi lahko bil, da bi se sprehodili ob obali in napravili ²e natan£nej²e
meritve. Ta postopek lahko fizi£no nadaljujemo do najmanj²e moºne razdalje, torej
Planckove dolºine, katera velikost zna²a 5, 729 · 10−35m. To je najmanj²a fizi£no
moºna dolºina, vendar bi lahko matemati£no ²li do infinitezimalnih koli£in. Z dru-
gimi besedami povedano, to£ne dolºine ne bi nikoli na²li. Poglejmo si ²e en primer,
kjer je situacija podobna, vendar bolj pregledna. Kak²en je obseg Kochove sneºinke
(glej sliko 16)? Objekt Kochove sneºinke je krivulja, katero dobimo, £e enakostra-
ni£nemu trikotniku vsako stranico razdelimo na tri enako dolge dele, pri £emer prvi
in zadnji del pustimo, sredinskemu delu pa dodamo ²e en del enake dolºine, ter ju
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Slika 16. Kochova sneºinka.
postavimo v konico. Tako po prvem koraku nastane ²estkraka zvezda. Postopek
nadaljujemo na vsaki stranici dobljenih likov in ko proces ponovimo ne²tetokrat,
dobimo Kochovo sneºinko, za katero po kratkem premisleku vidimo, da ima kon£no
povr²ino in neskon£en obseg. Izkaºe se celo, da ima objekt fraktalno oziroma
Hausdorffovo dimenzijo enako 1, 26. Objekte s fraktalno dimenzijo imenujemo
fraktali.









kjer je D fraktalna dimenzija, N ²tevilo delov, na katere razdelimo lik, da je samo-
podoben, ter r podobnostno razmerje med celim telesom ter posameznim delom.
Utemeljimo definicijo na primerih, ki jih ºe poznamo. Poglejmo, kaj se zgodi s
pravokotnikom.
Primer 6.2. Dimenzija pravokotnika je 2 (glej sliko 17). Preverimo, £e zgornja
ena£ba velja. Pravokotnik smo razdelili na N = 36 enakih delov, ki so skr£eni za
















Tako smo videli, da ena£ba drºi v nefraktalnih primerih.
Opomba 6.3. Osnova logaritma ni pomembna pri razmerju med logaritmi.
Primer 6.4. Poglejmo si dimenzijo Kochove sneºinke. Pri vsakem izmed korakov
smo razdelili ravno £rto na N = 4 enake dele, ki so skr£eni za faktor 1
3





Re²itve Lorenzovega sistema se pribliºujejo objektu, katerega imenujemo £uden
atraktor. Ta objekt je fraktal. Po trditvi 4.6 vemo, da objekt ni trodimenzionalen.
Natan£neje
Izrek 6.5. Lorenzov atraktor ima fraktalno dimenzijo D = 2,05± 0, 01 [7].
7. Ostali kaoti£ni sistemi
V naslednjem poglavju bomo navedli kaoti£ne primere, podobne Lorenzovemu
sistemu. Vsak izmed primerov bo ºe podan v linearni obliki v okolici ravnovesne
to£ke.
Definicija 7.1. Homoklini£na orbita je trajektorija toka dinami£nega sistema,
katera zdruºi nestabilni in stabilni del sedla (glej sliko 18).
Slika 18. Homoklini£na orbita iz nestabilnega dela sedla v stabilnega.
7.1. Sistem ilnikova. Sistem ilnikova je eden izmed kaoti£nih sistemov, katerega
obna²anje je prikazano na slikah 19 in 20
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Slika 19. Homoklini£na orbita ilnikovega sistema.
Slika 20. Periodi£na re²itev γ ilnikovega sistema blizu homokli-
ni£ne re²itve.
7.2. Chuov tokokrog. Kaoti£no obna²anje je razvidno tudi v elektroniki. Naj bo
x′ = a(y − ϕ(x))
y′ = x− y + z
z′ = −bz







Vrednosti x ter y predstavljajo voltaºo v dolo£enih kondezatorjih, medtem ko vre-
dnost z predstavlja elektri£ni tok v induktorju. Funkcija ϕ nam pove, kak²en je
elektri£en odziv nelinearnega upornika. Iz nje ravno sledi nelinearnost sistema. Par
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