The study of the atmospheres of exoplanets requires a photometric precision, and repeatability, at the level of one part in ∼10
Introduction
The field of extrasolar planetary transits is one of the most productive and innovative subject in Astrophysics in the last decade. Transit observations can be used to measure the size of planets, their orbital parameters (Seager & Mallén-Ornelas 2003) , stellar properties (Mandel & Agol 2002; Howarth 2011) , to study the atmospheres of planets (Brown 2001; Charbonneau et al. 2002; Tinetti et al. 2007) , to detect small planets (Miralda-Escudé 2002; Agol et al. 2005) , and exomoons (Kipping 2009,b) . In particular, the study of planetary atmospheres requires a high level of photometric precision, i.e. one part in ∼10 4 in stellar flux (Brown 2001) , which is comparable to the effects of current instrumental systematics and stellar activity (Berta et al. 2011; Ballerini et al. 2012) , hence the necessity of testable methods for data detrending. In some cases, different assumptions, e.g. using different instrumental information or functional forms to describe them, leaded to controversial results even from the same datasets; examples in the literature are Tinetti et al. (2007) ; Ehrenreich et al. (2007) ; Beaulieu et al. (2008) ; Désert et al. (2009 Désert et al. ( , 2011 for the hot-Jupiter HD189733b, and Stevenson et al. (2010) ; Beaulieu et al. (2011) ; Knutson et al. (2011 Knutson et al. ( , 2014 for the warmNeptune GJ436b. Some of these controversies are based on Spitzer/IRAC datasets at 3.6 and 4.5 µm. The main systematic effect for these two channels is an almost regular undulation with pe-riod ∼3000 s, so called pixel-phase effect, as it is correlated with the relative position of the source centroid with respect to a pixel center (Fazio et al. 2004; Morales-Caldéron et al. 2006) . Traditional parametric techniques correct for this effect dividing the measured flux by a polynomial function of the coordinates of the photometric centroid; some variants may include time-dependence (e.g. Stevenson et al. (2010) ; Beaulieu et al. (2011)) , and/or spline interpolation to correct for high resolution spatial effects (Stevenson et al. 2012) . The results obtained with these methods are strongly dependent on a few assumptions, e.g. the degree of the polynomial adopted, the photometric technique, the centroid determination, etc. Also, the very same method, applied to different observations of the same system, often leads to significantly different results. Morello et al. (2014 Morello et al. ( , 2015 reanalyzed the 3.6 and 4.5 µm Spitzer/IRAC primary transits of HD189733b and GJ436b obtained during the cryogenic regime, so called "cold Spitzer" era, adopting a blind, non-parametric detrending technique, based on an Independent Component Analysis (ICA) of individual pixel time series, in this paper called "pixel-ICA". The results obtained with this method are repeatable over different epochs, and a photometric precision of one part in ∼10 4 in stellar flux is achieved. In the previous literature, the use of ICA to decorrelate the transit signals from astrophysical and instrumental noise, in spectrophotometric observations, has been proposed by Waldmann (2012) ; Waldmann et al. (2013) ; Waldmann (2014) . The reason to prefer such non-parametric detrending methods is twofold: they require very little, if any, prior knowledge of the instrument systematics and astrophysical signals, therefore they also ensure a higher degree of objectivity compared to parametric methods. As an added value, they give stable results over several datasets, also in those cases where traditional parametric methods have been unsuccessful.
To understand better the advantages and limits of the pixel-ICA detrending algorithm, we tested it on simulated datasets, for which instrumental systematic effects are fully under control. In particular, in this paper, we:
1. elaborate some toy-models that can reproduce systematic effects similar to Spitzer/IRAC ones 1 ;
2. test the pixel-ICA method on simulated datasets;
3. explore the limits of its applicability;
4. compare its performances with the most common parametric method, based on division by a polynomial function of the centroid (PCD).
Instrument simulations

Instrument jitter only
We consider an ideal transit light-curve with parameters reported in Tab. 1, sampled at 8.4 s over 4 2 3 hr, totaling 2001 data points, symmetric with respect to the transit minimum. Fig. 1 shows the ideal light-curve. To each data point we associate a number of photons proportional to the expected flux, in particular 50,000 photons in the out-of-transit. We generate random gaussian coordinates for each photon, representing their positions on the plane of the CCD. Finally, we add a grid on this plane: each square of the grid represents a pixel, and the number of photons into a square at a time is the read of an individual pixel in absence of pixel systematics. To simulate the effect of instrumental jitter, we move the gridlines from one data point to another (it is equivalent to shift the coordinates of the photons). Fig. 2 shows the jitter effect at different levels, i.e. individual pixels, and small and large clusters. Pixel flux variations are related to the changing position of the PSF: the flux is higher when the centre of the PSF is closer to the centre of the pixel. The same is valid for the flux integrated over a small aperture, compared to the width of the PSF. These variations are not observed with a large aperture that includes all the photons at any time.
The effect of pixel systematics
Spitzer/IRAC datasets for channels 1 and 2 show temporal flux variations correlated to the Table 1: Transit parameter values adopted in all simulations: p = r p /R s is the ratio of planetary to stellar radii, a 0 = a/R s is the orbital semimajor axis in units of stellar radius, i is the orbital inclination, e is the eccentricity, P is the orbital period, γ 1 and γ 2 are quadratic limb darkening coefficients (Howarth 2011) . centroid position, independently from the aperture selected (Fazio et al. 2004; Morales-Caldéron et al. 2006 ). Here we consider two effects that, combined to the instrument jitter, can produce this phenomenon:
1. inter-pixel quantum efficiency variations, simulated multiplying the photons in a pixel by a coefficient to get the read, being the coefficients not identical for all the pixels; 2. intra-pixel sensitivity variations, simulated by assigning individual coefficients dependent on the position of the photon into the pixel.
Description of simulations
We performed simulations for two values of (gaussian) PSF widths, σ P SF :
• σ P SF =1 p.u. (pixel side units);
The two sets of frames differ only in the scaling factor in photon coordinates, therefore no relative differences are attributable to random generation processes. We simulated several jitter time series as detailed in Tab. 2 and Fig. 3 . For each case, we adopted:
1. a random generated quantum efficiency map with standard deviations of ∼10 −2 , to simulate the inter-pixel variations; 2. a non-uniform response function for each pixel, i.e. 1−0.1d, where d is the distance from the centre of the pixel, to simulate the intra-pixel variations.
Finally, we add white noise time series at an arbitrary level of 5 photon counts/pixel/data point for most cases. In a select case, we investigated the effect of different white noise levels. It is worth to note that the same quantum efficiency maps and noise time series (sometimes multiplied by a scaling factor) have been adopted for all the simulations with pixel arrays of the same size, to minimize possible aleatory effects when comparing the results. Representation of one simulated frame onto the focal plane. Bottom panels: simulated time series associated to selected individual pixels (blue and red), a centered 5×5 array (green), and a centered 9×9 array (black). The centroid is assumed oscillating in the direction indicated by the double-headed arrow, with a sinusoidal pattern (sin1, see Tab. 2). 
Results
After having generated the simulated raw datasets, we applied both pixel-ICA and PCD detrending techniques to evaluate their reliability and robustness in those contexts. The main results are reported in this Section, we show in particular:
• the simulated raw light-curves and the corresponding detrended ones;
• the root mean square (rms) from the theoretical transit light-curve, before and after the detrending processes;
• the residual systematics in the detrended light-curves;
• the planetary, orbital, and stellar parameters estimated by fitting the light-curves;
• for a subsample of cases, the results of full parameter retrieval, including error bars.
3.1. Case I: inter-pixel effects, large PSF Fig. 4 shows the raw light-curves simulated with σ P SF =1 p.u., and inter-pixel quantum efficiency variations over 9×9 array of pixels, and the correspondent detrended light-curves obtained with pixel-ICA and PCD 2 methods. This array is large enough that the observed modulations are only due to the pixel effects. Tab. 3 reports the discrepancies between the detrended light-curves and the theoretical model. It is worth to note that in all cases, pixel-ICA method reduces the dicrepancies by a factor ∼3, while the parametric method reduces them by a factor ∼2 (for the selected binning). Fig. 5 shows how they scale for binning over n points, with 1 ≤ n ≤ 10. This behaviour suggests a high level of temporal structure in raw data, which is not present in ICAdetrended light-curves. Some systematics are still detected in residuals obtained with the parametric method. Fig. 6 shows the transit parameters retrieved from the detrended light-curves; in a few representative cases, we calculated the error bars as detailed in Morello et al. (2015) , and App. A in this paper. Numerical results are reported in Tab. 7. (blue) raw light-curves simulated with σ P SF = 1p.u., and inter-pixel quantum efficiency variations over 9×9 array of pixels. Right panels: detrended transit light-curves obtained with (green 'x') polynomial centroid fitting method, and (red dots) pixel-ICA method. All the light-curves are binned over 10 points, except those in the bottom right, to make clearer visualization of the systematic effects. Table 3 : Root mean square of residuals between the light-curves and the theoretical model for simulations with σ P SF = 1 p.u., and inter-pixel quantum efficiency variations over 9×9 array of pixels; in particular they are calculated for the raw light-curves, light-curves detrended with pixel-ICA, and PCD method, binned over 10 points.
Jitter
2.0×10 -Root mean square of residuals for light-curves binned over 1 to 10 points, scaled to their non-binned values. The simulations were obtained with σ P SF =1 p.u., 9×9 array, and inter-pixel effects. The dashed black line indicates the expected trend for white residuals, blue dots are for normalized raw light-curves, red ' * ' are for pixel-ICA detrendend light-curves, and green 'x' for PCD detrended light-curves. best estimates of the planet-to-star radii ratio, p = r p /R s , for detrended light-curves with (red dots) pixel-ICA, and (green x) PCD method (σ P SF =1 p.u., inter-pixel effects over 9×9 array). Error bars are reported for a few representative cases of jitter signal, i.e. sin1, cos1 (chosen as examples of periodic functions with different phasing), saw1v3 (example with non-stationary amplitude), saw1vf2 (nonstationary frequency), and jump04c (sudden change). Middle panel: the same for the orbital semimajor axis in units of the stellar radius, a 0 = a/R s . Bottom panel: the same for the orbital inclination, i.
For the same configuration, i.e. σ P SF =1 p.u., inter-pixel effects, we investigated the consequences of considering a smaller array (5×5), which does not include the whole PSF. Fig. 7 shows the raw light-curves, and the correspondent detrended ones, obtained with the two methods. Tab. 4 reports the discrepancies between those light-curves and the theoretical model. The discrepancies are higher than for the larger pixelarray by a factor 2 (for the raw light-curves), because of the additional effect. After pixel-ICA detrending, the discrepancies are reduced by a factor ∼5 (for the selected binning) in most cases, and ∼13 for the 'jump04c', while the performances of the parametric method are case dependent, and discrepancies are reduced by a factor between 2 and 7 in all cases, and also ∼13 for 'jump04c'. Fig.  8 shows how the residuals scale for binning over n points, with 1 ≤ n ≤ 10. The temporal structure due to jitter effect is dominant in raw data, but little traces of this behaviour (if any) are present after pixel-ICA detrending. Even for this aspect, the performances of the parametric method are case dependent. Fig. 9 shows the transit parameters retrieved from detrended light-curves; in a few representative cases, we calculated the error bars. Numerical results are reported in Tab. 8. In conclusion, the choice of a non-optimal pixel array introduces additional systematics, that worsen the parameter retrieval, but it is quite remarkable that the pixel-ICA technique gives consistent results in most cases, whereas the parametric technique appears to be less robust. -Left panels: (blue) raw light-curves simulated with σ P SF = 1p.u., and inter-pixel quantum efficiency variations over 5×5 array of pixels. Right panels: detrended transit light-curves obtained with (green 'x') polynomial centroid fitting method, and (red dots) pixel-ICA method. All the light-curves are binned over 10 points to make clearer visualization of the systematic effects. Table 4 : Root mean square of residuals between the light-curves and the theoretical model for simulations with σ P SF = 1 p.u., and inter-pixel quantum efficiency variations over 5×5 array of pixels; in particular they are calculated for the raw light-curves, light-curves detrended with pixel-ICA, and PCD method, binned over 10 points.
2.6×10 The simulations were obtained with σ P SF =1 p.u., 5×5 array, and inter-pixel effects. The dashed black line indicates the expected trend for white residuals, blue dots are for normalized raw light-curves, red ' * ' are for pixel-ICA detrendend light-curves, and green 'x' for PCD detrended light-curves. best estimates of the planet-to-star radii ratio, p = r p /R s , for detrended light-curves with (red dots) pixel-ICA, and (green 'x') PCD method (σ P SF =1 p.u., inter-pixel effects over 5×5 array). Error bars are reported for representative cases of jitter signal, i.e. sin1, cos1, saw1v3, saw1vf2, and jump04c. Middle panel: the same for the orbital semimajor axis in units of the stellar radius, a 0 = a/R s . Bottom panel: the same for the orbital inclination, i.
3.2. Case II: inter-pixel effects, narrow PSF Fig. 10 shows the raw light-curves simulated with σ P SF =0.2 p.u., and inter-pixel quantum efficiency variations over 5×5 array of pixels, and the correspondent detrended light-curves, obtained with the two methods considered in this paper. The array is large enough that observed modulations are due only to the pixel effects. Tab. 5 reports the discrepancies between those lightcurves and the theoretical model. The pixel-ICA technique reduces the dicrepancies by a factor 3-10 (for the selected binning), depending on the original values, overperforming the parametric method by a factor 2-3, except for the case 'jump04c'. Fig.  11 shows how the residuals scale for binning over n points, with 1 ≤ n ≤ 10. Again, a significant temporal structure is present in the raw data, but not in the pixel-ICA detrended light-curves, while the performances of the parametric method are case dependent. Fig. 12 shows the transit parameters retrieved from detrended light-curves; in representative cases, we calculated the error bars. Numerical results are reported in Tab. 9. (blue) raw light-curves simulated with σ P SF =0.2 p.u., and inter-pixel quantum efficiency variations over 5×5 array of pixels. Right panels: detrended transit light-curves obtained with (green 'x') polynomial centroid fitting method, and (red dots) pixel-ICA method. All the light-curves are binned over 10 points to make clearer visualization of the systematic effects. Table 5 : Root mean square of residuals between the light-curves and the theoretical model for simulations with σ P SF = 0.2 p.u., and inter-pixel quantum efficiency variations over 5×5 array of pixels; in particular they are calculated for the raw light-curves, light-curves detrended with pixel-ICA, and PCD method, binned over 10 points.
Jitter -Root mean square of residuals for light-curves binned over 1 to 10 points, scaled to their nonbinned values. The simulations were obtained with σ P SF =0.2 p.u., 5×5 array, and inter-pixel effects. The dashed black line indicates the expected trend for white residuals, blue dots are for normalized raw light-curves, red ' * ' are for pixel-ICA detrendend light-curves, and green 'x' for PCD detrended light-curves. best estimates of the planet-to-star radii ratio, p = r p /R s , for detrended light-curves with (red dots) pixel-ICA, and (green 'x') PCD method (σ P SF =0.2 p.u., inter-pixel effects over 5×5 array). Error bars are reported for representative cases of jitter signal, i.e. sin1, cos1, saw1v3, saw1vf2, and jump04c. Middle panel: the same for the orbital semimajor axis in units of the stellar radius, a 0 = a/R s . Bottom panel: the same for the orbital inclination, i.
Case III: intra-pixel effects
For simulations with σ P SF =1 p.u., the effect of intra-pixel sensitivity variations is negligible, i.e.
∼10
−5 , unless we consider unphysical or very unlikely cases, where the quantum efficiency can assume both positive and negative values in a pixel, or it is zero for a significant fraction of the area of the pixel (in this case the systematics would be caused by loss of photons, similar to the case with small aperture and no pixel systematics). Intrapixel effects become significant when the PSF is narrower, therefore we analyzed only the relevant simulations with σ P SF =0.2 p.u. Fig. 13 shows the raw light-curves simulated with σ P SF =0.2 p.u., and intra-pixel quantum efficiency variations over 5×5 array of pixels, and the correspondent detrended light-curves. The array is large enough that the observed modulations are only due to the pixel effects. Tab. 6 reports the discrepancies between those light-curves and the theoretical model. The pixel-ICA technique reduces the dicrepancies by a factor 4-8 (for the selected binning) for the first 12 jitter series, and by a factor 83 for the case 'jump04c', overperforming the parametric method by a factor 2-4. Fig.  14 shows how the residuals scale for binning over n points, with 1 ≤ n ≤ 10. In this case, the temporal structure is preserved in all detrended light-curves, except for the case 'jump04c', which means that both methods have some troubles to decorrelate intra-pixel effects. Fig. 15 shows the transit parameters retrieved from detrended light-curves; in representative cases, we calculated the error bars. Detailed numerical results are reported in Tab. 10. While in some cases the parametric method may perform better than pixel-ICA, if adopting higher order polynomials, in some other cases higher order polynomials lead to worse results than lower order polynomials. The pixel-ICA method is less case dependent. It is also quite remarkable that, though the systematics are not well decorrelated, the parameter retrieval gives the correct results within the error bars. Fig. 13 .-Left panels: (blue) raw light-curves simulated with σ P SF =0.2 p.u., and intra-pixel quantum efficiency variations over 5×5 array of pixels. Right panels: detrended transit light-curves obtained with (green 'x') polynomial centroid fitting method, and (red dots) pixel-ICA method. All the light-curves are binned over 10 points to make clearer visualization of the systematic effects. Table 6 : Root mean square of residuals between the light-curves and the theoretical model for simulations with σ P SF = 0.2 p.u., and intra-pixel quantum efficiency variations over 5×5 array of pixels; in particular they are calculated for the raw light-curves, light-curves detrended with pixel-ICA, and PCD method, binned over 10 points.
Jitter rms (raw − model) rms (ICA − model) rms (PCD − model) sin1 3.5×10 -Root mean square of residuals for light-curves binned over 1 to 10 points, scaled to their nonbinned values. The simulations were obtained with σ P SF =0.2 p.u., 5×5 array, and intra-pixel effects. The dashed black line indicates the expected trend for white residuals, blue dots are for normalized raw light-curves, red ' * ' are for pixel-ICA detrendend light-curves, and green 'x' for PCD detrended light-curves. best estimates of the planet-to-star radii ratio, p = r p /R s , for detrended light-curves with (red dots) pixel-ICA, and (green 'x') PCD method (σ P SF =0.2 p.u., intra-pixel effects over 5×5 array). Error bars are reported for representative cases of jitter signal, i.e. sin1, cos1, saw1v3, saw1vf2, and jump04c. Middle panel: the same for the orbital semimajor axis in units of the stellar radius, a 0 = a/R s . Bottom panel: the same for the orbital inclination, i.
Conclusions
We have tested the pixel-ICA algorithm, i.e. a non-parametric method proposed by Morello et al. (2014 Morello et al. ( , 2015 to detrend Spitzer/IRAC primary transit observations, on simulated datasets. Systematics similar to the ones present in Spitzer/IRAC datasets are obtained by combining instrumental jitter with inter-or intra-pixel sensitivity variations. A variety of jitter time series is used to test the pixel-ICA method with:
1. periodic signals with different frequencies, phasing, and shape;
2. non-stationary signals with varying amplitudes or frequencies;
3. sudden change point.
The detrending performances of pixel-ICA method have been compared with the more common division by a polynomial function of the centroid, in this paper PCD method. Here we summarize the main results found:
1. Pixel-ICA algorithm can detrend non-stationary signals and sudden changes, as well as periodic signals with different frequencies and phasing, relative to the transit.
2. Inter-pixel effects are well-detrended with pixel-ICA method.
3. Even if the instrument PSF is not entirely within the array of pixels, pixel-ICA leads to quite robust results.
4. In most cases, pixel-ICA overperforms PCD method, especially if the instrument PSF is narrow, or it is not entirely within the photometric aperture.
5. Intra-pixel effects are only detectable if the PSF is relatively small.
6. Intra-pixel effects cannot be totally detrended by any of the two methods, but pixel-ICA, in most cases, overperforms PCD method, which is largely case-dependent. Also, pixel-ICA method provides consistent results within the error bars.
These facts support the reliability of the results obtained with pixel-ICA method in the literature, and explain the higher inter-epoch stability compared to previous ones, that were obtained with parametric detrending techniques.
The author would like to thank Prof. G. Tinetti and Dr. I. P. Waldmann for useful comments. G. Morello is funded by UCL Perren/Impact scholarship (CJ4M/CJ0T). This work was partially supported by Research Councils UK.
A. Brief outline of pixel-ICA algorithm
ICA is a statistical technique that transforms a set of signals into an equivalent set of maximally independent components. It is widely used in a lot of different contexts, e.g. Neuroscience, Econometrics, Photography, and Astrophysics, to separate the source signals present in a set of observations/recordings (Hyvärinen et al. 2001) . The underlying assumption is that real signals are linear mixtures of independent source signals. The validity of this assumption for astrophysical observations has been discussed with more details in Morello et al. (2015) (App. A) . The major strenghts of this approach are:
1. it requires the minimal amount of prior information; 2. even if the assumption is not valid, the method is able to detrend in part the source signals.
If additional information is available, some variants of ICA can be used to obtain better results (Igual et al. 2002; Stone et al. 2002; Barriga et al. 2011 ), but they are not considered in this paper.
Pixel-ICA method uses individual pixel time series from an array to decorrelate the transit signal in photometric observations of stars with a transiting planet. The main steps are:
1. ICA transformation of the time series to get the independent components; 2. identification, by eye, of the transit component; 3. fitting of the non-transit components plus a constant on the out-of-transit of the integral light-curve (sum over the pixel array);
4. subtraction of the non-transit components, with coefficients determined by the fitting, from the integral light-curve;
5. normalization of the detrended light-curve.
The normalized, detrended light-curve is model-fitted with Mandel & Agol (2002) formulas, which depend on several stellar and orbital parameters. We typically perform a Nelder-Mead optimisation algorithm (Lagarias et al. 1998 ) to obtain first estimates of the best parameters of the model, then we generate Monte Carlo chains of 20,000 elements to sample the posterior distributions (approximately gaussians) of the parameters. The updated best parameters are the mean values of the chains, and the zero-order error bars, σ par,0 , are their standard deviations.The zero-order error bars only accounts for the scatter in the detrended light-curve; they must be increased by a factor that includes the uncertainties due to the detrending process, in formulas:
where σ par is the final parameter error bar, σ 0 is the square root of the likelihood's variance (approximately equal to the standard deviation of residuals), and σ ICA is a term associated to the detrending process. Morello et al. (2014 Morello et al. ( , 2015 suggest the following formula for σ ICA :
where ISR is the so-called Interference-to-Signal-Ratio matrix, o j are the coefficients of the non-transitcomponents, m is their number, σ ntc−f it is the standard deviation of residuals from the theoretical raw light-curve, out of the transit, f is the normalising factor for the detrended light-curve. The sum on the left takes into account the precision of the components extracted by the algorithm; σ ntc−f it indicates how well the linear combination of components approximates the out-of-transit. The MULTICOMBI code, i.e. the algorithm that we use for the ICA transformation, provides two Interference-to-Signal-Ratio matrices, ISR EF and ISR W A , associated to the sub-algorithms EFICA and WASOBI, respectively. Two approaches has been suggested to derive a single Interference-to-Signal-Ratio matrix:
Eq. A3 is a worst-case estimate, while Eq. A4 takes into account the outperforming separation capabilities of MULTICOMBI compared to EFICA and WASOBI. We adopt Eq. A4 throughout this paper, but results obtained with both options are reported in Tab. 7, 8, 9 , and 10. In most cases the differences are negligible.
B. The effect of white noise on pixel-ICA detrending
Simulations analyzed in the main part of this paper contain the same amount of white noise, at a level of 5 photons/pixel/frame. In this Section, we discuss the effect of different white noise levels. In particular, we focus on the case with σ P SF =0.2, jitter 'sin1', and intra-pixel effects over a 5×5 array. The choice of a test case with intra-pixel effects is due to the greater challenge associated with detrending these effects. The same noisy time series are injected to each pixel in all cases, but with different scaling factors. Fig. 16 shows the raw and detrended light-curves obtained with white noise 10 and 100 times higher than in the first simulation. Fig. 17 shows how the residuals scale for binning over n points, with 1 ≤ n ≤ 10, in these two cases. As expected, binning properties depend on the amplitude of white noise relative to systematic signals; therefore, for particular configurations it may appear that systematics are removed in the detrending process. Fig. 18 shows the transit parameters retrieved from detrended light-curves; in two representative cases, we calculated the error bars. Note that the retrieved parameters deviates from the original values as linear functions of the white noise amplitude, which proves the detrending method is robust in presence of white noise. The last point, i.e. the one with the highest level of white noise, breaks this trend, because the gaussian posterior of the inclination is distorted by the limit of 90
• , and correlations affect the other parameter posterior distributions. In general, retrieved parameters are consistent with the original values within 1 σ. (blue) raw light-curves simulated with σ P SF =0.2 p.u., intra-pixel quantum efficiency variations over 5×5 array of pixels, jitter 'sin1', and white noise at 50 and 500 photon counts/pixel/frame. Right panels: (red) detrended transit light-curves obtained with pixel-ICA method. All the light-curves are binned over 10 points, as in previous figures. Note the different vertical scales adopted. Root mean square of residuals for binning over 1 to 10 points, scaled to their nonbinned values, obtained for simulations with σ P SF =0.2 p.u., intra-pixel effects over a 5×5 array, jitter 'sin1', and white noise at 50 photon counts/pixel/frame. The dashed black line indicates the expected trend for white residuals, blue dots are for normalized raw light-curves, and red ' * ' are for pixel-ICA detrendend light-curves. Right panel: the same, but with white noise at 500 photon counts/pixel/frame. Fig. 18 .-Top panel: best estimates of the planet-to-star radii ratio, p = r p /R s , for detrended light-curves (σ P SF =0.2 p.u., intra-pixel effects over 5×5 array, jitter 'sin1'). Error bars are reported for representative cases. Middle panel: the same for the orbital semimajor axis in units of the stellar radius, a 0 = a/R s . Bottom panel: the same for the orbital inclination, i.
In Sec. 3.1, and 4 we state that inter-pixel effects are well detrended with pixel-ICA method, based on the binning properties of residuals (and consistent results). Given that binning properties can only prove that systematics are negligible compared to the actual white noise level, we performed a last test for a simulation with inter-pixel effects (σ P SF =1, 9×9 array, jitter sin1) and a reduced white noise level, by a factor of 10. Note that it is an extreme low value of 0.5 photon counts/pixel/data point, which is currently impossible to have in real datasets. Fig. 19 shows the raw and detrended light-curves for this simulation, and the binning properties of their residuals. Time structure is very high for the raw light-curve, but it is again well detrended by pixel-ICA. We also checked that all the retrieved parameters are consistent with the original values within 1 σ. C. Tables   Table 7: Retrieved transit parameters for simulations with σ P SF =1, 9×9 array, inter-pixel effects (see Sec.
3.1). In representative cases, we report the partial error bars obtained by the residuals, the final error bars, and the worst case error bars (see App. A). 
