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COMPARATIVA DEL MODELO 
AUTORREGRESIVO Y MEDIA MÓVIL PARA EL 
PRONÓSTICO DE LA DEMANDA ELÉCTRICA 




El objetivo de la previsión de cargas 
eléctricas se centra en predecir de manera 
satisfactoria y precisa la demanda que 
podría aumentar o disminuir en el futuro. 
Una gran cantidad de aplicaciones de 
ingeniería cuentan con modelos de 
predicción precisos y confiables para la 
demanda eléctrica. Una previsión precisa 
de la carga ayuda a la planificación de la 
capacidad y la operación de las diferentes 
compañías eléctricas para suministrar 
energía de forma confiable a los 
consumidores. 
Con lo mencionado anteriormente, este 
estudio se centra en la comparación de 
modelos autorregresivos y media móvil, 
principalmente en el modelo de regresión 
SARIMA que considera la estacionalidad 
de los datos de carga, proporcionando una 
evaluación del modelo basándonos en el 
criterio de información Akaike. Los datos 
de entrada se han dividido en dos grupos 
de datos uno anual y otro mensual, para 
construir el modelo de pronóstico. La 
exactitud de los modelos de predicción se 
ha evaluado utilizando las diferentes 
matrices de error. Para el análisis de 
predicción se utilizó el software de 
RStudio y Matlab, en donde los resultados 
finales en la comparación de datos entre 
los reales y los estimados fueron con un 
valor mínimo de error, menor al 5%.  
 
Palabras Clave: Métodos de Predicción, 
Econometría, Regresión, Autocorrelación, 
Estadística. 
The objective of electrical load 
forecasting is to satisfactorily and 
accurately predict the demand that could 
increase or decrease in the future. Many 
engineering applications have accurate 
and reliable prediction models for 
electricity demand. Accurate load 
forecasting assists in planning the capacity 
and operation of different utilities to 
reliably supply power to consumers. 
With the above mentioned, this study 
focuses on the comparison of 
autoregressive and moving average 
models, mainly in the SARIMA 
regression model that considers the 
seasonality of load data, providing an 
evaluation of the model based on the 
Akaike information criterion. The input 
data has been divided into two data sets, 
one annual and one monthly, to build the 
forecast model. A comparison is made 
between the estimated and actual data on 
an annual and monthly basis to check the 
margin of error. 
The accuracy of the prediction models has 
been evaluated using the different error 
matrices. For the prediction analysis, 
RStudio and Matlab, software was used, 
where the final results in the data 
comparison between actual and estimated 
data were with a minimum error value of 
less than 5%. 
 





En general, la predicción del uso de 
energía es actualmente muy relevante 
con respecto a la mejora del rendimiento 
energético en el país, así como también 
para reducir el impacto ambiental 
potencial. Aunque los horizontes de 
pronóstico cortos pueden ser muy 
relevantes en ciertas áreas de aplicación 
como por ejemplo la energía eléctrica, el 
consumo de energía diaria, mensual o 
anual. Las condiciones de una aplicación 
particular generalmente determinan la 
idoneidad de un modelo de pronóstico. 
Se han utilizado con éxito varios 
enfoques para la predicción del uso de 
energía [1]. 
Con la privatización del sector 
eléctrico y la creación de un mercado 
eléctrico, es importante la predicción de 
la demanda de energía eléctrica a corto y 
largo plazo, por parte de las empresas 
encargadas de la distribución de energía.  
La previsión de la demanda a largo 
plazo se utiliza es necesaria para evitar 
comprar energía excesiva o insuficiente a 
los generadores, mientras que la 
previsión a corto plazo se utiliza para 
evitar distribuir más energía de la 
compra. Este tipo de pronóstico requiere 
que el error este por debajo de las 
tolerancias de los contratos, que suele 
rondar entre el 5% [2].  
Se necesita una predicción precisa 
de la demanda para evitar que los 
consumidores compren demasiada 
electricidad o se queden sin electricidad, 
y para controlar la proporción entre la 
demanda y oferta, a través del sistema de 
energía eléctrica [3]. 
En la actualidad la previsión de 
carga se ha multiplicado por múltiples 
para la red futura con márgenes de 
seguridad limitados y niveles de riesgo 
crecientes, debido a los avances 
tecnológicos que están cambiando la 
forma de la red al convertir una energía 
impulsado por la demanda en un sistema 
de generación impulsado por energía.  
Esto se debe esencialmente a una 
multitud de factores, incluido el aumento 
de la penetración de los recursos de 
energía renovable y las nuevas 
tecnologías del lado del consumidor 
(vehículos eléctricos, almacenamiento de 
energía). El aumento de la demanda 
mundial de electricidad es constante y 
aun se espera que crezca más del doble 
del ritmo de la demanda mundial de 
energía [3]. 
La previsión de carga o demanda 
eléctrica es un proceso vital en la 
planificación de la industria eléctrica y 
desempeña un papel fundamental para el 
funcionamiento de un sistema eléctrico 
[4]. 
La predicción de carga eléctrica está 
altamente relacionado con el desarrollo 
económico, también está relacionado con 
la seguridad nacional y el 
funcionamiento diario de la sociedad [5].  
Por lo tanto, la precisión del 
pronóstico de carga eléctrica tiene gran 
importancia para la programación de la 
capacidad de generación de energía y la 
gestión del sistema de energía [6], ya que 
estos pronósticos precisos conducen a 
ahorros sustanciales en el coste para  la 
operación, mantenimiento y decisiones 
correctas para el desarrollo futuro [4]. 
Además, la previsión de carga de 
energía eléctrica presenta el paso inicial 
en el desarrollo de instalaciones futuras 
dentro de la generación, transmisión y 
distribución, sin embargo, la precisión 
del pronóstico de carga, a menudo no 
puede cumplir con nuestro resultado 
deseado porque está influenciada por 
varios factores inciertos e incontrolables 
como el desarrollo económico, las 
actividades sociales humana, las 
políticas del país y el cambio climático 
[7]. 
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Para el estudio de la predicción, 
existen varios métodos que utilizan el 
análisis de regresión múltiple, 
inteligencia artificial como por ejemplo 
redes neuronales y el análisis de series de 
tiempo como el método autorregresivo 
(AR), media móvil (MA), autorregresivo 
integral de media móvil (ARIMA) 
[8],[9].Los modelos de predicción que 
utilizan redes neuronales es demasiado 
complejo para decir que es fácil de usar 
[8]. 
El criterio Akaike, es usado dentro la 
materia de biología y la econometría, es 
un criterio fundamental que ayuda a 
determinar la conveniencia de un modelo 
particular dentro de un grupo finito de 
modelos [10]. 
Los  algoritmos de regresión como 
es el caso del modelo SARIMA, están 
diseñados para capturar patrones 
estacionales, son perfectos para modelar 
series de tiempo de carga [11], utilizando 
un enfoque del mismo mes como es el 
caso de los datos mensuales. 
El trabajo se distribuye así:  
En la Sección 1: Introducción y 
antecedentes. 
Sección 2: Abarca el marco teórico con 
la recopilación de los modelos 
autorregresivos, media móvil, 
autorregresiva integral media móvil, 
estacional ARIMA y los criterios de 
evaluación. 
Sección 3: Planteamiento del problema 
en donde contiene la información de la 
demanda eléctrica del Ecuador, su 
regulador y el proceso de obtención del 
mejor modelo. 
Sección 4: Análisis de resultados, 
conclusiones y trabajos futuros.  
2 Marco teórico 
2.1 Demanda eléctrica 
Una de las realidades e incertidumbres 
más importantes en el mercado eléctrico 
es la demanda de electricidad [12]. 
A continuación, se presentan varios 
conceptos teóricos. 
2.1.1 Consumo de energía eléctrica  
El consumo de energía está representado 
por la siguiente ecuación  





𝐸 Es la energía consumida 
𝑃𝑖 Es la potencia  
𝑇𝑖 Es el intervalo de tiempo   
En otras palabras se la define como 
la energía, que el usuario utiliza para 
hacer una actividad determinada en un 
tiempo establecido [13]. 
2.1.2 Carga eléctrica de un sistema 
La carga de energía dentro de un sistema 
se define como no estacionaria por su 
tendencia a incrementarse o a disminuir 
en ciertos tiempos del transcurso del día. 
Asimismo, sus valores no están alrededor 
de una media, por lo cual las variaciones 
se deben a parámetros como: la hora, día, 
clima, etc., y pueden estar relacionados 
por factores sociales y económicos [14]. 
Además, existen ciertos patrones que se 
comparan y que se repiten en ciclos 
diarios, en otras palabras, tienen 
estacionalidad definidas [15]. 
La generación eléctrica debe ser 
capaz de cubrir tanto la demanda 
eléctrica como las pérdidas que se 
producen por todos los elementos del 
sistema [16]. 
2.2 Autocorrelación 
A veces en una serie de tiempo sucede 
que los valores toma una variable en el 
tiempo, no son independientes entre sí, 
caso contrario un valor determinado 
depende de los valores anteriores, por lo 
cual existe dos maneras de medir esta 
dependencia de las variables [17]. 
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2.2.1 Función de Autocorrelación 
(ACF) 
La función de autocorrelación simple 
calcula la fuerza de la correlación entre 
sucesos de un fenómeno en un intervalo 
de tiempo, mostrando asi la agrupación 
entre valores de la misma variable en 








𝜌𝑘  Función de autocorrelación.  
𝑦𝑘  Covarianza al rezago k 
𝑦0 Varianza. 
2.2.2 Función de Autocorrelación 
Parcial (PACF) 
La autocorrelación parcial calcula el 
grado de correlación entre dos variables 
que se dividen en n periodos, cuando se 
neutraliza la dependencia línea que se 
crea por los retrasos intermedios entre 
ambas [18]. 
𝑟𝑘 =
∑ (𝑦𝑡 − ȳ)(𝑦𝑡+𝑘 − ȳ)
𝑛−𝑘
𝑡=1







ȳ Es la media muestral. 
𝑛 Es el tamaño de la muestra   
𝑟𝑘  Es el estimador de 𝜌𝑘  
 
En conclusión , la autocorrelación 
parcial detecta la correlación de los 
valores actuales y los valores rezagados 
de la serie cronológica original [19]. 
2.3 Modelo autorregresivo (AR) 
La metodología del modelamiento 
univariante es simple, ya que es aclarar el 
valor que se designa en un momento t, 
una variable económica que presenta 
dependencia temporal, un método de 
trabajar es recopilar información sobre el 
pasado de la variable, observar su 
trayectoria en el tiempo y explora el 
patrón de regularidad que muestran los 
datos [20].  
El modelo autorregresivo se ha 
usado desde el año 1996, se relaciona con 
una suma ponderada de datos, basada en 
la variable escogida. El indicador p es el 
que representa el orden del modelo 
autorregresivo [21],[22]. 
El modelo autorregresivo se expresa 
de la siguiente manera [23]: 
(𝑌𝑡 − 𝛿) = 𝑎1(𝑌𝑡−1 − 𝛿) 
+𝑎2(𝑌𝑡−2 − 𝛿) 
                    + ⋯ + 𝑎𝑝(𝑌𝑡−𝑝 − 𝛿) + 𝑢𝑡 
(4) 
Donde: 
𝑌𝑡  Demanda de energía eléctrica. 
𝛿 Media de la demanda. 
𝑢𝑡  Error aleatorio. 
𝑎𝑝 Parámetro que define el modelo 
(valor a estimar). 
2.4 Modelo media móvil (MA) 
El modelo de media móvil es una 
agrupación lineal de términos de errores 
presentes y rezagados [24]. 
El modelo MA es representada por la 
ecuación (5) [23],[25]: 
𝑌𝑡 = 𝜇 + 𝛽0𝑢𝑡 + 𝛽1𝑢1 + 
          𝛽2𝑢2 + ⋯ + 𝛽𝑞𝑢𝑡−𝑞  
(5) 
Donde: 
𝜇 Es el valor constante. 
𝑢 Es el termino de error.  
𝑞 Es el orden de media móvil. 
2.5 Modelo autorregresivo 
integral de media móvil 
(ARIMA) 
El modelo ARIMA es una agrupación de 
un término AR y un término MA con un 
elemento diferenciador representado por 
la letra I. 
El modelo ARIMA debe usarse 
siempre y cuando el procedimiento sea 
no estacionario, el cual será modificado a 
estacionario para asi poder diferenciar si 
es un modelo ARMA, AR o MA.   
Teniendo en cuenta que el modelo 
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ARIMA es  univariado, por lo cual se 
correlacionan los valores presentes con 
los valores pasados para así realizar la 
predicción [21],[24]. 
Es importante saber que el modelo 
ARIMA se encuentra entre los métodos 
estadísticos más simples pero populares 
que se han aplicado al modelo de series 
de tiempo. La popularidad de ARIMA se 
puede atribuir al esfuerzo de Box y 
Jenkins [26]. 
El modelo ARIMA se representa por 
la ecuación (6) [23] . 
𝑌𝑡 = 𝜙1𝑌𝑡−1 + ⋯ + 𝜙𝑃𝑌𝑡−𝑝 +
          1 − 𝜃1 𝑡−1 − ⋯ − 𝜃𝑞 𝑡−𝑞  
(6) 
Donde: 
𝜙 Es el indicador autorregresivo 
𝜃 Es el indicador de media móvil 
 Es el error 
𝑌𝑡−𝑃 Es el registro normalizado de la 
serie a modelar 
En la ecuación (6) 
⎯ 𝑝 representa el autorregresivo 
⎯ 𝑞 representa los términos de la media 
móvil.  
⎯ 𝑝 se refiere al número de 
observaciones de los datos históricos 
que se utilizan en predecir los valores 
futuros  
⎯ 𝑞 se refiere a los valores rezagados de 
los términos de error [26].  
Para este modelo, el requisito 
principal es hacer que los datos de la 
serie de tiempo sean estadísticamente 
estacionarios en términos de media, 
varianza y autocorrelación. En caso de 
que los datos se muestren no 
estacionarios, los datos deben 
diferenciarse. Esto ayuda a convertir los 
datos en una serie de tiempo estacionaria 
donde se la representa en la ecuación (7) 
[26]. 
𝐴𝑅𝐼𝑀𝐴 = (𝑝, 𝑑, 𝑞) (7) 
Donde: 
𝑝 Es el coeficiente autorregresivo 
𝑑 Es el grado de diferenciación 
𝑞 Es el coeficiente de media móvil 
2.6 Seasonal ARIMA (SARIMA) 
El modelo SARIMA se utiliza cuando la 
serie de tiempo muestra una variación 
estacional y se la representa con la 
ecuación (8) [27]. 
 𝑆𝐴𝑅𝐼𝑀𝐴 = (𝑝, 𝑑, 𝑞)(𝑃, 𝐷, 𝑄)𝑠 (8) 
Donde: 
𝑃 Es una notación autorregresiva 
𝑄 Es una notación de media móvil 
𝑠 Es el periodo estacional  
Un ejemplo del periodo estacional, 
en una serie temporal de datos trimestral 
𝑠 = 4 y en un dato mensual 𝑠 = 12. 
2.6.1 Operador de Retroceso (B) 
Para formalizar el modelo se utiliza el 
operador de retroceso (𝐵) representada 
por la ecuación (9). 
𝐵𝑘𝑌𝑡 = 𝑌𝑡−𝑘 (9) 
Donde: 
𝐵𝑘 Es la observación de la serie de 
tiempo hacia atrás en el tiempo 
por 𝑘 periodo 
Anteriormente el operador de 
retroceso se usaba para presentar una 
transformación de estacionariedad 
general, donde la serie de tiempo es 
estacionaria si las propiedades 
estadísticas (media y varianza) son 
constantes en el tiempo [27].  
La transformación seasonality 
general se presenta a continuación: 
               𝑧𝑡 = ∇𝑠
𝐷∇𝑑𝑦𝑡 
              = (1 − 𝐵𝑠)𝐷(1 − 𝐵)𝑑𝑦𝑡 
(10) 
Donde: 
𝑧 Es la diferenciación de series de 
tiempo 
𝑑 Es el grado de diferenciación no 
estacional utilizado 




Luego, la forma general SARIMA del 
modelo SARIMA (p, P, q, Q) es: 
𝜙𝑝(𝐵)𝜙𝑝(𝐵
𝑠)𝑧𝑡 = 𝛿 + 𝜃𝑞(𝐵)𝜃𝑞(𝐵
𝑠)𝑎𝑡 
   
(11) 
2.6.2 Método Box Jenkins 
George Box y Gwilym Jenkins 
estudiaron la simplificación paso a paso 
para obtener la información completa de 
entender el modelo ARIMA y usar el 
univariante modelo ARIMA. La 
metodología Box-Jenkins (BJ) consta de 
cuatro pasos iterativos [26],[27]. 
Paso1: Identificación 
Este paso se centra en la selección del 
orden de regular diferenciación (𝑑), 
diferenciación estacional (𝐷), el no 
estacional de autorregresivo (𝑝), el orden 
estacional de Autorregresivo (𝑃), el 
orden no estacional de la media móvil 
(𝑞) y el orden no estacional del 
autorregresivo (𝑄). El número de orden 
se puede identificar observando función 
de autocorrelación (ACF) y 
autocorrelación parcial (PACF) 
Paso 2: Estimación 
Los datos históricos se utilizan para 
estimar los parámetros del modelo 
provisional del Paso 1. 
Paso 3: Comprobación de diagnóstico 
La prueba de diagnóstico, es decir el 
ACF y PACF, se utiliza para comprobar 
la idoneidad del modelo provisional. 
Paso 4: Predicción 
El modelo final del paso 3 se utiliza para 
pronosticar los valores de pronóstico. 
Este enfoque se usa ampliamente 
para examinar el modelo SARIMA 
debido a la capacidad de capturar la 
tendencia apropiada al examinar el 
patrón histórico seguido de la 
metodología del Box-Jenkins que tiene 
varias ventajas. 
⎯ Extraer una gran cantidad de 
información de la serie de tiempo 
utilizando un número mínimo de 
parámetros. 
⎯ Esta metodología tiene la capacidad 
de manejar series de tiempo 
estacionarias y no estacionarias en 
elementos no estacionales y 
estacionales [27]. 
2.7 Criterios de Evaluación de 
modelos de predicción 
2.7.1 Criterio Akaike (AIC) 
El criterio de información de Akaike 
(AIC) es muy útil para la selección de 
modelos. La selección del modelo 
ARIMA estacional se realiza con 
frecuencia utilizando AIC para 
seleccionar un modelo que ofrezca una 
buena estimación y tenga un mínimo de 
parámetros [10]. 
Agregar parámetros adicionales 
conduce a la penalización del modelo por 
parte del AIC. Al comparar un conjunto 
de modelos para un dato dado, el AIC 
estima un criterio que es el valor mínimo 
del modelo de referencia. Este valor se 
calcula utilizando el valor maximizado 
de la función de verosimilitud de la 
siguiente manera: 
𝐴𝐼𝐶 = −2𝑙 + 2𝑘 (12) 
(𝑙 = log (𝐿)) (13) 
Donde: 
𝑘 Es el número de parámetros del 
modelo 
𝑙 Es la estimación de probabilidad 
logarítmica del modelo 
seleccionado   
𝐿 Función de probabilidad 
Por tanto, el mejor modelo se 
selecciona en función del valor mínimo 
de AIC obtenido [23].  
Para modelos que tienen valores casi 
idénticos, se puede usar la siguiente 
fórmula para una comparación adicional: 
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∆𝐴𝐼𝐶 = ∆𝑖 = −𝐴𝐼𝐶𝑚𝑖𝑛 + 𝐴𝐼𝐶𝑖  (14) 
Donde: 
𝐴𝐼𝐶𝑚𝑖𝑛 Es el valor de AIC más bajo del 
modelo 
𝐴𝐼𝐶𝑖 Es el valor 𝑖 − é𝑠𝑖𝑚𝑜 modelo 
(modelo de interés) 
Se muestra evidencia significativa 
del interés del modelo cuando ∆𝑖 < 2. 
Sin embargo, el modelo de interés tiene 
menos apoyo cuando 3 ≤ ∆𝑖 ≤ 7, 
mientras que ∆𝐼> 10 muestra un apoyo 
importante contra el modelo de interés 
[23].   
Haciendo un resumen de lo 
comentado anteriormente, el modelo que 
se debe seleccionar es con el valor de 
AIC más bajo ya que describe mejor los 
datos analizados. 
Agregar más parámetros aumentaría 
la incertidumbre de la estimación de 
parámetros, por lo tanto, el número de 
parámetros y el ajuste mejorado deben 
equilibrarse entre sí para minimizar el 
valor AIC [28]. 
2.7.2 Suma de cuadrados del error 
(SSE) 
El cálculo SSE con la formula definitoria 
implica mucha aritmética, donde se debe 
calcular los valores pronosticados y 
residuos, por lo que a continuación 
tenemos la siguiente ecuación [29]: 
𝑆𝑆𝐸 = ∑(𝑦𝑖 − ȳ𝑖)
2 (15) 
2.7.3 Criterio del p-value 
Si el p-value es menor o igual al tamaño 
de la región critica, quiere decir que este 
p-value se encuentra en la región de 
rechazo, con lo cual el factor 𝑥𝑖 se 
considera significativamente mayor que 
cero, y deberá ser incluido en el modelo 
ajustado. En caso en que el p-value sea 
mayor que el tamaño de la región critica 
no habrá evidencia estadística suficiente 
para decir que el termino evaluado sea 
significativo y por tanto no deberá ser 
incluido dentro del modelo ajustado [30].  
2.8  Forecast 
Para el Forecast o pronóstico de un 
periodo de la señal en análisis y para su 
verificación del resultado existen 
características que se deben tomar en 
cuenta [31]. 
⎯ Para cualquier modelo estadístico, 
los datos mínimos necesarios para el 
ajuste dependen del número de 
parámetros a estimar y el número de 
variaciones aleatorias en los datos. 
⎯ Desde una perspectiva estadística, es 
importante tener un número mayor 
de observaciones que de parámetros. 
⎯ Es importante enfatizar que el uso de 
esta cantidad mínima de datos 
requeridos no garantiza 
estimaciones adecuadas de 
estacionalidad. 
⎯ Al pronosticar utilizando modelos 
estacionales, el número de datos 
necesarios depende del tipo del 
modelo y el número de aleatoriedad 
en los datos.  
⎯ No existe reglas estrictas sobre la 
dimensión de la muestra que se debe 
usar, y la dimensión mínima 
requerido solo se usa cuando el 
número de variaciones aleatorias en 
los datos es pequeño.  
⎯ En la práctica, los datos suelen 
contener un elevado número de 
aleatoriedad, lo que hace que el 
tamaño de los requisitos de la 
muestra aumente en consecuencia. 
3 Planteamiento del 
Problema 
3.1 Demanda eléctrica del 
Ecuador 
El mercado eléctrico mayorista, funciona 
contrarrestando la demanda y la oferta, 
con la finalidad de afianzar el suministro 
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de la demanda con  excelentes 
inversiones por el lado de la oferta [32]. 
Con esta introducción, dentro de la 
planificación del sector eléctrico es 
importante realizar un estudio de análisis 
demanda eléctrica, que permita al 
planificador del sector procurar los 
posibles acontecimientos  a enfrentarse 
en un futuro, con la finalidad de 
garantizar el abastecimiento de energía 
mediante inversiones en generación, 
transmisión y distribución [33]. 
Para la planificación de la ampliación de 
un sistema eléctrico en un proceso de la 
transformación futura del mercado donde 
se permita efectuar un plan indicativo de 
inversiones. El manejo de la ampliación 
resulta el desarrollo a futuro de la 
demanda, si la demanda no crece no sería 
necesario realizar ampliaciones en el 
sistema eléctrico, se supone que en la 
situación de partida del procedimiento de 
planificación se abastece toda la 
demanda [33].En el caso de existir un 
error en la proyección de demanda, esto 
puede resultar un problema de 
generación, como la evacuación de 
energía o donde no se pueda vender los 
excedentes producidos, lo que causaría 
grandes problemas financieros debido a 
la gran inversión en generación que no 
está completamente usada [34]. 
Una proyección de demanda futura 
de energía esta analizada en el 
procedimiento de decisión con las 
posibles opciones de inversión sectorial 
y de crecimiento a nivel del país, además 
nos ayuda para la preparación de 
inversiones, presupuestos, estudios de 
pérdidas y de cálculos tarifarios [34]. 
3.2 La Agencia de Regulación y 
Control de Electricidad 
(ARCONEL)  
La ARCONEL, como dispone la Ley 
Orgánica de Servicio Público de Energía 
Eléctrica (LOSPEE), mantiene sus 
resoluciones en el trabajo permanente 
para la implementación, operación y 
mantener el sistema único de 
información estadística del sector 
eléctrico [35]. 
Para esto el ARCONEL gestionara, 
actualizara, validara y procesara la 
información estadística y geográfica de 
los participantes del sector eléctrico, 
orientando al libre acceso de información 
completa, oportuna y de calidad de las 
actividades de generación, transmisión, 
distribución y alumbrado público 
general. por lo tanto el ARCONEL 
publica en su página web 
www.regulacionelectrica.gob.ec de libre 
acceso, información estadística y 
geográfica detallada de infraestructura, 
transacciones e indicadores como 
Balance Nacional de Energía, entre otros 
[36].  
 
 Figura 1. Demanda eléctrica máxima anual del 
Ecuador con datos históricos desde el año 1990 al 
2019. 
 
Figura 2. Demanda eléctrica máxima mensual del 
Ecuador desde el año 2007 al 2019. 
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3.3 Formulación del problema 
Para el presente trabajo de estudio, se 
realizará ciertos modelos autorregresivos 
(AR), media móvil (MA), autorregresivo 
integral de media móvil (ARIMA) y 
Seasonal ARIMA (SARIMA), con el fin 
de predecir la demanda máxima del 
sector eléctrico ecuatoriano para futuros 
años. 
El propósito de predecir la demanda 
eléctrica ecuatoriana, se utiliza el 
software RStudio, en el cual se ingresa 
los datos obtenidos por los documentos 
de la Estadística del Sector Eléctrico 
Ecuatoriano, encontrados en la página 
del ARCONEL y mediante 
programación encontrar los valores 
futuros de demanda máxima. 
3.3.1 Caso de estudio 1: Demanda 
eléctrica máxima anual 
En la Tabla 1, se indica los valores de 
potencia máxima obtenidos en dichos 
documentos. 
Tabla 1. Datos históricos de la demanda máxima 
anual del Ecuador desde el año 1990 al 2019.  
Año Potencia Máxima [MW] 
1 1990 1185,8 
2 1991 1296,4 
3 1992 1339,5 
4 1993 1378,6 
5 1994 1544,4 
6 1995 1674,9 
7 1996 1787,8 
8 1997 1947,8 
9 1998 1986,7 
10 1999 1977,01 
11 2000 1940,57 
12 2001 1979,94 
13 2002 2087,11 
14 2003 2173,97 
15 2004 2293,75 
16 2005 2344,20 
17 2006 2481,01 
18 2007 2635,19 
19 2008 2973,88 
20 2009 2644,58 
21 2010 2983,51 
22 2011 3052,64 
23 2012 3221,98 
24 2013 3315,37 
25 2014 3530,67 
26 2015 3643,36 
27 2016 3723,95 
28 2017 3825,82 
29 2018 3928,93 
30 2019 4077,03 
Con estos datos se crea un algoritmo 
donde muestre la demanda máxima como 
lo podemos visualizar en la Figura 1, en 
donde se observa que tiene tendencia 
lineal, lo cual se determina que es 
factible modelar un modelo SARIMA. 
Seguido se diferencia los datos. 
 
Figura 3. Serie diferenciada de la demanda máxima 
anual. 
Se utiliza la función de 
autocorrelación (ACF) y autocorrelación 
parcial (PACF) dando como resultado las 
siguientes Figuras 4 y 5. 
 
Figura 4. ACF de la serie diferenciada de la Figura 3. 
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       Figura 5. PACF de la serie diferenciada de la Figura 
3. 
Para el algoritmo se considera que 
para (d, D) se toma el valor de 1, es decir, 
los coeficientes de diferenciación no 
estacional y estacional es 1, esto es 
debido a que no es necesario diferenciar 
los datos más de una vez.  
Mediante el algoritmo se obtiene los 
valores (p, q) (P, Q). que representan a 
los coeficientes autorregresivos y media 
móvil no estacionario y estacionarios. 
El periodo estacional en este caso es 1, ya 
que estamos trabajando con un dato por 
año. 
Finalmente se tiene que encontrar el 
mejor modelo SARIMA para tener la 
mejor predicción anual. 
A continuación, en la Tabla 2 muestra los 
valores AIC, SSE y p-value de 5 modelos 
encontrados y basándonos mediante el 
criterio de evaluación se determina el 
mejor modelo SARIMA. 
⎯ AIC debe ser el menor valor. 
⎯ SSE debe ser el menor valor  




Tabla 2. Modelos SARIMA anuales, con sus respectivos criterios de evaluación. 
Modelo p d q P D Q s AIC SSE p-value 
1 0 1 0 1 1 1 1 -85.6806 0.05622203 0.9205082 
2 0 1 0 0 1 1 1 -85.45176 0.05966706 0.2249689 
3 0 1 1 0 1 1 1 -83.76094 0.06300745 0.7833637 
4 1 1 0 1 1 1 1 -83.54841 0.0565212 0.8839251 
5 0 1 1 1 1 1 1 -82.40829 0.05854784 0.4971028 
 
Figura 6. Gráfica normal Q Q de residuos estándar 
anual. 
Existe la restricción de que un 
modelo no debe sobrepasar cierto nivel 
de complejidad, es decir que la suma de 
los coeficientes sea menor que 10. 
Seguido con la función Forecast del 
Software se predice los valores de 
demanda eléctrica para los 5 años 
futuros. Los resultados se encuentran en 
la Figura 7 y la Tabla 3. 
 
Figura 7. Pronóstico de demanda máxima anual de los 
5 futuros años. 
 11 
 
Tabla 3. Resultado de la Predicción de demanda para 
los 5 futuros años.  







3.3.2 Caso de estudio 2: Demanda 
eléctrica máxima mensual 
Se realiza el mismo análisis que el caso 
de estudio 1, pero ahora con los datos 
mensualmente que se detallan en la Tabla 
4.  
Tabla 4. Datos históricos de la demanda máxima mensual del Ecuador desde el año 2007 al 2019. 
Mes/Año 2007 2008 2009 2010 2011 2012 
Enero 2307,7 2379,38 2569,70 2662,85 2883,40 2910,59 
Febrero 2300,73 2355,97 2542,55 2743,88 2928,27 2931,56 
Marzo 2291,72 2380,75 2597,99 2809,92 2970,11 3004,65 
Abril 2322,24 2430,36 2644,58 2819,50 2944,71 3068,45 
Mayo 2337,13 2440,65 2614,54 2806,79 2953,50 3076,06 
Junio 2322,24 2401,44 2590,77 2715,09 2892,97 3042,87 
Julio 2260,79 2358,75 2538,75 2680,54 2828,05 2968,68 
Agosto 2251,11 2386,41 2544,49 2685,93 2795,43 2951,82 
Septiembre 2317,88 2475,13 2605,17 2723,39 2870,67 3010,05 
Octubre 2327,66 2505,11 2634,93 2811,26 2863,03 3060,13 
Noviembre 2389,09 2521,17 2526,06 2778,94 2950,02 3113,28 
Diciembre 2420,62 2593,52 2575,28 2861,25 3052,64 3193,72 
2013 2014 2015 2016 2017 2018 2019 
3165,25 3274,73 3616,23 3594,45 3687,42 3825,86 3944,00 
3162,37 3351,29 3533,62 3624,77 3662,01 3813,75 3974,04 
3213,33 3382,85 3555,87 3647,81 3714,24 3838,64 4045,88 
3247,90 3393,40 3553,11 3585,19 3732,31 3928,93 4077,03 
3178,22 3405,63 3583,41 3598,16 3743,52 3863,12 3984,73 
3081,06 3377,81 3543,11 3531,21 3649,19 3738,52 3905,52 
3039,43 3366,00 3521,92 3469,87 3505,36 3664,15 3862,35 
3091,90 3313,49 3440,73 3464,23 3521,49 3662,60 3851,71 
3178,46 3342,73 3515,91 3528,85 3630,98 3847,37 3863,33 
3197,41 3324,94 3575,03 3503,90 3733,15 3741,78 3971,20 
3242,98 3455,01 3630,81 3605,47 3656,37 3867,57 4050,62 
3315,37 3530,67 3643,36 3639,93 3825,82 3927,30 4068,13 
El algoritmo realizado anteriormente es 
el mismo, en el que de igual manera se 
diferencia los datos como se muestra en 
la Figura 8. 
 
Figura 8. Serie diferenciada de la demanda máxima 
mensual. 
Se encuentra las funciones de 
autocorrelación (ACF) y autocorrelación 
parcial (PACF), con los datos mensuales. 
 
Figura 9. ACF de la serie diferenciada de la Figura 8. 
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Figura 10. PACF de la serie diferenciada de la Figura 
8. 
Los resultados de los mejores 
modelos se muestran a continuación en la 
Tabla (5), donde se determina el mejor 
modelo SARIMA mediante los criterios 
de evaluación donde: 
⎯ AIC debe ser el menor valor. 
⎯ SSE debe ser el menor valor  
⎯ P-value debe ser cercano a 1. 
 
Tabla 5. Modelos SARIMA con datos mensuales. 
Modelo p d q P D Q s AIC SSE p-value 
1 2 1 1 0 1 1 12 -792.1848 0.02545203 0.6738887 
2 1 1 1 0 1 1 12 -792.1415 0.02579888 0.4475178 
3 0 1 2 0 1 1 12 -791.6785 0.02589336 0.3713313 
4 1 1 2 0 1 1 12 -791.3815 0.02558976 0.6126908 
5 1 1 1 0 1 2 12 -790.2299 0.02588931 0.4732326 
 
Figura 11. Gráfica normal Q Q de residuos estándar 
mensual. 
Seguido de encontrar el mejor 
modelo se continua con la predicción de 
los valores de demanda máxima mensual 
por 2 años (24 meses). 
 
Figura 12. Predicción para 24 meses futuros. 
Tabla 6. Resultado de la Predicción de demanda 
mensual para los 2 años futuros.  


























4 Análisis de resultados 
Mediante los casos mencionados 
anteriormente se tiene los siguientes 
resultados  
4.1 Caso 1 
Se realiza un análisis a los resultados de 
la predicción anual mediante una 
comparación entre el modelo real (30 
 13 
datos) y otro modelo quitado 5 datos (25 
datos).   
 
 Figura 13. Comparativa de demanda máxima anual 
en R. 
Cálculo del error: 
Tabla 7. Error de los valores reales con los valores 







1 3643,36 3628,37 0,41 
2 3723.95 3726,08 0,06 
3 3825,82 3823,78 0,05 
4 3928,93 3921,48 0,19 
5 4077,03 4019,19 1,42 
RMSE= 26,9621302 
Comparativa con el software Matlab. 
  
Figura 14. Comparativa de demanda máxima anual en 
Matlab. 
Cálculo del error: 
Tabla 8. Error de los valores reales con los valores 







1 3643,36 3652,70 0,26 
2 3723.95 3774,70 1,36 
3 3825,82 3896,60 1,85 
4 3928,93 4018,60 2,28 
5 4077,03 4140,60 1,56 
RMSE= 62.856122 
 
En este caso 1 para la determinación 
del mejor modelo SARIMA (Tabla 2) se 
compara los valores de AIC y p-value de 
todos los modelos, donde se obtuvo un 
valor de AIC de -85.6806, siendo este el 
de menor valor y el p-value de 
0.9205082, siendo este el más cercano a 
1. 
En la figura 13 y 14 se observa la 
comparación de la demanda anual real y 
la demanda anual pronosticada con los 
softwares RStudio y Matlab donde los 
resultados se reflejan en las tablas 7 y 8 
respectivamente, obteniendo un error 
porcentual menor al 5% de la 
comparación de la demanda de los 
últimos 5 años en los 2 softwares, 
obteniendo de igual manera el error 
RMSE, siendo el valor de RStudio menor 
que el de Matlab  por lo tanto los valores 
de RStudio  son los que tienen menor 
error  para la  predicción de la demanda 
eléctrica del Ecuador. 
4.2 Caso 2 
Se realiza un análisis a los resultados de 
la predicción mensual tomando en cuenta 
los 12 meses de 13 años, mediante una 
comparación entre el modelo real (156 
datos) y otro modelo quitado 24 datos 
equivalente a dos años (132 datos). 
 
 Figura 15. Comparativa de demanda máxima 
mensual en R. 
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Cálculo del error: 
Tabla 9. Error de los valores reales con los valores 









1 3825,86 3810,63 0,40 
2 3813,75 3801,79 0,31 
3 3838,64 3833,20 0,14 
4 3928,93 3846,65 2,09 
5 3863,12 3846,02 0,44 
6 3738,52 3792,53 1,44 
7 3664,15 3737,20 1,99 
8 3662,6 3728,95 1,81 
9 3847,37 3797,34 1,30 
10 3741,78 3828,04 2,31 
11 3867,57 3858,49 0,23 
12 3927,3 3930,24 0,07 
13 3943,997 3922,17 0,55 
14 3974,038 3928,54 1,14 
15 4045,88 3967,18 1,95 
16 4077,03 3982,68 2,31 
17 3984,73 3982,28 0,06 
18 3905,52 3928,66 0,59 
19 3862,35 3873,25 0,28 
20 3851,71 3864,96 0,34 
21 3863,33 3933,34 1,81 
22 3971,2 3964,05 0,18 
23 4050,62 3994,50 1,39 
24 4077,3 4066,25 0,27 
RMSE= 48,674633 
Comparativa con el software 
Matlab. 
  
Figura 16. Comparativa de demanda máxima mensual 
en Matlab. 
Cálculo del error: 
Tabla 10. Error de los valores reales con los valores 








1 3825,86 3823,6 0,06 
2 3813,75 3804,9 0,23 
3 3838,64 3840,2 0,04 
4 3928,93 3850,8 1,99 
5 3863,12 3853,9 0,24 
6 3738,52 3800,0 1,64 
7 3664,15 3745,4 2,22 
8 3662,6 3730,8 1,86 
9 3847,37 3799,1 1,25 
10 3741,78 3823,7 2,19 
11 3867,57 3872,2 0,12 
12 3927,3 3935,8 0,22 
13 3943,997 3931,1 0,33 
14 3974,038 3930,9 1,09 
15 4045,88 3966,4 1,96 
16 4077,03 3974,2 2,52 
17 3984,73 3978,9 0,15 
18 3905,52 3921,7 0,41 
19 3862,35 3858,3 0,10 
20 3851,71 3846,6 0,13 
21 3863,33 3918,8 1,44 
22 3971,2 3950,9 0,51 
23 4050,62 3987,4 1,56 
24 4077,3 4061,1 0,40 
RMSE= 48,9247576 
En este caso 2, para la determinación 
del mejor modelo SARIMA (Tabla 5) se 
compara los valores de AIC y p-value de 
todos los modelos, donde se obtuvo un 
valor de AIC de -792.1848, siendo este el 
de menor valor y el p-value de 
0.6738887, siendo este el más cercano a 
1. 
En la figura 15 y 16 se observa la 
comparación de la demanda mensual real 
y la demanda mensual pronosticada con 
los softwares RStudio y Matlab donde 
los resultados se reflejan en las tablas 9 y 
10 respectivamente, obteniendo un error 
porcentual menor al 5% de la 
comparación de la demanda de los 
últimos 2 años en los 2 softwares, 
obteniendo de igual manera el error 
RMSE, siendo el valor de RStudio menor 
que el de Matlab  por lo tanto los valores 
de RStudio  son los que tienen menor 
error  para la  predicción de la demanda 




Del análisis de resultados y lo descrito en 
el presente documento se concluye lo 
siguiente: 
⎯ El presente trabajo realiza, ejecuta y 
simula el mejor modelo SARIMA, 
considerando los valores de los 
criterios de evaluación AIC y p-
value y en función del error de 
estimación obtenido. 
⎯ La comparativa que se hizo de la 
demanda real y la demanda estimada 
por el software de RStudio y Matlab, 
tienen un valor de error porcentual 
menor al 5%, por lo tanto, los 
valores pronosticados son muy 
buenos para estimar un estudio de 
expansión.  
⎯ En la Tabla 3, los resultados del 
pronóstico anual para los futuros 5 
años es claro que se va 
incrementando, esto es debido al 
crecimiento de los distintos sectores 
residencial, industrial y comercial. 
⎯ En la Tabla 6, los resultados de 
pronóstico mensual se observan 
claramente que para el mes de 
diciembre (12 y 24) son los valores 
más altos de demanda máxima 
4207.36 y 4344.04 respectivamente, 
comparando con los datos históricos 
mensuales estos valores tienen 
similitud al ser los valores más altos 
en el año. 
 
Trabajos futuros 
El trabajo realizado puede ser la base de 
nuevas investigaciones que pueden ser 
relacionadas con las siguientes 
temáticas: 
⎯ Incluir variables meteorológicas 
exógenas como la temperatura, 
humedad, nubosidad etc. A través de 
modelos promedios móviles 
integrados autorregresivos 
estacionales exógenos (SARIMAX), 
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