Abstract -Traditional myoelectric prostheses that employ a static pattern recognition model to identify human movement intention from surface electromyography (sEMG) signals hardly adapt to the changes in the sEMG characteristics caused by interferences from daily activities, which hinders the clinical applications of such prostheses. In this paper, we focus on methods to reduce or eliminate the impacts of three types of daily interferences on myoelectric pattern recognition (MPR), i.e., outlier motion, muscle fatigue, and electrode doffing/donning. We constructed an adaptive incremental hybrid classifier (AIHC) by combining one-class support vector data description and multiclass linear discriminant analysis in conjunction with two specific update schemes. We developed an AIHCbased MPR strategy to improve the robustness of MPR against the three interferences. Extensive experiments on hand-motion recognition were conducted to demonstrate the performance of the proposed method. Experimental results show that the AIHC has significant advantages over non-adaptive classifiers under various interferences, with improvements in the classification accuracy ranging from 7.1% to 39% (p < 0.01). The additional evaluations on data deviations demonstrate that the AIHC can accommodate large-scale changes in the sEMG characteristics, revealing the potential of the AIHC-based MPR strategy in the development of clinical myoelectric prostheses.
the intuitive and multifunctional control of prostheses [1] , [2] . Many studies have been conducted to improve the performance of MPR in the laboratory, and more than 10 types of movements can be recognized with > 90% of classification accuracy [3] . Unfortunately, no MPR method has been satisfactorily embedded into the controller of any commercially available multifunctional myoelectric prosthesis for clinical use [4] .
One key factor responsible for the gap between academic research and clinical use is that the experimental conditions for MPR in the laboratory were too simple and daily interferences were not considered [5] [6] [7] . Previous studies have demonstrated that various interferences, such as outlier (untrained/unwanted) motion [8] , [9] , change in limb position [10] , [11] , muscle fatigue [12] , electrode shifting [13] , force variation [14] , and electrode loosening [15] , can significantly decay the MPR performance. Among them, untrained motion, muscle fatigue, and electrode doffing/donning are three types of representative interferences that will inevitably occur in the daily lives of amputees when they operate myoelectric prostheses. Conventional myoelectric prostheses that employ static MPR models can accurately identify only a limited number of fixed target motions from surface electromyography (sEMG) signals similar to those used for training the MPR models [16] . Because untrained motions are not included in the prior knowledge of the MPR models, they might be misidentified as target motions, resulting in an unexpected action of the myoelectric prosthesis [9] . Muscle fatigue and electrode shifting due to prosthesis doffing/donning may also cause large differences between the sEMG characteristics of new data and training data, leading to significant deterioration of the MPR performance [17] .
Researches in this area are reported to have overcome a single interference for enhancing the robustness of MPR [17] [18] [19] [20] [21] [22] . For untrained motions, Scheme et al. proposed a multiclass 1-vs-1 classification scheme based on uncorrelated linear discriminant analysis (LDA) to reject unknown sEMG patterns that cannot be unanimously selected by all pre-defined binary classifiers [8] . Li et al. developed a classification scheme based on a boosted random forest algorithm to make the classifier robust to untrained classes.
By adjusting the balance threshold, the accuracies of rejecting the untrained classes and recognizing the trained classes reached 80% [18] . Li et al. proposed a training strategy that categorized all possible unwanted movements (UMs) into a new motion class to reduce the impact of the UMs on the performance of a classifier [9] . However, all these methods only involved a pre-set rejection mechanism for training the classifiers with respect to certain untrained motions, but the trained classifiers were still static, limiting the rejection and recognition abilities of the classifiers for certain fixed untrained and target motions. Furthermore, the static classifiers cannot accommodate the changes in the sEMG characteristics caused by muscle fatigue or electrode shifting.
Updating MPR-classifiers adaptively may be a feasible approach to make the classifiers adapt to the variations in the sEMG characteristics. Some adaptive classifiers, such as the particle adaptive classifier [19] , self-enhancing linear/quadratic discriminant analysis [20] , and incremental learning of wavelet neural network ensemble [21] , have been proposed to automatically compensate for the slow changes in the sEMG characteristics during long-term use, and high accuracy can be maintained even in a one-day-long recognition task. However, these studies did not quantitatively evaluate the variations in the sEMG characteristics, which restricted the adaptive abilities of the classifiers to slow changes in the sEMG characteristics. Frequent retraining can also improve the robustness up to a certain point, but the process is burdensome [22] . In order to reduce the training burden, Zhu et al. developed an LDA-based cascaded adaptation framework to reduce the daily re-calibration of classifiers for multi-day use with electrode doffing/donning [5] . Betthauser et al. proposed a robust sparsity-based adaptive classification method that was significantly less sensitive to sEMG deviations resulting from changes in the limb position [10] . However, adaptive strategies in these studies were designed to overcome a single specific interference; thus, the adaptivity of the models to multiple interferences needs further testing.
The shortcomings of previous studies on the robustness of MPR against daily interferences can be summarized as follows: 1) the static classifiers used for rejecting untrained movements have fixed rejection and recognition abilities, and they cannot adapt to the changes in the sEMG characteristics; 2) no tests on multiple interferences have been conducted for the developed adaptive strategies, thus limiting the adaptivity of the classifiers; 3) there is no evaluation of the deviation of the new sEMG-data from the training data; thus, it is difficult to evaluate the amount of deviation that can be accommodated by the developed adaptive classifiers.
This work addresses these critical issues. First, an adaptive incremental hybrid classifier (AIHC) was constructed by combining one-class support vector data description (SVDD) and multi-class LDA in conjunction with two update schemes, i.e., adaptive update and incremental update. The AIHC can reject outlier classes; then, its recognition ability can incrementally grow online by regarding the rejected class as a new target class. Second, a simple online-evaluator was designed to help the AIHC self-update for adapting to the changes in the data characteristics. Third, a novel AIHC-based MPR strategy was developed to reduce the impacts of multiple interferences caused by outlier motion, muscle fatigue, and electrode doffing/donning. Additionally, two assessment metrics that can quantitatively indicate the deviation of new sEMGdata from the training data were introduced to help explore the adaptivity of the AIHC. Extensive experiments on handmotion recognition were conducted to verify the performance of the proposed methods. Experimental results indicate that the AIHC can accommodate a large-scale deviation in the sEMG characteristics and has significant advantages compared to non-adaptive classifiers.
II. METHODS

Suppose that {ω
classes. Referring to [23] , [24] , if a new sample z belongs to one of the K target classes, then z is called the target sample; otherwise, z is an outlier sample with respect to the K target classes. Correspondingly, a class is called an outlier class if its samples are all outliers. Define X i = x 1 , x 2 , . . . , x N i (i = 1, 2, . . . , K ) as an offline sample-set of ω i , where x j is the target sample and N i is the number of samples. We can train a classifier with sample-sets X i (i = 1, 2, . . . , K ).
A. Hybrid Classifier
A hybrid classifier consists of a set of one-class SVDDs and a multi-class Fisher's LDA, where one-class SVDDs are used to distinguish the target samples from the outlier samples and LDA is used to determine the specific target class to which a sample belongs (Fig. 1) .
B. Adaptive Incremental One-Class SVDD
The one-class SVDD aims to find a minimum-volume hypersphere to enclose the samples that belong to the same target class [25] . Training an SVDD by X i can be formulated as a constrained optimization problem, i.e.,
where a and R represent the center and radius of the hypersphere, respectively. C is the penalty weight, ξ j is the slack variable, and φ (·) is a nonlinear function. The optimization of (1) is usually transferred to its dual problem and then solved by a convex quadratic solver [26] .
With the optimized solutions and obtained support vectors, we compute a and R in (1) and build the SVDD for ω i .
For a new sample z, if (2) is satisfied, then z is a target sample of ω i ; otherwise, z is regarded as an outlier sample with respect to ω i ,
where κ x l , x j = φ (x l ) · φ x j is a kernel function; α j is the optimized parameter from the dual problem of (1). Accordingly, if we build an individual one-class SVDD for each class ω i (i = 1, 2, . . . , K ), then the ensemble of the SVDDs can be used to determine a new sample z as the target sample or an outlier sample with respect to the K target classes.
We define Z = {z 1 , z 2 , . . . , z M } as a new acquired sample set, where M is the number of samples, and introduce two schemes to update the built SVDD-ensemble using Z . 1) Adaptive Update: All samples in Z belong to the same target class ω i (1 ≤ i ≤ K ). Then, we update the SVDD of ω i with Z using the adaptive algorithm presented in [26] , while other SVDDs in the ensemble remain unchanged.
2) Incremental Update: All the samples in Z belong to the same outlier class ω K +1 . Subsequently, ω K +1 is treated as a new target class. We can directly build an SVDD for ω K +1 with Z through the optimization of (1). Then, the newly built SVDD is added to the existed SVDD-ensemble to achieve an incremental update of the classifier.
The computation complexity of the SVDD update is comparable to that of a quadratic programming algorithm due to the optimization of the dual problem by a quadratic solver [26] .
C. Adaptive Incremental Multi-Class LDA
Using the one-class SVDD-ensemble, we can determine a new sample as a target sample or an outlier sample with respect to the K target classes. Because each SVDD encloses the samples from one specific target class, it is natural to use the ensemble of the SVDDs to perform the classification task directly; i.e., as long as the nonlinear mapping point of a new sample z falls inside the SVDD-hypersphere of ω i , it is assigned to ω i . However, different SVDD hyperspheres may have an overlapping region, which may cause ambiguous classifications for the samples whose nonlinear mapping points fall inside the overlapping region. Therefore, a multi-class Fisher's LDA will be used to classify the target sample to a specific class.
Multi-class LDA aims to find a projection matrix W that can project the original sample x into a low-dimensional space to make the between-class scatter maximum and within-class scatter minimum in the projected space [27] .
Using the already acquired sample-set X i of ω i (i = 1, 2, . . . , K ), we can calculate the sample mean m i , sum of the sample squares G i , and the covariance matrix S i of ω i . Subsequently, we can calculate the within-class covariance matrix S w and between-class covariance matrix S b . The optimal projection matrix W is composed of the eigenvectors of S −1 w S b that correspond to the q largest eigenvalues, where the largest q is (K − 1). Then, using the LDA, a sample z is assigned to the specific target class with the minimum distance from its class center to the sample point in the projected space.
Updating the normal LDA using a new sample set Z = {z 1 , z 2 , . . . , z M } is equivalent to updating the projection matrix W. Two update schemes are introduced as follows: 1) Adaptive Update: All samples in Z belong to the same target class ω i (1 ≤ i ≤ K ). Then, the variables related to ω i are updated as follows:
where symbol"∼"denotes the updated value. Usingm i ,G i , andS i , we can calculate the updated valuesS w andS b , as well as the new projected matrixW [28] .
2) Incremental Update: All samples in Z belong to the same outlier class ω K +1 . Subsequently, ω K +1 is treated as a new target class. We then compute the sample mean m K +1 , sum of the sample squares G K +1 , and the covariance matrix
Then, m K +1 and S K +1 are used to compute the updated valuesS w ,S b , andW for all (K + 1) target classes [28] . Thus, the LDA classifier is updated with the samples in Z .
The calculation ofS The proposed updating schemes for one-class SVDD and multi-class LDA are both included in the hybrid classifier shown in Fig. 1 , and the complete AIHC is constructed. The SVDD update in the AIHC may have a large computational cost, and the complexity is a similar to that of a quadratic programming algorithm.
D. AIHC-Based MPR Strategy
An AIHC-based MPR strategy is proposed in this section. The AIHC can adapt to the variations in the sEMG characteristics and enhance its classification ability by treating outlier classes as new targets. Two questions should be answered here: 1) What data are used to update the classifier? 2) When is the classifier updated? First, when a user performs an action/a movement with his/her limbs, sEMG signals are generated from the corresponding muscles. The sEMG signals during the active state are significantly different in amplitude and frequency from those during the resting state (no action) (Fig. 2) . Thus, an sEMG threshold value can be used to distinguish action/movement from rest. Second, the movements of humans, especially amputees, are relatively slow. An action may last for a specific duration, and the resting state always occurs between actions as the buffer state [22] , [29] .
As a result, we first determine whether the current state is a resting or an active state based on the sEMG threshold. Then, if the current state is a resting state (no action), we evaluate the sEMG data acquired during the previous active state and choose appropriate data to update the AIHC based on the evaluation. The evaluation and update are both performed and completed during the resting state.
The recognition results during the previous active state are computed as,
where N pre_total is the total number of samples from the previous active state. N pre_ω i and N pre_out are respectively the number of samples classified to ω i and the outlier class. β i is the classification rate of ω i (i = 1, 2, . . . , K ), β is the maximum classification rate, and β out is the rejection rate for the outliers. Then, an evaluator for choosing the data is introduced using β and β out ,
If f update = 1, the sEMG data (samples) from the previous active state belong to the same target action class, but the classification accuracy is low; thus, the adaptive update (Section II.B-1 and II.C-1) will be performed to update the AIHC. If f update = 2, the sEMG data (samples) from the previous active state belong to the same outlier action (class); thus, if the outlier action is treated as a new target class, the incremental update (Section II.B-2 and II.C-2) will be performed to expand the classification ability of the AIHC. Otherwise, the data from the previous active state are discarded and the AIHC remains unchanged. Fig. 3 shows the AIHCbased MPR strategy.
III. EXPERIMENTS
Experiments on the recognition of hand/wrist motions from the sEMG data were conducted to test the proposed methods. Seven able-bodied subjects (six males, 26.6±4.4 years old; one female, 32 years old) participated in all experiments. All subjects signed the informed consent before the experiment. All experiments were approved by the Ethical Committee of the Shenyang Institute of Automation, Chinese Academy of Sciences, and conformed to the Declaration of Helsinki.
A. Data Acquisition
We considered recognizing nine types of hand/wrist actions, namely, hand grasp/open (grp/opn), index/middle/ring finger pinching (idx/mid/rng), wrist ulnar/radial flexion (uln/rad), and wrist flexion/extension (flx/ext) (Fig. 4) . The gesture of hand snooze (snz) represented the resting (no action) state that was recognized based on the sEMG threshold. Five channels of electrodes were used to measure the sEMG signals from the flexor digitorum superficialis (ch-1), flexor carpi radialis (ch-2), flexor carpi ulnaris (ch-3), extensor carpi ulnaris (ch-4), and extensor digitorum (ch-5), which are the main muscles involved in the corresponding hand/wrist movements (Fig. 5) .
A wireless sEMG acquisition system (Delsys, Trigno) was used to record raw sEMG signals with a frequency of 2048 Hz. Three experimental protocols were implemented for data acquisition.
1) sEMG Recording on One Day: The subjects were instructed to perform a series of actions with a moderate level of effect (40%∼60% of MVC, maximum voluntary contraction). Each subject participated in thirteen sessions of data capture on one day. In one session, one action (movement) was sustained for 4 s, followed by 4 s of snz, and then switched to another according to the order of grp, opn, idx, mid, rng, uln, rad, flx, and ext; this process was repeated twice (Fig. 6 ). After one session was completed, there was a rest of 4 min to avoid muscle fatigue. The subjects did not feel tired or uncomfortable during or after data acquisition.
2) sEMG Recording With Muscle Fatigue: The protocol of data capture was similar to that presented in 1) and Fig. 6 . However, instead of a moderate level of effect, the subjects were asked to perform each action at the maximum level of effect (> 90% of MVC). During the first three sessions of data acquisition, a rest period of 8∼10 min was allowed between the sessions to avoid short-term muscle fatigue; however, during the last ten sessions of data acquisition, there was only one interval of 10 s to save the data between the sessions, without additional time for rest. The last ten sessions of data capture lasted for 25 min for each subject. After the data acquisition, all subjects felt obvious tiredness on their forearms and two subjects (a female and a male) felt slightly sore on their forearm muscles. The discomfort experienced by all the subjects disappeared two hours later.
3) sEMG Recording on Multiple Days With Electrode Doffing/Donning:
The protocol of data capture was the same as that presented in 1) and Fig. 6 . The data acquisition was repeatedly performed on the remaining seven days by each subject. The positions of the sEMG electrodes in Fig. 5 may have changed due to doffing/donning on different days.
B. Feature Extraction and MPR Classifier
The raw sEMG signals were first pre-processed using a Butterworth bandpass filter with cut-off frequencies of 10 Hz and 500 Hz. Then, an overlapping 250-ms time window with 50-ms sliding window was used to extract the sEMG features. In each time window, eight features, including the mean absolute value (MAV), zero crossing (ZC), and sixorder cepstrum coefficients (Ceps) [15] , were extracted from each of the five sEMG channels and then concatenated into a single vector as one sample, which was further provided to the MPR-classifiers.
Six classifiers, including the AIHC, adaptive incremental SVDD (AI-SVDD), HC (the hybrid classifier in Fig. 1 ), SVDD, Kernel LDA (KLDA) [30] , and multi-layer perceptron (MLP) [31] , were respectively constructed to perform the MPR. AI-SVDD is presented in Section-II.B, where SVDD was used to reject the outlier classes and to recognize the target classes directly. We built individual classifiers for each subject. Corresponding to the three protocols of data acquisition in Section-III.A, the following three MPR scenarios were considered: 1) Outlier Motion: The number of outlier movements was set to one, two, and four; all possible combinations of the outlier movements from the nine movements were considered. The data of the outlier movements were not present in the training phase; they only occurred in the testing phase. Except the outlier movements, the remaining movements from the nine movements were regarded as the target movements, whose data were present in both the training and testing phases. For each subject, the sEMG data of the first three sessions in (A.1) were used to train the classifiers, whereas the remaining ten sessions were used for the performance test.
2) Muscle Fatigue: All movements were regarded as target classes. For each subject, the data of the first three sessions in (A.2) were used to train the classifiers, whereas the remaining ten sessions in (A.2) were used for the performance test.
3) Doffing/Donning: All movements were treated as target classes. For each subject, the sEMG data in (A.1) were used to train the classifiers, whereas the sEMG data acquired on the remaining seven days in (A.3) were used to test the classifiers.
C. Performance Measurement
The widely used classification accuracy (CA) was employed to evaluate the classification performance for a target class. CA is defined as,
, ϕ tar = min {ϕ 1 , ϕ 2 } (7) where N cor_tar and N tol_tar are respectively the number of samples that are correctly and totally classified to the target classes. N tar_true is the "true" number of samples that belong to the target classes. ϕ tar is the CA of the target class. The rejection rate (RR) was used to evaluate the rejection ability of the classifiers for the outlier samples. Similar to (7), RR is defined as
where N cor_out and N tol_out are respectively the number of samples that are correctly and totally assigned to the outlier class. N out_true is the "true" number of the outlier samples. γ out is the RR for the outliers. Oneway ANOVA was conducted to assess the statistical difference in the performance with regard to CA and RR between the AIHC and the other five classifiers. The level of statistical significance was set to p< 0.05.
IV. RESULTS
A. Rejection on Outlier Motion
The incremental and adaptive update process of the AIHC is illustrated in Fig. 7 . In this work, the constant thresholds in (6) were experimentally set to η 1 = 0.65, η 2 = 0.9, and η 3 = 0.7. Fig. 7 shows that when the samples of grp appeared for the first time, they were rejected as outliers. Then, during the resting state (r 1 ), the class label of grp was input to the AIHC manually; thus, the AIHC obtained the recognition ability for grp via the incremental update. The incremental updates for other movements were performed similarly. Next, the adaptive update was performed to further enhance the recognition performance of the AIHC for the movements with poor classification accuracies. The samples of the motion were always treated as outliers if the class label of the motion was not input to the AIHC manually.
The number of outlier movements was set to one, two, and four. We considered all possible combinations of outlier movements among the nine movements. The data of the outliers were not used to train the classifiers but to test the trained classifiers. Fig. 8 shows the CAs and RRs of six classifiers across all subjects. Table I lists the statistical differences between the AIHC and the other five classifiers. The outliers greatly reduced the performance of KLDA and MLP. With the number of outlier movements increasing from one to four, the average CA reduced from 82.0% to 52.7% for KLDA and from 83.4% to 55.5% for MLP. Fig. 8(b) shows that KLDA and MLP have no ability to reject the outliers; the outlier samples would be definitely misclassified to target motion classes. Thus, the more the outlier samples, the lower the CAs of KLDA and MLP. The upper bound of the CAs of KLDA and MLP is (N tol − N out_tol )/N tol , where N tol and N out_tol are respectively the total number of classified samples and outlier samples. The AIHC, AI-SVDD, HC, and SVDD are all capable of rejecting outliers (Fig. 8(b) ), and can produce relatively small changes in the average CA with different numbers of outlier motions, which make them outperform KLDA and MLP. The AIHC and HC produce similar (p> 0.05) and the largest CAs. The average CAs of the AIHC are 90.5%, 91.2%, and 91.7% for one, two, and four outlier movements, respectively, which are significantly higher than 72.2%, 70.7%, and 74.3% for AI-SVDD (p< 0.001), as well as 81.7%, 84.8%, and 86.6% for SVDD (p< 0.001). AI-SVDD and SVDD produced lower average CAs than the AIHC and HC because of the ambiguous classifications of samples lying in the overlapping regions of different SVDD-hyperspheres. Fig. 8 also shows that the average CAs and RRs of AI-SVDD are lower than those of SVDD, indicating that only updating one-class SVDD would reduce its performance because of the misclassifications involved in the update process.
B. Rejection on Outlier Motion
The variations in the sEMG characteristics were quantitatively evaluated to test the adaptive abilities of the classifiers. The metrics that depict the variations in the sEMG characteristics are defined as, We evaluated the variations in the sEMG characteristics caused by muscle fatigue using the data acquired in Section III.A-2). The metrics computed using the testing data obtained with subject-1 (male, age 30) are displayed in Fig. 9 gradually decrease with time, from 1.0 to 0.5. As mentioned in Section III.A-2), the acquisition of testing data across ten sessions lasted approximately 25 minutes with no rests between the sessions, and increasing fatigue was reported by the subjects after the data capture. The MAV can be regarded as an index of the signal energy. As a result, the reductions in ξ m i, j imply that the increasing fatigue may have caused a decrease in the energy of the measured sEMG signal and a gradual deviation of the testing data from the training data. Using the testing data of subject-1, we computed the CAs of six classifiers and reported the results in Fig. 10 . The average CAs obtained by the three static classifiers, i.e., HC, KLDA, and MLP, showed an overall decrease with the increasing deviations of the testing data from the training data. However, the AIHC can adapt to the variations in the sEMG characteristics via adaptive update and its average CA can be maintained at > 90%; even some MAVs of the test sEMG may reduce to 0.5× of the training data. The overlapping region of the SVDD-hyperspheres significantly reduces the performance of SVDD and AI-SVDD and produces lower CAs than those of the other four classifiers.
Using the testing data and classifiers of all subjects, we calculated the average CA±std (standard deviation) for all subjects (Table II) . The AIHC achieved an average CA of 92.6% and significantly outperformed AI-SVDD, HC, SVDD, KLDA, and MLP with absolute gains of 20.1% (p< 0.001), 7.9% (p< 0.01), 15.5% (p< 0.001), 10.2% (p< 0.01), and 8.2% (p< 0.01), respectively. This further demonstrates the robustness of the AIHC against muscle fatigue.
C. Robustness Against Doffing/Donning Electrode
We evaluated the variations in the sEMG characteristics caused by doffing/donning the electrodes using the data acquired in Section III.A-1) and A-3) . The results computed with the data of subject-1 using (9) are depicted in Fig. 11 . Unlike the results in Fig. 9 , the variations in the sEMG characteristics, ranging from 0.2 to 1.9, are overall irregular because doffing/donning the electrodes every day would inevitably cause irregular variations in the electrode positions. Specifically, ξ c i indicates that the class centers of the testing data would deviate from those of the training data by 0.6 ∼ 1.6× the distance.
Similarly, the CAs computed using the testing data of subject-1 and the average CA pmstd across all subjects are presented in Fig. 12 and Table III, respectively. Comparison of Fig. 10 with Fig. 12 and of Table II with III indicates that the static classifiers, i.e., HC, SVDD, KLDA, and MLP, produce 3.5% to 7.3% lower average CAs under electrode doffing/donning than those under muscle fatigue, which implies that larger variations of the testing data cause a lower classification performance of static classifiers. Nevertheless, with the help of adaptive update, the AIHC can well adapt to the changes in the sEMG characteristics and achieve an average (Table III) , outperforming the static classifiers with an absolute gain of 11.3% over HC (p< 0.001), 20.5% over SVDD (p< 0.001), 13.2% over KLDA (p< 0.001), and 10.5% over MLP (p< 0.001). AI-SVDD produces the lowest CA due to the overlapping regions of the SVDD-hyperspheres and the misclassifications in the updates.
D. Evaluation of Real-Time Performance
We evaluated the real-time performance of the AIHC-based MPR as an indication of the computation complexity. The raw sEMG data of all subjects acquired in Section-III.A were used as inputs. The algorithm flow, including feature extraction, rest determination, recognition, and update, was coded using a combination of C++ and MATLAB. The program was executed on a PC with 2.66-GHz Intel Core2 CPU and 4-GB RAM. We evaluated the online processing time of each stage in the AIHC-based MPR. Table IV shows that the total recognition time is < 8 ms. The updates were performed and completed during the resting state; thus, they were independent of the recognition process. The total update time ranged from 25 ms to 38 ms, which is less than the time of a slidingwindow (50 ms). The results also show the potential of the AIHC-based MPR for real-time applications without a perceptible time delay for users (< 250 ms [31] ).
V. DISCUSSION AND FUTURE WORK
Retraining classifiers by accounting for the changes in data characteristics can achieve high recognition accuracy, but at the cost of repeated cumbersome training sessions involving manual assistance [22] . Adaptive classifiers that can self-update online are more user-friendly and feasible for developing practical systems. How to select proper data to update the classifiers is the main question. In this study, a simple online-evaluator, i.e., (6) , was introduced as the dataselector so that the AIHC can update automatically with little manual intervention (for inputting a class label manually to add a new target class into the recognition process of the AIHC). The AIHC maintained an average CA of > 90% under various interferences, thus outperforming the static classifiers (HC, SVDD, KLDA, and MLP).
Comparison With previous studies: Multiple interferences, such as change in limb position, muscle fatigue, and electrode doffing/donning, alter the sEMG characteristics, resulting in the deterioration of the MPR performance [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] . Some robust classifiers were developed to reduce the impacts of the interferences and enhance the MPR performance, such as 92.67% [19] and 92.17% [21] of recognition accuracy in a long-term MPR task, 94.99% of CA for multi-day MPR tasks with electrode doffing/donning [5] , 80% of CA and RR respectively for target and untrained motions [18] , and 99% of CA and 91% of RR respectively for target and unwanted motions [9] . Relatively high CA or RR values can be obtained using a static classifier [9] ; however, static classifiers have limited recognition abilities for some fixed motions and cannot adapt to the non-stationary changes in the sEMG characteristics. Adaptive classifiers may produce relatively low CA due to the dynamic characteristics of the classifiers, but they can effectively reduce the deterioration of the MPR performance caused by the non-stationary changes in the sEMG characteristics [21] . However, existing adaptive classifiers, which are developed only with respect to a single specific interference, may have no ability to manage multiple interferences. The AIHC proposed in this study overcomes these shortcomings; it can self-update online using the proposed incremental and adaptive strategies to adapt to the dynamic changes in the sEMG characteristics and its recognition ability can increase online with little manual intervention. The two efficient update strategies ensure that the AIHC can manage multiple interferences, such as outliers, muscle fatigue, and electrode doffing/donning. The RR of > 90% is higher than that reported in [18] , and 92% of CA under different interferences is close to the results in [19] , [21] , [23] . In the future, the approach of majority vote [16] or increasing the number of electrodes will be tested to further improve the performance of the AIHC-based MPR.
Limitations and Future Work: First, in the AIHC setting, the updates based on the evaluator, i.e., (5) and (6), were performed and completed during the resting state. Therefore, a resting state should be present between two actions. This requirement may cause limitations in the mode of motions, i.e., it may cause the movements to be unnatural to a certain extent. In our experiments, we set a resting state to space every two adjacent actions, as seen in previous studies [16] , [23] , which may be acceptable for amputees in the early use of myoelectric prostheses. In the future, more tests will be conducted to verify the recognition ability of the AIHC for continuous movements in daily activities, where no resting state exists between two actions. Second, the evaluator thresholds, i.e., η 1 , η 2 , and η 3 in (6), should be set manually beforehand. These thresholds are very important and directly influence the recognition accuracy and the update steps of the AIHC. In our study, we set the values of the thresholds based on our prior research experience. The systematic selection of the optimal threshold values remains an open question.
Third, the variations in the sEMG characteristics were quantitatively evaluated to indicate the deviation of the testing data from the training data. The results in Fig. 9-12 show that larger deviations may cause lower CAs for static classifiers (HC, SVDD, KLDA, and MLP), whereas AIHC can effectively adapt to large-scale changes in the sEMG characteristics with variations ranging from 0.2 to 1.9. However, the upper bound of the variations that AIHC can accommodate was not obtained in the current work.
Finally, we only tested the proposed method using the sEMG-data of able-bodied subjects. Previous studies indicated that similar results could be obtained using the data from amputees [7] . The tests with amputees are necessary and valuable for gaining proper insight into the implementation of myoelectric prostheses, which will be conducted in our future work. Besides the three types of interferences discussed in this work, we will further investigate the performance of the AIHC against other interferences in daily activities, such as change in limb position, force variation, and multiple users.
