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Abstract—This paper studies optimal probabilistic
motion planning of a mobile agent in an uncertain
environment where pre-specified tasks might not be
fully realized. The agent’s motion is modeled by a
probabilistic labeled Markov decision process (MDP).
A relaxed product MDP is developed, which allows the
agent to revise its motion plan to not strictly follow
the desired LTL constraints whenever the task is found
to be infeasible. To evaluate the revised motion plan,
a utility function composed of violation and imple-
mentation cost is developed, where the violation cost
function is designed to quantify the differences between
the revised and the desired motion plan, and the im-
plementation cost are designed to bias the selection
towards cost-efficient plans. Based on the developed
utility function, a multi-objective optimization problem
is formulated to jointly consider the implementation
cost, the violation cost, and the satisfaction probability
of tasks. Cost optimization in both prefix and suffix of
the agent trajectory is then solved via coupled linear
programs. Simulation results are provided to demon-
strate its effectiveness.
I. Introduction
Autonomous agents are often tasked with complex mis-
sions, such as search, rescue, and space exploration, in a
dynamic and uncertain environment. Agents operating in
such an environment are subject to a variety of uncer-
tainties. Typical uncertainties arise from the stochastic
behaviors of the motion (e.g., agent may not exactly
follow the control inputs due to potential sensing noise or
actuation failures) and uncertain environment properties
(e.g., mobile obstacles or time-varying areas of interest).
In addition to motion and environment uncertainties,
another layer of complexity in robotic motion planning
is the feasibility of desired behaviors. For instance, areas
of interest to be visited can be found to be prohibitive
to the agent in practice (e.g., surrounded by water that
the ground robot cannot traverse), resulting in that user-
specified tasks cannot be fully realized. Motivated by
these challenges, this work considers motion planning of
a mobile agent with partially infeasible task specifications
subject to motion and environment uncertainties.
Linear temporal logic (LTL) is a formal language capa-
ble of describing complex missions [1]. Motion planning
with LTL task specifications has generated substantial
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interest in robotics (cf. [2]–[6] to name a few). Markov
decision process (MDP) is often used to model motion
uncertainties in robotics [7]. Recently, there is growing
interest in the control synthesis to address MDPs with
LTL specifications based on probabilistic model checking.
For instance, control policies were developed over MDPs to
satisfy a variety of temporal logic task specifications, such
as co-safe LTL tasks for multi-robot systems [8], standard
LTL tasks for a noisy differential drive mobile robot [9],
computation tree logic tasks [10], and stochastic signal
temporal logic tasks [11]. When considering MDP with un-
known transition probabilities, learning approaches, such
as model-based reinforcement learning or model-free Q-
learning, are employed to learn optimal policies satisfying
given LTL specifications [12]–[14]. However, these afore-
mentioned works only considered feasible tasks that can
be fully executed. A challenging problem is how missions
can be successfully managed in a dynamic and uncertain
environment where desired tasks are only partially infea-
sible.
This work considers control synthesis of a mobile agent
with partially infeasible LTL specifications. The environ-
ment is dynamic and uncertain. Probabilistic properties
are used to indicate the likelihood of workspace properties
(e.g., obstacles or areas of interest) in the environment.
In addition to environment uncertainties, the agent is
further subject to motion uncertainties caused by potential
actuation failures. MDP is employed to model the proba-
bilistic motion of the agent within the environment. Due
to motion and environment uncertainties, user-specified
tasks might not be fully feasible. To handle the challenge
of partially infeasible tasks, a relaxed product MDP is
developed, which allows the agent to revise its motion
plan to not strictly follow the desired LTL constraints
whenever the environment does not permit. To evaluate
the revised motion plans, a utility function composed of
violation and implementation cost is developed, where
the violation cost function is designed to quantify the
differences between the revised and the desired motion
plan, and the implementation cost are designed to bias the
selection towards efficient plans. Based on the developed
utility function, cost optimization in both prefix and suffix
of the agent trajectory is considered. Simulation results are
provided to demonstrate its effectiveness.
The contributions of this work are multi-fold. First,
this work considers motion planning in a dynamic and
uncertain environment where desired tasks might not be
fully feasible. Motion planning in a potentially conflict sit-
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2uation has been partially investigated via control synthesis
under soft LTL constraints [15], [16] and the minimal
revision of motion plans [17]–[19]. However, only deter-
ministic transition system is considered in the works of
[15]–[19]. When considering probabilistic systems, iterative
temporal planning is developed in [4] and [20] with partial
satisfaction guarantees. However, these results are limited
to co-safe LTL and it is not yet understood how complex
LTL missions can be successfully managed. Different from
these existing literature, this work takes into account both
motion and environment uncertainties in motion planning.
In addition, this work also considers cost optimization of
the agent trajectory, which receives little attention in the
works of [15], [17]–[20].
Second, this work considers cost optimization in both
prefix and suffix of the agent trajectory. Optimal policies
for plan prefix and suffix have been investigated in the
literature [21]–[24]. A sub-optimal solution was developed
in [21] and minimizing the bottleneck cost was considered
in [22]. The work of [23] and [24] considered optimizing the
total cost of plan prefix and suffix while maximizing the
satisfaction probability of specific LTL tasks. However, the
aforementioned works mainly focused on motion planning
in feasible cases and relied on a key assumption of the
existence of accepting maximum end component (AMEC)
in the product MDP. Such an assumption may not be
true if desired tasks are only partially feasible in the
operating environment. If AMECs do not exit, the work
of [24] considered using the accepting strong connected
component (ASCC) instead and developed policies mini-
mizing the frequency of entering bad states that violate
the task specification. However, even ASCC may not exist
when the tasks are only partially feasible. To address these
challenges, a relaxed product MDP is developed in this
work, based on which cost optimization in both prefix and
suffix of the agent trajectory is then solved via coupled
linear programs. Multi-objectives such as minimizing the
violation and the implementation cost are considered in
the cost optimization. In addition, it is worth pointing out
that the developed approach is also applicable to feasible
cases, yielding similar performance as previous works.
Moreover, limit-deterministic Büchi automata (LDBA)
is used instead of the traditional Rabin automata to reduce
the size of automaton. It is well known that Rabin automa-
ton, in the worst case, is doubly exponential in the size of
the LTL formula, while LDBA only has an exponential-
sized automaton [25]. As a result, LDBA based control
synthesis is being increasingly used for mobile robots
with LTL motion constraints in [26] and [27]. However,
LDBA was used to generate traditional product MDP.
Only motion planning in feasible cases was considered (i.e.,
with goals to reach AMECs) in most existing results. In
this work, LDBA is extended for the relaxed product MDP
to handle partially infeasible LTL specifications, which
reduces the complexity of the automaton and improves
the computational efficiency.
II. PRELIMINARIES
A. Labeled MDP
A labeled finite MDP is a tupleM = (S,A, pS , s0,Π, L),
where S is a finite state space; A is a finite action space
(with a slight abuse of notation, A (s) also denotes the set
of actions enabled at s ∈ S); pS : S × A × S  [0, 1] is
the transition probability function such that, for ∀s ∈ S,∑
s′∈S pS (s, a, s′) = 1 if a ∈ A (s) and pS (s, a, s′) = 0
otherwise; s0 ∈ S is the initial state; Π is a set of atomic
propositions; and L : S  2Π is a labeling function. Denote
by Post (s, a) = {s′ ∈ S| pS (s, a, s′) > 0} the set of states
that can be transited to by taking a ∈ A (s). Let µ be
an action function, which can be either deterministic such
that µ : S → A maps a state s ∈ S to an action in A (s),
or randomized such that µ : S ×A→ [0, 1] represents the
probability of taking an action in A (s) at s. The MDP
M evolves by taking actions µi at each stage i ∈ N0,
where N0 = N ∪ {0} with N being the set of natural
numbers. The control policy µ = µ0µ1 . . . is a sequence
of actions, which yields a path s = s0s1s2 . . . overM with
P (si, µi (si) , si+1) > 0 for all i ∈ N0. If µi = µ for all i,
then µ is called a stationary policy. The control policy µ
is memoryless if each µi only depends on its current state
and µ is called a finite memory policy if µi depends on its
past states.
A sub-MDP ofM is denoted byM(S′,A′) where S′ ⊂ S,
A′ ⊆ A, and, for any s ∈ S′, A′ (s) ⊆ A (s) and
Post (s, a) ⊆ S′ with a ∈ A′ (s). The directed graph
induced byM(S′,A′) is denoted by G(S′,A′). An end compo-
nent (EC) ofM is a sub-MDPM(S′,A′) such that G(S′,A′)
is strongly connected. An ECM(S′,A′) is called a maximal
end component (MEC) if there is no other EC M(S′′,A′′)
such that S′ ⊆ S′′ and A′ (s) ⊆ A′′ (s), ∀s ∈ S. It
should be noted that, once a path enters an EC, it will
stay within the EC as the transitions are constrained. A
strongly connected component (SCC) of M is a set of
states S˜ ⊂ S such that there exists a path between any
two states in S˜ in the induced graph. Different from an
EC, there may exist paths staring within the SCC and
ending outside of the SCC. A bottom strongly connected
component (BSCC) is an SCC from which no state outside
is reachable. A more detailed treatment of labeled MDP
can be found in [1].
B. LTL and Limit-Deterministic Büchi Automaton
An LTL is built on a set of atomic propositions Π,
standard Boolean operators such as ∧ (conjunction), ¬
(negation), and temporal operators ∪ (until), , (next),
♦ (eventually),  (always). Detailed descriptions of the
syntax and semantics of LTL can be found in [1]. Given an
LTL formula that specifies the missions, the satisfaction of
the LTL formula can be evaluated by a Limit-deterministic
Büchi automaton (LDBA) [25].
Definition 1. An LDBA is a tuple A = (Q,Σ, δ, q0, F ),
where Q is a finite set of states, Σ = 2Π is a finite alphabet;
δ : Q × (Σ ∪ {})  2Q is a transition function, q0 ∈ Q
3is an initial state, and F = {F1, F2, . . . , Ff} is a set of
accepting states with Fi ⊆ Q, ∀i ∈ {1, . . . f}. The states
Q can be partitioned into a deterministic set QD and a
non-deterministic set QN , i.e., Q = QD ∪QN , where
• the state transitions in QD are total and restricted
within it, i.e.,
∣∣δ(q, α)∣∣ = 1 and δ(q, α) ⊆ QD for
every state q ∈ QD and α ∈ Σ,
• the -transition is not allowed in the deterministic set,
i.e., for any q ∈ QD, δ(q, ) = ∅, and
• the accepting states are only in the deterministic set,
i.e., Fi ⊆ QD for every Fi ∈ F .
In Def. 1, the -transitions are only defined for state
transitions from QN to QD. In addition, -transitions do
not consume input alphabet. Compared to the widely used
deterministic Rabin Automaton (DRA), LDBA generally
has a smaller size and is more efficient in implementation
[25]. Denote by q = q0q1 . . . a run of an LDBA, where
qi ∈ Q, ∀i ∈ N0. The run q is accepted by the LDBA, if
it satisfies the Büchi condition, i.e., inf (q)∩F 6= ∅, where
inf (q) denotes the set of states that is visited infinitely
often. To convert an LTL formula to an LDBA, readers are
referred to [26] for algorithms with free implementations.
In the following analysis, Aφ is used to denote the LDBA
corresponding to an LTL formula φ.
III. Problem Statement
The high-level task specification to be performed by
the agent is described by an LTL formula φ over Π. The
agent’s motion is modeled by a probabilistic labeled MDP
M = (S,A, pS , (s0, l0) ,Π, L, pL, cA), where S,A, pS ,Π, L
are the same as in Section II-A, the pair (s0, l0) denotes
an initial state s0 ∈ S and an initial label l0 ∈ L (s0),
pL : S × 2Π  [0, 1] is a probability function, i.e., pL (s, l)
denotes the probability of l ⊆ L (s) associated to s ∈ S
satisfying
∑
l∈L(s) pL (s, l) = 1,∀s ∈ S, and cA : S × A 
R+ is a cost function, i.e., cA (s, a) indicates the cost of
performing a ∈ A (s) at s. The transition probability
pS captures the motion uncertainties of the agent while
the labeling probability pL captures the environmental
uncertainties.
It is assumed that the agent can sense its current state
and the associated labels. The agent’s path under a control
policy µ = µ0µ1 . . . is given by sµ∞ = s0 . . . sisi+1 . . .,
which satisfies si+1 ∈
{
s ∈ S∣∣pS (si, µi (si) , s) > 0}. Let
L (sµ∞) = l0l1 . . . be the sequence of labels associated with
sµ∞ such that li ∈ L (si) and pL (si, li) > 0. The expected
average cost per stage (ACPS) of an infinite path sµ∞ over
M under µ is defined as
J (sµ∞) = lim sup
n→∞
EµM
[
1
n
n∑
i=0
cA (si, µi)
]
. (1)
When operating in a dynamic and unknown environ-
ment, user-specified mission φ might not be fully feasible.
To elaborate this potential issue, a motivating example is
provided as below.
Figure 1. Example of a partially infeasible environment where Base
1 can never be visited.
Example 1. Consider a robot tasked to visit Base 1 and 2
while avoiding Obstacles, as shown in Fig. 1. The labels
of cells are assumed to be probabilistic, e.g., Obs : 0.5
indicates that the likelihood of a cell occupied by an
obstacle is 0.5. To model motion uncertainty, the robot
is assumed to be able to successfully act as required (e.g.,
move forward) with a probability of 0.8 and fails with a
probability of 0.2. Fig. 1 represents a partially infeasible
case, where Base 1 is surrounded by obstacles and thus
cannot not be visited, while Base 2 is always accessible.
Hence, robot is desired to revise its motion planning to
mostly fulfill the given task (e.g., visit only Base 2 instead)
whenever the environment is found to be prohibitive.
Motivated by these challenges, the problem considered
in this work is stated as follows.
Problem 1. The goal of this work is to find an optimal
finite memory policy µ that jointly considers minimizing
the expected ACPS of sµ∞ in (1) while mostly satisfying
the user-specified mission φ with guaranteed satisfaction
probability, whenever φ is not fully feasible in the op-
erating environment (i.e., L (sµ∞) satisfies φ as much as
possible).
IV. Relaxed Probabilistic Product MDP
This section first presents the construction of LDBA-
based probabilistic product MDP, and then presents how
it can be relaxed to handle partially infeasible LTL con-
straints in Section IV-B. The properties of the relaxed
product MDP are discussed in Section IV-C.
A. LDBA-based Probabilistic Product MDP
We first present the definition of LDBA-based proba-
bilistic product MDP.
Definition 2. Given a probabilistic MDP M and an
LDBA Aφ, the product MDP is defined as a tuple
P = (X,UP , pP , x0,Acc, cPA), where X = S × 2Π × Q
is the set of labeled states, i.e., x = (s, l, q) ∈ X with
4l ∈ L (s) satisfying pL (s, l) > 0; UP = A ∪ {} is the
set of actions, where the -transitions are only allowed
for LDBA states; x0 = (s0, l0, q0) is the initial state;
Acc =
{
(s, l, q) ∈ X∣∣q ∈ F} is the set of accepting states;
the cost of taking an action uP ∈ UP at x = (s, l, q) is
defined as cPA
(
x, uP
)
= cA (s, a) if uP = a ∈ A (s) and
cPA
(
x, uP
)
= 0 otherwise, and, given a state x′ = (s′, l′, q′)
in X, the transition function pP : X × UP × X  [0, 1]
is defined as: 1) pP
(
x, uP , x′
)
= pL (s′, l′) · pS (s, a, s′) if
δ (q, l) = q′ and uP = a ∈ A (s); 2) pP (x, uP , x′) = 1
if uP ∈ {}, q′ ∈ δ (q, ), and (s′, l′) = (s, l); and 3)
pP
(
x, uP , x′
)
= 0 otherwise.
In Def. 2, the actions {} in P represent non-
deterministic -transitions for LDBA states in X only.
The product MDP P captures the intersections between
all feasible paths over M and all words accepted to Aφ,
facilitating the identification of admissible agent motions
that satisfy the task φ.
Let pi = uP0 . . . uPi uPi+1 . . . denote a policy over P, where
uPi ∈ UP , ∀i ∈ N0, and denote by xpi∞ = x0 . . . xixi+1 . . .
the infinite path generated by pi. The path xpi∞ is accepted
if inf (xpi∞) ∩Acc 6= ∅. Let Xpi denote the set of accepting
paths, i.e., Xpi =
{
xpi∞ ∈Xpi : inf (xpi∞) ∩Acc 6= ∅
]}
.
Consider a sub-product MDP P ′(X′,U ′), where X ′ ⊆ X
and U ′ ⊆ UP . If P ′(X′,U ′) is a maximum end component
of P and X ′ ∩ Acc 6= ∅, P ′(X′,U ′) is called an accepting
maximum end component (AMEC) of P. Once a path
enters an AMEC, the subsequent path will stay within
it when taking actions from U ′. There exit policies such
that the state x ∈ X ′ ∩ Acc can be visited infinitely
often. Denote by Ξacc =
{
Ξiacc, i = 1 . . . nPacc
}
the set of
all AMECs of P, where Ξiacc = P ′(X′i,U ′i) with X
′
i ⊆ X
and U ′i ⊆ UP and nPacc is the number of AMECs in P.
Given a policy pi, the desired task φ is satisfied if the path
xpi∞ ∈Xpi enters an AEMC in Ξacc. As a result, satisfying
the task φ is equivalent to reaching an AMEC in Ξacc.
B. Relaxed Probabilistic Product MDP
For the product MDP P defined in Sec IV-A, the sat-
isfaction of φ is based on the assumption that there exist
AMECs in P. However, such an assumption is not always
satisfied in practice, especially when the environment is
highly uncertain and dynamic (i.e., partially infeasible
tasks). For example, it can be verified that there does
not exist an AMEC in Example 1. If AMECs do not
exist, existing results that rely on AMECs are no longer
applicable. To address this challenge, the relaxed product
MDP is designed to allow the agent to revise its motion
plan to not strictly follow the desired LTL constraints.
Definition 3. The relaxed product MDP is constructed
from P as a tuple R = (X,UR, pR, x0,Acc, cRA , cRV ) ,
whereX, x0, and Acc are the same as in P, UR is the set of
extended actions, pR : X×UR×X  [0, 1] is the transition
function, cRA : X × UR  R is the implementation cost,
and cRV : X × UR ×X  R is the violation cost.
In Def. 3, the actions in P are extended to jointly
consider the actions of M and the input alphabet of Aφ
in R. Specifically, given a state x = (s, l, q) ∈ X, the
actions available at x in R are denoted by UR (x) ={
(a, ι)
∣∣a ∈ A (s) , ι ∈ (2Π ∪ )]}. Given an action uR =
(a, ι) ∈ UR (x), we further denote by u∣∣RM and u∣∣RA the
projections of uR to A (s) inM and to 2Π∪{} in Aφ, re-
spectively, i.e., u
∣∣R
M = a and u
∣∣R
A = ι. The transition prob-
ability pR from a state x = (s, l, q) to a state x′ = (s′, l′, q′)
is defined as: 1) pR
(
x, uR, x′
)
= pL (s′, l′) · pS (s, a, s′)
with a = u
∣∣R
M, if q can be transited to q
′ and u
∣∣R
A 6= 
and δ
(
q, u
∣∣R
A
)
= q′; 2) pR
(
x, uR, x′
)
= 1, if u
∣∣R
A = ,
q′ ∈ δ (q, ), and (s′, l′) = (s, l); 3) pR (x, uR, x′) = 0
otherwise. That is, under an action uR ∈ UR (x), it holds
that
∑
x′∈X p
R (x, uR, x′) = 1.
Given a state x and an action uR, the implementation
cost cRA : X × UR  R is defined as
cRA (x, uR) =
{
cA (s, a) if u
∣∣R
M ∈ A (s) ,
0 otherwise.
To define the violation cost cRV , suppose that
Π = {ι1, ι2 . . . ιM} and consider an evaluation function
Eval : 2Π  {0, 1}M , where Eval (l) = {vi}M with vi = 1
if ιi ∈ l and vi = 0 otherwise, where i = 1, 2, . . . ,M and
l ∈ 2Π. To quantify the difference between two elements
in 2Π, consider ρ (l, l′) = ‖v − v′‖1 =
∑M
i=1 |vi − v′i| ,where
v = Eval (l), v′ = Eval (l′), l, l′ ∈ 2Π, and ‖·‖1 is
the `1 norm. The distance from l ∈ 2Π to a set
X ⊆ 2Π is then defined as Dist(l,X ) = 0 if l ∈ X , and
Dist(l,X ) = min
l′∈X
ρ (l, l′) if l /∈ X . The violation cost of the
transition from x = (s, l, q) to x′ = (s′, l′, q′) under an
action uR can then be defined as
cRV
(
x, uR, x′
)
=
{
pL (s′, l′) ·wV (x, x′) if u
∣∣R
A 6= ,
0 otherwise,
where wV (x, x′) = Dist (L (s) ,X (q, q′)) with X (q, q′) ={
l ∈ 2Π
∣∣∣q l q′} being the set of input alphabets that
enables the transition from q to q′. The weighted vio-
lation function wV (x, x′) quantifies how much the tran-
sition from x to x′ in a product automaton violates
the constraints imposed by φ. It should be noted that
cRV
(
x, uR, x′
)
= 0 if pP
(
x, uP , x′
) 6= 0, since a non-
zero pP
(
x, uP , x′
)
indicates either δ (q, L (s)) = q′ or
δ (q, ) = q′, leading to wV (x, x′) = 0.
It should be noted that the violation cost cRV jointly
considers the probability of an event pL (s′, l′) and the
violation of the desired φ. For instance, a large cost cRV
can occur if either pL (s′, l′) is close to 1 (e.g., an obstacles
appears with high probability), or the violation wV is
large, or both are large. Hence, minimizing the cost cRV will
not only bias the planned path towards more fulfillment of
φ by penalizing wV , but also towards more satisfaction of
mission operation (e.g., reduce the risk of mission failures
by avoiding areas with high probability obstacles). This
idea is illustrated via simulations in the case 2 in Section
5VI.
Remark 1. For the cases that AMECs do not exist, the
work of [24] considered accepting strongly connected com-
ponents (ASCC) instead to minimize the probability of
entering bad system states. However, there is no guaran-
tee that the system will stay within an ASCC to yield
satisfactory performance especially when the probability
of entering bad system states is large. In addition, the ex-
istence of ASCC is based on the existence of an accepting
path, which may not hold if the task is partially infeasible.
C. Properties of Relaxed Product MDP
This section discusses the properties of the designed
relaxed product MDP P.
Theorem 1. Given an MDPM and an LDBA automaton
Aφ corresponding to the desired LTL task specification φ,
the designed relaxed product MDP R =M⊗ Aφ has the
following properties:
1) there always exists at least an AMEC in R,
2) the state transitions in the traditional product P are
contained in R, and
3) if the LTL formula φ is feasible over M, the states
in AMECs of P are contained in AMECs of R.
Proof. Property 1: a content..s indicated in [25], for an
LDBA Aφ, there always exits a BSCC that contains at
least one of the accepting states. Without loss of general-
ity, let QB ⊆ Q be a BSCC of Aφ such that δ (q, q′) 6= ∅,
∀q, q′ ∈ QB , and QB ∩ F 6= ∅. Denote byM(S′,A′) an end
component ofM. By the definition of the relaxed product
MDP R =M⊗Aφ, we can construct a sub-product MDP
R(XB ,URB ) such that x = 〈s, l, q〉 ∈ XB with s ∈ S
′ and
q ∈ QB . For each uRB (x) ∈ URB , we restrict uRB (x) =
(A (s) , lB) with A (s) ∈ A′ and δ (q, lB) ∈ QB . As a result,
we can obtain that an end components R(XB ,URB ) that
contains at least one of accepting states due to QB∩F 6= ∅,
resulting an accepting end components. Therefore, there
exists at least an AMEC in the relaxed R.
Property 2: by Def. 2, there is a transition between
x = 〈s, l, q〉 and x′ = 〈s′, l′, q′〉 in P if and only if
pP
(
x, uP , x′
) 6= 0. There are two cases for pP (x, uP , x′) 6=
0: i) δ (q, L (s)) = q′ and pS (s, a, s′) 6= 0 with uP = a; and
ii) q′ ∈ δ (q, ) and uP = . In the relaxed R, for case
i), there always exist u
∣∣R
A = L (s) and u
∣∣R
M = u
P = a
with pS (s, a, s′) 6= 0 such that pR
(
x, uR, x′
) 6= 0. For
case ii), based on the fact that q′ ∈ δ (q, ), there always
exists u
∣∣R
A =  such that p
R (x, uR, x′) 6= 0. Therefore,
any existing state transition in P is also preserved in the
relaxed product MDP R.
Property 3: If φ is feasible overM, there exist AMECs
in both P and R. Let ΞP and ΞR be an AMEC of P
and R, respectively. From graph perspectives, ΞP and
ΞR can be considered as BSCCs G(ΞP) ⊆ G(X,UP) and
G(ΞR) ⊆ G(X,UR) containing accepting states, respectively.
According to Property 2, it can be concluded that G(ΞP)
is contained in G(ΞR).
Figure 2. (a) The LDBA Aφ. (b) The MDPM. (c) The constrained
product MDP. (d) The relaxed product MDP.
Theorem 1 indicates the state transitions in P are a
subset of the state transitions in R. That is, if there exists
a transition between two states x and x′ in P, there always
exists an action uR generating a transition between x and
x′ in R with zero violation cost. Therefore, if a give task φ
is fully feasible in P (i.e., there exists an accepting path sµ
over P satisfying φ), there must exist a path corresponding
to sµ overR free of violation cost. In other words, P can be
extended to handle feasible tasks by identifying accepting
paths with zero violation cost.
According to the Property 1 of Theorem 1, let ΞRi =(
Xi, U
R
i
)
denote an AMEC of R and let ΞRacc ={
ΞR1 , . . . ,ΞRN
}
denote the set of AMECs. The following
example illustrates that the designed R has at least an
AMEC even if P does not have one.
Example 2. Consider an LDBA Aφ corresponding to φ =♦a ∧ ¬Obs and an MDP M as shown in Fig. 2 (a)
and (b), respectively. For the ease of presentation, only
projected actions u
∣∣R
M are shown. The product MDP P =M⊗Aφ and R =M⊗Aφ are shown in Fig. 2 (c) and (d),
respectively. Since the accepting states can not be reached
from the initial state, the LTL formula φ is infeasible over
M, and consequently there is no AMEC in P. However,
there exists an AMEC in R.
Given an accepting path xpi∞ = x0 . . . xixi+1 . . . over R
(i.e., inf (xpi∞)∩Acc 6= ∅), the cost of each transition from
xi to xi+1 is defined as
cR
(
xi, u
R
i , xi+1
)
=cRA
(
xi, u
R
i
)
·max
{
eβc
R
V (xi,uRi ,xi+1), 1
} (2)
where β ∈ R+ indicates the relative importance. Due to
the exponential in (2), cRV has higher priority than cRA
in determining the cost cR. Hence, if a large β is used,
optimizing the cumulative cR tends to select a path that
mostly fulfills the desired task by minimizing the violation
cost. Based on (2), the expected average cost per stage
6(ACPS) along xpi∞ is defined as
J (xpi∞) = lim sup
n→∞
E
{
1
n
n∑
i=0
cR
(
xi, u
R
i , xi+1
)}
.
Problem 2. Based on the defined ACPS, Problem 1 can
then be formulated as
min
pi∈p¯iJ (x
pi
∞)
s.t.PrpiM (@♦Acc) ≥ γ (3)
where p¯i represents the set of admissible policies over R,
PrpiM (@♦Acc) is the probability of visiting the accepting
states ofR infinitely often, and γ is the desired satisfaction
probability.
V. Solution
Due to the prefix and suffix structure of xpi∞ over R,
the solution to (3) consists of the optimal plan prefix
and suffix. This section focuses on synthesizing an optimal
control strategy that consists of 1) an optimal plan prefix
in Section V-B that drives the system from the given initial
state to AMECs of R while minimizing the short-term
mean ACPS; 2) and an optimal plan suffix in Section V-C
that keeps the system in the reached AMEC of R while
minimizing the long-term mean ACPS.
A. State Partition
To facilitate the analysis, the state X of R is divided
into a transient class XT and a recurrent class XR, where
XR = ∪(Xi,URi )⊆ΞRaccXi is the union of the AMEC states
of R and XT = X \ XR. Let Xr ⊆ XT and X¬r ⊆ XT
denote the set of states that can and cannot be reached
from the initial state x0, respectively. Since the states in
X¬r cannot be reached from x0 (i.e., bad states), we will
only focus on Xr, which can be further divided into Xn
and X¬n based on violation conditions. Let X¬n and Xn
be the set of states that can reach XR with and without
violation edges, respectively. To obtain Xn and X¬n, we
can reverse the directed graph of R and treat the set of
Acc as source nodes. Neglecting the implementation cost
cRA and applying the Dijkstra’s Algorithm, we can find
paths with the minimum violation cost from source nodes
to each state of Xr. The states with zero violation cost are
Xn while the rest are X¬n. Based on Xn , X¬n and XR, let
Xtr, X
′
tr ⊆ XR denote the set of states that can be reached
within one transition from Xn and X¬n, respectively. An
example is provided in Fig. 3 to illustrate the partition of
states.
B. Plan Prefix
The objective of plan prefix is to construct an
optimal policy to drive the system from x0 to
Xtr ∪ X ′tr while minimizing the combined average
cost. To achieve this objective, a sub-MDP Rpre ={
Xpre, U
R
pre, p
R
pre, x0, c
R
Apre
, cRVpre
}
of R is constructed,
where Xpre = Xr ∪ Xtr ∪ X ′tr ∪ v with v being the trap
Figure 3. The illustration of the partition of X in R, where x7 is
an accepting state. The edges with and without violation cost are
marked.
state. The set of actions is URpre = UR ∪ τ , where τ is a
self-loop action. The transition probability pRpre is defined
as: (i) pRpre(x, uR, x¯) = pR(x, uR, x¯), ∀x ∈ Xr, x¯ ∈ Xpre\v,
and uR ∈ UR (x); (ii) pRpre(x, uR, v) = 1, ∀x ∈ Xtr ∪X ′tr
and uR ∈ UR (x); and (iii) PRpre(v, τ, v) = 1. The imple-
mentation cost is defined as: (i) cRApre(x, u
R) = cRA (x, uR),
∀x ∈ Xr and uR ∈ UR (x); and (ii) cRApre(x, uR) =
cRApre(v, τ) = 0, ∀x ∈ Xtr ∪ X ′tr. The violation cost
is defined as: cRVpre(x, u
R, x¯) = cRV (x, uR, x¯), ∀x ∈ Xr,
x¯ ∈ Xr ∪ Xtr, uR ∈ UR (x) and cRVpre(x, uR, x¯) = 0
otherwise.
Given Rpre, the plan prefix in this section aims to find
a policy pi∗pre to the following optimization problem
min
pi∈pipre
EpiRpre
{
c¯R (xpre)
}
s.t.Prpix0,Rpre (♦v) ≥ γ
(4)
where xpre = x0x1 . . . is a path generated under pi
over Rpre, pipre represents the set of all admissible
policies, c¯R (xpre) = lim sup
n→∞
1
n
n∑
i=0
cRpre
(
xi, u
R
i , xi+1
)
is the average cost along xpre with uRi being the
associated control action where cRpre
(
xi, u
R
i , xi+1
)
=
cRApre
(
xi, u
R
i
) · max{eβ·cRVpre(xi,uRi ,xi+1), 1} ,and
Prpix0,Rpre (♦v) represents the probability of xpre starting
from x0 and eventually ending up in the trap state v.
Note that the constraint of reaching v is equivalent to
requiring the system states to reach an AMEC of R and
then stay within it afterward. In addition, due to the
transient properties of Xr and the fact that the cost of
staying at v is zero, the minimization of the expected
combined cost over an infinite horizon is well defined. In
practice, a large β in cR is often employed to encourage
small violation cost (i.e., mostly fulfill the desired task).
Inspired from network flow approaches [28], [29], (4)
is reformulated into a graph-constrained optimization
problem, which is then solved using linear programming.
Specifically, let yx,u denote the expected number of times
that x is visited and u ∈ URpre is taken over the infinite
horizon, which measures the state occupancy among all
paths starting from the initial state x0 under policy pi in
7Rpre, i.e., yx,u =
∞∑
i=0
Prpix0,Rpre
(
xi = x, uRi = u
)
Consider the following linear program:
min
{yx,u}
∑
(x,u),x¯∈Xpre
yx,up
R
pre (x, u, x¯) cRpre (x, u, x¯)
s.t.yx,u ≥ 0∑
(x,u),x¯∈v
yx,up
R
pre (x, u, x¯) ≥ γ∑
u∈URpre(x′)
yx′,u =
∑
(x,u),x¯∈Xtr∪X′tr
yx,uP
R
pre (x, u, x¯)
+ χ0 (x′) , ∀x′ ∈ Xr
(5)
where χ0 is the distribution of initial state,∑
(x,u),x¯∈X′
=
∑
(x,u)
∑
x¯∈X′
with
∑
(x,u)
:=
∑
x∈Xr
∑
u∈URpre(x)
and
X ′ ∈ {Xpre, v,X¬n, Xtr ∪X ′tr}, respectively. Note that∑
(x,u)
∑¯
x∈v
yx,up
R
pre is the expected number of times that all
traces under pi can transit to v for the first time. Thus,
the second constraint in (5) ensures that the system
state will be absorbed to the trap state with a minimum
probability of γ. Similarly, the third constraint guarantees
that the path starts from the initial state. It should be
noted that there always exists at lease a solution pi for
the problem in (4), since AMECs in R always exist by
Theorem 1.
Once the solution y∗x,u to (5) is obtained, the optimal
policy pi∗pre can be generated as
pi∗pre(x, u) =

y∗x,u∑
u∈URpre(x)
y∗
x,u
if x ∈ X∗r ,
1∣∣URpre(x)∣∣ if x ∈ XT \X∗r ,
(6)
where X∗r =
{
x ∈ Xr
∣∣∣∣∣ ∑u∈URpre(x)y∗x,u > 0
}
.
Lemma 1. The optimal policy pi∗pre in (6) ensures that
Prpix0,Rpre (♦v) ≥ γ.
Proof. The proof is similar to Lemma 3.3 in [30]. Due
to the transient class of Xr, yx,u is finite. The sum∑
(x,u),x¯∈v
yx,up
R
pre (x, u, x¯) in (5) is the expected number of
times that Xtr ∪ X ′tr can be reached from a given initial
state under the policy pi∗pre. Since the system remains in
v once it enters Xtr ∪ X ′tr, the sum is the probability of
reaching XR, which is lower bounded by γ.
If a large β is used, pi∗pre(x, u) obtained from (5) can
yield paths with small violation cost to mostly satisfy the
desired task.
Remark 2. Although the problem in (4) considers motion
planning with partially infeasible LTL specifications, its
solution via linear programs in (5) can be trivially ex-
tended to handle motion planning in a feasible environ-
ment. To see that, suppose the use-specific LTL task φ
is fully feasible and the agent motion is modeled by M.
Due to the feasible environment, the traditional product
P can be constructed based on M and the LDBA Aφ
corresponding to φ. Methods such as standard model
checking [1] or the optimal planning in [24] can then be
applied. Note that P is a subset of the relaxed product
R in Def. 3. In other words, any path satisfying φ in P
exists in R. Therefore, if there exists a policy pi such that
Prpix0,P
(
♦ΞPacc
) ≥ γ is satisfied in P, then by solving the
linear program in (5) over R we can find a policy pi such
that Prpix0,Rpre
(
♦ΞRacc
) ≥ γ and the paths under pi has
zero mean violation cost due to the feasible cases.
C. Plan Suffix
After driving the system to an AMEC of ΞRacc by the
policy pi∗pre, this section considers the long-term behavior
of the system inside the AMEC. Since the system can enter
any AMEC, let ΞRj =
(
Xj , U
R
j
) ⊆ ΞRacc denote such an
AMEC and let Xtrj ⊆ Xj denote the set of states that
can be reached from plan prefix xpre. As a result, Xtrj can
be treated as an initial state for plan suffix. Starting from
Xtrj , there may exist policies such that Aj = Xj ∩ Acc
can be visited infinitely often. Different from the widely
used Round-Robin policy which requires all states in Xj
to be visited infinitely often without considering the cost
of paths [1], [28], [31], the objective of plan suffix in this
work is to not only enforce the accepting conditions, but
also considers the cost of long-term behavior.
Particularly, we consider the long-term mean cyclic cost,
which is inspired by the fact that the accepting infinite
path consists of consecutive cycles starting and ending in
the set Aj [23].
Definition 4. An accepting cyclic path xcycle =
xt . . . xt+N¯ associated with ΞRj is a finite path of length
N¯ starting and ending at xt, xt+N¯ ∈ Aj while remaining
within Xj . The mean cyclic cost of xcycle is defined
as c¯Rsuf (xcycle) = 1N¯
t+N¯∑
i=t
(
cR
(
xi, u
R
i , xi+1
))
, where
cR
(
xi, u
R
i , xi+1
)
is defined in (2).
Based on the mean cyclic cost in Def. 4, optimal plan
suffix in this section aims at solving the following opti-
mization problem,
min
pi∈pisuf
Epixcycle∈xˇcyc
{
c¯Rsuf (xcycle)
}
s.t. inf(xpisuf ) ∩Acc 6= ∅,
(7)
where xˇcyc is the set of all accepting cyclic paths as-
sociated with ΞRj . In (7), the infinite path xpisuf can be
considered as the concatenation of finite number of cyclic
paths. Inspired from [24], [32], [33], (7) can be formulated
as a linear program. To find all paths starting from and
ending at Aj within ΞRj , we split Aj to create a virtual
copy Aoutj that has no incoming transitions from Aj and a
virtual copy Ainj that only has incoming transitions from
Aj . As a result, we can represent a cyclic path as a path
starting from Aoutj and ending in Ainj .
Similar to plan prefix, we construct a sub-MDP Rsuf ={
Xsuf , U
R
suf , p
R
suf , D
R
tr , c
R
Asuf
, cRVsuf
}
, where the state is
8Xsuf =Xj\Aj∪Aoutj ∪Ainj and the action is URsuf = URj ∪τ
with URsuf (x) = τ,∀x ∈ Ainj . The transition probabil-
ity pRsuf can be defined as follows: (i) pRsuf (x, uR, x) =
pR(x, uR, x), ∀x, x ∈ Xj\Aj ∪ Aoutj and uR ∈ URj ; (ii)
pRsuf (x, uR, x) = pR(x, uR, x),∀x ∈ Xj\Aj ∪Aoutj , x ∈ Ainj
and uR ∈ URj ; (iii) pRsuf (x, τ, x) = 1, ∀x, x ∈ Ainj .
The implementation cost is defined as: (i) cRAsuf (x, u
R) =
cRA (x, uR), ∀x ∈ Xj\Aj ∪ Aoutj and uR ∈ URj ; and (ii)
cRAsuf (x, τ) = 0, ∀x ∈ Ainj . The violation cost is defined as:
(i) cRVsuf (x, u
R, x) = cRV (x, uR, x), ∀x, x ∈ Xj\Aj ∪ Aoutj
and uR ∈ URj ; (ii) cRVsuf (x, uR, x) = cRV (x, uR, x),∀x ∈
Xj\Aj ∪ Aoutj , x ∈ Ainj and uR ∈ URj ; and (iii)
cRVsuf (x, τ, x) = 0,∀x, x ∈ Ainj . The distribution of the
initial state DRtr : Xsuf  R is defined as DRtr (x) =∑
xˆ∈Xn
∑
uR∈UR
y∗pre(xˆ, uR) · PR(xˆ, uR, x) if x ∈ Xtrj , and
DRtr (x) = 0 if x ∈ Xsuf\Xtrj , where Xn is a set of states
that can reach XR in transient class.
Let zx,u = z (x, u) denote the long-term frequency that
the state is at x ∈ Xsuf \ Ainj and the action u is
taken. Then, to solve (7), the following linear program is
formulated as
min
{zx,u}
∑
(x,u)
∑
x∈Xsuf
zx,up
R
suf (x, u, x¯) cRsuf (x, u, x¯)
s.t.zx,u ≥ 0∑
(x,u)
∑
x∈Ain
j
zx,u · pRsuf =
∑
x∈Xsuf\Ainj
DRtr (x) ,∀x ∈ Xsuf
∑
u¯∈UR
suf
(x)
zx,u¯ =
∑
(x,u)
zx,u · pRsuf +DRtr (x) ,
∀x ∈ Xsuf\Ainj
(8)
where
∑
(x,u)
:=
∑
x∈Xsuf\Ainj
∑
u∈UR
suf
(x)
, and cRsuf (x, u, x¯) =
cRAsuf (x, u) ·max
{
e
β·cRVsuf (x,u,x¯), 1
}
.
Once the solution z∗x,u to (8) is obtained, the optimal
policy can be generated by
pi∗suf (x, u) =

z∗x,u∑
u∈UR
suf
(x)
z∗
x,u
, if
∑
u∈UR
suf
(x)
z∗x,u > 0 6= 0,
1∣∣UR
suf
(x)
∣∣ , otherwise.
(9)
It should be noted that, due to the existence of AMECs
in R, there always exists at least a solution pi∗suf to the
linear program (8).
Lemma 2. The plan suffix pi∗suf in (9) solves (7) for the
AMEC ΞRj .
Proof. The objective function in (8) represents the mean
cost of cyclic paths. The second constraint in (8) guar-
antees the states in Ainj can be eventually reached from
x ∈ Xsuf\Ainj , due to the fact that all input flow from the
transient class will eventually end up in Ainj . The third
constraint represents the in-out flow balance. Thus, the
solution of (8) indicates the accepting states Acc can be
visited infinitely often within the AMEC ΞRj .
Algorithm 1 Complete policy Synthesis and Execution
1: procedure Input: (M , φ, and β)
Output: the optimal policy pi∗ and µ∗
Initialization: Construct Aφ and R = M×Aφ. Set t = 0 and
the execution horizon T
2: Construct AMECs ΞRacc ;
3: Construct Xr,Xn, X¬n, Xtr, X′tr ;
4: if Xr = ∅ then
5: ΞRacc can not be reached from x0 and no pi∗ exists;
6: else
7: Construct Rpre;
8: for each ΞRj ⊆ ΞRacc do
9: Construct Rsuf ;
10: Obtain pi∗ by jointly solving (5) and (8);
11: end for
12: Set xt = x0 = (s0, l0, q0) and st = s0;
13: Set sM = xt
14: while t ≤ T do
15: Select an action uRt according to pi∗ (xt);
16: Obtain st+1 inM by applying action at = ut
∣∣R
M
;
17: Observe lt+1 ;
18: Set xt+1 = (st+1, lt+1, qt+1);
19: Update s by concatenating xt+1;
20: t+ +;
21: end while
22: Return µ∗ (s [: t] , L(s [: t])) ∀t = 0, 1 . . . T
23: end if
24: end procedure
Similar to Remark 2, the plan suffix developed in (8)
and (9) is also applicable to motion planning with feasible
LTL specifications. From standard MDP model checking
method [1], if the LTL specification φ is fully feasible, there
exist a policy pi in P such that the total violation cost
along the generated cyclic path is zero. Since P is a subset
of R, optimizing the cost over R find a policy pi′ in R
corresponding to pi in P with zero violation cost.
D. Complete Policy
A complete stationary policy pi∗ can be obtained by
jointly solving the linear programs in (5) and (8). Since pi∗
is defined over R, to execute the optimal policy over M,
we still need to map pi∗ to an optimal finite-memory policy
µ∗ of M. Suppose the system starts from an initial state
x0 = (s0, l0, q0) and the distribution of optimal actions at
t = 0 is given by pi∗ (s0). Taking an action uR0 according to
pi∗ (s0), the agent moves to s1 and observes its current la-
bel l1, resulting in x1 = (s1, l1, q1) with q1 = δ
(
q0, u0
∣∣R
A
)
.
Note that q1 is deterministic if u0
∣∣R
A 6= . The distribution
of optimal actions at t = 1 now becomes pi∗ (s1). Repeating
this process indefinitely will generate a path xpi∗R = x0x1...
over R, corresponding to a path s = s0s1 . . . over M
with associated labels L(s) = l0l1 . . .. Such a process is
presented in Algorithm 1. Since the state xt is unique given
the agent’s past path s [: t] and past labels L(s [: t]) up to
t, the optimal finite-memory policy is designed as
µ∗ (s [: t] , L(s [: t])) =
{
pi∗ (xt) , for ut
∣∣R
M = a,
0, for ut
∣∣R
A = .
(10)
Recall that by Def. 3 the state st in xt remains the same
if ut
∣∣R
M = , which gives rise to µ
∗ (s [: t] , L(s [: t])) = 0 in
(10).
9Figure 4. Simulated trajectories by the optimal policy in (a) and
the Round-Robin policy in (b).
E. Complexity Analysis
The maximum number of state is |X| = |S| ×
|Lmax (S)| × |Q|, where |Q| is determined by the LDBA
Aφ, |S| is the size of environment, and Lmax (S) is the
maximum number of labels associated with a state s ∈ S.
Due to the consideration of relaxed product MDP and
the extended actions, the maximum complexity of actions
available at x0 = (s0, l0, q0) ∈ X is O (|A (s)| × |Π|).
From [1], the complexity of computing AMECs for R is
O
(
|X|2
)
. The size of linear programs in (5) and (8) is
linear with respect to the number of transitions in R and
can be solved in polynomial time [34].
VI. Case Studies
Consider a mobile agent operating in a grid environ-
ment. There are properties of interest associated with the
cells. To model environment uncertainties, these properties
are assumed to be probabilistic. The agent is allowed to
transit between adjacent cells or stay in a cell, i.e., the
action space is {Up, Right, Down, Left, Stay}. To model
the agent’s motion uncertainty caused by actuation noise
and drifting, the agent’s motion is also assumed to be
probabilistic. For instance, the robot may successfully
take the desired action with probability 0.9 and randomly
take other available actions with probability 0.1. In the
following cases, the algorithms developed in Section V are
implemented, where β = 100 is employed to encourage
small violation of desired tasks if the task is partially
infeasible. The desired satisfaction probability is set as
γ = 0.8. Gurobi is used to solve the linear programs
problem in (5) and (8). All algorithms are implemented in
Python 2.7, and Owl [35] is used to convert LTL formulas
into LDBA. All simulations are carried out on a laptop
with 2.60 GHz quad-core CPU and 8GB of RAM.
A. Case 1: Feasible Tasks
This case considers motion planning in an environment
where the desired task can be completely fulfilled. To
demonstrate the efficiency, our method is compared with
the widely used Round-Rabin policy [1]. Suppose the agent
Figure 5. (a) Normalized distribution of the plan suffix cost under
the optimal policy. (b) Normalized distribution of the violation cost
under the Round-Robin policy.
is required to perform a surveillance task in a workspace
as shown in Fig. 4 and the task specification is expressed
in the form of LTL formula as
ϕcase1 = (@♦base1) ∧ (@♦base2) ∧ (@♦base3)
∧ @ (ϕone → # ((¬ϕone) ∪ Delivery))
∧ @¬Obs, (11)
where ϕone = base1∨base2∨base3. The LTL formula in
(11) means that the agent visits one of the base stations
and then goes to one of the delivery stations, while avoid-
ing obstacles. All base stations need to be visited. The
corresponding LDBA has 35 states and 104 transitions,
and the MDP has 28 states. It took 11.2s to construct the
relaxed product MDP and 0.15s to synthesize the optimal
policy via Alg. 1.
Fig. 4 (a) and (b) show the trajectories generated by our
optimal policy and the Round-Robin policy, respectively.
Clearly, the optimal policy is more efficient in the sense
that less cells were visited during mission operation. 1000
Monte Carlo simulations were conducted. Fig. 5 (a) shows
the distribution of the plan suffix cost, which is close to
the performance of the algorithm in [24]. It indicates that,
when considering feasible tasks, our optimal policy is at
least as good as the policy in [24]. Since Round-Robin
policy would select all available actions enabled at each
state of AMEC, Fig. 5 (b) shows the distribution of the
violation cost under Round-Robin policy. Since the task
is completely feasible, the optimal policy in this work can
always find feasible plans with zero mean violation cost.
B. Case 2: Partially Infeasible Tasks
This case considers motion planning in an environment
where the desired task might not be fully executed. Con-
sider a workspace as shown in Fig. 6. Suppose the agent is
tasked to visit the pickup station and then goes to one of
the upload stations, while avoiding obstacles. In addition,
the agent is not allowed to visit the pickup station before
visiting an upload station, and all upload stations need to
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Figure 6. Simulated trajectories by the optimal policy for different
environments.
be visited. Such a task can be written in an LTL formula
as
ϕcase2 = @ ♦Pickup ∧ @¬Obs
∧ @ (Pickup→ # ((¬Pickup) ∪ ϕone))
∧ @♦Upload1 ∧ @♦Upload2 ∧ @♦Upload3,
(12)
where ϕone = Upload1∨Upload2∨Upload3. Fig. 6 (a)-(c)
show partially infeasible tasks since the cells surrounding
Upload2 are occupied by obstacles probabilistically. Fig. 6
(d) shows an infeasible environment since Upload2 is sur-
rounded by obstacles for sure and can never be reached. If
the environment is completely infeasible, neither AMECs
nor ASCCs exist in the product MDP. It can be verified
that only ASCCs, but AMECs, exit in Fig. 6 (a)-(c).
Simulation results show how the relaxed product MDP
can synthesize optimal plan when no AMECs or no ASCCs
exist. Note that the algorithm in [24] returns no solution
if no ASCCs exists. The resulting LDBA has 43 states and
136 transitions, and it took 0.15s on average to synthesize
the optimal policy. The simulated trajectories are shown
in Fig. 6. In Fig. 6 (a), since the probability of Upload2 is
high and the probabilities of surrounding obstacles are rel-
atively low, the planning tries to complete the desired task
ϕcase2. In Fig. 6 (b) and (c), the probability of Upload2 is
0.3 while the probabilities of surrounding obstacles are 0.2
and 0.8, respectively. The planning still tries to complete
ϕcase2 by visiting Upload2 in Fig. 6 (b) while the planning
is relaxed to not visit Upload2 in Fig. 6 (c) due to the
high risk of running into obstacles and low probability of
Upload2. Since ϕcase2 is completely infeasible in Fig. 6 (d),
the motion plan is revised to not visit Upload2 and select
paths with minimum violation and implementation cost
to mostly satisfy ϕcase2. Fig. 7 presents the distribution
Figure 7. Normalized distributions of the violation cost for different
environments.
Table I
The comparison of workspace size and computation time.
Workspace M R AMECs pi∗
size[cell] Time[s] Time[s] Time[s] Time[s]
5× 5 0.14 10.2 3.6 0.15
10× 10 1.59 26.4 19.4 0.45
15× 15 25.4 65.3 794.1 14.9
30× 30 460.1 291.8 6.7e3 24.7
50× 50 643.9 475.3 1.5e4 52.7
of violation cost corresponding to the four cases in Fig. 6.
C. Case 3
This case considers motion planning in a larger scale
problem. To show the efficiency of using LDBA rather
than DRA, we first repeat the task of Case 1 for different
workspace sizes. Table I lists the computation time for the
construction of MDP, the relaxed product MDP, AMECs,
and the optimal plan pi∗ in different workspace sizes.
To demonstrate the scalability and computational com-
plexity, consider a 40 × 40 workspace as in Fig. 8. The
desired task expressed in an LTL formula is given by
ϕcase3 = ¬Obs ∧ ♦T1 ∧ (T1→, (¬T1 ∪ T2)) ,
where T1 and T2 represent two targets properties to be
visited sequentially. The agent starts from the left corner
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Figure 8. Simulation results for the specification ϕcase3. (a) shows a
feasible case and (b) shows a partially infeasible case where T1 can
not be visited.
(i.e., the light blue cell). The LDBA associated with ϕcase3
has 6 states and 17 transitions, and it took 27.3 seconds
to generate an optimal plan. The simulation trajectory
is shown in Fig. 8. Note that AMECs of P only exist
in Fig. 8 (a). Neither AMECs nor ASCCs of P exist in
Fig. 8 (b), since T1 is surrounded by obstacles and can
not be reached. Clearly, the desired task ϕcase3 can be
successfully executed if the task is fully feasible. When
the task is partially infeasible, the planning is revised to
fulfill partial tasks that are feasible in the environment.
VII. Conclusion
A plan synthesis algorithm for probabilistic motion
planning is developed for uncertain and partially infeasible
tasks. LDBA is employed to reduce the automaton com-
plexity and improve the computational efficiency. The re-
laxed product MDP is developed to allow motion revision
if the workspace is not fully feasible to the desired mission.
Cost optimization is also considered in the plan prefix and
plan suffix of the trajectory. Future research will consider
incorporating learning-based approaches to handle more
complex uncertainties (e.g., unknown transition probabili-
ties). Additional research will also consider extending this
work to multi-agent systems with cooperative tasks.
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