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Near-field scanning microwave microscopy (NSMM) detects local physical 
properties of materials through electromagnetic interaction between the tip and the sample 
at a length scale much smaller than the freespace wavelength of the microwave radiation. 
However, previous implementations of NSMM have suffered from poor resolutions, low 
sensitivity, and unreliable tip-sample contact conditions.  
In this dissertation, I will first briefly review the prior research of NSMM (Chapter 
1) and then naturally move on to the main theme — the basic principles and technical 
details of the recently developed microwave impedance microscope (MIM) (Chapter 2). I 
will present the development of MIM instrumentation including quantitative measurement 
with tuning-fork-based probes, broadband impedance microcopy, and implementation in 
cryogenic environment (Chapter 3), which are utilized in research described in the 
following chapters. The application of MIM will be demonstrated by a number of scientific 
studies in two general categories, emergent phenomena at ferroelectric domain walls and 
electrical inhomogeneity in nanodevices. Chapter 4 describes the discovery of low-energy 
structural dynamics of ferroelectric domain walls in hexagonal rare-earth manganites (h-
 ix 
RMnO3) by broadband impedance microscopy. Chapter 5 includes direct visualization of 
sketched conductive nanostructures at the LaAlO3/SrTiO3 heterostructure and nanoscale 
conductance evolution in ion-gel-gated oxide transistors, demonstrating the capability of 
MIM to image buried structures. I will conclude the dissertation with a short summary and 
outlook for the future. 
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Chapter 1: Introduction 
The ability to see things at smaller scales has always been the dream of human 
beings. The use of water-filled spheres for magnification dated back to almost the very 
beginning of human history. The invention of modern compound optical microscope in the 
17th century made a huge impact to the scientific community by impressive visualization 
of biological ultrastructure. However, the maximum resolution of an optical system is 
limited by diffraction to be 𝑑 =
𝜆
2𝑁𝐴
, where 𝜆 is the wavelength of light and 𝑁𝐴 is the 
numerical aperture. To reach higher resolution than optical microscopes, two branches of 
microscopes were developed — electron microscopes and scanning probe microscopes. 
The former, including transmission electron microscope (TEM) and scanning electron 
microscope (SEM), follows principles similar to optical microscopes but replaces photons 
with electrons, which in turn deliver much higher resolution. The latter, exemplified by 
scanning tunneling microscope (STM) and atomic force microscope (AFM), generates 
images by scanning the surface of a sample using an extremely sharp probe whose height 
is delicately controlled by monitoring the tip-sample interaction. Scientists who invented 
the above techniques were awarded the Nobel Prize in Physics (1986) in recognition of 
their contribution pushing the boundary of spatial resolution. 
While the diffraction limit is correct for far-field microscopy, it can be surpassed 
by exploiting the near-field interaction of evanescent waves generated by passing 
electromagnetic waves through an aperture much smaller than the excitation wavelength. 
In addition to the enhanced resolution, information about physical properties of a specimen 
can also be inferred from characteristic near-field interaction, indicating great potential of 
near-field microscopy in material characterization. The original idea of near-field 
microscopy was proposed by Synge1, 2 in 1928 and 1931 in which super resolution can be 
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achieved by scanning a subwavelength-sized hole in a metal film in close distance of an 
illuminated sample. Decades after the conception of near-field microscopy, its first 
implementation was demonstrated at radio frequency where subwavelength apertures are 
easier to fabricate. The instrument of a microwave magnetic microscope, designed by 
Soohoo3 in 1962, could investigate spatial variation of magnetic resonance using a 
microwave cavity with a small hole exposed to a small section of sample. In 1972, profound 
impact was made by the work of Ash and Nicholls4,  which nicely imaged the 
conductivity and dielectric contrast on patterned samples with a resolution of λ/60 using 
aperture-confined microwaves 3 cm in wavelength. Although the stability and sensitivity 
of such a setup was limited by unsatisfactory control of probe-sample separation and large 
background signal induced by fringing field, essential components of a modern near-field 
microwave microscopy can already be found in this system: a miniature probe delivering 
microwave for near-field interaction and a circuit of microwave electronics to detect 
evanescent microwave after interaction, which carries the information of local physical 
properties.                 
Later development of near-field scanning microwave microscope benefits from the 
advent of SPM and nanofabrication techniques. Measurements with consistent signals were 
made possible through stable control of tip-sample distance from STM and AFM. Tip-
sample interaction can be precisely controlled by carefully designed and fabricated probes. 
Motivated by appealing applications in material characterization and integrated circuit 
testing, a wide range of NSMM has been invented, providing unique approaches to a great 
number of problems that are hard to address by other techniques.  
In this chapter, I will briefly review the history of NSMM with an emphasis on 
probe design, probe-sample interaction, detection electronics and scientific applications. 
The aim of this review is firstly to give readers a historical perspective of NSMM 
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instrumentation, secondly to bring readers’ attention to most important aspects in the 
design of a NSMM, and finally to make the context for microwave impedance microscopy 
(MIM) in the following chapters. The last section will describe the structure of this 
dissertation, including our development of MIM and applications of this technique in the 
studies of novel quantum materials. 
1.1 PROBE DESIGN FOR NEAR-FIELD MICROWAVE MICROSCOPY 
Performance of a microwave microscope largely relies on the design of its probe. 
The dimensions and geometry of a probe determine its resolution and sensitivity while the 
measurable physical properties are decided by the specific probe-sample interaction, or 
specifically, the distribution of electromagnetic fields around the probe. NSMM probes can 
be categorized into two branches — broadband and resonant. Broadband probes are 
essentially waveguides allowing operation at any frequency lower than its cutoff 
frequency, while resonant probes can be regarded as resonators coupled to probe-sample 
interaction. Sensitivity is usually higher for resonant probes, but the operation is limited to 
discrete frequencies (fundamental mode and its higher harmonics). On the other hand, the 




Figure 1.1: Typical probe designs for NSMM. Adapted from Ref. 5.  
Probes for NSMM can vary greatly in specific forms and some representative 
designs are included in Fig. 1.1. Miniature apertures (Fig. 1.1a) are used in early attempts 
of NSMM3, 4, 6 to confine the section of tip-sample interaction but they suffer from power 
loss in the cutoff region. For more efficient energy transmission, probes are based on 
transmission line structures (Fig. 1.1d) and a tapered apex or an extremely thin cable can 
be employed to enhance the resolution.7, 8 As the resolution is presumably determined by 
the size of the inner conductor, it can be further improved to micrometer or even nanometer 
scales by attaching a sharpened tip to the center conductor of the transmission line (Fig. 
1.1b) which concentrates microwave fields.9-12 The open-ended probe has a maximized 
electric field but a minimized magnetic field, ideal for electrical property detection. 
Different electromagnetic field distribution at the tip apex for probing other properties can 
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be achieved with different transmission line geometry such as stripline13-15 (Fig. 1.1e) and 
shunted center conductor16, 17 (Fig. 1.1f). Both aperture-based and transmission-line-based 
probes support a range of operation frequency and thus are broadband probes. For 
enhanced sensitivity, they can be incorporated into a resonant structure like RLC circuit.18 
 The development of AFM-compatible tips (Fig. 1.1c) is a milestone in the history 
of NSMM. Near-field interaction strongly depends on probe-sample distance and the 
sensitivity of NSMM can be significantly enhanced when the probe is brought very close 
to or even in contact with the sample surface. On the other hand, in a spatially resolved 
image, signal measured at different locations should be comparable, which also requires 
stable control of the probe-sample distance. Therefore, it is highly desired to combine 
localized microwave probes with scanning probe techniques, leading to the vibrant 
development of AFM-compatible probes. As the conducting metal (cantilever) is brought 
close to the sample during scan, shielding is required to minimize the parasitic coupling 
capacitance between the cantilever and the sample, which induces large background noise 
for NSMM measurements.19 Due to its complex geometry, AFM-compatible tips cannot 
cover a continuous range of operation frequency and have to be implemented in a resonant 
circuit.   
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1.2 MODELING OF TIP-SAMPLE INTERACTION 
 
Figure 1.2: Tip-sample interaction modeled as lumped elements. 
Regardless of specific probe designs, the tip-sample interaction can be modeled as 
an interconnection of lumped elements such as capacitor, resistor, and inductor whose 
values and equivalent circuit are determined by local physical properties and detailed probe 
geometry. For example, in Fig.1.2 the probe is capacitively coupled to the sample while 
the sample itself can be characterized by its local resistance.18 Therefore, the total tip-
sample interaction can be represented by two capacitors and one resistor in series with a 







variation of sample properties will influence 𝑍tip−sample or the admittance of tip-sample 
interaction (𝑌tip−sample = 1/𝑍tip−sample ), giving rise to change of microwave signals 
monitored by the probe.  
As is well known in classical electromagnetic theory, when the length scale of near-
field interaction between tip and sample is much smaller than the wavelength of 
microwave, the electromagnetic field can be treated as quasi-static20, which greatly 
simplifies analysis. Specifically, 𝑍tip−sample  or 𝑌tip−sample  can be calculated either 
analytically or using Finite Element Analysis (FEA) method.  
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Figure 1.3: Analytical analysis of field distribution between a spherical tip and a 
dielectric sample. Adapted from Ref. 21. 
Analytical calculation is usually based on assumptions of simplified probe 
geometry like spheres and analytical expression of field distribution are only available for 
specific ideal samples such as perfect metal or uniform dielectrics. In Fig.1.3, the peak 
electric field between a spherical tip and a dielectric sample can be calculated as a 
superposition of electric fields generated by a series of point image charges.21 While 
analytical solvable scenarios are rare, such analysis offers insight about dependence of 
NSMM signal on sample properties and provides a method to interpret the measured signal.  
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Figure 1.4: Quasi-static field distribution simulated using commercial software COMSOL 
Multiphysics. 
For more complicated probe and sample configuration, numerical solution can be 
obtained using FEA. FEA solves partial differential equations (Maxwell’s equations in this 
case) with boundary condition by calculating approximate values at subdivided small 
portions of the whole system. With specified probe-sample geometry and assigned 
electromagnetic properties, FEA can simulate the distribution of electromagnetic fields (as 
shown in Fig. 1.4), based on which the admittance (current divided by voltage) between 
probe and sample can be deduced. Furthermore, dependence of 𝑌tip−sample on specific 
property such as conductivity or permittivity can be readily investigated by varying the 
value assigned in the FEA model, which will be discussed in later chapters.      
1.3 DETECTION ELECTRONICS OF NEAR-FIELD MICROWAVE MICROSCOPY 
When a microwave probe is coupled to a confined area of the sample, its change in 
microwave response is monitored by detection electronics, which usually consists of RF 
and dc circuits converting microwave signals to dc voltages. From the perspective of 
microwave engineering, the probe along with the impedance between probe and sample 
can be generalized as a network of lumped elements with one or two ports, depending on 
whether reflected or transmitted signal is measured.  
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Figure 1.5: An arbitrary N-port network. Adapted from Ref. 22.  
To characterize an arbitrary N-port network shown in Fig 1.5, a common 



















+ is the amplitude of the voltage wave incident on port N, 𝑉𝑁
− is the amplitude 
of the voltage reflected from port N, and the scattering matrix relates the output voltage 
waves with the input ones. For reflection measurements, the above formula is simplified to 
the one-port case with 𝑉1
− = 𝑆11 ∙ 𝑉1
+; for transmission measurements, assuming incident 
wave only through port 2 (i.e. 𝑉1
+ = 0), 𝑉1
− = 𝑆12 ∙ 𝑉2
+. As transmission happens between 
an excitation electrode and a sensing one that are spatially separated, the data analysis is 
rather complicated. Therefore, while transmitted signal can be interesting in certain cases23, 
the majority of research effort is focused on reflection measurement. 
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Figure 1.6: A generalized sketch for 𝑆11 measurement in NSMM. 
To measure 𝑆11  that carries the information of tip-sample interaction, a 
microwave signal with fixed power level is generated by a microwave source and directed 
to the probe. A circulator or a directional coupler is usually used to separate the incident 
microwave with the reflected one. Early designs of NSMM use a diode to detect the power 
or amplitude of reflected signal.8, 13, 24 For resonant probes, amplitude change in reflected 
signal is a convolution of change in both resonant frequency 𝑓𝑅 and quality factor 𝑄 of 
the microwave resonator. Therefore, feedback loops are often used to track the resonant 
frequency and the output will be the frequency shift ∆𝑓𝑅 and the quality factor 𝑄, whose 
value can be interpreted using the theory of a perturbed resonator.16, 18 The complex 𝑆11 
can also be resolved with both amplitude and phase utilizing a vector network analyzer 
(VNA).10, 25, 26  
A resonant probe has its own advantage for more accurate measurements of tip-
sample interaction. As waveguide-based probes are typically terminated with open or short 




 where 𝑍0  is the characteristic impedance of the transmission line, 
typically 50 Ω, and 𝑍𝐿 is the load impedance. 𝑍𝐿 ≫ 1 for open end; 𝑍𝐿~0 for short end. 
The existence of tip-sample interaction will affect 𝑍𝐿 by a small amount, thus slightly 
changing the reflection coefficient. With the reflected signal dominated by a large 
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background, it is obvious that sensitivity of waveguide-based probes will be limited. On 
the other hand, resonant probes are usually operated at frequencies with effective 
impedance of probes matched with transmission lines (𝑍𝐿~𝑍0). Therefore, the reflection 
coefficient from probe will be very close to 0, making it sensitive to the minute change of 
tip-sample interaction. A RF amplifier can further amplify the weak reflection for enhanced 
signal strength. 
Another typical technique to further increase the signal to noise ratio (SNR) is 
modulation, including amplitude modulation of exciting RF signal19, probe-sample 
distance modulation4, external electric/magnetic field intensity modulation3, 27. While SNR 
is indeed enhanced through such method, the periodically varied tip-sample interaction 
may cause complication for data interpretation.             
1.4 APPLICATIONS OF NEAR-FIELD MICROWAVE MICROSCOPY 
A broad spectrum of topics has been investigated using near-field microwave 
microscopy, facilitating material characterization and offering insights that are unavailable 
through other techniques. In essence, NSMM measures sample properties by monitoring 
the change of electromagnetic filed around the microwave probe, which can be induced by 
mechanisms such as fields generated by active devices23, 26, 28 and intrinsic variation of 
conductivity and permittivity4, 11, 17, 21, 29-31. Results of such studies are usually presented as 
images of NSMM signals (reflection/transmission coefficient, frequency shift and Q of 
resonant probes) which can be correlated to specific physical properties through 
comparison with standard samples. 
NSMM can also be applied to investigate many other phenomena that are 
accompanied with conductivity change, such as photoconductivity17, 32, thermometry33, gas 
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sensing34, metal-insulator transition35, dopant profiling of semiconductor devices36, Hall 
effect37, etc. 
Besides electromagnetic field perturbation caused by conductivity and permittivity, 
energy absorption can be another cause of contrast in NSMM images. Specific examples 
include electron spin resonance (ESR) or electron paramagnetic resonance (EPR)38 and 
response from biological samples like cells19 and DNA39.  
1.5 DISSERTATION OUTLINE 
With the history of near-field microwave microscopy briefly reviewed, the 
following chapters of this dissertation will introduce the microwave microscopy I have 
been developing during my graduate research, namely microwave impedance microscope 
(MIM), and demonstrate its application in the study of novel quantum materials. For each 
category of materials, a short introduction will be included as the necessary background 
information. 
Chapter 2 of this dissertation covers the fundamentals of MIM. The working 
mechanism will be explained from individual components to signal interpretation. 
Development of MIM will be discussed in Chapter 3, including efforts for quantitative 
measurements, expanded bandwidth for spectroscopy measurement, implementation in 
continuous flow and dry cryogenic systems, and other improvements.  
Chapter 4 explores the application of MIM for investigation of emergent 
phenomena at ferroelectric domain walls. Specifically, I will demonstrate the capability of 
MIM in detecting ultralow-energy structural dynamics at these nanoscale entities.  
Chapter 5 demonstrates the results of nanodevice imaging using MIM. I will 
emphasize the advantage of MIM in characterization of nanodevices with a variety of 
examples inaccessible by other techniques. 
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Chapter 6 will conclude the dissertation and give the outlook for the future.   
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Chapter 2: Microwave Impedance Microscopy 
As one of the latest advances in near-field scanning microwave microscopy, 
microwave impedance microscopy (MIM) benefits from advanced nanofabrication 
techniques for probes, unprecedented computation power for tip-sample interaction, well-
developed microwave technology and devices, and optimized electronics for both 
enhanced sensitivity and ease of data interpretation. Since its debut in 2008, MIM has made 
significant impact in condensed matter physics40-43, material science44-46, photovoltaics47-
49, device engineering50, 51, and biological science52, 53, with an ever-increasing list in the 
near future. Therefore, an introduction to MIM, capturing both the big picture and the 
technical details, is highly desired for researchers to better interpret and appreciate the 
diverse results acquired by MIM, both in this dissertation and in other journal articles. In 
this chapter, I will first walk through the working principles of MIM, then scrutinize every 
important section of the instrument, and finally summarize the workflow of a MIM 
experiment. Here I will restrict the discussion to the standard MIM setup that is most widely 
used and now commercially available. Development of MIM including new probe design 
and advanced operation modes will be described in the following chapter.  
2.1 MIM in a Nutshell 
MIM is a scanning probe microscope (SPM) that measures the admittance 
(inversion of impedance) between a sharp conductive tip and the sample underneath at 
radio / microwave frequency (~1 MHz to 10 GHz). The measured admittance is correlated 
with the local complex permittivity  and conductivity 𝜎  of the material and is 
represented by the two output channels of the instrument — MIM-Im & MIM-Re. These 
two orthogonal outputs, after proper calibration, should be proportional to the imaginary 
and real parts of the tip-sample admittance respectively. Based on a platform of an atomic 
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force microscope (AFM), MIM-Im/Re signals are recorded point by point, line by line as 
the probe scan across the sample surface in contact mode and results are frequently 
displayed as false color images, visualizing the spatial variation of electrical properties. 
 
Figure 2.1: Sketched setup of MIM.    
As AFM can control tip position with sub-nanometer precision in both horizontal 
and vertical directions, MIM can reach a maximum resolution of nanometer scale, mainly 
limited by the size of tip apex (from ~10 nm to more than 100 nm in diameter). Using 
customized MIM electronics, admittance change of sub-attofarad (aF) level can be readily 
detected at the GHz frequency. Since the tip-sample admittance is measured through ac 
coupling, MIM requires neither extra electrodes on the sample nor ohmic contacts between 
tip and sample. Therefore, samples need no excessive preparation and can be readily tested 
with a standard MIM in ambient condition. For more delicate experimental conditions, 
MIM experiment can be conducted in customized apparatus accordingly.      
2.2 Probe Design 
Microwave probe is the enabling part of microwave microscopy and successful 
design of a MIM probe is based on some general principles described below. The probe 
needs to be AFM-compatible in order to take full advantage of the scanning capability 
offered by modern AFM platforms. For microfabricated cantilever-based probes, a 
conductive stripline is necessary to carry microwave signal along the cantilever all the way 
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to the tip apex. The tip apex should ideally be the only part interacting with the sample and 
electrical shielding is thus needed to avoid stray field coupling between stripline and 
sample, which could induce a large background signal susceptible to low-frequency 
(thermal) drift. Moreover, minimized series resistance and background capacitance of the 
probe itself is critical to ensure high sensitivity to the minute change of tip-sample 
admittance when implemented in a resonant circuit. Finally, batch-processed fabrication is 
highly desired for consistent probe quality and large-scale application. 
 
Figure 2.2: The 5th generation design of MIM probes. Adapted from Ref. 54.    
In practice, MIM probe design has evolved through several generations55, 56 and 
currently the most accepted design is the 5th generation of MIM probe, commonly referred 
as “Gen 5”.54 Gen 5 probes (shown in Fig 2.2) are AFM-compatible and cantilever-based 
with electrical shielding all the way to the pyramidal metal tip. Thanks to advanced MEMS 
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technology, a tip apex diameter less than 50nm can be routinely achieved for mass-
produced probes at the Si wafer scale. In practice, the tip-sample admittance is measured 
as a perturbation to the admittance of probe itself, which should be small enough to ensure 
high sensitivity. Therefore, with great care, the width of the center conducting stripline and 
the thickness of the insulation dielectrics are optimized for small series resistance (< 5 Ω) 
and background capacitance ( ~ 1 𝑝𝐹 ). In addition, the structure of the cantilever is 
designed to be symmetric to balance the stress and thermal expansion on both sides, 
keeping cantilever straight in variable-temperature experiments. Details of the probe 
including the process of fabrication and its performance test can be found elsewhere54. The 
probe is now commercially available from PrimeNano Inc.       
2.3 Tip-Sample Interaction 
A thorough analysis of tip-sample interaction is crucial to understand how electrical 
properties of sample affect the admittance of the probe, which further leads to change of 
output MIM signal. In this section, I will first discuss the equivalent circuit of the MIM 
probe and its relationship with the tip-sample interaction. Then a qualitative estimation of 
tip-sample admittance on different sample will be given. Lastly, tip-sample admittance will 
be numerically calculated using the method of finite element analysis (FEA).    
 
Figure 2.3: Equivalent circuit of the MIM probe and the tip-sample interaction.    
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Fig. 2.3 displays the equivalent circuit of the MIM probe with the general form of 
tip-sample interaction marked in the dashed rectangle. The probe itself can be regarded as 
an inductor, a resistor, and a capacitor in series. The inductance is due to the length of the 
metal stripline and the jumping wire connecting the probe to a microwave coaxial cable. 
The resistance comes from the stripline with a finite width and thickness. The potential 
distribution within the probe can be regarded as uniform because the series resistance is 
small and the dimension of the probe (~ 2 mm) is much smaller than the wavelength of 
microwave signal. Therefore, the total capacitance can be approximated by a capacitor in 
series with the resistor and the inductor, although the capacitance between the center 
stripline and the grounded shield indeed exists everywhere along the conducting path. The 
tip-sample interaction can be represented as the capacitance between the tip apex and the 
sample, in series with the impedance of sample, which generally consists of resistive and 
capacitive components. Note that the existence of tip-sample capacitance is very common 
due to separation induced by surface contamination, “dead” layer of material, or non-ohmic 
contact. Only in rare cases such as a metal surface free of oxide, the tip-sample capacitance 
can be absent. Finally, the tip-sample interaction should be in parallel with the tip-shield 
capacitance. As the tip-sample interaction is limited to the tip apex region, the induced tip-
sample admittance will be rather small compared with the original tip admittance. 
Therefore, we will treat the tip-sample admittance as a perturbation to the admittance of a 
tip in air without any surrounding samples. 
With the effective circuit of the probe and the tip-sample interaction determined, 
we can qualitatively estimate the tip-sample admittance in different types of materials. For 
insulating sample such as dielectrics, the sample impedance will be purely capacitive. 
Thus, the tip-sample admittance will be the admittance of two capacitors 𝐶Tip−Sample and 
𝐶Sample in series. Higher dielectric constant will lead to higher 𝐶Sample and consequently 
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higher tip-sample admittance. For highly conducting samples such as metals, the sample 
impedance will be nearly zero and the tip-sample admittance will again be capacitive with 
its value determined by 𝐶Tip−Sample . For samples with intermediate conductivity, the 
sample admittance consists of parallel resistance 𝑅Sample and capacitance 𝐶Sample. As 
the conductivity of sample increases from the insulating limit to the conductive limit, the 
resistance of sample will decrease while the tip-sample capacitance increases. Neglecting 







where 𝜔 is the circular frequency of microwave and 𝐶Tip−Sample, 𝑅Sample are functions 













Therefore, with some approximation, we can already predict that, with the conductivity of 
sample increasing from the insulating limit to the conductive limit, the imaginary part of 
tip-sample admittance (capacitive term) will monotonically increase while the real part 
(loss term) will peak at certain conductivity and drop to zero at both limits. Moreover, 
using different microwave frequencies for detection, the maximum in 𝑅𝑒𝑎𝑙(𝑌t−s) will 
shift to different 𝜎 accordingly. Since the dependence of tip-sample admittance on other 
properties such as permittivity, polarization, dielectric relaxation, etc., can be discussed in 
the same way as above, the details will not be discussed here case by case. Instead, I will 
introduce a general method to calculate the tip-sample admittance in arbitrary 
configurations of tip geometry and sample dielectric properties.  
 20 
In principle, the tip-sample admittance can be calculated by solving Maxwell’s 
equations with certain boundary conditions. However, analytical solutions can be obtained 
only when the system is highly symmetric, either spherical or cylindrical, and when the tip 
geometry is simple, e.g. spherical tip. On the other hand, a numerical solution for arbitrary 
tip and sample geometry can be achieved through finite element analysis. Dividing the 
system into small sections, the original partial differential equations can be approximated 
by a set of algebraic equations connecting the potential values of neighboring sections. 
Owing to the ever-increasing computational power of modern computers, the time and 
space complexity of finding a converging solution for such huge set of equations is no 
longer as dreadful as it was decades ago. Moreover, commercial FEA software has further 
simplified the process. Next, I will demonstrate how to calculate the admittance between 
tip and sample with varied sample conductivity using COMOSL. The FEA model can be 
built following the steps given by Model Wizard.  
1) Choose the space dimension: Here we select axisymmetric for a tip on a 
uniform sample, which will simplify the model and accelerate the 
calculation.  
2) Select physics to be studied: “Electric Currents” from “AC/DC” module is 
chosen here to compute electric field, current and potential distribution. 
3) Select studies: “Study” here means a specific kind of problem to solve. We 
choose “Frequency Domain” to compute the response of the model 
subjected to harmonic excitation of one specific frequency, i.e. microwave 
frequency voltage on tip. Step 2&3 effectively determines the equations to 
solve in each unit.  
4) Build the model in “Geometry” menu according to actual tip and sample 
dimensions: The tip apex can be modeled as a cone with a spherical head. 
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Several parameters define the tip: 𝑅1 the curvature of the spherical head; 
𝑅2  the radius of the apex; ℎ  the height of the tip apex; 𝜃  the angle 
between the generatrix and the axis. In practice, typical values for 𝑅1, 𝑅2, 
and 𝜃  can be measured from SEM images of the probe; ℎ  is usually 
chosen ~ 1 µm to be consistent with the length of the oxide-sharpened part 
of apex. The difference is negligible whether or not the pyramidal part of 
the probe is included in the model. We further define the simulated region 
as a box of air surrounding the tip and a box of sample underneath. The box 
size 𝐿 is chosen to be 10 µm here as a balance between emulating the real 
situation (infinitely large) and keeping the model size small. The tip is 
separated from the sample by a distance 𝑑 ~ 3 nm.     
 
Figure 2.4: The model geometry for FEA: (a) overview of the whole model. (b) zoom-in 
view of the tip-sample region.   
5) Assign material properties in “Materials” menu: The tip is assigned a 
conductivity 𝜎 of 108 𝑆/𝑚 as a perfect metal; for simplicity, the air is 
assigned a relative permittivity 𝑟 of 1 with zero conductance; the sample 
is assigned 𝑟 of 10 with 𝜎 to be determined.  
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6) Define boundary conditions in “Electric Currents” menu: The boundary of 
tip is defined as a “terminal” with a fixed voltage of ~ 0.1 V. The 
circumference of the system is defined as another terminal with a fixed 
voltage of zero or ground. 
7) Generate mesh for the model in “Mesh” menu: Mesh determines how the 
volume of the entire system is divided into small parts with equal potential. 
Consequently, results calculated by FEA get closer to real values with finer 
mesh. On the other hand, mesh should be denser near small entities and 
sparser for large uniform ones. Fortunately, COMSOL automatically 
generates physics-controlled mesh with different density (from “extremely 
coarse” to “extremely fine”) as shown in Fig 2.5. 
 
Figure 2.5: The generated “fine” mesh for the demonstration model: (a) overview. (b) 
zoom-in view of the tip-sample region.   
8) Determine frequency and calculate quasi-static potential distribution in 
“Study\Frequency Domain”: For this demonstration, the frequency is set to 
109 Hz, i.e., 1 GHz. Then the quasi-static potential distribution can be 
calculated by pressing the “Compute” button. One can examine if FEA 
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generates a reasonable solution by inspecting the potential distribution in 
“Results\Electric Potential”. 
 
Figure 2.6: The calculated potential distribution with the tip on top of a metallic sample.   
9) Calculate tip-sample admittance by varying parameters using 
“Study\Parametric sweep”: With quasi-static potential calculated, the 
admittance between the tip and the sample can be calculated in 
“Results\Derived Values\Global Evaluation”. “Parametric sweep” repeats 
the simulation while changing one or several parameters over the specified 
parameter space. 
In this demonstration, the sample conductivity is ramped from 10-4 S/m to 104 S/m 
and the tip-sample admittance is calculated accordingly (shown in Fig. 2.7). With 
increasing sample conductivity, the screening of electric field becomes more evident. A 
peak in energy loss occurs at intermediate sample conductivity. The result is consistent 
with the qualitative picture mentioned above. Dependence on other parameters, such as tip 
geometry and tip-sample distance, can be investigated with FEA in a similar way. In later 
sections and chapters, the dependence of tip-sample admittance on various sample 
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parameters will be frequently studied to interpret the MIM results. Plenty of resources can 
be found on the website of COMSOL with details of FEA for all kinds of scenarios.       
 
Figure 2.7: Dependence of tip-sample admittance on the sample conductivity. The three 
images above show the potential distribution with 𝜎 of 10-4, 100, 104 S/m 
respectively.   
2.4 Impedance Match 
For a uniform transmission line, the characteristic impedance 𝑍0, typically 50 Ω, 
is defined as the ratio between voltage and current for a propagating sine wave. On the 
other hand, not every microwave component shows an impedance with a purely real part 
of 50 Ω. Therefore, if such load impedance 𝑍𝐿 is connected to a transmission line, the 






and a large portion of power will be reflected. In order to improve power transmission, an 
impedance matching network is needed in between a load impedance and a transmission 
line so that the impedance seen looking into the matching network equals 𝑍0. Moreover, 
a lossless matching network will maximize the power delivered to 𝑍L. 
 
Figure 2.8: Sketch of impedance match for a MIM probe.   
Fig. 2.8 illustrates the impedance matching for a Gen5 MIM probe connected to the 
circuit using an exposed 2-mm-long metal wire. Essentially the tip impedance and the 
impedance matching network form a resonant circuit whose resonant frequency equals that 
of the input signal. As a result, the reflection coefficient 𝑆11 will be minimized and the 
sensitivity of the resonator ∆𝑆11  is maximized for perturbation caused by tip-sample 
interaction. 
 
Figure 2.9: Stub tuning for a MIM probe.   
In practice, impedance matching network can be made up of lumped elements, 
transmission lines, or a combination of both. A feasible method to match the tip impedance 
is referred to as stub tuning, which uses a single open-circuited section of transmission line 
(stub) connected in parallel with the feed line at a certain distance from the load, as shown 
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in Fig. 2.9. While the cable connected to the probe is fixed in length, the length of the 
parallel stub can be modified rather easily, just by cutting, to search for an optimized 𝑆11. 
The impedance at a distance 𝑙 from the load 𝑍𝐿 can be expressed as: 
𝑍distance = 𝑍0(1 + 𝛤𝑒
−2𝛾𝑙)/(1 − 𝛤𝑒−2𝛾𝑙). 
Here 𝛤  is the return loss (𝑍𝐿 − 𝑍0) (𝑍𝐿 + 𝑍0)⁄  and 𝛾  is the complex propagation 
constant of the transmission line, usually determined from specifications. Therefore, for 
𝑍1 in Fig. 2.9: 
𝑍1 = 𝑍0(1 + 𝛤𝑒
−2𝛾1𝑙1)/(1 − 𝛤𝑒−2𝛾1𝑙1). 
where 𝛤 = (𝑍Tip − 𝑍0) (𝑍Tip + 𝑍0)⁄  and 𝑍Tip = 𝑅 + 𝑖𝜔𝐿 + 1/𝑖𝜔𝐶. 
For 𝑍2, with 𝑍𝐿 → ∞, 𝛤 = 1, thus 
𝑍2 = 𝑍0(1 + 𝑒
−2𝛾2𝑙2)/(1 − 𝑒−2𝛾2𝑙2). 
The impedance seen by looking into the matching network can be calculated by considering 




And the final reflection coefficient is, 
𝑆11 = (𝑍𝑖𝑛 − 𝑍0) (𝑍𝑖𝑛 + 𝑍0)⁄ . 
Therefore, for a given microwave frequency, the only two variables in the above 
matching network are 𝑙1  and 𝑙2 . Through the transmission-line simulation described 
above, one can search through the two-dimensional parameter space and find the solution 
for minimized 𝑆11. For ∆𝑆11, one can simply repeat the calculation above with 𝑍𝑡𝑖𝑝
′−1 =
𝑍𝑡𝑖𝑝
−1 + 𝑖𝜔𝛥𝐶 + 1 𝛥𝑅⁄  and calculate the difference between the two results. Fig. 2.10 
shows the results of transmission line simulation using parameters of Astrolab 32018 cable 
with length 𝑙1 and UT-085C-TP cable with length 𝑙2. For a fixed microwave frequency, 
the minimum of 𝑆11, which coincides with the maximum of ∆𝑆11, can be found when 𝑙1 
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is close to a quarter of the wavelength in the transmission line. Therefore, the cable is 
commonly referred as a quarter-wave cable (QWC).  
 
Figure 2.10: Search for the minimum of 𝑆11 with varied 𝑙1 and 𝑙2.   
In practice, after the length of QWC is determined, one can tune the length of the 
open stub while monitoring 𝑆11 on a vector network analyzer (VNA). For each value of 
the open stub length, the VNA will display 𝑆11 as a function of frequency 𝑓. By trimming 
a relatively long stub, as shown in Fig 2.11, the dip in 𝑆11 vs. 𝑓 diagram will first become 
deep and then shallow again after the sweet point. Therefore, stub tuning offers a feasible 
way to find the optimized solution (shown in Fig. 2.12) experimentally. It is worth noticing 
that while 𝑆11 varies greatly between matched and unmatched cases, ∆𝑆11 as a measure 
of sensitivity does not differ too much between different 𝑙2.         
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Figure 2.11: 𝑆11 and ∆𝑆11 as a function of frequency 𝑓 and stub length 𝑙2. 
 
Figure 2.12: 𝑆11 optimized with stub tuning method. 
Matched impedance also ensures that the voltage on the tip can be enhanced by a 
factor of ~ 3, compared with the unmatched case. The detailed derivation involves 
calculation of voltage at different intersection and will not be included here. 
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2.5 MIM Electronics 
 
Figure 2.13: Block diagram of MIM detection circuitry. 
In principle, the MIM electronics (as shown in Fig. 2.13) measures the reflection 
from the matching network mentioned in the last section. The reflected signal contains a 
large background, which could saturate the amplifiers and randomly drift over a long term. 
In order to sensitively pick up the small change from this large background or common-
mode signal, a cancelation signal that is equal in amplitude but opposite in phase is 
combined with the reflected signal. The contrast signal is then amplified by RF amplifiers, 
demodulated by an IQ mixer, and amplified again in the DC stage. The total gain of the 
system, including RF and DC, can be calibrated by feeding a RF signal of small power and 
measuring the output voltages. The instrument here is calibrated to have a gain of 106 dB 
(2 × 105) at 1 kHz bandwidth. Therefore, assuming -20 dBm (10 µW) input power, a 1 aF 
capacitance change at the tip produces ~ 30mV in the output: 
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∆𝑉𝑜𝑢𝑡 = 𝑉𝑖𝑛
+ ∙ ∆𝑆11 ∙ 𝐺 = 22 𝑚𝑉𝑟𝑚𝑠 ∙ 7 × 10
−6 ∙ 2 × 105 = 30.8 𝑚𝑉, 
where ∆𝑆11 per capacitance change of 1 aF is from transmission line simulation in the last 
section. Considering Johnson noise 
𝑉𝐽 = √4𝑘𝐵𝑇𝐵𝑅 = √4𝑘𝐵(300K)(1kHz)(50𝛺) ≈ 30nV 
and shot noise 
𝑉𝑆 = √2𝑒𝑉𝐵𝑅 = √2𝑒(0.02V)(1kHz)(50𝛺) ≈ 20nV, 
the total output noise of the setup is 
𝑉𝑛 = 𝐺(𝑉𝐽 + 𝑉𝑆) = 10mV. 
Therefore, when properly tuned, the microscope is sensitive to local impedance change less 
than 1 aF. 
The signal of MIM possesses two important properties: linearity — MIM signal is 
always proportional to change of tip-sample admittance, and orthogonality — the 
imaginary and real parts of tip-sample admittance only cause change in signals from the 
corresponding output channels (MIM-Im / MIM-Re). The linearity and orthogonality of 
the MIM signal can be understood the following way. First, the MIM signal ℳ after 
cancelation can be expressed as:  
ℳ = 𝑒𝑖𝜙𝐺 ∙ [𝑉𝑖𝑛
+ ∙ 𝑆11(𝑌𝑇𝑖𝑝) + 𝑉𝐶𝑎𝑛𝑐𝑒𝑙] + offset. 
Here the cancelation signal should be close to −𝑉𝑖𝑛
+ ∙ 𝑆11(𝑌𝑇𝑖𝑝) and the offset is induced 
in the dc amplification stage. The factor 𝑒𝑖𝜙 is induced by the IQ mixer reference. In 
general, ℳ depends on a function 𝐹 of 𝑌𝑇𝑖𝑝: 
ℳ = 𝑒𝑖𝜙𝐹(𝑌𝑇𝑖𝑝) + offset, 
If we regard the tip-sample admittance 𝑌𝑇𝑖𝑝−𝑆𝑎𝑚𝑝𝑙𝑒 as a perturbation to 𝑌𝑇𝑖𝑝, then the 
generalized function 𝐹 can be Taylor expanded around 𝑌𝑇𝑖𝑝 to the first order so that: 
  ℳ = 𝑒𝑖𝜙[𝐹(𝑌Tip) + 𝐹
′(𝑌Tip)𝑌Tip-Sample + 𝑂(𝑌Tip-Sample
2 )] + offset, 
Combining all constant terms, 
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ℳ = 𝑒𝑖𝜙𝐹′(𝑌Tip)𝑌Tip-Sample + constant, 
By properly adjusting the phase 𝜙 of the mixer reference to cancel the phase of 𝐹′(𝑌Tip), 
we can obtain: 
ℳ = 𝑎 ∙ 𝑌Tip-Sample + constant, 𝑎 ∈ ℝ 
or 
Imag(∆ℳ) = 𝑎 ∙ Imag(𝑌Tip-Sample) 
Real(∆ℳ) = 𝑎 ∙ Real(𝑌Tip-Sample), 
which can be output respectively through the two channels that are 90° out of phase. 
Since 𝐹 = 𝐺 ∙ 𝑉𝑖𝑛
+ ∙ 𝑆11(𝑌𝑇𝑖𝑝), the claim that the tip-sample admittance 𝑌Tip-Sample 
is a perturbation to 𝑌Tip  can be checked numerically by calculating ∆𝑆11/𝑌Tip-Sample 
within different range of 𝑌Tip-Sample . As shown in Fig. 2.14, ∆𝑆11/𝑌Tip-Sample  can be 




Figure 2.14: ∆𝑆11/𝑌Tip-Sample numerically calculated within assigned range of 
𝑌Tip-Sample. The x & y axes indicate the range of 𝑌Tip-Sample while the z axis indicates the 
ratio of ∆𝑆11/𝑌Tip-Sample. 
Lastly, we want to comment that, unlike many existing NSMMs that utilize the 
frequency shift and change of the quality factor 𝑄 for measurements, the electronics here 
measures the imaginary and real parts of the tip-sample admittance, which can be directly 
interpreted by FEA. With tip-sample admittance regarded as a perturbation to the tip 
admittance, the linearity and orthogonality of MIM signals further facilitate quantitative 
data analysis. 
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2.6 Summary and MIM Examples 
Using probes fabricated by advanced MEMS techniques, the tip-sample interaction 
can be confined to a nanometer scale region. The tip-sample admittance 𝑌Tip-Sample carries 
properties of sample and causes small changes to the tip-ground impedance. Since 
𝑌Tip-Sample is a perturbation to the tip admittance, the change of reflected signal from the 
impedance matching network is linear with respect to 𝑌Tip-Sample and can be demodulated 
by microwave electronics into two orthogonal outputs (MIM-Im/Re) proportional to the 
imaginary and real parts of 𝑌Tip-Sample. After proper calibration, the complex 𝑌Tip-Sample 
can be inferred from MIM-Im/Re and compared with FEA results to estimate sample 
properties. 
With all the technical details described above, I will conclude the chapter with MIM 
measurements using two standard samples as a demonstration. The two standard samples 




Figure 2.15: Standard samples: (a) sample structure, (b) AFM, (c) MIM-Im, (d) MIM-Re. 
The standard sample with Al dots on n++Si serves the purpose of channel 
alignment, an important step before the actual measurement. On this sample the tip-sample 
capacitance is different between the ~ 4 nm native Al2O3 (on top of the metallic Al) and 
the ~ 100 nm SiO2 (on top of the metallic n++Si) while both regions show zero real 
admittance, i.e., lossless. As a result, the contrast should only appear in the MIM-Im 
channel. This condition can be met by adjusting the phase shifter in front of the IQ mixer 
to nullify the contrast in the MIM-Re channel. As shown in Fig. 2.15, we can obtain good 
channel alignment with a residual MIM-Re/Im ratio < 1%. Moreover, colormap can be 
properly chosen so that bright area indicates stronger MIM-Im signal. 
After channel alignment, we can perform MIM measurement on ion-implanted Si. 
The sample is prepared by large dosage of n++ implantation along parallel stripes on lightly 
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doped p-type Si and subsequent dopant diffusion through thermal annealing. Due to the 
heavy implantation over the original doping level, the carrier density profile at the surface 
is dominated by the implanted ions. As expected, the MIM-Im image shows uniformly 
bright stripes (e.g. marked in the red dashed box), indicating the highly conductive region. 
Beyond the edge of the implanted region, decreasing signal level perpendicular to stripes 
indicates the decreasing dopant density along the direction of diffusion. Note that MIM-Im 
channel is inversely coupled to topography, i.e. higher topography leads to lower MIM-Im 
signal. MIM-Re shows minimum signals in both implanted and undoped parts of the 
sample, whereas strong signals are observed in between the two, indicating pronounced 
energy loss at intermediate conductivity. Quantitative analysis of the dopant profile based 
on MIM-Im/Re signals requires FEA simulation for realistic sample structures. I will skip 
the detailed discussion here because similar analysis will be performed for almost every 
material investigated in this dissertation. 
The above process demonstrates how MIM measurement is performed and how 
MIM images are interpreted. The same paradigm can be found in every published MIM 
work and will be followed in the following chapters.   
 36 
Chapter 3: Development of Microwave Impedance Microscopy 
In the previous chapter, I introduce the working principle of microwave impedance 
microscope based on commercial AFM platforms and operated in contact mode. The 
standard setup of MIM has been applied to study a plethora of materials with interesting 
physics in ambient condition. Development of MIM technique will enhance its imaging 
capability, enable more quantitative analysis, open up possibilities to probe new physics, 
and allow investigation of exotic phenomena at extreme conditions. Therefore, during my 
research, a considerable amount of effort has been devoted to exploration of new probe 
design, advanced operation modes, and implementation of MIM in extreme conditions. In 
Section 3.1, I will introduce a new microwave probe based on quartz tuning forks (TF) and 
demonstrate feasible quantitative measurements of nanoscale permittivity and conductivity 
using TF-based MIM.1 In Section 3.2, I will expand the bandwidth of MIM from a single 
frequency to a range from 1 MHz to 10 GHz, spanning four orders of magnitude, and 
demonstrate the detection sensitivity at different frequencies. In Section 3.3, the 
implementation of MIM in a continuous flow cryostat and in a dry cryostat with strong 
magnetic field will be introduced. Remarks on future directions will be given in Section 
3.4. 
3.1 TUNING FORK-BASED MIM 
Early NSMMs lack feedback regulation on the tip-sample spacing and, therefore, a 
large force up to 10-5 N is usually applied to maintain the tip-sample contact.
9, 57 Such a 
                                                 
1 This part of the chapter has been published as X. Wu, Z. Hao, D. Wu, L. Zheng, Z. Jiang, V. Ganesan, Y. 
Wang and K. Lai, Review of Scientific Instruments 89 (4), 043704 (2018). K.L. conceived and designed 
the experiments. D.W. fabricated the MoS2 devices. X.W., Z.H., Z.J., and V.G. fabricated the TF-based 
probes, constructed the DAM-AFM and performed the TF-MIM experiment and numerical analysis. X.W. 
and K.L. wrote the initial draft of the paper. All authors were involved in the discussion of results and 
edited the manuscript. 
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strong contract force easily damages both the tip apex and the sample surface. In MIM the 
force is alleviated down to 10-9 ~ 10-7 N using cantilever-based probes.19, 55, 56, 58, 59 
However, tip wearing inherent in contact mode AFM still exists. More importantly, a 
number of problems are associated with contact-mode microwave imaging. First, due to 
the large background signal when measuring the reflected signal from the tip, common-
mode cancelation is needed for signal amplification.55 The information obtained this way 
represents only the relative admittance change rather than the absolute local properties.56 
Second, the MIM signal may drift in a long time scale as the microwave circuit and probe 
are susceptible to temperature and other environmental variations. Lastly, since the signal 
level is strongly affected by the condition of tip apex, quantification of the contact mode 
MIM is very difficult and extensive calibration process is needed throughout the 
measurements. Therefore, it is desired to develop a probe with minimal tip wearing, 
absolute measurement of sample properties, and drift-free signal level. 
3.1.1 Design of Tuning-fork-based Probes  
 
Figure 3.1: TF-based MIM probe: (a) optical images of the probe with a zoom-in view to 
where the metal wire is glued. (b) SEM image of the etched tip apex. 
Adapted from Ref. 60.   
 38 
The issue of tip degradation can be partially solved by using tapping-mode MIM61, 
although the spatial resolution is usually compromised by the large dithering amplitude (50 
– 100 nm) in cantilever-based systems. Quartz TFs with small vibration amplitudes (< 10 
nm) are widely used as the feedback elements in scanning probe microscopy62, 63, 
especially under cryogenic environments. Inspired by TF-based AFM, TF-based MIM60, 
64, 65 with etched metal tips is recently proposed, which provides an elegant solution to tip 
degradation. As shown in Fig. 3.1(a), a TF-based probe is prepared by gluing a metal wire 
with a diameter of 25 µm to one prong of a quartz tuning fork. The metal wire has a sharp 
end electrochemically etched by commonly used recipes in the STM community. The 
sharpness of the tip can be accurately controlled by the etching condition to achieve an 
aspect ratio of ~ 5. The other end of the wire is soldered to the exposed center conductor 
of a coaxial cable connected to the MIM circuit via the impedance matching network.  
In contrast to well-shielded cantilever probes fabricated with MEMS, a TF-based 
sensor simply uses a bare metal wire. But the two probes show comparable performance in 
noise level. For cantilever probes, shielding prevents the stray coupling between the 
conducting path and the sample, which is usually less than 10 µm away. For etched metal 
wires, the stray coupling is greatly suppressed due to the geometry of the sensor (metal tip 
100 ~ 200 µm in length and perpendicular to sample surface) and the high aspect ratio of 
the etched tip. Detailed comparison of noise levels in the two probes can be found 
elsewhere.60    
In addition to the self-sensing capability that preserves the tip condition, TF-MIM 
with small-amplitude distance modulation also features other advantages. For instance, the 
MIM electronics in contact mode are only sensitive to the relative electrical contrast 
between the material of interest and a background region.66 In the TF-MIM mode, the 
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distance modulation automatically provides such a contrast mechanism and the 
demodulated MIM AC signals carry absolute information of the sample at every point.60  
Moreover, because only the impedance between the tip apex and the closest point 
on the sample surface is strongly modulated, the differential measurement rejects most of 
the stray coupling, which is prone to drift, and thus the signal level can be stable over the 
entire scanning period. 
3.1.2 Experimental Setup and Analytical Methods  
Conventional frequency-modulation (FM) tuning-fork AFMs using stiff cantilevers 
and small amplitudes prove to be a powerful tool to achieve atomic resolution in ultrahigh 
vacuum environments63. However, many samples in MIM studies may have a surface 
roughness of 10 to 100 nm. As the change of tip-sample distance becomes comparable to 
the vibration amplitude, the atomic force can jump frequently between attractive and 
repulsive regimes, leading to non-monotonic frequency shift throughout the experiment 
and instability in the feedback control. On the other hand, the power dissipation of the TF 
sensor depends monotonically on the tip height and can therefore be used for robust 
feedback control for topographic sensing on rough surfaces67. Fig. 3.2 illustrates our 





Figure 3.2: Schematic of the TF-based AFM configured for the DAM mode and the 
microwave electronics (detailed in the text).  
In our implementation, a sinusoidal voltage Vdrive at a frequency of fTF is generated 
by the oscillator to drive the TF. The TF signal is detected by a current-to-voltage (I/V) 
amplifier and demodulated by the HF2LI (Zurich Instruments) lock-in amplifier, whose 
output consists of the phase shift ϕ and the mechanical oscillation amplitude A. A built-in 
phase locked loop (PLL) module is employed to maintain the phase shift to a set point of 
ϕsp by changing the driving frequency, which keeps the TF on resonance. The oscillation 
amplitude is kept at a constant Asp by using a built-in proportional-integral-derivative (PID) 
controller. In the DAM mode, this PID output, which represents the energy dissipation due 
to atomic-force interaction, is fed into the z-controller of a commercial AFM (Park XE-70) 
as the feedback signal to maintain a constant average tip-sample distance. More details of 
the DAM mode and comparisons with the FM mode can be found in Ref. 68. The distance 
modulation also leads to the periodic change of MIM signals at the TF frequency. As shown 
in Fig. 3.2, the MIM-Im/Re signals (proportional to the imaginary and real parts of the tip-
sample admittance, respectively) are demodulated at fTF to form the MIM-Im/Re AC 
outputs of the system. 
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Figure 3.3: (a) SEM image of a typical etched W tip. The inset shows a zoom-in view 
near the tip apex. (b) Quasi-static potential distribution around the tip and a 
bulk dielectric sample simulated by the FEA software. (c) Measured S11 (red 
squares) of a TF-based sensor and a fit to the transmission line analysis 
(black dashed line). The blue curve is the simulated conversion factor 
between the tip-sample admittance and the MIM output. The inset shows the 
equivalent circuit of the impedance-match network.  
The demodulated MIM AC signals can be quantitatively correlated with electrical 
properties of samples through a combination of FEA and Fourier transformation. 
Following the same recipe in Ref. 69, 70, we electrochemically etch a W or Pt/Ir wire with 
a diameter of 25 µm, as seen in Fig. 3.3a. In this work, we choose a relatively blunt tip to 
enhance the signal strength, whereas sharper tips are preferred for high-resolution imaging. 
The tip-sample admittance is computed by commercial FEA software COMSOL 4.4. As 
shown in Fig. 3.3b, the tip diameter d = 300 nm and the half-cone angle  = 6 are measured 
from the scanning electron microscopy (SEM) image in the inset of Fig. 3.3a. As discussed 
below, the only fitting parameter of the tip geometry is the radius of curvature r (in this 
case r ~ 600 nm) at the apex, which can be determined by measurements on bulk dielectrics. 
With a good TF feedback control, we have confirmed that the tip condition can be 
preserved over an extended period of experiments. 
At the MIM working frequency near 1 GHz, the metal wire behaves electrically as 
a lumped element with effective resistance Rtip = 1 , capacitance Ctip = 0.16 pF, and 
inductance Ltip = 10 nH connected in series. The impedance (Z) match section
13 (inset of 
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Fig. 3.3c) consists of a flexible quarter-wave cable (Astro-Boa-Flex III, Astrolab Inc.) of 
4.8 cm and a semi-rigid tuning stub (UT-085C, Micro-Coax Inc.) of 6.0 cm. As shown in 
Fig. 3.3c, the measured reflection coefficient S11 can be precisely reproduced by 
transmission-line analysis13. With a small load of tip-sample admittance Yt-s, the same 
modeling can also yield the change of S11 as a function of frequency. Taking into account 
of the input microwave power (~ -20 dBm) and the electronic gain (~ 90 dB), we can plot 
the conversion factor between the admittance input (in unit of nS) and the MIM output (in 
unit of mV) in Fig. 3.3c, which peaks at the working frequency of 958 MHz. Using this 
parameter, Yt-s simulated by the FEA can be directly converted to the MIM raw signals in 
a quantitative manner. 
 
Figure 3.4: (a) Tip-sample admittance Yt-s on a dielectric sample (εr = 25) as a function of 
tip-sample distance (sketched in the inset) modeled by FEA. The tip 
oscillates between the contact point and a maximum height of Ap-p, resulting 
in a change of Y in the tip-sample admittance. (b) Time dependence of Yt-s, 
assuming a simple harmonic oscillation of the tip. (c) Fourier spectrum of Yt-
s. The amplitude of the first harmonic peak corresponds to the MIM AC 
signal demodulated by the lock-in amplifier. 
Fig. 3.4a shows the simulated Yt-s as a function of the tip-sample distance based on 
the tip geometry in Fig. 3.3b. As the tip oscillates between the contact point and a maximum 
height of Ap-p, the tip-sample admittance oscillates accordingly within a range of Y in the 
approach curve. In this work, Ap-p is kept at a relatively large value of 10 nm for a better 
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tracking of sample surfaces. In Fig. 3.4b, the time dependence of Yt-s is calculated by 
correlating the tip-sample distance with the simulated admittance at each moment. In the 
experiment, the demodulated signals at the fundamental TF frequency, i.e., the first 
harmonic peak in the corresponding Fourier spectrum (Fig. 3.4c), are used for the MIM 
AC output. Since the approach curve strongly depends on the local permittivity and 
conductivity of the sample, the TF-MIM can quantitatively determine these electrical 
properties after a proper calibration. 
3.1.3 Instrument Calibration 
 
Figure 3.5: Demodulated tip-sample admittance and the corresponding MIM-Im AC 
signals as a function of the relative permittivity. Materials and the 
permittivity values are listed next to the symbols. Bars in the vertical axis 
indicate experimental uncertainties. Bars in the horizontal axis, on the other 
hand, identify the range between permittivity values at a-axis (εa) and c-axis 
(εc) for anisotropic materials. Data points for anisotropic materials represent 
the effective isotropic permittivity (see the text for details). The solid line is 
the simulated curve using FEA. 
Similar to other quantitative microwave microscopy work56, 71, our first set of 
experiment is to calibrate the instrument with various bulk materials. For each sample, an 
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area of 2 µm2 is scanned by TF-MIM and the corresponding MIM-Im AC signal is averaged 
over the area to improve the signal-to-noise ratio. By comparing the measured signals with 
the FEA results of fused silica (relative permittivity r = 3.8) and LaAlO3 (r ~ 25), we can 
estimate a radius of curvature r ~ 600 nm at the apex. With this fitting parameter 
determined, the MIM-Im AC signals can be simulated as a function of permittivity of 
isotropic dielectrics in Fig. 3.5. The experimental data on 8 bulk materials are also plotted 
in the graph, showing quantitative agreement with the modeling results. For each 
anisotropic dielectric, we calculate an effective isotropic permittivity by FEA simulation 
such that the MIM AC response matches that using the actual anisotropic permittivity 
tensor. Note that for anisotropic samples, the measured value is closer to the permittivity 
perpendicular to the sample surface, e.g., along the c-axis for (001) surface. Such a 
phenomenon can be explained by the monopole-like tip geometry, which generates quasi-




Figure 3.6: (a) AFM and MIM-Im AC images of a patterned Al dot sample measured by 
the TF-based MIM. The scale bars are 2 µm. The inset shows the sample 
structure. An insulating surface particle (inside the red circle) shows higher 
topographic and lower MIM signals than the substrate.  (b) Simulated 
approach curves on the Al dot (solid blue line) and the substrate (dashed red 
line). (c) Line profile of the MIM-Im AC signal across an Al dot marked in 
(a), showing the electrical contrast between the two regions and a spatial 
resolution of ~ 300 nm.  
Fig. 3.6a shows the topographic and MIM-Im AC images of the Al/SiO2/Si sample 
measured by the same tip as above. The microwave image is clearly dominated by the 
electrical response since the insulating surface contamination particle (~ 100 nm in height) 
and conductive Al dots (~ 20 nm in height) exhibit opposite contrast with respect to the 
substrate. In traditional contact-mode MIM, only the contrast between the Al dots (covered 
by 4 ~ 5 nm native oxide) and the 100-nm-SiO2/Si background is meaningful. In TF-based 
MIM, however, the absolute signals at both regions (~ 40 mV on Al and ~ 8 mV on the 
substrate) represent local electrical properties and can be readily simulated by the FEA, as 
shown in Fig. 3.6b. An additional advantage of distance modulation at the kHz range is 
that the signal does not suffer from the electronic thermal drift in the time scale of 
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minutes30. As a result, no background removal is needed to post-process the MIM-Im AC 
raw data in Fig. 3.6a. The spatial resolution of ~ 300 nm, as inferred from the line profile 
across one Al dot (Fig. 3.6c), is consistent with the tip diameter. Owing to the robustness 
of the DAM operation, high-quality AFM and MIM imaging can be acquired at a fast scan 
rate (up to 10 µm/s) without obvious scan instability and tip wear. 
3.1.4 Quantitative Conductivity Imaging 
 
Figure 3.7: (a) Optical and AFM images of a back-gated MoS2 field effect transistor. (b) 
Selected MIM-Im/Re AC images at different back gate voltages. All scale 
bars are 2 µm. (c) Transfer characteristics of the device at a source-drain 
voltage VDS = 0.1 V. (d) Averaged MIM AC signals inside the dashed 
square in (b) as a function of source-drain conductance GDS. (e) Simulated 
MIM AC signals as a function of the sheet conductance gsh. (f) Local sheet 
conductance versus VBG calculated by comparing (d) and (e). The inset 
shows the same data with y-axis in log scale. 
Finally, we demonstrate that the TF-based MIM is capable of performing 
quantitative conductivity imaging on nano-devices, which is one of the key areas of 
application in microwave microscopy. Fig. 3.7a shows the optical and AFM images of an 
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exfoliated MoS2 FET device on SiO2/Si substrate. Details of the device structure and 
analysis of the contact-mode MIM results can be found in Ref. 51. Here the carrier density 
in the MoS2 flake can be globally tuned by the back-gate voltage VBG. In Fig. 3.7b, selected 
MIM-Im/Re AC images at various VBG’s are displayed and substantial local inhomogeneity 
is observed in the channel region. To compare the macroscopic transport and microscopic 
imaging results, we plot the transfer characteristics (source-drain conductance GDS versus 
VBG) in Fig. 3.7c and MIM-Im/Re AC signals as function of GDS over an area of 1.2 m  
1.2 m in Fig. 3.7d. Using the same FEA process above, we can also simulate the MIM-
Im/Re AC signals as a function of the sheet conductance gsh =   h, where  is the 
conductivity and h is the thickness of MoS2. The response curves in Fig. 3.7e are similar 
to that of the contact-mode MIM9, except that the signals are now absolute values rather 
than relative contrast over the insulating background. In particular, the MIM-Im AC signals 
increase monotonically as gsh increases and saturates at both the insulating (gsh < 10
-9 S·sq) 
and conductive (gsh > 10
-5 S·sq) limits. The MIM-Re AC signals, on the other hand, peak 
at an intermediate gsh ~ 10
-7 S·sq. Comparing the data in Fig. 3.7d and simulation in Fig. 
3.7e, the local sheet conductance within the dashed square in the MIM images can be 
quantitatively extracted. The results in Fig. 3.7f nicely track the transport behavior in Fig. 
3.7c, with deviations due to the strong inhomogeneity in the sample and contact resistance 
in the device. The error bar indicates the uncertainty of conductivity measurement, which, 
as shown in the inset of Fig. 3.7f, can be larger close to the insulating and conductive limits 
as a result of the saturated MIM AC signal. We emphasize that the spatial variation of gsh 
carries rich information on the material properties and device performance. The ability to 
quantitatively map out the conductance distribution is therefore highly desirable for 
fundamental and applied research. 
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3.1.5 Summary 
In summary, we have demonstrated quantitative measurements using tuning-fork-
based microwave impedance microscopy operated in the driving amplitude modulation 
mode. The demodulated MIM AC signal can be simulated by a combination of FEA and 
Fourier transformation. Excellent agreement is achieved between the modeling and the 
experiment data on both bulk dielectrics and working nano-devices. Our work provides the 
pathway to perform quantitative near-field microwave imaging, where absolute signal 
levels can be readily interpreted as the local permittivity and conductivity. 
3.2 BROADBAND MIM 
 
Figure 3.8: Dielectric permittivity spectrum over a wide range of frequencies. Various 
processes of dipole reorientation are depicted. 
For enhanced sensitivity, MIM uses resonant microwave probe that usually works 
at a single frequency. However, the frequency response of material is of paramount 
importance as it characterizes the interaction between external ac fields and the electric 
dipole moments of the sample. Dielectric spectroscopy is an experimental technique that 
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measures the impedance of a bulk sample (usually at millimeter scale) over a range of 
frequencies. The detected frequency response of the system includes energy storage and 
energy dissipation due to different mechanism at the microscopic level. With the frequency 
of external fields increases (Fig. 3.8), the slow mechanisms drop out in turn, leaving the 
fast ones contributing to the real part of permittivity ′. On the other hand, the imaginary 
part ′′ will peak correspondingly at critical frequencies where electric dipoles of certain 
kind resonate with stimulus. Specifically, dipolar relaxation and ionic conduction interacts 
strongly with kHz to GHz electromagnetic waves, while atomic and electronic processes 
are usually much faster. If the bandwidth of MIM can be expanded over a broader range of 
frequencies, localized dielectric spectroscopy will be achieved with nanometer scale 
resolution, revealing frequency response of microscopic entities. 
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3.2.1 Impedance Match 
 
Figure 3.9: Impedance match sections at different frequencies. 
To ensure satisfactory sensitivity, the first step to construct a broadband impedance 
microscope is to find optimized impedance matching network for each desired frequency. 
As microwave probes are impedance matched to the feed line, the resonant circuit can 
support not only its fundamental frequency 𝜔 but also its higher harmonics, 𝑁𝜔 (𝑁 =
2, 3, 4, …). Therefore, it is natural to perform multi-frequency MIM at these harmonics.60, 
72 However, higher harmonics are of little help when frequency lower than fundamental 
mode is needed. To tackle this problem, I have developed multiple impedance matching 
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networking optimized for Gen5 probes at a range of frequency (shown in Fig 3.9), thus 
enabling multiple frequency measurement.  
3.2.2 Benchmark and Sensitivity 
 
Figure 3.10: Measurement results on Al dot sample at different frequencies. Line profiles 
across Al dot show signal insensitivity and noise level.  
As frequency has been expanded beyond microwave region, the impedance 
imaging technique is no longer proper to be regarded as microwave impedance microscope. 
Instead, it is named scanning impedance microscope (SIM). As all microwave components 
have their own working frequencies, we have constructed three sets of SIM electronics to 
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obtain the best sensitivity around 100 MHz, 1 GHz, and 10 GHz, respectively. For 
frequencies below 50 MHz, we configured the HF2LI lock-in amplifier from Zurich 
Instruments to perform the SIM imaging. As a benchmark, we perform SIM imaging on 
the Al-dot sample at multiple frequencies. While images in Fig. 3.10 show different signal-
to-noise ratios (SNRs), the contrast mechanism between aluminum and silicon oxide is 
similar as neither material shows strong frequency dependence in this regime. Sensitivity 
of the instrument at different frequencies is shown in Fig 3.11 below. 
 
Figure 3.11: Sensitivity of broadband SIM at different frequencies. 
3.2.3 Summary 
We have developed impedance matching network at multiple frequencies for Gen5 
MIM probe and constructed electronics covering a frequency range from 1 MHz to 10 
GHz. The performance of broadband SIM is demonstrated using standard samples. In the 
following chapter, SIM will be utilized to investigate frequency response of nanoscale 
domain walls in ferroelectric materials. 
3.3 CRYOGENIC MIM 
Temperature is an important degree of freedom in physics. Various types of phase 
transitions set in at certain critical temperatures. The temperature dependence of physical 
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quantities can be used to determine the underlying mechanism. Therefore, I have 
incorporated MIM in cryogenic environment for research described in the following 
chapters.    
 
Figure 3.12: Modified MIM electronics for cryogenic measurement. 
To combine MIM with a cryostat, one straight-forward method is to simply move 
the probe and the impedance match section into the chamber and to connect with the MIM 
electronics using a long coaxial cable. One step ahead is to move the first RF amplifier into 
the cryostat so that thermal noise of the instrument can be reduced. Accordingly, the two 
directional couplers in front of the amplifier should also be enclosed in the cryogenic 
chamber (indicated by the dashed blue rectangle in Fig 3.12). Such configuration is 
employed in our two types of low temperature system — continuous-flow cryostat and 
pulse-tube-based dry cryostat.     
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3.3.1 Cryogenic Environment Setup 
 
Figure 3.13: Illustration of ST-500 cryostat and MIM insert. 
As shown in Fig. 3.13, the continuous-flow cryostat (ST-500 Microscopy Cryostat 
from Janis) is cooled down by routing cryogen through a long tube inside the vacuum 
chamber. The system temperature can be varied from 373 K to a base temperature of 10K 
using liquid helium or 80 K using liquid nitrogen while maintaining low cryogen usage. 
MIM sitting on the base plate is kept within a radiation shield in order to minimize 
environmental thermal radiation. The AFM is home-built and consists of coarse positioning 
system and fine scanning system using micro-positioning modules from Attocube Systems 
AG. Coarse positioning within a range of 5 × 5 × 5 𝑚𝑚3 is achieved by stacking two 
lateral positioner (ANPx101) on top of a vertical one (ANPz101). Each positioner is 
equipped with a resistive encoder that monitors the current position. Installed on top of the 
positioners, the scanner (ANSxyz100) can move the sample over a range of 
50 × 50 × 24 𝜇𝑚3 at 300 K and 30 × 30 × 15 𝜇𝑚3 at 4 K while the MIM probe is kept 
fixed in space. Tip-sample separation control can be either open-looped or closed-looped 
with TF sensors. The top plate of the chamber can be opened for sample and tip exchange. 
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Figure 3.14: Illustration of AttoDry1100 cryostat and MIM insert. 
The pulse-tube-based dry cryostat (AttoDry1100 from Attocube Systems AG) in 
Fig. 3.14 is cooled down by a pulse tube refrigerator. Mechanical vibration caused by the 
pulse tube coldhead is decoupled from the measurement platform. A superconducting 
magnet in an isolated vacuum chamber is directly coupled to the coldhead and therefore is 
the coldest part in the system. The MIM section is made of a similar Attocube assembly as 
mentioned above and mounted at the bottom of the microscope stick in the so-called inner 
vacuum space (IV). IV and the magnet is separated by the outer vacuum space (OV). The 
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pressure of exchange gas (ultrahigh purity helium) in IV and OV can be individually 
adjusted to control the thermal link between sample and magnet. Fast exchange of tip and 
sample is feasible as the microscope stick can be pulled out while the magnet is kept at 
base temperature by keeping OV in vacuum. 
3.3.2 Operation of Cryogenic MIM 
 
Figure 3.15: Approach curve of demodulated MIM-Im using tapping method. 
While tip-sample distance control is feasible with TF sensors, constant tip-sample 
contact rather than tapping is occasionally needed for certain samples or experiments. To 
use cantilever probes with open-loop Z position control, one technical challenge is to 
approach the tip onto the sample surface. As the tip-sample distance 𝑑 is modulated at a 
controlled amplitude 𝐴 𝑜𝑓 20 ~ 40 𝑛𝑚 and a driving frequency 𝑓 𝑜𝑓 ~ 400 𝐻𝑧, the tip-
sample capacitance is modulated accordingly, and the modulation effect is stronger for 
small tip-sample distance. Therefore, MIM-Im signal can be demodulated by a lock-in 
amplifier and the output amplitude indicates the tip-sample separation. As shown in Fig 
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3.15, as the tip approach the sample surface, the demodulated signal becomes stronger and 
reaches its maximum when the tip apex and the sample start to contact. As the tip is pushed 
further against the sample, at some point the tip and the sample will always be in contact 
in spite of the modulation, leading to zero output signal. Based on this approach curve, the 
MIM probe can be approached onto the sample surface. As the cantilever has a relatively 
small spring constant, the tip-sample contact force after approach is acceptable, and the tip 
can survive extensive scans on relatively flat sample surface with nanometer scale 
roughness.   
Laser interferometer feedback control can be a better option for cantilever probe to 
work at low temperature and is currently under development.  
3.3.3 Calibration of XY Scanner 
 
Figure 3.15: Calibration of XY scanner: (a) MIM images of heavy implanted Si at 
different temperatures. (b) Calculated temperature dependence of 
piezoelectric coefficient. 
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Scanners rely on the piezoelectric effect for precise control of the position. The 
piezoelectric coefficient quantifies the volume change when a piezoelectric material is 
subject to an electric field and is known to be temperature dependent by the STM 
community. As a result, calibration of the scanner at various temperature is a must in order 
to determine the size of features observed by cryogenic MIM. Here, the heavily implanted 
Si sample is scanned at different temperatures with a voltage ramping from 0 V to 3 V 
applied by the scan controller to the fast axis piezo (the actual voltage on piezo is amplified 
by a factor of 15, i.e. 0 V to 45 V). The period of implanted region is ~ 10 µm. Thus the 
piezoelectric coefficient can be calculated for different temperatures. Note here the 
coefficient is measured as the ratio of the travel distance over the scan controller output.  
3.4 REMARKS AND FUTURE DIRECTIONS 
In this chapter, I have presented development of MIM including TF-based MIM 
probes and the enabled quantitative measurements, broadband SIM for study of frequency 
response, and cryogenic MIMs for measurements at low temperatures and in strong 
magnetic fields. These advances open doors to research on emergent phenomena in novel 
quantum materials where interesting physics, including but not limited to conductivity 
inhomogeneity, happens at a mesoscopic level.  
Promising future directions of MIM development include combination of MIM 
with other external modulation or stimulus (e.g. laser, magnetic field, electric field) and 
exploration of other degrees of freedom such as dependence of MIM signal on electron 
spin. Every attempt towards expanded MIM capability can be challenging but at the same 
time rewarding as new physics is unveiled.   
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Chapter 4: Emergent Phenomena at Ferroelectric Domain Walls 
The phenomenon of ferromagnetism has always been fascinating to human beings 
since ancient times dated back to more than 2,500 years ago. It is now understood that 
ferromagnetism is induced by spontaneously aligned orientation of atomic or molecular 
magnetic moments, which can be switched by application of external fields. The electrical 
counterpart, namely ferroelectricity, was discovered about a century ago73 and has been 
investigated extensively over decades for its potential applications such as non-volatile 
memories. Ferroelectricity was considered well understood until their real complexity was 
revealed by experimental techniques with high spatial resolution and polarization 
sensitivity such as transmission electron microscopy and piezo-force microscopy. Spatially 
resolved measurements have demonstrated that domain walls (DWs) in ferroelectric 
materials, which are the nanoscale interfaces separating domains with different order 
parameters, can host emergent phenomena that are absent in bulk materials. In this chapter, 
we will use MIM to investigate a family of ferroelectric materials with a focus on the 
response of DWs to external ac field.2          
4.1 A BRIEF INTRODUCTION TO FERROELECTRIC AND MULTIFERROIC MATERIALS 
Before we go into details of the specific ferroelectric materials investigated with 
MIM, I would like to take a moment to describe the background of research on 
ferroelectrics so that readers can understand why we choose to investigate DWs in 
hexagonal manganites. 
                                                 
2 Part of this chapter has been published as X. Wu, U. Petralanda, L. Zheng, Y. Ren, R. Hu, S.-W. Cheong, 
S. Artyukhin and K. Lai, Science Advances 3 (5) (2017). S.-W.C. and K.L. conceived and designed the 
experiments. R.H. grew the materials. X.W., L.Z., and Y.R. constructed the electronics and performed the 
SIM experiment and numerical analysis. U.P. and S.A. performed the theoretical studies. X.W., S.A., and 
K.L. wrote the initial draft of the paper. All authors were involved in the discussion of results and edited 
the manuscript. 
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4.1.1 Ferroelectrics and Multiferroics 
For a material to be ferroelectric, its unit cells must contain electrical dipoles that 
can point in two or more directions, i.e. the centers of positive charges and negative charges 
have to be separated. Different orientations of these dipoles, or different polarizations, are 
energetically equivalent. Thus, ferroelectric materials often spontaneously divide into 
clusters with finite polarizations and such clusters are called domains. Polarization of a 
domain can be switched by an external electric field and the dependence of polarization on 
field intensity follows the ferroelectric hysteresis loop displayed in Fig 4.1. 
   
Figure 4.1: Ferroelectric hysteresis loop. The sketch shows the process of switching 
between two polarizations. 
Owing to their strong spontaneous polarization, ferroelectric materials have been 
widely used in various applications including non-volatile memory, capacitor, thermistor, 
etc. On the other hand, the importance of magnetic materials as information storage media 
can never be overemphasized. Since 1950s, extensive attempts have been made to combine 
the two properties (or even more) into one phase of material called multiferroics (concept 
demonstrated in Fig 4.2) because the interplay of different ferroic orders can induce novel 
functionalities. For example, if magnetic properties can be controlled by electric fields in 
multiferroic materials (green arrows in Fig 4.2), it will be possible to read and write 
magnetic bits using voltage pulses instead of magnetic-field-generating currents. 
 61 
Therefore, waste heat and build-up time will be greatly reduced, leading to faster and more 
energy-efficient data-storage technologies. 
 
Figure 4.2: Phase control in ferroics and multiferroics. In a magnetoelectric multiferroics, 
electric fileds can be used to manipulate magnetic moments and electrical 
polarization can be controlled by magnetic field (indicated by green arrows). 
Adapted from Ref. 74. 
Early efforts to synthesize multiferroic were undertaken through the introduction 
of magnetic ions in ferroelectric perovskites, in hope that ionic solution created in such 
way will host long-range magnetic order without losing ferroelectricity. However, few 
multiferroic materials have been found after decades of searching. It was not until 2000 did 
the community realize why ferroelectric and magnetic orders are mutually exclusive in 
perovskite structure.75 In perovskites, displacive ferroelectricity is induced by off-center 
ions that occur as the electron clouds of neighboring ions hybridize. This type of 
ferroelectric order is energetically favorable when the 3d shell is empty. However, partially 
filled 3d shell is necessary for transition-metal to be magnetic. Once the contradiction is 
understood, the focus of multiferroic research shifted to the search of new mechanisms that 
can induce ferroelectricity in a non-displacive way while being compatible with magnetic 




Figure 4.3: Schematic of a MnO5 polyhedron with Y layers above and below in 
centrosymmetric (a) and ferroelectric (b) state. Adapted from Ref. 76. 
The discovery of pronounced magnetoelectric coupling and geometric 
ferroelectricity in hexagonal rare-earth manganites (h-RMnO3, R=Sc, Y, In, or Dy-Lu) was 
a breakthrough in the search for new multiferroics. The spontaneous polarization P along 
the hexagonal c-axis is a by-product of the trimerization of the MnO5 polyhedra setting in 
at the structural phase transition around 1000 K, as shown in Fig. 4.3.76 The primary order 
parameter, a 2D vector with length Q and azimuthal angle , describes the shift of apical 
oxygen atoms when the MnO5 polyhedra tilt. The coupling between the polarization and 
trimerization leads to a firm clamping of ferroelectric DWs and structural anti-phase 
boundaries.77, 78  
On the other hand, the magnetic order temperature in h-RMnO3 is relatively low 
with Tc ≤ 120 K. For enhanced magnetic properties or even root-temperature 
multiferroicity, researchers proposed approaches like Mn substitution with Fe79-81 and 
synthesizing materials with strong magnetic ordering into those with electrical ordering82, 
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83. A more complete review of the evolution of multiferroics can be found for interested 
readers.84         
4.1.2 From Domains to Domain Walls 
 
Figure 4.4: Domain wall conduction discovered in (a) BiFeO3 thin film, (b) LiNbO3 
single crystal, and (c) Pb(Zr0.2Ti0.8)O3 thin film. Adapted from Ref. 85-87. 
At the end of the day, the bulk properties of (multi)ferroic materials are determined 
by individual domains and DWs. As the size of ferroic devices gets down to the nanometer 
scale, the effect of DWs becomes evident. With the advent of scanning probe microscopy 
and scanning transmission electron microscopy (STEM), the complex structures of 
domains and DWs, along with their exotic properties, are revealed with nanoscale 
resolution. The ground-breaking discovery that DWs in BiFeO3
85 is more conductive than 
surrounding bulk (Fig 4.4a) triggered a paradigm shift in research of multiferroics. In order 
to maintain a spontaneous polarization, the bulk ferroelectric domains are usually highly 
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resistive. Ferroelectric DWs, however, can host anomalous electrical conduction due to the 
redistribution of carriers, which has indeed been observed by conductive atomic-force 
microscopy (C-AFM) studies (examples shown in Fig. 4.4b&c).85-91 The difference of dc 
conductivity between DWs and domains is usually large for charged walls, where free 
carriers are accumulated or depleted due to the polarization discontinuity92, 93, and small 
for nominally uncharged walls, where secondary effects such as the flexoelectric 
coupling94 or the reduction of bandgap85 may take place. In addition, defects such as excess 
oxygen or oxygen vacancies can also affect the conductivity of DWs and domains through 
the change of carrier density95-98. 
4.1.3 Dynamic Responses of Domain Walls 
Besides electrical conduction mentioned above, the dynamic responses of domain 
walls in ferroic materials to external stimuli have received tremendous research interest in 
recent years as they play an essential role in determining the material properties. In 
ferromagnets, for example, the supersonic motion of DWs driven by spin-polarized current 
leads to the exciting development of magnetic racetrack memories.99, 100 The periodic 
motion of magnetic DWs around the equilibrium position can be induced by a radio-
frequency (rf) current, which has been studied to extract the effective DW mass and to 
enable low-current device operations.101 For the electric counterpart, the propagation of 
ferroelectric DWs under a direct-current (dc) bias has been extensively investigated to 
understand the switching mechanism.102-104 On the other hand, the dynamics of 
ferroelectric DWs under alternating-current (ac) electric fields have not been thoroughly 
analyzed. While signatures of ferroelectric DW oscillation, e.g., the dielectric dispersion at 
the microwave regime105-110, have long been noticed by the scientific community, little is 
known on the nanoscale dynamics down to the single DW level since conventional bulk 
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measurements inevitably sum up the responses from domains with different polarizations 
and walls with different orientations.111, 112 Spatially resolved studies that address the 
nanoscale ac response are therefore crucial to explore the underlying physics of such low-
energy excitations localized at the DWs, which may be useful for nanoelectronic 
applications.113 
The electrical probing of ferroelectric DW response at the MHz – GHz frequency 
(f) regime may be complicated by the presence of mobile carriers, i.e. electrical conduction. 
Since the contribution from mobile carriers and bound charges at the DWs to the energy 
loss cannot be separated in a single-f measurement, a broadband study is of vital importance 
to understand the dynamic response of ferroelectric DWs and the corresponding 
instrumentation has been described in chapter 3. 
4.2 IMPEDANCE IMAGING OF FERROELECTRIC DOMAIN WALLS IN H-RMNO3 
In this section, we report the multi-f impedance microscopy experiments on the 
DWs of single-crystalline rare-earth hexagonal manganites (h-RMnO3, R = Sc, Y, Dy–Lu). 
We show that the effective conductivity of DWs on the (001) surface at GHz frequencies 
is drastically higher than that at dc, while the effect is absent on surfaces with in-plane 
polarized domains. 
 66 
4.2.1 Multi-mode Microscopy on (001) YMnO3 
 
Figure 4.5: Multi-mode microscopy on (001) YMnO3. (a) Schematic of the experimental 
setup. The shielded cantilever probe is connected to the SIM electronics via 
a bias-tee, through which a low-frequency ac voltage (95 kHz, 5 V) for PFM 
or a dc bias (−5 V) for C-AFM can be applied to the tip. The AFM image on 
the left shows the surface topography of (001) YMnO3. (b) Out-of-plane 
(OOP) PFM, C-AFM, SIM-Re, and SIM-Im (f = 1 GHz) images acquired on 
the same area. All scale bars are 1 m. (c) SIM-Im (purple) and C-AFM 
(orange) line profiles across a single domain wall centered at position 0.0 
m and labeled as dashed lines in b. The full-width-half-maximum of 100 
nm is comparable to the tip diameter, as shown in the scanning electron 
microscopy (SEM) image in the inset. (d) Simulated SIM signals as a 
function of the effective DW conductivity. The measured DW signals with a 
ratio of SIM-Re/Im ~ 0.4 (shaded in red) are consistent with DW ~ 400 S/m. 
The inset shows the tip-sample geometry for the FEA.  
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Our multi-mode imaging setup on a commercial AFM platform is schematically 
illustrated in Fig. 4.5a. We first discuss the results on the (001) surface of as-grown YMnO3 
samples. With no corresponding topographic features, the cloverleaf-like domain patterns 
are vividly seen in the out-of-plane piezo-response force microscopy (PFM) data in Fig. 
4.5b. Due to its semiconducting band gap of ~ 1.5 eV and slight p-doping from interstitial 
oxygen97 during the growth, the as-grown YMnO3 in our experiment shows a room-
temperature conductivity bulk of ~ 0.3  10
-3  S/m77, 114, 115 (Appendix A). This bulk 
conduction is further modulated by the different surface band bending between up- and 
down-polarized domains, giving rise to the domain contrast in the C-AFM image under a 
tip bias of -5 V77, 115. In contrast to the uncharged walls in other ferroelectrics85-87, it was 
found that the charge-neutral DWs on the (001) YMnO3 surface are more resistive than the 
adjacent domains77. Since the paraelectric phase of YMnO3 is more insulating than its 
ferroelectric phase, it was suggested that the dc behavior of the DWs closely resembles the 
corresponding high-temperature high-symmetry states77.  
Different from the dc C-AFM, the scanning impedance microscope (SIM)66, 116 
working at f = 1 GHz measures the local complex permittivity of the material with a spatial 
resolution of ~ 100 nm determined by the tip diameter d. The input excitation power is on 
the order of 10 W116, corresponding to a low GHz tip voltage of ~ 0.1 V. And the electric 
field ~ 10 kV/cm at the tip apex is too small to cause ferroelectric switching of the YMnO3 
domains77, 95, 96. The output SIM-Re and SIM-Im signals are proportional to the real and 
imaginary parts of the tip-sample admittance, respectively. The SIM images acquired on 
the same area as above are also displayed in Fig. 4.5b. Strikingly, while the DWs are the 
least conductive objects on the (001) surface at zero frequency, they exhibit much higher 
SIM signals than the bulk domains, as seen from the line profiles in Fig. 4.5c. Note that 
since the tip diameter is much larger than the size of the vortex cores117, the high SIM 
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signals at the cores may be a resolution-limited effect due to the summation of adjacent 
DW signals. We will not, therefore, analyze the SIM data on the vortices. 
 
Figure 4.6: Finite-element analysis of the tip-sample interaction. Finite-element analysis 
(FEA) of the SIM signals as a function of DW, which is scaled by the 
frequency in unit of GHz. The 3D modeling geometry is shown in the inset. 
  
In order to interpret the SIM data as physical quantities, we use finite-element 
analysis (FEA) to simulate the DW response at GHz frequencies66. Near the surface of 
plate-like YMnO3 crystals, the DWs tend to be perpendicular to the surface for a depth (h) 
of several micrometers118, i.e., h >> d. As a result, we can model the DW as a vertical 
narrow slab sandwiched between adjacent domains. To compare results at different 
frequencies, we characterize the total dielectric loss at the DWs, including both 
contributions from mobile carriers and DW dynamics, by the effective DW ac conductivity 
DW
ac. The FEA results are shown in Fig. 4.6. Here SIM-Re and SIM-Im signals are 
directly proportional to the real and imaginary parts of the tip-sample admittance (inverse 
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impedance), which can be computed by the software COMSOL 4.4. Note that the SIM 
signals saturate at both the low (below 1 S/m at 1 GHz) and high (above 104 S/m at 1 GHz) 
conductivity limits. Due to the small bulk conductivity bulk ~ 10
-3 S/m, the SIM response 
on the bulk domains is in the insulating limit. The quasi-static simulation is invariant when 
the effective DW conductivity DW is scaled by the frequency, i.e., the curves shift to higher 
DW at higher frequency and vice versa. A tip diameter (d) of 100 nm was used in the 
modeling, consistent with the SEM image at the tip apex and the line profiles in Fig. 4.5c. 
The domain wall width () on the order of 1 nm was reported in previous transmission 
electron microscopy studies.117, 119 We assign  = 2 nm so that it is easy to generate a dense 
mesh in the simulation. In fact, since d >> , the modeling result is invariant with respect 
to the effective sheet conductance SDW = DW. For instance, DW = 500 S/m and  = 2 
nm lead to SDW = 1 Ssq and an effective sheet resistance RDW = 1/SDW = 1 M/sq. Due 
to the relatively small static dielectric constant s = 17 of the improper ferroelectric h-
RMnO3
120, it is unlikely that a possible dipolar relaxation process121 ( drops from s to  
< s and  peaks at (s + )/2) within our frequency span will substantially affect the 
simulation result. As a result, we have chosen to interpret the observed impedance contrast 
in terms of a single parameter, i.e., the effective ac conductivity of the DWs, while making 
the reasonable assumption of f-independent dielectric constant  = 17 for both domains and 
DWs. 
Compared with the FEA result (in Fig 4.6 / Fig. 4.5d), the measured DW contrast 
corresponds to DW
ac  400 S/m, which is 5 ~ 6 orders of magnitude higher than DW
dc. 
The electrical response of YMnO3 DWs is therefore qualitatively different from that of the 
ferroelectric lead zirconate (PZT)122 and the magnetic insulator Nd2Ir2O7
42, where the DWs 
are more conductive than domains at both dc and GHz frequencies. 
 70 
4.2.2 Control Experiments on Other h-RMnO3 
 
Figure 4.7: SIM experiments on other h-RMnO3. (a) Schematic representation of the tip 
electric fields (purple) and the out-of-plane polarization (blue) on the 
highlighted (001) ErMnO3 surface. (b) AFM, out-of-plane PFM, SIM-Re, 
and SIM-Im (f = 1 GHz) images acquired on (001) ErMnO3. Clear DW 
contrast can be seen in the SIM data. (c) and (d) are the same as (a) and (b) 
except that the schematic and the data are for (110) HoMnO3, showing clear 
domain contrast in the in-plane PFM but no DW contrast in the SIM images. 
All scale bars are 1 m. 
In order to investigate the generality of the observed behavior, we have also 
performed control experiments on other h-RMnO3 samples. As shown in Fig. 4.7b, the 
same DW contrast in SIM data is seen on the (001) surface of ErMnO3, suggesting that the 
effect is insensitive to the variation of rare-earth elements. The situation, however, is rather 
different on h-RMnO3 surfaces with in-plane polarized domains. In Fig. 4.7d, no DW 
contrast in the SIM images is observed on the cleaved (110) HoMnO3 crystal.  
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Figure 4.8: SIM data on polished HoMnO3 samples. (a) Schematic and (b) AFM, out-of-
plane PFM, and SIM images on the polished (001) surface of HoMnO3 
single crystal. (c) Schematic and (d) AFM, in-plane PFM, and SIM images 
on polished (100) surface cut from the same sample. All scale bars are 1 m. 
In addition to the as-grown YMnO3, ErMnO3 and cleaved HoMnO3 samples 
presented above, we have also measured other samples to confirm that the results are 
common to the h-RMnO3 family. In particular, we cut and polished two samples, one with 
(001) surface and the other with (100) surface, from one single piece of HoMnO3. Note 
that the SIM data are usually of low quality for polished samples with inevitable scratches 
and possible damages on the surface. Nevertheless, the images in Fig. 4.8b&d clearly show 
the appearance and absence of DW contrast on the (001) and (100) surfaces, respectively. 
In addition, the SIM-Re/Im ratio of the (001) sample (0.400.10) is consistent with that on 
the YMnO3 and ErMnO3 samples. We therefore conclude that the observed DW signals do 
not depend on the choice of the rare-earth element R, and the DW contrast is most 
prominent on the ab-plane with out-of-plane polarizations77 and absent on surfaces parallel 
to the c-axis with in-plane polarizations123, 124. 
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DWs inside h-RMnO3 form a complex network that permeates the bulk of the 
material125. On the (110) and (100) surfaces with in-plane polarization, charged DWs are 
stabilized by the interlocking of the ferroelectric and antiferrodistortive orders. Previous 
C-AFM work on these surfaces showed that DW
dc varies continuously as the neighboring 
domains change from ‘tail-to-tail’ to ‘head-to-head’ configurations, presumably due to the 
accumulation or depletion of p-type carriers.123, 124 On the other hand, only moderate 
conductance difference between domains and DWs (within an order of magnitude) is 
measured on these surfaces.123 Compared with the FEA results in Fig. 4.6, the contribution 
due to mobile carriers on the charged walls (DW
dc << 1 S/m) is still too small to be detected 
by the SIM. As a result, the missing DW contrast on the (110) and (100) surfaces at f = 1 
GHz indicates that the contribution from dipolar loss to the local energy dissipation is also 
negligible in crystal planes parallel to the polarization axis. 
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4.2.3 Frequency Dependent DW Response 
 
Figure 4.9: Frequency dependent DW response. (a-i) SIM images on (001) YMnO3 at 
various frequencies. All scale bars are 1 m. (e) Simulated SIM signals and 
(f) SIM-Re/Im ratios for different tip diameters, showing the weak 
dependence on the exact tip condition when the Re/Im ratio is calculated. 
Note that the x-axis is DW/f, i.e., the simulation is invariant when DW is 
scaled by the frequency. (g) SIM-Re/Im ratio of the DW signals as a 
function of f in a log-log plot. The constant DW contours at 10, 30, 100, 
300, 1000 S/m are also plotted in the graph. (h) f-dependent DW of the 
(001) YMnO3 DWs. The dash-dot line is a guide to the eyes. The inset 
shows the same data in the log-log scale. 
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To further explore the unusual ac response of DWs on (001) YMnO3, we construct 
multiple SIM electronics to cover a broad spectrum ranging from 106 to 1010 Hz (Section 
3.2). Selected SIM images with clear DW contrast are shown in Fig. 4.9a-i. For each f, the 
SIM-Re and SIM-Im images are displayed with the same false-color scale. Due to the 
different settings such as input power, amplifier gains, and impedance-match sections of 
the electronics, the absolute SIM signals cannot be directly compared between different 
frequencies and therefore are not shown here. 
 
Figure 4.10: Dependence of SIM output on tip geometry. (a) Simulated SIM signals and 
(b) SIM-Re/Im ratios for different tip diameters, showing the weak 
dependence on the exact tip condition when the Re/Im ratio is calculated. 
Note that the x-axis is DW/f, i.e., the simulation is invariant when DW is 
scaled by the frequency. (c) SIM-Re/Im ratio of the DW signals as a 
function of f in a log-log plot. The constant DW contours at 10, 30, 100, 
300, 1000 S/m are also plotted in the graph. (d) f-dependent DW of the 
(001) YMnO3 DWs. The dash-dot line is a guide to the eyes. The inset 
shows the same data in the log-log scale. 
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Moreover, the SIM output is strongly dependent on the condition of the tip apex, 
as evident from the simulation results in Fig. 4.10a. We have therefore taken the ratios 
between SIM-Re and SIM-Im signals, which not only cancel out the circuit-dependent 
factors but also show much weaker dependence on the tip diameter (Fig. 4.10b), for 
quantitative analysis. 
 
Figure 4.11: SIM experiments with repeated line scans. (a) Repeated SIM line scans at f = 
122 MHz and (b) the corresponding averaged signals for calculating SIM-
Re/Im with a better signal-to-noise ratio. (c) and (d) show the same results 
acquired at f = 9.18 GHz. All scale bars are 1 m. 
For the same capacitance contrast C, the admittance change (2fC) becomes 
smaller at lower frequencies, which is thus harder to detect by the SIM electronics. The 
lowest frequency in this work is ~ 2 MHz, below which the signal-to-noise ratio (SNR) is 
too low for the imaging experiment. At high frequencies, the loss in the coaxial cables and 
the shielded cantilever sets our upper limit to be ~ 10 GHz, beyond which the SNR is again 
too low for imaging. 
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To extract the SIM-Re/Im ratio of the DW contrast, we perform repeated line scans 
to improve the SNR of the data. Figs. 4.11a&b show the results (f = 122 MHz) of 40 scans 
on the same line and the plot of averaged SIM signals, respectively. For the f = 9.18 GHz 
data shown in Figs. 4.11c&d, the DWs are hardly seen in the raw data due to the poor 
sensitivity. The line averaging method, however, provides adequate SNR such that the 
SIM-Re/Im ratio can be readily calculated. 
 
Figure 4.12: Analysis of frequency dependent DW response. (a) SIM-Re/Im ratio of the 
DW signals as a function of f in a log-log plot. The constant DW contours at 
10, 30, 100, 300, 1000 S/m are also plotted in the graph. (b) f-dependent 
DW of the (001) YMnO3 DWs. The dash-dot line is a guide to the eyes. The 
inset shows the same data in the log-log scale. 
In Fig. 4.12a, the SIM-Re/Im data are plotted together with the constant-DW
ac 
contours from the FEA simulation. Within the experimental errors in Fig. 4.12b, the 
effective DW conductivity rises rapidly from nearly zero at dc to ~ 500 S/m above 1 GHz 
and develops a feature not inconsistent with a broad peak around 3 ~ 5 GHz, although the 
cut-off frequency at 10 GHz prevents us from resolving the full resonance-like peak. Given 
the very small contribution from Drude conduction of mobile carriers, it is obvious that the 
bound-charge motion at the DWs, which is microscopically equivalent to the vibration of 
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DW position, on the (001) surface of h-RMnO3 is responsible for the pronounced ac loss 
observed in our experiment. 
4.3 THEORETICAL ANALYSIS OF DW DYNAMICS IN H-RMNO3 
In this section, we perform theoretical analysis on the DW dynamics in h-RMnO3 
based on experimental observations in the previous section. Theoretical calculations 
indicate that the observed behavior is consistent with the dielectric loss due to periodic 
sliding of the DW around its equilibrium position, i.e., the synchronized oscillation of local 
polarization and apical oxygen atoms. Our results thus represent a major milestone in 




Figure 4.13: Periodic DW sliding in the simplified model. (a) Ground-state configuration 
of the simplified Hamiltonian (1), with the DW centered between two Mn 
sites. (b) A high-energy configuration when the domain wall is centered at a 
Mn site. The schematics in (a) and (b) show the corresponding on-site 
energies in the double-well potential. (c) Washboard-like potential when the 
center of the DW slides across different sites. (d) Phonon spectral function 
in this simple model, showing the non-dispersive sliding mode at the lowest 
energy, the breathing mode at a higher energy, and the dispersive bulk 
phonon branch. (e) Mode texture for a lateral shift of the DW position (top) 
and the corresponding DW sliding mode (bottom). (f) Mode texture for an 
increase of the DW width (top) and the corresponding DW breathing mode 
(bottom). (g) Dependence of the DW oscillation frequency on its width. 
The starting point to analyze the lattice dynamics in h-RMnO3 is to understand its 
non-uniform trimerization textures, which were first explained within the long-wavelength 
Landau theory, using parameters extracted from ab initio calculations.126 Density 
functional theory (DFT) calculations predict the lowest optical phonon at ~ 2 THz126, 127, 
well above the characteristic frequency in our experiment. On the other hand, the presence 
of DWs breaks the continuous translational symmetry and introduces a mode associated 
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with the periodic DW sliding around its equilibrium position, whose energy approaches 
zero in the continuum model. When the DW width  is comparable to the lattice constant 
a, the sliding mode acquires a gap due to the discrete translational symmetry of the lattice. 











2 − 𝐸𝐴, [4.1] 
where the four terms represent the kinetic energy of the local mode Ar at site r with mass 
m, the local double-well potential, the nearest-neighbor interaction, and the interaction 
between the local mode and oscillating external field E, respectively. In the equilibrium, 
the center of the DW locates in between two adjacent sites, as shown in Fig. 4.13a, so that 
the mode amplitude at every site is close to the minimum of the ferroelectric double-well 
potential. When moving to a neighboring unit cell, the DW passes through an intermediate 
configuration in Fig. 4.13b, where it is centered at the site. The mode amplitude of this 
configuration corresponds to a maximum of the potential and a high total energy. The 
energy difference between these two configurations gives rise to the Pierls-Nabarro 
barrier128, 129 in Fig. 4.13c that needs to be overcome in order to flip the polarization of a 
unit cell and move the DW to the adjacent cell. In our SIM experiment, the excitation tip 
voltage, thus the external field E, is too low to cause any ferroelectric switching. As a result, 
we only need to consider the linear response of this model Hamiltonian. 
The solution of model above reveals two non-dispersive modes localized 
perpendicular to the DW plane, along with the continuous spectrum of bulk phonons, as 
shown in Fig. 4.13d. The lowest-energy mode (Fig. 4.13e) corresponds to oscillations of 
the DW position, whereas the higher-energy breathing mode (Fig. 4.13f) corresponds to 
oscillations of the DW width. As seen in Fig. 4.13g, the frequency of the DW sliding mode 
rapidly decreases with increasing  and approaches zero for  >> a, consistent with the free 
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DW sliding in the continuum theory. The nearly-exponential dependence of the resonance 
frequency on  makes it difficult to calculate the frequency precisely from an approximate 
model, but it is still possible to estimate it by the order of magnitude. This simple model 
thus illustrates how the low-energy GHz-scale mode emerges from the THz phonon 
spectrum. 
Now we extend the above model to incorporate the principal trimerization 
amplitude (Q), angle (), and polarization (P) modes in YMnO3, which are strongly 
coupled to each other. The structural changes across the domain walls and other non-
uniform trimerization textures are primarily described by the modulation of these modes.126 
Since the DW vibration occurs at a frequency much lower than the optical phonons, it is 
within the error bars of the conventional frozen-phonon calculations.130 To provide a 
quantitative estimate, we use the discretized version of the model in Ref. 126, involving all 
the relevant degrees of freedom, Q, , and P, and replace the gradient terms with the 




















2 − 𝑐2(𝑃𝑛 − 𝑃𝑛+1)
2 − 𝑔1𝑄𝑛
3𝑃𝑛 cos 3𝜙𝑛 − 𝑔2𝑄𝑛
2𝑃𝑛
2. [4.2] 
In order to approximate the realistic phonon dispersion, we use the corresponding 
interaction constants and mode masses to fit the phonon band dispersion and band center 
positions to those determined by the DFT calculations. To calculate the phonons within the 
model, the Hamiltonian is expanded around the equilibrium DW configuration, up to the 
terms, quadratic in deviations from the ground state DW, and the corresponding Euler-
Lagrange equations are solved as an eigenvalue problem. The finite chain is used with the 
fixed boundary conditions. The resulting phonon modes with energies En and amplitudes 
𝑥𝑛𝑚
(𝛼)
 of the mode  ( = 1, 2, 3 for modes Q, , and P) on the site m can be visualized by 
plotting the phonon spectral function in Fig. 4.14a, 
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|𝑘⟩𝑛 . [4.3] 
Here the summation runs over all phonon branches n, |k⟩ = ei k m is a plane wave 
with the wave vector k. A scalar product is defined in the usual way, ⟨k|xnm⟩ =
∑ e−i k mxnmm . And we use a finite-width approximation to a -function to describe a finite 
lifetime. The result looks similar to the phonon dispersion of a periodic crystal, but the 
translation symmetry breaking due to the DW is manifested in the normal modes at a given 
frequency not having a single plane wave form with fixed k, but instead a combination of 




Figure 4.14: First-principles-based model calculations. (a) Phonon spectral function 
projected to the Q, , P modes. (b) Oscillation amplitudes of the local modes 
Q, , and P are shown for several characteristic phonons at frequencies 
labeled in A with the dashed lines. (c) Phonon dispersion of YMnO3 in the 
low temperature P63cm structure. (d) From left to right: Contributions of the 
Q, , and P modes to the phonon dispersion. The lines are color coded with 
the relative intensity.  
The spectral function projected on the oscillations of Q, , and P modes resembles 
the bulk phonon dispersion with the dispersive branches for 2− and K3 phonons, along 
with several non-dispersive branches, corresponding to the phonons localized at the DWs. 
Here a damping parameter of 20 GHz, consistent with the optical experiments131, is used 
in the calculations. The ripples in the false-color maps (Fig. 4.14a) are due to the finite size 
of the supercell. Fig. 4.14b shows the real-space oscillation of Q, , and P at several 
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characteristic frequencies. The lowest branch, appearing in the GHz range, corresponds to 
the oscillations of the DW position around the equilibrium position, while the localized 
modes at the THz range correspond to the width oscillations of the Q, , and P textures. 
Note that DW-sliding mode is localized only perpendicular to the DW plane and free to 
propagate within the DWs. Our 1D calculation, therefore, only shows the bottom of the 
phonon band. The sliding mode with non-zero ky, kz wave vectors in the DW plane are 
analogous to the acoustic waves in elastic media. The inter-site mode coupling terms 
similar to those with c1, c2 in Equation [4.2] give rise to the phonon dispersion for the wave 
vector components in the DW plane (e.g. yz). These terms give rise to the band of DW-
localized phonons, with phonon amplitudes in the DW plane having the oscillating form 
exp(kyy+kzz), and the bandwidth determined by the respective stiffness constants, and 
therefore of the same order as the bandwidth of 2− and K3 bands in the bulk. 
The phonon calculations are performed using frozen-phonon method as 
implemented in Phonopy software, within the 332 supercell of the P63cm low-
temperature unit cell using generalized gradient approximation to density functional theory 
(GGA, DFT) with a plane wave basis set and projector-augmented waves formalism as 
implemented in the Quantum Espresso package132, 133. The plane wave cut-off of 35 Ry 
and density cut-off of 300 Ry are used. The magnetic ordering is approximated by A-type 
antiferromagnetism, which should be sufficient for the present estimates and LDA+U with 
atomic projection and U = 4 eV was used134. The results of the phonon dispersion (Fig. 
4.14c) and contributions from the Q, , and P modes are shown in Fig. 4.14d. The discrete 
model is then constructed using the force constants calculated, with the energy of the 
domain wall minimized in the harmonic approximation, which is justified by the small tilts 
of bi-pyramids from the equilibrium positions in the two domains. Then the energy is 
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expanded around this state and the phonons are calculated. The results, projected on the 
phase and amplitude modes of trimerization and on polarization are shown in Fig. 4.14a. 
This approach, combining models and first-principles calculations, allows us to 
treat the bulk and DW-specific phonons within the unified picture and clarifies the physics 




Figure 4.15: DW dynamics revealed by first-principles-based model calculations. (a) 
Atomistic view of YMnO3 in the (001) plane across the interlocked 
antiphase boundary and ferroelectric DW. The MnO5 polyhedra are shaded 
in purple. The displacements of apical oxygen atoms in the down-domain 
(left), DW (middle), and up-domain (right) regions are displayed by red, 
green, and blue arrows, respectively. The trimers are indicated by dashed 
triangles. The black and white double-headed arrows illustrate the 
amplitudes and directions of the periodic DW sliding. (b) Ground-state 
configuration of the three order parameters across the DW obtained by 
minimizing the model Hamiltonian. (c) Phonon spectral function projected 
to the Q, , P modes. The ripples are due to the finite size (120 sites) of the 
super-cell. The lower panels in the log scale show the spectral intensity of 
the low-energy non-dispersive branch. (d) Real-space oscillation of Q, , 
and P for (top) a regular dispersive phonon at the THz-range and (bottom) 
the localized DW sliding mode at the GHz-range. 
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The DW energy centered at the Mn sites is lower than that in between the sites, 
again giving rise to the washboard-like Pierls-Nabarro barrier. The atomistic view of 
YMnO3 in Fig. 4.15a shows the synchronized oscillation of apical oxygen atoms and the 
local polarization during the periodic DW sliding. In Fig. 4.15b, the ground-state 
configuration by minimizing the model Hamiltonian is plotted for Q, , and P. The 
calculated phonon dispersion can be visualized by the phonon spectral function in Fig. 
4.15c, where the damping is estimated from optical experiments.131 Similar to the 
simplified model, the spectrum contains the usual dispersive phonons originated from the 
2− and K3 modes in the P63/mmc space group127 and non-dispersive branches, the lowest 
of which corresponds to the localized DW oscillating mode. In Fig. 4.15d, the order 
parameter oscillation amplitudes at the lattice sites are plotted for both a regular phonon 
and the localized mode. Note that our 1D model calculations only capture the bottom of 
the phonon bands, i.e. phonons with zero wave vector in the DW plane. In real 3D crystals, 
the vibration of local polarization and oxygen atoms can still propagate with non-zero wave 
vectors within the DW plane, resembling the acoustic waves in elastic media. The 
bandwidth of such a DW-acoustic-wave mode is determined by the inter-site coupling 
strength, and is therefore of the same order as the bandwidth of the 2− and K3 modes in 
the bulk. 
4.4 DISCUSSION AND SUMMARY 
Comparisons between our experimental and theoretical results strongly suggest that 
the ac response of the h-RMnO3 DWs is associated with the DW oscillation mode. First, 
for DWs on the (001) surface, the vertical component of the oscillating E-field from the 
SIM tip is aligned with either up- or down-polarized domains in each half-cycle, leading 
to the periodic motion of the apical oxygen atoms coupled with local polarization and thus 
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the ac dielectric loss. In contrast, the coupling between the tip E-fields and the DW motion 
on the (110) and (100) surfaces is negligible due to E being mostly orthogonal to P. Such 
a ‘selection rule’ is indeed seen in Fig. 4.7 and Fig. 4.8. Secondly, while the error bars of 
a full ab initio calculation for all 330 h-RMnO3 phonons can mask the low-energy mode, 
our model Hamiltonian taking the essential Q, , and P modes into account provides an 
estimate of its frequency that indeed falls into the GHz regime. Further development of the 
model, such as the inclusion of the next-nearest-neighbor interaction and more phonon 
modes, may allow a more quantitative comparison with the experiment. Thirdly, our 
generic analysis of the low-energy DW vibration may explain the dielectric dispersion 
observed in many ferroelectrics.105-110 Future experiments on materials with a characteristic 
frequency well within the range of our SIM, e.g., 0.1 ~ 1 GHz, will allow us to fully resolve 
the resonance-like peak (similar to Fig. 4.12b), which contains important information such 
as the DW effective mass. Finally, our model calculations suggest the possible presence of 
an acoustic mode localized perpendicular to the wall but free to propagate within the DW 
plane. If confirmed by future experiments, this low-energy excitation, in analogy to the 
magnonic wave traveling along the magnetic DWs135 and surface acoustic wave traveling 
on the surface of piezoelectric materials136, may be exploited for nanoelectronic 
applications. 
To summarize, by using broadband impedance microscopy, we have observed the 
drastic increase of effective DW conductivity from dc to microwave frequency on the (001) 
surfaces of hexagonal manganites, while the effect is absent on surfaces with in-plane 
polarized domains. First-principles and model calculations indicate that the DW 
oscillation, rather than the presence of free carriers, is responsible for the ac energy loss 
and selection rules. Ferroelectric DWs, with their own rich excitations, thus offer a new 
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playground to explore emergent interfacial phenomena that are not present in bulk 
domains. 
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Chapter 5: Imaging Electrical Inhomogeneity in Nanodevices 
With sub-micrometer scale distribution of quasi-static fields near the tip apex, MIM 
excels in characterizing conductivity in buried structures, such as heterostructures and 
encapsulated devices, which are usually hard to access through traditional transport 
techniques. In this chapter, I will demonstrate two typical applications of MIM in the above 
scenario — imaging sketched conductive nanostructures at the heterointerface of LaAlO3 
(LAO) and SrTiO3 (STO)3 and visualizing conductance evolution in electric double-layer 
transistors (EDLT)4. 
5.1 SKETCHED NANOSTRUCTURES AT LAO/STO INTERFACE 
5.1.1 Introduction 
The interface between two insulating perovskites LaAlO3 (LAO) and SrTiO3 (STO) 
has been in the limelight of material research in the past decade.137 When 4 or more unit 
cells (uc) of LAO are epitaxially grown on a TiO2-terminated STO substrate, a high-
mobility quasi-two-dimensional electron gas (q2DEG) forms spontaneously on the STO 
side of the interface.138 This system exhibits a plethora of intriguing phenomena including 
the presence and coexistence of superconductivity and ferromagnetism.139-142 At the critical 
LAO thickness of 3 uc, a metastable metal-insulator transition can be controlled using 
                                                 
3 This part of the chapter has been published as Z. Jiang, X. Wu, H. Lee, J.-W. Lee, J. Li, G. Cheng, C.-B. 
Eom, J. Levy and K. Lai, Applied Physics Letters 111 (23), 233104 (2017). J.L. and K.L. conceived and 
designed the experiments. H.L., J.-W.L., J.L., and C.-B.E. fabricated the devices. Z.J. and X.W. performed 
the MIM experiment and numerical analysis. Z.J., X.W., and K.L. wrote the initial draft of the paper. All 
authors were involved in the discussion of results and edited the manuscript. 
4 This part of the chapter has been published as Y. Ren, H. Yuan, X. Wu, Z. Chen, Y. Iwasa, Y. Cui, H. Y. 
Hwang and K. Lai, Nano Letters 15 (7), 4730-4736 (2015). H.Y. and K.L. conceived and designed the 
experiments. H.Y. fabricated the devices. Y.R. and X.W. constructed the cryogenic MIM and performed 
the MIM experiment and numerical analysis. Z.C. and H.Y. performed the theoretical studies. Y.R., and 
K.L. wrote the initial draft of the paper. All authors were involved in the discussion of results and edited 
the manuscript. 
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either a global gate voltage applied on the back of the STO substrate143 or on the top LAO 
surface using a conductive atomic-force microscopy (c-AFM) tip144. In the latter case, the 
q2DEG can be reversibly written and erased underneath the tip with nanoscale lateral 
dimensions, enabling the creation and control of a variety of nanostructures such as sketch 
field effect transistors (FETs)144-146, photodetectors147, single electron transistors148, and 
quantum dots149, 150.  
Scanning probe microscopy (SPM) has played a key role in understanding the rich 
physics at the LAO/STO interface. Aside from the aforementioned c-AFM nano-
patterning144-150, the depth profile of the q2DEG has been visualized by cross-sectional c-
AFM imaging151, and the surface charge distribution and electromechanical response have 
been imaged by electric force microscopy (EFM)152 and piezo-force microscopy (PFM)153, 
154, respectively. Other properties of the LAO/STO system, including the electrostatic 
potential, magnetism, and superconductivity, are also locally probed using scanning single-
electron transistor (SET) microscopy155 and scanning superconducting quantum 
interference device (SQUID) microscopy142, 156. On the other hand, one of the most 
important physical quantities in this system, the local 2D conductivity, has not been directly 
imaged in a quantitative manner. In this section, we report the patterning and imaging of 
sketched conductive nanostructures at the 3uc-LAO/STO interface by microwave 
impedance microscopy (MIM)116. The sketched q2DEG patterns can be visualized by the 
MIM, and the estimated sheet resistance can be extracted using finite-element analysis66, 
in agreement with the transport data. The local insulator-to-metal transition is also 
demonstrated as a function of the tip voltage. Our work lays the foundation to explore 
various emergent phenomena in oxide interfaces with local electrical probes. 
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5.1.2 Writing and Cutting Nanowires  
The LAO/STO sample in this experiment is prepared as follows. The LAO thin film 
is deposited on a TiO2-terminated STO (001) substrate by pulsed laser deposition with in 
situ high-pressure reflection high-energy electron diffraction (RHEED) monitoring. The 3 
uc of LAO film is grown at a temperature of 550 °C and O2 pressure of 110
−3 mbar157. 
After growth, electrical contacts to the interface are prepared by Ar-ion milling 25 nm deep 
trenches and filling them with Au/Ti bilayer (2 nm adhesion Ti layer and 23 nm Au layer).  
 
Figure 5.1: (a) Schematic of the experimental setup. Both the microwave excitation and 
the tip bias are applied to the shielded cantilever tip through a bias-tee. The 
two-terminal conductance is monitored by a source-drain bias across the 
Ti/Au electrodes. The inset shows the equivalent lump-element circuit of the 
tip-sample interaction. Here CLAO, CSTO, and Rq2DEG represent the 
capacitance of the LAO layer, STO substrate, and resistance of the q2DEG 
layer, respectively. (b) AFM image inside the dashed rectangle in (a). (c) 
MIM images in the same area as (b) after the writing of a nanowire with Vtip 
= +5 V. (d) MIM images after the wire is cut in the middle by a tip bias of -5 
V. All scale bars in (b – d) are 0.5 m. 
The MIM measurement is performed on an AFM platform (XE-70, Park Systems) 
described in chapter 2.116 As shown in Fig. 5.1a, an excitation signal (10 µW at 1 GHz) is 
fed to the center conductor of a shielded cantilever tip54 and the reflected microwave is 
demodulated to produce the two output signals MIM-Im and MIM-Re, which are 
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proportional to the imaginary and real parts of the tip-sample admittance, respectively. The 
GHz frequency is essential for effective capacitive coupling to the buried q2DEG at the 
LAO/STO interface, as well as to suppress the piezoelectric modes as probed in PFM153, 
154. The equivalent lump-element circuit of the tip-sample interaction is sketched in the 
inset. The impedance between the tip and the ground is dominated by the STO substrate 
when the LAO/STO interface is insulating, and by the LAO layer when the interface is 
highly conductive interface. In addition to the microwave signals, a DC bias Vtip is also 
applied to the tip through a bias-tee. The two-terminal conductance between the Au/Ti 
electrodes is monitored by a Keithley source meter with VDS = 10 mV. As an extension of 
the metal contacts, two rectangular pads are first written with Vtip = +5 V. A nanowire is 
then drawn by scanning the MIM tip with the same bias from one pad to the other. Results 
shown here are representative of over 20 nanowires created in this fashion using several 
MIM tips. The abrupt increase of conductance due to the connection of two pads is around 
0.1 ~ 1 S for each micrometer in length of the wire. Similar to previous reports157, the 
conductance slowly decreases under the ambient condition, with a characteristic time scale 
(several hours) much longer than the MIM imaging time (~ 10 min). We note that both 
water cycle157 and oxygen vacancy formation158 may be responsible for such a 
phenomenon, which is subjected to future studies. The AFM and MIM images of a typical 
nanowire are shown in Figs. 5.1b and 5.1c, respectively. The step-terrace-like features in 
the MIM-Im images are due to the topographic crosstalk.54 On the other hand, with no 
corresponding observable features in the surface topography, the sketched wire is clearly 
seen in the MIM data. Note that the two-terminal conductance remains stable during the 
imaging, indicative of the noninvasive nature of the MIM measurement. The nanowire is 
then cut by moving the tip with Vtip = −5 V perpendicular to the wire, accompanied by a 
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sudden drop of the current.144 The MIM images (Fig. 5.1d) taken after the erasing process 
also show a clear breakage at the cutting point. 
 
Figure 5.2: (a) MIM line profiles of the nanowire labeled as the dashed lines in Fig. 1c. 
The inset shows the SEM image of a typical MIM tip. (b) FEA simulation of 
the MIM contrast (with respect to the insulating background) as a function 
of the sheet resistance for a 10 nm wire underneath the tip. The signal levels 
from (a) are consistent with Rsh ~ 30 kΩ/sq, as indicated in the shaded area. 
The insets show the side (left) and top (right) views of the tip-sample 
configuration in the simulation. 
The MIM line profiles of the nanowire in Fig. 5.1c are plotted in Fig. 5.2a. For the 
> 20 wires measured in this study, the full-width-half-maximum (FWHM) linewidths are 
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around 150 ~ 250 nm, which is limited by the spatial resolution116 rather than the actual 
width of the nanowire. We note that the MIM signal levels, defined as the contrast between 
the peak values and the insulating background, are different for different tips in the 
measurements. On the other hand, it has been shown that the ratio between MIM-Im and 
MIM-Re signals is much less affected by the uncertainty on tip shapes.43 In the following, 
we will compare the MIM-Im/Re ratio with the modeling results. To estimate the local 
conductivity of the nanowire, we simulate the tip-sample admittance by finite-element 
analysis (FEA)66 using commercial software COMSOL 4.4. Here the 3 uc LAO is modeled 
as a 1.2-nm-thick layer with a relative permittivity of 25.159 The relative permittivity of the 
STO substrate is 300. The nanowire located on the STO side of the interface is assumed to 
be 10 nm in width.144 The radius of the MIM tip in the simulation is 100 nm, consistent 
with the scanning electron microscopy (SEM) image of a typical probe (inset of Fig. 5.2a) 
and the FWHM in the MIM line profiles. Under these conditions, the simulated MIM 
signals66 as a function of the sheet resistance Rsh of the nanowire are plotted in Fig. 5.2b, 
from which Rsh ~ 30 kΩ/sq can be estimated by comparing the measured MIM-Im/Re ratio 
(around 2:1 for the nanowires) with the COMSOL results. 
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5.1.3 Comparing MIM and Transport Results    
 
Figure 5.3: (a) AFM and MIM images of four bands across two pads, all written with Vtip 
= +5 V. The scale bars are 3 m. (b) MIM line profiles across the bands 
labeled as the dashed lines in (a). (c) Conductance between the electrodes as 
a function of the number of bands. The solid line is a fit to the experimental 
data (black squares) using a sheet resistance Rsh ~ 20 kΩ/sq. (d) Simulated 
MIM signals as a function of Rsh when the conductive region is much wider 
than the tip diameter. The insets show the side (left) and top (right) views of 
the tip-sample configuration in the simulation. The contrast in (b) is 
consistent with Rsh ~20 kΩ/sq, in good agreement with the transport data. 
In the single-wire experiment described above, it is difficult to directly compare the 
MIM and transport results because of the uncertainty in the nanowire width and the contact 
resistance. To circumvent these problems, we write multiple wide bands, each about 15 
squares, with Vtip = +5 V across two pre-patterned rectangular pads extended from a pair 
of electrodes. It is worth noting that the lateral dimension of the conductive region is now 
greater than the tip diameter. The sketched conductive features are clearly observed in Fig. 
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5.3a, with measured MIM-Im/Re ratio around 4:1, as seen in the line profiles in Fig. 5.3b. 
The conductance after the writing of each band is recorded. Assuming that the contact 
resistance Rcontact and the background leakage resistance Rbg of the device stay constant 
throughout the measurement, we can express the total resistance across the two electrodes 
as follows: 
𝑅total = 2𝑅contact + (𝑅bg




As shown in Fig. 5.3c, the experimental data fit nicely to Eq. (1) with a resistance 
of each band Rband ~ 300 kΩ and the corresponding sheet resistance Rsh ~ 20 kΩ/sq. Fig. 
5.3d shows the simulated MIM signals when the size of the conductive region is much 
larger than the tip diameter. By comparing the experimental data and FEA results, the sheet 
resistance extracted from the MIM images is 20 ~ 30 kΩ/sq, which is in excellent 
agreement with the transport data. 




Figure 5.4: (a) MIM signals as the tip repeatedly scans between two pads. The y-axis in 
the plots represent Vtip, which ramps from 0 (bottom) to +5 V (top). The 
scale bars are 2 m. (b) Selected MIM line profiles labeled as the dashed 
lines in (a). (c) Sheet conductance Gsh as a function of Vtip estimated from 
the FEA. The conduction at the LAO/STO interface becomes evident above 
a threshold voltage of +4 V. The inset shows a schematic of the repeated 
line scans (black line). 
Finally, we demonstrate the visualization of the insulator-to-metal transition at the 
LAO/STO interface by MIM imaging. Fig. 5.4a shows the MIM signals during repeated 
line scans across two pads when Vtip ramps from 0 to +5 V. As seen from the selected line 
profiles in Fig. 5.4b, the MIM signals on the pads remain constant during this process, 
whereas the signals on the nanowire region rise as increasing Vtip. As illustrated in the insets 
of Fig. 5.2b and Fig. 5.3d, the conductive region underneath the tip is much narrower in 
the case of a nanowire than that of a pad. As a result, for the same sheet conductance in 
these two regions, the MIM-Im signals (proportional to the tip-sample capacitance) will be 
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larger on the pad than that on the wire. Moreover, we note that the MIM-Re peaks at the 
nanowire-pad junctions are not fully understood. Using the same FEA simulation described 
above, it is straightforward to show that the conductance across the two pads emerges 
rapidly once the tip bias exceeds a threshold voltage Vth ~ +4 V, as plotted in Fig. 5.4c. 
This threshold voltage is consistent with previous c-AFM studies145, as well as the 
observation that surface charge accumulation on the LAO surface is enhanced for Vtip > +4 
V152. The result suggests that the interfacial conductance is due to the field effect through 
charge writing at the sample surface. We emphasize that the measurement is made possible 
by the ability of conductivity imaging in the presence of a tip bias. 
5.1.5 Conclusions  
In conclusion, using a microwave impedance microscope, we have demonstrated 
the non-invasive visualization of conductive nanostructures at the 3uc-LAO/STO interface. 
The MIM not only reveals the sketched patterns but also provides a quantitative 
measurement on the local sheet resistance of the q2DEG, which is in good agreement with 
the transport data. The insulator-to-metal transition is observed at a threshold tip bias of +4 
V, beyond which the local conductivity is strongly enhanced. Our results provide 
opportunities to study the emergent phenomena at various oxide interfaces.160, 161 
5.2 NANOSCALE CONDUCTANCE EVOLUTION IN ION-GEL-GATED OXIDE TRANSISTORS 
5.2.1 Introduction 
Metal-insulator transitions (MITs), in which the electrical conductivity changes by 
orders of magnitude162, are intriguing phenomena that underlie many long-standing physics 
problems such as unconventional superconductivity163 and colossal magnetoresistance164. 
The same process is also important for modern semiconductor devices, in which the 
conductivity is controlled by either chemical doping or electrostatic field effect165. Using 
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ionic liquids166-168 or gels169-172 as the gate dielectrics, the electric double-layer transistors 
(EDLTs) developed in the past few years have demonstrated the ability to modulate the 
sheet carrier density up to a level much higher than that achieved in conventional metal-
oxide-semiconductor field-effect transistors (MOSFETs)166-173. Such unprecedented 
tunability of electron concentration represents a paradigm shift in condensed matter physics 
research since many carrier-mediated processes, previously only accessible through 
chemical substitution, can now be studied in the FET configuration with better 
controllability and less disorder effect.174, 175 To date, the EDLT structure has been utilized 
to investigate the field-induced MITs173, 176-178, magnetic ordering179, 180, interfacial 
superconductivity181-186, and topological surface states180, 187 in a variety of advanced 
materials, with an ever increasing list in the foreseeable future. 
The remarkable success in the EDLT research has mostly been made possible by 
transport166-173, 176-187 and optical188-190 experiments, in which macroscopic properties of the 
buried conduction channel at the EDL interfaces are measured. In contrast, it remains 
technically challenging to obtain the microscopic electrical information in the EDLT 
channel, which is crucial for the study of nanoscale electronic inhomogeneity in complex 
quantum materials191-194 and the local conductance fluctuation in technologically important 
semiconductors. In conventional EDLT devices, however, the electrolyte-semiconductor 
interface is usually buried underneath a large droplet of ionic liquid/gel and thus cannot be 
directly studied by surface-sensitive electrical probes such as conductive atomic-force 
microscope (C-AFM) or scanning tunneling microscope (STM)195. In recent years, a 
number of local probes, including scanning Kelvin probe microscopy (SKPM)196, 
electrostatic force microscopy (EFM)197, scanning charge modulation microscopy 
(SCMM)198, and Raman microscopy199, have been utilized to image the FETs in a non-
contact manner. These techniques, however, only provide indirect rather than direct 
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information on the nanoscale conductance evolution. A new approach capable of spatially 
resolving the sub-surface electrical conductivity is therefore highly desirable to advance 
our knowledge on the electrostatic control of novel materials. 
In this section, we report the first real-space electrical imaging of the channel 
conductance in an oxide EDLT by combining the cryogenic microwave impedance 
microscopy (described in Section 3.3)40, 41, 54, 200 and electrolytic gating with ultra-thin ionic 
gels (thickness < 50 nm), as schematically illustrated in Fig. 5.5a. Thanks to the long-range 
tip-sample coupling66, the MIM is capable of performing sub-surface imaging in the 
presence of a thin dielectric capping layer41, which is ideal for measuring the ion-gel 
capped EDLT devices. We have observed the systematic evolution of local channel 
conductance during the insulator-to-metal transition induced by electrolytic gating. The 
uneven channel conductance in the presence of a large source-drain bias can also be imaged 
by MIM and the results are further corroborated by transport measurements and numerical 
simulations. 
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5.2.2 Device Structure and Transfer Characteristics 
 
Figure 5.5: (a) Schematic diagram of the EDLT device and the MIM setup. The 1 GHz 
microwave signal is guided to the shielded cantilever probe and the reflected 
signal is detected by the MIM electronics. The inset shows the AFM image 
and a line cut of a typical spin-on ionic gel layer (thickness ~ 30 nm), whose 
middle part was scratched away for thickness measurement. (b) Transfer 
characteristics of the EDLT measured at 230 K with VDS = 10 mV. The inset 
shows the SEM image of the ZnO channel defined by a pair of T-shaped Au 
contacts. (c) Slow relaxation of the source-drain current at 230 K. The 
equivalent circuit of the charging process is shown in the inset. For the ultra-
thin ionic gel, the dominant circuit elements are the capacitance of the 
electric double layer CEDL and the resistance of the ionic gel RIG, resulting in 
a long time constant on the order of 104 sec. 
As a prototypical semiconducting oxide extensively studied in the EDLT 
configuration167, 173, 201, 202, ZnO was used as the material platform in our experiment. The 
EDLT channel was defined by a pair of T-shaped Au electrodes for easy comparison 
between macroscopic transport and microscopic imaging, as shown in the scanning 
electron micrograph (SEM) in the inset of Fig. 5.5b. The T-shaped source/drain electrodes 
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were patterned on the ZnO substrates (c-cut crystals from MTI Corporation) using standard 
electron beam lithography. A large area gold pad (60 nm thick), which served as the side 
gate electrode, was deposited on an Al2O3 (100 nm thick) isolation layer. Different from 
the vertical metal-dielectric-semiconductor structure in conventional MOSFETs, the 
configuration of side metal gating provides the opportunity for scanning probe microscopy 
directly from the top of the channel without being shadowed by a top metal electrode. An 
optimized ionic gel solution [DEME-TFSI-based, N,N-diethyl-N-(2-methoxyethyl)-N-
methylammonium bis-trifluoromethylsulfonyl)-imide from Kanto Chemical Co.] was 
spin-coated on the device with a speed of 6000 rpm, followed by a vacuum baking at 80 
ºC for 12 hours. As confirmed by our AFM measurement, the gel thickness was in the range 
of 30~50 nm, which is ideal for MIM imaging with a spatial resolution on the order of 100 
nm. Fig. 5.5b shows the typical transfer characteristics of ion-gel-gated EDLTs with a 
source-drain bias VDS = 10 mV. The measurements were performed at 230 K, which is 
higher than the glass transition temperature (Tg ~ 180 K)
173 to allow ionic motion but is 
low enough to avoid large leakage and irreversible electrochemical effects202. The gate 
dependence of the source-drain current (IDS) clearly indicates that the EDLT can be turned 
on beyond a threshold voltage Vth ~ 1.5 V with a negligible gate leakage current (IG) below 
2 nA. Note that we have studied samples with other contact configurations and the results 
were qualitatively the same. 
The good transfer characteristics and small leakage current suggest that the ZnO 
EDLT gated by an ultrathin ionic gel can still function as a normal transistor and induce 
the insulator-to-metal transition inside the channel. However, it should be addressed that 
the gate response of this device is relatively slow, as compared to ionic-liquid-gated 
EDLTs. While the actual distribution of ions in the gel can be quite complicated, an order-
of-magnitude estimate of the gate response time can be obtained by examining the 
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equivalent circuit in the inset of Fig. 5.5c. At T = 230 K, the series resistance of the ultrathin 
ionic gel (RIG) estimated from the gate current is about 10
9 ~ 1010 , much higher than that 
of the bulk ionic liquids/gels. Assuming a capacitance per unit area on the order of 10 
F/cm2, as in previously reported ZnO EDLTs173, the effective electric-double-layer 
capacitance CEDL of this millimeter-sized device is about 10
-6 F. As a result, the time 
constant ( = RIG  CEDL = 10
3 ~ 104 sec) of this ion-gel-gated EDLT is very long, i.e., it 
typically took several hours or even longer for IDS to reach the true equilibrium state, which 
was indeed observed in the time dependence of IDS in Fig. 5.5c. 




Figure 5.6: (a) Temperature dependence of the channel conductance GDS (VDS = 10 mV) 
as the device was gradually turned on. The GDS’s at 100 K are labeled on 
each curve. As temperature decreased from 230 K (shaded region), the ionic 
motion slowed down and completely stops below Tg ~ 180 K. Electron 
transport through the ZnO surface, however, was not affected by the glass 
transition of the ionic gel. (b) MIM-Im images with different GDS’s at 100 
K. Some surface particles with lower MIM signals, whose locations change 
from cool-down to cool-down, can be seen on the device (Supporting 
Information S3). The false color scale shows both the measured MIM 
signals and the 2D sheet conductance 2D simulated from finite-element 
analysis (FEA). All scale bars are 5 m. (c) FEA simulation of MIM-Im 
signals as a function of 2D at the gel-ZnO interface. The maps of the quasi-
static 1 GHz displacement field amplitude (D = E, where  is the 
permittivity and E the electric field) at the insulating (left, 2D < 10
-8 S  sq) 
and conducting (right, 2D > 10
-4 S  sq) limits are also shown in the insets. 
Scale bars in the insets are 200 nm. 
Such a slow charging process owing to the small thickness of the gel layer has a 
direct consequence on our imaging experiment. For systems with a short response time, 
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one usually measures the properties under equilibrium by varying the external VG, which 
is difficult to realize here. Alternatively, taking advantages of the slow relaxation in our 
ion-gel-gated device, we may freeze the ionic motion at intermediate states by cooling the 
device below Tg of the gel, and study the corresponding microscopic distribution of local 
conductance in the EDLT channel. In our experiment, a VG of 2 V was applied at 230 K 
for various periods of waiting time until the desired IDS was reached. The sample was then 
cooled down for T-dependent measurements, as plotted in Fig. 5.6a. 
 
Figure 5.7: FEA simulation of the real (MIM-Re, blue) and imaginary (MIM-Im, red) 
components of the tip-sample admittance. The insets show the tip-sample 
configuration (left) and a lumped-element circuit model (right). 
For each transport curve in Fig. 5.6a, we acquired the MIM images near the 
source/drain electrodes at T = 100 K (Fig. 5.6b). For simplicity, only the imaginary (MIM-
Im) components of the data, which fully capture the local conductance information, are 
displayed in Fig. 5.6b. To obtain a quantitative understanding of the MIM images, we first 
present the finite-element analysis (FEA)66 of the tip-sample interaction (Fig. 5.7), which 
converts the MIM-Im signals to the 2D sheet conductance 2D. For the simulation, the 
diameter of the focused ion-beam (FIB) deposited Pt tip is assumed to be 200 nm66 and the 
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thickness of the ionic gel is 50 nm. The dielectric constant (ε) of ZnO is 8.5.203 While little 
is known on the dielectric constant at 1 GHz for the ionic gel, we have assumed here ε ~ 3, 
similar to typical polymers. The simulation result does not depend strongly on the dielectric 
constant. The thickness of the ZnO surface inversion layer is assumed to be d = 5 nm and 
the 2D sheet conductance 2D = 3D  d, where 3D is the 3D conductivity. 
The real (MIM-Re) and imaginary (MIM-Im) parts of the effective tip admittance, 
which are directly proportional to the MIM signals, are shown in Fig. 5.7. The results can 
be qualitatively understood by the lumped-element circuit in the inset66. Note that this 
equivalent circuit seen by the tip is for the 1 GHz microwave excitation, which is totally 
different from the DC effective circuit in the inset of Fig. 5.5c. When the gel-ZnO interface 
is insulating, the resistance at the ZnO surface rZnO is very large and the tip is loaded by 
two geometric capacitors (cgel and cZnO) in series. When the gel-ZnO interface is highly 
conducting, the small rZnO effectively shunts cZnO. In between these two limits, the MIM-
Im signal increases monotonically as increasing σ2D and the MIM-Re signal reaches a peak 
around σ2D = 1 μS  sq. For simplicity, only the MIM-Im component is presented in the 
main text. 
Note that due to the generally non-negligible contact resistance and the specific 
source/drain geometry, one cannot directly calculate 2D from the two-terminal 
conductance GDS measured by transport. In the following analysis, we only use GDS for an 
order-of-magnitude estimate when comparing with the 2D maps. When the EDLT 
interface is insulating, the quasi-static microwave electric fields can spread into the bulk of 
ZnO. On the other hand, a highly conductive EDLT interface can effectively screen the 
microwave electric fields, which are then terminated at the ZnO surface. Consequently, the 
tip-sample capacitance, which is proportional to the MIM-Im signal, depends strongly on 
2D. As plotted in Fig. 5.6c, the MIM-Im signal remains low for small 2D, increases 
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monotonically with increasing 2D between 0.01 and 100 S  sq, and saturates for 2D 
above 100 S  sq.  
Of particular interest in Fig. 5.6b is the spatial evolution of local conductance as 
the EDLT channel was turned on. When a positive gate bias VG > Vth is applied, electrons 
in ZnO are first induced near source and drain by fringing fields from the cations 
accumulated on the electrodes. More cations are then attracted to these regions and the 
conductive area in ZnO gradually propagates into the entire channel. Such a process is 
vividly manifested by the MIM data. As GDS at 100 K increased from 0 to 1.5 S, the light 
blue regions in the false-colored map (2D ~ 1 S  sq) with higher MIM signals than the 
initial insulating state (dark blue, 2D < 0.1 S  sq) appeared around the source/drain 
contacts and propagated toward the center of the channel. For GDS = 3.4 S, the highly 
conductive areas (orange to red, 2D ~ 10 S  sq) originated from the two electrodes started 
to merge. At the highest GDS of 10 S in our experiment, the ZnO became highly 
conductive with 2D > 10 S  sq everywhere inside the channel. We emphasize that, while 
the same process is ubiquitous in FETs, it is a rare occasion that the evolution can be 
imaged by scanning probe experiments, which provide not only strong support on the 
effectiveness of the ion-gel gating but also the real-space information of field-induced 
MITs. 
 108 
5.2.4 Imaging Spatial Inhomogeneity of Channel Conductance 
 
Figure 5.8: (a) Simulated results of MIM-Im signals as a function of 2D. The insulating, 
crossover, and conducting regimes are color-coded as blue, green, and red, 
respectively. (b) MIM images at three different GDS’s after removing the 
background signals. Only several surface particles fixed in location were 
seen in the data when the ZnO channel was insulating (GDS = 0 μS) or 
relatively conducting (GDS = 6.7 μS). Fluctuation of the local conductance 
was observed when GDS = 1.3 μS, which is likely within the crossover 
regime. All scale bars are 1 m. (c) A line profile (white dotted line in b) in 
the crossover regime, showing a spatial resolution of about 170 nm for the 
MIM signals. 
Evidence of the spatially inhomogeneous channel conductance has also been 
observed in our MIM experiment. As discussed before, the MIM-Im signals saturate for 
2D < 10
-8 S  sq (insulating limit) and 2D > 10
-4 S  sq (conducting limit). Therefore, small 
fluctuations of local conductance are best visualized in the crossover regime (Fig. 5.8a) 
around 2D = 10
-6 S  sq. Fig. 5.8b shows the MIM images of a small area inside the channel 
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at three different GDS values. For better visualization of the data, we remove the linear 
background that contains the absolute 2D information and display the relative variations 
of MIM signals with a false-color scale different from that used in Fig. 5.6. As shown in 
Fig. 5.8b, only several surface particles with low MIM signals were seen when the ZnO 
channel was insulating (GDS = 0 μS). For an intermediate GDS = 1.3 μS, which likely 
corresponds to an average 2D around 1 S  sq in the channel, appreciable mesoscopic 
conductance fluctuation could be observed in the image. A line profile in Fig. 5.8c shows 
that a spatial resolution of ~ 170 nm can be obtained in this regime. Due to the saturation 
of MIM response at the conducting limit, the image acquired at GDS = 6.7 μS again shows 
spatially uniform signals except for the same surface particles described before. Further 
experiments are needed to elucidate the origin and evolution of these non-uniform states. 
Nevertheless, the ability of resolving electrical inhomogeneity during the MITs will be 
particularly useful for the study of strongly correlated systems with nanoscale phase 
separation191. 




Figure 5.9: (a) Schematic of the EDLT and the charge distribution with a small VDS = 10 
mV. (b) Corresponding MIM image at 100 K around the source and drain 
electrodes. (c) IDS-VDS characteristics when the device under the bias 
condition in (a) was cooled to 100 K. (d – f) Same as (a – c) except that a 
large VDS = 2 V was applied at 230 K before cooling down to 100 K for the 
MIM imaging and transport measurement. The dashed lines are guides to 
the eyes for the boundaries of conductive regions (yellow to red in the false 
color map). The scale bars are 5 m. 
In order to further demonstrate the MIM imaging on EDLTs, we studied the local 
conductance profile under two different VDS’s applied across the channel. For a small VDS 
of 10 mV in Fig. 5.9a, both the ions and induced electrons were evenly distributed in the 
channel, which agreed well with the MIM conductance map in Fig. 5.9b. In contrast, when 
a large bias VDS = 2 V was applied at 230 K, an asymmetric lateral conductance distribution 
was set up along the channel (Fig. 5.9d), reminiscent of the textbook description of FETs 
in the saturation regime4. The corresponding MIM image in Fig. 5.9e clearly shows that 
the conductive regions were pushed away from the drain electrode. Interestingly, since ions 
are immobilized upon cooling through the glass transition, the conductance landscape in 
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the channel established by VG and VDS above Tg will be frozen in space below Tg. This 
effect could have a strong impact on the transport characteristics, as recently reported in 
EDLTs fabricated on MoS2 and WSe2 flakes
190, 204, 205. For the bias configuration in Fig. 
5.9a, appreciable IDS in the A range was measured (Fig. 5.9c) when VDS was swept 
between –1 V and 1 V at 100 K, presumably due to the high 2D in between the source/drain 
contacts. On the other hand, when the channel was asymmetrically biased at 230 K (Fig. 
5.9d), a strong rectifying behavior was seen in the I-V characteristics in Fig. 5.9f, again 
consistent with the low 2D near the drain contact.  
 
Figure 5.10: (a) Poisson-Schrodinger simulation result of the conduction band edge and 
(b) 3D electron density (n3D) as a function of the depth from the EDLT 
interface. The results under three surface band bending (SBB) values of –0.4 
eV, –1.0 eV, and –2.0 eV are plotted. (c) Total 2D density (n2D) as a 
function of the SBB. (d) Simulated local conductance distribution induced 
by a large VDS = 2 V across the EDLT channel. 
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The uneven distribution of 2D in the presence of a large VDS can be understood by 
considering the local surface band bending (SBB) inside the channel. In Figs. 5.10a&b, we 
show the simulated depth profiles of the conduction band edge and total 3D electron 
density (n3D) near the gel-ZnO interface with the SBB values of –0.4 eV, –1.0 eV, and –
2.0 eV. Details of the Poisson-Schrodinger simulation206 are provided as follows. 
 
Figure 5.11: 3D electron density (n3D) as a function of the depth from the EDLT 
interface. The dashed lines show the contribution from the 1st and 2nd sub-
bands. The temperature is 300 K in this simulation. 
Fig. 5.11 shows the results of the self-consistent Poisson-Schrodinger simulation 
using a non-uniform-meshed method described in Ref. 207. The mesh is denser close to 
the interface to enhance accuracy and efficiency. In order to simulate the experiment in a 
range of temperatures, Fermi-Dirac distribution is also incorporated, so that thermally 
excited electrons in sub-bands with energy higher than the Fermi level are also taken into 
account. The effective mass is adapted from Ref. 208 and the dielectric constant used is 
from Ref. 203. The solving range in depth is from 0 to 100 nm to ensure wide enough space 
for realistic solutions. We assume in the simulation a uniform electron doping at the level 
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of 1  1016 cm-3 in the whole sample. The effective 2D density (n2D) as a function of various 
SBB values, as plotted in Fig. 5.10c, can then be calculated from the 3D density profile. 
Based on the effective 2D density n2D as a function of surface band bending (SBB), 
we can perform self-consistent modeling to obtain the conductance distribution around the 
source/drain electrodes. Here we assume a much larger gate area than the channel region 
such that VG drops mostly on the gel-ZnO interface. In addition, the mobility of ZnO (100 
cm2/Vs)173, is assumed to be independent of the electron density. The conductance 
distribution affects the potential drop inside the channel, which results in different SBB at 
each point. The calculation runs iteratively until the change of potential distribution is less 
than 0.01 V. The resultant 2D map, as shown in Fig. 5.10d, agrees qualitatively with the 
MIM image in Fig. 5.9e. Aided by the numerical analysis described above, our MIM and 
transport data can be built on solid ground for future investigations of electronic phase 
transitions in novel material systems. 
5.2.6 Conclusions 
In summary, we have, for the first time, demonstrated the electrical imaging of local 
channel conductance in ion-gel-gated oxide EDLTs by cryogenic microwave impedance 
microscopy. We found that electrons induced by the electrostatic field effect propagate 
from the source and drain electrodes to the center of the channel. Small fluctuations of the 
local conductance were also observed during the insulator-metal transition. By applying a 
large source-drain bias above the glass transition temperature of the gel, an uneven 
conductance profile was established across the EDLT channel, which was visualized by 
the MIM and further investigated by transport measurements and numerical simulations. 
The combination of ultra-thin ion-gel gating and microwave microscopy paves the way for 
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studying the microscopic evolution of phase transitions in complex materials induced by 
electrostatic field effects. 
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Chapter 6: Conclusions and Outlook 
In this dissertation, I briefly review the history of near-field scanning microwave 
microscopy (NSMM) and introduce the recently developed microwave impedance 
microscope (MIM). Detailed explanation of the MIM working principle is given using the 
example of standard MIM setup. I then discuss the development of MIM for quantitative 
measurement and broadband imaging, as well as implementation in cryogenic 
environment. With these instrumental advances, MIM is used to investigate a range of 
problems in condensed matter physics including emergent phenomena at ferroelectric 
domain walls and electrical inhomogeneity in nanodevices, providing rich scientific 
insights and suggesting great potential in technological application.     
This dissertation has included my exploration of both scientific instrumentation of 
MIM and its applications in condensed matter physics research. The two parts are 
complementary to each other. Unexpected phenomena observed by MIM forced us to 
rethink what we have taken for granted about this technique and to go back to the 
fundamentals to explain the results. On the other hand, with better characterization and 
expanded capability of MIM, material properties can be quantitatively analyzed with 
higher precision and the scope of measurements will be broadened. It is very common in 
scientific research that an experimental technique reaches its full potential only after it is 
applied to multiple research directions. While we are inspired by all the discoveries with 
MIM, future improvement to the MIM technique can never be overemphasized. 
In the future, several directions of MIM development are foreseeable. Tuning fork-
based (TF-based) MIM will become a routine configuration for measurements with higher 
demand for quantitative analysis and in environments where optical feedback is hard to 
implement. The metal wire for the TF-based probe will be an additional degree of freedom 
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and exotic tip-sample interaction can be induced by tip materials with special properties 
such as magnetism and superconductivity. Broadband impedance imaging will be 
expanded to frequencies higher than 10 GHz utilizing microwave probes with lower loss, 
e.g. those built with monolithic metals, and lower than 1 MHz with improved detection 
electronics. More energy dissipation mechanisms and their spatial distribution can thus be 
investigated. 
Based on MIM techniques either in use or under development, some scientific 
projects may lead to interesting discoveries. The emergent properties of ferroelectric 
domain walls (DWs) can be further explored using MIM at extreme conditions, such as 
low temperatures and high magnetic fields, to reveal details of the underlying mechanisms. 
Ferromagnetic DWs have been demonstrated in practical applications such as waveguides 
and nanoelectronic devices. Their electrical counterpart, especially those topologically 
protected DWs in multiferroic materials, if successfully incorporated into similar devices, 
will be best characterized and manipulated by MIM. As for encapsulated devices of novel 




Appendix A: Additional Data 
A.1 DC CONDUCTIVITY OF H-RMNO3 
 
Figure A.1: Measurement of the dc resistivity of YMnO3. 
The dc resistivity of our single-crystal YMnO3 samples is measured by a four-probe 
method using a Keithley source meter. The electrical contacts are made by curing the gold 
paste at high temperatures between 600 K and 800 K. The results from 1000 K to 500 K 
are shown in a solid curve because good Ohmic contacts are achieved in this temperature 
range. The kink at ~ 850 K is likely due to the formation of oxygen interstitials, which 
effectively dope the surface of the crystals97. For temperatures below 500 K, the contact 
resistance becomes substantially large and the I-V curves are no longer Ohmic-like. An 
extrapolation from ~ 600 K to ~ 300 K indicates a room-temperature dc resistivity of ~ 
3103 Ωm, or the conductivity of ~ 0.310-3 S/m, which is consistent with the number (on 
the order of 10-3 S/m) quoted in the literature77, 114, 115. Future experiments using samples 
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with improved Ohmic contacts and instruments with higher input impedance may provide 
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