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51. Постановка задачи
Данная работа является развитием результатов
[1–4]. Система обозначений та же, что и в [1–5].
Сигнал xt, сообщение на выходе канала переда-
чи zt и сообщение на выходе дискретного канала
передачи η(tm) задаются на реализациях процессов,
определяемых стохастическими дифференциаль-
ными уравнениями
Задача: в классе кодирующих функционалов
K={H;G}={h0(⋅),g0(⋅)}, удовлетворяющих энергети-
ческим ограничениям
найти функционалы h0(⋅) и g0(⋅), обеспечивающие
относительно задачи фильтрации минимальную
ошибку декодирования ∆0(t)=inf∆(t), где
∆(t)=M{[xt–x(t,z,η)]2}  является ошибкой оценки
фильтрации x(t,z,η) процесса xt, которая соответству-
ет принятому сообщению {z0
t;η0m} при заданных h0(⋅),
g0(⋅). Так как при заданных h0(⋅) и g0(⋅) оптимальной
в среднеквадратическом смысле оценкой фильтра-
ции является апостериорное среднее µ(t)=M{xt|z0t,η0m},
то ∆(t)≥M{γ(t)}, где γ(t)≥M{[xt–µ(t)]2|z0t,η0m}. Таким об-
разом ∆0(t)=infM{γ(t)}.
Данная задача была решена в [1] на классе ко-
дирующих функционалов Kl={Hl;Gl}, где
в [2] на классе кодирующих функционалов
Kl
1={Hl
1;Gl
1}, где
в [3] на классе кодирующих функционалов
Kl
0,1={Hl;Gl
1}, где
Рассмотрим эффективность оптимальной не-
прерывной передачи с памятью относительно оп-
тимальной непрерывной передачи с запаздывани-
ем в случае, когда оптимальная передача в дис-
кретном канале является передачей с памятью.
Замечание. Так как при оптимальном способе
передачи при энергетических ограничениях
M{h2(t,xt,xτ,z)}≤h
~
(t)≤h
~
,  M{g2(tm,xtm,xτ,z)}≤g
~(tm)≤g
~ в ка-
налах с памятью передаются только текущие зна-
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чения процесса xt, тогда согласно Замечанию 2 из
[1] каналы с памятью и без памяти эквивалентны.
Согласно данному Замечанию поставленная за-
дача эквивалента задаче исследования эффектив-
ности непрерывной передачи без памяти относи-
тельно непрерывной передачи с запаздыванием,
когда дискретный канал без памяти.
В качестве мер эффективности непрерывной
передачи без памяти относительно непрерывной
передачи с запаздыванием при фильтрационном
и интерполяционном приемах берем величины
εf(t)=∆0(t)/∆
~ 0(t) и εi(τ,t)=∆011(τ,t)/∆
~ 0
11(τ,t), где ∆0(t) и
∆011(τ,t), ∆
~ 0(t) и ∆~ 011(τ,t) являются среднеквадратиче-
скими ошибками воспроизведения сигнала xt.
Введем обозначения
(1)
Очевидно, что величина t* есть время запазды-
вания, δc(t) и δd(tm) – отношения сигнал/шум по ин-
тенсивности в непрерывном и дискретном каналах
при оптимальных способах передачи, ρ(τ,t) и
ρ~(τ,t) – квадраты коэффициентов корреляции
между µ~(t)=xt–µ0(t) и µ~0(µ,t)=xτ–µ0(τ,t) при непре-
рывной передаче без памяти и с запаздыванием,
соответственно. Данное исследование проведем
для частного случая, когда
(2)
т. е. процесс xt является процессом Орнстей-
на–Уленбека [5] и каналы передачи являются ста-
ционарными с постоянными параметрами.
Предполагается: 1) tm – первый момент переда-
чи в дискретном канале; 2) время τ является доста-
точно большим, когда на интервале t∈[0,τ] диффе-
ренциальное уравнение для ∆0(t) при условиях (2)
достигает стационарного значения ∆0(τ)=∆0=const.
2. Основные результаты
Теорема 1.
1) Для εf и εi справедливы формулы
(3)
где
(4)
(5)
(6)
(7)
2) Пусть εf(0)=limεf(t*) и εi(0)=limεi(t*) при t*↓0;
εf(∞)=limεf(t*) и εi(∞)=limεi(t*) при t*↑∞. Тогда
εf(t*)≤1 является функцией t*, монотонно убы-
вающей от значения εf(0)=1 до значения
εf(∞)=[1+(δc/2a)]–1 иεf(t*)≥1 является функцией
t*, монотонно возрастающей от значения εi(0)=1
до значения εi(∞)=∞.
Доказательство:
Решения уравнений (15), (14), (10) из [2] для
∆~ 001(τ,t), ∆
~ 0
11(τ,t), ∆
~ 0(t) с начальными условиями
∆~ 001(τ,τ)=∆0(τ), ∆
~ 0
11(τ,τ)=∆0(τ), ∆0(τ) при  и выполне-
нии (2) имеют вид
(8)
Тогда (5), (7) следуют из (8). Решение уравне-
ния (10) из [1] с начальным условием ∆0(τ), при t≥τ
и выполнении (2) имеет вид
(9)
Тогда (4) следует из (9). Из [3] следует, что
на кодировании (5) в [1] уравнения для ∆001(τ,t)
и ∆011(τ,t) при выполнении (2) имеют вид
При начальных условиях ∆001(τ,τ)=∆0(τ) и
∆011(τ,τ)=∆0(τ) решение уравнения для ∆001(τ,t) имеет
свойство ∆001(τ,t)=∆
~ 0
01(τ,t), а решение уравнения для
∆011(τ,t) имеет вид
(10)
Тогда (6) следует из (10). Учитывая в (8), что на
интервале  непрерывный канал может быть только
каналом без памяти, получаем ∆~ 0(τ)=∆0(τ), и фор-
мула для ∆0(τ) следует из (9), где τ=0, t=τ, ∆0(0)=γ 0.
Свойства 2) следуют из (3)–(7).
Далее рассмотрим влияние непрерывных кана-
лов на дискретную передачу без памяти при фильт-
рационном и интерполяционном приемах, вводя
меры эффективности
(11)
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и предполагая, что tm – первый момент передачи
в дискретном канале.
Теорема 2.
1) Для εf(tm), ε~f(tm), εi(tm), ε~i(tm) справедливы формулы
(12)
(13)
(14)
2) Пусть: εi(tm;0)=limεi(tm;t*) и ε~i(tm;0)=limε~i(tm;t*)
при t*↓0; εi(tm;∞)=limεi(tm;t*) и ε~i(tm;∞)=limε~i(tm;t*)
при t*↑∞. Тогда εi(tm;t*)≤1 и ε~i(tm;t*)≤1 являются
функциями t*, монотонно возрастающими от
значения εi(tm;0)=ε~i(tm;0)=εf(tm)=(1+δd)–1 до зна-
чения εi(tm;∞)=ε~i(tm;∞)=1, и εi(tm;t*)>ε~i(tm;t*) при
конечных значениях t*>0.
Доказательство:
Из (12) в [1], (16) в [3] с учетом (1), получаем
(15)
Тогда формулы (12), (13) следуют из (11), (15),
а (14) следуют из (1), (6), (7), (10) с учетом
∆001(t*)=∆
~ 0
01(t
*)=∆0(τ)exp{–(a+δc)t*}. Свойства 2) сле-
дуют из (13), (14) с учетом того, что ρ(t*)<ρ~(t*) при
конечных t*>0.
В качестве меры информационной эффектив-
ности для случаев фильтрационного и интерполя-
ционного приемов берем величины
Теорема 3.
1) Для ∆It и ∆Iτt справедливы формулы
(16)
(17)
где ∆0(t*), ∆~0(t*), ∆011(t*), ∆
~0
11(t
*) определены в (4)–(7).
2) Для ∆Itm, ∆I
~
tm
, ∆Iτtm, ∆I
~
τ
tm справедливы формулы
(18)
(19)
(20)
где ρ(t*), ρ~(t*) определены в (14).
3) Пусть: ∆It(0)=lim∆It(t*) и ∆Iτt(0)=lim∆Iτt(t*) при
t*↓∞; ∆It(∞)=lim∆It(t*) и ∆Iτt(∞)=lim∆Iτt(t*) при
t*↑∞; ∆Iτtm(0)=lim∆Iτtm(t*) и ∆I
~
τ
tm(0)=lim∆I
~
τ
tm(t*) при
t*↓∞; ∆Iτtm(∞)=lim∆Iτtm(t*) и ∆I
~
τ
tm(∞)=lim∆I
~
τ
tm(t*)
при t*↑∞. Тогда ∆It(t*)≥0 является функцией t*,
монотонно возрастающей от значения ∆It(0)=0
до значения ∆It(∞)=(1/2) ln{1+(δc/2a)}, а
∆Iτt(t*)≤0 является функцией t*, монотонно убы-
вающей от значения ∆Iτt(0)=0 до значения
∆Iτt(∞)=–∞; ∆Iτtm(t*)≥0 и ∆I
~
τ
tm(t*)≥0 является
функцией t*, монотонно убывающей от значе-
ния ∆Iτtm(0)=∆I
~
τ
tm(0)=(1/2) ln{1+δd} до значения
∆Iτtm(∞)=∆I
~
τ
tm(∞)=0, и ∆Iτtm(t*)<∆I
~
τ
tm(t*) при конеч-
ных значениях t*>0.
Доказательство:
Из (46) в [2] имеем
Аналогично
Тогда формулы (16), (17) очевидны, а (18)–(20)
следуют из (14), (33) из [4] и (15). Свойства 3) сле-
дуют из (16)–(20), (4)–(7), (14) с учетом того, что
ρ(t*)<ρ~(t*) при конечных t*>0.
Заключение
1. Свойства εt(t*)<1, ∆It(t*)>0 и εi(t*)>1, ∆Iτt(t*)<0 оз-
начают, что непрерывный канал передачи без
памяти более эффективен, чем непрерывный
канал передачи с запаздыванием при фильтра-
ционном приеме, и имеет место обратные свой-
ства при интерполяционном приеме. Эти свой-
ства объясняются тем, что при фильтрацион-
ном приеме восстанавливается текущее значе-
ние xt процесса xσ, содержащееся в текущем на-
блюдении zt в случае каналов без памяти, а при
интерполяционном приеме восстанавливается
прошлое значение xτ процесса xσ, содержащееся
в текущем наблюдении zt в случае каналов
с запаздыванием.
2. Свойства (12) и (18) означают, что при фильтра-
ционном приеме эффективности дискретных
каналов без памяти при непрерывных каналах
без памяти и с запаздыванием совпадают. Эти
свойства объясняются тем, что при фильтра-
ционном приеме в момент времени tm в дис-
кретном канале восстанавливается значение xtm
процесса xσ, которое содержится в текущем на-
блюдении η(tm), и следовательно имеет место
пересчет среднеквадратических ошибок
∆0(tm–0) и ∆0(tm–0) в ∆
~ 0(tm) и ∆
~ 0(tm) с единым
коэффициентом, определяемым свойствами
только дискретного канала (см. (15) для ∆0(tm)
и ∆~ 0(tm)).
3. Свойства εi(tm;t*)>ε~i(tm;t*) и ∆Iτtm(t*)>∆I
~
τ
tm(t*) для
t*>0 означают, что при интерполяционном
приеме эффективность дискретных каналов без
памяти выше при непрерывных каналах с
0
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запаздыванием, чем при непрерывных каналах
без памяти. Это Свойство объясняется тем, что
при интерполяционном приеме в момент вре-
мени tm воспроизводятся прошлые значения xτ
процесса xσ, которые не входят в текущие дис-
кретные η(tm) и текущие непрерывные наблю-
дения ztm при непрерывном канале без памяти,
и входят в текущие непрерывные наблюдения
ztm при непрерывных наблюдениях с запаздыва-
нием. Таким образом, имеет место пересчет ве-
личин ∆011(τ,tm–0) и ∆
~ 0
11(τ,tm–0) в ∆011(τ,tm) и
∆~ 011(τ,tm) (см. (15) для ∆011(τ,tm) и ∆
~ 0
11(τ,tm)) с раз-
личными коэффициентами, а более высокую
эффективность непрерывных каналов с запаз-
дыванием обеспечивают указанные свойства.
Отсутствие непрерывной передачи соответству-
ет случаю δc=0. Так как limρ(t*)=ρ~(t*) при δc↓0,
тогда из (13), (19), (20) для случая отсутствия
непрерывных каналов δc=0 имеют место свой-
ства εi(tm;t*)=ε~i(tm;t*) и D∆Iτtm(t*)=∆I
~
τ
tm(t*), физиче-
ский смысл этих свойств очевиден.
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1. Постановка задачи
На вероятностном пространстве (Ω,F,F=(Ft)t≥0,P)
ненаблюдаемый n-мерный процесс xt (полезный
сигнал) и наблюдаемый l-мерный процесс zt непре-
рывным временем определяются стохастическими
дифференциальными уравнениями
(1)
(2)
а наблюдаемый q-мерный процесс η(tm) с дискрет-
ным временем имеет вид
(3)
где 0<τN<…<τ1<tm≤t. Параметр θ является иденти-
фикатором типа гипотезы и может принимать зна-
чения из множества Ωθ={θ0,θ1,…θr} с априорными
вероятностями p0(θj)=P{θ=θj}, j=0;r

. Предполагает-
ся: 1) процессы wt и vt являются стандартными ви-
неровскими процессами размеров r1 и r2 и при всех
θ∈Ωθ коэффициенты уравнений (1), (2) удовлетво-
ряют условиям [1], а θ∈Ωθ неперывна по всем аргу-
ментам; 2) ξ(tm) – стандартная белая гауссовская
последовательность размера r3 с M{ξ(tm)|θ=θj}=O и
M{ξ(tm)ξT(tm)|θ=θj}=Iδmk; 3) x0, wt, vt, ξ(tm), θ статисти-
чески независимы; 4) f(⋅), Ф(⋅), h(⋅), Ф2(⋅), g(⋅), Ф3(⋅)
являются неупреждающими функционалами от реа-
лизаций соответственно z=z0
t и z=z0
tm; 5) Q(⋅)=Ф1T(⋅)>0,
R(⋅)=Ф2(⋅)Ф2T(⋅)>0, V(⋅)=Ф3(⋅)Ф3T(⋅)>0 при всех
1 3
( ) ( , , , , , , ) ( , , ) ( ),
0,1, ,
m Nm m t m m
t g t x x x z t z t
m
τ τη θ θ ξ= +Φ
=
⋯
⋯
1 2
( , , , , , , ) ( , ) ,
Nt t t
dz h t x x x z dt t z dvτ τ θ= +Φ⋯
1
( , , , ) ( , , , ) ,
t t t t
dx f t x z dt t x z dwθ θ= +Φ
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Рассматривается задача распознавания произвольного числа гипотез, когда ненаблюдаемый процесс является процессом с не-
прерывным временем, а наблюдаемый процесс представляет собой совокупность процессов с непрерывным и дискретным вре-
менем с фиксированной памятью произвольной кратностью.
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