Introduction
The Monte Carlo method is a powerful tool for analyzing radiant enclosures, and is especially well suited for solving problems involving complex geometries and surface properties. In its most common implementation, the Monte Carlo method is used to estimate exchange factors F ij defined here as the fraction of total radiant energy emitted by the ith surface that is ultimately absorbed by the jth surface. ͑These estimations are denoted F ij .͒ Once the set of exchange factors has been estimated, an energy balance is written over each surface having the form
The resulting system of linear equations is solved for the unknown values of emissive power E bi and heat flux, q i . Since exchange factors are often analytically intractable, they are instead estimated by performing a large number of statistical experiments. In each experiment, a "photon bundle" representing a quantity of radiant energy is emitted from a random location on the ith surface in a direction chosen at random from a prescribed distribution of emission angles. Each time this bundle is intercepted by another surface it is either absorbed or reflected, depending on the optical properties of the intervening surface relative to the value of a pseudorandom number. Every bundle is ray traced until it is ultimately absorbed by another surface. Once a large number of bundles have been emitted by all the surfaces, the exchange factor between the ith and jth surfaces is estimated by F ij = N bij / N bi , where N bi is the total number of bundles emitted by the ith surface and N bij is the number of those bundles ultimately absorbed by the jth surface.
From the definition of an exchange factor, it is clear that in order to satisfy energy conservation over any surface, the subset of exchange factors between a particular enclosure surface and the other surfaces must sum to unity
Also, since the second law of thermodynamics requires the net heat transfer between any two surfaces having the same temperature to equal zero, it can be shown that any pair of exchange factors must satisfy the reciprocity rule
is satisfied when F ij is substituted for F ij since every emitted bundle is ultimately absorbed. Nevertheless, because F ij contains a statistical error, F ij = F ij only as N bi approaches infinity, and as a result Eq. ͑3͒ is generally not satisfied for F ij and F ji . Also, in many problems, pairs of exchange factors that should be equal due to geometric symmetry may not be equal, again due to stochastic errors inherent in the Monte Carlo approach.
When performing a radiant enclosure analysis, it is obviously desirable for the exchange factor set to satisfy the first and second laws of thermodynamics, and also to obey any geometric symmetry. ͑This is especially important in the inverse design of radiant enclosures, a procedure that is highly sensitive to errors in the exchange factor matrix ͓1͔.͒ Modifying the set of exchange factors so that summation, reciprocity, and symmetry relations are satisfied is very problematic, however, since changing the exchange factor set to satisfy one relationship generally results in a violation of the other two; for example, if the reciprocity relationship were used to modify the initial set of exchange factors in order to enforce Eq. ͑3͒, Eq. ͑2͒ would no longer be satisfied.
Two main types of algorithms have been developed for heuristically modifying ͑or "smoothing"͒ exchange factor sets. Algorithms of the first type work by modifying the set of exchange factors so that both reciprocity and summation rules are obeyed, but do not limit the size of the correction. van Leersum ͓2͔ presented a technique where the original set of exchange factors is modified iteratively by enforcing the summation and reciprocity constraints in succession until the results converged; Lawson ͓3͔ modified this technique to account for the relative accuracy of the initial set of exchange factors. ͑Larger exchange factors are more accurate, since they are estimated using more bundles.͒ Taylor et al. ͓4͔ suggested calculating the elements in the upper triangle of the exchange factor matrix, using reciprocity to solve for those in the lower triangle of the matrix, and finally solving the diagonal of the matrix through the summation relationship. Although these algorithms are simple and easy to implement, there is no guarantee that the modified set of exchange factors will be more accurate than the original unsmoothed set.
The second type of algorithm addresses this shortcoming by finding the smallest vector of correction factors that could be added to the set of exchange factors so that it satisfies both summation and reciprocity relationships. This transforms the smoothing problem into a constrained least-squares minimization problem, where the objective is to minimize the norm of the correction vector subject to the constraints defined in Eqs. ͑2͒ and ͑3͒. The elements of the correction vector are often weighted when defining the objective function so as to ensure that the smaller, less accurate exchange factors are modified in preference to the larger ones. This technique was pioneered by Vercammen and Froment ͓5͔ for smoothing Hottel's exchange areas determined by the Monte Carlo method, and was subsequently adapted and refined by Larsen and Howell ͓6͔ and Loehrke et al. ͓7͔ . Although these algorithms usually improve the accuracy of the exchange factor set, the analytical solution of the constrained minimization problem is complex. They also occasionally generate negative exchange factors, which are nonphysical; imposing a non-negativity constraint on the exchange factors renders the minimization problem analytically intractable. This paper presents a method for smoothing exchange factors based on constrained maximum likelihood ͑CML͒ estimation. In this approach, each bundle emission is treated as an individual statistical experiment, and F ij is interpreted as the probability that a bundle emitted by the ith surface will be absorbed by the jth surface. The constrained likelihood maximization procedure then works to find these probabilities by maximizing the likelihood that the results of all the statistical experiments ͑i.e., the intersection of these results͒ will be observed subject to equality and inequality constraints on the probabilities that enforce exchange factor summation, reciprocity, non-negativity, and symmetry relations. Although constrained maximum likelihood has been used in many other engineering and operations research applications for parameter estimation, to the best of the authors' knowledge this is the first time this approach has been used to solve for exchange factors. Jamshidian ͓8͔ and Schoenberg ͓9͔ provide thorough overviews of constrained maximum likelihood estimation and recent applications.
The technique is introduced by demonstrating how unconstrained maximum likelihood estimation can be applied to solve for individual exchange factors between pairs of surfaces. Next, a constrained maximum likelihood estimation procedure for smoothing sets of exchange factors subject to summation, reciprocity, and symmetry relations is presented. Finally, the method is demonstrated by using it to smooth the exchange factor sets of two three-dimensional enclosure problems; the enclosure in the first problem has black surfaces, while the surfaces of the second enclosure have both diffuse and specular optical properties, which is more representative of a problem that might be encountered in an industrial setting. The algorithm described in this paper is for analyzing enclosures containing a nonparticipating medium, although it could be modified to treat more complex problems.
Estimating a Single Exchange Factor Using Maximum Likelihood Estimation
In a Monte Carlo simulation, the exchange factor between the ith and jth surfaces F ij represents the fraction of energy emitted by the ith surface that is absorbed by the jth surface, which is estimated by
where N bi is the total number of bundles emitted by the ith surface, and N bij is the number of those bundles ultimately absorbed by the jth surface.
In the context of maximum likelihood estimation, each bundle emission from the ith surface is treated as a Bernoulli experiment with a binary outcome; the bundle is either absorbed by the jth surface, or it is not. Furthermore, the exact exchange factor F ij is interpreted as the probability that a bundle emitted from the ith surface will ultimately be absorbed by the jth surface. Let X ij represent a vector containing N bi random binary variables used to store the result of each Bernoulli experiment; once the kth experiment is performed, X ij k is assigned a numerical value x ij k , where if the kth emitted bundle is absorbed by the jth surface x ij k = 1; otherwise, x ij k = 0. The resulting probability mass function of X ij k is then
Since a total of N bi bundles are emitted from the ith surface, the Bernoulli experiment is performed N bi times and a set of sample data ͕x ij k , k =1,2, . . . ,N bi ͖ is generated. Furthermore, since each Bernoulli experiment is independent, the probability of the entire solution set occurring, i.e, the probability of outcome
where L ij ͑F ij ͒ is the likelihood function of F ij . Because N bij of the results ͑contained in X ij ͒ equal unity, Eq. ͑6͒ simplifies to
The value of F ij is estimated by finding the value F ij that maximizes the probability of the experimentally observed results occurring, i.e., L ij ͑F ij ͒ =Max͓L ij ͑F ij ͔͒. ͑Note that F ij only estimates the true F ij , since it is determined using the results of a finite number of Bernoulli experiments.͒ Because the natural log function ln͑u͒ monotonically increases with increasing u, this is equivalent to finding the value of F ij that maximizes ln͓L ij ͑F ij ͔͒, i.e.,
The value of F ij is solved by writing the first-order necessary conditions at the maximum of ln͓L ij ͑F ij ͔͒, i.e.,
yielding the anticipated result
Computing a Set of Exchange Factors Using Constrained Maximum Likelihood Estimation enclosure. In practice, however, Monte Carlo is more often used to calculate a set of exchange factors between all enclosure surfaces. These exchange factors form the ͑N ϫ N͒ matrix F, with elements F ij = F ij and where N is the number of enclosure surfaces. The exchange factor matrix is usually estimated row-by-row; estimates for the ith row are calculated by emitting N bi bundles in random directions from random locations on the ith surface, raytracing each bundle until it is absorbed. Each time one of these bundles is absorbed by the jth surface, N bij is incremented. Once all the bundles have been emitted by the ith surface, the ith row of F is estimated by F ij Ϸ F ij = N bij / N bi , j =1,2,… , N. Because each bundle is ultimately absorbed by some surface, this procedure produces a set of exchange factors that exactly satisfies the summation rule, Eq. ͑2͒, with F ij substituted for F ij . Since each row of F is estimated independently, however, the reciprocity relation between any pair of surfaces is generally not satisfied.
One alternative is to first estimate ͑N 2 + N͒ / 2 exchange factors ͑say those in the diagonal and upper-triangular portion of F͒ independently through the Monte Carlo procedure described in the previous section, and then use F ji = ͑ i A i / j A j ͒F ij to calculate the remaining ͑N 2 − N͒ / 2 exchange factors in the bottom triangle of F. Although this method ensures that the reciprocity relationship now holds between the surfaces, the summation rule is no longer satisfied. This approach is also computationally inefficient, since bundles absorbed by surface elements corresponding to the lower triangle of F are ignored when calculating exchange factors.
These shortcomings can be avoided by using constrained maximum likelihood estimation to smooth a set of exchange factors. Consider the ith row of F, which contains the exchange factors from the ith surface to every other surface, ͕F ij , j =1,2,… , N͖, estimated by emitting a total of N bi bundles from the ith surface. For each j =1,2,… , N, the random outcome of such an experiment is represented by vector X ij , which contains N bi binary variables. If the kth bundle emitted from the ith surface is absorbed by the jth surface, then X ij k = 1; otherwise X ij k = 0. Since every bundle emitted by the ith surface is eventually absorbed
As shown in the previous section, the probability that all the results contained in X ij will be observed ͑i.e., the intersection of these results͒ is maximized by finding the value of F ij that maximizes L ij ͑F ij ͒ as defined in Eq. ͑6͒. If N bi bundles are emitted for every surface, the intersection of the results contained in all N ϫ N solution sets corresponds to the probabilities contained in the matrix F that maximizes
Again, since the natural logarithm is a monotonically increasing function, F also maximizes.
The set of probabilities that maximizes the likelihood of the results contained in the N ϫ N solution sets while simultaneously satisfying the summation and reciprocity rules is found by solving the constrained nonlinear programming ͑NLP͒ problem Maximize F CML ͑F͒ ͑ 15͒ subject to the summation rule,
where e is the N vector of ones, and the reciprocity rule,
where E is a diagonal matrix with E ii = i A i . It is also necessary to impose a lower bound on the probabilities
The upper bound on the probabilities, F ij ഛ 1, is redundant due to Eqs. ͑16͒ and ͑18͒. Most enclosure geometries also involve pairs of exchange factors that should be equal due to enclosure symmetry. This condition can be enforced by specifying a set of additional equality constraints, or alternatively by inserting perfectly specularly reflecting surfaces along lines of symmetry and then solving for the exchange factors over the reduced computational domain. The latter approach should be used whenever possible, as this both improves the accuracy of a solution obtained by performing a given number of Monte Carlo trials and reduces the size and complexity of the NLP maximization problem.
The NLP problem described above is further simplified by automatically enforcing the reciprocity constraints, which is done by keeping only the exchange factors contained in the diagonal and upper triangle of F as variables, and substituting F ij = ͑A j j ͒F ji / ͑A i i ͒ for the remaining exchange factors in the lower triangular portion of F. This transforms the original ͑N ϫ N͒ dimensional NLP maximization problem into a ͑N 2 + N͒ / 2-dimensional problem, where the objective is to maximize
Implementation and Demonstration
The constrained maximum likelihood approach described above is demonstrated by using it to smooth exchange factor sets from two enclosure problems. In both cases, the unsmoothed exchange factors were first calculated by ray tracing, and then smoothed by solving the NLP problem defined by Eqs. ͑19͒-͑21͒. Optimization was carried out using GAMS/CONOPT ͓10,11͔, an algorithm specifically developed for solving nonlinear programming problems involving large systems of constraints. In order to validate the smoothing procedure, the accuracies of the exchange factor sets obtained using different numbers of bundles were measured by 
where F ij exact is either the analytical solution if it is available, or an estimate of the analytical solution obtained using a large number of bundles relative to the number used to calculate F ij .
The constrained maximum likelihood algorithm was also assessed by comparing its performance to that of a least-squares ͑LS͒ smoothing algorithm, which works by minimizing
subject to reciprocity, summation, and nonnegativity constraints. The F ij 0 values belong to a set of unsmoothed exchange factors estimated using the specified number of bundles, and w ij was set equal to F ij 0 as recommended in ͓7͔ so as to favor modification of the smaller, less accurate exchange factors. This minimization problem was again solved using GAMS/CONOPT ͓10,11͔ in contrast with prior implementations of the least-squares smoothing methods ͓5-7͔, which carried out the minimization using more complex analytical techniques that could not guarantee a non-negative exchange factor set. It should also be noted that the optimization problem associated with least-squares smoothing is roughly twice as large as that corresponding to the constrained maximum likelihood technique, since the former method must smooth the full set of exchange factors while the latter makes use of reciprocity relations to reduce the number of problem variables. The relative size of the optimization problems associated with the two smoothing techniques is summarized in Table 1 .
The first problem, shown in Fig. 1 , is the one Loehrke et al. ͓7͔ used to evaluate their least-squares smoothing technique. It consists of a right-circular cylinder with a length/radius ratio of 13:1 divided into seven surfaces, each surface having an emissivity of one. This results in a set of 49 exchange factors to be solved. ͓Although very simple, this example problem was selected because the F ij exact values in Eq. ͑22͒ equal the view factors between the surfaces, which in turn are solved analytically.͔ The constrained maximum likelihood and least-squares techniques were applied to exchange factor sets generated by emitting between N b =10 2 and N b =10 6 bundles per surface element. Twenty different trials were performed using each different number of bundles, and the average accuracies of the exchange factor sets generated using the two smoothing techniques are plotted in Fig. 2 along with the accuracies of the initial unsmoothed sets. In each case, the exchange factor sets were smoothed in under a minute of CPU time on a 1.8 GHz workstation.
The root-mean square error of the unsmoothed set decreases according to rms ␣N b −0.502 for 10 2 ഛ N b ഛ 10 6 , which is consistent with the 1 / ͱ N b trend predicted by the central limit theorem. The performance of the two smoothing techniques were quantified by fitting curves of the form
to the data. As shown in Fig. 2 , when large numbers of bundles are used ͑N b Ͼ 1 ϫ 10 3 ͒ both smoothing techniques produce exchange factor sets that are approximately 25% more accurate than the unsmoothed sets estimated using a specified number of bundles, which is consistent with the results of Loehrke et al. ͓7͔. Equivalently, the number of bundles required to achieve a specified accuracy level is reduced by almost half when smoothing is used.
The second enclosure shown in Fig. 3͑a͒ is more representative of a problem that might arise in an industrial setting, as the optical properties of the enclosure surfaces have both diffuse and specular components; these properties are summarized in Table 2 . The computational domain was formed by replacing lines of symmetry with perfectly specular reflecting surfaces, as shown in Fig. 3͑b͒ . Surfaces 3Ј, 4Ј, 5Ј, and 6Ј were then discretized into 28 uniformly spaced surface elements, resulting in a set of 784 exchange factors. The CML and least-squares smoothing techniques are again assessed by following the procedure defined above; in this case, however, the F ij exact values in Eq. ͑22͒ are analytically intractable and instead were estimated by emitting 10 8 bundles per surface. The standard error of these values is less than 5 ϫ 10 −4 , as estimated using the replication procedure described in ͓12͔. As shown in Fig. 4 , both the CML and least-squares smoothing techniques produce exchange factor sets that are approximately 25% more accurate than the corresponding unsmoothed set.
It should again be noted, however, that the NLP problem solved when performing CML smoothing is roughly half the size of the 
Conclusions
This paper presented a constrained maximum likelihood estimation technique for smoothing exchange factor sets containing stochastic errors, with the objective of generating a more accurate set that also satisfies summation and reciprocity conditions. The method works by finding the exchange factor set that maximizes the probability that the results of a large number of statistical experiments ͑bundle emissions and absorptions͒ would be observed, subject to the summation, reciprocity, and nonnegativity constraints. Maximization is carried out using GAMS/CONOPT, a much simpler and faster way to solve the optimization problems associated with exchange factor smoothing compared to the analytical techniques employed in previous approaches.
The constrained maximum likelihood method was demonstrated by using it to smooth the exchange factor set corresponding to two three-dimensional radiant enclosure problems. Exchange factor sets smoothed using the CML method were shown to be approximately 25% more accurate than the corresponding unsmoothed sets. The CML-smoothed sets were also more accurate than those smoothed using the least-squares technique in cases where relatively few bundles were used to estimate the exchange factors.
Although the algorithm presented here can only be applied to radiant enclosures containing diffuse-specular surfaces and a nonparticipating medium, it will soon be extended to treat more complicated problems. 
Nomenclature

