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Abstract
In the preceding articles we considered fractional integral transforms involving one real scalar variable,
one real matrix variable and real scalar multivariable case. In the present paper we consider the multivariable
case when the arbitrary function is a real-valued scalar function of many p×p real matrix variablesX1, ..., Xk.
Extension of all standard fractional integral operators to the cases of many matrix variables is considered,
along with interesting special cases and generalized matrix transforms.
1. Introduction
In all the preceding papers in this sequence the basic claim is that fractional integral operators are of two
kinds, the first kind and the second kind. The first kind of operators belong to the class of Mellin convolution
of a ratio and the second kind of operators belong to the class of Mellin convolution of a product. We will
give the following formal definition of fractional integral operators of the first kind and second kind. The
following standard notations will be used in this article. All the matrices appearing are p×p real symmetric,
and further, positive definite (denoted by X > O) unless otherwise specified. |X | denotes the determinant
of the matrix X , tr(X) denotes the trace of X ,
dX =
∏
i,j
∧dxij for a general X
=
∏
i≥j
∧dxij =
∏
j≥i
∧dxij when X is symmetric, X = X
′
that is, the wedge product of all differentials in X .
∫
O<A<X<B
f(X)dX =
∫ B
O
f(X)dX will mean the integral
over all positive definite X , such that A > O,X > O,X − A > O,B > O,B −X > O where A and B are
constant matrices. In this notation O < X < I will indicate that all eigenvalues of X are in the open interval
(0, 1). All functions of matrix argument considered in this paper are real-valued scalar functions, whether
the argument is one matrix or more matrices. The real matrix-variate gamma function will be denoted and
defined as
Γp(α) = pi
p(p−1)
4 Γ(α)Γ(α −
1
2
)...Γ(α −
p− 1
2
),ℜ(α) >
p− 1
2
. (1.1)
Also, X
1
2 will denote the positive definite square root of a real positive definite p × p matrix X . A prime
will denote the transpose, that is, X = X ′ means X is symmetric. The following standard Jacobians will be
used frequently in this article. For more details and for more Jacobians see Mathai (1997).
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Y = AXA′, |A| 6= 0, X = X ′ ⇒ dY = |A|p+1dX (1.2)
Y = X−1 ⇒ dX =
{
|Y |−2pdY for a general X
|Y |−(p+1)dY for X = X ′
(1.3)
Definition 1.1. Fractional integral operators of the first kind in one scalar or matrix variable case A
fractional integral of the first kind of order α and of one scalar or matrix variable is a Mellin convolution of
a ratio with the first function f1(x1) is of the form
f1(x1) =
φ1(x1)(1− x1)
α−1
Γ(α)
,ℜ(α) > 0 (1.4)
in the real scalar variable case,
f1(X1) =
φ(X1)|I −X1|
α−
p+1
2
Γp(α)
,ℜ(α) >
p− 1
2
(1.5)
in the single matrix variable case, where φ1(x1) or φ(X1) is a specified function, and
f2(x2) = φ2(x2)f(x2) where φ2(x2) is a specified function and f(x2) is an arbitrary function, in the
real scalar case and f2(X2) = φ2(X2)f(X2) in the real matrix case where X2 is a p× p real positive definite
matrix, so that the fractional integral of the first kind of order α is given by the Mellin convolution formula
for a ratio, namely
g(u) =
∫
v<u
φ1(
v
u
)(1−
v
u
)α−1φ2(v)
v
u2
f(v)dv (1.6)
in the scalar variable case, and for the matrix variable case
g(U) =
∫
V <U
φ1(V
1
2U−1V
1
2 )
1
Γp(α)
|I − V
1
2U−1V
1
2 |α−
p+1
2
× |V |
p+1
2 |U |−(p+1)f(V )dV. (1.7)
Definition 1.2. Fractional integral operator of the second kind of order α for the one variable real scalar
case or one matrix in the real case Let f1 and f2 be as defined in Definition 1.1. Then the fractional integral
operator of the second kind of order α is defined as the Mellin convolution of a product and given by
g(u) =
∫
v>u
1
v
φ1(
u
v
)
1
Γ(α)
(1 −
u
v
)α−1φ2(v)f(v)dv (1.8)
for the real scalar case and for the real matrix case
g(U) =
1
Γp(α)
∫
V >U
|V |−
p+1
2 φ1(V
− 12UV −
1
2 )|I − V −
1
2UV −
1
2 |α−
p+1
2 φ2(V )f(V )dV. (1.9)
Note that if f1(x1) and f2(x2) are statistical densities of real positive scalar random variables x1 and x2
then g(u) will represent the density of the ratio u = x2
x1
. In the matrix case g(U) will represent the density of
U , where X1 = V
1
2U−1V
1
2 and X2 = V . This is the statistical connection and later we will see that Kober
operators are constant multiples of statistical densities.
Special cases
Case (1): Let
φ1(x) = x
ζ−1
1 , φ2(x2) = 1 then
g(u) =
1
Γ(α)
∫
v
(
v
u
)ζ−1(1−
v
u
)α−1
v
u2
f(v)dv
=
u−ζ−α
Γ(α)
∫
v<u
(u − v)α−1vζf(v)dv
= Kober operator of the first kind for ℜ(α) > 0 (1.10)
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In this case it is easily seen that Γ(ζ)Γ(ζ+α)g(u) is the density of u =
x2
x1
where x1 and x2 are statistically
independently distributed real scalar positive random variables.
Case (2): Let
φ1(x1) = x
ζ−1
1 , φ2(x2) = x
−ζ
2 , ζ = −α. Then
g(u) =
1
Γ(α)
∫ u
v=a
(u− v)α−1f(v)dv = aD
−α
x f(x)
= aI
α
x f(x)
= Riemann-Liouville left sided fractional integral of order α. (1.11)
If a = 0 then we have a special case of the Riemann-Liouville left sided integral operator. When a → −∞
then it gives −∞W
−α
x f(x) = left sided Weyl operator.
Case (3):
φ1(x1) = x
ζ−1
1 2F1(α+ β,−γ;α; (1−
v
u
))
then g(u) gives the Saigo operator of the first kind.
Case (4):
φ1(x1) = x
ζ
1, φ2(x2) = 1 then
g(u) =
1
Γ(α)
∫
v
1
v
(
u
v
)ζ(1 −
u
v
)α−1f(v)dv
=
uζ
Γ(α)
∫
v>u
v−ζ−α(v − u)α−1f(v)dv (1.12)
= Kζ,αu f(u) = Kober operator of the second kind (1.13)
This can be interpreted as a statistical density. In fact, Γ(ζ+1+α)Γ(ζ+1) g(u) is a statistical density of the product
u = x1x2 where x1 and x2 are two positive statistically independent real scalar random variables with
densities f1(x1) and f2(x2) respectively where f1 is a type-1 beta density with the parameters (ζ + 1, α).
Case (5):
φ(x1) = 1, φ2(x2) = x
α
2 then
g(u) =
1
Γ(α)
∫
v
1
v
(1−
u
v
)α−1vαf(v)dv =
1
Γ(α)
∫
v>u
(v − u)α−1f(v)dv
= xD
−α
∞ f = xW
−α
∞
= right sided Weyl fractional integral of order α. (1.14)
Note that we can have the matrix-variate cases also corresponding to the cases (1) to (5) above. Since they
are straight forward the details are not given here.
Definition 1.3. Fractional integral operator of the first kind of orders α1, ..., αk in the multivariable case
Let f1(x1, ..., xk) and f2(v1, .., vk) be real-valued scalar functions of the scalar variables x1, ..., xk and v1, ..., vk
respectively, where f1 is of the form
f1 = φ1(x1, ..., xk){
k∏
j=1
(1− xj)
αj−1
Γ(αj)
}.
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Then the fractional integral operator of the first kind of orders α1, ..., αk in the multivariable scalar case is
given by
g(u1, ..., uk) = {
k∏
j=1
1
Γ(αj)
∫
vj<uj
(1 −
vj
uj
)αj−1
vj
u2j
}
× f(v1, ..., vk)dV, dV = dv1 ∧ ... ∧ dvk. (1.15)
In the corresponding many matrix variable case f1 is given by
f1(U1, ..., Uk) = φ1(V
1
2
1 U
−1
1 V
1
2
1 , ..., V
1
2
k U
−1
k V
1
2
k )
× {
k∏
j=1
1
Γp(αj)
∫
Vj<Uj
|I − V
1
2
j U
−1
j V
1
2
j |
αj−1|Vj |
p+1
2 |U |−(p+1)}
× f2(V1, ..., Vk)dV, dV = dV1 ∧ ... ∧ dVk. (1.16)
Definition 1.4. Fractional integral operator of the second kind of orders α1, ..., αk in the multivariable
case Let f1(x1, ..., xk) and f2(v1, .., vk) be real-valued scalar functions of the scalar variables x1, ..., xk and
v1, ..., vk respectively, where f1 is of the form
f1 = φ1(x1, ..., xk){
k∏
j=1
(1− xj)
αj−1
Γ(αj)
}.
Then the fractional integral operator of the second kind of orders α1, ..., αk in the multivariable scalar case
is given by
g(u1, ..., uk) = {
k∏
j=1
1
Γ(αj)
∫
vj>uj
(1−
uj
vj
)αj−1
1
vj
}
× φ1(
u1
v1
, ...,
uk
vk
)f(v1, ..., vk)dV, dV = dv1 ∧ ... ∧ dvk. (1.17)
In the corresponding many matrix variable case g is given by
g(U1, ..., Uk) =
∫
V1>U1
...
∫
Vk>Uk
φ1(V
− 12
1 U1V
− 12
1 , ..., V
− 12
k UkV
− 12
k )
× {
k∏
j=1
1
Γ(αj)
|I − V
− 12
j UjV
− 12
j |
αj−1|Vj |
−
p+1
2 }
× f(V1, ..., Vk)dV, dV = dV1 ∧ ... ∧ dVk. (1.18)
We will give the following formal definitions for fractional derivatives. Fractional derivatives will be
defined as the following fractional integrals. To this end let us have the following notations for the fractional
integrals. All the following integrals are of order α in the single variable case and of orders α1, ..., αk in the
multivariable case. Let
IFαx = fractional integral of the first kind, one variable case, eq: (1.6)
ISαx = fractional integral of the second kind, one variable case, equation, eq: (1.8)
IFαX = fractional integral of the first kind, one matrix variable case, eq: (1.7)
ISαX = fractional integral of the second kind, one matrix variable case, eq: (1.9)
4
IFα1,...,αkx1,...,xk = fractional integral of the first kind, eq: (1.15)
ISα1,...,αkx1,...,xk = fractional integral of the second kind, eq: (1.17)
IF
α1,...,αk
X1,...,Xk
= fractional integral of the first kind, eq: (1.16)
IS
α1,...,αk
X1,...,XK
= fractional integral of the second kind, eq: (1.18) (1.19)
For all the following definitions m = [α]+1 where [α] denotes the integer part of ℜ(α) > 0 and mj = [αj ]+1
where [αj ] denotes the integer part of ℜ(αj) > 0, sj = 1, ..., k. Fractional integral can be written as an
antiderivative and then, for example, the fractional integral IFαx can be written as an antiderivative as
IFαx = DF
−α
x . Let D
m
x denote the integer order derivative with respect to the real scalar variable x and of
order m,m = 0, 1, 2, .... Then symbolically we can write
Dmx [IF
m−α
x ] = D
m
x [DF
−(m−α)
x ] = DF
α
x (1.20)
the corresponding fractional derivative of order α. We can take (1.20) to define fractional derivative, where
let m = [α] + 1, with [α] denoting the integer part of ℜ(α). Let Dmrj =
∂mr
∂xj
denote the partial derivative of
order mr with respect to xj . Then, for example, we can define fractional derivatives of orders α1, ..., αk in
the scalar multivariable case as
Dm11 ...D
mk
k IF
m1−α1,...,mk−αk
x1,...,xk
= Dm11 ...D
mk
k DF
−(m1−α1),...,−(mk−αk)
x1,...,xk
= DFα1,...,αkx1,...,xk . (1.21)
In the matrix-variate case we will introduce the following operator. Consider the matrix of partial derivatives,
∂
∂X
= (
∂
∂xij
), |
∂
∂X
| determinant of ∂
∂X
(1.22)
and the corresponding matrices and determinants of partial differential operators. Then in the single matrix-
variate case we can define the fractional derivative of order α as follows:
|
∂
∂X
|mIFm−αX = |
∂
∂X
|mDF
−(m−α)
X = DF
α
X . (1.23)
If there are several matrices then we consider the determiants of the matrices of partial differential operators
as the differential operators and, for example, we can define
|
∂
∂X1
|m1 ...|
∂
∂Xk
|mkIFm1−α1,...,mk−αkX1,...,Xk
= |
∂
∂X1
|m1 ...|
∂
∂Xk
|mkDF
−(m1−α1),...,−(mk−αk)
X1,...,Xk
= DFα1,...,αkX1,...,Xk (1.24)
where mj = [αj ] + 1, j = 1, ..., k. If any αj is a positive integer then the corresponding derivative is a
(mj − 1)th order total partial derivative and not a fractional one.
Definition 1.5. Fractional derivative Let the “I” in (1.19) be replaced by “D” to denote the corresponding
fractional derivative. Then the fractional derivative of order α for the single scalar variable case will be defined
as in (1.20) with the corresponding definitions for all other single variable fractional integrals in (1.19). The
fractional derivative of order α in the single matrix case will be defined as in (1.23) with the corresponding
changes for all the ssingle matrix variable cases in (1.19). Fractional derivatives of orders α1, ..., αk in the
multivariable case will be defined as in (1.21) with the corresponding changes for all cases listed in (1.19),
and in the many matrix variable case will be defined as in (1.24) with the corresponding changes for all the
cases in (1.19).
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2. Fractional Operators in the Many Matrix-variate Cases
Let X1, ..., Xk and V1, ..., Vk be two sequences of p× p matrix random variables where between the sets
the two sets are statistically independently distributed. Further, let X1, ..., Xk be mutually independently
distributed type-1 real matrix-variate beta random variables with the parameters (ζj +
p+1
2 , αj), j = 1, ..., k.
That is, Xj has the density
fj(Xj) =
Γp(αj + ζj +
p+1
2 )
Γp(αj)Γp(ζj +
p+1
2 )
|Xj |
ζj |I −Xj |
αj−
p+1
2 (2.1)
for O < Xj < I, ℜ(αj) >
p−1
2 ,ℜ(ζj) > −1 and fj(Xj) = 0, j = 1, ..., k elsewhere. Consider the transforma-
tion V
− 12
j UjV
− 12
j , j = 1, ..., k then the Jacobian is |V1|
−
p+1
2 ...|Vk|
−
p+1
2 . Substituting in (2.1) the joint density
of U1, ..., Uk, denoted by g(U1, ..., UK), is given by
g(U1, ..., Uk) = {
k∏
j=1
Γp(αj + ζj +
p+1
2 )
Γp(αj)Γp(ζj +
p+1
2 )∫
Vj>Uj
|Vj |
−
p+1
2 |V
− 12
j UjV
− 12
j |
ζj |I − V −
1
2UjV
− 12
j |
αj−
p+1
2 }
× f(V1, ..., Vk)dV
= {
k∏
j=1
Γp(αj + ζj +
p+1
2 )
Γp(αj)Γp(ζj +
p+1
2 )
|Uj |
ζj
×
∫
Vj>Uj
|Vj |
−ζj−αj |Vj − Uj |
αj−
p+1
2 }f(V1, ..., Vk)dV. (2.2)
Hence we will define Kober operator of the second kind and of orders (α1, ..., αk) for the many matrix-variate
case, and denoted as follows:
K
(ζj ,αj),j=1,...,k
U1,...,Uk
f(U1, ..., Uk) = {
k∏
j=1
|Uj |
ζj
Γp(αj)
∫
Vj>Uj
|Vj |
−ζj−αj |Vj − Uj|
αj−
p+1
2 }
× f(V1, ..., Vk)dV. (2.3)
Therefore this Kober operator is a constant times a statistical density function, namely,
{
Γp(ζj +
p+1
2 )
Γp(αj + ζj +
p+1
2 )
}g(U1, ..., Uk) = K
(ζj,αj),j=1,...,k
U1,...,Uk
f(U1, ..., Uk). (2.4)
Now, let us consider f1 having a joint density of the matrix variables X1, ..., Xk and f2 is a joint density of
the matrix variables V1, ..., Vk where the two sets are independently distributed. Then we can have several
interesting results where the Kober operator of (2.4) will become constant multiples of statistical densities
coming from various considerations.
Theorem 2.1. Let the two sets X1, ..., Xk and V1, ..., Vk of matrices be independently distributed. Further,
let X1, ..., Xk have a joint type-1 Dirichlet density with the parameters (ζj +
p+1
2 , αj), j = 1, ..., k. Consider
the transformation
X1 = Y1
X2 = (I − Y1)
1
2 Y2(I − Y1)
1
2
Xj = (I − Yj−1)
1
2 ...(I − Y1)
1
2Yj(I − Y1)
1
2 ...(I − Yj−1)
1
2 , j = 2, ..., k. (2.5)
Or
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Yj = (I −X1 − ...−Xj−1)
− 12Xj(I −X1 − ...−Xj−1)
− 12 , j = 2, ..., k, Y1 = X1. (2.6)
Consider the transformation
Uj = V
1
2
j YjV
1
2
j , Yj = V
− 12
j UjV
− 12
j , j = 1, ..., k. (2.7)
Then the joint density of U1, ..., Uk is constant times the generalized Kober operator of the second kind defined
in (2.4).
Proof: Under the transformation in (2.5) or (2.6) the Jacobian is
J = |I − Y1|
(k−1)( p+12 )|I − Y2|
(k−2)( p+12 )...|I − Yk|
p+1
2 (2.8)
and that Y1, ..., Yk are independently distributed as type-1 real matrix-variate beta random variables with
the parameters (ζj +
p+1
2 , βj), j = 1, ..., k where
βj = ζj+1 + ζj+2 + ...+ ζk + (k − j) (2.9)
see, for example, Mathai (1997). Now, it is equivalent to the situation in (2.3) and (2.4) with Yj ’s standing
in place of the independently distributed Xj ’s and hence from (2.4) we have the following result:
{
k∏
j=1
Γp(ζj +
p+1
2 )
Γp(βj + ζj +
p+1
2 )
}g(U1, ..., Uk) = K
(ζj ,βj),j=1,...,k
U1,...,Uk
f(U1, ..., Uk) (2.10)
where βj is given in (2.9). Hence the result.
We can consider several generalized models belonging to the family of generalized type-1 Dirichlet family
in the many matrix-variate cases. In all such situations we can derive the generalized Kober operator of
the second kind in many matrices. We will take one such generalization here and obtain a theorem. Let
f1(X1, ..., Xk) of the form
f1(X1, ..., Xk) = C |X1|
ζ1 |I −X1|
β1 |X2|
ζ2 |I −X1 −X2|
β2 ...
× |Xk|
ζk |I −X1 − ...−Xk1 |
ζk |I −X1 − ...−Xk|
βk−
p+1
2 (2.11)
where O < X1 + ... + Xj < I, j = 1, ..., k,ℜ(ζj) > −1, j = 1, ..., k, C is the normalizing constant. Other
conditions on the parameters will be given later. In this connection we can establish the following theorem.
Theorem 2.2. Let X1, ..., Xk have a joint density as in (2.11). Consider the transformation as in (2.5) and
(2.6) with the Uj’s and Vj ’s defined as in (2.7). Let the joint density of U1, ..., Uk be denoted as g(U1, ..., Uk).
Let
δj = ζj+1 + ...+ ζk + βj + βj+1 + ...+ βk, j = 1, ..., k. (2.12)
Then
{
k∏
j=1
Γp(ζj +
p+1
2 )
Γp(ζj +
p+1
2 + δj)
}g(U1, ..., Uk) = K
(ζj ,βj),j=1,..,k
U1,...,Uk
f(U1, ..., Uk) (2.13)
where δj is defined in (2.12) and the Kober operator in (2.4).
Proof: We can show that under the transformation in (2.5) or (2.6) the Yj ’s are independently distributed
as real matrix-variate type-1 beta random variables with the parameters (ζj +
p+1
2 , δj), j = 1, ..., k. Now the
result follows from the procedure of the proof in Theorem 2.1. For Kober operators in the one variable case
see Mathai and Haubold (2008).
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Note 2.1. Special cases connecting to Riemann-Liouville operator, Weyl operator and Saigo operator,
corresponding to the ones in section 1.1 for Kober operator of the second kind, can be obtained in a parallel
manner and hence they will not be repeated here.
3. Fractional Integral Operators of the First Kind in the Case of Many Matrix Variables
Let f1(X1, ..., Xk) be a function of many p×p matrices and f2(V1, ..., Vk) be another function of another
sequence of p× p matrices V1, ..., Vk. Let f1 be of the form
{
k∏
j=1
Γp(ζj + αj)
Γp(αj)Γp(ζj)
|Xj |
ζj−
p+1
2 |I −Xj|
αj−
p+1
2 } (3.1)
for O < Xj < I,ℜ(αj) >
p−1
2 ,ℜ(ζj) >
p−1
2 , j = 1, ..., k. Let Xj = V
1
2U−1j V
1
2 , j = 1, ..., k. Let
{
k∏
j=1
Γp(ζj)
Γp(ζj + αj)
}g(U1, ..., Uk) = {
k∏
j=1
1
Γp(αj)
∫
Vj
|V
1
2
j U
−1
j V
1
2
j |
ζj−
p+1
2
× |I − V
1
2
j U
−1
j V
1
2
j |
αj−
p+1
2 |Vj |
p+1
2 |Uj |
−(p+1)}
× f(V1, ..., Vk)dV (3.2)
= I
(ζj ,αj),j=1,...,k
U1,...,Uk
f(U1, ..., Uk). (3.3)
Then (3.3) will be taken as the definition of fractional integral operator of the first kind of orders α1, ..., αk
in the many matrix variable case.
Simplifying (3.2), we have a definition for generalized Kober operator of the first kind in many matrix
variables case. We note that
I
(ζj ,αj),j=1,...,k
U1,...,Uk
f(U1, ..., Uk) = {
k∏
j=1
|Uj|
−ζj−αj
Γp(αj)
∫
Vj<Uj
|Vj |
ζj |Uj − Vj |
αj−
p+1
2 }
× f(V1, ..., Vk)dV,ℜ(αj) >
p− 1
2
,ℜ(ζj) >
p− 1
2
. (3.4)
Hence from (3.1) to (3.4) we can have the following theorem.
Theorem 3.1. Let U1, ..., Uk be independently distributed as real matrix variate type-1 beta matrices with
parameters (ζj , αj), j = 1, ..., k,ℜ(αj) >
p−1
2 ,ℜ(ζj) >
p−1
2 . Let V1, .., Vk be another sequence of matrices
having a joint density f(V1, ..., Vk). Let the two sets (X1, ..., Xk) and (V1, ..., Vk) be independently distributed.
Let Xj = V
1
2
j U
−1
j V
1
2
j , j = 1, ..., k. Let g(U1, ..., Uk) be the joint density of U1, ..., Uk. Then the Kober operator
of the first kind for many matrix variables case as defined in (3.3) is a constant multiple of g(U1, ..., Uk) as
in (3.2).
We can also have theorems parallel to the ones in section 2 and the proofs are parallel. Hence we list
two such theorems here without proofs.
Theorem 3.2. Let X1, ..., Xk have a joint real matrix-variate type-1 Dirichlet density with the parameters
(ζ1, ..., ζk; ζk+1). Consider the the transformation in (2.6) and let Y1, ..., Yk be defined there. Let V1, ..., Vk be
another sequence of matrix random variables having a joint density f(V1, ..., Vk) where let (X1, ..., Xk) and
(V1, ..., Vk) be independently distributed. Let Yj = V
1
2
j U
−1
j V
1
2
j , j = 1, ..., k. Let the joint density of U1, ..., Uk
be denoted by g(U1, ..., Uk). Let
γj = ζj+1 + ...+ ζk+1. (3.5)
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Then
g(U1, ..., Uk) = {
k∏
j=1
Γp(ζj + γj)
Γp(ζj)Γp(γj)
}I
(ζj ,γj),j=1,...,k
U1,...,Uk
f(U1, .., Uk) (3.6)
or
{
k∏
j=1
Γp(ζj)
Γp(ζj + γj)
}g(U1, ..., Uk) = I
(ζj ,γj),j=1,...,k
U1,...,Uk
f(U1, ..., Uk). (3.7)
Theorem 3.3. Let X1, ...Xk have a joint density as in (2.11) and the remaining transformations and
notations remain as in Theorem 3.2. Let
δj = ζj+1 + ...+ ζk+1 + βj + ...+ βk. (3.8)
Let the joint density of U1, ..., Uk be again denoted by g(U1, ..., Uk). Then g(U1, ..., Uk) is a density and
{
k∏
j=1
Γp(ζj)
Γp(ζ + δj)
}g(U1, ..., Uk) = I
(ζj ,δj),j=1,...,k
U1,...,Uk
f(U1, ..., Uk). (3.8)
4. M-transforms for the Fractional Integral Operators in the Many Matrix-variate Case
Here we look at the M-transforms for fractional integral operators of the first and second kind in the
many matrix-variate case. Consider the first kind operator in (3.4). The M-transform is given by
M{I
(ζj,αj),j=1,...k
U1,...,UK
f(U1, ..., Uk)}
=
∫
U1>O
...
∫
Uk>O
|U1|
sj−
p+1
2 ...|Uk|
sk−
p+1
2
× I
(ζj ,αj),j=1,...,k
U1,...,Uk
f(U1, ..., Uk)dU1 ∧ ... ∧ dUk
The X-integral is given by
∫
Uj>Vj
|Uj |
sj−
p+1
2 |Uj |
−ζj−αj |Uj − Vj |
αj−
p+1
2 dUj =
∫
Uj>Vj
|Vj |
−ζj+sj−
p+1
2
∫
Yj>O
|Yj |
αj−
p+1
2
× |I + Yj |
−(ζj−sj+
p+1
2 )dYj , Tj = Uj − Vj , Yj = V
− 12
j TjV
− 12
j
= |Vj |
−ζj+sj−
p+1
2
Γp(αj)Γp(
p+1
2 + ζj − sj)
Γp(
p+1
2 + αj + ζj − sj)
by evaluating the integral by using type-1 real matrix-variate beta integral, for ℜ(s) < ℜ(ζ + p+12 ),ℜ(αj) >
p−1
2 . Now the Vj -integrals give the M-transform of f(V1, ..., Vk). Hence we can have the following theorem.
Theorem 4.1. For the fractional integral of the first kind of orders α1, ..., αk defined in (3.4) the M-
transform is given by
M{I
(ζj,αj),j=1,...,k
U1,...,Uk
f(U1, ..., Uk)} = f
∗(s1, ..., sk)
×
k∏
j=1
Γp(
p+1
2 + ζj − sj)
Γp(
p+1
2 + αj + ζj − sj)
for ℜ(sj) < ℜ(ζj +
p+1
2 ),ℜ(αj) >
p−1
2 , j = 1, ..., k., where f
∗(s1, ..., sk) is the M=transform of f(V1, ..., Vk).
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In a similar manner we can workout the M-transform of fractional integral operator of the second kind
in the many matrix-variate case. In this context we start with (2.3). The M-tranform is given by
M{K
(ζj,αj),j=1,...,k
U1,...,Uk
f(U1, ..., Uk)} = {
|Uj |
ζj
Γp(αj)
∫
Uj>O
|Uj |
sj−
p+1
2
∫
Vj>Uj
|Vj |
−ζj−αj
× |Vj − Uj |
αj−
p+1
2 dUj}f(V1, ..., Vk)dV1 ∧ ... ∧ dVk.
The Uj-integral is given by
∫
Uj<Vj
|Uj|
sj−
p+1
2 +ζj |Vj − Uj |
αj−
p+1
2 dUj = |Vj |
αj−
p+1
2
∫
Uj<Vj
|Uj |
sj+ζj−
p+1
2 |I − V −
1
2UjV
− 12
j |
αj−
p+1
2 dUj .
Put Yj = V
− 12UjV
− 12
j and integrate out by using a matrix-variate type-1 beta integral
= |Vj |
αj−
p+1
2 +sj+ζj
Γp(αj)Γp(ζj + sj)
Γp(αj + ζj + sj)
.
Now the vj-integrals give the M-transform of f . Hence we have the following theorem.
Theorem 5.2. For the fractional integral operator of the second kind defined in (2.3) the M-transform is
given by
M{K
(ζj,αj),j=1,...,k
U1,...,Uk
f(U1, ..., Uk)} = f
∗(s1, ..., sk)
k∏
j=1
Γp(ζj + sj)
Γp(αj + ζj + sj)
for ℜ(αj) >
p−1
2 ,ℜ(ζj + sj) >
p−1
2 , j = 1, ..., k, where f
∗(s1, ..., sk) is the M-transform of f(V1, ..., Vk).
Note that for k = 1 the corresponding M-transforms in the one matrix variable case, for p = 1 the
corresponding Mellin transforms in the k scalar variables case and for p = 1, k = 1 the corresponding Mellin
transforms in the one variable case for the Kober operators of the first and second kinds are obtained from
Theorems 5.1 and 5.2 respectively.
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