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Submitted by T. T. Soong 
A solution for the heat conduction problem with random source term and 
random initial and boundary conditions is defined. Existence, uniqueness, 
properties, and asymptotic behavior of such a solution are investigated. Applica- 
tions to one-dimensional problems are presented. 
1. INTRODUCTION 
In a series of papers [l-4] we considered random solutions for the steady-state 
diffusion problem. This article addresses itself to the time-dependent random 
diffusion problem. Although we restrict our attention to the heat equation, the 
results presented here apply as well to other diffusion processes modeled by 
Eqs. (3.1)-(3.3) below. 
The problem of heat diffusion subject to random initial and/or boundary 
conditions has been the object of a number of investigations (see, for example, 
[5-g]). Most of these works, however, were concerned with particular problems: 
particular geometry and/or particular form for the random auxiliary conditions. 
In this study, we present some quite general results concerning random 
solutions to the heat equation. Indeed, after defining in Definition 3.1 a solution 
which is an extension of the deterministic solution in a fashion similar to that 
of [l, 41 for solutions of Laplace’s equation, we prove existence and uniqueness 
in Theorem 3.2. We regard Theorem 3.2 as the main result of this paper; 
together with Definition 3.1, it constitutes what is believed to be the most 
general results to date concerning solutions to (3.1)-(3.3). 
The statistical properties of the solution and the long time behavior are 
investigated in Sections 4 and 5, respectively. We close with some applications 
to heat conduction in a finite or infinite rod. 
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2. THE DETERMINISTIC PROBLEM 
Let us first recall some results concerning the deterministic heat conduction 
problem. These results constitute our starting point in defining a solution to 
the random problem. 
Consider then the following problem: 
g - vu =fl(x, t), (x, t) ED = v x (0, co); (2-l) 
$4x, 4 = fi(x), x E v; (2.2) 
lim [A(x, , t) “Y&?;’ + 23(x,, a-~-x 4 4% s t)] =f&, t). (x, t) E av x [O, co). 
(2.3) 
Here V is an open region in Rn with boundary aV of class Clfu (0 < p < 1); 
h(x) is a continuous function of x defined in a neighborhood N of aV, and 
specifying some direction coinciding on aV with the outward normal n to aV. 
The smoothness conditions 
fi E cm, fi E cm 
and the consistency condition 
f3 E WV x LO, =))), (2.4) 
are assumed to be satisfied. 
We further assume that A and B satisfy the smoothness conditions 
A E C(N x [0, 03)); B E (N x [O, co>), V) 
and the nonnegativity conditions 
A(x, t) 3 0, B(x, t) > 0, A(x, t) + B(x, t) > 0, (x, t) E iv x [0, co). (2.7) 
When it exists, the solution to (2.1)-(2.3) can be written in terms of the 
causal Green’s function I’(x, t; x0 , t,,) as (see [lo, Sect. 7.21) 
- II ot av, B(xo 9 to) f&o , to) W-G c x0 > to) &(xo) dt wxo) 0 
(2.8) 
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where av, = {X E aE A@, t) = 0}, and av, = aJ’ - av, . In the sequel we 
denote 4x, t) = WI ,f2 ,.h/WJA, X, t] the solution defined by (2.8). 
Conditions (2.4)-(2.7), together with the additional assumptions 
fi is Hiilder continuous (exponent a) in x uniformly in r x [0, T], 0 < T, (Al) 
and 
fi is continuously differentiable in some neighborhood of aV, 642) 
ensure the existence and uniqueness of the solution (2.11) in V x (0, T), for any 
T E (0, co) (see [ll, Sect. 5.31). 
The following result [ 11, Sect. 6.51 is also used. Assume that as t + co 
fi(x, t) -+ fim(x), uniformly in B, withjIm Hijlder continuous 
(exponent a) in v, WI 
f3(x, t) -ffs”(x), uniformly on S = aV x (0, co) (‘32) 
A(x, t)/B(x, t) > 0, (x, t) E S, and A(x, t) -+ Am(x) and B(x, t) + 
P(x) uniformly on S with Am(x)/BW(x) > 0, x E i3V; (B3) 
then, if U(X, t) is a solution of (2.1)-(2.3), 
uniformly in D, where w(x) is the unique solution of 
-WJ = fi”(x) in V, Jie [A”(q) $$ + B”(q) t&)] = f&), x E av. 
3. THE RANDOM PROBLEM 
Consider now the random heat conduction problem 
at+, t; w) 
at - V2u(x, t; w) =fi(x, t; w), (x, t) E D; 
Ey+ 24(x, t;w) = f&, 0; w>, xE vi (3.2) 
?;yx 1 4% , t) 1 au(;;&;w) + B(x, , t) 24(x1 , t; w)] 
= f&, c w), (x, t) E av x [o, CO). (3.3) 
Here D, V, aV, X, A, and B are defined as in Section 2 and assumed to satisfy 
409/60/1-7 
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the same conditions. Also, w E (B, 0& P), some suitable probability space, and 
Eqs. (3.1)-(3.3) are to be satisfied with probability one. 
Assume that for each (x, t) E D the functions fg B x 52 -+ R (i = 1,2, 3) 
are P-measurable and satisfy 
s R fi2(x, t; w) dP < lMi2 <co 
with Mi independent of (x, t), and the consistency condition 
lim fs(x, t; W) = lim 
[ 
A(x, , 0) afit% 9 0; w> 
r+o+ 
TS Wxd 
+ B(x, , 0) f2(x1 , 0; w)] , a.s. Vx E W. (3.5) 
Assume further that fi is mean square continuous in D and mean square Holder 
continuous (exponent a) in x uniformly in D, f2 is mean square continuous in V 
and mean square continuously differentiable in some neighborhood of aV, and f3 
is mean square continuous in aV X [O, 00). 
LetL be the complete linear space over the reals spanned by {z(w) = (fi(x, t; w), 
f2(x, t; w), fS(x, t; w)), (x, t) E D} u {+,(w) = (1, 1, I)}, and equipped with the 
scalar product 
where zi = (zil , zi2 , zi3) and z, * z2 = $, zrizai , and the norm 
II z IL = (z, zyt 2 EL. (3.7) 
DEFINITION 3.1. A real random function u(x, t; CU) defined on D x Q will 
be called a random generalized solution to the random heat conduction problem 
(3.1-3) if 
(i) 11(x, t; w) EL, V(x, t) E D (34 
(ii) (z, 4 = U(z, fd, (z,fih (~lf3)lB, (z,f&% x, 4, VZZ EL. (3.9) 
Definition 3.1 states that the scalar product of the random generalized solution 
with any z EL is the deterministic solution constructed by using as right-hand 
term, and initial and boundary data the scalar product of the random right-hand 
term, and the random initial and boundary data with the same element z EL. 
This deterministic solution is well defined in view of the requirements imposed 
on the fi’s and so this definition makes sense. 
THEOREM 3.2. There exists a unique solution to problem (3.1)-(3.2) in the sense 
of Definition 3.1. 
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Proof. In view of (3.4) and Schwartz inequality 
Thus, for each fixed (x, t), the right-hand side of (3.9) defines a linear functional 
on L, which in view of the maximum principle for the heat equation, is bounded. 
Therefore, by the Riesz representation theorem [12, p. 281, there exists a unique 
u EL such that (3.9) is satisfied for each (x, r) E D. This completes the proof. 
4. PROPERTIES OF THE SOLUTION 
THEOREM 4.1. The expectation E(u) of the solution is given by 
E64 = h.LWA WA WJIB, WJI4 xv 4, 
where E{ jt> is the expectation of fi , i = 1, 2, 3. 
Proof. Equation (4.1) follows from (3.9) with z = Z, . 
(4-l) 
THEOREM 4.2. Let Rij = E{fi jj}, i, j = 1, 2, 3, denote the correlation 
functions of the fi’s. Then the correlation junction R,(x, , tl; xf , tJ of u satisfies 
UR,, 9 Rz,, R&4 Rd4 x2 3 tzl/A, x1 v 4 
= heM--, x1 ,hl, h,[--, x1 > tJ, &I..., x1 , t,ll& 
h,E-*., x,, tJ4 ~2% 4. (4.2) 
Proof. Equation (4.2) follows from (3.8) and (3.9) with z = u. 
Theorems 4.1 and 4.2 allow for an effective determination of the expectation 
and correlation function, respectively, of the random solution through deter- 
ministic linear computations. Thus, classical estimates and/or results on differ- 
entiability can be applied directly to E(u) and R, . Also, if the fi’s are Gaussian, 
then u will also be Gaussian and its complete statistical structure will be deter- 
mined by (4.1H4.2). 
Remark 4.3. Formulas (4.1~(4.2) are identical to the ones one would 
obtain by first solving (3.1)-(3.3) f or xe w and then taking expectation and fi d 
correlation. This procedure may not be justified since there is no guarantee that 
the first step will yield a P-measurable function. Theorem 3.2 provides a 
justification of the method for ji’s satisfying all the conditions assumed in 
Section 3. 
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5. ASYMPTOTIC BEHAVIOR OF SOLUTIONS 
Let P(X; W) be the solution of 
-v%P = fl”(x; al), XE v, (5.1) 
lim A”(x,) x1-w 1 
au,,,,u) + B”(x,) P(X1 ; u)] = fi”(x; 4, x E aV, (5.2) 
as defined in [4]. (Here we assume that fi” is mean square Holder continuous 
(exponent LX) in v,,fsm is mean square continuous on aV, Am E C(N), Boo E C(N), 
Am > 0, B z 3 0, and Am + Bm > 0). Thus, P(X; W) EL, Vx E I’, and 
where 
(z, fL”) = PEkfl% xl + fEw-3m), 4 vz EL, (5.3) 
Ag, 4 = s, G(x, 4 dxo) dx, (5.4) 
(5.5) 
In (5.4)-(5.5), G(x, x,,) is the Green’s function for V, LJV,, = {x E aY: 
A”(x) = 0}, and aV,, = 8L - aV,, . 
THEOREM 5.1. Assume that as t + 00 
(i) fi(x, t;w) -+fim(x; w), uniformly on D in mean square, 
(ii) fs(x, t; W) +fa”(x; w), un@rmZy on S in mean square, 
(iii) A(x, t) + Am(x) and B(x, t) + B”(x), utz;fmmZy on S, 
(iv) A(x, t)/B(x, t) > 0, (x, t) E S, Am(x)/Ba(x) > 0, x E aV. 
Then u(x, t; w), as given by Definition 3.1, converges weakly in L and uniformly 
in D to am(x; w)as t + co. 
Proof. Under the assumptions of the theorem, the results of [ll, Sect. 6.51, 
recalled in Section 2, can be applied to (z, zc) and (2,~) to yield that as t -+ co 
(a, u) + (a, P) uniformly in B and for all x EL. 
COROLLARY 5.2. Under the assumptions of Theorem 5.1, ifL isfinite-dimensional 
then I( -+ urn untformly in il and in mean square. 
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Proof. The result follows from Theorem 5.1 and the characterization of 
weak convergence in finite-dimensional spaces [12, p. 1991. 
COROLLARY 5.3. Under the assumptions of Theorem. 5.1, E(u) -+ E{um} and 
R, + R,” uniformly in D. 
Proof. The result follows from (z, U) --f (z, u”) with z = zO and z = II, 
respectively. 
6. APPLICATIONS 
A. InsulatedFinite Rod with Random Source 
Consider the following model of heat conduction in a thin rod of unit length 
with insulated lateral surface where heat is generated at the random rate Q per 
unit volume 
au --- 
at $ = Q(x, c w), O<X<l, t>o; (6.1) 
u(0, t; w) = u( 1, t; W) = 0; (6.2) 
u(x, 0; w) = 0. (6.3) 
The appropriate causal Green’s function for this problem is (see, for example 
PO, p. 217-I) 
r(x, t; x0, to) = 2 f sin(nnx) sin(n57qJ exp[-n2n2(f - to)]. 
TN=1 
(6.4) 
From (2.8), (4.1), (4.2), and (6.4) we can write at once the following expressions 
for the expectation and correlation of the solution to (6.lH6.3): 
E(u(x, t; w)) = 2 f exp(-n2772t) sin(nrrx) It exp(n27r2t,) 
R==l 0 
I ’ ElQ(xo 3 to ; w)} sin(nnx,) dx, dt, , 0 (6.5) 
R&l > t, ; ~2 9 tz> = A f sin(m77.q) sin(n7rX2) 
m.n=1 
exp[-n2(m2t, + n2t2)] Jot’ exp(m27r2T,) Jo1 sin(mrr[,) 
s 
t2 
exp(n2P2r2) 
0 I 
1 
sin@d-,) R&f1 , rl ; 5, , r2) d-5, dT2 
0 
d5, dT1 . (6.6) 
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If as t + co, Q(x, t; W) + Q”(x, W) uniformly in x, then E{zP> and Rum 
can be obtained either by letting t -+ CO in (6.5~(6.6) or, in view of Corollary 5.3, 
from (see [I, Eqs. (6.2), (6.5)]), 
and 
where 
is the Green’s function for Laplace’s equation in the unit interval. 
B. Injkite Rod with Random Initial Condition 
Consider the following model for heat conduction in an infinite rod with 
insulated lateral surface and random initial temperature distribution. 
au a% ---= 
at ax2 
o --co<x<a, t>o 
24(x, 0; w) = F(x; w>. 
The appropriate causal Green’s function is 
T(x, t; x0, to) = [4m(t - to)]-1/2 exp[-(x - xo)2[4(t - to)], t > to. 
Thus, from (2.8), (4.1), and (4.2), there follows 
and 
E(u(x, t; u)} = J-1 (4d)-1’2 exp[--(x - 4J2/4tl W(5; w) 4 
R&, 1 1 5 t - x2 , t2) = Jm (47rt,)-1/2 exp[-(x, - &)2j4t,] -m 
f m -m 
(47Tt2)-lj2 exp[-(x2 - 52)2/4t2] b(S1 , 5,) db\ dt, , 
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where R, is the correlation function of F, i.e., we recover the results of [7, 
Theorem 51. 
7. CONCLUDING REMARKS 
We have defined in Section 4 a solution for the random heat equation which 
is a natural extension of the deterministic solution reviewed in Section 2. 
Theorem 3.2, which guarantees the existence and uniqueness of such a solution 
for sufficiently mean square smooth data, is the main result of the paper. 
It is worth noticing that, unless L is finite-dimensional, Definition 3.1 does 
not allow for an explicit determination of the moments of the solution of order 
higher than 2. However, a result similar to [I, Theorem 3.51 could be obtained 
to show that, under additional smoothness assumptions on the random data, the 
solution defined here, the mean square solution, and the sample solution are all 
equivalent. In that sense, Theorem 3.2 is the most general result to date on 
solutions of (3.1)-(3.3), and provides a justification for some often-used proce- 
dures to obtain the expectation and correlation of the solution to (3.1)-(3.3) 
(cf. Remark 4.3). 
The asymptotic analysis of Section 5 is interesting in that it allows for a 
determination of the expectation and correlation of the long time solution by 
using the results of [I] on the steady-state solution rather than bv taking limits 
in (4.1)-(4.2). 
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