The graph coloring problem is the problem of partitioning the vertices of a graph into the smallest possible set of independent sets. Since it is a well-known NP-Hard problem, it is of great interest of the computer science finding results over exact algorithms that solve it. The main algorithms of this kind, though, are scattered through the literature. In this paper, we group and contextualize some of these algorithms, which are based in Dynamic Programming, Branch-and-Bound and Integer Linear Programming. The algorithms for the first group are based in the work of Lawler, which searches maximal independent sets on each subset of vertices of a graph as the base of his algorithm. In the second group, the algorithms are based in the work of Brelaz, which adapted the DSATUR procedure to an exact version, and in the work of Zykov, which introduced the definition of Zykov trees. The third group contains the algorithms based in the work of Mehrotra and Trick, which uses the Column Generation method.
Introduction
Graph coloring is the problem of assigning colors to the vertices of a graph in such a way that neighbor vertices are assigned with different colors. The problem of coloring a graph with the minimum possible number of colors is a fundamental NP-Hard problem with a number of applications of interest such as timetabling, code optimization and seating plans [1] .
Information on different approaches for this and related computational problems are scattered throughout the literature. We survey some of these approaches discussing their strengths and weaknesses.
The algorithms we discuss are based on three main approaches, namely, Dynamic Programming, Branch-and-Bound and Linear Programming. Besides these, we also discuss the DSATUR algorithm for graph coloring.
The text is organized as follows. In Section 1.1 we briefly state some definitions and the notation used. Section 2 discusses algorithms based in Dynamic Programming. Section 3 discusses algorithms based in Branch-and-Bound. Section 4 discusses algorithms based in Linear Programming. Finally, Section 5 contains the conclusions.
Definitions and Notation
Given a set S and an integer k, we denote by S k the set of subsets of S of size k.
A graph G is a pair (V (G), E(G)) where V (G) is a finite Exact Algorithms for the Graph Coloring Problem set (the vertices of G) and E(G) ⊆
(the edges of G). Note that, according to these definitions, graphs in this text are simple, that is, have no multiple edges or loops.
Two vertices u and v are neighbors in G if {u, v} ∈ E(G). The degree of vertex v in G is the number of neighbors of v in G and is denoted by d G (v) .
The induced subgraph of G by a set S ⊆ V (G) is denoted by G[S] and the graph G − S is the graph G[V (G) − S]. If v ∈ V (G), we write G − v instead of G − {v}.
The set S ⊂ V (G) is independent in G if no vertices in S are neighbors in G and is a maximal independent set in G if it is not properly contained in another independent set in G. We denote by I(G) the set of all maximal independent sets in G.
Given an integer k ≤ |V (G)|, a k-coloring of G is a partition of V (G) into k independent sets in G. Each such set is called a color in the coloring. A graph G is k-colorable if it admits a k-coloring. The smallest k for which G is k-colorable called the chromatic number of G and is denoted χ(G). An optimal coloring of G is a χ(G)-coloring of G.
Graph Coloring Problems
We define the following NP-Hard problems:
Graph Coloring
Instance :a graph G Answer :a χ(G)-coloring of G
Chromatic Number
Instance :a graph G Answer : χ(G) k-coloring Instance :a graph G and k ∈ N Answer :YES, if we can color G with no more than k colors; NO, otherwise.
Graph coloring problems are polynomially solvable when the given graph G is 2-colorable. The problems are also efficiently solvable for some graph classes, where we highlight here the perfect graphs [2] .
Dynamic Programming Algorithms
In this section, we discuss dynamic programming algorithms for the graph coloring problem. Dynamic Programming is the approach of computing the answer to an instance of a problem by computing and combining the answers to "sub-instances" of that instance (see, for example, [3, chapter 15] ).
We start with an algorithm from Lawler [4] (Section 2.1) which has O * (2.4423 n ) running time. Then we discuss an algorithm from Eppstein [5] (Section 2.2) which, through a modification of the idea of Lawler's algorithm, improves this bound to O(2.4150 n ). Next (Section 2.3), we discuss a modification of Eppstein's algorithm in Byskov [6] yielding an O(2.4023 n ) algorithm.
All the above algorithms require exponential space. In Section 2.4 we discuss an O(5.283 n ) running time algorithm from Bodlaender and Kratsch [7] requiring polynomial space.
Unless otherwise stated, the proofs of the results in sections 2.1, 2.2 and 2.3 are based on those in [6] .
Lawler's Algorithm
Lawler [4] was the first to propose a dynamic programming algorithm for the graph coloring problem, as described in Algorithm 4. One may view his algorithm as based in the following result.
Theorem 1 (Wang [8] ). Every graph has an optimal coloring in which (at least) one of the colors is a maximal independent set.
Proof. Let C = {P 1 , . . . , P k } be an optimal coloring of G and let I be a maximal independent set containing P 1 . Then {I, P 2 \ I, . . . , P k \ I} is an optimal coloring of G and one of its colors is a maximal independent set.
It follows from Theorem 1 that if G is a graph and S
⊆ V (G), then χ(G[S]) is the minimum among 1 + χ(G[S \ I]) over all maximal independent sets I in G[S], that is, χ(G[S]) = 0, if S = / 0, 1 + min {χ(G[S \ I]) : I ∈ I(G[S])}, otherwise.
Algorithm 4: LAWLER(G)
Input:
It should be noted that the inner loop in Algorithm 4 performs a non-trivial task, namely, enumerating all maximal independent sets of a graph. As Lawler [4] itself notes, this Exact Algorithms for the Graph Coloring Problem can be done in time O(nmI) for a graph with n vertices, m edges and I maximal independent subsets [9] . Theorem 2. Algorithm 4 runs in time O(2.4423 n nm) and space Θ(2 n ), if the input is a graph with n vertices and m edges.
Proof. Let G be a graph with n vertices and m edges. For each S ⊆ V (G), let T (S) denote the time spent in the execution of the inner loop in Algorithm 4 using the algorithm from Tsukiyama [9] . Then we know that there exist c > 0 and n 0 ∈ N such that, whenever |S| ≥ n 0 ,
because a graph on k vertices can have at most 3 k/3 maximal independent sets [10] . Summing over all S ⊆ V (G) we get
Hence we can conclude that the execution time of Algorithm 4 with G as input is O(nm (2.4423) n ).
Eppstein's Algorithm
Lawler's algorithm (Algorithm 4) had the best upper bounds for the graph coloring problem until Eppstein [5] proposed two modifications. The first one is the preprocessing of the 3-colorable subgraphs of the input graph. The other one is filling in vector X (the dynamic processing table) in a different order which allows for skipping the processing of maximal independent sets beyond a certain size. Let us start with the following result.
Theorem 3 (Madsen, Nielsen and Skjernaa [11] ). Let G be a graph and let
Proof. Let G be a graph and let
It is possible to prove (see [12, sec. 3 
The proof is similar to the one of Theorem 3 with the chosen optimal coloring being one in which I k has the smallest possible size.
From Theorem 3, we have that if G[J ] is a maximal k-colorable subgraph of G, then it has an optimal coloring {I 1 , . . . , I k } such that I k has the smallest size as possible. Then we have a set J such that J = J \ I k and G[J] is (k − 1)-colorable. The same way as G[J ], the graph G[J] has a color I k−1 in one of its optimal colorings such that I k−1 has the smallest size as possible. Hence,
is the one defined in Section 2.1. The function c(S) associates each S to its corresponding graph G[S].
Algorithm 5: EPPSTEIN(G)
Run the algorithm of Beigel and Eppstein [13] in Proof. Let G be a graph with n vertices and m edges. For each S ⊆ V (G), let T (S) denote the time spent in the preprocessing of the 3-colorable subgraphs using the algorithm from Beigel and Eppstein [13] , which runs in O(1.3289 n ). Then we know that there exist c > 0 and n 0 ∈ N such that, whenever |S| ≥ n 0 ,
Let T (S) be the time to process the maximal independent sets of size at most k in G[S], for k ∈ N. Then, there exist c > 0 and n 1 ∈ N such that, whenever |S| ≥ n 1 ,
because the number of maximal independent sets of size at most k, for k ∈ N, is
n− n/k k and Eppstein [5] proves that these maximal independent sets can be found in O(3 4k−n 4 n−3k ).
Hence, the execution time of Algorithm 5 is O(2.4150 n ).
Eppstein's Algorithm for an Optimal Coloring
Eppstein [5] proposed Algorithm 6 for finding an optimal coloring of a graph G. Let χ(G) = k. The algorithm searches for a maximal k -colorable graph G[T ] in G, for k ∈ {1, 2, .., k} and T ⊂ V (G). If k = k − 1, then by Theorem 3, the vertices in G − T constitute a maximal independent set I that can be removed from the graph. This process is repeated for the remaining vertices of G until an empty set be found.
Algorithm 6: EPPSTEINOPTCOLOR(G)
Input: A graph G Result: An optimal coloring of G X ← array calculated in Algorithm 5 The vertices subsets T and S are represented as binary arrays as in previous algorithms. Function f (S) is the one defined in Section 2.1.
Since the inner loop of the algorithm is O(2 n ) and each instruction inside of it is constant in time, then Algorithm 6 is O(2.4150 n ) (because of the processing of the array X).
Beigel and Eppstein Algorithm for the 3-coloring
The algorithm used in the stage of preprocessing is the one of Beigel and Eppstein [13] , which has complexity O(1.3289 n ). The algorithm is based in a reduction from the Graph Coloring problem to a particular restriction of the Constraint Satisfaction problem (CSP) named (3, 2)-CSP.
Given positive integers a and b, we define the (a, b)-CSP problem as follows. Beigel and Eppstein [13] use backtracking and polynomial time reductions of an instance to solve the CSP. Lemma 1 contains one of these reductions, which is the main one among them. We describe Lemma 1, which was stated and proved by the authors, and we give a brief idea of the 3-coloring algorithm.
The value that will be assigned to each variable is limited to at most a elements of D. The constraints describe the combinations of values that each b-uple cannot have simultaneously. In the case of the instances of the graph coloring problem, we can describe them as (3, 2)-CSP instances where each variable represents a vertex and the set of values corresponds to the set of colors that will be assigned to each vertex. Since we are solving the 3-coloring problem, then each variable is limited to at most 3 colors of D. Besides, each constraint will have Exact Algorithms for the Graph Coloring Problem two variables because it corresponds to an edge of the given graph and the respective vertices that cannot have the same color. Figure 1 shows an example of this reduction, where X = {A, B,C, D}, the domain of the values is {0, 1, 2} and
The colors 0,1 and 2 are represented by the "black", "dots" and "grid" patterns, respectively. Lemma 1. Given a (X, D, R) instance of the (a, 2)-CSP problem, let v ∈ X be a variable such that only two colors of D are allowed to v. We can get a (X , D , R ) instance from (X, D, R) with one less variable, such that (X , D , R ) does not contain v and any optimal solution to this instance is also optimal for (X, D, R).
Proof. Let x, y ∈ X be two variables of (X, D, R). Let v be a variable limited to only two values h and i of D. Without loss of generality, let {(y = w), (v = h)} and {(x = z), (v = i)} be constraints of R such that w and z are values of D. If y and x receive colors w and z at the same time, respectively, then there will be no possible color to be assigned to v. Therefore, we can avoid this adding the constraint {(y = w), (x = z)}. Let (X , D , R ) be the instance obtained from (X, D, R) with this new constraint and without the variable v. Hence, any optimal solution to (X , D , R ) is also an optimal solution for (X, D, R) setting h or i to v.
The algorithm of Beigel and Eppstein [13] for the 3-coloring problem turns a graph G as input into a graph G (as represented in Figure 1 ), that corresponds to the reduction of the original instance into a CSP instance. The main idea of the algorithm consists on finding a subset T ⊂ V (G ), such that T is small in relation to |V (G )| and it has a large set of neighbors, that we denote by N. Besides, G[T ] must be a tree. Supposing that the original graph G is 3-colorable, then we can ensure that each neighbor of a vertex in T is limited to 1 or 2 values of the domain in G .
We color all the vertices in T choosing one of its 3 |T | possible proper colorings. Each v ∈ N will be limited to at most two possible colors of the domain, since each one of these vertices has a colored neighbor in T . By Lemma 1, the vertices in N can be removed from the CSP instance. The resulting subgraph formed by V (G ) \ {T ∪ N} constitutes a (3, 2)-CSP instance that is solved by a backtracking algorithm proposed by Beigel and Epsstein [13] . The valuation of the variables in the optimal solution of this instance corresponds to the color assignment of the vertices in the original graph.
This algorithm has complexity O(1.3289 n ).
Byskov's Algorithm
Byskov's algorithm [6] (Algorithm 8) is very similar to the one of Eppstein [5] . It also searches for the 3-colorable subgraphs of G and for all the maximal independent sets I ⊆ G−S.
The improvement consists on searching for the 4-colorable subgraphs of G after finding the 3-colorable ones. This modification leads to an algorithm of complexity O(2.4023 n ) (Theorem 5), which has the best results for the worst case analysis of dynamic programming algorithms for the graph coloring problem.
Run the algorithm of Beigel and Eppstein [13] in G[S] to find the 3-colorable subgraphs of G like Eppstein's algorithm [5] .
Theorem 5. Byskov's algorithm [6] runs in time O(2.4023 n ) and space O(2 n ), if the input is a graph G with n vertices and m edges.
Proof. Let I k (G) be the set of all maximal independent sets of G that have size at most k. The time to find the 4-colorable
Exact Algorithms for the Graph Coloring Problem According to Byskov [14] , the maximum number of maximal independent sets that have size at most k in a graph is
mum point of this function is attained when k = n/5, so we can divide the function in this point:
y(n, k).
Both of these sums are O(2.4023 n ). Then, the time to find all the 4-colorable subgraphs of G is O(2.4023 n ).
The running time of the last loop of the algorithm corresponds to O(2.3814 n ). The proof is similar to the second part of Eppstein's algorithm [5] (Theorem 4), but the bound of the sum is 4 5k−n 5 n−4k and |I| ≤ |S|/4.
Bodlaender and Kratsch Algorithm
As we mentioned before, the difference from the algorithm of Bodlaender and Kratsch [7] in relation to the other ones is that although it is much less efficient in time, polynomial memory is required in their algorithm (Algorithm 9). They defined the Lemma 2 as the base of their work.
Lemma 2. Let G be a graph such that n = |V (G)| and let
if |S| ≥ αn and S is a maximal independent set.
Proof. Let P = (P 1 , P 2 , . . . , P k ) be an optimal coloring of G. Let P i be a color such that |P i | ≥ αn for some i ∈ {1, . . . , k}. Either P i is a maximal class (and then S = P i ) or it is a subset of another maximal set P i (and then S = P i ). Then, the chromatic number of G is equal to 1+min {χ(G − S)} (Theorem 1).
Otherwise, if all |P i | < αn for i ∈ {1, . . . , k}, then there is a subset S ⊆ V (G) where every color of P is either in S or in G − S. Then, the chromatic number of G corresponds to min {χ(G[S]) + χ(G − S)} (Theorem 3).
Let |P 1 | ≤ |P 2 | ≤ · · · ≤ |P k | be an ordering of the colors. Choosing the first q colors of this ordering such that S = P 1 + P 2 + · · · + P q and |S| ≤ n/2 for some q ∈ {1, . . . , k}, we have that either S and V (G) \ S have the same size (that is, n/2) or |S| < |V (G) \ S|. In this case, the difference between S and its complement is αn. Hence, |S| = (n − αn)/2 and
The Algorithm 9 has time O(5.283 n ) and this value was obtained for α = 0.19903.
Branch-and-Bound Algorithms
Branch-and-bound algorithms solve an optimization problem by a systematic enumeration of its possible solutions. The state space search constitutes a tree where each branch forms a possible solution. A point of a solution, that is, a node of the tree, is branched only if its value is less or equal than a global upper bound 1 . Algorithms of this kind for the graph coloring problem are based in the work of Brelaz [15] and Zykov [16] , described in subsections 3.1 and 3.2, respectively.
Brelaz's Algorithm
The Branch-and-Bound algorithm of Brelaz [15] is based on his DSATUR greedy procedure for determining an upper bound to the chromatic number. The author defined the degree of saturation of a vertex, which is the number of different colors that are assigned to its neighbors in a coloring.
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Each color has an index i ∈ N. At each step of the heuristic, the vertex with the greatest degree of saturation is selected to receive the color such that i is minimum. If more than one vertex has the same degree of saturation, then the vertex with the greatest number of neighbors is chosen as a tie breaker. If a tie occurs in this case again, then one of the tied vertices is chosen at random. A description to the heuristic is given in Algorithm 10.
Algorithm 10: DSATUR(G)
Add
Select the uncolored vertex v that has the greatest degree of saturation. If there are more than one vertex with the greatest degree of saturation, then choose the one that has the greatest d G (v). If a tie occurs again, then choose one of these vertices at random.
The exact version of the DSATUR routine is an adaptation of Brown's algorithm [17] , which we describe in Algorithm 11. Further modifications have been done by Sewell [18] , San Segundo [19] and Furini, Gabrel and Ternier [20] .
In the adaptation of Algorithm 11 as the exact DSATUR, the greedy DSATUR routine is executed at first to find an initial coloring and an upper bound k. If G is a graph, then v ∈ V (G) is the vertex that was assigned with the color that has index k in this initial solution. The algorithm tries to improve the upper bound coming back to a vertex u that was colored before v in the previous solution and that can be assigned with a different color l, such that l < k. The algorithm then selects the other vertices according to the DSATUR criteria to recolor.
Every time the algorithm finds a complete coloring that uses less than k colors, the upper bound is updated and the algorithm tries to improve the current solution again. Otherwise, if some vertex in a partial solution cannot be colored with a color that have index less than k, then it is not necessary to continue this coloring. The algorithm comes back to other point of the solution tree to recolor the vertices. If this point is the root node of the tree, then the execution stops. Figure 3 is an example of the Branch-and-Bound DSATUR on the graph of the Figure 2 . Each node of the tree and its predecessors forms a partial solution. For example: the nodes where the vertices A, F and B were assigned with colors 1,2 and 2, respectively, forms a 2-coloring. The value q is a lower bound for a partial solution and U i is the set of colors that can be assigned to the vertex i, that is, the colors in {1, 2, . . . , q + 1} that was not used by a colored neighbor of i and that are not scratched in the Figure 3 .
In Figure 3 , for instance, an initial upper bound k = 4 and a 4-coloring was found in the steps 1 to 8. Since the vertex E was the one that got the color 4 in the step 6, then the algorithm verifies if there is another color that could be assigned to the vertex D. Since there is no other possible color, then the algorithm checks if there is another color for vertex C. In this case, the color 3 is a feasible one. The algorithm recolor the other vertices from this point. The most recent adaptation of Brelaz's algorithm [15] can be found in the work of Sewell [21] and San Segundo [19] . They proposed new tie breakers in the step of choosing the vertex with the greatest degree of saturation.
The algorithm of Sewell [21] chooses the vertex that shares the greatest amount of available colors with its neighbors in the uncolored subgraph, while the algorithm of San Segundo [19] chooses the vertex that shares the greatest amount of colors with the vertices that have the same greatest degree of saturation. Furini, Gabrel and Ternier [20] also made an adaptation of Brelaz's algorithm, although their modification was done in the updating step of the global upper bound for the chromatic number.
Tests of the algorithms of Brelaz [15] and Sewell [21] have been done by San Segundo [19] . The algorithms were executed in random graphs with at most 80 vertices and in some DIMACS [22] instances. The author concluded that the three algorithms have similar results, except in graphs of densities up to 0.7, which [19] is more efficient. In almost all DIMACS instances, San Segundo's algorithm [19] had the best performance. Results in [20] are similar to the ones in [19] . For the random graphs instances, the algorithm of Furini, Gabrel and Ternier [20] had better results to graphs from 75 to 80 vertices, but the computational costs in relation Exact Algorithms for the Graph Coloring Problem
Partial solution discarded.
Partial solution discarded. State space search tree of the branch-and-bound DSATUR on the graph of Figure 2 to [19] is small.
Zykov's Algorithm
The algorithm of Zykov [16] (Algorithms 12 and 13 [23] ) is based in his recurrence which states that, if G is a graph and for any pair of vertices x, y ∈ V (G) that do not share an edge, an optimal coloring of G can either assign the same color to x and y or not (Theorem 6). In this section, we first show the basis of Zykov's algorithm, which he called a Zykov tree. Then, we discuss about the analysis of the worst case of the algorithm (Theorem 7), based in [23] , and some of the results found in the literature.
Zykov Trees
Zykov [16] has stated we can obtain two new graphs from G, for a given pair of vertices x, y ∈ V (G) that are not neighbors. One of these graphs will contract x and y into a single vertex, while the other will create an edge between x and y. The chromatic number of G corresponds to the minimum chromatic number of one of these graphs. In other words, an optimal coloring of the first graph assign the same color to x and y, while an optimal coloring of the second graph assign different colors to x and y. Definition 1. For two vertices x, y ∈ V (G) that do not share and edge, a contraction in G produces a new graph G xy given
∈ {u, v} and y / ∈ {u, v} ∪ {u, z} such that {u, x} ∈ E(G) or {u, y} ∈ E(G)
For two vertices x, y ∈ V (G) that do not share and edge, an addition in G produces a new graph G xy given by
Theorem 6. The chromatic number of G is given by the recurrence
such that x, y ∈ V (G) and {x, y} / ∈ E(G)
The recurrence of Theorem 6 builds a binary tree called Zykov tree where its leaf nodes are cliques and the chromatic number of the graph is given by the smallest clique of the tree.
Zykov trees have exactly one branch formed only by contraction operations, where the size of the clique of this branch is an upper bound q for the chromatic number. This bound is updated each time a better coloring than the current one is Exact Algorithms for the Graph Coloring Problem
//Solutions are generated while the root of the solution tree is not reached.
If updateU = T RUE Calculate the set U i , such that U i has the colors in {1, 2, . . . , q + 1} minus the ones that are not used by the neighbors of v i .
Choose j ∈ U i , such that j has the minimum value as possible, and set color j to the vertex v i .
Delete the color j of the set U i .
If the color j is smaller than the upper bound k
If the color j is greater than the lower bound← q + 1 If i = n Store the current solution and set k ← q.
Find the smallest index j such that the color of v j is equals to k.
found. In a Branch-and-Bound version of Zykov's algorithm, operations of contractions and additions will happen only in graphs that do not have a q-clique on its structure. Figure 4 shows an example of the Algorithms 12 and 13 on the graph represented in the tree's root.
Algorithm 12: COLOR(G)
Data: A graph G Result: The minimum value q n ← |V (G)| If G is a complete graph q ← min {n, q} else if G does not have a q-clique then Choose x, y ∈ V (G) such that {x, y} / ∈ E(G). Color(G xy ) //vertex contraction Color(G xy ) //edge addition Return q
Algorithm 13: ZYKOV(G)
Data: Proof. The height of a Zykov tree is at most m, which is the number of complementary edges so that the graph be complete. Each level i of the tree has 2 i nodes, so the size of the tree is Exact Algorithms for the Graph Coloring Problem
The amount of memory necessary in algorithms of this kind is O(n 2 (n + m)), since the whole graph is stored on each level of the recursion.
Corneil and Graham [24] adapted Zykov's algorithm to find the pair of vertices that are not neighbors in a q-cluster, which is a dense subgraph of G. Their algorithm uses an amount O(n 3 ) of memory.
McDiarmid [25] , on the other hand, focused on doing a more detailed worst case analysis of Zykov's algorithms, concluding that this algorithms are not more efficient than the ones that are based on generating the maximal independent sets of a graph. He concluded that for almost all graphs, a Zykov tree has size O(e cn √ log n ), where c is a constant c > 1.
Integer Linear Programming Algorithms
In this section, we present the algorithms that solve graph coloring instances as integer linear programs, which are based in the previous work of Mehrotra and Trick [26] . We first show some definitions of Linear Programming and formulations of the graph coloring problem as integer linear programs (ILP).
Mehrotra and Trick [26] use the Branch-and-Price method, which combines the methods of Branch-and-Bound and Column Generation. We describe their algorithm and discuss about its most recent adaptations.
Integer Linear Programming
When we have an optimization problem where a linear function subject to a set of linear constraints is given, then we have a linear program. When the objective is to find the smallest value for the function, then we have a linear minimization program.
Let n, m ∈ N * , A ∈ Q n×m and the arrays c ∈ Q n , x ∈ Q n + and b ∈ Q m represented as columns. c T denotes the array c transposed. The canonical and the standard formulations of a linear program are defined below. A canonical formulation can be converted into a standard one with the addition of slack variables. More details about it can be checked in [27] .
When we have a linear program where the values of x are integer, then we have an integer linear program. The value of the non-integer optimal solution of a linear program is a lower bound for its integer optimal solution value, and the difference between these two values is called integrality gap. Solving a linear program is a polynomial problem, and the most known algorithm that solves a linear program is the Simplex Algorithm [28] . On the other hand, solving an integer linear program is a NP-Hard problem, since a Branch-andBound algorithm combined to the Simplex is necessary to solve it optimally [29] .
ILP formulations for the graph coloring problem
For a graph G where n = |V (G)| and m = |E(G)|, a first formulation for the graph coloring problem as an ILP is given by Formulation (2), defined by the equations (2a), (2b), (2c), (2d) and (2e).
subject to:
and j ∈ {1, . . . , n} (2b) y v j + y u j ≤ x j , for all {v, u} ∈ E(G) and j ∈ {1, . . . , n} (2c) y v j ∈ {0, 1}, for all v ∈ V (G) and j ∈ {1, . . . , n} (2d) x j ∈ {0, 1}, for all j ∈ {1, . . . , n}
In this formulation, there is one binary variable x j for each color j indicating if that color is part of a solution or not. Each variable y v j indicates if the color j is assigned to the vertex v. The objective function describes a minimization integer linear program, since an optimal solution has the minimum number of colors assigned to the vertices. The set of constraints in (2b) describes that a vertex can only have one color assigned to it. Each constraint in (2c) describes that vertices that share an edge cannot have the same color.
Formulation (2) has a polynomial amount of constraints and variables, but it generates a factorial set of symmetric solutions. That is, a solution is symmetric when it can be represented as a combination of different valuations. It turns Exact Algorithms for the Graph Coloring Problem the state space search tree of the Branch-and-Bound algorithm too large, as Lewis [1] exposes.
Let the equations (3a), (3b) and (3c) be the Formulation (3), proposed by Mehrotra and Trick [26] .
subject to: ∑ {S:v∈S}
x S ∈ {0, 1}, for all S ∈ S (3c)
In Formulation (3), S is the set of the maximal independent sets of a graph and the binary variable x S indicates whether a set S ∈ S is part of a solution or not. The objective function in (3a) indicates that the chromatic number of a graph corresponds to the minimum set cover. Each constraint in (3b) indicates that each vertex v must be contained in at least one maximal independent set S. Although this formulation has an exponential number of variables, the problem of symmetry is avoided.
Fractional coloring A non-integer optimal solution of the Formulation (3) gives a fractional coloring of G. That is, since each maximal independent set represents a color, then each vertex will receive a set of colors instead of just one in a fractional coloring. Besides, the sets of vertices that share and edge will be disjoint. The value of an optimal fractional coloring is called fractional chromatic number, denoted by χ f (G).
For example, let S 1 and S 2 be two maximal independent sets and let x S 1 + x S 2 ≥ 1 be the constraint for a vertex v ∈ V (G). If x S 1 and x S 2 have values 0.5, for example, then it means these colors contributes to 0.5 each in the fractional chromatic number, and the vertex v has both S 1 and S 2 assigned to it.
The integrality gap between χ f (G) and χ(G) is O(log n) [30] , although finding χ f (G) is also an NP-Hard problem.
Column Generation
Sometimes we cannot escape the fact that some formulations have a large set of variables, such as the Formulation (3). They are still used in literature because they may avoid the problem of symmetry in solutions [31] . One of the problems of this kind of formulation is that many variables may not be in the optimal solution. A way around it is to start solving the instance with a small set of the variables and add the others as necessary.
The Column Generation method uses this approach to solve linear programs with a large set of variables. The column in the method's name refers to the Simplex algorithm in tableau format, where each column is associated to a variable.
A Column Generation based algorithm decomposes the linear program in two, named Master Problem and Pricing Problem. The first one is a more restricted reformulation of the original linear program, while the second one is the linear program that determines the variables that will be gradually added to the Master Problem. Both of the problems can be obtained by the Dantzig-Wolfe Linear Decomposition [28] . A description to this decomposition is given by Andrade, Miyazawa and Xavier [32] .
For a given linear program in the standard form, the main idea of a Column Generation based algorithm is to find an initial set of the variables such that the Master Problem has at least one viable solution from this set. The Master Problem is solved with this set using the Simplex Algorithm. This is called the Restricted Master Problem (RMP).
Before showing a general description to a Column Generation algorithm, we review the pricing step of the Simplex Algorithm, since the Pricing Problem comes from this stage.
The solution found by the Simplex Algorithm separates the indices of the variables in two sets B and N. The set B has dimension m and the variables associated to this set is called the basic variables (or the basis B). The set N is the set of the indices that are not in B, and the variables associated to it are called the non-basic ones. We denote the set of the basic and non-basic variables as x B and x N , respectively. We also denote the sets of the costs of the basic and non-basic variables as c B and c N , respectively. Each variable in x B has value greater or equal than 0 and every variable in x N is equal to 0.
The matrix A can be rewritten as A = [A B |A N ], where A B = {A i } i∈B , A N = {A i } i∈N and A B is non-singular. We obtain the following equivalence: The pricing step of the Simplex Algorithm, then, will find the non-basic variable that has the minimum reduced cost to enter the basis, that is, the minimum negative value of
Only the non-basic variables are examined since the basic variables has its reduced cost equals to zero. We denote A −1 B as λ . For a given linear program that has an optimal solution, let n be its number of variables. The Column Generation is generically described as follows (Algorithm 14) .
A Branch-and-Bound algorithm that uses the Column Generation method is called a Branch-and-Price algorithm, and it is illustrated in the Figure 5 . When a branching step occurs, it means that constraints are added to a linear program to force the value of a variable to be integer (details can be checked in [27] ). In the Figure 5 , X is the set of the linear programs that are in the state space search tree to be solved. while there is c i < 0 in c; Return x
Exact Algorithms for the Graph Coloring Problem

Mehrotra and Trick Algorithm
The first exact algorithm for the graph coloring that use the Branch-and-Price method was proposed by Mehrotra and Trick [26] . The Master Problem is composed by Formulation (3) without the integrality constraints. The Restricted Master Problem is described in Formulation (4), which is defined by the equations (4a) and (4b). To get the initial set of variables S ∈ S for the Restricted Master Problem, the authors use an heuristic procedure for the Maximum Weighted Independent Set (MWIS) problem. We describe this heuristic in Algorithm 15. We show that the Pricing Problem of their algorithm is equivalent to solve the Maximum Weighted Independent Set problem, in fact. We finally describe the rule proposed by the authors in the branching step of the algorithm. The most recent adaptations of Mehrotra and Trick [26] can be found in the work of Malaguti and Toth [33] and Gualandi and Malucelli [34] .
The Pricing Problem
As we mentioned before, Mehrotra and Trick [26] find the initial set of variables to the Restricted Master Problem, defined as follows.
The authors use an heuristic to the Maximum Weighted Independent Set problem (MWIS), that we define below. The heuristic is described in Algorithm 15.
Maximum Weighted Independent Set (MWIS) Input: a graph G and a function w : V (G) → Q such that w(v) is named weight of the vertex v ∈ V (G). Answer: a maximum weighted independent set, that is, an independent set I ⊆ V (G) such that ∑ v∈I w(v) is maximum.
Algorithm 15: GREEDY HEURISTIC FOR THE MW IS(G)
Data: A graph G Result: A maximal weighted independent set
As we mentioned before, the Pricing Problem is obtained by the pricing step of the Simplex Algorithm, that is,
More details of the relation between the dual and the pricing problems can be checked in [35] .
Exact Algorithms for the Graph Coloring Problem
In the Master Problem defined in Formulation (3), each coefficient in c T N has value 1 and each variable is associated to a column of A N , which describes an independent set S that is represented as an array z ∈ {0, 1} n . Each row of the Master Problem is associated to a vertex v ∈ V (G), so we can denote λ v as the dual value obtained by v in the non-integer solution of the RMP. Hence, we have that the Pricing Problem corresponds to min 1 − λ T z , that is,
Formulation (5), defined by (5a) and (5b), describes the Pricing Problem, which is in fact the Maximum Weighted Independent Set problem. If the optimal solution of this formulation is greater than 1, then the independent set S that will be added to the RMP is constituted by each vertex v where z v = 1, that is, S = {v ∈ V (G) such that z v = 1}. Otherwise, there is no independent set that can improve the current solution of the Master Problem.
The Branching Rule
The branching step follows the Zykov rule described in Subsection 3.2. For an instance of the state space search tree, let S 1 and S 2 be two maximal independent sets and x S 1 and x S 2 the variables associated to these sets, such that at least one of them got a non-integer value. Since the non-integer optimal solution of the Master Problem represents a fractional coloring, then there are two vertices u, v ∈ V (G) such that, without loss of generality, u ∈ S 1 ∩ S 2 and v ∈ S 1 \ S 2 . It means that whether u can receive the same color as the vertices in S 1 (and so does v) or it can receive the same color as the vertices of S 2 . Then, one of the new instances to be added to the state space search tree will have a constraint where u and v are contracted in one vertex, while the other new instance will have a constraint where u and v have an edge between them. In fact, the constraint will be updated, so it is not necessary to create new constraints to the new instances.
Further Work
Mehrotra and Trick [26] observe that improvements in their method can be done in the algorithm that solves the MWIS problem. In their work, they propose a recurrence where given a graph G and a vertex v ∈ V (G), the MWIS can either exclude v or have v and the vertices that are not neighbors of v, that is,
The most recent adaptations of their algorithm can be found in the works of Malaguti and Toth [33] and Gualandi and
Malucelli [34] . The first one uses a tabu search based heuristic to find the MWIS in the pricing step. This heuristic is executed for a fixed number of iterations. If this number is attained and a column were not found, then the instance of the MWIS is solved as a linear program. Gualandi and Malucelli [34] , on the other hand, use Constraint Programming in the pricing step. San Segundo [19] and Furini, Gabrel and Ternier [20] compare their algorithms with the implementation of Malaguti and Toth [33] , and they conclude that the Branch-and-Price based algorithms are currently the most efficient ones for hard DIMACS instances, while the algorithms based on the exact version of the DSATUR are the best ones for random graphs with 60 to 80 vertices and densities between 0.1 and 0.9.
Conclusion
In this work, we presented the most recent exact algorithms for the graph coloring problem, which are the ones based in Dynamic Programming, Branch-and-Bound and Integer Linear Programming. The algorithms of the first group have an worst case analysis, while the other ones have only an experimental analysis. We briefly introduce the information required to the comprehension of the exact algorithms that solve graph coloring instances. We also observe that the algorithms based in Branch-and-Price and Branch-and-Bound DSATUR are the most promising for the graph coloring problem, where the most recent are based in the previous work of Mehrotra and Trick [26] for the first group and Brelaz [15] for the second group. Tables 1 and 2 show an overview of the algorithms presented in this work.
We observe that besides the differences between the exact approaches, they show similarities that are not always clear to the researcher. The algorithm proposed by Eppstein [5] for the optimal coloring problem, for example, can be actually extended to the algorithms of Lawler [4] and Byskov [6] , without affecting the result of the respective analyses. Similarities between different paradigms also can be found. The Zykov's recurrence, for example, is much less efficient than other approaches, but it is useful in the branching step of Branch-and-Price algorithms, since this kind of rule does not change the original structure of the problem. Besides, we can cite the DSATUR procedure either as a simple heuristic for finding an initial upper bound for the chromatic number of a graph, or as a good exact algorithm for random graphs. 
DIMACS instances
Their algorithm is more efficient than San Segundo's for dense graphs (density from 0.7 to 0.9) and number of vertices from 75 to 80, but the computational cost difference is small. Their algorithm is also more efficient than the ILP algorithms in this type of instance. More efficient results for these instances in relation to the Branch-and-Bound algorithms.
Random graphs
DIMACS instances
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