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Abstract
1. In social networks analysis, two different approaches have predominated in cre-
ating null models for hypothesis testing, namely pre-network and node network 
permutation approaches. Although the pre-network permutation approach ap-
pears more advantageous, its use has mainly been restricted to data on associa-
tions and sampling methods such as ‘group follows’.
2. The pre-network permutation approach has recently been adapted to data on in-
teractions and the focal sampling method, but its performance in different sce-
narios has not been thoroughly explored. Here, we assessed the performance of 
the pre-network and node network permutation approach in several simulated 
scenarios based on proneness to false positive or false negatives and with or with-
out observation bias.
3. Our results showed that the pre-network permutation was sensitive to false posi-
tives in scenarios with or without observation bias. The node network permuta-
tion approach produced fewer false positives and negatives than the pre-network 
approach, but only in scenarios without observation bias. In scenarios with 
observation bias, the node network permutation approach was outperformed by 
pre-network permutation.
4. Caution should be taken when using the pre-network and node network permuta-
tions to create null models with data collected via focal sampling. This study pro-
vides future methodological research perspectives for social network analyses.
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1  | INTRODUC TION
Social network analysis (SNA) has become a standard toolbox to 
describe and quantify the social structure of group-living animals, 
identify the mechanisms driving group-level properties and elu-
cidate how group-level properties may, in turn, feed back into 
individuals' social behaviour and interactions with their environment 
(Croft, Madden, Franks, & James, 2011; Farine & Whitehead, 2015; 
Fisher & McAdam, 2017; Sosa, 2018; Sueur, Romano, Sosa, & Puga-
Gonzalez, 2019). For instance, SNA has shown that variation in the 
social phenotype or behaviour of individuals may affect overall 
group structure (Aplin et al., 2013; Croft et al., 2009), has provided 
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evidence that individuals' phenotypes are correlated to their po-
sition in the social network (Firth et al., 2018; Firth, Sheldon, & 
Brent, 2017; Sih, Spiegel, Godfrey, Leu, & Bull, 2018; Sosa, 2016) and 
has revealed that this position may ultimately affect the fitness of 
individuals (Formica et al., 2012; Silk, 2007; Stanton & Mann, 2012). 
SNA has thus become an essential tool for researchers in evolution-
ary biology and behavioural ecology (Croft et al., 2011; Farine & 
Whitehead, 2015).
One of the main challenges of SNA is the testing of hypotheses. 
The main problem is that the data represented in social networks 
are not independent (Croft et al., 2011; Farine & Whitehead, 2015). 
This non-independence of the data forbids the application of con-
ventional parametric statistical methods (unable to deal with 
non-independence) to test the hypotheses (but see Cranmer, Leifeld, 
McClurg, & Rolfe, 2017). One of the solutions proposed to circum-
vent this problem is network permutation (randomization of data; 
Manly, 1995; Whitehead & Dufault, 1999). Network permutation 
creates a large number of randomly generated networks by shuffling 
the original data while keeping certain features of the original data 
set constant (e.g. number of observations per individual). This cre-
ates a null distribution of values for the statistic of interest (i.e. a null 
model) against which the measured statistic or metric can be com-
pared and its significance value calculated (Farine, 2017).
Two of the most commonly used permutation methods to build 
null models are node permutations and pre-network permuta-
tions. Pre-network permutations were first developed by Bejder, 
Fletcher, and Brager (1998) as an extension of a method developed 
by Manly (1995) to test for the co-occurrence of species on islands. 
This method was initially used by researchers studying whether in-
dices of associations among pairs of individuals were purely random 
or not in a social population (Bejder et al., 1998; Whitehead, 1999). 
Data on associations are often captured via the gambit of the 
group, which assumes that all individuals observed within a group 
at a given location and at a certain point in time are associated 
(Whitehead & Dufault, 1999). Associations are not therefore di-
rect interactions between two individuals but are rather co-occur-
rences of individuals in the same group. The data collected are then 
represented in a group-by-individual matrix, where rows represent 
the subgroups or clusters of individuals observed and columns rep-
resent the individuals; values of 1 or 0 in each cell of the matrix 
indicate whether the individual (column) was observed or absent 
in that specific subgroup (row). To test whether association indi-
ces appear by chance or not, pre-network permutations reshuffle 
the data in the group-by-individual matrix in such a way that the 
row and column totals remain unaffected (number of individuals 
per subgroup and number of observations per individual remain 
constant). At each time step, two individuals are swapped between 
subgroups, on the condition that individual A occurring in subgroup 
1 but not in subgroup 2 is swapped to subgroup 2, and individual B 
occurring in subgroup 2 but not in subgroup 1 is then swapped to 
subgroup 1. After each permutation, the network is reconstructed 
and the statistic of interest is recalculated. One of the advantages 
of this method is that it can control swaps for different factors, 
for example, location, and thus disentangle whether non-random 
associations are due to social or other factors (Whitehead, 1999).
The node network permutation approach is the other most com-
monly used method to test network-related hypotheses. In animal 
research, node permutations have mainly been used to compare two ma-
trices (or networks) involving the same group of individuals. In this case, 
the values entered in the matrix cells are based on direct behavioural 
observations (e.g. grooming) and the tests have been widely used to 
test for reciprocity and behavioural interchange (Hemelrijk, 1990a, 
1990b), especially in primate studies (Puga-Gonzalez, 2017). In contrast 
to the gambit of the group, direct observations are usually collected via 
focal sampling, scan sampling or ad libitum sampling (Altmann, 1974). 
The data are then entered in an n × n matrix (n = number of individ-
uals) where rows are actors and columns receivers of a behaviour 
(e.g. aggression). These data are then used to calculate a specific node 
metric (e.g. degree). Node permutation is achieved by redistributing the 
identity of the nodes at each time step while keeping the node metric 
(value) constant. This makes it possible to test whether a specific net-
work metric is associated with a specific node attribute (e.g. whether 
females groom more than males). One advantage of this method is 
that it is simple to implement since permutations are carried out in the 
adjacency matrix of the original network; however, unless additional 
constraints are added to the swap of the node labels (Pinter-Wollman 
et al., 2014), the test can only tell whether the network structure is 
different from a random configuration since it cannot control for other 
factors such as time or location (Farine & Whitehead, 2015).
The effectiveness of pre-network permutations on asso-
ciation data has been explored at length (Bejder et al., 1998; 
Farine, 2014; Farine & Whitehead, 2015; Sundaresan, Fischhoff, 
& Dushoff, 2009; Whitehead, 1999; Whitehead, Bejder, & 
Ottensmeyer, 2005). Few studies, however, have compared 
the effectiveness of pre-network and node network permuta-
tions. Farine (2014) used simulations to test the effectiveness of 
weighted associations in detecting phenotypic assortment under 
different sources of noise (e.g. sampling errors). Using pre-network 
and node network permutations, he showed that both approaches 
appeared to qualitatively yield the same results in all cases tested 
(n = 10) except one, in which the node permutation approach 
failed to reject the null hypothesis (type II error/false negative). 
More recently, Farine (2017) adapted the pre-network permu-
tation approach to interaction data collected via focal sampling 
(Altmann, 1974). He used simulated data that mimicked focal sam-
pling data collection, a female bias social phenotype (producing 
a higher average weighted degree among females than males) 
and an observation bias (females 20% less likely to be observed 
than males) to compare the ability of pre-network and node net-
work permutations to correctly identify a difference between the 
weighted degree of females and males, therefore avoiding false 
negatives (type II errors). Only the pre-network permutation ap-
proach rejected the null hypothesis, correctly identifying a stron-
ger social phenotype in females than males, despite females being 
observed less frequently than males (Farine, 2017). He concluded 
that the pre-network permutation approach, adapted to focal 
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sampling data, was a better choice and recommended the use of 
this approach (Farine, 2017; Farine & Whitehead, 2015).
However, several factors were left unexplored in Farine's 
(2017) study. No attention was paid to the parameter space of 
the simulations: conclusions were based on one simulation, with 
a single group size, one observation bias value and no repetitions; 
the avoidance of false positives (type I errors) was not explored, 
and nor was the effect of other factors (e.g. sampling effort) that 
may potentially affect the performance of the permutation tests. 
This study uses simulations to make a thorough exploration of the 
parameter space and study the effect of two additional factors on 
the ability of pre-network and node network permutation tests 
to avoid false positives (type I) and false negatives (type II errors). 
Given that pre-network permutations have recently been adapted 
for this type of data collection (Farine, 2017), we focused on sim-
ulations mimicking focal sampling data collection. To make our re-
sults comparable, we used the same R code used in the study by 
Farine (2017), with some slight modifications (see methods). We 
explored the ability of the pre-network and node network permu-
tation tests to avoid false positives (type I) and negatives (type II 
errors) under four different scenarios, namely two scenarios with 
no observation bias and with equal or different sex social pheno-
type (SSP); and two scenarios with observation bias and with equal 
or different SSP. These scenarios tested the robustness of the per-
mutation approaches to false positives (equal SSP) and negatives 
(different SSP) with and without the presence of observation bias. 
In all, 500 simulations were run per scenario, and simulations var-
ied in the value of four parameters: group size, sex ratio, number 
of samplings and degree of observation bias (Table 1). We hypoth-
esized that both pre-network and node network permutations 
would perform equally well in scenarios without observation bias, 
and that pre-network permutations would outperform node net-
work permutations in scenarios with observation bias.
2  | MATERIAL S AND METHODS
2.1 | Simulation design
We followed the simulation approach described by Farine and 
Whitehead (2015) and Farine (2017). To generate the simulated 
data, we used a slightly modified version of the R code published 
by Farine (2017). The first modification corrected a small problem 
in the code that was creating a slightly higher observation bias 
than expected; the second modification allowed us to run simu-
lations while automatizing the variation of the initial conditions 
(Table 1). To test the effect of observation bias, simulations were 
run with an observation bias (where females had a lower probabil-
ity than males of being observed); or without an observation bias 
(where males and females were equally likely to be observed). In 
the wild, for instance, observation bias may occur in species where 
males have brighter colours or ornaments than females or where 
bold individuals are more active than their shy counterparts; in 
these cases, individuals with the former attribute are more easily 
observed than those displaying the latter (Klaich, Kinas, Pedraza, 
Coscarella, & Crespo, 2011). In our simulations, observation bias 
consisted of deliberately overlooking females during samplings 
and only recording their presence in a percentage of them (range 
[50%–100%], Table 1). In simulations with no observation bias, all 
males and females were recorded in samplings.
To test the sensitivity of the permutation approaches to false 
positives (type I error) and false negatives (type II error), simulation 
scenarios differed in the social phenotype displayed by females and 
males. In one type of scenario, both males and females were equally 
social and thus had an equally weighted degree. In this scenario, 
if the permutation approach detected a significant difference in 
weighted degree between the sexes, it would be erroneously re-
jecting the null hypothesis (type I error). In the other type of sim-
ulation scenarios, females were more social than males and thus 
had a higher weighted degree than males. In this scenario, the per-
mutation approach must detect a significant difference between 
the sexes; failing to do so would be a false negative (type II error). 
The difference in social phenotype was generated by allocating the 
females to larger subgroups and the males to smaller ones during 
the focal samplings. When no difference was present, males and 
females were equally likely to be in any given subgroup. We also 
investigated the effect of three socio-demographic factors on the 
ability of the statistical test to avoid false positives and false neg-
atives, namely group size, sex ratio and sampling effort (number 
of focal samples); their range of variation is shown in Table 1. The 
data collected from the simulations were analysed through either 
a pre-network or a node network permutation procedure. Pre-
network and node network permutations were carried out using 
the same R code published by Farine (2017) with a slight modifi-
cation to correct for the way the swapping of individuals occurred 
between focal samples and the way females were assigned to sub-
groups. See Supporting Information for a more detailed description 
of the simulation, the modifications to Farine's (2017) R code, and 
the overall R code used to generate the simulated data.
2.2 | Parameters, data collection and statistical  
analysis
Four different parameters were varied for each simulation sce-
nario, namely group size, female sex ratio, female observation bias 
TA B L E  1   Range of variation of initial parameters
Parameter Variable type Range
(a) Group size Discrete [10–100]
(b) Female sex ratio Continuous [0.2–0.8]
(c) Female observation biasa  Continuous [0.5–1.0]
(d) Number of focal samples Discrete [100–2,000]
aIn simulations with certainty in observations this variable was kept 
constant at 1. 
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and number of focal samples (Table 1). In the scenarios with no 
observation bias, female observation bias was kept constant at 1. 
Note that the lower the value of observation bias, the higher the 
likelihood of ‘overlooking’ females will be. We sampled the param-
eter space (variables a–d in Table 1) using Latin hypercube sampling 
(Stein, 1987) with the ‘lhs’ R library (Carnell, 2018). Five hundred 
different combinations of input parameter values were run per 
simulation scenario, that is, a total of 2,000 simulations. From 
the observed data per simulation, we constructed social networks 
using simple ratio index (Cairns & Schwager, 1987; Whitehead & 
Dufault, 1999) and calculated the weighted degree of all individu-
als in the network. We then ran a linear model (weighted degree 
~sex) and obtained significance values using two different net-
work permutation methods: pre-network and node network per-
mutation. Significant values were set at 0.05, were two-tailed and 
were estimated by comparing our ‘observed’ statistical metric (the 
β estimate of the sex factor in the linear model) to the null distri-
bution created from 1,000 permutations. Because the significance 
level (α) was set to 0.05, we expected a rate of false positives of 
~5% (i.e. ~25 cases out of 500). It was impossible to calculate the 
expected rate of false negatives because this rate is conditional on 
the value of α (0.05) and the values of μ (mean), σ (SD) and n (group 
size), all of which are simulation specific. We therefore reported the 
percentage of false negatives found in each set of 500 simulations. 
Linear models met the assumptions of normality, homoscedasticity 
and independence of residuals.
By categorizing simulations into those with no difference in SSP 
and those with different SSP (females stronger than males), we were 
able to discern between type I and type II errors, respectively. When 
the SSP is equal between the sexes, the statistical tests should find no 
difference in weighted degree between sexes; if found, this result is a 
false positive (type I error). On the other hand, when SSP is stronger 
among females and the statistical test fails to reject the null hypothesis, 
this result is a false negative (type II error). By categorizing simulations 
into with/without observation bias, we tested the influence of ‘over-
looking’ individuals on the robustness of the statistical tests. Finally, 
we assessed the effect of each parameter on the likelihood of type I 
or II error by running logistic regression models in which the presence 
of false positives/negatives was the response variable, and the input 
parameters (a–d in Table 1) were the predictors. This made it possible to 
assess which factors were more likely to drive false positives/negatives. 
Logistic regression models were checked for overdispersion by calcu-
lating the ratio of residual deviance to degrees of freedom. In all cases, 
the ratio was ~1 (no overdispersion). All simulations and statistical anal-
ysis were carried out in r, version 3.5.2 (R Core Team, 2018).
3  | RESULTS
3.1 | No observation bias and no difference in social 
phenotype between sexes (false positives)
The pre-network and node network permutation detected a signifi-
cant (p < 0.05) difference between the weighted degree of the sexes 
in 37% of cases (185/500) and 5.6% of cases (28/500), respectively. 
The pre-network permutation procedure therefore had a high rate of 
false positives (type I error), whereas the node network permutation 
procedure had an expected rate, that is, ~5%. Figure S1 shows that 
as expected, the difference in the median degree between males and 
females appears normally distributed around 0 when there is no dif-
ference in social phenotype between the sexes (Figure S1). The lo-
gistic regression model showed that for the pre-network permutation 
procedure, the likelihood of false positives decreased with decreasing 
values of group size and increased with increasing number of focal 
samples (Table 2; Figure S2). These results, however, should be taken 
with caution since only 6.8% of the variance was accounted for by 
these factors (Nagelkerke pseudo-R2 index, Table 2). When the data 
were analysed with results of the node permutation procedure, the 
likelihood of false positives increased with increasing number of focal 
samples (Figure S2). Note that the model accounted for only 4.4% of 
the variance (Table 2) and that the rate of false positives (5.6%) was 
close to what was expected by chance (5%); these results should 
therefore be taken with caution.
3.2 | No observation bias and females with stronger 
social phenotype (false negatives)
Both procedures had a low rate of false negatives, that is, 9.4% 
(47/500) and 3.2% (16/500) for the pre-network and node network 
TA B L E  2   Logistic regression models according to (A) pre-network or (B) node network permutation procedure
(A) Pre-network permutation (B) Node network permutation
Estimate SE z p Estimate SE z p
Intercept −0.5907 0.3994 −1.479 0.139 −4.6971 0.9077 −5.175 <0.001
Group size −0.0156 0.0037 −4.205 <0.001 0.0057 0.0076 0.747 0.455
Sex ratio 0.9994 0.5528 1.808 0.071 0.8624 1.1535 0.748 0.455
Num focals 0.0004 0.0002 2.134 0.033 0.0009 0.0004 2.492 0.013
Nagelkerke R2 0.0688 0.0436
Note: The dependent variable is the presence (1) or absence (0) of false positives (Type I error).
Bold significant p-values (<0.05).
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permutation procedure, respectively. The logistic regression model 
showed that, for the pre-network permutation procedure, the like-
lihood of false negatives decreased with increasing values of group 
size, sex ratio and number of focal samples (Table 3; Figure S3). The 
model, however, accounted for only 16.1% of the variance (Nagelkerke 
pseudo-R2 index, Table 3). For the node network permutation proce-
dure, the logistic regression model showed that the likelihood of false 
negatives decreased with increasing values of group size and number 
of focal samples (Table 3; Figure S3). This model explained 70% of 
the variance observed and group size had the biggest effect (Table 3; 
Figure S3).
Figure 1 presents the presence/absence of false negatives when 
data are plotted against the difference between the median de-
gree of males minus that of females. As expected, in all simulations, 
females had a higher median weighted degree than males (all data 
points lay on the negative side of the x-axis, Figure 1). A clear pattern 
can be observed in both panels: in the left panel, false positives ap-
pear to be driven by groups with a small size and a low female sex 
ratio (Figure 1; Figure S3). In the right panel, on the other hand, false 
negatives appear to be mainly driven by small group size and a low 
number of focal samples (Figure 1; Figure S3).
3.3 | Observation bias and no difference in social 
phenotype between sexes (false positives)
The pre-network and node network permutation procedures de-
tected significant differences (p < 0.05) in 35.6% (178/500) and 
60.8% of cases (304/500), respectively. Although both procedures 
had a high rate of false positives, it was substantially higher in the 
node network permutation. The logistic regression model showed 
that the likelihood of false positives decreased with increasing values 
TA B L E  3   Logistic regression models according to (A) pre-network or (B) node network permutation procedure
(A) Pre-network permutation (B) Node network permutation
Estimate SE z p Estimate SE z p
Intercept 1.4599 0.6352 2.298 0.022 8.5789 2.8050 3.058 0.002
Group size −0.0231 0.0067 −3.458 0.001 −0.6092 0.1582 −3.851 <0.001
Sex ratio −3.2976 0.9889 −3.334 0.001 1.2810 2.1294 0.602 0.547
Num focals −0.0011 0.0003 −3.662 <0.001 −0.0015 0.0008 −2.036 0.042
Nagelkerke R2 0.1611 0.7001
Note: The dependent variable is the presence (1) or absence (0) of false negatives (Type II error).
Bold significant p-values (<0.05).
F I G U R E  1   Four-dimensional plot of the presence (1) or absence (0) of false negatives (y-axis) according to the difference between males' 
weighted degree minus females' weighted degree (x-axis), group size (point size) and female sex ratio (point colour) for left panel (Pre-
network); and number of samples (point colour) for right panel (Node network permutation procedure). Data points are jittered along the 
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of group size for the pre-network permutation procedure (Table 4; 
Figure S4). However, the model accounted for only 5.5% of variance 
(Nagelkerke pseudo-R2 index, Table 4). For the node network per-
mutation procedure, the logistic regression model showed that the 
likelihood of false positives increased with increasing likelihood of 
overlooking females (lower values of female observation bias) and 
increasing values for group size, sex ratio and number of samples 
(Table 4; Figure 2; Figure S5). This model explained 63.26% of the 
variance observed, with female observation bias having the biggest 
effect (Nagelkerke pseudo-R2 index, Table 4; Figure 2).
Figure 3 presents the presence/absence of false positives when 
data are plotted against the difference between the median weighted 
degree of males minus that of females. As expected, the lower the 
female observation bias (size of data points in Figure 3), the higher 
the overlooking of females will be, and thus the higher the median 
weighted degree of males will be compared to that of females (data 
points lying on the positive side of the x-axis). No clear pattern can 
be observed for the pre-network permutation procedure (Figure 3, 
left). A clear pattern can be observed for the node network permu-
tation procedure (Figure 3, right); the lower the female observation 
bias (data point size) and the bigger the group size is (lighter colour), 
the more likely it is that the procedure will incorrectly reject the null 
hypothesis.
3.4 | Observation bias and a stronger social 
phenotype in females (false negatives)
The pre-network and node network permutation procedure failed 
to detect significant differences (p > 0.05) in 12.6% (63/500) and 
36.6% of cases (183/500), respectively. The pre-network proce-
dure thus clearly outperformed the node network permutation 
procedure. The logistic regression model showed that, for the pre-
network permutation procedure, the likelihood of false negatives 
decreased as the values of group size, female observation bias and 
female sex ratio increased (Table 5; Figure S6). The model, how-
ever, accounted for only 7.8% of variance (Nagelkerke pseudo-R2 
index, Table 5). For the node network permutation procedure, the 
logistic regression model showed that the likelihood of false nega-
tives positive increased with the increasing likelihood of overlook-
ing females (lower values of female observation bias) and decreased 
as the values of group size, female sex ratio and number of focal 
samples increased (Table 5; Figures 4 and 5; Figure S7). This model 
explained 69.1% of variance observed, with the largest effect at-
tributable to female observation bias (Nagelkerke pseudo-R2 index, 
Table 5; Figure 4).
Figure 5 presents the presence/absence of false negatives 
when data are plotted against the difference between the median 
degree of males minus that of females. As expected, females had 
a higher median weighted degree than males (most data points lay 
on the negative x-axis, Figure 5), and the higher the overlooking 
of females (i.e. lower values of female observation bias, darker 
TA B L E  4   Logistic regression models according to (A) pre-network or (B) node network permutation procedure
(A) Pre-network permutation (B) Node network permutation
Estimate SE z p Estimate SE z p
Intercept −0.0250 0.6337 −0.040 0.968 10.9000 1.1130 9.792 <0.001
Group size −0.0150 0.0037 −4.028 <0.001 0.0290 0.0056 4.097 <0.001
Female obs Bias −0.0256 0.6633 −0.039 0.969 −17.0200 1.4600 −11.657 <0.001
Sex ratio −0.2028 0.5520 −0.367 0.713 1.9550 0.7866 2.485 0.013
Num focals 0.0003 0.0002 1.935 0.053 0.0005 0.0003 2.204 0.028
Nagelkerke R2 0.0555 0.6326
Note: The dependent variable is the presence (1) or absence (0) of false positives (Type I error).
Bold significant p-values (<0.05).
F I G U R E  2   Predicted probability of false positives according 
to the logistic regression model obtained with data of the node 
network permutation procedure. Each data point represents the 
probability (±SE) according to each combination of parameter 
values (n = 500). The x-axis shows the value of the parameter with 
the highest effect, female observation bias. Histograms represent 
the ‘observed’ frequency of the presence (1, blue) and absence  
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colour in Figure 5), the closer the data points are to 0 or posi-
tive on the x-axis (Figure 5). No clear pattern can be observed for 
the pre-network permutation procedure (Figure 5, left). A clear 
pattern can be observed for the node network permutation pro-
cedure; the procedure failed to reject the null hypothesis when 
there was a high likelihood of overlooking females. Note that in 
some simulations, despite females having a stronger social pheno-
type, the median degree of males was higher than that of females 
(points lying on the positive side of the x-axis of Figure 5) when 
the probability of overlooking females was very high (female ob-
servation bias ~0.5). In the 75 simulations where this occurred, 
the pre-network and node network permutation procedures 
detected a significant difference between the weighted degree 
of the sexes (albeit in the wrong direction, i.e. males > females) 
in 72% (54/75) and 5.3% (4/75) of cases, respectively. Hence, 
when the probability of overlooking females was very high, the 
pre-network procedure showed a strong tendency to erroneously 
detect a higher weighted degree among males than among fe-
males. When we recalculated the percentage of false negatives 
without including these 75 cases, we found that pre-network and 
node network permutation procedures failed to detect significant 
F I G U R E  3   A four-dimensional plot of the presence (1) and absence (0) of false positives (y-axis) according to the difference between 
males' weighted degree minus females' weighted degree (x-axis), females' observations bias (data points' size) and group size (data points' 
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TA B L E  5   Logistic regression models according to (A) pre-network or (B) node network permutation procedure
(A) Pre-network permutation (B) Node network permutation
Estimate SE z p Estimate SE z p
Intercept 1.7120 0.8687 1.971 0.049 17.5300 1.6820 10.422 <0.001
Group size −0.0147 0.0054 −2.709 0.007 −0.0457 0.0066 −6.869 <0.001
Female obs Bias −2.2119 0.9828 −2.251 0.024 −19.9800 1.8440 −10.839 <0.001
Sex ratio −2.1933 0.8220 −2.668 0.008 −1.6620 0.8320 −1.998 0.046
Num focals −0.0002 0.0003 −0.856 0.392 −0.0006 0.0003 −2.104 0.035
Nagelkerke R2 0.0782 0.6914
Note: The dependent variable is the presence (1) or absence (0) of false negatives (Type II error).
Bold significant p-values (<0.05).
F I G U R E  4   Predicted probability of false negatives according to 
the logistic regression model obtained with data of the node network 
permutation procedure. Each data point represents the probability (±SE) 
according to each combination of parameter values (n = 500). The x-axis 
shows the value of the parameter with the highest effect, that is, female 
observation bias. Histograms represent the ‘observed’ frequency of the 
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differences in 9.88% (42/425) and 26.35% (112/425) of the re-
maining cases, respectively.
4  | DISCUSSION
Table 6 presents the summary of the rate of false positives/nega-
tives according to the four scenarios. As expected from previous 
findings (Farine, 2017), the tests based on pre-network permuta-
tions performed better than those based on node network permuta-
tions in the scenario with observation bias and different sex social 
phenotype (SSP). Similarly, the pre-network permutation performed 
better in the scenario with observation bias but no difference in SSP; 
however, the rate of false positive was high for both permutation 
approaches in this case, with 35.6%, and 60.8% for the pre-network 
and node network permutation approaches, respectively. In both 
scenarios with no observation bias, the node network permutation 
approach was more efficient (Table 6). However, whereas the rate 
of false negatives was low for both permutation procedures in the 
scenario with different SSP, the pre-network permutation procedure 
had a high rate of false positives, (37%) in the scenario with equal 
SSP. In sum, node network permutations were more efficient than 
pre-network permutations in scenarios with no observation bias. 
In scenarios with observation bias, however, node network per-
mutations were outperformed by pre-network permutations. Pre-
network permutations thus appeared more reliable in scenarios with 
observations bias but tended to detect spurious associations in the 
absence of observation bias.
It is difficult to understand why pre-network permutations are 
so sensitive to false positives. The logistic regression models did not 
provide a clear answer, since the percentage of variance explained 
by these models was very low [5.5%–6.8%] (Tables 2A and 4A). The 
F I G U R E  5   A four-dimensional plot of the presence (1) or absence (0) of false negatives (y-axis) according to the difference between 
males' weighted degree minus females' weighted degree (x-axis), female observation bias (different data point colours) and female sex ratio 
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TA B L E  6   Overview of the percentage of false positive/negatives according to scenarios with and without observation bias, different sex 
social phenotypes (SSP) and different permutation approaches (Pre-Net = pre-network or Node-net: node network)
No observation biasa  Observation biasb 
SSP equal
False positivesc 




Fem SSP > Mal SSP
False negativesd 
Permutation approach Pre-net Node-net Pre-net Node-net Pre-net Node-net Pre-net Node-net
Percentage 37.0 5.6 9.4 3.2 35.6 60.8 12.6 36.6
aFemales observed as often as males. 
bLower probability of observing females than males. 
cWeighted degree of females is equal to that of males (no significant difference expected). 
dWeighted degree of females is higher than that of males (significant difference expected). 
     |  9Methods in Ecology and EvoluonPUGA-GONZALEZ Et AL.
explanatory value of these factors is therefore low and should be 
taken with caution. Group size was the only constant factor across 
both scenarios, with the likelihood of false positives decreasing as 
the size of the group increased. However, even when group size 
was 100 individuals, the probability of false positives remained high 
~20% (Figures S2 and S4). With regards to the likelihood of false 
negatives, the explanatory value of the logistic regression models 
is somewhat redundant because the rate of false negatives in these 
cases was low (Table 6).
In a previous study, Sundaresan et al. (2009) showed that the 
pre-network permutation approach might be prone to a high rate of 
false positives when the swapping of individuals among subgroups 
is carried out incorrectly. The authors simulated scenarios where 
sampling occasions consisted of the simultaneous sighting of two 
subgroups of individuals. As subgroups were formed at random, no 
structure was expected in the association of individuals. However, 
when individuals were swapped among subgroups without con-
trolling for sampling occasion, the statistical test incorrectly identi-
fied non-random associations. Non-random associations were never 
detected when swaps were restricted to subgroups within the same 
sampling occasion. The spurious association was created because 
subgroups within the same sampling occasion were not independent; 
pairs of individuals seen in one subgroup could not be seen in the other 
subgroup. This suggests that in our case, the high rate of false posi-
tives may be a problem related to the swapping of individuals between 
subgroups. There are, however, several fundamental differences be-
tween our simulation approach and that carried out by Sundaresan 
et al. (2009). First, our simulations mimicked the focal sampling 
method, whereas those in the study by Sundaresan et al. (2009) mim-
icked ‘group follows’. Second, we calculated the average number of 
associates (or interactions) per individual rather than the associations 
between pairs of individuals, so the statistics tested are different. 
Third, and perhaps most importantly, each sampling occasion in our 
study consisted of just one subgroup that was independently drawn 
from the population. Indeed, when Sundaresan et al. (2009) drew one 
subgroup from the entire population per sampling occasion, the rate 
of false positives dropped to 9%, a value close to what is expected by 
chance. Thus, the way individuals are swapped between subgroups 
seems an unlikely explanation in our case. An alternative explanation 
may be an insufficient number of permutations (n = 1,000) used to 
create the null distribution. We note, however, that our results remain 
qualitatively the same if we run 10,000 permutations. It therefore ap-
pears that there is insufficient variation in the null distribution, but the 
reasons behind this lack of variation remain unknown.
In contrast, when using the node network permutation ap-
proach, the explanatory value of the logistic regression models for 
the likelihood of false positive and negatives was high for all sce-
narios except the one with no observation bias and no difference 
in SSP (Table 2B). In this case, however, the rate of false positives 
was close to what was expected by chance (Table 6). In the scenario 
with no observation bias and different SSP between the sexes, 
the logistic regression model accounted for 70% of variance and 
showed that increasing values of group size and number of focal 
samplings decreased the likelihood of false negatives (Table 3B; 
Figure S3). For this scenario, the rate of false negatives was very 
low (3.2%); the explanatory value of the model may thus seem re-
dundant. Nevertheless, the pattern was evident: when group size 
was very small, there was a possibility that false negatives would 
occur (Figure 1 right; Figure S3). This was because the variation in 
subgroup sizes decreased with the size of the group, thus result-
ing in differences in weighted degree between the sexes that are 
closer to zero (Figure 1 right). Sampling effort could be used to 
control for the possibility of false negatives; however, a consider-
able sampling effort would be required for a small group size. For 
instance, for a group size of 10 individuals, 2,000 focal samples 
(200 per individual) will reduce the probability of false negatives to 
only ~50% (Figure S8). However, the probability of false negatives 
decreases rapidly as group size increases. For groups of 14 individ-
uals, 2,000 samples reduce the probability to ~8%; and for groups 
of 20, 100 samples are enough to reduce the probability to 4% 
(Figure S8). In the other two scenarios (with observation bias), the 
explanatory value of the logistic regression models was also high; 
models accounted for 63.1% and 69.1% of variance in the scenar-
ios with/without SSP differences, respectively (Tables 4B and 5B). 
In these cases, the degree of observation bias had the greatest 
effect on the likelihood of false positives or negatives (Figures 2 
and 4). Indeed, the percentage of false positives decreased from 
60.8% to 23% when the percentage of females being ‘overlooked’ 
was ≤20% and to 10.4% when it was ≤10% (observation bias equal 
to 0.8 and 0.9, respectively). Similarly, the percentage of false neg-
atives reduced from 36.6% to 5.3% when the percentage of fe-
males being ‘overlooked’ was ≤20% and to 4.7% when it was ≤10% 
(observation bias equal to 0.8 and 0.9, respectively). Thus, a high 
certainty in the number of observations of individuals appears to 
guarantee the good performance of the node network permuta-
tion approach.
It is difficult to envision how controlling the other factors 
(group size, female sex ratio and sampling effort) could enhance 
the performance of the node permutation approach because these 
factors have opposite effects on the probability of false positives 
and negatives (Tables 4B and 5B). Increasing values of group size 
decrease the probability of false positives but increase the prob-
ability of false negatives, and the same effect occurs with values 
of female sex ratio and sampling effort (Figure S9). It thus seems 
redundant to control for these factors without having a clear ex-
pectation as to whether the sexes should (or not) differ in a given 
metric. An alternative solution may be to carry out meta-analyses. 
Voelkl, Vogt, Sena, and Wurbel (2018) showed that in preclinical 
animal research, standardization of studies (following the same 
protocol or group) is a major cause of poor reproducibility (pre-
dicting false positives or negatives), and that the inclusion of more 
representative study samples is required to improve the external 
validity and reproducibility in this domain. This means that groups 
with slightly different group sizes and sex ratios must be studied to 
assess whether the results are comparable and if the latter include 
false positives or false negatives.
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So, which permutation approach is best to perform statistical 
analyses when using the focal sampling method? To answer this 
question, researchers should consider the sociality of their study 
species. Societies with fluid group membership (fission–fusion soci-
eties, troops with subgroup units or animal aggregations) may consist 
of dozens of individuals that are not individually recognized, where 
group size is estimated rather than known, and where groups fre-
quently split into smaller ones. In this case, it may be necessary to 
control for demographic factors such as habitat selection or migra-
tion. Observation bias may be high in these cases due to the high 
number of individuals and/or because individuals are not individually 
recognized. Hence, the pre-network permutation approach should 
be preferred. Societies with stable group membership, on the other 
hand, consist of groups of known size that mainly remain cohesive, 
and are usually composed of individually recognized group members. 
In this case, it is fair to assume that preferential associations are due 
to the social motives of individuals (rather than demographic factors) 
and that observation bias is low (because individuals can be moni-
tored and identified most of the time). In these cases, node network 
permutations should be preferred. Finally, there are cases in which 
data collection involves directional behavioural data (e.g. grooming 
that is given or received) and where researchers are interested in pat-
terns of reciprocity and behaviour exchange (Puga-Gonzalez, 2017). 
The only possible approach for these cases is the node network per-
mutation, as no study to date has adapted the pre-network approach 
to test this kind of behavioural patterns. Researchers should thus be 
cautious when using the node network permutation approach for 
this purpose and should be aware of the pitfalls highlighted here.
The pre-network and node network permutation approaches are 
two of the most commonly used statistical methods when dealing 
with the data dependency structure of socio-behavioural data. The 
pre-network permutation approach has been improved over the last 
decades, and has been shown to work well with association data. 
In contrast, when applied to behavioural data collected via focal 
sampling, the pre-network approach appears to be prone to false 
positives, while the statistical power of the node network approach 
seems limited when there is a high observation bias. The need for new 
permutation methods is thus clearly necessary for sampling methods 
collecting behavioural data and when high observation bias is sus-
pected. Although recent efforts have tried to adapt the pre-network 
permutation approach to these type of sampling methods, this study 
shows that this method may not always work well. New methods 
should be thoroughly explored under different types of scenarios 
and conditions to assess their full efficiency. The use of simulations 
seems crucial for this purpose; by running simulations, researchers 
know beforehand what should or should not be identified by the sta-
tistical test. In this way, researchers can explore multiple scenarios 
and investigate when tests may fail. We hope that future studies will 
identify solutions to the problems highlighted here and thus facilitate 
the development of new methodologies to overcome them.
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