Abstract. Asymmetric lemon billiards was introduced in [5] , where the billiard table Q(r, b, R) is the intersection of two round disks with radii r ≤ R, respectively, and b measures the distance between the two centers. The boundary consists of two circular arcs Γr and Γ R . It is conjectured [4] that the asymmetric lemon billiards is hyperbolic when the arc Γr is a major arc and R is large. In this paper we prove this conjecture for sufficiently large R.
Introduction
Dynamical billiards is a special class of dynamical systems, in which a point particle alternates between moving freely inside a bounded domain Q and elastic reflections upon hitting the boundary Γ = ∂Q. The domain Q is called the billiard table. The dynamical properties of billiards are determined completely by the geometric shape of the billiard table. For example, Jacobi proved the dynamics of billiards on an elliptic table is completely integrable.
The studies of chaotic billiards were pioneered by Sinaǐ. In his seminal paper [14] , Sinaǐ discovered the dispersing mechanism and proved the hyperbolicity and ergodicity of dispersing billiards. The dispersing mechanism states that any parallel (divergent) beam of trajectories becomes (more) divergent after reflection from a dispersing boundary. Bunimovich [1] constructed a family of chaotic billiard systems with a mixture of dispersing and focusing components. In [2] he constructed a family of chaotic billiard systems with focusing components only, and formulated the first version of defocusing mechanism for chaotic billiards. The defocusing mechanism have been greatly extended by Wojtkowski [16] , Markarian [10] , Donnay [8] and Bunimovich [3] . Generally speaking, defocusing mechanism applies if all free paths are long enough such that parallel beams of trajectories, becoming convergent after reflection from a focusing boundary, pass the convergent points and become divergent.
O O Figure 1 . Reflections of a parallel beam on a dispersing boundary (left) and on a focusing boundary (right), respectively.
In [9] Heller and Tomsovic studied some lemon-shaped billiard systems, where the billiard table Q(b) is the intersection of two unit disks whose centers are separated by b units, 0 < b < 2. The lemon billiards has been extensively studied numerically in physics literature in relation to the problems of quantum chaos (see [11, 13] ). Recently, the existence of elliptic islands for lemon billiards has been proved in [12] . In [5] we considered the asymmetric lemon-shaped billiards, where the billiard table Q(r, b, R) is the intersection of two round disks of radii r ≤ R, respectively, whose centers O r and O R are separated by b units, R−r < b < R+r. See Fig. 2 for an example of the asymmetric lemon billiard table. One can assume r = 1 without losing any generality. We will keep using r to emphasize the role of the radius r, although r = 1. Given an asymmetric lemon table Q(r, b, R), let A, B be the two corners where the two circular arcs Γ r and Γ R meet at, φ A and Φ A be the position angle of the point A with respect to O r and O R , respectively. Then the three parameters r, b, R are related in the following way:
R sin Φ A = r sin φ A , R cos Φ A = b + r cos φ A .
(1.1)
To make the corners of the table Q(r, b, R) fixed at the given points A and B on ∂D r , we have
Consider the family of tables Q(r, b(R), R), where r = 1 and b = b A (R) is given by (1.2). We can deform the table Q(r, b A (R), R) by changing the value R. From now on, we denote by Q A (R) the family of asymmetric lemon tables with corners fixed at A and B.
In [5] we observed numerically that there is an infinite strip in the parameter space {(b, R) : 1 < b < R} such that the asymmetric lemon billiards in that strip is ergodic. In [4] we conjectured that if Γ r is a major arc (in the sense that the arc-length |Γ r | > πr), then the asymmetric lemon billiards Q A (R) is hyperbolic for large R. In [4] we have proved the hyperbolicity under the assumption that the chord |AB| < 1, or equally, φ A ∈ (0, π/6). We can drop this assumption now: Theorem 1.1. Let Γ r be a major arc, φ A ∈ (0, π/2) be the position angle of A with respect to O r . Then for any R ≥ max 16r ( π 2 −φA)·sin φA , 165r sin 2 φA , 2875r , the asymmetric lemon billiards Q A (R) is hyperbolic. Remark 1.2. To explain why this result is surprising, let us recall the strictly convex scattering condition formulated by Wojtkowski [16] :
(
1.3)
See Section 2 for the definitions of these notations. For asymmetric lemon billiards, we have exactly the opposite inequality: τ 0 ≤ d 0 + d 1 . This is due to the fact that Q(r, b, R) is the intersection of two disks.
Remark 1.3. Note that when R → ∞, the limit Q A (∞) corresponds to cutting the disk D(O r , r) along the chord AB. The dynamical billiards on Q A (∞) is hyperbolic via Bunimovich's defocusing mechanism. The asymmetric lemon billiards Q A (R), especially when R ≫ r, can be viewed as a small geometric deformation of Q A (∞). So Theorem 1.1 can be viewed as a natural extension of the defocusing mechanism. However, a geometric deformation of the configuration space of a mechanical system, no matter how small it is, changes the global dynamics on the phase space. This may explain why we need a detailed analysis to prove the hyperbolicity of these asymmetric lemon billiards.
Preliminaries
In this section we give some preliminary results about asymmetric lemon billiards. See [5, 4] for more details. For general planar billiards, see [6] .
2.1. The asymmetric lemons. Let Q(r, b, R) = D(O r , r) ∩ D(O R , R) be the intersection of two disks of radii r and R, respectively, where b = |O r O R | is the distance between the two centers. The boundary Γ = ∂Q(r, b, R) consists of two circular arcs Γ r and Γ R , with two corners at A, B ∈ ∂D(O r , r) ∩ ∂D(O R , R). We assume R − r < b < R + r so that the intersection Q(r, b, R) is a nontrivial (asymmetric) lemon. Note that the orbit O(2) passing through the two centers O r and O R is periodic of period 2. It follows from [16, 7, 12 ] that this orbit is elliptic and nonlinearly stable if b < r or b > R, parabolic if b = r or b = R, and hyperbolic if r < b < R. So r ≤ b ≤ R is a necessary condition for the asymmetric lemon billiards Q(r, b, R) to be hyperbolic.
2.2.
The phase space. To describe the phase space of asymmetric lemon billiards, we first parametrize the boundary Γ = Γ r ∪ Γ R . For each point P ∈ Γ r , we let φ(P ) ∈ T = R/2π be the angle from the vector −−−→ O R O r to the vector −−→ O r P (counterclockwise oriented). Similarly, for each point P ∈ Γ R , we let φ(P ) ∈ T = R/2π be the angle from the vector −−−→ O R O r to the vector − −− → O R P (counterclockwise oriented). Both corners A and B will be treated as points on Γ r . It follows that that
Let T Γ R 2 be the set of tangent vectors over points in Γ. The phase space M ⊂ T Γ R 2 of the asymmetric lemon billiards consists of unit vectors x ∈ T Γ R 2 that point to the inside of the table Q(r, b, R).
be the position coordinate of p(x) ∈ Γ, and let θ(x) ∈ (0, π) be the angle from the positive tangent direction of Γ at p(x) to x. By identifying x with (φ(x), θ(x)), we get a parametrization of the phase space M = M r ⊔ M R , where
2.3. The billiard map. Let (φ 0 , θ 0 ) ∈ M . This corresponds to a unit vector x 0 ∈ T Γ R 2 pointing to the inside of Q(r, b, R). Suppose the ray R + x 0 crosses Γ at a point other than the two corners, say φ 1 . Then the ray make an elastic reflection with respect to the tangent line of Γ at φ 1 . Let θ 1 be the new direction coordinate with respect to the positive tangent direction of Γ at φ 1 . Then the map F :
Note that the tangent bundle of Γ is not continuous at the two corners A and B. Therefore, the map F is not smooth (maybe not even defined) if either p(x 0 ) ∈ {A, B} or p(x 1 ) ∈ {A, B}. Let S 1 be the set of points x ∈ M where F is not smooth, which is called the singularity set of F . It is easy to see that S 1 consists of {φ A , φ B } × (0, π) and four skew segments in the interior of M (two in M r and the other two in M R ).
For any x 0 = (φ 0 , θ 0 ) ∈ M \S 1 , let x 1 = (φ 1 , θ 1 ) = F x 0 , τ 0 be the Euclidean distance from the initial point p(x 0 ) to the terminal point p(x 1 ), r i ∈ {r, R} be the radius of the arc containing p(x i ), i = 0, 1. Let
is the half length of the chord along the trajectory of x in the osculating circle of Γ at p(x). Then the tangent map of the billiard map F is given by
For example, if p(x i ), i = 0, 1 are on one circular arc, then τ 0 = 2d 0 = 2d 1 , and
3) is equivalent to that all four entries of Eq. (2.1) are positive.
The billiard map F on M preserves the 2-form ω = ρ(φ) sin θ dφ ∧ dθ and the corresponding probability measure µ on M , where
2)
where C = 1 2|Γ| is a normalizing constant such that µ(M ) = 1. Note that µ(S 1 ) = 0.
It follows from Oseledets Multiplicative Ergodic Theorem that the limit χ(x, F ) = lim
exists for µ-a.e. x ∈ M , which is called the Lyapunov exponent of the billiard map F at x. Then x ∈ M is a hyperbolic point of F if χ(x, F ) > 0, and the dynamical billiards is said to be hyperbolic if µ-a.e. x ∈ M is a hyperbolic point for the billiard map F .
The involution map. Consider the map
. This is an involution since I 2 (φ, θ) = (φ, θ). The billiard map F satisfies the time-reversal symmetry:
3. Proof of Theorem 1.1
Let Q A (R) be the asymmetric lemon table such that two arcs Γ r and Γ R intersect at the two points A and B. Assume Γ r is a major arc. That is, |Γ r | > πr. We mainly use the Γ r -part M r ⊂ M of the phase space of the billiards Q A (R), as this part stays unchanged when we adjust the value R. We will make some assumptions on the parameter R along our discussion.
We will introduce a subset M ⊂ M r and consider the first return map " F of the billiard map F with respect to M in §3.3. Some preparation is need to define this subset M . We start with two subsets of M r : 3.1. Some frequently used notations. The following notations will be used throughout the rest of the paper. Given a point x ∈ M r , let n 0 = inf{n ≥ 0 : F n+1 x ∈ M R } be the number of remaining reflections of the point x has on Γ r . Then x 0 = (φ 0 , θ 0 ) := F n0 x ∈ M out r , and
} be the number of remaining reflections of x 1 has on Γ R . Then
r . Let τ 0 be the distance from p(x 0 ) ∈ Γ r to p(x 1 ) ∈ Γ R , and τ 1 be the distance from p(
is an orbit segment of the billiard map F . We have suppressed the dependence of these objects on the point x ∈ M r . 
Determine
In the same way we can prove
is a horizontal shear map. Putting them together, we see that
In the following we will set δ = δ A = π We will give some preliminary estimates. Recall that R cos Φ A = b + r cos φ A and R sin Φ A = r sin φ A . Then
for R ≥ 10r.
For later convenience, we introduce another notation Ψ R = sin
R . It is easy to see that
To prove Theorem 1.1, we will consider orbit segments that start on Γ r , have some reflections on Γ R and then return to Γ r , Let (x, . . . , x 0 , x 1 , . . . , F n1 x 1 , x 2 ) be such a segment. See Section 3.1 for these notations. The following two cases will be treated separately: 1). the case that there is only one reflection on Γ R (that is, when n 1 = 0); and 2). the case that there are multiple reflections on Γ R (that is, when n 1 ≥ 1). Then we divide each case into several subcases. There are two subcases when n 1 = 0:
, which means the orbit segment is uniformly transverse to Γ R at P 1 = p(x 1 ); 1b). d 1 < 2r, which means the orbit segment is almost tangent to Γ R at P 1 = p(x 1 ).
Note that d 1 < r sin φ A when n 1 ≥ 1. The following lemma describes the patterns of orbit segments that are almost tangent to Γ R . 
We can do some reduction using the symmetries of asymmetric lemon billiards: S1). The two cases θ 1 ∈ (0, Ψ R ) and θ 1 ∈ (π − Ψ R , π) are related to the symmetry of the billiard table with respect to the line through O r and O R . It suffices to consider the case with θ 1 ∈ (0, Ψ R ).
S2). Due to the time-reversal symmetry of the billiard map and the symmetry in the definition
We divide our analysis into two cases according to the number of reflections on Γ R : Case 1. There is only one reflection on Γ R . Applying the above reductions we can assume θ 1 ∈ (0, Ψ R ) and we only need to prove that x 0 ∈ V (δ A ). LetP be the point of intersection of the circle ∂D(O R , R) with the line passing through P 0 = p(x 0 ) ∈ Γ r and P 1 = p(x 1 ) ∈ Γ R . Then the position angleφ ofP with respect to O R satisfiesφ < −Φ A , sinceP lies outside of Γ R . Let Q be the perpendicular foot from O R to the line passing through P 0 P 1 . See Fig. 5 . Then the coordinates of the points x 0 = (φ 0 , θ 0 ) ∈ M out r and x 1 = F x 0 = (φ 1 , θ 1 ) ∈ M R are related in the following way:
. An orbit with one reflection on Γ R . Here P 0 = p(x 0 ), P 1 = p(x 1 ), and P 2 = p(x 2 ). Both blue lines are perpendicular to the line P 0 P 1 .
Since
Comparing the positions of P 0 andP , we get
It follows from (1) that there exists φ * ∈ (−
Combining (3.6) with (2), we get
Since |φ 1 | < Φ A and θ 1 ∈ (0, Ψ R ), it follows from (1.1) and (3.3) that
φA , we have
Then there existsθ ∈ (
where we used (3.8) . Combining them, we see that
Putting them together, we have
. An orbit with two reflections on Γ R . Here P 0 = p(x 0 ), P 1 = p(x 1 ), and
Case 2. There are two or more reflections on Γ R . It follows that
Applying the reductions again, we assume θ 1 ∈ (0, Φ A ) and we only need to prove x 0 ∈ V (δ A ). LetP be the point of intersection of the circle ∂D(O R , R) with the line passing through P 0 = p(x 0 ) ∈ Γ r and P 1 = p(x 1 ) ∈ Γ R . The position angleφ ofP with respect to O R satisfies −3Φ A <φ = φ 1 − 2θ 1 < −Φ A . Combining with (3.1), we get
It follows that − π 2 < φ 0 < −φ A , and hence
Since |φ 1 | < Φ A and θ 1 ∈ (0, Φ A ), it follows from (1.1) and (3.3) that
So there existsθ ∈ (
Combining them, we see that
It follows that x 0 − x * < δ A for R ≥ max{30r, 
(3.20)
In the case when
For each x ∈ M , let σ(x) = inf{n ≥ 1 : F n (x) ∈ M } be the first return time of x to M , and "
Note that the orbit segment (x 0 , x 1 , x 2 ) when n 1 = 0 (or the segment (x 0 , x 1 , . . . , F n1 x 1 , x 2 ) when n 1 ≥ 1) is a subsegment of (F k x) 0≤k≤σ(x) . We need a finer description of orbit segments ( Proof. Let R ≥ max{ 
Proof of Claim 2. Suppose on the contrary that
According to the definition of M , we are left with the case that either x ∈ M in r,1 \U (δ A ) or x ∈ F M in r,n for some n ≥ 2. Note that we always have i 0 ≥ 1 in this case. Now we study the exit point 
In this case we also have x 2 / ∈ M and F x 2 ∈ F M in r,n ⊂ M .
It follows that " F x = F x 2 . Since i 0 ≥ 1, the orbit segment (F −1 x 0 , x 0 , . . . , x 2 , F x 2 ) is a subsegment of the orbit segment (x, . . . , " F x). This completes the proof. In certain sense, our definition of defocusing resembles the absolutely focusing arc condition given in [3] .
We have the following observation:
The following is our main proposition, whose proof will be given in Section 4 and Section 5. Note that the above three cases cover the whole set M . The existence of singularity of the billiard map F on the table Q A (R) allows the instant transition from negative defocusing to positive defocusing.
Proof of Theorem 1.1. Let φ A ∈ (0, π/2), and R ≥ max φA . Let C(x) = {(u, v) ∈ T x M : uv ≥ 0} for each x ∈ M . This defines a constant cone-field C over M . Combining Proposition 3.3, 3.5 and Proposition 3.6, we see that the orbit segment (F k x) 0≤k≤σ(x) is defocusing for µ-a.e. x ∈ M . It follows that
The existence of a strictly invariant cone-field of the tangent map of " F implies the system ( M , "
, we see that n∈Z F n M = M . Therefore, (M, F, µ) is hyperbolic. This finishes the proof of Theorem 1.1.
Orbit segments with a single reflection on Γ R
In this section we will consider the case that the orbit segment (F k x) 0≤k≤σ(x) has exactly one reflection on Γ R . Let x ∈ M , x i = (φ i , θ i ) and d i (x) = d(x i ) for i = 0, 1, 2, n i for i = 0, 1 be given in Section 3.1. Note that n 1 = 0 in this section. So the triple (x 0 , x 1 , x 2 ) is part of the orbit segment (F k x) 0≤k≤σ(x) .
Let τ i be the distance from p(x i ) to p(x i+1 ), i = 0, 1. By the major-arc assumption (see Fig. 7 ), the union of the table with its mirror along the tangent line T p(x1) Γ R covers the extended trajectory in D(O r , r). See Figure 7 . The mirror table along the tangent line of Γ R at p(x 1 ). the two dashed segments in Fig. 7 . It follows that
Combining the above inequalities for i = 0 and i = 2, we get that
By (2.1), the tangent map D x0 F 2 : T x0 M → T x2 M with respect to the (φ, θ)-coordinates is given by
Modulo the scalar This completes the proof of the proposition.
Proof of Proposition 3.6.(1).
Suppose n 1 = 0 and d 1 ≥ 2r. Since Q A (R) is contained in the disk D(O r , r), we have τ 0 < 2r, and τ 1 < 2r. It follows that
. Combining with Lemma 4.1, we see that the orbit segment (x 0 , x 1 , x 2 ) is negatively defocusing. This finishes the proof. Now we prove the second item in Proposition 3.6. We will show that (F −1 x 0 , x 0 , x 1 , x 2 , F x 2 ) is negatively defocusing when n 1 = 0 and d 1 < 2r. Applying the symmetry of the billiard table along the line that goes through the two centers, we can assume θ 1 ∈ (0, Ψ R ) without loss of generality.
It follows from Lemma 3.2, more precisely, from Eq. (3.11) , that
, we have .7), we have
R sin φA for R ≥ 2r. Combining (4.1) and 4.2 with (4.6) and (4.7), we get that
2 be the matrix given by (4.4), which corresponds to the tangent map along the orbit segment (x 0 , x 1 , x 2 ). However, the orbit segment (x 0 , x 1 , x 2 ) may be non-defocusing for some point x ∈ M with d 1 ≤ 2r. We need to consider the longer segment (F −1 x 0 , x 0 , x 1 , x 2 , F x 2 ), whose tangent map is (modulo the coefficient
Proof of Theorem 3.6.(2).
We will show that all four entries of the matrix G are negative. We will argue in the following order: the (2, 1)-entry, the (1, 1)-entry, the (2, 2)-entry and the (1, 2)-entry.
The (2, 1)-entry. Note that
So we are left with the case (
Since the billiard table is the intersection of two disks, we have τ 0 < d 0 + d 1 and
Putting them together, we have 0
It follows that G 21 < 0.
The (1, 1)-entry. Note that
This term is clearly negative if (τ 1 − . Then using 0 < τ 0 − d 0 < d 1 again, we have 2 14) and hence
Proof of Claim. We will prove by contradiction. Suppose on the contrary that
Combining with τ 0 > d 0 and (4.9), we get we get
Applying (4.6), we get
. This completes the proof.
The (2, 2)-entry. Note that 
This term is clearly negative if (τ 1 − 
(4.18)
We further divide our analysis into three subcases:
Then (4.18) holds and hence G 12 < 0.
Combining it with (4.9), we get
Combining these with (4.6) for d 0 , we have Collecting terms, we see that the orbit segment (F −1 x 0 , x 0 , x 1 , x 2 , F x 2 ) is negatively defocusing for R ≥ 165r sin 2 φA . This completes the proof of the second item of Proposition 3.6.
Orbit segments with multiple reflections on Γ R
In this section we consider points x ∈ M whose orbit segments (F k x) 0≤k≤σ(x) has two or more reflections on Γ R . We will reuse most of the notations from Section 4. Recall that
. See Fig. 8 . We need to show that the segment (F −1 x 0 , x 0 , x 1 , . . . , F n1 x 1 , x 2 , F x 2 ) is positively defocusing. Figure 8 . An illustration when n 1 = 1. Again P 0 = p(x 0 ), P 1 = p(x 1 ), and P 2 = p(x 2 ).
Since the segment (x 1 , . . . , F n1 x 1 ) is on the same arc Γ R , the tangent map along this segment is given by
Then the tangent map DF n1+2 along the orbit segment (x 0 , x 1 , . . . , F n1 x 1 , x 2 ) is given by
We introduce a matrix modulo the scalar d 1 d 2 :
Set p = n1 n1+1 for short. Then the four entries of the matrix D can be written as:
Then the tangent map DF n1+4 along the orbit segment (
The four entries of the matrixĜ := 1 n1+1 G (modulo a common factor n 1 + 1) arê
10)
11)
We have the following observation: Proof. Let n 1 ≥ 2 be given. We will give some preliminary estimates first. There are exactly n 1 complete chords on Γ R . It follows from (3.18) that for i = 0, 2
Using (3.14) and a similar argument as in (4.7), we get:
Since τ i < 2d 1 , i = 0, 1, we have 15) and hence d 1 > r sin φA n1+2 . Now we are ready to prove the two items in the proposition. Set τ 0 = αd 1 for some α ∈ (0, 2). Then
It follows that
since n 1 ≥ 2. Therefore,
. The later holds for R ≥ 38r. In the same way, we have 
The last inequality holds for R > 50r.
2). Since τ 0 < 2d 1 , we have 2d 0 + 
The last inequality holds for R ≥ 96r.
4). Since 2r sin φ
and |d i − r sin φ A | < 5r 2 sin φA R , i = 0, 2, we have
Putting them together, we get
Now we are ready to estimate the four entries of G. We will argue in the following order: the (2, 1)-entry, the (1, 1)-entry, the (2, 2)-entry and the (1, 2)-entry.
The (2, 1) entry. It follows from (5.22) and (5.23) that 0 <
. Combining with (5.27), (5.28) and (5.25), we have 
. Combining with (5.27), (5.28) and (5.26), we have (1) either we run the same analysis as in §5.1 for the second time, (2) or we use the time reversal property of the billiard map.
We will explain the second approach in details. Let (F −1 x 0 , x 0 , x 1 , F x 1 , x 2 , F x 2 ) be an orbit segment satisfying τ 1 ≥ 
