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Abstract. In this paper, we explore the concept of adding learn-able
slope and mean shift parameters to an activation function to improve
the total response region. The characteristics of an activation function
depend highly on the value of parameters. Making the parameters learn-
able, makes the activation function more dynamic and capable to adapt
as per the requirements of it’s neighboring layers. The introduced slope
parameter is independent of other parameters in the activation func-
tion. The concept was applied to ReLU to develop Dual Line and Dual
Parametric ReLU activation function. Evaluation on MNIST and CI-
FAR10 show that the proposed activation function Dual Line achieves
top-5 position for mean accuracy among 43 activation functions tested
with LENET4, LENET5 and WideResNet architectures. This is the first
time more than 40 activation functions were analyzed on MNIST and
CIFAR10 dataset at the same time. The study on the distribution of
positive slope parameter β indicates that the activation function adapts
as per the requirements of the neighboring layers. The study shows that
model performance increases with the proposed activation functions.
Keywords: Activation function· Dual Line · DP ReLU
1 Introduction
The activation functions used across the layers of deep neural networks play a
significant role in the ability of the whole network to achieve good performance.
Though each layer of a deep neural network can have different requirements,
the convention is to use the same activation function at each output of a layer.
Therefore using a good activation function suitable for every output node in the
layer is essential.
Rectified Linear Units (ReLU) [14] and its variants such as Leaky ReLU [11],
Parametric ReLU (PReLU)[6] are the most commonly used activation functions
due to their simplicity and computational efficiency. The introduction of learn-
able parameter in the negative axis for PReLU increased the overall response
region. Though extra parameters are introduced in PReLU activation function,
the number of parameters added due to PReLU is negligible compared to the
total number of parameters in the network. Another activation function that
makes use of learn-able parameters is Parametric ELU(PELU) [23]. Learn-able
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parameters in PELU activation function adopted characteristics as per the re-
quirements of the training stage. In the case of PELU, the positive axis parameter
is dependent as it is defined as the ratio of parameters used to alter exponential
decay and saturation point. In this paper, we introduce two activation functions,
with a positive slope parameter which is independent of other parameters, al-
lowing it to dynamically update.
In Flexible ReLU [18] and General ReLU, mean shift parameters were introduced
to shift the mean activation close to zero. The Dual Line activation function can
be viewed as a combination of DP ReLU with learn-able mean shift parameter.
The better performance of Dual Line compared to DP ReLU clearly indicates
the impact of the mean shift parameter.
The rest of the paper is organized as follows. Section 2 describes our proposed
activation function and section 3 deals with their properties. Section 4 describes
the steps to be carried out to extend the proposed concept to other activation
functions. Experimental analysis and performance evaluation are described in
section 5 and section 6 respectively. Results and discussion are detailed in section
7 and 8 respectively. The paper is concluded in section 9.
2 Proposed Activation Functions
2.1 Dual Parametric ReLU (DP ReLU)
DP ReLU is a new variant of ReLU with a learn-able slope parameter in both
axes. The difference between Parametric ReLU (PReLU) and DP ReLU is the
usage of learn-able slope parameter in the positive axis. For slope parameters (α
and β), DP ReLU is defined as
X =
{
α ∗ x, if x < 0
β ∗ x, if x > 0 (1)
The negative slope parameter α is initialized with a value of 0.01 as in PReLU
and Leaky ReLU. The positive slope parameter β is initialized with a value of
1.
2.2 Dual Line
Dual Line is an extension of the DP ReLU activation function. Learn-able slope
parameters are multiplied to both axes and the mean shift parameter is added.
The resultant activation function resembles the line equation in both axes. For
slope parameters (α and β) and mean shift parameter (m), Dual Line is defined
as
X =
{
α ∗ x+m, if x < 0
β ∗ x+m, if x > 0 (2)
Mean parameter is initialized with a value of -0.22 by adding the mean shift
(-0.25) and threshold (0.03) parameters used in TReLU[10].
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Fig. 1. Plot of DP ReLU and Dual Line activation function for different values of
learn-able parameter. The values were obtained from WideResNet models trained on
CIFAR10. Red line indicates the default initialization state. The filled region indicates
the overall response region of the activation function, which is obtained by finding the
min and max response curves observed across the network for the activation function.
3 Properties of DP ReLU and Dual Line
3.1 Independent
Both the slope parameters are independent of other parameters and act directly
on the input without any constraints as shown in Equ. (1) and Equ. (2).
3.2 Large response region
As shown in Fig. 1, the learn-able parameters can take different values, so the
proposed activation function has a larger response region compared to the vari-
ants without learn-able parameters.
3.3 Slope parameter in positive axis
The value of β > x results in boosting the activation and β < x results in
attenuation of the activation. The final value of β in the model depends on the
position of the activation function with respect to other layers.
3.4 Mean shifting due to mean shift parameter
As per Fisher optimal learning criteria, we can reduce the undesired bias shift
effect by centering the activation at zero or by using activation with negative
values [1]. Unit natural gradient can be achieved by pushing mean activation
close to zero. This reduces the risk of over-fitting and allows the network to
learn faster [2],[4]. The mean shift parameter in Dual Line activation function
aids to push the mean activation towards zero.
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3.5 Computation requirements
Using complex mathematical operations in the activation function increases com-
pute time and memory requirement for training and inference. The absence of
exponential or division makes ReLU and its variants faster[16]. ISRLU uses in-
verse square roots instead of exponentials as they exhibit 1.2X better perfor-
mance in Intel Xeon E5-2699 v3 (Haswell AVX2) [2]. The proposed activation
functions does not have complex mathematical operations. The only bottleneck
in compute time during training is due to the inclusion of learn-able parameters.
4 Extending the concept to other activation functions
Most activation functions have an unbounded near-linear response in the Ist
quadrant. The concept of adding learn-able parameter in the positive axis and
mean shift parameter can be extended to other activation functions.
An existing activation function (G) can be modified by treating it as a piece-
wise function and replacing the characteristics for x > 0. For value of x > 0, the
function can be defined as input multiplied by learn-able slope parameter and it
remains the same elsewhere.
For an activation function G defined as follows,
X = G(x) (3)
The proposed concept can be applied as follows
X =
{
G(x) +m, if x < 0
β ∗ x+m, if x > 0 (4)
5 Experimental analysis
5.1 Data Analysis
MNIST [13], Fashion MNIST [5], CIFAR10 [3], CIFAR100 [3], ImageNet 2012 [8],
Tiny ImageNet [22], LFW [9], SVHN [21], and NDSB [15] are the computer vision
datasets used for analyzing activation functions. We are carrying out experiments
with MNIST and CIFAR10 in this paper, as they are the most frequently used.
5.2 Experimental setup
PyTorch deep-learning library was used for the experiments [17]. Adam optimizer
and Flattened cross-entropy loss are used. Learning rate was estimated using
learning rate finder [19]. The max and min values of learning rate across multiple
runs are presented, which can be an indicator for the range of values the model
prefers.
With hyper-parameters and all other layers kept constant, we modified the
activation function to analyze whether the activation function aids the network
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to learn faster and achieve better accuracy in minimal epochs. For each activation
function, we ran five iterations on each of the datasets. Computational speedup
required for analyzing 43 activation functions was achieved using mixed-precision
training [12].
5.3 MNIST - LENET5 and LENET4
LENET5 comprises of 2 convolutional layers followed by 3 linear layers. LENET4
comprises of 2 convolutional layers followed by 2 linear layers. Both LENET
networks do not have batch normalization layers.
5.4 CIFAR10 - WideResNet
The hyper-parameters were based on fast.ai submission for the DAWNBench
challenge [20]. The normalized data were flipped, and random padding was car-
ried out. The training was carried out with 512 as batch size for 24 epochs and
learning rate estimated as per the learning rate estimator. Mixup data augmen-
tation was carried out on the data [24].
6 Performance evaluation
Metrics such as accuracy, top-5 accuracy, validation loss, training loss and time
are estimated for the 3 networks. WideResNet contains batch norm layers and
the LENET network does not. The impact of batch normalization layer would
be one of the factors to consider between these architectures. The main analysis
parameter is mean accuracy across 5 runs.
7 Results
The following sections discuss the results and analysis of training LENET5 and
LENET4 on the MNIST dataset and WideResNet on the CIFAR10 dataset.
7.1 MNIST LENET5
Dual Line achieves the 2nd best accuracy and best mean accuracy. DP ReLU
achieves 18th and 19th in accuracy and mean accuracy respectively. Top accuracy
is observed in GELU [7].
Dual Line achieves 2nd and 3rd rank w.r.t mean train and validation loss. DP
ReLU achieves 18th and 20th in mean train and validation loss respectively.
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NAME Train Valid Train Valid Min Max
ARiA2 0.5207 0.0591 0.5249 0.0652 0.9876 0.9872 0.0025 0.0275 3.83
Atan 0.5335 0.0739 0.5383 0.0788 0.9859 0.9852 0.0063 0.0076 3.43
BentIden!ty 0.5368 0.0702 0.5456 0.0756 0.9880 0.9872 0.0012 0.0021 3.63
BReLU 0.5365 0.0721 0.5450 0.0756 0.9857 0.9845 0.0036 0.0275 3.97
dSiLU 0.5799 0.1001 0.5848 0.1049 0.9837 0.9824 0.0331 0.1738 3.77
ELiSH 0.5118 0.0567 0.5166 0.0617 0.9897 0.9880 0.0025 0.0275 3.73
CELU 0.5019 0.0575 0.5049 0.0597 0.9896 0.9890 0.0025 0.0191 3.60
FTSwishPlus 0.5058 0.0609 0.5172 0.0692 0.9878 0.9865 0.0030 0.0275 3.77
GELU 0.5127 0.0541 0.5142 0.0612 0.9905 0.9878 0.0030 0.0229 3.87
GReLU 0.5293 0.0707 0.5357 0.0731 0.9867 0.9855 0.0030 0.0229 3.67
HardSigmoid 0.5646 0.0944 0.5823 0.1001 0.9832 0.9818 0.0275 0.0479 3.70
ISRLU 0.5005 0.0584 0.5052 0.0595 0.9898 0.9888 0.0025 0.0229 3.67
ISRU 0.5249 0.0736 0.5295 0.0795 0.9865 0.9851 0.0110 0.0158 3.70
LiSHT 0.4930 0.0499 0.5116 0.0565 0.9888 0.9881 0.0025 0.0076 3.67
DP ReLU 0.5102 0.0574 0.5183 0.0663 0.9886 0.9875 0.0025 0.0030 4.00
PELU 0.4931 0.0513 0.4983 0.0567 0.9897 0.9885 0.0025 0.0025 4.00
PoLU 0.5047 0.0600 0.5085 0.0641 0.9897 0.9889 0.0030 0.0036 3.87
Ra!onalTanh 0.5243 0.0724 0.5307 0.0815 0.9874 0.9859 0.0036 0.0052 3.70
Rec!fiedTanh 0.5439 0.0772 0.5492 0.0855 0.9840 0.9827 0.0132 0.0275 3.63
SiLU 0.5010 0.0538 0.5061 0.0593 0.9894 0.9885 0.0025 0.0191 3.30
SQNL 0.5240 0.0676 0.5262 0.0735 0.9886 0.9866 0.0052 0.0076 3.87
Swish 0.5038 0.0561 0.5113 0.0621 0.9891 0.9883 0.0025 0.0229 3.60
ThresholdedReLU 2.3010 2.3010 2.3011 2.3010 0.1135 0.1135 0.0000 0.0000 3.67
TReLU 0.5155 0.0567 0.5207 0.0642 0.9888 0.9877 0.0025 0.0229 3.97
ELU 0.5014 0.0600 0.5079 0.0617 0.9892 0.9884 0.0025 0.0030 3.33
HardShrink 0.6253 0.1031 0.6325 0.1073 0.9769 0.9765 0.0025 0.0191 3.37
HardTanh 0.5296 0.0695 0.5382 0.0772 0.9872 0.9852 0.0030 0.0044 3.47
LeakyReLU 0.5147 0.0640 0.5206 0.0679 0.9886 0.9879 0.0025 0.0030 3.30
LogSigmoid 0.5923 0.0934 0.5964 0.1004 0.9794 0.9787 0.0132 0.1738 3.47
Dual Line 0.4943 0.0542 0.5002 0.0580 0.9901 0.9895 0.0025 0.0275 4.03
Mish 0.5043 0.0502 0.5117 0.0585 0.9901 0.9884 0.0025 0.0229 3.93
LeakyReLU(0.01) 0.5221 0.0621 0.5302 0.0705 0.9874 0.9865 0.0030 0.0191 3.77
PReLU(0.01) 0.5101 0.0532 0.5156 0.0641 0.9897 0.9881 0.0030 0.0191 3.90
PReLU 0.5107 0.0631 0.5169 0.0657 0.9889 0.9879 0.0025 0.0191 3.47
PReLUC 0.5136 0.0619 0.5156 0.0653 0.9896 0.9883 0.0030 0.0191 3.67
ReLU 0.5244 0.0671 0.5335 0.0737 0.9870 0.9859 0.0030 0.0191 3.37
ReLU6 0.5243 0.0657 0.5295 0.0721 0.9872 0.9868 0.0030 0.0275 3.60
RReLU 0.5263 0.0590 0.5295 0.0643 0.9886 0.9875 0.0030 0.0229 3.30
SELU 0.5079 0.0609 0.5125 0.0642 0.9900 0.9894 0.0025 0.0030 3.37
So#shrink 0.6105 0.0923 1.9630 1.8593 0.9804 0.2869 0.0000 0.1445 3.60
So#sign 0.5406 0.0803 0.5456 0.0872 0.9852 0.9848 0.0110 0.0191 3.73
Tanh 0.5201 0.0695 0.5298 0.0762 0.9862 0.9853 0.0052 0.0132 3.70
Tanhshrink 0.5799 0.0746 0.5905 0.0840 0.9826 0.9813 0.0063 0.0191 3.40
Low High
Loss Mean Loss
Acc
Mean
Acc
Learning Rate Time
(s)
Fig. 2. Results for LENET5 network with different activation functions trained on the
MNIST dataset. The lite to dark transition corresponds to low to high values. For loss
and time, low values are preferred. For accuracy, high values are preferred. Time refers
to average training time per epoch in seconds.
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Name Train Valid Train Valid Min Max
ARiA2 0.9027 0.3845 0.9154 0.4000 0.9105 0.9072 0.0692 0.3631 4.00
Atan 1.3547 0.9845 1.3723 1.0030 0.8091 0.8030 0.3020 0.3631 3.75
BentIden!ty 0.7807 0.2483 0.7855 0.2545 0.9449 0.9417 0.0479 0.0832 3.90
BReLU 0.9865 0.4770 1.0585 0.5346 0.8844 0.8706 0.1202 0.5248 3.90
dSiLU 2.2823 2.2742 2.2856 2.2783 0.2042 0.1522 0.7586 1.5849 3.90
ELiSH 0.9135 0.3979 0.9309 0.4082 0.9084 0.9035 0.1000 0.3631 3.85
CELU 0.8782 0.3683 0.8857 0.3769 0.9114 0.9104 0.1202 0.1738 3.55
FTSwishPlus 0.9160 0.3965 0.9368 0.4165 0.9051 0.9009 0.1000 0.2089 4.00
GELU 0.8942 0.3810 0.9027 0.3892 0.9108 0.9091 0.1738 0.3631 4.00
GReLU 0.8977 0.3861 0.9195 0.4070 0.9086 0.9015 0.1202 0.2512 4.00
HardSigmoid 2.2794 2.2697 2.2839 2.2755 0.2098 0.1737 0.0000 0.7586 3.60
ISRLU 0.8855 0.3710 0.8925 0.3788 0.9118 0.9106 0.1202 0.1738 4.00
ISRU 1.9906 1.8473 2.0332 1.9064 0.7035 0.6752 0.7586 0.7586 3.95
LiSHT 0.8144 0.2871 0.8292 0.3051 0.9477 0.9436 0.0331 0.0832 3.95
DP ReLU 0.8384 0.3127 0.8651 0.3379 0.9274 0.9191 0.0575 0.2512 4.00
PELU 0.7169 0.1791 0.7241 0.1848 0.9627 0.9618 0.0191 0.0331 4.00
PoLU 0.8747 0.3665 0.8817 0.3744 0.9158 0.9128 0.1445 0.1738 4.00
Ra!onalTanh 1.0322 0.5980 1.0398 0.6059 0.8703 0.8670 0.1000 0.3020 3.70
Rec!fiedTanh 2.1375 2.0648 2.1748 2.1170 0.7155 0.6346 0.4365 0.9120 3.75
SiLU 0.9037 0.3927 0.9362 0.4144 0.9084 0.9006 0.1000 0.2512 3.60
SQNL 1.5591 1.2356 1.5823 1.2639 0.7738 0.7598 0.3631 0.5248 4.00
Swish 0.9155 0.3943 0.9262 0.4091 0.9059 0.9012 0.0832 0.3631 3.85
ThresholdedReLU 1.5965 1.0087 1.8945 1.5258 0.7938 0.5504 0.2089 0.3631 3.70
TReLU 0.9145 0.3997 0.9285 0.4105 0.9048 0.9027 0.1000 0.3631 4.00
ELU 0.8742 0.3648 0.8879 0.3783 0.9163 0.9093 0.1202 0.2512 3.55
HardShrink 0.8914 0.3853 0.9013 0.3943 0.9036 0.9013 0.0692 0.2089 3.30
HardTanh 0.9844 0.5317 0.9935 0.5401 0.8801 0.8776 0.0832 0.1738 3.40
LeakyReLU 0.9104 0.3907 0.9232 0.4113 0.9108 0.9020 0.1445 0.2512 3.45
LogSigmoid 2.1802 2.0915 2.2231 2.1712 0.5505 0.4447 0.7586 1.0965 3.30
Dual Line 0.8415 0.3101 0.8517 0.3231 0.929 0.9242 0.0832 0.3631 4.00
Mish 0.8942 0.3847 0.9056 0.3923 0.9099 0.9074 0.1202 0.6310 4.00
LeakyReLU(0.01) 0.9103 0.3935 0.9151 0.4011 0.9073 0.9038 0.0832 0.2512 4.00
PReLU(0.01) 0.9075 0.3910 0.9286 0.4133 0.9088 0.9007 0.0832 0.2512 4.00
PReLU 0.9035 0.3871 0.9113 0.3935 0.9079 0.9054 0.0692 0.3631 3.40
PReLUC 0.8965 0.3798 0.9071 0.3932 0.9094 0.9049 0.1202 0.2089 3.45
ReLU 0.8943 0.3775 0.9306 0.4143 0.9124 0.9013 0.0021 1.9055 3.65
ReLU6 0.9293 0.4298 0.9660 0.4796 0.9096 0.8962 0.0692 1.9055 3.45
RReLU 0.8940 0.3757 0.9203 0.4004 0.9098 0.9028 0.1445 0.2089 3.45
SELU 0.8395 0.3402 0.8454 0.3457 0.9247 0.9212 0.0832 0.1738 3.60
So#shrink 0.9069 0.3807 1.2206 0.7472 0.9069 0.8124 0.1445 0.3631 3.50
So#sign 2.0647 1.9518 2.0995 2.0019 0.6998 0.6674 0.7586 1.0965 3.75
Tanh 1.4497 1.1027 1.5161 1.1816 0.7933 0.7725 0.3631 0.4365 3.60
Tanhshrink 2.3021 2.3017 2.3024 2.3022 0.1203 0.1061 0.0000 3.3113 3.45
Low High
Time
(s)
Loss Mean Loss
Acc
Mean
Acc
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Fig. 3. Results for LENET4 network with different activation functions trained on the
MNIST dataset. The lite to dark transition corresponds to low to high values. For loss
and time, low values are preferred. For accuracy, high values are preferred. Time refers
to average training time per epoch in seconds.
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Name Train Valid Train Valid Min Max
ARiA2 0.6730 0.2046 0.6772 0.2103 0.9459 0.9435 0.0021 0.0044 31.44
Atan 1.3802 1.0106 1.4689 1.1309 0.6565 0.6126 0.0001 0.0002 25.03
BentIden!ty 0.9018 0.3904 0.9952 0.4948 0.8847 0.8475 0.0001 0.0010 30.99
BReLU 0.6792 0.2026 0.6872 0.2153 0.9461 0.9417 0.0017 0.0052 26.52
dSiLU 1.2013 0.7770 1.9105 1.7212 0.7456 0.3508 0.0002 3.3113 31.75
ELiSH 0.6933 0.2137 0.6990 0.2210 0.9433 0.9403 0.0017 0.0030 38.08
CELU 0.8654 0.3565 0.9107 0.4002 0.8959 0.8800 0.0004 0.0010 24.31
FTSwishPlus 0.6785 0.2038 0.6825 0.2111 0.9451 0.9418 0.0025 0.0091 29.52
GELU 0.6815 0.2053 0.6988 0.2249 0.9462 0.9384 0.0010 0.0036 36.73
GReLU 0.6801 0.2068 0.6987 0.2265 0.9443 0.9378 0.0014 0.0044 24.04
HardSigmoid 1.1086 0.6637 1.8648 1.9718 0.7913 0.2618 0.0005 2.2909 27.52
ISRLU 0.7812 0.2814 0.7921 0.2902 0.9213 0.9178 0.0010 0.0014 40.20
ISRU 1.1802 0.7664 1.2999 0.9147 0.7487 0.6944 0.0002 0.0006 35.00
LiSHT 0.7050 0.2584 0.9193 0.4894 0.9281 0.8444 0.0004 0.0036 30.50
DPReLU 0.6539 0.2024 0.6767 0.2242 0.945 0.9382 0.0010 0.0036 34.17
PELU 0.6723 0.2117 0.7233 0.2488 0.942 0.9301 0.0003 0.0036 42.18
PoLU 0.8439 0.3334 0.9512 0.4611 0.9023 0.8580 0.0001 0.0014 33.72
Ra!onalTanh 1.4147 1.0576 1.5336 1.2174 0.6389 0.5813 0.0001 0.0002 26.00
Rec!fiedTanh 0.7340 0.2530 0.7886 0.3046 0.9289 0.9096 0.0012 0.0036 26.00
SiLU 0.7196 0.2224 0.7263 0.2346 0.9416 0.9362 0.0014 0.0044 27.01
SQNL 1.1117 0.6634 1.3628 0.9915 0.7881 0.6636 0.0001 0.0007 39.82
Swish 0.7203 0.2288 0.7250 0.2348 0.9375 0.9354 0.0014 0.0063 28.00
ThresholdedReLU 1.2577 0.8325 1.3098 0.9247 0.7282 0.6980 0.0036 0.0110 24.00
TReLU 0.6869 0.2147 0.7006 0.2273 0.9411 0.9369 0.0014 0.0030 25.02
ELU 0.8945 0.3837 0.9479 0.4448 0.887 0.8651 0.0002 0.0007 24.08
HardShrink 1.4588 1.0938 1.5582 1.2312 0.6223 0.5747 0.0001 0.0002 24.03
HardTanh 1.6641 1.3785 1.6785 1.3980 0.517 0.5116 0.0000 0.0001 24.08
LeakyReLU 0.7039 0.2294 0.7210 0.2413 0.9362 0.9324 0.0010 0.0030 24.01
LogSigmoid 0.8159 0.3091 0.8435 0.3379 0.9129 0.9027 0.0005 0.0025 25.00
DualLine 0.6549 0.2025 0.6599 0.2139 0.9451 0.9422 0.0014 0.0036 35.03
Mish 0.7128 0.2252 0.7337 0.2469 0.9377 0.9308 0.0010 0.0036 29.00
LeakyReLU(0.01) 0.6795 0.2088 0.7042 0.2309 0.9434 0.9366 0.0010 0.0044 24.65
PReLU(0.01) 0.6634 0.2095 0.6699 0.2183 0.9429 0.9405 0.0017 0.0025 25.80
PReLU 0.6578 0.2065 0.6869 0.2280 0.9444 0.9369 0.0008 0.0030 25.51
PReLUC 0.7559 0.2662 0.7941 0.3008 0.9229 0.9126 0.0006 0.0010 25.00
ReLU 0.6900 0.2246 0.7021 0.2334 0.9389 0.9347 0.0014 0.0025 24.08
ReLU6 0.6718 0.2105 0.6923 0.2235 0.9419 0.9384 0.0017 0.0052 24.09
RReLU 0.7469 0.2529 0.7806 0.2817 0.9298 0.9192 0.0007 0.0025 26.00
SELU 0.9964 0.5017 1.1347 0.6773 0.8449 0.7820 0.0001 0.0008 24.18
So#shrink 1.0440 0.5593 1.2974 0.8722 0.8261 0.7061 0.0001 0.0010 24.11
So#sign 0.9965 0.5185 1.2123 0.7969 0.8393 0.7377 0.0001 0.0017 29.20
Tanh 1.3810 1.0148 1.4242 1.0742 0.6558 0.6333 0.0001 0.0002 24.37
Tanhshrink 1.4517 1.0636 1.7615 1.7069 0.638 0.3812 0.0000 0.0479 26.14
Low High
Loss MeanLoss
Acc
Mean
Acc
LearningRate Time
(s)
Fig. 4. Results for WideResNet with different activation functions trained on the CI-
FAR10 dataset. The lite to dark transition corresponds to low to high values. For loss
and time, low values are preferred. For accuracy, high values are preferred. Time refers
to average training time per epoch in seconds.
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7.2 MNIST LENET4
Dual Line secure 4th and 5th rank w.r.t accuracy and mean accuracy. DP ReLU
secures 5th and 6th position in accuracy and mean accuracy. PELU achieves the
best performance in each of the metrics.
Dual Line achieves 5th and 4th in mean train and validation loss. DP ReLU
secures 6th and 5th in mean train and mean validation loss.
7.3 CIFAR10 WideResNet
DP ReLU and Dual Line achieve 9th and 2nd best mean accuracy. Aria2 achieves
the best mean accuracy of 0.9435. The highest accuracy value was observed with
GELU. Dual Line and DP ReLU achieve 4th and 6th best accuracy. Best mean
top-5 accuracy is observed in General ReLU. Dual Line and DP ReLU achieve
5th and 15th in mean top-5 accuracy.
DP ReLU and Dual Line achieve the best and 2nd best in Train and Validation
loss. Dual Line and DP ReLU secure best and 3rd best mean train loss. 3rd and
8th best in validation loss for Dual Line and DP ReLU respectively.
DP ReLU performance decrease as we start to increase the number of linear
layers in the model, which can be seen by comparing its performance in LENET4
and LENET5 models.
8 Discussion
8.1 Learning Rate Analysis
The learning rate estimated varies w.r.t activation used. Learning rates were
estimated to indicate the range of values an activation function prefers for a
dataset and are shown in the Fig. 2, Fig. 3 and Fig. 4.
Table 1. Analysis of learning rate values observed for each of the datasets across 5
runs. The ’Overall’ row indicates the overall maximum and minimum value observed
for a dataset and name of the corresponding activation function.
Activation LENET5 LENET4 WideResNet
Function Min Max Min Max Min Max
DP Relu 2.5E-03 3.0E-03 5.7E-02 2.5E-01 1.0E-03 3.6E-03
Dual Line 2.5E-03 2.7E-02 8.3E-02 3.6E-01 1.4E-03 3.6E-03
Overall
1.0E-06 1.7E-01 1.0E-06 3.3E+00 1.0E-06 3.3E+00
ThresholdedReLU LogSigmoid Tanshrink Tanshrink Tanshrink dSiLU
Table 1 shows the maximum and minimum values observed for each of the
datasets. Overall, Dual Line prefers the range as 1.4 E-03 to 0.363 and DP ReLU
prefers 1E-03 to 0.251. Higher learning rates are observed in LENET4 compared
to WideResNet and LENET5.
10 S.Balaji et al.
8.2 Parameter Value Analysis
The value of the learn-able parameters used in the activation function decides
the response region, thereby the characteristics of the activation function. The
neighboring blocks have an impact on the activation function as it receives input
from them. The activation function requirement may vary based on the position
of activation function within a block of a network, which can be analyzed by
checking the parameter distribution of the activation function. As LENET5 and
LENET4 models don’t have repeating blocks, we are not able to perceive any
patterns as shown in Fig. 5 and Fig. 6.
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(b) Dual Line activation function
Fig. 5. Value of parameters w.r.t position of the activation function from top to bottom
of LENET5 model
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Fig. 6. Value of parameters w.r.t position of the activation function from top to bottom
of LENET4 model
In WideResNet, activation function occurs twice in each of the nine repeating
blocks of the network. The distribution of parameter values w.r.t each of these
blocks is analyzed to view the relationship existing between activation functions
occurring within a same block, as shown in Fig. 9a and Fig. 9b. The value of
β of the 1st activation function within a block is larger than the 2nd activation
function in the blocks( B1-B8). The first block (B0) which is close to the input,
does not exhibit this pattern.
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The box plot of α value indicates the marginal difference in distribution
within a block as shown in Fig. 7a. The distribution of β value differs a lot
within a block as shown in Fig. 8b. The outliers present in the box plot are
due to the β values from block (B0). This indicates that the activation function
requirements differ within a block of a network.
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Fig. 7. Box plot of parameters of DP ReLU activation within each block. A-1 and A-2
represent the first and second activation function within each block of WideResNet.
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Fig. 8. Box plot of parameters of Dual Line activation within each block. A-1 and A-2
represent the first and second activation function within blocks of WideResNet.
From Fig. 9b, we can observe that the α parameter does not exhibit any sig-
nificant pattern, the mean shift parameter is nearly constant and β values differ
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(a) Value of α and β parameters of DP ReLU trained on CIFAR10
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19
Layer Number
0.4
0.2
0.0
0.2
0.4
0.6
0.8
1.0
1.2
Va
lu
es
B-0 B-1 B-2 B-3 B-4 B-5 B-6 B-7 B-8
     mean shift 
(b) Value of α, β and mean shift parameters of Dual Line trained on CIFAR10
Fig. 9. Distribution of parameter values for proposed activation functions across blocks
of WideResNet. X - axes represent the position of the activation function from top to
bottom of the network. Red vertical blocks (B-0 to B-8) represent each of the blocks.
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marginally for Dual Line. The marginal difference in β distribution can be seen
clearly in Fig. 8b. The block-level parameter distribution pattern indicates the
final distribution of the parameters and helps us to understand the requirements
of activation function at block level. As we have used learn-able parameters,
the proposed activation function can adapt as per the requirement posed by its
neighboring layers.
8.3 Performance on fast.ai Leaderboards
The proposed activation function Dual Line broke 3 out of 4 fast.ai leaderboards
for the image classification task. It was able to achieve more than 2% percent
improvement in accuracy in two leaderboards. Parameter distribution pattern
within blocks was observed in XResNet-50 models trained for the above 4 leader-
boards.
In our current work, we have analyzed the concept of learn-able slope parameter
for the positive axis and mean shift parameter and have shown the performance
benefit of the same. Our future work deals with reducing the computation time
taken during training.
9 Conclusion
The novel concept of adding a learn-able slope and mean shift parameter is
introduced in this paper. Overall, our experiments indicate the performance
benefit of the proposed concept. The concept can be added to other activation
functions with ease for performance boost. As the paper captures the activation
function requirement at the block level, the proposed concept can be used as a
supporting guideline for developing new activation functions for computer vision.
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