We consider digraphs { called extended locally semicomplete digraphs, or extended LSD's, for short { that can be obtained from locally semicomplete digraphs by substituting independent sets for vertices. We characterize Hamiltonian extended LSD's as well as extended LSD's containing Hamiltonian paths. These results as well as some additional ones imply polynomial algorithms for nding a longest path and a longest cycle in an extended LSD. Our characterization of Hamiltonian extended LSD's provides a partial solution to a problem posed by R. H aggkvist in 14]. Combining results from this paper with some general results derived for so-called totally -decomposable digraphs in 3], we prove that the longest path problem is polynomially solvable for totally 0 -decomposable digraphs -a fairly wide family of digraphs which is a common generalization of acyclic digraphs, semicomplete multipartite digraphs, extended LSD's and quasi-transitive digraphs. Similar results are obtained for the longest cycle problem and other problems on cycles in subfamilies of totally 0 -decomposable digraphs. These polynomial algorithms are a natural and fairly deep generalization of algorithms obtained for quasi-transitive digraphs in 3] in order to solve a problem posed by N. Alon.
Introduction
The purpose of this paper is twofold. First, we introduce and investigate extended locally semicomplete digraphs 1 (extended LSD's, for short) -a This work was supported by the Danish Research Council under grant no. 11-0534-1. The support is gratefully acknowledged. 1 For de nitions see the next section 1 common generalization of two well-studied families of digraphs, locally semicomplete digraphs (see e.g. 1, 2, 8, 16] ) and extended semicomplete digraphs (see e.g. 4, 11, 12] ). It is shown that extended LSD's inherit some useful properties of both "parents". Second, combining the results obtained for extended LSD's with some general results derived for totally -decomposable digraphs in 3] we prove the longest path problem is polynomially solvable for totally 0 -decomposable digraphs, a fairly wide family of digraphs which is a common generalization of acyclic digraphs, semicomplete multipartite digraphs (see e.g. 4, 10, 11, 16] ), extended LSD's and quasi-transitive digraphs (see e.g. 3, 5, 13] ). Similar results are obtained for the longest cycle problem and other problems on cycles in subfamilies of totally 0 -decomposable digraphs. These polynomial algorithms are a natural and fairly deep generalization of algorithms obtained for quasi-transitive digraphs in 3] in order to solve a problem posed by N. Alon. We list some results obtained for extended LSD's: In Sections 4 and 5 we show that an extended LSD has a Hamiltonian path (cycle) if and only if it has a path and a collection of cycles, all pairwise disjoint, which span the vertex set (is strong and has a spanning collection of disjoint cycles).
These characterizations imply O(n 3 ) algorithms for nding a Hamiltonian path and a Hamiltonian cycle in an extended LSD D with n vertices (if D contains one). R. H aggkvist 14] posed the problem of characterizing those digraph families for which a member is Hamiltonian if and only if it is strongly connected and contains a spanning collection of disjoint cycles. Our characterization of Hamiltonian extended LSD's provides a partial solution to this problem.
We point out that the algorithm for constructing a longest cycle in case of extended LSD's is much more di cult than that in case of extended semicomplete digraphs. Using the algorithms above as well as some additional results we construct polynomial algorithms for nding a longest path and a longest cycle in an extended LSD.
Terminology and preliminaries
We shall assume that the reader is familiar with the standard terminology on graphs and digraphs and refer the reader to 6], 7].
For any digraph D, the underlying graph of D is the graph obtained by ignoring the orientations of arcs in D and deleting parallel edges. We say that D is connected if its underlying graph is connected.
If U V (D) then we denote by D < U > the subgraph of D induced by the vertices in U. We use n (m) to denote the number of vertices (arcs) of the actual digraph studied. Let , where E C 1 ;C 2 is the set of arcs with one end-vertex in C 1 and the other in C 2 provided we are given two arcs e 12 ; e 21 such that e 12 goes from C 1 to C 2 and e 21 from C 2 to C 1 .
Proof: Let e 12 be an arc from C 1 to C 2 and e 21 be an arc from C 2 to C 1 . If e 12 and e 21 are not disjoint, then it is easy to see that, using the fact that there is no pair of similar vertices x 2 V (C 1 ), y 2 V (C 2 ), we can nd a new disjoint pair e 0 12 ; e 0 21 in time O(jE C 1 ;C 2 j). Let C 1 = x 1 x 2 : : :x k x 1 and C 2 = y 1 y 2 : : :y r y 1 . The labelling is chosen such that x 1 !y 1 and y i !x j for some i > 1, j > 1. It is not di cult to see that this can be done when D is an extended LSD. Applying Lemma 3.4 to the paths C 1 x 1 ; x j ] and x 1 C 2 y 1 ; y i ]x j , we obtain an (x 1 ; x j )-path P with V (P) = fx 1 ; x 2 ; : : :; x j ; y 1 ; y 2 ; : : :; y i g. Furthermore, the vertices appear in the same order in P as they did on C 1 respectively C 2 . Hence, P x 1 ; y 1 ] contains only the vertex y 1 from C 2 and P y i ; x j ] contains only y i from C 2 . This implies that the paths C 2 y i ; y 1 ] and P y i ; x j ]C 1 x j ; x 1 ]P x 1 ; y 1 ] contain no similar vertices u and v such that u and v belong to di erent paths. Thus applying Lemma 3.4 to these paths we obtain the desired cycle C . Now the complexity claim follows from the proof and Lemma 3.4. 2
The following characterization generalises the characterization of Hamiltonian extended semicomplete digraphs 11, 12] and is analogous to that of Hamiltonian semicomplete bipartite digraphs 9, 15]. Proof: The necessity is clear. To prove the su ciency we suppose that F = C 1 ::: C k is a spanning cycle subgraph of D. By Lemma 4.1 we can assume that no two cycles of F induce a strong digraph. By Proposition 3.5, if two cycles C i and C j are adjacent, then either C i )C j , or C j )C i . Now it is easy to see that the digraph obtained by contracting each cycle C i into one vertex c i is a LSD D 0 . Since D 0 is strong it has a Hamiltonian cycle 1]. Let c 1 c 2 : : :c k c 1 be such a cycle, where we have relabelled the cycles to allow the numbering. Now in D we have C 1 )C 2 ) : : :)C k )C 1 and it is easy to see that D is Hamiltonian.
It is not di cult to see that the proof above implies an O(n 3 ) algorithm to nd a Hamiltonian cycle, given a spanning cycle subgraph C 1 ; :::; C k of a strong extended LSD.
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We can prove that the complexity in Theorem 4.2 can be decreased to O(n 2 ). However, we shall not give a proof of this result here since our proof is rather long, complicated and involves some advanced data structures. Proof: The proof is by induction on k. The case k = 1 is trivial, so assume k 2. By Theorem 4.2, we can assume that D 0 = D < V (C 1 ) : : : V (C k ) > is not strong, and by induction we can assume that C 1 ; : : :; C k form the strong components of D 0 .
Suppose rst that D 0 is connected. Then, by Proposition 3.5, we can assume, by relabelling if necessary, that C 1 )C 2 ) : : :)C k . Since D is strong, there exists a path P starting in a vertex x on C k and ending in a vertex y on C i , for some i < k such that P has only x and y in common with V (C 1 ) : : : V (C k ). Then P together with C i : : : C k induce a Hamiltonian digraph and the claim follows by induction. disjoint from P such that there is an arc between P and C, then D contains a path P such that V (P ) = V (P) V (C). If no vertex of P is similar to a vertex of C and we are given an arc between P and C, P can be found in time O(q), where q is the number of arcs between P and C.
Proof: Let Proof: Let P; C 1 ; : : :; C`,` 1, be a 1-path-cycle subgraph L of D.
Mark all cycles of L containing vertices similar to vertices of P. Then, replace P and the marked cycles by one path P 0 (covering the vertices of P and the marked cycles). It is easy to see that P 0 can found in time O(n 2 ). Now we can apply Lemma 5.1. Since we can attribute the cost of merging a path P and a cycle C to the arcs between P and C, the total cost will not be more than O(n 2 ). is connected, then the theorem follows easily from Lemma 5.1. In fact, if a vertex of a cycle C i is adjacent to a vertex of a path P j , then, by Lemma 5.1, we may replace these by a new path P 0 j with V (P 0 j ) = V (P j ) V (C i ). Now suppose that D 0 is not connected and that there is no arc between a path P j and a cycle C i . Since D is connected, there must exist i and j such that, in the underlying graph of D, there is a path P between V (P j ) and V (C i ) which does not contain any vertices from V (P 1 ) : : : V (P k ) V (C 1 ) : : : V (C`), other than the two endvertices. We can assume that P is chosen shortest possible among all undirected paths with endvertices in V (P j ) and V (C i ). This implies that P is a directed path in D, because D is an extended LSD (there can be no similar vertices on P by the minimality). Now we can apply the same technique as we did in the proof of Lemma 5.1 to get a path P 0 j with V (P 0 j ) = V (P j ) V (C i ) V (P) (the minimality of P implies that there are no similar vertices x and y such that x 2 V (P j ) V (C i ) and y 2 V (P) n (V (P j ) V (C i ))). Thus we have reduced`by one and the result follows by induction.
To see that F can be found in time O(n 2 ), it su ces to perform a breadth rst search from the set V (P 1 ::: P k ). This will provide us with the arcs we need for the merging. Again we attribute the cost of the merging to di erent arcs.
6 Recognition of extended LSD's
In order for our results in the previous sections to have some practical value, it is important to show that one can decide e ectively, whether a given digraph is an extended LSD. In the next section we describe results on paths and cycles in totallydecomposable digraphs for some special sets : 0 is the union of all semicomplete multipartite digraphs, all connected extended LSD's and all acyclic digraphs, 1 be the union of all semicomplete bipartite digraphs, all connected extended locally semicomplete digraphs and all acyclic digraphs, and 2 be the union of all connected extended LSD's and all acyclic digraphs.
It is easy to check that, for every i = 0; 1; 2, the family of totally i - Check if R can be a semicomplete bipartite digraph:
First verify if R can be a semicomplete multipartite digraph. If not, then R can not be semicomplete bipartite either. Suppose that we have found semicomplete r-partite R such that D = R H 1 ; :::; H r ]. If r = 2 we have the desired R. If r > 2, then still there is a possibility for another R which is semicomplete bipartite (and will be denoted by R 0 ), but it is easy to see the last possibility means that the semicomplete bipartite digraph R 0 must be a semicomplete digraph of order two with either one or two arcs. From now on, assume that every digraph D we consider has non-negative weights w(:) on the vertices. The weight w(H) of a subgraph of D is the sum of the weights of its vertices. For a positive integer k, the symbol w k (D) denotes the weight of a heaviest k-path subgraph of D, i.e. one with the maximum weight among k-path subgraphs. For convenience we de ne w 0 (D) = 0. We consider the following problem called the HPS problem: Given a digraph D on n vertices, nd a heaviest k-path subgraph of D for every k = 1; 2; :::; n.
We need the following: Theorem 8. Proof (sketch): 2. Change the weights of the vertices of D as follows. w(x) = 1 if x 2 X and w(x) = 0, otherwise. Obviously, D has a path covering all the vertices of X if and only if a heaviest path of D has weight jXj. 3 . The proof of this claim is the same as the proof of the second part of Theorem 3.1 in 3] except for the fact that in 3] we use the second part of Theorem 3.6 3] and here we use a generalization of the last result given in Theorem 4.5 and Corollary 4.6 of this paper.
4. The proof is similar to that of the second claim of the theorem. 5. The proof of this claim di ers from the proof of Claim 3 only in the case when we consider semicomplete bipartite digraphs. For the last family of graphs, the property given in Theorem 4.5 is not true, in general. Hence, we use its weakening 11]: Let D be a strong semicomplete bipartite digraph and let C 1 ; :::; C t be a maximum order cycle subgraph of D. Then D has a (longest) cycle C so that jV (C)j = jV (C 1 )j + ::: + jV (C t )j and C can be constructed in time O(n 2 ) given the subgraph C 1 ; :::; C t .
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