This paper introduces two new nonparametric estimators for probability density functions which have support on the non-negative real line. These kernel estimators are based on some inverse Gaussian and reciprocal inverse Gaussian probability density functions used as kernels. We show that they share the same properties as those of gamma kernel estimators: they are free of boundary bias, always non-negative and achieve the optimal rate of convergence for the mean integrated squared error. Monte Carlo results concerninḡ nite sample properties are reported for di®erent distributions and sample sizes.
Introduction
This paper considers estimation of a probability density function that has bounded support on [0; 1). Recently Chen (2000) has proposed a nice way to circumvent the well known boundary bias or edge e®ect that appears in standard kernel density estimation. Boundary bias is due to weight allocation by the¯xed symmetric kernel outside the density support when smoothing is carried out near the boundary. The remedy consists in replacing symmetric kernels by an asymmetric gamma kernel, which never assigns weight outside the support. In addition to nice asymptotic features, Chen (2000) reports good¯nite sample performance of this cure through a simulation study.
Here we pursue this idea by proposing two new classes of density estimators. They rely on the use of inverse Gaussian (IG) and reciprocal inverse Gaussian (RIG) probability density functions as kernels in place of the gamma density function. The name`inverse Gaussian' was introduced by Tweedie (1947) who noted the inverse relationship between cumulant generating functions of these distributions and those of Gaussian distributions.
They are also known under the name`Wald' distributions since the same class of distributions was derived by Wald (1947) . The IG and RIG kernels have°exible shape and location on the non-negative real line. Their shapes are allowed to vary according to the position of the data points, thus changing the degree of smoothing in a natural way, and their support matches the support of the probability density function under estimation.
As gamma kernel estimators, the IG and RIG kernel estimators are free of boundary bias, always non-negative, and achieve the optimal rate of convergence for the mean integrated squared error (MISE) within the class of non-negative kernel density estimators. Furthermore their variance reduces as the position where the smoothing is made moves away from the boundary. In contrast with the gamma kernel estimators, the IG and RIG kernel estimators avoid the presence of the¯rst derivative of the probability density function in their bias. Let us further remark that the Weibull, non-central chi-square, Fisher, lognormal and Pareto distributions are not suitable for use as asymmetric kernels. This can be checked from the arguments needed to show our results (kernel behaviour at boundary, mean and variance of the distribution underlying the kernel speci¯cation).
The paper is organised as follows. In Section 2 we introduce the IG and RIG kernel estimators. We compute their bias, variance, optimal MSE and optimal MISE. A comparison is made with gamma kernel estimators. In Section 3 we report Monte Carlo results concerning the¯nite sample properties of the di®erent asymmetric kernel estimators for various distributions and parameter values. Their performance is compared with the one of smooth optimum boundary and standard symmetric kernel estimators. Section 4 contains some concluding remarks. An appendix gathers technical details.
IG and RIG kernel estimators
Let X 1 ; : : : X n be a random sample from a distribution with an unknown probability density function f de¯ned on [0; 1). We assume that f is twice continuously di®erentiable, and R 1 0 (x 3 f 00 (x)) 2 dx < 1. Let K IG(m;¸) be the density of an IG(m;¸) distributed random variable Y de¯ned as:
The mean and variance of Y are equal to
The random variable Z = 1=Y then follows an RIG(m;¸) distribution whose density is:
The mean and variance of Z are equal to
The classes of IG and RIG kernels we consider are:
where b is a smoothing parameter satisfying b + 1=(bn) ! 0 when n goes to in¯nity. The estimators of the pdf aref
These estimators are extremely easy to implement, and very similar to gamma kernel estimators. They are obtained after substitution of the IG and RIG kernels for the gamma kernels used by Chen (2000) , namely either:
with
x=b if x¸2b; tends to zero for all u as x approaches the boundary. This will induce the constraint f IG (0) = 0, which may be undesirable in some cases. At x = 0, K RIG(1=(¡b);1=b) (u) tends to zero when u goes to zero, while
kernels vanish at u = 0. In light of Figure 1 , the RIG and second gamma kernels exhibit very similar shapes, except at x = 0, whereas the di®erence between the IG kernel and the¯rst gamma kernel is more marked.
The¯rst proposition is related to the bias of IG and RIG kernel estimators.
Proposition 1 (Bias)
The biases are equal to
The bias is larger, resp. smaller, for the IG kernel estimator for x > 1, resp. x < 1. The¯rst gamma kernel estimator proposed by Chen (2000) has a bias equal to (f
His second gamma estimator shares the same bias as that of the RIG estimator when x¸2b, but for x < 2b, it involves f 0 since the bias is then equal to (
Note that the¯rst derivative f 0 is removed from the bias on the whole support in the IG and RIG kernel estimators which contrasts with the gamma kernel estimators and transformation kernel density estimators based on the logarithmic mapping. IG, RIG and gamma kernel estimators are all free of boundary bias since their bias is O(b) in the interior as well as near the origin. The order of magnitude of the bias does not depend on the location within the density support. Finally, as
xf 00 (x) converge to zero as x ! 1. So the bias will be smaller as x increases.
Let us now examine the variance for x 2 (0; 1) and take a strictly positive constant ·.
Proposition 2 (Variance)
i) For x=b ! 1 (interior x), x > 0, the variances are equal to
ii) For x=b ! · (boundary x), x > 0, the variances are equal to
For interior x the variance is smaller, resp. larger, for the IG, resp. RIG, kernel than for the RIG, resp. IG, kernel when x > 1, resp. x < 1. The variance expression in the RIG case is equal to the approximation obtained for both gamma kernel estimators under x=b ! 1. As pointed out by Chen (2000) , a unique feature of such estimators is that the variance coe±cient decreases as x increases. This compensates for a potential larger bias when compared to kernels with compact support. Besides it has an advantage in estimating densities that have sparse areas because more data points can be pooled to smooth in areas with fewer observations. This can be viewed as a kind of robustness property of asymmetric kernels.
For boundary x the variance of the RIG estimator shares the same order as the one of the gamma kernel estimators. The following ranking can be obtained from a numerical ) (X i )) 2 ] < 1. Unfortunately the trick used in the proof of Proposition 2 cannot be applied here since
) (u)) does not correspond to a properly de¯ned density of an RIG distributed random variable (its variance is zero). The variance of both gamma kernel estimators at
In the interior, the optimal mean squared errors based on
are given by:
Notice that both MSE ¤ IG and MSE ¤ RIG only depend on f(x) and not on x itself. They are the same as MSE ¤ Gam2 of the second gamma kernel estimator when x¸2b. They are also equal to MSE ¤ Gau of the standard density estimator relying on the Gaussian kernel. In the interior their e±ciency is thus equal to the e±ciency of the Gaussian kernel, namely .951. The price to pay to avoid boundary bias is here a little suboptimality with respect to the Epanechnikov kernel. The optimal MSE ¤ Gam1 for the¯rst gamma kernel estimator is di®erent and can not be compared directly since it depends on the¯rst derivative of the density as well as x itself.
The increase in the variance near the boundary can be shown as in Chen (2000) to have a negligible impact on the integrated variance. Regarding global properties the optimal bandwidths and mean integrated squared errors are thus:
and
This means that both estimators achieve the optimal rate of convergence for the MISE within the class of non-negative kernels (class of second order kernel functions). Observe also that the order O(n ¡2=5 ) of the optimal bandwidths is the same as that for nonnegative kernels when expressing the amount of smoothing in the same scale (b = h 2 ).
The optimal MISE ¤¤ RIG is equal to the optimal MISE ¤¤ Gam2 for the second gamma kernel estimator. Besides Chen (2000) has shown that MISE ¤¤ Gam1¸M ISE ¤¤ Gam2 if both R (f 0 ) 2 and R (f 00 ) 2 are¯nite. The comparison with MISE ¤¤ IG is unclear. Further theoretical properties are reported in Bouezmarni and Scaillet (2002) . They concern the weak and strong uniform consistency as well as L 1 consistency of asymmetric kernel density estimators.
Finally let us remark that bandwidth selection for symmetric kernels is frequently based in practice on the rule of thumb proposed by Silverman (1986) . This rule is in fact optimal according to the MISE for the normal probability density function. An analogous rule may be suggested for the lognormal probability density function in the IG and RIG cases. Indeed when log X follows a normal distribution with parameters ¹ and ¾ 2 we have:
This leads to:
In applied work the unknown parameters ¹ and ¾ 2 may be estimated by the empirical mean and empirical variance computed on the logarithm of the data. However this rule of thumb tends to provide bandwidths values which are very small. Monte Carlo experiments
(not reported here) show that this leads to unsatifactory¯nite sample properties. Hence we do not advocate the use of this type of rule of thumb as quick bandwidth selection device for asymmetric kernel estimators.
Explicit but lengthy expressions can also be computed for Weibull and Gamma distributions. These expressions show that MISE ¤¤ IG , resp. MISE ¤¤ RIG , is well-de¯ned if°¸3=2, resp.°¸4=3, for the W (°;¸) case, and MISE ¤¤ IG , resp. MISE ¤¤ RIG , is well-de¯ned if°¸3 =2, resp.°¸3=2 for the Gam(°;¸) case.
Monte Carlo results
In this section we wish to investigate the¯nite sample properties of the four asymmetric kernel estimators. We compare their performance with the one of two standard symmetric kernel estimators, namely the Epanechnikov and Gaussian kernel estimators. We also consider the smooth boundary optimum boundary kernel estimator obtained by modi¯ca-tion of the Epanechnikov kernel in MÄ uller (1991) . The experiments are based on 1000 random samples of length n = 3 5 = 243, n = 486, and n = 972. For each simulated sample and each estimator considered, integrated squared errors (ISE) were computed from a grid of bandwith values proportional to n ¡2=5 for the asymmetric kernels and proportional to n ¡1=5 for the other kernels. Numerical integration was performed by a Gauss Legendre quadrature with 96 knots. Minimum average integrated squared errors are reported in Table 1 for various distributions, namely Gamma, Weibull and lognormal distributions, and various parameter values. We may observe that the RIG kernel estimator and the second gamma kernel estimator have similar performance with a small advantage of the former over the latter (except for gamma densities). This was expected due to their close shapes. The second gamma kernel estimator performs better than the¯rst. This was already observed by Chen (2000) on Gamma distributed data. The IG kernel estimator is almost always dominated by the others. As also expected, both symmetric kernel estimators perform well for distributions exhibiting low probability mass near the boundary (W (3; 1) ). The smooth optimum boundary kernel does not seem to make a good job in general. Besides use of smooth optimum boundary kernels based on polynomials with¯nite support may lead to negative density estimates. This feature may be another reason to prefer asymmetric kernel estimators. The following table gives the number of cases where at least one knot in the Gaussian quadrature with a negative density has been detected on the one thousand simulated samples. Grammig (2000) for a convincing use in goodness-of-¯t testing procedures for duration models).
1) Bias of the IG kernel estimator
We have:
where » x follows an IG(x; 1 b ) distribution. From the expressions for the mean and variance of an IG distributed random variable, we deduce
Then we get by Taylor expansion:
which gives the¯rst statement.
2) Bias of the RIG kernel estimator
Along the same lines we have: which ends the proof.
1) Variance of the IG kernel estimator
The variance is equal to:
Let´x be an IG(x; where B b = (4¼b) ¡1=2 . By Taylor expansion we get:
which leads to the¯rst result.
2) Variance of the RIG kernel estimator
Let´x be an RIG( which gives the second result.
