We study the surprisingly complicated asymptotic character of a simple rst order di erential equation, which involves a term with a low exponent of the dependent variable. While numerical solutions and straightforward asymptotic expansions indicate a clearly de ned boundary layer type transition, we nd that the correct asymptotic structure involves a`hidden' boundary layer, and that a straightforward approach cannot discern this.
Introduction
In an analysis of the mechanism whereby large ice sheets can surge periodically, Fowler and Johnson (1996) 
wherein subscripts denote partial derivatives, x is a longitudinal spatial coordinate, and the variables are ice depth h, ice velocity u, and basal water ow Q. These equations represent respectively conservation of the ice mass, a sliding law which relates the velocity u to the basal shear stress = ?hh x and to the lubricating basal water ow, and a conservation law for basal water ow, where the terms on the right hand side represent respectively geothermal heat ux, shear heating ( u), advective cooling through a basal thermal boundary layer, and conductive cooling through the ice depth. Typical values of the parameters used by Fowler and Johnson (1996) , representing conditions appropriate to a large ice sheet, are r = 1=2; = 1=6; ; ; = O(1): (2) Of particular interest are steady state solutions in which accumulation is ignored (a = 0), so that the ice ux is constant, thus uh = M; (3) with M being prescribed. We de ne = Z x 0 u dx; (4) so that the steady solutions of (1) 
In gure 1 we plot the solution of (7) using values r = 1 2 , = 1 6 , = 0:2, = 0:36, = 1, together with initial values h = 2, S = 2:5 at z = 0. It can be seen that h decreases monotonically, reaching zero near z = 1, while Q initially decreases but then increases. What is of interest here is the fact that the minimum of Q is very sharp. This is associated with the asymptotic limit ! 0, which is accurate here even though = 1 6 , because, as we shall see, the width of the transition zone is exponentially small (in 1= ). The purpose of the present paper is to investigate the structure of the sharp transition which can be seen in gure 1.
Small asymptotics
Outer problem So long as S ? h is not exponentially small, regular asymptotic expansions for S and h can be sought by expanding (S ? h) in (7). At leading order, h satis es h 0 = ?2z=h r ;
with solution h r+1 = h r+1 0 ? (r + 1)z 2 ;
where h = h 0 on z = 0. We then have 
with A a constant which would be determined by matching the inner and outer solutions in a more formal asymptotic procedure. We note that the outer expression for S is regular at z 0 where (the outer) Q ! 0, and this suggests that we must choose A so that S(z 0 ) computed from (13) is equal to that computed from (10). Figure 2 then shows a comparison between exact, inner and outer approximations for h and Q. This suggests that the leading order approximations introduced above are valid.
Our aim is to formalise the asymptotic procedure, and to do this we now consider a simpli ed equation which retains the same inherent structure as the above model.
A reduced problem
The essence of the model equations, to which we will come back, is encapsulated in the much simpler model equation
with, for example, Q = 1 at x = ?1, or more generally Q = Q at x = x . Notice that the description of an initial condition merely locates the origin of x, and in this sense, we can prescribe Q = Q at x = x and choose Q , x for analytic convenience.
This idea turns out to be very important in establishing the asymptotic structure of the solutions.
We assume that Q > Q 1 = exp ? 1 ln 2], so that the solution is a monotonically decreasing function of x. While Q O(1), then Q ?x + constant, but as x ! 1, Q ! Q 1 , and the numerical solution shown in gure 3 indicates that the transition at small Q is indeed sharp, just as in the solution of (6).
The exact solution to (14) 
where we may consider without loss of generality 6 = 1 n (the series terminates when = 1 n , with n an integer).
Our aim is to elucidate the asymptotic structure of the solution. Of course in this example, this is easily done by direct recourse to (15) or (17), but our aim in analysing (14) is pedagogical, and we wish to establish a procedure which may be useful in analysing directly equations of similar type (such as (6)), where such exact solutions are not available. In fact, it is also the case that neither of the above exact expressions is very easy to analyse asymptotically, anyhow.
Asymptotic expansions for Q(x)
To be speci c, let us suppose Q = 1 at x = ?1; 
gives Q for x < 0.
The expansion clearly becomes invalid as x ! 0. There are two sources of nonuniformity. The additive terms (1 at O( ), 3 + ln(?x) at O( 2 )) which are due to imposition of Q = 1 at x = ?1 indicate a breakdown at x = O( ); also the terms in ln(?x) are suggestive of a further breakdown at x = exp ?O(1= )]. In fact, since the initial condition serves to de ne the origin, we can alternately choose the origin so that the additive terms in (21) are suppressed. We will adopt this point of view for the moment; that is, we replace the condition Q = 1 at x = ?1 (23) with Q = 1 + O( ) at x = ?1; (24) where the precise form of (24) is to be chosen so that the expansion (22) 
The expansion (25) The matching region will be in 1= ln(?X= ) 1, and rewriting (32) There are two features of this straightforward approach which are unsatisfactory.
Firstly, the constant w 0 cannot be determined in this procedure; it represents an exponentially small origin shift which cannot be determined by matching to the algebraic outer expansion in (32), and appears to represent a fundamental dysfunction in the method. Secondly, we appear to need all of the outer expansion (32) to match to the rst term of (40). This also renders the method impractical, particularly so at relatively large values of , where the exponentially small terms may nevertheless be signi cant.
A modi ed expansion procedure 
with the correction terms being chosen so that the outer solution is valid until x is exponentially small, or equivalently until is small. We now show that all these choices can be straightforwardly incorporated in an asymptotic solution of (49).
We begin with the general condition (50), assuming 0 = O(1).
Outer solution
A regular expansion of (49) 
In this expansion procedure, the outer solution does not (generally) satisfy the initial condition, unlike the outer expansion in (22), and in fact (55) only applies for > 0 (i.e. x < x ).
Boundary layer
There is therefore a boundary layer at 0 , where we put 
as ! 0 : (62) then also serves as the solution in < 0 , ignoring exponentially small terms in (61).
Inner solution
The transition approximation breaks down when ! 0, and speci cally when e ? = . We thus put = X; = 0 + ; 
The logarithmic term matches to exponentially small terms in the solution of (61), which we have not attempted to compute.
Other boundary conditions
The solution above gives a satisfactory result for the general boundary condition in (50). Notice in particular that if we seek to x the inner layer at x = 0 by putting Q = a ?1= at x = 0, with a 2 (1; 2), then this corresponds (cf. (52)) to = 0 at = ln(2=a), and gives the double boundary layer structure we have described, unless a 2.
To consider this case, suppose now we prescribe = 0 at = 0 ; 
is as before, but the choice of (68) 
and this solution is valid as ! 0. This solution obviates the need for separate additional boundary and transition layers, and is consistent with the imposition of (53). In this sense, it is the`best' approximation to make.
Composite approximation
We can derive a uniform approximation to (69) and (73) 
whence (49) is
with solution e ? R(~ ) Z 1 e w dw 2w + : : : ;
if we prescribe = 0 at = 1, for example, and this includes both the inner and outer solutions. Figure 3 shows a comparison of exact and approximate solutions for Q given by (76) with = 1=6.
Discussion
Two features emerge from our discussion of the simple equation (14). In terms of the original variables x and Q, there is an outer solution where x O(1), Q O(1), and an inner solution where Q Q 1 = 2 ?1= and x Q 1 = . Thus the transition is exponentially sharp, and this explains the sharpness also seen in gure 1. Secondly, a straightforward application of matched asymptotic expansions is problematical, for two reasons. The rst of these is that the inner layer solution where the switching occurs contains an undetermined constant. It cannot be determined by matching to the outer solution because it represents an exponentially small shift of x which is invisible to the outer expansion. The second reason is that in fact the`obvious' boundary layer structure is in general inappropriate, since there is a pair of layers separated by a transition zone. Our successful method to solve the problem is essentially to require the sharp inner layer to occur`precisely' at x = 0, even though in practice an initial condition elsewhere would be given. The obvious analogy is in the use of KAM theory to compute non-resonant tori in Hamiltonian systems (Arnol'd 1963) . This can be e ectively done by including an arbitary phase shift in the outer solution, the shift being determined by the requirement that the outer solution be uniformly accurate across the location of the initial condition. As such, this bears a resemblance to the absence of secularity condition in the method of multiple scales, and we consider that it may provide the seeds of a methodology to cope with di erential equations where exponential asymptotics is important (Berry 1991 , Boyd 1995 ; the structure of (75) is very similar to problems considered by Fowler and Kember (1996) , for example.
Application
We now return to the original motivating example in (7) (84) The problem thus reduces to that studied previously, and implies that in the transition region, z?z 0 , Q?Q and thus also h?h are indeed exponentially small, as assumed.
Our simple reduced problem is thus a canonical simpli cation for the equations (77). In particular, the same method can be used to compute the inner solution.
To extend the approximation beyond z = z 0 , we simply note that with (z) = 2z h r ; (z) = 2( + z ? zh); (85) then , vary relatively slowly with z, and so long as < (note < at z = z 0 )
then (77) (7), plotted as h(z) and Q(z) = S ? h, with r = 1 2 , = 1 6 , = 0:2, = 0:36, = 1, h(0) = 2, Q(0) = 0:5. Notice the apparent discontinuity in Q 0 and h 0 at z 0:3. Fig. 2(a),(b) Comparison of outer (10,11) and inner (13) approximations to the solution of (7), together with the exact solution of (7), using a value of A determined by equating S(z 0 ) in (10) with S(z 0 ) given by (13) 
