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Abstract
This paper deals with the existence of multiple positive solutions for the quasilinear second-order differential equation
(p(u
′(t)))′ + a(t)f (t, u(t)) = 0, t ∈ (0, 1),
subject to one of the following boundary conditions:
p(u
′(0)) =
m−2∑
i=1
aip(u
′(i )), u(1) =
m−2∑
i=1
biu(i ),
or
u(0) =
m−2∑
i=1
aiu(i ), p(u
′(1)) =
m−2∑
i=1
bip(u
′(i )),
wherep(s)=|s|p−2s, p > 1, 0< 1 < 2 < · · ·< m−2 < 1, and ai, bi satisfy ai, bi ∈ [0,∞), (i=1, 2, . . . , m−2), 0<
∑m−2
i=1 ai
< 1, 0<
∑m−2
i=1 bi < 1. Using the ﬁve functionals ﬁxed point theorem, we provide sufﬁcient conditions for the existence of multiple(at least three) positive solutions for the above boundary value problems.
© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
In this paper we study the existence of multiple positive solutions to the boundary value problems for the one-
dimensional p-Laplacian
(p(u
′(t)))′ + a(t)f (t, u(t)) = 0, t ∈ (0, 1), (1.1)
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subject to one of the following boundary conditions:
p(u
′(0)) =
m−2∑
i=1
aip(u
′(i )), u(1) =
m−2∑
i=1
biu(i ), (1.2)
or
u(0) =
m−2∑
i=1
aiu(i ), p(u
′(1)) =
m−2∑
i=1
bip(u
′(i )), (1.3)
where p(s) = |s|p−2s, p > 1, 0< 1 < 2 < · · ·< m−2 < 1, and ai , bi satisfy ai, bi ∈ [0,∞), (i = 1, 2, . . . , m −
2), 0<
∑m−2
i=1 ai < 1, 0<
∑m−2
i=1 bi < 1, f (t, u) ∈ C([0, 1] × [0,∞), [0,∞)). Using the ﬁve functionals ﬁxed point
theorem, we provide sufﬁcient conditions for the existence of multiple (at least three) positive solutions for the above
boundary value problems.
The multi-point boundary value problems for ordinary differential equations arise in a variety of different areas of
applied mathematics and physics. The study of multi-point boundary value problems for linear second-order ordinary
differential equations was initiated by Il’in andMoiseev [3,4]. Since then, nonlinear second-order multi-point boundary
value problems have been studied by several authors. We refer the reader to [2,1,5–9] and references therein. Recently,
in [10], Wang and Hou studied the multiplicity for differential equation
(p(u
′(t)))′ + f (t, u(t)) = 0, t ∈ (0, 1),
subject to nonlinear boundary condition (1.2) by the ﬁxed point theorem for operators on a cone. The purpose of this
paper is to improve and generalize the results in the above mentioned references. we shall prove that (1.1), (1.2), and
(1.1), (1.3) possesses at least three positive solutions.
We will suppose the following conditions are satisﬁed:
(H1) ai, bi ∈ [0,∞), (i = 1, 2, . . . , m − 2), 0 = 0 < 1 < 2 < · · ·< m−2 < m−1 = 1, and 0<
∑m−2
i=1 ai < 1,
0<
∑m−2
i=1 bi < 1;
(H2) f : [0, 1] × [0,∞) → [0,∞) is continuous;
(H3) a : (0, 1) → [0,∞) is continuous, and a(t) does not identically vanish on any subinterval of (0, 1).
Furthermore a(t) satisﬁes 0<
∫ 1
0 a(t) dt <∞.
2. Background material and deﬁnitions
For the convenience of the reader, we provide some background material from the theory of cones in Banach spaces.
We also state in this section the ﬁve functionals ﬁxed point theorem.
Deﬁnition 2.1. Let E be a Banach space over R. A nonempty convex closed set K ⊂ E is said to be a cone provided
that
(i) au ∈ K for all u ∈ K and all a0;
(ii) u,−u ∈ K implies u = 0.
Deﬁnition 2.2. Themap  is said to be a nonnegative continuous concave functional onK provided that :K → [0,∞)
is continuous and
(tx + (1 − t)y) t(x) + (1 − t)(y)
for all x, y ∈ K and 0 t1. Similarly,We say themap  is a nonnegative continuous convex functional onK provided
that :K → [0,∞) is continuous and
(tx + (1 − t)y) t(x) + (1 − t)(y)
for all x, y ∈ K and 0 t1.
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Let , ,  be nonnegative continuous convex functional on K and let , be nonnegative continuous concave
functional on K . Then for nonnegative numbers h, a, b, d, and c, we deﬁne the following convex sets:
P(, c) = {x ∈ K|(x)< c},
P(, , a, c) = {x ∈ K|a(x), (x)c},
Q(, , d, c) = {x ∈ K|(x)d, (x)c},
P(, , , a, b, c) = {x ∈ K|a(x), (x)b, (x)c},
Q(, ,, h, d, c) = {x ∈ K|h(x), (x)d, (x)c}.
Theorem 2.1. LetK bea cone in realBanach spaceE.Supposeandarenonnegative continuous concave functionals
on K and , , and  are nonnegative continuous convex functionals on K such that for some positive numbers c and
m,
(x)(x) and ‖x‖m(x) for all x ∈ P(, c).
Suppose further that A : P(, c) → P(, c) is completely continuous and there exist h, d, a, b0 with 0<d <a such
that each of the following is satisﬁed:
(C1) {x ∈ P(, , , a, b, c)|(x)> a} 	= ∅ and (Ax)>a for x ∈ P(, , , a, b, c),
(C2) {x ∈ Q(, ,, h, d, c)|(x)< d} 	= ∅ and (Ax)<d for x ∈ Q(, ,, h, d, c),
(C3) (Ax)>a provided x ∈ P(, , a, c) with (Ax)>b,
(C4) (Ax)<d provided x ∈ Q(, , d, c) with (Ax)<h.
Then A has at least three ﬁxed point x1, x2, x3 ∈ P(, c) such that
(x1)< d, a < (x2) and d < (x3) with (x3)< a.
3. Existence of triple positive solutions to (1.1), (1.2)
Lemma 3.1 (Wang and Hou [10]). The boundary value problem
(p(u
′(t)))′ + a(t)f (t, u) = 0, t ∈ (0, 1), (3.1)
p(u
′(0)) =
m−2∑
i=1
aip(u
′(i )), u(1) =
m−2∑
i=1
biu(i ) (3.2)
has a solution u(t) if and only if u(t) solves the equation
u(t) = −
∫ t
0
q
(∫ s
0
a(	)f (	, u(	)) d	− A˜
)
ds + B˜, (3.3)
where q(s) is the inverse function of p(s), a.e., q(s) = |s|q−2s, 1/p + 1/q = 1, and
A˜ = −
∑m−2
i=1 ai
∫ i
0 a(	)f (	, u(	)) d	
1 −∑m−2i=1 ai ,
B˜ =
∫ 1
0 q(
∫ s
0 a(	)f (	, u(	)) d	− A˜) ds −
∑m−2
i=1 bi
∫ i
0 q(
∫ s
0 a(	)f (	, u(	)) d	− A˜) ds
1 −∑m−2i=1 bi .
Lemma 3.2. The unique solution u(t) of boundary value problem (3.1) and (3.2) satisﬁes u′(t)0 and u(t)0, t ∈
[0, 1].
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Proof. Let 
(s) = q(
∫ s
0 a(	)f (	, u(	)) d	− A˜).
Since∫ s
0
a(	)f (	, u(	)) d	− A˜ =
∫ s
0
a(	)f (	, u(	)) d	+
∑m−2
i=1 ai
∫ i
0 a(	)f (	, u(	)) d	
1 −∑m−2i=1 ai 0,
then 
(s)0.
Clearly u′(t) = −
(t)0, t ∈ [0, 1].
According to Lemma 3.1, we get
u(1) = −
∫ 1
0

(s) ds + B˜ = −
∫ 1
0

(s) ds +
∫ 1
0

(s) ds +
∑m−2
i=1 bi
∫ 1
i

(s) ds
1 −∑m−2i=1 bi
=
∑m−2
i=1 bi
∫ 1
i

(s) ds
1 −∑m−2i=1 bi 0.
So u(t)0, t ∈ [0, 1].
The proof is complete. 
Let E be the real Banach space C[0, 1] with the maximum norm, and deﬁne the cone K1 ⊂ E by
K1 = {u ∈ E|u(t) is nonnegative, nonincreasing concave function on [0, 1]}.
Deﬁne the operator T1 on K1 by
(T1v)(t) = −
∫ t
0
q
(∫ s
0
a(	)f (	, v(	)) d	− A˜
)
ds + B˜, v(t) ∈ K1.
Obviously, v(t) is a solution of (3.1) and (3.2) if and only if v(t) is a ﬁxed point of operator T1. In order to obtain
the results, we deﬁne the nonnegative continuous concave functionals , and the nonnegative continuous convex
functionals ,  on K1 by
(v) = min
t∈[0,1−1/r] v(t) = v (1 − 1/r) , (v) = maxt∈[0,1−1/r] v(t) = v(0),
(v) = min
t∈[1−t2,1−t1]
v(t) = v(1 − t1), (v) = max
t∈[1−t2,1−t1]
v(t) = v(1 − t2),
where t1, t2 and r are nonnegative numbers such that
l−11 − t2l , l′−11 − t1l′ , 1 − t2 < 1 − t1,
1 l l′m − 1, k−11 − 1
r
k, 1km − 1.
We also deﬁne the nonnegative continuous convex functionals  on K1 by
(v) = max
t∈[1−t3,1]
v(t) = v(1 − t3), k′−1 < t3 < k′ , 1k′m − 1.
It is easy to see that, for each v ∈ K1,
(v) = v(1 − t1)v(0) = (v), ‖v‖ 1
t3
(v).
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Now for convenience we introduce the following notations. Let
e1 =
∑m−2
i=1 bi(1 − i )
1 −∑m−2i=1 bi ,
e2 =
∫ 1
0
a(	) d	+
∑m−2
i=1 ai
∫ i
0 a(	) d	
1 −∑m−2i=1 ai ,
e3 =
al
∫ l
1−t2 a(	) d	+
∑l′−1
i=l+1ai
∫ i
i−1 a(	) d	+ al′
∫ 1−t1
max{l,l′−1}
a(	) d	
1 −∑m−2i=1 ai ,
e4 =
∫ 1−1/r
0
a(	) d	+
∑k−1
i=1 ai
∫ i
0 a(	) d	+
∑m−2
j=k aj
∫ 1−1/r
0 a(	) d	
1 −∑m−2i=1 ai ,
e5 =
∫ 1
1−1/r
a(	) d	+
∑m−2
j=k aj
∫ j
1−1/r a(	) d	
1 −∑m−2i=1 ai .
The following theorem is the main result in this paper.
Theorem 3.1. Suppose condition (H1), (H2), (H3) hold. In addition, assume there exist nonnegative numbers d, a
and c such that 0<h = d/r < d <a <b = (t2/t1)ac, and f (t, u) satisﬁes the following growth conditions:
(H4)f (t, u)
1
e2
p
(
c
t3 + e1
)
for (t, u) ∈ [0, 1] ×
[
0,
c
t3
]
,
(H5)f (t, u)>
1
e3
p
(
a
t1 + e1
)
for (t, u) ∈ [1 − t2, 1 − t1] × [a, b],
(H6)f (t, u)<
p(
d
1+e1 ) − e5e2p( ct3+e1 )
e4
for (t, u) ∈ [0, 1 − 1/r] × [h, d].
Then the boundary value problem (3.1) and (3.2) has at least three positive solutions u1, u2, u3 such that
‖ui‖<c for i = 1, 2, 3,
‖u1‖<d, (u2)> a and ‖u3‖>d, (u3)< a.
Proof. First, we show T1:P(, c) → P(, c) is a completely continuous operator.
Let v ∈ K1, then (p((T1v)′(t)))′ = −a(t)f (t, v)0, and (T1v)′(t)0, 0 t1 by Lemma 3.2. Consequently,
T1:K1 → K1. The continuity of f and the Arzela–Ascoli theorem suggest completely continuous of T1.
If v ∈ P(, c), then ‖v‖(1/t3)(v) = c/t3. By condition (H4), we have∫ s
0
a(	)f (	, v(	)) d	− A˜
=
∫ s
0
a(	)f (	, v(	)) d	+
∑m−2
i=1 ai
∫ i
0 a(	)f (	, v(	)) d	
1 −∑m−2i=1 ai
 1
e2
p
(
c
t3 + e1
)
×
(∫ 1
0
a(	) d	+
∑m−2
i=1 ai
∫ i
0 a(	) d	
1 −∑m−2i=1 ai
)
= p
(
c
t3 + e1
)
,
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so that

(s) = q
(∫ s
0
a(	)f (	, v(	)) d	− A˜
)
 c
t3 + e1 .
Thus,
(T1v) = T1v(1 − t3)
= −
∫ 1−t3
0
q
(∫ s
0
a(	)f (	, v(	)) d	− A˜
)
ds + B˜
= −
∫ 1−t3
0

(s) ds +
∫ 1
0

(s) ds +
∑m−2
i=1 bi
∫ 1
i

(s) ds
1 −∑m−2i=1 bi
=
∫ 1
1−t3

(s) ds +
∑m−2
i=1 bi
∫ 1
i

(s) ds
1 −∑m−2i=1 bi
 c
t3 + e1 ×
(
t3 +
∑m−2
i=1 bi(1 − i )
1 −∑m−2i=1 bi
)
= c.
Therefore, T1:P(, c) → P(, c).
Next, we show conditions (C1).(C4) in Theorem 2.1 are satisﬁed for T1. It is easy to see that
{v ∈ P(, , , a, b, c)|(v)> a} 	= ∅,
{v ∈ Q(, ,, h, d, c)|(v)< d} 	= ∅.
To prove that the second part of condition (C1) holds, let v ∈ P(, , , a, b, c), then
(v) = v(1 − t1)a, (v) = v(1 − t2)b.
It implies that av(t)b for t ∈ [1 − t2, 1 − t1]. From condition (H5), we get∫ s
0
a(	)f (	, v(	)) d	− A˜
=
∫ s
0
a(	)f (	, v(	)) d	+
∑m−2
i=1 ai
∫ i
0 a(	)f (	, v(	)) d	
1 −∑m−2i=1 ai

al
∫ l
1−t2 a(	)f (	, v(	)) d	+
∑l′−1
i=l+1ai
∫ i
i−1 a(	)f (	, v(	)) d	+ al′
∫ 1−t1
max{l,l′−1}
a(	)f (	, v(	)) d	
1 −∑m−2i=1 ai
>
1
e3
p
(
a
t1 + e1
)
×
al
∫ l
1−t2 a(	) d	+
∑l′−1
i=l+1ai
∫ i
i−1 a(	) d	+ al′
∫ 1−t1
max{l,l′−1}
a(	) d	
1 −∑m−2i=1 ai
= p
(
a
t1 + e1
)
,
so that

(s) = q
(∫ s
0
a(	)f (	, v(	)) d	− A˜
)
>
a
t1 + e1 .
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Thus,
(T1v) = T1v(1 − t1)
= −
∫ 1−t1
0
q
(∫ s
0
a(	)f (	, v(	)) d	− A˜
)
ds + B˜
= −
∫ 1−t1
0

(s) ds +
∫ 1
0

(s) ds +
∑m−2
i=1 bi
∫ 1
i

(s) ds
1 −∑m−2i=1 bi
=
∫ 1
1−t1

(s) ds +
∑m−2
i=1 bi
∫ 1
i

(s) ds
1 −∑m−2i=1 bi
>
a
t1 + e1 ×
(
t1 +
∑m−2
i=1 bi(1 − i )
1 −∑m−2i=1 bi
)
= a.
To show that the second part of condition (C2) holds, let v ∈ Q(, ,, h, d, c), then hv(t)d for t ∈ [0, 1−1/r],
and 0v(t)c/t3 for t ∈ [0, 1]. From conditions (H4) and (H6), we get∫ s
0
a(	)f (	, v(	)) d	− A˜
=
∫ s
0
a(	)f (	, v(	)) d	+
∑m−2
i=1 ai
∫ i
0 a(	)f (	, v(	)) d	
1 −∑m−2i=1 ai

∫ 1
0
a(	)f (	, v(	)) d	+
∑m−2
i=1 ai
∫ i
0 a(	)f (	, v(	)) d	
1 −∑m−2i=1 ai
=
∫ 1−1/r
0
a(	)f (	, v(	)) d	+
∫ 1
1−1/r
a(	)f (	, v(	)) d	
+
∑k−1
i=1 ai
∫ i
0 a(	)f (	, v(	)) d	+
∑m−2
j=k aj
∫ 1−1/r
0 a(	)f (	, v(	)) d	+
∑m−2
j=k aj
∫ j
1−1/r a(	)f (	, v(	)) d	
1−∑m−2i=1 ai
<
p
(
d
1+e1
)
−e5
e2
p
(
c
t3+e1
)
e4
×
⎛⎝∫ 1−1/r
0
a(	) d	+
∑k−1
i=1 ai
∫ i
0 a(	) d	+
∑m−2
j=k aj
∫ 1−1/r
0 a(	) d	
1−∑m−2i=1 ai
⎞⎠
+ 1
e2
p
(
c
t3 + e1
)
×
⎛⎝∫ 1
1−1/r
a(	) d	+
∑m−2
j=k aj
∫ j
1−1r a(	) d	
1 −∑m−2i=1 ai
⎞⎠
= p
(
d
1 + e1
)
,
so that

(s) = q
(∫ s
0
a(	)f (	, v(	)) d	− A˜
)
<
d
1 + e1 .
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Thus,
(T1v) = T1v(0) = B˜
=
∫ 1
0

(s) ds +
∑m−2
i=1 bi
∫ 1
i

(s) ds
1 −∑m−2i=1 bi
<
d
1 + e1 ×
(
1 +
∑m−2
i=1 bi(1 − i )
1 −∑m−2i=1 bi
)
= d.
To see that (C3) is satisﬁed, let v ∈ P(, , a, c) with (T1v)> b. So, we have
(T1v) = T1v(1 − t1)
= −
∫ 1−t1
0
q
(∫ s
0
a(	)f (	, v(	)) d	− A˜
)
ds + B˜
= −
∫ 1−t1
0

(s) ds +
∫ 1
0

(s) ds +
∑m−2
i=1 bi
∫ 1
i

(s) ds
1 −∑m−2i=1 bi
=
∫ 1
1−t1

(s) ds +
∑m−2
i=1 bi
∫ 1
i

(s) ds
1 −∑m−2i=1 bi
 t1
t2
∫ 1
1−t2

(s) ds +
∑m−2
i=1 bi
∫ 1
i

(s) ds
1 −∑m−2i=1 bi
 t1
t2
(T1v)>
t1
t2
b = a.
Finally, to show (C4), we take v ∈ Q(, , d, c) with (T1v)<h, we have
(T1v) = T1v(0) = B˜
=
∫ 1
0

(s) ds +
∑m−2
i=1 bi
∫ 1
i

(s) ds
1 −∑m−2i=1 bi
r
∫ 1
1−1/r

(s) ds +
∑m−2
i=1 bi
∫ 1
i

(s) ds
1 −∑m−2i=1 bi
r(T1v)< rh = d .
Therefore, the hypotheses of Theorem 2.1 are satisﬁed and there exist three positive solutions u1, u2, u3 ∈ P(, c)
for the boundary value problem (3.1) and (3.2) such that
‖u1‖<d, (u2)> a and ‖u3‖>d, (u3)< a. 
Example 3.1. Consider the boundary value problem⎧⎨⎩
(3(u
′(t)))′ + t−1/2f (t, u) = 0, 0< t < 1,
3(u
′(0)) = 3
8
3
(
u′
(
36
100
))
+ 3
8
3
(
u′
(
64
100
))
, u(1) = 1
4
u
(
36
100
)
+ 1
4
u
(
64
100
)
,
(3.4)
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where
f (t, u) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
7
36 × 6 ×
192
1002
, 0 t1, 0u 19
100
,
7
36 × 6u
2, 0 t1, 19
100
u1,
11300(u − 1) + 7
36 × 6 , 0 t1, 1u
101
100
,
5
9
(
u − 1
100
)
, 0 t1, 101
100
u 9999
5100
,
509
102
× 170
5100
√
31 − 9999 (u −
√
31) + 5
4
, 0 t1, 9999
5100
u
√
31,
5
4 × 312 u
4, 0 t1,
√
31u.
We notice that a(t) = t−1/2,m = 4, a1 = a2 = 38 , b1 = b2 = 14 , 1 = 36100 , 2 = 64100 .
If we take t1 = 51100 , t2 = 99100 , t3 = 12 , r = 10019 , then 0< 1 − t2 = 1100 < 1 = 36100 < 1 − t1 = 49100 < 2 = 64100 < 1 −
1/r = 81100 < 3 = 1, 1 = 36100 < t3 = 12 < 2 = 64100 .
It follows from a direct calculation that
e1 = 12 , e2 = 315 , e3 = 95 , e4 = 6, e5 = 15 .
In addition, if we take d = 1, a = 101100 , c =
√
31
2 , then d, a and c such that
0<h = d
r
= 1100
19
= 19
100
<d = 1<a = 101
100
<b = t2
t1
a = 99
51
× 101
100
c =
√
31
2
,
and f (t, u) satisﬁes the following growth conditions:
f (t, u) 1
e2
3
(
c
t3 + e1
)
= 5
4
for (t, u) ∈ [0, 1] × [0,√31],
f (t, u)>
1
e3
3
(
a
t1 + e1
)
= 5
9
for (t, u) ∈
[
1
100
,
49
1000
]
×
[
101
100
,
9999
5100
]
,
f (t, u)<
3
(
d
1 + e1
)
− e5
e2
3
(
c
t3 + e1
)
e4
= 7
36 × 6 for (t, u) ∈
[
0,
81
100
]
×
[
19
100
, 1
]
.
Then all the conditions of Theorem 3.1 are satisﬁed. Therefore, by Theorem 3.1 we know that boundary value problem
(3.4) has at least three positive solutions u1, u2, u3 such that
‖ui‖<
√
31
2
for i = 1, 2, 3,
‖u1‖< 1, (u2)> 101100 and ‖u3‖> 1, (u3)<
101
100
.
Remark 3.1. In the above example, it is clear that f is neither superlinear (at both u= 0 and ∞) nor sublinear (at both
u = 0 and +∞). Hence, the main result [10] is not applicable to this example.
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4. Existence of triple positive solutions to (1.1), (1.3)
Now we deal with problem (1.1), (1.3). The method is just similar to what we have done in Section 3, so we omit
the proof of main result of this section.
Lemma 4.1. The boundary value problem
(p(u
′(t)))′ + a(t)f (t, u) = 0, t ∈ (0, 1), (4.1)
u(0) =
m−2∑
i=1
aiu(i ), p(u
′(1)) =
m−2∑
i=1
bip(u
′(i )) (4.2)
has a solution u(t) if and only if u(t) solves the equation
u(t) =
∫ t
0
q
(
A˜1 −
∫ s
0
a(	)f (	, u(	)) d	
)
ds + B˜1, (4.3)
where q(s) is the inverse function of p(s), a.e., q(s) = |s|q−2s, 1p + 1q = 1, and
A˜1 = 1
1 −∑m−2i=1 bi
[∫ 1
0
a(	)f (	, u(	)) d	−
m−2∑
i=1
bi
∫ i
0
a(	)f (	, u(	)) d	
]
,
B˜1 =
∑m−2
i=1 ai
∫ i
0 q
(
A˜1 −
∫ s
0 a(	)f (	, u(	)) d	
)
ds
1 −∑m−2i=1 ai .
Lemma 4.2. The unique solution u(t) of boundary value problem (4.1) and (4.2) satisﬁes u′(t)0 and u(t)0, t ∈
[0, 1].
Proof. Let 
(s) = q(A˜1 −
∫ s
0 a(	)f (	, u(	)) d	).
Since
A˜1 −
∫ s
0
a(	)f (	, u(	)) d	
= 1
1 −∑m−2i=1 bi
[∫ 1
0
a(	)f (	, u(	)) d	−
m−2∑
i=1
bi
∫ i
0
a(	)f (	, u(	)) d	
]
−
∫ s
0
a(	)f (	, u(	)) d	
 1
1 −∑m−2i=1 bi
[∫ 1
0
a(	)f (	, u(	)) d	−
m−2∑
i=1
bi
∫ i
0
a(	)f (	, u(	)) d	
]
−
∫ 1
0
a(	)f (	, u(	)) d	
=
∑m−2
i=1 bi
1 −∑m−2i=1 bi
∫ 1
0
a(	)f (	, u(	)) d	−
∑m−2
i=1 bi
∫ i
0 a(	)f (	, u(	)) d	
1 −∑m−2i=1 bi
0,
then 
(s)0.
Clearly u′(t) = 
(t)0, t ∈ [0, 1].
According to Lemma 4.1, we get
u(0) = B˜1 =
∑m−2
i=1 ai
∫ i
0 q(A˜1 −
∫ s
0 a(	)f (	, u(	)) d	) ds
1 −∑m−2i=1 ai =
∑m−2
i=1 ai
∫ i
0 
(s) ds
1 −∑m−2i=1 ai 0.
So u(t)0, t ∈ [0, 1].
The proof is complete. 
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Let E be the real Banach space C[0, 1] with the maximum norm, and deﬁne the cone K2 ⊂ E by
K2 = {u ∈ E|u(t) is nonnegative, nondecreasing concave function on [0, 1]}.
Deﬁne the operator T2 on K2 by
(T2v)(t) =
∫ t
0
q
(
A˜1 −
∫ s
0
a(	)f (	, v(	)) d	
)
ds + B˜1, v(t) ∈ K2.
Obviously, v(t) is a solution of (4.1) and (4.2) if and only if v(t) is a ﬁxed point of operator T2. In order to obtain
the results, we deﬁne the nonnegative continuous concave functionals , and the nonnegative continuous convex
functionals ,  on K2 by
(v) = min
t∈[1/r,1] v(t) = v
(
1
r
)
, (v) = max
t∈[1/r,1] v(t) = v(1),
(v) = min
t∈[t1,t2]
v(t) = v(t1), (v) = max
t∈[t1,t2]
v(t) = v(t2),
where t1, t2 and r are nonnegative numbers such that
l−1 t1l , l′−1 t2l′ , t1 < t2,
1 l l′m − 1, k−1 1
r
k, 1km − 1.
We also deﬁne the nonnegative continuous convex functionals  on K2 by
(v) = max
t∈[0,t3]
v(t) = v(t3), k′−1 < t3 < k′ , 1k′m − 1.
It is easy to see that, for each v ∈ K2,
(v) = v(t1)v(1) = (v), ‖v‖ 1
t3
(v).
Now for convenience we introduce the following notations. Let
e′1 =
∑m−2
i=1 aii
1 −∑m−2i=1 ai ,
e′2 =
∫ 1
0
a(	) d	+
∑m−2
i=1 bi
∫ 1
i
a(	) d	
1 −∑m−2i=1 bi ,
e′3 =
bl−1
∫ l
t1
a(	) d	+∑l′−2i=l bi ∫ i+1i a(	) d	+ bl′−1 ∫ t2max{l,l′−1} a(	) d	
1 −∑m−2i=1 bi ,
e′4 =
∫ 1
1/r
a(	) d	+
∑k−1
i=1 bi
∫ 1
1/r a(	) d	+
∑m−2
j=k bj
∫ 1
j
a(	) d	
1 −∑m−2i=1 bi ,
e′5 =
∫ 1/r
0
a(	) d	+
∑k−1
i=1 bi
∫ 1/r
i
a(	) d	
1 −∑m−2i=1 bi .
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Theorem 4.1. Suppose condition (H1), (H2), (H3) hold. In addition, assume there exist nonnegative numbers d, a
and c such that 0<h = d/r < d <a <b = (t2/t1)ac, and f (t, u) satisﬁes the following growth conditions:
(H ′4) f (t, u)
1
e′2
p
(
c
t3 + e′1
)
for (t, u) ∈ [0, 1] ×
[
0,
c
t3
]
,
(H ′5) f (t, u)>
1
e′3
p
(
a
t1 + e′1
)
for (t, u) ∈ [t1, t2] × [a, b],
(H ′6) f (t, u)<
p
(
d
1 + e′1
)
− e
′
5
e′2
p
(
c
t3 + e′1
)
e′4
for (t, u) ∈ [1/r, 1] × [h, d].
Then the boundary value problem (4.1) and (4.2) has at least three positive solutions u1, u2, u3 such that
‖ui‖<c for i = 1, 2, 3,
‖u1‖<d, (u2)> a and ‖u3‖>d, (u3)< a.
Example 4.1. Consider the boundary value problem⎧⎨⎩
(3(u
′(t)))′ + t−1/2f (t, u) = 0, 0< t < 1,
u(0) = 1
4
u
(
16
100
)
+ 1
4
u
(
64
100
)
, 3(u
′(1)) = 15
32
3
(
u′
(
16
100
))
+ 15
32
3
(
u′
(
64
100
))
,
(4.4)
where
f (t, u) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
29 × 5
422 × 69 ×
1012
2002
, 0 t1, 0u 1
200
,
29 × 5
422 × 69
(
u + 1
2
)2
, 0 t1, 1
200
u 1
2
,(
1
6
× 100
2
1172
− 29 × 5
422 × 69
)
(8u − 9) + 29 × 5
422 × 69 , 0 t1,
1
2
u 5
9
,
1
6
× 100
2
1172
(
u + 4
9
)
, 0 t1, 5
9
u 9
5
,
1
6
× 100
2
1172
× 101
45
− 5
9
9
5
− 5
9
√
70
×
(
u − 5
9
√
70
)
+ 5
9
, 0 t1, 9
5
u 5
9
√
70,
1√
70
u, 0 t1, 5
9
√
70u.
We notice that a(t) = t−1/2,m = 4, a1 = a2 = 14 , b1 = b2 = 1532 , 1 = 16100 , 2 = 64100 .
If we take t1 = 25100 , t2 = 81100 , t3 = 35 , r =100, then 0< 1/r = 1100 < 1 = 16100 < t1 = 25100 < 2 = 64100 < t2 = 81100 < 3 =
1, 1 = 16100 < t3 = 60100 < 2 = 64100 .
It follows from a direct calculation that
e′1 = 25 , e′2 = 14, e′3 = 6, e′4 = 695 , e′5 = 15 .
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In addition, if we take d = 12 , a = 59 , c =
√
70
3 , then d, a and c such that 0<h = d/r = 1200 <d = 12 <a = 59 <b =
(t2/t1)a = 95c =
√
70
3 , and f (t, u) satisﬁes the following growth conditions:
f (t, u) 1
e′2
3
(
c
t3 + e′1
)
= 5
9
for (t, u) ∈ [0, 1] ×
[
0,
5
9
√
70
]
,
f (t, u)>
1
e′3
3
(
a
t1 + e′1
)
= 1
6
× 100
2
1172
for (t, u) ∈
[
1
4
,
81
100
]
×
[
5
9
,
9
5
]
,
f (t, u)<
3
(
d
1 + e′1
)
− e
′
5
e′2
3
(
c
t3 + e′1
)
e′4
= 29 × 5
422 × 69 for (t, u) ∈
[
1
100
, 1
]
×
[
1
200
,
1
2
]
.
Then all the conditions of Theorem 4.1 are satisﬁed. Therefore, by Theorem 4.1 we know that boundary value problem
(4.4) has at least three positive solutions u1, u2, u3 such that
‖ui‖<
√
70
3
for i = 1, 2, 3,
‖u1‖< 12 , (u2)> 59 and ‖u3‖> 12 , (u3)< 59 .
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