The looseness (G) of a triangulation G on a closed surface F 2 is defined as the minimum number k such that for any surjection c : V (G) → {1, 2, . . . , 3 + k}, there exists a face uvw of G which gets three distinct colors c(u), c(v) and c(w). We define min (G) and max (G) as the minimum and the maximum of (G ) taken over all triangulations G on F 2 isomorphic to G as graphs. We shall show that max (G) − min (G) 2 (2 − (F 2 ))/2 , where (F 2 ) stands for the Euler characteristic (F 2 ), and in particular that two triangulations on the projective plane have the same looseness if they are isomorphic as graphs.
Introduction
A triangulation on a closed surface is a simple graph embedded on the surface so that each face is triangular and that two faces share at most one edges. Arocha, Bracho and Neumann-Lara [1, 2] have introduced the "tightness" of triangulations on closed surfaces. This notion often works to distinguish inequivalent triangular embeddings of complete graphs, but does not work for other triangulations. For, a tight triangulation is necessarily a complete graph. It is the "looseness" that Negami and Midorikawa [6] have defined as another notion which works well for general triangulations, mimiking the tightness, as follows. (There has been introduced a similar notion, called "the heterochromatic number" for 3-uniform hypergraphs in [1] .)
Let G be a triangulation on a closed surface F 2 and let c : V (G) → {1, 2, 3, . . .} be a color assignment of the vertices. A face uvw is said to be heterochromatic for c if its three corners u, v and w receive three distinct colors; |c({u, v, w})| = 3. A triangulation G is said to be k-loosely tight if there is always a heterochromatic face of G for any surjection c : V (G) → {1, 2, . . . , 3 + k}. The looseness of G is defined as the minimum k such that G is k-loosely tight and is denoted by (G). In particular, a triangulation G with (G) = 0 is said to be tight. It is not difficult to see that any tight triangulation is complete. (See [1, 6] for the details.)
The looseness of a triangulation G on a closed surface F 2 depends on the embedding of G in general. That is, if f : G → F 2 is another embedding of G, then (f (G)) might not be equal to (G). In fact, Arocho, Bracho and Neumann-Lara have found many complete triangulations with (G) > 0 in [2] .
The value of (G) is closely related to many combinatorial invariants such as the independence number (G) and the diameter dia(G). For example, Tanuma has shown that (G) can be determined only by such combinatorial invariants in some cases:
Theorem 1 (Tanuma [7] ). Let G be a triangulation on the sphere, the projective plane, the torus or the Klein bottle. Then G is 1-loosely tight if and only if (G) 2 and dia(G) 2.
This theorem might suggest that (f (G)) cannot differ from (G) so much. To describe this phenomenon, we define the minimum looseness min (G) and the maximum looseness max (G) of a triangulation G on a closed surface F 2 as the minimum and the maximum of (f (G)) taken over all embeddings f : G → F 2 , and call the interval [ min (G), max (G)] the looseness range of G. For example, Negami and Midorikawa [6] have shown that
gives us the same triangulation as G for any embedding f : G → F 2 . For example, the looseness range of any triangulation on the sphere is a singleton including only (G) since it is uniquely embeddable in the sphere, which is well-known as Whitney's theorem in [8] . In fact, there are many triangulations on any closed surface, except the sphere, which admit essentially different embeddings (see [4, 5] ).
The following is our main theorem and shows that the width of looseness ranges cannot be arbitrarily large, as we expect. We denote the Euler characteristic of a closed surface F 2 by (F 2 ): Theorem 2. Let G be a triangulation on a closed surface F 2 , orientable or nonorientable. Then
The upper bound in this theorem with the coefficient 2 omitted is just equal to the genus of F 2 if F 2 is orientable while it coincides with the maximum number of 2-sided simple closed curves on F 2 such that cutting open F 2 along them results in a connected surface in general.
To prove this, we shall introduce the notion of "a (colored) division graph" associated with a color assignment in Section 2. Using the properties of a division graph, we can show easily the following theorem although this is an immediate consequence of Theorem 2 with (F 2 ) = 1: 
We might be able to improve the upper bound in Theorem 2, analyzing re-embedding structures of triangulations in more detail. (See [3] for re-embedding structures of triangulations on closed surfaces.) We shall leave such improvement or construction of examples attaining the upper bounds for further study.
Division graphs associated with color assignments
Let G be a triangulation on a closed surface F 2 with its dual G * and c : V (G) → {1, 2, 3, . . .} any color assignment of the vertices. Consider the subgraph D c (G) of G * induced by the edges each of which is dual to an edge of G with its ends having two different colors. We assign color ij to an edge e of G if its ends have two different colors i and j, and give the same color ij to the edge in D c (G) dual to e, where ij is just a symbol indicating a pair {i, j } but is not their product. We call D c (G) the (colored) division graph for G associated with the color assignment c.
We shall list up some useful properties for D c (G), which can be seen easily from its definition. In general, a simple closed curve on a closed surface is said to be 2-sided if it divides its annular neighborhood into two parts, and to be 1-sided otherwise. Proof. Suppose that a set of mutually disjoint cycles in G * separates the surface into R regions. Then we can assign R colors to vertices so that the vertices lying inside one region receive the same color. It is clear that there is no heterochromatic face for this color assignment and hence we have R (G) + 2. Conversely, there is a color assignment with ( (G) + 2) colors which admits no heterochromatic face. Then D c (G) consists of mutually disjoint cycles which separate the surface into at least ( (G) + 2) regions since each region contains only one color, by Lemma 5 (v) . This implies that the maximum value of R is attained by (G) + 2.
Lemma 5. Let G be a triangulation on a closed surface and c : V (G)
→
Projective-planar case
A simple closed curve on a closed surface F 2 is said to be essential if does not bound any 2-cell region, and is non-separating if F 2 − is still connected. It is well-known that any essential simple closed curve on the projective plane is 1-sided. We can prove Theorems 3 easily, using this fact and the division graph Proof of Theorem 3. Let G be a triangulation on the projective plane P 2 and f : G → P 2 another embedding of G. Suppose that (G) < (f (G) ). Then there is a surjective color assignment c : V (G) → {1, 2, . . . , 3 + (G)} such that G has a heterochromatic face u 1 u 2 v 3 for c but f (G) has no heterochromatic face for the color assignment naturally derived from c. Hereafter, we shall denote the latter color assignment by cf −1 , keeping in mind that this notation is incorrect formally. That is, cf −1 assigns color c(v) to each vertex
We may assume that c(u i )=i for i =1, 2, 3. Consider the division graph D cf −1 (f (G)) for f (G) associated with the color assignment cf −1 :
consists only of mutually disjoint cycles. Let C 12 be one of such cycles that contains the edge of
is colored by color 12 but these edges are not. Thus the two cycles f (u 1 u 2 u 3 ) and C 12 cross each other at only one point on the projective plane. This implies that they are essential. However, this is contrary to the fact mentioned above since C 12 is 2-sided by Lemma 5(v) . Therefore, we have (G) = (f (G) ).
General case
To discuss color assignments and re-embeddings of triangulations on general closed surfaces, we shall prove two technical lemmas. In particular, the first one can be said to be the essence of our proof of Theorem 2. If we can improve the statement of the lemma, we will be able to improve the upper bound given in the theorem. To show (iii), we should pay attention to the fact that the color assigned to u i v i is a pair of consecutive integers. If such a color is assigned to u j w j (or v j w j ), then we have c(u j ) = n + 2j and c(w j ) = n + 2j + 1 (or c(v j ) = n + 2j − 1 and c(w j ) = n + 2j − 2) since u j v j w j is heterochromatic. However, neither {n+2j, n+2j +1} nor {n+2j −1, n+2j −2} coincide with the pair {n + 2i, n + 2i − 1} for any i; compare the minimums and maximums in these three braces. Thus, (iii) holds.
Lemma 7. Let G be a triangulation on a closed surface
Let G be a graph and C a cycle in G. An edge uv ∈ E(G) is called a chord of C if it does not belong to C and if both ends u and v belong to C. A bridge B for C in G is either a subgraph in G induced by a component of G − C and the edges incident to it, or a subgraph induced by one chord of C. Each of vertices of B belonging to C is often called a vertex of attachment. Any two bridges are edge-disjoint and they may meet each other at their common vertices of attachment.
We call a cycle a facial cycle if it bounds a face. The bridges for a facial cycle often play an important role when we analyze re-embeddings of a graph already embedded on a closed surface, as in the proof of the following lemma:
Lemma 8. Let G be a triangulation on a closed surface F 2 and f : G → F 2 an embedding. If uvw is a facial cycle in G and f (uvw) is not a facial cycle in f (G), then f (uvw) is non-separating.
Proof. Suppose that f (uvw) separates the surface F 2 into two parts. Then both of the parts contain bridges for f (uvw), say f (B 1 ), f (B 2 ), . . . , since f (uvw) is not facial. The inverse images of these bridges, B 1 , B 2 , . . . , are bridges for C = uvw in G and are placed outside the face bounded by C. Then there must be a face xyz of G which meets two of B 1 , B 2 , . . . , say B 1 and B 2 , and we may assume that xy belongs to B 1 and yz belongs to B 2 . Since y belongs to both B 1 and B 2 , it must be a vertex of attachment and hence it lies on C. If neither x nor z lies on uvw, then xz would connect B 1 and B 2 , missing C, which contradicts that B 1 and B 2 are distinct bridges. Thus, one of x and z lies on C, say x. However, this implies that B 1 is a singular bridge induced by a chord xy of C, but this is impossible since {u, v, w} induces a complete graph, a contradiction. Therefore, f (uvw) is non-separating.
Proof of Theorem 2. Let G be a triangulation on a closed surface F 2 and suppose that First suppose that F 2 is the torus. Then f (uvw) cuts open the torus into an annulus and we obtain the picture given in the left hand of Fig. 1 . To recover the annulus, we should identify the two vertical sides of the rectangle. Under this situation, it is obvious that each C ij is an essential cycle as shown in the figure as a broken line and that there is no essential cycle in D cf −1 (f (G)) other than C 12 , C 23 and C 31 . We should keep this conclusion in our mind. Now suppose that F 2 is the Klein bottle. Then f (u 1 u 2 u 3 ) is either a meridian or a longitude. In the former case, we obtain the picture of the right hand of Fig. 1 . However, one of C 12 , C 23 and C 32 would be a 1-sided cycle, say C 23 in the figure. This is contrary to Lemma 5(v) and hence is not the case. On the other hand, if f (u 1 u 2 u 3 ) is a longitude, then C ij must be a meridian and we obtain the same picture as in case of the torus although the two vertical sides should be identified in anti-parallel in turn. Clearly, we can get the same conclusion under this situation, too. Therefore, there are only three essential cycles in D cf −1 (f (G) ).
Let u 1 u 2 u 3 be a heterochromatic face of G for c, again. However, we assume that c(u 1 ) = n + 1, c(u 2 ) = n and c(u 3 ) = n − 1 after relabeling colors. Putc Consider the cycles in D cf −1 (f (G)) containing the five edges dual to f (u 1 u 2 ), f (u 1 u 3 ), f (u 2 u 3 ), f (u 4 u 6 ) and f (u 5 u 6 ). Then each of these cycles is an essential cycle on F 2 since it meets f (u 1 u 2 u 3 ) or f (u 4 u 5 u 6 ) transversely in a point. Thus, we found five essential cycles in D cf −1 (f (G)), but this is contrary to the conclusion we obtained in the previous. Therefore, (f (G)) (G) + 1. Since G and f (G) may be assumed to attain min (G) and max (G) respectively, we have max (G) − min (G) 1.
