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Abstract
In this paper approximate and complete controllability for semilinear functional dif-
ferential systems is studied in Hilbert spaces. Sufficient conditions are established for each
of these types of controllability. The results address the limitation that linear systems in
infinite-dimensional spaces with compact semigroup cannot be completely controllable.
The conditions are obtained by using the Schauder fixed point theorem when the semigroup
is compact and the Banach fixed point theorem when the semigroup is not compact.
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1. Introduction
Controllability theory for abstract linear control systems in infinite-dimen-
sional spaces is well-developed, and the details can be found in various papers
and monographs (see [1–4] and references therein). Several authors have extended
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these concepts to infinite-dimensional systems represented by nonlinear evolution
equations (see [5–20]). Most of the controllability results for nonlinear infinite-
dimensional control systems concern the so-called semilinear control system that
consists of a linear part and a nonlinear part.
Zhou [5] studied approximate controllability of an abstract semilinear con-
trol system by assuming certain inequality conditions that are dependent on the
properties of the system components. Naito [6,7] studied the approximate con-
trollability of the same system. He showed that under a range condition on the
control action operator, the semilinear control system is approximately control-
lable. Yamamoto and Park [8] discussed the same problem for parabolic equa-
tions with uniformly bounded linear part. Do [9] discussed approximate control-
lability for a class of semilinear abstract equations. Approximate controllability
of semilinear systems was studied by Joshi and Sukavanam [10] and George [11].
Mahmudov showed that under appropriate conditions approximate controllability
of semilinear systems is implied by the approximate controllability of its linear
part [12]. Constrained controllability of nonlinear systems in abstract spaces has
been studied by Chuckwu and Lenhart [13], Klamka [14], Bian [15], and Papa-
georgiou [16].
Let C be the Banach space of all continuous functions from an interval [−h,0]
to X with the supremum norm. In this paper is studied the controllability of
dynamical systems governed by the semilinear evolution equation
xt(0)= x(t)= S(t)φ(0)+
t∫
0
S(t − s)[Bu(s)+ f (s, xs, u(s))]ds,
x0(θ)= φ(θ), −h θ  0, 0< t  T , I = [0, T ], (1)
where the state x(·) takes values in a Hilbert space X, the control u(·) ∈ L2(I,U)
takes values in a Hilbert space U , S(t) is a linear semigroup on X, B :U → X
is a bounded linear operator, and φ ∈ C. If x : [−h,0] ∪ I → X is a continuous
function, then xt is an element in C which has point-wise definition
xt(θ)= x(t + θ) for θ ∈ [−h,0].
The purpose of this paper is to show the controllability (approximate and
complete) of semilinear differential systems of form (1) in Hilbert space under
simple and fundamental assumptions on the system operators, in particular, that
the corresponding linear system is appropriately controllable. This is consistent
with classical finite-dimensional theory (see [17,18] and references therein).
Section 2 gives the preliminaries for the paper.
In Section 3 approximate controllability of system (1) is studied by using the
Schauder fixed point theorem. The corresponding semigroup S(t), t > 0, is as-
sumed to be compact. It is shown that under certain conditions on the nonlinear
term approximate controllability of the linear system implies approximate con-
trollability of the semilinear system.
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Notice that when the semigroup S(t), t > 0, is compact an infinite-dimensional
linear system cannot be completely controllable [21,22]. So, the analogue for
complete controllability of the results of Section 3 cannot hold in infinite-
dimensional space.
In Section 4 this problem is investigated via the Banach fixed point theorem.
The compactness of the semigroup S(t), t > 0, is not assumed, and results are
obtained for complete controllability of the semilinear system (1).
Examples 1 and 2 presented in Section 5 demonstrate the approximate
controllability results of Section 3. Example 3 shows the analogous result for
complete controllability.
2. Preliminaries
Definition 1. System (1) is said to be approximately controllable (completely
controllable) on the interval I if
R(T ,φ)=X (R(T ,φ)=X),
where
R(T ,φ)= {xT (φ;u)(0): u(·) ∈L2(I,U)}.
The following notations are introduced for convenience:
K = max{‖S(t)‖: 0 t  T }, ‖λi‖1 =
T∫
0
|λi(s)|ds,
k = max{1,MK,MKT t}, M = ‖B‖,
ai = 3kMK2‖λi‖1, bi = 3K‖λi‖1, ci = max{ai, bi},
d1 = 3kMK
(‖xT ‖ +K‖φ(0)‖), d2 = 3K‖φ(0)‖,
d = max{d1, d2}.
Concerning the operators B and f , assume the following hypothesis:
(H0) The semigroup S(t), t > 0, is compact.
(H1) The function f : I × C × U → X is continuous and there exist functions
λi ∈L1(I,R+) and gi ∈ L1(C ×U,R+), i = 1,2, . . . , q , such that
‖f (t,φ,u)‖
q∑
i=1
λi(t)gi(φ,u) for all (t, φ,u) ∈ I ×C ×U.
(H2) For each α > 0
lim sup
r→∞
(
r −
q∑
i=1
ci
α
sup
{
gi(φ,u): ‖(φ,u)‖ r
})=∞.
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(H3) The function f : I × C × U → X is continuous and uniformly bounded,
i.e., there exists L> 0 such that
‖f (t,φ,u)‖ L for all (t, φ,u) ∈ I ×C ×U.
(H3′) The function f : I ×C×U →X is continuous and there exists L> 0 such
that
‖f (t,φ,u)‖ L(1+ ‖φ‖C + ‖u‖) for all (t, φ,u) ∈ I ×C ×U.
(H4) The function f : I ×C ×U →X satisfies the Lipschitz condition∥∥f (t,φ1, u1)− f (t,φ2, u2)∥∥L(‖φ1 − φ2‖C + ‖u1 − u2‖).
It is convenient at this point to introduce two relevant operators and the basic
assumptions on these operators:
Γ T0 =
T∫
0
S(T − s)BB∗S∗(T − s) ds,
R
(
α,Γ T0
)= (αI + Γ T0 )−1.
(HBA) αR(α,Γ T0 )→ 0 as α→ 0+ in the strong operator topology.
(HBC) αR(α,Γ T0 )→ 0 as α→ 0+ in the uniform operator topology.
It is known that the assumption (HBA) holds if and only if the system
x ′(t)=Ax(t)+Bu(t),
x(0)= φ(0) (2)
is approximately controllable on I . Further, it is known that the assumption (HBC)
holds if and only if system (2) is completely controllable on I ; see [23].
It will be shown that the system (1) is approximately controllable if there exists
a continuous function (x,u) ∈ C(I,C)×C(I,U) such that
u(t)= B∗S∗(T − t)R(α,Γ T0 )p(x,u), (3)
x(t)= S(t)φ(0)+
t∫
0
S(t − s)(Bu(s)+ f (s, xs, u(s)))ds,
x0(θ)= φ(θ), (4)
where
p(x,u)= xT − S(T )φ(0)−
T∫
0
S(T − s)f (s, xs, u(s))ds.
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Having noticed this fact, the goal in the next section is to find conditions for
solvability of system (3), (4) for α > 0.
3. Approximate controllability
Triggiani [21,22] showed that if X is an infinite-dimensional space, then sys-
tem (2) cannot be completely controllable if the corresponding semigroup S(t),
t > 0, is compact. Thus, in infinite-dimensional spaces the concept of complete
controllability is usually too strong and, indeed, has limited applicability. Ap-
proximately controllable systems are more prevalent and very often approximate
controllability is completely adequate in applications. For example, the class of
systems that lack complete controllability includes the parabolic differential equa-
tions [2,3].
It is now shown, using the Schauder fixed point theorem, that under certain
conditions approximate controllability of the linear system (2) implies the
approximate controllability of the semilinear system (1). This result, Theorem 3,
assumes that the linear system has a compact semigroup and consequently is not
completely controllable. Therefore, this result cannot have an analogue for the
concept of complete controllability.
For α > 0, define the operator Fα on C(I,C)×C(I,U) as
F
α(x,u)= (z, v), (5)
where
v(t)= B∗S∗(T − t)R(α,Γ T0 )p(x,u), (6)
z(t)= S(t)φ(0)+
t∫
0
S(t − s)(Bv(s)+ f (s, xs, u(s)))ds,
z0(θ)= φ(θ), θ ∈ [−h,0], (7)
p(x,u)= xT − S(T )φ(0)−
T∫
0
S(T − s)f (s, xs, u(s)) ds.
It will be shown that the operator Fα from C(I,C) × C(I,U) into itself has a
fixed point.
In the Banach space C(I,C)×C(I,U) introduce the set
Yr =
{
(x,u) ∈ C(I,C)×C(I,U): ‖xt‖C + ‖u(t)‖ r for all t ∈ I
}
,
where r is a positive constant.
Theorem 2. Assume assumptions (H0), (H1) and (H2) are satisfied. Then for each
0 < α  1, the operator Fα has a fixed point in C(I,C)×C(I,U).
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Proof. The proof of the theorem is long and technical. It is therefore split into
several steps.
Step 1. For an arbitrary 0 < α  1 there is a positive constant r0 = r0(α) such
that Fα :Yr0 → Yr0 . Let
µi(r)= sup
{
gi(φ, v): ‖(φ, v)‖ r, (φ, v) ∈ C ×U
}
.
By the assumption (H2), there exists r0 > 0 such that
d
α
+
q∑
i=1
ci
α
µi(r0) r0.
If (x,u) ∈ Yr0 , then from (6) and (7),
‖v(t)‖ 1
α
MK
(
‖xT ‖ +K‖φ(0)‖+K
T∫
0
q∑
i=1
λi(s)gi
(
xs, u(s)
)
ds
)
 1
α
MK
(‖xT ‖ +K‖φ(0)‖)+ 1
α
MK2
q∑
i=1
‖λi‖1µi(r0)
 1
α
[
d
3k
+ 1
3k
q∑
i=1
ciµi(r0)
]
= 1
3kα
(
d +
q∑
i=1
ciµi(r0)
)
 r0
3k
,
‖zt (θ)‖ d3 +KMT ‖v‖ +K
t+θ∫
0
q∑
i=1
λi(s)gi
(
xs, u(s)
)
ds
 d
3
+ k‖v‖ + 1
3
q∑
i=1
ciµi(r0)
1
3
[
d +
q∑
i=1
ciµi(r0)
]
+ k‖v‖
 αr0/3+ r0/3 2r0/3.
So, ∥∥(Fα(x,u))(t)∥∥= ‖v(t)‖ + ‖zt (θ)‖ r0.
Hence, Fα maps Yr0 into itself.
Step 2. For each 0 < α  1 (recall r0 depends on α), the operator Fα maps
Yr0 into a relatively compact subset of Yr0 . According to the infinite-dimensional
version of the Ascoli–Arzela theorem, the following two things remain to be
shown:
(i) For arbitrary t ∈ [0, T ], the set
V (t)= {(Fα(x,u))(t): (x,u) ∈ Yr0}
is relatively compact.
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(ii) For arbitrary ε > 0, there exist δ > 0 such that∥∥(Fα(x,u))(t1)− (Fα(x,u))(t2)∥∥< ε,
if (x,u) ∈ Yr0 , |t1 − t2| δ, and t1, t2 ∈ [−h,T ].
The proof of (i). In fact, the case where t = 0 is trivial, since V (0)= {φ(0)}. So
let t , 0 < t  T , be a fixed and let η be a given real number satisfying 0 < η < t .
Define(
F
α
η (x,u)
)
(t)= [S(η)z(t − η),B∗S∗(T − t)R(α,Γ T0 )p(x,u)].
Since S(t) is compact and z(t − η) and p(x,u) are bounded on Yr0 , the set
Vη(t)=
{(
F
α
η(x,u)
)
(t): (x,u) ∈ Yr0
}
is relatively compact set in C ×U . That is, a finite set {yi, 1 i m} in C ×U
exists such that
Vη(t)⊂
m⋃
i=1
N(yi, ε/2),
where N(yi, ε/2) is an open ball in C × U with the center at yi and radius ε/2.
On the other hand,∥∥(Fα(x,u))(t)− (Fαη(x,u))(t)∥∥
=
∥∥∥∥∥
t∫
t−η
S(t − s)[Bv(s)+ f (s, xs, u(s))]ds
∥∥∥∥∥
 1
α
K2M2
(
‖xT ‖ +K‖φ(0)‖+K
T∫
0
q∑
i=1
λi(s)µi(r0) ds
)
η
+K
q∑
i=1
t∫
t−η
λi(s) ds µi(r0)
ε
2
.
Consequently,
V (t)⊂
m⋃
i=1
N(yi, ε).
Hence, for each t ∈ [0, T ], V (t) is relatively compact in C ×U .
Next the proof of (ii). It must be shown that
V = {(Fα(x,u))(·): (x,u) ∈ Yr0}
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is equicontinuous on [0, T ]. In fact, for 0 < t1 + θ < t2 + θ  T ,∥∥v(t1)− v(t2)∥∥

∥∥B∗S∗(T − t1)−B∗S∗(T − t2)∥∥
× 1
α
[
‖xT ‖ +K‖φ(0)‖+K
T∫
0
q∑
i=1
λi(s)gi
(
xs, u(s)
)
ds
]

∥∥B∗S∗(T − t1)−B∗S∗(T − t2)∥∥
× 1
α
[
‖xT ‖ +K‖φ(0)‖+K
q∑
i=1
‖λi‖1µi(r0)
]
,
zt1(θ)− zt2(θ)
= [S(t1 + θ)− S(t2 + θ)]φ(0)−
t2+θ∫
t1+θ
S(t2 + θ − s)Bv(s) ds
+
t1+θ∫
0
[
S(t1 + θ − s)− S(t2 + θ − s)
]
Bv(s) ds
−
t2+θ∫
t1+θ
S(t2 + θ − s)f
(
s, xs, u(s)
)
ds
+
t1+θ∫
0
[
S(t1 + θ − s)− S(t2 + θ − s)
]
f
(
s, xs, u(s)
)
ds,
∥∥z(t1 + θ)− z(t2 + θ)∥∥

∥∥S(t1 + θ)− S(t2 + θ)∥∥‖φ(0)‖ +KM
t2+θ∫
t1+θ
‖v(s)‖ds
+M
t1+θ∫
0
∥∥S(t1 + θ − s)− S(t2 + θ − s)∥∥‖v(s)‖ds
+K
t2+θ∫
t1+θ
q∑
i=1
λi(s)gi
(
xs, u(s)
)
ds
+
t1+θ∫
0
∥∥S(t1 + θ − s)− S(t2 + θ − s)∥∥ q∑
i=1
λi(s)gi
(
xs, u(s)
)
ds
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
∥∥S(t1 + θ)− S(t2 + θ)∥∥‖φ(0)‖+KM
t2+θ∫
t1+θ
‖v(s)‖ds
+M
t1+θ∫
0
∥∥S(t1 + θ − s)− S(t2 + θ − s)∥∥‖v(s)‖ds
+K
q∑
i=1
t2+θ∫
t1+θ
λi(s) ds µi(r0)
+
q∑
i=1
t1+θ∫
0
∥∥S(t1 + θ − s)− S(t2 + θ − s)∥∥λi(s) ds µi(r0)
= I1 + I2 + I3 + I4 + I5. (8)
Moreover, for all (x,u) ∈ Yr0 ,
‖v‖ 1
α
MK
(
‖xT ‖ +K‖φ(0)‖ +K
T∫
0
q∑
i=1
λi(s)gi
(
xs, u(s)
)
ds
)
 1
α
MK
(
‖xT ‖ +K‖φ(0)‖ +K
q∑
i=1
‖λi‖1µi(r0)
)
.
Thus, the right-hand side of (8) does not depend on particular choices of (x,u).
It is clear that I2 → 0 and I4 → 0 as t1 − t2 → 0. Since the semigroup S(·) is
compact,∥∥S(t2 + θ − s)− S(t1 + θ − s)∥∥→ 0
as t1 − t2 → 0 for arbitrary t, s, θ such that t + θ − s > 0. Then I1 → 0 and, by
Lebesgue’s dominated convergence theorem, I3 → 0 and I5 → 0 as t1 − t2 → 0.
So, the equicontinuity of V is shown.
Notice that the only case considered is 0 < t1 + θ < t2 + θ , since the other
cases, t1 + θ < t2 + θ < 0 or t1 + θ < 0 < t2 + θ , are very simple. Thus, Fα[Yr0]
is equicontinuous and also bounded. By the Ascoli–Arzela theorem, Fα[Yr0] is
relatively compact in C(I,C)×C(I,U).
To apply the Schauder fixed point theorem it remains to show that Fα is
continuous on C(I,C) × C(I,U). Let {(yn,un)} ∈ C(I,C) × C(I,U) with
(yn,un)→ (y,u) in C(I,C)× C(I,U). Since f (s, yns , un(s))→ f (s, ys, u(s))
for each s ∈ I and since
∥∥f (s, yns , un(s))→ f (s, ys, u(s))∥∥ 2
q∑
i=1
λi(s)µi(r0),
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the Lebesgue dominated convergence theorem implies
∥∥(Fα(yn,un))(t)− (Fα(y,u))(t)∥∥= ∥∥vn(t)− v(t)∥∥+ ∥∥znt (θ)− zt (θ)∥∥
= ∥∥B∗S∗(T − t)R(α,Γ T0 )[p(yn,un)− p(y,u)]∥∥
+
∥∥∥∥∥
t∫
0
S(t − s)
[
B
(
vn(s)− v(s))
+ (f (s, yns , un(s))− f (s, ys, u(s)))]ds
∥∥∥∥∥
 d
T∫
0
∥∥f (s, yns , un(s))− f (s, ys, u(s))∥∥ds→ 0,
where d is an appropriate constant. Thus, Fα is continuous.
Hence, Fα is a compact continuous operator on C(I,C)× C(I,U) and from
the Schauder fixed point theorem, Fα has a fixed-point. ✷
Theorem 3. Assume assumptions (H0), (H3) and (HBA) are satisfied. Then
system (1) is approximately controllable on I .
Proof. Let (xαs , uα) be a fixed point of Fα in Yr0 . Any fixed point of Fα is a mild
solution of (1) on [0, T ] under the control
uα(t)= B∗S∗(T − t)R(α,Γ T0 )p(xα,uα)
and satisfies
xαT (0)= xT + αR
(
α,Γ T0
)
p(xα,uα). (9)
By (H3)
T∫
0
∥∥f (s, xαs , uα(s))∥∥2 ds  L2T ,
and, consequently, the sequence {f (s, xαs , uα(s))} is bounded in L2(I,X). Then
there is a subsequence, still denoted by {f (s, xαs , uα(s))}, that weakly converges
to, say, f (s) in L2(I,X). Then for
h= S(T )x0 +
T∫
0
S(T − s)f (s) ds − xT
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it follows that
∥∥p(xα,uα)− h∥∥=
∥∥∥∥∥
T∫
0
S(T − s)[f (s, xαs , uα(s))− f (s)]ds
∥∥∥∥∥
 sup
0tT
∥∥∥∥∥
t∫
0
S(t − s)[f (s, xαs , uα(s))− f (s)]ds
∥∥∥∥∥→ 0
as α → 0+ because of compactness of an operator g(·)→ ∫ ·0 S(· − s)g(s) ds :
L2(I,X)→C(I,X). Then by (9)∥∥xαT (0)− xT ∥∥= ∥∥αR(α,Γ T0 )p(xα, uα)∥∥

∥∥αR(α,Γ T0 )(h)∥∥+ ∥∥αR(α,Γ T0 )(p(xα,uα)− h)∥∥

∥∥αR(α,Γ T0 )(h)∥∥+ ∥∥p(xα,uα)− h∥∥→ 0
as α→ 0+. This proves the approximate controllability of system (1). ✷
4. Complete controllability
Note that compactness of the operator g(·)→ ∫ ·0 S(· − s)g(s) ds :L2(I,X)→
C(I,X) is essential in the proof of Theorem 4. Approximate controllability
of system (1) cannot be proved using this method without a compactness as-
sumption. So, in this section the concept of complete controllability is used to
explore the controllability of system (1) without the compactness assumption.
In particular, conditions are formulated under which complete controllability
of the semilinear system (1) is implied by the complete controllability of its
linear part. No assumption of compactness of the linear system is made. This
investigation is carried using the Banach fixed point theorem.
Define the operator F0 on C(I,C)×C(I,U) as
F
0(x,u)= (z, v),
where
v(t)= B∗S∗(T − t)(Γ T0 )−1p(x,u),
z(t)= S(t)φ(θ)+
t∫
0
S(t − s)(Bv(s)+ f (s, xs, u(s)))ds,
z0(θ)= φ(θ), θ ∈ [−h,0],
p(x,u)= xT − S(T )φ −
T∫
0
S(T − s)f (s, xs, u(s))ds.
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It will be shown that the operator F0 from C(I,C) × C(I,U) into itself has a
fixed point.
Notice that the linear system (2) is completely controllable if and only if there
exists a γ > 0 such that〈
Γ T0 x, x
〉
 γ ‖x‖2 for all x in X.
Then Γ T0 is invertible and∥∥(Γ T0 )−1∥∥ 1/γ.
Theorem 4. Assume that the assumptions (H3′), (H4) and (HBC) hold. The
operator F0 has a unique fixed point in C(I,C)×C(I,U) if(
1
γ
K2M + 1
γ
K3M2T +K
)
T L< 1. (10)
Proof. The proof is based on the classical fixed point theorem for contractions.
First it is shown that F0 maps C(I,C) × C(I,U) into itself. To do this the fol-
lowing operators are introduced:
F1(x,u)(t)=
t∫
0
S(t − s)Bv(s) ds,
F2(x,u)(t)=
t∫
0
S(t − s)f (s, xs, u(s))ds.
By using the assumption (H1) and notations it can be shown that there exists
C1 > 0 such that
∥∥v(t)∥∥ 1
γ
KM
(
‖xT ‖ +K‖φ(0)‖+K
t∫
0
∥∥f (s, xs, u(s))∥∥
)
ds
C1
(
1+ sup
t∈I
‖xt‖C + sup
t∈I
‖u(t)‖
)
. (11)
So, ∥∥F1(x,u)(t)∥∥KMC1(1+ sup
t∈I
‖xt‖C + sup
t∈I
‖u(t)‖
)
. (12)
F1 maps C(I,C)×C(I,U) into C(I,C)×C(I,U). The same technique is used
to show that this property is also valid for F2:
∥∥F2(x,u)(t)∥∥K
t∫
0
∥∥f (s, xs, u(s))∥∥ds
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 LK
t∫
0
(
1+ ‖xs‖C + ‖u(s)‖
)
ds
 C2
(
1+ sup
t∈I
‖xt‖C + sup
t∈I
‖u(t)‖
)
. (13)
Therefore, from (11)–(13) there exists C3 > 0 such that∥∥F0(x,u)∥∥= ‖v‖ + ‖z‖ C3(1+ ‖x‖+ ‖u‖).
So, F0 maps C(I,C)×C(I,U) into itself.
Secondly, it is shown that F0 is a contraction mapping. Let now (x,u) and
(y,w) be arbitrary functions from C(I,C)×C(I,U). Then∥∥F0(x,u)− F0(y,w)∥∥ ‖v1 − v2‖+ ‖z1 − z2‖
 ‖v1 − v2‖+
∥∥F1(x,u)− F1(y,w)∥∥+ ∥∥F2(x,u)− F2(y,w)∥∥
= ‖v1 − v2‖+ I1 + I2
and
‖v1 − v2‖ = sup
t∈I
∥∥∥∥∥B∗S(T − t)(α + Γ T0 )−1
×
T∫
0
S(T − s)(f (s, xs, u(s))− f (s, ys,w(s)))ds
∥∥∥∥∥
 1
γ
K2M
T∫
0
∥∥f (s, xs, u(s))− f (s, ys,w(s))∥∥ds
 1
γ
K2ML
T∫
0
(‖xs − ys‖C + ∥∥u(s)−w(s)∥∥)ds
 1
γ
K2MTL
(‖x − y‖+ ‖u−w‖). (14)
In a similar way,
I1 = sup
t∈I
∥∥∥∥∥
t∫
0
S(t − s)B(v1(s)− v2(s))ds
∥∥∥∥∥
KMT ‖v1 − v2‖ 1
γ
K3M2T 2L
(‖x − y‖+ ‖u−w‖), (15)
I2 = sup
t∈I
∥∥∥∥∥
t∫
0
S(t − s)(f (s, xs, u(s))− f (s, ys,w(s)))ds
∥∥∥∥∥
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K
T∫
0
∥∥f (s, xs, u(s))− f (s, ys,w(s))∥∥ds
KTL
(‖x − y‖+ ‖u−w‖). (16)
Summing the obtained estimates (14)–(16) yields∥∥F0(x,u)− F0(y,w)∥∥

(
1
γ
K2MTL+ 1
γ
K3M2T 2L+KTL
)(‖x − y‖+ ‖u−w‖)
for all (x,u), (y,w) ∈ C(I,C)×C(I,U). Consequently, if(
1
γ
K2MT + 1
γ
K3M2T 2 +KT
)
L< 1,
then the mapping F0 has a fixed point (x,u) in C(I,C)×C(I,U) which, as it is
easy to see, is the solution of Eqs. (6), (7). The theorem is proved. ✷
Theorem 5. Under the assumptions (H3′), (H4) and (HBC), system (1) is com-
pletely controllable on [0, T ].
Proof. If (x0, u0) is a fixed point of an operator F0, then (9) holds with α = 0.
In other words in this case x0T (0)= xT for arbitrary xT in X. Thus, system (1) is
completely controllable. ✷
Remark 6. In Theorem 3, approximate controllability was proved making a com-
pactness assumption on the semigroup S(t), t > 0. In Theorem 5, a compete con-
trollability result is derived with no compactness assumption on the semigroup. It
is obvious that the inequality (10) is fulfilled if the constant L is sufficiently small.
5. Examples
Example 1. Consider the partial differential system of the form
xt(t, θ)= xθθ (t, θ)+ b(θ)u(t)+ f
(
t, x(t − h, θ)),
x(t,0)= x(t,π)= 0, t > 0,
x(t, θ)= φ(t, θ), −h t  0, (17)
where φ is continuous and u ∈ L2[0, T ], X = L2[0,π], b ∈ X and where f :
R ×R→ R is continuous and uniformly bounded.
Let B ∈L(R,X) be defined as
(Bu)(θ)= b(θ)u, 0 θ  π, u ∈R, b(θ) ∈L2[0,π],
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and let A :X→X be operator defined by
Az= z′′
with domain
D(A)= {z ∈X | z, z′ are absolutely continuous, z′′ ∈X,
z(0)= z(π)= 0}.
Then
Az=
∞∑
n=1
(−n2)(z, en)en, z ∈D(A),
where en(θ)=√2/π sinnθ , 0 x  π , n= 1,2, . . . .
It is known that A generates a compact semigroup S(t), t > 0, in X and is
given by
S(t)z=
∞∑
n=1
e−n2t (z, en)en, z ∈X.
Therefore, the associated linear system is not completely controllable [21,22], but
it is approximately controllable [3] provided that
π∫
0
b(θ)en(θ) dθ = 0 for n= 1,2,3, . . . .
Under the above conditions imposed on f and b, system (17) is approximately
controllable on [0, T ] by Theorem 3.
Example 2. Consider a control system governed by the semilinear heat equation
xt (t, θ)= xθθ (t, θ)+Bu(t, θ)+ f
(
t, x(t − h, θ)),
x(t,0)= x(t,π)= 0, t > 0,
x(t, θ)= φ(t, θ), −h t  0, (18)
where φ(t, θ) is continuous, f :R × R → R is continuous and uniformly
bounded.
Define an infinite-dimensional space U by
U =
{
u=
∞∑
n=2
unen(θ) |
∞∑
n=2
u2n <∞
}
,
where en(θ)=√2/π sinnθ and let X = L2[0,π]. The norm in U is defined by
‖u‖ = (∑∞n=2 u2n)1/2. Now define a linear continuous mapping B from U to X as
Bu= 2u2e1(θ)+
∞∑
n=2
unen(θ), u=
∞∑
n=2
unen ∈ U.
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Because of the compactness of the semigroup S(t), t > 0, generated by A and
defined as in Example 1, the associated linear system is (again) not completely
controllable.
On the other hand, it is easy to see that
B∗v = (2v1 + v2)e2(θ)+
∞∑
n=3
vnen(θ),
B∗S∗(t)x = (2x1e−t + x2e−4t)e2(θ)+ ∞∑
n=3
xne
−n2t en(θ),
with v =∑∞n=1 vnen(θ) and x =∑∞n=1 xnen(θ). Let∥∥B∗S∗(t)x∥∥= 0, t ∈ [0, T ].
It follows that
∥∥2x1e−t + x2e−4t∥∥2 + ∞∑
n=3
∥∥xne−n2t∥∥2 = 0, t ∈ [0, T ],
so
xn = 0, n= 1,2, . . . ,
which implies x = 0.
Thus, by Theorem 4.1.7 in [3], the linear system corresponding to (18) is ap-
proximately controllable (but not completely controllable). Then, by Theorem 3,
system (18) is approximately controllable on [0, T ].
Example 3. Consider the controlled wave equation with a distributed control
u(t, ·) ∈ L2[0,1]
ytt (t, θ)= yθθ(t, θ)+ u(t, θ)+ f
(
t, y(t, θ)
)
, 0 t  T ,
y(t,0)= y(t,1)= 0, t > 0,
y(0, θ)= α(θ), yt (0, θ)= β(θ), 0 θ  1, (19)
where α,β ∈ L2[0,1] and where f :R × R → R is continuous, Lipschitz con-
tinuous in its second variable and satisfies the linear growth condition.
Proceeding in a similar way to that in [3], introduce the Hilbert space X =
D(A
1/2
0 )⊕L2[0,1], endowed with the inner product
〈w,v〉 =
〈[
w1
w2
]
,
[
v1
v2
]〉
=
∞∑
n=1
{
n2π2〈w1, en〉〈en, v1〉 + 〈w2, en〉〈en, v2〉
}
,
where en(θ)=
√
2 sin(nπθ).
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Setting
x =
[
y
yt
]
, x(0)=
[
α
β
]
, B =
[
0
I
]
, D =
[
0
I
]
,
formulate system (1) as
x ′(t)= Ax(t)+Bu(t)+ f (t, x(t)),
x(0)=
[
α
β
]
,
where
A=
[
0 I
−A0 0
]
, A0h=−(d2/dθ2)h,
with domain
D(A0)=
{
h ∈L2(0,1): h, (d/dθ)h are absolutely continuous,
(d2/dθ2)h ∈ L2(0,1) and h(0)= 0 = h(1)
}
,
and where A is the infinitesimal generator of a contraction group S(t) on X given
by
S(t)
[
x1
x2
]
=
∞∑
n=1
[
cos(nπt) (nπ)−1 sin(nπt)
−nπ sin(nπt) cos(nπt)
][
xn1
xn2
]
en.
Therefore S(t) is not compact. On the other hand, it is known that the linear
system corresponding to (19) is completely controllable [3]. Thus, by Theorem 5,
system (19) is completely controllable on [0, T ] provided that the Lipschitz
constant is sufficiently small.
References
[1] J. Zabczyk, Mathematical Control Theory, Birkhäuser, Berlin, 1992.
[2] A. Bensoussan, G. Da Prato, M.C. Delfour, S.K. Mitter, Representation and Control of Infinite
Dimensional Systems, Vol. 2, Systems and Control: Foundations and Applications, Birkhäuser,
Boston, 1993.
[3] R. Curtain, H.J. Zwart, An Introduction to Infinite Dimensional Linear Systems Theory,
Springer-Verlag, New York, 1995.
[4] X. Li, J. Yong, Optimal Control Theory for Infinite Dimensional Systems, Birkhäuser, Berlin,
1995.
[5] H.X. Zhou, Approximate controllability for a class of semilinear abstract equations, SIAM J.
Control Optim. 21 (1983) 551–565.
[6] K. Naito, Controllability of semilinear control systems dominated by the linear part, SIAM J.
Control Optim. 25 (1987) 715–722.
[7] K. Naito, Approximate controllability for trajectories of semilinear control systems, J. Optim.
Theory Appl. 60 (1989) 57–65.
J.P. Dauer, N.I. Mahmudov / J. Math. Anal. Appl. 273 (2002) 310–327 327
[8] M. Yamamoto, J.Y. Park, Controllability for parabolic equations with uniformly bounded
nonlinear terms, J. Optim. Theory Appl. 66 (1990) 515–532.
[9] V.N. Do, A note on approximate controllability of semilinear systems, Systems Control Lett. 12
(1989) 365–371.
[10] M.C. Joshi, N. Sukavanam, Approximate solvability of semilinear operator equations, Nonlin-
earity 3 (1990) 519–525.
[11] R.J. George, Approximate controllability of nonautonomous semilinear systems, Nonlinear
Anal. 24 (1995) 1377–1393.
[12] N.I. Mahmudov, Approximate controllability of semilinear evolution systems in Hilbert spaces,
in: International Conference on Dynamics of Continuous, Discrete and Impulse Systems,
London, Ontario, Canada, 2001, pp. 34–36.
[13] E.N. Chuckwu, S.M. Lenhart, Controllability questions for nonlinear systems in abstract spaces,
J. Optim. Theory Appl. 68 (1991) 437–462.
[14] J. Klamka, Constrained controllability of nonlinear systems, J. Math. Anal. Appl. 201 (1996)
365–374.
[15] W.M. Bian, Constrained controllability of some nonlinear systems, Appl. Anal. 72 (1999) 57–73.
[16] N.S. Papageorgiou, Controllability of infinite-dimensional systems with control constraints,
J. Math. Anal. Appl. 186 (1994) 523–533.
[17] K. Balachandran, J.P. Dauer, Controllability of nonlinear systems via fixed point theorems,
J. Optim. Theory Appl. 53 (1987) 345–352.
[18] J. Klamka, Schauder’s fixed point theorem in nonlinear controllability problems, Control
Cybernet. 29 (2000) 153–165.
[19] K. Naito, On controllability for a nonlinear Volterra equation, Nonlinear Anal. 18 (1992) 99–108.
[20] W.M. Bian, Controllability of nonlinear evolution systems with preassigned responses, J. Optim.
Theory Appl. 100 (1999) 265–285.
[21] R. Triggiani, On the lack of exact controllability for mild solutions in Banach spaces, J. Math.
Anal. Appl. 50 (1975) 438–446.
[22] R. Triggiani, A note on the lack of exact controllability for mild solutions in Banach spaces,
SIAM J. Control Optim. 15 (1977) 407–411; Addendum: 18 (1980) 98–99.
[23] A.E. Bashirov, N.I. Mahmudov, On concepts of controllability for linear deterministic and
stochastic systems, SIAM J. Control Optim. 37 (1999) 1808–1821.
