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Abstract
We study the singular integral operator
fx,t (y
′)= f (x − ty′),
defined on all test functions f , where b is a bounded function, α  0, Ω is suitable
distribution on the unit sphere Sn−1 satisfying some cancellation conditions. We prove
certain boundedness properties of TΩ,α on the Triebel–Lizorkin spaces and on the Besov
spaces. We also use our results to study the Littlewood–Paley functions. These results
improve and extend some well-known results.
 2002 Elsevier Science (USA). All rights reserved.
1. Introduction
Let Sn−1 be the unit sphere in Rn, n 2, with normalized Lebesgue measure
dσ = dσ(x ′), and let b be an L∞ function. In this paper we will study the singular
integral operator TΩ,α defined, on the test function space S(Rn), by
TΩ,α(f )(x)= p.v.
∫
Rn
b
(|y|)Ω(y ′)|y|−n−αf (x − y) dy, (1.1)
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where α  0, y ′ = y/|y| for y = 0, Ω is a distribution in the Hardy space
Hr(Sn−1) with r = (n− 1)/(n− 1+ α) and satisfies
〈Ω,Ym〉 = 0 (1.2)
for all spherical harmonic polynomials Ym with degrees m  [α]. It is easy to
check that, for each x ∈Rn and f ∈ S(Rn), |TΩ,α(f )(x)|<∞.
Denote TΩ,α by TΩ if α = 0. Then the operator TΩ is the well-known rough
singular integral operator initially studied by Calderón and Zygmund in their
pioneering papers [5,6]. In [6], using the method of rotation, Calderón and
Zygmund proved that if Ω ∈ LLog+L(Sn−1) satisfies the mean zero condition
(1.2), namely α = 0, then the operator TΩ with kernel Ω(x ′)|x|−n is a bounded
operator on the Lebesgue spaces Lp(Rn), 1 < p <∞. This result was extended
and improved by many authors [12,14,15,18]. Particularly, it was discovered by
Fefferman [12] that if one adds an additional roughness on the radial direction,
namely TΩ possesses the kernel b(|x|)Ω(x ′)|x|−n with b ∈ L∞, then the rotation
method used by Calderón and Zygmund cannot be adapted. However, by a Fourier
transform method, the following result was obtained independently by several
authors at an almost same time (see [2,10,17] and also [19] for a survey).
Theorem A. Suppose b ∈ L∞. If Ω ∈ Lr(Sn−1), r > 1, and satisfies (1.2) for
α = 0, then TΩ is bounded on Lp(Rn), 1 <p <∞.
In a previous paper, we extended Theorem A to the case for all α  0 and
obtained the following result.
Theorem B [1]. For 1<p <∞, let p˜ = max{p,p/(p− 1)}. Let α  0. Suppose
that Ω ∈ Hr(Sn−1) with r = (n− 1)/(n− 1 + α) and that Ω satisfies (1.2) for
all Ym whose degrees N with 2(N + 1) > αp˜. Then we have∥∥TΩ,α(f )∥∥Lp(Rn)  C‖f ‖Lpα(Rn), (1.3)
where Lpα is the Sobolev space.
The first main purpose of this paper is to establish a more general theorem in
the case α > 0.
Theorem 1. For 1 < q,p < ∞, let p˜ = max{p,p/(p − 1)}, q˜ = max{q,
q/(q − 1)}. Let α > 0. If Ω ∈ Hr(Sn−1) with r = (n − 1)/(n− 1 + α) and Ω
satisfies (1.2) for all Ym whose degrees N with 4(N + 1) > p˜αq˜ , then∥∥TΩ,α(f )∥∥F˙ β,qp (Rn)  C‖f ‖F˙ β+α,qp (Rn), (1.4)∥∥TΩ,α(f )∥∥B˙β,qp (Rn)  C‖f ‖B˙β+α,qp (Rn), (1.5)
where β ∈ R, F˙ β,qp and B˙β,qp are the Triebel–Lizorkin spaces and the Besov
spaces, respectively.
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The constant C in (1.4) and (1.5) depends on α and C ∼= 1/α as α→ 0+. Thus
if α = 0, we assume on Ω a stronger size condition Ω ∈ Lr(Sn−1) with r > 1,
for the sake of simplicity. Actually the condition Ω ∈ LLog+L might be good
enough.
Theorem 2. Let 1,p, q <∞. If Ω ∈ Lr(Sn−1) with r > 1 and satisfies (1.2) with
α = 0, then∥∥TΩ(f )∥∥F˙ β,qp (Rn) C‖f ‖F˙ β,qp (Rn), (1.4′)∥∥TΩ(f )∥∥B˙β,qp (Rn) C‖f ‖B˙β,qp (Rn). (1.5′)
Before we recall the definitions of these various function spaces, in order to
clarify the relations between Theorems 1, 2 and Theorems A, B, we remark that
on the unit sphere Sn−1, Ls ⊆ LLog+L ⊆ H 1 ⊆ L1 ⊆ Hr , 0 < r < 1 < s, and
all the inclusions are proper, while Lq = Hq if 1 < q <∞. It is known in [13]
that on Rn, F˙ 0,2p = Lp , F˙ α,2p = Lpα , Lp ⊆ F˙ α,2r if α < 0 and 1/r = 1/p + α/n.
Letting X→ Y denote that the identity map is a continuous map from X to Y ,
then F˙ β,qp → B˙β,qp . Clearly, our Theorem 1 is an extension of Theorem B and
Theorem 2 is an extension of Theorem A.
We also will use a transference method to obtain some analogous results on
the n-torus Tn. Let Ω ∈Hr(Sn−1) satisfy (1.2). Define informally
λΩ(ξ)=
∫
Rn
b
(|y|)|y|−n−αΩ(y ′)e−2πi〈y,ξ 〉 dy.
We will prove that λΩ(ξ) = O(|ξ |α) in Section 6. Since any g ∈ C∞(Tn) has
the Fourier series g(x)=∑)∈Λ a)e2πi〈),x〉, where Λ= Rn/Tn is the unit lattice
which is an additive group of points in Rn having integer coordinates, we define
T˜Ω,α on all g ∈C∞(Tn) by
T˜Ω,α(g)(x)=
∑
)∈Λ
a)λΩ())e
2πi〈),x〉.
Also denote T˜Ω,0 by T˜Ω .
Theorem 3. Under the conditions of Theorem 1, we have that for all g ∈ C∞(Tn)∥∥T˜Ω,α(g)∥∥F˙ β,qp (Tn) C‖g‖F˙ β+α,qp (Tn), (1.6)∥∥T˜Ω,α(g)∥∥B˙β,qp (Tn) C‖g‖B˙β+α,qp (Tn), (1.7)
where β ∈ R, F˙ β,qp (Tn) and B˙β,qp (Tn) are the Triebel–Lizorkin spaces and the
Besov spaces on the n-torus, respectively.
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Theorem 4. Under the condition of Theorem 2, we have that for all g ∈C∞(Tn),∥∥T˜Ω(g)∥∥F˙ β,qp (Tn)  C‖g‖F˙ β,qp (Tn), (1.6′)∥∥T˜Ω(g)∥∥B˙β,qp (Tn)  C‖g‖B˙β,qp (Tn). (1.7′)
If α < 0, then the integral operator defined in (1.1) is the fractional integral
operator. This operator was also studied by many authors. The reader can see
[7,16] and their references for more information. In Section 7 of this paper, we
will obtain a theorem on the fractional integral similar to Theorem 1, in the case
α ∈ (−1/2,0). We also will obtain some results related to the Littlewood–Paley
functions in Section 8.
2. Hardy space Hr(Sn−1)
The Poisson kernel on Sn−1 is defined by
Pty ′(x
′)= (1− t2)/|ty ′ − x ′|n,
where 0  t < 1 and x ′, y ′ ∈ Sn−1. For any Ω ∈ S′(Sn−1), we define the radial
maximal function P+(Ω)(x ′) by
P+Ω(x ′)= sup
0t<1
|Ω,Ptx ′ |,
where S′(Sn−1) is the space of Schwartz distributions on Sn−1.
The Hardy space Hr(Sn−1), 0 < r <∞, is the linear space of distribution
Ω ∈ S′(Sn−1) with the finite norm ‖Ω‖Hr(Sn−1) = ‖P+Ω‖Lr(Sn−1) <∞. It is
known in [3] that Hr is the same as the atomic Hardy space Hra (Sn−1). Thus
by a standard atomic decomposition method (see [14] or [1]), it is known that to
prove Theorems 1 and 3, we can assume that Ω(y ′) = a(y ′) is an (r,∞) atom
with support in B(1, ρ)∩Sn−1 and prove that the constants C in the theorems are
independent of atom a(y ′), where 1 = (1,0, . . . ,0), and an (r, s) atom is an Ls ,
s > 1, function a(·) that satisfies
supp(a)⊂ {x ′ ∈ Sn−1, |x ′ − x ′0|< ρ}
for some x ′0 ∈ Sn−1 and ρ > 0, (2.1)∫
Sn−1
a(y ′)Ym(y ′) σ (y ′)= 0 (2.2)
for all spherical harmonic polynomials Ym with degree  N with 4(N + 1) >
αp˜q˜ ,
‖a‖Ls(Sn−1)  ρ(n−1)(1/s−1/r). (2.3)
For more information on the Hardy spaces, the reader can see [3,4].
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3. The spaces F˙ β,qp and B˙β,qp
Fix a radial function Φ ∈ C∞(Rn) satisfying supp(Φ)⊆ {x, 1/2 < |x| 2},
0  Φ(x)  1 and Φ(x) > c > 0 if 3/5  |x|  5/3. Let Φj (x) = Φ(2j x) and
require that Φ satisfies
∞∑
j=−∞
Φj (t)
2 = 1 for all t . (3.1)
It is easy to see supp(Φj )⊆ (2−j−1,2−j+1). Define the functions Ψj by Ψ̂j (ξ)=
Φj (ξ), so that (Ψj ∗f )ˆ(ξ)= fˆ (ξ)Φj (ξ). For 1 <p <∞, β ∈R and 1 < q <∞,
the Triebel–Lizorkin space F˙ β,qp (Rn) is the set of all distributions f satisfying
‖f ‖
F˙
β,q
p (R
n)
=
∥∥∥∥∥
(∑
k
|2−βkΨk ∗ f |q
)1/q∥∥∥∥∥
Lp(Rn)
<∞; (3.2)
the Besov space B˙β,qp (Rn) is the set of all distributions f satisfying
‖f ‖
B˙
β,q
p (R
n)
=
{∑
k
(
2−βk‖Ψk ∗ f ‖Lp(Rn)
)q}1/q
<∞. (3.3)
For g(x)=∑a)e2πi〈),x〉 ∈ C∞(Tn) we define Ψ˜k ∗ g by
Ψ˜k ∗ g(x)=
∑
)∈Λ
a)Φk())e
−2πi〈),x〉. (3.4)
In (3.2) and (3.3), replacing Ψk ∗ f by Ψ˜k ∗ g, and Lp(Rn) by Lp(Tn), we
similarly define the spaces F˙ β,qp (Tn) and B˙β,qp (Tn). It is well-known that the
dual space of F˙ β,qp is (F˙ β,qp )∗ = F˙−β,q
′
p′ , where 1/p + 1/p′ = 1/q + 1/q ′ = 1.
Similarly (B˙β,qp )∗ = B˙−β,q
′
p′ .
Remark. One also can define the Triebel–Lizorkin spaces and the Besov spaces
in a continuous version. Let Ψ and Φ be the same as before and let Ψt(x) =
t−nΨ (x/t). Then it is well-known that
‖f ‖
F˙
β,q
p (R
n)
∼=
∥∥∥∥∥
{ ∞∫
0
|t−βΨt ∗ f |q t−1 dt
}1/q∥∥∥∥∥
Lp(Rn)
, (3.5)
‖f ‖
B˙
β,q
p (R
n)
∼=
{ ∞∫
0
(
t−β‖Ψt ∗ f ‖Lp(Rn)
)q
t−1 dt
}1/q
. (3.6)
The reader can learn more information on these spaces in [21].
696 J. Chen et al. / J. Math. Anal. Appl. 276 (2002) 691–708
4. Some estimates
Suppose that a(y ′) is an (r,∞) atom with support in B(1, ρ) ∩ Sn−1
and satisfies the cancellation conditions in Theorem 1. Let Ik be the interval
(2k,2k+1), k = 1,2, . . . , and
Jk,αf (x)=
∫
Rn
b
(|y|)|y|−n−αa(y ′)χIk(|y|)f (x − y) dy.
It is easy to see that Jk,αf = σk,α ∗ f so that (Jk,αf )ˆ(ξ)= σˆk,α(ξ)fˆ (ξ), where
σk,α is the measure defined by∫
Rn
f dσk,α =
∫
2k|y|<2k+1
f (y)b
(|y|)|y|−n−αa(y ′) dy.
Thus we have
σˆk,α(ξ)∼=
2k+1∫
2k
b
(|t|)|t|−1−α ∫
Sn−1
a(y ′)e−2πit〈y ′,ξ 〉 dσ(y ′) dt.
By the cancellation condition of a(y ′), it is easy to see
∣∣σˆk,α(ξ)∣∣ C 2
k+1∫
2k
t−1−α
∣∣∣∣∣
∫
Sn−1
a(y ′)
{
e−2πit〈y ′−1,ξ 〉 − 1}dσ(y ′)∣∣∣∣∣dt,
because∣∣∣∣∣
∫
Sn−1
a(y ′)
{
e−2πi〈y ′−1,ξ 〉 − 1}dσ(y ′)∣∣∣∣∣
=
∣∣∣∣∣e2πi〈1,ξ 〉
∫
Sn−1
a(y ′)
{
e−2πi〈y ′,ξ 〉 − e−2πi〈1,ξ 〉}dσ(y ′)∣∣∣∣∣.
So by the Taylor expansion and the cancellation and support conditions of a(y ′),
we have∣∣σˆk,α(ξ)∣∣ C2−kα|2kρξ |N+1ρ(1−1/r)(n−1). (4.1)
Similarly, by the support and size conditions of a(y ′) we have∣∣σˆk,α(ξ)∣∣ C2−kαρ(1−1/r)(n−1). (4.2)
The constants C in (4.1) and (4.2) are independent of k, ρ, and ξ .
In the case α = 0, we need a more precise estimate. If a(y ′) = Ω(y ′) is in
Lr(Sn−1), r > 1, and satisfies (1.2) with α = 0, then by [10] we know that there
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is a γ > 0 such that∣∣σˆk,0(ξ)∣∣ Cmin{|2kξ |, |2kξ |−γ }. (4.3)
For α  0, we also have
|σk,α| C
∫
2k|y|<2k+1
|y|−n−α∣∣Ω(y ′)∣∣dy. (4.4)
It is easy to see that if Ω(y ′)= a(y ′) is an (r,∞) atom, then for all 1 p ∞
‖σˆk,α‖∞  C|σk,α| C2−kαρ(1−1/r)(n−1), (4.5)∥∥∥sup
k
(|σk,α| ∗ fk)∥∥∥
Lp(Rn)
 Cρ(1−1/r)(n−1)
∥∥∥sup
k
2−kαfk
∥∥∥
Lp(Rn)
, (4.6)∥∥|σk,α| ∗ fk∥∥Lp(Rn) Cρ(1−1/r)(n−1)2−kα‖fk‖Lp(Rn), (4.6′)
where C is independent of k and ρ.
If Ω is in Lr(Sn−1) with r > 1, then∥∥∥sup
k
|σk,0| ∗ f
∥∥∥
Lp(Rn)
C‖f ‖Lp(Rn) (4.7)
for all 1 <p ∞.
5. Proof of Theorems 1 and 2
First, we remark that throughout this section and the next section, the condition
r = (n− 1)/(n− 1+ α) in Theorems 1 and 3 is equivalent to (n− 1)(1− 1/r)+
α = 0.
To prove Theorem 1, as mentioned in Section 2, we can assume that Ω(y ′)=
a(y ′) is an (r,∞) atom with support inB(1, ρ)∩Sn−1, and prove that the constant
C in the theorem is independent of a(y ′). Let {Φj } and {Ψj } be the same as in
Section 3. Following the proof of lemma in [10], we decompose the operator
TΩ,α(f ) by
TΩ,α(f )=
∑
j
(∑
k
Sj+kσk,α ∗ Sj+kf
)
=
∑
j
∆jf, (5.1)
where (Sjf )ˆ(ξ)=Φ(2j ρξ)fˆ (ξ). Let S∗j be the dual operator of Sj ; it is easy to
check
‖f ‖
F˙
β,q
p
∼=
∥∥∥∥∥
{ ∞∑
j=−∞
∣∣(2j ρ)−βS∗j f ∣∣q
}1/q∥∥∥∥∥
Lp(Rn)
∼=
∥∥∥∥∥
{ ∞∑
j=−∞
∣∣(2j ρ)−βSjf ∣∣q}1/q
∥∥∥∥∥
Lp(Rn)
.
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For any g ∈ F˙−β,q ′
p′ , we have∣∣〈∆jf,g〉∣∣= ∣∣∣∣∫ ∑
k
Sk+j σk,α ∗ (Sj+kf )(x)g(x) dx
∣∣∣∣
=
∣∣∣∣∫ ∑
k
σk,α ∗ (Sj+kf )(x)S∗j+kg(x) dx
∣∣∣∣

∫ (∑
k
∣∣(2k+j ρ)−βσk,α ∗ Sj+kf (x)∣∣q)1/q
×
(∑
k
∣∣(2k+j ρ)βS∗k+j g(x)∣∣q ′)1/q ′ dx. (5.2)
Taking supremum over g with ‖g‖
F˙
−β,q′
p′
 1 and by Hölder’s inequality we have
‖∆jf ‖F˙ β,qp  C
∥∥∥∥∥
(∑
k
∣∣(2k+jρ)−βσk,α ∗ Sk+j f ∣∣q)1/q
∥∥∥∥∥
Lp
. (5.3)
Now we use (5.3) to estimate ‖∆jf ‖F˙ β,qp for different pairs (p, q).For q = p, by (5.3) and (4.6′),
‖∆jf ‖F˙ β,qq C
{∑
k
(2k+j ρ)−βq
∫
Rn
∣∣σk,α ∗ Sk+j f (x)∣∣q dx}1/q
C2jα
(∑
k
(2k+j ρ)−(α+β)q
∫
Rn
∣∣Sk+j f (x)∣∣q dx)1/q .
This shows
‖∆jf ‖F˙ β,qq  C2
jα‖f ‖
F˙
α+β,q
q
. (5.4)
If p = q = 2, we have
‖∆jf ‖2
F˙
β,2
2
∼= ‖∆jf ‖2L2β  C
∑
k
∫
Rn
(2k+j ρ)−2β
∣∣σk,α ∗ (Sj+kf )(y)∣∣2 dy
∼=C
∑
k
∫
Rn
∣∣Φj+k(|ρξ |)(2k+j ρ)−β σˆk,α(ξ)fˆ (ξ)∣∣2 dξ
C
∑
k
∫
Dj+k
∣∣σˆk,α(ξ)fˆ (ξ)∣∣2(2k+j ρ)−2β dξ,
where
Dj =
{
ξ : 2−j−1  |ξρ| 2−j+1}.
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If j  0, noting 2−k−j ∼= |ξρ| on Dj+k , using (4.1) we have
‖∆jf ‖2
F˙
β,2
2
C2−2j (N+1)ρ(n−1)(1−1/r)
∑
k
∫
Dj+k
∣∣fˆ (ξ)∣∣22−2kα|ξ |2β dξ
C2−2j (N−α+1)
∑
k
∫
Dk
∣∣fˆ (ξ)∣∣2|ξ |2(α+β) dξ.
Therefore, for j  0, we have
‖∆jf ‖2
F˙
β,2
2
 C2−j (N−α+1)‖f ‖
F˙
α+β,2
2 (R
n)
. (5.5)
Similarly, using (4.2), we have for j < 0
‖∆jf ‖F˙ β,22  C2
jα‖f ‖
F˙
α+β,2
2 (R
n)
. (5.6)
If p > q , let s = (p/q)′ = p/(p − q). By (5.3), we can take a non-negative
h ∈Ls(Rn) with ‖h‖s = 1 such that
‖∆jf ‖q
F˙
β,q
p
 C
∞∑
k=−∞
∫
Rn
∣∣(2k+jρ)−βσk,α ∗ (Sk+j f )∣∣qhdx. (5.7)
Since |σk,α ∗ (Sk+j f )|q is bounded by
C
(
ρ(n−1)(1−1/r)
)q/q ′2−kqα ∫
2k|y|<2k+1
∣∣a(y ′)∣∣|y|−n∣∣Sk+j f (x − y)∣∣q dy
= C(ρ(n−1)(1−1/r))q/q ′2−kαqLk{|Sj+kf |q}(x),
where
Lkf (x)=
∫
2k|y|2k+1
∣∣a(y ′)∣∣|y|−nf (x − y) dy, (5.8)
we have that∑
k
∫
Rn
∣∣(2k+j ρ)−βσk,α ∗ (Sk+j f )∣∣qhdx
= C(ρ(n−1)(1−1/r))q/q ′
×
∫
Rn
{∑
k
∣∣2−kα(2j+kρ)−βSk+j f (x)∣∣q}Nah(x) dx,
where Nah(x)= supk(L∗kh)(x), and
(L∗kh)(x)=
∫
2k|y|<2k+1
|y|−n∣∣a(y ′)∣∣h(x + y) dy.
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By the rotation method and the Lp boundedness of the Hardy–Littlewood
maximal function, it is easy to see that
‖Nah‖Ls  Cρ(n−1)(1−1/r)‖h‖Ls  ρ(n−1)(1−1/r).
Thus by Hölder’s inequality and (5.7), we have
‖∆jf ‖F˙ β,qp (Rn)  C2
jα
∥∥∥∥∥
(∑
k
∣∣(2k+j ρ)−α−βSk+j f ∣∣q)1/q
∥∥∥∥∥
Lp(Rn)
,
which, together with (5.4), show that if p  q , then for any j ∈ Z
‖∆jf ‖F˙ β,qp  C2
jα‖f ‖
F˙
β+α,q
p
. (5.9)
Taking q = 2 in (5.9) and by duality, it is easy to check that for all 1 <p <∞
‖∆jf ‖F˙ β,2p  C2
jα‖f ‖
F˙
α+β,2
p
. (5.10)
By interpolating (5.5), (5.6) and (5.10) (see [21]), and by the choice of N , we have
a positive number θ , which is less than, but arbitrarily close to, (2(N+1)−αp˜)/p˜
such that for 1 <p <∞
‖∆jf ‖F˙ β,2p  2
−θj‖f ‖
F˙
α+β,2
p
if j  0, (5.11)
‖∆jf ‖F˙ β,2p  2
αj‖f ‖
F˙
α+β,2
p
if j < 0. (5.11′)
Interpolating between (5.11), (5.11′) and (5.9), we obtain a positive number δ =
min{α,γ }, where γ is less than, but arbitrarily close to, (4(N + 1)− p˜αq˜)/p˜q˜ ,
for 1 < q  p <∞, such that
‖∆jf ‖F˙ β,qp  C2
−δ|j |‖f ‖
F˙
α+β,q
p
. (5.12)
From (5.1) and (5.12), we have that for 1 < q  p <∞∥∥TΩ,α(f )∥∥F˙ β,qp  C‖f ‖F˙ α+β,qp . (5.13)
Noting that β is an arbitrary real number, by duality we obtain (5.13) for all β ∈R,
1 < q,p <∞. This proves (1.4) in Theorem 1. Now (1.5) of Theorem 1 follows
by an interpolation result (F˙ α,rr , F˙ α,ss )θ,q ∼= B˙α,qp (see [21]).
The proof of Theorem 2 is exactly the same by letting α = 0, ρ = 1 and using
(4.3) instead of (4.1) and (4.2).
6. Proof of Theorems 3 and 4
We prove Theorem 3 only, since the proof of Theorem 4 (α = 0) is similar
and easier than the case α > 0. Similar to the proof of Theorem 1, it suffices to
show the boundedness on the Triebel–Lizorkin spaces. Also, we can assume that
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Ω(y ′)= a(y ′) is an (r,∞) atom supported in B(1, ρ) ∩ Sn−1 and show that the
bound is independent of a(y ′). For n > α > 0, let Rα be the Riesz potential on Rn
which is defined by (Rαf )ˆ(ξ)= Cα|ξ |−αfˆ (ξ), and let R˜α be the Riesz potential
on Tn defined by
R˜αg(x)= Cα
∑
)∈Λ\{0}
|)|−αa)e2πi〈),x〉 for g(x)=
∑
)∈Λ
a)e
2πi〈),x〉, (6.1)
where Cα is a constant depending on α. It is known that Rα has the “lift”
property, and so does R˜α . This means that Rα (also R˜α) is an isomorphism
between the spaces F˙ β,qp and F˙ α+β,qp and ‖f ‖F˙ β,qp (Rn) ∼= ‖Rαf ‖F˙ α+β,qp (Rn) and
‖g‖
F˙
β,q
p (T
n)
∼= ‖R˜αg‖F˙ α+β,qp (Tn). Thus to prove the theorem, it suffices to show
that, for any γ ∈ R,∥∥RαTΩ,α(f )∥∥F˙ γ,qp (Rn) C‖f ‖F˙ γ,qp (Rn)
implies∥∥R˜αT˜Ω,α(g)∥∥F˙ γ,qp (Tn)  C‖g‖F˙ γ,qp (Tn).
If we further use the “lift” property and note that Rα and R˜α satisfy the semigroup
property RαRγ ∼= Rα+γ . Then it is easy to see that to prove Theorem 3, we only
need to show the following proposition.
Proposition 1. If ‖RαTΩ,α(f )‖F˙ 0,qp (Rn)  C‖f ‖F˙ 0,qp (Rn) for all f ∈ S(R
n), then
for all g ∈ C∞(Tn)∥∥R˜αT˜Ω,α(g)∥∥F˙ 0,qp (Tn) C‖g‖F˙ 0,qp (Tn).
Proof. Let RαTΩ,α = T and R˜αT˜Ω,α = T˜ . They are convolution operators so that
(Tf )ˆ(ξ)= µ(ξ)fˆ (ξ). By the main theorem in [11], to prove the proposition, we
only need to verify µ ∈ L∞, and that µ(ξ) is continuous at each ξ = 0. First we
show that µ(ξ) ∈L∞(Rn). By the definition and (4.1), (4.2), for any ξ = 0∣∣µ(ξ)∣∣C|ξ |−α∑
k
∣∣σˆk,α(ξ)∣∣
C|ξ |−α
∑
|2kρξ |>1
∣∣σˆk,α(ξ)∣∣+C|ξ |−α ∑
|2kρξ |1
∣∣σˆk,α(ξ)∣∣
Cρ(n−1)(1−1/r)
∑
|2kρξ |>1
|2kξ |−α
+Cρ(n−1)(1−1/r)+(N+1)
∑
2k1/|ρξ |
|2kξ |(N+1)−α  C.
So µ ∈L∞.
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Next, fix an ε > 0; for any ξ = 0,
µ(ξ)= Cα|ξ |−α
{
p.v.
∫
|y|<ε
b
(|y|)|y|−n−αa(y ′)e−2πi〈y,ξ 〉 dy
+
∫
|y|ε
|y|−n−αb(|y|)a(y ′)e−2πi〈y,ξ 〉 dy}.
Thus using the cancellation condition on a(y ′) it is easy to check that µ(ξ) is
continuous at each ξ = 0. The proposition is proved. ✷
Remark. In the case α = 0 (Theorem 4), by checking the proof of the main
theorem in [11], it suffices to prove that the symbol µ(ξ) of TΩ,0 is bounded
and each λ ∈ Λ\{0} is a Lebesgue point of m(ξ). But this was pointed out on
p. 263 in [20].
7. Fractional integral operators
Let n > α > 0, Ω ∈ L1(Sn−1). The fractional integral operator FΩ,α is defined
on all f ∈ S(Rn) by
FΩ,α(f )(x)=
∫
Rn
|y|−n+αΩ(y ′)f (x − y) dy.
Let τα,k(y)= |y|−n+αΩ(y ′)χIk (|y|) with Ik = (2k,2k+1]. Then we have
FΩ,α(f )(x)=
∞∑
k=−∞
τα,k ∗ f (x).
It is easy to check∣∣τˆα,k(ξ)∣∣C2kα. (7.1)
By checking p. 551 of [10], we find that if Ω ∈ Lr(Sn−1), r > 1, then for any δ
less than 1/2r ′∣∣τˆα,k(ξ)∣∣C2kα|2kξ |−δ. (7.2)
Now replacing (4.1) and (4.2) by (7.1) and (7.2), using the exactly same proof
in Theorem 1, we have the following theorem for the fractional integral operator.
Theorem 5. Let Ω ∈ Lr(Sn−1), r > 1. For 1 < q,p < ∞, let p˜ = max{p,
p/(p− 1)} and q˜ = max{q, q/(q − 1)}. If 0 < α < 2/r ′p˜q˜ (or r > 2/(2− αp˜q˜)
with 2− αp˜q˜ > 0), then for any real number β
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∥∥FΩ,α(f )∥∥F˙ β,qp (Rn) C‖f ‖F˙ β−α,qp (Rn),∥∥FΩ,α(f )∥∥B˙β,qp (Rn) C‖f ‖B˙β−α,qp (Rn).
8. Littlewood–Paley functions
For an L1(Rn) function φ, we define φt(x) = 2−tnφ(x/2t ), t ∈ R. Then the
Fourier transform of φt is φˆt (ξ) = φˆ(2t ξ ). The Littlewood–Paley g-function
gφ(f ) on R
n is defined on f ∈ S(Rn) by
gφf (x)=
(∫
R
∣∣φt ∗ f (x)∣∣2 dt)1/2. (8.1)
The following theorem is the main result in [8].
Theorem C. For φ ∈L1(Rn), if φ satisfies
(i) ‖ supt∈R |φt |∗f ‖Lp(Rn)  C‖f ‖Lp(Rn) for all f ∈ S(Rn) and all p ∈ (1,∞),
(ii) |φˆ(ξ)| Cmin(|ξ |β, |ξ |−β) for some β > 0,
then we have∥∥gφ(f )∥∥Lp(Rn)  C‖f ‖Lp(Rn) for all f ∈ S(Rn). (8.2)
If we define φt ∗ f (x) by F (f )(x, t), then (8.2) can be written as∥∥‖F (f )‖L2(R)∥∥Lp(Rn) C‖f ‖F˙ 0,2p (Rn). (8.2′)
Now we define, for any real number α,
Fα(f )(x, t)= 2−tαφt ∗ f (x)= 2−tαF (f )(x, t).
In this section we extend Theorem C to the following more general theorem.
Theorem 6. For 1 < p,q <∞, let p˜ and q˜ be as in Theorem 5. Suppose that
φ ∈ L1(Rn) satisfies (i), (ii) in Theorem C. If α ∈ (−β,β) satisfies |α|< 4β/p˜q˜ ,
then we have∥∥‖Fα(f )‖Lq(R)∥∥Lp(Rn)  C‖f ‖F˙ α,qp (Rn). (8.3)
Proof. We use the equivalent definition (3.5) to study the Triebel–Lizorkin
spaces. Choose a radial function Ψ ∈ S(Rn) as in the definition of the Triebel–
Lizorkin spaces, namely Ψ satisfies
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R
Ψ̂ (2s) ds = 1, Ψ̂ (y) > c > 0 if 3/5 |y| 5/3,
supp(Ψ̂ )⊆ {y ∈Rn: 2−1 < |y| 2}.
It is easy to see that for any test function f ∈ S(Rn)
f ∼=
∫
R
Ψs ∗ f ds.
So by the Minkowski inequality, we have that
∥∥Fα(f )(x, ·)∥∥Lq(R) =
(∫
R
∣∣∣∣∣
∫
R
(Ψs+t ∗ 2−tαφt ∗ f )(x) ds
∣∣∣∣∣
q
dt
)1/q

∫
R
Iα,sf (x) ds, (8.4)
where
Iα,sf (x)=
(∫
R
∣∣(Ψs+t ∗ 2−tαφt ∗ f )(x)∣∣q dt)1/q .
Let
Lα,s(f )(x, t)= Ψs+t ∗ 2−tαφt ∗ f (x)= Ψs+t ∗Fα(x, t).
Then
Iα,sf (x)=
∥∥Ψs+t ∗Fα(x, t)∥∥Lq(R,dt) = ∥∥Lα,s(f )(x, ·)∥∥Lq(R).
It is easy to see that∥∥‖Lα,s(f )‖Lq(R)∥∥Lq(Rn) = ∥∥‖Lα,s(f )‖Lq(Rn)∥∥Lq(R)
C
∥∥∥∥∥
(∫
R
|2−tαΨs+t ∗ f |q dt
)1/q∥∥∥∥∥
Lq(Rn)
.
This shows∥∥‖Lα,s(f )‖Lq(R)∥∥Lq(Rn)  C2sα‖f ‖F˙ α,qq (Rn). (8.5)
By the proof of (2.5) in [8] we find that if s  0,∥∥‖Lα,s(f )‖L2(R)∥∥L2(Rn)  C2−s(β−α)‖f ‖L2α ∼= 2−s(β−α)‖f ‖F˙ α,22 (Rn).
(8.6)
Similarly, by the proof of (2.8) in [8], we find that if s < 0, then∥∥‖Lα,s(f )‖L2(R)∥∥L2(Rn)  C2s(α+β)‖f ‖F˙ α,22 (Rn). (8.7)
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If p > q , using the same argument to prove (5.9), we obtain∥∥‖Lα,s(f )‖Lq(R)∥∥Lp(Rn)  C2sα‖f ‖F˙ α,qp (Rn). (8.8)
If q > p, then p′ > q ′. Now for all g(x, t) satisfying ‖‖g‖
Lq
′
(R)
‖
Lp
′
(Rn)
= 1, we
have ∣∣〈Lα,s(f ), g〉∣∣ ∥∥‖F ∗(g)‖Lq′ (R)∥∥Lp′ (Rn)
×
∥∥∥∥∥
(∫
R
|2−tαΨs+t ∗ f |q dt
)1/q∥∥∥∥∥
Lp(Rn)
∼= ∥∥‖F ∗(g)‖Lq′ (R)∥∥Lp′ (Rn)2sα‖f ‖F˙ α,qp (Rn),
where
F ∗(g)(x, t)=
∫
Rn
φt (y)g(x + y, t) dy.
Let s = p′/q ′ > 1 and let s′ be the dual exponent of s. There is a positive function
h ∈Ls ′(Rn), ‖h‖Ls′ (Rn) = 1, such that∥∥‖F ∗(g)‖
Lq
′
(R)
∥∥q ′
Lp
′
(Rn)
=
∫
Rn
∫
R
∣∣∣∣∣
∫
Rn
φt (y)g(x + y, t) dy
∣∣∣∣∣
q ′
dt h(x) dx
 C
∫
Rn
(
sup
t∈R
∫
Rn
∣∣φt(x − y)∣∣h(x) dx)∫
Rn
∣∣g(y, t)∣∣q ′ dt dy
 C
∥∥∥sup
t∈R
|φt | ∗ h
∥∥∥
Ls
′
(Rn)
( ∫
Rn
(∫
R
∣∣g(y, t)∣∣q ′ dt)s dy)1/s
 C‖h‖Ls′ (Rn)
∥∥‖g‖Lq′ (R)∥∥q ′Lp′ (Rn) = C.
This shows, for all q > p,∥∥‖Lα,s(f )‖Lq(R)∥∥Lp(Rn)  C2sα‖f ‖F˙ α,qp (Rn). (8.8′)
By interpolating among (8.5)–(8.8′) and the condition |α|< 4β/p˜q˜ , we obtain a
δ > 0:∥∥‖Lα,s(f )‖Lq(R)∥∥Lp(Rn)  C2−|s|δ‖f ‖F˙ α,qp (Rn). (8.9)
Thus by (8.4) and (8.9),
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∥∥‖Fα(f )‖Lq(R)∥∥Lp(Rn)  ∫
R
‖Iα,s‖Lp(Rn) ds

∫
R
∥∥‖Lα,s(f )‖Lq(R)∥∥Lp(Rn) ds  C‖f ‖F˙ α,qp (Rn).
The theorem is proved. ✷
Next we give two applications of Theorem 6.
Let Ω ∈ L1(Sn−1) satisfy ∫
Sn−1 Ω(x
′) dσ(x ′)= 0 and let
φ(x)= χB(x)|x|−n+1Ω(x ′), (8.10)
where χB is the characteristic function on the unit ball B = {x: |x| < 1}. Let
M(f )(x, t)= φt ∗ f (x); then
µΩ(f )=
{∫
R
∣∣M(f )(x, t)∣∣2 dt}1/2
is the well-known n-dimensional Marcinkiewicz integral defined by Stein. It is
known in [8] that if Ω ∈Lr , r > 1, then for all 1 <p <∞
‖µΩ‖Lp(Rn)  C‖f ‖Lp(Rn).
But by using the same argument on p. 551 of [10], we find that |φˆ(ξ)| 
Cmin{|ξ |, |ξ |−γ }, where γ is any positive number less than 1/2r ′. Thus we have
the following corollary of Theorem 6.
Corollary 1. Let p˜, q˜ be the same as in Theorem 6 and Ω ∈ Lr(Sn−1). If
|α|< 2/(r ′p˜q˜), then∥∥∥∥∥
{∫
R
∣∣2−tαM(f )(·, t)∣∣q dt}1/q∥∥∥∥∥
Lp(Rn)
 C‖f ‖F˙ α,qp (Rn).
We can also define a g∗λ-function Gφ,λ,α,q(f ) by
Gφ,λ,α,q(f )(x)=
( ∫
Rn
∫
R
2−tn
{
2t
/(
2t + |x − y|)}nλ
× ∣∣Fα(f )(y, t)∣∣q dt dy)1/q.
By the same proof as Theorem 2 in [9] and the above Theorem 6, we have
Corollary 2. Let 1 < q  p <∞, λ > 1 and α,φ be the same as in Theorem 6.
Then we have∥∥Gφ,λ,α,q(f )∥∥Lp(Rn)  C‖f ‖F˙ α,qp (Rn).
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This corollary recovers Theorem 2 in [9] if α = 0, q = 2 and φ is defined as
in (8.10).
9. A final remark
Following the definition of (3.5) we can define the Triebel–Lizorkin spaces
on the product space Rn × Rm. Let U ∈ C∞(Rn) and V ∈ C∞(Rm) satisfy
support(U) ⊆ {x,1/2 < |x| 2}, support(V )⊆ {y, 1/2 < |y| 2} and U(x) >
c > 0, V (y) > c > 0 if 3/5  |x| 5/3, 3/5  |y|  5/3. Let Φ and Ψ be the
Fourier inverse of U and V , respectively. For α,β ∈ R, 1 < p1,p2, q <∞, let
s = (α,β) and p = (p1,p2). The Triebel–Lizorkin spaces F˙ s,qp (Rn ×Rm) is the
set of all distributions f on Rn ×Rm such that
‖f ‖F˙ s,qp (Rn×Rm)
=
∥∥∥∥∥
{ ∞∫
0
∞∫
0
∣∣(Φt ⊗Ψs) ∗ f ∣∣q t−αqs−βq ds dt}1/q
∥∥∥∥∥
Lp(Rn×Rm)
<∞,
where ‖ · ‖Lp(Rn×Rm) is the mixed norm.
It is possible to extend the results in this paper to the product spaces.
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