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Abstract
In this paper we investigate the distribution properties of hybrid se-
quences which are made by combining Halton sequences in the ring of
polynomials and digital Kronecker sequences. We give a full criterion
for the uniform distribution and prove results on the discrepancy of such
hybrid sequences.
Keywords: hybrid sequences, digital Kronecker sequences, Halton-type sequences,
discrepancy
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1 Preliminaries
Let (zn)n≥0 be a sequence in the s-dimensional unit cube [0, 1)s, then the dis-
crepancy DN of the first N points of the sequence is defined by
DN = sup
B⊆[0,1)s
∣∣∣∣AN (B)N − λ(B)
∣∣∣∣
where
AN (B) := #{n : 0 ≤ n < N, zn ∈ B},
λ is the s-dimensional Lebesgue measure and the supremum is taken over all
axis-parallel subintervals B ⊆ [0, 1)s. When restricting the supremum over all
axis-parallel subintervals with the lower left point in the origin, then we obtain
the star discrepancy D∗N of the first N points of the sequence. It is easy to see
that D∗N ≤ DN ≤ 2sD∗N . The sequence (zn)n≥0 is called uniformly distributed
if limN→∞DN = 0.
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the Special Research Program “Quasi-Monte Carlo Methods: Theory and Applications”
1
It is frequently conjectured in the theory of irregularities of distribution, that
for every sequence (zn)n≥0 in [0, 1)s we have
DN ≥ cs log
sN
N
for a constant cs > 0 and for infinitely many N . In the following we will ab-
breviate this to DN ≫s log
s N
N . Therefore sequences whose discrepancy satisfies
DN ≤ Cs logsN/N for all N with a constant Cs > 0 that is independent of N
(or DN ≪s logsN/N), are called low-discrepancy sequences.
Well-known examples of low-discrepancy sequences are the s-dimensional
Halton sequences, digital (t, s)-sequences, and one-dimensional Kronecker se-
quences ({nα})n≥0 with α irrational and having bounded continued fraction
coefficients. For the sake of completeness we define the Halton sequences, the
Kronecker sequences, and the digital (t, s)-sequences.
For the Halton sequence [7] (yn)n≥0 we choose s different pairwise coprime
bases b1, . . . , bs ≥ 2 and construct the ith component y(i)n of the nth point
yn = (y
(1)
n , . . . , y
(s)
n ) by representing n = n
(i)
0 + n
(i)
1 bi + n
(i)
2 b
2
i + · · · in base bi
and set
y(i)n = n
(i)
0 /bi + n
(i)
1 /b
2
i + n
(i)
2 /b
3
i + · · · .
The s-dimensional Kronecker sequence related to the real numbers α1, . . . , αs
is defined by (xn = ({nα1}, . . . , {nαs}))n≥0, where {·} denotes the fractional
part operation. It is well-known to be uniformly distributed if and only if
1, α1, . . . , αs are linearly independent over Q.
For the digital (t, s)-sequences in the sense of Niederreiter [28] we start with
the more general, digital (T , s)-sequences in the sense of Larcher and Niederre-
iter, see [22].
Definition 1. Choose s, N×N0-matrices C(1), . . . , C(s) over Fp, p prime. To
generate the ith coordinate x
(i)
n of xn, represent the integer n in base p
n = n0 + n1p+ · · ·+ nrpr,
set
~n := (n0, . . . , nr, 0, 0, . . . )
T
and
C(i) · ~n =: (y(i)1 , y(i)2 , . . . )T .
Further
x(i)n :=
y
(i)
1
p
+
y
(i)
2
p2
+ . . . .
Then (xn)n≥0 is called a digital (T , s)-sequence over Fp, where the parameter
T is defined as follows. For every m ∈ N let T (m), satisfying 0 ≤ T (m) ≤ m,
be such that for all d1, d2, . . . , ds ∈ N0 with d1 + d2 + · · ·+ ds = m− T (m) the
(m− T (m))×m-matrix consisting of the
2
left upper d1 ×m-submatrix of C1 together with the
left upper d2 ×m-submatrix of C2 together with the
...
left upper ds ×m-submatrix of Cs
has rank m − T (m). If T (m) ≤ t for all m, then we speak of a digital (t, s)-
sequence over Fp.
Note that in the definition above as well as in the following we do not dis-
tinguish between the elements of Fp and the elements in the set {0, 1, . . . , p −
1}. It is well known that a digital (T , s)-sequence is uniformly distributed if
limm→∞(m−T (m)) =∞. A necessary and sufficient condition for the uniform
distribution is that the rows of the generating matrices C(1), . . . , C(s) altogether
are linearly independent over Fp, i.e., that any finite set of rows of C
(1), . . . , C(s)
is linearly independent over Fp.
There are many known examples of digital (t, s)-sequences, see for instance
[4, 11, 16, 26, 33, 34, 36]. For the sake of completeness we give the definition of
(t,m, s)-nets and (t, s)-sequences which was introduced by Niederreiter [25].
Definition 2. For a given dimension s, an integer base p ≥ 2, a positive
integer m and an integer t with 0 ≤ t ≤ m, a finite sequence of pm points
in [0, 1)s is called a (t,m, s)-net in base p if each subinterval of the form I =∏s
i=1[ai/p
di , (ai +1)/p
di), where ai, di are nonnegative integers satisfying ai <
pdi for all 1 ≤ i ≤ s and d1 + · · · + ds = m − t, contains exactly pt points.
An infinite sequence (xn)n≥0 ∈ [0, 1)s is called a (t, s)-sequence in base p if
for all integers m, k, satisfying m > t and k ≥ 0, the point set consisting of
xkpm ,xkpm+1, . . . ,x(k+1)pm−1 forms a (t,m, s)-net in base p.
The star discrepancy of a (t,m, 1)-net in base p satisfies ND∗N ≤ pt (see e.g.
[24, Theorems 4.5 and 4.6]). For more information on (t, s)-sequences we refer
the interested reader to [2, 24].
In the following we write Fp[X ] for the ring of polynomials over Fp, Fp(X)
for the field of rational functions over Fp, and Fp((X
−1)) for the field of formal
Laurent series over Fp.
Let L ∈ Fp((X−1)) then there exist two expansions of L. The first is its
Laurent series
L =
∞∑
i=w
aiX
−i
with ai ∈ Fp, w ∈ Z such that aw 6= 0. Then ν(L) = −w. We define the
fractional part {L} of L by
{L} =
∞∑
i=max(1,w)
aiX
−i
The second is the continued fraction expansion
L = [A0;A1, A2, . . .]
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with Ai ∈ Fp[X ] for i ≥ 0 and deg(Ai) ≥ 1 for i ≥ 1. The expansion is finite for
rational L and infinite else. For h ≥ 0 the hth convergent Ph/Qh of L is defined
by Ph/Qh = [A0;A1, . . . , Ah], where Ph, Qh ∈ Fp[X ] and gcd(Ph, Qh) = 1.
The degree of Qh is often abbreviated to dh and satisfies dh =
∑h
i=1 deg(Ai).
Furthermore, ν(L− Ph/Qh) = −dh − dh+1 for k ≥ 0 and for all k ∈ Fp[X ] with
0 ≤ deg(k) < dh+1 we have
ν(L− b/k) ≥ ν(L − Ph/Qh) for all b ∈ Fp[X ].
(For informations on continued fractions and convergents we refer the interested
reader to the Appendix B of [24].)
We define the one-dimensional digital Kronecker sequence (xn)n≥0 using
L. Write n in base p, n = n0 + n1p + · · · + nrpr associate the polynomial
n(X) ∈ Fp[X ] as n(X) = n0 + n1X + · · · + nrXr. For the nth point com-
pute {n(X)L(X)} and evaluate it by setting X equal p. This sequence, often
abbreviated to ({n(X)L(X)})n≥0, can be interpreted as digital sequence with
generating matrix C given by
C =


c1,0 c1,1 c1,2 . . .
c2,0 c2,1 c2,2 . . .
c3,0 c3,1 c3,2 . . .
...
...
...
. . .

 =


a1 a2 a3 . . .
a2 a3 a4 . . .
a3 a4 a5 . . .
...
. . .
. . .
. . .

 .
Straightforward we define the s-dimensional Kronecker sequence determined by
L1, . . . , Ls by just juxtaposing the one-dimensional Kronecker sequences using
Li, i.e., ({n(X)L1(X)}, . . . , {n(X)Ls(X)})n≥0.
Let H be the set of formal Laurent series L in Fp((X−1)) with ν(L) < 0.
Let h be the normalized Haar-measure on H.
There are many analogies between the ordinary Kronecker sequence and the
digital Kronecker sequence.
• The s-dimensional Kronecker sequence associated with α1, . . . , αs is uni-
formly distributed if and only if 1, α1, . . . , αs are linearly independent over
Q.
• Let L1, . . . , Ls ∈ Fp((X−1)). The s-dimensional Kronecker sequence de-
termined by L1, . . . , Ls is uniformly distributed if and only if 1, L1, . . . , Ls
are linearly independent over Fp(X) [23, Theorem 1].
• The one-dimensional Kronecker sequence associated with α is a low-discrepancy
sequence if the continued fraction coefficients of α are bounded.
• The one-dimensional digital Kronecker sequence determined by L is a
low-discrepancy sequence if the continued fraction coefficients of L have
bounded degrees [24, Theorem 4.48].
• The one-dimensional Kronecker sequence associated with α ∈ [0, 1] satis-
fies for all ǫ > 0, NDN ≪α,ǫ log1+ǫN for allmost all α ∈ [0, 1] in the sense
of Lebesgue measure.
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• The one-dimensional digital Kronecker sequence determined by L ∈ H
satisfies for every ǫ > 0, NDN ≪L,p,ǫ log1+ǫN for almost all L ∈ H in the
sense of Haar-measure [23, Corollary 1]. (See [21] for the multidimensional
version.)
There exists also an analog to the Halton sequence in Fp[X ].
Let Fp be a finite prime field and b(X) be a nonconstant monic polynomial
over Fp of degree e. We define the van der Corput sequence in base b(X) as
introduced in [10, 34]. For the nth point yn regard the base p representation of
n = n0 + n1p + n2p
2 + · · · and associate the polynomial n(X) = n0 + n1X +
n2X
2 + · · · . Compute the base b(X) representation of n(X),
n(X) = a0(X) + a1(X)b(X) + a2(X)b
2(X) + · · ·
with deg(ai(X)) < e, and set
yn =
∞∑
i=0
ai(p)
pe(i+1)
.
Straightforward we define the s-dimensional Halton sequences in bases (b1(X), . . . , bs(X))
by just juxtaposing the van der Corput sequences in bases bi(X).
Example 1. Let p = 2 and b(X) = X. Then the van der Corput sequence
in base X over F2 is the ordinary van der Corput sequence in base 2. Let
b1(X) = X and b2(X) = X + 1 then the Halton sequence in bases (X,X + 1)
over F2 corresponds with the two-dimensional Sobol sequence [36] and with the
Faure sequence in base 2 [4].
Again there exist many analogies between the two types of Halton sequences.
• The Halton sequence in bases b1, . . . , bs ≥ 2 is uniformly distributed if and
only if the bases are pairwise coprime.
• The Halton sequence in monic nonconstant bases b1(X), . . . , bs(X) is uni-
formly distributed if and only if the bases are pairwise coprime.
• The Halton sequence in pairwise coprime bases b1, . . . , bs ≥ 2 is a low-
discrepancy sequence.
• The Halton sequence in monic nonconstant pairwise coprime bases b1(X), . . . , bs(X)
is a low-discrepancy sequence. Indeed it is a (t, s)-sequence in base p where
t =
∑s
i=1(ei − 1) with ei = deg(bi(X)) (see e.g. [10]).
• Let I be an elementary interval of the form
I =
s∏
i=1
[
ai
bdii
,
ai + 1
bdii
)
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with di ≥ 0 and 0 ≤ ai < bdii . Then a point xn of the Halton sequence in
pairwise coprime bases b1, . . . , bs ≥ 2 is contained in I if and only if
n ≡ R (mod
s∏
i=1
bdii )
where R is determined by the ai.
• Regard the Halton sequence in monic nonconstant pairwise coprime bases
b1(X), . . . , bs(X) with deg(bi(X)) = ei. Let I be an elementary interval
of the form
I =
s∏
i=1
[
ai
peidi
,
ai + 1
peidi
)
with di ≥ 0 and 0 ≤ ai < peidi . Then a point xn of the Halton sequence
is contained in I if and only if
n(X) ≡ R(X) (mod
s∏
i=1
bi(X)
di)
where R(X) is determined by the ai.
2 Kronecker-Halton sequences
In the last decade hybrid sequences were actively studied (see for instance
[5, 8, 9, 12, 13, 14, 15, 17, 18, 19, 29, 30, 31, 32]). The idea of building hy-
brid sequences is to concatenate the components of two or more different types
of low-discrepancy sequences or in the original idea of Spanier [37] to com-
bine deterministic sequences with pseudo-random sequences. The intentions
are multiple; combining the different structures and/ or advantages of the com-
ponent sequences, providing new types of sequences; discovering new types of
low-discrepancy sequences. The difficulty we face when studying the distribu-
tion of hybrid sequences is to work out proper methods which can handle the
different structures of the component sequences. Hybrid sequences with one or
more digital component sequences turned out to be particularly hard-to-study
objects. There are a few results in [9, 12, 14, 17, 19].
The (s + t)-dimensional hybrid sequences made of Kronecker sequences re-
lated to α1, . . . , αs and Halton sequences in bases b1, . . . , bt are well studied
objects [15, 20, 3]. It is known that ...
1. ... the hybrid sequence is uniformly distributed if and only if the com-
ponent sequences are uniformly distributed. (This follows from a more
general result in [12].)
2. ... the hybrid sequence satisfies for almost all (α1, . . . , αs) in the sense of
Lebesgue measure a discrepancy bound in the style of
NDN ≪ǫ,α1,...,αs,b1,...,bs logs+t+ǫN
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(see [20, 15]).
3. ... the uniformly distributed hybrid sequence in the case where s = 1
satisfies a discrepancy bound of the form
NDN ≪α1,b1,...,bt N1/2 logtN
if α1 has bounded continued fraction coefficients and this bound is best
possible up to the log term [3, Theorem 2].
4. ... the uniformly distributed hybrid sequence in the case where s = 1
satisfies a discrepancy bound of the form
NDN ≪ǫ,α1,b1,...,bt N ǫ
if α1 is an irrational algebraic [3, Theorem 1].
In this paper we built hybrid sequences whose component sequences stem
from the analogs of Kronecker sequences and Halton sequences and provide new
results on hybrid sequences built of digital component sequences. We prove an
analog of item 1 in Theorem 1.
Theorem 1. Let p ∈ P and s, t ∈ N. Let b1(X), . . . , bt(X) ∈ Fp[X ] be
monic pairwise coprime nonconstant polynomials. Furthermore, let L1, . . . , Ls ∈
Fp((X
−1)) be such that they are together with 1 linearly independent over Fp(X).
Let (xn)n≥0 be the digital Kronecker sequence related to L1, . . . , Ls and (yn)n≥0
the digital Halton sequence in bases b1(X), . . . , bt(X). Then the hybrid sequence
(xn,yn)n≥0 is uniformly distributed.
Furthermore, we prove an analog to item 3 in Theorem 2 which by Theorem 3
is best possible up to the log terms. Theorem 3 already indicates that an analog
of item 4 does not hold true as the L considered there is an algebraic one. For
the proof of item 4 in [3] an essential tool is Ridout’s p-adic version of the Thue-
Siegel-Roth Theorem [35]. Now it turns out [1] that the p-adic version of the
Thue-Siegel-Roth Theorem is far from being true in the field of power series in
positive characteristics.
Theorem 2. Let p ∈ P, t ∈ N, b1(X), . . . , bt(X) be monic pairwise coprime
nonconstant polynomials over Fp. Let (yn)n≥0 be the Halton sequence in bases
b1(X), . . . , bt(X). Let L having continued fraction coefficients of bounded de-
grees. Let (xn)n≥0 be the Kronecker sequence associated with L. Then the
discrepancy of the Kronecker-Halton sequence (xn,yn)n≥0 satisfies
NDN ≪p,L,b1,...,bt,t N1/2 logt+1N.
Theorem 3. We regard the two-dimensional sequence (xn, yn)n≥0, where (xn)n≥0
is the digital Kronecker sequence associated with
L = [0;X,X2, X,X2, X,X2, . . .] ∈ F2((X−1))
and (yn)n≥0 is the Halton sequence in base X over F2 (i.e., the van der Corput
sequence in base 2). Then
NDN ≫
√
N
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Finally, we prove a metrical result in the sense of the second item.
Theorem 4. Let p ∈ P, t ∈ N, b1(X), . . . , bt(X) be monic pairwise coprime
nonconstant polynomials over Fp. Let (yn)n≥0 be the Halton sequence in bases
b1(X), . . . , bt(X). Let L ∈ H and let (xn)n≥0 be the Kronecker sequence as-
sociated with L. Then the star-discrepancy of the Kronecker-Halton sequence
(xn,yn)n≥0 satisfies for all ǫ > 0,
NDN ≪p,L,b1,...,bt,ǫ logt+1+ǫN
for almost all L ∈ H in the sense of Haar-measure.
We prove our theorems in the rest of the paper. Theorem 1 is treated in
Section 3, Theorem 2 in Section 4, Theorem 3 in Section 5, and finally Theorem 4
in Section 6.
3 Proof of Theorem 1
For the proof of Theorem 1 we need the following lemma.
Lemma 1. Let e ∈ N0, B(X), R(X) ∈ Fp[X ] with deg(R(X)) < deg(B(X)) = e
and B(X) is monic. Furthermore let u ∈ N and K ∈ N0. Let n = Kpu+e,Kpu+e+
1, . . . , (K + 1)pu+e − 1. We regard all associated polynomials n(X) that satisfy
n(X) ≡ R(X) (mod B(X)). Then they are of the form
n(X) = k(X)B(X) +R(X)
with k(X) out of the set
k(X) = r(X) +XuC(X)
with a fixed C(X) ∈ Fp(X) and r(X) ranges over all polynomials of degree < u.
Proof. We writeB(X) = Xe+be−1Xe−1+· · ·+b1X+b0 and n(X) = K(X)Xu+e+
M(X) where M(X) ranges over all polynomials of degree < u+ e. Then
K(X)Xu+e = K(X)B(X)Xu +K(X)(−be−1Xe−1 − · · · − b1X − b0)Xu
and
M(X) = u(X)B(X) + v(X)
where u(X) ranges over all polynomials of degree < u and v(X) over all poly-
nomials of degree < e. Hence
n(X) = K(X)Xu+e +M(X)
= (K(X)Xu + u(X))B(X) + v(X) +K(X)Xu(−be−1Xe−1 − · · · − b1X − b0).
Now there is a unique v(X), say v(X), such that
v(X) +K(X)Xu(−be−1Xe−1 − · · · − b1X − b0) ≡ R(X) (mod B(X)).
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Now those n(X) satisfying n(X) ≡ R(X) (mod B(X)) are of the form
n(X) =
(
K(X)Xu + u(X)
)
B(X) + v(X) +K(X)Xu(−be−1Xe−1 − · · · − b1X − b0)
=
(
K(X)Xu + u(X)
)
B(X) +R(X) +B(X)
(
XuC1(X) + C2(X)
)
=
( (
K(X) + C1(X)
)︸ ︷︷ ︸
=:C(X)
Xu + u(X) + C2(X)︸ ︷︷ ︸
=:r(X)
)
B(X) +R(X),
where C1(X), C2(X) are fixed polynomials with deg(C2(X)) < u and u(X)
ranges over all polynomials of degree < u. Hence C(X) is fixed and r(X)
ranges over all polynomials of degree < u and the proof is complete.
Let ej := deg(bj(X)) for j = 1, . . . , t. It is sufficient to prove the uniform
distribution on elementary intervals of the following form
I =
s∏
i=1
[
ai
pdi
,
ai + 1
pdi
)
×
t∏
j=1
[
cj
pej lj
,
cj + 1
pej lj
)
with lj, di ≥ 0 and 0 ≤ ai < pdi, 0 ≤ cj < pej lj , as any arbitrary interval can be
approximated arbitrarily precise by unions of such elementary intervals.
Now by the construction of the digital Halton sequence
yn ∈
t∏
j=1
[
cj
pej lj
,
cj + 1
pej lj
)
if and only if
n(X) ≡ R(X) (mod
t∏
j=1
b
lj
j (X)︸ ︷︷ ︸
=:B(X)
)
where R(X) is uniquely determined by the cj . So we have to consider for xn the
subsequence determined by the polynomials n(X) = k(X)B(X) +R(X) where
k(X) ∈ Fp(X). We have
({(k(X)B(X) +R(X))L1}, · · · , {(k(X)B(X) +R(X))Ls}) ∈
s∏
i=1
[
ai
pdi
,
ai + 1
pdi
)
if and only if
zk := ({k(X)B(X)L1}, · · · , {k(X)B(X)Ls}) ∈
s∏
i=1
[
ri
pdi
,
ri + 1
pdi
)
where the ri are uniquely determined by the ai and R(X). Let D
(1), . . . , D(s)
be the generating matrices associated with B(X)L1, . . . , B(X)L1. Now from
the fact that L1, . . . , Ls, 1 are linearly independent over Fp(X) we know that
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B(X)L1, . . . , B(X)L1, 1 are also linearly independent over Fp(X). Therefore,,
we know that the first d1 rows of D
(1) together with the first d2 rows of D
(2)
together with ... the first ds rows ofD
(s) are linearly independent over Fp. Hence
there is a u ∈ N such that when considering any pu consecutive points where
k = Upu, Upu+1, . . . (U+1)pu−1 then ∏si=1 [ ripdi , ri+1pdi ) contains a fair portion
of points, i.e., pu−d1−···−ds many. This together with Lemma 1 implies when
considering (xn,yn) with n in the range n = Kp
u+
∑t
j=1 ej lj ,Kpu+
∑t
j=1 ej lj +
1, . . . , (K + 1)pu+
∑t
j=1 ej lj − 1 that exactly pu−d1−···−ds points lie in I. This
yields the uniform distribution on the elementary interval and hence of the
hybrid sequence.
4 Proof of Theorem 2
For preparing the proof of Theorem 2 we state the following proposition, which
is interesting on its own.
Proposition 1. Let L in Fp((X
−1)) such that the degrees of the coefficients Ad
in the continued fraction expansion are bounded. We defineK(L) = supd≥1 deg(Ad).
Furthermore, let B ∈ Fp[X ] with deg(B) = e. Then the digital Kronecker se-
quence associated with BL is a (t, 1)-sequence over Fp with t = K(L) + e− 1.
Proof. The proposition is already known in the case where B(X) = 1 (see [24]).
Now let BL =
∑∞
i=wB
aiX
−i.
It suffices to prove that for m > t the vectors
cj = (cj,0, cj,1, . . . , cj,m−1) for 1 ≤ j ≤ m− t
are linearly independent. Suppose there are h1, . . . , hm−t ∈ Fp such that
m−t∑
j=1
hjcj = 0 ∈ Fmp
where not all hj are zero. Then
m−t∑
j=1
hjai+j = 0 for 0 ≤ i ≤ m− 1.
With h(X) =
∑m−t
j=1 hjX
j−1 we obtain
hBL =

m−t∑
j=1
hjX
j−1

( ∞∑
i=wB
aiX
−i
)
=
m−t∑
j=1
hj
∞∑
i=wB
aiX
−i+j−1
=
m−t∑
j=1
hj
∞∑
i=wB−j
ai+jX
−i−1.
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And so the coefficient ofX−i−1 is zero for i = 0, 1, . . . ,m− 1. Thus for a suitable
q ∈ Fp[X ] we have ν(hBL − q) < −m. Since deg(h(X)) ≤ m− t− 1 we have
deg(h) + ν(hBL − q) < m− t− 1−m = −t− 1 = −K(L)− e.
On the other hand use the denominators Qh of the convergents Ph/Qh to L and
choose d ∈ N such that deg(Qd−1) ≤ deg(hB) < deg(Qd), then
deg(h) + ν(hBL− q) = 2 deg(hB)− deg(B) + ν((L − q/(Bh)))
≥ 2 deg(Qd−1) + ν((L − q/(Bh)))− deg(B)
≥ 2 deg(Qd−1) + ν((L − Pd−1/Qd−1))− deg(B)
= 2 deg(Qd−1)− deg(Qd−1)− deg(Qd)− deg(B)
= deg(Qd−1)− deg(Qd)− deg(B)
= − deg(Ad)− deg(B) ≥ −K(L)− e.
This is a contradiction.
Example 2. Let Fp be F2 and L = [0;X,X
2, X,X2, X,X2, . . .]. Then L solves
L2 +X2L +X = 0. The digital sequence associated with L is a (1, 1)-sequence
over Fq. The formal Laurent series of L is of the form
L =
∑
n≥1
1/X2
n+1−2n−1−2.
For the proof of Theorem 2 we show two basic properties:
- Let
I := [0, γ)×
t∏
j=1
[
cj
pej lj
,
cj + 1
pej lj
)
with 0 ≤ cj < ejlj , lj ≥ 0 such that
∑t
j=1 ej lj ≤ logp(N)/2. Then
|AN (I)−Nλ(I)| ≪L,p
√
N logN (1)
- Let
J := [0, γ)×
t∏
j=1
[
cj
pej lj
, δj
)
⊆ [0, γ)×
t∏
j=1
[
cj
pej lj
,
cj + 1
pej lj
)
with 0 ≤ cj < ejlj , lj ≥ 0 such that
∑t
j=1 ej lj > logp(N)/2. Then
max(AN (J), Nλ(J)) ≤
√
N + 1 (2)
For the second we see that Nλ(J) ≤ N 1
p
∑t
j=1
ejlj
≤ N 1
plogp(N)/2
= N 1√
N
=
√
N .
Furthermore, (xn,yn) ∈ J implies yn ∈
∏t
j=1
[
cj
pejlj
,
cj+1
pejlj
)
which is equivalent
to
n(X) ≡ R(X) (mod
t∏
j=1
b
lj
j (X))
11
with a fixed R(X) of degree <
∑t
j=1 ej lj . Hence
AN (J) ≤
⌈
N
p
∑t
j=1 ej lj
⌉
≤
⌈√
N
⌉
≤
√
N + 1.
For the first write K(L) = supi≥1 deg(Ai), e :=
∑t
j=1 ej lj , and
N =N⌊logp N⌋p
⌊logp N⌋ +N⌊logp N⌋−1p
⌊logp N⌋−1 + · · ·+NK(L)+2e−1pK(L)+2e−1+
+NK(L)+2e−2pK(L)+2e−2 + · · ·+N1p+N0︸ ︷︷ ︸
=:M1
in base p. We have for the lastM1 points of the sequenceAM1(I) ≤
⌈
pK(L)+2e−1
pe
⌉
≪
pK(L)−1
√
N , and also M1λ(I)≪ pK(L)−1
√
N .
The firstN⌊logp N⌋p
⌊logp N⌋ points relate to a subsequence of the Kronecker se-
quence (xnk)k≥0 that is determined by the indices n such that (xn,yn) ∈ [0, 1)×∏t
j=1
[
cj
pej lj
,
cj+1
pej lj
)
. Hence by Lemma 1 and Proposition 1 this N⌊logp N⌋p
⌊logp N⌋
points of this subsequence form N⌊logp N⌋
(K(L) + e − 1, ⌊logpN⌋ − e, 1)− nets in base p.
The next N⌊logp N⌋−1p
⌊logp N⌋−1 points relate to the subsequence of the Kro-
necker sequence (xnk)k≥0 that is determined by the indices n such that (xn,yn) ∈
[0, 1) ×∏tj=1 [ cjpejlj , cj+1pejlj ). Hence this N⌊logp N⌋−1p⌊logp N⌋−1 points belonging
to this subsequence form N⌊logp N⌋−1
(K(L) + e− 1, ⌊logpN⌋ − e− 1, 1)− nets in base p.
...
And finally, the last NK(L)+2e−1pK(L)+2e−1 points relate to the subsequence of
the Kronecker sequence (xnk)k≥0 that is determined by the indices n such that
(xn,yn) ∈ [0, 1)×
∏t
j=1
[
cj
pejlj
,
cj+1
pejlj
)
. Hence this NK(L)+2e−1pK(L)+2e−1 points
of this subsequence form NK(L)+2e−1
(K(L) + e− 1,K(L) + e− 1, 1)− nets in base p.
Each of these ≪p logN nets satisfies ND∗N ≪ pK(L)+e−1. Hence,
|AN (I)−Nλ(I)| ≪p pK(L)+e−1 logN
≪L
√
N logN.
And the proof of the first item is complete.
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Now for the proof of the Theorem 2 we start with an arbitrary subinterval
S = [0, γ]×
t∏
j=1
[0, δj).
We write δj in base p
ej
δj =
∞∑
i=1
βj,i
piej
.
Define nj := max(lj : ljej ≤ logp(N)), set zj,0 = 0, zj,lj :=
∑lj
i=1
βj,i
piej
for
1 ≤ lj ≤ nj + 1 and znj+2 = δj . We split the above interval into the disjoint
union
S =
n1+2⋃
l1=1
· · ·
nt+2⋃
lt=1
[0, γ)×
t∏
j=1
[zj,lj−1, zlj)︸ ︷︷ ︸
=:I(l1,...,lt)
.
Hence
|AN (S)−Nλ(S)| ≤
n1+2∑
l1=1
· · ·
nt+2∑
lt=1
|AN (I(l1, . . . , lt))−Nλ(I(l1, . . . , lt))| = Σ1+Σ2
where Σ1 sums over all (l1, . . . , lt) such that
∑t
j=1 ej lj ≤ logp(N)/2 and Σ2 over
the rest. Note that both sums have at most
∏t
j=1(nj + 2) ≪p,t,b1,...,bt logtN
summands.
We regard a summand of Σ1: Here
I(l1, . . . , lt) = [0, γ)×
t∏
j=1

lj−1∑
i=1
βj,i
piej
,
lj∑
i=1
βj,i
piej


=
β1,l1−1⋃
c1=0
· · ·
β1,lt−1⋃
ct=0
[0, γ)×
t∏
j=1

lj−1∑
i=1
βj,i
piej
+
cj
pljej
,
lj−1∑
i=1
βj,i
piej
+
cj + 1
pljej

 .
The latter are intervals in the form of the first item. Hence
|AN (I(l1, . . . , lt))−Nλ(I(l1, . . . , lt))| ≪L,p
β1,l1−1∑
c1=0
· · ·
β1,lt−1∑
ct=0
√
N logN
≪L,p,e1,...,es
√
N logN.
Altogether Σ1 ≪L,p,t,b1,...,bt
√
N logt+1N .
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Finally, consider a summand of Σ2:
I(l1, . . . , lt) = [0, γ)×
t∏
j=1
[
zj,lj−1, zj,lj
)
=
β1,l1⋃
c1=0
· · ·
βt,lt⋃
ct=0
[0, γ)×

lj−1∑
i=1
βj,i
piej
+
cj
pljej
,
lj−1∑
i=1
βj,i
piej
+ κj,lj ,cj


︸ ︷︷ ︸
=:J(c1,...,ct)
with κj,lj ,cj = δj −
∑lj
i=1
βj,i
piej
if lj = nj + 2 and cj = βj,lj , κj,lj ,cj =
cj
pljej
if
lj < nj + 2 and cj = βj,lj , and κj,lj ,cj =
cj+1
pljej
else. Thus by the second item
|AN (I(l1, . . . , lt))−Nλ(I(l1, . . . , lt))| ≤
β1,l1∑
c1=0
· · ·
βt,lt∑
ct=0
|AN (J(c1, . . . , ct))−Nλ(J(c1, . . . , ct))|
≤
β1,l1∑
c1=0
· · ·
βt,lt∑
ct=0
max(AN (J(c1, . . . , ct)), Nλ(J(c1, . . . , ct)))
≪
β1,l1∑
c1=0
· · ·
βt,lt∑
ct=0
√
N
≪p,e1,...,es
√
N.
Altogether
Σ2 ≪p,t,b1,...,bs
√
N logtN
and the proof is complete.
5 Proof of Theorem 3
Let n ∈ N and N = 22n+2−2n−3. Then regard the elementary interval of the
form
In = [1/2, 1)× [0/22
n+1−2n−1−2, 1/22
n+1−2n−1−2) ⊆ [0, 1)2.
Now yn ∈ [0/22n+1−2n−1−2, 1/22n+1−2n−1−2) if and only if X2n+1−2n−1−2|n(X).
So we regard the subsequence (xnk)0≤k<22n+1−2n−1−1 that goes along with the
polynomials X2
n+1−2n−1−2k(X) where deg(k(X)) < 2n+1 − 2n−1 − 1. Using
the construction of xn and Example 2 we see
( 1, 0, 0, 1, 0, . . . , 0, 1︸ ︷︷ ︸
first 2n+1 − 2n−1 − 2 coefficients of L,
0, 0, . . . , 0,︸ ︷︷ ︸
next 2n+1 − 2n−1 − 1 coefficients of L
1, 0, . . .)×
×( 0, . . . , 0︸ ︷︷ ︸
first 2n+1 − 2n−1 − 2 coefficients of n(X),
, k0, k1, . . . , k2n+1−2n−1−2︸ ︷︷ ︸
first 2n+1 − 2n−1 − 1 coefficients of k(X)
, 0, . . .)T = (0).
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Thus the interval In remains empty. Hence
NDN ≥ |AN (In)−Nλ(In)| = 2
2n+2−2n−3
22n+1−2n−1−1
=≫
√
N.
6 Proof of Theorem 4
For the proof of Theorem 4 we collect several auxiliary results.
Let P be the set of polynomials in Fp[X ] of degree ≥ 1.
Lemma 2. Let B1, . . . , Bk ∈ P and let
R(B1, . . . , Bk) = {L ∈ H : Aj(L) = Bj , 1 ≤ j ≤ k}.
Then h(R(B1, . . . , Bk)) = p
−2(deg(B1)+···+deg(Bk)).
Proof. See [27, Lemma 2].
Note that ∑
B∈P
p−2 deg(B) = 1.
Lemma 3. Let B ∈ Fp[X ] \ {0}. Then f : H → H, L 7→ {BL} is h-measure
preserving.
Proof. See, e.g., [38] or [6].
Lemma 4. Let L(X) =
∑∞
k=w akX
−k be any formal Laurent series over Fp.
Let m ∈ N, dh := deg(Qh), and H ∈ N such that dH ≤ m < dH+1. Then the
matrix 

a1 a2 · · · am
a2 a3 · · · am+1
. . .
. . .
. . .
. . .
adH adH+1
. . . am+dH−1


over Fp has full row rank.
Proof. We know ν({QH−1L}) = −dH and for all P ∈ Fp[X ]\{0} with deg(P ) <
dH we have ν({PL}) ≥ ν({QH−1L}) = −dH . Suppose that the rows are linearly
dependent, then there exists a P (X) =
∑dH−1
r=0 prX
r not the zero polynomial
such that ν({PL}) < −m ≤ −dH , which is a contradiction.
Lemma 5. Let V (X), L(X) be any formal Laurent series over Fp. Let m ∈ N,
dh := deg(Qh), and H ∈ N such that dH ≤ m < dH+1. Then
pmD∗pm({k(x)L(x) + V (x)}) ≤ pdeg(AH+1(L)).
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Proof. By the last lemma this point set is a (m− dH ,m, 1)-net. Hence
pmD∗pm ≤ pm−dH ≤ pdH+1−dH = pdeg(AH+1(L)).
One of the core results in the proof of Theorem 4 is the following proposition.
Proposition 2. Let (xn)n≥0 be the Kronecker sequence determined by L ∈ H,
let (yn)n≥0 be the Halton sequence in bases b1(X), . . . , bt(X) pairwise coprime
nonconstant and monic. Then for all N > 1
NDN((xn,yn))≪b1,...,bt,p,t logtN+
⌊logp N⌋∑
h=1
⌊logp N⌋∑
l1=1
· · ·
⌊logp N⌋∑
lt=1
deg(Ah(b
l1
1 · · · bltt L))pdeg(Ah(b
l1
1 ···b
lt
t L))
Proof. We start with an arbitrary subinterval S := [0, α) × ∏tj=1[0, βj) ⊆
[0, 1)t+1.
We write βj in base p
ej : βj =
∑∞
i=1
βj,i
peji
. Define ηj := ⌊logpej N⌋, zj,0 = 0,
zj,l =
∑l
i=1
βj,i
peji
for l = 1, . . . , ηj + 1, and zj,ηj+2 = βj . Then
S =
η1+2⋃
l1=1
· · ·
ηt+2⋃
lt=1
[0, α)×
t∏
j=1
[zj,lj−1, zj,lj ]︸ ︷︷ ︸
I(l1,...,ls)
and
|AN (S)−Nλ(S)| ≤
η1+2∑
l1=1
· · ·
ηt+2∑
lt=1
|AN (I(l1, . . . , ls))−Nλ(I(l1, . . . , ls))| =: Σ1+Σ2
where Σ1 sums over all (l1, . . . , lt) such that
∑t
j=1 ejlj ≤ logpN and Σ2 over the
rest. Note that both have at most
∏t
j=1(ηj + 2)≪p,t,b1,...,bt logtN summands.
Let us first consider Σ2: We split
I(l1, . . . , lt) = [0, α)×
t∏
j=1
[
zj,lj−1, zj,lj
)
=
β1,l1⋃
c1=0
· · ·
βt,lt⋃
ct=0
[0, α)×

lj−1∑
i=1
βj,i
piej
+
cj
pljej
,
lj−1∑
i=1
βj,i
piej
+ κj,lj ,cj


︸ ︷︷ ︸
=:J(c1,...,ct)
with κj,lj ,cj = βj −
∑lj
i=1
βj,i
piej
if lj = nj + 2 and cj = βj,lj , κj,lj ,cj =
cj
pljej
if
16
lj < nj + 2 and cj = βj,lj , and κj,lj ,cj =
cj+1
pljej
else. Thus
|AN (I(l1, . . . , lt))−Nλ(I(l1, . . . , lt))| ≤
β1,l1∑
c1=0
· · ·
βt,lt∑
ct=0
|AN (J(c1, . . . , ct))−Nλ(J(c1, . . . , ct))|
≤
β1,l1∑
c1=0
· · ·
βt,lt∑
ct=0
max(AN (J(c1, . . . , ct)), Nλ(J(c1, . . . , ct)))
≤
β1,l1∑
c1=0
· · ·
βt,lt∑
ct=0
1
≪p,e1,...,es 1
where we used that λ(J(c1, . . . , ct)) ≤ 1/N and AN (J(c1, . . . , ct)) ≤ 1.
Altogether
Σ2 ≪p,t,b1,...,bs logtN.
It remains to estimate Σ1: Here
I(l1, . . . , lt) = [0, α)×
t∏
j=1

lj−1∑
i=1
βj,i
piej
,
lj∑
i=1
βj,i
piej


=
β1,l1−1⋃
c1=0
· · ·
β1,lt−1⋃
ct=0
[0, α)×
t∏
j=1

lj−1∑
i=1
βj,i
piej
+
cj
pljej
,
lj−1∑
i=1
βj,i
piej
+
cj + 1
pljej


︸ ︷︷ ︸
=:J(c1,...,ct)
.
Hence
|AN (I(l1, . . . , lt))−Nλ(I(l1, . . . , lt))| ≤
β1,l1−1∑
c1=0
· · ·
β1,lt−1∑
ct=0
|AN (J(c1, . . . , ct))−Nλ(J(c1, . . . , ct))|.
Now we have yn ∈
∏t
j=1
[∑lj−1
i=1
βj,i
piej
+
cj
plj ej
,
∑lj−1
i=1
βj,i
piej
+
cj+1
pljej
)
if and only if
n(X) ≡ R(X) (mod
t∏
j=1
bj(X)
lj
︸ ︷︷ ︸
B(X)
) (3)
where R(X) is determined by the βi,j and cj. We set e :=
∑t
j=1 ejlj and write
N = N0+N1p+N2p
2+· · ·+Ne−1pe−1+Nepe+Ne+1pe+1+· · ·+N⌊logp N⌋p⌊logp N⌋.
We regard the indizes n = 0, 1, . . . , p⌊logp N⌋ − 1. Then for the p⌊logp N⌋−e
points xn with n satisfying (3), by Lemma 1 and 5, we obtain
|Ap⌊logp N⌋−e([0, α))− p⌊logp N⌋−eλ([0, α))| ≤ p⌊logp N⌋−eD∗p⌊logp N⌋−e({k(X)B(X)L(X) + V (X)})
≤ pdeg(AH+1(BL))
17
for some V (X), where H is such that dH ≤ ⌊logpN⌋ − e < dH+1. We proceed
step by step and end up if Ne ≥ 1 with n = (Ne − 1)pe + Ne+1pe+1 + · · · +
N⌊logp N⌋p
⌊logp N⌋, (Ne−1)pe+Ne+1pe+1+ · · ·+N⌊logp N⌋p⌊logp N⌋+1, . . . , (Ne−
1)pe +Ne+1p
e+1 + · · ·+N⌊logp N⌋p⌊logp N⌋ + pe − 1. Then for the one point xn
with n satisfying (3) we have
|A1([0, α)− 1λ([0, α))| ≤ 1 ≤ pdeg(A1(BL)).
Note the fact that dh+1 − dh = deg(Ah+1(BL)), then trivially H ≤ logpN , and
note also the fact that lj ≤ logpN . Thus, it is not so hard to see that the sum
in the proposition together with the implied constant is a proper upper bound.
For the last N0 +N1p+N2p
2 + · · ·+Ne−1pe−1 points we obtain
|AN0+N1p+N2p2+···+Ne−1pe−1(J(c1, . . . , ct))−(N0+N1p+N2p2+· · ·+Ne−1pe−1)λ(J(c1, . . . , ct))| ≤ 1.
Those terms end up in ≪ logtN .
The second core result for the proof of Theorem 4 is the following.
Proposition 3. We have
⌊logp N⌋∑
h=1
⌊logp N⌋∑
l1=1
· · ·
⌊logp N⌋∑
lt=1
deg(Ah(b
l1
1 · · · bltt L))pdeg(Ah(b
l1
1 ···bltt L)) ≪t,L,ǫ,p logt+1+ǫN
for all N > 1 and all ǫ > 0 for almost all L ∈ H in the sense of Haar-measure.
Proof. Let
EC := {L ∈ H : pdeg(Ah(b
l1
1 ···b
lt
t L)) < C(l1 · · · lth)4 for all l1, . . . , lt ∈ N0 and all h ∈ N},
where l = max(1, l).
We first show limC→∞ h(EC) = 1.
The complement EC of EC contains all L for which there exists h0 and
l1,0, . . . , lt,0 such that
pdeg(Ah0 (b
l1,0
1 ···b
lt,0
t L)) ≥ C(l1,0 · · · lt,0h0)4.
For such L denote by h0(L) the minimal such h0, by l1,0(L) the minimal l1,0 for
given h0(L), further by l2,0(L) the minimal l2,0 for given h0(L) and l1,0(L) and
so on. Then
EC =
∞⋃
h0=1
∞⋃
l1,0=0
· · ·
∞⋃
lt,0=0
{
L ∈ EC : h0(L) = h0, l1,0(L) = l1,0, . . . , lt,0(L) = lt,0
}
.
We consider the Haar-measure of
S =
{
L ∈ EC : h0(L) = h0, l1,0(L) = l1,0, . . . , lt,0(L) = lt,0
}
.
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Let L ∈ S then the h0 − 1st convergent of bl1,01 · · · blt,0t L satisfies
ν(b
l1,0
1 · · · blt,0t L−
Ph0−1
Qh0−1
) = −2 deg(Qh0−1)− deg(Ah0(bl1,01 · · · blt,0t L)).
Then
ν(L− A
b
l1,0
1 · · · blt,0t Qh0−1
) = −2 deg(Qh0−1)−deg(Ah0(bl1,01 · · · blt,0t L))−deg(bl1,01 · · · blt,0t )
for some A with deg(A) < deg(Qh0−1) + deg(b
l1,0
1 · · · blt,0t ). This means L is
contained in a set of Haar measure
p− deg(Qh0−1)−Ah0 (b
l1,0
1 ···b
lt,0
t L) ≤ p− deg(Qh0−1) 1
C(l1,0 · · · lt,0h0)4
where we used deg(Ah0(b
l1,0
1 · · · blt,0t L)) ≥ logp(C(l1,0 · · · lt,0h0)4). Note that we
have deg(Qh0−1) =
∑h0−1
i=1 deg(Ai(b
l1,0
1 · · · blt,0t L)) ≤ h0 logp(C(l1,0 · · · lt,0h0)4).
Hence
h(S) <
∑
Q∈P,deg(Q)≤h0 logp(C(l1,0···lt,0h0)4)4)
p− deg(Q)
1
C(l1,0 · · · lt,0h0)4
< (p− 1)h0 logp(C(l1,0 · · · lt,0h0)
4)
C(l1,0 · · · lt,0h0)4
.
Hence
h(EC) ≤
∞∑
h=1
∞∑
l1=0
· · ·
∞∑
lt=0
(p− 1)h logp(C(l1 · · · lth)
4)
C(l1 · · · lth)4
≪p logC/C
and the assertion limC→∞ h(EC) = 1 holds.
Next we show
∫
EC
deg(Ak(b
l1
1 · · · bltt L))pdeg(Ak(b
l1
1 ···b
lt
t L))dh(L)≪p,C log2p((l1 · · · lth)):
We define elementary intervals
I
(l1,...,ls)
B1,...,Bk
:= {L ∈ H : Ah(bl11 · · · bltt L) = Bh for all h = 1, . . . , k}.
By Lemma 2 and 3 we have
h(I
(l1,...,ls)
B1,...,Bk
) = h(I
(0,...,0)
B1,...,Bk
) = p−2(deg(B1)+···+deg(Bk))
and the identity
h(I
(l1,...,ls)
B1,...,Bk
) = p−2(deg(Bk))h(I(l1,...,ls)B1,...,Bk−1).
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Hence by definition
∫
EC
deg(Ak(b
l1
1 · · · bltt L))pdeg(Ak(b
l1
1 ···bltt L))dh(L)
≤
∑
Bk∈P,deg(Bk)≤logp(C(l1···ltk)4)
∑
B1∈P
· · ·
∑
Bk−1∈P
∫
I
(l1,...,ls)
B1,...,Bk
deg(Ak(b
l1
1 · · · bltt L))pdeg(Ak(b
l1
1 ···bltt L))dh(L)
=
∑
Bk∈P,deg(Bk)≤logp(C(l1···ltk)4)
∑
B1∈P
· · ·
∑
Bk−1∈P
deg(Bk)p
deg(Bk)h(I
(l1,...,ls)
B1,...,Bk
)
=
∑
Bk∈P,deg(Bk)≤logp(C(l1···ltk)4)
deg(Bk)p
−(deg(Bk))
∑
B1∈P
· · ·
∑
Bk−1∈P
h(I
(l1,...,ls)
B1,...,Bk−1
)
=
∑
Bk∈P,deg(Bk)≤logp(C(l1···ltk)4)
deg(Bk)p
−(deg(Bk))
≤ logp(C(l1 · · · ltk)4)
logp(C(l1···ltk)4)∑
r=1
(p− 1)prp−r
≪t,p,C log2p(l1 · · · ltk).
Now we estimate∫
EC
H∑
h=1
H∑
l1=1
· · ·
H∑
lt=1
deg(Ah(b
l1
1 · · · bltt L))pdeg(Ah(b
l1
1 ···bltt L))
(l1 · · · lsh)1+ǫ/(t+1)
dh(L)≪t,p,C
H∑
h=1
H∑
l1=1
· · ·
H∑
lt=1
log2p(l1 · · · lth)
(l1 · · · lsh)1+ǫ/(t+1)
≪t,p,C,ǫ 1.
Since the integrand above is monotonically increasing in H , we have for almost
all L ∈ H in the sense of Haar measure that
H∑
h=1
H∑
l1=1
· · ·
H∑
lt=1
deg(Ah(b
l1
1 · · · bltt L))pdeg(Ah(b
l1
1 ···bltt L))
(l1 · · · lsh)1+ǫ/(t+1)
≪t,p,C,ǫ 1,
and hence for almost all L ∈ H
H∑
h=1
H∑
l1=1
· · ·
H∑
lt=1
deg(Ah(b
l1
1 · · · bltt L))pdeg(Ah(b
l1
1 ···bltt L)) ≪t,p,C,ǫ Ht+1+ǫ
for all H .
Theorem 4 is now an immediate consequence of Proposition 2 and 3.
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