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Abstract—Applications in robotics, such as multi-robot target
tracking, involve the execution of information acquisition tasks by
teams of mobile robots. However, in failure-prone or adversarial
environments, robots get attacked, their communication channels
get jammed, and their sensors fail, resulting in the withdrawal of
robots from the collective task, and, subsequently, the inability
of the remaining active robots to coordinate with each other.
As a result, traditional design paradigms become insufficient
and, in contrast, resilient designs against system-wide failures
and attacks become important. In general, resilient design prob-
lems are hard, and even though they often involve objective
functions that are monotone and (possibly) submodular, scalable
approximation algorithms for their solution have been hitherto
unknown. In this paper, we provide the first algorithm, en-
abling the following capabilities: minimal communication, i.e.,
the algorithm is executed by the robots based only on minimal
communication between them; system-wide resiliency, i.e., the
algorithm is valid for any number of denial-of-service attacks
and failures; and provable approximation performance, i.e., the
algorithm ensures for all monotone and (possibly) submodular
objective functions a solution that is finitely close to the optimal.
We support our theoretical analyses with simulated and real-
world experiments, by considering an active information acqui-
sition application scenario, namely, multi-robot target tracking.
I. INTRODUCTION
Advances in robotic miniaturization, perception, and com-
munication [1]–[7] envision the deployment of robots to
support critical missions such as:
• Hazardous environmental monitoring: Deploy a team of
mobile robots to monitor the radiation flow around a
nuclear reactor after an explosion; [1]
• Adversarial-target tracking: Deploy a team of agile robots
to track an adversarial target that moves in a cluttered
urban environment, aiming to escape; [2]
• Search and rescue: Deploy a team of aerial micro-robots
to localize people trapped in a burning building; [3]
Each of the above scenarios requires the deployment of a
mobile team of robots, where each robot needs to be agile;
coordinate its motion with its team in a decentralized way;
and navigate itself in unknown, complex, and GPS-denied
environments, with the objective of gathering the most infor-
mation about a process of interest. In particular, the problem
of designing the motion of a team of mobile robots to infer the
state of a process is known as active information gathering.
But in all above mission scenarios the robots operate in
failure-prone and adversarial environments, where the robots’
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can get attacked; their communications channels can get
jammed; or their sensors can fail. Therefore, in such failure-
prone or adversarial scenarios, resilient designs against worst-
case and system-wide failures and attacks become important.
In this paper we formalize for the first time a problem of
resilient active information gathering with mobile robots, that
goes beyond the traditional objective of (non-resilient) active
information gathering, and guards against worst-case failures
or attacks that can cause not only the withdrawal of robots
from the information gathering task, but also the inability of
the remaining robots to jointly optimize their control inputs,
due to disruptions to their communication network.
Evidently, resilient active information gathering with mobile
robots is a computationally challenging task, since it needs
to account for all possible removals of robots from the joint
motion-design task, which is a problem of combinatorial com-
plexity. In particular, this computational challenge motivates
one of the primary goals in this paper, namely, to provide a
scalable and provably near-optimal approximation algorithm
for resilient active information gathering with mobile robots.
Related work. Related work on problems of information
gathering focuses on the deployment of either static sen-
sors [8]–[10] or mobile sensors (mounted on robots) [11]–[20]
to monitor a target process. Among these works, the line of
work [11]–[20] is the most relevant to ours, as it considers
mobile sensors. In particular, [11]–[15] focus on information
gathering tasks over non-Gaussian processes, whereas the
remaining [16]–[20] focus on information gathering tasks
over Gaussian processes. The advantage in the latter case
is that open-loop robot-motion designs are optimal [18], an
observation that led [18]–[20] to provide the first scalable,
non-myopic robot-motion algorithms for active information
gathering, along with sub-optimality guarantees. However, in
all of these works, there is no resilience to failures or attacks.
In contrast to robotic control, resilient optimization prob-
lems have recently received attention in the literature of set
function optimization [21]–[23]. However, [21]–[23] focus on
the resilient selection of a small subset of elements in the event
of attacks or failures, whereas the information acquisition
problem requires the selection of controls for all robots over
a time horizon. In this paper, we capitalize on the recent
results in [22], [23] and seek to bridge the gap between
developments in set function optimization and robotic control
design to enable critical missions necessitating resilient active
information gathering with mobile robots.
Contributions. We make the following contributions:
• (Problem definition) We formalize the problem of re-
silient active information gathering with mobile robots
against multi-robot denial-of-service attacks or failures.
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This is the first work to formalize, address, and demon-
strate the importance of this problem.
• (Solution) We develop the first algorithm for resilient ac-
tive information gathering with the following properties:
– minimal communication: it terminates within the same
order of communication rounds as state-of-the-art al-
gorithms for (non-resilient) information gathering;
– system-wide resiliency: it is valid for any number of
denial-of-service attacks or failures;
– provable approximation performance: for all mono-
tone and (possibly) submodular information gathering
objective functions in the active robot set (non-failed
robots), it ensures a solution close to the optimal.
• (Simulations) We conduct simulations in a variety of
multi-robot multi-target tracking scenarios, varying the
number of robots, targets, and failures. Our simulations
validate the benefits of our approach to achieve resilient
robotic control against failures or attacks.
• (Experiments) We conduct hardware experiments of mul-
tiple quad-rotors tracking static ground targets, to demon-
strate visually the necessity for resilient robot motion de-
sign against robotic failures or denial-of-service attacks.
Notation. Calligraphic fonts denote sets (e.g., A). Given a
set A, then |A| denotes A’s cardinality; given also a set B, then
A\B denotes the set of elements in A that are not in B. Given
a random variable v, with mean µ and covariance Σ, then
v ∼ N(µ,Σ) denotes that v is a Gaussian random variable.
II. PROBLEM STATEMENT
We formalize the problem of resilient active information
gathering. To this end, we start with some basic definitions.
A. Basic definitions
We introduce standard models for the notions robots, target,
sensors, and information objective function [18].
a) Robots: Active information gathering utilizes a team
of mobile robots to track the evolution of a target process.
We denote the set of available robots as V , and model each
robot’s dynamics as a discrete-time non-linear system:
xi,t = fi(xi,t−1, ui,t−1), i ∈ V, t = 1, 2, . . . , (1)
where the vector xi,t ∈ Rnxi,t represents the state of robot i at
time t, and the vector ui,t ∈ Ui,t represents the control input,
where Ui,t is a finite set of admissible control inputs.
b) Target: The objective of active information gathering
is to track the evolution of a target process. We model the
target’s evolution as a standard discrete-time (possibly time-
varying) linear system with additive process noise:
yt = At−1yt−1 + wt−1, t = 1, 2, . . . , (2)
where the vector yt ∈ Rnyt represents the state of the target
at time t, the vector wt−1 ∈ Rnyt represents process noise,
and the matrix At−1 has suitable dimension. In addition, we
let y0 be a random variable with covariance Σ0|0, and wt−1 be
a random variable with zero mean and covariance Wt−1 such
that wt−1 is independent of y0 and of wt′−1, for all t′ 6= t.
c) Sensor measurements: We consider the sensor mea-
surements to be linearly dependent on the state of the target,1
and non-linearly dependent on the robots’ state, as follows:
zi,t = Hi,t(xi,t)yt + vi,t(xi,t), i ∈ V, t = 1, 2, . . . , (3)
where the vector zi,t ∈ Rnzi,t is the measurement obtained
at time t by the on-board sensor at robot i, the vector
vi,t(xi,t) ∈ Rnzi,t represents measurement noise, and the
matrix Hi,t(xi,t) has suitable dimension. In addition, we let
vi,t(xi,t) be a random variable with zero mean and covariance
vi,t(xi,t) such that vi,t(xi,t) is independent of y0, of wt′−1,
and of vi′,t′ for all t′ 6= t, and i′ 6= i.
d) Information objective function: The problem of active
information gathering requires the team of robots in V to select
their control inputs to maximize the team’s tracking capability
of a target. To the latter end, we assume the robots to use a
Kalman filtering algorithm to track the evolution of the target
over an observation time-horizon T. Moreover, we consider
the robots’ collective tracking capability to be quantified by an
information objective function, denoted henceforth by J , that
depends solely on the Kalman filter’s error covariances across
all times t = 1, 2, . . . , T. Naturally, the Kalman filter’s error
covariances depend on the robots’ control inputs, as well as
on both the target process’s initial condition y0 and the robots’
initial conditions {xi,0 : i ∈ V}. Overall, given an observation
time-horizon T , it is:
J =J(u1:T (V)) ,
J [Σ1(u1(V)),Σ2(u1:2(V)), . . . ,ΣT (u1:T (V))],
(4)
where Σt(u1:t(V)) denotes that Kalman filter’s error covari-
ance at time t given the robots’ control inputs up to time t,
namely, given u1:t(V) , {ui,t′ : ui,t′ ∈ Ui,t′ , i ∈ V, t′ =
1, 2, . . . , t}. Examples of information objective functions of
the same form as in eq. (4) are the average minimum mean
square error 1/T
∑T
t=1 trace (Σt), the average confidence-
ellipsoid volume 1/T
∑T
t=1 log det(Σt) [24, Appendix E], as
well as information theoretic objectives such as the mutual
information I(yt|z1:t) and conditional entropy h(yt|z1:t) [18],
where z1:t , {zi,t′ : i ∈ V, t′ = 1, 2, . . . , t}, i.e., z1:t is the
set of measurements collected by all robots’ across all times.
B. Resilient Active Information Gathering
We define next the main problem in this paper.
Problem 1 (Resilient Active Information Gathering)
Given a time horizon T , consider a set of robots V , with
dynamics per eq. (1), with sensing capabilities per eq. (3),
and with a connected communication network; in addition,
consider a target process per eq. (2); moreover, consider an
information gathering objective function J per eq. (4); finally,
consider a number α ≤ |V|. For all robots i ∈ V , and for all
times t = 1, 2, . . . , T, find control inputs ui,t to maximize the
objective function J against a worst-case failure or attack to
the robots in V that causes the removal α robots from V at
1This standard modeling consideration is without loss of generality when-
ever linearization over the current estimate of the target’s state is possible.
the beginning of time (t = 0), as well as the disruption of all
communications among the remaining robots in V across all
times (t = 1, 2, . . . , T ). Formally:
max
ui,t ∈ Ui,t, i ∈ V,
t = 1, 2 . . . , T
min
A⊆V
J(u1:T (V \ A)) :
such that, for all i ∈ V, t = 1, 2, . . . , T :
yt = At−1yt−1 + wt−1,
xi,t = fi(xi,t−1, ui,t−1),
zi,t = Hi,t(xi,t)yi,t + vi,t(xi,t),
ui,t = ui,t(zi,1, zi,2, . . . , zi,t),
|A| ≤ α,
(5)
where for any robot set R ⊆ V and any time horizon T , we
let u1:T (R) , {ui,t : ui,t ∈ Ui,t, i ∈ R, t = 1, 2, . . . , T}.
We henceforth denote the problem in eq. (5) by:
P(V, α), (6)
where we stress the dependence of the problem only on the set
of robots V , and the maximum number of failures or attacks α.
Given an instance of Problem 1, and the notation in eq. (6),
then the (non-resilient) active information gathering problem
is the instance of the problem in eq. (5) where α = 0, namely,
P(V, 0). Hence, Problem 1 goes beyond the objective of the
active information gathering problem P(V, 0), by accounting
in the planning process for worst-case failures or attacks
that (i) not only may cause the removal of robots from the
information gathering task, but also, (ii) they may prevent the
remaining robots from jointly re-planning their motion, e.g.,
due to the caused disruptions to the robots’ communication
network after the removal of the attacked or failed robots.
III. ALGORITHM FOR
RESILIENT ACTIVE INFORMATION GATHERING
We present the first scalable algorithm for Problem 1,
whose pseudo-code is described in Algorithm 1; afterwards,
we describe the intuition behind it.
A. Scalable algorithm for Problem 1
Algorithm 1 is composed of four steps:
a) Computation of robots’ marginal contributions in the
absence of attacks (step 1 of Algorithm 1): Each robot i ∈ V
solves the problem of active information gathering in eq. (7),
which is an instance of Problem 1 where no other robot
participates in the information gathering task, and where no
attacks or failures are possible; algorithms to solve such
information gathering problems have been proposed in [18]–
[20]. Overall, each robot i ∈ V , by solving the problem in
eq. (7), computes its marginal contribution to the information
gathering task in Problem 1 in the absence of any other robot
in V \ {i}, and in the absence of any attacks and failures.
b) Computation of robot set L with the α largest
marginal contributions in the absence of attacks (step 2 of
Algorithm 1): The robots in V share their marginal contribu-
tion to the information gathering task, which they computed
Algorithm 1 Scalable algorithm for Problem 1.
Input: Time horizon T ; set of robots V; dynamics of robots
in V , per eq. (1); dynamics of target process, per eq. (2);
sensing capabilities of robots in V , per eq. (3); information
objective function J , per eq. (4); number α ≤ |V|,
per Problem 1, that represents the maximum number of
possible robot removals from V .
Output: Control inputs ui,t for all robots i ∈ V , and for all
times t = 1, 2, . . . , T .
1: Each robot i ∈ V computes the value of the (non-resilient)
active information gathering problem:
P({i}, 0), (7)
per the notation in eq. (6), and denotes it by qi.
2: All robots in V find a subset L of α robots among them
(that is, L ⊆ V and |L| = α), such that for all robots
i ∈ L and all robots j ∈ V \ L, it is qi > qj ;
3: Each robot in L adopts the control inputs it computed in
Algorithm 1’s line 1 by solving the problem in eq. (7).
4: The robots in V\L compute their control inputs by solving
the following active information gathering problem:
P(V \ L, 0), (8)
per the notation we introduced in eq. (6).
in Algorithm 1’s step 1, and decide which subset L of them
composes a set of α robots with the α largest marginal
contributions; this procedure can be executed with minimal
communication (at most 2|V| communication rounds), e.g.,
by accumulating (through the communication network) to one
robot all the marginal contributions {qi : i ∈ V}, and, then,
by letting this robot to select the set L, and to communicate
it back to the rest of the robots.
c) Computation of control inputs of robots in L (step 3
of Algorithm 1): The robots in the set L, per Algorithm 1’s
step 2, adopt the control inputs they computed in Algorithm 1’s
step 1 (e.g., using the algorithm in [18]).
d) Computation of control inputs of robots in V\L (step 4
of Algorithm 1): Given the set of robots L, per Algorithm 1’s
line 2, the remaining robots in V \L jointly solve the problem
of active information gathering in eq. (8), which is an instance
of Problem 1 where the robots in L do not participate in the
information gathering task, and where any attacks or failures
are impossible. In particular, the robots in V \ L can jointly
solve the problem in eq. (8) with minimal communication
(at most 2|V| communication rounds) using the algorithm
coordinate descent [20, Section IV].
B. Intuition behind Algorithm 1
The goal of Problem 1 is to ensure the success of an
information gathering task despite failures or attacks that cause
the removal of α robots from the task, and, consequently,
disruptions to the robot’s communication network (due to
the robots’ previous removal), which prevent the remaining
robots from jointly re-planning their motion. In this context,
Algorithm 1 aims to fulfill Problem 1’s goal first by separating
the set of robots V into two subsets —the set of robots
L, and the (remaining) set of robots V \ L (Algorithm 1’s
line 1 and line 2),— and second by designing the robots’
control inputs in each of the two sets (Algorithm 1’s line 3
and line 4). In particular, Algorithm 1 aims with set L to
capture the worst-case attack or failure to α robots among
the robots in V; equivalently, the set L is aimed to act as
a “bait” to an attacker that selects the best α robots in V
(best with respect to the robots’ contribution towards attaining
the goal of Problem 1). However, the problem of selecting
the best α robots in V is a combinatorial problem, and,
in general, intractable [25]. Therefore, Algorithm 1 aims to
approximate the best α robots in V by letting the set L be
the set of α robots with the α largest marginal contributions,
and, then, it assigns to them the corresponding control inputs
(Algorithm 1’s line 2 and line 3). Afterwards, given the set L,
Algorithm 1 assumes the removal of the robots in L from V ,
and coordinates the remaining robots in V \ L to jointly
plan their motion using a decentralized active information
gathering algorithm, such as the coordinated descent algorithm
proposed in [20, Section IV] (Algorithm 1’s line 4).
IV. PERFORMANCE GUARANTEES
We quantify Algorithm 1’s performance, by bounding the
number of robot communication rounds it requires, as well as,
by bounding its approximation performance. To this end, we
use the following two notions of curvature for set functions.2
A. Curvature and total curvature of monotone functions
We present the notions of curvature and of total curvature
for non-decreasing set functions. We start with the notions of
monotonicity, and of submodularity for set functions.
Definition 1 (Monotonicity) Consider any finite set V . The
set function g : 2V 7→ R is non-decreasing if and only if for
any sets A ⊆ B ⊆ V , it holds g(B) ≥ g(A).
Definition 2 (Submodularity [26, Proposition 2.1])
Consider any finite set V . The set function g : 2V 7→ R is
submodular if and only if for any sets A ⊆ B ⊆ V , and any
element v ∈ V , it holds g(A∪{v})−g(A) ≥ g(B∪{v})−g(B).
In words, a set function g is submodular if and only if it
satisfies a diminishing returns property where for any A ⊆ V
and v ∈ V , the drop g(A ∪ {v})− g(A) is non-increasing.
Definition 3 (Curvature of monotone submodular func-
tions [27]) Consider a finite set V and a non-decreasing
submodular set function g : 2V 7→ R such that (without loss
of generality) for any elements v ∈ V , it is g(v) 6= 0. The
curvature of g is defined as follows:
κg , 1−min
v∈V
g(V)− g(V \ {v})
g(v)
. (9)
2We focus on properties of set functions to quantify Algorithm 1’s approx-
imation performance by analyzing the properties of Problem 1’s objective
function J as a function of the remaining robot set after the removal of a
subset of robots from V (due to failures or attacks).
Notably, the above notion of curvature implies that for any
non-decreasing submodular set function g, it is 0 ≤ κg ≤ 1.
Definition 4 (Total curvature of non-decreasing func-
tions [28, Section 8]) Consider a finite set V and a monotone
set function g : 2V 7→ R. The total curvature of g is defined
as follows:
cg , 1−min
v∈V
min
A,B⊆V\{v}
g({v} ∪ A)− g(A)
g({v} ∪ B)− g(B) . (10)
The above notion of total curvature implies that for any
non-decreasing set function g, it is 0 ≤ cg ≤ 1. Moreover, to
connect the notion of total curvature with that of curvature, we
note that when a function g is non-decreasing and submodular,
then the two notions coincide, i.e., cg = κg .
B. Performance analysis for Algorithm 1
We quantify Algorithm 1’s approximation performance, as
well as, the number of communication rounds it requires.
Theorem 1 (Performance of Algorithm 1) Consider an
instance of Problem 1, and the definitions:
• let the number J? be the (optimal) value to Problem 1,
i.e., it is J? , P(V, α);
• given any control inputs u1:T (V) for the robots in V , let
the setA?[u1:T (V)] be a (worst-case) removal of α robots
from V , i.e., A?[u1:T (V)] , arg minA⊆V J(u1:T (V\A));
• given any removal of a subset of robots A from the robot
set V (due to attacks or failures), call the remaining robot
set V \ A active robot set.
Finally, consider the robots in V to solve optimally the prob-
lems in Algorithm 1’s step 1 and step 4, using an algorithm
that terminates in ρ communication rounds.
1) (Approximation performance) Algorithm 1 returns control
inputs u1:T (V) such that:
• If the objective function J is non-decreasing and
submodular in the active robot set, and (without loss
of generality) J is non-negative and J [u1:T (∅)] = 0,
then, it is:
J{u1:T [V \ A?(u1:T (V)]}
J?
≥ max
(
1− κJ , 1
1 + α
)
,
(11)
where κJ is the curvature of J (Definition 3).
• If the objective function J is non-decreasing in the
active robot set, and (without loss of generality) J is
non-negative and J [u1:T (∅)] = 0, then, it is:
J{u1:T [V \ A?(u1:T (V)]}
J?
≥ (1− cJ)2, (12)
where cJ is the total curvature of J (Definition 4).
2) (Communication rounds) Algorithm 1 terminates in at
most 2|V|+ ρ communication rounds.
Theorem 1 implies on Algorithm 1’s performance:
a) Near-optimality: For both monotone submodular and
merely monotone information objective functions, Algorithm 1
guarantees a value for Problem 1 which is finitely close to the
optimal. For example, per ineq. (11), the approximation factor
of Algorithm 1 is bounded by 1/(1+α), which, for any finite
number of robots |V|, is non-zero.
b) Approximation difficulty: For both monotone submod-
ular and merely monotone information objective functions,
when the curvature κJ or the total curvature cJ , respectively,
tend to zero, Algorithm 1 becomes exact since for κJ → 0 and
cJ → 0 the terms 1−κJ and 1−cJ in ineq. (11) and ineq. (12)
tend to 1. Overall, Algorithm 1’s curvature-dependent approxi-
mation bounds make a first step towards separating the classes
of monotone submodular and merely monotone information
objective functions into functions for which Problem 1 can be
approximated well (low curvature functions), and functions for
which it cannot (high curvature functions).
Overall, Theorem 1 quantifies Algorithm 1’s approximation
performance when the robots in V solve optimally the prob-
lems in Algorithm 1’s step 1 and step 4. However, the prob-
lems in Algorithm 1’s step 1 and step 4 are computationally
challenging, and only approximation algorithms are known for
their solution, among which the recently proposed coordinate
descent [20, Section IV]; in particular, coordinate descent
has the advantages of being scalable and of having provable
approximation performance. We next quantify Algorithm 1’s
performance when the robots in V solve the problem in
Algorithm 1’s step 4 using coordinate descent (we refer the
reader to AppendixA for a description of coordinate descent).
Proposition 1 Consider an instance of Problem 1, and the
notation introduced in Theorem 1. Finally, consider the robots
in V to solve the problem in Algorithm 1’s step 1 optimally,
and the problem in Algorithm 1’s step 4 using coordinate
descent [20, Section IV].
1) (Approximation performance) Algorithm 1 returns control
inputs u1:T (V) such that:
• If the objective function J is non-decreasing and
submodular in the active robot set, and (without loss
of generality) J is non-negative and J [u1:T (∅)] = 0,
then, it is:
J(u1:T (V))
J?
≥ max (1− κJ , 1/(1 + α))
2
. (13)
• If the objective function J is non-decreasing in the
active robot set, and (without loss of generality) J is
non-negative and J [u1:T (∅)] = 0, then, it is:
J(u1:T (V))
J?
≥ (1− cJ)
3
2
. (14)
2) (Communication rounds) Algorithm 1 terminates in at
most 3|V| communication rounds.
Proposition 1 implies on Algorithm 1’s performance:
a) Approximation performance for low curvature: For
both monotone submodular and merely monotone information
objective functions, when the curvature κJ or the total curva-
ture cJ , respectively, tend to zero, Algorithm 1 recovers the
same approximation performance as that of the state-of-the-
art algorithms for (non-resilient) active information gathering
Algorithm 1 calls as subroutines. For example, for submodu-
lar information objective functions, the algorithm for active
information gathering coordinate descent [20, Section IV]
has approximation performance at least 1/2 the optimal [20,
Theorem 2], and, per Proposition 1, when Algorithm 1 calls as
subroutine this algorithm, it has approximation performance at
least (1−κJ)/2 the optimal, which tends to 1/2 for κJ → 0.
b) Approximation performance for no failures or attacks:
For submodular information objective functions, and for zero
number of failures or attacks (α = 0), Algorithm 1’s approxi-
mation performance becomes the same as that of the state-of-
the-art algorithms for (non-resilient) active information gather-
ing Algorithm 1 calls as subroutines. In particular, for submod-
ular information objective functions, the algorithm for active
information gathering coordinate descent [20, Section IV]
has approximation performance at least 1/2 the optimal, and,
per Proposition 1, when Algorithm 1 calls as subroutine this
algorithm, it has approximation performance at least 1/2 the
optimal for α = 0, since it is 1/(1 + 0) = 1 in ineq. (13).
c) Minimal communication: Algorithm 1, even though it
goes beyond the objective of (non-resilient) active information
gathering, by accounting for attacks or failures, it terminates
within the same order of communication rounds as state-of-
the-art algorithms for (non-resilient) active information gather-
ing. In particular, the algorithm for active information gather-
ing coordinate descent [20, Section IV] terminates in at most
|V| rounds, and, per Proposition 1, when Algorithm 1 calls as
a subroutine this algorithm, then it terminates in at most 3|V|
rounds; evidently, |V| and 3|V| have the same order.
Summary of theoretical results. Overall, Algorithm 1 is
the first algorithm for Problem 1, and it enjoys the following:
• minimal communication: Algorithm 1 terminates within
the same order of communication rounds as state-of-the-
art algorithms for (non-resilient) information gathering;
• system-wide resiliency: Algorithm 1 is valid for any
number of denial-of-service attacks and failures;
• provable approximation performance: Algorithm 1 en-
sures for all monotone and (possibly) submodular objec-
tive functions a solution finitely close to the optimal.
V. APPLICATION:
MULTI-TARGET TRACKING WITH MOBILE ROBOTS
We motivate the importance of Problem 1, as well as,
demonstrate the performance of Algorithm 1, by considering
an application of active information gathering, namely, multi-
target tracking with mobile robots. In particular, the applica-
tion’s setting is as follows: a team V of mobile robots is tasked
with tracking the position of M moving targets. In more detail,
each robot moves according to unicycle dynamics on SE(2),
-30 -20 -10 0 10 20 30
X (m)
-30
-20
-10
0
10
20
30
Y 
(m
)
Time Step: 3
101
102
103
1045
Fig. 1: Simulation environment depicting five robots. The jammed
robot is indicated in red.
discretized with a sampling period τ :x1t+1x2t+1
θt+1
 =
x1tx2t
θt
+
ν sinc(ωτ2 ) cos(θt + ωτ2 )ν sinc(ωτ2 ) sin(θt + ωτ2 )
τω
 .
The set of admissible controls is given by U := {(ν, ω) :
ν ∈ {1, 3} m/s, ω ∈ {0,±1,±3} rad/s}.
The targets move according to double integrator dynamics,
corrupted with additive Gaussian noise. For M targets, their
state at time t is yt =
[
y>t,1y
>
t,2, . . . , y
>
t,M
]>
where yt,m
contains the planar coordinates and velocities of the m-th
target, denoted by (y1, y2, y˙1, y˙2). The model is:
yt+1,m = A
[
I2 τI2
0 I2
]
yt,m + wt, wt ∼ N
(
0, q
[
τ3/3I2 τ
2/2I2
τ2/2I2 τI2
])
.
The sensor observation model consists of a range and
bearing for each target m ∈ {0, . . . ,M − 1}:
zt,m = h(xt, yt,m) + vt, vt ∼ N
(
0, V (xt, yt,m)
)
;
h(x, ym) =
[
r(x, ym)
α(x, ym)
]
:=
[ √
(y1 − x1)2 + (y2 − x2)2
tan−1((y2 − x2)(y1 − x1))− θ
]
.
We note that since the sensor observation model is non-linear,
we linearize it around the predicted target trajectory y 6= x:
∇yh(x, ym) = 1
r(x, ym)
[
(y1 − x1) (y2 − x2) 01x2
− sin(θ + α(x, ym)) cos(θ + α(x, ym)) 01x2
]
.
The observation model for the joint target state can then be
expressed as a block diagonal matrix containing the linearized
observation models for each target along the diagonal, i.e.,
H , diag (∇y1h(x, y1), . . . ,∇yMh(x, yM )) .
The sensor noise covariance grows linearly in range and in
bearing, up to σ2r , and σ
2
b , where σr and σb are the standard
deviation of the range and the bearing noise, respectively.
The model here also includes a limited range and field of
view, denoted by the parameters rsense and ψ, respectively.
Finally, as information objective function, in the simulations
we use the average log determinant of the covariance matrix
[19], [20]. Overall, we solve an instance of Problem 1 with
the aforementioned constraints, and the monotone objective
function [29]:
J , 1
T
T∑
t=1
log det(Σt),
where Σt+1 = ρet+1(ρ
p
t (Σt), xt+1) is the Kalman filtering
Riccati map [18].3 We use the subroutines described in [19]
and [20] for the step 1 and step 4 of Algorithm 1, respectively.
A. Simulations on multi-target tracking with mobile robots
We use simulations to evaluate the performance of our
Algorithm 1 across different scenarios. In particular, we vary
the number of robots, n, the number of targets M , and the
number of attacks α. In each of these scenarios we compare the
performance of the resilient Algorithm 1 with that of the non-
resilient algorithm coordinate descent [20, Section IV]. To this
end, we consider two information performance measures: the
average entropy and average root mean square error (RMSE)
per target, averaged over the robots in the team.
We describe the parameters of the simulation: the robots
and targets in the environment are restricted to move inside
a 64x64 meter environment, as in Fig. 1. For the evaluation,
we fix the initial positions of both the robots and targets, and
the robots are given a prior distribution of the targets before
starting the simulation. The targets start with a zero velocity,
and in the event that a target leaves the environment its velocity
is reflected to remain in bounds. Across all simulations we
fix the remaining parameters as follows: T = 25, τ = 0.5,
rsense = 10, ψ = 94◦, σr = .15m, σb = 5◦, q = .001.
Finally, we run Algorithm 1 in a receding horizon fashion
every T time-steps, for a total of 500 steps, and average each
configuration over 10 trials. The robots are forced to execute
the entire T -step trajectory without re-planning, due to the
jamming attack that occurs at the onset of every planning
phase. Our results are depicted in Fig. 2 and Table I.
We observe in Fig. 2 that the performance of the resilient
Algorithm 1 is superior both with respect to the average en-
tropy and the RMSE per target. Importantly, as the number of
jamming attacks grows, the Algorithm 1’s superiority becomes
more pronounced, and for the non-resilient algorithm the peaks
in RMSE error grow much larger.
Table I suggests that the resilient Algorithm 1 achieves
a lower average error than the non-resilient algorithm, and,
crucially, is highly effective in reducing the peak estimation
error; in particular, Algorithm 1 achieves a performance that is
2 to 30 times better in comparison to the performance achieved
by the non-resilient algorithm. We also observe that the impact
of Algorithm 1 is most prominent when the number of attacks
is large relative to the size of the robot team.
B. Experiments on multi-target tracking with mobile robots
We implement Algorithm 1 in a multi-UAV scenario with
two quadrotors tracking the positions of two static ground
3We remark that the problem scenario is dependent on a prior distribution
of the target’s initial conditions y0 and Σ0|0. Notwithstanding, if a prior
distribution is unknown, an exploration strategy can be incorporated to find
the targets by placing exploration landmarks at the map frontiers [20].
(a) (b)
(c) (d)
Fig. 2: The figures depict the average entropy and position RMSE
(root mean square error) per target, averaged over the robots. Figs.
(a-b) were obtained from a simulation with 10 robots, 10 targets,
with 2 jamming attacks. Figs. (c-d) have the same configuration but
up to 6 jamming attacks. The blue colors correspond to the non-
resilient algorithm, and the red colors correspond to the resilient
algorithm. The shaded regions are the spread between the minimum
and maximum values of the information measure, and the solid lines
are the mean value. The plots are the aggregate of ten trials, each
executed over 500 time-steps.
targets, shown in Fig. 3. The UAV trajectories are computed
off-board but in real-time on a laptop with an Intel Core i7
CPU. The UAVs are localized using the Vicon Motion Capture
system. The UAVs are quad-rotors equipped with Qualcomm
FlightTM. The UAVs use Vicon pose estimates to generate noisy
measurements corresponding to a downward facing camera
which has a 360◦ field-of-view, and a 1 meter sensing radius.
The UAVs move in a 4x8 meter testing laboratory environment
with no obstacles. One robot is jammed at all times.
The goal of the hardware experiments is to acquire a visual
interpretation of the properties of the trajectories designed us-
ing the resilient Algorithm 1. To isolate the effect of resilience,
we simplify the problem to static targets (i.e. stationary) and
to the smallest possible team, i.e., 2 robots.
We observe from the experiments that the trajectories
planned by the UAVs under the non-resilient algorithm stick
to the target they are closest to, whereas under the resilient
Algorithm 1, the UAVs switch amongst the two targets (Fig.
4). Intuitively, the reason is that the resilient algorithm always
assumes that one of the robots will fail, in which case the
optimal strategy for one UAV is to track two targets is to
switch amongst the targets, whereas the non-resilient algorithm
assumes that none of the robots will fail, in which case the
optimal strategy for two UAVs is to allocate themselves to
the closest target. When there is the possibility of one UAV
Mean RMSE (m) Peak RMSE (m)
NR Resilient NR Resilient
n = 5, M = 10
α = 1 0.28 0.19 9.62 2.09
α = 2 1.47 0.68 26.07 15.71
α = 4 10.67 4.9 225.47 103.82
n = 10, M = 5
α = 2 0.35 0.14 57.65 1.87
α = 4 0.39 0.28 6.66 3.17
α = 6 2.07 0.65 93.27 15.63
n = 10, M = 10
α = 2 0.13 0.08 1.4 1.32
α = 4 0.24 0.23 4.19 2.66
α = 6 4.39 1.2 69.77 26.4
TABLE I: The table depicts the estimation performance, measured
by average and peak RMSE per tracked target, for a variety of
configurations. The number n denotes the number of mobile sensors,
(i.e., n = |V|), M denotes the number of moving targets, and
α denotes the number of failures. NR denotes the non-resilient
algorithm, while Resilient is Algorithm 1. All results are across 500
timesteps, averaged over ten trials per configuration.
Fig. 3: The experimental setup with two quad-rotors equipped with
Qualcomm FlightTM, and two Scarabs as ground targets.
failing, switching amongst the targets is preferable, since both
robots have information about both targets.
VI. CONCLUDING REMARKS & FUTURE WORK
We made the first steps to ensure the success of critical
active information gathering tasks against failures and denial-
of-service attacks, per Problem 1. In particular, we provided
the first algorithm for Problem 1, and proved it guarantees
near-optimal performance against system-wide failures, even
with minimal robot communication. We motivated the need
for resilient active information gathering, and showcased the
success of our algorithm, with simulated and real-world ex-
periments in a series of multi-robot target tracking scenarios.
This paper opens a number of avenues for future research,
both in theory and in applications. Future work in theory
includes the resilient design of the robot’s communication
network against network-wide failures, to balance the trade-off
between minimal communication and connectedness, which is
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Fig. 4: The plot in (a) depicts the experimental robot trajectories
in the non-resilient algorithm. The figure in (b) depicts the resilient
algorithm. The targets are in green.
necessitated in scenarios that are both resource constrained
(e.g., where bandwidth or battery is limited), and failure-
prone (e.g., where attacks can disrupt communication links).
Future work in applications includes the experimental testing
of resilient active information gathering with mobile robots in
environmental monitoring, search and rescue scenarios, and
simultaneous localization and mapping.
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APPENDIX A
PRELIMINARY LEMMAS AND DEFINITIONS
Notation. In the appendix we use the following notation to
support the proofs in this paper: in particular, consider a finite
ground set V and a set function f : 2V 7→ R. Then, for any
set X ⊆ V and any set X ′ ⊆ V , the symbol f(X|X ′) denotes
the marginal value f(X ∪X ′)−f(X ′). Moreover, the symbol
κf is the total curvature of f (Definition 3), and the symbol
cf is the total curvature of f (Definition 4).
This appendix contains lemmas that will support the proof
of Theorem 1 in this paper; moreover, it contains a generalized
description of the algorithm coordinate descent [20, Sec-
tion IV] (to any non-decreasing information objective function
in the active robot set), and a lemma, which will support the
proof of Proposition 1 in this paper.
A. Lemmas that support the proof of Theorem 1
The proof of the lemmas is also found in [22], [23].
Lemma 1 Consider a finite ground set V and a non-
decreasing and submodular set function f : 2V 7→ R such
that f is non-negative and f(∅) = 0. For any A ⊆ V , it is:
f(A) ≥ (1− κf )
∑
a∈A
f(a).
Proof of Lemma 1: LetA = {a1, a2, . . . , a|A|}. We prove
Lemma 3 by proving the following two inequalities:
f(A) ≥
|A|∑
i=1
f(ai|V \ {ai}), (15)
|A|∑
i=1
f(ai|V \ {ai}) ≥ (1− κf )
|A|∑
i=1
f(ai). (16)
We begin with the proof of ineq. (15):
f(A) = f(A|∅) (17)
≥ f(A|V \ A) (18)
=
|A|∑
i=1
f(ai|V \ {ai, ai+1, . . . , a|A|}) (19)
≥
|A|∑
i=1
f(ai|V \ {ai}), (20)
where ineqs. (18) to (20) hold for the following reasons:
ineq. (18) is implied by eq. (17) because f is submodular and
∅ ⊆ V\A; eq. (19) holds since for any sets X ⊆ V and Y ⊆ V
it is f(X|Y) = f(X∪Y)−f(Y), and it also {a1, a2, . . . , a|A|}
denotes the set A; and ineq. (20) holds since f is submodular
and V \ {ai, ai+1, . . . , aµ} ⊆ V \ {ai}. These observations
complete the proof of ineq. (15).
We now prove ineq. (16) using the Definition 3 of κf , as
follows: since κf = 1−minv∈V f(v|V\{v})f(v) , it is implied that
for all elements v ∈ V it is f(v|V \ {v}) ≥ (1 − κf )f(v).
Therefore, adding the latter inequality across all elements a ∈
A completes the proof of ineq. (16). 
Lemma 2 Consider any finite ground set V , a non-decreasing
and submodular function f : 2V 7→ R and non-empty sets
Y,P ⊆ V such that for all elements y ∈ Y and all elements
p ∈ P it is f(y) ≥ f(p). Then, it is:
f(P|Y) ≤ |P|f(Y).
Proof of Lemma 2: Consider any element y ∈ Y (such an
element exists since Lemma 2 considers that Y is non-empty);
then,
f(P|Y) = f(P ∪ Y)− f(Y) (21)
≤ f(P) + f(Y)− f(Y) (22)
= f(P)
≤
∑
p∈P
f(p) (23)
≤ |P|max
p∈P
f(p)
≤ |P|f(y) (24)
≤ |P|f(Y), (25)
where eq. (21) to ineq. (25) hold for the following reasons:
eq. (21) holds since for any sets X ⊆ V and Y ⊆ V , it is
f(X|Y) = f(X ∪ Y) − f(Y); ineq. (22) holds since f is
submodular and, as a result, the submodularity Definition 2
implies that for any set A ⊆ V and A′ ⊆ V , it is f(A ∪
A′) ≤ f(A) + f(A′); ineq. (23) holds for the same reason as
ineq. (22); ineq. (24) holds since or all elements y ∈ Y and
all elements p ∈ P it is f(y) ≥ f(p); finally, ineq. (25) holds
because f is monotone and y ∈ Y . 
Lemma 3 Consider a finite ground set V and a non-
decreasing set function f : 2V 7→ R such that f is non-
negative and f(∅) = 0. For any set A ⊆ V and any set B ⊆ V
such that A ∩ B = ∅, it is:
f(A ∪ B) ≥ (1− cf )
(
f(A) +
∑
b∈B
f(b)
)
.
Proof of Lemma 3: Let B = {b1, b2, . . . , b|B|}. Then,
f(A ∪ B) = f(A) +
|B|∑
i=1
f(bi|A ∪ {b1, b2, . . . , bi−1}). (26)
In addition, Definition 4 of total curvature implies:
f(bi|A ∪ {b1, b2, . . . , bi−1}) ≥ (1− cf )f(bi|∅)
= (1− cf )f(bi), (27)
where the latter equation holds since f(∅) = 0. The proof is
completed by substituting (27) in (26) and then taking into
account that f(A) ≥ (1− cf )f(A) since 0 ≤ cf ≤ 1. 
Lemma 4 Consider a finite ground set V and a non-
decreasing set function f : 2V 7→ R such that f is non-
negative and f(∅) = 0. For any set A ⊆ V and any set B ⊆ V
such that A \ B 6= ∅, it is:
f(A) + (1− cf )f(B) ≥ (1− cf )f(A ∪ B) + f(A ∩ B).
Proof of Lemma 4: Let A \ B = {i1, i2, . . . , ir}, where
r = |A − B|. From Definition 4 of total curvature cf , for any
i = 1, 2, . . . , r, it is f(ij |A ∩ B ∪ {i1, i2, . . . , ij−1}) ≥ (1 −
cf )f(ij |B ∪{i1, i2, . . . , ij−1}). Summing these r inequalities,
f(A)− f(A ∩ B) ≥ (1− cf ) (f(A ∪ B)− f(B)) ,
which implies the lemma. 
Corollary 1 Consider a finite ground set V and a non-
decreasing set function f : 2V 7→ R such that f is non-
negative and f(∅) = 0. For any set A ⊆ V and any set B ⊆ V
such that A ∩ B = ∅, it is:
f(A) +
∑
b∈B
f(b) ≥ (1− cf )f(A ∪ B).
Proof of Corollary 1: Let B = {b1, b2, . . . , b|B|}.
f(A) +
|B|∑
i=1
f(bi) ≥ (1− cf )f(A) +
|B|∑
i=1
f(bi)) (28)
≥ (1− cf )f(A ∪ {b1}) +
|B|∑
i=2
f(bi)
≥ (1− cf )f(A ∪ {b1, b2}) +
|B|∑
i=3
f(bi)
...
≥ (1− cf )f(A ∪ B),
where (28) holds since 0 ≤ cf ≤ 1, and the rest due
to Lemma 4 since A ∩ B = ∅ implies A \ {b1} 6= ∅,
A∪{b1}\{b2} 6= ∅, . . ., A∪{b1, b2, . . . , b|B|−1}\{b|B|} 6= ∅.

B. Generalized Coordinate Descent and a lemma
that supports the proof of Proposition 1
In this section we generalize the proof in [20] that the
algorithm coordinate descent proposed therein guarantees for
the information objective function of mutual information an
approximation performance up to a multiplicative factor 1/2
the optimal. In particular, we extend the proof to any non-
decreasing and submodular information objective function, as
well as to any non-decreasing information objective function.
The algorithm coordinate descent works as follows: con-
sider an arbitrary ordering of the robots in V , such that
V ≡ {1, 2, . . . , n}, and suppose that robot 1 chooses first
its controls, without considering the other robots; in other
words, robot 1 solves the single robot version of Problem 1,
i.e. P({1}, 0), to obtain control inputs ucd1:T ({1}) such that:
ucd1:T ({1}) ∈ arg min
uˆt∈U1,t,t=1,2,...,T
J(uˆ1:T ). (29)
Afterwards, robot 1 communicates its chosen control sequence
to robot 2, and robot 2, given the control sequence of robot 1,
computes its control input as follows:
ucd1:T ({2}) ∈ arg min
uˆt∈U2,t,t=1,2,...,T
J(ucd1:T ({1}), uˆ1:T ). (30)
This continues such that robot i + 1 solves a single robot
problem, given the control inputs from the robots 1, 2, . . . , i:
ucd1:T ({i}) ∈ arg min
uˆt∈U2,t,t=1,2,...,T
J(ucd1:T ({1, 2, . . . , i}), uˆ1:T ).
(31)
Notably, if we let u∗1:T ({i}) be the control inputs for the
i-th robot resulting from the optimal solution to the n robot
problem, then from the coordinate descent algorithm it is:
J(ucd1:T ({1, 2, . . . , i}), u∗1:T ({i})) ≤ J(ucd1:T ({1, 2, . . . , i}).
(32)
Lemma 5 (Approximation performance of coordinate de-
scent) Consider a set of robots V , and an instance of prob-
lem P(V, 0), per eq. (6). Denote the optimal control inputs
for problem P(V, 0), across all robots and all times, by
u∗1:T (V). The coordinate descent algorithm returns control
inputs ucd1:T (V), across all robots and all times, such that:
• if the objective function J is non-decreasing submodular
in the active robot set, and (without loss of generality) J
is non-negative and J [u1:T (∅)] = 0, then, it is:
J(ucd1:T (V))
J(u∗1:T (V))
≥ 1
2
. (33)
• If the objective function J is non-decreasing in the active
robot set, and (without loss of generality) J is non-
negative and J [u1:T (∅)] = 0, then, it is:
J(ucd1:T (V))
J(u∗1:T (V))
≥ 1− cJ
2
. (34)
Proof of Lemma 5: For notational simplicity, assume an
ordering among the robots in V , and let V = {1, 2, . . . , n},
and uA , u1:T (A) for some set A of active robots. Moreover,
let J(uaA, u
b
B) be the value of the objective function when the
robots in set A design controls with a scheme a, and robots
in set B design controls with scheme b. Then:
• if the objective function J is non-decreasing and sub-
modular in the active robot set, and (without loss of
generality) J is non-negative and J [u1:T (∅)] = 0, then:
J(u∗1:n) ≤ J(u∗1:n) +
n∑
i=1
[J(ucd1:i, u
∗
i+1:n) (35)
− J(ucd1:i−1, u∗i+1:n)]
= J(ucd1:n) +
n∑
i=1
[J(ucd1:i−1, u
∗
i:n) (36)
− J(ucd1:i−1, u∗i+1:n)]
= J(ucd1:n) +
n∑
i=1
J(u∗i |{ucd1:i−1, u∗i+1,n}) (37)
≤ J(ucd1:n) +
n∑
i=1
J(u∗i |ucd1:i−1) (38)
≤ J(ucd1:n) +
n∑
i=1
J(ucdi |ucd1:i−1) (39)
= J(ucd1:n) + J(u
cd
1:n) (40)
≤ 2J(ucd1:n), (41)
where ineq. (35) holds due to monotonicity of J ; eq. 36)
is a shift in indexes of the first term in the sum; eq. (37)
is an expression of the sum as a sum of marginal
gains; ineq. (38) holds due to submodularity; ineq. (39)
holds by the coordinate-descent policy (per eq. (32));
eq. (40) holds due to the definition of the marginal
gain symbol J(u∗i |ucd1:i−1) (for any i = 1, 2, . . . , n) as
J(u∗i , u
cd
1:i−1) − J(ucd1:i−1); finally, a re-arrangement of
the terms in eq. (41) gives J(ucd1:n)/J(u
∗
1:n) ≥ 1/2.
• If the objective function J is non-decreasing in the active
robot set, and (without loss of generality) J is non-
negative and J [u1:T (∅)] = 0, then multiplying both sides
of eq. (37) (which holds for any non-decreasing J) with
(1− cJ), we have:
(1−cJ)J(u∗1:n)
= (1− cJ)J(ucd1:n)+
(1− cJ)
n∑
i=1
J(u∗i |{ucd1:i−1, u∗i+1,n})
≤ J(ucd1:n) + (1− cJ)
n∑
i=1
J(u∗i |{ucd1:i−1, u∗i+1,n})
(42)
≤ J(ucd1:n) +
n∑
i=1
J(u∗i |ucd1:i−1) (43)
≤ J(ucd1:n) +
n∑
i=1
J(ucdi |ucd1:i−1) (44)
= J(ucd1:n) + J(u
cd
1:n) (45)
≤ 2J(ucd1:n), (46)
where, ineq. (42) holds since 0 ≤ cJ ≤ 1; ineq. (43) holds
since J is non-decreasing in the set of active robots, and
Definition 4 of total curvature implies that for any non-
decreasing set function g : 2V 7→ R, for any element
v ∈ V , and for any set A,B ⊆ V \ {v}, it is:
(1− cg)g(v|B) ≤ g({v}|A); (47)
ineq. (44) holds by the coordinate-descent algorithm;
eq. (45) holds due to the definition of the marginal
gain symbol J(u∗i |ucd1:i−1) (for any i = 1, 2, . . . , n) as
J(u∗i , u
cd
1:i−1) − J(ucd1:i−1); finally, a re-arrangement of
terms gives J(ucd1:n)/J(u
∗
1:n) ≥ (1− cJ)/2. 
APPENDIX B
PROOF OF THEOREM 1
We first prove Theorem 1’s part 1 (approximation perfor-
mance), and then, Theorem 1’s part 2 (communication rounds).
A. Proof of Theorem 1’s part 1 (approximation performance)
The proof follows the steps of the proof of [22, Theorem 1]
and of the proof of [23, Theorem 1].
We first prove ineq. (11); then, we prove ineq. (12).
To the above ends, we use the following notation (along with
the notation introduced in Theorem 1 and in Appendix A):
given that using Algorithm 1 the robots in V select control
inputs u1:T (V), then, for notational simplicity:
• for any active robot set R ⊆ V , let J(R) , J [u1:T (R)].
• let A? , A?[u1:T (V)];
• let L+ , L \ A?, i.e., S1 are the remaining robots in L
after the removal of the robots in A?;
• let (V \ L)+ , (V \ L) \ A?, i.e., S2 are the remaining
robots in V \ L after the removal of the robots in A?.
Proof of ineq. (11): Consider that the objective function
J is non-decreasing and submodular in the active robot set,
such that (without loss of generality) J is non-negative and
J [u1:T (∅)] = 0. We first prove the part 1−κJ of the bound in
the right-hand-side of ineq. (11), and then, the part h(|V|, α)
of the bound in the right-hand-side of ineq. (11).
To prove the part 1 − κJ of the bound in the right-hand-
side of ineq. (11), we follow the steps of the proof of [22,
Theorem 1], and make the following observations:
J(V \ A?)
= J(L+ ∪ (V \ L)+) (48)
≥ (1− κJ)
∑
v∈L+∪(V\L)+
J(v) (49)
≥ (1− κJ)
 ∑
v∈(V\L)\(V\L)+
J(v) +
∑
v∈(V\L)+
J(v)

(50)
≥ (1− κJ)J{[(V \ L) \ (V \ L)+] ∪ (V \ L)+} (51)
= (1− κJ)J(V \ L), (52)
where eq. (48) to (52) hold for the following reasons: eq. (48)
follows from the definitions of the sets L+ and (V \ L)+;
ineq. (49) follows from ineq. (48) due to Lemma 1; ineq. (50)
follows from ineq. (49) because for all elements v ∈ L+ and
all elements v′ ∈ (V \ L) \ (V \ L)+ it is J(v) ≥ J(v′) (note
that due to the definitions of the sets L+ and (V \ L)+ it
is |L+| = |(V \ L) \ (V \ L)+|, that is, the number of non-
removed elements in L is equal to the number of removed
elements in V \ L); finally, ineq. (51) follows from ineq. (50)
because the set function J is submodular and, as a result,
the submodularity Definition 2 implies that for any sets S ⊆ V
and S ′ ⊆ V , it is J(S) + J(S ′) ≥ J(S ∪ S ′) [26, Proposition
2.1]. We now complete the proof of the part 1 − κJ of the
bound in the right-hand-side of ineq. (11) by proving that in
ineq. (52) it is:
J(V \ L) ≥ J?, (53)
when the robots in V solve optimally the problems in Algo-
rithm 1’s step 4, per the statement of Theorem 1. In particular,
if for any active robot set R ⊆ V , we let u¯1:T (R) ,
VL A?1 A?2
Fig. 5: Venn diagram, where the set L is the robot set defined in
step 2 of Algorithm 1, and the set A?1 and the set A?2 are such that
A?1 = A?∩L, and A?2 = A?∩(V \L) (observe that these definitions
imply A?1 ∩ A?2 = ∅ and A? = A?1 ∪ A?2).
{u¯i,t : u¯i,t ∈ Ui,t, i ∈ R, t = 1, 2, . . . , T} denote a
collection of control inputs to the robots in R, then it is:
J(V \ L) ≡ max
u¯i,t ∈ Ui,t, i ∈ V,
t = 1, 2 . . . , T
J [u¯1:T (V \ L)] (54)
≥ min
L¯ ⊆ V,
|L¯| ≤ α
max
u¯i,t ∈ Ui,t, i ∈ V,
t = 1, 2 . . . , T
J [u¯1:T (V \ L¯)] (55)
≥ max
u¯i,t ∈ Ui,t, i ∈ V,
t = 1, 2 . . . , T
min
L¯ ⊆ V,
|L¯| ≤ α
J [u¯1:T (V \ L¯)] (56)
≡ J?, (57)
where the ineqs. (54)-(57) hold for the following reasons: the
equivalence in eq. (54) holds since the robots in V solve opti-
mally the problems in Algorithm 1’s step 4, per the statement
of Theorem 1; (55) holds since we minimize over the set
L; (56) holds because for any set Lˆ ⊆ V and any control inputs
uˆ1:T (R) , {uˆi,t : uˆi,t ∈ Ui,t, i ∈ R, t = 1, 2, . . . , T}:
max
u¯i,t ∈ Ui,t, i ∈ V,
t = 1, 2 . . . , T
J [u¯1:T (V \ Lˆ)] ≥ J [uˆ1:T (V \ Lˆ)]⇒
min
L¯ ⊆ V,
|L¯| ≤ α
max
u¯i,t ∈ Ui,t, i ∈ V,
t = 1, 2 . . . , T
J [u¯1:T (V \ L¯)] ≥
min
L¯ ⊆ V,
|L¯| ≤ α
J [uˆ1:T (V \ L¯)]⇒
min
L¯ ⊆ V,
|L¯| ≤ α
max
u¯i,t ∈ Ui,t, i ∈ V,
t = 1, 2 . . . , T
J [u¯1:T (V \ L¯)] ≥
max
u¯i,t ∈ Ui,t, i ∈ V,
t = 1, 2 . . . , T
min
L¯ ⊆ V,
|L¯| ≤ α
J [u¯1:T (V \ L¯)],
where the last one is eq. (56); finally, the equivalence in
eq. (57) holds since J? (per the statement of Theorem 1)
denotes the optimal value to Problem 1. Overall, we proved
that ineq. (57) proves ineq. (53); and, now, the combination of
ineq. (52) and ineq. (53) proves the part 1− κJ of the bound
in the right-hand-side of ineq. (11).
We finally prove the part 1/(1 + α) of the bound in the
right-hand-side of ineq. (11), and complete this way the proof
of Theorem 1. To this end, we follow the steps of the proof
of [22, Theorem 1], and use the notation introduced in Fig. 5,
along with the following notation:
η , J(A
?
2|V \ A?)
J(V \ L) (58)
Later in this proof, we prove 0 ≤ η ≤ 1. We first observe that:
J(V \ A?) ≥ max{J(V \ A?), J(L+)}; (59)
in the following paragraphs, we prove the three inequalities:
J(V \ A?) ≥ (1− η)J(V \ L), (60)
J(L+) ≥ η 1
α
J(V \ L), (61)
max{(1− η), η 1
α
} ≥ 1
α+ 1
. (62)
Then, if we substitute ineq. (60), ineq. (61) and ineq. (62) to
ineq. (59), and take into account that J(V \ L) ≥ 0, then:
J(V \ A?) ≥ 1
α+ 1
J(V \ L),
which implies the part 1/(1 + α) of the bound in the right-
hand-side of ineq. (11), after taking into account ineq. (53).
We next complete the proof of the part 1/(1 + α) of the
bound in the right-hand-side of ineq. (11) by proving 0 ≤ η ≤
1, ineq. (60), ineq. (61), and ineq. (62).
a) Proof of ineq. 0 ≤ η ≤ 1: We first prove η ≥ 0,
and then η ≤ 1: η ≥ 0, since η ≡ J(A?2|V \ A?)/J(V \ L),
and J is non-negative; and η ≤ 1, since J(V \ L) ≥ J(A?2),
due to monotonicity of J and that A?2 ⊆ V \L, and J(A?2) ≥
J(A?2|V \A?), due to submodularity of J and that ∅ ⊆ V \A?.
b) Proof of ineq. (60): We complete the proof of
ineq. (60) in two steps. First, it can be verified that:
f(V \ A?) = f(V \ L)−
J(A?2|V \ A?) + J(L|V \ L)− J(A?1|V \ A?1), (63)
since for any sets X ⊆ V and Y ⊆ V , it is J(X|Y) ≡
J(X ∪ Y)− J(Y). Second, eq. (63) implies ineq. (60), since
J(A?2|V \ A?) = ηJ(V \ L), and J(L|V \ L) − J(A?1|V \
A?1) ≥ 0; the latter is true due to the following two obser-
vations: J(L|V \ L) ≥ J(A?1|V \ L), since J is monotone
and A?1 ⊆ L; and J(A?1|V \ L) ≥ J(A?1|V \ A?1), since J is
submodular and V \ L ⊆ V \ A?1 (see also Fig. 5).
c) Proof of ineq. (61): To prove ineq. (61), since it is
A?2 6= ∅ (and, as a result, also L+ 6= ∅), and for all elements
a ∈ L+ and all elements b ∈ A?2, it is J(a) ≥ J(b), from
Lemma 2 we have:
J(A?2|L+) ≤ |A?2|J(L+)
≤ αJ(L+), (64)
since |A?2| ≤ α. Overall,
J(L+) ≥ 1
α
J(A?2|L+) (65)
≥ 1
α
J(A?2|L+ ∪ (V \ L)+) (66)
(67)
=
1
α
J(A?2|V \ A?) (68)
= η
1
α
J(V \ L), (69)
where ineq. (65) to eq. (69) hold for the following reasons:
ineq. (65) follows from ineq. (64); ineq. (66) holds since J
is submodular and L+ ⊆ L+ ∪ (V \ L)+; eq. (68) holds due
to the definitions of the sets L+, (V \ L)+ and A?; finally,
eq. (69) holds due to the definition of η. Overall, the latter
derivation concludes the proof of ineq. (61).
d) Proof of ineq. (62): Let b = 1/α. We complete the
proof first for the case where (1 − η) ≥ ηb, and then for the
case (1−η) < ηb: i) When (1−η) ≥ ηb, max{(1−η), ηb} =
1−η and η ≤ 1/(1+b). Due to the latter, 1−η ≥ b/(1+b) =
1/(α+ 1) and, as a result, (62) holds. ii) When (1− η) < ηb,
max{(1− η), ηb} = ηb and η > 1/(1 + b). Due to the latter,
ηb > b/(1 + b) and, as a result, (62) holds.
We completed the proof of 0 ≤ η ≤ 1, and of in-
eqs. (60), (61) and (62). Thus, we also completed the proof
of the part 1/(1 + α) of the bound in the right-hand-side of
ineq. (11), and, in sum, the proof of ineq. (11).
Proof of ineq. (12): Consider that the objective function
J is non-decreasing in the active robot set, such that (without
loss of generality) J is non-negative and J [u1:T (∅)] = 0.
The proof follows the steps of the proof of [23, Theorem 1],
by making the following observations:
J(V \ A?)
= J(L+ ∪ (V \ L)+) (70)
≥ (1− cJ)
∑
v∈L+∪(V\L)+
J(v) (71)
≥ (1− cJ)
 ∑
v∈(V\L)\(V\L)+
J(v) +
∑
v∈(V\L)+
J(v)

(72)
≥ (1− cJ)2J{[(V \ L) \ (V \ L)+] ∪ (V \ L)+} (73)
= (1− cJ)2J(V \ L), (74)
where eq. (70) to (74) hold for the following reasons: eq. (70)
follows from the definitions of the sets L+ and (V \ L)+;
ineq. (71) follows from ineq. (70) due to Lemma 3; ineq. (72)
follows from ineq. (71) because for all elements v ∈ L+ and
all elements v′ ∈ (V \ L) \ (V \ L)+ it is J(v) ≥ J(v′) (note
that due to the definitions of the sets L+ and (V \ L)+ it
is |L+| = |(V \ L) \ (V \ L)+|, that is, the number of non-
removed elements in L is equal to the number of removed
elements in V \ L); finally, ineq. (73) follows from ineq. (72)
because the set function J is non-decreasing and Corollary 1
applies. Overall, the combination of ineq. (74) and ineq. (53)
(observe that ineq. (53) still holds if the objective function J
is merely non-decreasing) proves ineq. (12). 
B. Proof of Theorem 1’s part 2 (communication rounds)
We described the steps of Algorithm 1 in Section III-A. In
particular, Algorithm 1 is composed of four steps:
a) Computation of robots’ marginal contributions in the
absence of attacks (step 1 of Algorithm 1): This step requires
zero rounds of communication among the robots, since each
robot i ∈ V , by solving the problem in eq. (7), merely
computes its own marginal contribution to the information
gathering task in Problem 1 in the absence of any other robot
in V \ {i}, and in the absence of any attacks and failures.
b) Computation of robot set L with the α largest
marginal contributions in the absence of attacks (step 2 of
Algorithm 1): This step requires at most 2|V| communication
rounds, since in this step the robots in V share their marginal
contribution to the information gathering task, which they
computed in Algorithm 1’s step 1, and decide which subset L
of them composes a set of α robots with the α largest marginal
contributions; this procedure can be executed with minimal
communication (at most 2|V| communication rounds), e.g.,
by accumulating (through the communication network) to one
robot all the marginal contributions {qi : i ∈ V}, and, then,
by letting this robot to select the set L, and to communicate
it back to the rest of the robots.
c) Computation of control inputs of robots in L (step 3
of Algorithm 1): This steps requires zero rounds of commu-
nication among the robots, since each robot in the set L, per
Algorithm 1’s step 2, merely adopts the controls it computed
in Algorithm 1’s step 1 (e.g., using the algorithm in [18]).
d) Computation of control inputs of robots in V\L (step 4
of Algorithm 1): This step is executed in ρ rounds per the
statement of Theorem 1.
In sum, Algorithm 1 requires 2|V|+ ρ rounds of communi-
cation among the robots in V to terminate. 
APPENDIX C
PROOF OF PROPOSITION 1
We first prove Proposition 1’s part 1 (approx. bounds), and
then, Proposition 1’s part 2 (communication rounds).
A. Proof of Proposition 1’s part 1 (approximation bounds)
The proof follows the steps of the proof of Theorem 1;
hence, we describe here only the steps where the proof differs.
We first prove ineq. (13); then, we prove ineq. (14).
Proof of ineq. (13): Consider that the objective function
J is non-decreasing and submodular in the active robot set,
such that (without loss of generality) J is non-negative and
J [u1:T (∅)] = 0. Since, per Proposition 1, Algorithm 1 calls
the coordinate descent algorithm in step 4, the equivalence in
eq. (54) is now invalid, and, in particular, using Lemma 5, the
following inequality holds instead:
J(V \ L) ≥ 1
2
max
u¯i,t ∈ Ui,t, i ∈ V,
t = 1, 2 . . . , T
J [u¯1:T (V \ L)]. (75)
Using ineq. (75), and following the same steps as in eqs. (54)-
(57), we conclude:
J(V \ L) ≥ 1
2
J?. (76)
Using ineq. (76) the same way that ineq. (53) was used in the
proof of Theorem 1’s part 1, ineq. (14) is proved.
Proof of ineq. (14): Consider that the objective function J
is non-decreasing in the active robot set, such that (without loss
of generality) J is non-negative and J [u1:T (∅)] = 0. Similarly
with the observations we made in the proof of ineq. (13), since,
per Proposition 1, Algorithm 1 calls the coordinate descent
algorithm in step 4, the equivalence in eq. (54) is now invalid,
and, in particular, using Lemma 5, the following inequality
holds instead:
J(V \ L) ≥ 1− cJ
2
max
u¯i,t ∈ Ui,t, i ∈ V,
t = 1, 2 . . . , T
J [u¯1:T (V \ L)]. (77)
Using ineq. (77), and following the same steps as in eqs. (54)-
(57), we conclude:
J(V \ L) ≥ 1− cJ
2
J?. (78)
Using ineq. (78) the same way that ineq. (53) was used in the
proof of Theorem 1’s part 1, ineq. (14) is proved. 
B. Proof of Proposition 1’s part 2 (communication rounds)
The description of the generalized coordinate descent in
Appendix A implies that the generalized coordinate descent
terminates in at most |V| rounds, since each robot in V needs
to communicate with at most one robot in V and at most once.
Therefore, per the notation in Theorem 1, for the generalized
coordinate descent it is ρ = |V|. Overall, per Theorem 1’s
part 2, when Algorithm 1 calls generalized coordinate descent
in step 4, it requires 2|V|+ρ = 3|V| rounds of communication
among the robots in V to terminate. 
