Abstract-Incremental stability is a property that ensures the uniform asymptotic stability of each trajectory rather than a fixed equilibrium point or trajectory. This makes it a stronger stability notion for dynamical systems. Here, we introduce a notion of incremental stability for stochastic control systems and provide its description in terms of a notion of incremental Lyapunov functions. Moreover, we provide a backstepping controller design scheme providing controllers along with corresponding incremental Lyapunov functions rendering a class of stochastic control systems, namely stochastic Hamiltonian systems, incrementally stable. Moreover, to illustrate the effectiveness of the design approach, we design a controller making a controlled spring pendulum system in a stochastic environment incrementally stable.
I. INTRODUCTION
The notion of incremental stability focuses on the convergence of trajectories with respect to each other rather than with respect to an equilibrium point or a fixed trajectory. A significant increase in incremental stability applications has been observed in the past few years. Example includes synchronization of cyclic feedback systems [1] ; construction of symbolic models [2] , [3] , [4] ; modeling of nonlinear analog circuits [5] ; synchronization [6] , [7] ; etc.
The notion of incremental stability and its characterization in terms of existence of incremental Lyapunov functions for non-probabilistic control systems have been studied throughly in the past few years. The interested reader may consult the results in [8] , [7] , [9] and reference therein for more detailed information about the notion of incremental stability and its characterization for non-probabilistic control systems. Furthermore, there have been several results on the construction of state feedback controllers enforcing a class of non-probabilistic control systems incrementally stable. Examples include work on smooth strict-feedback form systems [10] and a class of non-smooth control systems [9] .
There exists many work in the literature for designing controllers enforcing stochastic control systems globally asymptotically stable in moment or probability. Examples include the results based on backstepping [11] , on inverse optimality [12] , [13] , on strict-feedback form stochastic systems [14] , based on passivity for stochastic port Hamiltonian systems [15] , [16] , based on backstepping approach for stochastic Hamiltonian systems [17] , and finally on input-to-state stability of stochastic retarded systems [18] . Unfortunately, to the best of our knowledge, there is no work available in the literature on the synthesis of state feedback controllers rendering a class of stochastic control systems incrementally stable. This is unfortunate because, based on our motivation from symbolic control, incremental stability is a key property enabling the construction of finite bisimilar abstractions of stochastic systems [3] , [19] , [20] .
In this work, we first introduce a notion of incremental stability for stochastic control systems and provide its description in terms of the existence of a notion of so-called incremental Lyapunov functions. Furthermore, we provide a feedback control design approach based on backstepping scheme providing controllers together with the corresponding incremental Lyapunov functions enforcing a class of stochastic control systems, namely stochastic Hamiltonian systems incrementally stable. We illustrate the effectiveness of the proposed results by designing a feedback controller making a controlled spring pendulum subjected to stochastically vibrating ceiling incrementally stable.
The rest of the paper is organized as follow. Section II provides some mathematical preliminaries, the definition of stochastic control systems, and a notion of incremental inputto-state stability. In Section III, we propose the feedback controller design procedure based on backstepping approach for a class of stochastic Hamiltonian systems. Section IV demonstrates the efficacy of our results on a physical case study. Finally the paper is concluded in Section V.
II. STOCHASTIC CONTROL SYSTEMS A. Notations
The symbols R, R + , and R + 0 denote the set of real, positive and non-negative real numbers, respectively. We use R n×m to denote a vector space of real matrices with n rows and m columns. The identity matrix in R n×n is denoted by I n and zero matrix in R n×m is denoted by 0 n×m . Given a vector x ∈ R n , x denotes its euclidean norm. Given a matrix A ∈ R n×m , A T represents transpose of matrix A, A F represents the Frobenius norm of A defined as A F = Tr(AA T ), where Tr(·) denotes the trace of a square matrix. The symbol A ⊗ B represents a Kronecker product of matrices A and B. The diagonal set ⊂ R 2n is defined as = {(x, x)|x ∈ R n }. A continuous function γ : R 
Given a measurable function f : R + 0 → R n , the (essential) supremum of f is denoted by f ∞ , we recall that f ∞ := (ess)sup{ f (t) , t ≥ 0}.
B. Stochastic control systems
Let the triplet (Ω, F, P) be a probability space with a sample space Ω, filtration F, and the probability measure P. The filtration F = (F s ) s≥0 satisfies the usual conditions of right continuity and completeness [21] . Let (W s ) s≥0 be a r-dimensional F-Brownian motion.
, where:
• R n is the state space;
• U ⊆ R m is an input set;
• U is a subset of the set of all F-progressively measurable processes with values in U; see [22, Def.
n and ∀u, u ∈ U;
• σ : R n → R n×r satisfies the following Lipschitz assumption: there exists a constant L ∈ R + 0 such that:
P-almost surely (P-a.s.), where f (·) and σ(·) are the drift and diffusion functions satisfying aforementioned assumptions which ensure the existence and uniqueness of the solution process ξ [21] . Throughout the paper we use a notation ξ aυ (t) to denote the value of a solution process at time t ∈ R + 0 under the input signal υ and with initial condition ξ aυ (0) = a P-a.s., in which a is a random variable that is measurable in F 0 .
C. Incremental stability for stochastic control systems
This subsection introduces a notion of so-called incremental input-to-state stability for stochastic control systems. The stability notion discussed here is the generalization of the ones defined in [9] , [10] for nonprobabilistic control systems.
Definition 2.2:
th moment, where k ≥ 1, if there exist a metric d, a KL function β, and a K ∞ function γ such that for any t ∈ R + 0 , any R n -valued random variables a and a that are measurable in F 0 , and any υ, υ ∈ U, the following condition is satisfied:
(2) Whenever the metric d is the natural Euclidean metric, δ ∃ -ISS-M k becomes δ-ISS-M k as defined in [3] . One can describe δ ∃ -ISS-M k in terms of existence of δ ∃ -ISS-M k Lyapunov functions as defined next. Definition 2.3: Consider a stochastic control system Σ s and a continuous function V :
, and a constant κ ∈ R + , such that:
(i) α(resp. α and ρ) is a convex (resp. concave) function;
n , x = x , and ∀u, u ∈ U,
where L is the infinitesimal generator associated to the stochastic control system (1) [21] and the symbols ∂ x and ∂ x,x represents first and second-order partial derivatives with respect to x and x , respectively. The following theorem describes
The proof of this theorem is similar to that of Theorem 3.3 in [3] and is omitted due to lack of space.
III. BACKSTEPPING DESIGN PROCEDURE
In this section, we propose a backstepping control design scheme for the class of stochastic Hamiltonian systems providing controllers ensuring δ ∃ -ISS-M k for the closed loop system. Consider a stochastic Hamiltonian system represented by stochastic differential equations as Σ :
where q is a coordinate vector of n-degree-of-freedom system; p represents vector of generalized momenta and defined as p dt = M (q) dq, where M (q) is a symmetric, nonsingular and positive definite inertia matrix; b(q, p) is a smooth damping term; G(q)υ is control force caused by G(q), a nonsingular smooth square matrix and control input υ acting on the system; σ(q) is a r-vectored diffusion term with σ(0 n ) = 0 n×r ; W t is an r-dimensional Brownian motion;
and H(q, p) is a smooth Hamiltonian function represented in terms of total energy of the system as the following
where Ξ(q) represents potential energy of the system. We abuse notation by using q and p here for both trajectories of the system Σ as well as their corresponding values in R n . Their distinctions will be clear from the context. By substituting (4) into (3), the dynamics of the system can be rewritten as
where
We can now state the main result of the paper on the backstepping controller design providing controllers rendering the considered class of stochastic control systems δ ∃ -ISS-M k for some k ≥ 1.
Since the drift in (5) is required to be globally Lipschitz continuous (cf. Definition 2.1) to ensure existence and uniqueness of solution processes of (5); one has:
for some κ 2 , γ 1 > 0. Theorem 3.1: Consider the stochastic control system of the form (5). The state feedback control 
renders the closed-loop stochastic control system δ ∃ -ISS-M 4 with respect to the inputυ, for all
4 + κ 2 , where ε 1 , ε 2 > 0 which can be chosen arbitrarily, L is the Lipschitz constant introduced in Definition 2.1 for the diffusion, and κ 2 and γ 1 are as in (6) .
Proof: Consider the coordinate transformation as
where ξ = [q T , p T ] T and α(q) = −κ 1 M (q)q for some κ 1 > 0. The dynamics of the stochastic control system Σ in (5) after the change of coordinates can be written by using Ito's differentiation [21] aŝ Σ :
We abuse notation again by using z 1 and z 2 for both trajectories ofΣ as well as their corresponding values in R n . The distinctions are clear from the context. Now consider a candidate Lyapunov function V 1 (z 1 , z 1 ), ∀z 1 , z 1 ∈ R n for the z 1 -subsystem as follows
The corresponding infinitesimal generator along z 1 -subsystem is given by
Now by using definition of α(z 1 ), Frobenius norm, consistency of norm and (6), the infinitesimal generator reduces to
To handle the second term, we require Young's inequality [23] ab ≤ ε
where ε > 0 and constants r, s > 1 satisfy (r−1)(s−1) = 1, and (a, b) ∈ R 2 . Now by using the consistency of norms and applying Young's inequality (12) with r = 4 3 and s = 4, we can reduce the second term in (11) to
where ε 1 is any positive constant. After substituting this inequality in (11) we obtain
Now consider Lyapunov function V 2 (z 2 , z 2 ), ∀z 2 , z 2 ∈ R n for the z 2 -subsystem as
The respective infinitesimal generator is given by
The same abbreviation will be used in the rest of the paper. The first term can be simply handled by selecting proper control input u and the second term can be reduced using consistency of norm, Lipschitz assumption on the diffusion term σ(·) and the Young's inequality as
where constants ε 2 is any positive constant and L is the Lipschitz constant introduced in Definition 2.1. Now consider Lyapunov function for the overall system (8) as
and the respective infinitesimal generator can be obtained by using (11), (16), and (17) as
By choosing control law u(z 1 , z 2 ) and κ 1 as
the resulting infinitesimal generator can be reduced to
4 + κ 2 ) > 0 and c 2 = κ 1 > 0. The third term can be again reduced by using Young's inequality as for any ε 3 > 0 and ε 3 < 4κ 1 . Using (18)- (22), the infinitesimal generator can further be written as
where ρ(r) =c 3 r, ∀r ∈ R 
. for some KL function β, and a K ∞ function γ, where ζ zυ (t) denotes the value of the solution process ofΣ at time t ∈ R + 0 under the input signalυ and from initial condition z. Now by applying the change of coordinate z = ψ(ξ), where
We can easily define d(x, x ) = ψ(x) − ψ(x ) satisfying conditions of a metric d given in the notations subsection. So we can rewrite (25) as
which satisfies condition (2), hence δ ∃ -ISS-M 4 .
IV. AN EXAMPLE
To verify the efficacy of the control framework proposed in this paper, we illustrate the results on a spring pendulum attached to stochastically vibrating ceiling. The nonlinear dynamics of the considered system is borrowed from [17] , and schematically shown in Figure 1 . Let us define the generalized coordinate vector as q = [q 1 , q 2 ]
T , where q 1 represents change of arm length as a difference between the dynamic length (l d ) and static length (l) of a spring pendulum; and q 2 be an angle of pendulum with vertical axis. The corresponding generalized momenta vector is given by
T , where m is the mass of the ball, which gives the inertia matrix M (q) as
The Hamiltonian function H(q, p) is given by the total energy of the system as
where k is an elasticity coefficient of spring and g is the acceleration due to gravity. Now η(q, p) = − ∂H ∂q (q, p) + b(q, p) can be calculated as
where β 1 is a damping coefficient of piston and β 2 is an air damping coefficient. By considering a 2-dimensional Brownian motion, the diffusion function σ(q) can be determined with the help of notion of relative kinematics by considering point O in Figure 1 stochastically vibrating [17] and is given as
As control input u = [u 1 , u 2 ] T itself acting on the mass, one gets G(q) = I 2 . Theorem 3.1 gives the state feedback control as
given by (29), and
The term dM dt can be obtained as
By using (27), (29), (31), and (33), we can obtain a final state feedback control input u for the considered stochastic control system as 
rendering the closed-loop system δ ∃ -ISS-M 4 with respect to input [û 1 ,û 2 ] T . For the simulation purpose, we consider system parameters as m = 0.8, l = 1.5, g = 9.8, k = 15, β 1 = 1, and β 2 = 1; design parameters are chosen as κ 2 = γ 1 = L = ε 1 = ε 2 = 1 and κ 1 = 4; and the reference signals as q ref = [sin t, sin t]
T . The inputsυ 1 andυ 2 are selected aŝ
where the constants K 1 , K 2 > 0. Figures 2 and 3 show several realizations of the tracking responses of coordinates of the considered stochastic system for a given initial condition. Simulation results using different initial conditions are shown in Figures 4 and 5 . It can be readily seen that the trajectories of coordinate vector q started from different initial conditions converge to each other and track considered reference trajectory. 
V. CONCLUSIONS
We introduced the notion of incremental input-to-state stability δ ∃ -ISS-M k for stochastic control systems and provided its description in terms of the existence of a notion of so-called incremental Lyapunov functions. Furthermore, a backstepping controller design is proposed for a class of nonlinear stochastic Hamiltonian systems which provides controllers rendering close-loop stochastic control systems δ ∃ -ISS-M 4 .
