In this paper, The PAL generalized exponential distribution is introduced as a new lifetime distribution. Some properties of the new distribution are studied. The maximum likelihood estimates and asymptotic variance-covariance matrix are obtained. Also, approximate Bayes estimates are computed using the Gibbs sampling procedure. Finally, an application to real data set is given.
Introduction
Adding parameters to an existing distribution to generate a "generalized" distribution is a very common approach for developing more flexible distributions. There are many of generalized families that can be obtained by adding one parameter such as exponentiated family ( Mudholkar and Sirvastava, 1993 ), Marshall and Olkin family (Marshall and Olkin, 1997) , transmuted family ( Shaw & Buckley, 2009), The Kw-G family which can be defined as an exponentiated family ( Cordeiro and de Castro, 2011) , The PAL family (Pappas et al., 2012) and others. Here we will be concerned with the last one. Now, we will take 0 = [1 − (1 − − ) ] which is the survival function of generalized exponential distribution introduced by Gupta and Kundu (1999) .
So, inserting this into (1) gives
Hence
The hazard function is given by Now, to find the raw moments, we have
Numerical integration procedures can be used to calculate the r th raw moments of the PAL generalized exponential distribution. Also, one can use Binomial expansion to obtain the following expression: 
Random Number Generation and Parameter Estimation
Using inversion method, one can generates random from the PAL generalized exponential with the following formula
where u distributed as uniform distribution. Now, Parameter estimation using maximum likelihood and Bayesian method will be discussed.
Maximum Likelihood Estimation
be a random sample follow the P-A-L Generalized Exponential distribution. The likelihood function is given by
and the log likelihood takes the form
Differentiating (8) with respect to , and , we have
and
Equating the derivatives in (9), (10) and (11) to zero and solve the three nonlinear equations numerically, we obtain the maximum likelihood estimators ̂,̂and .
The second derivatives of the logarithms of likelihood function is given by
.
To obtain interval estimation of the parameters( , , ), we first obtain the 3×3 observed information matrix ( ) which take the form: (approximate variancecovariance matrix) for i= 1, 2, 3 and /2 is the quantile 1 − /2 of the standard normal distribution.
Application to Real Data Data Set:
The following data is an uncensored data set consisting of 100 observations on breaking stress of carbon fibers (in Gba): 0. To obtain the MLE of the survival function (S(x)) of the PAL generalized exponential distribution, replace the parameters a, λ and p by their MLEs ̂ , ̂, and ̂ in (4) 
For more details about properties of Kaplan-Meier estimator see Høyland and Raussand (1994) . Now, the MLE and Kaplan-Meier estimator of reliability function are obtained for our data set. The estimates are displayed graphically in the following figures:
, The empirical scaled TTT transform (Aarset (1987) ) can be used to identify the shape of the hazard function. The scaled TTT transform is convex (concave) if the hazard rate is decreasing (increasing), and for bathtub (unimodal) hazard rates, the scaled TTT transform is first convex (concave) and then concave (convex). 
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The TTT plot for complete data is the plot of( , ( )), where ( ) = As displayed in figure1: the TTT plot has increasing shaped failure rate which agrees with the plot of the MLE of failure rate.
Bayesian Estimation
In this section, approximate Bayes estimates are computed using the Gibbs sampling procedure. This procedure is used to generate samples from the posterior distributions. The approximate Bayes estimators are obtained under the assumptions of non-informative priors.
We consider the PAL generalized exponential model with density function (5) and a non-informative joint prior distribution for α, λ and p given by:
where , > 0. The joint posterior distribution for these parameters can be written as The reparametrization 1 = log ( ), 2 = log ( ), and 3 = log ( ) are considered. One can obtain from (12) a non-informative prior for 1 , 2 , and 3 as follow A set of 10000 Gibbs samples was generated after a "burn-in-sample" of size 1000 to eliminate the initial values considered for the Gibbs sampling algorithm. All the calculations are performed using the WinBUGS software. "One way to assess the accuracy of the posterior estimates is by calculating the Monte Carlo error (MC error) for each parameter. This is an estimate of the difference between the mean of sampled values and the true posterior mean. The simulation should be run until the MC error for each parameter of interest is less than about 5% of the sample standard deviation". One can note in our example that MC error less than 5% of the sample standard deviation.
Once the convergence achieved, one need to run the simulation for a further number of iterations to obtain samples that can be used for posterior inference.
The following table lists the posterior descriptive summaries of interest for the PAL generalized exponential model. From Tables1-2, we conclude that the usual maximum likelihood inference using classical asymptotic results could lead to larger confidence intervals compared to the credible intervals come from the posterior summaries.
