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НОВИЙ МЕТОД РОЗВ’ЯЗАННЯ ДВОТОЧКОВИХ  
КРАЙОВИХ ЗАДАЧ ДЛЯ ЗВИЧАЙНИХ 
ЛІНІЙНИХ ДИФЕРЕНЦІАЛЬНИХ РІВНЯНЬ 
 
Запропоновано метод наближеного розв’язання двоточкової крайової задачі для лінійного зви-
чайного диференціального рівняння. Наближений розв’язок шукається у вигляді лінійної комбі-
нації системи лінійно-незалежинх функцій. Невідомі сталі у ньому знаходяться з умови найкра-
щого наближення правої частини диференціального рівняння лінійною комбінацією функцій, що 
отримується застосуванням диференціального оператора крайової задачі до наближеного 
розв’язку. Наведено приклад. 
 
Предложен метод приближенного решения двухточечных краевых задач для линейных обыкно-
венных дифференциальных уравнений. Приближенное решение в данном методе находятся из 
условия наилучшего приближения правой части дифференциального уравнения линейной ком-
бинацией функций, получаемых применением дифференциального оператора краевой задачи к 
приближенному решению. Приведен пример. 
 
The method approached solution of a two-dot boundary value problem for the linear differential equa-
tion is offered. The approached solution is searched in the form of a linear combination of system line-
arly-independent functions. Unknown constants are in him from a condition of the best approach of the 
right part of the differential equation a linear combination of the functions received by application of the 
differential operator of a boundary value problem to the approached solution. The example is resulted. 
 
Вступ. Аналіз відомих методів розв’язання крайових задач для звичай-
них лінійних диференціальних рівнянь та диференціальних рівнянь з частин-
ними похідними дозволяє розділити їх на наступні типи: 
 класичні методи [1], де наближений розв’язок крайової задачі отриму-
ється у вигляді скінченних або нескінченних сум відомих функцій (ортогона-
льних поліномів, тригонометричних функцій, спеціальних функцій тощо), 
або у вигляді сингулярних інтегралів тощо; 
 метод скінченних різниць [2], де наближений розв’язок крайової задачі 
отримується у вигляді таблиці значень у заданій системі точок області інтег-
рування; 
 варіаційні та проекційні методи [3 – 7] та їх частинний випадок – метод 
скінченних елементів [8], де наближений розв’язок крайової задачі шукається 
у вигляді лінійної комбінації наперед вибраної системи лінійно-незалежних 
функцій, які точно задовольняють головним граничним умовам – алгебраїч-
них або тригонометричних поліномів, сплайнів, розв’язків однорідного рів-
няння [5] тощо, дивись також [8]; 
 метод скінченних елементів з оптимальним вибором базисних функцій, 
координат вузлів елементів та вузлових параметрів [9, 10] (в цьому випадку 
всі функції і всі параметри, що входять у структуру наближеного розв’язку, 
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не задаються наперед, а знаходяться з умови мінімізації відповідного крите-
рію – функціоналу, відповідного поставленій крайовій задачі або якого-
небудь іншого критерію); 
 метод інтегральних співвідношень А.О. Дородніцина [11]; 
 метод зведення диференціальних рівнянь з частинними похідними до 
системи звичайних диференціальних рівнянь – метод ДР Л.В. Канторовича [2]; 
 метод ЛІДР або метод НІДР – методи О.М. Литвина [9, 10] зведення 
диференціальних рівнянь з частинними похідними до системи звичайних 
інтегро-диференціальних рівнянь (лінійних або нелінійних, відповідно). 
Останні три методи знаходять наближені розв’язки, що у все більшій 
мірі залежні від оператора крайової задачі і правої частини, причому метод 
ДР або метод інтегральних співвідношень А.О. Дородніцина можуть бути 
отримані як частинні випадки методу ЛІДР, метод ОМСЕ може розглядатися, 
як частинний випадок методу НІДР.  
Згідно з відомим правилом обчислювальної математики, наближуючий 
оператор, що враховує більше властивостей наближуваної функції, може ма-
ти кращі апроксимативні характеристики. Це правило використовується, зок-
рема, при побудові алгоритмів без насичення [12, 13], при інтегруванні фун-
кцій з особливостями [14], у адаптивних схемах методу скінченних елементів 
[9, 10] (дивись також у роботі [15]), у яких базисні функції задаються, а вузли 
елементів згущуються навколо точок з особливостями за деяким законом 
тощо.  
 
Постановка задачі. Задача полягає у розробці та дослідженні методу 
наближеного розв’язання звичайних лінійних диференціальних рівнянь  
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у вигляді точного розв’язку крайової задачі (1) – (2) для наближеної правої 
частини, яка залежить від довільних сталих. А також передбачалося запропо-
нувати метод знаходження вказаних довільних сталих. 
 
Основні твердження роботи. Пропонується метод розв’язання крайової 
задачі для лінійних звичайних диференціальних рівнянь (1) – (2). 
Метод полягає у виконанні наступних кроків: 
Крок 1. Будуємо систему лінійно-незалежних функцій   , 0,k x s N   з  
властивостями 
       0 0, 1 0, 0, 1, 0,s sk k s n k N      .                         (3) 
Крок 2. Знаходимо невідомий розв’язок задачі (1) – (2) у вигляді 
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де невідомі сталі , 0,kC k N  знаходимо з умови найкращого наближення 
правої частини диференціального рівняння  f x  лінійною комбінацією 
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Теорема. Наближений розв’язок  Nu x  має такі властивості: 
1)  точно задовольняє граничні умови (2); 
2)  точно задовольняє диференціальному рівнянню 
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Доведення. Той факт, що формула (4) задовольняє граничним умовам (2) 
є наслідком того, що кожний доданок задовольняє умови (2), згідно з (3). 
Твердження 2) випливає з наступного ланцюжка тотожностей: 
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Теорема доведена. 
Тобто, для похибки наближення    Nu x u x  маємо рівність 
   Nu x u x     Nf x Au x  і її оцінка залежить від класу диференційо-
ваності функції  f x  та від вибору функцій   , 0,k x s N  . 
 
Приклад. Знайти запропонованим методом наближений розв’язок кра-
йової задачі 
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   22 , 0 1d u a x u f x xdx     ;    0 0, 1 0,u u   
         1 1 , 2 1 1 1a x x x f x x x x x           . 
Точний розв’язок цієї крайової задачі:    1u x x x  . 
Якщо використати функції    1 , 0,1,...,kk x x x x k N    , то метод дає 
0 1, 0, 1,kC C k N   .  
 
Перспективи подальших досліджень. У подальшому планується уза-
гальнення методу на випадок розв’язання крайових задач для двовимірних 
областей складної форми.  
 
Висновки. Запропоновано метод побудови наближених розв’язків кра-
йових задач для звичайних лінійних диференціальних рівнянь 
    , 0 1Au x f x x   . У запропонованому методі  u x  наближується у 
вигляді лінійної комбінації деякої лінійно-незалежної системи функцій 
  , 0,...,k x k N  , що задовольняють граничним умовам крайової задачі. 
Коефіцієнти цієї лінійної комбінації знаходяться з умови найкращого набли-
ження (в нормі 2[0,1]L  або іншій нормі) правої частини  f x  лінійною ком-
бінацією функцій     , 0,...,k kx A x k N   . 
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