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Abstract
A Markovian model of group-structured (two-level) population dynamics
features births, deaths, and migrations of individuals, and fission and extinc-
tion of groups. These models are useful for studying group selection and other
evolutionary processes that occur when individuals live in distinct groups. We
show that the sample paths of a properly scaled sequence of these models con-
verge in an appropriate Skorohod space to a deterministic trajectory that is
a unique solution to a quasilinear evolution equation. The PDE model can
therefore be justified as an approximation to the Markovian one.
1 Introduction
A group-structured population is one comprised of individuals that live in distinct
groups. The individuals may be of different types, e.g., “cooperators” and “defec-
tors”, based on different heritable traits. Group-structured populations are very
common in the natural world. Social animals often live in distinct groups, e.g.,
packs of wolves, ant colonies, tribes of hunter-gatherers; and group structure exist
in other populations as well, e.g., the parasites that reside in a given host organism
constitute a group. The individuals in a group-structured population are not neces-
sarily multicellular organisms. For example, the individuals could be microbes, like
Dictyostelium (a species of amoeba), in which case the corresponding groups would
be the multicellular organisms made of them (slime molds).
Evolutionary theorists since Darwin’s time have wondered how group structure
may (or may not) affect evolution, and in particular the evolution of cooperative
(altruistic) behaviors. Writing about prehistoric tribes of hunter-gatherers, Darwin
[3, p. 166] famously said
There can be no doubt that a tribe including many members who, from pos-
sessing in high degree the spirit of patriotism, fidelity, obedience, courage, and
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sympathy, were always ready to aid one another, and to sacrifice themselves for
the common good, would be victorious over most other tribes; and this would be
natural selection.
In other words, although altruistic behavior may be reproductively disadvantageous
for individuals (the hunter-gatherers) within the groups (the tribes), groups with
more altruistic individuals fare better, and over time this could lead to the evo-
lution of altruistic individuals in the population as a whole. Altruistic behavior
cannot easily evolve in a well-mixed population1 since altruists can be exploited
by nonaltruists, thereby lowering their “fitness”, but it may evolve more easily in
group-structured populations, where more-cooperative groups have some survival
advantage.
By the 1960’s Darwin’s thoughts on this topic had been rephrased in terms of the
efficacy of group selection. The best arguments and mathematical models at that
time, e.g., Maynard Smith [18], Williams [29], implied that group selection, while
theoretically possible, was much too weak to have an effect in the natural world.
Explanatory theories like “the selfish gene”, Williams [29], Dawkins [4] and “kin
selection”, Hamilton [8], Maynard Smith [18], reinforced those arguments. Later,
Wilson [30], Sober and Wilson [25], Wilson and Wilson [31], and others gradually
reopened the debate, being more careful about the way group selection was defined.
The new group selection proponents realized that group selection (properly defined)
was a potent evolutionary force, however they lacked mathematical models to help
make their cases. The problem with all the mathematical models of group selection
up to that point was that they did not properly account for group-level birth and
death events like fission and extinction. Furthermore, the models were typically
designed for an equilibrium analysis only, so the time-dependent mechanisms that led
to the evolution of cooperation/altruism remained mysterious. The later proponents
of group selection were right about the efficacy of group selection, but they did not
have a good mathematical explanation of how the phenomenon works.
In Simon [21] a Markovian model of group-structured population dynamics was
proposed that featured individual-level events like births, deaths, and migrations,
and also group-level events like fission and extinction. The paper also included a
heuristic derivation of a PDE based on the Markovian model. The population dy-
namics from the Markovian model and PDE model are very similar to each other
(Figure 1), leading one to suspect that there is a fundamental mathematical connec-
tion between the two models. The purpose of this paper is to make the connection
precise. The PDE trajectory is proven to be the unique limit of a certain scaled
sequence of sample paths from the Markovian model.
1If the individuals are sufficiently closely related then Hamilton’s rule [8] shows that altruistic
traits can evolve.
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Numerical experiments with the Markovian and PDE models from Simon [21]
showed that previous models that ignored or misrepresented group-level birth and
death events vastly underestimated the strength of group selection, Simon, Fletcher,
Doebeli [22], Simon and Pilosov [24]. There are other contemporary models of group-
structured populations analyzed in the literature that also shed light on the process
of group selection. Traulsen and Nowak [28] proposed a model based on nested
Moran processes. They found conditions for a single mutant cooperator in a popu-
lation of defectors to have a better chance of fixing in the population than a single
mutant defector in a population of cooperators. Their results are valid in a limit-
ing regime as the rates of group-level births and deaths approach zero, and as the
fitness advantage for defectors approaches zero (weak selection). Another difference
between their work and ours is that by looking only at fixation probabilities, their
analysis did not involve population dynamics. Luo [16] and Luo and Mattingly
[17] also considered nested Moran processes as models of group-structured popu-
lations. They obtained large–population limits for the group process. One limit
is the solution of a deterministic PDE and the other one is a Fleming–Viot pro-
cess. A wide variety of large–population limits for Markovian models of a similar
kind, but restricted to a single biological level (no group structure), can be found in
Champagnat, et.al. [2] and Puhalskii and Simon [20].
The present results are the same sort as the PDE limit in Luo and Mattingly [17],
but the model of group-structured populations studied here is more (biologically)
realistic. In particular, the birth and death events at each level are decoupled here,
i.e., it is not necessary to assume that the number of groups and the sizes of the
groups are constant, which is a defining feature of the Moran process. Furthermore,
the group-level birth event in the present model is fission, which is more realistic
than the “group cloning” birth event implicit in a model based on Moran processes.
Migrations are introduced into the model and the number of types of individuals is
not restricted to two, unlike in Luo and Mattingly [17]. On the technical side, aban-
doning the conventions of the Moran model forces one to grapple with convergence
of processes assuming values in noncompact spaces of measures and accounting for
migrations results in the limit equation being quasilinear whereas the PDE in Luo
and Mattingly [17] is semilinear. In addition, rather than working with the genera-
tor of the Markov process of the number of groups which seems to be problematic
in our setup, we work directly with the balance equations for the process trajec-
tories. We prove convergence to the limit PDE for two different topologies on the
state–space of the population process. One is the topology of weak convergence of
nonnegative measures akin to that used in Luo and Mattingly [17] and the other
is a stronger topology of weak convergence in an Lp–space. The second mode of
convergence stipulates a different scaling.
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2 The Markovian model of group-structured popula-
tions
We consider a population of a finite number of groups, where each group consists
of a finite number of individuals. There are ℓ types of individuals, e.g., cooperators
and defectors. The state of a group is specified by the number of each type in
the group. An i = (i1, . . . , iℓ)–group is a group with i1 type 1 individuals, i2 type 2
individuals and so on. (We treat the i as Rℓ–vectors, e.g., i−i′ = (i1−i
′
1, . . . , iℓ−i
′
ℓ) ,
and define i ≥ i′ to mean that the entries of i − i′ are nonnegative. We denote
|i| = i1 + . . . + iℓ and let ek represent the kth element of the standard basis in R
ℓ ,
e.g., e1 = (1, 0, . . . , 0) .) Within each group, individuals independently give birth
(asexually and without mutation) and die at stochastic rates which may depend
on the individual type and the state of the group. The per capita birth rate of
type k individuals in an i-group is βk(i), k = 1, . . . , ℓ. Likewise, the per capita
death rate of type k individuals in an i-group is δk(i) . (Naturally, we assume that
βk(i) = δk(i) = 0 when ik = 0 .)
LetXt(i) be the number of i–groups in the population at time t. Then {Xt(i), i ∈
Z
ℓ
+ \ {0}} specifies the state of the population at time t. In the model, the groups
independently die of extinction, the extinction rate for an i–group being ǫ(i)X∗t ,
where X∗t =
∑
iXt(i) is the total number of groups at time t. An extinction event is
the instantaneous death of all the individuals in a group, i.e., the death of the group.
The other group–level event in the model is fission. Let us say that (unordered) set
πi of ℓ–vectors with nonnegative integer entries is a partition of i if the vectors are
nonzero and
∑
j∈πi
j = i . An i–group fissions at rate φ(i) (independently of the
states of the other groups) which means that i is split according to partition πi ,
which is chosen at random, the elements of the partition determine the makeup
of ”offspring” groups and the “parent” group ceases to exist. Thus, there is a
conservation of individuals under fission. (It is allowed for a partition to consist of
the single vector i which constitutes ”a nonproper fission”.) The probability that
an i–group is fissioned according to partition πi is denoted by ζi(πi) . Evidently,∑
πi
ζi(πi) = 1 . Let πi(i
′) denote the number of i′–groups in partition πi . We
let η(i, i′) =
∑
πi
πi(i
′)ζi(πi) denote the expected number of i
′–groups produced
by the fission. Finally, individuals can independently migrate from one group to
another in the model. The per capita migration rate of type k individuals in an
i–group is µk(i) . It is assumed that a migrating individual chooses a group from
the population to join (possibly, the one they are coming from), each with equal
probability, considering themselves as a member of their group when deciding on
the move.
Let
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Bkt (i) represent the number of type k births in all i–groups in [0, t] , where B
k
t (i) = 0
when ik = 0 ,
Dkt (i) represent the number of type k deaths in all i–groups in [0, t] , whereD
k
t (i) = 0
when ik = 0 ,
Mkt (i) represent the number of type k immigrations to all i–groups in [0, t] ,
M
k
t (i) represent the number of type k emigrations from all i–groups in [0, t] , where
M
k
t (i) = 0 when ik = 0 ,
F t(i) represent the number of fissions of i–groups in [0, t] ,
Ft(i
′, i) represent the number of i–groups that are produced as a result of fissioning
of i′–groups in [0, t] ,
Et(i) represent the number of i–groups that get extinct in [0, t] .
It is assumed that all these processes take values in Z+ , are equal to zero when
t = 0 and have nondecreasing piecewise constant rightcontinuous trajectories with
lefthand limits. All the processes with the exception of Ft(i
′, i) have unit jumps.
The jump sizes of the process Ft(i
′, i) are determined by the numbers of groups that
the i′–groups may fission into. The birth, death, migration, and extinction processes
are assumed to be independent Poisson processes. In order to be more specific, we
introduce independent ”primitives” as follows. Let, for i ∈ Zℓ+ \{0} , k ∈ {1, . . . , ℓ} ,
p ∈ N , l ∈ N , r ∈ N , and X = (X(i)) ∈ Z
Zℓ+\{0}
+ with X
∗ =
∑
iX(i) ∈ (0,∞) ,
LB,kt (i, p, r) represent Poisson processes of rates β
k(i) ,
LD,kt (i, p, r) represent Poisson processes of rates δ
k(i) ,
LM,kt (i, p, r) represent Poisson processes of rates µ
k(i) ,
LFt (i, p) represent Poisson processes of rates φ(i) ,
LEt (i, p) represent Poisson processes of rates ǫ(i) ,
ϑki (p, r,X) , with ik ≥ 1 , represent random variables assuming values in Z
ℓ
+ \ {0}
such that
P
(
ϑki (p, r,X) = i
′
)
=
X(i′)
X∗
,
θi(p) represent random partitions of i distributed as ζi .
(Informally, p represents the index of a group and r represents the index of an
individual in a group, ϑki (p, r,X) represents the makeup of the group the rth type k
migrating individual of the pth i–group joins upon migration when the state of the
population is X , and θi(p) is the set of groups that the pth fissioning i–group fissions
5
into.) All these processes and random variables are assumed mutually independent
for different i , or p , or r .
We let θi(i
′, p) represent the number of i′–groups in the partition θi(p) so that
P(θi(i
′, p) = j) =
∑
πi: πi(i′)=j
ζi(πi) . It is noteworthy that
Eθi(i
′, p) = η(i, i′) . (2.1)
We assume that the (Xt(i) , t ≥ 0) are Z+–valued processes which have piecewise
constant rightcontinuous trajectories with limits on the left and that the following
recursions are satisfied, with ∆ representing the jump of a process, with t− denoting
the lefthand limit so that, e.g., ∆Xt(i) = Xt(i) −Xt−(i) and with 1Γ denoting the
indicator function of event or element Γ :
∆Bkt (i) =
Xt−(i)∑
p=1
ik∑
r=1
∆LB,kt (i, p, r) , ∆D
k
t (i) =
Xt−(i)∑
p=1
ik∑
r=1
∆LD,kt (i, p, r) ,
∆M
k
t (i) =
Xt−(i)∑
p=1
ik∑
r=1
∆LM,kt (i, p, r)(1 − 1ϑki (p,L
M,k
t (i,p,r),Xt−)
(i)),
∆Mkt (i) =
∑
i′ 6=i
Xt−(i′)∑
p=1
i′k∑
r=1
∆LM,kt (i
′, p, r)1
ϑk
i′
(p,LM,kt (i
′,p,r),Xt−)
(i) ,
∆F t(i) =
Xt−(i)∑
p=1
∆LFt (i, p) , ∆Ft(i, i
′) =
Xt−(i)∑
p=1
θi(i
′, p)∆LFt (i, p) ,
∆Et(i) =
Xt−(i)X∗t−∑
p=1
∆LEt (i, p)
(2.2)
and
∆Xt(i) = −
ℓ∑
k=1
∆Bkt (i) +
ℓ∑
k=1
∆Bkt (i− ek)−
ℓ∑
k=1
∆Dkt (i) +
ℓ∑
k=1
∆Dkt (i+ ek)
−
ℓ∑
k=1
∆Mkt (i) +
ℓ∑
k=1
∆Mkt (i− ek)−
ℓ∑
k=1
∆M
k
t (i) +
ℓ∑
k=1
∆M
k
t (i+ ek)
−∆F t(i) +
∑
i′
∆Ft(i
′, i)−∆Et(i) .
(2.3)
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(We also assume that Bkt (i) = M
k
t (i) = 0 when ik = −1 .) Induction on the jump
epochs of the primitive processes shows that (2.2) and (2.3) admit a unique solution
for given X0 up to the time that X
∗
t = 0 , which may happen never. From that
time on, we let the righthand sides of (2.2) vanish, so, Xt(i) = 0 . If the β
k(i) are
bounded above uniformly in i by some βk , then the population stays finite at all
times, provided it is finite initially, because it does not exceed the value of the Yule
process with birth rate
∑ℓ
k=1 β
k and the population at time zero being X∗0 .
Let Xt = (Xt(i) , i ∈ Z
ℓ
+ \ {0}) . It is a Markov process with values in Z
Zℓ+\{0}
+ .
One can view Xt as a density with respect to the counting measure on Z
ℓ
+ \ {0} so
that Xt can be identified with the measure on Z
ℓ
+ \ {0} induced by the density and
defined by Λt(Γ) =
∑
iXt(i)1Γ(i) , where Γ ⊂ Z
ℓ
+ \ {0} . Then, (Xt , t ≥ 0) can be
referred to as a measure–valued process.
For the limit theorem, we consider a sequence of models as above, labelled with
two parameters, m and n , which we let go to infinity. Accordingly, the variables
we have introduced are supplemented with superscripts n and m , e.g., Bn,m,kt (i)
stands for the number of type k births in all i–groups in [0, t] for the (m,n)–model.
Informally, m characterises the group number and n characterises the group sizes.
It is assumed throughout that the functions ik(β
n,m,k(i) + δn,m,k(i) + µn,m,k(i)) ,
φn,m(i) and mǫn,m(i) are bounded in n,m, and i , that the mǫn,m(i) are bounded
away from zero, and that the number of groups that may be produced as a result
of fissioning is bounded, i.e., the random variables θn,mi (i
′, p) are bounded. It is
convenient to extend the domain of i to all of Zℓ+ so that β
n,m,k(0) and similar
quantities are defined, and define Xn,mt (0) = 0 .
Let
Λn,mt (Γ) =
1
m
∑
i
Xn,mt (i)1Γ
( i
n
)
, (2.4)
where Γ ⊂ Rℓ+ , and let Λ
n,m = ((Λn,mt (Γ) ,Γ ∈ B(R
ℓ
+)) , t ≥ 0) . Note that
Λn,mt ({0}) = 0 . The process Λ
n,m takes values in the space M+(R
ℓ
+) of (nonnega-
tive finite) Borel measures on Rℓ+ , which is equipped with the weak topology and
is, therefore, a complete separable metric space, see, Topsœ[27]. Accordingly, Λn,m
is a random element of the Skorohod space D(R+,M+(R
ℓ
+)) , see, e.g., Ethier and
Kurtz [6] for the definition and properties. We introduce a number of other spaces.
Let C(R+,M+(R
ℓ
+)) denote the set of continuous M+(R
ℓ
+)–valued functions. Let
C
1(Rℓ+) denote the set of real–valued functions on R
ℓ
+ that can be extended to func-
tions with continuous derivatives defined on an open set containing Rℓ+ . Let C
1
c(R
ℓ
+)
denote the subset of C1(Rℓ+) of functions of compact support.
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Let, for u = (u1, . . . , uℓ) ∈ R
ℓ
+ , ⌊nu⌋ = (⌊nu1⌋, . . . , ⌊nuℓ⌋) and
βˆn,m,k(u) = βn,m,k(⌊nu⌋), δˆn,m,k(u) = δn,m,k(⌊nu⌋), µˆn,m,k(u) = µn,m,k(⌊nu⌋),
φˆn,m(u) = φn,m(⌊nu⌋), ǫˆn,m(u) = mǫn,m(⌊nu⌋) .
(2.5)
We also define, for u ∈ Rℓ+ and Γ ⊂ R
ℓ
+ ,
ηˆn,m(u,Γ) =
∑
i′
ηn,m(⌊nu⌋, i′)1Γ
( i′
n
)
. (2.6)
(Note that ηˆn,m(u, {i′/n}) = ηn,m(⌊nu⌋, i′) .)
Let us assume that there exist functions βˆk(u) , δˆk(u) and µˆk(u) , which belong to
C
1(Rℓ+) , such that the functions ukδˆ
k(u) , ukβˆ
k(u) , and ukµˆ
k(u) have bounded first
order derivatives, continuous and bounded functions φˆ(u) and ǫˆ(u) and transition
kernel ϕˆ(u, du′) , which is a finite measure on Rℓ+ for each u , with the total mass
being uniformly bounded over u ∈ Rℓ+ , such that
∫
Rℓ
+
f(u′)ϕˆ(u, du′) is a continuous
function of u and, as n,m→∞ ,
ℓ∑
k=1
(
uk|βˆ
n,m,k(u)− βˆk(u)|+ uk|δˆ
n,m,k(u)− δˆk(u)|+ uk|µˆ
n,m,k(u)− µˆk(u)|
)
+ |φˆn,m(u)− φˆ(u)| + |ǫˆn,m(u)− ǫˆ(u)| + |
∫
Rℓ
+
f(u′)φˆn,m(u)ηˆn,m(u, du′)
−
∫
Rℓ
+
f(u′)ϕˆ(u, du′)| → 0 (2.7)
uniformly over compact sets of u , for all continuous bounded functions f of com-
pact support. It is assumed further that the total population at time 0 , which is∑
i
∑ℓ
k=1 ikX
n,m
0 (i) = nm
∫
Rℓ
+
|u|Λn,m0 (du) , is finite. (Accordingly, nm
∫
Rℓ
+
|u|Λn,mt (du)
yields the total population at time t .) Let |u| = u1 + . . .+ uℓ .
Theorem 2.1. 1. Suppose that, for some λˆ0 = (λˆ0(du)) ∈ M+(R
ℓ
+) such that
λˆ0(R
ℓ
+) > 0 and
∫
Rℓ+
|u|λˆ0(du) <∞ , we have that Λ
n,m
0 → λˆ0 in probability in
M+(R
ℓ
+) and
∫
Rℓ
+
|u|Λn,m0 (du) →
∫
Rℓ
+
|u|λˆ0(du) in probability, as n,m → ∞ .
In addition, suppose that
lim
K→∞
lim sup
n,m→∞
P(
∑
i
|Xn,m0 (i)|
2 > Km2) = 0 .
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Then, the Λn,m converge in probability in D(R+,M+(R
ℓ
+)) to (λˆt , t ≥ 0) ∈
C(R+,M+(R
ℓ
+)) such that λˆt(R
ℓ
+) > 0 . It is uniquely specified by the require-
ment that, given f ∈ C1c(R
ℓ
+) ,
∫
Rℓ
+
f(u)λˆt(du) is differentiable and
d
dt
∫
Rℓ
+
f(u)λˆt(du)
=
∫
Rℓ
+
( ℓ∑
k=1
(
uk (βˆ
k(u)− δˆk(u)− µˆk(u)) +
1
λˆt(Rℓ+)
∫
Rℓ
+
u′k µˆ
k(u′) λˆt(du
′)
)
∂ukf(u)
+
∫
Rℓ
+
f(u′) ϕˆ(u, du′)− (φˆ(u) + ǫˆ(u)λˆt(R
ℓ
+))f(u)
)
λˆt(du) . (2.8)
If λˆ0 is absolutely continuous with respect to Lebesgue measure, then λˆt is
absolutely continuous too.
2. In probability, locally uniformly in t ,
∫
Rℓ
+
|u|Λn,mt (du) →
∫
Rℓ
+
|u|λˆt(du) .
If, in addition, ∫
Rℓ
+
uΛn,m0 (du)→
∫
Rℓ
+
u λˆ0(du)
in probability, then ∫
Rℓ
+
uΛn,mt (du)→
∫
Rℓ
+
u λˆt(du)
in probability locally uniformly in t .
3. Suppose that, under the hypotheses of part 1, λˆ0 is absolutely continuous with
respect to the Lebesgue measure, that its density xˆ0 = (xˆ0(u) , u ∈ R
ℓ
+) is a
bounded and Lipschitz–continuous function, that ϕˆ(u, du′) = ϕ(u, u′) du′ with
ϕ(u, u′) having Sobolev derivative Duϕ(u, u
′) with respect to u for almost all
u′ such that ess supu∈Rℓ
+
∫
Rℓ
+
(ϕ(u, u′) + |Duϕ(u, u
′)|) du′ < ∞ , and that the
functions φˆ(u) and ǫˆ(u) are Lipschitz–continuous. Then the density xˆt =
(xˆt(u) , u ∈ R
ℓ
+) of λˆt is a bounded and Lipschitz–continuous function of u, is
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locally Lipschitz–continuous with respect to t , and, for almost all t and u with
respect to the Lebesgue measure,
− ∂txˆt(u) =
ℓ∑
k=1
(
∂uk
(
xˆt(u)uk (βˆ
k(u)− δˆk(u)− µˆk(u))
)
+
∫
Rℓ
+
xˆt(u
′)u′k µˆ
k(u′) du′
∫
Rℓ
+
xˆt(u
′) du′
∂uk xˆt(u)
)
−
∫
Rℓ
+
xˆt(u
′)ϕ(u, u′) du′
+ xˆt(u)φˆ(u) + xˆt(u)ǫˆ(u)
∫
Rℓ
+
xˆt(u
′) du′ . (2.9)
Remark 2.1. If ηˆn,m(u, du′) → ηˆ(u, du′) weakly, as in the next example, then one
may be able to take ϕˆ(u, du′) = φˆ(u)ηˆ(u, du′) .
Remark 2.2. As an example of the scaling, consider fissioning into one or two pieces
that gives equal probability to every possible fission outcome:
ζi({i
′, i− i′}) =
1∏ℓ
k=1(ik + 1)
.
Hence, the θi(i
′, p) assume values in {1, 2} and
η(i, i′) =
2∏ℓ
k=1(ik + 1)
.
We define fission kernel ηˆn,m(u, du′) by (2.6). Let φn,m(i) =
∏ℓ
k=1(ik+1)e
−|i|/n/nℓ .
Consequently, φˆn,m(u) =
∏ℓ
k=1(⌊nuk⌋+1)e
−|⌊nu⌋|/n/nℓ . We have that ηˆn,m(u, du′)→
2/
(∏ℓ
k=1 uk
)
1[0,u](u
′) du′ , φˆn,m(u)→
∏ℓ
k=1 uke
−|u| , and φˆn,m(u)ηˆn,m(u, du′)→
2e−|u|1[0,u](u
′) du′ weakly uniformly over u from bounded sets.
We now give a version of Theorem 2.1 for a stronger topology. Let
ǫˇn,m(u) = mnℓǫn,m(⌊nu⌋) , ηˇn,m(u, u′) = nℓηn,m(⌊nu⌋, ⌊nu′⌋) . (2.10)
The functions mnℓǫn,m(i) and φn,m(i)nℓηn,m(i, i′) are assumed to be bounded in n ,
m , i , and i′ . Let us assume that there exist bounded Lipschitz–continuous functions
βˆk(u) , δˆk(u) , and µˆk(u) , bounded continuous functions φˆ(u) and ǫˇ(u) , and function
ϕˇ(u, u′) such that the functions ukβˆ
k(u), uk δˆ
k(u) , and ukµˆ
k(u) are bounded and
Lipschitz–continuous, the function
∫
Rℓ
+
f(u′)ϕˇ(u, u′) du′ is continuous with respect to
u for any continuous function f(u′) of compact support, supu∈Rℓ+
∫
Rℓ
+
ϕˇ(u, u′) du′ <
∞ , and for all bounded Borel measurable sets Θ ⊂ Rℓ+ and continuous functions of
compact support f(u′) ,
∫
Θ
( ℓ∑
k=1
(
uk|βˆ
n,m,k(u)− βˆk(u)|+ uk|δˆ
n,m,k(u)− δˆk(u)| + uk|µˆ
n,m,k(u)− µˆk(u)|
)
+|φˆn,m(u)− φˆ(u)|+ |ǫˇn,m(u)− ǫˇ(u)|+ |
∫
Rℓ
+
f(u′)φˆn,m(u)ηˇn,m(u, u′) du′
−
∫
Rℓ
+
f(u′)ϕˇ(u, u′) du′| du
)
→ 0 ,
as n,m→∞ .
Let processes Xˆn,m = (Xˆn,mt , t ≥ 0) be defined by
Xˆn,mt = (Xˆ
n,m
t (u), u ∈ R
ℓ
+) and Xˆ
n,m
t (u) =
1
m
Xn,mt (⌊nu1⌋, . . . , ⌊nuℓ⌋) .
We assume that Xˆn,m0 ∈ L
2(Rℓ+) ∩ L
1(Rℓ+) . Both L
2(Rℓ+) and L
1(Rℓ+) are endowed
with weak topologies which will be emphasised by denoting those spaces by L2w(R
ℓ
+)
and L1w(R
ℓ
+) , respectively. Specifically, L
2
w(R
ℓ
+) is endowed with the σ
(
L
2,L2
)
–
topology and L1w(R
ℓ
+) is endowed with the σ
(
L
1,L∞
)
–topology. Both spaces are
completely regular topological spaces as topological groups. The definition and
properties of the Skorohod spaces D(R+,L
2
w(R
ℓ
+)) and D(R+,L
1
w(R
ℓ
+)) follow from
the analysis in Jakubowski [13].
Theorem 2.2. 1. If, for some xˇ0 = (xˇ0(u)) ∈ L
2(Rℓ+)∩L
1(Rℓ+) with xˇ0(u) ≥ 0 ,∫
Rℓ
+
xˇ0(u) du > 0 , and
∫
Rℓ
+
|u|xˇ0(u) du < ∞ , we have that Xˆ
n,m
0 → xˇ0 in
probability in L1w(R
ℓ
+) and
∫
Rℓ
+
|u|Xˆn,m0 (u) du →
∫
Rℓ
+
|u|xˇ0(u) du in probability,
as n,m→∞ , and
lim
K→∞
lim sup
n,m→∞
P(
∑
i
|Xn,m0 (i)|
2 > Km2nℓ) = 0 ,
then the Xˆn,m converge in probability in D(R+,L
1
w(R
ℓ
+)) and in D(R+,L
2
w(R
ℓ
+))
to function (xˇt , t ≥ 0) , where xˇt = (xˇt(u), u ∈ R
ℓ
+) , such that xˇt(u) ≥ 0 ,∫
Rℓ
+
xˇt(u) du > 0 , xˇt ∈ L
1(Rℓ+) ∩ L
2(Rℓ+) , and, for all t and almost all u ,
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the measure λˆt(du) = xˇt(u) du satisfies (2.8) with ηˆ(u) and ǫˆ(u) replaced with
ηˇ(u) and ǫˇ(u) , respectively.
2. In probability, locally uniformly in t ,
∫
Rℓ
+
|u|Xˆn,mt (u) du →
∫
Rℓ
+
|u|xˇt(u) du .
If, in addition, ∫
Rℓ
+
u Xˆn,m0 (u) du→
∫
Rℓ
+
u xˇ0(u) du
in probability, then
∫
Rℓ+
u Xˆn,mt (u) du→
∫
Rℓ+
u xˇt(u) du
in probability locally uniformly in t .
3. If, under the hypotheses of part 1, xˇ0 is a bounded and Lipschitz–continuous
function, ϕˇ(u, u′) has Sobolev derivative Duϕˇ(u, u
′) with respect to u for almost
all u′ such that ess supu∈Rℓ
+
∫
Rℓ
+
(ϕˇ(u, u′) + |Duϕˇ(u, u
′)|) du′ < ∞ , and the
functions φˆ(u) and ǫˇ(u) are Lipschitz–continuous, then xˇt(u) is a bounded and
Lipschitz–continuous function with respect to u , is locally Lipschitz–continuous
with respect to t , and (2.9) is satisfied for almost all t and u .
3 Proof of Theorem 2.1
The proof of Theorem 2.1 proceeds by establishing compactness of Λn,m and as-
certaining the limit point. Techniques of stochastic calculus are used extensively.
Throughout the section, the hypotheses of part 1 of Theorem 2.1 are assumed to
hold. We begin with a lemma on the properties of fission. Let b denote an upper
bound on the number of offspring in a fission.
Lemma 3.1. We have that
ηˆn,m(u,Rℓ+) ≤ b (3.1)
and ∫
Rℓ
+
u′ηˆn,m(u, du′) =
⌊nu⌋
n
. (3.2)
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As a result,
ϕˆ(u,Rℓ+) ≤ bφˆ(u) (3.3)
and ∫
Rℓ
+
u′ϕˆ(u, du′) = uφˆ(u) . (3.4)
Proof. By the analogue of (2.1),
∑
i′
ηn,m(i, i′) =
∑
i′
Eθn,mi (i
′) = E
∑
i′
θn,mi (i
′) .
The latter sum is the total number of pieces, so, it does not exceed b . Similarly,
∑
i′
i′ηn,m(i, i′) = E
∑
i′
i′θn,mi (i
′) ,
the latter sum being equal to i . Representations (3.1) and (3.2) now follow from
(2.6). Since ηˆn,m(u, du′) = 0 when |u′| > |u| , (3.3) and (3.4) follow from (2.7), (3.1)
and (3.2).
Remark 3.1. Similarly, ηˆn,m(u,Rℓ+) = b and ϕˆ(u,R
ℓ
+) = bφˆ(u) , provided every
fission produces exactly b offspring. If, in addition, ηˆn,m(u, du′)→ ηˆ(u, du′) weakly,
then these relations carry over to ηˆ(u, du′) .
Let Fn,mt represent the complete σ–algebra that is generated by the random
variables Xn,m0 (i) , L
B,n,m,k
s (i, p, r) , L
D,n,m,k
s (i, p, r) , L
M,n,m,k
s (i, p, r) , L
F ,n,m
s (i, p) ,
LE,n,ms (i, p) , B
n,m,k
s (i) , D
n,m,k
s (i) , M
n,m,k
s (i) , M
n,m,k
s (i) , and F
n,m
s (i, i′) , where i ∈
Z
ℓ
+\{0} , p ∈ N , r ∈ N , k ∈ {1, . . . , ℓ} , and 0 ≤ s ≤ t , and let F
n,m = (Fn,mt , t ≥ 0)
represent the associated filtration. Let us adopt the convention that 0/0 = 0 , that
the analogues of the processes on the lefthand side of (2.2) are equal to zero when
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i = 0 and define
NB,n,m,kt (i) = B
n,m,k
t (i)−
t∫
0
Xn,ms (i)ikβ
n,m,k(i) ds ,
ND,n,m,kt (i) = D
n,m,k
t (i)−
t∫
0
Xn,ms (i)ikδ
n,m,k(i) ds ,
NF,n,mt (i
′, i) = Fn,mt (i
′, i) −
t∫
0
Xn,ms (i
′)φn,m(i′)ηn,m(i′, i) ds ,
NF,n,mt (i) = F
n,m
t (i) −
t∫
0
Xn,ms (i)φ
n,m(i) ds ,
NE,n,mt (i) = E
n,m
t (i) −
t∫
0
Xn,ms (i)X
n,m,∗
s ǫ
n,m(i) ds ,
NM,n,m,kt (i) =M
n,m,k
t (i)−
t∫
0
∑
i′ 6=i
Xn,ms (i
′)i′kµ
n,m,k(i′)
Xn,ms (i)
Xn,m,∗s
ds ,
NM,n,m,kt (i) =M
n,m,k
t (i) −
t∫
0
Xn,ms (i)ikµ
n,m,k(i)
(
1−
Xn,ms (i)
Xn,m,∗s
)
ds .
(3.5)
We note that the righthand sides are equal to zero after the time when Xn,m,∗t hits
zero. Let
αn,mi (i
′) = Eθn,mi (i
′, 1)2 .
We note that
αn,mi (i
′) ≤ bηn,m(i, i′) . (3.6)
By the analogues of (2.1) and (2.2), and by Lemma A.1 in the appendix, the pro-
cesses on the righthand sides of (3.5) are locally square integrable martingales,
whose predictable quadratic variation processes are as follows, see, e.g., Liptser and
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Shiryayev [15] for the corresponding definitions,
〈NB,n,m,k(i)〉t =
t∫
0
Xn,ms (i)ikβ
n,m,k(i) ds , 〈ND,n,m,k(i)〉t =
t∫
0
Xn,ms (i)ikδ
n,m,k(i) ds ,
〈NE,n,m(i)〉t =
t∫
0
Xn,ms (i)X
n,m,∗
s ǫ
n,m(i) ds , 〈NF ,n,m(i)〉t =
t∫
0
Xn,ms (i)φ
n,m(i) ds ,
〈NF,n,m(i′, i)〉t =
t∫
0
Xn,ms (i
′)φn,m(i′)αn,mi′ (i) ds ,
〈NM,n,m,k(i)〉t =
t∫
0
∑
i′ 6=i
Xn,ms (i
′)i′kµ
n,m,k(i′)
Xn,ms (i)
Xn,m,∗s
ds ,
〈NM,n,m,k(i)〉t =
t∫
0
Xn,ms (i)ikµ
n,m,k(i)
(
1−
Xn,ms (i)
Xn,m,∗s
)
ds .
(3.7)
The nonzero predictable covariance processes are
〈NM,n,m,k(i), NM,n,m,k(i′)〉t =(1− 1i(i
′))
t∫
0
Xn,ms (i
′)i′kµ
n,m,k(i′)
Xn,ms (i)
Xn,m,∗s
ds ,
〈NF,n,m(i, i′), NF ,n,m(i)〉t =
t∫
0
Xn,ms (i)φ
n,m(i)ηn,m(i, i′) ds ,
〈NF,n,m(i, i′), NF,n,m(i, j′)〉t =
t∫
0
Xn,ms (i)φ
n,m(i)Eθn,mi (i
′, 1)θn,mi (j
′, 1) ds .
(3.8)
Let
Rn,mt =
1
m
Xn,m,∗t = Λ
n,m
t (R
ℓ
+) , (3.9)
so, Rn,m0 → R0 = λˆ0(R
ℓ
+) > 0 in probability, as n,m → ∞ . The processes
(Rn,mt , t ≥ 0) are random elements of D(R+,R) . Let us recall that a sequence
of stochastic processes with trajectories in a Skorohod space is said to be C–tight if
it is tight for convergence in distribution in the Skorohod space and the limit points
are laws of continuous path processes, see, e.g., Jacod and Shiryaev [12].
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Lemma 3.2. The sequence of processes (Rn,mt , t ≥ 0) is C–tight and, given t > 0 ,
there exists ρ > 0 such that P(infs≤tR
n,m
s > ρ)→ 1 , as n,m→∞ .
Proof. By the analogue of (2.3),
∆Xn,m,∗t =
∑
i
∑
i′
∆Fn,mt (i
′, i) −
ℓ∑
k=1
∆Dn,m,kt (ek)−
∑
i
∆F
n,m
t (i)−
∑
i
∆En,mt (i) .
(3.10)
Since
∑
i∆F
n,m
t (i
′, i) ≤ b∆F
n,m
t (i
′) ,
∆Xn,m,∗t ≤ b
∑
i
∆F
n,m
t (i) −
∑
i
∆En,mt (i) .
Hence,
∆Rn,mt ≤ ∆R
n,m
t , (3.11)
where
R
n,m
t = R
n,m
0 +
b
m
∑
i
F
n,m
t (i)−
1
m
∑
i
En,mt (i) . (3.12)
Let NR,n,mt (i) = (bN
F ,n,m
t (i) − N
E,n,m
t (i))/m and N
R,n,m
t =
∑
iN
R,n,m
t (i) so that
by (3.5),
R
n,m
t = R
n,m
0 +
t∫
0
∑
i
1
m
Xn,ms (i)
(
bφn,m(i)−Xn,m,∗s ǫ
n,m(i)
)
ds+ NR,n,mt . (3.13)
Since the processes NF ,n,m(i) = (NF,n,mt (i) , t ≥ 0) and N
E,n,m(i) = (NE,n,mt (i) , t ≥
0) are locally square integrable martingales with disjoint jumps, it follows by (3.7)
that the process NR,n,m = (NR,n,mt , t ≥ 0) is a locally square integrable martingale
with the predictable quadratic variation process
〈NR,n,m〉t =
t∫
0
∑
i
1
m2
Xn,ms (i)(b
2φn,m(i) +Xn,m,∗s ǫ
n,m(i)) ds . (3.14)
By (3.5), (3.12), (3.13), and the Itoˆ formula for semimartingales, see, e.g., Theorem
1 on p.118 in Liptser and Shiryayev [15], on taking into account that the processes
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(F
n,m
t , t ≥ 0) and (E
n,m
t , t ≥ 0) have unit jumps,
(R
n,m
t )
2 = (Rn,m0 )
2+
t∫
0
2R
n,m
s− dR
n,m
s +
1
m2
∑
s≤t
(b2
∑
i
(∆F
n,m
s (i))
2+
∑
i
(∆En,ms (i))
2)
= (Rn,m0 )
2 +
t∫
0
2R
n,m
s
∑
i
1
m
Xn,ms (i)
(
bφn,m(i)−Rn,ms mǫ
n,m(i)
)
ds
+
t∫
0
2R
n,m
s− dN
R,n,m
s +
1
m2
∑
i
(b2F
n,m
t (i) +E
n,m
t (i))
≤ (Rn,m0 )
2 +
t∫
0
2R
n,m
s
∑
i
b
m
Xn,ms (i)φ
n,m(i) ds
+
t∫
0
2R
n,m
s− dN
R,n,m
s +
1
m2
∑
i
(b2F
n,m
t (i) + E
n,m
t (i)) .
Hence, on recalling (3.5), (3.9), and (3.11), by mǫn,m(i) and φn,m(i) being bounded,
there exists K0 > 0 such that, for all t > 0 ,
(R
n,m
t )
2 ≤ (Rn,m0 )
2 +
K0
m
t+K0
t∫
0
(R
n,m
s )
2 ds +
t∫
0
2R
n,m
s− dN
R,n,m
s
+
1
m2
∑
i
(NF ,n,mt (i) +N
E,n,m
t (i)) . (3.15)
Let, for K1 > 0 ,
τK1 = inf{s ≥ 0 : R
n,m
s > K1} .
Then, by Rn,m0 being F
n,m
0 –measurable and by N
R,n,m , NF,n,m(i) and NE,n,m(i)
being locally square integrable martingales, whose predictable quadratic variation
processes are bounded for t ≤ τK1 by (3.7) and (3.14), so that the local martingale
on the righthand side of (3.15) stopped at τK1 is a martingale, we have that
E
( t∧τK1∫
0
2R
n,m
s− dN
R,n,m
s +
1
m2
∑
i
(NF ,n,mt∧τK1
(i) +NE,n,mt∧τK1
(i))
)
= 0 .
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By (3.15) and Gronwall’s inequality, for K2 > 0 ,
E(R
n,m
t∧τK1
)21[0,K2](R
n,m
0 ) ≤ (K
2
2 +
K0
m
t)eK0t .
Letting K1 →∞ implies, by Fatou’s lemma, that
E(R
n,m
t )
2
1[0,K2](R
n,m
0 ) ≤ (K
2
2 +
K0
m
t)eK0t . (3.16)
By (3.14), (3.16), the φn,m(i) and mǫn,m(i) being bounded, for γ > 0 ,
lim
n,m→∞
P(〈NR,n,m〉t > γ) = 0 , (3.17)
so, by the Lenglart–Rebolledo inequality, see, e.g., Theorem 3 on p.66 in Liptser
and Shiryayev [15], in probability,
lim
m,n→∞
sup
s≤t
|NR,n,ms | = 0 .
By (3.9), (3.13), and Gronwall’s inequality, for some K ′ > 0 ,
R
n,m
t ≤ (R
n,m
0 + sup
s≤t
|NR,n,ms |)e
K ′t .
It follows that
lim
K→∞
lim sup
n,m→∞
P(sup
s≤t
R
n,m
s > K) = 0 . (3.18)
By (3.5) and (3.10),
Rn,mt = R
n,m
0 +
t∫
0
∑
i
Xn,ms (i)
m
(∑
i′
ηn,m(i, i′)φn,m(i)−φn,m(i)−Xn,m,∗s ǫ
n,m(i)
)
ds
−
ℓ∑
k=1
t∫
0
Xn,ms (ek)
m
δn,m,k(ek) ds−
ℓ∑
k=1
ND,n,m,kt (ek)
m
+
NR,n,mt
m
, (3.19)
where (NR,n,mt , t ≥ 0) is a locally square integrable martingale with the predictable
quadratic variation process
〈NR,n,m〉t =
∑
i
t∫
0
Xn,ms (i)
(
E
(∑
i′
θn,mi (i
′, 1) − 1
)2
φn,m(i) +Xn,m,∗s ǫ
n,m(i)
)
ds .
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Since
∑
i′ θ
n,m
i (i
′, 1) ≤ b , by (3.14) and (3.17), we have that 〈NR,n,m〉t/m
2 → in
probability, as n,m→∞ , so, in probability,
lim
n,m→∞
1
m
sup
s≤t
|NR,n,m| = 0 . (3.20)
Hence, for arbitrary K3 > 0 ,
Rn,mt −
NR,n,mt
m
+
ℓ∑
k=1
ND,n,m,kt (ek)
m
= Rn,m0 −K3
t∫
0
(Rn,ms −
NR,n,ms
m
+
ℓ∑
k=1
ND,n,m,ks (ek)
m
) ds +
t∫
0
(
K3R
n,m
s −
ℓ∑
k=1
Xn,ms (ek)
m
δn,m,k(ek)
+
∑
i
Xn,ms (i)
m
(
∑
i′
ηn,m(i, i′)φn,m(i) − φn,m(i)−Xn,m,∗s ǫ
n,m(i)) −K3
NR,n,ms
m
+K3
ℓ∑
k=1
ND,n,m,ks (ek)
m
)
ds . (3.21)
By (3.21) and the fact that
∑
i′ η
n,m(i, i′) ≤ b according to Lemma 3.1, if sups≤tR
n,m
s
≤ K then, solving for the lefthand side of (3.21) and picking K3 great enough so
that
K3R
n,m
s −
ℓ∑
k=1
Xn,ms (ek)
m
δn,m,k(ek) +
∑
i
Xn,ms (i)
m
(
∑
i′
ηn,m(i, i′)φn,m(i)
− φn,m(i)−Xn,m,∗s ǫ
n,m(i)) ≥ 0
when 0 ≤ s ≤ t ,
Rn,mt −
NR,n,mt
m
+
ℓ∑
k=1
ND,n,m,kt (ek)
m
= e−K3tRn,m0 + e
−K3t
t∫
0
eK3s
(
K3R
n,m
s
−
ℓ∑
k=1
Xn,ms (ek)
m
δn,m,k(ek) +
∑
i
Xn,ms (i)
m
(
∑
i′
ηn,m(i, i′)φn,m(i)
− φn,m(i)−Xn,m,∗s ǫ
n,m(i)) −K3
NR,n,ms
m
+K3
ℓ∑
k=1
ND,n,m,ks (ek)
m
)
ds
≥ e−K3tRn,m0 − sup
s≤t
|NR,n,ms |
m
−
ℓ∑
k=1
sup
s≤t
|ND,n,m,ks (ek)|
m
. (3.22)
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By (3.7), (3.9), (3.18), the δn,m,k(ek) being bounded and the Lenglart–Rebolledo
inequality, in probability, for k = 1, . . . , ℓ ,
lim
m,n→∞
sup
s≤t
1
m
|ND,n,m,kt (ek)| = 0 ,
which implies, by (3.20), (3.22), and λˆ0(R
ℓ
+) being positive, that the R
n,m
t are locally
uniformly asymptotically separated away from zero in probability. In addition, by
(3.19) and the mǫn,m(i) being bounded,
lim
σ→0
lim sup
n,m→∞
P
(
sup
s,s′∈[0,t]: |s−s′|≤σ
|Rn,ms −R
n,m
s′ | > γ
)
= 0 ,
so, Rn,m is C–tight.
Let us introduce βˆn,m(u) = (βˆn,m,1(u), . . . , βˆn,m,ℓ(u)) and δˆn,m(u) = (δˆn,m,1(u), . . . ,
δˆn,m,ℓ(u)) , and let · denote the inner product in Rℓ .
Lemma 3.3. The sequence of processes
(∫
Rℓ
+
|u|Λn,mt (du) , t ≥ 0
)
is C–tight.
Proof. By the analogue of (2.3),
∑
i
ik∆X
n,m
t (i) =
∑
i
∆Bn,m,kt (i)−
∑
i
∆Dn,m,kt (i) −
∑
i
ik∆E
n,m
t (i) ,
so,
∑
i
ℓ∑
k=1
ikX
n,m
t (i) =
∑
i
ℓ∑
k=1
ikX
n,m
0 (i) +
∑
i
ℓ∑
k=1
Bn,m,kt (i)
−
∑
i
ℓ∑
k=1
Dn,m,kt (i)−
∑
i
|i|En,mt (i) . (3.23)
Therefore, on recalling (2.4) and (3.5),
∫
Rℓ
+
|u|Λn,mt (du) ≤
∫
Rℓ
+
|u|Λn,m0 (du) +
t∫
0
∫
Rℓ
+
u · βˆn,m(u)Λn,ms (du) ds
+
1
mn
NB,n,mt , (3.24)
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where
NB,n,mt =
∑
i
ℓ∑
k=1
NB,n,m,kt (i) .
By (3.7), the process NB,n,m = (NB,n,mt , t ≥ 0) is a locally square integrable mar-
tingale with the predictable quadratic variation process
〈NB,n,m〉t =
t∫
0
∑
i
ℓ∑
k=1
ikβ
n,m,k(i)Xn,ms (i) ds = nm
t∫
0
∫
Rℓ
+
u·βˆn,m(u)Λn,ms (du) ds .
(3.25)
Let Θn,mK represent the event that
∫
Rℓ
+
|u|Λn,m0 (du) ≤ K , where K > 0 , and let, for
K1 > 0 ,
τK1 = inf{t ≥ 0 :
t∫
0
∫
Rℓ
+
u · βˆn,m(u)Λn,ms (du) ds > K1} .
The process (NB,n,mt∧τK1
, t ≥ 0) being a martingale implies by (3.24) that
E1Θn,m(K)
∫
Rℓ
+
|u|Λn,mt∧τK1
(du) is finite, so by the βˆn,m,k(u) being bounded, provided
K is great enough,
E1Θn,m(K)
∫
Rℓ+
|u|Λn,mt∧τK1
(du) ≤ K +K
t∫
0
E1Θn,m(K)
∫
Rℓ+
|u|Λn,ms∧τK1 (du) ds .
By Gronwall’s inequality and Fatou’s lemma,
E1Θn,m(K)
∫
Rℓ
+
|u|Λn,mt (du) ≤ Ke
Kt .
Since, for K2 > 0 ,
P(
∫
Rℓ
+
|u|Λn,mt (du) > K2) ≤ 1−P(Θ
n,m
K ) +
KeKt
K2
,
we have that
lim
K2→∞
lim sup
n,m→∞
P(
∫
Rℓ
+
|u|Λn,mt (du) > K2) ≤ lim sup
n,m→∞
(1−P(Θn,mK )) ,
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which implies that the lefthand side equals zero by K being arbitrary and by the
fact that
∫
Rℓ
+
|u|Λn,m0 (du)→
∫
Rℓ
+
|u|λˆ0(du) in probability. By (3.25), for γ > 0 ,
lim
n,m→∞
P
( 1
m2n2
〈NB,n,m〉t > γ
)
= 0 ,
so, by the Lenglart–Rebolledo inequality,
lim
n,m→∞
P
( 1
mn
sup
s≤t
|NB,n,ms | > γ
)
= 0 . (3.26)
By (3.24) and Gronwall’s inequality, for K great enough,
sup
s≤t
∫
Rℓ
+
|u|Λn,ms (du) ≤
(∫
Rℓ
+
|u|Λn,m0 (du) + sup
s≤t
1
mn
|NB,n,mt |
)
eKt .
By (3.26),
lim
K2→∞
lim sup
n,m→∞
P
(
sup
s≤t
∫
Rℓ
+
|u|Λn,ms (du) > K2
)
= 0 . (3.27)
By (3.5) and (3.23), in analogy with (3.24), for s ≤ t ,
|
∫
Rℓ
+
|u|Λn,mt (du)−
∫
Rℓ
+
|u|Λn,ms (du)|
≤
t∫
s
∫
Rℓ
+
(
u · (βˆn,m(u) + δˆn,m(u)) + |u|ǫˆn,m(u)Rn,ms˜
)
Λn,ms˜ (du) ds˜
+
1
mn
|(NB,n,mt −N
B,n,m
s ) + (N
D,n,m
t −N
D,n,m
s ) + (N
E,n,m
t −N
E,n,m
s )|
≤ (t− s) sup
s˜∈[s,t]
∫
Rℓ+
(
u · (βˆn,m(u) + δˆn,m(u)) + |u|ǫˆn,m(u)Rn,ms˜
)
Λn,ms˜ (du)
+
1
mn
|(NB,n,mt −N
B,n,m
s ) + (N
D,n,m
t −N
D,n,m
s ) + (N
E,n,m
t −N
E,n,m
s )| ,
where
ND,n,m
t˜
=
∑
i
ℓ∑
k=1
ND,n,m,k
t˜
(i) , NE,n,m
t˜
=
∑
i
NE,n,m
t˜
(i) .
22
Similarly to (3.26), on recalling (3.7),
lim
n,m→∞
P
(
sup
t≤L
|ND,n,mt |+ |N
E,n,m
t |
mn
> γ
)
= 0 .
Hence, invoking (3.27) once again and Lemma 3.2,
lim
χ→0
lim sup
n,m→∞
P
(
sup
s,t≤L, |t−s|<χ
|
∫
Rℓ
+
|u|(Λn,mt (du)− Λ
n,m
s (du))| > γ
)
= 0 .
We develop more semimartingale decompositions. Rearranging in the analogue
of (2.3), accounting for (2.2) and (3.5) and assuming that Xn,ms (i − ek) = 0 when
ik = 0 , yields, for i ∈ Z
ℓ
+ ,
Xn,mt (i) −X
n,m
0 (i) =
t∫
0
( ℓ∑
k=1
(
−Xn,ms (i)ik(β
n,m,k(i) + δn,m,k(i))
+Xn,ms (i− ek)(ik − 1)β
n,m,k(i− ek) +X
n,m
s (i+ ek)(ik + 1)δ
n,m,k(i+ ek)
−Xn,ms (i)ikµ
n,m,k(i) +Xn,ms (i+ ek)(ik + 1)µ
n,m,k(i+ ek)
−
∑
i′ 6=i
Xn,ms (i
′)i′kµ
n,m,k(i′)
Xn,ms (i)
Xn,m,∗s
+
∑
i′ 6=i−ek
Xn,ms (i
′)i′kµ
n,m,k(i′)
Xn,ms (i− ek)
Xn,m,∗s
)
−Xn,ms (i)φ
n,m(i) +
∑
i′
Xn,ms (i
′)φn,m(i′)ηn,m(i′, i)
−Xn,ms (i)X
n,m,∗
s ǫ
n,m(i)
)
ds+Nn,mt (i) , (3.28)
where
Nn,mt (i) =
ℓ∑
k=1
(
−NB,n,m,kt (i)−N
D,n,m,k
t (i) +N
B,n,m,k
t (i− ek) +N
D,n,m,k
t (i+ ek)
−NM,n,m,kt (i)−N
M,n,m,k
t (i) +N
M,n,m,k
t (i+ ek) +N
M,n,m,k
t (i− ek)
)
−NF,n,mt (i) +
∑
i′
NF,n,mt (i
′, i) −NE,n,mt (i) .
(3.29)
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Hence, the predictable quadratic variation process of Nn,m(i) = (Nn,mt (i) , t ≥ 0)
is as follows
〈Nn,m(i)〉t =
ℓ∑
k=1
(
〈NB,n,m,k(i)〉t + 〈N
D,n,m,k(i)〉t + 〈N
B,n,m,k(i− ek)〉t
+ 〈ND,n,m,k(i+ ek)〉t + 〈N
M,n,m,k(i)〉t + 〈N
M,n,m,k(i)〉t + 〈N
M,n,m,k(i+ ek)〉t
+ 〈NM,n,m,k(i− ek)〉t + 〈N
F ,n,m(i)〉t +
∑
i′
〈NF,n,m(i′, i)〉t + 〈N
E,n,m(i)〉t
− 〈NM,n,m,k(i), NM,n,m,k(i− ek)〉t − 〈N
M,n,m,k(i), NM,n,m,k(i+ ek)〉t
+ 〈NM,n,m,k(i+ ek), N
M,n,m,k(i− ek)〉t
)
, (3.30)
where 〈NM,n,m,k(i), NM,n,m,k(i − ek)〉t = 〈N
M,n,m,k(i + ek), N
M,n,m,k(i − ek)〉t = 0
when ik = 0 .
Lemma 3.4. For all L > 0 ,
lim
K→∞
lim sup
n,m→∞
P( sup
t∈[0,L]
∑
i
|Xn,mt (i)|
2 > Km2) = 0 .
Proof. On writing (3.28) as
Xn,mt (i) = X
n,m
0 (i) +A
n,m
t (i) +N
n,m
t (i) ,
we have that
Xn,mt (i)
2 = Xn,m0 (i)
2 + 2
∑
0<s≤t
Xn,ms− (i)∆X
n,m
s (i) +
∑
0<s≤t
(∆Xn,ms (i))
2
= Xn,m0 (i)
2 +2
t∫
0
Xn,ms (i) dA
n,m
s (i) + 2
t∫
0
Xn,ms− (i)dN
n,m
s (i) +
∑
0<s≤t
(∆Xn,ms (i))
2 .
(3.31)
As a consequence, on recalling that |∆Xn,ms (i)| ≤ b ,
Xn,mt (i)
2 ≤ Xn,m0 (i)
2 + 2
t∫
0
Xn,ms (i) dA
n,m
s (i) + 2
t∫
0
Xn,ms− (i)dN
n,m
s (i)
+ b
∑
0<s≤t
|∆Xn,ms (i)| . (3.32)
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By (3.28),
t∫
0
Xn,ms (i) dA
n,m
s (i) =
t∫
0
Xn,ms (i)
( ℓ∑
k=1
(
−Xn,ms (i)ik(β
n,m,k(i) + δn,m,k(i))
+Xn,ms (i− ek)(ik − 1)β
n,m,k(i− ek) +X
n,m
s (i+ ek)(ik + 1)δ
n,m,k(i+ ek)
−Xn,ms (i)ikµ
n,m,k(i) +Xn,ms (i+ ek)(ik + 1)µ
n,m,k(i+ ek)
+
∑
i′ 6=i−ek
Xn,ms (i
′)i′kµ
n,m,k(i′)
Xn,ms (i− ek)
Xn,m,∗s
−
∑
i′ 6=i
Xn,ms (i
′)i′kµ
n,m,k(i′)
Xn,ms (i)
Xn,m,∗s
)
+
∑
i′
Xn,ms (i
′)φn,m(i′)ηn,m(i′, i)−Xn,ms (i)φ
n,m(i) −Xn,ms (i)X
n,m,∗
s ǫ
n,m(i)
)
ds .
Since the functions ik(β
n,m,k(i) + δn,m,k(i) + µn,m,k(i)) , φn,m(i) and ηn,m(i′, i) are
bounded, there exist K1 > 0 and K2 > 0 such that
|
t∫
0
Xn,ms (i) dA
n,m
s (i)| ≤ K1
t∫
0
Xn,ms (i)
(
Xn,ms (i)+
ℓ∑
k=1
(
Xn,ms (i−ek)+X
n,m
s (i+ek)
)
+
∑
i′
Xn,ms (i
′)φn,m(i′)ηn,m(i′, i) +Xn,ms (i)X
n,m,∗
s ǫ
n,m(i)
)
ds
≤ K2
t∫
0
(
Xn,ms (i)
2 +
ℓ∑
k=1
(
Xn,ms (i− ek)
2 +Xn,ms (i+ ek)
2
)
+Xn,ms (i)X
n,m,∗
s +X
n,m
s (i)
2Xn,m,∗s ǫ
n,m(i)
)
ds .
On recalling that mǫn,m(i) is bounded in n,m, i , for some K3 > 0 ,
∑
i
|
t∫
0
Xn,ms (i) dA
n,m
s (i)| ≤ K3
t∫
0
∑
i
Xn,ms (i)
2(1 +Rn,ms ) ds+K3m
2
t∫
0
(Rn,ms )
2 ds .
(3.33)
By (2.5), (2.6), (3.7), (3.8), (3.9), and (3.30), for some K4 > 0 ,
∑
i
d〈Nn,m(i)〉t ≤ K4m(1 + (R
n,m
t )
2) dt . (3.34)
Let, for γ > 0 ,
τn,mγ = inf{t ≥ 0 : R
n,m
t > γ} . (3.35)
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Let Xn,m(i) ◦ Nn,m(i)t =
∫ t
0 X
n,m
s− (i)dN
n,m
s (i) and Xn,m(i) ◦ Nn,m(i) =
(
Xn,m(i) ◦
Nn,m(i)t , t ≥ 0
)
. The process Xn,m(i) ◦Nn,m(i) is a locally square integrable mar-
tingale with the predictable quadratic variation process (
∫ t
0 X
n,m
s (i)2d〈Nn,m(i)〉s , t ≥
0
)
. By (3.34),
∫ t∧τn,mγ
0 X
n,m
s (i)2d〈Nn,m(i)〉s is bounded for given n,m . Therefore,(
Xn,m(i) ◦Nn,m
t∧τn,mγ
(i) , t ≥ 0
)
is a martingale, so E(Xn,m(i) ◦Nn,m(i)t∧τn,mγ |F
n,m
0 ) =
0 . By (3.32) and (3.33), for R > 0 , introducing the event Γn,m = {
∑
i′ X
n,m
0 (i
′)2 ≤
Rm2} ,
E
∑
i
Xn,m
t∧τn,mγ
(i)21Γn,m ≤ Rm
2 + 2K3(1 + γ)
t∫
0
E
∑
i
Xn,m
s∧τn,mγ
(i)21Γn,m ds
+ 2K3m
2γ2t+ bE
∑
0<s≤t
|∆Xn,m
s∧τn,mγ
(i)| .
By the analogue of (2.3),
E
∑
0<s≤t
|∆Xn,m
s∧τn,mγ
(i)| ≤
∑
i
ℓ∑
k=1
E
(
Bn,m,k
t∧τn,mγ
(i)+Dn,m,k
t∧τn,mγ
(i)+Mn,m,k
t∧τn,mγ
(i)+M
n,m,k
t∧τn,mγ
(i)
)
+
∑
i
EF
n,m
t∧τn,mγ
(i) +
∑
i
∑
i′
EFn,m
t∧τn,mγ
(i′, i) +
∑
i
EEn,m
t∧τn,mγ
(i) .
Since the processes on the righthand sides of (3.5) are local martingales andXn,m,∗s ≤
mγ when s < τn,mγ , for some K5 > 0 ,
E
∑
0<s≤t
|∆Xn,m
s∧τn,mγ
(i)| ≤ K5mγ(1 + γ)t . (3.36)
It follows that
E
∑
i
Xn,m
t∧τn,mγ
(i)21Γn,m ≤ Rm
2 + 2K3(1 + γ)
t∫
0
E
∑
i
Xn,m
s∧τn,mγ
(i)21Γn,m ds
+ 2K3m
2γ2t+ bK5mγ(1 + γ)t .
By Gronwall’s inequality,
E
∑
i
Xn,m
t∧τn,mγ
(i)21Γn,m ≤ (Rm
2 + 2K3γ
2tm2 + bK5mγ(1 + γ)t)e
2K3(1+γ)t . (3.37)
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By (3.31) and (3.33), recalling (2.10), for some K6 > 0 ,
2
∑
i
|
t∫
0
Xn,ms− (i)dN
n,m
s (i)| ≤
∑
i
Xn,mt (i)
2 +
∑
i
Xn,m0 (i)
2+
2
∑
i
|
t∫
0
Xn,ms (i) dA
n,m
s (i)| + b
∑
0<s≤t
∑
i
|∆Xn,ms (i)|
≤
∑
i
Xn,mt (i)
2 +
∑
i
Xn,m0 (i)
2 +K6
t∫
0
∑
i
Xn,ms (i)
2 ds+K6m
2
t∫
0
(Rn,ms )
2 ds
+K6
t∫
0
∑
i
Xn,ms (i)
2Rn,ms ds+ b
∑
0<s≤t
∑
i
|∆Xn,ms (i)| .
Therefore, by (3.36) and (3.37),
2E
∑
i
|
t∧τn,mγ∫
0
Xn,ms− (i)dN
n,m
s (i)|1Γn,m ≤ (1 +K6t+K6tγ)(Rm
2 + 2K3γ
2tm2
+ bK5mγ(1 + γ)t)e
2K3(1+γ)t +Rm2 +K6tγ
2m2 + bK5mγ(1 + γ)t .
On applying Doob’s inequality, for L > 0 and K > 0 ,
P(1Γn,m sup
t≤L∧τn,mγ
|
∑
i
t∫
0
Xn,ms− (i) dN
n,m
s (i)| > Km
2)
≤
1
2Km2
(
(1 +K6L+K6Lγ)(Rm
2 + 2K3γ
2Lm2
+ bK5mγ(1 + γ)L)e
2K3(1+γ)L +Rm2 +K6Lγ
2m2 + bK5mγ(1 + γ)L
)
.
By (3.31), (3.33), (3.36), and Gronwall’s inequality,
sup
t≤L∧τn,mγ
∑
i
Xn,mt (i)
2 ≤
(∑
i
Xn,m0 (i)
2 + 2K3m
2γ2L
+ 2 sup
t≤L∧τn,mγ
|
∑
i
t∫
0
Xn,ms− (i)dN
n,m
s (i)| + bK5mγ(1 + γ)L
)
e2K3(1+γ)L .
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It follows that, for arbitrary K ′ > 0 ,
P
(
sup
t≤L
∑
i
Xn,mt (i)
2 > K ′m2
)
≤ P(
∑
i
Xn,m0 (i)
2 > Rm2) +P(τn,mγ ≤ L)
+P
(
1Γn,m sup
t≤L∧τn,mγ
|
∑
i
t∫
0
Xn,ms− (i)dN
n,m
s (i)| >
m2
2
(
K ′e−2K3(1+γ)L −R
− 2K3γ
2L−
bK5γ(1 + γ)L
m
))
≤ P(
∑
i
Xn,m0 (i)
2 > Rm2) +P(τn,mγ ≤ L)
+
1
m2
(
K ′e−2K3(1+γ)L −R− 2K3γ2L− bK5γ(1 + γ)L/m
)
(
(1 +K6L+K6Lγ)(Rm
2 + 2K3γ
2Lm2 + bK5mγ(1 + γ)L)e
2K3(1+γ)L
+Rm2 +K6Lγ
2m2 + bK5mγ(1 + γ)L
)
.
On recalling (3.35),
lim
K ′→∞
lim sup
n,m→∞
P(sup
t≤L
∑
i
Xn,mt (i)
2 > K ′m2)
≤ lim sup
n,m→∞
P(
∑
i
Xn,m0 (i)
2 > Rm2) + lim sup
n,m→∞
P
(
sup
t≤L
Rn,mt ≥ γ) .
Letting R→∞ , γ →∞ , and accounting for Lemma 4.1 and the hypotheses of the
theorem yield the convergence
lim
K ′→∞
lim sup
n,m→∞
P
(
sup
t≤L
∑
i
Xn,mt (i)
2 > K ′m2
)
= 0 .
Let at(u) , where t ∈ R, u ∈ R
ℓ , represent a bounded and continuously differen-
tiable function compactly supported in u uniformly over t from bounded intervals.
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By (3.9) and (3.28), for t ≥ 0 ,
t∫
0
∑
i
as
( i
n
)dXn,ms (i)
m
=
t∫
0
∑
i
as
( i
n
)( ℓ∑
k=1
(
−
Xn,ms (i)
m
ik(β
n,m,k(i) + δn,m,k(i))
+
Xn,ms (i− ek)
m
(ik − 1)β
n,m,k(i− ek) +
Xn,ms (i+ ek)
m
(ik + 1)δ
n,m,k(i+ ek)
+
∑
i′ 6=i−ek
Xn,ms (i′)
m
i′kµ
n,m,k(i′)
Xn,ms (i− ek)
mRn,ms
−
∑
i′ 6=i
Xn,ms (i′)
m
i′kµ
n,m,k(i′)
Xn,ms (i)
mRn,ms
−
Xn,ms (i)
m
ikµ
n,m,k(i) +
Xn,ms (i+ ek)
m
(ik + 1)µ
n,m,k(i+ ek)
)
−
Xn,ms (i)
m
φn,m(i)
+
∑
i′
Xn,ms (i′)
m
φn,m(i′)ηn,m(i′, i)−
Xn,ms (i)
m
∑
i′
Xn,ms (i
′)ǫn,m(i)
)
ds +N ′n,mt ,
(3.38)
where
N ′n,mt =
1
m
∑
i
at
( i
n
)
Nn,mt (i) . (3.39)
Taking into account that by integration by parts
at
( i
n
)Xn,mt (i)
m
= a0
( i
n
)Xn,m0 (i)
m
+
t∫
0
Xn,ms (i)
m
∂sas
( i
n
)
ds+
t∫
0
as
( i
n
)dXn,ms (i)
m
,
changing summation indices and regrouping in (3.38) yield
∑
i
at
( i
n
)Xn,mt (i)
m
=
∑
i
a0
( i
n
)Xn,m0 (i)
m
+
t∫
0
∑
i
(
∂sas
( i
n
)Xn,ms (i)
m
+
Xn,ms (i)
m
ℓ∑
k=1
(
n
(
as
(i+ ek
n
)
− as
( i
n
)) ik
n
βn,m,k(i)
+ n
(
as
(i− ek
n
)
− as
( i
n
)) ik
n
δn,m,k(i) + n
(
as
( i− ek
n
)
− as
( i
n
)) ik
n
µn,m,k(i)
+ n
(
as
( i+ ek
n
)
− as
( i
n
))∑
i′ 6=i
i′k
n
µn,m,k(i′)Xn,ms (i′)
mRn,ms
)
+ as
( i
n
)∑
i′
Xn,ms (i′)
m
φn,m(i′)ηn,m(i′, i) − as
( i
n
)
φn,m(i)
Xn,ms (i)
m
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− as
( i
n
) Xn,ms (i)
m
∑
i′
Xn,ms (i
′)ǫn,m(i)
)
ds+N ′n,mt . (3.40)
Owing to (3.29) and (3.39),
N ′n,mt
=
1
m
∑
i
( ℓ∑
k=1
((
at
( i+ ek
n
)
− at
( i
n
))
NB,n,m,kt (i) +
(
at
( i− ek
n
)
− at
( i
n
))
ND,n,m,kt (i)
+
(
at
(i+ ek
n
)
− at
( i
n
))
NM,n,m,kt (i)+
(
at
( i− ek
n
)
− at
( i
n
))
NM,n,m,kt (i)
)
+
∑
i′
at
( i
n
)
NF,n,mt (i
′, i)− at
( i
n
)(
NF ,n,mt (i) +N
E,n,m
t (i)
))
.
Thus, N ′n,m = (N ′n,mt , t ≥ 0) is a locally square integrable martingale with the
predictable quadratic variation process
〈N ′n,m〉t =
1
m2
∑
i
( ℓ∑
k=1
((
at
(i+ ek
n
)
− at
( i
n
))2
〈NB,n,m,k(i)〉t
+
(
at
( i− ek
n
)
− at
( i
n
))2
〈ND,n,m,k(i)〉t
+
(
at
(i+ ek
n
)
− at
( i
n
))2
〈NM,n,m,k(i)〉t
+
(
at
( i− ek
n
)
− at
( i
n
))2
〈NM,n,m,k(i)〉t
+
∑
i′
(
at
(i+ ek
n
)
− at
( i
n
))(
at
( i′ − ek
n
)
− at
( i′
n
))
〈NM,n,m,k(i), NM,n,m,k(i′)〉t
)
+ at
( i
n
)2(∑
i′
〈NF,n,m(i′, i)〉t + 〈N
E,n,m(i)〉t + 〈N
F ,n,m(i)〉t
)
+ at
( i
n
)∑
i′
∑
j
at
( j
n
)
〈NF,n,m(i′, i), NF,n,m(i′, j)〉t
− at
( i
n
)∑
i′
at
( i′
n
)
〈NF,n,m(i, i′), NF ,n,m(i)〉t
)
.
Substitutions from (3.7) and (3.8) with the account of (3.1) yield
〈N ′n,m〉t =
1
m2
∑
i
( ℓ∑
k=1
((
at
(i+ ek
n
)
− at
( i
n
))2 t∫
0
Xn,ms (i)ikβ
n,m,k(i) ds
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+
(
at
(i− ek
n
)
− at
( i
n
))2 t∫
0
Xn,ms (i)ikδ
n,m,k(i) ds
+
(
at
( i+ ek
n
)
− at
( i
n
))2 t∫
0
∑
i′ 6=i
Xn,ms (i
′)i′kµ
n,m,k(i′)
Xn,ms (i)
Xn,m,∗s
ds
+
(
at
( i− ek
n
)
− at
( i
n
))2 t∫
0
Xn,ms (i)ikµ
n,m,k(i)
(
1−
Xn,ms (i)
Xn,m,∗s
)
ds
+
∑
i′ 6=i
(
at
( i+ ek
n
)
−at
( i
n
))(
at
( i′ − ek
n
)
−at
(i′
n
)) t∫
0
Xn,ms (i
′)i′kµ
n,m,k(i′)
Xn,ms (i)
Xn,m,∗s
ds
)
+
∑
i′
at
( i
n
)2 t∫
0
Xn,ms (i
′)φn,m(i′)αn,m(i′, i) ds
+ at
( i
n
)2 t∫
0
Xn,ms (i)
(
Xn,m,∗s ǫ
n,m(i) + φn,m(i)
)
ds
+
t∫
0
Xn,ms (i)φ
n,m(i)E
(∑
i′
at
( i′
n
)
θn,mi (i
′, 1)
)2
ds
− at
( i
n
)∑
i′
at
(i′
n
) t∫
0
Xn,ms (i)η
n,m(i, i′)φn,m(i) ds
)
. (3.41)
Let
ant (u) = at
(⌊nu⌋
n
)
(3.42)
and
Y n,mt =
∫
Rℓ
+
ant (u)Λ
n,m
t (du) . (3.43)
By (2.4), (2.5), (2.6), (3.40), and (3.41),
Y n,mt = Y
n,m
0 +
t∫
0
Zn,ms ds+N
′n,m
t , (3.44)
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where
Zn,ms =
∫
Rℓ
+
(
∂sa
n
s (u) +
ℓ∑
k=1
(
n
(
ans
(
u+
ek
n
)
− ans (u)
) ⌊nuk⌋
n
βˆn,m,k(u)
+ n
(
ans
(
u−
ek
n
)
− ans (u)
) ⌊nuk⌋
n
(δˆn,m,k(u) + µˆn,m,k(u))
+ n
(
ans
(
u+
ek
n
)
− ans (u)
) ∫
Rℓ
+
1
Rn,ms
⌊nu′k⌋
n
µˆn,m,k(u′)Λn,ms (du
′)
)
+
∫
Rℓ
+
ans (u
′)φˆn,m(u)ηˆn,m(u, du′)− ans (u)
(
φˆn,m(u) +Rn,ms ǫˆ
n,m(u)
))
Λn,ms (du)
−
t∫
0
∑
i
ℓ∑
k=1
(
as
(i+ ek
n
)
− as(
i
n
)
) 1
Rn,ms
ikµ
n,m,k(i)
Xn,ms (i)2
m2
ds (3.45)
and, by (3.41), on letting B1/n(u) = {u
′ ∈ Rℓ+ : maxk=1,...,ℓ|u
′
k − uk| < 1/n} ,
〈N ′n,m〉t =
1
m
t∫
0
∫
Rℓ
+
( ℓ∑
k=1
(
n
(
ant
(
u+
ek
n
)
− ant (u)
)2 ⌊nuk⌋
n
βˆn,m,k(u)
+ n
(
ant
(
u−
ek
n
)
− ant (u)
)2 ⌊nuk⌋
n
δˆn,m,k(u)
+ n
(
ant
(
u+
ek
n
)
− ant (u)
)2 ∫
Rℓ
+
\B1/n(u)
1
Rn,ms
⌊nu′k⌋
n
µˆn,m,k(u′)Λn,ms (du
′)
+ n
(
ant
(
u−
ek
n
)
− ant (u)
)2 ⌊nuk⌋
n
µˆn,m,k(u)
(
1−
Xˆn,ms (u)
Rn,ms
)
+ n
(
ant
(
u+
ek
n
)
− ant (u)
) 1
Rn,ms∫
Rℓ
+
\B1/n(u)
(
ant
(
u′ −
ek
n
)
− ant (u
′)
)⌊nu′k⌋
n
µˆn,m,k(u′)Λn,ms (du
′)
)
+ φˆn,m(u)
∫
Rℓ
+
ant (u
′)2αˆn,m(u, du′) + ant (u)
2
(
Rn,ms ǫˆ
n,m(u) + φˆn,m(u)
)
+ φˆn,m(u)E
(∑
i′
at
( i′
n
)
θn,m⌊nu⌋(i
′, 1)
)2
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− ant (u)φˆ
n,m(u)
∫
Rℓ+
ant (u
′)ηˆn,m(u, du′)
)
Λn,ms (du) ds ,
where, in analogy with (2.6), αˆn,m(u,Γ) =
∑
i′ α
n,m(⌊nu⌋, i′/n)1Γ(i
′/n) . We note
that E
(∑
i′ at(i
′/n)θn,m⌊nu⌋(i
′, 1)
)2
≤ b2 supt,u at(u)
2 and, by (3.6),
αˆn,m(u,Rℓ+) =
∑
i′
αn,m
(
⌊nu⌋, i′
)
≤ bηn,m(⌊nu⌋,Rℓ+) ≤ b
2 .
Therefore, on recalling (3.9), (3.42), the fact that the at(u) are differentiable of
bounded support and the boundedness hypotheses of the theorem, we have that,
given L > 0 , for some Kˆ > 0 , which may depend on L , for t ≤ L ,
〈N ′n,m〉t ≤
Kˆ
m
t∫
0
(1 + (Rn,ms )
2) ds .
By Lemma 3.2, Lemma 3.3 and the Lenglart–Rebolledo inequality, for χ > 0 ,
lim
n,m→∞
P(sup
t≤L
|N ′n,mt | > χ) = 0 . (3.46)
Lemma 3.5. The sequence Λn,m is C-tight for convergence in distribution in
D(R+,M+(R
ℓ
+)) .
Proof. By Theorem 4.6 in Jakubowski [13] and Topsœ [26] (or Topsœ [27]), it is
sufficient to prove that, for all L > 0 and γ > 0 ,
lim
K→∞
lim sup
n,m→∞
P
(
sup
t∈[0,L]
Λn,mt (R
ℓ
+) > K
)
= 0 ,
lim
K→∞
lim sup
n,m→∞
P
(
sup
t∈[0,L]
Λn,mt (u : |u| > K) > γ
)
= 0
and, for all continuous functions g of compact support and all γ > 0 ,
lim
χ→0
lim sup
n,m→∞
P( sup
s,t∈[0,L]:
|s−t|≤χ
|
∫
Rℓ
+
g(u)(Λn,ms (du)− Λ
n,m
t (du))| > γ) = 0 .
The first and second requirements are fulfilled by Lemma 3.3 (see (3.18) and (3.27)).
Let us note that, by (3.45), (3.9), Lemma 3.2 and Lemma 3.3,
lim
K→∞
lim sup
n,m→∞
P(sup
s≤t
|Zn,ms | > K) = 0 .
Therefore, the third limit follows from (3.43), (3.44), (3.45), and (3.46).
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We now identify limit points of the Λn,m . Let (λ˜t , t ≥ 0) represent a limit
point in distribution of Λn,m along a subsequence in D(R+,M+(R
ℓ
+)) . We keep
the notation (n,m) for the subsequence. Since the functions ant (u) are bounded
uniformly in t , u and n and converge to at(u) uniformly in u locally uniformly
in t , see (3.42), by (3.43) and the continuous mapping theorem, in distribution in
D(R+,R) ,
Y n,mt → Yt =
∫
Rℓ
+
at(u) λ˜t(du) . (3.47)
On recalling (3.9) and Lemma 3.2, we obtain that, in distribution in D(R+,R) ,
Rn,ms → Rs = λ˜s(R
ℓ
+) . (3.48)
By Lemma 3.2, the latter quantity is bounded away from zero locally uniformly in
s with probability 1. Since the function at(u) is continuously differentiable and is
of compact support in u locally uniformly in t , ans (u)→ as(u) , ∂sa
n
s (u)→ ∂sas(u) ,
and n
(
ans
(
u± ek/n
)
− ans (u)
)
→ ±∂ukas(u) uniformly in u locally uniformly in t , as
n→∞ . Therefore, in distribution in D(R+,R) , for k = 1, . . . , ℓ ,
∫
Rℓ
+
n
(
ans
(
u+
ek
n
)
− ans (u)
)
Λn,ms (du)→
∫
Rℓ
+
∂ukas(u)λ˜s(du) , (3.49)
and, since the ukµˆ
n,m,k(u) are bounded and the convergences in (2.7) hold,
∫
Rℓ+
⌊nuk⌋
n
µˆn,m,k(u)Λn,ms (du)→
∫
Rℓ+
ukµˆ
k(u) λ˜s(du) . (3.50)
Since the convergences in (3.48), (3.49), and (3.50) hold jointly, in distribution in
D(R+,R) ,
∫
Rℓ
+
n
(
ans
(
u+
ek
n
)
− ans (u)
)
Λn,ms (du)
∫
Rℓ
+
1
Rn,ms
⌊nu′k⌋
n
µˆn,m,k(u′)Λn,ms (du
′)
→
∫
Rℓ
+
ukµˆ
k(u) λ˜s(du)
λ˜s(R
ℓ
+)
∫
Rℓ
+
∂ukas(u)λ˜s(du) . (3.51)
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Similar lines of reasoning show that, jointly in distribution in D(R+,R
4) , and jointly
with the convergence in (3.51), for k = 1, . . . , ℓ ,∫
Rℓ
+
n
(
ans
(
u+
ek
n
)
− ans (u)
) ⌊nuk⌋
n
βˆn,m,k(u)Λn,ms (du)
→
∫
Rℓ
+
∂ukas(u)ukβˆ
k(u) λ˜s(du),
∫
Rℓ
+
n
(
ans (u)− a
n
s
(
u−
ek
n
)) ⌊nuk⌋
n
δˆn,m,k(u)Λn,ms (du)
→
∫
Rℓ+
∂ukas(u)uk δˆ
k(u)λ˜s(du) ,
∫
Rℓ
+
n
(
ans
(
u+
ek
n
)
− ans (u)
)
Λn,ms (du)
∫
Rℓ
+
1
Rn,ms
⌊nu′k⌋
n
µˆn,m,k(u′)Λn,ms (du
′)
→
∫
Rℓ
+
ukµˆ
k(u) λ˜s(du)
λ˜s(R
ℓ
+)
∫
Rℓ
+
∂ukas(u)λ˜s(du) ,
∫
Rℓ
+
n
(
ans (u)− a
n
s
(
u−
ek
n
)) ⌊nuk⌋
n
µˆn,m,k(u)Λn,ms (du)
→
∫
Rℓ
+
∂ukas(u)ukµˆ
k(u) λ˜s(du) ,
and∫
Rℓ
+
(
φˆn,m(u)
∫
Rℓ
+
ans (u
′)ηˆn,m(u, du′)− ans (u)
(
φˆn,m(u) +Rn,ms ǫˆ
n,m(u)
))
Λn,ms (du)
→
∫
Rℓ
+
(∫
Rℓ
+
as(u
′)ϕˆ(u, du′)− as(u)
(
φˆ(u) +Rsǫˆ(u)
))
λ˜s(du) .
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Let us note also that, by Lemma 3.4, for arbitrary γ > 0 ,
lim
n,m→∞
P
(
sup
s≤t
∑
i
ℓ∑
k=1
|as
( i+ ek
n
)
− as
( i
n
)
|ik µ
n,m,k(i)Xˆn,ms (i)
2 > γ) = 0 .
Therefore, by (3.45), in distribution in D(R+,R) ,
Zn,ms → Zs , (3.52)
where
Zs =
∫
Rℓ
+
∂sas(u)λ˜s(du) +
ℓ∑
k=1
(∫
Rℓ
+
∂ukas(u)uk(βˆ
k(u)− δˆk(u)− µˆk(u)) λ˜s(du)
+
∫
Rℓ
+
uk µˆ
k(u) λ˜s(du)
λ˜s(R
ℓ
+)
∫
Rℓ
+
∂ukas(u) λ˜s(du)
)
+
∫
Rℓ
+
(∫
Rℓ
+
as(u
′)ϕˆ(u, du′)− as(u)φˆ(u)− λ˜s(R
ℓ
+)as(u) ǫˆ(u)
)
λ˜s(du) .
Since Zs has continuous trajectories owing to Lemmas 3.2 and 3.3, by (3.44), (3.46),
(3.47), and (3.52),
Yt = Y0 +
t∫
0
Zs ds .
By continuity of Zs , Yt is continuously differentiable with respect to t and
d
dt
∫
Rℓ
+
at(u) λ˜t(du) =
∫
Rℓ
+
∂tat(u)λ˜t(du)
+
ℓ∑
k=1
(∫
Rℓ
+
∂ukat(u)uk(βˆ
k(u)− δˆk(u)− µˆk(u))λ˜t(du)
+
∫
Rℓ
+
uk µˆ
k(u) λ˜t(du)
λ˜t(R
ℓ
+)
∫
Rℓ
+
∂ukat(u)λ˜t(du)
)
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+∫
Rℓ+
(∫
Rℓ+
at(u
′)ϕˆ(u, du′)− at(u)φˆ(u)− λ˜t(R
ℓ
+)at(u) ǫˆ(u)
)
λ˜t(du) . (3.53)
We now prove that λ˜t is specified uniquely. Given ν ∈M+(R
ℓ
+) such that ν(R
ℓ
+) > 0 ,
we define, for y ∈ C1c(R
ℓ
+) ,
A(ν)y(u) =
ℓ∑
k=1
(
uk(βˆ
k(u) − δˆk(u) − µˆk(u)) +
∫
Rℓ
+
u′k µˆ
k(u′)ν(du′)
ν(Rℓ+)
)
∂uky(u) .
We also let, for bounded functions y ,
B(ν)y(u) =
∫
Rℓ+
y(u′)ϕˆ(u, du′)−
(
φˆ(u) + ǫˆ(u)ν(Rℓ+)
)
y(u) . (3.54)
We write (3.53) as
d
ds
〈as, λ˜s〉 = 〈∂sas + (A(λ˜s) +B(λ˜s))as, λ˜s〉 . (3.55)
(In the rest of the section, 〈·, ·〉 represents the pairing between L∞(Rℓ+) and M(R
ℓ
+) ,
withM(Rℓ+) denoting the set of signed Borel measures on R
ℓ
+ with the total variation
norm.) Let
F kt (u) = uk(βˆ
k(u)− δˆk(u)− µˆk(u)) +
1
λ˜t(R
ℓ
+)
∫
Rℓ
+
u′k µˆ
k(u′) λ˜t(du
′) , (3.56)
Ft(u) = (F
1
t (u), . . . , F
ℓ
t (u)) and let ψs,t(u) =
(
ψ1s,t(u), . . . , ψ
ℓ
s,t(u)
)
, where s ∈ R and
t ∈ R , be defined by ψs,s(u) = u and by
∂tψs,t(u) = Ft(ψs,t(u)) . (3.57)
Since ukβˆ
k(u) , uk δˆ
k(u) , and ukµˆ
k(u) are C1–functions with bounded derivatives
and the ratio on the righthand side of (3.56) is a continuous function of t , the
function ψs,t(u) is continuously differentiable in (s, t, u) with the u–derivatives being
uniformly bounded locally uniformly in (s, t), see, e.g., Theorem 3.1 on p.95 in
Hartman [9]. Let, for f ∈ RR
ℓ
+ ,
Us,tf(u) = f(ψs,t(u)) , (3.58)
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where u ∈ Rℓ+ . For f ∈ C
1
c(R
ℓ
+) , Us,tf(u) is continuously differentiable in (s, t, u)
and
∂sUs,tf = −A(λ˜s)Us,tf . (3.59)
the temporal derivatives on the lefthand side being for the sup–norm. (One way to
ascertain the equation is to use the flow property that ψs,t = ψr,t ◦ ψs,r .) We now
draw on Luo and Mattingly [17] by letting in (3.55), for t fixed, as = Us,tf , where
f ∈ C1c(R
ℓ
+) . By (3.58) and (3.59), ∂sas = −A(λ˜s)as , at = f , and a0 = U0,tf . By
(3.55) and the fact that λ˜0 = λˆ0 ,
〈f, λ˜t〉 = 〈U0,tf, λˆ0〉+
t∫
0
〈B(λ˜s)Us,tf, λ˜s〉 ds . (3.60)
Via limits akin to the Daniell integral, this equality extends to bounded Borel func-
tions f . Let λ˘t represent another limit point of Λ
n,m , so, it solves (3.60) as well.
Since λ˜0 = λ˘0 , we have that
〈f, λ˜t − λ˘t〉 =
t∫
0
〈B(λ˜s)Us,tf, λ˜s − λ˘s〉ds +
t∫
0
〈(B(λ˜s)−B(λ˘s))Us,tf, λ˘s〉ds .
By (3.54), by Us,t being a contraction for the sup–norm and by (3.60), on recalling
that supu∈Rℓ
+
ϕˆ(u,Rℓ+) < ∞ , given T > 0 , there exists K > 0 such that, for all
t ≤ T ,
‖λ˜t − λ˘t‖ ≤ K
t∫
0
‖λ˜s − λ˘s‖ ds ,
with ‖·‖ representing the total variation norm on M(Rℓ+) . By Gronwall’s inequality,
λ˜t = λˇt . Thus, (3.53) has a unique solution, which concludes the convergence
proof. We have also proved that λˆt is specified uniquely by (3.53) which is the same
equation as (2.8).
Let us prove that if λˆ0 admits a density with respect to Lebesgue measure, then
λˆt does too. Let N denote the set of Lebesgue measurable functions on R
ℓ
+ that are
not greater than one in absolute value and are equal to zero a.e. with respect to the
Lebesgue measure. Let f ∈ N . By the uniqueness of solutions to (3.57), ψ−1s,t (u) is
well defined, satisfies the initial condition ψ−1s,s (u) = u and the version of (3.57) in
reverse time
∂tψ
−1
s,t (u) = −Ft(ψ
−1
s,t (u)) .
Therefore, ψ−1s,t (u) is of class C
1 in u . Since {u : Us,tf(u) 6= 0} = ψ
−1
s,t {u : f(u) 6= 0}
and sets of Lebesgue measure zero are preserved under C1–maps, see, e.g., Lemma
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1.1 on p.68 in Hirsch [11], Us,tf = 0 a.e. As λˆ0 admits a density, 〈U0,tf, λˆ0〉 = 0 .
By (3.60), for some K > 0 ,
ess sup
f∈N
|〈f, λˆt〉| ≤ K
t∫
0
ess sup
f∈N
|〈Us,tf, λˆs〉| ds ≤ K
t∫
0
ess sup
f∈N
|〈f, λˆs〉| ds .
By Gronwall’s inequality, |〈f, λˆs〉| = 0 when f ∈ N , so, λˆs has a density which we
denote by xˆs(u) . Part 1 has been proved.
We prove part 2. Since the βk(u) and δk(u) are bounded and sups≤t
∫
Rℓ+
|u|λˆs(du) <
∞ , for all t > 0 , by approximation, (2.8) holds for f(u) = |u| so that
d
dt
∫
Rℓ
+
|u|λˆt(du) =
∫
Rℓ
+
(
u ·
(
βˆ(u)− δˆ(u)
)
+
∫
Rℓ
+
|u′|ϕˆ(u, du′)
− |u|
(
φˆ(u) + ǫˆ(u)λˆt(R
ℓ
+)
))
λˆt(du) . (3.61)
By (3.4),
∫
Rℓ
+
|u′|ϕˆ(u, du′) = |u|φˆ(u) . Substitution in (3.61) yields
d
dt
∫
Rℓ
+
|u| λˆt(du) =
∫
Rℓ
+
u · (βˆ(u)− δˆ(u))λˆt(du)− λˆt(R
ℓ
+)
∫
Rℓ
+
|u| ǫˆ(u)λˆt(du) .
On the other hand, (3.23) can be written as
∫
Rℓ
+
|u|Λn,mt (du) =
∫
Rℓ
+
|u|Λn,m0 (du) +
t∫
0
∫
Rℓ
+
u ·
(
βˆn,m(u)− δˆn,m(u)
)
Λn,ms (du) ds
−
t∫
0
Λn,ms (R
ℓ
+)
∫
Rℓ
+
|u|ǫˆn,m(u)Λn,ms (du) ds +
1
mn
N
n,m
t ,
where supt≤L|N
n,m
t |/(mn)→ 0 in probability, as m,n→∞ , the latter convergence
being proved in analogy with (3.26). By Lemma 3.2 and Lemma 3.3, in probability,
∫
Rℓ
+
|u|Λn,mt (du)→
∫
Rℓ
+
|u|λˆ0(du) +
t∫
0
∫
Rℓ
+
u · (βˆ(u)− δˆ(u))λˆs(du) ds
−
t∫
0
λˆs(R
ℓ
+)
∫
Rℓ
+
|u|ǫˆ(u)λˆs(du) ds .
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Therefore, in probability in D(R+,R) ,
∫
Rℓ
+
|u|Λn,mt (du)→
∫
Rℓ
+
|u|λˆt(du) .
By Lemma 3.3, the convergence holds locally uniformly in t . The other assertion of
part 2 is proved similarly. Part 2 has been proved.
We address now the regularity properties of xˆs , so, we assume the hypotheses
of part 3 of the theorem to hold. Since u → ψs,t(u) is a diffeomorphism, given
f ∈ L∞(Rℓ+) and z ∈ L
1(Rℓ+) , by a change of variables, see, e.g., Theorem 2.6 on
p.505 in Lang [14], 〈Us,tf, z〉1 = 〈f, z ◦ψ
−1
s,t J(ψ
−1
s,t )〉1 , where 〈·, ·〉1 represents the
pairing between L∞ and L1 and J(ψ−1s,t ) denotes the absolute value of the Jacobian
determinant of ψ−1s,t . Let us denote
U∗s,tz = z◦ψ
−1
s,t J(ψ
−1
s,t ) . (3.62)
It is a bounded operator onW1,∞(Rℓ+) , with norms being bounded locally uniformly,
cf., Proposition 9.6 on p.270 in Brezis [1]. (The u–derivatives of ψ−1s,t (u) are bounded
locally uniformly in s and t .) By (3.54), the B(λˆs) are bounded operators on
W
1,∞(Rℓ+) too, with locally uniformly bounded norms.
By (3.60), for f ∈ L∞(Rℓ+) ,
〈f, xˆt〉1 = 〈f, U
∗
0,txˆ0〉1 +
t∫
0
〈f, U∗s,tB(λˆs)xˆs〉1 ds ,
so, for almost all u ,
xˆt(u) = U
∗
0,txˆ0(u) +
t∫
0
U∗s,tB(λˆs)xˆs(u) ds . (3.63)
We can therefore redefine xˆt(u) as the latter righthand side, which makes it a con-
tinuous function of t for all u ∈ Rℓ+ . Continuity of λˆt(R+) implies, as in the
proof of Scheffe’s theorem, that xˆt is continuous in t in L
1(Rℓ+) . In particular,∫ t
0 U
∗
s,tB(λˆs)xˆs ds is well defined as a Riemann integral in L
1(Rℓ) and
xˆt = U
∗
0,txˆ0 +
t∫
0
U∗s,tB(λˆs)xˆs ds . (3.64)
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As in the proof of Lemma 4.5 on p.142 in Pazy [19], see also Theorem 9.19 on
p.488 in Engel and Nagel [5], there exists family Vt of bounded linear operators on
W
1,∞(Rℓ+) such that, for z ∈ W
1,∞(Rℓ+) ,
Vtz = U
∗
0,tz +
t∫
0
U∗s,tB(λˆs)Vsz ds . (3.65)
Specifically, one defines
V
(0)
t z = U
∗
0,tz , V
(m)
t z =
t∫
0
U∗s,tB(λˆs)V
(m−1)
s z ds
and
Vtz =
∞∑
m=0
V
(m)
t z ,
the convergence holding in W1,∞(Rℓ+) because, as induction shows, ‖V
(m)
t ‖ ≤ K1
Km2 t
m/m! , where K1 is an upper bound for ‖U
∗
0,t‖ and K2 is an upper bound
for ‖U∗s,t‖‖B(λˆs)‖ . Let xt = Vtxˆ0 . By (3.64), (3.65), and the uniqueness of λˆt ,
xt = xˆt as elements of L
1(Rℓ+) , so xˆt ∈ W
1,∞(Rℓ+) . By (3.62), U
∗
s,tz(u) is Lipschitz–
continuous with respect to t , provided z ∈ W1,∞(Rℓ+) . By (3.63), xˆt(u) is Lipschitz–
continuous with respect to t . Now (2.9) is obtained from (2.8) via integration by
parts. Part 3 has been proved.
4 Proof of Theorem 2.2
The proof proceeds along similar lines as the one of Theorem 2.1. We give the main
points. Let, in analogy with (3.9),
Rˇn,mt =
1
mnℓ
∑
i
Xn,mt (i) =
∫
Rℓ
+
Xˆn,mt (u) du .
The next three lemmas are proved similarly to Lemma 3.2, Lemma 3.3, and Lemma
3.4, respectively.
Lemma 4.1. The sequence (Rˇn,mt , t ≥ 0) is C–tight and, given t > 0 , there exists
ρ > 0 such that P(infs≤t Rˇ
n,m
s > ρ)→ 1 , as n,m→∞ .
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Lemma 4.2. The sequence
(∫
Rℓ
+
|u|Xˆn,mt (u) du , t ≥ 0
)
is C–tight.
Lemma 4.3. For all L > 0 ,
lim
K→∞
lim sup
n,m→∞
P( sup
t∈[0,L]
∑
i
|Xn,mt (i)|
2 > Km2nℓ) = 0 .
In analogy with (3.44),
Yˇ n,mt = Yˇ
n,m
0 +
t∫
0
Zˇn,ms ds+ Nˇ
′n,m
t , (4.1)
where
Yˇ n,mt =
∫
Rℓ
+
ant (u)Xˆ
n,m
t (u) du , (4.2)
Zˇn,ms =
∫
Rℓ+
(
∂sa
n
s (u) +
ℓ∑
k=1
(
n
(
ans
(
u+
ek
n
)
− ans (u)
)
Xˆn,ms (u)
⌊nuk⌋
n
βˆn,m,k(u)
+ n
(
ans
(
u−
ek
n
)
− ans (u)
)
Xˆn,ms (u)
⌊nuk⌋
n
(δˆn,m,k(u) + µˆn,m,k(u))
+ n
(
ans
(
u+
ek
n
)
− ans (u)
)
Xˆn,ms (u)
∫
Rℓ
+
Xˆn,ms (u′)
Rˇn,ms
⌊nu′k⌋
n
µˆn,m,k(u′) du′
)
+Xˆn,ms (u)
∫
Rℓ
+
ans (u
′)φˆn,m(u)ηˇn,m(u, u′) du′−ans (u) Xˆ
n,m
s (u)
(
φˆn,m(u)+Rˇn,ms ǫˇ
n,m(u)
))
du
+
t∫
0
∫
Rℓ
+
Xˆn,ms (u)
∫
B1/n(⌊nu⌋/(2n))
ans (u
′)φˆn,m(u)ηˇn,m(u, u′) du′ du
−
∑
i
ℓ∑
k=1
(
as
( i+ ek
n
)
− as(
i
n
)
) 1
Rn,ms
ikµ
n,m,k(i)
Xn,ms (i)2
m2nℓ
and (Nˇ ′n,mt , t ≥ 0) is a locally square integrable martingale with the predictable
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quadratic variation process, cf. (3.41),
〈Nˇ ′n,m〉t =
1
m
t∫
0
∫
Rℓ
+
( ℓ∑
k=1
( 1
nℓ−1
(
ant
(
u+
ek
n
)
− ant (u)
)2
Xˆn,ms (u)
⌊nuk⌋
n
βˆn,m,k(u)
+
1
nℓ−1
(
ant
(
u−
ek
n
)
− ant (u)
)2
Xˆn,ms (u)
⌊nuk⌋
n
δˆn,m,k(u)
+ n
(
ant
(
u+
ek
n
)
− ant (u)
)2
Xˆn,ms (u)
∫
Rℓ
+
\B1/n(⌊nu⌋/n)
Xˆn,ms (u′)
Rˇn,ms
⌊nu′k⌋
n
µˆn,m,k(u′) du′
+
1
nℓ−1
(
ant
(
u−
ek
n
)
− ant (u)
)2
Xˆn,ms (u)
⌊nuk⌋
n
µˆn,m,k(u)
(
1−
Xˆn,ms (u)
nℓRˇn,ms
)
+ n
(
ant
(
u+
ek
n
)
− ant (u)
)Xˆn,ms (u)
nℓRˇn,ms∫
Rℓ
+
\B1/n(⌊nu⌋/n)
(
ant
(
u′ −
ek
n
)
− ant (u
′)
)
Xˆn,ms (u
′)
⌊nu′k⌋
n
µˆn,m,k(u′) du′
)
+
1
nℓ
φˆn,m(u)Xˆn,ms (u)
∫
Rℓ+
ant (u
′)2αˇn,m(u, u′) du′
+
1
nℓ
ant (u)
2Xˆn,ms (u)
(
Rˇn,ms ǫˇ
n,m(u) + φˆn,m(u)
)
+
1
nℓ
Xˆn,ms (u)φˆ
n,m(u)E
(∑
i′
at
( i′
n
)
θn,m⌊nu⌋(i
′, 1)
)2
−
1
nℓ
ant (u)Xˆ
n,m
s (u)φˆ
n,m(u)
∫
Rℓ
+
ant (u
′)ηˇn,m(u, u′) du′
)
du ds ,
where αˇn,m(u, u′) = nℓαn,m⌊nu⌋(⌊nu
′⌋) . By (3.6), αˇn,m(u, u′) ≤ bηˇn,m(u, u′) . Be-
sides, E
(∑
i′ at(i
′/n)θn,m⌊nu⌋(i
′, 1)
)2
≤ b supt,u at(u)
2
∫
Rℓ
+
ηˇn,m(u, u′) du′ . By Lemma
4.1, Lemma 4.2 and (3.1), 〈Nˇ ′n,m〉t → 0 in probability, as n,m → ∞ . Therefore,
for γ > 0 ,
lim
n,m→∞
P(sup
t≤L
|Nˇ ′n,mt | > γ) = 0 . (4.3)
The following analogue of Lemma 3.5 holds.
Lemma 4.4. The sequence Xˆn,m is C–tight in D(R+,L
1
w(R
ℓ
+)) and in D(R+,L
2
w(R
ℓ
+)) .
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Proof. We prove, first, the C–tightness in D(R+,L
2
w(R
ℓ
+)) . Taking as F in Theorem
4.6 in Jakubowski [13] the set of functions f →
∫ L
0 g(u)f(u) du , where L > 0 ,
f ∈ L2(Rℓ+) and g(u) is continuously differentiable of compact support, it is sufficient
to prove that, for all L > 0 ,
lim
K→∞
lim sup
n,m→∞
P( sup
t∈[0,L]
∫
Rℓ
+
|Xˆn,mt (u)|
2 du > K) = 0 (4.4)
and, for all differentiable g of compact support and all γ > 0 ,
lim
χ→0
lim sup
n,m→∞
P( sup
s,t∈[0,L]:
|s−t|≤χ
|
∫
Rℓ
+
g(u)(Xˆns (u)− Xˆ
n
t (u)) du| > γ) = 0 . (4.5)
The convergence in (4.4) is the statement of Lemma 4.3. Similarly to the proof of
Lemma 3.5, (4.5) follows from (4.1), (4.2), (2.5), (2.10), and (4.3).
Since Xˆn,m is relatively compact for convergence in distribution in D(R+,L
2
w(R
ℓ
+))
the relative compactness of Xˆn,m for convergence in distribution in D(R+,L
1
w(R
ℓ
+))
holds if, for any γ > 0 ,
lim
K→∞
lim sup
n,m→∞
P(sup
t≤L
∫
Rℓ
+
1[K,∞)(|u|)Xˆ
n,m
t (u) du > γ) = 0 ,
which follows from Lemma 4.2.
Let (xˇs , s ≥ 0) represent a limit point of Xˆ
n,m for both topologies. We identify
it in a similar fashion to that in the proof of Theorem 2.1. As n,m → ∞ , along a
subnet, in distribution in D(R+,R) ,
(Yˇ n,ms , Zˇ
n,m
s )→ (Yˇs, Zˇs) ,
where Yˇs =
∫
Rℓ
+
as(u)xˇs(u) du and
Zˇs =
∫
Rℓ
+
∂sas(u)xˇs(u) du +
ℓ∑
k=1
(∫
Rℓ
+
∂ukas(u) xˇs(u)uk(βˆ
k(u)− δˆk(u)− µˆk(u)) du
+
∫
Rℓ
+
xˇs(u)uk µˆ
k(u) du
∫
Rℓ
+
xˇs(u) du
∫
Rℓ
+
∂ukas(u)xˇs(u) du
)
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+∫
Rℓ+
as(u)
∫
Rℓ+
xˇs(u
′)ϕˇ(u′, u) du′ du−
∫
Rℓ+
as(u) xˇs(u)φˆ(u) du
−
∫
Rℓ
+
xˇs(u) du
∫
Rℓ
+
as(u) xˇs(u)ǫˇ(u) du .
Since Zˇs has continuous trajectories, by (3.44), (3.46), (3.47), and (3.52),
d
dt
∫
Rℓ
+
at(u)xˇt(u) du = Zˇt . (4.6)
Since (xˇt, t ≥ 0) ∈ C(R+,L
2(Rℓ+) ∩ L
1(Rℓ+)) and the functions ukβˆ
k(u) , ukδˆ
k(u) ,
and ukµˆ
k(u) are bounded, (4.6) holds for (at , t ≥ 0) ∈ C(R+,W
1,∞(Rℓ+)+W
1,2(Rℓ+)) .
One next introduces Us,t by (3.57) and (3.58). It is an operator on L
∞(Rℓ+) . Since
the functions ukβˆ
k(u) , ukδˆ
k(u) , and ukµˆ
k(u) are bounded and Lipschitz–continuous,
by (3.57) and Theorem 3.1.1 on p.76 in Hille [10], the functions ψs,t(u) are Lipschitz–
continuous with respect to u . Similarly, ψ−1s,t (u) is Lipschitz–continuous as well. By
the argument of the proof of Proposition 9.6 on p.270 in Brezis [1], see also Prob-
lem 7.5 on p.174 in Gilbarg and Trudinger [7], W1,∞(Rℓ+) is invariant under Ut,s .
Furthermore, Ut,s is a bounded operator on W
1,∞(Rℓ+) and, given f ∈ W
1,∞(Rℓ+) ,
Ut,sf(u) is an absolutely continuous function of s and ∂sUs,tf(u) = −A(λ˜s)Us,tf(u)
a.e. As in the proof of Theorem 2.1, one lets as = Us,tf in (4.6) and obtains (3.60)
with λ˜s(du) = xˇs(u) du . As before, that implies that λ˜s is specified uniquely, so,
xˇs(u) is specified uniquely for almost all u with respect to the Lebesgue measure.
Let xˆ0 ∈ W
1,∞(Rℓ+) , ϕˇ(u, u
′) have Sobolev derivative Duϕˇ(u, u
′) with respect
to u for almost all u′ such that ess supu∈Rℓ
+
∫
Rℓ
+
(ϕˇ(u, u′) + |Duϕˇ(u, u
′)|) du′ < ∞ ,
and φˆ(u) and ǫˇ(u) be elements of W1,∞(Rℓ+) . The uk–derivatives of ψ
−1
t,s (u) being
bounded implies that U∗s,t is well defined and is a bounded operator on W
1,∞(Rℓ+) .
In analogy with (3.63), one obtains that
xˇt = U
∗
0,txˆ0 +
t∫
0
U∗s,tB(λˆs)xˇs ds .
The rest of the proof mimics the proof of Theorem 2.1.
A Appendix
Lemma A.1. Let N = (Nt , t ≥ 0) be a Poisson process of rate λ adapted to filtration
F = (Ft , t ≥ 0) . Let process X = (Xt , t ≥ 0) be adapted to F as well. Let ξ(k, x)
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be bounded random variables that are independent of Fτk− , with τk denoting the kth
jump of Nt . Let Yt =
∫ t
0 ξ(Ns,Xs−) dNs and let G = (Gt , t ≥ 0) be the smallest
filtration that contains F such that Y = (Yt , t ≥ 0) is G–adapted. Then the process
Y has G–compensator Y˜t =
∫ t
0 Eξ(Ns+1, x)|x=Xs λds . The locally square integrable
martingale (Yt − Y˜t , t ≥ 0) has the process
(∫ t
0 Eξ(Ns + 1, x)
2|x=Xs λds , t ≥ 0
)
as
the predictable quadratic variation process.
Proof. We prove the first claim. It suffices to show that, for arbitrary G–stopping
time τ , E
∫ τ
0 ξ(Ns,Xs−) dNs = E
∫ τ
0 Eξ(Ns + 1, x)|x=Xs λds . Since {τk ≤ τ} ∈
Gτk− , the latter σ–algebra and the ξ(k, x) are independent and Xτk− is Gτk−–
measurable,
E
τ∫
0
ξ(Ns,Xs−) dNs =
∑
k
E1{τk≤τ} ξ(k,Xτk−) =
∑
k
E(1{τk≤τ}E(ξ(k,Xτk−)|Gτk−))
=
∑
k
E
(
1{τk≤τ}E(ξ(k, x)|Gτk−)|x=Xτk−
)
=
∑
k
E
(
1{τk≤τ}E(ξ(k, x)|x=Xτk−)
)
= E
τ∫
0
Eξ(Ns− + 1, x)|x=Xs− dNs = E
τ∫
0
Eξ(Ns + 1, x)|x=Xs λds .
In order to prove the second claim, we write by the Itoˆ formula for the locally square
integrable martingale Mt = Yt − Y˜t ,
M2t = 2
t∫
0
Ms− dMs +
∑
s≤t
(∆Ms)
2 = 2
t∫
0
Ms− dMs +
t∫
0
ξ(Ns,Xs−)
2 dNs .
By the first part of the proof, the compensator of
∫ t
0 ξ(Ns,Xs−)
2 dNs is given by∫ t
0 Eξ(Ns + 1, x)
2|x=Xs λds .
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