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Valdes-Sosa, et al. (2000) introduced a transparent-motion design that provides evidence of surface-
based processing of visual motion. We show that this design suffers from a motion-duration confound
that admits an alternative explanation based on neuronal adaptation and competition. We tested this
explanation by reversing the relationship between motion duration and which perceptual surface was
‘‘cued”. We also examined the role of color duration. Our ﬁndings support the surface-based account
and, more speciﬁcally, demonstrate that this type of surface-based selection involves selective spatial
processing at the scale of the texture elements that deﬁne the transparent surfaces.
 2009 Elsevier Ltd. All rights reserved.1. Introduction Rodriguez, Valdes-Sosa, & Freiwald, 2002), single-unit correlatesVisual processing is selective – few stimuli that impinge the ret-
inae reach perceptual awareness and/or elicit behavioral re-
sponses. Selective processing based on location (e.g. Posner,
1980; Posner & Cohen, 1984; Treisman & Gelade, 1980) or individ-
ual features (e.g. Aine & Harter, 1986; Anllo-Vento & Hillyard,
1996) is well-established and easy to reconcile with the organiza-
tion of the visual cortex into retinotopic maps and feature columns.
There is growing evidence, however, that whole objects or surfaces
can be selectively processed (e.g. Blaser, Pylyshyn, & Holcombe,
2000; Duncan, 1984; O’Craven, Downing, & Kanwisher, 1999; Val-
des-Sosa, Cobo, and Pinilla, 2000). The mechanisms underlying
such object- or surface-based selection are unclear. We have ar-
gued (e.g. Mitchell, Stoner, Fallah, & Reynolds, 2003; Mitchell,
Stoner, & Reynolds, 2004; Reynolds, Alborzian, & Stoner, 2003) that
the transparent-motion design offered by Valdes-Sosa et al. (2000)
has provided the best evidence of object- or surface-based selec-
tion (we mostly use the later phrase hereafter) to date, but in this
study we tested an alternative (i.e. non-surface-based) account of
that design. Our ﬁndings are consistent with surface-based selec-
tion and shed light on the underlying mechanisms.
1.1. Transparent motion and surface-based attention
The transparent-motion design introduced by Valdes-Sosa et al.
has been adapted to study various aspects of surface-based
selection including perceptual mechanisms (Lopez, Rodriguez, &
Valdes-Sosa, 2004; Mitchell et al., 2003; Reynolds et al., 2003;ll rights reserved.in the non-human primate (Fallah, Stoner, & Reynolds, 2007),
event-related potentials (ERPs) in humans (Khoe, Mitchell, Rey-
nolds, & Hillyard, 2005; Pinilla, Cobo, Torres, & Valdes-Sosa,
2001; Valdes-Sosa, Bobes, Rodriguez, & Pinilla, 1998), and interac-
tions between selective attention and binocular rivalry (Mitchell et
al., 2004). While stimulus and behavioral details in the above stud-
ies varied somewhat, in all of those studies (except for Fallah et al.
in which there was no behavioral component) subjects were asked
to judge brief translations of one of two superimposed dot ﬁelds,
which (excepting the brief translations) rotated in opposite direc-
tions (i.e. clockwise and counterclockwise). It has been found that
translations of dot ﬁelds that are ‘‘cued” (endogenously or exoge-
nously) are judged accurately relative to translations of the other
(‘‘uncued”) dot ﬁeld. This design is meant to rule out both spatial
and feature-based selection as an explanation for the performance
bias. Spatial selection (at least at a coarse scale) is ruled out by spa-
tial superimposition of the two dot ﬁelds. Motion-based selection
is ruled out since the direction of the translation is unpredictable.
By removing the color differences between the two dot ﬁelds,
Mitchell et al. (2003) have also demonstrated that the performance
bias is not color-based. Instead, these results have been taken as
evidence of surface-based selection whereby the successive mo-
tions (i.e. the rotation followed by the translation) of a cued per-
ceptual surface are preferentially processed relative to motions of
an uncued surface.
1.2. The motion-duration confound
In considering how preferential processing of a cued dot ﬁeld’s
rotation direction might give rise to preferential processing of that
dot ﬁeld’s translation direction, we realized that previous designs
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nation not requiring surface-based selection. This confound applies
to both the original ‘‘two-translation” design devised by Valdes-
Sosa et al. (2000) and to the ‘‘delayed-onset” design introduced
by Reynolds et al. (2003) in which there is only a single translation.
This confound provides a challenge to the interpretation of the
numerous studies that have used these designs (cited above). We
ﬁrst illustrate this confound with the delayed-onset design, since
it is more obvious in that design and because we use the de-
layed-onset design in this study.
Fig. 1 shows two complementary depictions of the delayed-on-
set design. Fig. 1A illustrates the appearance of the transparent-
motion stimuli as two counter-rotating perceptual surfaces. The
depiction in Fig. 1B, conversely, explicitly shows the relative dura-
tion of each type of motion, thereby more clearly revealing the mo-
tion-duration confound. In this later depiction, the dots of the twoFig. 2. Two-translation task of Valdes-Sosa et al. (2000). (A) Conventional depiction.
Fixation-point color (green as in upper panels or red as in lower panels) indicates
which surface translates ﬁrst. Following a period of rotation, the cued dot ﬁeld
translates brieﬂy, while the other ﬁeld continues to rotate. The dot ﬁelds then
continue to rotate for a variable delay, at which point one dot ﬁeld, chosen
randomly, translates brieﬂy. After this second translation, both surfaces rotate.
Observers report the direction of each translation. It was found that the ﬁrst
translation is judged accurately, but the second translation is only judged accurately
if it is of the same dot ﬁeld that translated ﬁrst. (B) Feature-based depiction.
Conventions are same as in Fig 1B. The ﬁrst translation has been proposed to
exogenously cue attention to the translating dot ﬁeld (Reynolds et al., 2003). This
ﬁrst translation also leads to a motion-duration confound (gray region): cued
second translations occur in the presence of the older (i.e. non-interrupted) rotation
and uncued second translations occur in the presence of the newer (i.e. interrupted)
rotation.
Fig. 1. Delayed-onset design. (A) Conventional depiction. Two superimposed dot
ﬁelds rotate in opposite directions (about a central ﬁxation target) yielding a
perception of two transparent surfaces. One rotating dot ﬁeld appears ﬁrst followed
by the ‘‘delayed” dot ﬁeld. Subsequently, either the delayed (i.e. ‘‘cued”) or non-
delayed (i.e. ‘‘uncued”) dot ﬁeld translates brieﬂy. After translation, both dot ﬁelds
rotate. Subjects report the direction of the translation. Translations of the cued dot
ﬁeld are judged more accurately than translations of the uncued dot ﬁeld. (B)
Feature-based depiction. Dot ﬁelds are distinguished by line style (dashed or solid),
dot ﬁeld color is given by line color, and type of motion (i.e. clockwise,
counterclockwise, or translation) is given by vertical line placement. The onset
differences in this design result in ‘‘cued” translations occurring in the presence of
the older rotation direction and ‘‘uncued” translations occurring in the presence of
the newer rotation direction (gray region).dot ﬁelds are distinguished by line style (dashed or solid), dot color
is given by line color, and type of motion (i.e. clockwise, counter-
clockwise, or translation) is given by vertical line placement. The
difference in the onset times of the two dot ﬁelds yields the mo-
tion-duration confound (gray region): translations of the ‘‘cued”
(i.e. delayed) dot ﬁeld occur in the presence of the older rotation
direction, whereas translations of the ‘‘uncued‘‘ (i.e. non-delayed)
dot ﬁeld occur in the presence of the newer rotation direction.
The original design of Valdes-Sosa et al. (2000) had two succes-
sive translations (Fig. 2A) and, as described below, it also suffers
from a motion-duration confound. In this design, ﬁxation target
color (red or green)1 cues subjects as to which dot ﬁeld translates1 For interpretation of color in Figs. 1–8, the reader is referred to the web version of
this article.
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design, it was found that subjects reported the ﬁrst translation
accurately, but the second translation was only judged accurately
if it was of the same dot ﬁeld that had earlier translated. The per-
formance bias seen in judgments of the second translation was ta-
ken as evidence that endogenously-directed attention is surface-
based and cannot rapidly switch between surfaces.
Reynolds et al. (2003) found that the performance bias reported
by Valdes-Sosa et al. (2000) survived removal of the endogenous
cue and hypothesized that the ﬁrst translation exogenously at-
tracted attention to the translating dot ﬁeld. To test this interpre-
tation, Reynolds et al. took advantage of the observation that
abrupt onsets automatically capture attention (Yantis & Jonides,
1984, 1990). They replaced the ﬁrst translation of the two-transla-
tion design with a delayed onset, reasoning that attention should
be drawn to the delayed dot ﬁeld. This created the delayed-onset
design discussed above (Fig. 1). The results with this design ap-
peared to support Reynolds et al.’s interpretation in that transla-
tions of the delayed dot ﬁeld were judged more accurately than
translations of the non-delayed onset. Reynolds et al. concluded
that the delayed-onset, like the ﬁrst translation in the two-transla-
tion design, exogenously attracted attention to the delayed dot
ﬁeld.
Reynolds et al.’s interpretation is challenged by the observation
that the ﬁrst translation of the two-translation design, like the de-
layed-onset of the delayed-onset design, yields a motion-duration
asymmetry between cued and uncued translations. As seen in
Fig. 2B, this asymmetry results because the ﬁrst translation of
one dot ﬁeld interrupts one direction of rotation: a second transla-
tion of the same dot ﬁeld (a ‘‘cued” translation) occurs in the pres-
ence of the older (i.e. non-interrupted) rotation, whereas a
translation of the other dot ﬁeld (an ‘‘uncued” translation) occur
in the presence of the newer (i.e. interrupted) rotation (gray re-
gion). This motion-duration asymmetry in turn admits a mechanis-
tic explanation that does not invoke surface-based selection.
1.3. The motion-competition explanation
This study originated in our attempt to account for the neuro-
physiological and performance biases found with the Valdes-Sosa
et al. design within the biased-competition account of stimulus
selection (Desimone & Duncan, 1995). According to this account,
when multiple stimuli appear in the visual ﬁeld they activate dis-
tinct populations of neurons that compete with each other. Which
neurons win this competition can be biased by the strength of the
stimuli (such as dictated by luminance contrast) as well as by
endogenously-directed selective attention (Luck, Chelazzi, Hill-
yard, & Desimone, 1997; Moran & Desimone, 1985; and Reynolds,
Chelazzi, & Desimone, 1999).
Studies of event-related potentials (ERPs) have reported that
potentials associated with the middle temporal complex (MT+)
are larger in responses to cued vs. uncued translations in the Val-
des-Sosa et al. design (Rodriguez & Valdes-Sosa, 2006; Valdes-Sosa
et al., 1998; Khoe et al., 2005). MT+ is known to be involved in vi-
sual motion processing in the human (Tootell, Reppas, Kwong, Ma-
lach, & Born, 1995; Watson et al., 1993) and is the probable human
homolog of the middle temporal (MT) and medial superior tempo-
ral (MST) areas in the macaque.
Stimulus interactions consistent with competition between
moving stimuli have been documented in both MT and MST. In
particular, it has been found that superimposing a dot pattern
moving in a neuron’s anti-preferred direction upon a dot pattern
moving in that neuron’s preferred direction (thereby creating
transparent motion) suppresses neuronal responses in area MT
(Qian & Andersen, 1994; Snowden, Treue, Erickson, & Andersen,
1991). Similar evidence of suppressive or competitive interactionshave been found with spatially separated stimuli in areas MT and
MST (Recanzone & Wurtz, 2000; Recanzone, Wurtz, & Schwarz,
1997). Critically, for area MT, Krekelberg and Albright (2005) have
found that responses to multiple stimulus components are mod-
eled well by competitive interactions and that those interactions
are not restricted to opposite directions. In particular, they found
that a simple model of neuronal responses advanced to account
for competitive stimulus interactions in cortical areas V2 and V4
(Reynolds et al., 1999) also nicely accounts for stimulus interac-
tions within area MT.
We realized that the motion-duration asymmetry discussed
above should, due to short-term neuronal adaptation, yield differ-
ences in the strengths of the neuronal responses to the two rota-
tions in the Valdes-Sosa et al. design. Short-term neuronal
adaptation refers to a decrease in neuronal response after stimulus
onset and is found in the responses of the motion-selective neu-
rons in areas MT (e.g. Priebe, Churchland, & Lisberger, 2002; Priebe
& Lisberger, 2002) and MST (e.g. Duffy & Wurtz, 1997). Coupled
with competitive motion interactions, adaptation might in turn ac-
count for the previously observed biases in ERP magnitude and
psychophysical performance found with that design (see above).
To appreciate how adaptation and competition might account
for these previous results, note that during translations in the de-
layed-onset design, neurons responding to the surviving rotation
are responding to the older rotation for cued translations and to
the newer rotation for uncued translations (gray region in
Fig. 1B). In consequence, neurons responding to the surviving rota-
tion during cued translations should be more adapted than neu-
rons responding to the rotation during uncued translations. If
neurons responding to the rotation suppress neurons responding
to the translation, then neurons responding to cued translations
should be suppressed less than neurons responding to uncued
translation. For brevity’s sake we refer to this as the ‘‘motion-com-
petition” account, though both adaptation and competition are
critical to this account. This framework also applies to responses
of the second translation of the two-translation design (gray region
in Fig. 2B) since that design also suffers from a motion-duration
asymmetry.
To make this account concrete, we have applied the above-men-
tioned motion-competition model to detection of translations in
cued and uncued trials (see Appendix for details). In this model,
neurons receive excitatory and inhibitory (divisive) inputs.
Fig. 3A and B show the modeled responses to the two rotations un-
der cued and uncued conditions, respectively. These adapting re-
sponses provide the inhibitory input to a translation-selective
model neuron. In particular, the inhibition provided to the transla-
tion detector is simply the sum of the two responses to the two
rotations. The time courses of inhibition for cued and uncued con-
ditions are shown in Fig. 3C and D, respectively. The critical time
period is that during the translation as indicated by the light-gray
vertical stripes. As seen in these ﬁgures, inhibition is greater during
the translation for uncued than for cued conditions, reﬂecting the
fact that the translation is competing primarily against the newer
rotation (responses to the other rotation die out relatively quickly)
for uncued conditions. In contrast, the excitatory input to the
translation detector (indicated by arrows in Fig. 3C and D) is the
same for cued and uncued conditions.
Fig. 3E shows the responses of the translation detector for cued
and uncued conditions: responses to cued translations are 21%
larger than to uncued translations. This model provides a qualita-
tive account for ﬁndings reporting larger ERPs to cued than uncued
translations in the Valdes-Sosa et al. design. To account for the per-
ceptual results, we assume that larger neuronal responses gener-
ally lead to better motion discrimination than do smaller
responses. The motion-competition explanation thus assumes that
the ﬁrst translation of the two-translation design and the delayed-
Fig. 3. Motion-competition explanation. (A) Adapting responses to CW (green) and CCW (red) rotating dots for cued conditions. (B) Adapting responses to CW (green) and
CCW (red) rotating dots for uncued conditions. (C) Inhibition and excitation to translation detector for cued conditions. Inhibition is sum of responses to CW and CCW
rotations (i.e. red and green traces in (A)). Excitation arising from the translation is indicated by arrow (‘‘Exc”) and is scaled by 1/4 to avoid overlap with inhibitory traces. (D)
Same as C but for uncued conditions. Inhibition is greater than for cued conditions whereas excitation is the same. (E) Response of translation detector is greater for cued (left)
than for uncued (right) conditions due to the greater inhibition accompanying uncued conditions. Time is in ms.
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cause they act as exogenous attentional cues as proposed by Rey-
nolds et al. (2003), but because they lead to differential
adaptation of motion-selective neurons that suppress one another.
1.4. Testing the motion-competition model
To test the motion-competition model, we devised variations of
the delayed-onset design that de-coupled motion duration from
the exogenous cueing proposed to be elicited by delayed onset.
Speciﬁcally, on some trials in Experiment 1 we introduced swaps
in rotation-direction of the two dot ﬁelds. These swaps reversed
the original relationship between motion duration and which dot
ﬁeld was cued by delayed onset. As we report after detailing our
stimulus conditions in Section 2, our motion-competition model
predicts that these motion-duration switches should result in neu-
ronal responses to translations of the delayed dot ﬁeld being smal-
ler than responses to translations of the non-delayed dot ﬁeld.
Assuming further that the psychophysical ability to discriminate
translation direction is better for larger than for smaller neuronal
responses, these reversals predict a corresponding reversal in psy-
chophysical performance. In Experiment 2, we introduced color
swaps in addition to the motion swaps. As outlined in Section 4,
performance shifts are also predicted to accompany color swaps
if we assume color-selective adaptation or that selective process-
ing of a cued dot ﬁeld is based on color.2. Methods
2.1. Observers
Eleven subjects completed a full number of sessions for Exper-
iment 1. Nine subjects completed a full number of sessions for
Experiment 2, two of whom also participated in Experiment 1.
These subjects achieved criterion performance by their fourth ses-
sion: data from a subject’s ﬁrst four sessions had to contain at least
two conditions above chance performance (see below for statistical
methods). Data from subjects that failed to reach criterion perfor-
mance or could not complete a full number of experimental ses-
sions were not included in the analyses presented here. With the
exception of two observers in each experiment, the subjects in
Experiments 1 and 2 were naïve with regard to our experimentalquestions. Subjects were paid $10 per hour and all had normal or
corrected-to-normal vision. Subject ages ranged from 18 to
49 years. For Experiment 1, a full data set consisted of 512 trials
(128 trials  4 sessions) consisting of 64 repetitions in each of
the six experimental conditions. For Experiment 2, a full data set
consisted of 1024 (128 trials  8 sessions) trials, yielding 128 rep-
etitions for cued and uncued conditions and 256 repetitions for
neutral conditions. On their ﬁrst visit, subjects received verbal
instructions and then completed one practice block of 128 trials.2.2. Stimuli and task
Stimuli were two superimposed circular patterns of randomly-
distributed dots rotating in opposite directions about a central yel-
low ﬁxation spot. The rotation of one dot ﬁeld was brieﬂy inter-
rupted by a translation, which the subjects had to judge (see
below). The average density of each dot ﬁeld was 5 dots per square
degree of visual angle. Each individual dot subtended 0.03 of vi-
sual angle (i.e. 1 pixel). Both patterns rotated 81/s about the ﬁxa-
tion spot. Stimulus diameter was 4.0 of visual angle. The ﬁxation
spot subtended 0.40 of visual angle. One dot ﬁeld was red
(43.6 cd/m2) and the other was green (50.0 cd/m2). These lumi-
nance values were approximately equiluminant based on hetero-
chromatic ﬂicker fusion (Ives, 1912): red luminance was held
constant at 43.6 cd/m2 and subjects adjusted the green luminance
until minimal ﬂicker was reported. Experiments were conducted in
a dark, quiet room. A Trinitron Multiscan E500 monitor displayed
stimuli at a refresh rate of 75 Hz.
Subjects were informed that the translating dots could be of
either ﬁeld and hence that there was no incentive to selectively at-
tend to one of the dot ﬁelds. They were also informed that only a
subset of one of the dot ﬁelds translated coherently (see below)
and were told to attend to the entire stimulus so as to maximize
their ability to discriminate the global direction of those transla-
tions. Subjects were instructed to ﬁxate throughout the trial but
were allowed to respond immediately following the translation.
Participants sat comfortably with head resting in a chin and fore-
head rest at a viewing distance of 57 cm from the computer screen.
At the beginning of each trial, the yellow ﬁxation spot appeared in
the center of the screen. Once conﬁdent of ﬁxation, subjects initi-
ated a trial by key-press.
Fig. 4. Feature trajectories of dots in Experiment 1 following conventions of Figs. 1B and 2B. Left column (A, C, and E): stimuli without motion swaps. Right column (B, D, and
F): stimuli with motion swaps. At translation onset the other dot ﬁeld adopts the other dot ﬁeld’s rotation direction. This manipulation reverses the relationship between
cueing and motion duration for stimuli with delayed onset of one of the dot ﬁelds. We refer to stimuli with common onsets (bottom row, E and F) as the neutral condition. For
stimuli with delayed onset (A–D), the interval between onsets is 750 ms. The interval between onset of the 2nd dot ﬁeld (or simultaneous onsets for E and F) and the
translation is ﬁxed at 300 ms. Following the brief translation (40 ms), both dot ﬁelds rotated for 500 ms.
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Fig. 4 illustrates the six stimulus conditions of Experiment 1.
Half of the trials in Experiment 1 had delayed onset of one of the
two dot ﬁelds and half had common onsets. Delayed onset trials
began with a 750-ms period during which one dot ﬁeld appeared
and continuously rotated about the ﬁxation point, after which a
counter-rotating dot ﬁeld appeared superimposed on the original
dot ﬁeld and both continued to rotate for 300 ms. Following this
period of dual rotation, either the delayed dot ﬁeld translated
brieﬂy (40 ms) in one of eight directions (a ‘‘cued” translation) or
the non-delayed dot ﬁeld translated (an ‘‘uncued” translation).
Observers reported the perceived translation direction by pressing
the appropriate key on a numeric keypad.
As seen in Fig. 4, during the translation period, the non-translat-
ing dot ﬁeld either continued to rotate in its original direction
(‘‘no-motion-swap” trials) or reversed direction thereby assuming
the translating dot ﬁeld’s previous direction of rotation (‘‘motion-
swap” trials). It kept this motion until the end of the trial. After
the translation, the translating dot ﬁeld either resumed its original
rotation direction (‘‘no-motion-swap” trials) or assumed the other
dot ﬁeld’s pre-translation rotation direction (‘‘motion-swap” tri-
als). The post-translation rotation duration was 500 ms.
In common-onset trials, the initial 750-ms single-ﬁeld rotation
period was omitted. This condition provided a yardstick by which
to measure the effect of cueing (i.e. delayed onset). It also allowed
us to assay the effect of motion swaps independent of delayed on-
set. Since neither dot ﬁeld has a cueing advantage, we refer to this
condition as ‘‘neutral”.
Following Valdes-Sosa et al. (2000), only a subset of the dots
translated coherently and the motions of the remaining dots were
distributed equally in the other seven directions. The percentage of
coherently moving dots varied randomly from 40% to 55%. All dots
translated at a speed of 2.26 of visual angle per second. Transla-
tion duration was held constant at 40 ms (three frames at 75 Hz).
Different random-dot patterns were used for every translation
direction.
2.4. Experiment 2
Experiment 2 was identical to Experiment 1 except that com-
mon-onset trials were omitted and replaced by color-swap trails:on half of the trials, the colors of the two dot ﬁelds were swapped
at the beginning of translation. Rotation and color swaps were
implemented independently (Fig. 5). We increased the number of
trials in Experiment 2 (by doubling the number of sessions) to
get a more reliable estimate of performance.2.5. Analyses
For both Experiments, pair-wise comparisons were made be-
tween all condition pairs using Liddell’s Exact test (Liddell, 1978),
a proportions statistic utilizing the binomial distribution to ascer-
tain signiﬁcance for non-normally distributed data. Whether per-
formance for individual conditions was above chance was also
determined using this test and provided a criterion for the inclu-
sion of subjects in our study (see Section 2.1).
Data were also analyzed with repeated-measures ANOVA. For
Experiment 1, there were two factors: (1) cueing (i.e. whether
the translating dot ﬁeld was delayed or non-delayed), and (2) mo-
tion duration (i.e. whether the translation occurred in the presence
of an old or a new rotation direction). Note that ‘‘cueing” applies to
the dot ﬁeld as deﬁned by the spatio-temporal continuity of dots
from one frame to the next. In Section 4, we consider the possibil-
ity that the visual system might have instead deﬁned the dot ﬁelds
based on the global attributes of these stimuli (i.e. rotation direc-
tion and/or color).
Since neutral conditions did not differ in these two factors, they
were not included in the ANOVA and were only analyzed using Lid-
dell’s Exact Test. For Experiment 2, we added a third factor and
used a three-way repeated-measures ANOVA (Trujillo-Ortiz, Her-
nandez-Walls, & Trujillo-Perez, 2006): three color duration (i.e.
whether the translating dots themselveswere of the old or new col-
or). There were two levels for all of these variables and the values
of these variables for the different conditions of Experiments 1 and
2 are shown in Tables 1 and 2, respectively. Note that motion dura-
tion refers to the non-translating dots, whereas color duration re-
fers to the translating dots. This labeling reﬂects the different
mechanisms proposed to be engaged by these two factors but
has no impact on our analyses. To reiterate, the key factor for the
motion-competition explanation is the adaptation state of the
neurons responding to the rotation of the non-translating dot
ﬁeld. Conversely, the key determinant for the color-adaptation
Table 1
Levels of cued–uncued and new–old motion ANOVA factors used to analyze delayed-
onset conditions (i.e. excepting common-onset conditions) from Experiment 1
(compare with A–D in Fig. 4). The relationship between cueing and motion duration
(of the ‘‘competing rotation”) are reversed in the top vs. bottom rows. See Section 2.5.
A B
Cued Uncued
Old motion Old motion
C D
Uncued Cued
New motion New motion
Table 2
Levels of cued–uncued, new–old motion, new–old color ANOVA factors used to
analyze results from Experiment 2 (compare with A–H in Fig. 5). See Section 2.5.
A B
Cued Uncued
Old motion Old motion
New color Old color
C D
Uncued Cued
New motion New motion
Old color New color
E F
Cued Uncued
Old motion Old motion
Old color New color
G H
Uncued Cued
New motion New motion
New color Old color
Fig. 5. Feature trajectories of dots in Experiment 2 following conventions of Figs. 1B and 2B. Left column (A, C, E and G): stimuli without motion swaps. Right column (B, D, F
and H): stimuli with motion swaps. Top two rows (A–D): stimuli without color swaps. Bottom two rows (E–H): stimuli with color swaps. Timing is same as in Fig. 4.
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the color of the translating dot ﬁeld (see Section 4).
2.6. Model predictions
Before examining our experimental ﬁndings, we apply our mod-
el to stimuli with and without ‘‘motion-swaps”. We do this to sup-port our assertion that the motion-competition account predicts
that motion swaps should yield a reversal in the magnitude of re-
sponses to the translation and by inference a reversal in psycho-
physical performance.
The predicted reversal in response magnitude assumes that the
level of adaptation of the neurons responding to the surviving rota-
tion during a translation of the uncued ﬁeld in a motion-swap trial
(Fig. 4B) would be qualitatively the same as during a translation of
the cued dot ﬁeld in a no-motion-swap trial (Fig. 4A). Likewise, the
level of adaptation should be qualitatively the same during cued
translations in a motion-swap trial (Fig. 4D) as during uncued
translations in a no-motion-swap trial (Fig. 4C). This equivalency
in turn follows from the assumption that the level of adaptation
of a direction-selective neuron depends on the motion history
within its receptive ﬁeld independent of which dots undergo those
motions. In conjunction with motion competition, this assumed
equivalency in adaptation level leads to the prediction that, for mo-
tion-swap trials, uncued translations should yield smaller re-
sponses (from neurons selective for those translations) than cued
translations. In consequence, uncued trials should be easier to dis-
criminate than cued translations.
In the modeled responses shown in Fig. 3, the motions had bin-
ary values (either present or absent). Here, we allow for the varia-
tion in motion strength that follows from the random placement of
individual moving dots within receptive ﬁelds (RFs) that are smal-
ler than the entire stimulus. We generated 100 stimuli with the
same statistics as those in our psychophysical experiments and
determined the motions present within circular RFs of different
sizes. As an estimate of the strength of each direction of motion
within a RF of a given size, we simply counted the number of dots
moving in a given direction that fell within a circle of a given ra-
dius. We then normalized these values to a maximum of 50 (to
agree with the modeling exercise in Section 1). We ﬁrst examined
responses of model neurons with RFs large enough to include all
dots of these stimuli (i.e. at minimum a RF centered at ﬁxation
with a diameter of 4). For these RFs, we assume that the adapting
responses to the rotations were from rotation-selective neurons.
We also examined the responses of neurons with smaller RFs:
diameters of 2, 1, 0.5, and 0.25. These latter RFs were centered
1 to the right of ﬁxation. The adapting responses in these later
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tional component produced by rotation within that neuron’s RF.
Such neurons would be stimulated by downward motion in the
presence of clockwise rotation and upward motion in the presence
of counter-clockwise rotation. Thus the responses to the rotations
shown in Fig. 3A and B could be viewed as being either from neu-
rons selective for rotation direction (as are found in cortical area
MST) or from neurons selective for translation direction (as are
found in cortical areas V1, V2, MT and MST). The motion-competi-
tion account is consistent with either type of selectivity.
For the larger RF sizes (i.e. 4 and 2 diameters), we found that
the simulated responses to the brief translations (to be concrete,
we assume that they were rightward) matched those found when
we assumed binary input values: cued responses were, on average,
20–21% greater than to uncued conditions. Conversely, for the key
motion-swap condition, we found that the uncued condition al-
ways yielded the larger average responses – again 20–21% greater
than cued conditions. All of these response asymmetries were
highly signiﬁcant (p 0.001, paired t-test). These RF sizes are con-
sistent with those found in areas MT and MST.
The above response biases begin to break down for smaller RFs.
This is because smaller RFs do not always contain dots from both
dot ﬁelds and hence do not become as adapted as neurons with lar-
ger RFs. Thus, for a RF size of 1, the same qualitative trend held but
the response bias dropped to 16% (p 0.001). The bias is yet
smaller for smaller RFs so that for the smallest RF tested (0.25),
the bias for cued vs. uncued becomes insigniﬁcant. This size of
RF is consistent with area V1 (Burkhalter & Van Essen, 1986; Gat-
tass, Gross, & Sandell, 1981). These results demonstrate that our
motion-competition model: (1) accounts for the original bias found
with the delayed-onset design, (2) predicts a reversal in the re-
sponse bias for motion-swap trials, and (3) is consistent with the
properties of areas MT and MST, but not area V1.
In addition to the above key conditions, we also examined the
motion-competition model’s responses to neutral (common-onset)
conditions with and without motion swaps. We found that neutral
conditions elicited translation responses that were, on average, sig-
niﬁcantly smaller than both cued and uncued conditions (all
p < 0.001 for RF sizes > 0.5). This result follows from the fact that
both rotations are, in effect, delayed for the common-onset trials
so that responses to neither rotation are very adapted during the
translation. Hence inhibition (which is simply the sum of the rota-
tion responses) is greater for neutral than for cued and uncued con-
ditions. We found no consistent bias in the responses to neutral
conditions with motion swaps vs. those without.3. Results
3.1. Experiment 1
Fig. 6 illustrates the results of the six conditions of Experiment 1
with left and right columns showing no-motion-swap and motion-
swap conditions respectively. Bars indicate averaged data, with let-
ter labels corresponding to the stimulus conditions shown in Fig. 4
and ANOVA factors shown in Table 1. Individual subject data are
shown by line graphs. In agreement with Reynolds et al. (2003),
we found that observers were, on average, signiﬁcantly better at
judging translations of the cued (delayed) dot ﬁeld than of the un-
cued (non-delayed) dot ﬁeld (A vs. C; Liddell’s Exact test, p < 0.001;
see Section 2). This trend held for all but two observers who
showed little bias in performance. Note that this bias was seen
for subjects with very different levels of overall performance. Un-
der these stimulus conditions, cued translations occur in the pres-
ence of the older direction of rotation, whereas uncued translations
occur in the presence of the newer rotation direction. Thus, whilethese data are compatible with the surface-based selection
hypothesis, they are also compatible with the motion-competition
hypothesis.
Our model predicted that the neutral condition would elicit per-
formance that was worse than either cued or uncued conditions.
Contrary to that prediction, the neutral condition yielded perfor-
mance that was intermediate to cued and uncued conditions. Per-
formance for that condition was signiﬁcantly less than for cued
trials (E vs. A; Liddell’s Exact test, p < 0.01) and greater than for un-
cued trials (E vs. C; Liddell’s Exact test, p < 0.001). Therefore, rela-
tive to this condition, delayed onset both enhanced the ability to
discriminate translations of the delayed dot ﬁeld and decreased
the ability to discriminate translations of the non-delayed dot ﬁeld.
Fig. 6 (right) shows data from the key novel conditions in which
non-translating dot ﬁelds reversed rotation direction at the onset
of the translation (Fig. 4, right). For these motion-swap conditions,
cued translations occur in the presence of the newer rotation direc-
tion, and uncued translations occur in the presence of the older
rotation direction. As discussed above, our motion-competition
model predicts that the performance bias should reverse relative
to that seen for the no-motion-swap conditions (Fig. 6, left): perfor-
mance should be better when the non-delayed dot ﬁeld translated
rather than when the delayed dot ﬁeld translated. Contrary to that
prediction, performance again signiﬁcantly favored translations of
the delayed dot ﬁeld (D vs. B; Liddell’s Exact test, p < 0.0001).
We also compared performance in the neutral condition with
and without motion swaps. This comparison provides an assay of
the effect of motion swaps isolated from the effect of delayed on-
set. This comparison revealed that performance on trials without
motion swaps were signiﬁcantly greater than for trials with motion
swaps (E vs. F; Liddell’s Exact test, p < 0.001). Thus motion swaps
slightly disrupted overall performance. Our model did not exhibit
that disruption.
Analysis of the four cued and uncued conditions (two-way re-
peated-measures ANOVA, with cueing and motion duration as fac-
tors; neutral conditions were not included; see Section 2)
conﬁrmed that motion duration had no signiﬁcant effect on perfor-
mance (p = 0.5375) and that cueing was the primary determinant
of performance (p < 0.001). No signiﬁcant interaction was found
between cueing and motion duration (p = 0.3844). Taken together,
these results argue strongly against the motion-competition expla-
nation: the relative ‘‘newness” of the motions competing with the
translation does not account for the performance differences.
3.2. Experiment 2
The results of Experiment 1 demonstrated that motion-duration
did not predict performance but did not rule out a role for color
duration. As noted in Section 1, previous studies have found cueing
effects in the two-translation design in which color duration differ-
ences are absent (e.g. Reynolds et al., 2003; Valdes-Sosa et al.,
2000) and when the two dot ﬁelds were the same color (Mitchell
et al., 2003). Color duration cannot therefore account for the per-
formance bias found in the two-translation design. These previous
ﬁndings do not, however, rule out the possibility that color dura-
tion might contribute to the effects seen in the delayed-onset de-
sign where color duration differences are present.
In Experiment 2, we asked whether color duration played a role
in the delayed-onset design. To accomplish this, we introduced col-
or swaps at translation onset on some trials either with or without
motion swaps (Fig. 5). This also allowed us to conﬁrm the results of
Experiment 1 and to look for interactions between color and mo-
tion. The letter labels in Fig. 7 correspond to the stimulus condi-
tions shown in Fig. 5.
As can be seen by comparing Fig. 7 with Fig. 6, the results of
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Fig. 6. Results of Experiment 1. Individual subject performance is shown by conjunctions of color, line style, and symbols. Mean accuracy across 11 subjects in reporting the
direction of the translation in the six conditions of Experiment 1 is shown by bars. Each bar is the average of all subject’s performance for a given condition. Letter labels
indicate stimulus conditions and correspond to those in Fig. 4. For all condition types, cued trials yielded signiﬁcantly better performance than uncued trials (p < 0.001).
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Fig. 7. Performance data for the four conditions of Experiment 2. Data from each subject is distinguished by a unique conjunction of color, line style and symbol. Data from
the two subjects that also ran in Experiment 1 are portrayed in the same way as in Fig. 6 (black upside-down triangles and magenta asterisks). Each bar is the average of all
subject’s performance for a given condition. Letter labels indicate stimulus conditions and correspond to those in Fig. 5. For all condition types, cued trials yielded signiﬁcantly
better performance than uncued trials (p < 0.001). Chance performance is 12.5% (dotted lines).
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the absence of motion swaps (A vs. C; Liddell’s Exact test, p < 0.001)
and in presence of motion swaps (D vs. B; Liddell’s Exact test,
p < 0.001). The effect of cueing on performance also held in the
presence of color swaps: Performance favored translations of the
cued dot ﬁeld on color-swap trials both in the absence (E vs. G),
and in the presence (H vs. F) of motion swaps (Liddell’s Exact test,
all p < 0.001). With the exception of two subjects under the com-
bined motion- and color-swap condition, this bias in favor of cued
translations held for all subjects and all conditions. This bias again
held for subjects with very different overall levels of performance.
Thus delayed onset does not primarily affect performance in the
delayed-onset design by introduction of motion or color duration
differences.
While the above analyses conﬁrmed that color duration was not
the primary determinant of performance, they did not rule out a
contribution from color duration. To further examine the role of
color we analyzed these data with a three-way repeated-measures
ANOVA (with cueing, motion duration, and color duration as fac-
tors, see Table 2 and Section 2). We found, in agreement with the
results of Experiment 1, that performance was mostly determined
by cueing (mean performances, p < 0.0001) with no signiﬁcant con-
tribution from motion duration (mean performances, p = 0.8152).
Color duration, however, had a signiﬁcant inﬂuence on perfor-
mance (mean performances, p = 0.0196). The magnitude of the per-
formance bias due to color duration was quite small relative to that
due to cueing: averaging over all subjects for Experiment 2, aver-
age performance was 7% better when the translation was of dotshaving the ‘‘new” color vs. of the ‘‘old” color. In comparison, on
average subjects did 43% better when translations were of the de-
layed dot ﬁeld relative to translations of the undelayed dot ﬁeld.
Therefore, color duration does impact performance in the de-
layed-onset design but this impact is very small relative to that
of cueing by delayed onset.
Finally, motion duration and cueing showed a marginally signif-
icant interaction (p = 0.0503). Given that this interaction was no-
where near signiﬁcant in Experiment 1 (p = 0.3844), we refrain
from speculating about the potential importance of this interac-
tion. None of the other interactions (two- or three-way) neared
signiﬁcance.
4. General discussion
We have argued previously (Mitchell et al., 2003, 2004; Rey-
nolds et al., 2003) that the Valdes-Sosa et al. (2000) design is supe-
rior to other related designs (e.g. Blaser et al., 2000; Duncan, 1984;
O’Craven et al., 1999) in its ability to rule out spatial and feature-
based selection. However, in attempting to understand the neuro-
nal mechanisms that underlie the neurophysiological and perfor-
mance biases found with this design, we realized that these
biases were consistent with an account that does not invoke sur-
face-based selection but instead follows from the established neu-
ronal properties of adaptation and motion competition. The results
from our current study refute that alternative account. In what fol-
lows we discuss the implications of our ﬁndings and their relation
to previous research.
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As outlined in Section 1, we realized that a simple model incor-
porating short-term adaptation and competition between motion
stimuli could account for previous ﬁndings using the delayed-on-
set (Fig. 1) and the two-translation version (Fig. 2) of the Valdes-
Sosa et al. design. We tested this motion-competition model’s pre-
dictions as they applied to the delayed-onset design.
Our model predicted that the ability to discriminate the direc-
tion of the brief translation in this design depends upon the rela-
tive durations of the rotations. Speciﬁcally, the model predicted
that performance should be better if the rotation that ‘‘competed”
with the translation was the older rather than the newer rotation
independent of which surface was ‘‘cued” by delayed onset. In
Experiment 1, we tested this prediction by reversing the rotation
direction of the non-translating dots during the translation (i.e.
‘‘motion-swap” trials), thereby reversing the relationship between
motion duration and which set of dots was ‘‘cued” by delayed on-
set. We found no signiﬁcant effect of motion-duration in Experi-
ment 1. The results of Experiment 2 conﬁrmed the ﬁndings of
Experiment 1 while also demonstrating that color duration could
not account for the performance biases accompanying delayed on-
set. Our results thus refute the motion-competition model and
more generally demonstrate that neither motion nor color dura-
tion play a deﬁnitive role in determining psychophysical perfor-
mance. These results instead offer support for a surface-based
account in which stimulus selection is speciﬁc to the individual
texture elements that deﬁne the selected surface.
4.2. The role of color in surface-based selection
The main focus of this study was on the role of motion duration
in producing the performance effects seen in the Valde-Sosa et al.
design. Color duration was a secondary concern since it does not
vary in the two-translation version of this design. Moreover,
Mitchell et al. (2003) found that the psychophysical effect survived
removal of the color differences in the two-translation version of
the design. The results of Experiment 2 conﬁrmed that color dura-
tion is not responsible for the cueing effect in the delayed-onset
design but did reveal a small color effect on psychophysical perfor-
mance. This effect was, however, quite small compared to the cue-
ing effect of delayed onset.
The small color-dependent effect we observed might be ex-
plained by adaptation of color-selective neurons that provide input
into motion-selective neurons. According to this scheme, neurons
selective for the non-delayed color are more adapted than neurons
selective for the delayed color and hence provide weaker input to
neurons that respond to the translation. Another, non-mutually
exclusive, possibility is that the delayed onset acts as an exogenous
cue to the delayed color resulting in an increase in the gain of col-
or-selective neurons (Mitchell et al., 2003): although Mitchell et al.
(2003), found no evidence for either mechanism in the two-trans-
lation design, one or both mechanisms could nevertheless make a
small contribution in the delayed-onset design.
Although our ﬁndings do not reveal a substantial role for color-
based mechanisms in themotion judgments analyzed here, they do
not imply that the color of the cued (i.e. delayed) dot ﬁeld is not
itself preferentially processed. Indeed, if selection is of the surface
as a whole (as supposed by surface- and object-based accounts),
then the color as well as the motion of the selected surface should
enjoy a processing beneﬁt. Recently Fallah et al. (2007), using the
delayed-onset design, have in fact documented a color-speciﬁc
beneﬁt in the responses of individual color-selective neurons with-
in cortical area V4. The ﬁndings of Fallah et al. support the notion
that all attributes of the delayed dot ﬁeld are preferentially pro-
cessed. Our new results taken together with those of Fallah et al.suggest that a color processing beneﬁt should extend to a cued
dot ﬁeld even if it suddenly changed color.
4.3. How is selection maintained over unpredictable changes in surface
attributes?
The surface-based account of the Valdes-Sosa et al. design as-
sumes that all features of the selected perceptual surface are pref-
erentially processed. What distinguishes the Valdes-Sosa et al.
design from related designs is that selective processing is believed
to embrace a new and unpredictable feature: selection must be
maintained when a cued surface translates in an unpredictable
direction. The surface-based account thus appears to assume that
the translation is somehow dynamically ‘‘bound” with one of the
rotations that preceded it. In contrast, our motion-competition
model does not invoke binding: successive motions simply activate
neurons with appropriate receptive ﬁeld properties without regard
to object of origin. Our refutation of that model thus re-raises the
question of how such binding might occur.
Color is one plausible candidate to mediate such binding but
Mitchell et al.’s results and our new ﬁndings (see above) rule out
a decisive role for color. Prior to the current study, we had consid-
ered two other means by which this hypothetical binding might
occur. First, binding could be based on the spatio-temporal continu-
ity of the dots of the two ﬁelds. Our classiﬁcation of translations as
cued vs. uncued (Tables 1 and 2) assumed this mechanism: a trans-
lation was deﬁned as cued if the translating dots were originally of
the delayed dot ﬁeld, and as uncued if those dots were originally of
the non-delayed dot ﬁeld (see Section 2.5). Alternatively, rotation-
translation binding might be based on the rotational continuity of
the non-translating surface: since one direction of rotation contin-
ues during the translation, the translation could be inferred to be of
the surface that had previously rotated in the other direction.
These two binding mechanisms are distinguished in that the
ﬁrst is grounded in the individual texture elements (i.e. dots) that
deﬁne the two perceptual surfaces whereas the second is based on
the ‘‘global” motion properties of those surfaces without regard to
which dots possess those properties. These two mechanisms offer
distinct predictions as to the effect of motion swaps. The ﬁrst
mechanism (spatio-temporal continuity) predicts that translations
of delayed dot ﬁelds should be better discriminated than transla-
tions of the non-delayed dot ﬁeld even on trials with motion
(and/or color) swaps. Our results support this prediction. The sec-
ond proposed mechanism (rotational continuity) makes the same
prediction as the motion-competition model: motion swaps should
result in performance reversals such that performance should be
better on trials we classiﬁed as uncued relative to translations clas-
siﬁed as cued. This is because translations would be bound with
the rotation that was no longer present (even though the translat-
ing dots had actually previously rotated in the other direction).
Since we did not ﬁnd such reversals, our ﬁndings rule out both
the motion-competition account and a surface-based account in
which binding is based on rotational continuity. Instead, our re-
sults support a surface-based account in which binding between
attributes at different points in time is achieved by selective pro-
cessing of the texture elements that deﬁne each surface.
4.4. Dynamic spatial selection and the involvement of lower-order
cortical areas
While spatial superimposition of the two moving dot ﬁelds
rules out selective processing of a ﬁxed location, our ﬁndings re-
veal that stimulus selection in this design is, at least in part, spa-
tially speciﬁc at the scale of the moving dots that deﬁne the dot
ﬁelds. At ﬁrst glance, one plausible explanation of our new ﬁndings
is that subjects attentionally tracked individual dots of the delayed
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there was no incentive to attend to the dots of one ﬁeld vs. the
other: the dots of the two ﬁelds were equally likely to translate
and subjects were aware of that fact. Second, only a subset of the
translating dots (50%) translated coherently, so tracking individ-
ual dots is a poor strategy. Subjects were aware of this fact as well.
Third, subjects were explicitly told not to attend to individual dots
and told rather to distribute attention throughout the display.
Fourth, upon debrieﬁng, all of the subjects in this study (including
the two authors) conﬁrmed that they had spread their attention
throughout the entire display and had never been consciously
aware of tracking dots. Rather than revealing an intentional strat-
egy of dot tracking, we hypothesize that our ﬁndings reveal an im-
plicit process that dynamically identiﬁes locations in the visual
image that currently have the attributes of a selected stimulus.
This conclusion is consistent with a recent study (Andersen, Mül-
ler, & Hillyard, 2009) that found that attention to a given feature
(color in their study) in transparent-motion displays can be
achieved without explicit dot tracking. We next outline our
thoughts on the mechanisms that might underlie this process
and how those mechanisms would support surface-based
selection.
All ERP studies using the Valdes-Sosa et al. design (or variants
thereof) have reported modulation of the N1 component, which
is consistent with a role for the middle temporal complex (MT+).
Our new results, however, demonstrate a degree of spatial speciﬁc-
ity that is greater than that expected of areas MT and MST. This
spatial speciﬁcity is consistent with the involvement of cortical
areas with smaller receptive ﬁelds such as V1 and V2. Given our
ﬁndings, it is intriguing to note that recently Khoe et al. (2005),
using the two-translation design, found modulation of an earlier
(C1) component, generally associated with a striate origin but
potentially consistent with extrastriate areas such as V2.
Based on our ﬁndings, and those of Khoe et al., we speculate
that the surface-based effects documented here occur via interac-
tions between MT (and/or MST) and V1 (and/or V2). We propose
three computational steps by which an initial direction-speciﬁc
processing advantage within area MT could be transformed into
a spatially-speciﬁc advantage within area V1:
(1) ‘‘Global” direction-speciﬁc enhancement within area MT: Area
MT neurons, just prior to translation, respond more to the
motion of the delayed dot ﬁeld than to the non-delayed
dot ﬁeld. This results in a direction-speciﬁc bias at the spa-
tial scale of the entire stimulus.
(2) Local direction-speciﬁc enhancement within area V1: Area V1
receives feedforward input from the lateral geniculate
nucleus and feedback input from area MT. We assume that
these inputs interact non-linearly so that the total activation
within a hypercolumn is greater when the feedback and
feedforward input are to the same neurons.
(3) Local non-direction-speciﬁc enhancement within area V1:
Facilitated neurons in area V1 spread facilitation via lateral
interactions to other neurons within their hypercolumn.
This results in enhanced responses to any direction of
motion within this facilitated hypercolumn. This spatially-
local processing advantage is then presumed to be passed
onto higher-order areas such as MT.
These three computational steps are illustrated in Fig. 8. Note
that these hypothetical steps are not, strictly speaking, sequential
since feedforward, feedback, and lateral connections are continu-
ously interacting. As discussed in Section 2 (Section 2.6), the rota-
tions have a local translation component and we assume that area
V1 and MT neurons are responding to these components. For theRFs illustrated, clockwise and counter-clockwise rotations yield
downward and upward translations respectively.
In the 1st step (Fig. 8B) MT neurons that respond to the newer
(i.e. delayed) rotation are, just prior to the translation, more active
than those responding to the older (non-delayed) rotation. In the
case of the delayed-onset and two-translation paradigms discussed
here, this response bias is fully consistent with single-unit studies
demonstrating short-term adaptation (e.g. Duffy & Wurtz, 1997;
Priebe, Churchland, & Lisberger, 2002; Priebe & Lisberger, 2002;
see Fig. 3). This response bias could also be the result of top-down
feature-speciﬁc input onto area MT as revealed by single-unit stud-
ies of attentional modulation in area MT (e.g. Martinez-Trujillo &
Treue, 2004; Treue & Martinez-Trujillo, 1999).
The 2nd step (Fig. 8C) assumes that MT neurons send feedback
connections to neurons in area V1 (and/or V2) having a shared
directional preference. Neuroanatomical studies in the squirrel
monkey are broadly consistent with this type of speciﬁcity (Rock-
land & Knutson, 2000). Furthermore, single-unit studies suggest
that MT feedback onto V1 interacts with feedforward input so as
to boost motion-selective responses in area V1 (Bullier, Hupé,
James, & Girard, 2001). We thus predict that neurons in area V1
that are responding to motion of the cued dot ﬁeld would be more
active than neurons responding to the other rotation direction. This
second step transforms the direction-speciﬁc advantage within
area MT, which applies to the whole stimulus, to a directional
advantage speciﬁc to the location of the dots of the delayed dot
ﬁeld. This advantage is thus both direction- and location-speciﬁc.
The 3rd step (Fig. 8D) is the most critical of our proposal. In the
context of the experimental design studied here, it applies to the
point-in-time at which the rotation changes to a translation. This
step transforms the direction-speciﬁc advantage achieved by the
2nd step into a non-direction speciﬁc facilitation of neurons with
RFs that contain dots moving in the advantaged direction. We
speculate that this step is accomplished by short-range cortical
connections. Whereas longer-range horizontal connections are
thought to connect neurons having similar stimulus preferences
(Gilbert & Wiesel, 1989), local connections appear to be less spe-
ciﬁc (Bosking, Zhang, Schoﬁeld, & Fitzpatrick, 1997; Buzás et al.,
2006; Das & Gilbert, 1999; Malach, Amir, Harel, & Grinvald,
1993). Since these local connections connect neurons with overlap-
ping spatial receptive ﬁelds, a V1 neuron that was facilitated by
feedback input would be expected to spread that facilitation to
neurons with overlapping RFs but with different stimulus selectiv-
ities. In consequence, neurons activated by the 2nd step would
facilitate nearby neurons within the same directional hypercol-
umn. This would result in a processing advantage for any transla-
tion activating that hypercolumn immediately after the rotation.
Assuming that a dot from the cued ﬁeld is still within the collective
RF of the advantaged hypercolumn, this mechanismwould confer a
surface-speciﬁc processing advantage. This speculative account
does not invoke competition and hence the relative durations of
the rotations that compete with the translation do not matter. As
such, this account is consistent with our ﬁndings, which found
no signiﬁcant contribution from the duration of the rotations. Gi-
ven however that both neuronal adaptation and competitive inter-
actions have been reported in areas MT and MST (which motivated
our motion-competition model), there is a need to reconcile our
new ﬁndings with the response properties of those areas.
4.5. Selective processing of objects in natural scenes
The Valdes-Sosa design captures several properties of natural
scenes which, in concert, defeat selection mechanisms that are
purely spatial or purely feature-based. First, different objects are
often spatially intermingled in their projection upon the retinae.
Second, the locations in the image that contain parts of an object
Fig. 8. Schematic of hypothetical selection mechanism. (A) Transparent-motion stimuli. Dark and light gray circles indicate examples of neuronal receptive ﬁelds (RFs) for
areas MT and V1, respectively. The MT RF is stimulated by both dot ﬁelds, whereas the two V1 RFs are stimulated by dots from different ﬁelds. (B–D) Illustrate
three computational steps proposed to occur just before (B and C) and during (D) translation. Illustrated are the directional hypercolumns within areas MT (top) and V1
(bottom) that have the RFs indicated in (A). Gray columns have a processing advantage. (B) First computational step. Feature selective processing at a coarse spatial scale.
Upward-preferring neurons in area MT have a processing advantage. This advantage might result from adaptation (see Section 1 and Fig. 3) or from top-down feature-speciﬁc
inputs. This confers a ‘‘global” (i.e. at the scale of MT RFs) processing advantage for upward motion. (C) Second processing step. Feedback from area MT onto area V1 connects
neurons with similar direction preferences. Convergence between more activated feedback connections (thicker lines) and feedforward input yields an advantage for
upward-preferring neurons with RFs containing upward-moving dot. This directional advantage is thus spatially restricted to dots of the cued ﬁeld. (D) Third processing
step. Local connections spread facilitation within V1 hypercolumn. This leads to enhanced processing of any direction of motion within the collective RF of the
hypercolumn.
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Third, objects can change their attributes unpredictably.
Imagine, for example, walking through tall swaying grass and
spotting a leopard moving slowly towards you. As you and/or the
leopard move, some spots of the leopard disappear behind grass
whereas other spots pop into view. Assume further that the leop-
ard is well-matched in color and texture relative to the surround-
ing grass. How could you best detect a sudden attack by the
leopard? Pooling all of the motion signals within the visual image
outlined by the leopard is a poor strategy as it would yield a mo-
tion estimate that was contaminated by spurious signals from
the swaying grass. Ideally, you would like to selectively pool infor-
mation from only those locations at which the leopard is visible at
a given moment in time. The mechanism we have outlined sug-
gests how this might be achieved.
Although we have illustrated how this hypothetical mechanism
could operate within a directional hypercolumn, the local spread-
ing of facilitation (step 3, Fig. 8D) could extend to neurons with
other types of selectivity such as color. Such cross-attribute
spreading would account for the color-speciﬁc processing beneﬁt
reported by Fallah et al. (2007) and more generally produce selec-
tive processing of all the attributes of a selected object. This mech-
anism may account for a previous report of implicit attentional
selection based on spatiotemporal localization (Melcher, Papa-
thomas, & Vidnyánszky, 2005) as well as for recently observed sin-
gle-unit correlates of surface-based attention in area MT (Wannig,
Rodríguez, & Freiwald, 2007). Finally, we should note that the spec-
ulative account advanced here differs from other accounts of fea-
ture-binding (e.g. Shipp, Adams, Moutoussis, & Zeki, 2009) in
that it does not rely on neurons tuned along multiple feature
dimensions.5. Conclusions
Wehave found that the performance bias seen in theValdes-Sosa
et al. design is not explained by themotion duration differences that
distinguish cued and uncued conditions. Our results argue against amotion-competition account of that design and instead provide
evidence of surface-based selection that involves ﬁne-grained spa-
tial selection. We offer a speculative account of how that spatial
selection might be achieved. In particular, we speculate that
surface-based selection can be achieved via interactions between
MT+ and lower-order cortical areas with smaller receptive ﬁelds.
Investigation of these hypothetical interactions awaits future
experimentation.Acknowledgment
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The motion-competition model (Reynolds et al., 1999; Krekel-








R ¼ K  E
Eþ I þ r ð3ÞE and I represent the excitatory and inhibitory drive to the mod-
eled neuron, respectively, and R is the neuronal response. K deter-
mines the maximum ﬁring rate. Non-zero values of r insure that
the denominator is non-zero. The Cs correspond to the three types
of motion inputs, and the Ws are the weights given to those
inputs.











¼ I þ R ð5Þ
R is ﬁring rate and is determined by the hyperbolic ratio equation of
Naka and Rushton (1966) applied to positive input values (shown
within the brackets and indicated by + subscript). The Naka–Rush-
ton equation yields a sigmoidal input–output function qualitatively
consistent with cortical neurons (Wilson, 1999). Stimulus corre-
sponds to the strength of the particular motion in question. For sim-
ulation results presented in Section 1, we set Stimulus to have
binary (i.e. either the motion is present or it is not) input values:
50 and 0 for rotations, and 25 and 0 for translations (the lower
translation value accounts for the fact that dots rotate with 100%
coherency whereas only 50% of dots translate coherently). For the
results presented in Section 2, Stimulus was weighted by the num-
ber of moving dots within a CRF of a given size.
For simplicity we model adaptation as linear with a subtractive
inﬂuence (Eq. (5)). Critically, the time constant that governs how
quickly neurons respond to stimulus onsets and offsets is much
smaller than that which governs adaptation of those responses:
s = 20, sadapt ¼ 1000: Lastly, Wadapt determines the strength of
adaptation and was set to 1.25.
These adapting responses constitute the inputs (i.e. the Cs in
Eqs. (1) and (2)) to a translation detector modeled by Eq. (3). This
translation detector is assumed to be selective for the particular
direction of a translation occurring on a given trial. In our simula-
tions using Eq. (3), K (the maximum ﬁring rate of the translation
detector) was set to 100 and (following Krekelberg & Albright,
2005) r was set to 1. For simplicity, we assumed that the transla-
tion input has an excitatory weight of 1, the rotation inputs have
inhibitory weights of 1, and all other weights are 0. Model simula-
tions were conducted on a Windows computer using a fourth-or-
der Runge–Kutta routine implemented in Matlab (Wilson, 1999).References
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