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This paper presents a comparative study of two rule 
based classifier; rough set (RC) and decision tree 
(DTC). Both techniques apply different approach to 
perform classification but produce same structure of 
output with comparable result. Theoretically, different 
classifiers will generate different sets of rules via 
knowledge even though they are implemented to the 
same classification problem. Hence, the aim of this 
paper is to investigate the quality of knowledge 
produced by RC and DTC when similar problems are 
presented to them. In this case, four important 
performance metrics are used as comparison, the 
accuracy of classification, rules quantity, rules length 
and rules coverage. Five dataset from UCI Machine 
Learning are chosen and then mined using RC toolkit 
namely ROSETTA while C4.5 algorithm in WEKA 
application is chosen as DTC rule generator. The 
experimental result shows that RC and DTC own 
capability to generate quality knowledge since most of 
the results are comparable. RC outperform as an 
accurate classifier, produce shorter and simpler rule 
with higher coverage. Meanwhile, DTC obviously 





The strength of data mining is it capability to 
generate various type of knowledge and produce a 
reliable decision.  Following that, many organizations 
from diverse domains have alternatively chosen data 
mining as analysis tools to digest hidden information in 
historical organization data [12]. Therefore, the mined 
information can offer managers with valuable 
knowledge for future decision making.  The question 
“what decision you are looking for” basically will 
guide the selection of data mining task. According to 
[4], the task can be categorized into summarization, 
classification, clustering, association, and trend 
analysis. Classification is a method of predicting the 
decisions for the new cases, based on their conditional 
features using a model learned from the already known 
attributes.  It has been commonly studied by many data 
mining researches.      
Rule based classification system (RBc) is a part of 
classification which represents knowledge via a set of 
propositional rule.  It can be represented in a 
disjunctive form, R= [r1 ∧ r2 ∧… rn], where R is known 
as the rule set and rn are the classification rules.  Each 
rule can be expressed as rn:- [conditioni]→yn which 
[conditioni] is the combination of attribute test 
condition and yn is decision class. Modeling in RBc 
starts with the process of extracting a set of rules from 
data source that identifies key relationship between the 
attribute and class label. Then, the obtained rules are 
tested with unseen data.  RBc is widely used in the real 
world applications because of the easy interpretability 
of rules meaning [10]. 
Rough classifier (RC) and decision tree classifier 
(DTC) are categorized as RBc. Both techniques apply 
different approach to perform classification but 
produce same structure of output with good 
classification result.  Theoretically, two different 
classifiers will generate different sets of rules via 
knowledge even though they are implemented to the 
same classification problem and perform well in 
classification with comparable accuracy [1]. This is 
supported by [3] whereby different rule sets can be 
found when various classification algorithms are tested 
on same dataset.  According to [5], each rule may give 
different knowledge and same of the rules produce 
consistent information.  The results from different 
classification system can be used to determine 
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appropriate technique for particular domain. Following 
that, RC and DTC might generate different set of 
knowledge when similar dataset are presented to them. 
Furthermore, the performance of RC and DTC are 
frequently evaluated with the accuracy of the 
classification to classify unseen cases. Other 
measurements are time taken during mining, the 
complexity of algorithm, and the coverage of thr rule 
[10]. Since rule in RBc is considered as knowledge, the 
quality of the knowledge also need to be evaluated.  
According to [1], the performance of a classification 
system can not be based only on the higher accuracy 
but the quality of knowledge such as minimum number 
of rules, rule length, and rule strength also need to be 
assessed.  A good rule set must has a minimum number 
of rules and each rule should be short as possible. 
Moreover, an ideal model should be able to produces 
fewer rule with shorter rule and classify new data with 
good accuracy. Beside that, the quantity of testing data 
also could be a performance metrics in evaluating RBc.  
The classification model that generates fewer numbers 
of rules from limited training dataset but can classify 
more testing dataset and attain high accuracy might be 
a better model [6]. Therefore, the quality of knowledge 
will determine the classifier to classify new cases with 
good accuracy. 
In this study, the knowledge quality of RC and DTC 
are compared. The comparison can be made due to 
comparable structure of knowledge generated. The 
purpose of this comparison is to examine the classifier 
accuracy and knowledge quality in term of rule 
quantity, rule length, and rule coverage.  
This paper is organized as follows. Section 2 will 
outline the theory of RC and DTC.  The model 
development is discussed in section 3. The experiment 
and result will be presented in section 4 and final 
section will conclude this work.  
   
2. RC and DTC Theory 
 
In this section, the theory of RC and DTC will be 
discussed. RC theory was developed by Zidslaw Pawlak 
in the early 1984s, provides a mathematical approach 
to deal with uncertainty and vagueness [11]. The main 
goal of the approach is to derive rules from a set of 
data which is represented in a decision system. It is 
donated as Ds= {U, Dc, Dd} where U is a finite set of 
objects called universe, Dc is a set of condition 
attributes and Dc is decision attribute. RC theory is 
based on the establishment of equivalence classes in 
training data set and the formation is almost 
indiscernible. RC deals with imprecise information in 
information system (IS) using the concept of set 
approximation which each vague object are described 
in lower and upper approximation space. Consider an 
IS= {U, A} and X|U be a set of objects and B|A be a 
selected of attributes.  B-lower approximation is 
defined as }][:{ XxUXxB B ⊆∈=  while B-upper 
approximation is }0][:{ ≠∩∈= XxUXxB B . The set 
xB (or xB ) consists of objects which are surely 
belonging to X which respect to the knowledge provide 
by B.  The set BNB(X) = xB - xB  is called B-boundary 
of X which consist of those objects that not surely 
belong to X. Rough set modeling assumes the existence 
of several attribute in a data set are more important 
compares to others.  This is done by the reduct function 
which will determine only important attribute to 
represent the whole problem.  Reduct calculation 
determines the number rule, rule length, and accuracy 
of the classifier. There are several algorithms to 
perform reduct such as Johnson reducer, genetic 
algorithm, dynamic reduct, Holte1R, and SIP/DRIP.  
Generally, the rough set approach consists of several 
steps leading towards the final goal of generating rule 
from information system as given below [14]: 
 
• Forming decision system by mapping 
information from the data source 
• Completion of data 
• Descritization of data 
• Reducts computation of data 
• Obtain rule from the reduct 
• Classification of new unseen data 
  
The concept of decision tree is decomposition of 
complex problem into smaller, more manageable 
whereby it represents the relationship among attribute 
and decision in a diagram that mimic to tree [4].  The 
classification is produced by algorithm that identifies 
various ways of splitting a data into branch-like tree 
segment. The segmentations basically comprise 3 
structures; internal node donates a test on attribute, 
branch node represent an outcome of the test, and leaf 
nodes represent class distribution.  DTC is among the 
earliest classification technique in machine learning 
since the introduction of Hunt’s algorithm in 1966 and 
until now, most of its algorithms play an important role 
as comparators with other techniques [10].  At the 
moment, DTC has several algorithms such as are ID3, 
C4.5 (extension of ID3), and CART [12] & [2]. Early 
decision tree algorithm is memory based and not 
suitable on large dataset.  Then, advance algorithms 
have been proposed to overcome the problem such as 
SPRINT and SLIQ. Generally, tree induction and tree 
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pruning are two main processes in DTC.  Tree induction 
is an iterative training process which involves splitting 
the attributes into smaller subsets.  This process starts 
by analyzing the whole dataset to find the condition 
attributes whereby when it is selected as a splitting rule, 
it will result in nodes that are most different from each 
other with respect to the target class. To perform that, 
several measurements can be applied such as entropy, 
mutual info, gain ratio, and chi-squared. Subsequently, 
the tree will be generalized in pruning process by 
removing least reliable tree branches and accuracy will 
be improved.  Due to the easy interpretability of tree 
meaning as well as it can be transform into rule, DTC 
gain popularity as alternative classification technique. 
 
3. Model Development 
 
Five data sets from University of Irvine (UCI) [8]; 
United States Congressional Voting Records (VOT), 
Credit Approval (CRD), Wisconsin Diagnostic Breast 
Cancer (BRS), Pima Indians Diabetes Database (DBS), 
and Vehicle Silhouettes (VHS) were used in this study.  
For classifiers, the data preparation and classification 
modeling uses the same approach. In preprocessing, all 
dataset are pre-processed where all unknown numeric 
attributes were replaced with mean value while max 
value for character attributes. The data were discretized 
using boolean reasoning technique [9].  The data were 
then split into training and testing using n-fold cross-
validation technique where 9 folds of data are prepared 
based on ratio of training and testing; 10:90, 20:80, 
30:70 40:60, 50:50, 60:40, 70:30, 80:20, and 90:10. 
Rough set data analysis tool namely Rosetta v3.2 is 
used to generate rule and perform classification in RC. 
Meanwhile C4.5 algorithm embedded in WEKA 
v3.4.11 application is chosen as DTC rule generator. 



































Figure 1. Modeling process in RC and DTC 
 
4. Experiment and Result 
 
In this section, the experimental result of RC and DTC 
are discussed. The evaluation is based on the 
performance of both classifiers which is focused on 
accuracy, number rule, and rule length. The goals and 
notations of the experiments are formalized. The rough 
classifier model and decision tree classifier model are 
given as RC and DTC respectively. The training and 
testing data are given as tr and ts. The accuracy, 
number of rule, rule length, and rule coverage are given 
as acc, nr, rl and cov. Table 1(a) depicts the 
experimental result from the best model obtained from 
RC and DTC. The selection of the best model is based 
on four criteria’s; higher accuracy, fewer rules 
generated, shorter rule and larger total testing data 
involved. The b_acc, b_nr, and b_rl in table 1(b) 
indicate the best model from particular classifier in 
terms of acc, nr, and rl respectively. Mathematical 
formulations to obtain the best model of RC and DTC 
are listed as follows: 
 
 ∀ RC, DTC  RC 〉better DTC  → acc (RC 〉 DTC) 
 ∀ RC, DTC  RC 〉better DTC  → nr (RC 〈  DTC) 
 ∀ RC, DTC  RC 〉better DTC  → rl (RC〈 DTC) 
 ∀ RC, DTC  RC 〉better DTC  → cov (RC〉 DTC) 
 
RC, is selected as better if the acc of RC is higher than 
DTC, the nr of RC is lower than DTC and the rl of RC is 
lower than DTC. Similarly, the formula is applied to 
DTC. 
 
Table 1(a). Experimental results for RC and DTC 
RC DTC  
tr:ts acc nr rl m acc nr rl 
VOT 10:90 95.1 12 3 60:40 96.5 5 4 
CRD 50:50 99.4 190 5 50:50 90.5 17 5 
BRS 60:40 94.0 76 3 60:40 95.3 13 4 
DBS 30:70 74.2 136 5 30:70 77.1 5 2 
VHC 10:90 94.2 62 4 70:30 62.6 73 7 
 
Table 1(b). The best model of acc, nr, and rl in 
RC and DTC 
 b_acc b_nr b_rl 
VOT DTC DTC RC 
CRD RC DTC DTC 
BRS DTC DTC RC 
DBS RC DTC = 
VHC RC DTC RC 
 
The table 1(a) reviews the best model obtained in five 
dataset and it is summarized into three categories as 
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shown in table 1(b); the best model based on number of 
rules (b_nr), the best model based on rule length (b_rl) 
and the best model on accuracy (b_acc). From the 
table, RC is more likely to the best model on accuracy 
when gives higher acc than DTC in three cases as 
depicted in b_acc but these differences are not 
statistically significant.  In average acc, RC outperform 
at VOT, BRS, and VHC dataset while DTC consistently 
classify CRD and DBS dataset. Meanwhile, the 
variances of average acc are not significant in all 
models except large variance (47%) at VHC dataset.  
Figure 2 illustrates the average acc of both classifiers 

























Figure 2. Average acc of RC and DTC 
 
In b_nr column, DTC is seemed to be the best model 
based on nr because it had generated fewer rules than 
RC for all datasets with significant difference. Figure 3 
(a) and figure 3 (b) depict the average nr obtained by 
both methods. The research also indicates that the nr 
pattern between DTC and RC are different when in RC, 
the nr is continuously increased if larger amount of tn 
dataset are presented to classifier. The reason is DTC 
considers the frequency of attributes distribution during 
tree splitting as a main factor to consider. 
Consequently, if more interesting attributes 
combination exits in the dataset, more rules will be 
generated by DTC. Meanwhile, the frequency of records 
is not a main issue in RC but the distinction between 
attributes value are more important during reduction 
process.   
Beside that, RC leads the shorter rule classifier.  In 
b_rl, RC is chosen as the best model based on rl when 
produced shorter rule in three cases. In certain cases, 
rule in DTC shorter than RC. Typically, the analyzed 
rule can be seen as knowledge to be used in future 
intelligent decision application. RC and DTC will be 
considered as intelligence if it has ability to produce 
lesser knowledge but capable to classify more unseen 
cases with high accuracy result. Following that, nr and 
rl will determine the quality of classifier. If there are 
two models with equal acc, the model with lower nr 
and rl will be chosen as better system since it can 
performs the same task using limited knowledge. 
Figures 3(a) and 3(b) depicts the relationship between 





























Figure 3(a). The relationship between average 


























Figure 3(a). The relationship between average 
acc and average nr for DTC 
 
From the figures, both methods comparatively 
classified test cases with good acc using comparable 
number of rule. In details, it is clearly shows that DTC 
seems to perform better with fewer rules, indicating 
that good decision can still be made within limited 
knowledge and not necessary more knowledge 
contributed to the decision. Although RC produced 
more rules, RC offers variety set of compact rules which 
can describe the basic dependencies within a set of data 
and eliminates redundancy in rule conditions 
(Molested, 1997). Compact rule in RC is simpler and 
shorter despite the tn data size to construct the rule is 
small. While in DTC, it generates propositional rule 
which is much longer and some condition in rules 
antecedent are redundant. 
We further our analysis by investigating the coverage 
of rule (cov) which is the number of cases in the data 
that covered by the condition part of the rule. In the 
experiment, model 50:50 is randomly chosen as further 
analysis and the maximum cov for each rl is recorded.  
Figure 4 depicts the coverage of the rule in VHC data 
set and table 2 indicates the highest cov between RC 
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and DTC in all data set.  Then, the best model in term of 
coverage is summarized in b_cov column of table 1(b). 
From the table, b_cov shows that RC generates rules 
with better cov at rl=2, rl=3, rl=4, and rl=6. While 
when rl=1 and rl=5, DTC leads the cov. 
 
 
Figure 4. The coverage of the rule in VHC data 
set 
 
Table 2. The best technique in term of coverage 
Dataset rl 
VOT CRD BRS DBS VHC 
b_cov 
1 DTC DTC DTC DTC DTC DTC 
2 RC DTC RC RC RC RC 
3 = RC RC RC RC RC 
4 RC RC DTC DTC RC RC 
5 - DTC DTC DTC RC DTC 
6 -  - RC RC RC 
 
In conclusion, the mathematical formulas define the 
best model among RC and DTC and written as follows: 
 
 acc (RC 〉 DTC)  ⇔ b_acc(RC)  
 rl (RC 〈 DTC)  ⇔ b_rl(RC )  
 nr (DTC 〈 RC)  ⇔ b_nr(DTC) 
 cov (DTC 〉 RC)  ⇔ b_cov(RC) 
 
Since most of the comparisons produce comparable 
result which are not significantly different, RC and DTC 




In this paper, the quality of rules or knowledge 
produced by RC and DTC are evaluated.  The 
comparative study is carried out for both classifiers in 
term of acc, nr, rl, and cov.  The experimental result 
shows that the performance of RC and DTC is 
comparable in several measurements.  In most dataset 
RC is outperform as an accurate classifier when the acc 
is mostly higher than DTC. Moreover, RC is also 
overcome DTC performance when produces simpler 
and shorter rule as well as higher cov.  However, all the 
measurements are not significantly different. As a 
result, DTC can also be considers as good as RC in 
generating high acc, short rule, and good coverage. 
Nevertheless, DTC is obviously be a good classifier at 
generating fewer nr with significantly different with 
DTC. The significant variant in rule generation is due to 
the way they handle the data.  DTC views frequency of 
interesting attribute as an important issue while RC 
considers the distinction between attribute’s values 
during reduction interesting through the discernibility 
concept.  In conclusion, if the user interested at variety 
of rule pattern with a good accuracy and the nr is not 
important, RC is the best solution. While if the user 
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