Abstract. Sub-micrometer atmospheric aerosol particles were studied in the Amazon region, 125 km northeast of Manaus, Brazil (−1 • 55.2 S, 59 • 28.1 W). The measurements were performed during the wet-to-dry transition period, 4-28 July 2001 as part of the LBA (Large-Scale Biosphere Atmosphere Experiment in Amazonia) CLAIRE-2001 (Cooperative LBA Airborne Regional Experiment) experiment. The number size distribution was measured with two parallel differential mobility analyzers, the hygroscopic growth at 90% RH with a Hygroscopic Tandem Mobility Analyzer (H-TDMA) and the concentrations of cloud condensation nuclei (CCN) with a cloud condensation nuclei counter. A model was developed that uses the H-TDMA data to predict the number of soluble molecules or ions in the individual particles and the corresponding minimum particle diameter for activation into a cloud droplet at a certain supersaturation. Integrating the number size distribution above this diameter, CCN concentrations were predicted with a time resolution of 10 min and compared to the measured concentrations. During the study period, three different air masses were identified and compared: clean background, air influenced by aged biomass burning, and moderately polluted air from recent local biomass burning. For the clean period 2001, similar number size distributions and hygroscopic behavior were observed as during the wet season at the same site in 1998, with mostly internally mixed particles of low diameter growth factor (∼1.3 taken from dry to 90% RH). During the periods influenced by biomass burning the hygroscopic growth changed slightly, but the largest difference was seen in the number size distribution. The CCN model was found to be successful in predicting the measured CCN concentrations, Correspondence to: J. Rissler (jenny.rissler@pixe.lth.se) typically within 25%. A sensitivity study showed relatively small dependence on the assumption of which model salt that was used to predict CCN concentrations from H-TDMA data. One strength of using H-TDMA data to predict CCN concentrations is that the model can also take into account soluble organic compounds, insofar as they go into solution at 90% RH. Another advantage is the higher time resolution compared to using size-resolved chemical composition data.
Introduction
The climate forcing by atmospheric aerosols results from scattering and absorption of solar radiation (direct effect), and from particles acting as cloud condensation nuclei (CCN), thereby indirectly affecting the radiative balance as a result of changes in cloud properties. According to the IPCC (Intergovernmental Panel on Climate Change) report (IPCC, 2001) , the largest uncertainty in climate forcing arises from a lack of understanding of the indirect effect of aerosols on climate. This uncertainty is so large, that it even includes the theoretical possibility of a present-day zero net climate forcing (Anderson et al., 2003) . It is therefore important to investigate further how aerosols of human origin influence cloud properties in order to derive a more accurate estimate of their net radiative effect. A better understanding of natural aerosol forcing is also critical to quantitatively assess the environmental changes that regions such as Amazonia are exposed to.
In the pristine continental tropics, background aerosol concentrations are usually very low Zhou et al., 2002; Roberts et al., 2001) . This makes the region sensitive to aerosol indirect effects resulting from even modest increases in aerosol loadings. Such effects include the modification of the vertical energy balance of the troposphere and the hydrological cycle due to changes in the precipitation patterns (Williams et al., 2002) , with potential implications for both regional and global climate (Andreae et al., 2004; Nober et al., 2003) . However, our ability to assess the changes in precipitation patterns due to human-induced modifications of the tropical aerosol is limited (IPCC, 2001 , summary chapter 5). The Amazon basin plays an important role in global carbon cycling and, as part of the tropical region also in the budget of OH-radicals, which cleanse the air from anthropogenic trace gases such as hydrocarbons, CO and NO x . It is therefore of great importance to understand this system (Crutzen and Andreae, 1990) .
Until recently, only the inorganic components were taken into account when modeling the CCN properties of aerosol particles. Lately, several studies have pointed to the potentially important role of water-soluble organic compounds (WSOC) in cloud droplet formation through their ability to contribute soluble material and lower the surface tension, thereby decreasing the critical supersaturation needed for droplet activation (Cruz et al., 1997; Novakov et al., 1993; and Laaksonen et al., 1998) . In an earlier study, it was shown that about 80% of the submicrometer particle mass in Amazonia consisted of organic material, 15% of ammonium sulfate and 5% of other inorganic material . It is therefore of interest to investigate further the cloud nucleating properties of the aerosol particles in the region, in order to develop simple models for predictions of CCN concentrations, as well as to get a better understanding of the influence of organic compounds.
Although the Amazon region is of great climatic importance, little information is available on the particle hygroscopic properties and CCN concentrations, especially in a fairly unpolluted area like our study region. To our knowledge only one previous study of the kind presented here has been made for the Amazon region Roberts et al., 2001; Roberts et al., 2002) . That study, LBA/CLAIRE-98 (Large-Scale Biosphere Atmosphere Experiment in Amazonia/Cooperative LBA Airborne Regional Experiment), was carried out during the wet season in early 1998. During the SCAR-B (Smoke, Clouds and RadiationBrazil) experiment, the CCN concentrations were compared to particle number concentrations, but no H-TDMA (Hygroscopic Tandem Mobility Analyzer, see Sect. 2.2.1) was used and no CCN closure was made (Kaufman et al., 1998) .
The present study focused on the hygroscopic properties of the aerosol particles and their role as CCN observed during the second LBA/CLAIRE-campaign (LBA/CLAIRE-2001), which was carried out in July 2001.
The aims of the study were:
1. to provide a characterization of the submicrometer aerosol physical and cloud-nucleating properties and their variability during the wet-to-dry transition period in Amazonia, and compare with those of the wet season, 2. to predict CCN concentrations from measurements of dry aerosol particle size distributions and hygroscopic properties using an extension of the classical Köhler theory, and validate the predictions against actual CCN measurements (our hypothesis is that the number of soluble ions/molecules can explain the cloud nucleating properties), 3. to carry out a model sensitivity study; and finally, 4. to provide a parameterization of the predicted CCN spectra.
Recently, Nenes and Seinfeld (2003) suggested a new parameterization of cloud droplet formation in global climate models, taking into account also some of the important kinetic limitations to droplet growth. The Nenes and Seinfeld (2003) model requires a description of the CCN properties of the aerosol entering the cloud in the form of dN CCN /ds, that is the number of particles that activate as a function of the supersaturation s in the cloud. The cumulative representation of dN CCN /ds is simply the CCN spectrum, N CCN (s), describing the number of aerosol particles that has activated and formed cloud droplets at or below a given supersaturation.
We propose that the CCN spectrum (and therefore also dN CCN /ds) can be estimated from the fundamental aerosol physical properties; the number size distribution and the soluble volume fraction. The latter quantity can be estimated from H-TDMA measurements, and refers to a model compound, for instance a certain salt. Numerous other H-TDMA and size distribution data sets exist for a large variety of other environments world-wide, and they could be used for the same purpose Massling et al., 2003; Zhou et al., 2001a; Zhang et al., 1993; Berg et al., 1998; Svenningsson et al., 1992; Svenningsson et al., 1994; Swietlicki et al., 1999) . Even though global climate models at present are not able to fully incorporate this information and the parameterization of cloud droplet formation suggested by Nenes and Seinfeld (2003) , they must at some point address this issue. If not, the large uncertainty in our ability to predict future climate change due to the aerosol indirect forcing will remain.
The measurements were performed at a ground station in Balbina, situated in the northern part of the Brazilian rainforest with several hundred kilometers of untouched rainforest in the upwind direction. These conditions made it a suitable place for studying the naturally emitted aerosols from a relatively unperturbed ecosystem, as well as the effects of human activities on this pristine environment. The measurements took place during the wet-to-dry transition period.
In Sect. 2, the physical properties of the particles are presented and compared to the results from the wet period in 1998. A theoretical prediction of CCN concentrations is made from the DMPS (Differential Mobility Particle Sizer) and H-TDMA measurements. The predicted concentrations are discussed and compared to measured CCN concentrations in Sect. 3. The particle physical properties for three selected different periods -clean background, aged biomass burning and recent biomass burning -are compared in Sects. 4 and 5. In order to characterize the clean background aerosol further, the model is also applied to the data set from LBA/CLAIRE-98. A sensitivity study of the model is carried out varying the size distribution as well as using different model compounds for the prediction of the critical supersaturation. In Sect. 6, a parameterization of the predicted CCN concentrations is made and an even simpler model presented that enables direct calculation of CCN concentrations even when a full chemical characterization of the aerosol is not available.
The work discussed here has been continued with a study of the aerosol during the dry period in a heavily polluted area with particles from biomass burning in Rondônia, Brazil, September-November 2002 .
The Experiment

Experimental conditions
Data were acquired at a ground site at Balbina (1 • 55.2 S, 59 • 28.1 W), situated about 125 km northeast of Manaus (Fig. 1) . With hundreds of kilometers of pristine rainforest in the predominant up-wind direction, Balbina is an excellent location for studying the natural conditions of Amazonian rainforests, as well as long-range transported pollution and occasional events of fresh pollution. Measurements were performed during the transition period between the wet and dry seasons, 4-28 July 2001. During a part of this period, clean conditions similar to those measured in CLAIRE-98 could be seen, as well as periods with a clear influence of biomass burning.
Trace gas and meteorological measurements were carried out at the site in addition to the aerosol measurements. Flight measurements were made over the site and nearby, as well as measurements from a boat on the Amazon River around Manaus. Additional ground station measurements, mostly of trace gases, were done at a station 22 km southeast of Balbina.
Instrumentation
The aerosol was sampled through an inlet with a 5 µm cutoff placed about 6 m above ground. The DMPS (Differential Mobility Particle Sizer, see Sect. 2.2.2), an additional particle counter, the H-TDMA, and a thermal-gradient CCN-counter were all sampling from this same inlet. The DMPS and the H-TDMA were designed, built, calibrated and operated by the Division of Nuclear Physics, Lund University, Sweden. The thermal-gradient CCN-counter was designed, built and operated by the Max Planck Institute for Chemistry, Mainz, Germany.
The H-TDMA
Measurements of the hygroscopic properties of submicrometer aerosol particles were performed with an H-TDMA (Hygroscopic Tandem Differential Mobility Analyzer) for particle dry sizes between 20-265 nm. The instrument was running more or less continuously during the campaign, with the exception of a break from 17 to 23 July 2001. The H-TDMA measures the hygroscopic diameter growth of particles taken from a dry state (relative humidity RH<10%) to a state of controlled humidity, nominally 90%. The instrument consists of three main parts: (1) a Differential Mobility Analyzer (DMA1) that selects out a narrow, quasi-monodisperse size range of dry particles from the atmospheric aerosol, (2) humidifiers bringing the aerosol to a controlled humidified state, and (3) a second DMA (DMA2) that measures the change in size caused by the imposed humidification. The aerosol and the sheath flows entering DMA2 are humidified separately.
The humidity was set to 90% RH most of the time, but a different RH (60%) was selected at regular intervals to study how the hygroscopic growth varied with RH. A more detailed technical description of the H-TDMA can be found in Svenningsson (1997) and Zhou (2001b) .
The DMPS
A DMPS (Differential Mobility Particle Sizer) was used to measure the dry aerosol particle size distribution in the diameter range 3 to 850 nm. Two DMAs of the "Vienna" type (Winklmayr et al., 1991) were used to scan in parallel from 22 to 850 nm up, and from 22 to 3 nm down in size, respectively. Simultaneous measurements were thus carried out at 22 nm, which enabled a check of the data quality. The two DMAs were operated in stepwise scanning mode, scanning in equal logarithmic diameter steps, for a total of 38 mobility channels. Two condensation particle counters (CPC TSI 7610 and TSI 3025) were used for particle detection after each DMA. Both CPCs were calibrated for counting efficiency as a function of particle size. One scan over the whole size range took 10 min.
2.2.3
The thermal-gradient CCN counter CCN (Cloud Condensation Nuclei) concentrations were measured with a thermal-gradient CCN counter (Roberts, 2001 ). This instrument measures CCN concentrations by direct activation of the droplets in a chamber with a controlled super-saturation profile. A video camera connected to a personal computer via a video capture card produces images of the illuminated activated droplets. The pictures are examined with image processing software that determines the number of activated droplets in the illuminated volume. The droplets are removed from the illuminated chamber by gravitational settling, and the maximum droplet concentration is calibrated to represent a measure of the ambient CCN concentration at the given supersaturation. The CCN counter was used in Balbina during the last days of the campaign, 23-28 July 2001, having first served in the aircraft measurements.
In order to reduce the experimental biases, the CCN counter was calibrated, not only with respect to total number, but also supersaturation. In some CCN counter studies the supersaturation is calculated directly from the temperature of the CCN counter plates. Our calibration in supersaturation showed that a correction by ∼ −0.3% in supersaturation had to be applied to the supersaturation calculated from the thermal gradient. The reason for the deviation from the nominal values is probably due to the surface temperature of the plates not being equal to the temperature measured inside the plates (Nenes et al., 2001a) . The calibration of the CCN counter was made for supersaturations between 1 and 0.3% (after correction), using NaCl particles. In some studies (Gysel et al., 2002) , this salt has been noticed to have a cubic or a cubic-like shape. The particle shape can, however, depend on the way the particles are generated and is not taken into account in the calibration used here. The effect would be a slightly higher supersaturation of about 0.05% when assuming a perfect cubic shape (a dynamic shape factor of 1.08) instead of spherical particles. The estimated uncertainty (±1 s.d.) in the calibrated critical supersaturations and number concentrations are shown in Fig. 6 . This was the first calibration of supersaturation for this CCN counter, and was made ∼1 year after the experiment.
Further measurements
Further measurements referred to in this article are NO, NO 2 and O 3 concentrations as well as basic meteorological data including precipitation. Back trajectories were calculated with the HYbrid Single-Particle Lagrangian Integrated Trajectory Model (HYSPLIT-model) (Draxler et al., 1998) . Images from the NOAA12 and 14 satellites, processed by INPE-CPTEC (Instituto Nacional de Pesquisas Espaciais, Centro de Previsão de Tempo e Estudos Climáticos), were used to map out the location of large-scale biomass burning.
Data evaluation
The raw data obtained by the H-TDMA were evaluated and assured for quality off-line. The spectra were fitted with a fitting program developed in Lund (Zhou, 2001b , Chapter 2.5.2), based on the principles of Stolzenberg and McMurry (1988) . The inversion used in this program estimates the arithmetic mean diameter growth factor (defined as the ratio between the dry and conditioned particle diameter), the diameter growth dispersion factor, and the number fractions of particles in each hygroscopic particle group. Throughout the campaign, parameters showing the status of the H-TDMA were logged and later used to ensure the quality of the data. Requirements for acceptance of data were in accordance with those defined by Swietlicki et al. (2000) . The criteria applied are presented in Table 1 . To check the functioning of the equipment and to secure the correctness of the relative humidity measurements, the hygroscopic growth of a standard aerosol of pure ammonium sulfate was measured at least once every other day. The growth of the calibration salt particles was then compared to the expected value, calculated using water activity data from Tang and Munkelwitz (1994) .
Despite considerable efforts to stabilize the RH in DMA2, slight deviations from the nominal RH are difficult to avoid during field operation. The growth factors were therefore corrected from the actual DMA2 RH to the nominal RH, in most cases 90%. This was done in order to study the temporal variations more clearly, as well as to facilitate comparisons with previous measurements. The salt used for this RH correction was ammonium hydrogen sulfate, which according to previous measurement was the dominating inorganic salt of the particles. The corrections were made as described by Swietlicki et al. (2000) . Since the variation in DMA2 RH was relatively small (see Table 1 ), (Zhou, 2001b, Chapter 2. 3) and written in the LabVIEW graphical programming language (National Instruments). It calculates the theoretical DMPS kernel transfer matrix and inverts the mobility concentrations to an aerosol size distribution. The variables taken into account for calculating the kernel transfer matrix are: sampling line losses, bipolar charging probabilities, calibrated DMA transfer functions, DMA diffusion broadening and losses, and CPC counting efficiencies.
Removal of DMPS data was limited to occasions when the particle concentrations showed clear signs of sudden fluctuations during the 10-min scan, resulting in unrealistic size distributions. The remaining DMPS data were fitted to a bior tri-modal lognormal distribution.
Internal consistency tests
A CPC (TSI 3010) particle counter measured particles from the same aerosol inlet as the DMPS. The DMPS size distributions were integrated for particle sizes larger than 7 nm (the CPC lower cut-off size) and compared with the concentration measured with the CPC. The correlation was high (r 2 =0.84), with the DMPS showing slightly lower particle concentrations compared to the CPC (slope DMPS vs. CPC: 0.93, with zero intercept). One circumstance decreasing the correlation was the different "time resolution" of the two instrumentsthe DMPS was stepping, measuring a particular size only for a short period of the measurement cycle -while the CPC counted all particles continuously (logged every 5 min).
CCN Calculation model
In classical Köhler theory (Köhler, 1936) each particle is assumed to consist of a number of molecules that are soluble in a solvent, normally water. In some cases, an insoluble core is also taken into account. In atmospheric applications, the water-soluble material is often taken to be various common inorganic salts dissociating into ions when in solution, which is actually the case for the original Köhler theory. Organic substances have until recently often been considered insoluble (hydrophobic) and were thus neglected in the theory of droplet formation. Under certain circumstances this is a valid approximation (Martinsson et al, 1999) , but recent studies have shown that organic compounds, under certain conditions, can have a significant influence on the water uptake of aerosol particles and their ability to act as cloud condensation nuclei Cruz et al., 1997; Novakov et al., 1993; Laaksonen et al., 1998; Roberts et al., 2002) . This is due to their ability to dissolve in water (Raoult effect) and their influence on the droplet surface tension (Kelvin effect). They might also inhibit droplet growth if the particles are coated with an organic compound of low solubility (Hansson et al., 1998) . In all but the latter case, the combined effect of the organic compounds is to lower the critical water vapor supersaturation required to activate the aerosol particles, and thus facilitate cloud droplet formation.
The approach used here to predict the CCN concentration was based on Köhler theory, extrapolating the hygroscopic behavior at 90% RH (measured with the H-TDMA) to supersaturations. One strength of the model is that the possible effect on water uptake of organic compounds is taken into account if in solution at 90% RH. Since the particle number size distribution in the submicrometer region is the most important aerosol property determining the CCN concentration, either direct measurements or indirect estimates of the sizeresolved particle number concentrations are also essential.
In Sect. 5, the CCN concentrations predicted by the model are compared to those measured. A sensitivity study is also made on the effect of using different model compounds, taking into account the mixing state, the effect of changes in surface tension, and shifting the size distribution.
Model approach
In brief, the following approach was taken to predict the CCN concentration. From the measured hygroscopic diameter growth at 90% RH, the number of soluble molecules or ions, n i , in the individual particles was calculated for each dry size measured. From n i , the critical water vapor supersaturation was calculated for each dry size, and also the smallest dry diameter of a particle that activates at a certain supersaturation (here denoted the activation diameter). All particles above this (dry) activation diameter are assumed to activate and act as CCN. The effect of kinetic limitations on the cloud droplet number concentrations are not considered here (Nenes et al., 2001b) .
This approach is similar to that taken by Brechtel et al. (2000a,b) , Covert et al. (1988) , Dusek et al. (2003) and Zhou et al. (2001a) . When the H-TDMA showed a bimodal distribution, the calculation was done separately for each hygroscopic group.
According to classical Köhler theory, the water vapor equilibrium between a dilute (and ideal) solution droplet and its environment can be described as:
where e is the equilibrium partial pressure over the droplet, e s (T ) is the water vapor saturation pressure at temperature T , S w is the water vapor saturation ratio, D the droplet diameter, while M w , ρ w and σ w are the molecular weight, density and surface tension of pure water, respectively. Further, m s is the solute mass, M s the solute molecular weight, and v the number of ions resulting from the dissociation of one solute molecule. The first term in the Köhler equation takes into account the increase in equilibrium water vapor pressure caused by the droplet curvature, often called the Kelvin curvature effect, and the second term describes the solution water vapor depression, the Raoult solution effect. This equation can also be written as
where
In this simplified version, the Köhler curve can therefore be expressed as a function of the properties of pure water, the ambient temperature and finally, the number of solute molecules or ions.
The maximum in the Köhler curve represents the point at which the droplets pass from the equilibrium side of the curve into a state of rapid condensational growth, often denoted the activation of the aerosol particle into a cloud droplet. At this activation point, the approximation made in Eq. (1) is valid, under most circumstances, and the corresponding critical water vapor saturation ratio, S c , is given by
Here, s c is the critical water vapor supersaturation (S c =1+s c , recalling that ln(1+x)≈x as x→0). Again, n i is the only solute property affecting the water vapor supersaturation s c required to activate a certain aerosol particle (apart from surface tension).
When interpreting H-TDMA data on hygroscopic growth, the soluble material is often represented by a soluble particle volume fraction, ε, of a specific salt. The remaining particle volume is considered inactive from a hygroscopic point of view. The salt used is often chosen to be the dominating salt of the particles, obtained for instance from an ion chromatography analysis. The resulting soluble volume fraction may be different from the actual volume fraction of all watersoluble ionic or molecular compounds in the particle, especially when water-soluble compounds with low hygroscopic growth are present. When examining the calculated values of the soluble volume fractions, care should therefore be taken when using these values for purposes other than those intended here.
The soluble volume fraction, ε, is defined as the particle water-soluble volume divided by total particle volume. It can be estimated from the H-TDMA data (Pitchford and McMurry, 1994) as
Here, g ε is the diameter growth factor of a particle consisting of an insoluble part and a volume fraction ε of the model solute. g sol is the growth factor of a fully soluble (ε=1) particle composed entirely of the same solute material, calculated according to
ρ s is the density of the salt and η(a w ) the molality (moles of solute per kg of water). In order to take the Kelvin effect properly into account when calculating ε, g sol should be calculated at the same humidified size (d a ) as the observed particle (Swietlicki et al, 1999) . If this effect is not taken into account, ε is underestimated, especially for particles with ε ∼ =0.5 and diameters below 100 nm. From ε the number of soluble molecules/ions can then be calculated as
Here, d s is the particle dry size. Making a salt assumption in the calculations of ε and n i does not imply that compounds other than the assumed salt, for example organic compounds, do not influence the particle-water interaction, but simply that all soluble molecules/ions are represented by the behavior of the model salt. Furthermore, the exact values of dry solute density ρ s and mole weight M s are irrelevant for CCN predictions using Eq. (4) since ρ s and M s are also implicitly included in Eq. (5) and explicitly in Eq. (7), and the effect on n i of changing ρ s and M s cancels out for ideal as well as non-ideal solutions. The same salt assumption used to calculate ε has to be used when calculating s c . The sensitivity of the predicted CCN concentration to the assumption of chemical composition will be discussed in the sensitivity study.
Using the relation in Eq. (7), with rearrangements, equation 4 becomes:
with
Equation (8) relates the particle diameter of the dry solute particle to its critical water vapor supersaturation, so that s 2 c is proportional to 1/(εd 3 s ), and also to σ 3 w . The Köhler curve in the form of equation 1 is valid for dilute ideal solutions for which Raoult's law is applicable. The non-ideal behavior of the solute can be considered (in the sensitivity study), by substituting the dissociation factor, ν with the van't Hoff factor, i, in Eq. (3). When using the surface tension of pure water, σ w , the possible influence of surface-active compounds is not taken into account. n i , can however include all water-soluble compounds, also organic.
From Eqs. (4) and (8) it can be seen that the critical supersaturation only depends on n i , or alternatively ε. Both these quantities can be obtained from the H-TDMA data. This way, ε or n i , and accordingly the critical supersaturation, are predicted for each dry size measured with the H-TDMA. According to Eq. (8), the relationship between the critical supersaturation s c and the dry activation diameter d s is log-log linear for a constant ε. In our measurements ε changed only slightly with size, and consequently the estimated relationship between s c − d s is approximately log-log linear. To obtain the dry activation diameter as a continuous function of supersaturation s c , a linear interpolation is made after taking the logarithm of both d s and s c . Particles with dry sizes above this diameter are expected to act as CCN. The CCN concentration is obtained by integrating the size distribution above the activation diameter.
The number of soluble molecules/ions contained in each dry particle as function of particle dry size, n i (d s ), can also be estimated from a chemical analysis, without using H-TDMA data. The advantage of using the H-TDMA data for this purpose is the superior resolution in time and size. This is particularly important in clean environments where long sampling times are required to get above detection limits for the subsequent chemical analysis. It is also difficult to achieve an adequate chemical analysis of all water-soluble species, particularly the soluble organic species.
Modal distribution and time resolution
The CCN calculations were repeated for each DMPS size distribution, taken every 10 min. Each H-TDMA dry size was measured approximately once every hour, and showed a rather stable hygroscopic growth behavior (Fig. 2b) . The DMPS size distribution variability thus accounted for most of the temporal variability in the predicted CCN concentrations. The activation diameter, calculated for each complete H-TDMA scan, was linearly interpolated in time to match the DMPS time resolution.
For the cases when the H-TDMA measurements showed more than one single group of hygroscopic behavior, the CCN calculation was carried out for each hygroscopic group separately and summed. The aerosol fraction of the different modes was taken from the H-TDMA measurements, and linearly interpolated in time and particle dry size. For particle diameters outside the range of the H-TDMA observations (d s <20 nm or d s >265 nm), ε and the aerosol fraction in each mode was set to the values measured for the smallest or largest diameter, respectively.
Submicron physical properties
The field data used for the CCN prediction and closure study will be presented first. The analysis was carried out on the basis of the DMPS and H-TDMA data, together with meteorological information, air mass back trajectories and satellite images. To further establish the baseline conditions, the measured physical properties (size distribution and hygroscopic properties) were compared to those observed during the wet season in 1998 . A comparison of particle physical properties between a clean period and periods under the influence of recent and aged biomass burning was made in order to identify changes in properties of the atmospheric aerosol due to biomass smoke. This provides the basis for further discussions of how the critical parameters used in the CCN predictions vary with different air masses, and how human activities affect the CCN properties.
Air mass classification
The purpose of the classification of the acquired data was to define the aerosol physical properties that are typical of certain types of air masses. Three time periods were selected for further scrutiny; they were chosen to represent the following air masses encountered during the wet-to-dry transition period: 1. Clean background conditions over the rain forest, 2. Recent yet moderate influence from biomass burning superimposed on background air, 3. Aged biomass burning smoke.
The air masses representing clean background and aged biomass burning smoke are well defined and can be generalized to be valid for larger regions of the Amazon. The aged plume could be studied after it had crossed an otherwise clean area of the Amazon, with only few sources of recently emitted particles. Such conditions are encountered quite frequently in the atmosphere over the remote Amazon during the burning season, when smoke from the burning regions along the perimeter of the rainforest is transported over long distances into the pristine parts of the basin (e.g. Andreae et al., 1988) . The observations made on recent biomass burning injected into a clean background air mass should be used with more care since the source was local and rather small.
The selection of time periods and air mass type was based on supporting data concerning gases (NO, NO x , O 3 ), meteorology (air mass back trajectories), remote sensing (fires in Brazil), and aerosol properties (Aethalometer Equivalent Black Carbon). In addition, PM0.85 aerosol mass and total number concentrations for particles larger than 30 nm were used. Both these quantities were derived from DMPS size distribution data, with PM0.85 calculated assuming spherical particles with a density of 1 g cm −3 . The aerosol chemical data unfortunately had too poor a time resolution to be used for classification purposes. The sources of data other than from the DMPS, H-TDMA and CCN are listed in the acknowledgements.
Equivalent Black Carbon (BC e ) concentrations were measured with an Aethalometer (Magee Scientific, Berkeley, California), which monitors the light absorption by aerosol deposited on a quartz filter through which sample air is pumped at a flow rate of 20 L min −1 , with a time resolution of 15 min. A cross-section of 10 m 2 g −1 was used to convert from light absorption to BC e in units of ng BC m −3 .
When comparing the data presented here with other measurements in air masses influenced by biomass burning, it should be kept in mind that the CLAIRE-2001 experiment was performed during the wet-to-dry season transition, in an area with pristine rainforest. The Balbina site was therefore not influenced by heavy plumes from intense biomass burning such as those encountered regularly during the dry season (Reid et al., 1998 (SCAR-B) and Vestin et al., 2004 (SMOCC) ). Furthermore, the measurement site was situated in a forested area, while most biomass burning characterization experiments have been carried out in regions with ongoing rapid deforestation or already deforested regions such as the central part of Rondônia state. The particle concentrations observed during CLAIRE-2001 were therefore low compared to studies in regions with intense biomass burning.
Clean period
During the clean period (23 July ∼15:00 to 25 July ∼08:00, UTC), very low concentrations were observed for BC e (42±20 ng m −3 ), particle number concentrations for particles larger than 30 nm (353±116 cm −3 ), and PM0.85 particle mass (0.68±0.28 µg m −3 ).
No indications of pyrogenic NO were seen during this period. Daytime NO concentrations were near or below the detection limit (0.025 ppb) as biogenic NO x is mixed upwards into a clean boundary layer, while nighttime NO concentrations often showed a steady increase from sunset until dawn (maximum 0.8 ppb) typical of NO emissions from the biota into a shallow nocturnal stable layer with weak sinks (Ganzeveld et al., 2002) . After sunrise, the nocturnal inversion dissipated, and ozone entrained from the residual layer aloft efficiently converted the biogenic NO to NO 2 (Fig. 2) .
According to back trajectories, the air mass originated from ENE, moving in from the Atlantic over the Amazon delta and passing over 1000 km of pristine and virtually unpopulated rain forest before reaching the measurement site (Fig. 1) . These trajectories did not pass over any of the areas with strong biomass burning that was observed by satellite remote sensing (satellites NOAA12 and 14, processed by INPE, Brazil). In fact, the clean period started when the trajectories at 500 and 1500 m levels (arrival height at the site) shifted from the biomass burning regions in the states of Maranhão, Goiás, Piauí, Ceará and Pará, to the Atlantic Ocean. The trajectories at the 3000 m arrival height stayed above 2500 m, which is above the typical boundary layer height.
During CLAIRE-2001, only a short time period with such clean conditions could be identified. The main reason was that this experiment was specifically designed to study the transition between the wet (clean) and dry (biomass burning) seasons, which is a gradual process.
Recent biomass burning period
While the measurement site was still influenced by the clean background air mass (25 July, ∼15:00 UTC), burning of dry grass took place nearby (close to a small community ∼5 km from the Balbina site). This made it possible to study a recent (up to some hours old) biomass burning plume superimposed on a clean air mass with no, or at least only minor, influence from more aged pollution aerosol. The characteristic smell of biomass burning was noted and NO x concentrations increased significantly.
At the onset of biomass burning (∼11:00 local time), O 3 concentrations decreased, indicating that it was being consumed by freshly emitted pyrogenic NO. NO levels remained fairly low until sunset when O 3 concentrations fell below 2 ppb, and NO concentrations suddenly rose to about 1.3 ppb, clearly indicating a very fresh smoke plume (Fig. 2) .
BC e and particle number concentrations also showed an increase (from ∼30 ng m −3 and ∼500 cm −3 respectively) to 158 ±55 ng m −3 and 1230±499 cm −3 respectively (average taken over the recent biomass burning period; 25 July 15:00 to 28 July 04:00 UTC), indicating a moderately polluted air mass. A change in hygroscopic properties was also seen on this occasion (Fig. 2 ). PM0.85 particle mass was 1.94±0.61 µg m −3 .
Aged biomass burning period
An airmass with considerably more aged biomass smoke (9 July ∼16:00 to 13 July ∼24:00, UTC) could be studied during a contiguous time period with stable meteorological conditions and elevated particle mass concentrations. For several reasons, this period was interpreted to be representative of aged biomass smoke.
At the onset of the aged biomass smoke period (9 July, ∼16:00 UTC), the origins of the 500 m level (arrival height at the site) trajectories shifted from the Atlantic Ocean to the biomass burning region in the states of Maranhão, Goiás, Piauí, Ceará and eastern parts of Pará. Fires were frequently detected within these states by satellite remote sensing (NOAA12 and NOAA14) (Fig. 1) . The transport time from the biomass burning source region to the Balbina site was 2.5-5 days. No fires were seen by satellite remote Table 2 . Statistics of the particle number size distribution. Each DMPS spectra was fitted with two or three log normal distributions. "Nucleation fit av." represents the result when fitting the average spectra. "Frequency of occurrence" is in that case referring to the frequency when number concentration for particles <30 nm exceeded 60 cm −3 . Resulting average for CLAIRE-98 is presented in Table 5 and . sensing along the track of the lowest level trajectories with transport times shorter than 2.5 days.
The end of the period (13 July, ∼24:00 UTC) was set to the time when the lowest trajectory again moved out over the Atlantic Ocean. Trajectories at higher arrival heights followed the same general pattern, but were in general more shifted towards the biomass burning region. Even though the elevated particle concentrations persisted until 16 July at ∼14:00 UTC, the concentrations were somewhat higher during the selected period, and the size distributions were quite stable over time (Fig. 3) . This stability, in both the shape of the size distributions and the concentrations, implies that the aerosol was well mixed up to the altitude of the maximum daytime boundary layer height (∼1500 m), since consistent diurnal variations would otherwise have been observed. BC e and particle number concentrations averaged over the aged biomass burning period were 208±53 ng m −3 and 1353±435 cm −3 , respectively. PM0.85 particle mass was 2.34±0.35 µg m −3 . NO x concentrations were only slightly higher than during the clean period, most likely a result of the short atmospheric residence time of NO x (∼1 day). Again, this is consistent with aged smoke (Andreae and Merlet, 2001 ). For both polluted time periods, the filter sample analysis showed the presence of potassium, a compound used typically as tracer for biomass burning (Andreae, 1983 , Yamasoe et al., 2000 Artaxo et al. 1998 ).
Submicron physical properties
4.2.1 Submicron size distribution (3-850 nm)
The submicrometer particle number concentrations observed during CLAIRE-2001 generally exceeded those measured at the same site in 1998. The number concentrations typically fluctuated around 1000 cm −3 (Fig. 2) , with median and average particle concentrations during the entire campaign of 984 and 1080 cm −3 respectively, compared to ∼400 cm −3 in 1998. This result was expected, since the 1998 campaign was performed entirely within the wet season, with no biomass burning taking place, and more efficient rain-and wash-out due to intense precipitation.
The average number size distributions for the three time periods selected can be seen in Fig. 3 together with the temporal variability (±1 s.d.) at each measured particle diameter. Each individual DMPS number size distribution was fitted with 2 or 3 lognormal distributions, resulting in three parameters for each mode: integral number, geometric mean diameter and geometric standard deviation. Table 2 presents the fitted parameters for the three different air mass categories separately. The particle size distribution was always bimodal in the size interval 30-850 nm with an Aitken (0.03-0.1 µm) and accumulation mode (0.1-1 µm) present.
When comparing the average size distribution only for the 2001 clean period with that of the wet season in 1998, similar distributions and concentrations were found (Fig. 3 and Table 5 ), the major differences being that in 2001, the number concentrations in the Aitken mode size range were slightly lower, and nucleation (<30 nm) mode particles occurred more frequently. The recent biomass burning plume was estimated to be only some hours old, and despite the relatively short distance between the fires and the measurement site, the average number concentration was quite low at 1230±499 cm −3 . The size distributions were narrow and bimodal, but when subtracting the size distribution of the background aerosol, the Aitken mode diminished in importance relative to the accumulation mode. The size distribution of the superimposed recent biomass burning aerosol became nearly unimodal, centered around 135 nm.
The measured concentrations were lower and shifted towards lower sizes than the concentrations observed during the SCAR-B (Reid et al., 1998) and SMOCC (Vestin, 2003) field experiments in Rondônia located in the SW Amazon region. However, those field experiments were carried out during periods with intense biomass burning activities covering large areas. It should be stressed that CLAIRE-2001 was performed at a site with pristine rainforest and that biomass burning activities were very limited in the region encompassing the nearest 500 km or so, even during the dry period. The recent plume observed during CLAIRE-2001 originated from residential burning of branches and grass. Comparing the measured size distribution with that measured with a PCASP (Passive Cavity Aerosol Spectrometer Probe) during flight measurements over the savannah in the southern Africa (SAFARI, Haywood et al., 2003) , the distributions were similar. The plume measured in CLAIRE 2001 had a slightly wider peak and slightly shifted towards lower sizes. For the SAFARI flight measurements biomass fires dominate the source. Studies of emissions from combustion of biomass show large variability in the emitted particle size distributions (e.g. Christensen et al., 1998; Hedberg et al., 2002; Pagels et al., 2003) , showing quite narrow as well as somewhat broader and even bimodal size distributions, depending on type of fuel, fuel moisture and burning conditions. During the aged biomass burning period, the number concentrations were elevated compared to the clean background air mass by nearly a factor of 2 in the Aitken mode size range, and 4-5 times in the accumulation mode size range. The median total number concentration was 1230 cm −3 (average 1350 cm −3 ), dominated by the accumulation mode particles.
The size distribution in this air mass was also narrow compared to dry season regional haze . This is most likely the result of atmospheric processing and wet deposition. Even though the regional haze particles are only moderately hygroscopic , particles with diameters >∼100 nm are easily activated in cumuliform clouds. These particles are therefore also efficiently removed by wet deposition, thus reducing number concentrations in the entire accumulation mode size range. They are replaced by particles from the Aitken mode that may grow either outside clouds by coagulation or condensation, which are rather slow processes, or more efficiently during the cycling through non-precipitating clouds. This process is believed to be responsible for forming the so-called Hoppel minimum, denoting the frequently observed dip in the number size distribution separating the Aitken and accumulation modes (Hoppel et al., 1994) . The resulting size distribution after ageing would be expected to show such a Hoppel minimum, and rather narrow Aitken and accumulation modes (Raes et al., 2000) . The narrow and bimodal distribution of the aged aerosol is therefore most likely the result of atmospheric processing of regional haze particles during several days.
The nucleation mode
The nucleation mode (here defined as particles of diameters <30 nm) was highly variable and often without any clear modal structure. It was therefore difficult to fit this mode with a log-normal distribution. The fitting was nevertheless carried out whenever possible to provide additional statistics on the presence of these particles (Table 2) . When applying instead a criterion of number concentrations above 60 cm −3 for particle diameters <30 nm, the nucleation mode particles were present in 71% of all cases, compared to 44% of the cases observed during the wet season in 1998. When the same limit (60 cm −3 ) is applied to the selected time periods, then nucleation mode particles were present in 80% of the cases during the clean period, in 68% of the cases during the aged biomass burning period, and in 82% of the cases during the recent biomass burning period. The frequencies of occurrence for the fitted nucleation mode are somewhat lower (Table 2) .
Due to both the difficulties in fitting, and the high variability of the size and concentration of the nucleation mode particles, two parameterizations of the nucleation mode statistics are presented in Table 2 . The first is based on separate log-normal fits to each measured distribution, while the other describes the properties of a log-normal distribution fitted to the average size distribution for each selected time period, as presented in Fig. 3 . The fit to the average size distribution was much wider than the nucleation mode parameterization for the individual distributions, and shifted towards smaller sizes. The reason for this is, that, even though the individual nucleation mode fits are quite narrow, the count median diameter varies considerably within the interval 3-30 nm interval, which smears out the average distribution.
Even though particles could be detected down to 3 nm in diameter, particles appeared only sporadically in the lowest size range of the nucleation mode at ground level. Since new particle formation from homogeneous nucleation of gas phase precursors produces particles with critical cluster diameters on the order of 1 nm (Kulmala et al., 2000) , which then grow rapidly into the detectable size range (>3 nm) it can be concluded that in general, no nucleation events were taking place in the immediate vicinity of the site itself. The absence of nucleation events is consistent with the observations made during the wet season CLAIRE-1998 experiment, and the hypothesis proposed by Zhou et al. (2002) that the nucleation mode particles were mostly formed at somewhat higher altitudes and brought down to ground level by vertical mixing, or that the particles were being formed as a result of the mixing process itself.
The nucleation mode most often had a daily variation, appearing strongly around 16-18 local time (LT), remaining present for some hours, then decreasing or disappearing to increase again in the early morning around 6-7 LT. At around 9-10 LT the mode disappeared and stayed absent until the evening. The time when the particles appeared in the morning was more consistent than in the evening. The nucleation mode thus seemed to be present around the inversion breakup in the morning (correlated with sudden decrease of CO 2 ), appeared again when the inversion started to build up in the evening, and was frequently present during the night. Another connection that was seen was particles appearing contemporaneously with heavy rain at the site or close by, which often occurred in the early evenings.
Hygroscopic properties of submicron particles
The CLAIRE-2001 H-TDMA data were classified into groups of particles with different hygroscopic behavior, in accordance with previous observations of hygroscopic properties in various environments. The groups were denoted hydrophobic, less-hygroscopic, and more-hygroscopic. This classification also defines the degree of external mixture from a hygroscopicity point of view, and is based on the observed growth factors, which can be recalculated as soluble volume fractions (ε) of the individual particles. The soluble volume fraction (ε) is calculated according to the description made in Sect. 3, using ammonium hydrogen sulfate to represent the soluble fraction.
The hydrophobic particle group contains very little soluble material, 0<ε<0.12 for 165 nm particles and smaller, with ε=0.18 taken as an upper limit for the hydrophobic 265 nm particles. This corresponds to diameter growth factors (from dry to RH=90%) between 1 and 1.13-1.17. Particles classified to the less-hygroscopic group had growth factors between this value and ∼1.5 (0.12<ε<0.5), while the morehygroscopic particles had growth factors >∼1.5 (ε>0.5).
Exceptions from the classification rules were made in a limited number of cases when the rules could not be strictly obeyed. In these cases, the particles with the smallest growth factor were classified as hydrophobic.
Using this classification, more-hygroscopic particles were only observed in 1% of the measurements made, compared to 3-9% during CLAIRE-98. The less-hygroscopic particle group was ubiquitous in the Aitken and accumulation mode size ranges. This group also completely dominated the number concentration for all measured dry sizes (with the exception of 30 nm particles). Hydrophobic particles were present in 51% of all scans, and were more prominent at the smallest and largest particle sizes (30-35 nm and 265 nm) relative to the less-hygroscopic mode. The H-TDMA observations are summarized in Table 3 , and an example of the temporal variation in hygroscopic growth factors (for 165 nm particle dry size) is shown in Fig. 2 .
As for the number size distributions, good agreement was found between the hygroscopic properties observed during the CLAIRE-2001 clean period and the 1998 wet season experiment. The major difference was that hydrophobic particles were more frequent in 2001 (25-49% of all cases, depending on particle dry size) compared to 1998 (5-14%). The growth factors were very similar during both experiments.
An increase in hygroscopicity was observed for the period influenced by recent biomass burning (Fig. 2) . A possible explanation for the increased hygroscopicity is that the burning of branches and grass can reach high temperatures and be burnt with high efficiency. This would produce particles with smaller mass fractions of organic material and soot, and more of the hygroscopic potassium salts. The chemical composition of particles formed in biomass burning is very much dependent on the material being burnt and the conditions of combustion. Hygroscopic growth factors as high as 1.8 (dry to RH=90%) have been reported for sub-micrometer particles emitted from ∼1 MW biomass combustion units in Sweden (Pagels et al., 2003) . During the recent biomass burning period, hydrophobic particles were also observed in an external mixture. These particles were probably formed during the smoldering phase. The hydrophobic particles were more frequent during the occasions with recent biomass burning than otherwise.
During some days, RH was scanned for a fixed particle size, in order to see if the estimated ε was dependent on RH. This may be the case when poorly soluble compounds were present at RH=90%. Alternatively, the non-ideal behavior of the model compound may differ from that of the solute assumed, manifesting itself in an ε that varies slightly with RH. The RH scans indicated that ε did not increase with RH above ∼80% RH. No deliquescence behavior was observed.
CCN prediction
Predictions of CCN concentrations can be made using various model approaches, but all rely on descriptions of the Raoult and Kelvin terms of the Köhler equation (Brechtel and Kreidenweis, 2000a, b; Covert et al., 1988; VanReken et al., 2003; Cantrell et al., 2001; Snider et al., 2003) . Here, the CCN number concentrations were predicted from direct observations of the key aerosol physical properties; the 3-850 nm number size distributions measured with a DMPS, and the amount of soluble material present in individual particles derived from the H-TDMA measurements. An approximation of the Köhler equation, focusing on the number of soluble molecules/ions available for condensation of water vapor, was applied to estimate the minimum particle diameter that activates, d act, at a given supersaturation (see Sect. 3). All soluble material available at the point of activation is assumed to already be in solution at RH=90%.
In the first sensitivity study, three different salts were applied, one at a time, to investigate the sensitivity of the CCN predictions to the selection of the inorganic model compound. The inorganic salts used were ammonium hydrogen sulfate (NH 4 HSO 4 ), ammonium sulfate ((NH 4 ) 2 SO 4 ) and potassium chloride (KCl). The first two salts are known to be main soluble components of the background atmospheric aerosols in the Amazon region Gerab et al., 1998) , while potassium salts are components of the fine fraction aerosol particles emitted from biomass burning (Andreae, 1983; Yamasoe et al., 2000; Reid et al., 1998; Hedberg et al., 2002) .
In addition, a more complicated model compound was used: the particle soluble volume fraction was assumed to consist of a mixture of ammonium sulfate (30% by mass), levoglucosan (18%), succinic acid (25%) and fulvic acid (27%), representative of an aerosol from biomass burning (denoted MIXBIO; Svenningsson et al., 2004 1 ). Levoglucosan is a pyrolysis product of cellulose, and has been found in high concentrations (several percent by mass) in biomass burning aerosols (Simoneit et al., 1999) . Succinic acid is a moderately soluble dicarboxylic acid, while fulvic acid is not a well-defined chemical compound, but rather a mixture of several organic compounds with a large variability in molecular weight . The hygroscopic behavior of all model compounds and the mixture was determined in the laboratory using an H-TDMA instrument identical to that used during the CLAIRE-2001 field experiment (Svenningsson et al., 2004 1 ).
When estimating the soluble volume fraction from the hygroscopic growth observed at RH=90%, a model compound (or as in the latter case a mixture of model compounds) was assumed to be responsible for the condensation of water vapor. This does not mean that the specific model compound is solely responsible for the water uptake from the vapor phase, while all others are inactive. Instead, the single model compound is used to represent all soluble molecules/ions or molecules, inorganic or organic, that are available at the supersaturation at which activation takes place.
Organic surfactants have been shown to reduce the surface tension. The sensitivity study also included an investigation of the possible impact on the CCN concentrations of reducing the surface tension by 15% at the point of activation. This reduction was estimated by Roberts et al. (2002) to be a likely limit for the surface tension change in activating aerosol particles in the Amazon region.
Modeled and measured CCN concentrations
The calculations of CCN concentrations (N CCN ) derived from DMPS and H-TDMA data were performed with 10 min time resolution, and for up to 19 different supersaturations in the range s c =0.12-1.5%. Both the temporal variation (N CCN (t)) at a given supersaturation, as well as the continuous spectra for a specific time period as a function of supersaturation (N CCN (s c )) , was derived.
Since the aerosol appeared to be externally mixed, the CCN calculations were made for each hygroscopic mode separately. When determining the activation diameter, d act, at a given supersaturation, NH 4 HSO 4 was used as model salt representing the soluble molecules/ions. The non-ideality of the salt was taken into account at subsaturations, but at supersaturation the salt was assumed to behave ideally (this is discussed and investigated closer in the sensitivity study). In order to minimize a possible loss of information, the original DMPS size distribution data was used directly in the calculations instead of the fitted log-normal modal distributions. . The differences in shape of the CCN spectra for the periods are mainly due to the size distributions (Fig. 3) .
The predictions were made for the time periods for which H-TDMA data was available. The CCN counter was operating in parallel with the DMPS and H-TDMA during the clean period and the recent biomass burning period. During this period the CCN counter had a failure between 23 July 21:00-24 July 23:00. In the CCN closure, only the time periods during which all three instruments were running in parallel were used. Figure 4 shows the measured and predicted CCN concentrations at 0.66% supersaturation during 23-28 July 2001. It is obvious that the actual measurements obtained with the CCN counter showed larger variability over shorter time periods (∼1 h) than did the predicted CCN concentrations. The temporal resolutions of both instruments were similar (DMPS: 10 min; CCN counter: 6 min). This somewhat deteriorates the covariation (Table 4 ) between predicted and measured CCN concentrations. One reason for this might be the CCN instrument error due to lack of precision, estimated to 20% (Nenes et al., 2001a) . Another feature seen in Fig. 4 is that CCN concentrations were slightly overpredicted during some periods (e.g. 25 July 15:00-26 July 12:00 UTC), while underpredicted during others (e.g. 26 July 12:00-28 July 04:00 UTC), even though the predictions track the overall measured concentrations well within each time period. The same behavior is seen for supersaturations of 0.33% and 1.2%. To properly reproduce the CCN measurements at 0.33%, 0.66% and 1.2% supersaturation for the time period showing over predictions, the predicted activation diameters need to be increased from about 88 to 125 nm, from 60 to 85 nm, and from 42 to 60 nm respectively. This is outside the range of uncertainty for the DMPS and H-TDMA measurements alone. The reason for this discrepancy could not be determined. At 0.12% supersaturation, the correlation between the predicted and measured result is lower than for the higher supersaturations. At this low supersaturation there are extremely few activated droplets. Due to the small detection volume in the CCN counter, the number concentrations vary in a stepwise fashion. Calculated correlations for this supersaturation provide no relevant information and are not included in Table 4 . Also, the CCN counter is very sensitive to perturbations at this low supersaturation, and 0.12% supersaturation is out of the calibration range.
For the selected periods the predicted and measured CCN concentrations were averaged and plotted as a function of supersaturation (Fig. 5) . The error bars represent the temporal variation given as one standard deviation. The different shapes of the CCN spectra for the various periods (clean period shows a flatter curve) were mainly due to the differences in number size distributions. The size distribution for the clean period was dominated by the accumulation mode while the distributions during the biomass burning periods were dominated by the Aitken mode. In Fig. 3 , the key parameters determining the CCN spectra; the average number size distributions and activation diameter d act as a function of supersaturation are plotted for the three selected periods, as well as for the wet season in 1998. The average critical supersaturation of 1998 (in 1998 the aerosol was totally dominated by the less-hygroscopic mode, which means that the aerosol could be assumed to be internally mixed) coincided with that of the dominating less-hygroscopic mode for the clean period in 2001. The prediction of the CCN concentration for 1998 was made using the same model and compared to the results of the moderately clean period in 2001. The two background periods were seen to be in good agreement. Table 4 presents a summary of the time-resolved CCN predictions, providing correlation coefficients and slopes (with zero intercept) between the predicted and measured CCN concentrations for the entire time period, as well as split into periods with similar air mass and other trends (the recent biomass burning period being split into two periods due to different trends in the CCN closure). In general, the estimated CCN concentrations agree very well with the actual measured values. Because the time resolution of the CCN counter was 6 min, and 10 min for the model prediction, a moving average of 12 min was used for the CCN counter in the comparison.
Model sensitivity study
External/internal mixture
The first parameter investigated in the sensitivity study was the effect of treating the aerosol as internally or externally mixed. This comparison was motivated by the fact that in many atmospheric aerosol studies, H-TDMA data is not available, and n i therefore has to be evaluated from measurement techniques that provide no information about the aerosol mixing status. Size-resolved chemical data from analysis of cascade impactor samples is typically used for this purpose.
For the external mixture, the aerosol was divided into the two hygroscopic groups found with the H-TDMA. The CCN prediction was made separately for each hygroscopic group and summed. When treating the aerosol as internally mixed, the soluble volume fractions for each hygroscopic group at each dry size were averaged. The resulting difference between the two ways of treating the aerosol was investigated for two model salts; NH 4 HSO 4 and KCl. When applied to one time period (for the sensitivity study the recent biomass burning period is used), the predicted CCN concentrations were quite similar whether treating the aerosol as internally or externally mixed, with the external mixture resulting in slightly (∼5%) lower CCN concentrations (Fig. 6) .
The resulting difference is due to the non-linear relationship between the critical supersaturation s c and n i (s 2 c ∝1/n i ). The greater the difference in soluble volume fraction between the hygroscopic groups, the larger is the difference between CCN concentrations calculated as internally or externally mixed aerosol particles. During CLAIRE-2001, the difference in hygroscopic growth, and thereby ε, between the two hygroscopic groups was small. In addition, the particles were most often dominated by the lesshygroscopic group, which makes the approximation of an internal mixture quite accurate. This is not the case in several other types of air masses, such as a fresh urban (hydrophobic) aerosol superimposed on an aged (more-hygroscopic) background aerosol (Swietlicki et al., 1999; Cocker et al., 2001 ).
Model compound, non-ideality at activation and sur-
face tension Figure 6 also shows the sensitivity of the CCN predictions to the assumption of model compound. Using KCl instead of NH 4 HSO 4 for an external or internal mixture resulted in 2-12% lower CCN concentrations for supersaturations s c =1.2-0.25%, and about 30% lower for s c =0.12%. Using (NH 4 ) 2 SO 4 (made only assuming internally mixed aerosol) revealed a very similar result as for NH 4 HSO 4 . Also an inorganic-organic mixture MIXBIO was used as a model compound representing the soluble fraction of the particles. The predicted CCN concentrations were then found to be somewhat higher than for the pure inorganic salts. When performing these sensitivity calculations, water activity data for each compound was taken from Tang (1997), Tang and Munkelwitz (1994) , and Svenningsson et al. (2004) 1 describing the deviation from Raoult's law for concentrated solutions. So far in our investigation, the non-ideality of the solution is taken into account for subsaturations (concentrated solutions), but are assumed to act like ideal solutions at activation. This is the approach for most of the CCN studies of this kind. One exception is Brechtel et al. (2000a) , where the effect of the non-ideality of the salt solution at activation was investigated. One way of expressing the non-ideal behavior of a solution is to introduce the van't Hoff factor, i, and let it substitute for the number of soluble ions, ν, in Eqs. (3) and (4). The van't Hoff factor for dilute solutions of both KCl and (NH 4 ) 2 SO 4 have been published in Low (1969) . For dilute solutions of KCl i is approximately 2 (∼1.9), while for (NH 4 ) 2 SO 4 (ν=3) i is more dependent on solute concentration. For example, a particle with a dry diameter of 100 nm and a soluble volume fraction of 0.2, has an i of 2.34 at activation. Again making the CCN calculations with an internal mixture of (NH 4 ) 2 SO 4 as a model salt, but now using a static van't Hoff factor of 2.34 at activation, the resulting CCN concentration was practically identical to that using an internal mixture of KCl (Fig. 6) . In reality the van't Hoff factor varies slightly with concentration. We can see that the prediction in this case shows an even smaller dependence on which salt assumption the prediction is based on.
In order to simulate the sensitivity to surface-active compounds, the surface tension at activation was decreased by 15% from that of pure water. This was a limit estimated by Roberts et al. (2002) for the surface tension change in activating aerosol particles in the Amazon region. For comparison, according to the data given in Svenningsson et al. (2004) 1 , the surface tension of MIXBIO is 60 nN m −1 (−17%) at the point of activation for a 100 nm particle, and 54 nN m −1 Fig. 6 . The results of the model predictions for the period with influence of recent biomass burning using different assumptions of the aerosol mixing status and soluble compounds. The predictions were made both treating the two hygroscopic groups separately and as one using the average soluble volume fraction.
(−25%) at the point of activation for 60 nm particles. This depression in surface tension for MIXBIO is mostly caused by the presence of fulvic acid. Again using NH 4 HSO 4 as model compound, this gave an increase in CCN concentrations of about 3-14% for s c =1.2-0.25%, and 42% for s c =0.12% (see Fig. 6 ). When doing these calculations, the soluble volume fractions were also estimated with the assumption of a 15% decrease in surface tension at RH=90%. In reality, the surface tension might actually be substantially lower for concentrated solutions such as those found in aerosol particles at equilibrium at RH=90% , but no measurements have been made for such high concentrations. On the other hand, the hygroscopic growth at subsaturation is not as sensitive to the Kelvin curvature correction term as the critical supersaturation at activation. The ε estimated at sub-saturated conditions is therefore also quite insensitive to changes in surface tension. A trend was seen in the CCN predictions based on the various model compounds, showing higher CCN concentrations as the hygroscopicity of the model compound decreased. However, the effect of applying different model compounds was not large. Even though the calculated value of the soluble volume fraction is sensitive to the selection of model compound, the number of soluble ions/molecules is not. As mentioned in Sect. 3, the difference in CCN predictions is only due to the non-ideality of the model compounds. It is worth noting that, if the soluble volume fractions are calculated assuming that Raoult's law is applicable for the entire range of solute concentrations, i.e. if the solutions are ideal, then all model compounds will predict exactly the same CCN concentration. The reason for this is that the estimated number of soluble molecules/ions (determining the growth at 90% RH) would be the same, irrespective of which model compound is used. The deviations in CCN predictions seen in Fig. 6 is therefore a measure of the non-ideality of the model compounds at RH=90%, with KCl behaving almost ideally.
Particle sizing
The particle volumes were determined from the DMPS measurements, while the soluble volume fractions were derived from H-TDMA data. Accurate particle sizing is therefore crucial when predicting CCN concentrations using this model. While any inaccuracy in particle concentrations in the DMPS (vertical axis in Fig. 3 ) is almost directly reflected in the number of predicted CCN, the effect of inaccuracies in the sizing of the particles (horizontal axis in Fig. 3 ) is less obvious. Errors in DMPS particle concentrations are most likely caused by malfunctioning particle counters or an erroneous aerosol flow entering the DMA, while particle-sizing errors may have several causes. During field operation with well-calibrated DMPS instruments, the most likely source of particle sizing error is deviations from the nominal calibration values in the sheath air volume flow rate through the DMA. The sensitivity of the CCN predictions to particle sizing errors was examined by shifting the particle diameters of the entire size distribution by ±5%. Separately, the number concentrations (dN/dlogD p ) were varied by ±10%. The effects of both these errors on the predicted CCN concentration are shown in Fig. 7 . The calculations were made for each of the three selected time periods using an internally mixed aerosol with NH 4 HSO 4 as model salt. A sizing error larger than ±5% is not very likely in calibrated DMPS instruments. It is therefore comforting to see that possible errors induced via this sizing error are not very large.
When applying the DMA technique to measure particle volume equivalent diameters (used in CCN predictions), a shape factor has to be applied. Most often a spherical shape is assumed (unity shape factor), introducing a possible error in both the size distribution as well as in the H-TDMA-data. A non-spherical shape of the particles would then result in an overestimation of the measured dry diameters of the particles. The size distribution would be shifted towards larger diameters, resulting in an overestimation of CCN concentration, while the measured hygroscopic growth factor would be underestimated and lead to underestimation of the CCN concentration. The effects are of different signs and the total resulting effect would therefore be small. To give an example, a shape factor of 1.09 for 100 nm particles would result in a 5% overestimation of size (compare with Fig. 7) , while a shape factor of 1.07 would result in an underestimation of the growth factor of 0.05 (assuming a growth factor of 1.3 for a 100 nm particle). The shape factor for a cube is 1.08. The result of these shape factors can be seen in Fig. 7 .
Hygroscopic growth factor
The uncertainty in the diameter growth factor measured with the H-TDMA also induces errors in the CCN predictions. The error in the measured diameter growth factor at RH=90% was estimated from repeated field calibrations with (NH 4 ) 2 SO 4 salt particles to be a maximum of ±0.05 during field operation. The sensitivity of the predicted CCN concentrations to this possible error in the estimation of the number of soluble ions in each particle is also rather small (Fig. 7) , and only slightly larger than the ±5% in particle sizing. For the sensitivity test an internally mixed aerosol using NH 4 HSO 4 as a model salt for the recent biomass burning period was used.
The calculation of the number of solute molecules or ions available at the point of activation hinges on the estimate of the soluble volume fraction derived from H-TDMA data at RH=90%. Poorly soluble compounds might not be entirely in solution at this RH, even though an aqueous phase is provided -in all but a few extreme cases -by the ubiquitous inorganic salts (Hämeri et al., 2002) . Even though some inorganic salts present in the atmospheric aerosol have low solubility, the problem is more pertinent for the organic fraction. Compounds that are insoluble in water up to the point of droplet activation cause no problem, since they are incorporated in the insoluble component. CCN concentrations might however be underpredicted when a significant volume fraction of the aerosol particles consist of compounds that are not in solution at RH=90%, but dissolve as the solution becomes more dilute up to the supersaturation at the point of activation. The sensitivity test for H-TDMA diameter growth factor measurement errors was also used to simulate the effect of compounds that are not completely dissolved at RH=90%. Assume the case when, if all soluble material is in solution, the diameter growth would be 1.3 at 90% RH. If however 20% of the soluble particle volume is not yet in solution at this RH, but would go into solution before the point of activation, the growth factor is underestimated by 0.05. The resulting increase in predicted CCN concentrations resulting from this increase in growth factor of 0.05 is the same as that shown in Fig. 7 . Succinic acid is an example of a moderately soluble dicarboxylic acid of atmospheric relevance. Particles of the pure compound deliquesce only at an RH≈99% (Peng et al., 2001) . Nevertheless, succinic acid goes partly into solution already at much lower RH when mixed with inorganic salts that provide the aqueous phase, as seen in the MIXBIO mixture (Svenningsson et al., 2004 1 ).
To further test how salt assumptions as well as solubility might affect the CCN predictions, MIXBIO was assumed to simulate the water-soluble fraction of a biomass-burning aerosol. The hygroscopic growth factors were first calculated for MIXBIO based on the water activity data given in Svenningsson et al. (2004) 1 . Then, these growth factors were treated as any other H-TDMA field data, that is the exact chemical composition of the aerosol particles was considered unknown. The critical supersaturation for a 100 nm particle was estimated from simulated H-TDMA measurements between RH=90-95%, using (NH 4 HSO 4 , (NH 4 ) 2 SO 4 and KCl respectively to represent the soluble molecules/ions. A slight decrease is seen in the supersaturation needed for activation when going from RH=90% to 95%. The critical supersaturation decreased from 0.200 to 0.194% using NH 4 HSO 4 as model compound, from 0.215 to 0.209% for (NH 4 ) 2 SO 4 , and from 0.243 to 0.234% for KCl. Using NaCl instead as a model salt, an increase in critical supersaturation was observed. This shows that while the salt assumption and limited solubility of the organic compound present in MIXBIO had an effect in this RH range, it was not a large one and the slight change in supersaturation is certainly within the precision of most existing CCN counters.
For CCN prediction purposes alone, it would be advantageous to obtain the hygroscopic properties at an RH as close to 100% as possible. In the laboratory, it is quite possible to reach stable operating conditions for the H-TDMA even as high as RH=98.5% (Svenningsson et al., 2004 1 ). During field experiments, however, it is often difficult to obtain good quality data at a RH much higher than 90%, at least with the H-TDMA instrument used during CLAIRE-2001. The most crucial factor is temperature control in the second humidified DMA. Improvements to the existing H-TDMA instruments might allow stable field measurements at RH≥95% in the future.
Parameterization of CCN spectra
Here, a single, simple formula is presented that enables direct calculation of N CCN (s c ) even when the chemical characterization of the aerosol is poor. The only input data required are a description of the average modal number size distribution, and an estimate of the size-averaged soluble volume fraction in each of the modes. Finally, a parameterization of the CCN concentrations for the various air masses, predicted using the detailed time resolved model described in Sect. 3, is given. This parameterization is based on the simple formulas presented below and fitted to the predicted CCN spectra.
The integral of a standardized normal distribution N(0, 1), with zero mean and unit variance, can be described with a cumulative distribution, φ(x), and approximated by (Råde and Westergren, 1995) :
The number of CCN, N CCN , is derived by integration of the number size distribution from particle diameters d=∞ down to d=d act , the smallest dry diameter of a particle that activates. Assuming that the particle number size distribution is adequately described by a lognormal distribution, with total particle number concentration N tot in the mode, count median diameter (geometric mean diameter) CMD, and geometric standard deviation σ g , this integral can be written as
where x is given by
Assuming that the particle soluble volume fraction ε is independent of particle size within the particle mode, then d act can be expressed as (compare Eq. (4), and Eq. 15.34, Page 789, Seinfeld and Pandis, 1998) 
For ammonium hydrogen sulfate at 26 • C, K=1.61·10 −27 m 3 . This means that the number of particles activating to form cloud droplets as a function of the water vapor supersaturation, N CCN (s c ), can be predicted using Eq. (11), with d act taken from Eq. (13). It is important to point out that the same chemical composition used when estimating the particle soluble volume fraction ε, should be used when calculating K (here ammonium hydrogen sulfate). When the observed ambient particle number size distribution is bi-or multimodal, the total CCN concentration, N CCN,tot (s c ), is simply the sum of the cumulative distributions for each of the i=1,n modes, each with different modal parameters (CMD i , σ g,i , N tot,i , ε i ): Fig. 8 . A comparison using the detailed time resolved model (aerosol external mixture, ammonium hydrogen sulfate) and a model using only a fitting of the average size distribution and an average ε estimated from the H-TDMA measurements.
The modal parameters used in equation 14 are presented in Table 5 , and are derived from bimodal fits of the size distributions (d>29 nm only) when averaged over each of the defined time periods (shown in Fig. 3 ). They therefore differ slightly from the modal parameters given in Table 2 , which are averages of the parameters of the log-normal fits of each measured (10-min) size distribution. The nucleation mode was excluded from the bimodal description in Table 5 , as it is not important for determining CCN concentrations. The modal soluble volume fractions given in Table 5 are concentration-weighted time averages of the H-TDMA estimates of ε for the dry sizes in the Aitken (35, 50 and 75 nm) and the accumulation modes respectively (110, 165 and 265 nm), again averaged over each of the defined time periods. Figure 8 shows a comparison between N CCN,tot (s c ) calculated using the non-time resolved bimodal description (Eq. 14) and the more detailed model described in Sect. 3 (external mixture, NH 4 HSO 4 ). In the detailed model (Sect. 3) the CCN spectra were calculated with a time resolution of 10 min using a size dependent ε, while for the simpler model the average size distribution and ε was taken, as well as a size averaged value of ε for each mode of the size distribution. It should be noted that both the models assume static conditions of s c , in the sense that they ignore any dynamic interaction between growing droplets and their mutual competition for the available water vapor.
The simplified bimodal model nevertheless predicts the CCN concentrations well, and has the advantage of being easy to implement. The parameters used in equations 10 to 13 are all derived from first principles, and have physical meaning. However, average number size distributions and ε might be difficult to estimate and use in air masses with high temporal variability.
In order to describe the time-average of the detailed model in a succinct form (described in Sect. 3), the predicted N CCN,tot (s c ) spectrum was fitted to the unimodal form of Eq. (11). The unimodal parameters (CMD, σ g , N tot , ε) were allowed to vary freely in order to minimize the residual sumof-squares between the time-average of the detailed model and the unimodal description. The modeled and fitted curves are shown in Fig. 9 and the fitted parameters are given in Table 6. This parameterization can be used to estimate CCN concentrations for air masses similar to those classified in this work. When no other data on particle size distribution and chemical composition are available apart from the number concentration (30-1000 nm), the latter should be used to replace N tot , whilst keeping the other parameters (CMD, σ g , ε) as given in Table 6 . Alternatively, it might also be possible to derive N tot from modeled concentration fields of, for example, PM1 (aerosol particle mass for particles smaller than 1 µm in diameter), assuming the same size distribution as for the air masses given here. In conclusion, in this section a simpler time-average model is presented that is able to predict the CCN spectra. The model only requires as input a modal description of the dry particle number size distribution, and an estimate of the average water-soluble volume fraction (ε) of the particles in each of the modes. When an H-TDMA instrument is not available for estimating ε, then size-resolved chemical information on soluble species has to be used, in combination with the total, often gravimetric, size-resolved particle mass, or alternatively published values of ε typical of certain air masses and geographical regions.
A parameterization of the CCN spectrum N CCN (s c ), predicted using time resolved model is also given ( Table 6 ). The resulting parameterization could be used for example in global climate models (Nenes and Seinfeld, 2003) , in adiabatic cloud parcel models (Khain et al., 2001) or simply when comparing data from other measurements. Also, for direct estimates of CCN concentrations in the Amazon region (or other similar regions) during influence of the air mass types described here, the simplified unimodal parameterizations might be used, inserting the actual or assumed N tot .
Discussion and Conclusions
Submicrometer particle physical properties (i.e. the number size distribution and hygroscopic properties) were measured in the Amazon basin during the wet-to-dry transition period. From these measurements, CCN concentrations were predicted and compared to those measured directly. Three time periods were selected for analysis, representative of clean background conditions, recent and aged biomass burning, impacting an area with only few other particle sources. The number size distribution in the diameter interval 30-850 nm exhibited average number concentrations of 360, 860 and 1070 cm −3 for the different time periods, respectively. Taking the smallest and shortest-lived particles (3-30 nm) also into account, average concentrations were instead 640, 1230 and 1350 cm −3 , respectively. The hygroscopic diameter growth factor was measured with an H-TDMA. The hygroscopic growth often showed a bimodal structure, with one hygroscopic group clearly dominating the spectrum. The dominating group had a relatively stable growth over time, with an average diameter growth factor Particle number size distribution and the size-resolved hygroscopic properties are the two most important aerosol physical parameters determining N CCN . In essence, the combination of these two properties yields the number of ions (or molecules dissolved in water) available for water uptake as a function of dry particle size. Here we used the measured physical properties to predict CCN concentrations and compare to those measured by a thermal-gradient CCN-counter. Predicted and measured CCN concentrations showed good agreement. The non-ideal behavior of the solute is partly considered, applying the non-ideal behavior of a model salt.
The advantages of using the hygroscopic growth at subsaturation to estimate the critical supersaturation in CCN models are: (i) it provides high time resolution (less than 1 h); (ii) it reveals the mixing status of the particles; (iii) all molecules in solution at 90% RH are taken into account, even the organic fraction. Also, the effect of the particles having a nonspherical shape is diminished by the fact that both the DMPS and H-TDMA use DMA techniques to measure particle diameter.
Some previous CCN closure studies based on a similar approach (predicting critical supersaturation from H-TDMA data) have also been able to predict CCN concentrations and spectra that agree satisfactorily with measurements (Brechtel et al., 2000b) . Many other studies however over-predict CCN concentrations (Dusek et al., 2003; Covert, 1988; Zhou et al., 2001a; Chuang et al., 2000; Bigg, 1986) . This discrepancy can, of course, be due to aerosol physical/chemical effects not taken into account in the prediction, but also due to multiple experimental biases. As already mentioned in Sect. 2.2.3, an important matter in our experimental study proved to be the calibration of the supersaturation in the CCN counter.
A sensitivity study was included to see how different parameters would affect the N CCN (s c ). When discussing these parameters two things have to be considered: (i) the sensitivity of the CCN counter response to the parameter in question, and (ii) the result of including or modifying the parameter in the CCN prediction model.
Considering the effects of organic compounds on a CCN closure, lowering the surface tension cannot explain the observed over-prediction of CCN concentrations seen in other studies. This would instead lead to even higher predicted CCN concentration, compared to the concentration measured with the CCN spectrometer. The same effect would follow if slightly soluble organic compounds that were not in solution at 90% RH would go into solution before droplet activation, as well as if soluble gases were present affecting the activation in the CCN counter (Laaksonen et al., 1998) . The effect of organic coatings inhibiting the hygroscopic growth is more difficult to predict since this also affects the hygroscopic growth in the H-TDMA. Laboratory experiments have shown that even very thick coatings of hydrophobic liquids on inorganic core particles fail to inhibit or even modify the CCN activation behavior (Raymond and Pandis, 2003; Cruz and Pandis, 1998) .
A parameterization of the predicted N CCN (s c ) is given here to be used in dynamic cloud modeling (Khain et al., 2001) . Also, a very simple formula is suggested for an approximate prediction of CCN when only an average number size distribution is known, and the chemical information is poor.
Much effort has been put recently into understanding the cloud nucleating properties of aerosol particles, especially the effect of organic compounds. Even though this simple model successfully predicts the cloud nucleating properties of the aerosol for the cases studies here, we want to point out the importance of continuing the research to fully understand how organic and inorganic compounds interact in water droplet solutions and influence cloud properties. It is also important to continue the development of robust dynamic cloud models, as well as to generate parameterizations for use in global climate models (Nenes and Seinfeld, 2003) .
