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FLUCTUATIONS OF N-PARTICLE QUANTUM DYNAMICS
AROUND THE NONLINEAR SCHRO¨DINGER EQUATION
CHRISTIAN BRENNECKE, PHAN THA`NH NAM, MARCIN NAPIO´RKOWSKI,
AND BENJAMIN SCHLEIN
Abstract. We consider a system of N bosons interacting through a singular two-
body potential scaling with N and having the form N3β−1V (Nβx), for an arbitrary
parameter β ∈ (0, 1). We provide a norm-approximation for the many-body evolu-
tion of initial data exhibiting Bose-Einstein condensation in terms of a cubic non-
linear Schro¨dinger equation for the condensate wave function and of a unitary Fock
space evolution with a generator quadratic in creation and annihilation operators
for the fluctuations.
1. Introduction
From first principles of quantum mechanics, the evolution of a system of N identical
(spinless) bosons in R3 is governed by the many-body Schro¨dinger equation
i∂tΨN,t = HNΨN,t (1)
where
ΨN,t ∈ L2s(R3N ) = L2(R3)⊗sN
is the wave function and HN is the Hamilton operator of the system. We will restrict
our attention to Hamilton operators of the form
HN =
N∑
j=1
−∆xj +
1
N
∑
1≤j<k≤N
VN (xj − xk) (2)
with N -dependent two-body interaction potential
VN (x) = N
3βV (Nβx). (3)
Here β ≥ 0 is a fixed parameter and V ≥ 0 is a smooth, radially symmetric and
compactly supported function on R3.
For β = 0, (2) is a mean-field Hamiltonian, describing a system of particles experi-
encing a large number of weak collisions. For β = 1, on the other hand, (2) corresponds
to the Gross-Pitaevskii regime, where collisions are rare but strong. Physically, the
Gross-Pitaevskii regime is more relevant for the description of trapped Bose-Einstein
condensates. The mean-field regime, on the other hand, is more accessible to mathe-
matical analysis. In this paper, we will study the solution of the Schro¨dinger equation
(1) for intermediate regimes with 0 < β < 1.
From the point of view of physics, it is interesting to study the solution of (1)
for initial data approximating ground states of trapped systems; this corresponds to
experimental settings where the evolution of an initially trapped Bose gas at very low
temperature is observed after switching off the external fields.
It is known since [35, 41] that the ground state of a system of trapped bosons
interacting through a two-body potential like the one appearing on the r.h.s. of (2)
exhibits complete Bose-Einstein condensation (BEC); the one-particle reduced density
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associated with the ground state wave function ψN ∈ L2s(R3N ) converges, as N →∞,
towards the orthogonal projection onto a one-particle orbital ϕ0 ∈ L2(R3).
Hence, we will be interested in the solution of (1) for initial data exhibiting BEC.
Despite its linearity, for large N (N ≃ 105−107 in typical experiments) it is impossible
to solve the many-body Schro¨dinger equation (1), neither analytically nor numerically.
It is important, therefore, to find good approximations of the solution of (1) that are
valid in the limit N →∞. A first step in this direction was achieved in [17] for β < 1/2
and in [18, 19] for the Gross-Pitaevskii regime with β = 1 (the same ideas can also
be extended to all β ∈ (0, 1)), where it was proven that, for every fixed time t ∈ R,
the solution ψN,t of (1) still exhibits BEC and that its one-particle reduced density
converges to the orthogonal projection onto ϕt, given by the solution of the cubic
nonlinear Schro¨dinger equation
i∂tϕt = −∆ϕt + σ|ϕt|2ϕt (4)
with the initial data ϕt=0 = ϕ and with coupling constant σ =
∫
V (x)dx for β < 1
and σ = 8πa0 for β = 1 (where a0 denotes the scattering length of the unscaled
potential V ). The results of [17, 18, 19] have been revisited and improved further in
[43, 8, 14, 11]. In the simpler case β = 0, i.e. in the mean-field regime, the convergence
of the one-particle reduced density towards the orthogonal projection onto the solution
of the nonlinear Hartree equation
i∂tϕt = −∆ϕt + (V ∗ |ϕt|2)ϕt (5)
has been proved in several situations; see, e.g., [47, 6, 20, 1, 16, 4, 21, 22, 31, 30, 3, 13, 2].
In the present paper, we are interested in the norm approximation to the many-
body evolution, which is more precise than the convergence of the one-particle reduced
density. It requires not only to follow the dynamics of the condensate, but also to take
into account the evolution of its excitations.
To describe excitations and their dynamics, it is convenient to switch to a Fock space
representation (because the number of excitations, in contrast with the total number
of particles, is not preserved). We define the bosonic Fock space
F =
⊕
n≥0
L2s(R
3n).
For f ∈ L2(R3) and for Ψ ∈ F , we define the creation operator a∗(f) and its adjoint,
the annihilation operator a(f), through
(a∗(f)Ψ)(n)(x1, . . . , xn) =
1√
n
n∑
j=1
f(xj)Ψ
(n−1)(x1, . . . , xj−1, xj+1, . . . , xn+1),
(a(f)Ψ)(n)(x1, . . . , xn) =
√
n+ 1
∫
f(xn)Ψ
(n+1)(x1, . . . , xn, xn+1) dxn+1
Creation and annihilation operators satisfy canonical commutation relations (CCR)
[a(f), a(g)] = [a∗(f), a∗(g)] = 0, [a(f), a∗(g)] = 〈f, g〉, ∀f, g ∈ L2(R3). (6)
It is also convenient to introduce operator-valued distributions a∗x and ax so that
a∗(f) =
∫
R3
f(x)a∗x dx, a(f) =
∫
R3
f(x)ax dx, ∀f ∈ L2(R3). (7)
Expressed through these operator-valued distributions, the CCR take the form
[a∗x, a
∗
y] = [ax, ay] = 0, [ax, a
∗
y] = δ(x− y), ∀x, y ∈ R3.
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A self-adjoint operator A on the one-particle space L2(R3) can be lifted to a Fock space
operator by second quantization, defining
dΓ(A) =
∞⊕
n=0
n∑
j=0
Aj
with Aj acting as A on the j-th particle and as the identity on the other (N − 1)
particles. If A has the integral kernel A(x; y), dΓ(A) can be expressed as
dΓ(A) =
∫
A(x; y)a∗xay dxdy
For example, the number of particles operator is given by
N = dΓ(1) =
∫
dxa∗xax
On the Fock space F , it is instructive to study the time-evolution of coherent initial
data, having the form
W (
√
Nϕ)Ω = e−N/2
{
1, ϕ,
ϕ⊗2√
2!
, . . .
}
(8)
for ϕ ∈ L2(R3) with ‖ϕ‖ = 1. Here Ω = {1, 0, 0, . . . } is the Fock space vacuum and,
for any f ∈ L2(R3), W (f) = exp(a∗(f)− a(f)) is a Weyl operator. The normalization
of ϕ guarantees that
〈W (
√
Nϕ)Ω,NW (
√
Nϕ)Ω〉 = N.
The time-evolution of initial coherent states of the form (8), generated by the natural
extension of the Hamiltonian (2) to the Fock space F
HN =
∫
dxa∗x(−∆x)ax +
1
2N
∫
dxdy VN (x− y)a∗xa∗yayax =: K + VN (9)
has been studied for β = 0 in [29, 23], where it was proven that∥∥∥e−iHN tW (√Nϕ)Ω −W (√Nϕt)U f2,mf (t; 0)Ω∥∥∥→ 0 (10)
as N → ∞. Here ϕt denotes the solution of the Hartree equation (5) and Uf2,mf(t; s)
is a unitary dynamics on F with a time-dependent generator that is quadratic in
creation and annihilation operators 1. This implies that U f2,mf(t; s) acts on creation
and annihilation operators as a time-dependent Bogoliubov transformation Θmf(t; s) :
L2(R3)⊕ L2(R3)→ L2(R3)⊕ L2(R3) having the form
Θmf(t; s) =
(
Umf(t; s) Vmf(t; s)
Vmf(t; s) Umf(t; s)
)
. (11)
In other words, for any f ∈ L2(R3) and all t, s ∈ R, we find
U f2,mf(t; s)∗a(f)U f2,mf(t; s) = a(Umf(t; s)f) + a∗(Vmf(t; s)f¯). (12)
The time-dependent Bogoliubov transformation Θmf can be determined solving the
partial differential equation
i∂tΘmf(t; s) = Amf(t)Θmf(t; s) (13)
with initial condition Θmf(s; s) = 1 and with generator
Amf(t) =
(
D(t) −B(t)
B(t) −D(t)
)
1In the notation for U f2,mf, the subscript mf and the superscript f refer to the fact that (10) holds
in the mean-field regime with β = 0 for Fock space initial data
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where
D(t)f = −∆f + (V ∗ |ϕt|2)f + (V ∗ ϕtf)ϕt
B(t)f = (V ∗ ϕtf)ϕt.
Thus, (10) allows us to describe the very complex many-body dynamics generated
on F by the Hamiltonian (9) by solving the equation (5) for the condensate wave
function and the equation (13) for the Bogoliubov transformation Θmf(t; s) describing
the evolution of fluctuations around the condensate.
The ideas of [29, 23] have been further developed in [45] and they have been used
to prove a central limit theorem in [7, 12]. In [27, 28], norm approximations for the
many-body dynamics in Fock space has been derived using different approaches.
To obtain a norm approximation for the mean-field time-evolution of N -particle
initial data exhibiting BEC in a state with wave function ϕ ∈ L2(R3), it is very con-
venient to use a unitary map introduced in [34], mapping L2s(R
3N ) into the truncated
Fock space
F≤N⊥ϕ =
N⊕
j=0
L2⊥ϕ(R
3)⊗sN (14)
constructed over the orthogonal complement L2⊥ϕ(R
3) of the one-dimensional space
spanned by the condensate wave function ϕ. The space (14) provides the natural set-
ting to describe orthogonal excitations of the condensate (whose number can fluctuate).
The idea here is that every ψN ∈ L2s(R3N ) can be written uniquely as
ψN = α0ϕ
⊗N + α1 ⊗s ϕ⊗(N−1) + · · ·+ αN
where αj ∈ L2⊥ϕ(R3)⊗sj for all j = 0, . . . , N (for j = 0, α0 ∈ C). Therefore, we can
define Uϕ : L
2
s(R
3N ) → F≤N⊥ϕ by setting UϕψN = {α0, . . . , αN}. By orthogonality,
it is easy to check that Uϕ is a unitary map. In terms of creation and annihilation
operators, it is given by
Uϕ =
N⊕
n=0
(1− |ϕ〉〈ϕ|)⊗n a(ϕ)
N−n√
(N − n)! , U
∗
ϕ =
N∑
n=0
a∗(ϕ)N−n√
(N − n)! . (15)
The actions of Uϕ on creation and annihilation operators follow the simple rules:
Uϕa
∗(ϕ)a(ϕ)U∗ϕ = N −N , (16)
Uϕa
∗(f)a(ϕ)U∗ϕ = a
∗(f)
√
N −N , (17)
Uϕa
∗(ϕ)a(g)U∗ϕ =
√
N −Na(g), (18)
Uϕa
∗(f)a(g)U∗ϕ = a
∗(f)a(g) (19)
for all f, g ∈ L2⊥ϕ(R3). Heuristically, Uϕ factors out the condensate described by the
wave function ϕ and it allows us to focus on its orthogonal excitations.
The unitary map Uϕ was used in [33] to obtain a norm approximation for the many-
body evolution in the mean-field regime with β = 0 (see [36] for a similar result).
For N -particle initial data of the form ψN = U
∗
ϕξN with ξN ∈ F≤N⊥ϕ having a finite
expectation for the number of particles and for the kinetic energy operator, it was
proven there that the solution of the many-body Schro¨dinger equation (1) is such that
‖UϕtψN,t − U2,mf(t; 0)ξN‖ → 0 (20)
as N →∞, where, similarly to (10), ϕt is the solution of (5) and U2,mf(t; s) is a unitary
evolution on the Fock space, with a time-dependent generator quadratic in creation
and annihilation operators (in fact U2,mf is very similar to the unitary evolution U f2,mf
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in (10), emerging in the mean field limit for coherent initial data on the Fock space).
Eq. (20) is the analogous of (10) for N -particle initial data exhibiting BEC; it provides
a norm-approximation of the many-body evolution in the mean-field regime in terms
of the Hartree equation (5) and of a time-dependent Bogoliubov transformation very
similar to (11).
The convergence (20) has been extended to intermediate regimes with β < 1/3 in
[37] and with β < 1/2 in [38]. Before that, a norm approximation similar to (10)
for the evolution of coherent initial data on the Fock space has been obtained with
β < 1/3 in [25] and with β < 1/2 in [32]. A heuristic argument from [32] also shows
that (10) or (20) cannot hold true for β > 1/2.
In regimes with β > 1/2 the short scale correlation structure developed by the
solution of the many-body Schro¨dinger equation cannot be appropriately described
by a time-dependent Bogoliubov transformation satisfying an equation of the form
(13). To take into account correlations, it is useful to consider the ground state of the
Neumann problem [
−∆+ 1
2N
VN
]
fN = λNfN (21)
on the ball |x| ≤ ℓ, for a fixed ℓ > 0. We fix fN (x) = 1, for |x| = ℓ, and we extend fN
to R3 requiring that fN(x) = 1 for all |x| ≥ ℓ. Because of the scaling of the potential
VN , the scattering process takes place in the region |x| ≪ 1; for this reason, the precise
choice of ℓ is not very important, as long as ℓ is of order one (nevertheless, λN and fN
depend on ℓ, a dependence that is kept implicit in our notation). It is also useful to
define ωN = 1− fN . For N sufficiently large, we have (see [5, Lemma 2.1])
λN =
3b0
8πNℓ3
+O(Nβ−2)
where b0 =
∫
V (x) dx, and, for all x ∈ R3,
0 ≤ ωN (x) ≤ C
N(|x|+N−β) , |∇ωN (x)| ≤
C
N(|x|+N−β)2 (22)
for a constant C, independent of N .
The solution of (21) can be used, first of all, to give a better approximation of
the evolution of the condensate wave function, replacing the solution of the limiting
nonlinear Schro¨dinger equation (4) with the solution of the modified, N -dependent,
Hartree equation
i∂ϕN,t = −∆ϕN,t + (VNfN ∗ |ϕN,t|2)ϕN,t (23)
with initial data ϕN,0 = ϕ0 describing the condensate at time t = 0. Standard ar-
guments in the analysis of dispersive partial differential equations imply that (23) is
globally well-posed and that it propagates regularity; in particular, if ϕ0 ∈ H4(R3),
then [5, Appendix B]
‖ϕN,t‖H1 ≤ C, ‖ϕN,t‖H4 ≤ CeCt, ‖∂tϕN,t‖H2 ≤ CeCt, ∀t > 0. (24)
Furthermore, (21) can be used to describe correlations among particles. To this end,
let
TN,t = exp
(
1
2
∫
dxdy [kN,t(x, y)axay − h.c.]
)
(25)
with the integral kernel
kN,t(x; y) = (QN,t ⊗QN,t)
[−NωN(x− y)ϕ2N,t((x+ y)/2)] (26)
where QN,t = 1 − |ϕN,t〉〈ϕN,t| is the orthogonal projection onto the orthogonal com-
plement of the solution of the modified Hartree equation (23).
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Let us briefly explain the choice (25), (26). Since TN,t aims at generating correla-
tions, it is natural to define its kernel kN,t through the solution of (21). In particular,
the choice (25) guarantees a crucial cancellation in the generator of the fluctuation
dynamics, defined in (62), which allows us to show the bounds (64) in Prop. 6. The
cancellation is hidden in Prop. 9 and leads to the estimates (73). It combines the
quadratic term on the fourth line on the r.h.s. of (71) with contributions arising from
conjugation of the kinetic energy dΓ(−∆) and of the quartic interaction on the last
line of (71) with TN,t, reconstructing (21).
It is important to observe that (26) is the integral kernel of a Hilbert-Schmidt
operator. Abusing notation and denoting by kN,t both the Hilbert-Schmidt operator
and its integral kernel, we easily find (using (22) and (24))
‖kN,t‖HS = ‖kN,t‖2 ≤ C
‖∇kN,t‖HS = ‖kN,t∇‖HS = ‖∇1kN,t‖2 = ‖∇2kN,t‖2 ≤ CNβ/2.
(27)
These bounds reflect the idea that, through TN,t, we only produce a bounded number
of excitations, causing however a large change in the energy.
Notice that the action of the Bogoliubov transformation (25) on creation and anni-
hilation operators is explicit. For any f ∈ L2⊥ϕN,t(R3), we find
TN,ta(f)T
∗
N,t = a(coshkN,t(f)) + a
∗(sinhkN,t(f¯))
TN,ta
∗(f)T ∗N,t = a
∗(coshkN,t(f)) + a(sinhkN,t(f¯))
where coshkN,t and sinhkN,t are the linear operators defined by the absolutely conver-
gent series
coshkN,t =
∑
n≥0
1
(2n)!
(kN,tkN,t)
n , sinhkN,t =
∑
n≥0
1
(2n+ 1)!
(kN,tkN,t)
nkN,t . (28)
Using the Bogoliubov transformation TN,t to implement correlations, one can con-
struct norm approximations for the many-body evolution that are valid also in regimes
with β > 1/2. For Fock space initial data, it was recently proven in [5] that, for every
0 < β < 1 and for every N large enough, there exists a unitary evolution Uβ2,N with a
time-dependent generator quadratic in creation and annihilation operators, such that∥∥∥e−iHN tW (√Nϕ)T ∗N,0Ω−W (√NϕN,t)T ∗N,t U f2,N (t; 0)Ω∥∥∥→ 0
as N → ∞ (to be more precise, in [5], the kernel kN,t was chosen slightly different,
without the orthogonal projection (QN,t ⊗ QN,t)). In other words, for initial data of
the form W (
√
Nϕ)TN,0Ω, describing an approximate coherent state, modified by the
Bogoliubov transformation TN,0 to take into account correlations, the full many-body
time-evolution can be approximated in terms of the modified N -dependent Hartree
equation (23) (describing the dynamics of the condensate), of the Bogoliubov transfor-
mation (25) (generating the correlation structure) and of the quadratic evolution U f2,N
(which, similarly to (12), also acts as a time-dependent Bogoliubov transformation).
Using a related approach, a similar result has been established in [26] for β < 2/3.
Our aim in the present paper is to obtain a norm-approximation for the many-body
evolution of N -particle initial data exhibiting BEC for the whole range of parameters
0 < β < 1. To reach this goal, we will combine ideas from [33] and [37, 38] with
ideas from [5], in particular, with the idea of using Bogoliubov transformations of the
form (25) to implement correlations. To state our main result, we define the unitary
dynamics U2,N (t; s) as the two-parameter unitary group on the Fock space F satisfying
i∂tU2,N (t; s) = G2,N,t U2,N (t; s), U2,N (s; s) = 1F (29)
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with the time-dependent quadratic generator G2,N,t given by
G2,N,t = ηN (t) + (i∂tTN,t)T ∗N,t + GV2,N,t + GK2,N,t + GλN2,N,t (30)
with the phase ηN (t) defined by
ηN (t) =
N + 1
2
〈
ϕN,t, [VN (1− 2fN ) ∗ |ϕN,t|2]ϕN,t
〉− µN (t)
+
∫
dx
(
VN ∗ |ϕN,t|2
)
(x)‖shx‖2 +
∫
dx 〈∇xshx,∇xshx〉
+
∫
dxdy K1,N,t(x; y)〈shx, shy〉+Re
∫
dxdy K2,N,t(x; y) 〈shx, chy〉
+
1
2N
∫
dxdy VN (x− y)
∣∣〈shx − ϕN,t(x)sh(ϕN,t), chy − ϕN,t(y)ch(ϕN,t)〉∣∣2
(31)
with µN (t) =
〈
ϕN,t, [(VNωN ) ∗ |ϕN,t|2]ϕN,t
〉
and where the operators GV2,N,t, GλN2,N,t and
GK2,N,t are given by
GV2,N,t =
∫
dx
(
VN ∗ |ϕN,t|2
)
(x)
[
a∗(chx)a(chx) + a
∗(chx)a
∗(shx)
+ a(chx)a(shx) + a
∗(shx)a(shx)
]
+
∫
dxdy K1,N,t(x; y)
[
a∗(chx)a(chy) + a
∗(chx)a
∗(shy)
+ a(chy)a(shx) + a
∗(shy)a(shx)
]
+
1
2
∫
dxdy K2,N,t(x; y)
[
a∗xa
∗(py) + a
∗
xa(shy) + a
∗(px)a
∗(py) + a
∗(px)a(shy)
+ a∗ya
∗(px) + a
∗
ya(shx) + a
∗(py)a(shx) + a(shx)a(shy) + h.c.
]
+
1
2
[
〈ϕN,t, VN ∗ |ϕN,t|2ϕN,t〉a∗(ϕN,t)a∗(ϕN,t)
− 2a∗(ϕN,t)a∗
(
[VN ∗ |ϕN,t|2]ϕN,t
)
+ h.c.
]
,
GλN2,N,t = NλN
∫
dxdy fN(x− y)χ(|x− y| ≤ ℓ)ϕ2N,t((x+ y)/2)a∗xa∗y + h.c.
(32)
and
GK2,N,t =
∫
dx
[
a∗x(−∆x)ax + a∗xa(−∆xpx) + a∗xa∗(−∆xvx) + a∗xa∗(−∆xrx)
+ a∗(−∆xpx)a(chx) + a∗(−∆xpx)a∗(shx) + a(−∆xrx)ax
+ a(−∆xvx)ax + a(shx)a(−∆xpx) + a∗(−∆xrx)a(kx)
+ a∗(−∆xrx)a(rx) + a∗(kx)a(−∆xrx) + a∗
(∇xkx)a(∇xkx)]
+
1
2
∫
dxdy NωN (x− y)
[
ϕN,t((x+ y)/2)∆ϕN,t((x+ y)/2)
+∇ϕN,t((x+ y)/2) · ∇ϕN,t((x+ y)/2)
]
a∗xa
∗
y + h.c.
(33)
Here we have introduced the notation
K1,N,t = QN,tK˜1,N,tQN,t
K2,N,t = QN,t ⊗QN,tK˜2,N,t
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where K˜1,N,t is the operator on L
2(R3) with integral kernel
K˜1,N,t(x, y) = ϕN,t(x)VN (x− y)ϕN,t(y)
and K˜2,N,t is a function in L
2(R3 × R3):
K˜2,N,t(x, y) = ϕN,t(x)VN (x− y)ϕN,t(y).
Finally, we also use the notation jx(·) := j(·;x) for any j ∈ L2(R3×R3). Moreover,
with (28), we set
sh = sinhkN,t , ch = coshkN,t
and we decompose sh = k + r and ch = 1+ p as well as
kN,t(x; y) = −NωN(x− y)ϕ2N,t((x+ y)/2) + v(x; y); ∀x, y ∈ R3.
We are now ready to state our first main result, providing a norm-approximation
for the many-body evolution of N -particle initial data exhibiting BEC. To this end,
let us first collect some conditions that will be required throughout the paper.
Hypothesis A: We assume that 0 < β < 1. We suppose, moreover, the interaction
potential V to be smooth, radially symmetric, compactly supported and pointwise non-
negative. Furthermore, we choose fN to be the solution of the Neumann problem (21)
on the ball |x| ≤ ℓ, for a sufficiently small2 (but fixed, independent of N) parameter
ℓ > 0. Finally, we let ϕN,t be the solution of the N -dependent nonlinear Hartree
equation (23) with initial data ϕ0 ∈ H4(R3).
Remark: We need V to have compact support to study the solution of (21) and
to establish the bounds (22), following [5]. For the same reason (but also for the
many-body analysis), we need some smoothness of V . The assumption V ∈ L3(R3) is
sufficient for our purposes; we do not aim at optimal conditions, here. The assumption
ϕ0 ∈ H4(R3) allows us to show the bounds (24) for the solution of (23); these estimates
play an important role in the analysis of the many-body dynamics (in particular, in the
proof of Prop. 6, where we need control of ‖∂tϕN,t‖∞). One may be able to partially
relax this assumption by using space-time norms; also here, we do not aim at optimal
conditions.
Theorem 1. Assume that Hypothesis A holds true. Let ξN ∈ F⊥ϕ0 with ‖ξN‖ = 1
and
〈ξN , (K +N )ξN 〉 ≤ C. (34)
Let ΨN,t be the solution of the Schro¨dinger equation (1) with initial data
ΨN,0 = U
∗
ϕ01
≤NT ∗N,0ξN (35)
and let U2,N (t; s) be the unitary dynamics on F defined in (29). Then, for all α <
min(β/2, (1 − β)/2), there exists a constant C > 0 such that∥∥UϕN,tΨN,t − T ∗N,t U2,N (t; 0) ξN∥∥2 ≤ CN−α exp(C exp(C|t|)) (36)
for all N sufficiently large and all t ∈ R.
Since the quadratic evolution U2,N (t; s) depends on N , it is natural to ask what
happens as N →∞. Proceeding similarly to [5], we observe that kN,t can be approxi-
mated, for large N , by the limiting kernel
kt(x; y) = (Qt ⊗Qt)
[−ω∞(x− y)ϕ2t ((x+ y)/2)] (37)
2The smallness of ℓ is used because it implies that the kernel kN,t introduced in (26) has a small
Hilbert-Schmidt norm; this in turn implies that conjugation with the Bogoliubov transformation TN,t
produces only small changes in the number of particles operator; see Proposition 8.
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where ϕt is the solution of the nonlinear Schro¨dinger equation (4), Qt = 1 − |ϕt〉〈ϕt|
is the projection onto the orthogonal complement of ϕt and where ω∞ is given by
ω∞(x) :=
 b08π
[
1
|x| − 32ℓ + |x|
2
2ℓ3
]
for |x| ≤ ℓ,
0 for |x| > ℓ
(38)
where b0 =
∫
V (x) dx. With kt, we can define a new Bogoliubov transformation
Tt = exp
[
1
2
∫
dxdy kt(x; y)axay − h.c.
]
(39)
Replacing coshkN,t , sinhkN,t , pkN,t and rkN,t by their counterparts coshkt , sinhkt , pkt and
rkt , replacing ϕN,t by ϕt, the convolution VN ∗(·) by b0δ∗(·), the eigenvalue NλN by its
first order approximation 3b0/(8πℓ
3), NωN by ω∞ and, finally, replacing fN = 1−ωN
by f∞ = 1 in the operators GV2,N,t,GλN2,N,t,GK2,N,t in (32) and (33), we can define limiting
operators GV2,t,Gλ2,t,GK2,t and we can use them to define the limiting generator
G2,t = (i∂tTt)T ∗t + GV2,t + GK2,t + Gλ2,t (40)
and the corresponding limiting fluctuation dynamics U2 by
i∂tU2(t; s) = G2,t U2(t; s) U2(s; s) = 1F (41)
We are now ready to state our second main result.
Theorem 2. Assume that Hypothesis A holds true. Let ξN ∈ F⊥ϕ0 with ‖ξN‖ = 1
and (34). Let ΨN,t be the solution of the Schro¨dinger equation (1) with initial data
(35) and let U2(t; 0) be the unitary dynamics on F defined in (41). Then, for all
α < min(β/2, (1 − β)/2), there exists a constant C > 0 such that∥∥UϕN,tΨN,t − e−i ∫ t0 dτ ηN (τ) T ∗N,t U2(t; 0) ξN∥∥2 ≤ CN−α exp(C exp(C|t|)) (42)
for all N sufficiently large and all t ∈ R.
Theorem 1 and Theorem 2 apply to the study of the time-evolution of initial data
of the form
ψN,0 = U
∗
ϕ01
≤NT ∗N,0ξN (43)
for a ξN ∈ F⊥ϕ0 satisfying the bound
〈ξN , [K +N ] ξN 〉 ≤ C (44)
uniformly in N . It is natural to ask under which assumptions on ψN,0 is it possible
to find ξN ∈ F⊥ϕ0 such that (43) and (44) hold true. The answer is given in our last
main theorem.
Theorem 3. Assume Hypothesis A holds true. Let ΨN,0 ∈ L2s(R3N ) with reduced
one-particle density matrix γN,0 such that
tr |γN,0 − |ϕ0〉〈ϕ0|| ≤ CN−1 (45)
and ∣∣∣∣ 1N 〈ΨN,0,HNΨN,0〉 −
[
‖∇ϕ0‖2 + 1
2
〈ϕ0, (VNfn ∗ |ϕ0|2)ϕ0〉
]∣∣∣∣ ≤ CN−1 (46)
Let ΨN,t be the solution of the Schro¨dinger equation (1) with initial data ψN,0 and let
U2(t; 0) be the unitary dynamics on F defined in (41). Then, for all α < min(β/2, (1−
β)/2), there exists a constant C > 0 such that∥∥TN,tUϕN,tΨN,t − e−i ∫ t0 dτ ηN (τ) U2(t; 0)TN,0 UϕN,0ΨN,0∥∥2
≤ CN−α exp(C exp(C|t|))
(47)
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for all N sufficiently large and all t ∈ R.
Remarks:
1) Recall that, although this is not reflected in our notation, the family of Bogoli-
ubov transformations TN,t and the quadratic evolutions U2,N (t; 0) in Theorem 1
and U2(t; 0) in Theorem 2 and in Theorem 3 depend on the choice of the length
scale ℓ > 0 in (21). This parameter is chosen small enough, but fixed.
2) The bounds (36), (42) and (47) give norm approximations of the full many-
body dynamics of initial data exhibiting BEC in terms of Fock space dynamics
U2,N (t; 0) or U2(t; 0) with quadratic generators, of the family of time-dependent
Bogoliubov transformation TN,t and of the solution ϕN,t of the modified Hartree
equation.
3) We assumed the bounds (45) and (46) to hold with best possible rates N−1,
corresponding to initial data with bounded (i.e. N -independent) number of
excitations and with bounded excitation energy. One could relax a bit this
requirement allowing for more excitations and for a larger excitation energy
but then, of course, the rate on the r.h.s. of (47) would deteriorate.
4) From the analysis of [11, Section 6], it is clear that one can also replace the
condition (45) by the weaker bound
1− 〈ϕ0, γN,0ϕ0〉 ≤ CN−1 (48)
if one additionally assumes that there exists a sufficiently regular external con-
fining potential Vext such that ϕ0 minimizes the energy functional
E(ϕ) =
∫ [|∇ϕ(x)|2 + Vext(x)|ϕ(x)|2] dx
+
1
2
∫
dxdyVN (x− y)fN (x− y)|ϕ(x)|2|ϕ(y)|2
(49)
with the constraint ‖ϕ‖ = 1 and if one replaces the condition (46) by the
similar bound ∣∣∣∣ 1N 〈ψN,0,HtrapN ψN,0〉 − E(ϕ0)
∣∣∣∣ ≤ CN−1
for the Hamilton operator with confining potentialHtrapN = HN+
∑N
j=1 Vext(xj).
The assumptions (48), (49) are expected to hold true if ψN,0 is the ground state
of the trapped Hamiltonian HtrapN . They describe experiments where particles
are initially trapped by external fields and they are cooled down at tempera-
tures so low that they essentially relax to the ground state.
5) The conditions (48)-(49), and hence (43)-(44), have been proved rigorously for
the ground states (more generally, low-lying eigenstates) of trapped systems
when either β = 0 (mean-field regime) [46, 24, 34, 15, 42, 44], or 0 < β < 1
and particles are trapped in a unit torus without an external potential [9, 10].
Acknowledgements. We gratefully acknowledge support from the Swiss National
Foundation of Science through the NCCR SwissMAP and the SNF Grant “Dynamical
and energetic properties of Bose-Einstein condensates” (B.S.) and from the Polish
National Science Center (NCN) grant No. 2016/21/D/ST1/02430 (M.N.).
2. Outline of the proof
In this section we explain the overall strategy of the proof. As in Theorem 1, we
denote by ΨN,t the solution of the N -particle Schro¨dinger equation (1) with the initial
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data ΨN,0 = U
∗
ϕN,0
1
≤NT ∗N,0ξN , where ξN ∈ F≤N⊥ϕ is such that
〈ξN , (N +K)ξN 〉 ≤ C
uniformly in N . Furthermore, we denote by ϕN,t the solution of the modified, N -
dependent, nonlinear Hartree equation (23), with initial data ϕ0 ∈ H4(R3).
2.1. Fluctuation evolution. First of all, we apply the map UϕN,t , defined in (15),
to ΨN,t. This allows us to remove the condensate described at time t by ϕN,t and to
focus on the orthogonal fluctuations. We set
ΦN,t = UϕN,tΨN,t, (50)
and we observe that ΦN,t ∈ F≤N⊥ϕN,t satisfies the equation
i∂tΦN,t = LN,tΦN,t, (51)
with the initial data ΦN,0 = 1
≤NT ∗N,0ξN and the generator
LN,t = (i∂tUϕN,t)U∗N,t + UϕN,tHNU∗ϕN,t . (52)
Using (16) and computing the first term on the r.h.s. of (52) as in [33], we obtain
LN,t = N + 1
2
〈
ϕN,t, [VN (1− 2fN ) ∗ |ϕN,t|2]ϕN,t
〉− µN (t)
+
1
2
〈
ϕN,t, [VN ∗ |ϕN,t|2]ϕN,t
〉 N (N + 1)
N
+
[√
N
[
a∗(QN,t[(VNωN ) ∗ |ϕN,t|2]ϕN,t)− a∗(QN,t[VN ∗ |ϕN,t|2]ϕN,t)N
N
]√N −N
N
+ h.c.
]
+ dΓ
(
−∆+ (VNfN ) ∗ |ϕN,t|2 +K1,N,t − µN,t
)
+ dΓ
(
QN,t(VNωN ∗ |ϕN,t|2)QN,t
)
− dΓ
(
QN,t(VN ∗ |ϕN,t|2)QN,t +K1,N,t
)N
N
+
[
1
2
∫
dxdyK2,N,t(x, y)a
∗
xa
∗
y
√
(N −N )(N −N − 1)
N
+ h.c.
]
+
[
1√
N
∫
dxdydx′dy′ (QN,t ⊗QN,tVNQN,t ⊗ 1)(x, y;x′, y′)ϕN,t(y′)a∗xa∗yax′
√
N −N
N
+ h.c.
]
+
1
2N
∫
dxdydx′dy′ (QN,t ⊗QN,tVNQN,t ⊗QN,t)(x, y;x′, y′)a∗xa∗yax′ay′
(53)
with
µN (t) :=
〈
ϕN,t, [(VNωN ) ∗ |ϕN,t|2]ϕN,t
〉
.
2.2. Modified fluctuation evolution. Next, we have to remove the singular corre-
lation structure from ΦN,t. Since ΨN,t = U
∗
ϕN,tΦN,t and since U
∗
ϕN,t just adds products
of solutions of the nonlinear equation (23), it is clear that all correlations developed
by ΨN,t must be contained in ΦN,t. As a consequence, at least for β > 1/2, the time
evolution of ΦN,t cannot be generated by a quadratic Hamiltonian, not even approx-
imately in the limit of large N . To remove correlations from ΦN,t we would like to
follow the idea of [5] and apply the Bogoliubov transformation TN,t defined in (25).
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Unfortunately, TN,t does not preserve the number of particles, and therefore it does
not leave the truncated Fock space F≤N⊥ϕN,t invariant. Since TN,t only creates few par-
ticles (the bound (27) implies that TN,tNT ∗N,t ≤ CN ), this should not be a serious
obstacle. To circumvent it, it seems natural to give up the restriction on the num-
ber of particles and consider ΦN,t as a vector in the untruncated Fock space F⊥ϕN,t .
The drawback of this approach is the fact that the generator LN,t computed in (53)
is defined only on sectors with at most N particles. So, we proceed as follows; first
we approximate ΦN,t by a new, modified, fluctuation vector Φ˜N,t, whose dynamics
is governed by a modified generator L˜N,t which, on the one hand, is close to LN,t
when acting on vectors with a small number of particles and, on the other hand, is
well-defined on the full untruncated Fock space F⊥ϕN,t . To define L˜N,t we proceed as
follows. Starting from the expression on the r.h.s. of (53), we replace first of all the
factor
√
(N −N )(N −N − 1) by N −N ; the error is small, since
|
√
(N − x)(N − x− 1)− (N − x)| ≤ 1
for all x ∈ N.
Secondly, we replace
√
N −N by √NGb(N/N) where
Gb(t) :=
b∑
n=0
(2n)!
(n!)24n(1− 2n) t
n. (54)
Indeed, the polynomial Gb(t) is the Taylor series for
√
1− t around t = 0; it satisfies
|√1− t−Gb(t)| ≤ Ctb+1, ∀t ∈ [0, 1]. (55)
for a constant C > 0 depending on b. Here b ∈ N is a large, fixed number, that will be
specified later.
Finally, we add a term of the form Cbe
Cb|t|N (N/N)2b with a sufficiently large con-
stant Cb that will also be specified later. Since the generators LN and L˜N will act on
states with small number of particles, we expect this term to have a negligible effect
on the dynamics (on the other hand, it allows us to better control the energy). With
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these changes, we obtain the modified generator
L˜N,t = N + 1
2
〈
ϕN,t, [VN (1− 2fN ) ∗ |ϕN,t|2]ϕN,t
〉− µN (t)
+
1
2
〈
ϕN,t, [VN ∗ |ϕN,t|2]ϕN,t
〉 N (N + 1)
N
+
[√
N
[
a∗(QN,t[(VNωN) ∗ |ϕN,t|2]ϕN,t)− a∗(QN,t[VN ∗ |ϕN,t|2]ϕN,t)N
N
]
Gb(N/N)
+ h.c.
]
+ dΓ
(
−∆+ (VNfN ) ∗ |ϕN,t|2 +K1,N,t − µN,t
)
+ dΓ
(
QN,t(VNωN ∗ |ϕN,t|2)QN,t
)
− dΓ
(
QN,t(VN ∗ |ϕN,t|2)QN,t +K1,N,t
)N
N
+
[
1
2
∫
dxdyK2,N,t(x, y)a
∗
xa
∗
y
N −N
N
+ h.c.
]
+
[
1√
N
∫
dxdydx′dy′ (QN,t ⊗QN,tVNQN,t ⊗ 1)(x, y;x′, y′)ϕN,t(y′)a∗xa∗yax′Gb(N/N)
+ h.c.
]
+
1
2N
∫
dxdydx′dy′ (QN,t ⊗QN,tVNQN,t ⊗QN,t)(x, y;x′, y′)a∗xa∗yax′ay′
+ Cbe
Cb|t|N (N/N)2b.
(56)
Using this modified generator, we define the modified fluctuation dynamics Φ˜N,t as the
solution of the Schro¨dinger equation
i∂tΦ˜N,t = L˜N,tΦ˜N,t, (57)
with the initial data Φ˜N,0 = T
∗
N,0ξN . Observe that Φ˜N,t ∈ F⊥ϕN,t . Indeed, arguing as
in [33, Lemma 9], we have
d
dt
‖a(ϕN,t)Φ˜N,t‖2 =i
〈
Φ˜N,t,
[L˜N,t, a∗(ϕN,t)a(ϕN,t)]Φ˜N,t〉
+ 2Im
〈
Φ˜N,t, a
∗(i∂tϕN,t)a(ϕN,t)Φ˜N,t
〉
= 0,
(58)
because, using that [a∗(ϕN,t)a(ϕN,t),N ] = 0, we find[L˜N,t, a∗(ϕN,t)a(ϕN,t)] = [dΓ(−∆+ (VNfN ) ∗ |ϕN,t|2), a∗(ϕN,t)a(ϕN,t)]
= a∗
(
[−∆+ (VNfN) ∗ |ϕN,t|2]ϕN,t
)
a(ϕN,t)− h.c.
= a∗(i∂tϕN,t)a(ϕN,t)− h.c.
Notice moreover that we find it more convenient to choose the initial data for the
modified dynamics slightly different from the initial data for the original fluctuation
dynamics (we do not include the cutoff to N ≤ N in the definition of Φ˜N,0). Never-
theless, it is possible to prove that the two dynamics remain close; this is the content
of the next lemma, which is the first step in the proof of Theorem 1.
Lemma 4. Assume Hypothesis A holds true. Let ΦN,t be as defined in (51) and Φ˜N,t
as in (57). Here, we assume that the parameters b ∈ N and Cb > 0 in (56) are large
enough, and that ξN ∈ F⊥ϕ0 is such that ‖ξN‖ ≤ 1 and
〈ξN ,
[HN +N +N (N/N)2b]ξN 〉 ≤ C (59)
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uniformly in N . Then, for all α < (1− β)/2, there exists a constant C > 0 such that
‖ΦN,t − Φ˜N,t‖2 ≤ CN−α exp(C exp(C|t|))
for all t ∈ R.
2.3. Bogoliubov transformation. Next, we apply the Bogoliubov transformation
(25) to the modified fluctuation evolution Φ˜N,t defined in (57). We set
ξN,t = TN,tΦ˜N,t (60)
Then ξN,t ∈ F⊥ϕN,t (with no restriction on the number of particles) and it solves the
Schro¨dinger equation
i∂tξN,t = GN,tξN,t, (61)
with the initial data ξN,0 = ξN and the generator
GN,t = (i∂tTN,t)T ∗N,t + TN,tL˜N,tT ∗N,t. (62)
As explained above, the application of the Bogoliubov transformation TN,t takes care
of correlations and makes it possible for us to approximate the evolution (61) with the
unitary evolution U2,N , having the quadratic generator (30). This is the content of the
next lemma.
Lemma 5. Assume Hypothesis A holds true. Let ξN,t be defined as in (60) and ξ2,N,t =
U2,N (t; 0)ξN with the unitary evolution U2,N defined in (29). Here, we assume that the
parameters b ∈ N and Cb > 0 in (56) are large enough, and that ξN ∈ F⊥ϕ0 is such
that ‖ξN‖ ≤ 1 and (59) holds true. Then there exists C > 0 such that
‖ξN,t − ξ2,N,t‖2 ≤ CN−α exp(C exp(C|t|)),
for all t ∈ R, with α = min(β/2, (1 − β)/2).
Theorem 1 is a consequence of Lemma 4 and Lemma 5, up to the remark that the
assumption on the sequence ξN ∈ F⊥ϕ0 appearing in Theorem 1 is weaker than the
assumption (59) appearing in both lemmas. So, to conclude the proof of Theorem 1,
we need an additional localization argument, which will be explained in Section 5.
To prove Theorem 2 we will then compare ξ2,N,t with ξ2,t = U2(t; 0)ξN , where U2
is the limiting evolution defined in (41), by controlling the difference between the two
generators.
Finally, Theorem 3 will follow from Theorem 2, by proving that, under the assump-
tions (45) and (46), it is possible to write ψN,0 = U
∗
ϕ01
≤N T ∗N,0ξN with a sequence
ξN ∈ F⊥ϕ0 satisfying the condition (34).
The rest of the paper is organized as follows. In Section 3 we show Lemma 5. In
Section 4, we prove Lemma 4 making use of some energy estimates. Finally, in Section
5, we conclude the proof of our three main theorems.
3. Analysis of Bogoliubov transformed dynamics
In this section, we prove Lemma 5. To this end, we need to study the properties of
the generator GN,t defined in (62).
Proposition 6. Assume that Hypothesis A holds true. Then, there exists a constant
C > 0 and, for every fixed b ∈ N, a constant Kb > 0 such that the generator GN,t in
(62) can be written as
GN,t = G2,N,t + VN + CbeCb|t|N (N/N)2b + EN,t (63)
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with the quadratic generator G2,N,t, defined as in (30), satisfying the estimates
±(G2,N,t − ηN (t)−K) ≤ CeC|t|(N + 1)
±[G2,N,t, iN ] ≤ CeC|t|(N + 1)
±∂t
(G2,N,t − ηN (t)) ≤ CeC|t|(N + 1)
(64)
and the error operator EN,t such that, with α = min(β/2, (1 − β)/2),
±EN,t ≤ δVN +N−β/2K +CeC|t|max(N−α, δ−1)(N + 1)
+Kbe
Ctmax(δ, δ−1)
(N + 1)2
N
+
[
Kbδ
−1eC|t| +
1
2
Cbe
Cb|t|
]
(N + 1)(N/N)2b,
±i[N , EN,t] ≤ δVN +N−β/2K +CeC|t|max(N−α, δ−1)(N + 1)
+Kbe
C|t|max(δ, δ−1)
(N + 1)2
N
+Kbe
C|t|(N + 1)(N/N)2b,
±∂tEN,t ≤ δVN +N−β/2K +CeCtmax(N−α, δ−1)(N + 1)
+Kbe
C|t|max(δ, δ−1)
(N + 1)2
N
+Kbe
C|t|(N + 1)(N/N)2b
(65)
for all δ > 0, for all t ∈ R\{0} and for all choices of the constant Cb in the definition
of GN,t (recall that b ∈ N and Cb enter GN,t through the definition of L˜N,t in (56)).
As a simple corollary of Proposition 6, we can show that the expectation of the
energy and the expectation and certain moments of the number of particles operator
are approximately preserved along the evolution generated by GN,t; this bound will
play an important role in the rest of our analysis (in particular, in the proof of Lemma
11 below).
Corollary 7. Assume Hypothesis A holds true. Let ξN ∈ F⊥ϕ0 with ‖ξN‖ ≤ 1 and
such that 〈
ξN ,
[
HN +N +N (N/N)2b
]
ξN
〉 ≤ C (66)
uniformly in N (where b ∈ N is the parameter entering the definition of GN,t through
(56)). Let ξN,t be the solution of (61) and ξ2,N,t = U2,N (t; 0)ξN with the quadratic
dynamics U2,N defined in (29). Then, for every b ∈ N and for sufficiently large Cb > 0,
there exists a constant C > 0 such that〈
ξ2,N,t,
[
HN +N +N (N/N)2b
]
ξ2,N,t
〉 ≤ C exp(C exp(C|t|))
〈ξN,t,
[
HN +N +N (N/N)2b
]
ξN,t〉 ≤ C exp(C exp(C|t|))
for all t ∈ R.
Proof. From (64) and (65) with δ = 1/2 we find that, if Cb > 0 is large enough,
GN,t ≥ ηN (t) + 1
2
HN − CeC|t|(N + 1) + 1
4
Cbe
Cb|t|N (N/N)2b
GN,t ≤ ηN (t) + 2HN + CeC|t|(N + 1) + 2CbeCb|t|N (N/N)2b
(67)
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and also
i[GN,t,N ] ≤ CeC|t|(N + 1) +HN +KbeC|t|N (N/N)2b
≤ CeC|t|(GN,t − ηN (t)) + CeC|t|(N + 1)
∂t(GN,t − ηN (t)) ≤ CeC|t|(N + 1) +HN +KbeC|t|N (N/N)2b
≤ CeC|t|(GN,t − ηN (t)) + CeC|t|(N + 1)
(68)
We have, for any t > 0,
∂t〈ξN,t, (GN,t − ηN (t) + CeCtN )ξN,t〉
= CeCt〈ξN,t, i[GN,t,N ]ξN,t〉+
〈
ξN,t,
(
∂t (GN,t − ηN (t)) + C2eCtN
)
ξN,t
〉
.
Thus, from (68),
∂t〈ξN,t,(GN,t − ηN (t) + CeCtN )ξN,t〉
≤ C˜ exp(C˜t)〈ξN,t, (GN,t − ηN (t) + CeCt(N + 1))ξN,t〉
for a sufficiently large constant C˜ > 0. Gro¨nwall’s lemma yields
〈ξN,t, (GN,t − ηN (t) + CeCtN )ξN,t〉
≤ C˜ exp(C˜ exp(C˜t))〈ξN , (GN,0 − ηN (t) + C(N + 1))ξN 〉.
From (67), we conclude that, for a sufficiently large constant C > 0,
〈ξN,t,(HN +N +N (N/N)2b)ξN,t〉
≤ C exp(C exp(Ct))〈ξN , (HN +N + 1 +N (N/N)2b)ξN 〉.
The case t < 0 can be treated analogously. To obtain the estimates for ξ2,N,t we follow
exactly the same strategy, with generator GN,t replaced by G2,N,t. 
An important ingredient in the proof of Proposition 6 is the following result, whose
proof can be found, for example, in [11]; it controls the growth of moments of the
number of particles operator under the action of the Bogoliubov transformation TN,t.
Proposition 8. Assume Hypothesis A holds true and let TN,t denote the Bogoliubov
transformation defined in (25). Then, for every fixed k ∈ N and δ > 0, there exists
C > 0 such that
± (TN,tN kT ∗N,t −N k) ≤ δN k + C. (69)
Remark that (69) requires smallness of the parameter ℓ > 0 in (21) (an assumption
that is included in Hypothesis A). With no assumption on the size of ℓ > 0, (69)
remains true, but only for δ > 0 large enough.
To show Proposition 6, we are going to consider first a simplified version of the
generator GN,t, given by
GcN,t = (i∂tTN,t)T ∗N,t + TN,tLcN,tT ∗N,t. (70)
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with LcN,t given by
LcN,t =
N + 1
2
〈
ϕN,t, [VN (1− 2fN ) ∗ |ϕN,t|2]ϕN,t
〉− µN (t)
+
[√
Na∗(QN,t[VNωN ∗ |ϕN,t|2]ϕN,t) + h.c.
]
+ dΓ
(
−∆+ (VNfN ) ∗ |ϕN,t|2 +K1,N,t − µN,t
)
+
[1
2
∫
dxdyK2,N,t(x, y)a
∗
xa
∗
y + h.c.
]
+
[
1√
N
∫
dxdydx′dy′ (QN,t ⊗QN,tVNQN,t ⊗ 1)(x, y;x′, y′)ϕN,t(y′)a∗xa∗yax′
+ h.c.
]
+
1
2N
∫
dxdydx′dy′ (QN,t ⊗QN,tVNQN,t ⊗QN,t)(x, y;x′, y′)a∗xa∗yax′ay′ .
(71)
The reason for considering first the generator GcN,t is the fact that this is essentially
the operator generating the fluctuation dynamics studied in [5] for approximately co-
herent initial data. The only difference is the fact that, here, we always project onto
the orthogonal complement of ϕN,t. The presence of the projection Qt, however, does
not substantially affect the analysis of [5]. With only small and local modifications of
the proof of [5, Theorem 3.1], we obtain the following proposition.
Proposition 9. Assume Hypothesis A holds true. Let GcN,t be as defined in (70).
Then, we have
GcN,t = G2,N,t + VN + EcN,t (72)
where the quadratic generator G2,N,t is defined in (30) and satisfies the estimates (64)
and where there exists a constant C > 0 such that the error operator EcN,t satisfies
±EcN,t ≤ δVN +N−β/2K+ CeC|t|max(N−α, δ−1)(N + 1)
+ CeC|t|max(δ, δ−1)(N + 1)2/N,
±i[N , EcN,t] ≤ δVN +N−β/2K+ CeC|t|max(N−α, δ−1)(N + 1)
+ CeC|t|max(δ, δ−1)(N + 1)2/N,
±∂tEcN,t ≤ δVN +N−β/2K+ CeC|t|max(N−α, δ−1)(N + 1)
+ CeC|t|max(δ, δ−1)(N + 1)2/N
(73)
for all δ > 0 and t ∈ R.
Observe that, in [5, Theorem 3.1], the operators K2 and N 2 (the square of the
kinetic energy and of the number of particles operators) are also used to control the
error operator EcN,t (see, in particular, [5, Eq. (3.3)]). In (73), these operators do not
appear; instead, we make use of the potential energy VN (which will be later bounded,
on sectors with small number of particles, by the kinetic energy operator; see (79)).
Using Proposition 9, we can proceed with the proof of Proposition 6, where we only
have to control the contributions to GN,t arising from the difference L˜N,t −LcN,t.
Proof of Proposition 6. From the definitions (62) and (70) we have
EN,t = TN,t
(
L˜N,t −LcN,t
)
T ∗N,t − CbeCb|t|N (N/N)2b + EcN,t (74)
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We already know from Proposition 9 that EcN,t satisfies the desired bounds. So, we
focus on the first two terms on the r.h.s. of (74). Comparing (56) with (71), we
conclude that
TN,t
(
L˜N,t − LcN,t
)
T ∗N,t − CbeCb|t|N (N/N)2b =
7∑
j=1
Bj
with
B1 =
1
2
〈
ϕN,t, [VN ∗ |ϕN,t|2]ϕN,t
〉
TN,t
N (N + 1)
N
T ∗N,t
B2 = TN,t(L(1)N,t + L(3)N,t) (Gb(N/N)− 1)T ∗N,t + h.c.
B3 = − TN,ta∗(QN,t[VN ∗ |ϕN,t|2]ϕN,t) N√
N
Gb(N/N)T ∗N,t + h.c.
B4 = TN,tdΓ
(
QN,t(VNωN ∗ |ϕN,t|2)QN,t
)
T ∗N,t
B5 = − TN,tdΓ
(
QN,t(VN ∗ |ϕN,t|2)QN,t +K1,N,t
)N
N
T ∗N,t
B6 = − 1
2
TN,t
∫
dxdy K2,N,t(x, y)a
∗
xa
∗
y
N
N
T ∗N,t + h.c.
B7 = Cbe
Cb|t|
(
TN,tN (N/N)2bT ∗N,t −N (N/N)2b
)
where we introduced the notation
L(1)N,t =
√
Na∗(QN,t[VNωN ∗ |ϕN,t|2]ϕN,t) + h.c.
L(3)N,t =
1√
N
∫
dxdydx′dy′ (QN,t ⊗QN,tVNQN,t ⊗ 1)(x, y;x′, y′)ϕN,t(y′)a∗xa∗yax′ + h.c.
Next, we control the operators B1, . . . , B7, one after the other.
Bound for B1: From Proposition 8 and (24), we find immediately
0 ≤ B1 ≤ C(N + 1)2/N .
Bound for B2: To bound the expectation of B2, we write
B2 =
[
TN,tL(1)N,tT ∗N,t + TN,tL(3)N,t)T ∗N,t
]
TN,t (Gb(N/N)− 1)T ∗N,t (75)
The operator in the parenthesis can be computed as in [5, Section 3]. The most singular
contribution is the cubic term
1√
N
∫
dxdy VN (x− y)a∗xa∗yaxϕN,t(y)
Inserted in (75), it produces an operator, let us denote it by B˜2, whose expectation
can be bounded by
|〈ξ, B˜2ξ〉| =
∣∣∣ 1√
N
∫
dxdyVN (x− y)ϕN,t(y)〈ξ, a∗xa∗yaxTN,t (Gb(N/N) − 1)T ∗N,tξ〉
∣∣∣
≤ 1√
N
∫
dxdyVN (x− y)|ϕN,t(y)|‖axayξ‖‖axTN,t (Gb(N/N) − 1)T ∗N,tξ‖
≤ δ
2N
∫
dxdyVN (x− y)‖axayξ‖2
+ Cδ−1eC|t|
∫
dxdyVN (x− y)‖axTN,t (Gb(N/N) − 1)T ∗N,tξ‖2
≤ δ〈ξ,VN ξ〉+Kbδ−1eC|t|
〈
ξ, (N + 1)
[
((N + 1)/N)2 + ((N + 1)/N)2b
]
ξ
〉
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for any δ > 0 and for an appropriate constant Kb depending on the choice of b. Here
we used Proposition 8. Other terms contributing to B2 can be bounded in a similar
fashion. We conclude that
±B2 ≤ δVN +Kbδ−1eC|t|(N + 1)
[
((N + 1)/N)2 + ((N + 1)/N)2b
]
Bound for B3: Let us now deal with B3. Since ‖QN,t[VN ∗ |ϕN,t|2]ϕN,t‖ ≤ C exp(C|t|),
we obtain, with Cauchy-Schwarz,
±B3 ≤ KbδeC|t| (N + 1)
2
N
+Kbe
C|t|δ−1N +KbeC|t|δ−1(N + 1)(N/N)2b
for every δ > 0 and for an appropriate constant Kb > 0 depending on b ∈ N.
Bound for B4: From (22), we have
‖QN,t(VNωN ∗ |ϕN,t|2)QN,t‖∞ ≤ CNβ−1eC|t|
Hence, with Proposition 8, we find
±B4 ≤ CNβ−1 ≤ CNβ−1(N + 1)
Bound for B5: Similarly, since ‖K1,N,t‖ = ‖QN,tK˜1,N,tQN,t‖ ≤ ‖K˜1,N,t‖,
‖K˜1,N,t‖ = sup
‖f‖
L2
=1
∣∣∣∣∫ f(x)ϕN,t(x)VN (x− y)ϕN,t(y)f(y) dxdy∣∣∣∣
≤ sup
‖f‖
L2
=1
‖ϕN,t‖2L∞
∫ |f(x)|2 + |f(y)|2
2
VN (x− y) dxdy ≤ CeC|t|
and ‖QN,t(VN ∗ |ϕN,t|2)QN,t‖∞ ≤ C exp(C|t|), we obtain with Proposition 8 that
±B5 ≤ CeC|t| (N + 1)
2
N
.
Bound for B6: Proceeding as in [5, Prop. 3.5] we find
B6 = − 1
2N
∫
dxdy K2,N,t(x; y)〈shx, chy〉TN,tNT ∗N,t
+
1
2N
∫
dxdy VN (x− y)ϕN,t(x)ϕN,t(y)a∗xa∗yTN,tNT ∗N,t
+
1
N
E6,NT ∗N,tNTN,t + h.c.
(76)
where the operator E6,N is such that
E26,N ≤ CeC|t|(N + 1)2. (77)
Since ∣∣∣ ∫ dxdy K2,N,t(x; y)〈shx, chy〉∣∣∣ ≤ CeC|t| ,
the expectation of the first term on the r.h.s. of (76) is bounded, with Proposition 8,
by ∣∣∣ 1
2N
∫
dxdy K2,N,t(x; y)〈shx, chy〉 〈ξ, TN,tNT ∗N,tξ〉
∣∣∣ ≤ CN−1〈ξ, (N + 1)ξ〉
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The expectation of the second term on the r.h.s. of (76) can be controlled by∣∣∣ 1
2N
∫
dxdy VN (x− y)ϕN,t(x)ϕN,t(y) 〈ξ, a∗xa∗yTN,tNT ∗N,tξ〉
∣∣∣
≤ 1
2N
∫
dxdy VN (x− y)|ϕN,t(x)| |ϕN,t(y)|‖axayξ‖ ‖TN,tNT ∗N,tξ‖
≤ 1
2N
∫
dxdy VN (x− y)
[
δ‖axayξ‖2 + δ−1|ϕN,t(x)|2 |ϕN,t(y)|2‖NT ∗N,tξ‖
]
≤ δ〈ξ,VN ξ〉+ Cδ−1N−1eC|t|〈ξ, (N + 1)2ξ〉
where we used once again Proposition 8. As for the last term on the r.h.s. of (76), it
can be estimated using (77) and Proposition 8. We conclude that
±B6 ≤ δVN + Cδ−1eC|t| (N + 1)
2
N
for any δ > 0.
Bound for B7: with Proposition 8 we find
±B7 ≤ 1
2
Cbe
Cb|t|(N + 1)((N + 1)/N))2b
if ℓ > 0 in (21) is chosen sufficiently small.
Combining all these bounds with the bounds (73) for the error term EcN,t, we obtain
the first estimate in (65) for the error term EN,t.
The bound for the commutator i[N , EN,t] follows from the observation that the com-
mutator with N of every monomial A in creation and annihilation operators appearing
in EN,t is given by λA, where λ ∈ {0,±1,±2,±3}. Hence, [iN , EN,t] can be bounded
exactly like we did for EN,t.
Similarly, the bound for the time-derivative ∂tEN,t is established by noticing that the
time derivative of every monomial A contributing to EN,t is the sum of finitely many
terms having again the same form of A, just with one factor ϕN,t replaced by the time
derivative ∂tϕN,t (the generator GN,t only depends on time through the solution ϕN,t
of the nonlinear Hartree equation (23)). Therefore, to bound ∂tEN,t we proceed exactly
as we did for EN,t, with the only difference that, sometimes, we have to use the bound
for ∂tϕN,t in (24) rather than the corresponding bound for ϕN,t. 
With Proposition 6, we are now ready to prove Lemma 5.
Proof of Lemma 5. Let α = min(β, 1 − β)/2 and M = Nα. We have
‖ξ˜N,t − ξ2,N,t‖2 = 2 [1−Re 〈ξN,t, ξ2,N,t〉]
and we decompose, with M/2 ≤ m ≤M ,
〈ξN,t, ξ2,N,t〉 = 〈ξN,t,1≤mξ2,N,t〉+ 〈ξN,t,1>mξ2,N,t〉
=
2
M
M∑
m=M/2+1
[〈ξN,t,1≤mξ2,N,t〉+ 〈ξN,t,1>mξ2,N,t〉] .
where we used the notation 1≤m = 1(N ≤ m) and 1>m = 1− 1≤m.
Many-particle sectors. From Cauchy-Schwarz and the bounds in Corollary 7, we find
|〈ξN,t,1>mξ2,N,t〉| ≤ ‖1>mξN,t‖.‖1>mξ2,N,t‖
≤ 〈ξN,t, (N/m)ξN,t〉1/2〈ξ2,N,t, (N/m)ξ2,N,t〉1/2
≤ CM−1 exp(C exp(C|t|)).
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for a constant C > 0 depending on b. Averaging over m ∈ [M/2 + 1,M ], we conclude
that ∣∣∣ 2
M
M∑
m=M/2+1
〈ξN,t,1>mξ2,N,t〉
∣∣∣ ≤ CN−α exp(C exp(C|t|)). (78)
Few-particle sectors. From the Schro¨dinger equations for ξN,t and ξ2,N,t, we find
Re
d
dt
〈ξN,t,1≤mξ2,N,t〉 = Im
〈
ξN,t,
[
(GN,t − G2,N,t)1≤m + [G2,N,t,1≤m]
]
ξ2,N,t
〉
.
Using Proposition 6, in particular (65) with δ = Nα, we obtain
±(GN,t − G2,N,t)
≤
[
NαVN +Nα(N + 1)2/N + (N + 1)(N/N)2b +N−α(K +N + 1)
]
C exp(Ct)
for a constant C > 0 depending on b. We choose b ∈ N large enough so that 2b(α−1) <
−α (i.e. b > α/(2(1 − α))). Then, using the simple operator estimate
0 ≤ VN ≤ CNβ−1KN (79)
which follows by quantization of the two-body estimate VN (x−y) ≤ CNβ(−∆x−∆y),
projecting to the sector with N ≤ m+2 (wherem ≤ Nα), and using also the inequality
2α− 1 < −α (since, by definition, α < 1/4) we find
±1≤m+2(GN,t − G2,N,t)1≤m+2 ≤ CN−α(K +N + 1) exp(C|t|). (80)
Since GN,t − G2,N,t contains terms with at most two creation operators, we have the
obvious identity
(GN,t − G2,N,t)1≤m = 1≤m+2(GN,t − G2,N,t)1≤m+21≤m.
From (80) we find, by Cauchy-Schwarz,
|〈ξN,t, (GN,t − G2,N,t)1≤mξ2,N,t〉|
= |〈ξN,t,1≤m+2(GN,t − G2,N,t)1≤m+21≤mξ2,N,t〉|
≤ CN−α exp(C|t|)〈ξN,t, (K +N + 1)ξN,t〉1/2〈1≤mξ2,N,t, (K +N + 1)ξ2,N,t〉1/2.
(81)
Inserting the energy estimates in Corollary 7, we find that
|〈ξN,t, (GN,t − G2,N,t)1≤mξ2,N,t〉| ≤ CN−α exp(exp(C|t|)).
In (81), we used the fact that, if D is a self-adjoint and F a non-negative operator on
a Hilbert space h with ±D ≤ F then, for every φ,ψ ∈ h, we have (using the fact that
D + F ≥ 0)
|〈φ,Dψ〉| ≤ |〈φ, (D + F )ψ〉| + |〈φ, Fψ〉|
≤ κ〈φ, (D + F )φ〉 + κ−1〈ψ, (D + F )ψ〉+ κ〈φ, Fφ〉 + κ−1〈ψ,Fψ〉
≤ 3κ〈φ, Fφ〉 + 3κ−1〈ψ,Fψ〉
for every κ > 0. With κ = 〈ψ,Fψ〉1/2〈φ, Fφ〉−1/2, we find
|〈φ,Dψ〉| ≤ 6〈φ, Fφ〉1/2〈ψ,Fψ〉1/2
Next, we turn to the commutator [G2,N,t,1≤m]. We observe that
[G2,N,t,1≤m] = 1>mG2,N,t1≤m − 1≤mG2,N,t1>m. (82)
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Consider the first term on the r.h.s. of (82). Only terms in G2,N,t with two creation
operators give a non-vanishing contribution; hence,
〈ξ1,1>mG2,N,t1≤mξ2〉
=
〈
ξ1, [χ(N = m+ 2)G2,N,tχ(N = m) + χ(N = m+ 1)G2,N,tχ(N = m)] ξ2
〉
Estimating terms in G2,N,t with two creation operators similarly as in Proposition 9,
we obtain ∣∣∣ 2
M
M∑
m=M/2+1
〈ξN,t, i[G2,N,t,1≤m]ξ2,N,t〉
∣∣∣
≤ CM−1 exp(C|t|)〈ξN,t, (N + 1)ξN,t〉1/2〈ξ2,N,t, (N + 1)ξ2,N,t〉1/2
≤ CN−α exp(C exp(C|t|)).
where we used Corollary 7 and the choice M = Nα. In summary, we have proved that
∣∣∣ 2
M
M∑
m=M/2+1
d
dt
〈ξN,t,1≤mξ2,N,t〉
∣∣∣ ≤ CN−α exp(C exp(C|t|)).
Consequently,
Re
2
M
M∑
m=M/2+1
〈ξN,t,1≤mξ2,N,t〉
≥ Re 2
M
M∑
m=M/2+1
〈ξN,0,1≤mξ2,N,0〉 − CN−α exp(C exp(C|t|)).
With the assumption (59) on the initial datum ξN,0 = ξ2,N,0 = ξN , we find
〈ξN,0,1≤mξ2,N,0〉 = ‖1≤mξN‖2 = 1− ‖1>mξN‖2
≥ 1− 〈ξN , (N/m)ξN 〉 ≥ 1− CM−1 = 1− CN−α.
Thus
Re
2
M
M∑
m=M/2+1
〈ξN,t,1≤mξ2,N,t〉 ≥ 1− CN−α exp(C exp(C|t|)).
Combining the latter bound with (78), we arrive at
Re 〈ξN,t, ξ2,N,t〉 ≥ 1− CN−α exp(C exp(C|t|)).
We conclude that
‖ξN,t − ξ2,N,t‖2 ≤ 2(1− Re 〈ξN,t, ξ2,N,t〉) ≤ CN−α exp(C exp(C|t|)).

The localization argument used in the above proof is similar to that in [38, 39]. The
main idea is to employ the operator inequality (79) in the sector of few particles. This
argument will be used again below.
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4. Approximation of fluctuation dynamics
In this section, we show Lemma 4. To this end, we will make use of the following
energy estimates.
Lemma 10. Assume Hypothesis A holds true. Let ξN ∈ F⊥ with ‖ξN‖ ≤ 1 and
〈ξN , (HN +N +N 2/N)ξN 〉 ≤ C, (83)
uniformly in N . Let ΦN,t be as defined in (51). Then there exists a constant C > 0
such that
〈ΦN,t, (HN +N )ΦN,t〉 ≤ CNβ exp(C exp(C|t|)) (84)
for all t ∈ R.
Proof. We recall that ΦN,t solves the Schro¨dinger equation (51) with the generator
(52) that can be decomposed into
LN,t = CN,t +HN,t +RN,t
with the constant part
CN,t =
N + 1
2
〈
ϕN,t, [VN (1− 2fN ) ∗ |ϕN,t|2]ϕN,t
〉− µN,t, (85)
the projected Hamilton operator
HN,t = dΓ(−∆)
+
1
2N
∫
dxdydx′dy′ [(QN,t ⊗QN,t)VN (QN,t ⊗QN,t)] (x, y;x′, y′)a∗xa∗yax′ay′
and the rest
RN,t =
7∑
i=1
RiN,t
where
R1N,t =
1
2
〈
ϕN,t, [VN ∗ |ϕN,t|2]ϕN,t
〉 N (N + 1)
N
R2N,t =
[
a∗(QN,t[(VNωN ) ∗ |ϕN,t|2]ϕN,t)− a∗(QN,t[VN ∗ |ϕN,t|2]ϕN,t)N
N
]√
N −N
+ h.c.
R3N,t = dΓ
(
(VNfN ) ∗ |ϕN,t|2 +K1,N,t − µN,t
)
+ dΓ
(
QN,t(VNωN ∗ |ϕN,t|2)QN,t
)
R4N,t = −dΓ
(
QN,t(VN ∗ |ϕN,t|2)QN,t +K1,N,t
)N
N
R5N,t =
1
2
∫
dxdyK2,N,t(x, y)a
∗
xa
∗
y + h.c.
R6N,t =
1
2
∫
dxdyK2,N,t(x, y)a
∗
xa
∗
y
(√
(N −N )(N −N − 1)
N
− 1
)
+ h.c.
R7N,t =
1√
N
∫
dxdy dx′ dy′ (QN,t ⊗QN,tVNQN,t ⊗ 1)(x, y;x′, y′)
× a∗xa∗yax′ϕN,t(y′)
√
N −N
N
+ h.c.
(86)
The proof of Lemma 10 is divided into three steps. In the first step, we bound the rest
operator RN,t, its commutator with N and its time derivative, through the number of
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particles operator N and the Hamiltonian HN . In the second step we use these bounds
and, with Gro¨nwall’s Lemma, we control the expectation on the r.h.s. of (84) in terms
of its initial value at time t = 0. Finally, in the third step, we control the expectation
of HN and N in the initial state ΦN,0 = TN,0ξN through the expectation of the same
operators in the state ξN , making use of the assumption (83).
Step 1. We claim that, for all δ > 0 there exists C > 0 with
±RN,t ≤ δVN + CeC|t|(N +Nβ)
±i[RN,t,N ] ≤ δVN + CεeCt(N +Nβ)
±∂tRN,t ≤ δVN + CεeCt(N +Nβ).
(87)
as operator inequality on F≤N⊥ϕN,t . We will focus on the proof of the bound forRN,t. The
other two estimates in (87) can be shown similarly, since the commutator i[RN,t,N ]
and the derivative ∂tRN,t contain the same terms appearing in RN,t, multiplied by a
constant in {0,±1,±2} in the first case and with a factor ϕN,t replaced by its derivative
∂tϕN,t in the second case. We follow here [38, Theorem 3], where more details can be
found.
Step 1.1: Since 〈
ϕN,t, [VN ∗ |ϕN,t|2]ϕN,t
〉 ≤ ‖VN‖L1‖ϕN,t‖4L4 ≤ C
and N/N ≤ 1 on the truncated Fock space F≤N⊥ϕN,t , we have
0 ≤ R1N,t ≤ CN .
Step 1.2: We divide R2N,t = R2,1N,t +R2,2N,t with
R2,1N,t =
[
a∗(QN,t[(VNωN ) ∗ |ϕN,t|2]ϕN,t)
]√
N −N + h.c.,
R2,2N,t =
√
N
[
a∗(QN,t[VN ∗ |ϕN,t|2]ϕN,t)N
N
]√N −N
N
+ h.c.
(88)
Using the Cauchy–Schwarz inequality, we find, for arbitrary ξ ∈ F≤N⊥ϕN,t ,∣∣∣〈ξ,R2,1N,tξ〉∣∣∣ ≤ √N∥∥∥QN,t[(VNωN ) ∗ |ϕN,t|2]ϕN,t∥∥∥
2
‖N 1/2ξ‖‖ξ‖
Since, with (22),∥∥∥QN,t[(VNωN ) ∗ |ϕN,t|2]ϕN,t∥∥∥
L2
≤
∥∥∥[(VNωN ) ∗ |ϕN,t|2]ϕN,t∥∥∥
L2
≤ CNβ−1eC|t|
we conclude that
±R2,1N,t ≤ CeC|t|
(
N2β−1 +N
)
≤ CeC|t|(Nβ +N ).
As for the second term in (88), using∥∥∥[VN ∗ |ϕN,t|2]ϕN,t∥∥∥
L2
≤ C ,
the Cauchy–Schwarz inequality and the fact that, on F≤N⊥ϕN,t , N/N ≤ 1, we find hat
±R2,2N,t ≤ CeC|t|N .
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Step 1.3: Recall that for an operator B on L2(R3) we have ±dΓ(B) ≤ ‖B‖N . Since
‖(VNfN ) ∗ |ϕN,t|2‖L∞ ≤ ‖ϕN,t‖2L∞‖VNfN‖L1 ≤ CeCt
|µN,t| =
∣∣ 〈ϕN,t, [(VNωN ) ∗ |ϕN,t|2]ϕN,t〉 ∣∣
≤ CNβ−1eC|t|
‖QN,t(VNωN ) ∗ |ϕN,t|2QN,t‖ ≤ ‖(VNωN ) ∗ |ϕN,t|2‖L∞
≤ CNβ−1eC|t|
and
‖K1,N,t‖ = ‖QN,tK˜1,N,tQN,t‖ ≤ ‖K˜1,N,t‖
= sup
‖f‖
L2
=1
∣∣∣∣∫ f(x)ϕN,t(x)VN (x− y)ϕN,t(y)f(y) dxdy∣∣∣∣
≤ ‖ϕN,t‖
2
L∞
2
sup
‖f‖
L2
=1
∫
(|f(x)|2 + |f(y)|2)VN (x− y)dxdy ≤ CeC|t|
(89)
we conclude that
±R3N,t ≤ CeC|t|N .
Step 1.4: Proceeding similarly to Step 3 and using the fact that dΓ(B) commutes with
N , we find
±R4N,t ≤ CeC|t|N .
Step 1.5: To bound the term R5N,t we observe that, for any δ > 0,
δdΓ(1−∆)±
[1
2
∫
dxdyK2,N,t(x, y)a
∗
xa
∗
y + h.c.
]
≥ − 1
2δ
∥∥∥(1−∆)−1/2K∗2,N,t∥∥∥2
HS
≥ − 1
2δ
∥∥∥(1−∆)−1/2K˜∗2,N,t∥∥∥2
HS
from [40, Lemma 9]. Since K˜2,N,t(x; y) = VN (x− y)ϕN,t(x)ϕN,t(y), we find∥∥∥(1−∆)−1/2K˜∗2,N,t∥∥∥2
HS
= tr K˜2,N,t(1−∆)−1K˜∗2,N,t
= C
∫
dxdydz VN (x− y) e
−|y−z|
|y − z| VN (z − x) |ϕN,t(x)|
2ϕN,t(y)ϕN,t(z)
≤ ‖ϕN,t‖2∞‖ϕN,t‖22
∫
VN (z)
[
VN ∗ 1|.|
]
(z)dz
≤ CeC|t|
∫ |V̂N (p)|2
p2
dp = CeC|t|
∫ |V̂ (p/Nβ)|2
p2
dp ≤ CNβeC|t|
∫ |V̂ (p)|2
p2
dp
≤ CNβeC|t|
We obtain that, for any δ > 0,
±R5N,t = ±
[1
2
∫
dxdyK2,N,t(x, y)a
∗
xa
∗
y + h.c.
]
≤ δdΓ(1 −∆) + Cδ−1NβeC|t|
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Step 1.6: To bound R6N,t, we observe that, by Cauchy-Schwarz, we have
|〈ξ,R6N,tξ〉| ≤ C
∫
dxdy VN (x− y)|ϕN,t(x)||ϕN,t(y)|‖axayξ‖
×
∥∥∥∥∥
(√
N −N )(N −N − 1)
N
− 1
)
ξ
∥∥∥∥∥
≤ C√
N
∫
dxdy VN (x− y)|ϕN,t(x)||ϕN,t(y)|‖axayξ‖ ‖(N + 1)1/2ξ‖
≤ δ〈ξ,VN ξ〉+ Cδ−1‖(N + 1)1/2ξ‖2
which implies that
±R6N,t ≤ δVN +Cδ−1(N + 1)
Step 1.7: For ξ ∈ F≤N⊥ϕN,t , we have, using Cauchy-Schwarz inequality,∣∣∣〈ξ,R7N,tξ〉∣∣∣ ≤ 1√
N
∫
VN (x− y)|ϕN,t(y)| ‖axayξ‖
∥∥∥∥∥ax
√
N −N
N
ξ
∥∥∥∥∥ dxdy
≤ δ〈ξ,VN ξ〉+ C‖ϕN,t‖2∞〈ξ,N ξ〉
and therefore
±R7N,t ≤ δVN + Cδ−1eC|t|N
Combining the results of Step 1.1 - Step 1.7, we obtain (87).
Step 2. There exists a constant C > 0 such that
〈ΦN,t, (HN +N )ΦN,t〉 ≤ C exp(C exp(C|t|))〈ΦN,0, (HN +N +Nβ)ΦN,0〉 (90)
for all t ∈ R.
We focus on t > 0 (the case t < 0 can be handled similarly). We have
∂t
〈
ΦN,t,
(LN,t − CN,t + CeCt(N +Nβ))ΦN,t〉
= CeCt〈ΦN,t, i[RN,t,N ]ΦN,t〉+ 〈ΦN,t, (∂tRN,t + C2eCt(N +Nβ))ΦN,t〉.
The second and third bound in (87) imply that there exists a constant C˜ such that
∂t〈ΦN,t,(LN,t − CN,t + CeCt(N +Nβ))ΦN,t〉
≤ C˜eC˜t〈ΦN,t, (LN,t − CN,t + CeCt(N +Nβ))ΦN,t〉.
Gro¨nwall’s Lemma gives
〈ΦN,t, (LN,t − CN,t + CeCt(N +Nβ))ΦN,t〉
≤ C˜ exp(C˜ exp(C˜t))〈ΦN,0, (LN,0 − CN,0 +N +Nβ)ΦN,0〉
The first inequality in (87) implies (90).
Step 3. To finish the proof we need to show that, with the assumption
〈ξN , (HN +N +N 2/N)ξN 〉 ≤ C , (91)
we have
〈ΦN,0, (HN +N )ΦN,0〉 ≤ CNβ. (92)
To reach this goal, we observe, first of all, that
〈ΦN,0, (HN +N )ΦN,0〉 = 〈1≤NT ∗N,0ξN , (HN +N )1≤NT ∗N,0ξN 〉
≤ 〈ξN , TN,0HNT ∗N,0ξN 〉+ C
(93)
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by Proposition 8 and (91). To bound the remaining expectation on the r.h.s. of (93),
we compute (see [5, Section 3, in particular Prop. 3.3 and Prop. 3.11])
TN,0HNT ∗N,0
= HN + ‖∇2sinhkN,0‖2 +N
∫
dxdy
[
∆ωN(x− y)ϕ20((x+ y)/2) a∗xa∗y + h.c.
]
+
1
2N
∫
dxdy VN (x− y)|〈shx − ϕ0(x)shkN,0(ϕ0), chy − ϕ0(y)chkN,0(ϕ0)〉|2
+
1
2
∫
dxdy VN (x− y)
[− ωN (x− y)ϕ20((x+ y)/2)a∗xa∗y + h.c.]+ δN .
(94)
where we used the notation shx to indicate the function shx(z) = sinhkN,0(x; z) and
similarly for chx (in this case, a distribution) and where the operator δN is such that
±δN ≤ HN + C(N +N 2/N + 1)
(in fact, the constant in front of HN could be chosen arbitrarily small, but we are not
going to use this fact here). With (27), we find
‖∇2sinhkN,0‖2 ≤ CNβ
Furthermore, integrating by parts, using (22), the assumption ϕ0 ∈ H4(R3) and (91),
we obtain∣∣∣N ∫ dxdy ∆ωN (x− y)ϕ20((x+ y)/2)〈ξN , a∗xa∗yξN 〉∣∣∣
≤
∫
dx ‖axξN‖ ‖a∗(N∇ωN (x− ·)∇xϕ20((x+ ·)/2))ξN‖
+
∫
dx ‖∇xaxξN‖ ‖a∗(N∇ωN (x− ·)ϕ20((x+ ·)/2))ξN ‖
≤ ‖(N + 1)1/2ξN‖
∫
dx ‖axξN‖‖N∇ωN (x− ·)∇xϕ20((x+ ·)/2))‖2
+ ‖(N + 1)1/2ξN‖
∫
dx ‖∇xax‖‖N∇ωN (x− ·)ϕ20((x+ ·)/2))‖2
≤ CNβ‖(N +K + 1)1/2ξN‖2 ≤ CNβ.
Let us now consider the fourth term on the r.h.s. of (94). The most singular
contribution is bounded by
1
2N
∫
dxdy VN (x− y)|〈shx, chy〉|2
≤ 1
2N
∫
dxdy VN (x− y)|shkN,0(x; y)|2
+
1
2N
∫
dxdy VN (x− y)
∣∣∣ ∫ dz shkN,0(x; z)p(y; z)∣∣∣2
≤ Nβ−1(‖∇1shkN,0‖2 + ‖∇2shkN,0‖2)+ 12N
∫
dxdy VN (x− y)‖shx‖2‖py‖2
≤ CN2β−1
where we used Cauchy-Schwarz and the operator inequality
VN (x− y) ≤ CNβ(−∆x −∆y) .
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Finally, let us consider the fifth term on the r.h.s. of (94). Using Cauchy-Schwarz,
(22) and (24), we find∣∣∣∣∫ dxdy VN (x− y)ωN (x− y)ϕ20((x+ y)/2)〈ξ, a∗xa∗yξ〉∣∣∣∣
≤ C〈ξ,VNξ〉+ C
∫
dxdy VN (x− y)N |ωN (x− y)|2 |ϕ0((x+ y)/2)|4
≤ Cδ〈ξ,VN ξ〉+ CN2β−1
From (94), we conclude with (91) that
〈ξ, TN,0HNT ∗N,0ξ〉 ≤ CNβ
Together with (93), this implies (92). 
A bound similar to the one in Lemma 10 also holds for the modified evolution Φ˜N,t
introduced in (57).
Lemma 11. Assume Hypothesis A holds true. Let ξN ∈ F⊥ϕ0 with ‖ξN‖ ≤ 1 and
〈ξN , (HN +N +N (N/N)2b)ξN 〉 ≤ C,
uniformly in N . Let Φ˜N,t be as defined in (57). We assume here that the parameter
Cb > 0 in (56) is large enough. Then there exists a constant C > 0 such that
〈Φ˜N,t, (HN +N +N (N/N)2b)Φ˜N,t〉 ≤ CNβ exp(C exp(C|t|)). (95)
for all t ∈ R.
Proof. Consider the Bogoliubov transformed dynamics ξN,t = TN,tΦ˜N,t as defined in
(60). Then
〈Φ˜N,t, (HN +N +N (N/N)2b)Φ˜N,t〉 = 〈ξN,t, TN,t(HN +N +N (N/N)2b)T ∗N,tξN,t〉
≤ CNβ〈ξN,t, (HN +N +N (N/N)2b)ξN,t〉
where we proceeded exactly as in Step 3 in the proof of Lemma 10 to bound the
expectation of TN,tHNT ∗N,t and we applied Proposition 8 to bound the other terms.
Now we apply Corollary 7 to conclude that, if ℓ > 0 is small enough in (21) and if
Cb > 0 is large enough in (56), there exists a constant C > 0 such that
〈Φ˜N,t, (HN +N +N (N/N)2b)Φ˜N,t〉 ≤ CNβ exp(C exp(C|t|))
for all t ∈ R. 
Remark that Corollary 7 and Proposition 8 actually imply the stronger (compared
with (95)) estimate 〈Φ˜N,t,N Φ˜N,t〉 ≤ C exp(C exp(C|t|)) for the expectation of N .
Using Lemma 10 and Lemma 11 we are now ready to prove Lemma 4.
Proof of Lemma 4. Note that
‖ΦN,t − Φ˜N,t‖2 = 2
(
1− Re 〈ΦN,t, Φ˜N,t〉
)
.
With the notation 1≤m = 1(N ≤ m) and 1>m = 1− 1≤m, we can decompose
〈ΦN,t, Φ˜N,t〉 = 〈ΦN,t,1≤mΦ˜N,t〉+ 〈ΦN,t,1>mΦ˜N,t〉. (96)
Instead of fixing m, we take the average over m ∈ [M/2 + 1,M ] with an even number
1≪M ≪ N . This gives
〈ΦN,t, Φ˜N,t〉 = 2
M
M∑
m=M/2+1
(
〈ΦN,t,1≤mΦ˜N,t〉+ 〈ΦN,t,1>mΦ˜N,t〉
)
. (97)
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We are going to choose M = N1−ε with ε > 0 a sufficiently small that will be specified
later. Next, we estimate the two terms on the r.h.s. of (97).
Many-particle sectors. With 1>m ≤ N/m and Lemma 11, we have
|〈ΦN,t,1>mΦ˜N,t〉| ≤ ‖ΦN,t‖‖1>mΦ˜N,t‖
≤ 〈Φ˜N,t, (N/m)Φ˜N,t〉1/2 ≤ C
√
Nβ
M
exp(C exp(C|t|)).
Thus
2
M
M∑
m=M/2+1
|〈ΦN,t,1>mΦ˜N,t〉| ≤ C
√
Nβ
M
exp(C exp(C|t|)). (98)
Few-particle sectors. From the Schro¨dinger equations (51) and (57) for ΦN,t and Φ˜N,t,
we obtain
d
dt
Re 〈ΦN,t,1≤mΦ˜N,t〉 = Im 〈ΦN,t, (LN,t1≤m − 1≤mL˜N,t)Φ˜N,t〉
We can write
LN,t1≤m − 1≤mL˜N,t = (LN,t − L˜N,t)1≤m + [L˜N,t,1≤m].
Bound for (LN,t − L˜N,t)1≤m. We have
(LN,t − L˜N,t)1≤m = A1
[√
1−N/N −Gb(N/N)
]
1
≤m + h.c.
+A2
√
(N −N )(N −N − 1)− (N −N )
N
1
≤m + h.c.
− CbeCbtN (N/N)2b1≤m
(99)
with the two operators
A1 =
√
N
[
a∗(QN,t[(VNωN ) ∗ |ϕN,t|2]ϕN,t)− a∗(QN,t[VN ∗ |ϕN,t|2]ϕN,t)(N/N)
]
+
1√
N
∫
dxdydx′dy′ (QN,t ⊗QN,tVNQN,t ⊗ 1)(x, y;x′, y′)a∗xa∗yax′ϕN,t(y′)
A2 =
1
2
∫
dxdy K2,N,t(x; y)a
∗
xa
∗
y.
(100)
To bound the r.h.s. of (99) we are going to use the following proposition.
Proposition 12. Assume the interaction potential V to be smooth, spherically sym-
metric, compactly supported and non-negative. Then, for all vectors ξ1, ξ2 ∈ F⊥ϕN,t,
we have the bounds
|〈ξ1, A1ξ2〉| ≤ C exp(C|t|)
〈
ξ1,
(
N2β−1 + (N/N)2 + VN
)
ξ1
〉1/2 〈ξ2, (N + 1)ξ2〉1/2
and
|〈ξ1, A2ξ2〉| ≤ C
√
N exp(C|t|)〈ξ1,VN ξ1〉1/2‖ξ2‖.
Proof. First we consider A1. Using
a∗(g)a(g) ≤ a(g)a∗(g) ≤ (N + 1)‖g‖2L2
and
‖QN,t[(VNωN ) ∗ |ϕN,t|2]ϕN,t‖L2 ≤ ‖[(VNωN ) ∗ |ϕN,t|2]ϕN,t‖L2
≤ ‖VN‖L1‖ωN‖L∞‖ϕN,t‖2L∞‖ϕN,t‖L2
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≤ CNβ−1 exp(C|t|),
we have
|〈ξ1,
√
Na∗(QN,t[(VNωN ) ∗ |ϕN,t|2]ϕN,t)ξ2〉|
≤ CNβ−1/2 exp(C|t|)‖ξ1‖〈ξ2, (N + 1)ξ2〉1/2
and
|〈ξ1, a∗(QN,t[VN ∗ |ϕN,t|2]ϕN,t)N
N
ξ2〉| ≤ C exp(C|t|)〈ξ1, (N/N)2ξ1〉1/2〈ξ2,N ξ2〉1/2.
Moreover3∣∣∣〈ξ1, 1√
N
∫
dxdy dx′ dy′ (QN,t ⊗QN,tVNQN,t ⊗ 1)(x, y;x′, y′)a∗xa∗yax′ϕN,t(y′)ξ2
〉∣∣∣
=
∣∣∣ 1√
N
∫
dxdy VN (x− y)ϕN,t(y)〈axayξ1, axξ2〉
∣∣∣
≤ 1√
N
∫
dxdy VN (x− y)|ϕN,t(y)|‖axayξ1‖‖axξ2‖
≤ ‖ϕN,t‖L∞
( 1
N
∫
dxdy VN (x− y)‖axayξ1‖2
)1/2(∫
dxdyVN (x− y)‖axξ2‖2
)1/2
≤ C exp(C|t|)〈ξ1,VNξ1〉1/2〈ξ2,N ξ2〉1/2.
To prove the bound for A2, we estimate
|〈ξ1, A2ξ2〉| =
∣∣∣ ∫ dxdyVN(x− y)ϕN,t(x)ϕN,t(y)〈axayξ1, ξ2〉∣∣∣
≤ ‖ϕN,t‖L∞
(∫
dxdy VN (x− y)‖axayξ1‖2
)1/2
×
(∫
dxdyVN(x− y)|ϕN,t(x)|2‖ξ2‖2
)1/2
≤ C
√
N exp(C|t|)〈ξ1,VN ξ1〉1/2‖ξ2‖.
This ends the proof of the proposition. 
We control now the operators on the r.h.s. of (99). Obviously,
N (N/N)2b1≤m ≤ CM(M/N)2b.
and, therefore,
|〈ΦN,t,N (N/N)2b1≤mΦ˜N,t〉| ≤ CM(M/N)2b.
Using Proposition 12 with
ξ1 = ΦN,t, ξ2 =
[√
1−N/N −Gb(N/N)
]
1
≤m Φ˜N,t,
combined with the simple bound
|
√
1−N/N −Gb(N/N)|1≤m ≤ C(M/N)b+1
that follows from (55) and with the estimates in Lemma 10 and Lemma 11, we obtain∣∣∣〈ΦN,t, A1(√1−N/N −Gb(N/N))1≤mΦ˜N,t〉∣∣∣ ≤ C(M/N)b+1Nβ exp(C exp(C|t|)).
Using again Proposition 12 with
ξ1 = ΦN,t, ξ2 =
[√
(N −N )(N −N − 1)−N −N ]1≤mΦ˜N,t ,
3Note that the projection QN,t has no effect in the excited Fock space F⊥ϕN,t
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the simple bound
|
√
(N −N )(N −N − 1)−N −N| ≤ 1,
and the bounds in Lemma 10 and Lemma 11, we also obtain∣∣∣〈ΦN,t, A2√(N −N )(N −N − 1)−N −N
N
1
≤mΦ˜N,t
〉∣∣∣ ≤ CN β−12 exp(C exp(C|t|)).
The hermitian conjugated terms can be controlled analogously (Proposition 12 pro-
vides bounds for A∗1, A
∗
2, as well, switching ξ1 and ξ2). In summary, we have shown
that ∣∣∣〈ΦN,t, (LN,t − L˜N,t)1≤mΦ˜N,t〉∣∣∣
≤ C
[
Nβ−1 +M(M/N)2b + (M/N)b+1Nβ
]
exp(C exp(C|t|)).
Bound for [L˜N,t,1≤m]. We can decompose
[L˜N,t,1≤m] = 1≤mL˜N,t1>m − 1>mL˜N,t1≤m. (101)
Let us focus on 1>mL˜N,t1≤m; the other term can be treated similarly. With the
operators A1, A2 defined in (100), we have
1
>mL˜N,t1≤m = 1>m
(
A1Gp(N/N) +A2N −N
N
)
1
≤m
= A1Gp(N/N)1(N = m) +A2N −N
N
1(m− 1 ≤ N ≤ m).
(102)
Here we used the fact that A1 creates exactly one particle while A2 creates exactly two
particles. All other terms in L˜N,t leave the number of particles invariant, and therefore
do not contribute to (102). Thus
M∑
m=M/2+1
1
>mL˜N,t1≤m = A1Gp(N/N)1(M/2 < N ≤M)
+A2
N −N
N
[
1(M/2 < N ≤M) + 1(M/2 ≤ N < M)
]
.
Using Proposition 12 with
ξ1 = ΦN,t, ξ2 = Gp(N/N)1(M/2 < N ≤M)Φ˜N,t,
combined with the simple estimate (recall that we will choose M ≪ N)
|Gp(N/N)|1(M/2 < N ≤M) ≤ C
and with the bounds in Lemma 10 and in Lemma 11, we obtain
〈ΦN,t, A1Gp(N/N)1(M/2 < N ≤M)Φ˜N,t〉 ≤ CNβ exp(C exp(C|t|)).
Similarly, using again Proposition 12 and Lemma 11, we find
〈ΦN,t, A2(1−N/N)
[
1(M/2 < N ≤M) + 1(M/2 ≤ N < M)
]
Φ˜N,t〉
≤ CN β+12 exp(C exp(C|t|)).
Thus, we conclude that
2
M
∣∣∣ M∑
m=M/2+1
〈ΦN,t, [L˜N,t,1≤m]Φ˜N,t〉
∣∣∣ ≤ CN β+12
M
exp(C exp(C|t|)). (103)
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In summary, we have proved that∣∣∣Re 2
M
M∑
m=M/2+1
d
dt
〈ΦN,t,1≤mΦ˜N,t〉
∣∣∣
≤ C
[
N
β−1
2 +M
(M
N
)2b
+Nβ
(M
N
)b+1
+
N
β+1
2
M
]
exp(C exp(C|t|)).
Conclusion of the proof. For every α < (1 − β)/2, we can choose M = N1−ε with a
sufficiently small ε > 0, and then b sufficiently large to obtain∣∣∣Re 2
M
M∑
m=M/2+1
d
dt
〈ΦN,t,1≤mΦ˜N,t〉
∣∣∣ ≤ CN−α exp(C exp(C|t|)).
Integrating over t, we find
Re
2
M
M∑
m=M/2+1
〈ΦN,t,1≤mΦ˜N,t〉
≥ Re 2
M
M∑
m=M/2+1
〈ΦN,0,1≤mΦ˜N,0〉 − CN−α exp(C exp(C|t|)).
On the other hand, using the assumption ΦN,0 = 1
≤NT ∗N,0ξN , Φ˜N,0 = T
∗
N,0ξN we have
the lower bound
〈ΦN,0,1≤mΦ˜N,0〉 = ‖1≤mT ∗N,0ξN‖2 = 1− ‖1>mT ∗N,0ξN‖2
≥ 1− 〈T ∗N,0ξN , (N/m)T ∗N,0ξN 〉
≥ 1− C〈ξN , (N/m)ξN 〉 ≥ 1− C/M.
Here we have used Proposition 8 in the second last estimate and the assumption on
ξN for the last inequality. Thus
Re
2
M
M∑
m=M/2+1
〈ΦN,t,1≤mΦ˜N,t〉 ≥ 1− CN−α exp(C exp(C|t|))− CM−1
Combining with (98) and using the choice M = N1−ε for a sufficiently small ε > 0, we
obtain
Re 〈ΦN,t, Φ˜N,t〉 ≥ 1− CN−α exp(C exp(C|t|)).
Consequently,
‖ΦN,t − Φ˜N,t‖2 ≤ 2(1− Re 〈ΦN,t, Φ˜N,t〉) ≤ CN−α exp(C exp(C|t|)).

5. Proof of main Results
Combining Lemma 4 and Lemma 5, we can prove our first main theorem.
Proof of Theorem 1. Fix α < min(β/2, (1 − β)/2). To begin with, let us choose a
sequence ξN ∈ F⊥ϕ0 with ‖ξN‖ ≤ 1 and with
〈ξN , (HN +N +N (N/N)2b)ξN 〉 ≤ C (104)
uniformly in N . This assumption is stronger than the assumption (34) in the theorem;
at the end, we will show how to relax it.
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Assuming (104), we consider the many-body evolution
ΨN,t = e
−itHNU∗ϕ01
≤NT ∗N,0ξN
and we factor out the condensate, defining, as in (50), ΦN,t = UϕN,tΨN,t. To prove
Theorem 1, we have to compare ΦN,t with the (Bogoliubov transformed) effective
evolution T ∗N,tξ2,N,t = T
∗
N,tU2,N (t; 0)ξN . To this end, we recall the definition (57) of the
modified fluctuation dynamics Φ˜N,t, and we bound∥∥ΦN,t − T ∗N,tξ2,N,t∥∥ ≤ ‖ΦN,t−Φ˜N,t‖+‖Φ˜N,t−T ∗N,tξ2,N,t‖ ≤ ‖ΦN,t−Φ˜N,t‖+‖ξN,t−ξ2,N,t‖
where, as in (60), we set ξN,t = TN,tΦ˜N,t and we used the unitarity of TN,t. Combining
Lemma 4 and Lemma 5 (which can be used, because of the additional assumption
(104)), we conclude that there exists a constant C > 0 such that∥∥ΦN,t − T ∗N,tξ2,N,t∥∥F ≤ CN−α exp(C exp(C|t|)) (105)
for all t ∈ R and all N large enough. This proves Theorem 1 under the additional
assumption (104).
Now, let us assume that the sequence ξN ∈ F⊥ϕ0 is normalized ‖ξN‖ = 1, but,
instead of (104), that it only satisfies the weaker bound
〈ξN , (K +N )ξN 〉 ≤ C , (106)
uniformly in N . We choose M = N2α and we decompose
ξN = 1
≤MξN + 1
>MξN
Then, using unitarity of the maps UϕN,t , TN,t, e
iHN t and U2,N (t; 0), we obtain
‖ΦN,t − T ∗N,tξ2,N,t‖ = ‖UϕN,te−itHNU∗ϕ01≤NT ∗N,0ξN − T ∗N,tU2,N (t; 0)ξN‖
≤ ‖UϕN,te−itHNU∗ϕ01≤NT ∗N,01≤MξN − T ∗N,tU2,N (t; 0)1≤M ξN‖
+ 2‖1>MξN‖
(107)
On the one hand, using Markov’s inequality and (106), we have
‖1>MξN‖2 = 〈ξN ,1>MξN 〉 ≤M−1〈ξN ,N ξN 〉 ≤ CN−2α
On the other hand, the sequence ξ˜N = 1
≤MξN is such that ‖ξ˜N‖ ≤ ‖ξN‖ = 1 and
〈ξ˜N , (HN +N +N (N/N)2b)ξ˜N 〉 ≤ 〈ξN , (K +N + 1)ξN 〉 ≤ C (108)
by (106). Here we used the bound VN ≤ CNβ−1(K+1)(N+1) for the potential energy,
which implies, by the choice ofM = N2α and of α ≤ (1−β)/2, that VN1≤M ≤ C(K+1).
Because of (108), we can apply the convergence (105), established under the additional
assumption (104), to estimate the first term on the r.h.s. of (107). We obtain that
(this time only under the assumption (106))
‖ΦN,t − T ∗N,tξ2,N,t‖ ≤ CN−α exp(C exp(C|t|))
This concludes the proof of Theorem 1. 
To show Theorem 2, we compare the difference between the generators of the qua-
dratic evolutions U2,N and U2 defined in (29) and, respectively, in (41).
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Proposition 13. Assume Hypothesis A holds true. Let G2,N,t and G2,t be as defined
in (30) and in (40) (and ηN (t) as in (31)). Then there exists C > 0 such that, with
α = min(β/2, (1 − β)/2),
|〈ξ1, (G2,N,t − ηN (t)− G2,t)ξ2〉|
≤ CN−α exp(C exp(C|t|))‖(K +N + 1)1/2ξ1‖‖(N + 1)1/2ξ2‖
for all ξ1, ξ2 ∈ F⊥ϕN,t and all t ∈ R.
The proof of Proposition 13 can be found in [5, Lemmas 5.1, 5.2, 5.3, 5.4], up to
very minor modifications.
Proof of Theorem 2. As in the proof of Theorem 1, we first assume that
〈ξN , (HN +N +N (N/N)2b)ξN 〉 ≤ C (109)
uniformly in N . With θN (t) := −
∫ t
0 dτ ηN (τ) we find
d
dt
∥∥ξ2,N,t − eiθN (t)ξ2,t∥∥2 = 2 Im 〈ξ2,N,t, [G2,N,t − ηN (t)− G2,t]eiθN (t)ξ2,t〉
Proposition 13 above implies that
d
dt
∥∥ξ2,N,t − eiθN (t)ξ2,t∥∥2
≤ CN−α exp(C exp(C|t|))〈ξ2,N,t, (K +N + 1)ξ2,N,t〉1/2〈ξ2,t, (N + 1)ξ2,t〉1/2
≤ CN−α exp(C exp(C|t|))
Here we used Corollary 7 (with the additional assumption (109)) and the analogous
bound
〈ξ2,t, (N + 1)ξ2,t〉 ≤ C exp(C exp(C|t|)) (110)
for the limiting dynamics ξ2,t. Eq. (110) can be proven similarly to the bound for ξ2,N,t
in Corollary 7 (with estimates for the generator G2,t analogous to (64)). Integrating in
time, we conclude that∥∥ξ2,N,t − eiθN (t)ξ2,t∥∥2 ≤ CN−α exp(C exp(C|t|))
for all t ∈ R. Combining the last bound with Theorem 1, we obtain
‖UϕN,tΨN,t − e−iθN (t)T ∗N,tξ2,t‖ ≤ ‖UϕN,tΨN,t − T ∗N,tξ2,N,t‖+ ‖ξ2,N,t − e−iθN (t)ξ2,t‖
≤ CN−α/2 exp(C exp(C|t|))
This proves Theorem 2 under the additional assumption (109). To relax this condition,
we proceed exactly as in the proof of Theorem 1. We omit the details. 
Finally, Theorem 3 follows immediately combining Theorem 2 with the following
proposition, which is a modification of the analysis in [11, Section 6].
Proposition 14. Assume Hypothesis A holds true. Let ψN ∈ L2s(R3N ) with reduced
one-particle density γN such that
aN := tr |γN − |ϕ0〉〈ϕ0|| ≤ CN−1 (111)
and
bN :=
∣∣∣∣ 1N 〈ψN ,HNψN 〉 − [‖∇ϕ0‖22 + 12〈ϕ0, [VNfN ∗ |ϕ0|2]ϕ0〉]
∣∣∣∣ ≤ CN−1 (112)
Set ξN = TN,0Uϕ0ψN with the Bogoliubov transformation TN,0 defined in (25). Then,
we have ψN = U
∗
ϕ01
≤NT ∗N,0ξN and
〈ξN , [K +N ] ξN 〉 ≤ C
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uniformly in N .
Proof. First of all, we remark that, with Proposition 8 and (16),
〈ξN ,N ξN 〉 = 〈TN,0Uϕ0ψN ,NTN,0Uϕ0ψN 〉
≤ C〈Uϕ0ψN , (N + 1)Uϕ0ψN 〉
= C [N − 〈ψN , a∗(ϕ0)a(ϕ0)ψN 〉] +C
= CN [1− 〈ϕ0, γNϕ0〉] + C ≤ CNaN + C.
To bound 〈ξN ,KξN 〉, we use K ≤ HN and the first bound in (67), which implies that
〈ξN ,HN ξN 〉 ≤ 2〈ξN , (GN,0 − ηN (0))ξN 〉+ C〈ξN , (N + 1)ξN 〉
≤ 2〈ξN , (GN,0 − ηN (0))ξN 〉+ CNaN + C.
Hence, the proposition follows from (111) and (112) if we can show that
〈ξN ,
[GN,0 − ηN (0)]ξN 〉 ≤ 1
4
〈ξN ,HNξN 〉+ CN(aN + bN ) + C. (113)
To prove (113) we observe that, from the definition (62) of GN,0 and since ξN =
TN,0Uϕ0ψN ,
〈ξN ,
[GN,0 − ηN (0)]ξN 〉 =〈Uϕ0ψN , [T ∗N,0(i∂tTN,t)|t=0 + LN,0 − ηN (0)]Uϕ0ψN 〉
+ 〈Uϕ0ψN ,
[L˜N,0 − LN,0]Uϕ0ψN 〉. (114)
From the proof of Lemma 6.2 and of Theorem 1.1 in [11, Section 6], we find
〈Uϕ0ψN ,
[
T ∗N,0(i∂tTN,t)|t=0 + LN,0 − ηN (0)
]
Uϕ0ψN 〉 ≤ CN(aN + bN ) + C. (115)
Therefore, it is enough to consider the second term on the r.h.s. of (114). From the
definitions (56) of L˜N,0 and (53) of LN,0, we have (see also (99))
L˜N,0 − LN,0 =
4∑
j=1
Dj ,
with the operators
D1 =
√
N
[
a∗
(
QN,0
[
(VNωN ) ∗ |ϕ0|2
]
ϕ0
)− a∗(QN,0[VN ∗ |ϕ0|2]ϕ0)(N/N)]
× (Gb(N/N)−
√
1−N/N) + h.c.
D2 =
1
2
∫
dxdyK2,N,0(x; y)a
∗
xa
∗
y
(N −N )−√(N −N )(N − 1−N )
N
+ h.c.
D3 =
1√
N
∫
dxdy(QN,0 ⊗QN,0VNQN,0 ⊗ 1)(x, y;x′, y′)a∗xa∗yax′ϕ0(y′)
× (Gb(N/N)−
√
1−N/N) + h.c.
D4 = CbN (N/N)2b.
Using |√1− z −Gb(z)| ≤ Czb+1 for all z > 0, we easily arrive at∣∣〈Uϕ0ψN ,D1Uϕ0ψN 〉∣∣ ≤ C〈Uϕ0ψN ,NUϕ0ψN 〉 ≤ CNaN + C. (116)
Since, for z ∈ (0, 1), ∣∣(1− z)−√(1− z)(1− z − 1/N)∣∣ ≤ C/N
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we obtain that, for any δ > 0 (recall that QN,0 has no effect on states in F≤N⊥ϕ0),
|〈Uϕ0ψN ,D2Uϕ0ψN 〉|
≤
∫
dxdy N3β−1V (Nβ(x− y))(δ−1N |ϕ0(x)|2|ϕ0(y)|2 + δN−1‖axayUϕ0ψN‖2)
≤ δN−1〈Uϕ0ψN ,VNUϕ0ψN 〉+ C.
As in Step 3 of the proof of Lemma 10, we can estimate
δN−1〈Uϕ0ψN ,VNUϕ0ψN 〉 = δN−1〈ξN , TN,0HNT ∗N,0ξN 〉
≤ δ〈ξN ,HNξN 〉+ CNaN + C.
(117)
Choosing, for example, δ = 1/8, we conclude that
|〈Uϕ0ψN ,D2Uϕ0ψN 〉| ≤
1
8
〈ξN ,HNξN 〉+ CNaN + C. (118)
As for the expectation of D3, we proceed similarly as in the proof of Proposition 6 (in
particular, in the bound for the operator B2). Using again the bound |
√
1− z−Gb(z)| ≤
Czb+1 for all z ∈ (0; 1), we find that, for every δ > 0 there exists C > 0 such that∣∣〈Uϕ0ψN ,D3Uϕ0ψN 〉∣∣
=
1√
N
∣∣∣∣ ∫ dxdy VN (x− y)ϕ0(y)〈ξN , TN,0 a∗xa∗yax(Gb(N/N)−√1−N/N)T ∗N,0ξN 〉∣∣∣∣
≤ δ〈ξN ,VNξN 〉+ C〈ξN , (N + 1)ξN 〉.
Choosing δ = 1/8, we obtain∣∣〈Uϕ0ψN ,D3Uϕ0ψN 〉∣∣ ≤ 18〈ξN ,HNξN 〉+ CNaN + C. (119)
Finally, since Uϕ0ψN has at most N particles, we easily find that
0 ≤ 〈Uϕ0ψN ,D4Uϕ0ψN 〉 ≤ CNaN + C.
Combining the last bound with (116), (118) and (119), we conclude that
|〈Uϕ0ψN ,
[L˜N,0 −LN,0]Uϕ0ψN 〉| ≤ 14〈ξN ,HN ξN 〉+ CNaN + C
Together with (115) and (114), we obtain (113). 
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