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INTRINSIC ERGODICITY OF OPEN DYNAMICAL SYSTEMS FOR
THE DOUBLING MAP.
RAFAEL ALCARAZ BARRERA
Abstract. We give sufficient conditions for intervals (a, b) such that the associated open
dynamical system for the doubling map is intrinsically ergodic. We also show that the
set of parameters (a, b) ∈ (14 ,
1
2 ) × (
1
2 ,
3
4 ) such that the attractor (Λ(a,b), f(a,b)) is intrins-
ically ergodic has full Lebesgue measure and we construct a set of points where intrinsic
ergodicity does not hold. This paper continues the work started in [3].
1. Introduction and Summary
Since their introduction by Pianigianni and Yorke in 1979 [39], the study of open dynamical
systems (colloquially, maps with holes) has become very active in recent years -see e.g.
[9, 12, 13, 25, 26, 33] among others. Let us remind the reader the general setting. Given a
discrete dynamical system (X, f), where X is a compact metric space and f : X → X is
a continuous and surjective transformation with positive topological entropy, and an open
set U ⊂ X , we define the survivor set corresponding to U as
XU = {x ∈ X : f
n(x) /∈ U for every n ∈ N} .
Since XU is a forward invariant set, it is possible to consider the dynamical system (XU , fU)
where fU = f |U and (XU , fU) is called the open dynamical system corresponding to U .
There are some interesting questions regarding the topological dynamics of (XU , fU) as
well as the ergodic properties of the invariant measures supported on XU . In particular,
it is an intriguing question to determine when an open dynamical system (XU , fU) is
intrinsically ergodic, which is a central problem relating ergodic theory and topological
dynamics [10].
The purpose of this paper is to study intrinsic ergodicity for some families of open
dynamical systems corresponding to the doubling map 2x mod 1. Understanding the
dynamical properties of open dynamical systems of the doubling map as well as studying
the fine properties X(a,b) has awaken interest recently - see [11, 16, 34, 42] among others. We
are interested in understand the following three situations; firstly we want to understand
intrinsic ergodicity for holes (a, b) ⊂ S1 when b = 1 or a = 0, secondly when a = 1
2
or
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b = 1
2
and finally we want to determine when the dynamical system given by (Λ(a,b), f(a,b))
where Λ(a,b) = S
1
(a,b) ∩ [2b− 1, 2a] is intrinsically ergodic whenever (a, b) is a centred hole
i.e 1
2
∈ (a, b) and Λ(a,b) has positive Hausdorff dimension. This question was posed by
Sidorov in [41]. Our strategy is to answer it is to use the symbolic properties of the binary
expansions of the boundary points of the interval as suggested in [8] as well as tools from
symbolic dynamics.
The structure of the paper is as follows: In Section 2 we mention all the tools from
symbolic dynamics and ergodic theory used during the paper. In Section 3 we give a brief
exposition of research previously undertaken on the intrinsic ergodicity of families open
dynamical systems of the doubling map. In particular we explain why the results obtained
by Bundfuss et. al [8], Nilsson [34], Climenhaga and Thompson [10] will imply the intrinsic
ergodicity of open dynamical systems corresponding to holes of the form (0, b) and (a, 1)
whenever b < 1
2
or a > 1
2
. Also, we show that
(
Λ(a,b), f(a,b)
)
is intrinsically ergodic when
a < 1
2
and (a, b) =
(
a, 1
2
)
.
In Section 4 we show our main theorem:
Theorem 4.1. The set
DI =
{
(a, b) ∈ D1 : (Λ(a,b), f(a,b)) is intrinsically ergodic
}
has full Lebesgue measure, where
D1 =
{
(a, b) ∈
(
1
4
,
1
2
)
×
(
1
2
,
3
4
)
: dimH(X(a,b)) > 0
}
.
The main idea to prove Theorem 4.1 is to describe the topological entropy of the trans-
itive components of
(
Σ(α,β), σ(α,β)
)
, where
(
Σ(α,β), σ(α,β)
)
is the lexicographic subshift as-
sociated to
(
Λ(a,b), f(a,b)
)
- see [3, Corollary 3.21]- in order to show the uniqueness of the
measure of maximal entropy of
(
Λ(a,b), f(a,b)
)
. To the best of the knowledge of the au-
thor, the notion of transitive component for an open dynamical system was introduced
by Bundfuss, et.al. in [8]. Also, we use the connection between open dynamical systems
for the doubling map and Lorenz maps established in [3], the entropy formula introduced
by Glendinning and Hall in [15] and a suitable division of D1 given by n-renormalisation
boxes - see Definitions 4.3 and 4.16 to describe such measure for every (a, b) ∈ D1. Renor-
malisation boxes are constructed via essential pair i.e. parameters (α, β)corresponding to
transitive subshifts of finite type and substitution systems depending on balanced words
associated to the elements of Q ∩ (0, 1) - see Section 2. Using substitution systems is a
similar approach to the one used by Glendinning and Sidorov in [16] to describe the set
D1.
We also mention that there exists a countable family of non transitive attractors due to
Hofbauer [23] and Glendinning and Hall [15] showing in Theorem 4.14 that none of the
elements of the mentioned family are intrinsically ergodic. Using this family of examples
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and substitutions systems again, we construct countably many attractors where intrinsic
ergodicity does not hold in Theorem 4.28.
2. Background
For the convenience of the reader, we give all the relevant concepts from Symbolic Dynamics
and Ergodic Theory to develop our study.
Symbolic Dynamics. For a full exposition in symbolic dynamics the reader can consult
[30]. We will consider subshifts defined on the alphabet {0, 1} only and we will call its
elements symbols or digits. Let Σ2 =
∞∏
n=1
{0, 1}, i.e. Σ2 is the set of all one sided sequences
with symbols in {0, 1}. Recall that Σ2 is a compact metric space with the distance given
by:
d(x, y) =
{
2−j if x 6= y; where j = min{i : xi 6= yi}
0 otherwise.
Recall that π : Σ2 → [0, 1] is the the projection map given by π(x) =
∞∑
i=1
xi
2i
. Let
σ : Σ2 → Σ2 given by σ((xi)
∞
i=1) = (xi+1)
∞
i=1 the one-sided full shift map. Let A ⊂ Σ2. We
say that (A, σA) is a subshift of Σ2 or simply a subshift if A is a closed and σ-invariant set,
and σA is defined by σA = σ |A.
A finite sequence of symbols ω = w1, . . . wn with wi ∈ {0, 1} will be referred as a
word and given a word ω we denote the length of ω by ℓ(ω). Note that given two finite
words ω = w1, . . . wn and ν = u1 . . . um their concatenation denoted by ων is given by
ων = w1, . . . wnu1 . . . um. We denote by ω
n the word ω concatenated to itself n times.
Given a sequence x ∈ Σ2 and a word ω we say that ω is a factor of x or ω occurs in x if
there are coordinates i and j such that ω = xi . . . xj . Note that the same definition holds
if x is a finite word.
It is necessary for our exposition to use some tools from combinatorics of words -see [31,
Chapter 2] for a detailed exposition. For every finite word ω we denote by 0 − maxω to
the lexicographically largest cyclic permutation of ω starting with 0 and by 1 − minω to
the lexicographically smallest cyclic permutation starting with 1. We denote by |ω|1 to the
number of 1’s of a finite word ω and define the 1-ratio of ω to be 1(ω) =
|ω|1
ℓ(ω)
. A word ω is
said to be balanced if for any pair of factors of ω, ν and υ of length n with 2 ≤ n ≤ ℓ(ω),
||υ|1 − |ν|1| ≤ 1, and we say that ω is cyclically balanced if ω
2 is balanced. Note that given
a r = p
q
∈ Q∩ (0, 1) there exist only q distinct cyclically balanced words with length q and
p 1’s. For r = p
q
∈ Q∩ (0, 1), ξr stands for the lexicographically largest cyclically balanced
word starting with 0 with ℓ(ξr) = and 1(ξr) = r. Also ζr stands for the lexicographically
smallest cyclically balanced word starting with 1 with ℓ(ζr) = p and 1(ζr) = r. Note that
ξr = 0−maxξr and ζr = 1−minζr and that ξr and ζr are cyclic permutations of each other.
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Given two words ω and ν we define ρω,ν to be the substitution given by ρω,ν(0) = ω
and ρω,ν(1). Given a word υ, ρω,ν(υ) = ρω,ν(u1) . . . ρω,ν(uℓ(υ)). If ω = ξr and ν = ζr for
r ∈ Q ∩ (0, 1), the substitution ρξr ,ζr will be denoted simply as ρr.
Let F be a set of words and let
ΣF = {x ∈ Σ2 : υ is not a factor of x for any word υ ∈ F} .
Since ΣF is a closed and σ-invariant set, the dynamical system given by (ΣF , σ |ΣF ) is a
subshift of Σ2. Conversely, for every compact and σ-invariant set A, there always exist a
set of forbidden factors F such that A = ΣF [8, Theorem 6.1.21].
We say that a subshift (ΣF , σ |ΣF ) is a subshift of finite type if F is finite. We say that a
subshift (ΣF , σ |ΣF ) is sofic if there is a subshift of finite type (A, σA) and a semi-conjugacy
h : A → ΣF . Given to finite words ω, ν let {ω, ν}
∞ denote the set of all concatenations
of ω and ν together with their shifts. We call the dynamical system
(
{ω, ν}∞ , σ |{ω,ν}∞
)
a
one-sided uniquely decipherable renewal system - see [18] for a general definition.
Let α = (ai)
∞
i=1, β = (bi)
∞
i=1 ∈ Σ2. We say that α is lexicographically less than β, denoted
by α ≺ β if there exists k ∈ N such that aj = bj for j < k and ak < bk. We denote by
(α, β) to the lexicographic open interval from α to β, i.e. (α, β) = {x ∈ Σ2 : α ≺ x ≺ β} .
Similarly, it is possible to consider lexicographic closed intervals by replacing ≺ for 4.
Given a sequence x ∈ Σ2, the mirror image of x is the sequence x¯ = (1− xi)
∞
i=1.
In particular, we are interested in the following family of subshifts. Let (α, β) ∈ Σ2×Σ2.
We define the lexicographic subshift corresponding to (α, β) by considering
Σ(α,β = {x ∈ Σ2 : β 4 σ
n(x) 4 α for every n ≥ 0}
and σ(α,β) = σ |Σ(α,β).
A sequence α ∈ Σ2 is said to be a Parry sequence if a1 = 1 and σ
n(α) 4 α for every
n ∈ N. We denote the set of Parry sequences by P and by P¯ = {x ∈ Σ2 : x¯ ∈ P}.
Definition 2.1. A pair (α, β) such that α ∈ P and β ∈ P¯ , and
σn(α) < β and σn(β) 4 α for every n ∈ N
is called an admissible pair. Otherwise the pair (α, β) is said to be extremal. The family
of admissible is called the lexicographic world and we will denote it as LW .
As a consequence of [34, Theorem 3.6], π(LW) has Lebesgue measure zero. Also, observe
that if (α, β) ∈ LW then neither α nor β have arbitrarily long strings of 0’s or 1’s unless
α = 1∞ or β = 0∞ and Σ(α,β) = Σ2 if and only if α = 1
∞ and β = 0∞.
INTRINSIC ERGODICITY OF OPEN DYNAMICAL SYSTEMS FOR THE DOUBLING MAP. 5
Given a lexicographic subshift (Σ(α,β), σ(α,β)), the set of admissible words of length n of
(Σ(α,β), σ(α,β)) is denoted by Bn(Σ(α,β)) and the language of Σ(α,β) is
L(Σ(α,β)) =
∞⋃
n=1
Bn(Σ(α,β)).
We define the topological entropy of (Σ(α,β), σ(α,β)) by
htop(σ(α,β)) = lim
n→∞
1
n
log
∣∣Bn(Σ(α,β))∣∣
where log is always considered to be log2. Given (α, β) ∈ LW , the entropy formula for
(Σ(α,β), σ(α,β)) by
K(α,β)(t) =
∞∑
i=0
(bi − ai)t
i
where a0 = 0 and b0 = 1.
The entropy formula was introduced in Glendinning and Hall [15] in the context of for
Lorenz maps. Recently, Barnsley, Steiner and Vince in [4] give a symbolic proof showing
that the smallest positive root of K(t), denoted by κ, satisfies
κ =
(
lim
n→∞
n
√
|Bn(Σ(α,β))|
)−1
.
Thus, log( 1
κ
) = htop(σ(α,β)). Note that given two words ω and ν we can calculate the
topological entropy of
(
{ω, ν}∞ , σ |{ω,ν}∞
)
in a similar way, namely htop(σ |{ω,ν}∞) = log(
1
λ
)
where λ is the unique root of 1− tℓ(ω) − tℓ(ν) in [0, 1] [24, Remark 2.1] [15, p. 1008].
We say that lexicographic subshift (Σ(α,β), σ(α,β))
i) is topologically transitive if for any two ordered words ω, ν ∈ L(Σ(α,β)) there exist a
word υ ∈ L(Σ(α,β)) (which we refer as bridge) such that ωυν ∈ L(Σ(α,β));
ii) is topologically mixing if for every ordered pair of words υ, ν ∈ L(Σ(α,β)), there exists
N ∈ N such that for each n ≥ N there is a bridge ω ∈ Bn(Σ(α,β)), such that υων ∈
L(Σ(α,β));
iii) has the specification property if (Σ(α,β), σ(α,β)) is transitive and there exist M ∈ N such
that for every ω, ν, ℓ(υ) = M ;
iv) is coded if there exist a sequence of transitive lexicographic subshifts of finite type{
(Σ(αn,βn), σ(αn,βn))
}∞
n=1
such that Σ(αn,βn) ⊂ Σ(αn+1,βn+1) for every n ∈ N and
Σ(α,β) =
∞⋃
n=1
Σ(αn,βn).
Note that one-sided uniquely decipherable renewal systems are transitive sofic subshifts.
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Ergodic Theory. For a comprehensive presentation on Ergodic Theory we refer the reader
to [32, 44]. Given a lexicographic subshift (Σ(α,β), σ(α,β)), P(Σ(α,β)) stands for the set of all
probability measures defined on the Borel σ-algebra, B(Σ(α,β)). A measure µ ∈ P(Σ(α,β)) is
σ(α,β)-invariant if for every A ∈ B(Σ(α,β)), µ(σ(α,β)
−1(A)) = µ(A). We denote by M(σ(α,β))
to the set of σ(α,β)-invariant measures on Σ(α,β).
Given a countable partition α of Σ(α,β) and µ ∈ M(σ(α,β)), the entropy of µ relative to
the partition α is
hµ(σ(α,β),α) = lim
n→∞
1
n
H
(
n−1∨
j=0
σ(α,β)
−j(α)
)
,
where
H(α) = −
∑
A∈α
µ(A) logµ(A),
and the measure theoretical entropy of σ(α,β) with respect to µ or simply the entropy of µ is
hµ(σ(α,β)) = sup{hµ(σ(α,β),α) : α is a countable partition of Σ(α,β)}.
There is a relationship between the topological entropy of a lexicographic subshift
(Σ(α,β), σ(α,β)) and the measure theoretical entropy of µ ∈ M(σ(α,β)) known as the vari-
ational principle [44, Theorem 8.6], that is
htop(σ(α,β)) = sup{hµ(σ(α,β)) : µ ∈M(σ(α,β))}.
A σ(α,β)-invariant measure µ satisfying the variational principle is called a measure of
maximal entropy. We say that a lexicographic subshift (Σ(α,β), σ(α,β)) is intrinsically ergodic
if there is a unique measure of maximal entropy. Note that if htop(σ(α,β)) = 0 it will not be
intrinsically ergodic unless (Σ(α,β), σ(α,β)) is uniquely ergodic sinceM(σ(α,β)) =Mmax(σ(α,β))
where Mmax(σ(α,β)) is the set of measures of maximal entropy for (Σ(α,β), σ(α,β)) [44].
It is known that transitive (mixing) subshifts of finite type are intrinsically ergodic [36]
as well as transitive sofic subshifts [45, 46] and subshifts with the specification property [6].
Recently, Climenhaga and Thompson in [10] shown a criteria to determine when a coded
system is intrinsically ergodic. Finally, Gurevicˇ in [19] gave a general criteria to determine
the intrinsic ergodicity of a subshift. It is worth mentioning that intrinsic ergodicity will
not follow neither from the topological transitivity nor topological mixing of a subshift -
see, e.g. [19, 38].
3. Open dynamical systems for non centred holes, β-expansions and
intrinsic ergodicity
Consider S1 = R/Z and let f : S1 → S1 be the doubling map 2x mod 1. Recall that
given an interval (a, b) ⊂ S1 the (a, b)-exceptional set is given
X(a,b) =
{
x ∈ S1 : fn(x) /∈ (a, b) for every n ≥ 0
}
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and (X(a,b), f(a,b)) is the open dynamical system corresponding to (a, b) where f(a,b) =
f |X(a,b). We say that an interval (a, b) ⊂ S
1 is a centred hole if 1
2
∈ (a, b). Given a centred
hole (a, b), the attractor of Xa,b is Λ(a,b) = [2b− 1, 2a] ∩X(a,b).
Assume that (a, b) ⊂ S1 satisfies that a ∈ (1
2
, 1)and b = 1. Then
X(a,b) =
{
x ∈ S1 : fn(x) ≤ a for every n ≥ 0
}
.
Let β ∈ (1, 2) and x ∈ [0, 1]. We say that a sequence {bn}
∞
n=1 ∈ Σ2 is a β-expansion for
x if {bn}
∞
n=1 satisfies
x =
∞∑
n=1
bnβ
−n.
β-expansions were introduced Parry and Re´nyi in [35, 40] as a generalisation of the ex-
pansions with integer basis. To find one of such expansions for x ∈ [0, 1] an algorithm is
provided by the β-transformation. Given β ∈ (1, 2), the β-transformation is the trans-
formation τβ : [0, 1]→ [0, 1] given by τβ(x) = βx mod 1. Note that if β = 2 then τβ = 2x
mod 1. Using τβ, we construct a β-expansion for x ∈ [0, 1) by bn = [βτ
n−1
β (x)] for n ∈ N.
The obtained β-expansion for x is known as the greedy expansion of x.
LetXβ ⊂ Σ2 be the set of all greedy expansions corresponding to β. Then, σβ : Xβ → Xβ
by σβ = σ |Xβ is a subshift. We shall call the subshift (Xβ, σβ) the usual β-shift. The
properties of the usual β-shift have been extensively studied. In particular, for every
β ∈ (1,∞), the usual β-shift is a topologically mixing subshift and htop(σβ) = log(β) [41].
It is shown in [41] that (Xβ, σβ) is topologically conjugated to ([0, 1], τβ). Moreover, Parry
in [35] showed that
Xβ = {x ∈ Σ2 : σ
n(x) ≺ 1β for every n ∈ N} ,
where 1β = {di}
∞
i=1 is the greedy expansion of 1 if 0
∞ is not a factor of 1β is not a
finite sequence and 1β = (d1, . . . dk−10)
∞ if 0∞ is a factor of {di}
∞
i=1 and k satisfies that
for every i > k dj = 0. The described expansion is called quasi-greedy expansion of 1.
Moreover, Parry in [35] characterised lexicographically the set of sequences that are greedy
β-expansions of 1 is, namely, {di}
∞
i=1 is a greedy expansion of 1 if and only if {di}
∞
i=1 is a
Parry sequence.
Note that (Xβ, σβ) is a subshift of finite type if and only 1β is periodic or finite and
(Xβ, σβ) is sofic if and only 1β is preperiodic [41, Theorem 2.2]. In addition, Bertrand-
Mathis in [5] shown that (Xβ, σβ) has the specification property if and only 1β does not
contain blocks of consecutive 0’s of arbitrary length. Finally, it is known that the usual
β-shift is intrinsically ergodic for every β [21].
Assume that α satisfies that a1 = 1 and α /∈ P . Then we define
ς(α) = (a1 . . . anα−10)
∞
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where
nα = min {n ∈ N : σ
n(α) < α}
- see [3, p. 11]. Note that ς(α) ∈ P . From [3, Lemma 3.12] we are sure that Σ(0∞,α) =
Σ(0∞,ς(α)). Also, it is clear that there is β = β(a) ∈ Σ2 satisfying that Σ(0∞,α) = Xβ(a).
In [8, Theorem 3.5], Bundfuss et. al. showed that (Xβ, σβ) is topologically conjugated
to (X(a,1), f(a,1)) with a ∈ (
1
2
, 1). Also, Nilsson in [34] proved the same result for open
dynamical systems of the form (X(0,b), f(0,b)) with b ∈ (0,
1
2
). As a consequence of [10,
Theorem A] we have the following proposition:
Proposition 3.1. The open dynamical systems (X(a,1), f(a,1)) and (X(0,b), f(0,b)) are intrins-
ically ergodic provided that a ∈
(
1
2
, 1
)
and b ∈
(
0, 1
2
)
.
Now we consider another class of non-centred holes, namely intervals of the form
(
a, 1
2
)
.
Observe that if a ≤ 1
2
then by [16, Lemma 1.1] we are sure that X(a, 1
2
) = {0}, then we will
restrict ourselves to a ∈ (1
4
, 1
2
).
Let a ∈ (1
4
, 1
2
) and fix the binary expansion of 1
2
to be 10∞. Observe that the attractor
of (X(a, 1
2
), f(a, 1
2
), Λ(a, 1
2
) = X(a, 1
2
) ∩ [0, 2a]. Let α = π
−1(2a) and consider Σ(ς(α),0∞). Recall
that if α ∈ P then Σ(α,0∞) coincides with the greedy β(α)-shift up to a countable set of
sequences given by (
∞⋃
n=0
σ−n(0)
)
∩ Σ(α,0∞)
and β(α) is determined by the unique positive solution to the equation
1 =
∞∑
n=1
ai
β(α)i
.
Lemma 3.2. For every a ∈ (1
4
, 1
2
), there is β ∈ (1, 2) such that the dynamical systems
(Λ(a, 1
2
), f(a, 1
2
)) and (Σβ, σβ) are topologically conjugated.
Proof. Note that if α ∈ P then π−1(Λ(a, 1
2
)) = Xβ(α). Therefore our result holds.
Consider a ∈ (1
4
, 1
2
) such that α /∈ P . Observe that ς(α) ≺ π−1(2a), then Xβ(ς(α)) ⊂
π−1(Λ(a, 1
2
)). Assume that there exists x ∈ π
−1(Λ(a, 1
2
)\Xβ(ς(α)). This implies that xi = ς(α)i
at least for every 1 ≤ i ≤ nα. Let k = min{j ≥ nα : ς(α)j < xj}. Observe that
xk ≤ aj . Since x ∈ π
−1(X(a, 1
2
)) then σ
n(x) ≺ α for every n ≥ 0. Consider σnα(x).
Note that σnα(x)j−nα ≻ ς(α)j−nα. This implies that σ
nα(x)j−nα > αj−na, that is x /∈
π−1(Λ(a, 1
2
)), which is a contradiction. Therefore π
−1(Λ(a, 1
2
)) = Xβ(ς(α)). Then π
−1 ◦ πβ(ς(α))
is a topological conjugation between (Λ(a, 12)
, f(a, 1
2
)) and
(
Xβ(ς(α)), σβ(ς(α))
)
. 
Observe that Lemma 3.2 combined with [10, Theorem A] gives us that (Λ(a, 1
2
), f(a, 1
2
)) is
intrinsically ergodic for every a ∈ (1
4
, 1
2
).
To the best of our knowledge, determining when (X(a,b), f(a,b)) or (Λ(a,b), f(a,b)) are in-
trinsically ergodic provided that either (a, b) ⊂
(
0, 1
2
)
or (a, b) ⊂
(
1
2
, 1
)
is an open problem.
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4. Intrinsic ergodicity for centred holes and the lexicographic world
During the rest of the paper, we will consider centred holes (a, b) such that dimH(X(a,b)) > 0
only -see [16, Lemma 1.1, Theorem 2.13]-. Recall that
D1 =
{
(a, b) ∈
(
1
4
,
1
2
)
×
(
1
2
,
3
4
)
: dimH(X(a,b)) > 0
}
.
We ask that (a, b) ∈ D1 since
dimH(X(a,b)) =
htop(f(a,b))
λ
where λ is the Lyapunov exponent of 2x mod 1 and since systems with zero topolo-
gical entropy are not intrinsically ergodic unless they are uniquely ergodic -see [44]. Note
that dimH(X(a,b)) = dimH(Λ(a,b)). Also, from [3, Corollary 3.21] we know that for every
(a, b) ∈ D1 there exist (α, β) ∈ LW such that (Λ(a,b), f(a,b)) is topologically conjugated to
(Σ(α,β), σ(α,β)). Also, in Hare and Sidorov [20] defined the set
D2 = {(a, b) ∈ D1 : Bad(a, b) is finite }
where
Bad(a, b) = {n ≥ 3 : fn(x) ∈ (a, b) for x ∈ Per(f)} .
It was shown in [20] that D2 ( D1.
Open dynamical systems and Lorenz maps. Recall that a map g : [0, 1] → [0, 1] is
said to be a Lorenz map if there exists c ∈ (0, 1) such that:
i) g |[0,c) and g |(c,1] are continuous and strictly increasing;
ii) lim
x+→c
g(x) = 1 and lim
x−→c
g(x) = 0;
iii) Ic = [0, 1] where Ic =
∞⋃
n=0
g−n(c).
As such, the properties of expanding Lorenz maps been extensively studied - see e.g.
[14, 17, 27] among others. Also in [17, 6.2] it was stated that Lorenz maps can be studied
as open dynamical systems of the doubling map. Moreover, we associate to such dynamical
systems a symbolic space via kneading theory - see [15] for a suitable introduction to
our context - which coincides with the lexicographic world. Parry in [37] introduced the
following linear and expanding Lorenz maps known as mod 1 transformations. Consider
β˜ ∈ (1, 2) and α˜ ∈ (0, 2− β). Define
gβ˜,α˜(x) =
{
β˜x+ α˜, if x ∈ [0, 1−α˜
β˜
];
β˜x+ α˜− 1 if x ∈ [1−α˜
β˜
, 1].
Thus, for every mod 1 transformation g(α,β), there is a centred hole (a, b) such that(
[0, 1], g(β˜,α˜)
)
is a factor of
(
Λ(a,b), f(a,b)
)
[3, Proposition 4.1, Proposition 4.2.]. Also, the
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factor map is given by πβ˜,α˜ ◦ π
−1 where πβ˜,α˜ : Σ(α,β) → [0, 1] given by πβ˜,α˜((xi)
∞
i=1) =
α˜
β˜−1
+
∞∑
n=1
xn
β˜n
.
Urbanski in [43, Lemma 1] showed that the projection map πβ˜,α˜ is also a measure the-
oretic isomorphism between M(σ(α,β)) and M(gβ,α). On the other hand, Hobfbauer in
[22, 23] it is shown that (gβ˜,α˜) is intrinsically ergodic if ([0, 1], gβ˜,α˜) is topologically trans-
itive. Topologically transitive attractors (Λ(a,b), f(a,b)) as well as dynamical systems of the
form ([0, 1], gβ,α) are characterised using renormalisation. A pair (α, β) ∈ LW is said to be
renormalisable if there exist two words ω and ν and sequences {nωi }
∞
i=1 {n
ν
i }
∞
i=1, {m
ω
j }
∞
j=1
and {mνj}
∞
j=1 ⊂ N ∪ {∞} such that ω = 0 − maxω, ν = 1 − minν , (0 − maxν)
∞ ≺ ω∞,
ν∞ ≺ (1−minω)
∞ ,ℓ(ων) ≥ 3 and
0α = ωνn
ν
1ωn
ω
1 νn
ν
2ωn
ω
2 νn
ν
3 . . .
and
1β = νωm
ω
1 νm
ν
1ωm
ω
2 νm
ν
2ωn
ω
3 . . . .
If ℓ(ων) = 3 we say that (α, β) is trivially renormalisable. The pair (ω, ν) is called the
associated pair of (α, β). We will always consider the shortest choice of (ω, ν) with respect
to ℓ(ω) and ℓ(ν). It is well known that a Lorenz map ([0, 1], gβ,α) is transitive if and only
if (α, β) is not renormalisable [14, Theorem 2]. Recently, the author shown in [3, Theorem
5.16,Theorem 5.22] that for (a, b) ∈ D2, (Λ(a,b), f(a,b)) is transitive if and only if (α, β) is not
renormalisable and that the shift given by α = ων∞ and β = νω∞ is transitive if ω = ξr
and ν = ζr for r ∈ Q ∩ (0, 1) [3, Theorem 5.10].
Intrinsic Ergodicity in D2. We now start describing the pairs (a, b) ∈ D1 such that
(Λ(a,b), f(a,b)) is intrinsically ergodic. We would like to recall our main theorem.
Theorem 4.1. The set
DI =
{
(a, b) ∈ D1 : (Λ(a,b), f(a,b)) is intrinsically ergodic
}
has full Lebesgue measure.
As a consequence of [1, Theorem 6.2, Theorem 6.3, Theorem 6.4, Theorem 6.5] and [3,
Theorem 5.20, Theorem 5.22, Theorem 6.2] combined with the fact that transitive subshifts
of finite type, as well as subshifts with the specification property are intrinsically ergodic
- see [36, 6] respectively- and [23, Theorem 8] we obtain that DI 6= ∅.
We say that a pair (α, β) ∈ LW is essential pair if (α, β) is not renormalisable and α and
β are periodic sequences. From [29, Theorem 1.3], the lexicographic subshifts corresponding
to essential pairs are transitive subshifts of finite type. Let
E = {(α, β) ∈ LW : (α, β) is an essential pair}
and
S =
{
(a, b) ∈ D1 : (Λ(a,b)), f(a,b)) is conjugated to a transitive subshift of finite type
}
.
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Observe that π(E) ⊂ S ⊂ D1 and π(E) ⊂ D2 [20, Theorem 3.8], [16, Theorem 2.13].
Lemma 4.2. The set S has positive Lebesgue measure.
Proof. Let (α, β) ∈ LW be an essential pair and (a, b) = (π(0α), π(1β)). From [3, The-
orem 3.3] there is an open set U ⊂ D1 such that for every (a
′, b′) ∈ U , X(a,b) = X(a′,b′).
This implies that (Λ(a,b), f(a,b)) and (Λ(a′,b′), f(a′,b′)) are topologically conjugated. Since
(Λ(a,b), f(a,b)) is conjugated to (Σ(α,β), σ(α,β)) then (Λ(a′,b′), f(a′,b′)) is also topologically con-
jugated to (Σ(α,β), σ(α,β)) for every (a
′, b′) ∈ U . This shows our result. 
Note that Lemma 4.2 implies that DI has positive Lebesgue measure.
In [3, Corollary 3.5] is shown that set
T =
{
(a, b) ∈ R : htop(f(a,b)) is constant
}
has full measure. Note that the set
S ′ =
{
(a, b) ∈ D1 : (Λ(a,b)), f(a,b)) is conjugated to a subshift of finite type
}
⊂ T
and by Theorem [3, Corollary 3.4] has full measure. Thus, to prove our result it suffices to
show that every lexicographic subshift of finite type (Σ(α,β), σ(α,β)) is intrinsically ergodic.
Renormalisation boxes and intrinsic ergodicity.
Definition 4.3. Let (ω, ν) be the associated pair of an essential pair (α′, β ′). The set
B0(ω, ν) =
{
(α, β) ∈ LW : (0α, 1β) ∈ [ω∞, ων∞]≺ × [νω
∞, ν∞]≺
}
is called a 0-renormalisation box or simply a renormalisation box.
Lemma 4.4. Let B0(ω, ν) and B0(ω′, ν ′) be renormalisation boxes. Then,
B0(ω, ν) ∩ B0(ω′, ν ′) = ∅
if and only if (ω, ν) 6= (ω′, ν ′).
Proof. It is clear that B0(ω, ν) ∩ B0(ω′, ν ′) = ∅ then (ω, ν) 6= (ω′, ν ′). Let us assume now
that (ω, ν) 6= (ω′, ν ′). Then, there is no loss in generality assuming that ω′∞ 4 ω∞.
Let us assume that ω′∞ ≺ ω∞ first. Then, there is i ∈ N such that ω′∞j = ω
∞
j for every
j ≤ i and ω′∞i = 0 and ω
∞
i = 1. Then we need to consider the following three cases.
Suppose that ℓ(ω) = ℓ(ω′). This implies that i ≤ ℓ(ω) then ω′ν ′∞ ≺ ω∞ regardless the
choice of ν and ν ′. Then, [ω∞, ων∞]≺ ∩ [ω
′∞, ω′ν ′∞]≺ = ∅ which implies our result. Now,
let us assume that ℓ(ω′) < ℓ(ω). This gives i ≤ ℓ(ω), which implies that
[ω∞, ων∞]≺ ∩
[
ω′
∞
, ω′ν ′
∞]
≺
= ∅
as in the previous case. Suppose now that ℓ(ω) < ℓ(ω′). Then, we have to consider two
sub-cases. If i ≤ ℓ(ω) then it is clear that
[ω∞, ων∞]≺ ∩
[
ω′
∞
, ω′ν ′
∞]
≺
= ∅.
If ℓ(ω) < i ≤ ℓ(ω′) then ω′ν ′∞ ≺ ω∞ since ω∞i = 1 and ω
′ν ′∞i = 0. Then our result follows.
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If ω = ω′ then ν 6= ν ′. It is clear that (ν¯, ω¯) and (ν¯ ′, ω¯′) define renormalisation boxes as
well. Without losing generality we can assume that ν∞ ≺ ν ′∞. Then ν ′∞ ≺ ν∞. Then,
applying the arguments shown above it we get
[ν∞, νω∞]≺ ∩
[
ν ′
∞
, ν ′ω′
∞]
≺
= ∅.
Therefore
[νω∞, ν∞]≺ ∩
[
ν ′ω′
∞
, ν ′
∞]
≺
= ∅.
This concludes the proof. 
Observe that Σ2 × Σ2 is a metric space with the distance given by d2 : (Σ2 × Σ2) ×
(Σ2 × Σ2)→ [0, 1] given by
d2((α, β), (α
′, β ′)) =
(
d(α, α′)
2
+ d(β, β ′)2
) 1
2
.
Note that
diam(B0(ω, ν)) = d2 ((ω
∞, ν∞), (ων∞, νω∞))
and
d2 ((ω
∞, ν∞), (ων∞, νω∞)) =
(
1
2(ℓ(ω)+1)
2 +
1
(2ℓ(ν)+1)
2
) 1
2
.
Theorem 4.5. If (α, β) ∈ LW satisfies that (0α, 1β) ∈ B0(ω, ν) \ {(ω∞, ν∞)}, then (α, β)
is a renormalisable pair by ω and ν.
Proof. Let (α, β) satisfying our hypothesis. Since (α, β) is not an essential pair, from [3,
Theorem 5.21] then (α, β) is either coded but not of finite type or renormalisable.
If (α, β) is renormalisable, then there are words ω′ and ν ′ which renormalise (α, β).
Assume that (ω, ν) 6= (ω′, ν ′). Then by Lemma 4.4, (0α, 1β) /∈ B0(ω, ν) which is a contra-
diction. Thus (α, β) is renormalisable by ω and ν.
Assume that (α, β) is coded but not of finite type and let B0(ω, ν) such that (0α, 1β) ∈
B0(ω, ν). Then, there is a sequence {(αn, βn)}
∞
n=1 of essential pairs such that
Σ(α,β) = lim
n→∞
Σ(αn,βn) with αn ≺ αn+1 and βn+1 ≺ βn
for every n ∈ N. Since (Σ(αβ)) is coded we have Σ(αn,βn) ⊂ Σ(αn+1,βn+1). Let (ωn, νn) be the
associated pair of (αn, βn) for every n. We claim that either {ℓ(ωn)}
∞
n=1 is an unbounded
sequence or {ℓ(νn)}
∞
n=1 is an unbounded sequence. Assume that both sequences {ℓ(ωn)}
∞
n=1
and {ℓ(νn)}
∞
n=1 are bounded. Let M and N ∈ N such that {ℓ(ωn)} ≤M and {ℓ(νn)} ≤M .
Observe that the set{
(ω, ν) ∈
N⋃
n=2
Bn(Σ2)×
M⋃
n=2
Bm(Σ2) : (α, β) is essential
}
is finite, then there is n such that (αn, βn) = (α, β). This gives that (α, β) = (σ(ω
∞), σ(ν∞))
which is a contradiction. 
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Observe that Theorem 4.5 gives us a decomposition of π−1(D2), namely (α, β) is either
essential, renormalisable or a coded system. Denote by
C = {(α, β) ∈ LW : (α, β) is coded} ,
LW ′ = {(0α, 1β) : (α, β) ∈ LW}
and
C′ = {(0α, 1β) : (α, β) ∈ C} .
As a consequence of Theorem 4.5 and Lemma 4.2 we have that all the dynamical properties
of D2 are determined by essential pairs and limits of essential pairs.
Corollary 4.6.
π−1(D2) ∩ LW
′ =

 ⋃
(α,β)∈E
B0(ω, ν)

 ∪ C′.
Moreover, as a consequence of [3, Corollary 3.21] we have that every attractor
(
Λ(a,b), f(a,b)
)
with (a, b) ∈ D2 is associated to an essential pair, a renormalisable subshift or to a coded
system.
Transitive components of (Σ(α,β), σ(α,β)) for (0α, 1β) ∈ D2. Let (Σ(α,β), σ(α,β)) be a lexico-
graphic subshift. A subset A of Σ(α,β) is said to be a transitive component if A is closed,
completely invariant (i.e. f−1(A) = A = f(A)), σ |A: A→ A is topologically transitive and
there is no other set A′ such that A ( A′ containing a dense orbit [8, p. 1313]. Observe
that [8, Theorem 6.3] and [3, Corollary 3.21] imply that Σ(α,β) has in general at most 8
transitive components and that Σ(α,β) has at most 4 transitive components if both α and
β are periodic sequences.
We characterise now such transitive components for (α, β) such that (0α, 1β) ∈ B0(ω, ν).
Recall that, given two finite words ω and ν, {ω, ν}∞ denotes the set of free concatenations
of ω and ν and their shifts.
Lemma 4.7. Let (0α, 1β) ∈ B0(ω, ν) be a renormalisable pair such
(
Σ(α,β), σ(α,β)
)
is a
subshift of finite type. Then
(
Σ(α,β), σ(α,β)
)
has two transitive components only. Moreover,
the transitive components of
(
Σ(α,β), σα,β
)
, A and B are given by A = Σ(σ(ω∞),σ(ν∞)) and
B ( {ω, ν}∞.
Proof. From [3, Theorem 5.13] gives that
(
Σ(α,β), σ(α,β)
)
is not transitive. Moreover, from
the proof of [3, Theorem 5.13] we obtain that there is no bridge between the words ω1 and
νn
ν
1+1. Also, it is possible to show that there is no bridge between ν0 and ωm
ω
1+1. Thus,
A = Σ(σ(ω∞),σ(ν∞)) is a transitive component of Σ(α,β) since (σ(ω
∞), σ(ν∞)) is essential.
Observe that
C =
{
x ∈ Σ(α,β) : ω1 or ν0 occurs in x
}
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determines a transitive component B. We construct such component B as follows: firstly,
note that C is not necessarily an invariant set. Let B the maximal invariant set of C, that
is
B =
∞⋂
n=−∞
σn(C).
Let us show that B ( {ω, ν}∞. Let x ∈ B. Without losing generality we can assume that
ω1 is a factor of x and that xi = ωi for i ∈ {1, . . . , ℓ(ω)} and xℓ(ω)+1 = 1. Observe that
xi+ℓ(ω) = νi for i ∈ {1, . . . , ℓ(ν)} since x ∈ Σ(α,β). Then xℓ(ω)+ℓ(ν)+1 is free. We claim that
xℓ(ω)+ℓ(ν)+1 = 0 then xℓ(ω)+ℓ(ν)+i = ωi for i ∈ {1, . . . , ℓ(ω)}. Assume that the claim is false.
Then there is i ∈ {1, . . . , ℓ(ω)} such that ωi 6= xℓ(ω)+ℓ(ν)+i. If ωi = 0 and xℓ(ω)+ℓ(ν)+i = 1
then σℓ(ω)+ℓ(ν)(x) ≻ α which is a contradiction. Similarly, if ωi = 1 and xℓ(ω)+ℓ(ν)+i = 0
then σℓ(ω)(x) ≺ β which is a contradiction as well. We also claim that xℓ(ω)+ℓ(ν)+1 = 1
then x ell(ω)+ℓ(ν)+i = νi for i ∈ {1, . . . , ℓ(ω)}. Assume that the claim is false. Then there is
i ∈ {1, . . . , ℓ(ν)} such that ωi 6= xℓ(ω)+ℓ(ν)+i. If νi = 0 and xℓ(ω)+ℓ(ν)+i = 1 then σ
1(x) ≻ α
which is a contradiction. Similarly, if νi = 1 and xℓ(ω)+ℓ(ν)+i = 0 then σ
ℓ(ω)(x) ≺ β which is
a contradiction as well. Thus we have proven that B ⊂ {ω, ν}∞. To show thatB ( {ω, ν}∞
observe that ω∞ /∈ B. Also, it is possible to consider the sequence ων∞ and show that
ων∞ /∈ B as follows. Since
(
Σ(α,β), σ(α,β)
)
is a subshift of finite type, then α is periodic and
0α = ωνn
ω
1 ωn
ω
1 νn
ν
2 . . .. Thus σ(ω nu∞) ≺ α. Therefore σ(ων∞) /∈ Σ(α,β). This shows that
B ( {ω, ν}∞. Assume that there is another component D such that D 6= A and D 6= B.
This implies that D ∩ (A ∪ B) = ∅. Thus, D ⊂ C ∩ B. Since C is the maximal invariant
and D is invariant we have that D = ∅ and the proof is finished. 
Lemma 4.8. Let (α, β) satisfying the same hypothesis of Lemma 4.7. Then
htop(σB) < htop
(
σ{ω,ν}∞
)
.
Proof. Since both α and β are renormalisable periodic sequences then
0α = (ωνn
ν
1ωn
ω
1 νn
ν
2ωn
ω
2 . . . νn
ν
i ωn
ω
i )∞
and
1β = (νωm
ω
1 νm
ν
1ωm
ω
2 νm
ν
2 . . . ωm
ω
j νm
ν
j )∞.
Note that nωi and m
ν
j can be equal to 0. However, this will not affect our argument. Let B
the transitive component defined in Lemma 4.7. Since
(
Σ(α,β), σ(α,β)
)
is a subshift of finite
type
(
B, σ(α,β)B
)
is a subshift of finite type - see [8, p. 1313]. From [3, Lemma 5.3] we
have that the periodic orbit (ωνn
ν
1+1)∞ ∈ Σ(α,β) \ B. Then, from [18, Corollary 4.49] and
Lemma 4.7 we have that htop(σB) < htop
(
σ{ω,ν}∞
)
. 
Theorem 4.9.
(
Σ(α,β), σ(α,β)
)
has a unique transitive component of maximal entropy for
every subshift of finite type
(
Σ(α,β), σ(α,β)
)
whenever (0α, 1β) ∈ π−1(D2) ∩ LW
′.
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Proof. Observe that if (α, β) is an essential pair then our result is automatically true.
Suppose now that (0α, 1β) ∈ B0(ω, ν). Then the transitive components of (Σ(α,β), σ(α,β))
are given by Σ(σ(ω∞),σ(ν∞)) and the set B constructed in Lemma 4.7. From [7, Proposition
2.5.5] and Lemma 4.7 we have that htop(σ(α,β)) = max
{
htop(σ(σ(ω∞ ,ν∞))), htop(σB)
}
. From
Lemma 4.8 we have that htop(σB) < htop(σ{ω,ν}∞). Note that htop(σ{ω,ν}∞) = log λ where
1
λ
is the unique root of 1 − tℓ(ω) − tℓ(ν) in [0, 1] - [24, Remark 2.1] and [15, p. 1008]. From
[15, Lemma 8, Lemma 9] we have that htop(σ(σ(ω∞),σ(ν∞))) ≥ htop(σ{ω,ν}∞) > htop(σB) which
proves our result. 
Corollary 4.10. If (α, β) ∈ LW such that (0α, 1β) ∈ B0(ω, ν) with
(0α, 1β) 6= (ων∞, νω∞),
then (Σ(α,β), σ(α,β)) has a unique transitive component of maximal entropy.
Proof. Note that the results is automatically true if (α, β) = (σ(ω∞), σ(ν∞)). From The-
orem 4.5 we have that (α, β) is renormalisable by ω and ν, i.e.
0α = ωνn
ν
1ωn
ω
1 νn
ν
2ωn
ω
2 . . . νn
ν
i ωn
ω
i . . .
and
1β = νωm
ω
1 νm
ν
1ωm
ω
2 νm
ν
2 . . . ωm
ω
j νm
ν
j . . . .
Recall that (Σ(α,β), σ(α,β)) is not a subshift of finite type. From [3, Lemma 5.6] we
have that (ωνn
ν
1 )∞ ≺ 0α ≺ (ωνn
ν
1+1)∞ and (νωm
ω
1+1)∞ ≺ 1β ≺ (νωm
ω
1 )∞. Let B
be the component defined in Lemma 4.7 for (Σ(α,β), σ(α,β)) and B
′ and B′′ the com-
ponent constructed on Lemma 4.7 for (Σ
(σ((ωνn
ν
1 )∞),σ((νωm
ω
1 )∞))
, σ
(σ((ωνn
ν
1 )∞),σ((νωm
ω
1 )∞)
) and
(Σ
(σ((ωνn
ν
1 +1)∞),σ((νωm
ω
1 +1)∞)
, σ
(σ((ωνn
ν
1+1)∞),σ((νωm
ω
1 +1)∞)
) respectively. Observe that
htop(σB′) ≤ htop(σB) ≤ htop(σB′′).
Suppose that (Σ(α,β), σ(α,β)) has a component C such that htop(σC) = htop(σ(σ(ω∞),σ(ν∞))).
Observe that C 6= B since htop(σC) > htop(σB). Then neither ω1 nor ν0 are factors of x for
every x ∈ C. Then
C =
{
x ∈ Σ(α,β) : neither ω1 nor ν0 are factors of x
}
.
Thus C = Σ(σ(ω∞),σ(ν∞)). 
Theorem 4.11. If (α, β) satisfies that (0α, 1β) ∈ B0(ω, ν) and (Σ(α,β), σ(α,β)) is a subshift
of finite type then (Σ(α,β), σ(α,β)) is intrinsically ergodic.
Proof. From Theorem 4.9 Σ(σ(ω∞),σ(ν∞)) is the unique transitive component of maximal
entropy of (Σ(α,β), σ(α,β)). Since (σ(ω
∞), σ(ν∞)) is an essential pair we have that
(Σ(σ(ω∞),σ(ν∞)), σ(σ(ω∞),σ(ν∞))) is intrinsically ergodic.
Let µ the measure of maximal entropy for (Σ(σ(ω∞),σ(ν∞)), σ(σ(ω∞),σ(ν∞))). We define
µ(α,β)(B) = µ(B ∩ Σ(σ(ω∞),σ(ν∞)))
for every measurable set B. Note that hµ(α,β) = hµ since htop(σ(σ(ω∞),σ(ν∞))) = htop(σ(α,β)).
Thus, µ(α,β) is a measure of maximal entropy with supp(µ(α,β)) = supp(µ) where supp
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denotes the support of the measures. Suppose that there is another measure of maximal
entropy η. Since η 6= µ(α,β) and η, µ(α,β) are ergodic measures [44, Theorem 8.7] we have
that η and µ(α,β) are mutually singular [44, Theorem 6.10]. This implies that
µ(α,β)(supp(µ(α,β)) ∩ supp(η)) = η(supp(µ(α,β)) ∩ supp(η)) = 0.
This gives that supp(η) ⊂ Σ(α,β) \ Σ(σ(ω∞),σ(ν∞)). Then by Theorem 4.9 hη = htop(σB).
Which contradicts that η is a measure of maximal entropy and our proof is complete. 
As a consequence of Corollary 4.10, we can extend Theorem 4.11 to subshifts which are
not of finite type necessarily. This is stated in the following corollary. The proof is left to
the reader.
Corollary 4.12. Let (α, β) be a renormalisable pair by ω and ν such that (0α, 1β) ∈
B0(ω, ν) with (0α, 1β) 6= (ων∞, νω∞). Then (Σ(α,β), σ(α,β)) is intrinsically ergodic.
As a corollary of Theorem 4.11 and Corollary 4.12 we obtain the following statement.
Corollary 4.13. For almost every (a, b) ∈ D2, (Λ(a,b), f(a,b)) is intrinsically ergodic.
Proof. Since S is open and dense in D1 and D2 is an open subset [20] then S ∩D2 is open
and dense in D2. Then, by Lemma 4.6, Theorem 4.11 we can conclude our result. 
DI 6= D2. On Corollary 4.10 and Corollary 4.12 we made the assumption that (0α, 1β) 6=
(ων∞, νω∞). We would like to explain the reason of this hypothesis.
Let ω = 01 and νk = 100(10)
k for some k ≥ 0 and consider (αk, βk) ∈ LW given by
0α = ων∞k and 1β = νkω
∞;
or
0α = νkω
∞and 1β = ωνk
∞
where ω¯ denotes the mirror image of ω, that is ω¯i = 1− wi for each i ∈ {1, . . . ℓ(ω)}. The
case when k = 0 was introduced by Hofbauer in [23] and later on, it was extended for any
k ∈ N by Glendinning and Hall in [15]. Observe that (ω, νk) and (ν¯k, ω¯) are associated
pairs the essential pairs
(αk
′, βk
′) = (σ(ω∞), σ(ν∞k ))
and
(αk
′′, βk
′′) = (σ(ν¯k
∞), σ(ω¯∞)) .
As a consequence of [3, Theorem 5.16] we have that (Σ(αk ,βk), σ(αk ,βk)) is not a transitive
subshift for any k ≥ 0. To show that (Σ(αk ,βk), σ(αk ,βk)) is not intrinsically ergodic for any
k ≥ 0, we need to use some results corresponding to Lorenz maps.
Recall that given a dynamical system (X, f) we call a point x ∈ X non wandering if for
every open set U ⊂ X such that x ∈ U there exists n ∈ N such that fn(U) ∩ U 6= ∅. We
define the non-wandering set of (X, f) to be
Ω(f) = {x ∈ X : x is non wandering }
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[7, p. 29]. In [15, Corollary 10] is showed that if a Lorenz map g has as kneading invariant
(α, β) ∈ LW satisfying that 0α = ων∞k and 1β = νkω
∞ or 0α = νkω
∞ and 1β = ωνk
∞ then
there are two basic components of the non-wandering set A and B such that A ∩ B = ∅
and htop(g |A) = htop(g |B) = htop(g).
Theorem 4.14. Let (α, β) ∈ LW satisfying that
0α = ων∞k and 1β = νkω
∞
or
0α = νkω
∞and 1β = ωνk
∞.
Then (Σ(α,β), σ(α,β)) is not intrinsically ergodic.
Proof. Let (α, β) ∈ LW satisfying our hypothesis. From [27, Theorem 1] there exists an
expanding Lorenz map g(α,β) such that (Σ(α,β), σ(α,β)) is semi-conjugated to ([0, 1], g(α,β))
by a semi-conjugacy h. Let Ω(α,β) be the non-wandering set of ([0, 1], g(α,β)). Then by [15,
Corollary 10] there exist two g(α,β)-invariant sets A,B ⊂ Ω(α,β) such that
htop(g(α,β) |A) = htop(g(α,β) |B) = htop(g(α,β)).
By [17, Theorem 2], A∩B = ∅, whence h−1(A)∩h−1(B) = ∅. Moreover, by [15, Theorem 3],
htop(g(α,β)) = log(
1
κ
). Then by [4, Lemma 3], htop(σ(α,β)(h
−1(A))) = htop(σ(α,β)(h
−1(B))) =
htop(σ(α,β)). This implies that there exist two σ(α,β)-invariant measures µA and µB such
that supp(µA) ⊂ A, supp(µB) ⊂ B and
hµA = hµB = htop(σ(α,β)).
Thus, (Σ(α,β), σ(α,β)) is not intrinsically ergodic. 
Observe that from Theorem 4.14 and [15, Corollary 10] we obtain the following result.
Corollary 4.15. Let (α, β) = (σ(ων∞), σ(νω∞)) where ω 6= 01 and ν 6= 100(10)k or
ω 6= 100(10)k or ν 6= 10. Then (Σ(α,β), σ(α,β)) is intrinsically ergodic.
Intrinsic Ergodicity in D1 \ D2. To finish the proof of Theorem 4.1 it is necessary to
prove that subshifts of finite type corresponding to pairs (α, β) ∈ π−1(D1 \ D2) ∩ LW
are intrinsically ergodic. As a consequence of [16, Theorem 2.13] and [20, Theorem 3.8.
Corollary 3.13] we have that (0α, 1β) ∈ [ξ∞r , ξζ
∞
r ]≺×[ζξ
∞
r , ζ
∞
r ]≺ for every (α, β) ∈ π
−1(D1\
D2) ∩ LW with r ∈ Q ∩ (0, 1). Moreover, using a similar argument as in Theorem 4.5, if
(α, β) ∈ π−1(D1 \D2) ∩ LW then (α, β) is renormalisable by (ξr, ζr).
Definition 4.16. Let (α, β) ∈ LW be an essential pair with associated pair (ω, ν) and
consider the renormalisation box B0(ω, ν) associated to (ω, ν). Let r ∈ Q ∩ (0, 1). We
define a (1,r)-renormalisation box or simply a 1-renormalisation box to be
B1r(ω, ν) =
{
(α, β) ∈ LW : (0α, 1β) ∈ ρr(B
0(ω, ν))
}
.
Given a finite sequence (r1, . . . rn) ∈ (Q ∩ (0, 1))
n we define an (n− (r1 . . . rn))-renormali-
sation box or simply an n- renormalisation box to be
Bn(r1,...rn)(ω, ν) =
{
(α, β) ∈ LW : (0α, 1β) ∈ ρrn ◦ . . . ◦ ρr1(B
0
ω,ν)
}
.
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From Theorem 4.4 it is clear that for every n ∈ N,
Bnr1...rn(ω, ν) ∩ B
n
r1...rn
(ω′, ν ′) = ∅
if (ω, ν) 6= (ω′, ν ′). Similarly, it is clear that
Bnr1...rn(ω, ν) ∩B
n
r′1...r
′
n
(ω, ν) = ∅
if (r1, . . . , rn) 6= (r
′
1, . . . r
′
n) and that
Bnr1...rn(ω, ν) ∩B
m
r1...rm
(ω, ν) = ∅
if n 6= m.
Note that
diam
(
Bnr1,...rn(ω, ν)
)
=
(
1
2(q1·...·qn·ℓ(ω)+1)
2 +
1
2(q1·...·qn·ℓ(ν)+1)
2
) 1
2
.
We characterise now such transitive components for (α, β) ∈ LW such that (0α, 1β) ∈
Bnr1,...,rn(ω, ν). Note that [16, Proposition 2.6] implies that
{
ξ∞rn , ζ
∞
rn
}
( Σ(α,β) for every
(α, β) such that (0α, 1β) ∈ Bnr1,...,rn(ω, ν).
Theorem 4.17. Let (α, β) be an essential pair with associated pair (ω, ν). Let (r1, . . . rn) ∈
(Q ∩ (0, 1))n. Then, the subshift
(
Σ(α′,β′), σ(α′,β′)
)
where α′ = σ(ρrn ◦ . . . ◦ ρr1(ω)) and
β ′ = σ(ρrn ◦ . . . ◦ ρr1(ν)) has two transitive components A
′ and B′ where
A′ =
∞⋂
m=−∞
σm(ρrn ◦ . . . ◦ ρr1(Σ(α,β)))
and B′ =
{
ξ∞rn , ζ
∞
rn
}
Proof. Firstly we will show that A′ is a transitive component. Recall that ri =
pi
qi
with
1 ≤ i ≤ n. Let υ, κ ∈ L(A′). Note that, there exist l ≤ ℓ(υ), m ≤ qn such that and a word
u ∈ Bm(A
′) such that σl(υ)u ∈ L(A′),
σl(υ)u = ξn1rn ζ
n2
rn
. . . ξni−1rn ζ
ni
rn
where {nj}
i
j=1 ⊂ N such that
υ(α,β) = (ρrn ◦ . . . ◦ ρr1)
−1(σn(υ)u) ∈ L(Σα,β).
Similarly, there are words u′, v′ ∈ L(A′) such that u′κv′ ∈ L(A′) and
u′κv′ = ξn
′
1
rn
ζn
′
2
rn
. . . ξ
n′
k−1
rn ζ
n′
k
rn
where
{
n′j
}k
j=1
⊂ N such that
κ(α,β) = (ρrn ◦ . . . ◦ ρr1)
−1(u′κv′) ∈ L(Σα,β).
Since (α, β) is an essential pair, there exists a word η such that
υ(α,β)ηκ(α,β) ∈ L(Σ(α,β)).
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Then
ρrn ◦ . . . ◦ ρr1(υ(α,β)ηκ(α,β)) ∈ L(A
′).
Since
ρrn ◦ . . . ◦ ρr1(υ(α,β)ηκ(α,β)) = ρrn ◦ . . . ◦ ρr1(υ(α,β))ρrn ◦ . . . ◦ ρr1(η)ρrn ◦ . . . ◦ ρr1(κ(α,β))
we have that uρrn ◦ . . . ◦ ρr1(η)u
′ is a bridge between υ and κ with
u(ρrn ◦ . . . ◦ ρr1(η))u
′ ∈ L(A′).
This shows that A′ is a transitive component.
To show that B′ is a transitive component note that recall that B′ ⊂ Σ(α′,β′) for every
(α′, β ′) ∈ LW such that
(0α′, 1β ′) ∈ Bnr1...rn(ω, ν).
Observe that
0α′ = ρrn ◦ . . . ◦ ρr1(ω) =
(
ξrnζ
n
ζrn
1
rn
. . . ξ
n
ξrn
i
rn ζ
n
ζrn
i
rn
)∞
and
1β ′ = ρrn ◦ . . . ◦ ρr1(ν) =
(
ζrnξ
m
ξrn
1
rn
. . . ζ
m
ζrn
j
rn ξ
m
ξrn
j
rn
)∞
.
From [3, Lemma 5.6] we have that
max
{
n
ξrn
i
}
≤ max
{
m
ξrn
j
}
= m
ξrn
1
and
max
{
m
ζrn
j
}
≤ max
{
n
ζrn
i
}
= n
ζrn
1 .
Since B′ ⊂ Σ(α′,β′) and B
′ is σ-invariant we have that ξm
ξrn
1 +1 and ζn
ζrn
1 +1 ∈ L(Σ(α′,β′))
and that ξm
ξrn
1 +1 and ζn
ζrn
1 +1 are factors of x ∈ Σ(α′,β′) if and only if x ∈ B. Thus B
′ is a
transitive component.
Assume that there is a third transitive component C ′ such that C ′ 6= A′ and C ′ 6= B′.
Since C ′ 6= A′ we have that x /∈ (ρrn ◦ . . . ◦ ρr1)
−1(Σ(α,β)). This implies that ξ
m
ξrn
1 +k or
ζn
ζrn
1 +k are factors of x. On the other hand, since x /∈ B′ then neither ξm
ξrn
1 +k nor ζn
ζrn
1 +k
are factors of x for every k ≥ 1. Thus C ′ = ∅. 
Corollary 4.18. Let (α, β) be an essential pair with associated pair (ω, ν). Let (r1, . . . rn) ∈
(Q ∩ (0, 1))n. Then, for every (α′, β ′) such that (0α′, 1β ′) ∈ Bn(r1,...,rn)(ω, ν)such that the sub-
shift
(
Σ(α′,β′), σ(α′,β′)
)
is a subshift of finite type, the Σ(α′,β′) has three transitive components
A′, B′ and C ′ where
A′ =
∞⋂
m=−∞
σm (ρrn ◦ . . . ◦ ρr1(A)) ,
B′ =
∞⋂
m=−∞
σm (ρrn ◦ . . . ◦ ρr1(B))
and C ′ =
{
ξ∞rn , ζ
∞
rn
}
where A and B are the components constructed in Lemma 4.7.
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Proof. Observe that since (0α′, 1β ′) ∈ Bn(r1,...,rn)(ω, ν) we have that
(
Σ(α,β), σ(α,β)
)
is a sub-
shift of
(
Σ(α′,β′), σ(α′,β′)
)
. From Lemma 4.7 and using a similar argument as in Theorem
4.17 we have that A′, B′ and C ′ are transitive components of
(
Σ(α,β), σ(α,β)
)
. Assume that
there is another transitive component D′. From Theorem 4.17 we have that A′ 6= D′ and
C ′ 6= D′. Let x ∈ D. This implies that ξm
ξrn
1 +k or ζn
ζrn
1 +k are factors of x. Thus x ∈ B′.
Then D′ ⊂ B′ which gives D′ = B′ since B′ and D′ are transitive components. 
Proposition 4.19. Let (α, β) ∈ LW be an essential pair with associated pair (ω, ν) and
r = p
q
∈ Q ∩ (0, 1). Then ρr : Σ(α,β) → Σ(α′,β′) is continuous and injective where α =
σ(ρr(ω
∞)) and β = σ(ρr(ν
∞)).
Proof. Let {xn}
∞
n=1 ⊂ Σ(α,β) such that xn −→
n→∞
y. Let ε > 0. Since xn −→
n→∞
x there is M ∈ N
such that for every m ≥M ,
d(xm, y) <
1
2M
< ε.
Thus, for every m ≥M , (xm)i = yi for every 1 ≤ i ≤M . This implies that ρr(xm)i = ρr(y)i
for every 1 ≤ i ≤ qM . This gives that
d(ρr(xm), ρr(y)) ≤
1
2qM
<
1
2M
< ε.
To show that it is injective note that if x = y then ρ(x)i = ρ(y)i for every 1 ≤ i ≤ qk and
ρ(x)qk+1 = ρ(y)qk+1 where k = min j ∈ N : xj 6= yj. 
Theorem 4.20. Let (α, β) be an essential pair with associated pair (ω, ν) and (r1, . . . rn) ∈
(Q ∩ (0, 1))n. Then
(
Σ(α′,β′), σ(α′,β′)
)
has positive topological entropy where
α = σ(ρrn ◦ . . . ρr1(ω
∞))
and
β = σ(ρrn ◦ . . . ρr1(ν
∞)).
Moreover
htop(σ(α′,β′)) =
1
q1 · . . . · qn
htop
(
σ(α,β)
)
.
Proof. From Theorem 4.17 and [28, Proposition 3.17 (2)], we have that
htop(σ(α′,β′)) = max {htop(σ |A′), htop(σ |B′)} .
Moreover, from the construction of A′ on Theorem 4.17 and Proposition 4.19 we have that
ρrn ◦ . . . ◦ ρr1(Σ(α,β)) = A
′.
Let x ∈ Σ(α,β) and ε > 0. Note that
ρrn ◦ . . . ◦ ρr1(B
d
ε (x)) = B
d
(q1·...·qn)·ε
(ρrn ◦ . . . ◦ ρr1(x)).
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Thus, ρrn ◦ . . . ◦ ρr1 is an open map and therefore an homeomorphism. Let x = (xi)
∞
i=1 ∈
Σ(α,β). Note that
ρrn ◦ . . . ◦ ρr1(σ(x)) = ρrn ◦ . . . ◦ ρr1((xi+1)
∞
i=1)
= σq1·...·qn(ρrn ◦ . . . ◦ ρr1(xi)
∞
i=1).
Thus, ρrn ◦ . . . ◦ ρr1 is a conjugacy between
(
Σ(α,β), σ(α,β)
)
and (A′, σq1·...·qn |A′). Then from
[28, Proposition 3.17 (3)] we have that
htop(σ(α,β)) = htop(σ
q1·...·qn |A′) = q1 · . . . · qn · htop(σ |A′),
and htop(B
′) = 0 the proof is complete. 
Lemma 4.21. Let (α, β) such that (0α, 1β) ∈ Bnr1,...,rn(ω, ν) where (ω, ν) is the associated
pair of an essential pair (α′, β ′). Then
htop(σB′) =
1
q1 · . . . · qn
htop(B) ≤
1
q1 · . . . · qn
htop
(
σ{ω,ν}∞
)
.
Proof. From Lemma 4.8 we have that htop(σB) ≤ htop(σ{ω,ν}∞). From Corollary 4.18 we
have that
B′ =
∞⋂
m=−∞
σm (ρrn ◦ . . . ◦ ρr1(B)) .
As in Theorem 4.20 ρrn ◦ . . . ◦ ρr1 is a conjugacy between (B, σ
q1·...·qn) and (B′, σB′). Then
htop(σB′) =
1
q1 · . . . · qn
htop(B) ≤
1
q1 · . . . · qn
htop
(
σ{ω,ν}∞
)
holds. 
Theorem 4.22.
(
Σ(α,β), σ(α,β)
)
has a unique transitive component of maximal entropy for
every
(
Σ(α,β), σ(α,β)
)
subshift of finite type with (α, β) ∈ LW ∩ π−1(D1 \D2).
Proof. From Theorem 4.9 we have that htop(σB) < htop(σA). Then by Corollary 4.18,
Theorem 4.20 and Lemma 4.21 we have that A′ is the unique component of maximal
entropy of
(
Σ(α,β), σα,β
)
. 
As a consequence of Corollary 4.10 and Theorem 4.22 we obtain immediately the fol-
lowing result.
Corollary 4.23. Let (α, β) be a renormalisable pair by ω and ν such that (0α, 1β) ∈
B0(ω, ν) with (0α, 1β) 6= (ων∞, νω∞). Then (Σ(α,β), σ(α,β)) has a unique transitive com-
ponent of maximal entropy.
Observe that Theorem 4.22 will imply that every lexicographic subshift of finite type is
intrinsically ergodic as we state as follows.
Theorem 4.24. If (α, β) satisfies that (0α, 1β) ∈ B0(ω, ν) and (Σ(α,β), σ(α,β)) is a subshift
of finite type then (Σ(α,β), σ(α,β)) is intrinsically ergodic.
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The proof of Theorem 4.24 is an easy modification of the proof of Theorem 4.11, so we
will omit the proof. Moreover, as it was done in Corollary 4.12, we can extend Theorem
4.24 to subshifts which are not of finite type necessarily as it is stated in the following
corollary. The proof is also omitted.
Corollary 4.25. Let (α, β) be a renormalisable pair by ω and ν such that (0α, 1β) ∈
B0(ω, ν) with (0α, 1β) 6= (ων∞, νω∞). Then (Σ(α,β), σ(α,β)) is intrinsically ergodic.
Recall that
C =
{
(α, β) ∈ LW :
(
Σ(α,β), σ(α,β)
)
is coded
}
and C′ = {(0α, 1β) : (α, β) ∈ C}.
Theorem 4.26. Let n ∈ N and (r1, . . . , rn) ∈ (Q∩ (0, 1))
n. If (0α′, 1β ′) ∈ ρrn ◦ . . .◦ρr1(C
′)
then
(
Σ(α′,β′), σ(α′,β′)
)
is intrinsically ergodic.
Proof. Let (α, β) ∈ C. Consider A′ =
∞⋂
m=−∞
σm(ρrn ◦ . . . ◦ ρr1(Σ(α,β))). Since (Σ(α,β), σ(α,β))
is coded, a similar argument as the one used in Theorem 4.17 implies that A′ is a trans-
itive component. Moreover, observe that (Σ(α,β), σ(α,β)) is topologically conjugated to
(A′, σq1·...·qnA′ ). Then, there is a unique measure of maximal entropy for (A
′, σq1·...·qnA′ ). We
call such measure µA′. As in Theorem 4.11 we extend such measure to a measure µ(α′,β′) ∈
M(σ(α′,β′) by considering
µ(α′,β′)(U) = µA′(U ∩ A
′).
To show that µ(α′,β′) is the unique measure of maximal entropy it suffices to show that A
′
is the unique component of maximal entropy of (Σ(α′,β′)). We claim that (Σ(α′,β′)) has to
transitive components, namely A′ and B′ =
{
ξ∞rn , ζ
∞
rn
}
. It is clear that B′ is a transitive
component. Assume that
(
Σ(α,β), σ(α,β)
)
posses another transitive component C ′ with
positive topological entropy. This implies there is M ∈M such that
C ′ ⊂
∞⋃
j=M
ρrn ◦ . . . ◦ ρr1(Σ(αj ,βj))
where (αj, βj) is the sequence constructed in [3, Theorem 5.21, Lemma 6.1]. This implies
that (ρrn ◦ . . . ◦ ρr1)
−1(C ′) ⊂ Σ(αj ,βj) for every j ≥M . Furthermore,
∞⋂
m=−∞
σm((ρrn ◦ . . . ◦ ρr1)
−1(C ′))
is a transitive component for
(
Σ(αj ,βj), σ(αj ,βj)
)
for every j ≥ M . This contradicts that(
Σ(αj ,βj), σ(αj ,βj)
)
is coded. Thus, C ′ = ∅ which concludes the proof. 
To finish the proof of Theorem 4.1 it is just need to show that n-renormalisation boxes
cover D1 as we state in the following theorem.
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Theorem 4.27.
π−1(D1) ∩ LW
′ =
∞⋃
n=0
⋃
(r1...rn)∈Q∩(0,1)
⋃
(α,β)∈E
(
Bn(r1...rn)(ω, ν) ∪ ρrn ◦ . . . ◦ ρrn(C
′)
)
.
Proof. Let
(0α′, 1β ′) ∈
∞⋃
n=0
⋃
(r1...rn)∈Q∩(0,1)
⋃
(α,β)∈E
(
Bn(r1...rn)(ω, ν) ∪ ρrn ◦ . . . ◦ ρrn(C
′)
)
.
Then, there exist n ≥ 0, (r1, . . . , rn) ∈ (Q ∩ (0, 1))
n and an essential pair (α, β) with
associated pair (ω, ν) such that (0α′, 1β ′) ∈ Bn(r1...rn)(ω, ν)∪ρrn◦. . .◦ρrn(C
′). From Theorem
4.20 and the fact that dimH(Σ(α′,β′)) =
htop(σ(α′,β′))
λ
we have that (0α′, 1β ′) ∈ π−1(D1)∩LW
′.
Assume now that (0α′, 1β ′) ∈ π−1(D1) ∩ LW
′. From Theorem 4.5 it suffices to consider
(0α, 1β) ∈ π−1(D1 \ D1) ∩ LW
′. Then, there is r ∈ Q ∩ (0, 1) such that (0α, 1β) ∈
[ξ∞r , ξrζ
∞
r ]≺ × [ζrξ
∞
r , ζ
∞
r ]≺. Moreover, since dimH(Σ(α′,β′)) > 0 and [16, Theorem 1.2] we
have that 1β ≺ χ(0α). From [3, Corollary 5.15] we have that (α′, β ′) is renormalisable by
ξr, ζr. Let r1 = r and consider (ρr)
−1(0α′, 1β ′). Observe that
(ρr)
−1(0α′, 1β ′) ∈ π−1(D2) ∩ LW
′.
Then we have that
(0α′, 1β ′) ∈
∞⋃
n=0
⋃
(r1...rn)∈Q∩(0,1)
⋃
(α,β)∈E
(
Bn(r1...rn)(ω, ν) ∪ ρrn ◦ . . . ◦ ρrn(C
′)
)
.
We claim that there exist n ∈ N, (r1, . . . rn) ∈ (Q ∩ (0, 1))
n and (α′′, β ′
′
) such that
(0α, 1β) = ρrn ◦ . . . ◦ ρr1(0α
′′, 1β ′′).
Suppose that such n does not exist. Then (α′, β ′) is infinitely renormalisable. Then,
from [16, Theorem 2.13] we have that htop(σ(α′,β′)) = 0 which contradicts that (α
′, β ′) ∈
π−1(D1)∩LW
′. Suppose that such n ∈ N exist and assume that n is maximal. This gives
that there is (r1, . . . rn) ∈ (Q ∩ (0, 1))
n such that (0α, 1β) = ρrn ◦ . . . ◦ ρr1(0α
′′, 1β ′′). If
0α′′, 1β ′′ /∈ π−1(D2)∩LW
′. Then there is r ∈ Q∩ (0, 1) such that 0α′′, 1β ′′ ∈ [ξ∞r , ξrζ
∞
r ]≺×
[ζrξ
∞
r , ζ
∞
r ]≺, which contradicts the maximality of n. Thus
(0α′, 1β ′) ∈
∞⋃
n=0
⋃
(r1...rn)∈Q∩(0,1)
⋃
(α,β)∈E
(
Bn(r1...rn)(ω, ν) ∪ ρrn ◦ . . . ◦ ρrn(C
′)
)
.

Then, Theorem 4.1 follows from [3, Theorem 3.2, Theorem 3.20], Lemmas 4.2, 4.6,
Theorems 4.11, 4.24 and 4.27.
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Non intrinsically ergodic attractors in D1\D2. We end the section constructing a countable
family of non transitive subshifts that are not intrinsically ergodic. Recall that ω = 01 and
νk = 100(10)
k for some k ≥ 0 and consider (αk, βk) ∈ LW given by
0α = ων∞k and 1β = νkω
∞;
or
0α = νkω
∞and 1β = ωνk
∞.
Theorem 4.28. Let n ∈ N, (r1 . . . rn) ∈ (Q∩ (0, 1))
n and let (α′, β ′) ∈ LW satisfying that
0α = ρrn ◦ . . . ◦ ρr1(ων
∞
k )
and
1β = ρrn ◦ . . . ◦ ρr1(νkω
∞)
or
0α = ρrn ◦ . . . ◦ ρr1(νkω
∞)
and
1β = ρrn ◦ . . . ◦ ρr1(ωνk
∞).
Then (Σ(α′,β′), σ(α′,β′)) is not intrinsically ergodic.
Proof. From Theorem 4.14 we have that
(
Σ(α,β), σ(α,β)
)
is not intrinsically ergodic since
there are two transitive components A and B such that htop(σ |A) = htop(σ |B). Then by
Theorem 4.20 and Lemma 4.21 we have that htop(σ |A′) = htop(σ |B′). Thus, as we showed
in Theorem 4.14 we have there are two σ(α′,β′) invariant measures with disjoint supports
such that
hµA′ = hµB′ = htop(σ(α′,β′)).

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