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Abstract
The continuum description of active particle systems is an efficient instrument to analyze a finite size particle
dynamics in the limit of a large number of particles. However, it is often the case that such equations
appear as nonlinear integro-differential equations and purely analytical treatment becomes quite limited.
We propose a general framework of finite volume methods (FVMs) to numerically solve partial differential
equations (PDEs) of the continuum limit of nonlocally interacting chiral active particle systems confined to
two dimensions. We demonstrate the performance of the method on spatially homogeneous problems, where
the comparison to analytical results is available, and on general spatially inhomogeneous equations, where
pattern formation is predicted by kinetic theory. We numerically investigate phase transitions of particular
problems in both spatially homogeneous and inhomogeneous regimes and report the existence of different
first and second order transitions.
Keywords: active particle flow, positivity preserving, dimensionality splitting, phase transitions
1. Introduction
Collective motion of groups of multiple agents of various origin is a fascinating phenomenon that manifests
itself in versatile systems, ranging from microscopic scale, e.g., colloidal suspensions [46, 26, 33], through
mesoscopic scale, e.g., bacterial suspensions and microtubule bundels [56, 20, 61], to macroscopic scale, e.g.,
schools of fish and flocks of birds [42, 19, 21]. The study of such systems is an active field of research, both
theoretically and experimentally. When a system consists of self-propelled agents, i.e., the ones that are able
to move without any external forcing, it is referred to as an active matter system. The direct approach to
model such systems is to describe the motion of each constituent agent with differential equations. However,
when the number of agents is large, this approach becomes computationally expensive and one looks for a
respective continuum description.
First approaches for the continuum description of active matter were based on symmetry arguments and
conservation laws [58, 8] and described the evolution of hydrodynamic variables, e.g., a marginal density
function and a polar order field. This approach allowed to reproduce some of the behavior given by an
agent-based description but the resulting equations were not linked to the microscopic parameters, thus,
not allowing for the respective analysis of the agent-based behavior. As an alternative, the kinetic theory
presents a systematic way to construct a continuum description of an agent system via density functions of
agent’s positions and velocities [15, 16, 10, 13, 11, 40, 44, 6]. Mostly, one is interested in a time evolution
of a density function of one agent, which is governed by a nonlinear PDE. As a result, the terms in such
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a PDE do depend on microscopic parameters from the agent-based model, thus, allowing one to study the
continuum limit behavior of a particle system in terms of those parameters.
In this paper, we are interested in the construction of effective FVMs for numerical integration of PDEs
derived as the continuum limit of nonlocally interacting self-propelled particle systems in two dimensions
that takes the following form:
∂tf(r, ϕ, t) = −v0e(ϕ) · ∇rf(r, ϕ, t)− ∂ϕ[w[f ](r, ϕ, t)f(r, ϕ, t)] +Dϕ∂ϕϕf(r, ϕ, t), (1)
where r ∈ R2 is a position vector, e(ϕ) ∈ S1 is a unit velocity vector that depends on particle’s orientation
ϕ ∈ R/(2piZ) =: T, t ∈ R+ is time, Dϕ ∈ R+ is a rotational diffusion coefficient, f : R2 ×T×R+ → R+ is a
one-particle probability density function which quantifies the probability to find a particle with a position r,
orientation ϕ at time t, w is some functional that represents nonlocal interaction between particles. Besides
the high dimensionality of the problem, the presence of the nonlocal interaction requires particular attention
to the performance of constructed numerical schemes. Numerical integration of such continuum limit kinetic
equations for active matter systems is an ongoing research [12, 57, 51, 32, 18, 7]. For a general survey on
the numerical treatment of kinetic equations, we refer the reader to [23].
An important problem in active matter systems is the study of related phase transitions versus model
parameters. Its knowledge allows one to analyze, predict, control, and design particle systems with exper-
imentally desirable properties. Depending on the context, one might consider particles of different origins,
which in the continuum limit frequently assume polar or nematic representation with polar or nematic in-
teractions [9, 22, 48, 49, 43, 7, 47, 41, 14]. Phase transitions are commonly quantified in terms of a polar
order parameter. It has been shown that depending on different regimes, one might observe first as well as
second order transitions. In the present work, one of our goals is to establish the nature of phase transitions
between different states of a model of interest by developing an accurate numerical scheme.
The paper is organized as follows. In Section 2, we introduce a particular particle model and its continuum
limit PDE, which we are interested to numerically investigate. We also provide some of the analytical results
that will be used later in the construction of numerical methods as well as in their performance assessment.
In Section 3, we describe the construction of FVMs appropriate for numerical investigation of active matter
continuum limit equations in the form of Eq. (1). In Section 4, we demonstrate how our schemes perform in
recovering spatially homogeneous and inhomogeneous solutions as well as study related phase transitions.
Finally, we summarize results of the present paper and outline the future work in Section 5.
2. Active Brownian particle flow in the continuum limit
We begin the discussion by first introducing an exemplary particle model that lies in the origins of the
current research. The model is a starting point for the definition of continuum limit equations (1), which
we want to numerically integrate. Moreover, it serves as a reference point for interpretation of solutions of
continuum limit PDEs. Next, we will present a PDE corresponding to the particle model along with its key
properties, which will be used to test the performance of finite volume schemes in Section (4).
2.1. Finite size particle model
Let U := R/(LZ) and T := R/(2piZ) be one-dimensional spaces with periodic boundaries extending
from [0, L] and [0, 2pi], respectively. We consider a system of N ∈ N self-propelled particles moving in a
two-dimensional domain with periodic boundaries. Each particle is assigned a unique index i = 1, . . . , N .
A spatial position of a particle is described with a vector with periodic components ri = (xi, yi) ∈ U2.
We assume that particles move in an overdamped regime with a constant speed v0 ∈ R+. Thereby, their
velocity is completely determined by their direction of motion ϕi ∈ T. Let us denote a unit velocity
vector as e(ϕi) = (cosϕi, sinϕi) ∈ S1. As a result, we consider the state vector of a particle i to be
pi = (xi, yi, ϕi) ∈ U2×T =: Ω. We consider particles as interacting Ω-valued processes that are solutions to
the following coupled system of stochastic differential equations (SDEs):
dri = v0e(ϕi) dt, dϕi =
σ
|Bi%|
∑
j∈Bi%
sin(ϕj − ϕi − α) dt+
√
2Dϕ dWi. (2)
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The first equation described a self-propulsion a particle in the direction of ϕi. The right hand side of the
second equation consists of a nonlocal particle interaction via alignment and the Wiener process, which
plays a role of an external perturbation, respectively. The strength of nonlocal alignment is controlled with
a parameter σ ∈ R+. Particles interact with their nonlocal neighborhood, which consists of all particles
within the distance % ∈ U and is defined as
Bi% =
{
j ∈ {1, . . . , N}\i | (xi − xj)2 + (yi − yj)2 ≤ %2
}
,
and |Bi%| denotes the neighborhood’s cardinality. We postulate that particles’ alignment mechanism is subject
to a phase lag α ∈ T. If α = 0, particles align to the directions of their neighbors. Otherwise, particles
perform excessive rotation reminiscent of chiral motion. In a noninteracting regime σ = 0, particles exhibit
Brownian motion, modeled by a family of independent Wiener processes Wi with a self-diffusion coefficient
Dϕ ∈ R+. As a result, particle’s dynamics are determined though an interplay of nonlocal alignment
and external stochastic forces. As an initial value problem (IVP), we consider this system together with
independent and identically distributed initial data pi(0) ∈ Ω for i = 1, . . . , N .
Such systems of coupled Langevin equations are a common method to formalize the collective dynam-
ics of interacting particles and they have been extensively investigated on the matter of self-organization
phenomena [59] and related phase transitions. The most famous phenomenon is the spontaneous rotational
symmetry breaking resulting in the emergence of orientational order, either polar or higher order one. Apart
from that, recent attention has been devoted to the revealing of spatially inhomogeneous pattern formation.
In regard to the aforementioned model (2), it has been shown previously [36] that it generates a large variety
of intriguing spatially inhomogeneous chiral dynamics, the most prominent of which are traveling bands,
dense clouds, and vortices, as well as localized chimera states [37].
2.2. Continuum limit
When the number of particles becomes large, we look for a continuum description of a particle system.
We expect that such a description is more efficient compared to the finite size particle system. The dynamical
density functional theory provides a number of ways to derive density functions of particle state variables
starting from the Langevin dynamics like (2). Even though it is possible to derive continuum limit equations
in terms of a joint many-particle density functions, one usually restricts oneself to consider a one-particle
density function. For (2), we have shown [36] using the framework of the Fokker-Planck equation [6] that
the continuum description of (2) with macroscopic scaling [34] is given by a one-particle probability density
function evolving according to the Vlasov-Fokker-Planck [53, 24, 44] equation
∂tf(r, ϕ, t) = −v0e(ϕ) · ∇rf(r, ϕ, t)− ∂ϕ [w[f ](r, ϕ, t)f(r, ϕ, t)] +Dϕ∂ϕϕf(r, ϕ, t) (3)
subject to an initial condition:
f(r, ϕ, 0) = f0(r, ϕ), f0(r, ϕ) ≥ 0,
∫
Ω
f0(r, ϕ) drdϕ = 1. (4)
The density function f(r, ϕ, t) quantifies the probability to find a particle at a given position r ∈ U2 with
a given orientation ϕ ∈ T at time t. As before, e(ϕ) = (cosϕ, sinϕ) ∈ S1 is a unit vector in the direction
of self-propulsion ϕ. Note that ∇r = (∂x, ∂y) denotes a spatial gradient. The rotational velocity or torque
exerted by a nonlocal neighborhood is found to be
w[f ](r, ϕ, t) =
σ
|C(r; %)|
∫
C(r;%)
f(r′, ϕ′, t) sin(ϕ′ − ϕ− α) dr′dϕ′. (5)
The region of nonlocal interaction is now defined as a cylinder
C(r; %) =
{
(r′, ϕ′) ∈ U2 × T | ‖r − r′‖ ≤ %} ⊂ Ω.
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The size of the nonlocal neighborhood, which is quantified via |Bi%| in (2), is now measured as
|C(r; %)| =
∫
C(r;%)
f(r′, ϕ′, t) dr′dϕ′. (6)
One should keep in mind that in general this neighborhood mass is time-dependent but we usually omit this
dependence for notational simplicity.
Eq. 5 determines the polarization of a particle flow around a given point (up to a phase shift α). This
can be formulated by introducing an interaction kernel K(r, ϕ) = H%(r) sin(ϕ+ α), which is a product of a
Heaviside step function H%(r) = H(%−‖r‖), which ensures that only a particle flow within the distance % is
accounted for, and a shifted alignment function. We can therefore express the rotational velocity functional
in a more general form as
w[f ](r, ϕ, t) = − σ|C(r; %)| [K(r, ϕ) ∗ f(r, ϕ, t)] (r, ϕ, t).
Whereas this functional form of the angular velocity w[f ](r, ϕ, t) does not change the dynamics of the
one-particle density function, the convolutional form of the alignment interaction allows for a substantial
decrease of temporal complexity of numerical algorithms by means of the discrete Fourier transform [52].
We observe that by writing the diffusion term as ∂ϕϕf = ∂ϕ(f∂ϕ log f), we can combine the last two
terms in (3) in the form of a gradient flow as
− ∂ϕ{[w[f ](r, ϕ, t)−Dϕ∂ϕ ln f(r, ϕ, t)]f(r, ϕ, t)} =: ∂ϕ[∂ϕξ[f ](r, ϕ, t)f(r, ϕ, t)]. (7)
The new functional ξ denotes the potential function of the flow in the angular direction. However, we cannot
extend this form to all the right hand side of (3) unless we design a system to be spatially homogeneous.
For the latter case, we use structure preserving numerical strategies developed for gradient flow structures
in the construction of a numerical scheme.
One of the transitions we are interested to investigate is the one in terms of the polarization of a particle
flow. This is commonly measured using the global polar order parameter defined as
R(t)eiΘ(t) =
∫
Ω
eiϕf(r, ϕ, t) drdϕ. (8)
Here, the absolute value R gives the aforementioned measure while the phase Θ can be interpreted as a
mean direction of the particle flow. If the flow is completely synchronized so that a ϕ-marginal of f is a
point mass density, the magnitude equals its maximal value R = 1. If the flow is uniformly distributed so
that f = const, the magnitude equals its minimal value R = 0. For any partially synchronized solution with
respect to the angular variable ϕ, the order parameter magnitude assumes intermediate values R ∈ (0, 1).
Note that in general the right hand side of (8) must be normalized but since we consider f as a probability
density, the normalization term equals one. In the following, when referring to the order parameter, we will
often refer to its magnitude R since it provides the main structural information about the particle flow.
The global polar order parameter (8) provides a global information about the momentum field, which is
not enough in a spatially inhomogeneous context. From the continuum PDE (3), we see that it is worthwhile
to consider a nonlocalized version of (8) as
R(r, t)eiΘ(r,t) =
1
|C(r; %)|
∫
C(r;%)
eiϕf(r, ϕ, t) drdϕ. (9)
One can show that in terms of such a nonlocal polar order field, the PDE (3) becomes
∂tf(r, ϕ, t) = −v0e(ϕ) · ∇rf(r, ϕ, t)− σR(r, t)∂ϕ [sin(Θ(r, t)− ϕ− α)f(r, ϕ, t)] +Dϕ∂ϕϕf(r, ϕ, t).
The presence of the magnitude R in front of the angular flux emphasizes that the rotational rate of change
of a particle flow is proportional to the polarization at that point.
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2.3. Spatially homogeneous formulation
It is straightforward to check that any constant function satisfies (3). But since we are interested in
probability density functions in Ω as its solutions, we find
f(r, ϕ, t) =
1
2pi
. (10)
In terms of a particle system, this uniform density function corresponds to the chaotic behavior of the system
with particles uniformly distributed in U2 having orientations uniformly distributed in T. One also says
that this solution represents a globally disordered or incoherent state.
In order to find solutions except for the trivial one, we note that the model (3) admits a major sim-
plification if we assume that the solutions are spatially homogeneous, i.e., f(r, ϕ, t) = f(ϕ, t). Under that
assumption, equation (3) simplifies to a (1+1)-dimensional PDE, which we can also consider as the contin-
uum Kuramoto-Sakaguchi model [54] with diffusion:
∂tf(ϕ, t) = −∂ϕ [w[f ](ϕ, t)f(ϕ, t)] +Dϕ∂ϕϕf(ϕ, t), (11)
where the nonlocal interaction term (5) becomes a global one w[f ](ϕ, t) = σ
∫
T f(ϕ
′, t) sin(ϕ′ − ϕ − α) dϕ′
with the neighborhood mass omitted since |C| = ∫T f(ϕ, t) dϕ = 1. We shall consider (11) with an initial
condition:
f(ϕ, 0) = f0(ϕ), f0(ϕ) ≥ 0,
∫
T
f0(ϕ) dϕ = 1. (12)
Note that this equation is of a gradient form ∂tf = ∂ϕ(f∂ϕξ) with the potential ξ[f ](ϕ, t) = −σ
∫
T cos(ϕ
′ −
ϕ − α)f(ϕ′, t) dϕ′ + Dϕ ln f(ϕ, t). In the absence of rotations, i.e., α = 0, the free energy associated to
equation (11) is given by [60]
E[f ](t) = −σ
2
∫
T
(cos ∗f)(ϕ, t)f(ϕ, t) dϕ+Dϕ
∫
T
f(ϕ, t) ln f(ϕ, t) dϕ.
We can therefore represent (11) in a general gradient flow structure ∂tf = ∂ϕ
(
f∂ϕ
δE[f ]
δf
)
. Moreover, one
can show that this energy functional decays along solutions of (11) according to
dE
dt
[f ](t) = −
∫
T
(∂ϕξ)
2f(ϕ, t) dϕ.
However, for chiral interactions with |α| > 0, the interaction potential is not symmetric and we cannot write
down a respective Liapunov functional. Therefore, we will not consider the free energy dissipation of the
constructed numerical schemes as in [14].
The Kuramoto model is well-known nowadays and it is often used to model synchronization phenomena
in various systems [38, 50, 5, 17]. It was discovered in [39] that the addition of a phase lag parameter α to
the model allows one to obtain a new type of solutions, termed chimera states [4], where both synchronized
and disordered populations of oscillators coexist. We showed in [37] that by extending an oscillator model
to a self-propelled particle model, we can obtain such chimera states with and without spatial homogeneity.
It appears that for spatially homogeneous states in the continuum limit with noise, we can find a closed
form expression for a corresponding density function.
We note that for spatially homogeneous systems nonlocal (9) and global (8) polar order parameters
become equal
R(t)eiΘ(t) =
∫
T
eiϕf(ϕ, t) dϕ (13)
and one can write the rotational velocity functional (5) in terms of this polar order parameter as
w[f ](ϕ, t) = σR(t) sin(Θ(t)− ϕ− α).
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First, we look for stationary solutions of (11). Noting that this equation is invariant under phase
translations f(ϕ, t) 7→ f(ϕ + ϕ0, t) ∀ϕ0 ∈ T, we may put Θ = 0 without loss of generality. Therefore, we
find the following condition for stationary solutions
Dϕ
d2f(ϕ)
dϕ2
= −σR d
dϕ
[sin(ϕ+ α)f(ϕ)] . (14)
To solve this equation, we integrate it once and look for a solution in the form
f(ϕ) = c(ϕ) exp[γ cos(ϕ+ α)],
where the function c(ϕ) is to be determined from the ODE and γ = σR/Dϕ. We find that the solution is
f(ϕ) = c1 exp[γ cos(ϕ+ α)]
(
1 + c2
∫
exp[−γ cos(ϕ+ α)]dϕ
)
,
where c1, c2 are constants to be determined. The first constant is given by the periodicity f(0) = f(2pi),
which can be shown to hold if and only if c2 = 0. Next, from the normalization condition
∫
T f(ϕ, t) dϕ = 1,
we find that c1 = (2piI0(γ))
−1, where I0(γ) = 1/(2pi)
∫
T exp(γ cosϕ)dϕ denotes the modified Bessel function
of the first kind [45]. As a result, we have found a nontrivial stationary solution of the form
f(ϕ) =
exp[γ cos(ϕ+ α)]
2piI0(γ)
. (15)
In such a form, the solution is not particularly useful since the density function is recursively contained
in the definition of the order parameter (13). However, we are able to determine the latter the other way.
If we multiply (15) by cosϕ and integrate over the domain T, we find that
R =
1
2piI0(γ)
∫
T
eγ cos(ϕ+α)eiϕdϕ = e−iα
I1(γ)
I0(γ)
.
Since we are looking for a nontrivial solution with R 6= 0, we conclude that α = 0 and the stationary solution
is
f(ϕ) =
exp[γ cosϕ]
2piI0(γ)
,
for which the order parameter magnitude satisfies R = I1[γ(R)]/I0[γ(R)]. This result tells us that stationary
states are possible only in the absence of the phase lag, i.e., in the form of irrotational motion. We refer to
[14] for the detailed analysis of such states.
Our next step is to investigate solutions to (4) in the presence of a nonzero phase lag α. By noting that
in this case the particle flow moves uniformly either to the left or to the right depending on the sign of α, we
are looking for solutions in the form of a traveling wave. We introduce an ansatz f(ϕ, t) = g(ϕ−vt) = g(ω),
where v is the speed of the traveling wave, which is unknown. After this substitution, the compatibility
condition (14) for stationary solutions becomes
Dϕ
d2
dω2
g(ω) = − d
dω
{[v + σR sin(ω + α)] g(ω)} = 0,
Integrating it with respect to ω yields
Dϕ
d
dω
g(ω) + [v + σR sin(ω + α)] g(ω) = c1,
where c1 ∈ R is some constant. Solving this equation, we find the solution to be
g(ω) = exp
[
− v
Dϕ
ω +
σR
Dϕ
cos(ω + α)
](
c1
∫
exp
[
v
Dϕ
ω′ − σR
Dϕ
cos(ω′ + α)
]
dω′ + c2
)
,
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where c2 ∈ R is some constant. One of the constants is fixed due to the periodicity constraint, i.e., g(0) =
g(2pi). Namely, this implies
c2 = exp
(
− v
Dϕ
2pi
)(
c1
∫
T
exp
[
v
Dϕ
ω′ − σR
Dϕ
cos(ω′ + α)
]
dω′ + c2
)
.
This subsequently implies
c1 =
c2
(
exp
(
v
Dϕ
2pi
)
− 1
)
∫
T exp
[
v
Dϕ
ω′ − σRDϕ cos(ω′ + α)
]
dω′
.
Next, due to the normalization condition
∫
T g(ω) dω = 1, we put c2 = c0 as a normalization constant and
find [29]
g(ω) = c0 exp
[
− v
Dϕ
ω +
σR
Dϕ
cos(ω + α)
]1 + (e2pi vDϕ − 1) ∫ ω0 exp
[
v
Dϕ
ω′ − σRDϕ cos(ω′ + α)
]
dω′∫
T exp
[
v
Dϕ
ω′ − σRDϕ cos(ω′ + α)
]
dω′
 . (16)
This defines a profile of the traveling wave solution f(ϕ, t) = g(ϕ− vt) = g(ω). One may apply the ansatz
backwards in order to obtain the complete form f(ϕ, t) of the solution of (11) but for the subsequent
numerical analysis, we will use its profile solely. We refer to [36] for other forms of this traveling wave
solution.
Lemma 2.0.1. Let f be a smooth solution to (11)-(12). Then we have
R˙(t) = σR(t)
(
cosα
∫
T
sin2(Θ(t)− ϕ)f(ϕ, t) dϕ− 1
2
sinα
∫
T
sin(2(Θ(t)− ϕ))f(ϕ, t) dϕ
)
−DϕR(t).
In particular, if diffusion is higher than a threshold value Dϕ ≥ D∗ϕ = σ(cosα+ 12 sin |α|) for |α| ≤ pi2 , then
R˙ ≤ 0 for all t ≥ 0.
Proof. From the definition of the spatially homogeneous polar order parameter (13), we can write
R(t) =
∫
T
cos(ϕ−Θ(t))f(ϕ, t) dϕ,
∫
T
sin(ϕ−Θ(t))f(ϕ, t) dϕ = 0.
By differentiating the first equation, we find
R˙(t) = Θ˙(t)
∫
T
sin(ϕ−Θ(t))f(ϕ, t) dϕ+
∫
T
cos(ϕ−Θ(t))∂tf(ϕ, t) dϕ
= σR(t)
∫
T
sin(Θ(t)− ϕ) sin(Θ(t)− ϕ− α)f(ϕ, t) dϕ−DϕR(t)
= σR(t)
(
cosα
∫
T
sin2(Θ(t)− ϕ)f(ϕ, t) dϕ− 1
2
sinα
∫
T
sin(2(Θ(t)− ϕ))f(ϕ, t) dϕ
)
−DϕR(t).
3. Numerical scheme
3.1. Phase space discretization
Our main goal is to develop a finite volume scheme that reproduces a correct behavior of nonlocally
interacting particle flow governed by a 3+1 dimensional integro-differential PDE (3). Given that we have
much more background on a spatially homogeneous system (11), we first introduce a one-dimensional finite
volume scheme, i.e., for density functions of an angular variable. We next proceed to the description of a
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complete three-dimensional scheme that is applied to density functions of spatial and angular variables. For
both proposed methods, we prove mass and positivity preservation as well as derive CFL conditions on their
stability.
The approach we are going to pursue is the following. First, we perform a phase-space discretization of
a PDE of interest, thereby deriving a semidiscrete system of ODE for finite volume cells. We derive the set
of equations on uniform meshes but the generalization to nonuniform ones is straightforward. Afterwards,
by noting that the dynamics of a velocity field in spatial and angular directions qualitatively differs, we
attempt a dimensionality splitting technique in order to effectively cope with the dynamics changes due to
spatial and angular fluxes. As a result, we obtain a FVM that is second order accurate both in time and in
phase-space variables.
3.1.1. One-dimensional scheme for spatially homogeneous PDEs
In this section, we develop a finite volume scheme for continuum limit PDEs under the assumption of
spatial homogeneity, i.e., for equation of the form (11). Let TL = {0, . . . , L − 1} denote a discreet one-
dimensional torus with L points. We divide a domain T into finite volume cells Ck = [ϕk− 12 , ϕk+ 12 ], k ∈ TL
of a uniform length ∆ϕ = 2pi/L with the center of a cell ϕk = k∆ϕ, which correspond to a site k in the
torus TL. Note that since the space is periodic, we have ϕk = ϕk+L, k ∈ TL.
We define the cell averages [12] fk : TL × R+ → R of a solution to a PDE to be
fk(t) =
1
∆ϕ
∫
Ck
f(ϕ, t)dϕ.
The cell averages fk are functions of time but for the sake of compactness, we will henceforth omit the
explicit time dependence of the computed quantities.
The semidiscrete finite volume scheme is obtained by integrating the PDE (11) over each cell Ck, k ∈ TL.
It is consequently formulated as the following system of ODEs for the cell averages:
d
dt
fk = −
Fϕ
k+ 12
− Fϕ
k− 12
∆ϕ
, (17)
where Fϕ
k± 12
denote angular fluxes. Note that the right hand side of this expression is a second order
centered difference of an original flux. In order to find the numerical approximations of the above fluxes
at cell interfaces, we need to be able to compute the corresponding values of a solution itself as well as a
velocity field. In this paper, we adopt a piecewise linear reconstruction of the numerical solution f(ϕ, t) at
each time point. Saying that, we represent a density function in each cell as a first order polynomial as
f˜(ϕ, t) = fk(t) + (∂ϕf)k(ϕ− ϕk), ϕ ∈ Ck, (18)
where (∂ϕf)k is a cell average of a partial derivative with respect to ϕ, which is to be determined for
this reconstruction to work. The knowledge of values of a solution at neighboring cell centers allows us to
approximate the slopes (∂ϕf)k using a second order centered difference method:
(∂ϕf)k =
fk+1 − fk−1
2∆ϕ
.
Unfortunately, it might occur that this slope approximation might lead to negative values of a reconstructed
numerical solution (18), which we intent to circumvent. For such cases, we recalculate the slope by imposing
a slope limiter that keeps reconstructed values nonnegative. In this paper, we chose to use a generalized
minmod limiter
(∂ϕf)k = minmod
(
θ
fk+1 − fk
∆ϕ
,
fk+1 − fk−1
2∆ϕ
, θ
fk − fk−1
∆ϕ
)
,
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defined as follows
minmod(a, b, c) :=

min(a, b, c) a > 0, b > 0, c > 0,
max(a, b, c) a < 0, b < 0, c < 0,
0 otherwise.
(19)
Note that the values, which are corrected with this slope limiter, are generally of first order. However, in
all numerical tests we present in this paper, it is practically not imposed and the numerical scheme stays
effectively of second order in ∆ϕ.
At this point, the piecewise linear reconstruction is defined and we can apply (18) in the calculation of
numerical fluxes, required in (17). First, we need to know the values of a solution at each cell interface.
They are computed as
fTk = f˜(ϕk+ 12−0) = fk +
∆ϕ
2
(∂ϕf)k, f
B
k = f˜(ϕk− 12 +0) = fk −
∆ϕ
2
(∂ϕf)k, (20)
where f(ϕk+ 12 −0) and f(ϕk− 12 +0) denote function values at cell interfaces ϕk+ 12 and ϕk− 12 from inside a
cell Ck, respectively. We use the cell interface values to define the numerical fluxes in (17) as upwind fluxes
as
Fϕ
k+ 12
= w+
k+ 12
fTk + w
−
k+ 12
fBk+1, (21)
where positive and negative parts of angular velocities are denoted by
w+
k+ 12
= max(wk+ 12 , 0), w
−
k+ 12
= min(wk+ 12 , 0). (22)
The exact velocities themselves are given in the PDE (11) but need to be numerically approximated at cell
interfaces. We note that the PDE is of a gradient flow structure, i.e., we can write w[f ](ϕ, t) = −∂ϕξ[f ](ϕ, t)
for some potential function ξ, as we showed in (7), and we use this fact to define velocities at cell interfaces
using a second order centered difference method as
wk+ 12 = −
ξk+1 − ξk
∆ϕ
. (23)
The velocity potential for a homogeneous system is defined as
ξ[f ](ϕ, t) = −σ
∫
T
f(ϕ′, t) cos(ϕ′ − ϕ− α)dϕ′ +Dϕ ln f(ϕ, t),
therefore, its numerical approximation proceeds as follows∫
T
f(ϕ′) cos(ϕ′ − ϕ− α)dϕ′ =
∑
n∈TL
∫
Cn
[fn + (∂ϕf)n(ϕ
′ − ϕn)] cos(ϕ′ − ϕk − α)dϕ′
=
∑
n∈TL
fn
∫ ϕ
n+1
2
ϕ
n− 1
2
cos(ϕ′ − ϕk − α)dϕ′ +
∑
n∈TL
(∂ϕf)n
∫ ϕ
n+1
2
ϕ
n− 1
2
(ϕ′ − ϕn) cos(ϕ′ − ϕk − α)dϕ′
=
∑
n∈TL
fn
(
2 sin
∆ϕ
2
)
cos(ϕn − ϕk − α) +
∑
n∈TL
(∂ϕf)n
(
∆ϕ cos
∆ϕ
2
− 2 sin ∆ϕ
2
)
sin(ϕn − ϕk − α).
As a result, we have obtained the following representation of an approximated velocity potential, which is
to be used in (23), as
ξk = − σ∑
n∈TL fn
∑
n∈TL
[
fn
(
sin ∆ϕ2
∆ϕ
2
)
cos(ϕn − ϕk − α)
+(∂ϕf)n sin(ϕn − ϕk − α)
(
cos
∆ϕ
2
− sin
∆ϕ
2
∆ϕ
2
)]
+Dϕ ln fk,
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where we have used the fact that since f is a probability density function, its piecewise linear reconstruction
yields
∫
T f˜(ϕ, t)dϕ =
∑
n∈TL fn∆ϕ. We note that the above approximation of the velocity potential is exact
in ∆ϕ given a piecewise linear reconstruction of a density function.
Theorem 3.1. Consider the IVP (11)-(12) with periodic boundaries and the semidiscrete FVM (17) with a
positivity-preserving piecewise linear reconstruction (18). Assume that the system of ODEs (17) is discretized
by the forward Euler method or by a higher-order strong stability preserving (SSP) ODE solver, whose time
step can be expressed as a convex combination of several forward Euler steps. Then, computed cell averages
remain nonnegative fk(t) ≥ 0 ∀k ∈ TL ∀t > 0, provided that the following CFL condition is satisfied:
∆t ≤ ∆ϕ
2c
,
where c = max
k∈TL
{
w+
k+ 12
,−w−
k+ 12
}
and the velocities at cell interfaces are defined in (23).
Proof. According to the forward Euler method, we discretize (17) as
fk(t+ ∆t) = fk(t)− ∆t
∆ϕ
(
Fϕ
k+ 12
− Fϕ
k− 12
)
.
We note that we can express cell averages of a solution as a linear combination of corresponding values at
cell interfaces, defined in (20), as
fk =
1
2
(
fTk + f
B
k
)
.
Using this fact and expressing numerical fluxes as upwind fluxes introduced in (21), we have
fk(t+ ∆t) =
1
2
(
fTk + f
B
k
)− ∆t
∆ϕ
(
w+
k+ 12
fTk + w
−
k+ 12
fBk+1 − w+k− 12 f
T
k−1 − w−k− 12 f
B
k
)
.
Now we group the terms according to cell interface values and find
fk(t+ ∆t) =
(
1
2
− ∆t
∆ϕ
w+
k+ 12
)
fTk +
(
1
2
+
∆t
∆ϕ
w−
k− 12
)
fBk +
∆t
∆ϕ
w+
k− 12
fTk−1 −
∆t
∆ϕ
w−
k+ 12
fBk+1.
The last two terms are always nonnegative. To guarantee positivity preservation of fk(t + ∆t), we must
require that the values in parentheses of the first two terms remain nonnegative. This yields the following
conditions:
∆t
∆ϕ
w+
k+ 12
≤ 1
2
,
∆t
∆ϕ
w−
k− 12
≥ −1
2
,
the combination of which gives the desired CFL condition.
Remark 3.1.1. We indicate that it was proved in [12] that the one-dimensional numerical scheme considered
so far preserves the conservation of mass and provides the decay of discrete free energy for systems with
symmetric interaction potential. It also has a very good property: numerical steady states are characterized
by ξk = constant for all k, as in the continuum setting, due to (23).
Numerical studies of spatially homogeneous PDEs (11) using the finite volume scheme of this section are
conducted in Sections 4.2-4.5. In the following, we generalize the scheme for general spatially inhomogeneous
three-dimensional PDEs (3).
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3.1.2. Three-dimensional scheme for spatially inhomogeneous PDEs
We start from the discretization of a phase space Ω into finite volume cells. Dimensions corresponding
to x, y, and ϕ variables are divided into N , M , and L cells, respectively. Linear sizes of cells are ∆x =
1/N , ∆y = 1/M , and ∆ϕ = 2pi/L. Let UN , UM , and TL denote discreet one-dimensional tori with
N,M,L ∈ N points, respectively, i.e., UN = {0, . . . , N − 1}, UM = {0, . . . ,M − 1}, TL = {0, . . . , L− 1}.
We define a uniform grid consisting of cells Ci,j,k = [xi− 12 , xi+ 12 ] × [yj− 12 , yj+ 12 ] × [ϕk− 12 , ϕk+ 12 ] with cell
centers (xi, yj , ϕk) = (i∆x, j∆y, k∆ϕ), i ∈ UN , j ∈ UM , k ∈ TL. Due to the periodic boundaries, we have
xN+i = xi, yM+j = yj , and ϕL+k = ϕk.
The discretization of Ω consists of three-dimensional cells which can be enumerated with a three-
dimensional torus as
ΩN,M,L = {(i, j, k) | i ∈ UN , j ∈ UM , k ∈ TL} .
Sites of the torus (i, j, k) ∈ ΩN,M,L correspond to the points (xi, yj , ϕk) = (i∆x, j∆y, k∆ϕ) ∈ Ω of the
original space. Points of the original space (x, y, ϕ) ∈ Ω correspond to the sites ([x/∆x], [y/∆y], [ϕ/∆ϕ]) ∈
ΩN,M,L of the torus, where [] stands for the integer part.
We define cell averages [12] fi,j,k : ΩN,M,L × R+ → R of solutions to PDEs (3) to be
fi,j,k(t) =
1
∆x∆y∆ϕ
∫∫∫
Ci,j,k
f(x, y, ϕ, t)dxdydϕ.
As before, for the sake of compactness, we will omit the dependence of most computed quantities on time t
henceforth.
The semidiscrete finite volume scheme for a three-dimensional system is obtained by integrating the PDE
(3) over each cell Ci,j,k, (i, j, k) ∈ ΩN,M,L and is formulated by the following system of ODEs for fi,j,k
d
dt
fi,j,k = −
F x
i+ 12 ,j,k
− F x
i− 12 ,j,k
∆x
−
F y
i,j+ 12 ,k
− F y
i,j− 12 ,k
∆y
−
Fϕ
i,j,k+ 12
− Fϕ
i,j,k− 12
∆ϕ
, (24)
for i ∈ UN , j ∈ UM , and k ∈ TL.
In order to define the above fluxes, we extend the same piecewise linear reconstruction method from the
previous section. The numerical solution in each cell Ci,j,k is thus approximated as a polynomial
f˜(x, y, ϕ) = fi,j,k + (∂xf)i,j,k(x− xi) + (∂yf)i,j,k(y − yj) + (∂ϕf)i,j,k(ϕ− ϕk), (x, y, ϕ) ∈ Ci,j,k. (25)
To be able to use this representation, we need to find each slope (∂xf)i,j,k, (∂yf)i,j,k, and (∂ϕ)i,j,k. To ensure
that the solution is second-order accurate, we define the slopes using the centered difference approximations
(∂xf)i,j,k =
fi+1,j,k − fi−1,j,k
2∆x
, (∂yf)i,j,k =
fi,j+1,k − fi,j−1,k
2∆y
, (∂ϕf)i,j,k =
fi,j,k+1 − fi,j,k−1
2∆ϕ
.
It might occur that a reconstructed solution becomes negative in some cell Ci,j,k. In such cases, we recalculate
a corresponding slope using a slope limiter. In this paper, we use a generalized minmod limiter (19), whose
application yields
(∂xf)i,j,k = minmod
(
θ
fi+1,j,k − fi,j,k
∆x
,
fi+1,j,k − fi−1,j,k
2∆x
, θ
fi,j,k − fi−1,j,k
∆x
)
,
(∂yf)i,j,k = minmod
(
θ
fi,j+1,k − fi,j,k
∆y
,
fi,j+1,k − fi,j−1,k
2∆y
, θ
fi,j,k − fi,j−1,k
∆y
)
,
(∂ϕf)i,j,k = minmod
(
θ
fi,j,k+1 − fi,j,k
∆ϕ
,
fi,j,k+1 − fi,j,k−1
2∆ϕ
, θ
fi,j,k − fi,j,k−1
∆ϕ
)
,
We note again that the values, which are corrected with such a limiter, become of first order in a corre-
sponding dimension. But since the number of such points is usually small compared to the total number of
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grid points, the overall order of the scheme is effectively not reduced. In the numerical tests of this paper,
these slope limiters have practically not been triggered.
Now that the piecewise linear reconstruction (25) is completely determined, we are able to compute
solution values at each cell interface the following way:
fEi,j,k = f˜(xi+ 12−0, yj , ϕk) = fi,j,k +
∆x
2
(∂xf)i,j,k, f
W
i,j,k = f˜(xi− 12 +0, yj , ϕk) = fi,j,k −
∆x
2
(∂xf)i,j,k,
fNi,j,k = f˜(xi, yj+ 12−0, ϕk) = fi,j,k +
∆y
2
(∂yf)i,j,k, f
S
i,j,k = f˜(xi, yj− 12 +0, ϕk) = fi,j,k −
∆y
2
(∂yf)i,j,k,
fTi,j,k = f˜(xi, yj , ϕk+ 12−0) = fi,j,k +
∆ϕ
2
(∂ϕf)i,j,k, f
B
i,j,k = f˜(xi, yj , ϕk− 12 +0) = fi,j,k −
∆ϕ
2
(∂ϕf)i,j,k,
(26)
where f˜(xi± 12 ± 0, yj , ϕk), f˜(xi, yj± 12 ± 0, ϕk), and f˜(xi, yj , ϕk± 12 ± 0) denote reconstructed solution values
at cell interfaces from inside the current cell.
We compute all fluxes in the semidiscrete system of ODEs (24) as upwind fluxes as
F xi+ 12 ,j,k
= u+
i+ 12 ,j,k
fEi,j,k + u
−
i+ 12 ,j,k
fWi+1,j,k,
F y
i,j+ 12 ,k
= v+
i,j+ 12 ,k
fNi,j,k + v
−
i,j+ 12 ,k
fSi,j+1,k,
Fϕ
i,j,k+ 12
= w+
i,j,k+ 12
fTi,j,k + w
−
i,j,k+ 12
fBi,j,k+1,
(27)
where u±
i+ 12 ,j,k
, v±
i,j+ 12 ,k
, and w±
i,j,k+ 12
denote positive and negative parts of velocities defined as before
according to (22). The definition of upwind fluxes required the knowledge of velocities at cell interfaces. For
advection in spatial directions, they are directly obtained from the PDE (3) by direct substitution of grid
points:
ui+ 12 ,j,k = u(xi+
1
2
, yj , ϕk) = cosϕk, vi,j+ 12 ,k = v(xi, yj+
1
2
, ϕk) = sinϕk. (28)
For the angular direction, we again use the gradient flow structure of the angular subflow and consider the
last two terms in the PDE (3) as defined by a velocity potential ξ[f ](r, ϕ, t) (7). One can show, that for a
spatially nonhomogenous system, it reads
ξ[f ](r, ϕ, t) = −σ
∫∫∫
C(r;%)
f(r′, ϕ′, t) cos(ϕ′ − ϕ− α)dr′dϕ′∫∫∫
C(r;%)
f(r′, ϕ′, t)dr′dϕ′
+Dϕ ln f(r, ϕ, t). (29)
We thus determine the angular velocity at cell interfaces from its potential using a second order centered
difference scheme
wi,j,k+ 12 = −
ξi,j,k+1 − ξi,j,k
∆ϕ
. (30)
Now, we need to perform the discretization of the potential (29) using the piecewise linear reconstruction
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of the solution (25). First, the numerator for ξi,j,k is calculated as∫∫∫
C(ri,j ;%)
f˜(r′, ϕ′) cos(ϕ′ − ϕk − α)dr′dϕ′ =
=
∑
(l,m,n)∈CN,M,L(ri,j ;%)
∫∫∫
Cl,m,n
[fl,m,n + (∂xf)l,m,n(x
′ − xl) + (∂yf)l,m,n(y′ − ym)
+ (∂ϕf)l,m,n(ϕ
′ − ϕn)] cos(ϕ′ − ϕk − α)dx′dy′dϕ′
=
∑
(l,m,n)∈CN,M,L(ri,j ;%)
fl,m,n∆x∆y
∫ ϕ
n+1
2
ϕ
n− 1
2
cos(ϕ′ − ϕk − α)dϕ′
+
∑
(l,m,n)∈CN,M,L(ri,j ;%)
(∂ϕf)l,m,n∆x∆y
∫ ϕ
n+1
2
ϕ
n− 1
2
(ϕ′ − ϕn) cos(ϕ′ − ϕk − α)dϕ′
=
∑
(l,m,n)∈CN,M,L(ri,j ;%)
fl,m,n∆x∆y
(
2 sin
∆ϕ
2
)
cos(ϕn − ϕk − α)
+
∑
(l,m,n)∈CN,M,L(ri,j ;%)
(∂ϕf)l,m,n∆x∆y
(
∆ϕ cos
∆ϕ
2
− 2 sin ∆ϕ
2
)
sin(ϕn − ϕk − α),
where ri,j = (xi, yj) and summations run over CN,M,L(ri,j ; %) = {(l,m, n) ∈ ΩN,M,L | (xi−xl)2+(yj−ym)2 ≤
%2}. Second, the denominator takes the form∫∫∫
C(ri,j ;%)
f(r′, ϕ′)dr′dϕ′ =
∑
(l,m,n)∈CN,M,L(ri,j ;%)
∫∫∫
Cl,m,n
f(r′, ϕ′)dr′dϕ′
=
∑
(l,m,n)∈CN,M,L(ri,j ;%)
fl,m,n∆x∆y∆ϕ.
As a result, we find the discretized velocity potential ξi,j,k, which is to be used in (30), to read
ξi,j,k = − σ∑
(l,m,n)∈CN,M,L(ri,j ;%) fl,m,n
∑
(l,m,n)∈CN,M,L(ri,j ;%)
[
fl,m,n
(
sin ∆ϕ2
∆ϕ
2
)
cos(ϕn − ϕk − α)
+ (∂ϕf)l,m,n sin(ϕn − ϕk − α)
(
cos
∆ϕ
2
− sin
∆ϕ
2
∆ϕ
2
)]
+Dϕ ln fi,j,k,
which is exact in ∆x, ∆y, and ∆ϕ.
Theorem 3.2. Consider the IVP (3)-(4) with periodic boundaries and the semidiscrete FVM (24) with a
positivity-preserving piecewise linear reconstruction (25). Assume that the system of ODEs (24) is discretized
by the forward Euler method or by a higher-order SSP ODE solver, whose time step can be expressed as
a convex combination of several forward Euler steps. Then, computed cell averages remain nonnegative
fi,j,k ≥ 0 ∀i ∈ UN ,∀j ∈ UM ,∀k ∈ TL,∀t > 0, provided that the following CFL condition is satisfied:
∆t ≤ min
{
∆x
6a
,
∆y
6b
,
∆ϕ
6c
}
with the coefficients a = max
(i,j,k)∈ΩN,M,L
{
u+
i+ 12 ,j,k
,−u−
i+ 12 ,j,k
}
, b = max
(i,j,k)∈ΩN,M,L
{
v+
i,j+ 12 ,k
,−v−
i,j+ 12 ,k
}
, c =
max
(i,j,k)∈ΩN,M,L
{
w+
i,j,k+ 12
,−w−
i,j,k+ 12
}
and the velocities at cell interfaces are defined in (28),(30).
Moreover, the mass of the discretized system is conserved, i.e.,
d
dt
∫
Ω
f(r, ϕ, t) drdϕ = 0.
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Proof. The proof of this theorem follows the same lines as in Theorem 3.1. We only comment that in this
case, one should express cell averages of a solution fi,j,k as a linear combination of corresponding values at
cell interfaces, defined in (26), as
fi,j,k =
1
6
(
fEi,j,k + f
W
i,j,k + f
N
i,j,k + f
S
i,j,k + f
T
i,j,k + f
B
i,j,k
)
.
The proof of the conservation of mass follows the same reasoning as for the one-dimensional case, which
can be found in [12].
Numerical studies of spatially inhomogeneous PDEs (3) using the finite volume scheme of this section
are conducted in Sections 4.7-4.8. Up to now, we have presented the second order discretization of the phase
space of the problem keeping the time domain continuous. This way, we have formulated the problems of
solving PDEs (3) and (11) as the problems of solving systems of ODEs (24) and (17), respectively. In the
next section, we consider approaches to perform time discretization so as to keep the FVM of second order
in time as well.
3.2. Dimensionality splitting
This section considers further discretization approaches for three-dimensional PDEs only. As a result of
the phase space discretization from the previous section, we reformulate the IVP for PDEs (3)-(4) as the
IVP for the system of ODEs (24), which we state here for convenience:
d
dt
fi,j,k(t) = −
F x
i+ 12 ,j,k
− F x
i− 12 ,j,k
∆x
−
F y
i,j+ 12 ,k
− F y
i,j− 12 ,k
∆y
−
Fϕ
i,j,k+ 12
− Fϕ
i,j,k− 12
∆ϕ
, fi,j,k(0) = (f0)i,j,k (31)
for (i, j, k) ∈ ΩN,M,L and the fluxes are as defined in the previous section. From the PDE (3) itself and from
the derivation of the system of ODEs (31), we have seen that the fluxes qualitatively differ for spatial and
angular dimensions. Therefore, it might become unreasonable to tackle all of them at once. We will employ
this fact in the further construction of our FVM.
The class of methods that allow us to separate dynamics of an autonomous system of ODEs into several
subsystems is known as splitting methods [30]. In this paper, we are interested in such splitting methods that
lead to the second order accuracy in time. These splitting methods have been classically used in simulations
for kinetic equations in plasma physics, see [35, 25] for instance. First, we note the following. We can
reenumerate the three-dimensional grid of the problem, which is enumerated with three-dimensional indices
from ΩN,M,L, with one-dimensional indices ranging from 0 to NML. In other words, the three-dimensional
set of indices ΩN,M,L can be bijectively mapped into a one-dimensional set with NML indices. This allows
us to express the above model shortly as
d
dt
f¯(t) = F (f¯), f¯(0) = f¯0,
where f¯ = (f0, . . . , fNML−1) ∈ RNML+ . We note that we can separate the vector field on the right hand side
as
d
dt
f¯(t) = F [1](f¯) + F [2](f¯), (32)
where F [1] and F [2] are defined by spatial and angular fluxes from (31), respectively. Now, according to the
splitting procedure, instead of the problem (32), we consider two subproblems:
d
dt
f¯ = F [1](f¯) and
d
dt
f¯ = F [2](f¯). (33)
Let φ
[i]
t : RNML+ → RNML+ , i = 1, 2 be dynamical flows generated by vector fields F [i], i = 1, 2 [28, 31],
respectively. If we know exact flows with respect to F [1] and F [2], we could attempt to construct a numerical
scheme of the form Φ∆t = φ
[1]
∆t ◦ φ[2]∆t, which is known as the Lie-Trotter splitting. However, this formula is
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only first order accurate. If we also consider the adjoint of the previous method given by Φ∗∆t = φ
[2]
∆t ◦ φ[1]∆t
and build the composition of Φ and Φ∗ with halved step sizes, we obtain by the theorem of the composition
of methods [30], a new method
Φ∆t = φ
[1]
∆t/2 ◦ φ[2]∆t ◦ φ[1]∆t/2,
which is known as the Strang (Marchuk) splitting. The Strang splitting formula is of order 2. However,
for that technique to work, we must be able to integrate two subproblems (33) exactly, which is usually
not the case. Therefore, our aim is to obtain a second order method which consists of the composition of
approximate direct methods only.
Proposition 3.1. Consider the composition of numerical methods
Ψ∆t = Φ
[2]
∆t/2 ◦ Φ[1]∆t ◦ Φ[2]∆t/2. (34)
If the methods Φ[1] and Φ[2] are of second order at least, the resulting composition method Ψ is of second
order.
Proof. Let us denote approximate solutions to subproblems (33) using numerical flows as f¯1(∆t/2) =
Φ
[2]
∆t/2(f¯1(0)) if f¯1(0) = f¯0, f¯2(∆t) = Φ
[1]
∆t(f¯2(0)) if f¯2(0) = f¯1(∆t/2), and f¯3(∆t/2) = Φ
[2]
∆t/2(f¯3(0)) if
f¯3(0) = f¯2(∆t). By performing Taylor expansion of each solution up to second order around ∆t = 0 and
expressing them in terms of a respective previous solution, we obtain the second order Taylor expansion of
the exact flow generated by (32).
Note that one may start by considering the approximate flows Φ
[1]
∆t and Φ
[2]
∆t for (33) instead of the exact
ones φ
[1]
∆t and φ
[2]
∆t from the very beginning and combine them as Φ∆t = Φ
[1]
∆t ◦ Φ[2]∆t to obtain a first order
approximation to (32). By performing the composition of this method with its adjoint with halved step sizes
[30] and replacing all adjoint flows with the direct ones, one obtains Ψ∆t = Φ
[1]
∆t/2 ◦ Φ[2]∆t/2 ◦ Φ[2]∆t/2 ◦ Φ[1]∆t/2,
which can also be shown to be second order accurate in time, provided each of the submethods is of second
order too. However, since (34) requires fewer time steppers, we choose it for all the subsequently reported
results. For such an FVM, we state similar results about prositivity preservation and mass conservation, as
in previous sections.
Theorem 3.3. Consider the IVP (3)-(4) with periodic boundaries and the semidiscrete FVM (31) with
dimensionality splitting (33),(34) with
F
[1]
i,j,k = −
Fϕ
i,j,k+ 12
− Fϕ
i,j,k− 12
∆ϕ
,
F
[2]
i,j,k = −
F x
i+ 12 ,j,k
− F x
i− 12 ,j,k
∆x
−
F y
i,j+ 12 ,k
− F y
i,j− 12 ,k
∆y
,
where the numerical fluxes F x
i± 12 ,j,k
, F y
i,j± 12 ,k
, Fϕ
i,j,k± 12
are defined as in (27) using a positivity-preserving
piecewise linear reconstruction (25). Assume that each system of ODEs (33) is discretized by a second order
method whose time step can be expressed as a convex combination of several forward Euler steps. Then,
the computed cell averages remain nonnegative fi,j,k ≥ 0, (i, j, k) ∈ ΩN,M,L for all t ≥ 0, provided that the
following CFL condition is satisfied:
∆t ≤ min
{
∆x
4a
,
∆y
4b
,
∆ϕ
2c
}
,
where a = max
i,j,k
{
u+
i+ 12 ,j,k
,−u−
i+ 12 ,j,k
}
, b = max
i,j,k
{
v+
i,j+ 12 ,k
,−v−
i,j+ 12 ,k
}
, and c = max
i,j,k
{
w+
i,j,k+ 12
,−w−
i,j,k+ 12
}
and the velocities at cell interfaces are defined in (28),(30).
Moreover, the mass of the discretized system is conserved, i.e.,
d
dt
∫
Ω
f(r, ϕ, t) drdϕ = 0.
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Proof. The proof of this theorem follows the same lines as in Theorem 3.1 but it should be applied to each
subsystem (33) separately. By expressing cell averages of a solution fi,j,k of the first subsystem as a linear
combination of corresponding values at cell interfaces in angular direction, defined in (26), as
fi,j,k =
1
2
(
fTi,j,k + f
B
i,j,k
)
and a solution of the second subsytem as a linear combination of corresponding values at cell interfaces in
spatial directions as
fi,j,k =
1
4
(
fEi,j,k + f
W
i,j,k + f
N
i,j,k + f
S
i,j,k
)
,
the result follows.
The proof of the conservation of mass follows the same reasoning as for the one-dimensional case, which
can be found in [12].
We implemented the presented finite volume schemes in C++. To be able to perform numerical analysis
of the schemes with meaningful phase space discretizations, we parallelized algorithms using the message
passing interface (MPI) standard [27]. Our implementation can be found under [2].
4. Numerical tests
In this section, we demonstrate the performance of the developed numerical scheme. As it has been
mentioned, the assumption of spatial homogeneity of solutions allows us to greatly simplify the analysis of
the system of interest as well as gain theoretical insight on the behavior of its solutions. Therefore, we first
conduct numerical experiments under the assumption of spatial homogeneity in Sections 4.2-4.6, including
the study of phase transitions of traveling wave solutions in particular. The phase transitions are quantified
with respect to the global polar order parameter that measures the degree of polarization in a particle
flow. Next, we test the numerical scheme in a general setup, where nonstationary spatially inhomogeneous
solutions are expected to exist, including the study of related phase transitions as well. These studies are
presented in Sections 4.7-4.8.
4.1. Error norms
In the following, we will examine the accuracy of numerical schemes in both spatially homogeneous
and inhomogeneous setups. In the former, analytic solutions are known while in the latter, they are not.
Therefore, we introduce different norms for different cases. If we know an exact solution, we will use the
following norms to quantify convergence errors [55]:
eL1 =
∑
(i,j,k)∈ΩN,M,L
∫∫∫
Ci,j,k
∣∣∣f˜h(x, y, ϕ, t)− f(x, y, ϕ, t)∣∣∣dxdydϕ,
eL2 =
 ∑
(i,j,k)∈ΩN,M,L
∫∫∫
Ci,j,k
∣∣∣f˜h(x, y, ϕ, t)− f(x, y, ϕ, t)∣∣∣2 dxdydϕ
 12 ,
eL∞ = max
(i,j,k)∈ΩN,M,L
∣∣∣f˜h(xi, yj , ϕk, t)− f(xi, yj , ϕk, t)∣∣∣ ,
(35)
where f˜h is a numerical solution with the reconstruction defined by (18) or (25) and phase space discretization
h, f is an exact solution, Ci,j,k = [xi− 12 , xi+ 12 ]×[yj− 12 , yj+ 12 ]×[ϕk− 12 , ϕk+ 12 ], i = 0, . . . , N−1, j = 0, . . . ,M−
1, k = 0, . . . , L − 1 is a cell on a uniform grid with NML points as defined previously. The integrals
in the above expressions are computed using Gauss-Legendre quadrature [52]. Note that in case we use
quasiuniform initial conditions, we need to align both solutions in a proper way. In the reported results,
we shift an exact solution such that its first moment coincides with the first moment of the reconstructed
solution.
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In cases where we do not have an exact solution, which is the case when we retrieve spatially inhomoge-
neous patterns, we first compute a reference solution with the finest discretization h1 and compare the rest
of the solutions with cruder discretizations h2 to it using
eL1 =
∑
(i,j,k)∈ΩN,M,L
∫∫∫
Ci,j,k
∣∣∣f˜h1(x, y, ϕ, t)− f˜h2(x, y, ϕ, t)∣∣∣dxdydϕ,
eL2 =
 ∑
(i,j,k)∈ΩN,M,L
∫∫∫
Ci,j,k
∣∣∣f˜h1(x, y, ϕ, t)− f˜h2(x, y, ϕ, t)∣∣∣2 dxdydϕ
 12 ,
eL∞ = max
(i,j,k)∈ΩN,M,L
∣∣∣f˜h1(xi, yj , ϕk, t)− f˜h2(xi, yj , ϕk, t)∣∣∣ ,
(36)
where the grid size is chosen as a least common denominator in each dimension, i.e. Ci,j,k, i = 0, . . . , lcd(N1, N2)−
1, j = 0, . . . , lcd(M1,M2) − 1, k = 0, . . . , lcd(L1, L2) − 1. If one needs to compute an error for one and two
dimensional domains, it is done straightforwardly by omitting two or one dimensions, respectively, in the
above definitions.
4.2. Stationary phase synchronization (1D)
We start the inspection of performance of constructed numerical schemes by first analyzing the sim-
pler spatially homogeneous systems, whose time evolution is governed by PDEs (11). It is known that
for sufficiently high diffusion levels Dϕ (or equivalently for small coupling coefficients σ), the asymptotic
solution consists of chaotically moving particles, whose distribution is given by a uniform density function
(10). For sufficiently low diffusion levels (or large coupling coefficients), particles self-organize into spatially
homogeneous polar groups, which are stationary in the absence of a phase lag, i.e., for α = 0, or rotate
with constant frequency for α 6= 0. In this section, we investigate how the numerical scheme performs in
the former case. Namely, we consider a spatially homogeneous version of the continuum limit equation with
α = 0, also known as the continuum Kuramoto model [14] with diffusion:
∂tf(ϕ, t) = −∂ϕ [w[f ](ϕ, t)f(ϕ, t)] +Dϕ∂ϕϕf(ϕ, t) in T× (0,∞)
f(ϕ, 0) = a0 +
K∑
k=1
[ak cos(kϕ) + bk sin(kϕ)] on T× {t = 0} ,
(37)
where the angular velocity induced by particles’ interactions is w[f ](ϕ, t) = σ
∫
T f(ϕ
′, t) sin(ϕ′−ϕ)dϕ′. The
initial condition f(ϕ, 0) in the form of a trigonometric series is used to model an irregular but sufficiently
smooth function, which is required by the numerical scheme. We shall refer to such initial conditions as
quasirandom initial conditions in subsequent discussions. The series coefficients are chosen in such a way that
f(ϕ, 0) is nonnegative and properly normalized, i.e. a0 =
1
2pi , ak, bk ∼ U(−ε, ε), k = 1, . . . ,K, K ∈ N. Note
that we cannot use a uniform probability density function (10) as an initial condition since it is already a
solution to the problem (37). We also remark that the normalization of the density function is not generally
required by the scheme but continuum limit PDEs, we consider in this paper, describe the behavior of
probability density functions.
It is well known that the problem (37), i.e. the continuum Kuramoto model for identical oscillators with
diffusion, exhibits a second-order phase transition with respect to either coupling strength σ or diffusion
level Dϕ. The phase transition if of second order and occurs at Dϕ =
σ
2 . Its numerical investigation was
already described in detail in [14], therefore, we do not consider it here. Instead, we only test how our finite
volume scheme performs on the solutions of (37) for parameters from the region of stability of a polar order
solution. In this case, this solution is a von Mise´s density function
f(ϕ, t) =
exp
[
σR
Dϕ
cos(ϕ−Θ)
]
2piI0 (γ)
, (38)
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Figure 1: (a) Numerical stationary solutions of (1+1)-dimensional Eq. (37) with L = 256 grid points, compared to respective
exact solutions (black lines) in the form of the von Mise´s density function (38). All solutions are centered such that their means
coincide. (b) The convergence of error for the same problem (37) in L1, L2, and L∞ norms at t = 100. The points correspond
to grids with 32, 64, 128, 256, 512, and 1024 points. Model parameters are σ = 1, Dϕ = 0.1.
where Θ ∈ T is the average direction of a particle flow, whose value depends on initial conditions, and I0 is
the modified Bessel function of the first kind. Fig. 1(a) illustrates that a numerical solution approximates
the exact one very well. Note that since the numerical solution was obtained from quasiuniform initial
conditions according to (37), it is manually centered so that Θ = pi, for comparison reasons. The numerical
solutions are taken at t = 200, when all of them has converged to steady states. However, such a long time
is not required for all presented solutions. The time the system takes to converge to a steady state depends
on the value of a diffusion coefficient Dϕ (or reversely the coupling strength σ). The closer the value to
the order-disorder transition point Dϕ =
σ
2 , the longer the time is. This is a well known bottleneck effect
near bifurcation points. For the solution with Dϕ = 0.4σ, it takes around t = 200 simulation time units to
converge.
The results of error convergence are presented in Fig. 1(b). One can see that in the current setup, the
scheme is second order accurate as is guaranteed by its construction. Numerical solutions were compared
to the aforementioned von Mise´s density function (38) using error norms defined by (35). Initial conditions
were again quasiuniform, the time step was ∆t = 10−5, and the errors were computed at t = 100, when the
steady state has been reached.
4.3. Nonstationary phase synchronization (1D)
Next, we keep the assumption of spatial homogeneity but assume α 6= 0. If the phase lag is added to
the particle alignment interaction, a particle flow starts to rotate. Its continuum description in terms of a
probability density function becomes skewed and assumes a traveling wave form. A slight generalization to
the previous example leads to the following continuum Kuramoto-Sakaguchi model [54] with diffusion:
∂tf(ϕ, t) = −∂ϕ [w[f ](ϕ, t)f(ϕ, t)] +Dϕ∂ϕϕf(ϕ, t) in T× (0,∞)
f(ϕ, 0) = a0 +
K∑
k=1
[ak cos(kϕ) + bk sin(kϕ)] on T× {t = 0} ,
(39)
where w[f ](ϕ, t) = σ
∫
T f(ϕ
′, t) sin(ϕ′ − ϕ − α)dϕ′ and the choice of an initial condition follows the same
considerations as in the previous example. This problem has again two solutions, a uniform density function
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Figure 2: (a) Profiles of numerical traveling wave solutions of (1+1)-dimensional Eq. (39) with L = 256 grid points, compared
to the respective exact solutions in the form of the skewed circular one-peaked density function (40). All solutions are centered
such that their means coincide. The black arrow indicates the direction of motion of traveling waves. (b) The convergence of
error for the problem (39) in L1, L2, and L∞ norms at t = 100. The points correspond to grids with 32, 64, 128, 256, 512, and
1024 points. Other parameters are σ = 1, α = 1, Dϕ = 0.1.
(10) and a skewed unimodal density function (16)
f(ϕ, t) = c0 exp
[
− v
Dϕ
ϕ+
σR
Dϕ
cos(ϕ− vt+ α)
]
×
×
1 + (e2pi vDϕ − 1) ∫ ϕ−vt0 exp
[
v
Dϕ
ϕ′ − σRDϕ cos(ϕ′ + α)
]
dϕ′∫
T exp
[
v
Dϕ
ϕ′ − σRDϕ cos(ϕ′ + α)
]
dϕ′
 , ϕ ∈ [vt, 2pi + vt) (40)
where c0 ∈ R is a normalization constant. The stability of solutions to the problem (39) now depends
on the values of a phase lag parameter α, diffusion level Dϕ, and coupling strength σ. With respect to
these parameters, the system exhibits a second order phase transition, which we will investigate later (see
Section 4.6). The phase transition occurs at Dϕ =
σ
2 cosα. Here, we illustrate the performance of the scheme
for parameter values from the region of stability of the skewed density function (40), i.e. for Dϕ <
σ
2 cosα.
Fig. 2(a) illustrates that the numerical solution approximates the exact one well. Note that Fig. 2(a) shows
profiles of actual solutions which have been manually centered for comparison reasons. The numerical
solutions were taken at t = 1000, which is the time the solution with α = 1, Dϕ = 0.25, σ = 1 takes to
converge to the traveling wave form (40). This is again because of the critical slowing-down close to the
phase transition line (see the discussion in the previous section). In contrast to the zero phase lag case,
the phase transition occurs for smaller diffusion levels for fixed α. Moreover, the time the system takes to
converge increases exponentially with α even when diffusion is absent [37].
We illustrate the error convergence for parameters from the same stability region (cf. Fig. 2(b)). One can
see that the errors are again of second order as expected. The norms were computed according to Eqs. (35)
with Eq. (40) as a reference solution. The time step was chosen ∆t = 10−5. The norms were computed at
t = 100, when the system had converged to a traveling wave solution.
4.4. Stationary phase synchronization (3D)
Spatially homogeneous PDE (11) was obtained from the original one (3) under the assumption of spatial
homogeneity of the system. On one hand, it allowed us to derive analytical results to understand model’s
behavior but on the other hand, this does not correspond to the original particle flow. We next consider the
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Figure 3: (a) Numerical stationary solution of (3+1)-dimensional Eq. (41) with N ×M ×L = 40×40×256 grid points, whose
projection onto ϕ-axis has the same shape as in Fig. 1(a). (b) The convergence of error for the problem (41) in L1, L2, and
L∞ norms at t = 100. The points correspond to grids with 32, 64, 128, 256, and 512 points in ϕ. The grid contains 40 × 40
points in spatial variables. Other parameters are σ = 1, % = 0.05, Dϕ = 0.1.
complete (3+1)-dimensional equation (3) but start from the analysis in a parameter region where spatially
homogeneous solutions are stable. Again, we first assume a simpler case where the phase lag is not taken
into account, i.e. α = 0 and consider the following IVP
∂tf(r, ϕ, t) = −∇r · [v0e(ϕ)f(r, ϕ, t)]− ∂ϕ [w[f ](r, ϕ, t)f(r, ϕ, t)] +Dϕ∂ϕϕf(r, ϕ, t) in Ω× (0,∞)
f(r, ϕ, 0) = c0 +
K∑
n,m,l=1
cnml sin(2pinx− αnml) sin(2pimy − βnml) sin(lϕ− γnml) on Ω× {t = 0} ,
(41)
where e(ϕ) = (cosϕ, sinϕ) ∈ S1 is a unit velocity vector and the angular torque is defined as w[f ](r, ϕ, t) =
σ
|C(r)|
∫∫∫
C(r)
f(r′, ϕ′, t) sin(ϕ′ −ϕ)dr′dϕ′. Coefficients c0, cnml ∈ R in the initial condition are chosen such
that the density function f(r, ϕ, 0) is nonnegative and normalized, and the normalization term |C(r)| is
defined by Eq. (6). The shifts of the arguments are chosen at random αnml, βnml, γnml ∼ U(0, 2pi) in order
to approximate a fluctuating density field. One can consider such an initial condition as a generalization of
initial conditions from spatially homogeneous examples (37),(39) to the three-dimensional case.
From the linear stability analysis [36], we know that for α = 0 the problem (41) has the same set of
solutions as the spatially homogeneous problem (37), i.e. a uniform density function (10) and the von
Mise´s density function (38). It appears that these solutions are stable against spatially inhomogeneous
perturbations in the absence of phase lag. The reason why spatial patterns, such as traveling bands, do not
develop for parameter values close to the order-disorder transition line is because the alignment interaction
is normalized in w[f ](r, ϕ, t). We remark that in case the normalization term |C| is removed, one actually
observes the emergence of such spatial patterns, as is well known for active matter systems with polar
interactions [41, 43]. An exemplary solution to the problem (41) is presented in Fig. 3(a). One can see that
the solution is indeed homogeneous with respect to x and y but has a unimodal symmetric profile in ϕ. Its
projection onto the ϕ-axis is qualitatively similar to the one in Fig. 1(a).
The analysis of solutions for different grid sizes shows the second order convergence in terms of ∆ϕ (cf.
Fig. 3(b)). Since the steady state is eventually spatially homogeneous, we cannot test the error convergence
in terms of ∆x and ∆y. The errors were computed using Eqs. (35) with Eq. (38) as a spatially homogeneous
reference solution. The time step was chosen ∆t = 5 · 10−4. The errors were computed at t = 100, when the
numerical solution had converged to the steady state. The model parameters were taken from the region of
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Figure 4: (a) Numerical plane wave solution of (3+1)-dimensional Eq. (42) with N ×M × L = 40× 40× 256 grid points (see
[3, 1] for a video of its motion), whose projection onto ϕ-axis has the same shape as in Fig. 2(a). The white arrow indicates the
direction of motion of the plane wave. (b) The convergence of error for the problem (42) in L1, L2, and L∞ norms at t = 200.
The points correspond to grids with 32, 64, 128, 256, and 512 points in ϕ. The grid has 40 × 40 points in spatial variables.
Other parameters are σ = 1, % = 0.05, α = 1, Dϕ = 0.1.
stability of partially synchronized motion.
4.5. Nonstationary phase synchronization (3D)
We now proceed by allowing nonzero phase lag α 6= 0 in a general three-dimensional system (3). We
know that in addition to a uniform disordered (10) and spatially homogeneous ordered motion (40), spatially
inhomogeneous solutions emerge for sufficiently high values of α. Before we proceed to the analysis of such
solutions, we would look into performance of our numerical scheme in a parameter region, where a spatially
homogeneous skewed unimodal density function (40) is stable against spatially inhomogeneous perturbations
in order to be consistent with the previous development. We consider the following IVP
∂tf(r, ϕ, t) = −∇r · [v0e(ϕ)f(r, ϕ, t)]− ∂ϕ [w[f ](r, ϕ, t)f(r, ϕ, t)] +Dϕ∂ϕϕf(r, ϕ, t) in Ω× (0,∞)
f(r, ϕ, 0) = c0 +
K∑
n,m,l=1
cnml sin(2pinx− αnml) sin(2pimy − βnml) sin(lϕ− γnml) on Ω× {t = 0} ,
(42)
with w[f ](r, ϕ, t) =
σ
|C(r)|
∫∫∫
C(r)
f(r′, ϕ′, t) sin(ϕ′ −ϕ−α)dr′dϕ′. For α sufficiently small so as to guaran-
tee the stability of spatially homogeneous densities (40), an exemplary numerical solution is illustrated in
Fig. 4(a). One can see that it is indeed homogeneous in x and y but has a characteristic skewed shape in
ϕ (the blue region is more pronounced above the plane than below). Its projection onto the ϕ-axis gives a
qualitatively similar solitary wave as the one in Fig. 2(a). The wave moves transversal to the ϕ axis with
some constant velocity v, the sign of which depends conversely on α. Thus, it has the form of a plane wave
in Ω. Such a form of the solution corresponds to a partially synchronized steadily rotating particle flow,
which was investigated and termed a nonlocalized self-propelled chimera state in [37].
As in the previous example, because of spatial homogeneity of the solution, we are able to determine
the order of error convergence versus ∆ϕ only (cf. Fig. 4(b)). The errors were computed with respect to a
spatially homogeneous plane wave solution whose ϕ-profile is given by Eq. (40) using Eqs. (35). The time
step was chosen ∆t = 5 · 10−4. The errors were computed at t = 200, when numerical solutions converged
to the plane wave form.
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Figure 5: (a),(b) Solution of the system of SCEs (43) comprising a density function as a traveling wave solution (40) and
a complex order parameter defined by that solution. The system determines (a) magnitude of the order parameter R and
(b) a group velocity v of the traveling wave versus the phase lag α and diffusion coefficient Dϕ. The gray line indicates the
order-disorder transition line Dϕ =
σ
2
cosα. The critical group velocity along that line is v = −σ
2
sinα. The colored lines show
intervals of parameter values used in (c)-(f). The marks r1,2,3, and d1,2,3 denote corresponding lines. (c),(d) Evolution of the
order parameter magnitude R and the group velocity v, respectively, versus the diffusion coefficient Dϕ for different phase lag
values α. (e),(f) Evolution of R and v, respectively, versus α for different diffusion coefficients Dϕ. The dots denote values
found by solving the system of SCEs (43) whereas the circles denote values produced by the FVM with the grid of L = 256
points. The black lines show the exact form of R next to the order-disorder transition line, as predicted by the hydrodynamic
theory.
4.6. Phase transitions of spatially homogeneous solutions
In this section, we analyze how phase transitions of spatially homogeneous solutions are captured by
the finite volume scheme. Moreover, we concentrate on the nonstationary case with nonzero phase lag and
refer the reader to [14] for the numerical studies of phase transitions of steady states in the continuum
Kuramoto model. The phase transitions between spatially homogeneous polar order and disordered motion
are commonly quantified with respect to the polar order parameter defined in (13), i.e., it is an average
orientation on the unit circle with respect to a given density function. Since we know that the continuum
Kuramoto-Sakaguchi equation (11) has a solution of the traveling wave form, it is enough to study its profile
g(ω) = f(ϕ − vt, 0) = f(ϕ, t) in the analysis of related phase transitions. The polar order parameter can
thus be expressed as
ReiΘ =
∫
T
eiωg(ω) dω,
where the average direction Θ can be shifted to the origin without loss of generality due to the translation
invariance of Eq. (11), i.e. Θ ≡ 0. By expanding the above system into the real and imaginary parts, we see
that the order parameter must satisfy the following set of self-consistent equations (SCEs)
R =
∫
T
g(ω) cosω dω, 0 =
∫
T
g(ω) sinω dω. (43)
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This system does not have an analytical solution but we can solve it numerically for polarization R and
velocity v. The numerical solution of this system in terms of the model parameters α and Dϕ is presented
in Figs. 5(a) and (b).
Given the above result, we are able to investigate phase transitions related to a spatially homogeneous
rotating system (42). For each parameter set, we solve it starting from quasiuniform initial conditions,
described earlier. We discretize the domain T into L = 256 points and perform all computations of this
section with the time step ∆t = 10−4 until t = 104. The results are presented in Figs. 5(c) and (e) for
the order parameter magnitude R, and in Figs. 5(d) and (f) for the group velocity v. Because either the
coupling strength σ or the diffusion coefficient Dϕ may be eliminated by an appropriate rescaling of time in
Eq. (42), we fix σ = 1 without loss of generality and investigate the behavior in terms of α and Dϕ. Since
a phase transition may happen by changing either the diffusion level Dϕ or the phase lag α, we look into
both possibilities. First, we fix α = 0.5, 1.0, 1.5 and investigate the behavior of R = R(Dϕ) (cf. Fig. 5(c))
and v = v(Dϕ) (cf. Fig. 5(d)). As we expect, the phase transition occurs at Dϕ =
σ
2 cosα. The black line
additionally shows how the order parameter behaves next to the transition line, according to
R ≈
√
4D2ϕ + v
2
Dϕ
(cosα− 2Dϕ),
which is known from the hydrodynamic description of the particle model (2) and derived in [36]. The grid
size for Dϕ was chosen 0.0025. For comparison reasons, we show the results obtained with the FVM and
those of SCEs (43). Next, we fix Dϕ = 0.1, 0.25, 0.4 and investigate the behavior of R = R(α) (cf. Fig. 5(e))
and v = v(α) (cf. Fig. 5(f)). Again, as expected, the phase transition occurs at α = arccos
(
2Dϕ
σ
)
. The
grid size for α was chosen 0.01. The black line and the results of the SCEs (43) are obtained as before.
A few remarks on phase transitions between spatially homogeneous states are in order. We quantify them
in terms of a polar order parameter magnitude R. Therefore, under the assumption of spatial homogeneity,
we observe a second order transition from partially synchronized to disordered state (cf. Figs. 5(c) and
(e)). However, it is known that for polar active matter systems, the transition from uniform disordered
to ordered motion is separated by a region with density-segregated patterns such as traveling bands. It
has been established that for the Boltzmann equation for self-propelled particle systems, the respective
transitions may be of first and second order depending on a system size [57]. As we mentioned earlier, we
do not observe such a spatially inhomogeneous regime close to the order-disorder transition line because
nonlocal alignment interactions in (3) are normalized, which makes spatially homogeneous solutions more
stable against spatially inhomogeneous perturbations [36].
4.7. Spatially inhomogeneous solutions
We have seen that the presented finite volume scheme is capable of reproducing correct behavior under
the assumption of spatial homogeneity. Therefore, we proceed to the general PDE (3) in a parameter region
where spatially inhomogeneous patterns occur. We consider the same IVP (42) from the previous section.
From the linear stability analysis of this PDE from the point of view of kinetic theory [36], we know that
there exists a region in the parameter space of %/v0, α, and Dϕ where the spatially homogeneous skewed
unimodal density function (16) becomes unstable against spatially dependent perturbations and one observes
numerous spatially inhomogeneous patterns.
In this paper, we would like to concentrate on the analysis of one of such patterns, which we refer to as
a localized chimera state [37]. From the point of view of the particle model (2), such a state simultaneously
consists of two rather distinct groups of particles. The first group forms a subset of particles that gather into
a circular polarized cloud, which rotates in the background of the rest of chaotically moving particles. In the
continuum limit, this state is characterized by the formation of a high density skewed ellipsoidal region in
Ω (cf. Fig. 6(a)) that follows a helical path. We can obtain the aforementioned high density circular cloud
as a projection of such a solution into spatial coordinates (cf. Fig. 6(b))
f(r, t) =
∫
T
f(r, ϕ, t) dϕ. (44)
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Figure 6: (a) Spatially inhomogeneous solution of (42) in the form of localized chimera state. The grid contains N ×M ×L =
160 × 160 × 128 points. (b) Its projection (44) into spatial coordinates. White arrows indicate the momentum field (45)
generated by the solution. The dashed white line (46) passes through the center of maximal density of the projection and is
aligned with the momentum field at this point. (c,d) Convergence of error for the same problem and parameter region in L1,
L2, and L∞ norms at t = 1. The points correspond to grids (c) in ϕ with 32, 64, 128, 256, and 512 points, and (d) in x, y with
20 × 20, 40 × 40, 80 × 80, 100 × 100, 120 × 120, and 140 × 140 points. Here ∆r =
√
∆x2 + ∆y2. The grid also contains (c)
40× 40 points in x, y, (d) 128 points in ϕ. Other parameters are v0 = 1, σ = 4, % = 0.3, α = 1.54, Dϕ = 0.01.
The spatial profile has a form of a bivariate solitary wave which possesses a characteristic front-end asym-
metry. This can be observed if we look at the solution profile along the line (cf. Fig. 7(b), a white dashed
line), centered at the point of maximal density and directed according to the velocity field at this point. We
look for the point of maximal spatial density as
rmax = arg max
r∈U2
f(r, t).
The velocity field can be retrieved from the momentum field, in turn, obtained as
u(r, t) =
∫
T
e(ϕ)f(r, ϕ, t) dϕ (45)
where e(ϕ) = (cosϕ, sinϕ) ∈ S1. Note that the momentum field such defied is isomorphic to the global
polar order parameter, we used earlier (8). As a result, the line can be parameterized as
r(s) = rmax + e(ϕmax)s, s ∈
[
−1
2
,
1
2
]
, (46)
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where ϕmax = arg(u(rmax)). Using the piecewise linear reconstruction of the density function (25), we can
find the approximate values of the density function at any point on the line (cf. Fig. 7(b)). Moreover, for
solutions, where the radius of rotation of the localized cluster is sufficiently large so that the cluster does
not rotate around a fixed point, the transverse profile of the spatial projection f(r, t) has a symmetric form.
We remark that Eqs. (44),(45) constitute a hydrodynamic description of the kinetic PDE (3) where polar
order is expected to emerge, and is often used to get analytical insights into the dynamics. However, the
known drawback of this approach is that it is limited to the regimes close to equilibrium. As opposed to
that, our FVMs are applicable to any region in the parameter space, which we will employ in the following.
In a general spatially inhomogeneous setup, we are able to calculate error convergence in both angular
and spatial variables. Because we do not know any exact solution with spatial dependence, we use Eqs. (36)
to compute the norms. The reference solution was the one with N ×M × L = 40× 40× 1024 grid points.
First, we fix N = 40, M = 40 and vary the angular grid size ∆ϕ. We observe the second order convergence
for ∆ϕ sufficiently small whereas it approaches the first order for largest grid sizes (cf. Fig. 6(c)). The
reason for the first order behavior is that such discretizations cannot capture high density gradients in ϕ
so that the numerical error is accumulated rather fast. Subsequently, since the dynamics in angular and
spatial dimensions are coupled, this results in solutions, diffused away from the correct dynamics. The time
step was chosen ∆t = 5 · 10−4. Next, we fix L = 128 and vary the spatial grid size ∆x,∆y. We again
observe the second order error convergence versus ∆r =
√
(∆x)2 + (∆y)2 even for quite small grid sizes
with N ×M = 20 × 20 points (cf. Fig. 6(d)). We explain such robustness of the results by the fact that
the solutions were computed for quite large % = 0.3, resulting in long range interactions. The time step was
chosen ∆t = 5 · 10−4. The reference solution was the one with N ×M × L = 160× 160× 128 grid points.
4.8. Phase transitions of spatially inhomogeneous solutions
In Section 4.6, we found that in spatially homogeneous systems, the transition between polar order and
disorder is of second order. Now that we have an established protocol to generate spatially inhomogeneous
solutions, we are interested to learn about their related phase transitions. By choosing an appropriate scale
for the microscopic particle velocity v0 and interparticle interaction radius %, we find a phase diagram in the
(α,Dϕ)-parameter space where three distinct solutions are observed, i.e., a spatially homogeneous disordered
motion (SHDM), a spatially homogeneous ordered motion (SHOM), and a spatially inhomogeneous motion
(SNM) in the form of a localized chimera state (cf. Fig. 7(a)). The figure was obtained from the kinetic
linear stability analysis of Eq. (16), performed in detail in [36]. We fix v0 = 0.25, σ = 1, % = 0.3. Phase
transitions discussed earlier correspond to the transition between SHDM and SHOM, with the bifurcation
occurring at Dϕ =
σ
2 cosα (a black solid line). In the gray region, starting from quasirandom initial
conditions, one observes the formation of spatial structures. The formation happens in two stages. First,
the system smooths out initial spatial perturbations but gradually polarizes until the occurrence of a skewed
angular profile similar to the one in Fig. 2(a). Second, the remaining spatial perturbations start to act on the
solution and accumulate eventually into a bivariate unimodal shape. We remark that due to finite numerical
precision, the second step might not be triggered for any quasirandom initial conditions given that spatial
variations become of order of round-off error O(10−18). To circumvent that, one might either look for such
initial conditions that preserve enough spatial perturbations at the time point of maximal synchronization
or use multiprecision arithmetic libraries, like the one we used in our implementation.
As one can see in Fig. 7(a), the new phase transitions should occur between SHOM and SNM by varying
either the diffusion coefficient Dϕ or the phase lag parameter α. We inspect each route separately. Before
we do that, we need to establish an appropriate order parameter to measure the level of spatial localization
induced by a PDE solution as well as be able to detect changes in spatial variation of solutions upon varying
model parameters. First, in a similar way as we might consider the global polar order parameter R(t) (8)
as a measure of angular localization of orientation vectors e(ϕ) belonging to S1, manifested in a momentum
field definition (45), we define an order parameter that measures the level of spatial localization of elements
belonging to S1 × S1 in the following way:
P (t)eiΨ(t) =
∫
Ω
f(r, ϕ, t)ei2pi(x+y) drdϕ. (47)
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Figure 7: Bifurcations scenarios for SNM, represented by localized chimera states. (a) Phase diagram in the parameter space
of diffusion Dϕ and phase lag α; color shows the maximal real part of the strongest unstable Fourier mode [36]; the black
solid line is the order-disorder transition line Dϕ =
σ
2
cosα. Black star indicates the initial value O = (α,Dϕ) = (1.45, 0.0075)
used as a starting point for the continuation method (see the text). Purple dashed lines show continuation paths presented in
(c,d,e,f). (b) Spatial profiles along the line of nonlocal collective motion in Fig. 6(b) for different values of the phase lag taken
along the branch of stability of SNM in (e). Solid lines represent averaged densities over 10 time units and shaded regions
denote respective standard deviations. (c,d) Localization P (47) and polar R (8) order parameters versus Dϕ, respectively.
One observes a second order phase transition between SNM and SHOM with bifurcation at Dϕ ≈ 0.0125. Black dashed lines
denote unstable branches and have been computed from the system of SCEs (43). (e,f) Localization P and polar R order
parameters versus α, respectively. One observes two types of phase transitions, namely, the first order one, accompanied with
a hysteresis loop, on the path OA1 with bifurcation points α ≈ 1.33, 1.44 and the second order one on the path OA2 with
bifurcation at α ≈ 1.515. Black dashed lines denote unstable branches and have been obtained from (43). Black dotted lines
are drawn ”by hand” in place of unknown unstable branches. Colored lines in (c,d,e,f) indicate directions of bifurcation paths.
This parameter provides the following information. For systems with all the probability mass compressed
in one point, i.e., for point measures, the spatial localization is most pronounced and the magnitude of
the order parameter attains its maximal value P = 1. In the opposite case, for systems with uniform
distribution of matter, no spatial localization is observed and the order parameter magnitude attains its
minimal value P = 0. For partial localization inside a particle flow, we therefore have P ∈ (0, 1). The phase
Ψ is irrelevant to our purposes. Second, to detect changes in spatial structure of solutions while changing
model parameters, we introduce the following maximum absolute spatial deviation measure [57]:
δr(t) = max
(i,j,k)∈ΩN,M,L
{|fi,j,k(t)− fk(t)|} , (48)
where spatially averaged solutions are computed as
fk(t) =
1
NM
∑
(i,j)∈UN×UM
fi,j,k(t), k ∈ TL.
For SHOM, this measure attains values of order O(10−14), when the magnitude of spatial variations is of a
round-off error for double precision floating point values.
We now describe the transitions between SNM and SHOM. We start with a parameter point well inside
a region where SNM is a stable solution, i.e. O = (α,Dϕ) = (1.45, 0.0075) (cf. Fig. 8(b)), and proceed
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Figure 8: Evolution of SNM, represented by localized chimera states, along the bifurcation path A1A2 (cf. Fig. 7(a)).
Snapshots of solutions (a) next to the first order transition at α = 1.335, (b) in the middle of the path at α = 1.45, and (c)
before the second order transition at α = 1.51. The respective videos demonstrating temporal evolution of density functions
can be found in [3, 1]. Other parameters are v0 = 0.25, σ = 1, % = 0.3, Dϕ = 0.0075, N = 40, M = 40, L = 256.
in a continuation-like manner. First, we fix the phase lag parameter α and increase the diffusion level
Dϕ ∈ [0.0075, 0.02] with a parameter step size ∆Dϕ = 0.000625 (cf. Fig. 7(a), a vertical path OB2).
Starting from quasirandom initial conditions (42), we let the system to converge to a solitary wave form of
a localized chimera state and take this solution as an initial condition for a subsequent computation. Then,
we change the diffusion level, take as a new initial condition the final solution from a previous parameter,
and let the system equilibrate for T = 100 time units with ∆t = 5 · 10−3. Afterwards, we accumulate values
of δr(t) (48) and continue integration until spatial deviations cease to fluctuate with dδr(t)/dt < 5 · 10−5.
We quantified the rate of change dδr(t)/dt as a linear fit to a set of values δr(t) over the last 50 time units.
The result of this procedure is shown in Fig. 7(c). As we see, the spatial order parameter P assumes a
continuous path versus the diffusion constant Dϕ. We then start from a point B2 = (1.45, 0.02) and go in
the reverse direction gradually decreasing Dϕ with the same step size as before. For each new parameter,
we take as an initial condition the final state of the system from a previous parameter and impose small
spatial perturbations of the same form as in (42) in order to allow spatial perturbations to grow provided
that SHOM is unstable. We note that for spatially homogeneous systems, spatial variations are of order
of a round-off error, and without such initial spatial perturbations, spatial deviations never grow even for
parameter values where SHOM is indeed unstable. During this reverse round of continuation simulations, we
integrate the system until dδr(t)/dt < 10
−6. As a result, by varying the diffusion constant Dϕ, we observe
a supercritical transition between SNM and SHOM on the path OB2 at Dϕ ≈ 0.0125. Additionally, we
provide the results of the continuation procedure in terms of the polar order parameter R (8) (cf. Fig. 7(d))
to make the comparison with SHOM transitions.
As the next step, we study phase transitions between SNM and SHOM versus the phase lag α. There
are two ways, they can occur. To begin with, let us follow the right path OA2 in Fig. 7(a). As an initial
parameter point, we again set O = (1.45, 0.0075), keep Dϕ constant, and vary α ∈ [1.45, 1.54] with a
parameter step size ∆α = 0.005. We follow the same continuation protocol as before and report the results
in Fig. 7(e,f). We see that the transition between SNM and SHOM versus α on this path follows the similar
scenario as the previously described transition along OB2. That is, it is of second order with the bifurcation
point α ≈ 1.515. This comes as no surprise as both bifurcations occur close to the order-disorder transition
line Dϕ =
σ
2 cosα, where the effect of diffusion is substantial. Here, the increase of Dϕ is qualitatively
similar to the decrease of α. By doing so, a spatially localized region gradually smooths around.
The second way, the transition between SNM and SHOM occurs, is along the left path OA1 in Fig. 7(a).
By performing the same continuation procedure for the parameter values α ∈ [1.3, 1.45], we observe a
27
hysteresis loop (cf. Figs. 7(e,f)), characteristic to first order transitions. Along the SNM→SHOM path, we
come across a bifurcation point α ≈ 1.33 of a saddle-node type. Along the SHOM→SNM path, we find a
bifurcation point α ≈ 1.44 of a subcritical type. Apart from the results of the linear stability analysis, which
showed us where SNM is observable starting from any initial conditions (except for unstable solutions),
we discover the existence of a bistability region where both SHOM and SNM are stable solutions, i.e.,
α ∈ (1.33, 1.44) with Dϕ = 0.0075. Moreover, we observe some discrepancy between the results of the linear
stability analysis and the continuation method. According to the stability analysis, starting from α ≈ 1.38,
SHOM should become unstable against spatially dependent perturbations while the continuation method
provides α ≈ 1.44. This is because the stability analysis was performed under the assumption of small
microscopic particle velocities v0 in a region of small diffusion, which is not the case here. Therefore, the
numerical analysis of the PDE provides us with a better understanding of how solutions behave far from
the order-disorder transition line.
Along bifurcation paths with respect to both parameters, SNM undergoes qualitatively similar transfor-
mations. Starting from second order transition points (Dϕ ≈ 0.0125 in Fig. 7(c) and α ≈ 1.515 in Fig. 7(e)),
an ellipsoidal shape forms inside a high density layer (cf. Fig. 8(c)) but the layer itself does not disappear
completely. In Fig. 8(b), one can observe coexistence of a localized cluster with such a layer for a parameter
point even in the middle of a bifurcation path. By decreasing parameters to minimal values with SNM being
stable, the localized cluster is most clearly pronounced and the secondary layer dissolves (cf. Fig. 8(a)). The
exemplary videos demonstrating temporal evolution of SNM solutions for different parameter values can be
found in [3, 1]. Fig. 8 demonstrates qualitative changes in SNM with respect to the phase lag α but one
obtains similar results by decreasing the diffusion level Dϕ towards zero.
5. Conclusion
In this paper, we have discussed the problem of modeling systems of infinitely large populations of non-
locally interacting active Brownian particles. We have developed finite volume schemes to solve a class
of nonlinear Vlasov-Fokker-Planck equations obtained in the continuum limit of such systems. According
to the continuum limit methodology, these PDEs govern a temporal evolution of nonnegative probability
density functions. Taking that into account, we considered the application of positivity-preserving slope
limiters and the SSP-RK time discretization in our schemes in order to preserve the probabilistic nature of
solutions. Because the problems of interest describe motion of isolated particle flows, the schemes addition-
ally guarantee the conservation of probability mass. Given the theoretical insights on the system properties,
we have considered separately one-dimensional problems for spatially homogeneous systems and general
three-dimensional problems for spatially inhomogeneous ones. For each case, we have demonstrated that
our finite volume schemes yield the second order with respect to discretization procedures. We have demon-
strated that the schemes correctly reproduce known stationary and traveling wave solutions. In addition to
the presentation of various continuum limit dynamics, we have performed the analysis on phase transitions
between three classes of solutions, i.e., SHDM, SHOM, and SNM. This analysis has revealed the existence
of both first and second order transitions with respect to changes in either the diffusion level or the phase
lag.
Acknowledgments
JAC was partially supported by EPSRC grant number EP/P031587/1 and the Advanced Grant Nonlocal-
CPD (Nonlocal PDEs for Complex Particle Dynamics: Phase Transitions, Patterns and Synchronization) of
the European Research Council Executive Agency (ERC) under the European Union’s Horizon 2020 research
and innovation programme (grant agreement No. 883363). HK acknowledges support from the European
Research Council (ERC) with the consolidator grant CONSYN (Grant No. 773196).
28
References
[1] https://figshare.com/projects/a_finite_volume_method_for_continuum_limit_equations_of_nonlocally_
interacting_active_chiral_particles/82166.
[2] https://git.rwth-aachen.de/bcs/a_finite_volume_method_for_continuum_limit_equations.
[3] https://www.youtube.com/playlist?list=pljl7stt6ph4ynvidhcdblckizxrgwziqh.
[4] Abrams DM, Strogatz SH. Chimera states for coupled oscillators. Phys Rev Lett 2004;93:174102. URL: https://link.
aps.org/doi/10.1103/PhysRevLett.93.174102. doi:10.1103/PhysRevLett.93.174102.
[5] Acebro´n JA, Bonilla LL, Pe´rez Vicente CJ, Ritort F, Spigler R. The Kuramoto model: A simple paradigm for synchro-
nization phenomena. Rev Mod Phys 2005;77:137–85. URL: https://link.aps.org/doi/10.1103/RevModPhys.77.137.
doi:10.1103/RevModPhys.77.137.
[6] Archer AJ, Rauscher M. Dynamical density functional theory for interacting Brownian particles: stochastic or deter-
ministic? Journal of Physics A: Mathematical and General 2004;37(40):9325–33. URL: https://doi.org/10.1088%
2F0305-4470%2F37%2F40%2F001. doi:10.1088/0305-4470/37/40/001.
[7] Barbaro ABT, Can˜izo JA, Carrillo JA, Degond P. Phase transitions in a kinetic flocking model of Cucker-Smale type.
Multiscale Model Simul 2016;14(3):1063–88. URL: https://doi.org/10.1137/15M1043637. doi:10.1137/15M1043637.
[8] Bertin E, Droz M, Gre´goire G. Boltzmann and hydrodynamic description for self-propelled particles. Phys Rev E
2006;74:022101. URL: https://link.aps.org/doi/10.1103/PhysRevE.74.022101. doi:10.1103/PhysRevE.74.022101.
[9] Bertin E, Droz M, Gre´goire G. Hydrodynamic equations for self-propelled particles: microscopic derivation and stability
analysis. Journal of Physics A: Mathematical and Theoretical 2009;42(44):445001. URL: https://doi.org/10.1088%
2F1751-8113%2F42%2F44%2F445001. doi:10.1088/1751-8113/42/44/445001.
[10] Can˜izo JA, Carrillo JA, Rosado J. A well-posedness theory in measures for some kinetic models of collective mo-
tion. Mathematical Models and Methods in Applied Sciences 2011;21(03):515–39. URL: https://doi.org/10.1142/
S0218202511005131. doi:10.1142/S0218202511005131. arXiv:https://doi.org/10.1142/S0218202511005131.
[11] Carrillo J, Choi YP, Ha SY, Kang MJ, Kim Y. Contractivity of transport distances for the kinetic Kuramoto equation.
Journal of Statistical Physics 2014;156(2):395–415. URL: https://doi.org/10.1007/s10955-014-1005-z. doi:10.1007/
s10955-014-1005-z.
[12] Carrillo JA, Chertock A, Huang Y. A finite-volume method for nonlinear nonlocal equations with a gradient flow structure.
Communications in Computational Physics 2015;17(1):233–258. doi:10.4208/cicp.160214.010814a.
[13] Carrillo JA, Choi YP, Hauray M. The derivation of swarming models: mean-field limit and Wasserstein distances. In:
Collective dynamics from bacteria to crowds. Springer, Vienna; volume 553 of CISM Courses and Lect.; 2014. p. 1–46.
URL: https://doi.org/10.1007/978-3-7091-1785-9_1. doi:10.1007/978-3-7091-1785-9_1.
[14] Carrillo JA, Choi YP, Pareschi L. Structure preserving schemes for the continuum Kuramoto model: Phase transi-
tions. Journal of Computational Physics 2019;376:365 –89. URL: http://www.sciencedirect.com/science/article/pii/
S002199911830651X. doi:https://doi.org/10.1016/j.jcp.2018.09.049.
[15] Carrillo JA, D’Orsogna MR, Panferov V. Double milling in self-propelled swarms from kinetic theory. Kinet Relat Models
2009;2(2):363–78. URL: https://doi.org/10.3934/krm.2009.2.363. doi:10.3934/krm.2009.2.363.
[16] Carrillo JA, Fornasier M, Toscani G, Vecil F. Particle, kinetic, and hydrodynamic models of swarming. In: Mathematical
modeling of collective behavior in socio-economic and life sciences. Birkha¨user Boston, Boston, MA; Model. Simul. Sci. Eng.
Technol.; 2010. p. 297–336. URL: https://doi.org/10.1007/978-0-8176-4946-3_12. doi:10.1007/978-0-8176-4946-3_
12.
[17] Carrillo JA, Gvalani RS, Pavliotis GA, Schlichting A. Long-time behaviour and phase transitions for the Mckean-
Vlasov equation on the torus. Arch Ration Mech Anal 2020;235(1):635–90. URL: https://doi.org/10.1007/
s00205-019-01430-4. doi:10.1007/s00205-019-01430-4.
[18] Carrillo JA, Ranetbauer H, Wolfram MT. Numerical simulation of nonlinear continuity equations by evolving diffeomor-
phisms. Journal of Computational Physics 2016;327:186 – 202. URL: http://www.sciencedirect.com/science/article/
pii/S0021999116304612. doi:https://doi.org/10.1016/j.jcp.2016.09.040.
[19] Cavagna A, Giardina I. Bird flocks as condensed matter. Annual Review of Condensed Mat-
ter Physics 2014;5(1):183–207. URL: https://doi.org/10.1146/annurev-conmatphys-031113-133834. doi:10.1146/
annurev-conmatphys-031113-133834. arXiv:https://doi.org/10.1146/annurev-conmatphys-031113-133834.
[20] Chen C, Liu S, Shi Xq, Chate´ H, Wu Y. Weak synchronization and large-scale collective oscillation in dense bacterial
suspensions. Nature 2017;542(7640):210–4. URL: https://doi.org/10.1038/nature20817. doi:10.1038/nature20817.
[21] Degond P, Dimarco G, Mac TBN. Hydrodynamics of the Kuramoto-Vicsek model of rotating self-propelled particles.
Math Models Methods Appl Sci 2014;24(2):277–325. URL: https://doi.org/10.1142/S0218202513400095. doi:10.1142/
S0218202513400095.
[22] Degond P, Frouvelle A, Liu JG. Phase transitions, hysteresis, and hyperbolicity for self-organized alignment dynamics.
Archive for Rational Mechanics and Analysis 2015;216(1):63–115. URL: https://doi.org/10.1007/s00205-014-0800-7.
doi:10.1007/s00205-014-0800-7.
[23] Dimarco G, Pareschi L. Numerical methods for kinetic equations. Acta Numerica 2014;23:369–520. doi:10.1017/
S0962492914000063.
[24] Dobrushin RL. Vlasov equations. Functional Analysis and Its Applications 1979;13(2):115–23. URL: https://doi.org/
10.1007/BF01077243. doi:10.1007/BF01077243.
[25] Filbet F, Sonnendru¨cker E, Bertrand P. Conservative numerical schemes for the vlasov equation. Journal of Compu-
tational Physics 2001;172(1):166 –87. URL: http://www.sciencedirect.com/science/article/pii/S0021999101968184.
doi:https://doi.org/10.1006/jcph.2001.6818.
29
[26] Geyer D, Morin A, Bartolo D. Sounds and hydrodynamics of polar active fluids. Nature Materials 2018;17(9):789–93.
URL: https://doi.org/10.1038/s41563-018-0123-4. doi:10.1038/s41563-018-0123-4.
[27] Gropp W, Lusk E, Skjellum A. Using MPI: Portable Parallel Programming with the Message-Passing Interface. Scientific
and Engineering Computation. MIT Press, 2014.
[28] Guckenheimer J, Holmes P. Nonlinear oscillations, dynamical systems, and bifurcations of vector fields. Applied mathe-
matical sciences. Springer-Verlag, 1990.
[29] Gupta S, Campa A, Ruffo S. Kuramoto model of synchronization: equilibrium and nonequilibrium aspects. Journal of
Statistical Mechanics: Theory and Experiment 2014;2014(8):R08001. URL: http://stacks.iop.org/1742-5468/2014/i=
8/a=R08001.
[30] Hairer E, Lubich C, Wanner G. Geometric Numerical Integration: Structure-Preserving Algorithms for Ordinary Differ-
ential Equations. Springer series in computational mathematics. Springer, 2002.
[31] Hirsch M, Smale S, Devaney R. Differential Equations, Dynamical Systems, and an Introduction to Chaos. Pure and
Applied Mathematics - Academic Press. Elsevier Science, 2004.
[32] Ihle T. Invasion-wave-induced first-order phase transition in systems of active particles. Phys Rev E 2013;88:040303. URL:
https://link.aps.org/doi/10.1103/PhysRevE.88.040303. doi:10.1103/PhysRevE.88.040303.
[33] Kaiser A, Snezhko A, Aranson IS. Flocking ferromagnetic colloids. Science Advances
2017;3(2). URL: https://advances.sciencemag.org/content/3/2/e1601469. doi:10.1126/sciadv.1601469.
arXiv:https://advances.sciencemag.org/content/3/2/e1601469.full.pdf.
[34] Kipnis C, Landim C. Scaling Limits of Interacting Particle Systems. Grundlehren der mathematischen Wissenschaften.
Springer Berlin Heidelberg, 1998.
[35] Kraus M, Kormann K, Morrison PJ, Sonnendru¨cker E. Gempic: geometric electromagnetic particle-in-cell methods.
Journal of Plasma Physics 2017;83(4):905830401. doi:10.1017/S002237781700040X.
[36] Kruk N, Carrillo JA, Koeppl H. Traveling bands, clouds, and vortices of chiral active matter. Phys Rev E 2020;102:022604.
URL: https://link.aps.org/doi/10.1103/PhysRevE.102.022604. doi:10.1103/PhysRevE.102.022604.
[37] Kruk N, Maistrenko Y, Koeppl H. Self-propelled chimeras. Phys Rev E 2018;98:032219. URL: https://link.aps.org/
doi/10.1103/PhysRevE.98.032219. doi:10.1103/PhysRevE.98.032219.
[38] Kuramoto Y. Chemical Oscillations, Waves, and Turbulence. Springer Series in Synergetics. Springer Berlin Heidelberg,
1984.
[39] Kuramoto Y, Battogtokh D. Coexistence of coherence and incoherence in nonlocally coupled phase oscillators. Nonlinear
Phenomena in Complex Systems 2002;5(4):380–5.
[40] Lancellotti C. On the Vlasov limit for systems of nonlinearly coupled oscillators without noise. Transport The-
ory and Statistical Physics 2005;34(7):523–35. URL: https://doi.org/10.1080/00411450508951152. doi:10.1080/
00411450508951152. arXiv:https://doi.org/10.1080/00411450508951152.
[41] Levis D, Pagonabarraga I, Liebchen B. Activity induced synchronization: Mutual flocking and chiral self-sorting.
Phys Rev Research 2019;1:023026. URL: https://link.aps.org/doi/10.1103/PhysRevResearch.1.023026. doi:10.1103/
PhysRevResearch.1.023026.
[42] Lopez U, Gautrais J, Couzin ID, Theraulaz G. From behavioural analyses to models of collective motion in fish schools.
Interface focus 2012;2(6):693–707. URL: https://pubmed.ncbi.nlm.nih.gov/24312723. doi:10.1098/rsfs.2012.0033.
[43] Nagai KH, Sumino Y, Montagne R, Aranson IS, Chate´ H. Collective motion of self-propelled particles with mem-
ory. Phys Rev Lett 2015;114:168001. URL: https://link.aps.org/doi/10.1103/PhysRevLett.114.168001. doi:10.1103/
PhysRevLett.114.168001.
[44] Neunzert H. An introduction to the nonlinear Boltzmann-Vlasov equation. In: Cercignani C, editor. Kinetic Theories and
the Boltzmann Equation. Berlin, Heidelberg: Springer Berlin Heidelberg; 1984. p. 60–110.
[45] Olver FW, Lozier DW, Boisvert RF, Clark CW. NIST Handbook of Mathematical Functions. 1st ed. New York, NY,
USA: Cambridge University Press, 2010.
[46] Palacci J, Sacanna S, Steinberg AP, Pine DJ, Chaikin PM. Living crystals of light-activated colloidal surfers. Science
2013;339(6122):936–40. URL: https://science.sciencemag.org/content/339/6122/936. doi:10.1126/science.1230020.
arXiv:https://science.sciencemag.org/content/339/6122/936.full.pdf.
[47] Patelli A, Djafer-Cherif I, Aranson IS, Bertin E, Chate´ H. Understanding dense active nematics from micro-
scopic models. Phys Rev Lett 2019;123:258001. URL: https://link.aps.org/doi/10.1103/PhysRevLett.123.258001.
doi:10.1103/PhysRevLett.123.258001.
[48] Peshkov A, Aranson IS, Bertin E, Chate´ H, Ginelli F. Nonlinear field equations for aligning self-propelled rods. Phys Rev
Lett 2012;109:268701. URL: https://link.aps.org/doi/10.1103/PhysRevLett.109.268701. doi:10.1103/PhysRevLett.
109.268701.
[49] Peshkov A, Bertin E, Ginelli F, Chate´ H. Boltzmann-Ginzburg-Landau approach for continuous descriptions of generic
Vicsek-like models. The European Physical Journal Special Topics 2014;223(7):1315–44. URL: https://doi.org/10.1140/
epjst/e2014-02193-y. doi:10.1140/epjst/e2014-02193-y.
[50] Pikovsky A, Rosenblum M, Kurths J. Synchronization: A Universal Concept in Nonlinear Sciences. Cambridge Nonlinear
Science Series. Cambridge University Press, 2003.
[51] Po¨schel T, Schwager T. Computational Granular Dynamics: Models and Algorithms. SpringerLink: Springer e-Books.
Springer Berlin Heidelberg, 2005.
[52] Press WH, Vetterling WT, Teukolsky SA, Flannery BP. Numerical Recipes in C++: The Art of Scientific Computing.
2nd ed. New York, NY, USA: Cambridge University Press, 2002.
[53] Risken H, Frank T. The Fokker-Planck Equation: Methods of Solution and Applications. Springer Series in Synergetics.
Springer Berlin Heidelberg, 1996.
30
[54] Sakaguchi H, Kuramoto Y. A Soluble Active Rotator Model Showing Phase Transitions via Mutual Entertainment.
Progress of Theoretical Physics 1986;76(3):576–81. URL: https://doi.org/10.1143/PTP.76.576. doi:10.1143/PTP.76.
576.
[55] Sun Z, Carrillo JA, Shu CW. A discontinuous Galerkin method for nonlinear parabolic equations and gradient flow prob-
lems with interaction potentials. Journal of Computational Physics 2018;352:76 – 104. URL: http://www.sciencedirect.
com/science/article/pii/S0021999117307106. doi:https://doi.org/10.1016/j.jcp.2017.09.050.
[56] Thampi SP, Doostmohammadi A, Shendruk TN, Golestanian R, Yeomans JM. Active micromachines: Microfluidics
powered by mesoscale turbulence. Science Advances 2016;2(7). URL: https://advances.sciencemag.org/content/2/7/
e1501854. doi:10.1126/sciadv.1501854. arXiv:https://advances.sciencemag.org/content/2/7/e1501854.full.pdf.
[57] Thu¨roff F, Weber CA, Frey E. Numerical treatment of the Boltzmann equation for self-propelled particle systems. Phys
Rev X 2014;4:041030. URL: https://link.aps.org/doi/10.1103/PhysRevX.4.041030. doi:10.1103/PhysRevX.4.041030.
[58] Toner J, Tu Y, Ramaswamy S. Hydrodynamics and phases of flocks. Annals of Physics 2005;318(1):170 – 244. URL:
http://www.sciencedirect.com/science/article/pii/S0003491605000540. doi:https://doi.org/10.1016/j.aop.2005.
04.011; special Issue.
[59] Vicsek T, Cziro´k A, Ben-Jacob E, Cohen I, Shochet O. Novel type of phase transition in a system of self-driven particles.
Phys Rev Lett 1995;75:1226–9. doi:10.1103/PhysRevLett.75.1226.
[60] Villani C. Topics in Optimal Transportation. Graduate studies in mathematics. American Mathematical Society, 2003.
URL: https://books.google.de/books?id=idyFAwAAQBAJ.
[61] Wu KT, Hishamunda JB, Chen DTN, DeCamp SJ, Chang YW, Ferna´ndez-Nieves A, Fraden S, Dogic
Z. Transition from turbulent to coherent flows in confined three-dimensional active fluids. Science
2017;355(6331). URL: https://science.sciencemag.org/content/355/6331/eaal1979. doi:10.1126/science.aal1979.
arXiv:https://science.sciencemag.org/content/355/6331/eaal1979.full.pdf.
31
