MODELING IT OF DISCOURSE ANALYSIS AND THE USSUES MACHINE TRANSLATION by Abdurakhmonova, Nilufar Z. & Teshabayev, Allayorzhon G.
Scientific Bulletin. Physical and Mathematical Research 
Volume 1 Number 2 Article 12 
12-30-2019 
MODELING IT OF DISCOURSE ANALYSIS AND THE USSUES 
MACHINE TRANSLATION 
Nilufar Z. Abdurakhmonova 
Tashkent State University of Uzbek Language and Literature, Tashkent, 100100, Yakkasaroy district, str. 
Yusuf Xos Hojib, 103 (Uzbekistan). E-mail: interdep@navoiy-uni.uz 
Allayorzhon G. Teshabayev 
Andijan Regional Center of Training and improving professional skills of workers of national Education, 
Andijan, 170100, str. Istiqlol, 8 (Uzbekistan). E-mail: andijonmoi@umail.uz 
Follow this and additional works at: https://uzjournals.edu.uz/adu 
 Part of the Computer Sciences Commons 
Recommended Citation 
Abdurakhmonova, Nilufar Z. and Teshabayev, Allayorzhon G. (2019) "MODELING IT OF DISCOURSE 
ANALYSIS AND THE USSUES MACHINE TRANSLATION," Scientific Bulletin. Physical and Mathematical 
Research: Vol. 1 : No. 2 , Article 12. 
Available at: https://uzjournals.edu.uz/adu/vol1/iss2/12 
This Article is brought to you for free and open access by 2030 Uzbekistan Research Online. It has been accepted 
for inclusion in Scientific Bulletin. Physical and Mathematical Research by an authorized editor of 2030 Uzbekistan 
Research Online. For more information, please contact sh.erkinov@edu.uz. 
101
Scientific Bulletin. Physical and Mathematical Research, 2019, №2 
submitting to the conditions of the first problem, and the specific values and corresponding functions of the first 
problem for ordinary differential equations are found. 
In the second ordinary differential equation, the substitution of =  was performed and the equation is 
referred to the equation known as Gaussian hypergeometric equation. Using the general solution of this equation 
around the zero point and the substitution, the general solution of the second ordinary differential equation is 
found. Submitting this general solution to the conditions of the second problem, we find the specific values and 
corresponding functions of the second problem for ordinary differential equations. 
After the first and second problems of the ordinary differential equations have been found, they are put into 
the equation ( ) ( ) ( ) =   and are considered as the specific functions of the Dirixle problem for the 
singular derivative differential equation with two singular coefficients. In the same way the Dirichle-Neumann 
problem was investigated. Here, the equation and boundary conditions are described in a polar coordinate 
system. The variables ( ) ( ) ( ) =   are separated and the problem of the polar coordinate system is 
about the value inherent in ordinary differential equations. Specific values and related functions have been found 
for these issues. The specific functions found are put in the ( ) ( ) ( ) =   equation, resulting in specific 
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МАШИНА ТАРЖИМАСИДА МАТН ТАҲЛИЛИ ВА УНИ МОДЕЛЛАШТИРИШ
Н.З.Абдурахмонова, А.Г.Тешабаев 
Инглизча матнларни ўзбек тилига таржима қилиш дастурининг дастур таъминотини яратиш 
борасида олиб борилган тадқиқот натижасида қуйидаги хулосаларга келинди: инглиз ва ўзбек 
тилларидаги ясовчи қўшимчаларни статистик жиҳатдан ҳисоблаш ва уларнинг семантик базасини 
яратиш дастурий таъминот тузишда ёрдам беради. Компьютер учун қўшимчаларни алоҳида 
базалар тарзида ажратиш, моделларини аниқлаш таҳлил жараёнида муҳим.  
Калит сўзлар: машина таржимаси, агглютинатив ва флектив тиллар, лингвокултурологик 
хусусият, чоғиштирма аспект, лингвистик ва дастурий таъминот, морфологик луғат, токенизaция, 
лемматизaция, стеммизaция.
В результате работы по созданию программного обеспечения программы перевода английских 
текстов на узбекский язык пришли к следующим выводам: проведение статистического подсчета 
и создание семантической базы словообразующих аффиксов английского и узбекского языков 
способствуют составлению программного обеспечения. В процессе анализа важным является 
распределение аффиксов в отдельные базы для компьютера и определение их моделей.
Ключевые слова: машинный перевод, агглютинативные и флективные языки, сравнительный 
аспект, лингвистическое и программное обеспечение, морфологическая словарь, токенизaция, 
лемматизaция, стеммизaция.
“Машина таржимасида матн таҳлили ва уни 
моделлаштириш”да таржиманинг уч асосий ком-
поненти мавжудлиги ва булар асос матн, унга қў-
йилган масалаларнинг нечоғлик тўғрилиги ҳамда 
терминология масалалари муҳим жиҳатлардан 
эканлиги таъкидланади. Матнни таржима қи-
лишда қуйидаги масалалар ўрганилди: таҳлил 
жараёни, сўзларнинг матндаги маъноларини ту-
шуниш ҳамда матнни тиклаш жараёни. Машина 
таржимасининг таҳлил босқичларига токенизaция 
(сўз шаклларини аниқлаш), лемматизaция (сўзни 
аниқлаш) ва стеммизaция (етакчи ва кўмакчи мор-
фемаларни аниқлаш)лар киради. 
Лексик сатҳнинг ўзига хослиги автоматик тар-
жимада бир қатор мураккабликларни юзага кел-
тиради. Жумладан, инглиз тилидаги аффиксал 
ва лексик омонимия, тил бирликларининг линг-
вокультурологик хусусияти, от ва сифат сўз тур-
кумига кирувчи лексемаларда синонимик гра-
дуонимиянинг мавжудлиги ва услубий томони, 
терминларнинг турли соҳада бир неча маънода 
қўлланиши уларни таҳлил қилишда юқорида таъ-
кидланган бирликларнинг алоҳида базасини ту-
зиш муҳим деган хулосага келинди. 
Инглиз ва ўзбек тилларидаги грамматик кате-
гориялар, уларнинг умумий ва фарқли жиҳатлари 
чоғиштирма аспектда таҳлилга тортилди. Машина 
таржимасида морфологик ва синтактик таҳлилнинг 
аҳамияти, морфологик анализда категорияларни 
таснифлашда нимани эмас, балки қандай тасниф-
лаш турли жиҳатларга кўра амалга оширилиши 
қайд этилган. Морфологик тавсифнинг компонент-
лари сифатида луғатнинг махсус объектли мо-
дели, луғат, морфологик қоидалар, фонологик ва 
морфофонологик қоидалар тушунилади. Базадаги 
маълумотларни дастурий таъминотда тўғри топиш 
учун қуйидаги белгилар киритилди: H_W – муайян 
сўз фақат бир сўз туркуми доирасида омонимлик 
ҳосил қилса; H_L – муайян сўз иккидан ортиқ сўз 
туркуми доирасида омонимликни воқелантирса; 
H_Adj. {H_Adv.} – сўз икки сўз туркумига оид бўл-
ганда, иккинчи сўз туркуми аниқ  кўрсатилган. 
Морфологик анализ фақат у ёки бу катего-
рияларни таҳлил этибгина қолмай, Родолфе 
Делмонтенинг фикрича, лексикон учун қуйидаги 
лингвистик категориялар зарур: 1) грамматик ка-
тегориялар; 2) семантик категориялар; 3) дискурс 
даражасидаги категориялар; 4) синтактик кате-
гориялар; 5) тобели категориялар; 6) семантик 
концептуал категориялар; 7) чегараланган лексик 
бирликлар; 8) грамматик чекловлар. Исталган 
тизим (ахборот қидирув, машина таржимаси, ав-
томатик таҳрир)да сўзларнинг грамматик (морфо-
логик ва синтактик) таҳлилига мурожаат этилади. 
Шу боис кўп тадқиқотларда морфологик таҳлилни 
оптималлаштиришга оид қатор фикрлар билди-
рилган. Лингвистик таъминотда инглиз ва ўзбек 
тилининг морфологик луғати тузилади. Морфоло-
гик луғатда мустақил сўз туркумларига қўшилиши 
мумкин бўлган аффиксларнинг базаси Accessда 
яратилиб, қўшимча олиши мумкин бўлганларга 1 
рақами киритилди.
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Ўзбек тилида феълнинг ўзак шакли нутқда 






турмоқ) n3->тур (уйғонмоқ)->n4->тур (нархда тур-моқ). Бу ҳолатда унинг омонимлик ҳосил қилувчи 
варианти бир сўз туркумига тегишли бўлса, H_W 
(homonym->words), агар икки сўз туркуми доира-
сида омонимлик ҳосил қилса, иккинчи омонимик 
туркум кўрсатилади: H_Adj (homonym ->adjective), 
агар бир неча сўз туркуми доирасида кузатилса, 
H_L (homonym->lists) каби белгилар қўйилади. 
Бундай белгилар морфоанализни янада осон-
лаштиришга хизмат қилади. Матннинг синтактик 
таҳлилида Н.Чомскийнинг шажарасимон таҳлил 
методига таянилади. Ҳозир статистик ва нейро 
машина таржимаси синтаксисга асосланган ти-
зим билан ривожланмоқда. Матндаги семантик 
алоқани ўрганиш учун йўналтирилган лингвистик 
таҳлилда грамматик категорияларни таҳлил этиш 
жараёни давом этмоқда, зеро, морфологик ст-
руктура барча лингвистик имкониятларни қамраб 
ололмайди, аммо объектни ўрганишда етарли та-
саввур беради: read somebody like a book – бирор 
кишини жуда яхши тушунмоқ; bookclub – китоб-
хонлар тўгараги; speak by the book – аниқ маълу-
мотга таяниб гапирмоқ.
«Машина таржимаси тизимида матнларни 
моделлаштириш»да содда гапларнинг ифода 
мақсадига кўра турлари моделлаштирилган ва 
қуйидаги турларга кўра синтактик моделлар ўр-
ганилган: инглиз тилидаги от-кесимли ва феъл-
кесимли содда гапларнинг ифода мақсадига кўра 
дарак гапнинг 12 типи: 1. Noun⊕ Verb⊕ ↓ Adverb; 
2.Article⊕ ↓ Adjective⊕ Noun⊕ ↓ Verb⊕ ↓  Adjective 
каби; сўроқ гапнинг 10 тури: 1. Help ing verb⊕ 
Noun⊕ ↓ Verb⊕ ↓ Noun; 2. Helping verb⊕  Noun⊕ ↓ 
Pronoun⊕ ↓  Verb⊕ ↓  Noun; ундов гапнинг 12 тури: 
1. Noun⊕ Helping verb⊕ Verb; 2. Noun⊕ ↓ Noun⊕ 
Helping Verb⊕ ↓ Verb аниқланди.
Матндаги ҳар бир фрагмент (гап бўлаги сифа-
тида сўз ёки сўзлар йиғиндиси)ни ажратиш учун 
автоматик буйруқ берилганда ҳамда компьютер 
хотирасидан ўрин олган лингвистик таъминотга 
бевосита мурожаат этилганда, трансформaция-
нинг аҳамиятлилиги таъкидланади. Шу жиҳатдан 
гап моделининг нечоғлик аниқлиги ва киритил-
ган лингвистик базанинг мукаммаллиги ишнинг 
самарадорлигини оширишга хизмат қилади. Бу 
ўринда инглиз ва ўзбек тиллари мисолида матнни 
автоматик таржима қилиш учун тилларнинг ўзаро 
лингвистик моделлардаги вазиятини аниқлаш  за-
рурати мавжуд. Бунда инглиз ва ўзбек тилларида-
ги мувофиқлашув муҳим. Жумладан, [Neither of {of 
Prn.| Noun}+PS+Obj.] => [{Ol. | Ot} +келишик{-дан,-
нинг}] Ҳеч қайси {бир{+и |-миз | -имиз|-нгиз |-ин-
гиз|-лари} } + {Ol. | Ot} +Ob.+{эмас} KB|K] (Neither 
of the students has passed exam. =>Талабаларнинг 
ҳеч қайси бири имтиҳон топширмади) каби гап-
ларнинг хослик нуқтаи назаридан алоҳида таҳ-
лилга тортилиши таржимада зарурийдир. 
Илмий изланиш натижасига кўра, Java дастур-
лаш тилида таржиманинг алгоритмик жиҳатдан қай 
тарзда амалга оширилиши кўрсатилган. Унга кўра 
икки тилли таржимон муҳитида алгоритмлар ва 
дастурий таъминотни яратиш учун маълумотлар 
базасига қуйидаги белгиларни киритиш ўринли. 
Базаларнинг 
номи Функцияси
Ri Предмет соҳалари бўйича терминлар ва иборалар базаси
Q1 Тилдаги барча ўзак сўзлар базаси
K1 Тилдаги барча ясама сўзлар базаси
V2 Гап бўлаклари базаси 
V3 Сўз туркумлари базаси 
Ҳар икки тил учун юқоридаги жадваллар яра-
тилди. Матнни ташкил қилувчи ҳар бир гапнинг ту-
зилишини, муайян сўз туркуми қандай гап бўлаги 
вазифасида келишини аниқлашда, албатта, ҳар 
бир тилнинг грамматикасига мурожаат қилинади. 
Таржимон муҳитининг ушбу шакли ўзбек-инглиз, 
инглиз-ўзбек йўналишларидаги таржимани амал-
га оширади: киритилган матнни (Z) гап бўлаклари-
га ажратиб, ҳар бир сўзнинг бошқа тилдаги тар-
жимасини терминлар базасидан олиб, шу тилнинг 
грамматикаси асосида гап бўлаклари жойлашти-
рилади. 
Табиий тилларни математик моделлаштириш-
даги кенгаювчи кириш тилига қуйидаги белгилаш-
лар берилади:
Т3 i1 – сўзнинг бошқа тилдаги таржимаси ва унинг гапдаги вазифасидан иборат бўлган тўп-
лам,1≤i1≤м;
Т4 j1 – сўзнинг бошқа тилдаги таржима-си,1≤j1≤м1; 
Т2 – таржима қилинган матн;
Э4 – эга; Э2 – кесим; Э5 – аниқловчи; Э6 – тўл-
дирувчи; Э7 – ҳол.
Муайян тилдаги гап тузилишининг бошқа тил-
даги мос гап тузилишлари моделини яратамиз. 
Қуйида ўзбек тилидаги гап тузилишларига мос 
инглиз тилидаги гап моделларини кўриб чиқамиз. 
а) ўзбек тилидаги дарак гап тузилишининг ма-
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7. <Е4>↓⊕<Е6>⊕<Г2>.
[1, 3, 4]дан келтирилган математик моделлар-
да гап таркиби сўз туркумларидан ташкил топган, 
ана шу математик моделларга бироз қўшимчалар 
киритамиз. Яъни моделлардаги сўз туркумлари-
нинг қайси гап бўлагига оидлиги аниқланиб, кейин 
унинг бошқа тилдаги таржимаси олинади ва гап-
нинг тузилиш тартибига кўра жойлаштирилади. 
Моделлардан энг оптимал ва маъноли таржима-
ни ҳосил қилиш алгоритмнинг вазифасига юкла-
тилади. Юқорида келтирилган ўзбек тилидаги 
дарак гап тузилишларига мос инглиз тилидаги да-









Юқорида келтирилган гап тузилишлари ва тер-
минлар базасидан фойдаланган ҳолда таржима 
алгоритмини келтирамиз.
Қуйидаги белгилашлардан фойдаланамиз:
Q1_uz=« SELECT * FROM `Q1_uz`» –ўзбек ти-
ладиги барча ўзак сўзлар;
K1_uz=« SELECT * FROM `K1_uz`» – ўзбек ти-
лидаги барча ясама сўзлар;
Q1_eng=«SELECT * FROM `Q1_eng`» – инглиз 
тилидаги барча ўзак сўзлар;
K1_eng=«SELECT * FROM `K1_eng`» – инглиз 
тилидаги барча ясама сўзлар;
Ei- Z матндан ажратиб олинган гаплардан, 1≤i≤n;
L1
J
- Ei – дан ажратиб олинган сўзлар, 1≤j≤n1;[2] да келтирилган алгоритм бажарилгандан 
сўнг қуйидаги «сўз излаш» алгортми Z гапларга, 
гаплар эса сўзларга ажратиб олингач, ҳар бир сўз 
дастлаб ўзак сўзлар базасидан изланади, агар у 
базада бўлмаса, ясама сўзлар базасидан қидири-
лади. Сўз топилгач, унинг бошқа тилдаги таржи-
маси олинади. Масалан, ўзбек-инглиз йўналиши 
учун 1-таржима алгоритми қуйидагича бўлади:
1. L1j даги ҳар бир сўз Q1_uz дан излансин. То-пилса 2-қадамга, акс ҳолда 4-қадамга ўтилсин;
2. Q1_uz дан шу ўзак сўзнинг инглиз тилидаги 
тартиби (ID) олинсин;
3. Q1_eng дан ўзак сўзнинг таржимаси олинсин 
ва 7-қадамга ўтилсин;
4. L1j даги ҳар бир сўз К1_uz дан излансин;5. K1_uz дан шу ясама сўзнинг K1_eng даги 
тартиби (ID) олинсин;
6. К1_eng дан ясама сўзнинг таржимаси олин-
син;
7. Сўзнинг гапдаги вазифаси ҳам аниқлансин 
ва T3i1 тўпламга жойлаштирилсин;8. T3i1 тўлдирилган тўплам Uzbek-Ingliz (T3i1) функциясига узатилсин; 
Uzbek-Ingliz (T3i1)  фунциясининг натижалари Т2  га жойлаштирилсин;
Uzbek-Ingliz (Т3i1) [2]да келтирилган ўзбек-инг-лиз йўналишининг таржима алгоритми асосида 
ёзилган фунция қуйида келтирилган. Фунцияни 
ёзишда махсус белгилашлардан фойдаланамиз: 
1. ET3k1 – ўзбек тилидаги гап тузилишларига мос бўлган  инглиз тилидаги гап тузилишлари 1≤ 
k1≤m2; 
2. T3i1 тўпламга юклатилган сўзларнинг гапдаги вазифалари E8k га юклансин;3. E8k га мос гап тузилиши  ET3k1 дан излаб то-пилсин;
4.  ET3k1 дан излаб топилган гап бўлаклари ва-зифасида келган сўзлар олинсин ва  Т2 га юкла-
тилсин;
Инглиз-ўзбек йўналиши учун таржима алгорит-
ми қуйидагича бўлади:
1. L1j даги ҳар бир сўз Q1_eng дан излансин. Топилса 2-қадамга, акс ҳолда 4-қадамга ўтилсин;
2. Q1_eng дан шу ўзак сўзнинг инглиз тилидаги 
тартиби (ID) олинсин;
3. Q1_uz дан ўзак сўзнинг таржимаси олинсин 
ва 7-қадамга ўтилсин;
4. L1j даги ҳар бир сўз K1_eng дан излансин;5. K1_eng дан шу ясама сўзнинг K1_uz даги 
тартиби (ID) олинсин;
6. K1_uz дан ясама сўзнинг таржимаси олин-
син;
7. Сўзнинг гапдаги вазифаси аниқлансин ва 
T3i1 тўпламга жойлаштирилсин;8. T3i1 тўлдирилган тўпламни InglizUzbek (T3i1) фунциясига узатилсин;
UzbekIngliz  (T3i1) функциясининг натижалари Т2 га жойлаштирилсин. Бу ерда InglizUzbek (T3i1) [2] да келтирилган  инглиз-ўзбек йўналишининг 
таржима алгоритми асосида ёзилган функция. 
InglizUzbek (T3i1) функцияси қуйида келтирилган. Функцияни ёзишда қуйидаги белгилашлардан 
фойдаланамиз:
ET4k1 – инглиз тилидаги гап тузилишларига мос бўлган ўзбек тилидаги гап тузилишлари 1≤ k1≤m2;
1. T3i1 тўпламга юклатилган сўзларнинг гапдаги вазифалари E8k га юклансин;2. E8k га мос гап тузилишини ET4k1 дан излаб топилсин;
3.  ET4k1 дан излаб топилган гап бўлаклари ва-зифасида келган сўзлар олинсин ва T2 га юкла-
тилсин;
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private String EngUzb(String suz) throwsObjectNotFoundException {
  intuzakId=0;




   uzakId=ue.getUzakSuzlarId();
  List<UzakSuzlar> usList=uzakSuzUzbekDao.getuzakSuzlarListByRId(uzakId)   
  for (UzakSuzlar us : usList) {
     uzbSuz=us.getUzakSuzlar();
     }
    }else{
  YasamaEnglish е=yasamaSuzEnglishDao.getYasamaEnglishByWord(suz)   
  if(suz.equals(ye.getYasamaEnglish())){
    uzakId=ye.getYasamaSuzlarId();
YasamaSuzlar yu=(YasamaSuzlar) yasamaSuzUzbekDao.getYasamaSuzlarListByRId(uzakId);
  uzbSuz=yu.getYasamaSuzlar();
    }else {
    uzbSuz=suz;
    }
    }
return uzbSuz;
   }
Хуллас, ўзбек тили билан боғлиқ таржима дас-
турларининг яратилиши муҳим вазифалардан би-
ридир. Бизнинг тадқиқотимиз, аввало, граммати-
кага асосланувчи (Rule based translation) икки тил-
ли таржима муҳитида яратилади. Ўрганилган ва 
эришилган ижобий натижалардан фойдаланиб, 
кўп тилли таржимон муҳитини яратиш истиқбол-
даги режалардан саналади.
Инглизча матнларни ўзбек тилига таржима қи-
лиш дастурининг дастурий таъминотини яратиш 
борасида олиб борилаётган тадқиқот натижасида 
қуйидаги хулосаларга келинади:
1. Инглиз ва ўзбек тилларидаги ясовчи қўшим-
чаларни статистик жиҳатдан ҳисоблаш ва улар-
нинг семантик базасини яратиш дастур тузишда 
катта ёрдам беради. Компьютер учун қўшимча-
ларни алоҳида базалар тарзида ажратиш, модел-
ларини аниқлаш таҳлил жараёнида муҳим.  
2. Моделлаштириш машина таржимасида энг 
самарали метод саналади. Бунда лисоний ҳоди-
саларни муайян даражада таҳлил қилиш, текши-
риш ва солиштириш имконияти мавжуд. Нутқий 
ҳодисаларнинг барчасини ўзида тўлиқ акс эттир-
маса-да, улар ҳақида муайян хулоса беришда 
аҳамиятли. Тилда универсал қолипни яратиш 
мумкин эмас, чунки тил нутқий ҳодиса сифатида 
ҳар бир индивидда ўз аксини топади. Масаланинг 
оптимал ечимини топишда ҳар бир тилнинг таҳли-
ли учун ўнлаб алгоритмлар яратилганини ҳисобга 
олиб таъкидлаш лозимки, тилни формал даража-
да моделлаштириш самарали усулдир.
3. Компьютер лингвистикасида моделлашти-
риш содда гаплар мисолида амалга оширилади. 
Қўшма ва мураккаб гаплар синтактик тузилма 
сифатида фраза ҳисобланади. Содда гапларни 
формаллаштириш мураккаб гапларнинг таркибий 
қисмларини таҳлил қилишда муайян даражада 
самаралидир. 
4. Агглютинатив ва флектив тиллар ҳар жи-
ҳатдан фарқлангани сабабли уларни ягона таҳ-
лил қилиш методини яратиш ўта муҳим. Шу боис 
тилларнинг ўзига хос жиҳатларига таянган ҳолда 
гап қурилмаларини моделлаштиришда нутқий ҳо-
дисаларнинг эҳтимолга тўғри келувчи моделлари 
ҳам инобатга олиниши зарур. 
5. Машина таржимасида синтаксисга асос-
ланган таҳлил қилиш самарали усул эканлиги 
тасдиқланди. Чунки синтаксис орқали гапда анг-
лашилаётган мазмунни ҳар жиҳатдан текшириш 
моделини яратиш имкони туғилади. Шунингдек, от 
ва феъл-кесим муносабатида гапларни ажратиб 
олиш грамматик категорияларнинг иштирокини 
яхшироқ кузатиш ва таҳлил қилишда қулай усул 
ҳисобланади.
6. Турғун бирикмалар ва сўз бирикмаларини 
бир-биридан ажратиш, уларнинг моделларини 
аниқ кўрсатиш ҳамда семантик хусусиятларини 
белгилаш компьютер лингвистикасининг муҳим 
вазифаларидан биридир. Шу боис таржима дас-
турининг лингвистик базасида феълли фразема-
ларнинг электрон  луғати тузилди.
7. Жами 12 мингдан зиёд инглиз тилидаги 
феълли фраземалар ва уларнинг 80 мингга яқин 
маънолари базага киритилади. Улардаги кўп маъ-
ИНФОРМАТИКА
4
Scientific Bulletin. Physical and Mathematical Research, Vol. 1, No. 2 [2019], Art. 12
https://uzjournals.edu.uz/adu/vol1/iss2/12
105
Scientific Bulletin. Physical and Mathematical Research, 2019, №2 
нолилик ҳамда ифодалайдиган маъноларининг 
синонимлари учун махсус белгилар қўйилди. Бу 
кейинги тадқиқотлар учун лингвистик таъминот 
вазифасини ўтайди.
8. Машина таржимасида лингвистик таъминот 
мукаммал даражада бўлсагина унинг дастурий 
таъминоти яратилади. Кейинги тадқиқотларда 
лингвистик таъминотнинг семантик қатлами, тил 
ва нутқ бирликларининг алоҳида яратилган база-
лари машина таржимаси олдида турган омонимия 
ва синонимия масаласини ҳал қилишда ёрдам бе-
ради.
9. Икки тилли машина таржимаси фақат инг-
лизча матнларни ўзбек тилига таржима қилмай, 
ундан аксинча ҳолатдаги таржимада ҳам фой-
даланиш мумкин. Шу ўринда ўзбек тили формал 
грамматикасининг қатъий мезонларини белгилаш 
келажакда кўп тилли таржима технологиясини 
ишлаб чиқишга хизмат қилади.
Масалан:
1. Лингвистик таъминотнинг асосини лексик ва 
морфологик жиҳатдан бирликлар ташкил қилади. 
Машина таржимасининг лингвистик ва дастурий 
таъминотида инглиз тилида қуйидаги белгилар 
киритилди: H_W – агар муайян сўз фақат бир сўз 
туркуми доирасида омонимлик ҳосил қилса; H_L 
– агар муайян сўз иккидан ортиқ сўз туркуми дои-
расида омонимлик ҳосил қилса; H_Adj. {H_Adv.} – 
агар икки сўз туркуми доирасида бўлса, иккинчи 
сўз туркум кўрсатилди. 
2. Матнни компьютер ёрдамида таржима қи-
лишда таҳлил масаласи муҳим саналади. Мор-
фологик таҳлилда сўз туркумлари ва уларнинг 
грамматик категорияларининг моделларини инг-
лиз ва ўзбек тилларида феъл ва от сўз туркуми 
мисолида таҳлил қилинади. Компьютер ҳар бир 
сўзни морфологик даражада таҳлил қила олиши 
ундаги маълумотлар базасининг тўлиқ ва тўғри 
эканлигини кўрсатади. 
3. Синтактик жиҳатдан матнни таҳлил қилишда 
Н.Чомскийнинг формал тил грамматикасига асос-
ланилади. Хусусан, инглиз тилидан ўзбек тилига 
таржима қилишда гапларни дарахтсимон синтак-
тик таҳлил қилиш, эга ва кесим гуруҳидаги тобе 
муносабатли бирикмаларни топишда муҳим роль 
ўйнайди.
4. Сўзларнинг шакл ва маъно муносабатига 
кўра турлари – омоним, пароним, синоним ва ан-
тонимлар таҳлилнинг лексик-семантик хусусияти-
ни ўз ичига олади. Бироқ бу ҳодисалар машина 
таржимасида бошқа катта тадқиқотларни кутиб 
турибди. Шу боис машина таржимасида тилдаги 
бу ҳодисалар кейинги изланишларда ўз аксини 
топади.
Муайян таҳлил босқичлари, мақолада қайд 
этилганидек, алоҳида, аммо бир-бирига боғлиқ 
базаларни талаб қилади. Хусусан, морфологик 
таҳлил сўзларнинг сўз туркумлари базаси, синтак-
тик таҳлил сўз бирикмаси луғати ва гап қолиплари 
базасига мурожаат қилади.
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The aim of the research work is to analyze theories 
on the formation of linguistic database of the translation 
program of simple texts from English into Uzbek and to 
create program foundations.
The object of the research work is word combina-
tions and simple sentences of English and Uzbek lan-
guages, grammatical expressions as well.   
Scientific novelty of the research work is as fol-
lows: 
Drawn conclusions provide exactness of translation 
on creating linguistic database of machine translation. 
created linguistic database of phrasal verbs, morpho-
logical lexicon, affixes of English and Uzbek languages 
and their morphological and syntactic models;
 identified coordination of simple sentence models for 
automatic translation;
substantiated principles that have been created for 
analyzing morphological, syntactic-semantic texts of ma-
chine translation;
worked out recommendations of coordinating para-
digmatic attitudes on creating principles for electron dic-
tionary and software for linguistic database 
Implementation of the research results:
Results based on scientific and applied achievements 
on linguistic database of translating program of English 
texts into Uzbek are:
collected more than twelve thousand phrasal verbs 
which are used in all styles of English in «English-Uz-
bek phrasal verbs dictionary» and identified their Uzbek 
equivalencies. As a result, linguistic database was cre-
ated, lingual models for machine translation were deter-
mined, and in linguistic database synonyms and hom-
onyms in Uzbek translations were represented;
linguistic database of English-Uzbek phrasal verbs 
for linguistic database of translating program from En-
glish into Uzbek, scientific terms in English phrasal verbs 
have been used in the Project of Fundemantal Research-
es F-4-02 «Devising new methods of solution of optimal 
directive tasks and mathematic physics of differencial 
operators» (Reference of Commitee for the Coordination 
of the development of Science and Technology of De-
cember 7, 2017 No. FTA-02-11/1279). As a result, foreign 
investigations connected with the project were studied, 
enriched with theoritical literature results of, scietific re-
searches were published in the forms of articles; 
linguistic database of English-Uzbek dictionary and 
phrasal verbs have been used in the Project of Funde-
mantal Researches F-4-02 «Foundation and creation of 
computable methods of individual metrics and general-
ized merits in the intellectual database analyzing» (Ref-
erence of Commitee for the Coordination of the develop-
ment of Science and Technology of December 7, 2017 
No. FTA-02-11/1279). As a result, articles have been 
published in foreign countries, foreign literature was ad-
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opted to the project, scientific effectiveness of the project 
was improved by usage of scientific terms. 
The structure and outline of the research work. 
The thesis consists of an introduction, four chapters with 
outcomes, general conclusions, appendix and the list of 
the used literature.
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