Abstract-Chemical Reaction Optimization (CRO) is a powerful metaheuristic which mimics the interactions of molecules in chemical reactions to search for the global optimum. The perturbation function greatly influences the performance of CRO on solving different continuous problems. In this paper, we study four different probability distributions, namely, the Gaussian distribution, the Cauchy distribution, the exponential distribution, and a modified Rayleigh distribution, for the perturbation function of CRO. Different distributions have different impacts on the solutions. The distributions are tested by a set of wellknown benchmark functions and simulation results show that problems with different characteristics have different preference on the distribution function. Our study gives guidelines to design CRO for different types of optimization problems.
I. INTRODUCTION C HEMICAL Reaction Optimization (CRO) [1] is a simple and powerful metaheuristic optimization method which mimics the interactions of molecules in chemical reactions to search for the global optimum. CRO was designed as an optimization framework and it was initially targeted to solve discrete optimization problems [2] [3] [4] . It has been applied to solve many practical problems, e.g. population transition problem in peer-to-peer streaming [5] , network coding optimization problem [6] , etc. Lam et al. then proposed a variant of CRO in 2011, named Real-Coded Chemical Reaction Optimization (RCCRO) [7] , to solve continuous optimization problems. RCCRO utilizes the Gaussian distribution function as the perturbation function and some real-coded-based mechanisms were designed to implement RCCRO. RCCRO has been shown to be efficient in solving continuous optimization problems [7] [8] .
There are four major operations (i.e., elementary reactions) in CRO: on-wall ineffective collision, decomposition, intermolecular ineffective collision, and synthesis. In CRO, onwall ineffective collision and inter-molecular ineffective collision correspond to local search, while decomposition and synthesis correspond to remote search. In the conventional RCCRO [7] , the Gaussian distribution is deployed in the neighborhood search operator in all reactions except synthesis.
In these elementary reactions, with the Gaussian distribution, the molecules are perturbed via the Gaussian mutation and the energy state of the molecules are checked to decide whether the reaction shall be accepted or rejected. The Gaussian perturbation in RCCRO is accomplished by adding a zeromean Gaussian-random number to the existing molecular structures (i.e., solutions) to generate new solutions in the neighborhoods.
For other optimization methods like Evolutionary Programming (EP) and Particle Swarm Optimization (PSO), researchers have also proposed other perturbation functions other than the Gaussian distribution. Mutation operations in EP based on the Cauchy distribution [9] and the Levy distribution [10] have been propose. Krohling et al. has made contributions in integrating PSO with the exponential [11] , the Gaussian, and the Cauchy distribution [12] . However, the impacts of different perturbation distributions on the performance of RCCRO need further study. Such research is necessary for a better understanding of the performance of RCCRO.
In this paper, we propose to apply four different probability distribution functions as the perturbation function for RCCRO, namely, the Gaussian distribution, the Cauchy distribution, the exponential distribution, and a modified Rayleigh distribution. These distributions have drawn much attention from different research communities [10] [13] . These four distributions are tested on a suite of well-known benchmark functions classified into three categories of optimization functions. The simulation results demonstrate that different categories of functions have different preferences on the perturbation distribution function.
The rest of the paper is organized as follows: Section II presents an overview of CRO. In Section III, the four tested distribution functions are described. Section IV provides the simulation results. The paper is concluded in Section V with suggestions for further research.
II. CHEMICAL REACTION OPTIMIZATION
In this section we will first introduce the manipulated agents of CRO, i.e., molecules. Then the definitions of elementary reactions are presented. The section ends with the overall algorithm of RCCRO (or simply referred to CRO hereafter).
A. Molecules
CRO is a kind of population-based metaheuristics [1] . There is a population of molecules in a container, with an energy buffer attached. Each molecule is characterized by its molecular structure (ω), potential energy (PE), kinetic energy (KE), and some other attributes. ω stands for a feasible solution of the optimization problem, corresponding to this molecule. PE represents the the objective function value of ω while KE represents the tolerance of the molecule to hold a worse solution with larger objective function value than the existing one. Other attributes can be used to control the flow of CRO to ensure CRO meet the characteristics of the optimization problem. Users can add, change, or remove the optimal attributes to build different versions of CRO.
B. Elementary Reactions
In CRO, changes to the molecules are made through different elementary reactions. There are four kinds of elementary reactions, namely, on-wall ineffective collision, decomposition, inter-molecular ineffective collision, and synthesis. The former two reactions belong to the uni-molecular reactions and the latter two are classified as class of inter-molecular reactions. These elementary reactions change the molecular structures of the molecules and accept molecules with new structures according to the conservation of energy. CRO makes use of these changes to explore the solution space and locates the global optimum [1] . We basically follow [7] to define the elementary reactions and they are described briefly as follows:
1) On-wall Ineffective Collision: An on-wall ineffective collision happens when a molecule collides with a wall of the container and then bounces away. This reaction has one molecule as input and returns another modified molecule. This reaction is mainly used for performing local search, thus the changes made on the molecular structure shall be small. We commonly generate a neighborhood structure ω from ω. If we define the neighbor function as
where is called the perturbation factor and is generated from a pre-defined probability distribution function, which will be elaborated in Section IV-E. We obtain a new solution ω by
and its new PE is fiven by
where f is the objective function. During this procedure, a part of the KE held by the molecule will be transfered to the system energy buffer (EnBuff ). We have a parameter LossRate to control this energy loss process. The new KE of the molecule will be updated according to
where t ∈ [LossRate, 1] is a randomly generated number.
2) Decomposition: A decomposition happens when a molecule collides with a wall of the container and breaks into two molecules. This reaction is mainly used for jumping out of the local minimums, and thus the changes made on the molecular structures are larger than an on-wall ineffective collision. During this procedure, there is no KE transferred to EnBuff, but the energy conservation law shall hold [7] .
3) Inter-molecular Ineffective Collision: An intermolecular ineffective collision happens when two molecules collide with each other and then separate. The purpose and characteristics of this reaction is similar with an on-wall ineffective collision. In general, we perform two neighbor searches on the two molecular structures ω 1 and ω 2 , i.e.,
4) Synthesis: A synthesis happens when two molecules collide and merge into one. Generally, the change is severe and can help the molecule jump out of local minimums. Its objective is to maintain the population diversity.
In this operator, the new molecule is derived from the two given original molecules and each element of the solution is equally likely to be selected from each of the original molecules at the same position.
C. The Overall Algorithm
CRO operates in a closed container with an initial population of randomly generated molecules. The algorithm contains three phases: initialization, iterations, and finalization. When CRO starts, the molecules as well as some system parameters, such as EnBuff, CollRate, LossRate, DecThres, and SynThres [7] [17] are set. In each iteration, the system will first randomly select one reaction type according to some criteria. The system will then use this decision to randomly select one or multiple molecules from the existing ones in the container depending on whether it is a uni-molecular or an inter-molecular reaction and check its/their energy state(s). If the decomposition criterion (for uni-molecular collision) or the synthesis criterion (for inter-molecular collision) described in [1] is satisfied, the corresponding reaction takes place. Otherwise an on-wall ineffective collision or an inter-molecular ineffective collision will take place. At the end of each iteration is the energy check. The newly generated or transformed molecule(s) have their objective functions evaluated and compared with the original molecules. If the new value(s) can satisfy the energy conservation conditions [1] , the new molecules are accepted and put into the container while the original molecules are discarded. Otherwise, the new molecules are discarded and this indicates a failed reaction. After the pre-defined certain number of function evaluations is reached or one of some specific stopping criteria is met, the algorithm proceeds to finalization and outputs the best-so-far global optimum. Since in this problem we focus on studying the performance of CRO with different probability distributions used in the neighborhood search operator and decomposition stated in Section II-B, interested readers can refer to [1] and [7] for detailed description of the algorithm and its pseudocode. In this paper, we consider four different types of probability distributions, namely, the Gaussian distribution, the Cauchy distribution, the exponential distribution, and the Rayleigh distribution. In this section, we will first introduce the four distributions. Then the integration of CRO with these distributions is presented.
A. Gaussian Distribution
The Gaussian distribution has a bell-shaped probability density function (PDF) and is also known as the normal distribution or informally the bell curve [14] . Its density function is given as:
where µ is the expectation and σ 2 is the variance. The plots of the PDF with some different µ and σ 2 are given in Fig. 1 . We can control the shape by modifying the value of σ 2 . A larger σ 2 will result in a flatter bell.
B. Cauchy Distribution
The Cauchy distribution shares a similar bell shape with the Gaussian distribution and it has important applications to physics. We can utilize its characteristics to perform detailed local search. Its density function is given as:
In this PDF, x 0 is the location parameter, or mean of the distribution. It is similar to µ in the Gaussian distribution. γ is the scale parameter which can specify the half-width at halfmaximum (HWHM). The plots of the Cauchy distribution with different x 0 and γ are given in Fig. 2 . 
C. Exponential Distribution
The exponential distribution describes the time between events in a Poisson process. Different from the previous two distributions, the exponential distribution does not have a bellshape. Its density function is given as:
The parameter x 0 defines the starting point of the distribution and the parameter γ defines the steepness of the PDF curve. The plots of the distribution with different x 0 and γ are given in Fig. 3 .
Note that the normal exponential distribution only has a positive side, which does not satisfy our requirement as a perturbation function. Similar to [11] , we mirror this curve 
D. Rayleigh Distribution
The Rayleigh PDF is given below:
As with the Gaussian distribution, the only parameter, σ 2 controls the flatness of the shape. A larger σ 2 results in a flatter PDF. Moreover, the highest point of the curve occurs at x = σ. The plots of the Rayleigh distribution with different σ 2 are given in Fig. 4 . Like the exponential distribution, the Rayleigh distribution is only continuous on (0, ∞). So we introduce a new way to make the distribution function continuous on (−∞, ∞) and apply it to the perturbation function. The modified PDF is given below:
where
This modified PDF is composed of two parts: We first shift the original PDF to the left by σ units, which makes x = σ as the y-axis. Then this new curve is copied and mirrored at the y-axis. The two curves are then summed and averaged. The plots of this modified PDF with different σ 2 values are given in Fig. 5 . 
E. Integration of Distributions with CRO
The perturbation function mainly operates in the on-wall ineffective collision, inter-molecular ineffective collision, and decomposition [7] . In the above three elementary reactions, new molecular structures are generated from the original structures. Although in synthesis there is also a new structure generated, the new structure is composed of different parts of the original structures. To generate new molecular structures, one can add a perturbation factor to one random element of the original structure for a small change (on-wall ineffective collision and inter-molecular ineffective collision), or add different perturbation factors to some of the elements for a dramatic change (decomposition) [7] . The perturbation factors are generated from the perturbation function, which can be one of the pre-defined probability distributions discussed before. So different probability distribution functions shall generate perturbation factors with different characteristics, and this will result in different performances of the algorithm.
IV. SIMULATION RESULTS

A. Benchmark Functions
In order to evaluate the performance of different perturbation distribution functions, we perform simulations on the standard benchmark functions used in [15] . The benchmark functions are listed in [7] with the dimension sizes, feasible solution spaces and the known global optimums. This set of functions has been widely used or partially used as metaheuristic performance evaluation benchmark functions [7] [15] [16] .
This benchmark set can be divided into three categories according to their characteristics. The first group consists of unimodal functions, each of which has only one global optimum. So it is relatively easy to solve. The second group contains high-dimensional multimodal functions. Functions in this group have multiple local optimums and it is more likely for algorithms to get "stuck" in the local optimums. The last group is a collection of low-dimensional multimodal functions. These functions have lower dimensions and fewer local optimums than the second group.
B. Experiment Environment
All the simulations are performed on the same computer with Intel Core i5-2400 @ 3.1GHz CPU and 4.00GB RAM. CRO and distribution functions are implemented using C++ and compiled with MingGW g++ compiler under the Windows 7 64bit environment.
C. Parameter Selection
Different parameter settings can affect the performance of CRO dramatically [7] . A suitable combination of parameters, including PopSize, StepSize, EnBuff, IniKE, CollRate, LossRate, DecThres, and SynThres [17] , may result in good simulation results. Since the combinations of parameters exist in an eight-dimensional space and are continuous, it is impractical to test all possible combinations. Instead, the parameters are tuned in an ad hoc manner. In our simulations presented in the next subsection, we adopt the three different parameter combinations for the three function categories presented and discussed in [7] . The details of the combinations are listed in Table I and interested readers can refer to [7] and [17] for elaboration of the functionality of each parameter.
D. Comparisons among Different Distributions
In this paper we presented four different distribution functions as CRO's perturbation function, namely the Gaussian distribution, the Cauchy distribution, the exponential distribution, and a modified Rayleigh distribution. For simplicity, we denote the CRO algorithms with distributions as CRO G, CRO C, CRO E, and CRO R, respectively. We evaluate the performance of the four CRO variants with the benchmark functions with the parameter combinations discussed in the previous subsection. We repeat the simulations for each function 100 times and the function evaluation limits for different functions are listed in Table II which are the same as those used in [7] .
The simulation results for the four algorithms on the 23 benchmark functions are presented in Table III, Table IV, and  Table V , and the best results are bolded. Since the three categories of benchmark functions have different characteristics on the solution space, we will discuss them separately.
From these tables we can see the Cauchy distribution performs best in Category I as its averaged rank is the highest. Recall that Category I is uni-modal and thus algorithms 
performing local search are good enough for these functions. Comparing Figs. 1, 2, 3 , and 5, the Cauchy distribution has the most of its probabilities around the mean (x = 0), which helps CRO perform local search more efficiently for uni-modal problems. For Category II, the exponential distribution and the Rayleigh distribution perform equally but their advantage over the Gaussian and the Cauchy distributions is not very significant. Since the solution space of problems in Category II is high dimensional with a large number of local optimums, it is reasonable that different distributions will give a best performance on different problems. For problems with relatively less local optimums, the Gaussian and the Cauchy distribution can perform better because these problems are similar with problems in Category I. However, for problems with a large number of local optimums, a flatter distribution can probably perform well since it can maintain the population diversity better. So for this category of problems different distributions can perform well on different problems and there is no significant preference.
The Gaussian distribution performs best in Category III but the Cauchy distribution also performs relatively well in this category. A possible reason to this phenomena is that since the difference between Category II and III is that Category III has lower dimensions, which reduce the number of potential local optimums, the exponential and the Rayleigh distributions lose their advantage on maintaining population diversity. However, although the number of local optimums is smaller, it is still easy for the Cauchy distribution to get stuck due to the shape of its PDF. The Gaussian distribution with shallower bell shape can maintain a better population diversity than the Cauchy while performing local search more efficiently than the other two distributions.
The average computational time consumed in a simulation run of these four CRO variants are listed in Table VI for reference. Generally the computational speed of the Gaussian distribution is the fastest, but all computational times are comparable. To summarize, the Cauchy distribution is suitable for solving uni-modal optimization problems. The Gaussian distribution is suitable for solving low-dimensional multimodal problem. For high-dimensional multi-modal problems, the exponential and the Rayleigh distribution generally perform better, but for different problems there are different preferences.
V. CONCLUSION AND FUTURE WORK
In this paper, we compare four kinds of distribution functions, namely the Gaussian distribution, the Cauchy distribution, the exponential distribution, and the modified Rayleigh distribution, as the perturbation function for CRO. Since these distributions have different characteristics, they may be suitable to solve different kinds of problems with different solution space characteristics. We integrate these four distribution functions into CRO. The four CRO variants are evaluated with 23 benchmark functions, divided into three categories. The simulation results show that different categories of problems have different preference on the perturbation function. The Cauchy distribution fits Category I functions best and the Gaussian distribution fits Category III functions best, while the exponential and the modified Rayleigh distribution perform similarly for the Category II functions and outperform the other two distributions. Our study gives guidelines to design CRO for different types of optimization problems. In the future we will conduct a systematic analysis on the impact of different parameters on perturbation function selection. We will also perform an analysis on the convergence speed of the four different distribution functions. Other distribution functions, e.g. the Levy distribution, will also be implemented on CRO to have a more general study of the overall performance.
