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ABSTRACT
El Niño Southern Oscillation (ENSO) has been linked to climate and hydrologic anomalies throughout the world. This paper
presents how ENSO modulates the basic statistical characteristics of streamflow time series that is assumed to be affected by
ENSO. For this we first considered hypothetical series that can be obtained from the original series at each station by assuming
non-occurrence of El Niño events in the past. Instead those data belonging to El Niño years were simulated by the Radial
Based Artificial Neural Network (RBANN) method. Then we compared these data to the original series to see a significant dif-
ference with respect to their basic statistical characteristics (i.e., variance, mean and autocorrelation parameters). Various sta-
tistical hypothesis testing methods were used for four different scenarios. Consequently if there exist a significant difference,
then it can be inferred that the ENSO events modulate the major statistical characteristics of streamflow series concerned. The
results of this research were in good agreement with those of the previous studies.
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RESUMEN
La Oscilación Sureñas de El Niño (ENSO) se ha relacionado con anomalías climáticas e hidrológicas en todo el mundo. Este
artículo presenta cómo ENSO modula las características estadísticas básicas de las series de tiempo. Para ello, primero se
revisaron las series hipotéticas que se pueden obtener de la serie original en cada estación, asumiendo la no-ocurrencia del
fenómeno El Niño en el pasado. En cambio, los datos que pertenecen a los años con ocurrencia de El Niño fueron simulados
por el método Red Neuronal Base Radial (RNBR). Luego comparamos estos datos con la serie original para ver diferencias
significativas con respecto a sus características estadísticas básicas (por ejemplo, la varianza, la media y los parámetros de
auto-correlación). Varios métodos para la prueba de hipótesis estadísticas se utilizaron para cuatro escenarios diferentes. En
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consecuencia, si existe una diferencia significativa, entonces se puede inferir que los eventos ENSO modulan las principales
características estadísticas relacionadas a las series de caudales. Los resultados de esta investigación concordaban con los de
estudios anteriores.
Palabras clave: caudales, modulación ENSO, red neuronal artificial base radial, Turquía.
1. Introduction
The El Niño-Southern Oscillation (ENSO) occurrence is a
well-known natural element of the global climate system. It
results from the interactions between large-scale atmo-
spheric and oceanic circulation processes in the equatorial
Pacific Ocean, and related to inter-annual variations in pre-
cipitation, temperature, streamflow, evaporation in some re-
gions of the world. El Niño refers to describe warm sea
surface temperature anomaly conditions in the tropical-sub-
tropical Pacific Ocean, whereas the Southern Oscillation re-
fers to the see-saw of pressure differences of atmospheric
mass between the Australian/Indonesian region and the east-
ern tropical Pacific Ocean. The warm phase of ENSO,
so-called El Niño, is of particular interest in this study.
Global and regional scale of ENSO influences on
hydrologic and climatologic variables have been extensively
documented in the relevant literature. The most comprehen-
sive global-scale studies were carried out by Ropelewski
and Halpert (1987) using data from over 2000 rainfall sta-
tions worldwide. For streamflow variable, Dettinger et al.
(2000) studied multi-scale streamflow variability in relation
to ENSO events using over 700 stations worldwide. Simi-
larly Chiew and McMahon (2002) investigated the global
ENSO–runoff teleconnections using data from 581 catch-
ments. It is probable that the ENSO-streamflow relationship
is more noticeable than the ENSO-rainfall relationship for
the reason that precipitation variability is higher than that in
streamflow due to the fact that streamflow integrates infor-
mation spatially.
On the other hand, the number of regional-scale (i.e., a
selected area like a river basin or national borders) studies
regarding the ENSO-climate variability outnumbers the
global-scale studies, including more diverse variables and
topics. Among those, Redmond and Koch (1991), Kahya
and Dracup (1993), Dracup and Kahya (1994), Maurer,
Lettenmaier et al. (2004), Twine et al. (2005), and Gobena
and Gan (2006) exemplify streamflow variability in the
North America and its relationship to ENSO occurrences. A
recent research tendency is to examine the intended ENSO
relations together with other large-scale climatic oscilla-
tions, like Pacific Decadal Oscillation (PDO) and North At-
lantic Oscillation (NAO) (e.g., Kim et al., 2008; Tootle and
Piechota, 2006). In other domains of the world, among
those, Nazemosadat and Ghasemi (2004) quantified the
SO-precipitation relation in Iran using precipitation compos-
ites during warm, cold and neutral phases of the SO.
Shrestha and Kostaschuk (2005) examined the impacts of
ENSO on mean-monthly streamflow variability in Nepal and
found that ENSO-related below normal streamflow in two
core regions. Sen et al. (2004) proposed ENSO templates that
can be used for streamflow prediction. For the relationships
between ENSO and droughts; among those, Vicente-Serrano
(2005) and Karabörk et al. (2007) documented important
evidences for the Iberian Peninsula and Turkey, respec-
tively.
In our earlier works, such as Kahya and Karabörk
(2001); Karabörk and Kahya (2003); Kalayci et al., (2004;
Karabörk et al., (2005), the relations between the both ex-
treme phases of the Southern Oscillation and surface climate
variables (i.e., streamflow, precipitation and temperature)
across Turkey were well documented using various tech-
niques. The objective of this study is to determine whether
ENSO events modulate the basic statistical characteristics of
streamflow data in Turkey. Furthermore, the results of this
study are compared with those of Karabörk and Kahya
(2001), particularly in two large regions in western and east-
ern Turkey, where they determined significant ENSO signal
seasons. For this, we have here developed an empirical ap-
proach for analysis which consists of three basic phases: (i)
simulation based on an ANN method, (ii) defining scenarios,
and (iii) hypothesis testing. To our best knowledge, this
work presents the first approach and findings in its kind in
the germane literature.
2. Data and methodology
2.1 Data
The data network consisting of 78 streamflow gauging sta-
tions, approximately uniformly distributed around Turkey
(Figure 1), initially is of primary interest in this study. The
streamflow data set spans from 1962 to 2000. Owing to the
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main idea of this investigation, however we pay more atten-
tions to the stations within the Western Anatolia (marked by
WA) and Eastern Anatolia (marked by EA) regions (Figure
1) where Karabörk and Kahya (2001) previously determined
coherent and consistent ENSO related streamflow signals.
The timing and sign of significant signals are also indicated
in Figure 1. Karabörk and Kahya (2001), who used the same
data set having a period 1964-1994, set the selection criteria
for the stations to be included as: (i) homogeneous distribu-
tion; (ii) no missing record; and (iii) no major upstream in-
terference. Moreover how this data fulfills the homogeneity
condition was discussed in-depth by Karabörk and Kahya
(2001). We here considered the following ENSO years:
1963, 1965, 1969, 1972, 1976, 1982, 1987, 1991, 1993, and
1997 in the simulation phase of our analysis.
2.2 ANN simulation of monthly streamflow records
The methodology adapted here requires at the first place the
assumption of non-occurrences of ENSO events in the past
records; therefore, original monthly streamflow values cor-
responding to El Niño years should be removed and need to
be replaced by another reasonable assumed values using
some statistical means. For this reason, we applied the Ra-
dial Based Artificial Neural Network (RBANN) model
(Govindaraju and Ramachandra Rao, 2000) for the simula-
tion of mean monthly streamflow records.
In order to generate synthetic streamflow data by the
RBANN model, the input variables were taken as the first
and second years’ mean monthly records (Xi, t-1 ; Xi, t-2) (i:
year, t: month) and the mean monthly value of that month
(Xi) not including any records during El Niño years. The
reason for considering data of the first two years prior to
the ENSO event as input variables is that they have a high
correlation with the values of the estimated year. Further-
more we checked the possibility of considering similarly
preceding third and fourth data values as additional input
variables; but we noticed that the length of data becomes
small to treat, causing decreased training performance of
ANN. The mean of each month was calculated without
taking in El Niño years in the data set. The RBANN model
was formed by an input unit, a hidden unit and an output
unit. The synthetic data generation with the RBANN was
executed by MATLAB computer program. As a result, we
have two time series at hand at each station: the original
(historical) and the synthetic (whose historical data dur-
ing El Niño year were replaced by those generated by the
ANN model).
2.3 Defining Scenarios
In order to compare the two time series at each station from
different perspectives, we first need to define testing scenar-
ios that will be used in the hypothesis testing phase of our
analysis. In our earlier study (Kahya and Marti, 2007) we
used two, but here we increased it to four as follows.
Scenario A: This involves two time series: the original
mean annual streamflow records of 39 years and the hypo-
thetical time series whose El Niño years were filled with the
synthetic data generated by the RBANN.
Scenario B: This involves two time series: the original
mean annual streamflow records of 39 years and the hypo-
thetical time series whose values comprises of the mean val-
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Figure 1. The regions and seasons where significant ENSO signals occur in Turkey.
ues of the ENSO signal seasons specified for the stations
existing in the WA and EA regions.
Scenario C: This involves two time series, the original
and the hypothetical, each having 10 values (data points)
formed with the mean annual streamflow data of the original
El Niño years and the synthetic El Niño years.
Scenario D: This involves two time series: the original
and the hypothetical, each having 10 values (data points)
formed with the mean of the signal season specified for the
WA and EA regions in Figure 1 identified by Karabörk and
Kahya (2001).
2.4 Hypothesis Testing
Having the scenarios known, the following four tests were
applied to seek for a statistically significant difference be-
tween the two series. In our earlier study (Kahya and Marti,
2007) we used three tests, but we here added one more test in
our analysis as follows.
a) Testing variances
The F-test was used to test the variances of the original and
hypothetical series for all testing scenarios. F statistics can











where s: the standard deviation and s2 : the variance. The
calculated F value was compared with the critical value from
the F-distribution table for the required significance level.
The difference between the variances was accepted as sig-
nificant when the F-value exceeds that critical value.
b) Testing means
The t-test was used to test the mean values of the two data
sets (Haan, 1977). The length of the data sets was the same in
all scenarios (n1 = n2). When no positive correlation be-
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where n1, n2: the sample lengths and X: the sample mean.














































After testing the samples in terms of variances and
means, a non-parametric test, so-called Mann-Whitney U
test, was applied to analyze our original and hypothetical se-
ries whether or not they come from the same populations?
The U-statistics of the Mann-Whitney Test is defined as
(Popham, 1967)

























where n1, n2: the sample lengths. Considering the both
series together and arranging them from lowest value to the
highest, then assigning a rank value to each element of the
series. Later R1 and R2 values were calculated by summing
the ranks of the first and the second data sets separately.
Since the calculated U-statistic follows the normal distribu-
tion asymptotically, its expected value and standard devia-
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Testing this calculated standard normal variable using
two-tailed test, a decision can be made on the significance
difference between the two samples.
d- Testing the autocorrelations
The original and hypothetical streamflow series were exam-
ined to see whether ENSO events influence the autocorrelation
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structure of the observed series. The existence of statistically
significant positive lag-1 autocorrelation coefficient (r1) is the
important indication of the persistence characteristic of a
streamflow time series. Therefore, we assume that the r1 is a
representative of the autocorrelation structure of the original
and hypothetical series and can be expressed as Eq. (10)
(Haan, 1977).
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Here, k = 1, xt is the mean of the first N-k terms and xt+k
is the mean of the last N-k terms. The confidence intervals at











We have carried out the analysis procedures described in
the previous section for all streamflow stations in our data
set and presented the results of the hypothesis testing
phase in figurative (map) and tabular fashion in this sec-
tion and make their relevant discussion in the subsequent
section. For comparing the variances of the original and
hypothetical series, the F-test results are given in Figure 2
for the stations in the WA and EA regions. There was no
significant variance difference between the two series in
the both regions according to Scenario A. For comparing
the means of the original and hypothetical series, the re-
sults of the t-test are illustrated in Figure 3. In this case,
we found more or less significant results for each of sce-
narios. For comparing the populations of the original and
hypothetical series, the Mann-Whitney U test was applied
to the both series to find out whether they belong to the
same population. Scenarios A and B did not show any sta-
tistically significant differences between the original and
hypothetical series. On the other hand we found important
distinction of population results for the scenarios C and D
and presented the results in Figure 4. For comparing the
autocorrelation structures based on the lag-1 correlation
of the original and hypothetical series, the possible
changes in streamflow data due to ENSO events were ana-
lyzed using equations 10 and 11 for calculating correla-
tion coefficients and Anderson’s limits for the scenarios
A and B. The results of this comparison are presented in
Table 1.
4. Discussion and conclusions
a) Variances
The hypothetical and original time series did not differ sta-
tistically for Scenario A in the both regions. The both time
series exhibited significant differences for Scenario B in six
stations at the 95% significance level in the WA region (Fig-
ure 2a); however, none of the stations located in the EA re-
gion exhibited any difference for the same scenario. It is
worthwhile to note that these identified stations are distinc-
tive in reflecting the ENSO modulation on streamflow vari-
ance among all stations in the entire study domain. The
noted number of stations in Figure 2a in comparison to the
results for Scenario A confirms the importance of previously
detected regions in association with the ENSO events.
For Scenario C, the EA region comprises of 7 stations
(corresponding to 41% of the entire EA stations) at the
95% significance level as the WA region had 10 stations at
the same significance level (Figure 2b). The WA region
contains additional 9 stations when considering the 90%
significance level, implying that 60% of the entire WA sta-
tions demonstrate the ENSO modulation on streamflow
variance. There are stations located other than these re-
gions, mostly in mid-southern Turkey, having significant
signals for the implied modulation. For Scenario D, the
number of significant stations dramatically increased in
the WA region compared to the results of all other scenar-
ios (Figure 2b). Among those 19 stations revealed the im-
plied variance modulation at the 95 significance level.
This scenario was tailored for the seasonal average con-
sidering only the event years and produced an extra confi-
dence on the reliability of the WA region.
b) Means
The computed t-values for the scenarios A and B were deter-
mined considering positive correlation between the hypo-
thetical and historical series. The significance of these
t-values was then evaluated based on the two-tailed t-distri-
bution. We mapped the results of testing means with respect
to the both 90% and 95% significance levels in Figure 3. Ex-
cept a few stations, the observed streamflow values in El
Niño years were greater than those generated by the RBANN
model (that is to say, wet anomaly responses to El Niño
events was confirmed in most of the stations). In Scenario A
(Figure 3a), the EA region showed six stations (35% of the
total stations in the EA) having a significant difference in the
mean and two of them significant at the 95% level. Similarly
the WA region also showed six stations (19% of the total sta-
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Figure 2. Differences in the variance of the hypothetical and original streamflow series for (a) Scenario B, (b) Scenario C, and (c) Scenario
D. Solid (open) squares represent the 95% (90%) significance level.
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Table 1. The results of lag-1 autocorrelation coefficients for the hypothetical and original streamflow series in the WA
and EA regions





A B A B
Ori. Hypt. Ori. Hypt. Ori. Hypt. Ori. Hypt.
1413 + - - - 2147 + + + -
1418 + - - - 2151 + - - +
1535 - - - - 2304 + - + -
1801 + + + - 2402 + - - -
2122 - - - - 2409 - - - -
2124 + - + - 2603 + + - -
2131 + - + - 2610 + + - -
2132 + + - - 2612 - - - -
2145 + - + -
West Anatolia (WA) Region
302 + - - - 713 + + + +
311 + + + + 1203 + + + +
314 - - - - 1216 + + + -
316 + - - - 1221 + + + -
317 + - + - 1222 + - - -
321 + + + - 1223 + + + +
324 + - - - 1224 + + + +
406 + - - - 1226 + - - -
407 + - - - 1233 + + - -
509 + - - - 1237 + - - -
510 + - - - 1242 + + + +
514 + + + - 1243 + + + -
518 + + + + 1302 + - - -
601 + - + + 1307 - - - -
701 + + + + 1314 + - - -
706 + + + + 1335 - - - -
38







































































26° E 28° E 30° E 32° E 34° E 36° E 38° E 40° E 42° E 44° E
(c)
39























26° E 28° E 30° E 32° E 34° E 36° E 38° E 40° E 42° E 44° E
(d)
Figure 3. Differences in the mean of the hypothetical and original streamflow series for (a) Scenario A, (b) Scenario B, (c) Scenario C, and
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(b)
Figure 4. Population differences for the hypothetical and original streamflow series for (a) Scenario C and (b) Scenario D. Solid (open)
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tions in the WA) having statistically significant difference in
the mean, but only one station at the 95% level. On the other
hand, the results of Scenario B exhibit more stations in the
WA region having significant t-values as a result of using
ENSO signal season in the original streamflow series (Figure
3b). At the same time the EA region exhibited almost same
number of significant stations as in Scenario A with better
results. It is important to note that the number of significant
stations in the WA region outnumbers that of the EA region
in this case, implying more sensible ENSO influences
streamflow in western Turkey.
For Scenario C, significant differences in the mean were
found in about a quarter of the entire stations in the EA re-
gion as a slightly high value of percentage was observed in
the WA region likewise (Figure 3c). As expected, the whole
picture was noticeably improved in terms of more and strong
signs of the ENSO modulation on streamflow mean for Sce-
nario D (Figure 3d). This observation is true for the both re-
gions. It is interesting that the outer stations along the
northern border of the EA region indicated highly signifi-
cant ENSO modulation on streamflow mean for all scenarios,
which was not the case in the ENSO modulation on
streamflow variance. An overall evaluation can be said that
the number of significant stations in this analysis reached a
maximum for the scenarios B and D that both are based on
the ENSO signal season considered versions of the scenarios
A and B. This fact once again approves the importance of the
WA and EA regions previously identified by Karabörk and
Kahya (2001).
c) Populations
The hypothetical and original streamflow time series in
Turkey were subjected to the Mann-Whitney U test for all
the scenarios and the results of this phase are illustrated in
Figure 4. Since significant correlations occur between the
two samples for the scenarios A and B, the application of
Mann-Whitney U test with this condition leads the uncon-
formity of “unrelated samples” rules in the theory. The
recommended test for the comparison of two such related
sample sets is the non-parametric Wilcoxon rank sum test.
In this case if there are equal samples in the data set, they
should be removed from the data set. However, this elimi-
nation turns our samples in the scenarios A and B to be the
same as those in the scenarios C and D. The other
non-parametric tests available in the literature could be
cited as the two-sided variance analysis of Friedman and
the single-sided variance analysis of Kruskal Wallis, but
they are recommended for comparing more than two sam-
ple sets (Popham, 1967). As a result, we here performed
the comparison of the populations using the Mann-Whit-
ney U test for the scenarios A and B.
The results of this phase showed that the WA and EA re-
gions did not reveal any significant differences in the popu-
lation for the scenarios A and B. However the analysis of
Scenario D (Figure 4b) indicated more significant results
than those of Scenario C (Figure 4a) due to the consideration
of the ENSO signal season. In particular the dominant char-
acter of region WA is evident in exhibiting the ENSO modu-
lation on streamflow population characteristics. Meanwhile,
the WA region did not show any significant differences for
Scenario C, while the EA region had three stations having
statistically significant results.
d) Autocorrelations
Following our earlier results (Kahya and Marti, 2007) for
this analysis phase, we here prefer to present the results of
autocorrelation calculations in a tabular fashion (Table 1).
It is known that the first autocorrelation coefficient (r1) is
the most important component of autocorrelation struc-
ture of hydrologic time series concerned. Therefore we
consider only this statistic, to some extent, as a represen-
tative of autocorrelation characteristics for the practica-
bility purposes, and calculated for the mean streamflow
time series in the DA and BA regions for the scenarios A
and B. We evaluated the computed r1 values at the 95%
significance level and summarized our results according
to the following four possible cases concerning the calcu-
lated r1 values..
(a) Case 1: When the computed r1 values of both the
hypothetical and original series fall within the 95%
confidence intervals, the both series has no serial
dependency property at lag-1. Thus this implies that
ENSO events have no influences on the internal de-
pendency of the original streamflow series. We
found that 4 stations in the EA region and 2 stations
in the WA region confirmed this conclusion for the
scenarios A and B.
(b) Case 2: When the computed r1 value is not signifi-
cant for the original series, but significant for the
hypothetical series. In this case, our perception is
that ENSO events might modify the autocorrelation
structure of streamflow series in the form of elimi-
nation. In our analysis, this situation was not ob-
served in the EA region, but occurred in the station
1307 in the WA region (Table 1).
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(c) Case 3: The computed r1 value of the original se-
ries appears to be significant while that of the hy-
pothetical series does not. In this case, our
perception is similar to Case 2 in such a way that
ENSO events might modify the autocorrelation
structure of streamflow series in the form of gen-
eration. This case has occurred in 8 stations in the
EA and 14 stations in the WA according to Sce-
nario A. Moreover 6 stations in each the EA and
WA regions showed a significant difference in the
first autocorrelation coefficient at the 95% level
according to Scenario B (Table 1). For these sta-
tions, it can be speculated that ENSO events mod-
ify some feature of autocorrelation structure of
the series, in the manner of increasing the internal
dependency.
(d) Case 4: The computed r1 value of the both series ex-
ceeds the 95% confidence intervals. In this case, our
perception is that ENSO events have no influences
on the autocorrelation structure of streamflow se-
ries unless the opposite sign of the computed signif-
icant r1 values emerges. For Scenario A, 5 stations
in the EA region and 15 stations in the WA region
confirmed this case. For Scenario B, 10 stations in
the WA region and none in the EA region confirmed
this case.
In general, the results from evaluating the opposite
cases b and c lead us to deduce a speculation of ENSO
modulation on streamflow autocorrelation structure. Fur-
thermore it can be said that ENSO events caused modifica-
tion in the persistency characteristic of Turkish
streamflow patterns.
In order to explain the physical mechanisms behind
the observed changes in basic streamflow statistical char-
acteristics in Turkey, it is worthwhile to review pertinent
discussions presented by Kahya and Karabörk (2001)
who sought some clues based upon the cyclonic activities
affecting the overall Turkish precipitation regime. In the
same context, Karabörk and Kahya (2003) speculated that
the occurrence of ENSO signals resulted from the interac-
tions between ENSO events and North Atlantic Oscillation
(NAO) as NAO has direct impacts on Turkish precipitation
and streamflow patterns. Marshall et al. (2001) indicated
that climatic variability in the North Atlantic sector is
composed of three main phenomena: (i) tropical Atlantic
variability (TAV), (ii) NAO, and (iii) Atlantic meridional
overturning circulation (MOC). They argued that the
NAO, the TAV and the MOC are intimately connected and
should be considered together. The NAO may exert
extratropical influences on TAV and the TAV may feedback
to the NAO by rearranging the Hadley circulation. In addi-
tion, the Pacific ENSO events influence the tropical Atlan-
tic and, in turn, the Atlantic influence the eastern
equatorial Pacific. Since the TAV is subjected to remote
influences of the NAO and ENSO, a feedback effect on the
NAO by rearrangement of Hadley circulation may carry
ENSO signals to mid-latitudes (see Marchall et al. (2001:
figure 15) for the proposed mechanism). It is important to
note that this mechanism needs to be further investigated.
Terray and Cassou (2002) pointed out that when the re-
moved ENSO global data are considered in the analysis,
the resulting forced atmospheric SLP responses on the
North Atlantic sector showed a stronger than usual sub-
tropical high and a deeper than normal Icelandic low,
namely, a typical positive NAO phase. Their findings ex-
plained how the tropical Atlantic acts as a bridge to trans-
fer ENSO signals to mid-latitudes. This simulated
ENSO-NAO relationship indicated by Terray and Cassou
(2002) was also stressed by Bojariu and Gimeno (2003) in
the context of external factors that affect the NAO vari-
ability. In this perspective, Karabörk and Kahya (2009)
stated that the findings of Wang (2002) could be consid-
ered noteworthy as the Hadley circulation is closely re-
lated to the NAO, and the NAO has significant negative
correlations in association with tropical North Atlantic
SSTs. Therefore Karabork et al. (2005) stated that ‘As
both the El Nino phase of the SO and NAO can influence
the tropical Atlantic climatology, it is reasonable to ex-
pect that this sector can play a key role in carrying El Nino
signals to midlatitudes by means of a feedback mecha-
nism.
In conclusion, all results from above statistical tests
performed in this study showed that ENSO events have
significant influences on the modulation of streamflow
statistical characteristics in Turkey. This clear-cut con-
clusion provides a solid incentive for the water resources
planners to consider the large-scale atmospheric oscilla-
tion patterns like the Southern Oscillation and/or North
Atlantic Oscillation for planning and managing purposes.
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