This paper deals with the approximate solution of multi-pantograph equation with nonhomogenous term in terms of Taylor polynomials. The technique we have used is based on a Taylor matrix method. In addition, some numerical examples are presented to show the properties of the given method and the results are discussed.
Introduction
Functional-differential equations with proportional delays are usually referred to as pantograph equations or generalized equations. The name pantograph originated from the work of Ockendon and Tayler [12] on the collection of current by the pantograph head of an electric locomotive.
These equations arise in many applications such as number theory, electrodynamics, astrophysics, nonlinear dynamical systems, probability theory on algebraic structures, quantum mechanics and cell growth, among others. Properties of the analytic solution of these equations as well as numerical methods have been studied by several authors. For example, equations with variable coefficients are treated in [2, 9, 4] .
In recent years, the Taylor method has been used to find the approximate solutions of differential, difference, integral and integro-differential-difference [5] [6] [7] 11, [13] [14] [15] . The basic motivation of this work is to apply the Taylor method to the nonhomogenous multi-pantograph equation with variable coefficients, which is extended of the multi-pantograph equation given in [8, 1] ,
under the condition u(0) = , where , ∈ C; i (t) and f (t) are analytical functions; 0 < q i < 1 .
In this study, our purpose is to find an approximate solution of the given problem in the series form
u n t n (2) so that the Taylor coefficients to be determined are
n! , n = 0, 1, 2, . . . , N, N ∈ N.
Fundamental matrix relations
Let us convert the expressions defined in (1) and (2) to the matrix forms. Now, let us assume that the functions u(t) and u (t), respectively, can be expanded to Taylor series about t = 0 in the forms
and
where u (0) n = u n . First, let us derive the expression (3) with respect to t and then put n → n + 1.
From (4) and (5), it is clear that
which is the recurrence relation between the coefficients u n and u
n of u n (t) and u(t), respectively. Now let us take n = 0, 1, 2, . . . , N and assume u (k) n = 0, for n > N. Then system (6) can be transformed into the matrix form
where
On the other hand, the solution expressed by (2) and its derivative (4) can be written in the matrix forms
or using relation (7)
We can write the expressions u(q i t) and i (t), respectively, as
Hence from (10) and (11) we have
so that
Besides, we assume that the function f (x) can be expanded as
Then the matrix representation of f (x)becomes
Method of solution
We now ready to construct the fundamental matrix equation corresponding to Eq. (1) . For this purpose, we first substitute the matrix relations (8), (9) , (12) and (13) into Eq. (1) and then simplify. Thus we have the fundamental matrix equation
where I is the identity matrix of order N + 1; another matrices are defined in Sections 2. The fundamental matrix (14) corresponds to a system of (N + 1) algebraic equations for the (N + 1) unknown coefficients u 0 , u 1 , . . . , u N . Briefly, we can write Eq. (14) in the form
We can obtain the matrix form corresponding to the condition u(0) = as, from the relation (8),
or
is given, it can be written in the matrix form
where c r , r and are appropriate constants; the matrix T( r ) is
Briefly, the matrix form for the condition (17) becomes
To obtain the solution of Eq. (1) under the condition u(0) = or the mixed condition (17), by replacing the row matrix (16) or (19) by the last row of matrix (15), we have the required augmented matrix [2, 4] 
where for condition (20), then we can write
Thus the coefficients u n , n=0, 1, 2, . . . , N are uniquely determined by Eq. (21). If det(W)=0, then there is no solution and the method cannot be used. Also, by means of systems we may obtain the particular solutions.
On the other hand, we can easily check the accuracy of the obtained solutions as follows [2] . Since the obtained polynomial expansion is an approximate solution, when the functions u(t) and u (t)are substituted in Eq. (1), the resulting equation must be satisfied approximately; that is, for t = t j , j = 0, 1, 2, . . . .
If max 10 k j =10 −k (k is any positive integer) is prescribed, then the truncation limit N is increased until the difference E(t j ) at each of the points t j becomes smaller than the prescribed 10 −k .
Illustrations
The method of this study is useful in finding the solutions of multi-pantograph equation with variable coefficients in terms of Taylor polynomials. We illustrate it by the following examples. [8] ). Let us first consider the equation
Example 1 (Liu and Li
where 1 (t)=−e −0.5t sin(0.5t), 2 (t)=−2e −0.75t cos(0.5t) sin(0.25t) and approximate the solution u(t) by the Taylor polynomial
where = −1, q 1 = 0.5, , q 2 = 0.25, f (t) = 0. Then, the matrix form of Eq. (14) defined by
where A 1 , A 2 are matrices defined by Table 1 . [3] ). Let us now consider the problem
Example 2 (Evens and Raslan
where To find a Taylor polynomial solution of the problem above, we first take N = 5, and then proceed as before. Then we obtain the desired augmented matrix (20) as By the substituting the obtained coefficients in (2) the solution of (23) becomes
The comparison of the solutions (for N = 5, 7, 9) with exact solution exp(t) is given Table 2 . Example 3 (Muroya et al. [10] ). Let us now consider the problem
Following the procedures in the previous examples, we get the approximate solution of problem (24) for q = 0.9, 0.8, 0.5, 0.2 and N = 5 as
Similarly, we have the approximate solution of problem (24) for q = 0.9, 0.8, 0.5, 0.2 and N = 9 as
The comparison of the solutions given above with the exact solution u(t) = e −t of the problem is given Table 3 .
Error analysis
In this section, we will discuss the asymptotic behavior of error points E(t i ) defined in Section 3 as the truncation limit N is increased. Fig. 1(a) shows the plot of the error points E(t i ) for N = 5, 7 and 9. This plot clearly indicates that when we increase the truncation limit N, we have less error. One question needs to be answered here is that how large we need to take N. To answer this question, we have used methods of curve fitting to estimate N and compare it to the error points E(t i ). Since the approximate solutions u(t)of the given multi-pantograph equations are approximated polynomials depending on N, then the derivatives of these solutions u (t) are polynomials as well. Therefore, the first and second terms of E(t i ) are polynomials. As a consequence of Eqs. (10) and (11), the functions i (t j )u(q i t j ) are polynomials. Since f (t) is analytical function, the remaining term in E(t i ) can be curve fitted as polynomials. Using these ideas, we have found various degrees of polynomial fitting of error points E(t i ) and we have compared the behaviors of error points and their polynomial fits as N increases in the interval 0 t 1 as shown in Fig. 1(b) . Fig. 1(b) shows that increasing N does not effect the errors very much.
Using similar ideas as in example 1 explained above, we can see from Fig. 2 (b) that increasing N does not effect the errors very much. However, after N = 45, the polynomial fits show a tendency to oscillate to the end boundary point t = 1. This behavior can be expected in any polynomial numerical method.
Finally, we have similar results for Example 3. Fig. 3(a) shows the plot of the error points E(t i ) for N = 5 and 9. Even for N = 9, we have very small errors. When we increase the truncation limit N, say N = 25, the polynomial starts oscillation near the end points as in Fig. 3(b) .
Conclusions
Nonhomogenous multi-pantograph equation with variable coefficients are usually difficult to solve analytically. Then it is required to obtain the approximate solutions. For this reason, the present method has been proposed for approximate solution and also analytical solution.
The method presented in this study is a method for computing the coefficients in the Taylor expansion of the solution of a nonhomogenous multi-pantograph equation, and valid when the functions i (t) and f (t) are analytical functions.
The Taylor matrix method is an effective method for cases that the known functions have the Taylor series expansions at x = 0. In addition, an interesting feature of this method is to find the analytical solutions if the equation has an exact solution that is a polynomial of degree N or less than N.
