ABSTRACT Stability region is an important and practical measure of the transmission capacity of wireless networks with stochastic flows. On the other hand, an effective interference mitigation approach, realized in the physical layer model with the flexibility to utilize past receptions, began to emerge. Nevertheless, there is still a lack of the investigation on the stability region of the interference network in this physical layer model. Thus, in this paper, we concentrate on the stability region of the two-user interference network for the aforementioned physical layer model. To this end, we first design a physical layer linear coding scheme to fully utilize past receptions. Next, on the basis of the proposed coding scheme, a queue-based transmission strategy is presented. Then, by leveraging the virtual network mechanism, we derive the stability region of the system for the proposed transmission strategy. Meanwhile, a Lyapunov-function-based stabilizing policy is presented. Finally, we compare the stability region with the information-theoretical outer bound by a numerical method. The simulation results reveal that their relative difference is no larger than 3%, and is below 0.1% under the specific setting of the probability that packets successfully arrive at each receiver, implying that the transmission strategy could essentially achieve the outer bound from the practical perspective. In particular, the stability region of the system is almost identical to its information-theoretic throughput region under the specific setting.
I. INTRODUCTION
Stability region of wireless networks has received considerable attentions in recent years, with the emergence of wireless systems as a ubiquitous part of communication networks. A wireless network is referred to as stable if all its possessed queues are stable. Stability region can exactly reflect the transmission capacity of a stable wireless network with stochastic and bursty traffic arrivals. As an another measure of transmission capacity, information-theoretic capacity, (or throughput with measurement in packets per slot) is defined under the assumption of saturated (non-empty) queues. Therefore, from this aspect, stability region, or maximum stable throughput region (in packets/slot), is more practical.
Generally, once the stability of a system is mentioned, there will be two unavoidable questions as follows: one is characterizing the stability region of a system; and the other is designing an appropriate transmission strategy to enable the maximum stable throughput. The fundamentals of these two issues for wireless networks can be seen in [1] , with emphasis on the network layer cooperation between interacting users. In particular, concerning interference scenarios, Pappas et al. [2] investigated the stability region of two-user interference network. Naware et al. [3] conducted a stability analysis of the random-access system for Aloha-type mechanisms.
Apart from the above two issues, the investigation on the relationship between information-theoretic capacity region and stability region, also began to emerge. The equivalence of both regions has been proved recently in [4] for systems without feedback. For the system with feedback, Sagduyu et al. [5] concluded that there exists an unusual union of the two regions for two-user broadcast erasure channel with feedback. To investigate further, Georgiadis et al. [6] generalized this result and showed that both regions are identical for the system with any number of users, on the basis of the evacuation time.
On the other hand, interference (collision) has always been a problem in wireless networks. To resolve it, a variety of interference management techniques have been proposed. In the traditional packet collision model (i.e., the collided packets are discarded), centralized scheduling or Aloha-type mechanisms is typically used to minimize the collision's impact. And with recent advances on information-theoretic results, more interference mitigation techniques emerge, e.g., orthogonal access, treating interference as noise (TIN) [7] , successive interference cancellation (SIC) [8] , multiuser joint decoding [9] and interference alignment (IA) [10] .
In particular, motivated by the results on gains obtained from completely outdated channel state information [11] - [18] , Vahid et al. [19] presented a new interference management approach, by leveraging past receptions in a specific physical layer model (receivers have the flexibility of storing analog received signals, which can be used for decoding packets afterwards). Depending on the interference caused by the other user, four channel states are defined at each receiver. Then, based on these four states, coding opportunities arise. And the interference management problem turns out to be how both transmitters can optimally utilize these coding opportunities cooperatively.
Vahid et al. [19] also examined the information-theoretic throughput region of the two-user interference network for the proposed physical layer model. It should be noted that it only characterized the throughput region of the system under a specific setting, i.e., the probability that packets successfully arrived at each receiver is assumed to be identical across links. Nevertheless, this setting is impractical and more theoretical. It also lacks the analysis of the stability region of the proposed model in [19] . Thus, concerning a more general and practical setting (i.e., we abandon the assumption that the probability is identical across links), we study the stability region of the network. More specifically, in this paper, we investigate the stability region of the two-user interference network for the physical layer model in [19] . The two-user interference network is extensively studied due to the difficulty in investigating its throughput (capacity) region, and the corresponding proposed transmission strategy can also be easily implemented in a general network by splitting its users into groups.
Our main contributions in this paper are threefold. 1) We design a physical layer linear coding scheme, which expresses each transmitted packet as a linear combination of physical layer codewords associated with their original data packets. The proposed linear coding scheme is designed on the basis of the two following issues: 1) How to use collided packets? 2) How to utilize the side information? To solve the first issue, both transmitters are proposed to balance the amount of delivered packets cooperatively. And for the second issue, at each transmitter, we can leverage interference by generating packets desired by both receivers, which is also referred to as packets of common interest. Then, based on the proposed coding scheme, we present a transmission strategy, consisting of a set of queues and a schedule policy. Initially any packet arriving at transmitters is placed in one of these queues. Depending on the state at each receiver informed by feedback, packets may travel through the queues according to the schedule policy, until they are successfully recovered by the intended receiver. 2) Based on the proposed coding scheme, we investigate the stability region of the system for the proposed transmission strategy. In particular, utilizing the virtual network mechanism in [20] , we map the system under study to its associated virtual counterpart. As such, the characterization of the system could be realized by analyzing the stability region of the virtual one. In addition, a lyapunov function-based stabilizing algorithm is also presented.
3) The stability region of the system is compared with its information-theoretic outer-bound in [19] through extensive simulation. Simulation results reveal a small relative difference no larger than 3%, indicating that transmission strategy essentially achieves the outerbound from the practical perspective. In particular, under a specific setting of the probability (that packets successfully arrive at each receiver), all numerical results are with a relative difference below 0.1%. This implies that the stability region could almost coincide with the information-theoretic throughput region. Also, a brief comparison among the above mentioned interference mitigation techniques is given. The rest of the paper is organized as follows. In Section II, we introduce the system model. In Section III, we propose the physical linear coding scheme and then prove its decodability. In Section IV, we derive the stability region of the queue system and give a stabilizing policy. In Section V, we examine two implementation issues. In Section VI, we compare the stability region with the information-theoretic outer-bound by numerical method. Section VII concludes the paper.
II. SYSTEM MODEL
The system model is a direct extension to the stochastic flow case of the model in [13] . Here, to facilitate the reading, we present this model briefly. Consider a time-slotted system, where two transmitter-receiver pairs communicate with each other, as illustrated in Fig. 1 . And slot t (t = 0, 1, · · · ) corresponds to the time interval [t, t + 1). At the beginning of each slot t, A i (t) data packets arrive at transmitter T i with an average rate λ i = E[A i (t)], and will be delivered to receiver R i . Denote λ = [λ 1 , λ 2 ] T . These original data packets are mapped to physical layer codewords with fixed length for transmission and the transmission time of each codeword is 1 slot. Moreover, we further assume that A i (t) is FIGURE 1. The system under study consists two transmitter-receiver pairs, which are communicating with each other. And packets in two different flows arrive at two transmitters and are destined to two receivers, respectively.
globally available for both transmitters, i.e., at the beginning of each slot t, each transmitter has the knowledge of A i (t), i ∈ {1, 2}.
In each slot, each transmitter T i sends one packet or remains silent. In the latter case, we denote the transmitted packet by T i as p i = 0 for simplicity. Assuming that packets p 1 and p 2 are respectively sent by transmitter T 1 and T 2 at slot t, then the received signal at receiver R i can be given as
where Z i (t) is the aggregate interference at receiver R i at slot t, and h 1i (h 2i ) denotes the channel coefficient from transmitter T 1 (T 2 ) to receiver R i . To avoid degenerate channel conditions (i.e., all channel coefficients are equal, or identically zero, or identically infinite), we make the same assumption as in [10] , where channel coefficients are independent and identically distributed (i.i.d.) variables drawn from a continuous distribution. Moreover, the absolute value of each channel coefficient is bounded between a nonzero minimum value and a finite maximum value, i.e., 0 < H min ≤ |h ij (t)| ≤ H max < ∞. In addition, we assume that each receiver possesses the channel knowledge of its connected links. Before exhibiting reception states, we should define signal-to-interference-plus-noise ratio (SINR) and signal-tonoise (SNR) for each link. Taking the link between transmitter T j and receiver R i as an example, its SINR and SNR can be defined as SINR ji = 10 log 10 (
and SNR ji = 10 log 10 (
respectively. In both (2) and (3), P j is the transmission power by T j ,j = 3 − j, and (·) H denotes the conjugate transpose operation. Next, by letting γ be the threshold for decoding, four kinds of states at each receiver, say R 1 , can be defined as follows: 
From the above definition, it follows that (1) can be rewritten as
Similarly, for R 2 , we define α 12 (t) and α 22 (t) to represent the four states. Therefore, there are totally 16 distinct cases for the channel configuration. Assume all α ij (Channel configurations) are independent and identically distributed across time and are possibly correlated across links. In particular, when performing the numerical investigation of the stability region, we assume that α ij are spatially independent and identically distributed. Finally, at the end of each slot, receivers send feedback to inform transmitters of the channel configuration.
III. CODING SCHEME
In this section, we first describe the proposed linear coding scheme by defining a queue system and then derive the basic properties that guarantee its decodability. For ease of notation, let L(U) be the linear combination of packets in U, where U denotes a general set of packets.
A. INTUITIONS BEHIND CODING SCHEME
Exogenous packets arriving at transmitter T i and intended for receiver R i are first mapped to corresponding physical layer codewords. We term these physical layer codewords as native packets for R i . Since we use linear coding, every packet in the network is either a native one or a linear combination of native packets. In particular, each packet p can be represented as p = L({s 1 , s 2 , . . . , s N }) with N ≥ 1 and s n being a native packet: if N = 1, p is native itself; otherwise, p is a linear combination of native packets. And we say ''p contains native packet s n '' or ''s n is a constituent packet of p'', interchangeably.
To seek the best linear coding scheme, a brief analysis on the channel configuration is imperative. Suppose at slot t, T 1 and T 2 send packets p 1 and p 2 respectively. And each receiver, say R 1 , is in one of the following four states:
If p 1 is only intended for R 1 , it does not need to be retransmitted and should leave the system. 2) (α 11 (t) = 0, α 21 (t) = 1): p 2 can be correctly decoded.
If p 2 is not requested by R 1 , it can be stored as the potential side information for decoding in the future. 3) (α 11 
Rather than retransmitting both packets p 1 
By the above analysis, we observe that reception state 3 at a receiver means a virtual delivery by a transmitter. Actually, the policy to choose the virtually delivered packet when reception state 3 occurs is one of the key factors affecting the performance of our coding scheme.
The remaining question is how to use the side information provided by reception state 2. To answer it, we first classifies packets in each transmitter. For a specific packet p Notice that, for each transmitter, we can leverage packet state 2 and 3 to create a better transmission opportunity, which can also be referred to as coding opportunity. For instance, let p 
This argument also holds for R 2 . In a word, L({p
is regarded as one of common interest, and its transmission implies that more information is delivered in one slot.
To enable coding opportunities by means of virtual delivery, we design the linear coding scheme in the form of packet movement in the following.
B. TRANSMISSION STRATEGY
In this subsection, we define the transmission strategy as a combination of a set of queues and a schedule policy. The queue system is first introduced in this part together with rules for packet movement, and the schedule policy will be discussed in Section IV-A.
To introduce the transmission strategy, we need to establish the queue system firstly. For transmitter T i , i ∈ {1, 2}, we associate each packet state (D|L) with a queue Q D|L i ∈ Q i , which stores all packets in (D|L) (e.g., p Then, the following rules are proposed to determine the movement of packets among queues.
Rules for Packet Movement: Suppose, at slot t, T 1 and T 2 send packets p 1 and p 2 , respectively. As mentioned above, p i , i ∈ {1, 2} is either directly chosen from queues or a coded packet. Assume their corresponding states are (D 1 |L 1 ) and (D 2 |L 2 ) (Here, the subscript indicates the state associated with p 1 and p 2 , respectively). We also define a binary indicator Flag i ∈ {0, 1} for each transmitter T i , identifying whether or not to change the queues in T i . It should be noted that, we must set Flag i = 0 at the beginning of slot t.
At the end of each slot t, based on the reception state at R i , i ∈ {1, 2}, the state of transmitted packets evolve according to the following rules:
, we have two subcases with respect to which packet is virtually delivered to R i . . As a special case, if D i = ∅, then packet p i is moved to queue Q F i , implying that it has been properly recovered and no retransmission is required.
Notice that, at the end of each slot, one receiver can decode or virtually decode only one packet from one transmitter, which will be determined by the schedule policy described in detail in section IV-A.
C. PROPERTIES OF CODING SCHEME
In this subsection, we first list some properties of the coding scheme, thereby deriving its decodability.
First Packets that are neither requested nor known by R i . Then, a general packet p (i.e., p is a native packet or a linear combination of native packets) is referred to as a requested packet for R i , if at least one native packet contained in p is requested by R i . Otherwise, p is an uninterested packet for R i .
Moreover, native known packets are generated as follows: In particular, when R i receives a requested packets p, one native requested packet contained in p will change to native known one under a certain condition (the condition will be clear shortly after), and all native uninterested packets contained in p will transfer to native requested ones. And when R i receives an uninterested packet p, all native packets contained in p will change to native known ones. In a word, a native packet is referred to as decoded if it changes to native known one for R i .
Next, for ease of representation, we define U(p) as the set of all native packets contained in p for a general packet p. According to the states of packets at the beginning of each slot, U(p) can be further partitioned into three subsets U r (p), U k (p) and U u (p), i.e., the set of native requested packets, the set of native known packets and the set of native uninterested packets, respectively, and
With the above definitions, we have Lemma 1. Lemma 2: For receiver R i , any uninterested packet in the system contains at most one native uninterested packet.
Proof: We use contradiction to prove our statement. Assume a general packet p contains more than one native uninterested packets. According to the system setting (native packets in T i are only intended for R i ), only native packets in T¯i could be native uninterested ones, implying that p contains more than one native uninterested packets in T¯i. Next we will show that there exists no such packet. It should be noted that, as indicated in the packet movement rules in subsection III-B, coding can only be performed over packets respectively in . In other words, there exists no packet containing more than one native uninterested packets, which is a contradiction. Thus, Lemma 2 is proved.
From Lemma 1 and Lemma 2, the following corollary holds directly.
Corollary 1: At the end of each slot, each native requested packet for R i must be contained in a packet in a transmitter.
Proof: First, consider native requested packets in T i . Lemma 1 shows that each packet in T i requested by R i contains one native requested packet for R i . Thus, according to rules for packet movement, packets will move to queue Q F i only if this native requested packet transfers to known one. In other words, each native packet in T i requested by R i must be contained in a packet in T i .
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Next, consider native requested packets in T¯i. It should be noted that all these packets are generated by coding. Specifically, only if R i receives a linear combination of one requested packet and one uninterested packet (transmitted respectively by T i and T¯i at a slot), the native uninterested packets in T¯i may transfer to native requested ones. Moreover, from Lemma 2, which shows that each uninterested packets contains at most one native uninterested packet, it follows that at most one native requested packet could be generated at the end of this slot. Similar to the former case, these native requested packets in T¯i will be contained in a packet in T¯i until they transfers to known ones.
To summarize, each native packet requested by R i must be contained in a packet in a transmitter. Now, following lemma 2, we will show that for each receiver R i , every native known packet can be represented as a linear combination of native requested packets plus one constant. To derive this conclusion, we first define M(s) for each R i , i ∈ {1, 2}, with s being a native known packet. Then, at the end of each slot, M(s) evolves as follows: 1) If R i receives a requested packet p and s is transfered from a native requested packet in U(p), then
Specially, M(s) = ∅, when U k (p) = ∅ 3) Otherwise, M(s) remains unchanged. Then, from the definition of M(s), we give Lemma 3, to demonstrates that each native known packet can be represented as a linear combination of native packets plus a constant.
Lemma 3: At the end of each slot, for each receiver R i , each native known packet s can be expressed as s = L(M(s)) + c, where c is a constant. Moreover, M(s) is a set of native requested packets or an empty set.
Proof: We prove the above statement by induction on slot index t. Without loss of generality, we only consider receiver R 1 . Assume, at the end of slot 1, both transmitters T 1 and T 2 send p 1 and p 2 , respectively. Obviously, p 1 is a native requested packet while p 2 is a native uninterested one. From the channel configuration, it follows that only the following three cases need to be involved (p is the received packet by R 1 ). Suppose Lemma 3 is satisfied at the end of slot t − 1, i.e., any native known packet s can be represented as a linear combination of packets in M(s) plus a constant c. Now, considering slot t and assuming that R 1 receives packet p, we have the following two cases.
Case 1: p is a requested packet. Without loss of generality, assume s ∈ U(p) transfers to a native known packet. Following the partition of U(p), p can be expressed as
By induction, we have
where θ s is the coefficient associated with s. Since each u ∈ U u (p)\{s} changes to a native requested packet, the set of native requested packets on the right hand side of (9) is
From ( 
And at the end of slot t, due to the transformation of s to native known packet,
Also, for all other native known packets, the statement of Lemma 3 holds, due to induction. Thus, q = L(M(q)) + c still holds at the end of slot t, and M(q) is a set of native requested packets.
Case 2: p is a uninterested packet. By Lemma 2, p contains at most one native uninterested packet. If p contains no native uninterested packets, then no native packet transfers to native known packets and all M(s) remain unchanged. By induction, Lemma 3 holds.
If p contains one native uninterested packet (denoted as s), then p can be written as p = L(U k (p)) + s. By induction and from (7), we have
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For native known packet u = s, all M(u) remains the same, since no transformation of native requested packets. Thus, By induction, u = L(M(u)) + c. Based on the above reasoning, Lemma 3 holds at the end of slot t.
The proof of Lemma 3 is completed by induction with respect to slot.
In the proof of Lemma 3, it is observed that only when θ s = 0 that s = L(M(s)) + c holds. Therefore, it is straightforward that θ s = 0 is the sufficient condition for the transformation of s to native known packet. Next, we will show that θ s = 0 holds with probability 1, as summarized in Lemma 4.
Lemma 4: If R i , i ∈ {1, 2} receives a requested packet p consisting of a native requested packet s, then Pr{θ s = 0} = 1.
Proof: Assume transmitters T 1 and T 2 send packet p 1 and p 2 , respectively. Thus p can be represented as p = h 1i p 1 + h 2i p 2 . Without loss of generality, assume s ∈ U(p 1 ), and then we have
Then, for each native packet
is the coordinate associated with s in the coefficient of u.
Next, we prove that the coefficient β i is a continuous random variable by contradiction. Assume that β i is a constant. From (14) , for R i , there must exist at least one native known packet u, due to the reception of packet p u transmitted by T 1 . Note here that, p u contains u and s, which are both native requested packets for R i (Otherwise, s ∈ M(u) must hold). However, the fact that both u and s are native requested packets contained in p u contradicts Lemma 1. Thus β i is a continuous random variable and in reality the function of some channel coefficients.
Finally, by plugging β i into (14) and using Lemma 3, we have
where c is the sum of all constants on the right hand side of (14) . Since β 1 and
are both random variables with a continuous distribution, Pr(θ s = 0) = Pr(
β 2 +β 1 = 1) = 0 must hold. This implies that s will change to native known packet for R i with probability 1, if R i receives a requested packet p. The proof of Lemma 4 is completed.
Lemma 3 directly implies Corollary 2 as follows. Corollary 2: At the end of each slot, a native packet s can be decoded by R i , if s is a known one for R i and M(s) = ∅. Now we show the decodability of the coding scheme. To verify this, it needs to demonstrate that each native requested packet in T i can be properly decoded by R i , i ∈ {1, 2}. Without loss of generality, we consider any native packet s in T 1 requested by R 1 . Note that the stability of the system implies that all queues at both transmitters will be empty infinitely often. Thus, if all queues at both transmitters are empty at the end of a slot, by Corollary 1, there exists no native packet requested by receiver R 1 at the end of the slot, which implies that s has transfered to a native known packet for R 1 . Moreover, since there is no native packet requested by R 1 , M(s) = ∅ holds. Directly from Corollary 2, s can be decoded by R 1 . The similar argument holds for pair T 2 and R 2 .
IV. STABILITY REGION AND STABILIZING POLICY
In this section, we investigate the stable region of the system for the proposed transmission strategy and design a Lyapunov function based stabilizing algorithm.
A. SYSTEM STABILITY AND STABILITY REGION
Let X (t), t = 1, 2, · · · be a stochastic process.
Definition 1: The process X (t) is stable if
Consider the time-slotted system being studied in this section. Recall that A i (t), i ∈ {1, 2}, represents the amount of packets that arrive exogenously at the two transmitters respectively at the beginning of slot t. All newly arriving packets are placed at infinite size queues, i.e. no incoming packets are dropped. Here, it is assumed that packet arrivals are independent and identically distributed across time, but arbitrarily correlated across transmitters.
At the beginning of each slot, packets are processed by a policy π (belonging to a set of admissible polices). Every policy π is a collection of rules for whether to perform coding, which packets are chosen to transmit, and how packets are moved between queues. And at the end of the slot, the system state evolves based on the channel configuration by feedback.
Let U 1) The system is stable under policy π for a given arrival rate vector λ if the processÛ (π, t) is stable. 2) The stable region R π of a policy π ∈ is the closure of the set of arrival rates for which the system is stable under π . 3) The stable region R of the policy set is the closure of the set ∪ π∈ R π . 4) A policy π * is stabilizing within if R = R π * . At each slot, each transmitter must make a decision concerning which packet to transmit and which packet is virtually delivered if a collision (reception state 3) occurs at a receiver. Such a decision is called a control, denote by I S 1 ,S 2 ,η 1 ,η 2 , and we denote the set of such admissible controls by I. Notice that, by definition, each control is identified by four sets S 1 , S 2 , η 1 and η 2 , where S i denotes the set of chosen queues at T i and η i ∈ {1, 2} denotes the transmitter that has virtually delivered a packet to R i if a collision occurs at R i .
At the beginning of each slot, T 1 and T 2 respectively select S 1 and S 2 to form the transmitted packet under policy π . Each T i sends the sum of packets, each of which is chosen respectively in queues of S i . In particular, for |S i | = 1, a packet in queues is directly transmitted. And |S i | = 2 implies the coding execution. At the end of each slot, each T i needs to calculates η i based on the feedback from receivers. Then, transmitted packets are either moved among queues at their associated transmitter or not moved at all, as specified by the rules described in subsection III-B.
To investigate the stable region of the system, with a modification, the virtual network mechanism proposed in [20] is applied in this paper. To utilize the mechanism, we first need to map the original system to a virtual network, with each transmitter-receiver pair T i -R i mapped to a directional network G i . Concretely, for each G i , we associate each possible packet state with a node and denote the set of nodes by N i . Meanwhile, to capture all possible packet movements, one virtual link is utilized to represent one possible packet movement, with the set of all virtual links denoted by E i . As such, we have G i = (N i , E i ). Notice that, the virtual network is just the union of two
Additionally, for each G i under control I ∈ I, we also need to define the set of reception states, i.e., T i (I ). And each element of T i (I ) may be: 1) the index of one possible target node (i.e., the possible target packet state for the packet transmitted by T i ); 2) state φ, indicating that the transmitted packet is not moved at all. In a word, at least one element of T i (I ) occurs at T i under control I .
Next, with the reception state set and to introduce transmission rates for the virtual network, we need to describe packet movement as a random sequence. In particular, for each G i and each I ∈ I, packet reception takes place over set T i (I ) according to the probability law as follows: If T i select control I ∈ I at a slot, then at most min n∈S i (I )μn (I ) packets leave each node n ∈ S i (I ) 1 . More especially, for each control I ∈ I, we define a two-dimensional random vector
, where each R i k (I ), associated with the kth transmission under control I , takes value in T i (I ). Note that there is no packet movement among queues at T i when R i k (I ) = φ. Thus, we say a packet leave node n if both n ∈ S i (I ) and R i k (I ) = φ hold. Similarly, a packet arrives at a node n if R i k (I ) = n. Moreover, sequence {R i k (I )} ∞ k=1 must follow the strong law of large numbers, i.e., for any I ∈ I, n ∈ T i (I ),
where ω n i (I ) only associates with the selected control I and the distribution of channel configurations. Besides, we have
Then, to represent transmission rates of the virtual network, we still need more definitions. Assume that G is stable under policy π for a given arrival rate vector λ. For each control I of policy π , let W(I , t) ∈ {1, 2, · · · , t} denote the subset of slots, at which control I is applied, up to slot t, and W (I , t) = |W(I , t)| be the number of slots. Obviously, I ∈I W (I , t) = t holds. Additionally, for n ∈ N i , we should define the following random variables: 1) L n i (I , t): the number of packets that have left node n under control I up to slot t. 2) L n i (t): the number of packets that have left node n up to slot t. 3) D n i (I , t): the number of packets that have arrived at node n under control I up to slot t. 4) D n i (t): the number of packets that have been moved to node n up to slot t. According to the definitions above, it follows that, for any n ∈ N i ,
Besides, for a given I , all L n i (I , t), n ∈ S i (I ) are identical.
where m ∈ S i (I ). Furthermore, With L n i (t) and D n i (t), queuing dynamics can be represented as follows:
where U n i (t) represents the number of packets at node n at slot t, initialized as U n i (0) = 0 when t = 0; A n i (t) is the number of exogenous packets arriving at node n ∈ N i : When node n associates with queue Q {i}|∅ i , A n i (t) = A i (t); otherwise, A n i (t) = 0. In addition, we define λ n i = E(A n i (t)). In what follows, we define the transmission rates of this virtual network, and then derive the time average of equation (20) . Let I = lim t→∞ I ∈I
W (I ,t) , with n being any element of S i (I ), since all L n i (I ), n ∈ S i (I ) are equal. However, these two limits may not exist for all policies. Thus, we make an assumption that all illbehaving polices are left outside this consideration, implying that I ∈I I = 1 holds.
With the assumption above, we can define the leaving rate vector as l i = {l n i : n ∈ N i }, with each element
Meanwhile, the arriving rate vector is imperative and
where m ∈ S i (I ). Finally, with l i and d i , we can describe the stability region of the system. For each control I ∈ I, define (I ) = {f : f =
and denote the convex hull of all (I ) as H = conv( (I ), I ∈ I). As such, the stability region of this virtual network (which is also the stability region of the original system) can be described in the following theorem.
Theorem 1: The stability region of the system under the proposed coding scheme is the set of arrival rate vector λ. Beside, for each λ for which there exists a vector f ∈ H such that the following holds
for any n ∈ N i , i ∈ {1, 2}.
Proof: The derivation of the stability region is a reuse of the methodology developed in [20] . It is presented in A for completeness.
B. STABILIZING POLICY
Provided that both the number of packets arriving at each slot and the probability distribution of the channel configuration are globally available at both transmitters, we can present the stabilizing policy as shown in Algorithm 1.
Theorem 2: Algorithm 1 is throughput optimal for the considered time-slotted system.
Proof: Please refer to B.
V. IMPLEMENTATION ISSUES
In the proof of decodability, for the proposed coding scheme to work, every receiver must be aware of the identities of all native packets (constituting the received packet). As such, each receiver can recover the intended native packet. To this end, we can equip each native packet with a packet ID, which consists of the packet's destination and a number. However, there is possibility that the number of native packets contained in a transmitted packet increase to infinity, thereby resulting an infinite size packet head. Therefore, we can terminate the coding execution in case the received packet contains an excessive number of native packets. Another potential problem is the possible instability of queues at receivers, since they always stores the received packets ceaselessly. As shown in [21] , one straightforward way to avert this is to take advantage of the slot at which the queues at both transmitters become empty, and all packets received before is useless for each receiver. Therefore, we propose that the transmitters inform both receivers when this happen. With this modification and standard results from regeneration theory (i.e., queue stability implies that the queue will be empty infinitely often), it could be revealed that queues at each receiver are stable if and only if the virtual network is stable.
VI. NUMERICAL EVALUATION
In this section, assume that α ij (t) are independent and identically distributed Bernoulli random variables across time and links. In other words, α ij (t) ∼ B(q ij ), with 0 ≤ q ij ≤ 1.
Under this setting, we compare the stability region in Theorem 1 with the information-theoretic outer-bound in [13] . Since it is nontrivial to give an explicit expression of the stability region, we resort to performing a numerical investigation on the system's performance. First, for the stability region, we formulate the following linear programming (LP) for each λ i . max λ¯i
Here, λ = {λ 1 , λ 2 } is the arrival rate vector. By solving the above LP for λ i ∈ [0 : 0.001 : 1], with the increment 0.001, the stability region can be calculated. Then, for the outer-bound in [19] , we have, for each i ∈ {1, 2},
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It should be noted that, as inspired by [13] , with all q ij generated randomly. , ∀i ∈ {1, 2}, these two bounds match well. And under setting 2), i.e., q 12 < q 11 1+q 11 or q 21 < q 22 1+q 22 , there is an distinct gap between these two bounds, as revealed by Fig. 3 . In particular, the randomly generated success probabilities for Fig. 3 are q 11 = 0.939, q 12 = 0.295, q 21 = 0.301 and q 22 = 0.332, respectively.
Next, we numerically evaluate the gap between stability region and information-theoretic outer-bound more explicit. To this end, consider the system with random success probabilities q ij in (0, 1). First, to capture the stability region, we choose a search direction v = (v 1 , v 2 ) uniformly from a two-dimensional unit ball. With the chosen q ij and v, we use a LP solver to find the largest t outer such that (R 1 , R 2 ) = t outer (v 1 , v 2 ) satisfies the outer-bound (25). Then, to evaluate the inner-bound of stability region, the LP solver is also leveraged to find the largest t inner such that (λ 1 , λ 2 ) = t inner (v 1 , v 2 ) satisfies the stability region in Theorem 1. Finally, the relative difference is defined as = t outer −t inner t outer . Note that there is no tightness guarantee under the setting 1). Nevertheless, all our numerical experiments (totally 2 × 10 4 ) reveal that < 0.1%. In particular, we have not found any instance (of the input parameters v and q 11 , q 12 , q 21 , q 22 ) with > 0.1%, indicating that these two bounds match well. In other words, the stability region of the system is almost identical to its throughput region under setting 1). hold. The numerical result clearly shows that the gap could be still accepted under setting 2), since the maximum = 3%. In fact, almost all instances are with a < 0.5%. Thus, almost all transmissions under setting 2) could essentially achieve the information-theoretical outerbound.
Under homogeneous setting (i.e., q 11 = q 12 = q 21 = q 22 = q), Fig. 5 and Fig. 6 reveal the stability region 4922 VOLUME 5, 2017 FIGURE 5. Stability region versus erasure probability. FIGURE 6. Sum-rate throughput R versus success probability q.
of the system and its sum-rate, respectively, as q ranges from [0, 1]. Fig 7 shows the distribution of control I for a specific input of q ij . The result explicitly shows that, yet with a largesized control set, only a few of entries could have positive probability. This also implies a possibility to improve the efficiency of Algorithm 1 by reducing the cardinality of I.
At last of this section, we make a brief comparison among the interference mitigation techniques such as orthogonal access, TIN, TDMA, SIC and IA. According to paper [10] , at high SNR, each transmitter-receiver pair is (simultaneously and almost surely) able to achieve reliable communication at rates approaching one half of the capacity that he could achieve in the absence of all interference. Therefore, in our setting, each transmitter T i can successfully send roughly packets in each slot, which is not efficient. (Actually, IA itself is designed for the interference network with more users.) For the comparison with TIN, TDMA and SIC, the result is illustrated by a special case under the homogeneous setting with q = 0.6. On the basis of the analysis in [2] , Fig. 8 reveals that our proposed scheme really outperforms other techniques. For transmission under perfect orthogonal access (e.g. OFDMA, CDMA), there will be no interference between two transmitter-receiver pairs. But each transmitter can still not occupy the whole bandwidth. Nevertheless, the accurate comparison with orthogonal access is hard to make, and will be part of our future work.
VII. CONCLUSION AND FUTURE WORK
In this paper, for the two-user interference network in the model in [19] , we designed a physical layer linear coding scheme to fully utilize past receptions. And, on the basis of the proposed coding scheme, a queue-based transmission strategy is presented. Then, by leveraging virtual network mechanics in [20] , we derived the stability region of the system for the proposed strategy and a lyapunov-function based stabilizing policy is presented. Finally, numerical evaluation revealed that derived the transmission strategy almost achieves the information-theoretic outer-bound for all practical purposes.
Future work would be aimed toward designing a suboptimal policy to increase the efficiency of selecting controls. And, the numerical result in Section VI provide a direction to effectively reduce the search space, by revealing that the optimal control for a specific input value is sparse. Meanwhile, it is also interesting to design a stabilizing policy, with only the local knowledge of packet arriving information and channel configurations.
