Abstract. A classification of the ways in which an element of a free group can be expressed as a product of commutators or as a product of squares is given. This is then applied to some particular classes of elements. Finally, a question about expressing a commutator as a product of squares is addressed.
Introduction
Our first aim is to provide a characterization of the set of all solutions to the equations
(1)
in a free group, where U is a product of g but not fewer commutators in (1) and U is a product of g but not fewer squares and is not a product of fewer than g/2 commutators in (2) . Our description of the set of solutions, which we give in §2, is based on work of C. Edmunds [8] . It provides an algebraic version of a result obtained by M. Culler [7, Theorem 4 .1] by topological methods. This characterization of solutions is somewhat more explicit than those given by L. Comerford and Edmunds [6] and by R. Grigorchuk and P. Kurchanov [9] for a larger class of equations, and seems easier to use to get descriptions of solutions to particular equations. We use our method to classify solutions to certain classes of equations in §3. In §4 we give another application, this time to expressions of commutators as products of squares in a free group.
Products of Commutators, Products of Squares
We begin by fixing some notation and terminology. Let H be the free group on A = {a 1 , . . . , b 1 , . . . , c 1 , . . . } and let F be the free group on X = {x 1 , . . . , y 1 , . . . }. We call elements of A constants, elements of X variables, and elements of X ∪ X −1 letters. Length of elements of H or F relative to these generating sets is denoted by | · |. For W ∈ F , we let Var(W ) be the set of variables occurring in W and let | Var(W )| be its cardinality.
We denote by G ′ the commutator subgroup of a group G, and by 2G the subgroup generated by squares of elements of G. For U ∈ G ′ , we let genus + (U ) be the minimal number of commutators of which U is a product, and for U ∈ 2G, we let genus − (U ) be the minimal number of squares of which U is a product. We set genus + (1) = genus − (1) = 0, and let genus + (U ) = ∞ if U ∈ G ′ and let genus − (U ) = ∞ if U ∈ 2G.
Since G ′ ⊆ 2G and since there are automorphisms of the free group on x, y, z sending x 2 [y, z] and x 2 y 2 z 2 to one another, it follows that for U ∈ G ′ , genus − (U ) ≤ 2 genus + (U )+ 1. There is, however, no general upper bound on genus + (U ) in terms of genus − (U ) for U ∈ G ′ . For instance, if U = ([a 1 , b 1 ] . . . [a g , b g ]) 2 , genus − (U ) = 1 but genus + (U ) = 2g (cf. [5] 
is a homomorphism φ : F → H such that W φ = U . A solution φ to (3) is called cancellation-free of xφ = 1 for each variable x occuring in W and if W (x 1 φ, . . . ) ≡ U (a 1 , . . . ), where ≡ denotes equality in the free semigroup on A ∪ A −1 . Finally, we need to say something about stabilizers of elements of F . For W ∈ F , we define F W to be the subgroup of F generated by Var(W ), we let Stab F (W ) = {α ∈ Aut(F ) : W α = W }, and we let Stab FW = {α ∈ Aut(F W ) :
Thus, for these values of W , if α ∈ Aut(F ) and W α = W , the restriction of α to F W is an element of Aut(F W ), so we need not distinguish between the stabilizers of W in F and in F W , and we denote both by Stab(W ).
Note that if φ is a solution to (3) and σ ∈ Stab F (W ), then σφ is also a solution to (3). We say that two solutions φ 1 and φ 2 to (3) are in the same stabilizer class if φ 2 = σφ 1 for some σ ∈ Stab F (W ).
As general references, and for unexplained notation or terminology, we refer the reader to the books of R. Lyndon and P. Schupp [13] and of W. Massey [15] .
We are now ready to state our classification results, for the orientable and the nonorientable cases. Theorem 1. Let U be a nontrivial element of the free group H.
(a) If genus + (U ) = g < ∞, and φ is a solution to
there is an irredundant orientable quadratic word W ∈ F with genus + (W ) = g and a cancellation-free solution ψ to W = U such that for any automorphism
and φ is a solution to
then there is an irredundant nonorientable quadratic word W ∈ F with genus − (W ) = g and a cancellation-free solution ψ to W = U such that for any automor-
We note that in this theorem we may assume, by composing with an inner automorphism if necessary, that U is cyclically reduced.
In viewing U as an image of a quadratic word W , it is convenient to take U and W to be cyclic words, that is, words written around a circle. If U is an image of W under a map ψ as ordinary words, this remains the case if we view U and W as cyclic words. Our goal is to express U as a cancellation-free image of a quadratic word W under a map ψ. If this is the case with U and W cyclic words, we may be required to split a variable in W to obtain such a representation as ordinary words. For example, U = a −1 c −1 abcb −1 is a cancellation-free image of W = x −1 y −1 xy under ψ : x → ab, y → c as cyclic words, but U is not a cancellation-free image of W as ordinary words. Since the ordinary word U begins within the image of x −1 , we replace x by x 1 x 2 and define (x 1 )ψ = a and (x 2 )ψ = b. We now find that as ordinary words, U is a cancellation-free image under ψ of
2 . Notice that in this process if W is irredundant and orientable or nonorientable as a cyclic word, the same will be true of the ordinary word W ′ . For a quadratic word W , the set of all irredundant quadratic cyclic words with the genus and orientability of W , distinct up to automorphisms of F that permute Edmunds showed in [8] that if Q ∈ F , Q is quadratic, U ∈ H, and φ is a solution to Q = U , then there is an endomorphism β of F such that Qβ is an irredundant quadratic word and Qβ = U has a cancellation-free solution. We modify Edmunds' proof to show that with
g and our hypotheses on U , we may arrange to have β an automorphism of F and ψ = β −1 φ. This will establish the conclusions of the theorem.
Proof of Theorem 1. We initially set
and ψ = φ, and proceed by induction first on N (W, ψ) = x∈Var(W ) |xψ| and second on | Var(W )|. We shall show that if W , ψ do not satisfy the conclusions of the theorem, there is an automorphism β of F such that W β is quadratic and either N (W β, β
we then replace W by W β and ψ by β −1 ψ and appeal to the induction hypothesis. Note that if W , ψ do not satisfy the conclusions of the theorem, then either W is redundant (which is not the case initially, but could occur later in the process), there are letters x, y such that xy is a subword of W and there is cancellation in the product (xψ)(yψ), or there is a variable x in W such that xψ = 1.
First, if W is redundant, there are distinct letters x and y that occur in W only in subwords (xy) ±1 . We find that if β :
(When defining an endomorphism of F , we take it to fix all letters whose images are not specified.)
Suppose that there are letters x and y such that xy is a subword of W and there is cancellation in the product (xψ)(yψ). Let xψ ≡ AB and yψ ≡ B −1 C with B = 1 and the product AC freely reduced. In this case we define β by xβ = xz, yβ = z −1 y where z is a variable that has not previously appeared in any quadratic word used in our process, and we specify that zψ = B. There is no harm in this last requirement, since images under ψ of variables not in W are irrelevant to the value of W ψ. Here we see that N (W β, β −1 ψ) < N (W, ψ). Finally, suppose that xψ = 1 for some variable x occurring in W . We must show that there is an automorphism β of F with W β = W τ , where τ is the endomorphism of F defined by xτ = 1. Note that our hypotheses ensure that, since W τ = U has a solution, genus .) It follows that the initial and terminal vertices of the edge e x labeled by x on S W are distinct. Let v be the initial vertex of this edge. We define β so that if y is a variable other than x with e y having initial but not terminal vertex at v then yβ = xy, so that if y is a variable with e y having terminal but not initial vertex at v then yβ = yx −1 , and so that if y is a variable with e y having both initial and terminal vertices at v then yβ = xyx −1 . Now β is an automorphism, in fact a Whitehead automorphism, of F and one may check that W β = W τ . We see, then, that
Theorem 1 shows us, then, that we can get representatives of all stabilizer classes of solutions to (1) and (2) by finding all the ways in which the right-hand side is a cancellation-free image of a Wicks form for the left-hand side. Note that the choice of γ W does not affect the stabilizer class, for if ψ is a cancellation-free solution to (1) or (2) . Also note that if W 1 and W 2 are Wicks forms for Q and ψ 1 and ψ 2 are cancellationfree solutions to W 1 = U and W 2 = U respectively and if there is a relabelling of variables ρ (that is, an automorphism ρ of F that permutes X ∪ X −1 ) such that W 2 = W 1 ρ and ψ 2 = ρ −1 ψ 1 , then for any maps γ W1 and γ W2 , γ
W2 ψ 2 are in the same stabilizer class of solutions to (1) or (2). Thus we find representatives of all stabilizer classes of solutions to (1) or (2) by finding all the ways the righthand side is a cancellation-free image of a Wicks form for the left-hand side, up to relabeling of variables in the Wicks form. Now suppose that W ∈ F is a Wicks form with |W | = k and that U ∈ H is cyclically reduced and |U | = n. The number of ways in which U might be a cancellation-free image of W , as cyclic words, is bounded by the number of ways in which U can be factored as a product of k subwords, n+k k , times the number of ways to make a first identification of a letter of W with a chosen subword of U , which is k. Now k n+k k is a polynomial of degree k in n and, since every vertex on S W has degree at least three, we find that k ≤ 6(1 − χ(W )). Further, the number of orientable or nonorientable Wicks forms of a given genus is finite. Thus we have the following, which is an instance of a more general result of Grigorchuck and Kurchanov [9, Theorem 4] .
, and that U ∈ 2H with genus − (U ) = g and genus
Applications
We use our classification of solutions to sharpen a theorem of R. Burns, Edmunds, and I. Farouqi [2, Theorem 1], which in turn improved upon a result of Ju. Hmelevskiǐ [10] . All of this is based on pioneering work of A. I. Mal'cev [14] . Proof of Theorem 2. Given the orientable Wicks forms of genus one, we know that as a cyclic word U factors as either
XY Z with X, Y , Z nonempty. As an ordinary word, then, we find that up to change of notation either
or
where X 1 X 2 , Y , and Z are nonempty, although one of X 1 or X 2 may be empty.
gives the first conclusion of Theorem 2, and
gives the first assertion of the theorem. To see the second set of inequalities, we let U
and note that 2|X 1 X 2 | + 2|Y |+2|Z| = |U | implies that one of |X 1 X 2 |, |Y |, |Z| is less than or equal to (1/6)|U |.
In each case, we see the truth of the second assertion of Theorem 2. Theorem 1 of [2] does not include the hypothesis that U is cyclically reduced, and asserts that every solution to (4) is in the stabilizer class of a solution φ 0 with |xφ 0 | ≤ |U | − 3 and |yφ 0 | ≤ |U | − 3. We lose no generality in assuming that U is cyclically reduced, for equations [x, y] = C −1 U 0 C and [CxC −1 , CyC −1 ] = U 0 have the same solutions.
The bounds given in Theorem 2 for |xφ| + |yφ| are not tight in the case that |U | = 4, for then every solution is in the stabilizer class of a solution φ 0 of (4) with |xφ 0 | = |yφ 0 | = 1. For |U | > 4, though, we shall show that the bounds given in Theorem 2 do not admit improvement.
Let n be a positive integer and let {a 1 , . . . , a n , b 1 , . . . , b n , c 1 , . . . , c n } be a subset of A, our chosen set of free generators for H. Consider first
We find that, cyclically, U 1 is not a cancellation-free image of x −1 y −1 z −1 xyz, and that U 1 is a cancellation-free image of x −1 y −1 xy in only one way, up to change of variables. Thus every solution to [x, y] = U 1 is in the stabilizer class of φ 0 , where xφ 0 = a 1 . . . a n b 1 . . . b n and yφ 0 = a 1 . . . a n c 1 a 
has m + n − 1 distinct stabilizer classes of solutions represented by
Proof. We note that if α is an automorphism of H, solutions µ and ν of (7) are in the same stabilizer class if and only if µα and να are in the same stabilizer class of
Applying an automorphism of H induced by inner automorphisms of K and L, then, we may assume that U and V are cyclically reduced.
We next need to find the ways in which [U m , V n ], as a cyclic word, can be factored as
, and Z ±1 must be subwords of U ±m and V ±n . If, for example, X −1 overlapped both factors of the product U −m V −n , then X would overlap both factors of either V −n U m or V n U −m , but this would violate the cyclic reduction of either V or U . If [U m , V n ] = X −1 Y −1 XY as cyclic words, then, it must be that up to change of notation X = U m and Y = V n ; this gives solution
, X and Y commute, and so X, Y , and U are powers of a common element. Since U is not a proper power, X = U i and Y = U m−i for some i, 1 ≤ i < m. This gives us the solution
which is in the stabilizer class of φ i . Likewise if, say, X = U m , then Y = V j and Z = V n−j for some j, 1 ≤ j < n, which gives rise to the solution
It remains to show that φ 0 , φ 1 , . . . , φ m−1 , ψ 1 , . . . , ψ n−1 are in different stabilizer classes. We do this by proving that the subgroups S i , T j of H generated by {xφ i , yφ i } for 0 ≤ i < m and by {xψ j , yψ j } for 1 ≤ j < n are all different.
We first show that if 0 ≤ i < j < m, then S i = S j . We do this by cases. First, if
Nielsen reduced generating set for S i and we see that
Nielsen reduced generating set for S i , and once more U m−j V n ∈ S j − S i . In a similar way, we show that for 1 ≤ i < j < n, T i = T j . Finally, we note that U m is a member of each of the S i but none of the T j , which distinguishes the S i from the T j .
Theorem 4. If a 1 , . . . a g are distinct free generators of a free group H and if n 1 , . . . n g are nonzero integers, every solution to
is in the stabilizer class of the solution φ 0 given by 
Thus genus
− (W ) = g and genus − (W i ) = 1 for 1 ≤ i ≤ g, so each W i is the square of a variable or its inverse. We may take γ W to be an automorphism of F that permutes {x 1 , x −1 1 , . . . }, and so γ −1 W ψ = φ 0 and φ is in the stabilizer class of φ 0 .
Commutators as Products of Squares
It is well known that in a free group, indeed in any group, every commutator is a product of three squares:
One cannot in general get by with fewer than three squares; for example, Lyndon and Morris Newman [12] have shown that in the free group on a and b, [a, b] is not a product of two squares. We can see that this is true, for [a, b] is not a cancellation-free image of any of the nonorientable Wicks forms of genus two. In a free group, a nontrivial commutator is never a square; this was first noted by M. Schützenberger [17] , and follows from examination of the orientable Wicks forms of genus one. Thus one is left with the question of which commutators are products of two squares in a free group. One obvious possibility is that [U, V ] = [S 2 , T ] for some S and T , in which case
for some P and Q, for [P,
. One might ask if this is the only way in which a commutator can be a product of two squares in a free group. We shall give an example to show that this is not the case. This complements an example given by J. Comerford and Y. Lee [4] to show that if in a free group a product of two commutators is a square, it need not be the square of a commutator.
Our example fits into a sequence of results about solutions to equations of the form
in a free group. It is easy to see that if g = 1, (9) implies that x 1 = 1, and that if g = 2, (9) implies that x 2 = x −1
1 . For g = 3, Lyndon proved [11] that (9) implies that x 1 , x 2 , and x 3 are powers of a common element. Thus for g ≤ 3, (9) has only "obvious" solutions. When g = 5, (9) can be rewritten using an automorphism of x 1 , . . . , x 5 ; as x . Again, we show that this has "nonobvious" solutions. We now give our example. Let
but we shall show that [x 2 , y] = [U, V ] has no solutions in H. This follows from the following two results. To see that these lemmas imply that [x 2 , y] = [U, V ] has no solutions, suppose that ψ is a solution to [x 2 , y] = [U, V ]. Let xψ = P and yψ = Q. By Lemma 1, P 2 = xσφ 0 and Q = yσφ 0 for some σ ∈ Stab([x, y]). Thus P 2 and Q are elements of K and, by Lemma 2, P is an element of K. Now U and V are free generators for K, so β : K → x, y; defined by U β = x and V β = y is an isomorphism. It follows that βσφ 0 is an automorphism of K that sends U to P 2 , so U is the square of an element of K, which is impossible.
Proof of Lemma 1. We must show that as a cyclic word, It must be, then, that up to change of notation, Proof of Lemma 2. Let us suppose that W = 1. Since {U, V } is a free generating set for K, there is a unique expression W = Z(U, V ) with Z a freely reduced word in U and V . In fact, the map x → U , y → V is a cancellation-free solution to Z(x, y) = W . We may assume without loss of generality that Z(U, V ) is a cyclically reduced word on U and V , and hence that W is a cyclically reduced word on a and b. Now suppose that W = T 2 for some (cyclically reduced) T ∈ H. If T ∈ K, then T ≡ T 0 U 1 with T 0 ∈ K and U = U 1 U 2 a nontrivial factorization of U = b −1 a −1 b 2 ab −1 . But this implies that some nontrivial initial subword U 1 of U is an element of K, which is plainly not the case. Thus T ∈ K and W is a square in K.
We close with a brief description of how we found this example. Using generators for the nonorientable mapping class groups given by J. Birman and D. Chillingworth [1] , J. Comerford and Lee [4] provided generating sets for the stabilizers of nonorientable quadratic words. They gave a set of five generators,ā 1 ,b 1 ,c 1 ,b 2 , and y 3 , for the stabilizer of W = s 1 t 1 s , and that σ ∈ Stab(W ) if and only if α −1 σα ∈ Stab(W α). The idea, then, is to start with the "obvious" solution φ 0 to W α = 1 given by s 1 φ 0 = 1, t 1 φ 0 = a, s 2 φ 0 = b −1 , t 2 φ 0 = b, and preceed it with elements of Stab(W α) to produce "nonobvious" solutions to W α = 1. The example presented here is based on the solution α −1 y 2 3 αφ 0 to W α = 1.
