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In this paper, we show an isomorphism between the moduli space of holomorphic bundles on the
second Hirzebruch surface, Σ2 with the moduli space of equivariant instantons (with asymptotically
trivial equivariant structure) on the total space of OP1p1q. This work comes as an extension of the
work of King [14] as uses twistor theory to relate many of our objects to holomorphic bundles. Using
monads of these bundles, we build conditions that they be equivariant with appropriate triviality
conditions.
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INTRODUCTION
In this dissertation, we will prove a correspondence between holomorphic vector bundles on the
second Hirzebruch surface, Σ2 with equivariant instantons on OP1p1q.
Instantons are important to both mathematicians and physicists. In physics, instantons arise
via gauge theories and Yang-Mills equations. For example, in electromagnetic theory, Maxwell’s
equations can be derived as solutions of the Yang-Mills equation. Instantons can also describe
tunneling behavior in quantum mechanics. Our purposes will be on the mathematical-side of things.
We can talk about Yang-Mills theory in any dimension, but the theory is particularly rich in
four-dimensions, notably for numerical reasons. Generally speaking, we can describe instantons over
any Riemannian four-manifold, but a priori, this is a condition on the curvature of a connection (for
a fixed vector bundle) and it is most immediately seen as a non-linear second-order PDE. Finding
instanton has proved to be fruitful not only for physicists, but also for mathematicians. Indeed, the
study of instantons lead to the discovery of the first exotic R4’s.
As mentioned, finding instantons can be viewed as solving a system of PDE’s, but there is a
strong connection to algebraic geometry which has proved quite helpful in many situations. At the
heart of an instanton is a connection ∇ and at the heart of a holomorphic vector bundle is an unique
operator B. They can be related (a relationship which we will exploit) via B  ∇0,1 in some sense.
So we see there is a natural relationship between holomorphic bundles and instantons. Perhaps
the most famous and ground-breaking relationship between holomorhpic bundles and instantons
was given by the work of Atiyah, Drinfeld, Hitchin and Manin, in the “ADHM” Theorem [2] which
completely classifies instantons on R4 with algebraic data in terms of vector bundles. So the analysis
of solving a system of PDE’s was completely subverted.
As an extension of this, Donaldson proved in [5] a way to classify instantons on C2 via holomorphic
vector bundles, but importantly, that these were vector bundles on C2 again. This idea of relating
instantons on a manifold to holomorphic vector bundles on that same manifold is an extension of
the Kobayashi-Hitchin correspondence [16]. Later, his student, King, showed a relationship between
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holomorphic vector bundles on OP1p1q with instantons on OP1p1q. The main tool for both of
these is the Ward correspondence which is a bijective correspondence which takes instantons on an
appropriate manifold to holomorphic vector bundles on its twistor space.
It is the aim of this dissertation to extend the work of King in order to relate holomorphic vector
bundles on Σ2 with “equivariant” instantons on OP1p1q. Throughout, we introduce a natural
Z2  x1y-action on various spaces and look at the corresponding equivariant objects. We first
compactify OP1p1q is two different ways: First by viewing OP1p1q as a line bundle on P1 and
then projectifying the bundle to give the first Hirzebruch surface, Σ1. The second compactificaiton
will be obtained by adding a point at infinity to get the (oppositely-oriented) projective plane,
P2. Taking the opposite orientation will allow us to get instantons instead of anti-instantons. The
twistor space of P2 is the flag manifold F.
In our process, we first show an isomorphism between holomorphic bundles on Σ2 and equivariant
holomorphic bundles on Σ1. These equivariant holomorphic bundles also must have the trivial
isomorphism along the fixed locus in order to give the isomorphism. Then we show there is an
isomorphism between these equivariant holomorphic bundles on Σ1 with equivariant bundles on F
with the same triviality condition on the fixed locus. To do this, we appeal to isomorphisms of the
corresponding monads for both Σ1 and F. Initially, this yields different conditions, but with some
simplification, we can show they are related. We also make sure the conditions for equivariance
are invariant under the respective group actions on the bundles. This isomorphism is shown via a
moment map and the famous theorem of Kempf and Ness [13].
Then we show there is an isomorphism of these equivariant holomorphic bundles on F with
equivariant instantons on P2, again with the triviality condition on the fixed locus on both spaces.
This is done using the twistor correspondence, which has the pullback map at its core, and naturally
relates instantons on P2 with holomorphic bundles on F. We show that the isomorphism holds in the
equivariant case. We then extend further to show that there is an isomorphism between equivariant
instanton on P2 with equivariant instantons on OP1p1q with the same triviality condition. Going
from P2 to OP1p1q, we use the pullback and the fact that we have a conformal isometry between
OP1p1q and P2ztptu. To go the other direction, we extend the connection naturally and impose
the condition that the equivariant strucuture must be asymptotically trivial. This shows the main
theorem:
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Theorem 0.0.1. There is an isomorphism
MHpΣ2, r, kq  MH0pOP1p1q, r, 2kq1
between the moduli space of holomorphic bundles on Σ2 with rank r, c1  0 and c2  k with the
moduli space of Z2-equivariant instantons on OP1p1q which have the trivial isomorphism over the
fixed locus, whose equivariant structure is asymptotically trivial, and whose bundles have rank r,
c1  0 and c2  2k.
A relationship between instantons on OP1p1q and connections on OP1p2q is explored though
we show that there is no natural map between these two objects and in fact, no way to take
instantons on OP1p2q and get instantons on OP1p1q, at least, not in a standard way. Hope is not
lost and we explore future directions in the last section. In particular, how to rectify this obstruction
of relating instantons on OP1p1q and instantons on OP1p2q. In addition, we can also ask about




The Theory of Instantons on Four-Manifolds
1.1 Background
Let M be a four-dimensional Riemannian manifold, let E be a vector bundle on M , and let A
be a connection on E. Then the Yang-Mills action is defined by
Y M pAq 
»
M
trpFA ^ FAq (1.1)
provided the integral exists. Since M is a four-dimensional manifold, its curvature is an element of
Ω2M pM,EndpEqq and thus (an immediate extension of) the Hodge star acts via
 : Ω2M pM,EndpEqq Ñ Ω2M pM,EndpEqq
with 2  Id. Thus we can decompose the curvature as FA  F A   FA where F A is called the
Self-Dual (SD) part of the curvature with F A  F A , and FA is called the Anti-Self-Dual
(ASD) part of the curvature with FA  FA . Physicists have use in finding the minima of the
Yang-Mills action—that is, the connections A on E such that YMpAq is as small as possible. It can
be shown that such a connection is given precisely when the corresponding curvature is either SD,
that is FA  0, or ASD, where F A  0. This is the definition of an instanton—a pair pE, Aq such
that FA  FA. An anti-instanton is where FA  FA. We will generically assume c2pEq  k
and will call this the instanton number or index. We can also define the index by the integral
»
M
trpF ^ F q  8π2k.
The term k is defined to be c2pEq  12 c1pEq2, but in our sitations, we will always take c1  0, so
indeed, k is just c2pEq.
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The first case we discuss is instantons on R4. In order to compute the Yang-Mills integral (1.1),
we would like our manifold to be compact. R4 is not compact but we recognize that R4  S4zt8u.
The standard metric on S4 and the flat metric on R4 are conformally equivalent and the Yang-Mills
action is conformally invariant. So an instanton on S4 gives rise to an instanton on R4 by restriction.
To go the other direction and get an instanton on S4 from one on R4, we use the following theorem:
Theorem 1.1.1 (Uhlenbeck Compactification Theorem [16]). Let A be a(n) (A)SD connection on
a bundle E defined over M 1  M ztp1, . . . , plu such that Y M pAq 
³
M 1 trpFA ^ FAq   8. Then
pE, Aq extends smoothly to M.
In particular, this tells us there is a bijective correspondence between (A)SD connections on bundles
over R4 with Y M pAq   8 and (A)SD connections on bundles over S4.
Let us flesh this out a little bit more to see what is meant by the condition FA  FA, or
equivalently, F A  0. Let ∇ be a connection on E. Then locally, we may write the connection as
∇  d   A.





where ∇i  BBxi   Ai, and Ai is a matrix of functions. With this notation, the condition that
F A  0 is given by
F12   F34  0
F14   F23  0
F13   F42  0
where Fij r∇i,∇j s  BAjBxi  BAiBxj   rAi, Aj s [8]. So solving for an instanton is solving a system
of partial differential equations. This is in general difficult to do, especially for a non-analyst.
Thankfully, it turns out there is a simpler way to find instantons on R4. We have a beautiful formula
given by Atiyah, Drinfeld, Hitchin and Manin for obtaining them [2]. We first start with what is
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called “ADHM data”.
Let V and W be hermitian vector spaces of dimension k and r respectively. Let B1, B2 P







 τz : pB2   z2 B1  z1 Iq
where we implicitly write zi to mean ziIdk.
Definition 1.1.2. ADHM data is the system pV,W, B1, B2, I , J q which satisfies:
p1q rB1, B2s   IJ  0
p2q rB1, B1 s   rB2, B2 s   II  JJ  0, and
p3q The map ∆z :
 τz
σz
 is surjective for all z P C2
Lemma 1.1.3. Let Upkq act on pB1, B2, I , J q by g  pB1, B2, I , J q  pg1B1g, g1B2g, g1I, Jgq.
Then if pB1, B2, I , J q satisfies the ADHM data, so does pg1B1g, g1B2g, g1I, Jgq.
Theorem 1.1.4 (ADHM [2]). There is a one-to-one correspondence between equivalence classes of
ADHM data under the above Upkq-action, and gauge equivalent classes of ASD SUprq-connections
A with instanton number k.
The idea of the correspondence is to interpret V and W as (trivial) vector bundles over C2.
We will emphasize this by writing the bundles as V , W . Then we use ADHM data to make the
following monad:
V
σzÝÝÝÝÝÝÑ V ` V `W τzÝÝÝÝÝÝÑ V .
A trivial calculation shows that the first ADHM equation is equivalent to τzσz  0, which allows us
to look at the vector space Ez : kerpτzq{impσzq. We also have from the third ADHM equation ∆z
is surjective which is equivalent to τz being surjective and σz being injective for all z P C2. This
guarantees that the dimension of Ez is a constant. Moreover, we see that the constant is r, the
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dimension of W . We then define a vector bundle E : zPC2 Ez . E is called the cohomology of
the monad and it is a subbundle of V ` V `W . The projection operator
P : V ` V `W Ñ E
induces a connection given by
dAs : Pds
where s is a section of E (and therefore also one of V ` V `W ) and d is the usual derivative of
sections on the trivial bundle [8]. The second ADHM condition insures that this connection is
ASD and is equivalent to τ τ   σσ [2]. We will see a more helpful realization of the ADHM
correspondence in Section 1.3, but we first need some set-up from the next section.
1.2 Twistor Theory
The amazing fact about the ADHM construction of instantons is that it is really just a construction
of bundles. The connection is a by-product (albeit highly non-coincidental). This is the main idea
of the twistor correspondence, or Ward correspondence. This idea allows us to describe instantons
on a base space in terms of holomorphic bundles on the so-call twistor space. This is very useful
as constructive methods of studying vector bundles have been extensively studied, most notably
for our purposes, in the context of monads. We will see later an extension of this, and we will be
able to describe moduli spaces of holomorphic bundles on certain manifolds with moduli spaces of
instantons on the same space.
Let pM, gq be an oriented Riemannian manifold of dimension 4. The Hodge-star operator is an
involution on Λ2pM q, thus gives us a decomposition
Λ2pM q  Λ2 pM q ` Λ2pM q (1.2)







The trace-free parts of A and C , call them W  and W, give the Weyl curvature, W  W   W.
Definition 1.2.1. An oriented Riemannian manifold of dimension 4 is called anti-self-dual if
W   0.
Definition 1.2.2. We define ZpM q (or just Z when M is clear) to be the bundle of almost complex
structures on TM which preserve the metric and are compatible with the orientation. This space is
called the twistor space of M .
The conformal structure and orientation on M determine natural almost complex structures on
ZpM q. It turns out that this natural almost complex structure on ZpM q is integrable and gives a
complex structure on ZpM q if and only if M is anti-self-dual. This is the only situation we will
use. Then the twistor space is seen as a P1-bundle over M with map πZ : ZpM q ÝÑ M . Thus, the
twistor space is a 3-dimensional complex manifold with a real-structure, that is, an anti-holomorphic
involution given by the antipodal map on fibers. This is called the real structure and often denoted
by σ : M ÝÑ M .
Now let M be a complex manifold, and let J be the complex structure on M , then we define
a two-form ωpu, vq : gpu, J pvqq. The space of two-forms can be decomposed into (2,0)-forms,
(1,1)-forms, and (0,2)-forms. It can also be decomposed as in (1.2). Now with ω P Λ1,1pM q, we can
link these two decompositions as
Λ2 pM q  Λ2,0pM q ` Λ0,2pM q ` xωy Λ2pM q  Λ1,10 pM q (1.3)
where Λ1,10 pM q is the space of (1,1)-forms orthogonal to ω. Where orthogonality comes from the
metric g extended to the bundle Λ2pM q.
Recall that F∇ P Ω2pM q b EndpEq. Since ∇ is assumed to be ASD, we actually know
F∇ P Ω2pM qbEndpEq. If we just look at the (0,1)-part, then we see p∇0,1q2 P Ω0,2 pM qbEndpEq,
but there are no ASD (0,2)-forms by (1.3). Thus we see that if we define B : ∇0,1, then B2  0 if
and only if ∇ is ASD. Since B was defined as the p0, 1q-part of a connection and B2  0, then we
know it gives a unique holomorphic structure on its associated complex vector bundle [12]. So we
see that a connection is ASD if and only if it induces a unique holomorphic structure.
This shows that an instanton pE,∇q gives a unique holomorphic bundle pπZ pEq, πZ p∇q0,1q P
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ZpM q. Moreover, the bundle F : πZ pEq must be trivial on all fibers of the map πZ : ZpM q ÝÑ M .
This relationship between holomorphic bundles on the twistor space which are trivial on all the
fibers of πZ and instantons on the base space is called the Ward or Twistor correspondence
and it in fact is a one-to-one correspondence [1].
If we are woring with different structure groups, then we will impose extra conditions. For
example, if the structure group is U pnq, then we are dealing with Hermitian vector bundles. Let E
be a Hermitian vector bundle on M and let h : E ÝÑ E be the Hermitian structure. Then the
connection ∇ is Hermitian if h∇  ∇h on sections. Let F and F  be holomorphic bundles in
ZpM q which correspond to E and E. Then the map h lifts to the map H : F ÝÑ σpF q which
gives the same map as pσhq, where σh : σpEq ÝÑ E. This map is an isomorphism. So for
a unitary instanton, we require that there exists an isomorphism σpF q  F  which agrees with
pσhq. [3]
1.3 The Work of Donaldson
Note: We hereby and forever reserve the notation Pn to mean complex projective space CPn.
If we wish to denote any other projective space, we will refer to it in unambiguous notation.
We have seen the Ward correspondence between instantons on a space M and how they relate
to holomorphic bundles on the twistor space ZpM q. Here we will see a concrete example of that. In
fact, what follows is just a proof of the ADHM theorem, but in the context of twistor spaces, thus
gives the theorem a complex algebraic description.
We wish to describe all SUpnq-instantons on C2. In order to do this, we must define a bit of
terminology which will be used throughout this dissertation.
Definition 1.3.1. Let U , V and W be complex vector bundles over a complex manifold, X . A
monad is a complex
0 - U A- V B- W - 0
such that A is injective, B is surjective, and B  A  0.
Definition 1.3.2. The cohomology of the monad M is defined to be EpM q : kerpBq{ ImpAq,
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which is a vector bundle over X .
Remark 1.3.3. We will usually just write E instead of EpM q as the monads from which E is define
will be clear.
As we will see shortly, monads can be powerful tools in classifying vector bundles. One important
feature comes from the total chern class of the vector bundle E:
chpEq  chpVq  chpU q  chpVq
As chpEq  rkpEq   c1pEq   c
2
1pEq2c2pEq
2      , we have in particular that
rkpEq  rkpVq  rkpU q  rkpVq, c1pEq  c1pVq  c1pU q  c1pVq.
Now our task begins of describing SUpnq-instantons on C2. We first observe that we can compactify
C2 by adding a point at infinity: C2 Y t8u  S4. Then by Theorem 1.1.1, we know that instantons
on C2 are in bijective correspondence to instantons on S4. S4 is a self-dual manifold and has the
twistor space P3. The Ward correspondence tells us that instantons of S4 correspond to holomorphic
bundles over P3, trivial on all real lines, and such that there is an isomorphism σpEq  E.
So after passing through a few equivalences, we arrive at the best way to describe the objects we
are after. We first start by classifying generic bundles on P3. Note that since we are dealing with
SUpnq instantons (and SUpnq  SLpn,Cq), that we are looking for bundles with c1  0. Since we
are over a 2-dimensional complex manifold, ck  0 for all k ¥ 2. So we may classify vector bundles
by just their rank and second Chern class.
Let U , V , W be trivial vector bundles over P3 with ranks k, 2k   l and k, respectively. Then we
define a monad
0 - U A- V B- W - 0
where A and B are linear maps. Let P3 be given by points z  rz0 : z1 : z2 : z3s. Then A and B
are of the forms
Apzq  A0z0   A1z1   A2z2   A3z3, Bpzq  B0z0   B1z1   B2z2   B3z3.
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This is a monad so we must have B  A  0, which gives the conditions
BiAi  0
BiAj   BjAi  0
(1.4)
for all i, j. As these represent bundles on the twistor space of S4, they should be trivial on all fibers
of the twistor map. In particular, these bundles must be trivial on the line above t8u P S4, which
we denote as l8. Fix coordinates on S
4 such that the line at infinity is given by z2  z3  0. Due
to a result from Okonek, Schneider and Spindler [19], the bundle will be trivial over l8 if and only
if B0A1  B1A0 is an isomorphism. We choose bases on U , V and W such that this isomorphism
is just the identity (so B1A0  Id). In other words, let tu1, . . . , uku be a basis of U . Then let
tA1pu1q, . . . , A1pukq, A0pu1q, . . . , A0pukq, v1, . . . , vlu be a basis of V . Then identify W and U with
the basis of W given by tB0A1pu1q, . . . , B0A1pukqu  tu1, . . . , uku.
In other words, we now have V  U ` U ` V 1, W  U .













B0  p 0 1 0 q , B1  p 1 0 0 q















B2  p β α b q , B3  p β̃ α̃ b̃ q .
We now consider the condition that σpEq  E. σ is the real structure on S4 which comes
from the real structure on C2 given by
σpx, y, z, wq  py,x, w,zq
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It turns out that this condition gives A3  B2 and A2  B3 which tells us
α̃  β, β̃  α, ã  b
Now the conditions from (1.4) give
rα, βs   ba  0
rα, αs   rβ, βs   bb  aa  0.
We must also not forget the conditions that A is injective and B is surjective. Putting all of this
together, we get:
Proposition 1.3.4. The moduli space of SUpnq-instantons on C2 with rank r, c1  0 and c2  k
is given by the linear algebra data
pα, β, a, bq P HompU q ` HompU q ` HompU , V 1q ` HompV 1, U q
satisfying
rα, βs   ba  0
rα, αs   rβ, βs   bb  aa  0
and such that A is injective, B is surjective, and all modulo the action of Upkq given by
g  α  gαg1, g  β  gβg1, g  a  ag1, g  b  gb.
This is exactly the same as the ADHM theorem above (1.1.4). The description given above is the
one given by Donaldson [5] and it is useful as we can in fact relate this to holomorphic bundles
on C2. When dealing with instantons, we had rank r, c1  0 and c2  k, and these are what
holomorphic bundles we will obtain over C2. We are able to get bundles on C2 in a similar was as
the way we described holomoprhic bundles over P3. First, we recognize that P2  C2 Y l8. So in
dealing with bundles on C2, we may instead deal with bundles on P2 with a fixed framing at l8.
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By fixed framing, we mean a fixed choice of sections of the vector bundle E covering U  l8
which form a basis of the vector space Ex at each point x P U . This allows us to realize E|l8 as the
trivial vector bundle over l8. We view P2 as a subset of P3 via rz0 : z1 : z2 : 0s  rz0 : z1 : z2 :3s so
in particular, P2 contains l8  P3 and P2|l8  rz0 : z1 : 0s.
So now our task is to classify all holomorphic bundles on P2 with a fixed framing at l8. But a
bundle on P3 descends to one on P2. So our construction is the exact same as before, just with the
condition that z3  0. We may make the same choice of bases on U , V and W and we end up with



















B0  p 0 1 0 q , B1  p 1 0 0 q , B2  p β α b q
And conditions (1.4) tell us that
rα, βs   ba  0.
By the work of Buchdahl [3], every holomorphic bundle with fixed framing along l8 with rank r,
c1  0 and c2  k is given by these monads.
Proposition 1.3.5. Every holomorphic bundle over P2 with fixed framing along l8 with rank r,
c1  0 and c2  k is given by maps
pα, β, a, bq P HompU q ` HompU q ` HompU , V 1q ` HompV 1, U q
satisfying
rα, βs   ba  0
and such that A is injective, B is surjective, and all modulo the action of GLpkq given by
g  α  gαg1, g  β  gβg1, g  a  ag1, g  b  gb.
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Remark 1.3.6. One can show explicit conditions for the injectivity of A and the surjectivity of B for
both the bundles over P3 and the bundles over P2. It turns out that the conditions are the same
due to the fact that H  P2  P3. We omitted the specific conditions to be concise but refer the
reader to [5] for full details.
We will use a well-known theorem of Kempf and Ness [13] to show that the classification of
holomorphic bundles on C2 (Proposition 1.3.5) and the classification of instantons on C2 (Proposition
1.3.4) are actually the same. This might seem counter-intuitive as the description of instantons
has an extra condtion, which would seemingly make the space smaller, but the orbits are given by
Upkq, so identifies fewer bundles. To explicitly describe this isomorphism, we must first make a few
definitions.
Let GLpk,Cq act by some linear representation on C2 with the subgroup Upkq acting isometri-
cally.
Definition 1.3.7. A point x in C2 is stable for GLpk,Cq if the map g ÞÝÑ g  x is proper.
Theorem 1.3.8 ([13]). For any representation as above, and any GLpk,Cq-invariant subset W 
C2, all of whose points are stable for the action , the quotient W {GLpk,Cq is naturally equivalent
to the quotient pµ1p0q XW q{Upkq.
For us, the map µ is given by
µpα1, α2, a, bq  rα1, α1 s   rα2, α2 s   bb  aa  0.
We just need the following lemma and everything is solved:
Lemma 1.3.9. Suppose pα, β, a, bq satisfies the conditions of Proposition 1.3.5, then pα, β, a, bq is
stable for the action of GLpk,Cq.
By setting W to be the elements pα1, α2, a, bq which satisfy rα, βs   ba  0 and which give A is
injective and B is surjective, we see that we satisfy the conditions on Theorem 1.3.8 and we have
isomorphism between instantons on C2 with rank r, c1  0 and index k with holomorphic bundles
on C2 of rank r, c1  0 and index k.
In basic terms, we have seen that bundles on C2 correspond to instantons on C2. This idea is a
direct analog to the Kobayashi-Hitchin Correspondence. The Kobayashi-Hitchen correspondence
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states that there is a relationship between stable vector bundles on a complex manifold to Hermitian-
Einstein vector bundles over the same manifold. The first case proven was over projective algebraic
surfaces by Donaldson [6]. Soon after, Uhlenbeck and Yau proved it for general Kähler manifolds
[20] and then Li and Yau for complex manifolds [17].
Theorem 1.3.10 ([6]). Let M be a projective algebraic surface. Then an indecomposable holomor-
phic bundle E over M with c1pEq  0 is stable if and only if it admits a compatible ASD unitary
connection.
In the non-compact version of the Kobayashi-Hitchin Correspondence for C2, we replace stability
by the condition that the extension of the bundle to P2 be trivial on the line at infinity.
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CHAPTER 2
Kobayashi-Hitchin-Like Correspondence on OP1p1q
We saw in Chapter 1 our first example of a non-compact Kobayashi-Hitchin correspondence.
While C2 is not compact, we compactify it by adding a point at infinity to get S4, and we add a line
at infinity to get P2. One key was using the fact that S4 has a twistor space of P3 and we use the
Ward correspondence to look at holomorphic bundles on P3. In King’s thesis, he follows a similiar
path. Twistor theory follows for any Riemannian 4-manifold with W   0, but is most useful when
the corresponding twistor space is actually an algebraic variety. It turns out that there are only two
algebraic varieties which can be seen to be twistor spaces: P3 and the flag manifold FpC3q, which
correspond to base spaces S4 and P2 respectively (P2 is P2 with the opposite orientation) [11]. The
question then becomes can you replicate Donaldson’s work in this second situation, which is done in
King’s dissertation and we outline here, first by defining key objects used throughout the rest of
this dissertation.
2.1 Defining our Objects
We will be working with many, related manifolds in this dissertation so we must define them and
note their relationships. This dissertation will also deal with actions on these manifolds, so we must
define these actions as well.
As mentioned above, we have that P2 is the twistor space of xC2, that is, C2 blown up at a point.
As a variety, this is given [10] by
xC2 : tppy1, y2q, rx0 : x1sq P C2  P1 | x0y1  x1y2u
For our purposes, we will want to view this space as the total space of OP1p1q, the tautological
bundle on P1. If we think of P2 as the identification of points on lines in C2, then the tautological
bundle OP1p1q is defined [12] to be the line bundle over P1 such that the fiber above rx0 : x1s is
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the corresponding line in C2. That is
OP1p1q  tppy1, y2q, rx0 : x1sq | λx0  y1, λx1  y2u .
This looks similar to (2.1) already, so we only need to do a little work to show they are the same.
Over the open sets Ui : xi  0 (for both spaces xC2 and OP1p1q), we have
xC2|U0  tppy1, y2q, r1 : βsq | y1  y2βu
OP1p1q|U0  tppy1, y2q, r1 : βsq | λ  y1, λβ  y2u
and on U1, xC2|U1  tppy1, y2q, rζ : 1sq | y1ζ  y2u
OP1p1q|U1  tppy1, y2q, rζ : 1sq | λζ  y1, λ  y2u.
we see that on OP1p1q|U0 , we have y1β  y2, and on OP1p1q|U1 , we have y1  y2ζ . These are
exactly the conditions on xC2|U1 and xC2|U0 respectively and with a relabeling of coordinates. The
overlaps are given by β  ζ1 in both cases. So we have an isomorphism xC2  OP1p1q, but we
shall always describe it via the description of xC2, that is
OP1p1q : tppy1, y2q, rx0 : x1sq P C2  P1 | x0y1  x1y2u.
We would now like to take what we have seen so far and apply a Z2-action. On C2 the Z2-action
is given by
p1q  pz1, z2q  pz1,z2q.
and on OP1p1q  xC2 the action is
p1q  ppy1, y2q, rx0 : x1sq  ppy1,y2q, rx0 : x1sq
The invariant functions on C2{  1 are given by the generating functions z21 , z1z2 and z22 . Call
these X , Y , and Z respectively, and we have the relations XZ  Y 2. So the quotient space C2{1
is given as the variety
C2{1  V pXZ  Y 2q  C3.
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The quotient space is singular at the origin. We verify this by observing that BBX pXZ  Y 2q  Z ,
B
BY pXZ  Y 2q  2Y and BBZ pXZ  Y 2q  X which have the common zero set of tp0, 0, 0qu P C3.
To obtain a smooth manifold, we must blow this up at the singular point, the origin. The resulting
space is
{C2{1   ppx, y, zq, ru : v : wsq  C3  P2| xv  yu, xw  zu, yw  zv, xz  y2(
Y  pp0, 0, 0q, r1 : ξ : ξ2sq( Y  pp0, 0, 0q, rβ2 : β : 1sq(
for all ξ, β P C. We can also describe {C2{1 in another, more useful way for us. First, we define the







Lemma 2.1.1. We have the following equality:
{C2{1  OP1p2q
Proof. We look at the two open patches, U0 and U1 on {C2{1 and look at how they glue together.
We will show that these are then the same open patches on P1 and glue together in the same way
as on OP1p2q. We have three open patches to look at, Ui : txi  0u. On U0, we get
U0 :
 ppx, y, zq, r1 : ξ : γsq | xξ  y, xγ  z, yγ  zξ, xz  y2, ( Y  pp0, 0, 0q, r1 : ξ : ξ2sq(
The condition yγ  zξ is redundant, and the condition xz  y2 tells us that xpxγq  pxξq2 which
tells us that γ  ξ2, as long as x  0. Thus we get
  px, xξ, xξ2q, r1 : ξ : ξ2s |x  0( Y  pp0, 0, 0q, r1 : ξ : ξ2sq(
which of course becomes simply
  px, xξ, xξ2q, r1 : ξ : ξ2s(, where now px, ξq P C2 without restric-
tion. On U2, we get a similar form of
U2 :
  pzβ2, zβ, zq, rβ2 : β : 1s(
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for pz, βq P C2. On U1, we see this sits inside U0 X U2 given by the conditions ξ  0  β. So we
can cover {C2{1 by two open sets isomorphic to C2. How do they glue together? Just by comparing
terms, we see
px, ξq P U0 ÞÝÑ pxξ2, ξ1q P U1
pz, βq P U1 ÞÝÑ pzβ2, β1q P U0.
Now, viewing the ξ and β as projective coordinates, we see that the coordinates x and z give us
a line bundle structure over P1. The transition functions are given by x ÞÑ xξ2  xp x1x0 q2, and
z ÞÑ zβ2  zp x0x1 q2 which are well-known to be the transition maps on OP1p2q. Thus these are the
same spaces.
As we will see later (Remark 2.1.4), we in fact have a map
OP1p1q{  1 ÝÑ OP1p2q
which gives an isomorphism. Therefore, we get the following commutative diagram which encom-
passes the information we have just described:




The model for the Kobayashi-Hitchin-like correspondence which Donaldson and King used
involves compactifications. The spaces OP1p1q and OP1p2q are non-compact, but we may
compactify by a projectivization of the bundle. Given a vector space V , we projectify it by PpV `Cq
together with the map
j : V ÝÑ PpV ` Cq
v ÞÑ rv : 1s
and we have an identification of V  PpV ` Cq by looking at the compliment of the hyperplane
given by xn 1  0. We naturally extend this to vector bundles E by taking the projective bundle
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PpE ` OX q. In our case, we have the projectification given by
PpOP1p1q ` OP1q,
and similarly for OP1p2q. The total spaces of these bundles are well-studied and very important is
this dissertation. They are the Hirzebruch surfaces defined to be
Σn : PpOP1pnq ` OP1q.
In coordinates, these surfaces are given by
Σn  tpry0 : y1 : y2s, rx0 : x1sq P P2  P1 | xn0 y1  xn1 y2u.
One immediate note we make is that we see OP1p1q  Σ1 and OP1p2q  Σ2 via the open
condition y0  0. With this in mind, we can extend the action of 1 on to the Hirzebruch surfaces
as well. This is given by
p1q  pry0 : y1 : y2s, rx0 : x1sq  pry0 : y1 : y2s, rx0 : x1sq.
One observation that will be very important to us later will be identifying the fixed locus of this
action on Σ1. This is given by the divisors l8 and E defined to be
l8  tpr0 : y1 : y2s, rx0 : x1squ
E  tpr1 : 0 : 0s, rx0 : x1squ.
Remark 2.1.2. We will use “E” throughout this dissertation to denote both the part of the fixed
locus just mentioned as well as a generic vector bundle. This is meant to match notation used by
other authors. It will be clear from context what is meant by E.
On these spaces, we will often use the standard open sets Ui  txi  0u, or Uij  tyi  0, xj 
0u. We have used these over OP1p1q and will use them on OP1p2q, Σ1 and Σ2. As these spaces
are all related, the open sets will look similar and we will usually not denote to which manifold we
are looking at the open set unless confusion could arise. For example, on Σ1, we have four open
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sets, U00, U01, U11 and U20. We explicitly write , U00 and , U01 for illustrating purposes.
U00 :  tpry0 : y1 : y2s, rx0 : x1sq | x0y1  x1y2, y0  0, x0  0u
 tpr1 : η1 : η2s, r1 : βsq | η1  βη2u
 tpr1 : η2β : η2s, r1 : βsqu
 pη2, βq  C2
U01 :  tpry0 : y1 : y2s, rx0 : x1sq | x0y1  x1y2, y0  0, x1  0u
 tpr1 : η1 : η2s, rζ : 1sq | ζη1  η2u
 tpr1 : η1 : η1ζs, rζ : 1squ
 pη1, ζq  C2
Lemma 2.1.3. Σ1 modulo the 1-action is isomorphic to Σ2. That is,
Σ1{  1  Σ2
Proof. We prove this locally. On U00, we have the invariant function η
2
2 . So Σ1|U00  pη22 , βq. On
U01, we have the invariant function η
2
1 . So Σ1|U01  pη21 , βq. On the overlaps, we have η21  η22β,
η22  η21ζ and β  ζ1.
On Σ2, for the open sets U00 and U01, we have
Σ2|U00 :  tpry0 : y1 : y2s, rx0 : x1sq | x20y1  x21y2, y0  0, x0  0u
 tpr1 : λ1 : λ2s, r1 : βsq | λ1  β2λ2u
 tpr1 : λ2β2 : λ2s, r1 : βsqu
 pλ2, βq  C2
Σ2|U01 :  tpry0 : y1 : y2s, rx0 : x1sq | x20y1  x21y2, y0  0, x1  0u
 tpr1 : λ1 : λ2s, rζ : 1sq | ζ2λ1  λ2u
 tpr1 : λ1 : λ1ζ2s, rζ : 1squ
 pλ1, ζq  C2.
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On overlaps, these are related by λ1  λ2β2, λ2  λ1γ2 and β  ζ1. If we relabel η2i as λi, then
we see that Σ1|U00 is the same as Σ2|U00 , Σ1|U01 is the same as Σ2|U01 , and they are the same on
the overlaps. We can do this for the other combinations of open sets and we will get the same
general idea. Thus indeed, Σ1{  1  Σ2.
Recognizing this isomorphism, we also recognize the surjective map
Σ1 ÝÑ Σ2
pry0 : y1 : y2s, rx0 : x1sq ÞÝÑ pry20 : y21 : y22 s, rx0 : x1sq.
(2.1)
Remark 2.1.4. The restriction of Σ1 to OP1p1q and Σ2 to OP1p2q also gives a map from
OP1p1q ÝÑ OP1p2q, and now seeing this and Lemma 2.1.3, we verify (as mentioned above) that
OP1p1q{  1  OP1p2q.
Both of these maps give double covers away from the fixed locus. We verify this on the
map of the Hirzebruch surfaces. The preimage of a point pry0 : y1 : y2s, rx0 : x1sq P Σ2 is
seemingly given by pr?y0 : ?y1 : ?y2s, rx0 : x1sq, where all combinations of 1 are allowed.
This gives 8 “possibilities”. Since we are dealing with projective coordinates, then, for example,
pr?y0 : ?y1 : ?y2s, rx0 : x1sq  pr?y0 : ?y1 : ?y2s, rx0 : x1sq, which cuts our possibilities in
half. Additionally, if some coordinates are 0, this further reduces our options. On the fixed locus of
Σ2, the preimage is given by
tpr0 : ?y1 : ?y2s, rx0 : x1squ Y tpr1 : 0 : 0s, rx0 : x1squ
The second piece is obviously just one point due to it being projective coordinates. The first piece
could have 2 unique points a prioi,
pr0 : ?y1 : ?y2s, rx0 : x1sq Y pr0 : ?y1 : ?y2s, rx0 : x1sq. (2.2)
But remember, these points are on Σ1, so need to satisfy x0y1  x1y2. If the first point in (2.2)
satisfies this, then the second will not and vice versa. So the preimage is only one point. Conversely,
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the map Σ1 ÝÑ Σ2 is 1-1 on the fixed locus of Σ1. Away from the fixed locus, we automatically
know y0  0 and y1 and y2 are non-zero. This gives us the four points
pr1 : ?y1 : ?y2s, rx0 : x1sq Y pr1 : ?y1 : ?y2s, rx0 : x1sq
Ypr1 : ?y1 : ?y2s, rx0 : x1sq Y pr1 : ?y1 : ?y2s, rx0 : x1sq
where two terms have the same sign for
?
yi, and the other two have opposite signs. By the same
reasoning as above, if one mixed-sign pair satisfies x0y1  x1y2, then so will the other one, but the
same-sign pairs will not. And if a same-sign pair satisfies this condition, the other one will as well,
but the two mixed-sign options will not. So away from the fixed locus, there is a 2-1-cover.
Now we introduce the relationship between OP1p1q and P2 (P2 with the opposite oreientation).
We use the opposite orientation to get instantons instead of anti-instantons. We define a map from
OP1p1q ÝÑ P2.
OP1p1q - P2
pr1 : y1, y2s, rx0 : x1sq -
$''&''%
r}~y}2 : y1 : y2s if ~y  0
r0 : x0 : x1s if ~y  0
Notice that the image of OP1p1q is P2ztr1 : 0 : 0su. We will set tr1 : 0 : 0su as the point at infinity.





p1   }ζ}2q2   dy1dy1   dy2dy2.
This map is a conformal isometry with respect to the Fubini-Study metric on P2. Then by the
Uhlenbeck compactification theorem, (1.1.1), we can identify





where the latter space is the moduli space of instantons on P2 framed at 8 whose underlying vector
bundle has rank r, c1  0, and c2  k.
While this is true, it is often more natural and more useful to distinguish how exactly we extend
the bundle over t8u. For this reason, we extend the bundle (and connection) with a specified
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isomorphism E8  Cr. This will be called a framing at t8u. Notice that regardless of the choice
of framing, by restriction, we get the same vector bundle on OP1p1q.
Therefore, from (2.3), we have a natural identification





where the right-hand-side is the space of instantons on P2 with a specified framing over 8, where
the underlying vector bundle has rank r, c1  0 and c2  k. When then also essentially define the
space of the left-hand-side to be the space on the right now.
The next space we define is the flag manifold F  FpC3q. This is the twistor space of P2 as well
as a super-set of Σ1 and OP1p1q, of course. This space is given by
F :  pry0 : y1 : y2s, rx0 : x1 : x2sq P P2  P2 | x0y1  x1y2  x2y0  0(
where rxs acts on P2 by
rx0 : x1 : x2sprz0 : z1 : z2sq  x0z1  x1z2  x2z0. (2.5)
We can also extend the 1-action to F via
p1q  pry0 : y1 : y2s, rx0 : x1 : x2sq  pry0 : y1 : y2s, rx0 : x1 : x2sq
which will be important in Chapter 3. We put the standard inner product on C3 given by
xz, wy  z0w0   z1w1   z2w2,
which also gives us a map
C3 ÝÑ C3
z ÞÝÑ ẑ  pz1,z2,z0q
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because C3 acts on C2 as in (2.5). Then our twistor map is given by
πz : F ÝÑ P2
prys, rxsq ÞÝÑ rysK X kerpxq
(2.6)
The real structure on F is given by
σppry0 : y1 : y2s, rx0 : x1 : x2sqq  prx2 : x0 : x1s, ry1 : y2 : y0sq
which is just the map prys, rxsq ÞÑ prx̂s, rŷsq. We note that the real structure preserves the fibers
of the twistor map. By the Ward correspondence [7], [21], we can identify instantons of P2 and
holomorphic bundles on F, so we can extend (2.4) as:




 MH pF, l8, r, kq . (2.7)
Note that we are taking bundles on F which are trivial over l8 (this is guaranteed because F is
trivial on all real lines), but we also have a framing Fl8  O`rl8 which comes from the framing of
E8 on P2.
We identify the following key objects related to F:
• Σ1  F  tx2  0u
• l8  Σ1  tx2  y0  0u
• E  Σ1  tx2  y1  y2  0u
• SE   y1x1   y2x0 .
E  Σ1 is the unique divisor such that E  E  1, and, as in Section 1.1, SE is the section
vanishing on E. There are two projections maps, πi : F Ñ P2 for i  1, 2. We define a generic
fiber of π2 to be F , and the divisor H  l8, both of which are projective lines. Then we have the
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following relations:
H2  1 F 2  0 E2  1
H  F  1 H  E  0 E  F  1
H  F   E
The line bundles on F are of the form
OFpp, qq : π1 pOP2ppqq b π2 pOP2pqqq,
and the line bundles on Σ1 are just the restriction of these. We denote these by OΣ1pp, qq.
2.2 The Kobayashi-Hitchin-Like Correspondence for OP1p1q
In Section 1.3 we saw our first example of a Kobayashi-Hitchen-like correspondence, and we will
now see our second. The exposition of this section will be more detailed as this material will be used
throughout the rest of this dissertation. We wish to find a Kobayashi-Hitchen-like correspondence
on xC2  OP1p1q, the blow up of C2 at the origin. Analogously to Section 1.3, we will compactify
OP1p1q in two different ways which we saw in Section 2.1. The first way is a compactification by
viewing OP1p1q Y t8u  P2. The second is by the projectification PpOP1p1q ` OP1q  Σ1.
If we look at MHpOP1p1q, r, kq, the moduli space of holomorphic bundles on (the total space of)
OP1p1q with rank r, c1  0 and c2  k. The twistor map πz above gives a bijective correspondence
between Σ1zl8 and OP1p1q  P2zt8u. Therefore, we get a natural relationship between the
moduli space of holomorphic bundles on Σ1 with a fixed framing on l8 with rank r, c1  0 and
c2  k and the moduli space of holomorphic bundles on OP1p1q with rank r, c1  0 and c2  k.
We define the moduli space of holomorphic bundles on OP1p1q which we are concerned with as:
MH pOP1p1q, r, kq : MH pΣ1, l8, r, kq . (2.8)
We again we look over framed bundles because this gives the moduli space a nicer structure—in
particular a Kahlerian structure [14].
Now that we understand the spaces involved, let us focus on the how to acquire bundles over
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these spaces. The first space we will deal with is the flag manifold F. We have the following theorem
from Buchdahl [3]:
Theorem 2.2.1. Let E be a holomorphic vector bundle over F of rank r, which is the Ward
transform of an (ASD) instanton on P2 of index k. Then there exists a monad given by




W0 b OFp1, 0q
`
W1 b OFp0, 1q
(2.9)
with cohomology E, in which V is a trivial vector bundle of rank 4k   r and Wi are complex vector
spaces of dimension k.
We get almost an identical result for holomorphic bundles on Σ1 given by King [14]:
Theorem 2.2.2. Let E be a holomorphic vector bundle over Σ1 of rank r with c1pEq  0, c2pEq  k
and such that E|l8 is trivial. Then there exists a monad given by:




W0 b OΣ1p1, 0q
`
W1 b OΣ1p0, 1q
(2.10)
with cohomology E, in which V is a trivial vector bundle of rank 4k   r and Wi are complex vector
spaces of dimension k.
Remark 2.2.3. In the work of King, the left-hand-side of the monad is initially comprised of vector
spaces Ui, but it is shown that indeed they are given in terms of the Wi.
Notation: For both (2.9) and (2.10), we will sometimes write U for the vector bundle on the
left-hand-side of the monad, and will sometimes writeW for the vector bundle on the right-hand-side.
So we will sometimes write these monads in the short-hand form of:
U AÝÑ V BÝÑ W .
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We will also denote the underlying vector space of V as V . Additionally, we will use the notation
L0 : OΣ1p1, 0q, L1 : OΣ1p0,1q, L0  OΣ1p1, 0q, L1  OΣ1p0, 1q
With monad-in-hand, we can now proceed to give canonical forms for these vector bundles. The
first step is to understand certain spaces of global sections. The canonical bundle on Σ1 is
KΣ1  OΣ1p2,1q  OΣ1p2H  F q, and the arithmetic genus of Σ1 is 0 as Σ1 is rational. This




D  pD Kq   1.
so for a line bundle of the form OΣ1pp, qq, we get
h0pΣ1,OΣ1pp, qqq  h2pΣ1,OΣ1pp, qqq   h2pΣ1,OΣ1pp, qqq 
1
2
pp   1qpp   2q   2q. (2.11)
Additionally, Serre duality gives
h2pΣ1,OΣ1pp, qqq  h0pΣ1,OΣ1p2  p,1  qqq (2.12)
To help us even further, we want to know what the bundle OΣ1pp, qq resticts to on the divisors H
and F . Let pH  qF denote a divisor with corresponding line bundle OΣ1pp, qq. Restricted to H , we
have ppH   qF q H  p  q and restricted to F , we have ppH   qF q F  p. Since these are points
on a curve, they are in turn, divisors. Thus OΣ1pp, qq|H  OP1pp   qq and OΣ1pp, qq|F  OP1ppq.
Since there are no global sections of OP1pp  qq if p  q   0, there cannot be any global sections on
OΣ1pp, qq either, or else you could just restrict. Similarly, you have no global sections if p   0. The
set of all lines in either system is dense in Σ1, hence we get that
h0pOΣ1pp, qqq  0 if
$''&''%
p   q   0
p   0
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Some particular cases of this which will be of use later are the following:
H0pΣ1,OΣ1p1, 1qq  0
H2pΣ1,OP1p0,2qq  H0pΣ1,OΣ1p2, 1qq  0
H2pΣ1,OP1p2, 0qq  H0pΣ1,OΣ1p0,1qq  0
H2pΣ1,OP1p1,1qq  H0pΣ1,OΣ1p1, 0qq  0
(2.13)
Combining Riemann-Roch and Serre Duality, we may also conclude that
H1pΣ1,OΣ1p1, 0qq  0
H1pΣ1,OΣ1p0,1qq  0.
(2.14)
We delve into global sections more deeply with the following Lemma:
Lemma 2.2.4.
H0pΣ1,OΣ1p1, 0qq  xy0, y1, y2y
H0pΣ1,OΣ1p0, 1qq  xx0, x1y
H0pΣ1,OΣ1p1, 1qq  0
H0pΣ1,OΣ1p1,1qq  xSEy
where SE denotes the section vanishing on the divisor E as defined by SE   y1x1   y2x0 .
Proof. We start a few layers removed over P2. The space of global sections is H0pP2,OP2p1qq 
xy0, y1, y2y, say. This gives the space of global sections on F of OFp1, 0q is H0pF,OFp1, 0qq 
xy0, y1, y2y. For the same reasons, we also see that H0pF,OFp0, 1qq  xx0, x1, x2y. Since the
bundles on Σ1 are just given by the restriction, and since on Σ1, x2  0, we have
H0pΣ1,OΣ1p1, 0qq  xy0, y1, y2y
H0pΣ1,OΣ1p0, 1qq  xx0, x1y.
The third space of global sections is zero as found above. For the fourth equation, we observe that
H is in the linear system |OΣ1p1, 0q| and F P |OΣ1p0,1q|. Since E  H  F , that tells us that




This tells us that our maps A, B are given by:
A P HompU , Vq  HompW1, V q bH0pL0 q ` HompW0, V q bH0pL1 q
B P HompV ,Wq  HompV,W0q bH0pL0 q ` HompV,W1q bH0pL1 q
Thus, we can write
A  pA1y0   A2y1   A3y2, B1x0   B2x1q
B 
C1y0   C2y1   C3y2
D1x0   D2x1
 (2.15)
One important facet of this whole set-up is that E|l8 is trivial. So we will often utilize this fact
and deal with the restriction of different objects to l8. In particular, if we look at the monad
restricted to l8, remembering that l8 is linearly equivalent to H and both are in |OΣ1p1, 0q|, then
OΣ1pp, qq|l8  OP1pp   qq. Using this, we get:
pW1 `W0q b OP1p1q A8 - V B8 - pW0 `W1q b OP1p1q
Where
A8  A|l8  pA2y1   A3y2, B1x0   B2x1q




Lemma 2.2.5. Let E be the cohomology of the monad given by
U b OP1p1q A8 - V B8 - W b OP1p1q.
Then if rps and rqs are distinct points in P1, then E is trivial if and only if B8ppq  A8pqq 
B8pqq  A8ppq, and additionally B8ppq  A8pqq : U ÝÑ W is an isomorphism.
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Proof. [19],[14]
Since this Lemma is true for any p and q on l8, let us pick
p  pr0 : 1 : 0s, r0 : 1sq and q  pr0 : 0 : 1s, r1 : 0sq
for concreteness. We apply this Lemma to our situation and get the isomorphism
B8ppq  A8pqq  B8pqq  A8ppq : W1 `W0 ÝÑ W0 `W1. (2.16)
We are working with a monad, so we know A8 is injective and B8 is surjective. Note that
ImpA8ppqq  ImpA2q ` ImpB2q and ImpA8pqqq  ImpA3q ` ImpB1q. Since B8ppqA8pqq is an
isomorphism, and B8ppqA8ppq  0, then ImpA8pqqq cannot contain any elements of ImpA8ppqq
other than the zero vector. Likewise, applying both ImpA8ppqq and ImpA8ppqq to B8pqq, we get
that no elements of ImpA8pqqq are also in ImpA8ppqq. Thus
ImpA8ppqq X ImpA8pqqq  0.
We can then decompose V as
V  ImpA8ppqq ` ImpA8pqqq ` V8
 ImpAppr0 : 1 : 0s, r0 : 1sqq ` ImpAppr0 : 0 : 1s, r1 : 0sqq ` V8
 ImpA2q ` ImpB2q ` ImpA3q ` ImpB1q ` V8
where V8 is the rest of V , and is given by










 kerpC2q X kerpD2q X kerpC3q X kerpD1q
or, in other words, these maps restricted to V8 are identically 0. Since V8 contains both kerpB8ppqq
and kerpB8pqqq, and these points span l8 in some sense, then we have El8  V8. So a framing of
E8 corresponds with a choice of basis of V8  Cr. With this in mind, as well as equation (2.16),
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and the fact that B  A  0, we can conclude that these maps behave in the following way:
W1 W0 W0 W1 W0
C3 - W0






















where all of the maps are isomorphisms except the Di maps. From this, we can see that these maps

































C2  p 0 0 1 0 0 q , D1  p d 1 0 0 0 q
C3  p 1 0 0 0 0 q , D2  p 0 0 d 1 0 q
where d : W0 ÝÑ W1 and is not necessarily an isomorphism. We are forced to use generic variables







, C1  p β1 β11 β2 β12 b q
Since this is to give a monad, we need that B  A  0. Here that gives us
β 11  a1, β 12  a1, da1   a11  β2  0, da2   a12  β1  0
And lastly,
a1da2  a2da1   bc  0 (I)








, C1  p 0 a2 0 a1 b q ,
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y1  da1y0 0
a2y0 x0




 y2 a2y0 y1 a1y0 by0
dx0 x0 dx1 x1 0

(C1)
We must now describe these canonical forms up to monad automorphisms. We want to fix a
framing V8  Cr, so our automorphisms must preserve that. Thus, we take the natural action of
GLpW0q  GLpW1q which acts as
pg0, g1q  ai  g0aig11 pg0, g1q  b  g0b
pg0, g1q  d  g1dg10 pg0, g1q  c  cg11
(A1)
We have now put in place conditions for B  A  0 and such that E|l8 is trivial, and we have
identified monad automorphisms. Now we must add the last conditions that ensure A is pointwise
injective and B is pointwise surjective. We already know this is true on l8 from Lemma 2.2.5, so
we only need to look at complimentary points, namely, those of the form pr1 : y1 : y2s, rx0 : x1sq.
To achieve our goal, we will convert everything to complex coordinates. Since y0  1, we already
have y1, y2 P C. We can also take x0, x1 P C without loss of generality provided px0, x1q  p0, 0q.
Thus we require that for all yi and xi such that x0y1  x1y2  0 and px0, x1q  p0, 0q, A and B
from (C1) are injective and surjective, respectively. This is equivalent to the following conditions:
For py1, y2q, px0, x1q P C2 such that x0y1  x1y2  0 and px0, x1q  p0, 0q,
Ev  0 P W1 such that
$'&'%
da1v  y1v px0a1  x1a2qv  0
da2v  y2v cv  0
(ND1)
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and Ew  0 P W 0 such that
$'&'%
da1w  y1w px0a1  x1a2 qw  0
da2w  y2w bw  0
(ND2)
Now all of our conditions are satisfied and we have a nice canonical description of our data.
Theorem 2.2.6. Given complex vector spaces W0, W1 of dimension k, we can construct the moduli
space MHpOP1p1q, r, kq  MHpΣ1, l8, r, kq as the quotient of the set of configurations of linear
maps
pa1, a2, b, c, dq P HompW1, W0q`2 ` HompV8, W0q ` HompW1, V8q ` HompW0, W1q
satisfying conditions (I), (ND1), (ND2) by the action of (A1) of GLpW0q  GLpW1q.
2.2.1 The Moduli Space of Instantons on OP1p1q
We have a construction of MHpOP1p1q, r, kq, and now want a description of MIpOP1p1q, r, kq.
As we noted in equation 2.7, this is the same as looking at the space MHpF, l8, r, kq. This
construction is very similar to that of MHpΣ1, l8, r, kq, the main difference being that we include
the reality condition that σpEq  E.
We begin the set-up exactly as in subsection 2.2. From Theorem 2.17, we have the monad:
W1 b OFp1, 0q
`
W0 b OFp0,1q
AF - V BF -
W0 b OFp1, 0q
`
W1 b OFp0, 1q
(2.17)
As discussed earlier, over F, we have
H0pF,OFp0, 1qq  xx0, x1, x2y
H0pF,OFp1, 0qq  xy0, y1, y2y
H0pF,OFp1, 1qq  0
H0pF,OFp1,1qq  0
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Then the maps AF and BF are given by
A  pA1y0   A2y1   A3y2, B1x0   B2x1   B3x2q
B 
C1y0   C2y1   C3y2
D1x0   D2x1   D3x2
. (2.18)
We note that an instanton bundle E on F must be trivial on all real lines, so in particular, it
is trivial on l8. Thus we can consider similar points rps and rqs as we did for bundles over Σ1:
rps  pr0 : 1 : 0s, r0 : 1 : 0sq and rqs  pr0 : 0 : 1s, r1 : 0 : 0sq. Lemma 2.2.5 tells us that we can
make the same decomposition
V  ImpA2q ` ImpB2q ` ImpA3q ` ImpB1q ` V8.
In order to get canonical forms for these maps, we have to mind the reality conditions σpEq  E.
Recall the real structure map σ is given by prys, rxsq ÞÑ prx̂s, rŷsq. We wish to apply this to the
monad (2.17) to get useful conditions. First let us pullback by σ. This gives
W1 b σpOFp1, 0qq
`
W0 b σpOFp0,1qq
σpAFq - V σ
BFq -
W0 b σpOFp1, 0qq
`
W1 b σpOFp0, 1qq
(2.19)
So the monad in (2.19) becomes
W1 b pOFp0,1qq
`
W0 b pOFp1, 0qq
σpAFq - V σ
pBFq -
W0 b pOFp0, 1qq
`
W1 b pOFp1, 0qq
(2.20)
This was the left-hand-side of the reality condition. Now if we apply the right-hand-side of the
reality condition (conjugate-dual) to the monad (2.17), we get (after dualizing the bundles)
W 0 b OFp1, 0q
`
W 1 b OFp0,1q
BF - V
AF -
W 1 b OFp1, 0q
`
W 0 b OFp0, 1q
(2.21)
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Then if E is to satisfy σpEq  E, the monad in (2.20) must be isomorphic to the monad in (2.21),
which yields:
(R1) Wi  W i
(R2) V  V
(R3) the maps satisfy
C1  B3 C2  B1 C3  B2
D1  A2 D2  A3 D3  A1
(2.22)
With this in mind, almost identical arguments to Section 2.2 show that we arrive at canonical forms

































C2  p 0 0 1 0 0 q , D1  p d 1 0 0 0 q
C3  p 1 0 0 0 0 q , D2  p 0 0 d 1 0 q
We now have to deal with the remaining maps A1, B3, C1 and D3. However, we know that we have







, C1  p β1 β11 β2 β12 b q








, C1  p 0 a2 0 a1 b q
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Putting this all together, we get the following canonical forms for AF and BF:
AF 

dy1   a1y0 x1
y1  da1y0 a2x2
dy2   a2y0 x0




 y2 a2y0 y1 a1y0 by0
dx0   a1x2 x0  pda1qx2 dx1   a2x2 x1  pda2qx2 cx2

(C2)
with a1 : W1 ÝÑ W0, b : V8 ÝÑ W0, c : W1 ÝÑ V8 and d : W0 ÝÑ W1. To get this canonical
form, we actually did not use all of the conditions on BF  AF  0. The left-over conditions are
a1da2  a2da1   bc  0 (I)
a1a

1   a2a2   bb  1 (µ0)
a1a1   a2a2   pda1qda1   pda2qda2   cc  1   dd (µ11)
We notice that if we multiply (µ0) on the left and right by d and d
 respectively, and subract 1
from both sides of (µ11), we can set the two equal to each other, resulting in:
rda1, pda1qs   rda2, pda2qs  a1a1  a2a2   dbpdbq  cc  1 (µ1)
which will be more useful for later calculations.
For this monad with real structure, we only need to check the condition that AF is pointwise
injective and that BF is pointwise surjective by checking it on one point of each fiber of the twistor
map πZ : F ÝÑ P2 because bundles on F are trivial on the fibers π1Z pptq. Since Σ1 meets every
fiber of the twistor map, we choose to check injectivity and surjectivity on these points, which
immediately implies that this non-degeneracy condition is the same as it was on Σ1, i.e. (ND1) and
(ND2). We note that actually, the canonical forms for AF and BF above restricted to Σ1 do not
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produce a canonical form in (C1), but we may act via a bundle automorphism and can get it in this
canonical form.
We must now describe these canonical forms up to monad automorphisms. We again want to fix
a framing V8  Crbecause there was a fixed framing at t8u P P2 and we pull that back to the fiber
l8, so our automorphisms must preserve that. Since we have a Hermitian structure, our structure
group is given by UpW0q UpW1q. Thus, we take the natural action of UpW0q UpW1q which acts
as
pu0, u1q  ai  u0aiu11 pu0, u1q  b  u0b
pu0, u1q  d  u1du10 pu0, u1q  c  cu11
(A2)
Theorem 2.2.7 ([14]). Given hermitian inner product spaces W0 and W1 of dimension k, the
moduli space MIpOP1p1q, r, kq  MIpP2,8, r, kq  MHpF, l8, r, kq is the quotient of the set of
linear maps
pa1, a2, b, c, dq P HompW1, W0q`2 ` HompV8, W0q ` HompW1, V8q ` HompW0, W1q
satisfying conditions (I), (ND1), (ND2), (µ0), (µ1) by the action (A2) of UpW0q  UpW1q.
We end this subsections remarking that taking a monad in the canonical form (C2) and restricting
to Σ1, that is setting x2  0, does not give you a monad over Σ1 which is in the canonical form
(C1) (it would still give a monad over Σ1, just not in our desired way). This can be rectified by





, 1, p 1 00 1 q
 P AutpU q  AutpVq  AutpWq.
Theorem 2.2.8. The Kobayashi-Hitchin map MIpOP1p1q, r, kq ÝÑ MHpOP1p1q, r, kq is induced
by the inclusion
tpa1, a2, b, c, dq|(I), (ND1), (ND2), (µ0), (µ1)u ãÑ tpa1, a2, b, c, dq|(I), (ND1), (ND2)u. (2.23)
We then just need to show that the former space under the action of GC  GLpW0q GLpW1q
is the same as the latter space under the action of G  UpW0q UpW1q.
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2.2.2 Equivalence of MHpΣ1, l8, r, kq and MHpF, l8, r, kq
We first give some background on moment maps and analytic stability which will be needed for the
proof of the correspondence. Let pX,ωq be a Kähler manifold, and let G be a lie group which acts
on X via a symplectomorphism, that is, for the action of G given by ψgpxq : X ÝÑ X, we have
ψg pωq  ω. Then a moment map is defined to be:
Definition 2.2.9. A moment map for such an action is a map µ : X Ñ g such that:
p1q µ  ψg  Adg  µ
p2q d xµpxq, F y  iF#ω
where Adg is the coadjoint action, F P g, F# is the vector field on X generated by F on X, and
iF#ω is the contraction of ω with F#, or, in short, iF#ωpvq : ωpF#ppq, vq for v P TpX.
Having a moment map will be our tool to connect these two moduli spaces of bundles. To see why,
first we need a few definitions.
We will deal with GC-extensions of the action of G on X. In this case we have the following
definition:
Definition 2.2.10. A point x P X is analytically stable if the GC-orbit of x has a discrete stabilizer
and it contains a point on which µpxq  0.
Here we state the same theorem from Section 1.3 (Theorem 1.3.8), but write it in the current
context.
Theorem 2.2.11. Let Xs be the set of analytically stable points of X with respect to a linearized
GC-action with moment map µ. Then
Xs{GC  Xs X µ1p0q{G
and if the GC-action on Xs is free, the quotient is a smooth manifold.
This is very similar to what we have seen: we have moduli spaces of bundles as described by
quotients of general linear groups and quotients of unitary groups. We just need to figure out what
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are the stable points in our description and what is the vanishing of the moment map. We will
define such a moment map constructively:
We define the space R as
R  HompW1,W0q`2 `HompCr,W0q `HompW1,Crq `HompW0,W1q
and let a generic element be α  pa1, a2, b, c, dq P R. We also have the groups
GC  GLpW0q GLpW1q, G  UpW0q UpW1q
Then g  upW0q  upW1q and gC  EndpW0q  EndpW1q and indeed, gC  g` ig. We define the
spaces
X  tα P R | (I), (ND1), (ND2)u
Xµ  tα P R | (I), (ND1), (ND2), (µ0), (µ1)u
(2.24)
And we recall that
X{GC  MHpOP1p1q, r, kq, Xµ{G  MIpOP1p1q, r, kq (2.25)
So it is looking good so far. Now we need to show X corresponds to analytically stable points
for some linearization of the GC-action and that the conditions (µ0) and (µ1) correspond to the
vanishing of the associated moment map. If we have this, we can immediately appeal to Theorem
2.2.11 and the result is proven.
If we were to take the standard Kähler form on R, then this would not give us what we want.
So instead, we twist the metric a little bit in the following way. We first define a new space
R1  HompW1,W0q`2 `HompCr,W0q ` EndpW1q`2 `HompCr,W1q `HompW1,Crq
and also a map
ρ : RÑ R1 : pa1, a2, b, c, dq ÞÑ pa1, a2, b, da1, da2, db, cq.
This map is slightly artificial, but it will produce a convenient metric. Let L be the trivial complex
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line bundle over R. We lift the GC-action on R to L by letting pg0, g1q act on the fiber as
multiplication by detpg1q{ detpg0q. Thus there is a map given by
pg0, g1q :R C - R C
pα, zq -






We define a hermitian structure on L by utilizing the norm on C and the norm on R1 coming from
the inner product xA,By  trpABq on each of the summands. We then define the Hermitian
structure by its norm:
}pα, ζq}2  |ζ|2e}ρpαq}2
From this, we define the map
Mα : GC - R
g - log




for some 0  ζ P Lα. Explicitly, given pg0, g1q P GC, we have
Mαpg0, g1q  log




















  12}ρpg  αq}2  12}ρpαq}2
Notice that this function is independent of the fiber coordinate, ζ  0. Moreover, this in fact gives a
function on P  GC{G  ig as G acts unitarily. The derivative of this map at the identity element
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in the direction of the Hermitian endomorphisms, ig is
dMαpIdqph0, h1q  trph1q  trph0q   xh0a1  a1h1, a1y   xh0a2  a2h1, a2y   xh0b, by
  xh1da1  da1h1, a1y   xh1da2  da2h1, da2y   xh1db, dby  xch1, cy
 xId, h1y  xId, h0y   xh0a1, a1y  xa1h1, a1y   xh0a2, a2y  xa2h1, a2y
  xh0b, by   xh1da1, da1y  xda1h1, da1y   xh1da2, da2y  xda2h1, da2y
  xh1db, dby  xch1, cy
Now using the cyclic property of trace (trpABCq  trpBCAq, etc.) and the fact that we are using
hermitian endomorphisms, we can collect all the terms with hi and put them at the beginning of
the inner product thusly:
dMαpIdqph0, h1q  xh0, a1a1   a2a2   bb  1y
  xh1, rda1, pda1qs   rda2, pda2qs  a1a1  a2a2   dbpdbq  cc  1y.
This tells us that µpαq  dMαpIdq  0 precisely when a1a1   a2a2   bb 1  0 and rda1, pda1qs  
rda2, pda2qs  a1a1  a2a2   dbpdbq cc  1  0, which correspond exactly to equations (µ0) and
(µ1).
We then define a moment map µ : R ÝÑ g  upW0q  upW1q given by
µppa1, a2, b, c, dqqppF0, F1qq  x iF0 , a1a1   a2a2   bb  1y
  x iF1 , rda1, pda1qs   rda2, pda2qs  a1a1  a2a2   dbpdbq  cc  1y
where pF0, F1q P g  upW0q  upW1q, thus iFi is a Hermitian matrix, for which the moment map
is actually defined.
To ensure this is a moment map, we must check both conditions in Definition 2.2.9. For the first
condition, µppg0, g1q  pa1, a2, b, c, dqq is given by the standard action (A2), and as these bundles are
invariant under this action, we get that
µppa1, a2, b, c, dqq ÞÑ x , g0pa1a1   a2a2   bb  1qg10 y
  x , g1prda1, pda1qs   rda2, pda2qs  a1a1  a2a2   dbpdbq  cc  1qg11 y.
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The other side of the equation involves the coadjoint action. To understand the action, recall that
for GLpn,Cq, the adjoint action is given by
AdgpXq  gXg1
for g P GLpn,Cq and X P glpn,Cq  Endpn,Cq. This implies that
Adg pξq  g1ξg
for ξ P glpn,Cq. In our situation, we are acting by the unitary group, so g  g1. We also have
elements pg0, g1q which act on different spaces. So for us, the action would have g0 conjugate the
W0-piece and g1 would act by conjugation on the W1-piece. That is,
Adpg0,g1qµppa1, a2, b, c, dqq  x , g0pa1a1   a2a2   bb  1qg10 y
  x , g1prda1, pda1qs   rda2, pda2qs  a1a1  a2a2   dbpdbq  cc  1qg11 y
Now we must show the second condition for a moment map, that is, dpxµpαq, F yq  iF#ω. To
calculate this, we replace pa1, a2, b, c, dq with pa1   ta11      , a2   ta12      , b  tb1      , c  tc1  
   , d  td1      q and take the derivative at t  0. Then we can actually just replace each term by
a linear expansion a1 ÞÑ a1   ta11, etc. Doing this, we obtain the derivative evaluated of α1 P TαR:
dpxµpαq, pF0, F1qyq|α1  xiF0, a11a1   a1a11   a12a2   a2, a12   b1b   bb1y
  xiF1, rd1a1, pda1qs   rda11, pda1qs   rda1, pda11qs   rda1, pd1a1qs
  rd1a2, pda2qs   rda12, pda2qs   rda2, pda12qs   rda2, pd1a2qs
 a11 a1  a1a11  a12 a2  a2a12   d1bpdbq   db1pdbq   dbpdb1q   dbpd1bq
 c1c cc1y
(2.26)





 peF0a1etF1 , eF0a2etF1 , etF0b , cetF1 , etF1detF0q |t0
 pF0a1  a1F1 , F0a2  a2F1 , F0b , cF1 , F1d dF0q
Now we must determine what the symplectic form ω is explicitly. Due to the linearization theory,
we get that the Kähler form has a global potential given by iBBp}ρpαq}2q. If we think about a matrix
as just a tuple of coordinates, (say we have 2 x 2 matrices for concreteness) then, for example,
the matrix a1 just represents the point pz1, z2, z3, z4q. This means Bpa1q  pdz1, dz2, dz3, dz4q and
Bpa1q  0. Likewise, Bpa1q  0 and Bpa1q  pdz1, dz3, dz2, dz4q.
Now, }ρpαq}2  trpa1a1q trpa2a2q trpbbq trppda1qda1q trppda2qda2q trppdbqdbq trpccq,
so in particular on the first piece, we have
iBBptrpa1a1qq  i trpBpa1qBpa1qq.
So if we restrict ω to this piece, we get
i trpBpa1qBpa1qqpF0a1  a1F1, a11q  i trppF0a1  a1F1qa11  a11 pF0a1  a1F1qq
 i trpa1F0a11   F1a1a11  a11 F0a1   a11 a1g1q
 i trpF0a11a1q   i trpF0a1a11 q   i trpF1a1a11q   i trpF1a11 a1q
 xiF0 , a11a1y   xiF0 , a1a11 y  xiF1 , a1a11y  xiF1 , a11 a1y
 xiF0 , a11a1   a1a11 y   xiF1 , a1a11  a11 a1y
where we use the fact that Fi are in upWiq, (i.e. are skew-Hermitian) on the second and fourth lines.
This exactly matches the terms in the derivative (2.26). We can repeat this process for each other
the other terms in }ρpαq}2 and we will get exactly the derivative. Thus, µpαq is indeed a moment
map.
We only need one last fact, proven by King:
Lemma 2.2.12. α P R is analytically stable if and only if it satisfies (ND1) and (ND2).
Theorem 2.2.13. There is an isomorphism MIpOP1p1q, r, kq  MHpOP1p1q, r, kq between the
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moduli space of instantons on OP1p1q with rank r, c1  0 and c2  k with the moduli space of
holomorphic bundles on OP1p1q with rank r, c1  0 and c2  k.
Proof. Our objects were given in (2.25). By Lemma 2.2.12, we know the stable points correspond to
the nondegeneracy conditions (ND1), (ND2), and we saw that µ1p0q corresponds to conditions (µ0)
and (µ1). Then by Theorem 2.2.11, we have exactly that MIpOP1p1q, r, kq  MHpOP1p1q, r, kq.
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CHAPTER 3
Extending via Equivariant Methods
3.1 The Relationship Between Holomorphic Bundles on Σ2 and Holomorphic Bundles
on Σ1
The crux of this chapter comes from the fact that Σ1 is a branched double cover of Σ2 (Lemma
(2.1.3)). We would like to extend what we know about bundles and instantons on Σ1 and OP1p1q
to bundles and instantons on Σ2 and OP1p2q. Then first thing to notice is that there is a natural
map
D : MHpΣ2, r, kq ÝÑ MHpΣ1, r, 2kq (3.1)
which is the pullback of the covering map D : Σ1 ÝÑ Σ2 we saw in equation (2.1). We remark that
the rank of the vector bundle remains unchanged under the pullback, as well as the fact that the
first chern class is 0. However, the second chern class doubles. This is due to the fact that on a
surface, if c2pEq  k, then we can think of this as representing k points on your surface. Since Σ1 is
a (branched) double cover of Σ2, then k points on Σ2 generically becomes 2k points on Σ1. One
important feature of the map D is that it naturally gives a 1-equivariant bundle on Σ1.
An equivariant structure of a bundle E is not intrinsic, i.e. a bundle can (a priori) be equivariant
in different ways. Just as with an orientation, for example, being orientable is not the same as
being oriented. The same idea applies for us. Being “equivariant-able” is an intrinsic property, but
the specific equivariant structure is not—a bundle can be equivariant in different way just as you
can orient a manifold in different ways. One first needs to have the following: if there is a group
action G on the manifold X, then there is a map ψg : X ÝÑ X for every g P G. Let E ÝÑ X be a
vector bundle on X. Then an equivariant structure on a vector bundle is a bundle isomorphism
j : TotpEq ÝÑ TotpEq that commutes with the projection onto X and the action on X. That is,
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So our definition of equivariance is just the existence of such a j, but of course, several might
exist. For concreteness, let us look at the group and manifold at hand presently. We have a
Z2  x1y-action on Σ1 of
p1q  pry0 : y1 : y2s, rx0 : x1sq  pry0 : y1 : y2s, rx0 : x1sq . (3.3)
In this case, since the group is generated by a single element and is involutive, we must have that
the map j is involutive as well. Another way to think of equivariance in this case is an isomorphism
E  ipEq. Note that since we have an isomorphism ψ : E ÝÑ ipEq, we have an isomorphism
ψx : Ex ÝÑ ipEqx  Ex. We then get a map ψ̃ : ipEq ÝÑ ipipEqq  E by taking the fiberwise
map to be ψx. In order for this to truly give an equivariant structure, we need ψ ψ̃  Id : E ÝÑ E.
This is the condition coming from the fact that i2  Id. We see that indeed these two descriptions
of equivariance are equivalent by the following: on the fibers, we have
ipEqx  Eix  Ex ψ Ex.
This gives us an isomorphism on E and it commutes with the action of i and the projection E
πÝÑ Σ1:
Let px, vq P Ex, then
i  πpx, vq  ipxq  x
and
π  ψpx, vq  πpx, ψpvqq  x.
Since we also require that E
ψÝÑ ipEq ψ̃ÝÑ ipipEqq is the identity, it exactly gives us (3.2). For
this reason, and the fact that the map ψ̃ comes from the map ψ : E ÝÑ ipEq, we primarily focus
on this condition.
We now wish to show that given a bundle E P MHpΣ2, r, kq, the pullback will be equivariant.
47
By definition,
DpEqx  EDpxq  EDpxq  DpEqx.
thus yielding a canonical isomorphism between the fibers above x and above x, which means it
is natually a 1-equivariant bundle on Σ1. We make a note than in this dissertation, we are only
considering bundles up to isomorphism, so again, there might be another equivariant structure, but
they will be the same up to isomorphism of bundles.
The natural question to ask is, “Does every equivariant bundle E P MHpΣ1, r, 2kq descend to a
bundle on Σ2?” The answer is “no” by appealing to the following theorem:
Theorem 3.1.1 ([9]). Let X be a variety with G-action and let E be a G-equivariant bundle on X.
Then E descends to a vector bundle on X{G if and only if on the fixed locus of the G-action, the
isomorphism Ex  Ex is the trivial one.
This means that being equivariant on Σ1 is not enough. In this situation, the fixed locus is given
by the divisors l8  ty0  0u and E  ty1  y2  0u, so we must also require that the equivariant
structure is the trivial isomorphism along l8 and E. Let us now also recall that we really want to
deal with holomorphic bundles on Σ2 which have a framing over l8.
Recall that a vector bundle E ÝÑ Σ1 is framed along l8 if there is a set isomorphism E|l8  O`rl8 .
Let l18 denote the image of l8 in Σ2, then we can also talk about fixed framing on bundles on Σ2
over l18.
Definition 3.1.2. Define MHpΣ1, l8, r, 2kq1 to be the subspace of MHpΣ1, l8, r, 2kq of 1-
equivariant bundles on Σ1. Further define MH
0pΣ1, l8, r, 2kq1 to be those which have an equivariant
structure which gives the trivial isomorphism on the fixed locus, l8 and E.
We now wish to show an isomorphism MHpΣ2, l18, r, kq  MH0pΣ1, l8, r, 2kq1. Let i be the
involutive map
i : Σ1 ÝÑ Σ1
pry0 : y1 : y2s, rx0 : x1sq ÞÑ pry0 : y1 : y2s, rx0 : x1sq.
Note: Throughout this chapter, we will use the point pry0 : y1 : y2s, rx0 : x1sq to be a generic
point of Σ1 and Σ2 without distinction. It should be clear from context whether the point is an
element of Σ1—that is, satisfying x0y1  x1y2 or is an element of Σ2—satisfying x20y1  x21y2.
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Notice that on Σ1, D  D  i. This then gives us that D  i D and D  D  i. Further
notice that as i1  i, we have i  i. Now let V P MHpΣ1, l8, r, 2kq1. Then we have a natural
action of Z2 on DpV q given by
p1q DpV q  DpipV qq  DpipV qq  DpV q (3.4)
where the last congruence comes from the equivariant structure on V . This gives a natural
automorphism of DpV q. We also get a decomposition of DpV q into invariant and anti-invariant
subspaces. That is, subspaces of DpV q such that i  v  v and i  v  v, respectively.
Proposition 3.1.3. There is an isomorphism
MHpΣ2, l18, r, kq  MH0pΣ1, l8, r, 2kq1
between the moduli space of rank r holomorphic bundles on Σ2 with a fixed trivialization at l
1
8 and
c1  0, c2  k with the moduli space of rank r equivariant holomorphic bundles on Σ1 with a fixed
trivialization at l8 and c1  0, c2  2k and the equivariant structure giving the trivial isomorphism
on the fixed locus.
Proof. We have already seen that given F P MHpΣ2, r, kq, DpF q P MHpΣ1, r, 2kq1. To show it
has the trivial isomorphism on the fixed locus, we observe that if x is on the fixed locus, then
DpF qx  FDpxq  FDpxq  DpF qx  DpF qx
which is the trivial isomorphism. So we have a map MHpΣ2, r, kq ÝÑ MH0pΣ1, r, kq1, we just need
to show it is an isomorphism, and it minds the framings.
First we will show D is injective. Let F1, F2 P MHpΣ2, r, kq and assume DpF1q  DpF2q.
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Then we want to show F1  F2. By the projection formula,
















where ∆  l8YE is the fixed locus. We know from (3.4) that DpDpFiqq has a decomposition into
invariant and anti-invariant pieces. Since we are assuming DpF1q  DpF2q, then the invariant
and anti-invariant pieces of DpDpFiqq must also be the same. This gives F1  F2 as these are
both the invariant pieces.
Now we show that D is surjective. First, by Theorem 3.1.1, we know that every bundle on
MH0pΣ1, r, kq1 descends to a bundle on Σ2. We want to find a bundle F P MHpΣ2, r, kq such that
DpF q  E. We claim this will be constructed using the pushforward. The pushforward tells us
that for U  Σ2,
DpEqpUq : EpD1pUqq.
Let pw, yq be local coordinates on U . Then if px, yq are local coordinates on D1pUq  Σ1, the map
i acts by px, yq ÞÑ px, yq and we get x2  w. (Note, the coordinates x and y do not correspond to
the xi’s and yi’s). Then we have
DpEqpUq : EpD1pUqq
 ΓpE,D1pUqq
 tpf1px, yq, . . . , frpx, yqq | fipx, yq holomorphic for px, yq P D1pUqu
where we have implicitly chosen a frame. We are also ignoring the base point in our definition of
section as it is irrelevant for these purposes; we are really interested in the map into the fiber though
of as a vector space.
We have an action on the space of sections given by the pullback of the involution i. That
is, is  s  i. So a section given by pf1px, yq, . . . , frpx, yqq pulls back to pf1px, yq, . . . , frpx, yqq.
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Since i2 id, we get a decomposition
Ω0pE,Uq  Ω0pE,Uq  ` Ω0pE,Uq
of sections into invariant and anti-invariant pieces. We then see that the invariant part is given by
sections where fipx, yq  fipx, yq, that is, fi is even in x. Therefore, we also get a decomposition of
DpEq into invariant and anti-invariant pieces. We foucs on the invariant ones denoted DpEqpUq .
DpEqpUq   tpf1px, yq, . . . , frpx, yqq P ΓpE,D1pUqq | fipx, yq  fipx, yqu. (3.5)
We claim this gives an element of MHpΣ2, r, kq.
On MHpΣ2, r, kq, c2pEq  2k, which is represented by 2k points. 2k points generically get
mapped to k points on Σ2, so we have c2pDpEqq  k. The first Chern class is zero and stays zero.
Now we need to show that we get a vector bundle on Σ2. We wish to show that DpEq  is a
locally-free OΣ2-module or rank r. We already know this is locally free of rank r by (3.5). The only
thing that remains is to show it is a OΣ2-module. Right now, it is given by functions on Σ1|D1pUq,
not over Σ2. But since we are dealing with holomorphic functions even in x, so they are functions
of x2. Thus we may re-write any function in terms of the local coordinates on U of w and y where
w  x2. So
fipx, yq  fipx2, yq ÞÑ fipw, yq.
Now we have functions on Σ2|U , so we do get a locally free OΣ2-module. Thus, DpEq  P
MHpΣ2, r, kq.
Now we must show that DpDpEq q  E. There is a natural map
DpDpEq q ãÑ DDpEq ÝÑ E
We show that this map is a fiberwise isomorphism and hence an isomorphism. If we look fiberwise,
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we have (away from the fixed locus)
DpDpEq qq  DpEq Dpqq
 tpv1, v2q P Eq  Eq | ipv1q  v2u
 tv1 P Equ
 Eq
So essentially by definition we have an isomorphism away from the fixed locus.
Now let us understand what happens on the fixed locus. To do this, we look near the fixed locus.
Let U  Σ2 which contains a fixed point p, and let V : D1pUq  Σ1. V is a double cover of U .
Section of E are given by r functions after choosing a frame. These are in the variables of V , i.e.
functions in x and y. These correspond to 2n functions on U given by
f1px, yq  g11pw, yq   xg21pw, yq
and since the involution is given by x ÞÑ x, the invariant part is given by g11pw, yq. So over the fixed
locus, we have Ep  Ẽp where the first factor is the fiber corresponding to the invariant functions
and the second factor is the fiber corresponding to the invariant piece. So the map here is then
given by
DpDpEq qp  DpEq Dpqq
 pEp  Ẽpq 
 Ep.
So we have a morphism DpDpEq q ÝÑ E which is a fiberwise isomorphism, hence we get an
isomorphism DpDpEq q  E.
Now we need to take into account the framings. Everything above holds as we are dealing with the
same bundles, just now with framings. First, note that on Σ1, l8 is given by pr0 : y2 : y2s, rx0 : x1sq
whose image is pr0 : y21 : y22s, rx0 : x1sq P l18. These are both isomorphic to P1, so we have
an isomorphism α : O`rl8 ÝÑ O`rl18 . Let E P MH0pΣ1, l8, r, 2kq with a fixed framing given by
β : E|l8 ÝÑ O`rl8 . Now, let F be a holomorphic vector bundle on Σ2 (with rank r, c1  0,
c2  k) such that DpF q  E (ignoring the framing). Then we fix a framing of F over l18 given by
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γ : F |l18 ÝÑ O`rl18 where we choose gamma to be γ  αβ. Symbolically




and we immediately see we get the same framing as we started with. In fact, since we showed
DpDpEq q  E, and we know Dpl8q  l18, then γ  α1β is induced from the pushforward of
E.
We would like to continue this logic following the diagram:




 - MI0pOP1p1q, 2, 2q1
(3.6)
where we use the superscript “1” to denote equivariance (with respect to the appropriate 1-action)
and the superscript “0” to denote the equivariant structure must be the trivial isomorphism above
the fixed locus for the given manifold. We will be more specific about each of these spaces as we get
to them.
3.2 The Relationship Between Holomorphic Bundles on Σ1 and Holomorphic Bundles
on F
We now shift our attention to the next link in the chain—showing MH0pΣ1, l8, r, 2kq1 
MH0pF, r, 2kq1. Here, by MH0pF, r, 2kq1, we mean analogously as we did over Σ1, that is, we are
looking for equivariant holomorphic bundles in MHpF, r, 2kq that have the trivial isomorphism over
the fixed locus on F. We first start with just looking at the condition that the bundle is equivariant,
and then will later add in that the equivariant structure has the trivial identity over the fixed locus.
As mentioned above, if E P MHpΣ1, l8, r, 2kq is equivariant, then we must have that E  ipEq.
We further know that E is given by the following monad
0 - U A- V B- W - 0
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y1  da1y0 0
a2y0 x0




 y2 a2y0 y1 a1y0 by0
dx0 x0 dx1 x1 0

(C1)
where pry0 : y1 : y2s, rx0 : x1sq P Σ1 and pa1, a2, b, c, dq satisfy conditions (I), (ND1) and (ND2) (See
subsection 2.2).
Definition 3.2.1. Given generic monads M : U ÝÑ V ÝÑW and M 1 : U 1 ÝÑ V 1 ÝÑW 1, then we
define a morphism from M to M 1 by a triple of morphisms pφ, ψ, χq making the following diagram
commute:
0 - U A- V B- W - 0










Note that an isomorphism of monads would mean there exists a morphism f : M ÝÑM 1 and
a morphism g : M 1 ÝÑ M such that f  g  idM 1 and g  f  idM . Concretely, we only need to
require that φ P AutpUq, ψ P AutpVq and χ P AutpWq, and of course that the diagram commutes.
Lemma 3.2.2. Let M : U ÝÑ V ÝÑW be a monad defining a vector bundle E and suppose that
Ext1pW,Vq  Ext1pV,Uq  Ext2pW,Uq  0,
and let another monad M 1 : U ÝÑ V ÝÑ W defines a vector bundle E1. Then E and E1 are
isomorphic as bundles if and only if M and M 1 are isomorphic as monads.
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Proof. These spaces are the same via the following:
Ext1pW,Vq  H1pΣ1,W b Vq
 H1pΣ1, pW 0 bOΣ1p1, 0q `W 1 bOΣ1p0,1qq bO`4k rΣ1 q
W 0 bH1pΣ1,O`4k 4Σ1 p1, 0qq `W 1 bH1pΣ1,O`4k rΣ1 p0,1qq
W 0 bH1pΣ1,OΣ1p1, 0qq`4k r `W 1 bH1pΣ1,OΣ1p0,1qq`4k r
We know the spaces H1pΣ1,OΣ1p1, 0qq and H1pΣ1,OΣ1p0,1qq are zero from equation (2.14),
thus the whole thing equals zero. We can apply the same logic to show Ext1pV,Uq  0. For
Ext2pW,Uq  H2pΣ1,W b Uq, we do the same procedure, but end up with
H2pΣ1,W b Uq W 0 bW1 bH2pΣ1,OΣ1p2, 0qq `W 1 bW1 bH2pΣ1,OΣ1p1,1qq
 `W 0 bW0 bH2pΣ1,OΣ1p1,1qq `W 1 bW1 bH2pΣ1,OΣ1p0,2qq
And the spaces H2pΣ1,OΣ1p1,1qq, H2pΣ1,OΣ1p2, 0qq and H2pΣ1,OΣ1p0,2qq are all zero by
(2.13).
Remark 3.2.3. We will also use this for finding equivariant bundles on F. The proof for bundles
over F is exactly the same in spirit as above and only differs slightly in application. A proof can be
found in [3].
Now, relating this back to equivariance, we must have that E  ipEq as a necessary condition.
To complete the defintion of equivariance we also need that the map ψ : E ÝÑ ipEq composed with
ψ̃ is the identity. But as this map is induced from ψ, the key is really the isomorphism E ÝÑ ipEq,
so let us first focus on the condition. Over a point x, we have
Ex  kerpBxq{ ImpAxq
Which gives
ipEqx  Eipxq  Ex  kerpBxq{ ImpAxq.
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Thus we get that ipEq is given by the monad




- W - 0




y1  da1y0 0
a2y0 x0




 y2 a2y0 y1 a1y0 by0
dx0 x0 dx1 x1 0

and, of course, pa1, a2, b, c, dq satisfy conditions (I), (ND1) and (ND2). We will also write ipEq as
E1 to be consistent and less notationally heavy.
Our goal now is to find pφ, ψ, χq such that E and E1 are isomorphic. We wish to look at bundles
in MHpΣ1, l8, r, 2kq. The question at hand is, “What conditions must a1, a2, b, c, d satisfy such
that E  E1?” We need to find pφ, ψ, χq for which the following commutes

































where xSEy  H0pOΣ1p1,1qq. More concretely, SE   y1x1   y2x0 . Then we require A  ψ1A1φ
and B1  χBψ1 and we will have E  E1. Again, note that φi, χi and bij are matrices, so do not
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necessarily commute. We find conditions on pa1, a2, b, c, dq by plugging it in to Mathematica, making
countless mistakes, and a brute-force calculation for every entry of A  ψ1A1φ and B  χBψ1 to
get the following forms and conditions:




φ10 b SE φ0
, ψ 

φ0 φ10 0 0 0
0 φ1 0 0 0
0 0 φ0 φ10 0
0 0 0 φ1 0
0 0 0 0 b55

, and χ 




χ1d  dφ0 (3.8)
φ1d  dχ0 (3.9)
aiφ1  χ0ai (3.10)
dφ10  φ1   χ1 (3.11)
φ10d  φ0   χ0 (3.12)
χ10  φ10 (3.13)
bb55  χ10 b (3.14)
b55c  cφ11 (3.15)
Proof. We calculate ψ1A1φ and χBψ1 and find what conditions must be satisfied for these to
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equal A and B1 respectively. This initially gives the equations:
φ0ai  aiφ1  φ10dai  0 (3.16)
χ0φ
1
0 φ10   χ10dφ10 φ10  χ10 (3.17)
daiφ1  φ1dai (3.18)
χ1d  dφ0 (3.19)
χ0ai  aiφ1 (3.20)
dφ10  φ1   χ1 (3.21)
χ10d  φ0  χ0 (3.22)
bb55  χ10 b (3.23)
b55c  cφ11 (3.24)
Plugging in (3.22) into (3.17) tells us that χ10  φ10. Thus (3.22) in turn becomes
φ10d  φ0   χ0. (3.25)
Applying d on the right of (3.21) and d on the left of (3.25) yields
dφ10d  φ1d  χ1d  dφ0   dχ0
and substituting in (3.19) tells us that
φ1d  dχ0
Additionally, now having an expression for φ10d, we can plug it in to (3.16) and see that it is always
true. The last condition we have not dealt with is (3.18). This is also always true as
daiφ1  dχ0ai  φ1dai.
Thus we end up with the conditions in the statement of the proposition.
Let us now mimic the above arguments to find conditions on equivariant bundles on F. First we
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recall the action of x1y on F—since Σ1 sits inside F, we should be able to extend the 1-action to
F. Indeed, we see that it can be extended by
p1q  pry0 : y1 : y2s, rx0 : x1 : x2sq  pry0 : y1 : y2s, rx0 : x1 : x2sq . (3.26)
We recall that over F, we have the monad
0 - UF
AF- VF
BF- WF - 0,
where every piece UF, VF, WF, AF, BF is slightly different than over Σ1 (see subsection 2.2.1). In
particular, we have different bundle automorphism groups:





ψ P AutpVq  GLpV q





Notice that the terms φ10 and χ10 do not exist here. We also recall what AF and BF look like
AF 

dy1   a1y0 x1
y1  da1y0 a2x2
dy2   a2y0 x0




 y2 a2y0 y1 a1y0 by0
dx0   a1x2 x0  pda1qx2 dx1   a2x2 x1  pda2qx2 cx2

Just as on Σ1, we need the following diagram to commute:
0 - UF
AF- VF
















φ0 0 0 0 0
0 φ1 0 0 0
0 0 φ0 0 0
0 0 0 φ1 0







φ0ai  aiφ1 (1)
φ1a

i  ai φ0 (11)
dφ0  φ1d (2)
φ0d
  dφ1 (21)
bb55  φ10 b (3)
b55b
  bφ10 (31)
b55c  cφ11 (4)
cb55  φ11 c (41)
Proof. The proof here is the obtained by the same method as in Proposition (3.2.4)—checking entry
by entry, making lots of mistakes, starting over, and eventually getting these conditions after some
substitutions.
We immediately see that the conditions for a vector bundle over F to be isomorphic to the
pullback by i is very similar to that over Σ1. One main difference is that over F, there are no terms
φ10 nor χ10. For a monad given by pai, b, c, dq to yield an equivariant vector bundle over Σ1, you
need to be able to find φi, χi, φ10 and χ10 which satisfy (3.8) - (3.15). In general, there could be
multiple choices for these maps. In order to clean up the conditions, to make it look similar to the
conditions on F, and also for future convenience, we make the following claim:
Claim 3.2.6. If pai, b, c, dq give an equivariant vector bundle, then without loss of generality, we
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may choose φ10  χ10  0.
Proof. Let pai, b, c, dq give an equivariant bundle. That is, conditions (I), (ND1) and (ND2) are
satisfied, and there exists φ0, φ1, χ0, χ1, φ10, and χ10 which satisfy (3.8) - (3.15). We now choose













χ0 0 0 0 0
0 φ1 0 0 0
0 0 χ0 0 0
0 0 0 φ1 0
0 0 0 0 b55





We now must show that this different equivariant structure also results in (3.7) being commutative,
that is, we must show that ψ̃1A1φ̃  A and χ̃Bψ̃1  B1. We get
ψ̃1A1φ̃ 

χ10 a1φ1y0 χ10 χ0x1
φ11 φ1y1   φ11 da1φ1y0 0
χ10 a2φ1y0 χ10 χ0x0






 χ0χ10 y2 χ0a2φ11 y0 χ0χ10 y1 χ0a1φ11 y0 χ0by0
φ1dχ10 x0 φ1φ11 x0 φ1dχ10 x1 φ1φ11 x1 0

If these are to equal A and B1 respectively, then we get the following conditions (in order, except
for the trivial ones):
χ10 a1φ1  a1
φ11 da1φ1  da1
χ10 a2φ1  a2











And we see these are satisfied due to equations (3.8) - (3.11).
Consequently, all we really need to do is specify a φ0 and a φ1, since χi  φi. We then set
χ0 : φ0 and χ1 : φ1, which of course is true if φ10  χ10  0. Looking at equations (3.11)
and (3.12), we could have a situation where χi  φi, but φ10 (and hence also χ10q are not zero.
You would only need to require that dφ10  φ10d  0. Though in this case, since φ10 and χ10
only appear in those equations and in the equation φ10  χ10, you can again say without loss of
generality, that φ10  χ10  0.
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In light of this, we can also change the equivariant conditions (3.8)- (3.15) to the simpler forms:
φ1d  dφ0 (3.27)
aiφ1  φ0ai (3.28)
bb55  φ10 b (3.29)
b55c  cφ11 (3.30)
A specific choice of φi and b55 which satisfy the conditions (3.27)-(3.30) will give the specific
equivariant structure.
Now this gives us almost an equivariant structure, but we need the condition that E ÝÑ
ipEq ÝÑ ipipEqq  E is the identity. Before we discuss this, let us investigate what it means
for the equivariance to give the trivial isomorphism on the fixed locus. On Σ1, we want structures
such that we get the trivial isomorphism above l8 and the divisor E. To figure out when these
trivial isomorphism conditions are met, we must understand how the maps φ, ψ and χ relate to the
equivariant structure Ex  E1x.
Recall that if V is a vector space, and Wi  V , that T P HompV, V q induces a map from
V {W1 ÝÑ V {W2 if and only if T pW1q W2.
Lemma 3.2.7. Given an equivariant bundle E, and a choice of φ, ψ and χ as in Proposition
3.2.4, then the precise equivariant structure is given by the map ψ. That is, ψ is an isomorphism
Ex ÝÑ E1x for all x P Σ1.
Proof. Since Ex  kerpBxq{ ImpAxq, we need to show that ψpImpAxqq  ImpA1xq for all x P Σ1.
Since diagram (3.7) is commutative, and φ and ψ are isomorphisms, we have that A1x  ψAxφ1. If
we apply all of Ux to both sides, we get
ImpA1xq  A1xpUxq  ψAxφ1pUxq  ψAxpUxq  ψpImpAxqq.
So not only do we have ψpImpAxqq  ImpA1xq, but in fact, they are equal. We must also show
ψ : kerpBq ÝÑ kerpB1q. This also follows from (3.7) which gives χB  B1ψ. If v P kerpBq, then we
have
0  χBpvq  B1ψpvq
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which means ψpvq P kerB1.
We would like to say that MH0pΣ1, l8, 2, 2q1  MH0pF, 2, 2q1. Recall that the map giving the
isomorphism of MHpF, r, kq  MHpΣ1, l8, r, kq (that is, MIpOP1p1q, r, kq  MHpOP1p1q, r, kq) is
given by the inclusion
tpa1, a2, b, c, dq | (I), (ND1), (ND2), (µ0), (µ1)u ãÑ tpa1, a2, b, c, dq | (I), (ND1), (ND2)u
(See Theorem 2.2.8). We saw in Section 2.2.2 that the non-degeneracy conditions (ND1) and (ND2)
corresponded to the stable points and the two conditions (µ0) and (µ1) corresponded to the vanishing
on the moment map. In particular note that the condition (I) had no bearing on either of these. It
just further restricts the space on which you are looking. In the same way, we can add equivariant
conditions and it will not affect the isomorphism. We define a new condition:
Definition 3.2.8. Let the condition (Eq F) represent the elements in MHpF, r, 2kq such that there
exists φ0 and φ1 which satisfy the equivariant conditions given in Proposition 3.2.5. Let (Eq
Σ1) represent the elements in MHpΣ1, l8r, 2kq such that there exists φ0 and φ1 which satisfy the
equivarint conditions (3.27) - (3.30).
Lemma 3.2.9. The space of equivariant bundles on F injects into the space of equivariant bundles
on Σ1. That is,
tpa1, a2, b, c, dq | (I), (ND1), (ND2), (µ0), (µ1), (Eq F)u ãÑ tpa1, a2, b, c, dq | (I), (ND1), (ND2), (Eq Σ1)u
Proof. We have the data φ0, φ1, b55, a1, a2, b, c, d which satisfies (1) - (4
1), and therefore gives an
element of MH0pF, r, 2kq1. By observation, the equations (1), (2), (3) and (4) correspond exactly
to (3.27), (3.28), (3.29) and (3.30).
Now that we know how the monad describes the equivariant structure, we need to incorporate
the trivial isomorphisms on the fixed locus. On Σ1, we must have that above l8

E, we need ψ to
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 y2 0 y1 0 0
dx0 x0 dx1 x1 0

















where the 1 is in the jth entry of the bottom r  1-matrix. Then the vectors tv1, v2, . . . , vru are in
the kernel of B8 and not in the image of A8. Since the rank of E is r, we must have a basis of E8
is given by
trv1s, rv2s, . . . , rvrsu,
which are the equivalence classes of the vectors vj in kerpB8q{ ImpA8q. Then to give the trivial
isomorphism on l8, we must have rψpvjqs  rvjs. That is, we must have ψpvjq vj P ImpA8q. Since
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most of vj is 0, in particular, ψpvjq is determined by b55 of the last r entries of vj , denoted vrj . Let
















If this (or really, the column vector of this plus 4k zeros above this) is to be in ImpA8q, then it
must be the zero vector which yields bik  δik. So everything is zero except for bjj  1. This then
gives b55  id.
Lemma 3.2.10. E ÝÑ Σ1 is equivariant with trivial isomorphism above l8 if and only if b55  id.
The next thing to do is to look at the fixed loci of Σ1 and F and see how equivariant structures




E  tpr0 : y1 : y2s, rx0 : x1squ
¤
tpr1 : 0 : 0s, rx0 : x1squ
and on F, we have the fixed locus
F1  tpr0 : y1 : y2s, rx0 : x1 : 0squ
¤
tpr1 : 0 : 0s, rx0 : x1 : 0squ
¤
tpr0 : y1 : y2s, r0 : 0 : 1squ .
Let us label the pieces of F1 by F1, F2 and F3 respectively. We see that F1 is the extension of l8
and F2 is the extension of the divisor E on Σ1. The third fixed point is disjoint from Σ1 as it has
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 y2 0 y1 0 0
dx0 x0 dx1 x1 0

By the same process as described on Σ1, we again get that b55  id.
Comparing the monad over F restricted to F2, and the monad over Σ1 restricted to the divisor


















 0 a2 0 a1 b
dx0 x0 dx1 x1 0
 B|E 
 0 a2 0 a1 b
dx0 x0 dx1 x1 0
.
So we see that the bundle over F restricted to F2 is the same as the bundle over Σ1 restricted to the
divisor E. From Lemma 3.2.9, we know that the ψ in Proposition 3.2.5 is the same ψ in Proposition
3.2.4 because Claim 3.2.6 says we may take φ10  0. ψ is what gives the equivariant structure, so if
ψ is the trivial isomorphism over F2 on F it must be trivial over the divisor E on Σ1.
Now we only have the case F3. It turns out that:
Lemma 3.2.11. An element F P MHpF, r, 2kq1 is trivial on the fixed locus F2 if and only if it is
trivial on the fixed locus F3.
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Proof. We address this in Section 3.3 where it is more fitting. The proof is Corollary 3.3.6.
Now we finally get to finalizing equivariance by adding the condition that ψ  ψ̃  Id. The
equivariance is indeed given by the map ψ as mentioned in Lemma 3.2.7. Notice that ψ is comprised
of just two matrices φ0 P GLpW0q and φ1 P GLpW1q (and the identity), so in particular, the do
not depend on the point of application. This means that ψx : Ex ÝÑ ipEqx is the same for all x
and is just ψ. In particular, this means that ψx  ψ as well, so we are really just looking for the
condition that ψ2  Id. However, this does not mean that φ2i  Id as ψ is acting on a quotient space.
Certainly, that would be a sufficient condition, but is not necessary. An example of this comes by
way of finding the conditions for the trivial isomorphism over l8 and F1. ψ was the equivariant
structure, and we required it to be the identity, but that did not mean all of the diagonal entries
had to be the identity.
Now, since ψ is the same on F as it is on Σ1, if we have ψ2  Id on F, then we also have it on
F|Σ1 . We note that F restricted to Σ1 px2  0q is a not given by maps A and B in canonical form
(C1), but it is isomorphic to it via a bundle automorphism, so without loss of generality, we do get
that on the restriction ψ2  Id|Σ1 .
We now see then we have the injection
tpa1, a2, b, c, dq | (I), (ND1), (ND2), (µ0), (µ1), pEq Fq, pF1q, pF2qu ãÑ
tpa1, a2, b, c, dq | (I), (ND1), (ND2), pEq Σ1q, pl8q, pEqu
(3.31)
where the conditions pFiq, pl8q and pEq mean the equivariant bundles have the trivial isomorphism
over those divisors. This is true because F1 and F2 are natural extensions of l8 and E, so if a
bundle over F is trivial on F1 and F2, then it will also be trivial on the restriction to Σ1.
This injection is valid, but we need to make sure that it minds the group actions. We are always
working up to isomorphism of bundles, so we need to make sure that if pa1, a2, b, c, dq gives a bundle
on F, and it satisfies (I), (ND1), (ND2), (µ0), (µ1), pEq Fq, pF1q, pF2q, that g  pa1, a2, b, c, dq also
satisfies those conditions. Well, we already knew it satisfies (I), (ND1), (ND2), (µ0), (µ1), so what
we really want to know is how the equivariant structure changes under the group action.
We observe that the group action of either GLpW0q GLpW1q or UpW0q UpW1q (which is just
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the restriction of the GL-action) acts on the equivariant structure via
pg0, g1q  φi  giφig1i .
We recall the domains and codomains of the information pai, b, c, dq
ai :W1 ÝÑW0 b :V8 ÝÑW0
d :W0 ÝÑW1 c :W1 ÝÑ V8
and that the action of G on pai, b, c, dq is given by
pg0, g1q  ai  g0aig11 pg0, g1q  b  g0b
pg0, g1q  d  g1dg10 pg0, g1q  c  cg11 .
We also see that the action on their -counterparts is given by:
pg0, g1q  ai  g1ai g10
pg0, g1q  b  bg10
pg0, g1q  c  g1c
pg0, g1q  d  g0dg11
Then a straight-forward calculation by plugging in these new values of ai, b, c, d, as well as the new
equivariant structure φi shows that equations (1)-(4
1) are G-invariant.
Now we must show that the G-action preserves the triviality condition on the fixed locus. We
may interpret the G-action on the φi as a change of basis formula, changing bases for W0 and Wi.
So we see that for ai and d, the action is a change of base action as well. It does not immediately
appear as such for b and c, but remember that V8 has a fixed trivialization, so we do not want to
change the basis on that space. We only change the bases on W0 and W1, which is exacly what g0b
and cg11 give us.
The group action then is nothing more than a change of basis formula for the spaces W0 and
W1. Therefore, since the equivariant structure is acted upon as well as the vector bundle, then the
triviality of the equivariant structure over the fixed locus is preserved under the group action. With
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this in mind, we have that all of the monad conditions, (I), (ND1), (ND2), (and (µ0) and (µ1) on
F) are preserved under the group action, as well as the equivariant conditions—pEq Σ1q, pl8q and
pEq on Σ1 and pEq Fq, pF1q and pF2q on F.
Proposition 3.2.12. The natural inclusion given in (3.31) gives an isomorphism
MH0pΣ1, l8, r, 2kq1  MH0pF, l8, r, 2kq1.
of the moduli spaces of rank r equivariant bundles on Σ1 with trivial isomorphism on the fixed
locus and c1  0, c2  2k with the moduli spaces of rank r equivariant bundles on F with trivial
isomorphism on the fixed locus with and c1  0, c2  2k.
Proof. From Theorem 2.2.8, we know that the map MHpF, r, 2kq ÝÑ MHpΣ1, l8, r, 2kq is given by
the inclusion
tα P R | (I), (ND1), (ND2), (µ0), (µ1)u ãÑ tα P R | (I), (ND1), (ND2)u. (3.32)
That is, given a point pa1, a2, b, c, dq P Xµ, its orbit meets exactly one orbit of pa1, a2, b, c, dq P X.
We are just restricting both sides further. Given data
pa1, a2, b, c, dq P X1µ  tα P R | (I), (ND1), (ND2), (µ0), (µ1), pEq Fq, pF1q, pF2q, pF3qu,
then the orbit of a point will also satisfy this data. Restricting any point of this orbit will give an
element of
tα P R | (I), (ND1), (ND2), pEq Σ1q, pl8q, pEqu
thus we have shown injectivity. To show surjectivity, assume that pa1, a2, b, c, dq gives an equivariant
holomorphic bundle on Σ1. Then this point (and orbit) comes from the same data that gives a
bundle on F. We wish to show this data admits an equivariant structure on F. If we restrict to
Σ1  F, then we see that we can put an equivariant structure over these points. That is, there is an
isomorphism
ψF |Σ1 : F |Σ1 ÝÑ ipF |Σ1q.
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We wish to extend this to all of F. Recall that πZ is an isomorphism between Σ1zl8 and P2zt8u,
and therefore Σ1 meets the fibers of πZ is exactly one point away from t8u. Further recall that
F P MHpF, l8, r, 2kq is trivial on the fibers of πZ , so we may extend the equivariant structure on F |Σ1
to all of F fiberwise. So in fact the data pa1, a2, b, c, dq which gives an equivariant structure on Σ1
comes from data pa1, a2, b, c, dq which gives equivariant data on F. Hence it we have surjectivity.
3.3 The Relationship Between Holomorphic Bundles on F and Instantons on P2
We must now start to look at the instanton-side of things. We start by bridging the gap between
holomorphic bundles and instantons by proving
MH0pF, l8, r, 2kq1  MIpP2,8, r, 2k, “equivariant”q
Where we now say what we mean by ‘equivariant’.
Definition 3.3.1. An instanton pE,∇q P MIpP2,8, r, 2kq is equivariant if E  ipEq with E ÝÑ
ipEq ÝÑ ipipEqq  E the identity and ∇ is gauge-equivalent to ip∇q. We denote the space of
equivariant instantons by MIpP2,8, r, 2kq1, and the space of equivariant instantons with trivial
isomorphism on the fixed locus by MI0pP2,8, r, 2kq1.
This definition inuititvely makes sense as equivariance is supposed to show equivalence between
objects and i of those objects. The correct notion of equivalence for vector bundles is isomorphism
and the correct notion of equivalence for connections is gauge-equivalence.
We will focus on the bundle-side of things first. Recall from Chapter 2 the map
OP1p1q - P2
pr1 : y1 : y2s, rx0 : x1sq -
$''&''%
r}~y}2 : y1 : y2s if ~y  0
r0 : x0 : x1s if ~y  0
and notice that P2 inherits a 1-action from the 1-action on OP1p1q  Σ1 given by
p1q  rz0 : z1 : z2s  rz0 : z1 : z2s.
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We recall that the twistor map πZ : F ÝÑ P2 is given by
πz : F ÝÑ P2
prys, rxsq ÞÑ rysK X kerpxq.
Explicitly, the image of pry0 : y1 : y2s, rx0 : x1 : x2sq is the point rz0 : z1 : z2s such that
z0y0   z1y1   z2y2  0 and x0z1  x1z2  x2z0  0.
One important property of this map is that it commutes with the 1-action:
Lemma 3.3.2. The map πZ is equivariant with respect to the 1-action. That is,
p1q  πZppry0 : y1 : y2s, rx0 : x1 : x2sqq  πZpp1q  pry0 : y1 : y2s, rx0 : x1 : x2sqq
 πZppry0 : y1 : y2s, rx0 : x1 : x2sqq
Proof. By calculation,
πZ ppry0 : y1 : y2s, rx0 : x1 : x2sqq  rz0 : z1 : z2s (3.33)
such that
z0y0   z1y1   z2y2  0 and x0z1  x1z2  x2z0  0.
We also have
πZppry0 : y1 : y2s, rx0 : x1 : x2sqq  rz10 : z11 : z12s
such that
z10y0  z11y1  z12y2  0 and x0z11  x1z12   x2z10  0.
and we observe that these two agree if we set z10  z0, z11  z1 and z12  z2. Thus if rz0 : z1 : z2s P
π1z pptq, then rz0 : z1 : z2s P π1z pp1q  ptq. But rz0 : z1 : z2s  rz0 : z1 : z2s  p1q  rz0 : z1 :
z2s. So we have
p1q  πZpptq  πZpp1q  ptq.
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Lemma 3.3.3. Under the Ward correspondence, MIpP2,8, r, 2kq ÝÑ MHpF, r, 2kq, equivariant
bundles on P2 get mapped to equivariant (complex) bundles on F.
Proof. Given a bundle E ÝÑ P2, the corresponding complex bundle on F is given by πZpEq. Let
p P F be any point. Then, if E is equivariant,
πZpEqp  EπZppq
equivariance on P2 EπZppq  EπZppq  πZpEqp.
So not only is the bundle equivariant, but it inherits its equivariant structure directly from that on
E. Also note that since the equivariant structure on P2 is smooth, it is smooth over F as well.
Now, we must go the other direction. The fixed locus on P2 is r1 : 0 : 0sr0 : z1 : z2s.
Additionally, recall that the fixed locus on F is given by
tpr0 : y1 : y2s, rx0 : x1 : 0squ (F1)
tpr1 : 0 : 0s, rx0 : x1 : 0squ (F2)
tpr0 : y1 : y2s, r0 : 0 : 1squ (F3)
We saw that (F1) is just the extension of the divisor of l8  Σ1 and (F2) is the extension of the
divisor E  Σ1 but (F3) does not intersect Σ1. We also remark that the twistor map takes fixed
points on F to fixed points on P2. Indeed,
πZpF1q  πZppr0 : y1 : y2s, rx0 : x1 : 0sqq  r1 : 0 : 0s
πZpF2q  πZppr1 : 0 : 0s, rx0 : x1 : 0sqq  r0 : x1 : x0s
πZpF3q  πZppr0 : y1 : y2s, r0 : 0 : 1sqq  r0 : y2 : y1s.
(3.34)
We also notice that the fixed locus (F1) maps down to the point t8u which is what we would expect
since that fixed locus corresponds to l8.
Lemma 3.3.4. If E is an equivariant bundle on P2 with trivial isomorphism on the fixed locus,
then the bundle πZpEq will also be equivariant with trivial isomorphism on the fixed locus.
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Proof. Let p be a fixed point of F, then since πZppq is a fixed point of P2. Then we have
πZpEqp  EπZppq
trivial EπZppq  EπZppq  πZpEqp. (3.35)
Corollary 3.3.5. There is a one-to-one correspondence between equivariant bundles with trivial
isomorphisms on the fixed locus on P2 and equivariant bundles with trivial isomorphisms on the
fixed locus on F.
Proof. We saw one direction above. Now assume that F is an equivariant bundle on F with trivial
isomorphism on the fixed locus. We know F is the pullback of some bundle E on P2. The equivariant
structure gives us that for any p P F,
πZpEqp  πZpEqp.
The left-hand-side gives πZpEqp  EπZppq while the right-hand-side gives πZpEqp  EπZppq 
EπZppq. Since πZ is surjective, for any q P P2, we can find a p P F such that πZppq  q. Therefore,
we have Eq  Eq for all q P P2. In particular, if p is any fixed point, then in fact Er trivial Er
where r  r is the image of p which spans all the fixed points of P2 by (3.34).
Corollary 3.3.6. An equivariant bundle F P MHpF, r, 2kq1 has the trivial isomorphism on F2 if
and only if it has the trivial isomorphism on F3.
Proof. Let F be equivariant with trivial isomorphism over F2. Given a point p2 P F2, we can find a
point p3 P F3 such that πZpp2q  πZpp3q. Since this is the case, and every holomorphic bundle F
comes from the pullback of a bundle E on P2,
πZpEqp3  EπZpp3q  EπZpp2q
trivial EπZpp2q  EπZpp3q  πZpEqp3
so we again have the trivial isomorphism over F3. For the other direction, just interchange the roles
of p2 and p3.
Corollary 3.3.5 shows us how to transfer bundle information between P2 and F. The equivariant
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structure comes along for the ride, and in fact, the equivariant structure on a bundle over F comes
from that on P2 and vice versa. There is one caveat remaining, which is that the bundle πpEq is only
equivariant as a complex bundle. We must also show that it is indeed an equivariant holomorphic
bundle.
So far, we have been really just thinking of F as a complex bundle over F. This has not been
for nothing, but a complex bundle is only part of a holomorphic bundle. To attach a holomorphic
structure, we just need to find a C-linear operator B : Ω0pF q ÝÑ Ω0,1pF q such that B2  0 and
satisfies the Leibniz condition. As we talked about in Section 1.2, this holomorphic structure is
given by
B : πZp∇q0,1
where pE,∇q P MH0pP2,8, r, 2kq1.
So we think of the elements of MH0pF, r, 2kq1 as a pair pF, Bq where F is a complex bundle and
B is the operate with the properties just mentioned. Then an equivariant holomorphic bundle is a
pair pF, Bq such that F is an equivariant complex bundle and ipBq is gauge-equivalent to B. The
latter condition means that, which a choice of frame, ψFBψ1F  ipBq. Where ψF is the equivariant
structure on F. That is,
ψF : F
ÝÑ ipF q
for a bundle F on F. Conjugating by ψF allows us to use the same frame from both ψFBψ1F and
ipBq as B is defined on F , but ipBq is defined on ipF q.
We saw in Corollary 3.3.5 that if E is equivariant on P2 with trivial isomorphism on the fixed
locus on P2, then F : πZpEq is equivariant (as a complex bundle) and that it has the trivial
isomorphism over the fixed locus on F. Now we need to show that F is equivariant as a holomorphic
bundle. This means we must show that, after picking a local frame,
ψF π

Zp∇q0,1 ψ1F  ipπZp∇q0,1q.
We also saw in Corollary 3.3.5 that the equivariant structure on F ÝÑ F comes from the
equivariant structure E ÝÑ P2. In particular, if ψP2 is the equivariant structure on P2, and let
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πZppq  q, then we have
ψP2,q : Eq ÝÑ Eq
which induces a map
πZψP2,p : Fp  πZpEqp  Eq ÝÑ EqπZpEqp  Fp.
So the equivariant strucuture on P2 pulls back to give the equivariant structure on F.
We also saw in Lemma 3.3.2 that πZ  i  i  πZ , thus πZ  i  i  πZ . And since pE,∇q is
equivariant, we know ψP2∇ψ
1
P2
 ip∇q. If we pullback this equation, we have
πZpψP2∇ψ1P2 q  π

Zpip∇qq
Now, the left-hand-side becomes
πZpψP2qπZp∇qπZpψ1P2 q  ψFπ

Zp∇qψ1F .




so then we just take the p0, 1q-part of the connection (which is B) to show that we have equivariance
with the holomorphic structure. We can also pull the p0, 1q-part out of i because i is a holomorphic
map, so preserves bidegree.
Now we must go the other direction and describe the map MH0pF, r, 2kq1 ÝÑ MI0pP2,8, r, 2kq1.
Let pF, Bq P MI0pP2,8, r, 2kq1, so it is, in particular, equivariant. Since F is equivariant, it must
have come from an equivariant bundle E on P2. Now we just need to show that it in fact came
from an equivariant instanton. We know that we have the holomorphic structure B which comes
from a unique connection ∇, that is, B  πZp∇q0,1. We also know that this holomorphic structure
is equivariant, that is, locally, with a specified frame,
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πZp∇q0,1  B  ψ1F ipBq0,1ψF  ψ1F ipπZp∇qq0,1ψF  ψ1F πZpip∇qq0,1ψF  πZpψ1P2 i
p∇qψP2q0,1
We have then found two connections, ∇ and ψ1
P2
ip∇qψP2 which give B. Now again, this
connection is unique, so there is only one connection which means since they both pull back to the





thus, the connection ∇ on P2 is equivariant. Since the maps in either direction are a special case of
the Ward-correspondence, everything must be unique and hence we have an isomorphism.
Proposition 3.3.7. There is a one-to-one correspondence
MH0pF, l8, r, 2kq1  MH0pP2,8, r, 2kq1
between the moduli space of equivariant holomorphic bundles on F with trivial isomorphism on the
fixed locus of F, and the moduli space of equivariant instantons on P2 with trivial isomorphism on
the fixed locus over P2.
3.4 The Relationship Between Instantons on P2 and Instantons on OP1p1q
Now we move one step further down the chain (3.6) and wish to prove an isomorphism
MI0pP2,8, r, 2kq1  MI0pOp1q, r, 2kq1 where the latter space carries the same conditions as the
former—that is, it consists of instantons pE,∇q such that E is equivariant with the trivial isomor-
phism on the fixed locus of Op1q, and the connection ∇ again satisfies the condition ip∇q  ∇. As
mentioned in Section 2.1, the map g: Op1q ÝÑ P2 is a (conformal) isometry onto its image, which
is P2ztr1 : 0 : 0su. So we should expect that everything on MI0pOp1q, r, 2kq1 should translate
nicely to MI0pP2,8, r, 2kq1. The map from MI0pP2,8, r, 2kq1 ÝÑ MI0pOp1q, r, 2kq1 will be
given by the pullback of the map g.
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Recall the map g between the two spaces:
OP1p1q g - P2
pr1 : y1, y2s, rx0 : x1sq -
$''&''%
r}~y}2 : y1 : y2s if ~y  0
r0 : x0 : x1s if ~y  0
Given an equivariant bundle E with trivial isomorphism on the fixed locus of P2, let us prove the
pullback is also equivariant with trivial isomorphism on the fixed locus. Indeed, since the fixed
points on OP1p1q are of the form pr1 : 0 : 0s, rx0 : x1sq, then we have
gpEqpr1:0:0s,rx0:x1sq  Egppr1:0:0s,rx0:x1sqq  Er0:x0:x1s
trivial Er0:x0:x1s  gpEqpr1:0:0s,rx0:x1sq
where we put the negative signs for emphasis even though they are needless in projective space.
Away from the fixed locus, we get
gpEqpr1:y1:y2s,rx0:x1sq  Egppr1:y1:y2s,rx0:x1sqq  Er}~y}2:y1:y2s
equiv Er}~y}2:y1:y2s  gpEqpr1:y1:y2s,rx0:x1sq
where here we definitely do need the minus signs as these are different points. So any equivariant
bundle on P2 with trivial isomorphism on the fixed locus will pullback to an equivariant bundle
on OP1p1q with trivial isomorphism on the fixed locus. Again note that since the equivariant
structure on P2 is smooth, it will be on OP1p1q as well.
Lemma 3.4.1. The map g above commutes with the involution i on OP1p1q and P2.
Proof. The map g has two cases, so let us examine both separately.
Case 1: Let ~y  0. Then we have
pr1 : y1 : y2srx0 : x1sq gÞÑ r}~y}2 : y1 : y2s iÞÑ r}~y}2 : y1 : y2s
pr1 : y1 : y2srx0 : x1sq iÞÑ pr1 : y1 : y2srx0 : x1sq gÞÑ r}~y}2 : y1 : y2s.
So in the case ~y  0, we have g  i  i  g.
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Case 2: Let ~y  0. Then we have
pr1 : 0 : 0srx0 : x1sq gÞÑ r0 : x0 : x1s iÞÑ r0 : x1 : x2s
pr1 : 0 : 0srx0 : x1sq iÞÑ pr1 : 0 : 0srx0 : x1sq gÞÑ r0 : x1 : x2s.
So in this case, we again see g  i  i  g.
Again, let ψP2 : E ÝÑ ipEq denote the equivariant structure of a given bundle E on P2. Let
ψOP1 p1q denote the equivariant structure for a bundle G on OP1p1q.
Lemma 3.4.2. If a connection satisfies the equivariant conditions on P2, then it will also satisfy
the equivariant conditions once pulled back to OP1p1q.
Proof. We know that ∇ is equivariant on P2. Then ψP2∇ψ
1
P2
 ip∇q. If we pullback both sides
by g, we get
gpψP2∇ψ1P2 q  ψOP1 p1qg
p∇qψ1OP1 p1q  g
pip∇qq  ipgp∇qq
Proposition 3.4.3. The map g pulls back equivariant instantons to equivariant instantons.
Proof. We have seen ever necessary condition except that gp∇q is actually an instanton. First we
must show that the pullback of an instanton is an instanton with the pulled-back metric.
Claim 3.4.4. Let φ : M ÝÑ N be a map between Riemannian manifolds where x , yM  φpx , yN q.
Then if pE,∇q is an instanton on N , then φppE,∇qq is an instanton on M .
Proof. We will show that the Hodge-star operator commutes with the pullback. Let α and β be
k-forms on N . Then by definition, α^ β  xα, βyN dvol. If we pull everything back, we have
φpαq ^ φpβq  φpα^ βq  φpxα, βyN dVolq  xφpαq, φpβqyNφpdVolq  φpαq ^ φpβq.
Since this is true for all α, we must have φpβq  φpβq. Since on curvature, the Hodge star is
given by taking the Hodge star of the constituent forms, we have
φpF∇q  φpF∇q  φpF∇q  φpF∇q.
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Now to finish the main proof, we do not actually have that the metric on OP1p1q is the pullback
of the metric on P2, but it is conformally equivalent to it, and instantons are conformally invariant,
so the pullback does indeed give an instanton.
Now we wish to show that an equivariant instanton on OP1p1q gives one on P2. We already
know there is an isomorphism MHpOP1p1q, r, 2kq  MHpP2,8, r, 2kq from Chapter 2. So an
instanton on OP1p1q gives one on P2. The question is, does an equivariant instanton on OP1p1q
give an equivariant one on P2?
Since OP1p1q  P2zt8u, an equivariant bundle on OP1p1q with trivial isomorphism on the
fixed locus is automatically one on P2zt8u. So we need to make sure we can get equivariance over
t8u and that the equivariant structure is trivial over t8u as this is a fixed point on P2. So we
concern ourselves with the limit towards t8u. Explicity, when y1, y2 are not both 0, then the image
of pr1 : y1 : y2s, rx0 : x1sq P OP1p1q is given by





























ÝÑ r1 : 0 : 0s 
t8u. If
ψOP1 p1q,p : Gp ÝÑ Gp
is the equivariant structure at the fiber over p for a bundle G ÝÑ OP1p1q, then we need
lim
pÝÑ8
ψOP1 p1q,p  Id (3.37)
in order to give the trivial isomorphism over t8u. We therefore impose the condition that the
equivariant structure for the bundle G on OP1p1q is asymptotically trivial, i.e., exactly the condition
(3.37). This means that no matter in which direction we take the limit, we will indeed end up with
the trivial isomorphism on t8u.
Now we wish to extend an equivariant connection ∇ on G ÝÑ OP1p1q to one ∇̃ on G̃ ÝÑ P2
where G̃ is the bundle G extended to P2. Away from t8u, we are on OP1p1q, which means we
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We know the connection extends to one on P2, we just need to show that it is equivariant. We
have specified the condition that as we get close to the point at infinity, the equivariant structure
ψOP1 p1q ÝÑ Id. This then gives that in the limit
∇̃  ip∇̃q
Proposition 3.4.5. There is a natural isomorphism
MH0pP2,8, r, 2kq1  MH0pOP1p1q, r, 2kq1
between the moduli space of equivariant instantons on P2 with c1  0, c2  2k and rank r with a
fixed framing at infinity and the equivariant structure is the trivial isomorphism over the fixed locus
with the moduli space of equivariant instantons on OP1p1q with c1  0, c2  2k and rank r and
the equivariant structure is the trivial isomorphism over the fixed locus and the equivariant structure
tends to the identity towards infinity.
3.5 The Relationship Between Instantons on OP1p1q and Instantons on OP1p2q
We recall from Section 2.1 that the 1-action on OP1p1q is given by
p1q  pr1 : y1 : y2s, rx0 : x1sq  pr1 : y1 : y2s, rx0 : x1sq
and that we identify OP1p1q{  1  OP1p2q. This is seen by the map
h : OP1p1q ÝÑ OP1p2q
pr1 : y1 : y2s, rx0 : x1sq ÞÑ pr1 : y21 : y22s, rx0 : x1sq.
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Then similarly to the holomorphic bundle-side of things, we will take our map from bundles and
connections on OP1p2q to bundles and connections on OP1p1q to be the pullback h. Note that
Since OP1p2q  Σ2 and OP1p1q  Σ1, then, for the same reasons in Section 3.1, if we pull back a
bundle on OP1p2q to one on OP1p1q, then it will be naturally equivariant with trivial isomorphism
everywhere, so in particular, on the fixed locus. Also, note that
pr1 : y1 : y2s, rx0 : x1sq iÞÑ pr1 : y1 : y2s, rx0 : x1sq hÞÑ pr1 : y21 : y22s, rx0 : x1sq
which is just the same as taking the map h in the first place. Thus we have h  i  h, and therefore,
i  h  h. Let ∇ be a connection on E ÝÑ OP1p2q Then the pullback of pE,∇q will give an
equivariant bundle but also an equivariant connection. Indeed, since the bundle will have trivial
equivariant structure, then we just get the condition for equivariance to be (with a choice of frame)
hp∇q  iphp∇qq
which is always satisfied in this situation.
Lemma 3.5.1. A pair pE,∇q on OP1p2q will pull back to an equivariant bundle and connection
on OP1p1q.
Let us explore this condition further and see what this means explicitly. Since the equivariant
structure is trivial, then we have an equality of E with ipEq. Therefore, a local frame over E also
gives one for ipEq. Let the corresponding connection one-forms be given by θij and ipθijq. Let us
look over the subset of OP1p1q given by
Op1q|U0  tpr1 : y1 : y2s, rx0 : x1sq P Op1q | x0  0u
 tpr1 : y1 : y2s, r1 : βsq | y1  y2βu
 tpr1 : y2β : y2s, r1 : βsqu
 py2, βq  C2
Then a 1-form on U0  Op1q is of the form
m1py2, βqdy2  m2py2, βqdβ  m3py2, βqdy2  m4py2, βqdβ
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and we calculate i of this form:
ipm1dy2 m2dβ m3dy2 m4dβq  m1py2, βqdy2 m2py2, βqdβm3py2, βqdy2 m4py2, βqdβ.
If this is to be equal to the original form, then we must have that m1py2, βq and m3py2, βq are odd
in y2 and m2py2, βq and m4py2, βq are even in y2. If we had instead looked over the open set U1
defined to be x1  0:
Op1q|U1  tpr1 : y1 : y2s, rx0 : x1sq P Op1q | x1  0u
 tpr1 : y1 : y1ζs, rζ : 1squ
 py1, ζq  C2
then we would have gotten that the coefficients in front of the terms dy1 and dy1 were odd in y1
and the coefficients in front of dζ and dζ are even in y1.
Lemma 3.5.2. A pair pE,∇q such that E is equivariant with trivial isomorphism on the fixed
locus and ∇ is equivariant comes from a pair pE1,∇1q on OP1p2q only if ip∇q  ∇, that is, any
connection one-form will have the above even and odd conditions.
Proof. Since we know E is equivariant with trivial isomorphism above the fixed locus, it descends
to a bundle on OP1p2q. If we pull that back, we will get E again, showing that we an put an
equivariant structure on E which gives the trivial isomorphism everywhere. This means that for the
connection to be equivariant, we need that ip∇q  ∇. And of course, this is the condition we get
from pulling back a connection.
Claim 3.5.3. Let pE,∇q be an equivariant instanton on OP1p1q where E is a holomorhpic bundle.
Then E comes from the pullback of a holomorphic vector bundle on OP1p2q and the equivariant
structure on ∇ is given by ip∇q  ∇, with a choice of frame.
Proof. Since we are in the holomorphic category, the relationship between holomorphic bundles is
given exactly the same as in Section 3.1. That is, there is an isomorphism between holomorphic
vector bundles on OP1p2q and equivariant holomorphic vector bundles on OP1p1q with trivial
isomorphism along the fixed locus. We know that since we can take equivariant structure of the
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bundle on OP1p1q to be trivial (consider it as the pullback of a bundle on OP1p2q. With that in
mind, the equivariance condition on ∇ is given by ip∇q  ∇.
Now we ask what are the conditions that a connection be pulled back from a connection on
OP1p2q. We will work locally over U0  OP1p2q which is again given by coordinates py2, βq where
y1  y2β2 and the map between OP1p1q|U0 and OP1p1q|U0 is given by py2, βq ÝÑ py22, βq. Let
f1dy2   f2dβ   f3dy2   f4dβ
be a generic one-form on U0  OP1p2q. Then the pullback is given by
hpf1dy2   f2dβ   f3dy2   f4dβq  2y2pf1  hqdy2   pf2  hqdβ   2y2pf3  hqdy2   pf4  hqdβ.
where fi  hpy2, βq  fipy22, βq. Note that we get fodd are odd in y2 and feven are even in y2 as we
expect. The question we ask, is, knowing this, given a one-form as in (3.5), can we find fi such that
the form above pulls back to it?
In general, the answer is no. For example, take the odd function m1py2, βq  y2. Our goal
would be to find a function f1py2, betaq such that 2y2f1py22q  y2, but of course we cannot find




, and not only is the square root not defined, but this
function is not defined over 0. However, if the functions mi are polynomials in y2, then we can
make it work. Indeed, let m1  ° aipβqy2i 12 , then we only need to take f1  ° aipβq2 yi2. Similarly
for the functions meven. In addition to this, if the mi are holomorphic, then they can be written as
a convergent power series in the above form, and we take the appropriate fi’s.
3.6 Future Directions
The first thing to mention is that we saw in the previous section no generic way to take an
instanton (or even just pair pE,∇q on OP1p1q and show that it comes from the pullback of a pair
pE,∇q on OP1p2q. So in the future, we would like to understand this connection better and realize
in what sense these are related. For example, maybe the fact that we have an actual instanton and
not just a generic connection will prove fruitful. However, looking at instantons can be problematic
in different ways. One thing was not addressed was the relationship between instantons on OP1p1q
84






p1  }ζ}2q2   dy1dy1   dy2dy2








dζdζ   p1  }ζ}2qdy1dy1
The bundles and connections on OP1p2q are transferred to OP1p1q via pullback. We saw in
Claim 3.4.4 that if the metric on OP1p1q is the pullback of (or conformally equivalent to) the
metric on OP1p2q, then instantons will pull back to instantons. So what we are looking for is a
metric on OP1p2q which pulls back to the Burns metric. Again, let g : OP1p1q ÝÑ OP1p2q be





































 p1  }ζ}2qdy1dy2 pp v1v2 q , pw1w2 qq .
Since ζ ÞÑ ζ under g, we get
Corollary 3.6.2. The metric on OP1p2q restricted to U0 that maps to the Burns metric on
OP1p1q restricted to U0 is given by
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We observe that this metric is singular at y1  0 (we would get a simliar singularity over the open
patch U1). So it is not truly a metric and we cannot talk about instantons with respect to it. So
the question is how can we associate instantons on OP1p1q to those on OP1p2q?
The standard metric on OP1p2q is the Eguchi-Hanson metric. One possible direction would be
to look at a family of metrics, for which the Eguchi-Hanson metric is an element and the singular
metric above is seen as the limit of some parameter in this family. There is reason to believe this
might be fruitful by the work of Calderbank and Singer [4] which develops different families of
metrics which contain the Eguchi-Hanson one.
One further extension of this work is looking at the manifold given by other actions on C2.
We worked with the simplest of Z2, but we could also look at the blow-up of C2{Γ for any group
Γ  SUp2q, in particular, the cylcic groups. These are the the ALE spaces and instantons on them
were studied by Kronheimer and Nakajima [15]. How to relate them to holomorphic bundles on
some manifold would be the challenge.
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