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A simple branching diffusion process is described. Formulae fov intensity functions and factorial 
cumulant density functions at several times are given. Mixing conditions in terms of integrals of 
these cumulants are defined and proven for this stochastic evolutionary point process. The mixing 
conditions then allow a spatial central imit theorem and a strong law of large numbers to be easily 
obtained. 
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I. Introduction 
A simple branching diffusion process useful in some biological and genetical 
population studies [7] is described. Recursive formulae for the intensity functions 
and factorial cumulant density functions at several times are given. A delayed version 
of the process is defined. This allows Brillinger type mixing conditions on factorial 
cu.mulants to be obtained for this branching diffusion process. A spatial central limit 
theorem and a strong law of large numbers are then easily obtained. This mixing 
condition is’also the basis of a method of parametric estimation for the branching 
diffusion process [6]. 
2. The simple branching diffusion process 
The simple branching diffusion (SBD) process is also described in [4]. The SBD 
process is a Markov particle system. in which particles move independently in Rd 
, according to Brownian motion. The process is described as follows: 
(a) Brownian spatial motion. Each particle is assumed to perform an independent 
Brownian motion in d according to the probability transition density function pQ 
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until time of branching, given by 
p(f, x, y) = (27r~t)-~‘~ exp (Z, j .). 
p > 0 is the diffusion rate. 
(b) Branching mechanism. The probability that a given particle branches in the 
time interval [t, t + h) is Vh + o(h) and is iniependent of all other particles and times. 
Tlie time to the first branch for a given particle is exponentially distributed with mean 
V-l, and is indepen;ent of everything else. The parameter V> 0 is called the 
branching rate. 
(c) Binary branching mechanism. When a particle branches, it dies with prob- 
ability 1 -a, and is replaced .by two particles at the branching location with 
probability LY, independently of all else. The two descendants then act independently. 
There are various initial conditions. The particular SBD process studied here is 
given by (a)-(cj above and 
(d) Immigration. At time 0, there are no individuals or particles present, but 
immigrants arrive according to a Poisson process on M+ x Bd, with rate r. 
This SBD process is referred to as the immigration process or the SBDI process. 
3. Formulae for factorial cumulant density functions 
Consider the SBD process given by (a)-(c) above, with the initial condition of one 
particle, at a E Rd. Let 
be the hyper d-cube centred at .x, and of side-length h. The notation for intensity 
functions (sometimes called product moment density functions) [2], given this one 
initial particle at a, is as follows: 
P{partidle in S(ai,j, hi,j) at time K, i = 1, . . . , nh i = 1, . . . , L 1 X(0) = U} - 
-+?I 1 ,..., n,_~(T~, . . . , TL, a, au,. . . , a~,,,, a2.1,. . . , a~,,,~) I? if th.j)d, 
i=l j=l 
(1) 
where - means that the ratio of the two sides tends to 1 as the hi,i & 0. The condition 
‘X(0) = a’ in (1) means the initial Izondition of one one particle, located at Q. 
P (n,,....,nLj ‘on the right-hand side of (1) is an (nl + - - . + n=)th order intensity function 
of the evolutionary process at times T,, . . . , TL. Uy convention, if some ni in (1) is 0, 
the corresponding I’i is also deleted. For example, 
hd&, T2, T3, a, al, 4 =:-p)(l, 1) CL 7-3, 4 al, a*)* 
Proposition 4.1 of [4] can be extended to multiple times. 
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Tl 
+va J J eemsp ts, y, x) 0 rid 
(2) 
Xf(l ,n* .. . . . “.,t7i--~, . * a, G-m-, Xl.19 * - -, Q.nJ Ax h 
and if nla2, 
P (nl . .._. “JTI, * * - 1 T-9 Y, x1.1, - ’ - 9 ~~l.fll, * *- 7 XL,nJ = 
Tl 
= ct 
vf J e-msp(s, Y, x) JO It* 
Xfc nl ,..., &‘r-s,.. ., TL-s,x,x~.~,..-,x.L.~~.~)~~ b (31 
where m = V(l- ‘Izlu) and 
f (n1 ,..., nL,)(Tl, . . , TL, y, x1,1, * - - , Xl,“l, * * * 3 XL,l, * - * 9 k”J = 
(4) 
{P(kI ,..., kL)(Tl, * * . , T&,_ y, xl.p~(l), . , * , Xl,pl(k,), . . * , XL,pLCkd 
and ClosE indicares the sum over all possible combinations of n elements partitioned 
into two subsets of size k and n -k. 
Proof. One way to prove this is to use a simple extension of the IMoyal equation and 
obtain a proof similar to that in [4]. Another way is to extend Ivanoff’s [5] original 
proof from one time to several times. A sketch of Ivarroff’s proof is given and then it is 
indicated how this can be simply extended to include the multiple time case. 
First consider L = 1. Case n = 1. 
Pr(T, y, x) = P{there is a particle at x at time T/X(O) = y} 
= P{at some time s - = T a first branch occurs, results in a birth, and some 
descendent of one of the two resultant particles is at s at time T) 
+ P(no branch occurs before time T and the original particte is pt s a+t 
time T} 
T 
= JJ 2Va, e-vSp(s,y,a)P1(Tl-s, a,x)da ds,+e-‘VTp(T, y.x), (‘1 0 Rd 
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where in the above the condition ‘X(0) = y ’ is dropped for convenience. It is easily 
verified that 
NT, Y, 4 = e-“TpW, y4 
is the minimum positive solution to (5). 
Case n 2 2. Since there is more than one particle at time T, there must be a birth 
before time Ip. At the first birth there are two resulting offsprings. If the first has k 
descendents at k of the points xl,. . . , xn, then tYhe second of the original pair of 
offspring must have descendents at the other R - k points, in order to have particles 
at Xl , . . . , xn. The renewal type equation one gets in place of (5) is 
T 
l'"v.3 y, Xl, * . * , &A = JJ Vi-3 e-“‘p(s, y, a)[2P,(T-s, u,xl,. . . ,xn) 0 Rd 
(6) 
+fn(T-S, a, xl,. . . , x,)] da ds. 
Now (6) must be solved for P,. Take Laplace transforms of both sides: 
1,P, = J O” eWAT’,(T: y, x1,. . . , x,) dT 0 00 T 
= VII! JJJ e -AT -Vs e P(s,Y,Q)[~P,(T-~,~,~~,. . . A) (7) 0 0 Rd 
+fn(T-s, a, x1,. . . ,x,)1 da ds dT 
= 2 VaR:L,P,, + VaR:LJ,,, 
where Ri is the Laplace transform of the semigroup 
MOT~( y ) =JRd e -“id’p; Y, z)f(d dz. 
If A is the infinitesimal generator of 
M--(Y) = JRdn Y, zW) dz, 
then A0 - A - VI is the infinitesimal generator of M$, and so 
(A’-A)RI: = R:(A’-A)=4 
Multiplying both sides of (7) by A0 - A = A - V-A, gives 
(A- V-h)LAP, =2Va(A- V-A)LAP,+ &(A- V-A)L& 
= -2 V/ryLhP, - VaL&. 
Therefore 
(A-(l-2a,)V-A)LAPn =-I&L&. 
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Let QL be the Laplace transform of the semigroup M>, 
A&f(y) = JRd e-v(1-2u)TpCC y, z)f(z> dz, 
then Q:(A - V(l-2a)-A) =-I. 
Multiplying both sides of (8) by Q’ gives 
L,P, = VdxLAfn. 
Written in more detail, (9) is 
Inverting Lap!ace transforms gives the proposition for L = 1. 
For multiple times (L 22), let the times be Tl, . , . , TL. For given Tz-- 
Tl,..., TL - T1, and using multiple time analogues of the renewal equations (5) and 
(6), the same Laplace tr. ansiorm and semigroup technique as used by Ivanoff [S] 
applies. The result then follows. A similar semigroup argument is used in [7]. 
We record the following definitions for convenience. 
Definition I (see [2] for case d = 1). Let X be an L dimensional point process on Rd. 
Let Ni(A) = number of type j particles in A. 
(i) If 
exists for suitable functions gi, . . . , ,gL, it is called the probability generuting 
functional (p.g.f.) of the point process .X. 
(ii) If th,e p.g.f. exists, then 
wg1, * - . , gd = ~~gWh . . . , gL1L 
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Formally expanding (see for example [2, p, 63]), 
and 
ml, * * * ,gLl= c * - * nt $ c J Rd” - * - J fj fi (gj(xj,k)-l) n1 i=l k=l 
n =4ni 
(13) 
(14) 
In (13) and (14), the Pi,,....,,,, and q(nI,...,nL) are called (nl + * - - + 4th der 
intensity functions and factorial cumulant density functions, respectively. 
The p.g.f. of a Poisson fieid on Rd, with intensity A, is given by 
G[gJ = exp A ( JRd w+- 1) dy}. 
Definition 2. Let {X(t, x) : t a 0, x E Rd} be a stochastic evolutionary point process 
and let times 0 d Tl< - - - < 7” be given. Then 
{X(x> = (X( T*, x), . . . ) X(TL, x)) : x E .Rd} 
is called an L time slice version of the stochastic evolutionary process. 
The remainder of this section is devoted to obtaining formulae for factorial 
cumulant densities of the SBD process with initial Poisson field, and of the SBDI 
process. 
Let times 0 < T1 < a 9 - < TL be given. Consider the corresponding L time slice 
versions of the SBD process with one initial particle, located at a, and the SBD 
process with initial Poisson field, intensity A. Let G[gr, . . . , gL 14 J and G[gr, . . . , gL] 
be the p.g.f.‘s of these two L dimensional point process,es, respectively. 
emark I. Since the population size of the SBD proceb;s with one initial particle is 
just the population size of a linear birth and death process, G[gr, . . . , gL 1 a] exists. 
Now consider a Poisson field, with intensity A. Suppose there is a point occurence 
at x. Replace it by an L dimensional point process with p.g.f. G[gr , . . . , gL 1 x], and do 
the replacement of each point occurrence x independently. This process has the same 
law, and p.g.f., as the L time slice version of the SBD process with initial Poisson field 
considered above. 
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Thus 
Gh . . ..gJ=exp A {I [@Egn, - - . , Rd g&+-~ld~ . I 
Using (13) and (14), it follows that 
40K1 *...* t&G, * . * , TL, x1.1, * * ’ 3 Xl,n1, ’ * * , XI&_ Im = 
I 
= A 
Rd 
PC nI ,..., nLdE, . . . , L a, x1.1, . . . , c.~J da, 
(15) 
where Ptnl....,nr, is given by Proposition 1, and q(nl,...,nL) (a l - 19) denotes a factorial 
cumulant density of the SBD process with initial Poisson field, at times, Ti, . . . , 7”. It 
can be shown that (15) is a finite Riemann integral, by using Proposition 1 and 
induction. 
Final1.y consider the SBD immigration process. Let (0,9’, P) be the probability 
space on which the process is defined. Consider the delay mecharnsm described 
below. For IZ E Z+, partition (0, T=] into open-closed intervals by 
a(n)={5 ,..., Tl, 7’l+T2-T1 ,..., T2 ,..., TL.-l+(TL12:d ,..., TL}. 
‘! n n 
Let 7’0 = 0. For an immigrant arriving at time 
(16) 
delay its movement ill time T(t) = G f (i + l)( T 1+ i- Ti)/n and then l.et it proceed as 
it would have from time t in the original process. That is, the family tree of this 
immigrantattimes2Tj+(j+1)(Ti+1- Ti)/n in the delayed process, is the same as it 
would be at time s - (T(t) - t) in .he original process. The process obtained for the 
immigrants arriving in the interval given in (10) is a SBD with initial Poisson field,, 
with intensity r( Z’i+l - Ti)/n. 
Since arrivals in disjoint time intervals are independent, by definition of a Poisson 
process, the delayed process is a sum of independent SBD initial Poisson field 
processes. Recall factorial cumulants of a sum of independent processes are just sums 
of the corresponding factorial cumullants of the independent processes. 
ConsiderA=AlxA2x.s Q x AL, where the Ai are arbitrary compact Bore1 set in 
Rd. Almost surely there are no births, deaths or immigrants in A at time T=. Using a 
Skorohod type metric, it can be shown that on A, the delayed process converges 
almost surely to the original SBDI process. 
Proposition 2. The factorial cumulant density functions of the SBDI process at tir; 
o<T~<*** c TL, are given by T: 
r JJ P( nl ,.,., &Tl-s,. . . , E-s, x, al.1,. . . , aha. -. , anLMr & 0 Rd 
es 
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where j = min(1 d k s L: nk # 0) and Pcnl,...,nr) is given by Proposition 1. 
roof. Without loss of generality, i = 1, Using the independence property of Poisson 
processes, a joint factorial cumulant of the delayed process on the set A is 
de.1 9 l . daL,,L dx ds, 
as n + q by Riemann integrability of the last expression. The last expression is a 
factorial cumulant density of the original SBDI process, by Theorem 45.2 of [3]. The 
proposition now easily follows. 
4. The m;king condition 
Let X = {X(s) = (X1(s), . . . , XL(S)) : s E Rd} be a stationary point process on Rd. 
Suppose its factorial cumulant densities of all ordlzrs exist and are given by 
4(,1,..., &l,l, * * * 9 Xl,tal, - - * , XL.“& (19) 
By stationarity, this is only a function of (la1 + I . . + no) - 1 arguments, and so the last 
argument may be subtracted from the others. For convenience (19) is also written 
4( rrl.....flL) Xl, ( ’ - *, &a-l) 
wheren=nli--*-i-nt. 
Definition 3 (see Brillinger El]). X is said to be Brilhger mixing if 
(a) forallnZ~2,n1+---+nL=n, 
and 
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Definition 4. A Brillinger mixing point process X is said to be Brillinger mixing of 
orderk,ifforalln~+~~~+nL=n,~~2,andallj=1,...,n-1, 
Theorem 1. Each L time slice version (Definition 2) of the SBD process with initial 
Poisson field, and each L time slice version of the SBDI process are both Brillinger 
mixing, and Brillinger mixing of order k for k = 0, 1,2, . . . . 
Proof. The SBDI case is outlined below, the initial Poisson field case being analo- 
gous, using formula (15). 
Using Propositions 1 and 2, it can be shown that al! the factorial cumulants are 
translation invariant, so that the process is stationary. To prove the mixing condi- 
tions, a nested induction argument is used. This is outlined below, the actual details 
are lengthy to write out, but straightforward. 
By induction on n, for L = 1, the Brillinger mixing conditioils can be verified using 
Propositions 1 and 2. Suppose the result holds for 1,2, . . . , L - 1. For nl = n2 = 
. . .= nLW1 = 1, prove the result for all nL by induction on nL. Next verify the 
condition for nLel, with rrl = - - - = nL-2 = 1, and so on. This proves the Brillinger 
mixing condition fcr all L by induction. 
An analogous nested indtiction is used to prove Brillinger mixing of order 1. Then 
beginning with k = 2, cr nested induction on L, k, n 1, . . . , nl can be used to prove 
Brillinger mixing of order k, for all k. 
Brillinger mixing point processes have spectral densities of all orders (see [23 for 
appropriate definitions for point processes on the real line). Thus second order 
spectral density functions of L time slice versions of the SBD initial Poisson field and 
the SBDI process exist. We compute these for the SBDI process for use in [6]. The 
computation for the SBD initia1 Poisson field case is similar, but using (15) instead of 
Proposition 2. Let 0 < Ti < T2 be f’~*!o distinct times. Lrt rn = i’( 1 - 2cu) = death rate 
minus birth rate, and 
T, if m = 0, 
MT.4 = 1 - eemT 
, if m #O. 
m 
LetfTI.Tl(~)andf TI,T2 (A) be the second order spectral and cross spectral densities of 
the SBDI process at times TX, and TI and T2 respectively. Let J&-(A) be the number 
of points or particles in A at time T. 
frl,rl (h) = (24-d 
I ad 
e-““‘“’ COV{dj+++l(X  U),d&&4)) 
= (2*Jed( 
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where q2 is a second order factorial cumulant density, and by Proposition 2 is given 
by 
T, 
q2w = r I I 
P2( T1- s, a, s) da ds, 
0 Rd 
and P2 is given by Proposition 1 with L = 1. 
I Rd q2(x) e-i(Avx) dx = 
xp(s -u, y, O)p(s -u, y, xl da dy dx du ds 
e -ms e-(m+dAIZh du &, 
since pC,t, x, l ) is the N(x, ptl) density. Let 
G(A) = 1” 1’ e-“” ,-(m+&l’)U du ds 
0 0 
Then 
[M I (T1.m) -M(Tl,m+dA12) 1 m+plh12 -’ if m + 19jA 1’ # 0. 
~T~,TI (A I z (2~)-d{rM,Tl,m) + 2 VarG(h 1). 
Similarly, for Tl C T2, 
fidA) = ~T~.T, 0) exp{ - (2m + PIA i2)(T2 .-- &)/2). 
For 7’2) TI, define fT2,T, =f Tl.T2. 
Theorem 2 (CLT). Consider the SBDI process. 
(a) 
NT (A) - rM(rrn) IA 1 
JimFr(A)~ 
%V(O, 1) USA t Rd. 
(b) LetOc:T1~** q cc TL. If A is convex 
(20) 
(21) 
where fT,,q are given by (20) and (21). 
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ark 2. An analogous CLT holds for the SBD initial Poisson field process. 
roof of Theorem 2. First consider (b). 
Ifac. cumnWrl(i, (A), . . . , NC{,,, (AHI c 
where a,,,...,,) is an nth order factorial cumulant computed in Proposition 2. Thus in 
terms of ordinary cumulants we obtain 
cum{N-r;.,,, (A)/IA1”2, l m - 9 NTic,, (A)/]A1”2} = O(i.,411-“‘2). (22) 
This tends to zero as IAl + 00 for n 2 3, and so proves the normality. The condition of 
A being convex gives the nice limiting covariance. To prove (a), it suffices to note that 
for the SBDI process, Var{Nr(A)} is O(jAl>, but not o(lAI). Tlus the normalizing 
factor in {a) is of the same order as in (b), and so the bound (22) can again be 
used. 
Remark 3. (i) For statistical tests, part (a) may not be so useful, since Var{Nr(A)}/IAI 
does not necessarily tend tc, a limit, whereas (b) gives an explicit limiting covariance. 
This is useful in [6]. 
(ii) The CLT is a spatial limit theorem, and not a limit as time tends to infinity. 
Theorem 3 (Strong law of large numbers). Let A be compact in Rd, IAl >O, and 
0 E AO. Suppose 
I 
k/& + u)-x&)I dx cK\ul, 
for some constant K, and where XA is the indicator function. Let AT = TA, where 
TER+. Then 
~~&‘b) 
b-t + rM(Tl,m) 
almost surely as T + ao, 
for each time TI. 
Proof. See [6]. 
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