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Abstract— We propose a closed-loop, multi-instance control
algorithm for visually guided reaching based on novel learning
principles. A control Lyapunov function methodology is used to
design a reaching action for a complex multi-instance task in the
case where full state information (poses of all potential reaching
points) is available. The proposed algorithm uses monocular
vision and manipulator joint angles as the input to a deep
convolution neural network to predict the value of the control
Lyapunov function (cLf) and corresponding velocity control.
The resulting network output is used in real-time as visual
control for the grasping task with the multi-instance capability
emerging naturally from the design of the control Lyapunov
function.
We demonstrate the proposed algorithm grasping mugs
(textureless and symmetric objects) on a table-top from an
over-the-shoulder monocular RGB camera. The manipulator
dynamically converges to the best-suited target among multiple
identical instances from any random initial pose within the
workspace. The system trained with only simulated data is
able to achieve 90.3% grasp success rate in the real-world
experiments with up to 85Hz closed-loop control on one GTX
1080Ti GPU and significantly outperforms a Pose-Based-Visual-
Servo (PBVS) grasping system adapted from a state-of-the-
art single shot RGB 6D pose estimation algorithm. A key
contribution of the paper is the inclusion of a first-order
differential constraint associated with the cLf as a regularisation
term during learning, and we provide evidence that this leads to
more robust and reliable reaching/grasping performance than
vanilla regression on general control inputs.
I. INTRODUCTION
Visual servo control is an established research field in
robotics [1]. Historically, visual servoing algorithms are
categorised into either pose-based visual servoing (PBVS)
or image-based visual servoing (IBVS) [2], [3]. Pose-based
approaches use image-based pose estimation techniques cou-
pled to a classical pose based robot controller. Image-
based methods, on the other hand, generate control signals
directly from an error function derived from input images [4].
Classical IBVS algorithms are generally considered superior
to classical PBVS methods since they are robust to model
errors and camera calibration.
Recently, deep learning pose estimation algorithms have
been shown to achieve superior performance in compari-
son to classical visual pose estimation methods. Monocular
vision pose estimation algorithms [5], [6], [7], [8] utilise
deep neural networks to extract image features and establish
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2D-3D point correspondences, thus obtaining 6 degree of
freedom (DoF) object poses by solving a PnP problem.
PoseCNN [9] firstly predicts a semantic label for each object
and then estimates the centers and rotations of objects in an
image. Tekin et al. [10] present a real-time multi-class single-
shot 6DoF pose estimation method from RGB images. Their
method exploits a convolutional network (CNN) to regress
2D projections of the 3D bounding box of an object and then
estimates object poses by solving a PnP problem. Object pose
estimation algorithms [9], [11] are designed to find class-
specific objects in an image. Such architectures assume one
instance per class in any given image [12], [9] and do not
generalise well to multi-instance grasping tasks common in
robotics. Detection based pose estimation approaches [13],
[10], [14] can address multiple instance cases, but are sub-
ject to false positive detection. Coupling deep learned pose
estimation with a classical robotic controller is an example
of a modern PBVS control architecture.
The applicability of deep learning to IBVS control is not
as clear. There is an impressive body of work on visual
grasping, where the goal is to find a good grasp point
on an arbitrary object. GG-CNN [15] and Tossingbot [16]
choose an object based on pixel-wise grasping probabilities
estimated from vision input, while reinforcement learning
based grasping algorithms [17], [18], [19] select an action
that maximises the grasping rewards without taking the
class information of objects into account. The problem of
reaching and grasping, where the goal is to reach for and
grasp a specific type of object, is a qualitatively different
problem requiring instance segmentation to choose a goal
from possibly multi-instances, but then admitting priors on
how to grasp an object. Zhang et al. [20] achieve closed-
loop reaching towards one unique target in a clutter from
monocular RGB images by learning a visuo-motor policy
from a pose-based controller.
In this paper, we propose a YOLO-like [21] single-shot
CNN architecture that takes a monocular RGB image and
current manipulator joint angles as input to directly compute
the joint velocity input for a multi-instance reaching and
grasping task. The control algorithm that we learn is based
on classical control Lyapunov function design and a key
innovation of the paper is to learn the value of the Lyapunov
function along with the joint velocity control and regularise
the learning task with a first order differential Lyapunov
decrease constraint implemented through a Siamese network
architecture. This innovation is compared, and shown to be
superior, to a vanilla deep learning implementation where
only the joint velocity control is learned by the network. In
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our multi-instance reaching/grasping task, there are multiple
identical target candidates in the workspace, and each can-
didate corresponds to a cLf value and corresponding joint
velocity. Unlike the classical ‘decide and servo’ paradigm,
we implement the control associated with the minimum cLf
prediction in each frame. The resulting control adapts to
reach for the ‘closest’ target as perceived by the vision
system and will function effectively even in a dynamically
changing environment. The contributions of the paper are:
• To demonstrate real-time, closed loop, fast multi-
instance visual reaching and grasping in cluttered and
dynamic environments from a first-person RGB camera.
• To demonstrate the proposed algorithm is more robust to
the sim-to-real domain gap compared to a PBVS system
adapting from a state-of-the-art monocular RGB pose-
estimation algorithm.
• To show that correlating a control Lyapunov function
with the control inputs via a differential constraint in
training CNNs leads to better reliability and perfor-
mance in comparison to vanilla regression.
Section II presents the controller design. Section III de-
scribes the network architectures, loss functions and a regu-
larisation term to impose the inherent differential constraint
in Lyapunov controller design. The implementation details
are included in Section IV. Section V demonstrates the
experimental study that evaluates the real-world performance
of our method against a PBVS baseline using from a state-of-
the-art RGB based pose-estimation algorithm and a vanilla
regression baseline.
II. CONTROLLER DESIGN
This section presents the formulation of the control Lya-
punov function for a reaching task.
A. Symmetry-aware Control Lyapunov Function
The 6 Degrees of Freedom (DoF) pose of a target and
an end-effector are represented by elements of the Special
Euclidean Group SE(3). Denote the pose of a general frame
{A} with respect to another frame {B} as BXA, and its
rotation matrix and translation vector as BRA ∈ SO(3) and
BpA ∈ R3 respectively. The left superscript is omitted if the
pose is defined with respect to the world reference frame.
Denote the end-effector frame as {H} and the target frame
as {G}. The absolute end-effector pose XH = XH(θ)
is a function of joint angles θ ∈ R6×1, i.e., the forward
kinematics model of the manipulator.
A cLf for a reaching task is a continuously differentiable
scalar-valued positive-definite function V(θ) of the joint
angles that is zero only at the joint coordinates for the desired
pose. The aim of a reaching task for a goal {G} is to drive
the end-effector XH(θ) to the goal XG. In this work, we
formulate a control Lyapunov function based on SE(3) object
poses. We start from defining a cLf as
1
2
‖XH −XG‖2F ,
where ‖ · ‖F denotes the Frobenius norm. However, this cLf
disregards reflective and rotational symmetry of the targets.
To address this issue, we define
V := 1
2
‖XH −Xi iX∗G‖2F , for {iX∗G| iR∗G =
arg min
iRG
‖RH − Ri iRG‖, ipG = 03×1}, (1)
where Xi and iX∗G denote a non-optimal target pose and
the optimal transformation with respect to the target that
minimises the cLf respectively. Define X∗G = Xi
iX∗G. In
this work, where we consider grasping a mug, the number
of rotational symmetry axes is 1, the remaining axes can
be configured as reflective symmetry axes. The body fixed
frame attached to target objects is aligned to the rotational
symmetry axis.
B. Velocity Controller Design
To formulate the velocity control, we use the velocity Ja-
cobian J = J(θ) for the manipulator. Denoting the angular
and translational rigid body velocity of XH expressed in
its body-fixed frame {H} by ω ∈ R3×1 and v ∈ R3×1
respectively, one has (ω,v)> = Jθ˙.
Let (
ω× v
01×3 0
)∨
= (ω,v)>,
where [ ]× denotes the skew-symmetric matrix of a vector.
The partial differential of cLf V (1) with respect to the pose
of the world frame relative to end-effector HX frame is
derived from Eq. (1) as
∇V = projse(3)
(
X>H(XH −X∗G)
) ∈ se3,
where∇ is differentiation with respect to SE(3) and projse(3)
is the matrix projection operator that maps an arbitrary 4×4
matrix to the nearest member of se(3) measured in Frobenius
norm. The proposed joint velocity control is
u := −J−1(∇V)∨. (2)
With this, one guarantees
V˙ = −tr(∇V>∇V) = −‖∇V‖2F < 0.
In addition to using the cLf for control design, we also
use the first order differential structure of the cLf as a
regularisation term later in the paper. Consider a small
arbitrary variation δθ in the joint coordinates θ. The first
order variation in the Lyapunov function can be written
∂V
∂θ
>
δθ = tr(∇V>(Jδθ)∧) = −tr (((Ju)∧)>(Jδθ)∧) ,
where (·)∧ denotes the mapping from R6×1 to se(3) opposed
to (·)∨ defined earlier and u is given by (2). From the first-
order Taylors expansion, one has
V(θ + δθ)− V(θ) ≈ −tr (((Ju)∧)>(Jδθ)∧)
= −δθ>J>QJu, (3)
where the diagonal matrix
Q =
(
2 · 13 03×3
03×3 13
)
,
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Fig. 1: (a) The proposed network architecture. (b) The output tensor structure of the cLf regressor contains the value of cLf
V̂ and velocity control û ∈ R6 in each cell. (c) An example of the simulated training image with four targets (mugs). (d) An
example of the real test image with four targets. (e) Visualisation of the IoC regressor output given the input image shown
in Fig.1d and corresponding joint angles; cells with IoC scores higher than 0.6 are colour-coded based on clustering results
from affinity propagation [22] given the corresponding vector (V̂, û>) ∈ R7.
III. LEARNING THE CONTROL LYAPUNOV FUNCTION
In this section, we describe the network architecture
(Fig.1a) and the learning strategy to predict the control
Lyapunov function and corresponding velocity control that
acts as inputs for the closed-loop system. Our network
architecture is inspired by YOLO [23], [21] since single-shot
object detectors achieve impressive real-time performance.
Moreover, we introduce a Siamese regression network to
enforce the differential constraint in Eq. (3) in training.
A. Network Architecture
The feature extractor is based on ResNet18 [24]. Rather
than only using its last convolutional features, we combine
the output features from last three residual blocks, namely
conv3, conv4, conv5, into 256-channel multiscale feature
maps by adapting the top-down architecture with lateral
connections (feature pyramid network) proposed by [25]. An-
other 3×3 convolutional layer is employed afterwards to fuse
the multiscale image features. The joint angles θ ∈ R6×1 are
tiled over the spatial dimension and concatenated with the
extracted image features along the channel dimension. The
regressor comprises two branches: one branch scores object
presence, the other regresses the cLf value V̂ and velocity
control û. In this way, our proposed network is able to predict
not only confidence of target presence but also control inputs.
As shown in Fig.1a, our fully-convolutional network di-
vides an input image into 13 × 13 grids, each grid cell
predicts a target presence score, a cLf value and velocity
control. A zoomed-in output structure of the control regressor
is depicted in Fig.1b. Note that, all the cells belong to the
same object should generate identical cLf value and control.
B. Loss Function Formulation
Since we do not predict bounding boxes in our method,
the intersection over union (IoU) metric is not applicable.
Instead, we define the confidence metric as intersection over
cell (IoC): the ratio of the intersection between a 2D ground-
truth bounding box and the occupied cell girds, denoted as
C.
Our loss function consists of a multi-task regression loss
Lreg in Eq. (4) and a differential constraint regularisation
term Ldiff in Eq. (5). Similar to YOLO, Lreg is a sum of
multiple mean absolute error terms:
Lreg = 1∑S2
k=1 1
obj
k
S2∑
k=1
1objk
(
λV
∣∣∣Vk − V̂k∣∣∣ +
λu
6
|uk − ûk|+ λobj
∣∣∣Ck − Ĉk∣∣∣)
+
λno obj∑S2
k=1 1
no obj
k
S2∑
k=1
1no objk
∣∣∣Ck − Ĉk∣∣∣ , (4)
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Fig. 2: Siamese regression for computing the ith term of Ldiff
in Eq. (5) given an input image and corresponding joint
angle θ. Two identical regressors share the same weights
and the extracted image feature. cLf and control inferred
from Regressor #1 and the corresponding cLf computed from
Regressor #2 given a perturbation ∆θi then become the
inputs of the differential loss term.
where an indicator function 1obj denotes a target presents in
cell k , and 1no obj is its binary complement. S2 denotes the
number of cells in the final prediction.
In the context of manipulation, all the joints contribute
to the end-effector pose via manipulator’s kinematic chain.
This correlation among the control variables also needs
to be learnt by designing a suitable loss function. The
control Lyapunov function inherently correlates the control
input with the cLf value. To capture this correlation we
propose an additional regularisation term Ldiff that explicitly
encourages the differential constraint formulated in Eq. (3).
Let ei, for i = 1, . . . , 6, denote the ith unit vector of
standard basis in R6 and δθi = δθiei represents the joint
perturbation at ith joint. Define
Ldiff := λdiff
6
∑S2
k=1 1
obj
k
S2∑
k=1
6∑
i=1
1objk
∣∣∣∣e>i J>QJû +
δθ−1i
(V̂(θ + δθiei)− V̂(θ))∣∣∣∣. (5)
where we separately apply Eq. (3) in each of the joint
directions and scale by (δθi)−1 to make Ldiff comparable
to Lreg.
Assuming that the change in observed image is negligible
when there is a small perturbation in the robot joint angles,
we propose a Siamese regressor, as shown in Fig.2. In
the regressor network, the same image input is shared by
both perturbed and unperturbed branches. In each branch,
the joint angle vector is tiled along the spatial dimension and
then concatenated with the image features along the feature
channel dimension. The Jacobian J in Eq.(5) is computed
analytically by the forward kinematic and each branch pre-
dicts cLf and velocity control from its concatenated features.
The outputs of these two branches are fed into the differential
constraint in Eq. (5). Note that, the Siamese regressor is not
used at test time.
Combining the multi-task regression loss function in
Eq.(4) and the regularisation term in Eq.(5), we obtain the
(a) Simulator Set-up (b) Real-world Set-up
Fig. 3: Lab environment set-up: the first-person camera is
positioned as shown, pointing towards the table workspace.
Examples of captured images are shown in Fig.3a and 3b.
The simulated environment is geometrically identical (within
measurement error) to the lab. The simulated camera is
calibrated to the real counterpart.
total objective
L = Lreg + Ldiff. (6)
IV. IMPLEMENTATION
To perform the reaching and grasping experiments, we
use a UR5 six DoF manipulator with a two-finger parallel
gripper. In order to increase the contact area and surface
friction, customised finger tips with textured soft-silicone
pads are attached to the gripper. The vision sensor is a 50Hz
RGB camera of 1280×768 pixel resolution, which constrains
the closed-loop control to 50Hz. Since the entire workspace
only occupies a region of 768×768 pixels, we crop the region
from the original images and then resize it to the required
input size of our network.
A. Simulator
Since collecting real-world manipulator data is a costly
process [18], trainining a network with large-scale simulated
data is a viable alternative to collecting a large amount of
real world data [20], [26], [27]. We replicate the real-world
setting in Gazebo simulator [28], as it provides consistent
control interface between the simulator and the real hardware
(see Fig.3).
We jointly calibrate the camera intrinsics, camera pose and
tabletop height with respect to the manipulator base frame
via an automatic procedure. A calibration board is attached
to the end-effector. The joint angles and the images of the
calibration board are captured for calibrating the camera
pose. We also place the board on the tabletop to calibrate
the tabletop height. The camera poses and tabletop height are
optimised with collected images. Code of the calibration pack-
age is available at: https://github.com/Zheyu-Zhuang/
ur5_joint_calib_toolkit
B. Data Collection
In this work, we use up to three identical targets to
generate the multi-instance scenarios. Sampling the location
of the manipulator in the training set plays an important role
to improve the accuracy of the resulting network as well as
the effeciency of the training procedure. Thus, we sample
the manipulator locations coarsely to improve the training
Mean Abs.
Error
Mean Relative
Error
Diff.
Error
V̂(θ) û V̂(θ) û
w Ldiff 0.017 0.035 0.404 0.281 0.098
w/o Ldiff 0.020 0.036 0.441 0.301 0.113
TABLE I: Comparison of networks trained with/without the
proposed differential constraint. Mean differential error is
defined in Eq (5).
efficiency when the manipulator is far away from goals,
while sampling more densely in the neighbouring regions of
the goal to improve the final positioning of the end-effector.
Each end-effector translation component is sampled from
a zero-mean uniform distribution bounded by the workspace.
At each end-effector position, the Euler angles of the end-
effector frame are sampled individually on uniform distribu-
tions and constrained so that the end-effector always points
towards the workspace.
Given a random end-effector pose, we randomly select
one of the instances and execute the proposed controller for
a duration sampled from a uniform distribution. One image
and its corresponding cLf value and velocity control, as one
sample, are collected at the end of the reaching trajectory.
C. Learning Details and Results
Our training dataset contains 17K simulated scenes, with
on average 5 samples per scene. We train our networks with
90% of the training dataset while using the remaining 10%
for evaluation. Random cropping, rotation, and colour jitter-
ing are employed during training. Specifically, we randomly
resize an input image with a scaling factor between 0.95
and 1.05 of its original resolution. After rescaling, we crop
or pad the image to its original size. Random rotations in
the range −1.5° and 1.5° are applied afterwards to make the
algorithm tolerant to real-world hardware calibration errors.
The brightness, saturation, contrast and hue of input images
are randomly jittered at 10% of their maximum ranges to
alleviate the domain gap between simulated and real data.
The ResNet18 [24] backbone in Fig. 1a is pre-trained on
ImageNet [29]. We use ADAM [30] optimiser with the batch
size 64. The learning rate is initialised as 10−3 with a decay
rate 0.1 for every 15 epochs.
Numerical differentiation achieves more accurate approx-
imation to analytic gradients when the perturbation is small.
However, small perturbations significantly affect the numeri-
cal stability of numerical gradients in the differential learning
cost, especially during the early-stage training. To address
this, we initialise the joint perturbation δθ with 0.05 rad,
and reduce it by 0.002 rad after each epoch until it reaches
the minimum value δθ = 0.003.
In training our proposed model, the hyper-parameters,
λV , λu, λobj λno obj and λdiff, are empirically set to 0.2,
1, 0.8, 0.08 and 0.1 respectively. To evaluate the effect of
the differential constraint Eq.(5), we train another network,
marked as vanilla regression network, without exploiting the
constraint. To be specific, we set the weight λdiff to 0.
The evaluation results are shown in Table I. The Mean
Absolute Error is employed to measure the difference be-
tween the estimated and ground-truth control variables, and
provides an overall indication of the quality of the approxi-
mated control. The Mean Relative Error (MRE) is
MRE =
|y − ŷ|
|y|+  ,
where  = 10−3 is a small positive constant to avoid division
by zero and y and ŷ represent the groud-truth and estimation
respectively. MRE is sensitive to the changes of variables
but insenstive to their magnitudes. Thus, MRE is a better
measurement for velocity control.
The results in Table I demonstrate that exploiting our
proposed differential constraint produces lower errors for
all metrics. Since our method is able to establish the first-
order derivative relationship among control variables explic-
itly by using our regularisation term, our network captures
the structure of the control, and its underlying link to the
differential of a Lyapunov function, more effectively than
the vanilla regression network. The advantage of applying
the differential constraint is further evaluated in real-world
reaching experiments in Sec.V-C.
V. EXPERIMENTS AND RESULTS
Here, we demonstrate the efficacy of the proposed method
on real-world reaching/grasping by comparing with a state-
of-the-art detection-based RGB pose estimation algorithm
and a vanilla regression baseline. The grasping strategy for
mugs is designed as opening the gripper when its tip is inside
the cavity of mugs.
A. Pose-estimation Baseline
We implement the real-time single shot 6D-pose network
proposed by Tekin et. al [6], a state-of-the-art RGB pose-
estimation algorithm, and estimate its upper-bound grasping
rate in static environment by assuming the system has a
perfect pose-based controller and knows the grasping height.
For a fair comparison, this baseline is retrained only with
the synthetic data collected from the simulator as described in
Sec.IV-C. The dataset contains 29K training images and 1K
test images of one mug randomly positioned on the tabletop
in cluttered scenes. We employ the same training protocols
as in [6] to re-train the object pose estimation network.
Due to the rotational symmetric property of mugs, we use
ADD-S [9] to evaluate the pose estimation accuracy of the
mug. ADD-S measures the mean closest point distance be-
tween the 3D model vertices transformed by the ground-truth
pose and their counterparts transformed by the estimated
pose. To be specific, ADD-S is defined as follow:
ADD-S =
1
m
∑
x1∈M
min
x2∈M
‖Rx1 + T − (R̂x2 + T̂ )‖,
where m denotes the number of 3D object points and M
represents the 3D model vertices. R ∈ SO(3) and T ∈
R3 denotes the rotation and translation respectively. The
estimation is considered as correct if the ADD-S score is less
than 10% of the diameter of the mug (i.e., 12mm), a level
2D translation < 3 cm (%)
1 2 3 4 average
17.5 27.5 45.0 45.0 33.75
TABLE II: Evaluation of success rate for single shot pose
estimation baseline [10] trained on the synthetic dataset. The
network is tested on 180 scenes in the real lab environment,
for one, two, three, and four mugs shown as separate
columns.
that would correspond to a successful grasp in the real-world.
The network [6] achieves 91.5% success on the evaluation
dataset.
The real-world evaluation for the baseline pose estimation
was considerably poorer than in simulation. Table II shows
a 30mm pose error success rate for the case where there are
one, two, three or four instances of mugs in the workspace.
The poor performance of the pose estimation in the real
world data is related to high levels of false positives that
can be traced to poor generalisation error from the training
sequence to the data. The increase in pose estimation accu-
racy with the number of instances in the scene is associated
with the decrease in false positives, simply because more
of the scene is occupied by true instances. This could be
improved by transfer learning from real world data, however,
the proposed algorithm does not require transfer learning
and the comparison provided is fair. The performance of
pose estimation in the real-world scenario was insufficient to
implement a reliable grasping control and we will compare
with the provided estimated success rates as an upper bound
on the best real-world results that could be expected from
this approach.
B. Robustness against false positives detections
In our proposed algorithm, the vision pipeline only esti-
mates a coarse object presence score that helps to separate
the target class from the clutter. The estimation of cLf carries
out the heavy lifting: selecting the control corresponds to
the minimum cLf and establishing the relationship among
the control variables explicitly with our proposed differential
constraint. In our experiments, the cLf of most false positives
in the vision pipeline larger than the current minimum will
be rejected by the system.
Cases of false positives exhibiting lower values of cLf
are significantly suppressed with help of the closed-loop
controller design. Inspired by momentum terms widely used
in the optimisation algorithms, we implement the controller
u¯ as:
u¯t = ηu¯t−1 + (1− η)ût,
where η is a tuneable constant ∈ [0, 1] and ût is a current raw
velocity control prediction from the network. The constant η
is set to 0.6 in our experiments. It leads to smother reaching
trajectories especially when increasing the controller gain.
More importantly, the momentum in the velocity controller
keeps the end-effector moving towards the target for a short
duration even in the presence of false positives.
#
Objs Ldiff
Mean Abs.
Error
Mean Relative
Error
GSS
(%)
V̂(θ) û V̂(θ) û
1 w 0.01 0.06 0.78 0.89 94.0w/o 0.02 0.07 1.99 1.14 79.0
2 w 0.01 0.08 0.83 1.24 91.0w/o 0.01 0.12 0.98 1.39 73.0
3 w 0.01 0.09 0.89 1.12 87.0w/o 0.01 0.10 1.21 1.48 78.0
4 w 0.01 0.09 0.72 1.17 89.0w/o 0.01 0.10 0.80 1.39 78.0
All w 0.01 0.08 0.80 1.10 90.3w/o 0.01 0.10 1.24 1.35 77.0
TABLE III: Statistical Results of 40 grasping experiments
(10 samples for one, two, three and four instances) in real-
world using with/without the proposed differential constraint.
Each experiment has 10 reaching trajectories starting from a
random initial position, only one grasping attempt for each
trajectory.
C. Effectiveness of the Differential Constraint
The experiment has 40 scenes – ten for one, two, three,
and four targets in cluttered scenes. For a given scene, we
test both our method and vanilla regression counterpart, and
the end-effector is initialised at a random position using the
strategy described in Sec. IV-B 10 times. We record 50 Hz
closed-loop reaching trajectories at frequency of 25Hz. This
yields total 400 reaching trajectories for each method.
The results in Table III indicates our proposed method
achieves 90.3% grasp success rate without leveraging any
additional simulation-to-real transfer techniques. This is
compared to the estimated 33.75% success rate of the pose
estimation algorithm documented in Table II. Moreover,
different from the pose estimation based method, the grasp
success rate of our proposed algorithm remains consistent as
the number of target instances varies. This demonstrates the
superior multi-instance capability of our method.
Incorporating the differential constraint improves the grasp
success rate by 13.3%. In addition, the mean relative errors
associate with both cLf and control are also reduced by large
margins. This demonstrates the effectiveness of the proposed
differential constraint.
VI. CONCLUSION
We proposed a closed-loop, multi-instance control al-
gorithm for visually guided reaching. The system is able
to reach and grasp with 90.3% accuracy in cluttered en-
vironments from a over-the-shoulder RGB camera up-to
85Hz. The inclusion of a first-order differential constraint
associated with the control Lyapunov function leads to bet-
ter reaching/grasping performance in comparison to vanilla
regression and pose estimation based baselines. Our system
is robust against false positive detections caused by the sim-
to-real domain gap.
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