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Re´sume´
La the´orie des pavages ape´riodiques a connu des de´veloppements rapides
depuis les anne´es 1980, avec la de´couvertes d’alliages me´talliques cristallisant
dans une structure quasi-pe´riodique.
Dans cette the`se, on e´tudie particulie`rement deux me´thodes de construction
de pavages ape´riodiques : la me´thode par coupe et projection et la me´thode par
inflation et substitution. Deux angles d’approche sont de´veloppe´s : l’e´tude de la
fonction de complexite´, et l’e´tude me´trique de l’espace de pavages.
Dans une premie`re partie, nous calculons l’asymptotique de la fonction de
complexite´ pour des pavages coupe et projection, ge´ne´ralisant ainsi des re´sultats
connus en dynamiques symbolique pour la dimension 1. On montre que pour un
pavage coupe et projection canonique N sur d, sans pe´riode, la complexite´ croˆıt
(a` des constantes pre`s) comme nα, ou` α ∈ Jd, d(N − d)K.
Ensuite, nous nous basons sur une construction de Pearson et Bellissard qui
construisent un triplet spectral sur un ensemble de Cantor ultrame´trique. Nous
suivons leur construction dans le cas d’ensembles de Cantor auto-similaires. De
tels ensembles sont repre´sente´s comme l’ensemble des chemins d’un diagramme
de Bratteli. La transversale d’un espace de pavages de substitution muni d’une
distance usuelle est home´omorphe de manie`re bi-lipschitzienne a` un ensemble
de Cantor auto-similaire en ce sens. Certains de ces outils de ge´ome´trie non
commutative s’appliquent donc directement a` l’e´tude des pavages.
Dans une dernie`re partie, nous mettons en e´vidence des liens entre la dis-
tance usuelle sur l’enveloppe d’un pavage et la complexite´ de ce pavage. Les liens
entre complexite´ et me´trique permettent de donner une preuve directe et com-
ple`te du fait suivant : la complexite´ des pavages de substitution ape´riodiques de
dimension d croˆıt comme nd. Par ailleurs, une e´tude approfondie d’un re´sultat
de Sadun et Williams permet de montrer que pour tout pavage de dimension
d ve´rifiant certaines hypothe`ses, il existe un mot sur Zd qui a une complexite´
comparable. Nous appliquons ce re´sultat pour faire le lien entre la conjecture de
Nivat sur les mots bi-dimensionnels, et une conjecture de Lagarias et Pleasants
sur la complexite´ des pavages.
La question de liens entre la complexite´ et la topologie (et pas seulement avec
la distance) reste ouverte, mais nous apportons des re´ponses partielles dans cette
direction. Pour les pavages coupe et projection, il existe une e´quivalence entre
faible exposant de complexite´ et finitude des rangs des groupes de cohomologie
sur Q. En dimension 1, un pavage de faible complexite´ (ici sous-line´aire) est
associe´ a` un espace dont les groupes de cohomologie sont de dimension finie, et
l’implication est stricte. En toute ge´ne´ralite´, le proble`me est ouvert.
Abstract
Since the 1980s, the theory of aperiodic tilings developed quickly, motivated by
the discovery of metallic alloys which crystallize in an aperiodic structure. This
highlighted the need for new models of crystals.
Two models of aperiodic tilings are specifically studied in this dissertation.
First, the cut-and-project method, then the inflation and substitution method.
Two point of view are developed for the study of these objects: the study of the
complexity function associated to a tiling, and the metric study of the associated
tiling space.
In a first part, the asymptotic behaviour of the complexity function for
cut-and-project tilings is studied. The results stated here generalize formerly
known results in the specific case of dimension 1. It is proved that for an (N, d)
canonical projection tiling without periods, the complexity grows like nα, with
α ∈ {d, . . . , d(N − d)}. The exponent α is explicitly computed in terms of
algebraic data of the projection method.
A second part is based on a construction by Pearson and Bellissard of a
spectral triple for ultrametric Cantor sets. Their construction is applied to
self similar Cantor sets. Such Cantor sets are represented as sets of infinite
paths on weighted self-similar (or stationnary) Bratteli diagrams. The canonical
transversal of a substitution tiling space, with the usual distance, is bi-Lipschitz
homeomorphic to a self-similar Cantor set in the sense above. Therefore, some
of the results developed here apply directly to substitution tiling spaces.
In a last part, the links between the complexity function of a tiling and the
usual distance on its associated tiling space are made explicit. These links can
provide a direct and complete proof of the following fact: the complexity of an
aperiodic d-dimensional substitution tiling grows asymptotically as nd, up to
constants. Moreover, a thorough study of a theorem by Sadun and Williams
allows to strengthen their result: for all tiling of dimension d, there exists a word
on Zd which has a comparable complexity. Thanks to this result, it is possible
to compare a conjecture by Nivat on the complexity of bi-dimensional words,
and a conjecture by Lagarias and Pleasants on tilings complexity.
These links between complexity and distance raises the question of links
between complexity and topology. Partial answers are given in this direction.
For canonical cut-and-project tilings, there exists an equivalence between low
complexity of the tiling on the one hand, and the fact that the cohomology
groups over Q of the associated space are finite dimensional on the other hand.
In dimension 1, a low-complexity tiling (at most linear) is associated to a space
with finitely generated cohomology groups over Q, and a counter-example shows
that this implication is strict. In a more general setting, the problem remains
open.
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Introduction
La construction d’ensembles de tuiles qui peuvent paver le plan, mais ja-
mais de manie`re pe´riodique, a d’abord e´te´ conside´re´e comme une curiosite´ :
une de´couverte surprenante, mais appartenant au domaine des mathe´matiques
re´cre´atives. C’est par exemple dans le Mathematical Intelligencer2 que Roger
Penrose [55] de´crit la construction de son pavage, de´sormais ce´le`bre. De meˆme,
un des premiers articles de´crivant les pavages ape´riodiques a e´te´ publie´ dans une
chronique de jeux mathe´matiques tenue par Martin Gardner [32] dans Scientific
American.
Dans les anne´es 1980, dans le domaine de la physique du solide, Schlechtman,
Blech, Gratias et Cahn [63] ont pu observer un alliage me´tallique fortement
structure´ (puisque la figure de diffraction qu’ils ont obtenue est constitue´e de
pics clairs), mais qui ne posse´dait pas les proprie´te´s classiques des cristaux.
En effet, la figure de diffraction posse`dait une syme´trie qui rend impossible
l’agencement des atomes sur un re´seau pe´riodique. On e´tait alors en pre´sence
d’un nouveau mate´riau, qui ne pouvait pas eˆtre mode´lise´ par la the´orie classique
des cristaux.
Le de´veloppement de la the´orie des pavages fut alors e´troitement lie´ a` celui
de la the´orie mathe´matique des quasi-cristaux. Ainsi, l’utilisation de me´thodes
topologiques et de C∗-alge`bres est largement motive´e par la volonte´ de prouver
le the´ore`me du gap-labeling [10, 68, 39]. Cela est lie´ a` la recherche d’invariants
topologiques pour les espaces de pavages. Parmi ces invariants, on peut citer la
K-the´orie de la C∗-alge`bre associe´e a` l’espace de pavages [8, 40], mais aussi la
cohomologie de l’espace [1, 53].
D’autre part, la dynamique symbolique et la the´orie des mots se sont de´ve-
loppe´s de manie`re autonome. Ces domaines sont bien plus anciens, puisqu’on
conside`re les articles de Hedlund et Morse [48, 49] en 1938 et 1940 comme les
articles fondateurs de la dynamique symbolique. La dynamique symbolique et
l’e´tude des pavages ne sont pas sans lien : un pavage de dimension 1 peut-eˆtre
code´ par un mot, et bien des notions peuvent eˆtre transpose´es d’un domaine
a` l’autre par analogie. On citera les notions de substitution, de re´currence, et
aussi de complexite´, dont il sera largement question dans cette the`se.
Certains de´veloppements re´cents en dynamique symbolique se rapprochent
encore un peu plus de la the´orie des pavages : notamment, l’e´tude de mots
indexe´s par Z2, comme les (( plans discrets )) ou (( plans digitalise´s )). On pourra
voir a` ce sujet les articles de Vuillon et Berthe´ [70, 11]. On peut citer e´galement
2On peut lire sur la page de pre´sentation du journal : Not only does The Mathematical
Intelligencer inform a broad audience of mathematicians and the wider intellectual commu-
nity, it also entertains. Throughout, the journal, humor, puzzles, poetry, fiction, and art can
be found.
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les travaux d’Arnoux, Berthe´, Ei et Ito [3], qui de´veloppent une ge´ne´ralisation
de la notion de substitution symbolique en dimension supe´rieure a` 1.
Berthe´ et Vuillon, par exemple, ont calcule´ la complexite´ de plans discrets
en utilisant un codage symbolique du pavage par un mot sur Z2. L’ide´e ici est
d’utiliser un outil combinatoire (la fonction de complexite´) a` un objet essen-
tiellement ge´ome´trique. Les me´thodes de´veloppe´es jusqu’a` pre´sent consistent a`
coder l’objet ge´ome´trique (le pavage) pour transposer l’e´tude dans un cadre
exclusivement combinatoire.
Les techniques de´veloppe´es dans cette the`se permettent de calculer le com-
portement de la fonction de complexite´ pour tous les pavages coupe et projec-
tion, en e´vitant de faire intervenir la combinatoire des mots. De manie`re plus
ge´ne´rale, l’ambition de cette the`se est d’e´tudier un objet issu de la dynamique
symbolique, et a priori purement combinatoire — la fonction de complexite´ —
pour des pavages de dimension quelconque, et en utilisant des me´thodes topo-
logiques.
Cadre de la the`se
Le fil rouge de cette the`se est l’e´tude de la fonction de complexite´ dans dif-
fe´rents contextes. La fonction de complexite´ d’un pavage est une fonction qui a`
un re´el r associe le nombre d’amas de taille r du pavage. Cette fonction a e´te´
beaucoup e´tudie´e dans le cadre de la combinatoire des mots, c’est-a`-dire pour les
pavages de dimension 1. Cette fonction donne des informations importantes sur
le mot. On peut remarquer qu’un mot pe´riodique a une fonction de complexite´
borne´e : la complexite´ est donc non triviale uniquement pour des mots ape´rio-
diques. En cela, il s’agit d’un outil typiquement (( ape´riodique )). Un re´sultat
frappant en dimension 1 est le the´ore`me de Morse–Hedlund [49] : s’il existe n
tel qu’un mot bi-infini w a moins de n sous-mots distincts de longueur n, alors
w est pe´riodique.
En dimension supe´rieure, il existe des re´sultats relatifs a` la complexite´, et il
existe des conjecture ge´ne´ralisant le re´sultat de Morse–Hedlund. On peut citer
par exemple la conjecture de Nivat [51], partiellement re´solue par Epifanio,
Koskas et Mignosi [23] et Quas–Zamboni [56]. On peut aussi citer plusieurs
conjectures de Lagarias et Pleasants [43] qui font un lien entre pe´riodicite´ et
complexite´ dans le cadre des ensembles de Delone en dimension d. Cela dit,
l’e´nonce´ meˆme de ces ge´ne´ralisations se heurte a` une difficulte´ : il n’existe pas,
comme en dimension 1, de manie`re canonique de de´finir la (( taille )) d’un amas,
et donc de de´finir la fonction de complexite´.
Le choix qui est fait dans cette the`se est donc de ne regarder la fonction
de complexite´ que de manie`re asymptotique. Le comportement asymptotique
de la fonction de complexite´ reste inchange´ (sous une relation d’e´quivalence
raisonnable) par un changement de norme.
Un premier chapitre est consacre´ a` un rappel des de´finitions (pavage, espace
de pavage, topologie), et des proprie´te´s usuelles des objets e´tudie´s. On donnera
une de´finition originale d’une fonction de complexite´ pΞ associe´e a` une transver-
sale Ξ. Le comportement asymptotique ne de´pend alors pas de Ξ, ce qui permet
de parler de l’asymptotique de la complexite´, bien qu’il n’existe pas de fonction
de complexite´ canonique en dimension d ≥ 1. Les de´finitions pre´cises des me´-
thodes de constructions de pavages (par coupe et projection et par substitution)
sont laisse´es pour les chapitres suivants.
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E´tude de la complexite´ pour les pavages coupe et projection
(chapitres 2 et 3)
Le chapitre 2 de cette the`se est consacre´ au calcul de la fonction de com-
plexite´ pour une classe de pavages obtenus par coupe et projection (avec domaine
d’acceptance canonique).
Les pavages coupe et projection forment une classe importante de pavages.
Ainsi, des pavages comme les pavages octogonaux, les pavages dode´cagonaux
ou les pavages de Penrose peuvent s’obtenir par coupe et projection. L’ide´e ge´-
ne´rale est de conside´rer un re´seau pe´riodique de dimension N , et d’en projeter
une (( tranche )) sur un sous-espace E de dimension infe´rieure. Si E a une di-
rection irrationnelle en un certain sens, alors l’ensemble de points obtenu sera
ape´riodique, mais he´ritera ne´anmoins de proprie´te´s de syme´trie locale du re´seau
de dimension N . On dit que le pavage est canonique si la tranche du re´seau est
[0, 1]N + E ⊂ RN , c’est-a`-dire si elle a pour base le cube unite´ de RN .
La projection d’une tranche canonique d’un re´seau de dimension 2 sur une
droite donne la classe d’exemples la plus fameuse de suites ape´riodiques : les
suites sturmiennes. Leurs proprie´te´s ont e´te´ extensivement e´tudie´es, et on pourra
se re´fe´rer par exemple a` [2] ou [64] pour un e´tat de l’art. Notamment les liens
entre proprie´te´s combinatoires du pavage et proprie´te´s arithme´tiques de l’angle
de la droite dans R2 sont bien connus. Leur complexite´ est aussi remarquable :
une suite sturmienne a exactement n+ 1 sous-mots distincts de longueur n.
La me´thode de coupe et projection canonique est une des ge´ne´ralisation
possible de ces suites. Lorsque l’espace sur lequel on projette est une droite
(le pavage peut alors eˆtre code´ par un mot), les pavages obtenus peuvent eˆtre
de´crits comme des suites de billard cubique. Un certain nombre des proprie´te´s
de ces suites sont de´ja` connues, et notamment, leur fonction de complexite´ a
e´te´ calcule´e d’abord par Arnoux, Mauduit, Shiokawa et Tamura [4] dans le cas
N = 3, puis par Baryshnikov [7] dans le cas ge´ne´ral. En dimension supe´rieure, le
proble`me de la complexite´ des (( plans discrets )) a e´te´ aborde´e par Vuillon [70]
et Berthe´ et Vuillon [11] dans le cas ou` dim(E) = N − 1. Leur me´thode consiste
a` coder d’abord le pavage par un mot multi-dimensionnel, puis a` calculer la
complexite´ rectangulaire de ce mot.
Le point de vue de´veloppe´ dans cette the`se se de´marque de ces approches en
ceci qu’on ne vise pas a` calculer la fonction de complexite´ de manie`re exacte,
mais plutoˆt son comportement asymptotique. De ce fait, on obtient des re´sultats
moins pre´cis mais plus robustes. Par exemple, dans le cas particulier des plans
discrets, on ne passe pas par le choix d’un codage.
Au chapitre 2, nous calculons l’asymptotique de la fonction de complexite´
pour des pavages coupe et projection ge´ne´raux (projection d’une bande de ZN
sur E de dimension d), dont le domaine d’acceptance est canonique. Si p de´signe
la fonction de complexite´, nous montrons l’encadrement suivant :
C1n
α ≤ p(n) ≤ C2nα,
ou` α est un entier, et C1, C2 sont des constantes strictement positives. Ainsi,
la complexite´ d’un pavage coupe et projection croˆıt asymptotiquement comme
un polynoˆme. L’exposant maximal est d(N − d), et pour un choix ge´ne´rique de
direction de E, cette borne est atteinte.
Les pavages coupe et projection (( remarquables )), que l’on peut trouver
dans la litte´rature comme les pavages de Penrose, ou d’Ammann–Beenker (aussi
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appele´ pavage octogonal), ont une complexite´ bien moindre que ce maximum.
On peut montrer que les pavages de Penrose et octogonal ont une complexite´
quadratique. C’est en re´alite´ l’exposant minimal de la complexite´ : il est montre´
au chapitre 3 que l’exposant minimal de la complexite´ pour un pavage coupe et
projection canonique de dimension d est pre´cise´ment d− r, ou` r est le rang du
groupe des pe´riodes du pavage.
Dans le cas des pavages coupe et projection, il existe un lien qualitatif entre
le comportement de la fonction de complexite´ et le rang des groupes de coho-
mologie. Un the´ore`me de Forrest–Hunton–Kellendonk [27] donne une condition
ne´cessaire et suffisante de nature purement ge´ome´trique pour que les groupes
de cohomologie sur Q d’un pavage coupe et projection soient de dimension finie.
Les me´thodes utilise´es pour montrer le re´sultat de complexite´ permettent de
relier l’exposant de la complexite´ a` des informations ge´ome´triques de meˆme na-
ture. Ainsi, nous montrons (the´ore`me 3.1.1) que l’exposant de la complexite´ est
minimal (c’est-a`-dire e´gal a` la dimension d du pavage dans le cas d’un pavage
sans pe´riodes) si et seulement si les groupes de cohomologie rationnelle sont
finiment engendre´s.
Cette e´quivalence est fausse en ge´ne´ral : il existe un mot re´pe´titif de dimen-
sion 1 dont la fonction de complexite´ croˆıt plus vite que tout polynoˆme, mais
dont les groupes de cohomologie sont finiment engendre´s sur Q. En revanche,
toujours en dimension 1, l’implication re´ciproque est vraie. Il se pose alors la
question d’une ge´ne´ralisation.
E´tude me´trique des espaces de pavages I : construction de
Pearson–Bellissard pour les pavages de substitution (cha-
pitres 4 et 5)
Une seconde partie de cette the`se porte sur des travaux re´alise´s en collabo-
ration avec Jean Savinien lors d’un se´jour au Georgia Institute of Technology
(E´tats-Unis d’Ame´rique), sur une invitation de Jean Bellissard. Ces travaux ont
consiste´ a` mener des calculs en rapport avec une construction re´alise´e pre´ce´dem-
ment par John Pearson et Jean Bellissard [38].
Pearson et Bellissard [54] ont construit un triplet spectral sur les ensembles
de Cantor ultrame´triques. L’ide´e de cette construction est d’introduire des ob-
jets de ge´ome´trie non commutative a` l’e´tude des pavages dans le cadre du pro-
gramme d’Alain Connes [15, 16]. La transversale d’un espace de pavages est en
effet un ensemble de Cantor, et on peut le munir d’une ultrame´trique usuelle qui
est largement utilise´e dans la litte´rature. Bien qu’il n’existe a` ce jour pas de dis-
tance canonique sur les espaces de pavages (en particulier il ne peut pas exister
de mesure invariante par les translations), la construction de Pearson–Bellissard
applique´e a` la distance usuelle fait ne´anmoins apparaˆıtre des informations inte´-
ressantes. De plus, cette distance entretient des liens avec la fonction de com-
plexite´ (ce dernier point est aborde´ au chapitre 6). L’e´tude me´trique des espaces
de pavages a pour ambition d’apporter des outils nouveaux, qui soient plus fins
que les outils purement topologique que sont la K-the´orie ou la cohomologie.
Un triplet spectral sur un espace X est la donne´e d’une sous-alge`bre dense A
de l’alge`bre des fonctions continues (qui joue le roˆle d’une alge`bre de fonctions
(( re´gulie`res ))), d’une repre´sentation de cette alge`bre sur un espace de Hilbert
H, et d’un ope´rateur auto-adjoint non borne´ D sur H (l’ope´rateur de Dirac),
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ve´rifiant certaines proprie´te´s. Le commutateur de D avec une fonction f ∈ A
est alors l’analogue de la de´rive´e de f .
La construction de Pearson–Bellissard est tre`s combinatoire : ils re´alisent en
effet l’ensemble de Cantor comme le bord d’un arbre enracine´ a` poids. L’arbre
encode alors la topologie, et les poids donnent l’ultrame´trique. De plus, tout
ensemble de Cantor ultrame´trique a une telle re´alisation (par la correspondance
de Michon [47]).
Dans le cas auto-similaire — le cas traite´ dans cette the`se et dans [38] —,
l’arbre est remplace´ par un diagramme de Bratteli a` poids. Les de´finitions et
proprie´te´s ge´ne´rales du triplet spectral sont pre´serve´es et peuvent eˆtre directe-
ment adapte´es de l’article de Pearson–Bellissard. Ainsi les re´sultats suivants sont
encore valides : on peut de´finir une fonction ζ, dont l’abscisse de convergence est
(quand elle existe) la dimension de boˆıte de l’espace de Cantor ; sous certaines
conditions (qui sont automatiques dans le cas e´tudie´ ici), l’ultrame´trique permet
de de´finir une mesure de probabilite´s ; on peut de´finir une famille d’ope´rateurs
∆s qui sont interpre´te´s comme des ope´rateurs de Laplace.
Le ve´ritable inte´reˆt de la structure auto-similaire est de fournir une machi-
nerie qui permet de faire des calculs simplement. Ainsi, on peut montrer que
les valeurs propres de l’ope´rateur ∆s sont donne´es par l’ite´ration d’un nombre
fini de fonctions affines de R → R sur un ensemble fini de valeurs propres (( ini-
tiales )).
Enfin, il est connu [39] que la transversale d’un espace de pavages de substi-
tution est home´omorphe a` l’ensemble des chemins infinis sur un diagramme de
Bratteli. Il est montre´ au chapitre 4 que cet home´omorphisme est bi-lipschitzien
pour un bon choix de poids sur le diagramme. Ainsi, la construction de Pearson–
Bellissard sur les diagrammes de Bratteli auto-similaires peut donner des infor-
mations sur les pavages de substitution.
E´tude me´trique des espaces de pavages II : lien entre dis-
tance et fonction de complexite´ (chapitre 6)
Si la construction de Pearson–Bellissard permet d’obtenir des informations
de nature ge´ome´trique sur un ensemble de Cantor muni d’une ultra-me´trique,
il n’existe a priori pas de choix de me´trique naturel.
Cela dit, le choix de la me´trique usuelle (deux pavages sont ε-proches si a`
une ε-translation, ils co¨ıncident sur une boule de rayon 1/ε) peut se justifier par
son lien avec la fonction de complexite´.
On peut montrer que la fonction de complexite´ d’un pavage (qui compte le
nombre d’amas de taille n a` translation pre`s) a le meˆme comportement asympto-
tique que le nombre d’ouverts ne´cessaires pour recouvrir une transversale cano-
nique Ξ. Plus pre´cise´ment, a` toute transversale Ξ on peut associer une fonction
de complexite´ pΞ dont le comportement asymptotique ne de´pend pas de Ξ, et
telle que pΞ(n) est exactement le nombre minimal d’ouverts de diame`tre au plus
1/n ne´cessaires pour recouvrir Ξ.
Ainsi, si deux espaces de pavages sont home´omorphes par un home´omor-
phisme bi-lipschitzien qui pre´serve une transversale, alors leurs fonctions de com-
plexite´ ont le meˆme comportement asymptotique. Nous appliquons ce constat a`
un the´ore`me de Sadun et Williams [61] : tout espace de pavages (ve´rifiant cer-
taines proprie´te´s standard) est home´omorphe a` la suspension d’un sous-de´calage
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sur Zd. On peut reprendre la preuve donne´e dans l’article original pour mon-
trer que cet home´omorphisme peut eˆtre choisi bi-lipschitzien, et pre´serve une
transversale. Ainsi, pour tout pavage de Rd, il existe un mot sur Zd tel que les
fonctions de complexite´ associe´es ont le meˆme comportement asymptotique.
Ce re´sultat permet de faire le lien entre deux conjectures reliant la fonc-
tion de complexite´ et l’existence de pe´riodes dans un pavage : la conjecture
de Nivat [51], issue de la the´orie des mots, et une conjecture de Lagarias–
Pleasants [43], e´nonce´e pour des ensembles de Delone, donc a priori plus ge´-
ne´rale. Il se trouve qu’une re´ponse partielle a` la conjecture de Nivat, due a`
Epifanio–Koskas–Mignosi [23] puis pre´cise´e par Quas–Zamboni [56] permet de
re´pondre a` une version affaiblie d’une conjecture de Lagarias et Pleasants dans
le cas de pavages bi-dimensionnels.
Nous utilisons e´galement cette correspondance entre complexite´ et recouvre-
ments pour lier l’abscisse de convergence de la fonction ζ obtenue au chapitre 5
a` la complexite´. Il est prouve´ [54] que l’abscisse de convergence de la fonction ζ
associe´e a` un espace de Cantor ultrame´trique est e´gale a` la dimension de boˆıte
de l’espace. La dimension de boˆıte est de´finie a` partir de recouvrements, elle
peut donc s’exprimer en fonction de la complexite´. Ainsi, les re´sultats obte-
nus aux chapitres pre´ce´dents permettent de montrer que si p est la fonction de
complexite´ d’un pavage de substitution de dimension d, alors pour tout ε > 0,
on a :
nd−ε ≤ p(n) ≤ nd+ε
pour tout n assez grand. Ce re´sultat n’est pas optimal puisqu’on s’attend a` ce
que cet encadrement reste vrai pour ε = 0, a` des constantes multiplicatives
pre`s. La majoration p(n) ≤ Cnd est en fait connue, et prouve´e par Hansen et
Robinson [59]. La minoration fait partie du folklore et re´sulte d’encadrements
obtenus par Solomyak [67, lemme 2.4] ; elle peut aussi se de´duire de la line´aire
re´pe´titivite´ des pavages de substitution et d’un re´sultat conjecture´ par Lagarias–
Pleasants [43] et prouve´ par Lenz [45] reliant la re´pe´titivite´ a` la complexite´. Nous
prouvons l’encadrement
C1n
d ≤ p(n) ≤ C2nd
directement en utilisant l’invariance de l’asymptotique de la complexite´ par
transformation bi-lipschitzienne, et en utilisant la description des espaces de
pavages de substitution (a` home´omorphisme bi-lipschitzien pre`s) par des dia-
grammes de Bratteli, dont la construction est faite au chapitre 4.
Perspectives
Les re´sultats pre´sente´s ici re´pondent a` certaines questions, mais en soule`vent
de nouvelles. En ce qui concerne la complexite´, il est naturel de vouloir approfon-
dir les liens entre topologie et complexite´. On sait par exemple (par un re´sultat
de Baake, Lenz et Richard [5]) que l’entropie topologique du syste`me dynamique
(qui est comme son nom l’indique, un invariant topologique), peut-eˆtre calcule´e
graˆce a` la complexite´. Cette entropie est non nulle seulement lorsque la com-
plexite´ croˆıt au moins exponentiellement. Cet invariant n’est donc pas pertinent
dans les cas que nous avons e´tudie´s. La question est donc : dans quelle mesure
une fonction de complexite´ polynomiale apporte-t-elle des informations sur la
topologie de l’espace de pavage ? Par exemple, l’exposant de la complexite´ est-il
un invariant topologique, au moins dans certaines sous-classes de pavages ?
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Avec la meˆme ide´e de relier complexite´ et topologie, on peut poser une ques-
tion plus pre´cise, lie´e a` la cohomologie. On sait que pour les pavages coupe et
projection, il est e´quivalent de dire que le pavage est peu complexe, et que son
espace a des groupes de cohomologie sur Q de dimension finie. On a donc un
lien entre complexite´ combinatoire et complexite´ (( cohomologique )). En dimen-
sion 1, seul un sens de l’implication reste vrai : un mot simple a une suspension
cohomologiquement simple. Un re´sultat de Coronel [17] semble montrer que
cette implication reste vraie pour les pavages line´airement re´pe´titifs. Or, les pa-
vages line´airement re´pe´titifs sont un cas particulier de pavages de complexite´
nd, ou` d est la dimension [45]. La question qui se pose donc naturellement est
de savoir si l’implication reste vraie pour tout pavage ape´riodique.
Les questions laisse´es en suspens a` la fin du chapitre 6 sont nombreuses, car
les re´ponses apporte´es sont partielles. Les conjectures de Lagarias–Pleasants et
de Nivat restent largement ouvertes. Cela dit, on peut espe´rer que les me´thodes
introduites pourraient permettre de les attaquer sous une nouvelle perspective.
Notamment, on sait que la conjecture de Nivat ne peut pas se ge´ne´raliser en
tant que telle. Cela dit, le point de vue (( asymptotique )) est peut-eˆtre le bon
pour faire le lien entre la complexite´ et le rang du groupe des pe´riodes.
Enfin, de nombreux travaux restent a` faire relativement a` la construction du
triplet spectral sur la transversale d’espaces de pavages. Les outils de´veloppe´s
permettent de mener des calculs, et donc de traiter des exemples qui pourront
e´ventuellement guider les travaux futurs. Il faut cela dit e´tudier plusieurs ques-
tions : a` quel point le laplacien sur un diagramme de Bratteli est-il change´ par
un home´omorphisme bi-lipschitzien, et donc dans quelle mesure le laplacien que
nous avons calcule´ est-il pertinent pour l’e´tude des pavages ? On a une famille de
laplaciens (∆s) indexe´e par un parame`tre. Y a-t-il une valeur privile´gie´e de ce
parame`tre ? Un laplacien permet de de´finir une marche ale´atoire. Quelles sont
ses proprie´te´s dans notre cas, et peut-on la lier a` l’e´tude des marches ale´atoires
sur les arbres ?
Chapitre 1
Ge´ne´ralite´s sur les pavages
ape´riodiques
Une manie`re ge´ne´rale (et peu pre´cise) de de´finir un pavage, est de dire qu’il
s’agit d’un recouvrement d’un certain espace par des sous-ensembles, ou tuiles.
Dans cette the`se, l’espace a` paver sera toujours l’espace vectoriel re´el standard
Rd. Cet espace agit sur lui meˆme par translation, ce qui permet de de´finir la
notion de pe´riode, ou de groupe de pe´riodes. Une pe´riode d’un pavage P est un
e´le´ment x ∈ Rd tel que P +x = P . Lorsque l’ensemble des pe´riodes de P est un
re´seau cocompact de Rd, le pavage est dit pe´riodique. Si un pavage P n’a aucune
pe´riode, il est dit comple`tement ape´riodique. C’est le cas qui nous inte´resse ici,
meˆme si nous aurons l’occasion de discuter de pavages pour lesquels le groupe
des pe´riodes n’est pas trivial.
Il existe plusieurs me´thodes pour construire des pavages ape´riodiques. Dans
cette the`se seront conside´re´es la me´thode par inflation et substitution, et la
me´thode par coupe et projection. Les de´finitions sont donne´es respectivement
aux chapitres 2 et 4.
Dans ce chapitre, on donne quelques de´finitions de base, et on introduit les
me´thodes qui sont utilise´es pour l’e´tude des pavages ape´riodiques. Notamment,
on fait le lien entre les proprie´te´s combinatoires d’un pavage donne´, et les pro-
prie´te´s dynamiques d’un syste`me qui lui est naturellement associe´. Une notion
importante est la notion de complexite´, qui est l’un des principaux objets d’e´tude
de cette the`se.
Ce chapitre se conclut par une section de´die´e a` un exemple important et qui
sera cite´ a` plusieurs reprises : le pavage de Fibonacci.
Il convient de noter que la structure de pavage n’est pas indispensable a`
l’e´tude des objets ape´riodiques. Si la de´finition par tuiles est utile, notamment
pour de´finir les pavages de substitution, en revanche, la me´thode de coupe et
projection de´finit naturellement un ensemble de points plutoˆt qu’un pavage.
Ainsi, on pourra eˆtre amene´s a` conside´rer aussi bien des pavages que des en-
sembles de points de Rd ve´rifiant certaines proprie´te´s : les ensembles de Delone.
On utilise de manie`re ge´ne´rique le terme pavage, e´tant entendu que selon le
contexte, il pourra de´signer un ensemble de Delone.
2 chapitre 1. ge´ne´ralite´s
1.1 De´finitions
Dans cette section, on introduit les notations ge´ne´rales qui seront utilise´es
tout au long de cette the`se. Notamment, on de´finit en ge´ne´ral ce qu’est un pa-
vage, quelles proprie´te´s on peut en attendre. Les de´tails de la construction des
pavages de coupe et projection et de substitution seront traite´s dans des cha-
pitres ulte´rieurs (respectivement aux chapitres 2 et 4). Nous de´finissons e´gale-
ment la fonction de complexite´ associe´e a` un pavage — une notion dont l’e´tude
constitue le fil rouge de cette the`se. La de´finition choisie pour la fonction de
complexite´ est originale en cela qu’elle est associe´e a` une transversale ; elle est
donc relie´e a` la topologie de l’espace. La de´finition est cependant e´quivalente (a`
e´quivalence pre`s) a` toute de´finition raisonnable que l’on pourrait donner de la
complexite´.
1.1.1 Approche combinatoire
On conside`re Rd l’espace usuel de dimension d. Une tuile est par de´finition
un ensemble compact re´gulier (qui est l’adhe´rence de son inte´rieur) de Rd. Bien
qu’il existe des exemples avec des tuiles a` bords fractals, dans la plupart des cas,
les tuiles sont des polytopes. Il existe une action naturelle de Rd sur les tuiles
par translation.
On appelle prototuile une classe d’e´quivalence de tuiles par translation. Pour
construire un pavage, on se donner un ensemble de prototuiles A (A est parfois
appele´ l’alphabet, par analogie avec le cas symbolique).
De´finition 1.1.1. On appelle pavage partiel un ensemble fini ou infini de tuiles
dont les inte´rieurs sont disjoints, on appelle amas un pavage partiel fini. Le
support Supp(a) d’un amas a (ou d’un pavage partiel) est de´fini comme l’union
des tuiles qui le composent. On appelle pavage un pavage partiel dont le support
est Rd.
Ainsi, on dit qu’un pavage partiel P recouvre un ensemble X si X est inclus
dans le support de P .
Notation 1.1.2. Si P est un pavage, on notera P ∩ B(x; r) l’amas constitue´ de
l’ensemble des tuiles de P qui intersectent la boule de centre x ∈ Rd et de rayon
r > 0.
Comme il a e´te´ dit, il peut eˆtre plus naturel de conside´rer comme objet
d’e´tude un ensemble de points plutoˆt qu’un pavage. Cela nous ame`ne a` donner
la de´finition suivante.
De´finition 1.1.3. On appelle ensemble de Delone un sous-ensemble D de Rd
ve´rifiant les proprie´te´s suivantes :
(i) D est uniforme´ment discret : il existe r > 0 tel que pour tout x ∈ D,
D ∩B(x; r) = {x} ;
(ii) D est relativement dense : il existe R > 0 tel que pour tout x ∈ Rd,
D ∩B(x;R) 6= ∅.
Un tel ensemble est appele´ un (r,R)-ensemble de Delone.
Il existe des me´thodes standard pour associer un ensemble de Delone a` un pa-
vage, et re´ciproquement : notamment a` un ensemble de Delone, on peut associer
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l’ensemble des cellules de Vorono¨ı associe´es, ou une triangulation (la triangula-
tion de Delone, par exemple, qui est duale du pavage de Vorono¨ı).
Les notions que nous de´finirons seront applicable aussi bien aux pavages
qu’aux ensembles de Delone.
E´tant donne´ un pavage P construit a` partir des prototuiles donne´es par un
ensemble A, on peut de´finir diffe´rents ensembles qui sont pertinents pour son
e´tude.
De´finition 1.1.4. Soit P un pavage. On de´finit ∆(P ) comme l’ensemble de ses
pe´riodes :
∆(P ) = {x ∈ Rd ; P + x = P}.
Il s’agit e´videmment d’un sous-groupe de Rd. Un pavage dont le groupe de
pe´riode est un re´seau cocompact est appele´ pe´riodique. Sinon, il est dit ape´-
riodique, et si de plus son groupe de pe´riodes est re´duit a` {0}, il est appele´
comple`tement ape´riodique.
De´finition 1.1.5. Soit P un pavage. On de´finit le langage associe´ a` P de la
manie`re suivante :
– pour tout r > 0, on de´finit Lr(P ) comme l’ensemble des amas de taille r
de P a` translation pre`s, c’est-a`-dire l’ensemble des classes d’e´quivalence
par translation d’amas de la forme
P ∩B(x; r), x ∈ Rd.
– on de´finit L(P ), le langage associe´ a` P , comme le plus petit ensemble
d’amas contenant tous les Lr(P ), r > 0, et tel que si a ∈ L(P ) et b ⊆ a,
alors b ∈ L(P ).
Le langage d’un ensemble de Delone est de´fini de manie`re similaire comme l’en-
semble des classes d’e´quivalence par translation :
Lr(D) = {(D − x) ∩B(0; r) ; x ∈ Rd}/Rd.
Le langage L est donc l’ensemble de tous les amas de P , a` translation pre`s.
Par abus de notation, on conside´rera parfois les e´le´ments du langage comme
des amas plutoˆt que comme des classes d’e´quivalence. Ainsi, on e´crira a ∈ L(P )
pour ∃x ∈ Rd, (a− x) ⊂ P .
Pour un pavage pe´riodique, il suffit de connaˆıtre Lr(P ) avec r assez grand
pour de´terminer P de manie`re unique : en effet, si on connaˆıt un amas dont le
support recouvre un domaine fondamental du re´seau des pe´riodes de P , alors on
en de´duit le pavage sur Rd tout entier. En revanche, pour un pavage ape´riodique,
un meˆme langage peut permettre de de´finir plusieurs pavages, comme nous allons
le voir. Ces conside´rations permettent de donner la proposition suivante.
Proposition 1.1.6. Les deux propositions suivantes sont e´quivalentes.
(i) Le pavage P est pe´riodique.
(ii) La quantite´ Card(Lr(P )) est borne´e inde´pendemment r.
Nous nous inte´ressons a` des pavages ape´riodiques, par conse´quent la quantite´
Card(Lr(P )) ne sera pas borne´e dans les cas que nous conside´rerons. Cela dit,
nous nous restreindrons a` des cas pour lesquels cette quantite´ est bien de´finie
et finie : le cas des pavages de complexite´ locale finie.
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De´finition 1.1.7. Soit P un pavage de Rd. On dit que P est de complexite´
locale finie, ou CLF (en anglais : finite local complexity, ou FLC ) si pour tout
r > 0, Lr(P ) est un ensemble fini.
Comme on l’a dit, a` un meˆme langage peuvent correspondre plusieurs pa-
vages. Et si par exemple, L(P ) = L(P ′), alors P et P ′ sont indiscernables lors-
qu’on ne les regarde que localement, puisque pour tout r, ils ont les meˆmes amas
de taille r. On dit qu’ils sont localement isomorphes. Ainsi, il est naturel d’as-
socier a` un pavage ape´riodique P l’ensemble de tous les pavages qui partagent
les meˆmes proprie´te´s locales.
De´finition 1.1.8. On appelle espace de pavage associe´ au langage L, et on note
ΩL l’ensemble suivant :
ΩL :=
{
P pavage ; ∀a ⊂ P amas, a ∈ L}.
Si P est un pavage donne´, on note ΩP := ΩL(P ).
Ainsi, l’espace ΩL est l’espace de tous les pavages dont les amas sont dans L.
Par conse´quent, ΩP est l’ensemble des P
′ tels que tous les amas de P ′ sont aussi
des amas de P . Autrement dit, si P ′ ∈ ΩP , alors L(P ′) ⊂ L(P ). Remarquons
aussi que ΩL est stable par l’action de Rd.
Exemple 1.1.9. Soit P le pavage de R dont les tuiles sont :
P = {[n, n+ 1] ; n ∈ Z, et n 6= 0, 1} ∪ {[0, 2]}.
Alors en particulier, L(P ) contient tous les amas compose´s de n segments [0, 1]
conse´cutifs, pour tout n. Par conse´quent, le pavage pe´riodique par des segments
de taille 1 est dans ΩP .
On remarque que le pavage pe´riodique obtenu n’est pas localement isomorphe
a` P : son langage est strictement inclus dans le langage de P .
L’e´tude d’un pavage ape´riodique passe en ge´ne´ral par l’e´tude de son espace
de pavage. En effet, e´tant donne´ un langage et un ensemble de pavages ΩL, tel
que tout P ∈ ΩL ve´rifie L(P ) = L, il n’existe a priori pas de raison de privile´gier
un pavage par rapport a` un autre. Par conse´quent il est justifie´ d’e´tudier l’espace
de pavages plutoˆt qu’un pavage particulier.
La condition ci-dessus (tout P ∈ ΩL a L pour langage) se traduit de manie`re
combinatoire sur P .
De´finition 1.1.10. Un pavage P est dit re´pe´titif si pour tout a ∈ L(P ), il
existe un R > 0 tel que pour tout x ∈ Rd, l’amas a apparaˆıt dans P ∩B(x;R).
Il s’agit en quelque sorte d’une condition de minimalite´ sur le langage. Nous
allons voir que cette condition se traduit effectivement comme une condition de
minimalite´ d’un certain syste`me dynamique.
1.1.2 Approche topologique et dynamique
On a de´fini ci-dessus ΩL et ΩP l’espace de pavages associe´ respectivement
a` un langage et a` un pavage. On les a de´finis en tant qu’ensembles, stables
par translation par un e´le´ment de Rd. Il est aussi possible de les munir d’une
topologie, et de les e´tudier du point de vue topologique et dynamique.
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De´finissons une distance d sur un espace de pavages Ω. Deux pavages P et
P ′ ont une distance d(P, P ′) infe´rieure a` ε de`s que P − x et P ′ − y co¨ıncident
sur une boule de rayon ε−1, avec x, y des vecteurs de Rd de norme infe´rieure a`
ε. De plus, on peut demander a` ce que d soit majore´e par 1. Formellement :
d = inf
({
ε > 0 ; ∃x, y ∈ B(0; ε),
B(0; ε−1) ⊂ Supp ((P − x) ∩ (P ′ − y))} ∪ {1/√2}) (1.1)
Remarque 1.1.11. On ne peut pas remplacer 1/
√
2 par 1 dans la de´finition
ci-dessus, car l’ine´galite´ triangulaire ne serait alors plus ve´rifie´e. On peut se
rapporter a` [44] pour les de´tails des calculs. Je suis reconnaissant a` Franz Ga¨hler
qui m’a fait cette remarque.
La topologie de´finie par cette distance est naturelle. Muni de cette topologie,
Ω est compact (sous hypothe`se de complexite´ locale finie), et l’action de Rd est
continue. En revanche, ce choix particulier de distance n’est pas canonique. Cela
dit, nous verrons par la suite (au chapitre 6) comment elle peut eˆtre relie´e a` la
complexite´.
On peut construire une transversale pour cette action ; nous de´finissons de
manie`re ge´ne´rale la notion de transversale canonique.
De´finition 1.1.12. Soit Ω un espace de pavages re´pe´titif, ape´riodique, et de
complexite´ locale finie. On se donne un ensemble de re`gles locales qui permettent
d’associer a` tout pavage P ∈ Ω un ensemble discret D(P ) qui lui est localement
de´rive´. Alors l’ensemble suivant :
Ξ := {P ∈ Ω ; 0 ∈ D(P )}
est appele´ une transversale canonique de Ω.
Par localement de´rive´, on veut dire que pour tout r > 0, il existe un R > 0 tel
que pour tout P et tout x ∈ Rd, D(P )∩B(x; r) ne de´pend que de P ∩B(x;R).
On montre facilement, par re´pe´titivite´, que D(P ) est un ensemble de Delone.
Un moyen usuel de le faire est d’avoir une re`gle qui choisit un point (ou
pointeur) dans chaque prototuile. C’est notamment ainsi que Kellendonk [39]
introduit l’ensemble Ωpunc des pavages pointe´s (que nous appelons Ξ ici). On
remarque que la transversale n’est vraiment canonique que dans le cas ou` les
prototuiles sont de´ja` pointe´es.
Il s’agit notamment d’une transversale abstraite pour l’action de Rd au sens
de Muhly, Renault et Williams [50]. Du fait queD(P ) est un ensemble de Delone,
on montre qu’une transversale canonique Ξ ve´rifie :
– Ξ intersecte toutes les orbites de Ω, de manie`re relativement dense ;
– Ξ est isole´ : il existe un ε > 0 tel que (Ξ + x) ∩ Ξ est vide pour tout x de
norme plus petite que ε.
La distance induit une topologie sur Ξ. Nous avons de´crit la distance, mais
nous aurons besoin de de´finir une base de voisinages plus adapte´s. La de´mons-
tration suivante est bien connue.
Proposition 1.1.13. Soit Ξ une transversale canonique d’un espace de pavages
ape´riodiques, re´pe´titifs et FLC. Pour tout amas a, on de´finit Ua comme l’en-
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semble des pavages P ∈ Ω tels que a ⊆ P au sens litte´ral1. Alors{
Ua+x ; a ∈ L(P ), x ∈ Rd
}
est une base de voisinages pour la topologie induite par la distance d sur Ξ.
Proposition 1.1.14. Sous les hypothe`ses de complexite´ locale finie, d’ape´rio-
dicite´ et de re´pe´titivite´, Ξ est un ensemble de Cantor.
Les proprie´te´s combinatoires du pavage peuvent s’interpre´ter en fonction de
la topologie.
Proposition 1.1.15. Soit P un pavage de Rd. Alors (ΩP ,R
d) est minimal si
et seulement si P est re´pe´titif.
Les pavages conside´re´s dans cette the`se seront tous des pavages re´pe´titifs,
et de complexite´ locale finie. Sauf pre´cision contraire, les pavages seront ape´-
riodiques. On ne conside´rera des pavages pe´riodiques que pour re´pondre a` des
proble´matiques du type (( A` quelles conditions un pavage — a priori ape´riodique
est-il pe´riodique ? ))
1.1.3 Fonction de complexite´
Nous de´finissons la fonction de complexite´ associe´e a` un pavage. Il s’agit
d’une fonction p : N → N, qui a` un entier n associe le nombre d’amas de P de
taille n. Nous nous heurtons au proble`me de de´finir ce qu’est un amas de taille
n. Cette de´finition de´pend certainement de la norme. Cela dit, toutes les normes
sont e´quivalentes en dimension finie, ce qui nous permet d’introduire une notion
d’e´quivalence entre fonctions, que nous utiliserons pour parler de la complexite´
a` e´quivalence pre`s.
De´finition 1.1.16. Deux fonction p, p′ : N → N sont dites e´quivalentes s’il
existe quatre constantes strictement positives k1, k2, C1, C2, telles que pour
tout n assez grand, on ait :
C1p(k1n) ≤ p′(n) ≤ C2p(k2n).
Remarque 1.1.17. Il s’agit d’une relation d’e´quivalence. De plus, lorsque l’une de
ces fonctions est majore´e par un polynoˆme (cela implique que les deux le sont),
la relation d’e´quivalence s’exprime comme suit : il existe C1, C2 strictement
positifs tels que pour tout n assez grand,
C1p(n) ≤ p′(n) ≤ C2p(n).
De´finition 1.1.18. Soit P un pavage. On de´finit une fonction de complexite´
associe´e a` P comme une fonction p : N → N de´finie par :
∀n ∈ N, p(n) = Card(Ln(P )),
ou` la norme choisie dans la de´finition de Ln est par exemple la norme euclidienne.
1On veut dire par la` non seulement que a apparaˆıt dans P , mais qu’il apparaˆıt dans cette
position (a n’est pas conside´re´e comme une classe d’e´quivalence par translation).
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Il est aise´ de voir que deux choix de normes e´quivalentes donnent des fonc-
tions de complexite´ e´quivalentes. De plus, si un pavage P est re´pe´titif, pour
tout P ′ ∈ ΩP , la fonction de complexite´ associe´e a` P et celle associe´e a` P ′ sont
identiques. Cela permet, dans ce cadre, de parler de la fonction de complexite´
associe´e a` un espace de pavage minimal.
On peut, de manie`re ge´ne´rale, de´finir une fonction de complexite´ pointe´e
associe´e a` une transversale.
De´finition 1.1.19. Soit Ω un espace de pavages minimal. Soit Ξ une transver-
sale canonique au sens de la de´finition 1.1.12. Alors la fonction de complexite´
pΞ associe´e a` la transversale Ξ est de´finie par :
pΞ(n) := Card
({
P ∩B(0;n) ; P ∈ Ξ}).
Ainsi, si on note D : P 7→ D(P ) la re`gle locale de´finissant la transversale Ξ,
la fonction pΞ compte le nombre d’amas qui sont pointe´s, c’est-a`-dire qui ont en
leur centre un point de D(P ).
Proposition 1.1.20. Soit Ω un espace de pavage, et Ξ une transversale cano-
nique au sens ci-dessus. On appelle p la fonction de complexite´ introduite a` la
de´finition 1.1.18, et pΞ la fonction de complexite´ pointe´e associe´e a` Ξ, comme
de´finie ci-avant. Alors il existe C1, C2 > 0 tels que pour tout n assez grand :
C1pΞ(n) ≤ p(n) ≤ C2pΞ(n).
Une conse´quence de cette de´finition est que l’asymptotique d’une fonction
de complexite´ pΞ ne de´pend pas du choix de la transversale canonique (a` une
constante pre`s). Si Ξ et Ξ′ sont deux transversales canoniques, alors pΞ et pΞ′
sont e´quivalentes au sens de la de´finition 1.1.16. Il est donc le´gitime de parler
de l’asymptotique de la complexite´.
De´monstration. Si P ∈ Ω, on appelle D(P ) l’ensemble des pointeurs associe´s
a` Ξ. On appelle Xn l’ensemble des (classes par translations des) amas tel que
p(n) = Card(Xn), et Yn l’ensemble des amas pointe´s tel que pΞ(n) = Card(Yn).
Alors tout a ∈ Yn a sa classe par translation incluse dans Xn. On note
C := Card
( ⋃
P∈Ξ
{D(P ) ∩B(0; r)}
)
,
ou` r est le rayon maximal des tuiles de P . On affirme que C est fini. En effet,
D(P ) est construit a` partir d’une re`gle locale, donc par complexite´ locale finie
de P , il n’y a qu’un certain nombre de configurations possibles de D(P ) autour
de l’origine.
Maintenant, on remarque que si x− y ≥ r, alors les amas pointe´s de quelque
taille que ce soit associe´s a` P − x et P − y correspondent a` des amas diffe´rents.
En conse´quence, un meˆme amas correspond au plus a` C amas pointe´s, et on a :
pΞ(n) ≤ Cp(n).
Re´ciproquement, soit R la constante telle que pour tout P , il y a un point
de D(P ) dans toute boule de rayon R (cette quantite´ existe, par re´pe´titivite´ de
P ). Soit R′ le rayon de l’amas dans P que l’on doit connaˆıtre pour en de´duire
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(par locale de´rivabilite´), la configuration de D(P ) dans une boule de rayon R.
Alors, tout amas (non pointe´) de rayon n > R′ contient au moins un pointeur.
Par conse´quent, tout amas (non pointe´) apparaˆıt comme sous-amas d’un amas
pointe´ de taille au plus n+ 2R′ (voir figure 1.1). Par conse´quent :
p(n) ≤ pΞ(n+ 2R′).
R
R′
x ∈ D(P )
≤ 2R′
Fig. 1.1: La fonction pΞ n’oublie pas les amas compte´s par p.
1.2 Dynamique symbolique
L’e´tude des pavages ape´riodiques a son e´quivalent discret : la dynamique
symbolique, ou l’e´tude des mots. L’e´tude des mots est en re´alite´ plus ancienne
que l’e´tude (( moderne )) (dynamique) des pavages ape´riodiques, puisqu’elle a e´te´
introduite par Morse et Hedlund [48, 49] dans la premie`re moitie´ du XXe sie`cle,
comme un de´veloppement de la the´orie des syste`mes dynamiques discrets.
La dynamique symbolique a surtout prospe´re´ en dimension un (e´tude des
mots infinis), mais des travaux ont e´te´ re´alise´s plus re´cemment en dimension
supe´rieure. Dans cette section, nous donnons essentiellement des notations ; les
de´finitions et proprie´te´s relatives aux mots sont essentiellement analogues a`
celles relatives aux pavages.
Nous introduisons cependant des objets propres a` la dimension 1 : les graphes
de Rauzy. Ces graphes ont une combinatoire tre`s lie´e a` la complexite´. Nous les
conside´rerons cependant du point de vue topologique, ce qui permettra de faire le
lien entre complexite´ et invariants topologiques (la cohomologie) en dimension 1.
1.2.1 Vocabulaire de la dynamique symbolique
Les objets de la dynamique symbolique sont les suites indexe´es par Zd et a`
valeur dans un alphabet fini A, dont les e´le´ments sont appele´s des lettres. On
appelle de tels e´le´ments des mots, par extension de la terminologie utilise´e en
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dimension 1. On a sur l’ensemble de ces suites une action de Zd par de´calage
(ou shift en anglais) : si w est un mot de AZd ≃ F(Zd,A), et n ∈ Zd, alors
(w + n)k = wk−n.
Remarquons que A est naturellement e´quipe´ de la topologie discre`te, et par
conse´quent, l’ensemble AZd muni de la topologie produit est naturellement un
ensemble de Cantor. L’action par de´calage est alors continue.
On de´finit tre`s similairement le langage d’une suite w comme l’ensemble
de ses sous-suites a` support fini (ces sous-suites sont appele´es facteurs et sont
l’analogue des amas), modulo l’action de Zd. On de´finit le sous-de´calage (on
emploie souvent l’anglicisme sous-shift) de AZd associe´ a` un langage L comme
e´tant l’ensemble des suites dont tous les sous-facteurs sont dans L. C’est un
sous-ensemble ferme´ et stable par de´calage de AZd .
La complexite´ locale finie est automatique ; les notions de re´pe´titivite´ et
d’ape´riodicite´ sont de´finie de la meˆme manie`re que pour les pavages. La re´pe´-
titivite´ d’une suite est e´quivalente a` la minimalite´ du sous-de´calage qui lui est
associe´. Si une suite w est re´pe´titive et ape´riodique, alors le sous-de´calage associe´
est un ensemble de Cantor.
Nous voyons donc que les pavages ont des analogues discrets. Un sous-
de´calage et une transversale d’un espace de pavage satisfont des proprie´te´s ana-
logues.
Exemple 1.2.1. L’analogue symbolique du pavage de dimension 1 de´fini a`
l’exemple 1.1.9 est le mot suivant sur A = {a, b} :
w := . . . aaaabaaaa . . .
et le sous-de´calage engendre´ par w contient une orbite pe´riodique : le mot forme´
d’une infinite´ de a.
Il est en fait possible d’associer a` un sous-de´calage un espace de pavages
dont il est la transversale. Pour cela, il faut recourir a` la construction d’une
suspension
De´finition 1.2.2. Soit Ξ un sous-de´calage de AZd . On de´finit Ω comme l’espace
quotient Ω = Ξ× Rd/ ∼, ou` ∼ est la relation d’e´quivalence suivante :
(w, x) ∼ (w + n, x− n),
ou` n ∈ Zd.
On peut voir un e´le´ment de Ω comme un pavage de Rd par des cubes unite´
de diffe´rentes couleurs choisies dans A. Le sous-de´calage Ξ s’identifie alors na-
turellement a` une transversale canonique de Ω.
Il existe dans une certaine mesure une re´ciproque, non triviale : tout espace
de pavage est home´omorphe a` un pavage par cubes — c’est-a`-dire a` la suspension
d’un sous-de´calage. Nous nous pencherons plus particulie`rement sur ce the´ore`me
de Sadun et Williams, et ses conse´quences, au chapitre 6 (the´ore`me 6.3.1).
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1.2.2 Distance et complexite´
Il existe plusieurs notions de complexite´ qui ont e´te´ utilise´es en dynamique
symbolique. En dimension 1, la fonction de complexite´ est tout a` fait cano-
nique : p(n) est le nombre de facteurs de n lettres. En dimension supe´rieure,
plusieurs auteurs utilisent la complexite´ rectangulaire : par exemple en dimen-
sion 2, p(n,m) de´signe le nombre de facteurs dont le support est un rectangle de
dimensions n×m. La complexite´ carre´e p(n), comme son nom l’indique compte
le nombre de facteurs de dimension n× n.
Nous mentionnerons la complexite´ rectangulaire au chapitre 6. Cela dit, nous
utiliserons une fonction d’une seule variable (la taille) ; la complexite´ carre´e est
un exemple du type de fonction que nous utiliserons.
Quel que soit la fonction de complexite´ choisie, nous conside´rerons une fonc-
tion de distance compatible. Par exemple pour la fonction de complexite´ carre´e
(en dimension deux), une fonction de distance pourrait eˆtre :
d(w,w′) ≤ 1
2n+ 1
si w et w′ co¨ıncident pour les indices de J−n, nK2.
Nous ferons le lien entre complexite´ et distance au chapitre 6. Cela dit, ces
choix ne sont pas rigides. On peut choisir sans dommages une distance lipschitz-
e´quivalente a` celle de´finie ci-dessus, et une fonction de complexite´ e´quivalente
au sens de la de´finition 1.1.16 a` la complexite´ carre´e.
1.2.3 Dimension un : graphes de Rauzy
C’est en dimension un que l’e´tude de la dynamique symbolique est la plus
approfondie. Nous introduisons maintenant un objet dont nous aurons besoin
lorsque nous e´tudierons la complexite´ : la suite des graphes de Rauzy associe´s
a` un mot infini.
Soit w un mot bi-infini sur un alphabet fini A. On note :
w = . . . w−2w−1.w0w1w2 . . .
De´finissons les graphes de Rauzy associe´s a` w.
De´finition 1.2.3. Pour tout n ∈ N∗, on appelle Fn(w) l’ensemble des sous-
mots (ou facteurs) de w de taille n. Le n-e`me graphe de Rauzy Rn associe´ a` w
est un graphe oriente´ de´fini par :
– un ensemble de sommets Vn := Fn(w) ;
– un ensemble d’areˆtes oriente´es En, tel qu’il y a une areˆte de a1 . . . an ∈ Vn
vers b1 . . . bn ∈ Vn si ai = bi−1 pour tout i ∈ J2, nK, et si le mot a1 . . . anbn
est un facteur de w.
On note afb l’areˆte oriente´e de af vers fb, ou` a, b ∈ A et f ∈ Fn−1, de
sorte que af, fb ∈ Vn. Une telle areˆte existe, par de´finition, si et seulement si
afb ∈ Fn+1.
Les graphes de Rauzy sont tout a` fait adapte´s pour e´tudier les proprie´-
te´s combinatoires des mots, et en particulier la complexite´, puisque le nombre
d’areˆtes de Rn est e´gal au nombre de facteurs de longueur n, et le nombre
d’areˆtes de Rn est e´gal au nombre de facteurs de longueur n+ 1.
1.3. cohomologie des espaces de pavages 11
Tels qu’on les a de´finis, ces graphes sont des objets combinatoires. Cela dit, il
est possible (et nous le ferons), de les conside´rer comme des objets topologiques :
chaque areˆte est une copie du segment [0, 1] dont les extre´mite´s sont recolle´es
sur des points correspondant aux sommets.
Les graphes de Rauzy ont e´te´ introduits comme des objets combinatoires,
notamment pour e´tudier la complexite´. Ils sont de´finis de manie`re analogue
aux complexes de Ga¨hler–Sadun [60] associe´s a` un pavage de dimension 1. Ces
complexes ont e´te´ introduits pour e´tudier la topologie des espaces de pavages :
en effet, tout espace de pavage (sous certaines hypothe`ses) est limite projective
de ses complexes de Ga¨hler–Sadun. Nous montrons qu’il en est de meˆme pour les
graphes de Rauzy. Cela fait des graphes de Rauzy un outil parfaitement adapte´
a` l’e´tude conjointe de la complexite´ et de la cohomologie pour les pavages de
dimension 1.
The´ore`me 1.2.4. Soit w un mot bi-infini, re´pe´titif, ape´riodique, et Ξ le sous-
de´calage engendre´ par w. Soit (Rn)n∈N la suite de ses graphes de Rauzy. Alors
il existe des applications ϕn : Rn+1 → Rn tel que l’on a un home´omorphisme :
SΞ ≃ lim←−(Rn, ϕn)n∈N,
ou` SΞ est la suspension de Ξ (de´finition 1.2.2).
La preuve de ce re´sultat est faite en annexe A.
1.3 Cohomologie des espaces de pavages
Une motivation naturelle en the´orie des pavages est de vouloir, sinon classi-
fier, du moins avoir des outils pour distinguer des familles de pavages. Ainsi, le
fait de pouvoir associer un espace topologique a` un pavage ouvre la voie pour
utiliser des invariants topologiques.
Plusieurs invariants topologiques ont e´te´ e´tudie´s. On peut citer la K-the´orie
d’une C∗-alge`bre associe´e a` l’espace de pavage (ou meˆme au groupo¨ıde de l’ac-
tion de R par translation sur l’espace de pavages), et on pourra se consulter
l’article de Kellendonk et Putnam [41] et les re´fe´rences qui s’y trouvent pour
plus de de´tails sur cette approche.
L’usage de C∗-alge`bres est motive´ par la physique des solides, et a permis
de prouver des the´ore`mes de gap-labeling.
Un autre invariant topologique est la cohomologie de l’espace de pavages. Cet
invariant a e´te´ beaucoup e´tudie´, sous plusieurs formes, et calcule´ dans plusieurs
cas. Dans cette the`se, nous nous inte´resserons a` deux familles de pavages : les
pavages de substitution, et les pavages de coupe et projection. Nous verrons
donc deux types de cohomologies, calcule´es par des me´thodes diffe´rentes. Bien
que les me´thodes soient diffe´rentes, on peut prouver qu’elles donnent les meˆmes
groupes de cohomologie dans les cas ou` elles sont toutes les deux applicables.
Nous voyons tout d’abord la cohomologie de Cˇech, qui est adapte´e aux es-
paces que l’on peut exprimer comme limites inverses d’espaces plus simples
— c’est le cas des pavages de substitution [1] et des pavages de dimension 1,
comme on vient de le montrer en section 1.2.3. Il existe une autre cohomologie :
la cohomologie des groupes, qui peut se calculer pour les espaces de pavages
lorsqu’on arrive a` mettre en e´vidence une action de Zd sur la transversale (et
on peut le faire de manie`re naturelle pour les pavages coupe et projection).
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1.3.1 Cohomologie de Cˇech
La cohomologie de Cˇech est un invariant topologique que l’on peut calculer
pour tout espace topologique. C’est un invariant d’home´omorphisme, et meˆme
un invariant d’homotopie (deux espaces homotopes ont les meˆmes groupes de
cohomologie).
La cohomologie de Cˇech peut se de´finir comme suit. Soit X un espace topo-
logique, disons compact et me´trisable, et U l’ensemble de tous les recouvrements
finis de X par des ouverts. L’ensemble U est muni d’une relation d’ordre : un
recouvrement est plus (( grand )) qu’un autre lorsqu’il le raffine. De plus, toute
partie finie admet un majorant dans U ; cette proprie´te´ en fait un ensemble in-
ductif. Pour chaque recouvrement U = (Ui)i∈I de X, on construit un complexe
simplicial CU comme suit : chaque Ui est associe´ a` un sommet, chaque intersec-
tion Ui ∩ Uj est associe´e a` un segment entre les deux sommets associe´s a` Ui et
Uj , chaque n-intersection Ui(1) ∩ . . . ∩ Ui(n) est associe´e a` un (n − 1)-simplexe
qui est adjacent aux (n− 2)-simplexes associe´s aux (n− 1)-intersections, etc. Il
existe une projection ϕU,V surjective de CU sur CV de`s que U est un raffinement
de V . Les complexes CU ont une cohomologie simpliciale H
∗(CU ;Z), et on a des
applications ϕ∗U,V si U raffine V . Les groupes de cohomologie de Cˇech sont alors
de´finis comme :
Hˇ•(X;Z) = lim−→
U∈U
H∗(CU ;Z).
Hˇ•( . ;Z) est un foncteur contravariant de la cate´gorie des espaces topologiques
(compacts) avec applications continues dans la cate´gorie des groupes abe´liens
avec morphismes de groupes.
Une proprie´te´ importante de la cohomologie de Cˇech est la suivante (on
pourra se re´fe´rer notamment a` [21]) :
Proposition 1.3.1. Soit X un espace topologique compact me´trisable, tel que
X = lim←−n∈N Xn, ou` les Xn sont des espaces topologiques compacts me´trisables.
Alors :
Hˇ•(X;Z) = lim−→
n∈N
Hˇ•(Xn;Z).
De plus, si X est un complexe cellulaire fini, alors la cohomologie de Cˇech
co¨ıncide avec la cohomologie singulie`re. Ce fait et la proposition pre´ce´dente
permettent de calculer la cohomologie d’espaces qui s’expriment comme limites
projectives d’espaces plus simples : il (( suffit )) de connaˆıtre la cohomologie
singulie`re des espaces simples, de calculer les applications entre les groupes, et
de calculer la limite injective des groupes de cohomologie.
C’est cette approche qui a e´te´ amorce´e par Anderson et Putnam [1] pour cal-
culer les groupes de cohomologie des pavages de substitution. Leurs me´thodes
ont mene´ a` de nombreux de´veloppements, et il est maintenant prouve´ que tout
espace de pavages ape´riodiques, de complexite´ locale finie et re´pe´titif est li-
mite projective de CW -complexes finis, les complexes de Ga¨hler–Sadun [60].
Bellissard, Benedetti et Gambaudo [9] ont montre´ que l’on pouvait munir les
approximants d’une structure ge´ome´trique (une structure de varie´te´ branche´e).
Les raffinements successifs de la construction des approximants ont permis de
mener des calculs pour des espaces de pavages de plus en plus complique´s, y
compris dernie`rement pour le pavage Pinwheel [6].
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1.3.2 Cohomologie de groupe
Les invariants des espaces de pavages peuvent se calculer par d’autres me´-
thodes. Le calcul de la cohomologie dynamique (ou cohomologie de groupe) en
est un.
Le cas le plus simple est le cas d’un sous-de´calage Ξ sur Zd. On note C(Ξ;Z)
l’ensemble des fonctions continues a` valeurs dans Z sur Ξ. Comme Ξ est un
ensemble de Cantor, cet ensemble n’est pas trivial, et contient notamment les
fonctions indicatrices des ouverts ferme´s de Ξ.
C’est un re´sultat (( bien connu )) (qui appartient en fait au folklore), que la
cohomologie de Cˇech de la suspension Hˇ•(SΞ;Z) est isomorphe a` la cohomologie
de groupe H•(Zd;C(Ξ;Z)).
Dans le meˆme ordre d’ide´e, Forrest, Hunton et Kellendonk [27, 28] ont utilise´
des me´thodes de cohomologie des groupes pour calculer la cohomologie d’un
espace de pavage coupe et projection. Ils montrent qu’il existe un Zd-syste`me
dynamique sous-jacent a` un pavage coupe et projection (il n’est a priori pas
canonique), ce qui permet d’utiliser ces outils.
L’application de ces me´thodes de cohomologie des groupes et d’alge`bre ho-
mologique a permis de mener des calculs de plus en plus fins. Les calculs
peuvent meˆme eˆtre mene´s jusqu’au bout dans certains exemples de codimen-
sion 3, voir [30].
Dans le chapitre 3, nous n’utilisons pas directement la cohomologie des
groupes, mais un crite`re ge´ome´trique sur le rang des groupes de cohomologie
obtenu dans [27].
1.4 Un exemple : les suites sturmiennes
Dans cette section, nous introduisons l’exemple des suites sturmiennes et
du cas particulier de la suite de Fibonacci. L’e´tude syste´matique des suites
sturmiennes a e´te´ initie´e par Morse et Hedlund [48] et [49], et on pourra se
re´fe´rer a` [2] pour un e´tat de l’art des proprie´te´s de ces suites, et les diffe´rentes
manie`res de les construire.
1.4.1 Construction par coupe et projection
On conside`re R2 euclidien muni de sa base canonique, et le re´seau canonique
Z2. On conside`re une droite (D) dirige´e par le vecteur (1, α), et on conside`re la
bande semi-ouverte :
S− := {x = (x1, x2) ∈ R2 ; αx1 ≤ x2 < αx1 + 1 + α}.
On de´finit de manie`re analogue la bande semi-ouverte de l’autre coˆte´, S+. Alors
on conside`re le pavage de R obtenu par la projection orthogonale sur (D) des
points a` coordonne´es entie`res de S−, comme sur la figure 1.2.
Si α est irrationnel, le pavage est ape´riodique (c’est meˆme une e´quivalence).
Dans ce cas, les points projete´s sur (D) de´finissent des intervalles de deux types
(courts et longs). Si on code ces intervalles par des lettres (a et b), on obtient
une suite, qu’on appelle (( suite sturmienne )).
14 chapitre 1. ge´ne´ralite´s
  
  
  
  




0
La bande d’acceptance
(D)
Fig. 1.2: Les points a` l’inte´rieur de la bande sont projete´s sur (D), de´finissant un
pavage de dimension 1. Le carre´ hachure´ est le carre´ unite´.
Il est connu que les suites sturmiennes sont re´pe´titives, et ape´riodiques. L’es-
pace de pavage est Ω = Ω+ ∪ Ω−, ou`
Ω± := {π(D),⊥(Z2 + x ∩ S±) ; x ∈ R2}.
Presque tous les e´le´ments de Ω+ sont dans Ω− (et re´ciproquement), au sens ou`
les e´le´ments de l’un qui sont dans l’autre forment un Gδ dense pour la topologie
des pavages. Les points de Ω+ qui ne sont pas dans Ω− sont des points singuliers,
et nous les retrouverons au chapitre 2.
De plus, on sait que la complexite´ des suites sturmiennes (au sens du nombre
de sous-mots de longueur n) est exactement n+ 1.
Ge´ne´ralisations possibles On peut regarder des suites construites avec un
autre choix de bande, ou encore projeter des points de ZN dans une bande
d’inte´rieur non vide sur une droite de pente irrationnelle dans ZN . Il faut alors
donner un sens a` irrationnel dans ce contexte.
On peut aussi conside´rer un hyperplan de dimension d = N−1 dans RN . On
projette alors dessus les facettes de dimension d qui sont imme´diatement (( au
dessus )). Par facettes, on entend alors des polye`dres a` coordonne´es entie`res qui
sont des translate´s des faces du cube unite´.
Au chapitre 2, on de´finit un pavage coupe et projection ge´ne´ral, en projetant
une partie d’un re´seau de dimension N sur un sous-espace de dimension d.
1.4.2 Construction par substitution
Certaines suites sturmiennes peuvent eˆtre obtenues par substitution. Don-
nons l’exemple de la substitution (symbolique) de Fibonacci, que nous notons
ω, sur un alphabet A = {a, b} : {
a 7−→ aba
b 7−→ ab. (1.2)
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Notons que a est un pre´fixe de ω(a). Par conse´quent, pour tout n ∈ N, ωn(a)
est un pre´fixe de ωn+1(a). Ainsi, l’union des ωn(a), pour n ≥ 0 de´finit un mot
infini a` droite. De meˆme, en remarquant que a est un suffixe de ω(a), on peut
de´finir le mot bi-infini suivant :
w := ω+∞(a).ω+∞(a)
= . . . abaababaababa.abaababaabaab . . .
On peut montrer que ce mot est ape´riodique, re´pe´titif. C’est une suite stur-
mienne associe´e a` la pente (
√
5− 1)/2, qui est l’inverse du nombre d’or.
Ge´ne´ralisations possibles Une ge´ne´ralisation imme´diate consiste a` modifier
la substitution symbolique, et a` conside´rer d’autres substitutions en dimension 1.
Nous expliquons au chapitre 4 comment de´finir des pavages de substitution en
ge´ne´ral, en dimension d. La notion de substitution est explique´e en dimension 2
par Gru¨nbaum et Shephard [34] (re`gles d’inflation et de composition), notam-
ment pour diffe´rentes versions du pavage de Penrose. La ge´ne´ralisation de la
de´finition de pavages de substitution en toute dimension est faite notamment
par Kenyon [42]. La notion de substitution symbolique est plus ancienne, et
on peut notamment se re´fe´rer a` Queffe´lec [57] ou a` Pytheas Fogg [25] et aux
re´fe´rences incluses dans ces ouvrages.
Chapitre 2
Complexite´ des pavages
coupe et projection
Les pavages coupe et projection sont une ge´ne´ralisation possible des suites
sturmiennes (voir section 1.4). Cette me´thode a pour but de construire des
pavages ape´riodiques, mais ayant malgre´ tout une certaine structure : re´pe´titivite´
et complexite´ locale finie (de´finitions 1.1.10 et 1.1.7) entre autres. Le principe
est de partir d’un re´seau re´gulier de dimension N , d’en prendre une (( tranche )),
et de la projeter sous un sous-espace vectoriel de RN de dimension strictement
infe´rieure a` N . Si le sous-espace en question est (( irrationnel )) en un certain
sens, alors la projection est un ensemble de Delone qui satisfait ces proprie´te´s.
L’ide´e de projeter les points d’un re´seau re´gulier remonte a` De Brujn [19],
qui donne une description des pavages de Penrose. Bien que son formalisme soit
diffe´rent de celui que nous utiliserons ici, les concepts sont pre´sents, notamment
la notion de point (ou parame`tre) singulier, qui est essentielle pour notre propos.
L’e´quivalence entre la me´thode de De Brujn et la me´thode de projection (et entre
leurs ge´ne´ralisations) est montre´e par Ga¨hler et Rhyner [31]. La formalisation
que nous utilisons doit beaucoup aux efforts issus de la physique pour cre´er
des mode`les de quasicristaux. On pourra se re´fe´rer a` Elser [22], Socolar [65] et
Oguey, Duneau et Katz [52].
Dans ce chapitre, nous rappelons les de´finitions et le formalisme de construc-
tion de pavages coupe et projection. La pre´sentation choisie ici suit largement le
livre de Forrest, Hunton et Kellendonk [27], en la simplifiant, puisque le degre´ de
ge´ne´ralite´ n’est pas le meˆme. Nous nous plac¸ons dans un cas non ge´ne´ral, mais
relativement standard : celui des pavages a` domaine d’acceptance canonique (la
tranche projete´e a pour base le cube unite´ de RN ).
Dans ce cadre, on choisit une de´finition d’amas de taille n, et on de´finit
une fonction de complexite´ p. La de´finition de la taille d’un amas que nous
choisissons dans ce chapitre n’est pas lie´e a` une norme dans l’espace E comme
a` la section 1.1.3, mais a` une norme dans l’espace total RN . Cette de´finition
donne cependant une fonction de complexite´ p e´quivalente au sens de la de´fi-
nition 1.1.16. Le the´ore`me principal (the´ore`me 2.3.1) donne alors le comporte-
ment asymptotique de la fonction p, et montre qu’elle est au plus polynomiale.
Plus pre´cise´ment, il s’e´nonce comme suit : il existe un entier α et C1, C2 deux
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constantes strictement positives telles que pour tout n assez grand, on a
C1n
α ≤ p(n) ≤ C2nα.
De plus, il est possible de calculer α explicitement en fonction de donne´es al-
ge´briques de la me´thode coupe et projection (a` savoir le rang de certains sous-
groupes de ZN qui apparaissent naturellement). Nous montrerons au chapitre
suivant que si un pavage coupe et projection de dimension d a un groupe de
pe´riodes de rang k, alors l’exposant α de sa fonction de complexite´ est minore´
par d− k.
L’e´tude de la fonction de complexite´ passe par l’e´tude fine d’un ensemble de
parame`tres singuliers (l’espace des parame`tres ayant une repre´sentation ge´ome´-
trique simple, on parle alors de point singuliers).
2.1 De´finitions et proprie´te´s ge´ne´rales
Dans cette section, nous de´finissons ce qu’est un pavage coupe et projection,
et pre´cisons nos hypothe`ses.
2.1.1 Cadre
Soit RN l’espace standard de dimension N , muni de sa base canonique
(e1, . . . , eN ).
Notation. Dans la suite, nous adoptons les notations suivantes : pour x ∈ RN ,
‖x‖ est la norme 1 de x, de´finie par
‖x‖1 :=
N∑
i=1
|xi|,
la boule de centre x et de rayon r est note´e B(x; r), et le cube unite´ de RN est
note´ C := [0, 1]N .
Conside´rons E un sous-espace vectoriel de dimension d de RN , et F un
supple´mentaire de E. On appelle π et πF les projections respectivement sur E
et F associe´es a` la de´composition RN = E ⊕ F .
Remarque 2.1.1. Certains auteurs choisissent F = E⊥, prennent pour π et πF
les projections orthogonales, et utilisent un re´seau co-compact arbitraire a` la
place de ZN . Ce point de vue est e´quivalent au notre : il suffit pour passer de
l’un a` l’autre de choisir une base adapte´e, et de rede´finir le produit scalaire de
sorte que cette nouvelle base soit alors orthonormale.
Hypothe`se 2.1.2. L’hypothe`se d’irrationalite´ faite sur la de´composition RN =
E ⊕ F peut s’e´crire de la manie`re suivante.
(i) π|
ZN
est injective ;
(ii) πF (Z
N ) est un sous-groupe dense de F ;
(iii) E ∩ ZN = {0}.
Ces hypothe`ses ne sont pas strictement ne´cessaires pour de´finir un pavage
coupe et projection ; le pavage de Penrose, par exemple, ne satisfait pas la se-
conde hypothe`se. Cependant, dans la suite, nous supposerons toujours que les
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deux premie`res hypothe`ses sont satisfaites. La troisie`me sera en ge´ne´ral satis-
faite, sauf mention explicite. Sous les deux premie`res hypothe`ses, la troisie`me
hypothe`se est e´quivalente a` l’ape´riodicite´ totale des ensembles de Delone que
nous allons construire.
De´finition 2.1.3. On de´finit les objets suivants :
– le domaine d’acceptance, note´ K, est un sous-ensemble de F qui est une
union finie de polytopes compacts et convexes disjoints ;
– l’ensemble (fini) des sommets de K, note´ V ;
– la bande d’acceptance S := K + E ;
– le groupe Γ := πF (Z
N ), dont le rang est note´ r (r ≤ N).
Remarque 2.1.4. Les re´sultats expose´s par la suite peuvent sans doute eˆtre adap-
te´s pour des domaines d’acceptances qui sont des unions finies de polytopes
compacts et convexes dont les inte´rieurs sont disjoints. Cela dit, la ge´ne´ralisa-
tion n’est pas directe : le fait de couper un polytope non convexe en polytopes
convexes peut rajouter des faces (( artificiellement )). Les hyperplans paralle`les a`
ces faces ne devraient alors pas eˆtre conside´re´s comme des hyperplans singuliers
(voir ci-dessous pour la de´finition). Je suis reconnaissant a` Franz Ga¨hler pour
m’avoir fait cette remarque.
Le domaine d’acceptance d’une me´thode coupe et projection est dit cano-
nique lorsque K est la projection par πF du cube unite´ C. Les re´sultats sur la
complexite´ que nous allons e´noncer sont valables pour un domaine d’acceptance
canonique, mais aussi dans un cadre le´ge`rement plus ge´ne´ral.
De´finition 2.1.5. On dit que le domaine d’acceptance K est presque canonique
si :
– il est une union finie et disjointe de polytopes convexes ;
– chacun de ces polytopes Ki ve´rifie que (∂Ki + Γ) est une union de´nom-
brable d’hyperplans de F ;
– pour chaque face f de Ki (qui est de dimension (N − d − 1)), et pour
tout sommet v de Ki, si on note Hf l’hyperplan affine de F contenant f ,
alors il existe un voisinage de v dans Hf qui puisse eˆtre recouvert par un
nombre fini de translate´s de f de la forme f + γ, avec γ ∈ StabΓ(Hf ).
Notons que f−v est d’inte´rieur non vide dans Hf ; par conse´quent, si Hf ∩Γ
est dense dans Hf pour toute face f , alors K est presque canonique. Nous
prouverons par la suite qu’un domaine d’acceptance canonique est en particulier
presque canonique.
Comme nous l’avons vu lorsque nous avons introduit les suites sturmiennes
a` la section 1.4, la me´thode de coupe et projection permet de construire un
ensemble de Delone par projection sur E des points de ZN qui sont dans la
(( tranche )) K+E. Il existe des me´thodes pour construire un pavage de manie`re
tout a` fait naturelle lorsque K est canonique. On peut se re´fe´rer a` l’article de
Oguey, Duneau et Katz [52]. Pour notre propos, il est suffisant de conside´rer
l’ensemble de Delone re´sultant du pavage coupe et projection.
De´finition 2.1.6. On dit que x ∈ RN est singulier, et on note x ∈ Sing, lorsque
(x+ ZN ) ∩ ∂S 6= ∅. On dit que x est re´gulier, et on note x ∈ Reg sinon.
Soit n ∈ N. On dit que x ∈ S est n-singulier, et on note x ∈ Singn lorsque
(x + ZN ∩ B(x;n) ∩ ∂S 6= ∅. On dit que x ∈ S est n-re´gulier s’il n’est pas
n-singulier, et on note alors x ∈ Regn.
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Cette de´finition est motive´e par la volonte´ d’e´viter des ambigu¨ıte´s dans la
de´finition des pavages coupe et projection. De telles ambigu¨ıte´s surviennent
lorsque des points du re´seau a` projete´s se trouvent sur le bord de la bande
d’acceptance : doit-on les accepter ou les refuser ? La bonne manie`re de proce´der
consiste a` faire un choix. Dans l’exemple des suites sturmiennes (section 1.4),
le choix est analogue au choix de S+ ou de S− comme bande d’acceptance.
On peut faire tendre le re´seau vers sa position singulie`re de plusieurs manie`res
(re´gulie`res) diffe´rentes. Chacune de ces manie`res de´finit un choix. Cette ide´e de
choix apparaˆıt de´ja` dans les travaux de De Bruijn [19].
Les points n-re´guliers sont un analogue des points re´guliers, a` ceci pre`s qu’ils
permettent de de´finir des amas de taille n sans ambigu¨ıte´, plutoˆt que des pavages.
2.1.2 Pavages, amas et espace de pavages
On a e´tabli le cadre qui permet de de´finir une me´thode de coupe et projec-
tion ; on peut maintenant construire des pavages (ou a` proprement parler des
ensembles de Delone).
De´finition 2.1.7. Pour x ∈ Reg, on de´finit :
– L’ensemble releve´ associe´ a` x : P˜(x) := (x+ ZN ) ∩ S ;
– L’ensemble de Delone (projete´) associe´ a` x : P(x) := π(P˜(x)).
Pour n ∈ N, on de´finit :
– L’amas releve´ de taille n et de graine x : A˜(x, n) = (x+ZN )∩B(x;n)∩S ;
– L’amas de taille n et de graine x : A(x, n) := π
(
A˜(x, n)
)
.
Enfin, on de´finit A˜pt(x, n) et Apt(x, n) comme les amas associe´s a` x pour lesquels
on distingue le point x et π(x), respectivement. On les appelle amas pointe´s.
Ainsi, e´tant donne´ une me´thode de coupe et projections, les objets que nous
e´tudierons seront les P(x) pour x ∈ Reg. Ce sont des ensembles de Delone, et la
comple´tion pour la distance de´finie au chapitre pre´ce´dent de l’ensemble de tous
les P(x) donne l’espace de pavages.
Il est connu que les ensembles P(x) sont des ensembles de Delone re´pe´titifs
de E. De plus, sous les hypothe`ses 2.1.2.(i) et (ii), leur groupe de pe´riode est
e´gal a` E ∩ ZN , et les pavages sont donc comple`tement ape´riodiques pour un
choix convenable de E.
On de´finit les A(x, n) comme e´tant les amas de taille n. Cette de´finition peut
eˆtre le´ge`rement diffe´rente de celle donne´e en de´finition 1.1.5, mais elle lui est
e´quivalente au sens de la de´finition 1.1.16, comme nous le verrons par la suite.
a` la section 2.1.3.
De plus, la donne´e de l’ensemble A(x, n) ne permet pas ne´cessairement de
retrouver Apt(x, n) : le (( centre )) de l’amas n’est pas uniquement de´termine´.
C’est la raison pour laquelle nous n’avons pas utilise´ la terminologie de centre,
mais plutoˆt de graine. On choisit aussi x ∈ S pour la de´finition d’amas de taille
n, car si on prenait x loin de S pour n fixe´, on pourrait avoir un amas vide ;
or, on cherche a` compter le nombre d’amas de taille exactement n, et non le
nombre d’amas de taille au plus n.
Remarquons encore que le parame`tre x dans l’amas A(x, n) peut se de´com-
poser en deux parties : x = π(x) + πF (x). Si π(x) est le parame`tre de position
dans E, πF (x) est un parame`tre de configuration : la forme de l’amas de´pend
de cette deuxie`me composante. Dans la mesure ou` nous comptons le nombre
2.1. de´finitions et proprie´te´s ge´ne´rales 21
d’amas diffe´rents modulo translation, la question est comment πF (x) encode-t-
il la forme de l’amas.
Espace de pavage
Ouvrons une parenthe`se pour de´crire l’espace Ω associe´ aux ensembles P(x).
On pourra se re´fe´rer au livre de Forrest, Hunton et Kellendonk pour une des-
cription plus pre´cise et plus ge´ne´rale. Il est clair que la fonction de Reg dans
Ω de´finie par P : x 7→ P(x) est ZN -pe´riodique. Du fait de nos hypothe`ses, on
peut montrer que c’est exactement le groupe des pe´riodes de P. Ainsi, Reg/ZN
s’identifie a` un sous-espace de Ω via P, et on montre que P est continue. On
peut comple´ter Reg/ZN pour obtenir Ω. Une autre manie`re de proce´der est de
de´finir une distance sur Reg :
d˜(x, y) = ‖x− y‖+ d(P(x),P(y)),
ou` d est la distance de´finie en section 1.1.2. Alors, on de´signe par X l’espace
obtenu par comple´tion de Reg pour cette distance. On montre que X porte une
action de ZN et de E par translations. On a alors :
Ω ≃ X/ZN .
Remarque 2.1.8. La minimalite´ de Ω s’obtient du fait de l’hypothe`se 2.1.2 (ii),
qui est e´quivalente au fait que l’image de E + x dans RN/ZN est dense pour
tout x ∈ RN . Cela implique que toutes les E orbites sont denses dans Ω.
On e´nonce (sans de´monstration) la proposition suivante.
Proposition 2.1.9. On appelle Ξ l’adhe´rence de P(K ∩Reg) dans Ω. Alors Ξ
est une transversale canonique au sens de la de´finition 1.1.12.
Remarquons qu’avec cette de´finition, Ξ est l’ensemble des P(x) − y avec
y ∈ P(x). La re`gle locale de construction de l’ensemble des pointeurs est donc
la re`gle triviale.
Ces conside´rations topologiques sur l’espace de pavages ne sont pas ne´ces-
saires pour mener les calculs de complexite´s dans ce chapitre. Il est tout a` fait
possible de de´finir une fonction de complexite´ (( raisonnable )) de manie`re com-
binatoire comme nous le faisons ci-apre`s, et de calculer cette fonction pour un
pavage P(x), avec x ∈ Reg. Cela dit, nous mentionnons ces me´thodes dans un
souci de cohe´rence, puisque nous avons choisi au chapitre 1 de faire de´pendre les
fonctions de complexite´ du choix d’une transversale (et ce choix est de nature to-
pologique). Nous de´finissons dans la section suivante une fonction de complexite´.
Nous montrerons qu’elle est e´quivalente a` la fonction pΞ de´finie au chapitre 1.
2.1.3 Fonction de complexite´
De´finition 2.1.10. Soit x ∈ Regn et P(x) l’ensemble de Delone associe´. La
fonction de complexite´ pointe´e associe´e a` P(x) est une fonction ppt : N → N, ou`
ppt(n) est de´fini comme le nombre d’amas pointe´s de taille n de P(x), modulo
translation par un e´le´ment de E.
ppt(n) = Card
({
Apt(y, n); y ∈ P˜(x)
}
/E
)
.
La fonction de complexite´ est de´finie similairement, en comptant les amas plutoˆt
que les amas pointe´s.
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Par re´pe´titivite´ des pavages coupe et projection, la complexite´ ne de´pend
pas du pavage choisi, donc la de´finition ci-dessus est inde´pendante de x. On
peut donc compter les amas en ge´ne´ral plutoˆt que de compter les amas dans un
pavage donne´.
Comme de plus les amas pointe´s sont compte´s modulo translation, il suffit
de compter les amas dont le pointeur est, par exemple, sur F . Cela revient a`
choisir un repre´sentant dans chaque classe de pavage pointe´ modulo translation.
Proposition 2.1.11. La fonction de complexite´ ppt est donne´e par la formule
suivante :
ppt(n) = Card
({
Apt(y, n); y ∈ K ∩ Regn
})
.
Montrons que cette fonction ppt est bien une fonction de complexite´, c’est-a`-
dire que la de´finition donne´e ici est bien e´quivalente a` la de´finition de fonction
de complexite´ donne´e en section 1.1.3. La preuve repose sur le lemme suivant.
Lemme 2.1.12. On note BE(x; r) la boule dans E de centre x et de rayon r
pour la norme induite par ‖.‖1 sur E. Alors il existe un µ ≥ 0 tel que :(
BE(π(x);n− µ) ∩ P(x)
) ⊆ A(x, n) ⊆ (BE(π(x);n+ µ) ∩ P(x)), (2.1)
De´monstration. La taille d’un amas est donne´e par la norme dans RN . On
cherche a` exprimer la taille d’un amas de taille n en fonction de la norme induite
sur E par la norme de RN . Remarquons que si n ∈ N, et x ∈ K, alors pour tout
y ∈ P˜(x), on a :
‖π(y)− π(x)‖1 ≤ ‖π(y)− y‖1 + ‖y − x‖1 + ‖x− π(x)‖1 ,
et
‖y − x‖1 ≤ ‖π(y)− y‖1 + ‖π(y)− π(x)‖1 + ‖x− π(x)‖1 .
Mais π(y) − y ∈ K et K est compact. Par conse´quent, il existe un majorant a`
‖π(y)− y‖ qui ne de´pend pas de y ∈ S. On appelle µ/2 ce majorant. Alors :
‖y − x‖1 − µ ≤ ‖π(y)− π(x)‖1 ≤ ‖y − x‖1 + µ.
Ainsi, en appliquant cette ine´galite´ a` x fixe´ et pour tout y ∈ A˜(x, n), on obtient
le re´sultat.
Ce lemme permet de faire le lien entre la taille des amas tels qu’on les a
de´finis dans ce chapitre, et une norme dans E. Dans la mesure ou` on a de´fini
au chapitre 1 une fonction de complexite´ en fonction d’une norme, ce re´sultat
montre l’e´quivalence (au sens de la de´finition 1.1.16) entre ppt et une fonction
de complexite´ pointe´e pΞ (de´finition 1.1.19). Plus pre´cise´ment, Ξ serait alors la
transversale canonique de´finie par la proposition 2.1.9.
Ainsi, il suffit de connaˆıtre l’asymptotique de cette fonction de complexite´
pour connaˆıtre l’asymptotique de la complexite´.
2.2 Points singuliers et fonction de complexite´
Dans cette section, nous montrons que les amas pointe´s correspondent exac-
tement aux composantes connexes de Regn. Cela motive une e´tude de´taille´e des
points singuliers.
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2.2.1 Proposition fondamentale
Le comptage du nombre d’amas (pointe´s) de taille n ne´cessite de comprendre
comment A(x, n) est parame´tre´ en fonction de x ∈ K∩Regn (proposition 2.1.11).
La re´ponse est donne´e par la proposition suivante :
Proposition 2.2.1. Soit ppt la fonction de complexite´ comme de´finie ci-dessus.
Pour tout n ∈ N, on de´signe par c(n) le nombre de composantes connexes de
Regn. Alors, si K est connexe
1, on a :
ppt(n) = c(n).
Remarque 2.2.2. Dans le cas ou` K a m composantes connexes, on a l’encadre-
ment suivant :
c(n)
m
≤ ppt(n) ≤ c(n).
De´monstration. Montrons d’abord que ppt(n) ≤ c(n). Rappelons que ppt(n) est
le nombre d’amas pointe´s de la forme Apt(x, n), avec x ∈ K∩Regn. Pour montrer
cette ine´galite´, il suffit de montrer que si x et y sont dans la meˆme composante
connexe de Regn, alors Apt(x, n) = Apt(y, n). Leur point distingue´ est le meˆme
(c’est 0, car x, y ∈ F , donc π(x) = π(y) = 0). Il suffit donc de montrer que
l’on a A(x, n) = A(y, n). Soit x ∈ Regn. Montrons que l’ensemble X de tous les
y ∈ Regn∩K qui ve´rifient A(x, n) = A(y, n) est a` la fois ouvert et ferme´ pour la
topologie relative de Regn ∩K. Soit y ∈ X, et soit δ la distance entre A˜(y, n) et
∂S. Par de´finition de Regn, δ est strictement positif. Ainsi, A˜(y, n) +B(0; δ/2)
est inclus dans l’inte´rieur de S. Alors B(y; δ/2) ∩ K ⊂ X, et X est ouvert.
Pour montrer que X est ferme´, on pose (yk)k∈N est suite d’e´le´ments de x qui
converge vers y ∈ Regn ∩K. On note δ la distance entre A˜(y, n) et ∂S. Pour k
assez grand, yk ∈ B(y; δ/2), et donc
A(y, n) = A(yk, n) = A(xn).
Donc y ∈ X. Comme X est ouvert et ferme´, il contient la composante connexe
de Regn qui contient x, et donc ppt(n) ≤ c(n).
Montrons maintenant que si K est connexe, c(n) ≤ ppt. Soit Apt(x, n) un
amas pointe´ de taille n (x ∈ Regn ∩K). Montrons qu’il existe une unique com-
posante connexe X de K telle que si y ∈ X, alors Apt(y, n) = Apt(x, n). Si
Apt(x, n) = Apt(y, n), alors par injectivite´ de π|ZN , les amas releve´s correspon-
dants diffe`rent par un e´le´ment v = y − x ∈ F . Alors A˜(x, n) + v = A˜(y, n). Ces
deux ensembles sont inclus dans S, et par convexite´ de K (et donc de S), on a :
Pour tout t ∈ [0, 1], A˜(x, n) + tv = A˜(x+ tv, n),
et pour tout t, cet ensemble est inclus dans S. Par conse´quent, tous les x+tv sont
n-re´guliers, et x est dans la meˆme composante connexe de Regn que x+ v = y.
Par conse´quent, x et y sont dans la meˆme composante connexe de Regn.
Remarque 2.2.3. Dans le cas ou` K a m composantes connexes, la preuve ci-
dessus est encore valide, si ce n’est que pour la seconde ine´galite´, on prouve
1Et donc convexe, puisqu’on a suppose´ que K e´tait une union disjointe de polye`dres
convexes.
24 chapitre 2. complexite´ des pavages coupe et projection
que pour chaque composante connexe Ki de K, et pour chaque amas A(x, n),
il existe au plus une composante connexe de Regn ∩ Ki associe´e a` cet amas.
Par conse´quent, chaque amas est associe´ a` au plus m composantes connexes (un
dans chaque composante connexe de K, et donc c(n)/m ≤ ppt(n)).
2.2.2 Ge´ome´trie des points singuliers
La Proposition 2.2.1 relie l’e´tude de la fonction de complexite´ a` l’e´tude des
points singuliers. Il est donc important de connaˆıtre la structure de ces points
singuliers. Nous allons voir que Singn (( ressemble )) a` une union d’hyperplans.
Le comptage de ces hyperplans permettra de compter le nombre de composantes
connexes. La figure 2.1 repre´sente les poings n-singuliers pour n = 1, 2, 3, pour
un pavage coupe et projection avec N = 3 et d = 1.
Fig. 2.1: Le domaine d’acceptance d’un pavage coupe et projection canonique avec
respectivement les points 1, 2 et 3-singuliers.
Les proprie´te´s des points singuliers sont e´troitement lie´es a` la de´finition que
nous avons donne´e de domaine d’acceptance presque canonique. Nous prouve-
rons au passage que les domaines d’acceptance canoniques sont presque cano-
niques.
La proposition suivante de´coule directement des de´finitions.
Proposition 2.2.4. On a :
Sing = ∂S + ZN ;
Singk =
(
B(0; k) ∩ ZN + ∂S) ∩ S.
Par conse´quent, Singk est une union croissante de sous-ensembles de S, dont
l’union est Sing ∩ S. De plus, Singk et Sing sont invariants par l’action de E.
On a alors, en appliquant πF :
Sing ∩ F = ∂K + Γ; (2.2a)
Singk ∩K =
(
πF (B(0; k) ∩ ZN ) + ∂K
) ∩K. (2.2b)
Nous allons e´noncer deux re´sultats relatifs aux points singuliers. Le premier
est un re´sultat qualitatif ; le second est quantitatif et quelque peu technique.
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Un domaine d’acceptance presque canonique est de´fini de telle sorte que ces
proprie´te´s soient vraies. Afin de montrer que nos re´sultats s’appliquent aux
domaines canonique, on prouve le re´sultat suivant.
Proposition 2.2.5. Un domaine d’acceptance canonique (c’est-a`-dire : K est
la projection du cube unite´) est presque canonique (voir de´finition 2.1.5).
De´monstration. On suppose que le domaine d’acceptance K est canonique. Soit
f une face de dimension (N − d − 1), et Hf l’hyperplan qui lui est paralle`le.
Quitte a` renommer les vecteurs, la face f est de la forme :
f = v + πF
(
[0, 1]N−d−1
)
= v +
{
N−d−1∑
k=1
λkπF (ek) ; 0 ≤ λk ≤ 1
}
,
ou` v ∈ πF ({0, 1}N ) est l’un des sommets du cube unite´. Soit Λ le groupe engen-
dre´ par les {πF (ei)}N−d−1i=1 . Ce groupe est un re´seau cocompact de Hf , et un
sous-groupe de Hf ∩ Γ. De plus, f − v contient un domaine fondamental pour
l’action de Λ sur Hf par translations. Par conse´quent, f +Λ = Hf + v, et donc
f + Γ est une union d’hyperplans de F . On applique le meˆme argument pour
toutes les faces, et on en de´duit que ∂K + Γ est une union d’hyperplans de F .
Pour prouver la seconde condition, on remarque que f est compact, et que
c’est un domaine fondamental pour le groupe localement fini Λ. Par conse´quent,
pour tout voisinage de l’origine, il n’existe qu’un nombre fini d’e´le´ments de la
forme (f − v′) + γ qui l’intersectent, avec γ ∈ Λ, et v′ un sommet de f . Comme
f est borne´, ce nombre fini peut eˆtre choisi de manie`re a` ne pas de´pendre de v′
Donc un voisinage de l’origine donne´ peut eˆtre couvert par un nombre fini de
translate´s de f de la forme ci-dessus. Cela prouve qu’un domaine d’acceptance
canonique est presque canonique.
La de´finition d’un domaine d’acceptance presque canonique (de´finition 2.1.5)
et l’e´quation 2.2 montrent que les points singuliers de F sont une union d’hy-
perplans affines.
De´finition 2.2.6. On note H1, . . . ,Hm tous les hyperplans distincts de F qui
sont paralle`les aux faces de K. On les appelle les hyperplans singuliers de F .
On note Γi = StabΓ(Hi). C’est un sous-groupe de Γ.
Remarquons qu’une face f paralle`le a` Hi est compacte et que f +Γ
i est un
hyperplan. Donc Γi contient toujours un re´seau cocompact de Hi. Par conse´-
quent, pour tout i, on peut toujours trouver une base de Hi forme´e de N −d−1
vecteurs de Γ.
La proposition suivante de´coule assez directement de la de´finition d’un do-
maine d’acceptance presque canonique.
Proposition 2.2.7. L’ensemble des points singuliers de F est l’union de trans-
late´s des hyperplans singuliers :
Sing ∩ F =
m⋃
i=1
(Hi + Vi) + Γ,
ou` Vi est le sous-ensemble de V forme´ par les areˆtes de K qui appartiennent a`
une face paralle`le a` Hi. En particulier, on a :
Sing ∩ F ⊆
(
m⋃
i=1
Hi
)
+ V + Γ.
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Si de plus V ⊂ Γ (c’est le cas quand K est canonique), on a :
Sing ∩ F =
(
m⋃
i=1
Hi
)
+ Γ.
Le lemme suivant est une version qualitative de cette proposition. On utilise
dans sa de´monstration la deuxie`me partie de la de´finition d’un domaine presque
canonique.
Lemme 2.2.8. Avec les notations ci-dessus, il existe M ∈ N tel que pour tout
i ∈ J1,mK, il existe εi > 0 tel que pour tout y ∈ πF
(
B(0;n) ∩ ZN) + Vi, les
points de (Hi + y) ∩B(y; εi) sont (n+M)-singuliers.
De´monstration. Soit 1 ≤ i ≤ m. On fixe εi de telle sorte qu’une boule de
rayon εi autour de 0 dans Hi est couverte par un nombre fini de translate´s
de faces paralle`les a` Hi (conforme´ment a` la de´finition 2.1.5). Soit n ∈ N, et
y ∈ πF
(
B(0;n)∩ZN)+Vi. On e´crit y = v+πF (z), avec z ∈ ZN , avec ‖z‖1 ≤ n,
et v ∈ Vi. On appelle f la face paralle`le a` Hi et contenant v. On se donne un
nombre fini de translate´s de f − v par des e´le´ments de Γi qui couvrent B(0; εi),
et on appelle γ1, . . . , γk les vecteurs de translation correspondants. On de´finit
Mi := max
1≤i≤k
min{‖w‖1 ; w ∈ ZN , πF (w) = γi}.
Notons que lesMi peuvent eˆtre choisis de fac¸on a` ne pas de´pendre de v (puisque
chaque Vi est fini). Donc si x ∈ B(y; εi)∩Hi, alors x−y ∈ B(0; εi)∩Hi, et x−y
est dans un translate´ de la forme f − v− πF (w), avec w ∈ ZN ∩B(0;Mi). Cela
signifie que x ∈ f + πF (z +w), avec z +w ∈ ZN ∩B(0;n+Mi). Le re´sultat est
donc prouve´ avec M := maxiMi.
2.3 Calcul de la complexite´
Dans cette section, nous montrons le the´ore`me principal de cette the`se. Il
donne l’asymptotique de la complexite´ pour les pavages coupe et projection. La
fonction p se comporte aux constantes pre`s comme nα, et α peut eˆtre calcule´
explicitement. Il existe des bornes sur α, qui seront e´nonce´es ici mais qui seront
prouve´es au chapitre suivant.
2.3.1 E´nonce´ du the´ore`me
Par la proposition 2.2.1, le calcul du nombre de composantes connexes de
Regn est e´quivalent au calcul de la fonction de complexite´. L’e´tude des points
singuliers montre que Sing est une union d’hyperplans. Dans cette section, nous
montrons que Singn est (( proche )) d’eˆtre une union finie d’hyperplans. En comp-
tant ces hyperplans qui approximent Singn, il est ensuite possible de compter le
nombre de composantes connexes de Regn.
The´ore`me 2.3.1. On conside`re une me´thode de coupe et projection ve´rifiant
les hypothe`ses 2.1.2, c’est-a`-dire une de´composition RN = E ⊕ F , un re´seau
ZN , et un domaine d’acceptance K que l’on suppose presque canonique. Soit p
la fonction de complexite´ associe´e, (Hi)
m
i=1 les hyperplans singuliers dans F , et
Γ := πF (Z
N ). On de´finit les objets suivants :
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– pour tout i ∈ J1,mK, on pose Γi := StabΓ(Hi) ;
– on pose αi := rg
(
Γ/Γi
)− 1 ;
– on de´finit I ⊂ J1,mK un sous-ensemble de N−d e´le´ments tel que ⋂i∈I Hi =
{0}, et que α :=∑i∈I αi est maximal.
Alors il existe C1, C2 > 0 tels que pour tout n assez grand,
C1n
α ≤ p(n) ≤ C2nα.
Remarquons que pour un choix ge´ne´rique de de´composition RN = E⊕F , le
rang de Γ est N . C’est e´quivalent, sous hypothe`ses 2.1.2 (i) et (ii), a` ce que les
ensembles de Delone obtenus soient comple`tement ape´riodiques.
De plus, toujours ge´ne´riquement, le rang de Hi est minimal. Par ailleurs, Hi
contient toujours au moins N−d−1 e´le´ments de Γ, par de´finition d’un domaine
d’acceptance presque canonique (voir 2.1.5). Par conse´quent, ge´ne´riquement,
tous les αi sont e´gaux a` d, et l’exposant de la complexite´ vaut α = d(N − d).
Cette valeur de α est la valeur maximale possible sous nos hypothe`ses. Dans la
plupart des exemples connus (pavages octogonal notamment, voir section 2.4.3),
la complexite´ est bien moindre. Par exemple, la complexite´ du pavage octogo-
nal croˆıt comme n2, ainsi que la complexite´ du pavage de Penrose. Dans ces
exemples, cet exposant de complexite´ est l’exposant minimal pour un pavage
ape´riodique. Nous montrerons en effet au chapitre suivant (the´ore`me 3.1.1) que
α ≥ d− rg(E ∩ ZN ).
2.3.2 Pre´liminaires
Nous avons dit que Singn e´tait proche d’une union d’hyperplans. Cette notion
de proximite´ est donne´e par le lemme 2.2.8.
Il nous faut voir deux choses : tout d’abord, comment ces hyperplans se
re´partissent, combien il y en a. Ensuite, combien de composantes connexes a
un ensemble compact et convexe lorsqu’on le coupe par un nombre prescrit
d’hyperplans dans des directions donne´es.
Premier lemme : compter des points
Les deux premie`res questions sont re´solues par le the´ore`me suivant, duˆ a`
Schlottmann. C’est un the´ore`me du type e´quire´partition : la re´partition de ces
hyperplans de´pend de la manie`re dont se re´partissent les e´le´ments de la forme
πF (B(0;n) ∩ ZN ∩ S) dans K.
The´ore`me 2.3.2 (Schlottmann [62], Proposition 2.1). On conside`re une me´-
thode de coupe et projection (RN = E ⊕ F,ZN , π,K), satisfaisant les hypo-
the`ses 2.1.2. On munit E et F de la mesure de Lebesgue (respectivement µE et
µF ), et R
N de la mesure produit. Alors, si W est un sous-ensemble borne´ de
F dont le bord est de mesure nulle, on a l’e´galite´ suivante (et en particulier, la
limite existe) :
lim
r→+∞
Card
(
ZN ∩ (BE(0; r)⊕W + t
)
µE(BE(0; r)
=
µF (W )
µE ⊗ µF ([0, 1]N ) ,
ou` BE(0; r) de´signe la boule dans E de rayon r centre´e en l’origine. De plus, la
limite est uniforme en le parame`tre t ∈ RN .
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Ce the´ore`me affirme que le nombre de points d’un ensemble de Delone obtenu
par coupe et projection inclus dans une boule de rayon r est asymptotiquement
e´quivalent au volume de la boule, soit Crd, ou` C est une constante. De plus,
C de´pend du volume de la feneˆtre d’acceptance. Il existe une ge´ne´ralisation de
ce the´ore`me dans le cas ou` le pavage coupe et projection est construit sur un
espace E⊕G, avec G un groupe abe´lien localement compact plutoˆt qu’un espace
vectoriel. Voir [62, The´ore`me 1] pour plus de de´tails.
Ce the´ore`me est de plus parfaitement adapte´ pour de´finir les fre´quences des
amas. Il peut permettre de prouver qu’un espace de pavage coupe et projection
est uniquement ergodique, et que, muni de sa mesure ergodique, il est mesurable-
ment isomorphe au tore unite´ de RN , muni de sa mesure invariante normalise´e.
Cela dit ces conside´rations de´passent notre propos. Nous n’avons pas besoin
de re´sultats aussi pre´cis, et nous re´e´crivons ce the´ore`me dans notre formalisme.
Corollaire 2.3.3. On conside`re une me´thode de coupe et projection (RN =
E ⊕ F,ZN , π,K), satisfaisant les hypothe`ses 2.1.2. Soit W un sous-polye`dre de
K (typiquement, une composante connexe de Regn). Alors la limite suivante
existe, et est uniforme en x ∈ S :
lim
n→+∞
Card
(
πF (Z
N ∩B(x;n)) ∩W )
nd
= C0 > 0.
La boule est ici prise dans RN . La constante C est proportionnelle a` la mesure
de Lebesgue de W dans F .
Notons que l’on conside`re ici l’ensemble des points entiers de B(x;n) qui
sont projete´s dans W plutoˆt que, dans le the´ore`me de Schlottmann, l’ensemble
des points de BE(0; r)⊕W . Cette diffe´rence est ne´gligeable a` la limite si x est
pris dans la zone d’acceptance2.
Remarque 2.3.4. Le the´ore`me ci-dessus reste vrai si x /∈ S, mais alors la limite
n’est plus uniforme. En effet, a` x, y fixe´s, pour n grand il y a peu de diffe´rence
entre B(x;n) et B(y;n).
Ce the´ore`me compte le nombre de points dans un amas. Cela dit, nous aurons
plutoˆt besoin de compter combien il y a de points dans la projection sur F d’un
amas. Ces deux quantite´s peuvent eˆtre diffe´rentes si E ∩ZN n’est pas injective.
Nous e´nonc¸ons donc maintenant le lemme tel que nous en aurons besoin pour
montrer le the´ore`me 2.3.1.
Lemme 2.3.5. On conside`re Zk, et Bn la boule de centre 0 et de rayon n dans
Zk. Soit q : Zk → F une injection de Zk, d’image dense, dans un espace vectoriel
(on a alors dim(F ) < k). Alors pour tout ouvert U de F , il existe C1, C2 > O,
tels que pour tout n assez grand,
C1n
p ≤ Card (q(Bn) ∩ U) ≤ C2np,
ou` p = k − dim(F ).
De´monstration. On prouve ce re´sultat en utilisant le the´ore`me de Schlottmann.
Pour une preuve directe e´le´mentaire (mais fastidieuse), on pourra se re´fe´rer
a` [37].
2Un lecteur sceptique pourra revenir a` l’e´quation (2.1) pour s’en convaincre.
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On conside`re un espace E de dimension k−dim(F ), et on conside`re l’espace
E ⊕ F , de dimension k. Alors il est possible de trouver une injection i : ZN →
E ⊕ F dont l’image est un re´seau cocompact, et tel que πF ◦ i = q, ou` πF est
la projection sur F paralle`lement a` E. Alors on a une me´thode de coupe et
projection, et on applique le corollaire 2.3.3.
Second lemme : compter des morceaux
On utilise la notation de Landau : un = O(vn) signifie qu’il existe une
constante C telle que pour tout n ∈ N, un ≤ Cvn.
Lemme 2.3.6. Soit F un espace vectoriel re´el de dimension p. Pour tout m ∈
N, pour toute famille {Hi}mi=1 d’hyperplans distincts de F , pour toute famille
(αi)
m
i=1 d’entiers strictement positifs, pour toute famille de suites croissantes
a` valeurs entie`res
(
β(i)
)m
i=1
ve´rifiant pour tout i que β
(i)
n = O(nαi), on a la
proprie´te´ suivante :
Si K est une partie ouverte, convexe et borne´e de F , et (Kn)n≥0 est une
suite de´croissante d’ensemble telle que K0 = K, et pour tout n, Kn est obtenu
a` partir de K en enlevant β
(i)
n translate´s de Hi (pour tout i), alors le nombre
de composantes connexes de Kn, note´ c(n) ve´rifie :
c(n) = O(nα),
ou` α :=
∑
i∈I αi, et l’ensemble I est de´finit comme suit :
1.
⋂
i∈I Hi est de dimension minimale parmi tous les choix possibles de I ;
2. parmi les ensembles ve´rifiant la proprie´te´ pre´ce´dente, I est de cardinal
minimal (de sorte que Card I = p− dim⋂mi=1Hi).
3. parmi les ensembles ve´rifiant ces proprie´te´s, I est choisi de sorte que α
soit maximal.
De´monstration. Nous prouvons ce lemme par re´currence sur p. Si p = 1, alors
m = 1, puisque le seul hyperplan est alors {0}. Alors Kn est un segment dont
on a retire´ β
(1)
n points. C’est donc une union de β
(1)
n intervalles. Par conse´quent,
c(n) = β
(1)
n + 1 = O(nα1), et le lemme est prouve´ pour p = 1.
Supposons que le lemme soit vrai pour tout espace de dimension p− 1. Soit
F un espace vectoriel de dimension p. On se donne K, m, (Hi)
m
i=1, (β
(i))ni=1
et (Kn)n≥0 comme dans l’e´nonce´. On introduit la notation suivante : si X est
un ensemble, on note C(X) le nombre de composantes connexes de X. Ainsi,
c(n) = C(Kn). Afin de fixer les notations, on se donne pour tout i, une suite
croissante d’ensembles de F : (X
(i)
n )n≥0, tels que Card(X
(i)
n ) = β
(i)
n pour tout i
et tout n, et tels que
Kn = K \
( m⋃
i=1
(X(i)n +Hi)
)
.
On note c(x, k, n) := C
(
(Hk+x)∩
(
K\⋃k−1i=1 (X(i)n +Hi))), et on remarque que
les composantes connexes de Kn sont convexes (puisque ce sont des intersections
de demi-espaces). Ainsi, c(x, k, n) est exactement le nombre de composantes
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connexes de Kn intersecte´es par l’hyperplan Hk + x. Donc pour tout x ∈ X(i)n ,
on a :
C
(
K \
(
(x+Hk) ∪
k−1⋃
i=1
(X(i)n +Hi)
))
= C
(
K \
k−1⋃
i=1
(X(i)n +Hi)
)
.+ c(x, k, n) (2.3)
On peut interpre´ter l’e´quation ci-dessus de la manie`re suivante : si K ′ est un
ensemble ouvert, constitue´ d’un certain nombre de composantes convexes dis-
jointes, on veut compter le nombre de composantes de K ′ \ H, ou` H est un
hyperplan affine. Le nombre de nouvelles composantes connexes obtenues en
coupant K ′ par cet hyperplan est e´gal au nombre de composantes de K ′ in-
tersecte´es par H ou encore, au nombre de composantes connexes de K ′ ∩ H
(par convexite´ des composantes connexes de K). L’e´quation 2.3 explicite ce fait
pour un K ′ particulier, ce qui permet d’ite´rer le processus. L’ensemble Kn peut
eˆtre vu comme un ensemble convexe dont on a retire´ des hyperplans l’un apre`s
l’autre. Ainsi, c(n) peut s’exprimer par sommes successives, et on a :
c(n) =
m∑
k=0
 ∑
x∈X(k)n
c(x, k, n)
.
Ainsi, si on trouve un majorant inde´pendant de x et k a` c(x, k, n), on pourra
trouver un majorant a` c(n). Ce majorant a` c(x, k, n) est obtenu en utilisant
l’hypothe`se de re´currence.
Soit 1 ≤ k ≤ m. Conside´rons l’ensemble suivant :(
K \
k−1⋃
i=1
(X(i)n +Hi)
)
∩ (Hk + x).
Cet ensemble est obtenu en conside´rant l’espace F ′ := Hk +x (qui peut eˆtre vu
comme un espace vectoriel en lui attribuant une origine arbitraire, par exemple
x), et le sous-ensemble compact K ′ := K ∩ F ′. Cet ensemble K ′ est coupe´ par
des hyperplans affines (de F ′) dirige´s par les Hj ∩ Hk, avec j 6= k. Il se peut
que certains de ces hyperplans ne soient en fait pas distincts. On les re´indexe
pour obtenir H ′1, . . . ,H
′
s avec s < m. La suite de sous-ensemble (Kn)n≥0 induit
une suite (K ′n)n≥0 de sous-ensembles de K
′ en prenant l’intersection avec F ′.
Les K ′n sont obtenus de K
′ en retirant des hyperplans dirige´s par les H ′i. Le
nombre d’hyperplans retire´s a` chaque e´tape est donne´ par une famille de suites
croissantes a` valeurs entie`res {γ(i)}i∈J1,sK. Cherchons, pour tout i, une estimation
asymptotique de (γ
(i)
n )n∈N, puis nous appliquerons l’hypothe`se de re´currence. Si
H ′i = Hi(1) ∩Hk = . . . = Hi(q) ∩Hk, alors γ(i)n = O(nδi), ou` δi := maxj ai(j).
On appelle I l’ensemble de´fini dans le lemme — c’est un sous-ensemble
d’indices de J1,mK, associe´ a` un choix d’hyperplans parmi les Hi —, et I
′ le
sous-ensemble de J1, sK comme de´fini dans l’e´nonce´ du lemme, mais associe´ a` un
choix des hyperplans parmi les H ′i. Par hypothe`se de re´currence, on a :
c(x, k, n) = C(K ′n) = O(nδ),
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ou` δ =
∑
i∈I′ δi. Cette majoration ne de´pend pas de x, donc en sommant sur
x ∈ X(i)n , on a : ∑
x∈X(i)n
c(x, n, k) = O(nδ+αk).
Soient i, j ∈ I \ {k}. Alors Hi ∩Hk 6= Hj ∩Hk, a` cause des deux premie`res
condition dans la de´finition de I. Par conse´quent, a` i 6= i′ ∈ I correspondent
deux hyperplans distincts H ′i 6= H ′i′ . Donc toute somme de p − 1 e´le´ments
dans I \ {k} est au moins e´gale a` δ. On en de´duit que α ≥ δ + αk, et donc :∑
x∈X(i)n c(x, n, k) = O(n
δ+αk). Cette somme ne de´pend plus de k, on peut donc
sommer sur k, et on obtient :
c(n) = O(nα).
2.3.3 Preuve du the´ore`me 2.3.1
Nous donnons maintenant la preuve du the´ore`me e´tablissant le comporte-
ment de la fonction de complexite´ pour les pavages coupe et projection. D’apre`s
la proposition 2.2.1, il s’agit de montrer, sous les hypothe`ses du the´ore`me, que :
C1n
α ≤ c(n) ≤ C2nα
pour tout n assez grand, avec C1 et C2 des constantes strictement positives et
c(n) le nombre de composantes connexes de Regn. Pour e´tablir ce comptage du
nombre de composantes connexes de Regn, nous supposerons queK est connexe.
En effet, dans le cas ou` K est une union finie de composantes connexes, il
suffira d’appliquer l’estimation a` chacune d’entre elles, et a` sommer pour obtenir
l’estimation globale.
Majoration
On rappelle que la zone d’acceptance K est donc un polye`dre convexe dont
l’ensemble des sommets est note´ V .
La proposition 2.2.4 (e´quations 2.2) e´tablit que
Singn ∩K =
(
πF
(
B(0;n) ∩ ZN)+ ∂K) ∩K.
Comme ∂K est inclus dans V +
⋃m
i=1Hi, on a :
Singn ∩K =
(
πF
(
B(0;n) ∩ ZN)+ m⋃
i=1
Hi
)
∩K.
Il nous faut donc trouver une borne supe´rieure au nombre d’hyperplans distincts
de l’ensemble
πF
(
B(0;n) ∩ ZN)+ V +Hi
qui intersectent K. On appelle β
(i)
n ce nombre. Il nous faut de´terminer le com-
portement asymptotique de (β
(i)
n )n∈N puis appliquer le lemme 2.3.6.
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Soit qi : F → F/Hi l’application quotient. Elle envoie F sur un espace
vectoriel de dimension 1, et envoie Γ sur Γ/Γi, qui est un groupe abe´lien libre
de rang αi + 1. On veut trouver un majorant au nombre d’hyperplans de la
forme Hi + x ou` x ∈ V + πF (B(0;n) ∩ ZN ). Il suffit pour cela de choisir x ∈
q(V + πF (B(0;n) ∩ ZN )). Or, d’apre`s le lemme 2.3.5, on a :
Card
(
πF (B(0;n) ∩ ZN )
)
= O(nαi).
Comme V est fini, on a donc :
β(i)n = O(n
αi).
Ce raisonnement (et donc cette majoration) tient pour tout i ∈ J1,mK. On
connaˆıt donc un ordre de grandeur du nombre d’hyperplans paralle`les a` Hi
intersectant K. On peut donc appliquer le lemme 2.3.6, et on a :
c(n) = O(nα).
Minoration
On conside`re l’ensemble d’indexation I ⊂ J1,mK de´fini dans l’e´nonce´ du the´o-
re`me, tel que
∑
i∈I αi = α, et
⋃
i∈I Hi = {O}. Pour tout i ∈ I, le lemme 2.2.8
assure l’existence d’unM ∈ N et d’un εi > 0 tels que pour tout y ∈ πF (B(0;n)∩
ZN ), les points de (Hi + y)∩B(y; εi) sont (n+M)-singuliers. Soit ε le plus pe-
tit des εi. On conside`re un paralle´lotope P ⊂ K d’inte´rieur non vide et inclus
dans une boule de diame`tre ε, dont les faces sont paralle`les aux {Hi}i∈I . Un tel
paralle´lotope existe, du fait de la condition de transversalite´ sur les Hi.
En utilisant le meˆme raisonnement que pour la majoration, on peut dire que
pour tout i ∈ I et pour un vi ∈ Vi fixe´, le nombre de points dans (πF (B(0;n)∩
ZN )) ∩ P modulo Hi est plus grand que Cinαi pour un certain Ci > 0.
Alors, par le lemme 2.2.8, les points (n+M)-singuliers dans P contiennent
au moins Cin
αi translate´s distincts du type P ∩ Hi, et ce, pour tout i ∈ I.
Par conse´quent, le nombre de composantes connexes de l’ensemble des points
(n+M)-singuliers, quand on les restreint a` P est au moins∏
i∈I
Cin
αi = Cnα
ou` C est le produit des Ci. Par conse´quent, on a :
c(n) ≥ Cnα.
2.4 Exemples
Dans cette section, nous appliquons nos re´sultats a` trois exemples classiques :
les hyperplans discrets (cas d = N−1), les suites de billards cubiques (cas d = 1),
et le cas du pavage octogonal (un cas particulier avec N = 4 et d = 2.
2.4.1 Hyperplans discrets
Les pavages coupe et projection (N,N − 1) sont parfois appele´s hyperplans
discrets, car on peut les voir comme l’approximation d’un hyperplan par des
points a` coordonne´es entie`res.
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La complexite´ des hyperplans discrets a de´ja` e´te´ e´tudie´e, notamment par [70]
et [11] (dans le cas N = 3, mais leurs me´thodes semblent se ge´ne´raliser pour
tout N).
Dans ce cas, l’espace F est de dimension 1, et il n’existe qu’un seul hyperplan
singulier, a` savoir {0}. Alors StabΓ(H) = {0}, et la complexite´ ne de´pend que du
rang de Γ. Supposons que E∩ZN est de rang k (on a alors un groupe de pe´riodes
de rang k). Alors Γ est de rang N − k, et α = rg(Γ)− 1 = N − k − 1 = d− k.
On de´duit que la complexite´ d’un hyperplan discret de dimension d, pe´-
riodique dans k directions inde´pendantes croˆıt comme nd−k. Dans le cas k = 0
(totalement ape´riodique), la complexite´ est de l’ordre de nd, ce qui est en accord
avec les re´sultats de Berthe´ et Vuillon.
2.4.2 Suites de billards cubiques
Les suites sturmiennes (de´finies en section 1.4) peuvent eˆtre ge´ne´ralise´es en
augmentant la dimension N du re´seau projete´. Les suites symboliques qui en
re´sultent sont appele´es suites de billard, car on peut les de´crire par la trajectoire
d’un point dans un cube qui rebondit sur les bords.
La complexite´ des suites de billards cubiques est un re´sultat connu, prouve´
en dimension 3 par [4] et en toute dimension par [7]. Les re´sultats de ce chapitre
permettent de retrouver leurs re´sultats, avec moins de pre´cision.
L’hypothe`se que Γ := πF (Z
N ) est dense dans F , et que F est de dimension
N − 1 implique ne´cessairement que Γ est de rang N . Les hyperplans singuliers
sont les Hi := Vect
({πF (ek)}k 6=i). Le rang de StabΓ(Hi) est au moins N − 1
(par de´finition), et ne peut pas eˆtre N , par densite´ de Γ dans F .
Donc pour tout i, on a αi = N − 1, et la complexite´ d’une suite de billard
cubique de dimension N dans une direction (( irrationnelle )) croˆıt comme nN−1.
2.4.3 Pavage octogonal
Le pavage octogonal est obtenu par coupe et projection avec N = 4 et d = 2,
de la manie`re suivante. On note (e1, . . . , e4) la base canonique de R
4.
On conside`re la matrice orthogonale suivante.
A =

0 0 0 −1
1 0 0 0
0 1 0 0
0 0 1 0
 .
Son polynoˆme caracte´ristique est X4 + 1, et ses sous-espaces invariants sont
donc deux sous-espaces orthogonaux de dimension 2. On appelle E et F = E⊥
ces sous-espaces, et π la projection orthogonale de R4 sur E.
Par calcul direct, on montre que la famille suivante est une base orthonormale
de F :
F = Vect
(
(
√
2/2, 1/2, 0,−1/2), (0, 1/2,
√
2/2, 1/2)
)
.
Ainsi, la matrice de π dans la base canonique est la suivante :
Matcan πF =

1/2
√
2/4 0 −√2/4√
2/4 1/2
√
2/4 0
0
√
2/4 1/2
√
2/4
−√2/4 0 √2/4 1/2
 .
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Alors le pavage octogonal est obtenu a` partir de ces parame`tres avec un do-
maine d’acceptance canonique. La figure 2.2 repre´sente le domaine d’acceptance
K ⊆ F et les points 1-singuliers.
0
f1
f2
f3
f4
Fig. 2.2: Le domaine d’acceptance du pavage octogonal (comme sous-ensemble de F ),
avec les points 1-singuliers. Les fi sont les projections des vecteurs de la base canonique
sur F .
On note f1, . . . , f4 les projections des {ei} sur F . Les quatre hyperplans
singuliers sont les Hi := Vect(fi). On voit que les Hi ont des stabilisateurs non
triviaux :
StabΓ(H1) = 〈f1, f2 − f4〉
StabΓ(H2) = 〈f2, f1 + f3〉
StabΓ(H3) = 〈f3, f2 + f4〉
StabΓ(H4) = 〈f4, f1 − f3〉
On a donc, pour tout i ∈ J1, 4K, αi = 2, de sorte que α = 2, et la complexite´ du
pavage octogonal est de l’ordre de n2.
Notons que le pavage octogonal peut eˆtre obtenu par substitution, et que ce
re´sultat e´tait donc de´ja` connu. On pourra se re´fe´rer au chapitre 6 pour plus de
de´tails sur la complexite´ des pavages coupe et projection.
2.4.4 Pavages de Penrose
Le calcul de la complexite´ pour les pavages de Penrose ne rentre pas exac-
tement dans nos hypothe`ses, puisque pour le pavage de Penrose, on a N = 5 et
d = 2, mais ΠF (Z
5) n’est pas dense dans F . Cela dit, le pavage de Penrose est
(( e´quivalent ))en un certain sens a` un pavage pour lequel N = 4 et d = 2, mais
ou` le domaine d’acceptance K est constitue´ de plusieurs composantes connexes.
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Chacune des composantes de K est un pentagone re´gulier, et on ve´rifie
comme pour le pavage octogonal que Γ est de rang 4, et que chacun des αi
est e´gal a` 1. Alors la complexite´ est encore quadratique.
Les pavages de Penrose peuvent aussi s’obtenir par substitution, et les me´-
thodes du chapitre 6 permettent d’arriver au meˆme re´sultat.
Chapitre 3
Liens entre complexite´ et
cohomologie
Le comportement asymptotique de la fonction de complexite´ est une in-
formation combinatoire. Nous verrons au chapitre 6 que la complexite´ est un
invariant me´trique pour la distance de´finie au chapitre 1. Or, il se trouve que
dans le cas des pavages coupe et projection, la complexite´ est lie´e a` la topologie.
Une explication intuitive que l’on peut en donner est la suivante : la complexite´
est lie´e au nombre d’amas du pavage. Par ailleurs, la topologie des pavages est
lie´e a` la re´currence des amas : P et P − x sont proches si l’amas de P centre´
en 0 apparaˆıt aussi centre´ en x. Plus il y a d’amas diffe´rents, moins l’orbite
de P se (( replie sur elle-meˆme )). Or, la cohomologie est lie´e a` ces replis de
l’espace. Ces conside´rations heuristiques peuvent expliquer l’existence d’un lien
entre complexite´ et cohomologie.
Dans le cadre des pavages coupe et projection canoniques, le re´sultat prouve´
est le suivant (the´ore`me 3.1.1) : les groupes de cohomologie sur Q d’un espace de
pavage coupe et projection sans pe´riode sont de dimension finie si et seulement
si sa complexite´ est domine´e par nd (ou` d est la dimension) La preuve ne rentre
pas dans des technicite´s de calculs cohomologiques, mais utilise un crite`re de
Forrest, Hunton et Kellendonk [27] sur le rang des groupes de cohomologie
dans les pavages coupe et projection. Cela ne´cessitera de restreindre quelque
peu la classe de pavages conside´re´e. Dans le courant de la preuve, il viendra
naturellement que l’exposant minimal de la complexite´ pour un pavage coupe
et projection est d− rg(∆), ou` ∆ est son groupe de pe´riodes.
L’e´quivalence du the´ore`me 3.1.1 est propre aux pavages coupe et projection.
En effet, nous aurons l’occasion de voir un contre-exemple en dimension 1 : il
existe un mot w indexe´ par Z dont la fonction de complexite´ croˆıt plus vite
que n’importe quel polynoˆme, mais tel que la cohomologie de sa suspension soit
finiment engendre´e sur Q. En revanche, toujours en dimension 1, si la fonction de
complexite´ d’un mot est domine´e par une fonction line´aire en n, alors ses groupes
de cohomologie (rationnelle) sont encore finiment engendre´s (the´ore`me 3.4.7).
On peut se poser la question de la ge´ne´ralisation d’un tel re´sultat.
Dans tout ce chapitre, on supposera que les pavages conside´re´s satisfont les
hypothe`ses 2.1.2 et ont un domaine d’acceptance canonique.
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3.1 Complexite´ minimale et rang des groupes de
cohomologie
Dans cette section, nous montrons le the´ore`me reliant complexite´ et cohomo-
logie. Avec les notations du the´ore`me 2.3.1, nous montrons que α est supe´rieur
ou e´gal a` d − rg(∆), ou` ∆ est le rang du groupe des pe´riodes du pavage coupe
et projection. Nous montrons que l’on a e´galite´ si et seulement si les rangs des
groupes de cohomologie (sur Q) sont finis.
3.1.1 E´nonce´ du the´ore`me
Fixons les notations. Soit (RN = E ⊕ F,ZN , π,K) une me´thode de coupe
et projection satisfaisant les hypothe`ses 2.1.2. On se restreint ici au cas d’un
domaine d’acceptance canonique (c’est-a`-dire que K est la projection du cube
unite´). On note ∆ le groupe des pe´riodes des pavages de Ω : ∆ = E ∩ ZN . On
a montre´ au the´ore`me 2.3.1 qu’il existe un entier α tel que pour tout n assez
grand, la fonction de complexite´ p ve´rifie :
C1n
α ≤ p(n) ≤ C2nα.
On rappelle qu’on note d la dimension de E, et p la fonction de complexite´
(de´finition 2.1.10).
On peut alors e´noncer le the´ore`me suivant.
The´ore`me 3.1.1. Avec les notations ci-dessus, il existe une constante C1 > 0
telle que pour tout n assez grand,
p(n) ≥ C1nd−rg(∆).
De plus, les rangs des groupes de cohomologie rationnelle Hˇ•(Ω;Q) de l’espace
de pavage Ω associe´ a` la me´thode de coupe et projection sont finis si et seulement
si cette minoration est optimale, c’est-a`-dire :
p(n) ≤ C2nd−rg(∆),
avec C2 > 0.
3.1.2 Le crite`re de Forrest–Hunton–Kellendonk
La preuve de la seconde partie de ce the´ore`me repose sur un crite`re de
Forrest, Hunton et Kellendonk sur le rang des groupes de cohomologie. On
introduit quelques notations.
De´finition 3.1.2. Conside´rons une me´thode de coupe et projectionN sur d. Les
ensembles Sing et Singn des points singuliers et n-singuliers respectivement, sont
des unions d’hyperplans ou de morceaux d’hyperplans. On note L(0) l’ensemble
des intersections de dimension 0 de Sing, et L
(0)
n l’ensemble analogue de Singn.
Remarquons que Γ agit sur L(0), par translations.
De´finition 3.1.3. On appelle un espace singulier de dimension N − d − 1 un
translate´ d’un hyperplan singulier (de´finition 2.2.6), inclus dans Sing. Un espace
singulier de dimension k est de´fini comme l’intersection de N − d − k espaces
singuliers de dimension N − d− 1.
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Ainsi, les espaces singuliers de dimension k sont exactement les intersections
d’espaces de la forme Hj + γ + v, avec γ ∈ Γ et v ∈ Vj , ou` Vj est l’ensemble des
sommets de K contenus dans une face paralle`le a` Hj (voir la proposition 2.2.7).
Nous citons maintenant le crite`re de Forrest, Hunton et Kellendonk. Ils ont
de´veloppe´ des me´thodes de calcul effectives pour les pavages coupe et projection
a` domaine d’acceptance canonique en codimensions 1, 2, et dans une certaine
mesure, en codimension 3. Leur approche pour le calcul se base sur la cohomo-
logie des groupes : ils montrent qu’on peut voir un pavage coupe et projection
comme un Zd-syste`me dynamique, et appliquent des me´thodes de cohomologie
des groupes (voir section 1.3.2). Ils donnent e´galement un crite`re ge´ne´ral qui
donne une caracte´risation ge´ome´trique du fait que la cohomologie est finiment
ou infiniment engendre´e. On pourra se re´fe´rer a` [27] pour des de´tails de calculs.
The´ore`me 3.1.4 (Forrest–Hunton–Kellendonk [27]). Les groupes de cohomo-
logie Hˇ•(Ω;Q) associe´s a` un espace de pavages de coupe et projection canonique
sont de dimension finie si et seulement si L(0)/Γ est fini.
3.2 Preuve du the´ore`me
Nous se´parons la preuve du the´ore`me 3.1.1 en deux parties. Tout d’abord,
nous montrons que la complexite´ minimale d’un pavage est nd−rg(∆). Ensuite,
nous montrons que lorsque l’exposant de la complexite´, α, est exactement e´gal
a` nd−rg(∆), alors la cohomologie rationnelle est finiment engendre´e.
3.2.1 α ≥ d− rg(∆)
Commenc¸ons par remarquer qu’un e´le´ment x ∈ F est dans L(0) si et seule-
ment s’il existe N − d hyperplans singuliers (Hj)j∈J dont l’intersection est de
dimension ze´ro, et N − d e´le´ments (γj)j∈J dans Γ, et des e´le´ments vj ∈ Vj , tels
que :
x =
⋂
j∈J
(
Hj + γj + vj
)
On rappelle que Vj est l’ensemble des sommets des faces de K qui sont paralle`les
a` Hj .
Conside´rons donc une me´thode de coupe et projection N sur d, et p(n) la
fonction de complexite´. On sait (the´ore`me 2.3.1) que p(n) croˆıt comme nα, avec
α un entier. On veut prouver que α ≥ d− rg(∆) = d+ rg(Γ)−N .
Notation. On rappelle que Γj de´signe le stabilisateur dans Γ de l’hyperplan
singulier Hj . Pour J ⊂ {1 . . .m}, on note HJ l’intersection
⋂
j∈J Hj , on note
ΓJ = StabΓ(HJ ), et aJ = rg(Γ
J). On utilise la convention H∅ = F , et Γ∅ = Γ.
On utilise les notation du the´ore`me 2.3.1 :
α =
∑
i∈I
αi, avec αi = rg (Γ/Γ
i)− 1 = rg Γ− ai − 1,
et les (αi)i∈I sont choisis comme e´tant les N − d plus grands parmi tous les
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(αj)j∈J1,mK, et tels que
⋂
i∈I Hi = {0}. Par conse´quent, on a :
α = (N − d) rg(Γ)− (N − d)−
∑
i∈I
ai
=
(
d+ rg(Γ)−N)+ [(N − d− 1) rg(Γ)−∑
i∈I
ai
]
=
(
d− rg(∆))+ [(N − d− 1) rg(Γ)−∑
i∈I
ai
]
.
(3.1)
et les ai, i ∈ I, sont les N −d plus petits parmi les (aj)j∈J1,mK (avec la condition
de transversalite´ sur les (Hi)i∈I , de sorte que aI = 0).
E´tant donne´s deux ensembles d’indexation J, J ′ ⊆ J1,mK, on conside`re l’ap-
plication suivante :
ϕJ,J ′ : Γ/Γ
J∪J ′ −→ Γ/ΓJ × Γ/ΓJ ′
[x]J∪J ′ 7−→ ([x]J , [x]J ′)
ou` [x]J de´signe la classe d’e´quivalence de x dans Γ modulo Γ
J . On ve´rifie facile-
ment que cette application est bien de´finie et injective. Ainsi, le rang du groupe
d’arrive´e est au moins e´gal au rang du groupe de de´part (remarquons que ces
deux groupes sont abe´liens libres). On en de´duit la condition suivante sur les
rangs :
rg(Γ)− aJ∪J ′ ≤ rg(Γ)− aJ + rg(Γ)− aJ ′ ,
soit :
aJ + aJ ′ − aJ∪J ′ ≤ rg(Γ). (3.2)
Nous allons appliquer cette ine´galite´ N − d− 1 fois a` l’e´quation (3.1). Si on
nume´rote i(1), . . . , i(N − d) les e´le´ments de I. Alors on peut e´crire :
ai(1) + ai(2) ≤ a{i(1),i(2)} + rg(Γ);
ai(1) + ai(2) + ai(3) ≤ a{i(1),i(2)} + ai(3) + rg(Γ)
≤ a{i(1),i(2),i(3)} + 2 rg(Γ);
...∑
i∈I
ai ≤ (N − d− 1) rg(Γ) + aI
= (N − d− 1) rg(Γ).
(3.3)
On de´duit que
[
(N − d− 1) rg(Γ)−∑i∈I ai] est positif. Avec l’e´quation (3.1),
on obtient :
α ≥ d+ rg(Γ)−N = d− rg(∆).
Cela prouve la premie`re partie du The´ore`me 3.1.1.
Remarque 3.2.1. La suite d’ine´quations 3.3 n’est pas propre a` l’ensemble I. On
peut l’e´crire pour tout ensemble d’indexation J (la dernie`re ligne ne´cessite que
aJ = 0, c’est-a`-dire
⋂
j∈J Hj = {0}). Cela sera utilise´ par la suite.
3.2.2 Le cas d’e´galite´
Prouvons maintenant que α = d− rg(∆) si et seulement si L(0)/Γ est fini.
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Premie`re implication Commenc¸ons par montrer par une re´currence de´crois-
sante que si on a l’e´galite´, alors L(0)/Γ est fini. On suppose donc α = d− rg(∆),
et on conside`re l’hypothe`se de re´currence suivante :
Pour un certain k < N−d et pour tout espace de dimension k de la forme
HJ (tel que J ⊂ {1, . . . ,m} est de cardinal N − d − k), l’ensemble des
espaces singuliers de dimension k (au sens de la de´finition 3.1.3) qui sont
dirige´s par HJ est constitue´ d’un nombre fini de Γ-orbites de translate´s
de HJ .
L’assertion ci-dessus est e´vidente pour k = N − d − 1, puisque l’ensemble
des espaces singuliers de dimension (N − d− 1) dirige´s par Hi est incluse dans
Hi + V + Γ pour tout i (voir proposition 2.2.7), et V est fini.
Supposons que l’hypothe`se de re´currence est vraie pour k + 1 fixe´, et mon-
trons que l’ensemble des espaces singuliers de dimension k dirige´s par un espace
vectoriel HJ donne´ est une union finie de Γ-orbites. Soit J de cardinal N−d−k,
tel que HJ est de dimension k. On choisit j ∈ J , et on de´finit J ′ := J \ {j}. On
conside`re l’application ϕJ ′,j := ϕJ ′,{j} comme de´finie ci-avant. On de´duit du
raisonnement ite´ratif utilise´ pour obtenir la suite d’ine´quations (3.3) et de la re-
marque suivante, que pour tout e´le´ment I ′ de N − d e´le´ments ve´rifiant HI′ = 0,
alors on a :
(N − d− 1) rg(Γ)−
∑
i∈I′
ai ≥ 0. (3.4)
De plus, on a suppose´ que α = d− rg(∆). Par conse´quent, pour le choix parti-
culier I ′ = I, l’ine´galite´ ci-dessus est optimale : c’est une e´galite´. Mais le choix
de I est fait de telle sorte que les ai sont minimaux parmi tous les choix auto-
rise´s. L’e´quation (3.4) est donc toujours positive, et son maximum est ze´ro. Par
conse´quent, pour tout choix I ′ tel que HI′ = {0}, on a :
(N − d− 1) rg(Γ)−
∑
i∈I′
ai = 0. (3.5)
On affirme que sous l’hypothe`se α = d − rg(δ), l’ine´galite´ (3.2) est en fait
une e´galite´. Pour cela, il suffit de montrer :
aJ ′ + aj = aJ + rg(Γ). (3.6)
En effet, si on avait aJ ′ + aj < aJ + rg(Γ), alors on pourrait prendre pour I
′
un ensemble de N − d e´le´ments d {1, . . . ,m} contenant J . Alors, en appliquant
les ine´galite´s (3.3) a` I ′, l’une des ite´ration serait une ine´galite´ stricte. Cela
impliquerait alors :
(N − d− 1) rg(Γ)−
∑
i∈I′
ai > 0,
ce qui contredirait l’e´quation (3.5) ci-dessus.
On conside`re donc l’application ϕJ ′,j : Γ/Γ
J → (Γ/ΓJ ′) × (Γ/Γj) : on a
montre´ qu’elle est injective. De plus, le groupe source a pour rang rg(Γ)−aJ et le
groupe image est de rang 2 rg(Γ)−aJ ′−aj . Mais on a montre´ (e´quation (3.6)) que
ces deux groupe ont le meˆme rang. Cela n’implique pas que ϕJ ′,j est surjective,
mais son image est d’indice fini, et par conse´quent, son conoyau G est fini.
Pour conclure la preuve de notre implication, il suffit de conside´rer l’ensemble
des espaces affines de la forme :
(HJ ′ + γ1) ∩ (Hj + γ2),
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pour tout γ1, γ2 ∈ Γ. Comme Γ n’agit pas librement sur ces espaces, il suffit
de conside´rer les intersections de cette forme pour γ1 ∈ ΓJ ′ , et γ2 ∈ Γj . On a
alors une bijection entre (Γ/ΓJ
′
)× (Γ/Γj) et l’ensemble des espaces de la forme
ci-dessus. On quotiente alors par Γ (ou par l’image de ϕJ ′,j , ce qui revient au
meˆme), et on obtient que l’ensemble des espaces affines de la forme ci-dessus est
constitue´e d’un nombre fini de Γ-orbites.
Pour traiter le cas de tous les espaces singuliers de dimension k, il suffit de
conside´rer les espaces de la forme :
(HJ ′ + γ1 + v1) ∩ (Hj + γ2 + v2),
pour tous les choix de J ′ ⊂ {1, . . . ,m} de cardinal Card(J)− 1, tels que HJ ⊂
HJ ′ , pour tous les choix de j tels que HJ ′ ∩ Hj = HJ , pour tous les choix de
v2 ∈ V . De plus, par hypothe`se de re´currence, l’ensemble des espaces singuliers
de dimension k + 1 est constitue´ d’un nombre fini de Γ-orbites. Donc on peut
se contenter de prendre v1 dans un ensemble fini pour que les espaces de la
forme ci-dessus constituent l’ensemble des espaces singuliers de dimension k.
Comme tous les choix que l’on peut faire sont finis, on en de´duit que l’ensemble
des espaces singuliers de dimension k dirige´s par HJ est constitue´ d’un nombre
fini de Γ-orbites. Ce raisonnement peut eˆtre fait pour tout ensemble J , donc
l’hypothe`se de re´currence se transmet au rang k.
Ainsi, par re´currence, l’hypothe`se est vraie pour tout k. En particulier, pour
k = 0, cela implique que L(0) est constitue´ d’un nombre fini de Γ-orbites.
Re´ciproque On suppose que α > d− rg(∆). Cela implique qu’au moins une
des ine´galite´s des ine´quations (3.3) est stricte. Cela signifie qu’il existe un J ′ ⊆
{1, . . . ,m}, et un j ∈ {1, . . . ,m} tels que
aJ ′ + aj < aJ + rg(Γ),
avec J = J ′ ∪ {j}, et tels que dim(HJ ) = dim(F )−Card(J). Comme on l’a dit
ci-dessus, cela prouve que l’ensemble des espaces singuliers de dimension k de
la forme
(HJ ′ + γ1) ∩ (Hj + γ2)
est l’union d’une infinite´ de Γ-orbites de translate´s de HJ Par conse´quent, on
prend l’intersection de ces espaces avec n’importe quel espace singulier supple´-
mentaire, et on de´duit que L(0) est l’union d’une infinite´ de Γ-orbites.
3.3 Rigidite´ des pavages coupe et projection de
basse complexite´
Le the´ore`me 3.1.1 montre qu’il existe une certaine rigidite´ pour les pavages
coupe et projection : pour qu’un pavage ait des groupes de cohomologie ra-
tionnelle de dimension finie, il est ne´cessaire que l’exposant α de la complexite´
soit minimal. Le fait pour α d’eˆtre minimal impose des conditions ge´ome´triques
importantes sur les stabilisateurs des hyperplans singuliers. Nous faisons le lien
avec un autre the´ore`me de Forrest–Hunton–Kellendonk (dont nous montrerons
la re´ciproque) pour montrer que la rigidite´ est encore plus forte.
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Nous supposons pour cette section la chose suivante : soit {Hi}mi=1 l’ensemble
des hyperplans singuliers, et {−→ni}mi=1 l’ensemble des normales des Hi. On fait
l’hypothe`se que {−→ni}mi=1 est inde´composable [27, de´f. 3.5, chap. iv] en le sens que
pour toute partition (A,B) de J1,mK, HA ∩HB est non re´duit a` {0}.
De´finition 3.3.1 (De´finition 6.6, chap. iv dans [27]). Pour tout l ∈ J0,dim(F )K,
on de´finit Il comme l’ensemble des sous-ensembles J ⊂ J1,mK de cardinal
dim(F )− l, tels que dim(Hj) = l.
The´ore`me 3.3.2 (The´ore`me 6.7, chap. iv dans [27]). Soit (RN = E ⊕F,K, π)
une me´thode de coupe et projection canonique, telle que les hyperplans singuliers
ve´rifient les hypothe`ses ci-dessus. Si L(0)/Γ est fini (ou de manie`re e´quivalente,
si la cohomologie de l’espace de pavage associe´ est de dimension finie, par le
the´ore`me 3.1.4), alors pour tout l ∈ J0,dim(F )K et tout J ∈ Il, on a :
rg(ΓJ) = l
rg(Γ)
dim(F )
.
Tout d’abord, on e´nonce la proposition suivante, qui contient la re´ciproque
de ce the´ore`me.
Proposition 3.3.3. Avec les notation ci-dessus, on a e´quivalence entre les pro-
positions suivantes :
(i) L(0)/Γ est fini ;
(ii) pour tout i ∈ J1,mK,
rg(Γi) = (dim(F )− 1) rg(Γ)/dim(F ) ;
(iii) pour tout l ∈ J0,dim(F )K et tout J ∈ Il,
rg(ΓJ ) = l
rg(Γ)
dim(F )
.
De´monstration. (ii) ⇒ (i) — Supposons que pour tout i, on ait
rg(Γi) = (dim(F )− 1) rg(Γ)
dim(F )
.
Comme dim(F ) = N − d, on a :
rg(Γi) = (N − d− 1) rg(Γ)
N − d .
Par conse´quent, pour tout i, αi = rg(Γ/Γ
i)− 1, et donc α = d. Puisque tous les
αi sont e´gaux, on multiplie cette quantite´ par N − d pour obtenir α. Alors,
α = d−N + rg(Γ) = d− rg(∆).
Par conse´quent, la complexite´ est minimale. On applique alors le the´ore`me 3.1.1
pour en de´duire que L(0)/Γ est fini.
(i) ⇒ (iii) — Cela de´coule du the´ore`me 3.3.2.
(iii) ⇒ (ii) — C’est le cas particulier l = dim(F )− 1.
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3.4 Complexite´ et cohomologie en dimension 1
Dans cette section, on utilise les graphes de Rauzy (de´finition A.1.1) pour
e´tablir des re´sultats liant la complexite´ et la cohomologie des pavages de dimen-
sion 1.
Cette section se de´marque des pre´ce´dentes car elle ne traite plus des pavages
coupe et projection, mais plutoˆt e´tend la question d’un lien entre complexite´ et
cohomologie a` d’autres types de pavages.
3.4.1 Cohomologie et graphes de Rauzy
Soit w un mot bi-infini de dimension 1 sur un alphabet fini A. On note Σ le
sous-de´calage associe´ a` w, et SΣ la suspension de l’action du de´calage sur Σ (voir
section 1.2). On note p la fonction de complexite´ associe´e a` w, qui a` n associe
le nombre de sous-mots distincts de longueur n. On note (Rn)n∈N la suite des
graphes de Rauzy associe´s a` w (de´finition A.1.1) On rappelle le the´ore`me A.2.4.
The´ore`me A.2.4. Il existe des applications γn : Rn+1 → Rn telles que la
suspension du sous-de´calage engendre´ par le mot w est home´omorphe a` la limite
projective du syste`me (Rn, γn)n∈N.
De plus, la cohomologie de Cˇech (voir section 1.3.1) se comporte bien face
aux limites projectives (proposition 1.3.1). Ainsi, on a :
Hˇ•(lim←−(Rn, γn)n∈N∗ ;Q) = lim−→(H
•(Rn;Q), γ∗)n∈N∗ .
Par conse´quent, il suffit d’avoir des informations sur la cohomologie des graphes
de Rauzy pour en de´duire des informations sur la cohomologie de SΣ.
Par construction, le nombre de sommets du n-ie`me graphe de Rauzy Rn est
e´gal a` p(n), le nombre de facteurs de longueur n. Nous aurons besoin pour notre
e´tude de la de´finition suivante.
De´finition 3.4.1. Soit w un mot bi-infini sur un alphabet finiA, et p sa fonction
de complexite´. On de´finit la fonction s : N → N par :
s(n) = p(n+ 1)− p(n).
Si Card(A) = 2, s(n) compte le nombre de mots spe´ciaux de longueur n,
c’est-a`-dire le nombre de mots qui peuvent eˆtre prolonge´s de deux manie`res
diffe´rentes. Si Card(A) > 2, ces mots spe´ciaux sont compte´s avec multiplicite´,
ce qui est re´sume´ par la proposition suivante.
Proposition 3.4.2.
s(n) =
∑
f∈Fn
[nombre de maine`res d’e´tendre f sur la droite − 1]
Introduisons quelques notations relatives aux graphes.
Notation 3.4.3. Soit G un graphe oriente´.
– Si s est un sommet de G, on note d+(s) le nombre d’areˆtes partant de s.
On de´finit de meˆme d−(s) comme le nombre d’areˆtes entrantes.
– Si e est une areˆte de G, on appelle e+ le sommet vers lequel pointe e, et
e− son sommet de de´part.
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La proposition suivante relie la complexite´ et les proprie´te´s topologiques des
graphes de Rauzy.
Proposition 3.4.4. Le rang du groupe de cohomologie H1(Rn;Z) du n-ie`me
graphe de Rauzy est e´gal a` s(n) + 1.
De´monstration. Il est classique que la caracte´ristique d’Euler d’un espace to-
pologique est de´finie comme la somme alterne´e des rangs des groupes de co-
homologie. Par ailleurs, pour un groupe, cette caracte´ristique co¨ıncide avec la
diffe´rence entre le nombre d’areˆtes et le nombre de sommets. On a donc :
rg
(
H1(Rn;Z)
)− rg (H0(Rn;Z)) = Card(En)− Card(Vn).
Comme le graphe est connexe, H0(Rn;Z) = Z. Par ailleurs, par construction,
Card(Vn) = p(n). De plus, tout e ∈ En correspond a` un et un seul mot de
longueur n + 1 (qui est la concate´nation de e− et e+), et tous les mots de
longueur n+ 1 sont obtenus de la sorte. Par conse´quent :
rg
(
H1(Rn;Z)
)
= p(n+ 1)− p(n) + 1 = s(n) + 1.
Nous e´nonc¸ons maintenant le lemme clef, qui permet de lier en ge´ne´ral com-
plexite´ et cohomologie pour les pavages de dimension 1.
Lemme 3.4.5. On suppose qu’il existe M ∈ N tel que le rang des groupes de
cohomologie des graphes de Rauzy est borne´ par M infiniment souvent. Alors
les groupes de cohomologie de Cˇech rationnels de la limite inverse des groupes
de Rauzy sont au plus de rang M .
De´monstration. On sait que la cohomologie de Cˇech de la limite inverse des
graphes de Rauzy est e´gale a` la limite directe des groupes de cohomologie des
graphes :
Hˇ•(lim←−(Rn, γn)n∈N∗ ;Q) = lim−→(H
•(Rn;Q), γ∗)n∈N∗ .
Soit x1, . . . , xM+1 une famille deM+1 e´le´ments dans la cohomologie de la limite.
On note xˆ1, . . . , xˆM+1 des releve´s des xi, de sorte que xˆi est un e´le´ment de la
cohomologie de l’un des graphes Rϕ(i). Soit N un majorant des {ϕ(i)}i∈J1,M+1K.
On peut supposer N choisi de manie`re a` ce que la cohomologie de RN soit
engendre´e par au plus M e´le´ments. On appelle y1, . . . , yM+1 les images des xˆi
dans la cohomologie de RN . La cohomologie rationnelle de RN est un espace
vectoriel de dimension au plusM . Par conse´quent, la famille des (yi)i∈J1,M+1K est
lie´e : elle satisfait une relation line´aire a` coefficients rationnels. On prend l’image
de cette relation line´aire dans la limite inductive des groupes de cohomologie
pour de´duire que les xi ne forment pas une famille libre.
3.4.2 Les mots simples ont une cohomologie finiment en-
gendre´e
Nous prouvons maintenant que si un sous-de´calage de AZ minimal et ape´-
riodique est (( simple )) (en le sens que la fonction de complexite´ associe´e est
majore´e par une fonction affine), alors les groupes de cohomologie de sa suspen-
sion sont finiment engendre´s.
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Lemme 3.4.6. Soit w un mot bi-infini sur un alphabet fini, et p la fonction de
complexite´ associe´e. On suppose qu’il existe C > 0 tel que pour tout n ∈ N∗,
p(n) ≤ Cn
Alors la fonction s : n 7→ p(n+ 1)− p(n) ne tend pas vers +∞ ; autrement dit,
s(n) est infiniment souvent plus petit qu’un entier M donne´.
Un re´sultat bien plus fort a e´te´ en fait prouve´ par Cassaigne [12, Thm. 1] :
sous certaines hypothe`ses sur w, la fonction s est en fait borne´e. Cela dit, ce
re´sultat plus faible nous suffit.
De´monstration. Il suffit de remarquer que p(n+ 1) = p(n) + s(n), et donc que
p(n) =
∑n−1
k=0 s(k). Soit M ∈ N. Supposons que s(n) est plus grand que M + 1
pour tout n ≥ n0. Alors p(n) est plus grand que Mn pour n assez grand. Si
s tend vers l’infini, on peut choisir M aussi grand qu’on veut, et alors p n’est
borne´ par aucune fonction line´aire, ce qui est une contradiction. Donc s ne tend
pas vers l’infini.
Nous pouvons alors montrer le the´ore`me suivant.
The´ore`me 3.4.7. Soit w un mot bi-infini sur un alphabet fini. On le suppose
re´pe´titif 1 et ape´riodique. Soit p la fonction de complexite´ associe´e a` w, et Ω la
suspension du sous-de´calage associe´ a` w.
On suppose que p(n) ≤ Cn a` partir d’un certain rang. Alors les groupes de
cohomologie rationnelle Hˇ•(Ω;Q) sont finiment engendre´s.
De´monstration. Comme Ω est toujours connexe, il suffit de montrer que le pre-
mier groupe de cohomologie est finiment engendre´. Par le the´ore`me A.2.4, la sus-
pension de Ω est home´omorphe a` la limite projective des groupes de Rauzy. Donc
ses groupes de cohomologie sont isomorphes a` la limite injective des groupes de
cohomologie des graphes Rn associe´s a` w.
Par ailleurs, en utilisant le lemme 3.4.6, la condition de sous-line´arite´ sur
la complexite´ permet de montrer que la fonction s est infiniment souvent plus
petite qu’un entierM fixe´. Mais par ailleurs, on a montre´ (proposition 3.4.4) que
le rang de H1(Rn;Q) e´tait e´gal a` s(n)+1. Donc ces groupes de cohomologie sont
infiniment souvent de rang majore´ parM+1. Il reste a` appliquer le lemme 3.4.5
pour conclure que le rang de la limite inductive des groupes de cohomologie
(rationnelle) est majore´ par M + 1.
3.4.3 Un exemple de mot complexe ayant une cohomologie
finiment engendre´e
Notation. Si f est un mot fini, on note |f | sa longueur.
On donne ici un exemple de mot bi-infini, dont la fonction de complexite´
croˆıt plus vite que tout polynoˆme, mais tel que le premier groupe de cohomologie
(rationnelle) de sa suspension est Q2. Je suis redevable a` Julien Cassaigne pour
m’avoir donne´ les ide´es qui m’ont permis de construire cet exemple. Graˆce a`
l’analyse de la section 3.4.1 ci-avant, notamment du lemme 3.4.5, il suffit de
1Certains auteurs utilisent la terminologie uniforme´ment re´pe´titif pour signifier ce que
nous appelons re´pe´titif
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construire un mot w tre`s complexe dont une infinite´ de graphes de Rauzy est
homotope a` un bouquet de deux cercles. Par la proposition 3.4.4, il suffit de
construire w de sorte que la fonction s associe´e (de´finition 3.4.1) ve´rifie
s(n) = 1 infiniment souvent.
Construisons donc w sur un alphabet a` deux lettres A = {a, b}. On fait
d’abord le choix d’un mot fini f1 qui contient tous les mots de longueur 2 sur
A, sauf aa. On de´finit u1 = aabf1baa, et v1 = abbf1baa.
Supposons qu’on ait construit fk, uk et vk, de sorte que |uk| = |vk|. On de´finit
un mot fk+1 sur l’alphabet {0, 1} de la manie`re suivante : fk+1 est un mot fini
dans lequel tous les facteurs de longueur |uk| sur l’alphabet {0, 1} apparaissent,
sauf 00. On applique alors a` fk+1 la substitution suivante :{
0 7−→ uk
1 7−→ vk
On appelle encore fk+1 le mot obtenu apre`s cette substitution (c’est maintenant
un mot sur l’alphabet {a, b}). On de´finit alors :
uk+1 = ukukvkfk+1vkukuk
vk+1 = ukvkvkfk+1vkukuk.
Alors on a encore |uk+1| = |vk+1|.
Par induction, on construit une suite infinie de paires de mots (uk, vk)k∈N.
De plus, pour tout k, le mot uk apparaˆıt dans fk (a` de nombreux endroits),
donc uk apparaˆıt dans uk+1 dans une position non-extre´male. Par conse´quent,
la suite des uk permet de de´finir un mot bi-infini w par inclusions successives.
Proposition 3.4.8. Soit p la fonction de complexite´ de w. Alors p(n) n’est
domine´e par aucune fonction polynomiale.
De´monstration. Soit p′ la fonction de complexite´ du langage L = {ab, ba, bb}.
Ce langage de´finit l’ensemble de mots bi-infinis sur {a, b} qui ne contiennent
pas aa. Ce sous-de´calage contient {bab, bbb}Z, et par conse´quent, p′(3n) ≥ 2n.
Comparons maintenant p et p′. Par de´finition,
p(|un|2) ≥ p′(|un|) ≥ 2|un|/3.
Donc il existe une infinite´ de valeurs de N ∈ N pour lesquelles p(N) ≥ 2
√
N/3.
Cela prouve que p ne peut pas eˆtre domine´e par une fonction polynomiale.
Montrons maintenant que l’homologie des graphes de Rauzy de w est infini-
ment souvent e´gale a` Z2.
Lemme 3.4.9. Il existe une infinite´ de n ∈ N pour lesquels s(n) = 1 (ou` s
est la fonction associe´e a` w qui compte le nombre de facteurs spe´ciaux, voir
de´finition 3.4.1).
De´monstration. On remarque que w a une structure hie´rarchique en un certain
sens. On peut re´e´crire de manie`re unique w sur l’alphabet {u1, v1} (ou` u1 et
v1 sont vus comme des symboles et non comme des mots). En effet, on peut
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repe´rer chaque occurrence de aaaa et de baaab et rajouter une (( coupure )) de
la manie`re suivante : {
aaaa 7−→ aa.aa
baaab 7−→ baa.ab
Le mot w est alors divise´ en une concate´nation de blocs, et chacun de ces blocs
est exactement u1 ou v1.
De la meˆme manie`re, on peut voir que pour tout k ∈ N, on peut re´e´crire w
de manie`re unique comme un mot sur l’alphabet {uk, vk} (ou` uk n’est plus vu
comme un mot mais comme un symbole). On appelle ϕk(w) cette re´e´criture.
Soit N = |uk+1| + 4 |uk|. Un sous-mot fini f de w est dit spe´cial a` droite
s’il peut eˆtre prolonge´ de deux manie`res diffe´rentes a` droite. E´tant donne´ f de
longueur N , on peut le re´e´crire comme un mot sur l’alphabet {uk, vk}, a` un
pre´fixe et a` un suffixe pre`s, dont la longueur n’exce`de pas 2 |uk| (la longueur
est prise sur l’alphabet {a, b}. On note f ′ le sous-mot de f qui peut se re´e´crire
uniquement comme un mot sur {uk, vk}. Du fait du choix de N , il y a dans f ′
au moins une occurrence de l’un des motifs suivants : (uk)
4 ou vk(uk)
3vk.
L’occurrence de l’un de ces motifs permet de reconnaˆıtre que f est un sous-
facteur de xuk+1 ou de xvk+1 respectivement, ou` x ∈ {uk+1, vk+1} (a priori, on
ne peut pas de´cider si x est l’un ou l’autre des deux symboles). Donc dans la
plupart des cas, cela nous permet de pre´dire comment f peut s’e´tendre sur la
droite, et f a donc une extension unique.
On sait que ui et vi commencent par ui−1 pour tout i, et que u1 et v1
commencent par a. Ainsi, le seul cas pour lequel l’extension n’est pas unique est
lorsque f est de la forme xuk+1uk . . . u1a (avec x un pre´fixe non reconnaissable).
On a alors deux cas :
– si la lettre suivante est a, alors le aa a` la fin de fa de´termine que l’unique
extension de fa est xuk+1uk . . . u1u1, et donc par re´currence, son unique
extension est xuk+1uk+1 ;
– si la lettre suivante est b, l’unique extension de fb sera xuk+1vk+1
Par conse´quent, il n’existe qu’un seul mot spe´cial de longueur N .
On a remarque´ que dans le cas d’un alphabet a` deux lettres, le nombre de
mots spe´ciaux e´tait e´gal a` s(n). Par conse´quent, le lemme ci-dessus prouve (avec
la proposition 3.4.4) qu’infiniment souvent, la cohomologie du n-ie`me graphe de
Rauzy Rn associe´ a` w est de rang 2. En appliquant le lemme 3.4.5, on en de´duit
que la cohomologie rationnelle de la limite inverse des Rn est de rang 2. Avec
le the´ore`me A.2.4, on en de´duit :
Proposition 3.4.10. Les groupes de cohomologie rationnels de l’espace de pa-
vages associe´ a` w sont de dimension finie.
Chapitre 4
Repre´sentation des pavages
de substitution par des
diagrammes de Bratteli
Les pavages de substitution, ou pavages auto-similaires, sont des pavages qui
sont construits graˆce a` une re`gle d’inflation et substitution : chaque tuile peut
eˆtre dilate´e par un facteur λ et partitionne´e, de sorte que chaque e´le´ment de
cette partition est une tuile de l’alphabet. Ce proce´de´ permet de construire par
ite´ration des amas de plus en plus gros, et a` la limite, des pavages.
La notion de pavage auto-similaire, ou de structure hie´rarchique est connue
depuis longtemps, et a par exemple e´te´ mise en e´vidence pour les pavages de
Penrose avant que la notion de substitution ne soit formalise´e et syste´matique-
ment e´tudie´e [34, 55]. Les substitutions ont e´te´ formalise´es en dimension un [57],
puis en dimension plus grande [42, 66]. On pourra se re´fe´rer a` l’ouvrage collec-
tif [25] et aux articles [59, 29] pour une revue du sujet de diffe´rents points de
vue, respectivement en dimension 1 et en dimension supe´rieure.
Dans la seconde partie de ce chapitre, on explique comment associer un
diagramme de Bratteli a` poids a` un pavage de substitution. L’espace des chemins
infini sur le diagramme, muni d’une me´trique de´pendant du poids, est alors
home´omorphe a` l’espace de pavages muni de la me´trique usuelle.
Les diagrammes de Bratteli ont e´te´ introduits dans les anne´es 1970 dans le
but de classifier les C∗-alge`bres AF . Elles ont e´te´ utilise´es par Versˇik pour en-
coder des actions mesurables de Z, l’ide´e e´tant d’approcher une action par une
suite d’actions pe´riodiques [69]. Elles ont e´te´ ensuite adapte´es dans le contexte
topologique pour encoder des actions de Z sur des ensembles de Cantor, avec les
travaux successifs de Herman–Putnam–Skau [35], Giordano–Putnam–Skau [33],
et Durand–Host–Skau [20] et Forrest [26], notamment. Un sous-de´calage mini-
mal et sans orbite pe´riodique de dimension 1 est un cas particulier d’action de
Z sur un ensemble de Cantor.
En dimension plus grande, il est encore possible d’associer un diagramme
a` une substitution, mais alors on ne sait plus comment encoder la dynamique,
meˆme dans le cas ou` on conside`re un sous-de´calage de Zd, et ou` la dynamique
est (( tout simplement )) une action de Zd. L’ide´e d’associer un diagramme de
Bratteli a` un pavage est ancienne : on trouve une image du diagramme associe´
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au pavage de Penrose dans le livre de Connes [15].
La correspondance topologique entre un espace de pavages de substitution
et l’espace des chemins du diagramme de Bratteli associe´ est montre´e par Kel-
lendonk [39]. Dans ce chapitre, on montre que cette correspondance peut eˆtre
rendue bi-lipschitzienne pour un bon choix de poids sur le diagramme.
4.1 Pavages de substitution
Dans cette section, on donne la de´finition d’un pavage de substitution, et on
e´nonce un certain nombre de proprie´te´s ve´rifie´es par ces pavages.
4.1.1 De´finitions
De´finition 4.1.1. Soit A un ensemble de prototuiles de Rd. On appelle re`gle
d’inflation–substitution (ou simplement substitution) une application ω, associe´e
a` une constante λ > 1, telle que pour toute tuile t, ω(t) est un amas (fini) de
support λt.
La substitution ω s’e´tend aux amas, et aux pavages. Il existe e´galement une
notion de substitution symbolique sur un alphabet A : c’est une application qui
a` une lettre associe un mot fini de A∗. De meˆme, elle s’e´tend aux mots finis ou
infinis.
Exemple 4.1.2. 1. L’exemple des suites sturmiennes donne´ au chapitre 1
est un exemple de substitution symbolique.
2. Le pavage chair tiling (figure 4.1) est un exemple de pavage de substitution
ape´riodique.
Fig. 4.1: Le chair tiling. Le facteur de dilatation est 2. On a graisse´ une (( super-tuile ))
afin de mettre en e´vidence la re`gle de substitution.
3. La substitution repre´sente´e en figure 4.2 engendre des pavages pe´riodiques
(de pe´riode Z2 si les carre´s sont de longueur 1).
De´finition 4.1.3. Si ω est une substitution, sa matrice d’abe´lianisation est
une matrice A = (aij)i,j∈A dont les entre´es sont indexe´es par l’ensemble des
prototuiles, et sont de´finies par :
aij = nombre d’occurrences de i dans ω(j).
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Fig. 4.2: Une substitution qui engendre un pavage pe´riodique. Le facteur de dilatation
est 2.
Cette matrice donne des informations combinatoires sur ω. Nous faisons
l’hypothe`se que la matrice A est primitive, au sens suivant.
De´finition 4.1.4. Une matrice A est primitive si tous ses coefficients sont po-
sitifs, et s’il existe un n ∈ N tel que tous les coefficients de An soient strictement
positifs.
Les matrices primitives ont plusieurs proprie´te´s remarquables. Nous leur
consacrerons la section 4.2 de ce chapitre. Pour l’instant, nous pouvons constater
qu’une conse´quence sur ω de la primitivite´ est que pour toutes tuiles t, t′ ∈ A,
t apparaˆıt dans ωn(t′) pour n assez grand. Cela signifie que toutes les tuiles
apparaissent dans les pavages construits par ite´ration de ω. Ainsi, l’hypothe`se
de primitivite´ permet de montrer la re´pe´titivite´.
On de´finit le langage associe´ a` la substitution Lω comme l’ensemble de tous
les amas qui sont inclus dans un ωn(t) pour un t ∈ A et n ∈ N. L’espace
de pavage Ωω (ou simplement Ω) est l’espace associe´ a` Lω comme de´fini en
de´finition 1.1.5.
Comme l’application ω s’e´tend aux pavages, on peut la voir comme une
fonction Ω→ Ω.
De´finition 4.1.5. On dit que la substitution ω est dite ape´riodique si aucun
des pavages de Ω n’a de pe´riode.
Nous avons besoin, en pre´vision de la suite, d’une hypothe`se supple´mentaire
sur ω, introduite par Kellendonk [39]. Cette hypothe`se est ne´cessaire pour as-
socier la transversale d’un espace de pavages a` un diagramme, comme nous le
ferons en section 4.3.
De´finition 4.1.6. On dit que ω force sa frontie`re (ou force le bord) s’il existe
un n ∈ N tel que pour tout t ∈ A, il existe un amas at contenant un ε-voisinage
de ωn(t), tel que pour tout pavage P , si t ∈ P , alors at ⊂ ωn(P ).
Autrement dit, le fait que t appartienne a` P permet de savoir que ωn(t)
appartient a` ωn(P ), et meˆme un peu plus : on connaˆıt quelles sont les tuiles
adjacentes a` ωn(t). Cela ne revient pas a` dire que chaque fois que ωn(t) apparaˆıt
dans un pavage, alors on connaˆıt les tuiles qui lui sont adjacentes. Ce n’est le
cas que lorsque cet amas apparaˆıt en tant que substitue´ n-ie`me de t.
Exemple 4.1.7. Conside´rons la substitution
ω :a 7−→ baa;
b 7−→ ba.
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Alors chaque fois que b apparaˆıt dans un mot infini w, on appelle x la lettre
imme´diatement a` droite de b. Alors la premie`re lettre de ω(x) est force´ment un b,
donc on sait que bab apparaˆıt dans ω(w). On peut faire le meˆme raisonnement
a` gauche, et montrer ainsi que ω force le bord. En revanche, le fait que ba
apparaisse dans un pavage ne permet pas de dire que ce facteur est suivi de la
lettre b, puisque baa est e´galement un mot du langage.
On peut toujours modifier un pavage (rajouter des e´tiquettes aux tuiles,
quitte a` augmenter leur nombre) pour qu’il force sa frontie`re. On peut se re´fe´rer
a` l’article d’Anderson et Putnam [1] pour les de´tails d’une telle construction.
Le pavage initial et celui obtenu par cette de´coration sont (( identiques ))en un
certain sens1, mais pour le second, la substitution force la frontie`re.
A` partir de maintenant, les pavages de substitution que nous conside´rerons
seront ape´riodiques, primitifs, et forceront le bord.
4.1.2 Proprie´te´s
L’ape´riodicite´ d’un espace de pavages de substitution a une conse´quence forte
sur l’application ω : Ω → Ω. On a en fait l’e´quivalence suivante, prouve´e par
Solomyak (l’autre implication est relativement simple).
The´ore`me 4.1.8 (Solomyak [67]). Les deux proprie´te´s suivantes sont e´quiva-
lentes.
(i) L’application ω : Ω→ Ω est injective ;
(ii) Tous les pavages de Ω sont ape´riodiques.
Proposition 4.1.9. Soit ω une substitution primitive, ape´riodique, telle que
Lω soit de complexite´ locale finie. Alors Ω est un ensemble non vide de pavages
re´pe´titifs et ape´riodiques. De plus, ω : Ω→ Ω est un home´omorphisme.
Les pavages de substitution ve´rifient d’autres proprie´te´s remarquables : no-
tamment, le syste`me dynamique associe´ (Ω,Rd) est uniquement ergodique [66].
De plus, la structure auto-similaire permet de faire une construction relative-
ment simple pour calculer les groupes de cohomologie de l’espace de pavages [1].
On sait de plus e´noncer des proprie´te´s quantitatives sur la re´currence des orbites
(de manie`re combinatoire, sur le rayon maximal d’une boule contenant tous les
amas d’une taille donne´e).
Nous reviendrons plus particulie`rement sur la complexite´ des pavages de sub-
stitution au chapitre 6. Pour appliquer la construction de Pearson–Bellissard et
mener des calculs au chapitre 5, les aspects fondamentaux sont l’auto-similarite´,
et les proprie´te´s des matrices primitives.
4.2 Proprie´te´s des matrices primitives
On conside`re dans cette partie des substitutions dont la matrice d’abe´liani-
sation (de´finition 4.1.3) est primitive (de´finition 4.1.4). Dans cette partie, nous
rappelons quelques proprie´te´s classiques sur les matrices primitives. On pourra
se re´fe´rer au livre de Horn et Johnson [36] pour les de´monstrations et des de´tails
supple´mentaires.
1Ils sont mutuellement localement de´rivables : l’un peut se de´duire de l’autre par un en-
semble de re`gles locales, et re´ciproquement.
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4.2.1 Rappels
On rappelle (de´finition 4.1.4) qu’une matrice A est primitive si A a tous ses
coefficients positifs, et s’il existe un entier n tel que An a tous ses coefficients
strictement positifs. Le the´ore`me principal sur les matrices primitives est le
the´ore`me de Perron–Frobenius.
The´ore`me 4.2.1 (The´ore`me de Perron–Froebenius). Soit A une matrice pri-
mitive. Alors il existe une valeur propre re´elle Λ > 0 de multiplicite´ 1, appele´e
valeur propre de Perron–Frobenius de A, telle que pour toute valeur propre ν 6= Λ
de A, on a :
|ν| < Λ.
De plus, les vecteurs propres de tA et A associe´s a` Λ (respectivement xL et xR)
peuvent eˆtre choisis de manie`re a` avoir toutes leurs coordonne´es strictement
positives.
Enfin, si xL et xR sont normalise´s de sorte que 〈xL, xR〉 = 1, alors :
lim
n→+∞
An
Λn
= B,
ou` B est la matrice de rang 1 de´finie par B := (xR)(
txL).
Faisons une remarque a` ce stade : si A ∈ Ml(Z) est une matrice primitive a`
coefficients entiers, alors :
– soit A = (1) est une matrice 1× 1 et son unique coefficient est 1 ;
– soit Λ > 1.
Nous e´liminerons ce premier cas. Remarquons que si A est une matrice d’abe´-
lianisation d’une substitution primitive et ape´riodique, alors le premier cas est
automatiquement exclu (car on aurait ω = idRd , et donc λ = 1).
Le dernier point du the´ore`me de Perron–Frobenius (en particulier le fait
que la matrice B a tous ses coefficients strictement positifs), combine´ avec un
re´sultat classique sur les suites re´currentes line´aires permet de montrer le re´sultat
suivant.
Proposition 4.2.2. Soit a
(n)
i,j le coefficient (i, j) de A
n. Alors :
a
(n)
i,j = cijΛ
n + o(νn)
lorsque n→ +∞, ou` ν < Λ, et cij > 0.
De´monstration. C’est un re´sultat classique de l’e´tude des suites de´finies par une
re´currence line´aire que si A est diagonalisable, alors :
a
(n)
i,j = cijΛ
n +
l−1∑
k=1
ckµ
n
k (4.1)
ou` les µk sont les valeurs propres de A, et les ck sont des coefficients. Comme
Λ est plus grand que tous les |µk| on a le re´sultat. Le fait que cij soit non nul
s’obtient en conside´rant la limite :
cij = lim
n→+∞
a
(n)
ij
Λn
.
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Par le the´ore`me de Perron–Frobenius, cij est donc le coefficient (i, j) de la
matrice B, et est donc strictement positif.
Si A n’est pas diagonalisable, on montre classiquement, en utilisant la forme
de Jordan de A, que l’e´quation (4.1) est encore vraie en remplac¸ant les ck par des
polynoˆmes en n. Alors on pose µ n’importe quel nombre re´el compris strictement
entre Λ et le plus grand des |µk|, et on obtient le re´sultat.
Dans le cas ou` la matrice A est la matrice d’abe´lianisation d’une substitution,
on peut faire le lien entre λ (le facteur de dilatation de la substitution) et Λ (la
valeur propre de Perron–Frobenius de A).
Lemme 4.2.3. Soit ω une substitution de dimension d et de facteur d’inflation
λ, A sa matrice d’abe´lianisation, et Λ la valeur propre de Perron–Frobenius de
cette matrice. Alors Λ = λd.
De´monstration. Il suffit de remarquer que λ correspond a` une dilatation du
rayon des tuiles, alors que Λ correspond a` une dilatation des volumes. En di-
mension d, on a donc Λ = λd.
4.3 Diagrammes de Bratteli a` poids
Dans cette section, nous de´finissons ce qu’est un diagramme de Bratteli
auto-similaire, et nous montrons comment on peut naturellement associer un tel
diagramme a` une substitution. Du point de vue topologique, cela est connu [39] :
la transversale d’un espace de pavages est home´omorphe a` l’espace des chemins
d’un diagramme de Bratteli. Nous montrons en plus que pour un bon choix de
poids sur ce diagramme, l’home´omorphisme est alors bi-lipschitzien. L’objectif
est alors d’appliquer au diagramme la construction de Pearson–Bellissard.
4.3.1 Diagramme associe´ a` une substitution
Soit A ∈ Ml(N) une matrice primitive (de´finition 4.1.4) a` coefficients en-
tiers. Le diagramme de Bratteli auto-similaire associe´ a` A est construit a` partir
d’un graphe oriente´ dont la matrice d’adjacence est A. Construisons d’abord le
graphe.
De´finition 4.3.1. Le graphe G associe´ a` la matrice A ∈ Ml(N) est un graphe
compose´ d’un ensemble de sommets V = {v1, . . . , vl}, et d’un ensemble d’areˆtes
oriente´es E , tel que pour tout couple (vi, vj) ∈ V2, il y a exactement aij areˆtes
de vi vers vj . L’adjacence dans le graphe est encode´e par deux fonctions source
et but (ou range), que nous appelons respectivement s et r : V → E .
La figure 4.3 illustre la construction de ce graphe.
e1
e2
e3
e4
e5
a b
Fig. 4.3: Le graphe associe´ a` la matrice
„
2 1
1 1
«
.
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L’objet qui nous inte´resse est l’ensemble des chemins a` valeurs dans le graphe
G. Le diagramme de Bratteli B associe´ a` A est un graphe oriente´ dont l’ensemble
des chemins partant d’un sommet distingue´ appele´ la racine est identique a`
l’ensemble des chemins dans G. La diffe´rence entre B et G vient du fait que l’on
distingue dans B les ensembles des sommets d’arrive´e des chemins de longueur
n et m pour n 6= m. Le diagramme de Bratteli correspondant au graphe de la
figure 4.3 est repre´sente´ dans l’exemple 4.1.7, figure 4.4.
De´finition 4.3.2. Le diagramme de Bratteli associe´ a` la matrice A est construit
a` partir du graphe G = (V, E) associe´ a` A comme suit. Il est constitue´ des
ensembles suivants :
– l’ensemble des sommets de B, note´ Vtot, est l’union disjointe d’ensembles
Vn, n ≥ 0, ou` :
– V0 est un singleton constitue´ d’un unique e´le´ment appele´ la racine, et
note´ ◦,
– pour tout n ≥ 1, Vn est une copie de V identifie´e a` V × {n} ;
– l’ensemble des areˆtes de B, note´ Etot, est l’union disjointe d’ensembles En,
n ≥ 0, ou` :
– E0 est constitue´ d’areˆtes partant de la racine vers les e´le´ments de V1, de
sorte que pour tout v ∈ V1, il existe exactement un e ∈ E0 reliant ◦ a` v,
– pour tout n ≥ 1, En est une copie de E identifie´e a` E ×{n} de sorte qu’a`
tout e ∈ E corresponde un unique (e, n) ∈ En, reliant (s(e), n) ∈ Vn a`
(r(e), n+ 1) ∈ Vn+1.
Les fonctions r et s sont e´tendues a` En pour tout n ∈ N de manie`re a` encoder
l’adjacence. Ainsi, s : En → Vn et r : En → Vn+1.
Dans la de´finition ci-dessus, nous avons suppose´ que E0 comprenait exacte-
ment une areˆte entre la racine et chaque e´le´ment de V1. On peut faire un choix
diffe´rent, notamment lorsqu’on veut tirer parti de l’existence de syme´tries par
rotation. On pourra voir [38] : des calculs sont faits sur des pavages avec des
syme´tries de rotation, en encodant la rotation a` la racine.
De´finition 4.3.3. Un chemin de longueur n ∈ N ∪ {+∞} dans un diagramme
de Bratteli auto-similaire est un e´le´ment
γ ∈
n−1∏
i=0
Ei,
tel que pour tout i ∈ J1, nK, r(γi−1) = s(γi).
Un chemin, par de´finition, part de la racine. Nous pourrons avoir besoin
de plus de pre´cision, et nous pourrons dire (( un chemin partant de v ∈ Vn et
arrivant a` v′ ∈ Vm )), pour de´signer un e´le´ment
γ ∈
m−1∏
i=n
Ei,
ve´rifiant r(γi) = s(γi+1) pour tout i ∈ Jn,m − 1K, ainsi que s(γn) = v, et
r(γm−1) = v′.
Les fonctions r et s s’e´tendent naturellement aux chemins. Par abus de no-
tation, nous de´signerons parfois r(γ) comme l’e´le´ment de Vn, et parfois comme
l’e´le´ment correspondant dans V. Nous introduisons alors les notations suivantes :
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Notation 4.3.4. On note :
1. |γ| la longueur d’un chemin fini γ.
2. Πn(B) (ou simplement par Πn) l’ensemble des chemins (enracine´s) de lon-
gueur n dans B ;
3. Π l’ensemble des chemins finis ;
4. Π∞(B) (ou simplement par Π∞) l’ensemble des chemins infinis dans B
partant de la racine ;
5. Πγ avec γ ∈ Π l’ensemble des chemins finis qui ont γ pour pre´fixe ;
6. Πv→v′ l’ensemble des chemins finis commenc¸ant en v ∈ Vtot et terminant
en v′ ∈ Vtot ;
Les notations 5 et 6 seront principalement utiles dans les preuves de lemmes
techniques, lorsque nous devrons e´tudier finement la combinatoire du diagramme
de Bratteli.
Les conside´rations de la section 4.2 nous permettent d’e´noncer le re´sultat
suivant.
Proposition 4.3.5. Pour v ∈ Vn et v′ ∈ Vn+k, on a :
Card
(
Πv→v′
)
= CΛk +O(ηk),
ou` 0 < η < Λ, et C une constante strictement positive. Cette domination est
encore ve´rifie´e pour Πk avec une constante diffe´rente.
En particulier, on a :
Card(Πn) ∼
n→+∞CΛ
n
avec C une constante strictement positive.
De´monstration. Le re´sultat pour πv→v′ re´sulte de la proposition 4.2.2 : il suffit
de remarquer que le nombre de chemins de v vers v′ de longueur k est le coef-
ficient (v, v′) de la matrice Ak. Le re´sultat pour Πk se de´duit par sommation
finie.
De´finition 4.3.6. E´tant donne´s deux chemins γ et γ′ de Π, on de´signe par γ∧γ′
le plus grand commun pre´fixe de γ et γ′ (ce pre´fixe pouvant eˆtre le chemin vide).
De´finition 4.3.7. Si γ est un chemin fini ou infini, et k < |γ| + 1, on de´finit
γ|k (la restriction de γ de longueur k) comme le chemin forme´ des k premie`res
areˆtes de γ.
Ces ensembles de chemins sont naturellement munis de la topologie produit
(ou` chaque En est lui-meˆme muni de la topologie discre`te). Cela fait de Πn un
ensemble discret pour tout n, et la topologie qui en re´sulte pour Π∞ est donne´e
par la proposition suivante, dont la de´monstration est bien connue.
Proposition 4.3.8. Si la matrice A est primitive (et diffe´rente de (1), alors
l’ensemble Π∞ des chemins infinis sur B muni de la topologie produit est un
ensemble de Cantor.
Une base de voisinages ouverts et ferme´s pour la topologie de Π∞ est donne´e
par les ensembles
[γ] ; γ ∈ Π,
ou` [γ] est l’ensemble des chemins de Π∞ qui ont γ comme pre´fixe.
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4.3.2 L’application de Robinson
Soit (Ω, ω) un espace de pavages de substitution de complexite´ locale finie,
tel que ω soit primitive et force sa frontie`re. On appelle A la matrice d’abe´lia-
nisation de ω, et A l’ensemble des prototuiles. On suppose que les prototuiles
sont pointe´es, et on appelle Ξ la transversale canonique associe´e a` ce pointage.
Soit B = (Vtot, Etot, r, s) le diagramme de Bratteli associe´ a` A. Chaque Vn est
une copie de V, et V est en bijection avec l’ensemble d’indexation de la matrice
A, qui lui meˆme est du meˆme cardinal que l’alphabet A. On peut donc identifier
V et A. Cette bijection sera note´e implicitement : vt ∈ V correspond au sommet
associe´ a` t ∈ A ; re´ciproquement, tv correspond a` la tuile associe´e au sommet v.
De plus, par construction, pour tout t, t′ ∈ A, il existe autant d’areˆtes de vt′
vers vt qu’il y a d’occurrences de t
′ dans ω(t). Ainsi, une identification entre A
et V e´tant donne´e, pour tout t, t′ ∈ V, on peut identifier s−1(vt) ∩ r−1(vt′) ⊂ E
avec l’ensemble des occurrences de t dans ωt′ . Ce dernier choix est arbitraire,
mais on le fait une fois pour toute.
Construction d’une identification Π∞ → Ξ
Voyons comment on peut identifier Π∞ avec la transversale de Ω. Nous allons
de´crire la construction de l’application entre ces deux espaces, connue sous le
nom d’application de Robinson, et construite dans [39].
La construction de cette application repose sur des extensions successives
de l’identification tuiles–sommets. Telle que nous l’avons de´finie pour l’instant,
cette identification associe des prototuiles aux areˆtes de V ≃ V1. Autrement dit,
comme V1 s’identifie a` E0, elle identifie les chemins de longueur 1 aux prototuiles.
Nous faisons le choix d’un repre´sentant pour les prototuiles : t ∈ A de´signera
soit une prototuile (la classe d’e´quivalence par translation), soit le repre´sentant
de cette classe qui a son pointeur en 0. Ainsi, nous de´finissons ψ(e) (e ∈ E0)
comme la tuile dans la classe de tr(e) qui a son pointeur a` l’origine.
L’application ψ est de´finie sur les chemins de longueur 1 ; on veut l’e´tendre
aux chemins finis dans Π∞, de manie`re a` leur associer un amas. Cette application
devra ve´rifier que si γ est un pre´fixe de γ′, alors ψ(γ) est un amas inclus dans
ψ(γ′). Pour e´tendre en une application Π∞ → Ω (que nous appellerons encore
ψ), il suffira de de´finir l’image d’un chemin infini comme l’union des images de
ses pre´fixes, et ve´rifier que cette union est bien un pavage (et non un pavage
partiel).
On e´tend ψ par re´currence. Supposons ψ : Πn → A∗ construit, et sup-
posons que pour tout chemin γ de longueur n, ψ(γ) est un certain translate´
de ωn−1(tr(γ)) (cette dernie`re condition est ve´rifie´e pour les chemins de lon-
gueur 1). E´tendons ψ aux chemins de longueur n+ 1. Soit γ = (γ0, . . . , γn) un
chemin de longueur n+ 1. L’amas ψ(γ|n−1) est bien de´fini, et c’est un translate´
de ωn−1(tr(γ)). On conside`re la tuile t0 := ω−n+1(ψ(γ|n−1)). C’est un translate´
de tr(γ). De plus, l’areˆte γn encode une inclusion
ts(γn) →֒ ω
(
tr(γn)
)
.
Autrement dit, il existe un x tel que t0 appartient a` l’amas ω(tr(γn))−x, et c’est
la tuile correspondant a` l’inclusion encode´e par γn. Alors on de´finit
ψ(γ) := ωn(tr(γ))− λn−1x,
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et il satisfait nos conditions.
Exemple 4.3.9. Voyons un exemple dans le cas de dimension 1. On conside`re
la substitution de l’exemple 4.1.7 :
a 7−→ baa
b 7−→ ba.
La matrice associe´e est la matrice
A =
(
2 1
1 1
)
.
Alors le diagramme associe´ repre´sente´ en figure 4.4.
e1
e2
e3
e4
e5
a
b
Fig. 4.4: Le diagramme de Bratteli associe´ a` la substitution a 7→ baa; b 7→ ba.
Voyons a` quel mot correspond le chemin en gras sur la figure (que l’on peut
coder (e2, e3)). La premie`re areˆte code la lettre a = s(e2), comme e´tant la
deuxie`me occurence de la lettre a dans la substitution ω(r(e2)) = ω(a). La pre-
mie`re areˆte code donc le mot baa. La seconde areˆte code le mot ba. Connaissant
la profondeur de cette areˆte, on sait qu’elle code en fait le mot
ω(b)ω(a).
En combinant ces deux informations, on peut dire que le chemin en gras code
pour le mot
babaa.
Cette construction en dimension 1 est bien connue. De plus, toujours en
dimension 1, il existe des moyens d’encoder l’action de de´calage par une donne´e
supple´mentaire combinatoire sur le graphe (un ordre sur chaque En). On pourra
consulter les re´fe´rences donne´es au de´but de ce chapitre pour plus de de´tails.
Le the´ore`me de Kellendonk
The´ore`me 4.3.10 (Kellendonk, the´ore`me 4 dans [39]). Conside´rons (Ω, ω) un
espace de pavages de complexite´ locale finie associe´ a` une substitution primitive,
ape´riodique, et qui force sa frontie`re. Alors l’application de Robinson de´finie
ci-dessus est un home´omorphisme.
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Cette application associe a` un e´le´ment γ ∈ Π∞ un pavage partiel qui est
l’union des images des γ|→n. Il faut tout d’abord montrer que cette application
est bien de´finie, c’est-a`-dire que l’image d’un e´le´ment de Π∞ est bien un pavage
de support total. Pour cela, le point indispensable est que ω force sa frontie`re.
Une fois cela prouve´, on peut montrer que l’application est bijective en exhibant
un inverse. Ces deux faits sont prouve´s dans [39].
Ainsi, le diagramme de Bratteli nous donne donc une repre´sentation combi-
natoire de la transversale de l’espace de pavages. Nous souhaitons maintenant
encoder une me´trique dans la combinatoire du diagramme de Bratteli.
4.3.3 Poids et distance
Nous de´finissons ce qu’est un poids sur les sommets du diagramme de Brat-
teli. Ce poids nous permettra de de´finir une me´trique sur B.
De´finition 4.3.11. Un poids sur un diagramme de Bratteli auto-similaire B
associe´ a` une matrice primitive A est une fonction
w : Vtot −→ R∗+,
qui ve´rifie les proprie´te´s suivantes :
1. w(◦) = 1 ;
2. pour tout e ∈ Etot, w(r(e)) < w(s(e)) ;
3. lim
n→+∞
(
max
v∈Vn
w(v)
)
= 0 ;
On dit que w est auto-similaire s’il existe 0 < α < 1 tel que :
∀v ∈ V, w((v, n+ 1)) = αw((v, n)),
et α est alors appele´ le facteur de de´croissance de w.
Ce poids permet de de´finir une distance sur Π∞.
Proposition–De´finition 4.3.12. Soit w une fonction de poids sur un dia-
gramme de Bratteli B. On de´finit la fonction dw : Π∞ ×Π∞ → R∗+ par :
dw(x, y) =
{
w
(
r(x ∧ y)) si x 6= y;
0 sinon.
Alors dw est une ultrame´trique sur Π∞.
De´monstration. La de´monstration est directe par disjonction de cas, selon que
le chemin infini z partage un pre´fixe commun avec x ou y.
The´ore`me 4.3.13. Soit (Ω, ω) un espace de pavage de complexite´ locale finie
associe´ a` une substitution ape´riodique, primitive, et forc¸ant le bord. On munit
Ω de la distance d de´finie par l’e´quation 1.1 au chapitre 1. On appelle λ >
1 la constante d’expansion de ω. Soit (B, w) l’espace de Bratteli associe´ a` ω,
muni d’un poids w auto-similaire avec un facteur de de´croissance λ−1. Alors
l’application de Robinson
ψ : (Π∞, dw) −→ (Ξ, d)
du the´ore`me 4.3.10 est un home´omorphisme bi-lipschitzien.
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Lemme 4.3.14. Soit ω une substitution ve´rifiant les proprie´te´s de l’e´nonce´ du
the´ore`me 4.3.13. Alors il existe des constantes positives C1, C2 telles que pour
tout γ ∈ Πn avec n assez grand, on a la proprie´te´ suivante : si ψ(γ) apparaˆıt
dans un pavage comme le substitue´ (n− 1)-ie`me de tr(γ), alors l’amas (( force´ ))
par ψ(γ) au sens de la de´finition 4.1.6 contient une boule de rayon C1λ
n dans
son support, mais pas une boule de rayon C2λ
n.
De´monstration. Soit k le plus petit entier tel que tous les coefficients de Ak sont
positifs (voir la de´finition 4.1.4) Alors pour tout v, v′ ∈ V, il existe un chemin
de longueur k de (v, n) a` (v, n + k), pour tout n. Soit C le diame`tre maximal
des tuiles de A, et soit γ ∈ Πn. Alors il existe deux extensions distinctes de
γ, note´es γ1, γ2 ∈ Πn+k+1. L’application ψ a e´te´ construite de sorte que ψ(γi)
est un translate´ de ωn+k−1(tr(γi)), tel que 0 est dans le support de cet amas.
On a donc deux amas distincts, qui sont tous les deux des extensions de l’amas
ψ(γ), et sont inclus dans une boule de rayon Cλn+k−1. Par conse´quent, il existe
deux extensions de ψ(γ) qui diffe`rent dans une boule de rayon Cλn+k−1, et donc
l’amas force´ par ψ(γ) ne peut pas contenir la boule de rayon Cλn+k−1.
Pour l’inclusion, soit m l’entier associe´ a` la proprie´te´ qu’a ω de forcer sa
frontie`re (voir la de´finition 4.1.6), et soit γ un chemin de longueur m. Soit t :=
r(γ) ∈ A. Alors l’amas force´ par ωm(t) contient un ε-voisinage de Supp(ωm(t)).
Cela implique que, puisque ψ(γ) est un translate´ de ωm(t) qui contient 0,
B(0; ε) ⊂ Supp(F(ψ(γ))),
ou` F(ψ(γ)) de´signe la re´gion force´e par ψ(γ). De meˆme, pour tout chemin γ′ de
longueur n = m+ k, B(0;λkε) est incluse dans l’amas force´ par ψ(γ′).
En prenant C1 = ελ
−m, on obtient le re´sultat.
De´monstration du The´ore`me 4.3.13. Comme les [γ] forment une base de la to-
pologie de Π∞, il suffit de montrer qu’il existe deux constantes m,M > 0, telles
que pour tout γ ∈ Π,
m ≤ diam([γ])
diam(ψ([γ]))
≤M.
Soit γ ∈ Πn. D’apre`s le lemme 4.3.14, deux pavages de ψ([γ]) co¨ıncident sur
une boule de rayon au moins C1λ
n. Par conse´quent,
diam(ψ([γ])) ≤ 1
C1
λ−n.
Par ailleurs, il est possible de trouver deux pavages de ψ(Uγ), qui diffe`rent dans
une boule de rayon C2λ
n. Donc,
diam(ψ([γ])) ≥ 1
C2
λ−n.
Par conse´quent, par de´finition des poids,(
min{w((v, 1)) ; v ∈ V})λ−n+1 ≤ diam([γ]) ≤ (max{w((v, 1)) ; v ∈ V})λ−n+1.
En combinant cela avec les ine´galite´ pre´ce´dentes, on obtient le re´sultat.
On a montre´ l’existence d’un home´omorphisme bi-lipschitzien entre l’espace
de pavage et son diagramme de Bratteli associe´. De plus, on a quelque marge
de manoeuvre dans le choix des poids.
Chapitre 5
Laplacien sur les
diagrammes de Bratteli
Dans ce chapitre, on applique la construction de Pearson et Bellissard [54]
a` une classe d’exemple qui permet de re´aliser des calculs. Pearson et Bellissard
ont construit un triplet spectral (un objet de la ge´ome´trie non-commutative)
pour des espaces de Cantor ultrame´triques. Ils avaient l’ide´e d’appliquer cette
construction a` la transversale d’espaces de pavages ; en effet, la plupart des outils
de ge´ome´trie non-commutative de´veloppe´s pour l’e´tude des pavages rele`vent
plus de la topologie que de la ge´ome´trie. On peut citer la construction d’une
C∗-alge`bre associe´e au groupo¨ıde d’un pavage, le calcul de sa K-the´orie, et les
the´ore`mes de gap-labeling.
La construction de Bellissard et Pearson est une proposition qui vise a` intro-
duire des outils ge´ome´triques dans l’e´tude des pavages. Notons que leur construc-
tion est faite dans le cadre des espaces de Cantor ultrame´triques abstraits, et
n’est absolument pas restrictive aux pavages.
La construction du triplet spectral repose sur le fait que l’on peut repre´sen-
ter un ensemble de Cantor ultrame´trique (isome´triquement) comme l’ensemble
des chemins infinis sur un arbre a` poids (ou arbre de Michon [47]). Nous pro-
posons une application aux ensembles de Cantor auto-similaires — c’est-a`-dire
qui sont le bord d’un diagramme de Bratteli muni d’un poids auto-similaire
(voir de´finitions 4.3.2 et 4.3.11) — pour lesquels nous proposons une me´thode
de calcul.
Nous suivons la construction de Pearson et Bellissard, que nous adaptons a`
notre formalisme.
5.1 La construction de Pearson–Bellissard
Dans cette section, nous rappelons la construction de Pearson et Bellis-
sard [54]. Leurs re´sultats se transfe`rent imme´diatement au cadre des diagrammes
de Bratteli, puisque si B est un diagramme, l’ensemble des chemins finis Π a
une structure d’arbre a` poids. Ainsi, les diagrammes de Bratteli auto-similaires
repre´sentent une classe particulie`re d’arbres qui se (( replient )) en diagrammes.
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5.1.1 Le Triplet spectral
Soit (B, w) un diagramme de Bratteli associe´ a` une matrice primitive A (de´-
finition 4.3.2), et muni d’une fonction poids auto-similaire w (de´finition 4.3.11).
On note (Π∞, dw), ou simplement (Π∞, d) l’espace me´trique des chemin infinis
sur B, muni de la distance associe´e a` w (de´finition 4.3.12).
On conside`re l’alge`bre Clip(Π∞) des fonctions continues lipschitziennes sur
Π∞ a` valeur dans R. On de´finit l’espace de Hilbert H := l2(Π) ⊗ C2. On veut
construire un triplet spectral, c’est-a`-dire une repre´sentation de l’espace des fonc-
tions continues C(Π∞), a` valeurs dans H, et un ope´rateur D : H → H qui
satisfait certaines relations de commutations avec l’image de Clip(Π∞) par la
repre´sentation.
On de´finit en re´alite´ plusieurs repre´sentations, qui de´pendent d’un choix.
De´finition 5.1.1. Une fonction de choix est une fonction
τ :
{
Π −→ Π∞ ×Π∞
γ 7−→ (τ+(γ), τ−(γ)) (5.1)
qui ve´rifie τ+(γ)∧τ−(γ) = γ. Autrement dit, d(τ+(γ), τ−(γ)) = w(γ). On appelle
Υ l’ensemble des fonctions de choix.
On de´finit autant de repre´sentations de C(Π∞) qu’il y a de fonctions de
choix. Soit τ une fonction de choix. On conside`re l’application πτ : C(Π∞) →
B(H) de´finie par l’e´galite´ suivante, pour tout ξ ∈ H ≃ F(Π;C2) et tout γ ∈ Π :
(
πτ (f) · ξ
)
(γ) =
(
f
(
τ+(γ)
)
0
0 f
(
τ−(γ)
) ) · ξ(γ). (5.2)
Proposition 5.1.2 (Pearson–Bellissard [54]). Pour tout τ ∈ Υ, l’application
πτ est une repre´sentation fide`le de C(Π∞) sur l’espace de Hilbert H.
On de´finit un ope´rateur D : H → H, qu’on appelle ope´rateur de Dirac par
l’e´quation suivante, pour tout ξ ∈ H et tout γ ∈ Π :
(D · ξ)(γ) := 1
w(γ)
(
0 1
1 0
)
· ξ(γ). (5.3)
Alors D est un ope´rateur auto-adjoint, non borne´.
Proposition 5.1.3 (Proposition 8 dans [54]). L’ope´rateur D satisfait les pro-
prie´te´s suivantes :
– il est auto-adjoint ;
– il est non borne´ ;
– pour tout f ∈ C(Π∞), tout ξ ∈ H et γ ∈ Π,
[
D,πτ (f)
]
=
f
(
τ+(γ)
)− f(τ−(γ))
w(γ)
(
0 −1
1 0
)
· ξ(γ), (5.4)
et en particulier le commutateur est borne´ lorsque f ∈ Clip(Π∞) ;
– l’ope´rateur (D2 − I) est compact.
Ainsi, (Clip(Π∞),H,D) est un triplet spectral pour toute repre´sentation πτ as-
socie´e a` une fonction de choix.
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L’interpre´tation que font Pearson et Bellissard de la relation de commuta-
tion (5.4) est celle d’une de´rive´e directionnelle : [D,πτ (f)](γ) est la de´rive´e de f
en γ dans la direction τ(γ). Ainsi, une fonction de choix est interpre´te´e comme
un champ de vecteurs unitaires tangents. L’espace des choix Υ devient alors
l’analogue du fibre´ unitaire tangent sur l’alge`bre Clip(Π∞).
Pearson et Bellissard prouvent le the´ore`me suivant, qui montre que le triplet
spectral permet de retrouver la distance.
The´ore`me 5.1.4 (Pearson–Bellissard, the´ore`me. 1 dans [54]). On a l’e´galite´
suivante :
dw(x, y) = sup
{|f(x)− f(y)| ; f ∈ Clip(Π∞), sup
τ∈Υ
‖[D,πτ (f)]‖ ≤ 1
}
.
Le terme droite de l’e´galite´ est la distance de Connes associe´e au triplet
spectral.
5.1.2 La fonction ζ
On peut de´finir une fonction ζ associe´e au triplet spectral.
De´finition 5.1.5. La fonction ζ associe´e au triplet spectral est de´finie par :
ζ(s) =
1
2
Tr
(|D|−s) = ∑
γ∈Π
w(γ)s. (5.5)
On note s0 ∈ R∗+ ∪ {+∞} son abscisse de convergence, quand elle existe.
Lorsque cet abscisse de convergence existe dans R, Pearson et Bellissard en
donnent une interpre´tation ge´ome´trique.
The´ore`me 5.1.6 (Pearson–Bellissard, the´ore`me 2 dans [54]). L’abscisse de
convergence s0, quand elle existe, est e´gale a` la dimension de boite supe´rieure
de (Π∞, dw), c’est-a`-dire :
s0 = lim sup
r→0+
−Nr(Π∞)
ln(r)
,
ou` Nr(Π∞) est le nombre minmal d’ensemble de diame`tre infe´rieur a` r requis
pour couvrir Π∞.
Notons que ce the´ore`me requiert une hypothe`se sur la croissance du nombre
d’enfants des sommets de l’arbre compare´e a` la de´croissance des poids de ces
sommets. Dans notre cas, nous avons une borne uniforme sur le nombre d’en-
fants, ce qui est suffisant pour obtenir le the´ore`me. Cette borne est donne´e
(brutalement) par la somme des coefficients de A.
Nous reviendrons sur cette dimension de boite dans le chapitre 6, pour relier
cette donne´e ge´ome´trique a` la complexite´. Nous pouvons ne´anmoins signaler que
la dimension de boite est invariante par home´omorphisme bi-lipschitzien (voir
Falconer [24]).
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5.1.3 La trace de Dixmier
On suit la de´finition de Pearson–Bellissard en disant que l’ensemble de Can-
tor Π∞ est ζ-re´gulier si la limite
lim
s→s+0
(s− s0)ζ(s)
est bien de´finie, finie, et strictement positive.
On de´finit alors la limite suivante, appele´e trace de Dixmier pour f ∈
Clip(Π∞) et τ ∈ Υ :
µ(f) = lim
s→s+0
Tr
(|D|−s πτ (f))
Tr
(|D|−s) . (5.6)
The´ore`me 5.1.7 (Pearson–Bellissard, the´ore`me 3 dans [54]). Si Π∞ est ζ re´-
gulier, alors la limite (5.6) existe, ne de´pend pas de τ , et de´finit une mesure de
probabilite´ sur Π∞.
La mesure d’un ensemble est alors obtenue en appliquant µ a` la fonction
indicatrice de cet ensemble. Dans le cas ou` il s’agit d’un voisinage du type [γ]
avec γ ∈ Π, on a :
µ([γ]) = lim
s→s+0
∑
η∈Πγ
w(γ)s. (5.7)
Cette e´criture montre au passage que la mesure, si elle existe, ne doit pas de´-
pendre de τ .
Il sera montre´ dans la suite que les espaces de Cantor issus d’un diagramme
de Bratteli muni d’un poids auto-similaire sont ζ-re´guliers (proposition 5.2.3).
On caracte´risera alors la mesure µ (the´ore`me 5.2.4). Il est possible de donner
une preuve directe que la limite (5.7) est bien de´finie pour les diagrammes de
Bratteli conside´re´s ici, et de´finit une mesure de probabilite´, sans passer par
l’hypothe`se de ζ-re´gularite´ et sans utiliser le the´ore`me 3 de [54]. Cette preuve
directe est utilise´e dans [38].
5.2 Application a` Π∞
Dans cette section, nous montrons qu’un ensemble de Cantor obtenu comme
le bord d’un diagramme de Bratteli auto-similaire muni d’un poids lui-meˆme
auto-similaire est ζ-re´gulier, et nous caracte´risons sa mesure. Nous montrons
que dans le cas ou` (B, w) est associe´ a` un pavage de substitution, la mesure sur
Π∞ rend mesurablement isomorphes les espaces (B, µ) et (Ξ, µerg), ou` Ξ est la
transversale canonique de l’espace de pavage, et µerg est la mesure de probabilite´
induite sur Ξ par la mesure ergodique.
Dans cette section, nous travaillerons avec un espace de Cantor ultrame´-
trique auto-similaire obtenu comme le bord d’un diagramme de Bratteli a` poids
(B, w). On appelle A la matrice d’incidence (primitive) a` partir de laquelle B
est construit, et Λ sa valeur propre de Perron–Frobenius.
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5.2.1 ζ-re´gularite´ de Π∞
Tout d’abord, montrons que la fonction ζ associe´e a` un diagramme de Brat-
teli a` poids auto-similaire a une abscisse de convergence finie.
Proposition 5.2.1. Soit (Π∞, dw) un espace de Cantor ultrame´trique issu d’un
diagramme (B, w) auto-similaire primitif. On suppose que le poids w a un fac-
teur de de´croissance α ∈ ]0, 1[. Alors la fonction ζ associe´e a une abscisse de
convergence e´gale a`
s0 = − ln(Λ)
ln(α)
.
De´monstration. Par de´finition, ζ(s) =
∑
γ∈Π w(γ)
s. Il s’agit d’une somme a`
termes positifs. Remarquons que pour tout γ, on a l’encadrement :
mαn ≤ w(γ) ≤Mαn,
ou` m et M sont respectivement le minimum et le maximum des α−1w(v) pour
v ∈ V1. Par conse´quent, on a, en regroupant par paquets (racine mise a` part) :
1 +
∑
n∈N∗
mCard(Πn)α
ns ≤ ζ(s) + 1 ≤
∑
n∈N∗
M Card(Πn)α
ns.
Or, Card(Πn) est e´quivalent quand n tend vers l’infini a` CΛ
n (proposition 4.3.5).
Par conse´quent, on a l’encadrement suivant du reste de la somme :∑
n≥n0
mC1(Λα
s)n ≤
∑
|γ|≥n0
w(γ)s ≤
∑
n≥n0
MC2(Λα
s)n.
On voit alors que les sommes encadrantes sont ge´ome´triques, convergent pour
Λαs < 1 et divergent pour Λαs > 1. On a alors le re´sultat.
Corollaire 5.2.2. Si ω est une substitution de dimension d et que (B, w) est
le diagramme de Bratteli associe´, alors la fonction ζ associe´e a` (Π∞, dw) a pour
abscisse de convergence s0 = d.
En particulier (par le the´ore`me 5.1.6), la dimension de boite de la transversale
d’un espace de pavages de substitution est d.
De´monstration. Il suffit de remarquer qu’alors le facteur de de´croissance est
e´gal a` λ−1 (voir le the´ore`me 4.3.13). De plus, par le lemme 4.2.3, Λ = λd, ce qui
permet de conclure.
Montrons maintenant que (Π∞, dw) est ζ-re´gulier.
Proposition 5.2.3. L’espace de Cantor ultrame´trique (Π∞, dw) est ζ-re´gulier.
De´monstration. Il s’agit de montrer, par la de´finition de ζ-re´gularite´ donne´e en
section 5.1.3, que la limite
lim
s↓s0
(s− s0)ζ(s)
est bien de´finie, finie, et strictement positive.
Cette preuve est similaire a` la preuve de la proposition 5.2.1, mais se base
sur une analyse plus fine. Par de´finition, ζ(s) =
∑
γ∈Π w(γ)
s. On peut regrouper
la somme par paquets de´pendant :
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– de la longueur du chemin ;
– de la premie`re areˆte du chemin ;
– du sommet r(γ).
Ainsi, on obtient (avec les notations 4.3.4) :
ζ(s) = 1 +
∑
n∈N∗
∑
v∈V
∑
γ∈Π◦→(v,n)
w((v, n))s
= 1 +
∑
n∈N∗
∑
v∈V
Card(Π◦→(v,n))w((v, 1))α(n−1)s.
Or, on a e´tabli (proposition 4.3.5) que Card(Π◦→(v,n)) = cvΛn+O(ηn), avec cv
une constante strictement positive, et 0 < η < Λ. Par conse´quent, par somma-
tion, on a :
ζ(s) = 1 +
∑
n∈N
cvw((v, 1))
α
(
αsΛ
)n
+O
(∑
n∈N
(
αsη
)n)
.
On remarque maintenant que
∑
n∈N (α
sΛ)n = 1/(1−αsΛ), et de meˆme pour le
second terme. Or,
1
1− αsη
reste borne´ lorsque s tend vers s0, ne de´pend pas de n, et la convergence de la
somme vers cette quantite´ est uniforme en s. Donc, uniforme´ment sur l’intervalle
[s0,+∞[, on a :
ζ(s) = 1 +
cvw((v, 1))
α
1
1− αsΛ +O(1),
avec cv > 0. On e´crit alors
αsΛ = exp((s− s0) ln(α)) = 1 + (s− s0) ln(α) + o(s− s0),
et on en de´duit que (s − s0)ζ(s) est une fonction qui satisfait les proprie´te´s
requises au voisinage de s+0 .
5.2.2 Caracte´risation de µ
La ζ-re´gularite´ nous donne automatiquement l’existence de la (( trace de
Dixmier )), qui de´finit une mesure de probabilite´s sur Π∞. Lorsque l’on sait
qu’elle existe, il est assez aise´ de la caracte´riser, en utilisant les proprie´te´s des
matrices primitives.
The´ore`me 5.2.4. La mesure µ donne´e par la limite (5.6). Soit xR = (xa)a∈A le
vecteur propre de Perron–Frobenius de A, normalise´ de sorte que
∑
e∈E0 vr(e) =
1. Pour γ ∈ Πn, on note a := r(γ) ∈ Vn. Alors :
µ([γ]) = vaΛ
−n+1.
De´monstration. Soit γ ∈ Π. On note Π(γ) le sous-ensemble de Π constitue´ de
tous les chemins finis qui ont γ comme pre´fixe. On conside`re la quantite´ suivante :∑
η∈Π(γ) w(η)
s∑
η∈Π w(η)
s
.
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La limite de cette quantite´ lorsque s tend vers d, quand elle existe, de´finit une
mesure de probabilite´ sur Π∞. Par ζ-re´gularite´ de (Π∞, dw) et le the´ore`me 3
dans [54], on sait que cette limite existe.
On sait que µ existe ; il faut maintenant la caracte´riser. On remarque que
ne´cessairement, par la formule ci-dessus, µ([γ]) ne de´pend que de r(γ). Ainsi, si
on peut caracte´riser les mesures prises par µ sur les e´le´ments de Vtot, on aura
entie`rement de´termine´ µ. Pour tout n, on appelle u(n) = (u
(n)
a )a∈A le vecteur
de´fini par u
(n)
a = µ((a, n)). Remarquons que si γ et γ′ sont tels que r(γ) = (a, n)
et r(γ′) = (a,m) pour un a ∈ A, alors les ensembles Πγ et Πγ′ sont isomorphes,
a` ceci pre`s que les poids des chemins du second ensemble sont multiplie´s par
λn−m. Alors, pour de tels γ et γ′, on obtient∑
η∈Π(γ)
w(η)s = (λm−n)s
∑
η∈Π(γ′)
w(η)s
par un changement de variable. Ainsi, pour tout a ∈ A et n ∈ N∗,
µ((a, n)) = Λµ((a, n+ 1)). (5.8)
De plus, pour tout v ∈ Vn,
µ(v) =
∑
e∈s−1(v)⊂En
µ(r(e)). (5.9)
Cette dernie`re e´quation montre que pour tout n ∈ N∗, u(n) = Au(n+1). Cela et
l’e´quation (5.8) montrent que u(1) est un vecteur propre de A associe´ a` la valeur
propre Λ. Comme µ est une mesure de probabilite´, cela force la normalisation
de u(1) comme la donne l’e´nonce´ du the´ore`me, et la preuve est acheve´e.
5.2.3 Mesure de Dixmier et mesure ergodique
Les espaces de pavages de substitution sont uniquement ergodiques. Cela a
e´te´ prouve´ dans diffe´rents contextes par Michel [46] (voir aussi Queffe´lec [57]),
Radin [58] dans un cas d’un espace de pavages du plan stable par les rotations, et
Solomyak [66]. On rappelle un corollaire de Solomyak qui lie la mesure ergodique
et la fre´quence d’apparition des amas.
Proposition 5.2.5 (Corollaire 3.5 dans [66]). Soit Ua le voisinage associe´ a`
un amas a dans Ξ, et µΞ la mesure de probabilite´ sur Ξ induite par la mesure
ergodique sur Ω. Alors :
µΞ(Ua) = lim
n→+∞
La(ω
n(t))
Vol(ωn(t))
=: Freq(a), (5.10)
ou` La(b) de´signe le nombre d’occurrences distinctes de l’amas a dans l’amas b,
et t est n’importe quelle tuile.
On appelle fre´quence de a la quantite´ Freq(a).
Une fois que l’on sait que le syste`me dynamique (Ω,Rd) est uniquement
ergodique, cela signifie que la transversale Ξ a une unique mesure invariante
pour l’(( action )) induite par l’action de Rd (il ne s’agit pas de l’action d’un
groupe, mais de l’action d’un groupo¨ıde). Cela permet d’identifier cette mesure
invariante a` la mesure de Dixmier. Ce fait est montre´ dans [39, section 4.2,
e´q. (56)].
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Corollaire 5.2.6. La mesure de Dixmier sur Ξ de´finie a` partir de la me´trique
dw (section 5.1.3) et la mesure ergodique co¨ıncident :
µΞ = µDix.
Le calcul des fre´quences des tuiles pour le pavage de Penrose avait de´ja` e´te´
fait par Gru¨nbaum et Shephard [34, 10.5.5].
5.3 Laplacien sur la transversale
Dans cette section, nous donnons la de´finition de l’ope´rateur de Laplace–
Beltrami de´fini par Pearson et Bellissard [54]. La de´finition peut s’exprimer en
termes de trace et d’alge`bres d’ope´rateurs ; nous nous contenterons de donner
la de´finition combinatoire. A` partir de cette de´finition, nous calculerons les e´le´-
ments propres de l’ope´rateur. Nous donnerons une me´thode re´cursive qui fait
intervenir des alge`bres de Cuntz–Krieger, afin de calculer les valeurs propres.
5.3.1 De´finition combinatoire
On de´finit pour tout s ∈ R un ope´rateur non borne´ ∆s sur l’espace de
Hilbert L2(Π∞, µ), et dont le domaine est l’espace engendre´ par les fonctions
caracte´ristiques de la forme 1[γ], pour γ ∈ Π.
De´finition 5.3.1. Pour tout s ∈ R, on de´finit ∆s sur les fonctions indicatrices
des voisinages [γ] (γ ∈ Π) par la formule :
∆s1[γ] := −
|γ|−1∑
k=0
w(γ|→k)s−2
G(γ|→k)
((
µ([γ|→k])− µ([γ|→k+1])
)
1[γ]
− µ([γ])(1[γ|
→k]
− 1[γ|
→k+1]
))
, (5.11)
ou` γ|→k est le pre´fixe de longueur k de γ, et
G(v) :=
1
2
∑
(e,e′)∈(s−1(v))2
µ(r(e))µ(r(e′))
pour v ∈ Vtot (avec implicitement G(η) = G(r(η))).
Remarquons que le terme 1[γ|
→k]
− 1[γ|
→k+1]
est la fonction caracte´ristique
des chemins infinis qui ont γ(k) pour pre´fixe, mais ne se prolongent pas en
γ|→k+1. Le terme G est un facteur de normalisation qui est obtenu par inte´gra-
tion d’une mesure sur l’espace des choix Υ induite par µ (on pourra voir [54]
pour les de´tails de la construction).
Notation 5.3.2. Pour tout n ∈ N, on note
En := Vect
{
1[γ] ; γ ∈ Πn
}
,
et E l’union des En.
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Pearson et Bellissard montrent que pour tout s ∈ R, ∆s est un ope´rateur
de´fini ne´gatif et auto-adjoint. Ils de´finissent le domaine de ∆s comme e´tant E.
De plus, les ope´rateurs ∆s laissent invariants les espaces de dimension finie En,
et sont syme´triques donc diagonalisables en restriction a` ces espaces. Comme,
E est un sous-espace dense de L2(Π∞, µ), et qu’il est engendre´ par des vecteurs
propres de ∆s, on en de´duit la proposition suivante.
Proposition 5.3.3 (Proposition 9 dans [54]). Pour tout s ∈ R, le spectre de
∆s est purement ponctuel.
Ainsi, quel que soit le domaine auquel on e´tend ∆s, le spectre de ∆s est
toujours l’adhe´rence des valeurs propres. De plus, on n’oublie aucune valeur
propre de ∆s lorsque l’on conside`re ∆s|E .
5.3.2 E´le´ments propres du laplacien
Le the´ore`me suivant donne entie`rement les e´le´ments spectraux de ∆s. Il est
illustre´ par la figure 5.1.
The´ore`me 5.3.4. Les vecteurs propres de ∆s sont de trois types :
1. La fonction 1Π∞ , associe´e a` la valeur propre 0 ;
2. Les fonctions de la forme suivantes, associe´es a` une valeur propre λ◦ :{
1
µ([e1])
1[e1] −
1
µ([e2])
1[e2] ; e1, e2 ∈ E0
}
,
elles engendrent un espace propre de dimension Card(E0)− 1 ;
3. Les fonctions de la forme suivante, pour γ ∈ Πn, n ≥ 1, associe´es a` une
valeur propre λγ :{
1
µ([η])
1[η] − 1
µ([η′])
1[η′] ; η 6= η′ ∈ Πn+1, et η ∧ η′ = γ
}
,
elles engendrent un espace de dimension Card
(
s−1(r(γ))
)− 1.
De plus, tous les vecteurs propres de ∆s sont obtenus de cette manie`re.
De´monstration. Une fois les formules connues, c’est un calcul simple de ve´rifier
qu’elles sont effectivement fonctions propres, et que les espaces propres ont la
dimension indique´e. Comme E est dense dans L2(Π∞, µ), les vecteurs propres
de n’importe quelle extension de ∆s a` un domaine plus grand sont les vecteurs
propres de ∆s sur son domaine minimal.
Pour montrer qu’aucun vecteur propre n’est oublie´ dans l’e´nonce´ du the´o-
re`me 5.3.4, on re´alise un comptage de dimensions. On sait que
En := Vect{1[γ] ; γ ∈ Πn
est stable par ∆s. Par conse´quent, la somme des dimensions des espaces propres
de ∆s|En est e´gale a` dim(En) = Card(Πn). Proce´dons par re´currence pour
montrer que la somme des espaces propres que l’on a explicite´s dans Πn est bien
e´gale a` Card(Πn) pour tout n. Pour n = 0, c’est bien le cas : Card(Π0) = 1
(le chemin vide), et on a la valeur propre 0 de multiplicite´ 1. Supposons que
les dimensions soient les bonnes pour Πn pour un certain n. Alors les valeurs
propres de ∆s|En+1 sont constitue´es :
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V1
Vn−1
Vn
...
...
ei ej
γ
Fig. 5.1: Les fonctions propres de ∆s|En sont en ge´ne´ral de la forme 1[γei]/µ([γei])−
1[γej ]/µ([γej ]) avec γ ∈ Πn−1.
1. de la valeur propre 0 associe´e a` un espace propre de dimension 1 ;
2. des valeurs propres de la forme λγ pour γ ∈ Πk, k < n ;
3. des valeurs propres de la forme λγ pour γ ∈ Πn.
La somme des dimensions des espaces propres associe´s aux valeurs propres 1 et 2
vaut Card(Πn) par hypothe`se de re´currence. La dimension des espaces propres
associe´s a` 3 vaut :∑
γ∈Πn
[
Card
(
s−1(r(γ))
)− 1] = Card(Πn+1)− Card(Πn).
Donc la somme des dimensions des espaces propres de ∆s|En liste´s dans l’e´nonce´
du the´ore`me vaut Card(Πn+1) = dim(En). Par re´currence, c’est le cas pour tout
n ∈ N.
Ainsi, tout vecteur propre de ∆s est de l’une des trois formes liste´e dans
l’e´nonce´ du the´ore`me.
On a volontairement choisi de distinguer les vecteurs propres du second et
du troisie`me type. On pourrait prendre γ = ∅ (le chemin vide) dans la de´finition
des vecteurs propres de type 3 pour obtenir les vecteurs propres de type 2. Cela
dit, les vecteurs propres de type 3 satisfont des proprie´te´s d’auto-similarite´ qui
seront de´taille´e par la suite, c’est pourquoi on fait cette distinction.
On peut donner la formule des valeurs propres.
Proposition 5.3.5. Par le the´ore`me 5.3.4, les valeurs propres de ∆s sont de
trois types : 0, λ◦, et λγ pour γ ∈ Πn avec n ≥ 1. On a, pour tout γ ∈ Πn avec
n ≥ 1 :
λγ =
|γ|−1∑
k=0
w(γ|→k)s−2
µ([γ|→k+1])− µ([γ|→k])
G(γ|→k)
− w(γ)s−2µ([γ])
G(γ)
,
et on a :
λ◦ =
1
G(◦) .
De´monstration. La` encore, le calcul est direct.
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5.4 Alge`bre de Cuntz–Krieger et applications
Dans cette section, on applique l’auto-similarite´ du diagramme de Bratteli
au calcul des valeurs propres de ∆s. On montre l’existence d’isome´tries par-
tielles envoyant espaces propres sur espaces propres. Ces isome´tries partielles
sont associe´es de manie`re naturelle au diagramme, et engendrent une alge`bre de
Cuntz–Krieger.
5.4.1 L’alge`bre de Cuntz–Krieger
Il est possible de calculer par re´currence les valeurs propres du type λγ ,
avec γ ∈ Πn+1, en fonction des valeurs propres du meˆme type pour γ ∈ Πn.
Cela permet de calculer algorithmiquement n’importe quelle valeur propre par
ite´ration de fonctions (( de transition )) sur une valeur propre λγ , γ ∈ Π1. Les
donne´es qui doivent eˆtre calcule´es initialement sont alors seulement les premie`res
valeurs propres, et les fonctions de transition qui sont au nombre de Card(E). On
montre que ces fonctions de transition peuvent eˆtre associe´es a` des ope´rateurs
sur l’espace de Hilbert L2(C, µ) qui satisfont les relations de ge´ne´rateurs de
Cuntz–Krieger.
Tout d’abord, nous associons a` un diagramme de Bratteli a` poids (B, w) un
diagramme dual, dont la matrice associe´e est a` coefficients dans {0, 1}.
De´finition 5.4.1. Soit (B, w) un diagramme de Bratteli a` poids auto-similaire,
associe´ a` une matrice A. On dit que B est simple si A est a` coefficients dans
{0, 1}.
Si un diagramme est simple, cela signifie que tout couple d’areˆtes (v, v′) ∈ V2
a au plus une areˆte de v vers v′. Alors on peut encoder le chemin par les sommets
plutoˆt que par les areˆtes : l’application{ ∏n
i=0 Ei −→ E0 ×
∏n
i=2 Vi+1
(e0, e1, . . .) 7−→ (e0, r(e1), . . . , r(ei)) (5.12)
est un home´omorphisme pour tout i ∈ N∗ ∪ {+∞}.
Proposition 5.4.2. Soit (B, w) un diagramme de Bratteli associe´ a` une matrice
primitive A. Alors il existe (B′, w′) un diagramme simple, associe´ a` une matrice
primitive A′, tel que les espaces de chemins (Π∞, dw) et (Π∞′, d′w) soient iso-
me´triquement home´omorphes.
De´monstration. Il suffit de construire pour B′ = (Vtot, Etot) le diagramme dual.
On pose G = (V, E) le graphe dont la matrice d’adjacence est A (voir de´fini-
tion 4.3.1). On de´finit son graphe dual G′ = (V ′, E ′), tel que :
– V ′ ≃ E ;
– il y a une areˆte de v ∈ V ′ vers v′ ∈ V ′ si les areˆtes correspondantes ev et
ev′ dans E satisfont r(ev) = s(ev′).
On note A′ la matrice d’adjacence de ce graphe. Le diagramme de Bratteli B′
est construit a` partir de G′ comme explique´ en section 4.3.1 ; en ce qui concerne
E ′0, pour chaque areˆte e ∈ E0 et chaque areˆte f ∈ E1 ∩ s−1(r(e)), il existe une
unique areˆte e′e,f ∈ E ′0 reliant ◦′ a` ve ∈ V1.
On pose w′(ve) = w(r(e)). On ve´rifie alors facilement que l’application de´fi-
nie par l’e´quation (5.12) est isome´trique.
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Dans la suite, on conside`re un diagramme de Bratteli auto-similaire associe´
a` une matrice A, et on note A′ = (a′e,f )e,f∈E ∈ M|E|({0, 1}) la matrice du
diagramme simple associe´.
Pour tout e ∈ E , on de´finit un ope´rateur
Ue : l
2(Π \Π0)→ l2(Π \Π0).
On note les e´le´ments de l2(Π) comme des sommes formelles de la forme∑
γ∈Π
aγ · γ.
L’ope´rateur Ue est alors de´fini sur les ge´ne´rateurs de l
2(Π) par :
Ue(e0, e1, e2, . . . , en) =
{
(f0, e, e1, e2, . . . , en) si r(e0) = r(e) ;
0 sinon.
(5.13a)
U∗e (e0, e1, e2, . . . , en) =
{
(f0, e2, e3, . . . , en) si e1 = e ;
0 sinon.
(5.13b)
Les ope´rateurs Ui envoient En dans En+1. Il n’est pas difficile de montrer
que les ope´rateurs U∗e de´finis par l’e´quation (5.13b) sont effectivement adjoints
aux ope´rateurs Ue.
Ces ope´rateurs satisfont des relations de Cuntz–Krieger [18].
Proposition 5.4.3. Les ope´rateurs (Ue)e∈E sont des isome´tries partielles qui
ve´rifient :
(i) UeU
∗
e , U
∗
eUe ∈ P(H) ;
(ii) (UeU
∗
e ).(UfU
∗
f ) = 0 si e 6= f ;
(iii) U∗eUe =
∑
f∈E A
′
efUfU
∗
f ;
De´monstration. Soit γ = (γ0, γ1, . . . , γn). On ve´rifie que UeU
∗
e .γ vaut γ si γ1 = e
et 0 sinon, et que U∗eUeγ vaut γ si r(e) = s(γ1), et 0 sinon. Ainsi, UeU
∗
e est le
projecteur sur l’ensemble des chemins de la forme (∗, e, ∗, ∗, . . .), et U∗eUe est le
projecteur sur l’ensemble des chemins (fr(e), ∗, ∗, . . .), ou` fr(e) est l’areˆte de E0
reliant la racine a` (r(e), 1) ∈ V1.
Les autres proprie´te´s de´coulent de ce calcul.
La C∗-alge`bre engendre´ par les isome´tries partielles {Ue}e∈E est donc l’al-
ge`bre de Cuntz–Krieger associe´e a` A′. En effet, comme A est primitive, A′ l’est
aussi, et toutes les C∗-alge`bres engendre´es par des isome´tries partielles ve´rifiant
les identite´s ci-dessus sont isomorphes [18, the´ore`me 2.13].
On appelleOA′ l’alge`bre de Cuntz–Krieger associe´e a` la matrice A′. L’alge`bre
OA′ se repre´sente sur L2(Π∞, µ). On exprime les images des Ue (que l’on appelle
encore Ue) sur la famille ge´ne´ratrice de l’espace de Hilbert donne´e par les 1[γ],
pour γ ∈ Πk, k ≥ 2.
Ue1[γ] =
{
1[Ueγ] si Ueγ 6= 0 ;
0 sinon.
(5.14)
Remarquons que les fonctions caracte´ristiques 1Π∞ et 1[e] avec e ∈ E0
peuvent s’e´crire comme sommes de 1[γ] avec |γ| ≥ 2. Par conse´quent, les Ui
sont bien des ope´rateurs sur L2(Π∞, µ) tout entier.
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5.4.2 Application au calcul des valeurs propres
Il est imme´diat que si |γ| ≥ 1, et si ϕ est une fonction propre de ∆s associe´e
a` λγ , alors Ueϕ est soit nulle soit une fonction propre associe´e a` λUeγ . Ainsi, on
voudrait de´finir des fonctions ue qui a` λγ associent λUeγ . C’est ce qui est fait
dans la proposition suivante.
Proposition 5.4.4. Soit Λ la valeur propre de Perron–Frobenius de A (et de
A′). Il existe une famille de nombres re´els {βe ; e ∈ E} telle que pour toute
valeur propre λγ et pour tout e ∈ E tels que Ueγ 6= 0, alors
λUe(γ) = Λ
(d+2−s)/dλγ + βe.
On appelle alors ue la fonction x 7→ Λ(d+2−s)/dx+ βe.
La formule exacte des βe est donne´e par un calcul direct. On pourra se re´fe´rer
a` [38]. Ces coefficients βe se calculent aise´ment, et les valeurs propres de la forme
λe avec e ∈ E0 aussi.
Ainsi, si γ = (γ0, γ1, . . . , γn−1) ∈ Πn, alors on peut calculer λγ en fonction
de λe, ou` e est une areˆte de E0 reliant la racine a` (r(γn−1), 1) ∈ V1. On e´crit :
λγ =
(
uγn−1 ◦ . . . ◦ uγ2 ◦ uγ1
)
(λe).
On a alors une me´thode re´cursive pour calculer toutes les valeurs propres.
On peut la re´sumer de la manie`re suivante.
Proposition 5.4.5. Pour γ = (γ0, γ1, . . . γn) ∈ Πn, n ≥ 1, on pose Uγ =
Uγ1Uγ2 · · ·Uγn et uγ = uγ1 ◦ uγ2 ◦ · · ·uγn . Alors pour tout γ ∈ Πn, n ≥ 1, on a :
λγ = uγ(λe′0) = Λ
n(d−s+2)/dλe′0 +
n∑
j=1
Λ(j−1)(d−s+2)/dβγj .
5.4.3 Asymptotique de Weyl
La re´partition asymptotique des valeurs propres est une donne´e inte´ressante
a` e´tudier. Dans le cas classique, la re´partition asymptotique des valeurs propre
d’un ope´rateur de type laplacien fait apparaˆıtre un exposant e´gal a` la moitie´ de
la dimension. Dans notre cas, on a le re´sultat suivant.
Proposition 5.4.6. On conside`re l’ope´rateur ∆s sur L
2(Π∞, µ). On note
Ns(λ) := Card{λ′ valeur propre de ∆s ; |λ′| ≤ λ}.
Si s < s0 + 2, il existe C1, C2 > 0 tels que pour λ assez grand, on a :
C1λ
s0/(d−s0+2) ≤ Ns(λ) ≤ C2λd/(d−s0+2).
On a vu que l’abscisse de convergence s0 s’interpre´tait comme une dimension
(the´ore`me 5.1.6). On voit ici que l’exposant est e´gal a` s0/2 lorsque s = s0.
De´monstration. On sait que le nombre de valeurs propres de la forme λγ avec
γ ∈ Πk, k ≤ n (re´pe´te´es selon leur multiplicite´), est e´gal a` Card(Πn+1), et est
donc de l’ordre de Λn (voir la proposition 4.3.5).
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Par ailleurs, on peut avoir une estimation de la plus grande valeur propre
de la forme λγ avec γ ∈ Πk en utilisant la proposition 5.4.5. On note Λs :=
Λ(s0−s+2)/s0 , et on remarque que Λs > 1 pour s < s0 + 2. Alors
max
γ∈Πk
|λγ | ≤ C1Λks ,
ou` C1 ne de´pend que des λe, e ∈ E0, et des βf , f ∈ E . Ainsi, on a aussi la
majoration
max
γ∈Πk
|λγ | ≤ C1Λns .
Donc les valeurs propres de ∆|En+1 sont toutes plus petites que C1Λns . Par
conse´quent, pour tout n, il y a au moins Card(Πn+1) valeurs propres plus petites
que C1Λ
n
s . Autrement dit, en utilisant la proposition 4.3.5,
Ns(C1Λns ) ≥ C ′1Λn,
ou` C ′1 > 0.
De meˆme, en appliquant le fait que les βf sont tous strictement ne´gatifs (et
que les λe le sont aussi) a` la proposition 5.4.5, on obtient une minoration de la
plus petite valeur propre de la forme λγ , avec |γ| > n :
min
γ∈Πk>n
|λγ | ≥ C2Λns .
Par conse´quent, il y a au plus Card(Πn) valeurs propres de ∆s qui sont plus
petites que C2Λ
n
s , et on a donc :
Ns(C2Λns ) ≤ C ′2Λn.
Mais par ailleurs, Ns est croissante. Il suffit de choisir un k tel que C1 ≤ C2Λks ,
et on obtient :
C ′1Λ
n ≤ Ns(C1Λns ) ≤ Ns(C2Λn+ks ) ≤ C ′2Λn+ks .
Ainsi, quitte a` modifier les constantes C ′1 et C
′
2, on a :
CΛn ≤ Ns(Λns ) ≤ C ′Λn.
On peut ensuite encadrer tout re´el λ quelconque entre Λns et Λ
n+1
s , et quitte a`
modifier encore les constantes C et C ′, on a le re´sultat.
5.5 Un exemple : le diagramme de Fibonacci
Dans cette section, nous traitons le cas du diagramme associe´ a` la matrice :
A =
(
1 1
1 0
)
.
Pour traiter cet exemple, on prend s = 1, et donc ∆s = ∆1 par souci de
simplicite´.
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Le diagramme de Bratteli associe´ a` la substitution de Fibonacci a 7→ ab; b 7→
a s’e´crit :
α2
==
==
==
==
==
==
==
==
= α
3
==
==
==
==
==
==
==
==
= α
4
B ◦

??
??
??
??
α

α2

α3
ou` les sommets de la ligne du dessus sont (( de type b )), et ceux du bas sont
(( de type a )). Les coefficients indiquent les poids, ou` α = 1/ϕ = (
√
5 − 1)/2
est l’inverse du nombre d’or. On ve´rifie que ces poids sont aussi les mesures : le
vecteur propre normalise´ de la matrice A est (α, α2).
On remarque que la substitution ne force pas la frontie`re. On ne peut donc
pas appliquer directement les informations obtenues sur ce diagramme aux pa-
vages de Fibonacci.
Comme le diagramme est simple (de´finition 5.4.1), on peut indexer les che-
mins par les sommets plutoˆt que par les areˆtes. Ainsi, tout e´le´ment de Πn (avec
n ∈ N∪{+∞}) peut eˆtre indexe´ par une suite sur l’alphabet {a, b} dans laquelle
le facteur aa n’apparaˆıt jamais.
On peut e´crire les matrice de ∆1 en restriction a` chacun des En. Ainsi, la
restriction de ∆1 a` E1 dans la base (1[a],1[b]) est donne´e par :
∆|E1 =
( −ϕ ϕ
1 + ϕ −1− ϕ
)
, et les e´le´ments propres sont :(
0,
[
1
1
])
,
(
−1− 2ϕ,
[
1
−ϕ
])
.
On remarque que la matrice n’est pas syme´trique : c’est parce que la base
(1[a],1[b]) est une base orthogonale de E1, mais pas orthonormale.
De meˆme, la restriction de ∆1 a` E2 est donne´e (dans la base (1[aa],1[ab],1[ba])
par :
∆|E2 =
 −1− 3ϕ 1 + 2ϕ ϕ2 + 3ϕ −2− 4ϕ ϕ
ϕ 1 −1− ϕ
 , et les e´le´ments propres sont :
0,
 11
1
 ,
−1− 2ϕ,
 11
−ϕ
 ,
−3− 6ϕ,
 1−ϕ
0
 .
On a deux ope´rateurs de Cuntz–Krieger : Ua et Ub. On calcule les deux
fonctions associe´es ua et ub.
ua(x) = ϕ
2x− ϕ;
ub(x) = ϕ
2x+ ϕ,
Ainsi, pour tout chemin γ tel que Uaγ 6= 0, on a λUaγ = ua(λγ), et de meˆme
avec ub.
On a les premie`res valeurs propres et les formules de re´currence, on est donc
en mesure de calculer tout le spectre de ∆1 explicitement.
Chapitre 6
Complexite´ et e´tude
me´trique de l’espace de
pavages
Nous avons vu au chapitre 3 que le comportement de la fonction de com-
plexite´ — qui est a priori une information combinatoire — peut avoir des
conse´quences topologiques, en l’occurrence sur la cohomologie. En re´alite´, la
complexite´ est plutoˆt un invariant me´trique (pour la distance introduite au cha-
pitre 1, section 1.1.2). Les chapitres pre´ce´dents permettent de re´interpre´ter ce
fait : dans la mesure ou` la distance encode la ge´ome´trie de la transversale,
la complexite´ devient une information de nature ge´ome´trique. En effet, nous
verrons que la complexite´ est lie´e a` la dimension de boˆıte d’une transversale
canonique. Cette dimension est invariante par home´omorphisme bi-lipschitzien
(voir par exemple Falconer [24], mais nous en donnerons une preuve directe).
Je suis redevable a` Jean Bellissard pour m’avoir indique´ lors d’une discussion
le fait que la complexite´ devrait eˆtre lie´e plus intimement a` la distance qu’a` la
topologie.
Dans ce chapitre, nous explicitons les liens entre complexite´ et distance.
Nous montrons que la dimension de boˆıte de la transversale canonique est e´gale
a` l’exposant de la fonction de complexite´ (lorsque celle-ci se comporte comme
nα). Nous montrons comment le point de vue me´trique permet de pre´ciser un
the´ore`me de Sadun et Williams [61] pour e´tablir un lien entre une conjecture de
Lagarias et Pleasants sur les ensembles de Delone et la conjecture de Nivat en
dynamique symbolique.
6.1 Complexite´ et recouvrement de la transver-
sale
Dans cette section, nous montrons que la fonction de complexite´ associe´e a`
une transversale canonique (au sens des de´finitions 1.1.12 et 1.1.19) est lie´e au
nombre de recouvrement d’un espace par des ouverts. Cela nous permet de faire
le lien avec la dimension de boˆıte introduite pre´ce´demment.
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6.1.1 Cadre
Soit Ω un ensemble de pavages, minimal et de complexite´ locale finie. On
note Ξ une transversale canonique au sens de la de´finition 1.1.12. On note D la
re`gle locale permettant de de´finir l’ensemble des pointeurs a` partir d’un pavage :
D(P ) est l’ensemble de Delone des pointeurs de P . La distance est celle de´finie
a` la section 1.1.2 : P, P ′ ∈ Ξ sont a` une distance au plus ε si P ∩ P ′ contient
B(0; ε) dans son support. Ainsi, si a est un amas, le diame`tre de Ua est l’inverse
du diame`tre de la plus grande boule incluse dans l’amas (( force´1 )) par a.
On note Lr(Ξ) l’ensemble des amas de taille r, qui ont un pointeur a` l’origine.
Ainsi, la fonction de complexite´ pointe´e pΞ associe´e a` Ξ (voir de´finition 1.1.19)
est de´finie par :
pΞ(n) = Card(Ln(Ξ)).
On rappelle (proposition 1.1.20), que l’asymptotique de la fonction de com-
plexite´ pΞ ne de´pend pas de Ξ au sens suivant : si Ξ,Ξ
′ sont des transversales
canoniques, alors il existe C1, C2, k1, k2 > 0 tels que pour tout n assez grand,
C1pΞ(k1n) ≤ pΞ′(n) ≤ C2pΞ(k2n).
Nous voulons lier la fonction de complexite´ pΞ au nombre de recouvrements
de Ξ par des ouverts. Nous de´finissons donc la quantite´ suivante.
De´finition 6.1.1. Soit (X, d) un espace me´trique compact, et r > 0. On appelle
r-recouvrement de X un recouvrement de X par des ouverts de diame`tre au plus
r. On note Nr(X) le cardinal minimal d’un r-recouvrement optimal.
Proposition 6.1.2. On conside`re un home´omorphisme bi-lipschitzien ϕ : X →
X ′ entre deux espaces compacts. Alors il existe C,C ′ > 0 tels que pour tout
r > 0,
NCr(X
′) ≤ Nr(X) ≤ N ′C′r(X ′).
De´monstration. Le re´sultat est direct en remarquant que les ouverts de rayon
au plus r de Ξ sont transforme´s en ouverts de rayon au plus Cr par ϕ, ou` C est
le coefficient de Lipschitz de ϕ. De meˆme pour ϕ−1.
6.1.2 E´nonce´ et preuve du the´ore`me
The´ore`me 6.1.3. Soient Ω un espace de pavages minimal, ape´riodique et de
complexite´ locale finie, et Ξ une transversale canonique. Pour tout r > 0, on note
Nr le nombre minimal d’ouverts de diame`tre infe´rieur ou e´gal a` r ne´cessaires
pour recouvrir Ξ. Alors Nr et la fonction de complexite´ pΞ associe´e a` Ξ sont
relie´s par l’ine´galite´ suivante :
∀r > 0, p(⌊1/r⌋) ≤ Nr ≤ p(⌊1/r⌋+ 1),
ou` ⌊x⌋ de´signe la partie entie`re de x.
De´monstration. Commenc¸ons par montrer que pour tout n ∈ N, on a l’e´galite´ :
p(n) = N1/n.
1L’amas p est force´ par a si tout pavage qui contient a contient p.
6.1. complexite´ et recouvrement de la transversale 79
La fonction de complexite´ est de´finie par p(n) = Card(L1/n). Or, pour tout
a ∈ Ln, l’ouvert Ua a un diame`tre infe´rieur ou e´gal a` 1/n, ce qui prouve que
N1/n ≤ p(n).
Re´ciproquement, soit U un (1/n)-recouvrement optimal : un ensemble d’ou-
verts dont le diame`tre est plus petit que 1/n, dont l’union est Ξ, et de sorte que
N1/n = Card(U). Alors par de´finition de la distance, tout U ∈ U est contenu
dans un voisinage de la forme Ua avec a ∈ L, et Supp a contient B(0;n). On
note X l’ensemble de ces amas. Ainsi, {Ua ; a ∈ X} est un recouvrement de Ξ.
Supposons que N1/n < p(n). Alors il existe un amas a0 ∈ Ln tel que a0 n’est un
sous-amas d’aucun des a ∈ X. Cela signifie que ⋃a∈X Ua n’intersecte pas Ua0 ,
ce qui est une contradiction.
Finalement, on note que Nr est de´croissant en fonction de r, ce qui ache`ve
de prouver le re´sultat.
6.1.3 La dimension de boˆıte
Ce re´sultat permet imme´diatement de relier complexite´ et dimension de
boˆıte. La dimension de boˆıte est de´finie par la quantite´ suivante, quand elle
existe :
dimB(Ξ) = lim
r→0+
− lnNr
ln(r)
.
Le re´sultat suivant de´coule donc directement du the´ore`me 6.1.3.
The´ore`me 6.1.4. La dimension de boˆıte de la transversale d’un espace de pa-
vages (pour la distance usuelle), est de´finie par :
dimB(Ξ) = lim
n→+∞
ln p(n)
ln(n)
.
Ce the´ore`me permet de calculer la dimension de boˆıte d’une transversale d’un
espace de pavage dont on connaˆıt la complexite´. Par ailleurs, le the´ore`me 5.1.6
assure que la dimension de boˆıte est e´gale a` l’abscisse de convergence de la fonc-
tion ζ (de´finition 5.1.5). Cela permet donc de pre´dire quelle peut eˆtre l’abscisse
de convergence de la fonction ζ pour certaines classes de pavages, meˆme si on
n’est pas capable de la calculer directement par les me´thodes du chapitre 5.
Ainsi, si la fonction de complexite´ croˆıt comme nα, alors l’abscisse de conver-
gence pour la fonction ζ doit eˆtre α.
Ce re´sultat permet aussi d’obtenir une re´ciproque partielle : connaissant
l’abscisse de convergence de la fonction ζ (et donc la dimension de boˆıte), on
peut obtenir des informations sur la fonction de complexite´.
Proposition 6.1.5. Soit Ξ une transversale d’un espace de pavages, de dimen-
sion de boˆıte α. Alors pour tout ε > 0, et pour tout n ∈ N assez grand, on
a :
nα−ε ≤ p(n) ≤ nα+ε.
De´monstration. Soit ϕ la fonction de´finie par :
ϕ(n) =
ln(p(n))
ln(n)
.
Alors ln p(n) = ϕ(n) lnn = ln(nϕ(n)), de sorte que p(n) = nϕ(n). Or ϕ tend
vers d, donc pour tout ε > 0, il existe un rang N tel que pour tout n ≥ N ,
ϕ(n) ∈ ]d− ε, d+ ε[.
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En particulier, en combinant ce re´sultat avec le corollaire 5.2.2, qui dit que
la dimension de boˆıte de la transversale associe´e a` un pavage de substitution est
e´gale a` la dimension d de l’espace a` paver, on a :
Corollaire 6.1.6. Soit Ξ la transversale d’un pavage de substitution de dimen-
sion d. Alors la complexite´ ve´rifie l’encadrement suivant :
∀ε > 0, ∃N ∈ N, ∀n ≥ N, nd−ε ≤ p(n) ≤ nd+ε.
Ce re´sultat est en re´alite´ un re´sultat plus faible que ce que l’on peut espe´rer.
En effet, on s’attend a` ce que p(n) croisse comme nd, c’est-a`-dire soit encadre´
par C1n
d et C2n
d, pour C1, C2 deux constantes positives. La majoration est un
re´sultat connu : c’est un the´ore`me de Hansen et Robinson pour les pavages dits
self-affine, qui s’e´nonce comme suit dans le cas des substitutions.
The´ore`me 6.1.7 (The´ore`me 7.17 dans [59]). Soit Ω un espace de pavages de
substitution de dimension d. Alors il existe C > 0 tel que pour tout n assez
grand, on a :
p(n) ≤ Cnd.
La minoration de p(n) par C ′nd fait partie du folklore. Elle peut re´sulter
de la conjonction d’un re´sultat de Lenz2 [45] et du fait que les pavages de
substitution sont line´airement re´pe´titifs. Intuitivement : puisque les amas d’un
pavage de substitution se re´pe`tent (( souvent )), alors la complexite´ ne peut pas
eˆtre trop haute (car trop d’amas ne peuvent pas se re´pe´ter trop souvent dans
un volume donne´).
La minoration peut e´galement se de´duire d’un re´sultat de Solomyak [66,
lemme 2.4] : dans un pavage de substitution P sans pe´riode, il existe une
constante C telle que si a et b sont deux amas de taille r de P qui sont un
translate´s l’un de l’autre (disons a = b+ x avec x ∈ Rd), alors ‖x‖ ≥ Cr. Ainsi,
les amas qui sont (( proches )) de a sont diffe´rents de a. Cela donne une borne
infe´rieure sur la complexite´.
On donnera dans la suite de ce chapitre une preuve directe de l’encadrement
de p pour un pavage de substitution. La preuve utilisera les proprie´te´s d’inva-
riance de la complexite´ par home´omorphisme bi-lipschitzien afin de simplifier
le proble`me. Cela dit, il est inte´ressant de voir que les me´thodes de Pearson–
Bellissard permettent de retrouver des re´sultats de complexite´, meˆme s’ils ne
sont pas optimaux.
6.2 Complexite´ des pavages de substitution
Le calcul de la complexite´ des pavages de substitution a e´te´ partiellement
re´solu par Hansen et Robinson [59]. Nous proposons ici une preuve qui utilise le
lien entre complexite´ et nombre de recouvrements. L’ide´e est la suivante : estimer
la fonction de complexite´ est e´quivalent a` estimer le nombre d’ouverts dans un
recouvrement optimal. On choisit donc un diagramme de Bratteli a` poids (B, w)
dont l’ensemble des chemins est home´omorphe de manie`re bi-lipschitzienne a`
une transversale Ξ de l’espace de pavages de substitutions. On compte alors
le nombre d’ouverts recouvrant (Π∞(B), dw), et si le choix de diagramme est
judicieux, il sera plus facile de compter le nombre d’ouverts d’un diame`tre donne´
de Π∞ que de Ξ.
2Re´pondant a` une conjecture de Lagarias et Pleasants [43]
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6.2.1 Choix d’un diagramme adapte´
Soit (Ω, ω) un espace de pavage de substitution (de´finition 4.1.1) ape´rio-
dique et de complexite´ locale finie, et A la matrice d’abe´lianisation de ω (de´fi-
nition 4.1.3). On note λ la constante d’expansion de ω, et Λ la valeur propre de
Perron–Frobenius de A. On rappelle qu’on a λd = Λ (lemme 4.2.3). On suppose
que ω force le bord. Soit Ξ la transversale canonique associe´e au pointage des
tuiles, et pΞ la fonction de complexite´ associe´e.
On note B le diagramme de Bratteli associe´ a` ω (de´finition 4.3.2). Alors
l’ensemble des chemins infinis sur B (note´ Π∞) est home´omorphe par l’appli-
cation de Robinson a` la transversale Ξ (the´ore`me 4.3.10). De plus, si on munit
B d’une fonction poids (de´finition 4.3.11) qui attribue un poids λ−n aux som-
mets qui sont a` la profondeur n, alors cet home´omorphisme est bi-lipschitzien
(the´ore`me 4.3.13).
Or, (proposition 6.1.2) si Π∞ et Ξ sont home´omorphes par un home´omor-
phisme bi-lipschitzien, alors les quantite´s Nr(Ξ) et Nr(Π∞) croissent de la meˆme
manie`re, autrement dit on a un encadrement du type :
NCr(Π∞) ≤ Nr(Ξ) ≤ NC′r(Π∞),
pour tout r assez petit.
Par conse´quent, il suffit de connaˆıtre le comportement de Nr(Π∞) pour
connaˆıtre celui de Nr(Ξ), et donc connaˆıtre le comportement de la fonction de
complexite´ (par le the´ore`me 6.1.3).
6.2.2 The´ore`me et discussion
The´ore`me 6.2.1. Soit (Ω, ω) un espace de pavages de substitution de dimension
d. Soit p la fonction de complexite´ associe´e. Alors il existe C1, C2 deux constantes
positives telles que pour tout n assez grand :
C1n
d ≤ p(n) ≤ C2nd.
De´monstration. L’e´tude pre´ce´dente nous a permis de montrer qu’il suffit de
montrer que la fonction Nr(Π∞) (que l’on note simplement Nr) satisfait l’in-
e´galite´ suivante :
C ′1r
−d ≤ Nr ≤ C ′2r−d,
pour deux constantes positives C ′1 et C
′
2, pour tout r assez petit.
On a choisi pour B le diagramme associe´ a` ω comme a` la section 4.3.1. Le
poids d’un sommet a` la profondeur k est λ−k. Ainsi, les ouverts de diame`tre
λ−k sont exactement les ouverts de la forme Uγ , avec γ un chemin de longueur
k. Par conse´quent,
Nλ−k(Π∞) = Card(Πk),
ou` Πk de´signe l’ensemble des chemins de longueur k. Or, on sait (proposi-
tion 4.3.5) que le nombre de chemins de longueur k est e´quivalent a` CΛk = Cλdk,
ou` C est une constante strictement positive. En particulier, on a l’encadrement
suivant pour k assez grand :
(C − 1)(λk)d ≤ Nλ−k ≤ (C + 1)(λk)d.
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Soit r > 0. Soit k choisi de sorte que λk ≤ r−1 ≤ λk+1. Alors :
λ−(k+1) ≤ r ≤ λ−k;
N−kλ ≤ Nr ≤ Nλ−(k+1) ;
(C − 1)λ−1(λk+1)d ≤ Nr ≤ (C + 1)λ(λk)d.
Par conse´quent, on a :
(C − 1)λ−1r−d ≤ Nr ≤ (C + 1)λr−d
pour tout r assez petit.
Cette quantite´ est polynomiale. Par conse´quent, comme on raisonne a` une
constante pre`s, Nr(Ξ) se comporte comme r
−d. On a alors le re´sultat en appli-
quant le the´ore`me 6.1.3.
Ainsi, nous avons prouve´ qu’un pavage de substitution de dimension d a
une complexite´ de l’ordre de nd. Cette me´thode que nous proposons a ceci de
particulier qu’elle permet de se ramener a` un cas beaucoup plus simple par un
home´omorphisme bi-lipschitzien : on ne compte plus les amas de taille n, mais
les amas dont la taille sont de l’ordre de n.
6.3 Complexite´ des pavages et dynamique sym-
bolique
Nous avons vu que la complexite´ e´tait un invariant me´trique. Il peut donc
eˆtre inte´ressant de voir si certains the´ore`mes e´tablissant l’existence d’home´o-
morphismes entre espaces peuvent eˆtre renforce´s afin d’obtenir l’existence d’ho-
me´omorphismes bi-lipschitziens. C’est ce que nous faisons pour un the´ore`me de
Williams et Sadun [61] afin de lier l’e´tude de la complexite´ dans le domaine des
pavage d’une part, et dans le domaine de la dynamique symbolique d’autre part.
Cela nous permet d’appliquer un re´sultat d’Epifanio, Koskas et Mignosi [23] pour
montrer la version asymptotique d’une conjecture de Lagarias et Pleasants [43]
en dimension deux.
6.3.1 Ge´ne´ralisation du the´ore`me de Williams et Sadun
Nous e´nonc¸ons ici un the´ore`me de Sadun et Williams, mettant en relation
les pavages et la dynamique symbolique.
A` partir de maintenant, nous restreignons les classes de pavages pour eˆtre
dans les conditions du the´ore`me de Sadun et Williams. Nous conside´rons donc
un espace de pavages Ω forme´s a` partir d’un nombre fini (a` translation pre`s) de
prototuiles, de complexite´ locale finie comme construit dans le chapitre 1. Nous
demandons de plus que les tuiles de A soient des polye`dres triangule´s, qui se
rencontrent face-a`-face.
The´ore`me 6.3.1 (Sadun–Williams, the´ore`mes 1 et 2 dans [61]). Un espace de
pavages Ω de dimension d qui satisfait les hypothe`ses ci-dessus est une fibration
au dessus d’un tore, dont la fibre est un espace de Cantor.
De plus, il existe un home´omorphisme ϕ : Ω → Σ, ou` Σ est un espace de
pavages dont les tuiles sont des d-cubes colore´s, et peut donc eˆtre vu comme la
suspension d’un sous-de´calage de Zd.
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Il faut noter que l’home´omorphisme ϕ construit dans la preuve de ce the´o-
re`me n’est en ge´ne´ral pas une conjugaison topologique. Cela dit, en reprenant
la preuve de Sadun et Williams, nous soulignons que cet home´omorphisme est
plus que bi-continu : il est bi-lipschitzien.
Proposition 6.3.2. On reprend les notations du the´ore`me 6.3.1. Alors l’appli-
cation ϕ est bi-lipschitzienne, et elle envoie une transversale canonique sur une
transversale canonique au sens de la de´finition 1.1.12.
Rappelons les lignes de la de´monstration du the´ore`me de Sadun et Williams,
en soulignant pourquoi l’home´omorphisme ϕ est bi-lipschitzien. Tout comme
dans l’article, on se place en dimension 2 pour donner l’ide´e de la preuve. On
peut se re´fe´rer a` l’article original pour les de´tails supple´mentaires, ainsi que pour
les arguments permettant de transfe´rer la preuve en dimension supe´rieure.
On part donc d’un espace de pavages Ω ve´rifiant les conditions ci-dessus. Il
suffit pour notre propos de choisir dans Ω une transversale canonique corres-
pondant a` un pointage des tuiles. On note t1, . . . , tl l’ensemble de ses tuiles, et
v1, . . . , vn l’ensemble des areˆtes de toutes ses tuiles (sans re´pe´tition : une inter-
section autorise´e ti ∩ tj correspond a` un seul vecteur vk). On dit qu’un pavage
(par polygones) est rationnel si toutes les diffe´rences de sommets x− y sont des
e´le´ments de Qd.
Fait 1. L’espace de pavage Ω est home´omorphe, par un home´omorphisme bi-
lipschitzien qui pre´serve la transversale canonique, a` un espace de pavages ra-
tionnels.
Pour cela (en dimension 2), on conside`re toutes les areˆtes de toutes les tuiles :
v1, . . . , vn. Ces vecteurs satisfont un certain nombre d’e´quations line´aires du type
suivant :
vi(1) ± . . .± vi(k) = 0.
Ces e´quations correspondent au fait que les tuiles sont ferme´es : on a autant
d’e´quations que de tuiles. Ce syste`me line´aire a` coefficients entiers a une solu-
tion ; il a donc une solution rationnelle (v′1, . . . , v
′
n) qui approxime d’aussi pre`s
que l’on veut la solution originale. On choisit une telle solution rationnelle, pour
de´finir un nouvel ensemble de tuiles rationnelles t′1, . . . , t
′
l, toutes non vides.
On de´finit des applications affines qui envoient les vi sur les v
′
i. On note m et
M respectivement le minimum et le maximum des facteurs de dilatation des
applications vi → v′i. On se donne, avec ce choix, une famille d’applications
fi : ti −→ t′i,
qui envoient bijectivement les tuiles dans leurs analogues rationnels, et qui
e´tendent les applications line´aires vi → v′i. Il est possible de choisir les fi bi-
lipschitziens, de facteurs compris entre m et M , quitte a` changer m et M . Ces
applications envoient le pointeur des tuiles ti sur un point des tuiles t
′
i, de sorte
que les tuiles rationnelles sont maintenant pointe´es. Quitte a` modifier les fi, on
suppose queles pointeurs des tuiles t′i sont rationnels eux aussi.
Pour associer un pavage rationnel T ′ a` un pavage T ∈ Ω, on proce`de de la
manie`re suivante :
– on conside`re ti la tuile de T contenant 0 ;
– on place la tuile t′i dans R
2 de sorte que 0 soit a` la position correspondant
a` la position de 0 dans ti par l’application fi ;
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– si une tuile tj appartient a` T , on construit un chemin d’areˆtes :
vi(1) ± . . .± vi(k),
de sorte que ce chemin relie une areˆte de ti a` une areˆte de tj ;
– on place la tuile t′j dans T
′, de sorte que la position relative de t′j et t
′
i est
donne´e par le chemin :
v′i(1) ± . . .± v′i(k).
On appelle ϕ1 cette application. On note aussi bien ϕ1 l’application qui a`
un pavage associe un autre pavage, que l’application Rd → Rd qui a` un point
de T associe un point de T ′.
Caracte`re lipschitzien — L’image par ϕ1 d’un amas de taille n est un amas
de taille au moins mn et au plus Mn. En effet, pour placer les tuiles de T dans
une boule de taille n, on suit un chemin d’areˆtes depuis l’origine. Pour placer les
tuiles de T ′, ce chemin est dilate´ ou contracte´ dans des facteurs compris entre
m et M . De plus, il est clair que si d(T, T + x) = ε, alors
mε ≤ d(ϕ1(T ), ϕ1(T + x)) ≤Mε,
par le caracte`re lipschitzien des fi.
Ces deux faits combine´s permettent de de´duire que ϕ1 est bi-lipschitzienne
en tant qu’application entre espaces de pavages.
Image de la transversale — Notons que T et ϕ1(T ) ne sont pas mutuellement
localement de´rivables : l’image d’une tuile ti ne de´pend pas seulement de ti ou
de son voisinage imme´diat, mais du chemin d’areˆtes qui la relie a` l’origine, et
en particulier de sa distance a` l’origine. Cela fait perdre le caracte`re local. En
revanche, et par construction, l’ensemble des pointeurs des tuiles de ϕ1(T ) est
localement de´rivable de ϕ1(T ), et ϕ1 envoie donc transversale canonique sur
transversale canonique.
Fait 2. Un espace de pavages rationnel est home´omorphe a` un espace de pavages
entier dont les pointeurs des tuiles sont entiers, de manie`re bi-lipschitzienne.
Il suffit de dilater les pavages par un nombre entier assez grand, de manie`re
a` ce que les coordonne´es rationnelles des sommets et des pointeurs deviennent
entie`res. C’est clairement une ope´ration re´versible et bi-lipschitzienne.
Fait 3. Un pavage a` coordonne´es entie`res de dimension d est localement e´qui-
valent3 a` un pavage dont les tuiles sont des d-cubes.
Ce dernier fait est prouve´ directement dans l’article de Sadun et Williams.
Il s’agit de remplacer les bords des tuiles par des zigzags de longueur entie`re et
paralle`les aux axes de coordonne´es. Ce remplacement des areˆtes par des zigzags
est fait de manie`re localement e´quivalente.
Ce dernier fait entraˆıne facilement l’existence d’un home´omorphisme bi-
lipschitzien (en fait, il s’agit meˆme d’une conjugaison topologique) entre l’espace
de pavage Ω, et l’espace de pavage SΣ associe´ au pavage par des d-cubes. De
plus, l’image par ϕ de la transversale canonique est une transversale canonique
au sens de la de´finition 1.1.12, puisque l’ensemble des pointeurs de ϕ1(P ) est
3Deux pavages T et T ′ sont localement e´quivalents (ou mutuellement localement de´rivables)
si la configuration de T au voisinage d’un point x se de´duit de la configuration locale de T ′
autour du point x (et re´ciproquement), et si le caracte`re local est uniforme en x.
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localement de´rivable de ϕ1(P ), et que ϕ(P ) (et ses pointeurs) sont localement
de´rivables de ϕ1(P ).
Par conse´quent, on a bien le re´sultat, a` savoir que Ω est home´omorphe par
un home´omorphisme bi-lipschitzien a` la suspension d’un sous-de´calage de Zd, et
que l’home´omorphisme envoie une transversale canonique sur une transversale
canonique.
6.3.2 Complexite´ des pavages et des mots
The´ore`me 6.3.3. Soit Ω un espace de pavages de dimension d ve´rifiant les
hypothe`ses du the´ore`me de Sadun et Williams, muni d’une transversale cano-
nique Ξ. On appelle pΞ la fonction de complexite´ associe´e a` Ξ. Alors il existe
un sous-de´calage Σ de Zd, dont la suspension est home´omorphe a` Ω, et dont la
fonction de complexite´ pΣ se comporte asymptotiquement comme p en le sens
suivant : il existe C1, C2, k1, k2 > 0 tels que pour tout n assez grand,
C1pΞ(k1n) ≤ pΣ(n) ≤ C2pΞ(k2n).
De´monstration. On sait (the´ore`me 6.1.3), que pΞ(n) et N1/n(Ξ) sont e´quiva-
lentes. Par ailleurs, l’home´omorphisme ϕ de Sadun–Williams entre Ω et la sus-
pension de Σ (note´e SΣ) envoie transversale canonique sur transversale cano-
nique et est bi-lipschitzien (proposition 6.3.2). Donc N1/n(Ξ) et N1/n(ϕ(Ξ)) sont
e´quivalents. Par ailleurs, N1/n(ϕ(Ξ)) et pϕ(Ξ)(n) sont e´quivalentes, ou` pϕ(Ξ)(n)
est la fonction de complexite´ associe´e a` la transversale canonique ϕ(Ξ). Mais
si Ξ et Ξ′ sont deux transversales canoniques, les fonctions de complexite´ as-
socie´es sont e´quivalentes (proposition 1.1.20). Par conse´quent, les fonctions de
complexite´ pϕ(Ξ) et pΣ sont e´quivalentes, et on a le re´sultat.
Corollaire 6.3.4. Lorsque la complexite´ de Ω est majore´e par un polynoˆme,
l’encadrement ci-dessus devient :
C ′1pΞ(n) ≤ pΣ(n) ≤ C ′2pΞ(n),
pour tout n assez grand.
Ce re´sultat permet de relier la complexite´ utilise´e en dynamique symbolique
(y compris en plusieurs dimensions), et la complexite´ utilise´e dans l’e´tude des
pavages. On a vu que pour les pavages, la fonction de complexite´ ne pouvait
pas eˆtre canonique. La notion d’e´quivalence de fonctions de complexite´ semble
eˆtre une notion adapte´e a` notre propos, puisqu’un changement de norme dans
la de´finition d’un amas de taille n donne deux fonctions e´quivalentes. Le prix a`
payer pour ce point de vue est que nous ne pouvons pas regarder a` proprement
parler les valeurs de la fonction de complexite´, mais plutoˆt son comportement
asymptotique.
6.3.3 Complexite´ minimale
Nous appliquons le the´ore`me 6.3.3 pour discuter de proble`mes de complexite´
minimale des mots et des pavages. On a de´ja` mentionne´ au chapitre 1 que si
la fonction de complexite´ d’un pavage e´tait borne´e, alors il e´tait comple`tement
pe´riodique. Nous e´nonc¸ons le re´sultat suivant, duˆ a` Morse et Hedlund.
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The´ore`me 6.3.5 (Morse–Hedlund [49]). Soit w un mot bi-infini de dimension 1
sur un alphabet fini A. Soit p la fonction de complexite´ telle que p(n) est l’en-
semble des sous-mots de longueur n de w. S’il existe n0 ∈ N tel que p(n0) ≤ n0,
le mot w est pe´riodique.
Nous voyons que ce re´sultat est nettement plus puissant, puisqu’il suffit
que la fonction de complexite´ ne croisse pas assez vite pour que le mot soit
pe´riodique (et en particulier pour que p soit borne´e). La pre´cision de ce re´sultat
(l’existence d’un unique n0 tel que p(n0) ≤ n0) n’est pas a` la porte´e des me´thodes
de´veloppe´es dans ce chapitre (puisque la fonction de complexite´ n’est conside´re´e
qu’asymptotiquement, et a` une constante pre`s). Une reformulation plus adapte´e
a` nos me´thodes est la suivante.
Corollaire 6.3.6. Soit w un mot bi-infini de dimension 1, ape´riodique. Soit p
une fonction de complexite´ associe´e. Alors on a, pour tout n assez grand :
p(n) ≥ Cn,
ou` C > 0. De manie`re e´quivalente :
lim inf
n→+∞
p(n)
n
> 0.
Ce re´sultat se ge´ne´ralise pour des mots d-dimensionnels : si w est un mot
non totalement pe´riodique, alors pw(n)/n > C > 0, pour tout n assez grand.
La preuve est relativement simple, et consiste a` utiliser le the´ore`me de Morse–
Hedlund. La preuve est faite par Cassaigne [13]. Un re´sultat analogue a e´te´
prouve´ par Lagarias et Pleasants pour les ensembles de Delone en dimension
quelconque, voir [43].
Il existe d’autres questions plus pre´cises que l’on peut se poser : Quelle est
la complexite´ minimale d’un pavage (ou d’un mot) sans pe´riode et re´pe´titif ? De
manie`re e´quivalente, quelle est la complexite´ en dessous de laquelle un pavage
a ne´cessairement une pe´riode ? Ou encore plus pre´cise´ment, peut-on de´terminer
le rang du groupe des pe´riodes d’un pavage uniquement a` partir de sa fonction
de complexite´ ? Cette dernie`re question fait l’objet d’une conjecture de Lagarias
et Pleasants.
Conjecture 6.3.7 (Lagarias–Pleasants, conj. 2.2 dans [43]). Soit d une di-
mension fixe´e. Pour tout couple de constantes 0 < r < R et tout , j ∈ J1, dK,
il existe une constante cj := cj(r,R, d) qui ve´rifie la proprie´te´ suivante. Tout
(r,R)-ensemble de Delone D (de´finition 1.1.3) de fonction de complexite´ p qui
satisfait l’ine´galite´
p(n)
nd+1−j
< cj
pour tout n assez grand, alors le groupe des pe´riodes de D est de rang au moins
j.
De meˆme que pour le the´ore`me de Morse–Hedlund, nous donnons une version
asymptotique de ce re´sultat qui permet de faire disparaˆıtre les constantes.
Conjecture 6.3.8 (Lagarias–Pleasants, version asymptotique). Soit Ω un es-
pace de pavages re´pe´titif et de complexite´ locale finie. Soit p une fonction de
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complexite´. On suppose que p ve´rifie :
lim sup
n→+∞
p(n)
nd+1−j
= 0.
Alors le groupe des pe´riodes des pavages de Ω est de rang au moins j.
En particulier, la contrapose´e de ce re´sultat pour j = 1 affirme que tout
pavage ape´riodique et re´pe´titif de complexite´ locale finie ve´rifie :
lim sup
n→+∞
p(n)
nd
> 0.
Notons que l’on doit utiliser ici une limite supe´rieure et non une limite infe´-
rieure : ce n’est pas anodin, et l’analogue avec une limite infe´rieure serait faux,
au moins pour d ≥ 3.
The´ore`me 6.3.9 (Lagarias–Pleasants, the´ore`me. 2.2 dans [43]). En dimension
d ≥ 3, pour tout ε > 0, il existe un ensemble de Delone re´pe´titif et ape´riodique,
note´s D, qui ve´rifie :
lim inf
n→+∞
p(n)
n⌈(n+1)/2⌉+ε
= 0,
pour tout ε > 0, ou` ⌈x⌉ de´signe la partie entie`re supe´rieure de x.
Le the´ore`me de Sadun renforce´ (et sa conse´quence, le the´ore`me 6.3.3) per-
mettent de faire le lien entre complexite´ des pavages et complexite´ des mots.
Nous l’utilisons pour comparer la conjecture de Lagarias–Pleasants a` la conjec-
ture de Nivat en the´orie des mots. Nous montrons que des re´sultats partiels
obtenus sur la conjecture de Nivat suffisent a` montrer la conjecture de Lagarias–
Pleasants en dimension 2. Re´ciproquement, nous montrons que la construction
du the´ore`me 6.3.9 fait peser de se´rieux doutes sur la possibilite´ de ge´ne´raliser la
conjecture de Nivat en dimension supe´rieure.
Conjecture 6.3.10 (Nivat [51]). Soit w un mot de dimension deux sur un
alphabet fini A. Soit p(n,m) la fonction de complexite´ rectangulaire : p(n,m)
de´signe le nombre de facteurs rectangulaires distincts de w de taille n×m. S’il
existe (n0,m0) ∈ N2 tels que
p(n0,m0) ≤ n0m0,
alors le mot w a au moins une pe´riode.
La version asymptotique de cette conjecture serait la suivante (nous rem-
plac¸ons e´galement la complexite´ rectangulaire par une fonction de complexite´
quelconque comme de´finie au chapitre 1) :
Conjecture 6.3.11 (Nivat, version asymptotique). Soit w un mot de dimension
deux sur un alphabet fini A. Soit p une fonction de complexite´. Alors
lim inf
n→+∞
p(n)
n2
> 0.
Or, il se trouve qu’une version faible de la conjecture de Nivat a e´te´ prouve´e,
et qu’elle implique en particulier sa version asymptotique.
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The´ore`me 6.3.12 (Epifanio–Koskas–Mignosi [23]). On conside`re un mot de
dimension deux, w ∈ AZ2 . Soit p(n,m) la complexite´ rectangulaire. S’il existe
(n0,m0) tels que p(n0,m0) ≤ n0m0/144, alors w a au moins une pe´riode.
Ce the´ore`me permet donc d’affirmer que la conjecture de Nivat asymptotique
est vraie. Le the´ore`me 6.3.3 permet d’affirmer qu’elle tient donc aussi pour les
pavages de dimension 2.
Corollaire 6.3.13. Soit P un pavage de dimension 2, ve´rifiant les hypothe`ses
du the´ore`me de Sadun et Williams. Si P est comple`tement ape´riodique, alors il
existe C > 0 tel que pour tout n assez grand, on a :
p(n) ≥ Cn2.
Ainsi, en combinant le corollaire pre´ce´dent avec le corollaire du the´ore`me de
Morse–Hedlund, on obtient la proposition suivante.
Proposition 6.3.14. La conjecture de Lagarias–Pleasants asymptotique est sa-
tisfaite pour les pavages de dimension deux.
Re´ciproquement, si on combine le the´ore`me 6.3.3 et la construction de La-
garias et Pleasants (the´ore`me 6.3.9), on a :
Proposition 6.3.15. Pour tout d ≥ 3, il existe un mot w de dimension d,
comple`tement ape´riodique et re´pe´titif, dont la fonction de complexite´ p ve´rifie
pour tout ε > 0 :
p(n) ≤ εnd
infiniment souvent.
En particulier (mis a` part le fait que l’on a change´ la complexite´ rectangulaire
par une fonction de complexite´ (( usuelle ))), cette dernie`re proposition montre
que la conjecture de Nivat ne peut eˆtre ge´ne´ralise´e en dimension supe´rieure ou
e´gale a` 3, meˆme pour des pavages re´pe´titifs.
Annexe A
Limites inverses de graphes
de Rauzy
Nous montrons dans cet appendice qu’un espace de pavage de dimension
un est home´omorphe a` la limite inverse des graphes de Rauzy associe´s (de´fini-
tion A.1.1).
Les graphes de Rauzy sont traditionnellement associe´s a` un mot infini ; ce
sont des objets combinatoires. Ici, nous associons un mot a` un pavage de di-
mension 1, nous construisons les graphes de Rauzy a` partir du mot, et nous
montrons que sous certaines conditions (ape´riodicite´ et re´pe´titivite´), l’espace
associe´ au pavage est home´omorphe a` la limite inverse des graphes. Il faut pour
cela conside´rer les graphes de Rauzy comme des graphes topologiques. Nous le
faisons de manie`re arbitraire, ce qui nous permet d’avoir un home´omorphisme,
mais nous fait perdre espoir d’obtenir une conjugaison topologique (voir [14]).
Les graphes de Rauzy sont tre`s similaires aux complexes de Ga¨hler, et la
preuve de l’home´omorphisme est inspire´e des re´sultats pre´existants, notamment
ceux d’Anderson–Putnam [1], et Ga¨hler–Sadun [60].
A.1 De´finition des graphes de Rauzy
Soit w un mot bi-infini sur un alphabet fini A. On note :
w = . . . w−2w−1.w0w1w2 . . .
Nous redonnons la de´finition des graphes de Rauzy associe´s au mot w.
De´finition A.1.1. Pour tout n ∈ N∗, on appelle Fn(w) l’ensemble des sous-
mots (ou facteurs) de w de taille n. Le n-e`me graphe de Rauzy Rn associe´ a` w
est un graphe oriente´ de´fini par :
– un ensemble de sommets Vn := Fn(w) ;
– un ensemble d’areˆtes oriente´es En, tel qu’il y a une areˆte de a1 . . . an ∈ Vn
vers b1 . . . bn ∈ Vn si ai = bi−1 pour tout i ∈ J2, nK, et si le mot a1 . . . anbn
est un facteur de w.
On note afb l’areˆte oriente´e de af vers fb, ou` a, b ∈ A et f ∈ Fn−1, de
sorte que af, fb ∈ Vn. Une telle areˆte existe, par de´finition, si et seulement si
afb ∈ Fn+1.
90 annexe a. limites inverses de graphes de rauzy
Les graphes de Rauzy sont tout a` fait adapte´s pour e´tudier les proprie´-
te´s combinatoires des mots, et en particulier la complexite´, puisque le nombre
d’areˆtes de Rn est e´gal au nombre de facteurs de longueur n, et le nombre
d’areˆtes de Rn est e´gal au nombre de facteurs de longueur n+ 1.
Tels qu’on les a de´finis, ces graphes sont des objets combinatoires. Cela dit, il
est possible (et nous le ferons), de les conside´rer comme des objets topologiques :
chaque areˆte est une copie du segment [0, 1] dont les extre´mite´s sont recolle´es
sur des points correspondant aux sommets.
A.2 Limite inverse de graphes de Rauzy
Montrons maintenant que l’on peut de´finir une suite d’applications de pro-
jection
γn : Rn+1 −→ Rn
continues et surjectives, de sorte que la limite inverse des graphes de Rauzy sous
ces applications est home´omorphe a` la suspension du sous-de´calage engendre´ par
w.
Le fait qu’on peut raccourcir un mot de longueur n+1 en un mot de longueur
n permet de de´finir des applications de projection γn. Cette de´finition ne´cessite
ne´anmoins un choix.
De´finition A.2.1. On de´finit γn : Rn+1 → Rn de la manie`re suivante. Si n est
pair, γn est de´fini par :
– γn(a := a1 . . . an+1) = a1 . . . an, ou` a ∈ Sn+1 (on enle`ve une lettre a`
droite) ;
– s’il existe e ∈ En de a vers b, alors il existe dans Rn une areˆte de γn(a)
vers γn(b). L’application γn envoie alors e sur cette areˆte, et sa restriction
a` e est la fonction identite´ sur le segment [0, 1].
Si n est impair, γn est de´fini similairement par :
– γn(a := (a1 . . . an+1)) = a2 . . . an+1, ou` a ∈ Sn+1 (on enle`ve une lettre a`
gauche) ;
– la de´finition de γn sur les areˆtes est exactement la meˆme.
Proposition A.2.2. Les applications γn sont continues et surjectives.
De´monstration. La preuve est directe.
On peut maintenant construire la limite projective du syste`me (Rn, γn).
De´finition A.2.3. La limite projective du syste`me (Rn, γn)n∈N∗ est le sous-
ensemble suivant de
∏
n∈N∗ Rn :
lim←−
(
Rn, γn
)
n∈N∗ :=
{
(x1, x2, . . .) ∈
∏
n∈N∗
Rn ; ∀n ∈ N∗, γn(xn+1) = xn
}
.
La topologie de la limite inverse est induite par la topologie du produit. C’est
un ensemble compact, comme sous-ensemble ferme´ d’un ensemble compact.
The´ore`me A.2.4. Soit w un mot bi-infini sur l’alphabet A. Soit Σw le sous-
de´calage de AZ engendre´ par w. On note Ωw la suspension (de´finition 1.2.2) de
(Σw, τ). Alors on a un home´omorphisme :
Ωw ≃ lim←− (Rn, γn)n∈N∗ .
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La preuve s’inspire des travaux similaires [1, 60].
De´monstration. Construisons un home´omorphisme entre X := lim←−nRn et Ω :=
Ωw. Pour tout n ∈ N∗, on de´finit une application ψn : Ω → Rn. A` partir de
ces applications, nous construirons ψ : Ω → X, qui sera l’home´omorphisme
recherche´. Soit P ∈ Ω. Alors P = (m, t) pour un certain m ∈ Σw, et t dans
[0, 1[. On note m = (mi)i∈Z. De´finissons alors ψn(P ) comme suit, selon la parite´
de n :
– si n est pair (n = 2p), on conside`re les sommets s1 et s2 de Rn de´finis par
les mots suivants :
s1 := m−p . . .mp−1 ;
s2 := m−p+1 . . .mp.
Il existe une areˆte oriente´e, isome´trique a` [0, 1], de s1 vers s2. Alors ψn(P )
est de´fini comme le point en position t ∈ [0, 1] sur cette areˆte.
– si n est impair, (n = 2p + 1), on conside`re les sommets s1 et s2 de Rn
de´finis par les mots suivants :
s1 := m−p−1 . . .mp−1 ;
s2 := m−p . . .mp.
ψn(P ) est de´fini comme le point en position t ∈ [0, 1] sur l’areˆte de s1 vers
s2.
Un calcul direct montre que les ψn commutent aux γn :
ψn = γn+1 ◦ ψn+1
De ce fait, les applications ψn permettent de de´finir une application ψ : Ω→ X.
Il nous faut ve´rifier que ψ est bijective et continue. Par compacite´ de Ω, cette
application sera un home´omorphisme.
Soit P, P ′ ∈ Ω. On e´crit P = (m, t) et P ′ = (m′, t′), avec t, t′ ∈ [0, 1[. On
suppose que P 6= P ′. Si t 6= t′, alors il est clair que ψn(P ) 6= ψn(P ′) pour tout
n, et par conse´quent, ψ(P ) 6= ψ(P ′). Si t = t′, alors m 6= m′, et donc il existe
un p ∈ N∗ tel que
m−p−1 . . .mp−1 6= m′−p−1 . . .m′p−1
Par conse´quent, ψ2p+1(P ) et ψ2p+1(P
′) n’appartiennent pas a` la meˆme areˆte
de R2p+1, et ne peuvent donc eˆtre e´gales. Dans tous les cas, si P 6= P ′ alors
ψ(P ) 6= ψ(P ′). Cela prouve l’injectivite´ de ψ.
Montrons que ψ est surjective. E´tant donne´ x = (xn)n∈N ∈ X, construisons
un ante´ce´dent de x dans Ω. Par construction, il existe au plus une areˆte entre
deux sommets fixe´s dans un graphe de Rauzy. Par conse´quent, l’e´le´ment xn ∈ Rn
est entie`rement de´termine´ par les deux sommets sn et s
′
n (respectivement la
source et le but de l’areˆte), et par un re´el tn ∈ [0, 1[, qui parame`tre la position
sur l’areˆte. Il est clair que tn =: t ne de´pend pas de n (du fait de la commutation
des ψn et des γn). A` partir de la suite des sn, on construit un mot bi-infini :
par les conditions de commutation, chaque sn est une extension de sn−1 soit
par la droite, soit par la gauche (de´pendant de la parite´ de n). On de´finit donc
m comme le mot bi-infini obtenu comme l’union croissante de ces mots finis. Le
facteur sn = s
(1)
n . . . s
(n)
n se trouvera en position suivante (disons pour n pair) :
m = . . . s(1)n . . . s
(n/2)
n · s(n/2+1)n . . . s(n)n . . .
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ou` le point se situe juste avant la lettre d’indice 0 dem. On ve´rifie que (m, t) ∈ Ω
est une pre´image de (xn)n∈N.
Enfin, montrons que ψ est continue. On se rappellera de la de´finition de la
topologie d’une suspension (de´finition 1.2.2). Soit P ∈ Ω, et V un voisinage
ouvert de x := ψ(P ). Alors V est de la forme
V = V1 × . . .× Vn ×
∏
i>n
Ri,
ou` les Vi sont des voisinages des xi := ψi(P ) dans Ri. Montrons que ψ
−1(V )
contient un ensemble ouvert contenant P . Il nous faut conside´rer deux cas :
1. Si P = [(m, t)] avec t ∈ ]0, 1[, alors on peut se restreindre a` des Vi tels
que pour tout i ≤ n, Vi est un voisinage ouvert de xi entie`rement inclus
dans une areˆte de Rn. De plus, si on note comme ci-dessus xi = (si, s
′
i, t),
l’union des sn et des s
′
n de´finit un mot fini de longueur n+1 centre´ en ze´ro,
qui lui-meˆme de´finit une partie ouverte de Σw. On appelleW ce voisinage.
Enfin, comme les Vi sont tous inclus dans des areˆtes isome´triques a` [0, 1],
chacun de ces intervalles de´finit Ii de ]0, 1[. On appelle I leur intersection
(finie) ; c’est un intervalle ouvert contenant t. Alors U(W, I) est une partie
ouverte de Ω inclue dans ψ−1(V ), et contenant P .
2. Si P = [(m, 0)], la construction est similaire. On construit un sous-mot fini
de m, lequel de´finit un voisinage W dans Σw, et tel que ψ
(
[(W, 0)]
) ⊆ V .
Puis, on remarque que les Vi de´finissent un certain nombre de voisinages
de 1 dans [0, 1] (qui correspondent aux fle`ches entrantes sur les graphes),
et un certain nombre de voisinages de 0 dans [0, 1] (qui correspondent aux
fle`ches sortantes). On appelle Ik tous les voisinages de 1 (avec i ∈ J1, nK),
et Jk les voisinages de 0. On de´finit maintenant I comme l’intersection
de tous les Ik, et J comme celle de tous les Jk. Finalement, on de´finit
I ′ = (J − 1) ∪ I, qui est un voisinage de 0 dans R. Alors U(W, I ′) est une
partie ouverte de Ω incluse dans ψ−1(V ), et contenant P .
La continuite´ de ψ est ainsi montre´e. Par compacite´ de Ωw, il est automatique
que ψ est un home´omorphisme, et la preuve est acheve´e.
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