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Resumo
Na dissertac¸a˜o foi estudado um problema el´ıptico em um domı´nio limitado com bordo
Lipschitz. Parte da fronteira deste domı´nio esta´ em movimento e oscila rapidamente na
varia´vel que representa o espac¸o, caracterizando-se assim como um problema de fronteira
livre com multi escala. Este problema tem aplicac¸o˜es, por exemplo, na construc¸a˜o de
filmes semicondutores, levando-se em considerac¸a˜o que a superf´ıcie do filme se altera pela
deposic¸a˜o de vapor qu´ımico. O estudo de tal modelo nos remete a questo˜es de existeˆncia
e unicidade para um sistema el´ıptico com condic¸o˜es de bordo do tipo misto acoplado a`
uma equac¸a˜o hiperbo´lica atrave´s de uma condic¸a˜o de fronteira livre. Ale´m disso, um
resultado de aproximac¸a˜o por homogeneizac¸a˜o e´ demonstrado. De fato, provamos uma
estimativa na norma H1 para o erro que se comete ao aproximar a fronteira livre real por
uma fronteira livre homogeneizada.
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Abstract
In this dissertation we study an elliptic problem in a bounded Lipschitz domain. Part
of the boundary is moving and oscillates rapidly in the variable representing the space.
Thus, we have a multi-scale free boundary problem. This problem has applications, for
instance, in the construction of semiconductor films taking into account that the surface
of the film is changing by chemical vapor deposition. The study of such a model leads us
to questions of existence and uniqueness for a system involving an elliptic equation with
mixed boundary conditions coupled to a hyperbolic equation by means of a free boundary
condition. Furthermore, a result on approximation by homogenization is shown. In fact,
an estimate in terms of the H1-norm of the error committed by to approximate the real
free boundary problem by the homogenized one is proved.
vii
Suma´rio
Introduc¸a˜o 1
1 Caracterizac¸a˜o do problema e lemas de homogeneizac¸a˜o 4
1.1 Apresentac¸a˜o do problema . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.2 Alguns lemas de homogeneizac¸a˜o . . . . . . . . . . . . . . . . . . . . . . . 6
2 O problema homogeneizado 13
2.1 Derivac¸a˜o formal do problema homogeneizado . . . . . . . . . . . . . . . . 13
2.2 Existeˆncia e unicidade de soluc¸a˜o para o problema homogeneizado . . . . . 15
3 O problema heterogeˆneo 20
3.1 Existeˆncia de soluc¸a˜o para o sistema (1.1)–(1.7) . . . . . . . . . . . . . . . 20
3.2 Unicidade de soluc¸a˜o para o sistema (1.1)–(1.7) . . . . . . . . . . . . . . . 26
4 Convergeˆncia a` soluc¸a˜o homogeneizada 30
4.1 Notac¸o˜es e apresentac¸a˜o do resultado principal . . . . . . . . . . . . . . . . 30
4.2 Demonstrac¸a˜o do teorema 4.1 . . . . . . . . . . . . . . . . . . . . . . . . . 37
A Alguns resultados ba´sicos utilizados 38
B O me´todo das caracter´ısticas 40
Refereˆncias Bibliogra´ficas 41
viii
Introduc¸a˜o
Nesta dissertac¸a˜o consideraremos um problema de homogeneizac¸a˜o para a equac¸a˜o de
Poisson com condic¸o˜es de fronteira mistas em um domı´nio para o qual parte da fronteira
varia no tempo e e´ rapidamente oscilante na varia´vel que representa o espac¸o. Este
problema modela uma das etapas do processamento de filmes semicondutores levando-se
em considerac¸a˜o que a superf´ıcie do filme esta´ mudando com o tempo por deposic¸a˜o de
vapor qu´ımico. Mais especificamente, um filme semicondutor e´ constru´ıdo numa pastilha,
isto e´, estrutura cil´ındrica de um cristal, geralmente o sil´ıcio, com diaˆmetro de 10–16 cm.
A pastilha sofre alterac¸o˜es numa caˆmara de reac¸a˜o, onde o fluxo g e´ injetado do topo da
caˆmara fazendo com que o vapor qu´ımico (plasma) se espalhe pela superf´ıcie da pastilha.
Pore´m, essa superf´ıcie ja´ e´ subdividida em muitas regio˜es pequenas e de diferentes escalas,
que sa˜o os componentes dos trans´ıstores. Cada trans´ıstor e´ de dimensa˜o linear menor que
10−6 m; tem um condutor meta´lico no centro de sua face superior e isolante de o´xido de
sil´ıcio no bordo [10]. Sendo assim, as propriedades f´ısicas da superf´ıcie da pastilha variam
significativamente, o que podemos denominar de um problema de multi escala.
Matematicamente, como um modelo simplificado, podemos supor que a concentrac¸a˜o
de plasma uε = uε(x, y, t) se difunde atrave´s da equac¸a˜o
∆uε = 0
no domı´nio
Ωε(t) =
{
(x, y) ∈ R2;−a < x < a, εf ε(x, t) < y < b} .
Para cada t, a func¸a˜o f ε descreve a superf´ıcie do filme, a qual e´ desconhecida a priori.
Assim, para resolvermos este modelo, devemos encontrar uε e
Γε(t) = {(x, y) | y = εf ε(x, t)}.
Trata-se, portanto, de um problema de fronteira livre, isto e´, parte da fronteira do domı´nio
considerado depende da soluc¸a˜o a ser encontrada.
Sob a fronteira livre, vamos supor que a deposic¸a˜o e´ dada por condic¸o˜es de bordo do
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Figura 1: Representac¸a˜o do domı´nio
tipo Robin:
∂uε
∂νε
+ puε = 0 em Γε(t),
onde νε e´ a normal exterior a` Γε(t) e p e´ rapidamente oscilante.
Nas demais partes da fronteira de Ωε(t), vamos impor que
∂xu
ε = 0 em x = ±a,
e
uε = g(x, t) em y = b.
Surge aqui o primeiro ponto delicado da ana´lise desse tipo de problema: ale´m das
condic¸o˜es de fronteira naturais acima necessa´rias para o estudo da equac¸a˜o de Poisson,
devemos ter uma condic¸a˜o que relaciona a soluc¸a˜o procurada com a fronteira livre Γε(t).
Tal condic¸a˜o se escreve para o nosso problema como sendo
∂tf
ε = puε
[
1 + (ε∂xf
ε)2
]1/2
.
Dessa forma, encontrar uma soluc¸a˜o para o problema que queremos modelar e´ equi-
valente a` encontrar uma soluc¸a˜o (uε, f ε) para o sistema de equac¸o˜es acima: uma equac¸a˜o
de difusa˜o para a concentrac¸a˜o uε em Ωε(t) acoplada, atrave´s da condic¸a˜o de fronteira
livre, com uma equac¸a˜o hiperbo´lica para a func¸a˜o f ε que descreve a evoluc¸a˜o da fronteira
livre Γε(t).
O sistema homogeneizado dado por
∆u0 = 0 em Ω0 = {−a < x < a, 0 < y < b},
u0 = g(x, t) em y = b,
∂xu0(±a, y, t) = 0,
∂yu0 + Pu0 = 0 em y = 0
2
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juntamente com a equac¸a˜o hiperbo´lica:
∂tf(x, ξ, t) = p(x, ξ, t)u0(x, 0, t)
[
1 + (∂ξf(x, ξ, t))
2]1/2
e
f(x, ξ, 0) = f 0(x, ξ)
permite-nos estudar o problema e obter estimativas em H1, calculando assim, o erro que
se comete ao aproximar a fronteira livre da fronteira homogeneizada.
No cap´ıtulo 1 deduziremos com mais detalhes o modelo geral. E´ preciso observar
tambe´m que, uma dificuldade extra e´ dada pela dinaˆmica da fronteira livre pro´ximo
da fronteira fixada. Para lidar com este problema, necessitamos introduzir hipo´teses de
ortogonalidade no contato entre estes dois conjuntos. Tais hipo´teses se traduzem em uma
condic¸a˜o de fluxo nulo atrave´s das fronteiras laterais.
No Cap´ıtulo 2 estabelecemos formalmente o problema homogeneizado associado ao
sistema acima, isto e´, os dados e a fronteira livre oscilante sa˜o trocados por aproximac¸o˜es
fict´ıcias homogeneizadas cujas caracter´ısticas globais sa˜o, pelo menos formalmente, boas
aproximac¸o˜es para o modelo inicial. Nesse mesmo cap´ıtulo estabelecemos existeˆncia e
unicidade de uma soluc¸a˜o cla´ssica para o sistema homogeneizado obtido.
No Cap´ıtulo 3 demonstramos que o problema real (heterogeˆneo) possui uma u´nica
soluc¸a˜o (cla´ssica).
Finalmente, no Cap´ıtulo 4, provamos um resultado que nos da´ uma estimativa do
erro cometido ao se aproximar o problema heterogeˆneo pelo homogeˆneo na norma H1.
Resultados gerais da Teoria de Homogeneizac¸a˜o sa˜o demonstrados no Cap´ıtulo 1.
Adicionamos ainda o Apeˆndice A com alguns resultados que necessitamos no decorrer do
texto e o Apeˆndice B descrevendo rapidamente o me´todo das caracter´ısticas.
Os resultados apresentados nesta dissertac¸a˜o sa˜o baseados nos trabalhos de Friedman
et all em [11], [12] e [13]. Poss´ıveis desdobramentos podem ser encontrados em [12], onde
um problema de controle o´timo e´ considerado. Um problema ana´logo onde o movimento
da fronteira livre esta´ acoplado diretamente com a soluc¸a˜o foi considerado no artigo [15].
Gostar´ıamos de citar tambe´m que problemas em domı´nios com bordo oscilante, mas com
fronteira estaciona´ria, foram estudados, por exemplo, nos artigos [1], [2], [3] e [4].
3
Cap´ıtulo 1
Caracterizac¸a˜o do problema e lemas
de homogeneizac¸a˜o
Neste cap´ıtulo iniciamos o estudo do problema el´ıptico com fronteira livre na˜o esta-
ciona´ria, que modela uma das etapas do processamento de filme semicondutor. Descreve-
mos o sistema que o caracteriza, de modo a torna´-lo um modelo matema´tico apropriado,
incluindo condic¸o˜es iniciais, de bordo e de fronteira livre, bem como estabelecemos os
principais lemas de homogeneizac¸a˜o a serem usados ao longo deste trabalho.
1.1 Apresentac¸a˜o do problema
O processamento de filme semicondutor envolve diversas etapas. Estamos interessa-
dos em encontrar (uε, f ε), satisfazendo
∆uε = 0 em Ωε(t), (1.1)
onde Ωε(t) e´ um domı´nio bidimensional:
Ωε(t) =
{
(x, y) ∈ R2;−a < x < a, εf ε(x, t) < y < b} .
Denotaremos a fronteira livre por
Γε(t) = {(x, y); y = εf ε(x, t)}
que representa o movimento do bordo do filme semicondutor. Na fronteira livre, a taxa
de variac¸a˜o da concentrac¸a˜o e´ dada por
∂uε
∂νε
+ puε = 0 em Γε(t), (1.2)
onde νε e´ a normal exterior a Γε(t) e o coeficiente de absorc¸a˜o p esta´ oscilando rapidamente,
dependendo de um paraˆmetro pequeno ε > 0.
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Queremos agora determinar a velocidade normal exterior da fronteira livre. Para isso,
consideremos a curva γ : [−a, a]× R→ [−a, a]× Γε(t) definida por
γ(x, t) = (x, εf ε(x, t)).
Assim, para t fixado, o vetor tangente unita´rio de γ e´ escrito como
Tγ =
∂xγ
|∂xγ| =
1√
1 + (ε∂xf ε)2
(1, ε∂xf
ε).
O vetor normal Nγ e´ escolhido ortogonal a Tγ. Enta˜o com a pre´via escolha de Tγ, obtemos
Nγ =
1√
1 + (ε∂xf ε)2
(−ε∂xf ε, 1).
Sabendo que a evoluc¸a˜o da curva e´ definida pelo vetor normal em cada ponto (ver sec¸a˜o
2.4 de [5]) temos enta˜o a equac¸a˜o
∂tγ = −VNNγ,
onde VN e´ a velocidade normal exterior. Fazendo o produto interno em ambos os lados
da equac¸a˜o por −Nγ que e´ unita´rio, segue que
VN = − ε∂tf
ε
[1 + (ε∂xf ε)2]1/2
.
Como Γε(t) se move em uma escala da ordem de ε, temos que a equac¸a˜o de continuidade
na fronteira livre e´ dado por:
ε
∂uε
∂νε
= VN em Γε(t). (1.3)
Assim, por (1.2),
VN = −εpuε em Γε(t). (1.4)
Para completar a formulac¸a˜o do problema, escrevemos as condic¸o˜es de fronteira
uε = g em y = b, (1.5)
sem fluxo nos bordos laterais, isto e´,
∂xu
ε(±a, y, t) = 0 (1.6)
e com condic¸a˜o inicial
f ε(x, 0) = f 0. (1.7)
Assumiremos que as oscilac¸o˜es p e f 0 sa˜o da forma
p = p
(
x,
x
ε
, t
)
, f 0 = f 0
(
x,
x
ε
)
, (1.8)
5
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e ainda que
g(x, t), p(x, ξ, t), f 0(x, ξ) sa˜o func¸o˜es suaves, 1-perio´dica em ξ,
p ≥ p0 > 0, g ≥ 0, g 6≡ 0, e
∂xp(±a, ξ, t) = 0, ∂ξp(±a, ξ, t) = 0,
∂xf
0(±a, ξ) = 0, ∂ξf 0(±a, ξ) = 0.
(1.9)
As condic¸o˜es de (1.9) em x = ±a sa˜o cruciais na demonstrac¸a˜o de existeˆncia e
unicidade de soluc¸a˜o. A grosso modo significam que, pro´ximo das retas x = ±a, a
fronteira livre na˜o apresenta oscilac¸a˜o e e´ perpendicular a` estas retas (veja a introduc¸a˜o
da Sec¸a˜o 3.1).
1.2 Alguns lemas de homogeneizac¸a˜o
Os resultados aqui apresentados esta˜o formulados de modo geral e correspondem a`
teoria de homogeneizac¸a˜o. As demonstrac¸o˜es esta˜o baseadas em [18] e [11]. Adiante,
restringiremos ao nosso caso particular e indicaremos as devidas adaptac¸o˜es realizadas.
Necessitaremos do lema de imersa˜o abaixo.
Lema 1.1. Seja Ω ⊂ Rn um domı´nio limitado com bordo suave e Bδ = {x ∈ Ω, d(x, ∂Ω) <
δ}, δ > 0, onde d(x,A) denota a distaˆncia em Rn do ponto x ∈ Rn ao conjunto A ⊂ Rn.
Enta˜o existe δ0 > 0 tal que, para cada δ ∈ (0, δ0) e cada v ∈ H1(Ω), temos
‖v‖L2(Bδ) ≤ cδ1/2‖v‖H1(Ω),
onde c e´ uma constante independente de δ e v.
Demonstrac¸a˜o. Devido a suavidade de ∂Ω existe um δ0 > 0 suficientemente pequeno e
uma famı´lia de superf´ıcies suaves Sτ , τ ∈ [0, δ0], tais que Sτ e´ a fronteira de um domı´nio
Ωτ ⊂ Ω, Ωτ ⊃ Ωτ ′ se τ ′ > τ , Ω0 = Ω, c1τ ≤ d(x, ∂Ω) ≤ c2τ se x ∈ Sτ , τ ∈ [0, δ0],
c1, c2 = cte, Ω \ Ωτ ⊃ Bτ .
Usando a imersa˜o de L2(Sτ ) em H
1(Ωτ ) (Teorema 1.2 de [18]) temos que
‖v‖L2(Sτ ) ≤ c3‖v‖H1(Ωτ ),
onde c3 e´ uma constante dependendo somente de Ωτ . Ale´m disso,
‖v‖H1(Ωτ ) ≤ ‖v‖H1(Ω).
6
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Desse modo, temos ∫
Sτ
|v|2dS ≤ c4‖v‖2H1(Ωτ ) ≤ c4‖v‖2H1(Ω),
onde τ ∈ [0, δ0] e c4 e´ uma constante independente de τ . Integrando esta desigualdade
com respeito a τ de 0 a δ obtemos∫ δ
0
∫
Sτ
|v|2dSdτ ≤ c4
∫ δ
0
‖v‖2H1(Ω)dτ,
e usando coordenadas polares do lado esquerdo da desigualdade
‖v‖2L2(Bδ) ≤ c4δ‖v‖2H1(Ω).
donde segue o resultado.
O lema a seguir e´ importante ao estudarmos convergeˆncia em problemas de homo-
geneizac¸a˜o envolvendo termos na˜o lineares. De certa forma, ele nos da´ a convergeˆncia
fraca de func¸o˜es rapidamente oscilantes para sua me´dia. Veja, por exemplo, uma versa˜o
ana´loga na sec¸a˜o 5D de [1].
Lema 1.2. Seja g : Ω × Rn → R uma func¸a˜o mensura´vel e limitada, onde Ω e´ um
domı´nio limitado com bordo Lipschitz. Suponha que: g(x, ·) e´ 1-perio´dica e uniformemente
cont´ınua, para todo x ∈ Ω; g(·, ξ) e´ Lipschitz cont´ınua, uniformemente em ξ, isto e´,
|g(x, ξ)− g(x0, ξ)| ≤ Lg|x− x0|
para quaisquer x, x0 ∈ Ω e todo ξ ∈ Rn, onde Lg e´ uma constante que dependente somente
de g. Suponha ainda que∫
Q
g(x0, ξ)dξ = 0 para qualquer x0 ∈ Ω fixado, (1.10)
onde Q =]0, 1[n= {ξ : 0 < ξj < 1, j = 1, . . . , n}. Enta˜o a desigualdade∣∣∣∣∫
Ω
g
(
x,
x
ε
)
u(x)v(x)dx
∣∣∣∣ ≤ cε‖u‖H1(Ω)‖v‖H1(Ω) (1.11)
e´ va´lida para todo u, v ∈ H1(Ω), onde c e´ uma constante independente de ε ∈ (0, 1).
Ale´m disso, se F satisfaz as mesmas condic¸o˜es de g, exceto (1.10), enta˜o para qualquer
ψ ∈ L1(Ω), temos
∫
Ω
ψF
(
x,
x
ε
)
dx→
∫
Ω
ψFˆ (x)dx quando ε→ 0, (1.12)
onde Fˆ (x) =
∫
Q
F (x, ξ)dξ.
7
1.2 Alguns lemas de homogeneizac¸a˜o 8
Demonstrac¸a˜o. Seja Iε = {z ∈ Zn; ε(z + Q) ⊂ Ω}. Definamos Ω1 =
⋃
z∈Iε ε(z + Q),
G = Ω \ Ω1. Consideremos ainda as me´dias
m(x) = ε−n
∫
ε(z+Q)
g
(x
ε
, x
)
dx,
ζ(x) = ε−n
∫
ε(z+Q)
v(x)dx,
η(x) = ε−n
∫
ε(z+Q)
u(x)dx
para x ∈ ε(z +Q). Note que m, ζ e η sa˜o constantes em cada ε(z +Q).
Observe que em Ω1, temos
muv + (u− η)vg −m(u− η)v + η(v − ζ)g − η(v − ζ)m+ ζηg − ζηm = guv
Assim,∫
Ω
g
(
x,
x
ε
)
uvdx =
∫
G
g
(
x,
x
ε
)
uvdx+
+
∫
Ω1
muvdx+
∫
Ω1
(u− η)v
(
g
(
x,
x
ε
)
−m
)
dx+
+
∫
Ω1
η(v − ζ)
(
g
(
x,
x
ε
)
−m
)
dx+
∫
Ω1
ζη
(
g
(
x,
x
ε
)
−m
)
dx.
(1.13)
Sejam x0, x ∈ ε(z + Q). Sabendo que g e´ Lipschitz em x e uniformemente cont´ınua
em ξ, segue que, ∣∣∣g (x, x
ε
)
− g
(
x0,
x
ε
)∣∣∣ ≤ Lg|x− x0|.
Lembrando que
∫
Q
g
(
x0,
x
ε
)
dξ = 0 para qualquer x0 ∈ Ω segue que
|m(x)| = ε−n
∣∣∣∣∫
ε(z+Q)
(
g
(
x,
x
ε
)
− g
(
x0,
x
ε
))
dx
∣∣∣∣
≤ ε−n
∫
ε(z+Q)
∣∣∣(g (x, x
ε
)
− g
(
x0,
x
ε
))∣∣∣ dx
≤ ε−n
∫
ε(z+Q)
Lg|x− x0|dx
= ε−nLgε
∫
ε(z+Q)
dx
= Cε,
(1.14)
onde C e´ uma constante que independente de x, x0 e ξ. A estimativa em (1.14) e´ assegu-
rada para quase todo x ∈ Ω1, pois Ω1 =
⋃
z∈Iε ε(z +Q).
8
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Sabendo que ζ e η sa˜o constantes em ε(z +Q) e usando a desigualdade de Poincare´
para uma bola (Teorema A.2) nesse mesmo conjunto, temos
‖v − ζ‖L2(Ω1) ≤ C1ε‖∇v‖L2(Ω1),
‖u− η‖L2(Ω1) ≤ C1ε‖∇u‖L2(Ω1),
(1.15)
onde C1 e´ uma constante que depende apenas de Ω1.
Calculando a norma de η em L2(Ω1), obtemos pela desigualdade de Ho¨lder
‖η‖2L2(Ω1) =
∑
z∈Iε
∫
ε(z+Q)
(ε−n)2
∣∣∣∣∫
ε(z+Q)
u(x)dx
∣∣∣∣2 dy
=
∑
z∈Iε
ε−2nεn
∣∣∣∣∫
ε(z+Q)
u(x)dx
∣∣∣∣2
≤
∑
z∈Iε
ε−n
(∫
ε(z+Q)
|u(x)|2dx
)(∫
ε(z+Q)
dx
)
= ‖u‖2L2(Ω1).
(1.16)
O conjunto G pertence a ε˜-vizinhanc¸a de ∂Ω, com ε˜ = C2ε, e portanto, aplicando o Lema
1.1, temos
‖u‖L2(G) ≤ C3ε1/2‖u‖H1(Ω),
‖v‖L2(G) ≤ C3ε1/2‖v‖H1(Ω),
(1.17)
com C3 uma constante independente de ε, u e v.
Analisando a u´ltima integral de (1.13), notamos que:∫
Ω1
ζη
(
g
(
x,
x
ε
)
−m
)
dx = 0,
pois, como ζ e η sa˜o constantes em ε(z +Q), temos∫
Ω1
ζηg
(
x,
x
ε
)
dx =
∑
z∈Iε
∫
ε(z+Q)
ζηg
(
x,
x
ε
)
dx =
∑
z∈Iε
ζη
∣∣∣
ε(z+Q)
∫
ε(z+Q)
g
(
x,
x
ε
)
dx
=
∑
z∈Iε
ζηm
∣∣∣
ε(z+Q)
εn =
∑
z∈Iε
ζηm
∣∣∣
ε(z+Q)
∫
ε(z+Q)
dx =
∫
Ω1
ζηmdx
Agora, voltando em (1.13), segue que∣∣∣∣∫
Ω
g
(
x,
x
ε
)
uvdx
∣∣∣∣ ≤ ∣∣∣∣∫
G
g
(
x,
x
ε
)
uvdx
∣∣∣∣+ ∣∣∣∣∫
Ω1
muvdx
∣∣∣∣+
+
∣∣∣∣∫
Ω1
(u− η)v
(
g
(
x,
x
ε
)
−m
)
dx
∣∣∣∣+ ∣∣∣∣∫
Ω1
η(v − ζ)
(
g
(
x,
x
ε
)
−m
)
dx
∣∣∣∣ (1.18)
Analisaremos cada parcela de (1.18) aplicando em cada uma delas a desigualdade de
Ho¨lder.
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Usando (1.17) e sabendo que g e´ limitada, temos que:∣∣∣∣∫
G
g
(
x,
x
ε
)
uvdx
∣∣∣∣ ≤ C4‖u‖L2(G)‖v‖L2(G)
≤ C4ε‖u‖H1(Ω)‖v‖H1(Ω).
Por (1.14), ∣∣∣∣∫
Ω1
muvdx
∣∣∣∣ ≤ Cε‖u‖L2(Ω1)‖v‖L2(Ω1).
Usando (1.15) e notando que g −m tambe´m e´ limitada:∣∣∣∣∫
Ω1
(u− η)v
(
g
(
x,
x
ε
)
−m
)
dx
∣∣∣∣ ≤ C5‖u− η‖L2(Ω1)‖v‖L2(Ω1)
≤ C5ε‖∇u‖L2(Ω1)‖v‖L2(Ω1).
De (1.15) e (1.16):∣∣∣∣∫
Ω1
η(v − ζ)
(
g
(
x,
x
ε
)
−m
)
dx
∣∣∣∣ ≤ C6‖η‖L2(Ω1)‖v − ζ‖L2(Ω1)
≤ C6ε‖∇v‖L2(Ω1)‖u‖L2(Ω1).
Substituindo as expresso˜es acima em (1.18), obtemos∣∣∣∣∫
G
g
(
x,
x
ε
)
uvdx
∣∣∣∣ ≤ C4ε‖u‖H1(Ω)‖v‖H1(Ω) + Cε‖u‖L2(Ω1)‖v‖L2(Ω1)+
+ C5ε‖∇u‖L2(Ω1)‖v‖L2(Ω1) + C6ε‖∇v‖L2(Ω1)‖u‖L2(Ω1),
isto e´,∣∣∣∣∫
G
g
(
x,
x
ε
)
uvdx
∣∣∣∣ ≤ c[ε‖u‖H1(Ω)‖v‖H1(Ω)+
+ ε(‖u‖L2(Ω1) + ‖∇u‖L2(Ω1))(‖v‖L2(Ω1) + ‖∇v‖L2(Ω1))− ε‖∇u‖L2(Ω1)‖∇v‖L2(Ω1)]
≤ c[ε‖u‖H1(Ω)‖v‖H1(Ω) + ε‖u‖H1(Ω)‖v‖H1(Ω)]
= cε‖u‖H1(Ω)‖v‖H1(Ω).
Resta-nos mostrar (1.12). Para qualquer ψ ∈ C1(Ω), a convergeˆncia (1.12) e´ uma
consequeˆncia direta da desigualdade (1.11) para u = ψ, v = 1 e g
(
x, x
ε
)
= F (x, ξ)− Fˆ (x).
Aproximando uma dada ψ ∈ L1(Ω) por func¸o˜es em C1(Ω) e sabendo que F (ξ, x) e´
limitada, obtemos (1.12) para qualquer func¸a˜o ψ ∈ L1(Ω).
O lema a seguir e´ utilizado para concentrarmos a convergeˆncia pro´xima da fronteira
livre.
10
1.2 Alguns lemas de homogeneizac¸a˜o 11
Lema 1.3. Seja Γ = {0 ≤ x ≤ L}, L > 0 e seja g uma func¸a˜o cont´ınua em (x, ξ), x ∈ Γ,
ξ ∈ R, 1-perio´dica em ξ tal que ∫ 1
0
g(x, ξ)dξ = 0. (1.19)
Assumamos tambe´m que ∂xg e´ limitada. Enta˜o existe uma constante C tal que, para
quaisquer func¸o˜es u, v ∈ H1/2(Γ),∣∣∣∣∫ L
0
g
(
x,
x
ε
)
u(x)v(x)dx
∣∣∣∣ ≤ Cε1/2‖u‖H1/2(Γ)‖v‖H1/2(Γ) (1.20)
se 0 < ε < 1.
Demonstrac¸a˜o. Consideremos w = uv; assim, estimaremos∫
g
(
x,
x
ε
)
w(x)dx.
De (1.19) notamos que a integral
h(x, ξ) =
∫ ξ
0
g(x, ξ
′
)dξ
′
esta´ bem definida e e´ 1-perio´dica em ξ, o que nos permite concluir que e´ limitada. Como
∂ξh = g, temos:
∂xh
(
x,
x
ε
)
=
1
ε
g
(
x,
x
ε
)
+ ∂xh
∣∣∣
ξ=x/ε
(1.21)
Ale´m disso,
w(L)− w(0) =
∫ L
0
∂xw(x)dx
Integrando por partes e usando que h e´ limitada, podemos escrever∣∣∣∣∫ g (x, xε)w(x)dx
∣∣∣∣ = ε ∣∣∣∣∫ [ ddxh(x, xε)− ∂xh(x, ξ)∣∣∣ξ=x/ε
]
w(x)dx
∣∣∣∣
≤ ε
∣∣∣∣∫ [h(x, xε) ∂xw −
(
∂xh(x, ξ)
∣∣∣
ξ=x/ε
)
w(x)
]
dx
∣∣∣∣
+ ε
∣∣∣∣−h(0, 0)w(0) + h(L, Lε
)
w(L)
∣∣∣∣
≤ Cε‖w‖H1(Γ),
para qualquer w ∈ H1(Γ). Pela desigualdade de Ho¨lder e sabendo que g e´ limitada, segue
que ∣∣∣∣∫ g (x, xε)w(x)dx
∣∣∣∣ ≤ C‖w‖L2(Γ),
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para qualquer w ∈ L2(Γ).
Consideremos a func¸a˜o extensa˜o G(s) = g(s, s/ε), onde s ∈ (−∞,∞). Estendemos
tambe´m w a (−∞,∞) sem aumentar as normas L2, H1/2 e H1 mais que um fator C.
Denotemos por F a transformada de Fourier. Para qualquer w ∈ H1(−∞,∞), definimos
w1 e w2 pela transformada inversa de Fourier tais que
Fw1 = (1 + |ξ|2)−1/4Fw sgn{FwFG},
Fw2 = (1 + |ξ|2)1/4Fw sgn{FwFG}
(1.22)
Enta˜o
|FG|2|Fw|2 = |FG|2|Fw1||Fw2|,
pois o produto de Fw1 por Fw2 e´ igual a Fw. Lembremos que sgn(z) = z/|z|, se z 6= 0,
sgn(0) = 0. Assim, pelo Teorema de Plancherel
‖w1‖2H1 =
∫
(1 + |ξ|2)|Fw1|2dξ ≤
∫
(1 + |ξ|2)1/2|Fw|2dξ = ‖w‖2H1/2 ,
e
‖w2‖2L2 =
∫
|Fw2|2dξ ≤
∫
(1 + |ξ|2)1/2|Fw|2dξ = ‖w‖2H1/2 .
Pela desigualdade de Ho¨lder e por propriedades da transformada de Fourier (Teorema 2
da sec¸a˜o 4.3 de [6])∣∣∣∣∫ G(x)w(x)dx∣∣∣∣ = ∣∣∣∣∫ FGFwdξ∣∣∣∣
≤
(∫
|FG||Fw1|dξ
)1/2(∫
|FG||Fw2|dξ
)1/2
≤
(∫
FGFw1dξ
)1/2(∫
FGFw2dξ
)1/2
≤
(∫
Gw1dx
)1/2(∫
Gw2dx
)1/2
≤ C(ε‖w1‖H1)1/2‖w2‖1/2L2
≤ Cε1/2‖w‖2H1/2 ,
o que implica em (1.20)
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Cap´ıtulo 2
O problema homogeneizado
Neste cap´ıtulo vamos considerar o problema homogeneizado, derivando formalmente
o sistema que o compo˜e, bem como provando existeˆncia e unicidade para esse problema
para algum tempo T .
2.1 Derivac¸a˜o formal do problema homogeneizado
Suponhamos que (uε, f ε) seja uma soluc¸a˜o para o sistema (1.1)–(1.9), onde uε e´ a
concentrac¸a˜o e f ε e´ a func¸a˜o que determina o perfil da fronteira livre. Pelo Princ´ıpio do
Ma´ximo (Teorema A.1), uε ≥ 0. Ale´m disso, levando-se em considerac¸a˜o a expressa˜o para
VN e (1.4), temos:
−εpuε = − ε∂tf
ε
[1 + (ε∂xf ε)2]1/2
,
de onde segue
∂tf
ε = puε
[
1 + (ε∂xf
ε)2
]1/2
. (2.1)
Com isso, ∂tf
ε ≥ 0 e f ε e´ crescente em t, ou seja,
f ε(x, t) ≥ f ε(x, 0) = f 0
(
x,
x
ε
)
. (2.2)
Vamos assumir que
f ε(x, t) = f
(
x,
x
ε
, t
)
+O(ε) (2.3)
uε(x, y, t) = u0(x, y, t) +O(ε) (2.4)
onde a derivada de primeira ordem de O(ε) e´ O(1). Substituindo (2.3) e (2.4) em (2.1) e
desconsiderando o termo O(ε), temos
∂tf
(
x,
x
ε
, t
)
= p
(
x,
x
ε
, t
)
u0(x, y, t)
[
1 + (ε∂xf
ε)2
]1/2
. (2.5)
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Fazendo ξ = x/ε e derivando (2.3) obtemos
ε∂xf
ε(x, t) = ε∂xf(x, ξ, t) + ∂ξf(x, ξ, t).
Assim, desconsiderando termos de ordem O(ε) e observando que u0 e´ constante em relac¸a˜o
a y, reescrevemos (2.5) como
∂tf(x, ξ, t) = p(x, ξ, t)u0(x, 0, t)
[
1 + (∂ξf(x, ξ, t))
2]1/2 , (2.6)
e como f(x, ξ, 0) = f ε(x, 0), temos:
f(x, ξ, 0) = f 0(x, ξ). (2.7)
Usando novamente (2.4) e desprezando termos de ordem O(ε), vemos que a func¸a˜o
u0 satisfaz 
∆u0 = 0 em Ω0 = {−a < x < a, 0 < y < b},
u0 = g(x, t) em y = b,
∂xu0(±a, y, t) = 0.
(2.8)
Para completarmos a derivac¸a˜o formal do problema homogeˆneo, analisamos a con-
vergeˆncia de ft(x, ξ, t). Aplicando a segunda parte do Lema 1.2 a` func¸a˜o ∂tf(x, ξ, t) (para
t fixado), obtemos a convergeˆncia fraca
∂tf(x, ξ, t) ⇀
∫ 1
0
∂tf(x, ξ, t)dξ quando ε→ 0.
Mas, utilizando (2.6), segue que∫ 1
0
∂tf(x, ξ, t)dξ =
∫ 1
0
p(x, ξ, t)u0(x, 0, t)
[
1 + (∂ξf(x, ξ, t))
2]1/2 dξ
= P (x, t)u0(x, t),
(2.9)
onde
P (x, t) =
∫ 1
0
p(x, ξ, t)
[
1 + (∂ξf(x, ξ, t))
2]1/2 dξ. (2.10)
Por outro lado, definimos
F (x, t) =
∫ 1
0
f(x, ξ, t)dξ,
de maneira que ∫ 1
0
∂tf(x, ξ, t)dξ = ∂tF (x, t).
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Usando (2.3), podemos formalmente escrever
f(x, ξ, t) = f ε(εξ, t) +O(ε).
Assim, integrando ambos os lados desta igualdade no intervalo [0, 1], vemos que e´ natural
assumirmos que F (x, t) e´ flat em x. Com isso, temos que ∂xF (x, t) ' 0 e, consequente-
mente,
∂tF ' VN = −∂yu0. (2.11)
Portanto, de (2.9) e (2.11) obtemos
∂yu0 + Pu0 = 0 em y = 0 (2.12)
Assim, pelo menos formalmente, a func¸a˜o u0 satisfaz o problema el´ıptico homoge-
neizado (2.8) acoplado com a equac¸a˜o hiperbo´lica (2.6) para f(x, ξ, t) pela condic¸a˜o de
fronteira em y = 0 dada por (2.12). Na pro´xima sec¸a˜o demonstraremos que o sistema
(2.6)–(2.8) e (2.10), (2.12) possui uma u´nica soluc¸a˜o.
2.2 Existeˆncia e unicidade de soluc¸a˜o para o proble-
ma homogeneizado
Nesta sec¸a˜o vamos provar existeˆncia e unicidade para o sistema (2.6)–(2.12). A
demonstrac¸a˜o segue baseada em [11] e em algumas etapas utilizaremos te´cnicas de [13].
Procederemos usando o Princ´ıpio do Ma´ximo, estimativas el´ıpticas e o me´todo das carac-
ter´ısticas a fim de obtermos estimativas que nos auxiliara˜o aplicar o Teorema do ponto
fixo de Schauder.
Teorema 2.1. Suponhamos que g, p e f 0 satisfazem (1.8) e (1.9). Enta˜o existe T > 0
tal que o sistema (2.6)–(2.12) possui uma u´nica soluc¸a˜o cla´ssica (u0, f) para 0 ≤ t < T .
Ale´m disso,
∂ξf(±a, ξ, t) = 0, ∂xf(±a, ξ, t) = 0, para qualquer ξ ∈ (0, 1).
Demonstrac¸a˜o. A ideia e´ construir uma aplicac¸a˜o que provaremos ser uma contrac¸a˜o e
encontrar um ponto fixo. Para tanto, dividiremos a demonstrac¸a˜o em 4 passos.
Passo 1: Determinaremos o conjunto no qual queremos aplicar o teorema do ponto fixo.
Fixados M > 0, T > 0, definimos
KT = {P ∈ C([−a, a]× [0, T ]); ‖P‖L∞ ≤M‖p‖L∞ ; ∂xP (x, t) = 0 em x = ±a}.
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Para cada P ∈ KT , a Teoria do Potencial (sec¸a˜o 6.5 de [16] ou o Teorema 6.31 de [14])
nos fornece uma soluc¸a˜o de (2.8) e (2.12). Seja u0 esta soluc¸a˜o. Pelo Princ´ıpio do Ma´ximo
(Sec¸a˜o 2.6 de [20]), temos que
‖u0(·, t)‖L∞(Ω0) ≤ ‖g(·, t)‖L∞([−a,a]),
para todo t ∈ [0, T ]. A teoria de regularidade el´ıptica para o problema de Neumann
(cap´ıtulo 1 de [19]) implica que, para qualquer t ∈ [0, T ], u0(·, t) ∈ Cα(Ω0), 0 < α < 1.
Ale´m disso, o fato de termos continuidade da soluc¸a˜o de (2.8) e (2.12) com relac¸a˜o aos
dados de bordo implica que t 7→ u0(·, t) e´ cont´ınua (veja o Lema 3.2 para uma situac¸a˜o
ana´loga). Assim,
u0 ∈ C([0, T ], Cα(Ω0)), 0 < α < 1.
Passo 2: Vamos obter a segunda parte do teorema. Seja f soluc¸a˜o do problema hi-
perbo´lico (2.6) e (2.7) com u0 sendo a func¸a˜o do Passo 1. Diferenciando (2.6) em ξ,
temos:
∂tξf = ∂ξpu0
[
1 + ∂ξf
2
]1/2
+ pu0
1
[1 + ∂ξf 2]
1/2
∂ξf(∂ξξf),
ou seja,
∂ξtf − pu0 ∂ξf
[1 + ∂ξf 2]
1/2
(∂ξξf) = ∂ξpu0
[
1 + ∂ξf
2
]1/2
. (2.13)
Tomando r = r±(ξ, t) = ∂ξf(±a, ξ, t) em (2.13) e as condic¸o˜es descritas em (1.9) para
∂ξp, obtemos
[1 + r2]1/2∂tr − pu0r∂ξr = 0. (2.14)
Aplicando o me´todo das caracter´ısticas (ver o Apeˆndice B), segue que as equac¸o˜es carac-
ter´ısticas de (2.14) sa˜o dadas por: 
ξ˙ = −pu0z,
t˙ = [1 + z2]1/2,
z˙ = 0,
(2.15)
onde z e´ soluc¸a˜o de (2.14). Segue que z e´ constante e, por (1.9), em t = 0, z = 0, ou seja,
r = ∂ξf(±a, ξ, t) = 0, para qualquer ξ ∈ (0, 1).
Diferenciando agora (2.6) em x temos
∂txf = ∂xpu0
[
1 + ∂ξf
2
]1/2
+ p∂x(u0)
[
1 + ∂ξf
2
]1/2
+ pu0
1
[1 + ∂ξf 2]
1/2
∂ξf(∂ξxf).
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Assim, por (1.9), (2.8) e conhecendo o valor de ∂ξf em x = ±a, segue que ∂xtf = 0, o
que por (1.9) implica em
∂xf(±a, ξ, t) = 0, para qualquer ξ ∈ (0, 1).
Passo 3: Utilizaremos agora a te´cnica de [13] para estabelecer via Princ´ıpio de Com-
parac¸a˜o (ver Teorema A.3) estimativas para ∂ξf e ∂ξξf . Consideremos (2.6) e tomemos
L1f ≡ ∂tf − pu0[1 + ∂ξf 2]1/2 = 0.
Assim, se z1 = at+ b, enta˜o
L1z1 = a− pu0 > 0,
se a > pu0. Em particular, como u0 ≤ g, podemos tomar a ≥ pg. Para deter-
minar b, lembremos que z1(0) = b e que z1 > f
0, o que nos permite escolher b =
max{|f 0|, |∂ξf 0|, |∂ξξf 0|}. Pelo Princ´ıpio de Comparac¸a˜o, segue que
f(x, ξ, t) ≤ at+ max{|f 0|, |∂ξf 0|, |∂ξξf 0|},
f(x, ξ, t) ≥ −at+ min{|f 0|, |∂ξf 0|, |∂ξξf 0|},
(2.16)
de modo que
‖f‖L∞ ≤ max{|f 0|, |∂ξf 0|, |∂ξξf 0|}, (2.17)
desde que T seja pequeno (dependendo somente de a e b).
Definamos agora
L2∂ξf ≡ ∂ξtf − pu0 ∂ξf
[1 + ∂ξf 2]
1/2
∂ξξf − pξu0
[
1 + ∂ξf
2
]1/2
= 0. (2.18)
Seja z2 = dt+ b, com d ≥ ∂ξpg. A func¸a˜o z2 satisfaz
L2z = d− 0− ∂ξpu0
[
1 + z2
]1/2
> 0,
para T pequeno, dependendo somente de b. Segue por comparac¸a˜o novamente que
∂ξf ≤ z2,
se T e´ suficientemente pequeno. Similarmente,
∂ξf ≥ −z2.
Portanto,
‖∂ξf‖L∞([−a,a]×(0,1)×{t}) ≤ C1, (2.19)
17
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se t < 1, com C1 dependendo de d e b.
Diferenciando (2.13) em ξ, temos
(∂ξξtf)− ∂ξpu0∂ξf ∂ξξf
[1 + ∂ξf 2]
1/2
− pu0 ∂ξξf
2
[1 + ∂ξf 2]
1/2
+ pu0∂ξf
∂ξξf
2
[1 + ∂ξf 2]
3/2
−
− pu0 ∂ξf
[1 + ∂ξf 2]
1/2
∂ξξf = ∂ξξpu0
[
1 + ∂ξf
2
]1/2
+ ∂ξpu0∂ξf
∂ξξf
[1 + ∂ξf 2]
1/2
Por comparac¸a˜o, como antes, |∂ξξf | ≤ et+b, onde e ≥ ∂ξξpg e T e´ suficientemente pequeno
dependendo somente de b. Assim,
‖∂ξξf‖L∞([−a,a]×(0,1)×{t}) ≤ C2, para cada t ∈ [0, T ]. (2.20)
Analisando as constantes nas estimativas (2.19) e (2.20) vemos que temos continui-
dade com relac¸a˜o aos dados f 0, ∂ξf
0 e ∂ξξf
0. Segue que a soluc¸a˜o f de (2.6) e (2.7),
satisfaz:
f, ∂ξf ∈ C([0, T ], Cα([−a, a]× [0, 1])); (2.21)
Passo 4: Vamos estabelecer a func¸a˜o em KT que provaremos ser uma contrac¸a˜o. Sendo
f a func¸a˜o do Passo 3, definimos (WP )(x, t) pelo lado direito de (2.10), isto e´,
(WP )(x, t) =
∫ 1
0
p(x, ξ, t)[1 + (∂ξf(x, ξ, t))
2]1/2dξ.
Enta˜o, por (2.21),
WP ∈ C([0, T ], Cα([−a, a]× [0, 1])),
e WP satisfaz a condic¸a˜o de fluxo nulo em x = ±a. Da estimativa (2.19), segue que
‖WP‖L∞ ≤ (1 + C21)1/2‖p‖L∞ = M‖p‖L∞ ,
se M e´ inicialmente escolhido suficientemente grande.
Sejam P, P˜ ∈ KT e u0 e u˜0 as correspondentes soluc¸o˜es de (2.8) e (2.12). Definindo
U = u0 − u˜0, temos que U satisfaz:
∆U = 0 em Ω0 = {−a < x < a, 0 < y < b},
U = 0 em y = b,
∂xU(±a, y, t) = 0,
∂yU + PU = −u˜(P − P˜ ) em y = 0.
Segue de resultados de regularidade el´ıptica (Lema 6.29 de [14]) e da limitac¸a˜o de u˜ que
‖u0 − u˜0‖L∞(Ω0×{t}) ≤ C3‖P − P˜‖L∞([−a,a]×{t}) (2.22)
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Consideremos agora (2.13) para ∂ξf referente a P e ∂ξf˜ correspondente a P˜ . A
diferenc¸a entre elas satisfaz
∂t(∂ξf − ∂ξf˜)− (u0 − u˜0)[p∂ξf ∂ξξf
[1 + ∂ξf 2]
1/2
+ ∂ξp
[
1 + ∂ξf
2
]1/2
− p∂ξf˜ ∂ξξf˜[
1 + ∂ξf˜ 2
]1/2 − ∂ξp [1 + ∂ξf˜ 2]1/2] = 0 (2.23)
Usando (2.19) e (2.20) encontramos
max
0≤t≤T1
‖∂ξf − ∂ξf˜‖L∞([−a,a]×(0,1)×{t}) ≤ C4T1‖u0 − u˜0‖L∞(Ω0×{t}) (2.24)
para qualquer T1 ≤ T . Das definic¸o˜es de WP e WP˜ e de (2.22) e (2.24) deduzimos que
‖WP −WP˜‖L∞([−a,a]×{t})
≤ sup
x
∫ 1
0
p(x, ξ, t)
∣∣∣[1 + (∂ξf(x, ξ, t))2]1/2 − [1 + (∂ξf˜(x, ξ, t))2]1/2∣∣∣ dξ
≤ sup
x
|p| max
0≤t≤T1
‖∂ξf − ∂ξf˜‖L∞([−a,a]×(0,1)×{t})
≤ C4C5T1‖u0 − u˜0‖L∞(Ω0×{t})
≤ C3C4C5T1‖P − P˜‖L∞([−a,a]×{t}),
Logo, se
T1 =
1
2C3C4C5
,
enta˜o W e´ uma contrac¸a˜o em KT1 , e portanto tem um u´nico ponto fixo em KT1 . Dos passos
anteriores, temos que a soluc¸a˜o (u0, f) associadas com o ponto fixo P e´ cla´ssica. Pela
continuidade em t, qualquer soluc¸a˜o cla´ssica permanece em KT1 e e´ portanto u´nica.
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Cap´ıtulo 3
O problema heterogeˆneo
No cap´ıtulo anterior provamos existeˆncia e unicidade para o problema homogeneizado.
Agora vamos estabelecer a existeˆncia de um tempo T0 para o qual o sistema (1.1)–(1.9),
que aproxima o sistema homogeneizado, possui uma u´nica soluc¸a˜o cla´ssica em um intervalo
0 ≤ t ≤ T0, independente de ε.
3.1 Existeˆncia de soluc¸a˜o para o sistema (1.1)–(1.7)
Consideremos a seguinte mudanc¸a de varia´veis:
x = εξ,
y = εη.
(3.1)
Fac¸amos
u˜(ξ, η, t) = uε(x, y, t)
f˜(ξ, t) = f ε(x, t).
(3.2)
Dessa forma, o sistema (1.1)–(1.9) e´ equivalente ao seguinte:
∆ζ u˜ = 0 em Ω˜ε(t) =
{
ζ = (ξ, η) | −a
ε
< ξ <
a
ε
, f˜(ξ, t) < η <
b
ε
}
(3.3)
∂ξu˜
(
±a
ε
, η, t
)
= 0 para f˜(ξ, t) < η <
b
ε
, (3.4)
u˜ = g(εξ, t) para η =
b
ε
. (3.5)
Como
∇ζuε(εξ, εη, t) = 1
ε
∇ζ u˜,
segue que,
∇ζ u˜ · ν˜ζ + εp (εξ, ξ, t) u˜ = 0 em η = f˜(ξ, t), (3.6)
20
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onde ν˜ξ e´ a normal exterior, dada por
ν˜ξ =
(∂ξf˜ ,−1)√
1 + ∂ξf˜ 2
.
Ale´m disso, por (2.1), em η = f˜(ξ, t), temos
∂tf˜(ξ, t) = ∂tf
ε(x, t) = p
(
x,
x
ε
, t
)
uε(x, y, t)
[
1 + (ε∂xf
ε)2
]1/2
= p(εξ, ξ, t)u˜(ξ, f˜(ξ, t), t)
[
1 + ∂ξf˜
2(ξ, t)
]1/2
,
(3.7)
e
f˜(ξ, 0) = f ε(x, 0) = f 0
(
x,
x
ε
)
= f 0(εξ, ξ) (3.8)
Todos os dados p(εξ, ξ, t), f 0(εξ, ξ) e g(εξ, t) sa˜o, por (1.9), suaves (em ξ) uniformemente
em ε. Derivando (formalmente) a equac¸a˜o em (3.7) com relac¸a˜o a ξ obtemos:
∂ξtf˜ = ∂ξpu˜
[
1 + ∂ξf˜
2
]1/2
+ p∂ξu˜
[
1 + ∂ξf˜
2
]1/2
+ pu˜
∂ξξf˜∂ξf˜[
1 + ∂ξf˜ 2
]1/2
Fazendo r = ∂ξf˜ (±a/ε, t) e utilizando (1.9) e (3.4), temos que[
1 + r2
]1/2
∂tr − pu˜r∂ξr = 0. (3.9)
As equac¸o˜es caracter´ısticas de (3.9) sa˜o as seguintes:
ξ˙ = −pu˜z,
t˙ = [1 + z2]1/2,
z˙ = 0,
onde z e´ soluc¸a˜o de (3.9). Portanto, procedendo como na demonstrac¸a˜o do Teorema 2.1,
temos que ∂ξf˜ ≡ 0 em ξ = ±a/ε. Observe agora que, por (3.4), podemos estender u˜ por
reflexa˜o atrave´s do bordo ξ = ±a/ε. Ale´m disso, a fronteira livre refletida sera´ de classe
C2+α, pois ∂ξf˜ ≡ 0 em ξ = ±a/ε. Observe que neste ponto foi essencial a hipo´tese (1.9).
A limitac¸a˜o uniforme em ε dos dados citada acima nos motiva definir o conjunto
BK,M abaixo, onde T > 0 e´ suficientemente pequeno:
BK,M ≡
{
f˜(ξ, t), 0 ≤ t ≤ T ; f˜(ξ, t) ≥ 1
2
c0, ‖f˜(·, t)‖L∞ ≤ 2K, ‖∂ξf˜(·, t)‖L∞ ≤ 2K,
‖∂ξξf˜(·, t)‖L∞ ≤ 2K, ‖∂ξξf˜(·, t)‖Cαξ ≤ 2K, ‖∂tf˜(·, t)‖L∞ ≤M
}
.
Fixada f˜ ∈ BK,M , seja u˜ soluc¸a˜o de (3.3)–(3.6). A limitac¸a˜o uniforme em ε de g e o
Princ´ıpio do Ma´ximo implicam que u˜ e´ tambe´m uniformemente limitada independente de
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ε. Segue que as estimativas Schauder sa˜o independentes de ε e valem atrave´s do bordo
ξ = ±a (pela reflexa˜o). Em outras palavras, temos que
‖u˜‖L∞ ≤ C∗, (3.10)
para uma constante C∗ > 0 que independe de K, M e T e
‖u˜(·, ·, t)‖C2+αξ (Ω˜ε) ≤ CK , (3.11)
com CK independente de M e T .
Estamos em condic¸o˜es de demonstrar o teorema de existeˆncia para o problema apro-
ximante.
Teorema 3.1. Suponhamos que g, p e f 0 satisfazem (1.8) e (1.9). Enta˜o existe T > 0
tal que o sistema (1.1)–(1.7) possui soluc¸a˜o (uε, f ε) no intervalo 0 ≤ t ≤ T .
Demonstrac¸a˜o. Vamos provar que, se T e´ suficientemente pequeno, existe uma soluc¸a˜o
(u˜, f˜), com f˜ ∈ BK,M do sistema (3.3)–(3.6) com propriedades adicionais que, juntamente
com a mudanc¸a de varia´veis (3.1) e (3.2) nos fornecera˜o (uε, f ε) soluc¸a˜o de (1.1)–(1.7).
Passo 1: regularizac¸a˜o por convoluc¸a˜o. Fixemos f˜ ∈ BK,M e seja u˜ soluc¸a˜o de (3.3)–
(3.6). Pelas informac¸o˜es que ja´ estabelecemos antes do teorema, podemos considerar
v(ξ, t) = p(εξ, ξ, t)u˜(ξ, f˜(ξ, t), t).
Na te´cnica que utilizaremos, necessitaremos que v seja suave em ξ. Portanto, sendo ϕδ
uma sequeˆncia regularizante em ξ, introduzimos as convoluc¸o˜es
vδ(ξ, t) := (ϕδ ∗ v(·, t))(ξ)
e
f˜δ(ξ) := (ϕδ ∗ f 0)(ξ).
Passo 2: vanishing viscosity. Neste passo vamos introduzir uma famı´lia de equac¸o˜es
com uma viscosidade artificial (ver Definic¸a˜o A.5 e o Teorema A.6 )e utilizar te´cnicas
parabo´licas para provarmos estimativas para um problema regularizado. Para cada µ > 0
pequeno, seja hµ a soluc¸a˜o de
∂th
µ = vδ(ξ, t)
[
1 + (∂ξh
µ)2
]1/2
+ µ∂ξξh
µ, (3.12)
com condic¸a˜o inicial
hµ(ξ, 0) = f˜δ(ξ). (3.13)
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Procedendo de maneira ana´loga a` da demonstrac¸a˜o do Teorema 2.1 podemos, atrave´s de
te´cnicas de comparac¸a˜o parabo´licas, obter estimativas para hµ independentes de µ > 0.
Passamos a descrever os principais passos na obtenc¸a˜o de tais estimativas.
Seja
Lµ(h) ≡ ∂th− vδ(ξ, t)
[
1 + (∂ξh)
2
]1/2
+ µ∂ξξh.
E´ claro que hµ e´ soluc¸a˜o de Lµ(hµ) = 0. A func¸a˜o ψ(ξ, t) = at+K satisfaz
Lµ(ψ) = a− vδ(ξ, t) ≥ 0
se a ≥ vδ(ξ, t) e K ≥ hµ(0). Logo, se tomarmos K = max{|f˜δ|, |∂ξf˜δ|, |∂ξξf˜δ|}, obtemos
hµ ≤ vδ(ξ, t)t+K
e tambe´m
hµ ≥ −vδ(ξ, t)t+K.
Diferenciando (3.12) com relac¸a˜o a ξ, obtemos que ∂ξh
µ satifaz
L′µ(∂ξhµ) = 0, (3.14)
onde
L′µ(h) ≡ ∂th− ∂ξvδ(ξ, t)
[
1 + h2
]1/2 − vδ(ξ, t) h∂ξh
[1 + h2]1/2
− µ∂ξξh
A func¸a˜o φ(ξ, t) = bt+K satisfaz
L′µ(φ) = b− ∂ξvδ(ξ, t)
[
1 + ∂ξφ
2
]1/2 ≥ 0
se b ≥ ∂ξvδ(ξ, t) [1 + ∂ξφ2]1/2 e T e´ pequeno dependendo apenas de K. Pelo Teorema de
Comparac¸a˜o,
∂ξh
µ ≤ φ, (3.15)
se T e´ suficientemente pequeno e, analogamente,
∂ξh
µ ≥ −φ, (3.16)
Diferenciando novamente (3.14) em ξ e procedendo analogamente (usando as estima-
tivas ja´ obtidas) teremos
|∂ξξhµ| ≤ φ, (3.17)
onde T e´ pequeno e dependo somente de K. Portanto, de (3.12) concluimos
|∂thµ| ≤M, (3.18)
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onde M depende unicamente de K, desde que T seja suficientemente pequeno.
Passo 3: passando ao limite µ→ 0+. Consideremos agora o problema
∂th = vδ(ξ, t)
[
1 + ∂ξh
2
]1/2
(3.19)
com condic¸a˜o inicial
h(ξ, 0) = f εδ (ξ). (3.20)
Pelo Lema 3.2 u˜ e´ cont´ınua em t. Portanto, vδ tambe´m e´ cont´ınua em (ξ, t) (na
verdade, suave em ξ). Segue do Teorema (A.6) que o sistema (3.19)–(3.20) possui uma
u´nica soluc¸a˜o no sentido de viscosidade.
As estimativas do Passo 2 implicam que a famı´lia (hµ)µ>0 e´ limitada nas normas C
1
t e
C2ξ . Assim, por um argumento de Diagonal de Cantor, podemos extrair uma subsequeˆncia
de (hµ)µ>0 que converge para uma func¸a˜o h
∗ quando µ→ 0. Segue ainda que h∗ e´ a u´nica
soluc¸a˜o (no sentido de viscosidade) de (3.19)–(3.20). A regularidade de h∗ segue da
regularidade de cada hµ.
Passo 4: estimativas finais. Substituindo h em (3.12), diferenciando duas vezes com
relac¸a˜o a ξ, obtemos
∂tξξh
µ =∂ξξvδ
[
1 + (∂ξh
µ)2
]1/2
+ 2∂ξvδ
∂ξh
µ∂ξξh
µ
[1 + (∂ξhµ)2]
1/2
+ vδ
∂ξh
µ∂ξξξh
µ
[1 + (∂ξhµ)2]
1/2
+ vδ
(∂ξξh
µ)2
[1 + (∂ξhµ)2]
3/2
+ µ∂ξξξξh
µ. (3.21)
Procedendo como no Passo 2 para utilizarmos o Princ´ıpio de Comparac¸a˜o, obtemos esti-
mativas uniformes em µ > 0 para as derivadas ate´ ordem 4 de hµ, o que nos possibilita
tomar o limite quando µ → 0 em (3.21). Pela semelhanc¸a, os detalhes sera˜o omitidos.
Obtemos enta˜o que hµ satisfaz:
∂tξξh
∗ =∂ξξvδ
[
1 + (∂ξh
∗)2
]1/2
+ 2∂ξvδ
∂ξh
∗∂ξξh∗
[1 + (∂ξh∗)2]
1/2
+ vδ
∂ξh
∗∂ξξξh∗
[1 + (∂ξh∗)2]
1/2
+ vδ
(∂ξξh
∗)2
[1 + (∂ξh∗)2]
3/2
. (3.22)
Fazendo r = ∂ξξh
∗ em (3.22) temos
rt = ∂ξξvδ
[
1 + (∂ξh
∗)2
]1/2
+2r∂ξvδ
∂ξh
∗
[1 + (∂ξh∗)2]
1/2
+∂ξrvδ
∂ξh
∗
[1 + (∂ξh∗)2]
1/2
+r2vδ
1
[1 + (∂ξh∗)2]
3/2
.
Usando o me´todo das caracter´ısticas (da sec¸a˜o 3.2.2.c de [6]), determinamos a equac¸a˜o
caracter´ıstica
dρ
dt
= −
(
∂ξh
∗
[1 + (∂ξh∗)2]
1/2
vδ
)
(ρ, t), (3.23)
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com
ρ(ξ, 0) = ξ. (3.24)
Por continuidade, se T e´ pequeno,
1
2
≤ dρ
dξ
≤ 2.
Integrando (3.21) ao longo das caracter´ısticas, obtemos a desigualdade∣∣∂ξξh∗(ρ(ξ1, t), t)− ∂ξξh∗(ρ(ξ2, t), t)∣∣ ≤ ∣∣∂ξξf 0(ξ1)− ∂ξξf 0(ξ2)∣∣
+
∫ t
0
∣∣∣A1 [∂ξξh∗(ρ(ξ1, s), s)− ∂ξξh∗(ρ(ξ2, s), s)]+ A2 [vδ(ξ1, t)− vδ(ξ2, t)]+
+ A3
[
∂ξξvδ(ξ
1, t)− vδ(ξ2, t)
] ∣∣∣ds,
(3.25)
onde |Aj| ≤ K, j = 1, 2, 3, com K na˜o dependendo de δ. Segue que
|∂ξξh∗|Cαξ ≤ 2K,
se T e´ pequeno.
Passo 5: ponto fixo. Consideremos a aplicac¸a˜o W definida por f˜ 7→ Wf˜ = h∗. O que
mostramos nos Passos 3 e 4 e´ que W : BK,M → BK,M desde que T seja suficientemente
pequeno, dependendo deK, mas na˜o de δ. SeBK,M esta´ munido com a topologia uniforme,
enta˜o BK,M e´ compacto. Da unicidade de soluc¸a˜o de (3.19)–(3.20) e por um argumento
ana´logo ao do Lema 3.2, segue que W e´ cont´ınua. O Teorema do Ponto Fixo de Schauder
implica que W tem um ponto fixo h = hδ. Fazendo δ → 0 atrave´s de uma sequeˆncia
apropriada, obtemos uma func¸a˜o limite f˜ que em conjunto com a correspondente u˜ fornece
uma soluc¸a˜o para (3.3)–(3.8).
Lema 3.2. Sejam f˜ ∈ BK,M e u˜ soluc¸a˜o de (3.3)–(3.6). Enta˜o t 7→ u˜(·, ·, t) e´ cont´ınua.
Demonstrac¸a˜o. Sejam 0 < t1 < t2 ≤ T e consideremos os domı´nios Ω˜(t1) e Ω˜(t2).
Como ∂ξf˜ ≡ 0 em ξ = ±a/ε, temos que existe uma aplicac¸a˜o Φ: Ω˜(t1)→ Ω˜(t2) que e´ um
difeomorfismo em uma vizinhac¸a destes domı´nios. Assim, Φ(t1) converge para a aplicac¸a˜o
identidade quando t1 → t2. Observemos que
‖u(·, ·, t1)− u(·, ·, t2)‖L∞ = ‖u(·, ·, t1)− u(Φ(Ω˜(t1)), t2)‖L∞ .
A func¸a˜o v = u(·, ·, t1)−u(Φ(Ω˜(t1)), t2) satisfaz uma equac¸a˜o el´ıptica da forma Lt1,t2v = 0
onde Lt1,t2 possui coeficientes suaves em t1, t2. Por unicidade, v → 0 quando t1 → t2.
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3.2 Unicidade de soluc¸a˜o para o sistema (1.1)–(1.7)
Nesta sec¸a˜o demonstraremos que o problema heterogeˆneo possui uma u´nica soluc¸a˜o.
A demonstrac¸a˜o, que e´ bastante te´cnica, utiliza as ideias de [13] adaptadas para nosso
problema. Ale´m disso, utilizamos estimativas para func¸o˜es harmoˆnicas conjugadas em
domı´nios na˜o suaves que podem ser encontradas em [22]. Preferimos na˜o adicionar os
resultados de [22] nesta dissertac¸a˜o por fugir do escopo do trabalho.
Teorema 3.3. Suponhamos que g, p e f 0 satisfazem (1.8) e (1.9). Enta˜o a soluc¸a˜o
(uε, f ε) de (1.1)–(1.7) (encontrada no Teorema 3.1) e´ u´nica em seu intervalo de existeˆncia
0 ≤ t ≤ T .
Demonstrac¸a˜o. Vamos provar que o problema (3.3)–(3.8) possui uma u´nica soluc¸a˜o
(u˜, f˜) em seu intervalo de definic¸a˜o 0 ≤ t ≤ T satisfazendo as estimativas uniformes
do Teorema 3.1. Da´ı, as mudanc¸as de varia´veis do in´ıcio da Sec¸a˜o 3.1 concluira˜o a
demonstrac¸a˜o.
Suponhamos que (u˜, f˜) e (v˜, h˜) sejam duas soluc¸o˜es de (3.3)–(3.8) e provemos que
u˜ = v˜ e que f˜ = h˜.
Podemos assumir que
‖f˜(·, t)‖C2,αξ , ‖h˜(·, t)‖C2,αξ ≤ C
e por isso, pelas estimativas Schauder, para qualquer δ > 0,
‖u˜(·, ·, t)‖C2,α(Ω˜δ1), ‖v˜(·, ·, t)‖C2,α(Ω˜δ2) ≤ Cδ (3.26)
onde
Ω˜δ1(t) =
{
(ξ, η); f˜(ξ, t) ≤ η ≤ f˜(ξ, t) + δ
}
e
Ω˜δ2(t) =
{
(ξ, η); h˜(ξ, t) ≤ η ≤ h˜(ξ, t) + δ
}
.
Considere
V (t) = sup
ξ
|f˜(ξ, t)− h˜(ξ, t))| (3.27)
e definamos o domı´nio
G(t) =
{
(ξ, η); f˜(ξ, t)− V (t) < η < b
ε
}
.
Dessa forma, ∂Gt =
{
η = b
ε
} ∪ St, onde
St =
{
η = f˜(ξ, t)− V (t)
}
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e´ uma superf´ıcie de classe C2,αξ . A normal exterior ao longo de St e´
n1 =
(−∂ξf˜ , 1)√
1 + ∂ξf˜ 2
.
Sejam
J1 = (∂n1u˜+ u˜)
∣∣
η=f˜(ξ,t)−V (t) − (∂n1u˜+ u˜)
∣∣∣
η=f˜(ξ,t)
;
J2 = (∂n1 v˜ + v˜)
∣∣∣
η=f˜(ξ,t)−V (t)
− (∂n1 v˜ + v˜)
∣∣∣
η=h˜(ξ,t)
Por (3.26) temos em particular que
‖J1‖Cαξ ≤ CV (t) (3.28)
e
‖J2‖Cαξ ≤ CV (t) + C‖f˜(·, t)− h˜(·, t)‖Cαξ . (3.29)
Consideremos agora a normal exterior a` fronteira livre de (v˜, h˜) dada por
n2 =
(−∂ξh˜, 1)√
1 + ∂ξh˜2
.
Utilizando novamente (3.26) estimamos:∥∥∥(∂n1u˜− ∂n2 v˜)η=h˜(ξ,t)∥∥∥
Cαξ
≤ C‖∂ξf˜ − ∂ξh˜‖Cαξ (t). (3.30)
Usando a condic¸a˜o de fronteira livre (3.6) para f˜ e h˜ e as estimativas (3.26)–(3.30),
conclu´ımos ∥∥∥∥(∂n1(u˜− v˜) + (u˜− v˜)) ∣∣∣
η=f˜(ξ,t)−V (t)
∥∥∥∥
Cαξ
≤ C‖f˜ − h˜‖C1,αξ (t). (3.31)
Pelo Princ´ıpio do Ma´ximo e (3.31),
‖(u˜− v˜)(·, t)‖L∞(Gt) ≤ C‖∂ξf˜ − ∂ξh˜‖Cαξ (t). (3.32)
Seja w o conjugado harmoˆnico de u˜ − v˜. Enta˜o, por (3.31) e denotando por τ a
derivada tangencial a` St, temos o seguinte:
‖∂τw‖Cαξ ≤ C‖∂n1(u˜− v˜)‖Cαξ
≤ C‖∂n1(u˜− v˜) + (u˜− v˜)‖Cαξ + C‖(u˜− v˜)‖Cαξ
≤ C‖f˜ − h˜‖C1,αξ + C‖(u˜− v˜)‖Cαξ ,
27
3.2 Unicidade de soluc¸a˜o para o sistema (1.1)–(1.7) 28
onde w e u˜−v˜ esta˜o avaliadas em St. Assim, temos uma estimativa Ho¨lder para a derivada
tangencial da func¸a˜o harmoˆnica w em um domı´nio Lipschitz. Estamos em condic¸o˜es de
aplicar o Teorema 2.4 do artigo [22], que nos diz que ∇w sera´ Ho¨lder cont´ınua. Ale´m
disso, na demonstrac¸a˜o desse resultado e´ poss´ıvel verificar que a seguinte estimativa e´
va´lida:
‖w‖C1,αξ,η (Gt) ≤ C ‖∂τw‖Cαξ (St) ≤ C‖u˜− v˜‖Cαξ (St) + C‖f˜ − h˜‖C1,αξ .
Ale´m disso,
‖u˜− v˜‖C1,αξ (St) ≤ C‖w‖C1,αξ (St) ≤ C‖w‖C1,αξ,η (Gt).
Por estimativas Schauder temos que
‖u˜− v˜‖Cαξ (St) ≤ δ‖u˜− v˜‖C1,αξ (Gt) + Cδ‖u˜− v˜‖L∞(Gt).
Destas desigualdades temos que
‖u˜− v˜‖C1,αξ,η (Gt) ≤ C‖u˜− v˜‖C1,αξ,η (St)
≤ C‖u˜− v˜‖Cαξ (St) + C‖f˜ − h˜‖C1,αξ
≤ δ‖u˜− v˜‖C1,αξ (Gt) + Cδ‖u˜− v˜‖L∞(Gt) + C‖f˜ − h˜‖C1,αξ .
Utilizando (3.32) e tomando δ pequeno segue que
‖u˜− v˜‖C1,αξ,η (Gt) ≤ C‖f˜ − h˜‖C1,αξ . (3.33)
Diferenciando em ξ a condic¸a˜o de fronteira livre (3.7) obtemos
∂ξtf˜ = A1(ξ, t)∂ξξf˜ +B1(ξ, t), (3.34)
onde
A1(ξ, t) =
∂ξf˜[
1 + ∂ξf˜ 2
]1/2p(εξ, ξ, t)u˜(ξ, f˜ , t),
B1(ξ, t) =
[
1 + ∂ξf˜
2
]1/2 [(
ε∂ξp(εξ, ξ, t) + ∂ηp(εξ, ξ, t)
)
u˜(ξ, f˜ , t)
+ p(εξ, ξ, t)
(
∂ξu˜(ξ, f˜ , t) + ∂ηu˜(ξ, f˜ , t)∂ξf˜
)]
.
(3.35)
De forma similar, temos equac¸o˜es para h˜ obtendo expresso˜es A2 e B2 ana´logas.
Definindo f = f˜ − h˜ temos que
∂ξtf − A1∂ξξf = (B1 −B2) + (A1 − A2)∂ξξh˜.
Assim,
‖∂ξtf − A1∂ξξf‖Cαξ ≤ ‖(B1 −B2)‖Cαξ + ‖(A1 − A2)∂ξξh˜‖Cαξ .
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Por (3.26) e (3.33) estimamos
‖B1 −B2‖Cαξ + ‖(A1 − A2)∂ξξh˜‖Cαξ ≤ ‖f˜(·, t)− h˜(·, t)‖C1,αξ ,
o que implica que
‖∂ξtf − A1(ξ, t)∂ξξf‖Cαξ ≤ C‖f‖C1,αξ (3.36)
e
‖A1(·, t)‖C1,αξ ≤ C. (3.37)
Usando o me´todo das caracter´ısticas em (3.34) obtemos a equac¸a˜o caracter´ıstica
dβ
dt
= −A1(ξ, t), β(ξ, 0) = 0. (3.38)
Por continuidade, se t0 e´ suficientemente pequeno, enta˜o
1
2
≤ dβ
dξ
≤ 2, 0 < t < t0. (3.39)
Integrando ao longo das caracter´ısticas a desigualdade (3.36) segue que
‖∂ξf‖L∞ξ ≤ Ct max0≤τ≤t ‖f(·, τ)‖C1,αξ . (3.40)
Se definirmos agora f˘ = f(β(ξ1, t), t)−f(β(ξ2, t)) e procedermos novamente como na
obtenc¸a˜o da estimativa (3.40) trocando f por f˘ e´ poss´ıvel provar que
[∂ξf ]Cαξ ≤ Ct max0≤τ≤t ‖f(·, τ)‖C1,αξ , (3.41)
Com isso,
‖∂ξf‖Cαξ = ‖∂ξf‖L∞ξ + [∂ξf ]Cαξ ≤ Ct max0≤τ≤t ‖f(·, τ)‖C1,αξ ,
ou seja
‖f‖C1,αξ ≤ Ct max0≤τ≤t ‖f(·, τ)‖C1,αξ .
Mas, tomando t pequeno, vemos que esta desigualdade so´ sera´ va´lida se f(ξ, τ) = 0 para
τ ∈ [0, t] e todo ξ. Conclu´ımos que
f˜(ξ, τ) = h˜(ξ, τ), τ ∈ [0, t], para todo ξ,
e, por (3.33),
u˜(ξ, η, t) = v˜(ξ, η, t), τ ∈ [0, t], para todo (ξ, η).
Procedendo passo a passo em t obtemos o resultado de unicidade em [0, T ].
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Cap´ıtulo 4
Convergeˆncia a` soluc¸a˜o
homogeneizada
O objetivo aqui e´ estimar a diferenc¸a entre a soluc¸a˜o (uε, f ε) do Teorema 3.1 e a
soluc¸a˜o (u0, f) do Teorema 2.1. Basicamente, provaremos que
‖uε − u0‖H1(Ωε) ≤ Cε1/2
e daremos uma correspondente estimativa H1 para f ε − f .
4.1 Notac¸o˜es e apresentac¸a˜o do resultado principal
Neste cap´ıtulo continuaremos a utilizar a mudanc¸a de varia´veis (3.1) e a notac¸a˜o (3.2)
e definiremos
w(ξ, η, t) = u˜(ξ, η, t)− u0(εξ, εη, t), (4.1)
h(ξ, t) = f˜(ξ, t)− f(εξ, ξ, t). (4.2)
Escreveremos
w(x, y, t) = w(ξ, η, t), z = (x, y), ζ = (ξ, η). (4.3)
E finalmente, provaremos
Teorema 4.1. Suponhamos que g, p e f 0 satisfazem (1.8) e (1.9). Enta˜o, existe um
nu´mero positivo T1 (T1 < T0) tal que as seguintes estimativas sa˜o asseguradas para 0 <
t < T1: [∫
Ωε(t)
(|w(z, t)|2 + |∇zw(z, t)|2)dz
]1/2
≤ Cε1/2, (4.4)
[∫ a
−a
(∣∣∣h(x
ε
, t
)∣∣∣2 + ∣∣∣∂ξh(x
ε
, t
)∣∣∣2) dx]1/2 ≤ Cε1/2. (4.5)
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Procedemos com algumas considerac¸o˜es preliminares a` demonstrac¸a˜o do Teorema 4.1.
Vamos inicialmente determinar o sistema satisfeito por (h,w). Para isso, precisaremos
derivar (4.2) e usar os resultados de (3.7) e (2.6), ale´m de (4.1) e (4.3), obtendo:
∂th = ∂tf˜ − ∂tf = pu˜
(
1 + ∂ξf˜
2
)1/2
− pu0
(
1 + ∂ξf
2
)1/2
= pu˜
(
1 + ∂ξf˜
2
)1/2
+ pu0
[(
1 + ∂ξf˜
2
)1/2
− (1 + ∂ξf 2)1/2 − (1 + ∂ξf˜ 2)1/2]
= p (u˜− u0)
(
1 + ∂ξf˜
2
)1/2
+ pu0
[(
1 + ∂ξf˜
2
)1/2
− (1 + ∂ξf 2)1/2]
= pw
(
1 + (∂ξh+ ∂ξf)
2
)1/2
+ pu0
[(
1 + (∂ξh+ ∂ξf)
2
)1/2 − (1 + ∂ξf 2)1/2] .
Portanto,
∂th = pw
(
1 + (∂ξh+ ∂ξf)
2
)1/2
+ pu0
[(
1 + (∂ξh+ ∂ξf)
2
)1/2 − (1 + (∂ξf)2)1/2] , (4.6)
para t > 0 e, por (3.8) e (2.7),
h|t=0 = h(ξ, 0) = f˜(ξ, 0)− f(εξ, ξ, 0) = f 0(εξ, ξ)− f 0(εξ, ξ) = 0. (4.7)
Ale´m disso, atrave´s de (4.1) e dos dados obtidos nas sec¸o˜es anteriores, obtemos
∆ζw = ∆ζ(u˜− u0) = ∆ζ u˜−∆ζu0 = 0 em D˜εt , (4.8)
onde
D˜εt =
{
(ξ, η);−a
ε
< ξ <
a
ε
, f˜(ξ, t) < η <
b
ε
}
,
e as condic¸o˜es de fronteira sa˜o
∂ξw
(
±a
ε
, η, t
)
= 0 se f˜(±a, t) < η < b
ε
,
w = g − g = 0 se η = b
ε
,
∇ζwνζ + εpw = −ε∇zu0νζ − εpu0 = −ε (∇zu0νζ + pu0) .
(4.9)
Em particular,
∇ξwνξ + εpw = −ε
[
∇zu0(εξ, εf˜(ξ, t), t)νξ + p(εξ, ξ, t)u0(εξ, εf˜(ξ, t), t)
]
, (4.10)
em η = f˜(ξ, t).
Estabelecido esse sistema, podemos comec¸ar a determinar os lemas dele decorrentes.
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Lema 4.2. Sob as hipo´teses do Teorema 4.1, temos que as seguintes estimativas sa˜o
asseguradas:[∫
D˜εt
|∇ζw|2dζ
]1/2
=
[∫
Ωε(t)
|∇zw|2dz
]1/2
≤ Cε1/2 +C
[∫ a
−a
∣∣∣∂ξh(x
ε
, t
)∣∣∣2 dx]1/2 , (4.11)
[∫
Γε(t)
|w|2dσε
]1/2
≤ Cε1/2 + C
[∫ a
−a
∣∣∣∂ξh(x
ε
, t
)∣∣∣2 dx]1/2 . (4.12)
Demonstrac¸a˜o. Multiplicando (4.8) por w e usando a fo´rmula de Green, temos
0 = −
∫
D˜εt
w∆ζwdζ =
∫
D˜εt
|∇ζw|2dζ −
∫
∂D˜εt
∂νwwdσξ
isto e´, ∫
D˜εt
|∇ζw|2dξ =
∫
∂D˜εt
∂νwwdσξ
Aplicando (4.10) multiplicado por w ao lado direito da expressa˜o acima, segue que∫
∂D˜εt
∂w
∂νζ
wdσξ = −
∫
Γ˜εt
εpw2dσξ
−
∫ a/ε
−a/ε
εw
[
∇zu0(εξ, εf˜(ξ, t), t)νξ + p(εξ, ξ, t)u0(εξ, εf˜(ξ, t), t)
]
dξ
Observando que νζ = (f˜ξ,−1) e aplicando a pro´pria definic¸a˜o de integral de linha sobre a
curva gerada por f˜(ξ, t) obtemos:∫
D˜εt
|∇ζw|2dζ + ε
∫
Γ˜εt
pw2dσξ = −ε
∫ a/ε
−a/ε
w
[
∂xu0(εξ, εf˜(ξ, t), t)f˜ξ − ∂yu0(εξ, εf˜(ξ, t), t)
+ u0(εξ, εf˜(ξ, t), t)p(εξ, ξ, t)
(
1 + f˜ 2ξ
)1/2]
dξ,
(4.13)
onde
Γ˜εt =
{
(ξ, η); η = f˜(ξ, t)
}
(4.14)
e dσξ e´ o elemento de arco. Agora, tendo em vista (2.12) aplicado ao Teorema do Valor
Me´dio,
∂yu0(εξ, εf˜(ξ, t), t) + P (εξ, t)u0(εξ, εf˜(ξ, t), t) = O(ε)|f˜ |. (4.15)
Consequentemente, o lado direito de (4.13) e´ igual a
− ε
∫ a/ε
−a/ε
w
{
∂xu0f˜ξ + Pu0 −O(ε)|f˜ |+ u0p
[
1 + (f˜ξ)
2
]1/2}
dξ =
= −ε
∫ a/ε
−a/ε
w
{
∂xu0f˜ξ + u0
[
p
[
1 + (f˜ξ)
2
]1/2
+ P
]}
dξ +O(ε2)
∫ a/ε
−a/ε
|f˜ ||w|dξ,
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e usando (4.2) podemos escrever∫
D˜εt
|∇ζw|2dζ + ε
∫
Γ˜εt
pw2dσξ = J1 + J2 = O(ε
2)
∫ a/ε
−a/ε
|f˜ ||w|dξ, (4.16)
onde, para simplificar os argumentos,
J1 = −ε
∫ a/ε
−a/ε
w
[
∂xu0(εξ, εf˜(ξ, t), t)∂ξf(εξ, ξ, t)
]
dξ
− ε
∫ a/ε
−a/ε
w
[
∂xu0(εξ, εf˜(ξ, t), t)∂ξh(εξ, ξ, t)
]
dξ
≡ J11 + J12,
J2 = −ε
∫ a/ε
−a/ε
wu0(εξ, εf˜(ξ, t), t)
{
p(εξ, ξ, t)
[
1 + (∂ξf(εξ, ξ, t))
2
]1/2 − P (εξ, t)} dξ
− ε
∫ a/ε
−a/ε
wu0(εξ, εf˜(ξ, t), t)p(εξ, ξ, t)
{[
1 + (∂ξh+ ∂ξf)
2
]1/2 − [1 + (∂ξf)2]1/2} dξ
≡ J21 + J22.
Substituindo ξ = x/ε em J11, sabendo que ‖∂xu0‖ e´ limitado e usando o Lema 1.3
com g = ∂ξf˜ obtemos
|J11| ≤ Cε1/2‖w‖H1/2(−a,a) (4.17)
onde w = w(x, f(x, t), t). Pelas considerac¸o˜es iniciais da Sec¸a˜o 3.1, ε∂xf e´ uniformente
limitada. Segue que o lado direito de (4.17) e´ limitado por Cε1/2‖w‖H1/2(Γε(t)), e portanto
|J11| ≤ Cε1/2‖w‖H1(Ωε(t)).
Como w = 0 em y = b, obtemos pela Desigualdade de Poincare´ que
|J11| ≤ Cε1/2
{∫
Ωε(t)
|∇zw|2dz
}1/2
.
Se substitu´ımos ξ = x/ε em J21 e aplicarmos o Lema 1.3 a` func¸a˜o{
p
(
x,
x
ε
, t
)[
1 +
(
∂ξf
(
x,
x
ε
, t
))2]1/2
− P (x, t)
}
,
conclu´ımos como antes que
|J21| ≤ Cε1/2
{∫
Ωε(t)
|∇zw|2dz
}
.
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O Lema 1.3, entretanto, na˜o pode ser aplicado a J12 e J22, pois suas integrais na˜o se
anulam no intervalo (0, 1) conforme hipo´tese. Pore´m, podemos estimar diretamente pela
Desigualdade de Ho¨lder (usando substituic¸a˜o ξ = x/ε), ou seja,
|J12| ≤
∫ a
−a
∣∣∣−w{∂xu0 (x, εf˜ (x
ε
, t
)
, t
)
∂ξh(x,
x
ε
, t)
}∣∣∣ dx
≤ ‖w‖L2(−a,a)‖
{
∂xu0∂ξh
} ‖L2(−a,a)
e
|J22| ≤
∫ a
−a
∣∣∣−wu0 (x, εf˜ (x
ε
, t
)
, t
)
p
(
x,
x
ε
, t
){[
1 + (∂ξh+ ∂ξf)
2
]1/2 − [1 + ∂ξf 2]1/2}∣∣∣ dx
≤ ‖w‖L2(−a,a)
∥∥∥{[1 + (∂ξh+ ∂ξf)2]1/2 − [1 + ∂ξf 2]1/2}∥∥∥
L2(−a,a)
Portanto,
|J12|+ |J22| ≤ C‖w‖L2(−a,a)‖v‖L2(−a,a), v = |v1|+ |v2|,
onde vi e´ a expressa˜o entre chaves em Ji2. Como
|v1| ≤ C‖∂ξh‖ pontualmente,
conclu´ımos que
|J12|+ |J22| ≤ C
{∫
Ωε(t)
|∇zw|2dz
}1/2{∫ a
−a
∣∣∣∂ξh(x
ε
, t
)∣∣∣2 dx}1/2 .
Substituindo as estimativas de Jik em (4.16) obtemos (4.11). Por imersa˜o, temos que
(4.11) implica em (4.12).
Lema 4.3. Sob as hipo´teses do Teorema 4.1 a seguinte estimativa e´ assegurada:
‖∇ζw‖L2(Γ˜(t)) ≤ Cε1/2 + C‖w‖L2(Γ˜(t)), (4.18)
onde Γ˜(t) = Γ˜εt =
{
(ξ, η); η = f˜(ξ, t)
}
.
Demonstrac¸a˜o. Tomemos H tal que
1 + sup
ξ
f˜(ξ, t) < H < 2H <
b
ε
e definamos
D1j (t) =
{
j < ξ < j + 1, f˜(ξ, t) < η < H
}
,
D2j (t) =
{
j − 1 < ξ < j + 2, f˜(ξ, t) < η < 2H
}
,
Γ1j(t) = Γ˜(t) ∩ {j < ξ < j + 1} ,
Γ2j(t) = Γ˜(t) ∩ {j − 1 < ξ < j + 2} .
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Como ja´ foi comentado na Sec¸a˜o 3.1, a fronteira Γ˜(t) e´ C2+αζ (uniforme em ε). Observamos
tambe´m que a norma C1+αζ do lado direito de (4.10) e´ limitado por Cε. Por isso, e pelo
fato de termos estendido a soluc¸a˜o atrave´s de ξ = ±a/ε, podemos aplicar estimativas H2
a w, e obteremos que
‖∇2ζw‖L2(D1j (t)) + ‖∇ζw‖L2(D1j (t)) ≤ Cε+ C‖w‖L2(D2j (t)). (4.19)
Por imersa˜o,
‖∇ζw˜‖2L2(Γ1j (t)) ≤ Cε
2 + C‖w˜‖2L2(D2j (t)).
Somando sobre j, conclu´ımos que
‖∇ζw˜‖2L2(Γ˜(t)) ≤ Cε+ C‖w˜‖2L2(D˜εt∩{η<2H}). (4.20)
Denotaremos por Γ˜qε a curva
Γ˜qε =
{
η = (1− q)f˜(ξ, t) + 2Hq, 0 ≤ q ≤ 1
}
.
Enta˜o
w˜
∣∣
Γ˜qε(t)
= w˜
∣∣
Γ˜(t)
+
∫ (1−q)f˜(ξ,t)+2Hq
f˜(ξ,t)
∂ηw˜dη,
e assim ∫ a/ε
−a/ε
|w˜|2∣∣
Γ˜qε(t)
dξ ≤ C
∫ a/ε
−a/ε
|w˜|2∣∣
Γ˜(t)
dξ + C
∫ a/ε
−a/ε
∫ 2H
f˜(ξ,t)
|∇ζw˜|2dζ.
Integrando sobre q ∈ [0, 1] e lembrando que f˜ξ e´ uniformemente limitada, temos que
‖w˜‖2
L2(D˜εt∩{η<2H}) ≤ C‖w˜‖
2
L2(Γ˜(t))
+ C‖∇ζw˜‖2L2(D˜εt ). (4.21)
Substituindo (4.21) em (4.20) e usando tambe´m (4.11) obtemos o resultado.
O que queremos agora e´ estimar a integral no lado direito de (4.11) e (4.12). Para
isso, considere o seguinte
Lema 4.4. Sob as hipo´teses do Teorema 4.1 a seguinte estimativa e´ assegurada para
0 < t ≤ T1: ∫ a
−a
(∣∣∣h(x
ε
, t
)∣∣∣2 + ∣∣∣∂ξh(x
ε
, t
)∣∣∣2) dx
≤ Ct
∫ t
0
∫ a
−a
(|∂ξh|2 + |w|2 + |∂ξw|2 + |∂ηw|2) dxdt, (4.22)
onde T1 esta´ determinado por (4.28), e a integrac¸a˜o do lado direito e´ tomada em η =
f˜(ξ, t) (ou y = εf˜
(
x
ε
, t
)
).
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Demonstrac¸a˜o. Consideremos a expressa˜o em (4.6). Diferenciando ambos os lados com
respeito a ξ, obtemos
∂ξth− εpu0 ∂ξh+ ∂ξf[
1 +
(
∂ξh+ ∂ξf
)2]1/2∂ξxh = J (4.23)
onde
J =
d
dξ
(pu0)
{[
1 + (∂ξh+ ∂ξf)
2
]1/2 − [1 + ∂ξf 2]1/2}
+ pu0
{
(∂ξh+ ∂ξf)∂ξξf[
1 + (∂ξh+ ∂ξf)2
]1/2 − ∂ξf∂ξξf[1 + ∂ξf 2]1/2
}
+ pw
(∂ξh+ ∂ξf)(∂ξξh+ ∂ξξf)[
1 + (∂ξh+ ∂ξf)2
]1/2
+ {(ε∂xp+ ∂ξp)w + p(∂ξw + ∂ξf∂ηw)}
[
1 + (∂ξh+ ∂ξf)
2
]1/2
.
Como ∂ξh, ∂ξξh, w, ∂ξw e ∂ηw sa˜o uniformemente limitados, temos
|J | ≤ C(|∂ξh|+ |w|+ |∂ξw|+ |∂ηw|). (4.24)
A equac¸a˜o caracter´ıstica para (4.23) e´ dada por
dϑ
dt
= −εpu0 ∂ξh+ ∂ξf[
1 +
(
∂ξh+ ∂ξf
)2]1/2 (4.25)
Como x = ±a sa˜o as caracter´ısticas de (4.25), enta˜o (4.23) torna-se ∂thξ = J . Sabendo
que ∂ξh e ∂ξf sa˜o uniformemente limitados, temos:
|∂tϑ| ≤ Cε, |∂xtϑ| ≤ C∗. (4.26)
Portanto,
1
2
< ∂xϑ < 2 se 0 < t < T1, (4.27)
onde
T1 = min
{
T0,
1
2C∗
}
(4.28)
Observemos que T1 depende somente da regularidade de soluc¸a˜o (u˜, f˜).
Integrando (4.23) ao longo das caracter´ısticas, usando (4.27), (4.24) e a desigualdade
de Ho¨lder, obtemos∫ a
−a
∣∣∣∂ξh(x
ε
, t
)∣∣∣2 dx ≤ Ct∫ t
0
∫ a
−a
(|∂ξh|2 + |w|2 + |∂ξw|2 + |∂ηw|2) dxdt. (4.29)
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Analogamente, integrando (4.6) ao longo das caracter´ısticas, temos∫ a
−a
∣∣∣h(x
ε
, t
)∣∣∣2 dx ≤ Ct∫ t
0
∫ a
−a
(|∂ξh|2 + |w|2 + |∂ξw|2 + |∂ηw|2) dxdt. (4.30)
Combinando (4.29) e (4.30) segue o resultado.
4.2 Demonstrac¸a˜o do teorema 4.1
Demonstrac¸a˜o do Teorema 4.1. Usando que dσξ = [1 + (∂ξf˜)
2]1/2 dx
ε
e fazendo x = εξ
obtemos ∫ a/ε
−a/ε
|∇ζw|2dσξ =
∫ a
−a
|∇ζw|2[1 + (∂ξf˜)2]1/2dx
ε
;
similarmente, ∫ a/ε
−a/ε
|w|2dσξ =
∫ a
−a
|w|2[1 + (∂ξf˜)2]1/2dx
ε
.
A estimativa (4.18) pode ser escrita na forma
‖∇ζw‖2L2(Γ˜(t)) ≤ (Cε1/2 + C‖w‖L2(Γ˜(t)))2 ≤ Cε+ C‖w‖2L2(Γ˜(t))
Consequentemente, multiplicando a expressa˜o acima por ε
[1+(∂ξ f˜)2]1/2
, segue que∫ a
−a
|∇ζw|2dx ≤ Cε2 +
∫ a
−a
|w|2dx, (4.31)
onde w varia ao longo de Γε(t), pela mudanc¸a de varia´vel que fizemos inicialmente. Subs-
tituindo (4.31) e (4.12) no lado direito de (4.22) obtemos, para a func¸a˜o
H(t) =
∫ a
−a
(∣∣∣h(x
ε
, t
)∣∣∣2 + ∣∣∣∂ξh(x
ε
, t
)∣∣∣2) dx, (4.32)
a desigualdade
H(t) ≤ CT1
∫ t
0
(ε+H(τ))dτ = CT1
∫ t
0
H(τ)dτ + CT 21 ε, t ≤ T1. (4.33)
Pela Desigualdade de Gronwall (Teorema A.7) segue que
H(t) ≤ Cε se t < T1,
com C constante. Segue enta˜o (4.5). Se substituimos (4.5) nos lados direitos de (4.11) e
(4.12) obtemos a estimativa (4.4).
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Apeˆndice A
Alguns resultados ba´sicos utilizados
Neste apeˆndice apresentaremos alguns resultados gerais que foram utilizados ao longo
dos cap´ıtulos. Suas demonstrac¸o˜es podem ser encontradas na literatura cla´ssica ou nas
indicac¸o˜es sugeridas aqui.
Teorema A.1 (Princ´ıpio do Ma´ximo ([7], Teorema 7.1)). Sejam Ω uma regia˜o limitada
do plano e u : Ω¯ −→ R uma func¸a˜o cont´ınua em Ω¯ e harmoˆnica em Ω. Enta˜o o ma´ximo
de u e´ atingido na fronteira.
Teorema A.2 (Desigualdade de Poincare´ para uma bola ([6], Teorema 5.8.2)). Seja
B(x, r) uma bola aberta de Rn. Assuma 1 ≤ p ≤ ∞. Enta˜o existe uma constante C,
dependendo somente de n e p, tal que
‖u− (u)x,r‖Lp(B(x,r)) ≤ Cr‖∇u‖Lp(B(x,r)) (A.1)
para cada func¸a˜o u ∈ W 1,p(B0(x, r)), onde (u)x,r = 1|B(x,r)|
∫
B(x,r)
u(y)dy.
Teorema A.3 (Teorema de Comparac¸a˜o ([8], Teorema 2.6.16)). Sejam v(x, t), w(x, t)
func¸o˜es cont’inuas em D e sejam as primeiras duas x-derivadas e as primeiras t-derivadas
de v, w cont´ınua em D. Seja F (x, t, p, pi, pij) (i, j = 1, ..., n) uma func¸a˜o cont´ınua junto
com suas primeiras derivadas com respeito a phk num domı´nio E contendo o fecho do
conjunto de pontos (x, t, p, pi, pij) onde
(x, t) ∈ D, p ∈ (v(x, t), w(x, t)),
pi ∈
(
∂v(x, t)
∂xi
,
∂w(x, t)
∂xi
)
, pij ∈
(
∂v2(x, t)
∂xi∂xj
,
∂w2(x, t)
∂xi∂xj
)
;
onde (a, b) denota o intervalo conectando a a b. Assuma tambe´m que ∂F
∂phk
e´ uma matriz
semidefinida positiva. Se
∂v
∂t
> F
(
x, t, v,
∂v
∂xi
,
∂2v
∂xi∂xj
)
em D, (A.2)
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∂w
∂t
> F
(
x, t, v,
∂v
∂xi
,
∂2v
∂xi∂xj
)
em D, (A.3)
e se
v > w em B + S, (A.4)
enta˜o tambe´m v > w em D.
Teorema A.4 (Teorema do ponto fixo de Schauder ([6], Teorema 9.2.2.3)). Seja X um
espac¸o de Banach real. Suponha que K ⊂ X e´ compacto e convexo, assuma tambe´m que
A : K → K (A.5)
e´ cont´ınua. Enta˜o A possui um ponto fixo em K.
Definic¸a˜o A.5 ([6], Cap´ıtulo 10). Uma func¸a˜o limitada e uniformemente cont´ınua u e´
chamada soluc¸a˜o no sentido de viscosidade do problema de valor inicial
ut +H(Du, x) = 0 em Rn × (0,∞)
u = g em Rn × {t = 0}
quando
(i) u = g em Rn × {t = 0}, e
(ii) para cada v ∈ C∞(Rn×(0,∞)), se u−v tem um ma´ximo local em (x0, t0) ∈ Rn×(0,∞)
enta˜o vt(x0, t0) + H(Dv(x0, t0), x0) ≤ 0 e se u − v tem um mı´nimo local em (x0, t0) ∈
Rn × (0,∞) enta˜o vt(x0, t0) +H(Dv(x0, t0), x0) ≥ 0.
Teorema A.6 ([6], Teorema 10.2.1). Suponha que H satsifac¸a o seguinte:{ |H(p, x)−H(q, x)| ≤ C|p− q|
|H(p, x)−H(p, y)| ≤ C|x− y|(1 + |p|) (A.6)
para x, y, p, q ∈ Rn e alguma constante C ≥ 0. Enta˜o existe, no ma´ximo uma soluc¸a˜o no
sentido de viscosidade de{
ut +H(Du, x) = 0 em Rn × (0, T ]
u = g em Rn × {t = 0}. (A.7)
Teorema A.7 (Desigualdade de Gronwall (forma integral)([6], Apeˆndice B, k)). Seja u
uma func¸a˜o mensura´vel, na˜o negativa em [0, T ] que satizfaz para quase todo ponto de t a
desigualdade integral
u(t) ≤ C1
∫ t
0
u(s)ds+ C2 (A.8)
para constantes C1, C2 ≥ 0. Enta˜o
u(t) ≤ C2(1 + C1teC1t), (A.9)
para quase todo 0 ≤ t ≤ T .
39
Apeˆndice B
O me´todo das caracter´ısticas
Faremos aqui uma breve descric¸a˜o de como aplicar o me´todo das caracter´ısticas de
acordo com [6] (ver sec¸a˜o 3.2.2).
Considere a equac¸a˜o diferencial parcial na˜o linear da forma
F (Du, u, x) = b(x, u(x)) ·Du(x) + c(x, u(x)) = 0.
Assim, fazendo DpF = b(x, z) temos:
F (p, z, x) = b(x, z) · p+ c(x, z) = 0.
Portanto, as equac¸o˜es caracter´ısticas da equac¸a˜o diferencial parcial na˜o linear de primeira
ordem sa˜o {
x˙(s) = b(x(s), z(s)),
z˙(s) = −c(x(s), z(s)).
Em particular, quando aplicamos o me´todo das caracter´ısticas em
[1 + r2]1/2∂tr − pu0r∂ξr = 0, (B.1)
temos:
F (∇r, r, x) = b(x, r(x)) · ∇r(x) + c(x, r(x)) = 0,
ou seja, b(x, z) = DpF = [1 + z
2]1/2− pu0z e c(x, z) = 0. Segue que segue que as equac¸o˜es
caracter´ısticas de (2.14) sa˜o dadas por:
ξ˙ = −pu0z,
t˙ = [1 + z2]1/2,
z˙ = 0.
(B.2)
De modo ana´logo, todos os outros casos de aplicac¸a˜o do me´todo das caracter´ısticas
seguem o modelo aqui descrito, com alguma variac¸a˜o, dependendo do tipo de equac¸a˜o
diferencial que temos.
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