This paper introduces the theory of φ-Jensen variance. Our main motivation is to extend the connotation of the analysis of variance and facilitate its applications in probability, statistics and higher education. To this end, we first introduce the relevant concepts and properties of the interval function. Next, we study several characteristics of the log-concave function and prove an interesting quasi-log concavity conjecture. Next, we introduce the theory of φ-Jensen variance and study the monotonicity of the interval function JVar φ ϕ(X [a,b] ) by means of the log concavity.
Introduction
This paper introduces the theory of φ-Jensen variance. Our main motivation is to extend the connotation of the analysis of variance and facilitate its applications in probability, statistics and higher education. Our research results have important theoretical significance and reference value for the higher education systems. The proofs of these results are both interesting and difficult. A large number of algebraic, functional analysis, probability, statistics and inequality theories are used in this paper.
Higher education is an important social activity. One of the interesting problems in higher education is whether we should advocate a hierarchical teaching model. This problem is always controversial in educational circles, which has attracted the attention of some mathematics workers [-] . In this paper, we study the problem from the angle of the analysis of variance, so as to decide on the superiority or the inferiority of the hierarchical teaching model and the traditional teaching model. The research methods of the problem are based on the theory of φ-Jensen variance.
Now we recall the concepts of the hierarchical teaching model and the traditional teaching model as follows [] .
The usual teaching model assumes that the scores of each student in a university is treated as a continuous random variable written as X I , which takes on some value in the real interval I = [, ], and its probability density function p I : I → (, ∞) is continuous. Suppose we now divide the students into m classes written as If a  = -∞, a m = ∞, then the HTM{-∞, . . . , ∞, p R } and the HTM{-∞, ∞, p R } are called generalized hierarchical teaching model and generalized traditional teaching model, respectively, where, and in the future, R (-∞, ∞).
In order to study the hierarchical and the traditional teaching models from the angle of the analysis of variance, we need to recall the definition of the truncated random variable as follows [] .
Let X I ∈ I be a continuous random variable with continuous probability density function p I : I → (, ∞). If X J ∈ J ⊆ I is also a continuous random variable and its probability density function is
then we say that the random variable X J is a truncated random variable of the random variable X I , written as X J ⊆ X I . If X J ⊆ X I and J ⊂ I, then we say that the random variable X J is a proper truncated random variable of the random variable X I , written as X J ⊂ X I . Here I and J are n-dimensional intervals (see Section ). We point out a basic property of the truncated random variable as follows [] : Let X I ∈ I be a continuous random variable with continuous probability density function p I : I → (, ∞). If X I * ⊆ X I , X I * ⊆ X I and I * ⊆ I * , then X I * ⊆ X I * , while if X I * ⊆ X I , X I * ⊆ X I and are merged into one, written as Class[a i , a j ]. Since [a i , a j ] ⊆ I, we know that X [a i ,a j ] is also a truncated random variable of the random variable X I , where  ≤ i < j ≤ m. In general, we have
In the HTM{a  , . . . , a m , p I }, we are concerned with the relationship between the variance Var X [a i ,a j ] and Var X I , so as to decide on the superiority or the inferiority of the hierarchical and the traditional teaching models. If
then we say that the HTM{a  , . . . , a m , p I } is left increasing. If
then we say that the HTM{a  , . . . , a m , p I } is right increasing. If the hierarchical teaching model is both left and right increasing, i.e.,
then we say that the hierarchical teaching model is increasing.
If a hierarchical teaching model is increasing, then in view of the usual meaning of the variance, we tend to think that this hierarchical teaching model is better than the traditional teaching model. Otherwise, this hierarchical teaching model is probably not worth promoting.
In this paper, we study the hierarchical and the traditional teaching models from the angle of the analysis of variance. In other words, we study the monotonicity of the hierarchical teaching model, so as to decide on the superiority or the inferiority of the hierarchical and the traditional teaching models. In particular, we need to find the conditions such that inequalities (), () and () hold (see Theorem ) by means of the theory of φ-Jensen variance.
In order to facilitate the description of the theory of φ-Jensen variance, in Section , we introduce the relevant concepts and properties of the interval functions, in Section , we study several characteristics of the log-concave function. In particular, we will prove the interesting quasi-log concavity conjecture in [] . In Section , we introduce the theory of φ-Jensen variance and study the monotonicity of the interval function JVar φ ϕ(X [a,b] ) by means of the log concavity. In Section , we demonstrate the applications of our results in higher education, show that the hierarchical teaching model is 'normally' better than the traditional teaching model under the appropriate hypotheses, and study the monotonicity of the interval function Var A (X [a,b] ).
Interval function
To study the theory of φ-Jensen variance, we need to introduce the relevant concepts and properties of the interval functions in this section.
We will use the following notations in this paper.
If a ≤ b and there exists j ∈ {, , . . . , n} such that a j < b j , then we say that a is less than b or b is greater than a, written as a < b or b > a.
Let I j ⊆ R, j = , . . . , n, be intervals. Then we say that the set I I  × · · · × I n is an ndimensional interval, where the product × is the Descartes product.
If a, b ∈ I, then we say that the set
Clearly, for the n-dimensional generalized closed interval, we have
Let I ⊆ R n be an n-dimensional interval. Then we say that the set
is a closed interval set of the interval I. We remark here that the closed interval set I is a convex set, i.e.,
here we define
Let I be the closed interval set of the interval I. We say that the mapping G : I → R is an interval function. The image of the closed interval [a, b] is written as G [a, b] , and the interval function G : I → R can also be expressed as
By (), for the interval function G : I → R, we have
That is to say, the image G[a, b] of the closed interval [a, b] is a symmetric function. Let G : I → R be an interval function, and let a j < b j , j = , . . . , n. If
then we say that the interval function
then we say that the interval function G : I → R is left increasing. If the interval function G : I → R is both left increasing and right increasing, i.e.,
then we say that the interval function G : I → R is increasing.
If G or -G is left increasing, then we say that the interval function G : I → R is left monotonous. If G or -G is right increasing, then we say that the interval function G : I → R is right monotonous. If G or -G is increasing, then we say that the interval function G : I → R is monotonous.
We remark here that if an interval function G : I → R , here I is an interval, is increasing, then the graph of the function
looks like a drain or a valley. For example, the interval function
is increasing, the graph of the function
 looks like a drain or a valley, see Figure  . If X ∈ I, where I ⊆ R n is an n-dimensional interval, is a continuous random variable, and its probability density function p : I → (, ∞) is continuous, then the interval function
p is increasing, where is the probability of the random event 'X ∈ [a, b]' . In other words,
For the monotonicity of the interval function, we have the following proposition. 
Proposition 
Proof We first prove assertion (I). Let
here Δb > . Hence there exists j ∈ {, . . . , n} such that Δb j > . According to the theory of analysis and (), we know that the function G[a, b] is strictly increasing with respect to b j , hence
That is to say, the interval function G : I → R is right increasing. Assertion (I) is proved. Next we prove assertion (II) as follows. Let
here Δa > . Hence there exists j ∈ {, . . . , n} such that Δa j > . By (), and using the switch a ↔ b in (), we get
That is to say, the function G[a, b] is strictly decreasing with respect to a j , hence
In other words, the interval function G : I → R is left increasing. Assertion (II) is proved. The proof of Proposition  is completed.
In Section ., we will demonstrate the applications of Proposition .
As an application of Proposition , we have the following example.
Example  Let X ∈ I, where I is an interval, be a continuous random variable, and let its probability density function p : I → (, ∞) be continuous, as well as let the function ϕ : I → R be continuous and strictly increasing. Then the interval function
is right increasing, and the interval function -Eϕ(X [a,b] ) is left increasing, where X [a,b] ⊆ X, and Eϕ(X [a,b] ) is the mathematical expectation of ϕ(X [a,b] ).
By Proposition , Eϕ(X [a,b] ) is right increasing and -Eϕ(X [a,b] ) is left increasing. This ends the proof.
In Section ., we will demonstrate the applications of Example . Now we introduce the convexity and the concavity of the interval functions as follows. The interval function G : I → R is said to be convex if
where ( -θ )J + θ K ∈ I by (). The interval function G : I → R is said to be concave if -G is convex. For example, the interval function
Indeed, since the function |t| γ (t ∈ R) is convex, by Jensen's inequality [-], we know
We remark here that the interval function G : I → R is convex if and only if the function
is convex, where
and the function G * is convex if and only if the following Hessian matrix
is non-negative.
Log concavity and quasi-log concavity
Convexity and concavity are essential attributes of functions, their research and applications are important topics in mathematics.
To study the theory of φ-Jensen variance, in this section, we need to study the log concavity and the quasi-log concavity of functions.
Log concavity
There are many types of convexity and concavity for functions. One of them is the log concavity which has many applications in probability and statistics.
Recall the definition of a log-concave function [, -] as follows. The function p : I → (, ∞), here I is an n-dimensional interval, is called a log-concave function if log p is a concave function, i.e.,
If -log p is a concave function, then we say that the function p : I → (, ∞) is a log-convex function.
In [] , the authors apply the log concavity to study the Roy model, and several interesting results are obtained. In particular, we have the following (see p. in [] ): If D is a log concave random variable, then
Unfortunately, their results did not include the case where D is a truncated random variable.
In this paper, we apply the log concavity of functions to generalize the inequalities in () to the case where D is a truncated random variable (see Remark ).
To prepare for the proofs of the results in Section ., we need to study several characteristics of the log-concave function as follows.
For the log-concave function, we can easily get the following Propositions  and  by the theory of analysis [] . 
Proposition
where (log p) is the derivative of the function log p. 
Proposition  Let the function p
where (log p) is the second order derivative of the function log p.
For other characteristics of the log-concave function, we have the following non-trivial result.
Theorem  Let the function p : I → (, ∞), here I is an interval, be differentiable. Then the function p is a log-concave function if and only if
Proof Assume that the function p is a log-concave function, we prove inequality () as follows.
We define an auxiliary function as follows:
Note that the function p : I → (, ∞) is differentiable. By the Cauchy mean value theorem, there exists a real number θ ∈ (, ) such that
Combining with Proposition , () and (), we obtain that
. This proves inequality () for the case where a < b.
Combining with Proposition , () and (), we obtain that
. So inequality () is also valid for the last case.
Next, assume that inequality () holds, we prove that the function p is a log-concave function as follows.
According to Proposition , we just need to prove () where a, b ∈ I and a < b.
By adding () and (), we get
Since b a p(t) dt > , we get () by (). The proof of Theorem  is completed.
In Sections . and ., we will demonstrate the applications of Theorem .
For the log concavity, we have the following interesting example.
Example  Let the function p : (α, β) → (, ∞) be a probability density function of a random variable X, and let the probability distribution function of X be
is also a log-concave function, i.e.,
where
is the probability of random event
Since p : (α, β) → (, ∞) is a differentiable log-concave function, by Proposition , we know that the function
is monotone decreasing, hence
and (), we have
According to Proposition , we know that the function P : (α, β) → [, ] is a log-concave function. The proof is completed.
In Section ., we will demonstrate the applications of Example .
Quasi-log concavity
Now we recall the definitions of the quasi-log concavity and the quasi-log convexity as follows [] . A differentiable function p : I → (, ∞), here I is an interval, is said to be quasi-log concave if
If inequality () is reversed, then the function p : I → (, ∞) is said to be quasi-log convex.
We remark here that the function
is an interval function. If the function p : I → (, ∞) is twice continuously differentiable, then inequalities in () can be rewritten as
The significance of the quasi-log concavity in the analysis of variance is as follows (see Theorem . in []): Let X I be a continuous random variable and its probability density function p : I → (, ∞) be twice continuously differentiable. Then the function p : I → (, ∞) is quasi-log concave if and only if
We remark here that for the twice continuously differentiable function, quasi-log concavity implies log concavity, and quasi-log convexity implies log convexity, as well as log convexity implies quasi-log convexity [].
An interesting conjecture was proposed by Wen et al. in [] as follows.
Corollary  (Quasi-log concavity conjecture []) Let the function p : I → (, ∞), here I is an interval, be differentiable. If p is log concave, then p is quasi-log concave.
Now we prove Corollary  which is a corollary of Theorem .
Proof Let p be differentiable and log concave, and let a, b ∈ I. Without loss of generality, we may assume that a < b.
Since p is log concave, by Proposition , we have
By Theorem , we know that () holds. Hence
According to (), () and
That is to say, () holds.
By the proof of Theorem  we know that () holds. Hence
According to (), () and
That is to say, () still holds. Hence p is quasi-log concave. We remark here that if the function (log p) is strictly decreasing, then the equation in () holds if and only if a = b. This completes the proof of Corollary .
Corollary  implies the following interesting corollary.
Corollary  Let the function p : I → (, ∞), here I is an interval, be twice continuously differentiable. Then p is quasi-log concave if and only if p is log concave.

Theory of φ-Jensen variance
The covariance and the variance are important qualitative features of random variables. Indeed, the research and the application of these indexes are important topics in probability and statistics. In this section, we generalize the traditional covariance and the variance of random variables, and define φ-covariance, φ-variance, φ-Jensen variance, φ-Jensen covariance, integral variance and γ -order variance. We also study the relationships among these 'variances' . In Section ., we study the monotonicity of the interval function involving the φ-Jensen variance by means of the log concavity.
In the following discussion, we assume the following. I is an n-dimensional interval (or n-dimensional, closed and bounded domain in R n ).
The X (X  , . . . , X n ) ∈ I is an n-dimensional continuous random variable, and its probability density function p : 
φ-Variance
The signed square root of the real number t is defined as
where sign(t) is the sign function, which is similar to the function
is called the φ-covariance of the random variables ϕ i (X) and ϕ j (X), and the non-negative functional
the φ-variance of the random variable ϕ(X), here the functional
is the mathematical expectation of the random variable ϕ(X). We remark here that [] studied the convergence of the generalized integral
which is a generalized mathematical expectation of the random variable φ[ψ(X) + δ(X)] in the interval [, ∞).
We now define the φ-covariance matrix [Cov φ (ϕ i , ϕ j )] m×m of the random variables ϕ  (X), . . . , ϕ m (X) as follows:
For the φ-covariance matrix, we have the following proposition.
Proof Indeed, if we set
Hence, for any
That is to say, the φ-covariance matrix [Cov φ (ϕ i , ϕ j )] m×m of the random variables ϕ  (X), . . . , ϕ m (X) is non-negative. The proof of Proposition  is completed.
According to Proposition  and the quadratic form theory, all the principal minors of the φ-covariance matrix are non-negative. In particular, all the  ×  principal minors of the φ-covariance matrix are non-negative. Hence
as a φ-correlation coefficient of the random variables ϕ i (X) and ϕ j (X), where b i,j is defined by (), and i, j = , . . . , m.
φ-Jensen variance
We say that the function
is a signed square root product of two real numbers a and b [] . For the signed square root product a • b, we have
Hence the function a • b is discontinuous if a = b < , and a • a = a is similar to the formula
we know that the properties of the signed square root product a • b are similar to the product a × b and the formula
The graph of the function a • b is depicted in Figure  . Assume that the function φ is a convex function. Then we say that the functional is a φ-Jensen covariance of the random variables ϕ i (X) and ϕ j (X), and the functional
is a φ-Jensen variance of the random variables ϕ(X). According to the definition and Jensen's inequality [-], we have
According to the above definition, we have the following relationship between the φ-Jensen covariance JCov φ (ϕ i , ϕ j ) and the φ-covariance Cov φ (ϕ i , ϕ j ).
and | i,j | is the measure of the set i,j , then we have
From () and (), we get
This ends the proof of Proposition .
In addition, according to inequality (), we have
and
Unfortunately, the φ-Jensen covariance matrix [JCov φ (ϕ i , ϕ j )] m×m of the random variables ϕ  (X), . . . , ϕ m (X) is not non-negative in general. But since 
Suppose that I, J ⊂ (, ∞) are two intervals, and ϕ : I → J is a monotonic function. If we set φ = ϕ - > , then
where ϕ - is the inverse function of the function ϕ. Hence inequalities () can be rewritten as
We say that the functional E ϕ (X) is the ϕ-mathematical expectation of the random variable X I and the functional JVar ϕ - ϕ is an integral variance of the random variable ϕ(X).
In order to facilitate applications in Section , now we introduce a special φ-Jensen variance, which is called a γ -order variance.
We define a function φ γ as follows:
Hence φ γ is a convex function. Let ϕ(t) > , ∀t ∈ I. Then we say that the functional
is a γ -order variance of the random variable ϕ(X).
In general, for any real number γ , we define the γ -order variance of the random variable ϕ(X) as follows []:
Noting that from the definition (), we have
Hence we may say that the functional (Var [γ ] ϕ) /γ is a γ -order mean variance of the random variable ϕ(X), where γ = . Since φ γ is a convex function, according to Theorem  and the continuity, we have
In [], the authors defined the Dresher variance mean V γ ,δ (ϕ) of the random variable ϕ(X) and obtained the Dresher-type inequality (see Theorem  in [] ) and the following V-E inequality (see () in []): 
which is a convex function. We remark here that 
Proof of Theorem 2
In this section, we will use the following notations [-]:
In order to prove Theorem , we need three lemmas as follows. In [], the authors proved the following Lemma  by means of the theory of linear algebra.
Lemma  (Lemma  in []) Let the function φ : J → R be twice continuously differentiable. If x ∈ J
n , p ∈ n , then we have the following identity:
Lemma  Let the function φ : J → R be twice continuously differentiable and φ (x) ≥ , ∀x ∈ J. If x ∈ J n , p ∈ n , then we have the following inequalities:
Proof We just need to prove the second inequality in (), because the proof of the first inequality in () is similar. In identity (), set φ(t) = t  . From S dt  dt  = /, we get
According to Lemma  and (), and noting that w i,j (x, p, t  , t  ) ∈ J, we get
The second inequality in () is proved. This ends the proof.
One of the integral analogues of Lemma  is the following Lemma .
Lemma  Under the hypotheses of Theorem , we have the following inequalities:
  inf t∈I φ ϕ(t) ≤ I pφ(ϕ) -φ[ I pφ(ϕ)] I pϕ  -( I pϕ)  ≤   sup t∈I φ
ϕ(t) . (   )
Proof We just need to prove the second inequality in (), because the proof of the first inequality in () is similar. Let T {ΔI  , . . . , ΔI m } be a partition of I. Pick any η i ∈ ΔI i ,  ≤ i ≤ m, and set
according to the definition of the Riemann integral and Lemma , we get
The second inequality in () is proved. This ends the proof of Lemma .
The proof of Theorem  is now relatively easy.
Proof We just need to prove the second inequality in (), because the proof of the first inequality in () is similar. According to () and Lemma , we get
This proves the second inequality in (). The proof of Theorem  is completed.
A large number of algebra, functional analysis and inequality theories are used in the proof of Theorem . Based on these theories, we obtained Lemma , which is the discrete form of Theorem . According to Lemma  and the definition of the Riemann integral, we obtained the proof of Theorem . Therefore, the proof of Theorem  is both interesting and very difficult.
An example in the generalized traditional teaching model
In order to illustrate the significance of the φ-Jensen variance, integral variance and γ -order variance, we provide an illustrative example as follows.
In the generalized traditional teaching model HTM{-∞, ∞, p R }, suppose that the score of a student is X ∈ J, where J = (μ, ∞),  ≤ μ < ∞, and μ is the average score of the students. In order to stimulate the learning enthusiasm of a student, we may want to give the student a bonus payment A (X), where X > μ. The function A : J → (, ∞) is called an allowance function of the HTM{-∞, ∞, p R } []. In general, we define the allowance function A as follows:
Assume that s = A (X), X ∈ J. Then
here we define the constants C   and C  . Therefore, the integral variance of the random variable A (X) is
i.e.,
and the A -mathematical expectation of the random variable X is
On the other hand, by inequality (), we have
where [E(X -μ) α ] /α is the α-power mean [, , ] of the random variable X -μ.
Monotonicity of the interval function JVar φ ϕ(X [a,b] )
In this section, we apply the log concavity of function to study the monotonicities of the interval function JVar φ ϕ(X [a,b] ) involving a φ-Jensen variance. In particular, we generalize inequalities in () to the case where D is a truncated random variable (see Remark ). Our purpose is to study the hierarchical and the traditional teaching models from the angle of the analysis of variance, so as to decide on the superiority or the inferiority of the hierarchical teaching model and the traditional teaching model. Let X [a,b] be a truncated random variable of X, where the probability density function p : I → (, ∞) of X is continuous. Then, by (), () and the definition of the truncated random variable, we know that the φ-Jensen variance of the random variable ϕ(X [a,b] ) is
which is a non-negative interval function, where φ • ϕ φ(ϕ) is a composite function.
The main results of this section is the following Theorem . 
Theorem 
In the following discussion, we set
In order to prove Theorem , we need four lemmas as follows.
Lemma  Let the functions p : I → (, ∞) and ϕ : I → J be continuous, and let the function
then we have
where I and J are intervals, JVar φ ϕ(X [a,b] ) and w are defined by () and (), respectively.
Proof According to the above definition, we have the following formula:
By the identity
we get
(   )
According to ()-() and (), we have
Hence () holds. This ends the proof.
Lemma  Let the function p : I → (, ∞) be continuous, and let the functions ϕ : I → J and φ : J → R be differentiable and twice differentiable, respectively. Then we have
where I and J are intervals, w and H(a, b) are defined by () and (), respectively.
Proof By (), we have
Hence from () and (), we get
The proof is completed.
Lemma  Let the function p : I → (, ∞) be differentiable and log-concave, and let the function ϕ : I → J be twice differentiable and satisfy the following condition:
If we set
where w is defined by (), then we have
Proof By () and (), we get
Since the function p : I → (, ∞) is differentiable and log-concave, according to Theorem , we have
Combining with ()-() and
Combining with (), (), () and b a p < , we get (). This ends the proof.
Lemma  Under the hypotheses of Theorem
where H(a, b), H * (a, b) and w are defined by (), () and (), respectively.
Proof First, we assume that () holds. Then () holds by the proof of Lemma . Now we prove that inequality () holds as follows. From (), we know that the function φ is increasing, hence from () we get
By () and (), we have
From ϕ (t) > , ∀t ∈ I, and a, b ∈ I, a < b, we know that
By (), () and Lemma , we have
that is to say, inequality () holds. Next, we assume that () holds. Then () holds by the proof of Lemma . Now we prove that inequality () also holds as follows.
From () we know that the function φ is decreasing, hence from () we get
By () and (), we have
From ϕ (t) > , ∀t ∈ I, and a, b ∈ I, a > b, we know that
By (), () and Lemma , we have
That is to say, inequality () still holds. This ends the proof of Lemma .
The proof of Theorem  is as follows.
Proof We first prove assertion (I). By Proposition , we just need to prove that
Suppose that
We prove () as follows. By (), we have
According to Lemma  and (), we have
According to b > a, () and
From φ (x) > , ∀x ∈ J and (), we get
Combining with (), () and Lemma , we get
From (), () and a < b, we get
Combining with () and Lemma , we get
Hence () holds. Assertion (I) is proved.
Next, we prove assertion (II) as follows. By Proposition , we just need to prove that
We prove () as follows:
Hence () holds. Assertion (II) is also proved. We remark here that the proof of Theorem  can be rewritten as
The proof of Theorem  is completed.
A large number of analysis and inequality theories are used in the proof of Theorem . Based on these theories, we obtained Theorem  and Lemmas -, and according to Theorem  and Lemmas -, we obtained the proof of Theorem . Therefore, the proof of Theorem  is also both interesting and very difficult.
Remark  Let D ∈ R be a log concave random variable. In () and (), if we set φ(x) ≡ x  , ϕ(t) ≡ t, I = R, then we get the inequalities
where p : R → (, ∞) is a differentiable log-concave function. In other words, we have generalized the inequalities in () to the case where D is a truncated random variable.
In Section ., we will demonstrate the applications of Theorem .
Corollaries of Theorem 3
The connotation of Theorem  is very rich, which implies the following four interesting corollaries.
Corollary  Let X be a continuous random variable and its probability density function p : I → (, ∞) be a differentiable log-concave function, and let the twice differentiable function ϕ : I → J satisfy the following conditions: Proof Set φ = ϕ - , where ϕ - is the inverse function of the function ϕ. Since
we have
By assertion (I) in Theorem , the interval function
is right increasing. This ends the proof.
In Theorem , if we set φ(x) ≡ x  and ϕ(t) ≡ t, then we get the following.
Corollary  Let X be a continuous random variable and its probability density function p : I → (, ∞) be differentiable and log-concave. Then the interval function
In Section ., we will demonstrate the applications of Corollary  in the hierarchical teaching model. 
Corollary  Let X be a continuous random variable and its probability density function
Proof
To be more precise, we set that
Without loss of generality, we may assume a < b. Set
Hence p * J is a probability density function of a random variable on J. Since
and p *
is a differentiable log-concave function, by Corollary , the interval function Var
Since ϕ (t) > , ∀t ∈ I, and
That is to say, the interval function Var ϕ(X [a,b] ) ([a, b] ∈ I) is increasing. The proof of Corollary  is completed.
In Section ., we will demonstrate the applications of Corollary  in the generalized traditional teaching model.
In Theorem , if I is an n-dimensional interval, then we have the following result.
Corollary  Let the probability density function p j : I j → (, ∞) of the random variable X j be a differentiable log-concave function, and let ϕ j : I j → (, ∞) be twice differentiable, which satisfy the following conditions:
where  ≤ j ≤ n, n ≥ , and let
where I = I  × · · · × I n , t = (t  , . . . , t n ). If γ ≥ , and X  , . . . , X n are independent random variables, then the interval function
is right increasing, where p : I → (, ∞) is the probability density function of the ndimensional random variable X (X  , . . . , X n ), and
We just need to prove that
According to the facts that
and Theorem  with Example , we have
and there is j :  ≤ j ≤ n such that the equations in () and () do not hold, where the function φ γ is defined by ().
Since X  , . . . , X n are independent random variables, we have
Hence inequality () can be rewritten as
We prove inequalities () by means of the mathematical induction as follows.
(I) Let n = . From () and (), we get
and ()-(), we get
Since there is j :  ≤ j ≤ n such that the equations in () and () do not hold, the equation in inequalities () does not hold. That is to say, inequalities () hold when n = . (II) Suppose that
By (), (), (),
and the proof of the case n = , we have
Since there is j :  ≤ j ≤ n such that the equations in () and () do not hold, the equation in inequalities () does not hold. That is to say, inequalities () hold. The proof of Corollary  is completed.
As an application of Corollary , we have the following example.
Example  In Corollary , if we set
which is the probability of the random event
and ϕ : I → [, ] is the probability distribution function of X, where X  , . . . , X n are independent random variables. If p j : I j → (, ∞) is differentiable, increasing and log-concave, then
where  ≤ j ≤ n. By Corollary , the interval function
is right increasing.
Applications in higher education
k-Normal distribution
The normal distribution [-] is considered as the most prominent probability distribution in probability and statistics. In order to facilitate the applications in Sections . and ., in this section, we need to recall the concept of k-normal distribution as follows:
If the probability density function of the random variable X is then we say that the random variable X follows a k-normal distribution [] , or X follows a generalized normal distribution [, ], denoted by X ∼ N k (μ, σ ), where t ∈ R, the parameters μ ∈ R, σ ∈ (, ∞), k ∈ (, ∞), and (s) is the gamma function. The graph of the function p(t; , , k) is depicted in Figure  . Clearly, p(t; μ, σ , ) is just the standard normal distribution N(μ, σ ) with mean μ and mean variance σ , as well as p(t; μ, σ , k) and the probability distribution function
are log-concave functions by Proposition  and Example . By () and [, ], we easily get
here μ, σ k and σ are the mathematical expectation, the k-order absolute central moment and the k-order mean absolute central moment of the random variable X, respectively. We remark here that there are close relationships between the k-normal distribution and the Weibull distribution [].
Applications in the hierarchical teaching model
In the hierarchical teaching model or the traditional teaching model, the score of each student is treated as a random variable X I ∈ I = [, ]. By using the central limit theorem [], we may think that X I ⊆ X ∼ N  (μ, σ ), where μ is the average score of the students and σ is the mean variance of the score. If the top and bottom students are insignificant, that is to say, the variance Var X of the random variable X is very small, according to formulas () and Figure  , we may think that there is a real number k ∈ (, ∞) such that X I ⊆ X ∼ N k (μ, σ ). Otherwise, we may think that there is a real number k ∈ (, ) such that X I ⊆ X ∼ N k (μ, σ ). Here μ ∈ (, ) is the average score of the students and σ is the k-order mean absolute central moment of the score. We can estimate the number k by means of a sampling procedure. 
Remark  According to Proposition , we know that the HTM{a  , . . . , a m , p I } is increasing under the hypotheses
Therefore, we may conclude that the hierarchical teaching model is 'normally' better than the traditional teaching model by the central limit theorem and Proposition .
Remark  In []
, the authors proved that the probability density function of the k-normal distribution is quasi-log concave and showed that the generalized hierarchical teaching model is 'normally' better than the generalized traditional teaching model. That is to say, in the HTM{-∞, . . . , ∞, p R }, if X R ∼ N  (μ, σ ), then we have the following inequalities:
Therefore, Proposition  is a generalization of ().
Applications in the generalized traditional teaching model
Next, we demonstrate the applications of Corollary  in the generalized traditional teaching model. In the generalized traditional teaching model HTM{-∞, ∞, p R }, according to the central limit theorem, we may assume that the score X of each student follows a k-normal distribution, i.e., X ∼ N k (μ, σ ), k > , where μ >  is the average score of the students and σ >  is the k-order mean absolute central moment of the score.
In the HTM{-∞, ∞, p R }, assume that
Therefore, the function p * J p • A - (A - ) is a differentiable log-concave function under the hypotheses of assertions (I) and (II). This completes the proof of Proposition .
Conclusion
Variances and covariances are important concepts in the analysis of variance since they can be used as quantitative tools in mathematical models involving probability and statistics. The motivation of this paper is to extend the connotation of the analysis of variance and facilitate its applications in probability, statistics and higher education. In the applications, one of our main purposes is to study the hierarchical and the traditional teaching models from the angle of the analysis of variance, so as to decide on the superiority or the inferiority of the hierarchical teaching model and the traditional teaching model. In this paper, we first introduce the relevant concepts and properties of the interval functions. Next, we study several characteristics of the log-concave function, and prove the interesting quasi-log concavity conjecture in [] . Next, we generalize the traditional covariance and the variance of random variables and define φ-covariance, φ-variance, φ-Jensen variance, φ-Jensen covariance, integral variance and γ -order variance, and study the relationships among these 'variances' , as well as study the monotonicity of the interval function JVar φ ϕ(X [a,b] ). Finally, we demonstrate the applications of our results in higher education. Based on the monotonicity of the interval function Var show that the hierarchical teaching model is 'normally' better than the traditional teaching model under the hypotheses that X I ⊂ X ∼ N k (μ, σ ), k > . We also study the monotonicity of the interval function Var A (X [a,b] ) involving an allowance function A . Theorems  and  are the main theoretical basis and Theorem  is one of main results of this paper. A large number of algebraic, functional analysis, probability, statistics and inequality theories are used in this paper. The proofs of our results are both interesting and difficult, and the problems of proof of these results are difficult to be solved by means of the existing probability and statistics theories. Some of our proof methods can also be found in the references of this paper.
Based on the above analysis, we know that the theory of φ-Jensen variance is of great theoretical significance and application value in inequality, probability, statistics and higher education.
