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Abstract 
As part of a safety assessment of a component or structure, it is necessary 
to define in a rigorous manner the limits for its safe use and operation. This 
requirement leads to a need for accurate descriptions of the conditions for 
failure. 
In determining safe operating limits for failure by fracture, current methods 
are often overly pessimistic, especially following load history or in the presence 
of residual stress. Such conservatisms may lead to overdesign and excessive 
weight or premature removal of infrastructure from service. 
A study was conducted, described in this thesis, on the influences of previ- 
ous load cycles on brittle fracture, primarily in A533B ferritic steel. Potential 
influences of remnant stresses on measured fracture toughness were explored 
by extracting test coupons from large scale welded components. Finite ele- 
ment simulations and experimental stress measurement were used to infer the 
effect on measured toughness. 
Re-analysis of previously published experimental data highlighted a range 
of limitations and practical problems with a number of current fracture cri- 
teria. To investigate the issues highlighted in greater depth, a program of 
fracture testing was conducted covering a wide range of specimen constraint 
levels and considering specimens with and without prior load history. 
The resulting fracture data set was used to study the applicability of nu- 
merous local approach methods, as well as crack tip fracture parameters, in 
terms of their transferability between geometries and ability to predict the 
effects of load history. 
It was shown that the effect of prior loading on fracture behaviour can 
be extremely significant. It was seen that the local approach, if properly 
calibrated, is able to predict the influence of load and geometry on fracture to 
an acceptable accuracy. It was also seen that consideration of fracture, even 
under brittle conditions, as a stress and strain controlled process improved the 
quality of the model predictions. 
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Chapter 1 
Introduction and objectives 
Failure of engineering components or structures is deemed to occur when the 
component is no longer able to carry out the function for which it was designed. 
One mechanism for failure is excessive yielding, where the geometry is altered 
so as to make the structure unfit for use. A second mode of failure is fracture 
such that separation of the structure into two or more parts has occurred or 
stiffness has been excessively degraded. In practice, a component that has not 
yet `failed' but is showing signs of yield or cracking is generally removed from 
service in anticipation of eventual failure. 
Yielding of engineering materials has been shown to be well characterised 
by laws based on resolved shear stress or the second invariant of deviatoric 
stress, such as those due to Tresca and von-Mises [1]. As such, yielding of 
structures under complex three dimensional loads can be accurately predicted 
and avoided by competent design. 
Understanding of fracture in engineering materials is still far from com- 
plete. Although fracture is by no means a recent phenomenon, research into 
the area has only gathered pace in the last 60 years. At the current time, 
proven design guidelines and integrity assessment methods are available. How- 
ever, they tend to employ high levels of conservatism, leading to overdesign 
or unnecessary removal of structures from service. This is especially true in 
areas where knowledge is limited such as the prediction of the effects of load 
history or prediction of failure under complex multi-axial loads. 
As is often the case, research into the area was driven by in-service failures 
that could not be explained using the methods of the time. Such situations 
have often arisen as a result of introducing new technology. One of the best 
known examples is the failures of the Liberty ships, built during the 1940s. 
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These cargo vessels were revolutionary in that, as the first all welded ships, 
production was considerably faster and cheaper than for previous riveted de- 
signs. Unfortunately a large number of catastrophic failures of these vessels, 
including a number which broke completely in two, highlighted several unfore- 
seen issues. Chiefly, it was found that inferior welding resulted in many flaws 
which served as nucleation points for subsequent cracking [2]. Cracks were 
also seen to originate from areas where the design of the vessels had resulted 
in stress concentrations and, in addition, the steel from which the ships were 
constructed was found to have a low toughness. 
Another often cited failure is that of the de Havilland Comet, the world's 
first commercial jet airliner. Early models suffered cracking to the fuselage, 
resulting in a number of fatal accidents. This was later found to be caused 
by fatigue mechanisms, with cracks often emanating from the corners of the 
square windows [3], highlighting the need to consider stress concentrators in 
design. 
Current drivers for fracture research tend to be proactive, rather than 
reactive, an indicator perhaps of the increase in understanding in the area. It 
has been said that 
Failure is the opportunity to begin again, more intelligently 1 
however there are many cases when failure would be regarded as a catastro- 
phe, rather than an opportunity. It is therefore unsurprising that the current 
trend, to safely reduce conservatism in design and assessment methodologies, 
is driven largely by the needs of the aerospace and power generation sectors 
where the consequences of failure can be severe. 
In aerospace there is a constant desire to reduce overall weight and thereby 
improve fuel efficiency. In such cases, excessive conservatism in failure assess- 
ment methods may lead to unnecessary over design. In the power generation 
sector, in the U. K. particularly, there is an increasing need to prolong the life 
of an ageing plant infrastructure beyond the original design life. This requires 
that continuing safe operation can be demonstrated to regulatory authori- 
ties, often requiring that integrity assessment methods be updated in order to 
reduce the high levels of conservatism employed for the original designs. 
This work presents the results of a project aimed at investigating the effects 
of load history on observed cleavage fracture properties. Previous loadings, 
'Henry Ford, 
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whether due to proof testing or operational service, are known to have poten- 
tially significant influences on subsequent structural behaviour due to ductile 
damage, generation of residual stress and work hardening. 
When assessing the risk of fracture, the stress intensity at a crack tip in 
a component is commonly compared with a material fracture toughness. It is 
generally assumed that this toughness value is a material property, however 
observed experimental values may be strongly influenced by residual stresses, 
load history and geometry. Therefore, a differentiation is necessary between 
the `apparent' or measured toughness and the true resistance of the material 
to fracture. Predictions throughout this thesis are of apparent toughness, i. e. 
that which would be measured during testing, as this is a measure of the 
change in failure load following strain history. The aims at the outset of the 
work described in this thesis were as follows: 
1. Determine whether residual stresses in fracture specimens could have a 
significant influence on measured material fracture properties. 
2. Quantify the potential influence of prior loading on measured fracture 
toughness in the cleavage regime and determine the significance of any 
effects relative to the inherent experimental scatter. 
3. Determine the ability of current fracture criteria to predict the effects 
of residual stress and load history in general and provide guidance for 
improving the accuracy of failure assessments under such conditions. 
Chapter 2 presents a review of the current state of research into the mech- 
anisms leading to brittle fracture as well as a range of methods used to model 
and predict the phenomenon. A concern at the inception of this work was that 
when attempting to measure the change in material properties during opera- 
tion, stresses remaining in extracted test coupons may influence and distort 
results. A case study into the potential influence of this effect was undertaken 
and is described in chapter 3. 
Experimental testing can be a time consuming and expensive process. It 
was, therefore, important to have clear aims when designing experiments. To 
aid this, an investigation of previously published data was undertaken. The 
aim was to determine the scope and applicability of a number of the methods 
described in chapter 2, to determine areas for further research. The results of 
this work are presented in chapter 4. 
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From the findings of chapter 4, a program of fracture testing was devised. 
The experimental methods and specimen details are presented, along with 
results in chapter 5. The variation of stress and strain in the experimental 
specimens were then analysed using finite element analyses. In addition, trends 
in the raw fracture data were analysed using statistical methods. Both analyses 
are presented in chapter 6. 
One of the most promising approaches for modelling of fracture in complex 
situations is the so-called local approach. Although highly flexible, the frame- 
work relies on model parameters, with physical meanings, to be determined 
by calibration to experimental data. The potential for error in such methods 
has previously been commented on: 
A theory may be so rich in descriptive possibilities that it can 
be made to fit any data 2 
Determining between a model fitting a given data set and a model which is 
an accurate representation of the fracture process is the subject of chapter 7. 
The models resulting from the fitting in chapter 7 as well a number of other 
predictive methods are applied to the facture tests of chapter 5 in chapter 
8. Finally, chapters 9 and 10 discuss the findings of this work and draw 
conclusions as to their implications. 




A great deal of research effort has been devoted to the study of fracture of 
engineering alloys. This chapter presents a brief overview of current published 
material on the subject, covering the micromechanical processes leading to 
failure and current models used to describe and predict fracture behaviour. 
2.1 Brittle fracture mechanisms 
Brittle fracture is the subject of considerable current research as it is a com- 
mon cause of sudden and unforeseen failure [4,5]. Furthermore, it is often 
linked to catastrophic failure with severe consequences. Brittle fracture is also 
associated with relatively low energy failure mechanisms with little or no per- 
manent deformation prior to failure (although this is not always the case). 
The two primary modes of brittle failure are intergranular fracture, where 
crack propagation occurs along material grain boundaries, and transgranular 
cleavage, where the crack path runs through material grains. 
Cleavage fracture is the term used to describe rapid crack propagation 
along specific crystallographic planes. In general, the crack path follows the 
atomic planes with lowest separation energy, usually those with lowest atomic 
packing density and the greatest interplanar spacing. In the case of BCC 
(body centre cubic) crystal structures, such as ferritic steels, cleavage occurs 
predominantly on the [100] plane [6]. 
The stress required to overcome atomic cohesive forces in steels is generally 
an order of magnitude higher than that required to cause macroscopic yield- 
ing. Specific conditions are therefore required to permit stresses high enough 
to promote cleavage fracture. Firstly, plastic deformation must usually be 
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constrained to allow local stresses, at a granular scale, to become sufficiently 
large. As a result, cleavage fracture is commonly seen in materials with BCC 
and HCP crystal structures where there are limited slip systems available, but 
less commonly in FCC structures where the [111] plane provides many slip 
directions. 
Secondly, local stress concentrations are necessary to increase the stress 
at an intragranular scale. These are commonly assumed to be microcracks, 
nucleated at cracked second phase particles such as carbides [7,8,9] or MnS 
inclusions [10]. It has also been suggested that deformation twins may act as 
nucleation points for microcracks [11,12]. 
The assumption that fractured carbides act as microcrack nucleators was 
recently called in to question by Coates and co-workers [13] who investigated a 
large number of fracture surfaces in A533B ferritic steel and found no evidence 
of carbide cracking. It was suggested that cracks are nucleated from regions of 
microvoids [14]. Microvoid clusters were also reported in cleavage fracture by 
a number of others [15,16]. The overall process for failure by cleavage fracture 
is generally accepted to be [17]: 
1. Microcracks are nucleated by slip mechanisms. 
2. Stresses immediate to the nucleated crack cause it to propagate, resulting 
in a grain sized crack. 
3. If stresses in the neighbouring regions are high enough, the crack is able 
to cross the grain boundary and advance into neighbouring grains. 
4. Once a crack has grown to the size of multiple grains, it is generally 
assumed to propagate to overall failure. 
This process is illustrated in figure 2.1. It has been suggested by Chen [18] 
that at different temperatures, there are different `critical' events which lead 
to global failure. At very low temperatures (-196°C), it was stated that cleav- 
age fracture is primarily controlled by nucleation of microcracks, i. e. stresses 
are high but plastic strain must increase sufficiently before fracture occurs. 
At slightly warmer temperatures (-100°C), fracture was deemed to require 
a combination of strain to nucleate microcracks, stress triaxiality to prevent 
blunting of microcracks and local stress to propagate the microcrack into the 
surrounding matrix and over grain boundaries. 
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Figure 2.1: A) Material grain containing a defect nucleator B) Strain induced 
nucleation of a microcrack C) Propagation of microcrack through the material 
lattice D) Crack propagation over grain boundary into neighbouring grains. 
This interpretation of very low temperature failure is called into question 
by the recent work of Chapuliot and Le Corre [19] where fatigue cracks were 
seen to propagate by cleavage at -253°C. The fact that stable cleavage crack 
growth was possible at this temperature suggests that micocrack nucleation is 
not the critical event for failure, even at very low temperatures. It is therefore 
likely that global failure is dependent on propagation of microcracks over grain 
boundaries. 
2.2 Linear Elastic Fracture Mechanics (LEFM) 
The starting point for the majority of modern fracture mechanics was the 
work of Inglis [20] and Griffith [21]. Inglis analysed the stress concentration at 
elliptical flaws and showed that the stress at the tip of such a flaw, 0a, could 
be expressed in terms of the applied stress a, 
Qa = 2v (2.1) 
YP 
where a and p are the major dimension and minimum radius of curvature of 
the flaw, as shown in figure 2.2. This leads to an expression for the fracture 
7 
Chapter 2: Literature review 
stress [22], 
_ -(E'1)1/2 (2.2) 
where E is Young's modulus, y, the energy required for creation of free surfaces 
and a, previously the major dimension of an elliptical flaw, can be interpreted 
as the length of a sharp crack-like defect. 
Following this work, Griffith sought to rectify the difference between the 
empirical strength of materials and their theoretical strength, based on the 
attractive forces between atomic bonds. By assuming the presence of defects 
within materials, he showed that flaws produced stress concentrations which, 
in turn, lowered the effective macroscopic strength of the material. By balanc- 
ing the strain energy surrounding the flaw with the energy needed to create 






assuming no dissipation of energy. The definition of equation 2.3 is only strictly 
suitable for pure brittle fracture, where a crack may propagate once energy is 
available to overcome the atomic bonds. In most materials, such as metals, 
some permanent deformation is likely to occur prior to this. Therefore, energy 
of dislocation movement should be included into the surface energy term such 
that y =,, y, + ryp, where the plastic term yp is generally dominant. Based on 
these models, which are in turn based on atomic bond strength, fracture can 
be seen to be a stress driven process. 
Further work to better account for the dissipative effects of plastic defor- 
mation on fracture was undertaken by Irwin [23,24], Orowan [25] and others, 
but will not be discussed here. A more detailed overview of such work may be 
found elsewhere [22]. 
2.3 Crack tip fracture parameters 
Practical application of the concepts introduced by the early work into frac- 
ture mechanics required the formulation of a useful failure criterion that was 
applicable during the component design process. The most commonly used 
approaches tend to be based on the crack tip parameters K and J, often re- 
ferred to as crack tip or `global' fracture parameters as they serve to relate 
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external load to the stress field at the crack tip. 
2.3.1 Stress intensity factor, K 
The stress intensity factor originates from analytical solutions for the stress 
field around a sharp crack [26]. Using a series expansion, it can be shown that 
the stresses immediate to the crack tip are dominated by a 1/ 
f singularity 
such that as r-40, for an isotropic linear-elastic material, 
f (B) (2.4) 
2irr 
QII = 13 
KII 
f1, (0) (2.5) 
'j 7rr 




where r and B are crack tip coordinates, defined in figure 2.2 B. The super- 
scripts I, II and III correspond to opening tensile, in-plane shear and out 
of plane shear loadings. Assuming that failure is driven by local stresses and 
that local stresses are controlled by a single parameter K, failure is deemed 
to occur (in mode I loading) when KI = KjC, where KIC is the material 
fracture toughness. It should be noted that in general KjC q` KIIC 0 KijiC 
and KIC is usually the lowest of the three as tensile failure tends to be the 
lowest energy failure mode. Experimental values of KIC are commonly ob- 
tained using thick specimens to approximate plane strain conditions [27], with 
the intention of obtaining lower bound values. Under such conditions, local 
stresses are assumed to be given by 
KI all = girr 
e cos 2 re 381 `1 -sin sin 2J (2.7) 





32 ) (2.8) 
KI 
a12 = 27r r 
B0 30 
cos 2 sin 2 cos 2 (2.9) 
2.3.2 The J integral 
The J integral as suggested by Rice [281 and independently derived by Eshelby 
[29] can be obtained by evaluating the rate of change in potential energy, within 
9 
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a _i A) 
B) 
Figure 2.2: Nomenclature used for geometry of A) elliptical defect and B) 




Figure 2.3: Notation for 2D contour integral 
a region of material containing a singularity, during an infinitesimal change in 
the singularity's position. In the case of crack tip movement, this energy is 
assumed to be that needed for the creation of free surfaces. Ignoring kinetic 
energy and body forces, J is expressed as follows, 
= 
8uti 
.1 li ö 
fro (wbk, 
- a`j a-ui) ll knj ds 
(2.10) 
W=J Eýý Q, deij (2.11) 
where F0 is a contour around the crack tip, indicated in figure 2.3, and W is 
strain energy density. This formulation relates to the extension of a sharp crack 
(i. e. movement of a stress/strain singularity) in the generalised xk direction. 
10 
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The term 1/k is the component of assumed crack extension in the Xk direction, 
u; is displacement in the xi direction and 8kß is Kronecker's delta. In the 
above integral dS represents integration about a contour, the outward normal 
of which is n. Using the divergence theorem, equation 2.10 can be expressed 
around a general contour Co. Assuming the crack faces (S in figure 2.3) are 
traction free, 
_ 
äu1 I. /ý (9W 




? )kdA (2.12) 
Co 
where dA represents integration over the area enclosed by the contour Co. If 
W is a single valued function of eta, such as in elastic materials, and assuming 
W has no explicit dependence on xk, 
aw aw act; 
_ 
aft; 
äxk - OEij aXk t3 aXk (2.13) 
hence the area integral of equation 2.12 is zero and J can be evaluated as 
i= 
co 
Wbkj - Cii 
äuti 
axe) ýknjds (2.14) 
with Co being any path starting and ending on opposite faces of the crack. 
The path independence of J is crucial as it provides a single unambiguous 
value. It was shown by Begley and Landes [30,31] that the values of J at 
onset of crack propagation are approximately constant under high constraint 
(i. e. plain strain) conditions and can therefore be used to predict fracture in 
such cases. 
Unfortunately, equation 2.14 becomes path dependent for elastic-plastic 
materials. In addition, due to plastic dissipation, J can no longer be inter- 
preted as the energy release rate of crack extension. Material behaviour may 






where ay and ey are the yield stress and strain and a and n are constants. 
For materials characterised by equation 2.15, it has been shown [32,33] that 
J is the dominant characterising factor for the near-tip stress field in the same 
manner as K for a linear elastic material. The near tip stresses are then 
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approximated by, 
EJ T 
aii = ay 2o 
(n, 0) (2.16) 
CYUyInr 
commonly known as the HRR stress field. In equation 2.16, In is an integration 
constant and the function Qty is the dimensionless variation of stress with angle. 
Although the dependence of stress magnitude on J was derived for a non 
linear elastic material, the relationship holds for elastic-plastic materials as 
long as monotonic loading conditions are satisfied. If unloading occurs follow- 
ing plastic deformation, J no longer fully characterises the stress field in its 
standard form as W cannot be determined from the current strain state. 
Domain formulation 
The J integral is commonly evaluated from stress and strain fields determined 
using finite element analyses and as such a discrete form of the integral in 
equation 2.14 must be implemented. In such cases, numerical evaluation of 
a path integral can be prone to inaccuracies. It is therefore common to im- 
plement a domain integral, thereby reducing the effect of errors at any single 
gauss point or node on the calculation. Following Li et al [34], equation 2.14 
around a closed contour C, where c= Co +S+ r0, can be expressed as an 
area integral via the divergence theorem. 
_%( 
aE; ew aus \ aqk 
dA (2.17) J- 
JA 0, 'j 8xk 8xk) qk 
+ OXk -W 
6k f 8xj 
In this case, 77k is replaced by a smooth function qk where qj = 7k on ro and 
qk =0 on the contour Co. Multiplication by qk makes the path integral around 
C equal to that around r0. Where the surfaces S are traction free, this allows 
convenient conversion to an area integral. In the limiting case where ro -+ 0, 
A is the area enclosed by the outer contour C and qj = Tlk at the crack tip 
only. For proportional loading conditions, J can then be expressed. 
J 'f 
IA 
\. i' Cixk 
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Calculation in the presence of incompatible strains 
Incompatible strain is used here to describe any strains which do not conform 
to the current stress state, according to the material stress/strain response. 
This term encompasses plastic stains from prior material deformation, as well 
as thermal strains. Such incompatible strains are also commonly referred to 
as eigenstrains. The presence of an initial strain field causes the integral of 
equation 2.14 about a closed contour to be nonzero, hence removing path 
independence. 
Many authors have proposed methods to account for thermal strain fields 
[35,36,37] and residual stresses [38,39,40,41]. Decomposing the strain into 
mechanical (Eft) and initial (Est) strains gives, 
E%j m#rl = EV + E{j (2.19) 
Mechanical strain is the sum of the elastic and plastic strains and incompatible 
strains represent any `non-mechanical' strains, such as thermal or initial state 
plastic strains. In general these two components can be defined as, 
m. = el pl 
l0 th Eia -Eid + 1.7-Eid -Eii (2.20) 
\0 
Eid _ E{j - E1ýJ + Eid = EPýO + Eid (2.21) 
ein 
wm =f uij dE (2.22) 
where e° represents strain in the initial state and e; ý refers to thermal strains. In general, the `initial' material state should be taken as that of the body with 
pre-existing strains before the introduction of a crack [421. It is worth noting 
that the initial state elastic strains are included in the modified work energy 
density term as elastic strain energy is recoverable and compatible with the 
current stress field. The definition of the initial state as that before crack 
introduction, rather than after introduction but before external loading, is 
chosen as it avoids difficulties in determining between plastic strains and work 
due to the initial strain state and the stress concentration at the crack tip. 
Substituting these modified strain and work terms into equation 2.12 re- 
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suits in equation 2.23. 
_ 
auf % oWm a 
(E + e;; ) 
J-J 
(Wý`Skj 
- Q=; aýý) 77kn; ds - Ja axk - Qt; Ca OXk 
770A 
(2.23) 
For application in FE code, an equivalent domain integral is used. Following 
the same methodology as for equation 2.18, 
( Cý um 8qk 
a (E + tý/ 
_ 
aWm 
J- fA Uij äxk -W 
6ki 
äxß 
+ ai äxk UXk 4k 
dA 
(2.24) 
It can be seen that if proportional loading is satisfied then equations 2.23 and 





Qzý axe - 
Wm5k3) 
äx; + ot, 
äC'j 
qk dA (2.25) 
which has been shown to be path independent for cases involving initial resid- 
ual stresses [38,43,44] and thermal stress fields [36]. For cases involving 
non proportional loading, Lei [42] showed that equation 2.23 should be used. 
Equations 2.24 and 2.25 are equivalent for proportional loading. Therefore, 
if any doubt exists as to the nature of the loading, the most general version 
should be applied. 
-It should be noted that equation 2.10 can be applied in all cases, provided 
that it can be evaluated about a vanishingly small contour. In practice, the 
need to use finite element analyses to calculate J in complex structures means 
this is not feasible as the non-continuum deformation zone around the crack 
tip cannot be accurately modelled. 
Physical meaning of contour integrals 
The J integral can be interpreted as potential energy release rate per unit 
crack advance under elastic loading conditions. An alternative definition is 
provided by Eshelby [29,45] who showed that using only elastic strains, the J 
integral represents the force on any inhomogenities or defects enclosed by the 
contour. The method of [29] is based only on elastic strains, giving the force 
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on elastic singularities as, 
Fk = Jr0 (Wbkj - Oij)3ik) 7Jknjds (2.26) 
where f3 k is the elastic distortion tensor such that the elastic displacements are 
given as bu; = Qzköxk. This formulation was used as a basis for the prediction 
of the warm prestress effect by Chell [46,47]. 
For a power law hardening elastic material, the value of J is often consid- 
ered to provide a single valued characterising parameter for the crack tip stress 
fields [32,33]. Provided local monotonic loading conditions are satisfied (W 
is a single valued function of strain), this definition holds for proportionally 
loaded elastic-plastic hardening materials. 
Modified J values for use in generalised elastic-plastic conditions no longer 
have any clear physical meaning. Some studies [42] suggest that the use of 
the path independent form of J still holds as a characterising parameter, as 
in equation 2.16. However, elastic-plastic RO material properties were used 
in this analysis and equation 2.24 was unable to account for variations in 
constraint, therefore the validity of J as a characterising parameter for the 
stress field is not clear. 
2.3.3 Two parameter models 
In order for any model of fracture to be of use in avoiding failure, it is vital 
that results obtained from laboratory samples may be applied to in-service 
components, often referred to as `similitude'. In practice, it is known that 
measured values of K and J at failure are strongly dependent on specimen 
geometry and load type [48,49]. Such effects are generally grouped together 
under the term `constraint' which is associated with the stress triaxiality in 
the fracture process region. 
Constraint corrections to the stress intensity factor have evolved from the 
work of Williams [26] who suggested a series expansion for near tip stress fields. 
The first term of this expansion is characterised by K, however inclusion of 
the second term T has been shown to have a significant influence on the crack 
tip stress field and plastic region [50,51]. For mode I loading the resultant 




fij(0) + Si181jT + 8i3ö3jvT (2.27) 27rr 
15 
Chapter 2: Literature review 
where the `T-stress' is the magnitude of the second term. It should be noted 
that equation 2.27 and the T parameter in general are the product of elastic 
analyses. 
A similar approach for elastic-plastic stress fields was suggested by O'Dowd 
and Shih [52] who noted that the difference between the true stress state and a 
reference stress state was generally constant with angular position and distance 
from the crack tip for -7r/2 <0< ir/2. Furthermore, they noted that the 
difference for all and 0'22 was much greater than that for the shear stress 012. 
The approximate local stress field could then be determined with the addition 
of a constant hydrostatic shift, Q. 
Ojj -- OTef + Qcrybii (2.28) 
Where 0 re f is generally taken as that for which T=0 or the HRR field solution 
of equation 2.16 and ay is the yield stress. In practice, Q is usually defined 
as in equation 2.29. 
0'22 - 
(0'22, 
ref)T=o, r=2J/oy, o=o (2.29) 
Qy 
Toughness values are commonly observed to follow either a K-T or J-Q locus 
[53]. However such two parameter methods, while providing useful information 
about changes to the near tip stresses, do not in themselves provide predictions 
for changes in measured fracture toughness. They may however be used in 
conjunction with micro-mechanical approaches to predict failure, for example 
determining Weibull stress in terms of J or K as in [54]. 
Measured plane strain fracture toughness KIC is assumed to correspond 
to T=0 and Q=0 and cracks in a real component to T<0. It is also 
assumed that KIC is a minimum and will not decrease further with T>0 
[55], therefore using KIC should produce conservative estimates of failure. 
2.3.4 Strain energy density methods 
Strain energy density was proposed by Sih and Macdonald as a fracture cri- 
terion [56]. Failure was deemed to occur when the value of strain energy per 
unit volume reached a critical value on a contour ro about a crack tip. In this 
case ro was defined as the contour surrounding the non-continuum region in 
the immediate vicinity to the crack tip (figure 2.4). 
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oe Non-continuum region 
Crack r 
r0 
Figure 2.4: Nomenclature used for strain energy density criterion. 
This method provides a prediction of crack propagation when S, the strain 
energy density (equivalent to W in equation 2.11), on r,, is equal to a critical 
value Sc. The direction of propagation was assumed to be that where 6S/bB = 
0. It was also stated in [56] that the strain energy density could be split into 
components, due to material volume change (S) and material distortion (Sd), 
S=Sv+Sd (2.30 
and that in general the region where S > Sd, he. where volume change was 
dominant over distortion, corresponded with the plane of crack propagation. 
The criterion has been applied to fracture under gross yielding conditions [57], 
assuming that the location of fracture was determined by the minimum value 
of S within the yielding region. The critical value of S, required for failure, 
was seen to be different for plastic and elastic material. This is unsurprising 
considering the dissipative nature of plastic deformation. 
A similar method was applied by Chow and Xu [58] to predict mixed 
mode ductile fracture. It was suggested that the location of crack initiation 
was given by the location of maximum dilatational energy density, S"'. This 
approach was altered somewhat to include the influence of stress multiaxiality 




where Qe is the effective or von-Mises stress and Qh the hydrostatic stress. It 
is assumed in [591 that crack propagation occurs in the direction where q is 
a minimum (i. e. where dq/dO = 0). The core radius ro was defined as the 
distance from the tip to the point where q was a minimum (i. e. where hydro- 
static stresses dominate over deviatoric components) and crack propagation 
was deemed to occur when S= Sc at this point. This method was shown 
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to provide reasonable prediction of propagation load and direction as well as 
variation of crack extension with load. 
The use of strain energy has been shown to have some potential as a 
fracture parameter under a range of conditions. There are some practical 
difficulties with definition of the core radius ro and the proper treatment of 
energy dissipated by plastic deformation. The use of volumetric strain energy 
does, however, suggest a link between hydrostatic stress and fracture initiation. 
Influence of hydrostatic stress 
The suggestion of maximum dilatational energy as a fracture criterion is gen- 
erally in keeping with observed experimental trends. Measured fracture tough- 
ness is often higher for low constraint specimens. This can be explained in 
terms of a critical value for S as a greater fraction of the input work is dis- 
sipated by plastic flow rather than inducing volumetric change. Failure in 
cracked or notched specimens is seen to occur at the location of the crack tip 
or notch root and in the case of round notched bars it has been noted that 
fracture nucleates from the centre of the minimum cross section [60]. In all 
cases, failure is noted to occur where the stress state is highly triaxial; i. e. 
where the hydrostatic stress Qh and therefore S (S oc ah) is highest. 
Specimens with shallow and deep cracks were studied by Matsoukas [61]. 
Crack opening displacement at failure was observed to decrease as ah at the 
crack tip rose. Analyses of Bridgeman type tensile specimens [60,62] showed 
a clear reduction in failure strain with increasing hydrostatic stress. 
Kao and co-workers showed [63] that the ductility of 1045 stainless steel 
tensile test specimens increased significantly with ambient hydrostatic pres- 
sure. It was proposed that under varying levels of ambient pressure, the failure 
mechanism may also change. Similar results were shown in 7075 aluminium 
alloy by Auger and Francois [64]. 
In terms of the Beremin type local approach (section 2.4.1) it has been 
reported [65,66,67,68] that, using maximum principal stress al to control 
local crack propagation, the method is insensitive to biaxial loading. Use of 
local hydrostatic stress oh resulted in correct prediction of the reduction in 
failure load under biaxial conditions. Defining the constraint parameter Q 
based on deviations in hydrostatic stress, rather than crack opening stress as 
in equation 2.29, has been shown to improve prediction of constraint change 
and multiaxial loading [67,68]. 
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It appears that material failure by fracture may be strongly linked to levels 
of hydrostatic stress and therefore local volume change. Physically, levels of 
volumetric strain and hydrostatic stress have a strong influence on void growth 
[69] and differing hydrostatic stress fields have been proposed as a cause for 
differing apparent fracture toughness under differing loading regimes [70]. 
2.4 Local approach models 
2.4.1 The Beremin model 
Perhaps the best known and most widely used of the local approach methods 
is that proposed by Beremin [71]. The model is based on the assumption that 
fracture is nucleated at carbides or other similar inclusions which fail according 
to equation 2.3. The variation of inclusion sizes is assumed to be given by a 
power law distribution with constants 6 and /3, 
p(l) =1; l-ß, 0>1 (2.32) 
where p(l) is the probability density function (PDF) for existance of an inclu- 
sion of size l in a given volume V0. The probability of an inclusion of some 
critical size lc occurring is then given by 
P (l > l') =f p(l)dl =l l1-ß (2.33) tý 
Using equation 2.3, critical tensile stress for fracture is inversely proportional 
to the square root of defect size. Substituting this relationship into the above 
equation gives the probability of inclusion failure Pf, in a given volume 5V, 
Q2(, I-i) bV P. fav = k(ß - 1) VO 
(2.34) 
where of is the maximum principal stress and k the constant of proportionality 
between of and 1/ lý. Assuming a weakest link theory of failure, such that 
component failure occurs when microcrack propagation at any carbide occurs, 
allows the overall failure probability to be written as 
;; /mb 
ö) 
(2.35) Pf = ri -( 
i 
19 
Chapter 2: Literature review 
.j where m= 2(ß - 1) and o0 is a normalising constant given by '/k(ß -71 
In the product notation, i is a given element of volume and N is the total 
number of volume elements. Provided that P fbv (the probability of 
fracture 
in any single volume element) is small, the overall fracture probability may 
be 
approximated to 
Pf =1-exp\-\010/m/ (2.36) 
where o, often termed the `Weibull stress' is given by 
aw - (i; 
Iv 
ý1 dv/1/m (2.37) 
It is also assumed that plastic strain is necessary for nucleation of microcracks, 
such that the integration volume in equation 2.37 is taken to be all material 
regions where plastic strain is non-zero. However, some authors have proposed 
that if microcracks are not propagated upon nucleation then blunting occurs 
such that they will not propagate under subsequent loading. It is therefore 
suggested that the integration volume V should include only regions where 
yielding is currently occurring. The active volume Vn can then be defined as 
all regions where the equivalent plastic strain is an increasing function of time 
(or a time-like variable, i. e. load). 
dt >0 
(2.38) 
This has been shown to improve the accuracy of predictions of the Beremin 
model under conditions where non-proportional loading occurs, such as in 
warm prestressing [72,73] or where residual stress due to prior loading must 
be considered [74]. 
Introduction of thresholds to the Beremin approach 
A number of authors have proposed modifications to equations 2.36 and 2.37 
to improve the accuracy and applicability of the Beremin model. One of 
the most widely used variants is that proposed by Gao and co-workers [75] 
who suggested that prediction of fracture could be improved by the addition 
of a threshold into the Weibull distribution of equation 2.36. This addition 
originates from another statistical model, based on stress intensity factor K, 
20 
Chapter 2: Literature review 
as proposed by Wallin [761 and produces the following probability distribution. 
Pf =1- exp I- 
aw - aw, min 
m 
(2.39) 
0'0 - Qw, min 
In [75] it is acknowledged that the addition of the threshold Weibull stress, 
Qw, mtin, does not have a rigorous physical 
justification. However it can be inter- 
preted as a parameter acknowledging the need for high stresses, in an volume 
covering multiple material grains, to propagate cracks over grain boundaries. 
A similar model, proposed by Bakker and Koers [77] to account for fracture 
behaviour in the ductile-brittle transition (DBT) region alters the definition 
of Weibull stress to 
(a1 - Qw, min)m dV 
1/rn 
f (2.40) Qw = Qw, min +1 
` VO V 
with the probability function remaining as in equation 2.39. The inclusion of 
the threshold in the calculation of a,,, suggests a threshold stress for initial 
propagation of micro defects, rather than propagation of microcracks over 
grain boundaries. 
A similar formulation is proposed by Xia and Shih [78] such that the 
Weibull stress is determined by 
1 1/m 
(al - vth)'ý` dV) (2.41) aw = 
(- I 
The formulation of equation 2.41 is not a strictly rigorous threshold in terms of 
the original probabilistic model. A maximum size may be assumed to exist for 
local defects or inclusions. This may be due to a maximum occurring defect 
size or an assumption that large defects will fail when the surrounding matrix 
stress is too low for resulting microcracks to propagate over grain boundaries. 
Introducing a maximum defect size, lth, into the integral of equation 2.32 
results in, 
jch 
P (l > lc) _ 
ýc 




which leads to. 
1 1/m 
o=(f (v1 -Q h) dV) (2.43) 
Equation 2.43 allows justifiable incorporation of a `local' threshold stress, Qth, 
corresponding to the minimum local stress required to propagate microcracks 
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from a defect. Practically, when evaluated from finite element results, or `- 
h is an averaged value over an element volume and so may be equally be 
interpreted as a threshold stress for propagation over grain boundaries. 
Although physically easier to justify, the threshold formulation of equation 
2.43 raises difficulties in the calibration of the value of ath, hence equation 2.39 










a dV - Qw, min 
m Qw, min 
(2.44) 
with Vth representing the active volume where al > vth. Physically, the use of 
a threshold Weibull stress may be justified in cases where the volume active 
in the fracture process remains approximately constant. 
Multiple defect distributions 
An alternative interpretation of the Beremin-type local approach, conceived to 
deal with intergranular brittle fracture, was proposed by Yahya et al [79] who 
noted that a bi-modal distribution was sometimes observed in failure data, 
and postulated that this could be attributed to failure originating from two 
competing defect populations. They reasoned that failure at coarse defects, 
such as MnS inclusions in ferritic steels, could occur at low loads in regions 
where global yielding had not yet occurred. In addition, it was assumed that 
failure at smaller inclusions occurred only at higher stresses in regions where 
a degree of plasticity was required to nucleate local micro-cracks. This leads 
to a global failure probability of the form 
12 dV 
Pf = 1- exp -fV 
(001 17, dV 11 ml 
V- JVP, \ 0) VO) 
(2.45) C 
where ml and a0l correspond to failure at coarse inclusions, assumed to be 
possible any point in the sample volume V, and m2 and a02 relate to failure 
at smaller inclusions, occurring only in the plastically deformed volume Vpz. 
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2.4.2 Strain controlled models 
A number of authors have suggested alternative models for fracture, based on 
local strains as well as stresses, thereby moving away from a criterion based 
solely on Griffith type fracture. Such a modification was suggested by Beremin 
[71] who noted that the apparent strength of A508 ferritic steel, according to 
equation 2.37, increased with plastic strain. Based on experimental observa- 












where el is the local strain in the direction of the maximum principal stress 
(not necessarily equal to the maximum principal strain following plastic de- 
formation). The same formulation was employed by Kantidis [80,81] for in- 
tergranular fracture of A533B ferritic steel. The increase in local fracture 
stress was interpreted in [71] as a result of an increased density of barriers to 
microcrack propagation. Increasing dislocation density with plastic strain is 
assumed to cause a reduction in the `effective' grain size, i. e. the distance a 
newly propagated microcrack can advance before encountering a barrier. 
Kroon and Faleskog [82,83] assumed that plastic strain served to increase 
the number of defects in a given volume by increasing the number of nucleated 
microcracks. The local failure probability is then a function of the local stress 
and number of local defects, which is a function of local strain, 
bV &V Pfav = h(ai, E) vo = hI(E)h2(Oi) Vo (2.47) 
In [82] it was assumed that the PDF for size of the local defect population 
followed an exponential law such that, 
p(l) _ exp 
(i. ) (2.48) 
where a is a normalising constant. Following the same method used to obtain 
equation 2.36 and introducing a threshold maximum defect size, as in equation 
2.42, leads to 
h2 (cii) _ 





It was assumed that the number of nucleated microcracks was a linear function 
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of equivalent plastic strain. Global fracture probability then becomes 
[ex ()2 






where Ee is the equivalent or von-Mises plastic strain and C is a constant 
relating nucleation of defects to EP.. 
In (82] it was also proposed that Ql should be replaced with an averaged 
value over some local volume. This suggests that the average stress, over some 
distance from the microcrack in question, must be sufficiently high in order for 
it to propagate past local boundaries to failure. This is similar to the inclusion 
of a critical distance ro in RKR fracture theory [84]. Therefore, in addition 
to the parameters C, Qth and oo, an averaging length scale L must also be 
determined. 
A similar argument for defect nucleation was employed by Gao and co- 
workers [85], assuming a power law distribution of microcracks as in equation 





A thorough experimental investigation of the local stress and strain field at 
the initiation point of brittle fracture was undertaken by Hohe [16,86]. Using 
finite element analysis and SEM inspection of fracture surfaces, it was noted 
that fracture initiated at points were local stress was unchanging with time. It 
was therefore suggested that strain criteria must also be accounted for when 
predicting local fracture probabilities. Based on these results, a criterion for 
microdefect nucleation was suggested as 
1nE (a ah + b) ýl <_ \ ýe / 
(2.52) 
with a and b being constants. Equation 2.52 states that in the presence of 
plastic deformation, triaxiality must be sufficiently high for critical defects to 
nucleate without blunting due to the plastic deformation. It was also shown 
in [86], as well as in [85] that inclusion of strain to control defect nucleation 
improved model agreement with experimental data. -. 
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2.4.3 Incremental formulations 
Considering loading to failure as an incremental process allows the contribu- 
tion of each volume element to the change in overall fracture probability to be 
interpreted as shown in figure 2.5 
An alternative definition for the function h (al, e), as in equation 2.47, has 
been proposed by Bordet and co-workers [87] who explicitly considered the 
probability of microcrack nucleation and ensuing propagation. The probability 
of nucleation over the strain increment ö was given as 
fp, 
exp - SEe (2.53) 
Y 
o 
QYO cyo Ee, O 
where ay is the yield stress, dependent on temperature and strain rate, o-yo 
is the yield stress at a temperature To and ee p is a reference equivalent plastic 
strain. Using the local threshold formulation as given in equation 2.43, the 
probability that a microcrack is nucleated and propagated is given by 
e ay 
a' Pdeav =ICo eXP 
(cTY\ 
(a1 - h) dee (2.54) 
e, 0 
with the necessary calibration constants being C, a yo, ee s nth and M. The 
global fracture probability is expressed by 




C aY exp - 
!Y (vi -Q h) deedV (2.55) 0 01YO QYO Ee, O 
An alternative method, also based on variations across an increment of strain, 
has been suggested by Stöckl et al [88]. They described the change in failure 
probability across a load increment as, 






V LEe, O \ Eel \ QO O /) 
where eel, L fe, O, m and v0 are material constants. The exponential term within 
the integral, as in equation 2.55, represents the decreasing number of unbroken 
carbides as strain increases with the linear dependence on ee describing the 
increasing number of nucleated microcracks. The stress term Ql is the mean 
value of of over the load increment and the global failure probability at load 
increment n is given by P fn = Pf n_i + AP f (1 -P fn_1). 
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Figure 2.5: Effects of local incremental stress and strain changes on incremen- 
tal failure probability 
2.5 Influence of strain on fracture 
The effects of plastic strain on material behaviour are numerous. In general, 
material yield stress is increased with plastic strain in engineering materials. 
For components under load, the result will be to inhibit yielding and thereby 
increase peak stresses. A review of the effect of load history on fracture by 
Smith [89] concluded that there was no clear trend in experimental results for 
the effect of prestrain on brittle fracture. 
In terms of fracture behaviour, the effect of cold work is dependent on 
the failure mechanism and specimen type. The effect on experimental frac- 
ture parameters can be strongly affected by the method of determination and 
measured effects are not always aligned with the change in strength at a mi- 
cromechanical scale. 
2.5.1 Effect on J, K and COD at failure 
A number of authors have investigated the effect of room temperature pre- 
strain on fracture behaviour at room temperature and low temperatures. In 
general, increasing cold work results in a reduction in measured values of crack 
tip opening displacement be (CTOD), Kic and JIC at failure. Such findings 
have been reported in steels [90,91,92,93,94] and aluminium [95]. 
Other authors [96,97,98] have noted varying increasing and decreasing 
KIC and Jic with increasing levels of prior strain. A decrease in CTOD at 
failure with strain was noted by Clayton [99] however K at failure, calculated 
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via K= (25coyE)e-5, was seen to rise then fall with increasing prestrain. 
When comparing findings from various authors, it is difficult to draw firm 
conclusions based on K and J values. Experimental methods used to deter- 
mine values may produce apparent variations in strength with strain levels 
that are not manifested at a micromechanical scale. For example, work hard- 
ening increases yield stress and thus reduces plastic deformation near the crack 
tip, thereby reducing bc. This may result in a critical fracture stress being 
reached at a lower applied load, manifested as a lower KIC. This would sug- 
gest a reduced material fracture resistance when the local fracture stress is in 
fact unchanged. Predictions of varying K10 based on local fracture stress [95] 
suggest that this may be the case. 
The apparent increase and decrease in fracture toughness seen by many 
authors was suggested to be related to the number of mobile dislocations [96]. 
It was suggested that where mobile dislocation density increases, crack tip 
blunting may occur more readily, thus increasing fracture load. This is in part 
supported by results for materials showing yield point elongation [97,90] where 
prestrain in the discontinuous yielding region results in increasing measured 
toughness. When work hardening begins to occur, i. e. where dislocation 
movement becomes limited, the measured Jlp values begin to decrease. An 
investigation into the variation of dislocation structure with prestrain [100] 
drew similar conclusions. 
2.5.2 Effect on fracture stress 
While variations in JIC and KIC with prestrain have corresponded to fracture 
at room temperature, i. e. ductile modes of failure, the effects on fracture 
stress and local approach predictions have generally been investigated for low 
temperature brittle fracture. 
Groom and Knott [101] tested notched bend specimens with varying de- 
grees of cold work and found that increasing prior strain increased the fracture 
stress of for cleavage failure, as well as an increase in the apparent effective 
surface energy for fracture. Sandstrom and co-workers [102] also noted an 
increase in a f, based on similar notched bend tests. The effective surface en- 
ergy was found in [102] to be near-independent of the level of strain. The 
dependence noted in [101] was attributed to an incorrect assumption for the 
effective shear stress acting on dislocations. 
Tests by Margolin and co-workers (103] also showed an increase in cleavage 
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fracture stress for monotonic prestrain but no clear relationship between of 
and accumulated strain during cyclic preloading. Similar rises in af with strain 
were also reported by Beremin [104] and Groom [101]. A notable exception is 
the work of Reed and Knott [105] which suggested decreasing cleavage fracture 
stress with increasing prior strain. 
For interganular brittle fracture in notched tensile specimens, Kantidis 
et al [80] found that prestrain increased a f, determined from finite element 
analyses. Yahaya et al. [79] submitted smooth specimens to cyclic prestrain 
and found the fracture stress to be near independent of the cumulative pre- 
strain. 
2.6 Conclusions 
Although two parameter approaches and the expansion of J to non propor- 
tional loading regimes may improve the scope of applicability of crack tip 
fracture parameters, there are inherent limitations that cannot be escaped. 
The usual justification for both J and K as fracture parameters is that 
fracture is stress controlled and the stress field in the region contributing to 
failure is characterised by these parameters. However both are essentially two 
dimensional parameters, generalised to three dimensions by assuming plane 
stress or plane strain, and as such offer no interpretation of the effects of out 
of plane stresses apart from their indirect influence on stresses in the xl - x2 
plane. The assumed structure of the stress fields due to series expansions may 
also be violated by multiaxial loading, local variations in yield stress due to 
work hardening and any pre-existing residual stress fields. 
Local approach methods appear to offer a framework for accounting for 
such effects as no prior assumptions are necessary about the nature of the 
local stress field. This means that two specimens with greatly differing global 
stress fields may have the same value of v,,, and therefore probability of failure. 
Local approaches also offer the ability to directly predict the effect of constraint 
change on fracture [68]. 
The formulation of an appropriate local approach parameter for general, 
non proportional elastic-plastic loading is still unclear and appropriate cali- 
bration of model parameters is an open issue. Correct calibration is essential 
for transferability of Weibull stress type values [106], ' therefore reliable and 
repeatable calibration methods are an absolute necessity. 
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Global parameters such as J are still useful from a practical point of view as 
KIC may be reasonably determined from a smaller number of tests than needed 
for reliable Weibull parameter calibration. Many common SI assessment codes 
are also formulated with KIC values in mind [107] and, as such, assessments are 
inherently conservative [108]. Coupled with the availability of many analytical 
solutions for K, there is often no need for the additional complication of local 
approach methods. 
Nonetheless, the current need to reduce conservatism to prolong life, and 
future need to reduce over design, especially in transport applications, point 
to the use of the local approach to fracture for more accurate transference 
of laboratory specimen results to complex in-service situations. Furthermore, 
there also appears to be an increasing body of evidence for accounting for 
hydrostatic stress and local strain effects in local approach methods to improve 
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Chapter 3 
Effects of specimen extraction 
on measured fracture 
toughness 
3.1 Introduction 
As KIC is often used as a critical measure of material fracture resistance, it is 
important that the value of KIC (or more properly the distribution of values) 
for the material in question is well known. 
Even for well characterised materials, it is well documented that physical 
properties may change during service. Repeated thermal and mechanical load 
cycles, irradiation, hydrogen embrittlement and corrosion are known to con- 
tribute to such changes. To obtain current KIC values for material exposed 
to such load histories, samples may be extracted from ex-service components 
or specimens exposed to similar conditions in a laboratory environment. 
When these altered material samples are tested, it is often assumed that 
the fracture specimens are small enough to be stress free, regardless of the 
residual stress state in the original `parent' component. If this is not the 
case, the measured KIC (and indeed any other mechanical property) may be 
adversely affected. 
In a fracture assessment, residual and applied stresses may be accounted 
for using, for example, a modified J integral [74]. If the material ICIC or 
JIC used for comparison is also affected. by residual stresses, the resulting 
assessment is in danger of `double accounting' - including the effects of residual 
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stress as an increased crack driving force K and a reduced toughness Kic. 
This may lead to overly pessimistic estimates of a safe operating load. To 
investigate the potential severity of such a situation, experimental specimens 
were fabricated to investigate the relaxation of stresses in extracted fracture 
toughness specimens. Further to the possibility of unrelaxed stresses, there is 
an increasing body of evidence highlighting the effect of plastic strain history 
on ensuing fracture behaviour, as discussed in chapter 2. 
Methods of stress measurement by material removal and measurement of 
resultant strain relaxation are almost exclusively based in elastic superposition 
and therefore offer no insight into plastic strain levels. To investigate levels 
of plastic deformation it is necessary to use methods based on smaller scale 
phenomena such as diffraction techniques. Plastic strain history has been in- 
vestigated using a number of methods including X-ray diffraction [109] and 
electron back scatter diffraction [110]. From an engineering perspective, neu- 
tron diffraction is the most attractive prospect due to the superior penetration 
of neutrons in many common structural alloys. The feasibility of using neutron 
diffraction data to measure plastic deformation was investigated in this work 
using prestrained samples fabricated from an A533B ferritic steel, as used in 
the fracture tests detailed in chapter 5. 
3.2 Specimen fabrication 
To obtain accurate estimates of the residual stresses remaining after specimen 
extraction from industrial components, the choice of `parent' component for 
extraction of test specimens was carefully considered. Welding processes often 
prompt fracture assessments on in-service components as welding is commonly 
employed to repair cracked components which are not easily replaced. Exam- 
pleg may be found in power generation or petro-chemical applications where 
large structural components must be repaired to prolong the life of existing 
infrastructure. A typical repair weld process is shown in figure 3.1. 
Welding produces highly complex three dimensional residual stress states, 
in addition to affecting material properties in the near weld region through 
significant heating. Determination of weld material fracture behaviour is a 
common motivator for extraction of fracture specimens. Large scale welded 
components were therefore selected from which to extract small samples for 
measurement. Two variants were chosen in this case - one to represent a 
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1. Initial component with 2. Machine out defect and 3. Fill resulting hole with 
crack or defect surrounding material weld material 
Figure 3.1: Example of a typical repair welding process 
situation where one would expect to see significant stresses remaining and one 
where the remaining stresses were expected to be minimal. 
3.2.1 Parent specimens 
The first component chosen was a large repair welded plate, manufactured 
from P275 ferritic steel. This plate was previously examined by Brown and 
co-workers [111], where fabrication details may be found. The `letterbox' re- 
pair weld in the plate was of considerable size, as shown in figure 3.2. This 
component was chosen as it would permit extraction of specimens of stan- 
dard CT specimen size (62.5 x 60 x 25mm) consisting almost entirely of weld 
material. Previous measurements suggested the membrane component of the 
stress field was dominant in this region. Considering the relatively small size 
of the extracted sample, in comparison to the original plate, it was hoped the 
extraction process would relax the majority of the internal stresses. 
The second parent component was selected to maximise the residual stress 
field remaining in the extracted samples, thus approximating a `worst case 
scenario' for extraction from a real component. In this case an autogenously 
welded plate, manufactured from 316L austenitic stainless steel, was chosen 
such that specimens could be extracted containing the entire weld cross sec- 
tion. 
An autogenous weld was selected in order to minimise the complexity of 
numerical modelling of the welding process by removing the need to simulate 
the deposition of weld filler material. An austenitic steel was selected for 
the plate material to further simplify matters by removing the effects of any 
material phase change such as would be expected in a ferritic steel. Using a 
reduced weld size in the autogenous weld specimens, the aim was to ensure that 
as much of the initial residual stress field as possible remained self-balancing 
across the extracted region. The intention was to minimise the relaxation of 
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stress during the extraction process. 
The specimen dimensions, illustrated in figure 3.3, were chosen to allow 
comparison with previously reported work on welded austenitic steel plates 
[112]. All specimens were cut from a larger 20mm thick plate before heat 
treatment (in air for one hour at 1050°C and then furnace cooled). This was 
intended to ensure even material properties throughout the samples as well as 
relieving any residual stress built up in the plates prior to welding. 
To confirm the stress/strain curves used for the FE modelling, tensile test 
specimens were cut from one of the plates in the post-annealed state. Tensile 
tests were carried out according to ASTM standards [113]. A plot of the 
assumed material stress strain behaviour, taken from [114], and the measured 
stress/strain behaviour is presented in figure 3.4. 
Two specimen types were manufactured; with welds running the full length 
of the plate as well as with a weld of length 60mm at the plate centre, as illus- 
trated in figure 3.3. In all cases, Argon shrouded TIG welding was employed 
with no filler material used. During welding, the plates were placed on top of a 
polymer foam material to minimise heat loss by conduction. No additional re- 
straint or clamping was employed during the welding, allowing the specimens 
to deform freely during welding and cooling. 
A total of four partially welded specimens and four fully welded specimens 
were manufactured. One specimen of each type was instrumented with a num- 
ber of thermocouples and a strain gauge in order to record temperature and 
strain variations during the welding process. Positions of the thermocouples 
and strain gauges, in the coordinate system of figure 3.3, are given in table 
3.1. The velocity of the weld arc was kept constant throughout the welding 
process with the arc being sparked and shut off at the designated weld start 
and stop positions. As such, the dwell of the arc at either end was assumed to 
be negligible. In the case of the fully welded specimens, run-out plates were 
attached at either end of the weld so that the arc could be initiated and shut 
off in this scrap material, ensuring consistent heating across the length of the 
final specimens. Weld parameters are displayed in table 3.2. 
3.2.2 Extracted specimens 
The extracted samples were selected such that they would be `blanks' of suit- 
able size to be machined to standard CT fracture specimen geometries as 
detailed in chapter 5. In the case of the 316L plate, two specimens were ex- 
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Figure 3.2: Geometry and extracted specimen locations for letterbox repair 
welded P275 ferritic steel plate. Dimensions in mm. 
Weld location, partially Welding direction 
welded specimens 
Weld location, fully . 
60mm 
welded specimens 
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ýý130mm 
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Figure 3.3: Autogenously welded 316L plates, dimensions and weld location. 
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Figure 3.4: Material stress/strain response at 20°C assumed from previous 
investigations and measured in this work. 
tracted. These were orientated such that one would have the eventual crack 
location along the weld line and the other would have the crack running per- 
pendicular to the weld. 
In this work, the limited time available for neutron diffraction measure- 
ments meant that only the sample aligned along the weld could be measured. 
As a result only this sample is illustrated in figure 3.5. In addition a `comb' 
type specimen was extracted from one of the partially welded plates, as shown 
in figure 3.6. The comb was designed to allow an examination of any variation 
in the stress free lattice spacing, via neutron diffraction, in regions adjacent 
to and far from the weld. The geometry was intended, by the creation of 
free surfaces, to relax any macro-scale stresses. Measurements made from this 
specimen were therefore assumed to correspond to the stress free state. 
In the case of the P275 plate, specimens were extracted with the short 
transverse direction orientated along the welding direction of the parent plate, 
as labelled `CT25_1' and `CT50_1' in figure 3.2. Two specimens were extracted 
of dimension 62.5 x 60 x 25mm and 62.5 x 60 x 50mm, in the same orientations, 
with the intention of investigating the effect of specimen thickness on stress 
relaxation. In addition, a comb specimen was extracted such that the length 
of the comb ran transverse to the weld, as labelled `Comb specimen' in figure 
3.2. All three extracted geometries are detailed in figure 3.7. As before, the 
comb specimen was intended to provide a benchmark from which stress free 
lattice spacings could be determined. 
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Figure 3.5: Geometry and extracted specimen locations for autogenously 
welded 316L austenitic steel plate. Dimensions in mm. 
In all cases, specimens were cut out using a wire EDM (electro-discharge 
machining) process in order to minimise machining stresses in the extracted 
samples. 
3.2.3 Specimens for plastic strain measurement 
To investigate the effectiveness of the neutron diffraction methods for plastic 
strain measurement it was necessary to manufacture suitable test specimens 
containing well defined plastic strain fields. Tensile test specimens were chosen 
as reference samples to `benchmark' the diffractive techniques. In addition, a 
number of pre-strained `blanks' for compact tension CT type fracture spec- 
imens were fabricated in order to compare with the data obtained from the 
tensile test samples. All samples were manufactured from A533B ferritic steel 
as used in the fracture tests detailed in chapter 5, where subsequent fracture 
testing of the prestrained samples is also detailed. 
A number of tensile tests were undertaken, according to the ASTM E8 
standard [113], and consistent stress/strain behaviour was recorded in all tests. 
Stress/strain data are displayed in table 3.4. The tensile test specimens were 
cylindrical, with diameter 8mm and gauge length 80mm. To prestrain the 
CT blanks, such that a uniform strain field was created with minimal residual 
stress, a number of large tensile-type specimens were manufactured. These 
37 















0.0 NM 6.0 
10.0 180.0 
Comer cube specimen Comb specimen 
Figure 3.6: Geometry for extracted comb specimen taken from one of the 









Figure 3.7: Geometry for extracted comb and CT blank specimens taken from 
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Figure 3.8: Large tensile specimens, used to generate uniform plastic strain in 
extracted `blanks'. Dimensions in mm. 
were preloaded to the desired level of uni-axial plastic strain (1%, 3% and 
5%), determined according to clip gauges fixed to the centre of the specimens, 
before being cut into sections as illustrated in figure 3.8. 
The specimens used were designed to provide the simplest possible, uni- 
axial plastic strain field to minimise the number of complicating factors when 
attempting to determine the level of deformation. 
3.3 Numerical stress predictions 
3.3.1 Autogenously welded plates 
In addition to experimental measurements, finite element predictions were 
made for the stresses within the specimens extracted from the autogenously 
welded plates. Predictions for the welded plates, published in [115,116], were 
conducted by H. Alizadeh using the ABAQUS finite element code. Uncoupled 
thermal and mechanical analyses were employed, with thermal analyses being 
tuned to match the thermocouple data collected during manufacture. The 
mechanical analysis was then conducted using a non-linear isotropic hardening 
model. Detailed information on the modelling of the weld process may be 
found in [116]. 
A new mesh was then created, also using the ABAQUS code, to allow ex- 
traction of specimens. Stress and strain fields from the previous weld analysis 
of [116] were then mapped onto the new mesh for this work, including the 
plastic strain history (i. e. the current state of material hardening). As some 
interpolation was needed, due to the differing mesh structures, an equilibrium 
step was included in the analysis immediately after mapping. The relaxation 
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in this step was found to be negligible, indicating that the effect of mapping 
process on the stress and strain fields could be ignored. 
The extraction process was approximated by removal of elements in the 
area surrounding the specimens in order to simulate the creation of free sur- 
faces by the cutting process. Extraction was simulated by removal of material 
instantaneously along each side of the specimen as well as incrementally to 
better simulate the cutting process. It was found that away from the newly 
created surface, where neutron diffraction measurements were taken, the effect 
on the relaxed stress field was minimal. Contour plots of the stress longitudi- 
nal to the welding direction in the plate before and after the extraction process 
are presented in figure 3.9. 
3.3.2 Repair welded plate 
Finite element predictions were made as part of an earlier paper [111] for the 
P275 plates but analyses were conducted under 2D plane strain conditions 
and therefore could not be used as a basis for extraction modelling. However, 
as part of the work conducted in [111], deep hole drilling measurements were 
made through the thickness of the plate at the centre of the weld. This mea- 
surement provided stress data in the directions longitudinal to and transverse 
to the repair weld, corresponding respectively to the Z and Y directions in the 
extracted specimen (figure 3.7). To obtain a crude estimate of likely stresses 
in the extracted P275 specimens, the DHD results across the extracted re- 
gion were decomposed into components due to membrane loading (uniform 
stress), pure bend loading (linear variation) and a self balancing component. 
As an initial estimate, it was assumed that the extraction process would re- 
duce the bending and membrane components to zero but would not affect the 
self balancing component. 
As a somewhat more refined estimate, the stress field throughout the spec- 
imen prior to extraction was assumed to be described by the values from the 
DHD measurement in [111]. The resultant stresses in the Y and Z directions 
were imposed on the specimen as an initial condition, with all faces restrained 
to simulate the conditions in the parent plate. The constraints were then re- 
moved to simulate the extraction process, such that the stresses were allowed 
to relax. Although far from exact, this analysis does account for the effects of 
yielding and plastic deformation due to the initial stress field and the coupling 
between the relaxation of orthogonal components. 
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Figure 3.9: Contour plot of stresses longitudinal to welding direction in fully 
welded austenitic steel plate before and after simulated specimen extraction. 
3.4 Stress and strain measurements 
To obtain residual stress data for the welded plates, without damaging them 
such that subsequent specimen removal was not possible, the disturbance of 
the stress field by the measurement method needed to be minimised. For this 
reason the decision was made not to use any of the range of stress nieasuretuent, 
methods based on strain relaxation such as hole drilling, layer removal or slot- 
ting. As an alternative it was decided to use non-destructive diffraction based 
methods, in this case neutron diffraction. Neutrons have good penetration in 
most engineering materials (s: 40mm in steels) and strain measurement by 
neutron diffraction has been shown to produce accurate, high resolution stress 
and strain data, e. g. [117]. 
3.4.1 Strain measurement with neutron diffraction 
The measurement of elastic stress and strain by diffraction methods makes use 
of Bragg's law which states that diffraction through materials occurs preferen- 
tially at certain crystallographic planes, determined by the interplanar spacing 
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and the wavelength of the incident beam. Neutrons are commonly used for 
diffractive measurement in engineering materials as they have a typical pene- 
tration depth of the order of several cm, allowing measurements to be made 
in the interior of specimens. 
Bragg's law is generally written as 
2dhkl sin 0= nA (3.1) 
where B is the diffraction angle, A the wavelength of the diffracted beam and 
dhkl is the spacing between the planes of Miller index {hkl}. Strain is de- 
termined from a change in spacing of Miller index planes, dhkl, between the 
loaded state and a reference stress free state. 
dhkdo dO 
=(B-Bo)cotB (3.2) 
Further detail of strain measurement by neutron diffraction can found in a 
number of other published works, e. g. [118,119] and so will not be entered 
into here. 
Anisotropy strain 
The anisotropy strain method for plastic strain determination is based on 
measuring the deviation of diffraction peaks from specific crystal planes from 
their theoretical positions. In a cubic crystal structure the spacing of a given 
plane, dhkl, is a function of the lattice unit cell size a 
dhkc = h2 
a+ 
k2 + 12 
(3.3) 
If the material lattice parameter a is known, equations 3.1 and 3.3 can be used 
to predict the locations of the diffraction peaks for each {hkl} plane. 
It has however been noted, for example by Ezelio [120] when measuring 
a Nickel super-alloy and Rogge in stainless steel [121], that strains measured 
from differing diffraction peaks begin to diverge with increasing deformation. 
This anisotropy in peak response was further investigated by Daymond and 
co-workers [122] who modified the standard Rietveld refinement method [123] 
for diffraction spectra such that the lattice parameter tracks a single peak of 
Miller index {h00}. The strain from" any other peak, ehkl, is then assumed to 
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deviate according to 
'YAhk! 
Ehkl = EhOO - C, = EhOO - EAAhkl 
(3.4) 
Where y is a fitted anisotropy parameter, C is an instrument constant and 
Ahkl is a measure of the stiffness of individual lattice orientations given by 
Ahnt = 
h2k2 + k212 + h212 (3.5) 
(h2 + k2 + 12)2 
This allows an `anisotropy strain' CA to be defined, where CA = ry/C. It was 
suggested in [122] that y and therefore CA could be partitioned into components 
due to elastic and plastic strain anisotropy and the measured plastic anisotropy 
strain EÄ was found to correlate well with predicted variations in plastic strain. 
This finding was confirmed by Korsunsky et al who used the anisotropy strain 
method to accurately measure plastic deformation levels in 2024 aluminium 
[124]. 
Diffraction peak broadening 
In a perfectly ordered atomic lattice, under uniform strain, one would expect 
very sharp diffraction peaks approximating a delta function. In reality, due 
to inhomogenities inside a typical measurement volume and individual diffrac- 
tion instrument characteristics, experimental peaks are similar to a Gaussian 
distribution. 
Due to variations in lattice stiffness with orientation, load is not carried 
evenly by neighbouring material grains. After plastic deformation, this results 
in the build up of intragranular residual stresses, meaning two neighbouring 
grains in the same macroscopic strain field will be experiencing differing levels 
of local strain. As a result, the diffraction behaviour of each grain will differ 
slightly, resulting in a broadening of the measured diffraction peak which gen- 
erally samples multiple material grains. The presence of dislocations may also 
result in peak broadening, even for measurements based on a single grain, as 
local regions of tension and compression are created in the surrounding lattice 
[125]. 
Increasing diffraction peak width was suggested as a method for plastic 
strain measurement on a welded aluminium bar by Smith [126], although in 
such cases it is difficult to separate the broadening effects of plastic deformation 
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from those due to local material variations from the welding process. The peak 
broadening approach was later used [127] to qualitatively estimate equivalent 
plastic strain levels in the aluminium sample of [126] as well as in a cracked 
ferritic steel beam. It was suggested, based on a fit to experimental data, that 
the relationship between the change in diffraction peak width at half height, 
60v and the prior plastic strain eP was given by 
60. = 0.162 [1- exp (-0.31 ¬P )1 (3.6) 
It was also noted that the peak broadening was insensitive to the diffraction 
vector direction, suggesting it is a suitable measure of equivalent plastic strain 
ee, rather than an approach for determining plastic strain levels in specific 
directions. 
3.4.2 Measurements in parent plates 
Strain measurements on the welded 316L plates were made using the SALSA 
strain diffraction instrument at the Institute Laue-Langevin (ILL), Grenoble, 
France. Data were recorded in the X, Y, and Z directions as shown in figure 
3.3. Measurements were made as scans along lines of interest as detailed in 
table 3.3 in specimens referred to as PW1 (partial weld) and FW3 (full weld). 
In addition, a further line scan was made along the DHD1 line in an additional 
partially welded specimen, henceforth referred to as PW3, in order to check 
the repeatability of the stress field created by the welding process. In all cases 
a measurement volume of 2mmx2mmx2mm was used and all measurements 
were made using the diffraction peak corresponding to the {311} lattice plane, 
as this has been shown to exhibit a minimum sensitivity to plastic and elastic 
strain anisotropy [122]. 
Measurement of the stress free reference spacing and peak position, dhkj 
and 04l, were made based on a 10mmx10mmx2Omm specimen cut from the 
corner of one of the partially welded specimens (see figure 3.6). All cuts were 
made using wire EDM to ensure no machining stresses were induced by the 
cutting. . 
To compensate for the variation in grain structure, a further `comb' ref- 
erence specimen was extracted from one of the partially welded specimens, 
as shown in figure 3.6. Additional measurements were made on the comb 
specimen on the STRESS-SPEC instrument at the FRM-II facility, Munich, 
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data, the STRESS-SPEC results were first adjusted, according to equation 
3.1, to account for the slightly differing wavelengths used at each instrument 
(A = 1.65m-10 for SALSA and 1.67m-10 for STRESS-SPEC). 
To allow for small constant shifts in the measured values, due to the in- 
dividual characteristics of each instrument, it was assumed that the mean 
measured do spacing in each case should be identical. To achieve this, the 
STRESS-SPEC results were scaled slightly so that the mean of the results 
from the two end teeth of the comb (labelled A and B in figure 3.6) was iden- 
tical to the mean of the values obtained at SALSA from the cuboid sample. 
The two data sets prior to this adjustment are displayed in figure 3.10(a), the 
eventual correction applied to the STRESS-SPEC values corresponded to a 
reduction in the stress free lattice spacing of 0.06%. 
A scan along the weld direction in the comb specimen, corresponding to 
line L in table 3.3, showed a slight increase in the stress free lattice spacing 
in the region under the weld with an accompanying decrease in the value of 
60, as illustrated in figure 3.10(b). This was equivalent to a strain change of 
approximately 100µe. This is in keeping with previous works where a variation 
in stress free lattice spacing has been observed in the heat affected zone of 
welded components, e. g. [128]. 
To account for this variation, separate averaged values of do were used 
for the calculation of strain under the weld and in the regions away from the 
weld. It is apparent in figure 3.10(b) that there is a slight anisotropy in the 
d-spacing in the near weld region and as such, separate values of 00 were used 
in the longitudinal and transverse direction, although the difference between 
the two was not considered to be large. As detailed information regarding the 
stress free lattice spacing in the normal direction (Z in figure 3.3) was not 
measured, an average of the longitudinal and transverse values was used. 
Based on the determined strain values, stresses were calculated in the 
measured directions using generalised Hooke's law. It was assumed that the 
X, Y and Z directions corresponded to the axes of principal stress in the 
plate. While this cannot be known for certain without strain data in other 
directions, it has been shown that incorrect assumption of principal axes does 
not result in error in the calculated stresses in the directions of measurement 
[129]. 
For points along the lines L, L2, T and T2, plane stress assumptions were 
used when calculating stresses. As these lines lie 2mm from the plate surface 
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Figure 3.10: Stress free lattice diffraction measurements on 316L austenitic 
stainless steel. 
it was felt that the stress in the Z direction could be assumed negligible. 
3.4.3 Measurements in extracted specimens 
Residual stress measurements on all extracted specimens were made via neu- 
tron diffraction (ND) using the STRESS-SPEC diffraction instrument at the 
FRM-II facility in Munich, Germany. Measurements were made by scanning 
along lines within the extracted specimens. Line locations are illustrated in 
figure 3.11. 
A gauge volume of 2mmx2mmx2mm was used in all cases with strain 
calculated from the movement of a single diffraction peak. Measurements 
were made using the diffraction peak corresponding to the {311} lattice plane 
for the 316L steel and the {310} plane in the P275 steel. The differing peaks 
were necessary due to the differing material crystal structures as the {311} 
orientation does not produce a valid diffraction peak in a BCC (i. e. ferritic 
steel) crystal structure. An incident neutron wavelength of 1.67x10-10m was 
used in both cases. 
Additional measurements were made using a 5mmx5mmx5mm gauge vol- 
ume in the 50mm thick specimens extracted from the P275 plate, labelled 
`CT50_1' in figure 3.7. The increased gauge volume was used in an attempt 
to increase the maximum diffraction path length along which measurements 
could. be made. The ratio of the diffraction peak height to the background 
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a) 316LAustenitic b) P275 Ferritic steel 
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T: X=31.25, Y=0-60, Z=10.0 
Figure 3.11: Positions of measurement lines in extracted specimens from a) 
316L steel plate b) P275 steel plate. 
noise level, measured at the detector in the 50mm specimens, was less than 
20% of that recorded in the 25mm specimens. As a result it was felt that 
strains could not be determined from the diffraction peak position with any 
confidence and as such, results for this specimen are not displayed. 
For the P275 steel, stress free diffraction peak positions, 200, were made 
along a number of `teeth' on the extracted comb specimens. In this case the 
variation in 60 across the centre of the weld, where specimens were removed, 
was found to be small and a single mean value was used for strain calculation. 
In the 316L material, measurements of 20o were made along the length of 
the comb 2mm below the weld surface, as well as along the length of a number 
of the `teeth' (i. e. through the thickness of the original plate). As discussed 
in section 3.4.2, the values of 200 under the weld itself were found to differ 
appreciably from those measured at the ends of the comb specimen where the 
heating effect of the weld was negligible. 
As such, an average from the comb HAZ under the weld was used for strain 
calculation near the weld (i. e. line L in figure 3.11 (a) ) and an average from 
the end teeth used for points away from the weld (i. e. line T in figure 3.11 (a) 
Strain components were measured along the three mutually orthogonal 
directions of the specimens, denoted X, Y and Z in figure 3.11. Stresses 
were calculated from the measured strains using the standard Hooke's law 
equations, Qty = Cijklfkl, where C is the stiffness tensor. As in section 3.4.2, 
it was assumed that the X, Y, and Z directions corresponded to the principal 
axes. 
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Figure 3.12: Material stress/strain response from in-situ tensile testing show- 
ing points where calibration diffraction measurements were undertaken. 
3.4.4 Measurements of plastic strain 
Neutron diffraction measurements were made using the ENGIN-X instrument 
on the ISIS neutron source at Rutherford Appleton laboratories, U. K. In order 
to maximise the quality of the diffraction spectra in the thicker prestrained 
blanks, while retaining reasonable count times, a measurement gauge volume 
of 4mmx4mmx4mm was used throughout. A time of flight (TOF) instrument 
such as ENGIN-X, allowing collection of data from multiple diffraction peaks, 
was necessary in order to determine the anisotropy strain parameter EA. 
An `in-situ' tensile test was undertaken on the ENGIN-X instrument in 
order to record neutron diffraction spectra under varying applied loads. Mea- 
surements were taken at increasing levels of plastic strain, with and without 
applied load in order to separate the elastic and plastic components of peak 
broadening and anisotropy strain. The results of the in-situ tensile test, along 
with the data points where diffraction spectra were recorded, are presented in 
figure 3.12. 
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3.5 Results 
3.5.1 Stress measurement in autogenously welded 316L spec- 
imens 
Results of neutron diffraction measurements in the plates after autogenous 
welding along lines LT and DHD1 (as described in table 3.3) are shown for 
fully welded specimens in figures 3.13 and 3.14 and partially welded specimens 
in figures 3.15 and 3.16. It can be seen that there is good agreement between 
the finite element model predictions and the measured neutron diffraction 
results. It should be noted that plane stress conditions were assumed when 
calculating stresses from strains. 
Use of the measured cz, z component when calculating Qýy and Qyy, was found 
to significantly increase scatter. Agreement between measured and predicted 
strains was significantly better than for stresses, when calculated with all three 
measured components. It was therefore apparent that the increase in scatter 
was due to error propagation when combining measured strains to calculate 
stresses, effectively increasing the `noise' in the calculated stress data. 
Ideally a greater number of strain components than the minimum of 3 
would have been measured but experimental time constraints were such that 
this was not possible. The resulting set of over-specified simultaneous equa- 
tions for the stress tensor could then have been solved using a least squares 
method, such as Moore-Penrose pseudo inversion, resulting in reduced error 
sensitivity. Nonetheless, as the centre of the measurement volume was situ- 
ated 2mm from the plate surface for line LT, the assumption that v,, X =0 was 
felt to be reasonable and was supported by the finite element results, even for 
line DHD1 where points up to 10mm from the surface were measured. The 
assumption of plane stress conditions was not observed to significantly alter 
the magnitudes or overall distribution, compared to the use of 3 strain com- 
ponents, suggesting that is was a reasonable approximation of the specimen 
stress state. 
Measurements were also made along the other lines described in table 3.3 
but are not displayed for brevity as the comparisons in figures 3.13 to 3.16 
serve to illustrate that the finite element simulation of [116] provides a good 
approximation of the stress field in the `parent' welded plates and, from figure 
3.16, the repeatability of the stresses arising from welding process can be seen 
in the two nominally identical (PW1 and PW3) partially welded specimens 
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Figure 3.13: Finite element predictions and neutron diffraction measurements 
along line LT, described in table 3.3, in the fully welded 316L plates. X and 
Y directions as detailed in figure 3.3. 
measured. 
Measured stresses in the specimen extracted from the autogenously welded 
plate are displayed in figures 3.17 and 3.18. In both cases it appears that 
the modelling of the extraction process provides a reasonable estimate of the 
stress relaxation effect, although the results from the finite element analyses 
are consistently slightly " higher than the measured values. This is typical 
of many similar comparisons between FEA and measurement results and is 
largely attributable to the simple isotropic hardening model used. 
3.5.2 Stress measurement in P275 ferritic steel specimens 
The through-thickness stress measurements in the original repair welded plate, 
as made in [111], are displayed over the region of the extracted specimen in fig- 
ure 3.19. It can be seen that there is a considerable `membrane' (i. e. constant) 
component to the stress field in both the Y and Z directions (longitudinal and 
transverse to the original weld) as in figure 3.7. ý. 
Simplistic estimates of the relaxed stresses, by removing the membrane 
and bending stress components from the DHD measurement, maintains the 
same field structure but reduces the overall mean value to zero, as would be 
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Figure 3.14: Finite element predictions and neutron diffraction measurements 
along line DHD1, described in table 3.3, in the fully welded 316L plates. X 
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Figure 3.15: Finite element predictions and neutron diffraction measurements 
along line LT, described in table 3.3, in the partially welded 316L plates. X 
and Y directions as detailed in figure 3.3. 
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Figure 3.16: Finite element predictions and neutron diffraction measurements 
along line DHD1, described in table 3.3, in the partially welded 316L plates. 
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Figure 3.17: Neutron diffraction measurements and finite element stresses, 
along line L as illustrated in figure 3.11, in specimens extracted from autoge- 
nously welded 316L plate. 
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Figure 3.18: Neutron diffraction measurements and finite element stresses, 
along line T as illustrated in figure 3.11, in specimens extracted from autoge- 
nously welded 316L plate. 
expected. The finite element relaxation simulation, which allowed for yielding 
caused by the relaxation, produced relaxed fields of similar overall magnitude 
but with a reduction in the peak value of o, and, perhaps more significantly, 
an inversion of the overall profile of o. 
The neutron diffraction measurements made in this specimen confirm the 
magnitudes of the predicted stresses. A clear correlation with the trends can- 
not be determined, although this is to be expected given the low magnitudes 
of the stresses measured which are of the same order of magnitude as the error 
in the measurements. 
3.5.3 Plastic strain measurement in A533B ferritic steel 
The stress/strain response from the tensile test was examined based on the 
strains recorded from a number of single diffraction peaks in addition to that 
obtained from Pawley refinement of the entire diffraction spectra. The results 
are displayed, in comparison to the predicted response from the macroscopic 
Young's modulus (determined via a strain gauge fixed to the specimen), in 
figure 3.20. It should be noted here that applied stress was obtained from the 
applied load and strain gauge reading in the usual way and strain for each 
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Figure 3.19: Stresses from neutron diffraction measurements, along line L as 
illustrated in figure 3.11, in specimens extracted from the repair welded P275 
plate. 
peak from equation 3.2. This avoids the need for peak-specific stiffness values 
to determine valid macroscopic stresses from single peak strains. 
It can be seen that there exists a significant anisotropy in the response of 
differing peaks, even in the elastic region.. The {200} peak displayed strains 
greater than those predicted from the macroscopic behaviour, as would be 
expected as it has the lowest stiffness according to equation 3.5. The strains 
from each peak then reduce with increasing Ahkt with the stiffest response 
exhibited by the {222} peak with a limiting value of Ahkz = 1/3. 
It can be seen that the Pawley refinement overestimates the macroscopic 
stiffness which is best represented by the {310} peak response. This is in 
keeping with the findings of [122] where the {311} peak was found to provide 
the best match with the macroscopic response in an austenitic steel. The slight 
difference in Miller index can be attributed to the fact that the {311} plane 
does not produce a diffraction peak in a FCC cubic structure such as that in 
the ferritic steel tested here. 
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Figure 3.20: Strain measurements from in-situ tensile test based on Pawley 
refinement of the full diffraction spectra and analysis of individual peaks. 
Anisotropy method results 
On examination of the diffraction spectra obtained from both the tensile test 
(TT) and prestrained blank (CT) specimens it was decided to limit the data 
range used to determine anisotropy strains to the three best defined diffraction 
peaks. In this case these corresponded to the {100}, {200} and {211} lattice 
planes as displayed in figure 3.21. 
The anisotropy strain, EA, as defined in equation 3.4 was partitioned into 
elastic and plastic components, following [122], with the elastic component 
assumed to vary linearly with the elastic strain in the direction of measure- 
ment. The variation of the anisotropy strain under elastic load, eÄ, with the 
{200} peak strain was found to be well approximated by a linear relationship, 
as plotted in figure 3.22. The {200} peak strain was selected as it represents 
the reference peak, corresponding to Ahkj = 0, used in determination of fA. 
Measurements longitudinal and transverse to the loading directions, where 
elastic strains were tensile and compressive respectively, exhibited eA values 
of opposite sign. 
Measurements taken at each unloaded step in the tensile test showed in- 
creasing build up of residual elastic strain with increasing plastic deformation, 
as highlighted in figure 3.23. It is apparent that in both measured directions, 
the highest magnitude residual strains are present on the {200} peak with the 
{310} peak showing the lowest overall level of residual strain in both direc- 
tions, again suggesting that results based on the {310} plane may be most 
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appropriate for comparison with macroscopic strain predictions such as those 
from finite element analyses. In both directions the Pawley refinement strain 
provides a lower bound to the single peak values. 
The plastic component of the anisotropy strain, eÄ was obtained by sub- 
tracting the elastic component, as determined by the linear fit to the {200} 
peak strain, from the total anisotropy strain. The variation in ¬with macro- 
Ä 
scopic plastic strain, shown in figure 3.24, shows clear separation between the 
values obtained in the loaded and unloaded states, suggesting that the plastic 
anisotropy is not so simply decoupled. It is also apparent, from a comparison 
between figures 3.22 and 3.24, that the `elastic' component is of much greater 
magnitude than the `plastic' component, making accurate determination of EÄ 
more difficult. Nonetheless, there is a clear increasing trend between eÄ and 
the level of plastic strain, independent of measurement direction, suggesting 
that plastic anisotropy may be a reasonable measure of the overall level of 
plastic deformation. 
The results from the prestrained blanks are plotted in figure 3.25, as with 
the tensile test data, the {200} peak strain was used to estimate and remove 
the `elastic' component of the anisotropy strain. The results show a similar 
trend to those made on the TT specimen, although there is a noticeable sep- 
aration between the values of eÄ measured in the directions longitudinal and 
transverse to the prestrain direction and considerable scatter in the measured 
value of e for differing points having experienced the same level of macro- 
scopic plastic strain. In addition, it is apparent that the magnitude of eÄ in 
these specimens is considerably higher than that measured in the TT speci- 
men. This may suggest a geometric component affecting the anisotropy factor, 
for example measurement path length, or a more complex three dimensional 
stress/strain state at a granular scale which must be accounted for. 
Peak broadening method results 
Traditionally, peak broadening is quantified using the measured peak full width 
half maximum (FWHM) as this can be easily defined, regardless of the details 
of the peak's shape. The peaks recorded in this work were fitted using a 
combination of Gaussian, Lorentzian and exponential components to account 
for peak asymmetry due to the experimental apparatus. The width of a single 
peak fit is affected only by the Gaussian component, the width of which is in 
turn a function of the Gaussian parameter o,. As o is a linear function of the 
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Figure 3.21: Diffraction spectra recorded from A) Tensile test specimens and 
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Figure 3.22: Evolution of the anisotropy strain, 6A, measured in the tensile 
test specimen in directions longitudinal and transverse to the loading axis. 
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Figure 3.23: Residual strains, based on single diffraction peaks and Pawley 
refinement, measured in the tensile test specimen upon unloading to 1OMPa. 
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Figure 3.24: Plastic anisotropy strain, eÄ, measured in the tensile test speci- 
men in loaded and. unloaded states, in directions longitudinal and transverse 
to the loading axis. 
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Figure 3.25: Plastic anisotropy strain, EÄ, measured in the extracted CT 
blanks, in directions longitudinal and transverse to the loading axis. 
Gaussian peak width and is obtainable directly from the fitting process, it was 
chosen as an appropriate peak width parameter for this work. 
Variation of peak Q, recorded during the tensile test, shows a clear link 
between the onset of yielding and a dramatic increase in peak width (figure 
3.26). There is also a weak dependency on elastic strain levels. There is no 
clear trend in the case of the {310}, {222} or {110} peaks but for the {200} 
and {211} there appears to be a linear dependence between the change in peak 
width, 0o-, and the level of strain in the elastic region. 
It was found that a linear fit between the absolute magnitude of elastic 
strain in the direction of measurement and the change in a was able to well 
represent the measured data in the elastic region. Fit was best for the {200} 
and {211} peaks and, as such, o, values from these two peaks were chosen as 
representative measures of plastic deformation. 
Assuming a linear correlation with the level of elastic strain allowed for 
a separation of the elastic and plastic contributions to the peak broadening. 
Values with and without correction for elastic strain are plotted in figures 
3.27 and 3.28, it can be seen that removal of the elastic component brings the 
loaded and unloaded measurements considerably closer together. Following 
the work of [127], an exponential fit was used to estimate the variation of Aa 
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Figure 3.26: Variation in peak a component as a function of peak strain, as 
recorded during the in-situ tensile test. 
with plastic strain, the best fit equations are included in figures 3.27 and 3.28. 
Results from the prestrained blanks showed similar variation between AU 
and the level of equivalent plastic strain, indicated in figures 3.29 and 3.30. 
The overall magnitudes of the peak width increase are significantly larger in 
the `blank' specimens than those suggested by the fit to the tensile test data. 
There is also significant scatter between measurements made in samples with 
the same level of macroscopic plastic strain. 
3.6 Discussion 
3.6.1 Effect of remnant residual stress 
One of the aims at the outset of this section of work was to produce repeatable 
test specimens with residual stresses and thermal histories similar to those seen 
in real components, whether due to fabrication, repair processes or service 
history. The autogenous welding process used on the 316L plates can be 
seen to produce repeatable stress fields as shown in figure 3.16. Furthermore, 
the neutron diffraction measurements made on the plates suggest that finite 
element methods are able to produce acceptable predictions of the stress fields 
in such components. - 
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Figure 3.27: Variation in {200} peak v component as a function of macroscopic 
plastic strain, as recorded during the in-situ tensile test. Open and closed 
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Figure 3.28: Variation in {211} peak a component as a function of macroscopic 
plastic strain, as recorded during the in-situ tensile test. Open and closed 
symbols represent the loaded and unloaded states for each plastic strain level. 
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Figure 3.29: Variation in {200} peak o component as a function of macroscopic 
plastic strain, as recorded in extracted prestrained blanks, compared with 
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Figure 3.30: Variation in {211} peak a component as a function of macroscopic 
plastic strain, as recorded in extracted prestrained blanks, compared with 
analytical broadening function as fitted to tensile test data. 
62 
-600 ae 01234 
Macroscopic plastic strain, % 
Chapter 3: Effects of specimen extraction on toughness 
It can be seen from the results produced that, depending on the stress 
field existing in the initial component, considerable stresses may remain in 
specimens extracted for fracture testing. The current analysis also shows that 
acceptable predictions of these remaining stresses can be made and, therefore, 
it may be possible to account for such remaining stresses when calculating 
fracture toughness. This has been successfully achieved in previous work [44]. 
Using a modified J integral, as in equation 2.24, based on the FE predic- 
tions of stresses remaining in the extracted 316L specimens, a value of Kres - 
the stress intensity factor due to residual stress only - of 12.9 MPa. mO. 
5 was ob- 
tained. This value was calculated assuming plane strain conditions and room 
temperature material properties. Values of KIC for a similar steel (316H) at 
20°C were found to be of the order of 100 MPa. m0"5 [74]. Therefore, although 
the value of Kre3 is significant, it is unlikely that the remaining stresses will 
have a significant effect on measured values. This is especially true if testing 
is carried out at room temperature as appreciable plasticity upon re-loading 
to failure may `wash out' the majority of the initial residual stress field [108]. 
It should also be mentioned that the FE stresses, used to calculate the above 
value of 12.9 MPa. m°"5, were higher than those measured, and therefore this 
value is likely to represent an over estimate of Kre,. 
Results from the P275 plate indicate that in cases where the parent com- 
ponent residual stress field is `long range', i. e. where the distance across which 
the stress field is self-balancing is appreciably larger than the extracted spec- 
imen dimensions, remaining stresses can effectively be ignored. 
The results do however indicate the importance of having accurate knowl- 
edge of the stress field in a prospective parent component in order to make 
informed assumptions about the likely impact of any remaining residual stress 
on measured toughness. There are also a number of other factors which should 
be considered when assessing likely impact on apparent KIC, for example the 
expected ratio of KIC to the material yield stress ay. This will have an im- 
portant impact on the size of the plastic region when loading the fracture 
specimen to failure and therefore the impact of the remaining residual stress. 
Furthermore, the specimen geometry will affect not only the level of plasticity 
(through varying constraint) but also the magnitude of the un-relaxed stresses. 
In reality, the level of plastic strain in a material is also known to affect 
measured KIC values, as discussed in chapter 2, and as such strain effects 
should also be considered. 
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3.6.2 Feasibility of plastic strain determination 
It is apparent that both plastic anisotropy strain and diffraction peak broad- 
ening are strongly related to levels of macroscopic deformation. It would also 
appear that there are other influencing factors affecting the variation of these 
parameters with macroscopic plastic strain which inhibit accurate calibration 
and transference of relationships between specimens. 
Variation of the anisotropy strain was found to be dominated by the elastic 
strains in the measurement volume. This is in contrast to the results presented 
in [122] where the values of ?Ä were of similar magnitude to those obtained for 
eÄ. Due to the dominance of the elastic anisotropy in this work, separation of 
the relatively small plastic component was difficult. 
It is noticeable that, using a simple linear relationship between elastic 
strain on the {200} peak and eÄ, there is a consistent difference between 
the values of JÄ measured with and without external loading (figure 3.24). 
This represents a significant problem in terms of using eÄ to measure plastic 
deformation as a dependence on elastic lattice strain is still apparent. 
In the works of [124] and [122], eÄ was seen to vary in a near-linear fashion 
with plastic strain and was shown to be transferable between geometries. The 
primary difference between these trends and those here may be related to 
the differing crystal structure of the tested materials. Both previous works 
used FCC materials (austenitic steel and aluminium), in contrast to the BCC 
ferritic steel used in the current work. 
It can be shown that the FCC structure possesses close packed slip planes 
of Miller index {111}, in the case of a BCC structure there are no close packed 
planes, resulting in a greater inter-atomic spacing in the slip plane, generally 
corresponding to {110}. The result is that the Burger's vector JbI for a BCC 
structure is greater than for the FCC case, equal to aV/2 compared to a/ f. 
As the slip'system in the FCC structure has far greater symmetry than that 
in a BCC lattice, slip is able to occur in a more uniform manner throughout 
the material, rather than at a limited number of preferentially aligned grains. 
Therefore, since eA is essentially a measure of disorder in the lattice struc- 
ture and likely to be related to dislocation movement, it may well be that 
deformation in FCC materials is more easily characterised by this method. 
Nonetheless this does not explain the considerable increase in EÄ measured 
in the extracted blanks compared with the tensile test data. It may be that 
the deformation at a granular scale in the thicker samples is more disordered 
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than that in the tensile test samples, possibly due to higher constraint levels 
generating stresses transverse to the load direction. 
The increase in peak broadening shows only negligible dependence on elas- 
tic strain, often within the margin of experimental error which was of the order 
of a±100. Despite showing good independence from both elastic strain and 
measurement direction, the calibrated I a.. ¬ j relationship still underestimated 
the measured response from the thicker `blank' samples. This may be a result 
of the increasing disorientation in the thicker samples or simply the increased 
path length reducing the accuracy of the measurements. 
The agreement is however significantly better than for the anisotropy 
method and the tensile test fit provides a reasonable lower bound to the 
recorded changes in c in the CT samples. It may be that repeat measure- 
ments on a fixed wavelength diffraction instrument, providing more detailed 
measurements of the shape of a single diffraction peak, may yield better results 
with this approach than time of flight instruments such as ENGIN-X. 
It is also worth noting that plastic strain, in an engineering sense, has 
questionable relevance at the small scales of interest for diffraction measure- 
ments. The two methods used here are based on measurement of increasing 
inhomogenity of strain within the measurement volume. It may well be that 
this cannot be simplistically related to the levels of macroscopic deformation 
without a more rigorous consideration of the deformation at a micromechanical 
scale. 
An example may be the existence of Lüder's strains which would produce 
considerable variation in local stresses and strains across local deformation 
bands. The A533B steel tested was seen to exhibit discontinuous yielding in 
figure 5.6, up to around 1% plastic strain. It is notable that the sharpest rise in 
both EA and ALT occurred between 0% and 1% plastic strain in the prestrained 
blanks so it may be possible that the presence of regions of discontinuous 
deformation may have contributed to the increase in the scatter and value of 
both parameters. 
It is also important to consider the role of dislocation movement and nu- 
cleation during plastic deformation, which may be influenced by a number 
of microstructural considerations for example grain size, current dislocation 
population and the presence of dislocation nucleators such as impurity atoms 
in the lattice. 
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3.7 Conclusions 
A series of neutron diffraction measurements were used to investigate the relax- 
ation of stresses in samples of sizes typical of CT fracture specimens, extracted 
from large welded `parent' plates. Stresses were measured in the parent plates 
after welding and in the extracted samples. The potential influence of the 
remnant stresses on subsequent measured fracture toughness was also consid- 
ered. 
An investigation was also conducted into the ability of diffraction peak 
broadening (Aa) and anisotropy of strain (E PI) determined from differing 
diffraction peaks to characterise plastic deformation. Variation of Aa and 
eÄ with strain in A533B ferritic steel was calibrated from tensile test speci- 
mens. The determined relationships between the anisotropy strain or change 
in peak width with plastic strain were then used to attempt to measure plastic 
strain in prestrained blanks for CT fracture specimens. 
The results of this work have produced the following conclusions: 
1. Neutron diffraction measurements, made on a `blank' for a CT fracture 
specimen extracted from an autogenously welded plate, have shown that 
considerable residual stresses may remain in fracture specimens removed 
from large scale components. 
2. From comparison with neutron diffraction data, finite element methods 
were shown to produce good estimates of the stresses remaining in spec- 
imens after removal from larger components. 
3. Based on the limited data available, remaining stress magnitudes were 
seen to depend on the nature of the initial stress field. Where the residual 
stress field was self balancing over a short distance considerable stresses 
remained. Where the stresses were self balancing over a scale much larger 
'than the extracted component, the stresses in the extracted specimen 
were near zero. 
4. The stress intensity factor, resulting from residual stress in the `worst 
case scenario' specimens taken from an autogenously welded plate, was 
found to be 12.9 MPa. mo"5, compared to a fracture toughness of approx- 
imately 100 MPa. mo-5. 
5. The {310} diffraction peak exhibited a minimal effect of elastic or plastic 
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anisotropy in the ferritic steel tested and also provided the closest ap- 
proximation to the macroscopic stress/strain response. As such it would 
appear that the {310} peak is an appropriate choice for the determina- 
tion of macroscopic stresses in such materials. 
6. Both the plastic anisotropy strain e and the peak width broadening 
parameter Au were found to be correlated with levels of macroscopic 
strain, although the quantitative variation was found to vary consider- 
ably between the sample geometries used in this work. 
7. The elastic contribution of the anisotropy strain was found to dominate 
the overall strain anisotropy response. This is in contrast to previous 
work on FCC materials (austenitic steels and aluminium) where the 
elastic and plastic components were of similar magnitude. 
8. Plastic strain levels were found to be well correlated with levels of peak 
broadening, although considerably larger increases in peak width were 
noted in thicker specimens. It is likely that use of single wavelength 
diffractometer instruments may reduce the overall scatter in measure- 
ments in such samples by allowing more detailed determination of a 
single appropriate diffraction peak. 
9. It was noted that many of the problems in plastic strain measurement 
encountered in this work were not noted in other published works. It is 
believed that this may be due to the BCC atomic structure of the ferritic 
steel used in this case, compared to the FCC aluminium and austenitic 
steels used in other works. 
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Chapter 4 
Re-analysis of existing 
experimental data 
4.1 Introduction 
In order to study the capabilities of the models of fracture discussed in chapter 
2 it was elected to re-analyse a range of previously published experimental 
data. The aim of this exercise was to attempt to determine the range of validity 
and limitations of a number of models for brittle fracture. At the outset, 
the intention was to provide guidance for the design of future experiments, 
modifications to existing models of fracture or formulation of new approaches. 
4.2 Fracture data considered 
In order to consider a wide range of specimen geometries, a range of previously 
reported cleavage fracture data were re-analysed. All data sets corresponded 
to low temperature cleavage fracture of ferritic steels. 
4.2.1 A508 CT specimens 
Fracture data were obtained by Mahmoudi [130] for A508 steel compact ten- 
sion (CT) specimens, and have been reported in [131]. All specimens were 
loaded to failure at -170°C. 
In all cases, `cracks' were inserted by means of EDM wire machining, 
producing notches with nominal end diameters of 0. lmm. Three specimen 
variants were tested, corresponding to the as-received (AR) case as well as 
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a=25mm 
20mm 
Figure 4.1: Schematic diagram of punching process used in CT specimens 
subjected to the PUCF load cycle. 
following preloading at room temperature (load-unload-cool-fracture, LUCF) 
and side punching at room temperature (punch-unload-cool-fracture, PUCF). 
The LUCF cycle consisted of applying a 62.5kN tensile preload to the 
CT specimen at 20°C before cooling and loading to fracture. The specimen 
geometry and side punching process used in the PUCF cycle is illustrated in 
figure 4.1, further detail can be found in [1321. Preloading was applied to all 
samples after creation of the EDM notch. 
4.2.2 A533B SEB/SENB specimens 
A number of single edge-cracked bend (SEB) specimens, fabricated from A533B 
ferritic steel, were tested to failure in 3-point bending by Mirzaee-Sisan [74]. 
The geometry for these specimens is displayed in figure 4.2. All specimens 
were fractured at -150°C by 3 point bend loading. 
.A 
total of 8 single edge-notched bend specimens (hence referred to as 
SENB), with EDM wire cut notches of diameter 0.1mm, were fractured in the 
AR state and a further 5 were fractured following a cycle of in-plane com- 
pression (compression-unload-cool-fracture, CUCF). These have since been 
re-analysed in [44]. -' 
The compression tools and specimen geometry are illustrated in figure 4.2 
(A). Specimens undergoing the CUCF cycle were subjected to compression (at 
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1. Load applied to punches, located 
at the same position on either side of 
the specimen 
2. After unloading a permanent 
indentation is left behind, resulting in 
a tensile residual stress field ahead of 
the crack tip. 
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Figure 4.2: Geometry of A) SENB and B) SEB specimens showing preloading 
by in-plane compression and side punching. Dimensions in mm. 
20°C) and unloaded to create a tensile residual stress field at the notch root, 
before introducing a sharp notch by EDM wire machining. Samples were then 
cooled and loaded to failure. Further detail as to the preload and manufacture 
may be found in [74]. 
A further 20 SEB specimens, of dimensions as in figure 4.2 (B), were also 
tested in [74]. The total crack length was 15mm, such that a/w was compara- 
ble with the SENB specimens. All specimens of this geometry were subjected 
to fatigue pre-cracking at room temperature, rather than creating notches 
with EDM cutting. A total of 10 of the SEB specimens were subjected to side 
punching at room temperature (following pre-cracking) as illustrated in 4.2 
(B), before cooling and loading to failure. 
4.2.3 A508 RNB specimens 
Round notch bar (RNB) specimens, manufactured from A508 steel, were also 
tested by Mirzaee Sisan [74]. Loading to fracture was undertaken at -150°C. 
Three RNB specimen types were tested, and reported previously in [72]. 
Specimen geometries are illustrated in figure 4.3, with minimum diameters 
of 7.7mm, 8mm and 15mm (henceforth referred to as RNB7.7, RNB8 and 
RNB15 respectively). A total of 27 specimens (9 of each geometry type) were 
fractured in the AR state. In addition, 8 RNB7.7 and 8 RNB8 specimens were 
fractured with a LUCF load cycle, using room temperature preload such that 
the net tensile stress at the minimum cross section was 995 MPa. 
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Figure 4.3: Geometry of round notched bar specimens, diagram adapted from 
[74]. Dimensions in mm. 
4.3 Finite element simulations 
To apply many of the fracture models discussed in chapter 2, detailed stress 
and strain field data were needed. To obtain estimates of the stresses and 
strains at failure, finite element simulations of the fracture tests were per- 
formed. All modelling was carried out using the ABAQUS finite element 
package, versions 6.6 and 6.71 [133] . 
4.3.1 A508 Steel CT specimens 
Making use of the two planes of symmetry in the CT specimens, 1/4 of the total 
geometry was modelled with appropriate symmetry boundary conditions. The 
mesh used, including the refined structure around the EDM notch, is shown in 
figure 4.4. Minimum element dimensions in the region immediate to the notch 
tip were approximately 201im. The mesh was constructed with approximately 
22000 second order brick type elements, ABAQUS element type C3D20R, with 
20 nodes and 8 Gauss points per element. . 
The code used to calculate values of Fk (as in equation 2.26 and discussed 
further in section 4.4.1) was only valid for two dimensional geometries. There- 
fore, two dimensional plane strain models were also constructed for the LUCF 
and AR cases. Values of Fig were not calculated for the PUCF specimens as 
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the load cycle could not be adequately simulated in two dimensions. 
Loading of the specimens was modelled by applying a distributed load 
to the inside of the loading pin holes in the specimens. In the case of the 
LUCF load cycle, discrete steps were included for the preload, subsequent 
unload, cooling and final reloading to fracture. Material properties at 20°C 
and -170°C were taken from 
[130] assuming isotropic hardening. 
4.3.2 A533B Steel SEB/SENB specimens 
One quarter models of the SEB and SENB specimens were also constructed, 
making use of the symmetry of the geometry as before. In the case of the 
fatigue pre-cracked SEB specimens, the crack was modelled by removing the 
symmetry boundary condition along the crack surface. The near crack mesh 
structure is illustrated in figure 4.5 (A). Meshes were constructed of approxi- 
mately 16000 second order brick elements, ABAQUS element type C3D20R. 
For the SENB specimens, where EDM notches were used to initiate frac- 
ture, the wire cutting process was simulated by removing elements along the 
cutting path. The notch tip mesh in this case is illustrated in figure 4.5 (B). 
To allow redistribution of stresses during the cutting process, elements were 
removed in 4 increments to simulate the build up of a plastic wake behind the 
moving crack tip [134]. As for the A508 CT tests, two dimensional models 
were also constructed to allow calculation of the Eshelby force Fk. 
Loading in three point bending was applied experimentally using rollers. 
This was approximated in the modelling by constraining a small region on 
the specimen, where the roller would have been in contact, to move as a rigid 
body. Material constitutive properties at 20°C and -150°C were assumed to 
match those found by Smith [135], also reproduced in [74], using an isotropic 
hardening model. 
4.3.3 A508 Steel RNB specimens 
Due to the rotational and axial symmetry of the R. NB geometries, axisymmet- 
ric half models were used in all cases. Meshing was carried out with second 
order axisymmetric elements with 8 nodes and 4 integration points per ele- 
ment, ABAQUS element type CAX8R with approximately 2000 elements per 
model. Material response at 20°C was taken from [136] and behaviour at 
-150°C was assumed from 
[137] as in [74]. 
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25 Omm 
055- 
Figure 4.4: Mesh structure for finite element modelling of A508 CT specimens. 
B) 
125.0mm 
Figure 4.5: Mesh structure for finite element modelling of A533B SEB and 
SENB specimens. 
For specimens subjected to the LUCF load cycle, discrete steps were used 
to model the initial load, subsequent unload, cooling to -150°C and final load 
to failure. 
4.4 Fracture models considered 
4.4.1 Crack tip parameters" 
J integral 
Values of the J integral may be calculated according to equation 2.18 using an 
inbuilt routine in the ABAQUS finite element code. However, as the PUCF, 
LUCF and CUCF load cycles result in strongly non-proportional loadings, 
modified, path independent J values were also calculated according to equation 
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2.24 using the JEDI (J by equivalent domain integral) postprocessor'. The 
modified J formulation of equation 2.24 is henceforth referred to as J1,. 
Eshelby force on singularities 
The Eshelby force was calculated, based on finite element results, with a code 
developed by the author using the MATLAB software package. To do so, 
equation 2.26 was converted to an area integral 
Fk _ 
(diV ) (4.1) 
Ajdxk dxk 
which was then evaluated in discrete form according to 
Fk=E 




where the superscript I indicates values at an integration point and vl is 
a weighting value, equivalent to the volume associated with the integration 
point. The integration area A fpx was taken to be the crack tip plastic zone, 
as obtained from the FEA results using the von Mises yield criterion. During 
an infinitesimal crack advance, the crack tip plastic region is assumed to move 
with the crack tip. 
Probabilistic models 
A number of authors have suggested methods of using crack tip parameters 
in probabilistic models of failure to describe the scatter in fracture data e. g. 
[76]. A commonly used model, based on the stress intensity factor K is 
Pf =1-exp -rKI-K, 
1M 
(4.3) LKo - K, J 
and a similar form is proposed here for Fk, 
Pf (Fk) = 1- exp - 
(: 1ß 
(4.4) 
where Ko, Km, m, a and ,8 are 
fitted parameters. When crack tip stresses are 
controlled by K, it was demonstrated in [761 that for equation 4.3 Al =4 and 
'The author wishes to thank SERCO TAS for making the JEDI code available. 
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a threshold of Km = 20 MPa. m°"5 was sugested. 
4.4.2 Local approach models 
Stress based models 
A number of local approach models, based on the Beremin formulation, were 
used to predict fracture after prior loading. Weibull stresses according to equa- 
tions 2.37 and 2.43 were calculated from finite element results, using MATLAB 
code to evaluate the discrete formula 
I lam 






with vi =0 when of < Qth. Equation 4.5 was evaluated over the currently 
yielding material volume, i. e. that where plastic strain is increasing. This 
was determined from the ABAQUS output variable YIELD, which determines 
whether or not local effective plastic strain has increased over the last load 
increment. For the standard Beremin model of equation 2.37, the threshold 
nth was set to zero. 
Stress and strain based models 
The simplest strain modified local approach formula used was based on the 
formulation of Gao [85]. Using equivalent plastic strain to characterise defect 







EP (Ql -Q h) dV) (4.6) 
which is evaluated using the discretised equation. 
I 1/m 
(4.7) Qw = 
: (Ee)i (ýalým - (ath)m) vi 
i=1 
Equation 4.6 assumes that nucleated defects remain active, as such the active 
microcrack population is an increasing function of strain. If it is assumed 
that defects, not propagated by local stresses, are blunted by further plastic 
deformation, 'a modified Weibull stress can be defined. 
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O'w = 
fa V (a -Q h) deel dV (4.8) V 
which is evaluated incrementally over a load step. Between load steps k-1 








where (Dee)i, k is the increment of equivalent plastic strain at integration point 
i between steps k-1 and k. The stress term Qi is the mean value of of over 




(Qk)m+l - 0. 
k-1)m+l 
(ak - ak-1) 
jk_1 
Q do, = (ark - ak-1)(m + 1) 
(4.10) 
The current Weibull stress is then (> A more complete derivation 
is presented in appendix C. 
4.5 Calibration of local approach parameters 
In order to usefully employ any of the local approach criteria so far discussed, 
it is necessary to determine reliable values for the relevant modelling constants. 
Traditionally this is achieved by selecting values which maximise agreement 
between the model in question and experimental sets of failure data. The 
choice of parameter to represent goodness of fit and the algorithm used for 
the fitting process can have a considerable effect on the determined model 
parameters and therefore any predictions of future failure. 
4.5.1 Matching Weibull slope, m 
Equation 2.36 is perhaps the most commonly used and constants can be ob- 
tained using linear rectification and the method of least-squares fitting (LSF). 
Using logarithms, equation 2.36 can be arranged into a linear function of 
ln(v,,, ), m and ln(oo). 
In(- ln(1- Pf)) =m ln(vw) -m ln(ao) (4.11) 
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Failure data are arranged, for example by fracture load, and assigned estimated 
failure probabilities using a ranking equation such as [138] 
i-0.5 Pfr =N (4.12) 
where i is the position of a given test in the ranked data set and N is the 
total number of tests. Failure data are then plotted on axes of ln(a,,, ) against 
In(-ln(1 - Pfr)). A linear fit is then performed with the slope and intercept 
providing the values of m and -min(ao). 
As a value of m must be assumed in order to calculate values of o,,,, the 
best fit value for m is found when the assumed value is equal to the value found 
from the linearisation. A searching algorithm for this method was suggested 
by [139]. 
1. Assume an initial value for m, hence referred to as m*. 
2. Calculate Weibull stresses at fracture loads. 
3. Plot In(- ln(1- Pf,. )) against ln(v , ). 
4. Perform linear fitting to estimate values of m and Qo, mfit and vöit 
5. If rnf ýt = m*, then m= mf it and co = o/ . If mf 
it m*, set m* = mf it 
and repeat steps 2-5 until the value of m converges. 
4.5.2 Maximising coefficient of determination R2 
For the linear equation y= Ax + B, the parameters A and B are easily 
determined by linear regression. The correlation between the model obtained 
from this fit and the data used to calculate the fit can be characterised by the 
coefficient of determination, R. 2 
R2 
E (xa - . )(y' -9) 
2 
(4.13) (N -1)S. 
where 2 and SS are the mean and standard deviations for the values of x. 
Equation 2.36 may be linearised with respect to v,  as follows 
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where for a given m, Qw is calculated at failure loads and then linear regression 
of equation 4.14 may be performed to obtain the value of uo. The value of R2 
may then be calculated for the fit, taking xi = a,, and yi = [- ln(1 _ Pf, ')] 1/"`, 
hence referred to as R. Alternatively the correlation between Pf as predicted 
from the model and estimated from equation 4.12 may be calculated by setting 
x$ = Pf, ' and y` = Pf (o,, ',, m, o o), hence referred to as R, 1. This maybe more 
appropriate as a measure of goodness of fit as the linearisation method may 
unduly weight the fitting process. This in turn may mean that the `best' fit 
to the linearised data does not necessarily produce the best agreement with 
the estimated failure probabilities. 
Determining m by maximising R2 requires a 'grid search' approach. Values 
of a,,, are calculated for a range of m, a corresponding ao is found from the 
linearisation of equation 4.14 and R2 for the fit is determined. The variation 
of R2 with m can then be examined to find the value of m which maximises 
R2. Care should be taken, however, to ensure that a large enough range of m 
values is examined such that an overall, rather than local, maximum of R2 is 
found. Typically, a range of m from 1 to 40 was investigated in this work. 
4.5.3 Obtaining valid model constants 
The variation in Weibull parameters m and co obtained by fitting can be 
strongly affected by both the algorithm used to determine `best' values and 
the data used for calibration. The validity of a calibrated model can be tested 
by its ability to predict failure in other geometries or load cases. If additional 
data are not available, it is important that best practices for calibration are 
determined to maximise confidence in the calibrated values. 
The issue of Weibull parameter calibration has been studied by many au- 
thors both in terms of the accuracy of fitting algorithms [138,140,141,142, 
143,1441 and the influence of data used [139,106,15,75,145]. It has been 
shown by a number of authors [141,144,143] that the method of section 4.5.1 
tends to systematically over estimate m. There may, therefore, be an argu- 
ment for applying a correction to remove bias on fitted values before applying 
them to predictive methods. 
It was noted by Gao [75] that many pairs of m and vo values provide 
equally good correlation with high constraint fracture data, arising from self- 
similarity of near crack stress fields at increasing load under small scale yielding 
conditions. It is therefore difficult to select values valid for other, untested 
79 
Chapter 4: Re-analysis of existing experimental data 
geometries. As a result, it was suggested that calibration should be carried 
out based on high and low constraint fracture data. 
Following work discussed in chapter 2, investigating the relative influences 
of principal and hydrostatic stress on fracture, the local approach models so 
far discussed were calculated using al and vh for comparative purposes. 
4.6 Results 
4.6.1 Parameter calibration 
Determination of the parameters m and co was carried out using the method 
described in section 4.5.1. For the A533B SEB/SENB and A508 RNB speci- 
mens fracture data was available for multiple geometries in the AR state. In 
these cases, all the available data were used for fitting model parameters. The 
ranking formula of equation 4.12 was applied to individual geometries sepa- 
rately, ranking by fracture load, rather than ranking the entire material data 
set by, for example, a,,. 
Where calibration via the method of section 4.5.1 proved unsuccessful, i. e. 
where the best fit value did not converge to that used to calculate a,,,, values 
2 
f between the predicted failure probabil- were determined by maximising RP 
ities from the model and those found from ranking the experimental data. 
Confidence limits on the Weibull modulus m are only displayed where con- 
verged m values were found. As the R2 maximisation approach relies on a 
specified value of m, for which an optimum value of ao is calculated, the 
method provides confidence limits on ao but not on m. 
Inclusion of a threshold stress Qth introduces an additional level of complex- 
ity to the calibration process. Incorporating an additional degree of freedom 
into the process in section 4.5.1 raises the possibility of finding multiple valid 
m and Qo values with varying vth. 
Optimum values of m, 'vo and with may be found by maximising R2. How- 
ever, there is then some ambiguity as to whether any improved fit is a result of 
a better physical model or simply the addition of another degree of freedom. 
To avoid such issues, threshold stresses were estimated as follows: 
L' Following [76] is was assumed that fracture of cracked specimens would 
not occur when KI < 20 MPa. mo. s 
2. From FE analyses, the maximum values of al and vh at an external load 
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corresponding to KI = 20 MPa. m°"5 were determined. 
3. Maximum stresses were rounded down to ensure conservatism. The 
threshold stresses cth were then assumed to be equal to the rounded 
maximum values. 
For the A508 CT data, the maximum stresses at 20 MPa. mO"5 were of = 
1503 MPa and oh = 999 MPa. These values were rounded down to 1450 MPa 
and 950 MPa. For the A533B SEB specimens, maximum values of of = 1345 
MPa and ah = 1010 MPa were found and al = 1221 MPa and ah = 802 
MPa for the EDM notched SENB samples. As the 20 MPa. mO. 5 threshold is 
applicable to plane strain toughness data, and there is a well known increase 
in KI at fracture in lower constraint specimens, it was decided that threshold 
stresses of al = 1220 MPa and ah = 800 MPa could reasonably be used. 
In the case of the RNB geometries, maximum stresses at the minimum 
cross section were determined at the lowest failure load for each specimen type. 
Maximum values were found for the RNB15 geometry with vi "` = 1555 MPa 
and ah i" = 1116 MPa. The lowest values, from the RNB7.7 samples, were 
a"= 1125 MPa and ah 17 = 755 MPa. As the lowest experimental failure 
load cannot be reliably equated to the minimum load for failure, these values 
were rounded down to threshold values of al = 1000 MPa and ah = 650 MPa 
to ensure conservatism. 
Calibrated values form and ao are displayed in tables 4.1 to 4.6. Converged 
values of m were found for all models fitted to the A508 CT data, with or 
without a threshold stress (tables 4.1 and 4.2) as displayed in figure 4.6(a). 
For the SENB data, figure 4.6(b) shows that only the Beremin model produced 
converged m values. For the RNB data, converged m values were not found for 
any of the models considered (figure 4.6(c)). It can be seen that the confidence 
limits for the fitted parameters are large in all cases. This is especially true 
for the normalising parameter ao where upper and lower limits may differ by 
an order of magnitude. This may be a result of the relatively small amount of 
experimental data available or a characteristic of the fitting process. 
Variation of R2 with m for all three data sets is plotted in figure 4.7. 
Figure 4.7(a) shows that no reliable peak exists for the high constraint CT 
data. More defined peak values were found for the SEB/SENB data (figure 
4.7(b)) and weakly defined peaks were found for the RNB data (figure 4.7(c)). 
This would suggest that a sizeable degree of uncertainty may be associated 
with the fit values for the RNB data. In addition, the high m values suggested 
81 
Chapter 4: Re-analysis of existing experimental data 
by the fitting will result in greatly increased sensitivity to any inaccuracies in 
the finite element analyses upon which predictions are based. 
As very high m values were produced by maximising R, f for all three 
RNB geometries, a fitting to each RNB geometry separately was also under- 
taken. The results are shown in figure 4.8. Variation in best fit values of vo 
with m (determined using R , 1) can be used to graphically estimate optimum 
values by examining the location where the m- ao lines intersect. In the case 
of the Beremin model figure 4.8(a) shows that, when ah is used to describe 
failure, the optimum value of m lies between 25 and 30. This is supported 
by the value of 26.5 found by fitting to all three geometries (table 4.5). For 
other model variants, figures 4.8(a) and 4.8(b) show three distinct intersection 
points, leaving some ambiguity as to the `true' value. 
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Figure 4.6: Weibull slope m from best fit plotted against m* used to calculate 
Weibull stress v,,,. 
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Figure 4.8: Variation of fitted ao with m for individual RNB geometries. 
4.6.2 Prediction of load history effects 
A508 CT data 
The modified J integral Jm was able to produce path independent values 
for contours of increasing size about the crack tip. This is illustrated for 
representative applied loads by figure 4.9(a) where contour 1 is the first ring 
of elements surrounding the crack tip, contour 2 the first two rings of elements 
and so on. The inconsistency in values about the first contour, immediate to 
the crack tip, can be attributed to the problems of accurately modelling the 
stress and strain field in the near tip region using finite element analyses. The 
resulting variation of Jt with applied load for the three load cycles applied 
is plotted in figure 4.9(b). Of particular note is the variation of Jz for the 
LUCF cycle, where it can be seen that under no applied load the value of 
J1, is negative. Although not entirely unsurprising as the tensile preload 
produces compressive crack tip stresses, the negative value raises questions 
with regards to physical interpretation of the 1m parameter. The lines labelled 
`finit' in figure 4.9(b) correspond to calculations where the initial state for J,,, 
was defined as the cracked structure, following preload. For the other results 
plotted, no initial state was defined. 
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Figure 4.9: Variation of modified J integral with calculation domain and ap- 
plied load for CT specimens. 
Predictions of PUCF and LUCF failure, using Fk and J, are displayed in 
figure 4.10 along with fitted parameters in equation 4.3 and 4.4. Values of K 
were calculated from Jm using equation 4.15. 
KJ= 1-EJ 2 
(4.15) 
Predictions of failure using local approach methods, based on hydrostatic 
and principal stress, can be seen in figures 4.11 and 4.12. Introduction of 
a threshold stress, while introducing a slight change in the fitted m and oo 
values, was not found to significantly alter the predictions for failure compared 
with figures 4.11 and 4.12. 
A533B SENB data 
As for the CT data, the modified J integral was found to produce path inde- 
pendent values beyond the contour immediate to the crack tip. Variation of 
J71, with load for the SENB specimen variants is shown in figure 4.13 and the 
resulting predictions of PUCF and CUCF failure are shown, along with those 
based on Fk, in figure 4.14. As equation 4.3 was calibrated to the SENB and 
SEB data, two lines are plotted in figure 4.14 labelled `Fit to AR data - Jm', 
these correspond to the SEB and SENB AR data. 
Agreement of the calibrated local approach models with the AR data used 
for calibration can be seen in figure 4.15 and the predictions of failure after 
prior loading in figures 4.16 and 4.17. As for the A508 CT specimens, the 
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Figure 4.10: Prediction of CT specimen failure probability for PUCF and 
LUCF load cycles, based on modified J integral and Eshelby force on the 
crack tip plastic zone. 
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Figure 4.11: Prediction of CT failure probability with load history using local 
approach methods based on al. Lines in b) correspond to local approach 
models as described by the key in a). Beremin = equation 2.37, Strain nucl. 
= equation 4.6, Inc. = equation 4.8. 
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Figure 4.12: Prediction of CT failure with load history using local approach 
methods based on ah. Lines in b) correspond to local approach models as 
described by the key in a). Beremin = equation 2.37, Strain nucl. = equation 
4.6, Inc. = equation 4.8. 
effect of introducing a threshold stress on prediction of fracture after prior 
loading is small. Almost no effect was noted for the PUCF load cycle but 
some effect on the CUCF predictions was noted. Predictions for failure after 
the CUCF load cycle, for models including a threshold stress, are displayed in 
figure 4.18. 
A508 RNB data' 
Local approach model predictions of failure, for the calibration AR data, are 
shown for models based on al in figure 4.19 and vh in figure 4.20. Again, little 
effect was noted from the introduction of a local threshold, as can be seen by 
comparing figures 4.19 and 4.21. 
Predictions of failure following warm prestressing, based on the local ap- 
proach fits to the AR data, are "shown in figure 4.22. As for the AR data, 
introduction of a threshold stress was seen to have little effect and so plots are 
only presented for models without a local threshold. 
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Figure 4.14: Prediction of effect of CUCF and PUCF cycles for SEB and 
SENB specimens, based on modified J integral and Eshelby force on the crack 
tip plastic zone. 
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Figure 4.15: Agreement of local approach model fits with AR failure data for 
SEB and SENB specimens. Beremin = equation 2.37, Strain nucl. = equation 
4.6, Inc. = equation 4.8. 
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based on local approach models. Beremin =, equation 2.37, Strain nucl. _ 
equation 4.6, Inc. = equation 4.8. 
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Figure 4.17: Prediction of SEB specimen failure after PUCF load cycle, based 
on local approach models. Beremin = equation 2.37, Strain nucl. = equation 
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Figure 4.18: Prediction of SENB specimen failure after CUCF load cycle, 
based on local approach models with a threshold stress. Beremin = equation 
2.37, Strain nucl. = equation 4.6, Inc. = equation 4.8. 
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Figure 4.19: Agreement of local approach model fits based on al with AR 
failure data for RNB specimens. Beremin = equation 2.37, Strain nucl. 
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Figure 4.20: Agreement of local approach model fits based on ah with AR 
failure data for RNB specimens. Beremin = equation 2.37, Strain nucl. _ 
equation 4.6, Inc. = equation 4.8. 
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Figure 4.21: Agreement of local approach model fits based on of with AR fail- 
ure data for RNB specimens. Models including local threshold stress. Beremin 
= equation 2.37, Strain nucl. = equation 4.6, Inc. = equation 4.8. 
4.7 Effect of crack introduction 
The results of FE modelling on pre-compressed SENB specimens showed that 
the value of 1m calculated using JEDI was strongly affected by the method of 
crack introduction. 
In the analyses presented, the crack was introduced in 4 increments. Mod- 
elling the cutting process in a single step resulted in an increase in the values 
of J,, as illustrated in figure 4.23. As this has the potential to significantly 
alter predictions of fracture in the presence of residual stress, a numerical in- 
vestigation was undertaken into the effects of the method of crack introduction 
on J and K values. 
4.7.1 Crack growth modelling 
To further investigate the implications of how a crack is introduced into an 
existing residual stress field, a further numerical investigation was undertaken. 
For simplicity, the specimen for modelling was chosen to approximate a semi 
infinite plate. The model dimensions were as in figure 4.24. Finite element 
meshing was undertaken using two dimensional plane strain elements with a 
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Figure 4.22: Prediction of RNB failure following warm prestressing using lo- 
cal approach methods. Lines in b) correspond to local approach models as 
described by the key in a). Beremin = equation 2.37, Strain nucl. = equation 
4.6, Inc. = equation 4.8. 
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Figure 4.23: Effect of incremental crack introduction on J. contours at varying 
applied loads for SENB specimens with CUCF load cycle. 
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minimum element size of 10jcm at the crack tip. 
The combination of a deep cracked geometry and plane strain conditions 
was chosen to maximise in-plane and out of plane constraint. The postulated 
reason for variation in calculated Jm values was the dissipative effect of the 
plastic wake created as the crack grows through the stress field. In the experi- 
mental test considered, crack `growth' occurred by means of wire EDM cutting 
but one would expect the same plasticity effects to occur. By maximising con- 
straint, the effects of plasticity should be minimised, effectively producing a 
lower bound estimate of the effect of the method of crack insertion. 
A far field residual stress field was simulated by applying varying pre- 
scribed displacements to the plate edges. A region of uniform displacement of 
magnitude D1 was applied along 37.5mm from the plate edge with a further 
uniform displacement, D2, applied up to 50mm from the edge as in figure 4.24. 
The result was a tensile residual stress field normal to the intended direction 
of crack propagation. Three load levels were applied, with displacements ac- 
cording to table 4.7. The crack was introduced into the generated stress field 
in three different ways. 
1. Introduction in a single step (1 step). 
2. Introduction in 9 steps: 4x5.25mm, 4.0mm, 3.0mm, 1.0mm, 0.8mm, 
0.2mm (9 step). 
3. Initial introduction in 6 steps over 28mm 4x5.25mm, 4.0mm, 3.0mm. 
Final 2mm of growth by releasing nodes one at a time (incremental). 
The material was assumed to be low temperature A533B ferritic steel, as for 
the SENB specimens. 
4.7.2 Observations 
The geometry of the crack tip was found to be significantly altered by the size 
of growth increment. The crack tip opening displacement CTOD, taken from 
the displacement on the element immediately behind the crack tip, was found 
be 19.871im for single step crack introduction, 9.09µm for the 9 step model 
and 2.82µm for the incremental introduction model. 
Values of Jm, were calculated using the JEDI postprocessor, assuming non- 
proportional loading. The initial state was taken to be that of the uncracked 
body, prior to crack introduction. Values were also calculated using elastic 
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finite element analyses to calculate J, as well as a weight function analysis 
to estimate the effect of the residual stress field in the absence of plasticity 
during crack growth. 
Stress intensity factors were calculated using the stresses in the uncracked 
body from the FE analysis and the weight function for semi-infinite plates in 
[146]. 
KI =Ja h(x, a)o(x)dx (4.16) 
0 
The weight function was also used to characterise the load magnitude by 
defining an equivalent uniform stress veq across the crack region, displayed 
in table 4.7. 
KI (4.17) ýeq f0 h(x, a) dx 
From the variation of the stress and strain fields (figure 4.25) it can be seen 
that crack introduction method has a greater effect on the plastic strain field 
than on the stresses. The reduction in peak plastic deformation with increasing 
number of increments is in keeping with the estimated CTOD values. It can be 
seen that incremental introduction of the crack results in reduced peak values 
of stress and strain, dissipating the energy further away from the tip, as can 
be seen from the raised stresses and strains at a distance of 0.1mm from the 
crack tip. 
The effect of this increased dissipation on J and Kj values can be seen in 
figure 4.26. Even when using the modified J, formulation, significant path 
independence can be seen. Sizable perturbations are also present in the con- 
tour values as the contour grows to enclose previous crack tip locations - i. e. 
where a previous growth increment ended. 
This oscillation is not too concerning as an overall constant value is main- 
tained, however the significant decrease in Jm with decreasing increment size 
is important. It was observed that strong path dependence emerged following 
incremental crack introduction, taking the initial state for Jiz as the uncracked 
body. It is seen in figure 4.26(a) that when the initial state is defined after 
crack introduction, this path dependence is largely removed, however the re- 
sulting steady value is still markedly lower than for the other models. 
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Figure 4.24: Model used to investigate the effect of crack introduction mod- 
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Figure 4.25: Effect of crack introduction method on stress (a) and strain (b) 
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Figure 4.26: Effect of crack introduction method on J integral contours, aeq 
245.2 MPa (a) and variation of stress intensity factor with load (b). 
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4.8 Discussion 
The results for the fitting of local approach models have highlighted a number 
of inadequacies in the methods used. The m intercept method was found to 
perform adequately for the high constraint CT fracture data, with less success 
for the lower constraint SENB and SEB data and no viable fitting results for 
the lowest constraint RNB data. 
The lack of correlation between the m used to calculate v,,, and the slope 
of the linearised plot described by equation 4.11 suggests a problem with the 
Weibull formulation. Regardless of the model used, the use of vw and the 
Weibull distribution to describe failure as in equation 2.36 is reliant on the 
failure probability of any single element of volume being small, as demon- 
strated in appendix A. In samples where the overall probability of failure is 
dominated by a small material volume, this assumption may be violated. 
This may also explain the divergence of the m* values used in calculation 
and m obtained from fitting at higher m* (figures 4.6(a)-4.6(c)). As the value 
of m* used to calculate a,,, increases, failure probability becomes increasingly 
dominated by the most highly stressed regions, therefore the overall failure 
probability will be almost entirely dependent on a small volume of the most 
highly stressed material. 
To further analyse the failure of the fitting process of section 4.5.1 to 
characterise the whole RNB data set, fitting was performed to each RNB AR 
data set separately. For the incremental model, figure 4.27 shows converged m 
values were determined for the RNB7.7 and RNB15 data but not for the RNB8 
data. Furthermore, the calibrated values of m varied considerably between 
data sets, which may also explain the lack of convergence when analysing all 
three data sets together (figure 4.6(c)). This highlights the danger of selecting 
parameters based on a single geometry, especially when sample sizes are small, 
such as in this case. 
The fact that the fitted m* values in figures 4.6(b) and 4.6(c) are lower 
than those used to calculate ati is more concerning as many authors [141, 
142,143,1441 have noted that the method of section 4.5.1 has a tendency to 
overestimate the `true' value of m. 
The alternative method of maximisation of R2 f, equivalent to maximising 
agreement between Pf from equation 4.12 and that from the calibrated model, 
is seen to be unsatisfactory in many cases as highlighted by figure 4.7. This 
is particularly apparent for the high constraint CT data where R2 provides 
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essentially no guidance as to the optimum value of m. Further work is needed 
to investigate the influence of the data used for fitting on the validity of this 
approach. Parameter calibration by determining intercepts for different data 
sets on a plot of vo against m also warrants further investigation. 
The modified J integral has been shown to produce path independent 
values for a range of load histories. However, based on figures 4.10 and 4.14 the 
resulting values are unable to accurately characterise fracture following cyclic 
plastic deformation. This is highlighted by the negative Jm values produced 
for the LUCF load cycle in figure 4.10. 
A notable exception is the SENB data following the CUCF cycle where a 
reasonable prediction was obtained. This is likely to be due to the introduction 
of the crack into an existing residual stress and plastic strain field. This allows 
the `initial state' for J,,,, to be clearly defined as that of the uncracked body, 
just prior to crack insertion. For the PUCF and LUCF cycles for the CT data, 
defining the initial state as that following preloading and cooling, but prior to 
the final loading to fracture, has only a small effect on the values of J, (figure 
4.9(b)). A similar effect was also seen for the SEB PUCF load cycle (figure 
4.13). 
For the PUCF and LUCF cycles, the preloading cycle is applied to the 
cracked body. It then becomes considerably more difficult to separate the 
components of plastic strain which are incompatible with the current stress 
field as discussed by Lei [38]. Inclusion of all accumulated plastic strain results 
in large J values, unrepresentative of the energy available for crack propaga- 
tion. Furthermore, derivation of the J,,, formulation (equation 2.25) is reliant 
on the assumption that esj :. dui/dxj. Where deformations are large, such as 
in many of the preload cycles discussed where significant plastic deformation 
occurs, this assumption is no longer valid. 
The Eshelby force, Fk shows some ability to accurately predict the effects 
of load history, correctly predicting an increase in fracture load for the CT 
LUCF cycle and a decrease in fracture load for the SENB CUCF cycle. This 
is likely to be linked to the dependence of Fk on elastic strains only. The 
resultant value is therefore dependent on the current stress field only and not 
the plastic strain history. 
The local approach methods used were, in general, able to accurately model 
failure in the AR state for all specimens. For the CT data, figures 4.11 and 
4.12 show that the model fits to the AR data are nearly identical for all 
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model variants employed. The prediction of failure based on the Beremin 
model correctly suggests an increase in fracture load for the LUCF cycle and 
a decrease for the PUCF case. The strain nucleation model however incorrectly 
predicts a decrease in apparent strength for the LUCF case. This is attributed 
to the model's assumption that the number of local defects is proportional to 
the total accumulated plastic strain. In cases with plastic deformation history, 
this may result in predictions of high failure probability although local stresses 
may be low. 
For the SEB and SENB specimens, it can be seen in figure 4.15 that the two 
models based on local strains (the strain nucleated and incremental models) 
were better able to capture the variation in fracture load for the two AR 
geometries. All models predicted a significant drop in fracture load following 
the PUCF cycle (figure 4.17), but such a change was not manifested in the 
experimental data. For the CUCF load cycle (figure 4.16), the strain based 
model dramatically under predicts the fracture loads. An improved, but still 
conservative, prediction is obtained from the Beremin and incremental models. 
For both preload cycles, models based on hydrostatic stress predicted higher 
fracture loads following room temperature preloading than those based on 
maximum principal stress. 
The model fits to the RNB data (figures 4.19 and 4.20) show some anoma- 
lous behaviour for the Beremin and strain nucleated models with a decrease 
in failure probability with load for the RNB15 and RNB8 specimens. This is 
likely to be due to local stress redistribution, as a result of yielding, lowering 
peak local stresses. As failure probability must be a monotonically increas- 
ing function of time, this phenomenon highlights a clear problem with the 
non-incremental formulations. It should be noted that the effect is more pro- 
nounced for models based on al, although this is likely to be an effect of the 
considerably higher m values strongly weighting the predicted Pf towards 
small regions of peak stress. 
Predictions of the warm prestress effect for the round notched bar spec- 
imens, displayed in figure 4.22, show that all the models used predict little 
change in fracture load for the RNB7.7 specimens, as also seen in the experi- 
mental data. - For the RNB8.8 geometry, the local approach models were able 
to correctly predict a change in shape for the load/failure probability curves 
but consistently under predicted the overall size of the fracture loads. The in- 
cremental model provides the best predictions of failure and, as before, models 
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Figure 4.27: Weibull slope m from best fit plotted against m* used to calculate 
Weibull stress v,,,. Values calculated using the incremental Weibull stress 
model, applied to A508 RNB data. 
based on hydrostatic stress suggest higher overall fracture loads. 
The investigation into the effect of modelling assumptions, for cracks intro- 
duced into existing residual stress fields, highlighted a large potential variation 
in the Jm values which may be obtained. A definite trend was observed with 
the apparent effect of residual stress decreasing as the increment of crack 
growth grew smaller. 
As the crack is introduced in increasingly fine increments, the situation 
becomes closer to that of a growing crack. As noted in a number of previous 
works e. g. [147] the energy available for fracture becomes zero for continuing 
crack growth. This phenomenon may explain the marked decrease in Kj with 
decreasing crack growth increment. 
From a practical point of view, the dependence on growth increments re- 
sults in significant ambiguity as to the proper determination of J+ for a crack 
introduced into a residual stress field. The most accurate modelling of the 
crack introduction process would appear to result in very low values of J,,,, 
which in turn may significantly underestimate the effect of the residual stress 
field. 
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4.9 Conclusions 
A range of previously published cleavage fracture data for ferritic steels, with 
and without load history has been studied. Using a number of models for 
cleavage fracture to analyse and predict failure, the following conclusions have 
been drawn 
1. Use of a modified J integral was shown to provide path independent val- 
ues for cyclic and monotonic load cycles, with significant non-proportional 
stressing. In cases where significant plastic deformation occurs prior to 
failure, such as in cyclic loading, the value of Jm is significantly increased. 
2. Significant plastic deformation invalidates the small strain assumptions 
used in deriving Jm and plastic dissipation casts significant doubt on 
it's interpretation as an energy release rate. This is highlighted by very 
large or even negative values produced following preloading. 
3. Modelling of crack growth into a residual stress field showed a significant 
effect of the increment size of crack growth. Where the growth was finely 
modelled, better approximating continuous growth as would be the case 
for an EDM wire cut, the resulting Jm values due to residual stress 
decreased significantly. 
4. Local approach methods were generally able to correctly predict a change 
in shape of plots of estimated experimental failure probability against 
load following load history, as well as the overall increase or decrease in 
fracture load. 
5. Calibration of the Weibull exponent m by matching values from lin-, 
earised fitting with proposed values was problematic for lower constraint 
data sets. Converged values could not be found for the lowest constraint 
RNB samples, this may be an indicator of a problem with the Weibull 
model in the context of the local approach to fracture, or a problem 
associated with calibrating to more than one geometry via this method. 
6. Linking local defect population to the total accumulated equivalent plas- 
tic strain was found to under predict specimen strength following preload- 
ing. This was attributed to an overestimate of local defect density fol- 
lowing significant plastic deformation. 
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7. Use of an incremental strain formulation to describe defect nucleation 
was found to improve prediction of load history effects compared with 
the commonly used Beremin local approach model. 
8. Introduction of a local threshold stress for defect propagation did not 
significantly effect agreement with data in the AR condition or quality 
of prediction of load history effects although correct determination of 
threshold stresses requires further investigation. 
9. Use of hydrostatic stress, rather than maximum principal stress, to char- 
acterise fracture behaviour resulted in improved prediction of load his- 
tory effects and reduced conservatism. 
10. The work has highlighted the problems of empirical determination of 
local approach parameters and the unsatisfactory nature of many cur- 
rent methods for calibration to experimental data. Further investigation 
is needed to provide guidance as to the algorithms and experimental 
data used to calibrate local approach models in order to minimise error 
and maximise transferability of the models between geometries and load 
cycles. 
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Chapter 5 
Fracture experiments 
5.1 Design of experiments 
In designing and undertaking any programme of experimental tests, it is im- 
portant that the aims of the work are well defined at the outset. The fracture 
testing undertaken in this work was devised to resolve a number of questions 
raised by the reanalyses of previously published data in chapter 4. 
Principal among these was the issue of the calibration of local approach 
models. The ability of varying methods to predict the effects of load his- 
tory is difficult to accurately determine if model constants cannot be reliably 
calibrated. 
The aim of the test program in this thesis was twofold. The first was to pro- 
vide suitable data for rigorous calibration of numerous models for failure and 
to ensure geometric independence of the calibrated values. Secondly, it was 
required to obtain data for fracture following significant load history against 
which to compare calibrated model predictions. To meet these objectives, a 
total of 121 fracture tests were performed, as summarised in table 5.1. 
5.1.1 Specimen geometry and loading 
Monotonic load cycles 
To accurately determine local approach parameters, ensuring geometric inde- 
pendence of the fracture model in question, it is necessary to have data from 
at least two specimen geometries. Preferably, high and low constraint data is 
needed. Most importantly, the structure of the stress/strain fields in the two 
geometries should be sufficiently different to avoid problems of self similarity 
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when calibrating local approach models [751. 
To this end, two standard CT geometries were selected. A set of 20mm 
thick specimens was chosen to determine a `baseline' plane strain fracture 
toughness according to ASTM E399 [271. A further set of 10mm thick CT 
specimens was manufactured to provide a low constraint cracked geometry. 
Both standard CT geometries are illustrated in figures 5.1(a) and 5.1(b). 
To ensure consistency between specimens EDNi wire cutting, rather than 
fatigue precracking, was used to introduce the final `crack' into the CT speci- 
mens. Cutting was undertaken using a wire of 0.1mm diameter, selecting the 
slowest available erosion speed to ensure accuracy. Twenty of these specimens 
were examined under high optical magnification, showing a mean final notch 
diameter of 0.19mm with standard deviation of 0.007mm. 
Although the 10mm CT specimens were of lower constraint than required 
for standard fracture toughness testing, the presence of an existing macro- 
scale crack creates a region of high triaxiality ahead of the crack tip. This 
tends to produce a region with very high local stresses but relatively low 
plastic strain, compared to a similar uncracked geometry. To better study the 
relationship between stress and plastic strain in the eventual cleavage fracture 
event, failure of round notched bar (RNB) specimens - representing very low 
constraint levels was also studied. Three V-notched RNB specimen types, 
with decreasing notch width, were fabricated and are shown in figure 5.2 
Specimens with load history 
The effects of prior loading on fracture behaviour can be decomposed into ef- 
fects due to a change in the local stress field, strain hardening and the genera- 
tion of residual stresses, as well as any changes to the material microstructure 
resulting from plastic strain. It is assumed that the effects of thermal loading 
in terms of creep or microstructure change are negligible. 
In an attempt to decouple the strain effect from that of residual stress it 
was necessary to produce specimens with a well defined plastic strain history, 
but negligible residual stress. The effect of strain hardening was minimized by 
using a 20mm thick CT geometry, where levels of near tip triaxiality maintain 
high local stresses, such that increasing yield stress was expected to have 
a secondary effect on the peak stresses. A tensile prestrain was applied to 
large specimens of uniform cross section before extracting specimens of CT 
geometry, as in figure 5.1(a): 
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Figure 5.1: Geometry of CT specimens, dimensions in mm. 
10.0 
To investigate the effect of combined residual stress and plastic strain, two 
modified CT specimen types were also tested. Following a number of previous 
works, e. g. [148], notched CT (NCT) specimens were preloaded to induce 
yielding at the notch root. Upon unloading, a residual stress field is created. 
The initial specimen geometry and load type is shown in figure 5.3. Both 
tensile and compressive preloads were applied, resulting in compressive and 
tensile residual stress fields at the notch root. The `crack' was inserted into 
the specimens after the preload cycle, using EDM cutting. This was intended 
to provide a well defined `initial state', to allow analysis of the residual stress 
effect on fracture using, for example, the modified J integral or a weight 
function analysis to determine K due to residual stress. 
Preloading of precracked specimens was also investigated. In this case the 
commonly used LUCF warm prestress (WPS) cycle was employed. The load 
cycle was applied to CT specimens, of geometry as in figure 5.1(a), with a 
tensile preload applied and then unloaded at room temperature before cooling 
and loading to fracture. 
5.1.2 Material selection 
As cleavage fracture was the failure mode of interest, a material with a BCC 
crystal structure was preferred. Specimens were therefore fabricated from 
-+ý 4.0 
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Figure 5.2: Geometry of RNB specimens, dimensions in mm. 
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Figure 5.3: Geometry of notched, modified CT specimens, dimensions in mm. 
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A533B ferritic steel. This material was selected as it has been the subject of 
a number of previous investigations e. g. [145,149,150,13] and is typical of 
the types of high strength steel used in many safety critical applications such 
as the manufacture of reactor pressure vessels. 
The material in this work was previously used by Mirzaee-Sisan [74], and 
as such the material properties were well characterised. However, the centre 
of the billet was used in [74], whereas two sections from the top and bottom 
of the casting were used in this work. In addition, the material properties 
quoted for A533B steel in [74] were measured as part of an earlier project and 
corresponded to a different batch of steel. Therefore, it was deemed wise to 
perform separate tests to confirm the physical properties of the material used 
in this work. 
Tensile testing at room temperature was undertaken according to ASTM 
E8 [113], using a mechanical extensometer to monitor the true strain over the 
centre section of the specimens. The geometry of the room temperature tensile 
test specimens is shown in figure 5.4 A. Tensile tests were also performed at 
low temperature on virgin material, as well as following varying degrees of 
tensile prestrain at room temperature. To allow testing within an appropriate 
low temperature chamber, an alternative grip arrangement was designed as 
shown in figure 5.5. Tensile test specimens for low temperature testing are 
shown in figure 5.4 B. 
Room temperature tensile tests were carried out on specimens aligned with 
and transverse to the rolling direction in the material parent plate, labelled 
`Longitudinal 20°C' and `Transverse 20°C' in figure 5.6. The results show little 
anisotropy in material response and good agreement with the data previously 
reported in [135,74]. Tests at -150°C showed an increased material yield 
strength, as well as noticeable yield point elongation. The results differ appre- 
ciably with those reported previously and so data obtained in this work was 
used for modelling low temperature material response. A number of specimens 
were subjected to tensile prestrain of 0.5%, 3% and 4.5% at room tempera- 
ture before tensile testing at -150°C. The work hardening effect of the room 
temperature prestrain was very close to that which would be expected from 
applying the same plastic deformation at low temperature, as can be seen in 
figure 5.6. To ensure consistency, all fracture specimens were cut with L-S 
orientation relative to the original plate. 
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Figure 5.4: Tensile test specimens used to determine tensile behaviour (A) at 
room temperature and (B) at -150°C. Dimensions in mm. 
5.2 Experimental method 
5.2.1, CT Specimens - 20mm thickness 
Fracture tests for the AR state CT20 specimens were carried out using an 
Instron tensile test machine with load capacity 250kN. All other tests were 
undertaken on a Dartec 500kN capacity machine. 
All tests were undertaken at -150°C, achieved by encasing the specimen 
grips in a nitrogen cooled low temperature chamber. Although the internal air 
temperature was automatically controlled and monitored, there was concern 
that the steel samples would cool at a considerably slower rate due to differing 
specific heats. To ensure constant temperature during loading to fracture, a K- 
type thermocouple was fixed to the specimens using a spring loaded clip. The 
thermocouple voltage was used to determine the current specimen temperature 
relative to the air outside the chamber and thereby determine when a steady 
. state specimen temperature had been reached. 
Loading was applied to the CT specimens via pins, manufactured from 
hardened EN24 steel to ensure elastic response across the load levels used. The 
crosshead displacement rate was 0.2mm/min for all specimens to approximate 
static loading. 
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Figure 5.5: Clamping arrangement for low temperature tensile specimens. 
Dimensions in mm. 
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Figure 5.6: Tensile test data for A533B steel obtained in this work and previ- 
ously used by Mirzaee-Sisan. 
The pin loading arrangement and low temperature chamber are shown in 
schematic form in figure 5.7. Good repeatability in load/displacement be- 
haviour was observed in most samples tested, as plotted in figure 5.8. Exper- 
imental data are displayed in table 5.2. Analytical K and stiffness solutions 
for CT specimens are provided in [22], 
Kit =B 'W f 
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where P is the applied load, B and W the specimen thickness and width, E' 
is Young's modulus for plane stress conditions and 0 is the specimen load line 
displacement. Based on equations 5.1 and 5.2 the experimental loading rate 
was found to be equivalent to 0.315 MPa. mO. 5/min. 
In six of the tests, `pop in' was observed - characterised by a sudden reduc- 
tion in load at a given displacement, followed by a continued linear increase 
in load/displacement. This may be a result of stable crack growth prior to 
the final fracture event or some `settling' in the loading apparatus. The effect 
on load/displacement behaviour was not severe in most cases, the exceptions 
being specimens 4 and 10, as seen in figure 5.8(a). The fact that the speci- 
men stiffness was not appreciably altered would suggest that significant crack 
growth had not occurred. The fact that, of the six cases with a drop in load, 
five occurred in sequential tests further suggests an issue with the load ap- 
paratus. Regardless of the reason, the fact that unloading occurred prior to 
fracture raises questions about the validity of the tests. 
Examining the complete data set, there is no systematic change in final 
fracture load between specimens where pop-in was or was not observed, as 
shown in figure 5.9. However, the fact that some crack growth appears to have 
occurred prior to final failure results in ambiguity as to the crack configuration 
just prior to failure. Therefore, only the data where no crack growth occurred 
prior to failure were used for the analyses which follow. The entire data set 
with estimated ranked fracture probabilities, as well as the `no pop-in' data 
only are displayed in figure 5.9 and it can be seen that the effect of `sanitising' 
the data on the overall distribution is small. 
5.2.2 Prestrained CT specimens 
In order to create a uniform strain field with no nominal residual stress, a num- 
ber of large scale tensile specimens, as in figure 5.10, were fabricated. Tensile 
prestrain was applied at room temperature using a 1000kN Losenhausen ten- 
sile test rig. Strain in the centre of the specimens was monitored using a 
mechanical extensometer, to enable a desired level of macroscopic plastic de- 
formation to be attained. Permanent tensile strains of 1%, 3% and 5% were 
imparted to 6 samples -2 for each prestrain level. 
A total of 3 CT20 specimens, of geometry as in figure 5.1(a), were then 
extracted from the centre of the tensile samples, as shown in figure 5.10. The 
CT specimens were aligned such that the direction of crack propagation was 
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Figure 5.7: Schematic of experimental apparatus for CT specimens. 
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Figure 5.8: Applied load vs. crosshead displacement from fracture testing of 
CT20 specimens compared with finite element predictions. 
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Figure 5.9: Test results from CT20 specimens 
normal to the direction of the prestrain. Specimens were fractured using an 
identical experimental procedure to that in section 5.2.1, cooling to -150°C, 
monitoring temperature via a thermocouple and loading to fracture at a rate 
of 0.2mm/min. The results for the three levels of prestrain are reproduced in 
tables 5.4,5.5 and 5.6. 
Experimental load-displacement plots, as in figure 5.11(a), showed con- 
sistent response across all specimens, with the notable exception of the 5% 
prestrain sample CT20_51b which exhibited a greatly reduced stiffness. This 
was traced to a reduction in crosshead clamping force and, once this was 
remedied, the traces for the remaining specimens were consistent with those 
previously tested. As the behaviour remained linear for specimen CT20.51b 
and the fracture load is consistent with the remainder of the 5% prestrain 
data, the fracture load and KI at fracture are taken to be reliable. 
5.2.3 CT Specimens - 10mm thickness 
The experimental apparatus and test conditions for the CT10 specimens were 
as detailed in section 5.2.1. Experimental data are presented in table 5.3 and 
experimental load/displacement results in figure 5.11(b). 
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Figure 5.10: Large scale tensile specimens, used to impart uniform prestrain, 
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Figure 5.11: Applied load vs. crosshead displacement from fracture testing of 
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5.2.4 RNB specimens 
All three RNB fracture geometries, as shown in figure 5.2, were loaded us- 
ing the grips illustrated in figure 5.5. The same low temperature chamber 
and thermocouple arrangement as detailed in section 5.2.1 were used and the 
crosshead displacement rate was 0.2mm/min as for the CT specimens. 
Measurement of the minimum cross section of the specimens showed some 
slight deviation from the nominal dimensions of figure 5.2. For the RNB45 
geometry, the minimum diameter was found to be 7.9mm for the RNB45 
specimens and 8.1mm for the RNB90 specimens. 
Load displacement traces for all three RNB geometries are plotted in figure 
5.12 and experimental data are presented in table 5.7. In general, results 
were consistent between specimens, one exception being the specimen labelled 
RNB90_5 which failed at a noticeably higher load than the rest of the RNB90 
data set and also displayed differing yielding behaviour, as can be seen in the 
upper most curve of figure 5.12(c). This would suggest that the specimen 
geometry may have deviated somewhat from the others, or some material 
anomaly may have occurred. As a result of the difference in specimen response, 
this sample (RNB90_5) was not included in subsequent fracture analyses. 
5.2.5 Warm prestressed CT specimens 
The first step in the experimental testing of the WPS CT specimens was to 
determine an appropriate level of preload, such that the effect of load history 
could be seen experimentally, but with minimal risk of specimen damage dur- 
ing preload. Taking KIC to be 78.31 MPa. m°5 5 (the mean value from table 
5.2), the analytical model of Chell [46] was employed to make predictions of the 
effect of varying levels of preload. The analytical formula used to implement 
the model for the LUCF cycle was that also used by Smith and co-workers 
[150]. 
An initial preload of 50kN was imposed. This was above the maximum fail- 
ure load in the AR state and equal to an analytical elastic KI of 108 MPa. mo. 5. 
The Chell model predicted a subsequent increase of KIC to 132.8 MPa. mo-5 -a 
fracture load of around 61 M. A similar analysis, taking KIC as the minimum 
and maximum values from table 5.2 suggested a likely variation in toughness 
following preload of 123.5 - 139.0 MPa. m°"5, a fracture load variation of 57.2- 
64.35 M. This was deemed to provide a suitable increase in toughness, such 
that it would be distinguishable from experimental scatter in the AR CT20 
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Figure 5.12: Applied load vs. crosshead displacement from fracture testing of 
RNB specimens. 
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Figure 5.13: Load displacement from experimental tests and finite element 
predictions for warm prestressed CT20 specimens. 
data, even with the small sample size of 5 specimens. 
A nominal tensile preload of 50 kN was applied to 5 CT20 specimens at 
20°C. Following unloading, the specimens were cooled to -150°C and loaded 
to failure as described in section 5.2.1. Fracture data are presented in table 
5.8 and load displacement results in figure 5.13. 
5.2.6 Preloaded, modified CT specimens 
By preloading the modified notched CT (NCT) specimens shown in figure 5.3, 
it was intended to create a residual stress field on unloading that would result 
in an alteration of the measured fracture toughness (i. e. experimental fracture 
load). As an EDM `crack' was to be introduced into the residual stress field, it 
was important that the tensile or compressive region at the notch root should 
extend beyond the tip of the inserted crack. 
To ensure this was the case, a number of finite element simulations were 
conducted to obtain estimates of the variation of residual stress in the direction 
of the applied load. Selected results are shown in figure 5.14. Tensile and 
compressive preloads of 60kN were selected as they produced high magnitude 
residual stresses over the expected extent of the final crack. This was selected 
to be 2.5mm from the notch root, giving an a/w ratio of 0.5, as for the standard 
CT specimens tested. 
Preloading and loading to fracture was undertaken using the apparatus in 
figure 5.7. The load rate for preloading and loading to fracture was 0.2mm/min. 
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Figure 5.14: Variation of residual stress with applied preload for NCT speci- 
mens. 
After the initial load and unload an EDNI notch was inserted as shown in fig- 
ure 5.3. Specimens were then cooled to -150°C (monitored by a thermocouple) 
and loaded to fracture. 
It is also apparent that several of the pre-compressed specimens did not 
fail catastrophically (figure 5.15). Initial crack growth in these samples was 
seen to occur at low loads, it is therefore postulated that the effect is due to 
advancement of the crack beyond the near-tip tensile stress field into a re- 
gion of compressive stress, causing the crack to arrest. At higher loads, the 
potential energy released at crack advance is higher, such that crack prop- 
agation continues through this region. The fracture data are displayed in 
table 5.9. Non-catastrophic failure occurred in specimens NCT_C1, NCT_C6 
and NCT_C10, the displayed loads and stress intensity factors for these spec- 
imens correspond to those for initial crack propagation. The EDNI notch on 
pre-compressed specimen NCT_C9 was found to be mis-aligned and so this 
sample was discarded. 
5.3 Imaging of fracture surfaces 
Following testing, it was necessary to ensure that the data used to calibrate 
fracture models corresponded to the same micro-mechanism of failure. For 
example, if a model for failure by cleavage fracture is applied to a data set 
where some values correspond to failure by ductile mechanisms, considerable 
error may be introduced. 
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Figure 5.15: Applied load vs. crosshead displacement from fracture test- 
ing of pre-loaded notched CT20 specimens with finite element predictions for 
isotropic and kinematic hardening. 
To ensure failure was attributable to transgranular cleavage, as initially 
supposed, fracture surfaces were examined under high magnification using a 
Hitachi S-2300 scanning electron microscope (SEM). 
As imaging of the fracture surfaces of all the tested specimens would have 
proved extremely time consuming, SEM imaging was only carried out where 
fracture by ductile means was deemed most likely. In general this meant those 
specimens which failed at high loads or displayed significant nonlinearity of 
loading, indicating significant plastic deformation. 
5.3.1 CT20 specimens - AR condition 
Typical observations of the fracture surfaces of the 20mm thick CT specimens 
are shown in figures 5.16(a) and 5.16(c), corresponding to failure loads rep- 
resenting the lower (CT20_8) and upper (CT2024) ends of the spectrum of 
measured values. 
In both cases, failure was observed to occur by cleavage over the majority 
of the ligament with some evidence of arrested micro cracks (figure 5.16(a)). 
In both cases it was also observed that there were some localised microvoid 
clusters, indicated in figures 5.16(b) and 5.16(d). It is therefore likely that the 
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Figure 5.16: SEMI images from fracture surfaces of C'T20 spa' inielis. 
true failure mechanism was -quasi cleavage. as observ-eed1 proviun, ly bl- Iüunar 
[14j. rather than pure cleavage. 
5.3.2 CT20 specimens - prestrained 
Following all three investigated levels of room temperature prestraiu, the na- 
ture of fracture remained predominantly trans-granular cleavage, as illustrated 
by figures 5.17(a), 5.18, and 5.19(a). As in the as-received case, there was also 
evidence of inicrovoid clusters forming in the region near to the crack tip, as 
shown in figures 5.17(h) and 5.19(h), both of which corresp asl tO ; uv'as within 
O. Siittu of the initial crack tip. 
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Figure 5.17: SEEI images from fracture surfaces of CT20 fracture toughness 
specimens with 1`% prior strain. 
Figure 5.18: Typical iiit('tiiii' NtII I I(( (11r-C\; II loll. CI 21) 
room temperature prestrain. 
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Figure 5.19: SEM iiuages frone fracture surfaces, of ("1'2O friul ire tmig1uiess 
specimens with 5`%, prior strain. 
5.3.3 CT1O specimens - AR. conditions 
Specimen CT10_9 was selected for exanrimit iun its it exlril, it e(1 t lue largest 
fracture load of all specimens tested (table 5.3). As with the 20turu thick 
specimens. fracture surface observations on the 1(huni thick CT t'()netry- 
indicated that crack propagation occurred primarily lw transgraiurlar cleavage. 
A typical observation is shown in figure 5.20(ti). where evidence of arrested 
micro, cracks can also be seen. Some localised regions of void f( riuat ion were 
also observed, as in figure 5.20(b). 
5.3.4 R. NB specimens 
The RNB specimens displayed consi(lerable nonlinearity in leant/dlisplaceinent 
behaviour luring testing, indicating significant plastic deformation prior to 
fracture. There was therefore some concern that the fracture inechamisiºi in0y 
have altered from transgraimlar cleavage. To confirm fracture by cleavage. the 
fracture surfaces of specimens RNB6O_5 and RNB90_4 were examined. These 
specimens were chosen as they attained the highest loads prior to fracture and 
so were deemed most likely to have experienced considerable duct ile damage 
prior to failure. 
Specimen RNB60_5 clearly indicated cleavage fracture at the centre of the 
specimen (figure 5.21(a)), with only small regions of localised ductile rupture 
at the tip of the notch, as can be seen in figure (figure 5.21(lß)). As the width 
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Figure 5.20: SEM fra("t ure surface observations for 10mni thick CT specimens. 
of the ductile region was tiinall (ý 10pin. figure 5.21(c)). it is concluded that 
fracture can he assuiiied to be dominated by cleavage mechanisms. 
Similar observations were noted for specimen RNB90_4 with cleavage at 
the centre of the specimen (figure 5.21(d)) and limited mnicrovoid formation 
at the notch tip (figure 5.21(e)). Some evidence of arrested cracking was also 
noted as seen in figure 5.21(f). 
5.4 Discussion 
In general, t lie experiliielit eil testing caii be regarded its successful, however it 
number of problems were encountered during the testing. 
One such issue is the (let eriniiiatioii of it valid fracture load where sinall 
scale decreases in load inky occur prior toi the final fracture event. Iii the 
case of the C'T20 specimens, it is likely that the load drop was, (lie to the 
experimental apparatuts. Regardless of the reason, the fact that cyclic l()iuuliiig 
occurs introduces considerable uncertainty as to the stress <iiidl strain state in 
the 5peciuien at failure. 
In the C'T20 specimens the drop in load was only small aiu1. even if at- 
tributed to crack growth, cannot be regarded as 'failure'. In tLe case of t lie 
; ACT tests, a number of pre-compressed samples displayed it sucf(letu sigtiific; aiit 
drop in load at fixed (lisplaceillent. As the applied clisplttceiileiit increasedl. ,i 
reduction iii s<luiple stiffness was observed -a clear indication of significant 
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crick growth. 
Exaatuiuaition of these specimens showed a clear tendency for crack re- 
orientat ioii following pre-compression. with the crack pat It being iiiucli straight er 
ill the pre-tettsioýued specimens as, shown in figure 5.22. This is likely to he 
relcttcd to tfie relative inagititudes of the fracture loads. Following pre-teusi(ui, 
the compressive residual stress field at the crack tip üihibits fracture. In the 
case of pre- cotiipress loll, fracture is promoted at lower loads by tensile crack 
tip residual stresses. Fracture occurring at higher loads results iii the release 
of it iiliich greater amount of potential energy, driving the crack in flue lowest 
energy failure iiiode i. e. it straight line. AVlien fracture is promoted locally 
by high stresses. abider low applied load, the crack may propagate into it re- 
gion of 11111c h lower. even compressive stress where it may arrest (as seen iii :1 
of the pre-coiºipressed tests) or re-orientate to it more preferable direction of 
propagot iUni. 
In the tnanufactttre of the prestrained samples. it was assntnecl that as 
plastic clef01-11Iatiun was hoinogeneous at a macroscopic scale, there wontlhl be 
no significant residual stress remaining. Although this may be true in tertiis 
of the engineering definition - i. e. type I stresses - there may still he a sig- 
nificant build up of stresses within grains [151,1521. This is nianifestell in 
neutron diffraction results made on a number of the prestrainecl 'blanks' for 
the prestraineci CT specimens, as described in chapter 3. Residual strains. 
as measured in specimens with varying plastic strain, are displayed for var- 
ious diffraction peaks in figure 5.23. It would therefore seem that evert if 
macroscopic strain is homogenous, a considerable inhotnngenity at the scale 
of material grains may exist. This. in turn, ntaw have a comisicleral)le effect oil 
fracture initiation after plastic deformation. 
Upon examination of the SEMI images taken from a range of tetite(l p, - 
imens. it is apparent that the fracture mechanisnº in all cas(, s appears to 
be 'quasi-cleavage', where cleavage facets are present in addition to localised 
regions of nºicrovoidage. Quasi cleavage is generally c(onsiclere(l toi I clLarac- 
terised by frequent microcrack nucleation anti localised propagation, it-, up- 
posed to pure brittle fracture where a single, catastrophic imcleatiuu ; 11 1(1 
propagation is considered [61. This is supported by the 1>reneuce of arreste(l 
microcracks in it number of the SEM inia. ges. suggesting that 11ie Grit I('aI eveut 
for failure is the propagation of cracks frone a micro to macro scale% rat hier 
than initial nucleation or propagation of defects at a granular scale. 
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Figure 5.22: Fractured NCT specimens following compressive preload a) and 
t('usile preload h). 
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Figure 5.23: Remnant residual stress in 1>rest raineº1 ("1' blanks, Ine: º, turil tºsing 
neutron diffraction in directions longitrulinal and transverse to the direction 
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5.5 Conclusions 
A large number of experimental fracture tests (120) were carried out on a 
large number of specimens fabricated from A533b ferritic steel. A wide range 
of specimen geometries were used to obtain results for high and low constraint 
conditions to provide a benchmark for accurate calibration of fracture models. 
All tests were conducted at -150°C in order to ensure fracture occurred by 
transgranular cleavage. The results of the testing are summarised as follows: 
1. Fracture across the range of specimens was observed, by SEM imag- 
ing, to occur by `quasi-cleavage'. Crack propagation was primarily by 
cleavage, although ductile phenomena such as void clusters and arrested 
microcracks were also observed. 
2. Preloading, to create residual stress in the fracture initiation region, 
was seen to have a sizable effect of the fracture loads and therefore the 
measured fracture toughness. 
3. Crack arrest was noted in some specimens where preloading was ap- 
plied. This is attributed to the propagation of the crack through the 
tensile residual stress field immediate to the initial crack tip into a com- 
pressive region. Where the initial crack growth occurred at higher loads, 
the release of energy was sufficient to propagate the crack through the 
compressive region to complete failure. 
4. Uniform plastic strain, with no macroscopic residual stress, was observed 
to alter the distribution of measured toughness data, compared with 
material in the as-received condition. It was however noted that although 
plastic deformation was uniform in an engineering sense, a build up of 
residual strain may still occur at the scale of single grains. 
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Chapter 6 
Analysis of experiments 
6.1 Introduction 
This chapter details the analytical work undertaken to interpret and under- 
stand the fracture tests described in chapter 5. An important tool in the 
interpretation of many engineering tests is finite element modelling, used in 
this work to estimate variation of the stress and strain fields in the test spec- 
imens as loads were applied. 
In addition to complex numerical modelling, a number of statistical meth- 
ods were used to analyse the experimental data. The intention of using such 
tools was to add structure to the analysis of trends in the scattered data. Of 
particular interest was determining between a perceived shift, due to inher- 
ent scatter in a limited sample data set, and a statistically significant shift in 
toughness due to load history. 
6.2 Finite element modelling 
6.2.1 Model geometry and mesh 
Modelling of all fracture tests was undertaken using the ABAQUS finite ele- 
ment software package. To properly capture the high stress and strain gra- 
dients in many of the test geometries, a high level of mesh refinement was 
required. To ensure solutions could be reached within reasonable timescales, 
the symmetry of the test geometries was used to reduce the problem size. 
For the CT and NCT geometries, one quarter of the entire geometry was 
modelled with symmetry assumed about the plane of the crack and through 
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the middle thickness of the specimens. The symmetry boundary conditions are 
shown for these geometries in figures 6.1 and 6.2. For the RNB geometries, the 
rotational and linear symmetries were exploited to make axisymmetric models 
of half of the specimens, as illustrated in figure 6.3. 
Identical mesh structures were employed for the CT20 specimens in the 
AR, prestrained and WPS states. The mesh structure and detail of the near 
tip area is displayed in figure 6.1. The EDM notches were modelled with 
diameter of 0.19mm following the specimen measurements made in chapter 
5. The minimum element size immediate to the notch tip was approximately 
20µm. In the near crack region, 48 layers of elements were used though the 
specimen thickness, reduced to 16 layers in the bulk of the specimen as detailed 
in figure 6.1 b). The mesh and geometry for the 10mm CT specimens was 
identical to that for the 20mm thick specimens, except for a reduction in the 
number of through thickness element layers to 24 and 8 respectively. 
The mesh for the NCT geometry is shown in figure 6.2. As for the CT 
specimens, a high level of refinement was employed near the EDM notch tip. 
As the EDM notch was introduced into the specimens after preloading, it was 
necessary to account for redistribution effects as the cut advanced through 
the residual stress field. Following [134] and chapter 4, the introduction of the 
EDM cut was modelled in several discrete steps by removing elements from 
the cut region. This allowed dissipation of strain energy as a plastic `wake' 
behind the growing crack. If the growth of the EDM `crack' is modelled in 
a single step, the release of energy will be concentrated around the crack tip, 
resulting in unrealistically high deformation in this region as discussed in [1341 
and chapter 4. To accommodate the removal of elements, a fine mesh structure 
was needed over the whole region surrounding the EDM cut. Furthermore, 
the number of through thickness elements was increased to 30, reducing to 10 
in regions far from the crack tip. 
For the RNB specimens, a fine mesh was employed in the region around the 
minimum section, in particular around the notch tip were large deformation 
was expected prior to failure (figure 6.3 a). As axisymmetric assumptions were 
employed, the mesh was essentially two dimensional. The overall structure of 
the mesh -is illustrated in figure 6.3. Although the notch geometry varies 
slightly between the RNB45, RNB60 and RNB90 specimens, a very similar 
mesh structure was used in all three cases. Specimens were modelled with 










Figure 6.1: Mesh and boundary conditions for modelling CT20 geometry. 
5, corresponding to 7.9mm (RNB45), 8.0mm (RNB60) and 8.1mm (RNB90) 
rather than the nominal diameter of 8.0mm. 
For all analyses, second order elements were used to most accurately cap- 
ture local variations is the strain field. Where three dimensional modelling 
was employed (CT and NCT specimens), 20 node brick elements were used 
(ABAQUS element type C3D20R). This formulation used 8 integration points 
per element. As calculations for local approach methods were based on in- 
tegration point values, using such elements was anticipated to reduce error 
compared to linear formulations with 1 integration point per element. For 
the RNB geometries, second order axisymemtric elements with 8 nodes and 4 
integration points each were used (ABAQUS element type CAXBR). 
6.2.2 Loading 
Loading of the CT and NCT geometries was applied via pins through the load- 
ing holes the specimens. To explicitly simulate the pin loading arrangement, 
including contact between the pins and the specimens, would have consider- 
ably added to the complexity of the modelling. Therefore, the loading was 
approximated by applying a point load to the interior of the hole and con- 
straining the contact surface to translate and rotate as a single, rigid section. 
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Figure 6.3: Mesh and boundary, conditions for modelling of RNB geometries. 
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The constrained regions are shown in figures 6.1 and 6.2. In the case of the 
pre-compressed NCT samples, separate constraint boundary conditions were 
applied to the opposite side of the hole for the compressive load. 
The RNB specimens were loaded using a collar arrangement, as shown in 
figure 5.5. To approximate this, a rigid body tool was used to apply loads to the 
finite element model. Contact between the tool and the specimen was assumed 
to be frictionless. As load was only applied normal to the contact plane, this 
was felt to be a reasonable simplification. As considerable yielding was seen 
to occur in the RNB geometries, with load not always rising monotonically 
with displacement, convergence problems were encountered when applying 
specified loads to models. To avoid such numerical difficulties, displacements 
were specified instead. 
To model WPS CT20 load cycle, separate steps were assigned for the 
preload at room temperate, subsequent unload, cooling and final load to frac- 
ture. 
For the notched CT tests, room temperature preload and unload were 
followed by the EDM cutting. This was modelled as 4 successive steps in 
which elements were removed. Alternative models were also employed, with 
the cut occurring in 8 increments, but the effect of this on the resulting crack 
tip stresses and strains was small, as shown in figure 6.4. The stress and strain 
fields were allowed to redistribute to satisfy equilibrium and compatibility 
conditions following each growth increment, before removing the next set of 
elements. A step for cooling of the specimen, modelled by a change in material 
properties, was then followed by the final loading to fracture. 
For the prestrained CT specimens, the entire process of prestraining, ex- 
traction and loading was not modelled. Instead, the effects of the prestrain 
process were approximated by modifying the stress/strain curve, increasing 
the yield stress as will be discussed in section 6.2.3. 
6.2.3 Material response 
The tensile tests, described in chapter 5, provided stress/strain data for the 
A533B ferritic steel used. The resulting data used to describe the material 
in the FE analyses are given in table 3.4. For the response at 20°C, values 
at high strain were extrapolated based on a power law hardening behaviour 
0 461.3e. 17 o= 
For the prestrained CT samples, room temperature prestrain was assumed 
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Figure 6.4: Effect of crack introduction on crack tip stresses in pre-compressed 
NCT specimens. 
to move the low temperature yield point up the stress/strain curve according 
to the level of permanent deformation. This was supported by the low temper- 
ature tensile tests on prestrained material, discussed in section 5 and displayed 
in figure 5.6. The low temperature response in the AR and prestrained states, 
as used in the analyses, are shown in figure 6.5. 
In the NCT and WPS CT tests, where cyclic loading occurred, the material 
hardening model assumed had the potential to significantly affect results. Two 
variations were used in this work. As an initial estimate, a simple isotropic 
hardening model was used. By allowing expansion but no translation of the 
yield surface, this was expected to provide an upper bound estimate for the 
stresses resulting from load histories. A lower bound estimate was obtained us- 
ing nonlinear kinematic hardening, such that the yield surface could translate 
but the size was fixed. 
6.2.4 Comparison with experimental response 
In order to draw accurate conclusions from finite element results, it is impor- 
tant to ensure that the simulation is an accurate representation of reality. A 
simple test in terms of fracture testing is to ensure that the load/displacement 
response predicted from modelling is in good agreement with that obtained 
by experiment. 
For the fracture tests undertaken in this work, displacement was recorded 
at the crosshead of the test apparatus. As a result, the recorded displacement 
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Figure 6.5: Low temperature stress/strain response assumed in finite element 
analyses. 
included some compliance of the machine supports as well as an amount of 
play in the system. Therefore, a degree of adjustment was necessary before 
the experimental data could be compared with the FE predictions. To correct 
for initial takeup of play in the system, it was assumed that a line fitted 
to the linear region of the load/displacement curve should pass through the 
origin. This produced a corrective constant, added to the displacement. To 
correct for the linear elastic response of the machine and gripping arrangement, 
a constant elastic displacement was added. From room temperature tensile 
testing, comparisons between the response measured at the clip gauge and 
that at the crosshead suggested the stiffness of the loading apparatus was 
160kN/mm. The response of the pin loading arrangement, used for testing 
the CT and NCT samples, was found to be well approximated by a stiffness 
of 80kN/mm. The displacement was added to the FE predictions of load line 
displacement for comparison with the experimental results. The corrections 
applied are displayed in schematic form in figure 6.6. 
Resulting comparisons between response from finite element predictions 
and those from the experimental tests are shown for specimens in the AR 
state in figures 5.8,5.11(b) and 5.12. In general, it can be seen that the 
experimental response is well approximated by the models. 
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Figure 6.6: a) Schematic of experimental load/displacement response. b) Cor- 
rection to remove play. 
6.2.5 Effect of material hardening model 
The effect of isotropic and kinematic hardening assumptions on the stress 
fields in the WPS CT and NCT specimens can be seen in figures 6.7 and 6.8. 
Opening stress vee is defined as in figure 2.2. Minimal effect is seen upon 
initial load, but it is evident that kinematic hardening produces a significant 
reduction in the peak residual stresses upon unloading. 
In terms of the predicted load/displacement response, the effect of hard- 
ening on the WPS specimens is minimal (figure 5.13). In the case of the NCT 
specimens the effect for tensile preload is also minimal (figure 5.15). For the 
pre-compressed NCT data, figure 5.15 shows a considerable increase in spec- 
imen stiffness under kinematic hardening assumptions with the experimental 
data best approximated by isotropic hardening. It can be seen from figure 
6.8(b) that, regardless of the hardening model, there is a transition to com- 
pressive stress approximately 2.5mm from the EDM crack tip. This compared 
well with the region where the crack path was seen to deviate in figure 5.22(a). 
6.3 Statistical Analyses 
To gain deeper insight into the effects of differing geometry and load cycles, 
it is often useful to apply statistical methods. This is especially useful where 
experimental scatter is significant, as is apparent in much of the data obtained 
in this work. The aim in this case was to investigate the statistical significance 
of the load history or specimen type in terms of the change in stress intensity 
factor at fracture. . 
Based on the work of Smith and Booker [49], it was elected to use statistical 
t and F tests to investigate changes between data sets from differing specimen 
types. 
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6.3.1 Method 
When sampling from two normally distributed data sets, the F test allows 
the variances of two sample sets to be compared. The value of the F statistic 
allows the likelihood that the parent populations (from which samples are 
drawn) have the same variance to be estimated. The F statistic is given by, 
the ratio between the two sample variances 
F=s2 2 (6.1) 
a 
where sl and s2 are the standard deviations of sample sets 1 and 2 and sl > s2. 
A critical value, F., may be determined for the test from inversion of the F 
distribution, dependent on the level of significance required and the degrees 
of freedom associated with the two data sets. If F> FF, the hypothesis that 
the population variances are the same is rejected. 
In this case, as the population variances must be estimated from the sample 
data, the degree of freedom for each data set is n-1 where n is the number 
of samples. Critical values may be determined from tables, as in [153] for 
example, however in this case the MATLAB software package was used to 
generate F, A 10% level of significance was chosen, providing 90% confidence 
that any change in variance is due to random error. To compare sample means, 




Sp(1/nl +. 1/n2) 
t= 
ýxl - x2) F>F, (6.2) 
/n2 Si/nl +'92 
where Sp is an unbiased estimator of the variance of the two samples. 
S2 _ 
(nj - 1)si + (n2 - 1)s2 (6.3) pn1+n2-2 
A' critical t value was determined from Student's t distribution using a 10% 
level of significance, with n1 + n2 -2 degrees of freedom. Using this criterion, 
if t< ta, it can be stated with 90% confidence that any difference in sample 
means is due to random error. 
Linear regression was used to fit equation 4.12 to data from varying spec- 
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imen types. As the F and t tests assume normally distributed parent popu- 
lations, equivalent normal parameters were estimated from the 3 parameter 
Weibull distribution [153] using 
Km+(Ko-Km. )r(1+1/M) (6.4) 
Q= (p - Km )M-0.926 (6.5) 
Where r represents the Gamma function. For the ensuing analyses, x=p 
and s2 = cr2. The results of the analyses, comparing numerous data sets with 
the `baseline' CT20 data, are presented in table 6.1. In addition, the fitted 
Weibull probability density functions are plotted for the fracture data sets in 
figure 6.9. The CT20 distribution cumulative density function, along with 95% 
prediction intervals from the fitting process, are plotted with fracture data in 
figure 6.10. 
6.3.2 Results 
Based on the statistical testing, table 6.1 highlights a mean shift in KI' at 
fracture relative to the CT20 data for all specimen types apart from the com- 
pressed NCT and 5% prestrained CT data sets. Figure 6.10 shows both of 
these data sets lying outside the prediction interval for the CT20 data fit, 
suggesting that there is indeed a significant shift in the apparent toughness. 
The fact that this is not highlighted by t testing may be related to the small 
data set size, generally n= 30 is set as a minimum for statistical significance. 
Also, the need to approximate non-normally distributed data sets as normal 
is likely to bias the results. Figure 6.9 shows appreciable asymmetry in many 
of the fits, suggesting that the normal approximation is not appropriate. 
The Weibull modulus values in table 6.1 show a marked reduction in scatter 
following tensile preload for WPS CT20 and NCT pre-tensioned data. For the 
pre-compressed NCT data, a decrease in Al indicates an increased scatter. 
This is in keeping with the results of [49] where tensile/compressive residual 
stresses increased/decreased scatter. It can also be seen that a decrease in 
scatter is also present in 2 of the 3 prestrained CT data sets, even in the 
absence of residual stresses. 
This can be interpreted in terms of the size of the volume active in the 
fracture process. Where residual stresses are tensile, even at very low loads, a 
small region may exist where fracture can occur with this region increasing in 
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Figure 6.9: Weibull probability density functions for experimental fracture 
data. 
size with load. In this case, the stress field may be thought of as a sharp peak, 
centred at the crack tip with the fracture event controlled by the presence, 
or otherwise, of defects within the process zone. Hence, fracture may occur a 
very low loads if a defect is preferentially located, as well as at higher loads 
when the process zone has grown to encompass further defects. 
Where residual stresses at the crack tip are compressive in nature, the 
sharp peak in stress is `blunted' to a degree such that a larger, more uniformly 
stressed region is active in the fracture process. In this case, the active zone 
is far more likely to contain viable defects and fracture will be controlled by 
a high enough stress being attained. Therefore, a sharper increase in fracture 
probability will occur at a load where a high enough stress is reached over a 
sizeable region. 
6.4 Conclusions 
A series of analyses of the experimental fracture tests discussed in chapter 5 
were conducted: Finite element analyses were used to model the evolution of 
stresses and strains throughout the experimental tests and statistical methods 
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Figure 6.10: Experimental fracture data with three parameter Weibull fit to 
AR CT20 results, showing 95% prediction limits. 
analyses, the following conclusions were drawn: 
1. Variation of load line displacement (LLD) with applied load was approxi- 
mated from experimental load/crosshead displacement measurements by 
correcting for compliance and nonlinearities in the test machines used. 
The resulting LLD-load traces were found to be in good agreement with 
those predicted from FEA, giving confidence in the validity of the nu- 
merical models of the tests. 
2. The results of the finite element modelling showed that, when cyclic 
loading occurred, differing material hardening assumptions could have a 
significant influence on the stress field ahead of the crack tip. 
3. Statistical analysis of the experimental fracture load data showed that 
scatter was reduced by tensile preloading and increased by compressive 
preload, based on fitting of Weibull distributions to the fracture load 
data. 
4. Use of statistical T and F tests showed that a statistically significant 
shift in mean measured toughness occurred following preloading in the 
majority of the data sets examined. The small size of the data sets exam- 
ined (N < 30) and the need to approximate distributions as Gaussian, 
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Calibration of model 
parameters 
7.1 Introduction 
In order to draw accurate conclusions as to the validity of local approach mod- 
els for prediction of fracture, reliable values must be obtained for the model pa- 
rameters. For practical application to structural integrity assessments, model 
parameters must also be transferrable between differing component geome- 
tries. 
A study of previously published data (chapter 4) illustrated the problems 
associated with determination of the parameters Co and m. This chapter 
presents a study of the variation and reliability of differing calibration meth- 
ods. Various techniques were applied to the fracture data obtained from the 
tests described in chapter 5 and analysed in chapter 6. 
7.2 Models considered 
Using the Weibull distribution to describe fracture probability as in equation 
2.36, a number of definitions were employed for the Weibull stress a.. As well 
as the standard `Beremin model' definition of equation 2.37, the incremental 
definition of equation 4.8 was also used. 
By calculating equation 4.8 with Qth = 0, the effect of strain nucleation 
on model accuracy was investigated. In addition, to produce a best estimate 
model, the threshold value was determined from the fracture data obtained. 
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The non-incremental model of Gao and co-workers ([85], equation 4.6) was 
not applied in this case as the results of chapter 4 showed the assumption of 
a constantly increasing active defect population results in a significant under- 
estimation of fracture strength following load history. 
In addition to the two Weibull stress formulations, an alternative model 
based on equation 4.8 was also employed. This was intended to avoid the 
problems associated with discrete implementation of models and large failure 
probabilities of individual volume elements (as discussed in chapter. 4). 
The probability of failure in a material volume element i is given by 
Qm_Qm 




th dee dV (7.1) 
the overall fracture probability is then expressed as 
hdee]dV) (7.2) Pf(1-Pf')=rl 
\1-Jv+l1 
0"'a0 ý 
7.2.1 Calculation methods 
Calculation of all local approach model values was carried out based on finite 
element results. The Beremin and Incremental strain models were calculated 
using the discrete formulae detailed in chapter 4. For equation 7.2, the change 
in fracture probability associated with a single integration point I over load 
step k is. 
ýýl mpi, % % I, k 
Ap fI k- 
(ork_c) (E ýV> Qth (7.3) 
0i'k < Qth 
where VI is the element volume associated with the integration point, (L ¬ )" 
is the increment of equivalent plastic strain between k and k-1 and Qi ` is 
the mean value of ai over the load increment. The total integration point 
fracture probability after load step K is then 
K 
PfI, K = ýOPfI, k 
k=1 
Accordingly, the total fracture probability at load step K is 
PfK=ý(1-PfI, K) (7.5) 
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7.3 Fitting algorithms 
7.3.1 Maximising coefficient of determination 
The coefficient of determination, R2, provides a measure of the variance in the 
experimental data which is accounted for by the model under examination. In 
this case, correlation between the estimated ranked probability of the fracture 
data Pf, and the predicted Pf from the model under investigation is max- 
imised. The linearisation and grid search approaches discussed in chapter 4 
were employed, with a linear fit to equation 4.14 used to determine CO for a 
range of values of m. The best estimates for m and co are then taken to be 
those for which Rp1 is a maximum. 
In the case of equation 7.2, determination of uo by linearisation is not 
possible. Therefore a `brute force' approach was adopted in which a value of 
m was selected and R2 was calculated for a wide range of °o until a maximum 
2 
f was obtained. This process was then repeated for many m values of RP 
(typically covering the range m=1- 30) until the optimum combination of 
m and co was found. 
7.3.2 Maximum likelihood estimation 
An alternative method, avoiding the use of estimated fracture probabilities 
Pf,, is maximum likelihood estimation (MLE). Constants are chosen in order 
to maximise the probability of obtaining the experimental data set to which 
the model is being calibrated. The probability density function (PDF) for 
equation 2.36 is 
p(ew) = 
M(w)M-1 (aO) m/ 
(7.6) 
N 
with the likelihood estimator for the data set LE given by LE _ fl p(4). To 
i=1 
avoid the long-winded differentiation involved in maximising LE, the logarith- 
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-=O (7.8) m+l m duo ti=1 vo 0, o 
which leads to 
N 
m (Qti m Ew 
QO = i-1 N 
(7.9) 
The optimum value of oo is then determined for each m, the optimum m value 
is taken to be that which results in the maximum value of LLE. Alternatively, 





n(cw) -N i=1 N +-o 0 
(7.10) 
1=1 [ý(ýi )m 
i=1 
The optimum m value is then found using an iterative process as discussed for 
equation 4.11 (section 4.5.1). A proposed value, m* is used to calculate o,,, for 
the fracture data. If this value is the same as the m which satisfies equation 
7.10, then m* is assumed to be characteristic value for the material. 
7.3.3 , Determination of threshold stresses 
The threshold stress 0th in equations 4.8 and 7.2 may be found by similar 
means to m and oo - i. e. by maximising a chosen `goodness of fit' statistic. 
For multiple, interdependent parameters this is not a desirable approach and 
may lead to significant error in subsequent predictions. Of particular concern 
is the potential for dangerous over-estimates of lower bound fracture strength. 
In particular, in introducing a non-zero threshold, one must be sure that 
any improvement is not merely a result of adding an additional arbitrary 
degree of freedom to the model fitting. Therefore it was decided that with 
should be determined independently of the other fitted constants. To do so, 
the maximum values of of and Ch at fracture were determined from finite 
element analyses. The results are plotted in figure 7.1. The peak stresses are 
noticeably greater for the two cracked geometries with lower stresses in the 
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RNB geometries. 
If a threshold stress is assumed to exist, it follows that fracture only be- 
comes a possibility when the peak stress exceeds the threshold. Therefore 
the maximum stress, at a load where fracture just becomes possible, can be 
taken as the threshold value. The minimum values from figure 7.1 at frac- 
ture are Ql = 1364 MPa and ah = 907 MPa (taken from the RNB90 data). 
As the minimum experimental load cannot be taken to be the true minimum 
fracture load, care must be taken to avoid introducing a dangerous level of 
non-conservatism by over estimating threshold values. 
When using KI in statistical fracture models, a threshold value of Kl. in = 
20 MPa. m°"5 is commonly used [76]. Although not based on any microme- 
chanical arguments, many test programmes have shown fracture occurring 
only above this limit [154] even at extremely low temperatures [19]. There- 
fore, the maximum stresses in the CT20 geometry at KI = 20 MPa. m°"5 were 
also determined and found to be of = 1275 MPa and ah = 787 MPa. The 
Kmin = 20 MPa. m°-5 threshold was found to hold in [19] for specimens at 
-253°C, therefore this value is likely to be conservative for fracture at -150°C, 
as examined in this case. 
Values used in the analyses in this work were taken to be al = 1200 MPa 
and ah = 700 MPa, as these are sufficiently below those observed in testing 
and also maintain the K,,, in = 20 MPa. m°"5 limit. This is in keeping with [19] 
where a threshold principal stress of 1450 MPa was found for a similar reactor 
pressure vessel steel. 
7.4 Fitting to single data sets 
To examine the variation in the parameters m and ao that may be obtained 
from varying calibration data sets, fitting was undertaken to fracture data 
from single specimen geometries. Fitting results of the linearisation method, 
described in section 4.5.1, are plotted in figure 7.2. It can be seen from both 
Beremin model variants (figures 7.2(a) and 7.2(b)) that there is a considerable 
variation in the value of m found from the linear fitting process. This supports 
the findings of chapter 4 where this method was unable to provide converged 
values when fitting to more than one specimen geometry. With the exception 
of the RNB60 geometry, there is relatively good agreement for the incremental 
strain model (figures 7.2(c) and 7.2(d)). A greater spread is apparent after a 
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Figure 7.1: Maximum values of al (open points) and oh (filled points) at 
fracture for data without load history. 
non-zero threshold stress is introduced (figures 7.2(e) and 7.2(f)). 
From the variation in the coefficient of determination (figure 7.3), it is 
apparent that RPf is not a reliable indicator of the optimum value of m for 
fits to single geometries. The overall tendency is to favour low values of m 
however, as is apparent in figure 7.4, this does not coincide with similar best 
fit values of ap. 
-Figures 7.4(c)-7.4(f) show a marked effect of introducing a threshold stress, 
greatly reducing the separation between the high and low constraint geometries 
at low m. This points to an excessive influence, at low m, of regions of high 
strain but low stress in the RNB geometries. In the CT geometries, where a 
small and highly stressed region near the crack tip is dominant, the effect of 
threshold introduction in minimal. It can be seen from figures 7.4(c)-7.4(f) 
that although the various specimen curves do not coincide at a single point, 
there is certainly a clear region of intersection. 
Values of the likelihood estimator LE for varying m* are displayed in figure 
7.5. The likelihood estimator was calculated using LLE as in equation 7.7 and 
normalised for data set size. 
LE=exp(LN 
) (7.11) 
It can be seen that when fracture probability is described by ah, rather than 
maximum principal stress, there is a consistent increase in the likelihood esti- 
mator. It can also be seen in all cases that the RNB60 data set shows a much 
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reduced likelihood compared to the other specimen data sets. A similar sepa- 
ration of this data set can be seen in figure 7.2. In contrast to the variation of 
R2, the LE parameter shows more obvious peak values and so provides some 
indication of the best value of m. There is, however, still no clear agreement 
between m values from differing specimens. 
Variation in vo, as in equation 7.2, with m* for individual specimen ge- 
ometries can be seen in figure 7.6. It is apparent from comparison with figures 
7.4(e) and 7.4(f) that assuming a Weibull distribution does not appear to have 
a significant effect on the normalising stress oo. 
7.5 Fitting to multiple data sets 
In applying the R2 maximisation method to data from multiple specimen 
types, there is a degree of ambiguity as to how the ranking probability equa- 
tion (equation 4.12) should be applied. Data may be ranked separately, for 
example by fracture load, and then brought together for parameter fitting. 
Alternatively, data from multiple specimen types may be treated together as 
a single material data set and then ranked by another suitable variable such 
as Qw 
The way in which data are ranked may have a sizeable effect on the results 
of fitting processes, as illustrated in figure 7.7. It can be seen that when there 
is no differentiation applied to data from differing geometries, deficiencies in 
model fits may become more difficult to detect. The illustrative example in 
figure 7.7 highlights how, when information about the two separate geometries 
is retained, the separation between the distributions of a, ',, is clear. In this case, 
the effect of ranking all data together (hence referred to as type 1 fitting) and 
ranking separately by geometry (type 2 fitting) were investigated, designated 
T1 and T2 in figures 7.9 and 7.10. 
A key practical concern in reliable determination of model constants is 
an appropriate choice of fracture data, upon which' fitting should be based. 
A degree of pragmatism is needed to balance the requirement for large data 
sets to improve confidence and minimise the cost and time needed to obtain 
experimental data. In this case, it was assumed that the `best' values were 
obtained by calibrating to the entire AR data set (CT20, CT10 and all RNB 
data). 
For comparison, fits were also carried out based on only the highest and 
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Figure 7.6: Variation of Qo in equation 7.2, from RP 
fering specimen types. 
f maximisation, for dif- 
lowest constraint fracture data. Figure 7.8 shows the variation of plastic zone 
size with ranked fracture probability for the AR state fracture data. A clear 
difference is apparent between the two CT geometries and the three RNB 
geometries. The highest range of constraint, based on this plot, is presented 
by the CT20 and RNB90 data sets. Fit details for the high and low constraint 
data set are shown in figure 7.9 and fits to all data in figure 7.10. Variation 
of LE with m* for the two fit data sets is shown in figure 7.11. 
For the alternative model of equation 7.2, fitting data are shown for the 
CT20 and RNB90 and complete data sets in figure 7.12. Data in this case were 
ranked using the `T2' method - i. e. ranking each geometry type separately with 
the resolution of the search method used to find vp set to 10 MPa. 
Details of the fitted parameters are presented in tables 7.1 to 7.4. Confi- 
dence limits on Qo were obtained from the linear fitting process used to obtain 
its value. As m is specified, the linear fit did not provide confidence limits. As 
such, errors were estimated from the function R ,1=f (m*), taking bounding 
values from the two solutions to f _1(0.99R2 ). 
7.6 Assessment of fit quality 
Ideally, one would wish to calibrate model parameters to fracture data and 
then apply the model to assess the integrity of complex structures, without the 
need for extensive fracture testing. To have confidence in values obtained from 
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Figure 7.9: Model fit data based on CT20 and RNB90 fracture data. 
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represent the data can be verified. 
In the case of probabilistic fracture assessments, the probability of frac- 
ture from the model may be compared with the estimates of Pf obtained by 
applying ranking equations to experimental data. This is non-trivial as the 
use of any ranking equation - in this case equation 4.12 - introduces error be- 
tween the `true' probability of fracture at a given load and that obtained from 
applying the ranking equation to a relatively small sample of data. The error 
introduced by estimating Pf may however be estimated numerically. To this 
end, a Montecarlo analysis of the error introduced by the ranking equation 
4.12 was undertaken: 
1. Select a data set size, N, to be examined and generate N random failure 
probability values (values between 0 and 1). 
2. Calculate the ranked failure probabilities associated with this data set - 
in this case Pf = (i - 0.5)/N. Each randomly generated `true' fracture 
probability now corresponds to an estimated value from ranking. 
3. Repeat steps 1 and 2 to generate many `true' Pf values for each ranked 
value. Based on this, confidence limits for the true fracture probability 
associated with each ranked value may be determined. - 
4. Steps 1-3 should be repeated as necessary, to ensure enough random data 
sets are generated for the confidence limits to reach convergent values. 
Convergence of the confidence limits with increasing number of data sets are 
shown for set size 5 in figure 7.13(a) - 105 tests were chosen for converged 
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Figure 7.13: 90% Confidence limits for the fracture probability associated 
_ with the estimated probability of fracture from the ranking equation Pf, 
(i - 0.5)/N. 
values in this work. The variation of the converged limits with set size N is 
shown in figure 7.13(b). 
Predicted probabilities of fracture (for models fitted to the CT20 and 
RNB90 data) are plotted against those from the ranking equation in figure 
7.14. It is assumed that if a model fit is reliable, 90% of the fracture data 
should lie within the limits corresponding to the correct data set size. For 
example the RNB90 data set (11 samples) may have 1.1 (i. e. 1) data points 
outside the limits corresponding to N= 11. Based on this criterion, it can 
be seen that the fit to the standard Beremin model should be rejected (figure 
7.14(a)). 
7.7 Discussion 
From the investigation of parameter variation from single geometries (figures 
7.2 to 7.6), it is apparent that the results obtained from single geometry data 
sets can vary considerably. In comparing the fitted slope m from linearisation 
to m* (figure 7.2) it can be seen that inclusion of strain to control defect 
nucleation improves the overall grouping between specimens (figures 7.2(c) and 
7.2(d)). There is a notable exception for the RNB60 data where there is no 
agreement between m and m* at any point. This has important implications 
if fitting is applied to multiple specimens where the inclusion of the RNB60 
data may unduly influence the overall trends. To examine the sensitivity of the 
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Figure 7.14: Assessment of model fit quality, CT20 and RN1390 data, based 
on 90% confidence intervals for probability ranking equation. 
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process to the FE model used, an alternative simulation of the RNB60 failure 
was undertaken, increasing the minimum diameter from 8.0mm to 8.1mm. It 
was felt to be a reasonable assumption that a variation of this size may have 
existed in the experimental specimens. The effect of this change, in the context 
of the incremental strain model (fitted to the CT20 and RNB90 data) with 
°th = 1200MPa, is shown in figure 7.7. 
It can be seen that a small variation in geometry has a sizeable effect on 
the fracture predictions. Although both predictions can be said to agree rea- 
sonably well with the fracture data, the change may be significant in terms of 
fitting. For example, if the error between predicted and ranked fracture prob- 
ability is to be minimised, the agreement of the 8.1mm diameter prediction 
is much better. If determination of minimum fracture load is necessary, then 
the 8.0mm model may be preferred. This highlights one of the potential issues 
with geometries where the fracture loads are grouped very tightly - i. e. where 
the increase in Pf is a sudden, step like function. In such cases, the gradient 
of the F- Pf response means that a small error in fracture load can result in 
a large variation between predicted and ranked fracture probability. It may 
therefore be more appropriate to minimise error in fracture load, for a given 
Pf, rather than minimising error in probability at fixed loads. 
The variation of Qo with m* for single geometries (figure 7.4) highlights the 
variation which may occur across differing specimen types, particularly at low 
m*. The variation of maximum values of Rp1, as in figure 7.3, tends towards 
low m* values which illustrates the danger of using a single geometry. The 
maximum values of LE correspond better to the regions where values of Qo 
were similar and so, if a single geometry must be used, an investigation finding 
m from the slope of the linearised data and maximising LE would seem to be 
the best option. 
Examining the variation of co between the incremental threshold model 
(figures 7.4(e) and 7.4(f)) and the non-Weibull model (figure 7.6), suggests 
that the effect of the Weibull distribution assumption is small. 
When multiple data sets are taken into account, it is clear from figures 
7.9(c), 7.9(d), 7.10(c) and 7.10(d) that ranking data by geometry (T2) pro- 
duces much clearer peak values for Rp f. As the maximum values are not 
greatly altered, it is apparent that the additional degree of freedom intro- 
duced by allowing data from differing geometries to `float' increases the ap- 
parent quality of fit. The effect of the ranking assumption on ao was minimal. 
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Figure 7.15: Effect of variation in minimum diameter on failure prediction of 
RNB60 fracture data - incremental strain model, based on o, with threshold 
stress. 
As for fitting to single specimen types, the difference between the incremental 
model and non-Weibull model is small (figures 7.9(f), 7.10(f) and 7.12(b)). 
The peak values of LE for multiple data sets (figure 7.11) were approxi- 
mately coincident, in terms of best fit value of m, with those from R, f. As 
mentioned previously, it is desirable to be able to reliably approximate ma- 
terial parameters based on limited fracture data. A review of tables 7.1-7.4 
suggests that the R2 maximisation approach provides the most stable solu- 
tions between the RNB90 and CT20 data set and the complete AR fracture 
data set. It is also noticeable that the confidence limits (from linear fitting of 
equation 4.14) on co are much reduced when the sample data size is increased. 
7.8 Conclusions 
1. Comparing m values from fitting to linearised Weibull stress data with 
those used to calculate Weibull stresses results in acceptably consistent 
converged values, but the resulting estimates for m were found to vary 
considerably between specimen types. 
2. The coefficient of determination R2 between predicted and ranked frac- 
ture probabilities was found to be insensitive to the choice of m for single 
geometries and so is not a useful measure of fit quality in such cases. 
3. Plots of best fit ao against m for multiple single geometries were found 
to provide good indications of the optimum m value for the whole data 
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set. 
4. Introduction of a local threshold stress was seen to improve agreement 
between high and low constraint geometries for the strain nucleation 
model, especially at low m. 
5. Maximisation of R2 was found to provide good indication of m values 
when applied to high and low constraint data. In such cases it is rec- 
ommended to assign ranked failure probabilities to specimen geometries 
separately, rather than grouping all values as a single material data set. 
6. Use of a non-Weibull formulation for failure probability was not found 
to significantly affect the model parameters. 
7. Using a Montecarlo analysis, the error introduced by estimating fracture 
probability using a ranking equation was estimated. It is suggested that 
confidence limits on this error may be used as a criteria to accept or 
reject model fits. 
8. Maximising R2 was found to be the most stable method of estimating 




Predictions of fracture 
This chapter investigates the ability of the varying local and global fracture 
methods considered to predict the results of the fracture tests described in 
chapter 5. One of the intentions was to investigate the benefits, if any, that 
may be obtained from using local approach methods in place of simpler K and 
J based methods. As K values in particular are relatively easily obtainable 
from analytical functions, it is useful to understand the practical gains result- 
ing from the considerable extra effort involved in using the local approach. 
For stress intensity factor methods, a number of approaches were employed 
to determine effective plane strain stress intensity factor values for specimens 
of differing constraint or combined applied and residual stresses. For local 
approach techniques it was assumed that, in a practical assessment, a relatively 
limited data set is often available for parameter calibration. Therefore, models 
were calibrated to the high constraint CT20 and low constraint RNB90 data 
sets, as described in chapter 7. 
As well as investigating the descriptions of the overall variation of fracture 
probability, estimates of lower bound fracture load were also determined using 
various predictive approaches and the R6 structural integrity assessment code. 
8.1 J and K based predictions of fracture 
8.1.1 Determining K from the modified J integral. 
The J.,, +, formulation of 
equation 2.24 was used for the WPS CT and NCT 
specimens to account for the effect of preload cycles. In the case of the NCT 
specimens, the initial state was set as that of the uncracked body, after creation 
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of the residual stress field but prior to introduction of the crack. No initial 
state was defined for the WPS case as preloading was applied to the cracked 
structure. The resulting variation in Jm upon reloading for these load cases 
are plotted in figure 8.1. Equivalent K values for combined loading due to 
residual stress and external loads were then defined using equation 4.15. 
8.1.2 Thickness correction 
It is well documented that many materials display a pronounced reduction 
in strength with specimen size, due to the increasing probability of defects 
being present in larger specimens. Working on this principle, Wallin [481 
suggested a thickness correction for cleavage fracture toughness. Based on the 
probabilistic equation 4.3, with m=4, an effective toughness, corrected for 
specimen thickness is. 
(8.1) Keff = Kmin + (K - Kmin) 
\B BO/ 
1/4 
Where B is the thickness of the specimen being considered and Bo is the 
thickness of a reference specimen type. A fit to the CT20 data, using the elastic 
analytical values of K from equation 5.1, results in K i,, =21.4 MPa. m°"5 and 
Kmin=84.3 MPa. mO. 5 with m fixed at 4. Taking B=10mm and Bo=20mm, 





8.1.3 Weight function analyses 
Weight function analyses allow stress intensity factors to be estimated, based 
on the stresses which would exist in an uncracked body. When a crack is 
introduced into a residual stress field, the stress intensity factor due to residual 
stress, Kren, may be estimated from the untracked body stresses over the 
cracked region. In this work, the method was used to estimate the effect of 
preloading on the NCT specimens. 
The stress intensity factor may be determined using equation 8.3, where 
m(a, x) is the weight function for the specimen in question. For CT geometries, 
a, x and W are defined in figure 8.2. The function m(a, x) was presented for 
CT specimens by Wu [146]. 
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Figure 8.1: Variation of the J integral of equation 2.24 with applied load for 
CT and NCT data with varying load histories. 
K= tiV Jao, (x)m(a, x) dx (8.3) 0 
14 
m(a' x) = 2ýa 
> Q(as)(1 - x/a): -ý. s (8.4) 
Where ß are constants for a given crack length. In this work, the variation in 
stress in the uncracked body v(x) was estimated from finite element analyses 
of the NCT geometry, as in figure 6.8. As the analysis presented here is two 
dimensional, the stresses at mid-thickness of the specimens were used in the 
calculation of Kre,. The resulting residual stress intensity factors were 50.8 
MPa. m°'5 for the pre-compressed samples and -49.2 MPa. m°"5 for samples with 
tensile preload. The effective stress intensity factor for the samples was then 
estimated to be 
Ke1f =K I+ Krea (8.5) 
where KI is the applied, elastic stress intensity factor. It should be noted that 
this does not account for any relaxation of KTe9 due to yield upon reloading and 
as such, the effect of the preloading would be expected to be over-estimated. 
The resulting predictions are plotted in figure 8.4. 
8.1.4 Displacement superposition 
The model for prediction of the warm prestress effect proposed by Chell [461 
is based on superposition of displacement states at different stages in the load 
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N 
Figure 8.2: Nomenclature used for weight function calculation of K due to 
residual stress. 
history. The relevant states for the LUCF cycle are preload, unload and reload. 
The model was applied to the CT20 specimens following warm prestressing 
using the method described in appendix B, also outlined in [150]. 
In brief terms, the stress intensity factor at fracture is a function of the 
preload SIF Kr, material KIC and yield stresses at the preload and failure 





(1 -f (R1/R2)) - 2QY1 
(I -f (R3/R2)) + 
QYl 
K 
QY2 aY2 0Yl 
further detail is presented in appendix B. For a given KI and KIC, equation 
8.6 can be solved numerically to find a single Kf for fracture. However, defi- 
nition of KIC as a single value is difficult in this case as fracture of the CT20 
specimens showed considerable scatter. Therefore, Kf values were found as- 
suming KIC was equal to the minimum, maximum and mean values from 
the CT20 tests (47.6 MPa. m°"5,104.13 MPa. m°"5 and 78.31 MPa. mO"5 - table 
5.2). This resulted in a range of Kf from 123.5-139 MPa. m0"5. Polynomial 
interpolation was then used to calculate the variation in Kf values following 
preloading with the fracture SIF in the AR state. This relationship was used 
with equation 4.3 to produce a probabilistic prediction of fracture for LUCF 
loading. In addition, direct calculation of Kj based on J71 was employed to 
characterise fracture following the LUCF load cycle. All results, along with 
those for the CT10 specimens, are shown in figure 8.3. 
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Figure 8.3: Prediction of CT10 specimen fracture and VVPS CT20 fracture, 
based on stress intensity factor methods. 
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Figure 8.4: NCT specimen fracture, based on weight function analysis of resid- 
ual stress effect. 
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8.2 Local approach predictions of fracture 
Fracture predictions using the local approach were performed with model con- 
stants calibrated to the CT20 and RNB90 data, using the RPf maximisation 
approach. This method and the resulting constants m and ao are detailed in 
chapter 7. Predictions are displayed based on the Beremin model, as well as 
the incremental strain formulation with zero and non-zero threshold. 
The fit agreement with the CT20 and RNB90 data is presented in figures 
8.5 and 8.6. Predictions of the remaining specimens in the AR state (RNB45, 
RNB60 and CT10) are plotted in figures 8.7-8.9. Predictions of the prestrained 
CT specimen tests are shown in figure 8.10. The warm prestressed CT speci- 
men tests are predicted in figure 8.11 and the notched CT samples in figures 
8.12 and 8.13. 
Agreement with the calibration data (figures 8.5 and 8.6) is reasonable for 
all models, although there is a notable change in the shape of the predicted 
curves between the Beremin and strain based models. It is immediately appar- 
ent that prediction of failure in the AR state is reasonable for most specimens, 
with the notable exception of the CT10 specimens where the Beremin model 
is unable to reproduce the experimental data at higher loads. The Beremin 
model also appears to over-estimate fracture probability at low loads for the 
RNB45 and RNB60 data 
The predictions following load history are noticeably poorer. For the pre- 
strained CT data, there is effectively no predicted effect for 1% prestrain. The 
agreement for the 3% and 5% cases are reasonable, however. For the LUCF 
cycle, figure 8.11 shows that an increase in fracture load is correctly predicted 
by all the models used, although the overall nature of the predictions is con- 
servative. 
For both NCT specimens, where preloading is applied to the uncracked 
body, the effect of the load history is slightly over-estimated in both cases. This 
is of particular concern for the case of tensile preload where the predictions 
are non-conservative. 
8.3 Implications for structural integrity assessment 
In determining safe operating loads, predictive tools are most often applied 
in the context of structural integrity assessment codes. The guidelines and 
procedures in such codes are usually the result of extensive analytical and ex- 
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Figure 8.6: Prediction of RNB90 specimen failure from local approach models. 
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Figure 8.8: Prediction of RNB45 specimen failure from local approach models. 
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Figure 8.9: Prediction of RNB60 specimen failure from local approach models. 
perimental review. To ensure safety, the guidelines in such documents are gen- 
erally weighted strongly towards conservatism, aiming to form a lower bound 
for failure as seen, for example, in [108]. 
Rigorous review and validation of new failure criteria is required before 
regulatory authorities permit their use in safety assessments. Consequentially, 
and necessarily, the methods used in SI codes are some years behind the most 
recent developments in fracture modelling and tend 
to be largely based on K 
theory. 
To examine the potential benefits of more complex local approach analyses 
on safety assessments, the predictive methods discussed in section 8.2 were 
interpreted using the R6 [107] structural integrity assessment code. 
The R6 procedure is based on the use of a failure assessment diagram 
(FAD). A failure envelope is described in terms of two parameters, Kr and Lr, 
describing a structure's proximity to failure by fracture and plastic collapse 




where F is the applied load and Fy the load corresponding to general yielding 
of the structure. The fracture parameter Kr is determined from the ratio of 
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Figure 8.10. Prediction of prestrain effect on CT20 specimen failure, using 
local approach methods. 
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Figure 8.11: Prediction of CT20 specimen failure, following LUCF load cycle, 
from local approach models. 
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Figure 8.12: Prediction of NCT specimen failure, following tensile preload, 
from local approach models. 
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Figure 8.13: Prediction of NCT specimen failure, following cotnpremby 
preload, from local approach models. 
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the applied K to the material fracture toughness parameter, referred to in the 
R6 code as K, n, at. In the presence of residual stress, K is decomposed into 
those due to primary (KI) and secondary (Ki) stresses 
K, . 
Kr + KI +p (8.8) 
Kmat 
where p is a correction factor to allow for plasticity. An alternative definition 
for plasticity correction is also available, replacing p with a multiplication term 
V i. e. Ki +p becomes VKi. In determining primary and secondary stress 
intensity factors, [107 defines primary stresses as those contributing to plastic 
collapse and secondary stresses as those which do not. In this case, residual 
stresses due to load history were considered as secondary stresses, all other 
loadings were assigned as primary stresses. 
A failure envelope in terms of Kr and L, is given in general terms as 
Kr > [1 + 0.5L2] -1/2 [0.3 + 0.7 exp (-0.6L6)] (8.9) 
Equation 8.9 is independent of geometry and material and is termed the 'Op- 
tion 1' curve in [107]. An alternative material and geometry specific curve 






where Je and Jpl are J integral values from elastic and elastic-plastic analyses. 
As the R6 procedure is formulated for analysis of cracked structures it 
was not applicable to the RNB geometries. Instead, the method was used 
to predict failure of the CT10, WPS CT20, and NCT specimens. Limit load 
values for calculation of L, were found using the analytical solutions for CT 
geometries in [107], 
z 




+ 1.702 W (8.11) 
where a, W, B and P are as defined for equation 5.1 and cry is the material 
yield stress. For A533B steel at -150°C, Fy=94.7kN for CT20 data and 47.4kN 
for CT10 data. To obtain estimates for safe loads for these cases, Kmat was 
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taken as 5% lower bound from the measured values, determined as 
K, nt, 5%o = 
Kat - tSSK (8.12) 
where K,,,, Qt is the mean value obtained 
from experiment, SK is the standard 
deviation of these values and t5 is the value of the Student distribution for a 
5% level of significance. The appropriate degree of freedom for the Student 
distribution is N-1 where N is the number of KI values used to determine 
Kmat. The resulting value of Kmat,. s%o was found to be 51.08 MPa. mo. 
s based 
on a mean value of 78.3 MPa. mO. 5. A similar method was employed, using 
fracture loads in equation 8.12, to produce a lower bound estimate for the 
fracture load, L,., 5%0, for each data set. 
8.3.1 K based analyses 
Predictions of fracture based on K were applied to the CT10 specimens using 
equation 8.1 to correct for thickness relative to the CT20 specimens. Corrected 
K values were then normalised by K,,, at, 5%o to produce 
Kr. This procedure 
was applied to K values from elastic analyses as well as Kj values from elastic- 
plastic analyses. As a baseline comparison, a prediction based on uncorrected 
Kj values is also plotted on the FAD (figure 8.15). 
To obtain K, values for the NCT specimens, the weight function method 
of section 8.1.3 was used to determine Kj, based on FE stresses using isotropic 
hardening. The plasticity correction factor p was calculated as described in 
[107], 
p=0.1x0.714 - . 007x2 +. 00003x5, x= (8.13) I L, 
yielding values of p=0.038 for the pre-compressed specimens (K; =50.8 
NIPa. m0"5). For the specimens with tensile preload, as Kf < 0, the RG pro- 
cedure requires that p=0 or V=1. In addition to the approach based 
on elastic K values, If,. was also determined from Kj, based on J, r values 
accounting for primary and secondary stresses. The FAD plots for the NCT 
data are presented in figures 8.19 and 8.20. 
For the prestrained CT data, variation of Kle' with load is unchanged from 
the AR state. Values of J and therefore Kf also displayed essentially no 
effect of prestrain. In terms of the RG assessment, the limit load for the CT 
specimens is altered by the prestrain process due to a change in yield stress. 
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The altered Fy values following 1%, 3% and 5% strain were 90.2kN, 96.64kN 
and 105.65kN. 
For the WPS CT20 data, Kr values were obtained using the method of 
Chell, as discussed in section 8.1.4. The relationship between KI, the AR 
fracture SIF and Kf, the fracture SIF after preloading was determined from 
equation 8.6 (figure 8.16 (a)). Inverting this relationship allows the apparent 
applied KI (equivalent to Kf) to be related to the effective SIF Kef f-i. e. 
that describing proximity to failure (figure 8.16 (b)). From this, the applied 
load can easily be related to Kef f using the analytical relationship between 
Kit and applied load (figure 8.16 (c)). This is easily converted to the LrvsKr 
relationship as plotted in figure 8.18. In addition K,. was also calculated from 
Kj, based on Ji from isotropic FE analyses, such that K,. = KJ/Kmat, 5%. 
8.3.2 Local approach analyses 
To make use of local approach models in the R6 procedure, it was necessary 
to express the values of a,,, or Pf in terms of stress intensity factor, such 
that predictions could be interpreted in the context of the failure assessment 
diagram. ' It' was assumed that the appropriate reference measure was Kic, 
i. e. plane strain fracture toughness. A number of scaling approaches have 
been suggested, using Weibull stress to describe changes in J or K at failure, 
[155,156]. 
In [156] it is suggested 
(8.14 Qw = CBJäv9(baYlJav) 
where C is a material constant, B the crack front length and Ja,,, the through- 
thickness averaged value of J. The function g describes loss of constraint in 
terms of b the uncracked ligament length, the yield stress ay and J,,,,,. Under 
small scale yielding conditions g=1 such that J2 is a linear function of v, W . 
Probabilistic models may also be employed, assuming that under small scale 
yielding conditions, 
(8.15 . 





Chapter 8: Predictions of fracture 
120 
:. _.: ý..... 
ti _:. 100 ......... 
'E 60 
40 ý_ 




0 10 20 30 40 50 w 70 N 90 10011012" 
K1 MPa. me'6 
(a) Equation 8.16 
1I" 
IL N .... _. _. .. __ .. r 
" 
"NN f" MMNNNN /N /N In 
K, " M... ",., 
(b) Equation 8.17 
Figure 8.14: Functions describing variation of equivalent elastic K with a.,. 
Under general conditions, an effective K may then be expressed as. 
m/4 
K, ff=(O (KO-Kmin)+Kmin 
(8.16) 
0 
Alternatively the increase in a,, with applied elastic K1 may be calculated for 
cases of small scale yielding. The resulting relationship 
K[`l = q(or) (8.17) 
may then be applied to other geometries to calculate the effective small scale 
yielding value of K. The function q was calculated in this case based on 
finite element analyses of the CT20 specimens. As this data set was used to 
determine K. t, used in the ßG analysis, using this data as a benchmark for 
q was deemed appropriate. The function q was calculated separately for the 
varying definitions of Q,,, used. The relationships according to equations 8.16 
and 8.17 are plotted in figure 8.14. In this case, cubic polynomial functions 
were used to describe q. It can be seen that the results are broadly similar, 
excepting equation 8.16 based on the Beremin model (figure 8.1.1 (a)). This 
suggests that inclusion of strain in the local approach improves agreement 
between probabilistic models of CT20 failure based on K and a.. 
The calculated q functions were used to estimate Ke jf and therefore lip - 
Keff/Kmat, 5% for all applicable data. The resulting RG analyses are plotted 
in figures 8.15-8.20. 
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Figure 8.16: Determination of variation of effective stress intensity factor with 
load for WPS CT20 specimens. 
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8.4 Discussion 
An immediate observation from figures 8.3 and 8.4 is that simple K superpo- 
sition arguments provide acceptable qualitative estimates of the effect of load 
history. The thickness scaling model also provides acceptable predictions of 
fracture for the CT10 data. 
It is apparent that the predictions in all cases over-estimate the effect of the 
residual stresses on ensuing fracture behaviour. The predictions are therefore 
non-conservative for the WPS CT20 data and NCT data with tensile preload 
(where strength is increased) and overly pessimistic for the pre-compressed 
NCT data. It is likely that the over-estimation of preloading effects results 
from the elastic nature of the analyses. In the experiments, plasticity would 
be expected to reduce the mismatch causing the residual stress field and so 
reduce Kre,. 
When predictions are based on Kj, figure 8.4 shows that the increase 
or decrease in fracture load is correctly predicted for the NCT specimen, 
although the magnitude of the preloading effect is over-estimated in both cases. 
The values of Kj for the WPS case suggested a significant drop in fracture 
load that was not manifested in the experimental data, shown in figure 8.3. 
This is in keeping with the results for the LUCF load cycle in chapter 4. 
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This result suggests the unsuitability of J71, for cyclic loadings, where a 
clear initial material state cannot be defined. Physically, it becomes difficult 
in such cases to differentiate between the accumulated plastic strain which 
does and does not contribute to the current failure probability. 
In the case of compressive residual stress, the work energy density W 
remains positive. Essentially, the energy input associated with compressive 
hydrostatic strain remains apparently available to drive fracture, even though 
this seems physically unlikely. 
Predictions from the local approach methods tested were generally encour- 
aging, however the disparity between predictions for data with and without 
load history warrants further consideration. This result may be attributable 
to the increased potential for inaccuracy in modelling complex cyclic loading 
in FE, compared to monotonic load histories. 
The fact that agreement between predictions and experimental data is 
excellent for the AR state specimens, in particular for the incremental strain 
models, suggests the models and calibration are valid. Given the sensitivity 
of the RNB geometries used to variations in the FE analyses, the level of 
agreement is particularly encouraging. 
The somewhat reduced accuracy of the Beremin model predictions may be 
related to the fit analyses in chapter 7. Figure 7.14 suggested an inability of 
this model to characterise the calibration data set and therefore the poorer 
geometric independence of the model is perhaps unsurprising. 
For preloaded specimens, the simplest case is perhaps that of the pre- 
strained CT- data. The experimental data shows a consistent reduction of the 
fracture load following prestrain (figure 8.10). This reduction in fracture load 
appears roughly independent of the level of prestrain, within the limits studied 
in this case. The predictions suggest little effect at 1% prestrain, provide gen- 
erally good estimates of the effect of 3% prestrain and somewhat overestimate 
the drop in fracture load after 5% prestrain., Analysis of the size of the volume 
active in the fracture process V. (i. e. the currently yielding volume where the 
threshold stress is exceeded) sheds some light on the mechanisms of this effect. 
Figure 8.21 shows a reduction in active volume at a given Q,,, with increasing 
prestrain.. This suggests that the increase in yield stress reduces the active 
volume size but also increases the stresses within this volume. Figure 8.21 (b) 
shows that this remains the case when a threshold stress is introduced. 
The overall effect of this process on vw will be dependent on the value 
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of m. For low m the reduction in yielding volume will dominate, produc- 
ing a strengthening effect with prestrain. At high m, the effect of higher 
peak stresses will dominate, resulting in a reduction in predicted specimen 
strength. It should be noted that these effects are based solely on changes to 
the stress/strain curve and do not account for any other micromechanical ef- 
fects of strain history. The lack of predicted effect following 1% prestrain may 
be related to the stress strain curve used. The stress strain behaviour exhibits 
yield point elongation up to around 1.1% plastic strain. It may be that the 
assumptions regarding the effect of room temperature strain on subsequent 
low temperature behaviour may be invalid in this region. 
Where load history produced significant residual stress, the effect of the 
hardening model on the predictions was considerable. This was especially true 
of the pre-compressed NCT specimens, although there is an overall increase 
in predicted strength for all cases where kinematic hardening was assumed. 
Based on figures 8.11,8.12 and 8.13 the effect of hardening model on principal 
stresses is more pronounced than for hydrostatic stress. 
Based on the data analysed in chapter 4, the predictions were expected to 
be conservative, however the NCT failure loads are consistently over-estimated 
following tensile preloading. As previously noted, hydrostatic stress predicts 
higher fracture loads following load history. In general this improves the agree- 
ment between prediction and experiment however in the case of figure 8.12 it 
increases the level of non-conservatism. 
When predictions are used in a FAD analysis, the results for the CT10 data 
are generally conservative. The predictions from elastic K methods are rea- 
sonable but intersect the failure curve well below the 5% probability fracture 
load, L,., 5%0. This is seen to be virtually equivalent to the minimum experimen- 
tal load The conservatism of the K based predictions varies from 18% 
for the uncorrected Kj values to 15% for the thickness corrected K11 data. 
Local approach predictions reduce the level of conservatism to 3.7%, based oil 
the elastic-plastic option 3 curve. 
For the prestrained data, all approaches are slightly non-coniservative fol- 
lowing 1% prestrain (figure 8.17). Predictions for 3% and 5% prestrain (fig- 
ures 8.17 (b) and (c)) are slightly conservative based on of and slightly nou- 
conservative when oh is used. In general, it is worth noting frone figure 8.10 
that the lower limit of the experimental data is not significantly altered by the 
prestrain process. 
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For the LUCF warm prestress effect, figure 8.18 indicates an increase in 
Lr, S%o, in keeping with the experimental data, for all predictive methods used. 
The local approach produced conservative estimates in all cases, the incre- 
mental strain models improved the estimate slightly, as did introduction of 
a threshold stress. The `best estimate', using the incremental model with 
threshold stress, resulted in conservatisms of 27% and 13% using al and oh. 
Of some concern, the model of Chell over estimated the fracture strength by 
around 20%. 
For pre-compressed NCT specimens (figure 8.19) the elastic Kj method un- 
der estimates the Lr, 5%0 load by 37% and incremental local approach methods 
over estimate it by 32%. The elastic superposition method, based on a weight 
function analysis, suggested no load carrying capacity for the specimens. It 
should be noted that the minimum experimental failure load (6.47kN) was 
considerably lower than the other observed loads and so may skew the value 
of Lr, S%o for the data set. Hence, the `true' value of L,., 5% may be higher than 
that estimated using methods such as equation 8.12. 
For the NCT tests following tensile preload, figure 8.20 highlights the over 
estimation of the strengthening effect in all cases. The predictions closest to 
the 4,5%o load are those from the strain based local approach, based on al 
(3.7% over estimate). The greatest over estimate of fracture strength is that 
from the weight function K superposition method (37.9% over estimate). 
The overall trends point to an increasing accuracy of assessment when 
local approach methods are employed, particulary in the AR state. The elastic 
methods based on superposition of stress intensity factor (or superposition of 
displacement in the WPS case) consistently over-estimate the effects of load 
history. If plasticity is not accounted for in the analyses it would be expected 
that the effect of residual stress would be over-estimated as relaxation due to 
deformation at high loads is not accounted for. 
The strain nucleation method has showed an improved overall capability 
compared with the Beremin formulation although there is still considerable 
room for improvement in the prediction of load history effects. The fact that 
the fracture probabilities predicted Beremin model `tail off' in figures 8.7 and 
8.13 suggests a need to include strain effects to allow increasing probability of 
fracure even where local stress is not rising, as also suggested by [16]. 
The inclusion of a threshold stress on the overall variation of failure prob- 
ability with load was not significant. There was, however, a greater effect on 
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results at lower loads and so use of non-zero threshold stress values may be 
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Figure 8.21: Variation of active volume size V. with WVeibull stress according 
to the incremental model with m=19. Based on maximum principal stress 
with (a) Qth=O and (b) Qth=1200. 
8.5 Conclusions 
A number of models for fracture, based on the local approach as well as stress 
intensity factor K, have been used to predict brittle fracture across a range of 
geometries as well as following load history. Analysing the results of this work 
have produced the following conclusions: 
1. Use of elastic stress intensity factor superposition methods provided rea- 
sonable estimates of the effects of load history, although the ellects of 
residual stress were consistently over-estimated. This was attributed to 
the low temperature and high constraint conditions of the tests which 
inhibited plastic deformation when loading to eventual fracture. 
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2. Local approach methods were seen to produce excellent predictions of 
fracture across a range of geometries. Inclusion of strain to control defect 
nucleation improved the geometric independence of the models used. 
3. Attempts to predict the effects of load history on fracture with the lo- 
cal approach correctly predicted increasing or decreasing fracture load 
following room temperature preload. In most cases, the resulting predic- 
tions were conservative, however the strength of the pre-tensioned NCT 
data was consistently over-predicted. 
4. Using hydrostatic stress to describe microcrack propagation in the local 
approach had little effect on specimens without load history but consis- 
tently predicted increased strength following load history, compared to 
maximum principal stress. 
5. In the context of the R6 assessments, the local approach was seen to 
improve accuracy compared to methods based on K and J, although 
this did result in non conservatism in the case of the precompressed 
NCT data. " 
6. Introduction of a local threshold stress for fracture did not profoundly 
effect the overall form of the fracture predictions but was seen to consis- 
tently improve predictions of lower bound fracture strength. 
Chapter 9 
Discussion 
9.1 Effects of strain history 
From the tests conducted in this thesis, it is clear that there is an influence of 
plastic strain history on fracture behaviour, separate from the effects of resid" 
ual stress due to inhomogeneous deformation. The fracture tests conducted on 
CT specimens following uniform prestrain indicated a consistent drop in mean 
fracture toughness. As discussed in chapter 8, the strain hardening effect of 
deformation history results in a smaller crack tip plastic zone but higher peak 
stresses in the near-tip region. 
Further to this, it was observed from neutron diffraction measurements 
made on prestrained specimens that even in the absence of macroscopic resid- 
ual stress there is still a build-up of residual strain within individual grains. 
This is a result of inhomogeneous deformation between adjacent, differently 
aligned grains. Figure 5.23 clearly shows significant tensile residual straits on 
the [200] lattice plane, transverse to the direction of principal plastic strain. It 
was shown in [6] that fracture by quasi-cleavage occurs primarily on the (1001 
plane (equivalent in orientation to [200]), therefore any pre-existing tensile 
load on this plane is liable to increase the likelihood of fracture. 
In terms of a change in overall fracture strength, it was seen that load 
history which produced tensile residual stresses reduced fracture loads, with 
compressive stress increasing the overall fracture load. In addition, there was 
a noticeable effect of load history on the scatter of the fracture data. Salt. 
ter was characterised using the Weibull modulus describing the variation of 
fracture probability with load. Based on variation of the lotul data «'eibull 
moduli, the effect of tensile preloading was to reduce variation in fracture load. 
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Compressive preload (i. e. tensile residual stress) was seen to increase scatter. 
Both trends are in keeping with those of [49]. 
The effect of residual stress on the scatter in fracture load was discussed in 
chapter 6 such that, for cracked structures, tensile residual stress raises peak 
stresses above the minimum level required to promote fracture at lower applied 
loads. The final fracture event is therefore assumed to be controlled by the 
presence, or absence, of an existing defect in the region of peak stress. In the 
case of compressive residual stresses, the peak in stress around the crack tip 
is `blunted', such that above a given applied load there is a sharper increase 
in the `active' volume where stresses are high enough for fracture to occur. 
This is not borne out by the results of figure 9.1(b) where the active volume 
exceeding the threshold stress at failure does not show a clear dependency on 
preload type. 
The change in scatter may be related to intragranulax residual stresses. 
Tensile preloading, generally resulting in compressive residual stress, will pro- 
duce compressive residual strain on the [1001 plane in the direction of preload- 
ing. If subsequent loading to fracture is applied along the preload axis, it 
may be that this inhibits propagation of cracks at lower applied loads, effec- 
tively raising the lower bound fracture load and so reducing the overall level 
of scatter in fracture loads. 
Similar effects may explain the variations noted in the prestrained CT data. 
Figure 8.10 showed that predictions based on macroscale stress and strain were 
relatively good at higher (3% and 5%) plastic strain but did not predict any 
significant influence of 1% prestrain. This may be related to figures 3.29 and 
3.30 which showed a sharp effect of prestrain on diffraction peak width up to 
1% plastic strain, with a much reduced effect of further deformation. This also 
corresponds to the portion of the stress/strain curve exhibiting discontinuous 
yielding (figure 5.6). It may be that in the absence of significant strain hard- 
ening, the grain scale effects of prestrain (which are not considered in terms of 
FE modelling) dominate the change in fracture behaviour after 1% prestrain. 
Once strain hardening effects became greater, the finite element modelling was 
able to capture the effects on the local stress/strain field and so predictions 
were improved. 
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Figure 9.1: Variation in the active fracture volume Vh at fracture with ranked 
fracture probability for tests a) in the as-received state b) with load history. 
The active volume is defined as that where yielding is occurring and where 
al > 1200 MPa. 
9.2 Modelling and predicting fracture 
Attempts to predict the influence of specimen geometry and load history, based 
on crack tip fracture parameters, produced mixed results. Excepting cases 
where cracks were introduced into a pre-existing residual stress field, allowing 
clear definition of `initial state' strains, the modified J integral formulation 
of equation 2.24 proved unable to characterise the effect of load history on 
ensuing facture. 
Methods based on elastic superposition of stress intensity factors correctly 
predicted increasing or decreasing fracture load following load history. The 
same was seen to be true in chapter 4 for the Fk parameter, describing the 
force on the crack tip plastic region. It was seen that superposition methods 
over-estimated the increase or decrease in fracture load following load history. 
This over prediction can be attributed to plastic deformation upon re-loauling 
relaxing the residual stress field [108). The fact that such over predictions 
were noted in the low temperature tests here, where plasticity was inhibited, 
suggests even more significant error may be introduced at higher temperature 
or in lower constraint specimens where yielding is more pronounced. 
The primary difference between the Jm and Fk or K approaches is the de- 
pendency of the calculations on plastic strain history. The K and Fk methods, 
being primarily stress based, are affected by plasticity only in terms of any 
knock-on effect on the elastic stress/strain fields. As J,,, is related to energy 
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of fracture, it is strongly affected by plasticity and the dissipative effects that 
accompany it. It is therefore apparent that a much more considered approach 
to the influence of accumulated plastic strain is needed in order to use J for 
cyclic loads. The overall nature of these findings would seem to confirm the 
primarily stress driven nature of cleavage fracture. 
It was seen in the majority of cases studied that considering micro-defect 
nucleation as a continuing, strain controlled process improved the ability of 
local approach models to characterise the experimental behaviour. 
The precise treatment of strain requires further investigation, specifically 
whether un-propagated defects remain `active' in the fracture process or are 
blunted by further deformation. Neither assumption was seen to significantly 
effect predictions in chapter 4, excepting in cases where significant room tem- 
perature strain occurs prior to fracture. The incremental method of equation 
4.8 (assuming blunting of defects with ensuing deformation) has the advantage 
of ensuring that Pf is an increasing function of time and was seen to avoid 
the drastic under prediction of strength following load history associated with 
a continuously increasing defect population. 
It is worth noting that for all specimens with room temperature load his- 
tory, it was assumed that the probability of fracture during preloading at 20°C 
was zero. In the case of the NCT and prestrained CT specimens, stresses dur- 
ing preloading did not exceed the threshold values (ai=1200 MPa ah=700 
MPa). For the WPS CT tests, it would seem reasonable to assume there 
might be a finite (although small) chance of fracture by cleavage. A deeper 
issue is therefore the correct way to model the accumulation of fracture prob- 
ability throughout the entire load history of the component. This is especially 
pertinent in cases where cyclic thermal and mechanical loading occurs - such 
as in many power generation applications. For proper life cycle assessments, 
it may be that determination of the appropriate model parameters at a range 
of temperatures is required. 
The presence of microcracks in the fracture surface SEM images in chapter 
5 suggests that, at the temperature studied, propagation of a microdefect to 
a grain scale crack is not the critical event for cleavage fracture. There was 
an amount of ductility prior to fracture as shown by the microvoids present 
on some of the fracture surfaces, and therefore fracture in this case should be 
regarded as quasi-cleavage, as also observed in [13]. Chapuliot [19] observed 
fatigue crack growth by cleavage at -253°C. This suggests that crack arrest, 
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such as at grain boundaries, must be accounted for even under very brittle 
conditions. 
Crack arrest was considered in [19] in terms of minimum volume, where 
of > vth, required for cleavage cracks to propagate over neighbouring grain 
boundaries. It should be noted that a similar logic was employed in (831 where 
volume averaged stresses were used to account for grain boundary effects. In 
fact, a degree of volume averaging is unavoidable when using finite element 
methods to determine o,,,,. Therefore, introducing a threshold due to a max- 
imum defect size may partly serve to characterise arrest at grain boundaries 
when discrete numerical methods are used. 
Figure 9.1 shows that lower values of the active volume Vh at failure were 
found following preloading than for the AR specimens. This is likely to be 
a result of strain hardening promoting higher peak stresses, although it does 
highlight the danger of attempting to determine any threshold value from 
limited experimental data. 
The results of chapters 4 and 8 showed clear improvements in the ability of 
the local approach to predict load history when local facture probability was 
assumed to be a function of hydrostatic stress rather than maximum princi- 
pal stress. The differentiation between results using o, and oh was small for 
specimens in the as-received state, however following load history the conser. 
vatism of predictions was reduced when using oh. This effect was found to be 
beneficial in all cases, excepting the NCT specimens following tensile preload 
where the level of non-conservatism was increased (figure 8.12). As all methods 
over-predicted the fracture load for this data set, this is not surprising. 
Although experimental results were favourable, it is important that the 
relative merits of using of or oh to describe fracture are set in a physical con- 
text. It was assumed by Beremin (104) that the nucleation of defects occurred 
following the onset of plastic deformation. Subsequent propagation of defects 
was then assumed to be controlled by al. Defect propagation is a result of 
overcoming inter-atomic forces, which results from increasing atomic separa- 
tion, i. e. strain. As cleavage crack propagation occurs primarily on the (1001 
and [110] lattice planes, it is the strain on these planes that is most likely to 
promote crack growth. 
If grains or defects are properly aligned, relative to the direction of mnax- 
imum principal stress, it can reasonably be assumed that the magnitude of 
of will control the cleavage process. If a grain or defect is not preferentially 
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aligned, the resolved shear stress on the material slip planes may reach suf- 
ficient levels for slip to occur, rather than separation within the lattice. As 
hydrostatic stress does not contribute to yielding behaviour and is the con- 
trolling parameter for material volumetric expansion, an increase in ah can 
be related to an increasing atomic separation regardless of grain or defect 
orientation. 
If alignment of defects or microcracks is random, the effect of orientation 
is largely absorbed into the value of the material cleavage resistance ao as a 
constant term. If microcrack or grain alignment is weighted towards a single 
direction, anisotropy and therefore the choice of characterising stress may 
become significant. The difference between the a and vh methods following 
load history can be interpreted in this way. The plastic deformation during 
preloading was primarily in one direction in the specimens considered here. 
This may have introduced preferential alignment such that anisotropy of the 
fracture response to al would occur upon reloading to failure. 
9.3 Determining model parameters 
When using experimental fracture data to calibrate local approach models, it 
was seen in chapter 4 that determining m from the linearisation method of 
section 4.5.1 is sensitive to the choice of data used. Consequentially, converged 
values were difficult to obtain when multiple data sets were used. The coeffi- 
cient of determination between ranked and predicted fracture probabilities was 
found to be only weakly dependent on m for single specimen geometries. As 
such, chapters 4 and 7 suggest that maximising R, f is not a reliable method 
of calibration in such cases. When data from high and low constraint specimen 
data were combined, R, 1 displayed a strong sensitivity to m, allowing reliable 
determination of best fit values for m and vo. 
When estimating fracture probability of experimental data using equation 
4.12, it was seen in figures 7.9 and 7.10 that a maximum value of R2 f was 
more clearly defined when data were ranked separately by geometry. This can 
be attributed to the retaining of data in the fitting process. When data from 
multiple specimen types are mixed and ranked by other parameters such as 
Weibull stress, information about variability in fracture probability with load 
for each specimen type is discarded. By mixing data together in this way, a 
further degree of freedom is effectively added to the fitting process. This can 
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potentially hide underlying deficiencies in the model under investigation as 
seen in figure 7.7. 
It was proposed in chapter 7 that predictions of the error introduced by 
the ranking equation may be used to analyse the quality of agreement between 
calibrated local approach models and the calibration data set. The results of 
chapters 7 and 8 suggested that using 90% confidence limits for the error 
introduced by equation 4.12 provided a reasonable indication of the ability 
of the calibrated models to describe fracture across varying geometries. This 
approach is attractive as it may provide a structures method for accepting or 
rejecting parameters determined from limited data sets. 
It was however noted that the sensitivity of calibration data to variations 
in the finite element analyses should be considered, especially for data where 
Pf is a sharply increasing function of load, such as in the RNB data obtained 
in this work. It was suggested in such cases that a balance of error in fracture 
load and fracture probability should be used as a more pragmatic indicator of 
agreement between the model and the fracture data. 
The majority of the issues associated with using local approach methods 
are related to the fact that parameters must be inferred from experimental 
fracture data. Finding values in this manner often results in unavoidable 
coupling between the values of the different parameters. Ideally, the values 
of m and co should be derived independently from their underlying physical 
meanings. For the case of m, this may be achievable from detailed examination 
of the material microstructure to determine the power relation best describing 
the distribution of defects. In undertaking such an investigation, questions 
are raised as to the nature of differing defects, for example carbide particles, 
manganese inclusions or twinned grains and how to assign them suitable defect 
sizes. 
9.3.1 Bi-modality in fracture data 
In the fracture data obtained it was apparent in some cases that there was 
a bi-modal nature to the probability distributions obtained. This was partic- 
ularly notable in the CT20 data set where, for example, figure 8.5 shows a 
step increase in fracture load for a constant probability of approximately 0.. 1. 
Similar `jumps' in fracture load were also apparent for the RNIZGO data at 
Pf 0.3 (figure 8.9) and to a lesser extent for the CT10 data at Pf sts 0.6 
(figure 8.7). 
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It is possible that this is a result of applying equation 4.12 to a limited 
data set, however it has also been suggested that this bi-modal behaviour 
may be a result of two competing defect populations [79] or the possibility 
that fracture may initiate in differing regions of the material microstructure 
[157]. As noted in [157], this may have particularly important implications 
when extrapolating to low fracture probabilities such as when determining 
limit loads for safety critical structures. This is especially true if the threshold 
conditions for fracture differ considerably between the two microstructures. 
9.4 Implications for structural integrity assessment 
The work conducted in this thesis has raised a number of issues regarding the 
determination of safe limit loads, such as in structural integrity assessments. 
In determination of representative fracture toughness, chapter 3 suggested 
a maximum shift of 12.9 MPa. m°"5 due to test specimen load history. The 
NCT specimen results in chapter 5 suggest shifts in mean toughness of - 
22.6 MPa. m0"5 and +16.76 MPa. m0"5 for specimens with pre-existing residual 
stresses. Perhaps most interestingly, the pre-compressed NCT data exhibited 
a minimum apparent toughness of 14.1 MPa. m0"5 - below the commonly cited 
threshold of 20 MPa. m0"5. It can therefore be concluded that the effects of 
residual stress in facture test specimens should be accounted for where appro- 
priate. The potentially significant effects of residual stress were confirmed by 
the statistical analyses in chapter 6. 
Where concern exists, it is suggested that the presence and magnitude of 
residual stresses be confirmed prior to fracture testing, for example by intro- 
ducing cracks by wire EDM and measuring strain change during the cutting 
process. The crack compliance method may then be used to estimate the 
residual stress across the cracked region [158,159. 
The prestrained CT data highlighted that, even in the absence of signif- 
icant residual stresses, plastic strain history can affect the mean measured 
toughness. In this case a reduction in mean measure toughness of 11-17% was 
recorded, compared to data in the AR condition. This is concerning as chap- 
ter 3 highlighted that experimental measurement of plastic strain is far from 
straightforward. Fortunately, the minimum Kj` at fracture in the prestrained 
data was less than 5% below that measured in the AR state, suggesting that 
lower bound fracture behaviour is not significantly altered. 
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When using the R6 procedure, use of the incremental strain local approach 
formulation was generally shown to improve the overall accuracy of the assess- 
ments. The single exception was the pre-compressed NCT data where the Kj 
method produced the only conservative prediction. As the overall agreement 
with the data in figure 8.13 is very good, the non-conservatism of the 5% 
limit load prediction may be attributed to the limited data set producing an 
under-estimate for the true value of Lr, s%. 
It is worth noting that the statistical method used to determine the 5% 
failure load Lr, 5% and the normalising toughness K,,, at, s% may skew the results 
somewhat. In fact, the statistically determined value for K,,, Qts% 
(51.08: 11Pa. m°"5) 
is above the minimum observed value at fracture (47.6111'a. m°-s). In a prac- 
tical assessment, a more extreme limiting value may be used to ensure safety, 
such as the toughness corresponding to 1% fracture probability. This would 
raise values of K, by 30%, placing the local approach estimates for fracture 
load below the minimum observed values in all cases. 
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The effect of load history on brittle cleavage fracture was investigated, pri. 
merrily using A533B ferritic steel. A program of experimental testing was 
undertaken to probe the influences of specimen geometry, residual stress and 
accumulated plastic strain on material fracture behaviour. 
Of particular interest was the influence of prior loading or strain history 
on fracture toughness, when measured using ex-service material. In addition, 
the ability of numerous fracture criteria to capture the effects of constraint 
change, residual stress and plastic deformation on fracture was explored. 
The micro-mechanics of the fracture process, and the implications in terms 
of the local approach for fracture were investigated. Important issues in this 
section of the work were choice of stress measure, treatment of strain and 
reliable empirical determination of model constants. 
At the outset of this thesis, chapter 1 defined a number of objectives. The 
work conducted has largely fulfilled these aims by: 
" Demonstrating and quantifying the effects of residual stress on inea-surcc! 
fracture toughness. 
" Verifying the significance of the change in toughness, relative to the 
inherent scatter in fracture toughness data. 
" Confirming the abilities and limitations of current models of cleavage 
fracture to predict the effects of load history on fracture behaviour. 
In addition, based on the experimental data collected and the ensuing 
analyses, the following conclusions are drawn: 
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1. Removing fracture toughness specimens from components with signifi- 
cant weld residual stresses was shown to significantly reduce the magni- 
tude of stress in the extracted coupon. The maximum shift in toughness 
due to these remnant stresses was estimated to be 12.9 MPa. mo"5 
2. Experimental data from preloaded notched CT specimens showed shifts 
in mean measured toughness of -22.6 MPa. m°-5 and +16.76 MPa. mo"5 
One such test failed at an applied elastic stress intensity factor of 14.14 
MPa. m°"5, below the commonly cited minimum value of 20 MPa. mo"5 
This highlights the potentially highly significant effect residual stresses 
may have on measured toughness and the need to account for such effects 
when determining material toughness from preloaded specimens. 
3. Plastic strain history, even in the absence of residual stress, was shown 
to have an appreciable influence on measured toughness. Permanent 
uniform prestrains of 1-5% were seen to decrease the mean fracture load 
by up to 17%. This has implications for determining material KIC where, 
if toughness is determined from specimens with plastic strain history, 
ensuing assessments of virgin material may be excessively conservative. 
4. Attempts to measure existing plastic strain in fracture specimens re- 
sulted in limited success. Diffraction peak width and anisotropy of peak 
response were able to qualitatively but not quantitatively represent the 
level of plastic strain. Diffraction peak width displayed good indepen- 
dence from elastic deformation and it is concluded that more detailed 
measurements on single diffraction peaks - rather than using full spec- 
tram time of flight measurements - may improve results. 
5. A large number of fracture tests were undertaken on A533B ferritic steel. 
Fracture in all cases occurred at -150°C with crack propagation seen to 
occur primarily by cleavage mechanisms. However, in all cases studied, 
evidence of microvoid clusters and arrested microcracks was observed 
on the fracture surfaces. It is therefore concluded that the fracture 
mechanism was quasi-cleavage and the critical event for specimen failure 
was propagation of microcracks to a macroscopic scale, rather than initial 
propagation of a local defect. 
6. Use of a modified, path' independent J integral showed that reason- 
able prediction of load history could be obtained when prior load was 
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applied before crack insertion, allowing clear definition of an initial ma- 
terial state. Where non-proportional loading was applied to cracked 
specimens, ambiguity as to the proper treatment of accumulated plastic 
strain resulted in considerable under-prediction of fracture loads. It was 
also noted that the modelling assumptions for crack growth into existing 
stress fields had a strong influence on the level of plastic deformation at 
the final crack tip. This created significant variability in the values of 
Ja which could be obtained from a given uncracked body residual stress 
state. 
7. Crack tip fracture parameters based primarily on elastic field quanti- 
ties were able to correctly predict increasing or decreasing fracture load 
resulting from residual stress. Superposition methods, based on elastic 
stress intensity factor or displacement states, were seen to over-estimate 
the effects of prior loading. This was seen to result in considerable 
non-conservatism in some cases. The Eshelby force on the crack tip 
plastic zone, Fk, was able to predict residual stress effects on specimens 
preloaded in the cracked and un-cracked states, although the predictions 
of fracture were conservative. 
8. The local approach was able to correctly predict the effect of load history 
on fracture behaviour in terms of an increase or decrease in fracture load. 
It was seen that consideration of the dependence of defect nucleation on 
plastic strain improved agreement with experimental data. Introducing 
a local threshold stress for fracture did not significantly alter predictions 
but was seen to reduce the conservatism of estimates of lower bound 
fracture load. It is suggested that, for general prediction of cleavage 
fracture following cyclic loading, the incremental strain model should be 
used. 
9. Use of hydrostatic stress, rather than maximum principal stress, to de- 
scribe defect propagation in the local approach did not significantly alter 
predictions of specimens in the as-received state but was seen to reduce 
over-conservatism of predictions following strain history. 
10. It was shown that local approach parameters for a large data set (7+1 
fracture tests) could be well approximated from a limited data set of 
high and low constraint data. Plane strain compact tension data and low 
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constraint notched bar data were shown to produce reliable estimates of 
rn and oo, based on maximising the coefficient of determination between 
predicted and ranked experimental fracture probabilities. 
11. Montecarlo simulations were used to estimate the error introduced by 
assigning fracture probabilities to experimental data. These analyses 
allowed confidence limits to be established for the `true' fracture prob- 
ability associated with values estimated from a ranking equation. Con- 
fidence limits were then used with some success to judge the ability of 
calibrated local approach models to characterise the calibration data set 
and thus determine their applicability to other specimen types. 
12. Experimental results showed a consistent effect of preloading on scatter 
of fracture load data. In keeping with other published works, it was 
noted that tensile preload served to reduce scatter in fracture load, while 
compressive preload served to increase variability. 
13. When local approach methods were used to estimate effective stress in- 
tensity factor values, estimates of failure load using the R6 structural 
integrity assessment code were seen to be improved, compared to meth- 
ods based on elastic Kl1 or Kj. The nonconservatism resulting follow- 
ing some load cycles was attributed to the choice of normalising fracture 
toughness, based on a 5% failure probability. If a 1% value is chosen, the 
local approach results in conservative values for all load cycles studied. 
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Tables 
Partially welded specimens lolly welded specimens 
Position, (X, Y, Z) Position, (X, Y, Z 
Thermocouple 1 (-30, -12,0) (-781-12,0) 
Thermocouple 2 (0, -12,0) (0, -12,0) 
Thermocouple 3 (30, -12,0) (78,12,0) 
Thermocouple 4 (0,7,20) (0,7,20) 
Strain gauge (0,0,20) (0,0,20) 
Table 3.1: Positions of thermocouples and strain gauges during welding. 
Arc time Current Voltage Travel rate Heat input 
Partially welded specimens 35 156 12.4 103 1.128 
Fully welded specimens 100 156 12.4 108 1.075 
Table 3.2: Weld parameters for fabrication of autogenously welded 316L steel 
plates. 
Line description x Y Z 
LT, along weld line, top surface -80 to 80 0 2 
TT, across weld line, top surface - 0 -15 to 15 2 
LB, along weld line, back surface -80 to 80 0 18 
TB, scross weld line, back surface 0 -15 to 15 18 
DHD1, through thickness, weld centre 0 0 2 to 18 
DHD2, through thickness, weld stop -30 0 2 to 18 
DHD3, through thickness, weld start 30 0 2 to 18 




oe, MPa ¬% 
-150°C 
a. , 
MPa e<< % 
475.77 0.00 736.2 0.00 
460.59 0.15 719.4 0.07 
463.78 0.29 706.7 0.15 
468.78 0.48 704.8 0.21 
468.51 0.67 704.1 0.48 
470.93 0.97 700.9 0.82 
482.36 1.17 695.5 1.30 
490.47 1.36 700.9 1.48 
498.74 1.55 710.6 1.78 
507.79 1.77 722.4 2.17 
515.27 1.99 741.9 2.81 
527.04 2.24 761.1 3.35 
536.60 2.49 800.1 4.63 
544.42 2.74 841.5 6.23 
561.41 3.23 877.7 8.17 
576.50 3.72 916.9 10.21 
589.79 4.23 938.4 12.21 
601.15 4.72 968.1 14.23 
611.24 5.20 975.5 16.29 




E=202 GPa E=209 GPa 
Table 3.4: Measured stress/strain response for A533B ferritic steel at 20°C 
and -150°C. 
Cl ah 
Model m Co to Co 
Beremin 20.3 1839.9 14.3 1351.1 
(14.3,26.3) (460.1,7357.1) (10.1,18.5) (360.2,5067.2) 
Strain nucleated 16.5 1345.4 11.9 880.4 
(11.6,21.4) (352.2,5139.5) (8.4,15.4) (251.8,3078.2) 
Incremental strain 18.3 1384.7 12.9 907.1 
(12.9,23.8) (356.7,5375.0) (9.1,16.7) (254.6,3232.5) 
Table 4.1: Fitted parameters for local approach models, with 90% confidence 




Model M oo m oo 
Beremin 19.7 1836.2 14.0 1348.0 
(13.9,25.5) (456.5,7385.2) (9.9,18.1) (359.8,5050.1) 
Strain nucleated 14.7 1288.0 10.9 842.4 
(10.3,19.1) (341.4,4858.3) (7.7,14.1) (244.9,2898.0) 
Incremental strain 17 1352.8 12.0 879.6 
(11.9,22.0) (351.0,5212.9) (8.4,15.6) (250.2,3092.8) 
Table 4.2: Fitted parameters and 90% confidence limits for local approach 
models with threshold stress, calibrated to A508 steel CT fracture data. 
al ah 
Model m ao m ao 
Beremin 12.8 1600.5 10.5 1180.6 
(10.7,14.8) (785.0,3263.1) (8.9,12.0) (669.6,2081.8) 
Strain nucleated 8.9 1018.8 5.9 598.2 
(-, -) (670.8,2117.5) (-, -) (412.4,1088.6) 
Incremental strain 11.7 1027.4 7.4 601.77 
(-, -) (646.17,2606.4) (-, -) (402.3,1193.6) 
Table 4.3: Fitted parameters and 90% confidence limits for local approach 
models, calibrated to A533B steel SENB fracture data. 
al Oh 
Model M ao m o0 
Beremin 9.8 1543.2 8.3 1151.5 
(8.2 11.4) (789.9,3014.8) (6.6,10.0) (441.8,3001.5) 
Strain nucleated 6.2 764.8 3.8 349.3 
(-, -) (528.3,1384.8) (-, -) (253.6,561.2) 
Incremental strain 9.3 879.71 6.0 478.88 
(-, -) (572.32,1900.4) (-, -) (329.32,877.35) 
Table 4.4: Fitted parameters and 90% confidence limits for local approach 
models with threshold stress, calibrated to A533B steel SEND fracture data. 
at Oh 
Model M Co m CO 
Beremin 49.2 1602.4 26.5 1153.5 
(-, -) (831.01,22323) (-,. 679.01,3830) 
Strain nucleated 58 1489.8 35.8 1009.6 
(-, -) (770.97,22047) (-, -) (569.11,4465.6) 
Incremental strain 57 1451.9 29.4 961.32 
(-, -) (744.39,29286) (-, -) (554.32,3617.1) 
Table 4.5: Fitted parameters and 90% confidence limits for local approach 
models, calibrated to A508 steel RNB fracture data. 
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Model m ao m ao 
Beremin 49 1602.6 26.4 1153.82 
(-, -) (831.7,21912) (-, -) (679.41,3823.92) 
Strain nucleated 57.8 1489.6 35.5 1008.91 
(-, -) (771.25,21714) (-, -) (569.59,4411.28) 
Incremental strain 57 1450.3 29.6 961.92 
(-, -) (743.9,28765) (-, -) (554.09,3643.8) 
Table 4.6: Fitted parameters and 90% confidence limits for local approach 
models with threshold stress, calibrated to A508 steel RNB fracture data. 
Load level D1 (mm) D2 (mm) a,, (MPa) 
1 0.1 0.05 245.2 
2 0.2 0.1 479.7 
3 0.3 0.05 591.4 
Table 4.7: Applied displacements to edge cracked plate for crack introduction 
modelling. 




CT20 N 30/24 -150 
CT10 N 15/15 -150 
RNB45 N 12/12 -150 
RNB60 N 12/12 -150 
RNB90 N 12/11 -150 
NCT - Compression y 10/9 -150 
NCT -Tension y 10/10 -150 
CT20 - WPS Y 5/5 -150 
CT20 - 5% PS Y 5/5 -150 
CT20 - 3% PS Y 5/5 -150 
CT20 - 1% PS Y 5/5 -150 
Table 5.1: Summary of conducted fracture tests. 
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Fracture load KI` K,, 
CT20_1 42.53 91.60 102.06 
CT202 26.97 58.08 61.37 
CT20-3 30.53 65.75 70.09 
CT20_4* 23.79 51.25 54.15 
CT20_5* 46.55 100.26 113.24 
CT20_6* 48.34 104.13 118.28 
CT20_7* 43.94 94.64 105.96 
CT20-8* 25.60 55.14 58.18 
CT209 36.27 78.12 85.03 
CT20_10* 31.69 68.27 73.05 
CT20_11 28.72 61.85 65.59 
CT20_12 38.91 83.80 92.13 
CT20_13 25.83 55.63 58.70 
CT20_14 35.82 77.16 83.84 
CT20_15 43.12 92.88 103.70 
CT20_16 44.36 95.55 107.14 
CT20_17 43.36 93.39 104.36 
CT20_18 39.15 84.34 92.81 
CT20_19 29.70 63.97 68.02 
CT2020 46.09 99.28 111.97 
CT2021 42.30 91.11 101.42 
CT2022 27.19 58.57 61.90 
CT2023 45.44 97.87 110.14 
CT2024 46.20 99.51 112.27 
CT2025 35.69 76.88 83.50 
CT2026 37.90 81.63 89.40 
CT2027 30.78 66.30 70.74 
CT2028 22.10 47.60 50.58 
CT2029 31.69 68.26 73.04 
CT20-30 40.17 86.53 95.59 
Mean 36.36 78.31 85.94 
Minium 22.10 47.60 50.58 
Maximum 48.34 104.13 118.28 
Table 5.2: Load and stress intensity factor at failure for CT20 specimens. 
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CT10_1 19.81 85.58 106.76 
CT102 17.43 75.31 89.94 
CT10-3 21.01 90.75 115.10 
CT10_4 23.62 102.04 135.74 
CT10.5 20.35 87.89 110.46 
CT10_6 26.26 113.43 167.77 
CT10_7 18.56 80.19 98.04 
CT10.8 20.89 90.25 114.28 
CT10-9 29.19 126.11 234.48 
CT10_10 19.85 85.75 107.03 
CT10_11 25.03 108.12 150.64 
CT1O_12 24.38 105.32 143.28 
CT10_13 15.61 67.45 76.67 
CT10_14 14.17 61.20 66.62 
CT10_15 23.56 101.77 135.16 
Mean 21.32 92.08 123.46 
Minimum 14.17 61.20 66.62 
Maximum 29.19 126.11 234.48 
Table 5.3: Load and stress intensity factor at failure for CT10 specimens. 






CT20_11a 30.65 65.92 71.01 
CT20_11b 30.60 65.80 70.87 
CT20_11c 31.33 67.37 72.71 
CT20_12a 36.72 78.97 86.47 
CT20_12b 33.01 70.99 76.96 
CT20_12c 21.10 45.38 47.61 
Mean 30.57 65.74 70.94 
Minium 21.10 45.38 47.61 
Maximum 36.72 78.97 86.47 




ure load KI` K., 
CT20_31b 29.91 64.31 68.75 
CT201c 22.11 47.54 50.03 
CT20.32a 28.01 60.23 64.15 
CT20.. 32b 29.42 63.27 67.58 
CT20_32c 36.19 77.82 84.24 
Mean 30.40 65.38 70.08 
Minium 22.11 47.54 50.03 
Maximum 36.79 79.11 85.73 
Table 5.5: Load and stress intensity factor at failure for CT20 specimens with 
3% prestrain. 
Specimen Label Fracture load KI' K., 
(kN) MPav'm- MPa/ 
CT20-51a 21.41 46.04 48.42 
CT20-51b 30.56 65.72 70.16 
CT20_51c 41.91 90.13 97.98 
CT20.52a 31.81 68.40 73.17 
CT20-52b 36.35 78.17 84.24 
CT20-52c 32.92 70.78 75.86 
Mean 32.49 69.87 74.97 
Minium 21.41 46.04 48.42 
Maximum 41.91 90.13 97.98 
Table 5.6: Load and stress int ensity factor at failure for CT20 specimens with 
5% prestrain. 
RNB45 specimens I RNB60 specimens I RNB90 specimens 
Label F, kN Label F, kN Label F, kN 
RNB45_1 69.06 RNB60_1 67.90 RNB90_1 68.87 
RNB452 73.33 RNB602 60.11 RNB902 68.41 
RNB45_3 65.82 RNB602 56.91 RNB902 69.01 
RNB45_4 70.81 RNB60_4 70.05 RNB90_4 68.67 
RNB45_5 61.80 RNB60-5 75.17 RNB90-5 75.17 
RNB45_6 62.77 RNB60_6 59.82 RNB90_6 67.85 
RNB45_7 74.06 RNB60_7 71.57 RN1390_7 59.82 
RNB45_8 70.87 RNB60-8 71.87 RNB90.. 8 69.70 
RNB45_9 59.82 RNB60.. 9 73.49 RNB909 69.69 
RNB45_10 67.08 RNB60_10 67.78 RNB90_10 71.59 
RNB45_11 70.76 RNB60_11 73.29 RNB90_11 69.47 
RNB45_12 68.49 RNB60_12 61.18 RNB90_12 67.80 
Min load 59.82 56.91 59.82 
Max load 74.06 75.17 75.17 
Mean load 67.89 67.43 68.84 
Table 5.7: Fracture loads for round notched bar specimens. 
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Preload I Fracture load 
Label Fp KI` Ff KI` 
CT20_WPS_1 50.02 108.04 58.60 126.58 
CT20_WPS2 50.01 108.02 58.92 127.27 
0T20_WPS-3 49.97 107.93 58.59 126.56 
CT20_WPS_4 50.16 108.34 61.42 132.68 
CT20_W PS-5 50.17 108.37 48.83 105.46 
Mean 57.27 123.71 
Min 48.83 105.46 
Max 61.42 132.68 
Table 5.8: Load and stress intensity factor at failure for CT20 specimens with 
LUCF WPS load cycle. 
Pre-compression I Pre-tension 
Label F, kN KI` Label F, kN KI` 
NCT_C1 16.99* 37.14* NCT_T1 49.35 107.89 
NCT_C2 27.00 59.02 NCT_T2 44.99 98.36 
NCT_C3 24.87 54.36 NCT_T3 35.20 76.96 
NCT_C4 33.73 73.74 NCT_T4 49.24 107.64 
NCT_C5 26.70 58.36 NCT_T5 51.47 112.52 
NCT_C6 6.47* 14.14* NCT_T6 43.95 96.07 
NCT_C7 36.75 80.35 NCT_T7 36.75 80.35 
NCT_C8 19.77 43.23 NCT_T8 44.86 98.06 
NCT_C9 - - NCT_T9 43.99 96.17 
NCT_C10 36.75* 80.35* NCT_T10 35.06 76.65 
Mean 25.45 55.63 43.49 95.07 
Min 6.47 14.14 35.06 76.65 
Max 36.75 ; 80.35 51.47 112.52 * value for first propagation of non-catastrophic cra ck growth 




Specimen CT20 CT10 WPS NCT NCT CT20 1% CT20 3% CT20 5% 
data CT20 Comp. Ten. prestrain prestrain prestrain 
Fitted Weibull parameters 
R 0.971 0.983 0.743 0.924 0.937 0.845 0.93106 0.943 
Km 23.920 42.149 0.000 0.000 0.000 0.000 29.376 0.000 
Ko 84.216 98.101 128.900 63.763 99.620 71.262 70.167 76.271 
M 3.826 3.092 11.898 2.149 8.138 5.936 3.180 5.172 
Estimated normal parameters 
µ 78.435 92.181 123.480 56.469 93.894 66.072 65.900 70.166 
15.737 17.592 12.466 27.808 13.474 12.699 12.512 15.320 
T and F test results 





Table 6.1: Results of statistical T and F testing of fracture data. 
al ah 
R2 MLE R2 MLE 
RNB90 All RNB90 All RNB90 All RNB90 All 
&CT20 data &CT20 data &CT20 data &CT20 data 
m 11.8 12.2 17.9 17.6 7.3 7.7 12.2 12.4 
+ 13.2 13.7 -- 8.2 8.8 -- 
- 10.5 10.6 -- 6.5 6.6 -- 
ao 2107.5 2078.2 1923.1 1970.0 1832.5 1680.8 1487.5 1441.8 
+ 1413.3 1509.4 -- 1280.2 1273.7 -- 
- 4142.2 3334.7 -- 3223.3 2470.4 -- 
Table 7.1: Beremin model parameters and 90% confidence limits, from max- 
imisation of the coefficient of determinat ion R2 and likelihood estimator. 
al ah 
R2 MLE R2 MLE 
RNB90 All RNB90 All RNB90 All RNB90 All 
&CT20 data &CT20 data &CT20 data &CT20 data 
m 19.3 17.9 24.4 18.2 12.1 11.7 13.7 12.5 
+ 21.1 20.0 -- 13.5 13.1 -- 
- 17.5 15.7 -- 10.7 10.4 -- 
ao 1421.8 1404.6 1472.2 1430.0 940.2 935.7 963.0 954.5 
+ 1003.6 1065.2 -- 703.3 746.6 -- 
- 2437.5 2061.5 -- 1417.9 1253.0 -- 
Table 7.2: Incremental local approach model parameters and 90% confidence 






RNB90 All RNB90 All 






All RNB90 All 
data &CT20 data 
m 18.6 19.4 24.5 20.6 11.7 12.3 13.7 14.8 
+ 20.4 22.0 -- 12.7 13.7 -- 
- 16.7 16.8 -- 10.7 10.8 -- 
ao 1417.2 1429.1 1466.5 1487.3 936.1 952.2 957.1 1008.1 
+ 976.1 1063.0 -- 686.5 743.7 -- 
- 2585.6 2179.6 -- 1470.9 1323.2 -- 
Table 7.3: Incremental local approach model parameters, including threshold 
stress, and 90% confidence limits. Based on maximisation of the coefficient of 











m 22.6 23.6 13.9 15.0 
+ 24.5 26.1 14.9 16.4 
- 20.7 21.2 12.9 13.5 
ao 1380.5 1387.4 891.0 893.8 
+ 1391.2 1406.7 892.0 917.9 
- 1367.1 1361.7 887.0 875.4 
Table 7.4: Non-Weibull incremental local approach model parameters, includ- 
ing threshold stress, and confidence limits. Based on maximisation of the 
coefficient of determination R2. 
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Appendix A- Weibull formulation for the local ap- 
proach 
The failure probability of a small element of volume, AV is given by 
(7.1) OPf = f(0, f-) AV 
The probability of survival is then given by 
LPs=1-OPf (7.2) 
Overall failure probability, for the entire component under consideration is 
therefore 
Pf =1- [JOPs =1- exp 
(E1n(1 
- OPf)) (7.3) 
Taking Taylor series expansion of ln(1 - x) 
°O xk ln(1 - x) _-Z (7.4) 
k=1 
k 
which, for small x, can be approximated to ln(1 - x) -x. This then leads 
to simplified expression of overall failure probability 
Pf =1- exp 
(- E OP f) (7.5) 
where in the terminology of the Beremin model E AP f= (aw/QO)m. 
When x is not small, i. e. where the failure probability of any individual 
element of volume becomes too high, this approximation is no longer accurate 
and therefore the Weibull model is no longer appropriate. 
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Appendix B- The Chell model for warm prestress 
The predictive model for the effect of warm prestressing due the Chell [46] 
was outlined by Smith [150] for fracture following the LUCF load cycle. The 
J integral, about a contour around the yielding region, can be expressed as 
Je = 
KEc 
= ay [u(a) - u(x)] (7.6) 
Where u(a) and u(x) are displacements at the crack tip and across the yielding 
region ahead of the crack tip. Using the strip yielding model of Bilby and 
coworkers 
z 
IL(s) =Y f(x1R) (7.7) E 
f (x/R) = 
[c 
- 2R In 
(1 ±ýIJ (7.8) 
where ay is the yield stress and x is the distance ahead of the crack tip. The 
function ( is 
= (7.9) 
('-fl) 1/2 





The fracture stress intensity factor for the LUCF cycle, following a preload 
KI, can be found from 
22 KIC 
= 
KIc (1- f (Ri/R2)) - 
Kl (1 -f (R3/R2)) + 
K2 
(7.11) 
QY2 C"Yl 2QY1 QYl + QY2 
Which must be solved numerically for K1. The subscripts 1 and 2 refer to the 
proof load and fracture conditions with the ratio between yield region sizes 
given by 
R3 (Kfl 2( 2aY1 l2 
(7.12) 
R2 - Krl \crYl +QY2) 
R3 
_ 
(Kfl 2( oYl l2 (7.13) 
RI \Ki/ \7Y1+QY2l 
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Appendix C- Derivation of the Incremental strain 
local approach 
As for the Beremin model, it is assumed that the distribution of defects in the 
material of interest can be described by a power law distribution. Following 
the method of section 2.4.1, it can be shown that the likelihood of the local 
principal stress exceeding that required to propagate a crack from a defect is, 
Q1 m 
Pprop = 
(ýo ) (7.14 
where Pp,, ,p the probability of propagation in a given unit volume. Intro- 
ducing a maximum defect size leads to, 
QmQh (7.15) Pprop = am 
where Qth is the stress needed to propagate the largest viable defect. 
The overall failure probability is a function of the number of defects and 
the likelihood of there propagation. It is assumed that the rate of defect 
nucleation is controlled by the equivalent plastic strain such that, 
SN = CEP' (7.16) 
where N is the numebr of defects per unit volume and C is a constant. It 
is assumed here that if defects do not propagate upon their nucleation, they 
are blunted by subsequent plastic deformation. Therefore, the probability of 






where the constant C has been incorporated into the vp term. 
The fracture probability, for a general volume V; over a strain increment 




h dt dV (7.18) Vi co 
For a component, consisting of N stressed volumes, the overall probability of 
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failure may then be expressed, 
Pf =11(1-Pfi) 1-exp(J 
Jorl - Orth (7.19) 
i 
which may also be expressed in the standard Beremin `Veibull distribution 
form, defining \Veibull stress as, 
0,. =JIJ (vl - a) dE"1 dV. (7.20) VaL 
To implement in a discrete form, the change in ow is calculated over a 
discrete strain increment DEB? 
Dorm = 
(ýUi c) r° 
-Q 
hý ýýEe)z11'. (7.21) 
i=1 
As it is assumed that defects not propagated upon nucleation are blunted 
by further plastic deformation, the accumulation of `damage' in individual 
volume elements is not considered. Therefore, the probabilty of fracture oc- 
curing in a single volume element is not dependent on the history of that 
element, only the current stress and plastic strain increment. If this is so, the 
cumulative W'Veibull stress may then be calculated. 
Ow =( Aaw)1/m (7.22 
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