Let C be a curve of genus g over the complex numbers. For 0 < d < r, let SU = SU (r, r(g − 1) + d) be the moduli space of bundles with rank r and fixed determinant of deg r(g − 1) + d over C. This paper shows that if d divides (r ± 1), then SU is rational (no matter what the value of g). In fact if the prime divisors of δ > 0 are divisors of r, and d divides r − δ > 0 then SU is rational for any genus. We conjecture that this holds
and this turns out to be a Grassmannian. But even if SU ′ = SU (r − d, r(g − 1) + d) is rational, SU need not be rational. Because unfortunately, if X maps to a rational variety with rational fibers it is not necessarily true that X is rational. But if (r−d, r(g−1)+d) = 1, To see that the above happens consider the following example. Set r = 5, g = 6 and d = 2. 5(6 − 1) + 2 = 27 and is not relatively prime to (5 − 2) = 3. The same thing happens for d = 5 − 2 = 3. Now consider another example. Set r = 7, g = 6 and d = 2.
7(6 − 1) + 2 = 37 which is relatively prime to (7 − 2) . But SU ′ = SU (5, 5(6 − 1) + 2) which is the previous example. We can try d = 7 − 2 = 5 but 7(6 − 1) + 5 = 40 is not relatively prime to 7−5 = 2. The whole inductive argument breaks down unless g is chosen carefully, or if d = ±1, in which case substituting d = r − 1 (By tensoring and perhaps dualizing)
gives a rank 1 cokernel which is rational because it is a point and there is only one fiber. Now Ballico notes that in the coprime-prime case we do not need the SU ′ to be rational, but for some product of a rational variety with SU ′ to be rational. If SU ′ is stably rational with level less than or equal to the dimension of the Grassmannian, then SU is rational.
Unfortunately Ballico could not prove the moduli spaces were stably rational of small enough level; although he did prove them stably rational.
Boden and Yokogawa then proved rationality for most parabolic bundles. As a corollary they proved that bundles with (rank, deg) = (r, d) = 1 are stably rational with level r − 1.
This implies SU is stable if (r(g − 1), r − d) = 1 or (r(g − 1), d) = 1. And this simplifies to (g, d) = 1 or (g, r − d) = 1.
Now the author enters the picture. It would seem at first that Newstead's original argument had reached its logical conclusion. But it could be improved by changing its very beginning. Newstead As in the introduction SU = SU (r, r(g − 1) + d) and U = U (r, r(g − 1) + d), the moduli spaces of stable bundles of rank r and deg r(g − 1) + d with fixed and unfixed determinants respectively. It is assumed that 0 < d < r.
By abuse of notation we say E ∈ SU (or U ) if the isomorphism class of the vector bundle is in the moduli space.
We will use E to denote a fixed bundle and E t to denote a general bundle in the moduli space.
L will denote a single linebundle of deg = 0.
We will consider sets of mutually non-isomorphic line bundles of deg 0:
Our results will not depend on the the choice (except for the Second Theorem).
⊕k where k is the ground field.
We will use dimension counts to prove our results. These arguments are hampered because many bundles do not live on a moduli space, and even those that do may not have a universal or Poincare bundle. But we may (after Sundaram [8] ) form very useful parameter spaces of bundles. 
where E i = E i /E i−1 is semistable, and µ i = µ(E i ) is strictly decreasing. We say that E has Harder Narasimhan (or HN) type {(r 1 , µ 1 ), (r 2 , µ 2 ), . . . (r k , µ k )}; r 1 +r 2 +· · ·+r k = r, where r i = rank(E i ). We set µ 1 = µ max ; it is the upper bound on µ of a subbundle. Similarly, we set µ k = µ min ; it is the lower bound on µ of a quotient bundle. If µ max < 0 then h 0 = 0 as O C is not a subbundle. And by Serre Duality, if µ min (E) > 2g − 2, then h 1 = 0.
Since the complex numbers are characteristic zero,
. Also µ max (E * ) = −µ min (E) by dualizing the HN filtration. and likewise µ min (E * ) = −µ max (E).
If r is fixed and µ max is bounded from above and µ min is bounded from below, there are only finitely many HN types possible. This is also the case when deg is bounded from above and µ min is bounded from below, or if µ max is bounded from above and deg is bounded from below. The advantage is that then there are only finitely many components of the parameter space of unstable bundles, and each has dimension ≤ dim U − (r − 1) or Proof of Proposition 1. The first thing that can go wrong is that the cokernel is not a bundle. In some sense this is all that can go wrong outside of stability. If c = 1 this is obvious. If c = 2, the one dimensional family of (twisted) sections may span a subbundle of E t of rank 1. But going back to c = 1, that means L factored. If that never happened, there is no problem at c = 2 except maybe factoring through a subbundle of rank 2, and so on. So we can assume c ⊕L is a subbundle.
So now the idea is to count dimensions of the space of subbundles in various E t that our trivial bundles could factor through and the dimensions of the space of subbundles of the form c ⊕L. We know c ⊕L embeds in every E t . We also know h 0 (C, E t ) = d for general t and there are c(d − c) dimensions of embeddings. So the total dimension of subbundles
which we will show is larger than the dimension of the space of bundles factored through.
So suppose c ⊕L factors through a bundle S and that we have a sequence;
where Q is a vector bundle. S is a rank c bundle and an elementary transformation of c ⊕L.
So at first glance the dimension of possible bundles S is cδ with δ = deg S, since S must be an elementary transform of c ⊕L. But there are c 2 − 1 projective automorphisms of
Now we estimate and bound the dimension of the space of sections.
Now we add the dimension of bundles S and Q then subtract 1 from Ext 1 in order to get the projective dimension. It all comes out to:
The upshot is that * is bigger than * * , so c ⊕L is a subbundle with a bundle cokernel.
To see that the general cokernel is stable, consider yet another dimension count. We count extensions of the form
Let F u ∈ U be a parameter space of stable bundles of rank r − c and deg r(g − 1) + d. It has dimension (r − c) 2 (g − 1) + 1. Calculating as above we see the dimension of extensions
. A parameter space of nonstable bundles would have dimension at least n − 1 lower; therefore, the general cokernel is stable. That proves Proposition 1.
general E t , L W k , and ek + c < r, then for (perhaps more general E t ) there is an exact sequence: and considering only E t with h 0 (C, E t ⊗ L * i ) = d, and with ed < r, we get for general t, a unique sequence:
Then for a general subbundle Proposition 1 applies and the cokernel is stable. Now we have to pullback the subbundle of F to a subbundle of E t .
For any given embedding
which means the top sequence splits. To interpret this, consider the surjective induced map:
The top sequence splits if the element corresponding to the bottom sequence maps to 0. It is easily verified by a dimension count that there are extensions which cause the upper sequence to split, and many of them. For the kernel is the dimension of the bottom
This forces a choice of F but we can choose E t so that F is stable. Also note, the general extension of F by W k will be stable and have the above vanishings of 
.
Now we count the dimension of pairs (
we get dimension of rank c subbundles given by, cdk(g − 1) + c(d − c). So the map is dominant and a general bundle c ⊕L ⊂ E t has a stable cokernel (provided our bundle is an extension of F ).
The preceding argument has two faults. The first is that we never constructed the object whose dimensions we counted. The second is that it handles F u one u at a time, treating the family of F u as a set (with no algebraic structure).
For the first, let V = Ext 1 (F, W k ). Now there is a sequence over V × C:
Given a point v ∈ V the sequence restricts over v × C to:
where the extension corresponds to v ∈ V . See [5] [7] and [4] . If we tensor by L * and push
When restricted to v × C we get:
A rank c subspace in H 0 (C, E t ) corresponds to a unique subbundle c ⊕L ⊂ E t . And its image in H 0 (C, F ) corresponds to the subbundle's image in F . So we take the Grassmannian bundles and note that the second Grassmannian bundle maps from V × Gr to Gr. So a Grassmannian bundle over V dominates a Grassmannian.
The previous dimension count now holds. And our dimension count has shown a birational map between subbundles of general E t and those of F . We have a general subbundle, c ⊕L ⊂ F has a stable cokernel by Proposition 1. And that implies a general subbundle
We need to extend this result to a general cokernel F u . So we need a general construction of a universal extension of two families of vector bundles. 
The dimension of the subbundle (for given E) is the dimension of the Grassmannian(c, d) = cd − c 2 . So our final dimension is:
Now suppose the map in the proposition does not surject onto E t . It then surjects onto some bundle Q and E t is an elementary transformation of Q. So this means
To calculate the dimension of the family of Q's consider the sequence:
for all L i and K. An informal dimension count gives:
(r + 1)(r − 1)(g − 1) + g + (r + 1)d − (r + 1)δ.
This follows from there being r +1 subline bundles in W k c ⊕L k+1 . All of them have deg = 0,
and K * has deg = r(g − 1) + d − δ, and therefore, h 0 (C, K * ⊗ L i ) = (r − 1)(g − 1) + d − δ.
The g is the dimension of the possible K. Now we need to account for the automorphisms which come to kd 2 − c 2 . Now note that (r + 1)d = (kd + c)d = (kd 2 + cd). And hence, (r + 1)d − kd 2 − c 2 = cd − c 2 . Finally we have to add rδ the dimension of elementary transformations. The total dimension is:
Since ( * * * ) ≥ ( * * * * ) with equality iff δ = 0, we can conclude surjectivity accept for two problems. Now we are prepared to prove the Main Theorem.
Proof of Main Theorem part A.
Suppose ed = r − 1. By Proposition 1 and repeated use of Proposition 2, for a general E t ∈ SU we have a sequence:
for a fixed line bundle A. Now the family of E t is given by elements of Ext 1 (W, A) modulo the automorphism of W . Ext 1 is given by H 0 (C, ω C ⊗ W * ⊗ L) * . This decomposes into a direct sum of H 0 (C, ω C ⊗ V * i ⊗ A) * , which in turn is isomorphic to a direct sum of
Concentrating on one i we can see that the quotient by the automorphisms of U i gives a Grassmannian. So the whole thing is just a product of Grassmannians.
Now for ed = r + 1 , Proposition 3 shows that for a general E t ∈ SU , we have an exact
for some fixed bundle A. So the family is parameterized by Hom(A, W ) modulo the automorphisms on W . We can decompose and get a direct sum of H 0 (C, L * ⊗ L i ) ⊗ U i modulo the automorphisms of W -but again, this is just a product of Grassmannians.
And we are done.
To prove part B we need a result of Boden and Yokogawa.
Definition.
A variety X is stably rational of level k if X × P k is rational.
Theorem 3 (Boden and Yokogawa [3] ). If (r, d) = 1 then SU (r, d) is stably rational of level r − 1 Now we prove part B.
Proof of Main Theorem part B. As in the argument for part A, using Propositions 1 and 2 repeatedly we get a sequence for general E t ,
where F u is stable. This means a general E t is an extension of a stable bundle F u by W .
So for a general F u and a general extension by W we get E t ∈ SU . The map to SU is not one to one, but its fiber is just the automorphisms of W since for general E t , W is a unique subbundle.
So now we need to construct the map more carefully, then take care of the fiber. First note that by the hypothesis the rank and degree of F u (which is (δ, r(g−1)+d)) are coprime because all factors of δ divide r and not d. So now let SU ′ = SU (δ, r(g − 1) + d). SU ′ is a fine moduli space with a Poincare bundle P over SU ′ × C. We also have projections p 1 and p 2 onto SU ′ and C respectively. Now we will form a bundle parameterizing extensions
The general fiber is 
. This is (r+δ)(g−1)+d. Now to get the rank of the full bundle we multiply by e the number of L i , and d the rank of U i . But ed = r−δ, so we get (r+δ)(r−δ)(g−1)+ed 2 . Now Aut(W ) has dimension ed 2 . So the product of Grassmannians has dimension (r + δ)(r − δ)(g − 1) ≥ r − 1. Now by Boden Yokogawa SU ′ cross the product of Grassmannians is rational. And therefore so is SU . We shall have more to say about this in the next section, after making a conjecture. §4 Conjectures Inspired by the Main Theorem, it seems natural to prove that SU is rational if ed = r+δ where δ has the property that any prime divisor of δ is a prime divisor of r, and 0 < d < r.
We attempt a proof.
We begin by constructing the universal hom space over SU and {W}. It might have more than one irreducible component, corresponding to bundles E t where h 0 (C, W * ⊗ E t )
is large because h 1 is large. But for a general bundle we have the above h 1 = 0. So we get one irreducible component which dominates SU . Now given a morphism W ։ E.
We get a morphism K E,W ֒→ W . We would like K E,W to be stable. And given 1) ), we get r 2 (g − 1) + ed 2 . This is Hom is, by the calculations preceding Conjecture 1, the dimension of the family +(r 2 − δ 2 )(g − 1) + ed 2 . Now this adds up to r 2 (g − 1) + 1 + ed 2 (the dimension of Hom(W, E)) if and only if the dimension of the family is δ 2 (g −1)+1. But deg K W,E is fixed, and µ max < 0 because it is a subbundle of W . This means there are only finitely many HN types. But the dimension of a parameter space for unstable bundles is less than δ 2 (g − 1) + 1. Hence, K W,E is generically stable. So it would suffice to prove the following conjecture in order to prove Conjecture 1.
is spanned by W , and h 1 (C, K * W,E ) = 0.
We can prove Conjecture 2 if e = 1 or 2. To prove this we need a Lemma belonging to folklore. By an elementary transformation of a bundle E we mean the kernel, E p , of a sequence.
where p is a reduced point on C. This corresponds to blowing up a point p ∈ P(E) and taking the pushdown of the fiber. Corresponding to a point on P(E) there is a r − 2 plane in P(E p ) and this corresponds to a point in P(E * p ). If we blow up this point, blow down the fiber, and then dualize we get E back. This is known as an inverse elementary 
There is a second exact sequence
The second sequence surjects onto the first and the kernel is
And by reversing the last sequence and taking cohomology we see that K * E p ,W p is nonspecial. Repeating this argument proves the case e = 1.
For the case e = 2 there are line bundles L 1 and L 2 of deg 0. Now do the case where d = r. Choose a general line bundle A with deg(A) = g so that A ⊗ L * i is not special for i = 1 or 2. And choose A such that the divisors |A ⊗ L * 1 | and |A ⊗ L * 2 | have no points in common. Now let E be the direct sum of r copies of A. It is easily verified that h 1 (C, K * E,W ⊗ L i ) = 0 for i = 1 or 2. This proves the case d = r. The remaining cases are proved as above using elementary transformations.
Remark 5. The case e = 1 has no impact on Conjecture 1. The case e = 2 seems to but does not. For suppose that 2d = r + δ where every prime factor of δ divides r. Then 2(r − d) = r − δ where δ has the above properties. So the result is already known because SU (r, r(g − 1) + d) ∼ = SU (r, r(g − 1) + r − d).
However the case e = 1 may have some use. Throughout this paper we assumed the choice of bundles {L 1 , . . . L e } was of arbitrary distinct bundles. But we never needed that fact (outside of distinctness). So consider L 1 such that L ⊗i 1 is trivial iff i is a multiple of e. Now set L i = L ⊗i 1 . The set of L i corresponds to a cyclicétale coverC of C. The L i pull back to be trivial, soW the pullback of W is trivial. OnC, a general K * E,W is nonspecial.
So we expect (but have not proven!) that for generalẼ a pullback of E on C, K * E,W is nonspecial. Proving this would prove Conjecture 2 and hence Conjecture 1. Because then K E,W ⊗ L i would be nonspecial for all i.
To prove this last conjecture it is required to prove that a generalẼ is spanned. That much we can do. But unfortunately we work over C and notC. A new proof of the Second Theorem may lead to a proof of the above.
Now we prove the Second Theorem.
Proof of Second Theorem. A cyclic cover of degree e (where p does not divide e) corresponds to a subgroup of e torsion points of the Jacobian. Or in other words a set:
{L, L ⊗2 . . . L ⊗(e−1) , L ⊗e }, with L ⊗i = O C iff i = e. Setting the above set of line bundles equal to L 1 , L 2 , . . . L e , and noting that the sections of π * E are the pullback of W , we then get the Second Theorem from Proposition 3.
Remark 6.
Assuming the conjecture on the stability of K E,W there are more equations (as in Remark 4) that g must solve. We have r = 13 and d = 5 or 8. The case e = 2 gives nothing new (as in Remark 5). But for e = 3 we have 3 × 8 = 24 = 13 + 11 which gives the equation 13(g − 1) + 8 ≡ 0 (mod 11) or g ≡ 8 (mod 11).
But e = 3 and d = 5 gives nothing new. However, for e = 4 and d = 5 we get 20 = 13 + 7 so 13(g − 1) + 5 ≡ 0 (mod 7). This reduces to g ≡ 6 (mod 7).
Taking these equations, the previous equations, and using the Chinese Remainder Theorem we get g ≡ 2, 120 (mod 2, 310).
