Abstract: We show optical waves passing through a nanophotonic medium can perform artificial neural computing. Such a medium exploits linear and nonlinear scatterers to realize complex input-output mapping far beyond the capabilities of traditional nanophotonic devices.
INTRODUCTION
Despite the potential that Artificial neural networks have shown in a wides range of applications, their limited speed and high energy consumption has prompted an effort to search for alternative approaches. One interesting approach is optical neural computing [3] which has minimal energy consumption with an intrinsic parallelism that can greatly accelerate computing speed. 2 shows a NNM in action, where a two-dimensional (2D) medium is trained to recognize gray-scale handwritten digits. Each time, one image is converted to a vector, and then encoded as the spatial intensity of input light incident on the left. Inside the NNM, nanostructures create strong interferences and light is guided toward one of ten output locations. In this work, Finite-Difference Frequency-Domain (FDFD) method is used to solve for the wave in the proposed nonlinear media. The size of the NNM is 80λ by 20λ , where λ is the wavelength of propagating light. The average recognition accuracy reaches 79.5% on our test set. The limited reported accuracy is due to the heavy constraints we set during the optimization for fabrication concerns.
TRAINING PROCESS
We now discuss the training of NNM. The underlying dynamics of the NNM are governed by the nonlinear Maxwell's equations, which, in the frequency domain, can be written as
where L (r,E (r) ) = (∇ × ∇×)/µ − ω 2 ε (r,E (r) ) , and µ and ε are the permeability and permittivity. J is the current source density which represents the spatial profile of the input light and. For a classification problem, the probability of the i th class label is given by h i = ( dr |E(r)| 2 R i (r))/(∑ 10 i=1 dr |E(r)| 2 R i (r)) (percentage of energy at the i th receiver relative to the total optical energy that reaches each receiver). Here the profile function R i (r) is only non-zero at the position of the i th receiver. The training is performed by optimizing the dielectric constant ε(r, E) similar to how weight parameters are trained in traditional neural networks. The cost function C is defined by the cross entropy between the output vector h and the ground truth y. Here, we use Adjoint State Method (ASM) to compute the gradient with respect to all the points in one step:
Here λ (r) is a Lagrangian multiplier, which is the solution to the adjoint equation (Eq.3).
The training process minimizes the summation of the cost functions C for all training instances through Stochastic Gradient Descent. The process starts with one input image as the light source, for which we solve the nonlinear Maxwell's equations in an iterative process until the field converges. The next step is to compute the gradient based on Eq.3 and update the permittivities. At this point, the training of this instance is finished and the whole process is repeated again, for the next image in the training queue, until the cost converges.
The gradient descent process treats the dielectric constant as a continuous variable, but in practice, we use discrete values (e.g. 2.16 and 1 for a SiO 2 host material and linear air inclusions) in a fabricable manner. This is done by using a level set function, where each of the two materials is assigned to each of the two levels in the level-set function φ (r) similar to ref [2] . The training starts with randomly distributed inclusions, both linear and nonlinear, throughout the host medium. The boundaries between two materials evolve during the training by Eq.4.
Here v(r) is the gradient calculated by ASM and |∇φ | indicates the boundary between the two constituent materials. Therefore, at each step, this method essentially decides whether any point on the boundary should be switched from one material to the other.
Conclusion
In our work [1] , we introduce a class of nanophotonic media that can perform complex and nonlinear mode mapping equivalent to artificial neural computing. Also, from the neural computing perspective, the concept of NNM shows that any nanostructures could be optimized to perform neural computing without the rigid constraint of layer structures.
