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Abstract
In quantum mechanics, if one party performs a measurement on one system,
different outcomes can lead to different states for another system. This
phenomenon is known as quantum steering.
The thesis begins with some general results about steering: a classifi-
cation of which states permit the most powerful type of steering, and the
implications of this for quantum correlations.
The first main topic is steering in two-qubit systems. It turns out that
steering provides an excellent way to visualize two-qubit states, leading to
a novel criteria for entanglement and a better understanding of separable
states. Oddly, the structure of steering can be more subtle in separable
states than it can be in entangled ones.
Returning to general quantum systems, I then turn to the EPR paradox,
and its generalisation using Local Hidden State models. I show that the
lack of such models can be used to quantify the amount of entanglement
shared by two parties, even when one of them does not trust their measuring
devices.
Finally, the desire to understand steering without invoking “spooky action-
at-a-distance” leads to the idea that quantum states are states of knowledge.
I explore some de Finetti theorems that help to make sense of this idea, but
then show a significant roadblock the most natural formalisation of it.
The main results in chapters 3 and 4 appear in [JPJR13] and [Pus13]
respectively. The result in chapter 6 was improved in collaboration with my
supervisors and published in [PBR12].
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1. Introduction
To investigate quantum steering, we first need to review a little quantum
theory. Familiarity with the basics of linear algebra is assumed, chapter 2
of [NC00] provides an good review of the relevant material. Once the key
concepts have been established this chapter concludes with a guide to the
remainder of this thesis.
1.1. Operational quantum theory
Quantum mechanics is a vast subject, but for the purposes of this the-
sis we will only require the following “bare-bones” version of the finite-
dimensional non-relativistic theory. I will take the following notions to be
primitive: quantum system, preparation, and measurement. Examples of
quantum systems include the polarization of a photon and the orbital en-
ergy of an electron. A preparation is some repeatable procedure which
outputs a quantum system. A measurement is some repeatable procedure
that receives a quantum system and then produces an “outcome” from some
finite set, for example a particular light may switch on.
Figure 1.1.: The simplest quantum experiment: preparation of ρ followed
by measurement of {Ea}, here resulting outcome a = 2.
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The theory associates these primitives with the following mathematical
objects, as described, for example in [NC00, Per95, SW10]. A quantum sys-
tem is associated with a finite-dimensional Hilbert space H. A preparation
is associated with a unit trace positive operator on H, called the quantum
state ρ. A measurement is described by associating each outcome with a
positive operator Ea on H, with
∑
aEa = I, the identity operator. The set
{Ea} is called a Positive Operator Valued Measure (POVM). Finally, the
probability that a preparation associated with ρ followed by a measurement
associated with {Ea} gives outcome a is given by the Born rule Tr(ρEa),
where Tr is the trace. A word of warning: I will often (indeed, starting with
the next paragraph) abuse terminology by referring to the above primitives
and their associated mathematical objects interchangeably, but this should
not be taken to suggest they are in any sense conceptually equivalent. As
Peres put it [Per95]: “Quantum phenomena do not occur in a Hilbert space.
They occur in a laboratory.”.
In this thesis it will be assumed that any quantum state can, at least
in principle, be prepared, and likewise any POVM can be measured. For
some justifications in the case of specific physical situations, see for example
[RZBB94, SW80].
If a POVM {Ea} spans the Hermitian operators on H, then it is called
informationally-complete [Pru77]. This implies that for all ρ 6= σ there ex-
ists an a such that Tr(ρEa) 6= Tr(σEa), i.e. the probabilities associated with
an informationally-complete POVM suffice to specify the quantum state.
Estimating such probabilities by repeated preparations and measurements
is known as state tomography, because provided the Ea are known this gives
an estimate of ρ.
Suppose one samples λ from some probability distribution {pλ}, and then
prepares a system according to a state ρλ. This overall procedure is cer-
tainly a preparation, and therefore must correspond to a quantum state.
The probabilities for any measurement outcome must be
∑
λ pλ Tr(Eaρλ) =
Tr (Ea
∑
λ pλρλ) (where we have used the linearity of the trace), which fixes
the state to be
∑
λ pλρλ. This is known as a convex combination or mixture,
see fig. 1.2 for an example.
If ρ is rank one (and hence a projector) it is called a pure state. Otherwise
it is called a mixed state. The reason for this language is that by the spectral
theorem we can write a mixed state as ρ =
∑
λ pλψλ where the ψλ are pure
10
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Figure 1.2.: Preparation of a mixture: Tossing a fair coin and preparing ρH
on heads and ρT on tails is equivalent to preparing
ρH+ρT
2 .
states and the pλ ≥ 0 sum to 1. Hence we can think of ρ as representing that
mixture. It is worth noting that this decomposition is not unique, which
will turn out to be important later on.
A normalized vector that a pure state ψ projects onto will be written |ψ〉,
and its dual 〈ψ|, so that ψ = |ψ〉 〈ψ|. Notice that this only fixes |ψ〉 up to
multiplication by a phase eiθ. The inner product between two vectors |ψ〉
and |φ〉 would then be 〈φ| |ψ〉, which is usually abbreviated to 〈φ|ψ〉. This
use of angle brackets is known as bra-ket or Dirac notation [NC00].
Finally, we call two states ρ and σ orthogonal if Tr(ρσ) = 0. By letting
E1 be the projector onto the support of ρ and E2 = I − E1 we see that
measurement of {E1, E2} allows the determination of which one of ρ or σ
were prepared. For two non-orthogonal states this task is impossible [NC00].
1.2. Composite systems
We will also need to consider composite quantum systems. If we wish to
consider two quantum systems A and B associated with Hilbert spaces HA
andHB as a single system AB, then we use the tensor product Hilbert space
HAB = HA⊗HB. If A is prepared in state ρA and B in ρB, this corresponds
to preparing the composite system in ρAB = ρA ⊗ ρB, known as a product
state, see fig. 1.3. Mixtures of product states are known as separable states.
Many of the surprising aspects of quantum theory stem from the fact that
there are some states not of this form, known as entangled states [HHHH09].
There is a similar story for measurements. If {Ea} is measured on A and
11
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Figure 1.3.: Preparation of a product state: preparing system A in ρA and
B in ρB prepares the combined AB system in ρA ⊗ ρB.
{Fb} on B, this corresponds to the product measurement {Gab} = {Ea⊗Fb}
on AB, but not all measurements on AB are of this form.
Suppose a composite system is undergoing a product measurement, but
we are only interested in the measurement result on system A. The probabil-
ity of outcome a is given by
∑
b Tr(ρAB(Ea⊗Fb)) = Tr(ρAB(Ea⊗ I)), where
we have used that
∑
b Fb = I. Notice that this does not depend on {Fb},
this is known as the no-signalling principle because it prevents the choice
of measurement on system B being used to send signals to system A. Now1
Tr(ρAB(Ea ⊗ I)) = Tr(TrB(ρAB(Ea ⊗ I))) = Tr(TrB(ρAB)Ea) = Tr(ρAEa)
where ρA = TrB(ρAB) is known as the reduced state on A. It is a unit
trace positive operator that suffices to make predictions (using the Born
rule as normal) when we are only interested in measurements on system A.
More operationally, we can consider preparing ρAB and then throwing away
system B as a preparation of ρA, as in fig. 1.4.
We can now state an important result that links pure and mixed states.
Theorem 1.1 (purifications [NC00]). For any mixed states ρA on a sys-
tem A, there exists a pure state ψAB on a larger system AB, such that
TrB ψAB = ρA. Furthermore if ψAB and ψ
′
AB are two such states, they are
1TrB denotes the partial trace on B, defined as the linear extension of TrB(M ⊗N) =
M Tr(N), see [NC00] for details. Notice in particular that Tr(TrB(M ⊗ N)) =
Tr(M Tr(N)) = Tr(M) Tr(N) = Tr(M ⊗N), which can be extended by linearity.
12
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= 
Figure 1.4.: Preparation of a reduced state
the same up to a change of basis on HB. In other words, there exists a
unitary matrix U on HB such that |ψ′AB〉 = (I⊗ U) |ψAB〉.
This result can be understood as the reason behind many of the differences
between quantum mechanics and classical theories [CDP10]. Indeed it will
be used multiple times in this thesis.
1.3. Steered states
In the previous section we ignored the results of measurements on B and
obtained the reduced state on A. Suppose instead that one obtains out-
come b from the measurement {Fb} on B and is interested in predicting the
outcome of the measurement {Ea} on A. By the definition of conditional
probability we have
p(a|b) = p(a, b)
p(b)
=
Tr(ρAB(Ea ⊗ Fb))
Tr(ρBFb)
=
Tr(TrB(ρAB(Ea ⊗ Fb)))
Tr(ρBFb)
=
Tr(TrB(ρAB(I⊗ Fb))Ea)
Tr(ρBFb)
= Tr
(
σb
Tr(σb)
Ea
)
(1.1)
where σb = TrB(ρAB(I ⊗ Fb)) is the steered state for A when outcome b is
obtained on B.
Notice that Tr(ρAB(I ⊗ Fb)) = Tr(ρBFb) is generally less than 1, so σb
does not satisfy the unit trace normalization condition. Hence the appear-
ance of σb/Tr(σb) in the last term of eq. (1.1). The convention of using
sub-normalized steered states generally results in cleaner expressions. For
13
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= 
Figure 1.5.: Preparation of a steered state
example the fact that
∑
b σb = ρA expresses the fact that if we don’t know
the outcome b we are back to the reduced state case considered in the pre-
vious section.
These results can be expressed in a more operational language by saying
that preparing ρAB, measuring {Fb} on B, and only considering cases where
outcome b is obtained, prepares the state σb/Tr(σb) on A, as in fig. 1.5.
1.4. Digression: comparison with other
formulations
The above presentation is not how quantum theory is typically introduced
in a textbook, for example [Gri05, Rae07, Bal98]. There are three main
points where it may differ.
Firstly the theory is normally presented, at least initially, using infinite-
dimensional Hilbert spaces. This is because it is currently the most relevant
case for applications. Since the present thesis is concerned with more ab-
stract matters, it makes sense to focus on the mathematically more forgiving
finite-dimensional case. Later work could then study how far the conclu-
sions carry over to the infinite-dimensional case. This is standard practice
in the field of quantum information [NC00, SW10].
Secondly the theory is normally presented, at least initially, with reference
only to pure states and projective measurements (meaning E2a = Ea for all
a). Indeed ρ is often not mentioned at all, instead the vector |ψ〉 is used
instead. The justification for this is less clear, since any actual preparation
14
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procedure will always have some noise and hence result in a mixed state.
On the other hand, we’ve seen in theorem 1.1 that any state can be formally
written as the reduced state of some pure state. Similarly, any POVM can be
viewed a projective measurement on a larger system (known as a Naimark
extension) [NC00]. Hence there is ultimately only a loss of convenience,
rather than a loss of generality, in considering only pure states and projective
measurements.
Finally, the theory is normally presented in a conceptually different man-
ner. In particular, the presentation often includes implicit or explicit claims
about the “reality” of a quantum system. One common claim are that pure
quantum states are the complete description of this reality. This allows the
theory to be presented without direct reference to “preparations”, although
reference to “measurements” is usually still made. In completely the oppo-
site direction, another common claim is that quantum systems are not real
or it is meaningless to ask about their reality. This makes an operational
presentation inevitable. On a related matter, steered states are claimed
to be the result of anything from a physical “collapse” process to a mere
updating of information. Since parts of this thesis will aim to investigate
exactly these sorts of issues, it is essential to begin with a formulation that
doesn’t presuppose any particular resolution of them. The minimalist for-
mulation of the theory presented here has also been very useful as a target
for recent work that reconstructs the theory from new postulates (for exam-
ple [Har11, CDP11, MM11]), and as a starting point for work that seeks to
compare quantum theory to alternatives (for example [Bar07, GMCD10]).
1.5. The road ahead
We have seen that the measurement result from one part of a composite
system allows us to define a steered state for making predictions about the
other part. Note that this applies regardless of the distance between the
parts and the timings of the measurements. This appears somewhat myste-
rious, and it will turn out to be closely related to other poorly understood
aspects of quantum theory. It will therefore be taken as the starting point
for an exploration of quantum theory.
The next chapter will present two related general results about steering,
which show that it is in some sense “maximal” in quantum theory, and that
15
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it lies at the heart of understanding quantum correlations. I will then focus
on the simplest case, where each part of the system has a two-dimensional
Hilbert space, and explore the fascinating geometric picture of steering that
emerges. In particular, a connection with entanglement will be noted, a
theme that continues in the following chapter, which begins to explore the
implications of steering for our understanding of the world. We will ulti-
mately be led to the notion that even pure quantum states might best be
understood as states of knowledge rather than states of reality, an idea that
will be considered in the final two chapters.
16
2. Steering warm-up: extending
two theorems
To get things started, in this chapter I will recap and then slightly strengthen
two known results. The first is the earliest, and arguably the most funda-
mental, result about quantum steering. The second result is, on the face of
it, nothing to do with steering, but it turns out that the first result provides
an elegant explanation for it.
2.1. Complete steering from purifications
The first question one might ask about steering is exactly how “powerful”
this effect is in quantum theory. More formally, what sets of {σb} can arise
as steered states? We have seen that the no-signalling principle tells us that
we always have
∑
b σb = ρA, the reduced state on A. Consider first the case
when σb are rank one, i.e. proportional to pure states. Then it turns out
that when the initial state of the composite system is also pure, there is no
further restriction on the σb:
Theorem 2.1 (Schro¨dinger [Sch36]). Let ψAB be a pure state. Then for
any rank one positive operators {σb} on HA satisfying
∑
b σb = TrB ψAB,
there exists a POVM {Fb} on HB with σb = TrB(ψAB(I⊗ Fb)).
Notice that the desired {σb} can be chosen after ρAB has been prepared
and the two systems moved to separate locations. This surprising result was
first published by Schro¨dinger [Sch36], although he explicitly did not claim
priority. It has since been partially or fully rediscovered numerous times,
for example [Jay57, Gis89, HJW93], for a full history see [Kir06].
Proof (following [Mer99]). Suppose b runs from 1 to n. Let HB′ be n-
dimensional, and fix some orthonormal basis |b〉. Write σb = |σb〉 〈σb| where
the |σb〉 are sub-normalized vectors, i.e. 〈σb|σb〉 = Tr(σb).
17
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Let ψ′AB′ be the projector onto
∑
b |σb〉 ⊗ |b〉. Then {|b〉 〈b|} is a POVM
on HB′ with TrB′(ψ′AB′(I⊗ |b〉 〈b|)) = (I⊗ 〈b|)ψ′AB′(I⊗ |b〉) = σb.
Furthermore, TrB′(ψ
′
AB′) =
∑
b σb = TrB(ψAB), i.e. ψ
′
AB′ and ψAB are
both purifications of TrB(ψAB). If HB′ ' HB then we are done, because by
theorem 1.1 there exists a unitary U such that |ψ′AB′〉 = (I⊗ U) |ψAB〉 and
then {U † |b〉 〈b|U} gives the desired POVM.
If HB is smaller than HB′ , first embed the former in the latter, and notice
that restricting a POVM to a subspace still gives a POVM. If HB is larger,
do the embedding the other way round and notice that a projector onto
the subspace added to HB′ can be added to, say the first outcome |1〉 〈1|
to ensure that the outcomes still sum to the identity, without affecting the
rest of the argument.
The following result is closely associated with theorem 2.1 and is also very
useful as it classifies all the ways of decomposing a state into pure states:
Theorem 2.2. For any state ρ and equal size sets of rank one positive
operators {σb} and {σ′b} satisfying
∑
b σb = ρ =
∑
b σ
′
b there exists a unitary
U such that
|σb〉 =
∑
b′
Ubb′ |σ′b′〉 (2.1)
where the subnormalized vectors |σb〉 and |σ′b〉 are defined by σb = |σb〉 〈σb|
and σ′b = |σ′b〉 〈σ′b|.
Proof. Similarly to the previous proof, let |ψAB′〉 =
∑
b |σb〉 ⊗ |b〉 and
|ψ′AB′〉 =
∑
b |σ′b〉 ⊗ |b〉. These are two different purifications of ρ and so
there exists a unitary U with |ψAB′〉 = (I⊗ U) |ψ′AB′〉, i.e.∑
b
|σb〉 ⊗ |b〉 =
∑
b′
|σ′b′〉 ⊗ U |b′〉 =
∑
b,b′
|σ′b′〉 ⊗ Ubb′ |b〉 , (2.2)
which implies eq. (2.1).
There are two ways in which theorem 2.1 can be improved. First, it is
not hard to see that the restriction to rank one σb can be lifted. Secondly,
the assumption of a pure state on AB is a little stronger than necessary, as
one can easily find mixed states for which the conclusion still holds. (For
example, take a mixture of purifications of the same ρA with an extra “flag”
system for B to specify the purification.)
18
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Theorem 2.3. Let ρAB be a state on AB and ρA = TrB(ρAB). Then the
following are equivalent:
1. There exists a purification ψABC of ρAB with A is uncorrelated with C,
i.e. ρAC = ρA⊗ρC where ρAC = TrB(ψABC) and ρC = TrAB(ψABC).1
2. For any purification ψABC , A is uncorrelated with C.
3. For any rank one positive operators {σb} on HA satisfying
∑
b σb = ρA
there exists a POVM {Fb} on HB with σb = TrB(ρAB(I⊗ Fb)).
4. For any positive operators {σb} on HA satisfying
∑
b σb = ρA there
exists a POVM {Fb} on HB with σb = TrB(ρAB(I⊗ Fb)).
I will call condition 4 complete steering, as it is the maximum amount of
steering compatible with the no-signalling principle. To recover theorem 2.1,
notice that if ρAB is pure then ρAB⊗ψC where ψC is an arbitrary pure state
on C is a purification of ρAB which satisfies condition 2, and condition 3 is
then the conclusion. We will need the following lemma, which also appears
in [PR12]:
Lemma 2.1. Let f be a convex-linear map from the set of states on H to
the real numbers. Then any state ρ has a decomposition into rank(ρ) pure
states ψi which all satisfy f(ψi) = f(ρ).
Proof. For an arbitrary decomposition into rank(ρ) pure states {ψi}, con-
sider the figure of merit
F =
∑
i
|f(ψi)− f(ρ)| (2.3)
If F > 0 we can construct a new decomposition with smaller F as follows.
Take k so that f(ψk) is maximal and l so that f(ψl) is minimal. Notice
that we can “continuously swap” ψk and ψl. More formally, there exists
continuous functions ψk(θ), ψl(θ) with ψk(0) = ψl(pi) = ψk and ψk(pi) =
ψl(0) = ψl such that ρ can be decomposed into ψk(θ), ψl(θ) and the original
ψi with i 6= k, l for any θ ∈ [0, pi]. To see this, consider the continuous family
of unitaries U(θ) with U(θ) |k〉 = cos(θ/2) |k〉 − sin(θ/2) |l〉 and U(θ) |l〉 =
sin(θ/2) |k〉+cos(θ/2) |l〉 and all other |i〉 unaffected, and apply theorem 2.2.
1This condition was suggested to me by Terry Rudolph.
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Now by the intermediate value theorem there exists a θ∗ ∈ (0, pi) with
f (ψk(θ
∗)) = f (ψl(θ∗)). Since by convex-linearity the average value of f
of this new decomposition must still equal f(ρ), this procedure must have
reduced F . Finally, since the unitary group is compact, by theorem 2.2 the
set of decompositions of ρ into rank(ρ) pure states is compact and hence
F = 0 must be achieved for some decomposition.
Proof of theorem 2.3. Condition 1 =⇒ condition 2: By theorem 1.1 any two
purifications are related by a unitary on C, which preserves the property
that ρAC = ρA ⊗ ρC .
Condition 2 =⇒ condition 1 and condition 4 =⇒ condition 3: Trivial.
Condition 3 =⇒ condition 4: Decompose each σb =
∑
k σbk where the
σbk are rank one and apply condition 3 to obtain a POVM {Ebk}. Then by
linearity {∑k Ebk} is the required POVM for condition 4.
Condition 1 =⇒ condition 3: Let ψAB1 be a purification of ρA. Ap-
plying theorem 2.1 to ψAB1 we obtain a POVM {F ′b} on HB1 with σb =
TrB1(ψAB1(I⊗ F ′b)).
Let ψB2C be a purification of ρC . Then ψAB1B2C = ψAB1 ⊗ ψB2C is
a purification of ρAC . But so is ψABC . Hence if HB1B2 ' HB then by
theorem 1.1 the two purifications must be related by a unitary U and we can
take Fb = U
†(F ′b⊗I)U and find TrB(ρAB(I⊗Fb)) = TrBC(ψABC(I⊗Fb⊗I)) =
TrB1B2C(ψAB1B2C(I⊗F ′b ⊗ I)) = TrB1(ψAB2(I⊗F ′b)) Tr(ψB2C) = σb. If not,
use embeddings similarly to the proof of theorem 2.1 above.
Condition 3 =⇒ condition 2: Suppose condition 2 does not hold, i.e.
there exists a purification ψABC with ρAC 6= ρA ⊗ ρC . Let {Ea} and {Fc}
be informationally-complete POVMs. Then {Ea ⊗ Fc} span HA ⊗HC , and
so ρAC 6= ρA⊗ρC implies that there exists a and c with Tr(ρAC(Ea⊗Fc)) 6=
Tr((ρA ⊗ ρC)(Ea ⊗ Fc)). This in turn implies that TrC(ρAC(I ⊗ Fc)) 6=
TrC((ρA ⊗ ρC)(I ⊗ Fc)) = Tr(ρCFc)ρA. In other words, if outcome Fc
is obtained on C then the applicable state for A is ρ′A = TrC(ρAC(I ⊗
Fc))/Tr(ρCFc) 6= ρA, i.e. the correlation between A and C implies C has
at least some ability to steer A.
Now consider how this ability can be reconciled with the steering of A by
B that is possible according to condition 4. Suppose measurements {Eb}
are {Fc} are made on B and C respectively, then each pair of outcomes
must result in steered state σbc for A. If we ignore the measurement on
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{σbc}
{σb} {σc}
ρA
∑
c
∑
b
∑
b
∑
c
Includes some ρ′A 6∝ ρAChosen as pure states whose
convex hull doesn’t include ρ′A
Figure 2.1.: Summary of argument for condition 3 =⇒ condition 2
C, we obtain σb =
∑
c σbc, and by the no-signalling principle the must be
the same as the steered state calculated by considering measurement {Eb}
on state ρAB alone. If the latter measurement result in rank one steered
states σb, then we must have σbc ∝ σb since a rank one operator cannot be
decomposed any further. Hence by condition 4 we can ensure the σbc are
proportional to any set of pure states that ρB can be decomposed into. This
argument is summarised in fig. 2.1.
If we ignore the measurement on B, we obtain σc =
∑
b σbc, and again by
the no-signalling principle this must be identical to what is obtained using
ρAC alone. In particular there must be a σc ∝ ρ′A defined above. Combining
these, we will have a contradiction provided we can find a decomposition
{σb} of ρA into a set of pure states that ρ′A cannot be decomposed into.
The proof is completed by showing that such a decomposition exists for
any ρA 6= ρ′A. Since ρA 6= ρ′A, there must exist a positive operator E
(for example, an element of an informationally-complete POVM) such that
Tr(ρAE) 6= Tr(ρ′AE). Use lemma 2.1 with Tr(·E) to decompose ρA into
pure states ψi such that Tr(ψiE) = Tr(ρAE). ρ
′
A cannot be a mixture of
the ψi, because any such mixture ρ˜ has Tr(ρ˜E) = Tr(ρAE) 6= Tr(ρ′AE) by
linearity.
I will now turn to an interesting application of this result.
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2.2. Quantum correlations from local quantum
theory
Suppose two parties, Alice and Bob, share a quantum state ρAB. Suppose
that Alice can choose between several POVMs
{
Ea|1
}
,
{
Ea|2
}
, . . . and sim-
ilarly Bob can choose between
{
Fb|1
}
,
{
Fb|2
}
, . . . . The choice of POVM is
sometimes called a setting or input, and similarly the outcome each party
obtains can also be referred to as an output. Quantum theory allows us to
predict the probability distribution p(a, b|x, y) = Tr (ρAB(Ea|x ⊗ Fb|y)).
Now suppose that the preparation and measurements are unknown, and
we simply collect statistics to estimate p(a, b|x, y). This is sometimes known
as the device-independent scenario, with the p(a, b|x, y) encoding correla-
tions. Will there always be a quantum state and sets of POVMs that can
account for these probabilities? Bell [Bel64] famously discovered that it is
not necessary for the p(a, b|x, y) to admit a local hidden variable (LHV)
model (see chapter 7).
On the other hand, by the no-signalling principle, we certainly need that∑
a p(a, b|x, y) is independent of x and
∑
b p(a, b|x, y) is independent of y.
But Popescu and Rohrlich [PR94] found probabilities satisfying these con-
ditions that are nonetheless impossible in quantum theory. This has led to
a search [Pop06] for some principle, stronger than no-signalling, but weaker
than local causality, to single out quantum correlations.
Suggestions have included the non-triviality of communication complexity
[vD13, BBL+06], “information casuality” [PPK+09], and “local orthogonal-
ity” [FSA+13].
Progress was made in [BBB+10], where it was shown that the no-signalling
principle plus the assumption that quantum theory applies locally to each
party is sufficient to restrict probabilities p(a, b|x, y) to the same set that
applies if quantum theory applies globally. More formally:
Theorem 2.4 ([BBB+10]). Suppose systems A and B are associated with
Hilbert spaces HA and HB, and any POVMs on HA and HB can be mea-
sured. Let ω(Ea, Fb) be the no-signalling probability
2 that outcomes a and b
2One might ask why ω is only allowed to depend on the outcomes elements Ea and
Fb rather than the entire POVMs {Ea} and {Fa}, i.e. why our non-quantum global
theory must have this form of “noncontextuality”. I think a good answer is that
this is simply what it means for the same Ea to appear in two different POVMs (see
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are obtained from measurements {Ea} on A and {Fb} on B.
Then there exists a quantum state ρAB such that for any POVM {Fb}
there exists a POVM {F˜b} such that ω(Ea, Fb) = Tr(ρAB(Ea ⊗ F˜b)) for all
POVMs {Ea}.
The proof is rather involved and so will not be provided here. As in the
previous section, the assumption turns out to be stronger than necessary:
there is no need to assume that B is described by quantum theory.
Theorem 2.5. Suppose system A is associated with Hilbert space HA, and
any POVMs on HA can be measured. Suppose there are measurements on
system B indexed by y, with outcomes indexed by b. Let ω(Ea, b|y) be the no-
signalling probability that outcomes a and b are obtained from measurement
{Ea} on A and y on B.
Then there exists a quantum state ρAB and POVMs {Fb|y} such that
ω(Ea, b|y) = Tr(ρAB(Ea ⊗ Fb|y)) for all POVMs {Ea}.
To recover theorem 2.4 simply assign a Hilbert space to B and let y range
over all POVMs.
Proof (inspired by [OW10]). Fix some b and y. By no-signalling from A to
B,
∑
a ω(Ea, b|y) must be independent of the POVM {Ea}, denote this
by p(b|y). Now define a function ωb|y by ωb|y(Ea) = ω(Ea, b|y)/p(b|y),
and notice that
∑
a ωb|y(Ea) = 1 for any POVM {Ea}. Hence by the
POVM version [Bus03] of Gleason’s theorem [Gle57], there exists a quan-
tum state σ˜b|y such that ωb|y(Ea) = Tr(σ˜b|yEa). Let σb|y = p(b|y)σ˜b|y, so
that ω(Ea, b|y) = Tr(σb|yEa), and repeat this argument for every pair (b, y).
By no-signalling from B to A,
∑
b ω(Ea, b|y) = Tr
(∑
b σb|yEa
)
must be
independent of y for all {Ea}. This implies that
∑
b σb|y is independent of
y, denote this by ρA.
Using the results discussed above, the rest of the proof is almost auto-
matic. Let ρAB be a purification of ρA. For each y, apply theorem 2.3 to
obtain a POVM {Fb|y} with TrB(ρAB(I⊗ Fb|y)) = σb|y. Then Tr(ρAB(Ea ⊗
Fb|y)) = Tr(TrB(ρAB(I⊗ Fb|y))Ea) = Tr(σb|yEa) = ω(Ea, b|y).
section 4.1 of [Fuc03]), i.e. if we don’t assume this then Hilbert spaces HA and HB are
pointless. A milder response would be to just explicitly include this in the definition
of quantum mechanics applying locally, since the Born rule is of this form.
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Notice that we did not make any use of theorem 2.4 in the proof, so
this also provides a dramatically simpler proof of that result than the one
provided in [BBB+10].
2.3. Summary
We have reviewed Schro¨dinger’s theorem 2.1, which shows that there exists
states in quantum theory that allow the maximum possible steering com-
patible with the no-signalling principle. I have slightly extended this result
to classify all the states that permit such steering (theorem 2.3).
We then saw that this result gives an interesting insight into bipartite
quantum correlations: they are as strong as can be given that even one
party is quantum mechanical (theorem 2.5).
These results hold for any finite-dimensional quantum system. The next
chapter will focus on the case that both systems are two dimensional.
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steering ellipsoid
A qubit is a quantum system associated with a two-dimensional Hilbert
space. As such, it is the simplest non-trivial example of a quantum system.
A composite system of two qubits is therefore the simplest setting in which
to study quantum steering. This chapter will explore this setting from a
geometric perspective, based on the Bloch sphere, which I will recap now.
3.1. One qubit: the Pauli basis and Bloch sphere
Writing an arbitrary 2× 2 Hermitian matrix as(
a b+ ic
b− ic d
)
(3.1)
we see that such matrices form a 4-dimensional real vector space H2. Since
σ0 =
(
1 0
0 1
)
, σ1 =
(
0 1
1 0
)
, (3.2)
σ2 =
(
0 −i
i 0
)
, σ3 =
(
1 0
0 −1
)
(3.3)
are Hermitian and linearly independent they therefore form a basis for this
space. This is known as the Pauli basis [NC00]. Any X ∈ H2 has a unique
expansion X = 12X
µσµ in this basis, where we adopt the conventions that
greek superscripts range from 0 to 3, roman from 1 to 3, and repeated
superscripts are summed over. Since the σµ satisfy Tr(σνσµ) = 2δνµ, we
have that Tr(Xσµ) = 12 Tr(X
νσνσµ) = δνµXν = Xµ.
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The characteristic polynomial of 2X is
(X0 +X3 − x)(X0 −X3 − x)− (X1 − iX2)(X1 + iX2)
= x2 − 2X0x+X0X0 −XiXi, (3.4)
and so its eigenvalues are
x = X0 ±
√
XiXi. (3.5)
Hence we see that X is positive if and only if X0 ≥ 0 and X0X0 ≥ XiXi.
More colourfully, X is positive if and only if Xµ is in or on the future
light cone in Minkowski space, as noted, for example, in [Ver02]. X is rank
1 (i.e. the smallest eigenvalues of X is 0) if and only if we further have
X0X0 = XiXi, i.e. Xµ is on the light cone.
If we are interested in unit trace operators then X0 = 1 and the posi-
tivity condition is simply ‖x‖ ≤ 1 where x = (X1, X2, X3). Hence we can
represent qubit states in three dimensions by their Bloch vector x, which is
constrained to lie in the Bloch sphere [NC00]. By the rank one condition
above we find the state is pure if and only if ‖x‖ = 1, i.e. pure states lie on
the surface of the Bloch sphere.
This representation has many nice features. For example, it is linear and
so a mixture ρ =
∑
λ pλρλ simply corresponds to x =
∑
λ pλxλ. Further-
more, Tr(XY ) = 14X
µY ν Tr(σµσν) = 12X
µY µ. Therefore two states with
Bloch vectors x and y are orthogonal if and only if x · y = −1, i.e. x and
y are antipodal points on the surface of the Bloch sphere.
3.2. Introducing the steering ellipsoid
The Pauli basis is also useful for studying two qubits [Ver02, Alt04, LMO06].
The matrices σµ ⊗ σν span the space of 4 × 4 Hermitian matrices, and
so any such matrix, for example a quantum state ρAB, can be written as
ρAB =
1
4P
µνσµ⊗σν . Similarly to before, we find that Pµν = Tr(ρABσµ⊗σν).
Unfortunately, there is no simple condition on the Pµν to ensure the posi-
tivity of ρAB. Nevertheless, the representation is still useful. Normalization
is governed by the component P 00 = Tr(ρAB) = 1. ρA = TrB(ρAB) =
1
4P
µν TrB (σ
µ ⊗ σν) = 14Pµνσµ Tr(σν) = 12Pµ0σµ and so the Bloch vector a
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for the reduced state on A is given by ai = P i0. Similarly the reduced state
on B is given by bi = P 0i. The 3 × 3 matrix of the remaining components
P ij is sometimes called the T -matrix [HH96]. If a measurement is carried
out on system B, and the outcome represented by the POVM operator E
is obtained then the steered state on A can be calculated as
TrB(ρAB(I⊗ E)) = 1
8
PµνEξ TrB((σ
µ ⊗ σν)(I⊗ σξ))
=
1
8
PµνEξσµ Tr(σνσξ) =
1
4
PµνEνσµ =
1
2
Xµσµ (3.6)
where Xµ = 12P
µνEν , i.e. steered states are given by ordinary matrix
multiplication in the Pauli basis. This results in the set of possible steered
states having a fairly simple form:
Theorem 3.1. Fix two-dimensional Hilbert spaces HA and HB, and let
ρAB be a quantum state on HA ⊗HB. Let E be the set of Bloch vectors of
all possible steered states on A, i.e.
E =
{
x
∣∣∣∣∣ TrB(ρAB(I⊗ E))Tr(ρBE) = 12
(
σ0 +
∑
i
xiσi
)
, E positive
}
. (3.7)
Then E is an ellipsoid of dimension rank({Pµν})− 1.
For the (generic) case that {Pµν} is invertible, this theorem has been
provided in [Ver02]. The following proof uses a slightly different approach
which covers all cases.
Proof. First suppose that ρB =
1
2I, i.e. P
0i = 0. Let E be positive. Then
TrB(ρAB(I⊗ E))
Tr(ρBE)
=
PµνEνσµ
2E0
=
1
2
(
σ0 +
(
P i0 +
P ijEj
E0
)
σi
)
(3.8)
giving x = a+T eE0 . Recalling that the positivity of E implies that ‖e‖ ≤ E0
we have found that the possible x are given by image of the unit sphere
under T , translated by a. In other words, E is an ellipsoid centred at a.
The dimension of E is rank(T ) = rank({Pµν})− 1.
If ρB is pure then ρAB must be a product state ρA ⊗ ρB [NC00] in which
case E is the single point a, which has dimension 0 in accordance with
rank({Pµν}) = 1.
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The final case is a generic mixed ρB. By a choice of basis for HB we can
always have b = (0, 0, b). Set γ = 1/
√
1− b2 and let
{Λµν} =

γ 0 0 −bγ
0 1 0 0
0 0 1 0
−bγ 0 0 γ
 (3.9)
and notice that P˜µν = γPµξΛξν has P˜ 00 = 1 and P˜ 0i = 0. Noting that
{Λµν} is invertible, let E˜ be defined by Eµ = γΛµνE˜ν so that PµνEν =
P˜µνE˜ν . Since Λ is in fact an orthochronous Lorentz transformation, we
have that E is positive if and only if E˜ is positive. Hence we can simply
put tildes on the argument for the ρB =
1
2I case given above to find that
E is an ellipsoid centred at a˜ (a˜i = P˜i0) of dimension rank({P˜µν}) − 1 =
rank({Pµν})− 1 where the equality follows from the invertibility of Λ.
We can immediately calculate the steering ellipsoid for a pure state ψAB.
If ψAB is a product state then we have already seen that the steering ellipsoid
is a single point. Otherwise, ρA is mixed and by theorem 2.1 system A can
be steered into any decomposition of this into pure states. Since any pure
state can be included in such a decomposition, E is the entire Bloch sphere.
There is also a result in the other direction:
Theorem 3.2 ([JPJR13]). All states that lead to the same E and reduced
state Bloch vectors a and b are the same, up to a choice of basis for HB.
Again this was shown in [Ver02] for the invertible case, my collaborator
Sania Jevtic extended this to all cases in [JPJR13]. This result means
that the steering ellipsoid captures most of the information in a two-qubit
state. This should be compared with the three-dimensional representation
of [ABK07], which gives a more coarse-grained viewpoint.
Taken together, these two theorems mean that we should be able to trans-
late between (HB-basis independent) statements about ρAB and statements
about E and a and b. One such translation will be made next.
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Figure 3.1.: Since this ellipsoid fits inside a tetrahedron, it corresponds to a
separable state by theorem 3.3.
3.3. Entangled ellipsoids
Recall from section 1.2 that a state ρAB is called separable if it can be
written as
∑
λ pλ(αλ ⊗ βλ) where the αλ and βλ are states on A and B
respectively. The translation into ellipsoids is as follows:
Theorem 3.3. ρAB is separable if and only if E fits inside a tetrahedron in
the Bloch sphere.
Proof of “only if”. The key point is that any two-qubit separable state can
be written
∑3
λ=0 pλ(αλ ⊗ βλ) [Woo98]. The Bloch vectors of αλ certainly
define the vertices of a tetrahedron in the Bloch sphere. It remains to be
shown that E is inside this tetrahedron. If E is a measurement outcome on
system B then the steered state for A is TrB(ρAB(I⊗E)) =
∑
λ pλ TrB((αλ⊗
βλ)(I ⊗ E)) =
∑
λ pλ Tr(βλE)αλ. Since pλ Tr(βλE) ≥ 0, the normalized
version of the steered state is a convex combination of the αλ and so its
Bloch vector is a convex combination of the vertices of the tetrahedron, i.e.
is inside the tetrahedron. Since E is the set of all Bloch vectors that can be
obtained in this way, it must lie inside the tetrahedron too.
For the “if” part we will need the following lemmas:
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t0
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t2
v2
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M0 M1
0
Figure 3.2.: The various quantities used in proving lemma 3.1. The dashed
lines form the three triangles used to show pλ = Lλ/L, the dot-
ted lines indicate their perpendicular heights (which are equal
to the radius of the circle: 1).
Lemma 3.1. Suppose the triangle with vertices {vλ} contains the unit circle
centered at the origin, and the circle is tangent to each edge of the triangle
at the points {tλ} (where tλ is on the edge opposite vλ). Fix pλ by the
requirements that
∑
λ pλvλ = 0 and
∑
λ pλ = 1. Then
∑
λ pλtλ = 0.
Proof. We use x to represent points on or within the triangle using nor-
malized barycentric co-ordinates (x0, x1, x2) where
∑
λ xλ = 1 and x =∑
λ xλvλ. Let A0 be the area of the triangle with vertices {x,v1,v2}, A1
be the area of the triangle with vertices {v0,x,v2} and similarly for A2.
Let A be the area of the original triangle (notice A =
∑
λAλ). Then
xλ = Aλ/A [Cox69]. By definition the barycentric co-ordinates of the origin
are (p0, p1, p2).
Let Lλ be the length of the edge opposite vλ, and let L =
∑
λ Lλ. By using
that the area of a triangle = 12 (base) × (perpendicular height) and noting
that by the tangency assumption the relevant triangles have a perpendicular
height of 1, we obtain that pλ = Lλ/L.
Let M
(1)
0 = |v0 − t1|, M (2)0 = |v0 − t2|. In fact M (1)0 = M (2)0 , because
they are both the unique length defined by the requirement of being from
a fixed point to a point on the circle such that the line between them is
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tangent to the circle, so we can write this length simply as M0. Define the
other two Mλ by a similar argument. All this is illustrated in fig. 3.2. Notice
that
L0 = M1 +M2, (3.10)
L1 = M0 +M2, (3.11)
L2 = M0 +M1. (3.12)
The barycentric co-ordinates of t0, t1 and t2 can now be calculated as
(0,M2,M1)/L0, (3.13)
(M2, 0,M0)/L1, (3.14)
and
(M1,M0, 0)/L2, (3.15)
respectively. Using pλ = Lλ/L and the fact that barycentric coordinates
respect convex combinations the required result is now immediate.
We will also need a 3-dimensional version of this result:
Lemma 3.2. Suppose the tetrahedron with vertices {vλ} contains the unit
sphere centered at the origin, and the sphere is tangent each face of the
tetrahedron at the points {tλ} (where tλ is on the face opposite vλ). Fix pλ
by the requirements that
∑
λ pλvλ = 0 and
∑
λ pλ = 1. Then
∑
λ pλtλ = 0.
Proof. Again use normalized barycentric co-ordinates (x0, x1, x2, x3). Let
V0 be the volume of the tetrahedron with vertices {x,v1,v2,v3}, and so on.
Let V =
∑
λ Vλ. Then xλ = Vλ/V . The origin is (p0, p1, p2, p3).
Let Aλ be the area of the face opposite vλ, and let A =
∑
λAλ. By using
volume = 13 (area of base) × (perpendicular height), noting that the relevant
tetrahedra have a perpendicular height of 1, we obtain that pλ = Aλ/A.
Let A
(0)
23 be the area of the triangle with vertices {v2,v3, t0}. Let A(1)23
be the area of the triangle with vertices {v2,v3, t1}. Now we have that
|v2 − t0| = |v2 − t1| because they are both the unique length defined by the
requirement of being from a fixed point to a point on the sphere such that the
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line between them is tangent to the sphere. Similarly |v3 − t0| = |v3 − t1|.
Hence the two triangles are congruent and we can simply write their areas
as A23. Define the other five Aij by a similar argument. Notice that
A0 = A12 +A13 +A23, (3.16)
A1 = A02 +A03 +A23, (3.17)
A2 = A01 +A03 +A13, (3.18)
A3 = A01 +A02 +A12. (3.19)
The barycentric co-ordinates of t0, t1, t2 and t3 can now be calculated as
(0, A23, A13, A12)/A0, (3.20)
(A23, 0, A03, A02)/A1, (3.21)
(A13, A03, 0, A01)/A2, (3.22)
and
(A12, A02, A01, 0)/A3 (3.23)
respectively. Using pλ = Aλ/A and the fact that barycentric coordinates
respect convex combinations the required result is now immediate.
We are now in a position to prove:
Lemma 3.3. Suppose E fits inside a tetrahedron in the Bloch sphere. Then
there exists a separable two-qubit state ρAB, with reduced state ρB =
1
2I,
such that E is the steering ellipsoid for system A.
Proof. 0-dimensional: If the steering ellipsoid is a single point r then simply
take ρ with Bloch vector r and let ρAB = ρ⊗ 12I.
1-dimensional: Suppose E is a line segment from r0 to r1. Take ρλ with
Bloch vectors rλ and let ρAB =
1
2
∑1
λ=0 ρλ ⊗ |λ〉 〈λ|, where |0〉 and |1〉 form
an orthonormal basis for HB.
2-dimensional: If an ellipse fits inside a tetrahedron in the Bloch sphere,
it also fits inside a triangle in the Bloch sphere [Vid12] (see appendix A).
Therefore, suppose an ellipse E fits within a triangle in the Bloch sphere
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Figure 3.3.: Effect of A in 2-dimensional case
whose vertices are {r0, r1, r2}. Without loss of generality we can take the
ellipse to be tangent to each edge of the triangle, at points {sλ} where sλ
is on the face opposite to rλ. Denote the centre of the ellipse by c. Define
pλ ≥ 0 such that
∑
λ pλrλ = c and
∑
λ pλ = 1.
By the definition of an ellipse, there is an invertible affine transformation
A that maps E to the unit circle in the (x, z)-plane, centred at the origin
(see fig. 3.3). Let ρλ and ψλ have Bloch vectors rλ and −A(sλ) respectively.
I claim that the (manifestly separable) state
ρAB =
2∑
λ=0
pλρλ ⊗ ψλ (3.24)
has ρB =
1
2I and that the steering ellipsoid for system A is E . To prove the
first part, notice that the Bloch vector of ρB is −
∑
λ pλA(sλ). Since A is
affine, the unit circle will be tangent to the triangle with vertices {A(rλ)}
at the points {A(sλ)}, and
∑
λ pλA(rλ) = A(c) = 0. So by lemma 3.1 the
Bloch vector of ρB is 0.
Suppose an outcome |ψ〉 〈ψ| is obtained from measuring system B. Then
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the normalized steered state for system A will be be
TrB(ρAB(I⊗ |ψ〉 〈ψ|))
Tr(ρB |ψ〉 〈ψ|) =
∑
λ pλρλ |〈ψλ|ψ〉|2
1
2
= 2
∑
λ
pλρλ |〈ψλ|ψ〉|2 . (3.25)
Recalling that the Bloch vector of ψλ is −A(sλ), so if |ψ〉 〈ψ| has Bloch
vector r then the Bloch vector of steered state will be
f(r) := 2
∑
λ
pλrλ
1− r · A(sλ)
2
=
∑
λ
pλrλ (1− r · A(sλ)) . (3.26)
Let us extend this expression to all r to define an affine function f . The
statement that the steering ellipsoid on A is E is equivalent to the statement
that E is the image of the unit sphere under f . Since all the A(sλ) are in the
(x, z)-plane, we have f ((0, 1, 0)) = f(0), i.e. we can think of f as first pro-
jecting onto the (x, z)-plane and then applying some affine transformation.
The image of the unit sphere under that projection is the unit disc, and so it
suffices to check that E is the image of the unit circle under f . Define g(r) =
A(f(r)). Since A is invertible and maps E to unit circle it suffices to prove
that g is the identity on the (x, z)-plane. Since g is the composition of two
affine functions it is also affine. By the definition of the pλ, g(0) = A(c) = 0
so g is in fact linear. Hence it suffices to check that g(uλ) = uλ for some
spanning set of vectors {uλ}. Since the triangle cannot be degenerate, its
vertex set {rλ} span some plane. Since A is invertible, {A(rλ)} must span
the (x, z) plane. For λ 6= λ′, {0,A(sλ),A(rλ′)} form a right-angle triangle
(fig. 3.3), and |A(sλ)| = 1. Therefore A(rλ′) · A(sλ) = 1 whenever λ 6= λ′.
But
∑
λ pλ(1 − r · A(sλ)) =
∑
λ pλ − r · (
∑
λ pλA(sλ)) = 1 − r · 0 = 1 (the
penultimate equality is from lemma 3.1). Hence pλ(1−A(rλ′)·A(sλ)) = δλλ′
and we are done.
3-dimensional: Suppose an ellipsoid E fits within a tetrahedron in the
Bloch sphere whose vertices are {r0, r1, r2, r3}. Without loss of generality
we can take the ellipsoid to be tangent to each face of the tetrahedron, at
points {sλ} where sλ is on the face opposite to rλ. Denote the centre of the
ellipsoid by c. Clearly there exists unique pλ ≥ 0 such that
∑
λ pλrλ = c
and
∑
λ pλ = 1.
By the definition of an ellipsoid, there is an invertible affine transforma-
tion A that maps E to the unit sphere centred at the origin. Similarly to
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the previous case we will let ψi have Bloch vector −A(si) and try the state
ρAB =
3∑
λ=0
pλρλ ⊗ ψλ, (3.27)
which has ρB =
1
2I by lemma 3.2.
As in the 2-dimensional case we find that if system B is projected onto
the state with Bloch vector r then the steered state has Bloch vector
f(r) :=
∑
λ
pλrλ (1− r · A(sλ)) , (3.28)
which extends to an affine function f . The statement that the steering
ellipsoid is E is equivalent to the statement that E is the image of the unit
sphere under f . So it suffices for the affine function g(r) = A(f(r)) to
be the identity. By the definition of the pλ, g is in fact linear. Hence it
suffices to check that g(uλ) = uλ for some spanning set of vectors {uλ}.
Since the tetrahedron cannot be degenerate, its vertex set {rλ} must be
spanning, hence so is {A(rλ)}. As in the 2-dimensional case, for λ 6= λ′,
{0,A(sλ),A(rλ′)} form a right-angle triangle, and |A(sλ)| = 1. Therefore
A(rλ′) · A(sλ) = 1 whenever λ 6= λ′. But
∑
λ pλ(1− r · A(sλ)) =
∑
λ pλ− r ·
(
∑
λ pλA(sλ)) = 1− r · 0 = 1 (the penultimate equality is from lemma 3.2).
Hence pλ(1−A(rλ′) · A(sλ)) = δλλ′ and we are done.
We are finally in a position to prove that E fitting inside a tetrahedron
implies ρAB is separable:
Proof of “if” part of theorem 3.3. Suppose ρAB has an ellipsoid that fits in-
side the tetrahedron. If ‖b‖ = 1 then ρAB is a product state and we are
done. Otherwise, use lemma 3.3 to find a separable state ρ˜AB having E as
its steering ellipsoid and ρ˜B =
1
2I. It is shown in the proof of theorem 3.1
that this implies that the Bloch vector of ρ˜A is the centre of E .
In the proof of theorem 3.1 we saw that if we expand ρAB =
1
4P
µνσµ⊗σν
then we can multiply Pµν by a Lorentz transformation to obtain a P˜µν with
the same E but P˜ 0i = 0 and P˜ i0 being the centre of E . Hence by theorem 3.2
there exists a choice of basis for HB (such a choice cannot change whether
a state is separable or entangled) such that ρ˜AB = P˜
µνσµ ⊗ σν .
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To complete the proof we need to argue that the separability of ρ˜AB im-
plies the separability of ρAB.
1 The former means that ρ˜AB =
∑
λ pλ(αλ ⊗
β˜λ), and so if we expand αλ =
1
2A
µ
λσ
µ and β˜λ =
1
2B˜
µ
λσ
µ then P˜µν =∑
λ pλA
µ
λB˜
ν
λ. If we apply the Lorentz transformation we obtain P
µν =∑
λ pλA
µ
λB
ν
λ, where the B
ν
λ are obtained from B˜
ν
λ by an orthochronous
Lorentz transformation and therefore also correspond to positive opera-
tors βλ. If necessary absorbing the normalization of these operators into
redefined pλ, we have a separable form for ρAB.
3.4. Minimal product states
This geometric understanding of separability enables the proof of the follow-
ing statement, despite the fact it makes no mention of the steering ellipsoid:
Theorem 3.4. Let ρAB =
1
4P
µνσµ⊗ σν be a two-qubit separable state, and
n∗ = min
{
n
∣∣∣∣∣ ρAB =
n−1∑
λ=0
pλ(αλ ⊗ βλ)
}
. (3.29)
Then n∗ = rank({Pµν}).
Proof. n∗ ≥ rank({Pµν}) Suppose ρAB =
∑n−1
λ=0 pλ(αλ ⊗ βλ). Expanding
αλ =
1
2A
µ
λσ
µ and βλ =
1
2B
µ
λσ
µ we have Pµν =
∑
λ pλA
µ
λB
ν
λ. Noting
rank({pλAµλBνλ}) ≤ 1, we have rank({Pµν}) ≤
∑
λ rank({pλAµλBνλ}) ≤ n.
In particular this applies to the minimal n, n∗.
n∗ ≤ rank({Pµν}) We know from theorem 3.1 that the E for ρAB has di-
mension rank({Pµν})−1 and from theorem 3.3 that it fits in a tetrahedron.
Plugging E into the “only if” part of the proof we obtain an explicit ex-
pansion ρAB =
∑n−1
λ=0 pλ(αλ ⊗ βλ). Inspecting the proof of lemma 3.3 we
notice that n is equal to 1 plus the dimension of E , i.e. rank({Pµν}), and
the Lorentz transformation used in the final step of proving theorem 3.3
does not change n.
1This follows from the correspondence between Lorentz transformations and SLOCC
operations [VDD01], but since I have not defined SLOCC we need a more direct
proof.
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3.5. Incomplete steering
Theorem 3.1 characterises the set of states for A that can result from mea-
surements of B, denoted by E . By contrast (for a limited class of states)
section 2.1 characterises the set of decompositions of ρA (i.e. {σb} with∑
b σb = ρA) for which there is a corresponding measurement on B. The
latter type of characterisation is in principle more powerful: E is the set of
states which appear in a possible decomposition, but all of the states in a
decomposition being in E might not be sufficient for that decomposition to
be possible.
These considerations lead us to the question: if
∑
b σb = ρA and all the
σa have Bloch vectors in E , does there exist a measurement {Eb} on B such
that σb are the resulting steered states on A? The answer turns out to
depend on the state ρAB:
Theorem 3.5. Let ρAB =
1
4P
µνσµ ⊗ σν be a two-qubit state that is not a
product, i.e. ρAB 6= ρA ⊗ ρB. Then the following are equivalent:
1. “Complete steering within E”: For any positive operators {σb} on HA,
whose Bloch vectors are in E and with ∑b σb = ρA, there exists a
POVM {Fb} on HB with σb = TrB(ρAB(I⊗ Fb)).
2. “Possibility of surface steering”: There exists a POVM {Fb} on HB
such that the Bloch vectors for σb = TrB(ρAB(I ⊗ Fb)) lie on the
boundary of E.
3. The Bloch vector for ρA lies on the surface of E scaled down by the
length of the Bloch vector for ρB.
4.
(
1
0
)
∈ ker({Pµν})⊥.
If the ellipsoid is 3-dimensional then Pµν is invertible and so condition 4
is satisfied. For that case, condition 1 was proven in [Ver02]. Entangled
states always have 3-dimensional E [JPJR13], and so “incomplete steering”
can only arise in separable states.
If ρB =
1
2I then it was shown in the proof of theorem 3.1 that the Bloch
vector for ρA is at the centre of E , i.e. condition 2 is satisfied.
To see that not all states satisfy these conditions, consider two non-
orthogonal pure qubit states ψ and φ. Then ρAB =
1
2(ψ ⊗ ψ + φ ⊗ φ)
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doesn’t satisfy condition 3 as the Bloch vector for ρA is in the centre of E
despite ρB 6= 12I.2
Proof. Preliminaries: Lorentz transform Pµν into P˜µν with P 0i = 0 as in
theorem 3.1. Since the inverse transformation sends
(
1
0
)
to
(
1
b
)
, con-
dition 4 is then equivalent to
(
1
b
)
∈ ker({P˜µν})⊥. Since P˜ 0i = 0, and
denoting {P˜ ij} by T˜ , we see that any vector in ker({P˜µν}) is of the form(
0
x
)
with T˜x = 0 and so condition 4 is equivalent to b ∈ ker(T˜ )⊥.
If we define a˜ = (P˜ 10, P˜ 20, P˜ 30), then E consists of the points that can
be written a˜ + T˜ x˜ where ‖x˜‖ ≤ 1. Therefore the surface of E consists of
the points that can be written a˜ + T˜ x˜ where ‖x˜‖ = 1 and x˜ ∈ ker(T˜ )⊥.
Hence the scaled down surface of condition 3 is a˜ + T˜ x˜ where ‖x˜‖ = ‖b‖
and x˜ ∈ ker(T˜ )⊥.
By examing the inverse Lorentz transformation we can calculate that
a = a˜ + T˜b.
Condition 1 =⇒ condition 2: Trivial.
Condition 2 =⇒ condition 4: Let yb on the surface of E form a convex
decomposition
∑
b pbyb = a. Since they are on the surface, we have yb =
a˜ + T˜ x˜b where ‖x˜b‖ = 1 and x˜b ∈ ker(T˜ )⊥. Suppose we also have yb =
a˜ + T˜ z˜b with ‖z˜b‖ ≤ 1. Then x˜b − z˜b ∈ ker(T˜ ), and the only way that the
difference between two vectors can be perpendicular to the longer one is if
they are equal. Therefore 2pb
(
1
x˜b
)
is the unique element of the forward
light cone that 12 P˜
µν maps to pb
(
1
yb
)
, and therefore the Lorentz transform
of these form the only possible POVM elements for Bob. But to be a
valid POVM, the elements must sum to the identity
(
2
0
)
, which gives
∑
b 2pb
(
1
x˜b
)
= 2
(
1
b
)
. Since the x˜b ∈ ker(T˜ )⊥, this implies b ∈ ker(T˜ )⊥,
which is equivalent to condition 4.
Condition 4 =⇒ condition 1: Let yb ∈ E form a convex decomposition
2Terry Rudolph noticed that such states can be directly seen not to satisfy condition 1
for σ0 =
1
2
φ, σ1 =
1
2
ψ, which initiated this line of research.
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∑
b pbyb = a. Since yb ∈ E we have yb = a˜ + T˜ x˜b where ‖x˜b‖ ≤ 1. Write
x˜b = kb + cb where kb ∈ ker(T˜ ) and cb ∈ ker(T˜ )⊥. This implies ‖cb‖ ≤
‖x˜b‖ ≤ 1 and yb = a˜ + T˜cb. So 2pb
(
1
cb
)
is in the forward light cone and
maps to pb
(
1
yb
)
under 12 P˜
µν . Hence the Lorentz transform of these are in
the forward line cone and map to pb
(
1
yb
)
under 12P
µν . Since
∑
b pbyb =
a = a˜ + T˜b we have T˜
∑
b pbcb = T˜b. By construction cb ∈ ker(T˜ )⊥
and by assumption b ∈ ker(T˜ )⊥, and so this implies ∑b pbcb = b. Then∑
b 2pb
(
1
cb
)
= 2
(
1
b
)
and so the Lorentz transform of them sum to 2
(
1
0
)
,
forming a valid POVM.
Condition 4 =⇒ condition 3: Immediate from form of scaled down E and
a in preliminaries.
Condition 3 =⇒ condition 4: If a is on the scaled down surface then
a˜+ T˜ x˜ = a˜+ T˜b where ‖x˜‖ = ‖b‖ and x˜ ∈ ker(T˜ )⊥. Hence x˜−b ∈ ker(T˜ ).
The only way the difference between two vectors of the same length can be
perpendicular to one of them is if they are the same, and so condition 4
follows.
Even when the conditions of theorem 3.5 are not satisfied, there is still a
“probabilistic” version of complete steering:
Theorem 3.6. Let ρAB be a two-qubit state. Then for any positive opera-
tors {σb} on HA, whose Bloch vectors are in E and with
∑
b σb = ρA, there
exists p > 0 and a POVM {Eb} with additional outcome Efail such that
TrB(ρAB(I⊗ Eb)) = pσb and TrB(ρAB(I⊗ Efail)) = (1− p)ρA.3
Proof. Expand σb =
1
2S
µ
b σ
µ, and translate the condition
∑
b σb = ρA to∑
b S
µ
b = P
µ0. Since the Bloch vector for σb is in E there exists Eµb in
the forward light cone with 12P
µνEνb = S
µ
b . Let E
µ
fail = 2δ
µ0 − p∑bEµb for
0 < p ≤ 1 sufficiently small that Eµfail is in the forward light cone. Then
1
2P
µνEνfail = P
µνδν0 − 2pPµν∑bEνb = Pµ0 − p∑b Sµb = Pµ0 − pPµ0 =
(1 − p)Pµ0. Then Eb = p12Eµb σµ and Efail = 12Eµfailσµ have the correct
steered states, are positive, and sum to δµ0σµ = σ0 = I as required.
3This statement was conjectured to hold by Terry Rudolph.
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3.6. Summary
The Bloch sphere representation gives the study of two-qubit steering a
strongly geometric flavour. I have shown that separability is equivalent to
the set of possible steered states fitting inside a tetrahedron (theorem 3.3),
which uncovered a way to calculate minimal product state expansions (theo-
rem 3.4). Finally, we have seen that, even though two qubits are the simplest
setting for steering, the possibilities can be significantly more complicated
than in the “complete steering” cases studied in section 2.1. In the next
chapter we will begin to explore the wider implications of quantum steering.
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I have so far avoided discussing the “meaning” of quantum steering. But
in the proof of the “only if” part of theorem 3.3 one might spot a meaning
falling out of the mathematics. Let us see this more explicitly, without the
assumption that either system is a qubit. Take some separable ρAB:
ρAB =
∑
λ
pλ(αλ ⊗ βλ) =⇒ ρA =
∑
λ
pλαλ, ρB =
∑
λ
pλβλ. (4.1)
Now imagine a measurement is performed on system B, and outcome E is
obtained. Then the normalized steered state for A is:
σ
Tr(σ)
=
TrB(ρAB(I⊗ E))
Tr(ρBE)
=
∑
λ pλ Tr(βλE)αλ∑
λ pλ Tr(βλE)
=
∑
λ
pλp(E|λ)
p(E)
αλ, (4.2)
where we have adopted the suggestive notation p(E|λ) = Tr(βλE), p(E) =∑
λ pλp(E|λ). By Bayes’ theorem we then have
σ
Tr(σ)
=
∑
λ
p(λ|E)αλ. (4.3)
The “meaning” of steering now seems clear: system A is really in the state
αλ, and initially our ignorance of λ is represented by the prior probability
distribution pλ. Once we learn the outcome of the measurement on system
B, we update pλ to the posterior p(λ|E), and so eq. (4.3) is of course our
new state for system A. So let us adopt the provisional opinion that steering
is best understood as learning about one system by interacting with another.
In particular, we will attempt to resist jumping to the conclusion that a
measurement on system B exerts a direct influence on system A.
For separable states this view of steering fits very comfortably with the
quantum formalism, as shown above. One possible objection is that the
expansion in eq. (4.1) is not generally unique. But a different expansion
would just give another way of understanding the steering for ρAB, without
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undermining the original one. A much more significant objection is the
existence of entangled states, i.e. states that have no expansion in the form
of eq. (4.1).
Indeed Schro¨dinger found his discovery of the strength of steering in pure
entangled states (theorem 2.1) “repugnant” and conjectured that when sys-
tems are significantly separated they always end up in a separable state
[Sch36]. But as we will see later on, the evidence for entanglement in dis-
tant systems is now rather conclusive, so this way out is no longer a serious
possibility. So let us now investigate whether our provisional understanding
of steering makes sense in the case of entangled states.
4.1. Local hidden state models
Steering for entangled states cannot be viewed as learning about which state
βλ applies to system B and hence which state αλ applies to A, because an
entangled state is, by definition, not a mixture of product states. But
suppose we do not attempt to model the interaction with system B using
quantum theory, but just allow it to be some process that gives information
about which state αλ applies to A.
More concretely, suppose we make a choice of measurement y to perform
on system B, and obtain an outcome b. Denote the steered state for system
A by σb|y. Then if the measurement on B simply reveals information about
a parameter λ that determines which state αλ applies to A, we have
σb|y =
∑
λ
pλp(b|y, λ)αλ, (4.4)
where p(b|y, λ) is the probability of obtaining outcome b from measurement
y when the parameter is λ. This has a very similar form to the last term of
eq. (4.2), except that we no longer calculate the probability of the measure-
ment outcome on system B using quantum theory (i.e. Tr(βλE)), instead
allowing it to be arbitrary. Also, for notational convenience I am only cal-
culating the sub-normalized steered states and so there is no normalizing
term in the denominator.
An account of steering using eq. (4.4) is known as a local hidden state
(LHS) model. Such models were first formalised in [WJD07], although the
basic idea goes back much further, as we will now see.
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4.2. Enter Einstein, Podolsky and Rosen
Using the language of LHS models we can recap the famous EPR argu-
ment [EPR35], or more precisely Bohm’s finite dimensional reformulation
[Boh51]. The EPR argument shows that our provisional understanding of
steering as involving no direct influence from system B to system A, and
the assumption that quantum mechanics is a complete description of reality,
lead to a contradiction, as follows:
If quantum mechanics is a complete description of reality, then the com-
plete description of system A must be some quantum state αλ. Since the
measurement of system B has no direct influence on A, all it can achieve
is to teach us something about λ. But this is exactly a local hidden state
model. So all that is needed to reach a contradiction is to find a situation
in which the predictions of quantum mechanics are incompatible with LHS
models.
Suppose we have two qubits A and B, the reduced state ρA = I/2, and
ρAB is some purification (theorem 1.1) of this. Suppose we can choose
between two measurements 0 and 1, on system B, with outcomes 0 and 1,
such that
σ0|0 = |0〉 〈0| /2, σ1|0 = |1〉 〈1| /2, (4.5)
σ0|1 = |+〉 〈+| /2, σ1|1 = |−〉 〈−| /2, (4.6)
where |0〉 and |1〉 form an orthonormal basis forHA and |±〉 = (|0〉±|1〉)/
√
2.
Notice that
∑
b σb|y = I/2 for either value of y, and so by theorem 2.1, such
measurements exist. Consider some LHS model and fix a value of λ with
pλ > 0. Then for each y, since
∑
b p(b|y, λ) = 1 there must exist a by with
p(by|y, λ) > 0. Hence σby |y = Cαλ + αrest where C = pλp(b|y, λ) > 0 and
αλ, αrest are positive. But since σby |y is rank 1 this implies that αλ ∝ σby |y
for each y. But by inspection of eqs. (4.5) and (4.6) we see that σb0|0 6∝ σb1|1
and so we have a contradiction.1
For more detailed discussions of the link between the original EPR para-
dox and LHS models, see [WJD07, CJWR09].
Since EPR took the lack of a direct influence from B to A as given, their
1To follow the original EPR argument more closely, one could instead establish
that the αλ fix definite outcomes for measurements of both {|0〉 〈0| , |1〉 〈1|} and
{|+〉 〈+| , |−〉 〈−|}, a contradiction with the uncertainty principle.
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conclusion was the complete state of reality of system A is not associated
with a quantum state, an idea that will be considered in later chapters. This
chapter will focus on what the failure of LHS models can teach us within
quantum mechanics, in particular what it can teach us about entanglement.
4.3. LHS models and entanglement
At the start of this chapter we saw that the separable states automatically
have LHS models, given by p(b|y, λ) = Tr(βλEb|y). Therefore if we detect a
failure of LHS models, we know the state used is entangled. This is relevant
in the one-sided device-independent scenario where one party, Alice, is using
well-characterized measurement devices on system A, but another party,
Bob, is using unknown measurement devices on system B. More colourfully,
we sometimes say that Alice is trusted whilst Bob is untrusted.
If Alice performs an informationally-complete POVM then by estimating
the probabilities associated with each of Bob’s outcomes she can perform
state tomography on the steered states σb|y. Since the p(b|y, λ) are arbitrary,
we do not need to know anything further about Bob’s system or measuring
devices (except that they have no direct influence on system A) in order to
check whether an LHS model exists.
If no LHS model exists, then by the above argument we have certi-
fied that Alice and Bob share entanglement. If one does, then the sep-
arable state ρAB =
∑
λ pλαλ ⊗ |λ〉 〈λ| (where the {|λ〉} are orthonormal)
suffices to explain the observed σb|y if Bob used the POVMs given by
Fb|y =
∑
λ |λ〉 〈λ| p(b|y, λ). On the other hand, some entangled state ρAB,
for example (by theorem 2.3) any purification of ρA, could also have led to
the same σb|y. So if an LHS model does exist, the test is inconclusive.
The argument above is not new (see for example, [BCW+12]). The new
contribution appears below, where this link between the failure of LHS
models and entanglement is made qualitative. To do this we first need to
review how to quantify such failures, and how to quantify entanglement.
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4.4. Quantifying lack of LHS models: steering
inequalities
Suppose we are interested in a one-sided device-independent scenario where
Alice has a quantum system associated with HA whilst Bob can choose
between mB measurements, each of which has nB outcomes.
2 Then the
available data are the steered states, which are positive operators on HA:
σ0|0, σ1|0, . . . , σnB−1|0, . . . , σnB−1,mB−1. By the no-signalling principle we
must have that
∑
b σb|y is independent of y, call this ρA. By the requirement
that probabilities sum to one we must have Tr(ρA) = 1. I will call such a
collection {σb|y} a (HA,mB, nB)-assemblage.3
Let s be some function from (HA,mB, nB)-assemblages to the real num-
bers. If sL is the maximum of s over all assemblages that admit LHS
models then s ≤ sL is called a steering inequality. Let sQ be the maxi-
mum of s over all assemblages (recall that all assemblages have a quantum
realisation due to theorem 2.3). If sQ > sL then the steering inequal-
ity is called non-trivial, i.e. it can be violated by using entangled states.
Numerous non-trivial steering inequalities can be found in the literature
[CJWR09, SPP+12, SJWP10, SDH+13].
Of particular interest in this chapter will be linear steering inequalities,
i.e. those where s is a sum of linear functions taking each element of the
assemblage to the real numbers. In other words
s({σb|y}) =
∑
b,y
sb|y(σb|y), (4.7)
where each sb|y is linear. But any linear function from Hermitian operators
on HA to the reals can be written as Tr(S·) for some Hermitian S. Hence a
linear steering inequality is specified by a set of Hermitian {Sb|y} operating
on HA such that
s({σb|y}) =
∑
b,y
Tr(Sb|yσb|y). (4.8)
By definition an assemblage with an LHS model cannot violate a steering
inequality. It can be shown that not only does any assemblage that lacks
2For ease of notation I will assume each measurement has the same number of outcomes,
this restriction can easily be lifted.
3Thanks to David Jennings and Peter Lewis for helping to devise this terminology.
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an LHS model violate a steering inequality, it violates a linear steering
inequality [CJWR09]. Hence understanding the linear steering inequalities
suffices to understand LHS models.
4.5. Quantifying lack of separability:
entanglement measures
The standard way to quantify entanglement (following [BBP+96]) is to con-
sider Local Operations and Classical Communication (LOCC) [HHHH09].
The idea is that each party can perform arbitrary quantum operations on
their own system, but only exchange classical information with each other
(for example, over a standard phone line). It is easy to see that the states
that parties can create from scratch using LOCC are exactly the separable
states. Hence entanglement is a resource for such parties, and some states
may be more useful than others, allowing for entanglement to be quantified
by entanglement measures.
The standard unit of bipartite entanglement is the ebit, defined to be the
entanglement of the two-qubit state
|Φ+〉 = 1√
2
(|0〉 ⊗ |0〉+ |1〉 ⊗ |1〉) . (4.9)
This immediately gives rise to two entanglement measures. The entangle-
ment cost of ρAB is basically the average number of |Φ+〉 states needed for
the parties to prepare ρAB. Similarly the distillable entanglement of ρAB is
the average number of |Φ+〉 states that the parties can prepare given ρAB.
Whilst these measures are very natural, they are rather difficult to compute
in general. This has led to a search for more tractable entanglement mea-
sures. The basic requirement for something to count as an entanglement
measure is monotonicity : it should not be possible to increase the measure
using LOCC [Vid00].
A particularly tractable measure is the negativity. Let TB denote the
partial transpose on HB, i.e.
(|i〉 〈j| ⊗ |k〉 〈l|)TB = |i〉 〈j| ⊗ (|k〉 〈l|)T = |i〉 〈j| ⊗ |l〉 〈k| , (4.10)
extended linearly to all operators on HA ⊗HB. Notice that if ρAB is sepa-
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rable, i.e.
ρAB =
∑
λ
pλαλ ⊗ βλ (4.11)
then
ρTBAB =
∑
λ
pλαλ ⊗ βTλ (4.12)
is also a positive operator since the transpose of a positive operator remains
a positive operator. But if ρAB is entangled then there is no guarantee that
ρTBAB be positive, and indeed it often is not. Formally, this is a consequence
of the transpose being a positive but not complete positive map [HHH96].
The above considerations suggest that the degree to which ρTBAB fails to
be positive will relate to the amount of entanglement in ρAB and indeed
the negativity is defined as N (ρAB) =
∑
i |µi| where the µi are the negative
eigenvalues of ρTBAB. In [VW02] it is shown that N is an LOCC monotone
and provides an upper bound on distillable entanglement.
Two other features of negativity will be of interest in this chapter. Firstly,
there are entangled states with zero negativity (and hence zero distillable
entanglement), known as Positive Partial Transpose (PPT) entangled states
[Hor97]. It is an open question whether all states without distillable entan-
glement are PPT.
The second feature is that negativity can be expressed “variationally”:
N (ρAB) = min {Tr(ρ−) | ρAB = ρ+ − ρ−, ρTA± ≥ 0 } (4.13)
where A ≥ 0 means A is a positive operator. This form is well suited for
semi-definite programming techniques, which will now be introduced.
4.6. Semidefinite programming for LHS models
Let X be a hermitian matrix. A semidefinite program [VB96] is the min-
imization of some linear functional of X subject to X ≥ 0 and bounds on
linear functionals of X. This can easily be generalised to multiple Xi by
constructing a block-diagonal X containing each one. Semi-definite pro-
grams can be numerically solved in polynomial time using freely available
codes, for example [TTT99, Bor99].
Finding sQ, the maximum over all assemblages of some linear steering
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inequality in the form eq. (4.8) is trivially a semidefinite program:
maximize
∑
b,y
Tr(Sb|yσb|y)
subject to σb|y ≥ 0,∑
b
σb|1 =
∑
b
σb|y ∀y ∈ {2, . . . ,mB},∑
b
Tr(σb|1) = 1.
(4.14)
Finding sL, the maximum over assemblages with LHS models is a little
more involved. Consider some LHS model. Notice that by shifting random-
ness into pλ, we can always make Bob’s part of the model deterministic, i.e.
let λ : {1, . . . ,mB} → {1, . . . , nB} and p(b|y, λ) = δb,λ(y). We can further-
more combine pλ and αλ into subnormalized states α˜λ = pλαλ. Hence an
assemblage has an LHS model if and only if there exist nB
mB positive α˜λ
with
∑
λ Tr(α˜λ) = 1 such that
σb|y =
∑
λ
δb,λ(y)α˜λ =
∑
λ
λ(y)=b
α˜λ. (4.15)
With the above reformulation in hand, we can now write down the semidef-
inite program for sL:
maximize
∑
λ
Tr
((∑
y
Sλ(y)|y
)
α˜λ
)
subject to α˜λ ≥ 0,∑
λ
Tr(α˜λ) = 1.
(4.16)
Before we can link steering with negativity we need one more piece of the
puzzle, known as the NPA hierarchy.
4.7. The NPA hierarchy for probabilities
As discussed in section 2.2, understanding quantum correlations p(a, b|x, y)
in the device-independent scenario is not a straightforward matter. The
Navascue´s-Pironio-Ac´ın (NPA) hierarchy [NPA07, NPA08] of semidefinite
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programs provides a series of approximations to this set, which (at least
for finite-dimensional systems as considered here) converges to the true set
of quantum correlations. The first few levels of the hierarchy are often
numerically tractable on standard hardware which makes the hierarchy a
very useful tool for quantitative investigations of quantum correlations.
The NPA hierarchy was recently reformulated [MBL+13] in a way that
helps connections with negativity to be made, so that is the form that will
be reviewed here. Suppose Alice is choosing from mA different nA-outcome
projective measurements {Ea|x}, and similarly Bob is choosing between mB
different nB-outcome {Fb|y}. Recall from section 1.4 that restricting to
projective measurements entails no loss of generality, and gives Ea|xEa′|x =
δaa′I and Fb|yFb′|y = δbb′I. It is useful to adopt the notation A0 = I, A1 =
E1|1, A2 = E2|1, up to A(nA−1)mA = EnA−1|mA , i.e. {Ai} consists of the
identity plus all except the last Ea|x for each setting x. Similarly let {Bj}
consist of the identity plus all except the last Fb|y for each setting y.
Now let |n〉 be an orthonormal basis for HA. Consider an additional
Hilbert space H′A with dimension |{Ai}| = (nA−1)mA+1 and orthonormal
basis {|i〉}. Now define an operator from HA to H′A by Km =
∑
i |i〉 〈m|Ai.
Define H′B and an operator Ln =
∑
j |j〉 〈n|Bj similarly. We can now map
a state ρAB to
χ(ρAB) =
∑
m,n
(Km ⊗ Ln)ρAB(K†m ⊗ L†n), (4.17)
an operator onH′A⊗H′B whose positivity follows directly from the positivity
of ρAB. Plugging in the Km and Ln we can find the matrix elements
(〈i| ⊗ 〈j|)χ(ρAB)(|i′〉 ⊗ |j′〉) = Tr
(
(Ai ⊗Bj)ρAB(A†i′ ⊗B†j′)
)
= Tr
(
ρAB(A
†
i′Ai ⊗B†j′Bj)
)
(4.18)
where the last equality uses the cyclic property of the trace.
Even if the state ρAB and the measurements {Ai} and {Bj} are unknown,
there are still several constraints on χ(ρAB). Recalling that A0 and B0 are
identity operators, we see that some of the matrix elements are measurable
probabilities Tr(ρAB(Ai ⊗ Bj)). Secondly, some of the entries will contain
products of orthogonal measurement operators, and therefore be zero. Fi-
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nally, some of the non-zero entries will be equal to others because A†i = Ai,
AiA0 = A0Ai = Ai and AiAi = Ai. The last two restrictions, which are all
linear and independent of the measured probabilities, I will call χ-validity.
An example is given in table 4.1.
By the above arguments, if probabilities p(a, b|x, y) are realized in quan-
tum mechanics there must exist a positive, χ-valid matrix containing them
in the correct places. The existence of this matrix is the first level of this
version of the NPA hierarchy.
The next level is obtained by squaring the dimensions of H′A and H′B,
with Km =
∑
i1,i2
|i1, i2〉 〈m|Ai1Ai2 and Ln =
∑
j1,j2
|j1, j2〉 〈n|Bj1Bj2 and
then proceeding as before. The higher levels continue in this way.
In the next section I adapt this hierarchy for the study of steering. As a
method of constraining the quantum assemblages this is complete overkill,
because any valid assemblage has a quantum realization. But [MBL+13]
use the NPA hierarchy to lower bound negativity in the device-independent
scenario, and so this adaption will allow their techniques to be extended to
the one-sided device-independent scenario.
4.8. The NPA hierarchy for assemblages
In the one-sided device independent scenario in which steering inequalities
can detect the presence of entanglement, Alice’s measurement devices are
fully characterized and so the estimated probabilities p(a, b|x, y) can be
converted into assemblages {σb|y}. Hence we are looking for a hierarchy
that constrains these. The key step is to replace eq. (4.17) with
χ˜(ρAB) =
∑
n
(I⊗ Ln)ρAB(I⊗ L†n), (4.19)
making χ˜ a positive operator on HA ⊗H′B with blocks
(I⊗ 〈j|)χ˜(ρAB)(I⊗ |j′〉) = TrB
(
ρAB(I⊗B′†j Bj)
)
. (4.20)
This now includes the steered states TrB(ρAB(I ⊗ Bj)) that make up an
assemblage. There are also χ˜-validity constraints, where certain blocks must
now be zero, and other blocks must be equal to one another. For example,
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if nB = 3 and mB = 2 then we have the block-matrix form
χ˜(ρAB) =

ρA σ1|1 σ2|1 σ1|2 σ2|2
σ1|1 σ1|1 0 X1 X2
σ2|1 0 σ2|1 X3 X4
σ1|2 X
†
1 X
†
3 σ1|2 0
σ2|2 X
†
2 X
†
4 0 σ2|2
 , (4.21)
where ρA =
∑
b σb|y and Xi are arbitrary matrices (for example X1 =
TrB
(
ρAB(I⊗ F1|2F1|1)
)
which is not an observable quantity). This can be
compared with table 4.1.
There are again higher levels, obtained using larger H′B.
4.9. Making the link to negativity
If one observes an assemblage {σb|y} that lacks an LHS model then one can
conclude that it must have arisen from Bob measuring his half of some en-
tangled state ρAB. We would now like to make that statement quantitative,
i.e. find a lower bound on the amount of entanglement in ρAB. A lower
bound is the best we can hope for, since Bob might have “wasted” entangle-
ment by choosing sub-optimal measurements. If we quantify entanglement
by the negativity N then we are trying to
minimize N (ρAB)
subject to TrB(ρAB(I⊗ Fb|y)) = σb|y,
ρAB, Fb|y ≥ 0,∑
b
Fb|y = I ∀y.
(4.22)
(We do not need to require ρAB has unit trace since this follows from the
normalization of σb|y.) This would appear to be a difficult problem, firstly
because we need to consider all possible dimensions for HB, and secondly
because ρAB(I⊗Fb|y) contains the products of two unknowns Fb|y and ρAB
which will increase the difficulty of numerics.
Adapting the techniques of [MBL+13], we can relax eq. (4.22) in a way
that removes both difficulties. First notice that without loss of general-
ity we can take the Fb|y to be projective measurements. The basic idea
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is to optimize over possible χ˜(ρAB) as given by eq. (4.19) instead of ρAB
itself. Hence we need to translate each condition in (4.22). The first condi-
tion can be enforced using the blocks of χ˜(ρAB) which should be equal to
TrB (ρAB(I⊗Bj)). Since χ˜ preserves positivity we can relax ρAB ≥ 0 to
χ˜(ρAB) ≥ 0. The positivity of the measurement outcome is enforced by tak-
ing them to be projectors, and the final requirement of summing to identity
has become implicit by not including the last outcome of each measurement
in the Ai.
The final step is to translate the objective function N (ρAB). Use the
variational expression eq. (4.13) and relax it to min{t(χ˜(ρ−))|χ˜(ρAB) =
χ˜(ρ+)−χ˜(ρ−), χ˜(ρ±)TA ≥ 0}. t(χ˜(ρ)) indicates the trace of the top-left block
of χ˜(ρAB), such that t(χ˜(ρ)) = Tr(TrB(ρ)) = Tr(ρ). Also, χ˜(ρ)
TA = χ˜(ρTA)
since χ˜ has no effect on HA.
So the final form is
minimize t(χ˜−)
subject to χ˜+ − χ˜− matches assemblage,
χ˜+ − χ˜− ≥ 0,
χ˜TA± ≥ 0,
χ˜± are χ˜-valid,
(4.23)
whose solution, as argued above, lower bounds the solution of (4.22). If
one is not interested in specific assemblage but rather a given value v of a
steering functional f , then one should
minimize t(χ˜−)
subject to f˜(χ˜+ − χ˜−) = v,
t(χ˜+ − χ˜−) = 1,
χ˜+ − χ˜− ≥ 0,
χ˜TA± ≥ 0,
χ˜± are χ˜-valid,
(4.24)
where f˜ is defined as the evaluation of f using the appropriate blocks of χ˜,
i.e. f˜(χ˜(ρAB)) = f({σb|y}). Finally, if one wants to upper bound the value
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of f on PPT states, then one should
maximize f˜(χ˜)
subject to t(χ˜) = 1,
χ˜ ≥ 0,
χ˜TA ≥ 0,
χ˜ is χ˜-valid.
(4.25)
4.10. Results: stronger Peres conjecture?
I implemented eq. (4.14), eq. (4.16), eq. (4.23), eq. (4.24) and eq. (4.25)
in MATLAB using the YALMIP [L0¨4] modelling system. The scripts are
available at [Pus13]. One of the simplest steering inequalities is equation
63 in [CJWR09], which applies in the case dA = nB = mB = 2 (where dA
denoted the dimension HA) and in the present notation is proportional to
S1|1 = σ1, S2|1 = −σ1, S1|2 = σ2 and S2|2 = −σ2 where the σi are given
by eqs. (3.2) and (3.3). LHS models satisfy s ≤ √2 whilst the quantum
maximum is sQ = 2. The results of eq. (4.24) are shown in fig. 4.1.
Focusing on the
√
2 ≤ s ≤ 2 we see that at l = 3 we have convergence
to the bound N ≥ s−
√
2
4−2√2 . This bound is tight because s =
√
2 can be
achieved with a separable state (N = 0), whilst s = 2 can be achieved
with a maximally entangled two-qubit state (eq. (4.9), N = 12). The points
between can therefore be achieved by mixtures of the two, by same reasoning
as given in [MBL+13]: N is convex [VW02] and the only convex function
that is greater than equal to a straight line whilst agreeing at the endpoints
is the straight line itself.
A slightly more involved steering inequality, with mB = 3, is equation 66
of [CJWR09], which is obtained by adding S1|3 = σ3 and S2|3 = −σ3 to the
previous case. Now s ≤ √3 for LHS models whilst the quantum maximum
is sQ = 3. The results of eq. (4.24) for this inequality are shown in fig. 4.2.
Notice that the Werner state [Wer89] ρ0.6 = 0.6 |Ψ−〉 〈Ψ−| + 0.1I (where
|Ψ−〉 = (|0〉 ⊗ |1〉 − |1〉 ⊗ |0〉)/
√
2) gives s = 1.8 >
√
3. Hence the presence
of negativity in that state can be certified, even though ρ0.6 has a LHV
model [AGT06] (the fully device-independent scenario equivalent of an LHS
model, see chapter 7) and therefore no entanglement could be certified if
neither party were trusted.
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Figure 4.1.: The minimum negativity N required for a given violation of the
simple steering inequality F = Tr(σ1(σ1|1 − σ2|1) + σ2(σ1|2 −
σ2|2)). Each curve shows a different level of the SDP hierarchy,
the lowest (red) is l = 1, the next (blue) is l = 2, and the
highest (black) is l = 3.
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Figure 4.2.: The minimum negativity N required for a given violation of
another steering inequality F = Tr(σ1(σ1|1 − σ2|1) + σ2(σ1|2 −
σ2|2)+σ3(σ1|3−σ2|3)). The lowest (red) curve is l = 1, the next
(blue) is l = 2, and the highest (black) is l = 3.
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A common feature of both examples is that any s outside the range of
LHS models signifies the presence of negativity. This is somewhat surpris-
ing, since there are PPT (i.e. zero negativity) states that are nonetheless
entangled [Hor97]. It is prima facie possible for such states to violate a
steering inequality.
In the fully device-independent scenario, the authors of [MBL+13] were
similarly unable to find a PPT state for which entanglement could be de-
tected by looking only at p(a, b|x, y). Indeed, there is a long-standing con-
jecture by Peres [Per99] that the probabilities from measuring PPT states
always have an LHV model. Although a multi-partite version of this con-
jecture has been disproved [VB12], the bipartite case remains open. Based
on the above observation, one might tentatively conjecture that PPT states
cannot violate steering inequalities, i.e. the assemblages obtained by mea-
suring them always have LHS models. Since an LHS model implies an LHV
model, but not vice versa, this statement is strictly stronger than the orig-
inal Peres conjecture. Hence if the original Peres conjecture is false, this
strengthened conjecture may be a good starting point to seek counterexam-
ples.
The methods provided in this chapter can be used to search for such
counterexamples. In that direction, I have used eq. (4.25) to upper bound
the PPT violations of various steering inequalities. In all but one of the cases
I have tried, an upper bound agreeing (within numerical precision) to the
LHS bound is always found, supporting the strengthened conjecture. See
table 4.2 for details. The exception was Eq. 1 of [SJWP10] with n = 10. At
the first level PPT bound is approximately 0.0537 above the LHS bound. At
the second level the difference is approximately 0.0012. Unfortunately the
third level is not tractable on my hardware, so the results for this inequality
are inconclusive.
All of the steering inequalities in table 4.2 are fairly “natural”/“symmetric”,
and this might be a problem when searching for a counter-example to the
strengthened Peres conjecture. Therefore I have also tried a different strat-
egy of randomly generating operators Fa|x, using eq. (4.16) to bound their
values on LHS models and then comparing that with the bounds from
eq. (4.25). The limiting factor on increasing the parameters dA, nB, nB
appears to be eq. (4.16). In table 4.3 I list the cases in which I was able
to generate 4000 random sets of operators and check for counterexamples.
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Inequality dA mB nB l
Eq. 63 of [CJWR09] 2 2 2 1
Eq. 66 of [CJWR09] 2 3 2 1
Eq. 67 of [CJWR09], j = 1 3 3 3 1
Eq. 67 of [CJWR09], j = 3/2 4 3 4 1
Eq. 67 of [CJWR09], j = 2 5 3 5 1
Eq. 67 of [CJWR09], j = 5/2 6 3 6 1
Eq. 67 of [CJWR09], j = 3 7 3 7 1
Eq. 67 of [CJWR09], j = 7/2 8 3 8 1
Eq. 67 of [CJWR09], j = 4 9 3 9 1
Eq. 14 of [SPP+12] 2 2 2 1
Eq. 1 of [SJWP10], n = 4 2 4 2 1
Eq. 1 of [SJWP10], n = 6 2 6 2 2
Eq. 1 of [SJWP10], n = 10 2 10 2 see text
Eq. 7 of [Val13], n = 4 2 4 2 2
Eq. 7 of [Val13], n = 5 2 5 2 2
Table 4.2.: List of steering inequalities for which I have compared the ranges
obtained by LHS models to the ranges obtained by PPT states.
dA is the dimension of Alice’s system, mB and nB are the number
of settings and outcomes for Bob. The two ranges agree within
numerical precision at level l of the hierarchy of bounds on the
PPT range.
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dA mB nB l
2 2 2 1
2 2 3 1
2 2 4 1
2 2 5 1
2 2 6 1
2 3 2 2
2 3 3 1
2 3 4 1
2 3 5 2
2 4 2 1
2 4 3 2
3 2 2 1
3 2 3 1
dA mB nB l
3 2 4 1
3 2 5 1
3 2 6 1
3 3 2 1
3 3 3 1
3 3 4 1
3 4 2 2
3 4 3 1
4 2 2 1
4 2 3 1
4 2 4 1
4 2 5 1
4 2 6 1
dA mB nB l
4 3 2 1
4 3 3 1
4 4 2 1
5 2 2 1
5 2 3 1
5 2 4 1
5 2 5 1
5 2 6 1
5 3 2 1
5 3 3 1
5 4 2 1
5 5 2 1
6 2 2 1
Table 4.3.: List of parameter regimes for which I have generated 4000 ran-
dom steering inequalities and checked for counterexamples to
the stronger Peres conjecture. The final column shows the level
of the hierarchy at which agreement between eq. (4.16) and
eq. (4.25) was achieved to within numerical precision for the
“hardest” inequality in that regime.
None were found.
4.11. Summary
The idea that steering should be thought of as updating your knowledge of
system A by learning from system B leads naturally to the idea of LHS mod-
els. Such models turn out to be incompatible with certain entangled states,
and the amount of incompatibly can be directly related to the amount of
entanglement. This link suggests a new line of attack on the long-standing
Peres conjecture. But if steering really is nothing more than indirect learn-
ing about A, the failure of LHS models means it must be learning about
something other than a pre-existing quantum state. This idea will be ex-
plored in the next two chapters.
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knowledge: de Finetti theorems
The previous chapter began by showing that for separable states, steering
appears to be nothing more than learning about system A via interaction
with system B. But if this interpretation is to be extrapolated to entangled
states, the EPR argument shows that what we learn about system A cannot
be its pre-existing quantum state. Indeed, quoting [EPR35] itself (emphasis
in original):
We see therefore that, as a consequence of two different mea-
surements performed upon the first system, the second system
may be left in states with two different wave functions. On the
other hand, since at the time of measurement the two systems
no longer interact, no real change can take place in the second
system in consequence of anything that may be done to the first
system. [. . . ] Thus, it is possible to assign two different wave
functions (in our example ψk and φr) to the same reality (the
second system after the interaction with the first).
There is some evidence (see [HS10] and references therein) that Einstein
considered this to be the key point, which was “buried by the erudition”
[How85] of Podolsky’s writing.
So an appealing understanding of steering, in particular one that eschews
“spukhafte Fernwirkung” [Ein71] (spooky action-at-a-distance), seems to
require understanding quantum states as states of knowledge rather than
states of reality. This point is made forcefully in [Fuc03], and colourfully in
[Mer99]. In [Spe07, BRS12] it is argued that many other quantum phenom-
ena are similarly demystified when quantum states are understood this way.
To give just one example, the impossibility of perfectly distinguishing non-
orthogonal states (section 1.1) is perfectly natural if such states sometimes
describe the same reality.
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In fact, the general idea that quantum state assignments are akin to
probability assignments has a long history, see for example [Bal70, Pei79,
CFS02b]. Let us therefore investigate whether it makes sense to think of
quantum states in this way.
An immediate concern might be that quantum states are routinely mea-
sured, by the procedure of state tomography mentioned in section 1.1. How
could one measure a “state of knowledge”? The de Finetti theorem for
quantum states [HM76, CFS02c] provides a response. To understand it, we
first need to understand the original de Finetti theorem.
5.1. The de Finetti theorem for probabilities
Suppose we toss a coin and give a 0.5 probability for it to land heads. Since
the coin is presumably accurately described by classical physics, which is
deterministic, that probability assignment is not a statement about the
world, but rather our information about it.1 But what if we toss the coin
10,000 times and it lands heads in 5,052 cases? Can’t we say that we’ve
measured the probability to be approximately 0.5? The de Finetti theorem
allows us to dissolve this apparent tension.
Suppose we have some sequence of events that is, in principle, infinite. For
example, an experiment in which a coin is tossed can be repeated an arbi-
trary number of times. We might assign a probability distribution P (1)(a1)
for the outcome a1 of the one coin toss, a probability distribution P
(2)(a1, a2)
for the two coin tosses, P (3)(a1, a2, a3) for the three, and so on. Provided the
mere act of doing another coin toss doesn’t change our information about
the previous ones,
∑
an+1
P (n+1)(a1, . . . , an, an+1) = P
(n)(a1, . . . , an). Sup-
pose furthermore that we don’t have any information that depends on the
order of the coin tosses (such information could include, for example, know-
ing that whichever side the coin lands on picks up dirt which makes that
side heavier). Then each P (n) will be invariant under permutations of its
arguments, for example P (2)(a1, a2) = P
(2)(a2, a1). Such a sequence {P (n)}
is called exchangeable. De Finetti proved that:
1There is a set of views on probability according to which probabilities are always prop-
erties of the world. The response to the argument given here would be that you cannot
assign probabilities to one-off events. Since this flies in the face of our experience, this
view seems too limited to cover all the situations in which probabilities arise.
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Theorem 5.1 ([dF74]). A sequence of probability distributions {P (n)} is
exchangeable if and only if there exists a measure µ(p) over probability dis-
tributions such that for all n
P (n)(a1, a2, . . . , an) =
∫
dµ(p)p(a1)p(a2) · · · p(an). (5.1)
Furthermore, in such cases µ(p) is unique.
The theorem shows that if our knowledge takes the form of an exchange-
able sequence of probability distributions then it can be equivalently de-
scribed as knowledge (encoded in µ(p)) about “which probability distribu-
tion p is being independently sampled in each run”. This is despite the
fact that we haven’t assumed there really is some correct distribution p
which actually is being independently sampled in each run. p is more like
an accounting fiction which is easier to deal with than the infinite sequence
{P (n)} itself.
Suppose we actually perform k runs of the experiment and obtain out-
comes (c˜1, . . . , c˜k). Then our information about some set of future runs
(ck+1, . . . , cn) is given by the conditional probability distribution
P (n)(ck+1, . . . , cn|c˜1, . . . , c˜k) = P
(n)(c˜1, . . . , c˜k, ck+1, . . . , cn)∑
c˜k+1,...,c˜n
P (n)(c˜1, . . . , c˜k, c˜k+1, . . . , c˜n)
=
P (n)(c˜1, . . . , c˜k, ck+1, . . . , cn)
P (k)(c˜1, . . . , c˜k)
=
∫
dµ(p)p(c˜1) · · · p(c˜k)p(ck+1) · · · p(cn)∫
dµ(p˜)p˜(c˜1) · · · p˜(c˜k)
=
∫
dµ(p|c˜1, . . . , c˜k)p(ck+1) · · · p(cn) (5.2)
so we have a form like eq. (5.1) but with a new measure defined as
dµ(p|c˜1, . . . , c˜k) = dµ(p)p(c˜1) · · · p(c˜k)∫
dµ(p˜)p˜(c˜1) · · · p˜(c˜k) . (5.3)
Furthermore, this is exactly the expression we would obtain if we were
updating our knowledge of some variable p according to Bayes’ theorem,
Prob(p|data) = Prob(p) Prob(data|p)∑
p˜ Prob(p˜) Prob(data|p˜)
(5.4)
and so when we collect data and use it to update the {P (n)} this is math-
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ematically equivalent to estimating an “unknown probability distribution”
p in the same way as any other unknown parameter.
5.2. The de Finetti theorem for quantum states
The approach for quantum states is similar. We first notice that the es-
timation of quantum states requires many systems. The systems are of-
ten claimed to be “in identical but unknown quantum states”, which is
strictly speaking nonsensical from the quantum states as states of knowl-
edge perspective. Suppose we have a procedure for preparing any number
of quantum systems, each associated with the same Hilbert space H. The
preparation of one system will be associated with a quantum state ρ(1) on
H, two with ρ(2) on H ⊗H, and so on. These, rather than any “unknown
quantum states”, are the fundamental tools for describing the situation.
In similar circumstances to the probability case, there will be cases where
these states are exchangeable, which here means Trn+1 ρ
(n+1) = ρ(n) and
ρ(n) is invariant under swapping of systems.
Theorem 5.2 ([HM76, CFS02c]). A sequence of quantum states {ρ(n)} is
exchangeable if and only if there exists a measure µ(ρ) over quantum states
such that for all n
ρ(n) =
∫
dµ(ρ)ρ⊗ ρ · · · ⊗ ρ. (5.5)
Furthermore, in such cases µ(ρ) is unique.
So exchangeable quantum states can be equivalently described as beliefs
about “which quantum state ρ is being independently prepared in each
run”. ρ is the “unknown quantum state” that is being “measured” in state
tomography. Indeed the mathematics of state tomography provide the key
to proving theorem 5.2.
Sketch proof of theorem 5.2 (following [CFS02c]). The “if” part is obvious.
For the “only if” part, recall from section 1.1 that a POVM {Ea} whose ele-
ments span the Hermitian operators onH is called informationally-complete.
Using such a POVM, the ρ(n) are characterised by P (n)(a1, a2, . . . , an) =
Tr
(
ρ(n)(Ea1 ⊗ Ea2 ⊗ · · · ⊗ Ean)
)
. The remaining steps in the proof are to:
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= 
Figure 5.1.: A quantum channel
• Show that the exchangeability of {P (n)} follows from the exchange-
ability of {ρ(n)}.
• Apply theorem 5.1 to see P (n) has the form eq. (5.1).
• Observe that there exist p which are not of the form p(a) = Tr(ρEa)
for any ρ, but show that such “bad” p have measure zero according
to µ(p). This is the only technical part of the proof.
• Use the fact that (since {Ea} is informationally-complete) the “good”
p in fact have a unique ρ for which p(a) = Tr(ρEa) to convert µ(p)
into a measure µ(ρ) for which eq. (5.1) implies eq. (5.5).
A similar proof works in certain generalizations of quantum theory [BL09].
Later we will also need the de Finetti theorem for channels.
5.3. The de Finetti theorem for channels
Although this thesis has no made use of them so far, an important class
of objects in quantum information theory are the channels: completely
positive trace-preserving linear maps from operators on Hin to operators
on Hout. Channels represent dynamics: preparing a system in state ρ on
Hin and evolving it according to C is equivalent to preparing the state C(ρ)
on Hout, as in fig. 5.1. Preserving trace ensures that the normalization of
C(ρ) follows from the normalization of ρ. Likewise for positivity. Complete
positivity ensures a valid output state even when C is applied to a subsystem
of a system in an entangled state.
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Channels can be characterized using a procedure similar to state tomog-
raphy, known as process tomography [CN97, PCZ97]. Consider a sequence
of channels {C(n)}, where C(1) is from Hin to Hout, C(2) is from Hin ⊗ Hin
to Hout ⊗Hout etc. We call the sequence exchangeable if Trn+1 ◦ C(n+1) =
C(n) ◦ Trn+1 and piout ◦ C(n) = C(n) ◦ piin for any permutation of systems
pi. The first condition means that applying C(n+1) to n + 1 systems and
then throwing away the final system is the same as first throwing away the
(n + 1)-th system and then applying C(n). The second condition says that
swapping two input subsystems is the same as swapping the correspond-
ing output subsystems, i.e. there is nothing special about how the channel
treats any particular subsystem.
Theorem 5.3 ([FSS04]). A sequence of channels {C(n)} is exchangeable if
and only if there exists a measure µ(C) over channels such that for all n
C(n) =
∫
dµ(C)C ⊗ C · · · ⊗ C. (5.6)
Furthermore, in such cases µ(C) is unique.
The proof of this theorem builds on theorem 5.2 much like the proof of
theorem 5.2 builds on theorem 5.1.
Sketch proof (following [FSS04]). The “if” part is obvious. For the “only if”
part, use the Choi-Jamio lkowski isomorphism [Cho75, Jam72] to associate
each C(n) with a state ρ(n).
• Show that the exchangeability of {ρ(n)} follows from the exchange-
ability of {C(n)}.
• Apply theorem 5.2 to see ρ(n) has the form eq. (5.5).
• Observe that there exist ρ which are not isomorphic to a channel (due
to a partial trace condition), but show that such “bad” ρ have measure
zero according to µ(ρ). This is the only technical part of the proof.
• Use the isomorphism to convert µ(ρ) into a measure µ(C) for which
eq. (5.5) implies eq. (5.6).
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So there is a de Finetti theorem for states, and for channels. This leaves
measurements, a de Finetti theorem for which seems to be missing from the
literature2.
5.4. The de Finetti theorem for POVMs
Just as state tomography allows the use of known measurements to collect
statistics and estimate an “unknown state”, one could also use known states
to collect statistics and estimate an “unknown POVM”. This is measure-
ment tomography, and can be achieved separately estimating the probability
distribution the POVM gives rise to on each state in a set that spans the
Hermitian operators.
Recall from section 1.4 that a POVM on a target system can always
be implemented by a projective measurement on a combined target plus
ancilla system. The POVM implemented on the target system depends on
the quantum state of the ancilla system, and so if the latter is a state of
knowledge, the former cannot be an aspect of objective reality. Hence an
“unkown POVM” is just as mysterious as an “unkown state”. A de Finetti
theorem would alleviate this tension.
The first step is again to realise that measurement tomography really in-
volves a sequence of POVMs. Consider some supply of quantum systems,
each associated with the same Hilbert space H. There is the POVM {E(1)a1 }
on H associated with measuring a single system, {E(2)a1a2} on H⊗H associ-
ated with measuring two systems (note that the outcome labels consist of
a1 which is considered as the result from the first system and a2 which is
considered the result from the second), {E(3)a1a2a3} on H ⊗H ⊗H for three
systems, and so on. If we imagine measuring an arbitrary number of systems
we will have an infinite sequence of such POVMs.
If we measure n+ 1 systems but forget the (n+ 1)-th outcome, the prob-
ability distribution for the first n outcomes (a1, . . . , an) is generated by the
POVM {∑an+1 E(n+1)a1···anan+1}. If on the other hand, we measure n systems
whilst doing nothing with an additional system numbered n + 1, the as-
sociated POVM is {E(n)a1···an ⊗ I}. It may well be that these two things are
equivalent, i.e. the marginal statistics of the first n results of a measurement
2Thanks to Jon Barrett and Matt Leifer for pointing this out, along with the basic idea
for proving it.
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on n+ 1 systems are judged to depend only on the reduced state of the first
n systems. Then we would have∑
an+1
E
(n+1)
a1···anan+1 = E
(n)
a1···an ⊗ I. (5.7)
It could also be the case that the order of the systems only matters in so
far as it fixes the order of the outcome variables, i.e.
E
(n)
api(1)···api(n) = pi(E
(n)
a1···an) (5.8)
for any permutation of the subsystems pi. If both eqs. (5.7) and (5.8) hold
then we say that the sequence of POVMs is exchangeable.
Theorem 5.4. A sequence of POVMs is exchangeable if and only if there ex-
ists a measure µ({Ea}) over POVMs such that for all n and (a1, a2, . . . , an)
E
(n)
a1a2···an =
∫
dµ({Ea})Ea1 ⊗ Ea2 ⊗ · · · ⊗ Ean . (5.9)
Furthermore, in such cases µ({Ea}) is unique.
Yet again we find that an object that can be treated like an “unknown
POVM” falls out of the mathematics.
Proof. For the “if” part, assume that eq. (5.9) holds. Then
∑
an+1
E
(n+1)
a1···anan+1 =
∫
dµ({Ea})Ea1 ⊗ · · · ⊗ Ean ⊗
∑
an+1
Ean+1
=
∫
dµ({Ea})Ea1 ⊗ · · · ⊗ Ean ⊗ I = E(n)a1···an ⊗ I, (5.10)
where we have used eq. (5.9) twice and
∑
aEa = I for any POVM. Also
E
(n)
api(1)···api(n) =
∫
dµ({Ea})Eapi(1) · · · ⊗ Eapi(n)
=
∫
dµ({Ea})pi(Ea1 · · · ⊗ Ean) = pi(E(n)a1···an). (5.11)
For the “only if” part, suppose that a ranges from {1, . . . ,m} and letHflag
be m-dimensional. Fix an orthonormal basis {|a〉}. Then we can associate
the POVM {E(1)a1 } with a channel C(1) whose output is always diagonal in
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the {|a1〉} basis, {E(2)a1a2} with a channel C(2) whose output is diagonal in
the {|a1〉 ⊗ |a2〉} basis, and so on. The proof follows the same pattern as
the previous two cases, involving:
• Showing that the exchangeability of {C(n)} follows from the exchange-
ability of the POVMs.
• Applying theorem 5.3 to see that C(n) has the form eq. (5.6).
• Observing that there exist C which are not associated with a POVM
(because their output is not diagonal in the correct basis), but showing
that such “bad” C have measure zero according to µ(C).
• Converting µ(C) into a measure µ({Ea}) for which eq. (5.6) implies
eq. (5.9).
The channel C(1) is given by C(1)(ρ) = ∑a1 |a1〉 〈a1|Tr(ρE(1)a1 ). The lin-
earity of C(1) follows from the linearity of the trace, and Tr(C(1)(ρ)) =∑
a1
Tr(ρEa1) = Tr(ρ). C(1) is positive because (C(1)⊗I)(ρ) =
∑
a1
|a1〉 〈a1|⊗
TrA(ρ(Ea1 ⊗ I)). C(2)(ρ) =
∑
a1,a2
|a1〉 〈a1| ⊗ |a2〉 〈a2|Tr(ρE(2)a1a2) which is a
valid channel for similar reasons, and so on.
To prove exchangeability of {C(n)} note that
(
Trn+1 ◦ C(n+1)
)
(ρ) =
Trn+1
 ∑
a1,...,an+1
|a1〉 〈a1| ⊗ · · · ⊗ |an〉 〈an| ⊗ |an+1〉 〈an+1|Tr(ρE(n+1)a1···anan+1)

=
∑
a1,...,an+1
|a1〉 〈a1| ⊗ · · · ⊗ |an〉 〈an|Tr(ρE(n+1)a1···anan+1)
=
∑
a1,...,an
|a1〉 〈a1| ⊗ · · · ⊗ |an〉 〈an|Tr(ρ(E(n)a1···an ⊗ I))
=
∑
a1,...,an
|a1〉 〈a1| ⊗ · · · ⊗ |an〉 〈an|Tr(Trn+1(ρ)E(n)a1···an)
=
(
C(n) ◦ Trn+1
)
(ρ) (5.12)
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and that
(
piout ◦ C(n)
)
(ρ)
= piout
( ∑
a1,...,an
|a1〉 〈a1| ⊗ · · · ⊗ |an〉 〈an|Tr(ρE(n)a1···an)
)
=
∑
a1,...,an
|api(1)〉 〈api(1)| ⊗ · · · ⊗ |api(n)〉 〈api(n)|Tr(ρE(n)a1···an)
=
∑
a1,...,an
|a1〉 〈a1| ⊗ · · · ⊗ |an〉 〈an|Tr
(
ρE
(n)
api−1(1)···api−1(n)
)
=
∑
a1,...,an
|a1〉 〈a1| ⊗ · · · ⊗ |an〉 〈an|Tr
(
ρpi−1in (E
(n)
a1···an)
)
=
∑
a1,...,an
|a1〉 〈a1| ⊗ · · · ⊗ |an〉 〈an|Tr
(
piin(ρ)E
(n)
a1···an
)
=
(
C(n) ◦ piin
)
(ρ). (5.13)
So by theorem 5.3 there exists a measure µ(C) such that
C(n) =
∫
dµ(C)C ⊗ C · · · ⊗ C. (5.14)
Now C(2) is diagonal in the {|a1〉⊗|a2〉} basis, and so for any ρ and a 6= a′
we have
0 = (〈a| ⊗ 〈a′|)C(2)(ρ⊗ ρ)(|a′〉 ⊗ |a〉)
= (〈a| ⊗ 〈a′|)
∫
dµ(C)C(ρ)⊗ C(ρ)(|a′〉 ⊗ |a〉)
=
∫
dµ(C) 〈a|C(ρ)|a′〉 〈a′|C(ρ)|a〉 =
∫
dµ(C) ∣∣〈a|C(ρ)|a′〉∣∣2 (5.15)
and so 〈a|C(ρ)|a′〉 = 0 except on a set of measure zero according to µ(C).
If we run the same argument for a finite set {ρi} that span the positive
operators on H then we conclude that {C(ρi)} are all diagonal in the {|a〉}
basis for almost all C. So by linearity we conclude that for almost all C,
C(ρ) is diagonal for any ρ.
A C whose output is diagonal defines a POVM by 〈i|Ea|j〉 = 〈a|C(|j〉 〈i|)|a〉.
The positivity of Ea follows from the positivity of C. Since C is trace-
preserving, 〈i|∑aEa|j〉 = Tr(C(|j〉 〈i|)) = Tr(|j〉 〈i|) = 〈i|j〉 = δij , i.e.
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∑
aEa = I. Hence a measure over C whose outputs are diagonal defines
a measure over POVMs, and by linearity
E
(n)
a1a2···an =
∫
dµ({Ea})Ea1 ⊗ Ea2 ⊗ · · · ⊗ Ean . (5.16)
This result can be slightly generalised, producing a de Finetti theorem
that unifies all the above results.
5.5. The de Finetti theorem for quantum
instruments
A POVM does not say anything about the state of the system after the
measurement. That information is given by a quantum instrument, a set
of completely positive maps {Ca} that sums to a channel. If an instrument
is applied to a system prepared in state ρ then the outcome a occurs with
probability Tr(Ca(ρ)) and the post-measurement state is Ca(ρ)/Tr(Ca(ρ)).
A sequence of instruments {Ca1} from Hin to Hout, {Ca1a2} from Hin⊗Hin
to Hout ⊗Hout and so in is exchangeable if
Trn+1 ◦
∑
an+1
C(n+1)a1···anan+1 = C(n)a1···an ◦ Trn+1, (5.17)
and for any permutation of subsystems pi
piout ◦ C(n)api(1)···api(n) = C(n)a1···an ◦ piin. (5.18)
Notice that if Hin and Hout are 1-dimensional then quantum instruments
are simply probability distributions, and an exchangeable sequence of such
instruments is an exchangeable sequence of probability distributions. If
Hin is 1-dimensional and a only takes a single value then quantum instru-
ments are simply quantum states on Hout, and an exchangeable sequence of
such instruments is an exchangeable sequence of quantum states. If Hin is
arbitrary but a still takes a single value then we have a channel with the cor-
rect notion of exchangeability. Finally if Hout is 1-dimensional but a takes
several values then a quantum instrument is equivalent to a POVM, and
exchangeability again matches. Hence the following includes theorems 5.1
to 5.4 as special cases
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Theorem 5.5. A sequence of quantum instruments is exchangeable if and
only if there exists a measure µ({Ca}) over quantum instruments such that
for all n and (a1, a2, . . . , an)
C(n)a1a2···an =
∫
dµ({Ca})Ca1 ⊗ Ca2 ⊗ · · · ⊗ Can . (5.19)
Furthermore, in such cases µ({Ca}) is unique.
Proof. Follow the proof of theorem 5.4, now mapping {C(1)a } to a channel
C(1) from Hin to Hflag⊗Hout given by C(1)(ρ) =
∑
a1
|a1〉 〈a1| ⊗ C(1)a (ρ).
5.6. Summary
If quantum states are states of knowledge then channels, POVMs and quan-
tum instruments must (at least partly) depend on an agent’s knowledge too.
However, “unknown” states, channels, POVMs and instruments can all be
“measured”. The de Finnetti theorems make sense of this, by showing that
the “unknown” objects are useful metaphors for describing exchangeable
sequences of known objects. But if quantum states are states of knowledge,
what is that knowledge about? This issue is discussed in the next chapter.
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knowledge: an obstacle?
Steering suggests that quantum states are states of knowledge, and this idea
can be reconciled with the existence of tomography procedures. But what
is this knowledge about?
An obvious answer is that it is knowledge about the quantum system.
Since the quantum state helps to make prediction about the results of mea-
surements, in that case it must be knowledge about aspects of the quantum
system involved in its response to measurements. This leads naturally to
the idea of an ontological model.
6.1. Ontological models
An ontological model of a quantum system begins with an ontic state space
Λ. (Since we will be integrating over Λ, it will need to be a measure space.)
The idea is that there is an ontic state λ ∈ Λ that fully specifies the objec-
tive, physical state of the system.
The rest of the model relates Λ to the operational primitives used in quan-
tum theory. A preparation procedure P that is associated with a quantum
state ρ in quantum theory is associated with a probability distribution µP (λ)
in the ontological model. µP (λ) represents what we know about the system
given that it was prepared according to P .
Similarly, a measurement procedure M that is associated with a POVM
{Ea} in quantum theory is associated with a set of probability distributions
{p(a|M,λ)}, one for each λ ∈ Λ. p(a|M,λ) represents the model’s predic-
tions about the measurement result a when a system in state λ undergoes
the measurement procedure M .
Since the predictions of quantum theory are so well confirmed, we require
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that they are reproduced exactly by the ontological model:∫
Λ
dλµP (λ)p(a|M,λ) = Tr(ρEa). (6.1)
This formalism is set out clearly in [Spe05], but the basic ideas are in
the background of the two main theorems in the foundations of quantum
mechanics due to Bell [Bel64] (see chapter 7) and Kochen & Specker [KS68].
I have written µP rather than µρ because it is known that µP varies with
details of the preparation procedure that aren’t captured by ρ, a dependence
known as preparation contextuality [Spe05]. However, the proofs of prepa-
ration contextuality only apply to mixed states. In the case of preparations
associated to pure states, there exist numerous ontological models where µP
depends only on |ψ〉 〈ψ|. Since this chapter studies how ontological models
treat pure states, we will focus on such models and write µψ from now on.
The results will still imply something about models that are preparation
contextual for pure states, but the notation would be more complicated.
It is likewise known that p(a|λ,M) must depend on more than just {Ea},
measurement contextuality. However, the result in this chapter only uses
one measurement at a time, so this can also be swept under the carpet.
With ontological models set up we can now be more precise about what
we mean by quantum states as states of knowledge.
6.2. ψ-ontic versus ψ-epistemic
Harrigan and Spekkens [HS10] define an ontological model as ψ-ontic if for
any |ψ〉 6= |φ〉, µψ(λ)µφ(λ) = 0 for all λ, i.e. µψ and µφ are non-overlapping.
A model is ψ-epistemic otherwise.
In a ψ-ontic model, for any λ there is only one |ψ〉 for which µψ(λ) > 0.
Hence the ontic state fixes the quantum state. Such model can be divided
further into the ψ-complete model where λ = |ψ〉 and ψ-supplemented mod-
els where λ includes other information in addition to the quantum state. If
steering is just learning about system A by interacting with system B then
in an ontological model steering will be learning about λ. But in a ψ-ontic
model learning about λ necessarily means learning about |ψ〉, and we saw
in chapter 4 that steering cannot be understood as learning about a pre-
existing quantum state.
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This motivates investigating ψ-epistemic models. The definition of a ψ-
epistemic model is simply the logical negation of the definition of a ψ-ontic
model. Hence a model is ψ-epistemic if there exists |ψ〉, |φ〉 (|ψ〉 〈ψ| 6=
|φ〉 〈φ|) and λ such that µψ(λ)µφ(λ) > 0. In other words, there exists at
least one ontic state λ compatible with at least two quantum states |ψ〉
and |φ〉. If system A has the ontic state λ, it is not surprising a choice
of measurement on B could lead to ascribing quantum states |ψ〉 or |φ〉 to
A: these are simply two different states of knowledge that can describe the
same state of reality.
It is speculated in [HS10] that Einstein used two measurements in his
favourite version of the EPR argument precisely because he was arguing
for ψ-epistemic models, rather than merely against ψ-complete models as
commonly thought.
Recalling from section 2.1 the large amount of steering possible in quan-
tum theory, it is clear that an ontological model that gives a satisfying
explanation of all possible steering scenarios would have to be much “more
ψ-epistemic” than the definition alone requires. (See, for example, [LM13].)
Nevertheless, the most fundamental question to ask is whether even this
minimal definition is satisfied by any ontological model. Let us first inves-
tigate the cases where overlapping distributions are immediately ruled out
by quantum predictions.
6.3. Basic limits on ontological models:
PP-incompatibility
The operational predictions of an ontological model, as given by eq. (6.1),
are not sensitive to differences in µP on sets of measure zero. Indeed it
seems unlikely that such differences have any physical significance at all.
Hence from this point onwards the ψ-ontic requirement will be relaxed from
µψ(λ)µφ(λ) = 0 for all λ to
∫
Λ dλµψ(λ)µφ(λ) = 0, in other words the previ-
ous requirement is not enforced on sets of measure zero.
With that subtlety dealt with, we can notice the most basic restriction
on ψ-epistemic models: orthogonal quantum states must be represented
by non-overlapping probability distributions. If |ψ〉 and |φ〉 are orthogonal
then there exists a measurement M with outcomes {not ψ,not φ} such that
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Tr(|ψ〉 〈ψ|Enot ψ) = Tr(|φ〉 〈φ|Enot φ) = 0. In the ontological model this
implies
0 =
∫
Λ
dλµψ(λ)p(not ψ|M,λ) ≥
∫
Λ
dλmin{µψ(λ), µφ(λ)}p(not ψ|M,λ)
(6.2)
and
0 =
∫
Λ
dλµφ(λ)p(not φ|M,λ) ≥
∫
Λ
dλmin{µψ(λ), µφ(λ)}p(not φ|M,λ),
(6.3)
where the inequalities follow from the positivity of p(·|M,λ). Summing the
above and using the normalization of p(·|M,λ) we obtain
0 =
∫
Λ
dλmin{µψ(λ), µφ(λ)}. (6.4)
Since they are both positive, this implies that at least one of µψ and µφ are
zero almost everywhere, i.e.
∫
Λ µφ(λ)µψ(λ) = 0.
Notice the key point is the existence of a measurement that always “rules
out” one of the states. If we consider sets of N states with N > 2, this gener-
alises to the notion of PP-incompatibility [CFS02a] (also known as “conclu-
sive exclusion” [BJOP13]). A set of states {ρk} is called PP-incompatible
whenever there exists a measurement with outcomes {Enot k} such that
Tr(ρkEnot k) = 0 for all k. The proof above easily generalises to
Lemma 6.1. If {ρk} are PP-incompatible then in any ontological model the
corresponding {µk} have no common overlap, i.e.∫
Λ
dλµ1(λ)µ2(λ) · · ·µN (λ) = 0. (6.5)
[CFS02a] provides explicit conditions for PP-incompatibility in several
scenarios, the one that will be useful here is for three pure states:
Theorem 6.1 ([CFS02a]). If |ψ1〉 , |ψ2〉 , |ψ2〉 are pairwise distinct and non-
orthogonal, and
a = |〈ψ1|ψ2〉|2 , b = |〈ψ2|ψ3〉|2 , c = |〈ψ3|ψ1〉|2 (6.6)
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satisfy a+ b+ c < 1 and (a+ b+ c− 1)2 > 4abc then {|ψ1〉 , |ψ2〉 , |ψ2〉} is a
PP-incompatible set.
Sketch of proof. Let φk be such that
〈ψ1|ψ2〉 = aeiφ1 , 〈ψ2|ψ3〉 = beiφ2 , 〈ψ3|ψ1〉 = ceiφ3 . (6.7)
Some algebraic manipulations show that if a, b, c satisfy the conditions of
the theorem then there exists {x1, x2, x3} satisfying 0 < xk < 1 such that
a = x1(1− x2), b = x2(1− x3), c = x3(1− x1). (6.8)
Let {|1〉 , |2〉 , |3〉} be an arbitrary orthonormal basis for the Hilbert space
spanned by the {|ψk〉}. Notice that
|ψ˜1〉 =
√
1− x1 |2〉+ eiφ1√x1 |3〉 , (6.9)
|ψ˜2〉 =
√
1− x2 |3〉+ eiφ2√x2 |1〉 , (6.10)
and
|ψ˜3〉 =
√
1− x3 |1〉+ eiφ3√x3 |2〉 . (6.11)
are normalized vectors with the same inner products as the {|ψk〉}. Hence
[JS00] they are equivalent to them up to a unitary, i.e. we can choose
the basis {|k〉} such that |ψ˜k〉 = |ψk〉. In that case Tr(|ψk〉 〈ψk| |k〉 〈k|) =
|〈ψk|k〉|2 = 0 and so Enot k = |k〉 〈k| gives the required measurement.
For a pair of states PP-incompatibility is equivalent to orthogonality. And
of course, quantum theory contains many pairs of non-orthogonal states. It
therefore remains prima facia possible for a model to be ψ-epistemic by rep-
resenting at least one such pair by overlapping probability distributions. In
[LJBR12] it is shown by explicit construction that such models are possible
for any system associated with a finite-dimensional Hilbert space. The Bell
model, [Bel66], a simple ψ-supplemented ontological model, is reformulated
in such a way that a subset of Λ all have identical p(a|M,λ). The ontic
states in the subset are merged, leading to overlapping µψ for some pairs of
quantum states.
The model in [LJBR12] is a proof of principle rather than a serious candi-
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date for physical reality. There is a sensible-looking ψ-epistemic model for
qubits only called the Kochen-Specker model [KS68, HS10], but apart from
that all proposed ontological models have been ψ-ontic. This leads to the
question, granted that ψ-epistemic models exist, do “natural” ψ-epsitemic
models exist? The answer, of course, will depend on the meaning on “natu-
ral”. In the next section I propose one criteria and show that no ψ-epistemic
model can meet it.
6.4. Preparation independence
The notion of independent experiments is central to the confirmation of
results throughout science. It is also important in the foundations of proba-
bility theory, as seen in the previous chapter1. In quantum theory, indepen-
dent preparations are represented by product states. Product states predict
uncorrelated measurement outcomes:
p(a, b) = Tr ((ρA ⊗ ρB)(Ea ⊗ Fb)) = Tr(ρAEa) Tr(ρBFb) = p(a)p(b).
(6.12)
Within the context of an ontological model, it is natural to suppose that
the explanation for this is that experiments that are independent at the
quantum level are, at least some of the time, independent at the ontic level
too.
This motivates the assumption of preparation independence, which states
if preparation procedure P1 is associated with distribution µP1(λ), and P2
with µP2 , then it is possible to independently prepare two systems, the first
according to P1 and the second according to P2. The ontic state of the
combined system is fixed by the ontic states λ1 and λ2 of the individual
systems, and they are distributed according to p(λ1, λ2) = µP1(λ1)µP2(λ2).
Theorem 6.2. An ontological model of quantum theory satisfying prepara-
tion independence is ψ-ontic.
Proof. Suppose, for a contradiction, that there exists a ψ-epistemic model
satisfying preparation independence. In particular, for some pair of distinct
states |ψ〉 and |φ〉 the model has ∫Λ µψ(λ)µφ(λ) > 0. |ψ〉 and |φ〉 span a two-
dimensional Hilbert space, which we will restrict attention to from now on.
1Thanks to Jon Barrett for pointing out this connection.
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Since the states are distinct, η = |〈ψ|φ〉| < 1. If the states are orthogonal
we already have a contradiction from the above, so suppose η > 0.
Choose an integer n with n > logη
1
3 . Define three pure states for 2n
parties by
|ψ1〉 = |ψ〉 ⊗ |ψ〉 ⊗ · · · ⊗ |ψ〉︸ ︷︷ ︸
2n of these
, (6.13)
|ψ2〉 = |φ〉 ⊗ |φ〉 ⊗ · · · ⊗ |φ〉︸ ︷︷ ︸
2n of these
, (6.14)
and
|ψ3〉 = |ψ〉 ⊗ · · · ⊗ |ψ〉︸ ︷︷ ︸
n of these
⊗ |φ〉 ⊗ · · · ⊗ |φ〉︸ ︷︷ ︸
n of these
. (6.15)
By preparation independence these can be associated with probability
distributions
µ1(λ1, . . . , λ2n) = µψ(λ1)µψ(λ2) · · ·µψ(λ2n), (6.16)
µ2(λ1, . . . , λ2n) = µφ(λ1)µφ(λ2) · · ·µφ(λ2n), (6.17)
and
µ3(λ1, . . . , λ2n) = µψ(λ1) · · ·µψ(λn)µφ(λn+1) · · ·µφ(λ2n). (6.18)
Since µψ and µφ overlap these distributions also have a mutual overlap:∫
Λ
dλ1· · ·
∫
Λ
dλ2nµ1(λ1, . . . , λ2n)µ2(λ1, . . . , λ2n)µ3(λ1, . . . , λ2n)
=
(∫
Λ
dλµψ(λ)µφ(λ)µψ(λ)
)n(∫
Λ
dλµψ(λ)µφ(λ)µφ(λ)
)n
> 0. (6.19)
However
a = |〈ψ1|ψ2〉|2 = η2n, b = |〈ψ2|ψ3〉|2 = ηn, c = |〈ψ3|ψ1〉|2 = ηn, (6.20)
and so
a+ b+ c = η2n + 2ηn <
1
9
+ 2
1
3
=
7
9
< 1, (6.21)
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Figure 6.1.: n = 2 case in proof of theorem 6.2: For some pairs of non-
orthogonal pure states ψ and φ, quantum theory allows a mea-
surement that always rules out one of the preparations ψ ⊗ ψ,
φ ⊗ φ or ψ ⊗ φ. But if the distributions for ψ and φ overlap,
then λ is sometimes compatible with both distributions. By
preparation independence this sometimes happens with both
systems at the same time, in which case the depicted measure-
ment is impossible. Other pairs of states require more than two
independently prepared systems.
4abc = 4η4n < 4
1
81
, (6.22)
(a+ b+ c− 1)2 >
(
7
9
− 1
)2
=
1
81
. (6.23)
Hence by theorem 6.1 the {|ψk〉} are PP-incompatible and so by lemma 6.1
the associated probability distributions cannot overlap, in contradiction
with eq. (6.19). See fig. 6.1 for an illustration of the n = 2 case.
For a given pair of states, the above proof generally uses more parties
than necessary, see [PBR12] for a more parsimonious proof and also for
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a version of the result for ontological models that do not reproduce the
quantum predictions exactly.
For other assumptions that can rule out ψ-epistemic models, see [CR12,
PPM13, ABCL13, Har12].
6.5. Summary
The notion that quantum states are states of knowledge about an objective
physical state is made precise by ψ-epistemic ontological models. Although
such models are possible, they cannot satisfy a natural requirement of prepa-
ration independence. It is therefore unlikely that a tenable ψ-epistemic
model will be found. This leaves the possibilities that quantum states are
states of reality (and therefore reality can be manipulated over arbitrary
distances by quantum steering), or that they are states of knowledge about
something more subtle than “ontic states”.
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We’ve seen that in light of quantum steering, rejecting instantaneous action-
at-a-distance demands rejecting the notion that quantum states are states
of reality. But the previous chapter shows that in the ontological models
framework, rejecting the notion that quantum states are states of reality
requires rejecting preparation independence. But since a choice about how
to prepare another system might be made an arbitrary distance away, it
is difficult to see how preparation independence can fail in such a scenario
without action-at-a-distance.
We have come full circle. The only ways out are to reject the ontologi-
cal models framework wholesale, or to embrace action-at-a-distance. This
dilemma was first uncovered by Bell1 [Bel64]. In this chapter, I will develop
the above informal argument into a formal proof of Bell’s theorem.
Bell’s theorem shows a contradiction between the predictions of quan-
tum mechanics and local hidden variable (LHV) models. These model
the results (a, b, c, . . . ) of measurements (x, y, z, . . . ) carried out by parties
(A,B,C, . . . ) by
p(a, b, c, . . . |x, y, z, . . . ) =
∑
λ
pλp(a|x, λ)p(b|y, λ)p(c|z, λ) · · · . (7.1)
This is the same as the basic equation for ontological models, eq. (6.1),
except that
• µP (λ) is replaced by pλ since we only consider one preparation (in the
case considered here it will be a preparation of a product quantum
state, but no assumption of preparation independence is made),
• The integral is replaced by a sum, this can be done without loss of
generality when considering a finite number of measurements with a
finite number of outcomes, and
1Bell himself believed the latter option merited serious consideration [Nor11].
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• The model’s predictions for the product measurement factorise into
independent predictions for each party, this is the assumption of lo-
cality or no action-at-a-distance.
In the bipartite case, separable states, LHS models (chapter 4) and LHV
models form a natural hierarchy as shown in table 7.1.
The power of Bell’s result is that it only uses probabilities, in other words
it can be tested in the fully device-independent scenario without any ref-
erence to quantum mechanics. This means LHV models can be ruled out
directly by experiment, and indeed although some loopholes remain, such
experiments (most famously [ADR82]) have ruled them out decisively.
As we saw in the introduction to chapter 5, EPR argued that the ability
of a remote party to choose between different measurements resulting in
different quantum states for system A means that different quantum states
must apply to the same state of reality. But in the previous chapter we
found an obstruction to multiple systems with states of reality that are
compatible with multiple quantum states.
To combine these results into a single experiment, imagine Alice holds
two qubits A1 and A2, Bob holds B and Charlie holds C. The A1B
and A2C systems are in pure states, so Bob can perform arbitrary steer-
ing on A1 and Charlie on A2. Let ρA1 = ρA2 = I/2, and consider Bob
choosing between steering A1 to {σ0|0, σ1|0} = {|ψ〉 〈ψ| /2, |ψ¯〉 〈ψ¯| /2} or
{σ0|1, σ1|1} = {|φ〉 〈φ| /2, |φ¯〉 〈φ¯| /2} where η = |〈ψ|φ〉| satisfies 0 < η < 13 .
Charlie makes similar choices σc|z for steering A2. Recall from the proof of
theorem 6.2 that {|ψ1〉 , |ψ2〉 , |ψ3〉} = {|ψ〉⊗|ψ〉 , |φ〉⊗|φ〉 , |ψ〉⊗|φ〉} are PP-
incompatible. Let Alice choose between two measurements: {E0|0, E1|0} =
{|φ〉 〈φ| ⊗ |φ〉 〈φ| , I − |φ〉 〈φ| ⊗ |φ〉 〈φ|} and the one that shows the PP-
incompatibility, {Enot 1|1, Enot 2|1, Enot 3|1}. See fig. 7.1.
Let us now examine some of the quantum predictions and consider their
implications for a purported LHV model. Since A1B is in a pure state, BC
is uncorrelated (theorem 2.3). Hence when y = z = 0 there is a 14 probability
that b = c = 0, i.e. Alice’s system is steered to |ψ〉 ⊗ |ψ〉. If x = 0 then
since η > 0 there is a non-zero probability that a = 0. Hence in the LHV
model there is non-zero probability of preparing a λ with p(a = 0|x = 0, λ),
p(b = 0|y = 0, λ) and p(c = 0|z = 0, λ) all non-zero.
Since E0|0 has zero probability if A1 or A2 are in the state |φ¯〉, such
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0 1 
Alice 
Bob 
Charlie 
Figure 7.1.: Setup for Bell test. Fb|y are such that A1 is steered to σb|y, and
Fc|z steers A2 to σc|z.
λ must have p(b = 0|y = 1, λ) = p(c = 0|z = 1, λ) = 1. So we have
a non-zero probability of preparing a λ that may be identified as steer-
ing A to |ψ1〉 if b = c = 0, |ψ2〉 if b = c = 1 or |ψ3〉 if b = 1 and
c = 0. But then any outcome for Alice’s PP -incompatibility measurement
{Enot 1|1, Enot 2|1, Enot 3|1} must have probability zero, a contradiction.
The above proof is, by some margin, not the simplest proof of Bell’s the-
orem. That proof only requires two parties choosing between two different
two-outcome measurements [CHSH69]. But it is interesting in that it uses
a conceptual tension between steering, which pulls in the direction of quan-
tum states being states of knowledge, and theorem 6.2, which pulls in the
direction of them being states of reality.
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Steering is a quintessential quantum phenomenon: mathematically elegant
and yet conceptually mysterious. This thesis has explored it from several
directions, but may raise more questions than it answers.
Theorem 2.3 classifies a set of quantum states where steering is “maxi-
mal”: constrained only by the requirement that Bob cannot use it to signal
to Alice. But almost all quantum states are not in this class: what con-
strains steering in those? Perhaps it might still be the no-signalling principle
alone, but including an additional party Charlie that holds a purification of
ρAB.
Theorem 2.5 shows that the power of quantum steering means two parties
cannot produce stronger correlations even if one of them violates quantum
mechanics. It would be interesting to know exactly what types of modifica-
tions of local state spaces do allow for stronger than quantum correlations.
Along similar lines, it is already known that if one party is classical (state
space is a simplex), bipartite correlations must be classical [Bar07]. But
if neither party is classical are non-classical correlations always possible?
Only partial results are known [NP69].
In chapter 3 we saw that steering provides an elegant geometrical view-
point on two qubit states. This viewpoint can help to prove results that
don’t seem to have anything to do with steering, for example theorem 3.4
on the minimal number of product states needed to produce a given sepa-
rable state. We saw that the possible steering ellipsoids for separable states
are exactly those that fit inside a tetrahedron. But a similar characterisa-
tion of the possible steering ellipsoids for arbitrary states remains elusive.
(Certainly, not all ellipsoids are possible [RSW02].)
We then began exploring the more conceptual aspects of steering, and
EPR’s insights played a central role. We saw that many cases of steering
cannot be thought of as Bob learning about some pre-existing quantum
state for Alice’s system, and that this can be used for the one-sided device-
84
8 Conclusions and outlook
independent quantification of entanglement. The main open question is
whether such failures can occur in PPT states. This question is related to
a long-standing conjecture by Peres. Also, there may be quantities other
than negativity that can be measured in the one-sided device independent
scenario, and NPA hierarchy for assemblages might help to find them.
Pushed by the failure of Local Hidden State models to the notion that
even pure quantum states are states of knowledge, we saw in chapter 5
that this idea can be reconciled with the existence of state, process and
measurement tomography. It is likely these theorems can be generalized
further to the tomography of so-called quantum combs [CDP09]. There is
also the interesting problem of trying to do tomography when both states
and measurements are unknown [Sta12], which may be clarified by a de
Finetti theorem.
If quantum states are states of knowledge, the natural question is: what is
that knowledge about? Perhaps the most obvious answer, knowledge about
an underlying real state in the natural “ontological models” framework,
appears untenable in the light of the results of chapter 6, where a conflict
with an innocuous-looking requirement of “preparation independence” was
identified.
In my view, the arguments for quantum states to be states of knowledge
remain compelling. Some take the view that they are knowledge (or even
mere beliefs) about nothing more than future measurement outcomes them-
selves [Fuc10]. But “to restrict quantum mechanics to be exclusively about
piddling laboratory operations is to betray the great enterprise” [Bel90].
Figuring out what quantum states are knowledge about seems like a suit-
ably challenging open problem with which to conclude this thesis.
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A. Ellipses inside tetrahedra fit
inside triangles
The following proof of a geometric fact that underpins two of the main
results in chapter 3 was devised by Mihai-Dorian Vidrighin. It currently
only appears in a MathOverflow discussion [Vid12]. Therefore, and with
Mihai’s permission, I have included it here for completeness.
We will need the following striking result, illustrated in fig. A.1:
Theorem A.1 (Poncelet’s porism [Pon65, Bos85, Wei13] (triangle case)).
Suppose E1 is an ellipse inside another ellipse E2, and that there exists a
triangle inscribed in E2 and circumscribed on E1. Then any point on E2 is
a vertex of such a triangle.
Theorem A.2 (Mihai-Dorian Vidrighin). Let E be an ellipse inside a tetra-
hedron inside the unit ball B. Then E fits inside a triangle in B.
Proof. We can assume without loss of generality that E touches every face
of the tetrahedron (denoted T ), and the vertices of T are on the boundary
of B. If they aren’t, simply shrink T and then B as necessary (the proof
only relies on a cross-section of B being elliptical).
If any vertices of T lie in the plane of E then the cross-section of T is
already a triangle, so assume otherwise (fig. A.2a). Pick an arbitrary vertex
=⇒

, , · · ·

Figure A.1.: Illustration of Poncelet’s porism
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A Ellipses inside tetrahedra fit inside triangles
(a) Initial setup, E in red (b) Identification of E ′, shown in blue
(c) Application of Poncelet’s porism (d) Triangular cross-section, thick black
Figure A.2.: Illustrations for the proof of theorem A.2
of T and draw a cone starting from there with E as its base. This cone
meets the opposite face of T in a new ellipse E ′ (fig. A.2b).
E ′ lies inside a triangle (the fact of T ), which itself lies inside an ellipse
E2 (the cross-section of B). By our simplifying assumption, E ′ touches the
edges of the triangle and the triangle’s vertices are on the circle. Therefore
theorem A.1 applies. Hence we can find a different triangle around E ′ with
one edge in the plane of E (fig. A.2c).
Define a new tetrahedron (shown in green) using the chosen vertex of T
and the new triangle. By construction it still contains the cone identified
before, and in particular it still contains E . But the cross-section in the
plane of E is now a triangle (fig. A.2d).
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