The problem of learning a nonlinear controller directly from experimental data is considered. It is assumed that an existing, unknown controller, able to stabilize the plant, is available, and that input-output measurements can be collected during closed loop operations. A theoretical analysis shows that the error between the input issued by the existing controller and the input given by the learned one shall have low variability in order to achieve closed loop stability. This result is exploited to derive a 1 -norm regularized learning algorithm that achieves the stability condition for a finite number of data points. The approach is completely based on convex optimization. The presented technique is finally tested in real-world experiments to control the flight of a tethered flexible wing, which is characterized by highly nonlinear, unstable and uncertain dynamics and is subject to external disturbances.
I. INTRODUCTION
T HE mainstream approaches to control design for nonlinear systems are model based, i.e., they rely on the assumption that a nominal model describing the system's dynamics is available, eventually with a model of the associated uncertainty and/or disturbance. Examples include nonlinear model predictive control [1] , control Lyapunov functions [2] , [3] , and feedback linearization [4] . In many practical applications, a sufficiently accurate (yet simple) nonlinear model of the plant can be derived from first principles, allowing the control designer to rely on such model based techniques.
If the system dynamics are too complex or poorly understood, however, the derivation of a nonlinear model suitable for control design might become an extremely hard task, hence making model based approaches unusable and motivating research in the field of data-driven approaches. Generally speaking, the latter can be described as control design techniques where the feedback controller is derived from measured input/ Manuscript received April 16, 2015;  revised August 26, 2015 output data, without exploiting any dynamical model of the system under study derived from first principles. The only prior information is the knowledge of the measured variables, which can be used for feedback control, and of the manipulated ones. Data-driven techniques can be classified in four main categories: indirect techniques, which employ the data to identify a black-box model to be used for control design, [5] - [10] ; direct techniques, which aim to obtain the controller (often in the form of an inverse model) directly from the available input-output data, hence avoiding the identification of a model of the system, [11] - [17] ; Internal Model Control (IMC) techniques, where a model is identified from data and the controller (obtained by some inversion approach) is either identified from data or designed from the model, [18] , [19] ; reinforcement learning/ adaptive techniques, where the controller is tuned using the measured data during the online operation, [9] , [20] , [21] ; extensions of the latter techniques to fault detection have also been proposed [22] . In [23] , several of the mentioned approaches are described, with useful discussions on their practical advantages and drawbacks. All of the mentioned data-driven approaches assume either that no initial controller is known, or that a pre-stabilizing controller is available. In the first case, the plant is typically assumed to be stable in order to carry out open loop experiments to collect data, while in the second case closed loop experiments are performed. In both cases, the aim is to derive a controller from input/output data using one of the techniques described above, and the eventual pre-stabilizing controller is somehow irrelevant.
In this work, we consider a different control design problem: we do not aim to derive neither a model of the dynamical system, nor an inverted model, but an approximation of an existing controller. Such an approximated controller is required to stabilize the plant and to achieve satisfactory closed-loop performance.
The motivation for treating this problem is twofold. A first setting is related to the control of systems with strong nonlinearities, time-varying behavior, and subject to disturbances, for which the design of an automatic controller is very challenging, yet an experienced human operator can actually achieve good performance through manual control. This case has been studied in previous contributions in the machine learning community, see e.g., [24] . In particular, approaches based on observing and mimicking a human controller, with the aim to extrapolate a set of rules used by the automatic controller, have been proposed and tried on numerical examples. Although the reported numerical results show good performance of the methods, these previous contributions lack a system-theoretic analysis 0018-9286 © 2015 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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of the stability properties of the closed loop system, and they typically rely on approaches like neural networks and genetic algorithms, for which it is hard to derive guaranteed properties like convexity of the identification problem or optimality of the obtained solution. A second framework is reverse engineering, where one wants to learn how an existing feedback control system works in order to study and/or replicate it, in simulations or experiments. Examples where this second scenario applies can be very diverse, ranging from the analysis of competitors' solutions in technological fields like automotive control, to the study of gene regulatory mechanisms in biological sciences [25] .
In the described context, we provide three contributions. The first one is the derivation of sufficient conditions on the system dynamics, existing controller and learned controller, for which the closed loop system, obtained by employing the latter, results to be stable in an input/output sense.
The second contribution is a learning approach based on 1norm regularized approximation, which is specifically designed to meet the above-mentioned stability conditions for a finite (sufficiently large) number of data points.
Third, we present the results obtained by applying the approach in real-world experiments, concerned with the problem of designing a controller to achieve stable autonomous flight paths of a tethered wing in a wind flow, to be used for airborne wind energy, see e.g., [26] , [27] . This problem is particularly challenging due to the difficulty of deriving a reliable model of the system, the presence of strong nonlinearities and the erratic nature of wind. Yet, a human operator with enough training can achieve the desired trajectories by using a human-machine interface. Hence, this experimental setup falls directly in the first scenario described above, where one wants to design a controller by learning the behavior of a human operator from experimental data. A movie of the experimental tests of the designed controllers is available online [28] .
To the best of our knowledge, this paper is one of the first to set up a systematic stability analysis for direct approaches to control system design, to derive from such analysis a computationally tractable design method with theoretical stability guarantees, finally to successfully implement and apply the method to a nontrivial control problem. Hence, all three aspects of theory, implementation and application of the proposed method are treated. As a matter of fact, a good portion of the mentioned literature does not consider the problem of closedloop stability from a theoretical standpoint and it reports only numerical simulations of academic examples. We point out that in this paper, the approximation is carried out off-line using data measured on the closed-loop system with the existing controller, and it is then implemented on-line as a new feedback controller. On-line tuning and learning to improve the controller are not considered here, albeit they could be topics for future extensions of the approach.
The paper is organized as follows. The problem formulation is stated in Section II. The theoretical results concerned with closed-loop stability, the learning approach, some design guidelines, and the properties of the involved algorithms are described in Section III-A-D. The experimental setup and results are presented in Section IV and conclusions are drawn in Section V.
II. PROBLEM FORMULATION
The setting we consider in this work is the following. A single-input, discrete time, nonlinear dynamical system of interest operates in closed loop with an existing controller. The dynamics of the system and of the controller are not known. The system's input variable u(t), i.e., the controller's output, is known and it can be measured at discrete time instants t ∈ Z. Moreover, u ∈ R is limited in a compact U = [u, u]. The system's output variable y(t), i.e., the controller's input, is not known a priori but the control designer can rely on sensors to acquire measurements of different "candidate" feedback variables, based on her/his intuition and experience with the physical process under study. The output y is assumed to belong to a compact set Y ⊂ R n y . After a choice of y(t) has been made, we assume that the existing controller is a static function of this variable
Moreover, we assume that a disturbance variable e s (t) is acting on the dynamical system. The variable e s accounts for exogenous disturbances and for the approximation error introduced by choosing the input of the controller to be equal to y. The value of e s (t) is also assumed to belong to a compact set E s ⊂ R n e . We then assume that the chosen output variable evolves in time as follows:
Remark 1: Equation (2) can be seen as a "generalized state equation." Indeed, if the output y(t) includes the system's state, then (2) corresponds to a classical state-space description of nonlinear dynamics. If the state is not directly measured but it is observable from the available input-output measurements, then a pseudo-state y(t) can be constructed by taking a suitable number (typically no less than the number of states) of past measurements, such that (2) holds. In the latter case, f would include a series of unit delay operators in addition to the nonlinear functions describing the system's dynamics. It is important to remark that, in the present framework, the choice of the output signals to be used as feedback variables is a crucial step of the control design. As discussed above, this choice can be carried out on the basis of the available sensors and of the designer's intuition and experience, see for instance the experimental application presented in Section IV.
Let us now introduce two assumptions on the functions f and κ.
Assumption 1: The function f is Lipschitz continuous over the compact Y × U × E s . In particular, it holds that
Assumption 2: The function κ is Lipschitz continuous over the compact Y .
Assumptions 1-2 imply that the closed loop system:
is also described by a Lipschitz continuous function g. In particular, by construction, the function g enjoys the following property, which characterizes the sensitivity of the closed loop system with respect to the disturbance term e s :
In (3) and (5), the considered vector norms depend on the problem at hand; in principle any norm can be used and the choice must not be necessarily the same for the signals y and e s . In the remainder of the paper, this consideration is tacitly implied, unless otherwise stated, and we use the symbol · for the sake of simplicity. Assumptions 1-2 are quite standard in nonlinear control analysis and design and they are reasonable, since in practice the inputs, disturbance and outputs of the process under study are often bounded in some compact sets and the functions describing the system and the controller are assumed to be differentiable on such compact sets, hence Lipschitz continuous.
The dynamical system described by g has e s as input and y as output. The properties of the closed-loop system clearly depend on the controller κ, which is assumed to be stabilizing. In particular, we consider the following stability notion (see e.g., [29] ) where, as usual, K is the set of all strictly increasing functions α : R + → R + such that α(0) = 0, and KL is the set of all functions β : R + × R + → R + such that for fixed t, β(x, t) ∈ K, and for fixed x, lim t→∞ β(x, t) = 0:
Definition 1: A nonlinear system with input e s and output y, is finite-gain ∞ stable if a function α ∈ K, a function β ∈ KL and a scalar δ > 0 exist, such that
is the ∞ -norm of the signal v with the underlying norm taken to be the vector norm v . For the sake of clarity, we remark that we are using two types of norms: vector norms, which are generic and can be chosen by the designer, and the infinity signal norm v ∞ that represents a precise physical concept: in Definition 1 it is the maximum size (as measured by the underlying, generic norm) that the signal e s can take pointwise in time.
The stabilizing properties of κ are formalized by the following assumption:
Assumption 3: The functions κ and f are such that the following property holds:
Assumption 3 implies that the closed-loop system (4) enjoys finite-gain ∞ stability as given in Definition 1. In particular, with straightforward passages, we have
. (8) See the Appendix for a derivation of this inequality. Remark 2: Assumption 3 requires that the norm y is a Lyapunov function for the closed-loop system, with y = 0 being the asymptotically stable equilibrium for the unperturbed system. This assumption is reasonable, since the choice of y is a design aspect in the approach proposed here, and we point out that many cases occurring in practice can be treated in the considered settings. For example, weighted norms of the output signals, energy functions, nonlinear Lyapunov functions and trajectory tracking problems can be treated by suitably defining the variable y.
Overall, Assumptions 1-3 are reasonable (and quite common) in the context of system identification, function approximation and learning, since a stable system is needed to collect data and carry out identification experiments. In particular, in this work we consider a finite number N of input and output measurements, indicated asũ(t),ỹ(t), t = −N, . . . , −1, collected from the system operating in closed loop with the unknown controller κ. These data points are assumed to be affected by additive noise variables, indicated as e u (t) and e y (t), respectively:ũ
Note that e u (t) may include both measurement noise and errors arising in the application of the control law. The latter can be present for example if the aim is to learn a controller from the behavior of a human operator, who might be subject to fatigue and mistakes. The noise variables are assumed to satisfy the following boundedness properties where, for a generic variable q ∈ R n q and scalar ρ ∈ (0, +∞), we denote the n q −dimensional norm ball set of radius ρ as B ρ . = {q ∈ R n q : q ≤ ρ}: Assumption 4: The following boundedness properties hold:
According to (1) , with straightforward manipulations, the measured data can be described by the following set of equations:ũ
where d(t) accounts for the effects of the noises e u (t) and e y (t) in (9) . Since e u (t) and e y (t) are bounded and κ is Lipschitz continuous, it follows that d(t) is also bounded:
The following assumption on the pair ( y(t), d(t)) is considered.
Assumption 5 essentially ensures that the controller domain Y is "well explored" by the data y(t) and, at the same time, the noise d(t) covers its domain B ε , hitting the bounds ±ε with arbitrary closeness after a sufficiently long time. This noise property is called tightness (see [16] and, for a probabilistic version, [30] ) and it is somehow linked to a persistence of excitation condition when the data points are collected.
In the described setting, the problem we want to address can be stated as follows:
Problem 1: Learn a controllerκ from N measurementsỹ(t) andũ(t), obtained from the system operating in closed-loop with an unknown controller κ, such that: 1) a finite N exists such thatκ renders the closed loop system finite-gain ∞ stable; 2)κ has "low" complexity, to be easily implementable on real-time processors.
Remark 3: It is worth summarizing, at this point, what are the design variables and the prior information required in our problem formulation. The main design variable is the vector y of feedback variables employed by the controller, which has to be chosen based on the available measurements and physical insight on the problem at hand. The required prior information is given by the knowledge of the scalar input variable u, its domain U , and the availability of the input-output data points (9) . All the other quantities and functions introduced so far are assumed to exist for the sake of our theoretical results, but they do not need to be explicitly known: we show later on that the quantities that are relevant for our learning algorithm will be in fact estimated from the available data.
Remark 4: An interesting question that has to do with the tradeoff between the simplicity and generality of the approach and the amount of data points required to achieve a desired property, for example accuracy of the learned controller, is concerned with the use of only the Lipschitz constant, in order to characterize the involved functions, versus more general descriptions, e.g., general K functions. While the use of Lipschitz constants might give conservative results, which in turn can lead to an excessively large number of data points required in the learning phase, we also think that it provides an easy-tounderstand framework, which is at the same time very general, hence applicable to a large class of problems, and still yields a convex learning problem. Using other classes of functions might require more specific settings and/or lead to nonconvex problems, which we want to avoid since one of our aims is to come up with an approach that can be easily adopted in practice. Moreover, we stress that the Lipschitz constants involved in our formulations need not to be known a priori, since they are estimated directly from the available data.
III. LEARNING A CONTROLLER FROM DATA: THEORY AND COMPUTATION
In this section, we present an approach that is able to solve Problem 1. In order to do so, we first derive a sufficient condition for a generic controllerκ ≈ κ to stabilize the closedloop system and then we propose a technique, based on convex optimization, that is able to learn a controllerκ which meets the stability condition for a sufficiently large N .
A. Closed Loop Stability Analysis
Our first aim is to derive a sufficient condition on the controllerκ, such that the obtained closed loop system is finite-gain ∞ stable. The controllerκ is chosen to be Lipschitz continuous over the compact Y , with constant γκ
Let us define the error function Δ :
We denote with Δ 0 . = Δ(0) the error function evaluated at y = 0. By construction, the error function is Lipschitz continuous, with some constant γ Δ ∈ (0, +∞):
We indicate withĝ the closed-loop system obtained by using the controllerκ. In particular,ĝ is defined as
Note that the feedback variable used by the learned controllerκ is the noise-corrupted measurement of the output y. The next result provides a sufficient condition for the controllerκ to stabilize the closed loop system. Theorem 1: Let Assumptions 1-3 and 4-(b) hold. If
then the closed-loop systemĝ is finite-gain ∞ stable. More precisely, it holds that
It is worth commenting on the result of Theorem 1. Roughly speaking, γ Δ gives an indication on the regularity of the error function Δ = κ −κ. Assuming for example that Δ is differentiable, a low γ Δ means that the quantity dΔ/dy is bounded by a small value, i.e., the variability of the error over the set Y is low. This happens, e.g., when the functions κ andκ differ by some offset, but have similar shapes. A large value of γ Δ , on the other hand, indicates that the control error can have high variability, as it can happen e.g., when the controllerκ is overfitting the available measured data. Theorem 1 states that the quantity γ Δ should be sufficiently small in order to guarantee closed-loop stability, and how small depends on the features of the plant to be controlled and of the unknown controller κ. In particular, the more "sensitive" is the plant to input perturbation, i.e., the larger is the Lipschitz constant γ f , and the worse are the stabilizing properties of the controller κ, i.e., the closer is the constant γ g,y in (7) to 1, the smaller γ Δ has to be in order to meet the sufficient condition. In other words, the Theorem indicates that the quality of the learned controllerκ, in terms of low variability of the control error, should be higher if the uncontrolled system is more sensitive to input perturbations and/or if the closed-loop system obtained with κ is closer to being unstable.
The value of γ Δ influences also the decay rate of the term related to the initial condition y(0) , consider (16) , as well as the gain in the additive term δ. As to the latter, a comparison with the analogous term in (8) reveals the effects of the absolute value of the control error and of the presence of output noise. The former is represented by the quantity |Δ 0 |, i.e., the magnitude of the control error evaluated at y = 0. Note that the choice of y = 0 to evaluate this term is not restrictive, since a simple coordinate change can be used to refer all the results to a different output value. According to the result, the smaller the value of |Δ 0 |, the closer the term δ to the one obtained with the unknown controller κ, i.e., 0. This aspect, coupled with the condition (15) on the value of γ Δ , basically states that, in order to better replicate the behavior obtained with the controller κ, the control error function has to be small in absolute value and have low variability, as the intuition would suggest. About the noise term, it contributes to δ in (16) in a way proportional to its maximum norm ε y , and the gain depends on how sensitive the controllerκ is to perturbations of its input argument, as indicated by the value of γκ. Sinceκ is an approximation of κ, it can be expected that the two functions will have similar Lipschitz constants, hence a large constant γ κ of the true controller would lead to a large constant also of the approximated ones, i.e., to higher sensitivity to measurement noise and to generally worse performance. Finally, note that the effects of |Δ 0 | and ε y are proportional to γ f , i.e., to how sensitive the uncontrolled plant is to input perturbations, and inversely proportional to 1 − γ, i.e., to how close the closed loop system is to being unstable in the sense of Definition 1.
The results presented so far serve as a theoretical justification of the learning algorithm that we present in the next section, which indeed is able to satisfy condition (15) with a large enough finite number of data points, hence providing a solution to Problem 1.
B. Learning Algorithm
A parametric representation is considered for the controllerκ:
where ϕ i : Y → U are Lipschitz continuous basis functions. The coefficientsâ i ∈ R are identified by means of the following Algorithm:
The choice of this set can be carried out following the indications in Section III-C. 2) Using the data set D N .
= {ũ(t),ỹ(t)} −1 t=−N and the basis functions chosen at step 1), define the following quantities:
3) Using Algorithms 2 and 3 below, obtain an estimateε of the noise bound ε in (10), and estimatesγ f andγ g,y of the constants γ f and γ g,y in (3) and (7). Choose γ Δ =γ − ε s , whereγ . = (1 −γ g,y )/γ f and ε s > 0 is an arbitrarily small constant. 4) Solve the following convex optimization problem:
and α ≥ 1 is a number slightly larger than the minimum value for which the constraint (a) is feasible. 5) Obtain the coefficient vectorâ = (â 1 , . . . ,â M ) by solving the following convex optimization problem:
where supp(a 1 ) is the support of a 1 , i.e., the set of indices at which a 1 is not null.
The rationale behind the algorithm can be explained as follows. After the preliminary operations carried out in steps 1)-3), the 1 norm of the coefficient vector a is minimized in step 4), leading to a sparse coefficient vector a 1 , i.e., a vector with a "small" number of nonzero elements. Constraint (a) in (18) ensures the consistency between the measured data and the prior information on the noise affecting these data (assuming thatε is a reliable estimate of ε and α is close to 1). The constraints (b) allow us to guarantee closed-loop stability when a sufficiently large number of data is used, see Theorem 4 below.
Step 5) aims at reducing the Lipschitz constant of the error function, maintaining the same accuracy and sparsity level obtained in step 4), and satisfying the constraints for closedloop stability. Indeed, reducing this constant allows us to satisfy the stability condition (15) with a larger margin.
The reason why a sparse controller is looked for is twofold. First, a sparse function is easy to implement on real-time processors, which may have limited memory and computational capacity, hence accounting for the requirement 2) of Problem 1. Second, sparse functions have good regularity properties and are thus able to provide good accuracy on new data by limiting well-known issues such as over-fitting and the curse of dimensionality. Among the existing approaches in sparse identification (see, e.g., [31] - [36] ), 1 norm relaxation algorithms replace the minimization of the 0 quasi-norm of the vector of coefficients with the minimization of its 1 norm. Algorithm 1 is essentially a modified 1 relaxation method: in step 4), an optimization problem is solved, where the 0 quasi-norm is replaced by the 1 norm, and additional constraints for closedloop stability are used (i.e., (b) in (18)). In step 5), a vectorâ is obtained, with the same support as a 1 , which minimizes the estimated Lipschitz constant of the error function. We note that in principle a significant number of other identification methods from the literature could be employed for control design, see [37] and [38] and the references therein. However, these methods appear to be not very suitable for imposing controller sparsity and closed-loop stability (except for support vector machines, [38] , which anyway have connections with sparse methods, [39] ). As it is well known from previous results [31] - [36] , minimizing the 1 norm is useful not only for sparsity but also for basis function selection. In this respect, step 4 allows us to select those basis functions which are more appropriate for ensuring stability.
Remark 5: If a small number of data is used for control design, it may happen that (1 −γ g,y )/γ f ≤ 0, thus not allowing a feasible choice of the Lipschitz constant γ Δ in step 3) of Algorithm 1. In this case, our indication is to collect a larger number of data in order to let the estimated Lipschitz constantŝ γ f andγ g,y get closer to the true values, which by assumption satisfy the condition (1 − γ g,y )/γ f ≤ 0. If collecting more data is not possible, our indication is to choose γ Δ slightly larger than the minimum value for which the optimization problem (18) is feasible (with a not too large α). Similar indications hold for the case where (1 −γ g,y )/γ f > 0 but the chosen γ Δ is too small and constraint (b) in (18) is thus not feasible.
Remark 6: Algorithm 1 is different from Algorithm 1 in [16] , for three main features: 1) Algorithm 1 in [16] accounts for the presence of a reference signal in the controller; 2) differently from Algorithm 1 in [16] , the parameters required by the present Algorithm 1 are chosen/estimated automatically (see Section III-C below); 3) Algorithm 1 in [16] does not minimize the Lipschitz constant of the error function. Reducing this constant is clearly important in order to increase the "stability margin." While feature 1) has limited relevance, since it derives from the difference of the control design problem considered here from the one considered in [16] , features 2) and 3) represent a significant improvement with respect to the approach in [16] .
C. Parameter Estimation and Basis Function Choice
All the parameters involved in Algorithm 1 (i.e., the noise boundε and the constantsγ f andγ g,y ) can be estimated in a systematic way by means of the following algorithms.
Suppose that a set of data { w(t), z(t)} −1 t=−N is available, described by
where f : W → R is a generic unknown function, W ⊂ R n w and e(t) is an unknown noise. Assume that e(t) ∈ B ε , ∀ t, and f is Lipschitz continuous with constant γ f . The noise bound ε and the Lipschitz constant γ f can be estimated as follows.
Algorithm 2 : Noise bound estimation.
1) Choose a "small" ρ > 0. For example:
. . , −1, go to step 1) and choose a larger ρ.
3) Obtain the estimateε of the noise bound ε aŝ The two algorithms above allow one to estimate the Lipschitz constant of a generic function f. We now discuss how the algorithms can be applied to estimate the constants γ f and γ g,y , which are required by Algorithm 1.
The Lipschitz constant γ f of f with respect to u(t) can be estimated considering that
is an unknown function with Lipschitz constant γ f , the quantities y * and e * s are defined as
is an unknown noise. Note that v f (t) is bounded, due to the boundedness of u(t), e s (t) and y(t) and the Lipschitz continuity
can be estimated by means of Algorithm 2. Then, Algorithm 3 can be applied to estimate γ f , posing z(t) =ỹ(t + 1) and w(t) =ũ(t).
The constant γ g,y can be estimated analogously. Indeed, according to (7) , γ g,y is the rate of change of g with respect to y(t) on the system trajectory. Hence, we can consider that y(t + 1) = g (ỹ(t)) + v g (t), t = −N, . . . , −1 where g(ỹ(t)) . and v g (t) . = g (y(t), e s (t)) − g (ỹ(t), e * s ) + e y (t + 1)
is an unknown noise. Note that v g (t) is bounded, due to the boundedness of e s (t) and y(t) and the Lipschitz continuity of
can be estimated by means of Algorithm 2. Then, Algorithm 3 can be applied to estimate γ g,y , posing z(t) =ỹ(t + 1), w(t) =ỹ(t) and k = t − 1.
Another important step of Algorithm 1 is the choice of the basis functions ϕ i (this aspect is crucial for any identification method relying on a basis function representation, [40] , [41] ). An inappropriately chosen family of functions can force the retention of many terms by the identification algorithm or can lead to large approximation errors. In these situations, several problems may arise, such as high controller complexity, closedloop instability and/or large deviations from the ideal trajectory. The following indications can be considered to address this issue.
The first step is to run Algorithm 1 using a given family of basis functions (e.g., Gaussian, sigmoidal, wavelet, polynomial, trigonometric).
Then, the following cases can occur:
(a) α is small (close to 1) andâ is sparse: the chosen basis functions are adequate, since a small number of them is able to explain the measured data. (b) α is small andâ is not sparse: the basis function choice is not appropriate. Indeed, using a large number of basis functions may lead to overfitting problems and possibly to closed-loop instability. Then, one should choose a different family of basis functions. (c) α is not small: the basis function choice is not appropriate since it leads to a large approximation error on the measured data. Also in this case, one should choose a different family of basis functions. The quality of the derived approximation can be also assessed by testing it on data that were not used in the learning algorithm, as it is commonly done in identification problems.
Remark 7: In several problems of function approximation and learning, series of orthogonal basis functions have proved to be particularly effective since they yield an exponential convergence, with the number of terms in the series, of the error between the approximating function and the true one (usually measured in the L 2 function norm), assuming that the latter enjoys some property, see for example the theory of polynomial chaos expansions to approximate random variables with finite variance [42] , [43] . Orthogonal basis functions can be naturally employed in our approach as well, and their effectiveness can be evaluated by following the guidelines above. Depending on the properties of the unknown, existing controller, this class of basis function may yield superior performance for example in terms of sparsity of the learned controller. Albeit not directly treated within the general framework considered in this paper, the problem of choosing the most suitable class of approximating functions, for example by exploiting some additional knowledge on the existing controller κ, is an interesting topic for future research.
D. Theoretical Guarantees
In this subsection, the theoretical properties of Algorithms 1, 2, and 3 are analyzed.
The first result is that the noise boundε estimated by Algorithm 2 converges to its true value when the number of data N tends to infinity. Proof: See the Appendix. The estimate of ε is used by Algorithm 3 to provide an estimate of the constantγ. The second result is that this estimate also converges to its true value as N → ∞. Proof: See the Appendix. A third result is now presented, based on Theorems 2 and 3, showing that the controllerκ identified by means of Algorithm 1 satisfies the stability condition (15) for a finite, sufficiently large number of data N . Before stating this result, let us introduce two technical assumptions, regarding the noises v f (t) and v g (t) defined in (21) and (22), respectively.
We now have all the ingredients needed to derive our main result on the stabilizing properties of the learned controller.
Theorem 4: Let the optimization problem (18) be feasible for any N ≥ 0. Let Assumptions 1-2 and 4-7 hold. Then, there exists a finite N such that the closed-loop control system with the learned controllerκ is finite-gain ∞ stable.
Proof: See the Appendix. Theorem 4 implies that the closed loop system obtained by using the controllerκ is, for N large enough, finite-gain ∞ stable according to Definition 1. We note that the regularity constraints (b) in (18) are essential to achieve this result. In fact, in the absence of such constraints the approach would simply try to find the set of coefficients with minimal 1 -norm such that the control inputs given by the approximated controller are consistent with the experimental data and the estimated disturbance/noise bounds. The resulting controller would not enjoy the same guarantees, unless some other additional assumptions are considered. One such assumption would be that the unknown controller κ belongs to the set of approximated controllers that can be obtained with the chosen parametrization, i.e., that there exists some value of the coefficient vector a * such that κ(y) = M i=1 a * i ϕ i (y). However, this would be a quite restrictive and unrealistic requirement. The method we proposed is able to provide stabilizing properties without the need for such an additional assumption.
We illustrate now the convergence result of Theorem 4 through a simple numerical example.
Example-Estimated Lipschitz Constant: We consider the function u = κ(y) . = 2ye −y 2 cos(8y)
shown in Fig. 1, and values of N = 10, 20 , . . . , 250. For each one of these values, we generated a data set D N . where the centers c(i) are uniformly distributed in the interval [−3, 3]. The motivation for using Gaussian functions is that they are universal approximators, see, e.g., [44] . Note that, thanks to its sparsification properties, the algorithm selected on average (18), and γ N Δnc obtained without using such constraints. It can be noted that with a sufficiently large number of data points the value of γ N Δ is systematically below the required threshold, while that of γ N Δnc is above.
20 basis functions (the number of selected functions did not change significantly with N ). For comparison, we computed another estimateκ N nc of the same form (17) , with the same basis functions. This estimate was obtained by means of Algorithm 1, without the constraints (b) in (18) . We recall that, according to Theorem 4, these constraints ensure the convergence of the Lipschitz constant of the error function to a value yielding closed-loop stability.
The Lipschitz constant γ N Δ of the error function Δ N . = κ − κ N and the Lipschitz constant γ N Δnc of the error function Δ N . = κ −κ N nc are shown in Fig. 2 for N = 10, 20 , . . . , 250. It can be noted that γ N Δ decreases quite rapidly as N becomes large, quickly taking values below an hypothetical stability threshold. Also γ N Δnc seems to have a similar behavior but the decrease is slower and less regular with respect to the one of γ N Δ and, in any case, satisfaction of the stability condition is not ensured theoretically. In Fig. 1 , the estimateκ 170 is compared with the true function κ.
IV. EXPERIMENTAL APPLICATION: AUTOMATIC CROSSWIND FLIGHT OF TETHERED FLEXIBLE WINGS
We present an application of our approach in real-world experiments, with a small-scale prototype built at the University of California, Santa Barbara to study the dynamics and control of tethered wings. This research is related to airborne wind energy technologies, see, e.g., [26] , [27] , [45] , [46] for details. 
A. System Description and Control Objective
We consider a flexible wing connected by three lines to a ground unit (GU).
The wing's trajectory evolves downwind with respect to the GU. We define an inertial coordinate system G . = (X, Y, Z) centered at the GU location and with the X axis aligned with the average wind direction. By considering a fixed length of the lines, denoted by r, the wing's trajectory is confined on a quarter sphere, commonly named "wind window," see Fig. 3 (dashed lines) .
The wing's position p(t) can be expressed in the inertial frame G by using the spherical coordinates θ(t), φ(t) (see Fig. 3 ), where t is the continuous time variable. We also consider a noninertial coordinate system, L . = (L N , L E , L D ), centered at the wing's position (depicted in Fig. 3) . The L N axis, or local north, is tangent to the sphere of radius r, on which the wing's trajectory evolves, and points towards its zenith. The L D axis, called local down, points the center of the sphere (i.e., the GU), hence it is perpendicular to the tangent plane to the sphere at the wing's location. The L E axis, named local east, forms a right-handed system and spans the tangent plane together with L N . The system L is a function of the wing's position only, see [47] for a complete derivation. The wing velocity vector can be expressed in the L frame as
Finally, the velocity angle γ(t) of the wing is defined as
where arctan 2 is the four-quadrant arc-tangent function. γ(t) is the angle between the local north, L N (t), and the wing velocity vector, v(t), and it provides a good description of the heading of the wing while flying on the surface of the wind window. The two lateral lines linking the wing to the GU, named steering lines, are attached to the back tips of the wing and they can be pulled differentially to influence its trajectory. In the prototype used for our experiments (see [48] for a detailed description), a single electric motor installed on the GU is able to change the difference of length of the steering lines. In particular, a linear controller modulates the motor current in order to track a desired line length difference: such a desired reference is the manipulated variable u and it can be set either by a human operator through an analog joystick, or by an automatic controller.
The wing is equipped with inertial onboard sensors and a radio transmitter; the receiver and other sensors are installed on the GU, including a line angle measurement system, load cells, and an anemometer. The available sensors, together with suitable filtering algorithms, provide real-time measurements of the wing's position, velocity, and velocity angle, which can then be used for feedback control (see [49] for details on the filtering and sensor fusion aspects).
The aim of the control system is to obtain crosswind trajectories, i.e., flight paths that are symmetric and roughly perpendicular with respect to the the wind direction, whose shape is a that of an eight. This kind of patterns has been shown to be optimal for power generation, see, e.g., [27] , [46] , [50] .
The described control problem involves open-loop unstable, nonlinear and time-varying dynamics. Mathematical models for this kind of system have been derived for the design of predictive control approaches, which have been used in numerical simulations [46] , [50] , [51] . However, in a real-world experimental setup it is not easy to employ such approaches, due to difficulty of identifying the model parameters from experimental data, the absence of accurate measurements of the wind speed at the wing's location, finally the need to solve a nonlinear program in real-time at each time step. In another contribution [47] , this problem has been tackled by deriving a simple model for the turning dynamics of the wing, and using a hierarchical control strategy. Here, we show that the learning approach described in Section III can be also used to solve this problem, and we compare the obtained experimental results with those achieved with the technique of [47] . Indeed a human operator is able, after some training, to obtain the desired flying paths by issuing a suitable course of the actuator position reference u, adapting to different wind conditions and counteracting the effects of turbulence and gusts: hence, we aim to design a feedback controller by learning the behavior of such a human operator from experimental data.
B. Data Collection and Controller Learning
We considered θ, φ,θ,φ, and γ as candidate feedback variables, since they can be measured or estimated with quite good accuracy and they provide a representation of the quantities that the human operator observes when controlling the wing. Moreover, they represent the position, velocity and heading of the wing, which in turn define its potential and kinetic energy. In particular, we considered four different combinations of these signals to form the feedback variable y, and we indicate the corresponding controllers asκ i , i = 1, . . . , 4. Table I shows the choice of output vector y for these four cases. The four choices differ with respect to two aspects: (a) whether γ was included or not and (b) whether only the values at the current step were considered, or also those at a previous time step (corresponding to one second in the past). We considered aspect (a) to evaluate if γ, which in principle can be computed from the other variables (see (24)), is redundant. About the aspect (b), the idea was to evaluate whether the use of past measurements could yield an  TABLE I  CHARACTERISTICS OF THE LEARNED CONTROLLERS advantage with respect to the sensitivity to measurement noise, by implicitly providing the resulting controller with filtering capabilities.
The employed sampling time is T s = 0.02 s. Although the line forces and the ground wind speed and direction are measured, we do not consider such variables for feedback control, since the human operator does not exploit this information.
We collected experimental data from a flight session of 12 minutes, i.e., about 3.510 4 data points, where the wing was controlled by a human operator. The period of a single figureeight path is about 5 s, hence a total of about 130 cycles were used for the design of the four controllers.
We chose polynomial basis functions of the following form:
ϕ i (y) = y α j 1 y β j 2 ; j 1 , j 2 = 1, . . . , n y ; α, β = 0, . . . , 3. (25)
For each combination of j 1 , j 2 , α, β in (25), we assigned a progressive index i = 1, . . . , M to the corresponding polynomial, where M = (qn y + 1)(qn y + 2)/2. In particular, the basis functions were generated as products of univariate polynomials. This is a simple and effective technique that allows us to avoid a combinatorial explosion of the terms in the series and to have at the same time a set of functions giving accurate approximations. Note also that, using ad-hoc algorithms for solving the required optimization problems, it is nowadays possible to deal with hundred thousands basis functions. Even with such large numbers of functions, the 1 norm minimization may lead to simple representations, eliminating all those terms that are not needed. For all four feedback variable combinations, we applied Algorithm (1) to obtain four controllers. The value α = 1.1 was used in all the four cases. Other values of α were also considered: results similar to those obtained with α = 1.1 were observed for 1.1 α 1.6. Values α 1.6 led to a degradation of the controller approximation accuracy. Table I shows, for each designed controller, the number of optimization variables, the resulting nonzero components, the times required to derive the controller, and the obtained values of the design parameters involved in Algorithm (1) . The following observations can be made about this table:
1) Starting from a quite large number of decision variables, the approach yields control laws with a few nonzero terms, which we implemented on a real-time machine using the xPC Target toolbox of Matlab. 2) The computational times for the learning phase (referred to a laptop with 2.8 GHz core i7 processor, 8 GB RAM and the CVX tool [52] ) resulted to be quite low. Indeed, a quite large number of data were used for design: N = 10 501. The data with indexes k = −N, . . . , −60, −30, −1 were used to form the constraints (b) in (18) and in (19) (we did not use all the data due to memory saturation). The total number of constraints in (18)-(b) and (19)-(b) resulted to be 61 075.
3) The times required for the on-line control computation were of the order of 10 −5 s (including the time required to condition the measured signals and to log the test results on a hard-drive), far below the employed sampling time of 0.02 s. 4) The controllersκ 1 andκ 2 satisfy the (estimated) stability condition γ s Δ <γ with a "quite large" gap, whileκ 4 satisfies it with a smaller gap andκ 3 with a very small gap, so that γ s Δ γ (in the table the values are equal due to rounding). As we point out in the next Section IV-C, the controllersκ 1 ,κ 2 , andκ 4 were able to stabilize the closed-loop system, with controllerκ 4 having significantly worse performance thanκ 1 andκ 2 , whileκ 3 was not able to stabilize the system, causing several crashes.
Remark 8:
As discussed in the previous sections, one important feature of our approach is that, if an adequate number of data is used and the conditions of the stability theorem are satisfied, we can be confident that the controller will work correctly. Moreover, the observation 4) above evidences another important aspect, i.e., that the approach allows one to obtain effective indications on the stabilizing properties of the designed controllers even before applying them in simulations or experiments: if γ s Δ <γ with a "large" gap, then we can be confident that the controller will work correctly. If γ s Δ γ, then the controller will likely not work correctly, leading to instability or low robustness.
C. Experimental Results and Discussion
We tested the controllers in 15-minutes-long experiment batches, each one corresponding to roughly 140 full figureeight patterns. We denote with θ k , φ k the average position, in spherical coordinates, of the k-th full cycle, and with K the total number of cycles carried out in a test. In order to evaluate the results obtained with the different controllers and to compare them with the data related to manual flight and to the automatic control approach described in [47] , we computed the following quantities: The variables (26) provide the average position of the trajectories flown during each test, as well as an indication on the average and maximal deviation of each single flown trajectory from the overall average. The choice of these quantities as performance indicators is motivated by the fact that theoretical, numerical and experimental results show that, within quite slack limits, the most important aspect for the sake of power generation is the average position of a flown path, rather than its shape [53] . Hence, the flight control system shall achieve flying paths with consistent average position, and a flight controller can be considered to be "better" than another if it is able to obtain trajectories whose average position is less variable, i.e., with smaller values of Δφ, Δθ, Δφ, Δφ. The task of regulating the power output, i.e., of setting the average flown position according to the desired corresponding average power, can then be carried out by a supervisory control approach, like the adaptive strategy proposed in [53] .
The results obtained with the four designed controllers are reported in Table II . The table also shows the performance achieved by the human operator, indicated as κ, in the test whose data were used to learn the controllers, and by a controller designed with the approach described in [47] , indicated as κ 0 . The learned controllersκ 1 ,κ 2 were able to keep the wing's path inside the wind window and to stabilize the system according to Definition 1, achieving a good consistency of average position of the flown paths. The differences in average position achieved by these controllers with respect to κ and κ 0 are due to the difference in wind speed during the tests, whose average value W measured at 4 m above the ground is shown in Table II . The wind speed can be considered as an exogenous, unmeasured disturbance, which can be embedded in the variable e s (t) of (2). Different wind speeds induce a change in the position of the closed loop trajectories in the φ, θ plane. In particular, the lower the wind speed, the closer the flight paths to the ground. This result is consistent both with the theoretical results of Section III-A and with physical considerations on the system. The controllerκ 4 was able to achieve figure-eight trajectories, however with quite poor repeatability as evidenced by the high average and maximal deviations. Finally, the controller κ 3 was not able to keep the wing airborne and the closed loop trajectories gradually neared the ground until the wing crashed. Considering that the same data set and the same form of the basis functions were used to design all the controllers, the main reason for such differences in performance lie in the choice of the feedback variables. The ones used byκ 3 , namely the current position and velocity of the wing, were not sufficient to extrapolate with high enough accuracy the behavior of the human operator. The use of the same values at the current time and 1 second in the past, adopted byκ 4 , yielded a controller able to stabilize the plant, but whose performance in terms of variability of the flown paths were the worst. The use of the current position plus the velocity angle in controllerκ 2 provided much better results (a movie of the experimental tests with the controllersκ 2 andκ 4 is available online [28] ). It has to be noted that the velocity angle is determined by the wing's position and velocity, so in principle the feedback variables used by controllerκ 3 provide the same information as those used byκ 2 . However such a relationship, given by (24), is not described exactly by the polynomials (25) , hence the learning algorithm was not able to extract this information. The controllerκ 1 , which uses the same feedback variables asκ 2 both at the current time and with 1 second delay, gives performance similar toκ 2 , hence indicating that these additional variables do not provide significant new information. We remark that the controllersκ 1 andκ 2 have similar complexity in terms of number of nonzero terms, despite the fact thatκ 1 uses twice as many variables asκ 2 : this effect is due to the use of the 1 -norm cost function in (18) , which encourages sparsity and hence the automatic selection of the terms (thus also of the feedback variables) whose importance is higher.
In summary, the obtained results highlight that: 1) with the proposed approach, the control design effort lies mainly in the choice of the feedback variables and of the basis functions; 2) physical insight still plays an important role in selecting the most appropriate variables (like the velocity angle γ in this specific case); and 3) the proposed learning algorithm is able to provide not only an approximated controller, but also indications on its stabilizing properties and performance (as commented at the end of Section IV-B).
Finally, we comment on the comparison between the performance obtained byκ 1 andκ 2 , which gave the best results among the learned controllers, and those of the human operator κ and of the model-based controller κ 0 . From Table II , it can be noted that the learned controllers were able to obtain less erratic flight trajectories than those pertaining to the identification data collected during manual flight, which are affected by larger deviations in the average trajectory position. The relatively poor performance of the human operator can be due to inexperience but also fatigue and loss of concentration. These aspects can be regarded to as disturbances acting on the input variable, and their effect is accounted for by the estimated parameterε. The experimental results indicate that the proposed approach is able to cope effectively with outliers and dispersed data sets caused by such disturbances.
The controller κ 0 , which is derived with a model-based approach [47] , achieved performance similar to those of the learned controllers (see Table II ). A comparison between a complete flown loop obtained with controllers κ 0 andκ 2 is reported in Fig. 4 . It can be noted that the obtained input and output trajectories are very similar. Overall, the learned controllers and the model-based one achieved comparable results, with the notable difference thatκ 2 was designed without any knowledge on the system dynamics, while the design of κ 0 required a significant amount of prior knowledge and modeling efforts [47] - [49] . 
V. CONCLUSION
We presented an approach to learn a nonlinear control law directly from the data measured on an existing feedback control system, where both the controller and the plant are not known. The approach has been described by addressing and connecting theoretical stability aspects, computational algorithms and real-world implementation. A theoretical analysis unveiled that closed loop stability depends on the variability of the approximation error function, expressed in terms of its Lipschitz constant, over the set of feedback variables. This finding led to the inclusion of a new constraint in the regularized optimization approach employed to learn the controller. The learning algorithm involves the solution of convex optimization problems only, and it is shown to provide a stabilizing controller with a finite, lerge enough number of data points. We finally presented the experimental application of the approach to the problem of controlling the crosswind flight of tethered wings, which involves nonlinear, open-loop unstable dynamics subject to unmeasured external disturbances. In this application, the learning technique has been successfully employed to learn the behavior of a human controller and derive an automatic control law without any explicit knowledge of the system's dynamics.
The next step along this line of research is to extend the approach to on-line learning and improvement of the controller, using the measured input-output data, while still retaining stability guarantees.
APPENDIX
Derivation of (8) : Consider a generic time instant t. Using property (5), we have y(t + 1) = g (y(t), e s (t)) ≤ g (y(t), 0) + γ g,e e s (t) .
Using property (7), we obtain y(t + 1) ≤ γ g,y y(t) + γ g,e e s (t) .
The result is then established by applying recursively this inequality from t = 0 and using the definition of the ∞ signal norm e s ∞ : y(t) ≤ γ t g,y y(0) + t−1 k=0 γ k g,y γ g,e e s ∞ ≤ 1 1 − γ g,y γ g,e ( e s ∞ ) + γ t g,y y(0) , ∀ t ≥ 0.
Proof of Theorem 1: Consider t = 0. We have y(1) = ĝ (y(0), e s (0), e y (0)) = ĝ (y(0), e s (0), e y (0)) − g (y(0), e s (0)) + g (y(0), e s (0)) .
Using properties (3), (5) , and (7) ĝ (y(0), e s (0), e y (0)) − g (y(0), e s (0)) + g (y(0), e s (0)) ≤ ĝ(y(0), e s (0), e y (0))−g(y(0), e s (0)) + g(y(0), e s (0)) = f (y(0),κ(y(0)+e y (0)) , e s (0))−f (y(0), κ(y(0)) , e s (0)) + g (y(0), e s (0)) ≤ γ f |κ (y(0)+e y (0))−κ(y(0))|+γ g,y y(0) +γ g,e e s (0) .
Using properties (11) and (13) γ f |κ (y(0) + e y (0)) − κ (y(0))| + γ g,y y(0) + γ g,e e s (0) = γ f |κ (y(0) + e y (0))) −κ (y(0)) +κ (y(0)) − κ (y(0))| + γ g,y y(0) + γ g,e e s (0) = γ f |Δ (y (0) Generalizing to any t ≥ 0, we obtain
Considering (15) and the convergence of the geometric series, it follows that y(t) ≤ γ g,e 1 − γ ( e s ∞ ) + γ t y(0)
which proves the claim. Proof of Theorem 2: Consider step 2) of Algorithm 2. Equation (20) imply that
From Assumption 5, it follows that, for any λ > 0, there exist a sufficiently large N and two pairs ( w(i), e(i)) ∈{ w(t)} −1 t=−N × B e and ( w(j), e(j)) ∈{ w(t)} −1 t=−N ×B e with i, j ∈ J t such that |ε − e(i)| ≤ λ, |−ε − e(j)| ≤ λ thus yielding the following inequality:
Moreover, due the Lipschitz continuity property, we have
The above inequalities imply that
On the other hand
Since λ and ρ can be chosen arbitrarily small, from (27) and (28) it follows that δz t → 2ε as N → ∞, i.e., that δz t /2 → ε. In step 3) of Algorithm 2, the operation of taking the mean over all δz t /2 is inessential in this analysis. It can be effective in the finite data case in order to not under-estimate or over-estimate ε.
Proof of Theorem 3: Define
(w 1 ,w 2 ) . = arg max
and, without loss of generality, suppose that f(w 1 ) > f(w 2 ). From Assumption 5, it follows that, for any λ > 0, there exist a sufficiently large N and two pairs ( w(i), e(i)) ∈ { w(t)} −1 t=−N × B e and ( w(j), e(j)) ∈{ w(t)} −1 t=−N ×B e with i, j ∈{−N, . . . , −1} such that
Moreover
Also, from the Lipschitz continuity property of f and from (20), we have that
where the last inequality follows from (29) . Considering that f(w 1 ) > f(w 2 ), inequalities (30) and (31) imply that
Since λ is arbitrarily small, we have that, as N → ∞
