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Resumen
El siguiente trabajo brinda un ana´lisis del orden de los errores de aproximacio´n y de
redondeo que se cometen al combinar esquemas nume´ricos de estrategia recorrectora,
de la familia Adams–Moulton–Bashfort. Estos me´todos se utilizan en el tratamiento
nume´rico del problema de estimacio´n en modelos definidos por sistemas dina´micos de
EDO.
Nuestro propo´sito es disponer de una “familia o clase” de me´todos que sean efi-
cientes o al menos competitivos al abordar la resolucio´n nume´rica de este tipo de
problemas,
Esta estrategia es compatible con las tendencias actuales que emplean modelos con
funciones objetivos mı´nimo-cuadradas para el ajuste de curvas, que usan me´todos de
optimizacio´n sin y con restricciones, para resolver un problema discretizado por un
esquema nume´rico que puede ser impl´ıcito, semi-impl´ıcito o expl´ıcito.
Palabras clave: Me´todos nume´ricos de estrategia recorrectora, multipasos, rigidez, erro-
res de aproximacio´n y redondeo.
Abstract
This paper shows an analysis of the order for the approximation and roundoff
errors in combined numerical scheme with recorrector strategy of Adams–Moulton–
Bashfort family. These methods are used for the numerical solution of the estimation
problem in models defined by dynamical ODE. Our interest is avail oneself of “family
or kind” of methods which will be efficient or at least competitive for the numerical
solutions of this type of problems. This strategy is consistent with the present tendency
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in the use of models with minimal square objective function for the adjustment via
optimization algorithms with and without constrained and explicit, semi-explicit or
implicit numerical methods.
Keywords: Recorrector strategy numerical methods, multi-step, stiffness, roundoff er-
rors.
Mathematics Subject Classification: 65G50, 65G99.
1 Introduccio´n
Las estrategias actuales consideran encontrar la solucio´n nume´rica del siguiente problema:
y˙ = f(x, y) , a ≤ x ≤ b (1)
con y(a) dado
empleando, por ejemplo, un me´todo de un paso que comienza con y(a) = y0 para x0 = a
y genera las sucesivas aproximaciones yn de y(xn) sobre la malla x0 < x1 < ... < xm = b,
asumiendo generalmente que f(x, y) es continua y cumple la condicio´n de Lipschitz sobre
el intervalo [a, b] para todo y, con el objetivo de garantizar la existencia y unicidad de la
solucio´n y(x). Para situaciones cla´sicas, L(b− a) (L representa la constante de Lipschitz)
no es ”grande” y por tanto, me´todos nume´ricos cla´sicos como los de Adams o Runge-
Kutta son muy eficientes, porque so´lo por excepcio´n se requiere una reduccio´n dra´stica
del paso hn+1. Situacio´n bien diferente se produce cuando L(b − a) es “grande” ya que
los me´todos cla´sicos para tratar de resolver el problema, sufren tal gama de restricciones
sobre el taman˜o del paso que se convierten en ineficientes. Esto es lo que usualmente se
denomina rigidez. Sin embargo, la mayor´ıa de los autores dedicados al tema ([1], [2], [6],
[5], [14], [15]) dan una definicio´n de rigidez que no so´lo involucra el problema matema´tico.
La situacio´n de la rigidez es, desafortunadamente, ma´s compleja y esta´ relacionada con
el me´todo nume´rico que se utiliza, su estabilidad, precisio´n, las fo´rmulas que lo definen
e incluso la implementacio´n computacional. Existen esquemas nume´ricos eficientes para
resolver sistemas de ecuaciones diferenciales r´ıgidos, que establecen una pol´ıtica de cambio
automa´tico del paso de integracio´n, basada en el control del orden del error de aproxi-
macio´n y de truncamiento local y utilizan derivadas de o´rdenes superiores. El precursor
de estos estudios fue W.C.Gear, en la de´cada del 70 (ver [9]) con su me´todo, que utiliza las
diferencias retro´gradas y ha demostrado su eficiencia. En la actualidad hay dos vertientes,
los me´todos de un paso y los multipasos; entre los primeros se destacan los de Runge-
Kutta, los llamados “Order Stars”, y en general los de extrapolacio´n; entre los multipasos
se destacan los de Adams, los tipo Predictor-Corrector, el de segundo barrido de Dahlquist,
los BDF y los de “One-leg”. Por supuesto, que entre los multiderivadas aparecen los de
Enright, los extendidos de Cash, y los que se obtienen por combinaciones y extensiones de
los anteriores. Ahora bien, abordar el problema de estimacio´n de para´metros en modelos
r´ıgidos no se restringe, por supuesto, a resolver un sistema de ecuaciones diferenciales (ver
[12]) con niveles altos de rigidez dados por causas tan diversas como nu´meros de condicio´n
grandes, problemas de estabilidad, de mal planteamiento, etc; sino que es mucho ma´s que
esto.
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Con la idea de validar una “familia” de me´todos que se requer´ıan fueran eficientes
o al menos competitivos al abordar la resolucio´n nume´rica de este tipo de problemas, se
utilizo´ una estrategia compatible con la tendencia actual que emplea modelos con funciones
objetivos mı´nimo-cuadradas para el ajuste de curvas y usa me´todos de optimizacio´n sin y
con restricciones (ver [3], [4], [7] por ejemplo), entre los que se destacan los de la familia
de Newton, los quasi-Newton, el de matrices poco densas, los de tipo Broyden, entre otros
para resolver un problema discretizado por un esquema nume´rico que puede ser impl´ıcito,
semi-impl´ıcito o expl´ıcito.
De ah´ı el intere´s particular de este trabajo, como parte de una estrategia para el
tratamiento nume´rico del problema de estimacio´n los para´metros en este tipo de modelos
(ver [16], [17], [18]), en el estudio del comportamiento de los errores de aproximacio´n y de
redondeo al combinar esquemas nume´ricos.
2 Planteamiento del problema
Para encontrar la solucio´n nume´rica aproximada del problema de Cauchy:
y˙(x) = f(x, y(x)), (2)
y(a) = A
sobre el intervalo [a, b] ,son muchos y muy variados los me´todos que han sido desarrollados.
Todos generan un conjunto de puntos {x0, x1, ...} en dicho intervalo, los que pueden tener
o no igual longitud, y cuya forma general de generacio´n de los mismos esta´ usualmente
dada por una regla del tipo:
xn = xn−1 + hn, n = 1, 2, ...
x0 = a
donde la notacio´n yn representa una aproximacio´n a la solucio´n y(x) del problema anterior
(2) en la malla de puntos xn, es decir:
yn = y(xn)
Una solucio´n de (2) puede ser escrita como:
y(xn+1) = y(xn) +
∫ xn+1
xn
y˙(t) dt = y(xn) +
∫ xn+1
xn
f(t, y(t)) dt (3)
El conocido esquema Predictor-Corrector (PC) se caracteriza por su estrategia de
calcular una primera aproximacio´n predictora, denotada de forma general como pi, por la
fo´rmula expl´ıcita de Adams (atribu´ıdas a Adams-Bashforth), evaluar en la funcio´n dicha
prediccio´n, aplicar la fo´rmula impl´ıcita correctora (atribu´ıdas a Adams-Moulton) con la
primera aproximacio´n que genero´ el predictor y evaluar nuevamente la funcio´n (ver [20]).
Convencionalmente, cuando se va a realizar la implementacio´n computacional de un
me´todo nume´rico se tiene muy en cuenta, el nu´mero de evaluaciones de f(x, y) que requiere
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el mismo. El procedimiento PC necesita dos evaluaciones en cada paso (ma´s que el me´todo
de Adams, por ejemplo que so´lo necesita una), pero es ma´s preciso y mucho mejor con
respecto a la propagacio´n del error (ver cap´ıtulo 8 del [20]). Adema´s, sus estimaciones del
error son ma´s confiables, lo que conlleva a una ma´s efectiva seleccio´n del taman˜o del paso.
Para el PC se pueden utilizar esquemas del mismo orden para el predictor y el corrector,
en este trabajo se utilizo´ un esquema predictor de orden k que usa los valores yn y fn+1−j
para j = 1, 2, . . . , k y un esquema corrector de orden k + 1 que usa los mismos valores
adema´s de pn+1.
Con el objetivo de tratar problemas de estimacio´n de para´metros (EP) definidos por
sistemas de ecuaciones diferenciales ordinarias (EDO), este trabajo propone una estrategia
combinada de tipo PC por dos razones fundamentales:
1. En la literatura se usan preferentemente los me´todos de un paso y no se ha explotado
el empleo de los multipasos para estos fines, lo que representa una l´ınea novedosa de
investigacio´n.
2. En particular, en el tratamiento de solucio´n de sistemas de EDO r´ıgidas, donde los
me´todos de optimizacio´n se usan generalmente como “cajas negras”, se emplean con
gran e´xito los me´todos multipasos del tipo PC (ver, por ejemplo [9]).
La idea general es combinar el cla´sico esquema PC de Adams-Bashford-Moulton con
un esquema multipaso segunda derivada propuesto por Enright, con eficiencia garantizada
para modelos r´ıgidos, lo que genera un esquema tipo Predictor-Corrector-Recorrector,
para el cual es preciso estimar los errores de redondeo y truncamiento por su influencia en
la estabilidad y convergencia del me´todo que se pretende proponer.
Conside´rese el siguiente problema discreto en el cual, el sistema de ecuaciones diferen-
ciales del problema continuo (ver [10], [11] y [19], este u´ltimo por publicar) es sustitu´ıdo
por un esquema multipaso de orden variable Qi y de taman˜o de paso variable hi :
min Jk(u) =
k∑
i=0
ϕ˜i [zi, z¯i] ,
xi+1 = xi + hiFi (xi, xi−1, . . . , xi+1−Qi ;u) , i = 0, 1, 2, . . . , k − 1,
x0 = l(u),
zi = gi (xi, u) , i = 0, 1, 2, . . . , k. (4)
Se considera cierta particio´n de integracio´n, que debe contener el conjunto de tiempos
de medicio´n {τ1, τ2, . . . , τs} de modo que, a cada ı´ndice de medicio´n j ∈ {1, 2, . . . , s}
corresponde un ı´ndice de integracio´n i ∈ {0, 1, 2, . . . , k}. Se define cierta correspondencia
entre los ı´ndices y un conjunto que contiene los ı´ndices de integracio´n correspondientes a
las mediciones lo que permite expresar la funcio´n objetivo ϕ˜i dependiendo de la funcio´n
caracter´ıstica de dicho conjunto de ı´ndices.
Las funciones Fi pueden ser tomadas de diferentes formas; en este caso se trabajo´ con
las fo´rmulas de integracio´n de Adams consideradas en la definicio´n de un esquema del tipo
Predictor-Corrector. Entre las muchas maneras en que se puede tratar la pol´ıtica de orden
en un esquema nume´rico, se selecciono´ la de incrementar el orden Qi paso a paso hasta
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alcanzar un orden ma´ximo del Corrector Qmax, y luego mantenerlo como Qi = Qmax − 1
para i ≥ i0.
2.1 Formulacio´n general del esquema Predictor-Corrector
El llamado esquema Predictor-Corrector (P-C) se caracteriza por su estrategia de cal-
cular una primera aproximacio´n predictora, denotada de forma general como pi, por la
fo´rmula expl´ıcita de Adams (atribu´ıdas a Adams-Bashforth), evaluar en la funcio´n dicha
prediccio´n, aplicar la fo´rmula impl´ıcita correctora (atribu´ıdas a Adams-Moulton) con la
primera aproximacio´n que genero´ el predictor y evaluar nuevamente la funcio´n (ver [20]).
Si se tomase, por ejemplo, el me´todo de Euler (de orden 1 ) como Predictor y la regla
trapezoidal (de orden 2 ) como Corrector, la estrategia o me´todo Predictor-Corrector
tendr´ıa la forma
pn+1 = yn + hn+1fn,
yn+1 = yn +
hn+1
2
[f(xn+1, pn+1) + fn]
fn+1 = f (xn+1, yn+1) .
2.1.1 Fo´rmulas de Adams-Bashforth
Los me´todos de Adams aproximan la solucio´n reemplazando f(t, y(t)) por un polinomio
de interpolacio´n para calcular los valores de fi, el cual se integra. Estos me´todos son de
los ma´s efectivos actualmente y tienen adema´s, la ventaja de ser suficientemente simples,
lo que los hace muy comprensibles y por ende, muy u´tiles.
La fo´rmula de Adams-Bashforth de orden k en xn usa un polinomio
℘k,n(xn+1−j) = fn+1−j para j = 1, 2, . . . , k , por lo que
yn+1 = yn +
∫ xn+1
xn
℘k,n(t) dt (5)
y para valorar cua´n bien yn+1 aproxima a y(xn+1) desarrolla la forma de Lagrange del
polinomio de interpolacio´n:
℘k,n(x) =
k∑
i=1
li(x)fn+1−i
donde:
li(x) =
k∏
j=1,j 6=i
x− xn+1−j
xn+1−i − xn+1−j , i = 1, . . . , k.
No´tese que si se sustituyen las expresiones anteriores en (5) se obtiene:
yn+1 = yn +
k∑
i=1
fn+1−i
∫ xn+1
xn
li(t) dt.
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Todo lo anterior lleva a la forma usual de la fo´rmula de Adams-Bashforth,
yn+1 = yn + hn+1
k∑
i=1
αk,i fn+1−i, (6)
donde
αk,i =
1
hn+1
∫ xn+1
xn
li(t) dt =
∫ 1
0
li(xn + shn+1)ds.
Nota: Esta u´ltima igualdad se cumple si consideramos el cambio de variable
s = (t− xn)/hn+1.
Por supuesto, que por ser yn+1 una aproximacio´n a la solucio´n, tiene dos fuentes de
error : la primera es la que generan los valores acumulados yn, yn−1, . . . que se conoce como
error de estimacio´n y la segunda, la llamada error de truncamiento local, que lo provoca
el hecho de aproximar y˙(x) por un polinomio de interpolacio´n, que se denota por ζpn+1 y
se define como
ζpn+1 =
∫ xn+1
xn
y˙(t) − ℘k,n(t) dt (7)
Si y(x) ∈ Ck+1 [xn+1−k, xn+1] se calcula dicho error en dependencia de una funcio´n
continua que depende de x y que permite asegurar que si y(x) es suficientemente suave,
para todo n, el error de truncamiento local ζpn+1 es de orden O(H
k+1), donde H es el
paso de ma´xima longitud (el Teorema 2 del cap´ıtulo 2 del [20], brinda una u´til expresio´n).
Teo´ricamente, la idea ba´sica que subyace en el ca´lculo de este error es la de comparar el
resultado de un polinomio de interpolacio´n de grado k con otro de grado k + 1. De modo
que (7) se escribir´ıa como:
ζpn+1 =
∫ xn+1
xn
℘k+1,n(t) − ℘k,n(t) dt+
∫ xn+1
xn
y˙(t) − ℘k+1,n(t) dt
y el te´rmino ∫ xn+1
xn
y˙(t) − ℘k+1,n(t) dt = O(Hk+2)
podr´ıa ser ignorado en la estimacio´n de ζpn+1 por ser O(H
k+2). Pero en la pra´ctica esto
no es u´til, pues no se conocen los ℘k+1,n(t) y ℘k,n(t) y por tal razo´n, se supone que
y (xn+1−i) = yn+1−i
entonces,
℘k,n(t) = Pk,n(t) y ℘k+1,n(t) = Pk+1,n(t)
lo que permite concluir que:
ζpn+1 =
∫ xn+1
xn
Pk+1,n(t) −Pk,n(t) dt+O(Hk+2).
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Es decir, el error de truncamiento local es fa´cilmente estimado al hallar la diferencia entre
los valores de yn+1 obtenidos con una fo´rmula de orden k y una de orden k + 1, espe-
cialmente si se utiliza un polinomio de interpolacio´n basado en las diferencias retro´gradas
(para detalles ver, cap´ıtulo 4 del [20]) que usualmente se acota superiormente por cierta
tolerancia.
Este ana´lisis que se ha hecho sobre ζpn+1 indica que, las fo´rmulas de orden superior
aproximan la solucio´n mejor que las de menor orden, sobre todo para taman˜os de pasos
pequen˜os; ya que, en el caso de longitud de paso constante, las fo´rmulas de mayor orden
usan ma´s puntos de interpolacio´n para definir el polinomio y en el caso de longitud de
paso variable, reduciendo la longitud del paso, se reduce el error. No´tese adema´s, que si
y(x) var´ıa suavemente sobre el intervalo de interpolacio´n entonces, las derivadas de orden
superior son pequen˜as y por ende, el error de truncamiento tambie´n lo es. Aunque lo
contrario es cierto, cuando y(x) var´ıa rapidamente, son precisamente estas soluciones (las
que var´ıan suavemente) las que resultan relativamente fa´ciles de calcular nume´ricamente.
2.1.2 Fo´rmulas de Adams-Moulton
Una buena estrategia para obtener una mejor aproximacio´n y(xn+1) de la solucio´n, es
considerar el valor yn+1 de (5) como un primer intento o como un valor “predicho”, que
como se explico´ al inicio de esta seccio´n usualmente se denota como pn+1 e incorporarlo
al polinomio de interpolacio´n. Para ello, se recomiendan las fo´rmulas de Adams-Moulton.
La fo´rmula de Adams-Moulton de orden k en xn usa tambie´n un polinomio de inter-
polacio´n, esta vez denotado por ℘∗k,n(x), que interpola los k valores de las derivadas,
℘∗k,n(xn+1−j) = fn+1−j , j = 1, .., k − 1,
℘∗k,n(xn+1) = f (xn+1, pn+1)
para obtener una solucio´n aproximada yn+1, por la expresio´n:
yn+1 = yn +
∫ xn+1
xn
℘∗k,n(t) dt (8)
La forma de Lagrange de (8) se obtiene de forma similar a la que se mostro´ para el
caso de las fo´rmulas de Adams-Bashforth y su expresio´n es
yn+1 = yn + hn+1
k−1∑
i=1
α∗k,i fn+1−i + hn+1α
∗
k,0 f (xn+1, pn+1) ,
donde:
α∗k,i =
∫ 1
0
l∗i (xn + shn+1)ds.
y
l∗i (x) =
k−1∏
j=1j 6=i
x− xn+1−j
xn+1−i − xn+1−j , i = 1, . . . , k.
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De manera ana´loga a la que se expuso en el caso del Predictor, se estima el error de
truncamiento local para la fo´rmula correctora, so´lo que este contendra´ al error del predictor
y por eso puede demostrarse (ver cap´ıtulo 6 del [20]) que el error de truncamiento del
Corrector ζn+1 caracteriza al error de truncamiento local del me´todo.
Convencionalmente, cuando se va a realizar la implementacio´n computacional de un
me´todo nume´rico se tiene muy en cuenta, el nu´mero de evaluaciones de f(x, y) que requiere
el mismo. El procedimiento Predictor-Corrector (P-C) necesita dos evaluaciones en cada
paso (ma´s que el me´todo de Adams, por ejemplo que so´lo necesita una), pero es ma´s
preciso y mucho mejor con respecto a la propagacio´n del error (ver cap´ıtulo 8 del [20]).
Adema´s, sus estimaciones del error son ma´s confiables, lo que conlleva a una ma´s efectiva
seleccio´n del taman˜o del paso. Para el P-C se pueden utilizar esquemas del mismo orden
para el predictor y el corrector. En este trabajo se utilizo´ un esquema predictor de orden
k que usa los valores yn y fn+1−j para j = 1, 2, . . . , k y un esquema corrector de orden
k + 1 que usa los mismos valores adema´s de pn+1.
2.1.3 Esquema Predictor-Corrector
Finalmente, la expresio´n general que tendra´ el esquema P-C de orden k + 1 (orden que
define el polinomio de interpolacio´n de la fo´rmula correctora) es:
pn+1 = yn + hn+1
k∑
j=1
αk,j f (xn+1−j, yn+1−j) , (9)
yn+1 = yn + hn+1
k∑
j=1
α∗k+1,j f (xn+1−j, yn+1−j) + hn+1α
∗
k+1,0 f (xn+1, pn+1) (10)
2.1.4 Teorema de Convergencia del me´todo P-C
Es conocido del [20], donde aparece un minucioso ana´lisis de la convergencia y estabilidad
del procedimiento P-C tanto para taman˜o de paso constante como variable, los resultados
de convergencia de este me´todo.
A continuacio´n, se formulan so´lo algunos de estos resultados.
Definiendo, para el esquema anterior (9), (10), el error global en xi como la diferencia
entre la solucio´n exacta en xi y la aproximacio´n calculada
ei = y(xi)− yi, (11)
e introduciendo una sucesio´n de nu´meros {Ei} para acotar el error global, de manera que
|ej| ≤ Ei , para j = 0, 1, . . . y para todo i,
se pueden formular los siguientes resultados:
Lema 1. Sea la sucesio´n de nu´meros {Ei}, tal que E0 es dado y Ek = L Ek−1 + δ para
k = 1, 2, . . . y donde L y δ son constantes positivas con L 6= 1. Entonces
Ek = LkE0 +
Lk − 1
L− 1 δ para k ≥ 1.
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Teorema 1. Conside´rese que el esquema P-C ha sido aplicado para resolver el problema
(2) con valores iniciales yi que satisfacen que
|y(xi)− yi| ≤ E0 , i = 0, 1, . . . , k − 1.
Si adema´s se asume que fy(x, y) es continua y acotada por la constante L de Lipschitz,
entonces para cualquier xn ∈ [a, b] se cumple que
|y(xn)− yn| ≤
E0 + δ
hL
(
α∗ + hL|α∗k+1,0|α
)
× (12)
× exp [(xn − a)hL (α∗ + hL|α∗k+1,0|α)]
donde
δ = max
n
|hα∗k+1,0fyζpn+1 + ζn+1|
α =
k∑
j=1
|αk,j|, α∗ =
k∑
j=1
|α∗k+1,j |.
Este teorema implica la convergencia del esquema P-C, porque la desigualdad (12)
da una restriccio´n para el peor error: maxa≤xn≤b |y(xn)− yn| en [a, b]. Sin embargo, el
siguiente corolario brinda una expresio´n que hace evidente que dicho error tiende a cero.
Corolario 1. Adema´s de las hipo´tesis asumidas en el Teorema anterior, si suponemos
que y(x) ∈ Ck+2[a, b] y que los valores iniciales satisfacen que
|y(xi)− yi| ≤ c1hk+1, i = 0, 1, . . . , k − 1
para cierta constante c1 y todo 0 < h ≤ h0.
Entonces, existe cierta constante c2, tal que para todo xn ∈ [a, b] se cumple
|y(xn)− yn| ≤ c2hk+1
lo que significa que el esquema es uniformemente convergente de orden k + 1.
2.2 Estrategia combinada
En la segunda mitad de la de´cada de los 70, autores como Enright y Henrici, propusieron
una serie de esquemas impl´ıcitos no lineales multipaso multiderivada de orden Q con
taman˜o de paso uniforme, con ciertas ventajas teo´ricas y pra´cticas para el tratamiento de
sistemas de ecuaciones diferenciales ordinarias (ver [8] con continuidad en trabajos como
[13]). Para este trabajo, se estudiaron los esquemas conocidos como “fo´rmulas de segundo
orden” con el objetivo de validar una “familia” de me´todos eficientes para el tratamiento
de la rigidez. Especificamente se utilizo´ la siguiente fo´rmula, propuesta por Enright:
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xi+1 = xi + h
Q∑
j=1
ρQ+2j f(xi−j+1, u) + hρ
Q+2
0 f (xi+1, u) + h
2ρQ+20 Dxf (xi+1, u) .f (xi+1, u)
(13)
con el propo´sito de estructurar lo que hemos llamado me´todo Predictor-Corrector-
Recorrector (PCR), tratando de que fuera competitivo con fo´rmulas como la presentada
anteriormente (13), tanto desde el punto de vista de los ca´lculos computacionales como al
tener en cuenta las particularidades de la resolucio´n de modelos r´ıgidos.
La variante expl´ıcita, que se denoto´ porEPCR combina el esquema Predictor-Corrector
con la fo´rmula expl´ıcita de Enright en un esquema recorrector que evalu´a, tanto el segundo
te´rmino de f (o sea: f (xi+1, u)) como el te´rmino de la derivada (Dxf (xi+1, u) .f (xi+1, u))
de (13), en la aproximacio´n que genera el Corrector. Esto es lo que lo convierte, desde el
punto de vista del ca´lculo general, en un esquema expl´ıcito.
min J(u) =
k∑
i=0
ϕ˜i [zi, z˜i] ,
yi+1 = xi + h
Qi∑
j=1
piQij fi−j+1 (xi−j+1, u) , i = 0, 1, 2, . . . , k − 1,
yci+1 = xi + h K
Qi+1
0 fi+1 (yi+1, u) + h
Qi∑
j=1
KQi+1j fi−j+1 (xi−j+1, u) ,
xi+1 = xi + h
Qi∑
j=1
ρQi+2j fi−j+1(xi−j+1, u) + hρ
Qi+2
0 fi+1
(
yci+1, u
)
+
+h2ρQi+20 Dxfi+1
(
yci+1, u
)
..fi+1
(
yci+1, u
)
,
x0 = l(u),
zi = gi (xi, u) , i = 0, 1, 2, . . . , k.
2.3 Estimacio´n del error para la fo´rmula recorrectora
Siguiendo una estrategia similar a la que se propone en ([20]) para el esquema PC, esti-
maremos el error que se comete al combinar dicho esquema con la fo´rmula de Enrigth de
segundo orden.
Denotemos por
xi+1 = xi + hi
Qi∑
j=1
ρQi+2j fi−j+1(xi−j+1, ti+1−j) + hiρ
Qi+2
0 fi+1
(
yci+1, ti+1
)
+
+h2i γ
Qi+2
0 Dxfi+1
(
yci+1, ti+1
)
.fi+1
(
yci+1, ti+1
)
(14)
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la expresio´n recorrectora de tipo semi-impl´ıcito, donde yci+1 define la evaluacio´n obtenida
en la iteracio´n i+ 1utilizando la fo´rmula del corrector de Adams-Moulton, y por
x(ti+1) = x(ti) + hi
Qi∑
j=1
ρQi+2j f(x(ti−j+1), ti+1−j) + hiρ
Qi+2
0 f (x(ti+1), ti+1) +
+h2i γ
Qi+2
0 Dxf (x(ti+1), ti+1) ..f (x(ti+1), ti+1) + τi+1 (15)
la expresio´n exacta para el ca´lculo de la evaluacio´n de x en la iteracio´n i + 1, segu´n la
expresio´n del recorrector y donde τi+1 representa el error de aproximacio´n que se comete.
Restando (14) de (15) tendr´ıamos:
x(ti+1)− xi+1 = x(ti)− xi + hi
Qi∑
j=1
ρQi+2j [f(x(ti−j+1), ti+1−j)− fi−j+1(xi−j+1, ti+1−j)] +
+hiρ
Qi+2
0
[
f (x(ti+1), ti+1)− fi+1
(
yci+1, ti+1, u
)]
+
+h2i γ
Qi+2
0 [Dxf (x(ti+1), ti+1) .f (x(ti+1), ti+1)−
−Dxf
(
yci+1, ti+1
)
.f
(
yci+1, ti+1
)]
+
+τi+1
Segu´n (11), definimos el error global, entonces la expresio´n anterior se transforma en:
ei+1 = ei + hi
Qi∑
j=1
ρQi+2j gi+1−jei+1−j + hiρ
Qi+2
0 gi+1
[
x(ti+1)− yci+1
]
+ (16)
+h2i γ
Qi+2
0
[
Dxf (x(ti+1), ti+1) .f (x(ti+1), ti+1)−Dxf
(
yci+1, ti+1
)
.f
(
yci+1, ti+1
)]
+τi+1
donde:
gi+1−j = fx(ti+1−j , ξi+1−j)
para
ξi+1−j entre
{
xi−j+1 y x(ti−j+1), para j > 0
yi+1 y x(ti+1), para j = 0
exigiendo que : |fx(x, t)| ≤ L (constante de Lipchitz) , ∀a ≤ t ≤ b y ∀x
Sumando y restando Dxf
(
yci+1, ti+1
)
..fi+1 (x(ti+1), ti+1) en el cuarto te´rmino de la
expresio´n (16), tendremos:
ei+1 = ei + hi
Qi∑
j=1
ρQi+2j gi+1−jei+1−j + hiρ
Qi+2
0 gi+1
[
x(ti+1)− yci+1
]
+
+h2i γ
Qi+2
0
[
Dxf (x(ti+1), ti+1) .f (x(ti+1), ti+1)−Dxf
(
yci+1, ti+1
)
.f
(
yci+1, ti+1
)
+
± Dxf
(
yci+1, ti+1
)
.fi+1 (x(ti+1), ti+1)
]
+ τi+1
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Agrupando convenientemente, sacando factores comunes y denotando
eci+1 = x(ti+1)− yci+1, obtendremos:
ei+1 = ei + hi
Qi∑
j=1
ρQi+2j gi+1−jei+1−j + hiρ
Qi+2
0 gi+1e
c
i+1 +
+h2i γ
Qi+2
0
{[
Dxf (x(ti+1), ti+1)−Dxf
(
yci+1, ti+1
)]
..f (x(ti+1), ti+1)+
+ Dxf
(
yci+1, ti+1
)
gi+1e
c
i+1
}
+ τi+1
Haciendo v = gx, con |gx(x, t)| ≤M (cierta constante lipchitziana), tendremos que
vi+1 = gx(ti+1, ξi+1),
vi+1
(
x(ti+1)− yci+1
)
= g(x(ti+1), ti+1)− g(yci+1, ti+1) =
= Dxf (x(ti+1), ti+1)−Dxf
(
yci+1, ti+1
)
De modo que:
ei+1 = ei + hi
Qi∑
j=1
ρQi+2j gi+1−jei+1−j + hiρ
Qi+2
0 gi+1e
c
i+1 +
+h2i γ
Qi+2
0
[
vi+1eci+1f (x(ti+1), ti+1) +Dxf
(
yci+1, ti+1
)
gi+1e
c
i+1
]
+ τi+1
= ei + hi
Qi∑
j=1
ρQi+2j gi+1−jei+1−j + hi
(
ρQi+20 + hiγ
Qi+2
0 Dxf
(
yci+1, ti+1
))
gi+1e
c
i+1 +
+h2i γ
Qi+2
0 vi+1e
c
i+1f (x(ti+1), ti+1) + τi+1
Segu´n la estrategia del ([20]), podemos denotar como:
epi+1 = ei + hi
Qi−1∑
j=0
piQij+1gi−jei−j + τ
p
i+1
el error del esquema predictor,
eci+1 = ei + hi
Qi−1∑
j=1
KQi+1j gi+1−jei+1−j + hiK
Qi+1
0 gi+1e
p
i+1 + τ
c
i+1
el del corrector.
Estas expresiones las sustitu´ımos en la estimacio´n del error del esquema combinado
Predictor-Corrector-Recorrector y asociando convenientemente los te´rminos de las suma-
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torias, obtenemos:
ei+1 = ei + hi
Qi∑
j=0
ρQi+2j gi+1−jei+1−j + h
2
i γ
Qi+2
0 Dxf
(
yci+1, ti+1
)
gi+1ei +
+h3i γ
Qi+2
0 Dxf
(
yci+1, ti+1
)
gi+1
Qi∑
j=1
KQi+1j gi+1−jei+1−j +
+h3i γ
Qi+2
0 Dxf
(
yci+1, ti+1
)
g2i+1K
Qi+1
0 ei +
+h4i γ
Qi+2
0 K
Qi+1
0 Dxf
(
yci+1, ti+1
)
g2i+1
Qi∑
j=1
piQij gi+1−jei+1−j +
+h3i γ
Qi+2
0 K
Qi+1
0 Dxf
(
yci+1, ti+1
)
g2i+1τ
p
i+1 + h
2
i γ
Qi+2
0 Dxf
(
yci+1, ti+1
)
gi+1τ
c
i+1 +
+h2i γ
Qi+2
0 vi+1eif (x(ti+1), ti+1) +
+h3i γ
Qi+2
0 vi+1
Qi∑
j=1
KQi+1j gi+1−jei+1−jf (x(ti+1), ti+1)
+h3i γ
Qi+2
0 K
Qi+1
0 vi+1gi+1eif (x(ti+1), ti+1) + h
4
i γ
Qi+2
0 K
Qi+1
0 vi+1gi+1 ×
×
Qi∑
j=1
piQij gi+1−jei+1−jf (x(ti+1), ti+1) +
+h3i γ
Qi+2
0 K
Qi+1
0 vi+1gi+1τ
p
i+1f (x(ti+1), ti+1) +
+h2i γ
Qi+2
0 vi+1τ
c
i+1f (x(ti+1), ti+1) + τi+1
donde
τpi+1 es el error de truncamiento de la expresio´n predictora, de orden k + 1,
τ ci+1 es el error de truncamiento de la expresio´n correctora, de orden k + 2,
τi+1 es el error de truncamiento de la expresio´n recorrectora, de orden k + 3.
3 Conclusiones
Todo el ana´lisis anterior, nos permite concluir que al combinar la fo´rmula de segundo or-
den, con las conocidas fo´rmulas de Adams-Bashfordt-Moulton, para proponer una estrate-
gia combinada de tipo Predictor-Corrector-Recorrector, estamos tratando con un me´todo
nume´rico que esta´ avalado por resultados teo´ricos que lo hacen eficientes para problemas
r´ıgidos (ver [8]) y con una estimacio´n global de aproximacio´n del orden de h2, dada por
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la expresio´n:
ei+1 = ei + hi
Qi∑
j=1
ρQi+2j gi+1−jei+1−j + hiρ
Qi+2
0 gi+1e
c
i+1 +
+hi
[(
ρQi+20 + hiγ
Qi+2
0 Dxf
(
yci+1, ti+1
))
gi+1e
c
i+1 +
+ h2i γ
Qi+2
0 vi+1e
c
i+1f (x(ti+1), ti+1)
]
+ τi+1
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