Abstract|The issues governing the computation of optical ow in image sequences are addressed in this paper. The trade o between accuracy versus computation cost is shown to be dependent on the redundancy of the image representation. This dependency is highlighted by reformulating Horn's algorithm making explicit use of the approximations to the continuous basis functions underlying the discrete representation. The computation cost of estimating optical ow, for a xed error tolerance, is shown to be minimum for images resampled at twice the Nyquist rate. The issues of derivative calculation and multiresolution representation are also briey discussed in terms of basis functions and information encoding. A multiresolution basis function formulation of Horn's algorithm is shown to lead to large improvements in dealing with high frequencies and large displacements.
I. Introduction THE problem of estimating optical ow from a sequence of images has been studied extensively, beginning with the work of Horn [12] . Many variations on the original [11] scheme for solving the equations have been proposed [10, 15, 19, 20] . All these techniques require the calculation of spatial derivatives and a rst order approximation. These methods lead to large errors in the presence of high spatial frequencies or large displacements. The exact functional dependence of the errors on spatial and temporal gradients was analyzed in detail be Kearny et. al. [13] . The present work relates these problems to the issues of image representation, information encoding and computation cost. The objectives are (a) to understand the problems associated with high frequencies and large displacements (b) to analyze the eects of image representation and (c) to develop an algorithm that enables one to analytically trade o computation cost for accuracy.
The standard equations for the optical ow eld are reformulated using basis functions. The idea of using basis functions to improve estimates of derivatives was explored before, [16] . The current motivation for using basis functions is that they serve to illustrate the relationships between sampling rate, localization of information and computation cost. The relationship between image spectrum and cost of analysis is used to derive an optimum sampling rate optical ow estimation and other similar image processing (as distinct from image coding/storing) applications. The accuracy and cost of the algorithm are dependent on the choice of basis functions, allowing one the exibility to choose the trade-o between the two.
Finally, results for gratings, textures and real images show how basis functions and Gaussian pyramids signicantly improve the accuracy of Horn's algorithm for high frequencies and large displacements.
II. Basis Function Formulation
Estimation of optical ow can be formulated as an optimization problem. 
where 1I(x;y) = I 2 (x;y) 0 I 1 (x;y) and E has to be minimized w.r.t. 1x(x;y) and 1y(x;y). The discrete imageĨ(m;n) and the continuous image I(x; y) are related by the analysis and synthesis functions 
where the continuous variables, x; y range over the image and the discrete variables are m; n 2 [0::N] for N 2 N images. I(x; y) is bandlimited by the physics of the optics used to acquire it and the detector determines mn . If the sampling satises the Nyquist rate , it is possible to reconstruct the I(x; y) from I(m; n) and resample it, with the same or dierent and at a dierent sampling rate. Thus, there exists a degree of freedom in the choice of representation for properly acquired images and this can be exploited in the selection of basis functions that reduce computation cost and/or increase accuracy for optical ow estimation. Let us assume that our basis function of choice is 8 mn . The desired displacement eld can also be expressed in a similar manner and its basis function will be denoted by 9 mn . The displacement elds 1x and 1y will be represented by the pixels P (m;n), Q(m; n). I(x; y) = The estimation of the displacement elds requires computation of P (m;n) and Q(m; n).
A. Displacement Field Estimation
The discussion in this paper will be limited to the class of bases where (6) e.g. bases for linear interpolation, separable splines, windowed sinc and Mallat's 2D wavelets [14] . The continuous variables are in (:) and the integer subscripts label the associated pixel.
Eqn (5) can now be used to express E in terms of the unknowns P (m;n);Q(m;n). Dierentiating E w.r.t each P (i;j);Q(i;j) gives the equations required for minimizing E and nding the desired P (i;j)s and Q(i; j)s. The continuous spatial variables are x; y and the discrete pixel indices are (i;j),(m;n),(p;q) and (s;t). 
where < : > denotes the integral over the entire image. The integrations have to be done over the continuous variables x; y and involve only the continuous basis functions. While the system of equations is linear, it is also ill conditioned (derivatives often vanish), under constrained (aperture problem) and N 2 2 N 2 in size. The choice of compact functions gives rise to sparse (but not band diagonal) matrices which reduce the computation cost. The aperture problem can be addressed in three dierent ways, each of which makes an assumption of \smoothness" about 1x(x;y),1y(x;y). (a)Choose wider 9 such that the expansions of 1x;1y have fewer degrees of freedom than the images, i.e., fewer coecients P (i;j) than I(m; n). (b) Introduce a regularization term in Eqn(1) that minimizes r 2 1x(x;y). (c) Approximate (b) by minimizing r 2 P (i;j) in Eqn(7a,b). The rst method is fragile: if the scale at which any part of the image is smooth (and/or the aperture problem exists) is comparable to the width of the functions 9 then the system remains ill conditioned. The second method is technically correct but increases the complexity of the analysis. Since the imposition of smoothness via minimization of r 
where is the step size and determines the amount of regularization. The average (:) is over a neighborhood comparable to the support of the basis function. The optimum values for and varied with the choice of basis function but typical values were = 0:0005 and = 0:1. (The has to be smaller for less compact bases since the magnitude of the partials increase.) The smoothness constraint must be so chosen that it dominates the dynamics only when the derivatives are small. If it is too large, it will blur the ow eld at sharp boundaries and if it is too small it will not regularize the eld where the gradients are very small. Even though eqns (7, 8) give a sucient description of the algorithm to enable calculation of P (m;n) and Q(m; n), they do not specify a choice of 8 or 9. That choice is constrained by considerations of computation cost and accuracy.
B. Computational Issues
Quantities that depend only on the basis functions can be precomputed and constitute a memory cost rather than a computation cost. Computations that require the basis functions, I(i; j) and 1I(i;j) only are done non-iteratively and can be regarded as overhead costs. The nal summation that includes P (i;j);Q(i;j) has to be iterated as P (i;j);Q(i;j) get updated and this constitutes the major cost of solving eqn (7) . The integrals and summations in eqn(7) extend over the entire image area. Since the basis functions are localized, the summations and integrals can be evaluated over local regions and the rest of the integrals set to 0. The dependence of computation cost on compactness of basis functions is analyzed in this section.
Due to the choice of separable, shifted basis functions, the double integrals of eqn (7) can be expressed as a product of two single integrals, one each for x and y. Each product needs to be evaluated for (h+ k 0 1) Given the simplicity of Horn's original algorithm [11] , why should one be interested in the current formulation? It may be pointed out that by choosing 8 = 8 lin (dened in Sec 4) and ignoring o diagonal terms in eqn (7), one can reduce the current formulation to that of Horn. The current formulation makes explicit the relationship between computation complexity and choice of basis functions. This has three advantages.
If one xes the cost, it amounts to xing the number of non zero o diagonal terms in the various matrices. This in turn xes the width of the 8 mn and enables one to predict the accuracy of optical ow estimates for various inputs. If one xes the accuracy one desires for a type of input, it constrains the choice of 8 mn and shows at what cost one can achieve that accuracy. It gives an explicit way to determine the o diagonal coecients for increasing the accuracy at an increased cost. The standard algorithms lack this feature, they are all essentially xed cost algorithms. The only variables there are related to the regularization technique while the core equations are xed. Finally, it may be pointed out that the basis function formulation can be applied to other algorithms as well. We have picked Horn's algorithm for its simplicity in order to illustrate some basic issues. The specics, like D 2 C 2 cost, will dier but the overall trends in the cost-accuracy trade o will remain unchanged.
C. Equivalent Formulations
The approach to improving optical ow estimates in this paper is dierent from those which try to improve performance by modifying the original equations of Horn by adding second derivatives, image smoothing or dierent regularization terms. The present formulation is an attempt to improve the accuracy of the basic optical ow equations themselves. However, the basis function formulation can be related to many other techniques. This is easier to see if we rewrite eqn(7a) without expanding I(m; n); I x (m;n);I y (m;n) as The use of overlapping windows to get a more dense estimate of 1x;y from the above amounts to the approximation of ignoring the coupling.
The choice of 8 functions sets the level of details in the images that will be used in optical ow estimation and corresponds to the image smoothing during the preprocessing. The 9 mn is usually introduced in many formulations as a window function in the integrals of eqn (7) . Its purpose is to give more weight to the center than to the periphery during the process of averaging the derivatives and the dierence image. In our formulation, it also determines the coupling between neighboring 1x;1y and serves as the appropriate basis function if the displacement eld needs to be interpolated to o grid points. The choice of 9 as a basis for the displacement eld determines the amount of detail the ow eld can have. For very uniform ow elds, compact functions that can represent only low frequencies will suce. In images having sharp motion boundaries, wider 9s will be needed to represent the high frequencies in the ow eld. Note, however, that one should not use 9 that are wider than 8. The ow eld cannot be legitimately calculated with higher precision than the image itself. Thus the basis function formulation makes explicit the upper limit with which one can dene motion boundaries, irrespective of occlusion, and provides the means of achieving that end.
III Image Representation and Information Encoding
The choice of basis functions is guided by two considerations -accuracy of motion estimates and computation costs. While considering the issue of accuracy, one must not only keep in mind the accuracy with which a set of basis functions can represent the image but also the accuracy with which it can represent the derivatives. The two requirements are not identical since the process of taking derivatives accentuates the high frequencies and attenuates the low frequencies. The manner in which information about the continuous image, and its derivatives, is encoded in the pixel values of the discrete representation of that image is of fundamental importance. If the information about a point in the continuous image is encoded globally in the discrete image, then only basis functions with wide support can provide accurate estimates. Unfortunately, this is true for any critically sampled representation. The following sections analyze the eect of sampling rate, the methods for estimating derivatives and choice of multiresolution representations from this perspective.
A. Sampling Rate
The Nyquist sampling rate is the minimum rate that assures an exact reconstruction and no aliasing. It represents the result of optimizing memory requirement for no aliasing. In [3] the issue of optimal sampling rate to minimize the computational cost was addressed. If, after the sampling process, subsequent processing requires interpolation or estimation of derivatives, then the criterion for choosing a sampling rate should also take into account the computational complexity of these processes. The analysis in [3] is repeated here in the context of optical ow estimation.
If a sinusoid s(x) with frequency f a is sampled at f s , the samples are s(n) = cos(2f a n=f s ) = cos(n)cos((f s 0 2f a )n=f s ). Thus s(n) has values of alternating sign with an envelope of frequency f e = (f s 0 2f a ). In order to estimate f a from s(n) we need to know f s and f e . To know the latter we must have samples of s(n) over a width of 1=f e and only basis functions of width 1=f e or more will be able to pool information from region that wide while performing the interpolation. A basis function of that width, sampled at the same frequency as the image (f s Minimizing C t wrt f s : f s;opt = 4f a Thus while the Nyquist limit is necessary, it is not the optimal from a computation point of view. Oversampling by a factor of 2 above the Nyquist limit in each dimension trades o computation cost for excess memory requirements by allowing the use of more compact basis functions on larger images. Simoncelli et al have shown [18] that the critically sampled wavelet representations are not shift invariant (steerable) since the Nyquist criterion is violated within each subband. The computationally desirable steerable pyramids designed by Freeman [8] , Greenspan [9] and Simoncelli et. al. [18] are all 16=3 or 8=3 overcomplete representations.
B. Derivatives
The question of calculating derivatives in images has recently been given signicant attention [16, 17, 20] since it is a major source of error in the presence of high frequencies. For a choice of 8 that is separable and localized, 8 0 is also separable and localized. It is easy to see that the rst order dierence, the most popular choice for derivatives, amounts to the basis function underlying the linear interpolation and is the computationally cheapest alternative. The basis function approach provides an analytic way to improve derivative estimation accuracy if more computational resources are available. Just as interpolation can be improved to any desired accuracy by using wider (windowed) truncated sincs, so too for estimation of derivatives. The derivative of the sinc also has a 1=x envelope and hence performance for derivatives improves no slower than for interpolation. sinc 0 (x) = 
Note that sinc 0 is nonzero at grid points. This is due to the fact that a sampled representation encodes information about a continuous signal at o grid points in a distributed way. Since the calculation of a derivative requires information about the function at two points close together, it always requires information about at least one o grid point. Hence, unlike sinc, the sinc 0 has nonzero values at other grid points even for x = m. If we use eqn(9) to generate a 7-tap lter to estimate derivatives at grid points, we get f0:33; 00:5; 1:0;0:0;01:0;0:5;00:33g. Two points are worth noting. In discrete representations, estimation of derivatives requires non-local calculations. The intuitive urge to translate the limiting process for continuous functions to f (n + 1) 0 f (n) is wrong. Secondly, replacing the -1.0, 1.0 template by its low pass versions like f00:5; 0:0;0:5g or even f00:09; 00:31;0:0; 0:31;0:09g [17] will not improve the actual derivative estimation. It will only make the estimate closer to the derivative of a low passed version of the image. When the sampling frequency approaches the Nyquist limit and creates digital frequencies close to , the distributed nature of the representation becomes increasingly important for computational purposes.
C. Multiresolution
For reasons of both accuracy and computational eciency, motion algorithms have been implemented in multiresolution formats [2, 5, 17] . Details regarding the construction and properties of pyramids, frames and wavelets can be found in [6] and [7] , while algorithms for motion estimation using pyramids can be found in [5] . The discussion here focuses on the issues governing the choice of multiresolution representation: spatial pyramids or space-time pyramids, Burt pyramids or wavelets and Gaussian pyramids or Laplacian pyramids. A brief analysis of the advantages of a multiresolution approach that are true for all multiresolution algorithms is given at the end of this section.
For the present work, a 2D version of the Gaussian pyramid was used. The original sequence is referred to as G 0 and the successive lowpass versions as G n , fn = 1,2,...g. The corresponding bandpass versions are labelled L n . The pyramids are spatial pyramids and involve no temporal averaging/subsampling. This approach was adopted since most motion sequences are acquired with low sampling rates in time. As most of the computation cost is incurred while working on G 0 (the original sequence), the subsampling in time to further reduce the size of the low resolution Gaussian levels does not lead to signicant savings. On the other hand, an accurate motion estimate by the low resolution (higher n) levels can signicantly reduce the amount of computation needed at the high resolution levels. Thus it is better to forgo temporal subsampling of the higher levels so that they may provide accurate motion estimates in two-frame algorithms. Temporal subsampling leads to the necessity of using wider basis functions for temporal derivatives, implying a multi-frame algorithm. This is consistent with the previous result that oversampling reduces computation cost.
The choice of overcomplete pyramids has the advantage of removing the need for preltering and smoothing. The LPF used in pyramid creation can have a cuto well below =2. The resulting Laplacians have bandwidth > =2 but as they are not subsampled, there is no aliasing. The Gaussians are subsampled, but since they start out with a bandwidth < =2, they have a bandwidth < after subsampling. Hence both the Gaussians and Laplacians are slightly oversampled and the higher level Gaussians are always smooth. Thus the 4=3 overcompleteness of pyramids [6] arises due to an oversampling of both the Gaussians and the Laplacians. By the time the algorithm has to deal with the high frequencies in G 0 , it already has a good estimate of the ow eld and the high frequencies do not aect convergence.
Though both the Gaussians and Laplacians are oversampled, the Gaussians are to be preferred for motion analysis for two reasons -robustness of derivative calculation and use of prior estimates in the pyramid. As was shown previously, the accuracy of derivative estimation is much better for low frequencies than for mid to high frequencies. Hence algorithms that require the use of derivatives are better o using Gaussian pyramids. An apparent reason for using the band-pass Laplacians is that they constitute the new (independent) information at each scale and only their motion should need to be calculated at each level. However, this can be implemented by using a Gaussian pyramid as well. At each level, the motion estimate from the previous level (scaled appropriately by a factor of 2) is used to align the Gaussians. This step requires interpolation and can also be done using basis functions. The motion estimation at each level is done for this realigned pair, thereby incorporating the knowledge gained so far. All computations done at a level are done to accommodate only the new information injected at that level. The Gaussian pyramid has an added advantage -all the image information present in the pyramid levels m > n is still present in the level n. This means that the motion estimate for level G n will be consistent with those of G m>n . If the motion estimation is done with truly independent bands-pass images, then either an added cost term must be incorporated in the equations to combine information across bands or nal results from the dierent bands must be combined using some weighted means approach. This forces one to iterate across levels as in [5] .
The discussion so far has been restricted to aspects of multiresolution analysis that aect the choice of representation and computation complexity. There are other equally important features which aect all multiresolution motion estimation algorithms.
Temporal Sampling and Multiframe analysis: The present work uses a two-frame algorithmto analyze the representationcomputation complexity relationship for simplicity. In our analysis the temporal derivative has been replaced by the discrete temporal dierence. Strictly speaking, basis functions should be used for I t . Note, however, that 1I is consistent with a linear basis. Just as 8 and 9 are dierent, the basis in time can be dierent too. If the time sequence is critically sampled even with respect to the spatially low frequency features, the a wider time basis must be used. This converts the two-frame algorithm into a multi-frame algorithm. In a multiresolution algorithm, if time subsampling is not invoked, a linear time basis almost always suces for the low resolution levels. When the high resolution images are reregistered with the low resolution optical ow, the inter frame dierences reduce. This amounts to dealing with a low temporal frequency sequence (even if spatial frequencies are high) and the temporal basis can be linear even if the spatial bases are not. The performances for the Len3, Len4 sequences, where displacements are 3 and 4 pixels respectively, are given to illustrate this point. Thus all multiresolution algorithms can usually aord to be two frame algorithms. Note that for estimating multiple velocity vectors at a point as in [5] , three frames are essential.
Large displacements and Multiple Linearizations:
The multiresolution algorithms (including ours) perform a separate linearization at each resolution. Moreover, this linearization is performed closer and closer to the correct registration point as one gradually comes up to the high resolution level. Thus the distance over which the linearization is required to hold gradually reduces just as the high frequencies in the image gradually reappear. It is this feature that makes the multiresolution algorithm robust to large displacement.
Noise tolerance:
All multiresolution algorithms are very robust to (white) noise present in the original images. The reasons for this are (a) the noise does not corrupt the low resolution images signicantly and (b) at the high resolution the images are almost registered already by the displacement elds estimated by the lower resolutions. Since the noise is uncorrelated from frame to frame, it cannot then induce a signicant coherent motion eld by itself. The smoothing parameter used for regularization is usually sucient to damp out the spatially incoherent residual motion eld induced by noise. Since this feature is not specic to the basis function formalism, eect of noise is not analyzed in detail in this paper.
IV Results
Since where all functions are symmetric about the origin and 0 outside the domains dened above. The windows are essential for reducing ringing and improving the calculation of derivatives. The functions were tested for accuracy of interpolation and derivative estimation. For interpolation, the sinusoids were estimated at 3 points between each grid point. For derivatives, the estimation was done at grid points and 3 points in between. The results for linear, sinc5 and cubic bases were reported in [3] . Due to its betterlow frequency performance, the cubic spline is preferred over the sinc5 for h = 2 basis.
The aim here is to show how much the use of basis functions improves Horn's algorithm and how the choice of a basis aects the accuracy of optical ow estimation. Since Horn's algorithm provides estimates with 100% density, the SSD-based algorithm of Anandan [1] is used as a representative state of the art algorithm for comparison. (The software made available by [4] was used for results reported here under \Horn" and \Anandan".) Since the errors are very small for moving gratings, the results are expressed in dB, i.e., 20log(P error =P input ) where P is rms power. For the rest, the more widely accepted angle measure is used so that a comparison can be made with the results reported in [4] for a number of other techniques. This measures the angle between the estimated fv x ; v y ; 1g est and the true fv x ; v y ; 1g true .
Results for traveling sinusoidal gratings characterize the performance of various basis functions for dierent input frequencies. One advantage of using basis functions is that knowledge of the spectrum of the image sequence can be used to select the appropriate basis. As the results for a range of frequencies given in Table 1 show, the improvements due to cubic or sinc7 basis are likely to be worth the extra cost only for high frequency dominated images. Real images have a 1=f power spectrum and dominated by the low frequencies. This is fortunate since one can use 8 lin for the majority of natural images and the computationally expensive wider functions for special inputs like textures. It may be noted that even for the smallest function, 8 lin , there is a marked improvement over the standard Horn algorithm. Since the rst order approximation is sensitive to the smoothness of the image, the displacements are characterized as fractions of the input wavelength. The input was analytically calculated for each of ve successive frames and the displacement estimated between four consecutive pairs. The errors for the four frames were used to calculate an rms error which was then expressed, in dB, as a fraction of the true displacement. Four frames have been used in order to remove artifacts arising due to sampling of the sine wave at a particular phase.
Computer generated sequences were created from a natural image (Lena image, with 1=f type spectrum) and a denim texture. The test sequences were chosen to demonstrate performance for sequences with large displacements and high frequencies. In the Lenas, displacement magnitude is varied while the spectrum is the same and in the DenimSeq the displacement is small but high frequencies dominate the image. The Lena sequences used here are all 40 2 40 extracts centered around the feathers of the hat. The displacements range from 0:5 pix/fr for Len0.5 to 4:0 pix/fr for Len4. The denim texture had a displacement of 0:5 pix/fr. The results are shown in Table 2 where the error is expressed as angles (in degs) as in [4] . The angle is calculated between the true velocity vector (v x ; v y ; 1) and the calculated velocity vector (v c x ; v c y ; 1). The Horn and Schunck algorithm was run using = 2:0, = 0:0. It required 5 frames while the basis function implementations were strictly two frame algorithms. On the other hand, the new algorithms were implemented in a multiresolution framework and used 3 levels while Horn's algorithm worked only with original images. Anandan's algorithm worked best with 1 level for all except Len3, 4 where it performed best with 2 levels. The window size used was 7 for the Len sequences and 3 for Denim. The choice of parameters was such as to optimize the performance of Horn and Anandan for each sequence. The new algorithms were run with xed parameters, no image smoothing and no optimization for individual sequences.
The comparison between Len0.5 and Denim highlights the eect of high frequencies on motion estimation accuracy. The use of bigger basis (h=3) is justied for such inputs. The increase in window size in Anandan's algorithm leads to regularization of the computed ow eld, but not to a better representation of the input image. Hence the algorithm's performance does not improve for the textures like the Denim sequence. For W = 3; 7, Anandan's algorithm gave errors of 28.00 and 29.32. The benets of a multiresolution approach becomes apparent when comparing 8 lin and Horn for the Len A modied version of Horn's algorithm has been developed making explicit use of basis functions. This approach is motivated by the need to address the issues of image representation and information encoding in digital images. In particular, the importance of oversampling an image to reduce overall computation cost and a way to improve calculations of derivatives have been indicated. Questions relating to multiresolution representations have been briey discussed to highlight the advantages of using the oversampled lowpass Gaussian pyramid for optical ow calculations. A multiresolution algorithm with scalable computational complexity has been presented to illustrate these issues. The results for sinusoidal grating, texture and natural image sequences using the basis function formalism show a marked improvement in dealing with high frequencies and large displacements. The basis functions used have been selected for simplicity of illustration. Other bases, including those that violate eqn(6), may be used in general. Table captions   Table. 1 Motion estimation error for sinusoidal inputs. Performances for three choices of basis functions are shown for range of frequencies and displacements. Results are rms error in dB and 3 is the wavelength. Table. 2 Motion estimation error in angles [degs] for Lena sequences and denim texture. The gures in () indicate the standard deviation across the sequence. The Lena sequence highlights the eect of increasing interframe displacements. The Denim sequence demonstrates the ability of the new algorithm to handle high frequencies by using a computationally expensive wider basis. Comparison between Horn-Schunck and 8 lin shows the improvement due to the new algorithm's \o-diagonal" terms.
