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Abstract
We consider the Cauchy problem for the continuity equation with a
bounded nearly incompressible vector field b : (0, T ) × Rd → Rd, T > 0.
This class of vector fields arises in the context of hyperbolic conservation
laws (in particular, the Keyfitz-Kranzer system).
It is well known that in the generic multi-dimensional case (d ≥ 1) near
incompressibility is sufficient for existence of bounded weak solutions, but
uniqueness may fail (even when the vector field is divergence-free), and
hence further assumptions on the regularity of b (e.g. Sobolev regularity)
are needed in order to obtain uniqueness.
We prove that in the one-dimensional case (d = 1) near incompress-
ibility is sufficient for existence and uniqueness of locally integrable weak
solutions. We also study compactness properties of the associated La-
grangian flows.
1 Introduction
Let b ∈ L∞(I × Rd;Rd) denote a time-dependent vector field on Rd, where
I = (0, T ), T > 0, d ∈ N. Consider the Cauchy problem for the continuity
equation {
∂tu+ divx(ub) = 0 in I × R
d,
u|t=0 = u¯ in R
d,
(1.1)
where u¯ ∈ L1loc(R
d) is the initial condition and u : I × Rd → R is the unknown.
A function u ∈ L1loc(I × R
d) is called weak solution of (1.1) if it satisifies (1.1)
in sense of distributions:∫ ∫
u(t, x)(∂tϕ(t, x) + b(t, x)∂xϕ(t, x)) dx dt +
∫
u¯(x)ϕ(0, x) dx = 0
for any ϕ ∈ C1c ([0, T )× R
d).
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Existence and uniqueness of weak solution of (1.1) are well-known when the
vector field b is Lipschitz continuous. However in connection with many prob-
lems in mathematical physics one has to study (1.1) when b is non-Lipschitz (in
general). In particular, vector fields with Sobolev regularity arise in connection
with fluid mechanics [1], and vector fields with bounded variation arise in con-
nection with nonlinear hyperbolic conservation laws [2]. Therefore one would
like to find the weakest assumptions on b under which weak solution of (1.1)
exists and is unique.
For a generic bounded vector field b concentrations may occur and there-
fore the Cauchy problem (1.1) can have no bounded weak solutions. However
under mild additional assumptions on b existence of bounded weak solutions
can be proved. Namely, the following class of vector fields has been studied in
connection with the so-called Keyfitz-Kranzer system (introduced in [3]):
Definition 1.1. A vector field b ∈ L∞(I ×Rd;Rd) is called nearly incompress-
ible with density ρ : I×Rd → R if there exists C > 0 such that 1/C ≤ ρ(t, x) ≤ C
for a.e. (t, x) ∈ I×Rd and ρ solves ∂tρ+divx(ρb) = 0 (in sense of distributions).
It is well-known that near incompressibility is sufficient for existence of
bounded weak solutions of (1.1). However in the generic multidimensional case
(d ≥ 2) it is not sufficient for uniqueness. For example, there exists a bounded
divergence-free autonomous vector field on the plane (d = 2), for which (1.1)
has a nontrivial bounded weak solution with zero initial data [4].
Uniqueness of weak solutions has been established for some classes of weakly
differentiable vector fields [1, 2]. Recently new uniqueness results were obtained
for continuous vector fields [5, 6] (without explicit assumptions on weak dif-
ferentiablilty). Note that in general a nearly incompressible vector field does
not have to be continuous (and vice versa). Uniqueness of locally integrable
weak solutions has been proved in [7] for Sobolev vector fields under additional
assumption of continuity.
Uniqueness of bounded weak solutions for nearly incompressible vector fields
in the two-dimensional case (d = 2) was also studied in [8]. In particular it was
proved that uniqueness holds when b 6= 0 a.e., or when b ∈ BV .
Our main result is the following:
Theorem 1.2. Suppose that b ∈ L∞(I × R;R) is nearly incompressible. Then
for any initial condition u¯ ∈ L1loc(R) the Cauchy problem (1.1) has a unique
weak solution u ∈ L1loc(I × R).
Existence of bounded weak solutions of (1.1) with bounded u¯ for nearly
incompressible vector fields is well-known (see e.g. [9] for the case of vector fields
with bounded divergence). Uniqueness of bounded weak solutions in the one-
dimensional case has already been proved in [10]. The novelty of Theorem 1.2
is that it applies to merely locally integrable weak solutions.
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2 Uniqueness of locally integrable weak solu-
tions
Definition 2.1. A non-negative function ρ ∈ L1loc(I×R
d;R) is called a density
associated with a vector field b ∈ L1loc(I × R
d;Rd) if ρb ∈ L1loc(I × R
d;Rd) and
∂tρ+ div(ρb) = 0 in D
′(I × Rd).
Remark 2.2. If a vector field b ∈ L∞(I × Rd;Rd) admits a density ρ and there
exist strictly positive constants C1, C2 such that C1 ≤ ρ(t, x) ≤ C2 for a.e.
(t, x) ∈ I × Rd then b is nearly incompressible.
Suppose that a vector field b ∈ L1loc(I × R
d;Rd) admits a density ρ. Since
∂tρ+ ∂x(ρb) = 0 in D
′((0, T )×R) there exists H ∈ W 1,1loc ((0, T )×R) such that
∂xH = ρ and ∂tH = −ρb. (2.1)
in D ′(I × Rd).
Definition 2.3. If a function H : I × R → R satisfies (2.1) then it is called a
Hamiltonian associated with (ρ, b).
Clearly the Hamiltonian H is unique up to an additive constant. Moreover,
if ρ, b ∈ L∞(I ×R) then the Hamiltonian can be chosen in such a way that it is
Lipschitz continuous, i.e. H ∈ Lip([0, T ]× R).
Theorem 2.4. Suppose that a vector field b ∈ L∞(I×R;R) admits a density ρ ∈
L∞loc(I ×R;R) such that ρ(t, x) > 0 for a.e. (t, x) ∈ I ×R. If u ∈ L
1
loc(I ×R;R)
is a weak solution of (1.1) with u¯ ≡ 0 then u(t, x) = 0 for a.e. (t, x) ∈ I × R.
Proof. Step 1. Let H ∈ Lip([0, T ]×R) be a Hamiltonian associated with (ρ, b).
We would like to use test functions of the form ϕ(t, x) := f(H(t, x)) in the
districutional formulation of (1.1), where f ∈ C∞c (R). In general such func-
tions could be not compactly supported, therefore we apply an approximation
argument.
For any (t, x) ∈ (−T, 0)× R let H(t, x) := H(−t, x). Clearly ∂xH = ρ˜ and
∂tH = ρ˜b˜ in D
′((−T, T )× R), where
ρ˜(t, x) :=
{
ρ(t, x), t > 0,
ρ(−t, x), t < 0;
b˜(t, x) :=
{
b(t, x), t > 0,
−b(−t, x), t < 0.
Let ε > 0 and let ωε(z) := ε
−2ω(ε−2z), where ω ∈ C∞c (R
2) is the standard
mollification kernel. Let Hε := H ∗ωε, where ∗ denotes the convolution. Clearly
∂xHε = ρ˜ε and ∂tHε = −(ρ˜b˜)ε. (2.2)
Hence for any t ∈ (−T + ε, T − ε) the function Hε(t, ·) is strictly increasing.
Step 2. Let h ∈ R be such that the level set Lε,h := {(t, x) ∈ (−T + ε, T −
ε)× R : Hε(t, x) = h} is not empty.
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Suppose that τ, ξ ∈ R and τ2 + ξ2 = 1. If |ξ| > ‖b‖∞|τ | then the derivative
of H in the direction ν := (τ, ξ) satisfies
∂νH = τ∂tH + ξ∂xH = −τ(ρ˜b˜)ε + ξρ˜ε ≥ (ξ − τ‖b‖∞)ρε > 0,
therefore for any (t, x) ∈ Lε,h the level set Lε,h is contained in some cone:
Lε,h ⊂ {(t
′, x′) : (x′ − x) ≤ ‖b∞‖(t
′ − t)}. (2.3)
Consequently Lε,h is a bounded subset of (−T + ε, T − ε)× R.
Fix (t, x) ∈ Lε,h. Since ∂xHε = ρ˜ε > 0, by Implicit Function Theorem the
level set Lε,h in some neighborhood U = (t − δ, t + δ) × (x − δ, x + δ) of (t, x)
can be represented as a graph of a smooth function τ 7→ Yε(τ, h):
Lε,h ∩ U = {(τ, Yε(τ, h)) | τ ∈ (t− δ, t+ δ)}. (2.4)
Moreover,
∂τYε(τ, h) = −
(∂tHε)(τ, x)
(∂xHε)(τ, x)
∣∣∣∣
x=Yε(τ,h)
(2.2)
⇒ |∂τYε| ≤
|(ρ˜b˜)ε|
|ρ˜ε|
≤ ‖b‖∞. (2.5)
Let Pε,h := pit(Lε,h), where pit(τ, x) := τ is the projection on the t-axis. By
(2.4) Pε,h is open. On the other hand Pε,h is closed in (−T + ε, T − ε), since
Lε,h = H
−1
ε (h) is closed in (−T +ε, T−ε)×R. Therefore Pε,h = (−T +ε, T−ε).
The image Rε := Hε((−T + ε, T − ε) × R) ⊂ R is connected, since Hε
is continuous and (−T + ε, T − ε) × R is connected. Moreover, since for any
t ∈ (−T+ε, T−ε) the function x 7→ H(t, x) is strictly increasing and continuous,
the images H(t,R) are open and hence
Rε = ∪t∈(−T+ε,T−ε)Hε(t,R)
is open. Therefore Rε is an open interval.
We have thus proved that for any h ∈ Rε the level set Lε,h can be globally
represented as a graph of a smooth function τ 7→ Yε(τ, h), where τ ∈ (−T +
ε, T − ε) and moreover |∂τYε| ≤ ‖b‖∞ by (2.5).
Step 3. Using Fubini’s theorem and the distributional formulation of (1.1)
one can show that there exists a Lebesgue-negligible set N ⊂ (0, T ) such that
for any τ ∈ (0, T ) \N the function x 7→ ρ(t, x) is strictly positive for a.e. x and
for all ϕ ∈ Lipc([0, τ ]×R) it holds that∫
R
u(τ, x)ϕ(τ, x) dx −
∫
R
u¯(x)ϕ(0, x) dx =
∫ τ
0
∫
R
u · (∂tϕ+ b∂xϕ) dx dt (2.6)
Let us fix τ ∈ (0, T )\N and consider ε ∈ (0, T−τ). By (2.1) the function x 7→
H(τ, x) is strictly increasing and continuous. Hence the image Iτ := H(τ,R) is
a nonempty open interval.
Consider f ∈ C∞c (Iτ ) and let ϕε(t, x) := f(Hε(t, x)). We claim that there
exists ε1 > 0 and a compact K ⊂ [0, τ ]× R such that
suppϕε ⊂ K
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for any ε ∈ (0, ε1).
Indeed, the support of f is contained in some finite interval (α, β) such that
[α, β] ⊂ Iτ . Let us fix α1 ∈ Iτ \ [α,+∞) and β1 ∈ Iτ \ (−∞, β]. By definition
of Iτ there exist x1 and y1 such that H(t, x1) = α1 and H(t, y1) = β1. Since
Hε(t, x1)→ H(t, x1) and Hε(t, y1)→ H(t, y1) as ε→ 0 we can find ε0 > 0 such
that Rε ⊃ (α, β) for any ε ∈ (0, ε0).
Since x 7→ Hε(τ, x) is strictly monotone and continuous, there exist unique
x0 and y0 such that H(x0, τ) = α and H(y0, τ) = β Since the support of f is a
compact subset of (α, β) and Hε(x0, τ)→ α and Hε(y0, τ)→ β as ε→ 0, there
exists ε0 > 0 such that
supp f ⊂ (Hε(x0, τ), Hε(y0, τ))
whenever ε ∈ (0, ε0). Hence the support of ϕε (restricted to [0, τ ]×R) is confined
by the level sets of Hε, passing through x0 and y0:
suppϕε ⊂ {(t, x) | t ∈ [0, τ ], x ∈ [Yε(t,Hε(τ, x0)), Yε(t,Hε(τ, y0))]}
(2.5)
⊂ K,
where
K := {(t, x) | t ∈ [0, τ ], x ∈ [x0 − ‖b‖∞(τ − t), y0 + ‖b‖∞(τ − t)]}.
Step 4. Now we are in a position to use ϕε as a test function in (2.6). First
we observe that
∂tϕε + b∂xϕε = f
′(Hε(t, x))(∂tHε + b∂xHε) = f
′(Hε(t, x))(−(ρ˜b˜)ε + bρ˜ε)→ 0
a.e. on (0, τ) × R as ε → 0. Since u¯ ≡ 0, by (2.6) and Lebesgue’s dominated
convergence theorem∫
R
u(τ, x)ϕε(τ, x) dx =
∫ ∫
K
u · (∂tϕε + b∂xϕε) dx dt→ 0 (2.7)
as ε→ 0. (Indeed, |u·(∂tϕε+b∂xϕε)| ≤ ‖f‖C1‖ρ‖L∞(K)(1+‖b‖∞)|u| ∈ L
1(K).)
Since Hε(τ, ·)→ H(τ, ·) uniformly on [x0, y0], the left-hand side of the equality
above converges to
∫
R
u(τ, x)f(H(t, x)) dx. We have thus proved that∫
u(τ, x)f(H(τ, x)) dx = 0 (2.8)
for all f ∈ C1c (Iτ ). Approximating f ∈ Cc(Iτ ) with a sequence of functions from
C1c (Iτ ) it is easy to see that (2.8) holds for any f ∈ Cc(Iτ ).
Fix ψ ∈ Cc(R). Since x 7→ H(τ, x) is strictly monotone and continuous,
it has a continuous inverse, and therefore we can find f ∈ Cc(Iτ ) such that
ψ(x) = f(H(τ, x)) for all x ∈ R. Therefore by (2.8)∫
u(τ, x)ψ(x) dx = 0 (2.9)
for any ψ ∈ Cc(R). Hence u(τ, ·) ≡ 0. Since this argument is valid for any
τ ∈ (0, T ) \N , we conclude that u(τ, ·) = 0 a.e. for a.e. τ ∈ I.
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From the proof above one can also deduce the following result:
Theorem 2.5. Suppose that a vector field b ∈ L∞(I×R;R) admits a density ρ ∈
L1loc(I ×R;R) such that ρ(t, x) > 0 for a.e. (t, x) ∈ I ×R. If u ∈ L
∞
loc(I ×R;R)
is a weak solution of (1.1) with u¯ ≡ 0 then u(t, x) = 0 for a.e. (t, x) ∈ I × R.
The proof repeats the proof of Theorem 2.4. Only when passing to the limit in
(2.7) we have to argue slightly differently. Namely, since ρ˜ ∈ L1loc([−T, T ]× R)
it follows that
‖u · (∂tϕε + v∂xϕε)‖L1(K) ≤ ‖u‖L∞(K) · ‖ − (ρ˜b˜)ε + bρ˜ε‖
≤ ‖u‖L∞(K) ·
(
‖ − (ρ˜b˜)ε + ρ˜b˜‖L1(K) + ‖ − ρ˜b˜+ bρ˜ε‖L1(K)
)
→ 0
as ε→ 0.
3 Lagrangian flows and existence of weak solu-
tions
Suppose that b ∈ L∞(I × R;R) is a nearly incompressible vector field with
density ρ ∈ L∞(I ×R;R). Let H ∈ Lip([0, T ]×R) be a Hamiltonian associated
with (ρ, b).
By (2.1) and Fubini’s theorem for a.e. t ∈ I for all x, y ∈ R such that x < y
it holds that
C1(y − x) ≤ H(t, y)−H(t, x) ≤ C2(y − x), (3.1)
where C1, C2 are the constants from Definition 1.1. By continuity of H (3.1)
holds for all t ∈ I¯. Hence for any t ∈ I¯ the function x 7→ H(t, x) is strictly
increasing and bilipschitz. Consequently, for any h ∈ R there exists unique
Y (t, h) ∈ R such that H(t, Y (t, h)) = h.
By (3.1) for any t ∈ [0, T ] there exists a function ρt ∈ L
∞ such that C1 ≤
ρt ≤ C2 a.e. and
∂xH(t, x) = ρt(x)
in D ′(R). Note that by continuity of H the function I ∋ t 7→ ρt ∈ L
∞(R) is
∗-weak continuous and therefore ρ solves the Cauchy problem for the continuity
equation (1.1) with the initial data ρ0. In view of (2.1) for a.e. t ∈ I we have
ρ(t, x) = ρt(x) for a.e. x. Since we can always redefine ρ on a negligible set, for
convenience we will assume that the last equality holds for all t ∈ [0, T ].
Lemma 3.1. The function Y is Lipschitz continuous on [0, T ]× R. Moreover,
there exists a negligible set M ⊂ R such that for all h ∈ R \M
∂tY (t, h) = b(t, Y (t, h)) (3.2)
in D ′(I). Finally, for all t ∈ [0, T ]
Y (t, ·)#L = ρ(t, ·)L . (3.3)
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Here f#µ denotes the image of the measure µ under the map f and L
denotes the Lebesgue measure (we use the notation from [11]).
Proof. By (3.1) for any h, h′ ∈ R it holds that
C1|Y (t, h)− Y (t, h
′)| ≤ |H(t, Y (t, h))−H(t, Y (t, h′))| = |h− h′|
hence the function h 7→ Y (t, h) is Lipschitz continuous with Lipschitz constant
1/C1.
Fix (t, x) ∈ I × R. In view of (2.1) and Fubini’s theorem for a.e. (t′, x′) ∈
I × R such that |x′ − x| > ‖b‖∞|t
′ − t| it holds that
|H(t′, x′)−H(t, x)| ≥ C1(|x
′ − x| − ‖b‖∞|t
′ − t|). (3.4)
By continuity of H , (3.4) holds for all (t′, x′) ∈ I ×R. Hence for any h ∈ R and
any (t, x) ∈ H−1(h) the level set H−1(h) is contained in a cone:
H−1(h) ⊂ {(t′, x′) ∈ I × R : |x′ − x| ≤ ‖b‖∞|t
′ − t|}, (3.5)
therefore for any h ∈ R the function t 7→ Y (t, h) is Lischitz continuous with
Lipschitz constant ‖b‖∞.
In view of Rademacher’s theorem the functions H and Y are differentiable
a.e. on I × R. Hence by chain rule and taking into account (2.1) we obtain
0 = ∂th = ∂tH(t, Y (t, h)) = ∂tH(t, Y (t, h)) + ∂xH(t, Y (t, h))∂tY (t, h)
= −ρ(t, Y (t, h))b(t, Y (t, h)) + ρ(t, Y (t, h))∂tY (t, h).
and
1 = ∂hh = ∂hH(t, Y (t, h)) = ∂xH(t, Y (t, h))∂hY (t, h)
= ρ(t, Y (t, h))∂hY (t, h)
for a.e. (t, h) ∈ I × R. Hence (3.2) holds and moreover for any ϕ ∈ Cc(R)∫
ϕdY (t, ·)#L =
∫
ϕ(Y (t, h)) dh
=
∫
ϕ(Y (t, h))ρ(t, Y (t, h))∂hY (t, h) dh =
∫
ϕ(y)ρ(t, y) dy
(by Area formula, see e.g. [11]). Thus (3.3) is proved.
We define the flow X of b as
X(t, x) := Y (t,H(0, x)). (3.6)
Note that X is independent of the additive constant in the definition of H . In
order to show that X is independent of the choice of ρ we recall the definition
of regular Lagrangian flow (see [9]) and the corresponding uniqueness result:
Definition 3.2. Let b : [0, T ]× Rd → Rd be a bounded measurable vector field.
We say that a map X : [0, T ]×Rd → Rd is a regular Lagrangian flow relative to
b if
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1. for L d-a.e. x ∈ Rd the map t 7→ X(t, x) is an absolutely continuous
integral solution of γ˙(t) = b(t, γ(t)) for t ∈ [0, T ] with γ(0) = x;
2. there exists a constant L > 0 independent of t such that X(t, ·)#L
d ≤
LL d.
Proposition 3.3 (see [9], Theorem 6.4.1). Let b : [0, T ]×Rd → Rd be a bounded
measurable vector field. Assume that the only weak solution u ∈ L∞(I × Rd)
of (1.1) with u¯ = 0 is u = 0. Then the regular Lagrangian flow relative to b,
if it exists, is unique. Assume in addition that (1.1) with u¯ = 1 has a positive
solution u ∈ L∞(I × Rd). Then we have existence of a regular Lagrangian flow
relative to b.
By Lemma 3.1 the flow X defined in (3.6) is a regular Lagrangian flow of b.
Indeed, by 3.3
X#(ρ(0, ·)L ) = Y (t, ·)#H(0, ·)#(ρ(0, ·)L ) = Y (t, ·)#L = ρ(t, ·)L . (3.7)
Since Theorem 2.4 implies uniqueness of bounded weak solutions of (1.1), Propo-
sition 3.3 immediately implies uniqueness of regular Lagrangian flow of b. Hence
X is independent of the choice of the density ρ.
Theorem 3.4. Let b ∈ L∞(I ×R;R) be nearly incompressible with the density
ρ. Let X be the flow of b. Then for any u¯ ∈ L1loc(R) there exists a function
u ∈ L1loc(I × R) such that for a.e. t ∈ I
u(t, ·)L = X(t, ·)#(u¯L )
and the function u solves (1.1).
Proof. It is straightforward to check that for any t ∈ [0, T ] the inverse X−1(t, ·)
of the function X(t, ·) is given by X−1(t, x) = Y (0, H(t, x)). We define u(t, x)
as follows:
u(t, x) :=
u¯(X−1(t, x))
ρ(0, X−1(t, x))
ρ(t, x).
Then
u(t, ·)L =
u¯(X−1(t, ·))
ρ(0, X−1(t, ·))
X#(ρ(0, ·)L )
= X#
(
u¯(·)
ρ(0, ·)
ρ(0, ·)L
)
= X(t, ·)#(u¯L )
Therefore for any ϕ ∈ C1c ([0, T )× R) by Definition 3.2 and Theorem 3.4∫
I
∫
R
(∂tϕ+ b∂xϕ)u(t, x) dx dt =
∫
I
∫
R
(∂tϕ+ b∂xϕ)dX(t, ·)#(u¯L ) dt
=
∫
I
∫
R
[(∂tϕ)(t,X(t, x)) + b(t,X(t, x))(∂xϕ)(t,X(t, x))]u¯(x) dx dt
=
∫
I
∫
R
∂t(ϕ(t,X(t, x)))u¯(x) dx dt
= −
∫
R
ϕ(t, x)u¯(x) dx dt.
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Proof of Theorem 1.2. Existence follows from Theorem 3.4 and uniqueness fol-
lows from Theorem 2.4.
Remark 3.5. It would be interesting to study existence and uniqueness of weak
solutions of (1.1) for vector fields admitting non-negative density which may
vanish on the sets of positive measure. Such vector fields (in particular in
dimension one) are relevant to the Kuramoto-Sakaguchi equation [12].
4 Compactness of flows
In [13] Bressan has proposed the following conjecture:
Conjecture 4.1 ([13]). Consider a sequence of smooth vector fields bn : I ×
R
d → Rd which are uniformly bounded, i.e. |bn| ≤ C for some C > 0 for all
n ∈ N. Let Xn = Xn(t, x) denote the classical flow of bn, i.e.
Xn(0, x) = x, ∂tXn(t, x) = bn(t,Xn(t, x)).
Suppose that there exist constants C1, C2
C1 ≤ | det(∇xX(t, x))| ≤ C2, (t, x) ∈ I × R
d,
‖∇xbn‖L1 ≤ C3.
Then the sequence Xn is strongly precompact in L
1
loc(I × R
d;Rd).
Theorem 4.2. Consider a sequence of one-dimensional vector fields bn ∈ L
∞(I×
R;R) which are uniformly bounded, i.e. |bn| ≤ C for some C > 0 for all n ∈ N.
Let Xn = Xn(t, x) denote the (regular Lagrangian) flow of bn. Suppose that for
each n ∈ N the vector field bn is nearly incompressible with density ρn and there
exist constants C1, C2 such that
C1 ≤ ρn ≤ C2
a.e. on I × R for all n ∈ N. Then the sequence Xn is precompact in C(K) for
any compact K ⊂ I × R.
Proof. By (3.6) and the estimates from the proof of Lemma 3.1 one can easily
deduce that for any n ∈ N
|Xn(t, x)−Xn(t
′, x′)| ≤
C2
C1
|x− x′|+ ‖b‖∞|t− t
′|
for all x, x′ ∈ R and t, t′ ∈ [0, T ]. Therefore it remains to apply Arzela`-Ascoli
theorem.
Remark 4.3. Theorem 4.2 shows that in the one-dimensional case Conjecture
holds even without assuming BV bound (4.1). A quantitative version of Con-
jecture 4.1 assuming only the BV bound (4.1) (without near incompressibility)
has be established in [14].
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