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I. Introduction
Target tracking and obstacle avoidance have been prime tasks for autonomous unmanned aerial vehicles (UAV's). The mission capabilities of autonomous UAV's depend on how well they maintain surveillance on a desired target while avoiding surrounding objects. Vehicle attitude and location can be determined using an inertial measurement unit (IMU) and global positioning system (GPS) respectively, but determining the location and orientation of the vehicle in relation to its environment must be accomplished with other sensors. Machine vision has been used as a viable method to sense the environment around the UAV.
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Monocular machine vision is the base of the algorithm presented in this paper and will be used for detecting the environment for either obstacle avoidance or target tracking.
Exact knowledge of the surrounding objects' location, size, and orientation allows the UAV to not only determine its position but also any new object's position and size relative to the known surroundings. An algorithm can be proposed that would constantly update a dynamic database of object information as the UAV moves through an environment. This algorithm is founded on the ability of the image processor and target estimator to create such a database. New advances in machine vision and image processing allow framegrabbers to capture still images from the camera and send them to the image processor, which then can determine the targets in each image. 4 The area and location of the center of each target in the image plane can be calculated and a database of all the targets' information compiled. Figure 1 displays the process of grabbing an image frame from the video camera, sending it to the image processor, and creating a database of target measurements.
With a database of the targets' sizes and locations in the 2-D image plane, an a priori estimate of the orientation, size, and location of the targets relative to the camera can be made. Kalman filtering can be used with an initial estimate of the distance from the camera to converge on the actual size, location, and orientation of each target. Since the relationship between the 2-D and the 3-D image coordinates is nonlinear, this paper investigates the extend Kalman filter (EKF) and the square-root unscented Kalman filter (SRUKF), a form of the unscented Kalman filter (UKF), as methods for estimation.
The next section describes the system and measurement models used with the filtering approaches. Section III and IV detail the nuances of the EKF and SRUKF estimators, respectively. The design of the algorithm is outlined in section V with explanations on the solution of the correspondence problem. Simulations and the results are discussed in section VI.
II. System Model
The process model for the system is based on seven states for the i th target: target location (X i ,Y i ,Z i ), target orientation (n xi ,n yi ,n zi ), and target area (A i ). The orientation of the target is based on a unit vector normal to the plane of the target. Since the target is in view of the camera, the normal vector is assumed to be pointing towards the camera. The complete process and measurement states are listed as
where P Ai is the area and (P Y i ,P Z i ) is the coordinate of the center of each target in the image plane in pixels. The image processor calculates these values for each object and compiles a database. The fourth measurement, P ni , is a construct of the normal vector's magnitude. This pseudo-measurement is computed during estimation and it ensures that the magnitude remains constant. During calculation of these states, the position vectors of the vehicle and camera are assumed to be constant for each iteration of the algorithm, that way the vehicle state dynamics can be modeled separately from the dynamics of the targets' states. For simplicity, the targets being tracked are assumed to be stationary. Since the states being estimated, target position, orientation, and size, are constant in the inertial reference frame, the process model updating these states is an autonomous one of the form
The measurements, however, are not related to the states by such a simple linear equation. Equations (3) - (7) describe the nonlinear relationship between the measurement values and the state variables. A negative sign is placed in front of n i in Eq. (6) to obtain the acute angle between the target normal vector ( n i ) and the vector from the camera to the center of the target ( D i ), since these vectors point in opposite directions. The curvature of the camera lens is assumed to be negligible so targets are projected onto a flat image plane. Figure 2 shows an example of the camera in view of two targets and the vectors used in defining the measurement equations.
III. Extended Kalman Filter
The extended Kalman filter is a linearization approach based on a Taylor series expansion about the current state. 5 The expansion requires determining the derivatives of the nonlinear equations and formulating Jacobian matrices from the derivatives. The process state equations at any instance, given in Eq. (2), are linear, whereas the measurements are governed by nonlinear equations of the form z k = h(x k , v k ), given in Eqs. (3) -(7).
A. Process Update
Since the process update is autonomous, no derivatives need be calculated for the process model. Equations (8) and (9) describe the process model.x
B. Measurement Update
The measurement update requires the determination of the Jacobian,
in every iteration. The measurement update can be derived as follows:
The measurement and process noise covariances, R k and Q k respectively, are assumed to be constant over all the iterations and are given an initial value at the beginning of the algorithm.
C. Variable Process and Measurement Noise Covariances
The measurement and process noise covariances may also be dynamic to help improve the convergence properties of the EKF. In Ref. 7, Boutayeb and Aubry developed an extended Kalman observer which alters R k and Q k based upon Lyapunov theory. Their paper may be used as a method for improving the convergence of the target tracking EKF algorithm. They utilize the measurement residual e k−1 = z k−1 − h(x − k−1 ) to adjust the process noise covariance. They propose choices of
and
where γ, δ, and λ are constants chosen such that γ 0, 1 δ > 0, and λ > 0. The equations for the measurement and process noise covariances are derived by determining bounds on linear matrix inequalities which satisfy a decreasing Lyapunov function. Proof of these choices for R and Q can be found in Ref. 7 .
IV. Unscented Kalman Filter
The UKF was found by Julier, Uhlmann, and Durrant-Whyte in Ref. 8 to be easier to implement than the EKF because it does not require calculation of Jacobian matrices. It was also found by Wan and van der Merwe in Ref. 9 to have better accuracy than the EKF and equal complexity. These results prompted investigation into its use for the target tracking algorithm.
The unscented Kalman filter is based on the unscented transform (UT) and does not require linearization to handle nonlinear equations. The UT approximates the state estimate and covariance by creating "weighted points" and applying them to the nonlinear function to create the measurement estimate and covariance. The sigma points are chosen such that the their sample mean and covariance are equal to the state estimate and covariance. 8 A more computationally efficient form of the UKF is the Square-Root UKF (SRUKF). The SRUKF is fundamentally the same as the UKF but it uses a Cholesky factorization of the error covariance matrix to eliminate some of the computations. In Ref. 10, van der Merwe and Wan found the SRUKF guarantees a non-negative definite state covariance matrix and requires less numerical computations. The SRUKF was implemented as a method of estimation to compare with the EKF.
A. Sigma Point Weights
An outline of the SRUKF algorithm is described in Eqs. (16) -(32). These equations are based on the SRUKF algorithm presented in Ref.
11. An augmented state vector and covariance matrix are used in the SRUKF algorithm where the initial augmented state vector is given by Eq. (16) and the corresponding augmented covariance matrix is given by Eq. (17). The process noise mean vector (ζ) and the measurement noise mean vector (ν) are concatenated to the state vector. The lower-triangular Cholesky factors of the covariance matrices P, Q, and R are grouped into an augmented matrix, S a 0 , where
Wan and van der Merwe propose in Ref. 9 the following equations for choosing the sigma point weights.
The constant L is the dimension of the augmented state vector and λ is found using λ = α 2 (L + κ) − L, where α is chosen to be small and positive and κ is usually chosen equal to 0.
11 The optimal value of 2 is usually assigned to β. W
B. Process Update
The process update equations for the SRUKF are given in Eqs. (19) -(23). The 2L + 1 sigma points are computed in Eq. (19), where η = √ L + λ. The augmented sigma point matrix is formed by the concatenation of the state sigma point matrix (X x ), the process noise sigma point matrix (X ζ ), and the measurement noise sigma point matrix (X ν ), such that
The functions qr{·} and cholupdate{·} are linear algebra operators that correspond to a QR decomposition and a rank 1 Cholesky update, respectively. qr{A} returns the lower triangular part of R from the economy QR decomposition, A = QR. cholupdate{S, U, ±ω} returns the rank 1 update or downdate (depending on the sign of ω) of the lower triangular Cholesky factor S by √ ωU . If U is a matrix, then N consecutive rank 1 updates or downdates are performed by the columns of U , where N is the number of columns of U .
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C. Measurement Update
The measurement update equations are given by Eqs. (24) -(32). The nonlinear measurement equations, h(·), are given in Eqs. (3) -(7) . The linear algebra operator, /, is a pseudoinverse operation that uses pivoting. The target tracking algorithm begins by taking the database of target information from the image processor and then using the data to create an initial estimate of the 3-D position of each target. The initial estimates are based on fixed values for X, n x , n y , and n z assigned to every new target. The other three state variables are calculated using these values and the measurement data from the database with Eqs. (3) - (6). This is a crude method and a thorough investigation into determining the optimal initial estimates will need to be done. The initial estimates are then sent to the estimator which will use either the standard EKF or the SRUKF to update the states.
The next iteration of the algorithm receives updated measurements from the image processor. These measurements are correlated to the correct target estimates with the use of the statistical "z-test". 12, 13 If the measurements correspond to an existing estimate, then the measurements and a priori state estimates are sent to the estimator to be updated. If a set of measurements does not match any of the estimates, then it is assumed that they are for a new target. A state estimate is added for the new target and computed with Eqs. (3) -(6) based on the fixed values for X, n x , n y , n z , and the measurements. A block diagram outlining the algorithm is shown in figure 3 .
The statistical "z-test" was implemented to check the correlation between the target's measurements and the state estimates stored in the database. The test can be defined with residuals as
where the linear form of the residual is defined as
Knowledge of the estimation and measurement errors given respectively in Eqs. (35) and (36),
can be used to determine the known covariances R and P :
The error equations, (35) 
Equation (39) is substituted into (33) to obtain the Z value
This equation is easily implemented in the EKF estimator and an equivalent form for the SRUKF estimator can be developed likewise. The Kalman gain is defined for the EKF in Eq. (11) as K = P H(HP H T + R)
and can be compared to the Kalman gain defined for the UKF in Ref. 9 as K = P xz P −1
z . Based on this comparison, the Z value for the UKF can be assumed to be
The lower triangular Cholesky factorization, P z = S z S T z , and the pseudo-inverse operator, /, can be used with Eq. (41) to efficiently compute the Z value for the SRUKF. The SRUKF Z value equation is given by
The magnitude of Z depends on the covariance matrices and will be small when P and R are large. Therefore, even if the residual is large, great uncertainties in the estimates and measurements will cause the value of Z to be small. The z-test correlates the measurements and estimates by comparing the magnitude of Z to a critical value. If Z is larger than the critical value then they do not correspond.
VI. Simulations and Results
The simulations were performed with the expectation that later flight tests on the Georgia Tech GTMax research UAV 14 would be performed. Some base assumptions were made to simplify the simulations. The GTMax has a 10 Hz processing speed, so the algorithm was simulated at 10 Hz to replicate this. The camera was assumed to be rigidly attached to the nose of the vehicle and the camera, body, and inertial frames all aligned. The vehicle was simulated to perform periodic motions with little body roll, which was found to incur faster estimator convergence. No rolling, yawing, or pitching was assumed so the reference frames all remained aligned and any transformation to account for these rotations could be neglected.
The vehicle started at coordinate (0, 0, -30) ft in the inertial reference frame and traveled on a circular path that spanned all three directions. The trajectory had an amplitude of 20 ft in the x, y, and z directions and a periodic speed of 0.5π rad/s. This would result in the vehicle moving on the circular path at 27 ft/s. The vehicle started on one circular path for 20 seconds then changed direction and continued on a similar path for 70 seconds. The trajectory of the 90 second flight is shown in Figure 4 . Zero mean noise with a standard deviation of 0.1 ft was added to the x, y, and z positions of the vehicle to simulate position disturbances.
A set of targets with random locations, orientations, and areas was created and their image plane measurements simulated. A zero mean, Gaussian measurement noise vector was applied to the measurement calculations. The noise for P Y , P Z , and P A had standard deviations of 3 px, 3 px, and 0.1 px 2 , respectively. For parity, the same noise vector was used in each estimator. The image plane was assumed to have a width of 704 px and a height of 480 px. The image plane was normalized by half the width so the corners of the image plane would have the following coordinates: 
A 70 degree field of view was assumed for the camera and the image plane focal length was calculated using
The algorithm initialized each target estimate with X = 100, n x = −3, n y = 1, and n z = −1. These states along with the initial measurements (P Y , P Z , P A ) were used to calculate the other states (Y , Z, A) using Eqs. (3) -(6). The EKF and the SRUKF process noise and measurement noise covariance matrices, Q and R, were set to the values shown in Eqs. (45) and (46), respectively. The same initial estimate error covariance matrix, P , shown in Eq. (47), was also used for both the SRUKF and EKF. The filters were tuned with identical parameters for an equal comparison. The results for three random targets are shown in the Appendix in Figures 5 -14 . The actual values for the states of each target are shown Table 1 . Figures 5 -7 show the EKF and SRUKF estimates of the states compared to the actual values for each target. The error of the SRUKF estimate and EKF estimate for each state are shown in Figures 8 -14 . Plus and minus two standard deviation bounds of the state error are also included for comparison.
The EKF and SRUKF filters converged on the X, Y , and Z positions of the targets with similar performances. Figures 8 -10 show the estimator errors compared to two standard deviations of the error. The SRUKF error for X, Y , and Z remained within two standard deviations. The EKF error for X, Y , and Z deviated from the two standard deviation bounds but always returned and was identical to the SRUKF estimate by the end of the simulation. Estimating the attitude and area required the vehicle view the targets from different locations and the change in circular trajectories at 20 seconds helped the filters converge on the correct values. This is apparent in Figure 6 , where the estimates of n x , n y , n z , and A changed dramatically after 20 seconds when the vehicle changed trajectory. The EKF error for n x , n y , and n z in Figures 11, 12 , and 13 remained within the two standard deviation bounds after the trajectory changed at 20 seconds. The SRUKF error for n y and n z had similar behavior, but the error for the n x state of Target 3 in Figure 11 had divergent behavior and exceeded the two standard deviation bound at about 40 seconds. The SRUKF error of the area for Target 1 and 2 in Figure 14 stayed within the two standard deviation bounds but diverged for Target 3. The EKF error of A for Target 2 and 3 converged into the two standard deviation bounds but the error for Target 1 did not make it under the bounds by the end of the simulation. 
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VII. Conclusions
The target tracking algorithm can quickly and accurately estimate the position of a target. It, however, has difficulty converging on the orientation and area and requires the vehicle obtain different views of each target and navigate an irregular trajectory. Further research needs to be done on the vehicle motion and how this affects the convergence of the algorithm. This could be used to command the vehicle to perform specific motions to help the algorithm estimate the correct values. A thorough study of the optimal initial state estimates also needs to be done.
The SRUKF and EKF estimators performed similarly when given identical parameters. Both converged on the states but each had a problem estimating the attitude and area of the targets. The SRUKF estimator error tended to diverge for the states A and n x , whereas the EKF took longer than the SRUKF to converge on the area state for Target 1. It is possible to independently tune each filter for better estimator performances, but the identical tuning parameters chosen caused similar performances and the results show no significant improvement of one estimation method over the other. 
