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1 INTRODUCTION 2
1 Introduction
We consider real functions e0, . . . , eN , · · · : R → R fulfilling Assumption 2.3 below.
In particular they are H−1-multipliers, see Definition 2.1.
Let T > 0 and (Ω,F, P ), be a fixed probability space. Let (Ft, t ∈ [0, T ]) be a
filtration fulfilling the usual conditions and we suppose F = FT . Let µ(t, ξ), t ∈
[0, T ], ξ ∈ R, be a random field of the type
µ(t, ξ) =
∞∑
i=1
ei(ξ)W it + e
0(ξ)t, t ∈ [0, T ], ξ ∈ R,
where W i, i ≥ 1 are independent continuous (Ft)-Brownian motions on (Ω,F, P ),
which are fixed from now on until the end of the paper. For technical reasons we
will sometimes set W 0t ≡ t.
We now consider a random field a and a deterministic function ψ as follows.
Assumption 1.1. a : [0, T ]× R × Ω → R+ is a bounded progressively measurable
random field.
Assumption 1.2. ψ is monotone increasing, Lipschitz such that ψ(0) = 0.
Let x0 ∈ S′(R). We will consider the following two types of equations (1.1) and
(1.2). The first one is a (linear) stochastic Fokker-Planck equation, the second one
a stochastic porous media type equation, i.e.∂tz(t, ξ) = ∂2ξξ((az)(t, ξ)) + z(t, ξ)∂tµ(t, ξ),z(0, · ) = x0, (1.1)
and {
∂tX(t, ξ) =
1
2∂
2
ξξ(ψ(X(t, ξ)) +X(t, ξ)∂tµ(t, ξ),
X(0, dξ) = x0.
(1.2)
They are both to be understood in the sense of (Schwartz) distributions. Their
precise sense will be given in Remark 3.2 a) and in Definition 4.1. The stochastic
multiplication above is of Itoˆ type. In this paper we confine ourselves to the case of
the underlying space being R1.
Fokker-Planck equations have been investigated until now in the deterministic frame-
work, i.e. when ei = 0, i ≥ 1. There is a huge literature about existence and unique-
ness in this case, see e.g. [6] and references therein. More particularly, concerning
uniqueness, in addition we draw the attention to Proposition 3.4 [5] and Theorem
3.1 of [4]. As far as we know this is the first time that a Fokker-Planck equation as
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(1.1) is considered in the literature, in particular for uniqueness, except for the un-
published work by the same authors [2]. We point out that we can allow degenerate
coefficients in the second order term.
Concerning porous media equations, both in the deterministic and stochastic cases,
there is a huge number of contributions, especially in finite volume. As far as the
infinite volume case is concerned, in the deterministic situation a good framework is
the classical Benilan-Crandall approach of the seventies; in the stochastic case some
recent significant contributions have been made, see [11, 12, 3] and in particular [1]
and references therein. As mentioned, this paper draws however the attention on
uniqueness for equations in the sense of distributions, within a large solutions class.
For instance, in the deterministic case a typical result in that sense is the paper [7]
of Brezis and Crandall, which establishes uniqueness in the sense of distributions
in the class (L1 ∩ L∞)([0, T ] × Rd). Here we consider the equation (1.2) in the
sense of distributions and we investigate uniqueness in the class of progressively
measurable random fields X : Ω × [0, T ] × R such that ∫[0,T ]×RX2(s, ξ)dsdξ < ∞
a.s, see Definition 4.1 and condition below (4.2). To the best of our knowledge, this
constitutes a new result of uniqueness in the sense of distributions; for this we need
only a.s. conditions in (4.2) and not necessarily in the expectation as it is mostly
done in the standard literature.
The paper is organized as follows. After, this introduction and Section 2 devoted
to preliminaries, in Section 3 the uniqueness Theorem 3.1 for an SPDE of Fokker-
Planck type is formulated and proved. This, in turn, is an important ingredient
for the probabilistic representation of a solution to a stochastic porous media type
equation, see [2]. In the final section 4, using the same ideas as in Section 3 we
prove a uniqueness result for (1.2), see Theorem 4.2.
2 Preliminaries
First we introduce some basic recurrent notations. M(R) denotes the space of signed
Borel measures with finite total variation. We recall that S(R) is the space of the
Schwartz fast decreasing test functions with its usual topology. S′(R) is its dual, i.e.
the space of Schwartz tempered distributions. On S′(R), the map (I−∆) s2 , s ∈ R, is
well-defined, via Fourier transform. For s ∈ R, Hs(R) denotes the classical Sobolev
space consisting of all functions f ∈ S′(R) such that (I − ∆) s2 f ∈ L2(R). We
introduce the norm
‖f‖Hs := ‖(I −∆) s2 f‖L2,
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where ‖ · ‖Lp is the classical Lp(R)-norm for 1 ≤ p ≤ ∞. In the sequel, we will often
simply denote H−1(R), by H−1 and L2(R) by L2. Furthermore, W r,p denotes the
classical Sobolev space of order r ∈ N in Lp(R) for 1 ≤ p ≤ ∞.
Definition 2.1. Given a function e belonging to L1loc(R) ∩ S′(R), we say that it
is an H−1-multiplier, if the map ϕ 7→ ϕe is continuous from S(R) to H−1 with
respect to the H−1-topology on both spaces. C(e) denotes the norm of this operator
and we will call it multiplier norm. We remark that ϕe is always a well-defined
Schwartz tempered distribution, whenever ϕ is a fast decreasing test function.
Remark 2.2. Let e : R → R. If e ∈ W 1,∞ (for instance if e ∈ W 2,1), then e is a
H−1(R)-multiplier.
Indeed, by duality arguments, to show this, it is enough to show the existence of a
constant C(e) such that
‖eg‖H1 6 C(e) ‖g‖H1 , ∀ g ∈ S(R). (2.1)
Now (2.1) follows easily by the derivation product rules with for instance
C(e) =
√
2
(
‖e‖2
∞
+ ‖e′‖2
∞
) 1
2
.
Here we fix some conventions concerning measurability. Any topological space E
is naturally equipped with its Borel σ-algebra B(E). For instance B(R) (resp.
B([0, T ]) denotes the Borel σ-algebra of R (resp. [0, T ]).
In the whole paper, the following assumption on µ will be in force.
Assumption 2.3. 1. Each ei, i ≥ 0, belongs to the Sobolev space W 1,∞.
2.
∑
∞
i=1
(‖(ei)′‖2
∞
+ ‖ei‖2
∞
)
<∞.
With respect to the random field µ, we introduce a notation for the Itoˆ type stochas-
tic integral below.
Let Z = (Z(s, ξ), s ∈ [0, T ], ξ ∈ R) be a random field on (Ω,F, (Ft), P ) such that∫ T
0
(∫
R
|Z(s, ξ)|dξ)2 ds <∞ a.s. and it is an L1(R)-valued, (Fs)-progressively mea-
surable process. Then, provided, Assumption 2.3 holds, the stochastic integral∫
[0,t]×R
Z(s, ξ)µ(ds, ξ) :=
∞∑
i=0
∫ t
0
(∫
R
ei(ξ)Z(s, ξ)dξ
)
dW is , t ≥ 0,
is well-defined.
More generally, if s 7→ Z(s, ·) is a measurable map [0, T ] × Ω 7→ M(R), such that∫ T
0 ‖Z(s, ·)‖2vards <∞, then the stochastic integral∫
[0,t]×R
Z(s, dξ)µ(ds, ξ) :=
∞∑
i=0
∫ t
0
(∫
R
ei(ξ)Z(s, dξ)
)
dW is , t ≥ 0,
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is well-defined.
3 On the uniqueness of a Fokker-Planck type SPDE
The theorem below plays the analogous role as Theorem 3.8 in [5] or Theorem 3.1
in [4]. We recall that our Fokker-Planck SPDE has possibly degenerate measurable
coefficients.
Theorem 3.1. We suppose that Assumptions 1.1 and 2.3 hold. Let z1, z2 be two
measurable random fields belonging ω a.s. to C([0, T ], S′(R)) such that z1, z2 :]0, T ]×
Ω→M(R). We moreover suppose the following.
i) z1 − z2 ∈ L2([0, T ]× R) a.s.
ii) t 7→ (z1 − z2)(t, ·) is an (Ft)-progressively measurable S′(R)-valued process.
iii) z1, z2 are solutions to (1.1). such that
∫ T
0 ‖zi(s, ·)‖2vards <∞ a.s.
Then z1 ≡ z2.
Remark 3.2. a) By a solution z of equation (1.1) we mean the following: for
every ϕ ∈ S(R), ∀t ∈ [0, T ],∫
R
ϕ(ξ)z(t, dξ) = 〈x0, ϕ〉+
∫ t
0
ds
∫
R
a(s, ξ)ϕ′′(ξ)z(s, dξ)
+
∫
[0,t]×R
ϕ(ξ)z(s, dξ)µ(ds, ξ) a.s.
b) Let z = z1−z2. Since z is ω a.s. in L2([0, T ];L2(R)∩M(R)) ⊂ L2([0, T ];H−1(R)),∫ t
0
z(s, ·)µ(ds, · ) belongs ω a.s. to C([0, T ];H−1(R)) and so also to C([0, T ];H−2(R))
ω a.s. On the other hand
∫ t
0 (az)
′′(s, ·)ds can be seen as a Bochner integral
in H−2(R). In particular any solutions z1, z2 to (1.1) are such that z =
z1−z2 admits a modification whose paths belong (a.s.) to C([0, T ];H−2(R))∩
L2([0, T ];L2(R)). Since zi, i = 1, 2, are continuous with values in S′(R), their
difference is indistinguishable with the mentioned modification.
Consequently for ω a.s. z(t, ·) ∈ C([0, T ];H−2(R)) and outside a P -null set
N0, we have (in S
′(R) and H−2(R) )
z(t, ·) =
∫ t
0
(az)′′(s, ·)ds+
∫ t
0
z(s, ·)µ(ds, ·). (3.1)
c) By assumption i), possibly enlarging the P -null set N0 we get the following.
For ω /∈ N0, for almost all t ∈]0, T ],
(∫ t
0 (az)(s, ·)ds
)′′
∈ H−1(R) and so∫ t
0
(az)(s, · )ds ∈ H1 dt a.e.
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Proof of Theorem 3.1. Let z = z1 − z2.
We fix the null set N0 and so ω will always lie outside N0 introduced in Remark
3.2 c). Let φ be a mollifier with compact support and φε =
1
ε
φ( ·
ε
) be a generalized
sequence of mollifiers converging to the Dirac delta function. We set
gε(t) = ‖zε(t)‖2H−1 =
∫
R
zε(t, ξ)((I −∆)−1zε)(t, ξ)dξ,
where zε(t, ξ) =
∫
R
φε(ξ − y)z(t, dy). Since t 7→ z(t, · ) is continuous in H−2(R),
t 7→ zε(t, · ) is continuous in L2(R) and so also in H−1(R). We look at the equation
fulfilled by zε. The identity (3.1) produces the following equality in L
2(R) and so
in H−1(R):
zε(t, · ) =
∫ t
0
{
[(a(s, · )z(s, · )) ⋆ φε]′′ − (a(s, · )z(s, · )) ⋆ φε
}
ds (3.2)
+
∫ t
0
(a(s, · )z(s, · )) ⋆ φεds+
∞∑
i=0
∫ t
0
(eiz)(s, · ) ⋆ φεdW is .
We apply (I −∆)−1 and we get
(I −∆)−1zε(t, · ) = −
∫ t
0
(a(s, · )z(s, · )) ⋆ φεds (3.3)
+
∫ t
0
(I −∆)−1 [(a(s, · )z(s, · )) ⋆ φε] ds
+
∞∑
i=0
∫ t
0
(I −∆)−1(eiz)(s, · ) ⋆ φεdW is .
We apply Itoˆ’s formula to gε. For a general introduction to infinite dimensional
Hilbert space valued stochastic calculus, see [8], [10] or [9]. Taking into account,
(3.2), (3.3) and that 〈f, g〉H−1 =
〈
f, (I −∆)−1g〉
L2
, we now obtain
gε(t) = 2
∫ t
0
〈zε(s, · ), dzε(s, · )〉H−1 (3.4)
+
∞∑
i=1
∫ t
0
〈
(eiz(s, · )) ⋆ φε, (eiz(s, · )) ⋆ φε
〉
H−1
ds
= −2
∫ t
0
〈zε(s, · ), (a(s, · )z(s, · )) ⋆ φε〉L2 ds
+ 2
∫ t
0
〈
zε(s, · ), (I −∆)−1 ((a(s, · )z(s, · )) ⋆ φε)
〉
L2
ds
+
∞∑
i=1
∫ t
0
〈
(eiz(s, · )) ⋆ φε, (eiz(s, · )) ⋆ φε
〉
H−1
ds
+ 2
∫ t
0
〈
zε(s, · ), (e0z)(s, ·) ⋆ φε
〉
H−1
ds+M εt
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where
M εt = 2
∞∑
i=1
∫ t
0
〈
zε(s, · ), (eiz)(s, · ) ⋆ φε
〉
H−1
dW is . (3.5)
Below we will justify that (3.5) is well-defined. We summarize (3.4) into
gε(t) = g˜ε(t) +M
ε
t , t ∈ [0, T ].
We remark that
∞∑
i=1
∫ T
0
(〈
z(s, · ), (eiz)(s, · )〉
H−1
)2
ds =
∞∑
i=1
∫ T
0
(〈
(eiz)(s, · ), (I −∆)−1z(s, · )〉
L2
)2
ds
(3.6)
≤
∞∑
i=1
∫ T
0
‖(eiz)(s, · )‖2L2‖z(s, ·)‖2H−2ds
≤
∞∑
i=1
‖ei‖2
∞
sup
s∈[0,T ]
‖z(s, ·)‖2H−2
∫ T
0
‖z(s, · )‖2L2ds,
because z : [0, T ]→ H−2 is a.s. continuous by Remark 3.2 b).
Consequently,
Mt =
∞∑
i=1
∫ t
0
〈
z(s, · ), (eiz)(s, · )〉
H−1
dW is ,
is a well-defined local martingale.
It is also not difficult to show that for ε > 0,
∞∑
i=1
∫ T
0
〈
zε(s, · ), (eiz)(s, · ) ⋆ φε
〉2
H−1
ds <∞, a.s.
and so M ε defined in (3.5) is also a well-defined local martingale.
By assumption we have of course (ω 6∈ N0)∫
[0,T ]×R
(zε(s, ξ)− z(s, ξ))2dsdξ −→ε→00, (3.7)∫
[0,T ]×R
((az) ⋆ φε − az)2(s, ξ)dsdξ −→ε→00, (3.8)∫
[0,T ]×R
((eiz)(s, ·) ⋆ φε − (eiz)(s, ·))2(ξ)dsdξ −→ε→00, (3.9)
for every i ≥ 0, because z, az, eiz ∈ L2([0, T ] × R), i ≥ 0. By usual estimates on
convolutions, there is a universal constant C such that∫
[0,T ]×R
((eiz)(s, ·)⋆φε)2(ξ)dsdξ ≤
∫
[0,T ]×R
z2(s, ξ)(ei)2(ξ)dsdξ ≤ C‖ei‖2
∞
‖z‖2L2([0,T ]×R).
(3.10)
3 ON THE UNIQUENESS OF A FOKKER-PLANCK TYPE SPDE 8
By Lebesgue dominated convergence theorem, using (3.9), it follows that (for ω /∈
N0),
∞∑
i=0
∫ T
0
‖(eiz)(s, ·) ⋆ φε − eiz(s, · )‖2L2ds→ε→0 0. (3.11)
Using (3.7) and (3.11), it is not difficult to show that (for ω /∈ N0)
∞∑
i=0
∫ T
0
(〈
zε(s, · ), (eiz)(s, ·) ⋆ φε
〉
H−1
− 〈z(s, · ), (eiz)(s, · )〉
H−1
)2
ds (3.12)
converges to zero. Now (for ω /∈ N0),
∞∑
i=0
∫ T
0
∣∣∣∥∥(eiz)(s, · ) ⋆ φε∥∥2H−1 − ∥∥(eiz)(s, · )∥∥2H−1 ∣∣∣ ds (3.13)
≤
√
2
∞∑
i=0
√∫ T
0
(
‖(eiz)(s, · ) ⋆ φε − (eiz)(s, · )‖2H−1
)
ds
∫ T
0
(
‖(eiz)(s, · ) ⋆ φε‖2H−1 + ‖(eiz)(s, · )‖2H−1
)
ds
≤
√
2
√√√√ ∞∑
i=0
∫ T
0
(
‖(eiz)(s, · ) ⋆ φε − (eiz)(s, · )‖2H−1
)
ds
√√√√ ∞∑
i=0
∫ T
0
(
‖(eiz)(s, · ) ⋆ φε‖2H−1 + ‖(eiz)(s, · )‖2H−1
)
ds
converges to zero, because of (3.10) and (3.11) and Assumption 2.3.
Taking into account (3.7), (3.8), (3.12) and (3.13) we obtain (for ω /∈ N0), that
lim
ε→0
g˜ε(t) = g˜(t), t ∈ [0, T ], where
g˜(t) =− 2
∫ t
0
〈z(s, · ), a(s, · )z(s, · )〉L2 ds (3.14)
+ 2
∫ t
0
〈
z(s, · ), (I −∆)−1(a(s, · )z(s, · ))〉
L2
ds
+ 2
∫ t
0
〈
z(s, · ), (e0z)(s, · )〉
H−1
ds
+
∞∑
i=1
∫ t
0
〈
(eiz)(s, · ), (eiz)(s, · )〉
H−1
ds.
The convergence of the second term of the right-hand side of (3.4) to the second
term of the right-hand side of (3.14) holds again due to (3.7) and (3.8), cutting the
difference in two pieces and using Cauchy-Schwarz’s inequality. On the other hand
the convergence of (3.12) to zero implies that M ε → M ucp, so that the ucp limit
of g˜ε(t) +M
ε
t is equal to g˜(t) +Mt. So, after a possible modification of the P -null
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set N0, setting g(t) := ‖z(t, · )‖2H−1 , for ω /∈ N0, we have
g(t) + 2
∫ t
0
〈z(s, · ), a(s, · )z(s, · )〉L2 ds (3.15)
= 2
∫ t
0
〈
(I −∆)−1z(s, · ), a(s, · )z(s, · )〉
L2
ds
+ 2
∫ t
0
ds
〈
z(s, · ), (e0z)(s, · )〉
H−1
ds
+
∞∑
i=1
∫ t
0
〈
(eiz)(s, · ), (eiz)(s, · )〉
H−1
ds+Mt.
By the inequality
2bc 6 b2 ‖a‖
∞
+
c2
‖a‖
∞
,
b, c ∈ R, it follows that
2
∫ t
0
< (I −∆)−1z(s, · ), (az)(s, · ) >L2 ds
6 ‖a‖
∞
∫ t
0
∥∥(I −∆)−1z(s, · )∥∥2
L2
ds
+
1
‖a‖
∞
∫ t
0
< (az)(s, · ), (az)(s, · ) >L2 ds
6 ‖a‖
∞
∫ t
0
‖z(s, · )‖2H−2 ds
+
1
‖a‖
∞
‖a‖
∞
∫ t
0
〈z(s, · ), az(s, · )〉L2 ds.
Since ‖ · ‖H−2 6 ‖ · ‖H−1 , (3.15) gives now (for ω /∈ N0),
g(t) +
∫ t
0
〈z(s, · ), (az)(s, · )〉L2 ds
6 Mt +
∞∑
i=1
∫ t
0
〈
(eiz)(s, · ), (eiz)(s, · )〉
H−1
ds
+ 2
∫ t
0
〈
z(s, · ), (e0z)(s, · )〉
H−1
ds+ ‖a‖
∞
∫ t
0
‖z(s, · )‖2H−1 ds.
Since ei, i ≥ 0 are H−1-multipliers with norm C(ei), (for ω /∈ N0)
g(t) +
∫ t
0
〈z(s, · ), (az)(s, · )〉L2 ds (3.16)
6 Mt + C
∫ t
0
‖z(s, · )‖2H−1 ds = Mt + C
∫ t
0
g(s)ds, ∀ t ∈ [0, T ],
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where
C =
∞∑
i=1
C(ei)2 + 2C(e0) + ‖a‖∞.
We proceed now via localization which is possible because t 7→ ∫ t
0
‖z(s, · )‖2 ds and
t 7→ ‖z(t, ·)‖H−2 are continuous P a.s. Let (ςℓ) be the sequence of stopping times
ςℓ := inf{t ∈ [0, T ]|
∫ t
0
ds ‖z(s, · )‖2L2 ≥ ℓ, ‖z(t, ·)‖2H−2 > ℓ}. (3.17)
If { } = ∅ we convene that ςℓ = +∞. Clearly, the stopped processes M ςℓ are
(square integrable) martingales starting at zero. We evaluate (3.16) at t∧ςℓ. Taking
expectation we get
E(g(t ∧ ςℓ)) 6 E(Mςℓ∧t)︸ ︷︷ ︸
=0
+CE
(∫ t∧ςℓ
0
g(s)ds
)
6 C
∫ t
0
dsE(g(s ∧ ςℓ)).
By Gronwall’s lemma it follows that E(g(t ∧ ςℓ)) = 0 ∀ ℓ ∈ N⋆. Since g is a.s.
continuous and limℓ→∞ t∧ ςℓ = T a.s., for every t ∈ [0, T ], by Fatou’s lemma we get
E(g(t)) = E
(
lim inf
ℓ→∞
g(t ∧ ςℓ)
)
6 lim inf
ℓ→∞
E
(
g(t ∧ ςℓ)) = 0,
and the result follows.
4 Uniqueness for the porous media equation with
noise
We first discuss first in which sense the SPDE (1.2) has to be understood.
Definition 4.1. A random field X = (X(t, ξ, ω), t ∈ [0, T ], ξ ∈ R, ω ∈ Ω) is said to
be a solution to (1.2) if P a.s. we have the following.
• X ∈ C([0, T ]; S′(R)) ∩ L2([0, T ];L1loc(R)).
• X is an S′(R) -valued (Ft)-progressively measurable process.
• For any test function ϕ ∈ S(R) with compact support, t ∈]0, T ], we have∫
R
X(t, ξ)ϕ(ξ)dξ =
∫
R
ϕ(ξ)x0(dξ) +
1
2
∫ t
0
ds
∫
R
ψ(X(s, ξ, ·))ϕ′′(ξ)dξ
+
∫
[0,t]×R
X(s, ξ)ϕ(ξ)µ(ds, ξ)dξ a.s.
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We can state now the uniqueness theorem for the stochastic porous media equation.
Theorem 4.2. Suppose that Assumptions 1.2 and 2.3 hold. Then equation (1.2)
admits at most one solution among the random fields X :]0, T ]× R × Ω → R such
that ∫
[0,T ]×R
X2(s, ξ)dsdξ <∞ a.s. (4.2)
Remark 4.3. Let X be a solution of (1.2) verifying (4.2).
i) There is a P -null set N0, so that for ω 6∈ N0, X(t, · ) ∈ L2(R) for almost all
t ∈ [0, T ].
ii) Condition (4.2) also implies that
∫ T
0
‖X(s, · )‖2H−1 ds <∞ a.s.
iii) Since ψ is Lipschitz and ψ(0) = 0, (4.2) implies that
∫ T
0
‖ψ(X(r, ·))‖2
L2
dr <∞
a.s. So,
∫ t
0 dsψ(X(s, ·)) is a Bochner integral with values in L2(R).
iv) Consequently, t 7→ ∆
(
t∫
0
ψ(X(s, · ))ds
)
is continuous from [0, T ] to H−2 and
so also in S′(R); since ei, i ≥ 0, are H−1-multipliers verifying Assumption 2.3,
by Kolmogorov’s lemma t 7→
t∫
0
X(s, ·)µ(ds, ·) admits a version which belongs to
C
(
[0, T ];H−1(R)
)
. Since x0 ∈ S′(R) and X ∈ C([0, T ]; S′(R)) a.s., it follows
that for ω not belonging to a null set, we have
X(t, · ) = x0 +∆
 t∫
0
ψ(X(s, · ))ds
 + t∫
0
X(s, ·)µ(ds, ·), t ∈ [0, T ],
as an identity in S′(R).
v) If x0 ∈ H−1, then X ∈ C
(
[0, T ];H−2
)
, for ω 6∈ N0, N0 a P -null set.
vi) If x0 ∈ H−s for some s ≥ 2, then X ∈ C ([0, T ];H−s), for ω 6∈ N0, N0 a P -null
set.
vii) We consider a sequence of mollifiers (φε) converging to the Dirac measure.
Then Xε(t, · ) = X(t, ·) ⋆ φε belongs a.s. to C
(
[0, T ];L2(R)
)
.
Remark 4.4. Since ψ is Lipschitz, there is α > 0 such that
(ψ(r) − ψ(r¯)) (r − r¯) > α (ψ(r) − ψ(r¯))2 .
Remark 4.5. 1. We note that condition 2. in Assumption 2.3 is more general
than (3.1) of [3], which can be reformulated here as follows.
Assumption 4.6. (a) ei ∈ W 1,∞ for every i ≥ 0.
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(b) ei, i ≥ 0, belong to H1.
(c) (ei) is an orthonormal system of H−1 and∑
∞
i=1
(‖(ei)′‖2
∞
+ ‖ei‖2
∞
+ ‖ei‖2
H−1
)
<∞.
2. An easy adaptation of Theorem 3.4 of [3], in order to take into account e0,
constitutes an existence result for (1.2): it says the following.
Besides Assumptions 4.6 and 1.2, let us suppose moreover that x0 ∈ L2 or ψ
is non-degenerate (i.e. ψ(x)
x
≥ 0, ∀x 6= 0). Then, there is a random field X
such that
E
(∫
[0,T ]×R
X2(s, ξ)dsdξ
)
<∞,
with t 7→ ∫ t
0
ψ(X(s, ·))ds ∈ C([0, T ];H1(R)) a.s.
3. So, under the assumptions of item 2. above, the solution X is unique among
those fulfilling (4.2).
Proof. Let (φε, ε > 0) be a sequence of mollifiers as in Remark 4.3 vii). Let X
1, X2
be two solutions of (1.2). For i = 1, 2, we set (X i)ε(t, ·) = X i(t, ·) ⋆ φε. We set
X = X1 −X2 and Xε = (X1)ε − (X2)ε which a.s. belongs to C ([0, T ]; L2(R)) ⊂
C
(
[0, T ]; H−1
)
. We set
gε(t) := ‖Xε(t, · )‖2H−1 =
∫
R
(
(I −∆)−1Xε(t, · )) (ξ)Xε(t, ξ)dξ.
Itoˆ’s formula gives
gε(t) = 2
∫ t
0
< Xε(s, · ), Xε(ds, · ) >H−1 +
∞∑
i=1
∫ t
0
∥∥(eiX)(s, ·) ⋆ φε∥∥2H−1 ds.
(4.3)
On the other hand we have
Xε(t, · ) =
∫ t
0
∆
[{
ψ(X1(s, · ))− ψ(X2(s, · ))} ⋆ φε] ds+ ∫ t
0
φε ⋆ (Xµ(ds, · )),
(4.4)
where the notation of the latter integral is self-explanatory. So
(I −∆)−1Xε(t, · ) = −
∫ t
0
(
ψ(X1(s, · ))− ψ(X2(s, · ))) ⋆ φεds (4.5)
+
∫ t
0
(I −∆)−1 (ψ(X1(s, · ))− ψ(X2(s, · ))) ⋆ φεds
+
∞∑
i=0
∫ t
0
[
(I −∆)−1(eiX(s, · ))] ⋆ φεdW is .
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We define
Mt =
∞∑
i=1
∫ t
0
< (I −∆)−1X(s, · ), eiX(s, · ) >L2 dW is .
We observe that M is well-defined and it is a local martingale. Indeed, by Remark
4.3 v), X ∈ C([0, T ];H−2). So by similar arguments as in (3.6),
∞∑
i=1
∫ t
0
< (I −∆)−1X(s, · ), eiX(s, · ) >2L2 ds ≤ sup
s∈[0,T ]
‖X(s, ·)‖2H−2
∞∑
i=1
‖ei‖2
∞
∫ T
0
‖X(s, · )‖2L2ds <∞. (4.6)
Using (4.3), (4.4) and (4.5) we get
gε(t) =
∞∑
i=1
∫ t
0
∥∥(eiX)(s, ·) ⋆ φε∥∥2H−1 ds (4.7)
− 2
∫ t
0
< Xε(s, · ), [ψ(X1(s, · ))− ψ(X2(s, · ))] ⋆ φε >L2 ds
+ 2
∫ t
0
< Xε(s, · ), (I −∆)−1 [ψ(X1(s, · ))− ψ(X2(s, · ))] ⋆ φε >L2 ds
+ 2
∫ t
0
< Xε(s, · ), (I −∆)−1 [e0X(s, · )] ⋆ φε >L2 ds+M εt ,
where M ε is the local martingale defined by
M εt =
∞∑
i=1
∫ t
0
< Xε(s, · ), (I −∆)−1 (eiX(s, · )) ⋆ φε >L2 dW is ,
which is again well-defined by similar arguments as in the proof of (4.6). Taking
into account (4.2) and the Lipschitz property for ψ, we can take the limit when
ε→ 0 in (4.7) and for g(t) := ‖X(t, · )‖2H−1 , to obtain
g(t) + 2
∫ t
0
〈
X(s, · ), ψ (X1(s, · ))− ψ (X2(s, · ))〉
L2
ds (4.8)
=
∞∑
i=1
∫ t
0
∥∥eiX(s, · )∥∥2
H−1
ds
+ 2
∫ t
0
〈
(I −∆)−1X(s, · ), ψ (X1(s, · ))− ψ (X2(s, · ))〉
L2
ds
+ 2
∫ t
0
〈
X(s, · ), e0X(s, · )〉
H−1
ds+Mt.
The convergence M ε →M when ε→ 0 is ucp, since
∞∑
i=1
∫ t
0
∣∣ 〈Xε(s, · ), [eiX(s, · )] ⋆ φε〉H−1 − 〈X(s, · ), eiX(s, · )〉H−1 ∣∣2ds−→ε→00,
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which follows by similar arguments as in the proof of (3.12), using (4.2).
2ab 6
a2
α
+ b2α,
for a, b ∈ R, α being the constant appearing at Remark 4.4, the second term of the
right-hand side of equality (4.8) is bounded by
1
α
∫ t
0
∥∥(I −∆)−1X(s, · )∥∥2
L2
ds+ α
∫ t
0
∥∥ψ (X1(s, · ))− ψ (X2(s, · ))∥∥2
L2
ds
6
1
α
∫ t
0
‖X(s, · )‖2H−1 ds+
∫ t
0
〈
ψ
(
X1(s, · ))− ψ (X2(s, · )) , X(s, · )〉
L2
ds.
This together with (4.8) gives
g(t) +
∫ t
0
〈
X(s, · ), ψ (X1(s, · ))− ψ (X2(s, · ))〉
L2
ds
62
∫ t
0
〈
X(s, · ), e0X(s, · )〉
H−1
ds+
1
α
∫ t
0
‖X(s, · )‖2H−1 ds
+
∞∑
i=1
∫ t
0
∥∥(eiX)(s, ·)∥∥2
H−1
ds+Mt, t ∈ [0, T ] dP -a.s.
Since ei, i ∈ N, are H−1-multipliers and taking into account Assumption 2.3, we
get
g(t) 6 Mt + (2C0 +
∞∑
i=1
C(ei)2 +
1
α
)
∫ t
0
g(s)ds.
The proof is then completed by localization as in (3.17) at the end of Section 3.
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