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Abstract
Progress in systems and synthetic biology is driven by mathematical and experimental
collaboration. Mathematical models can be used for hypothesis generation, design and
knowledge summary, while experiments allow predictions to be tested and provide data
for model creation and refinement. While there have been many high profile successes,
modelling biological systems remains very challenging. In particular, the high dimension-
ality and complexity of biological systems along with significant experimental noise, means
that tasks such as parameter fitting and model selection often require far more data than
is practical.
Here we approach these issues on three levels – data choice, model selection and parameter
estimation. Firstly, we show how qualitative information can be utilized independently or
in addition to experimental data to both reverse engineer and design biological systems
exhibiting desired dynamical behaviours, such as oscillations, chaos and hyperchaos. Next
we provide a framework for the rational design of experiments, with the purpose of pre-
dicting and maximizing the model discriminatory power of the generated data. Within
the parameter inference context we are concerned with sequential approximate Bayesian
computation (ABC) algorithms – an increasingly important class of likelihood-free infer-
ence techniques. Here we propose a method for choosing the ABC threshold parameter
and avoiding local minima, based upon efficient prediction of the threshold-acceptance
rate curve.
We demonstrate the approaches within different contexts, including the design of synthetic
oscillators, epidemiological models, the Hes1 innate immune signalling system, various
models of the JAK-STAT signalling pathway and the identification of crosstalk connec-
tions between signalling pathways. By exploiting the efficiency of the unscented transform
for propagating probability distributions through non-linear functions, the tools developed
here allow us to pose and investigate some fundamental questions about the modelling of
such systems. For example, we are able to explore the sensitivity of model selection out-
comes to both the choice of experiment and model inaccuracies.
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Chapter 1
Introduction
1.1 Modelling biological systems
Mathematical models provide a rich framework for biological investigation. Depending
upon the questions posed, the relevant existing knowledge and alternative hypotheses may
be combined and conveniently encoded, ready for analysis via a wealth of computational
techniques. The consequences of each hypothesis can be understood through the model
behaviour, and predictions made for experimental validation. Values may be inferred for
unknown physical parameters and the actions of unobserved components can be predicted
via model simulations. Further, a well-designed modelling study allows conclusions to be
probed for their sensitivity to uncertainties in any assumptions made, which themselves
are necessarily made explicit.
While the added value of a working model is clear, how to create one is decidedly not.
Choosing an appropriate formulation (e.g. mechanistic, phenomenological or empirical),
identifying the important components to include (and those that may be safely ignored),
and defining the laws of interaction between them remains highly challenging, and requires
a combination of experimentation, domain knowledge and, at times, a measure of luck.
At a very fundamental level the difficulty resides with the diversity of models and their
parameterizations that could explain a given set of observations. This is a manifestation
of the so-called inverse problem [1], which is encountered whenever we aim to reconstruct
a model of the process from which data have been generated. This thesis is broadly
concerned with illustrating and providing the means to avoid some of its associated pitfalls.
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The inverse problem applies to mechanistic modelling in both systems or synthetic biol-
ogy, although the associated challenges differ. In systems biology, a model is sought that
describes a set of mechanisms and how they interact. Putative model structures may be
compared via model selection [2–4] or integrated using model averaging [5], and parame-
ter values assigned by application of inference or optimization algorithms [6–8]. Each of
these processes is typically data driven, and the resulting formulation will be the one that
provides the best fit (given the model complexity, with an optimization framework), or
receives the most support (with respect to prior distributions in a Bayesian setting). Here,
the choice of data – how it is generated, its quantity and noise content – can greatly impact
how well the true system will be represented. Typically, for example, the number of pa-
rameters to infer is large in comparison to the number of available data points, increasing
the risk of overfitting, or leaving some parameters uninferable [9–11]. A related issue is the
sufficiency with which the data encodes the observed behaviour. For example, if we aim to
estimate parameters describing an oscillating system from a finite series of observations,
then it is possible to get good and even globally optimal fits to the data, without finding
a qualitatively acceptable solution. In these contexts, qualitative inference tools can be
of use – by driving the parameter search with a cost or likelihood function that combines
both the available data and a condition that is sufficient for the correct qualitative be-
haviour to be exhibited. Some success has been achieved by expressing these conditions
as logical constraints [12, 13], properties of the local linearised approximation [14, 15] or
simple input-output relations [16], and in Chapter 3 we supplement this promising but
underdeveloped class of qualitative parameter estimation algorithms [17], with a method
that allows detection and control of the most complex and elusive dynamical behaviours,
such as oscillations, chaos and hyperchaos.
Additionally, the choice of experiment can critically impact the information content of
the data with respect to each inference task [18]. For example, some parameters of the
well-known Repressilator synthetic oscillator remain uninferable when only mRNA species
are observed [19]; more generally, the flexibility of mathematical models often means
that simple steady state data cannot distinguish between competing hypotheses. Here,
progress can be made by ‘closing the loop’ between experiments and modelling [20], by
calculating the expected information generated by different experiments for the inference
task at hand, and carrying out the one for which it is maximal. This approach, known
as experimental design, is receiving increasing attention within systems biology [18,19,21,
22], including Chapter 4 of this thesis, where we present a computationally inexpensive
method set within the state-space framework [23]. The efficiency of this framework will
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allow us to investigate an underlying assumption of modelling studies – the correctness of
the model structure. Admitting the reality of model inaccuracies will lead to important
considerations for experimental design, the interpretation of model selection outcomes;
and it will also challenge a number of common beliefs, for example that with increasing
amounts of data, a model structure and its parameters may be iteratively refined towards
their true values.
For synthetic biology, although interactions between the synthetic construct and its envi-
ronment must be modelled accurately, there is no single true system that must be recon-
structed. At least in the initial design stages, there is also no data for a model to explain,
and as we shall see in Chapter 3 the inverse approach replaces data with a set of design
objectives. Here, in a sense the inverse problem may be a blessing – we may only need to
identify one of a possibly large number of suitable designs. However, checking the suit-
ability of even moderately sized models can be highly challenging. The task is well suited
to the aforementioned qualitative inference algorithms, although further computational
advances may be necessary to evaluate the robustness of a design’s performance to both
intrinsic and extrinsic variability, for anything other than the simplest design objectives
(e.g. those considered by Barnes et al. [16]). Successful solutions to this last issue, along
with experimental advances such as the ability to independently control multiple cellu-
lar processes in parallel [24], will likely be key to the development of smarter and more
complex circuitry with real-world applications.
For both systems and synthetic biology where the underlying mechanisms are often highly
complex and subject to stochastic effects, it can be complicated and numerically demand-
ing to explore the likelihood surface or cost function in order to find appropriate parameter
values. For optimization, a key challenge lies in avoiding local optima, i.e. parameter sets
that minimise the cost function in some local neighbourhood. They are a nuisance in that
they confound local search algorithms, and without exhaustive searching, it is difficult to
know whether a given solution is globally optimal (and potentially representative of the
true parameter values). Various techniques have been developed to alleviate this prob-
lem, such as simulated annealing, iterative local searches or an extension to the Kalman
filter (KF) that guarantees that the estimates are statistically consistent with the mea-
surements by including a moment matching optimization step [4]. In the Bayesian setting,
where posterior distributions are sought rather than points estimates, a host of likelihood-
free algorithms have been developed [25–27]. Here we will be concerned with the sequential
Approximate Bayesian Computation (ABC) algorithms, which have seen considerable use
in the biological sciences. Such algorithms proceed by constructing a succession of prob-
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ability distributions over the parameter space conditional upon the simulated data lying
in an -ball around the observed data, for decreasing values of the threshold . While in
theory the distributions (starting from a suitably defined prior) will converge towards the
unknown posterior as  tends to zero, the exact sequence of thresholds can impact upon
the computational efficiency and success of a particular application. Indeed, in Chap-
ter 5 we will show that certain sequences can lead to local optima-like problems, where
convergence is reached at a distribution that shares little or no support with the true
posterior. Further, we will propose a method to identify and avoid such dangers and to
choose threshold schedules that attempt to minimise computational cost.
Much can be achieved by increases in computational power, or the development of cheaper
algorithms. For instance, a brute force approach to synthetic design using high throughput
searches of the space of possible architectures is becoming possible through a mixture of
technological advances (e.g. graphical processing units (GPU) [28]) and computational in-
novation (e.g. latin hypercube sampling [29], automated equation discovery [30]). Within
this thesis, the motivating applications necessitate extreme computational efficiency, which
we achieve for each of our methods by exploiting the so called unscented transform (UT),
from whence this thesis takes its name. Described fully in Chapter 2, the UT tells us how
the moments of a random variable are transformed by a non-linear function. Most widely
known for its use in extending Kalman filtering to non-linear state space models [31], it
has also found use in smoothing algorithms [32], and is increasing in popularity as a tool
for parameter inference [33, 34] and uncertainty propagation [35]. The remainder of this
thesis will partially be an illustration of the power of this technique for qualitative in-
ference, model selection, experimental design and threshold selection for sequential ABC
algorithms.
1.2 Contents of this thesis
Outline
In Chapter 2, we introduce some of the central concepts and techniques used throughout
this thesis. Details of the unscented Kalman filtering for parameter estimation, and the
unscented transform are given.
In Chapter 3, we present a framework for qualitative inference that allows us to both
reverse engineer and design systems exhibiting different types of dynamical behaviour.
12
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We examine some existing methods, including finite logic constraints, bifurcation based
methods and a surrogate data approach, before developing our own algorithm that works
by directly specifying the desired characteristics of the underlying dynamical attractor. A
number of applications are presented, including the inference of oscillations in several well-
known synthetic and natural biological circuits, and chaos and hyperchaos in electronic
circuits. Finally we consider the stochastic case, where we employ a range of time-series
techniques to control the noisiness and oscillations of the Lotka-Volterra system and a
simple model of gene regulation.
In Chapter 4, our focus shifts from qualitative to quantitative, and from one model to
families of competing models. Here we ask how to choose experiments such that the
resulting data allows the ‘best’ model to be selected with highest confidence. We set the
problem within a stochastic state-space framework, where we show that under certain
assumptions about the noise distributions, the marginal likelihoods can be estimated with
great efficiency. Along with allowing fast, approximate Bayesian model selection, the
technique provides the basis for an experimental design framework capable of choosing
between continuous ranges of experiments, with respect to relatively large numbers of
models. Various in-silico applications are shown, including the identification of crosstalk
connections in regulatory cascades, and an investigation into the robustness of model
selection outcomes to experimental choice. Results of the latter illustrate some important
pitfalls associated with the commonly held assumption of the existence of a ‘true’ model.
In Chapter 5, we consider the family of sequential approximate Bayesian computation
(ABC) algorithms that are becoming increasingly important in systems and synthetic
biology, where model complexity and stochastic effects mean that likelihoods are often
intractable. In particular we propose a method for choosing the ABC threshold parameter,
based upon efficient prediction of the threshold-acceptance rate curve. Further we show
how the curve can be used to diagnose and avoid problems associated with ‘local optima’.
13
CHAPTER 1. INTRODUCTION
1.3 List of publications
Silk, D. et al. Designing attractive models via automated identification of chaotic and
oscillatory dynamical regimes. Nature communications (2011).
Barnes, C.P., Silk, D., Sheng, X. & Stumpf, M. P. H. Bayesian design of synthetic bio-
logical systems. Proceedings of the National Academy of Sciences of the United
States of America (2011).
Barnes, C.*, Silk, D.*, & Stumpf M. P. H. Bayesian design strategies for synthetic biol-
ogy. Interface Focus (2011).
Kaloriti, Tillmann, Cook, Jacobsen, You, Lenardon, Ames, Barahona, Chandrasekaran,
Coghill, Goodman, Gow, Grebogi, Ho, Ingram, McDonagh, de Moura, Pang, Puttnam,
Radmaneshfar, Romano, Silk, Stark, Stumpf, Thiel, Thorne, Usher, Yin, Haynes, Brown,
Combinatorial stresses kill pathogenic Candida species, Medical Mycology (2012).
Silk, D.*, Fillipi, S.*, & Stumpf M. P. H. Optimizing Threshold - Schedules for Approxi-
mate Bayesian Computation Sequential Monte Carlo Samplers: Applications to Molecular
Systems, Statistical Applications in Genetics and Molecular Biology (2013)
* These authors contributed equally to the study.
14
Chapter 2
Background
This chapter introduces some of the central concepts to the methods developed in this
thesis. We begin by introducing the unscented transform (UT) as a method for propagating
probability distributions through non-linear functions, and compare it to the standard
Monte-Carlo (MC) approach. We discuss the strengths and limitations of the technique,
and show how the latter may be partially overcome by applying the UT to mixtures of
Gaussians. We proceed to derive the unscented Kalman filter (UKF) (for which the UT
was originally developed) as a parameter inference algorithm to be used in Chapter 3. The
Bayesian nature of the derivation clarifies the role played by the ‘artificial’ process noise
and parameter priors. Further it allows the identification of a significant source of error
in the estimated posterior distributions, for which we propose a solution in Appendix B.
2.1 The unscented transform
Let g be a transformation of an L-dimensional random variable, θ. A task that lies at
the centre of various inference problems and systems and synthetic biological questions
is to predict the distribution of g(θ) given (often limited) knowledge of the distribution
of θ. For example, cell to cell variability may arise from ‘extrinsic noise’ – variance in
the state of the cell such as its volume, stage in the cell cycle, protein abundances or
even epigenetic factors that may be modelled as different values of the parameter and
initial condition vector, θ, of a single cellular model, g. The distribution of cell behaviour
within a population over time, g(θ, t), may then be understood as the propagation of the
initial conditions and parameters through the model [36]. Similarly, the response of a cell
15
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population to an external stimulus may follow a distribution that is determined by the
particular quantity of the stimulus that each cell receives. For Bayesian inference, both
confidence intervals and sensitivity analyses require knowledge of the posterior or prior
predictive distributions, defined as the distribution over g(θ) induced by the posterior and
prior distributions for θ respectively. Additionally, filtering and smoothing algorithms rely
upon multiple transformations of probability distributions for both state and parameter
estimation [32,37].
Various solutions to this task exist. For example, when g is a linear transformation and θ
has a Gaussian distribution, g(θ) is also Gaussian with known mean and variance. For an
arbitrary distribution over θ but strong conditions for y = g(θ) (including differentiability
and invertibility) we have [38],
p(y) =
p(g−1(y))∣∣dg
dθ |g−1(y)
∣∣ .
Unfortunately such conditions upon g are too restrictive for our purposes. Indeed, within
this thesis we will require g to represent the solution to a system of ODEs, or the estima-
tion of highly non-linear and possibly even discontinuous quantities. Both Monte-Carlo
and (more recently) ‘unscented’ methods are useful in this setting. MC and unscented
approximations may be motivated by the observation that “it is easier to approximate
a probability distribution than it is to approximate an arbitrary nonlinear function or
transformation” [37]. Each method approximates the input distribution, p(θ), by a set of
particles {θi}1≤n≤N which are propagated individually through the non-linear function, g.
Properties of the transformed distribution may then be inferred from {g(θi)}1≤n≤N . In
the case of MC, the particles are sampled independently and randomly according to p(θ),
and the mean and covariance, for example, are calculated as the mean and covariance of
the transformed sample,
µg(θ) =
∫
g(θ)p(θ)dθ (2.1)
≈ 1
N
N∑
i=1
g(θ) (2.2)
Σg(θ) =
∫
(g(θ)− µθ)(g(θ)− µθ)T p(θ)dθ (2.3)
≈ 1
N
N∑
i=1
(g(θ)− µθ)(g(θ)− µθ)T . (2.4)
with equality at the limit of N −→∞.
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The main advantage of MC is the generality with which it may be applied. The only
requirements are the ability to sample from the distribution of θ, and the ability to evaluate
a function g for given inputs. This flexibility has led to the development of a host of MC
based algorithms, including methods for integration, optimisation and Bayesian inference
[39]. The main disadvantage is that the large number of particles required for convergence
is often prohibitively expensive. Indeed, increasing the computational efficiency of the
various MC based algorithms is an area of active research, and something we consider
for a particular class of MC based inference algorithms known as sequential approximate
Bayesian computation in Chapter 5.
Nonlinear function
Figure 2.1: The unscented transform. In contrast to Monte Carlo approaches, where an approximation
is achieved by random sampling of large numbers of particles, the UT carefully chooses a minimal set of
points to represent a limited set of moments of the input distribution. The points are propagated through
the non-linear function individually, and the outputs used to approximate the moments of the transformed
random variable.
The unscented transform (UT) [40] provides a highly efficient alternative to MC when only
a limited set of moments (typically only the mean and covariance) are known for the input
distribution and required for the propagated distribution. Originally developed in the
context of non-linear Kalman filtering [31], its computational efficiency and flexibility to
the form of the non-linear function has led to its extensive use in smoothing [32] algorithms,
and its increasing popularity as a tool for parameter inference [33, 34] and uncertainty
propagation [35]. The UT follows the reasoning that if moments of higher order than the
covariance 1 are unknown for the input distribution, then a priori, distributions with the
correct mean and covariance cannot be distinguished [40]. Given µθ and Σθ, the underlying
distribution may be chosen to maximise the convenience of subsequent computational
tasks, and in the case of the UT, as a set of weighted particles. These particles can
1Unscented schemes exist for higher moments [41, 42], but come with significantly increased computa-
tional cost.
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be propagated through the non-linear function individually, with the outputs used to
approximate the moments of g(θ) (Figure 2.1). The approach bares superficial similarity
to MC, but differs in that the particles are deterministically chosen and are of minimal
number (as described below). By matching terms in the Taylor expansions of the estimated
and true values of these moments, it can be shown that the UT introduces errors only
at the third order in the expansion. More generally, if the chosen particles approximate
the moments of θ up to the nth order then the estimates of the mean and covariance of
g(θ) will be accurate up to the nth term [40]. Crucially, the number of points required
(2L + 1 for this scheme) is much smaller than the number required to reach convergence
with Monte-Carlo methods.
As an illustrative example, Figure 2.2 shows both MC and UT approximations to the mean
and variance of θ2, when θ ∼ N(4, 42). Using a Taylor expansion about µθ, it can be shown
that the true mean and variance of g(θ) = θ2 are µg(θ) = 32 and Σg(θ) = 1536 (marked by
green dots in the figure). For the single parameter θ, the UT needs to propagate only 3
carefully chosen points in order to estimate the mean and variance accurately (red lines).
The curves show the frequency density of MC estimates for 1000 approximations using
either a sample of size 3 (figure 2.2a) and 1000 (figure 2.2b). Even for the large sample
size, the MC estimates have a variance of 1.69 and 21968.14 for the mean and variance
estimates respectively. For the sample with equivalent size to the UT, these variances
increase by 2 orders of magnitude and the most likely estimate is significantly different to
the true value.
Implementing the UT algorithm first requires a set of weighted particles (called sigma-
points) with the same sample moments up to a desired order as the distribution pi(θ).
Here we will use the scaled sigma-point set {χk}k=0,...2L that captures both means and
covariances [43],
χ0 = µθ
χk = µθ +
[√
(L+ λ)Σθ
]
k
k = 1, ..., L
χk = µθ −
[√
(L+ λ)Σθ
]
k
k = L+ 1, ..., 2L
where L is the dimension of θ, µθ and Σθ are the mean and covariance of θ ∼ pi(·), [A]k
represents the kth column of a matrix A, and
λ = α2(L+ κ)− L
18
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The unscented transform. In contrast to Monte Carlo approaches, where an approximation
is achieved by random sampling o arge numbers of particles, the UTcarefully chooses a minimal set of
points to represent a limited set of moments of the input distribution.
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Figure 2.2: Comparison of UT and MC. Curves show the frequency of estimates generated by 1000
repeats of an MC approximation of sample size a) 3 (the same number of points as used by the UT) b)
1000. Estimates of both the mean and variance of g(θ) are given, where θ ∼ N(4, 42), and g(θ) = θ2.
Green dots indicate the true values for the mean and variance, and the red line is the UT approximation.
with parameters κ, α and β may be chosen to control the positive definiteness of covariance
matrices, spread of the sigma-points, and error in the kurtosis respectively. Finally the
sigma-point weights {υck, υmk }k=0,...2L are given by,
υm0 =
λ
L+λ
υc0 =
λ
L+λ + (1− α2 + β)
υmk = υ
c
k =
1
2(L+λ) k = 1, ..., 2L.
Once determined, each sigma-point is propagated individually through the function, g,
and the mean and covariance of the transformed variable, g(θ), can be estimated using
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the update equations,
µg(θ) ≈
2L∑
k=0
υmk g(χk) (2.5)
Σg(θ) ≈
2L∑
k=0
υck(g(χk)− µg(θ))(g(χk)− µg(θ))T . (2.6)
We denote the resulting approximate Gaussian probability density function for g(θ), given
input Gaussian density, p(θ), by Up(θ).
2.2 Limitations of the UT
The UT is subject to limitations related to simplifying assumptions made about the input
distribution, and the sigma-point approximation scheme. The first problem we consider is
that the typical restriction to propagating means and covariances has little relevance if the
underlying input or output distributions are known to be multi modal, or highly skewed.
Secondly, the appropriateness of a particular choice of sigma-points is highly dependent
upon the behaviour of the non-linear transformation, g. For example in Figure 2.3a, the
chosen sigma-points straddle a discontinuity in g and are mapped to distant positions in
output space resulting in inappropriate approximations of the mean and covariance of g(θ).
One solution is to scale the sigma-points, without changing their mean and covariance, by
changing the value of α (as described in [43]), so as to sample only from one side of the
discontinuity (Figure 2.3b). In this case, the behaviour of g over the input distribution is
represented only by its behaviour very close to the mean value. An alternative approach
that addresses both the above problems is to represent the input distribution as a weighted
sum of independent Gaussians,
p(θ) ≈
M∑
i=1
wipi(θ),
where each pi(θ) ∼ N(µi,Σi), and 0 < wi ≤ 1 with
∑
iwi = 1. Then the Gaussian density
defined by the propagated mean and covariance may be written as,
p(g(θ)) ≈
m∑
i=1
wiUpi(θ),
20
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θ-space g(θ)-space
a
b
c
g(.)
g(.)
g(.)
Figure 2.3: Using the UT near discontinuities/bifurcations. The circles on the left represent the two
dimensional domain of g, with its output space shown on the right. The black line through the domain
shows the location of a discontinuity of g, with values from above and below mapping to distant regions
in output space. In each case a Gaussian distribution (indicated by the dotted red ellipses) is propagated
through g using the UT. a) If sigma-points are selected from both sides of the discontinuity, the resulting
approximation is a Gaussian straddling the distant regions in output space b) One solution is to scale
the sigma-points (using the α parameter), such that they all lie on one side of the discontinuity. c) An
alternative that captures more about the global behaviour of g fits a mixture of Gaussians to the input
distribution.
where Upi(θ) is the approximation obtained by applying the UT with input mean and
covariance, µi and Σi. The advantage here (that is exploited in similar fashion by Gaus-
sian mixture filters [44]) is that with sufficient Gaussian components, arbitrary input and
output distributions may be fit. For the example in Figure 2.3c, two components are
able to capture the behaviour of g more globally, and predict a multi-modal output for
p(g(θ)). However it is important to note that the computational cost increases accordingly
(to 2M(L + 1) for M mixture components). Moreover, as will be discussed in Chapter
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5, determining the Gaussian mixture components can be non-trivial, since a good choice
depends on both p(θ) and p(g(θ)). In Chapters 4 and 5 we will make extensive use of
this combination of techniques, while for Chapter 3, we will be use the UT in its original
filtering setting as described below.
2.3 Unscented parameter inference
The unscented Kalman filter is becoming a standard inference tool for mathematical bi-
ology. Its computational efficiency and simple implementation make it an attractive op-
tion for parameter estimation with non-linear models using both quantitative [33,45] and
qualitative [46, 47] data. Set within a flexible state-space model framework, it has been
successfully applied to a wide range of biomodelling tasks, from adaptive decoding for
brain-machine interfaces [48, 49], to abnormality detection in regional heart motion [50],
and real-time estimates of plasma insulin concentrations [51]. Further, as a Bayesian al-
gorithm, estimates for the uncertainty in any inferred quantities are also provided – a
quality of the UKF that is often overlooked, but essential when dealing with biological
data that typically contain significant levels of noise [52]. It is this last aspect that we will
be particularly concerned with here.
The UKF extends the celebrated Kalman filter [53] to non-linear inference problems by
utilising the UT method described above. In turn, the Kalman filter provides optimal es-
timates for states or parameters from a stream of noisy observations. Typically, a Kalman
filter algorithm derivation begins from an initial assumption that state or parameter esti-
mates may be sequentially improved by adding linear transformations of the observed and
predicted data at each time point,
θk = θk−1 +Kk−1(yk − yˆk),
where θk is the updated estimate of the parameter or state, θk−1 is the previous best
estimate, yk is the data at time k, and yˆk is the prediction of this data point using the
model and previous state/parameter estimates. The key idea is to choose the coefficient,
Kk−1, known as the Kalman gain, such that the filter minimises the mean-squared error
in the state or parameter estimates. However, this formulation can obscure the valuable
Bayesian properties of the algorithm – a problem that was addressed for the original
Kalman filter by Meinhold and Singpurwalla [54] who proposed an elegant alternative
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that clarified its Bayesian nature, allowing posterior distributions to be found rather than
just point estimates. Here we will begin by deriving the UKF within the Bayesian setting,
focusing on the parameter estimation application. In Appendix B, this derivation will
allow us to identify a significant source of error in the estimated posterior means and
variances, and suggest a new unscented algorithm that mitigates this error.
2.4 A Bayesian derivation of the UKF
Let Yk = (yk, yk−1, ..., y0) be a vector of the first k data points. We define the state space
model,
θk = θk−1 + vk (2.7)
yk = gxk(θk) + uk (2.8)
where gxk(θk) := g(xk; θk) is considered as a (non-linear) function of the parameter vector
θk (which is treated as a hidden state of the system). The variable xk is the input to g
at time k, and uk ∼ N(0, Qk) and vk ∼ N(0, Rk) are the measurement and process errors
respectively with known covariances, that are assumed independent in time and with the
state and observation variables.
The UKF for estimating θk is a recursive algorithm, where at each stage the evidence of an
additional data point is considered, and a two step predict and update procedure is applied
to determine the distribution of θk|Yk. At the start of the (k − 1)th stage, our knowledge
of the parameters is summarised by the distribution, θk−1|Yk−1 ∼ N(θˆk−1,Σk−1), where
θˆk−1 and Σk−1 are the posterior estimates for the mean and covariance of θ obtained by
stage k − 2 of the filter.
Prediction step
In the prediction step our aim is to form a prior estimate for the parameters, θk, at time
k, using only the state space model and previous parameter estimates. For parameter
estimation where equation (2.7) is a stationary process2, the prediction step is particularly
simple. Before observing yk, we may write our best estimate of θk as
2The derivation for the state estimation case is similar but includes a second application of the unscented
transform to propagate the hidden states of the system through the state transition model.
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θk|Yk−1 ∼ N(θˆk−1,Σk−1 +Rk). (2.9)
Here we use the previous posterior distribution (θk−1|Yk−1) and equation (2.7) above.
Update step
The prediction step provides us with the prior for an application of Bayes’ theorem to
obtain the posterior,
P (θk|Yk) = P (yk|θk, Yk−1)P (θk|Yk−1)∫
P (yk, θk|Yk−1)dθk . (2.10)
Note that from equation (2.7), the likelihood P (yk|θk, Yk−1) is distributed normally with
mean gxk(θk) and covariance Qk. Further, the marginal density corresponding to the
denominator may be approximated using the unscented transform.
A more convenient expression for the posterior P (θk|Yk) may be arrived at via the following
result from multivariate statistics [55] combined with the unscented transform.
Lemma 2.4.1. Let X2 and X1 be random variables with joint distribution described by,(
X1
X2
) ∼ N[( µ1µ2 ), (Σ11 Σ12Σ21 Σ22 )]. (2.11)
Then the conditional distribution of X2 given X1 is given by,
(X2|X1 = x1) ∼ N(µ2 + Σ21Σ−111 (x1 − µ1),Σ22 − Σ21Σ−111 Σ12) (2.12)
We first apply the unscented transform to approximate the joint parameter and data (as
modelled by equation 2.8) distribution as a bivariate gaussian distribution,
[(
θk
yk
)|Yk−1] = [( θˆk−1yˆk ), (Σk−1+Rk Σyk,θkΣTykθk Σyk )
]
(2.13)
with data mean,
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yˆk =
∑
i
ωmi gxk(θk) (2.14)
data covariance,
Σyk = Qk +
∑
i
ωci (g(χi)− yˆk)T (g(χi)− yˆk) (2.15)
and parameter–data cross covariance,
Σyk,θ = Cov(yk, θ|Yk−1) =
∑
i
ωci (g(χi)− yˆk)T (χi − θˆk−1). (2.16)
Here the χi and {ωc, ωm} are the sigma-points and weights used by the unscented trans-
form to propagate p(θk|Yk−1) through gxk .
We now apply the lemma, with X1 = yk|Yk−1 and X2 = θk|Yk−1, to obtain the posterior
distribution,
(θk|yk, Yk−1) ∼ N
(
θˆk−1 + Σyk,θΣ
−1
yk
(yk − yˆk),Σk−1 +Rk − Σyk,θΣ−1yk ΣTyk,θ
)
(2.17)
Finally by substituting Kk = Σyk,θΣ
−1
yk
, the Kalman filter update equations are recovered,
θˆk = θˆk−1 +Kk(yk − yˆk) (2.18)
Σk = Σk−1 +Rk −KkΣTyk,θ, (2.19)
which concludes the derivation.
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Qualitative inference
Mathematical modelling requires a combination of experimentation, domain knowledge
and, at times, a measure of luck. Beyond the intrinsic challenges of describing complex
and complicated phenomena, the difficulty resides at a very fundamental level with the
diversity of models that could explain a given set of observations. This is a manifestation
of the so-called inverse problem [1], which is encountered whenever we aim to reconstruct a
model of the process from which data have been generated. Exploring the potential space
of solutions computationally can be prohibitively expensive and will generally require
sophisticated numerical approaches or search heuristics, as well as expert guidance and
manual interventions. Parameter estimation [56], model inference [57] and model selection
[2, 3] all address aspects of this problem.
The inverse problem also applies in a different context: the design of systems with specified
or desired outputs. Here again we have a multitude of different models — or for sufficiently
complicated models a potentially vast range of parameters — that fulfil a given set of design
objectives. Therefore system design can be fraught with the same challenges as statistical
inference or reverse engineering tasks: in the former case we want to learn the existing
structure and properties of a system that has produced certain types of data, while in
the latter we want to design constructible systems that will reliably and robustly exhibit
certain types of behaviour.
These challenges are often further exacerbated by unsuitable or insufficient encoding of
the behaviour that we observe (in natural systems) or would like to see (in designed
systems). For example, if we aim to estimate parameters describing an oscillating system
from a series of observations, then it is possible to get good and even globally optimal
26
CHAPTER 3. QUALITATIVE INFERENCE
fits to the data, without finding a qualitatively acceptable solution. Various methods of
qualitative inference have been developed to address this issue; the topology of bifurcation
diagrams [58,59], local stability properties of dynamically invariant sets [14,15], symbolic
sequences of chaotic systems [60] and temporal logic constraints [12, 13] have variously
been used to drive parameter searches, or for model checking. However these methods
are either limited in the complexity of behaviour they can detect, or by conditioning on
surrogate data (e.g. forcing solutions through a small number of points), they suffer in the
same way as quantitative approaches. The method proposed here extends the scope of the
promising but underdeveloped class of qualitative parameter estimation algorithms [17],
allowing detection and control of the most complex and elusive dynamical behaviours,
such as oscillations, chaos and hyperchaos.
We consider models of the general form
dy(t)
dt
= f(y(t), y0; θ), (3.1)
where y(t) denotes the n-dimensional state of the system at time t, f is the vector field
characterised by a parameter vector, θ, and y0 = y(0) are the initial conditions, which
may be unknown, too. Coaxing the solutions of such systems into exhibiting a desired
dynamical behaviour is reliant upon the ability to, firstly, encode the behaviour sufficiently
as constraints upon a set of model properties that may be conveniently evaluated, and
secondly, to identify regions in parameter space for which these constraints are satisfied.
Here we meet these challenges using a combination of statistical and dynamical systems
techniques. In particular, we pose the problem within a state-space framework, where the
observation function corresponds to evaluating the type of attractor exhibited by the model
with given parameters and initial conditions. We then exploit the flexibility and efficiency
of the unscented Kalman filter (UKF) to systematically move in parameter space until the
desired or expected dynamical behaviour is exhibited. The approach, outlined in Figure 3.1
and developed fully below, is demonstrated below within different contexts, covering some
classical dynamical model systems and electronic circuits that exhibit oscillations, chaos
and hyperchaos, and a biological regulatory system that exhibits oscillatory behaviour.
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· · · θk−1 θk θk+1 · · ·
L(θk−1 , y0; f) L(θk,y0; f) L(θk+1 , y0; f)
· · · λˆk−1 λtarget λˆk λtarget λˆk+1 · · ·
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λ 0>0
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a
c
b
Figure 3.1: Encoding and inferring the desired dynamics. (a) Lyapunov exponents (LEs), λ0, ...λn,
characterise the contraction/expansion of an initially small perturbation, 0, to the system. (b) The
leading LE determines the principal dynamics and characteristics of the attractor of a dynamical system.
For λ0 < 0 the attractor will be a stable fixed-point; stable oscillating solutions will be obtained if λ0 = 0;
for λ0 > 0 we observe chaos and the system will exhibit a so-called strange attractor; if more than one LE
is positive, then we speak of hyperchaos and the attractor will exhibit behaviour with similar statistical
properties to white noise. (c) Key steps in the unscented Kalman filter (UKF) for qualitative inference. At
the kth iteration, the current prior parameter distribution is formed by perturbing the previous posterior,
θk, with the process noise vk. The distribution of LEs for the model f induced by the prior parameter
distribution is calculated via the LE estimation routine L and the unscented transform. Comparing the
mean LE, λˆk, to the target LE, λtarget, the prior parameters are updated using the UKF update equations.
As the filter proceeds, parameters are found that locally minimise the sum of squared error between target
and estimated LEs.
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3.1 Encoding desired and expected behaviours
Before developing our method fully, we briefly review some existing methods for exploring
the relationship between qualitative features of biological systems and model parameters.
In [16], the question of how to rationally design both stochastic and deterministic synthetic
systems exhibiting desired behaviours is addressed within a Bayesian framework. Here,
biochemical adaptation, stochastic bistable switching, signal mimicking and other dynam-
ical behaviours are encoded by input and output pairs of surrogate data (their technique
for inferring robust oscillatory behaviour is different in character and will be discussed
below). Figure 3.2 illustrates how the authors might specify an adaptive response to
an input stimulus to the system. Using a Bayesian inference procedure, ABC SMC [3]
(implemented in the ABCsysbio package [61]) for model selection, a set of candidate mod-
els with prior parameter distributions are conditioned on the desired input-output data.
The resulting posterior parameter distributions allow the different models to be ranked,
and also provide information for each model, about the sensitivity and robustness of the
parameters and target behaviour respectively.
Figure 3.2: Input-output pairs. Design objectives may be encoded by pairs of input and output data
sets. Bayesian model selection allows the ranking of a set of candidate models based upon how well they
reproduce the desired output for a specified input.
A drawback of this surrogate data approach it that the specification of a desired output
(discrete) data set is not a necessary or sufficient encoding for any of the behaviours in-
vestigated. Given a flexible enough model, it is always possible to imagine both simulated
output that satisfies the qualitative aims of the inference but looks very different to the
target output, and model trajectories that pass close to the target data points, but still
behave in a qualitatively unacceptable manner. The lack of necessity has implications for
how the posteriors of a model selection based on an input-output pair may be interpreted.
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The latter problem is commonly manifested in the traditional parameter inference setting
when, for example, trying to fit models to experimental measurements of an oscillatory
signal. In the design setting where the data can be chosen, the probability of finding such
quantitatively correct but qualitatively incorrect regimes may be reduced by increasing
the size and density of the surrogate data set. However in so doing, the necessity of the
encoding is further reduced, and subsequently the chances of missing qualitatively accept-
able regimes is inflated. Moreover, the resulting posterior distributions reflect the exact
surrogate data used for the input/output relationship, and not the qualitative behaviour
they intend to mimic.
The language of linear temporal logic (LTL) has been extensively used to describe different
dynamical behaviours [13, 62]. Batt et al. demonstrate the utility of LTL for identifying
parameter sets for which certain deterministic models of synthetic transcriptional cascades
are bistable. By approximating the non-linear elements of the ode models with piecewise
affine functions (see figure 3.3a), and the continuous state and parameter spaces with
their discrete abstractions [62], they are able to use computationally efficient model check-
ing methods to find hyper-cubic regions of parameter space that satisfy certain temporal
logic constraints. In particular, the discretized state space is partitioned with the putative
bistable steady states situated in different parts, which here we label A and B. A sufficient
condition for the existence of bistability is tested for all parameters in a given parameter
region. The temporal logic formula used to encode this condition (shown in 3.3b) is satis-
fied when the flow defined by the parameters and the approximated differential equations
maps A into A and B into B.
Features other than bistability are not investigated and it is not clear how the framework
may be extended to investigate more complicated dynamics such as oscillations. While,
as the authors note, LTL is flexible enough to encode very complicated dynamics, the
layers of approximation, and in particular the reduction of the non-linear dynamics in a
continuous space to transitions between blocks of the state space partition, may be too
coarse grained to distinguish between more subtle behaviours; e.g. the existence of flows
from A to B and B to A need not indicate the presence of oscillations.
Due to the Boolean values taken by LTL formulas, parameter sets may only be determined
as adequate or not. Thus they provide no information to guide optimization routines to
better regions of parameter space. To address this problem, Rizk et al. [13] define a
‘continuous degree of satisfaction’ with respect to temporal logic formulae. The method
uses the quantifier free fragment of the first-order extension of LTL with real valued
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a b
c
Figure 3.3: (a) Non-linear regulation functions may be approximated by piecewise affine mappings,
making the models amenable to efficient model checking techniques. The functions are uniquely determined
by their set of break-point coordinates. (b) Temporal logic provides a flexible and formal language with
which to encode dynamical behaviours. An example encoding bistability is given and illustrated in the
phase plot, with G meaning ‘for all future times’. (c) A hypothetical non-oscillating model trajectory that
satisfies the QFLTL(<) formula used in [13] for encoding oscillations.
constraints, QFLTL(<), that essentially replaces constants occurring in the LTL encoding
with variables. For example, the constants a and b in the LTL formula in figure 3.3b would
become real valued variables a∗ and b∗ in their QFLTL(<) counterpart. The cost or fitness
of a parameter set may then be defined as the shortest euclidean distance between (a, b)
and the set or ordered pairs,
{(a∗, b∗) ∈ <2| the QFLTL(<) is true}.
Rizk et al. employ this method to construct fitness functions for an evolutionary algorithm
in order to investigate cell cycle models. They are able to identify parameters that give
rise to oscillations and to tweak existing parameters in order to tune their amplitude and
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period. The QFLTL(<) formula used to encode and detect oscillatory behaviour is given
by,
φ = F ([X] > max ∧ F ([X] < min))
where F means ‘for at some point in the future’, [X] denotes the concentration of the
molecule they wish to oscillate and max − min specifies the desired amplitude. Whilst
oscillations are successfully and quickly found for the cell cycle model investigated, the
encoding is in general neither sufficient (see figure 3.3c) nor necessary. A model with
sufficient flexibility can satisfy the encoding without exhibiting the desired behaviour.
The qualitative behaviour of deterministic non-linear dynamical systems is traditionally
examined using linear approximations. The eigenvalues of the system’s Jacobian may
be evaluated to investigate localized behaviour, and the stability properties of equilibria.
Local bifurcations correspond to changes in the stability of these equilibria, and are caused
by a perturbation to the parameters that forces the real part of a Jacobian eigenvalue
through zero. These bifurcations, including Hopf, transcritical, saddle-node and period
doubling bifurcations result in a qualitative change to the system dynamics, and have been
exploited for qualitative inference [14,16,58].
Usually, bifurcation analysis proceeds by repeatedly changing the model parameters in a
defined way and calculating the corresponding eigenvalues. Due to computational expense,
this is normally only undertaken in a single parameter direction. Chickarmane et al. [14]
and Barnes et al. [16] respectively employ genetic algorithms and ABC SMC, to search
full-dimensional subsets of parameter space. In searching for Hopf bifurcations, a model
equipped with a candidate parameter set is simulated sufficiently forwards in time so that
the system may be assumed to be in steady state. At this point the eigenvalues of the
Jacobian, λi, of the system are evaluated and the following cost calculated [14],
C =
∏
Re(λi)∏
(1− 0.99× exp(−|Im(λi)|)) . (3.2)
The above cost function rewards those parameters for which the real part of an eigenvalue
is small or zero and the imaginary parts of all eigenvalues are non-zero. Hopf bifurcations,
that occur when the real part of a non-zero eigenvalue passes through the imaginary axis,
may thus be found by minimizing the above expression.
Note that even here, not all oscillations are necessarily induced by Hopf bifurcations (e.g.
Blue-sky catastrophes [63]), and further, subcritical Hopf bifurcations do not lead to limit
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cycles. In the next section we will present a method for encoding and searching for
stable fixed point attracting, limit cycle, chaotic and hyperchaotic behaviour that is both
necessary and sufficient and thus does not suffer from some of the pitfalls associated with
the methods outlined here.
3.2 Lyapunov exponents
We propose to use Lyapunov exponents, that quantify the sensitivity of a system to initial
conditions, to encode desired dynamical behaviours. More formally, consider a continuous
time dynamical system — similar results hold for the discrete case — described by,
dyt
dt
= f(yt), (3.3)
where f is an n-dimensional gradient field. To study the sensitivity of f to initial condi-
tions, we consider the evolution of an initially orthonormal axes of n vectors, {1, 2, ..., n},
in the tangent space at y0. At time t, each i satisfies the linear equation,
di
dt
= Df(yt) · i, (3.4)
where Df(yt) is the Jacobian of f evaluated along the orbit yt. Equations 3.3 and 3.4
describe the expansion/contraction of an n-dimensional ellipsoid in the tangent space at
yt, and we denote the average exponential rate of growth over all t of the ith principal axis
of the ellipsoid as λi. The quantities, λ1 > λ2 > ... > λn, are called the global Lyapunov
exponents (LEs) of f . In particular, the sign of the maximal LE, λ1, determines the
fate of almost all small perturbations to the system’s state, and consequently, the nature
of the underlying dynamical attractor. For λ1 < 0, all small perturbations die out and
trajectories that start sufficiently close to each other converge to the same stable fixed point
in state-space; for λ1 = 0, initially close orbits remain close but distinct, corresponding to
oscillatory dynamics on a limit-cycle or torus (for tori, at least one other exponent must
be zero); and finally for λ1 > 0, small perturbations grow exponentially, and the system
evolves chaotically within the folded space of a so-called ‘strange attractor’ (for two or
more positive definite LEs we speak of ‘hyperchaos’).
In general, non-linear system equations and the asymptotic nature of the LEs precludes
any analytic evaluation. Instead, various methods of numerical approximation of these
quantities, both directly from ODE models and from time-series data [64–66] have been
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developed. In this chapter, Lyapunov spectra are calculated using a Python implementa-
tion of a method proposed by Benettin et.al. [67] and Shimada and Nagashima [68], (out-
lined in Chapter 2) for estimation of Lyapunov exponents when the differential equations
are known. For each of the results presented in this chapter, we used LSODE to integrate
the equations initially for 1000 time steps, in order to overcome the transient dynamics.
The Lyapunov exponents were then estimated over a further 10,000 points. The step size
varied between 0.01 for the Lorenz system and 0.5 for the Hes1 model. The accuracy of our
implementation may be gauged from the sum of squared errors shown for the oscillation in-
ference results where the maximal Lyapunov exponent should in theory be 0. For the Hes1
system, limit cycles attractors were obtained with estimated |max(λi)| < 6× 10−3, while
for the electric ciricuit, the oscillations found had |max(λi)| < 3× 10−3. Further, for the
Lorenz system with typical parameter values (σ, ρ, β) = (10, 28, 8/3), we estimate the Lya-
punov spectrum as (0.886,−4× 10−3,−15.2) as compared to the values (0.906, 0,−14.57)
reported by J.C. Sprott [69]. In this light, a conservative choice for δtol, the tolerance level
above which we take an estimated maximal Lyapunov exponent to indicate the presence
of chaos would be ≈ 0.05.
3.3 Lyapunov spectrum driven parameter estimation
Unlike in the case for linear systems [70, 71], where identifying suitable parameters that
produce observed or desired dynamics is trivial, inference for highly non-linear systems
is far from straightforward. Indeed, exact inferences are prohibitively expensive for even
small systems, and so a host of different approximation methods have been proposed
[25–27]. In our case, two further complications arise from using LEs to encode the desired
behaviour. Firstly, the form of the mapping between model parameters and LEs is not
closed, making methods that rely on an approximation of the estimation routine or its
derivatives, such as the extended Kalman filter, difficult to apply. Secondly, LEs are
significantly more expensive to compute than more traditional cost functions, ruling out
the use of approaches such as particle filtering and other sequential Monte-Carlo methods
[72] that require extensive sampling of regions of parameter space and calculation of the
corresponding LEs at each iteration.
To overcome these challenges we exploit the efficiency and flexibility of the UKF [31,73,74],
seeking here to infer the posterior distribution over parameters that give rise to the desired
LEs. Typically the UKF is applied for parameter estimation of a non-linear mapping
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g(·) from a sequence of noisy measurements, yk, of the true states, xk, at discrete times
k = t1, .., tN . A dynamical state-space model is defined,
θk = θk−1 + vk (3.5)
yk = g(xk, θk) + uk (3.6)
where uk−1 ∼ N(0, Qk) represents the measurement noise, vk−1 ∼ N(0, Rk) is the artificial
process noise driving the system, and g(·) is the mapping for which parameters θk are to
be inferred. The UKF (described in full below) is then characterised by the iterative
application of a two step, predict and update, procedure. In the prediction step the current
parameter estimate is perturbed by the driving process noise vk forming a priori estimates
(which are conditional upon all but the current observation) for the parameter mean and
covariance. These we denote as θˆprk and P
pr
k , respectively. The update step then updates
the a priori statistics using the additional measurement, yk, to form a posteriori estimates,
θˆpok and P
po
k . After all observations have been processed we arrive at the final parameter
estimate, θˆpotN (with covariance P
po
tN
).
To apply to the UKF for qualitative inference, we amend the dynamical state-space model
to,
θk = θk−1 + vk (3.7)
λtarget = L(θk, y0; f) + uk, (3.8)
where L(·) maps parameters to the encoding of the dynamical behaviour (here a nu-
merical routine to calculate the Lyapunov spectrum), λtarget is a constant target vector
of LEs, y0 denotes the initial conditions, and f is the dynamical system under investi-
gation (with unknown parameter vector θ, considered as a hidden state of the system
and not subject to temporal dynamics). To see how equations 3.7 and 3.8 fit the state-
space model format for UKF parameter estimation it is helpful to consider the time series
(λtarget, λtarget, λtarget, ...) as the ‘observed’ data from which we learn the parameters of the
non-linear mapping L(·). Our use of the UKF is characterised by a repeated comparison of
the simulated dynamics for each sigma-point to the same (as specified) desired dynamical
behaviour. In this respect, we use the UKF as a smoother; there is no temporal ordering of
the data supplied to the filter since all information about the observed (target) dynamics
is given at each iteration. From an optimisation viewpoint, the filter aims to minimise the
prediction-error function,
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E(θ) =
k∑
i=1
[g(θ, y0; f)− λtarget]T (Qk)−1[g(θ, y0; f)− λtarget], (3.9)
thus moving the parameters towards a set for which the system exhibits the desired dy-
namical regime. Details of the exact implementation of the UKF used can be found in
Appendix A, along with discussion of internal parameter choices.
3.3.1 Detecting oscillations in immune signalling
Oscillations appear to be ubiquitous in nature, yet for reasons noted above they often
remain elusive to quantitatively driven parameter inference techniques. Here we consider
a dynamical system describing the expression levels of the transcription factor Hes1, which
is known to be involved in regulating the segmentation of vertebrate embryos [75] and
sustaining NF-κB activation in T cell Leukemia [76]. Oscillations of Hes1 expression levels
have been observed in vitro in mouse cell lines, and reproduced using various modelling
approaches, including continuous deterministic delay [75,77] and discrete stochastic delay
models [78]. We investigate a simple three component ODE model of the regulatory
dynamics with mRNA transcription modelled by a Hill function,
M˙ = −kdegM + 1/(1 + (P2/P0)h) (3.10)
P˙1 = −kdegP1 + νM − k1P1 (3.11)
P˙2 = −kdegP2 + k1P1, (3.12)
where state variables M , P1 and P2, are the molecular concentrations of Hes1 mRNA,
cytoplasmic and nuclear proteins respectively. The parameter kdeg is the Hes1 protein
degradation rate which we assume to be the same for both cytoplasmic and nuclear pro-
teins, k1 is the rate of transport of Hes1 protein into the nucleus, P0 is the amount of Hes1
protein in the nucleus when the rate of transcription of Hes1 mRNA is at half its maximal
value, ν is the rate of translation of Hes1 mRNA, and h is the Hill coefficient. For the
inference we take kdeg to be the experimentally determined value of 0.03 min−1 [79].
In Figure 3.4c we show the results for the inference using our algorithm on the model
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Figure 3.4: Detecting and controlling chaos and oscillations. Plots show the estimated parameters at
successive iterations of the unscented Kalman filter. Snapshots of the developing attractor are shown above
the plots. The sum of squared error (E) is indicated for different sections of the parameter trajectories.
(a) Diagram of the circuit investigated. (b) The filter is able to drive the electric circuit between oscil-
lations and chaos in less than 10 iterations. (c) Parameter trajectories for a simple model of the Hes1
regulatory system that yield oscillations. Several regions in parameter space can be identified that exhibit
oscillatory behaviour. (d) Examples of trajectories generated from a region in parameter space which was
found using our approach. Here we used the qualitative inference procedure in order to elicit a prior to
be used for parameter inference. Trajectories were sampled from the prior. Data are indicated by red
circles and represent fold change in Hes1 mRNA; the blue strips indicate the confidence intervals obtained
using Gaussian Process regression, in which standard Gaussian noise is assumed, with maximum marginal
likelihood estimates for the other hyperparameters [80].
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shown above. Note that the value inferred for parameter k1, is significantly lower than the
range of values investigated for the continuous deterministic delay model of H. Momiji and
N. A. M. Monk [77]. Interestingly, repeating the inference with different initial parameter
sets leads to similar values of k1 (k1 < 0.01), but to a broad range of values for the
other parameters, all of which result in oscillatory behaviour. Our qualitative inference
thus suggests that oscillations of Hes1 protein and mRNA levels are strongly dependent
upon maintaining a low rate of transport of Hes1 protein into the nucleus, and that the
dependence on other system parameters is less strong. As 1/k1 is the expected time Hes1
spends in the cytoplasm, this corresponds to the delay that had previously been posited to
be necessary for such oscillations to occur [77]. Our approach readily identifies a parameter
regime exhibiting oscillatory dynamics without explicitly requiring (discrete) time-delays.
Next, we used the qualitative inference result as the basis to estimate the model param-
eters from the Hes1 data obtained by quantitative real-time PCR [81] (shown in red in
Figure 3.4d). An approximate Bayesian computation algorithm (ABC SMC [27]), capa-
ble of sampling from non-Gaussian and multimodal posteriors, was employed and Figure
3.4d shows the fits of simulated trajectories for 20 parameters drawn randomly from the
resulting posterior distribution; these are in good agreement with the confidence intervals
(the blue bands in Figure 3.4d), which can be obtained from the time-course data via a
Bayesian nonparametric method [80]. It is worth noting that using the UKF alone, we
could in principle consider the Lyapunov exponents and data together in order to infer pa-
rameters that are both qualitatively and quantitatively acceptable. However by splitting
the inference, we take advantage of the strengths of each algorithm within the Bayesian
framework; first we exploit the efficiency of the unscented Kalman filter to work with
a sophisticated encoding of the desired behaviour that is computationally expensive to
calculate; subsequently we use this qualitative information in order to construct suitable
priors for an ABC method capable of dealing with non-Gaussian posteriors.
3.3.2 Synthetic oscillators
An example of how this approach can be applied to synthetic biological design is demon-
strated by considering three in-vitro synthetic transcriptional oscillators previously con-
structed using DNA-RNA circuits [82]:
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DI a two-switch negative feedback oscillator:
γ
dx(t)
dt
= αu(t)− x(t)
γ
dy(t)
dt
= βv(t)− y(t)
du(t)
dt
=
1
1 + y(t)n
− u(t) (3.13)
dv(t)
dt
= 1− 1
1 + x(t)m
− v(t)
where α, β, γ, n, m, x0, y0, u0, and v0 are free parameters.
DII an amplified negative feedback oscillator:
γ
dx(t)
dt
= αu(t) + δw(t)− x(t)
γ
dy(t)
dt
= βv(t)− y(t)
du(t)
dt
=
1
1 + y(t)n
− u(t) (3.14)
dv(t)
dt
= 1− 1
1 + x(t)m1
− v(t)
dw(t)
dt
= 1− 1
1 + x(t)m2
− w(t)
where α, β, γ, δ, n, m1, m2, x0, y0, u0, v0 and w0 are free parameters.
DIII a three-switch ring oscillator:
dx1(t)
dt
= α1
1
1 + x(t)n12
− 1 + 1
1 + x(t)1/β1
dx2(t)
dt
= α2
1
1 + x(t)n23
− 1 + 1
1 + x(t)2/β2
(3.15)
dx3(t)
dt
= α3
1
1 + x(t)n21
− 1 + 1
1 + x(t)3/β3
where αi, βi, ni and xi0 , i ∈ {1, 2, 3}, are free parameters.
All three systems were constructed with the two-switch negative feedback oscillator demon-
strating the most robust oscillations. While the authors eventually used more complex
models to achieve agreement with experimental data, these simple models were used to
understand the principles of operation.
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Our approach in this example was to first use the UKF to determine regions of parameter
space giving rise to oscillatory behaviour (λ1 = 0). The UKF was run 200 times with
parameters sampled over the region [0, 100] for α, β, γ, [0, 25] for m, n, and initial condi-
tions sampled over the region [0, 5]4 using latin hypercube sampling. An example of the
resultant distributions for the two-switch negative feedback oscillator (DI) are given in
figure 3.5. The ranges from the UKF parameter distributions were then used as priors for
an ABC model selection [3] analysis with the Hopf-bifurcation criterion, (setting C = 0 in
equation 3.2 above), as our desired design objective which gives rise to limit-cycle oscilla-
tory solutions. Figure 3.6 shows the resulting posterior probabilities for each model, with
the two-switch negative feedback oscillator clearly outperforming the other two for these
design objectives.
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Figure 3.5: UKF parameter distributions with lower and upper bounds for oscillatory behaviour (λ1 = 0)
for the two-switch negative feedback oscillator (DI). These were generated by running the UKF 200 times
with parameters sampled over the region [0, 100] for α, β, γ, [0, 25] for m, n, and initial conditions sampled
over the region [0, 5]4.
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Figure 3.6: Marginal probabilities for the three in-vitro synthetic oscillator designs (DI , DII and DIII)
to reach the design-objectives of support of a Hopf-bifurcation. Model posteriors were obtained from
ABC-SMC using uniform prior distributions with ranges determined by the UKF with a target maximal
Lyapunov exponent of λ1 = 0.
3.4 Controlling chaos in biological and electronic circuits
The elimination of chaos from a system, or conversely its ‘chaotification’, have potential
applications to biological, medical, information processing and other technological systems
[83]. Here, we use a simple electric circuit [84] (shown in Figure 3.4a), to illustrate how
our method can be used to tune the system parameters such that the dynamics are driven
into and out of chaos. The circuit may be modelled by the set of odes,
x˙ = y (3.16)
y˙ = ay − x− z (3.17)
z˙ = b+ y − c(ez − 1), (3.18)
and includes a parameter a, representing the scaled resistance of a variable resistor, R2,
which we make the lone subject of the inference. In turn we start the system in an
oscillatory regime and tune the parameter according to the posterior predictions at each
step of the UKF, until we enter a chaotic regime, and vice versa (see Figure 3.4b). The
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two desired behaviours are encoded as constraints only upon the target maximal Lyapunov
exponent (LE), specifying, λ1 = 0, for oscillations, and, λ1 = d > δtol for chaos, where δtol
is taken larger than the expected error in the LE estimation procedure, as discussed in
Appendix A.
While the maximal LE alone is sufficient to encode fixed points, limit cycles and strange
attractors, we may include additional target exponents to design the complete Lyapunov
spectrum (Figure 3.7a), design the (Kaplan-Yorke) fractal dimension [85] (D = k +∑k
i=1 λi/|λk+1|, where k is the largest integer for which
∑k
i=1 λi ≥ 0) of a system’s attrac-
tor (Figure 3.7b), or drive models to behave hyper-chaotically (Figure 3.7c).
The first two of these applications are illustrated with the Lorenz system [86] which has
become a canonical example of how sensitivity to initial conditions can give rise to unpre-
dictable behaviour. The model,
x˙ = σ(y − x) (3.19)
y˙ = x(ρ− z)− y (3.20)
z˙ = xy − βz, (3.21)
is known to exhibit a chaotic regime with Lyapunov exponents, Λ = (0.906, 0,−14.57), for
parameter vector (σ, ρ, β) = (10, 28, 8/3). Here we infer back these parameters, starting
with different prior means, by setting our target Lyapunov spectrum to Λ. If we restrict
the parameter search to the region [0, 30]3, as described in Appendix A, we are able to
do this reliably from random starting positions. The parameter trajectories and evolving
attractor of a representative run of the inference algorithm is shown in Figure 3.7a, where
the sum of squared error between estimated and target LEs is less than 8× 10−5 after the
100th iteration. Without constraints on the parameters the inference algorithm converges
to different parameter combinations that display indistinguishable LEs. This allows us to
assess (for example) the robustness of chaotic dynamics by mapping systematically the
regions of parameter space that yield similar Lyapunov exponents. Figure 3.7b shows
how the fractal dimension - a function of the Lyapunov exponents - may also be tuned
(in this example, halved). While computational difficulties have in the past precluded
such investigations, our approach allows us to map attractor structures (and the range of
parameters giving rise to similar attractors) very efficiently.
For the third application of driving a system into hyper-chaos, we investigate a four di-
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Figure 3.7: Designing attractive models. (a) Inferring a complete spectrum. After only 22 iterations,
the characteristic ‘butterfly’ strange attractor emerges. The final parameters and LEs are σ = 10.2,
ρ = 29.2, β = 2.45 and (0.899, 2.74 × 10−4,−14.6). (b) A function of the Lyapunov exponents, the
Kaplan-Yorke fractal dimension may also be used to specify the desired attractor. Here parameters for a
target dimension of 1 are found for the Lorenz system within 20 iterations, giving rise to a limit cycle as
required by the theory. (c) 3-dimensional projections of the hyperchaotic system with parameter vector
(a, b, c, d, e, f)=(49.98, 35.86, 30.5, 1.35, 36.6, 33.8) and corresponding LEs (31.8, 16.8,−19.1,−71.4). A very
chaotic attractor. Within few iterations our algorithm was able to drive the system towards an attractor
characterised by Lyapunov exponents twice the size of any that had previously been reported.
mensional system with six parameters,
x˙1 = a(x2 − x1) + x2x3 (3.22)
x˙2 = b(x1 + x2)− x1x3 (3.23)
x˙3 = −cx3 − ex4 + x1x2 (3.24)
x˙4 = −dx4 + fx3 + x1x2 (3.25)
whose significance lies in having two very large LEs (λ1 ∈ [10.7741, 12.9798] and λ2 ∈
[0.4145, 2.6669]) over a broad parameter range [87]. The resulting highly complex deter-
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ministic dynamics share statistical properties with white noise, making it attractive for
engineering applications such as communication encryption and random number genera-
tion. By setting large target values of λ1 and λ2, we use our method to obtain parameters
for which the system displays LEs that are over two times bigger than previously found
for the system. Figure 3.7c, shows the three dimensional projections of the resulting
hyper-chaotic attractor.
3.5 Qualitative inference for stochastic systems
Stochastic systems exhibit a variety of interesting behaviours that their deterministic coun-
terparts do not. Biologically interesting features such as stochastic bistability [88], noise
induced oscillations [89] and stochastic switching [90] cannot be described by the ODE
models considered above. A formal analysis of the qualitative behaviour and bifurcations
of stochastic systems may be pursued within the framework of random dynamical systems,
where a stochastic system is interpreted as a smooth dynamical system perturbed by a
noise process modelled by a metric dynamical system [91]. In this formalism, the linear
algebra tools with which deterministic systems are studied are replaced by consequences
of Oseledet’s multiplicative ergodic theorem; in particular, changes to the Lyapunov ex-
ponents determine the existence and nature of stochastic bifurcations. It therefore seems
hopeful that an extension of the method detailed in above to random dynamical systems
will be possible. However, in this section we consider some statistical and simulation
based approaches to inferring parameters that give rise to or optimize certain biologically
interesting features of stochastic dynamical models.
In the following we consider the inference of three features of stochastic systems using
tools from time-series analysis and simple heuristics,
1. Noisiness along trajectories.
2. Oscillations.
3. Variability of trajectories with fixed parameters and initial conditions.
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3.5.1 Noise
We use the following simple measure to score the noisiness of a single realization of a
stochastic process. The model under study is simulated using the Gillespie algorithm,
and the resulting time series, (xt), of length N is convoluted with a Hanning window
function [92],
h(t) = 0.5
(
1− cos
(
2pit
l − 1
))
where l is the window length, to produce a smoothed time series, (x∗t ). The noisiness
score for the trajectory is given by the sum of square distances between the smoothed and
unsmoothed time series weighted by the reciprocal values of the smoothed time series, and
normalized by the length of the time series:
1
N
∑
i
(xt − x∗t )2/x∗t
Using this score as the fitness function for a genetic algorithm, we attempt to infer pa-
rameters that maximize the noisiness of the mRNA levels in a toy gene regulatory system
represented by the following reaction scheme:
G+ P k1−→ GP
GP
k2−→ G+ P
M
k3−→M + P
GP
k4−→ GP +M
M
k5−→ ∅
P
k6−→ ∅
Here, M represents the mRNA product of gene G, which is in turn translated into the pro-
tein P that promotes G. The ki are the reaction and degradation rates that parameterize
the model. Figure 3.8 shows smoothed and unsmoothed mRNA trajectory for the initial
random parameter set and the final best scoring set after 100 generation. The increasing
average scores of successive generations in the genetic algorithm suggest that noisiness
of single trajectories is indeed something that can be influenced by the parameters and
optimized for.
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Figure 3.8: Optimizing the noisiness of mRNA abundance. The x-axis measures the number of reactions
the system has undergone, and the y-axis is the mRNA abundance. Unsmoothed and smoothed trajecto-
ries are shown for (left) initial random parameters and (right) the best scoring parameters of the 100th
generation of the genetic algorithm.
3.5.2 Oscillations
We turn to the time-series analysis technique of Singular Spectral Analysis (SSA) [93]
to search for oscillations. In SSA, an arbitrary time-series Z = (z0, z1, ..., zN ) may be
separated into components representing trend, oscillations, and noise. In the original
method, a window size, M , is chosen and the lag-covariance matrix DTD is constructed
where D is the (N −M + 1)×M ‘trajectory matrix’,
D :=

z0 z1 z2 ... zM−1
z1 z2 z3 ... zM
... ... ... ... ...
zN−M+1 ... ... zN−1 zN

A spectral analysis of this matrix yields the so called empirical orthogonal functions
(EOFs), that are analogous to the principal directions of a principal component anal-
ysis, but in the time domain. These EOFs, given by the columns of the matrix ED that
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diagonalizes the lag-covariance matrix, can provide evidence for oscillations and are of-
ten used for recovering signals from noisy time-series [93, 94]. The method is similar to
Fourier decomposition, but since the basis function is adaptive to the data set rather than
predefined, SSA performs better for shorter noisy time-series [95].
A particularly useful extension of SSA called Monte-Carlo SSA [95] is able to test whether
an observed time-series is distinguishable from the output of any well-defined process,
including that of stochastic and chaotic systems [96]. The Monte-Carlo SSA algorithm
proceeds in the following manner:
1. Obtain ED for the observed time-series.
2. Simulate an ensemble of surrogate time-series from the null process.
3. Project the surrogate lag-covariance matrices Ci onto columns of ED. i.e. Λi =
ETDCiED.
4. Test the null hypothesis that the eigenvalues of D are drawn from the distribution
approximated by the diagonal entries of {Λi}.
Our idea adapts Monte-Carlo SSA for qualitative inference. The aim is to encode the
desired properties of the model output as a target set of EOFs and eigenvalues and (mo-
tivated by Monte-Carlo SSA) to score candidate parameters by the similarity of their
associated trajectories, projected onto the EOFs, with the target eigenvalues. Here we
set the target EOFs and eigenvalues from those of a template oscillating time-series gen-
erated from a particular set of parameters. Once again employing a genetic algorithm
for optimization, we attempt to infer sets of parameters for the stochastic Lotka-Volterra
system,
p
k1−→ 2p
P + p k2−→ 2P
P
k3−→ ∅
p
k4−→ ∅
that models the population levels of predator (P ) and prey (p) species, that give rise to
oscillations similar to the target time-series. Figure 3.10 shows the trajectories generated
by an initial random parameter set and the best scoring set in the 100th generation.
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Figure 3.10: Inferring oscillations in the stochastic Lotka-Volterra equations. Each plot shows two
trajectories of the prey species variable as governed by the Lotka-Volterra equations but with different
parameter choices. Scaled time is given by the x-axis and the y-axis indicates the population level. The
green trajectories are identical and represent the target behaviour. In blue, the population of prey species
over time for (left) randomly chosen initial parameters and (right) the best scoring parameters of the 100th
generation of the genetic algorithm.
3.5.3 Trajectory variability
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Figure 3.9: Optimizing the variability of trajectories. Each plot shows the distribution of simulated
trajectories arising from a single parameter set. Using a genetic algorithm, parameters are found that
increase the Fano factor of a distribution of mRNA levels (y-axis) at time 550. (left) Simulated trajectories
from a randomly chosen initial parameter set with corresponding Fano factor ≈ 1. (right) Trajectories
from the best scoring parameters (those that produce a distribution of trajectories with the highest Fano
factor of 21.2) of the 100th generation of the genetic algorithm.
Finally we explore the relationship between parameters and variability of trajectories.
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We score parameter sets by the Fano factor (variance normalized by the mean) [97] of
a simulated distribution of states at a chosen time. Figure 3.9 shows how we are able
to control for variability in the toy gene regulatory model defined above, using a genetic
algorithm.
3.6 Discussion
Chaos, oscillations and variability continue to capture the interest of both the scientific and
public domains. Yet despite the importance of these qualitative features, most attempts at
constructing mathematical models of such phenomena have taken an indirect, quantitative
approach, e.g. by fitting models to a finite number of data-points. In this chapter we
have developed qualitative inference frameworks that allow us to both reverse engineer
and design systems exhibiting these and other dynamical behaviours. For deterministic
systems this was achieved through directly specifying the desired characteristics of the
underlying dynamical attractor, while in the more challenging stochastic case, techniques
from time series analysis and simple heuristics were used to encode the target behaviours.
This change in perspective from quantitative to qualitative dynamics has the potential
to generate novel biological hypotheses, for example as suggested here, that it is not
necessary to impose discrete time-delays in order to explain the oscillations in the Hes1
system [75,77,78].
A focus on qualitative features has several advantages: first, it is notoriously difficult, for
example, to ensure that parameter inference preferentially (let alone exclusively) explores
regions in parameter space that correspond to the correct qualitative behaviour such as
oscillations. This is the case for optimisation as well as the more sophisticated estimation
procedures. Arguably, however, solutions which display the correct qualitative behaviour
are more interesting than those which locally minimise some cost-function in light of some
limited data. Obviously, in a design setting ensuring the correct qualitative behaviour is
equally important.
Second, the numerical performance of the current approach allows us to study fundamental
aspects related to the robustness of qualitative behaviour. For deterministic systems, this
allows us for the first time to ascertain how likely a system it is to produce a given
Lyapunov spectrum (and hence attractor dimension) for different parameter values, θ.
Our approach, coupled with means of covering large-dimensional parameter spaces, such as
Latin-hypercube or Sobol sampling [98], allows us to explore such qualitative robustness.
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Or more specifically, we can map out boundaries separating areas in phase space with
different qualitative types of behaviour. We can also drive systems into regions with
Lyapunov exponents of magnitudes not previously observed. The last aspect will have
particular appeal to information and communication scientists as such hyper-chaos shares
important properties with white noise and potential applications in cryptography and
coding theory abound [99]. In the stochastic setting, the simplicity of the encodings used
allows them to be readily combined with full Bayesian inference methods. The resulting
posterior distributions will allow us to, for example, investigate which components of a
system are responsible for controlling the levels of variability in a system, or design robust
stochastic oscillators.
Finally, our approach can also be used to condition dynamical systems on all manner
of observed or desired qualitative dynamics, such as threshold behaviour, bifurcations,
robustness, temporal ordering etc.. To rule out that a mathematical model can exhibit a
certain dynamical behaviour will, however, require exhaustive numerical sampling of the
parameter space; but coupled to ideas from probabilistic computing [100], our procedure
lends itself to such investigations. Both for inference and design problems we foresee vast
scope for applying this type of qualitative inference-based modelling. There is currently
still a lack of understanding between the interplay of qualitative and quantitative features
of dynamical systems [101]; this becomes more pressing to address as the systems we are
considering become more complicated and the data collected more detailed. Flexibility
in parameter estimation — whether based on qualitative or quantitative system features
— will be an important feature for the analysis of such system, as well as the design of
synthetic systems in engineering and synthetic biology.
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An unscented experimental design
framework for model selection
Different models of the same process represent distinct hypotheses about reality. These
can be decided between within the framework of model selection, where the evidence for
each is given by their ability to reproduce a set of experimental data. However, even if one
of the models is correct, the chances of identifying it can be hindered by the quality of the
data, both in terms of its signal to measurement error ratio and the intrinsic discriminatory
potential of the experiment undertaken. This potential can be predicted in various ways,
and maximising it is one aim of experimental design. Recent advances in experimental
design include the work of Liepe et. al [19] that builds upon existing methods [18,21,22,102,
103], by utilising a sequential approximate Bayesian computation framework to choose the
experiment that maximises the expected mutual information between prior and posterior
parameter distributions. In so doing, they are able to optimally narrow the resulting
posterior parameter or predictive distributions, incorporate preliminary experimental data
and provide sensitivity and robustness analyses. In a markedly different approach, Apgar
et. al [18] use control theory principles to distinguish between competing models; here the
favoured model is that which is best able to inform a controller to drive the experimental
system through a target trajectory. Similar to the approach derived in this chapter is
the Sigma-point method of Flassig and Sundmacher [104], however our framework is more
general, being able to work with stochastic state space models, as well as deterministic
ODE systems.
In this chapter we present an experimental design and model selection framework. The
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intuition behind our approach is shown in Figure 4.1d, where for identical inputs, two
ODE models (illustrated in blue and red respectively) are simulated for a range of param-
eter values, with times T1 and T2 representing two possible choices of times at which the
true system can be measured and data gathered. Time T2 represents an uninformative
experimental choice since the behaviour of the two models is very similar, while data ob-
tained at time T1 is more likely to favour one model over another, since the distributions
of simulated trajectories completely separate. More formally, the key steps in the method
are as follow: Firstly we define the range of experimental options to be explored and en-
code them as parameterised extensions of the competing models (Figure 4.1b). Secondly,
the UT is utilised to approximate the marginal likelihood as a function of the possible
data values, for each model and a given experiment (Figure 4.1c). Finally, optimisation is
performed over the experiment parameters in order to best ‘separate’ the marginal like-
lihoods distribution of the competing models. Parameters obtained by this optimisation
represent an experiment whose generated data is predicted to maximise the differences in
the subsequent marginal likelihood values of the models.
A particular strength of our approach is its relatively low computational cost, with the
calculation of marginal likelihoods using the UT algorithm discussed in Chapter 2, partic-
ularly efficient in comparison to more typical Monte Carlo methods [105,106]. This allows
us to tackle problems involving large number of models; for example as demonstrated be-
low, we can investigate the existence of crosstalk connections between signalling pathways
(indeed this was the motivation for developing this framework), and further, at a fun-
damental level we can probe the robustness of model selection decisions to experimental
conditions. Results from the latter highlight some important considerations to be made
when performing any inference or experimental design task.
In the remainder of the chapter we will first develop the model selection methodology and
apply it to various simple population level models of infectious disease communication
[27]. The experimental design framework will then be introduced, and applied to a set of
crosstalk models. Next, we will use these crosstalk models and a quartet of models of the
JAK STAT pathway from the literature, to show that experimental choices effect not just
the information available for statistical inference, but also the outcome itself. Finally, we
illustrate another pitfall to be avoided in the context of model refinement and extension,
where we show that inaccuracies in a base model can cause fallacious outcomes in selecting
between extensions.
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Figure 4.1: Outline of the proposed framework. a) Within the space of possible experiments, some are
more informative than others for a given inference task. The aim of experimental design is to identify an
optimally informative experiment. b) We will be concerned with state-space formulations, which model
a true state, xn, as it evolves under the parametric function f , and observations made of this process,
yn, via the ‘observation’ function, g. c) Plots of simulations from two different models (blue and red)
for various parameter values, under the same experimental conditions. At time T2, the behaviour of the
two models is very similar, while at time T2, the trajectories separate. d) Gaussian approximations of the
model simulations at times T1 and T2 obtained via the unscented transform. Time T1 is likely to be more
informative than time point T2 for model selection purposes.
4.1 Unscented model selection
Let {Mi : i = 1, ...,M} be a family of discrete time state space models, with state–
transition (fi) and observation (gi) functions both parametrized by θi,
xn = fi(xn−1|θi, vn) (4.1)
yn = gi(xn|θi, un) (4.2)
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where yˆ = (yt0 , ..., ytn , ...., yT ), is the time series we are trying to model, xn is the N
dimensional true state of the system at time tn, and un, and vn are independent, but not
necessarily additive, zero-mean Gaussian process and measurement noise terms. Bayesian
model selection ranks the Mi by combining the a priori belief in each model, encoded by
the model prior distribution p(Mi), with the evidence for each model in the data yˆ, as
quantified by the marginal likelihood,
p(yˆ|Mi) =
∫
p(yˆφ|θi,Mi)p(θi|Mi)dθi,
where p(θi|Mi) is the parameter prior for model Mi. In the Bayesian setting, the relative
suitabilities of a pair of models (Mi,Mi′) are often compared using the ratio of posterior
probabilities, known as the Bayes factor,
Bii′ =
P (yˆ|Mi)
P (yˆ|Mi′) ,
with a Bayes factor of 13 > Bii′ > 3 seen as substantial [107]. However, for complex or
stochastic models, the marginal likelihood can be intractable, and so approximate likeli-
hood free methods, such as Approximate Bayesian Computation (discussed in detail in
Chapter 5) are becoming increasingly important and popular within the biosciences [108].
A big drawback of such Monte-Carlo based algorithms is the large number of simulations
– and associated computational cost – required to estimate the posterior distributions or
Bayes factors. Even with GPU implementation [28], applications are currently still limited
to comparing pairs or handfuls of models.
In order to address the biological questions outlined above, a higher-throughput model
selection algorithm is needed. Our approach will be to fit mixture of Gaussian models to
the prior parameter distribution for each model,
p(θi|Mi) ≈
∑
l
βlpl(θi|Mi),
so that we can exploit the UT within the state-space framework to drastically reduce the
number of simulations necessary to estimate the distribution of the output of the model.
Gaussian mixture measurement and process noise can also be considered, as in the work
on Gaussian sum filters [44,109], although the number of mixture components required to
model the output at each time point then increases exponentially, and in the case of long
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time series, component reduction schemes need to be implemented.
With this approximation, the marginal likelihood may be expressed as the sum,
p(yˆ|Mi) ≈
∫
p(yˆ|θi,Mi)
∑
l
βlpil(θi|Mi)dθi (4.3)
=
∑
l
βl
∫
p(yˆ|θi,Mi)pil(θi|Mi)dθi (4.4)
≈
∑
l
βlUpil(yˆ), (4.5)
where the components, Upil(yˆ), can be determined using the UT in the following manner.
For the stochastic case of vt 6= 0 we first make a further assumption that the observation
function takes the form,
gi(xn|θi, un) =
xnk1...
xnkL
+ un,
for some subset {k1, ..., kL} ⊂ {0, .., N − 1}, where the additional index kj represents
the kjth element of the true state vector xn. If the chosen true states xnkj represent the
biological components of interest then this assumption is reasonable. In practice, however,
models are often scaled or transformed, and in this case it is worth noting that from the
bilinearity of the covariance function, the following argument generalises naturally (though
with considerable notational expense) to observation models of the form,
gi(xn|θi, un) =

∑
k∈A1⊂{0,..,N−1} αnkxnk
...∑
k∈AL⊂{0,..,N−1} αnkxnk
 ,
where the coefficients αnk are completely determined by θi.
We may then write the mean of the observation yn in terms of the statistics of xn,
y¯t =
x¯nk1...
x¯nkL
 (4.6)
and the covariance for each pair of time-points, (tn, tm), as the matrix with (a, b)th entry
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given by
Σ(yn, ym)ab = Σ(xnka , xmkb) + Σ(xnka , umkb) + Σ(xmka , unkb) + Σ(unka , umkb). (4.7)
We apply the UT (see Chapter 2) to the augmented state-variable xan and state-transition
function fai ,
fai (x
a
n) = f
a
i

xnθi
vn

 =
xn+1θi
vn+1
 ,
with extended input distribution pail(x
a
n) given by,
pail(x
a
n) ∼ N

xnθi
vn
 ,
Σ(xn) 0 00 Σ(θi) 0
0 0 Σ(vn)


to obtain a Gaussian approximation to the joint distribution pl(xan, x
a
n+1) for each n, and
hence also to pl(xt0 , ..., xT ) since xn is a Markov process. With appropriate choice of m
and n in equations 4.6 and 4.7 and substituting the relevant terms from covariance matrix
of (xt0 , ..., xT ), the mean and covariance of the observations (yt0 , ..., yT ) may be evaluated
and used in a Gaussian approximation of Upil(y) .
For the deterministic examples considered below, the state–space model simplifies to,
yˆ = gi(θi) + ui,
where gi will represent the solution of a system of ODE equations, parameterised by θi.
The marginal likelihood can then be expressed as,
pt(yˆ) ≈
∑
l
αl
∫
gi(θi)pl(θi)dθ (4.8)
≈
∑
l
αl Upl(yˆ) (4.9)
where Upl(yˆ) is now a straightforward application of the UT with input distribution pl(θi)
and likelihood p(yˆ|θi) ∼ N(g(θi),Σ(ui)), evaluated at yˆ.
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4.1.1 Example: Disease epidemiology
We consider three mass–action models of the spread of disease amongst a population
[27,110]. In the simplest model, susceptible (S) individuals are born into the population,
become infected (I), and consequently recover (R), with corresponding rates α, γ and ν.
Susceptible, infected and recovered individuals all die at a rate d, and once recovered, an
individual is immune to further infection.
Model 1

S˙ = α− γSI − dS
I˙ = γSI − νI − dI
R˙ = νI − dR
(4.10)
The second model introduces an extra latent (L) state, representing a stage of infection
where the disease has been caught, but is not communicable. The rate at which latent
individuals become contagious is denoted by δ.
Model 2

S˙ = α− γSI − dS
L˙ = γSI − δL− dL
I˙ = δL− νI − dI
R˙ = νI − dR
(4.11)
The final model removes the immunity assumption – recovered individuals become sus-
ceptible to further infection at a rate e.
Model 3

S˙ = α− γSI − dS + eR
L˙ = γSI − νI − dI
R˙ = νI − dR− eR
(4.12)
We perform model selection to determine which of the modelled epidemiological mecha-
nisms are best supported by a data set consisting of values of S, I and R at 12 time-points.
Both the data and the priors are the same as used by Toni et al. [111], though the latter is
approximated by a Gaussian mixture distribution with 200 components. Samples from the
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Bayes factor (Bii′) Strength of evidence
< 1 Negative
1 < Bii′ < 3 Barely worth mentioning
3 < Bii′ < 10 Substantial
10 < Bii′ < 30 Strong
30 < Bii′ < 100 Very strong
100 < Bii′ Decisive
Table 4.1: The Jeffreys scale gives an interpretation of the Bayes factor in terms of weight of evidence
for model i over model i′.
marginal likelihoods of each model are plotted for pairs of time-points from the transient
dynamics of each measured species, S, I and R, with marginal distributions shown on the
leading diagonal (Figures 4.2–4.4).
We first note that many of the distributions are significantly skewed, which shows that
despite only estimating the Gaussian moments of each component Upl(yˆ), the mixture
approximations allow the flexibility to capture higher order information in the output.
The accuracy of the approximation is explored further in Chapter 5.
The ability to choose between models is (as expected) found to be dependent upon the
assumed level of noise in the data. With zero-mean Gaussian measurement noise with
variance Σ = (0.2)2, the marginal likelihoods for each model (1.7× 10−3, 4.1× 10−8, 2.3×
10−23), show decisive support on the Jeffreys scale (Table 4.1) for the simplest model
(Figure 4.5). However, when the noise is increased to Σ = 1, the Bayes factors provide
evidence that is ‘barely worth mentioning’ i.e. 1 < Bii′ < 3 for each pair of models (i, i′).
Both of these results concur with the ABC SMC model selection analysis undertaken by
Toni et al [111]. While perhaps more weight should be given to the results of an ABC SMC
model selection, and it would be good practice to check non-decisive results with such a
method, we note here that the framework suggested allows the analysis to be performed
in minutes rather than the hours or days (on a laptop) needed for a fuller Monte-Carlo
based method.
Finally we note that the differences between the marginal likelihood distributions of each
model are more pronounced for certain time-points than others. In particular, if we base
our analysis on only the final 6 time-points when all the models have reached steady state,
the model selection (marginal likelihoods of (0.04, 0.06, 0.02)) proves inconclusive even at
low levels of noise. Further, using only the data-points associated with the transient dy-
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namics allows the models to be discriminated between successfully. This is a concrete
example of the more general observation, that experiments vary in the amount of informa-
tion they generate for a given inference task. We discuss this further in the next section,
where we attempt to predict the information generated by a proposed experiment, and
use this to identify those that are optimally informative.
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Figure 4.2: Marginal likelihoods for epidemiological model 1 with Σ = (0.2)2. A sample drawn from
these UT approximated distributions are plotted for pairs of the first three time-points of each of the
measured species, S, I and R, with marginal distributions given on the leading diagonal. White dots
represent the observed data points. Note that the use of Gaussian mixtures allows non-gaussian features
of the distribution to been captured. While differences can clearly be seen between the marginal likelihoods
of each model at the time-points shown (see also Figures 4.3 and 4.4, distributions at later time-points are
found to be more similar, and thus less informative for model selection.)
59
CHAPTER 4. AN UNSCENTED EXPERIMENTAL DESIGN FRAMEWORK FOR
MODEL SELECTION
x10-1
1.4
0.0-20 400
x10-1
1.2
0.0-20 0
x10-1
3.0
0.0-10 250
x10-1
2.0
0.0-20 400
x10-1
1.5
0.0-30 0
40
x10-1
2.5
0.0-20 0
40
x10-1
1.2
0.0-20 0
40
x10-1
1.2
0.0-20 0
40
x10-1
1.0
0.0-30 600
50
S I R
S
I
R
Figure 4.3: Marginal likelihoods for epidemiological model 2 with Σ = (0.2)2. Samples are plotted for
pairs of the first three time-points of each of the measured species, S, I and R, with marginal distributions
given on the leading diagonal. White dots represent the observed data points.
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Figure 4.4: Marginal likelihoods for epidemiological model 3 with Σ = (0.2)2. Samples are plotted for
pairs of the first three time-points of each of the measured species, S, I and R, with marginal distributions
given on the leading diagonal. White dots represent the observed data points.
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Figure 4.5: Posterior probabilities for models 1, 2 and 3. Decisive support is shown for model 1, the
simplest of the three. Prior distributions were uniform over the three alternative models.
4.2 Experimental design
In the example above, we observed that the ability to discriminate between models was
strongly dependent on the dataset used, and hence the experiment performed. In this sec-
tion, we show how this dependency can be predicted for discrete-time state space models,
and thus exploited to decide which experiments should be undertaken in order to maximise
the chances of distinguishing between the models.
We first introduce a vector of experiment parameters, φ, that describes how the dataset is
created, specifying, for example, the times at which the system is stimulated, the strengths
and targets of the stimuli, knockouts or knockdowns, along with the choice of observable to
be measured at each time point. We can then model the system and experiments jointly,
extending the fi to include terms describing the possible experimental perturbations, and
the gi to capture the measurement options,
xn = fi(xn−1|θi, φ, vn) (4.13)
yn = gi(xn|θi, φ, un) (4.14)
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We assume that there is overlap between the system observables modelled by Mi so that
experiments that allow model comparison can be designed.
To illustrate how this might be done in practice, we consider a typical set of ordinary
differential equations used to describe a gene regulatory mechanism,
dm
dt
= −β1m+ α1 + q + α0, (4.15)
dp
dt
= −β2p+ km, (4.16)
(4.17)
where θ = (n, β, α, α0) are the parameters controlling the rates of production and degra-
dation of an mRNA, m, and a protein, p, subject to the concentration of a repressor
protein, q. We define the state transition function fi as their solution evaluated at the
next measurement time-point tn(φ) which is now dependant on the choice of φ, given the
state at time tn−1(φ), and subject to some additive noise vn. These equations have be
extended as,
dm
dt
= δk(φ)
[−β1(φ)m+ α(φ)1 + q + α0]+ sm(φ, t), (4.18)
dp
dt
= −β2(φ)p+ k(φ)m+ sp(φ, t), (4.19)
(4.20)
to model a range of possible experimental perturbations, e.g. setting δk(φ) = 0 mimics a
knockout of the gene producing mRNA mk, and sx(φ, t) an input stimulus to species x.
The observation function gi, as before can be some linear function of the states, however,
the selection of variables and coefficients is now an experimental choice specified by φ,
gi(xn|θi, φ, un) =

∑
k∈A1(φ)⊂{0,..,N−1} αnk(φ)xnk + un1
...∑
k∈AL(φ)⊂{0,..,N−1} αnk(φ)xnk + unL
 .
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4.2.1 Experimental design as an optimisation problem
Given a particular set of experimental options, φ, the marginal likelihood of model Mi for
any possible data set yˆ can be estimated efficiently from equation 4.5,
p(yˆ|Mi, φ) =
∑
l
βlUpil(yˆ),
with the components Upil calculated with respect to the extended system and experiment
model. Comparisons between such marginal likelihood distributions for competing models
provides a means to predict the discriminatory value of a proposed experiment. Intuitively,
values of φ, for which the marginal likelihood distributions of two models are separated,
correspond to experimental conditions under which the models make distinct predictions
of the system behaviour. Data gathered under these conditions are thus more likely to
yield a significant model selection outcome. More formally, we can quantify the value
of an experiment φ, using the Hellinger distance [112] between the marginal likelihood
distributions,
H(P,Q) =
1
2
∫ (√
P (x)−
√
Q(x)
)2
dx
which takes the following close form for multivariate Gaussian distributions, P ∼ N(µP ,ΣP )
and Q ∼ N(µQ,ΣQ),
H(P,Q) = 1− |ΣP |
1/4|ΣQ|1/4
|Σ¯|1/2 exp
{
−1
8
(µP − µQ)T Σ¯−1(µP − µQ)
}
,
where,
Σ¯ =
ΣP + ΣQ
2
.
or for Gaussian mixtures, it can be evaluated using the method suggested in [113]. Here,
we prefer the Hellinger distance over, for example, the Kullback–Leibler divergence [114],
for its metric properties which we will exploit in the applications below.
The experimental design problem may then be posed as an optimisation problem over φ -
we search for the set of experimental parameters, φ?, for whichH(P (yˆ|Mi, φ?), P (yˆ|Mj , φ?)))
is maximal. φ? will then specify the experiment that gives the greatest chance of distin-
guishing between Mi and Mj .
In the remainder of the chapter, we will employ the method in various contexts. First we
will examine the problem of identifying crosstalk connections between signalling pathways,
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before exploring some more fundamental challenges for modelling in systems biology.
4.3 Identifying crosstalk connections between signalling path-
ways
A key aim of systems biology has been to understand the behaviour of signalling and stress
response pathways. One strategy has been to study the cellular response to particular (and
in general singular) stimuli, identify the key players, and build mathematical models that
describe the relationships between them. The result has been the elucidation of many
important individual pathways, with mechanistic models able to explain datasets and
make successful quantitative predictions [115–117]. However observations of synergistic
behaviour in response to multiple stimuli [118, 119], i.e. cellular behaviour that is not
simply the sum of the outputs of the individual pathways involved, has increased interest
in so-called ‘crosstalk’. The idea is that the studied pathways are of course part of a much
larger network of interactions, with unknown edges between known pathways (termed
crosstalk) playing a significant role when both of the latter are activated. While the
concept of crosstalk here is thus partly artificial, being a consequence of the research
strategies previously employed, their identification is key to improving our understanding
of cellular behaviour in complex environments, e.g. how pathogenic fungi such as Candida
glabrata or albicans, survive the various simultaneous stresses that exist in the human
gut [118], or for making better predictions of drug side effects and interactions.
A more natural setting for the crosstalk concept is perhaps synthetic biology, where it
keeps its original meaning of an undesirable interaction between circuit components. In
synthetic biology, crosstalk was recently highlighted as a key bottleneck to the develop-
ment of smarter and more complex circuitry [24]. Its existence is an example of where the
electronic analogy for biological systems does not hold; while engineers can exert precise
control over the physical layout of electronic systems, with electronic components physi-
cally separated at will to eliminate undesirable signals and enable reuse in an independent
manner, components of a biological circuit are relatively free to interact with any compat-
ible molecule within the circuit or environment. Studying how natural pathways interact
will hopefully lead to insights that, crucially, will allow the control of multiple cellular
processes independently and in parallel.
Here we address the problem of connecting existing pathway models. We propose that the
identification of interactions between pathways can be posed as a model selection problem,
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and solved using the algorithm above. Further, we will demonstrate below in the context
of an in silico system, that the choice of experiment is crucial for a positive model selection
outcome when there is a high degree of similarity between the competing models.
We consider pairs of simple regulatory cascades, each consisting of four transcription
factors. We model them using sets of ordinary differential equations of the form,
dxj
dt
= −kdegxj +
kjx
nj
j−1
K
nj
j + x
nj
j−1
for j = 1, ..., 8, where kdeg = 0.5 is the rate at which protein xj degrades, kj represents
the maximal rate of production of xj , Kj is the amount of the transcription factor, xj−1,
needed for half the maximal response, and nj is called the Hill-coefficient, and determines
the steepness of the response. A range of crosstalk models are formed (Figure 4.6) by
inserting additional regulatory links between {x1, ..., x4} and {x5, ..., x8} with the same
kinetics as above. A single model is chosen as the ‘true’ biological system, to which we
may perform experiments, and a collection of six others are proposed as models of the true
system. Our task will be to identify the most suitable one, using the framework described
above.
stim1(t) X1
X3
X2
X4
X5
X6
X7
X8
stim2(t)
out(t)
Pathway 1 Pathway 2
M1
M2
M3
M4
M5
M6
Figure 4.6: Crosstalk between regulatory cascades. Our task is to identify an unknown crosstalk con-
nection between pathways 1 and 2. A limited range of experiments are considered, involving external
stimulation of x1 and x5, and observation of x8, and a set of models (M1, ...,M6) corresponding to dif-
ferent crosstalk options are selected between. The times and strengths of the stimuli, and the time of
measurement of x8 are optimised to best distinguish between the competing crosstalk models.
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An experiment is defined by the parameter φ = (φstim1, φstim5, τ, T ), where φstimj denotes
the strength of an external stimulus to the production of xj , j = 1, 5 of the form,
φstim1
(t+ 0.1)
for j = 1, (4.21)
φstim5 for j = 5, (4.22)
The time delay between the two stimulus applications is given by τ , and T is the time at
which a single measurement of the system (of species x8 only) is taken. Prior distributions
for the model parameters are set as Gaussian with means of 40 and covariances 10 for
both the ki and Ki respectively, with the Hill coefficient fixed at 1. Using a genetic
algorithm [120] of population size 100 and 20 generations, φ is optimised within the range
[0.1, 20] with score function, ∑
i<j
eH(Mi,Mj).
The sum of exponentials is introduced to encourage selection of experiments with a high
chance of distinguishing between a subset of the model pairs, over experiments with less
decisive information for any pair of models, but perhaps a larger average Hellinger distance
over all model pairs.
The results of this round of experimental design are shown in the top left of Figure 4.8,
where a good choice of φ is found to be (7.55, 14.26, 17.97, 19.55), with a corresponding
score of 31.5. From the figure, it can be seen that this experiment is predicted to distinguish
some pairs of models better than others. In particular, the distribution of scores suggests
that while the marginal likelihoods of most pairs of models are separated as desired, there
is no power to discriminate between models M2 and M6, or models M1 and M5. Indeed,
data obtained by performing the experiment upon our ‘true’ system, leads to posterior
probabilities for each model with the same pattern.
As a sanity test, we first choose the true model from amongst the set of competing models,
and as expected find that it is recovered by model selection. However if the true model is
not represented by M1, ...,M6 (a far more realistic case), then models M2 and M6 are found
to have similar posterior probabilities of approximately 0.45. Likewise, M1 and M5 share
a posterior probability of 0.045, while a clear difference exists between any other pair of
models. To distinguish further between the pair of highest scoring models, a further round
of experimental design was performed, with the resulting experiment and data providing
strong evidence in favour of model M2.
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Figure 4.8: Flow diagram showing two rounds of experimental design and model selection. The heat
maps on the left show the Hellinger distances between the marginal likelihood distributions of model
pairs, for the chosen experiments. Bar plots on the right give the posterior probabilities of each model
with respect to data produced by the chosen experiment. After the first experiment, models M2 and M6
have the most support, but evidence to choose between them is negligible. However a second experiment
designed for only these two models (with priors set according to the posterior probability proportions after
the first round of model selection) strongly favours model M2.
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Figure 4.7: a) Frequency distribution of scores for 1000 uniformly sampled values of φ. Scores concentrate
around the interval (15, 18), corresponding to very little information content. The red line indicates the
score of φ∗ chosen in the first round of experimental design. b) Frequencies at which 15 crosstalk models
are selected with respect to 1000 random experiments. (blue) At a low level of measurement noise (with
variance 0.01) model 5 is chosen most frequently, but is still outperformed for over half the experiments.
(yellow) When the measurement noise is increased to a variance of 0.1, the choice of model becomes even
less robust.
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In an attempt to evaluate the added value of choosing φ rationally for this example, we
calculate scores for a uniform sample of 1000 values of φ from the same range as explored
above. The resulting score distribution shown in Figure 4.7a, peaks in the interval (15, 16)
which corresponds to an average Hellinger distance of < 0.065 for each pair of models.
This is in contrast to the experiment found by our approach which lives in the tail of the
distribution, with an average Hellinger distance of 0.74, and highlights how unlikely it is
to find suitable experiments by chance alone. Experiments with even higher information
content are found, which suggests that more care could be taken with the optimisation of
φ, by for example, increasing the population size, or number of generations of the genetic
algorithm. We end this subsection with the final, perhaps unnerving, observation that
the evidence in the first experiment contradicts (though not significantly in this case) the
decision in favour of model M2 over M6, which is based on additional data from the second
experiment. This suggests the possibility that the choice of experiment influences not only
the amount of information available to select a particular model, but also the outcome of
the model selection itself. Indeed the distribution of independently selected models from
data generated by random experiments is surprisingly flat (Figure 4.7b). Even at very
low levels of assumed noise, the most frequently selected model is chosen for less than half
the experiments undertaken. This has been, to our knowledge, completely overlooked by
the experimental design literature, but has important implications that we will explore
further below.
4.3.1 Model networks
The Hellinger distance can be extended through optimisation of φ, to define a metric
distance between models,
d(Mi,Mj) = maxφ(Hφ(Mi,Mj)).
Using this metric, we can visualise sets of models as a network, with edges intuitively
corresponding to the maximal difference in model predictions of system behaviour. Figure
4.9 is an example of such a network with 16 nodes representing a selection of crosstalk
models. Some expected relationships arise with, for example, the most similar pairs of
models being those where the crosstalk connection has been shifted one step in the regula-
tory cascade in both pathways, however with more complex and realistic pathway models,
the network structure would be very hard to predict by intuition alone.
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Such networks may be generated without any data, but still contain useful information
that we plan in the future to use for e.g, exploring and traversing model space, clustering
families of models by behaviour and using representative models from each cluster in
model averaging strategies, and more sophisticated choices of sequences of experiments to
invalidate/validate large collections of models.
Figure 4.9: Network with nodes as crosstalk models, and edges as the maximal Hellinger distance between
them taken over all φ. Nodes are numbered according to a single modelled crosstalk connection, with 34
for example corresponding to a connection between the 2nd and 3rd proteins in their respective regulatory
pathways.
4.4 The robustness of model selection and parameter infer-
ence to choice of experiment
Experimental design attempts to maximise the information available for inference tasks.
The inferred models or parameters are chosen with the highest expected degree of confi-
dence, given the experiments considered. If the true system is faithfully reproduced by one
of the models, the merit of this approach is clear - we simply wish to identify it and the
true parameters with the most certainty. However, in the more realistic situation where
all models are incorrect, the interpretation of model selection outcomes and the role of
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experimental design needs to be examined more carefully. By perform high-throughput
in-silico analyses on the gene regulatory cascade models above, and also three models of
the JAK-STAT pathway, we show that the selected model can depend on the experiment
performed. We observe that experimental design thus makes confidence a criterion for
model choice, but that this does not necessarily correlate with a model’s predictive power
or correctness. Finally, in the special case of linear ode models, we explore how wrong a
model has to be before it influences the conclusions of a model selection analysis.
4.4.1 Crosstalk revisited
In this section we work with three of the crosstalk models described above, with connec-
tions between, (x1, x5), (x1, x6) and (x4, x8) respectively. The last of these is designated as
the true model, and the others are considered as competing hypotheses about the location
of the crosstalk connection. We perform 36100 experiments to collect data sets of size 1,
2, 4 and 8 equally spaced time points, each consisting of simulating the true model with
different values of φ that correspond to changes in the delay between stimulus applications,
and variation of the time at which the state of x8 is first measured. An independent round
of model selection is performed for each data set, and the posterior probabilities for each
model are calculated.
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Figure 4.10: Heatmaps showing the posterior probabilities of model 1 (versus model 2), calculated
independently for 9025 experiments, with data sets of size a) 1 and b) 8. Each coordinate represents a
different experiment, with variations to both the time delay between stimuli, and the measurement times.
The results for data sets of size 1 and 8 are illustrated in Figure 4.10a and 4.10b respectively
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as heatmaps of posterior probabilities of the first model, and show that the vast majority
of the space of experiments is split into distinct regions of high, low and equal probability
for each model. In the case of a single time point, most of the experiment space is found
to be uninformative, with the data providing equal support for each model. Three other
distinct regions are identified, of which two show decisive support (on the Jeffreys scale)
for the first model, and one for which the second model is chosen decisively. In other
words, by varying the experimental conditions an unequivocal choice (in isolation) for
either model can be obtained. As more data points are considered, the uninformative
region grows smaller, but regions of decisive support for each model remain. Interestingly,
these regions are located in distinctly different places for single or multiple time points,
although they remain similar for 2 or more time points. This reflects the added value of
time series experiments – the marginal likelihoods now balance the ability of the models
to reproduce each time point, with their ability to capture the autocorrelation of the time
series.
4.4.2 JAK-STAT signalling
In this section we undertake a similar analysis of three mass action models of varying de-
grees of resolution of the JAK-STAT signalling pathway [121]. Each model describes the
initial pathway activity after receptor activation (Figure 4.11), but before any feedback
occurs. In brief, the signalling process consists of a receptor binding to JAK to form a
complex that can dimerise in the presence of interferon-γ (IFN). This dimer is activated
by phosphorylation by JAK, and in turn deactivated after being bound by tyrosine phos-
phatase (SHP 2). In its active state, the receptor complex phosphorylates cytoplasmic
STAT1, which is then able to dimerise and act as a transcription factor [122]. We take
the most detailed model, MT , with 17 state variables and 25 parameters (published by Ya-
mada et al. [122]), as our true system to which in-silico experiments can be performed, and
select between two of the other models proposed by Quaiser et al. The first of these com-
peting models, M1, simplifies the true system, by neglecting a reaction – the re-association
of phosphorylated STAT1 to the activated receptor – and thereby reducing the system to
16 states and 23 parameters. A series of five other ‘biologically inspired’ simplifications
leads to our second model, M2, which has 9 states and 10 parameters (these steps are
summarised in Figure 4.11).
We transform the parameters θ, of each model to eθ so that only biologically feasible
positive parameter values can be used, and set the prior parameter distributions over θ as
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Figure 4.11: JAK STAT pathway models (adapted from Quaiser et al. [121]). Arrows indicate association
or dissociation reactions between the protein species. Grey reactions only occur in the true model. Green
reactions are removed from model 1 to create model 2, the entirety of which is shown in purple. Finally,
model 3 is obtained by replacing the orange reactions by the reaction in the bottom right oval.
Gaussian with means set to log(0.01), and covariance matrix chosen as |log(0.01)|I, such
that all the parameter values inferred for each model by Quaiser et al. have substantial
support. We define and undertake two classes of experiment upon the true model (with
parameters fixed to the aforementioned published values); in the first, the IFN stimulus
strength and the initial measurement time of a time series of 8 equally spaced time-points
are varied, and in the second, the species to be measured and the time at which this first
measurement takes place are adjusted.
Model selection outcomes for each experiment (shown in Figure 4.12) show similar fea-
tures to those for the crosstalk models, with distinct region of high posterior probability
for each model. For the first class of experiments, selection between models M1 and M2
reveals strong support for the simpler model when data is gathered under higher IFN
stimulus strengths, although this condition seems to relax at later measurement times.
The more complex model, M1, is favoured for lower stimulus strengths, and particularly
for earlier time series. For the second class of experiments, the model selection outcome
is found to depend strongly upon which species is measured. The simpler model is cho-
sen decisively and independently of the measurement times considered when cytoplasmic
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Figure 4.12: JAK STAT model selection sensitivity. a) IFN stimulus strength and measurement time
are varied, and models M1 and M3 are selected between. b) The species to be measured and the time
at which this measurement takes place are adjusted, with M2 and M3 as the competing models. In both
figures, distinct regions of high probability for each model can be seen.
phosphorylated STAT1, in monomeric or dimeric form, is measured. The same is true
of the complex model for measurements of SHP 2 or the deactivated receptor complex
(IFN R JAKPhos 2 SHP 2). Otherwise the model selection outcome is time dependant
or the choice of species is found to be uninformative.
Both these case studies make it clear that under the realistic assumption that all models
are more or less incorrect, model selection outcomes can be sensitive to the choice of
experiment. This observation has particular importance for studies that treat models
as competing hypotheses that are decided between using experimental data; it is quite
possible that if different experiments are undertaken, the conclusions drawn will also be
different. In particular, the confidence calculated for such a conclusion (using the Jeffreys
scale or another measure) can be misleading as a guide to how correct or predictive a
model is (Figure 4.13a); in both the examples studied here, conditions exist such that any
of the competing models can score a ‘decisive’ selection. The model selection outcome and
associated confidence must therefore be strictly interpreted, as only increasing the odds of
one model (with respect to others) for the data gathered under the specific experimental
conditions.
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Space of experimental conditions
M2 > M1
M1 > M2
Most informative
     experiment
Figure 4.13: Model predictive power v.s. predicted confidence. Model M1 explains data produced from
experiments in the blue region better than model M2. The opposite is true for the larger orange region.
In this example, the most informative experiment generates data that favours model M1, which has the
least predictive power.
In light of this observation, the role of experimental design may need to be examined
further. Since different models can be selected depending on the experiment undertaken,
the use of experimental design will necessarily lead to choosing the model which, for some
‘optimal’ experiment, has the highest possible predicted level of confidence i.e. experi-
mental design implicitly makes confidence a selection criterion. Is it misleading to claim
high confidence in a model selection result when the models have been set up (by ex-
tensions to mimic the optimal experiment) for this purpose? Is a bias introduced into
the inference via experiment design? In the context of experiment design for parameter
estimation, MacKay suggests this is not a problem [123], stating that Bayesian inference
depends only on the data collected, and not on other data that could have been gathered
but was not. Our situation here is different since we consider changes not only to the
data collection procedure, but also the data generation process and in turn the competing
models themselves. It seems plausible that some models will gain or lose more flexibility
than others with regards to fitting data for a particular choice of experiment. Even if the
actual model selection is not biased, the confidence we associate with it will scale with the
optimality of the experiment. After performing the optimal experiment, should there be
any surprise that the selected model seems to have high support from the data? We feel
these questions need further investigation.
In practical terms, the important question seems to be: how wrong does the model struc-
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ture (or parameter values) have to be before the less predictive model (or that which
captures less about the true system) is chosen? Clearly the answer is sensitive to the
system and models under study, so here as a first attempt, we consider the simple special
case of linear ODE models.
4.4.3 Measuring sensitivity to model inaccuracies
How wrong does a model have to be to effect the inference outcome? This is a very
hard question in general, although our selection framework allows us to explore it in the
following special case.
We define a ‘base’ model as the linear ode system defined by its Jacobian matrix with
entries,
(
b1 b2
b3 b4
)
and ‘extensions’ to this model as an extra row and column,b1 b2 e1b3 b4 e2
e3 e4 e5
 .
Biologically such an extension may represent the inclusion of an extra molecular species
into the model, along with rules for how it interacts with components of the original
system. Defining true base and extension models by (b1, b2, b3, b4) = (−1.0, 2.0, 0.5,−4.0)
and (e1, e2, e3, e4, e5) = (0, 1, 0, 1, 0), we consider two models,
b1 + p1 b2 θ13h13b3 + p2 b4 θ23h23
θ31h31 θ32h32 θ33h33

and b1 + p1 b2 θ13h
′
13
b3 + p2 b4 θ23h′23
θ31h
′
31 θ32h
′
32 θ33h
′
33

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where (h13, h23, h31, h32, h33) = (e1, e2, e3, e4, e5) and (h′13, h′23, h′31, h′32, h′33) = (1, 0, 1, 0, 1),
are competing (true and false) hypotheses about the structure of the model extension, with
a zero h′kj or hkj indicating a belief that species k does not directly affect the rate of in-
crease of species j. Parameters θjk, are the unknown strengths of these interactions, over
which we place a 50 component mixture of Gaussians prior, fit to a uniform distribution
over the interval [−5, 5] for each parameter. We represent inaccuracies in modelling the
base as additive perturbations p1 and p2. Data was generated by simulating the true
model for initial condition (1.0, 1.0, 1.0) at times t = 0.1, 0.2, 0.3, 0.4, 0.5, and recording
the state of first variable.
Model selection outcomes for 40, 000 different pairs of values for the perturbations (p1, p2),
are shown in Figure 4.14. Distinct regions for each possible outcome are found and colour
coded in the figure, with red indicating that the true extension has been identified success-
fully, yellow representing a decision in favour of the false extension, orange that evidence
for either model is not substantial on the Jeffreys scale, and finally blue indicating that
the marginal likelihood for both models is found to be less than 10−10, for which any
conclusion would be subject to numerical error. Increasing this threshold has the effect
of replacing red areas with blue. In the majority of cases tested, the true extension is
correctly identified despite inaccuracies in the base model. However, a set of perturbations
are seen to confound the selection, and allow the false extension to obtain substantial sup-
port. Further, the selection outcome is found to be more sensitive in some directions than
others, with relatively small perturbations to base model entry (1, 1) causing a change
in outcome and creating decision boundaries near the lines x = 0 and x = 4. Prior to
our analysis, it would be hard to predict these observations even when the true model is
known and as simple as that explored here.
In real applications, where the true model is unknown and more complex, it may not be
possible to tell whether a conclusion is an artefact of model inaccuracies, even when the
truth of the conclusion itself can be tested by direct experimental measurement. However,
the type of analysis undertaken here at least gives a measure of robustness for the conclu-
sion to a range of model inaccuracies. Unfortunately, this remains difficult to implement
in a more general setting. While the practical challenges of dealing with large numbers of
models is overcome by the model selection algorithm described above, a harder conceptual
problem exists of how to define perturbations to more complicated classes of model, and
to compare their strengths.
Finally, the example also highlights the difficulty of testing a hypothesis that represents
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Figure 4.14: Model selection outcomes for 40, 000, different pairs of linear ode models. Each model
represents one of two competing hypotheses (the model extension), but with a different base model gener-
ated by perturbing Jacobian matrix entries (1, 1) (x-axis) and (2, 1) (y-axis). Regions where the different
hypotheses receive support are given by the red (true extension), yellow (false extension), orange (no sig-
nificant support for either extension), and blue (marginal likelihood values for both models are < 10−10)
coloured regions. Increasing the threshold for the blue region to 10−2 results in reduction of the red region,
but not of the yellow. Using the true base model (represented by the cross at (0, 0)), the true extension is
also identified.
only part of a model. The study shows that the implicit assumption that the base model
is accurate, is not necessarily benign, and can affect any conclusions drawn – a result that
is borne out by the logical principle that from a false statement, anything is provable.
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4.5 Discussion
In this chapter we have presented a novel model selection and experimental design frame-
work for state-space models of biological systems. Based upon the unscented transform
for propagating probability distributions through non-linear functions, the framework is
designed for computational efficiency. Indeed, the design of all the experiments for the
crosstalk models was completed in under an hour on a laptop, and comprises of thousands
of marginal likelihood distribution computations. The scale of such an analysis is beyond
Monte Carlo based methods such as that recently developed by Liepe et al. [19], which
are limited to exploring small sets of experiments. Further computational savings can be
made by exploiting the highly parallelizable nature of the sigma-points, Gaussian mixture
based algorithm.
This efficiency has allowed us to explore model selection problems involving large numbers
of models and experiments, and investigate the robustness of model selection results to
both changes in experimental conditions and inaccuracies in the models. Results from
the latter two studies illustrate some common, but often ignored, pitfalls associated with
modelling and inference. Firstly, we show that the conclusions of a model selection analysis
can change depending on the experiment undertaken. Related to this, we observe that
confidence in such a conclusion is not a good estimator of the predictive power of a model,
or the correctness of the model structure. Further we note that the use of experimental
design in this context maximises the expected discriminatory information available, and
implicitly makes confidence in the outcome a criterion for model selection. In the future we
intend to investigate the desirability of this property and how it affects the interpretation
of the confidence associated with model selection outcomes.
At the heart of these issues is a lack of understanding of the implications of model (or
parameter) inaccuracies. Often improved fits to data or better model predictions are in-
terpreted as evidence that more about the true system is being captured. This assumption
underlines a guiding paradigm of systems biology [124] (and other fields) shown in Figure
4.15a, where a modelling project is ideally meant to be a cycle of model prediction, exper-
imental testing and subsequent data inspired model/parameter improvement. However, it
is possible that improved data fitting and predictive power (although desirable in their own
right) can be achieved by including more inaccuracies in the model (Figure 4.15b). In the
context of parameter estimation, this concept of local optima is widely known, and their
avoidance is a challenge when performing any non-trivial inference. One simple method
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Figure 4.15: a) The modelling paradigm. Models are used to generate hypotheses, which can be checked
against experimental data. This comparison is then used to improve the model and parameters estimates
to gain better fits to the available data. b) A hypothetical plot of the goodness of fit obtainable for a class
of models. A sequence of model ‘improvements’, M0,M1, ...,M4 that move down the slope from the black
dot improves the fit to the data, while increasing the distance from the true model. The valley of the curve
represents a local optimum in model space.
to do so is to include random perturbations in the inference, in order to ‘kick’ the search
out of a local optimum. Perhaps a similar strategy might be included in the modelling
paradigm; by performing random experiments, or adding or removing interactions in a
model structure, data might be gathered or hypotheses generated that allows a leap to be
made to a more optimal solution.
George E. P. Box famously stated that ‘Essentially, all models are wrong, but some are
useful’. Here we would add that if nothing else, models provide a natural setting for
mathematicians, engineers and physicists to explore biological problems, exercise their
own intuitions, apply theoretical techniques, and ultimately generate novel hypotheses.
Whether the hypotheses are correct or not, the necessary experimental checking will reveal
more about the biology.
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Epsilon choice in ABC SMC
algorithms
The likelihood–free sequential Approximate Bayesian Computation (ABC) algorithms,
are increasingly popular inference tools for complex biological models. Such algorithms
proceed by constructing a succession of probability distributions over the parameter space
conditional upon the simulated data lying in an –ball around the observed data, for
decreasing values of the threshold . While in theory, the distributions (starting from a
suitably defined prior) will converge towards the unknown posterior as  tends to zero, the
exact sequence of thresholds can impact upon the computational efficiency and success of
a particular application. In particular, we show here that the current preferred method of
choosing thresholds as a pre-determined quantile of the distances between simulated and
observed data from the previous population, can lead to the inferred posterior distribution
being very different to the true posterior. Threshold selection thus remains an important
challenge. Here we propose an automated and adaptive method that allows us to balance
the need to minimise the threshold with computational efficiency. Moreover, our method
which centres around predicting the threshold–acceptance rate curve using the unscented
transform, enables us to avoid local minima — a problem that has plagued previous
threshold schemes.
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5.1 Introduction
Mathematical models have become powerful tools for both summarising our current bio-
logical understanding, and generating novel hypotheses. However, as our models become
more ambitious in size and complexity, the computational challenges of a number of tasks
such as parameter inference and model validation are increasingly demanding. For large,
complex or stochastic models, exploring the likelihood surface can be too complicated or
numerically too demanding, even though it is possible to simulate the model. For this
reason, likelihood-free methods such as Approximate Bayesian Computation (ABC), and
its more efficient sequential versions, are becoming increasingly important.
Sequential ABC algorithms proceed by constructing a succession of probability distribu-
tions over the parameter space conditional on the simulated data lying in an –ball around
the observed data and use decreasing values of the threshold  to incrementally approxi-
mate the true posterior distribution. While in theory, the distributions (starting from a
suitably defined prior) will converge towards the unknown posterior as  tends to zero, in
practice the exact sequence of thresholds can have a great impact on the computational
efficiency and success of a particular application. Currently, thresholds are typically cho-
sen as a pre-determined quantile of the distances between simulated and observed data
from the previous population, or simply by intuition – the drawbacks of which are made
clear in the results below.
Here we present an automated and adaptive method for threshold choice that is based
upon the threshold–acceptance rate (TAR) curve. Knowledge of the complete TAR curve
allows acceptance thresholds to be chosen that not only balance the need to minimise  with
computational efficiency, but further, enable the detection and avoidance of local optima
— a problem that, although perhaps not always acknowledged, has plagued previous
threshold schemes. We will show below that this problem is particularly pertinent for
schemes that choose threshold schedules from quantiles of the previous population of
accepted particles. In the simplified case of deterministic or stochastic state space models,
we provide a method for obtaining the TAR curve using the unscented transform (UT).
Generally known for its use in extending the Kalman filter to non-linear problems, the
UT allows the statistics of a Gaussian random variable that has undergone a non-linear
transform to be estimated. In combination with Gaussian mixtures, the UT can be used
to predict the ABC acceptance rate for any threshold value with minimal computational
expense.
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The remainder of the chapter is organised as follows: we first introduce ABC SMC and
use a simple illustrative model to discuss the challenges of threshold selection, and in
particular, the difficulty of avoiding local optima. We then describe the proposed threshold
selection scheme for inference on deterministic models (with Gaussian measurement error);
although within an ABC filtering framework, a natural extension allows applications also
to stochastic state-space models. Finally we compare the performance of the new adaptive
method with various fixed quantile schedules for inference on both the illustrative model,
and biological systems including two biochemical oscillators.
5.2 Adaptive Sequential Monte Carlo methods in Approxi-
mative Bayesian Computation
The aim of ABC is to obtain a good and computationally affordable approximation to the
posterior distribution
p(θ|x∗) ∝ f(x∗|θ)pi(θ),
where pi(θ) denotes the prior distribution over the parameter space and f(x∗|θ) is the
likelihood of the observed data x∗ for a given parameter, θ. Rather than evaluating
the likelihood directly, which for many real-world problems can be intractable, ABC-
based approaches use systematic comparisons between real and simulated data. The main
principle consists of comparing the simulated data, x, with the real data, x∗, and accepting
simulations if a suitable distance measure between them, ∆(x, x∗), is less than a specified
threshold, . The ABC algorithm thus provides a sample from the approximate posterior
of the form,
p(θ|x∗) ≈ p(θ|x∗) ∝
∫
f(x|θ) 1 (∆(x, x∗) ≤ )pi(θ)dx .
where 1(·) is the indicator function.
The simple ABC scheme outlined above suffers from the same shortcomings as other
rejection samplers: most of the samples are drawn from regions of parameter space
which cannot give rise to simulation outputs that resemble the data. Over the past few
years many improvements to these algorithms have been proposed that makes ABC infer-
ence more efficient: regression-adjusted ABC [125–127], Markov chain Monte Carlo ABC
schemes [128, 129], and ABC implementing variants of sequential importance sampling
(SIS) or sequential Monte Carlo (SMC) [27, 130–133]. While our focus will be upon this
latter class of ABC algorithms, it is worth keeping in mind that the methods and results
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discussed below are applicable to other sequential ABC frameworks. This will be explored
further in the discussion.
ABC methods based on SIS or SMC samplers aim to sample from a sequence of distribu-
tions, which increasingly resemble the target posterior; they are constructed by estimating
intermediate distributions pt(θ|x) for a decreasing sequence of {t}1≤t≤T . In this chapter,
we focus on the implementation of Toni et al [27] and Beaumont et al [131] described in
Algorithm 1. This implementation that we will call in the following ABC SMC differs from
the ABC SMC algorithm of Del Moral et al [132] and Drovandi et al [133] in a number
of points, and proceeds as follows: the first population of particles is constructed using
the rejection ABC algorithm described above with a sufficiently large value of 1 such
that many particles are accepted: the parameters θ are drawn from the prior distribution
pi(θ), and are accepted only if the distance between the simulated and observed data is
smaller than 1. We denote by {θ(i,t)}1≤i≤N the set of accepted particles at step t, and
by {x(i,t)}1≤i≤N the corresponding simulated data. Each particle θ(i,t) has an associated
weight ω(i,t); in the first population all weights are equal to 1/N . For each intermediate
population t, a parameter {θ(i,t−1)}1≤i≤N is sampled from the previous population, t− 1,
with probability defined by the weights, {ω(i,t−1)}1≤i≤N , and perturbed using a pertur-
bation kernel, θ˜ ∼ Kt(·|θ); the parameter θ is then accepted if and only if the distance
between the simulated and the observed data is smaller than t. These sample, perturba-
tion, simulation and acceptation/rejection steps are repeated until N particles have been
accepted. The weight of each particle is then computed as
ω(i,t) =
pi(θ(i,t))∑N
j=1 ω
(j,t−1)Kt(θ(i,t)|θ(j,t−1))
.
The efficiency of the sequential ABC algorithm described above strongly relies on the
choice of the perturbation kernel {Kt(·|·)}t as well as the sequence of thresholds {t}t. Over
the past years adaptive methods to choose perturbation kernels have gained popularity.
Beaumont et al [131] first suggested to use a componentwise-normal perturbation kernel
with an adaptive choice for the variances. Filippi et al [134] then generalized this approach
to a multivariate normal perturbation kernel and compared the efficiency of the ABC SMC
algorithm for a selection of adaptive covariance matrices. In this work, we use such a
multivariate normal perturbation kernel based upon the entire previous population.
Until recently, there has been no systematic way of determining the threshold sequence.
In practice an ideal threshold scheme (n → 0) has been thought of as simply the one that
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Figure 5.1: Global and local minima. (a) Plot of the distance between simulated and true data for
different parameter values. The model was designed to produce a severe global optimum at the true
parameter value θ = 3, and a broad local optimum associated with distances no smaller than 51. The
red dots arranged in horizontal lines are the members of successive ABC accepted populations. After the
sixth population, parameters near the global optimum are no longer sampled. (b) Plots of the failure rates
(grey), and total number of simulations (red) for a range of fixed quantile schedules. The red dots indicate
the means over 100 ABC SMC runs, while the upper and lower whiskers are the maximum and minimum
values respectively.
minimizes the total number of simulations, since this is typically the most computationally
expensive part of any ABC algorithm. This in itself requires a careful balance between
a small number of populations i.e. a rapidly decreasing sequence of thresholds, and a
high acceptance rate per round which generally happens if the difference between two
consecutive thresholds is small enough. Perhaps the most commonly used adaptive scheme
for threshold choice in this vein is based on the quantile of the empirical distribution of the
distances between the simulated data from the previous population, and the observed data
(see [131,135] and in a different way [132,133]). The method determines t at the beginning
of the t-th round by sorting the distances {∆(x(i,t−1), x∗)}1≤i≤N and setting t such that
α percent of the simulated data {x(i,t−1)}1≤i≤N are below it, for some predetermined α.
Here we show that a severe drawback of this quantile approach for threshold selection
is that the final ABC posterior distribution pT (θ|x∗) may end up being very different
to the true posterior p(θ|x∗). In particular, if particles are sampled from a large region
of parameter space that offers negligible or little support for the posterior distribution,
there is a risk of getting stuck in this parameter region if the threshold is selected using
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a quantile method; we will refer to such a run of ABC SMC as having ‘failed’. As an
illustration we consider a simple model where for each θ, the simulated data is x = g(θ) =
(θ− 10)2− 100 exp(−100(θ− 3)2). Moreover, we suppose that the true data are generated
using the parameter θ∗ = 3. The support of the posterior distribution should then contain
this parameter value.
Figure 5.1a represents the L1 distance between the simulated data g(θ) and g(3) as a
function of θ. In this example, for all the parameter space except in the interval (2.92, 3.08)
the distances are larger than 51. ABC SMC is used on this example, selecting the threshold
sequences as the 0.8 quantile of the previous population’s distances. The prior distribution
is Gaussian with mean 10 and variance 10. Particles from successive populations are
represented by the red dots in Figure 5.1a, with population t aligned along the horizontal
line y = dt where dt is the maximum distance between g(θ(i,t)) and g(3) for all 1 ≤ i ≤ N .
For example, maxi |g(θ(i,1))− g(3)| being equal to 150, the first population is represented
by dots on the line corresponding to y = 150. We note that for all t the distributions
pt(θ|x∗) are centred around the local minimum at 10 and that the true parameter 3 has
a very low probability under the final distribution, where the threshold has converged to
a non-zero value. Here we assume that convergence has been reached when the threshold
sequence has decreased below 10−4, or alternatively when it fails to decrease by more than
10−2 for 3 consecutive rounds of ABC.
Repeating this inference for different values of α, leads to very different results (Figure
5.1b), with the failure rate increasing with the quantile value – for quantiles of 0.3 and
higher, the failure rate is greater than 80%. This makes sense as higher quantile values
the threshold reduces more slowly, and for each of the corresponding ABC populations it
is unnecessary to sample from the global optimum in order to reach N accepted particles,
and so an opportunity exists to either miss it entirely, or to sample it sparsely enough that
it is lost during perturbation. Evidently, the choice of threshold schedule has implications
not only for the efficiency of the inference, but also its success. Furthermore, in this
example we find that the number of simulations needed for convergence of the sequence of
epsilons, reduces as the quantile increases - that is, the computational expense of failure
is lower than success. The optimal (or at least safe) choice of α clearly depends on the
data, the model and the prior range. We feel that these problems highlight the potential
issues arising in real-world applications.
The fundamental idea underlying our approach is to predict reliably and cheaply how the
acceptance rate depends on the value of the threshold . For this example, the key is
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to avoid areas where the acceptance rate is excessively high. Too high an acceptance
rate means to overly reward particles that are similar to the ones from the previous
population; this in turn will lead to particle populations tending to drift in parameter
space, whence broad but shallow local optima are explored more frequently than they
ought to be compared to smaller regions that have higher posterior probability.
5.3 The threshold–acceptance rate curve
The proposed method centres around understanding the TAR curve – the acceptance
rate ℵt() as a function of the threshold  for the next round of ABC simulations. We
ask, if the TAR curve were known, how should  be chosen in order to optimally balance
computational efficiency with the need to minimise , and to avoid getting stuck in regions
of parameter space that share little support with the posterior distribution?
To motivate our approach which is developed fully below, we revisit the simple model
introduced above, and shown in Figure 5.1a. For this model and prior distribution, the
TAR curve (shown in Figure 5.2) is sigmoidal with the position of the lower ‘elbow’ (at
 ≈ 50) coinciding with the minimal distance obtainable from parameters in the local
optimum region. Setting  to this value will cause nearly all particles from the local
optimum to be rejected, and force particles closer to the true posterior to be sampled.
Indeed, using  = 50, ABC SMC converges to a distribution about the true parameter value
for every repetition of the inference. One such inference is shown in Figure 5.2b, where the
second population is already restricted to a small interval about the true parameter value.
While the fixed quantile methods can be similarly successful e.g. for 0.05, in practice
this occurs only with the good fortune of choosing a quantile that selects a threshold
appropriately with respect to some unknown critical value (here ≈ 50) sufficiently quickly.
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Algorithm 1 ABC SMC algorithm
1: input: a decreasing sequence of thresholds, (t)1≤t≤T such that T = , a data x, a
sequence of (Kt(·|·))1≤t≤T
2: output: a weighted sample of particles from pT (θ|x)
3: for all 1 ≤ t ≤ T do
4: determine the perturbation kernel Kt(·|·) and the next threshold t
5: i← 1
6: repeat
7: if t=1 then
8: sample θ˜ from pi(θ)
9: else
10: sample θ from the previous population {θ(i,t−1)}1≤i≤N with weights
{ω(i,t−1)}1≤i≤N
11: sample θ˜ from Kt(·|θ) and such that pi(θ˜) > 0
12: end if
13: sample y from f(·|θ˜)
14: if ∆(y, x) ≤ t then
15: θ(i,t) ← θ˜
16: i← i+ 1
17: end if
18: until i = N + 1
19: calculate the weights: for all 1 ≤ i ≤ N
20: if t 6= 1 then
ω(i,t) ← pi(θ
(i,t))∑n
j=1 ω
(j,t−1)Kt(θ(i,t)|θ(j,t−1))
21: else ω(i,1) ← 1
22: end if
23: normalize the weights
24: end for
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Figure 5.2: Application of our method to the toy model with a local optimum. (a) The TAR curve for
the toy model, with solid and dotted lines indicating the mean, maximum and minimum predicted values
over 100 runs of our algorithm. The red dot indicates the value ∗ = argmax
∂2ℵ0()
∂2
. (b) Starting from a
population spread across both the global and local minimum, a threshold value of approximately 50 rejects
all parameters except those situated in a small interval about the true parameter value of 3. Successive
populations refine the distribution about this value.
More generally, we can see examples of TAR curves for a variety of models in Figure 5.3.
Although the structure of the proposal distribution and likelihood surface could give rise
to anything monotonic increasing, we tend to encounter three main types of curve (shown
in Figure 5.3); concave, convex and sigmoidal. Further, for their interpretation it helps to
consider each curve as a combination of convex and concave parts. A concave shape occurs
over a particular range of threshold values, when the majority of particles drawn from the
perturbed distribution (with distances relevant for this range) give rise to simulated data
that is relatively close to the observed data. The opposite is true for convex shapes.
One way the latter can happen is when the perturbed distribution spans a region of
parameter space that includes both a sharp global maximum and a broader local maximum
of the likelihood. To see this, one can imagine an –ball expanding about the true data; at
first the ball only encompasses a small number of particles that were drawn from very close
to the global maximum, corresponding to the low gradient at the foot of the shape. Once 
is large enough we are able to accept the relatively large number of particles sitting in the
local maximum, which causes a rapid increase in the gradient of the TAR curve and results
in convex behaviour. This is exactly the scenario described in the illustrative example
above where the ABC SMC algorithm is seen to fail when using various quantile strategies
to select the threshold values (Figures 5.1 and 5.2), and is likely to be a common occurrence
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Figure 5.3: (a) TAR curves for different models (clockwise from top left); a Gaussian p.d.f, a quadratic
function, the Repressilator, and the smallest biochemical system exhibiting a Hopf bifurcation. Solid
lines indicate mean values of 100 repeat predictions, with dotted lines the minimum and maximum pre-
dicted values. Red dots indicate the actual acceptance rate of an ABC run with corresponding thresh-
old values. (b) Typical TAR curve shapes. Red dots indicate the threshold values considered by our
method - either at the extreme of a convex section to avoid a possible local optimum, or the point
argmin ∆((

t−1 ,
ℵt()
ℵt(t−1) ), (0, 1)) that balances reduction of  with computational expense. In the case
where multiple threshold values satisfy the latter condition, we select the smallest one.
in biological systems where likelihood surfaces are known to be highly complex [10, 136].
Indeed below we present such an example involving the smallest possible biochemical
system that can exhibit an oscillation inducing Hopf bifurcation [137,138].
This interpretation of convex shapes as a symptom of sampling from local optima in the
posterior suggests the following criterion for threshold selection: the ABC SMC algorithm
can get stuck when a threshold schedule allows particles from a relatively broad local
optimum to be accepted too frequently and for successive populations — at each round of
the algorithm we risk not sampling from the correct posterior (i.e. that part of the posterior
that account for ‘almost all’ of the probability mass of the posterior) at all; diffusion
of the parameter particles to the incorrect area in parameter space is thus entropically
driven. This can be avoided by choosing a threshold that rejects these particles with high
probability. From the TAR curve we can identify such a threshold value as one that lies at
the bottom of the steep incline, i.e. argmax
∂2ℵt()
∂2
. For concave shapes the same danger
is not apparent from the curve, and we can instead try to balance computational expense
against the desired reduction in . Here we treat the TAR curve in the same spirit as we
would treat a ROC curve, identifying the optimal ‘cut-point’ as that which minimises the
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distance between ( t−1 ,
ℵt()
ℵt(t−1)) and (0, 1). Similar thresholds can be defined when the
relative tradeoffs between the need to reduce the threshold and computational expense
are weighed differently.
We can now state our proposed threshold selection method given the TAR curve:
1. If t > 0, define dmin to be the minimum distance produced by past simulations.
2. Define ∗ = argmax
∂2ℵt()
∂2
.
3. If ℵt(∗) > δ or ∗ > dmin (for the case t > 0), set t = ∗. (Detection of a possible
local minimum)
4. If ℵt(t) ≤ δ and ∗ ≤ dmin, choose t = argmin ∆(( t−1 ,
ℵt()
ℵt(t−1)), (0, 1)). (Reduction
of threshold v.s. Computational expense)
where δ is a small tolerance in the UT acceptance-rate estimation, to avoid choosing
thresholds with zero acceptance rates. Of course, the shape of the TAR curve is in general
unknown but below we show that it is often possible to obtain useful predictions of this
curve which allows us to ‘guess’ near-optimal thresholds.
5.4 Estimating the threshold–acceptance rate curve
The threshold selection scheme described above relies upon knowledge of the TAR curve.
In this section we suggest a computationally inexpensive way in which it can be approxi-
mated.
We first define formally the acceptance rate of the algorithm for round t > 0 and any
threshold,  by,
ℵt() :=
∫
pt(x)1 (∆(x, x∗) ≤ )dx (5.1)
where pt(x) is the distribution of the simulated data corresponding to parameters sampled
from the last population and perturbed by the kernel Kt, i.e.
pt(x) =
∫
qt(θ)f(x|θ)dθ
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with the perturbed distribution, qt(θ), defined via
qt(θ) :=
N∑
i=1
ω(i,t−1)Kt(θ|θ(i,t−1)) .
A simple way to estimate pt(x) would be via Monte Carlo approximation, i.e. simulating
data from a large sample drawn from qt(θ). However, the expense of such a naive approach
is generally prohibitive. In the following we will once again use the unscented transform
and model our data as a non-linear transformation, g, of the parameter θ with an additive
zero-mean noise term. However, the method can be extended to stochastic state space
models, with some limitations on the form of the observation model, or without these
limitations in an ABC filtering framework.
The unscented transform requires that the perturbed distribution, qt(θ), is decomposed
into a mixture of Gaussians,
qt(θ) ≈
∑
i
αipi(θ)
with each pi being a Gaussian density that can be fit by an EM algorithm. The choice of
number of components will be discussed below.
For each component of the mixture, we use the UT to approximate,∫
f(x|θ)pi(θ)dθ,
as described in Chapter 2.
Given the Upi(x), for each mixture component, we can approximate the distribution of the
output x as follows,
pt(x) ≈
∑
i
αi
∫
f(x|θ)pi(θ)dθ (5.2)
≈
∑
i
αi Upi(x). (5.3)
Samples {xj}j=0,...,M from the mixture of Gaussians distribution in equation (5.3) may
then be used as an inexpensive proxy for ABC simulations, and the acceptance rates can
be estimated as,
ℵt() ≈ 1
M
M∑
j=1
H(∆(xj , x∗)) (5.4)
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where,
H(∆(xj , x∗)) =
1(
1 + e−k
“
∆(y,y∗)

−1
”) (5.5)
is used as a smooth approximation to the ‘accept and reject’ indicator function, with k
controlling the severity of the step. The smooth approximation is necessary for estimating
the critical value,
∂2ℵt()
∂2
=
1
M
M∑
j=1
∂2H(∆(xj , x∗))
∂2
of the proposed threshold selection scheme.
In summary, the ABC SMC acceptance rate may be approximated for any threshold value
at the beginning of each round t > 0 of the algorithm using the steps:
1. generate a population of perturbed particles, sampling from {θ(i,t−1), ω(i,t−1)}1≤i≤N
and perturbing each particle independently with Kt,
2. fit a Gaussian mixture model to the perturbed population,
3. estimate pt(x) using the unscented transform independently for each component pi
of the Gaussian mixture,
4. estimate acceptance rates for different threshold values according to equation (5.4)
sampling from
∑
i αi Upi(x).
5.5 Applications to biological models
We now contrast our adaptive method to various fixed quantile threshold schedules in the
context of two biological dynamical systems. We consider two criteria: firstly, the total
number of simulations required to reach a pre-chosen threshold value; and secondly, the
proportion of repeat runs that fail, i.e. get stuck in a local minimum, or fail to reach the
threshold in a given (very long) period of time.
5.5.1 Computational expense: Quantiles vs UT
The repressilator has become a classic example of a synthetic biological oscillator [139].
It consists of six species (three mRNAs, (mi), and their protein products, (pi)), with
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Figure 5.4: a) Box plots showing the total number of simulations required to reach a threshold value of
35 (with the L2 distance function), for the Repressilator model and different threshold schedules. An order
of magnitude difference exists in the computational expense of the best and worst performing quantile
methods. Our adaptive method performs comparably to the best fixed quantile schedules. b) TAR curves
and threshold values selected by the adaptive method, with the greyscale (from light to dark) indicating
which round of ABC SMC the curve is predicting. The curves change distinctly as the prior mass shifts
towards the posterior.
regulatory links between them forming a single feedback loop — each protein inhibits the
production of the next protein’s mRNA. The dynamics of the species concentrations are
governed by the first order differential equations,
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dm1
dt
= −m1 + α1 + pn3
+ α0, (5.6)
dp1
dt
= −β(p1 −m1), (5.7)
dm2
dt
= −m2 + α1 + pn1
+ α0, (5.8)
dp2
dt
= −β(p2 −m2), (5.9)
dm3
dt
= −m3 + α1 + pn2
+ α0, (5.10)
dp3
dt
= −β(p2 −m2), (5.11)
where θ = (n, β, α, α0) is the parameter vector to be inferred. We set the initial species
concentrations to (m1, p1,m2, p2,m3, p3) = (0.0, 2.0, 0.0, 1.0, 3.0), and generate some os-
cillatory data by simulating the model with θ = (2.0, 4.0, 1000.0, 1.0), and “observing”
the state of p1 at time-points (4.0, 8.0, ..., 20.0), subject to some small added zero-mean
Gaussian noise with covariance 0.01I. With Gaussian prior distributions that encompass
the true parameter values, we perform ABC SMC, choosing thresholds according to our
method and a range of fixed quantile threshold schedules. The inferences are repeated 10
times for each method, and stopped once a round of ABC SMC has been completed with
a threshold value below a pre-chosen challenging threshold - in this case, 35, for which
accepted simulations are at least in qualitative agreement with the oscillatory data.
A comparison of the performance of each method is shown in Figure 5.4, along with
the predicted TAR curves and selected threshold values for the adaptive method. The
computational expense of the quantile methods is found to vary significantly and in non-
linear fashion, with the best performing quantile (0.3) over three times cheaper than the
worst (0.9). This highlights the difficulty of choosing fixed threshold values that perform
well. Our method scores similarly to the best fixed schedules (at approximately 4000
simulations), which suggests that it is successfully reducing the computational cost for
this inference.
Next we explore the effect of varying the number of components used for the Gaussian
mixture approximation. Figure 5.5a shows the predicted TAR curves and selected thresh-
olds for the first round of ABC SMC, using between 1 and 250 components. Although
it is possible to conceive of situations where the opposite would hold, in this example,
the use of fewer components is associated with under-estimation of ℵ0(), and the point,
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Figure 5.5: a) Plot showing how the predicted TAR curve changes as the number of mixture components
is varied between 1 and 250. Each curve is for the first round of ABC SMC, with the chosen threshold
value marked with a cross. Mixtures with lower numbers of components tend to under-estimate ℵ0(), and
the point, argmax
∂2ℵ0()
∂2
. b) Plot showing the percentage of the Repressilator inference running time
used to select the optimal threshold values, for different numbers of mixture components. As expected,
the higher the number of components used, the greater the computational cost incurred. Error bars show
1 standard deviation in each direction, and are calculated over 10 repetitions.
argmax
∂2ℵ0()
∂2
. For greater than 50 components, the selected thresholds seem relatively
stable at  ≈ 100 for this example. In general, we can say that the greater the number
of components used, the more accurate the acceptance rate approximations become, and
that this is because we are not only trying to fit the input distributions but allow enough
flexibility to approximate a possibly complex, multi-modal output. Indeed we find that
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increasing degrees of non-linearity in g requires more Gaussian components in order to
keep the accuracy at the same level (see Figure 5.6). However using more components has
the obvious downside of increasing the associated computational burden (Figure 5.5b).
Despite the results achieved here, using 100 components for each system when comparing
to fixed quantile selection schemes, an improvement to the method would be to update the
number of components automatically with respect to the model behaviour. Similarly to
how Gaussian mixtures can be adaptively chosen in particle based simulation of Liouville-
type equations [140,141], extra components could be introduced at the next round of ABC
SMC in close regions of the perturbed distribution, qt(θ), that are found to map to distant
areas in output space.
5.5.2 Oscillations and local minima
The model below represents the simplest biochemical reaction system that permits a Hopf
bifurcation [137,138]. It can be shown that this system, described by,
dx
dt
= (Ak1 − k4)x− k2xy,
dy
dt
= −k3y + k5z,
dz
dt
= k4x− k5z,
where, x, y, z, represent the concentrations of three reactants, ki, are the reaction rates,
and, A, is the fixed concentration of a fourth reactant, displays a limit cycle for Ak1 =
k3 + k4 + k5. Further, when the true value of Ak1 is greater than the critical value,
k3 +k4 +k5, the bifurcation has an effect on the likelihood of producing a global maximum
and broader local maximum, with the regions becoming more defined for larger data
sets [138]. This is illustrated in the legend of Figure 5.7, where the squared distance
between simulations (for different values of Ak1) and the data are shown for data sets of
size T = (100, 200, ..., 500), with fixed ki = 1 and the true value of Ak1 set at 5.5. Values
of Ak1 below the bifurcation point (Ak1 = 3) correspond to distances that, in the case of
larger T , are smaller than those for values of Ak1 above the bifurcation point that do not
belong to a small interval about the true value.
We repeat ABC SMC inferences 10 times for each of the data sets and for each threshold
choice scheme. The total number of simulations needed to reach a target threshold value
of
√
80T (scaled according to the size of the data set), is recorded unless this grows above
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Figure 5.6: Prediction errors. Plot showing the mean squared error in predicting acceptance rates
over 10 values of  for different numbers of mixture components. Results for simulation models (g(θ) =
θk, k = 1, ...6) of varying degrees of non-linearity are shown in different colours. Each prediction for each
combination of model and number of mixture components was evaluated 100 times, with error bars showing
1 standard deviation in each direction from the mean error value. In general, for less than 15 components,
the higher the degree of non-linearity, the greater the inaccuracy in the predicted TAR curves.
100,000, in which case the inference is considered to have failed. By varying T we are able
to examine the adaptability of our threshold choice method to different likelihood shapes
and, moreover, perform a “stress test” by controlling how challenging it is to avoid the
local maximum.
Results comparing our strategy to various fixed quantile schedules are shown in Figure 5.7.
We find that in all cases, the expense of our method is comparable or cheaper than the best
performing fixed quantile schedule. Furthermore, the variability in cost between different
data sets is smallest for our method. Moreover, our method is successful in all cases, while
the fixed quantile schedules (with the exception of 0.3) suffer failures for T ≥ 300; in one
case (for α = 0.9) this happens for every repetition. For the larger quantiles, these failures
are caused by the accepted population becoming trapped in the interval (0, 3), while for
the 0.01 quantile, the reduction in threshold can be too severe, which leads to a very low
acceptance rate and computationally overly expensive inference.
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Figure 5.7: Plots showing the performance of our adaptive method and different fixed quantile schedules
for parameter inference on the Hopf bifurcating system. For each data set and method, 10 inferences were
performed. Colours indicate the number of data points used for the inference, and crosses mark failures of
some inferences to reach a fixed threshold value (scaled according to the number of points used), within
100000 simulations. The percentage of runs that fail is also given where it is non-zero. The legend also
shows the `2 distance between simulations and data for each dataset, with the trough around the true
parameter value narrowing as the set size increases. Note that the computational expense varies least
across datasets for our method, which also suffers no failures. In comparison, the 0.9 quantile schedule
always fails when using 500 data points.
5.6 Discussion
Reducing the computational expense of sequential ABC algorithms is an important goal
in real-world applications of ABC. But while it is clear that careful threshold selection
is part of the solution, we have shown here that current methods with efficiency as their
sole objective, can risk the validity of the resulting posterior approximations. Specifically,
we have found that gentle reductions in the threshold, t, between populations have a
tendency to lead populations of particles to diffuse into broad regions of low posterior
probability. This should be a compelling argument against the popular quantile-based
adaptive schemes, in particular those where the computational cost is fixed, i.e. where
the number of simulations is specified and a fixed fraction of the simulated particles with
the smallest distances are used to make up the intermediate population. The attraction
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of fixed (or controlled) computational burden comes with the high risk of convergence to
spurious and biased “posterior” distributions.
Knowing the relationship between the acceptance rate and the  threshold schedule applied
in ABC SMC has obvious implications for the efficiency and computational affordability of
ABC inference in complex inference tasks. In addition to this, we have shown how convex
shapes within the TAR curve can indicate the presence of local optima and help identify
threshold values that avoid them. It is worth noting that this requires the parameter
space to be sufficiently explored; if particles are never sampled or perturbed outside of
the local minimum, then there is no way to know that lower distances are achievable. For
deterministic and stochastic state space models (the latter with some restrictions upon
the form of the observation function), the UT can be employed to predict the TAR curve,
and select such safe and (near-)optimal threshold value. The accuracy of TAR predictions
was found to be dependant upon both the number of Gaussian mixture components and
their placement, with 100 components fit via an EM algorithm more than sufficient for the
examples given here. However, it is possible to imagine even less well-behaved mappings
between parameter and state space for which the placement of the components must
be more carefully considered. Note that the UT is an ancillary or supporting statistical
inference step which allows us to fine-tune the technical parameters of the inference process;
in no way does this interfere with conventional Bayesian practice or conventions.
In this Chapter, we have focused on the sequential ABC algorithm proposed by Toni et
al [27] and Beaumont et al [131], but our approach can also be used for other ABC schemes
based on SMC such as the algorithms proposed by Drovandi et al [133] and Del Moral
et al [132]. Essentially, we have shown that algorithms such as ABC SMC are subject
to the same challenges as other local inference and optimisation methods; that inferred
solutions can be related to a local optimum of the likelihood or cost function. Such
problems are more widely recognised in ABC MCMC [142], where the inference is based
on the trajectory of a single particle as it explores parameter space. This exploration is
driven by an iterated two step procedure: the particle is first perturbed, and then accepted
or rejected depending (among other factors) on the distance between the observed data
and the data simulated conditionally on this perturbed particle. In the original version
of ABC MCMC, the particle is rejected if the distance is larger than a fixed threshold;
an extension of this algorithm uses a tempering schedule where the threshold value is
decreased at each iteration of the algorithm [129]. Our method could be extended to the
choice of the tempering schedule in this scheme, which has been observed to strongly affect
the convergence of this ABC MCMC algorithm [129].
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We have here focussed on dynamical systems where the observed data are compared di-
rectly to the simulations, rather than summary statistics of real and observed data. Ex-
tension of this approach to inference using appropriate summaries [143–146] is in principle
straightforward as the UT only aims to predict the shape of the TAR curve. When multi-
ple summaries are used that may not be aggregated into a single statistic the same method
could still be used to predict the higher dimensional TAR “curve”. How to interpret such
an object and identify safe and efficient threshold choices is a topic of future research.
The remaining parts of the algorithm are not affected by this in principle, although in
practice the Gaussian mixture model and other factors affecting efficiency and accuracy
of the predictions may need to be considered carefully.
It has to be kept in mind that at the moment we adopt a greedy procedure and predict
only the next threshold. Providing a global choice of the t threshold for all t is a much
harder inference task. Although the overall number of simulations in the ABC SMC
scheme (once all t are determined) may be less than the number of simulations required
by our greedy approach, we believe that the computational burden and complications
inherent in determining global schedules are prohibitive. We conclude by noting that
the choice of an optimal t schedule will depend on the choice of the kernel as well as
the model at hand. In order to derive maximum benefit from ABC approaches in the
context of challenging real-world problems serious consideration needs to be given to their
computational performance, as well as to their theoretical validity.
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Conclusion
The objective of mechanistic models is, at some level, to explain the underlying processes
of the studied system. If these processes are unobserved, the model represents a set of
biological hypotheses that must be tested. Validation/invalidation usually takes the form
of fitting the model to the available data, or to data generated under some conditions
at which the model makes an interesting prediction. If the model cannot fit the data
satisfactorily, the corresponding combination of biological hypotheses can be rejected, and
others considered.
biological system
Possible    
 designs
Figure 6.1: The modelling work flow. Models and parameters are subject to selection/invalidation via
experimental data. In this thesis, we have demonstrated how they can also inform the experiment choices,
and how design objectives or desired types of behaviour can replace or augment the role played by data.
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In system biology, this is a work flow (Figure 6.1) fraught with difficulties; the data are
usually limited and noisy, the dynamics can be dictated by stochastic effects, model param-
eters are often unknown and unobservable, and the complexity of the models themselves
generates a non-trivial computational burden for inference tasks. In this setting ‘the un-
reasonable effectiveness of mathematics’ [147, 148] can prove alluring. Good fits to data,
or correct model predictions can be seen to indicate a successful representation of the
underlying biological mechanisms, when in fact they are due more to the flexibility of the
model formulation.
In this thesis we have approached these issues within the context of three components
of the modelling cycle; data choice, model selection and parameter estimation. Firstly
we have offered an alternative to the data-centric modelling approach, by developing a
qualitative inference framework that allows us to both reverse engineer and design systems
exhibiting desired dynamical behaviours. Arguably, solutions which display the correct
qualitative behaviour are more interesting than those which fit to some limited noisy data.
Moreover, application of such an inference leads naturally to meaningful hypotheses, by
linking the inferred parameter values or distributions directly to the behaviour of interest.
For example, we were able to suggest that a relatively low rate of nuclear shuttling of Hes1
protein was needed for oscillations to occur in the Hes1 regulatory system, and further,
that it is not necessary to impose the discrete time delays previously posited to explain
said oscillations [75,77,78]. Both for inference and design problems we foresee vast scope
for applying this type of qualitative inference-based modelling – the next step perhaps
being the development of a toolbox of other biologically relevant behavioural encodings.
For example within synthetic biology, the ability to identify minimal biological circuit
topologies with the dynamical properties of different electric circuit components would be
very useful.
At the model selection level, we have contributed a framework for Bayesian comparison
of stochastic state-space models. Based upon the unscented transform for propagating
probability distributions through non-linear functions, the framework’s primary strength
is computational efficiency. Indeed we were able to perform analyses on families of crosstalk
models, four models of the JAK-STAT signalling pathway, and a set of linear ODE systems,
that each required thousands of marginal likelihood distribution computations – the scale
of which is completely beyond cutting edge Monte Carlo based methods such as [27].
Although our results with simple examples were reassuring of the method’s accuracy,
future work will include investigating the impact of the various Gaussian assumptions,
and the limitations of the method with respect to model size and complexity.
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Returning to the question of data choice, we showed how experiments could be designed
such that the generated data were maximally discriminatory between competing models.
By utilising the efficiency of the UT once again, continuous ranges of in-silico experiments
were considered to identify signalling crosstalk connections, and novel investigations were
conducted into the robustness of model selection results to changes in experimental con-
ditions. Results from the latter two studies illustrate some common pitfalls associated
with modelling and inference. Firstly, we showed that the conclusions of a model selec-
tion analysis can change depending on the experiment undertaken. Related to this, we
observed that confidence in such a conclusion is not a good estimator of the predictive
power of a model, or the correctness of the model structure. Further we note that the use
of experimental design in this context maximises the expected discriminatory information
available, and implicitly makes confidence in the outcome a criterion for model selection.
Within the parameter inference context, we were concerned with sequential ABC algo-
rithms – an increasingly important class of likelihood-free inference techniques. We showed
how the relationship between the acceptance rate and the  threshold schedule of these
algorithms could be predicted and exploited to manage the efficiency and computational
affordability of ABC inference. Perhaps most importantly, we demonstrated how such
acceptance rate – threshold curves could be used to diagnose and avoid convergence to
spurious and biased ‘posterior’ distributions. Similar to local-minima in optimization, this
problem is commonly encountered with gentle reductions in thresholds, t, between popu-
lations. Such threshold schedules have a tendency to lead populations of particles to diffuse
into regions of low posterior probability. We argued that this is a serious drawback of the
popular quantile-based adaptive schemes, in particular those where the computational cost
is fixed.
It is a guiding principle of modelling that improved fits to data or better model predic-
tions provide evidence of truer representations of the real system. Constructing counter-
examples for this assertion is easy – indeed results from this thesis show that improved
data fitting and predictive power (although desirable in their own right) can be achieved
by including more inaccuracies in the model. However, what is extremely challenging and
important is to understand the implications of model inaccuracies in general. When are
families of putative models and studied systems well behaved enough that the guiding
principle holds? Can we predict the impact of the possible inaccuracies (a model struc-
ture sensitivity analysis)? While these questions are beyond us, we stress that assumptions
about the correctness of the model should not remain implicit. The conditionality upon the
model of any conclusions drawn should be made transparent, since even small inaccuracies
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in the model (or changes in the experimental conditions) could alter these conclusions.
To end, we would emphasize that despite the challenges of understanding how correct our
models are, their value for the study of biological systems is beyond doubt. Modelling
provides a natural setting for mathematicians, engineers and physicists to explore biolog-
ical problems, exercise their own intuitions, apply theoretical techniques, and ultimately
generate novel hypotheses. Whether the hypotheses are correct or not, the necessary
experimental checking will reveal more about the biology.
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UKF algorithm
• Initialization:
θˆpo0 = E(θ)
Ppo0 = E((θˆ0 − θ)(θˆ0 − θ)T )
For each time point k = t1, ..., tN :
• Prediction step:
θˆprk = E(θk|yi6k−1)
= θˆpok−1
• Update step:
θˆpok = E(θk|yi6k)
= θˆprk +Kk(yk − yˆk)
Ppok = P
pr
k −KkGθˆpr
k
Pprk ,
where
Pprk = P
po
k−1 +Qk−1
yˆk = E(Gθˆpr
k
xk−1)
Kk = P
pr
k G
T
θˆ
pr
k
R−1k
Rk = Cov(vk)
Qk = Cov(uk)
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UKF internal parameter choices
The UKF parameters, κ and β were chosen as 0 and 2 as suggested in the literature. Our choice of α
was forced by practical issues; taking α very small (in order to minimise non-local effects) can cause the
sigma-point weights to be large enough to magnify numerical inaccuracies to non-trivial levels, and lead
to divergence of the filter. We found that the filter performed more reliably for α ≈ 0.7.
In the examples presented in Chapter 3, the measurement noise covariance is chosen as Qk = aI, with
a ∈ R and I the identity matrix, as suggested by E. Wan and R. Van Der Merwe [149]. We find that
varying a over different orders of magnitude does not effect the ability to achieve qualitatively acceptable
parameter regimes (results not shown); indeed it can be shown that (if the filter converges) a fixed diag-
onal measurement noise covariance matrix cancels out of the UKF parameter estimation algorithm [149].
However, we do find that the choice of a can influence the time taken to reach qualitatively acceptable
parameter combinations, with a ≈ 0.01 performing well for the examples presented here.
Non-diagonal entries of the process noise covariance, Pk, are also fixed at zero, with each diagonal en-
try taken at the same order of magnitude as its corresponding initial model parameter choice. It is worth
noting here that unlike in the state-estimation case, the ‘artificial’ process noise, vk, has no physical in-
terpretation. It may even be set to zero [33], though non-zero choices can help the algorithm skip out of
non-optimal local minima [149] and allows the posterior to converge to non-point estimates, or converge
at all in the case that the cross-covariance of the parameter prior and predicted data (Lyapunov expo-
nents) remains non-zero. This can be seen by examining the UKF equations for converged P pok . Different
methods exist for updating the process noise at each iteration of the filter to control the weight given to
past and current observations [149], e.g. by annealing the covariance towards zero or by making use of
the Robbins-Monro stochastic approximation scheme described in detail elsewhere [150]. In the examples
presented here, we find that keeping the value fixed gives the most reliable results, possibly reflecting the
complex nature of the likelihood surface defined by our choice of g.
Constraining the inference
Sometimes we may wish to constrain a search to particular regions of parameter space. In the context of
modelling a real world process, this may be based upon the physical impossibility of certain parameter
combinations (e.g. negative chemical reaction rates). More generally we may wish to avoid ‘badly behaving’
regions of parameter space where the model is, for example, unbounded. Instead of constraining the
unscented Kalman filter algorithm, we write a new observation function g∗ = g ◦p, where p maps the input
parameters onto the region of interest. For example, in order to avoid negative chemical reaction rates, p
may output the absolute value of the parameters (and the unchanged model). Note that the parameters
inferred by the filter must then be interpreted in light of p.
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The UT provides a local approximation
The derivation given in Chapter 2 clarifies the role played by the UT within the UKF for parameter estima-
tion. Essentially it allows us to map back and forth between parameter and data space by approximating
the joint prior and data distribution. We move from the prior (parameter space) to the marginal likelihood
(data space), and then use the cross-covariance to evaluate the posterior distribution (parameter space).
However it is important to note another property of the unscented transform – its locality. The ap-
proximation is only valid sufficiently near to the prior, and in general, this is not the case for the posterior
distribution. While the mean and covariance of the marginal likelihood distribution are accurate to 3rd
order in the Taylor expansion, no such result holds for the posterior distribution which depends strongly
upon the behaviour of the observation function, g, near both prior and posterior. In fact, despite obtaining
very accurate marginal likelihood approximations, ‘extrapolated’ UKF estimates for the posterior can be
significantly inaccurate.
With enough data the distance between prior and posterior pairs may decrease over iterations of the
filter, consequently alleviating the problem. Unfortunately financial and technical limitations mean that
we rarely have this luxury in the biological sciences. With this motivation we outline here an extension to
the algorithm that is particularly suited to limited data applications, where improved accuracy is achieved
at the expense of increased computational cost.
A more accurate UKF
Once again we consider a single step of the algorithm, with all variables as above. Omitting the step index
and conditionality on previous data for brevity, we define a new random variable φ = g(θ), approximating
its distribution using the unscented transform, φ ∼ N(φˆ,Σφ). We consider a new inference problem with
a prior in data space, N(φˆ,Σφ), data as above, and observation model defined by,
y = φ+ u,
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with measurement noise u as before. Noting that the likelihood is also normal with distribution N(φ,Q),
we use the technique of conjugate priors to write down the exact posterior,
φ|y ∼ N((Σ−1φ +Q−1)−1(Σ−1φ φˆ+Q−1y), (Σ−1φ +Q−1)−1).
In the case of g being injective, the mean and variance of this ‘data-posterior’ are identical to those of the
transformation under g of the parameter posterior, P (θ|y) (the posterior predictive distribution).
We first note that the likelihoods P (y|θ) and P (y|g(θ)) are identically distributed with mean g(θ) and
covariance Q. This allows us to write the posterior distribution of θ in terms of the posterior distribution
of g(θ),
P (θ|y) = P (y|θ)P (θ)
P (y)
(1)
= P (y|g(θ))P (θ)
P (y)
(2)
= P (g(θ)|y) P (y)
P (g(θ))
P (θ)
P (y)
(3)
= P (g(θ)|y) P (θ)
P (g(θ))
(4)
(5)
EP (θ|y)(g(θ)) =
Z
g(θ)P (θ|y)dθ (6)
=
Z
g(θ)P (g(θ)|y) P (θ)
P (g(θ))
)dθ (7)
=
Z
g(θ)P (g(θ)|y) P (θ)
P (g(θ))
)× P (g(θ))
P (θ)
dg(θ) (8)
=
Z
g(θ)P (g(θ)|y)dg(θ) (9)
= EP (g(θ)|y)(g(θ)) (10)
In Eqn 8, we use the fact that for an injective differentiable function g, and continuous random variable
X,
|P (g(X))/P (X)| = |det(J(g)|X)|
where J(g)|X is the jacobian of g evaluated at X. Similarly we have E(g(θ)2), and thus we also have
covarP (θ|y)(g(θ))] = covarP (g(θ)|y)(g(θ)).
The idea (outline in Figure 2) is to use the estimated mean and covariance of the posterior predictive
distribution, P (g(θ)|y), as target data for an optimisation problem that yields an estimate for the locality
of the parameter posterior, i.e. we search for a Gaussian distribution that maps onto P (g(θ)|y) using the
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g(θ) - space
θ - space
P(g(θ) | yi<k) P(g(θ) | yi<k+1)
P(θ | yi<k)
Exact Bayes update
g
E(θ*)
var(θ*)
g
Figure 2: A UKF type algorithm for use with small data sets. The locality of the posterior distribution
is estimated via optimization. A mean and variance are sought that map (dotted line) onto the posterior
predictive distribution, which itself is estimated using conjugate priors in data space.
UT. Once found, such a distribution can be used to build the bivariate relationship between parameter
space and data space which is more reflective of the behaviour of g near the mode of the posterior dis-
tribution. This joint distribution can then be used for evaluating the usual Kalman filter update equations.
While injectivity is of course a very strong and limiting assumption, it is worth noting that the UKF
itself only allows inference of unimodal estimates of the posterior distribution, with the sigma-points often
scaled to reflect only the local behaviour of the non-linear transformation, g. Further, the optimization
step only affects the moments of the joint parameter and data distribution used in the update equations.
The optimized moments are at least equally valid to those used in the original algorithm, and since they
are based on a parameter distribution that shares support with the posterior distribution, they are more
likely to capture the behaviour of g near to this posterior.
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Estimating Lyapunov exponents
Lyapunov exponents describe the rate of separation of nearby trajectories and allow the predictability of a
system’s future states to be quantified [151]. In our qualitative inference framework we exploit their ability
to discriminate between qualitatively different orbit types, allowing us to drive the inference of parameters
and initial conditions. Various algorithms exist for the estimation of these quantities both directly from
ODE models and from time-series data [64, 66, 152]. For the results presented in the following chapter,
Lyapunov spectra were calculated using a Python implementation of a method proposed by Benettin
et.al. [67] and Shimada and Nagashima [68] (outlined below), for inference of Lyapunov exponents when
the differential equations are known.
Estimating the Lyapunov spectrum of a differential equation model
While analytic evaluations of Lyapunov spectra exist for certain special cases or simple systems [153–155],
generally applicable strategies must resort to numerical estimation techniques such as those referenced
above. A naive approach to studying a system’s sensitivity to initial conditions would be to directly track
the evolution, under the gradient field f(xt), of a set of initially close points and subsequently extract
principal rates and directions of contraction/expansion. However, for the following reasons this turns out
to be unfeasible:
• The Lyapunov spectrum describes the average local rates of divergence of nearby trajectories. Under
chaotic dynamics and given sufficient time, any deviation from an initial point, no matter how small,
will grow too large to represent the local dynamics.
• Finite errors in computer calculations and storage mean that every direction in state-space is con-
taminated by a component in the direction of the dominating max(λi). Hence any principal axis
evolved through computer simulation will degenerate to align almost entirely along the direction of
maximal expansion.
A method employing Gram-Schmidt Re-orthonormalization (GSR) addresses these two issues [67,68] (see
Figure 3). Here an initial N -dimensional orthonormal axis, {e01, ..., e0N}, with origin at x0, is chosen
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Figure 3: Lyapunov exponents. Lyapunov exponents characterise the long term evolution of the axes
of an infinitesimal ball about an initial point in phase space. In the estimation method, an arbitrarily
chosen orthonormal axes and the initial condition are evolved simultaneously via the linearised and true
system equations respectively. GSR is periodically employed to correct for numerical corruption of the
vector directions. Lyapunov exponents are calculated as the average rates of growth of the projections of
the evolved axes vectors (red) onto their re-orthonormalized versions (blue).
arbitrarily (e.g. the canonical basis) and integrated simultaneously to the initial condition. Whilst the
trajectory from x0 is determined by f , each e
0
i is evolved according to Df(xt). The first problem is thus
avoided since the linearized equations approximate the real dynamics only at infinitesimally close points
to xt. Linearity allows the application of Df(xt) to finite magnitude vectors making up the principal axes.
The second issue is resolved by a periodic application of GSR to re-orthonormalize the collapsing axes. Let
{et1, ..., etN} be the set of vectors obtained by numerical integration of the principal axes at time t; GSR
defines a new orthonormal set {eˆt1, ..., eˆtN} as,
eˆt1 =
et1
||et1||
, (11)
eˆt2 =
et2 − 〈et2, eˆt1〉eˆt1
||et2 − 〈et2, eˆt1〉eˆt1||
, (12)
. (13)
. (14)
. (15)
eˆtN =
etN − 〈etN , eˆt1〉eˆt1 − ...− 〈etN , eˆtN−1〉eˆtN−1
||etN − 〈etN , eˆt1〉eˆt1 − ...− 〈etN , eˆtN−1〉eˆtN−1||
. (16)
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Note that the space spanned by the first k vectors is fixed under GSR, and so is free to ‘seek’ (driven by
numerical error) the k-dimensional space with the highest rate of expansion. Thus, since the axes obtained
by GSR are orthonormal, the k-largest Lyapunov exponents may be obtained from the average rate of
growth of the projection of the eti onto eˆ
t
i.
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