This review is an expository treatment of the displacement of one Ouid by another in a two-dimensional geometry (a Hele-Shaw cell). The Saffman-Taylor equations modeling this system are discussed. They are simulated by random-walk techniques and studied by methods from complex analysis. The stability of the generated patterns (fingers) is studied by a WKB approximation and by complex analytic techniques. The primary conclusions reached are that (a) the fingers are linearly stable even at the highest velocities, (b) they are nonlinearly unstable against noise or an external perturbation, the critical amplitude for the noise being an exponential function of a power of the velocity for high velocities, (c) such exponentials seem to dominate high-velocity behavior, as can be seen from a WKB analysis, and (d) the results of the SaffmanTaylor equations disagree with experiments, apparently because they leave out film-flow phenomena.
basic problem is understanding the nature of the instabilities that might arise when a more viscous fluid is displaced by a less viscous one. In addition, one~ants to know how surface tension can restore the stability of nontrivial flow patterns. This paper is intended to be expository. Hence, there is an emphasis upon those parts of the field that we feel best qualified to explain, and indeed upon our own work.
In the first section, we describe the physical situation, restate the description in terms of partial differential equations, and summarize our state of knowledge about the solutions to the equations and the physical phenomena that arise. The second section relates the viscous-flow problem to a much-studied theoretical model, diffusionlimited aggregation (DLA) . In these and other twodimensional problems one can often make considerable progress by using calculational methods based upon analytic functions of complex variables. Section III describes how these methods can be used to obtain exact solutions for zero-surface tension, while Sec. IV sets up the interface equations for nonzero-surface tension. Finally, the fifth section uses complex-variable methods and WKB analysis to describe the stabilization of fingerlike flow patterns.
The case we shall consider has the simplest possible geometry. Following Hele-Shaw (1898) Such pattern formation problems are common in hydrodynamic systems. Perhaps the best studied ones involve the patterns formed by the interface between two phases: a solid and a fluid, or two fluids. In turn, one of the simplest problems of this class is the Saffman-Taylor (1958) problem in which two fluids move in the narrow space between two plates. This geometry is called a Hele-Shaw cell (Hele-Shaw, 1898; see Fig. 1 ).
When the plate separation b is very small, the problem is effectively two dimensional.
If we call the coordinates perpendicular to the plates z, and the other two x and y, we can specify the problem by the two components of the velocity, v"and v~, the pressure P(x,y), and a twocomponent vector y(s), which sweeps out the position of the interface as s is varied.
The basic equations involved are very simple. In each fluid, the average velocity parallel to the plates is proportional to a local force (Saffman and Taylor, 1958) v(x,y) = I; [VP(x,y) Continuity also implies a boundary condition that, at the interface, the normal components of the velocity be equal to each other and to the speed of the interface v"= ICi(VP) -)"=K2(VP2-)", (1. 4) AI'=Tv .
(1.5a) Barenblatt, 1979) Pelce and Pomeau (1986a, 1986b ) derived a nonlinear eigenvalue equation governing the shape and velocity of a dendrite (in the low-Peclet-number limit of the "two-sided" model). The work of Barenblatt and Zel'dovich (1972) also largely anticipated the ' microscopic solvability" principle put forward by Kessler, Koplik, and Levine (1984 Levine ( , 1985a and BenJacob and co-workers (1984) to explain the growth velocities in their models of solidification. See also recent work of Meiron (1986) and Kessler and Levine (1986a) Sarkar (1984) ; see also the work of Meyer (1982) and Howison (1985) .
These singularities correspond to -, power cusps in the interface. After the appearance of the cusp the calculations (and probably the solutions) break down. Some of the time-dependent solutions evolving into such cusps can be found explicitly (Meyer, 1982; Shraiman and Bensimon, 1984; Howison, 1985) . While many initial conditions lead to cusps, there are also some special iriitial conditions that
give instead A, = -, ' steady fingers. These T =0 results can be derived using the conformal mapping method, which we shall describe in Sec. III.
In the last year, as a result of the experimental studies of Tabeling and Libchaber (1986) and the theoretical work of Levine (1986a, 1986b) , DeGregoria and Schwartz (1986), and Bensimon (1986) , a new understanding of the stability problem began to emerge. [See also the earlier experiments of Aribert (1970) , as well as the more recent work of Maher (1985) . ] First of all, experimentally the fingers at high velocity (small do) are unstable (a fact that was observed, but for some reason ignored in Saffman and Taylor, 1958 Schwartz (1986) that in the numerical simulations the disturbances generated at the tip decay in amplitude as they are subvected along the side of the finger. DeGregoria and Schwartz (1986) and Bensimon (1986) conditions. If one has a random walker moving through any volume of space, the probability that the walker will land on a given site P(r) also obeys Laplace's equation.
This mathematical analogy can be used to set up a conceptual model equivalent to the Hele-Shaw system in which, instead of fluid flow, one has the motion of random walkers. It is closely related to another muchstudied model, diffusion-limited aggregation, and it pro-(see Sec. V.D below). He also found the most unstable modes, which are in excellent agreement with the experiments of Tabeling and Libchaber (1986) .
The physical mechanism involved here appears to be very similar to the one proposed earlier by Zel'dovich and co-workers (1980) in connection with the stability of cellular flames. The growth rate of a disturbance is proportional to the normal velocity of the interface, so that it is large at the tip and approaches zero toward the side of the fingers. As the finger moves forward, the disturbance moves more slowly than the tip, so that it gradually moves toward less unstable regions. When the instability becomes weak, even a little surface tension is sufficient to damp out the disturbance. In Sec. V we shall derive the result (1.16), using these ideas of Zel'dovich and coworkers (1980 Fig. 5 ) or water (shown as the white region in Fig. 5 ). In the DLA picture, the aggregate is the air region; the empty space corresponds to the high-viscosity fluid. Random walkers are released far from the aggregate. They move about until they wander over an air-water bond. As they cross the bond, the air advances by one unit occupying the last site visited by the walker. Then the process begins again.
The differential equations are simple. The probability that a site will be visited obeys the lattice version of as far as we know no Hele-Shaw experiment in a Newtonian fluid has ever shown an apparently fractal structure like that in Fig. 9(c Bensimon (1984) , and after some algebraic manipulations, one can obtain the "pole dynamics" equations: a system of m ordinary differential equations governing the motion of the critical points of the map, a~(t), of the form A. Introduction There are several different ways of studying the fluid flow that results when the surface tension is not zero.
Some of them have already been mentioned. Section II outlined the application of random-walk techniques to this problem. Tryggvason and Aref (1983, 1986) (1981) . Equations (3.22) then have the solution a, (t) The existence of a "pole" decomposition is somewhat surprising, since this is more commonly associated with integrable systems, such as, the Burgers equation (Calogero, 1975; Choodnovsky, 1977) and the K d V equation (Kruskal, 1974; Moser, 1975) , although it has been discovered in a few other systems as well (see Lee and Chen, 1982; Thual, Frish, and Henon, 1985) . The differential equations [Eqs. (3.22) ] can be solved explicitly in some cases; otherwise, they can be studied numerically.
It can be shown (Sarkar, 1984; Howison, 1985) that most initial conditions of the form of Eq. In this section we shall describe yet another method. This one is based upon the conformal mapping approach of Shraiman and Bensimon (1984) and was used in the simulations carried out by Bensimon (1986) . Similar ideas were used by Menikoff and Zemach (1983) The two-dimensionality of the problem greatly simplifies the task by allo~-ing the use of the conformal mapping technique.
The idea, which is standard in all textbooks on complex variables, e.g;, Carrier, Krook, and Pearson (1966) , is based on the Riemann mapping theorem. This theorem ensures the existence of a conformal map from the complicated, but simply connected, domain enclosed by the interface y into a standard domain, the interior of the unit disk. Within the disk the Dirichlet problem for the potential y, Eqs. (4.1a) and (4.1b), can be readily solved. That solution then enables us to rewrite Eq. (4.1c) as an evolution equation for the mapping. As in Sec. III, we introduce the complex potential 4(z) = y(x, y)+ P(x,y) (with z =x+iy) We then c. onformally map the domain of interest, i.e. , the space occupied by the driven fluid, into the unit disk (~co~&1): z=f, (co) (see Fig. 11 ).
Since the interface y between the two fluids is the image The solution is known to be given by the Poisson integral formula. That formula states that the function analytic for~~~& 1, g(co) =g(co)+ih (co), for which the real part on the unit disk g (s) can be written as g(s)=ap+ g (a"e' +a"*e '"'), n=0 must be (4.4a) g(cp)-:A Igj(cp) =ap+2 g a"to". Fig. 12{c) ]. This is in qualitative agreement with recent numerical and experimental work Park and Homsy, 1985; Liang, 1986; DeCxregoria and Schwartz, 1986 Levine (1986a, 1986b) and Bensimon (1986) , carried out numerically, have shown the fingers to be stable to infinitesimal per-4A similar mechanism was proposed by Landau and Lifshitz (1959) to explain the nonlinear instability occurring in Poiseuille flaw.
A related %KB scheme was used by Langer (1986) Bensimon (1986) expanded f in a power series in do and then used that expansion to calculate M and M' to first order in do.
The eigenspectrum for do --0.05 is shown in Fig. 14 Kessler and Levine (1985b) and Bensimon (1986) are the most reliable. ft(co)= f (co)+&&(co) .
(5.14)
Here f (co) is the steady-state finger solution, which then depends upon do, and A, (co) is a small time-dependent deviation from this solution. Since f, (co) is analytic inside the unit disk, we may assume f (co)= g f"co", Fig. 15: There are two asymmetric oscillatory modes, which we call the "hump", and "tip-wobbling" modes, and a symmetric nonoscillatory one that correspond to a change in the width A, of the finger. These modes have apparently been observed in numerical simulations [ Fig. 9(a) ; Liang, 1986] and in experiments interface. Figure 16 compares (Kolmogorov et al. , 1937; Fisher, 1937; Aronson and Weinberger, 1978) and in a class of nonlinear first-order partial differential equations (Shraiman and Bensimon, 1985) . Clearly One might expect this complex of ideas, and especially the idea of a singular perturbation, to be an important part of our understanding of other free interface problems. Rapid progress is being achieved in describing directional solidification, electrodeposition, and so forth. In the next few years considerable progress is to be expected in these problems of dynamical pattern formation. In fact, it might be that several features of these problems will emerge as the result of different kinds of singular perturbations upon the basic zero-tension Saffman-Taylor problem.
