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Introducción 
El presente texto es el resultado de la depuración de las notas de clase 
del curso de matemáticas III para la Facultad de Ciencias Económicas de la 
Universidad Nacional de Colombia, sede Bogotá, y de cursos de economía 
matemática de pregrado de otras universidades que he dictado durante 
varios semestres. Se quieren presentar los temas abandonando la visión 
hacia la física o la ingeniería, con enfoque y aplicaciones a las ciencias 
económicas, que sirvan de base a los cursos que requieren las herramientas 
matemáticas de optimización estática y dinámica aquí presentadas. 
Se han desarrollado temas que van un poco más allá de lo básico, sin 
convertirse en un libro para estudiantes de matemáticas; se pretende seguir 
la idea de Maurice Allais: " ... El rigor debe apuntar hacia la comprensión 
del alcance de la hipótesis y la interpretación de los resultados. Jamás debe 
convertirse en un pretexto para hacer matemáticas por sí mismas". Por 
eso es un tanto informal, no se demuestran todos los teoremas, la teoría 
se ilustra con ejemplos y al final de cada tema se proponen ejercicios de 
variada dificultad para ilustrar y mecanizar lo expuesto en cada sección. 
En los tres primeros capítulos se presentan las bases sobre conjuntos, 
topología, funciones, grafos y contornos. El capítulo cuatro está dedicado a 
la convexidad. En el cinco y el seis se estudian la optimización estática no 
restringida y restringida, respectivamente, y se exponen los teoremas más 
importantes sobre optimización estática, base de la microeconomía. Los 
capítulos siete y ocho construyen las bases en procesos dinámicos discretos 
y continuos para poder presentar, en el nueve, los métodos básicos de opti-
mización dinámica. En el último se tratan los temas básicos de optimización 
dinámica: cálculo de variaciones y control óptimo. Aunque éstos no hacen 
parte del curso de matemáticas III, sí lo son de los de economía matemáti-
ca, además de servir como referencia en temas de crecimiento económico, 
macroeconomía y política económica. En la última sección de los capítulos 
siete, ocho y nueve se presentan tres aplicaciones de la teoría a modelos 
económicos de mercado, generacionales y de enfoque de la dinámica en 
economía. 
Como es intrínseco a cualquier actividad humana, el texto puede conte-
ner errores. Agradezco a los profesores Víctor Ardila y Sergio Monsalve y 
VI 
VII 
a mis alumnos de semestres anteriores que han tenido la paciencia de leer 
y corregir versiones preliminares de este texto, como también a quienes me 
hagan notar los errores que aún queden por corregir. 
Arsenio Pecha C. 
Capítulo 1 
Conceptos básicos 
1.1. Lógica 
Puesto que los resultados en matemática son de la forma: si hipóte-
sis, entonces tesis (simbólicamente, H =} T), la lógica matemática es el 
cimiento de todas las construcciones. En el cálculo de proposiciones se 
estudian proposiciones que son enunciados con un valor de verdad, es 
decir, de ellas se puede determinar si son verdaderas o falsas l . Las proposi-
ciones atómicas son los enunciados más simples con sentido de veracidad. 
"Llueve" es una proposición atómica, ya que dependiendo del momento y 
lugar en el que se diga y de lo que se considere llover, es verdadera o falsa; 
"buenos días" no es proposición, de ella no se puede determinar su valor de 
verdad. 
Las proposiciones moleculares están formadas por proposiciones atómi-
cas y conectivos que son las palabras no, y, o, entonces y si y sólo si. 
"Si María es alta, rubia y viste bien, entonces llama la atención" , es una 
proposición molecular ya que está compuesta de proposiciones atómicas 
(María es alta, María es rubia, María viste bien y María llama la atención), 
conectadas por las palabras y y si entonces. 
Toda proposición se puede simbolizar por una fórmula proposicio-
nal que está formada por letras que representan las proposiciones atómicas 
llamadas letras proposicionales y los símbolos V, /\, =}, {:} que represen-
tan respectivamente los conectivos binarios (conectan dos proposiciones o 
fórmulas proposicionales) o, y, si entonces y si y sólo si, y el símbolo 
...., que representa al conectivo unitario no (niega una proposicón o fórmula 
proposicional). La fórmula proposicional que simboliza "Si María es alta y 
1 La lógica difusa considera varios valores de verdad, p.e. se pueden considerar valores 
entre O y 1 donde O representa falso, 1 verdadero y 0,8 representa algo más verdadero 
que falso, etc. 
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rubia, y viste bien, entonces llama la atención" es 
(p /\ (q /\ r)) => 5, 
donde las letras proposicionales tienen el significado: p: María es alta, q: 
María es rubia, r: María viste bien y 5: María llama la atención. 
Los valores de verdad para las fórmulas proposicionales se encuentran 
dando valores de verdad a las letras proposicionales y usando las tablas de 
verdad para las fórmulas básicas: no (negación), o (disyunción), y (con-
junción), si ... entonces (implicación): 
p q ""'p pVq p/\q p=>q 
V V F V V V 
V F F V F F 
F V V V F V 
F F V F F V 
En la implicación p => q, la proposición p se llama el antecedente y 
q el consecuente. Esta proposición tiene varias formas de enunciarse: si p, 
entonces q; p sólo si q; p es condición suficiente para q; q es condición 
necesaria para p. Una forma mnemotécnica para estas equivalencias es: si 
Juan es bogotano, entonces es colombiano; Juan es bogotano sólo si es 
colombiano; una condición suficiente para que Juan sea colombiano es que 
sea bogotano; es necesario que Juan sea colombiano para que sea bogotano; 
bogotano implica colombiano. La fórmula p {::> q es la abreviación de (p => 
q) /\ (q => p) y simboliza la proposición p si y sólo si q. 
Dos fórmulas proposicionales h y 12 son equivalentes (JI == 12) para la 
lógica, si tienen la misma tabla de verdad. Si las fórmulas son equivalentes, 
la tabla de h {::> 12 es una tautología, esto es, para cada una de las posibles 
combinaciones de valores de verdad de las letras proposicionales el resultado 
de la tabla de verdad es V. 
Otro nivel de la lógica es el cálculo de predicados (o lógica de primer 
orden), en el cual, además de los conectivos, se usan cuantificadores, sujetos, 
predicados y relaciones. Los cuantificadores son las palabras "para todo" y 
"existe" simbolizados por V y :3 respectivamente. Sobre los sujetos recae la 
acción que describe el verbo y se simbolizan usando letras minúsculas. 
En la frase "Juan ríe" el sujeto es Juan y se simboliza j: Juan. Lo que 
se dice de un sujeto es el predicado y se simboliza describiendo la acción en 
impersonal R(x): x ríe. De esta forma la frase "Juan ríe" queda simbolizada 
por R(j). Las acciones que involucran a más de un sujeto son relaciones 
y se simbolizan en forma similar a los predicados. En la frase "el avión va 
de Bogotá a París" hay tres sujetos a: avión, b: Bogotá y p: París, y una 
relación V(x,y,z): x va de y a z. La frase se simboliza por V(a,b,p). 
Las formas proposicionales básicas del cálculo de predicados son: 
Todo A es B (universal positiva) 
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Iy'x(A(x) ::::} B(x)): para todo x; si x es A, x es B. 
Algún A es B (particular afirmativa) 
::Jx(A(x) 1\ B(x)): existe x tal que x es A y x es B. 
Ningún A es B (universal negativa) 
-,::Jx(A(x) 1\ B(x)): no existe x tal que x es A y es B. 
Algún A no es B (particular negativa) 
::Jx(A(x) 1\ -,B(x)): existe x tal que x es A y no es B. 
La negación de las proposiciones cuantificadas obedece las siguientes 
equivalencias: 
-,ly'xP(x) == ::Jx(-,P(x)), 
no todos satisfacen la propiedad P equivale a que existe alguien que no 
satisface la propiedad P y 
-,::JxP(x) == Iy'x(-,P(x)), 
no existe alguien que satisfaga la propiedad P equivale a que ninguno satis-
face la propiedad P. Nótese en particular que la forma universal negativa es 
la negación de particular afirmativa y la particular negativa es la negación 
de la universal positiva. 
Ejemplos 
1. En la frase "El barbero de Sevilla afeita a todo aquel que no se afeita 
a sí mismo", el sujeto es b: el barbero de Sevilla, la relación A(x, y): 
x afeita a y y la simbolización: 
Iy'x(-,A(x,x)::::} A(b,x)). 
2. La simbolización de la proposición "Todos los gerentes son profesio-
nales o dueños de empresa" es 
Iy'x(G(x) ::::} (P(x) V D(x))). 
La negación de esta proposición es 
::Jx(G(x) 1\ (-,P(x) 1\ -,D(x))), 
algún gerente no es profesional ni dueño de la empresa. 
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Ejercicios 
1. Simbolizar los siguientes enunciados en cálculo de proposiciones (usar 
letras únicamente para las proposiciones atómicas): 
a) Si se aumentan los precios y se mantiene la publicidad, decrece 
la demanda. 
b) Es necesario mantener los precios y aumentar la publicidad para 
que crezca la demanda. 
e) Para aumentar la demanda es suficiente con bajar los precios y 
mejorar la calidad. 
2. Simbolizar en cálculo de predicados (identificar los sujetos y definir 
los predicados) y encontrar la negación de cada una de las siguientes 
proposiciones: 
a) Todo gerente exitoso sabe de economía, finanzas y administra-
ción. 
b) Algunos gerentes exitosos no han estudiado economía ni admi-
nistración. 
e) Todo amigo de Juan y Pedro es amigo de María. 
d) Ningún accionista es pobre. 
3. Usar las siguientes proposiciones: B(x, r): "la bola con centro en x 
y radio r", C(x, z): "x está contenido en z", D(u, v): "u es distinto 
de v" y P(s, t): "s pertenece a t", para simbolizar y encontrar las 
negaciones de las siguientes proposiciones: 
a) Para todo x que pertenece a A, existe r tal que la bola con centro 
en x y radio r está contenida en A. 
b) Para todo r existe z que pertenece a la bola con centro en x y 
radio r, y x es distinto de z. 
1.2. Conjuntos 
Una de las nociones básicas de la matemática es la de conjunto, en-
tendida como una colección o lista de objetos bien definidos llamados ele-
mentos. Generalmente estos elementos se escogen con alguna referencia, y 
la colección de donde se extraen se conoce como conjunto referencial o 
universal. Así, cuando nos referimos a los individuos Juan, Pedro y María 
se acepta como referencia alguna colección que contiene seres humanos. Por 
costumbre el conjunto referencial se nota con las letras U o n, se usan letras 
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mayúsculas para notar conjuntos y minúsculas para sus elementos (aunque 
a veces esto se transgrede cuando se habla de conjuntos que tienen como 
elementos otros conjuntos, p.e. el conjunto de familias que a su vez están 
formadas por individuos). Los conjuntos se representan gráficamente en los 
diagramas de Venn-Euler 
------1 n 
I 
A 
Los conjuntos se pueden definir de dos formas: por extensión o por 
comprensión; en la primera se enumeran todos los elementos del conjunto, 
en la segunda se da la propiedad que satisfacen todos los elementos. 
A = {1,3,5, 7,9} 
A = {x I x es un número impar menor que lO}. 
En general un conjunto se define por comprensión por una expresión de 
la forma 
A = {x I x hace verdadera la proposición p(x)}. 
En forma compacta se escribe A = {x I p(x)}. De esta forma es posible 
definir el conjunto vacío 0 = {x I x i= x}: el conjunto de los elementos 
distintos de sí mismos; claramente el conjunto vacío no contiene ningún 
elemento, 0 = {}, ya que ninguno satisface la propiedad x i= x. 
Si un elemento x está en un conjunto A, se nota x E A (x pertenece a 
A); si no, x ~ A (x no pertenece a A). 
Entre los conjuntos se definen las siguientes relaciones: 
A es subconjunto de B, 
A~B, 
equivale a que todos los elementos de A están en B, 
Vx(x E A =} x E B), 
para todo x, si x está en A entonces x está en B. Cuando todos los elementos 
de A están en B y B contiene algún elemento que no está en A, se dice que 
A es subconjunto propio de B 
(A e B). 
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A es igual a B (A = B) si y sólo si A y B tienen los mismos elementos, 
\Ix ((x E A ::::} x E B) 1\ (x E B ::::} x E A)) 
que equivale a 
\Ix (x E A B x E B) , 
para todo elemento x, x está en A si y sólo si está en B. 
Si no existe relación de igualdad ni contenencia entre A y B se dice que 
A y B son no comparables (nc); esto equivale a que A no está contenido 
en B ni B está contenido en A. 
De la definición de contenencia y la tabla de verdad de la implicación 
se concluye que: para todo conjunto A, 0 ~ A; puesto que la proposición 
(x E 0 ::::} x E A) es siempre verdadera, el antecedente es falso (el vacío no 
tiene elementos) y la tabla de la implicación dice que si el antecedente es 
falso la implicación es verdadera. De la misma forma, es fácil ver que para 
todo A, A ~ o. 
Con la noción de contenencia a partir de un conjunto A es posible 
construir otro conjunto que está formado por todos los subconjuntos de él, 
el conjunto de partes de A o conjunto potencia de A, 
SJ (A) = {X I X ~ A} 
los elementos de este conjunto son a su vez conjuntos. 
Ejemplos 
1. Si A = {1, 3, 5}, SJ (A) = {0, {1}, {3}, {5}, {1, 3}, {1, 5}, {3, 5}, {1, 3, 5}}. 
2. Si A = {1, 0, {5}}, los elementos de A son 1, 0, y {5}. 5 no es ele-
mento de A, ya que no es lo mismo una bolsa con una manzana que 
la manzana, el corchete en este caso hace las veces de bolsa, los sub-
conjuntos propios de A son 0, por ser subconjunto de todo conjunto, 
y las combinaciones de elementos de A encerradas en corchetes: {1}, 
{0}, {{5}}, {1,0}, {1,{5}}, {0,{5}}. 
3. Los elementos del conjunto {x I 2x2 + 3x = O} son: O y - ~. 
Ejercicios 
Encontrar: 
1. Dos elementos de cada uno de los siguientes conjuntos: 
a) {(x,y) I y = 2xl/3 + 5yl/2}. 
b) {(x,y,z) I z = 10Xl/2yl/4}. 
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e) {(x, y) IIOxl/2yl/4 = 1000}. 
d) {(x,y,z,w) Iw<2xy-x2 _y2-3z2}. 
e) { (x, y, z) I 2xy - x2 - y2 - 3z2 ::; 5}. 
f) {(x,y,z,w) I w = {!x2 + 2y2 + 5z2}. 
g) {(x,y,z) I {!x2+2y2+5z2 2: lO}. 
2. El conjunto de partes del conjunto {a, b, {a} }. 
3. Los elementos de p (p (p (0))). 
1.2.1. Álgebra de conjuntos 
Las operaciones básicas para los conjuntos son: 
El complemento del conjunto A: 
los elementos que no están en A (pero están en el conjunto referencial). 
La unión de los conjuntos A, B: 
A U B = {x I x E A V x E B} 
los elementos que están en alguno de los dos conjuntos. 
La intersección del conjunto A con el B: 
A n B = {x I x E A A x E B} 
7 
los elementos que están tanto en A como en B. A partir de estas operaciones 
básicas se definen las operaciones diferencia y diferencia simétrica entre los 
conjunto A y B: A - B = A n Be y A~B = (A U B) - (A n B) . 
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1.2.2. Propiedades del álgebra de conjuntos 
Las siguientes propiedades se prueban usando las propiedades de las 
proposiciones: 
Idempotencias. 
AUA=A 
Asociativas. 
A U (B U C) = (A U B) U C 
Conmutativas. 
AUB=BUA 
Distributivas. 
A U (B n C) = (A U B) n (A U C) 
Identidades. 
Au0=A 
AuO=O 
Complementos. 
AUAc = O 
0c = n 
(AC)C = A 
Leyes de De Margan. 
(A U B)C = AC n BC 
AnA=A 
A n (B n C) = (A n B) n C 
AnB=BnA 
A n (B U C) = (A n B) U (A n C) 
AnO=A 
An0=0 
AnAC = 0 
nc = 0 
(A n B)C = AC U BC 
Usando la definición de contenencia se tiene que si A ~ B, entonces AuB = 
ByAnB=A. 
Ejemplo 
Con la aplicación de estas propiedades es posible probar que A U (A n 
B) =A. 
A U (A n B) = (A n O) U (A n B) 
= (A n (B U B C)) U (A n B) 
= ((A n B) U (A n B)) U (A n BC) 
=(AnB)U(AnBC) 
= A n (B U B C ) 
=AnO 
=A 
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1.2.3. Conjuntos numéricos 
De aquí en adelante todos los desarrollos se hacen exclusivamente en 
los conjuntos numéricos que se definen a continuación. 
Los naturales 
N = {O, 1,2,3, ... } 
son los números de contar. Este es un conjunto infinito en el sentido 
de que es posible ponerlo en correspondencia con uno de sus subconjuntos 
propios (p.e. los números pares), esto se puede ver como que tiene tantos 
elementos como alguno de sus subconjuntos propios. Un conjunto se di-
ce contable o enumerable si se puede poner en correspondencia con el 
conjunto de los números naturales; por esto el conjunto de los naturales 
juega un papel importante. Además, es el conjunto básico en la teoría de 
ecuaciones en diferencias o en recurrencias cuya base es la noción de su-
cesión. Estas ecuaciones sirven para modelar procesos dinámicos discretos, 
procesos que tienen cambios en instantes igualmente espaciados del tiempo. 
Los enteros 
z = {x I x o (-x) es natural} = { ... , -2, -1,0,1,2, ... } 
Los racionales 
Q = {~ I p y q son enteros y q i- ° } , 
son todos los números que se pueden escribir como una fracción. 
A partir de la definición se tiene que un número es racional si posee 
un período decimal que se repite. Al dividir p entre q, el residuo solamente 
puede ser 0, 1, 2, ... , q -1 (de lo contrario la división estará mal efectuada), 
puesto que la expansión decimal resulta de repetir infinitas veces la división, 
entonces alguno de los valores entre O y q - 1 se de be repetir, por lo tanto el 
cociente se repite dando como resultado un periodo. Así, 3,141614161416 ... 
es racional puesto que 1416 se repite indefinidamente. 
Los números reales son todos los que tienen una expansión decimal 
infinita. Como los racionales expresados en forma decimal tienen un período 
que se repite, entonces deben estar contenidos en los reales y éstos contienen 
además otros números que no tienen período, 
lR=QuIT 
donde 1 es el conjunto de los números irracionales, todos los no expresa-
bIes como fracciones o sea cuya expansión decimal no posee un período que 
se repite. 7r = 3, 141592652 ... es irracional ya que no existe un período 
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que se repita; otro ejemplo importante de irracional es el número e = 
2,7182818284 .... 
Se acostumbra a graficar los números reales sobre una recta y sus sub-
conjuntos más usados son los intervalos: 
[a, b] = {x E IR la::; x ::; b} 
(a,b) = {x E IR I a < x < b} 
[a, b) = {x E IR la::; x < b} 
(a,b] ={xEIRla<x::;b} 
cerrados, 
abiertos, 
cerrado a izquierda, abierto a derecha, 
abierto a izquierda, cerrado a derecha. 
Otros subconjuntos importantes de los reales son: 
IR+ = {x E IR I x 2:: O} y IR++ = {x E IR Ix> O} 
El valor absoluto de un número real, 
Ixl = {x, s~ x 2:: O, 
-x, SI X < o. 
se usa para definir la distancia entre dos números y para abreviar la escri-
tura de algunos intervalos. Sus propiedades son: 
1. la + bl ::; lal + Ibl· 
2. labl = lallbl. 
3. Ilal-lbll::; la - bl· 
La distancia entre dos números reales a y b es 
d(a,b) = la-bl, 
este concepto satisface las propiedades usuales para la distancia que se 
derivan de la definición y las propiedades del valor absoluto: 
1. d(a, b) 2:: O Y d(a, b) = O si y sólo si a = b. 
2. d(a, b) = d(b, a). 
3. d(a, b) ::; d(a, e) + d(c, b). 
1.3. Topología básica de los números reales 
Sea A un subconjunto de IR. Un punto x es un interior a A si y sólo 
si existe r > O tal que el intervalo centrado en x de radio r está contenido 
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en A. El conjunto de todos los puntos interiores de A se nota Aa O Jnt(A). 
Simbólicamente: 
x E Int(A) si y sólo si 3r > 0, (x - r, x + r) <:;;; A. 
Un conjunto A es abierto si y sólo si todos sus puntos son interiores, 
es decir, 
Vx E A, 3r > 0, (x - r, x + r) <:;;; A, 
alrededor de cada punto se puede encontrar un intervalo abierto contenido 
en A. Un conjunto que no es abierto satisface la negación de la definición, 
esto es, existe algún punto en el conjunto para el cual todos los intervalos 
centrados en él contienen puntos del complemento del conjunto; en otros 
términos, 
3x E A, Vr > 0, (x - r, x + r) n A C i- 0. 
Un conjunto es cerrado si y sólo si su complemento es abierto. Con 
estas nociones un conjunto de números reales puede ser abierto, cerrado, 
abierto y cerrado o ni abierto ni cerrado. 
Un punto x está en la frontera del conjunto A si y sólo si para todo 
r > 0, 
(x - r, x + r) nA i- 0 y (x - r, x + r) n A' i- 0. 
Todo intervalo alrededor de x contiene puntos del conjunto y de fuera del 
conjunto. La frontera del conjunto, Fr(A), es el conjunto de todos los pun-
tos frontera de A. 
Ejemplos 
1. El intervalo J = (a, b) es un conjunto abierto. Usando la definición 
anterior se debe probar que para cada x de I existe un r > ° tal que 
(x-r,x+r)<:;;;J. 
Si x es un punto de J, a < x < b, y r se toma de la siguiente forma 
r = mÍn {Ix - al , Ix - bl} = mÍn {x - a, b - x}. 
Para demostrar que J es abierto basta probar que (x - r, x + r) <:;;; I, 
para esto se debe ver que todo elemento de (x - r, x + r) está en 
J. En otras palabras, se debe mostrar que si y está en el intervalo 
(x-r, x+r), entonces y está en el intervalo (a, b). Sea y E (x-r, x+r), 
es decir que x - r < y < x + r (*); como r ~ x - a y r ~ b - x, 
al reemplazar r en la desigualdad (*) por estos últimos valores, esa 
desigualdad se convierte en 
x - (x - a) ~ x - r < y < x + r ~ x + (b - x), 
aSÍ, a < y < b y queda probado que J es abierto. 
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2. El conjunto 0 es abierto, se dice que satisface la definición en forma 
vacía (no hay elementos que nieguen la definición); por lo tanto, su 
complemento, es decir IR, es cerrado. 
3. IR es abierto puesto que contiene todos los intervalos, por tanto, 0 es 
cerrado. 
4. La intersección de dos conjuntos abiertos es uno abierto y la unión 
de cualquier colección de conjuntos abiertos es uno abierto. 
5. La unión de dos cerrados es uno cerrado y la intersección de cualquier 
colección de cerrados es un conjunto cerrado. 
6. La intersección de cualquier colección de abiertos no necesariamente 
es uno abierto ya que por ejemplo la intersección de todos los inter-
valos de la forma (- ~, ~) con n entero positivo es 
00 ( 1 1) n -;;,';;, = {O} 
n=l 
y el conjunto {O} es cerrado. 
Un punto x es de acumulación o punto límite de un conjunto A si y 
sólo si para cada r > O, 
(A - {x}) n (x - r, x + r) -¡: 0. 
Todo intervalo abierto alrededor de x contiene puntos de A distintos de x. 
El conjunto de puntos de acumulación de A se nota Ac(A). Si x es elemento 
de A pero x no es punto de acumulación de A, se dice que x es un punto 
aislado de A. 
Un subconjunto A de IR es acotado si y sólo si existe un M> O tal que 
A~[-M,Ml 
y es compacto si y sólo si es cerrado y acotado. 
Ejemplos 
1. O es un punto de acumulación del conjunto 
A = {1,~,~,~, ... } 
ya que si r > O el intervalo (-r, r) contiene algún punto del conjunto. 
Para r > O existe n natural tal que n > 1/r2, por lo tanto 0< 1/n < r; 
2Esta es una versión de la propiedad arquimediana de los números reales: para cada 
x E lR++ existe n E Z++ tal que n > x. 
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este valor está en el conjunto y en el intervalo ( -r, r) y es distinto de o. 
A no es abierto ni cerrado, es un conjunto acotado ya que A S;;; [-1,1] 
pero no es compacto y todos sus puntos son aislados. 
2. Todos los elementos del intervalo 1 = [a, b] son puntos de acumulación 
de 1, por lo tanto 1 no tiene puntos aislados. 
3. Todos los elementos del intervalo 1 = [a, b] son puntos de acumulación 
de (a, b). 
4. El intervalo [a, b] es cerrado y acotado, por tanto compacto. Pero el 
intervalo (a, b) no es compacto, ya que no es cerrado. 
5. {a, b, e, d} es cerrado y acotado, por lo tanto compacto y sus puntos 
son aislados. 
Ejercicios 
1. Determinar si el número 1,101001000100001... es racional. 
2. Determinar si los siguientes conjuntos son abiertos, cerrados, abiertos 
y cerrados o ni abiertos ni cerrados; si son acotados y/o compactos, 
y encontrar sus puntos de acumulación. 
a) (2,3). 
b) [2,3]. 
e) Los números naturales. 
d) Los números racionales. 
e) {m + ~ I m E N y n E :1.:++}. 
f) {m + ~ I m E:1.: y n E :1.:++}. 
g) Los números irracionales. 
3. Probar que efectivamente 
00 ( 1 1) [\ --:;¡, -:;¡ = {O}. 
4. Determinar si 
es un conjunto cerrado. 
5. Probar que los intervalos cerrados son conjuntos cerrados. 
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6. Probar que un conjunto, con sus puntos de acumulación, es cerrado. 
7. Probar que la intersección de dos conjuntos abiertos es uno abierto. 
8. Probar que la unión de cualquier colección de conjuntos abiertos es 
uno abierto. 
1.4. Espacios vectoriales 
Un espacio vectorial es un conjunto Ven el cual se define una operación 
binaria (EB) Y otra entre los elementos del conjunto y los números reales (.) 
(suma y producto por escalar) que cumplen las siguientes propiedades: 
Para u, v y w en el conjunto V y k Y r números reales. 
1. u EB ves un elemento de V. 
2. u EB v = v EB u (conmutativa). 
3. u EB (v EB w) = (u EB v) EB w (asociativa). 
4. Existe un elemento O en V tal que u EB O = u (O es llamado elemento 
neutro de la operación EB). 
5. Existe un elemento -u tal que uEB (-u) = O (-u es llamado elemento 
inverso de u con respecto a la operación EB). 
6. k· u es un elemento de V. 
7. (k + r) . u = (k· u) EB (r· u) (distributiva a la izquierda). 
8. k· (u EB v) = (k· u) EB (k . v) (distributiva a la derecha). 
9. k(r· u) = (kr) . u (asociativa). 
10. 1· u = u (neutro). 
Ejemplos 
1. El conjunto 
lRn = {(Xl,X2··· ,xn ) I Xi es real para i = 1,2,3 ... ,n} 
junto con las operaciones matriciales de suma y producto por escalar 
es un espacio vectorial (este espacio equivale a las matrices de tamaño 
1 x n). 
2. C(lR): el conjunto de todas las funciones continuas en todos los núme-
ros reales con la suma de funciones y el producto por escalar es espacio 
vectorial. 
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3. Las matrices de tamaño n x m con la suma y producto por escalar 
usuales es un espacio vectorial. 
4. Las soluciones del sistema de ecuaciones lineales AX = 0, donde A es 
una matriz de tamaño n x m, con las operaciones usuales de matrices 
forman un espacio vectorial. 
5. Los vectores propios que corresponden a un valor propio forman un 
espacio vectorial. 
1.5. Topología en el espacio 
El espacio ]Rn está formado por todos los vectores con n componentes 
reales, es decir, 
IRn = {(Xl, X2···, xn) I Xi es un número real para i = 1,2,3 ... , n}. 
IR2 es el conjunto de todos los vectores con dos componentes; geométri-
camente se identifica con los puntos en un plano coordenado ya que sus 
elementos tienen dos componentes generalmente asociadas con largo y an-
cho; ]R3 se identifica con el espacio, sus elementos tienen 3 componentes 
que se asocian con largo, ancho y alto. Para n > 3 se pierde la intuición 
geométrica; sin embargo, se usan espacios p.e. para indicar las posibles can-
tidades de cada uno de los bienes demandados por un consumidor, o las 
distintas cantidades de cada uno de los bienes disponibles en un mercado. 
Para definir la noción euclidiana de distancia en este espacio inicialmen-
te se define el producto interno entre dos elementos x = (Xl, X2, ... ,xn) y 
y = (Yl,Y2, ... ,Yn) de ]Rn, 
n 
X . Y = (x, y) = ¿ XiYi 
i=l 
a partir de esto se define la distancia o norma por 
n 
d(x,y) = J(x - y,x - y)- = ¿(Xi - Yi)2 
i=l 
El concepto básico que generaliza la idea de intervalo abierto alrededor 
de un punto es el de bola abierta con centro en a = (al, a2, . .. ,an ) y radio 
r dado por 
Br(a) = {x I d(a,x) < r} 
Este conjunto está formado por los puntos cuya distancia al centro es menor 
que r, en la recta este conjunto es un intervalo abierto de longitud 2r 
16 
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Figura 1.1: Distancia entre dos puntos. 
A 
xo 
~ P,Xá ~ 
~~---~-~--------_// 
Figura 1.2: Xo es un punto interior al conjunto A. 
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alrededor de a, en el plano es un círculo de radio r, en el espacio es una 
esfera de radio r, etc. 
Un subconjunto A de ]R.n es abierto si y sólo si para cada Xo de A existe 
un r > ° tal que la bola con centro en Xo y radio r está contenida en el 
conjunto 
De la misma forma se hacen analogías, usando bolas abiertas, con las defi-
niciones de puntos frontera, de acumulación y las nociones de acotación y 
compacidad dadas en este capítulo. 
Un punto es frontera de un conjunto si y sólo si toda bola centrada en 
el punto contiene puntos del conjunto y del complemento del conjunto, 
si x E Fr(A); entonces 'ir> O, Br(x) nA i- 0, y Br(x) n A' i- 0 
Figura 1.3: Xo es un punto frontera del conjunto A. 
El conjunto A es acotado si y sólo si existe M tal que 
x es punto de acumulación del conjunto A si y sólo si toda bola centrada 
en x contiene por lo menos un punto de A distinto de x, 
'ir> O, (Br(x) - {x}) nA i- 0 
Las propiedades de los conjuntos abiertos y cerrados en ]R.n son las mismas 
que para conjuntos de números reales. 
Ejercicios 
1. Graficar cada uno de los siguientes conjuntos, y encontrar su frontera 
y sus puntos de acumulación: 
a) 
b) 
{(x, y) IIx2 + 2xl ::; y, 
{(x, y) IIy2 - yl < x, 
Ixl::; 1}. 
ly- 11::;1}. 
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Figura 1.4: El conjunto A es acotado: está con-
tenido en una bola de radio M centrada en el 
origen. 
e) { (x, y) I I x2 + xl::; y - 1, Ixl::; 1} . 
2. Probar que los siguientes conjuntos son compactos: 
a) { (x, y, z) I x + y + z = 1, x2 + z2 = 1}. 
b) {(x,y,z,w) I x2 + z2 +w2 = 2, y2 + 4z2 + 9w2 = 39}. 
e) {(x, y, z) Ix + 2y + 3z = 1, 9x2 + 16y2 ::; lOO}. 
d) {(x,y,z) I y2 - 5::; x::; 0, x2 + z2 = 1}. 
e) {(x,y)IPxx+pyy::;I, x~O, y~O}. 
3. Determinar si los siguientes conjuntos son compactos: 
a) { ( x, y, z) I xy z ::; 1}. 
b) {(K,L) I K Q L(3 ~ 1, K ~ 0, L ~ O}. 
e) { (x, y, z, w) I x2 + z2 - w2 ::; 2}. 
d) {(x, y, z) Ix - 2y + 3z ::; x2 + y2 - lOO}. 
e) {(x,y,z)l y2-5::;x::;0, x2+z2~1}. 
f) {(x,y,z) I x+y+z = 1, Ixl::; 1}. 
4. Encontrar la frontera de los conjuntos: 
a) { (x, y, z) I 2x + y - z < 1}. 
b) {(x, y, z) I X2 - z2 ::; 2}. 
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5. Encontrar los puntos interiores, frontera y de acumulación del con-
junto 
{ 
1 1 (m+-,m--)lmEíE, 
n n 
n E N - {O}}. 
Capítulo 2 
Funciones 
El análisis matemático es el estudio del comportamiento de las funcio-
nes. Para ello generalmente se analizan separadamente las funciones de una 
y varias variables. Las funciones a su vez son un tipo especial de relaciones 
que provienen del producto cartesiano entre conjuntos. 
2.1. Relaciones 
Definición 2.1. Sean A y B dos conjuntos no vacíos, el producto carte-
siano de A y B es el conjunto 
AxB={(x,y) IXEAAyEB} 
formado por todos los pares ordenados con la primera componente en A y 
la segunda en B. 
El producto IR x IR = 1R2 representa todo el plano, pero no existen 
restricciones con respecto a las escalas sobre los ejes. 
Definición 2.2. Sean A y B dos conjuntos no vacíos, una relación R de 
A en B es un subconjunto de A x B. El dominio de R, notado Dom(R), 
es el conjunto 
{x I (x, y) E R para algún y E B} 
Y el rango de R, notado Ran(R), es el conjunto 
{y I (x, y) E R para algún x E A}. 
Las relaciones y funciones con interpretación económica fuera del domi-
nio y rango en el sentido matemático tienen dominio y rango económico, es 
decir, los valores para los cuales tienen sentido las variables en su interpreta-
ción económica (cantidades, precios, etc.). En esos casos se debe determinar 
la interpretación de las variables; así por ejemplo, para la demanda de un 
20 
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bien, q = q(p), las variables sólo puede tomar valores no negativos; pero, si 
se acepta que el modelo es la demanda de acciones en un mercado finan-
ciero, p y q podrían tomar valores negativos interpretados como préstamos 
para el caso del precio o emisión de acciones para cantidades demandadas 
negativas. 
2.2. Funciones 
Definición 2.3. Sean A y B dos conjuntos no vacíos, una función f de 
A en B, que se nota 
f:A-----.B, 
es un subconjunto de A x B en el que para cada elemento x de A existe un 
único y de B tal que (x, y) está en f. 
La definición anterior dice que toda función es una relación que tiene co-
mo dominio el conjunto A y como rango un subconjunto de B. La notación 
usual para una pareja que está en la función es y = f(x); de esta forma, una 
función es una regla que a cada elemento x de un conjunto A (el dominio de 
la función) le asigna un único elemento y del conjunto B. Así, una función 
puede ser vista como una forma de transformar elementos, y es la razón 
para llamar a x variable independiente (se le puede asignar cualquier valor 
del dominio) y a y variable dependiente (es el valor transformado por la 
función). 
De aquí en adelante solamente se analizan funciones definidas en sub-
conjuntos de ]R2, ]R3, ... , ]Rn. 
2.3. Funciones de varias variables 
Puesto que una función se puede definir entre cualquier par de conjun-
tos, en particular el dominio puede ser un subconjunto de ]R2, ]R3, o en 
general de ]Rn, para algún n entero positivo y su rango un subconjunto 
de ]R, ]R2, o ]Rm, m entero positivo. Sin embargo, solamente se estudian 
funciones de la forma 
conocidas como campos escalares o funciones de varias variables. 
Este tipo de función, a cada elemento del dominio (subconjunto de ]Rn) de 
la forma (Xl, X2, ... , x n ) le asocia un número real w = f (Xl, X2, ... , x n ). 
Así como las gráficas de las funciones de ]R en ]R se hacen sobre un plano, 
las funciones definidas en subconjuntos de ]R2 con rango en ]R se hacen en 
el espacio ]R 3 Y son superficies (en general no fáciles de graficar). 
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Figura 2.1: Gráficas de las funciones f(x, y) = e-(x2+y2) y g(x , y) = x2 _y2. 
Ejemplos 
1. En una variable la función más simple de analizar es la función lineal. 
Para el caso de varias variables , toma la forma 
n 
f(x) = f(XI, X2, ... , xn) = ao+ L akxk = aO+alxl +a2x 2+···+ anxn· 
k=l 
donde ai para i = 1,2,'" ,n son números reales. En dos variables 
su gráfica es un plano, en más variables su representación se conoce 
como hiperplano. 
2. En una variable, el comportamiento de la función cuadrática y = ax2 
es la base de las aplicaciones de la segunda derivada al trazado de 
gráficas y al proceso de optimización; en varias variables a este tipo 
de funciones se las llama formas cuadráticas y son polinomios de 
segundo grado en varias variables, que tienen la forma 
n n 
q(x) = q(XI, X2, ... , xn) = L L aijXiXj 
i=l j=l 
2 ( ) 2 2 
= allxl + al2 + a21 XIX2 + a22X2 + ... + annxn, 
donde los aik son coeficientes reales. 
Las formas cuadráticas se pueden reescribir en forma de producto 
matricial 
q(x) = xAxT 
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donde A = (aij) es una matriz de tamaño n x n que se puede tomar 
simétrica. Esto es, para referirse a formas cuadráticas se puede de dos 
maneras: la matricial xAxT y la polinómica anxr + (a12 + a2dxIx2 + 
... + annx~. Por lo tanto, para identificarlas basta con la matriz aso-
ciada A; aunque hay infinitas matrices asociadas, en adelante se usa 
la matriz simétrica. 
3. La empresa W vende su producto en dos mercados y puede discrimi-
nar sus precios. Las funciones de demanda son en el primer mercado 
y en el segundo 
Esta empresa incurre en unos costos variables de producción de $500 
por unidad de producto y sus costos fijos son de $500000. Los bene-
ficios de la empresa, ingresos menos costos, 
II = 1 - CT, 
dependen de los precios de venta, ya que: 
los costos totales son, 
CT = costos fijos(CF) + costos variables(CV), 
CF = 500000 y CV = 500(total producido) = 500(qI + q2). 
Reemplazando hasta dejar todas las expresiones en términos de los 
precios, se llega a: 
II(pI,p2) = PI (1000 - 20Pd + P2(200 - 5p2) 
- 500(1200 - 20PI - 5p2) - 500000. 
En este ejemplo, se nota que los demandantes del primer mercado son 
más susceptibles a los cambios de los precios (esto se nota comparando 
las pendientes de las curvas de demanda); a su vez, los demandantes 
del segundo mercado, a precios cero, tienen menores niveles de de-
manda que los del primer mercado (términos independientes de las 
ecuaciones de demanda). 
4. La función 
x+y-1 
z = f(x, y) = 2 + 2 1 
x y-
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tiene como dominio todos los puntos del plano JR2, salvo aquellos 
cuyos valores x e y hacen el denominador cero, es decir 
Dom(f) = {(x,y) E JR21 x2 +y2 i= 1}, 
este conjunto representa todo el plano sin el CÍrculo con centro en el 
origen y radio uno. Este tipo de función (de JR2 a JR) le asocia a cada 
punto de un plano un número real. 
5. Las funciones CES (Elasticidad de Sustitución Constante) con n va-
riables, que pueden representar insumos de producción, tienen la for-
o. 
ma 
[
n j -f3/P 
Y = A ¿akxi/ 
k=l 
Si se refiere a producción, y representa la cantidad producida cuando 
se usan Xk unidades del k-ésimo insumo. Para el caso de dos insumos, 
capital y trabajo, la forma de la función de producción CES es 
Q (L, K) = (aL - P + bK-Pfu / p , 
a cada combinación de capital y trabajo, la función le asocia una 
cantidad de producción. 
Figura 2.2: Gráficas de la función CES Q(K,L) = (2K - l /3 + 3L- 1/ 3r 2/ 3 
y Cobb-Douglas Q(K,L) = 2K1/3L4/ 3. 
6. Las Cobb-Douglas (CD) 
n 
y = A I1 X~k 
k=l 
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son otros ejemplos de funciones de varias variables aplicadas a la 
economía. Para el caso de dos insumas, capital y trabajo, la CD es 
7. La forma de la función Leontieff es 
sirve como modelo para las cantidades producidas de un bien que 
Figura 2.3: La función de Leontieff f(x ,y) = mín{ax,by} y 
la translogarítmica. 
requiera insumas estrictamente complementarios, p.e. la producción 
de ropa que requiere tela, hilo, botones y mano de obra; si alguno 
de los insumas falta no se puede producir: si para hacer una camisa 
se necesita 1.2 metros de tela, 10 metros de hilo, 10 botones y dos 
horas de mano de obra y hay disponibles 250 metros de tela, 11342 
metros de hilo, 2753 botones y 41.5 horas de mano de obra, entonces 
se pueden hacer 
mín { [~~~] , [112042 ] , [2~~3] , [4~,5] } 
camisas (los paréntesis [, 1 representan la parte entera). 
8. Otro tipo de función usada en economía es la translogarítmica, 
n n n 
In y = ao + L ai In Xi + L L aik In Xi In X k 
i=l k=l i=l 
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2.3.1. Curvas de nivel 
Puesto que es difícil o imposible en algunos casos hacer la representación 
gráfica de funciones definidas en subconjuntos del plano, el análisis de las 
llamadas curvas de nivel proporciona información sobre el comportamiento 
de la función. Una curva de nivel es una expresión de la forma f( x, y) = k 
(k constante); esta curva es el resultado de hacer un corte a la superficie a 
una altura k (en funciones de más de dos variables se habla de superficies 
de nivelo en general de contornos). 
-1 o -1 
Figura 2.4: Curvas de nivel de f( x,y) = e-x2 - y2 y g(x ,y) = X2 _ y2. 
Para el caso de una función de producción, una curva de nivel repre-
senta todas las combinaciones posibles de insumos que producen una cierta 
cantidad de producto, llamada isocuanta; si la función es de costos sus 
curvas de nivel se llaman isocostos y para una función de utilidad re-
presenta las combinaciones de bienes que producen la misma satisfacción, 
isoutilidades. 
2.3.2. Funciones homogéneas y homotéticas 
Una función es homogénea de grado r si 
f (AXI , AX2, oo., AXn ) = AT f (Xl, X2, oo., Xn ). 
Cuando una función de producción satisface esta condición para r < 1, 
la función tiene rendimientos decrecientes a escala. Esto significa que 
un incremento en las cantidades de los insumas de producción da como 
resultado un incremento menor en la cantidad producida. Si se cumple la 
condición con r = 1, la función tiene rendimientos constantes a escala, 
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Figura 2.5: Curvas de nivel de Q(K, L) (2K- 1/3 + 3L- 1/ 3r 2/ 3 y 
Q(K, L) = 2Kl/3L4/3. 
Figura 2.6: Curvas de nivel de una función tipo Leontieff y de una translo-
garítmica. 
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en este caso, un incremento en una proporción de todos los insumos produce 
un incremento igual en la cantidad producida. De la misma forma se tiene 
la noción en el caso r > 1 que económicamente representa rendimientos 
crecientes a escala, incrementos en las cantidades de todos los insumo s 
producen incrementos mayores .en las cantidades de producción. 
Si la gráfica de una función homogénea z = f (x, y) de grado r se corta 
sobre la recta y = mx, la curva resultante es: 
z = f(x, mx) = f(1 . x, m . x) = xT f(l, m). 
Esta ecuación representa una recta cuando r = 1 y la gráfica z = f(x, y) 
está generada por rectas que pasan por el origen y sus curvas de nivel se 
desplazan de manera uniforme. Si r =f. 11a gráfica z = f(x, y) está generada 
por curvas de la forma z = x T f(l, m), donde m es constante; esto produce 
curvas de nivel que se desplazan en forma no uniforme. Si r > 1 la distancia 
entre las curvas de nivel (para valores igualmente espaciados) se reduce y 
si r < 1 la distancia se amplía. 
Figura 2.7: Curvas de nivel de una función homogénea de grado 1 y de grado 
mayor que 1. En la primera las curvas se desplazan de manera uniforme; 
en la segunda, no. 
Una función es homotética si para x y y en el dominio de f se cumple 
que si f(x) = f(y) Y t > 0, entonces f(tx) = f(ty). Esto indica que si dos 
combinaciones de insumos son indiferentes para la producción, también es 
indiferente si las combinaciones se incrementan en proporciones iguales. 
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Ejemplos 
1. f(x, y) = Axayb es homogénea de grado a + b ya que, 
2. La función f(x) = x2 + 1 es homotética ya que f(x) = f(y) si y sólo 
si x2 + 1 = y2 + 1, que equivale a x2 = y2 multiplicando por t2 se 
tiene (tx)2 = (ty)2 y de aquí f(tx) = f(ty). 
3. Si f es estrictamente creciente y 9 es homogénea, entonces f o 9 es 
homotética. Para probar esto, sean x y y tales que f(g(x)) = f(g(y)), 
entonces 
f(g(tx)) = f(tPg(x)) = f(tPg(y)) = f(g(y)) 
4. No toda función homotética es la composición de una función crecien-
te con una homogénea, por ejemplo: f(x) = x2 + 1. 
Ejercicios 
1. Sea F(x, y) = x?:tz ' Encontrar: 
a) El dominio de F 
b) F( -3,4). 
e) F(l, y/x). 
d) F(x/y, 1). 
2. Si F (~) = 7, calcular: 
a) F(1/2). 
b) F(2). 
e) F(t). 
d) F(x). 
3. Para cada una de las siguientes funciones: 
a) F (x + y, ~) = 4x2 _ y2. 
b) F(x - y, xy) = X2 + 3xy - 5y2. 
e) F(x/y, xy) = 3x3 + xy2. 
d) F(2x + y, x - 3y) = 3x3 + 3x2y + xy2. 
Determinar: 
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a) F(1,2). 
b) F(2,1). 
e) F(s, t). 
d) F(x, y). 
4. Sean F(x,y) = x2 + y2 Y G(x,y) = x2 - y2. Encontrar expresiones 
para las siguientes composiciones: 
a) F(G(x, y), y). 
b) G(x, F(x, y)). 
e) F(F(x, y), G(x, y)). 
d) G(y2,x2). 
e) G(x, y) - G(y, x). 
f) F(x,2y) - F(y, 2x). 
5. Encontrar el grado de homogeneidad para cada función: 
a) F(x, y) = x3 + 3x2y + 5xy2 - 16y3. 
b) F (x, y) = x3! 2y3 . 
e) F(x z) - x+2y+3z 
,y, - \f3x2+2y2+z2' 
d) F(x, y) = a2x/3y ~ ax+f3y' 
e) h(x y) = 200e2x/y vi xy 
, 2x+3y' 
6. Para cada una de las siguientes funciones de producción: 
(
a (3 ) l/a 
• Q(K, L) = B"i~+~La que se puede considerar como el co-
ciente de una Cobb-Douglas y una CES. 
• Q(K,L) = AéK / L KaLf3. 
• Q(K,L) = AéK +a'LKaLf3. 
• Q(K, L) = AKa(l-op) [L + (p - l)K]aop /1. 
• Q(K, L) = (aK-a + bL-(3) -l/P. 
a) Determinar el tipo de rendimientos a escala (que debe depender 
de los parámetros involucrados). 
b) ¿Bajo qué condiciones, si las hay, las funciones tienen rendimien-
tos constantes a escala? 
lRevankar, Nagesh S. (1971). "A class ofvariable elasticity ofsubstitution production 
functions", Econometrica, Vol. 39, No. 1, enero. 
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7. Imponer condiciones sobre los parámetros de la función 
f (x, y) = ax2 + by2 + ex + dy 
para que sea homogénea. 
8. Encontrar condiciones sobre los a's para que la función 
n 
f (Xl, X2, .•. , X n ) = A rr X~k 
k=l 
sea homogénea de grado 1. 
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9. Encontrar condiciones para que la función CES sea homogénea de 
grado 1. 
10. Qué condiciones deben cumplir a y {3 para que 
Q (L, K) = ALa K(3 
sea: 
a) Homogénea de grado 1. 
b) Homogénea de grado menor que 1. 
e) Homogénea de grado mayor que 1. 
11. Interpretar el grado de homogeneidad para el logaritmo de una fun-
ción y encontrar condiciones para que la translogarítmica sea ho-
mogénea. 
12. Una compañía tiene un contrato para suministrar 36500 unidades 
de su producción este año. El costo de almacenamiento anual es de 
10 u.m. por unidad; el contrato permite la escasez con un costo por 
unidad faltante de 15 u.m. y la iniciación de una partida de producción 
cuesta 15000 u.m. Si las órdenes de producción se cumplen sin demora 
y la demanda sigue una tasa constante, determinar el costo promedio 
como una función de la frecuencia de producción y de la cantidad 
producida en cada partida de producción. 
13. Graficar algunas curvas de nivel para la función f(x, y) = xy. 
14. Dada la función de producción Q(L, K), las isocuantas son expre-
siones de la forma Q(L, K) = e (donde e es una constante); sobre 
ella están localizadas las distintas combinaciones de capital y trabajo 
con las que se pueden elaborar e de unidades de producto. Trazar las 
gráficas de las iso cuantas de la función 
Q (L, K) = 5LI / 3 KI/3 
parac=1,2,3. 
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15. Graficar algunas curvas de nivel para cada una de las siguientes fun-
ciones: 
a) f (x, y) = mín{2x, 3y}. 
b) 9 (x, y) = máx {2x, 3y}. 
c) h(x,y) = mín{máx{2x,3y},mín{3x,2y}}. 
d) F(x,y) =máx{máx{2x,3y},mín{3x,2y}}. 
e) G(x,y) = mín{máx{2x,3y},máx{3x,2y}}. 
f) H (x, y) = máx { mÍn {2x, 3y}, mÍn {3x, 2y}}. 
2.4. Derivadas 
Una razón para que las derivadas sean de gran utilidad en economía es 
su relación con el concepto de marginalidad. Este concepto mide el cam-
bio de una variable dependiente, al incrementar la variable independiente 
correspondiente en una unidad; por ejemplo, el costo marginal es el cambio 
del costo producido por el incremento de una unidad en la producción, esto 
es, si q es el nivel de producción, el costo marginal de q unidades es 
c(q + 1) _ c(q) = c(q + 1) - c(q) ~ c(q + h) - c(q) 
1 ~ h 
los valores del costo marginal y el último incremento se aproximan si h es 
próximo a 1. Puesto que la mecánica del cálculo de las derivadas es fácil, el 
concepto económico de marginalidad se asocia al concepto matemático de 
derivada. 
Definición 2.4. La función f(x) es derivable en x = a si 
1
, f(a + h) - f(a) 
1m -------'--'-
h-->O h 
existe, en cuyo caso su valor se denota por f' (a) ó * (a) (la derivada de f 
en a). 
La interpretación geométrica de la derivada, en una variable, proviene 
de considerar la secante a la curva y = f(x) que pasa por los puntos (a, f(a)) 
y (a + h, f(a + h)) cuya pendiente es 
f(a + h) - f(a) 
(a+h)-a 
f(a + h) - f(a) 
h 
Cuando h se acerca a cero, a + h tiende a a y la recta secante se acerca a la 
tangente como muestra la figura 2.8. Por lo tanto, si la función es derivable, 
f'(a) = lím f(a + h) - f(a) 
h-->O h 
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representa la pendiente de la tangente a la curva y = f (x) en el punto 
(a, f (a)). Esta interpretación es la base de las aplicaciones de la derivada 
al trazado de gráficas y a la optimización en una variable. 
Figura 2.8: Si h se acerca a cero, la secante se 
aproxima a la tangente. 
2.5. Polinomio de Taylor en una variable 
Puesto que las funciones más simples de evaluar son los polinomios, en 
el caso 
P(x) = 5x4 + 3x3 - 12x2 + 24x + 1, 
el valor del polinomio en a se puede evaluar de la siguiente forma: 
P(a) = a (a (a (5a + 3) - 12) + 24) + 1 
esta expresión solamente requiere las operaciones suma y multiplicación. 
La simplicidad del cálculo justifica la existencia de la aproximación de otro 
tipo de función por un polinomio. Existen varias formas para la consecución 
de un polinomio, una de ellas es la de Taylor. El resultado que garantiza 
la existencia y el tamaño del error en la aproximación por polinomios de 
Taylor es el siguiente: 
Teorema 2.1. (Taylor) Sea f(x) una función derivable (n + 1) veces en 
un intervalo abierto 1 que contenga a x = a. Entonces para cada x de I la 
función f se puede expresar en la forma 
1 1 f(x) = f(a) + f'(a)(x - a) + 2f"(a)(x - a)2 + f/"'(a)(x - a)3 
+ ... + ~!!"(a)(x - a)n + En,a(x) 
Donde 
f (n+l)( ) E (x) = c (x _ a)n+l 
n,a (n + 1)! 
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para algún e entre a y x. 
t f(k) (a)(x - a)k 
k=O k! 
es el polinomio de Taylor de grado n centrado en a, generado por la función 
f (x). En,a representa el error que se comete en la aproximación de la función 
por el polinomio; este error depende de a y n. Si x está cerca de a el valor de 
En,a está cerca de cero. En economía es común la aproximación de primer 
grado, es decir, 
y = f(a) + f'(a)(x - a). 
La gráfica de este polinomio es la tangente a la gráfica de la curva y = f (x) 
en el punto x = a. Esto es, la aproximación de primer grado de una función 
está dada por su recta tangente. 
¡y=f(x) 
I 
y=f( a)+rc a)( x-a)+~n a)( x-al 
/ 
y=f( a)+f'c a)( x-a) 
El polinomio de segundo grado 
y = f(a) + f'(a)(x - a) + ~f"(a)(x - a)2 
aproxima la gráfica de la función por una parábola, la gráfica de la función 
y la parábola coinciden en el punto (a, f(a)) y tienen tangentes coincidentes 
en ese punto (pruébese, como ejercicio, que así ocurre). Lo mismo se cumple 
para un polinomio de grado k que aproxime la función; los valores del 
polinomio y función coinciden para x = a, lo mismo que las primeras k 
derivadas de la función y el polinomio en ese punto. 
Cuando en este contexto se habla de aproximación, se busca usar un 
polinomio en lugar de una función no polinómica o en el caso de una fun-
ción polinómica se busca manejar un polinomio de grado menor. En otros 
términos, el teorema de Taylor garantiza que localmente cualquier función 
se comporta como un polinomio. 
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2.6. Diferenciales 
Usando diferenciales es posible conseguir "buenas" aproximaciones; el 
argumento que se usa es el siguiente: Si ~x ~ O, entonces 
~y = f(x + ~x) - f(x) ~ lím f(x + h) - f(x) = f'(x) 
~x ~x h---->O h 
transponiendo términos 
~y ~ f'(x)~x == df(x), 
si ~x ~ O; el incremento de una función es próximo a la diferencial de la 
función, si el incremento de la variable independiente es próximo a cero. El 
incremento de la función, ~f, representa el cambio de altura de la recta 
secante; la diferencial, df, es el cambio sobre la recta tangente a la curva. 
La diferencial y su aproximación al incremento de una función es la jus-
tificación del uso de la derivada en el concepto de marginalidad. Económi-
camente el concepto de marginalidad es el incremento de una función pro-
ducido por el incremento de una de sus variables independientes en una 
unidad, f(x + 1) - f(x). Usando la aproximación dada por la diferencial 
con ~x = 1, se tiene que f(x + 1) - f(x) ~ f(x). 
Ejemplos 
1. Sea 
1 2 Q = Q(K,L) = 20K3L3 
la función que determina las cantidades producidas de un cierto bien 
usando K unidades de capital y L unidades de mano de obra, si los 
niveles de insumos usados actualmente son K = 1000000 Y L = 64, 
la cantidad de producto es Q = 32000 unidades. 
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El cambio en la cantidad que producen 100 unidades adicionales de 
capital se encuentra calculando la producción para K = 1000100 Y 
L = 64 que da un incremento de 1066 unidades de producto. 
El resultado anterior se puede aproximar usando diferenciales en la 
forma 
Ó.Q = Q(K + Ó.K, 64) - Q(K, 64) ~ dQ(l!, 64) Ó.K 
= 20 K-2/3642/3 D..K = 320 K-2/3 Ó.K 
3 3 
Reemplazando K por 1000000 y Ó.K por 100 se tiene, 
Ó.Q = Q (1000100,64) - Q (1000000,64) ~ 3~0 (1000000)-2/3 100 
32 
30 
En este caso el valor real del incremento es 1.06663 y el aproximado 
usando diferenciales es 1.06666 lo que representa un error de aproxi-
mación de 0.00003. 
2. Los cambios en los puntos de equilibrio entre curvas de demanda y 
oferta producidos por las variaciones de precios se pueden analizar 
con esta teoría. 
Sean qd = ap + b Y qO = ep + d las funciones de demanda y oferta 
para un bien, el punto de equilibrio es 
p = d - b ij = a (d - b) + b = ad - be 
a-e a-e a-e 
El cambio del punto de equilibrio producido por un incremento de 
Po unidades en el precio de venta, se encuentra notando que este 
cambio de precio afecta el parámetro b en apo unidades, es decir, 
ese parámetro cambia de b a b + apo. Así, considerando el punto de 
equilibrio como una función de b, se tiene que 
_ dp -1 
ó.p ~ -D..b = --Ó.b 
db a - e 
_ dij -e 
D..q ~ -D..b = --Ó.b 
db a - e 
después de calcular las derivadas indicadas y reemplazar el valor de 
Ó.b se tiene 
ó.p ~ -apo 
a-e 
ó.ij ~ dij Ó.b = -aepo 
db a - e 
De la misma forma es posible analizar los cambios producidos por 
impuestos y subsidios. 
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Ejercicio 
Usar diferenciales para estimar el cambio en el punto de equilibrio de 
un mercado con oferta y demanda lineales, que produce un impuesto de %r 
sobre el precio de venta al consumidor. 
2.7. Derivadas parciales 
Para una función de varias variables w = f (Xl, X2, X3, ... , x n ) el concep-
to de marginalidad se extiende a cada una de las variables Xl, X2, X3, ... ,Xn , 
éste mide el comportamiento de la variable dependiente w si alguna de sus 
variables independientes se incrementa. Lo mismo que en el caso de una va-
riable es posible justificar la aproximación del comportamiento marginal de 
w con respecto a Xi por la derivada parcial de f con respecto a Xi definida 
por: 
Para funciones de producción en dos variables, p.e. capital y trabajo, estas 
derivadas miden las productividades marginales del capital y el trabajo. 
El cálculo de este tipo de derivadas no involucra reglas nuevas, solamente 
se deben manejar las variables con respecto a las que no se deriva como 
constantes. Las notaciones usuales para la derivada de la función f con 
respecto a la i-ésima variable son: .gL, Di! Y fXi. 
uX, 
Ejemplo 
Si 
f(x, y, z) = xy + yz + xz + yz2 + xy2 z3, 
f!l. = y + z + y2 z3 f!l. = X + z + z2 + 2xyz3 f!l. = y + X + 2yz + 3xy2 z2 . ox ' ay , oz 
Al vector formado por las derivadas parciales de una función f de varias 
variables, se lo conoce como el gradiente de la función y se usa la siguiente 
notación: 
( 
EJf EJf EJf) \7 f(x) = ~(x), ~(x), ... , ~(x) . 
UXI UX2 uXn 
El gradiente para la función del ejemplo anterior es 
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Ejercicios 
1. Probar que el gradiente de una función lineal de varias variables 
L (x) = ao + alXI + a2X2 + ... + anXn 
T 
= (aO,al,a2,··· ,an )(XO,XI,X2,··· ,Xn ) 
= aO + ax T 
es el vector \7 L (x) = a. 
2. Probar que el gradiente de una forma cuadrática en n variables, 
2 2 q (x) = al1xI + al2Xlx2 + ... + annXn el a12 = (Xl, X2,·· . , X n ) a21 a22 
anl a n 2 
=xAxT 
es el vector \7q (x) = 2xA 
aln 
a2n 
ann 
) (Xl, Xz," ,x"f 
3. Sea 
1 
C*(PI,P2,P3,q) = q [A (pfp~-f3rY + Bp~] Q, 
una función de costo que depende de los precios (PI, P2, P3) de tres 
insumos y la cantidad, q, que se produce. Calcular y simplificar todas 
las derivadas parciales de C* y PI C;l + P2C;2 + P3C;3· 
4. Determinar las condiciones que deben satisfacer los parámetros de 
las funciones CD y CES para que sean útiles como funciones de pro-
ducción o utilidad, esto es, sus valores deben ser no negativos y las 
funciones deben tener rendimientos marginales positivos y decrecien-
tes. 
Las notaciones ,,[)21 , fik, Dikf, denotan la segunda derivada parcial 
UX~UXk 
de f con respecto a Xi y a Xk. El proceso de cálculo se efectúa derivando 
primero con respecto a la variable Xk Y luego el resultado con respecto a la 
. bl d· f)2 f _ [) ([) f ) vana e Xi, es eClr,~. - -;;;-:-. ~ . 
uX1UXk uX1 uXk, 
2.8. Reglas de la cadena 
Para funciones de varias variables existen dos versiones de la regla de la 
cadena. Una para el caso en que w = f(XI, X2, X:~, . .. , x n ) donde cada una 
de las variables Xi es a su vez fundón de otra variable t, esto es, Xi = Xi(t) 
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para i = 1,2, ... , n. En este caso, al hacer la composición w resulta ser 
una función únicamente de la variable t y se tiene la siguiente regla para 
encontrar su derivada: 
dw af dXI af dX2 af dX3 af dXn 
- = -- + -- + --+ ... --o 
dt ax 1 dt aX2 dt aX3 dt aXn dt 
Usando gradiente, 
~~ = Vf(g(t)) (g'(t){ = Vf(g(t))· g'(t) 
donde g(t) = (Xl (t), X2(t), . .. , xn(t)) y g'(t) = (dXJP), x~~t), ... , xd~t)) . 
La otra regla de la cadena se aplica cuando cada variable Xi es a su vez 
función de varias variables, Xi = Xi(tl, t2, t3, ... , tm ) para i = 1,2, ... , n, al 
hacer la composición w es una función de las m variables tI, t2, t3, ... , tm , en 
este caso las derivadas parciales se calculan por medio de 
aw afaXI af aX2 af aX3 af aXn 
- = --+--+--+ ... _-. 
atk aXI atk aX2 atk aX3 atk aXn atk 
Nótese el contraste en las dos fórmulas, en la primera se usan d para denotar 
derivadas en una variable, en la segunda todas son a ya que allí solamente 
hay derivadas parciales. 
Teorema 2.2. (Euler) Una función f es homogénea de grado p si y sólo 
si 
n af 
pf(x) = ¿Xka · k=l Xk 
Demostración. Si f es homogénea de grado p, f(>..x) = >..P f(x), derivando 
la ecuación anterior con respecto a >.. se tiene: 
haciendo >.. = 1 se tiene el resultado. 
Por otra parte, si f satisface la ecuación 
y 9 está definida por 
g(t) = cP f(tx) - f(x) 
para t > O. Entonces, por la regla de la cadena, 
n 
g'(t) = _pCp - 1 f(tx) + cP ¿ xkDd(tx) 
"=1 
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Usando la ecuación(*) de la forma 
n 
pf(tx) = L)txk)Dkf(tx) 
k=l 
en g'(t), 
g'(t) = _pCp- 1 f(tx) + CP-1pf(tx) = O 
en consecuencia 9 es constante y como g(l) = O, g(t) = O para todo t. Así, 
f(tx) = tP f(x) 
o 
La presentación de este teorema a funciones con rendimientos constan-
tes a escala dice que la suma de las cantidades de cada insumo por sus 
productividades marginales es la producción total. 
Ejercicios 
1. Encontrar el grado de homogeneidad para cada función y calcular en 
cada caso xFx + yFy: 
a) F(x, y) = x3 + 3x2y + 5xy2 - 16y3. 
b) F(x,y) = x3!2y3' 
e) F(x, y) = a 2x/3y ~ ax+f3y' 
2. Calcular el grado de homogeneidad de la función 
x + 2y + 3z 
F(x, y, z) = {/3x2 + 2y2 + z2 
y xFx + yFy + zFz . 
3. Probar que si 
( 
axayf3 )"1 
f(x, y) = cxc5 + dyP , 
entonces 
~ xfx + ~yfy = r (~+ ~ -1) . 
S f p f S P 
4. Para cada una de las siguientes funciones de producción, determinar 
el tipo de rendimientos dependiendo de los parámetros y calcular 
la productividad marginal del trabajo en función de los niveles de 
producción, capital y trabaj0 2: 
2 Revankar, Nagesh S. Op. cit. 
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a) Q(K, L) = (B~~:&a r/a esta función se puede considerar co-
mo el cociente de una Cobb-Douglas y una CES. 
b) Q(K,L) = AéK / L K aL(3 
e) Q(K,L) = AéK +aLKaL(3 
d) Q(K, L) = AKQ (1-8p) [L + (p - 1)K]a8p 
5. Una curva de nivel (isocuanta), para la función de producción Q = 
Q(L, K), está representada por la expresión Q(L, K) = e, donde c 
es una constante, sobre ella están las distintas combinaciones de L 
(capital) y K (trabajo) necesarias para producir una cantidad c. En 
esta curva, bajo ciertas condiciones sobre Q, L es una función de 
K, L = L(K). Usar la regla de la cadena en la ecuación Q(L, K) = c 
para calcular ~f<, la tasa marginal de sustitución técnica del trabajo 
por el capital. Aplicar los resultados a las funciones: 
a) Q(L, K) = ALa K(3. 
b) Q(L, K) = (aLP + (3KP)l/P 
6. C representa el costo promedio de una firma que usa dos insumas 
de producción, K y L, a precios r y w respectivamente y tiene una 
producción de Q = Q(K, L) unidades. 
a) Calcular las derivadas parciales de primer orden de C. 
b) Determinar las condiciones bajo las cuales las derivadas parciales 
de primer orden son cero. 
e) Encontrar las derivadas parciales de segundo orden de C. 
d) Aplicar los resultados a la función C(K, L) = Iffai'U¡La donde la 
función de producción es Cobb-Douglas con rendimientos cons-
tantes. 
7. II(K, L) = pQ(K, L) - (rK +wL) representa el beneficio a corto plazo 
de la firma del ejercicio anterior. 
a) Calcular las derivadas parciales de primer orden de II. 
b) Determinar las condiciones bajo las cuales las derivadas parciales 
de primer orden son cero. 
e) Encontrar las derivadas parciales de segundo orden de II. 
d) ¿Existe algún parecido entre las partes b) de este ejercicio y del 
anterior? 
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8. Calcular las derivadas parciales de la función CES: 
Q(x) = A (takX¡/)-~ 
k=l 
con respecto a Xk Y escribirla en términos de la función y Xk; esta 
derivada representa la productividad marginal del k-ésimo insumo y 
al escribirla en términos de la función y la variable se está expresando 
esa productividad marginal como función del nivel de producción y 
las cantidades de insumos. 
9. Hacer lo mismo que en el ejercicio anterior para la Cobb-Douglas 
n 
Q (x) = A rr X~k. 
k=l 
10. ¿Es posible hacer el mismo cálculo para la función translogarítmica 
n n n 
lny = ao + ¿ailnxi + ¿¿aiklnxilnxk? 
i=l k=l i=l 
11. Para la función de producción 
(
n ) -a/p 
Q(Xl, X2,· .. ,xn ) = a ¿ ÓkxkPk 
k=l 
que generaliza la CES3 : (si los Pk son todos iguales a p esta función 
se reduce a la CES). 
a) Imponer restricciones sobre los parámetros para que la función 
tenga rendimientos crecientes. 
b) El producto marginal con respecto al k-ésimo insumo en función 
de las cantidades de producto e insumos. 
12. Para la función 
(
n )-l/P 
y = f(x) = ¿ Ók x kPk 
k=l 
probar que: 
3 Guilkey, David K. y C. A. Knox Lovell (1980). "On the flexibility of the translog 
approximation", International Economic Review, Vol. 21, No. 1, febrero. 
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a) 
b) 
e) 
f - (j E!.J:,: yl+P k - k P (Xk)l+Pk' 
!ks = (jk~ !kfs, si k i s. 
fkk = fk (.!±.e fk - l+Pk ). y Xh' 
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13. Probar que si una función es homogénea de grado r, sus derivadas 
parciales son homogéneas de grado r - 1. 
2.9. Diferencial en varias variables 
Las aproximaciones en varias variables, usando diferenciales, se hacen 
en la forma: 
~w = ~f(x) = f(x + ~x) - f(x) 
= f(XI+~XI,X2+~X2,'" ,xn+~xn)-f(XI,X2,'" ,xn) 
= f(XI+~XI,'" ,xn+~xn)-f(XI,X2+~X2,'" ,Xn+~Xn)~XI 
~XI 
f (XI,X2 + ~X2,'" ,Xn + ~xn) - f (XI,X2,'" ,Xn + ~Xn) A + UX2 + ... ~X2 
f (Xl, X2,'" ,Xn-l, Xn + ~Xn) - f (Xl, X2,'" ,Xn-l, Xn ) A + A u~ 
uXn 
8f 8f 8f 8f ~ -~XI + -~X2 + -~X3 + ... --~Xn 
8XI 8X2 8X3 8xn 
= \1 f (x) . ~x. 
La última expresión es llamada la diferencial total de f. 
Ejercicios 
1. Considérese el modelo macroeconómico Y = C + 1 +G, C = C (Y, T, r), 
1 = 1 (Y, r) donde Y es renta nacional, C el consumo, 1 inversión, G 
el gasto público, T ingreso por impuestos, r tasa de interés, C y 1 
son diferenciables, con Cy > 0, CT < 0, Cr < 0, ly > 0, Ir < ° y 
Cy + ly < 1. 
a) Interpretar económicamente las condiciones sobre C e l. 
b) Diferenciar el sistema y expresar dY en términos de dT, dG Y 
dr. ¿Qué pasa con Y si T crece? ¿Qué pasa si G decrece? 
2. Estimar, usando diferenciales, el cambio en el punto de equilibrio de 
un mercado de un bien que tiene oferta y demanda lineales, qO = ap+b 
y qd = cp + d, producido por: 
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a) Un incremento de $1000 en el precio de venta al consumidor. 
b) Un impuesto del 16 % sobre el precio de venta al consumidor. 
Si a = 20, b = -20000, c = -15 Y d = 100000. 
c) Encontrar el punto de equilibrio para este caso. 
d) Analizar el cambio del punto de equilibrio si el precio al consu-
midor se incrementa en $200. 
e) ¿Cuál es el cambio que resulta de imponer un 16 % de impuesto 
sobre el precio al consumidor? 
1) Diseñar un mecanismo para incrementar la cantidad de equilibrio 
en 10%. 
3. Usar diferenciales para estimar el cambio en el precio y la cantidad 
de equilibrio en un mercado que tiene demanda q = ap2 + bp + c y 
oferta q = ap + (3. 
a) Producido por un subsidio al productor del 10 % del precio de 
venta. 
b) Un aumento de $1 sobre el precio de venta al consumidor. 
c) Un aumento de $k sobre el precio de venta al consumidor. 
d) Un impuesto del 10 % sobre el precio de venta al consumidor. 
e) Un impuesto del r % sobre el precio de venta al consumidor. 
1) Aplicar los resultados a un caso particular. 
2.10. Polinomio de Taylor en varias variables 
La siguiente extensión del teorema de Taylor es la herramienta funda-
mental en la consecución de las condiciones suficientes en la clasificación de 
los óptimos, en funciones de varias variables y en el análisis del equilibrio 
dinámico en casos no lineales. 
Teorema 2.3. (Taylor) Sea f (x), con x = (Xl,X2,··· ,xn ), una función 
que posee m + 1 derivadas continuas en un conjunto abierto de ]Rn que 
contiene al punto a = (al, a2,·· . ,an ), entonces 
n af n n a2 f 
f (x) = f (a) + L ax. (a) (Xi - ai) + L L axax (a) (Xi - ai) (Xk - ak) 
i=l t k=l i=l t k 
n n am f 
+ ... + ~ ... ~ (a)(Xkl- ak1 )(Xk2- ak2)··· ~ ~ aXkl aXk2 ... aXk
m k 1 =1 km=l 
(Xkm - akm ) + Em,a (x) 
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donde, 
n n om+1 1 
Em,a (x) = L .. , L o o o (e) (Xkl - akl) ( Xk2 - ak2)'" 
kl =1 km+l =1 Xkl Xk2 '" Xkm+l 
(Xkm+l - akm +1) 
para algún e E ,Bllx-all (a). 
Como en el caso de una variable E es el error y el resto de la expresión 
es el polinomio de Taylor de orden m alrededor de a en varias variables. 
El polinomio de primer grado se puede escribir en forma compacta como 
01 1 (x) = 1 (a) + L n ox' (a) (Xi - ai) + E1,a (x) 
i=l t 
= 1 (a) + V' 1 (a)(x - a)T + E1,a (x) 
este desarrollo se usará para conseguir condiciones sobre el comportamiento 
del plano tangente a la gráfica de una función en los puntos óptimos y en 
el análisis dinámico de sistemas no lineales. 
Ejercicios 
Encontrar aproximaciones de primer orden y los errores correspondien-
tes para cada una de las funciones en los puntos indicados: 
1. w = -x - xy - xyz en el punto (1,1,1). 
2. w = ex3+2y2+3z en el punto (O, O, O). 
Capítulo 3 
Grafos y contornos 
Las definiciones básicas de conjuntos abiertos, cerrados, compactos, con-
vexos (como otras) no son en general fáciles de manejar. Por ejemplo, de-
terminar si el conjunto 
A = {(x, y) E JR2 I X2 - y ::; 4, Ixl + y ::; 5} 
es abierto y convexo con sólo las definiciones, puede convertirse en un difícil 
problema algebraico. Las nociones de grafos y contornos y los resultados 
que conectan el comportamiento de éstos y las funciones que los determinan 
simplifican la solución de problemas de este tipo. En el caso anterior las 
propiedades del conjunto A están determinadas por el comportamiento de 
las funciones f(x, y) = X2 - y y g(x, y) = Ixl + y usadas para definirlo. 
3.1. Grafos 
Definición 3.1. Sea f : A ~ JRn -4 lR. 
El grafo de f es el conjunto: 
Gf = {(x,y) I f(x) = y} ~ JRn+l, 
el epígrafo, grafo superior o supergrafo de f es el conjunto 
GSf = {(x, y) I f(x) ::; y} ~ JRn+l 
y el hipógrafo, grafo inferior o subgrafo de f es 
G l f = {( x, y) I f ( x) ?: y} ~ JR n+ 1 . 
GS f es el conjunto de todos los puntos que están sobre la gráfica de 
y = f(x), y Glf es el conjunto de puntos bajo la gráfica. Nótese que con 
esta definición el grafo superior y el grafo inferior contienen al grafo, y que 
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si la función f está definida en un subconjunto de IRn entonces los conjuntos 
G ¡, GS ¡ y G I ¡ son subconjuntos de IRn+ 1 . De esta forma los grafos superior 
e inferior, y el grafo de una función definida en los números reales, es un 
subconjunto de puntos del plano. El grafo es el conjunto de puntos que 
forman su gráfica, el grafo superior es la porción del plano formada por la 
grafica y los puntos que están encima de la gráfica y el inferior la gráfica y 
el conjunto de puntos bajo la gráfica. 
Figura 3.1: El grafo es la superficie formada por los puntos 
que satisfacen la ecuación z = f(x, y) , el epígrafo o grafo 
superior de f es el grafo junto con el conjunto de todos los 
puntos que están encima de la gráfica, y el hipógrafo o grafo 
inferior es el grafo junto con el conjunto de los puntos bajo 
la gráfica. 
Teorema 3.1. Si f es una función continua definida en un conjunto cerra-
do, entonces G¡, GS¡ y GI¡ son conjuntos cerrados. 
Demostración. Sean f : A ~ IRn --t IR continua y A cerrado. Probar que 
GS¡ es cerrado equivale a mostrar que su complemento, GSj, es abierto. 
Sea (a, b) E Gj esto significa que f(a) > b. La aplicación del teorema 
del valor medio para funciones continuas a f alrededor de a garantiza que 
existe Ó > O tal que para x E Bt5(a) nA, f(x) > ~ (J(a) + b). Sean r = 
mín {ó, ~ (J(a) + b)} Y (x, y) E Br(a, b), de aquí, x E Br(a) ~ Bt5(a) y 
y E (b-r , b+r), entonces f(x) > ~ (J(a) + b) Y Y < b+r < b+~ (J(a) - b) = 
~ (J(a) + b), de donde y < f(x), lo que implica que (x, y) E Gj, de esta 
forma GSj es abierto y GS¡ es cerrado. Las otras partes se dejan como 
ejercicio al lector. O 
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Ejemplos 
1. El conjunto {(x, y, z) I X2 + xy + 5y2 ::; z} es un conjunto cerrado ya 
que el conjunto es el grafo superior de la función h(x, y) = x2+xy+5y2 
que es continua y está definida para todo x, y, esto es, su dominio es 
JR.2 que es cerrado. 
2. El conjunto {(x, y) I y 2:: x2} es cerrado ya que la función g(x) = x2 
es cotinua en JR. y el conjunto es el grafo superior de g. 
3. El conjunto {(x, y, z) I z ::; 2x + 5y - 4X2 + xy - y2} es el grafo infe-
rior de la función continua f (x, y) = 2x + 5y - 4x2 + xy - y2, por lo 
tanto es un conjunto cerrado. 
4. El conjunto {(x, y, z) I z > 2x + 5y - 4X2 + xy - y2} es el comple-
mento del grafo inferior de la función f (x, y) = 2x + 5y - 4x2 + xy _ y2 
que es una función continua en JR.2, por lo tanto el conjunto es abierto 
(su complemento es cerrado). 
5. Muchos conjuntos se pueden interpretar como grafos, supergrafos y 
subgrafos de funciones adecuadas. El conjunto 
{(x, y, z) I y2 + X < yz ::; x + y2 + z2} 
es igual a: 
{(x, y, z) I y2 + X - yz < O ::; x + y2 + z2 - yz} 
= {(x,y,z) I y2 - yz < -x::; y2 + z2 - yz} 
= {(x,y,z) I yz - y2 > x 2:: yz - y2 - z2} 
= {(x,y,z) I yz - y2 > x} n {(x,y,z) Ix 2:: yz - y2 - z2} 
= ({ (x, y, z) I yz - y2 2:: x} - {(x, y, z) I yz - y2 = x}) 
n {(x,y,z) Ix 2:: yz - y2 - Z2} 
= (Gh - Gh ) n GSk 
donde las funciones h y k están definidas por h(y, z) = yz _ y2 Y 
k(y, z) = yz - y2 - z2. Aquí las funciones se han tomado en las 
variables y y z porque el conjunto permite "despejar" (dejar sola) la 
variable x en medio de las desigualdades. 
6. El ejemplo anterior permite una interpretación del conjunto en térmi-
nos de grafos; otros, como el siguiente, permiten varias interpretacio-
nes. 
{(x, y, z, w) Ix + w2 < Y + z3 ::; x + z2 + w3} 
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Una forma de interpretarlo es "despejar" la variable y en medio de 
las desigualdades: 
{ (x, y, z, w) I x + W 2 - Z3 < Y ::; x + Z2 + W 3 - Z3} 
= {(X, y, Z, W) I x + W2 - Z3 < y} 
n {(X, y, Z. W) I y ::; x + Z2 + W3 - Z3} 
= ({ (X, y, Z, W) I x + W2 - Z3 ::; y} 
- {(X, y, Z, W) IX + W2 - Z3 = y}) n GSC 
= (GIF - GF) n GSC 
donde las funciones F y G están definidas por F (x, Z, w) = x + w2 - z3 
y G(x, z, w) = x + z2 + w3 - z3. 
Otra interpretación es "despejar" la variable x en medio de las desi-
gualdades: 
{(x, y, z, w) I w2 - z3 - Y < -x::; z2 + w3 - z3 - y} 
= {(x, y, z, w) I y + z3 - w2 > x 2: y + z3 - z2 - w3} 
= {(x, y, z, w) I y + z3 - w2 > x} 
n { (x, y, z. w) I x 2: y + z3 - z2 - w3} 
= (GI¡ - G¡) n GSg . 
Con f(y, z, w) = y + z3 - w2 y g(y, z, w) = y + z3 - z2 - w3. 
Ejercicios 
1. Sean 
A = {(x, y) II y2 - Y I ::; x, I y + 21 ::; 1} . 
B = {(x,y)llx2 + xl::; y -1, Ixl ::; 1}. 
a) Graficar, encontrar los puntos de acumulación y la frontera de 
cada conjunto. 
b) Determinar si cada conjunto es compacto. 
e) Describir cada conjunto en términos de grafos, supergrafos y 
subgrafos. 
2. Sean 
f(x) = x + 5. 
Graficar los siguientes conjuntos y determinar si son cerrados, acota-
dos y compactos. 
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a) GSg n Glf. 
b) GIg n GSf. 
3. Sean 
g(x, y) = x2 + x - y, f(x,y) = x-y. 
Determinar si los siguientes conjuntos son cerrados y/o acotados. 
a) GSg n Glf. 
b) GIg n GSf. 
4. Sean 
g(x,y,z) = x + 3y - 3x2 - z2, f(x,y,z)=x-2Y+Z2. 
Determinar si los siguientes conjuntos son cerrados, acotados y com-
pactos. 
a) GSg n Glf. 
b) GIg n GSf. 
5. Interpretar los siguientes conjuntos como grafos y determinar si son 
cerrados y/o acotados: 
A = {(K,L) 15Ko,2Lo,5::::: 200,0::; K::; 50}, 
B = {(x,y,z) 15x2 +3y2::; 2z}, 
e = {(x, y) I Pxx + Py y ::; I, x ::::: O, y ::::: O}, 
D = {(K, L) I Min{2K, 3L} ::::: 6}, 
E = {(K, L) I 5K-1,2 + 3L- 1,2 = 500, K> O, L > O}, 
F = {(x, y) I x2 - 9y2 = 9}. 
6. Sea f : A ~ IRn ----+ IR. Probar que: 
a) Si A es compacto y f es continua, entonces G f es compacto. 
b) GSf y Glf son conjuntos no acotados (por lo tanto no compac-
tos). 
7. Probar que el grafo y el grafo inferior de una función continua definida 
en un conjunto cerrado son conjuntos cerrados. 
8. Encontrar una función discontinua para la cual su grafo superior sea 
cerrado. 
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3.2. Contornos 
Otros conceptos que ayudan a determinar el comportamiento de fun-
ciones y conjuntos son los contornos. 
Definición 3.2. Sean f : A s::;; IRn --t IR Y k un número real. El contorno 
de f a nivel k es el conjunto 
C¡(k) = {x E IRn I f(x) = k}. 
(Nótese que éste es un conjunto de nivel, para funciones de dos variables 
es una curva de nivel); el contorno superior de f a nivel k es 
C8¡(k) = {x E IRn : f(x) ~ k} 
y 
CI¡(k) = {x E IRn : f(x) ~ k} 
es el contorno inferior de f a nivel k. 
Figura 3.2: La gráfica de la función f se corta a altura k y 
se proyecta al plano xv. El contorno superior de f a nivel 
k corresponde a la región gris y el contorno inferior de f a 
nivel k a la región blanca. 
Estos conjuntos están formados por las proyecciones de la gráfica de 
la función al dominio (por lo tanto son subconjuntos del dominio de la 
[ullción): el contorno es la proyección de los puntos de la [unción que se 
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encuentran a altura k, el contorno superior es la proyección de los puntos 
que se encuentran a altura mayor o igual que k y el inferior es el de los 
puntos que se encuentran a altura menor o igual que k. 
Como en los grafos se tiene el siguiente resultado: 
Teorema 3.2. Si f es una función continua definida en un conjunto cerra-
do, entonces C¡(k), C8¡(k) y C1¡(k) son conjuntos cerrados. 
Demostración. Sean f : A ~ ffi.n ---+ ffi. continua y A cerrado. Para probar 
que C8¡(k) es cerrado existen tres posibilidades: 
1. Si k > f(x) para todo x E A, en este caso C8¡(k) = 0 que es un 
conjunto cerrado. 
2. Si k < f(x) para todo x E A, entonces C8¡(k) = A que es cerrado. 
3. Si k está en el rango de f, en este caso basta ver que D = C1¡(k) -
C¡(k) es abierto. Sea z E D, entonces f(z) < k. Por el teorema del 
valor medio para funciones continuas, existe r > ° tal que para toda 
x en Br(z) nA, f(x) < k; lo que prueba el resultado. 
D 
Los otros casos se dejan como ejercicio para el lector. 
Ejemplos 
1. Si f(x) = x3 - X, C¡(O) = {-1,0, 1}, C8¡(0) = [-1, O] U [1, (0). 
2. El conjunto {(x, y) : x2 + xy + 5y2 ::; 3} es el contorno inferior a nivel 
3 de la función f(x, y) = x2 + xy + 5y2. 
3. El conjunto del ejemplo 5 de la sección anterior 
{ (x, y, z) I y2 + X < Y z ::; x + y2 + z2} 
puede ser interpretado como contornos; para esto basta restar yz a 
todos los términos de las desigualdades para convertirlo en 
{(x, y, z) I y2 + X - yz < ° ::; x + y2 + z2 - yz} 
= {(x, y, z) I y2 + X - yz < O} n {(x, y, z) I O::; x + y2 + z2 - yz} 
= ( { (x, y, z) I y2 + X - Y z ::; O} - { (x, y, z) I y2 + X - Y z = O} ) 
n {(x, y, z) I ° ::; x + y2 + z2 - yz} 
= (C1¡(0) - C¡(O)) n C8g (0), 
donde f(x, y, z) = y2 + X - yz y g(x, y, z) = x + y2 + Z2 - yz. 
3.2. CONTORNOS 
Ejercicios 
1. Sean 
A = {(x, y) II y2 - Y I ~ X, I y + 21 ~ 1} . 
B = {(x, y)llx2 + xl ~ y - 1, Ixl ~ 1}. 
Describir cada conjunto en términos de contornos. 
2. Sean 
f(x) = x + 5. 
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Graficar los siguientes conjuntos y determinar si son cerrados, acota-
dos y compactos. 
a) C59 (0) n C1¡(5). 
b) C19 (5) n C5¡(0). 
3. Sean 
g(x, y) = X2 + X - y, f(x, y) = x-y. 
Graficar los siguientes conjuntos y determinar si son cerrados y/o 
acotados. 
a) C59 (1) n C1¡(2). 
b) C19 (1) n C5¡(2). 
4. Sean 
g(x, y, z) = x + 3y - 3x2 - z2, f (x, y, z) = x - 2y + z2. 
Determinar si los siguientes conjuntos son cerrados, acotados y com-
pactos. 
a) C59 (0) n C1¡(0). 
b) C19 (0) n C5¡(0). 
5. Interpretar los siguientes conjuntos como contornos: 
A = {(K,L) 15Ko,2Lo,5 2': 200,0 ~ K ~ 50}, 
B = {(x,y, z) 15x2 + 3y2 ~ 2z}, 
C = {(x,y) I Pxx + pyy ~ 1,x 2': O,y 2': O}, 
D = {(K,L) I Min{2K,3L} 2': 6}, 
E = {(K, L) I 5K- 1,2 + 3L- 1,2 = 500, K> 0, L > O}, 
F = {(x, y) I x2 - 9y2 = 9}. 
54 CAPÍTULO 3. GRAFOS Y CONTORNOS 
6. Sean 
f(x, y) = X2 + xy + y + 5, g(x, y, z) = z - y - xz. 
escribir el conjunto 
A = {(x, y, z) I x2 + xy :S z - y - 5 :S xz} 
en términos de los grafos y/o contornos de f y g. 
7. Terminar la prueba del último teorema de esta sección. 
8. Encontrar una función discontinua que tenga todos sus contornos su-
periores cerrados. Una función con esta propiedad se llama semicon-
tinua superiormente. 
9. Sea f : A ~ ]Rn ~ R Probar que si A es compacto y f es continua, 
entonces los contornos de f son compactos. 
Capítulo 4 
Convexidad 
La importancia de la convexidad en optimización radica en qué crite-
rios necesarios para encontrar los óptimos de una función se convierten en 
suficientes. Si se conoce, p.e., que una función es convexa en un conjunto 
convexo A y tiene un punto crítico interior a A, entonces en ese punto tiene 
un mínimo y sus máximos los tomará sobre la frontera del conjunto; así, una 
condición necesaria se convierte en suficiente. Además de las aplicaciones 
en optimización, en economía la convexidad da consistencia a la construc-
ción de algunas teorías: en la del consumidor el conjunto de canastas de 
bienes elegibles debe ser convexo; si es posible elegir un par de canastas, 
debe ser posible elegir cualquier canasta que contenga cantidades de bienes 
entre esas dos; en la del productor el conjunto de cantidades producidas 
es convexo así como también las cantidades de insumos de producción, si 
un fabricante puede producir dos cantidades de un bien, puede producir 
cualquier cantidad entre esas dos. 
4.1. Conjuntos convexos 
Un conjunto convexo es aquel en el que al unir cualquier par de puntos 
por una recta, ésta queda totalmente contenida en el conjunto. Usando la 
interpretación geométrica de la suma de vectores, la formalización de esta 
noción es: 
Definición 4.1. Un conjunto A e lR.n es convexo si para cada par de 
elementos x, y E A y>. E [0,1], 
>.x + (1 - >') y E A. 
Si x y y son dos elementos (vectores) en lR.n , x - y es el vector que une 
los extremos de x y y en la dirección de y a x, y 
y + >. (x - y) = >.x + (1 - >') y, 
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con A en el intervalo [O, 1], es el segmento de recta que une x y y partiendo 
de y (cuando A = O) Y finalizando en x (cuando A = 1); la expresión 
AX+ (1- A)Y se llama una combinación convexa de x y y. Así, la definición 
de conjunto convexo es la formalización de la noción intuitiva: un conjunto 
es convexo cuando al conectar cualquier par de puntos del conjunto por 
una recta, ésta queda totalmente contenida en el conjunto. Nótese que esta 
definición puede ser generalizada a subconjuntos de espacios vectoriales, 
para lo cual basta usar las operaciones definidas en el espacio. 
,\ u+ ( 1-'\ lV 
u v 
Figura 4.1: Conjunto convexo. 
Un conjunto es no convexo si existen un par de puntos x y y tales que al 
unirlos por una recta, ésta no queda totalmente contenida en el conjunto. 
'\u+C1-'\lv: 
u\ v 
Figura 4.2: Conjunto no convexo. 
En los reales los conjuntos convexos son los intervalos, en el plano y el 
espacio son conjuntos sin "entradas" como muestra la figura 4.1. 
Ejemplos 
1. Sean (x, y) y (8, t) elementos de {(x, y) I x2 + X ::; y} por la definición 
del conjunto 
X2 + x ::; y y 82 + 8 ::; t. 
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Probar que >.(x, y) + (1 - >')(8, t) está en el conjunto equivale a que 
(>'x + (1 - >')8, >.y + (1 - >.)t) satisface la condición que define al 
conjunto, es decir: 
[>'x + (1 - >')8]2 + >.x + (1 - >.)8 :::; >.y + (1 - >.)t. 
Desarrollando el término de la izquierda de la desigualdad: 
>.x + (1 - >') 8]2 + >.x + (1 - >') 8 
= >.2x2 + 2>'(1 - >.)X8 + (1 - >.)282 + >.x + (1 - >.)8 
haciendo uso de la desigualdad 2ab :::; a2 + b2 se tiene 
>.2X2 + 2>'(1 - >.)X8 + (1 - >.)282 + >.x + (1 - >.)8 
:::; >.2x2 + >'(1 - >.)(x2 + 82) + (1 - >.)282 + >.x + (1 - >.)8 
= >.2x2 + >.x2 _ >.2x2 + >'82 _ >.282 + (1 - 2>. + >.2)82 
+ >.x + (1 - >.)8 
= >.x2 + (1 - >') 82 + >.x + (1 - >') 8 
= >. (x2 + x) + (1 - >') (82 + 8) 
:::; >.y + (1 - >.)t. 
que prueba que el conjunto es convexo. 
2. El conjunto {(x, y) I x2 + X = y} no es convexo porque (O, O) Y (1,2) 
son elementos del conjunto, pero 0,5(0, O) + 0,5(1,2) = (0,5,1) no es 
elemento del conjunto ya que 0,52 + 0,5 = 0,75 i- 1. 
3. Sean u y v elementos de A n B, u y v son elementos tanto de A como 
de B. Si A y B son conjuntos convexos, >.U + (1 - >.)v estará en A y 
en B para cada>. E [0,1]; por lo tanto, >.U + (1 - >.)v E A n B. En 
conclusión, si A y B son conjuntos convexos, entonces A n B es un 
conjunto convexo. 
Ejercicios 
1. Probar que un subconjunto de ]R es convexo si y sólo si es un intervalo. 
2. Probar que si A y B son subconjuntos convexos de ]Rn, entonces los 
siguientes conjuntos son convexos: 
a) A+B={u+vluEA,VEB}. 
b) kA = {ku I u E A}. 
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3. Probar usando la definición que el conjunto 
{ (x, y) I X2 + 3y2 ::; xy + 5} 
es convexo. 
4. Determinar si el conjunto 
{(x,y) I x 3 + 3y::; xy} 
es convexo. 
4.2. Funciones convexas y cóncavas 
Geométricamente, una función convexa sobre un conjunto convexo es 
aquella en la cual la recta secante que une los puntos (x, f(x)) y (y, f(y)) 
está sobre la gráfica de la función entre esos puntos, y es cóncava si la 
secante está bajo la gráfica de la función entre esos puntos. Como en el 
caso de conjuntos convexos, no es difícil probar que la siguiente definición 
formaliza la noción intuitiva. 
Definición 4.2. Sean A ~ ffi.n un conjunto convexo y f A ----+ ffi.; f es 
convexa si para todo x, y de A y ,\ E [0,1], 
f ('\x + (1 - ,\) y) ::; ,\f(x) + (1 - ,\) f(y) 
y f es cóncava si 
f ('\x + (1 - ,\) y) ~ ,\f(x) + (1 - ,\) f(y)· 
/ 
~~: 
'\-------
;~ _~~:_'~ I ________ ~L----~I---
u ~~_~~ Au+(1-A)V v 
Figura 4.3: Función convexa. 
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Si en la definición anterior la desigualdad se satisface en forma estricta 
para O < A < 1 Y valores de x y y distintos, se dice que la función es 
estrictamente convexa o estrictamente cóncava según sea el caso. 
Nótese que para determinar si una función es convexa o cóncava se debe 
encontrar el signo de 
Af(x) + (1 - A) f(y) - f (AX + (1 - A) y) 
esta expresión es: 
• No negativa si y sólo si la función es convexa, 
• No positiva si y sólo si la función es cóncava, 
• Positiva para O < A < 1 Y x i- y si y sólo si la función es estrictamente 
convexa, 
• Negativa para O < A < 1 Y x i- y si y sólo si la función es estricta-
mente cóncava. 
--~ 
.......... ~ 
------~ ···· ...... i.\ --- I 
I 
Figura 4.4: Función cóncava. 
Ejemplos 
1. Para determinar el comportamiento de la función f(x) = ax2 + bx + c 
con respecto a convexidad y concavidad se examina el signo de 
Af(x) + (1 - A)f(y) - f(AX + (1 - A)Y) 
para todo x, y reales y A entre O y 1. Reemplazando el valor de la 
función, el signo de la expresión anterior equivale al signo de 
A(ax2+bx+c)+(1-A)(ay2+by+c)- [a(Ax + (1 - A)y)2 + b(AX + (1 - A)Y) + cJ 
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desarrollando, 
= a.\x2 + b.\x +.\c + a(l - .\)y2 + b(l - .\)y + c(l - .\) 
- a(.\2x2 + 2.\x(1 - .\)y + (1 - .\)2y2) - b.\x - b(l - .\)y - c 
simplificando los términos comunes, 
= .\ax2 + a(l - .\)y2 - a(.\2x2 + 2.\(1 - .\)xy + (1 - .\)2y2) 
al factorizar y simplificar se obtiene sucesivamente 
= a [.\x2 + (1 - .\)y2 - .\2X2 - 2.\(1 - .\)xy - (1 - .\?y2)] 
= a [(.\ - .\2)x2 - 2.\(1 - .\)xy + ((1 -.\) - (1 - .\)2) y2] 
= a(.\ - .\2) [x2 _ 2xy + y2] 
= a.\(l - .\)(x - y)2 
ya que (1-.\) - (1- .\? = .\ - .\2 . Esta última expresión es claramente 
mayor o igual a cero si y sólo si a > O, ya que O ::; .\ ::; 1, por lo que 
O ::; 1 - .\ y todo cuadrado es no negativo. Por lo tanto, la función 
f(x) = ax2 + bx + c es estrictamente convexa si y sólo si a > O Y es 
estrictamente cóncava si y sólo si a < o. 
2. Si 9 es convexa, 
9 (.\x + (1 - .\) y) ::; .\g(x) + (1 - .\) g(y) 
para todo x, y en el dominio de 9 y O ::; .\ ::; 1. Si f es creciente y 
está definida en un conjunto convexo que contiene el rango de g, 
f [g (.\x + (1 - .\) y)] ::; f [.\g(x) + (1 - .\) g(y)]. 
Si, además, fes convexa, 
f [.\g(x) + (1 - .\) g(y)] ::; .\f [g(x)] + (1 - .\) f [g(y)]. 
Conectando los resultados anteriores, 
f [g (.\x + (1 - .\) y)] ::; .\f [g(x)] + (1 - .\) f [g(y)]. 
Esto es, si f y 9 son convexas y f es creciente, entonces la función 
compuesta f o 9 es convexa. 
Los siguientes resultados sobre funciones convexas y cóncavas se propo-
nen como ejercicio para el lector. 
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Ejercicios 
l. Probar que la función lineal en n variables 
n 
f(x) = f(Xl, X2, ... , x n ) = ao + L akxk = ao +alxl +a2x 2 + ... +anxn 
k=l 
es a la vez convexa y cóncava. 
2. Probar que si f y 9 son convexas (cóncavas), entonces 
a) f + 9 es convexa (cóncava). 
b) kf es convexa (cóncava) si k > O Y cóncava (convexa) si k < O. 
3. La función compuesta f(g(x)) es cóncava si f es creciente y cóncava 
y 9 es cóncava. 
4. Determinar si la función compuesta f(g(x)) es convexa o cóncava 
cuando 9 es cóncava (convexa) y f es convexa (cóncava) decreciente. 
5. Probar que la función 
f(x, y) = 4x2 - 3xy + 5y2 
es convexa. 
El siguiente teorema es una herramienta de gran ayuda para determinar la 
convexidad de conjuntos definidos a partir de funciones. 
Teorema 4.1. Sean A ~ IRn un conjunto convexo y f : A ---+ IR. Entonces 
1. f es convexa si y sólo si GSf es convexo. 
2. f es cóncava si y sólo si Glf es convexo. 
3. Si f es convexa Clf(k) es un conjunto convexo. 
4. Si f es cóncava CSf(k) es un conjunto convexo. 
5. f es lineal si y sólo si todos sus grafos y contornos son convexos. 
Demostración. Sean (x, y), (u, v) en el grafo superior de f. Por definición, 
f(x) :s; y y f(u):S; v. 
Si f es convexa, 
f(AX + (1 - A)U) :s; Af(x) + (1 - A)f(u) :s; Ay + (1 - A)V, 
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puesto que O :::; A :::; 1. De lo anterior se concluye que si f es convexa, su 
grafo superior es convexo ya que la última igualdad implica que A(X, y) + 
(1 - A)(U, v) = (AX + (1 - A)U, Ay + (1 - A)V) está en GS¡. 
Por otra parte, si GS¡ es convexo y (x, y), (u, v) están en G¡ e GS¡, 
f(x) = y y f(u) = v, 
entonces para O :::; A :::; 1, 
A(X, y) + (1 - A)(U, v) = (AX + (1 - A)U, Ay + (1 - A)V) 
es un elemento de GS¡, puesto que este conjunto es convexo, lo cual implica 
que 
f(AX + (1 - A)U) :::; Ay + (1 - A)V = Af(x) + (1 - A)f(u) 
con O :::; A :::; 1. Es decir, f es convexa. Esto prueba la primera parte del 
teorema. 
Si f es convexa y x,y E CI¡(k) por definición de contorno: f(x) :::; k y 
f (y) :::; k por la convexidad de f, 
f(AX + (1 - A)Y) :::; Af(x) + (1 - A)f(y) :::; Ak + (1 - A)k = k. 
Lo que prueba que C 1 ¡ (k) es un conjunto convexo, esto es, la tercera parte 
del teorema. D 
Ejemplos 
1. El conjunto {(x, y, z) I x2 + xy + 5y2 :::; z} es un conjunto convexo ya 
que la función h(x, y) = x2 + xy + 5y2 es convexa y el conjunto es su 
grafo superior. 
2. El conjunto {(x, y) I y 2: x2} es convexo ya que la función g(x) = x2 
es convexa y el conjunto es el grafo superior de g. 
3. El conjunto {(x, y, z) I z :::; 2x + 5y - 4x2 + xy - y2} es convexo ya 
que es el grafo inferior de la función f (x, y) = 2x + 5y - 4x2 + xy _ y2 
que es una función cóncava. 
4. Si f y 9 son funciones convexas y 
M(x) = Max{J(x) , g(x)}, 
el conjunto 
GSM = {(x,y) I Max{J(x),g(x)}:::; y} 
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es convexo puesto que Max{f(x) , g(x)} :::; y equivale a que f(x) :::; y 
y g(x) :::; y, por lo tanto 
{(x,y) I Max{f(x),g(x)}:::; y} 
= {(x,y) I f(x):::; y} n {(x,y) I g(x):::; y} 
y cada uno de estos conjuntos son los grafos superiores de funciones 
convexas, por lo tanto son convexos, y como la intersección de con-
juntos convexos es convexa, el conjunto GSM es convexo. Esto prueba 
(por aplicación del teorema anterior) que la función M es una función 
convexa. 
5. El conjunto {(x, y) : x2 + xy + 5y2 :::; 3} es convexo ya que es el con-
torno inferior a nivel 3 de la función f (x, y) = x2 + xy + 5y2, que es 
convexa. 
Ejercicios 
1. Probar las partes 3 y 5 del teorema anterior. 
2. Probar que si f y 9 son cóncavas, la función 
m(x) = Min{f(x) , g(x)} 
es cóncava. 
3. Probar que una función derivable f es convexa en el intervalo I si y 
sólo si para cada s y t en 1 
f(s) ?: f(t) + f'(t)(s - t). 
Ayuda: usar la definición de convexidad en la forma f(t + >.(s - t)) -
f(t) :::; >.(f(s) - f(t)) dividir por >.(s - t) y hacer>. -+ o. 
4. Probar que una función diferenciable f es convexa en el conjunto 
convexo A si y sólo si para cada u y v en A 
f(u) ?: f(v) + V7 f(v) . (u - v) 
Ayuda: hacer g(t) = f(v + >.(u - v))y usar el ejercicio anterior. 
4.3. Segunda derivada y convexidad 
El desarrollo de Taylor de primer orden con error para una función g(x) 
que sea dos veces derivable alrededor de un punto x = a es 
gil (e) 
g(x) = g(a) + g'(a)(x - a) + -2-(x - a)2 
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para algún e entre x y a. Desarrollando la expresión anterior 
gil ( e) ( a 2 gil ( e) ) g(x) = -2-x2 + (g'(a) - agl/(c))x + 2 - ag(a) 
para x cercano de a y e entre x y a, esta igualdad dice que, cerca de x = a, 
la función g(x) se comporta como un polinomio cuadrático. El ejemplo 1 
de la sección 4.2 anterior prueba que si el coeficiente de x2 es positivo, el 
polinomio es convexo, y si el coeficiente es negativo, el polinomio es una 
función cóncava. Por lo tanto queda probado el 
Teorema 4.2. Si g(x) es dos veces derivable y gl/(x) es positiva (negativa) 
en un intervalo l abierto, entonces 9 es convexa (cóncava) en l. 
4.3.1. Formas cuadráticas 
El interés al analizar formas cuadráticas está en conseguir resultados 
que den información local sobre el comportamiento de una función a partir 
de sus segundas derivadas. 
En una variable, el comportamiento de la función cuadrática y = ax'2 
es la base para la prueba del teorema que conecta las nociones de segunda 
derivada, convexidad y concavidad. En varias variables este papel lo hacen 
las formas cuadráticas 
q(x) = xAxT. 
Definición 4.3. Una forma cuadrática q(x) = xAxT es: 
1. Definida positiva si q(x) > O para todo x =F O, 
2. Semidefinida positiva si q(x) ::::: O para todo x, 
3. Definida negativa si q( x) < O para todo x =F O Y 
4. Semidefinida negativa si q(x) ::; O para todo x. 
Si una forma cuadrática no es semidefinida positiva ni semidefinida nega-
tiva, se llama no definida. 
Nótese que las formas definidas son también semidefinidas, esto es, las 
formas cuadráticas definidas son un subconjunto de las semidefinidas. 
Ejemplos 
1. La forma 
ql (x, y, z) = 4x2 + 4xy + 3y2 + z2 = (2x + y) 2 + 2y'2 + z'2 
es cero si y sólo si x = y = z = O; para cualquier otro valor es positiva. 
Por lo tanto, es definida positiva. 
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2. Q2(X, y, z) = 4X2 - 4xy + y2 + z2 = (2x - y)2 + z2 es no negativa. Pero 
además de x = y = z = O existen otros valores que la hacen cero, por 
ejemplo x = 1, y = 2, z = O. Por lo tanto, es semidefinida positiva. 
La clasificación de las formas cuadráticas usando la definición anterior 
es, en general, un excelente ejercicio de factorización. Para trasladar el 
problema a criterios matriciales simples es necesaria la siguiente 
Definición 4.4. Sea A una matriz n x n. El menor principal de A de 
orden r es el determinante 
al1 a12 alr 
a21 a22 a2r 
Un menor principal primario de A de orden r es un determinante de 
la forma 
aii aij aik 
aji a·· ajk 
Pr = 
]] 
aki akj akk rxr 
Un menor principal primario es el determinante de la submatriz de 
tamaño r x r que resulta de eliminar n - r filas y columnas correspondientes 
(con igual índice) de A. Por ejemplo, los menores principales primarios de 
orden 2 de la matriz 
(~1 ~ ~ ~) -3 7 1 3 
9 4 3 6 
son: 
I~ ~I, I~ ~I, I~ ~I, I~ ~I· 
Estos determinantes están formados por dos elementos de la diagonal prin-
cipal de la matriz y los elementos simétricos a esos elementos; de la misma 
forma se encuentran los menores principales primarios de orden 3. 
Teorema 4.3. La forma cuadrática Q( x) = xAx'T, donde A es una matriz 
simétrica de tamaño n x n, es: 
1. Definida positiva si y sólo si M r > O para r = 1,2,3, ... ,n. 
2. Semidefinida positiva si y sólo si Pr ::::: O para r = 1,2,3, ... ,n. 
, ~ 
1
1 
li 
:1 
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3. Definida negativa si y sólo si (-lt Mr > O para r = 1,2,3, ... ,n. 
4. Semidefinida negativa si y sólo si (-lt Pr 2: O para r = 1,2,3, ... ,n. 
Una forma cuadrática es definida positiva si y sólo si todos los elementos 
de la diagonal principal de su matriz de representación y todos los menores 
principales son positivos. Es definida negativa si y sólo si todos los elementos 
de la diagonal principal son negativos y los menores principales tienen signos 
intercalados: el de orden 2 positivo, el de orden 3 negativo, etc. De la misma 
forma se determina si la forma es semi definida pero examinando los menores 
principales primarios: para que sea semi definida positiva los elementos en la 
diagonal y todos sus menores primarios de la matriz deben ser no negativos; 
para que sea semidefinida negativa los elementos de la diagonal de la matriz 
deben ser no positivos, los menores primarios de orden 2 deben ser no 
negativos, los de orden 3 no positivos, etc. 
También se pueden usar valores propios para clasificar formas cuadráti-
cas (ver, por ejemplo, Chiang [Ch]). La forma cuadrática es definida positiva 
si y sólo si todos los valores propios de A son positivos; la forma cuadrática 
es semi definida positiva si y sólo si son no negativos; la forma es definida 
negativa si y sólo si son negativos, etc. Sin embargo, este procedimiento 
puede ser difícil ya que encontrar los valores propios implica solucionar una 
ecuación de grado igual al orden de la matriz de representación, problema 
que en general no siempre es posible solucionar analíticamente. 
Ejemplos 
1. La matriz de la forma ql (x, y, z) = 4x2 + 4xy + 3y2 + z2 es 
(4 2 O) 230 O O 1 
Sus menores principales son 
4, I~ ~I = 12 - 4 = 8, 420 2 3 01 = 12 - 4 = 8 
O O 1 
que son todos positivos. Lo que indica que ql es definida positiva. 
2. La matriz de q2(X, y, z) = 4x2 - 4xy + y2 + z2 es 
( 4 -2 O) -2 1 O O O 1 
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Sus menores principales son 
4 -2 O 
-2 1 O = O 
O O 1 
que son no negativos, así que q2 no es definida positiva ni negativa, 
por lo tanto se deben examinar los menores principales primarios para 
determinar si la forma cuadrática es semidefinida positiva o negativa. 
Los menores primarios de primer orden son: 
4, 1 Y 1 
Los de segundo orden: 
14 -21 -2 1 = 4 - 4 = O, I~ ~I = 4 - O = 4 Y I~ ~I = 1 - 0= 1. 
y el único de tercer orden 
4 -2 O 
-2 1 O = O 
O O 1 
Todos los menores primarios son no negativos, por lo tanto la forma 
es semidefinida positiva. 
3. La forma q3(X, y, z) = 4x2 - 3xy - 5y2 + 2xz + 4z2 es no definida ya 
que en la diagonal de su matriz de representación 
( 
4 -3/2 ~1) 
-3/2 -5 
1 O 
hay números positivos y negativos. 
Ejercicios 
Clasificar las siguientes formas cuadráticas en definidas positivas, nega-
tivas, semi definidas positivas, negativas o no definidas. 
1. ql (x, y) = x2 - y2 + xy. 
2. q2 (x, y) = x2 + y2 - xy. 
3. Q3(X, y) = xy. 
4. Q4(X, y) = x2 + y2 + 7xy. 
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5. q5(X, y, z) = x2 + y2 + 3xz. 
6. q6(X, y, z) = -(x - 2y)2 - (3x - 2z)2 - (y - 2z)2. 
7. q7(X, y, z) = _X2 + 2xy - 4y2 + 3xz + 6yz - 9z2. 
8. Q8(X, y, z) = -x2 + 2xy + y2 - yz. 
Teorema 4.4. La forma cuadrática Q( x) = xAXT es: 
1. Estrictamente convexa si y sólo si es definida positiva. 
2. Convexa si y sólo si es semidefinida positiva. 
3. Estrictamente cóncava si y sólo si es definida negativa. 
4. Cóncava si y sólo si es semidefinida negativa. 
Demostración. La convexidad o concavidad de Q está determinada por el 
signo de 
Q ('\x + (1 - '\)y) - '\q(x) - (1 - ,\)q(y). 
La expresión anterior en términos matriciales es 
('\x + (1 - '\)y) A ('\x + (1 - ,\)yf - '\xAxT - (1 - ,\)yAyT 
Desarrollando y factorizando se obtiene sucesivamente 
('\x + (1 - '\)y) A ('\xT + (1 - ,\)yT) - '\xAxT - (1 - ,\)yAyT 
= ('\x + (1 - '\)y) (A'\xT + A(l - ,\)yT) - '\xAxT - (1 - ,\)yAyT 
= ,\2xAx T + '\(1 - '\)xAyT + '\(1 - ,\)yAxT + (1 - ,\)2y A y T 
- '\xAxT - (1 - ,\)yAyT 
= (,\2 _ '\)xAxT + '\(1 - '\)xAyT + '\(1 - ,\)yAxT 
+ [(1- ,\)2 - (1 - '\)] yAyT 
= (,\2 _,\) [xAxT _ xAyT _ yAxT + yAyT] 
= (,\2 _ ,\) [xA (xT _ yT) + yA (xT _ yT)] 
= (,\2 _ ,\) (x _ y) A (xT _ yT) 
= (,\2 _ ,\) (x - y) A (x - yf 
= (,\2 _ ,\)q (x _ y) . 
de donde se obtiene el resultado. D 
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Ejemplo 
La función 
es convexa ya que 
que es la composición de las funciones: f(t) = t3 y g(x, y) = 2x2 -3xy+5y2. 
La función f es creciente y convexa para t 2:: O y la función g es una 
forma cuadrática definida positiva, por tanto, estrictamente convexa; por 
una propiedad anterior, H es convexa. G (x, y) = x2 + 4y2 es una forma 
cuadrática definida positiva, lo que la hace convexa, y L(x, y) = 2x - 5y + 3 
es lineal, por lo que se puede considerar convexa. Como la suma de funciones 
convexas es convexa y 
F(x, y) = H(x, y) + G(x, y) + L(x, y) 
entonces F es convexa. 
4.3.2. La matriz hes si ana 
La prueba del teorema que da las condiciones suficientes para encontrar 
los óptimos de una función en varias variables está basada en el desarrollo 
de Taylor. Usando el gradiente \7 f(a) = (~(a), l!:;(a), ... , -!t(a)) para 
simplificar la notación, el desarrollo de Taylor de primer orden con error 
alrededor de a es: 
1 n n 82 f 
f(x) = f(a) + \7 f(a) . (x - a) + -~ ~ 8 8 (C)(Xí - aí)(Xj - aj) 2~~ x· x· í j 2 J 
1 
= f(a) + \7 f(a) . (x - a) + 2(x - a)H¡(c)(x - af 
El último término de esta expresión representa el error cometido en la 
aproximación, el e está entre x y a. Este error es una forma cuadrática en 
x - a y la matriz asociada se conoce como hessiana de la función f en el 
punto e 
fxf(c) ~ ~ 8x1 8x2(C) 8x1 8xn (e) 1 
82¡ 82 ¡ (e) 82¡ 
H¡(c) = 8X28xl (e) fuI 8X28xn (e) 
~ ~ ~(c) 8xn8x l (e) 8XnX2(C) 8xn 
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Esta matriz está compuesta de las segundas derivadas parciales de f cal-
culadas en c. Nótese que la expresión de la derecha en 
1 
f(x) = f(a) + \7 f(a) . (x - a) + 2(x - a)Hf(c)(x - af 
es una función lineal en x más una forma cuadrática. De la expresión an-
terior se concluye el 
Teorema 4.5. Si la matriz hessiana Hf(x) de f es semidefinida positiva 
(negativa) para todo x en un conjunto abierto y convexo A, entonces f es 
convexa (cóncava) en A. 
Ejemplos 
1. Las derivadas parciales de segundo orden de la función 
n 
g(x) = L <:Xk X /?, <:Xk 2:: O para k = 1,2, ... , n 
k=l 
son: 
f - ()( 1) -p-2 (1) -p-2 . XiXi - <:Xi -p -p - Xi = <:XiP P + Xi ~ = 1,2, ... , n; 
fXiXj = O, para i # j i, j = 1,2, ... , n. 
Por lo tanto Hg(x) es la matriz, 
(C>lP(P +¡l)x1P-' 
O "nP(P +~l)X~P_2) . O <:X2P(p + 1 )x2P- 2 
Esta matriz es definida positiva si p(p + 1) > O y definida negativa si 
p(p + 1) < O, por lo tanto la función g es convexa si p E (-00, -1) U 
(0,00) Y es cóncava si p E (-1,0). 
2. La función f(t) = t-a)p tiene como derivadas 
f'(t) = _'2ca / p- 1 y f"(t) = 0"(0" + p)Ca / p- 2 . 
p p2 
Si t > O y ~ < O la función es creciente y si a( O" + p) > O la función 
es convexa. 
3. Las derivadas de segundo orden de la función T(x, y) = x2 + xy3 son: 
Txx = 2, Txy = 3y2 Y Tyy = 6xy. Su hessiana 
( 2 3
y2 ) HT(X, y) = 3y2 6xy 
4.3. SEGUNDA DERIVADA Y CONVEXIDAD 71 
es definida positiva si xy > ° y 12xy - 9y4 > 0, sin embargo la 
función sólo puede ser convexa en un conjunto convexo y el conjunto 
definido por esas desigualdades no es convexo, así que T es convexa 
en cualquier subconjunto convexo de A = {(x, y) I xy > 0, 12xy-
9y4 > O}. Los conjuntos convexos más grandes contenidos en A son: 
{(x,y) I x,y > 0, 4x-3y3 > O} Y {(x,y) I x,y < 0, 4x-3y3 > O}. 
4. El conjunto 
x-y+5 
W = {(x, y) I 2X2 + y2 + 1 > 1} 
es convexo porque la desigualdad que lo define 2:2;yt!1 > 1 equivale 
a x - y + 5 > 2x2 + y2 + 1 por lo tanto, 
W = {(x, y) I 5 > 2x2 + y2 - X + Y + 1} 
esto es, W = CI2x2+yLx+y(5) - C2x2+y2_x+y(5). Puesto que la fun-
ción s(x, y) = 2x2 + y2 - X + Y + 1 es convexa, el conjunto W es 
convexo ya que es el contorno inferior de s a nivel 5. 
5. Para la función 
f(x, y) = Ax a y¡3 
se tienen las relaciones: 
f - af x - , 
x 
f - {3f y - , y 
a{3f fxy = fyx = --, 
xy 
fxx = 0'.(0'. ~ l)f, 
x 
La matriz hessiana 
Hf = (fxx fx y) fyx fyy 
con las condiciones usuales para una función neoclásica: 
fx > 0, fxx :S 0, 
tiene menores principales de primer orden negativos y el menor prin-
cipal de segundo orden es el determinante, 
a(a-1)f a¡3f 
I
H I X2 xy f = <.:dli ¡3(¡3-1)f 
xy y2 
a{3j2 
= - ((a - 1)({3 - 1) - a(3) 
x2y2 
a{3j2 
= x2y2 (1 - a - (3). 
Éste es no negativo si y sólo si a + {3 :S 1. Por lo tanto, una función 
tipo Cobb-Douglas es cóncava si y sólo si la función es homogénea de 
grado menor o igual a uno. 
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Ejercicios 
1. Describir cada uno de los siguientes conjuntos en términos de grafos 
y contornos de funciones adecuadas y determinar si los conjuntos son 
convexos: 
a) A = {(x, y) II y2 - Y I S x, I y + 21 SI}. 
b) B = {(x, y)llx2 + xl S y - 1, Ixl SI}. 
e) e = {(x, y) I 12x + y I S y' 10 + 8xy}. 
d) D = {(x, y) I xy-;f~lyLl 2:: 1 }. 
2. Sean 
f(x, y) = X2 + xy + y + 5, g(x, y, z) = z - xz - y. 
interpretar el conjunto 
A = {(x, y, z) I x2 + xy S z - y - 5 S xz} 
en términos de los grafos y/o contornos de f y 9 y determinar si el 
conjunto es convexo. 
3. Determinar cuáles de los siguientes conjuntos son convexos: 
a) A = {(x, y) I 5x2 + 3y2 S 2y}. 
b) B = {(K,L) 15Ko,2Lo,5 2:: 200, K 2:: O, L 2:: O}. 
e) e = {(K, L) I mín{2K,3L} 2:: 6}. 
d) D={(x,y)IPxx+PyYSI, x 2::0, y 2:: O}. 
e) E = {(x, y) I x2 - 9y2 = 9}. 
1) F = {(K, L) I (5K- 1,2 + 3L -1,2fo,8 2:: 500, K 2:: O, L 2:: O}. 
g) G = {(x, y) I 2Jx2 + y2 S X - Y + 1}. 
h) H = {(x,y,z) 112x+zl S y'5y+8xz}. 
4. Determinar si cada función es convexa o cóncava sobre la región in-
dicada. 
a) f(x, y, z) = y'x + y + z para x> O, y> O, z > O. 
b) f(x, y) = xy para todo x, y. 
e) f(x, y) = ln(xy) - x + y para xy > O. 
d) f(x, y) = (x + y)ex+y para x > O, y> O. 
e) f(x,y,z) = (xyz)2 para todo x, y, z. 
1) f(x, y) = X2(y2 + 4) para x, y tales que X2 + y2 S 4. 
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5. Encontrar el mayor conjunto donde cada una de las siguientes fun-
ciones son convexas y el mayor conjunto donde son cóncavas: 
a) f(x, y) = Jx + y. 
b) f(x, y) = (x + y)ex +y . 
e) f(x, y, z) = (xyz)2. 
d) f(x, y) = X2(y2 + 4). 
e) f(x, y) = x 3 - xy + 3y3 + 4. 
6. Encontrar condiciones sobre los parámetros para que la función Cobb-
Douglas en más de dos variables sea cóncava. 
7. Sean 
f(x) = x + 5. 
Graficar los siguientes conjuntos y determinar si son cerrados, acota-
dos, compactos y/o convexos. 
a) CSg n Clf. 
b) Clg n CSf. 
8. Sean 
g(x, y) = x2 + X - y, f(x,y) = x-y. 
Determinar si los siguientes conjuntos son cerrados, acotados, com-
pactos y/o convexos. 
a) CSg ( -3) n Clf(O). 
b) Clg (-3) n CSf(O). 
9. Sean 
10. 
g(x,y,z) = x + 3y - 3x2 - z2, f(x, y, z) = x - 2y + z2. 
Determinar si los siguientes conjuntos son cerrados, acotados, com-
pactos y/o convexos. 
a) CSg (l) n Clf (l). 
b) Clg (l) n CSf (l). 
e) CSg n Clf. 
d) Clg n CSf. 
Sea 
g(x,y,z) = Vx2 +2y2+5z2. 
Determinar si los siguientes conjuntos son convexos: 
I 
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a) {(x,y,z,w) I w = g(x,y,z)} 
b) { ( x, y, z) I 9 ( x, y, z) = 1000} 
11. Sea 
g(A) = f(AX + (1 - A)y). 
a) Probar que si f es cóncava entonces 9 es cóncava. 
b) Determinar si f convexa implica 9 convexa. 
12. Sea f : S ~ IRn ----+ IR, S es convexo. Definida por: 
f(x) = (a· x)2 
L·X ' 
donde a y b son vectores fijos tales que b . x > O para todo x E S. 
a) Encontar la matriz hessiana de f. 
b) Determinar si la función es cóncava o convexa. 
Teorema 4.6. Si una función f es convexa en un intervalo abierto 1, 
entonces es continua en 1. 
Demostración. Sean x < y < z elementos del intervalo, entonces existe 
O < A < 1 tal que y = AX + (1 - A)Z, como f es convexa, 
f(y) :S Af(x) + (1 - A)f(z), 
restando f(x) a cada término de la desigualdad, 
f(y) - f(x) :S Af(x) + (1 - A)f(z) - f(x) = (1 - A)[j(Z) - f(x)], 
multiplicando por l/(y - x) ésta se convierte en 
_f(_y)_-_f_(x--,-) < (1 - A) (f(z) - f(x)) = (1 - A) (f(z) - f(x)) 
y - x - y - x (AX + (1 - A) z) - x 
(1 - A) (f(z) - f(x)) (f(z) - f(x)) 
(l-A)(z-x) (z-x) 
esto es, la pendiente de la secante de la recta que pasa por (x, f(x)), (y, f(y)) 
es menor que la que pasa por (x, f(x)), (z, f(z)). Con un argumento similar 
se prueba que 
f(z) - f(x) < (f(z) - f(y)) 
z - x - (z - y) 
la pendiente de la secante de la recta que pasa por (x, f (x) ), (z, f (z )) es 
menor que la que pasa por (y, f(y)), (z, f(z)). 
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Sea a un punto del intervalo, como éste es abierto existen e y d en 1 
tales que e < a < d. Si se quiere mostrar que f es continua en a se debe 
ver que 
lím f(x) = f(a) 
x--+a 
Para esto considérese inicialmente e < a < x < d, Y sean me, mx y md 
las pendientes de las rectas que pasan por los puntos (a, f(a)) y (e, f(e)), 
(a, f(a)) y (x, f(x)), y (a, f(a)) y (d, f(d)). La prueba anterior muestra que 
la relación entre estas pendientes es 
f(x) - f(a) 
me:::; mx = :::; md· 
x-a 
Multiplicando la igualdad por x - a > 0, 
(x - a)me :::; f(x) - f(a) :::; (x - a)md, 
o equivalentemente, 
f(a) + (x - a)me :::; f(x) :::; f(a) + (x - a)md 
de donde por la aplicación del teorema del emparedado se concluye que 
lím f (x) = f ( a ) . 
x--+a+ 
De manera análoga se prueba que 
lím f(x) = f(a) 
x-+a-
lo que concluye la prueba. o 
4.4. Funciones cuasiconvexas y cuasicóncavas 
Además de las funciones convexas y cóncavas, las cuasiconvexa y cua-
sicóncava juegan un papel importante en optimización por dos buenas ra-
zones; son menos restrictivas que las convexas y las cóncavas y mantienen 
algunas de las buenas propiedades de aquéllas. Una función convexa sobre 
un conjunto convexo tiene mínimo interior y máximos en la frontera del con-
junto, lo mismo ocurre si la función es cuasiconvexa, la unicidad del mínimo 
está garantizada si la función es estrictamente convexa o cuasiconvexa. Re-
sultados similares se tienen para funciones cóncavas y cuasicóncavas. 
U na función es cuasiconvexa si y sólo si todos sus contornos inferiores 
son convexos y es cuasicóncava si y sólo si - f es cuasiconvexa, esto es, todos 
sus contornos superiores son convexos. Con esta definición toda función 
convexa es· cuasiconvexa y toda función cóncava es cuasicóncava. Como 
en el caso de funciones cóncavas y convexas; para que la definición tenga 
sentido el dominio debe ser un conjunto convexo. 
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Figura 4.5: Función cuasiconvexa. 
Ejemplo 
La función f (x, y) {/ x2 + 3y2 es cuasiconvexa ya que su contorno 
inferior a nivel k es: 
A = {(x, y) I VI x2 + 3y2 ~ k} 
este conjunto es equivalente a: 
B = {(x, y) I x2 + 3y2 ~ k3 } 
que es el contorno inferior de la función g(x, y) = x2+3y2 a altura k3 . Como 
la función 9 es convexa sus contornos inferiores son convexos, por lo tanto 
el conjunto B es convexo, pero como este es igual al conjunto A, entonces 
A es un conjunto convexo lo que implica que la función f es cuasiconvexa. 
Una definición equivalente de cuasiconvexidad es: 
Definición 4.5. Sean A S;;; IRn un conjunto convexo y f A ---+ IR; f es 
cuasiconvexa si para todo x, y de A y ,X E [0,1], 
f ('xx + (1 - ,x) y) ~ máx{f(x) , f(y)} 
y f es cuasicóncava si 
f ('xx+ (1 -,X) y) 2: mín{f(x), f(y)} 
Ejemplos 
1. Para probar que las dos definiciones anteriores son equivalentes: sean 
f tal que para todo k el conjunto Clf(k) = {x I f(x) ~ k} es convexo 
(f es cuasi convexa ), x y y en el dominio de la función y sin pérdida de 
generalidad supóngase que f(x) ~ f(y) como los contornos inferiores 
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son convexos y x, y están en el contorno de f a nivel f(y), entonces 
)..X + (1 - )..)y está en el contorno de f a nivel f(y), lo que implica 
f()..x + (1 - )..)y) :S f(y) :S máx{J(x) , f(y)} 
para O :S ).. :S 1. Lo que prueba una parte de la equivalencia. 
Si para todo x, y en el dominio de f y O :S ).. :S 1 se cumple que 
f()..x + (1 - )..)y) :S máx{J(x), f(y)}. Sean k en el rango de f y u, v 
en CI¡(k), por definición f(u) :S k Y f(v) :S k, usando la desigualdad 
que satisface f, 
f()..u + (1 - )..)v) :S máx{J(u) , f(v)} :S máx{k, k} = k 
lo que prueba que )..U + (1 - )..)v está en CI¡(k), esto es, CI¡(k) es 
convexo. 
2. Cualquier función monótona es cuasiconvexa o cuasicóncava. Si h 
es monótona creciente, sin pérdida de generalidad sean x :S y para 
O :S ).. :S 1, x :S )..X + (1 - )..)y :S y como h es creciente, 
mín{h(x), h(y)} = h(x) :S h()..x+(1-)..)y) :S h(y) = máx{h(x), h(y)}. 
De la primera parte de la desigualdad se concluye que h es cuasicónca-
va y de la segunda que es cuasiconvexa. Un razonamiento similar 
prueba el resultado para funciones decrecientes. 
Como en el caso de convexidad y concavidad existe un criterio diferen-
cial para determinar si una función es cuasiconvexa o cuasicóncava, éste 
involucra la matriz hessiana orlada de la función: 
O fI 12 fn 
fI f11 fI2 fIn 
H¡ = 12 121 122 hn 
fn fn1 fn2 fnn 
el criterio está dado por el 
Teorema 4.7. Si todos los menores principales de orden mayor o igual a 
dos de la matriz hessiana orlada H(x) de f son negativos para todo x en 
un conjunto abierto y convexo A, entonces f es cuasiconvexa en A. 
Ejemplos 
1. El determinante de la hessiana orlada de la función 
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con las condiciones neoclásicas usuales (último ejemplo de la sección 
4.2) es 
¡irf ¡ = 
o fx fy 
fx fxx fxy 
fy fyx fyy 
o 
~ 
x 
fli 
y 
~ 
x 
a(a-1)f 
x2 
a¡3f 
xy 
¡3f 
y 
~ 
xy 
¡3(¡3-1)f 
----:;r 
sacando factores comunes f, f y t de la primera, segunda y tercera 
filas respectivamente, el determinante equivale a 
o Q'. fi 
f3 la x y a(a-1) a¡3 
x 
¡3(!-1) xy a¡3 (3 
x y 
factorizando ~ y ~ de la segunda y tercera columnas, 
a(3f3 10 
x2y2 a (3 
1 
a-1 
(3 
1 
a 
(3-1 
desarrollando por los cofactores de la primera fila, 
a(3f3 ((-1) la a 1+ la a -11) 
x2y2 (3 (3 - 1 (3 (3 
~r ~r 
= ((-l)(a((3 -1) - a(3) + (a(3 - (a -1)(3)) = ~(a + (3). 
x y x y 
Como a + (3 > O la función es siempre cuasicóncava. 
2. La suma de funciones cuasiconvexas o cuasi cóncavas no necesaria-
mente es cuasiconvexa o cuasi cóncava, para ver esto sean f (x) = x3 y 
g(x) = -x estas funciones son cuasiconvexas o cuasicóncavas ya que 
son monótonas, pero h(x) = x3 - x no es cuasiconvexa ni cuasicónca-
va. Los contornos superior e inferior a nivelO de h son: [-1, O] U [1, (0) 
y (-00, -1] U [0,1] respectivamente y ninguno de estos conjuntos es 
convexo. 
3. Si f es creciente y 9 es cuasiconvexa, h(x) = f(g(x)) es cuasiconvexa. 
Sean x y y tales que g(x) ::::: g(y). Como 9 es cuasiconvexa, para 
O ::::: A ::::: 1, g(AX + (1 - A)Y) ::::: máx{g(x), g(y)} = g(y). Como f es 
creciente, 
f (g(AX + (1 - A)Y)) ::::: f(g(y)) = máx{J(g(x)), f(g(y))}, 
esto es, h es cuasiconvexa. 
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4. La función H(x, y, z) = {!x2 - xy + y2 + 5z2 - X - 4 es cuasiconvexa 
ya que H = f o 9 donde f(t) = ifi y g(x, y, z) = x2 - xy + y2 + 5z2-
X - 4. La función f es creciente y 9 es la suma de una forma cuadrática 
definida positiva y una función lineal, ambas convexas, lo que la hace 
convexa y por lo tanto cuasiconvexa. 
Ejercicios 
1. Encontrar dos funciones cuasiconvexas (cuasicóncava) cuya suma sea 
cuasiconvexa (cuasi cóncava). 
2. Encontrar dos funciones cuasiconvexas (cuasicóncava) cuya suma sea 
cuasi cóncava (cuasi convexa). 
3. Probar que si f es decreciente y 9 es cuasiconvexa (cuasicóncava), 
f o 9 es cuasi cóncava (cuasi convexa). 
4. Probar que una forma cuadrática no definida no es cuasiconvexa ni 
cuasicóncava. 
5. Determinar si la función 
F(x, y) = {!5x2 + 3y2 
es convexa, cóncava, cuasiconvexa o cuasicóncava. 
6. Probar que la función 
H(x, y, z) = {! xy - 3x2 - 4y2 - z2 + Y - z 
es cuasicóncava. 
7. Sea: 
f(x, y) = (x + y)4 + 2a(x + y)2 
Encontrar, si existe, el valor de a para que la función sea: conve-
xa, cóncava, cuasi convexa pero no convexa y cuasi cóncava pero no 
cóncava. 
8. Determinar si la función tipo CES 
2 
F(x, y) = -:r==~=~ {!2x-3 + 5y-3 
con x, y > O, es convexa, cóncava, cuasiconvexa o cuasicóncava. 
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9. Clasificar las siguientes funciones en convexas, cóncavas, cuasÍConve-
xas o cuasicóncavas: 
f(x, y) = 5x2 + 3y2 - 2y, 
G(x, y) = Pxx + Pyy, 
Q(K,L) = 5Ko,2Lo,5, 
F(K,L) = Max{2K,3L}, 
g(x,y) = x2 - 9y2 H(K, L) = (5K- 1,2 + 3L -1,2) -0,8, 
h(x, y, z) = eX -lnyz, G(x, y, z) = y2 - .yxz 
4.5. La función CES 
Por comodidad con el manejo de las derivadas se considera la función 
en la forma 
f(x, y) = (axr + byr)l/S 
esta función está definida en IR.~+. El cálculo de las derivadas para esta 
función se escribe en la forma 
r = axr +byr 
Derivando implícitamente, 
sr-1 fx = arxr-1 
de donde, 
f - ar r-1f1-s x - X 
S 
y por simetría, 
f - br r-1f1-s y - y . 
s 
Derivando fx con respecto a y, 
fxy = ar xr-1(1_ s)f-Sfy = ar xr-1(1_ s)f_sbr yr-1f1-s 
S S S 
= abr2(1 - s) ( )r-1fl-2s . 
2 xy , 
s 
Derivando fx con respecto a x, 
fxx = ar [(r - 1)xr-2¡I-s + xr-1(1 - s)f-S fx] 
s 
= a; xr-2 [(r _ l)¡I-s + x(l _ s)f-Sa; xr-1 f1-S] 
= a; x r- 2 fl-2s [(r _ l)r + ar(~ - s) xr] 
ar 
= _xr- 2 fl-2s [s(r - l)(axr + byr) + ar(l - s)xr] 
s2 
ar 1 
= 2xr-2 f -2s [a(r - s)xr + bs(r - l)yr]. 
s 
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N uevamente por simetría, 
U sando estos resultados para construir la matriz hessiana, 
Para determinar si la función es convexa o cóncava se deben analizar los 
menores de esta matriz, en particular se debe calcular su determinante, 
IH¡I 
abr2(xyt- 2 f2-48 la(r - s)xr + bs(r - l)yr br(1 - s)xyr-l I 
s4 ar(1 - s)xr-ly b(r - s)yr + as(r - l)xr 
abr2(xyt-2 P-48 
----'----'---;--4 -- [(a(r - s)xr + bs(r - l)yr) (b(r - s)yr + as(r - l)xr) 
s 
-abr2(1 - s)2(xyrJ 
abr2(xyt- 2 f2-48 
-----'---'--:-4 -- [ab(xyr ((r - s)2 + s2(r - 1)2 - r2(1 - s)2) 
s 
+s(r - s)(r - 1) (a2x 2r + b2y2r)] 
abr2(xyt- 2 f2-48 
----'----'---;--4 -- [2s(r - s)(r - l)ab(xyr + s(r - s)(r - 1) 
s 
(a2x2r + b2y2r)] 
abr2s(r - s)(r - 1)(xyt-2 f2-48 [ 2 2r b()r b2 2r] 
4 a x + 2a xy + y 
s 
abr2 s(r - s)(r - 1)(xyt-2 f2-48 2 
--'-----'-'------;----'---'-----"--'--"""""--- [axr + byr] 
s4 
abr2 s(r - s)(r - 1)(xyt-2 f2-28 
s4 
La función es convexa si y sólo si su matriz hessiana es semi definida positiva 
para todo (x, y) E IR.~+; para que esto se cumpla los coeficientes de xr y rr 
en la diagonal de la matriz y el determinante deben ser no negativos, por 
lo tanto, 
r-s2':O, s(r-l)2':O y s(r-s)(r-l) 2':0. 
Con las dos primeras condiciones los términos de la diagonal son no nega-
tivos y con el último el determinante de la hessiana es no negativo. Estas 
condiciones se resumen en: 
l. r 2': s, s 2': O y r 2': 1, de donde, r 2': 1 Y r 2': s 2': O, 
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2. r ~ s, s ::; O Y r ::; 1, de donde, s ::; r ::; 1 Y s ::; O. 
La función es cóncava si y sólo si la matriz hessiana es semidefinida ne-
gativa en lR~+, esto es, los términos de la diagonal son no positivos y su 
determinante es no negativo, lo que equivale a 
r - s ::; O, s(r - 1) ::; O Y s(r - s)(r - 1) ~ O. 
Para hacer el análisis de cuasiconvexidad o cuasiconcavidad se debe 
calcular el determinante de la matriz hessiana orlada, 
IfIfl 
O 
arxr - 1f1-S 
s bryr-1 f1-s 
S 
arxr-1 f1-s 
S 
arxr - 2 f1-2s[a(r-s)x r +bs(r-l)yr] 
s2 
abr2(1-s)(xyt- 1 f1-2s 
s2 
abr3(xyt-2 ¡3-3s 10 
x 
axr - 1 
f-S[a(r-s)x r +bs(r-l)yr] 
S3 
y 
s 
ar(1-s)xr - 1yf-S 
s 
bryr-1 f1-s 
S 
abr2(1-s)(xyr- 1 f1-2s 
s2 
bryr-2 f1-2s[b(r_s)yr +as(r-l)xr ] 
S2 
byr-l 
br(1-s)xyr-1 f-S 
s f-S[b(r-s)yr +as(r-l)xr] 
s 
= abr
3(xy ):-2 ¡3-4s [2abr(1 _ s)(xyr _ byr (a(r _ s)xr + bs(r _ l)yr) 
s 
-axr (b(r - s)yr + as(r - l)xr)] 
= abr
3(xy ):-2 ¡3-4s [-a2s(r _ 1)x2r _ 2abs(r _ l)(xyr _ b2s(r _ 1)y2r] 
S 
abr3s(r - 1)(xyt-2 ¡3-4s [a2x 2r + 2ab(xyr + b2y2r] 
S4 
abr3s(r - 1)(xyt-2 ¡3-4s [axr + byr]2 
s4 
abr3s(r - 1)(xyt-2 ¡3-2s 
s4 
La función es cuasiconvexa si la última expresión es negativa en lR~+ y 
cuasicóncava si es positiva; para esto basta determinar el signo de 
de donde se concluye que: 
1. ¡ es cuasiconvexa cuando: 
a) r < O Y s > O, 
b) O<r<lys<O,ó 
e) r> 1 y s > O; 
rs(l - r), 
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2. f es cuasicóncava cuando: 
a) r < O Y s < O, 
b) O<r<lys>O,ó 
e) r> 1 Y s < O. 
Ejercicio 
Encontrar condiciones sobre los parámetros para que la función 
sea convexa, cuasiconvexa, cóncava o cuasi cóncava. 
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Capítulo 5 
Optimización no restringida 
En este capítulo se desarrolla la teoría para encontrar los óptimos (máxi-
mos y mínimos) de una función. Si el proceso de optimización se efectúa 
sobre todo el dominio de la función, se habla de optimización no restrin-
gida, y si se hace sobre un subconjunto del dominio, llamado conjunto de 
restricciones, la optimización es restringida. 
Una parte de la teoría que se desarrolla en esta sección es aplicable 
tanto a funciones de una como de varias variables; cuando la definición o 
el resultado sea aplicable a varias variables, se agrega v.v. para indicarlo. 
Esta es la razón para que en esos eventos las letras minúsculas representen 
valores en IR. o IR.n indistintamente. 
Las aplicaciones más importantes de las derivadas en una variable son 
el trazado de gráficas, y en varias variables la búsqueda de puntos óptimos, 
máximos y mínimos, para problemas restringidos y no restringidos. 
5.1. Argumento maximizador y minimizador 
Sean f una función con dominio sobre el conjunto A y valores en los 
números reales, D e A el conjunto de restricciones. Los problemas 
de optimización buscan los valores donde la función f, llamada función 
objetivo, alcanza sus valores máximo y mínimo, esto es, 
Maximizar f(x) sujeto a que x E D 
y 
Minimizar f(x) sujeto a que x E D 
o en forma breve, 
max{J(x) I x E D} Y min{J(x) I x E D} 
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El conjunto de puntos de D donde la función alcanza su máximo se conoce 
como conjunto de maximizadores de f sobre D y se nota 
arg max{f(x) I x E D} = {xo E D I f(xo) 2: f(x) para todo x E D} 
es decir, los argumentos que maximizan la función sobre el conjunto D. De 
la misma forma se define 
arg min{f(x) I x E D} = {xo E D I f(xo) :s: f(x) para todo x E D} 
Definición 5.1. (v.v.) Sea f una función y D un conjunto contenido en 
el dominio de f. La función tiene un máximo global, o absoluto, en el 
punto a (a E D) sobre el conjunto D, si f(a) 2: f(x) para todo x de D. 
De manera análoga se define mínimo global, para lo cual basta invertir 
la desigualdad. 
Definición 5.2. (v.v.) Sean f una función y D un conjunto contenido en 
el dominio de la función. La función tiene un máximo local en el punto 
a (a E D), si existe r > O tal que f(a) 2: f(x) para todo x en el conjunto 
Br (a) n D. 
Esta última definición dice que en una vecindad de a el máximo valor 
que alcanza la función f es f(a); esto es, si x está cerca de a, el valor de la 
función en x es menor o igual al valor de la función en a. 
Ejemplos 
1. La función 
40 
30 
20 
10 
-3 -2 -1 1 2 3 
Figura 5.1: y = 3x2 + 5x - 2. 
2 (2 5 25) 25 ( 5) 2 49 f (x) = 3x +5x - 2 = 3 x + -x + - - 2 - 3 - = 3 x + - - -
3 36 36 6 12 
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tiene un mínimo global en x = - ~ ya que para todo x real, 
f(x) 2 f (_~) = _ 49 
6 12' 
arg max{f(x) I x E ]R.} = 0, y arg min{f(x) I x E ]R.} = { -~} . 
2. Sea g(x) = 3x + 2; sobre los números reales la función no alcanza 
máximo ni mínimo. Sobre el intervalo [-2, 5] la función tiene máximo 
en x = 5 y mínimo en x = -2, por lo tanto, 
y 
arg max{g(x) I x E [-2,5]} = {5}, 
arg min{g(x) I x E [-2,5]} = {-2}. 
max{g(x) I x E [-2,5]} = 17, min{g(x) I x E [-2,5]} = -4. 
3. La función lineal g(x) = 3x + 2 tiene máximo y mínimo en x = by 
x = a, respectivamente, sobre el intervalo [a, b] 
arg max{g(x) I x E [a, b]} = {b}, 
y 
max{g(x) I x E [a, b]} = 3b + 2, 
4. Para 
{
-5 
h(x)= 3x~2, 
17, 
arg min{g(x) I x E [a, b]} = {a}. 
min{g(x) I x E [a, b]} = 3a + 2. 
si x :S -2, 
si - 2 < x :S 5, 
si x > 5 
sobre el intervalo [a, b] pueden suceder varias posibilidades: 
a) Si b :S -2, la función es constante en el intervalo [a, b], por lo 
tanto, 
arg max{h(x) I x E [a, b]} = arg min{h(x) I x E [a, b]} = [a, b]. 
y 
max{h(x) I x E [a, b]} = min{h(x) I x E [a, b]} = -5. 
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5. 
17 
15 
10 
5 
-3 -2 1 2 3 4 5 6 
-5 
Figura 5.2: y = h(x). 
b) Si a < -2 :::; b < 5, la función es constante en [a, -2] y toma 
su valor mínimo en todo el intervalo. En (-2, b) la función es 
creciente y alcanza su máximo en x = b; aSÍ, 
arg max{h(x) I x E [a, b]} = {b}, 
arg min{h(x) I x E [a,b]} = [a,-2], 
max{h(x) I x E [a, b]} = 3b + 2, Y 
min{h(x) I x E [a, b]} = -5. 
e) Si -2 :::; a :::; 5 < b, la función es creciente en el intervalo [a, 5] 
con valor mínimo en x = a y es constante en [5, b] donde alcanza 
su valor máximo; por lo tanto, 
arg max{h(x) I x E [a, b]} = (5, b], 
arg min{h(x) I x E [a,b]} = {a}, 
max{g(x) I x E [a, b]} = 17, Y 
min{g(x) I x E [a, b]} = 3a + 2. 
d) Si a > 5, la función es constante en el intervalo [a, b], por lo que 
arg max{h(x) I x E [a, b]} = arg min{h(x) I x E [a, b]} = [a, b]. 
y 
max{g(x) I x E [a, b]} = min{h(x) I x E [a, b]} = 17. 
{
O, si x :::; -2, 
k(x) = 2X2 + 4x + 3, si - 2 < x :::; 1, 
10, ~ x > 1 
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La derivada de la función es: 
{
O, 
k'(x) = 4x+4, 
si x < - 2 o x > 1, 
si - 2 < x < 1, 
Esta función no es derivable en x = 1 Y x = -2. Los puntos críticos 
de la función son 
pe = (-00, -2] U [1,00) U {-1} 
La función es creciente en el intervalo (-1, 1), en este intervalo k' 
es positiva, decreciente en (-2, -1), ahí k' es negativa, y constante 
en (-00, -2] U (1,00), en estos puntos la derivada de k es cero. La 
segunda derivada de la función es 
k" (x) = {O, si x < - 2 o x > 1, 
4, si - 2 < x < 1 , 
La segunda derivada no existe en x = 1 Y x = -2. Los posibles puntos 
de inflexión son 
PPI = (-00, -2] U [1,00) 
de los cuales los únicos que se pueden considerar puntos de inflexión 
son x = 1 Y x = - 2, ya que la función es convexa en el intervalo 
(-2,1), pues en este intervalo k" es positiva. En (-00, -2) U (1,00) la 
función se puede considerar convexa o cóncava; si se considera cóncava 
entonces x = 1 Y x = - 2 son puntos de inflexión. 
Para determinar los conjuntos arg max, arg min y los valores del 
máximo y mínimo de esta función sobre el conjunto A = [a, b], se 
deben analizar varios casos: 
a) Si b::; -2, la función es constante en A, 
arg max{k(x) I x E [a, b]} = arg min{k(x) I x E [a, b]} = [a, b] y 
max{k(x) I x E [a, b]} = min{k(x) I x E [a, b]} = O. 
b) Sia::;-2<b<O, 
arg max{k(x) I x E [a, b]} = 0, 
arg min{k(x) I x E [a,b]} = [a,-2], 
max{k(x) I x E [a, b]} no existe y 
min{k(x) I x E [a, b]} = O. 
e) Si a ::; - 2 yO::; b ::; 1, 
arg max{k(x) I x E [a,b]} = {b}, 
arg min{k(x) I x E [a,b]} = [a,-2], 
max{k(x) I x E [a, b]} = 2b2 + 4b + 3 y 
min{k(x) I x E [a, b]} = O. 
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-3 -2 -1 
Figura 5.3: y = k(x). 
d) Si a ~ -2 < Y b > 1, 
arg max{k(x) 1 x E [a, b]} = (1, b], 
arg min{k(x) 1 x E [a, b]} = [a, -2], 
1 2 
max{k(x) 1 x E [a, b]} = 10 Y min{k(x) 1 x E [a, b]} = O. 
e) Si-2<a<b<-I, 
arg max{k(x) 1 x E [a,b]} = {a}, 
arg min{k(x) 1 x E [a, b]} = {b}, 
max{k(x) 1 x E [a,b]} = 2a2 + 4a + 3 Y 
min{k(x) 1 x E [a, b]} = 2b2 + 4b + 3. 
J) Si - 2 < a < -1, -1 ~ b ~ 1 Y 1 a + 11 2': lb + 11, 
arg max{k(x) 1 x E [a,b]} = {a}, 
arg min{k(x) 1 x E [a, b]} = {-1}, 
max{k(x) 1 x E [a, b]} = 2a2 + 4a + 3 y 
min{k(x) 1 x E [a, b]} = 1. 
g) Si - 2 < a < -1, -1 ~ b ~ 1 Y 1 a + 11 ~ lb + 11, 
arg max{k(x) 1 x E [a, b]} = {b}, 
arg min{k(x) 1 x E [a, b]} = {-1}, 
max{k(x) 1 x E [a, b]} = 2b2 + 4b + 3 Y 
min{k(x) 1 x E [a, b]} = 1. 
h) Si - 2 < a < -1 Y b > 1, 
arg max{ k(x) 1 x E [a, b]} = (1, b], 
arg min{k(x) 1 x E [a, b]} = {-1}, 
max{k(x) 1 x E [a,b]} = 10 Y 
min{k(x) 1 x E [a, b]} = 1. 
i) Si -1 ~ a < b ~ 1, 
arg max{k(x) 1 x E [a,b]} = {b}, 
arg min{k(x) 1 x E [a,b]} = {a}, 
89 
90 CAPÍTULO 5. OPTIMIZACIÓN NO RESTRINGIDA 
max{k(x) I x E [a, b]} = 2b2 + 4b + 3 Y 
min{k(x) I x E [a, b]} = 2a2 + 4a + 3. 
j) Si -1 < a ::; 1 Y b > 1, 
arg max{k(x) I x E [a, b]} = (1, b], 
arg min{k(x) I x E [a,b]} = {a}, 
max{k(x) I x E [a,b]} = 10 Y 
min{k(x) I x E [a, b]} = 2a2 + 4a + 3. 
k) Si a > 1, la función es constante en A: 
arg max{k(x) I x E [a,b]} = arg min{k(x) I x E [a,b]} = [a,b] y 
max{k(x) I x E [a, b]} = min{k(x) I x E [a, b]} = 10. 
Ejercicio 
Determinar arg max{f(x) I x E I}, arg min{J(x) I x E I}, 
max{f(x) I x E I}, y min{J(x) I x E I} para: 
Si el conjunto 1 es: 
1. (-3,1]. 
2. [-1,3). 
{
O si 
f(x) = x2 si 
1 si 
3. [a, b] donde -2 < a < O < b < 1. 
x <-2 
-2::;x::;1 
x>l 
5.2. Derivadas direccionales 
En esta sección se encuentran las condiciones necesarias y suficientes 
que debe satisfacer una función en varias variables para que alcance un 
extremo en algún punto. En la sección 5.1 y el capítulo 4 se hicieron cuatro 
definiciones que, como allí se dijo, no cambian al pasar de una a varias 
variables; ellas son: las definiciones de máximo y mínimo local y global y las 
de convexidad y concavidad para funciones. AquÍ, como en una variable, el 
conocimiento de la convexidad de una función sobre un conjunto cerrado y 
la existencia de un punto crítico interior al conjunto implican que la función 
tiene un mínimo en ese punto y los máximos sobre la frontera del conjunto. 
La convexidad o concavidad convierten ciertas condiciones necesarias en 
suficientes. 
La versión en varias variables del teorema que da las condiciones nece-
sarias para la existencia de un extremo, necesita de la noción de diferencia-
bilidad dada por la siguiente 
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Definición 5.3. Una función f definida en un subconjunto abierto A de 
]Rn es diferenciable en un punto a de A si 
f(x) = f(a) + '\lf(a)· (x- a) + Ilx- aIIEa(x- a) 
para todo x en alguna bola Br(a), donde '\lf(a) es el vector gradiente y 
lím Ea(x - a) = o. 
x-ta 
z 
Figura 5.4: El plano tangente a la superficie z = f(x, y) en 
el punto (a, b, f(a, b)). 
En dos variables esto significa que la superficie z = f(x, y) tiene plano 
tangente en el punto (a, f(a)) = (a, b, f(a, b)) y que cerca de este punto la 
función se puede aproximar por el plano tangente: 
af af 
z = f(a) + '\l f(a) . (x - a) = f(a, b) + ax (a, b)(x - a) + ay (a, b)(y - b). 
El error cometido en la aproximación es E( a,b) (x - a, y - b) que depende 
(a, b) y (x, y). 
Definición 5.4. Sea f : A <:;;; ]Rn -----+ ]R, A abierto, Xo un elemento de A y 
v un vector unitario de ]Rn. La función f es derivable en el punto Xo en la 
dirección del vector v si 
1, f(Xo + hv) - f(Xo) lm~--------~~ 
h-tO h 
existe. El valor de este límite se llama derivada direccional y se nota 
!'(Xo; v). 
Para funciones de dos variables esta derivada mide la pendiente de la 
recta tangente a la función en el punto Xo en la dirección del vector v. 
Cuando la dirección v es la de un eje coordenado, es la conocida derivada 
parcial de la función con respecto a la variable que corresponde al eje. 
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y 
Figura 5.5: f'(xo; v) es la pendiente de la tangente a la superficie 
z = f (x) en el punto xo en la dirección del vector v. 
5.3. Máximos y mínimos en varias variables 
Si se hace u = x - a y v = ~u en la definición de diferenciabilidad, 
entonces x = a + u = a + Ilullv y 
f(a + lIullv) = f(a) + \l f(a) . lIullv + lIuIlEa(u) 
después de transponer f(a), 
f(a + lIullv) - f(a) = \l f(a) . lIullv + lIuIlEa(u) 
multiplicando por ~, 
f(a + lIullv) - f(a) = \l f(a) . v + Ea(u) 
lIull 
Si lIull tiende a cero, 
, f(a + lIullv) - f(a) = \l f(a) . v + lím Ea(u). 
hm 11 11 Ilull-to Ilull-to u 
Lo que prueba que si una función en varias variables es diferenciable en un 
punto, entonces en ese punto existen las derivadas direccionales en cualquier 
dirección, y además que 
f'(x; v) = \l f(x) . v, 
esto es, la derivada direccional de la función es el producto interno entre el 
vector gradiente de la función calculado en el punto y el vector dirección. 
Aplicando la definición de coseno del ángulo formado por dos vectores, 
f' (x; v) = \l f (x) . v = 11 \l f (x) 11 . 11 v 11 cos e. 
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Esta expresión tiene su valor máximo si la dirección forma un ángulo de ° 
radianes con el vector gradiente; por esta razón se tiene el siguiente 
Teorema 5.1. Dada una función f : A ~ IRn ----+ IR diferenciable en un 
punto x de A, la dirección en la que la función crece lo máximo posible 
es la dirección del vector gradiente y en la que decrece lo máximo es la 
dirección opuesta al gradiente. 
La esencia del teorema anterior está en que dice cómo ir a los máxi-
mos y los mínimos. Nótese que este teorema también sirve como prueba de 
las condiciones necesarias de primer orden, ya que si se está en el máximo 
o mínimo, no existe dirección hacia donde mejorar el valor de la función. 
Ahora bien, esto sólo ocurre si el gradiente de la función es cero; las con-
diciones necesarias están dadas en el 
Corolario 5.1. Si una función f tiene un máximo o un mínimo en a = 
(al, a2, ... , an ) y f es diferenciable en a, todas las derivadas direccionales 
de f en a son cero. Esto es 'V f( a) = 0, y por tanto gI
i 
(a) = ° para 
i = 1,2, ... , n. 
En dos variables, el resultado dice que el plano tangente en los máximos 
y mínimos debe ser paralelo al plano xy. 
Como en el caso de una variable, los puntos críticos de una función en 
varias variables están donde las derivadas parciales sean todas cero o no 
existan. Si la función tiene valores extremos, los toma en el conjunto de 
puntos críticos. 
Ejemplos 
1. Las derivadas parciales de la función f(x, y) = (x - 1)2 (y2 + y) + X2 
son: 
fx = 2 (x - 1) (y2 + y) + 2x, fy = (x - 1)2 (2y + 1) 
y los puntos críticos están donde 
2 (x - 1) (y2 + y) + 2x = ° 
(x - 1)2 (2y + 1) = O. 
La segunda ecuación es cero si y sólo si x = 1 ó y = -1/2. x = 1 no 
produce solución ya que al ser reemplazado en la primera ecuación 
lleva a x = 0, lo que es imposible (x no puede tomar dos valores 
simultáneamente). Al reemplazar y = -1/2 en la primera ecuación 
1 1 1 3 1 
2(x - 1)(4 - "2) + 2x = -"2(x - 1) + 2x = "2 x + "2 = ° 
y despejando, x = -1/3. Así la función solamente tiene un punto 
crítico: (x,y) = (-1/3, -1/2). 
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2. Para una firma que usa dos insumos K, L a precios r, w por unidad 
respectivamente, el costo promedio es 
c= rK+wL 
Q(K,L) , 
donde Q = Q(K, L) es la función de producción. Las condiciones que 
se deben satisfacer para minimizar el costo promedio son: 
ac = rQ(K, L) - (rK + WL)QK(K, L) = O 
aK (Q(K,L))2 ' 
ac wQ(K,L) - (rK +wL)QL(K,L) 
aL = (Q(K, L))2 = O 
estas ecuaciones equivalen a 
rQ(K, L) - (rK + WL)QK(K, L) = O, 
wQ(K, L) - (rK + WL)QL(K, L) = O. 
luego de transponer los terminos negativos, 
rQ(K, L) = (rK + WL)QK(K, L), 
wQ(K, L) = (rK + WL)QL(K, L) 
al hacer el cociente entre estas dos expresiones y simplificar, 
r QK(K,L) 
w QL(K,L)" 
Las cantidades de insumos que el productor debe usar para minimizar 
su costo promedio son aquellas para las cuales la relación entre las 
productividades marginales es igual a la relación entre los precios de 
los insumos de producción. 
3. Si el productor vende su producto a P por unidad, los beneficios están 
dados por 
rr(K, L) = PQ(K, L) - (rK + wL). 
La combinación de insumos que produce el mayor beneficio son las 
soluciones del sistema de ecuaciones, 
arr 
aK = PQK(K,L) - r = O, arr aL =PQL(K,L)-w=O. 
Este sistema equivale a 
PQK(K, L) = r, PQL(K, L) = w, 
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el valor de la productividad marginal de cada insumo de producción 
debe ser igual a su precio. Haciendo nuevamente el cociente entre las 
dos ecuaciones, 
r QK(K,L) 
w QL(K,L) ' 
esto es, las condiciones necesarias (de primer orden) par~ minimizar 
el costo promedio y para maximizar el beneficio en el corto plazo son 
las mismas. 
Ejercicio 
¿Cuál es el precio de venta por unidad producida para maximizar el 
beneficio? 
Definición 5.5. Si a es un punto crítico de f pero f no tiene un máximo 
ni un mínimo en a, se dice que f tiene un punto de silla en a. 
La prueba del teorema que da las condiciones suficientes para encontrar 
los óptimos de una función en varias variables está basada en el teorema 7 
del capítulo anterior, que a su vez depende del desarrollo de Taylor: 
Teorema 5.2. Si a es un punto crítico de f y 
1. H ( a) es definida positiva, entonces f tiene un mínimo en a. 
2. H( a) es definida negativa, entonces f tiene un máximo en a. 
3. H( a) es no definida, entonces f tiene un punto de silla en a. 
4. H( a) es semidefinida, el criterio no decide. 
La última parte del teorema dice que cuando H(a) es semidefinida, 
la aproximación por una forma cuadrática es localmente "muy plana", y 
a partir de la matriz hessiana no se pueden sacar conclusiones sobre el 
comportamiento del punto crítico. 
Ejemplos 
1. El único punto crítico de f(x, y) = (x - 1)2 (y2 + y)+x2 es (-1/3, -1/2). 
Las segundas derivadas parciales de f son 
f xx = 2 (y2 + y) + 2 = 2 (y2 + Y + 1) , 
fyx = fxy = 2 (x - 1) (2y + 1) , 
fyy = 2 (x - 1)2 . 
_ (2(y2+y+1) 2(X-1)(2Y +1)) 
H (x, y) - 2(x _ 1)(2y + 1) 2(x _ 1)2 
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y ( 1 1) (ª a) H -3' -"2 = o 3
9
2 
Corno los menores principales de esta matriz son positivos, en el punto 
(-1/3, -1/2) la función tiene un mínimo local. 
2. Las derivadas parciales de la función f(x, y) = (1 - x2 - y2)2/3 + 1 
son 
f - -4x x----~--3 (1 - x2 _ y2)1/3 f - 2)1/3· Y y - 3 (1 - x2 _ y 
-4y 
Los puntos críticos son los que hacen cero estas derivadas y también 
aquellos para los cuales las derivadas no están definidas: 
pe = {(a,a)} u {(x,y) I X2 + y2 = 1}. 
Las segundas derivadas son 
fxx = -4 (3 - x2 - 3y2) 
9 (1 - x2 _ y2)4/3 ' 
-8xy 
f 
- f = 2)4/3' xy - yx 9 (1 _ X2 _ y 
-4 (3 - 3X2 _ y2) f 
- ~3 yy - 9 (1 - X2 _ y2) 
La matriz hessiana solamente sirve para determinar el comportamien-
to del punto (a, a) ya que las segundas derivadas no están definidas 
en los otros puntos críticos. La matriz 
H(a, a) = (-a1 ~1) 
es definida negativa, de donde la función tiene un máximo local en el 
punto (a, a). 
Para clasificar los otros puntos se debe examinar la función cerca 
de cada punto. Para esto basta observar que si (x*, y*) es un punto 
crítico para el que (x*)2 + (y*)2 = 1, entonces 
f(x*,y*) = (1- (x*)2 - (y*)2r/3 + 1 = a+ 1 = 1 
::::; (1- x2 - y2)2/3 + 1 = f(x,y) 
para todo (x, y). De lo anterior se concluye que la función tiene 
mínimos globales en todos los puntos que satisfacen la condición: 
x2 + y2 = 1, es decir, 
arg min{f(x, y) I (x, y) E ]R2} = {(x, y) I X2 + y2 = 1} 
5.3. MÁXIMOS Y MÍNIMOS EN VARIAS VARIABLES 97 
y 
min{J(x, y) I (x, y) E ]R2} = 1. 
3. En el ejemplo 2 de la sección anterior se encontró que las condiciones 
necesarias para maximizar el beneficio de una empresa que usa insu-
mos K y L a precios r y w respectivamente y vende cada unidad de 
su producto a P, 
II(K, L) = PQ(K, L) - (rK + wL), 
son: 
PQL(K,L) = w, 
o tomando el cociente de las dos expresiones, 
r QK(K,L) 
w QL(K,L)· 
Si la empresa produce con tecnología CES, 
derivando implícitamente la ecuación: 
se tiene 
PQ-l-p/aQ _ K-p-l 
-- K - -pa , 
a 
simplificando y transponiendo términos, 
aaK-p-l 
QK = Q-l-p/a 
baL-p-l 
QL = Q-l-p/a· 
Reemplazando en las condiciones necesarias, 
r 
w 
o en forma equivalente, 
br 
aw 
aaK-p-l 
Q-l-p/u 
baL-p-l 
Q 1 p/u 
aK-p-l 
bL-p-l ' 
despejando la fracción L/ K, 
L 
K 
1 
(::) p+l 
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de donde 
( 
br ) P¡l L= - K 
aw 
1 
o K = (~~) p+l L. 
Al reemplazar esta expresión en la condición PQL(K,L) = w, 
[ -al ] l+p/a PboL -p-l Pbo (aK-P + bL -P) p 
PQL = Q-l-p/a LP+l 
PbO" (aK-P + bL _p)-l-a/p PbO" 
LP+l (aK-p + bL-p)l+a/p LP+l 
PbO" 
( [ 
1 ]-P )l+a/p 
a (~~)P+l L +bL-P LP+l 
PbO" 
( 
~ )l+a/p 
a (~~) p+l L-P + bL-P LP+l 
PbO" 
( 
~ ) Ha/p a(Z~)P+l +b L-p-aLP+l 
PbO" 
( ( br)~ )l+a/
p 
= w. 
a aw p+l + b Ll-a 
Despejando L en la última igualdad, 
L 1- a = PbO" 
( a (Z~);;fr + b) Ha / p w 
o 
L* = L*(P,r,w) = 
[ 
PbO". ll~a 
( a (Z~) ;;fr . \ ha / p 
I J 
I I /,~ \ + ) 1 +a / P 
\ \UWI + b w 
y al reemplazar en K, 
1 
K* = K*(P, r, w) = (~~) p+l L* [ l l~a = (aw) P¡l PbO" br ~ l+a/p ( a (~~) p+ 1 + b) w 
K* y L* son las funciones de demanda de factores de la empresa, 
ellas determinan las cantidades de factores que se han de usar para 
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maximizar el beneficio. Nótese que esas demandas están en función 
de los precios (precios de los insumos de producción y precio de venta 
del producto). Si se reemplazan esas funciones en Q, se encuentra 
la función de oferta de la empresa, esto es, las cantidades que se 
deben producir para maximizar el beneficio: 
Q* = Q*(P, r, w) = Q(K*, L*) = (a (K*)-P + b (L*)-P) -a/p 
( aw) #r PbO" [ 
~ 
( ) 
1-a 
a -¡;:;: ( a (~~) PTI + b) Ha / p w 
+b ( PbO" ) 2;:j_a/
p 
( ~ )l+a/
p 
a (~~) p+1 + b w 
[ ( 
br ) PTI j-a/p [ PbO" ll~a 
a aw +b (a(~~)PTI +b)Ha/p w 
a(p+1) 
~ H::),TI +br-" [p~'r" 
La función de beneficio de la empresa es el valor óptimo de rr, esto 
es, 
Examinando separadamente los términos de la expresión anterior, 
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y 
-1 
( 
br ) p+1 _1.::::.L ~ _1 
r aw +w=ap+1bp+1rp+1wP+1 +w 
= bp+1 Wp+1 ap+1 rp+1 + bp+1 Wp+1 -1 1 ( 1 ~ 1~) 
Reemplazando estas expresiones en II*, 
[( 
b) Ph ( 1 ~ 1 ~)l ~f:~~l [Pba] 1":0-II* = P w ap+1 rp+1 + bp+1 W p+1 ~
( 
b ) p+\ ( 1 ~ 1 ~) W a p+1 rp+1 + bp+1 Wp+1 
[ 1 1~0-Pba ~ 1 ~ 1 ~ l+o-jp ( (~) p+ 1 (a p+ 1 r p+ 1 + b p+ 1 W p+ 1 ) ) W 
0"(p+1) 
P _
1 (_1 ~ b-1 ~) p(o--l) (~ _1) 
= 1-0- ap+1rp+1 + p+1W p+1 al-a _ al-u . 
Esta función es tipo CES en los precios de los insumos; esto muestra 
un comportamiento dual entre la función de producción y la función 
de beneficio de la empresa. Si Q es CES en cantidades de insumos de 
producción, entonces II* es CES en los precios de esos insumos. 
Ejercicios 
1. Encontrar y clasificar los extremos (máximos, mínimos y puntos de 
silla) de las funciones 
a) f (x, y) = X2 - y2 + xy. 
b) f(x,y) = (x2 + 3y2 - 1)3 -10. 
e) f(x, y) = (2x + 3y - 12)3 - 5. 
d) f(x, y) = x2 - 3xy + 5x - 2y + 6y2 + 8. 
e) f(x,y) = el+x2 - y2 • 
f) f(x, y) = (x - y)(xy - 1). 
g) f(x, y) = (a - x)(a - y)(x + y - a). 
h) f(x, y) = (x - a)(y - b)(x + y - e). 
i) f(x, y, z) = x2 + y2 + z2 + xy + 4. 
j) f(x,y,z) = 1+x3 +xz+ yz2. 
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k) 
l) 
m) 
n) 
ñ) 
o) 
p) 
q) 
r) 
s) 
f (x, y, z) = 4x2 + 4xy3 + 3y2 - z3 + z2. 
f(x, y, z) = 2x2y - 4x2 - y2 + yz - z3 - z2. 
f(x,y,z) = 2x 3 + xy2 - 5x2 + 2y2 - 8xz + z2. 
f(x, y, z) = e-x2 + e-y2 + z2. 
f(x, y, z) = x 4 + y4 + z4 + 4x + 4y + 32z + 1. 
f (x, y, z) = ax3 + axy - bx2 + 2y2 - ex z + z2. 
f(x, y, z) = x 3 + y3 + z3 - 9xy - 9xz + 27x. 
f(x, y, z) = z2(2y - 4) - X2(X + 1) + (x - y)y. 
f(x, y, z) = 2x3 + 2y2 + z2 + 2xy + xz + yz + z - 1. 
f( ) - + JI.. + ~ + Y: + 1 x,y,z,u - x x y z u· 
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2. Considerar una firma que usa dos insumos K, L a precios r, w por uni-
dad respectivamente, tiene costo promedio C(K, L) = Q(kJ,) , donde 
Q = Q (K, L) es la función de producción. 
a) Mostrar que las condiciones de segundo orden para minimizar C 
son las mismas que para la maximización del beneficio a corto 
plazo. (Ayuda: tenga en cuenta que en el corto plazo el precio 
de venta de la producción es constante.) 
b) Probar que K*Q'K + L*Q'L = Q* (los * indican que la función 
se calcula en los óptimos). ¿Por qué esta ecuación no es el teo-
rema de Euler? (Si lo fuera, toda función de producción tendría 
rendimientos constantes a escala). 
e) Solucionar el problema si se produce con tecnología CD y CES. 
3. U na compañía tiene un contrato para suministrar 36500 unidades 
de su producción este año. El costo de almacenamiento anual es de 
10 u.m. por unidad; el contrato permite la escasez con un costo por 
unidad faltante de 15 u.m. La iniciación de una partida de producción 
cuesta 15000 u.m. Si las órdenes de producción se cumplen sin demora 
y la demanda sigue una tasa constante, determinar el costo promedio 
como una función de la frecuencia de producción y de la cantidad 
producida en cada partida de producción, y a partir de ella encontrar 
el costo promedio mínimo. 
4. Probar que la matriz hessiana de f(x, y) = ax2 + by4 es semidefinida 
en el punto crítico (0,0) y que si: 
a) a = b = 1, la función tiene un mínimo. 
b) a = b = -1, la función tiene un máximo. 
e) a = -1 y b = 1, la función tiene un punto de silla. 
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5. Analizar el comportamiento de los puntos críticos de la función ¡(x, y) = 
(y - ax2 ) (y - bx2 ), con b > a > o. 
6. Un productor que vende en dos mercados tiene demandas ql = b-apl 
y q2 = f3 - ap2 por su producto. Si e son los costos variables unitarios, 
encontrar: 
a) Los precios que maximizan el beneficio. 
b) El cambio en el beneficio que produce una prohibición a la dis-
criminación de precios. 
e) Las condiciones sobre las funciones de demanda para que el pre-
cio no discriminado (maximizador del beneficio) sea el promedio 
de los precios discriminados (que maximizan el beneficio). Inter-
pretar los resultados. 
7. Encontrar las funciones de beneficio, oferta y demanda de un pro-
ductor que usa tecnología CD y probar que la función de beneficio 
de la empresa es CD en los precios de los insumas. Esto muestra la 
dualidad existente entre producción y beneficio cuando la tecnología 
es CD. 
8. Comprobar que el punto encontrado en el ejemplo 3 (para el caso de 
una función CES) satisface las condiciones suficientes. 
9. Mostrar que si una empresa usa una tecnología con rendimientos cons-
tantes a escala, no puede maximizar sus beneficios. 
Capítulo 6 
Optimización restringida 
En este capítulo se encuentran las condiciones necesarias y suficientes 
que deben cumplir los óptimos de una función f(x) sobre un conjunto de 
restricciones de la forma 
A n {x I gi(X) = O para i = 1,2, ... , m; hk(X) ~ O para k = 1,2, ... ,p}, 
donde A e ]R.n es el dominio de f y hk Y gi son funciones reales con dominio 
en ]R.n. Una solución factible es un punto que satisfaga las restricciones, 
esto es, un elemento del conjunto de restricciones. El problema busca el 
valor óptimo de la función f sobre el conjunto de soluciones factibles. 
En el capítulo anterior se definió el concepto de derivada direccional para 
una función f : A ~ ]R.n --> ]R. de varias variables, en un punto a de A, en la 
dirección del vector unitario v de ]R.n. Usando la función g(t) = f(a + tv) 
para t variable real se tiene que si 9 es derivable en t = O, 
g'(O) = lím g(h) - g(O) = lím f(a + hv) - f(a) 
h~O h h~O h 
es la derivada direccional de f en el punto a en la dirección de v, 
g'(O) = f'(a; v). 
En dos variables, f'((a, b); (a, ,8)) es la pendiente de la recta tangente a la 
superficie z = f(x, y) en el punto (a, b, f(a, b)) en la dirección del vector 
(a, ,8). 
Usando la regla de la cadena para calcular la derivada de 9 
, df(a + tv) d 
9 (t) = dt = dtf(a1 + tVl, a2 + tV2,· .. ,an + tvn ) 
af af af 
= ~(a + tV)Vl + ~(a + tV)V2 + ... + ~(a + tv)vn 
uXl u~ u~ 
= '\l f(a + tv) . v. 
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y si t = O, 
g/ (O) = \7 f(a) . v, 
esto es, la derivada direccional de la función en un punto a en la dirección 
del vector v es el producto interno entre el vector gradiente de la función 
calculado en el punto y el vector dirección. Aplicando la definición de coseno 
del ángulo formado por dos vectores, 
f'(a; v) = \7 f(a) . v = 11\7 f(a) II . Ilvll cos O. 
Esta expresión tiene su valor máximo si la dirección forma un ángulo de O 
grados con el vector gradiente; por esta razón, 
Teorema 6.1. Dada una función f : A (~ IRn ) -t IR diferenciable en un 
punto x de A, la dirección en la que la función crece lo máximo posible es la 
dirección del vector gradiente y en la que decrece lo máximo es la dirección 
opuesta al gradiente. 
Nótese que este teorema también sirve como prueba de las condiciones 
necesarias de primer orden, pero su esencia está en que dice cómo ir a los 
máximos y los mínimos. 
6.1. Restricciones de igualdad 
En esta sección se encuentran las condiciones que satisfacen los óptimos 
de una función f(x) sobre un conjunto de la forma 
El problema 
A n {x I gi (x) = O para i = 1, 2, ... , m}. 
Mínimo de x2 + (y - 1)2 
sujeto a 2x2 + y = -4 
se puede convertir en uno de una variable (despejando y en la restricción y 
reemplazándola en la función objetivo): minimizar la función 
f(x) = X2 + (_2x2 - 4 - 1)2 = 4x4 + 21x2 + 25. 
La solución se encuentra con los métodos expuestos en el capítulo de apli-
caciones de la derivada a la optimización en una variable. Su derivada 
f'(x) = 16x3 + 42x = 2x (8x2 + 21) 
es cero cuando x = O. Además, f"(x) = 48x2 + 42 Y 1"(0) = 42 > O, lo que 
indica que f tiene un mínimo en x = O; por lo tanto: 
arg min {f(x,y) = x2 + (y _1)2 12x2 + Y = -4} = {(O, -4)} 
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y 
mín {f(x, y) = x2 + (y - 1)2 I 2x2 + Y = -4} = 25. 
En problemas más complejos no siempre es posible hacer un reemplazo en 
la forma anterior, ya sea por el número de variables involucradas o por la 
dificultad o imposibilidad de eliminar variables mediante el despeje en las 
restricciones. Un resultado que da condiciones necesarias para solucionar 
este tipo de problemas es el teorema de Lagrange, la base de su razona-
miento es el teorema anterior y el comportamiento del gradiente sobre los 
contornos. 
En el capítulo 2 se definieron los contornos definidos por 
G¡(k) = {x I f(x) = k}, 
en dos variables éstos están formados por todos los puntos del plano que 
satisfacen una ecuación de la forma f(x, y) = constante, donde f es una 
función de dos variables; esto es, 
{(x,y) I f(x,y) = e}. 
Los contornos para funciones de tres o más variables también se conocen co-
mo conjuntos de nivel. Cuando la función es de dos variables el contorno 
forma una curva de nivel, cuando es de tres variables forma una superficie 
de nivel, etc. 
Sean a un elemento de G¡(k) y r(t) = (Xl(t),X2(t),··· ,xn(t)) una fun-
ción tal que r(t) E G¡(k) para todo t en un intervalo J y de forma que 
r(to) = a para algún to E J. En particular se tiene que 
f(r(t)) = f (Xl(t), X2(t),'" ,xn(t)) = k 
Usando la regla de la cadena para encontrar la derivada de esta función, se 
obtiene que . 
y haciendo t = to, 
\7 f ( a) . (x~ (to ) , x; (to ), . . . ,x~ (to )) = O. 
Como r es arbitraria, lo anterior prueba que \7 f (a) es normal a G f (k). En 
otros términos, para una función diferenciable los vectores tangentes a la 
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superficie de nivel son perpendiculares al gradiente. Con este resultado y el 
teorema 6.1 es posible describir la solución geométrica del problema 
Maximizar f(x, y, z) 
sujeto a g(x, y, z) = O 
h(x, y, z) = O 
teniendo en cuenta que las restricciones g(x, y, z) = O Y h(x, y, z) = O 
describen dos superficies en el espacio tridimensional. Una solución factible 
para este problema es un punto de coordenadas (x, y, z) que satisface las 
restricciones; en este caso, el conjunto de todas ellas forma una curva C 
(la intersección de las dos superficies que forman las restricciones). Para 
encontrar el máximo de f se examina la superficie f(x, y, z) = k para 
distintos valores de k hasta encontrar el más grande. Si para kM la función 
f toma un valor máximo local en un punto P = (x*, y*, z*), la superficie 
f = kM Y la curva e deben ser tangentes; si no fuera así, f podría seguir 
creciendo al moverse en la dirección del gradiente. 
\\ V~-
1\ \-~I', 
~"----~'-" ~,,~-
_/ \ -'< 
\ 
Figura 6.1: Las curvas de nivel de f se mueven en dirección del 
gradiente hasta alcanzar el último punto P sobre la curva C. 
Puesto que el gradiente de las restricciones es normal a cada superficie 
de nivel y por lo tanto a la curva e, y el gradiente de f en P es normal a 
la superficie f (x, y, z) = k M, entonces en ese punto el gradiente de f debe 
ser combinación lineal de los gradientes de 9 y h. 
'Vf(x*,y*,z*) = A1'Vg(X*,y*,z*) + A2'Vh(x*,y*,z*) 
El argumento anterior da las condiciones necesarias para la solución de este 
tipo de problemas y se formaliza en el 
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Teorema 6.2. (Lagmnge) Si f tiene un extremo local en a sobre el con-
junto 
A n {x I gi(X) = O para i = 1,2, ... , m}, 
donde A es un subconjunto abierto no vacío de ]Rn y las funciones f y gi 
para i = 1,2, ... ,m son diferenciables en A, y si la matriz 
( agi (a)) 
aXj mxn 
tiene rango m, entonces existen Al, A2, ... , Am (llamados multiplicadores 
de Lagmnge) tales que 
af ~ agi 8 (a) + 6 Ai 8 (a) = O, para k = 1, 2, ... , n. 
Xk i=l Xk 
La forma mnemotécnica de usar el teorema anterior es construir la fun-
ción lagrangiana para el problema 
m 
C(x; Al, A2, ... , Am) = f(Xl, X2, ... Xn ) + L Akgk(Xl, X2, ... xn ). 
k=l 
Con esta función auxiliar un problema restringido se puede ver como no res-
tringido ya que sus condiciones de primer orden equivalen a las condiciones 
necesarias que dan el teorema anterior. Éstas proporcionan un sistema de 
n+m ecuaciones con n+m incógnitas, resultante de igualar a cero todas las 
derivadas parciales (con respecto a las x y a las A) dellagrangiano. Entre 
las soluciones de este sistema están los puntos que solucionan el problema 
restringido. La aplicación del teorema implica no solamente la consecución 
de los valores de las variables sino también la de los multiplicadores que 
satisfacen el sistema de ecuaciones resultante. 
Ejemplos 
1. Para encontrar los puntos donde la función 
f(x, y) = xy - x - 2y - 1 sujeta a x - 2y = O 
tiene sus puntos óptimos, se igualan a cero las derivadas parciales de 
su lagrangiano 
C(X, y, A) = xy - x - 2y - 1 + A(X - 2y) 
que son: 
Cx = y - 1 + A, Cy = x - 2 - 2A 
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Lo que produce el sistema 
{
y - 1 + A = O 
x - 2 - 2A = O 
x - 2y = O 
Nótese que la última ecuación es la restricción del problema original, 
en ella x = 2y. En la primera y = 1 - A, reemplazando estos valores 
en la segunda 2y - 2 - 2A = 2(1 - A) - 2 - 2A = -4A = O de donde 
A = O, Y = 1, x = 2. Hasta aquí falta determinar si este punto es un 
máximo o un mínimo. 
2. El lagrangiano para encontrar los óptimos de la función 
f(x,y,z,w) = x2+y2 sujeta a x2+z2+w2 = 4, y2+2z2+3w2 = 9 
es 
C(x, y, z, W, Al, A2) =x2 + y2 + Al (x2 + z2 + w2 - 4) 
+ A2 (y2 + 2z2 + 3w2 - 9) 
sus derivadas parciales son: 
Cx = 2x + 2XAI, 
Cz = 2ZAI + 4ZA2, 
C)'l = x2 + z2 + w2 - 4, 
Cy = 2y + 2YA2, 
Cw = 2WAI + 6WA2, 
C).,2 = y2 + 2z2 + 3w2 - 9. 
Al igualar a cero estas derivadas se encuentran los sistemas equiva-
lentes: 
2x + 2XAI = O 
2x + 2XAI = O 
2ZAI + 4ZA2 = O 
2WAI + 6WA2 = O 
x2 + z2 + w2 = 4 
y2 + 2z2 + 3w2 = 9 
x=O 
y=O 
2x(1 + Ad = O 
2y(1 + A2) = O 
2Z(AI + 2A2) = O 
2W(AI + 3A2) = O 
x2 + z2 + w2 = 4 
y2 + 2z2 + 3w2 = 9 
Ó Al = -1 
Ó A2 = -1 
Z = O Ó Al = -2A2 
W = O Ó Al = -3A2 
x2 + z2 + w2 = 4 
y2 + 2z2 + 3w2 = 9 
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Cada una de las cuatro primeras ecuaciones del último sistema se 
satisfacen si se cumple alguna de las dos condiciones. Los puntos 
que ellas proporcionan deben ser examinados para determinar si sa-
tisfacen las dos últimas ecuaciones: puesto que x, Z y w no pueden 
ser simultáneamente cero y y, Z y w tampoco se pueden anular si-
multáneamente, entonces entre x, Z y w alguna por lo menos debe ser 
no nula, lo mismo que entre y, Z y w. Se debe examinar cada una de 
las posibilidades y reemplazarlas en las últimas dos ecuaciones: 
a) x i= 0, Al = -1, Y i= 0, >'2 = -1, Z = ° y w = O. Las últimas 
ecuaciones son x2 = 4, y2 = 9 de donde x = ±2 Y Y = ±3. Esto 
produce las cuatro soluciones (±2, ±3, 0, O) 
b) x i= 0, Al = -1, Y = 0, Z i= 0, A2 = 1/2, Y w = O. Las ecuaciones 
x2 + z2 = 4, 2z2 = 9 no tienen solución. 
e) x i= 0, >'1 = -1, Y = 0, z = 0, w i= 0, y A2 = 1/3. Las ecuaciones 
x2 + w2 = 4, 3w2 = 9 tienen como solución x = ±1 Y w = ±vfJ. 
Las cuatro soluciones del sistema son: (±1, 0, 0, ±vfJ) 
d) x = 0, y = 0, z i= 0, w = O. Las ecuaciones z2 = 4, 2z2 = 9 no 
tienen solución. 
e) x = 0, y i= 0, A2 = -1, z i= 0, Al = 2 Y w = O. Las últimas 
ecuaciones son z2 = 4, y2 + 2z2 = 9, de donde z = ±2 Y Y = ±l. 
Las soluciones son (O, ±1, ±2, O) 
f) x = 0, y = 0, z = 0, w i= O. Las ecuaciones w2 = 4, 3w2 = 9 no 
tienen solución. 
g) x = 0, y = 0, z i= 0, w i= 0, y >'2 = Al = O. Las ecuaciones 
z2 + w2 = 4, 2z2 + 3w2 = 9 tienen como solución z = ±vfJ 
Y w = ±l. Esto produce nuevamente cuatro soluciones para el 
sistema (0,0, ±vfJ, ±1) 
h) x = 0, y i= 0, >'2 = -1, z = 0, w i= 0, y >'1 = 3. Las ecuaciones 
w2 = 4, y2 + 3w2 = 9 no tienen solución. 
3. Para encontrar el costo mínimo de producir q unidades usando insu-
mos K y L a precios r y w por unidad, respectivamente, por medio 
de una función tipo Cobb-Douglas se debe solucionar el problema: 
Minimizar C(K, L) = rK + wL 
sujeto a Q(K, L) = AKQ L{3 = q. 
Ellagrangiano para este problema es: 
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las derivadas parciales 
aL 
aK = r - ,XAaKo- 1 L(3 , aL aL = w - ,XA¡3KoL(3-1 
Los valores que solucionan el problema satisfacen el sistema: 
{ 
r = ,XAaKo-1 L(3 
w = 'xA¡3Ko L(3-1 
q = AKoL(3 
Haciendo el cociente de la primera ecuación sobre la segunda 
despejando, 
r 
w 
,XAaKo-1 L(3 
'xA¡3Ko L(3-1 
K= awL 
Tr 
aL 
¡3K 
reemplazando en la última ecuación del sistema, 
q = A ( a;rL ) o L(3 = A ( ~~ ) o L 0+(3 
transponiendo términos, 
Lo+(3 = !l (¡3r)O 
A aw 
de donde los valores de la solución del problema son: 
L' = L'(r, w,q) = [! (:: rl "~, , 
K* = K*(r, w, q) = aw [!l (¡3r) O] "!i3 = aw [!l] "!i3 (¡3r) "~i3 
¡3r A aw ¡3r A aw 
= [!] ,,¡, (::y~,-l = [! (::rr' 
Éstas son las funciones de demanda condicionada de factores 
y representan las cantidades de insumos que se deben elegir para mi-
nimizar los costos. La función de costo se encuentra reemplazando 
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estos valores en la función objetivo: 
C' = r [! (::rl¡' +w [! (::) l¡' 
= (!).~' H::(' +w (::r~' 1 
111 
= m ,,¡, [rl- "~'w·:' m "-:, + r·~'wl- .;, (~)"~' 1 
= m "~, r"~'w;& [ m "~, + m ,,~,1 
= m .~, r.~'w.:' [(*) .!, + (~) "~I'l 
a + ,8 ( q ) <>~¡3 ---'L.. -.iL 
- r<>+¡3w<>+¡3 
<> 13 A 
a <>+13 ,8<>+13 
esta última expresión es una función Cobb-Douglas en los precios de 
los insumos K y L. Esto indica que si la función de producción es 
Cobb-Douglas, la función de costo óptimo también debe ser de ese 
tipo. Nótese que la función de producción es homogénea de cualquier 
grado (no se han impuesto restricciones sobre los parámetros) y la 
función de costo es homogénea de grado 1 en los precios de los insu-
mos. 
Si en particular la función de producción tiene rendimientos constan-
tes a escala (a + ,8 = 1), la función de costo es 
C* - C* ( ) - 1 ( q) O< {3 
- r,w,q - ao<,8{3 A r W 
cuyas elasticidades son 
_ 8C* r _ a ( q) 0<-1 {3 r _ aC* r _ 
ErC· - 8r C* - aO<,8{3 A r W C* - -r- C* - a, 
8C* W ,8 ( q) O< {3-1 W aC* w 
EwC· = 8w C* = aO<,8{3 A r w C* = ---;;;- C* = ,8 
que coinciden con las elasticidades de la función de producción con 
respecto a las cantidades de insumos, 
_ 8Q K _ 0<-1 {3K _ Q K _ 
EKQ - 8K Q - AaK L Q - a K Q - a, 
_ 8Q L _ O< {3-1 L _ Q L _ 
ELQ - 8L Q - A,8K L Q - a L Q - ,8. 
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4. En teoría del consumidor se trata de encontrar las cantidades x y y 
de dos bienes que se deben consumir para minimizar el gasto; si los 
precios por unidad son Px Y Py respectivamente, se sabe que la función 
de utilidad es tipo CES y se quiere alcanzar una satisfacción por el 
consumo (¡, esto es, se debe solucionar el problema: 
Minimizar G(x, y) = pxx + Pyy 
sujeto a U(x,y) = (axP + byP)~ = U. 
La restricción de este problema equivale a 
-E 
axP + byP = U a , 
y el problema a resolver equivale a 
Minimizar pxx + Pyy sujeto a -E axP + byP = U a • 
su lagrangiano es 
12 = PxX + Pyy + ,\ ((¡; - axP - bYP) 
sus derivadas parciales, 
Lx = Px - '\apxp- 1 
Ly = Py - ,\bpyp-l, 
las condiciones necesarias, 
Px = '\apxp- 1 
Py = ,\bpyp-l, 
haciendo el cociente de las ecuaciones, 
Px = '\apxp- 1 = axp-1 = ~ (~)P-l , 
Py ,\bpyp-l byp-l b Y 
transponiendo términos a fin de despejar una variable, 
(~) p-l bpx 1 ~ = (!~:)P-l o x = (bPX) P~l apy y. , apy 
Reemplazando en la restricción a fin de despejar el valor de y, 
bp p-l bp p-l 
[ 
1 lP -E-
ax
P + byP = a ( ap: ) y + byP = a (ap:) yP + byP 
bpx p-l - E 
[
-E- 1 = a (apy) + b yP = U a . 
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De aquí, 
Reemplazando para encontrar el valor de x, 
-1 
Xh= (::)'" H!~:r~ +{, V~. 
Xh(PX'Py, O) y yh(PX'py, O) son las funciones de demanda hick-
sianas; para encontrar la función de gasto se reemplazan los valores 
encontrados en la función objetivo: 
- h h 
e = e(px,py, U) = G(x ,y ) 
( bPx ) p~1 [ (bPx ) ~ ]-"1_.1 =Px - a - +b Ua apy apy 
[ ~ ]-1 ( bPx ) p-1 p - 1 + Py a apy + b U-; 
[ ( bPx ) P~1 ] [ (bPx ) ~ ]-p1 -.1 Px - + Py a - + b U a • apy apy 
El primero de estos factores equivale a 
y el segundo, 
Así, 
Esta función es tipo CES en los precios, esto es, existe un comporta-
miento dual entre la utilidad y el gasto. 
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Los ejemplos anteriores ilustran la dualidad existente entre producción 
y costo, y utilidad y gasto para funciones tipo CES y CD. En el capítulo an-
terior se mostró, para el caso CES, la dualidad entre beneficio y producción; 
queda por probar qué costos y gastos CES o CD determinan producción y 
utilidad CES o CD, respectivamente. 
Las condiciones suficientes para problemas de optimización con restric-
ciones de igualdad están dadas por la hessiana orlada, formada por las 
segundas derivadas parciales del lagrangiano. Esta matriz tiene la forma 
( 
a2c. 
fI (x) = aXiOXj 
f!Jb.. 
aXi 
!!..9i) aXj 
O (n+m)x(n+m) 
Los ceros en la parte inferior derecha resultan de las derivadas parciales de 
segundo orden dellagrangiano con respecto a los multiplicadores. 
Los determinantes de orden k x k que se obtienen de ella eliminando filas 
y columnas correspondientes (si se elimina la fila p se elimina la columna p) 
sin que se afecten los ceros del extremo inferior derecho se llaman menores 
princi pales orlados de orden k (M PO k ). A partir de estos M PO k se 
consiguen las condiciones suficientes dadas por el 
Teorema 6.3. Si los M POk evaluados en un punto que cumple las condi-
ciones necesarias tienen signo (-1) k-m para k = 2m + 1, 2m + 2, ... , n + m, 
la función tiene un máximo en ese punto. Y si los M POk evaluados en 
un punto que cumple las condiciones necesarias tienen signo (_l)m para 
k = 2m + 1, 2m + 2, ... , n + m, la función tiene un mínimo en ese punto. 
Para problemas en dos variables con una restricción, 
f(x, y) sujeta a g(x, y) = O, 
la hessiana orlada es 
(
fxx + Agxx 
fI = fyx + Agyx 
gx 
f xy + Agxy gx) 
fyy + Agyy gy 
gy O 
m = 1, n = 2, k solamente puede ser 3 y k - m = 2. Para determinar si 
en un punto que satisface las condiciones de primer orden la función tiene 
un máximo o un mínimo, se debe encontrar el determinante de la matriz 
hessiana en el punto crítico. Si IfIl > O la función tiene un máximo y si 
IfIl < O la función tiene un mínimo. 
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Ejemplos 
1. Para clasificar el punto crítico de 
f(x, y) = xy - x - 2y - 1 sujeta a x - 2y = O, 
encontrado anteriormente, se calculan las derivadas de segundo orden 
del lagrangiano: Lxx = O, Lxy = 1, Lx>.. = 1, Lyy = O, Ly).. = -2, 
L>..>.. = O, m = 1 Y n = 2. Así: 
O 1 1 
lir(I,2,0)1 = 1 O -2 = -4. 
1 -2 O 
Por lo tanto, 
arg min{f(x,y) = xy - x - 2y -11 x - 2y = O} = {(2, 1)} 
y 
mÍn {f(x, y) = xy - x - 2y - 11 x - 2y = O} = -3. 
2. Para 
f(x,y,z,w) = x2+y2 sujeta a X2+z2+w2 = 4, y2+2z2+3w2 = 9 
las derivadas segundas del lagrangiano son: 
Lxx = 2 + 2Al, 
Lyy = 2 + 2A2, 
Lzz = 2Al + 4A2, 
L z>"2 = 4z, 
LW>"2 = 6w 
por lo tanto, 
2 + 2Al 
O 
O 
Lxy = L xz = Lxw = L x>"2 = O, 
L yz = Lyw = LY>"l = O, 
L zw = O, 
Lww = 2Al + 6A2, 
L>"l>"l = L>"1>"2 = L>"2>"2 = O 
O O O 
2 +2A2 O O 
O 2Al + 4A2 O 
L X )..l = 2x, 
LY)"2 = 2y, 
L Z >"l = 2z, 
L W )..l = 2w, 
2x O 
O 2y 
2z 4z ir (x, A) = 
O O O 2Al + 6A2 2w 6w 
2x O 2z 2w O O 
O 2y 4z 6w O O 
Para el punto (O, O, V3, 1) los valores de los multiplicadores son cero. 
La matriz hessiana es: 
2 O O O O O 
O 2 O O O O 
ir (O, O, V3, 1, O, O) = O O O O 2V3 4V3 O O O O 2 6 
O O 2V3 2 O O 
O O 4V3 6 O O 
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m = 2 Y n = 4, k puede tomar los valores 5 y 6. Para k = 5 se elimina 
la primera fila y la primera columna; el M PO es: 
2 O O O O 
O O O 2V3 4V3 
if (o, O, J3, 1, O, O) = lo O O 2 6 ¡ = 96 
O 2V3 2 O O 
O 4V3 6 O O 
Para k = 6 el MPO es: 
2 O O O O O 
O 2 O O O O 
if (O, O, J3, 1, O, O) = I~ O O O 2V3 4V3¡ = 192 O O O 2 6 
O O 2V3 2 O O 
O O 4V3 6 O O 
Por lo tanto, la función tiene un mínimo en este punto. 
3. Las segundas derivadas dellagrangiano 
C(K, L, A) = rK + wL + A(q - AKQ L(3) 
que corresponde al tercer ejemplo de la sección anterior son: 
CKK = -Aa(a - 1)AKQ - 2 L!3 = -Aa(a - 1) ~2 
CKL = CLK = -Aa{3AKQ - 1 L!3-1 = -Aa{35L KL' 
CLL = -A{3({3 - l)AKQ L!3-2 = -A{3({3 - 1) ~, 
CK>. = C>'K = -AaAKQ - 1 L!3 = -Aa Q K' 
CL>' = C>'L = -A{3AKQ L!3-1 = -A{3Q 
L 
C>.>. = O 
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El determinante de la matriz hessiana, 
-.\a(a - 1)~ -.\a(3 flL 
l' 1- Q Q H (K, L,.\) - -.\a(3 (jL -.\(3((3 - 1) L2 
-.\a!? -.\(3~ 
a(3( _.\Q)3 (a - 1) (3 1 
a ((3 - 1) 1 
a (3 O 
a(3( _.\Q)3 
= K2 L2 [2a(3 - a((3 - 1) - (3(a - 1)] 
a(3(a + (3) (.\Q)3 
El valor de este determinante en el punto que satisface el teorema de 
Lagrange 
1 f¡ (K* , L * , .\ *) ) 1 = a(3(a + (3) (.\q)3 (K*)2 (L*? 
es negativo ya que q, K* y L * representan cantidades de producto e 
insumas respectivamente, y en las condiciones necesarias se tiene que 
.\ > O. Por lo tanto, 
arg min {r K + wL I AKcx Lf3 = q} = {( K*, L *)} 
y 
{ f3 } a + (3 ( q ) a!(; -"- ~ mÍn rK+wLIAKcxL =q = G (J A r a +¡3w Q +(J. 
aa+(J (30+13 
Para la clasificación de los puntos críticos en algunos problemas, como el 
del ejemplo 2 anterior, es posible usar el siguiente 
Teorema 6.4. (Weierstrass) Sea f una función real continua en un sub-
conjunto A de ]Rn compacto; entonces existen a y b en A tales que 
f(a) :::; f(x) :::; f(b) para todo x E A. 
El teorema garantiza que una función continua definida sobre un con-
junto cerrado y acotado alcanza sus extremos (máximo y mínimo). 
Ejemplo 
En el problema 
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el conjunto de restricciones es compacto ya que es cerrado y los valores de 
las variables están acotados: 
-2 ::; x ::; 2, -3::; Y ::; 3, -2::; z ::; 2 y - V3 ::; w ::; V3. 
La función objetivo f(x, y, z, w) = X2 + y2 es continua. Por lo tanto, la 
función tiene extremos en el conjunto definido por las restricciones; pues-
to que el teorema de Lagrange generó 16 puntos críticos, en alguno de 
ellos debe estar el máximo y el mínimo. Al reemplazar cada uno de los 
puntos en la función objetivo: f(±2, ±3, 0, O) = 13, f(±l, 0, 0, ±V3) = 1, 
f(O, ±1, ±2, O) = 1 y f(O, 0, ±V3, ±1) = O. De donde se encuentra que 
y 
arg max { X2 + y2 I X2 + z2 + w 2 = 4, y2 + 2z2 + 3w2 = 9} 
= {(±2,±3,0,0)}, 
arg min { X2 + y2 I x2 + z2 + w 2 = 4, y2 + 2z2 + 3w2 = 9} 
= {(0,0,±V3,±1)}, 
máx { x2 + y2 I x2 + z2 + w2 = 4, y2 + 2z2 + 3w2 = 9} = 13 
mín { X2 + y2 I x2 + z2 + w2 = 4, y2 + 2z2 + 3w2 = 9} = ° 
Para este caso, la aplicación del teorema de Weiertrass, en vez del exa-
men de la matriz hessiana orlada, simplifica el proceso de clasificación de 
los puntos críticos. Sin embargo, clasificar los otros puntos en máximos o 
mínimos locales requiere la matriz hessiana orlada. 
Ejercicios 
1. Probar que si la función de producción es CES con rendimientos a 
escala de cualquier tipo, la función de costo óptimo es CES homogénea 
de grado 1 en los precios. 
2. Encontrar y clasificar los extremos (máximos y mínimos) de las fun-
ciones, sujeto a las restricciones dadas: 
a) xy2 sujeto a x + 2y = 2. 
b) x 3 + 2xy + X2 sujeto a x + y = O. 
e) x + y + z sujeto a x2 + y2 = 1, 2x + z = 1. 
d) x - y + z sujeto a x2 + y2 + z2 = 1. 
e) x2y sujeto a 3x2 + 3y2 + 6y = 5. 
f) z sujeto a x2 + y2 = 2, x + y + z = O. 
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g) X2 + (y - 1)2 sujeto a 2x2 + y + 4 = O. 
h) xy - x - 2y - 1 sujeto a x = 2y. 
i) x2 + y2 sujeto a x2 + z2 + w 2 = 4, y2 + 2z2 + 3w2 = 9. 
j) x - y + z sujeto a x2 + y2 + z2 = 4, 2x - 3y + 4z = 1. 
k) x2 - 2x + 2y 2 + z2 + z sujeto a x + y + z = 1, 2x - y - z = 5. 
l) x + y + z sujeto a x2 + y2 + z2 = 4. 
m) xyz sujeto a x + y + z = 5, xy + xz + yz = 8. 
n) x2 + 2y - z2 sujeto a 2x - y = O, x + z = 6. 
ñ) x2 + y2 + z2 sujeto a X2 - y2 = 1. 
3. Solucionar el problema: 
Minimizar x2 + y2 sujeto a (x - 1)3 - y2 = O 
geométricamente. Mostrar que el teorema de Lagrange no se puede 
aplicar a este caso. ¿Por qué? 
4. Encontrar los puntos que satisfacen las condiciones necesarias para la 
solución del problema: 
1 
Máximo de axT + "2 xDxT sujeto a AxT = b 
como una función de a, b, A y D. a y x son vectores 1 x n, b es un 
vector m x 1, A y D son matrices m x n y n x n respectivamente. 
5. El modelo 
representa el valor total de producción de dos bienes sujeta a res-
tricciones de capital y trabajo. K y L son las cantidades de insumos 
disponibles y los subíndices representan las partes de cada insumo 
usadas en cada producto. Usar las condiciones de primer orden para 
encontrar la forma de repartir los recursos disponibles, capital y tra-
bajo, para maximizar el valor total de producción en función de a, {3, 
K Y L si las funciones de producción son: 
a) CES. 
b) Cobb-Douglas. 
e) ¿Se puede decir algo en el caso general? 
120 CAPÍTULO 6. OPTIMIZACIÓN RESTRINGIDA 
6. Las funciones de demanda marshalianas 
M( ) 111 ( ) x Px,Py, m, y Px,Py, m 
determinan las cantidades de bienes que debe demandar un consumi-
dor si quiere maximizar su utilidad dada una restricción presupuestal; 
esas funciones son la solución del problema: 
Maximizar U(x, y) sujeto a PxX + Pyy = m. 
x, y representan las cantidades, Px y Py los precios, U la función de 
utilidad y m el ingreso disponible. 
El valor de U óptimo se conoce como función de utilidad indirecta 
y se nota 
V(p~;,py,m) = U(x1l1,xM). 
Encontrar las funciones de demanda marshalianas del consumidor 
y la utilidad indirecta para cada una de las siguientes funciones de 
utilidad: 
a) U(x, y) = xy. 
b) U(x,y)=xl/2yl/3. 
e) U(x, y) = xayb. 
d) U(x, y) = x a + yb. 
e) U(x,y) = (x2+y2)1/2. 
J) U(x, y) = (xa + ya)b1a. 
yM 
x M Pxx+ Pyy= m 
Figura 6.2: Las curvas de nivel de U se mueven en dirección 
del gradiente hasta alcanzar el último punto sobre la curva 
PxX + Pyy = m. 
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7. Las funciones de demanda hicksianas 
6.2. 
determinan las cantidades de bienes que debe demandar un consumi-
dor si quiere minimizar el gasto y satifacer un cierto nivel de utilidad 
U; estas funciones se encuentran como solución del problema: 
Maximizar PxX + Pyy sujeto a U(x, y) = U. 
x, y representan las cantidades y Px Y Py los precios. 
El valor óptimo de la función objetivo es la función de gasto, 
Encontrar las funciones de demanda hicksiana y la función de gasto 
asociada a cada una de las funciones de utilidad del ejercicio anterior. 
U(X,y)=-u 
Figura 6.3: Las curvas de nivel de PxX + Pyy se mueven en 
dirección contraria a la del gradiente hasta alcanzar el último 
punto sobre la curva U(x, y) = U. 
Restricciones de desigualdad 
En la sección anterior se encontraron las condiciones para solucionar 
problemas con restricciones de igualdad. Ese tipo de restricciones para dos 
variables representa una curva en el plano y para tres variables una superfi-
cie en el espacio. Una restricción de desigualdad en dos variables, g(x, y) ::::: 
O, representa una porción del plano limitada por la curva g(x, y) = O. 
Un punto para el que g(a, b) < O se llama interior a la restricción y si 
122 CAPÍTULO 6. OPTIMIZACIÓN RESTRINGIDA 
g(a, b) = 0, el punto es frontera. De la misma forma, los puntos que 
satisfacen la restricción g(x, y, z) ::;0 generan una porción del espacio tri-
dimensional limitada por una superficie. El conjunto de puntos factibles 
está formado por los puntos que satisfacen todas las restricciones, en este 
caso es la intersección de las regiones determinadas por cada una de las 
restricciones. Cuando un punto factible satisface la igualdad en una restric-
ción, se dice que la restricción está activa; en caso contrario, la restricción 
está inactiva. 
El hecho de que una restricción esté o no activa en la solución de un 
problema juega un papel importante, si por ejemplo se está solucionando 
un problema de maximización del beneficio de una empresa que tiene res-
tricciones de mano de obra, espacio de bodega disponible y maquinaria y en 
la solución la única restricción activa es la de bodega, entonces eso indica 
que la manera de mejorar los beneficios de la empresa es ampliando la bo-
dega. Si en la solución hay dos restricciones activas, por ejemplo, el espacio 
para almacenamiento y la mano de obra, para mejorar el valor objetivo es 
necesario relajar las restricciones activas, esto es, ampliando la bodega y 
aumentando la mano de obra. Si para el caso la solución es interior (ninguna 
restricción está activa), es posible reducir las restricciones y seguir mante-
niendo el valor de la función objetivo. El comportamiento de las soluciones 
se enmarca en el llamado análisis de sensibilidad donde se determinan 
las variables y variaciones que afectan las soluciones de un problema de 
optimización; para hacer este tipo de análisis existen una gran cantidad de 
herramientas computacionales, tal vez la más accesible es Solver de Excel, 
en la cual es posible solucionar problemas de optimización restringida y 
hacer el análisis de sensibilidad con base en la solución allí encontrada. 
En la solución de problemas restringidos basta considerar sólo uno de 
los tipos de problema, ya sea el de maximización o el de minimización, pues 
Máximo de f = - Mínimo de (- f). 
Por esta razón aquí solamente se examinan problemas de maximización. 
Además de los resultados que dan los teoremas, el comportamiento de la 
función objetivo y las restricciones ayudan en la solución de este tipo de 
problemas. Así por ejemplo, una función objetivo convexa con un punto 
crítico interior y un conjunto factible convexo tiene mínimo en el punto y 
máximo en la frontera. 
Algunos problemas en dos variables se pueden solucionar gráficamen-
te; para esto se localiza la región definida por las restricciones (conjunto 
de puntos factibles). Para determinar los puntos donde la función objeti-
vo alcanza sus óptimos se examina el comportamiento de su gradiente. Si 
el gradiente es cero en puntos interiores, el comportamiento de su hessiana 
determina el comportamiento de la función objetivo en ellos. Si el gradiente 
no es cero en los puntos interiores, su dirección indica hacia dónde moverse 
1 
1 
1 
1 
1 ¡ 
1 
1 
j 
1 
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para alcanzar los óptimos (que se alcanzarán en puntos frontera). El máxi-
mo se encuentra en el punto del conjunto de puntos factibles más alejado 
del origen siguiendo la dirección del gradiente, y el mínimo en el punto más 
alejado en contra de la misma dirección. 
Ejemplo 
Para encontrar los óptimos de 
f(x, y) = x + y sujeto a x2 + y2 :s; 4, y2:s; x, x 2:: O Y 2:: O, 
el gradiente de f es (1, 1), la región definida por las restricciones es convexa, 
ya que las funciones g(x, y) = x2 + y2 Y h(x, y) = y2 - X son convexas y las 
restricciones son contornos inferiores. ASÍ, el mínimo de la función está en 
(O, O) y el máximo en (CJI7 - 1)/2, J( JI7 - 1)/2) que son los puntos 
más alejados del conjunto en contra y a favor del vector gradiente de la 
función (1,1). 
Como en el caso de restricciones de igualdad, las condiciones necesarias 
para encontrar las soluciones del problema: 
están dadas en el 
Maximizar f(x) 
sujeto a gl (x) 2:: O 
g2 (x) 2:: O 
Teorema 6.5. (Kuhn-Tucker) Sean f y gk, para k = 1,2, ... , m, funcio-
nes diferenciables en un conjunto abierto no vacío A ~ IRn . Si a es es el 
máximo de la función f sobre el conjunto 
A n {x I gk(X) 2:: O para k = 1,2, ... , m}, 
1 ~ {1, 2, ... ,m} es el conjunto de las restricciones activas en a y la matriz 
(~) tiene rango IJI. Entonces existe un vector J-L = (J-L1, J-L2, " . ,J-Lm) 
X J IIlxn 
tal que 
J-Lk 2:: O Y J-Lkgk( a) = O, para k = 1,2, ... ,m 
para j = 1,2, ... ,no 
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La matriz (~) está formada por los gradientes de las funciones 
J IIlxn 
9i para i E 1, esto es, las funciones involucradas en las restricciones activas 
en el punto que soluciona el problema. 
Nuevamente ellagrangiano del problema: 
rn 
12 (x, J-l) = f (Xl, X2, ... Xn ) + L /1'k9k (Xl, X2, ... Xn ) 
resume el resultado en la forma: 
012 ~ (a) = O para j = 1,2, ... ,n 
UXj 
1.,=1 
012 
J-lk--;:;- (a) = O para k = 1,2, ... , m con J-lk 2: O, 
UJ-lk 
012 
y OJ-lk (a) 2: O. 
El teorema de Kuhn-Thcker, como el de Lagrange, da condiciones nece-
sarias para la solución de problemas de optimización restringida. Por esta 
razón, la aplicación de esos teoremas puede producir varios puntos críti-
cos; determinar cuál es la solución requiere la aplicación de condiciones 
de segundo orden; sin embargo, cuando la función objetivo es convexa o 
cuasiconvexa, las condiciones de minimización se convierten en suficientes, 
y lo mismo ocurre para problemas que tienen funciones objetivo cóncavas 
o cuasicóncavas en problemas de maximización. Para la formalización de 
estos resultados ver, por ejemplo, [Su]. 
Ejemplos 
1. Para aplicar el teorema al problema 
Mínimo de f(x, y) = x 2+y2 sujeto a (y - x 2 - 10):3 :S O, X 2: 2 Y Y 2: O, 
éste se convierte a maximizaclOn: cambiando el signo a la función 
objetivo, multiplicando la primera restricción por -1 y tomando la 
segunda restricción en la forma equivalente X - 2 2: O (el teorema 
solamente aplica para este tipo de desigualdades). 
-Máximo de - f(x, y) = _x2 _ y2 
sujeto a - (y - x 2 - lOf3 2: O, X - 2 2: O Y Y 2: o. 
El lagrangiano para este problema, 
2 2 ( 2 ):1 12 (X, y, J-lI, J-l2, J-l:l) = -X - Y - 111 Y - x-lO + J-l2 (x - 2) + !1:3Y, 
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tiene como derivadas parciales: 
Lx = ~2x + 6:r¡tl (y - X2 -- 10)2 + ¡t2, 
Ly = ~2y ~ 3¡tl (y ~ X2 ~ 10)2 + 113, 
L¡U = y. 
125 
L¡L2 = X -- 2, 
L P1 = ~ (y - x2 - 10);!, 
Las condiciones de primer orden producen el sistema de ecuaciones 
2 ~2x + 6Xf-Ll (y - x 2 ~ 10) + ¡t2 = O 
~2y ~ 3¡t1 (y ~ x2 -- 10)2 + ¡t3 = O 
3 
¡tI (y - x2 ~ 10) = ° 
I1dx ~ 2) = O 
¡t?,y = O 
Las últimas tres ecuaciones equivalen a ¡tI = O o y = x2 + 10, ¡t2 = O o 
x = 2, Y ¡la = ° o y = O. Para encontrar la solución se deben analizar 
8 combinaciones: ¡tI = O, ¡ti > O ; Y ¡t2 = 0, ¡t2 > 0, y ¡t:3 = O, ¡ta > O, 
que se pueden visualizar en la tabla 
111 O O O + O + + + 
--
Jt2 O O + O + O + + 
¡t3 O + O O + + O + 
De las cuales si ¡ti = ¡t2 = O, la primera ecuación se reduce a x = 0, 
pero ésta no satisface la primera restricción. Por lo tanto, se desechan 
las dos primeras combinaciones de la tabla. Las seis combinaciones 
restantes son: 
• Si ¡tl = 0, Il2 > ° y ¡t;¡ = O; x = 2. Reemplazando en la segunda 
ecuación -2y = 0, de donde y = O, Y de la primera ecuación 
¡t2 = 2x = 4 
• Si ¡ti > O, ¡t2 = O Y ¡ta = O; Y = x2 + 10. Reemplazando en 
la primera ecuación x = O que no es factible (no satisface la 
primera restricción). 
• Si ¡tI = 0, ¡t2 > O Y ¡ta > O; x = 2, Y = O. La primera ecuación 
se reduce a Il2 = 2x = 4 Y la segunda a ¡t2 = 2y = O, contrario 
al hecho que ¡t:¡ > O. Por lo tanto, esta combinación no genera 
solución. 
• Si ¡tl > O, ¡t2 = O Y IL:3 > O; Y = X2 + 10 Y Y = O que es imposible 
para cualquier y. 
• Si ¡tl > 0, ¡12 > O Y ¡t3 = O; Y = x2 + 10, x = 2. De donde y = 14 
Y la segunda ecuación se reduce a ¡t:¡ = 2y = 28 en contra de 
11;1 = O. 
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• Si /-l1 > O, /-l2 > O Y /-l3 > O; Y = x2 + 10, x = 2, Y = O. Imposible 
para cualquier y. 
Por lo tanto, la solución del problema es: x = 2, Y = O, /-l1 = O, 
/-l2 = 4 Y /-l3 = O, resultado de la primera combinación examinada 
anteriormente. 
2. Encontrar el costo mínimo de producir q unidades usando como in-
sumos capital K y trabajo L mediante una función de producción 
Leontief, es decir, encontrar: 
Mínimo de C(K,L) = rK +wL 
sujeto a mín{aK,bL} = q. 
El problema se lleva a la forma: 
-Máximo de - C(K, L) = -rK - wL 
sujeto a aK 2:: q, bL 2:: q, K 2:: O, L 2:: O. 
Su lagrangiano es: 
'c(K, L, /-l1, /-l2, /-l3, /-l4) = -r K -WL+/-lI (aK -q)+/-l2(bL-q)+/-l3K +/-l4L. 
Sus derivadas parciales son: 
a'c 
aK = -r+a/-l1 +/-l3, a'c = -w + b/-l2 + /-l4, 
aL 
y los puntos que satisfacen las condiciones necesarias son las solucio-
nes del sistema: 
-r + a/-l1 + /-l3 = O 
-w + b/-l2 + /-l4 = O 
/-l1 (aK - q) = O, /-l1 2:: O, 
/-l2 (bL - q) = O, /-l2 2:: O, 
/-l3 K = O, /-l3 2:: O, K 2:: O 
/-l4 L = O, /-l4 2:: O, L 2:: O 
aK - q 2:: O 
bL - q 2:: O 
Puesto que K y L no pueden ser cero, la función tiene insumos esen-
ciales para la producción (si alguno es cero no se puede producir), 
entonces /-l3 = /-l4 = O. Reemplazando estos valores en las dos pri-
meras restricciones y despej ando, /-l1 = ~ y /-l2 = 1f. De la tercera y 
cuarta ecuaciones, K* = ~ y L * = Ti. El costo óptimo es el valor de 
la función objetivo calculada en K* y L*, 
C* = C*(r, w, q) = r~ + w~ = q (~ + ~) 
Esta función es lineal en los precios de los insumas. 
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3. Para minimizar el costo de producir por lo menos q unidades usando 
dos insumos K y L mediante una función de producción lineal, se 
debe solucionar el problema: 
Minimizar C(K, L) = rK + wL 
sujeta a aK + bL 2:: q, K 2:: O, L 2:: O. 
El lagrangiano es 
sus derivadas son 
ac 
aL = -w + bJ.-ll + J.-l3· 
La solución del problema satisface las condiciones: 
-r + aJ.-ll + J.-l2 = O 
-w + bJ.-ll + J.-l3 = O 
J.-ll(aK + bL - q) = O, J.-ll 2:: O, aK + bL - q 2:: O 
1-L2K = O, J.-l2 2:: O, K 2:: O 
J.-l3L = O, J.-l3 2:: O, L 2:: O 
Como en el primer ejemplo de esta sección, la tabla 
J.-ll O O O + O + + + 
J.-l2 O O + O + O + + 
J.-l3 O + O O + + O + 
ayuda a determinar la solución. 
J.-ll y J.-l2 no pueden ser simultáneamente cero porque al reemplazar en 
la primera ecuación del sistema, el único valor de r que la soluciona 
es r = O Y r es exógeno al problema con valor, en general, no nulo. 
De la misma forma J.-ll y J.-l3 no pueden ser nulos a la vez porque la 
segunda ecuación sólo se satisface si w = O Y w es exógeno y distinto 
de cero; esto elimina las posibilidades 1, 2 y 3 de la tabla. 
• Si J.-ll > O, J.-l2 = O Y J.-l3 = O; J.-ll = ~ en la primera ecuación, J.-ll = 
11- en la segunda y aK + bL = q en la tercera. Esta combinación 
es solución solamente cuando ~ = 11-. Si se cumple esta relación, 
la función de costo es 
aw w 
C=rK+wL= bK+wL= -¡;(aK+bL) 
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esto indica que las curvas de indiferencia del costo y la restricción 
son rectas paralelas, lo que equivale a que la pendiente de la 
iso costo (~-ti) es igual a la pendiente de la isocuanta (~T,). La 
solución es cualquier punto sobre esa recta, para cada ° ::; K* ::; 
*, el valor de L * está dado por la ecuación L * == q-~f(* y en este 
caso el costo óptimo es 
C * C*( ) w( ,* *) w( ,* bq - aK*) = r,w,q=--¡;aK+bL =--¡;aK+ b 
W ( K'* K*) W = - a + q ~ a = q-
b b 
• Si /11 = ° y /12 > ° y /1:3 > O; K = L = 0, que no satisface la 
restricción de producción. 
• Si /11 > 0, /12 = O Y /13 > O; /11 = ~ en la primera condición, 
/1:3 = W ~ b~ en la segunda, L * = O en la última y K* = ; en la 
tercera. Para que esta combinación sea solución es necesario que 
W ~ b~ > O (los multiplicadores son no negativos) o 7 > ~; esto 
indica que la pendiente del iso costo es mayor que la pendiente 
de la isocuanta. 
El costo óptimo es 
C* = C*(r, w, q) = q~ 
a 
S· O ° - O' K'* - O L* ~ q - W - 11' • 1/11 > ,/12> Y /1:>, , , -- b' /11 - b' /12 - r~ab' 
Como en el caso anterior, para que esta combinación sea solución 
se necesita que r ~ a1j- > O; esto equivale a que la pendiente de 
las curvas de indiferencia del costo (iso costo) es menor que sobre 
la restricción aK + bL = q (isocuanta). En este caso, 
* C*( ) W C = . r,w,q = q--¡; 
• Si /11 > 0, /12 > ° Y /1:>, > O; K = L = 0, que no satisface la 
condición aK + bL = q. 
Los valores anteriores para el costo óptimo se resumen en 
{ 
1j-(aK* + q ~ aK*), 
C* = C*(r, w, q) = rK* + wL* = r;q' 
Wy;, 
{
w . r w 
b' SI a b' 
= q !:.. si lE. > !:.. 
a' b (l' 
lE. si lE. < !:.. b' b (l 
{ r W} = q mÍn ~,--¡; . 
si !:. = lE. 
a b' 
si lE. > Q 
r a' 
si lE. < Q 
r a 
6.2. RESTRICCIONES DE DESIGUALDAD 129 
que es una función de tipo Leontief en los precios de los insumos. 
4. Para solucionar el problema de minimizar el gasto al consumir dos 
bienes x yy a precios P:¡: y Py respectivamente, cuando se quiere 
alcanzar una utilidad ti y la función es u( x, y) = máx { ax, by}, se 
debe solucionar el problema: 
Minimizar P.rX + PyY sujeto a máx{ ax, by} = ti, x 2: 0, y 2: ° 
Este problema se replantea en la forma: 
Minimizar PxX + Pyy sujeto a ax ::; ti, by::; ti, x 2: 0, y 2: () 
su lagrallgiano es 
Las condiciones de primer orden son las soluciones del sistema: 
-P:r - af-L¡ + f-L3 = ° 
-Py - bf-L2 + f-L4 = ° 
f-L¡(ti - ax) = 0, f-Ll 2: 0, ti - ax 2: ° 
f-L2 (ti - by) = 0, f-L2 2: O, ti - by 2: ° 
f-L3X = 0, f-L3 2: 0, x 2: ° 
f-Lyy = 0, f-L4 2: 0, y 2: ° 
En este sistema f-L3 y f-L4 son distintos de cero ya que si alguno es cero 
-Px - af-L¡ = ° ó -Py - bf-L2 = 0, que es imposible porque los precios 
y los multiplicadores son no negativos. De las últimas condiciones, 
x = y = 0, que no es una solución factible y el teorema de Kuhn-
Thcker no produce solución en este caso. 
De los ejemplos 2 y 3 anteriores se nota nuevamente la dualidad que exis-
te entre las funciones de producción (restricciones) y el costo (objetivo) 
óptimo: a una función de producción lineal en las cantidades de insumos 
le corresponde una función de costo óptimo Leontief en los precios de los 
insumos, y a una función de producción tipo Leontief en las cantidades de 
insumos le corresponde una función de costo óptimo lineal en los precios de 
los insumos. 
Ejercicios 
1. Encontrar los extremos de las funciones sujeto a las restricciones da-
das: 
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a) 
b) 
e) 
d) 
e) 
1) 
g) 
h) 
i) 
j) 
k) 
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Máximo de -x2 - y2 + 2xy + 10 sujeto a x2 + y2 S 9, x + y S 1. 
Máximo de x + y sujeto a X2 + y2 S 4, y2 :::: x. 
Máximo de -x2 - 3y2 + 3xy + x + y sujeto a 2x + y S 2, 
-x + y + 1 S O, x :::: O, y :::: O. 
Mínimo de x2 - y sujeto a (y - x2 - 10)3 S O, x :::: O, y :::: O. 
Mínimo de x + y + z sujeto a x2 - y2 = 1, 2x + z = 1, x :::: O, 
y:::: O. 
Mínimo de x + z sujeto a x2 + y2 S 4, O:::: 2x + y + 3z :::: 2. 
Óptimos de x2 +2y2 sujeto a x2 +y2 S 1, 2y S 1 +x, x+2y S 1. 
Óptimos de xy + z sujeto a 7x + 2y :::: 14, 2x + 7y :::: 14, 
x + y + z S 12. 
Óptimos de xy + x + y sujeto a 2x + 3y S 12, 3x + 2y :::: 6 y 
x - y S 6. 
Óptimos de x2 + y2 sujeto a xy S 1, x + y S 4. 
Óptimos de xy2 sujeto a x2 + y2 + w 2 S 16, y2 + 4z2 + 9w2 S 36. 
2. Resolver los problemas del ejercicio anterior usando Solver, y compa-
rar con las soluciones encontradas manualmente. 
3. Minimizar el costo de producir q unidades usando como insumos ca-
pital K, trabajo L y tecnología T mediante la función de producción 
Q(K, L, T) = mín{aK, ALQTiJ} , 
es decir, solucionar el problema 
Minimizar C(K,L,T) = rK+wL+sT sujeta a mín{aK,ALQTiJ} = q. 
4. Minimizar el costo de producir q unidades usando como insumos ca-
pital K, trabajo L y tecnología T mediante la función de producción 
Q(K, L, T) = mín {aK, (aLP + bTP) ~} , 
es decir, solucionar el problema 
Minimizar C(K, L, T) = r K + wL + sT 
sujeta amín {aK, (aLP + bTP)~} = q. 
5. Combinar los teoremas de Lagrange y Kuhn-Thcker para solucionar 
los problemas: 
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a) Mínimo de x - y + z sujeto a x2 + y2 + z2 :S: 4, 2x - 3y + 4z = 1, 
x 2: 0, z 2: O. 
b) Mínimo de x - y + z sujeto a x2 + y2 + z2 = 4, 2x - 3y + 4z :S: 1, 
Y 2: 0, z 2: O. 
6. Encontrar las cantidades ql y q2 que deben ser producidas por una 
empresa en dos períodos para maximizar el beneficio, si los costos 
variables unitarios asociados son Cl Y C2 respectivamente, el costo de 
capacidad instalada es C por unidad de producto, es decir, si se quiere 
producir q unidades el costo de instalación de la planta es Cq y los 
ingresos son In (ql q2). 
En teoría del consumidor existe una relación importante entre las funciones 
de demanda marshalianas y hicksianas y entre las funciones de gasto y 
utilidad indirecta; estas relaciones se encuentran al solucionar uno de los 
siguientes problemas: 
Maximizar U(x, y) sujeto a pxx + Pyy = m. (1) 
Minimizar pxx + Pyy sujeto a U(x, y) = (j. (2) 
Y usar el valor de la solución como restricción del otro y observar que los 
valores obtenidos como solución deben coincidir (figura 6.4). 
i~(X,y)=-U 
, I 
i, 
Figura 6.4: Si la solución de uno de los problemas (1) y (2) 
se toma como restricción del otro, las soluciones coinciden. 
Al solucionar (1) se encuentran las funciones de demanda marshalianas 
y la función de utilidad indirecta, esto es, los valores de las variables que 
solucionan el problema son: xM (Px, Py, m) y yM (Px, Py, m) y el valor óptimo 
es V (Px, Py, m); si el último valor se usa en la restricción de (2), éste se 
transforma en 
Minimizar Pxx+Pyy sujeto a U(x,y) = V(px,py,m). 
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Los valores de las variables de la solución son: 
Xh (Px, Py, V (P:r;, Py, m)) yyh (Px, Py, V (p¡;, Py, m)) , 
y el valor óptimo es 
e (Pr,Py, V (Px,Py, m)). 
Puesto que las soluciones por ambos caminos deben ser las mismas, se deben 
cumplir las siguientes igualdades: 
h ( Tr ( , )) _~ M ( , ) X Px,Py' ~ P.r"Py, rn -- x Px,Py, rn , 
yh (Px, Py, V (P.r, Py, m)) = yM (Px, Py, m) , 
e (Px,Py, V (Px,Py, m)) = m. 
De la misma forma, si se soluciona (2) los valores de las variables son: 
xh (Px, Py, O) Yl' (Px, Py, O) y el valor óptimo es la función de gasto 
e (Px, Py, O). Usando este valor en la restricción de (1), éste se transfor-
ma en 
Maximizar U(x, y) sujeto a PxX + pyy = e (Px,Py, O) , 
el valor de las variables en la solución son: 
XM (Px, Py, e (Px, Py, O)) y yM (Px, Py, e (Px, Py, O)) , 
y el valor objetivo óptimo es 
V (P:r:, Py, e (Px, Py, O)) . 
Nuevamente las soluciones deben ser iguales, por lo tanto, 
XM (Px, Py, e (Px, Py, ü)) = xh (Px, Py, ü) , 
yM (Px, Py, e (Px, Py, Ü)) = yh (Px, Py, O) , 
V (Px,Py, e (Px,Py, O)) = Ü. 
Estas igualdades permiten conocer el gasto a partir de la utilidad indirecta 
y las demandas hicksianas a partir de las demandas mashalianas o, en forma 
recíproca, conocer la demanda indirecta a partir del gasto y las demandas 
mashalianas a partir de las hicksianas. La interrelación entre todas estas 
funciones, así como las encontradas en la teoÍa del productor, son parte del 
tema de la siguiente sección. 
I 
J 
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6.3. Teorema de la envolvente 
El resultado más importante del análisis de sensibilidad es el teorema de 
la envolvente, que determina cómo encontrar los cambios del valor óptimo 
de una función cuando alguno de los parámetros involucrados en el proble-
ma varían. En el caso de un problema con restricciones de igualdad, el cual 
se soluciona con la ayuda de la función lagrangiana, el teorema garantiza 
que este cambio es igual a la derivada de la lagrangiana con respecto a ese 
parámetro. 
Al solucionar un problema de la forma: 
Máximo de f(XI, X2, ... , Xn ; al, a2, ... , am ) 
sujeto a g(XI, X2, ... , Xn ; al, a2, ... , am ) = O, 
donde las x son variables y las a son parámetros, la solución determina los 
valores óptimos de cada variable como una función de las a, 
Al reemplazar estos valores en la función objetivo se encuentra el valor 
óptimo de la función, 
Si se quiere evaluar el cambio de este valor óptimo debido al cambio de uno 
de los a, se debería solucionar otro problema del mismo tipo; sin embargo, 
el teorema de la envolvente garantiza que esto no es necesario y asegura 
que basta derivar parcialmente el lagrangiano con respecto al parámetro 
que cambia sin considerar que las variables en el óptimo son funciones 
implícitas de los parámetros. 
Teorema 6.6. (Envolvente) Sea 
f*(a) = f(x]"(a),x;(a), ... ,x~(a);al,a2, ... ,am ) 
el valor de la función objetivo para el problema 
Máximo de f(x, a) = f(XI, X2, ... , Xn ; al, a2, ... , am ) 
sujeta a g(x, a) = g(XI, X2, ... , Xn ; al, a2, ... , am ) = O, 
donde a es un vector de parámetros y x es el vector de variables de decisión, 
entonces 
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Demostración. La prueba requiere la regla de la cadena y las condiciones 
de primer orden. Si el vector x*(a) = (xi(a), x2(a), ... , x~(a)) soluciona el 
problema, 
Máximo de f(x, a) sujeto a 9(X, a) = O 
en particular satisface la restricción 
9(x*(a), a) = O, 
derivando parcialmente esta igualdad con respecto a ak, 
n ax*' ~9Xiaa: +9ak=0(1) 
Por otra parte, usando la regla de la cadena para derivar la ecuación 
f*(a) = f(xi(a), x2(a), ... , x~(a)) 
con respecto a ak, 
af* n ax* 
aak = Lfxi~ + fak (2) 
i=l uak 
multiplicando (1) por A y sumando a (2) se tiene, 
af* n ax* ( n ax* ) 
aa = L fXi aat + fak + A L9xi aal + 9ak 
k i=l k i=l k 
n ax* 
= L (Ixi + A9xJ a + fak + A9ak 
i=l ak 
Puesto que el punto óptimo satisface las condiciones de primer orden, fXi + 
A9xi = O para cada i = 1,2, ... , n. 
oC 
af* = fak + A9ak = aak' 
aak 
D 
El teorema anterior tiene una amplia gama de aplicaciones económi-
cas en la teoría del productor y el consumidor. En éstas, en particular, se 
examinan los siguientes problemas: 
1. Minimizar los costos de un productor sujetos a su restricción de pro-
ducción, 
n 
Mínimo de C(x) = LPiXi sujeto a Q(x) = q. 
i=l 
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La solución a este problema da las cantidades óptimas de factores 
que el productor debe usar como funciones de los precios de los insu-
mos y la cantidad a producir (funciones de demanda condicionada de 
factores), 
y el costo mínimo, 
C* = C*(p,q) = C(xi(P,q),x2(P,q), ... ,x~(p,q)). 
El teorema de la envolvente aplicado al lagrangiano 
n 
J:(x,'\) = LPiXi + '\(q - Q(x)) 
i=l 
al derivar con respecto al precio del i-ésimo insumo, 
ac*(p, q) _ *( ) 
a - x~ p,q Pi 
conocido como el lema de Shephard. y al derivar con respecto a la 
cantidad, 
ac*(p, q) = ,\*( ) 
aq p,q 
Reemplazando estas expresiones en C*, 
C*( ) ~ *( ) ~ aC*(p,q) p,q = ~Pixi p,q = ~Pi a. 
i=l i=l P~ 
esto es, según el teorema de Euler, C* es homogénea de grado uno en 
los precios de los insumos. 
Por otra parte, puesto que el óptimo satisface las condiciones de pri-
mer orden, 
Pi = ,\* aa
Q (p, q) para i = 1,2, ... , n 
Xi 
multiplicando la ecuación anterior por xT 
* \ * * aQ () . 1 2 XiPi = /\ Xi -a p, q para 1, = , , ... , n 
Xi 
sumando entre 1 y n, 
~ * ,\*~ *aQ ( ) ~XiPi = ~Xi ax p,q 
i=l i=l ~ 
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Si la función Q tiene rendimientos constantes, por el teorema de Euler, 
la ecuación anterior se convierte en 
C*(p,q) = '\*(p,q). q 
en este caso se tiene que 
C*(p,q) = '\*(p,q) 
q 
esto es, el costo marginal y el costo promedio sou iguales a ,\ *, por 
lo tanto>. * es constante y el costo C* es lineal en q. En resumen, si 
la función de producción tiene rendimientos constantes a escala, el 
multiplicador de Lagrange es constante y C* es liucal en q. 
2. Maximizar el beneficio del productor 
1/ 
II(x) = PQ(x) - LP/;Y, 
;=1 
donde P es el precio del producto, Q la función de producción y PI.- es 
el costo del k-ésimo insumo de producción. La solución proporciona 
las cantidades de insumos que el procluctor debe usar (funciones de 
demanda de factores), 
Xk = X:k(P, p) = x:¡,.(p, PI, P2, ... , p,,) para k = 1,2, ... ,71, 
y la cantidad que debe ofrecer (función de oferta del productor), 
Q(P,p) = Q(x7(P,p),x~(P,p), ... ,x;¡(p.p)) 
en función del precio de venta y los costos de los inSUIllOS. 
Aplicando el teorema se tiene el lema de Hotelling, 
élII*(P, p) = Q(P, p). 
élP 
3. Maximizar la utilidad del consumidor sujeto a una H'stricción presu-
puestal, 
11 
Maximizar U(x) sujeto a LPiX/ = m 
i=1 
donde PI.: es el precio del k-ésimo bien de COllsumo .r¡,. y m es la 
cantidad de dinero disponible. La solución da las cantidades de bienes 
óptimas de consumo como funciones de los precios y la cantidad de 
dinero disponible (funciones de demanda marshaliallas), 
Al M( ) M( '¡ ] 2 . xli: =x':kp,rn = x/k Pl,P2"",plI,nl) para,,: = " .... n, 
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y la utilidad máxima, 
v = V(p, m) = U(X(1 (p, m), x~1 (p, m), .", x~1 (p, m)), 
llamada función de utilidad indirecta. El teorema de la envolvente 
aplicado al lagrangiano 
C(X,A) ~ U(x) +,\ (m- ~PiXi) 
al derivar con respecto a los precios de los insumos produce: 
y al derivar con respecto al ingreso disponible 
aV = A 
am 
de donde se llega a la identidad de Roy, 
QL m 
apk (p,) M 
iN = -xk (p, m). 
r1m (p, m) 
Ejercicios 
1. Solucionar el problema: 
r-.1ínimo de xy'2 sujeto a x + 2y = 2. 
A partir de la solución encontrada y con el uso de diferenciales y algu-
na forma adecuada del teorema de la envolvente, hallar una aproxima-
ción a la solución de cada uno de los siguientes problemas. Comparar 
esta aproximación con la solución de cada variación del problema; 
esta solución se puede encontrar usando el teorema de Lagrange, la 
herramienta Solver de Excel o cualquier otro programa que solucione 
problemas de optimización no lineal: 
a) J\Iínimo de xy2 sujeto a x + 2y = 3. 
b) :\Iínimo de .ry'2 sujeto a x + y = 2. 
e) l\1ínimo de 2xy'2 sujeto a x + 2y = 2. 
el) :\IÍnimo de xy'2 sujeto a -x + 2y = 2. 
., 
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2. Hacer lo mismo que el ejercicio anterior, esto es, encontrar la solución 
de 
Óptimos de x - y + z sujeto a x2 + y2 + z2 = 4, 2x - 3y + 4z = 1 
y a partir de ésta aproximar las soluciones de: 
a) Óptimos de x + y + z sujeto a x2 + y2 + z2 = 4, 2x - 3y + 4z = 1. 
b) Óptimos de x + y + z sujeto a x'2 + y2 + z2 = 3, 2x - 3y + 4z = l. 
e) Óptimos de x+y+z sujeto a x'2 +y2 + 2z2 = 4, 2x - 3y+3z = 1. 
d) Óptimos de x+y+2z sujeto a x'2+y2+2z2 = 4, 2x-2y+4z = l. 
3. Sea 
z* = máx{z = f(x, y, a) I g(x, y) = k} 
donde x y y son variables y a y k son parámetros. Probar: 
a) 
b) 
e) 
4. Si 
z~ = fa. 
z'k = ,x*. 
ax* ay* _ a>. * fxa[Jk + fya[Jk - Ba' 
z* = máx{z = f(x, y) + h(x, a) I g(x, y, b) = O}. 
Probar: 
a) z~ = ha (x* , a). 
b) z; = 'x*gb(x*,y*,b). 
) h (ax*) - ,x* [ (ax*) (ay*)] (a>.*) e xa ar; - gxb Ba + gyb 8a + gb aa . 
5. Sea 
y* = máx{y = f(Xl,X2, ... ,xn ) I g(X],X2, ... ,xn ) = k}. 
Probar que si f y g son funciones homogéneas del mismo grado, en-
tonces y* (k) es lineal en k, es decir, y* (k) = ak, donde a es una 
constante, y concluir que el multiplicador de Lagrange para el pro-
blema es constante. 
6. Encontrar las funciones de demandas condicionadas y los costos ópti-
mos, si la función de producción es: 
a) Q(K, L) = 2K + 3L. 
b) Q(K,L) = 200K~L~. 
e) Q(K,L) = mín{2K,3L}. 
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d) Q(K, L, T) = AKC> (aL-P + bT-p)-a/p. 
e) Q(K,L,T) = mín{aK,AV'T/J}. 
7. Encontrar las funciones de demandas hicksianas y de gasto, si la fun-
ción de utilidad es 
Ayuda: los contornos superiores de esta función no son convexos. 
8. Encontrar las funciones de demandas hicksianas, marshalianas, de 
gasto y utilidad indirecta, si la función de utilidad es: 
a) U(x, y) = Ax"yiJ. 
b) U(x,y) = (ax- P + by-p)-a/p. 
e) U(x, y, z) = AxC\: + (ay-P + bz-p)-a/p. 
d) U(x, y, z) = (Ax C> yf3 + bzCt+iJ)P. 
e) U(x,y,z) = mín{ax,Ay"ziJ}. 
9. Encontrar las funciones de demanda de factores, demanda condicio-
nada de factores, costo, oferta y producción, si la función de beneficio 
es: 
a) II*(P,r,w) = lOrfJrw. 
b) II*(P ) = p3(r+s) ,r,w,s r11's' 
e) II*(P,r,w, s) = r2~:~s' 
d) II* (P ) 2 r+w+s 
, r, w, s = P TWS 
Donde P es el precio de venta y r, w y s son los precios de los insumas. 
10. Encontrar condiciones sobre los parámetros para que las siguientes 
funciones sean costos óptimos, y determinar las funciones de demanda 
compensada y la producción asociadas con cada una: 
a) C*(r, w, q) = ~. 
b) C*(r,w,q) = qJr2 +w2 . 
e) C*(r,w,q)=w(l+q+ln(t;)). 
d) C*(r, w, q) = q(ar + bw). 
e) C*(r, w, q) = Aqrüw1- Ct . 
1) C*(r, w, q) = q (ar P + bwP)l/P. 
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11. Determinar, si es posible, la función de producción asociada a 
C*(r,w,q) = qmáx{ar,bw}. 
12. Usar el teorema de la envolvente para encontrar las relaciones entre 
las funciones de demanda hicksianas y la función de gasto. 
13. Encontrar condiciones sobre los parámetros para que las siguientes 
sean funciones de gasto y determinar las funciones de demanda hick-
sianas, marshalianas, utilidad indirecta y utilidad asociadas con cada 
una: 
a) e (Px,Py O) = OAl/,~P!J 
, p~i +P~; . 
b) e(px,py, O) = Omín{ap:,., bpy}. 
e) e(px,py,Pz, O) = AOp~ (ape + bpniJ . 
d) e(px, Py, Pz, O) = O [ap:/" + (bp~ + cpn Ilr!] . 
- - ( 'J ) IIp 
e) e(px,py,Pz, U) = U ap~~p~ + bp~ . 
f) e(px,py,Pz,O) = Omín{ap.r,(Ü'P~+ppnl/(!}. 
g) e(px,py,Pz, O) = Omín{ap:¡, Ap;;p;-n}. 
14. Si las funciones de demanda por dos bienes para un consumidor son 
h -2 2px 
X =u J ' 2 • 2 2p~; + 3Plj 
3Plj 
-2 . 
h ~ u J 3 2 Y ~2P1. + P
y 
Encontrar: xl\I(px,Py, m), e(P:r,Py, O), V(Pr,pu.m) y u(x,y). 
15. Un consumidor de tres bienes x, y y z a precios Pn Pu y pz tiene las 
siguientes funciones de demanda: 
Xh = 2il Py 
VP:rPy + p~' 
h P y = 2il :r 
VP.rP!! + p~' 
,," ~ 4 - pz ~ -- u e 2· 
V PrPy + Pz 
Encontrar: 
a) La función de gasto. 
b) La función de utilidad. 
e) La función de utilidad indirecta. 
d) Las funciones de demanda marshalianas. 
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16. Si la función de utilidad indirecta es 
m(px + Py) 
PxPy 
Encontrar: :r:\1 (P./) PYl m), e(P:r, py' U) y u(x, y). 
17. Sea 
T bm + apx v (P.?, Py, rn) = -- b + k. 
Py 
Encontrar. si existen: 
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a) Las condiciones sobre los parámp-tros para que ésta sea una fun-
ción de utilidad indirecta genuina. 
b) x¡\[ (Pr, P.'I' m). 
e) e(P.r.P.IJ' O). 
d) u(x, y). 
18. Un consumidor de tres bienes :y, y y z a precios Px, Py Y pz tiene las 
siguientes funciones de demanda para los bienes x y y: 
6.4. 
x\l = 500 +- apu + bm - 3px 
pz 
y yAl = k + apx + CPy + bm 
pz 
Encontrar la función de demanda marshaliana para z. 
Ecuación de Slutsky 
El análisis de la elección óptima del consumidor tiene en cuenta los 
precios de los bienes de consumo y la cantidad de dinero disponible para su 
adquisición; por esto las variaciones en alguno de los precios o del ingreso 
determinarán variaciones en las elecciones del consumidor. 
Es natural pensar que ante el aumento en los precios de un bien, las 
cantidades consumidas se deben reducir; sin embargo, Slutsky encontró que 
esta visión es demasiado simplista y que el consumidor responde de una 
manera más compleja. La ecuación de Slutsky analiza la respuesta de los 
consumidores ante el cambio en el precio de alguno de los bienes consumi-
dos. Esa ecuación es la herramienta para explicar cómo el consumidor debe 
tomar decisiones acerca de las variaciones en su ingreso y su consumo para 
compensar un cambio de precios y mantener una utilidad. 
Por simplicidad y sin pérdida de generalidades supongamos que el con-
sumidor elige las cantidades de dos bienes x e y y que dispone de un ingreso 
m. En el monH~llto que el consumidor hace su elección debe 
~Iaximizar U(1.·, y) sujeto a P.rX + PyV = m (1) 
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La solución de este problema proporciona las demandas marshalianas: 
M M( ) 111 M( ) X = X Px, Py, m, y = y Px, Py, m . 
y la utilidad indirecta: 
V = V(Px,Py, m) = U(xM, yM). 
Si el precio del bien x cambia a p~ y el consumidor no quiere (o no puede) 
cambiar su nivel de ingreso, deberá solucionar el problema: 
Maximizar U(x, y) sujeto a p~x + Pyy = m (2) 
Esto le proporciona las nuevas funciones de demanda: 
M' lIi" M' M" 
X = x (Px,Py, m), y = y (P:nPy, m). 
De esta forma no sólo cambian las funciones de demanda sino también su 
nivel de satisfacción a V' = V (p~, Py, m). Estas nuevas cantidades pueden 
ser determinadas usando el teorema de la envolvente en la solución del pro-
blema (1). Usando diferenciales y el teorema de la envolvente, la variación 
de la utilidad está dada por 
I av aLI ~ V = V - V ~ -a ~Px = -a ~P.r 
Px P I\I 
= _).M (Px,Py, m)xM (Px,Py, m)(px - P:r) 
Así la nueva demanda se obtiene al despejar UM ' en la ecuación anterior: 
V(Px,Py, m) = V(Px,Py, m) _).M (Px,Py, m)x llJ (P:r,Py, m)(p,r - Px) 
Para que no haya variaciones en la utilidad, el último producto debe ser 
cero. Puesto que hay cambio de precios, el último término es no nulo; el 
multiplicador y la demanda en general son distintos de cero; el multiplicador 
porque representa la variación de la utilidad ante cambios en la capacidad 
adquisitiva (ingreso) y la demanda porque no se está analizando un caso 
particular. 
De la misma forma se determinan las variaciones en las cantidades de-
mandadas. Usando diferenciales y el lema de Roy, la variación en las can-
tidades del bien x es 
axM ~xM =xM _xM ~ --~Px = 
apx 
despejando 
( al¡' / IW) a OPr iJrn (P;r _ PI') 
ap,r 
a (av / 817) 
M' , III 8Vr éhn , 
x (Px,Py, m) = x (Px,Py, m) - ~ (Px - PX) 
P:r 
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Después de desarrollar las derivadas segundas de la función de utilidad, 
ava2 v av a2 v 
M' ( lA!) (' am ap~ - apx apxam 
x P:r,Py,m) = x (Px,py,I - Px - Px) av 
am 
de forma análoga se encuentra la demanda de yM'. 
En conclusión, si el consumidor no cambia su gasto, no sólo se verán 
afectadas sus demandas por cada uno de los bienes sino también la utilidad 
alcanzada. 
Si el consumidor no quiere cambiar su nivel de utilidad, dada por la 
solución del problema (1) ante un cambio de precio del bien x, la restricción 
presupuestaria sufre un cambio de pendiente esto se ve reflejado en un giro 
sobre su intersección con respecto al eje y. La nueva curva presupuestaria 
no es tangente a la curva de indiferencia, por lo tanto, no determina un 
nuevo nivel de consumo óptimo y debe ajustarse el nivel de gasto (ingreso) 
para hacer que vuelva a ser tangente a la curva de indiferencia de la utilidad 
y de esta forma producir las nuevas demandas óptimas. Para esto necesita 
resolver el problema 
Minimizar p~x + Pyy sujeto a U(x, y) = V (3) 
La solución de este problema proporciona las demandas xh = xh(px, Py, V), 
yh = yh (Px, Py, V) Y la cantidad de gasto (nuevo ingreso) necesario para 
conservar el viejo nivel de utilidad V. 
El gasto necesario para conservar el nivel de utilidad es el resultado 
de reemplazar las cantidades demandadas en la función objetivo que da el 
nuevo valor del gasto 
El cambio en el ingreso y los cambios en las cantidades demandadas se 
determinan a partir de las soluciones de los problemas (1) y (3), esto es, 
e - 1, xM' - xAI e yM' - yA!. Gráficamente, al cambiar el precio la curva 
presupuestal cambia su pendiente girando sobre el eje y puesto que se hizo 
una variación del precio del bien x; si no se altera el gasto, se debe mover 
la curva de utilidad hasta alcanzar la nueva curva presupuestaria como 
en la figura 6.5. Si se quiere conservar el nivel de utilidad se debe mover 
la curva presupuestaria (línea punteada) hasta alcanzar la vieja curva de 
indiferencia de la utilidad. 
Las ecuaciones que relacionan los cambios producidos están dadas por 
la ecuación de Slutsky que se puede determinar a partir de la solución de 
los problemas (1) y d siguiente: 
Minimizar P,r:X + Pyy sujeto a U(x, y) = V (4) 
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XM X M' p~x+py=m 
PxX+ P y= m 
Figura 6.5: Si el precio del bien x cambia de Pr a p lr , las 
cantidades demandadas cambian de Xi\!. yj\1 a )"I\!I . .11,\1 1 • 
Puesto que en la solución del problema (1) la curva presupuestal debe ser 
tangente a la curva de indiferencia de la utilidad (moviendo la curva de la 
utilidad), en el problema (4) se de be tener la misma condición (movicndo 
la curva de indiferencia presupuestal); los niveles de utilidad producidos 
por el problema (1) usado corno restricción en el problema (4) son iguales: 
la solución de estos dos problemas determina las cantidades demandadas 
iguales relacionadas por las ecuaciones 
xh(p.r,Py, V) = x~1 (Pr.Py, e(Pr'Prll V)) 
yh(px,py, V) = .11 M (PJ,P.lI' C(P.nPy, V)) 
derivando la primera de éstas con respecto al precio P.r se tiene, 
oxh OX TI! oxAl op OX A I OC 
_ = _~ + _~-;:--'i + ~. __ . _ 
oPx Op.1 OPy oP.r o M OV.r 
oxAl ox¡\[ oe 
=-+-- (*) 
OP.1: o M op¡. 
Para determinar el comportamiento de .)iJI sc aplica el teorema de la en-( P,I 
volvente a la solución del problema: 
Minimizar PJ:X + PI/Y sujeto a U(J:,.II) -= UI) 
esto produce 
oe OL I /¡ H -~=-~ =X=J" 
op J: oP.r' 
reemplazando en la ecuación (*) se encuentra la ecnacióll de Slutsky, 
oxh ox·\! . Dr\1 
__ = __ + ;1"\ I _~ .. ~ 
oPr oPr o M 
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[JJ .\1 dx" '\l dx M 
Up, éJp.t - :c· ~aJlv1 
La ecuacióll se com pOllC dd efecto sustitución donde se mantiene un ingreso 
com::taIlte call1biauclo ('1 precio de p" y d efecto renta, en la cual el precio 
se mantiellc ('C)]1st ante variando la renta. 
6.5. Una nota sobre funciones de producción 
Si se acept a la versi()]1 de Alkn-U zawa para la elasticidad de sustitución 
(ES) y la llocióll ('conómica que ella representa, en las formas usuales para 
las fUllciones de producción la ES resulta simétrica; esto significa que, en 
equilibrio, si un increlllento en el precio del factor i produce un incremento 
de h unidades eu la calltidad del fa.ctor j, entonces se produce el mismo 
cambio PU la,..; uuidades demandadas del fador i si se cambia el precio 
del factor j. Este hecho "irreal" hace que se busquen funciones para las 
cua.les la elasticidad nu sea siml'trica y que tengan buen comportamiento en 
términos ecollolllétricos, () eu :m defecto revisar otro concepto de elasticidad 
y estudiar las fuucioIll'S de producción clásicas para determinar el tipo de 
propiedad<'s quc tiellen CUIl respecto a esa "nueva" noción. 
6.5.1. La elasticidad Allen-Uzawa 
La funci6n Cobb-Douglas (CD) g(;llcralizada 
n 
f(x) = f (J'!. J":!,'" • XII) = A 11 x~~' 
k~cl 
es una bupna herramient.a cn la estimación de funciones de producción. Sin 
embargo, esta forma funcional impone restricciones importantes y poco rea-
listas al procesu modelado, lllla de ellas es que la elasticidad de sustitución 
(ES) entre fadores, defillida por: 
t (Tjft l ) A j! Hik 
::C,J'k lirl 
(donde H (~s la llla t riz h('ssiana orlada de f, ¡I, k es el cofactor correspondien-
te el las deriyadas ('on respecto a las variables i k de f en ir, fr} representa 
la derivada parcial lit> f con rcspcl't o a T) y I ir I es ci determinante de ir) es 
siempre uno. Esta ES miele el efecto en la cantidad demandada del i-ésimo 
insumo debida al cambio en el precio del j-ésimo (Allen). Hicks define otra, 
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la elasticidad de complementariedad relacionada con las funciones duales, 
que mide el efecto en el precio de un factor, producido por el cambio en 
la cantidad demandada de otro. La definición implica que si la función es 
doblemente diferenciable, la ES es simétrica [S y K]. 
Puesto que la función CD tiene ES unitaria para cualquier par de facto-
res, en esta tecnología los factores son sustitutos; este hecho deja por fuera 
otro tipo de interacción entre factores de producción. Como respuesta a es-
tos limitantes surgió la función CES (elasticidad de sustitución constante), 
(
n )-~ 
y = ¿D:kX;P 
k=1 
que permite que la ES entre pares de factores difiera de la unidad. En esta 
forma funcional las elasticidades de sustitución son idénticas para cualquier 
par de factores. Uzawa ([U]) prueba que la CES generalizada es la única 
forma funcional para la cual se cumple esta condición. 
La solución total a los problemas de restricción requiere formas fun-
cionales para la función de producción que sean lo suficientemente simples 
como para permitir una fácil estimación y no impongan excesivas restric-
ciones sobre los parámetros económicos. La función CES es un paso a la 
solución, aunque todavía es demasiado restrictiva. 
Otras formas funcionales permiten elasticidades distintas entre algunos 
pares de factores, aunque aun constantes. Uzawa, McFadden y Sato ([U], 
[McF] y [Sa]) estudian algunas de estas formas funcionales, ellas son com-
posiciones de las funciones CES y CB en la forma 
f (91 (xd, 92 (X2),"" 9s (xs)) 
donde los vectores de x representan una partición de los n insumos. En este 
tipo de funciones los insumos se dividen en familias con comportamiento 
similar. Guilkey y Lovell ([G y L]) determinan que para la función 
(
n )-~ f (x) = ¿ D:k X ,/' , 
k=1 
que generaliza la CES, la ES es variable y está dada por 
1 
n _p, ¿ D:kPkXk 
k=l 
(Tij = (1 + Pi) (1 + Pj) ..(!-.. O',Pk x¡/' 
Ú l+Pk 
k=1 
Fuera de las construcciones mostradas hasta aquí, hay otras como la de 
Revankar ([R]), en las que se presentan otras generalizaciones de la CES y 
la CD en dos variables con ES no simétrica. 
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El desarrollo de un nuevo tipo de funciones, la de Diewer y la translo-
garítmica, fue considerado por los economistas como la solución apropiada 
a los problemas planteados: no imponer restricciones al proceso modelado 
ni a la ES entre los factores y así mismo facilitar la estimación. Dichas 
soluciones no dan formas funcionales como en el caso CB y CES, sino que 
hacen un desarrollo para toda función. 
El resultado fundamental para el desarrollo en funciones translogarítmi-
cas, así como en funciones de Diewert, es la generalización de la fórmula de 
Taylor a la composición de funciones que describe el siguiente 
Teorema 6.7. Sean f una función dos veces derivable en una vecindad de 
a, y 9 una función dos veces derivable en vecindades de a y f(a), con g'(a) 
y g" (a) distintas de cero. Si se define el error E2 (x) de aproximación de la 
función (g o f)(x) (g compuesta de f calculada en x) por el polinomio de 
segundo grado 
d(g o f) 1 d2 (g o f) (g o f) (a) + d (a)(g(x) - g(a)) +"2 d2 (a)(g(x) - g(a))2 9 9 
por la ecuación: 
d(g o f) (g o f) (x) = (g o f) (a) + dg (a)(g(x) - g(a)) 
1 d2 (g o f) 
+ 2 d2g (a)(g(x) - g(a))2 + E 2(x), 
donde 
d(g o f) (a) = (g o f)'(a) 
dg g'(a) 
y 
2 d (UOg)I(X)) 
d (g o f) (a) = 1 gl(X) (a) 
d2g g'(a) dx 
Entonces, 
1, E2(x) 1m = O 
:c--->a (g(x) - g(a)2) (*) . 
Demostración. De la definición de E2(x), se nota que (*) equivale a probar 
que 
, (g o f) (x) - (g o f) (a) - d(~;f) (a)(g(x) - g(a)) 1 d2(g o f) 
.~~ (g(x) - g(a))2 = 2" d2g (a). 
Para lo cual se aplica la regla de L'Hópital y se reemplaza la definición de 
d(goJ) en el límite dg , 
(g o f)' (x) - d(goJ) (a)g'(x) (g o f)' (x) - (go!)'(a) g'(x) 
lím dg = lím 9 (a) 
:c-->a 2(g(x) - g(a))g'(x) :C"""a 2(g(x) - g(a))g'(x) 
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Al simplificar y aplicar nuevamente la regla de L 'Húpital en el último límite. 
se obtiene 
1, (g o n' (x)g'(o) - (g o f)'(a)g'(.r) lm~--..C.....:..,..--':--'-:-'---~· 
x-.a 2(g(x) - g(o))g'(.r)g'(a) 
__ r (.17 o n" (x)g'(a) -- (.11 o f)'(a)gl/(.r) 
- x~ 2g'(a) [g"(:r)(g(x) -- g(a)) + (g'Ct)f'] 
Escribiendo en términos de la segunda deriva,da ,le la función 9 o f con 
respecto a la función g, 
__ 1 __ ~_ (~.~ o fr\ (a) -ce ~ ~~0J~l2(1l) 
2g'(a) dx .17') 2 d2g -
Lo que prueba el resultado. o 
El teorema anterior no sólo t~S susceptible d(~ gelleralihar ('n ('1 grado del 
polinomio (orden de derivabilidad de las funciones), siuo talllbi61 a varias 
variables. 
Teorema 6.8. Si las funciones f :y 9 tÚ'l/(~n (Únl1ar!as de unirn k en el 
sentido 
entonces 
donde 
dn + l ( o f) d ((W!lrJ,-'J) 
_-----'-=--g-.::. ( ) 1 (/" ( ;1' I 
dgn+1 - a = gr~a) ---(l.--;:----(a) 
d(qof) \ (.17 o .f)(x) = (.17 o f)(o) + -~i--":'--(a) (g(.¡)- y(a)) (9 
1d2 (gof) ,) 
+ 2d¡¡.-(a) (g(J)- g(a))-
1 dI> (g o n _ !I , 
+ ... + -I-~-----(a) (9(·r) - y(o)) ---t E,,(.r), 
n. dg" 
, En(.r) hm -------- -= O 
:r-~II (g(.r) - g(a))" . 
Demostración. La prueba de este n~sultad() SI' hacl' pI)l' iud ncción mét-
temática. o 
En el caso de que 9 sea la función logarítmica y f(o) > D. la ('xpr('sióll 
anterior se tram;forma en: 
" ,~ 1. 
In U(x)) =-~ (Lo +) 01. In (:1")1 En('¡-) 
-'---' 
/- 1 
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así cualquier función positiva se puede representar por medio de un polino-
mio en logaritmos. 
En varias variables la forma que toma el desarrollo de orden 2, donde 
J debe ser una función de n variables y 9 una función de una variable, es: 
11 8(g o f) (g o f)(x) = (g o f)(a) + L 8. (a) (g(Xi - g(ai)) 
;.,,1 gt 
n 8'2(g o f) 
+ L 8 8 . (a) (g(x; - g(ai)) (g(Xj - g(aj)) + E 2 (x). 
i,j= 1 9, 9J 
La conclusión del teorema en varias variables establece que 
1, E2(X) = O un ~-----'--'-------,,-x~a Ilg(f(x)) - g(f(a))112 
aquí las barras indican la norma en IR". 
Las restricciones que se deben imponer a las funciones J y 9 son del 
mismo tipo que las impuestas al caso de una variable (f debe ser una 
función dos veces diferenciable en una vecindad de a y 9 una función dos 
veces derivable en vecindades de ai Y J (a), con g' (ai) Y gil (ai) no nulas 
para todo i = 1, 2, ... n; las derivadas parciales con respecto a gi significan 
derivar con las definiciones del teorema anterior con respecto a 9 calculada 
en lai-ésima componente de x: 
iJ(goJ) (a) 
8(g o f) (a) = --;:--;--,Jx-'-c-' _ 
Dgi ()g(:r ¡ ) (a.) ()x¡ t 
Como en el caso de una variable, la conclusión que se deriva se interpreta 
como que el error E'2 (x) cometido en la aproximación es pequeño cuando x 
está cerca de a. Esta es la razón para que generalmente se use el polinomio 
sin el error como una buena aproximación al valor de la función 9 o J en 
cercanías del vector a. El teorema garantiza que si la distancia entre a y x 
es pequeña, el error cometido en la aproximación también lo es. 1 
Si 9 es la función logarítmica y a tiene todas sus componentes positi-
vas, se obtiene la aproximación al logaritmo de una función mediante un 
polinomio en el logaritmo de sus variables en la forma clásica de la función 
translogarítmica: 
n n 
In J(x) ~ ao + L a¡ lnxi + L L ai] lnxi lnxj 
;=1 i=1 j=l 
¡ El resultado hace que la función sea localmente igual al polinomio. 
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En este caso el teorema asegura que este desarrollo vale en una vecindad 
del vector a, en este sentido se dice que la aproximación es local. Para esta 
función Guilkey y Lovell ([G y L]) encuentran que la ES es: 
donde 
aij + mimj 
O'ij 
mimj 
n 
mi = ai + 2 L aij In (Xj) + 2aii In (Xi)' 
j=l 
De la expansión se deduce que la translogarítmica, más que una for-
ma funcional, es un desarrollo de Taylor generalizado, aplicable a cualquier 
función que satisfaga las hipótesis del resultado anterior. Por lo tanto, estos 
polinomios en logaritmos no tienen propiedades específicas, sino que pue-
den ser impuestas a sus parámetros para que la función resultante cumpla 
con las especificaciones que se requiera ([B Y C]). De esta forma, se pue-
den imponer condiciones sobre los parámetros de la translogarítmica para 
lograr rendimientos constantes a escala, cambio técnico neutral de Hicks, 
monotonicidad y otras restricciones. Del teorema expuesto se deduce que 
existe más de una representación en polinomios de funciones; la escogencia 
de alguna de ellas depende del proceso a modelar y determina a su vez las 
propiedades que las funciones involucradas deben satisfacer. 
6.5.2. Conexión entre algunas funciones y sus duales 
El estudio de funciones de producción se ha limitado al estudio de fun-
ciones diferenciables, salvo la función de Leontief. El tipo de función que se 
quiere, además de no presentar simetría en la ES, debe ser capaz de mode-
lar los cambios tecnológicos producidos por la llegada de un nuevo tipo de 
insumo de producción. 
El estudio de la conexión entre las funciones de costos y producción, 
dada por la teoría de dualidad, determina la tecnología a partir del com-
portamiento de los costos. Por este método a partir de la forma y propie-
dades del costo se derivan la forma y propiedades de la producción. Así, la 
incidencia de un insumo en la producción se deriva del efecto de su precio 
en el costo. Por otra parte, esta teoría permite calcular la ES mediante la 
aplicación del lema de Shephard ([U]) que la transforma en 
C*C* 1,J 
O'ij = C*C* 
1 J 
La conexión entre una función y su dual viene dada por la solución de un 
problema restringido de la forma 
Mínimo de f(x, a) sujeto a hi(x, a) = O gdx, a) s: O. 
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donde i = 1,2, ... , m, k = 1,2, ... , p; x representa las variables y a los 
parámetros. 
En el caso de costo y producción el problema es 
n 
Mínimo de C(x) = I>iXi sujeto a f(x) = y 
i=l 
El punto de equilibrio proporciona las cantidades óptimas de insumo s en 
función de los parámetros (precios de los insumos), xi = xi (p, y) para 
i = 1,2, ... ,n, que al ser reemplazados en la función objetivo determinan 
el costo óptimo 
C* = C* (p, y) = C (x* (p, y)) 
conocido como función indirecta de costos o dual. En este proceso cada 
función de producción f(x) está asociada con una de costos dependiente 
de los precios de los insumos (los p) y la cantidad producida (y), C* = 
C* (p, y). La solución del problema anterior implica la consecución de los 
valores de las x* como función de los precios y la cantidad a producir, xi = 
xi (p, y) para i = 1,2, ... , n; éstas representan las demandas de insumos 
por parte del productor. 
En el caso de una función de producción tipo CD el problema anterior 
es: 
n n 
Mínimo de C(x) = LP;Xi sujeto a y = a rr xr i 
;=1 i=l 
las demandas por insumos: 
X ~. = ah' (!:i) ¿:~'~l 0, rrn (~.2.L·.) ¿:r:: (Y, k 1 2 3 hu;' para = , , , ... , n 
PI; a L=l 
y los costos: 
Esto prueba que el dual de una función de producción CD en las cantidades 
de insumos es CD en los precios, de la misma forma el dual de una función 
CES en las cantidades de insumos es CES en los precios. Los resultados son 
susceptibles de generalizar a las funciones encontradas por Uzawa, McFad-
den y Sato ([U], [McF] y [Sa]) , es decir, si la tecnología de producción es 
CES en familias de insumos y éstas a su vez son CD en las cantidades, el 
costo deberá ser CES en las familias de los precios y éstas CD en los precios. 
Puesto que la simetría de la ES, para funciones doblemente diferenciables, 
se deriva de la propia definición. A partir de las funciones conocidas, es 
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posible construir formas funcionales que simulen una producción que cam-
bia la tecnología al ingresar un nuevo insumo al proceso productivo y de 
paso eliminan la doble diferenciabilidad. Para esto, sean x y u vectores 
independientes de insumos y considérense los problemas: 
n 
Mínimo de Cl (x) = L PiXi 
i=l 
sujeto a f(x) 2': y 
x 2': ° 
sus lagrangianos son 
n 
11 
l\Iínimo de C I (u) = L qi U ¡ 
i~-I 
sujeto a g(u) 2': w 
x2':() 
'" 
Ll (x, A) = LPiXi + A (y - f (x)) y L2 (u, A) = L qjllj + /L (y - 9 (u)) 
i=1 j=1 
respectivamente y las condiciones de primer orden: 
Xk (pk - Ah (x)) = 0, 
A (y - f (x)) = 0, 
x 2': ° 
A 2': ° para k = 1,2, ... , n; 
Por otra parte, para el problema 
U,. (q,. - M9,(U)) = () 
M(Y-9(U))=0 
u 2': ° 
M 2': ° para r::= 1,2, ... ,m. 
n 111 
Mínimo de C(x, u) = L Pi X ¡ + L qjUj 
i=1 j=1 
sujeto amín {f(x), g(u)} = y, x 2': 0, u 2': ° 
equivale a 
n Irl 
Mínimo de C(x, u) = LPiXi + LqjUj 
i= I jo'C I 
sujeto a f(x) 2': y g(u) 2': y, x 2': 0, u ~ ° 
que produce las condiciones de primer orden, 
Xk (Pk - Afk (x)) = 0, 
U r (qr - Mgr(U)) = 0, 
x 2': 0, A 2': ° para k = 1,2, ... ,n 
A (y- f (x)) = 0, 
J1 (y - g(u)) = 0, 
u 2': 0, M 2': ° y T = 1,2, ... ,m. 
La solución económica debe ser un punto esquina de las restricciones. 
Allí estas condiciones equivalen a las condiciones de primer orden de los 
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problemas (1) Y (2) conjuntamente. Por lo tanto, las demandas de factores 
encontrados en los problemas (1) Y (2) Y en (3) son iguales. Así, por el 
comportamiento de la función de Leontief, el dual del problema (3) es la 
suma de los duales de (1) y (2). 
Aunque el resultado solamente es aplicable a los tipos de producción 
con insumos fuertemente separables, este tipo de función sirve de modelo 
para producciones en las que la llegada de un nuevo insumo cambia el tipo 
de tecnología; para esto basta adecuar las variables involucradas. 
Si las funciones ele producción en el problema (3) son CD, 
y la ES entre insumos x o u depende de todos los precios, en contra del 
supuesto implícito en la función sobre intensidad de uso de los factores. Este 
resultado que generaliza el encontrado por Blackorby y Russell ([B y R]) 
indica que la ES entre fadores x puede variar aun si los precios de los 
factores involucrados permanecen constantes y solamente varían los precios 
de la otra familia. Puesto que la ES aun en el caso anterior resulta simétrica, 
ya que la función C* es doblemente diferenciable. Se examina una función 
definida a trozos, a partir de la CD; ésta modela un cambio estructural con 
los mismos insumos, 
cuya dual:! 
{
AK(\LfJ f( K L) - ' 
. ,- ¡\ 
BKaL, 
SI (*) (a+¡J)-(Ha) ::::: (5t t+fJ (~~) aa-fJÓ 
si (Í;)(o+(J)-(ó+a)::; (-~r+ó (~~)aa-fJó 
es en general no diferenciable y su ES es no simétrica. 
La solueÍón que proponen Blackorby y Russell ([B y R]) al comporta-
miento de la ES es cambiar el concepto de elasticidad y usar el de Robinson-
l\Iorishima (ESl\I): el cambio producido en la relación de las cantidades de 
factores dividido por el cambio producido en la tasa marginal de sustitu-
ción, 
A/ 
(Ji 1, 
810g (xh-/x;) 
810g(h/Ii) 
IXk Fik Ixl.; Fkk 
~TFT - -;;; !PI 
2Las condiciones de la definición se determinan a partir de la intersección de las 
funciones componentes. 
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esta definición, en general asimétrica3 , es más adecuada, según [B y R], 
para medir los cambios en las cantidades demandadas determinadas por 
cambios de los precios. 
Aplicando el lema de Shephard se tiene la expresión 
M 
(ji k 
Pke;k _ Pkekk 
e; el'. 
y a partir de ella las ESM para la función del problema (3) anterior son 
(3k 
M =1-~ 
(j Xi 1L k L (3j 
j=1 
Cl'i 
M 1- n 
(jlLÁ'X, L Cl'i 
j=l 
mientras que (jXi 1L k = (jlLkXi = O; las cantidades demandadas de los factores 
de una familia no se ven afectadas por los cambios en los precios de la otra. 
Este hecho ignora que puede ser posible cambiar la dependencia de factores 
ya que la producción, que inicialmente usa sólo una familia, podría sustituir 
todos sus factores a la otra familia. 
A partir de estos resultados se deben analizar funciones que permitan 
sustitución parcial entre insumos, p.e. f(K, L, T) = máx {AKnLíJ, BKO'TÓ }; 
en este caso se escoge entre dos tecnologías que usan un insumo común, y 
generalizar el estudio a otros tipos de funciones. 
Ejercicios 
1. Usar los teoremas de esta sección para probar que la función CES y 
CD son polinomios generalizados de Taylor. 
2. Probar que si la tecnología de producción es CES en familias de in-
sumos y éstas a su vez son CD en las cantidades, el costo deberá ser 
CES en las familias de los precios y éstas CD en los precios. 
3En [K] se prueba que una función tiene ESM simétrica si y sólo si es una transfor-
mación monótona de la CES. 
Capítulo 7 
Dinámica discreta 
En este capítulo se estudian modelos que involucran variables depen-
dientes del tiempo y de valores de la misma variable en periodos anteriores, 
conocidas como variables autorregresivas, y sistemas de variables que 
interdependen en el tiempo que vistas en términos vectoriales se denominan 
vectores autorregresivos. 
El cómo los demandantes responden a los precios en una economía dis-
creta (los precios solamente cambian en ciertos intervalos de tiempo) de-
pende de cómo fluye la información y de quién modela el fenómeno. Si la 
información fluye instantáneamente y la cantidad demandada en el momen-
to t solamente depende del precio en t, entonces la demanda es una función 
continua, Dt = D(pt). Si depende únicamente de las expectativas de los 
precios en t -1 y los precios en t, la demanda es discreta, Dt = D(Pt,Pt-l). 
De la misma forma, los productores determinan las cantidades ofrecidas 
para bienes que se producen instantáneamente, o la cantidad ofrecida de-
pende de los precios en t, t - 1, etc. Así se encuentran, por ejemplo, las 
cantidades producidas por el sector agrícola que están determinadas por los 
precios del periodo anterior. Si además las cantidades son funciones lineales 
de los precios, entonces Dt = apt + b y Oi = epi + d con valores adecuados 
para los coeficientes 
El proceso de ajuste de los precios y las cantidades genera el llamado 
"proceso de la telaraña" para un precio y cantidad iniciales Po Y Qo. Si hay 
un exceso de demanda en el primer periodo, los precios tenderán a subir. 
Al incrementarse los precios, en el próximo periodo los oferentes estarán 
dispuestos a incrementar la cantidad ofrecida, lo que produce a su vez un 
exceso de oferta, forzando los precios a bajar, y así sucesivamente. Este 
proceso, dependiendo de las curvas de oferta y demanda, converge a algún 
precio y cantidad de equilibrio, diverge o se queda en un ciclo. En este 
capítulo se estudiará bajo qué condiciones este tipo de modelos convergen 
y qué significa converger. Lo mismo se hace para modelos continuos en el 
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siguiente capítulo. 
7.1. Sucesiones 
Definición 7.1. Una sucesión de números realcs es una función cuyo do-
minio es un conjunto infinito de naturales y su TCC01Tido es un subconjunto 
de númeTOs Teales. Se usa la notación X¡ para describir los valor-cs dc la 
sucesión, f(t) = Xt· 
f(t) = XI : A ~ N ----) ]R. 
Generalmente se considera que las sucesiones tienen como dominio el 
conjunto de los naturales pero también pueden definirse en subconjuntos 
de los enteros. Cuando se aplican al comportamiento de una variable ele 
estado en el tiempo, t se considera como la variable tiempo y X¡ el valor 
de la variable de estado en el momento t. Se usa la notación {X¡}N, o más 
simplemente {Xt}, para denotar los valores de la sucesión. 
1. 5f • 
1 • 
• 
0.5 • 
• • • 
• 
• • 
1 2 3 4 5 6 7 8 9 10 
Figura 7.1: Los primeros términos de la sucesión {2+(~J)t}. 
Ejemplos 
1. La sucesión {xt} = {(t - 100)2} es la versión discreta de la función 
continua f(t) = (t - 100)2. 
2. Los valores de {xt} = {(-~1 )t} son {1, -1/3, 1/9, --1/27, ... }. 
3. Para {Xt} = {t llt } los valores son {1, J2,.y3, 01, ... }. 
Los anteriores ejemplos muestran definiciones explícitas de sucesiones (si 
se conoce el valor de t al reemplazar en la fórmula se consigue d valor de x t); 
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pero fuera de éstas existen formas implícitas para definirlas, comúnmente 
se denominan ecuaciones de recurrencia o en diferencias; su forma 
general es 
:r/+I, = f(xt, XI+I, ... ,xt+k-d 
donde f define alguna función (campo escalar) y XI,X2,'" ,Xk son valores 
conocidos (valores iniciales). 
Ejemplos 
1. :1'1+1 = 2.rf + 1. XI = 1. Los términos de la sucesión son {1, 3,19, ... }, 
en esta forma implícita para calcular XI debemos de antemano conocer 
el valor ele XI _ I (recurrf'ncia de orden 1). 
2. :1:1+2 = XI-j I + XI. Xo = XI = 1, sucesión de Fibonacci; los térmi-
nos de la sucesión son {l, 1,2,3,5,8,13, ... }; para calcular un término 
se deben conocer los valores de los dos inmediatamente anteriores 
(recurrencia de orden dos). Df' la misma forma se puede definir re-
currencia de cualquier orden. 
3. XII2. = Lrt+f-t-l, para t par, y X_I _1 = tXt+t, para t impar, Xl = X2 = 1 
2 
(recurrencia de orden variable). 
4. XI+ I = kXI (1 -- XI) (recurrencia ele orden 1). Esta sucesión fue una de 
las bases de la tE'oría del caos. 
5. Si se hace una inversión de $c a una tasa constante del r % por periodo, 
la expresión que determina el capital acumulado en el periodo t es 
CI = CI _ 1 + rCI __ 1 = (1 + r)Ct - 1 , con Co = c. 
El valor explícito de C t es el capital alcanzado por la inversión después 
de t periodos. 
Las sucesiones se pueden clasificar según el comportamiento de sus 
términos. La sucesión {XI} es creciente si y sólo si 
XI+ 1 2: Xt para todo t. 
Si f (x) es una función creciente para todo X y Xt = f (t) para todo t 
entero positivo (XI es la restricción de una función de variable continua), 
entonces {xn} es una sucesión creciente. De forma análoga se define sucesión 
decreciente cambiando? por :S. Una sucesión creciente o decreciente se 
llama monótona. 
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Figura 7.2: Gráfico de una sucesión decreciente. 
Ejemplo 
Con esta definición la sucesión Xt = t2 es monótona creciente ya que 
Xt+l = (t + 1)2 = t 2 + 2t + 1 > t2 = X¡. 
De otra forma, la derivada de la función f(x) = x 2 es J'(x) = 2x. Para 
X> O, f'(x) > O y como Xt = f(t), {Xt} es una sucesión creciente. 
Si al comparar tres términos consecutivos de una sucesión, Xt, Xt+l, 
Xt+2, éstos se comportan de alguna de las siguientes formas: 
Xt+2 > Xt+l Y Xt+l < Xt, ó Xt+2 < Xt+l Y Xt+l > Xl para todo t, 
la sucesión es oscilante. 
Existe un criterio de clasificación de sucesiones oscilantes que tiene en 
cuenta la distancia entre sus términos consecutivos: 
Si 
IXt+2 - Xt+ll = IXt+ 1 - Xl I para todo t, 
(la distancia entre dos términos consecutivos permanece constante), la su-
cesión es oscilante regular. 
Si 
IXt+2 - xt+ll < IXt+l - Xt I para todo t, 
(la distancia entre dos términos consecutivos decrece), la sucesión es osci-
lante amortiguada. 
y si 
IXt+2 - Xt+ll > IXt+l - Xl I para todo t, 
(la distancia entre dos términos consecutivos se incrementa), la sucesión es 
oscilante explosiva. 
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Otras clasificaciones útiles son: 
Una sucesión es acotada superiormente si existe M > 0, llamado 
cota superior, tal que 
Xt < M para todo t 
(si todos los valores de la sucesión son menores que algún número real M). 
Nótese que todo número mayor que M es una cota superior. De forma 
análoga se define acotada inferiormente. 
Una sucesión es acotada si lo es superior e inferiormente, es decir, si 
existe un M > ° tal que 
IXII < M para todo t 
(esto significa que todos los puntos de la sucesión están entre los valores 
y = M, y Y = -M). 
Ejemplos 
{
2+(-1)1 } 1. t ' representada en la figura 7.1, es oscilante amortiguada. 
2. La sucesión {Xt} = {( -1)t2t } es oscilante explosiva y no es acotada. 
3. La sucesión {xL} = {( -1)t3- t } es oscilante amortiguada y acotada. 
4. La sucesión {Xt} = {( -l)t} es oscilante regular y acotada. 
5. En general la sucesión {r t } es: creciente, si r > 1; constante, si r = 10 
r = O; decreciente, si ° < r < 1; oscilante regular, si r = -1; oscilante 
amortiguada, si -1 < r < 0, y oscilante explosiva, si r < -1. 
Definición 7.2. Una sucesión {Xt} converge a L si y sólo si 
lím Xt = L, 
t--"oo 
es decir si para todo E > ° existe N > ° (que depende de E) tal que para 
todo t > N, IXI - LI < E. 
Aquí se puede observar que todas las propiedades sobre límites que se 
cumplen para funciones, se cumplen para sucesiones y que, en particular, 
si una sucesión corresponde a la versión discreta de una función continua 
de la que se conoce el límite a infinito, la sucesión convergerá a ese mismo 
límite. Uno de los resultados más importantes en la teoría de sucesiones es: 
Teorema 7.1. Una sucesión monótona acotada es convergente. 
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Ejemplos 
1. La sucesión {Xt} = {1' t } converge a cero si --1 < l' < 1, Y converge a 
1 si l' = 1. En cualquier otro caso la sucesión es divergente. 
2. Sea So = 1, St+l = St + 1't+!, esta sucesión representa la SUIlla de los 
t primeros términos de la sucesión del ejemplo anterior, 
St = 1 + l' + 1'"2 + ... + 1.1 ( * ), 
para encontrar la forma explícita de esta sucesión se multiplica cada 
uno de los términos de (*) por 1'. 
1'St = l' + 1'"2 + ... + TI + 1'1+1 
al restar esta última de (*) se tiene que 
Si l' "# 1, 
SI - 1'St = (1 - 1')S¡ = 1 - 1'1+1. 
S, = 1 - 1'1+1 
1-1' 
y si l' = 1, St = t + 1, por lo tanto esta sucesión converge a 2:r si y 
sólo si -1 < l' < 1. 
3. Para un mercado de un bien en el que las cantidades demandadas y 
ofrecidas dependen del nivel de precios en cada periodo, 
Dt = D (Pi) = a - bPI, O¡ = O (PI) = l/PI _.- 0', 
y en el que el precio se ajusta en cada periodo de acuerdo con el 
exceso de demanda en el periodo anterior, 
Pt+l - Pt = e [D t - O¡J = e [a - bpl - (!3PI - 0')] , 
donde e es un parámetro de ajuste. Si se quiere encontrar el comporta-
miento de los precios en cada momento del tiempo, se debe encontrar 
Pt en forma explícita en la siguiente ecuación de recurrellcia, 
Pt+1 = Pt + e [a - bpt - ({JPt - 0')] = e[a + 0'] + [1 - e(b + {J)]Pt, 
en forma simplificada 
Pt+! = A + EpI 
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con A y 13 constantes adecuadas. Puesto que la recursión se satisface 
para los precios en todos los periodos, al iterar el proceso hacia atrás 
se tienen las siguientes equivalE'ncias: 
PI ,..:o A+Bpl-I = A+B(A+Ept-2) 
2 2 
= A + AB + B PI -2 = A + AB + E (A + Ept-3) 
') 'l 
=-.0 A + AB + AE~ + B' (A + Ept-4) 
=--= A +- AB + AE2 + AE:l + AB'lpt _4 
'2 :l '" k 
= A + AB + AE + AE + AE Pt-l + ... + AE Pt-k, 
si k := t en la última expresión y se usa la fórmula del ejemplo 2 
ant(~rior para B el L se obtiene 
1-1 
PI = A L Eh: + El Po 
k=() 
1- B I 
= A + Etpo 
1- E 
=B Po-~~ +~~. I ( A) A 
1-13 1-13 
Heemplazando los valores 
A := era + al y B = 1 - e(b + (3), 
se tiem' 
t ( era + al ) era + a] 
PI = B Po - 1 - [1 - e(b + (3)] + e(b + (3) 
= 131 (PO - ~: ~) + ~: ~ 
= El (Po-- ]5) + ]5, 
donde p es el precio de equilibrio en el caso de que el mercado sea 
estático. La ecuación dice que el precio en cada periodo es igual al 
precio de equilibrio más el valor elel desajuste inicial distorsionado. 
La distorsión se da de acuerdo con el comportamiento de la sucesión 
{[1- e( b + ,3)Jf}. Para analizar la convergencia basta comparar los 
valores de 1 - e( b + (3) con los de T en el ejemplo 1 anterior: 
a) Si O < 1 - e (b + ;3) < 1, los precios decrecen hacia el precio de 
equilibrio. 
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Figura 7.3: Dinámica de la interacción cantidades-precios, cuando 
el equilibrio es inestable. 
b) -1 < 1 - e(b + (3) < 0, los precios oscilan de forma amortiguada 
y convergen hacia el precio de equilibrio. 
e) Si1-e(b+{3)=l, 
t~l 
Pt = A L B k + B/po = At + Po 
k=O 
que converge solamente cuando A = O, lo que equivale a que 
e = O. En este caso los precios son constantes para todo t. 
d) Si 
A _ 
- =P Po = 1- B 
la sucesión es constante y por tanto converge. 
e) Si 1 - e( b + (3) = -1, los precios oscilan en dos valores, Po Y 
2p - Po. 
f) Para los otros casos, 1 - e(b + (3) < -1 o 1 - e(b + (3) > 1; los 
precios divergen en forma oscilante explosiva en el primer caso 
y creciente sin límite en el segundo. 
Ejercicios 
1. Encontrar una sucesión oscilante amortiguada que sea divergente. 
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2. ¿Toda sucesión oscilante explosiva es no acotada? 
3. Clasifique las siguientes sucesiones: 
a) {31 sin t} . b) { 3t sin t;} . e) { G)' sm t;} 
d) { G)' Sin!} e) {e- t sin 5t}. 1) {1 -2t } 1 + 2t . 
7.2. Ecuaciones en diferencias 
En general, el estado de un sistema dinámico en un momento t depende 
de estados anteriores: t - 1, t - 2, ... ; estos sistemas se modelan usando 
ecuaciones recurrentes en las cuales se utiliza una o varias variables para 
describir el estado del sistema. Si el sistema está regido por n variables en 
el momento t, se usa un vector Xt E IRn para describir su estado en ese 
momento; por esta razón x¡ se llama variable o variables de estado 
dependiendo de si es una variable o un vector de variables. El modelo que 
rige el estado de un sistema que depende de k periodos anteriores es una 
ecuación de la forma 
F (t, Xl, Xt+l, ... , Xt+k, a) = O 
donde F es una función de varias variables y varios valores; esta expresión 
representa un sistema de ecuaciones. Este sistema puede ser lineal o no 
lineal, dependiendo de si las funciones involucradas son o no lineales en las 
variables de estado. 
El orden de una ecuación o un sistema es la mayor diferencia entre los 
subíndices de las variables de estado (k en el caso anterior). Si t no aparece 
como una variable en forma explícita, la ecuación o el sistema es autónomo 
y dependiendo de los coeficientes puede ser de coeficientes constantes 
o variables, y si hayo no términos independientes es o no homogéneo. 
La solución de la ecuación o el sistema de ecuaciones es una sucesión o 
sucesiones en forma explícita que satisfacen la ecuación o el sistema. La 
solución de una ecuación determina la trayectoria que sigue la variable de 
estado a partir de condiciones iniciales. En el caso discreto la trayectoria 
es la sucesión formada por los valores de las variables de estado l : 
Xo, X J , X2, ... , Xt, ... 
en el caso continuo la trayectoria es la curva descrita por la función o 
funciones solución de la ecuación o el sistema. 
1 Algunos autores usan órbita y trayectoria como sinónimos; sin embargo, para Medio 
[M y LJ existe diferenciación: la órbita es el conjunto {XI I t = O, 1, 2 ... } y la trayectoria 
es {( t, XI) I t = O, 1, 2 ... }. 
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Ejemplos 
1. Xt+4 - Xt+l = 2xZ + 1, es una ecuación autónoma no lineal con coefi-
cientes constantes de cuarto orden. 
2. Xt+ 2 = X t+ 1 + Xt, es una ecuación lineal homogénea con coeficientes 
constantes de segundo orden. 
3. Xt+2 = tXt + t + 1, es una ecuación lineal no autónoma de segundo 
orden con coeficientes variables. 
4. Xt+l = kXt(1 - Xt), es una ecuaClOn no lineal autónoma de pnmer 
orden con coeficientes constantes. 
5. 
f 2 2 X tt2 = :rt+IYt + t 
lYt+2 = X~\l + 5YI-l 
es un sistema no lineal, no autónomo, no homogéneo de tercer orden. 
6. 
{
Xt+:3 - 3Xt+l + 4Yt + t2 = O 
4Yt+2 + 5Xt+ 1 + 2YI+ 1 + Yt - I + t + 1 = ° 
es un sistema lineal, no autónomu, no homugéneo dv cuarto orden. 
7. La solución de la ecuación lineal nu hOIllOg(~llea de primer orden, 
Xt+l = 2xt +- ~), Xo ce 100 
es 
X;t = 103 (21) - 3 
7.2.1. Equilibrio 
El vector de variables de estado XI del sistema autónomo, 
F (Xt, Xt+l, ... ,XI+I.-, a) = O, 
está en equilibrio si y sólo si 
Xt+l = Xt = X, para t = 0,1,2, ... 
Los valores de las variables de estado Xt nu cambian para t = 0,1,2, ... por 
lo que ese valor es fijo e igual a x; ésta es la razón para que se hable del 
punto de equilibrio, estado estable o punto fijo (stcady state) de la 
ecuación o el sistema. 
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Ejemplos 
1. Los puntos de equilibrio de la ecuación 5Xt+l = XZ + 6 están donde 
Xt+l = XI = x. Al reemplazar x debe satisfacer la ecuación 5x = x2+6 
que equivale a x2 - 5x + 6 = O. De donde los puntos de equilibrio de 
la ecuación son x = 3 Y x = 2. 
2. El único punto de equilibrio de la ecuación Xt+2 = Xt+! + Xt es x = O 
ya que ésta es la solución de la ecuación: x = x + x = 2x. 
3. Los equilibrios de XI+I = kXt(1-x¿) son las soluciones de la ecuación, 
~ k~(1 ~) t ~ O ~ k-l X = 'x - x , es o es, x = y x = ----¡:-. 
4. Los puntos de equilibrio (x, fj) del sistema 
Xí+2 = 4Xt+l + Yt { .~ 2 YI+2 = Xt+l - 4 
satisfacen las ecuaciones simultáneas 
Eliminando fj este sistema se reduce a la ecuación x 3 = 4x + x2 - 4 o, 
en forma equivalente, :i3 - 4x - x2 + 4 = O que tiene como soluciones 
x = 1, x = 2 y i: = -2 y los valores correspondientes de fj son: -3, O 
y O. Por lo tanto, los puntos de equilibrio son (1, -3), (2, O) y (-2, O). 
Los puntos de equilibrio se clasifican en lyapunovmente estables, asintóti-
camente estables y exponencialmente estables. 
Definición 7.3. El punto fijo x es lyapunovmente estable (o simplemente 
estable) si y sólo si paTa cada E > O, existe 8 > O tal que si IIX{) - xii < 8, 
entonces Ilxt - xii < E pam t = 1,2, .... 
Esto significa que si la variable de estado inicialmente está cerca del 
punto de equilibrio, a través del tiempo la variable no se alejará, esto es, 
los valores sucesivos de la variable de estado seguirán cerca del equilibrio, 
aunque esa sucesión no converja al punto de equilibrio. 
Definición 7.4. El punto fijo x es asintóticamente estable si y sólo si es 
estable y ex'iste 8 > O tal quP si II X() - xii < 8, entonces 
lím Ilxt - xii = o. 
t -->::N 
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X(O) 
E 
)(. t5 
x(fl 
Figura 7.4: Punto de equilibrio lyapunovmente estable. 
X( o) 
)(. t5 
X( fl 
Figura 7.5: Punto de equilibrio asintóticamente estable. 
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Si el valor inicial de las variables de estado está en una vecindad del 
punto de equilibrio, entonces los valores de la variable de estado convergerán 
al punto de equilibrio. El conjunto de valores iniciales Xo para los cuales 
límt-->= Ilxt - xii = O, se conoce como el dominio de estabilidad (basin) 
de x y se denota 
DE(x) = {xo I lím IIXt - xii = O} . 
t--+oo 
Si este conjunto es ]R./I se dice que el punto es globalmente asintótica-
mente estable; si no, el punto es localmente asintóticamente estable. 
Definición 7.5. El punto fijo x es exponencialmente estable si y sólo si 
existen O < a < 1, (3 > O Y 5 > O tales que: si IIXo - xii < 5, entonces 
Ilxt - xii ~ II Xi) - xlla{1t, para t = 1,2, .... 
6 
X( O) 
X( t) 
Figura 7.6: Punto de equilibrio exponencialmente estable. 
La estabilidad exponencial exige, además de la convergencia, una velo-
cidad exponencial de convergencia. En este sentido es el tipo de estabilidad 
más fuerte: un punto exponencialmente estable es asintóticamente estable 
y un punto asintóticamente estable es lyapunovmente estable. 
U n sistema dinámico es lyapunovmente estable si las trayectorias que 
parten cerca del punto de equilibrio no se alejan del equilibrio; es asintóti-
camente estable si se acercan al equilibrio, y es exponencialmente estable 
si se acercan en forma exponencial (muy rápido) al equilibrio. 
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Ejemplo 
Para la ecuación 
Xt+1 = ax¡ + b, 
si a -i= 1, el punto de equilibrio es x = ll~a y si a = 1, no tiene punto de 
equilibrio. En la sección anterior se encontró que la solución de la ecuación 
es 
Xt = {
at (xo -- x) + x, 
bt + Xo 
SI a -i= 1 
si a = 1 
1. Si a = -1, como la sucesión {( _l)t} es oscilante regular la solución, 
x¡=(-l)t(xo-x)+x 
es también oscilante; por lo tanto si Xo está cerca de x, los valores 
sucesivos de Xt para t = 1,2, ... estarán cerca de x. En particular 
IIXt - xii = Ilxo - xii para t = 0,1,2, ... 
En este caso x es un punto de equilibrio lyapunovmente estable. 
2. Si lal < 1, la sucesión {at } converge a cero y la solución, 
t ( -)-Xt = a Xo - x + x 
converge a x. Además, 
IIXt - xii <:::: lal t Ilxo - xii para t = 0,1, 2, ... 
por lo tanto se tiene estabilidad exponencial. Por otra parte, como 
lím IIXt - xii = O 
t---4CX) 
sin importar cuál sea el valor de xo, en este caso la ecuación tiene un 
punto de equilibrio globalmente exponencialmente estable y 
DE(x) = IR. 
7.2.2. Ecuaciones de primer orden 
Puesto que no existe un procedimiento general para cncontrar la solu-
ción de una ecuación de primer orden no lineal, 
Xt+1 = f(xt), 
es posible, por medio de la gráfica de la curva.IJ = f(x), determinar el 
comportamiento de los puntos de equilibrio, f(p) = p. Si Xo = p, la sucesión 
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XI se vuelve constante, es decir, Xf = p, para t = 1,2,3, .... El análisis de 
estos puntos es la versión discreta de un diagrama de fase en el cual se 
grafica el comportamiento de la sucesión dada por la recursión Xt = f(Xt-l)' 
Al iterar esta recursión se encuentra sucesivamente 
donde el paréntesis cuadrado indica el número de veces que se compone f. 
Figura 7.7: Comportamiento gráfico de la ecuación Xt = f(Xt-l)' 
Gráficamente, a partir de un valor inicial Xo se encuentra el valor de Xt 
para cualquier t. Para esto se calculan todos los valores de la sucesión entre 
O y t. X 1 es el valor de f (xo) que está en el cruce de la recta vertical que 
pasa por Xo con la curva !J = f(x), para calcular X2 = f(xd se proyecta 
X 1 sobre el eje horizontal, esto equivale a encontrar el cruce de la recta 
horizontal que pasa por .r 1 = f (xo) con la recta y = x. El valor de X2 
está en la intersección de la recta vertical que pasa por Xl con la curva 
y = f(x). Iterando este proceso, para un valor inicial de Xo se encuentra 
el comportamiento de la sucesión con respecto a los puntos de equilibrio; 
gráficamente, estos puntos se encuentran en la intersección de la recta y = x 
con la curva y = f(x). 
Para determinar el comportamiento de los puntos de equilibrio, se anali-
za la ecuación con valores iniciales tomados cerca de los puntos de equilibrio 
(como lo muestra la figura 7.7). Los puntos de equilibrio pueden ser atrac-
tivos (asintóticamente estables) o repulsivos. Un punto de equilibrio pes 
atractor si la sucesión converge a p cuando el valor inicial está en una vecin-
dad de p, LO E (p-b,p+b) para algún b > O. Estos puntos son estables en el 
sentido que pequeüas perturbaciones del sistema en equilibrio lo conducen 
nuevamente al mismo punto de equilibrio. En el caso que las perturbaciones 
lo alejen del equilibrio, los puntos son repulsores o inestables. 
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Algunas sucesiones tienen, además de los puntos de equilibrio, otros 
puntos de interés. Un punto p es un punto periódico de orden k para 
la ecuación Xt+l = f(xt), si 
p = f(f( ... (f(p)) ... )) = flk](p), 
la sucesión retorna el valor p después de k iteraciones. 
El conjunto de los k puntos {p, PI, ... , Pk- d, tales que 
f(p) = PI, f I2l(p) = P2,···, f1k-ll(p) = P/'-l 
forman un k-ciclo o una órbita de periodo k. Éstos pueden ser atractivos 
o repulsivos, este comportamiento es similar al de los puntos de equilibrio. 
El resultado que da el comportamiento de los puntos de equilibrio y los 
ciclos es el 
Teorema 7.2. Si p es un punto de equilibrio para la ecuación Xt+l = f(xt) 
y f' existe y es continua en x = p. Entonces 
1. Si O < f' (p) < 1 Y Xo está en una vecindad de p, la sucesión XI es 
monótona y converge a p. 
2. Si -1 < f'(p) < O Y Xo está en una vecindad de p, la sucesión X¡ es 
oscilante amortiguada y converge a p. 
3. Si f'(p) > 1 Y Xo f P está en una vecindad de p, la sucesión Xt diverge 
en forma monótona de p. 
4· Si f'(p) < -1 Y Xo f P está en una vecindad de p, la sucesión Xt 
diverge en forma oscilante explosiva de p. 
5. Si f' (p) = 1, f' (x) - 1 cambia de positivo a negat'ivo en p y Xo está en 
una vecindad a la derecha de p, la s'/lcesión Xt converge en forma 
decreciente a p. 
6. Si f' (p) = 1, f' (x) - 1 cambia de positivo a negativo en p y Xo está en 
una vecindad a la izquierda de p, la sucesión Xt diverge en forma 
decreciente de p. 
7. Si f'(p) = -1 Y Xo está en una vecindad de p, la sucesión Xl converge 
a p en forma oscilante amortiguada. 
Si P,PI,P2, ... ,Pk-I forman un k-ciclo, éste es atractivo si 
!'(pd!'(P2) ... !'(Pk) < 1 
y es repulsivo si 
!' (pI)!, (P2) ... !' (p¡J > 1. 
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Ejemplos 
1. La sucesión definida por la ecuación en recurrencia de primer orden 
con k > O, tiene sus puntos de equilibrio en las soluciones de la 
ecuación 
p = f (p) = kp (1 - p) 
que son p = O Y P = (k - l)jk. Por otra parte, puesto que f'(p) = 
k(l - 2p), f'(O) = k Y f'((k - l)jk) = 2 - k, entonces, dependiendo 
del valor de k, estos puntos serán atractores o repulsores. 
2. Para 
los puntos de equilibrio son los que satisfacen la ecuación 
2 P = g(p) = p - 6 
que son p = 3 Y P = -2. Puesto que g'(p) = 2p, 19'(3)1 = 6 Y 
Ig'( -2)1 = 4, entonces ambos son puntos de equilibrio repulsivos. 
Los 2-ciclos están formados por los puntos que satisfacen la ecuación 
que no sean puntos de equilibrio. Los puntos que satisfacen la ecuación 
son p = 3, p = -2, p = l+r y p = l~r; los dos primeros son 
puntos de equilibrio por lo tanto el 2-ciclo está formado por los dos 
segundos. Como 
,(l+J2I) ,(l-J2I) 1+J2I1-J2I 9 9 = 4 = -20 < 1 
. 2 2 2 2 
e12-ciclo {l+F, l+F} es atractivo 
Ejercicios 
1. Encontrar, si existen, las ór bi tas de la sucesión {cos t; sin t; }. 
2. Encontrar los 2-ciclos para Xt+l = kXt(1- Xt). 
3. Encontrar los 3-ciclos de Xt+l = kXt(l - Xt) Y determinar si son 
atractivos o repulsivos. 
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4. Para la ecuación Xt+l = 2xi + 1, encontrar y clasificar, si existen, los 
puntos de equilibrio y los ciclos de orden 2 y 3. 
5. ¿Para qué valores de C la ecuación X/+ 1 xf + C tiene puntos de 
equilibrio? 
6. ¿Para qué valores de C la ecuación Xt+ 1 
equilibrio estables? 
xf + C tiene puntos de 
7. ¿Para qué valores de C la ecuación Xt+1 = xf + C tiene 2-cidos? 
8. ¿Para qué valores de C la ecuación Xt+ 1 = xf + C tiene 2-ciclos atrac-
tivos? 
9. Identificar el tipo de estabilidad con la derivada para los casos del 
teorema 7.2. 
10. Describir por medio de ecuaciones en recurencia el capital acumulado 
hasta el mes t en una cuenta de ahorros que rinde r % mensual, si 
inicialmente se invierten $v, cada mes se ahorra $c y semestralmente 
$b. 
7.2.3. Ecuaciones en diferencias lineales de orden n con co-
eficientes constantes 
Para encontrar la solución de una ecuación lineal homogénea de orden 
n con coeficientes constantes 
CnXt+n + Cn-lXHn-1 + ... + C¡Xt+1 + CoX¡ = O 
se asume que la solución es de la forma XI = r l para algún r, ya que para 
ésta XHn = r t+n = rnXt (el valor en cualquier periodo es múltiplo de valor 
en el momento t). El valor de r se determina reemplazando la solución en 
la ecuación, 
cnrt + n + cn_lrt+n -- 1 + ... + clrt+1 + cor t 
=rt(cnrn+Cn __ lrn-l +···+c¡r+co) =0 
esta ecuación solamente se satisface si r es solución de la ecuación, 
cnr
n + cn_lr n - 1 + ... + clr + e() = O 
llamada ecuación característica. 
Se deja como ejercicio que el lector pruebe que la solución de una ecua-
ción forma un espacio vectorial de dimensión igual al orden de la ecuación; 
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para esto basta ver que cualquier combinación lineal de soluciones es solu-
ción, es decir, si (r¡)t, (r:2)t, ... , (rmY son soluciones de la ecuación, entonces 
es una solución. Los valores de las constantes k l , k2 , ... , km se determinan a 
partir de las condiciones iniciales. 
7.2.4. Ecuación homogénea de segundo orden con coeficien-
tes constantes 
Para la ecuación en diferencias lineal con coeficientes constantes de se-
gundo orden, 
la ecuación característica es 
ar'2 + br + e = O 
su solución es 
-b±~ac 
r= 
2a 
Éstas pueden ser reales o complejas dependiendo del discriminante, b2 -4ac. 
Puesto que la ecuación es de segundo orden el espacio solución es un espacio 
vectorial de dimensión 2 que está generado por las combinaciones lineales 
de dos soluciones linealmente independientes: 
1. Si b'2 - 4ar > () las raíces son reales distintas y la solución de la 
ecuación es 
2. Si b'2 = 4ac las raíces son iguales 
3. Si b'2 - 4ac < O las raíces son complejas conjugadas, rl = r2 = ex + i{3, 
la solución 
Puesto que la solución para cada t es real, en particular para t = O Y 
t = 1, 
X() = kl + k'2 Y Xl = k1 (0' + i(3) + k2 (ex - i(3) 
despejando en la primera, k¡ = X{) - k'2 Y reemplazando en la segunda, 
Xl = (xo - k'2)(ex + i(3) + k2 (ex - i(3) 
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de donde 
k2 = [Xo(o: + i(3) - xtl/2i{3. 
De aquÍ, 
ASÍ, 
k
l 
= Xo _ Xo(o: + i(3) - Xl 
2i{3 
2i{3xo - XO(o: + i(3) + Xl 
2i{3 
k
1 
= -XO(o: - i(3) + X] 
2i{3 
Es decir, k l = k2 . 
Llevando TI = 1'2 = o: + i{3 a forma polar 
TI = 1'2 = o: + i{3 = p(cose + isine), 
donde p = J 0:2 + (32 Y e = arctan({3/ 0:). Usando el teorema de De 
Moivre2, la solución se convierte en 
Xt = klTi + k2T~ 
= kl(o: + i(3)t + k2 (0: - i(3)t 
= k l [p(cose + isine)]t + k2 [p(cose - isine)]t 
= k l [p( cos e + i sin e)r + k2 [p( cos( -e) + i sin( -e) )]t 
= pt [k1 (cos(te) + i sin (te) ) + k2 (cos( -te) + i sin( -te))] 
= pt [k1(cos(te) + isin(te)) + k2 (cos(te) - isin(te))] 
= pt [(k1 + k2 ) cos(te) + i(k1 - k2 ) sin(te)] 
Como se mostró antes que k] = k'2, entonces k 1 + k'2 = 2Re(k¡) y 
k1 - k2 = 2ilm(k1) por lo tanto k1 + k'2 y i(k1 - k'2) son dos constantes 
reales y la solución finalmente es 
Xt = / [e] cos(te) + e'2 sin(te)] 
donde el Y e2 son números reales que se determinan por las condicio-
nes iniciales. 
Ejercicios 
1. Comprobar que la solución para raíces reales iguales toma la forma 
propuesta en el texto. 
2. Solucionar las siguientes ecuaciones en diferencias: 
2(COS e + sine)t = cos te + sin te. 
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a) Xt+2 = Xt+l +Xt,XI = Xo = 1. 
b) Xt+2 + ,5Xt+l + 6xt = O. 
e) Xt+2 + X¡+l + XI = 0, Xl = 1 Y Xo = 2. 
d) Xt+2 + Xt+l + (1/4)xt = 0, Xl = 2 Y Xo = -1. 
3. Probar que si (TI)1 Y (T2)t son soluciones de la ecuación aXt+2+bxt+1 + 
ex¡ = O. Entonces k1 (TI )t+k2(T2)t es una solución para cualquier valor 
de k l y k2 . 
7.2.5. Comportamiento de la solución 
El análisis de la convergencia o divergencia de las soluciones de una 
ecuación de segundo orden se puede realizar sin encontrar la solución, para 
esto se establece el comportamiento de las raíces en función de los paráme-
tros. 
Si la ecuación se lleva a la forma 
su polinomio característico es 
T
2 + aT + b = O. 
Si las soluciones de la ecuación característica son TI y T2, entonces 
por lo tanto a = TI + T2 Y b = TIT2· 
Puesto que las raÍCes son: 
1. Reales distintas cuando a2 > 4b. En este caso la solución de la ecua-
ción es 
Xt = kl Ti + k2T&. 
esta solución es estable si y sólo si las sucesiones Ti y T~ son conver-
gentes, para lo cual se debe determinar si TI y T2 están en el intervalo 
[ -1, 1]. Para esto basta con determinar el signo de las expresiones 
(1 - TI) (1 - T2) = 1 - (T 1 + T2) + TI T2 = 1 + a + b 
y 
ya que el signo de 1 - a + b determina la posición de las raíces con 
respecto a 1: si es positivo ambas raíces están al mismo lado de 1 
(ambas son mayores que 1 o menores que 1) y si es negativo una 
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está a la izquierda y la otra a la derecha de 1; el signo de 1 + a + b 
indica la posición de las raíces con respecto a -1: si es positivo ambas 
raíces están al mismo lado de -1 y si es negativo hay una a cada lado 
de -1; existen tantas posibilidades de combinación de estos signos 
como de las raíces con respecto a 1 y -1: 
a) 1 + a + b > O, 1 - a + b > O ya> 2 si y sólo si 1'] > 1 Y 1''2 > 1. 
En este caso TÍ y T~ son sucesiones estrictamente crecientes que 
divergen a 00 y la ecuación solo es estable cuando k l = k'2 = 0, 
esto es, en el equlilibrio. 
b) 1 + a + b > O, 1 - a + b > O Y a < -2 si y sólo si 1'] < -1 y 
1'2 < -1. Ti y T~ son sucesiones oscilantes explosivas, por lo que 
la ecuación es inestable. 
e) 1 + a + b > O, 1 - a + b > O y - 2 < a < 2 si y sólo si -1 < l' 1 < 1 Y 
-1 < 1'2 < 1. d y T~ son sucesiones convergentes, por lo tanto la 
ecuación es estable; puesto que la solución involucra sucesiones 
de la forma ci y la convergencia no depende de los valores de k1 
y k2 , se tiene que el equilibrio es globalmente exponencialmente 
estable. 
d) 1 + a + b > O, 1 - a + b < O si y sólo si -1 < 1'] < 1 Y 1''2 > l. 
Ti es convergente y T~ es divergente a 00; la ecuación sólo es 
estable cuando k2 = O, es decir, la estabilidad depende de las 
condiciones iniciales. 
e) 1 + a + b < O, 1 - a + b > O si y sólo si TI < -1 Y -1 < 1'2 < 1. 
Ti es oscilante explosiva y T~ es convergente: la ecuación sólo es 
estable cuando k1 = O. 
1) 1 + a + b < O, 1 - a + b < O si y sólo si 1') < -1 Y 1''2 > 1. Ti 
es oscilante explosiva y T~ es creciente a oc; la ecuación sólo es 
estable cuando k] = k'2 = O, esto es, en el equlilibrio. 
2. Reales iguales, cuando a'2 = 4b. Las raíces son 1') = 1'2 = -aj2, y 
la convergencia se desprende del valor de a. Si lal < 2 la solución 
converge y la ecuación es globalmente exponencialmente estable. 
3. Complejas conjugadas, cuando a'2 < 4b, por lo tanto TI = 1'2 = o: + i(3 
yen forma polar 1'] = p(cose + isine) donde p'2 = 0:2 + (3"2 = 1'11'1 = 
1'11'2 = b. Para que la solución converja. p debe ser menor que uno, esto 
es, b debe ser menor que uno; en este caso nuevamente la ecuación 
es globalmente exponencialmente estable. Si p = O la ecuación es 
lyapunovmente estable ya que la solución está en función de senos y 
cosenos y estas funciones están acotadas por l. 
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7.2.6. Ecuaciones homogéneas de orden n 
Puesto que la solución de una ecuación lineal homogénea de orden n 
está asociada a la solución de su ecuación característica y por el teorema 
fundamental del álgebra esta última tiene exactamente n raíces complejas, 
estas raíces pueden ser reales o complejas y si son reales pueden ser igua-
les o distintas. Dependiendo de esto la solución general de la ecuación en 
diferencias contiene los siguientes términos. 
Si la raíz r elel polinomio característico es: 
1. Real y solamente ocurre una vez (multiplicidad 1), la solución general 
contiene un término de la forma krt . 
2. Real y se repite m veces (multiplicidad m), la solución general con-
tiene los términos: klrt , k2 trt , k3 t2r t , k.1t3 r i , ... , kmtm- 1r t . 
3. Compleja (su conjugado también es raíz) y ocurre solamente una vez 
(multiplicidad 1), por estas dos raíces (r = a + ib Y f = a - ib) la solu-
ción general contiene los términos: k1pt sin (te) y k2pt cos (te) donde 
p = J 0'2 + (3'2 y e es el argumento de r, estos valores representan la 
longitud y el ángulo del número complejo. 
4. Compleja (su conjugado también es raíz) y ocurre m veces (multi-
plicidad m), por estas 2m raíces (r = a + ib Y f = a - ib) aparecen 
los términos: klpt sin(te),k2pt cos(te), k3 tpt sin(te), k4 t pt cos(te), ... , 
k 2111 - 1 {III - 1 (i sine te), k2m en -- I pi sine te). 
7.2.7. Ecuaciones no homogéneas con coeficientes 
constantes 
La solución de una ecuación no homogénea 
está formada por una solución de la homogénea asociada 
CIIXt+n + Cn-IXt+n-l + ... + CIXt+l + COXt = O 
y por una solución particular, es decir, Xt = x~ + xi, donde x~ es solución 
de la ecuación anterior y xf es solución de la ecuación (*). Esta solución 
particular tiene la misma forma de la sucesión {at}: si {at} es constante, la 
solución particular es constante y su valor se determina reemplazando en la 
ecuación (*); en este caso la solución particular es el punto de equilibrio de 
la ecuación. Si {a¡} es un polinomio en t, la solución es otro polinomio en t 
y sus coeficientes se calculan por reemplazo e igualación en la ecuación (*). 
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Cuando la sucesión {at} es r t y r es raíz de multiplicidad k del polinomio 
característico, la solución particular es 
t t 2t 3t kt 
CI r + C2tr + C3t r + C4t r + ... + cH 1 t r 
y nuevamente los C se determinan por reemplazo. 
Ejemplo 
Si el modelo de mercado para el bien desarrollado en el ejemplo 3 de 
la primera sección de este capítulo, las cantidades demandadas y ofrecidas 
dependen del nivel y del incremento de los precios en el último periodo, 
Dt = D (Pt,Pt-d = a - bpt + C (Pt - pt-d, 
Ot = O (Pt,Pt-l) = (3Pt - a +, (Pt - Pt-¡). 
La ecuación que rige los precios es 
Pt+! - Pt = e [Dt - Ot] 
= e {a - bpt + C (Pt - Pt- ¡) - [(3Pt - a + , (Pt - Pt - 1 )]} , 
e es un parámetro de ajuste. Después de transponer términos la ecuación 
anterior equivale a 
PHI + [e(b - C + (3 + ,) - l]pt + e(c - ,)Pt-l = e(a + a), 
en forma reducida, 
Pt+! + Bpt + CPt-l = D, 
con B, e y D constantes. 
Ejercicios 
1. Probar que la solución particular de la ecuación 
PHI + [e(b - C + (3 + ,) - l]pt + e(c - ,)Pt-l = e(a + a) 
es el precio de equilibrio del modelo lineal estático: Dt = a - bp Y 
Ot = (3p - a. 
2. Encontrar la solución general de la ecuación 
PHI + [e(b - C - (3 + ,) - l]pt + e(c - ,)Pt-l = e(a + a) 
y describir las condiciones para que la solución sea estable. 
3. Solucionar las siguientes ecuaciones en diferencias: 
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a) Xt+2 = Xt+l + Xt + t ~ 3, Xl = Xo = 1. 
b) Xt+2 + 5Xt+1 + 6Xt = (~2)t + 3t . 
e) Xt+2 + Xt+1 + X¡ = t 2 + t + 1, XI = 1 Y Xo = 2. 
d) X¡+2 + Xt+l + (1/4)Xt = t(1/2)t, Xl = 2 Y Xo = ~1. 
4. Hicks en uno de sus escritos usa la siguiente ecuación 
Yt+2 ~ (b + k)Yt+1 + kYt = a(l + g)t 
donde a, b, 9 y k son constantes. 
a) Encontrar la solución particular de la ecuación. 
b) Dar condiciones sobre los parámetros para que la ecuación tenga 
soluciones reales distintas, reales iguales y complejas. 
e) Dar condiciones sobre los parámetros para que la solución sea 
estable. 
5. Encontrar condiciones para que el punto de equilibrio de la ecuación 
Xt+2 ~ bXt+1 + CXt = O sea: 
a) Lyapunovmente estable. 
b) Asintóticamente estable. 
e) Exponencialmente estable. 
7.3. Sistemas de ecuaciones en diferencias 
El modelaje de sistemas dinámicos que interactúan se hace por medio 
de sistemas de ecuaciones en diferencias o diferenciales, dependiendo de si la 
dinámica es continua o discreta,3. Los sistemas más "simples" de solucionar 
son los lineales con coeficientes constantes que tienen la forma 
donde x~ representa el estado de la k-ésima variable en el momento t, para 
k = 1,2, "" n, Usando matrices, el sistema se representa en forma compacta 
por 
X t+l = AXt + B 
3Ver las secciones 1 y 2 de la parte 1 del libro de Azariadis [Az]. 
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donde A es la matriz n x n de coeficientes, X t es el vector de estado de las 
n variables en t y B es el vector de términos independientes. La solución 
está formada por la solución particular (punto de equilibrio) y la solución 
de la homogénea, 
X t = XP + xt = X + X:t. 
En el caso de que el sistema sea homogéneo, B = O, la ecuación matricial 
equivale a 
X t = AXt - 1 
Si se itera esta última ecuación hasta t = 0, se encuentra 
2 t X t = AXt - 1 = A(AXt - 2 ) = A X t - 2 = ... = A X o 
y el problema a solucionar se reduce a cómo calcular la potencia t-ésima de 
la matriz A. Si esta matriz tiene valores propios distintos, el álgebra lineal 
garantiza que sus vectores propios forman una base del espacio ]RTl, por lo 
tanto, Xo (el estado inicial) se puede escribir como una combinación de 
esos vectores propios, 
n 
Xo = ¿kiVi 
i=¡ 
Al reemplazar esta expresión en la solución de la ecuación se tiene sucesi-
vamente 
n (n) (Tl ) Xt+1 = A t+1 Xo = A t+1 t; kiVi = A t A ~ k2Ví = Al ~ kiAvi 
= A t (t kiriVi) = A L- 1 (t kírfvi) 
2=1 t=l 
n 
= '"" krt+1v D 2'l 1, 
i=l 
donde los r y los v son valores y vectores propios correspondientes a la 
matriz A. Estos valores determinan el comportamiento de la ::;olución y 
como en el caso de ecuaciones de orden n para que haya convergencia deben 
tener valor absoluto menor que uno. Por e::;te método el comportamiento 
de la solución depende del comportamiento de los valore::; propios de la 
matriz A. Así, el análisis de la convergencia o divergencia de la solución del 
problema solamente requiere los valores propios de la matriz de coeficientes. 
Este análisis sin el cálculo explícito de los valores propios se hace por medio 
del siguiente teorema que da condiciones sobre los coeficientes del polinomio 
P(r) = aorTl + a¡rn -- I + ... + an-lr + an 
para que las raíces (valores propios) tengan parte real con valor absoluto 
menor que uno. 
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Teorema 7.3. (Schur) Todas las raíces de la ecuación 
0.0'-" + a]T"·] + ... + an-[T + a n = O 
tienen valO'!· absoluto menor que uno si y sólo si los n determinantes si-
guientes 
0.0 O an an-l 
~] lo.o al! I ~:z= al 0.0 O an 
a" ao an O ao al 
an-l ao O ao 
ao O O an an-l al 
a] ao O O an a2 
~,,= a,,_] a" .. 2 ao O O an 
a" O O ao a]] an-l 
a,,_.] a" O O ao an -2 
al a2 a n O O ao 
son todos positivos. 
60 80 100 
Figura ,. . {XL+I = O,2Xt + O,3Yt + 7 7.8: Granea del slstema 
Yt+l = O, lXt - Yt + 2 
con 
las condiciones iniciales Xo = 100, Yo = 100. 
Toda ecuación de orden n se puede reducir a un sistema lineal de n 
ecuaciones con n incógnitas y todo sistema lineal n x n se puede reducir a 
una ecuación de orden n. Para sistemas 2 x 2 la solución y el análisis de 
convergencia se reducen al análisis de una ecuación de orden 2. Si el sistema 
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{
Xt+l = aXt + bYt 
Yt+l = eXt + dYt 
que equivale a 
X t+1 = AXt , 
despejando Yt en la primera ecuación, 
1 a 
Yt = -Xt+l - -Xt b b 
de donde 
1 a 
Yt+l = ¡;Xt+2 - ¡;Xt+l. 
Reemplazando estos dos valores en la segunda ecuación, ésta se convierte 
en 1 a (1 a) ¡;Xt+2 - ¡;Xt+l = eXt + d ¡;Xt+l - ¡;Xt 
multiplicando por b, 
Xt+2 - aXt+l = ebxt + d (Xt+l - axd 
y transponiendo términos, 
Xt+2 - (a + d)Xt+l + (ad - eb)xt = O 
o lo que es lo mismo, 
Xt+2 - tr(A)Xt+l + IAI Xt = () 
donde tr(A) y IAI son respectivamente la traza y el determinante de la 
matriz A. Aquí basta reescribir el comportamiento de las soluciones en 
términos de la traza y el determinante de la matriz de coeficientes. 
Ejercicios 
1. La relación entre la demanda, la oferta y los precios en un cierto 
mercado está dada por: 
Dt = a + bPt, con a > ° y b < 0, 
Ot = e + dpf, con d > O Y p¡; es el precio esperado por los productores, 
pf = Pt-l + k(PN - Pt-¡),PN es el precio natural que se considera constante. 
a) Encontrar expresiones explícitas para la oferta, la demanda y los 
precios en función de t. Es decir, solucionar el modelo. 
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b) Encontrar las condiciones para que exista convergencia en el mo-
delo. 
2. La empresa W ajusta sus precios de acuerdo con la cantidad que tiene 
en inventario. Si hay escasez los precios suben y si hay abundancia 
los precios bajan. El ajuste de los precios se hace proporcionalmente 
a la diferencia entre el inventario en cada periodo y un valor crítico 
de inventario ¡*. Por otra parte, el inventario en cada periodo es 
la diferencia entre la oferta y la demanda en el periodo anterior. Si 
además las funciones de oferta y demanda son funciones lineales de 
los precios en el periodo correspondiente, encontrar ecuaciones que 
relacionen el inventario, la demanda, la oferta, los precios para W y 
el punto de equilibrio analizando su comportamiento. 
3. Encontrar la solución del sistema X t+ 1 = AXt y analizar la conver-
gencia si la matriz A es: 
a) (-1/4 
-5/8 
-1/4) 
1/8 b) (~ -1) -2 
e) G -5) -1 d) (~4 -;1) 
e) G ~) f) C/2 3/4 -~/5) 
4. Usar algún programa computacional (por ejemplo Excel) para graficar 
el comportamiento de los sistemas del ejercicio 3. 
5. Mostrar que toda ecuación en diferencias de segundo orden es equi-
valente a un sistema de dos ecuaciones con dos variables de estado. 
6. Usar las condiciones para la convergencia de la solución de una ecua-
ción lineal de orden 2 para encontrar las condiciones de convergencia 
de un sistema 2 x 2 en términos de la matriz de coeficientes. 
7. Una estimación parcial del modelo de Phillips arrojó el siguiente sis-
tema: 
{
Pt = 2 - 4Ut - O,11Tt 
1Tt+l - 1Tt = k (Pt - 1Tt) 
Ut+l - Ut = a (Pt - 2) , 
donde u es la tasa de desempleo, P es la tasa de inflación y 1T es la tasa 
de inflación esperada. Encontrar el punto de equilibrio del sistema y 
determinar las condiciones sobre a y k para que ese punto de equilibrio 
sea estable, si además se sabe que a > O Y O < k ::; 1. 
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8. Encontrar los valores del consumo e¡ y el capital k¡ en cada periodo 
si se quiere maximizar la utilidad total que produce el consumo en 
T periodos descontados a una tasa p, bajo el supuesto que el capital 
inicial es k* > O, la función de utilidad es u(e) = lne y el capital 
está invertido en una cuenta que paga l' % por periodo. Es decir, 
encontrar et y kL para 
T 
Maximizar L In et sujeto a: kt + 1 ~ k¡ = T k¡ ~ e¡, 
L=O 
donde ko es un valor positivo conocido. 
7.4. U n modelo de generaciones traslapadas 
Se asume una función de utilidad 
(en 1-0 -- 1 1 (cz+ 1) 1 -11 - 1 
Ut = -1-1~e 1+p 1-e 
donde e > O Y P > O ct es el consumo de la generación t cuando es joven 
y e;+l el consumo cuando son viejos (la generación dura 2 periodos). Si un 
individuo que nace en el momento t recibe salarios W¡ cuando joven y no 
recibe cuando viejo, la restricción para su consumo está dada por 
1 
eL -1- St = Wt, y 2 el +1 = (1 -1- T¡ il)S¡. 
Tt+l es la tasa de interés en el intervalo de tiempo [t, t -1- 1). s/ es el ahorro 
o crédito en el periodo t. Los valores de los salarios y la ta::;a de interés 
están dados, se deben encontrar los con::;umos y el ahorro para maximizar 
la utilidad. Reemplazando los valores de los consumos en la utilidad se tiene 
( ) 1-11 U
t 
= U (St) = Wt - St - 1 -1- _1_ ((1 -1- T/+I) S¡)I-O - 1 
1-e 1-1-p---~ 
La condición de primer orden 
dUt - (1 - e) (Wt - sd-O 1 
-= -1--
dS t 1 - e 1 -1- P 
se convierte en 
(1-- e) ((1 -1- Tt-¡ 1) S¡) -o (1 + Tt+¡) = O 
1 - e 
(1 -1- Tt+¡)l-O (St)-O = (1 + p) (W¡ - s¡)-o 
en términos de los consumos 
2 1/0 
et +1 (1+1'1+1) / 
el 1 -1- P 
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la tasa de ahorro óptima es 
Si los productores tienen funciones de producción neoclásica 
(F es neoclásica si, 
• Para K > O Y L > O, F tiene productos marginales positivos y decre-
cientes, 
• F tiene rendimientos constantes a escala y 
• Los productos marginales se aproximan a cero si el insumo correspon-
diente se aproxima a infinito, y se aproximan a infinito si el insumo 
se aproxima a cero, condiciones de rnada) 
en términos per cápita, 
y¡ (KI) VI = LI = F L;,1 = F(kt, 1) = j(kt) 
el beneficio del productor está dado por 
6 es la tasa de depreciación del capital. Esta expresión usando j, 
las condiciones de prinwr orden para maximizar el beneficio 
arr¡ ,1 
aK¡ = L¡J (kd Lt - (rt + 8) = O 
y 
arr l ,!{t ~ = j(k¡) - L¡J (kt )--2 - Wt = O 
aL¡ (L t ) 
equivalen a 
T¡ = !'(k l ) -~ 6 y 
Si se asume una economía cerrada donde la inversión agregada es igual al 
ingreso menos el consumo, 
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Además, 
Kt+1 - Kt = F(Kt , Lt) - Ct - SKI 
donde et = el Lt - e;+ 1 L t - 1 , sustituyendo los consumos 
K H1 = Kt + WtLt + rtKt - e; Lt - e; L t- 1 
= (1 + rt)Kt + WtLt - (Wt - sdLt - (1 + rt )St-1LI-l 
= StLt + (1 + rt)(Kt - St-1LI-1). 
Por otra parte, la solución de la ecuación, 
XH1 = at + btXt = at + bt (at-l + bt-1Xt-¡) 
= at + btat-l + btbt- 1 (at-2 + bt- 2 XI-2) = ... 
t (t) I 
= ~ai j!!l bj + Xo Da bi 
aplicada a este caso, 
K'+l ~ t [(1 + r,)tl.(si ¡Li-,) + r,(si L ,)] (n, (1 + ¡".,)) 
t 
+ K 1 rr (1 + ri)' 
i=1 
Si la tasa de interés es constante, rt = r para todo t, 
t 
Kt+1 = L [(1 + r)~(si-1Li-¡) + r(s;L i )] (1 + r)l-i + K¡ (1 + r)t 
i=1 
t 
= (1 + r) L (Si-1Li-l - Si-2Li-2) (1 + r)l-i 
i=1 
t 
+ r L si Li(l + r)t-i + K¡ (1 + r·)I. 
i=1 
Puesto que s y r son funciones de la producción per cápita, la expresión 
para el capital es función de la producción per cápita y el tamallo de la mano 
de obra, además, la población crece en función de una ecuación logística. 
ASÍ, el capital se reduce a una expresión que solamente contiene la tasa de 
crecimiento de la población, la producción per cápita y la población inicial. 
Ejercicio 
Encontrar el capital en la forma que lo enuncia el párrafo anterior. 
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7.5. Monopolista vs. entrante 
Si dos empresas que ofrecen el mismo producto, una de las cuales es 
monopólica hasta que otra decide entrar en el mercado. Sean P = a - bq la 
función inversa de demanda para el mercado, x la cantidad que el monopolio 
cubre en ese mercado, y y la cantidad que cubre la firma entrante, Cm = 
C + dx la función de costos del monopolio y Ce = o: + {3y la función de costos 
de la firma entrante. Si en el momento t = 0, el monopolista determina las 
cantidades ofrecidas como solución del problema: 
M ax.ToII = Xo (a - bxo) - (c + dxo) 
estas cantidades y precios son 
* a - d 
x()=--
2b 
* a +d y Po = --o 
2 
En t = 1 la firma entrante aprovecha la demanda residual, suponiendo 
que en el nuevo periodo el monopolista se comportará como en el periodo 
precedente y entra al mercado. Las cantidades y precios se determinan por 
la solución de 
Maxy¡II = Yl [a - b (xo + Yl)]- (o: + {3Yd 
que son 
* a - {3 - bxo 
Yl = 2b 
* Po + {3 y PI = --o 
2 
El comportamiento en los siguientes periodos para cada una de las empresas 
está determinado por lo acaecido en el periodo precedente. Por lo tanto, las 
cantidades y precios en el periodo t + 1 están determinados por la solución 
de los problemas: 
Para el monopolista: 
Para el entrante: 
Las cantidades y precios soluciones de los problemas son, 
y 
* a - {3 - bx; 
YI+l = 2b Y X;+l 
* PI+] 
a + d + {3 - pi 
2 
a - d - by; 
2b 
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La solución del sistema de cantidades y la ecuación de precios determina 
las trayectorias de cantidades y precios; si el entrante no es tomador de 
precios, son: 
* _ (_~) t-1 ( * _ a + d + ,6) a + d + ,6 
Pt - 2 PI 3 + 3 
(_~)t+12,6-a-d a+d+,6 2 3 + 3 
los precios oscilan amortiguadamentc alrededor de 11 + ::+J y convergen a 
este valor. Las cantidades, 
donde 
(X;) (1) t ( 1 ) (1) t (1) 1 (a + ¡3 - 2d) y; = k¡"2 -1 + k'2 -"2 1 + 3b a + d - 2(3 
k
l 
= a + d - 2,6 
4b 
y k'2 = 2(3 - a .- d 
12b 
Capítulo 8 
Dinámica continua 
Un ejemplo tangible de la dinámica en el que los demandantes y los 
oferentes ajustan sus cantidades demandadas y ofrecidas dependiendo del 
precio y de los cambios en el nivel de precios, es el mercado financiero. En 
éste la información fluye "casi" instantáneamente, las cantidades deman-
dadas en cada momento t dependen del nivel de precios en cada instante t 
y su tendencia en un intervalo de tiempo h, 
D(t) = D [P(t), p(t) - ~(t -- h)] 
y también la oferta depende de las mismas variables, 
O(t) = O [p(t), p(t) - ~(t - h)] . 
El comportamiento de los precios está determinado por el exceso de de-
manda en el intervalo de tiempo de reacción de los agentes por medio de la 
ecuación: 
p(t + h) - p(t) = e h[D(t) - O(t)] 
donde e es un parámetro de ajuste. Si el intervalo de reacción tiende a cero 
la ecuación anterior se convierte en: 
p = dp = e [D (p(t) , p(t)) - D (p(t), p(t))]. dt 
Esta ecuación rige el comportamiento de los precios en cada instante; el 
determinar los niveles de precios p = p( t) implica solucionar esta ecuación 
diferencial. 
8.1. Ecuaciones diferenciales 
U na ecuación diferencial es aquella que contiene derivadas. La cla-
sificación de ecuaciones diferenciales es similar a la de ecuaciones en re-
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currencia, esto es, en lineales, no lineales, autónomas, no autónomas, ho-
mogéneas y no homogéneas, y también con respecto al orden. El orden de 
una ecuación es la mayor derivada que contenga. Un sistema de ecuacio-
nes diferenciales de orden n es una expresión de la forma 
f(t 111 (71))-0 , X, x, X , ... , x -, 
donde f es alguna función de varias variables y varios valores (campo vecto-
rial). La clasificación de los sistemas o ecuaciones es similar al caso discreto. 
Un sistema autónomo 
f( 111 (71))-0 X,X,x , ... ,x -
está en equilibrio si y sólo si 
x(t) = O 
dt ' 
para todo t. 
Este concepto indica que las variables de estado están fijas. Las nociones 
de estabilidad son iguales al caso discreto, salvo la siguiente 
Definición 8.1. El punto fijo x es exponencialmente estable si y sólo si 
existen a > O, f3 > O Y 6 > O tales que: si IIXo - xii < 6, entonces 
IIXt - xii::; allXo - xlle-!Jt, para t > O. 
En el caso de una ecuación de primer orden autónoma (la variable de 
estado depende del valor de la misma variable y no del tiempo) 
x' = f(x) 
los puntos de equilibrio están en los valores para los que 
x' = f(x) = O 
en ellos la variable permanece constante a través del tiempo. Para este tipo 
de ecuaciones el comportamiento cualitativo de la solución, x = x(t), se 
hace por medio de un diagrama de fase o de la gráfica de la solución. 
Tomando a x como variable independiente y a x' como variable depen-
diente, la gráfica de x' = f (x) da el comportamiento de x' versus x. El 
crecimiento de la solución está determinado por el signo de la función f (x). 
Si la gráfica está sobre el eje horizontal, la solución x = x( t) es creciente, 
mientras que si la gráfica está bajo el eje, la solución decrece. Los pun-
tos de corte determinan los puntos de equilibrio del sistema ya que en ellos 
x' = O, lo que indica que no hay crecimiento ni decrecimiento de la solución. 
Estos puntos de equilibrio pueden ser estables (atractores) o inestables 
(repulsares); son estables si al perturbar el sistema éste tiende a volver al 
equilibrio, en caso contrario son inestables. El siguiente ejemplo ilustra el 
comportamiento. 
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Ejemplo 
La figura 8.1 es la gráfica de la ecuación 
X' = (x - l)(x + 2)x 
tomando los valores de x en el eje horizontal y los de x' en el eje vertical. 
X' 
-3 -2 -1 X 
-2 
-4 
Figura 8.1: x' = (x - l)(x + 2)x. 
El comportamiento de la solución de x' = (x - l)(x + 2)x viene dado 
por el comportamiento de la gráfica. Los puntos de equilibrio son x = -2, 
x = O Y x = 1: puesto que a la izquierda de - 2 la gráfica está bajo el eje, la 
solución decrece en ese intervalo y como a la derecha la gráfica está sobre el 
eje, la solución crece. ASÍ, si el valor inicial del problema x(O) es mayor que 
-2, la función x(t), para t > O, es creciente y por lo tanto se aleja de -2. Si 
x(O) es menor que -2, la función x(t), para t > O, es decreciente y también 
se aleja de -2. Por lo tanto, x = -2 es un punto de equilibrio inestable. 
De la misma forma se muestra que x = O es un punto estable; a la derecha 
de este punto x = f (t) decrece y a la izquierda crece; esto significa que si 
x(O) está cerca de O la solución se acerca a x = O. 
Este análisis se puede reducir a indicar sobre la gráfica de x' = f(x) el 
crecimiento de la solución pintando sobre ella flechas que indican si la fun-
ción crece o decrece al incrementarse el tiempo o sobre una recta localizar 
los puntos de equilibrio y mediante flechas indicar el crecimiento del siste-
ma. De cualquiera de estas formas es muy simple determinar la naturaleza 
de los puntos de equilibrio. Para el ejemplo anterior la figura 8.2 muestra el 
comportamiento de la solución y los puntos de equilibrio que se deducen de 
la dirección de las flechas. Si los valores de x son menores que -2 o están 
en el intervalo (0,1) la solución decrece, si están en el intervalo (-2, O) o 
son mayores que 1 la solución crece. El punto de equilibrio x = O es estable 
y los puntos x = - 2 y x = 1 son inestables. 
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x' 
-3 -2 -1 x 
-2 
-) 
Figura 8.2: Crecimiento de la solución y comportamieuto de los 
puntos de equilibrio de la ecuación x' = (x -- l)(x + 2)x. 
Con la información anterior y la que provee la segunda derivada se 
determina el comportamiento de la solución: 
X" = x'(x + 2)x + (x - 1)x'x + (x - 1)(x + 2)x' 
= [(x + 2)x + (x - l)x + (x - 1)(:r + 2)]x' 
= [(x + 2)x + (x - 1):1; + (x - l)(x + 2)J(x - l)(x + 2)x 
= (3x 2 + 2x - 2)(x - 1)(x + 2)x 
Esta segunda derivada es cero cuando x = -1~V7, X = -2. x = O, Ó x = 1 Y 
su signo determina donde la función x(t) es convexa o cóncava. La función 
es convexa cuando toma valores en (-2, -lJV7) U (o, .::::.l~JI) U (1, (0) Y 
es cóncava cuando lo hace en (-00, -2) U ( .:=l JV7, o) U ( ~~vi, 1). 
La gráfica de x(t), para t 2> O, depende del valor de x(O), para: 
1. x(O) < -2, la función es decreciente y cóncava. 
2. x(O) = -2, la función es constante (x está en equilibrio). 
3. -2 < x(O) < -13 V7 , la función es creciente y convexa. 
4. -13V7 :::; .1::(0) < O, la función es creciente cóncava. 
5. x(O) = O, la función es constante (está en equilibrio). 
6. O < x(O) < -11 V7 , la función decrece y es convexa. 
7. -1!V7:::; x(O) < 1, la función decrece y es cóncava. 
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8. x(O) =1, la función es constante (está en equilibrio). 
9. x (O) > 1, la funcióll crece y es convexa. 
De esta forma se ellcuentra la gráfica de la solución como alguna de las 
mostradas cn la figura 8.3, dependiendo del valor inicial. 
x 
1 
t 
-1 
Figura 8.3: Gráfica ele la solución ele la ecuación Xl = (x -l)(x + 2)x, 
dependiendo de la condición inicial. 
Teorema 8.1. Si p e8 un punto de equilibrio pam la ecuación x = j(x(t)) 
y JI existe y es continua en :r = p. Entonces 
1. Si JI (p) < O Y Xo f:8tá en una vecindad de Ji, Ji es un punto de equilibrio 
estable. 
2. Si JI (p) > O y.ro cstá en una vecindad de p, Ji es un punto de equilibrio 
inestable. 
Ejercicios 
1. Probar el teorema 8.1. 
2. Hacer Pl análisis cualitativo gráfico de la solución de cada una de las 
siguientes ecuaciones diferenciales: 
a) x' = k.r(T - x). 
b) Xl = 2.1" (x + 1) (x - 4). 
e) xl:ce: (XL + l)(x L - 2). 
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8.1.1. Ecuaciones diferenciales de primer orden 
Las ecuaciones diferenciales más "simples" de solucionar son las llama-
das separables, las cuales se pueden llevar a la forma 
f(x)dx = g(t)dt 
su solución implícita resulta de integrar cada término de la ecuación ante-
rior, la dificultad de su solución depende de las funciones f y g. 
Las ecuaciones que se pueden reescribir en la forma 
M(x, t)dx + N(x, t)dt = O 
donde las dos funciones M y N son homogéneas del mismo grado se llaman 
homogéneas. Mediante los cambios de variable x = ut ó t = vx se trans-
forman en separables. Al diferenciar la primera de estas ecuaciones se tiene 
dx = udt + tdu y al reemplazar estas expresiones en la ecuación anterior la 
convierten en 
M(ut, t)(udt + tdu) + N(ut, t)dt = O 
como las funciones son homogéneas (de grado p), 
tP M(u, l)(udt + tdu) + tPN(u, l)dt = O 
después de simplificar y transponer términos, 
dt M(u,l)du 
t uM(u, 1) + N(u, 1) 
nuevamente la solución depende de la dificultad de la integral. 
Una ecuación es exacta si es la diferencial de alguna función f(x, t). Si 
la ecuación es 
M(x, t)dx + N(x, t)dt = O 
entonces, M(x, t) = ~~ y N(x, t) = ~{. Si a su vez las funciones M y N son 
d ·c . bl oM - li oN - éP J d d d f d b' .. d bl herenCIa es, 7Jt - otox y OX - oxéJt e on e e e ser o emente 
diferenciable y 
aM 
at 
a2f 
at8x 
a2 f 
axOt 
aN 
ax 
que es la condición para que la ecuación sea exacta. La solución es f(x, t) = 
e; para recuperar la función f se debe integrar M con respecto a x o N con 
respecto a t. 
Para solucionar una ecuación diferencial lineal de primer orden, 
x' + p(t)x = q(t) 
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se multiplica por una función m(t), llamada textbffactor de integración, con 
el fin de convertirla en separable. Multiplicar por m(t) y sumar y restar el 
termino m' ( t) x ( t) la convierten en 
m(t)x'(t) + m(t)p(t)x(t) = (m(t)x'(t) + m'(t)x(t)) 
+ (m(t)p(t)x(t) - m'(t)x(t)) 
= d (m~:x(t)) + (m(t)p(t) _ m'(t)) x(t) 
= m(t)q(t) 
La última ecuación es 
d (m(t)x(t)) ( ) ( ) dt = m t q t si y sólo si (m(t)p(t) - m'(t)) x(t) = O. 
Transponiendo términos en la primera y teniendo en cuenta que x(t) es no 
nulo en la segunda, el par de ecuaciones equivale a 
d (mx) = m(t)q(t)dt si y sólo si d~¡t) = m(t)p(t) 
integrando la primera ecuación, 
m(t)x(t) = J m(t)q(t)dt + k si y sólo si dm - = p(t)dt 
m 
de donde se obtiene la solución 
( ) _ J m(t)q(t)dt + k x t - m(t) si y sólo si ln(m(t)) = J p(t)dt. 
Despejando m y reemplazando en la primera ecuación se tiene que la solu-
ción de una ecuación diferencial lineal de primer orden es 
x ( t) = -,--J _ex_p---=.c[J'-p----;(c-;:-t )_dt-=---J q_( t-c;-) d_t_+_k 
exp [J p(t)dtJ 
Esta fórmula proporciona la solución general para este tipo de ecuaciones. 
La construcción de las funciones CD y CES es ejemplo de uso de las ecua-
ciones diferenciales en la construcción de funciones que sirven de modelo 
para el comportamiento de algunos agentes económicos. 
8.1.2. La función de Cobb-Douglas 
Para maximizar el beneficio del productor que usa dos insumos, K y L, 
con una función de producción Q(K, L) dada por 
II = Ingreso total- Costo total = pQ(K, L) - (rK + wL) 
196 CAPÍTULO 8. DINÁMICA CONTINUA 
el gradiente de II debe ser cero, es decir, 
Ehr BQ 
BK = PBK - r = O 
B7r BQ 
- =P- -w=o BL BL 
estas condiciones de primer orden se reducen a 
BQ 
BK 
r 
P 
y BQ BL 
w 
P 
La segunda se traduce en que el óptimo está donde la productividad mar-
ginal física del trabajo ~(JJ sea igual a los salarios reales lI'. 
(¡ -' - /) 
Douglas, a partir de sus observaciones sobre la participación de los sa-
larios y el capital en la cantidad producida, encontró que la nómina total y 
el interés total sobre el capital invertido eran proporciones constantes del 
output, sean éstas a y (J, 
wL = aQ y r K = (JQ (*) 
Si el mercado es perfecto y el empresario maximiza sus beneficios se tiene 
que 
BQ =w 
PBL 
B~ =1' Y PBK 
al reemplazar estas igualdades en (*) se encuentra 
BQ L = aQ PBL y 
BQ . 
P BK 1i = (JQ (** ) 
La primera de estas ecuaciones es separable ya que al transponer términos, 
dQ adL 
- ---
Q P L 
y al integrar con respecto a L, 
a 
ln(Q) = -ln(L) + c, 
P 
donde c es una constante de integración que en general depende de K, ya 
que se integró con respecto a L. Despejando, 
" Q(K, L) = e~ InL+c = ec+ 1n L P = er (L)~ = C¡ (K) . (L)~ 
derivando esta función con respecto a K y usando la segunda ecuación de 
(**) 
P BQ K = pC~(K). (L)~ K = (JC¡ (K)· (L)7; = OQ 
BK 
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transponiendo términos en la ecuación del medio, 
dCl (3 dK 
Cl p K 
integrando con respecto a K, 
despejando, 
(3 
In ( C 1) = ~ In K + C2 
P 
, . 0. /j i3 Cl = e ¡; 111(1\ )+1'2 = eC2 + ln (K) l' = eC2 (K) ¡; = A (K) v 
y reemplazando este valor en la expresión para Q, 
,j a 
Q(K, L) = A (K)v (L)v 
la conocida función de Cobb-Douglas. 
8.1.3. La función CES 
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La construcción de la CES está basada en la observación de que el output 
es una proporción cambiante del tipo de salario (en adelante se asume p = 1 
por comodidad) 
La diferencial total de Q es 
dQ = fJQ dK + fJQ dL 
fJK fJL 
y en competencia perfecta (ver sección anterior) 
fJQ 
fJL = w, 
de donde, 
fJQ 
dQ = fJKdK + wdL. 
Si además Q tiene rendimientos constantes a escala, 
dQ dK dL 
Q K L' 
aSÍ, 
dQ fJQ dL fJQ L 
dK = fJ K + W dK = fJK + w K' o 
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despejando w, 
Q K 8Q 
w = L - L 8K 
Reemplazando en (1), 
Q = o: (Q _ K 8Q )'\ 
L L L8K 
elevando a potencia ± 
( Q) 1/'\ = o: 1/'\ (Q _ K 8Q ) L L L 8K 
haciendo r = ±, o: = a-r y despejando la derivada de Q con respecto a K 
se tiene, 
separando variables 
Z~ = ~ (i -a (i)) 
8Q 
L (~- a (~r) 
8K 
K 
integrando, usando la sustitución u = Q/ L, 
J du J 8K (u-aur ) = K 
la primera integral se calcula por fracciones simples 
1 1 A B 
~----~ - - ~+------~ (u - aur ) - u(1- aur - 1 ) - u 1- aur - 1 
sumando la última expresión y simplificando los denominadores se tiene 
que 
1 = A (1 - au r - 1) + Bu 
de donde, 
A = 1 Y - au,.-l + Bu = O 
despejando, 
aur - 1 ,.-2 B= =~ 
u 
ASÍ, 
J du J du J aur - 2du (u - aur ) = --:;; + 1 - aur - 1 1 J dz = ln(u) - -~ -r - 1 z 
1 
= ln(u) - -~ ln(z), 
r-1 
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donde z = 1 ~ au! ~ l. Reemplazando z y u 
(Q) 1 ( (Q) r-l) Q ( (Q)r-l) -r~l In L ~ l' ~_ 1 In 1 ~ a L = In L 1 ~ a L 
= In(K) + c, 
con c constante de integración que en general depende de L, tornando ex~ 
ponencial en la última igualdad, 
Q ( (Q)1'-l)-r~l 
- 1 ~ a - = CK. 
L L 
Para despejar Q se transponen términos y se torna potencia (1' ~ l)~ésima, 
o 
1 ~ a (i) 1-1' = (C~K)r-1, 
_ (L) 1'-1 (CLK) 1'-1 l-a - +--Q Q 
finalmente, Q1'-1 = aU- 1 + (CLKr-1 
El valor de C se encuentra usando otra de las condiciones sobre Q. 
Ejercicios 
1. Hacer explícito el valor de e para la función CES. 
2. Solucionar las ecuaciones diferenciales: 
a) 
b) 
e) 
d) 
e) 
1) 
g) 
2t + 3 + (2x ~ 2)x' = O. 
dx ~ t 2 -1 
di ~ .1'2+1 . 
2t + 4x + (2t ~ 2x)x' = O. 
2xdt ~ tdx = O. 
(x2 + 3xt + t 2 ) dt ~ t 2dx = O. 
(x ~ t)dx = (4t ~ 3x)dt. 
x' = e·r +t . 
3. Hacer el análisis de estabilidad local de las ecuaciones en cada punto 
de equilibrio 
a) :i; = ~~. = 4x ~ xl. 
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b) x = : = 3x - X:3. 
4. Encontrar la función de demanda en función de los precios que tiene 
elasticidad lineal epq = ap + b Y determinar las condiciones sobre a y 
b para que esta elasticidad esté bien definida. 
5. Determinar la función de demanda que tiene elasticidad constante 
para todo nivel de precios. 
6. Usar el teorema de la envolvente para probar que: 
a) Si la función de producción tiene rendimientos crecientes a esca-
la, la función de costos (óptimos) es cóncava en cantidades. 
b) Si la función de producción tiene rendimientos constantes a es-
cala, la función de costos es lineal en cantidades y 
e) Si la función de producción tiene rendimientos decrecientes a 
escala, los costos son convexos. 
Encontrar en cada caso la forma de los costos como función de las 
cantidades. 
Ayuda: si la función de producción es homogénea de grado 0:. 
C* = A [QgK* + QLL*] = Actq. 
7. Probar que si la función de utilidad es homogénea de grado 0:, la fun-
ción de utilidad indirecta es multiplicativamente separable con res-
pecto a los precios y el ingreso, esto es, 
V(p,m) = V¡(p)VAm) 
y encontrar el grado de homogeneidad de VI. 
8. Probar que si la función de producción es homogénea de grado 0:, la 
función de beneficio es multiplicativamente separable con respecto a 
los precios de los insunos y el precio de venta, esto es. 
II*(p, P) = IIi(p)II~(P) 
y encontrar el grado de homogeneidad de II7. 
9. Las funciones de oferta y demanda para un cierto biell son: 
D(p) = 100 - kp y O(p) = ]J ~ 1000, 
donde k > O. Si la dinámica de los precios se determina por: 
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a) Pt-+-I -Pt = e [D(pt - Pt-¡) - O(pt)l. Encontrar el punto de equi-
librio y las condiciones sobre k y e para que el modelo tenga un 
punto de equilibrio estable. 
b) P = e [D (p( t)) - o (p( t) ) l. Encontrar el punto de equilibrio y las 
condiciones sobre e y k para que sea estable. 
e) Comparar las respuestas de las partes a) y b). 
8.1.4. Ecuaciones lineales de orden n con coeficientes cons-
tantes 
La solución general de una ecuación diferencial homogénea lineal con co-
eficientes constantes forma un espacio vectorial de dimensión igual al orden 
de la ecuación. En particular la solución de la ecuación lineal homogénea 
de segundo orden 
ax" + bx' + ex = O 
forma un espacio vectorial de dimensión 2; su base está generada por dos 
funciones linealmente independientes. Puesto que la función x = ert , pa-
ra algún 1', es múltiplo de sus derivadas, entonces debe ser solución de 
la ecuación; para esto se debe determinar el valor de 1', lo cual se logra 
reemplazando la función y sus derivadas en la ecuación: 
simplificando el't. Los valores de l' deben satisfacer la ecuación carac-
terística, 
aT2 + bT + e = O. 
Las posibilidades para las raíces son: 
1. Si b'2 > 4ae, las raíces 1'[ y 1''2 son reales distintas y la solución de la 
ecuación diferencial es 
2. Si b'2 = 4ac, 1'[ y 1''2 son reales iguales y la solución de la ecuación 
diferencial es 
3. Si b'2 < 4ac, TI y 1''2 son complejas conjugadas, 1'1 = r2 = ex + i(3. La 
sol ución de (1) es 
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donde las constantes, k 1 y k2 son complejas conjugadas. Usando el 
teorema de Euler1 , esta solución se convierte en 
x(t) = k1e(a+i(J)t + k2e(a-i í3)t 
= eat (k1eifJt + k2e-i~9t) 
= eat [k 1 (cos(j3t) + isin(j3t)) + k2 (cos(j3t) - isin(j3t))] 
= eat [(k 1 + k2) cos(j3t) + i (k¡ - k2 ) sin(j3t)] 
= eat [el cos(j3t) + e2 sin(j3t)] 
las constantes, el Y e2, son reales. 
Para la ecuación 
X" + bx' + ex = O 
el punto de equilibrio es x = O, de donde el comportamiento de la solución 
con respecto al equilibrio está dado por el 
lím eTt . 
t---+oc 
Puesto que las raíces de una ecuación cuadrática satisfacen la condición 
2 (1' - 1'1)(1' - 1'2) = l' - (1'¡ + 1'2)1' + 1']1'2, 
entonces las soluciones de la ecuación característica satisfacen la condición 
1'1 + 1'2 = -b y 1'I1'2=e. 
y la estabilidad de la ecuación queda determinada por sus coeficientes en 
la forma: 
1. Si b2 > 4e las raíces son reales distintas y la solución converge si las 
raíces son negativas, lo que se tiene si y sólo si e < O Y b > O. 
2. Si b2 = 4e las raíces son reales iguales con valor -bj2 y la solución 
converge cuando b> O. 
3. Si b2 < 4e las raíces son complejas conjugadas y la solución converge 
cuando la parte real de ellas es negativa, es decir, cuando -bj2 < O. 
La solución de ecuaciones diferenciales lineales con coeficientes constantes 
de orden n se encuentra en forma análoga a la solución de ecuaciones de 
segundo orden. Para la ecuación 
(n) (n-1) "' O anx +an-lx +···+a2X +a¡x +aox= 
¡e iB = cosO + isinO. 
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una solución es de la forma x = e r :r para algún r ya que para esta función 
la derivada de orden k es x(k) = r k e r.1:. Al reemplazar esta función y sus n 
primeras derivadas la ecuación se convierte en 
factorizando y simplificando er;¡; la ecuación anterior se reduce a la ecuación 
característica 
Las raíces de esta ecuación dan los valores de r que sirven como expo-
nentes en la solución de la ecuación diferencial. Como en ecuaciones en 
recurrencia, la solución general es una combinación lineal de las soluciones 
que proporcionan las raíces de la ecuación característica. 
Ejercicios 
1. Probar que si dos funciones f(t) y g(t) son soluciones de una ecuación 
diferencial lineal homogénea, entonces f (t) + 9 (t) Y k f (t) también son 
soluciones de la misma ecuación. 
2. Si r¡, r2 son raíces complejas conjugadas del polinomio característico 
ar2 + br + e = O, r¡ = T'2 = o: + if3. Probar que si la solución de la 
ecuación ax" + bx' + ex = O es x = k1er¡t + k2e r2t , las constantes 
deben ser complejas conjugadas. 
El primer ejercicio prueba que las soluciones de una ecuación diferencial 
lineal homogénea forman un espacio vectorial que resulta ser de dimensión 
igual al orden de la ecuación. La solución general no es otra cosa que un 
elemento arbitrario del espacio generado por las soluciones, las funciones 
que se escogen para generarla no son por tanto arbitrarias. Se busca que 
esas funciones sean base de los espacios solución, para lo cual se deben 
tener tantas como la dimensión del espacio (orden de la ecuación), que sean 
además linealmente independientes. Todo lo anterior se logra probando que 
el determinante 
T I f(t) n (f(t),g(t)) = f'(t) g(t) I g' (t) 
es no nulo para cada una de las soluciones encontradas2 . 
A partir del teorema fundamental del álgebra, la forma de la solución 
general de una ecuación diferencial lineal homogénea con coeficientes cons-
tantes está determinada por las raíces de ecuación característica de la si-
guiente forma: 
2Para la prueba del anterior resultado se puede consultar cualquier buen texto de 
ecuaciones diferenciales, por ejemplo Simmons o Boyce y DiPrima. 
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l. Si todas las raíces son reales distintas, la solución es: 
x(t) = k1eT1t + k2eT2t + ... + kne rn ! 
2. Si una raíz real r se repite m + 1 veces, la solución es: 
x(t) = k1e1"t + k2teT! + k:3 t2erl + ... + k'lItlllelf 
+ otros términos que dependen del 
comportamiento de las otras raíces. 
Esto es, contiene una combinación lineal de: ert , ter!, t2e,.t , ... , tmeT!. 
3. Si la raíz r = a + ib es compleja (también su conjugada es raíz) y no 
se repite, por estas dos raíces (r y su conjugada) la solución es de la 
forma: 
x(t) = k1eat cos(bt) + k2 e"! Sill(bt) 
+ otros términos que dependcn del 
comportamiento de las otras raíces. 
Es decir, contiene una combinación lineal dc las funciones ea! cos( bt) 
Y eat sin(bt). 
4. Si la raíz r = a + ib es compleja (también su conjugada es raíz) y se 
repite m veces, por estas 2m raíces (r y su conjugada) la solución es 
de la forma: 
x(t) = k1eat cos(bt) + k~ e"t sin(bt) + k2teu! cos(bt) + k~te(Jt sin(bt) 
+ ... + km_ltm-1eat cos(bt) + k~II_1tll!-leu! sin(bt) 
+ otros términos que dependen del comportamiento de las 
otras raíces. 
Esto es, contiene una combinación lineal de: eU ! cos(bt), eU ! sin(bt), 
teat cos(bt), teat sin(bt), t 2eat cos(bt), t 2eu { Sill(bt), ... , tk-leu / cos(bt), 
tk-1eat sin(bt). 
La solución general de una ecuación no homogénea se encuentra en forma 
análoga a las ecuaciones en recurrencia, que es la solución de la ecuación 
homogénea más una solución particular 
x(t) = Xh(t) + xp(t) 
donde xp(t) se puede encontrar por el método de coeficientes indetermina-
dos o por variación de parámetros. En el primero se supone que la solución 
particular tiene la misma forma que la función que hace no homogénea la 
ecuación, pero no se conocen los valores de los coeficientes, los cuales deben 
determinarse por reemplazo e igualación. 
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Ejemplo 
Para encontrar la solución de la ecuación 
X" - 2x' + 2x = 2 + 3t + 5t2 . 
Inicialmente se soluciona la homogénea asociada 
X" - 2x' + 2x = O 
su polinomio característico 
1'2 - 21' + 2 = O 
tiene corno raíces 1 + i Y 1 - i. La solución de la ecuación homogénea es: 
La función que hace 110 homogénea la ecuación es 2 + 3t + 5e, por lo tanto 
la solución particular debe ser de la misma forma, esto es, un polinomio de 
segundo grado, 
Para determinar los valores se reemplaza en la ecuación, 
2c - 2(b + 2ct) + 2 (a + bt + ct2 ) = 2 + 3t + 5t2 . 
y se igualan los coeficientes de los polinomios resultantes, 
2a - 2b + 2c = 2, 2b - 4c = 3, 2c = 5. 
Por lo tanto, la solución particular es 
El método de variación de parámetros supone que la solución particular 
es combinación lineal variable de las funciones que generan la solución de 
la homogénea. Este método da fórmulas para la solución particular (ver 
Simmons o Boyce y DiPrima). 
8.2 . Sistemas de ecuaciones diferenciales 
.0.Iuchos problemas de la dinámica económica se pueden modelar por 
medio de un sistema simultáneo de ecuaciones diferenciales autónomas de 
la forma: 
x = d~ = F(X) 
dt 
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Donde X Y F representan vectores; éste es un sistema de n ecuaciones 
diferenciales con n incógnitas. El punto de equilibrio de un sistema es 
aquel donde las funciones involucradas no tienen cambios con respecto al 
tiempo, es decir, donde sus derivadas son nulas: 
x = F(X) = O. 
En algunos casos económicamente es más relevante el comportamiento de la 
solución con respecto a los puntos de equilibrio del sistema, que su solución. 
8.2.1. Diagramas de fase 
El análisis gráfico de sistemas de dos ecuaciones con dos incógnitas 
{
X = f(x, y) 
y = g(x,y) 
sirve para determinar el comportamiento de los puntos de equilibrio y de 
las trayectorias solución del sistema con algunas condiciones iniciales. 
En un diagrama de fase se trazan las curvas que son soluciones del 
sitema, esto es, se grafican las curvas formadas por los puntos (x(t), y(t)) 
de tal forma que los valores de x = x(t) y y = y(t) satisfagan el sistema para 
t en algún intervalo. El sistema geométricamente describe el movimiento de 
una partícula en el plano: la ecuación X = f(x, y) determina el movimiento 
de la partícula con respecto al eje x, ya que x representa el crecimiento de la 
variable x a medida que el tiempo crece; en la región donde x = f(x, y) > O 
la partícula se mueve en la dirección de crecimiento del eje x y en la región 
donde x = f (x, y) < O la partícula se mueve en la dirección hacia donde el 
eje x decrece. De la misma forma y = g(x, y) determina el movimiento de 
la partícula en la dirección del eje y. 
Para hacer el diagrama de fase en un sistema coordenado usual se traza 
la curva f (x, y) = O Y se determinan las regiones donde f (x, y) > O Y 
f(x, y) < O; en la primera la trayectoria solución del sistema se mueve a 
la derecha, x > O, en la gráfica esto se indica por medio de una flecha 
hacia la derecha (-t). En la región donde f(x, y) < O la trayectoria debe 
moverse hacia la izquierda, lo que se indica con una flecha hacia la izquierda 
(+-). Puesto que las trayectorias pueden atravesar la curva f(x,y) = O, si 
lo hace, en el punto de cruce x = O, es decir, en ese punto la tangente a 
la trayectoria debe ser vertical; esto se indica en la gráfica colocando una 
línea vertical (figura 8.4). Para determinar el crecimiento de la trayectoria 
solución al sistema con respecto al eje y se traza el contorno g(x, y) = O 
Y se determinan los contornos superior e inferior, esto es, la región donde 
g(x, y) > O Y g(x, y) < O. En el contorno superior la trayectoria se mueve 
en dirección al crecimiento del eje y, lo que se indica por medio de una 
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y 
f( x, y)= O 
x 
Figura 8.4: El contorno ¡(x, y) = O determina las regiones donde 
la trayectoria se mueve a la derecha o a la izquierda. 
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flecha hacia arriba (1) y donde g(x, y) < O por una flecha hacia abajo (1) 
que indica que la trayectoria se mueve hacia abajo. En los puntos de cruce 
de las trayectorias solución con la gráfica de g(x, y) = O las tangentes a las 
trayectorias deben ser horizontales, allí iJ = O, en la gráfica se indica con una 
recta horizontal atravesada al gráfico de g(x, y) = O (figura 8.5). Al reunir 
y 
g(X,y)=O 
Figura 8.5: El contorno g(x, y) = O determina las regiones donde 
la trayectoria se mueve hacia arriba o hacia abajo. 
el comportamiento de los gráficos anteriores se encuentra el crecimiento de 
las trayectorias solución del sistema y los puntos de equilibrio que están 
en la intersección de las curvas ¡(x, y) = O Y g(x, y) = O; en esos puntos 
x = iJ = O (figura 8.6). 
Las trayectorias solución del sistema se trazan siguiendo el movimiento 
indicado por las flechas y el tipo de cruces encontrados en este proceso. En 
la figura 8.7 se muestran algunas trayectorias. 
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f( x,y)= O 
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g( x,y)= O 
x 
Figura 8.6: Indicaciones del crecimiento ele las trayectorias solución 
del sistema. 
y 
x'=O 
y'=O 
x 
Figura 8.7: Algunas trayectorias solución del sistema. 
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8.2.2. Sistemas de ecuaciones diferenciales lineales 
En algunos casos la solución de un sistema no lineal, como se verá más 
adelante, se puede aproximar por medio de sistemas lineales; por esto, ini-
cialmente se analiza el comportamiento de sistemas lineales. Un sistema es 
lineal si las funciones involucradas son lineales, esto es, el sistema es de la 
forma: 
x = Ax+B 
El vector B detennina la posición del punto de equilibrio pero este vector 
no incide en la estabilidad del sistema. Si B = O el sistema es homogéneo, 
en este caso el punto (le equilibrio está en el origen y por comodidad en el 
análisis sólo se estudia este caso. 
La solución de un sistema homogéneo 
x=Ax 
es de la forma 
x = eTtV 
ya que este vector de funciones tiene por derivada un múltiplo del mismo 
vector, 
para determinar los valores de r y V se reemplaza x y su derivada en el 
sistema originaL 
simplificando eT't, 
rV= AV 
esto indica que r y V son valor y vector propios correspondientes de la 
matriz A. 
En la solución ele un sistema de dos ecuaciones lineales 
{
X = ax + by 
Y = ex + dy 
se trata de encontrar los valores de las v y r que solucionen el sistema, 
como el valor del vector V es no nulo, los valores de r se calculan solucio-
nando la ecuación, 
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que se reduce a 
l
a - r b I 2 C d _ r = (a - r) (d - r) - bc = r - (a + d)r + ad - bc 
= r2 - tr(A)r + IAI = O 
Así, los valores de r vienen dados por 
tr(A) ± Jtr2(A) - 41AI 
rl, r2 = . 2 
que satisfacen la condición 
2 (r - rd(r - r2) = r - (rl + r2)r + rlr2 
por lo tanto, 
tr(A) = rl + r2 y IAI = rlr2· 
Estas raíces pueden ser: 
1. Reales distintas, si y sólo si tr2 (A) > 41 A l. En este caso hay dos valores 
propios distintos a los cuales les corresponden dos vectores propios 
linealmente independientes; a partir de éstos es posible generar la 
solución general del sistema que tiene la forma 
( x(t)) r¡t (VII) 1'2t (V21) = cle + c2e y(t) Vl2 V22 
donde rl Y r2 son los valores propios de la matriz de coeficientes del 
. (Vll) . d' (V21) SIstema, es un vector proplO correspon lente a r I y es 
Vl2 V22 
un vector propio correspondiente a r2. La convergencia de la solución 
no sólo depende de las raíces sino también de los valores iniciales del 
problema: 
a) rl > O Y r2 > O si y sólo si IAI y tr(A) son positivos. Si los valores 
iniciales del problema son distintos del punto de equilibrio, Cl 
o C2 distintos de cero, las funciones exponenciales involucradas 
en la solución crecen y las trayectorias se alejan del punto de 
equilibrio; por este comportamiento el punto se conoce como 
nodo inestable (figura 8.8). 
b) rl < O Y r2 > O si y sólo si IAI < O. La solución del sistema 
converge al punto de equilibrio solamente cuando C2 = O; esto 
implica que para que el sistema converja, los valores iniciales 
deben estar sobre la recta generada por el vector propio corres-
pondiente al valor propio negativo. Por esta razón la recta gene-
rada por este vector se conoce como la senda de convergencia; 
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/ 
d 
-2 -1 
-} -
-2 : 
-3 ' 
y/=o 
x/=o 
1 2 
. {x = 4x - 2y Figura 8.8: DIagrama de fase para el sistema y = 3x - y 
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por este camino existe la única posibilidad de convergencia del 
sistema, en términos de álgebra lineal la senda de convergencia 
es Gen{Vd. Si el valor inicial del problema hace C2 "# 0, esto 
es, se encuentra fuera de la senda de convergencia, la solución 
inicialmente puede acercarse al punto de equilibrio pero luego 
de un cierto intervalo de tiempo divergirá, puesto que valores 
iniciales que tengan coeficientes distintos de cero para la expo-
nencial positiva llevan a la divergencia del sistema. Cuando el 
modelo contiene valores propios con estas características, se dice 
que tiene un punto de silla (figura 8.9). 
20 
10 
-10 ~ -10 -2 O 
{
X = x +y 
Figura 8.9: El diagrama del sistema . 
y = 3x - y 
10 
es un punto de silla. 
c) r1 Y r'2 son negativos si y sólo si IAI > ° y tr(A) < 0, para 
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cualquier valor del punto inicial el sistema converge al equilibrio 
puesto que las exponenciales involucradas convergen a cero. Este 
tipo de punto se conoce como un nodo estable. 
2. Reales iguales si y sólo si tr2(A) = 41AI. En este caso sólo hay un 
vector propio y el espacio solución tiene dimensión dos, por lo tan-
teo es necesario generar otra solución, esto se logra suponiendo una 
solución de la forma 
x = (vV + tV)e rl 
y encontrando el vector W. La derivada en este caso es 
x = (V + Tn' + TtV)e rl 
reemplazando en el sistema original, 
(V + rvV + TtV)e rl ~c: A(vV + tV)e rl 
simplificando eTt , 
(V +rW) +rtV = A(W +tV) 
igualando los coeficientes de este polinomio matricial, 
(V +TW) = AW y TtV = AtV 
de donde los valores de V y W son las soluciones de los sistemas, 
(A-TI)V=O y (A - r1)vF = V 
el primero produce el valor y vector propio del sistema; éste se reem-
plaza en el segundo y se despeja el vector H!. 
Para un sistema de dos ecuaciones con dos incógnitas la solución es 
de la forma 
( x(t)) y(t) TI (Vl1) rt [(WII) t (V21)] = Cle + C2e + VI2 Wl2 V'22 
El sistema converge para cualquier valor de las condiciones iniciales 
si y sólo si r < O (que equivale a tT(A) < O), el punto de equilibrio es 
un nodo estable, y el sistema diverge si r > () (nocla inestable). 
3. Complejas conjugadas si y sólo si tr2 (A) < 41AI. Las raíces se pueden 
escribir en la forma 1'1 = ro¿ = p + (Ji, donde 
p = tr(A)j2 y e = /4IAI -- tr2 (A)' 2· ----
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Los vectores prolJios también son complejos conjugados, V = VI + iV2 
y V = V¡ - iV2 . Por aplicación de la fórmula de Euler, 
Dos soluciones linealmente independientes son: 
y 
Puesto que una combinación lineal de soluciones es solución, entonces: 
Xl +X2 t 2 = eP (cos(et)V1 - sin(et)V2) 
y 
son soluciones de la ecuación. Puesto que son soluciones reales lineal-
mente independientes, cualquier solución debe ser una combinación 
lineal de ellas, esto es, la solución general es: 
(~gD = ept [k¡ (cos(et)v¡ - sin(et)V2) + k2 (cos(et)V2 + sin(et)V1)]. 
Los valores de p producen tres tipos de puntos de equilibrio: 
a) La solución converge si y sólo si p es negativo que equivale a 
tr(A) < O el punto de equilibrio es un punto espiral atractivo 
o convergente. El sistema es globalmente exponencialmente 
estable (figura 8.10). 
b) La solución se aleja del punto de equilibrio si y sólo si p > O, 
el punto de equilibrio es un punto espiral repulsivo o diver-
gente. 
e) Cuando p = O la solución del sistema a partir de una condición 
inicial es cíclica ya que solamente involucra las funciones seno y 
coseno que son periódicas; en este caso el punto de equilibrio es 
un centro. El sistema es lyapunovmente estable (figura 8.11). 
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4 
-2 2 4 
-2 
Figura 8.10: {
X = O,1x - 2y 
. (raíces complejas con parte real 
y = x + O,ly 
positiva). 
61 y'= O 
4 x'= O 
2 
-6 -4 -2 
-2 ' 
-4 
-6 
Figura 8.11: La matriz del sistema es (~ =~) (raÍec's complejas 
con parte real cero). 
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Ejemplos 
1. La matriz de representación del sistema 
{ ~=3X+2Y y =-x 
es (! 1 ~) su polinomio característico, r 2 - 3r + 2, tiene corno raíces 
r = 1 Y r = 2. Los vectores propios correspondientes son (! 1) Y 
(~2). La solución general del sistema es 
( X(t)). t ( 1 ) '2t (-2) y(t) = k1e -1 +k2e 1 . 
El punto de equilibrio es un nodo inestable. 
2. Para el sistema 
{ ~ = 3x + y y=x-y 
1 . 1 . , (3 1) S l·· , . a matnz ( e representaclOn es 1 -1 . u po momIO caractenstIco, 
r'2 - 2r ~~. 4, tiene corno raíces r = 1 - V5 y r = 1 + V5, los vectores 
propios correspondientes a estos valores propios son: ( 1 ) Y 
-2- V5 
( _ 2 ~ vio)· La solución general del sistema es: 
( x(t)) = kle(l~vS)t ( 1 ) + k'2e(1+~)t ( 1 ) . y(t) -2 - V5 -2 + V5 
El punto de equilibrio es un punto de silla, la senda de convergencia (el 
espacio generado por el vector propio correspondiente al valor propio 
negativo) es Gen { (_ 2: vio) }; este espacio corresponde a la recta 
y = -(2 + vIo)x. 
3. El sistema 
{
X = 2x + y 
iJ = -4x + 2y 
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, dI' (2 1) l" , . esta representa o por a matnz -4 2 cuyo po momlO caractenstl-
co es r 2 - 4r + 8. Las raíces de este polinomio son: 2 + 4i Y 2 - 4i Y 
los vectores propios correspondientes son: 
(:i)=(~)+i(~) y (-~i)=G)-i(~). 
Aplicando la fórmula encontrada en el caso de raíces complejas, la 
solución general para el sistema es 
(~gD = e2t [kl (COS(4t) (~) - sin(4t) (~)) 
+k2 (COS(4t) (~) +sin(4t) G))]. 
Los valores de k 1 y k 2 se encuentran usando condiciones iniciales. 
Si se sabe que x(O) = 1 Y y(O) = 3, al reemplazar estos valores se 
encuentra: 
(~~~D = G) = k 1 (~) + k2 (~) = (4~J 
de donde k1 = 1 Y k2 = ~ y la solución del problema con condiciones 
iniciales es: 
( x(t)) = e2t [( cos(4t) ) + ~ ( sin(4t) )] y(t) -4sin(4t) 4 4cos(4t) 
= 2t (COS(4t) + ~ sin(4t) ) 
e 3cos(4t) - 4sin(4t) . 
Para sistemas de ecuaciones diferenciales lineales con más ecuaciones es 
posible hacer el análisis de estabilidad a partir del comportamiento de las 
raíces del polinomio característico, aunque es imposible resumir el compor-
tamiento de la solución en términos de la traza y el determinante corno en 
el caso de sistemas de dos ecuaciones con dos incógnitas; sin embargo, el 
siguiente resultado da el comportamiento de los valores propios a partir de 
los coeficientes del polinomio característico de la matriz de coeficientes. 
Teorema 8.2. (Routh-Hurwitz) El polinomio 
P(>") = ao>..n + al>..n~l + ... + an-I>" + an 
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con coeficientes reales y ao > O tiene todas sus raíces con parte real negativa 
si y sólo si los menores principales de la matriz de Hurwitz 
a[ a:3 a5 a7 O O 
ao a2 a,1 a6 O O 
O al a:3 a5 O O 
O ao a2 a4 O O 
O O O O an-l O 
O O O O an-2 an 
son todos positivos. 
La matriz de Hurwitz contiene en la primera fila los coeficientes impares 
del polinomio característico, en la segunda los coeficientes pares, la tercera 
y la cuarta filas son idénticas a la primera y la segunda antecedidas por cero, 
la quinta y la sexta son iguales a la segunda y la tercera antecedidas por 
cero, etc. La diagonal (al, a2, a:3, ... , an ), está formada por los coeficientes 
de la ecuación salvo el coeficiente ao. 
El comportamiento de un sistema no lineal de dos ecuaciones diferen-
ciales con dos incógnitas que se pueda reescribir en la forma 
x = AX + H(X), 
donde A es una matriz 2 x 2, X = (~) y H es una función de ~2 a ]R2, 
puede ser determinado por medio del siguiente 
Teorema 8.3. Sea 
{ 
ll(,T,y) 
G(x, y) = t X2 +Y2 
si G es continua en (O, O), entonces: 
si (x, y) -# (O, O) 
si (x, y) = (O, O) 
1. Si el punto de equil'ibrio de X = J X es estable, entonces el punto de 
equilibrio de X = J X + H (X) es estable, y 
2. Si el punto de equilibrio de X = J X es inestable, entonces el punto 
de equilibrio de X = J X + H(X) es inestable. 
Este teorema o la aproximación del sistema en los puntos de equilibrio 
por un sistema lineal vía la aplicación del teorema de Taylor da el compor-
tamiento de los puntos de equilibrio en sistemas no lineales. En sistemas 
no lineales este comportamiento lo establece el determinante y la traza de 
la matriz jacobiana, J. 
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Ejemplo 
El sistema 
{
X = X2 + y2 - 1 
Y = 2xy 
tiene cuatro puntos de equilibrio (1,0), (-1,0), (0,1) Y (0,-1); éstos son 
las soluciones del sistema 
{
x
2 + y2 - 1 = ° 
2xy = O 
para estudiar su comportamiento se analiza la traza y el determinante de 
la matriz jacobiana, 
(
Di: 
a J(x, y) = a~ 
ax 
g.~) (2X 2Y) 
cJy , 
ay 2y 2x 
en cada uno de los puntos: 
1. En (1, O), J(l, O) = (~ ~), su traza es 4 y su determinante es 4, las 
raíces del polinomio característico son ambas 2, el punto ele equilibrio 
es un nodo inestable. 
(-2 O) 2. En (-1,0), J(-l,O) = ° -2 su traza es -4 y su determinante 
es 4, las raíces elel polinomio característico son ambas - 2 Y el punto 
de equilibrio es un nodo estable. 
3. En (O, ±1), J(O, ±1) = (~2 ~2) su traza es ° y su determinante 
es -4, las raíces del polinomio característico son 2 y - 2, por lo tanto 
esos puntos de equilibrio son puntos de silla. 
Ejercicios 
1. Encontrar la solución del sistema X = AX y analizar la convergencia 
si la matriz A es: 
a) (=1 -l) b) G -1) -2 e) G -5) -1 d) (~4 -;1) 
e) G ~) J) G D g) (~2 ~2) h) (-2 3 -2) 5 
i) (~2 ~2) j) (~ ~) k) (-;1 O ) -1 l) G n 
m) (~1 ~2) n) G ~1) o) (-;2 ~)1) p) (~ ~) 
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2. Analizar el comportamiento de la solución del sistema 
{ 
. 1 1 2 
x = (iX + (iY-
. _ 5 1 
Y - 12 X - 12 Y + 5 
con las condiciones iniciales Xo = 1 Y Yo = 2. 
3. Hacer el diagrama de fase para cada uno de los sistemas y anali-
zar el comportamiento de los puntos de equilibrio usando la matriz 
jacobiana: 
a) {j ~ xl - X - JI b) ti; o xy 
Y=X-Y y = 4 - x 2 _ y2 { , te ~ y3 - X - Y e) x=x --4-y d) 
. 2 Y = x - 3y y=4-x -y 
e) ti; ~ .r' - JI' y = 4 - x 2 _ y2 f) {x ~ x-y Y = 4 - y2 
4. El sistema 
{
X = :r: - y2 - 2y 
Y = x + y2 - Y - 6 
tiene dos puntos de equilibrio. 
a) U tilizar el teorema de Tay lor para linealizar el problema anterior 
y analizar el comportamiento de los puntos de equilibrio. Hacer 
los diagramas de fase correspondientes. 
b) ¿Qué conclusiones se pueden sacar a partir de las partes a y b? 
5. Las ecuaciones para la demanda y la oferta son: 
D(p) = 5jj + 2p + 4p - 98 
O(p)=jj-2p+2p-2 
a) Hallar la solución del modelo, suponiendo que el mercado está en 
equilibrio en cada momento. 
b) Analizar el comportamiento del mercado si ocurre un desequili-
brio del mercado en el momento t = O que aparta los precios de 
su nivel de equilibrio, tal que p(O) = 32 y p(O) = 35. 
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6. Analizar los puntos de equilibrio del sistema no lineal 
{
X = 0,5x - y 
y = 3x - X 3 - 2y 
7. Trazar el diagrama de fase y analizar, por medio de la matriz jaco-
biana, los puntos de equilibrio del sistema: 
{~ = a'2x - x 3 - y y = x-y. 
Donde 1 < a < v'3. 
8. Encontrar condiciones sobre el parámetro a para que los puntos de 
equilibrio del sistema sean estables: 
{ ~ = x - x:J - ay y = x-y. 
9. Una versión del modelo de Phillips para la interacción entre la tasa 
de inflación y la tasa de desempleo es: 
{
ir(t) = (3 (p(t) - 11'(t)) 
u(t) = a + b11'(t) - O'p(t) 
ú(t) = k(p(t) - ,,) 
donde p es la tasa de inflación, 11' es la tasa de inflación esperada, u es 
la tasa de desempleo y todos los coeficientes son positivos. Se supone 
que (b - 0') (3 = k. Encontrar, si las hay, las condiciones de estabilidad 
del modelo y determinar su comportamiento. 
10. Otra versión del modelo de Phillips es: 
{
ir(t) = (3 (p(t) - 11'(t)) 
p(t) = a - bu(t) + 0'11'(t) 
ú(t) = k(p(t) - ,,) 
donde todos los coeficientes son positivos. Se supone que 0'(3 - (3 = bk. 
Determinar: 
a) La solución del modelo, es decir, p(t), 11'(t) Y u(t). 
b) El punto de equilibrio, su tipo y su comportamiento con respecto 
a estabilidad. 
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8.3. La dinámica en economía 
8.3.1. Los enfoques discreto y continuo de un modelo de 
Samuelson 
Esta sección examina el andamiaje matemático necesario para compa-
rar las concepciones dinámicas en un modelo propuesto por [S, pp. 265 Y 
ss.] para mostrar que los procesos de ajuste son diferentes cuando se traba-
ja con tiempo continuo o discreto; para ello Samuelson utiliza un modelo 
keynesiano bastante sencillo. 
8.3.2. Caso estático 
Considérese el sistema 
{ C(T,~)+I+a=Y F (T, l' ) - 1 = -(3 L(T,Y) = M 
T es la tasa de interés, Y es el ingreso, 1 representa la inversión, C correspon-
de a la función de consumo, F representa la eficiencia marginal del capital, 
L es la función de preferencia por la liquidez, M es la cantidad de dinero. 
El parámetro a mide los desplazamientos hacia arriba de la propensión a 
consumir. (3 cuantifica los desplazamientos hacia arriba de la eficiencia mar-
ginal del capitaf3. El sistema tiene tres ecuaciones y tres incógnitas (T, Y, I). 
Al reordenar la primera ecuación y derivar con respecto al parámetro a, 
{
CrTn + CyY;~ - Ya ~ la = -1 
FrTü + Fy Y;, - In - O 
LrTn: + L}Y;, = O 
Con respecto al parámetro (3, 
Con respecto a M, 
{ 
CrT.{3 + Cy Y{3 - Y¡J + 1(3 = O 
Fr T ('¡ + FYY¡3 - 1(3 =-1 
LrT [3 + LyYr.¡ = O 
{
Cr™ + CYYM - YM + h1 = O 
FrTM + FYYM - 1M = O 
LrTM + LYYM = 1 
3Mientras que la pendiente de las curvas está determinada por la propensión marginal 
a consumir y la eficiencia marginal del capital, los parámetros "a" y ";3" definen el punto 
de corte de la curva con la vertical. 
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En forma matricial los sistemas se transforman en 
Y 
(
el' 
F,. 
L,. 
ey -1 
Fy 
Fy 
1 ) (ro) (--1) 
-1 11;, = O 
O In O 
(~ Cy 1 1 )(,,,) e ) Fr Fy -1 Y:i = --1 
L,. F)- O II) O 
C' Cy -1 1 )(,\1) C) F,. Fy -1 YA! = O 
L,. Fy O rH 1 
La solución de cada uno de los tres sistemas anteriores se obtiene premul-
tiplicando por la inversa de la matriz de coeficientes. 
1 -L,. 
( 
Ly 
~ F,.Ly - FyL,. 
Siendo, 
Ly 
-L,. 
(ey - 1) L,. - e"L,. 
el' e} -1 
~ = IF,. Fy 
L,. Fy 
1 - C\- - F)- ) 
e,,+F, 
e,.F} - (e) -l)F,. 
1 
-1 
O 
La propensión marginal a consumir es mayor que cero (e) - > O). La efi-
ciencia marginal del capital es positiva con respecto al ingreso (F)- > O) Y 
negativa con respecto a la tasa de interés (F" < O). La demanda de dinero 
aumenta con el ingreso (Ly > O) y disminuye cuando la tasa de interés sube 
(L,. < O). La respuesta del consumo a las variaciones de la tasa de interés es 
más incierta. Si los intereses suben es probable que aumente el ahorro, pero 
también puede presentarse un aumento del consumo si la persona interpreta 
el alza de las tasas de interés como el comienzo de un proceso inflacionario. 
Por consiguiente, el signo de el' es desconocido. 
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A partir de los sistemas matriciales se tienen las soluciones: 
Puesto que el signo de C,. es incierto, [S] concluye que no es posible precisar 
si ~ es positivo o negativo. A renglón seguido duda que un modelo estático 
como el presentado tenga la capacidad de explicar el comportamiento de la 
economía keynesiana. La inversión (1) no es estática. A través del tiempo 
se va ajustando en función de la diferencia entre la inversión actual y la 
inversión deseada. Este hecho obliga a considerar un esquema de análisis 
de carácter dinámico. 
8.3.3. Caso dinámico. Tiempo continuo 
Expresando el sistema original en forma dinámica y en tiempo continuo 
se tiene: 
{
y = 1 - [Y - C (r, Y) - a] 
0= F (r, Y) - 1 + (3 
0= L (r, Y) - M 
Al linealizar este sistema mediante la expansión en polinomio de Taylor de 
primer orden de las funciones C, F y L, se obtiene: 
y = 1 - [Y - { C (O) + (b~.' (O) r + g~: (O) y} - a] 
= 1 - [1 + C), (O)] Y - C (O) - CT (O) r - a 
F (O) + Fr (O) r + Fy (O) Y - 1 + (3 = O 
L (O) + L,. (O) r + L), (O) Y - M = O 
Despejando 1 en la segunda de estas ecuaciones y reemplazando en la pri-
mera, 
y = F (O) + Fr (O) T + F) (O) Y + (3 - [1 + Cy (O)] y - C (O) - el' (O) r - a 
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Al simplificar la ecuación anterior se tiene: 
Y=B+~Vr+TY 
con B, W y T constantes. Despejando r en la tercera ecuación del sistema 
y reemplazando en la anterior, 
. W 
y = B + -(-) [M - L y (O) Y - L (O)] + TY 
rL O 
esta ecuación se reescribe 
y = aY + b 
a y b son constantes. Esta última es una ecuación diferencial lineal, cuya 
solución es 
b 
Y = -- + Y(O)e at = Y(J + ajea! 
a 
Reemplazando esta expresión en la segunda y la tercera ecuaciones del 
sistema, 
{
F (O) + Fr (O) r + Fy (O) [Yo + aleat ] - 1 + (3 = O 
L (O) + Lr (O) r + Ly (O) [Y() + alea!] - M = O 
Al despejar r de la primera de éstas e 1 de la segunda, las expresiones 
resultantes toman la forma 
{
r = rO + a2eat 
1 = 10 + a3eat 
Estas soluciones son idénticas a las de [S]. Para determinar las condiciones 
de estabilidad, derivamos Y con respecto a t: 
y = a(Y - yo) 
Al reemplazar en la primera ecuación del sistema original, 
1 - [Y - C (r, Y) - 0:] = a (Y - Y()) 
Simplificando y ordenando términos, 
C(r,Y) - (1 +a)Y +1 + aYo =-0: 
Al reemplazarla por la primera del sistema, éste se convierte en 
{
c(r,Y) - (l+a)Y +1 + aYo =-0: 
F(r,Y)-I=-{3 
L(r,Y)=M 
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La solución es similar a la del caso estático. Basta reemplazar la inversa de 
la matriz de coeficientes por la inversa de la matriz 
e Cy - 1 - a ~1) F,. Fr' L,. Fy 
Y ~ por 
C,. Cy - 1- a 1 
~ (a) = F,. Fy -1 = ~ + aL,. 
L,. Fy O 
en el sistema de soluciones estáticas. Las soluciones del sistema ofrecen un 
equilibrio estable sólo si a < O. 
Cuando el sistema es estable, el aumento de la eficiencia marginal del 
capital (o) se traduce en mayores tasas de interés y un ingreso más alto. 
De la misma manera, cuando la propensión marginal a consumir crece ({3), 
la tasa de interés y el ingreso aumentan ([G-P1]). 
8.3.4. Caso dinámico. Tiempo discreto 
Considerando la inversión como un parámetro independiente, se tiene 
Yi=C(f,Yi-l)+l 
Puesto que la tasa de interés es constante, C no depende de r. Desarrollando 
C en polinomio de Taylor 
C (r, Yi) = C (Yi) = C(Yr)) + CYo (yt - Yo) 
y reemplazando en 
Yi O~ C (Yr)) + C y() (Yi-l - Yo) + 1 
A es una constante. La ecuación es una ecuación en diferencias de primer 
orden que tiene como solución 
Donde J{ y B son constantes. Esta solución es estable sólo si 
ICr!) I < 1 
En el punto de expanSlOn Yo la propensión marginal a consumir puede 
estar en el rango que va desde menos uno a uno. Samuelson dice que la 
propensión marginal a consumir no necesariamente tiene que ser positiva. 
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En algunas circunstancias se presenta des ahorro y ello no es incompatible 
con el equilibrio. 
Si la inversión es variable pero la tasa de interés se mantiene fija, 
C (f, Yt-d - Yt + Jt = O 
F (f, Y¡) - JI = O 
Al reemplazar los desarrollos de Taylor de primer orden de C y F en las 
dos ecuaciones anteriores se llega a 
C (Yo) + CY() (Y¡ - Yo) - Y¡ + 11 = () 
F (Yó) + FY() (Y¡ - Y()) - 11 = O 
Despejando la inversión en la última de éstas y reemplazando el resultado 
en la primera, 
e (Yo) + CYo (Y¡ - Y()) - yt + F (Yo) + F Yíl (Y¡ - Yi)) = () 
De donde se sigue que el ingreso del período t es 
Clí) 
yt = , Y¡-I + D 
- P l () 
D es una constante que depende de los valores iniciales de cada una de las 
variables involucradas. La solución es 
yt = Kl [ Clí) ] 1+ E 
1- F}íl 
Sustituyendo este resultado en la expresión para 1, 
[1 ~ F (Yo) + Fyo {KJ [1 (7';,J + E - Y¡I} 
El equilibrio es estable si 
11 ~~y 1 < 1, ó -11 - F}'i < C} < 11 - F)I· 
Finalmente, considérese la situación en la que ninguna de las variables 
está dada. 
{
c (TI, Y¡-l) - yt + 1t = () 
F (Tí, yt) - Jt = () 
L h, Yt) - Mi = O 
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Sustituyendo los desarrollos de e, F y L en las respectivas ecuaciones, 
{
eo + ero (rl - ro) + ~Y() (Yi-l - Yo) - ~ + Jt = O 
Fo + Fro (rl - ro) + }Y¡) (Yi - Yo) - Jt - O 
Lo + Lro (rl - ro) + L'rl) (Yi - Yo) - M = O 
Reemplazando la inversión y la tasa de interés, 
eo + ero (rl - ro) + Gyo (Yi-l - Yo) - Yi + Jt 
e Gro + Fro [ ()] e ( l./" ) = o + A1 - Lo - LyO Yi - Yo + Yo Yi-l - LO 
L,.o 
+ Yi (F}i) - 1) + Fa + Fr()ló 
Despejando el ingreso del período t, 
[F 1 L}() (Gro + FTO )] l./" - e l./" + S )i) - - L Lt - - róLt-l 
ro 
Yí= 
La solución es 
La condición de estabilidad es 
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Relación entre, de una parte, los desplazamientos hacia arriba de la propen-
sión marginal a consumir (CIé) Y de la eficiencia marginal del capital (f3) y, de 
otra parte, la tasa de interés (r) y el ingreso (Y). Al comparar las soluciones 
y sus condiciones de convergencia, se observa que éstas no coinciden. 
Capítulo 9 
Optimización dinámica 
En economía se presentan problemas como los siguientes: ¿Cuál debe ser 
el consumo durante un intervalo para que la utilidad total a valor presente 
tenga el valor más grande posible? ¿Cómo deben ajustarse en un cierto 
periodo las tasas de cambio, de interés y de desempleo para que la inflación 
baje a cierto nivel? En ellos se quiere determinar cómo se deben manejar 
las variables de control para determinar el comportamiento de otra u 
otras variables de estado. Este tipo de problemas se ajusta a alguno de los 
siguientes tipos: 
Optimizar 1T F (t, x(t), x(t)) dt 
sujeto a x(a) = X a 
x(T) = XT 
}' 
Optimizar 1 F (t, x(t), u(t)) dt 
sujeto a x(t) = f(t, x(t), u(t)) 
x(a) = X o 
x(T) = XI' 
en caso de que las variables involucradas sean continuas y 
T T 
Optimizar L F (t, Xt, ~xd Optimizar L F (t, XI, Ut) 
t=a l=co 
sujeto a Xt = f (t, Xl~l, Ut--¡) 
con algunas condiciones para x a y x}', cuando las variables sean discretas. 
Estos últimos problemas se solucionan usando las técnicas de optimización 
estática. 
El primero es un problema de cálculo de variaciones, el segundo de 
control óptimo, En este tipo de problemas se trata de conseguir las funciones 
x (t) Y u( t) o las sucesiones Xt y Ut para las que las integrales toman su valor 
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máximo o mínimo. Estas funciones reciben el nombre de sendas óptimas 
para el problema. La función x recibe el nombre de variable de estado y la 
u variable de control; se está interesado en saber el comportamiento de x 
usando u para determinar ese comportamiento. 
En general las condiciones x(a) y x(T) no necesariamente son constan-
tes, pueden ser libres o tomar valores en función de a ó T. Estas condiciones 
se conocen con el nombre de condiciones de transversalidad. Para el 
caso en que el problema esté definido sobre el intervalo [O, T] Y x(O) sea 
fijo, T y XT pueden ser: XT Y T fijos, XT fijo y T libre, XT libre y T fijo, y 
XT Y T libres. Estas condiciones también se pueden dar para a y x(a) en 
X( T) i 
X(O) 
X( 
T 
Figura 9.1: Comportamiento de la función x(t) cuando T y XT son 
fijos y cuando T es fijo y XT es libre. 
X( T). 
X(O) \ X( O) 
------
Figura 9.2: Comportamiento de la función x(t) cuando T es libre 
y XT es fijo y cuando T y XT están libres. 
t 
problemas definidos en el intervalo [a, T]; para cada una de las posibilida-
des se deben encontrar condiciones de optimalidad sobre la función y las 
condiciones de transversalidad involucradas. 
9.1. Cálculo de variaciones 
Para encontrar las condiciones necesarias que debe cumplir una función 
para que sea senda óptima, se parte del supuesto de que x* (t) es la solución 
230 CAPÍTULO 9. OPTIMIZACIÓN DINÁMICA 
del problema y se trata de encontrar las condiciones que esta función debe 
satisfacer. Si x* (t) Y T* son las variables de estado y el tiempo de termi-
nación que solucionan un problema de cálculo de variaciones, entonces la 
función 
T 
V (x (t)) =.f F (t, x (t), x (t) ) dt 
alcanza su óptimo en x*, T*. La función x* debe por lo tanto ser factible, 
esto es, satisface las restricciones x*(a) = xo, x*(T) = X'f'. Como en el caso 
de optimización estática, el procedimiento para encontrar las condiciones 
necesarias es alterar el óptimo. Esto se logra usando una función fija h(t) 
no nula que satisfaga la condición h( a) = O de tal manera que la función 
x(t) = x*(t) + Eh(t) sea una solución factible para cada E real (ver gráfica 
9.3), !:J.T distinto de cero y T = T* + E !:J.T , con esto se busca encontrar 
las condiciones que debe satisfacer x* y T* para que sean la solución al 
problema, esas condiciones deben ser independientes de h y !:J.T que de 
antemano se fijan arbitrariamente no nulas. Si se reemplazan los x y T 
X' 
X'+Eh 
h T* T*+Ef:.T 
Figura 9.3: Gráfica de la solución, x* y T*, Y la variación, 
x(t) = x*(t) + Eh(t) Y T = T* + E!:J.T. 
así construidos en V y se tiene en cuenta que x*, h Y !:J.T son fijas (x* por 
ser óptima y h Y !:J.T porque se fijaron previamente), se encuentra que la 
función V depende solamente del valor de E en la forma 
{T*+u3.T 
V (E) = V (x(t)) = .la F (t, x*(t) + Eh(t), x*(t) + Eh(t)) dt, 
es decir, una función de una variable real. Para determinar las condiciones 
que satisface el óptimo de V( E) se usan las herramientas del cálculo diferen-
cial en una variable. La hipótesis que x* es la solución del problema equivale 
a que V alcanza su óptimo en E = O, entonces la condición necesaria que 
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debe satisfacer V (E) es 
Usando la regla de Leibniz, 
dV (O) = O 
dE 
~ (JI> f(x, t)dt) = Jb of (x, t) dt 
dx (1 a OX 
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y el teorema fundamental del cálculo, la derivada de V con respecto a E es 
dV (f) = j'" t-dl uF (t, x*(t) + Eh(t), x*(t) + Eh(t)) dt 
dE (1 OE 
+ F (t, x*(t) + Eh(t), X*(t) + Eh(t)) I (b.T) T*+E6.T 
·'*+(2:,.F 
= j [D¡F(- .. )h(t)+D2F(- .. )h(t)]dt 
+ F (- .. ) 11'* +< 2:,.T (b.T) 
De donde, 
'j'* ~~ (O) = J [DI F (t, x*(t), x*(t)) h(t) + D 2F (t, x*(t), x*(t)) h(t)] dt 
+ F(t,x*(t),i:*(t))IT* (b.T) = O. (1) 
Para escribir esta condición, de primer orden, sin que se involucre la función 
h es necesario transformar la integral, 
J'* D2F (t, x*(t), x*(t)) h(t)(t)dt 
usando integración por partes tomando 
IL = D2F (t, x* (t), x* (t)) y dv = h(t)dt, 
se tiene, 
d [D2F (t,x*(t),x*(t))] ( ) 
du = dt dt y v = h t . 
ASÍ, 
JT* D'2F (t, x*(t), x*(t)) h(t)dt = D2F (t, x*(t), x*(t)) h(t)I~* 
~ J'1'* d [D2F (t, x*(t), x*(t))] h(t)dt, 
" dt 
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por la condición h( a) = 0, impuesta a h, esta ecuación se convierte en 
¡T* D2F (t, x* (t), x* (t)) h(t)dt =D2F (T*, x* (T*), x* (T*)) h(T*) 
-lT* d [D2F (t, x*(t), x*(t))] h(t)dt 
a dt 
Al reemplazar este resultado en la ecuación (1) Y factorizar, se tiene 
dV l T* ( d (D2F)) dE (O) = a DIF - . dt h(t)dt + (D'2 F ) hlT* + FIT* (~T) = O. 
Puesto que la función h es arbitraria, esta última ecuación se satisface si: 
y 
D1F(t,x*(t),x*(t)) = d[D2F(t,x*(t),x*(t))] 
dt (2) 
(D2F(t,x*(t),x*(t)))h(t)IT* + F(t,x*(t),x*(t))IT* (~T) = ° (3) 
La ecuación (2) generalmente se escribe en la forma 
F _ d (Fr) 
x - dt 
Y se conoce como ecuación de Euler. Usando la regla, de la cadena esta 
condición se reduce a: 
Fx = Fu + Fx:rx + Fj.i;x 
La ecuación (3) debe independizarse de h. Para esto se hace E 1 Y se 
utiliza una diferencial en la aproximación: 
x* (T* + ~T) - x*(T*) ~ x(T*)~T 
y a partir de ésta se desprende del gráfico 9.3 que: 
~XT == x (T* + ~T) - x*(T*) ~ h(T*) + x(T*)~T 
de ahí, 
h(T*) ~ ~XT - x(T*)~T 
aplicando esta aproximación a la ecuación (3), 
(D2F) (~XT - xlT ~T) + FIT ~T = 0, 
Después de asociar, 
Fxl T ~XT + (F - xFx)IT ~T = O. (4) 
Esta ecuación produce cuatro condiciones de transversalidad sobre 
x(T) = XT: 
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1. Si T Y Xl' son fijos, ~x y ~T son ambos cero. La ecuación (4) se 
satisface, por lo tanto no hay condiciones fuera de las dadas por las 
restricciones del problema. 
2. Si T es fijo y Xl' es libre, ~T es cero, ~XT i= O Y la ecuación (4) 
equivale a 
F.i;I T =0. 
3. Si T es libre y X'l' es fijo, ~x es cero, ~T i= O y (4) es en este caso 
(F - i;Fx)IT = O. 
4. Si T y X'j' son libres y x(T) toma valores sobre la gráfica de la función 
g(T), esto es, x(T) = g(T). Usando la diferencial para aproximar el 
valor del incremento, 
~XT = g(T + ~T) - g(T) ~ g' (T)~T 
reemplazando en (4) con ~T i= O la ecuación equivale a 
((g' - i;) Fi; + F) I T = O 
La ecuación de Euler para problemas que contienen varias variables de 
estado, esto es, cuando la función involucrada en el problema es f (t, X, X) 
(X representa el vector de las n variables de estado del problema), es el 
sistema de ecuaciones diferenciales de segundo orden: 
para i = 1,2, ... , n 
Ejemplo 
Para encontrar el plan de consumo de un consumidor que desea maxi-
mizar su utilidad, u(c) = d'" con O < a < 1, descontada a una tasa 8. Si 
dispone de un capital inicial ka, desea gastar todo el capital en un intervalo 
de tiempo T en el cual el capital se halla invertido a tasa de interés r. El 
problema es 
Maximizar {T e-Jt (c(t)t dt Jo 
sujeto a k(t) = rk(t) - c(t) 
k(O) = ka 
k(T) = O 
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Despejando e en la restricción, 
e = rk ~ k 
reemplazando en el objetivo, el problema se reduce a 
T 
Maximizar 10 e-M (rk(t) ~ k(t))" dt 
sujeto a k(O) = ko 
k(T) = O 
Las derivadas necesarias en la ecuación de Euler para 
F (t, k, k) = e-M (rk(t) ~ k(t)) n 
son 
Fk = e-(jta rk - k 1', _ ( ,)n-1 Fj,. = ~e-Ma (1'k - k)"l 
F- = óe-(jta (rk ~ k)n-1 kt ' Fj,,¡, = ~e-Ma(n: ~ 1) (rk ~ k) n-2 l' 
( ')"-2 Fkk = e-Ma(a ~ 1) rk - k , 
La ecuación de Euler 
Fk = Fi,;t + F¡,¡..k + Fj"j,.k 
se reduce a 
,,( ,)n-1 (j ( ')"-1 _ (' ,),,-2, e-ta rk~k 1'=6e- t a 1'k~k --e--Ma(a--1) 1'k~k 1'k 
+ e-(jLa(a ~ 1) (rk ~ k) (\ -2 k 
Simplificando factores comunes, 
(1'k - k) l' = 6 (rk ~ k) - (a ~ l)rk + (a ~ 1)k. (5) 
Ordenando y simplificando nuevamente, 
(a - l)k ~ (ar ~ 21' + 6)k + (81' ~ 1'2 )k = O 
Las raíces de la ecuación característica correspondiente son 
(a1' ~ 21' + 8) ± )(ar ~ 21' + 8)2 ~ 4 (a ~ 1) (81' ~ 1'2) 
l' -----------~------------------------
1,2- 2(a~1) 
/ 2 (ar -- 21' + 8) ± V (al' ~ 6) 
2 (a ~ 1) 
(ar ~ 21' + 8) ± (CtT ~ 8) 
2(C\'~1) 
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con el signo positivo 1'¡ = l' Y con el negativo 1'2 = ~:::'{. Así la solución a la 
ecuación de Eulcr es 
(
15 ~ r ) k(t) = a¡ exp --t + a2 exp (rt) 
o:~l 
Los valores de las constantes a¡ y a2 se determinan con las condiciones k(O) 
y k (T). Esta expresión y la correspondiente para c( t) dan los valores del 
capital y el consumo en cada instante t del intervalo. 
Ejercicio 
Usar las restricciones del problema para determinar los valores de las 
constantes a¡, (12 Y la función de consumo c(t). 
A partir de la ecuación (5) y la restricción diferencial es posible hacer 
un diagrama de fase para encontrar el comportamiento de la interacción 
entre el capital y el consumo. La ecuación (5) equivale a 
Reemplazando el valor de e despejado de la restricción diferencial, e 
rk ~ k, esta ecuación se convierte en 
(o: ~ l)c = (15 ~ r)c 
Esta ecuación y la restricción del problema original producen el sistema 
{
. 5-r 
e = u-¡ e 
k = rk ~ e 
c = ° corresponde al eje horizontal y k corresponde a la recta con pendiente 
r < 1 (r es la tasa de interés); o en forma matricial, 
(f) = C~{ ~) (~) 
La matriz de coeficientes tiene traza 5-'1' + r y determinante .5-'1 r. Si la (Y- (Y-
tasa de interés es mayor que la tasa de descuento, la traza y el determinante 
son positivos. Además, como 
( r5~r )2 r5~r --+r ~4--r= 0:~1 0:--1 ( r5~r )2 -- ~r > 0, 0:~1 
el punto de equilibrio es inestable. Puesto que el intervalo de tiempo es 
finito, la trayectoria de la interacción representa la variación del capital 
y el consumo en ese intervalo a partir de un capital inicial positivo hasta 
agotar el capital y sus rendimientos. 
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e 
0-- ~.1' 
k=O 
c=O k 
Figura 9.4: Diagrama de fase para la interacción entre el 
capital y el consumo. 
Ejercicio 
Justificar los signos de la traza y el determinante en el ejemplo anterior. 
Ejemplo 
En el problema 
, T 
Optimos de r vff+X2 Jo x dt 
sujeto a x(O) = O 
x(T) = T - 5 
la condición de transversalidad x(T) = T - 5 hace que T y x(T) sean libres. 
La ecuación de Euler para F(t, x,;:i;) = v'1;-:i;2 es 
vff+X2 
x2 
;:i;. 1 .. 
x2J1 + ;:i;2
x 
+ x (1 + ;:i;2):l/2 x 
simplificando se tiene sucesivamente: 
v'f+X2 
x2 
;:i;2 x 
x2J1 + ;:i;2 + x (1 + ;:i;2)3/2 
- (1 + ;:i;2)2 = - (1 + ;:i;2);:i;2 + xx 
-1 - 2;:i;2 - ;:i;4 = _;:i;2 - ;:i;l + xx 
-1 =;:i;2 + xx 
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-1 = d (xx) 
dt 
esta última ecuación es separable, transponiendo términos, 
integrando, 
d (xx) = -dt 
xx = -t + a, 
dx ó x- = -t+a 
dt 
Transponiendo nuevamente, 
xdx = (-t + a) dt 
integrando, 
X2 -t2 
- = - + at + b ó x2 = - t 2 + 2at + 2b 22' 
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Para calcular el valor de las constantes se reemplazan las condiciones ini-
ciales, 
X2(0) = _02 + 2a(0) + 2b = 2b = O, 
de donde b = O. Por otra parte, 
x2(T) = _T2 + 2aT = (T - 5)2. 
Puesto que esta última ecuación tiene dos incógnitas, una constante a de 
integración y el instante T de terminación del proceso, se hace uso de la 
condición (4) de transversalidad para conseguir otra ecuación que permita 
encontrar los valores de esas incógnitas, para el caso g(T) = T - 5, g' (T) = 1 
Y la condición es 
( (1 - x) x. + V1+±2) = O xVI + x2 x 
T 
multiplicando por xvI + x2 1 ' 
T 
((1 - x) x + 1 + x)lr = O 
simplificando, 
(x - x2 + 1 + x2) IT = (x + l)IT = O 
usando la condición xx = -t + a 
-T+a 
x(T) = x(T) = -1, ó - T + a = -x(T) = -(T - 5) 
de donde a = 5. Reemplazando este resultado en -T2 + 2aT = (T - 5)2, 
produce 
2T'2 - 20T + 25 = O 
cuyas solución es 
10 ±)50 T= . 
2 
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Ejercicios 
1. Probar que otra forma para la ecuación de Euler es: 
ft = d (J - ± f¡. ) 
dt 
2. Supóngase que T y Xr son fijos en la función V(f). Derivar con res-
pecto a E la ecuación: 
~~ = ¡T [Fx (t, x* + Eh, ±* + Eh) h + Fj> (t, x* + Eh, ±* + Eh) h] dt 
para encontrar las condiciones de segundo orden que se deben satis-
facer para que el problema tenga un máximo o un mínimo. 
3. Clasificar, usando el resultado encontrado en el ejercicio anterior, las 
soluciones encontradas en los ejemplos presentados en el texto. 
4. Solucionar el último ejemplo con la condición terminal, (T -- 9)2 + 
(x(T))2 = 9 Y determinar, justificando adecuadamente, si la solución 
proporciona un máximo o un mínimo. 
5. Solucionar el problema 
T 
Máximo r e-O,flt [10u(t) -u2 (t)] di, Jo 
sujeto a ±(t) = 15 - x(t) -- u(t), x(O) = l~(T) = 20, 
por medio de cálculo de variaciones y usar las condiciones de trans-
versalidad para encontrar los valores de las constantes de integración. 
6. Para el siguiente problema: 
Óptimo JT [x (± - x) - x2 - 2 (± - x)2] dt, sujeto a x(l) = 2. 
a) Encontrar la solución de la ecuación de Euler. 
U sar las condiciones de transversalidad para calcular las cons-
tantes de integración de la función solución, si: 
b) T=4yx(4)=3. 
e) T es libre y x(T) = 3. 
d) T = 4 Y x(4) es libre. 
e) T es libre y XT + T 2 = 1. 
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7. Escribir y solucionar la ecuación de Euler del problema: 
r 
Óptimo r [X2 + 4xx + 2 (x)2] dt, sujeto a x(O) = 1. Jo 
U sar las condiciones de transversalidad para calcular las constantes 
de integración si: 
a) T = 2 Y x(2) = 1. 
b) T es libre y x(T) = 1. 
e) T = 2 Y x(2) es libre. 
d) T es libre y 3XT + 4T = 10. 
8. Un monopolista ha determinado que el número de unidades que puede 
vender depende del precio y su tasa de cambio en la forma q = 1-3p-
P Y que S11 función ele costos es c(q) = q2 - 4q + 20 dado que p(O) = 
Po Y p(T) = P'f· Encontrar la política de precios para maximizar 
los beneficios totales en el período [O, T], JoT [pq - c(q)] dt. Hacer el 
análisis si T es fijo y libre lo mismo que si PI' es fijo y libre. 
9. Encontrar la solución del problema: 
Óptimo t [X2 + xx + x:i¡ + xy + xy + y:i¡ + y2 + (x)2 + (:i¡)2] dt, Jo 
con x(O) = 1. y(O) == 3, x(l) = 2 Y y(l) = O. 
10. Escribir las posibles condiciones de transversalidad para un problema 
con dos variables ele estado. 
11. Para calcular el valor óptimo de: 
F 
r [x2 + 4xx + 2(xf + tx] dt, Jo sujeto a x(O) = 1. 
a) Encontrar la solución de la ecuación de Euler. 
Determinar el sistema para calcular las constantes de integración 
SI: 
b) T es libre y x(T) = 1. 
e) T es Ji bre y (xc¡' - 1) 2 + T 2 = 1. 
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9.2. Control óptimo 
Los problemas de control son aquellos que se pueden llevar a la forma 
Optimizar ¡T F (t, x(t), u(t)) dt 
sujeto a ±(t) = G (t, x(t), u(t)) 
x(a) = Xo 
x(T) = XT 
La variable x se llama variable de estado (son las variables que aparecen 
derivadas en la restricción) y u es una variable de control; la condición 
terminal puede ser de cualquiera de los tipos descritos en las condiciones 
de transversalidad. 
Si en la restricción es posible despejar u en función de x y su derivada, el 
problema se puede convertir en uno de cálculo de variaciones. La restricción 
del problema se transforma en 
G (t, x(t), u(t)) - ± = O 
Si A( t) es cualquier función, ésta hace el papel del multiplicador de La-
grange en los problemas estáticos restringidos y es conocida como función 
de coestado; al multiplicar la igualdad anterior por A (t) se tiene que la 
restricción se puede llevar a la forma 
A(t) (G(t, x(t), u(t)) - x) = O 
puesto que esta igualdad se satisface para todas las funciones x, u que sean 
factibles, el problema es 
Optimizar ¡T [F (t, x(t), u(t)) + A(t) (G(t, x(t), u(t)) - x)] dt 
sujeto a x(a) = Xo 
x(T) = XT 
En este último problema se ha eliminado la restricción diferencial. El valor 
objetivo se reescribe en la forma 
¡T [F (t, x(t), u(t)) + A(t) (G(t, x(t), u(t)) - x)] dt 
= ¡T [H (t, x(t), u(t), A(t)) - A(t)X] dt 
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donde H = F + AG es llamada la función hamiltoniana o hamiltoniano 
(esta función juega en esta teoría un papel parecido al Lagrangiano en 
optimización estática restringida). El problema se reduce a 
Optimizar 1T [H(t, x, u, A) - AX] dt 
sujeto a x(a) = Xo 
x(T) = XT 
Las condiciones necesarias se encuentran, como en el caso de cálculo de 
variaciones, suponiendo que se ha encontrado la solución x*, u* y T* Y pre-
guntando qué tipo de condiciones deben satisfacer para esto; sean, además, 
h y k dos funciones no nulas fijas con h( a) = O, b.T y E reales no nulos. De 
esta forma, si x(t) = x* (t) + Eh(t), u(t) = u*(t) + Ek(t) Y T = T* + Eb.T son 
soluciones factibles, el objetivo del problema solamente depende de E en la 
forma 
V(E) = 1T *+tb.T [H(t, x*(t) + Eh(t), u* + Ek(t), A(t)) 
-A(t) (X*(t) + Eh(t))] dt. 
Las condiciones de primer orden para optimizar el valor de V producen las 
condiciones necesarias para el problema de control; éstas son idénticas al 
caso de cálculo de variaciones y resultan de la ecuación ~~ (O) = O. Para 
esto se calcula inicialmente ~~ usando el teorema fundamental del cálculo 
y la regla de Leibniz: 
dV =j.T*+(b.T d [H(t,x* + Eh,u* + Ek,A) - A (x+Eh)] dt 
dE a dE 
+ [H(t, x* + Eh, u* + Ek, A) - A (x* + Eh)] I b.T 
T*+€b.T 
= 17'*+( 61' [Hz.(- .. )h + Rue .. )k - Ah] dt 
+ [H - A (x* + Eh)] I b.T 
1'*+d".T 
Usando integración por partes, W = A, dv = h, dw = )..dt Y v = h; el último 
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término de la integral se transforma en 
T* +d~T T* +r 6.'1' ¡ A(t)hdt = A(t)h(t)I~'*+,6.T - 1 A(t)(t)h(t) 
= A(T* + E!J.T)h(T* + E!J.T) - A(a)h(a) 
'1'+,6.T 
-1 )...(t)h(t)dt 
T* t, SI' 
= A(T* + E!J.T)h(T* + E!J.T) - 1 )...(t)h(t)dt 
reemplazando esto en la expresión para <l/V, 
« 
dV 1T*+f6.1' . 
- = [Hr(-' . )h(t) + Hu (- .. )k(t) + Ah(t)] dt 
dE a 
+ [(H - A (x* + Eh)) !J.T - Ah] I 
'I'*+,SI' 
Haciendo E = O, 
T* ~~ (O) = ¡ [Hx(t,X*,U*,A)h(t) + Hu(t,X*,U*,A)k(t) + )"'h(t)] dt 
+ (H - AX* - Ah)lp !J.T 
= 1T* [( Hx(-") + )...(t)) h(t) + HuC" )k(t)] dt 
+ [(H - Ax*)!J.T - Ah]I'/'* = O 
Para encontrar las condiciones necesarias (que sean independientes de las 
funciones h y k que fueron involucradas como un medio para alterar los 
óptimos x* y u* y así determinar qué propiedad deben satisfacer estas 
funciones x* y u*) basta con que cada uno de los términos involucrados en 
la ecuación anterior sea igual a cero: 
(Hx(t, x*, u*, A) +)...) h(t) = O, HIl(t, x*,u*, A)k(t) = O. 
Como desde el comienzo, h(t) y k(t) son funciones fijas no nulas, pero 
arbitrarias. Las condiciones anteriores se convierten en las llamadas con-
diciones de Pontryagrim, 
Hx(t, x*, u*, A) = -)..., HU(t,X*,U*,A) = O 
Estas ecuaciones junto con la restricción se acostumbrau a escribir en el 
sistema: 
{
H:r=-)... 
Hu = O 
H).,=x. 
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Cuando el problema tiene n variables de estado y m variables de control, 
el sistema es: 
para i = 1,2, ... , n 
paraj = 1,2, ... ,m 
para i = 1,2, ... ,n. 
De la última parte de la ecuación ';r (O) = O, 
[(H ~ Ax*)!::.T ~ AhllT = O 
se deducen las condiciones de transversalidad, para esto se usa la aproxi-
mación 
h(T*) ~ !::.XT ~ x(T*)!::.T 
encontrada en la sección anterior que reemplazada en la ecuación anterior 
la convierte en 
[(H ~ Ax*)!::.T ~ A (!::.XT - x!::.T)lIT = HIT!::.T ~ AIT !::.XT = O 
De esta ecuación, como en el caso del cálculo de variaciones, se deducen 
cuatro casos para las condiciones de transversalidad. 
Ejercicios 
1. Desglosar la condición de transversalidad en cada uno de los cuatro 
casos posibles según el tipo de condición terminal para el problema. 
2. Condicionar los valores de los parámetros para que u(c) = acQ sea 
una función de utilidad neoclásica. 
3. Si en el problema de control T y X'j' son constantes, derivar con res-
pecto a f: la ecuación: 
T 
(diV = r [H;r(t, x* + Eh, u* + Ek, A)h 
E .fa 
+ Hu (t, x* + Eh, u* + Ek, A)k + '\h] dt 
para encontrar las condiciones de optimalidad de segundo orden. 
Ejemplo 
Para encontrar el plan de consumo que maximiza la utilidad, u(c) 
In (e), descontada a una tasa 6", si dispone de un capital inicial ka, Y se 
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desea gastar todo el capital en un intervalo de tiempo T en el cual el capital 
está invertido a tasa de interés r. El problema es 
Maximizar foT eM ln(e(t))dt 
sujeto a k(t) = rk(t) - e(t) 
k(O) = ka 
k(T) = O 
La variable de estado es k (t) Y la variable de control es e( t), el hamiltoniano 
para este problema es 
H (t, k, e, A) = e-St ln(e) + A (rk - e) 
y las condiciones necesarias son 
Hk=rA=-).. 
e-M 
He = -- - A = O 
e 
Este par de ecuaciones y la restricción producen un sistema de tres ecua-
ciones (en este caso lineales) con tres incógnitas: 
{ ~(t) = rk(t) - e(t) A(t) = -rA(t) A(t) = e~Jt 
la segunda es una ecuación diferencial separable, 
transponiendo términos, 
integrando, 
. dA 
A= dt = -rA 
dA = -rdt, 
A 
J dAA = ln(A) = J -rdt = -rt + a, o ln(A) = -rt + a 
despejando A, 
A(t) = e-rt+a = e-ae-ri = Ae- rt = A(O)e- rt 
a partir de ésta se encuentra la solución de todo el sistema. Despejando e 
en la última ecuación, 
-St e-lit e 
e(t) = A(t) = A(O)e-rt 
e(r--ií)t 
A(O) 
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usando estos resultados en la primera, 
. e(T-i5)t 
k(t) = rk(t) ~ --:\(Of 
se convierte en una ecuación lineal de primer orden, 
. e(T-·i5)t 
k(t) ~ rk(t) = ~ A(O) 
que tiene como solución 
r exp(J ~rdt) [~_I_e(T-i5)t] dt + b 
k(t) :.= . .\(0) 
Exp U ~rdt) 
~ _1_ J e-Ti [e(T-i5)t] dt + b 
.\(0) 
e-Tt 
~~ J e- i5i dt + b 
Usando las condiciones iniciales, 
1 
k(O) = 8A(0) + b = ko 
(T-i5)T 
k(T) = e8A(0) + be
TT 
= k1' 
de la primera de estas ecuaciones, 
1 
b = ka ~ 8/\(0) 
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reemplazando en la segunda y despejando A(O), que es desconocido hasta 
el momento, se obtiene sucesivamente: 
e(r- á)T ( 1) rT eTT (-i5T) rT 
kT = 8A(0) + ko ~ 8A(0) e = 8A(0) e ~ 1 + koe 
T1' eTT (e- i5T ~ 1) 
kT ~ koe = 8A(0) 
e rT (c i5T ~ 1) 
A(O) = 8 (kT ~ koerT) 
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Ejercicio 
Completar la solución del ejemplo. 
Ejemplo 
Una alternativa en la solución de problemas con una variable de control 
y una de estado consiste en realizar un diagrama de fase del comportamiento 
de la solución; este diagrama muestra la interacción entre las funciones que 
solucionan el problema. Para el caso del problema anterior se debe convertir 
el sistema que da las condiciones necesarias, 
{
k(t) .•.• rk(t) - c(t) 
A(t) = ~rA(t) 
A ~ e-JI 
- e(t) 
en un sistema que solamente involucre la variable de estado y la ele control; 
para el caso es fácil dado que basta reemplazar la última ecuación en la 
segunda: 
{
k(:)_:: rk(t) ~ c(t) 
d( Cfi)) _ e-JI 
dt - ~r c(t) 
= {~(t~_=;, r~(;)J-;.c~) _¡COI 
<5 c(l) ('2(t) e ~ c(l) 
Multiplicando y despejando e en la segunda ecuación: 
{
k(t) = rk(t) ~ c(t) 
e = (r ~ <5)c(t) 
el comportamiento de este sistema entre O y T se muestra en la figura 9.5, 
a partir de un valor inicial ko el capital crece hasta un punto en el que la 
curva de interacción, entre capital y consumo, corta la recta e = rk (donde 
el consumo y el retorno de la inversión del capital son iguales); a partir de 
ese punto el capital decrece hasta llegar a cero. Por su parte, el consumo 
crece desde un valor inicial cero hasta agotar el capital. 
La forma matricial del sistema 
( k(t)) (r ~1) (k(t)) c(t) ~ O r ~ <5 c(t) 
proporciona el comportamiento del punto de equilibrio. La matriz de coe-
ficientes tiene traza negativa, ~<5, determinante r(r ~ <5) que es positivo ya 
que la tasa de interés es mayor que la tasa de descuento. ¿Qué pasaría si 
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e 
k=O 
k 
Figura 9.5: Interacción entre el capital y el consumo. 
esto no fuese así?, y como 
5'2 - 4r(r - 5) = 5'2 - 4r'2 + 4r5 
= (5 + 2r) '2 - 8r'2 
= (5 + 2 (1 - V2) r) (5 + 2 ( 1 + V2) r) < O 
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por lo tanto, las raíces de la ecuación característica son complejas con parte 
real negativa y el sistema converge. 
Ejercicios 
1. Comprobar que para las funciones que satisfacen las condiciones ne-
cesarias, del ejemplo anterior, la tasa de crecimiento del capital con 
respecto al consumo es menor que la tasa de interés para todos los 
niveles de consumo que satisfacen e < rk. ¿Qué se puede decir para 
los niveles de consumo que satisfacen e > rk? 
2. Un individuo dispone de un capital ka invertido a una tasa de interés 
r y posee bienes por k1 que se dispone a vender para gastar todo en 
un periodo de tiempo T; sus estudios lo han llevado a concluir que su 
utilidad depende del consumo de dos bienes, paseos y buena comida 
en la forma u(p, e) = a ln(pc'2). Su propósito es determinar cuál debe 
ser el plan de consumo de los dos bienes y cuándo debe vender sus 
propiedades para gastar el capital que la transacción produzca, dado 
que la tasa de crecimiento de la renta de la tierra es w, para maximizar 
su utilidad a valor presente en ese intervalo. Examinar las posibles 
relaciones entre w y r. 
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Ejemplos 
1. La formulación clásica del modelo de crecimiento de Solow en el que 
se trata de maximizar la utilidad total descontada (a una tasa p) de 
la población, en un cierto intervalo de tiempo, conocida la utilidad 
per cápita que produce el consumo, u( c( t)). En 01 la población. que 
se considera igual a la fuerza de trabajo, crece a una tasa exógena 
n; se produce con una función neoclásica F, esto es, usa como in-
sumos esenciales el capital agregado (K) Y la fuer~a de trabajo (L), 
tiene rendimientos constantes a escala, productividades marginales 
positivas y decrecientes y satisface las llamadas condiciones de rnada: 
cuando las cantidades de cada insumo son pequeílas los rendimien-
tos marginales son grandes y cuando las cantidades son grandes los 
rendimientos son (muy) pequeños. La producción se consume o se in-
vierte y se supone que el capital se deprecia a una tasa O. Además se 
dan unas ciertas condiciones iniciales sobre el capital. En este tipo de 
problemas se trata de encontrar cuál debe ser la forma de consumir 
para solucionar el problema. Esta formulación se traduce a: 
T 
Maximizar 1 e-pt L(t)u(c(t))dt 
sujeto a F(K, L) = L(t)c(t) +}{ - !5K(t) 
K(O) = Ko 
K(T) = KT 
Las condiciones sobre la fuerza de trabajo producen la ecuación dife-
rencial separable: 
dL di = nL, 
luego de integrar se obtiene 
o dL = ndt 
L 
ln(L(t)) = nt + a, o L(t) = L(O)enl . 
Las condiciones sobre la función de producción F son: 
a) Los insumos son esenciales, 
F(K,O) = F(O,L) = O. 
b) Rendimientos constantes a escala, 
F(AK, AL) = AF(K, L). 
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e) Rendimientos marginales positivos, 
F K > ° y FL > O. 
d) Rendimientos marginales decrecientes, 
e) Condiciones de rnada, 
lílll Ffo = 00, lím F/..: = 00, lílll FL = ° y lím FK = O. 
L---u K ~O L~oo K ~oo 
Estas condiciones en términos per cápita, a partir de b, 
donde k = f y f(k) = F(k,l) son respectivamente el capital y la 
función de producción per cápita; de aquí se deduce que a se convierte 
en f(O) = O. Usando la ecuación anterior, la condición e y la regla de 
la cadena, 
F. = D (F(K, L)) = D (Lf(k)) = Lf'(k)~ 
J\ DK DK DK 
= L1'(k)± = f'(k) > 0, 
esto es, la función f es creciente. Derivando nuevamente con respecto 
a k y usando la condición d, 
F . , = D (J') = f"(k) Dk = f"(k)~ < ° 
/\r. DK DK L' 
como L > 0, se deduce que f"(k) < 0, así la función f es cóncava. 
Las condiciones de rnada se traducen en 
lílll l' ( k) = (X) y lím l' ( k) = 0, 
k~O k~oo 
la función per cápita crece "muy" rápido si k está cerca de cero y 
lentamente si k es grande. Esto se traduce geométricamente en que 
las tangentes a la gráfica de f cerca de cero son casi perpendiculares 
y lejos del origen son casi horizontales, por lo tanto, la gráfica de f 
debe tener la forma mostrada en la figura 9.6. 
La restricción del problema F(K, L) = L(t)c(t) + k - 8K(t) usando 
la ecuación que rige el crecimiento de la población y la función de 
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f(k) 
/ 
/ 
k 
Figura 9.6: La gráfica de e = f(k). 
producción per cápita se convierte en 
L(t)f(k) = L(t)c(t) + d(L(dtk(t)) - 8L(t)k(t) 
= L(t)c(t) + Lk(t) + L(t)k(t) - 8L(t)k(t) 
= L(t)c(t) + nL(t)k(t) + L(t)k - 8L(t)k(t) 
luego de simplificar L(t) y transponer términos, 
k = f(t) - c(t) - (n + 8)k(t) 
El valor objetivo del problema es 
T T f e-ptL(O)entu(c(t))dt = L(O) f e(n-¡>ltu(c(t))dt. ~ ~) 
De esta forma el problema en términos per cápita queda 
T 
Maximizar J e(n-p)tu(c(t))dt 
a 
sujeto a k = f (k(t)) - c(t) - (n + 8)k(t) 
k(O) = ka 
k(T) = kT 
k es la variable de estado, e la variable de control y el hamiltoniano 
es 
H(t, k, e) = e(n-p)fu(c(t)) + A(t) (f(k(t)) - c(t) - (n + 6) k(t)) 
9.2. CONTROL ÓPTIMO 
Las condiciones necesarias son 
H/,; = >.(t) (J'k(t) - (n + 8)) = -'\(t) 
H" = e(n-p)tu/(c) - >.(t) = O 
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Sin el conocimiento explícito de las funciones involucradas, produc-
ción y utilidad, es imposible encontrar la solución del sistema 
{
>'(t) (f'k(t) - (n + 8)) = -'\(t) 
e(n-p)tu/(c) - >.(t) = O 
k(t) = f(k) - c(t) - (n + 8)k(t) 
que resulta de las condiciones necesarias y la restricción diferencial. 
Sin embargo, es posible determinar la interacción entre las variables 
de estado y control (capital y consumo) vía un diagrama de fase; 
para esto se debe eliminar >.. Por lo cual, despejando>. en la segunda 
ecuación, 
derivando con respecto a t, 
,\ = (n - p)e(n-p)/u/(c) + e(n-p)tu"(c)c. 
Reemplazando estas expresiones en la primera ecuación del sistema, 
e(n-p)tu/(c) (J'k(t) - (n + 8)) 
= - [(n - p)e(n-p)tu/(c) + e(n-p)tu"(c)c] 
Despejando e se tiene sucesivamente 
u/(c) (J'k(t) - (n + 8)) = -(n - p)u/(c) - u"(c)c 
u"(c)c = -u/(c) (J'k(t) - (n + 8) + (n - p)) 
. -u/(c) / ) 
e = u"(c) (J k(t) - (8 + p) 
De esta forma el sistema se reduce a 
{
k = f(k) - c(t) - (n + 8)k 
e = ~l~~'(~? (f'k(t) - (8 + p)) 
Puesto que k O equivale a e = f(k) - (n + 8) k, para trazar la 
gráfica de k = O se usa la gráfica de e = f (k), descrita anteriormente, 
y la gráfica de e = (n + 8)k que representa una recta con pendiente 
(n +<5). Como por las condiciones de rnada f' (k) toma todos los valores 
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c=(n+o) k 
c=f(k) 
k 
Figura 9.7: Las curvas e = f(k) y e = (71 + 8)k. 
I 
I 
el 
k'=O 
k 
Figura 9.8: La gráfica de k = O equivale a la de 
e = f (k) - (71 + 8) k. 
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positivos, la recta e = (n + tl)k interseca a la curva en dos puntos, 
uno de ellos es el origen. La diferencia de los valores de e = f(k) Y 
e = (n + eS)k describen la curva k = O. Esto se realiza encontrando 
la diferencia de las alturas de las dos curvas que produce la gráfica. 
Por otra parte, e = o en aquellos puntos donde f' (k) = n + 8, esto 
representa una recta vertical ya que e puede tomar cualquier valor 
y k solamente el valor donde se satisface la ecuación l' (k) = n + 8. 
Al reunir las dos gráficas y hacer el análisis de signos se tiene que el 
comportamiento de la interacción entre capital y consumo está dado 
en la figura 9.9. El punto de equilibrio para este sistema es punto de 
e c'=O 
k'=O 
k 
Figura 9.9: Diagrama para la interacción entre capital 
y consumo. 
silla del sistema. Analíticamente este comportamiento se encuentra 
linealizando el sistema por medio de polinomios de Taylor de primer 
orden alrededor del punto de equilibrio (k, e). Allí el comportamiento 
del sistema se deduce del comportamiento de su linealización por 
medio de un polinomio de Taylor, 
e = - /L'(") [f'(k) - (n + eS)J - (u l (c))2-v/(c)u"(c) [f'(k) - (-r5 + )] 
{
k = f(k) - e - (n + 8)k + [1'(k) - (n + 8)J (k - k) - (e - e) 
,," (e) (u ll (c))2 P 
(e - e) - ~l:,~~)f"(k)(k - k) 
que equivale a 
{
k = [1' ~ k) - (~ + eS) J 5 k - k) - (e - e) 
e = - u. (l) f"(k)(k - k) 
u"(e) 
en forma matricial, 
(k) (f'(k) - (n + eS) e = - ¡/(e) f"(k) 
u"(e) 
-~1) (k) (c- [1'~~) - (~~8)J k) 
o e + ~II~~) f"(k)k 
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A partir de las condiciones sobre las funciones de producción y utili-
dad, el signo del determinante de la matriz de coeficientes es 
_ u'(C) j"(k) < O. 
u" (e) 
Por lo tanto, las raíces del polinomio característico tienen signos 
opuestos y el punto de equilibrio es un punto de silla. 
2. El propósito del gobierno es minimizar la pérdida social (PS) definida 
como una proporción de las desviaciones del ingreso y la tasa de 
inflación de sus valores ideales, Y para el ingreso ideal y cero para la 
tasa de inflación. Esto se representa por una función de pérdida de la 
forma 
PS = a (Y - y)2 + b(p _ 0)2 = eL (y _ y)2 + bp2, 
con a y b positivos. Se asume, además, que el desfase entre las tasas 
de inflación real y esperada es proporcional al ingreso no satisfecho, 
p - Jr = a (y - Y) , 
y que las expectativas sobre la tasa de inflación crecen proporcional-
mente a los desajustes entre el valor esperado y el real. Esto es, la 
tasa de crecimiento de las expectativas de la inflación se ajusta de 
acuerdo con la relación 
ir = ;3(p - Jr), O < ;3 :S 1 
Si además se toma una tasa de descuento T, el problema es 
Minimizar 17' e- r1 PSdt 
sujeto a p - Jr = a (Y - Y) 
ir = ;3(p - Jr) 
Jr(O) = Jro 
Jr(T) = JrT 
Despejando p en la primera restricción y reemplazando, el problema 
se transforma en 
T 
Minimizar 10 e- rt {a (y - y)2 + b [Jr + a (y - }T)]2} dt 
sujeto a ir = a;3 (y - Y) 
Jr(O) = Jro 
Jr(T) = JrT 
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El hamiltonianu para el problema es 
H = e -Ti { a (y - Yl + b [1f + o: (y - y)] 2} + AO:,6 (y - y) 
Las condiciones necesarias, 
H7r = e-Tt [2b (7r + o: (Y - Y))] =-,\ 
H}· = 2e-TL [(a + o:b) (y - Y) + b1f] + AO:,6 = O 
Al hacer la sustitución A = e-Tt IL en las dos ecuaciones anteriores y 
la restricción, el sistema a resolver es 
{ 
e-rt [2b (1f + o: (y - Y))] = _e-Tt f-¿ + re-Tt IL 
2e- rl [(o + o:b~ (Y - Y) + b1f] + e-Tt ILO:,6 = O 
ir = 0:,6 (y - Y) 
luego de simplificar, 
{
2b (1f + o: (y - Y)) = -f-¿ + rlL 
2 [(a + o:b) (Y_- Y) + b1f] + 1L0:,6 = O 
ir = 0:,6 (y - y) 
Nótese que la sustitución A = e-TI IL elimina las exponenciales en el 
sistema que produce las condiciones necesarias. 
En algunos textos, al introducir esta sustitución en el hamiltoniano, 
se habla de hamiltoniano descontado. Al eliminar IL, despejando 
en la segunda ecuación y reemplazando en la primera ecuación se 
transforma sucesivamente en 
2b (7r + o: (Y -- Y)) = - :t { -~,6 [(o + o:b) (y - y) + b1f] } 
- ~% [(a + o:b) (y - y) + b1f] 
= 0:2,6 [(a + o:b) (y - r(Y - Y)) + b (ir - r1f)] 
Ejercicios 
1. En el último ejemplo, escribir el sistema en forma matricial, deter-
minar el signo de 0:, encontrar y determinar el comportamiento del 
punto de equilibrio y hacer el diagrama de fase correspondiente. 
2. Para el problema 
00 
Maximizar J e-Tt (sx - ~ (x + z)2) dt 
o 
sujeto a x = o:Z + ,6 
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a) Usar el hamiltoniano descontado p(t) = eTt )..(t) (lambda es el 
multiplicador), reducirlas a un sistema en p y j; y hacer el análi-
sis del sistema discriminando los casos para las distintas combi-
naciones de los parámetros. 
b) En caso de punto de silla encontrar la senda de convergencia del 
sistema. 
3. El objetivo del gobierno es maximizar 
00 
J [ x'2 + z'2] e-Tt U - u - -2-- dt 
o 
donde x es la tasa de inflación, u el nivel de desempleo, u la tasa 
natural de desempleo (que se considera constante) y z la tasa de 
crecimiento de la oferta de dinero y se supone que x(O) = O, j; = az+b 
y existe una relación tipo Phillips u = cu(t) + dx(t). 
a) Encontrar el punto de equilibrio del sistema que dan las condi-
ciones necesarias para solucionar el problema y analizar la esta-
bilidad analítica y gráficamente. 
b) Determinar los cambios en la estabilidad si se presentan cambios 
en los parámetros. 
4. El problema 
00 
máx J e-O,5t [vfk + ve] dt sujeto a k = Jk.-c-O,2k, k(O) = 1 
o 
puede ser interpretado como la maximización de una función de uti-
lidad separable que depende del consumo y la riqueza, con una res-
tricción que relaciona el crecimiento del capital con el consumo y su 
valor inicial. Encontrar la solución del problema, probar que la solu-
ción tiene más de un punto de equilibrio y hallar el tipo de estabilidad 
de cada uno. 
5. Para el problema: 
Óptimo l T [X2 + 4xu + 2u2] dt, sujeto a j; = u x(O) = 1. 
Encontrar: 
a) La solución del sistema que producen las condiciones de Pontr-
yagrim. 
Las constantes de integración si: 
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b) T=2yx(2)=l. 
e) T es libre y x(T) = l. 
d) T = 2 Y x(2) es libre. 
e) T es libre y 3XT + 4T c= 10. 
6. Para el problema: 
'j' 
Óptimo ¡ [x (u ~ x) ~ x2 ~ 2 (u ~ x)2] dt, 
sujeto a x = u x(l) = 2. 
a) Encontrar la solución del sistema de Pontryagrim. 
Calcular las constantes de integración de la función solución si: 
b) T=4yx(4)=3. 
e) T es libre y x(T) = 3. 
d) T = -1 Y x(4) es libre. 
e) T es libre y .TI' + T 2 = l. 
7. Sea 
.1' j [xu ~ .r2 ~ 2u2 + (t 2 ~ 3t)uJ dt, 
sujeto a i; = x + u, x(l) = 2. 
Encontrar: 
a) La:s sendas de estado y control que satisfacen las condiciones de 
Pontryagrirn. 
Determinar el sistema de ecuaciones para calcular las constantes 
de integración si: 
b) T = 2 Y .r(2) = l. 
e) T = 2 Y x(2) es libre. 
9.3. La tasa de preferencia intertemporal 
Sean dos funciones de utilidad, UR, Up. La primera representa la utilidad 
de las personas ricas y la :segunda la de los pobres. De acuerdo con la usanza 
común, la utilidad depende del consumo. La utilidad de los ricos es función 
del consumo de los ricos (e R ). De la misma manera, la utilidad de los pobres 
depende del consumo de éstos (e p ). Normalmente se supone que la tasa de 
preferencia intertemporal (e) es constante para cada individuo. 
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La función objetivo es 
1 Un (cn (t))cxp [-¡ eR(eR(Z))dZ] dI 
+ lup (cp (I))cxp [-¡ ep(CI'(,))dZ] di 
sometido a la restricción 
dk 
dt = y(k) - (CH + CI') - r¡k 
Las variaciones en el stock de capital son iguales al ingreso (y) menos el 
consumo total (CH + cp) menos la tasa de crecimiento de la población (17) 
multiplicada por el stock de capital. y( k) representa la función de produc-
ción. k es el capital per cápita. Como es usual, y' > O, y" < O. 
El hamiltoniano para el problema es 
H ~ Unexp [-¡ en (eR (z)) dZ] hp e.xp [ ¡ O" (el' (z)) dZ] 
+ (y (k) - CR - Cp - r¡k) 
A es la variable de coestado, relacionada con la variable de estado k. 
Las condiciones de primer orden son: 
{
He)' = O 
HCR = O 
Hk = -). 
al usar las derivadas del hamiltoniano el sistema es 
{ , ¡ rt ~ (/'t ~ HCR = uRexp - Jo eRdz + ullexp -, o eRdz eH --- A = O He? = u~ exp - J~ ~pdz + up exp ( - Ir: el'dz el' - A = O 
Hk = A(Y' - r¡) = -A 
Transponiendo en las primeras ecuaciones 
{
A = U~ exp ( - J~ eRdz) + UR exp ( - ,~~ el?dz) el? 
A = u p exp (-Jo e pdz) + u p exp ( - Jo e pdz ) e p 
Combinando, 
). = A(r¡ - y') 
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Que se convierten en 
A exp (1 ORdZ) = u~ + ORUR 
Aexp (1 OpdZ) = u'p + Opup 
~ = A(r¡ - y/) 
La última ecuación equivale a 
Integrando 
dA ( /) dt = A r¡ - y 
dA ( /) 
-:\ = r¡ - y dt 
i 
In.A = .1 (r¡ - y/) dz + c 
o 
que se puede reescribir en la forma 
Reemplazando A, 
{
A exp q (" -y' + Bu) dZ)' u'¡¡ + Bnun 
A exp (l (r¡ - y/ + O p ) dZ) = u~J + O pU p 
derivando con respecto a t 
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{ u:,?~/{ + O~?~T1UH + OI?~RU~{ = Aexp (J~~t (r¡ - y// + OR) dz) (r¡ - y// + OR) upcp + Oj,c/'Uj' + OpCI'Up = Aexp (Jo (r¡ - y + Op) dz) (r¡ - y + Op) 
Reemplazando y factorizando, 
{
én (u], + O~(un + ORU~?) = (u~ + ORUR) (r¡ - y/ + OR) 
él' (u~) + O~)up + Opu'p) = (u'p + Opup) (r¡ - y/ + Op) 
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Los cambios en el consumo de los ricos y de los pobres dependen de la 
productividad marginal de k, de las respectivas tasas de preferencia inter-
temporal y de la utilidad marginal. 
Si L, G representan las funciones involucradas en las ecuaciones. el 
sistema 3 x 3 a analizar es 
{
CR = L (eR, k) 
cp = G (ef', k) 
k = y(k) - (el' + eH) - 71k 
El punto de equilibrio está donde 
{
CI' = (u'¡z +. eRUU) (7J - .y' + en) = o 
CR = (U'l' + epuI') (7J - y' + eJ» = o 
k = y - (eH + el') - 7Jkt = O 
La última ecuación equivale a 
y* = el' + Cll*+I]I.:* 
El * significa que la igualdad representa una situación de equilibrio. u'u + 
eRUR y u'p + epup son diferentes de cero porque: 
• eR , ep > O, ya que la tasa de preferencia intertemporal de los ricos y 
de los pobres es positiva . 
• u'¡z, u~, > O, por las propiedades convencionales de la función de 
utilidad. 
La primera igualdad se cumple si 
eR = y' - 7J, 
la segunda se cumple si 
7J - y' + ep = O 
o 
el' = y' - 77, 
y la tercera se cumple si 
y = (eH + el') + 7Jk 
y' = 7J + e R = 71 + e p 
y' = 7J + e~~ = 7J + ej, 
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Se sigue, entonces, que 
En el punto de equilibrio las tasas de preferencia intertemporal de los pobres 
y ele los ricos son iguales. El modelo únicamente es consistente con tasas de 
preferencia intcrtemporal iguales. Esta condición es muy restrictiva porque 
rechaza ele plano la pxistcncia de las curvas de Engel. 
Linealizanelo el sistema alrededor elel punto de equilibrio, 
donde 
y 
{
C;1< = L(II (cl" k*) [CH - C'R] + LdCI,l' k*) [k - k*] 
el' = G'I' (cl" k*) [c¡> - cl'] + G", (cl" k*) [k - k*] 
k = (yl(k*) - '17) [k - k*] - [cn - cH] - [cp - cp] 
1 
L,/{ (el"e) = --------.1-- = LR d[¡n(u~l+ef{lln)] 
dc/{ (cR,k*) 
De mancra similar, 
1 Gc /> (el), e) = --------0
1
-- = Gp 
d[I1l (1J~,+o /' 111')] 
dc!, (rj"k*) 
La relación cntre L H Y G l' es 
RL ~ (In (u~o + epup)) 
PG d;!1I (In (u'R + e ¡¡Un)) 
Si 
d ( (' )) uJ, + epu'p 
-- In u/' + e/,u/, =, e 
del' u p + pUp 
Puesto que v"!' < 0, e/, > 0, U'¡, > 0, el denominador es positivo. Así que 
el signo ele la fracción será positivo si -u"" < e pu' p. Y negativo si -u" p > 
d u" + e u' 
-d (In (U~f + enUR)) = ~ / R 
en u H + HUR 
Los signos se comportan ele la misma manera que en la ecuación anterior. 
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Es razonable pensar que cuando -U"l' < (jl'U' p, también -u" R < 
(jRU' R· Y que cuando -u" l' > (jpu' 1', también -u" H > (jau' H. Si esta 
condición se cumple, esta relación siempre será positiva: (1",11 > O 
'1' 
_y" (k*) = Lk 
Lk (eH' k*) = d[ln(1L~+BR1LR)ll 
dCR ('*1.'*) 
'/1' 
* * _y" (k*) 
Gk (el" k ) = I = G k d[ln( u~,+() pUi') 1 
dCR (cI"k* ) 
En ambos casos el numerador es positivo, puesto que y" (k*) < O. Así que 
los signos de la fracción siguen con las mismas pautas explicadas antes. 
De las ecuaciones anteriores se sigue que: 
Lk(eH, k*) = -y"(k*)LclI(e*, k*) 
y 
Gk(ep, k*) = -y"(k*)Gc [' (e*, k*) 
que equivale a 
Lk Gk 
LR Gp 
Lk Lu 
GA: Gl' 
Antes se mostró que el miembro derecho de la igualdad es positivo. Así que 
por definición ~~ > O. 
o 
El sistema linealizado se convierte en 
{
eR = L R (eR - eH) + Lk (k - k*) 
el' = G l' (ep - ep) + GAe (k - k*) 
k = - (eR - eH) - (el' - e~) + (y'(k* - 17) (k - k*) 
(
eR) (LR O Lk) (eH - ef?) ep O Gp GAe e¡, - ej, 
k -1 -1 y' (k*) -17 k - k* 
Los valores propios de la matriz son las soluciones de 
(LR - T)(Gp - T)(y'(k*) -1] - T) + LldG¡, - T) + GI..;(L¡¡ - T) = O 
que equivale a 
3 2 T - (LR + Gp + (j)T + ((j(Ln + GI') + LaG¡) + Lk + G¡,)T 
- (LkGp + LRGk + LRGp(j) = O 
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(y")'2T:1 + y"(L¡,. + G" ~ eY")T'2 + (LA;GA; + (LA; + GA;)(y")2 - e)T 
+ L"G¡,(2y" ~ e) = o 
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De acuerdo con el teorema de Routh-Hurwitz, el sistema dinámico es estable 
si la matriz 
tiene menores principales de orden par o impar todos positivos. Por lo tanto, 
basta con analizar el determinante 
l
yll(L" + G" ~ ey") .. LkG¡,(2yll~. e) I 
(y") '2 L"G" + (LA; + Gd(y")2 ~ e 
= y"(L" + G" ~ ey") [L¡,G k + (Lk + Gd(y")'2 ~ e] ~ (y")2 LA;Gk (2 y" ~ e). 
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