Abstract-The Social Internet of Things (SIoT) is a novel communication paradigm according to which the objects connected to the Internet create a dynamic social network that is mostly used to: route information and service requests, disseminate data, and evaluate the trust level of each member of the network. In this paper, the SIoT paradigm is applied to a scenario where geolocated sensing tasks are assigned to fixed and mobile devices, providing the following major contributions. The SIoT model is adopted to find the objects that can contribute to the IoT application by crawling the social network through the nodes profile and trust level. A new algorithm to address the resource management issue is proposed so that sensing tasks are fairly assigned to the objects in the SIoT. To this, an energy consumption profile is created per device and task, and shared among nodes of the same category through the SIoT. The resulting solution is also implemented in the SIoT-based Lysis platform. Emulations have been performed, which showed an extension of the time needed to completely deplete the battery of the first device of more than 40% with respect to alternative approaches.
T HE UBIQUITOUS and pervasive deployment of Internet of Things (IoT) objects is contributing to significantly increase the amount of data collected from the surrounding environment, without the need to build new infrastructures [1] . Technology embedded in everyday objects has raised the number of sensor-enhanced Internet-enabled devices that users take with them, from wearable devices to smartphones [2] , from RFID to smart vehicles [3] . Data acquisition can be achieved either in a participatory way, where users actively contribute to the sensing task (e.g., taking a picture and twitting an earthquake), or in an opportunistic way, where sensing tasks are automatically performed by devices without the explicit involvement of users [4] (e.g., temperature monitoring and geolocation). The acquired data can be shared with other devices or delivered to the cloud, where it can be further aggregated to get what can be defined as crowd wisdom or collective intelligence [5] , [6] . Not only can sensing tasks be assigned to the connected and available objects but actuating tasks as well. This is the case for instance of the local storage and transport (by moving devices) of data or the processing of a flow of data to detect events of interest happening locally. This could happen with the involvement of just the local wireless sensor network [7] or exploiting other additional services accessible through the Internet [8] .
Within this context, one of the main issues is related to the fact that most of the involved objects are characterized by limited amounts of resources, such as energy, processing power, storage capacity, and transmission bandwidth. Therefore, resource management is of paramount importance, as it is confirmed by the high number of different approaches proposed in the literature to address this issue [9] [10] [11] [12] . Another key issue is related to the involvement of the devices that should perform the sensing tasks, which requires a description of the available capabilities and the way to transfer this information to either the community of involved objects (for distributed approaches) or to the central controller.
To assign the tasks to the sensing devices, a typically adopted approach consists in developing platforms specifically devoted to this purpose, so that the IoT devices should register to this system for the specific objective of sending the sensed data to the central system, which then provides the client applications with the crowd view [13] , [14] . This centralized approach has key limitations in terms of scalability when handling increasing numbers of potential sensors and requesting applications. Additionally, this strategy requires the objects to register to several other platforms when taking part in other applications (e.g., smart building and energy management), increasing the complexity in management of the objects participation to the different IoT applications. As the cloud computing has become a leading field for secure authentication, community sensing is in high demands of security solutions to provide user authentication, authorization, and accounting for accessing legitimately the cloud services [15] .
This paper handles the mentioned issues by leveraging the SIoT, which is a novel communication paradigm according to which the objects connected to the Internet create a dynamic social network that is mostly used to implement the following processes: route information and service requests, disseminate data, and evaluate the trust level of each member of the network. The contributions of this paper are the following. 1) We define how the SIoT social network can be used to find the objects that can contribute to the distributed sensing operations and can collaborate in the exchange of information about the energy consumption, which is important when allocating tasks to the community of nodes. 2) We present the implementation details by showing how this application runs in the Lysis platform implementing the SIoT paradigm. 3) We propose a new algorithm to address the resource management issue so that sensing tasks are fairly assigned to the objects and no node is overloaded with respect to the others. Even though the algorithm can be applied to other application scenarios, in this paper we often refer to MCS, a pervasive sensing paradigm where users' mobile objects can often replace static sensing infrastructures. 4) We illustrate the emulation-based experiments showing the performance in terms of nodes lifetime extension and sampling frequency accuracy. The remainder of this paper is structured as follows. Section II provides an overview of the background related to SIoT, the Lysis platform, and MCS past works. In Section III, the approach adopted to implement the MCS in the Lysis architecture is presented. Section IV describes the algorithm for resource allocation and how the energy profile is created per device. Tests results and performance evaluation are discussed in Section V. Section VI draws final conclusions.
II. BACKGROUND
In the following, we briefly describe the SIoT paradigm and the Lysis implementation. We also present the major works in MCS.
A. Social Internet of Things
Recently, some studies have addressed the issues related to the management and effective exploitation of huge numbers of heterogeneous devices and have found a solution in the use of social networking concepts and technologies. For instance, the object ability of having conversations like humans has been introduced in [16] . In [17] , explicitly, the SIoT concept is formalized, which is intended as a social network where every node is an object capable of establishing social relationships with other things in an autonomous way according to rules set by the owner. The SIoT relies on some key types of relations.
1) Ownership object relationship is created between objects of the same owner. 2) Co-location object relationship (CLOR) is created between still devices located in the same place. 3) POR is created between objects of the same model, vendor, and production batch. 4) Co-work object relationship is created between objects that meet each other in the owners' workplace. 5) Social object relationship (SOR) is created as a consequence of frequent encountering between objects, as can happen between smartphones of students attending the same class. These relationships are created and updated on the basis of the objects' features (such as object type, computational power, mobility capabilities, and brand) and activity (frequency in meeting the other objects, mainly). Recently, some works have studied how the SIoT can be used to monitoring certain types of smartphone activities to minimize the users' concerns about accessibility and tracking in smart social spaces [18] . The resulting objects social activity can also be used for the management of the trust in the object-to-objects communications [19] , [20] .
B. Lysis Implementation of SIoT
The solution we proposed in this paper relies on the cloud SIoT architecture, named Lysis [21] , that foresees a four-level structure as shown in Fig. 1 . Its lowest layer is populated by the RWO. At this layer, the PD directly access to the platform via direct links to the Internet, while other objects (more resource-constrained) need to rely on gateways (GWs) for the Internet connection, allowing them to send data to and receive commands from the level above. PDs and GWs are able to perform basic tasks, such as secure communication with the respective virtual counterparts, as well as management and presentation of data coming from sensors. On top of this, the virtualization layer directly interfaces with the real world and is populated by the SVOs. The virtualization functionalities are common to most IoT cloud-based platforms to address most of the issues related to the low level of resources the IoT objects are equipped with [22] . In Lysis, these functions are also extended with the social capabilities assigned to the agent implementing the virtual objects so that it is able to establish and manage friendships with other SVOs autonomously with respect to the owner. Accordingly, a network of digital counterparts of the PD is created and available at this layer. This can be used to search objects and information they produce, evaluate the trust level, create groups to foster collaboration. The aggregation layer is responsible for composing several SVOs into entities with extended capabilities, called MEs; the ME is the entity that implements part of the application logic performed at the upper layer. In each ME, the output for a request coming from an application can be reused to serve requests from different applications that require the same information or service to save bandwidth and CPU. Finally, at the application layer, user-oriented macro services are provided (APP).
C. Mobile Crowdsensing
In the MCS paradigm, the objective is that of performing an application, which needs large amounts of sensed data, by gathering this data from a high number of devices, provided that they are capable of fulfilling the application requirements [3] . These requirements typically include constraints about the location and time interval where the data were collected [23] , which affect the accuracy of the overall measure [24] .
A huge number of MCS-based applications have been proposed in the literature. Thanks to its characteristics, the MCS has proven to be particularly advantageous for, but not limited to: ambient monitoring [25] , [26] , pattern recognition, mainly for healthcare analytics [27] or smart city and route planning applications [28] , and social-related applications, where users share and compare data about themselves with a community [29] , [30] . Heterogeneous networks offer new opportunities for MCS technologies supporting connectivity, collaborative monitoring, and data routing/transmission. Routing protocols for wireless networks cannot handle a highly dynamic topology typical of the MCS scenario. Fortunately, recent advances in the IoT offer optimized routing solutions [31] .
The impressive spread of smart mobile devices such as smartphones, tablets, and smart watches, have contributed to the development of MCS, which, compared to traditional sensor networks, entails significant advantages, in particular with reference to deployment costs and coverage extension [4] . Indeed, since any smart mobile device is equipped with many different sensors (e.g., GPS, camera, microphone, and light), any device that is in the right place at the right time and which information quality requirements are satisfactory can be used to contribute to MCS data collection. Considering that those devices are typically provided with networking functionalities (e.g., WiFi, 3G, and Bluetooth), spending money and time on deploying new infrastructures to cover new areas is not needed.
Nevertheless, MCS inherited one of the major issues of traditional sensor networks: the limited amount of resources available on devices [32] (e.g., available energy, storage capacity, and computing speed). Fair resource allocation mechanisms can be applied to overcome this problem. Some examples are provided by the studies presented in [9] [10] [11] [12] . The context-aware mobile sensor data engine (C-MOSDEN), a scalable energy-efficient data analytics platform for ondemand distributed mobile crowd, is proposed in [9] . The C-MOSDEN platform collects data only when they are relevant to the required context, and it is able to autonomously configure, e.g., selecting the most appropriate communication channel or sampling rate. A similar approach is used in [10] , where particular attention is put on satisfying global sensing coverage requirements and avoiding redundant sensory activities. In [33] , a distributed framework for data collection is proposed to minimize the cost of sensing by estimating the sensing potential and the data collection utility. The former defines the best candidate among participants to perform sensing. The latter is computed by accounting the sensing interest of the involved applications. Energy efficiency and battery saving are the main objectives of Re-OPSEC [11] , where tasks are assigned to smartphones according to their expected opportunity of succeeding in the sensing task, and their residual battery charge. In [12] , the concept of social vector, where node attributes are defined, is introduced. Social vectors are used to find the most accurate matching between a task with its requirements and a node with its resources. However, none of the analyzed strategies (summarized in Table I ) exploits social relations among objects to improve the system performance. This section presents our solution which exploits the SIoT paradigm to assign sensing task to IoT devices and relies on the Lysis platform. As stated in the introduction, we refer to this objective of sensing task assignment as an important function of the MCS, which is often cited as a reference scenario for our treatment. However, the proposed solution can be also applied to other application scenarios characterized by geolocated sensing tasks that need to be performed by a conspicuous number of devices.
A. Preliminaries
As shown in the previous section, in Lysis the socialization algorithms are implemented in the second level where the resulting social relations are created and managed. All the applications running in Lysis pass through the MEs, which represent simple processes that exploit the information and the services provided by the SVOs. Clearly, in our view, all the mobile devices that take part in the MCS operations need to be registered to the platform and need to have their own SVO running. The MCS is one of the MEs that can be used by the applications running in the IoT platform.
Any application can then exploit the SIoT social graph for the major tasks that are needed when a huge and heterogeneous community of objects is involved: find the potential provider of information and services, evaluate the trust level of each object, and disseminate information, just to cite the major ones. As far as the MCS operation is concerned, the search of potential sources of data is the operation of major interest. Indeed, to find the required resources each application sends a query with the semantic description of the needed resources to the MEC, as shown in Fig. 2 . The MEC is in charge of forwarding the query to a special SVO called SVO-root which forwards the query to its friends and friends of friends in order to get a reply with a list of resources and their access keys. This happens also to the MCS ME, which is inquired with the tags that describe the information that each node should be able to provide, e.g., the physical magnitude of interest, the geographical position, and the sensing accuracy.
After having found the required SVOs, the MEC links them in the ME devoted to the MCS, which then handles the SVOs for the processing needed by the requiring application (those requiring MCS services). For our specific applications, this processing means inquiring about the selected nodes on the basis of the algorithm described in the following section and compute the crowd view. The ME is able to configure each SVO to either perform some operations in the background or to trigger their resources so as to provide an active participation in the required crowdsensing process.
B. Crowdsensing Micro-Engine
We refer to the ME in charge of implementing the crowdsensing algorithm as CS-ME. This is the one that provides the applications running in the Lysis platform with the services to get the view from objects mobile crowd about a given physical magnitude. These services are accessible through different queries, that are handled by the MEC in JSON format and that are passed to the CS-ME. The most important query allows the application to specify the maximum number of requested resources (limit), the depth of search in the social graph (hop), the coordinates of the geofence where the search should be performed, a description of the resources in text format in the description parameter, and the type of relationship which can be exploited by the SVO search process is specified in the relationship field, as shown in Fig. 3 . The query also includes different parameters to control the amount of resources for a given crowd sensing task or the required accuracy. In the example of Fig. 3 , the MSF is used, which is the minimum number of samples per second to be provided by the crowd for this task. Note that this parameter is also the one we consider in the following of the analysis. From the figure, you can note also the owner-key field, which is the one that identifies the user that has generated the query and somehow drives determine the amount and which resources the application is entitled to access to.
It may happen that the same query was already generated by another application, which would mean that another instance of the CS-ME would be running to do the same job. No to waste resources, this event is checked so as the same instance is used to satisfy two (or more) applications with the same MCS need. If this is the case, the MEC says to the CS-ME to add the new query ID to the previous one(s) to respond to the new request with the data produced for the previous requests. Clearly, the CS-ME has to check if the input resources and the geofence are the same as the previous requests. If so, the MSF is set to the highest requested value, while the output of the crowdsensing process is returned also to the applications with less stringent requirements.
If it is not the case and a new instance needs to be created, the CS-ME executes the SVO search process to find the needed resources. The SVO search process then sends to the CS-ME the reference to the found resources. Fig. 4 shows an excerpt of the JSON configuration sent to the CS-ME after the search process terminates. For each resource, access permissions (Permission), the API key (Key), the URL of the SVO (ResourceURL), and the SVO's sensor name (FeatureName) are indicated. In the excerpt in Fig. 4 , the first resource is public and does not require any access key, whereas the second SVO can share its resource only with friends and therefore it asks to specify the API key in the JSON configuration file.
All the identified SVOs are asked by the CS-ME to provide the power-profiles to all the participating SVOs. These are also asked to alert the CS-ME whenever they exit or enter the geofence of interest for this task. Since it is an event-driven process, the CS-ME waits for any alerts from SVOs to assign frequencies to the available SVOs according to the algorithm described in Section IV and shown in algorithm showed in Fig. 5 . Accordingly, this ME continuously communicates with the SVOs to reassign tasks to satisfy the application requests, according to the mobility of the mobile users and their energy. It is also worth noting that the CS-ME has the ability of selfhealing, so that if a malfunction occurs in one or more of the resources, it can ask to the MEC for a reallocation of resources.
C. Advantages Provided by SIoT
The SIoT paradigm relies on the construction of a peer-topeer social network which is built on the basis of interobjects interactions and similitudes. Such a network is exploited in major phases of the MCS activities bringing major advantages.
1) Search of Nodes to be Involved: Each node advertises its own functionalities that are then made available on the SIoT social network for the benefits of the other members. As explained in Section III-B, this is exploited by the CS-ME to build the group of objects with the required capabilities. As it is highlighted in the example of Fig. 3 , the type of relationship is also used to search for the objects that are useful for the crowdsensing application. Each object (according to the rules set by the owner) can decide to make each functionality private (available only to the owner), friend (accessible only to the friends) or public (anybody can access to). Whereas all the relationships types can be used, the SOR and the CLOR are the most useful. 2) Trustworthiness Evaluation: The trustworthiness of the nodes is evaluated by the peers in the social network, as it is explained in [20] . This is a functionality that is made available for all the applications deployed on top of the SIoT network and it is quite useful for the selection of the nodes to be involved in the MCS applications.
For this feature, all the relationship types are used, with different weights. 3) Sharing of the Device Energy Profile: As it will be made clearer in the following, there is the need to create an energy consumption profile per node involved. To avoid repeating the same computation in each node, once it is created by a node the profile is shared with all the others with similar characteristics exploiting the POR relationships (i.e., those with similar characteristics). 4) Update of Nodes Status: The objects social network is also exploited to exchange the changing context information among groups of friends. The speed of the friend nodes and the relevant battery status represent information of interest for the MCS nodes and would make faster the selection of which nodes to involve according to the changing context. CLOR and SOR relationships are used in this case. Whereas some of these features are utilized in the current proposal, some others have not been included in the implementation as the number of nodes in the running Lysis platform is limited and would not allow for an efficient evaluation of the relevant benefits.
IV. ENERGY-BASED SOURCE SELECTION
In this section, we first describe the algorithm that has been devised to select the crowd members for the required sensing tasks and then we describe how we generate the device energy profile.
A. Resource Allocation Algorithm
The resource allocation strategy used in this paper relies on an optimization algorithm where the ME decides the amount of resources to allocate to a task, according to the requirements coming from the higher layers and to the available resources. This strategy starts by choosing which of the nodes inside or close to a geofence can collaborate to get the answer to the pending query. Then, the optimization algorithm described in Fig. 5 allocates the resources made available by the assigned nodes, so that the task is performed in a way that affects the system lifetime as little as possible.
To correctly select the set of nodes X k that can contribute to task k, the ME considers the ones that are less likely to cause frequent reconfigurations of the system, among those that are inside or close to the reference geofence. Starting from this consideration, two features are considered to exclude nodes from set X k : 1) residual battery charge that is considerably lower than that of the other nodes and 2) speed that is too high, and that would quickly take the node out of the geofence.
With respect to the exclusion rule 1), node i is not included in the resource allocation process if its residual energy is relatively too low, i.e., if the following inequality holds for its residual energy E res i :
where 0 < α << 1 is a parameter that sets the relative threshold for E res i , andĒ res is the average residual energy for the considered set of nodes.
With reference to the exclusion rule 2), node i is considered to be too fast for the geofence G under evaluation if its speed s i is too high with respect to the geofence size D G and to the MSF frequency F MSF k for MCS task k, so that the exclusion rule is defined as follows:
where 0 < β ≤ 1 is a parameter that sets the relative threshold for s i . Note that when β = 1, the threshold is set so that the node is expected to be able to provide one sample when crossing the geofence if it was asked to sample at frequency F MSF k . As the sensing task is shared with other nodes, this parameter is set lower than 1. The impact on setting the two parameters α and β is discussed in the experiments section.
The nodes remaining in the set X k are the nodes that pass the exclusion rules. Accordingly, the ME optimally allocates the resources made available by the nodes in X k . The resource allocation algorithm proposed in the following relies on the principle used also in the algorithm proposed in [34] , with consists in setting the nodes sensing frequency so that the resulting lifetime is equal in all the members. However, herein the assignment of the frequencies is done in the platform by the CS-ME which has the information about the status of all the nodes involved. Differently, in the cited article the allocation algorithm is distributed, and the nodes have to adjust the sensing frequency according to the available information about the status of the other nodes, which is exchanged making use of a consensus-based algorithm. Additionally, in [34] , different types of resources are considered when deciding for the frequency to assign to each node, i.e., lifetime, object lifetime, storage capacity, and processor and data throughput. Differently, in the following, we focus on the energy consumption caused by the sensing activity and the transmission of the data at the assigned frequency.
As done in other papers (such as in [35] ), we consider the system's lifetime τ as the time until the first node belonging to that system depletes its residual energy
where τ i is node i's lifetime, defined as
with: P drain i power consumption due to other activities of the nodes that are not assigned by the ME (e.g., other tasks that are started directly by the user); E i,k is the energy consumption needed by node i to perform task k, computed; f i,k is the frequency at which node i performs task k. Equation (4) entails that the ME is able to affect the lifetime of the system made of the nodes of a geofence G, by appropriately adjusting the frequency at which the involved nodes perform the required tasks.
The objective of the framework proposed in this paper is that of assigning tasks so that there is not a node that depletes its available resources earlier than the others. When addressing lifetime, this condition is satisfied when the workload is fairly distributed among all the nodes, i.e., when all Delete from X k the nodes that don't pass the II exclusion rule (Eq. (2)
if |X k | > 0 then 6: if
else 8: for all i ∈ X k do 9:
if f i,k < 0 then 11: Set f i,k = 0 and remove i from set X k
12:
Repeat from step 4 13: end if 14: end for 15: end if 16: end if 17: alert = false 18: end while the nodes tend to the same lifetime. In other words, taken any two nodes {i, j} ∈ G, their workload is fairly distributed if, after the task assignment, they have the same lifetime
where γ j,k = E i,k /E res i . We define the total amount of power consumption contributions of node i with the exception of task
To satisfy accuracy requirements coming from the application layer, the following relation about the F MSF k has to be fulfiled:
Therefore, the ME can assign a frequency to each SVO i for each task k, according to the following equation:
It may happen that the result of (8) is negative: it is the case of a node whose lifetime is so low it cannot take any other load because its lifetime is already lower than that of the others even assigning the whole task k to the other nodes. Since a negative frequency does not have physical meaning, in this case frequency f i,k is set to 0, and (8) is evaluated again for every node, excluding node i from the computation.
In the following, we provide the pseudocode for Algorithm 1. 
B. Generation of the Device Energy Profile
For the implementation of the described algorithm, for each device type i and task k, we need to know the required energy E i,k . The last is made of two independent tasks: 1) the sampling, which requires an access to the physical sensor through the system drivers and 2) data transmission, which is characterized by the data connection configuration (mostly data rate and connection technology). These two independent components can be modeled with energetic consumption status diagrams, both for the sensors as presented in [36] and the radio interface referring to radio resource control protocol [37] , [38] as follows:
Each term on the right side in (9) (E x , with x = sens, tx) is defined as follows [39] (we omit the subscript i and k for presentation convenience):
where: observation and modeling time is divided in intervals during which the status of the considered component (CPU, antenna, and sensor) does not change and s indexes these periods; E x s represents the energy during each of these periods, E x s,h is the energy to transfer from state s to state h; and C x s,h counts the numbers of passages from state s to state h. To better explain these aspects, in Fig. 6 , we show an example of the energy required to perform a single sampling of the brightness sensor and the transmission of the acquired value. In this figure, two phases have been detected, which are highlighted in different colors. During each phase, we have a different state for the sensor and the antenna and the relevant energy components need to be considered, as expressed in (9) . Note the different energy consumption rates that characterize the two phases. This specifically refers to a Motorola MotoG2015 when transmitting using the UMTS radio interface. Accordingly, there is the need for a device energy profile which is meant to be used to estimate the energy consumption varying the activity performed by the device and the data connection technology used. identifies the specific device model. Additionally, in line with the previous consideration, the type of task k does not influence the look-up process.
To model the dependence on the data transmission technology, we relied on HTTPs transmissions from the device under observation with a payload of 100 KB under different received signal conditions and different technologies (WiFi, UMTS, and LTE). For each technology and for each received power level, the device performs a series of N HTTPs transmissions while the battery discharge current is monitored by means of the built-in API of the Android operating system. We have found that N = 30 was experimentally sufficient for an acceptable accuracy level. Hoque et al. [40] showed different approaches to estimate the energy consumption. The methodology adopted in this paper does not require external measurements or calibrations but only relies on the modeling software that runs in the device. However, it has the drawback that the measurements on the device introduce systematic errors due to the overhead required to carry out the measurement itself. Whereas the transmission and sampling energy consumptions are estimated separately, the two operations are performed one after the other when performing the N tests.
The steps of the power profile learning process are described in the diagram in Fig. 7 . To support the explanation of the process, Tables II and III describe finds that it is not available among those already created on the basis of the required transmission technology and RSSI level. The first task performed (state x 2 ) is the estimation of the base current (i.e., the current absorbed when no sampling and transmissions are performed), which is the average amount of current delivered by the battery before the transmission starts. This is considered as an offset to be subtracted from the average value during transmission. Then, the already mentioned N HTTP calls to the SVO are executed (typically N = 30). The estimated energy needed per each sampling and transmission task E is computed as follows:
with E r = i r − i base V t r (12) where E r represents the energy consumption needed by the node to perform the rth HTTP test call to the SVO and depends on the observed average current i r minus the physiological absorption current i base and the needed time t j . Whereas the sensing and transmission procedures are executed one after the other for each repetition, the estimation of energy consumption is computed differently for these two types of activities.
To evaluate the accuracy of the model, we compare the model-based estimation with respect to the real measurement. Fig. 8 shows the estimated and measured values of residual battery energy when the smartphone was either static or moving, during one experimental run. We can see that the estimation provides better results in the static case, as it was expected as fewer changes in the used transmission technologies happen. In fact, in the dynamic case, the smartphone was moving around the university campus, which is partially served by the Eduroam WiFi network and clearly in any place by the cellular data service, so that horizontal and vertical handovers happened. This has caused changes in the energy consumption trend that were more difficult to follow than in the static case, where no handover events occurred. Despite the different state of mobility, the slopes of the two curves are similar, as a whole. This is due to the fact that on average the energy consumption for the different technologies resulted to be equivalent. Additionally, the major causes of battery discharge are due to the state of display, CPU workload, radio interfaces and location services and the human-battery interaction [41] , [42] in both cases were similar. Finally, the average error observed over 100 runs was of 4.59% and 6.54% for the static and moving cases, respectively.
To investigate on the errors that could be introduced with different device types, we performed the same test with other smartphones whose results are shown in Table IV (recall that the results in Fig. 8 refer to the Motorola MotoG 2015 device). It resulted that the average errors for each device, both for the dynamic and static cases, are very similar among the different devices and always below 7%. This was expected as the profiles have been created specifically for each tested device. The limited differences in the average error are due to the variability in energy consumption at the same device status (in terms of communication technology and RSSI) which is unpredictable and characteristic of each device model. This learning process takes advantage of the SIoT network to avoid repeating it when not needed so that the SVOs exploit the social relationships among devices of the same type. Specifically, the POR established among objects of the same model and brand is the one that is used for this purpose. Note that the energy profile needs to specifically match the physical device model. In case the needed profile is found, the smartphone just registered on the Lysis platform does not have to start the energy profile learning process but borrows it from its friends. If the power profile of friends is only partially completed (e.g., a given transmission technology has not been analyzed yet), the SVO sets the learning procedure on the smartphone for the missing information. When a new profile is built or finalized, it is forwarded to the first circle of friends following the POR friendship. In this way, the power profile learning effort is shared among the devices of the same type. 
V. PERFORMANCE ANALYSIS
To evaluate the performance of the devised solution we have performed several emulations, which are aimed to show how the proposed strategy is able to achieve the objective of avoiding the depletion of the device battery. The results are referred to MCS, which is one of the possible application scenarios for the proposed algorithm. We first describe the testbed setup then we present the results.
A. Testbed Setup
In crowdsensing, finding a good number of participants available to perform different runs for long-time periods to perform tests has always been a problem and the most adopted solution is the exploitation of simulators for both applications and devices [43] . For this reason, we decided to develop an SVO emulator that leverages the observation of real devices in terms of mobility, energy consumption, and performed activities. Accordingly, we first acquired data from 20 real Android devices owned by students and researchers, who spent most of the day at the university campus. The Android app and the MCS device driver used in this test are available on the Lysis platform 1 and require Android 5.0 or higher. By observing data from real devices, we created the energy profiles for 6 different Android smartphone models and mobility traces of people moving within the university campus.
In our prototype, the CS-ME is implemented and run on the real Lysis platform, which communicates with the emulated SVOs. The SVOs select the energy cost on the basis of the used transmission technology and sensor using the created set of energy profiles from the real devices. From the observation of several typical days at the university campus where classes in different rooms were held, we have been able to isolate recurring patterns in the habits of students and researchers. We used these patterns to build synthetic mobility traces to use in our emulator (which included also the transmission technology selected by the smartphones for each position).
In our emulations, the user path during the day is built by composing parts of real patterns observed from the real users. By combining randomly these patterns we could perform different runs and extend the sessions temporally. Specifically, the initial points in the patterns were modified geographically and temporally randomly in a range of (0, 10) m and of (0, 10) min, respectively. The battery drain was modeled through a parametric function from the observed data of real smartphone behavior. It depends on user usage, sampling frequency and quality of the connection. The resulting emulator exposes the same API of Lysis SVOs so that we are able to test a real Fig. 9 . Comparison of the CS-ME algorithm with an equivalent scenario where a constant sampling frequency is assigned to each device taking part in the crowdsensing and with the Re-OPSEC algorithm [11] .
CS-ME to evaluate frequency error, latency in the setup phase and capacity of the algorithm to quickly follow the changes in the crowd availability.
Table V summarizes the initial setting of the major nodes' parameters as it arises from the described analysis of the real devices. These are distributed in three different geofences: 1) the Lidia building where classes are held; 2) the MCLab laboratory; and 3) the park, all located within the same engineering campus.
B. Analysis of Results
To evaluate the performance of the algorithm, we executed each run until all the devices ran out of battery. The case we consider here is the one where MSF was set to 0.067 Hz, which is compared with the case of crowdsourcing with an equally set sampling frequency (ESF) of 0.067/20 Hz for each node (the number of considered devices was constant and equal to 20, all with the battery fully charged). We further compared the algorithm with the Re-OPSEC algorithm proposed in [11] . According to this approach, a single sensing task is assigned to the most convenient sensing nodes at each time period, i.e., the inverse of the MSF value. Convenience is evaluated according to the difference between the opportunity and the cost to perform a given task. In our case, the opportunity of each node i to perform task k is equal to 1 whenever the node is inside the geofence, equal to 0 otherwise. The cost is equivalent to the decrease in lifetime required to perform task k, i.e., (E res i − E i,k )/E res i . Fig. 9 shows the number of devices that ran out of battery for the two cases. It is evident that the CS-ME allows for longer lifetime values for all devices, whereas the ESF causes device shutdowns in just 5 h and the Re-OPSEC in 3 h. It results in an extension of around 40% in the lifetime of the first device whose battery runs out with respect to ESF, and an extension of around 130% with respect to Re-OPSEC, mainly due to the fact that using Re-OPSEC tasks are reassigned at each time period, causing a conspicuous overhead. It is important to note that ideally, using the CS-ME strategy, the devices should have shut down (almost) together, but it did not happen due to the Fig. 10 . Relative error on the resulting sampling frequency and participating number of devices in the geofence over the time. Fig. 11 . Comparison between different collecting polices, i.e., CFP and SFP adopted in [33] and the energy-aware policy adopted by our proposed CS-ME in terms of energy consumption.
fact that a real system has random components, such as smartphone usage, signal strength, network congestion, or latency in acquiring the position, which are not predictable. Those aspects introduce an error on the estimated battery drain which accumulates during the day and affects the lifetime of the device. To reduce the error between the predicted and observed lifetime, the system should know every change on each node. Of course, this information requires energy in order to be sent to the SVOs and, consequently, it introduces a global overhead resulting in a reduction of the total lifetime. Therefore, there is a tradeoff between the error on predicted and effective lifetime. Fig. 10 shows the relative error of the sampling rate in percentage, which is measured as the difference in the number of received samples per minute with respect to the target one. In the same figure, we are measuring the number of sensors that were available in the considered geofence. Note that each time a new device enters, the allocation algorithm is run again by the CS-ME and the new sampling frequencies are assigned to the devices. Whereas the error was always below 3%, it Fig. 12 . Comparison between different collecting policies, i.e., CFP and SFP adopted in [33] and the energy-aware policy adopted by our proposed CS-ME in terms of data generated during the 10-min session with
quickly decreased when the number of devices grew. This phenomenon is due to the fact that the frequency assigned to each device decreased so that the impact of the latency in the sampling and transmission operation in the physical device was reduced.
To compare the adopted MSC policy with others, we have considered the collector friendly policy (CFP) and the smartphone friendly policy (SFP) implemented in an MSC framework that relies on distributed algorithms, where each device is capable to locally compute all parameters required to take local sensing decisions. The CFP is intended to make the smartphone friendlier with the nodes community, causing the device to spend more energy to improve data redundancy and reliability. The SFP has been designed to avoid executing unnecessary sensing tasks and energy is consumed only if strictly necessary (the nodes a more selfish). These represent two opposite polities, whereas the one we propose sits in the middle. Indeed, the policy adopted by the proposed CS-ME is a tradeoff between the other two policies because the workload is distributed among all the nodes with a logic that is based on the global knowledge of all nodes status (battery level, battery drain, connection technology, among others), taking into account the real capabilities of each device. Fig. 11 compares the energy consumption of three users for these different collecting data policies, considering F MSF k = 0.4 Hz during 10 min of simulation. Each user started from different battery levels, i.e., 25%, 50%, and 75%. It can be noted as the proposed one stays in the middle. Whereas the proposed algorithm consumes slightly more than the SFP, it still guarantees that the necessary amount of sensed data has been delivered, which is not the case for the SFP. On the other hand, the CFP may introduce unnecessary sensing tasks when not needed and also not fulfilling the F MSF k requirement. In Fig. 12 , we show the total amount of data generated using the three polices during the 10-min session; the expected amount of data is also shown on the basis of the required F MSF k = 0.4 Hz. The produced information is encoded in JSON format and transmitted as a string. The amount of data generated for the temperature is higher than that of the pressure because it has one more character on average to be transmitted. It can be noted that the proposed algorithm is much closer to the target rate with respect to the alternative approaches and generates always a rate of samples which is fulfilling the application requirements.
We also investigated the impact of frequency F MSF and node speed on network lifetime. As expected the lower the MSF the higher the lifetime of nodes (see Table VI ); however, we observed that a reduction of F MSF of 75% has brought to a quite lower increase in the lifetime (around 15%). This is due to the fact that the MCS tasks are only partially affecting the energy consumption in the involved nodes. We also observed that the higher the average speed of the nodes the lower the lifetime (see Table VII ). The reason is that in this case, it happens that the nodes need to be reconfigured more frequently due to a higher number of nodes leaving the entering the reference geofence.
In order to quantitatively assess how the mobility affects the lifetime of the network, we have simulated a scenario by varying the speed of the nodes so as to analyze the impact of two important parameters in our algorithm, i.e., α and β, which impact on the thresholds for accepting a node in the MCS assignment on the basis of its residual energy and speed, respectively [see (1) and (2)]. Fig. 13 shows the network lifetime with respect to α and β when varying in a range of values for which the impact on the lifetime is maximum. From this, we can make two important observations. The first is related to the fact that increasing β we see an improvement in the lifetime as more nodes are involved in the sensing activity even if at increasing speed. However, this benefit soon disappears due to the fact that it is compensated by an increase in the consumption of the energy due to the management of frequent entrance and exit of nodes in the process, which entails for an increase in the energy wasted for management updates rather than for useful crowdsensing activities. The second observation is related to the area with high values of β:
here we see that increasing α leads an improvement in the lifetime because the accepted nodes have high residual energy, so they can contribute more to reach the F MSF k . Keeping β high but decreasing α means accepting high-speed nodes even if they have low residual energy, so their assigned sampling frequencies f i,k are low. The other nodes have spent energy to reconfigure the network, but the accepted nodes cannot contribute enough to sampling activities in order to increase the lifetime, because the geofence's crossing time is too short.
As already specified in the Introduction, our aim is not to propose a new crowdsensing application but rather a new specific functionality that several crowdsensing applications can rely on. However, to qualitatively show how the proposed system behavior may impact on the performance of a possible crowdsensing application, we have considered the monitoring of the local temperature per geofence. We have then analyzed how the proposed algorithm can be accurate in collecting data from the only devices that belong to the inquired geographical area. In particular, we focused on two cases with different values of the parameter β: in case 1 β = 0.03 and in case 2 β = 0.15 (α has been kept equal to 0.8). From Fig. 14, it can be noted that the number of measurements taken from outside the geofence is higher in case 2 with respect to case 1 as faster nodes have been taken; indeed, high values of β have a negative impact on both nodes lifetime and precision in the identification of nodes in the geofence.
VI. CONCLUSION
This paper addresses the issue of resource management in geolocated sensing applications, proposing a solution that relies on the SIoT Lysis platform. More specifically, we focused this paper to MCS applications. The SIoT model is exploited to find the potential members of the crowdsensing population and to make the nodes exchange the energy consumption profile among nodes with similar characteristics. From the emulation-based experiments, we observed the following results. We have been able to extend the time needed to completely deplete the battery of the first device of around 40% with respect to the case in which the sampling frequency of all the nodes is kept equal and constant. Additionally, due to the latency in performing the sampling and transmission observed in real devices, we experienced a sampling frequency error of around 2%, which decreases as the number of devices increases. Future developments will primarily focus on extending the resource allocation algorithm to other types of resources.
Future developments will primarily focus on extending the resource allocation algorithm to other types of resources. Indeed, the system can be extended to actuators as well. In this case, the energy models should be deeply modified so as to account for the energy consumption due to acting devices. Furthermore, more heterogeneous devices such as vehicles, bicycles will be considered as participants with different needs, resources and capabilities. Finally, a deeper analysis will be performed over the different relation types so as to develop an even more realistic emulator of social devices. She is an Assistant Professor with the University of Cagliari. From 2011 to 2012, she was a visiting Ph.D. student with CCSR, University of Surrey, Guildford, U.K. She has been involved in several research projects, among which ACCUS and DEMANES (funded by FP7, Artemis-JU). Her current research interests include Internet of Things and wireless ad-hoc networks, with particular attention to the improvement of their performance through task allocation.
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