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Sin duda, uno de los problemas ubicuos de las matemáticas es el de la clasificación
de objetos, una vez definido un criterio de equivalencia. Así pues, se clasifican estructuras
algebraicas, objetos geométricos, o ecuaciones, siguiendo criterios de isomorfismo, conser-
vación de ciertas estructuras geométricas, o relación entre los espacios de soluciones. Uno
de los objetivos de estudiar estas clasificaciones es hallar un representante “sencillo” a cada
una de las clases de equivalencia, cuyas propiedades, fáciles de estudiar, permiten dedu-
cir por analogía propiedades de los objetos más generales. Mencionamos algunos ejemplos
conocidos.
1. Toda matriz cuadrada es equivalente a una matriz en forma de Jordan. Así deduci-
mos por ejemplo, la descomposición de un endomorfismo en su parte semisimple y
nilpotente.
2. Todo grupo abeliano finito es isomorfo a una suma directa de grupos cíclicos. Un pro-
blema de equivalencia similar para grupos simples finito ocupó la labor de numerosos
matemáticos durante décadas.
3. Toda superficie topológica compacta es homeomorfa a uno de los siguientes modelos:
una esfera, una suma conexa de toros, o una suma conexa de un plano proyectivo y
una de las anteriores. Problemas análogos en dimensión superior han resultado mucho
más difíciles de abordar. Así, la célebre conjetura de Poincaré está relacionada con la
clasificación de 3-variedades topológicas compactas. En particular, se puede mostrar
que si una tal variedad tiene la homología de una 3-esfera S3, es homeomorfo a
ella. La importancia de resolver este tipo de problemas muestra que la resolución de
dicha conjetura en cualquier dimensión ha sido merecedora de tres Medallas Fields
(Stephen Smale en 1966, Michael Freedman en 1986 y Grigori Perelman en 2006).
La presente memoria se enmarca dentro de los problemas de clasificación. Más es-
pecíficamente, nos proponemos estudiar la clasificación analítica, mediante la holonomía
proyectiva, de ciertos tipos de foliaciones holomorfas singulares de codimension uno en
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(C3,0). En concreto, el estudio que presentamos en esta tesis se escoge con la finalidad de
establecer, hasta qué punto, una técnica sencilla, nos permite clasificar analíticamente las
foliaciones cuspidales en (C3,0). De este modo, el desarrollo de esta tesis se fundamenta
en una interrogante fundamental que da sentido y forma a todos nuestros planteamientos.
Esta interrogante es el siguiente ¿hasta qué punto la técnica de clasificación analítica usada
por R. Moussu [Mou2], D. Cerveau y R. Moussu [CMou], R. Meziani [Me], M.Berthier,
R. Meziani y P. Sad [BMS], entre otros, nos permite clasificar analíticamente las folia-
ciones cuspidales en (C3,0)?. Esta pregunta, se presta a multiples respuestas y a variados
planteamientos, pero en el caso que nos ocupa cabe destacar un planteamiento que poste-
riormente pasaremos a describir.
Un germen de foliación holomorfa viene definido por una 1-forma diferencial holomorfa
ω ∈ Ω1(Cn,0), que satisface la condición de integrabilidad de Frobenius: ω ∧ dω = 0.
Los puntos p en los que ω(p) ̸= 0 se llamarán regulares, y singulares aquellos en los que
ω(p) = 0. Si escribimos la 1-forma en coordenadas locales, ω =
∑n
i=1 ai(x)dxi, supondre-
mos además que los coeficientes ai(x) carecen de factor común, lo que implica que el lugar
singular es un germen de espacio analítico de codimensión al menos 2. Dos 1-formas ω, ω′
con estas condiciones, que verifican ω ∧ω′ = 0, definen el mismo germen de foliación . Dos
gérmenes de foliación, definidos por dos 1-formas ω1, ω2, se dirán analíticamente equiva-
lentes si existe un germen de biholomorfismo φ : (Cn,0) → (Cn,0) tal que ω1 ∧ φ∗ω2 = 0.
Si el origen es un punto regular, existen coordenadas (x1, · · · , xn) en las que ω ∧ dx1 = 0,
esto significa que, ω, dx1 son analíticamente equivalentes, lo que completa la clasificación
analítica en ese caso.
En el caso singular, si n = 2, el caso más simple se da cuando la foliación tiene parte
lineal no nula, esto es, está generado por una 1-forma
ω = (a1x+ a2y + · · · ) dx+ (b1x+ b2y + · · · ) dy.
En esta situación, consideramos el campo de vectores dual
X = (b1x+ b2y + · · · )
∂
∂x











La foliación se dice linealizable si es analíticamente conjugada a su parte lineal. El
primer resultado importante, en este sentido, es el siguiente
Teorema (Poincaré, [Po79]). Si λ2λ1 /∈ R<0 ∪ N ∪
1
N , la foliación es linealizable.
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Siguiendo en el caso λ1λ2 ̸= 0, y ahora suponiendo λ2λ1 ∈ R− r Q−, la situación se
complica. Desde un punto de vista algebraico, considerando ω como una 1-forma con coe-
ficientes en C[[x, y]], la foliación es formalmente linealizable, esto es, existe un isomorfismo
de C−álgebras φ̂ : C[[x, y]]2 → C[[x, y]]2 tal que φ∗ω define la misma foliación que su parte
lineal. Sin embargo, la existencia de una linealización analítica queda más comprometida.
El resultado más relevante al respecto, es el siguiente Teorema de A. D. Brjuno:
Teorema (A.D Brjuno [Br71]). Denotemos por ωk = mı́n{|λ1q1 + λ2q2 − λi|; |Q| =
q1 + q2 < 2









la foliación es analíticamente linealizable. En ausencia de dicha condición, existen folia-
ciones que no son analíticamente linealizables.
Consideremos ahora el caso λ1λ2 ∈ Q−. Distinguimos dos situaciones
a) λ1 = 0, λ2 ̸= 0 (caso silla-nodo).
b) λ1λ2 = −
p
q ∈ Q<0, (p, q ̸= 0) (caso resonante).
En ambos casos, son pioneros los trabajos de J. Martinet y J.P Ramis [MR1], [MR2],
en los que construyen, a partir de ciertos grupos de cohomología, espacios clasificadores en
los casos anteriores. Las técnicas básicas que se usan en dichos trabajos son:
1. La representación sectorial de las conjugaciones formales, en forma de desarrollo
asintótico. Esta representación sectorial define ciertos espacios de cohomología en
la categoría de grupos no abelianos, que representan el llamado espacio de moduli
formal-analítico. Este se usa de manera decisiva, sobre todo, en el caso silla-nodo.
2. La clasificación a través de la holonomía de una variedad invariante (separatriz).
Decimos que f = 0 define una separatriz de la foliación definida por ω si ω ∧ df = fη
para alguna 2-forma η. Una foliación de tipo resonante resulta tener dos separatrices lisas y
transversales, que podemos suponer definidas por x.y = 0. A cada una de estas separatrices
se le asocia un grupo de holonomía, definido de la manera siguiente: cada camino γ sobre la
separatriz se levanta, fijada una fibración transversal a la foliación, en un camino que sigue
las hojas. Si el camino es un lazo, y (Σ, 0) es una transversal a la foliación (una fibra de
la fibración antes mencionada), este levantamiento define un difeomorfismo hγ : (Σ, 0) →
(Σ, 0). Este no depende de la clase de homotopía de γ, con lo que hay una representación
H : π1(L, x0) −→ Diff(Σ, 0),
[γ] 7−→ hγ
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donde L representa la separatriz, y x0 el punto base de la transversal Σ. Identificando la
transversal (Σ, 0) con (C, 0) la imagen de H es el un subgrupo (cíclico en este caso) de
Diff(C, 0). Martinet y Ramis “reducen” el problema de clasificar las foliaciones a clasificar
los grupos de holonomía, esto es, los gérmenes de difeomorfismos de (C, 0). La clasificación
analítica de estos objetos es realizada de manera independiente por varios autores: J. Écalle
en 1975 [É75] y S. Voronin en 1981 [Vo81].
Un estudio detallado de la holonomía es el objeto de estudio de J.F Mattei y R. Moussu
en [MM]. Con respecto a estas foliaciones resonantes, ellos muestran el siguiente resultado,
que será de importancia en nuestro trabajo.
Teorema. Para una foliación definida por una 1-forma resonante ω, son equivalentes:
a) La foliación es analíticamente linealizable.
b) ω admite una integral primera holomorfa.
c) La holonomía de una de sus separatrices es periódica.
Así, la holonomía proporciona un criterio de linealización y de existencia de integral
primera.
Las formas consideradas anteriormente (silla-nodo, resonante) son ejemplos de las lla-
madas singularidades simples de foliaciones. Dada una 1-forma ω en (C2, 0), existe un
proceso de reducción de singularidades, consistente en una cadena de explosiones con cen-
tros puntuales, al final de la cual se obtiene una foliación cuyos puntos singulares son
simples: si λ1, λ2 son los autovalores de su parte lineal se tiene que λ2 ̸= 0, λ1λ2 /∈ Q>0. Este
tipo de singularidades no puede destruirse por posteriores explosiones.
Consideremos ahora el caso de foliaciones con singularidades no simples. Entre las
conjeturas planteadas por Réné Thom en los seminarios del IHES en los años 70, figuraba
aquella que afirmaba que en caso de foliaciones con un número finito de separatrices, la
holonomía de estas es un invariante que caracteriza la foliación. Ésta conjetura, hemos
visto que, es cierta en el caso de singularidades simples, pero que R. Moussu muestra que
no es correcta en el caso que él llama degenerado-transverso [Mou2]. Se trata de un caso
particular de las llamadas foliaciones cuspidales, aquellas cuya parte lineal es nilpotente
y no nula. Concretamente, Moussu llama foliaciones degeneradas-transversas a aquellas
generadas por una 1-forma ω, tal que existen coordenadas en las cuales su 2-jet es
j2ω = d(y2 + x3) + λx2dy,
con λ ∈ C. Estas formas admiten una desingularización muy simple, y tienen una única
separatriz analíticamente equivalente a y2 + x3 = 0. Moussu define la llamada holonomía
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evanescente, la cual no es más que el grupo de holonomía de una componente del divisor
excepcional que surge en el proceso de reducción de singularidades; precisamente la com-
ponente sobre la que reposa la transformada estricta de la separatriz. La extensión de la
conjugación dada por el grupo de holonomía a todo un entorno del divisor excepcional hace
uso del resultado de Mattei y Moussu [MM] antes mencionado, que permite generalizar
la existencia de integral primera holomorfa en torno a las otras componentes del divisor
excepcional.
Las singularidades nilpotentes han sido posteriormente estudiadas por diversos autores.
Entre los principales hitos debemos mencionar:
- D. Cerveau y R. Moussu [CMou]: extienden el resultado anterior a las foliaciones
que admiten una escritura formal (forma normal de Takens)
d(y2 + xn) + xpu(x)dy,
con n < 2p, u(0) ̸= 0, u(x) ∈ C[[x]].
En este caso, la foliación tiene una curva invariante analiticamente equivalente a
y2 + xn = 0 (por esta razón estas foliaciones a veces son llamadas cuspidales). En el
estudio de estas foliaciones, es interesante escribir explícitamente la foliación teniendo
exactamente a y2 + xn = 0 como separatriz. D. Cerveau y R. Moussu [CMou]
muestran que estas foliaciones pueden ser definidas por una 1-forma holomorfa
ω = d(y2 + xn) +A(x, y)(nydx− 2xdy).
- R. Meziani [Me]: estudia el caso n = 2p, bajo condiciones genéricas sobre u(0). En
caso de no darse estas condiciones, la foliación tiene silla-nodo en su reducción de
singularidades. Se trata de una foliación que, usando la terminología de C. Camacho,
L. Neto y P. Sad [CLS], no es una curva generalizada, esto es, la reducción de
singularidades de la foliación requiere mayor número de explosiones que las necesarias
para reducir la separatriz.
- El caso 2p < n es considerado por M. Berthier, R. Meziani y P. Sad [BMS], en el
caso en que la silla-nodo que aparece tras la reducción de singularidades admite dos
separatrices analíticas. Si dicha silla-nodo sólo admite una separatriz analítica (y una
formal), el caso es estudiado por E. Stróżyna [Str], empleando de manera fuerte el
trabajo de Martinet y Ramis [MR1].
- Por último, R. Meziani y P. Sad [MS] estudian el caso dicritico.
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En todos estos resultados, la clasificación analítica a través de la holonomía proyectiva
resulta ser el ingrediente básico. Lo es también en el trabajo de Y. Genzmer [Ge2] sobre
las foliaciones de tipo curva generalizada cuya separatriz es una función casi homogénea.
No obstante, en este trabajo, Y. Genzmer emplea técnicas muy diferentes de las anteriores,
basadas en un estudio de las deformaciones de foliaciones, al no poder hallar una fibración
transversal a la foliación que tenga a las separatrices como fibras, y poder aplicar los re-
sultados sobre la existencia de integrales primeras de Mattei y Moussu [MM].
Consideremos ahora el caso 3-dimensional. Existen pocos trabajos relativos al estudio
de la clasificación analítica de foliaciones en un espacio ambiente de dimensión tres, debido,
entre otras cosas, a la complejidad del estudio de una reducción de singularidades global y
de la geometría del divisor excepcional que se obtiene. En el caso de singularidades simples,
de tipo resonantes, D. Cerveau y J. Mozo [CMo] muestran que la holonomía de una de
las separatrices permite clasificar analíticamente la singularidad. En el caso no simple, el
único trabajo al respecto es el de P. Fernández y J. Mozo [FM] sobre las singularidades
de foliaciones cuspidales casi ordinarias: se trata de foliaciones cuya única separatriz es
una cúspide casi ordinaria, es decir, una superficie dada, en coordenadas adecuadas, por
z2 + xpyq = 0.
Para las superficies casi ordinarias se dispone de una reducción de singularidades com-
binatoria, la cual, siguiéndola, permite localizar una componente particular del divisor
excepcional en la cual se encuentra la separatriz, y cuya holonomía proyectiva permite
clasificar la singularidad.
En el marco del problema anterior se encuentra la presente tesis. Se pretende proseguir
el trabajo de P. Fernández y J. Mozo [FM], localizando ciertas foliaciones en dimensión
tres, de tipo cuspidal, cuya clasificación analítica puede estudiarse a través de la holonomía
de una componente particular del divisor excepcional. Llamamos cuspidales a foliaciones
cuya separatriz es del tipo z2+φ(x, y) = 0, con φ(x, y) ∈ C{x, y}, ν(φ) ≥ 2. Nos centramos
en aquellas foliaciones del tipo que en P. Fernández y J. Mozo [FM2] llaman superficies
generalizadas, esto es, foliaciones no dicriticas cuya reducción de singularidades coincide
con una reducción de su conjunto de separatrices, y en la cual no aparecen sillas-nodos.
Más concretamente, nos centramos en un tipo de foliaciones que hemos llamado foliaciones
cuspidales casi homogéneas (FCCH) de tipo admisible: su separatriz tiene ecuación, en




(yp − aixq)di = 0.
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Si todos los di son iguales a 1, el lugar singular de la foliación es el origen, y en
consecuencia es de codimensión tres. El teorema de Frobenius singular de B. Malgrange
[Ma] nos dice que la foliación admite integral primera holomorfa. Así, su estudio equivale
al de funciones. Denotaremos como Σ(d1,··· ,dl)pq al conjunto de FCCH de tipo admisible con
di > 1, para algún i. Los ingredientes que emplearemos en la tesis son:
1. Un estudio detallado de la reducción de singularidades de una tal foliación, y de su
divisor excepcional. Esta reducción se lleva a cabo por el método de Weierstrass-Jung,
según el cual, después de un número finito de transformaciones cuadráticas, todas
las singularidades son casi ordinarias. A continuación, proseguimos con el método de
reducción de estas.
2. Un estudio de las componentes del divisor excepcional y de su topología. En particular
localizar una componente cuya topología, después de quitar la parte singular de la
transformada estricta de la foliación, resulta ser de la forma C2 r C, siendo C una








El estudio del grupo fundamental de C2rC se hace a través del método de Zariski-Van
Kampen, en su versión moderna, la cual emplea la monodromía de trenzas.
3. La obtención de una forma pre-normal para las foliaciones que estamos considerando.
Esta forma permite construir una fibración transversal a la foliación, de tal manera
que la separatriz es una unión de fibras. Esta foliación permite el levantamiento de
los difeomorfismos de holonomía. Mencionamos en este punto que este resultado ha
sido publicado en:
P. Fernández, J. Mozo, and H. Neciosup. On codimension one foliations
with prescribed cuspidal separatriz. J. Differential Equations 256(2014) 1702-
1717.
Se establece asimismo una condición suficiente para que las foliaciones que conside-
ramos sean superficies generalizadas, al estilo del trabajo de F. Loray en dimensión
dos [Lo1].
Pasaremos a continuación a detallar el contenido de la memoria: en el Capítulo 1, des-
cribimos el proceso de resolución inmersa de superficies de forma breve y esquemática.
Organizamos este capítulo de forma siguiente: en la Sección 1.1 exponemos los conceptos
generales de los algoritmos de resolución de singularidades, en la Sección 1.2 se estudia
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las singularidades casi ordinarias de superficies, siguiendo a J. Lipman. En la Sección 1.3
introducimos el tipo de superficies que nos interesan en la presente memoria, superficies
cuspidales casi homogéneas de tipo admisible, estudiamos con detalle su reducción inmer-
sa de singularidades de manera global, y presentamos una descripción de la geometría
de las componentes del divisor excepcional. Destacamos esta parte como la más original
del presente capítulo. No existen en la bibliografía apenas trabajos que estudian el com-
portamiento y la estructura global del divisor excepcional en la reducción de variedades
algebraicas de dimensión mayor que uno. Por último, y en el caso que llamamos esencial,
estudiamos la topología de cada componente del divisor excepcional una vez retirada la
intersección con las otras componentes y la intersección con el transformado estricto de la
superficie.
En el Capítulo 2, presentamos nuestros primeros resultados principales. Este capítulo
es organizado como sigue: en la Sección 2.1 describimos brevemente las formas normal for-
mal de las singularidades simples de foliaciones holomorfas de codimensión uno en (C3,0),
debido a F. Cano y D. Cerveau. En la Sección 2.2, presentamos nuestro primer resultado
a manera de generalización del resultado principal debido a P. Fernández y J. Mozo en
[FM2]:
Teorema 2.1. Sea F una hipersuperficie generalizada en (Cn,0), y S := (f = 0) la ecua-
ción reducida del conjunto de sus separatrices. Dado π : (M,E) → (Cn,0), el morfismo de
una resolución de singularidades inmersa de S, entonces π∗(F) tiene singularidades sim-
ples adaptadas al divisor E.
En la Sección 2.3 determinamos la forma pre-normal de las foliaciones de tipo hiper-
superficie generalizada con separatriz prefijada, obtenemos como resultado esencial de la
tesis, el siguiente teorema:
Teorema 2.2. Sea F un germen de foliación holomorfa en (Cn+1,0), con separatriz defi-
nida por la ecuación analítica f = z2 + φ(x) = 0. Entonces existen coordenadas analíticas
tal que un generador de F es









donde φ′ = φu = Ψr, u una unidad, Ψ no es una potencia y G es un germen de función
holomorfa en dos variables.
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Como consecuencia, en el caso casi homogéneo obtenemos
Corolario 2.5. Sea F una foliación, tipo hipersuperficie generalizada, con separatriz casi
homogénea z2 + φ(x) = 0. Entonces, existen coordenadas tales que un generador de F es






donde φ = Ψr, Ψ no es una potencia, y G es un germen de función holomorfa en dos
variables.
En la Sección 2.4, describimos en detalle la reducción de singularidades de las FCCH
de tipo admisible, obteniendo una condición suficiente para que una foliación holomorfa
generada por una 1-forma Ω ∈ Σ(d1,··· ,dl)p,q sea superficie generalizada, la cual se refleja en el
siguiente teorema
Teorema 2.6 Considere un germen de foliación holomorfa de codimensión uno en (C3,0),
generada por una 1-forma diferencial












i , p, q ≥ 2, ai ̸= 0, ai ̸= aj si i ̸= j, d′i primos relativos ,
y φ = Ψr; r ∈ N∗. Escribiendo G =
∑
GijΨ










izj); Gij ̸= 0
}
.
Entonces si ν(2,r)(G) ≥ 2i+rjmcd(2,r) , la foliación Fω es de tipo superficie generalizada.
En la Sección 2.4.1, exhibimos una fibración de Hopf adaptada a las FCCH de tipo
admisible. Finalizamos el capítulo con la Sección 2.5, en la describimos la topología de las
componentes del divisor excepcional una vez quitado el lugar singular.
El Capítulo 3, está dedicado a presentar el resultado principal de la tesis. En la Sección
3.1 presentamos de manera introductoria la definición de holonomía y holonomía proyectiva
de una hoja de foliación y demostramos que la conjugación del grupo de holonomía de dos
FCCH de tipo admisible FΩj , en los casos considerados, implica la conjugación de estas en
un entorno la componente esencial del divisor excepcional, D̃.
Sea Ω ∈ Σ(d1,··· ,dl)p,q , diremos que la foliación FΩ:
Si d−par (Caso i), cumple la propiedad ℘1: las holonomías de las hojas D̃′rS, D̃′′r
S, son linealizables.
Si d−impar (Caso ii.1), cumple la propiedad ℘2: la holonomías de la hoja D̃′′ r S,
es linealizable.
La técnica de la holonomía proyectiva permite clasificar las FCCH de tipo admisible que
satisfacen una de las propiedad Pi, es decir:
Teorema 3.1 Sean Ωi ∈ Σ
(d1,··· ,dl)li
p,q satisfaciendo la propiedad Pj y considere las foliaciones






α⟩, i = 1, 2. Entonces las foliaciones




α) son analíticamente conjugadas
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Classification of objects may be considered among the most important problems in
mathematics, once we have defined some equivalence relation. Mathematicians classify
algebraic structures, geometrical objects or equations, following isomorphism criteria, or
some relation between the solution spaces. One of the objectives is to find some “relatively
simple” representative in each of these equivalence classes, whose properties, easier to study,
allow to deduce properties of more general objects. Let us mention here some well-known
examples:
1. Every square matrix is equivalent to a matrix in Jordan form. We can deduce from
this fact that every endomorphism of a finite dimensional vector space can be de-
composed in semisimple and nilpotent part.
2. Every finite abelian group is isomorphic to a direct sum of cyclic groups. A similar
equivalence problem for finite simple groups has been object of study during decades.
3. Every compact topological surface is homeomorphic to a sphere, a connected sum
of tori, or a connected sum of a projective plane and some of the preceding ones.
Analogous problems in higher dimensions are much more difficult to study. The
famous Poincaré conjecture is related with the classification of compact topological
3-manifolds. In particular, this conjecture asserts that every homological 3-sphere is
a topological 3-sphere. The importance of the problem is strengthened by the fact
that three Medal Fields have been awarded in relation with his problem (Stephen
Smale in 1966, Michael Freedman in 1986, and Grigori Perelman in 2006).
This memoir concerns classification problems. More precisely, we want to study the
analytic classification, through projective holonomy, of certain types of singular codimen-
sion one holomorphic foliations in (C3,0). The study we present in this work pretends
to establish if this tool may be used in order to classify analytically cuspidal foliation
in (C3,0). Concretely, the main question is: how far this technique, already used by R.
Moussu [Mou2], D. Cerveau and R. Moussu [CMou], R. Meziani [Me], M.Berthier, R.
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Meziani and P. Sad [BMS], among others, can be used to classify analytically cuspidal fo-
liations in (C3,0)? This question can be answered differently, so let us describe our setting.
A germ of holomorphic foliation is defined by a holomorphic 1-form ω ∈ Ω1(Cn,0),
satisfying Frobenius integrability condition ω∧dω = 0. The points p in which ω(p) ̸= 0 will
be called regular, and singular if ω(p) = 0. Writing in local coordinates, ω =
∑n
i=1 ai(x)dxi,
we will suppose, moreover, that the coefficients ai(x) have no common factor. This implies
that the singular locus is an analytic germ of codimension at least two. Two such forms
ω, ω′, verifying ω ∧ ω′ = 0, define the same germ of foliation. Two such germs, defined
by ω1, ω2, will be called analytically equivalent if there exist a germ of biholomorphism
φ : (Cn,0) → (Cn,0) such that ω1 ∧ φ∗ω2 = 0. If the origin is a regular point, there exist
coordinates (x1, · · · , xn) such that ω∧dx1 = 0, so, ω, dx1 are analytically equivalent, which
completes the analytic classification in this case
In the singular case, if n = 2, the simplest case is when the foliation have a non-zero
linear part, i.e., it is generated by a 1-form
ω = (a1x+ a2y + · · · ) dx+ (b1x+ b2y + · · · ) dy.
Let us consider the dual vector field
X = (b1x+ b2y + · · · )
∂
∂x











The foliation is called linearizable if it is analytically equivalent to its linear part. Histori-
cally, the first main result in the context appears to be the following one:
Theorem (Poincaré, [Po79]). If λ2λ1 /∈ R<0 ∪ N ∪
1
N , the foliation is linearizable.
Let us continue in the case λ1λ2 ̸= 0. Now, assuming that λ2λ1 ∈ R− r Q−. The situa-
tion turns more difficult. From an algebraic point of view, considering ω as a 1-form with
coefficients in C[[x, y]], the foliation is formally linearizable, i.e., there exists a C−algebras
isomorphism φ̂ : C[[x, y]]2 → C[[x, y]]2 such that φ∗ω defines the same foliation as its linear
part. The existence of an analytic linearization is not evident. One of the most relevant
results is the following theorem of A. D. Brjuno:
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Theorem (A.D Brjuno [Br71]). Let us denote ωk = mı́n{|λ1q1+λ2q2−λi|; |Q| = q1+q2 <









is verifies, the foliation is analytically linearizable. In its absence, there are foliations not
analytically linearizable.
Let us consider now the case λ1λ2 ∈ Q−. Two different situations will arise:
a) λ1 = 0, λ2 ̸= 0 (saddle-node case).
b) λ1λ2 = −
p
q ∈ Q<0, (p, q ̸= 0) (resonant case).
In any of these cases, the pioneering works of J. Martinet and J.P Ramis [MR1], [MR2]
construct, from certain cohomology groups, classifying spaces in the preceding cases. The
main techniques used are the following:
1. A sectorial representation of formal conjugations, as asymptotic expansions. This re-
presentation defines certain cohomology spaces in the category of non-abelian groups,
that represent the formal-analytic moduli space. This technique is mainly used in the
saddle-node case.
2. The classification from the holonomy of a separatrix.
We will say that f = 0 defines a separatrix for the foliation defined by ω if ω∧ df = fη
for some 2-form η. A resonant foliation has always two smooth and transversal separatrices,
that we can assume they are defined by x ·y = 0. We associate to each of these separatrices
a holonomy group, roughly defined as follows: every path γ over the separatrix can be
lifted, once a transversal fibration is fixed, following the leaves. If the path is a loop, and
(Σ, 0) is a transversal to the foliation (a fiber of the previously considered fibration), this
lifting defines a diffeomorphism hγ : (Σ, 0) → (Σ, 0) independent of the homotopy class of
γ. There is a representation
H : π1(L, x0) −→ Diff(Σ, 0),
[γ] 7−→ hγ
where L is the separatrix, and x0 the base point of the transversal Σ. Identifying (Σ, 0) with
(C, 0), the image of H is a subgroup (cyclic in this case) of Diff(C, 0). Martinet and Ramis
“reduce” the classification problem of the foliations to the classification of their holonomy
group, i.e., to classify germs of diffeomorphisms of (C, 0). The analytic classification of
these objects has been done independently by J. Écalle in 1975 [É75] and S. Voronin in
1981 [Vo81].
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A detailed study of the holonomy is done by J.-F. Mattei and R. Moussu in [MM].
Concerning resonant foliations, the following result, basic in our work, is shown:
Theorem. If a germ of foliation is defined by a resonant 1-form ω, the following conditions
are equivalent:
a) The foliation is analytically linearizable.
b) ω has a holomorphic first integral.
c) The holonomy of one of its separatrices is periodic.
So, the holonomy provides a linearization criterion and existence of first integral.
Previously considered forms (saddle-node, resonant) are examples of simple singulari-
ties. Given a 1-form ω in (C2, 0), there is a reduction of singularities process, consisting in a
sequence of blow-ups centered in points, and at the end it is obtained a foliation with simple
singular points: if λ1, λ2 are the eigenvalues of its linear part, we have λ2 ̸= 0, λ1λ2 /∈ Q>0.
This kind of singularities cannot be destroyed by further blow-ups.
Let us consider non-simple singularities. Among the conjectures proposed by Réné
Thom at the IHES seminars in the seventies, one of them stated roughly that, for foliations
with a finite number of separatrices, the holonomy is a classifying invariant. This conjecture
turns out to be true for simple singularities, but R. Moussu showed that it fails in the so-
called degenerate-transverse case [Mou2]. This is a particular case of foliations called
cuspidal, with nilpotent, non-null, linear part. More precisely, R. Moussu calls degenerate-
transverse to the foliations generated by a 1-form ω, such that, in appropriate coordinates,
its 2-jet is
j2ω = d(y2 + x3) + λx2dy,
with λ ∈ C. These foliations admit a particularly simple desingularization, and there is
only one separatrix analytically equivalent to y2 + x3 = 0. Moussu defines the evanescent
holonomy, which is the holonomy group of one of the components of the exceptional divisor
that appears in the desingularization process: the component over which the separatrix lies.
The conjugation between the holonomies lifts to a neighbourhood of the exceptional divisor
thanks to Mattei-Moussu result previuously mentioned, which guarantees the existence of
a holomorphic first integral in a neighbourhood of the other components of the exceptional
divisor.
Nilpotent singularities have been study by different authors. Let us mention here the
main achievements:
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- D. Cerveau and R. Moussu [CMou] extend the aforementioned result to foliations
admitting a formal expression (Takens’ normal form)
d(y2 + xn) + xpu(x)dy,
with n < 2p, u(0) ̸= 0, u(x) ∈ C[[x]].
In this case, the foliation has an invariant curve analytically equivalent to y2+xn = 0
(this is the reason of the name cuspidal). In the study of these foliations, it is useful
to write explicitely the foliation having y2 + xn = 0 as a separatrix. D. Cerveau
and R. Moussu [CMou] show that these foliations can be written, in appropriate
coordinates, as
ω = d(y2 + xn) +A(x, y)(nydx− 2xdy).
- R. Meziani [Me] studies the case n = 2p, under generic conditions on u(0). If these
conditions fail, the foliation has a saddle-node in its reduction of singularities. Using
the terminology introduced by C. Camacho, L. Neto and P. Sad [CLS], it is not
a generalized curve. That is, the reduction of singularities of the foliation requires
greater number of explosions needed to reduce the separatrix.
- The case 2p < n is considered by M. Berthier, R. Meziani and P. Sad [BMS], when
the saddle-node that appears after reduction of singularities admits two analytic
separatrices. E. Stróżyna [Str] studied the case when there is only one analytic
separatrix (and a formal one), using strongly Martinet-Ramis moduli space [MR1].
If there is only one analytic separatrix (and a formal one), it has been studied by E.
Stróżyna [Str], using strongly Martinet-Ramis moduli space [MR1].
- Finally, R. Meziani and P. Sad [MS] study the dicritical case.
In all these cases, analytic classification through projective holonomy plays an impor-
tant role. It is still the case in Y. Genzmer’s work [Ge2] about generalized curves foliations
having a quasi-homogeneous separatrix. Nevertheless, here, Y. Genzmer uses also different
techniques, based on a study of the deformations of foliations, as Mattei and Moussu [MM]
results on the existence of first integrals can not be applied here.
Let us consider now the three-dimensional case. Few works regarding the analytic clas-
sification of three-dimensional foliations exist, due, among other reasons, to the complexity
of the study of the global desingularization and of the geometry of the exceptional divisor.
Concerning resonant, simple singularities, D. Cerveau and J. Mozo [CMo] show that the
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holonomy of one of the separatrices allows to analytically classify the singularity. In the non-
reduced case, the only work in this context is due to P. Fernández and J. Mozo [FM], who
study cuspidal, quasi-ordinary foliations: these are foliations with only one quasi-ordinary
cup as separatrix, i.e., a surface given in appropriate coordinates by z2 + xpyq = 0.
There is a well-known combinatorial reduction of singularities for quasi-ordinary sur-
faces. Following it, a certain component of the exceptional divisor can be found, whose
projective holonomy allows to classify the singularity.
The present memoir is written in the framework of the preceding problem. We at-
tempt to continue the aforementioned work of P. Fernández and J. Mozo [FM], trying
to find certain three-dimensional foliations, of cuspidal type, whose analytic classifica-
tion can be studied using the holonomy of a certain component of the exceptional divi-
sor. We will call cuspidal to those foliations, having the surface z2 + φ(x, y) = 0, with
φ(x, y) ∈ C{x, y}, ν(φ) ≥ 2, as a separatrix. We will focus in the generalized surface
type [FM2], i.e., non-dicritical foliations, without saddle-nodes, and whose reduction of
singularities agrees with the reduction of its separatrix set. More precisely, the foliations
we are studying will be called admissible cuspidal quasi-homogeneous foliations (FCCH).




(yp − aixq)di = 0.
If every di is equal to 1, the singular locus turns out to be the origin, of codimension
three. Malgrange’s Frobenius Singular Theorem [Ma] tells us in this case that there is a
holomorphic first integral: the study of these foliations reduces to the study of analytic
functions. So, we will denote as Σ(d1,··· ,dl)pq the set of permissible type FCCH with di > 1,
for some i. The main ingredients we will use are:
1. The global reduction of the singularities of such a foliation, and of the exceptional
divisor. The desingularization is done by means of Weierstrass-Jung method: the
singularities are reduced to quasi-ordinary ones after a finite number of point blow-
ups. After that, we will reduce these quasi-ordinary singularities.
2. A detailed study of the topology of the components of the exceptional divisor. It is
necessary to find a component whose topology, after eliminating the singular part of
the strict transform of the foliation, turns out to be of the form C2 r C, where C is









The study of the fundamental group of C2 r C is done through Zariski-Van Kampen
method, in a modern version, which uses braid monodromy.
3. A pre-normal form of the considered foliations. This form allows to find a transversal
fibration, such that the separatrix is a union of fibers, and to lift the holonomy. Let
us mention that this result has already been published in:
P. Fernández Sánchez, J. Mozo Fernández, and H. Neciosup. On
codimension one foliations with prescribed cuspidal separatrix. J. Differential
Equations 256 (2014) 1702-1717.
A sufficient condition in order that the considered foliations are generalized surfaces,
following F. Loray’s work in dimension two [Lo1] is also given.
Let us now detail the content of this memoir. In Chapter 1, we will sketch the immerse
desingularization of surfaces. More concretely, Section 1.1 is devoted to expound the general
ideas behind the desingularizations algorithms. In Section 1.2, quasi-ordinary singularities
of surfaces are studied, following J. Lipman. In Section 1.3, cuspidal quasi-homogeneous
surfaces are introduced, and their immerse desingularization is studied with more detail.
We will describe the geometry of the components of the exceptional divisor. Let us mention
that this is the most original part of the present chapter, as very few results exist previously
studying the global structure and topology of he exceptional divisor appearing in the
reduction of algebraic varieties of dimension greater than one. Finally, in the essential
case (to be defined) , the topology of each component of the exceptional divisor minus the
intersection with the other components and the strict transform of the surface, is studied
in detail.
In Chapter 2 we will present some of our main results. In Section 2.1 we will briefly
describe formal normal forms for simple singularities of codimension one holomorphic fo-
liations, following F. Cano and D. Cerveau. In Section 2.2, the following result generalizes
the similar one obtained for generalized surfaces by P. Fernández and J. Mozo in [FM2]:
Theorem 2.1. Let F be a generalized hypersurface in (Cn,0), and S := (f = 0) the reduced
equation of its set of separatrices. If π : (M,E) → (Cn,0) is an immerse resolution of the
singularities of S, then π∗(F) has only simple singularities adapted to the divisor E.
In Section 2.3, pre-normal forms for generalized surfaces with a certain cuspidal surface
as a separatrix is determined. This is one on the main results on this Thesis:
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Theorem 2.2. Let F be a holomorphic foliation in (Cn+1,0), with separatrix defined by
the analytic equation f = z2 + φ(x) = 0. Then, there exist analytic coordinates such that
a generator of F is









where φ′ = φu = Ψr, u a unit, Ψ not a power, and G a two-variables holomorphic germ.
As a consequence, in the quasi-homogeneous case we have
Corollary 2.5. Let F be a foliation, of generalized surface type, with quasi-homogeneous
separatrix z2 + φ(x) = 0. Then, there exists coordinates such that a generator of F is







where φ = Ψr, Ψ is not a power, and G a two-variables holomorphic germ.
In Section 2.4, the reduction of singularities of admissible FCCH is described. We obtain
a sufficient condition for a foliation generated by a 1-form Ω ∈ Σ(d1,··· ,dl)p,q is a generalized
surface. This condition is stated in the following theorem:
Theorem 2.6. Let us consider a germ of codimension one holomorphic foliation in (C3,0),
generated by a 1-form












i , p, q ≥ 2, ai ̸= 0, ai ̸= aj si i ̸= j, d′i relatively primes, and
φ = Ψr; r ∈ N∗. Let us write G =
∑
GijΨ









izj); Gij ̸= 0
}
.
Then, if ν(2,r)(G) ≥ 2i+rjmcd(2,r) , the foliation Fω is a generalized surface.
In Section 2.4.1, we will exhibit a Hopf fibration adapted to the admissible FCCH.
We will end this chapter in Section 2.5, describing the topology of the components of the
exceptional divisor minus the singular set.
In Chapter 3, the main results of this Thesis are presented. In Section 3.1, we will intro-
duce holonomy and projective holonomy, and we will show that if two admissible foliations
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of type FCCH, belonging to a same class Ωj ∈ Σ(d1,··· ,dl)p,q , have conjugated projective ho-
lonomies, then they are conjugated in a neighbourhood of the essential component of the
exceptional divisor D̃.
Let be Ω ∈ Σ(d1,··· ,dl)p,q , we will say that the foliation FΩ:
If d−even (Case i), satisfies the property ℘1: the holonomy of the leaves D̃′rS, D̃′′r
S, is linearizable.
If d−odd (Case ii.1), satisfies the property ℘2: the holonomy of the leaf D̃′′ r S, is
linearizable.
The technique of projective holonomy allows the classifications of FCCH permissible
type that satisfies a of the property Pi, i.e.:
Theorem 3.1. Let Ωi ∈ Σ
(d1,··· ,dl)li
p,q satisfy property Pi and let us consider the foliations






α⟩, i = 1, 2. Then, the foliations are




α) are analytically conjugated.

Capı́tulo 1
Resolución de superficies singulares y
topología del divisor
Las singularidades de superficies algebraicas o analíticas son mucho más complicadas
que las de curvas, y resolverlas es un problema bastante sutil. Este ha sido uno de los
problemas más importantes de la Geometría Algebraica por más de cien años.
La resolución de superficies se ha obtenido por diferentes métodos. La primera demostra-
ción rigurosa y completa, es debida a R. Walker en 1936. En 1939 O. Zariski dio la primera
demostración puramente algebraica de la existencia de la desingularización de superficies
sobre un cuerpo de característica cero y la extendió, un año más tarde, al caso analítico
local. El resultado crucial no se obtuvo hasta 1964, año en que Heisuke Hironaka da una
demostración de la resolución de singularidades para variedades de dimensión arbitraria
sobre cuerpos de característica cero en su extenso artículo [Hi], resultado que le valió la
Medalla Fields. La demostración de Hironaka, además de ser compleja, es existencial, es
decir, no especifica un método constructivo para encontrar su resolución. Desde entonces
se han obtenido resultados importantes en un contexto más general (esquemas excelentes).
La primera prueba constructiva se debe a O. Villamayor en 1989 [Vil]: da un algoritmo
que establece qué explosiones de una variedad singular dan como resultado una variedad
lisa. Posteriormente esta prueba se ha simplificado significativamente en trabajos de H.
Hauser, O. Villamayor, Bierstone-Milman, S. Encinas, entre otros.
En lo que concierne a característica positiva, existen una serie de resultados parciales, de-
bidos a S. S. Abhyankar y J. Lipman, pero el problema en el caso general aún continúa
abierto.
Dirigimos a los lectores interesados a ver [CGO], para mayor información y estudio
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riguroso del mismo, así como [Hau] donde se explica cuales son los ingredientes que inter-
vienen en la resolución de singularidades y por qué son necesarios.
Vamos a dedicar este primer capítulo de la memoria a revisar una serie de resultados
relativos a superficies y a su desingularización que nos serán de utilidad en lo sucesivo.
El método utilizado es el de Weierstrass-Jung: una sucesión previa de transformaciones
cuadráticas permiten suponer que el lugar discriminante de una proyección adecuada tiene
cruzamientos normales, y posteriormente, utilizar los algoritmos existentes para la reduc-
ción de superficies casi ordinarias.
La Sección 1.1 se dedicará a exponer una serie de conceptos generales que se usan en
los algoritmos de resolución de singularidades, en especial las explosiones y los centros per-
mitidos. La Sección 1.2 estudia las singularidades casi ordinarias de superficies, siguiendo
a J. Lipman [L1]. El tipo de superficies que nos interesan en la presente memoria son las
de un tipo particular a las que llamaremos cuspidales casi homogéneas de tipo admisible,
introducidas en la Sección 1.3. Se dedica esta sección a un estudio detallado de su reduc-
ción inmersa de singularidades global, empleando lo descrito en las Secciones 1.1 y 1.2.
Mencionemos que, si bien hay numerosos trabajos sobre la reducción local de superficies,
son mucho más escasos aquellos que se ocupan de la resolución global, y de una descripción
detallada del divisor excepcional. Una tal descripción se hace en la Sección 1.3.1, aunque
la misma no es necesaria para el desarrollo del resto de la memoria. Por último, y en el
caso que nos ocupa, es de especial interés para nosotros conocer la topología de cada com-
ponente del divisor excepcional al que se le retira la intersección con las otras componentes
y la intersección con el transformado estricto de la superficie. Esta topología se calcula por
medio de las técnicas de monodromía de trenzas. Dedicamos la Sección 1.4 a la descripción
de esta técnica, así como al cálculo del grupo fundamental en los casos de interés de esta
memoria.
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1.1. Resolución inmersa de superficies
En está sección describiremos algunas de las ideas que permiten mostrar la existencia
de una resolución inmersa de singularidades de superficies analíticas. No es nuestro objetivo
probar la existencia de dicha resolución inmersa con toda generalidad (ver [Hi],[CGO]),
más bien, siguiendo el esquema de [Gon] y [C4], dar una descripción explícita en un caso
muy particular, con el único objetivo de ilustrar los argumentos y técnicas de O. Zariski,
H. Hironaka y S. Abhyankar, entre otros.
Sea S una superficie compleja localmente dada, en un entorno Up de un punto p ∈ S,
en el espacio ambiente de dimensión tres, con coordenadas analíticas (x, y, z), por f = 0,
donde f ∈ C{x, y, z} sin factores múltiples y que admite un desarrollo en serie convergente




Llamamos multiplicidad de S en p, y lo denotamos por νp(S) a
νp(S) := mı́n
{
i+ j + k : fijk ̸= 0
}
.
Observe que para todo p ∈ S, νp(S) ≥ 1. Diremos que p es un punto singular de S siempre
que νp(S) ≥ 2. El conjunto de puntos singulares de S, Sing(S), es un conjunto analítico tal
que dim(Sing(S)) ≤ 1, es decir, está formado por una cantidad finita de curvas y puntos
aislados.
La multiplicidad define una función semicontinua superiormente, esto es, los puntos de




νp(S) : p ∈ Sing(S)
}
.
En [C4], d es llamado el invariante de Samuel y denotado por ISam(S). Así, el conjunto




p ∈ Sing(S) : νp(S) = ISam(S)
}
,
es un cerrado analítico de S.
Definición 1.1. Una resolución o desingularización de S es un morfismo analítico
propio π : S̃ → S tal que
1. S̃ es una superficie lisa (es decir, sin puntos singulares),
2. S̃ r π−1(SingS) es denso en S̃,
3. y la restricción π : S̃ r π−1(SingS) −→ S r SingS es un isomorfismo analítico.
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Consideremos una inmersión de S en una variedad lisa V , S ↪→ V .
Definición 1.2. Se llama resolución inmersa de S a un morfismo analítico propio
π : Ṽ → V
tal que
1. Ṽ es una variedad lisa,
2. Ṽ r π−1(SingS) es denso en Ṽ ,
3. la restricción π : Ṽ r π−1(SingS) −→ V r {SingS} es un isomorfismo y
4. π induce una resolución de S con cruzamientos normales.
La condición (4) significa, más precisamente, lo siguiente:
- La restricción de π a S̃, π|
S̃
, donde S̃ := π−1(S r {SingS}) es el transformado
estricto de S, es una resolución de S.
- π−1(SingS), es unión de hipersuperficies lisas irreducibles Dα, 1 ≤ α ≤ r, y
- La familia {S̃,D1, D2, · · · , Dr} es con cruzamientos normales.
La propiedad de cruzamientos normales de la familia {S̃,D1, D2, · · · , Dr} quiere decir,
que para cada punto p ∈ π−1(SingS), existe un sistema local de coordenadas de Ṽ en un
entorno de p tal que las variedades de la familia {S̃,D1, D2, · · · , Dr} que contengan a p
son subespacios lineales, en posición general (es decir, las funciones que aparecen dentro de
las ecuaciones locales de las variedades de la familia que contienen a p forman un sistema
local de coordenadas o pueden ser completadas para formar tal sistema). Así tenemos
π−1(S) = S̃ ∪D1 ∪ · · · ∪Dr (descomposición en componentes irreducibles de π−1(S)), y el
siguiente diagrama es conmutativo:








π−1(SingS) = D1 ∪ · · · ∪Dr? _oo
S 
 // V
El divisor D := π−1(SingS) = D1 ∪ · · · ∪ Dr de Ṽ , es llamado el divisor excepcional
de π.
Además de la condición de cruzamientos normales obtenemos las siguientes propiedades:
1. Por cada punto p ∈ π−1(SingS) ∩ S̃ pasan a lo sumo dos componentes irreducibles
de π−1(SingS).
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2. Las componentes irreducibles de la fibra excepcional (π|
S̃
)−1(SingS) de la restricción
π|
S̃
son lisas y con cruzamientos normales en S̃. La resolución de S inducida por π
es lo que se llama una buena resolución de S.
Nota 1.1. Las definiciones precedentes han sido dadas en el contexto analítico complejo.
Definiciones análogas existen en el contexto algebraico (ver [CGO]).
Una clase especial de morfismos propios son los que se construyen por medio de explo-
siones con centros subvariedades lisas. A continuación vamos a precisar brevemente esta
noción.
Sea V = C3 el espacio vectorial complejo de dimensión 3, D3 un polidisco centrado
en 0 ∈ C3, P2C el espacio proyectivo de dimensión 2, y π0 : C3 r {0} → P2C la aplicación
natural. Denotemos por x = (x1, x2, x3) ∈ C3, l = [y1 : y2 : y3] ∈ P2C y consideremos el
conjunto
V ′ = C̃3 :=
{
(x, l) ∈ D3 × P2C : x ∈ l]
}
⊂ C3 × P2C,




(x, l) ∈ D3 × P2C : xiyj = xjyi
}
⊂ C3 × P2C.
De manera natural se puede dotar a V ′ de una estructura de variedad analítica compleja
de dimensión 3 inducida por la de C3 × P2C.
Consideremos la primera proyección
π : V ′ −→ C3
(x, l) 7−→ x.
Si x ̸= 0, π−1(x) = (x, [x]), y π−1(0) = {0} × P2C. La restricción
π
V ′rπ−1(0)
: V ′ r π−1(0) −→ C3 r {0}
es un isomorfismo.
Llamaremos a π, la transformación cuadrática de C3 con centro en el origen, y a
π−1(0) el divisor excepcional .
La variedad V ′ se recubre por tres cartas locales (V ′j , φj), definidas por,
V ′j =
{


































, y2y3 , x3
)
.
En dichas cartas, el morfismo π se describe por
π ◦ φ−11 (x1, x2, x3) = (x1, x1x2, x1x3),
π ◦ φ−12 (x1, x2, x3) = (x1x2, x2, x2x3),
π ◦ φ−13 (x1, x2, x3) = (x1x3, x2x3, x3).
Considere ahora V una variedad analítica compleja de dimensión 3. Dado un punto
p ∈ V , existe un entorno U de p isomorfo a un disco centrado en 0 ∈ C3. La construcción
anterior puede, pues, localizarse, y definir así un morfismo propio π : V ′ −→ V , tal que
π
V ′rπ−1(p)
: V ′ r π−1(p) −→ V ′ r {p}
es un isomorfismo, y π−1(p) ∼= P2C: es la transformación cuadrática, o explosión de p en V .
Supongamos ahora que tenemos S un subespacio analítico de V que contiene al punto
p. Sea π : V ′ −→ V transformación cuadrática de V con centro en p. En este caso, el
transformado estricto de S por π , denotamos por S̃, es el mínimo subespacio analítico de
π−1(S) tal que π induce el isomorfismo
S̃ r π−1(p) ≃ S r {p}.
Si S es un germen de superficie analítica con p ∈ S, entonces S̃ puede ser calculado
localmente de forma muy sencilla: sea (x1, x2, x3) un sistema de coordenadas locales de V


























Sea ahora V = C2 y π0 : V ′ −→ V la explosión del origen en V . Sea Z = V × C,
Z ′ = V ′ × C. La aplicación
π := π0 × idC : Z ′ → Z
es llamada explosión de C en Z o transformación monoidal de Z con centro en {0}×C.
Consideremos ahora Z una variedad analítica compleja de dimensión 3, Y un subespacio
complejo de Z liso de dimensión uno. Dado un punto p ∈ Y , localizando Z e Y alrededor
de p se puede suponer la siguiente situación
Zp ↪→ C2 × C
∪ ∪
Yp ↪→ {0} × C
donde las flechas horizontales son aplicaciones abiertas.




alrededor de p, que es biyectiva fuera de Y . Esta transformación se llama transformación
monoidal de Z con centro Y alrededor de p. La construcción anterior es funtorial, y puede
globalizarse: se puede definir una transformación π : Z ′ → Z tal que π = πp, alrededor de
todos los puntos p ∈ Y , que induce un isomorfismo
π|
Z′rπ−1(Y )
: Z ′ r π−1(Y ) −→ Z r Y.
A esta transformación π se la llama transformación monoidal de Z con centro Y .
Ahora, si S es un subespacio analítico de Z que contiene a Y , el mínimo subespacio
analítico S̃ de π−1(S) tal que π induce el isomorfismo
S̃ r (π−1(Y ) ∩ S̃) ≃ S r Y
es el transformado estricto de S por π. Si S es, localmente alrededor de un punto p ∈ Y ,
un germen de superficie, tomando un sistema de coordenadas (x1, x2, x3) tal que Y esté
definido por las ecuaciones x1 = x2 = 0, y considerando la ecuación (f(x1, x2, x3) = 0) de
S alrededor de p, se tiene que, alrededor de π−1(p), S̃ se escribe en coordenadas locales en
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Las explosiones son el instrumento básico para la construcción de las resoluciones de
singularidades. Así, uno de los métodos efectivos para el cálculo de una resolución inmersa,
reposa en la utilización de explosiones con centro puntos o curvas lisas en las que la su-
perficie considerada y el divisor excepcional no tienen cruzamientos normales. Los centros
de las explosiones son subvariedades de la superficie, pero las explosiones son realizadas
en la variedad ambiente. Los centros de explosión que inducen una buena resolución de la
superficie son elegidos de acuerdo a la definición de centro permitido que a continuación
precisamos.
Sea S ⊂ V ≃ (C3,p) un germen de superficie analítica. Un subespacio analítico C ⊂ V
es un centro permitido para S si es no singular y la multiplicidad de S es constante
a lo largo de C. En particular, si C interseca a Sam(S), C está totalmente contenido en
Sam(S).
Utilizaremos, de manera sistemática, centros permitidos en el proceso de la resolución
o desingularización de S mediante explosiones.
Definición 1.3. El cono tangente de S en p, denotado por CTp(S), es el espacio definido








Definición 1.4. El espacio tangente estricto de Hironaka de S en p es el mayor
subespacio lineal TpS de TpV que deja invariante al cono tangente por traslaciones.
TpS coincide con CTpS, si y sólo si CTp(S) es un espacio lineal. La codimensión de
Tp(S) es el mínimo número de coordenadas necesarias para expresar la forma inicial; en
general Tp(S) ⊂ CTp(S).
Un estudio detallado del comportamiento de ISam(S),Sam(S), TpS, TpC, tras explo-
siones con centros permitidos, permite definir una estrategia global para la resolución de
singularidades, la cual consiste en ir bajando poco a poco el invariante de Samuel de S,
modificando, en un momento u otro, todos los puntos del estrato de Samuel inicial. La
prueba de que el proceso finaliza pasa por identificar un invariante numérico que desciende
en cada paso y no pueda descender indefinidamente, los detalles pueden leerse en [C4],
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[CGO] entre otros sitios.
Es posible que una componente irreducible del estrato de Samuel sea una curva singular
y en cuyo caso el centro permitido estaría contenido en ella, es decir el centro permitido
sería el punto singular de la curva.
El estrato de Samuel tiene cruzamientos normales en un punto p ∈ Sam(S), siempre
que se cumpla una de las consideraciones siguientes.
1. p es un punto aislado de Sam(S).
2. Sam(S) es una curva lisa, localmente en p.
3. Sam(S) consiste de dos curvas lisas y transversales en p.
El conjunto de puntos en los que Sam(S) no tiene cruzamientos normales es un con-
junto finito de puntos aislados. Tomando como centros de explosión a estos puntos se tiene
que Sam(S̃) tiene cruzamientos normales (ver [C4], Proposición 2).
El caso más “accesible” de superficies singulares para obtener una resolución inmersa, es
el de las superficies con singularidades absolutamente aisladas. Para este tipo de superficies,
se obtiene una resolución no inmersa por medio de transformaciones cuadráticas. Una
vez obtenida dicha resolución, se podrá considerar la condición de transversalidad o de
cruzamientos normales del divisor excepcional con el transformado estricto de la superficie.
Ejemplo 1.1. Sea S la superficie de ecuación f = z2+x(x2+y3) = 0 inmersa en V = C3.
El origen de coordenadas es el único punto singular de S, ISam(S) = 2 y Sam(S) = {0}.
La resolución inmersa de S es obtenida después de 7 transformaciones cuadráticas, seguido
de 6 transformaciones monoidales.
En efecto. Fijamos las siguientes notaciones: para cada sucesión de transformaciones
cuadráticas πα, α = 1, · · · , r, denotemos por S̃α la transformada estricta de S tras las α
primeras explosiones, Dα el divisor excepcional de la variedad ambiente de dimensión tres
generado por πα, y por dα := Dα ∩ S̃α, traza de S̃α en Dα.
Denotemos también por (xα,i , yα,i , zα,i) el sistema local de coordenadas, en la carta Uα,i
de la explosión πα, en las cuales el centro de explosión de πα+1 es el origen de coordenadas.
Ahora pasamos a describir, brevemente, la resolución inmersa de S.
Observe que el centro permitido de π1 es el origen de coordenadas. Tras esta explosión
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obtenemos, en U1,2 ≈ (C3,0).










+ y1,2) = 0
D1 = (y1,2 = 0)
d1 = D1 ∩ S̃1 = (y1,2 = z1,2 = 0).
Observemos que, el único punto singular de S̃1 es el origen de U1,2 , ISam(S̃1) = 2 y
ISam(S̃1) = {0}.











+ x2,1y2,1(x2,1 + y2,1)
)











, en U2,2 ≈ C3
D2 :=
{
(x2,1 = 0) en U2,1
(y2,2 = 0) en U2,2
d2 :=
{
(z2,1 = x2,1 = 0) en U2,1
(z2,2 = y2,2 = 0) en U2,2
S̃2 posee dos puntos singulares, el origen de coordenadas en U2,1 y en U2,2 respectiva-
mente. Por otro lado, ISam(S̃2) = 2 y Sam(S̃2) = {0}.
Tras la explosión π3 con centro el origen de U2,2 , el transformado estricto de S es regular
y tangente a D2, d3 = D3 ∩ S̃3 = z23,1 + y3,1 = 0, ISam(S̃3) = 1 y Sam(S̃3) = ∅.
La explosión π4 con centro el origen de U3,1 ≈ C3, permite obtener la superficie S̃4 con tres
puntos singulares en d4∩d1, d4∩d2 y un tercero en d4 que son resueltos con las explosiones
π5, π6 y π7 respectivamente.
A S̃7 es posible asociar un grafo dual representando como en la figura 1.1. Cada vértice
representa una componente dα y cada arista un punto de intersección entre las componen-
tes, dα, dβ , tal que dα ∩ dβ ̸= ∅. El orden de los índices en las componentes dα respeta el















Figura 1.1: Grafo dual de S̃
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Denotemos por (α, β) la curva intersección de Dα con Dβ , para α ̸= β si Dα ∩Dβ ̸= ∅.
Esto permite construir el diagrama de incidencia de S̃ y los divisores Dα (ver Fig. 1.2).
Este diagrama es conocido, en [Gon], como el diagrama de incidencia conjuntista
asociado a la resolución.
(12)
(24)(14)
















Figura 1.2: Diagrama de incidencia
Observe que para los índices α ∈ {1, 2, 4}, la curva racional dα ≈ P1C es tangente a Dα y en
consecuencia la condición de cruzamientos normales no es satisfecha, el tipo de tangencia es
el mismo, con orden de contacto 2. Después de realizar dos explosiones con centro permitido
dα para cada α ∈ {1, 2, 4}, obtenemos una resolución inmersa de S: denotemos por πdα1 la
explosión de centro permitido dα, πdα1 genera una superficie reglada denotado por Dα1. La
superficie Dα1 y los transformados estrictos de Dα, S̃7 tienen una intersección común a lo
largo de la curva dα1 := Dα1∩ S̃8, la cual será el centro permitido de la siguiente explosión,
produciendo otra superficie reglada como divisor Dα2. Las cuatro superficies Dα2, Dα1,
Dα y S̃ presentan cruzamientos normales (S̃ denota la transformada estricta final de S);
la única intersección no vacía de S̃ con los otros tres divisores, S̃ ∩Dα2, será denotado por
dα2. Los divisores Dα1 y Dα son disjuntos y sus intersecciones con Dα2 son denotados por
(α1, α2) y (α, α2) respectivamente.





, las intersecciones de Dβ con Dα1 y Dα2 son denotadas por (α1, β), (α2, β)
respectivamente. Precisamos todo lo anterior en la Fig 1.3. El diagrama de incidencia final
asociado a la resolución inmersa de S es representado en la figura 1.4.




































































Figura 1.4: Diagrama de incidencia asociada a la resolución inmersa de S. Aquí ᾱ := α1 y ᾱ := α2

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1.2. Superficies casi ordinarias
En esta sección estudiamos, brevemente, las singularidades casi ordinarias de superficies
introducidas por Jung en 1908. Estas juegan un rol muy importante en los problemas de
uniformización y resolución de singularidades (Walker, Zariski, Abhyankar). Fue Lipman,
en su tesis [L1], quién hace un estudio más profundo. Introduce el concepto de rama casi
ordinaria normalizada y demuestra que todo polinomio casi ordinario irreducible admite
una parametrización que posee una rama normalizada.
Un enfoque para la comprensión de una singularidad casi ordinaria es el estudio de
su resolución. En [L1], Lipman describe un procedimiento definitivo para la resolución de
una superficie casi ordinaria irreducible inmersa en C3 (para una descripción del mismo,
consulte [L2]). Lipman prueba que en cada etapa de la resolución, las singularidades que
aparecen siguen siendo casi ordinarias. Además, dada una superficie casi ordinaria le asocia
un par de números fraccionarios a los que denomina, pares característicos, y que en cada
etapa de la resolución, estos son determinados por los de la etapa anterior y el proceso
empleado. Estos resultados son extendidos por Ignacio Luengo en el caso reducible, siem-
pre que la superficie en cuestión sea una superficie casi ordinaria respecto a un sistema
transversal de parámetros (es decir, según [Lu], Def. 1.2, si f(x1, · · · , xd) = 0 es la ecuación
local de la superficie, y ν = ν0(f), se tiene que f es regular de orden ν en xd). Para más
detalles, ver [Lu].
Aunque estemos interesados en el caso de superficies, haremos la mayor parte de la
exposición en dimensión arbitraria. Denotemos por Rd := C{x} = C{x1, x2, · · · , xd} al
anillo de series de potencias convergentes con d indeterminadas, Ld al cuerpo de fracciones














series de potencias fraccionarias en d indeterminadas con denominador n y por Ld,n su
cuerpo de fracciones. La inclusión natural de Rd ↪→ Rd,n permite considerar a Rd,n como
extensión de Rd, y a Ld,n como extensión de Ld.
Consideremos f ∈ Rd[y] un polinomio de Weierstrass,
f = yn + a1(x)y
n−1 + · · ·+ an−1(x)y + an(x),
y denotaremos por ∆y(f) el discriminante de f respecto a y.
Definición 1.5. Decimos que un polinomio de Weierstrass f es casi ordinario si ∆y(f) =
xµ11 . . . x
µd
d .U , con µi ∈ N y U ∈ C{x} una unidad.
Proposición 1.1. Si f =
r∏
i=1
fi es un polinomio de Weierstrass casi ordinario con r
componentes, entonces cada una de ellas es un polinomio de Weierstrass casi ordinario.
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El recíproco de la proposición anterior es falso. Basta tomar los polinomios casi ordi-
narios f1 = y2 + x1 y f2 = y2 − x2. Se tiene ∆(f1.f2) = −16x1x2(x1 + x2)4.




de hipersuperficie singular, es llamada
casi-ordinaria si es definido localmente por un polinomio de Weierstrass f y existe un
germen de aplicación finita π : (S,0) → (Cd,0) cuyo lugar discriminante (hipersuperficie
en Cd sobre el cual π es ramificado) tiene cruzamientos normales o equivalentemente que
f es un polinomio de Weierstrass casi ordinario.
El punto 0 ∈ S, es denominado singularidad casi-ordinaria .
Ejemplo 1.2. La hipersuperficie de ecuación yk−xr11 x
r2
2 · · ·x
rd
d = 0 es una hipersuperficie
casi ordinaria. 
Ejemplo 1.3. Cualquier curva plana es casi ordinaria: después de un cambio de coordena-
das y aplicando el Teorema de preparación de Weierstrass, podemos asumir que una curva
plana es definida por un polinomío de Weierstrass
f = yn + a1y
n−1 + · · ·+ an ∈ R1[y],
donde los ai ∈ R1 no son unidades y que ∆yf es una suma de productos de los ai. Se sigue
entonces que ∆yf es no invertible en R1, es decir, podemos escribir ∆yf = xau(x), con
a ∈ N∗ y u(x) una unidad en R1. 
Definición 1.7. Sea ζ ∈ Rd,n una serie de potencias fraccionarias que no es una unidad.
Decimos que ζ es una rama casi-ordinaria si el polinomio mínimo de ζ sobre Ld es un
polinomio de Weierstrass casi ordinario.
El Teorema de Jung-Abhyankar (Teorema 2 en [A]) garantiza que las raíces de un
polinomio casi ordinario f son elementos del anillo de series de potencias fraccionarias
Rd,n para algún n ∈ Z>0:
Teorema 1.1 (Jung-Abhyankar). Sea f ∈ C{x}[y] un polinomio de Weierstrass y L el
cuerpo de descomposición de f sobre Ld en Ld (clausura algebraica). Si ∆(f) = x
µ1
1 · · ·x
µh
h .U
con h ∈ {1, · · · , d}, µi ∈ N para todo i y U ∈ C{x} una unidad, entonces existen











En el caso de una hipersuperficie casi ordinaria irreducible f ∈ Rd[y], el Teorema de
Jung-Abhyankar garantiza que si ζ es tal que f(x1, · · · , xd, ζ) = 0 (es decir ζ es una raíz
de f), entonces ζ ∈ Rd,k para algún k ∈ N. En contraste con el caso de curvas, k no
necesariamente es degy(f).
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Consideremos P (t) = (tn−x1) · · · (tn−xd) ∈ Ld[t]. Como Ld,n es el cuerpo de descom-
posición de P sobre Ld, se sigue que la extensión Ld,n/Ld es de Galois, es más, el grado de
dicha extensión es [Ld,n : Ld] = nd.
Por otro lado, para cualquier s = (σ1, · · · , σd) ∈ Zd sea ϕs ∈ G := Gal(Ld,n/Ld) (grupo










i ; ∀i ∈ {1, · · · , d}, donde
ϵ es una raíz n−ésima primitiva de la unidad. Entonces la aplicación
ϕ : Zd −→ G
s 7−→ ϕs
es un homomorfismo de grupo. Observe que ϕ tiene como núcleo a nZd y como CardG =
nd = Card(Zd/nZd), el homomorfismo ϕ induce el isomorfismo Zd/nZd → G. Por lo tanto,
hemos demostrado:
Lema 1.1. La extensión Ld ⊂ Ld,n es de Galois y su grupo de Galois G es isomorfo a
Zd/nZd.











de ellas. Para j = 2, · · · ,m existe sj = (σj,1, · · · , σj,d) ∈ Zd tal que






















con ϵj,k = ϵσj,k y ϵ una raíz m−ésima primitiva de la unidad. Se sigue que las raíces del











donde ϵ1, · · · , ϵd son raíces m−ésimas de la unidad.
A partir de ahora, consideramos una superficie singular casi ordinaria irreducible e
inmersa en (C3,0). En este caso, podemos elegir coordenadas locales (x, y, z) tal que
π(x, y, z) = (x, y) y tal que (S,0) es definido por un polinomio de Weierstrass irreducible
f ∈ C{x, y}[z]
f(x, y, z) = zm + a1z
m−1 + · · ·+ am,
donde los ai no son unidades. Entonces ser casi ordinaria significa que ∆z(f) es de la forma
∆zf = x
ayb.u
donde a, b ∈ N y u ∈ C{x, y} una unidad.
Si f es de grado uno (como un polinomio en z) consideramos, al igual que Lipman [L1],
que f tiene discriminante igual a la identidad. Así, en este caso f es un polinomio casi
ordinario si y sólo si el término a1 no es una unidad.
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Sea ζ ∈ R2,k una raíz de f . Como las otras raíces de f son conjugadas de ζ, haciendo
ζ1 = ζ, tenemos













Observación 1.1. La existencia de raíces en Ld,k de una hipersuperficies no garantiza
que la hipersuperficie sea casi ordinaria. Basta considerar la hipersuperficie definida por la
ecuación
f(x, y, z) = z4 − 2(x+ y)z2 + (x− y)2 = 0




2 , sin embargo esta no es casi ordinaria, pues
∆f = 4096x2y2(x− y)2.
Por otro lado, ya que
xaybu(x, y) = ∆f =
∏
i̸=j
(ζi − ζj) ,




n ]] son dominios de factorización única, tenemos





















una unidad. Los mono-




k son llamados monomios característicos de f y los














Estos pares satisfacen ciertas condiciones (ver [L1] Proposición 1.5); por ejemplo, ellos son
totalmente ordenados por (λ1, µ1) ≤ (λ2, µ2) si y solo si, xλ1yµ1 divide a xλ2yµ2 (es decir
λ1 ≤ λ2 y µ1 ≤ µ2). Estos pares determinan la geometría y la topología de (S, p) (ver [L1],
[L2],[L3] y [Ga]).













donde H(0, 0) ̸= 0 es normalizada si
(1.) a y b no son ambos divisibles por n.
(2.) Si a+ b < n, entonces a > 0 y b > 0.
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(3.) Etiquetando los pares característicos (λi, µi)1≤i≤s de ζ tal que λ1 ≤ λ2 ≤ · · · ≤ λs y
µ1 ≤ µ2 ≤ · · · ≤ µs, tenemos (λ1, λ2, · · · , λs) ≤ (µ1, µ2, · · · , µs) (lexicográficamente).
(4.) Ningún termino de ζ tiene ambos exponentes enteros.
El lema de inversión de Lipman ([L1], Lema 2.3) garantiza que toda singularidad de
una hipersuperficie casi ordinaria irreducible puede ser parametrizada por una rama casi
ordinaria normalizada, y determina los monomios característicos de ésta a partir de los
monomios característicos de la rama de partida mediante fórmulas de inversión. En este
sentido Gau [Ga] demuestra que el tipo topológico de la singularidad de una hipersuperficie
casi ordinaria es equivalente a la información proporcionada por el conjunto de monomios
característicos de una rama casi ordinaria normalizada. Así, podemos decir que aunque una
singularidad casi ordinaria puede tener diferentes pares característicos los cuales dependen
de la elección de ζ, los pares característicos de una parametrización normalizada determinan
y son determinados por el tipo topológico local de (S,p); es decir, hay un conjunto de pares
característicos que son independientes de la elección de ζ.












de una superficie casi ordina-

















= z − p(x, y) z′ = x z′ = y
Demostración. Sea ζ una rama casi ordinaria. De [L1] (Corolario 1.6) o bien ζ ∈ C{x, y} ó









, donde H0 ∈ C{x, y}; H(0, 0) ̸= 0 y (λ, µ) es el menor par
distinguido de ζ. Haciendo el cambio ζ ′ = ζ −H0, de [L1] (Proposición 1.5) el monomio








para algún H. Así








y (1) y (4) en la Definición 1.8 se cumplen.
Sí (2) en la Definición 1.8 no se cumple, es decir u = 0 ó v = 0, entonces de la prueba
del Lema de inversión [L1] (Lema 2.3), el cambio del tipo x′ = z, y′ = y, z′ = x puede
hacerse. Tras un cambio del tipo x′ = x, y′ = z, z′ = y, (3) en la Definición 1.8 se puede
obtener [Ga].
De la prueba del Lema 1.2, deducimos: sí ζ es una rama casi ordinaria, entonces o bien








, donde (λ, µ) es el menor par distinguido y H(0, 0) ̸= 0.
Lipman da una descripción precisa del cono tangente y del lugar singular de un germen
de superficie casi ordinaria así como la relación de estos y los pares característicos (ver
[L1], [L2]).
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, H(0, 0) ̸= 0 una parametrización normalizada de una sin-
gularidad casi ordinaria (S,0). El siguiente lema demuestra como cambian los pares carac-
terísticos después de explosiones por centros permitidos (ver [L1] tabla 4.4) o después que
se realiza una inversión ([L1], Lema 2.3).
Lema 1.3. Sea S una superficie casi ordinaria. Cualquier transformación por explosión,
S′, con centro permitido, de S, es de nuevo una superficie casi ordinaria. Sí ζ es una rama
normalizada que parametriza S, entonces por uno de los procesos dado en [L1] (Sección 3),
podemos encontrar una rama casi ordinaria “estándar” ζ ′ (no necesariamente normalizada)
que parametriza S′, y cuyos pares distinguidos dependen únicamente de los de ζ y del
proceso empleado. La naturaleza exacta de la dependencia es dada en la tabla siguiente
(omitir i = 1 si el par correspondiente consiste de enteros.)
Transformaciones Pares característicos
de ramas resultantes
Inversión λi+1−λ1λ1 , µi
Transformación Monoidal:
Centro (x, z) λi − 1, µi
Centro (y, z) λi, µi − 1
Transformación Cuadrática
“Caso transversal” (λ1 + µ1 > 1)
Dirección (1 : 0 : 0) λi + µi − 1, µi
Dirección (0 : 1 : 0) λi, λi + µi − 1
“Caso no transversal” (λ1 + µ1 < 1)
Dirección (1 : 0 : 0) λi +
(1+µi)(1−λ1)
µ1
− 2, 1+µiµ1 − 1
Dirección (0 : 1 : 0) µi +
(1+λi)(1−µ1)
λ1
− 2, 1+λiλ1 − 1
Dirección (0 : 0 : 1) λi(1−µ1)+µ1λ11−λ1−µ1 ,
λiµ1+µi(1−λ1)
1−λ1−µ1
En [L1] (Definición 5.1) Lipman, describe una resolución estricta de un germen de
superficie casi ordinaria, el cual determina y es completamente determinado por los pares
característico de cualquier rama casi ordinaria normalizada, parametrizando un germen
de superficie (S,0). El dato importante demostrado por Lipman es que la transformada
estricta de una superficie casi ordinaria por explosiones con centro permitido, es casi ordi-
naria, irreducible y los correspondientes pares característicos son determinados por los de
ζ tal como refleja el Lema 1.2.
La propiedad de que la transformada estricta de una superficie casi ordinaria por explo-
siones con centro permitido, es nuevamente casi ordinaria, no es verdad en dimensión arbi-
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traria tal como lo refleja la hipersuperficie casi ordinaria dada por la ecuación w4−xyz = 0
[Go].
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1.3. Superficies cuspidales casi-homogéneas.
Consideramos una familia de superficies singulares del tipo
f = zk + φ(x, y) = 0, k ≥ 2
donde φ es una función analítica de dos variables. Este tipo de superficie fue introducido
por O. Zariski, denominadas como superficies de Zariski por Piotr Blass en 1970, y
estudiado con detalle en los años 70 por Joseph Blass, Piotr Blass y Jeff Lang. Existen
estudios en el caso de que φ es la ecuación de una curva singular plana e irreducible, debidos
a Anne Pichon [Pi], Robert Mendris y András Némethi [MN]. Estamos interesados en el
caso k = 2 y φ la ecuación de una curva singular plana no necesariamente irreducible, con
la condición ν0(φ) ≥ 2, a los que llamaremos superficies cuspidales y cuyo proceso de
resolución inmersa describiremos en un caso especial.
Definición 1.9. Sea Sn ⊂ (Cn+1,0) un germen de hipersuperficie n-dimensional con
coordenadas (x, z) := (x1, · · · , xn, z). Sn será llamada hipersuperficie cuspidal si es
definida por una ecuación analítica f = z2 + φ(x), con la condición ν0(φ) ≥ 2.
Si f es una función analítica casi-homogénea, S es llamada una hipersuperficie cus-
pidal casi-homogénea (CCH).
Nota 1.2. Recordemos que, siguiendo a Saito [Sa], un germen de función holomorfa
h : (Cn,0) → (C, 0) es casi-homogénea si y sólo si h pertenece a su ideal jacobiano, es
decir











Si h es casi-homogénea, existen coordenadas (X1, X2, · · · , Xn) y enteros positivos, primos








satisface Xp(h) = k.h, donde el entero k es el grado casi-homogéneo de h (ver [Sa]).
Si n = 2, existen coordenadas tales que h tiene r ramas cuspidales y tal vez también
tenga a los ejes coordenados como ramas, es decir, h se puede escribir






donde n1, n2 ≥ 0, di > 0, y p, q ≥ 2. Los números complejos ai son no nulos y distintos dos a
dos. En particular la curva (h = 0) tiene n1+n2+d ramas, contadas con sus multiplicidad,
d = d1 + d2 + · · ·+ dl.
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Con las consideraciones anteriores, existen coordenadas analíticas en las que una su-
perficie cuspidal casi-homogénea S ⊂ (C3,0), está definida por la ecuación






Denominaremos parte distinguida de la expresión anterior al término xn1yn2 y dire-
mos que S es admisible si S no admite parte distinguida, es decir, si la curva (φ = 0) no
admite a x = 0, y = 0 y/o a xy = 0 como ramas. En buenas coordenadas estas superficies
están definidas por una ecuación





)di = 0. (1.1)
con p, q ≥ 2. El lugar singular de S, Sing(S) es de uno de los tipos siguientes.





II. Si di > 1 para algún i = 1, . . . , l:
Sing(S) =
{
(x, y, 0) ∈ (C3,0) : ∃ i ∈ {1, · · · , l}, di > 1, yp − aixq = 0
}
.
En ambas situaciones, tenemos ISam(S) = 2 y Sam(S) ≡ Sing(S). Un método de
resolución inmersa de las superficies cuspidales, puede ser visto en [BMN]. Allí los autores
presentan una descripción explícita de una “resolución inmersa” de las superficies cuspidales
normales, así como una descripción topológica del divisor excepcional, usando la estrategia
de Jung [L1], [L2]. Sin embargo tal proceso difiere del que nos interesa en esta memoria:
la restricción de la modificación birracional
π :M r π−1(Sing(S)) −→ (C3,0)r Sing(S)
no es un isomorfismo y en consecuencia, π no cubre la definición de resolución inmersa
que precisamos en la Definición 1.1. A continuación, describimos la resolución inmersa del
modelo (1.1) siguiendo el esquema descrito en la Sección 1.1 con el fin de presentar una
resolución que respeta todos los requerimientos de la Definición 1.1. Además, en nuestro
caso, S no necesariamente es normal. Este nos permite preparar el escenario óptimo que
nos facilita el camino hacia la meta de esta tesis. Por comodidad describimos el proceso de
resolución en tres etapas:
- En la primera etapa realizamos explosiones con centro puntos, “siguiendo el esquema
habitual de la reducción de singularidades de la curva”
l∏
i=1
(yp − aixq)di = 0.
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• Tras este proceso, todas las transformadas estrictas de las ramas cuspidales
de Sing(S) cortan a una misma componente del divisor excepcional con cru-
zamientos normales. Y en consecuencia el estrato de Samuel, Sam(S), tiene
cruzamientos normales.
- En la segunda etapa se sigue el esquema de la reducción de singularidades de una
superficie casi ordinaria: es preciso realizar explosiones con centro en curvas lisas,
concretamente en las intersecciones de las componentes del divisor excepcional con la
transformada estricta de z = 0. Nos interesará especialmente la imagen inversa de la
recta proyectiva que corresponde a la componente del divisor excepcional interceptada
por las transformadas estrictas de las ramas cuspidales.
- En la tercera etapa: Si di > 1 para algún i ∈ {1, · · · , l}. Explotamos, en algunos
casos, líneas que corresponden a las transformadas estrictas de las ramas cuspida-
les contenidas en Sing(S), que en un buen sistema de coordenadas están dadas por
z = 0, y = a
1
δ
i , con di > 1, estas explosiones son realizadas de acuerdo al esquema
de la resolución de singularidades de curvas planas z2 + Y di = 0. Y en otros casos
explotamos, puntos o líneas según corresponda, con el fin de resolver las superficies
del tipo z2 + xY di = 0. Este último caso, también es evitado en [BMN].
Si di = 1 para todo i, la transformada estricta de la superficie, en algunos casos, es
regular y transversal a divisor excepcional y por tanto la resolución inmersa termina
en la segunda etapa. En otros casos, es necesario realizar una transformación cuadrá-
tica seguido de dos transformaciones monoidales con el fin de resolver las superficies
cónicas z2 + xY = 0.
Describimos este proceso con más detalle, para el cual vamos a suponer p > q:
Primera etapa. Sean r = mcd(d1, · · · , dl), δ = mcd(p, q), p′ = pδ , q
′ = qδ . A partir
del algoritmo de Euclides para (p′, q′),
p′ = c0q
′ + r1
q′ = c1r1 + r2
r1 = c2r2 + r3
...
ri−1 = ciri + ri+1 ; 0 ≤ ri+1 < ri
...
rN−2 = cN−1rN−1 + rN
rN−1 = cN rN + 0,
obtenemos el desarrollo en fracción continua de

























Es clásico que se tienen igualdades
p
k−1qk − qk−1pk = (−1)
k. (1.2)
En particular si k = N
pN−1q
′ − qN−1p
′ = (−1)N ,
y m := qN−1 , n := pN−1 son enteros positivos minimales verificando
nq −mp = (−1)Nδ.
En particular, si N = 0, q divide a p.
Supongamos por un instante que N = 1, entonces
p = c0q + δ,
q = c1δ.
Tras c0 transformaciones cuadráticas, siguiendo la dirección tangente común a las curvas
z = 0, yp − aixq = 0,
se crea una cadena, C0, de componentes del divisor, D1, D2, · · · , Dc0 , tales que en las
vecindades Uαi (carta local de la componente Dα) de los puntos
pα := Dα−1 ∩Dα ∩ (transformada estricta de z = 0),
con coordenadas (xα, yα, zα), la transformada estricta de S está dada por
Sα := π
−1(S) ∩ Uα =
{






α uα = 0
}
,










mα1 = α(qd− 2),
mα2 = (α− 1)(qd− 2).
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En la última componente, Dc0 , con coordenadas (x̂, ŷ, ẑ), el transformado estricto de
S está dado por






A continuación, realizamos c1 transformaciones cuadráticas siguiendo la dirección tan-
gente a las curvas
ẑ = 0, ŷp−c0q − aix̂q = 0,
creando la cadena C1 de componentes Dc0+1, · · · , Dc0+c1 tal que la última componente de
C0, interseca a todas las componentes de C1. Observe que c1 ≥ 2, por otro lado en las
vecindades Uαi (carta local de la componente Dα) de los puntos
pα = Dα−1 ∩Dα ∩ (transformada estricta de ẑ = 0);α ∈ {c0 + 2, · · · , c0 + c1}
con coordenadas (xα, yα, zα), la transformada estricta de Ŝ está dada por
Sα := π
−1(S) ∩ Uα =
{






α vα = 0
}
,








nα1 = (j − 1)(pd− 2(c0 + 1)),
nα2 = j(pd− 2(c0 + 1)).
Observe que vα es una unidad para todo j ̸= c1, esto nos lleva a destacar, en Dc0+c1 , los
puntos pc0+c1 y p̃ := Dc0∩Dc0+c1∩(z̃ = 0), tal que en una vecindad de p̃, con coordenadas
(x̃, ỹ, z̃), la transformada estricta de Ŝ está dada por







En general, si N > 1 realizamos:
(1o) c0 transformaciones cuadráticas siguiendo la dirección tangente común a las curvas
z = 0, yp − aixq = 0
(2o) c1 transformaciones cuadráticas siguiendo la dirección tangente común a las curvas
z̃ = 0, ỹp−c0q − aix̃q = ỹr1δ − aix̃q0
(3o) c2 transformaciones cuadráticas siguiendo la dirección tangente común a las curvas
z̃ = 0, ỹp−c0q − aix̃q−c1r1δ = ỹr1δ − aix̃r2δ = 0
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(4o) c3 transformaciones cuadráticas siguiendo la dirección tangente común a las curvas
z̃ = 0, ỹr3δ − aix̃r2δ = 0
...
(No) cN−1 transformaciones cuadráticas siguiendo la dirección tangente común a las curvas:
z̃ = 0, ỹrN−1δ − aix̃rN−2δ = 0, si N par;
z̃ = 0, ỹrN−2δ − aix̃rN−1δ = 0, si N impar.
Finalmente realizamos cN transformaciones cuadráticas siguiendo la dirección tangente
de las curvas: 
z̃ = 0, ỹrN−1δ − aix̃rN δ = 0, si N par;
z̃ = 0, ỹrN δ − aix̃rN−1δ = 0, si N impar.
De esta manera, tras k =
N∑
ν=0
cν transformaciones cuadráticas se genera N +1 cadenas
de divisores




ci para cada ν ∈ {0, · · · , N}. Estas se comportan según el esquema de la
figura 1.5.



























































































Figura 1.5: Comportamiento de las cadenas Ci, ν = 0, · · · , k
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Sea ν ∈ {0, · · · , N} y jν ∈ {1, · · · , cν}. Defina
α = α(ν, jν) =
ν−1∑
i=0
ci + jν = sν−1 + jν ;
m(ν, jν) = jνpν−1 + pν−2 ;
n(ν, jν) = jνqν−1 + qν−2 ;
pα = Dα−1 ∩Dα ∩ (zα = 0).
Para cada ν, obtenemos los siguientes datos








mα1 := m(ν, jν)qd− 2
(
m(ν, jν) + n(ν, jν)− 1
)
,
mα2 := m(ν, jν − 1)qd− 2
(
m(ν, jν − 1) + n(ν, jν − 1)− 1
)
.








α uα = 0








nα1 := n(ν, jν − 1)pd− 2
(
m(ν, jν − 1) + n(ν, jν − 1)− 1
)
,
nα2 := n(ν, jν)pd− 2
(
m(ν, jν) + n(ν, jν)− 1
)
.







α vα = 0
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- Si ν = N .













δ − (m+ n+ 1)
)












δ − (m+ n+ 1)
)
.
En este caso la transformada estricta de la superficie, en una vecindad de ρs
N
y ρ̃


















































Con las consideraciones anteriores, se sigue el siguiente resultado.
Lema 1.4. Tras la secuencia de
∑N
i=1 ci transformaciones cuadráticas, la transformada








donde uα es una unidad para todo α ̸=
∑N
i=1 ci y aα, bα enteros positivos, dados por las
expresiones anteriores mαi , n
α
i según corresponda.
Diremos que (Sα,pα), es:
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Del Lema 1.4, los gérmenes de superficies del tipo I y II, son casi ordinarias, y su
lugar singular, está dado por líneas proyectivas localmente definidas por zα = xα = 0,
zα = yα = 0. Por otro lado, las superficies del tipo III, tienen lugar singular formado por
la línea proyectiva, localmente dado por
z̃ = ỹ = 0, si N par;
z̃ = x̃ = 0, si N impar.











xiκ = | 1ai |
1















), αi = arg(ai).
para cada i ∈ {1, · · · , l}, κ ∈ {0, · · · , δ − 1}.
Por otro lado, a cada cadena Ci se le asocia el grafo dual Gdi , cuyas componentes
dα := Dα ∩ Sα, forman una subcadena: Gdi : dsi−1+1, , · · · , dsi .
Para cada i par o impar tenemos que la primera (respectivamente la última) componente
del grafo dual Gdi , está unida a la última componente de G
d
i−2 ( respectivamente de G
d
i−1).




, según se muestra en las figuras 1.6, 1.7.



















































−2 −(c1 + 2) −2
−1
−2−(ci+3 + 2)−2−(ci+1 + 2)−2−(ci−1 + 2)−2
−(c
k
+ 1) −2 −(ci+3 + 2) −2 −(ci+1 + 2) −2 −(ci−1 + 2) −2 −2 −(c2 + 2) −2
Figura 1.6: grafo dual: N-par
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−2 −(c1 + 2) −2 −2 −(ci−1 + 2) −2 −(ci+1 + 2) −2 −(ci+3 + 2) −2 −(ck + 1)
−1
−2 −(ci+3 + 2) −2 −(ci+1 + 2) −2 −2 −2 −2−(ci−1 + 2) −(c2 + 2)
Figura 1.7: grafo dual: N-impar
Los enteros −2,−(cj +2) representan la auto-intersección de dα como curva contenida
en la transformada estricta de z = 0. Además, Sam(S′) =
∪
α,iκ
dα ∪ Liκ tiene cruzamientos
normales y ISam(S′) = ISam(S) = 2, donde S′ = ∪Sα, es la trasformada estricta de S




La segunda etapa de la desingularización de S, depende de la casuística de los en-
teros mαi , n
α
i , P,Qi, Q̃i según la naturaleza de p, q y d. La casuística es repetitiva y la
desingularización muy simple, como la de curvas planas, con centros de explosión las cur-
vas excepcionales dα. Analizamos los casos especiales y con detalle el caso N impar (el caso
N par no presenta diferencias esenciales).
Caso i. Supongamos d par, entonces los enteros mαi , n
α
i , P,Q2, Q̃2, son pares. Del Lema







α uα(xα, yα) = 0;
con uα(xα, yα) una unidad para todo α ̸= sN , Los enteros aα, bα son pares; para todo α.
La resolución inmersa de Sα, es obtenida después de aα+bα2 transformaciones monoidales:
- aα2 a lo largo de la línea zα = xα = 0 y
- bα2 a lo largo de la línea zα = yα = 0, en las coordenadas antes definidas.
El orden (no único) en el que resolvemos las singularidades de Sα es el siguiente: prime-
ro, realizamos P2 transformaciones monoidales a lo largo de dsN . Este proceso modifica, al









−1 respectivamente. Además, existen vecindades U,Uα;α = sN , con coordenadas locales
(x̃, ỹ, t̂ ) y (xα, yα, t) en las que las superficies del tipo III están representadas por
S̃α :=
{
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A continuación, realizamos Q22 transformaciones monoidales, a lo largo de la curva
d′s
N−1






Ũα, Ũ ;α = sN−1 , con coordenadas (xα, yα, t), (x̃, ỹ, t̃ ), en las que las superficies de los tipos
I y III, son representadas, respectivamente por
S̃α :=
{
(xα, yα, t) : t
2 + y
mα2



























, obteniendo representaciones locales
de las superficies del tipo I:
S̃α :=
{
(xα, yα, t) : t





(xα−1, yα−1, t̃) : t̃
2 + y
mα−12
α−1 uα−1 = 0
}
.
En este momento, tenemos la resolución inmersa de Sα; α = sN−1 . A continuación pro-
cedemos a resolver Sα−1 y repetimos el proceso para todo α con ν ∈ {N−1, N−3, · · · , 2, 0},
obteniendo una resolución inmersa de las superficies del tipo I. Finalizamos está etapa, re-
pitiendo el proceso anterior para cada α con ν ∈ {N − 2, N − 4, · · · , 3, 1}, obteniendo una
resolución inmersa de las superficies del tipo II. Por otro lado, se ha construido un divisor
excepcional, cuyas componentes son superficies regladas, que serán descritas en la sección
1.3.1.
La tercera etapa de la resolución, está dedicada a resolver las superficies del tipo III.
Observe que después de la segunda etapa, estas superficies han sido “parcialmente” resuel-
tas. En coordenadas adecuadas estas modificaciones son representadas por las ecuaciones
S̃ =
{


















= 0; α = sN
}
⊂ Ũα,






... · · ·
Liκ
Figura 1.8: Superficies tipo III-caso i
Estas superficies tienen como lugar singular L =
∪
Liκ; di > 1 y su resolución in-
mersa sigue el esquema de la reducción de singularidades de curvas planas cuspidales(
t2 + Y di = 0
)
⊂ Ui ≈ (C2,0), Ui es un entorno del punto de intersección de las líneas Liκ
con el divisor excepcional (ver Fig. 1.8 ). Tras esta modificación, la componente del divisor
excepcional que interseca a la superficie S̃ ∪ S̃α es modificada. A esta modificación, en
[BMN], se le llama superficie reglada no-minimal. Esta será descrita en la Sección 1.3.1.
Caso ii. Supongamos d impar. En este caso, tenemos las siguientes opciones:
- Si p, q son pares, entonces se sigue que mαi , n
α
i P,Q2, Q̃2 son pares, por tanto la reso-
lución de Sα es como en el caso i.
- Si p par y q impar (o viceversa). Entonces P, Q̃2, nαi son pares, Q2 es impar y m
α
i
dependen de la naturaleza de los enteros m(ν, jν).
- Si p, q son impares, entonces P es impar, Q2, Q̃2 dependen de los enteros mínimos
m,n tales que mp−nq = δ y mαi , nαi dependen de la naturaleza de m(ν, jν) y n(ν, jν)
respectivamente.
Nosotros destacamos los siguientes casos:
Caso ii.1 Suponga p par y q impar (o viceversa) y mαi alternados (respectivamente n
α
i
alternados). Iniciamos el proceso de resolución tal como en el caso i: P2 transformaciones
monoidales a lo largo de ds
N




2 transformaciones monoidales, tal como en el caso i. Ahora pasamos a resolver las




2 transformaciones monoidales a lo largo de dα para las cuales n
α
i
es impar. Obtenemos así una resolución inmersa de las superficies del tipo I. La descripción
del divisor excepcional en esta etapa, será descrito en la sección 1.3.1.
La tercera etapa de la resolución, en este caso, es dedicada a resolver las modificaciones
de las superficies del tipo III, tras la segunda etapa. Estas modificaciones, en coordenadas
adecuadas están dadas por:
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Figura 1.9: Superficies tipo III-caso ii.1
Estas superficies tienen como lugar singular L =
∪
Liκ; di > 1. Y su resolución inmersa
sigue exactamente el esquema del caso i.
Caso ii.2 Suponga p y q impares, Q2, Q̃2,mαi , n
α
i son impares. En este caso, para cada
α con i ∈ {0, 1, · · · , N} realizamos, aα+bα−22 transformaciones monoidales:
- aα−12 a lo largo de la línea xα = zα = 0 y
- bα−12 a lo largo de la línea yα = zα = 0 en las coordenadas antes definidas,
exactamente igual como en el caso i. Tras este proceso, existen coordenadas locales (xα, yα, t)




(xα, yα, t) : t
2 + xαyαuα = 0
}
.
A continuación realizamos, en cada sistema coordenado (xα, yα, t), una transformación
cuadrática con centro el origen de coordenadas. Las transformadas estrictas de S̃α, en coor-
denadas adecuadas (ver Fig 1.10), vienen dadas por las ecuaciones:
z2α1 + yα1u(xα, xαyα1) = 0
z2α2 + xα2u(xα2, yα) = 0.









Notemos que ahora, las transformadas estrictas son tangentes a la línea proyectiva
de ecuación local xα = yα1 = 0 (respectivamente a la línea proyectiva de ecuación local
yα = xα2 = 0).
Con el fin de tener cruzamientos normales, es necesario realizar, en un orden adecuado,
dos transformaciones monoidales a lo largo de la línea proyectiva, localmente dada por
zα1 = yα1 = 0 (respectivamente zα2 = xα2 = 0). Obteniendo de esta manera una resolución
inmersa de las superficies de tipo I y II.
La tercera etapa, en este caso, está dedicada a resolver las modificaciones de las super-












Figura 1.11: Modificación de Superficies tipo III, en la segunda etapa
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La resolución inmersa de S, se obtiene después de resolver, con cruzamientos normales,
las superficies S1, S2.
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1.3.1. Descripción del divisor excepcional
Describiremos el divisor excepcional E, producido en la desingularización de superficies
cuspidales casi-homogéneas del tipo 1.1. Este divisor, es unión E = E1 ∪ E2 ∪ E3, donde
cada Ei es unión de componente excepcionales irreducibles creado en la 1o,2o y 3o etapa
de la resolución. Cada Ei es unión de superficies racionales, birracionalmente equivalentes
a una superficie reglada sobre P1C. De [Har] (Proposición 2.2 pág. 370) y de [Gr] (Teorema




para algún entero n. Habi-




es denotado por Σn y llamada la n−ésima superficie
de Hirzebruch. Una referencia general para el estudio de superficies regladas es [Har].






donde, cada Dα es de la siguiente forma:
- Para cada α = sν−1 + jν ̸= sν , ν ∈ {0, 1, · · · , N − 1}. Dα es el resultado de la
explosión, con centro un punto, de P2C. Las fibras del morfismo inducido a P1C son las
transformaciones propias del las líneas pasando por el centro de explosión, así todas
las fibras son isomorfas a P1C, la curva excepcional corta de manera transversal, en
un único punto, a cada fibra y por tanto es una sección con autointersección −1, en
consecuencia (ver [Har, pág. 374])





- Las componentes Dsν para cada ν ∈ {0, 1, · · · , N − 1}, resultan de realizar ci+1 + 1
transformaciones cuadráticas (explosiones de ci+1 + 1 puntos de P2C). Después de
realizar transformaciones elementales (ver [F, pág. 114]), obtenemos




; para algún ei ∈ Z.
- Ds
N−1
resulta de realizar cN transformaciones cuadráticas (explosiones de cN puntos
en P2C). Analogamente como en el item anterior
Ds
N−1








La construcción de E2 resulta de una serie de transformaciones monoidales con centro
las líneas dα = Dα ∩ Sα ≈ P1C. Del Lema 1.4, para cada punto
pα = Dα−1 ∩Dα ∩ {zα = 0}
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existen coordenadas locales en una vecindad de pα , Uα, tal que
π∗(S) ∩ Uα =
{






α uα = 0
}
,
donde uα ∈ C{xα, yα} es una unidad, para todo α ̸= sN .
Sea
π := π1 ◦ · · · ◦ πk : (M1, E1) → (C3, 0)
el morfismo construido en la primera etapa de la resolución y denotemos por Ẽ a la trans-
formada estricta por π del plano z = 0. Observe que la curva excepcional dα, vista como
una curva racional contenida en Ẽ es tal que N
dα|Ẽ = O(d
2
α). Por otro lado, las curvas
racionales dα vistas en Dα son:
a. Fibras de Dα, para cada α ̸= sν , con ν ∈ {0, 1, · · · , N − 1} y por tanto
Ndα|Dα = O(0) =: O.
Así,
Ndα := Ndα|M1 = O ⊕O(d
2
α) = O ⊕O(−2).
b. Fibras, modificadas cν+1 + 1 veces, de Dsν para cada ν ∈ {0, 1, · · · , N − 2} y por
tanto
Ndsν |Dsν = O(−cν+1).
Así,
Ndsν := Ndsν |M1 = O(−cν+1)⊕O(d
2
sν ) = O(−cν+1)⊕O(−cν+1 − 2).















) = O(1− cN )⊕O(−1− cN ).
d. Una línea proyectiva de Ds
N
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Nota 1.3. Los resultados precedentes también se pueden verificar con cálculos locales y
funciones de transición: se construye un entorno de dα en M1, este estará compuesto por
los primeros abiertos de πα y πα+1, cada uno isomorfo a (C3,0), se calculan las funciones
de transición respectivas (cambios de coordenadas) y nos fijamos en los ideales que definen
dα en cada abierto.









donde cada Dαj son superficies de Hirzebruch, cuya construcción depende de la naturaleza
de los enteros positivos aα, bα. Analizamos los casos especiales (casos i, ii.1, ii.2):
Caso i. Por comodidad vamos a escribir aα = 2lα1 y bα = 2lα2 .
En este caso se inicia la resolución, realizando P2 = l
s
N
2 transformaciones monoidales a
lo largo de la curva excepcional ds
N
≈ P1C. Después de está modificación, DsN−1 y DsN−1




−1 respectivamente. Del mismo modo













−1 tienen fibrados normales:
Nd′s
N−1
= O(1− cN − l
sN





Tras esta secuencia de transformaciones monoidales a lo largo de ds
N
obtenemos una
torre de superficies regladas, Σe := Ds
N
,j ; j ∈ {1, · · · , lsN1 }, sobre dsN como se muestra en





representa la superficie reglada Σn, las líneas horizontales denotan a las dos curvas
distinguidas C1 y C0 ⊂ Σn con autointersección ±n (ver [Har],[BMN], para más detalles).































































Figura 1.12: Torre de superficies tras P2 transformaciones monoidales
Luego pasamos a resolver las singularidades transversales en cada extremo, el lado iz-
quierdo corresponde a las superficies de tipo I y el lado derecho a las del tipo II, que tras
lα2 (respectivamente lα1 ) transformaciones monoidales a lo largo de las curvas d′α correspon-
dientes, son de la forma{
(xα, yα, t) : t




(xα, yα, t) : t
2 + xaαα uα = 0
}
respectivamente. Tras esta modificaciónDα−1 (respectivamenteDα+1) son automáticamen-
te transformados a D′α−1 (respectivamente D′α+1). Denotando por d′α−1 (respectivamente
d′α+1) a la modificación de dα−1 (respectivamente dα+1). Obtenemos los fibrados normales:
Nd′α−1 = O(kα − l
α
2 )⊕O(eα), Nd′α+1 = O(kα − l
α
1 )⊕O(eα),
donde kα ∈ {0,−cν+1 , 1 − cN , 1}, eα ∈ {−2,−cν+1 − 2,−1 − cN ,−1} según corresponda.
Después de esta secuencia de transformaciones monoidales a lo largo de d′α, obtenemos,
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para cada α, una torre de superficies regladas sobre cada d′α tal como se muestra en la
figura 1.13. En la figura 1.14 se muestra la intersección entre Σn,Σm a lo largo de una
curva distinguida codificada por la líneas horizontal en común, las fechas corresponden a
















































Figura 1.13: Pegado entre torres de superficies regladas Σ∗ (tras la resolución del tipo II),
caso nαi = 2l
α
i












































− xα ≡ −l
α
1




− xα ≡ −l
α
2
− xα; ν impar
Figura 1.14: Torre de superficies regladas, tras lα1 transformaciones monoidales















= −1− lsN2 ;(
C̃1
)2










Ahora, el lugar singular de las superficies de tipo III es L =
∪
Liκ; di > 1 y su resolución
inmersa sigue el esquema de la reducción de singularidades de curvas planas cuspidales(
t2 + Y di = 0
)
⊂ Ui ≈ (C2,0), Ui es un entorno del punto de intersección de las líneas Liκ











, con curvas distinguidas C̃m0 , C̃m1 satisfaciendo:




= −1− lsN2 = −1− P2 .(
C̃m1
)2


















































→ P1 (π1 = π◦ secuencia de





→ P1), se ve como en la figura 1.15. La descripción del divisor E2










































(casos i y ii.1)
Observe que al resolver las superficies de tipo III, hemos generado el divisor E3, el cual es









En el Caso ii.2, tras la reducción de singularidades de las superficies del tipo III,
πm : Σ̃me → P1, se ve como en la figura 1.16. En este caso la reducción de singularidades
finaliza tras dos transformaciones monoidales a lo largo de C̃m1 .




























Figura 1.16: La superficie Σ̃me (caso ii.2)
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1.4. Topología del complemento de una curva singular plana.
Cálculo en casos particulares
Como parte del estudio de la holonomía proyectiva para una foliación cuspidal, tene-
mos necesidad de calcular posteriormente de manera explícita el grupo fundamental del
complemento de una curva afín plana, por lo cual discutiremos en esta sección el método
de Zariski-Van Kampen: este proporciona una presentación de dicho grupo, empleando la
monodromía de trenzas, que introducimos más adelante.
Si C ⊂ C2 es una curva plana afín, llamaremos a π1(C2 r C) (sin precisar el punto base)
el grupo de C. El estudio de los grupos de curvas planas, es un problema clásico que se
remonta a los trabajos de O. Zariski, una prueba rigurosa se debe a Van Kampen [VK]
(existen otros métodos propuestos por V.S. Kullikov e I. Shimada). En los años 80 y 90
Moishezon y Teicher [Moi], [Te] introducen la noción de monodromía de trenza, la cual
es usada para recuperar la presentación de Van Kampen, obteniendo una versión moderna
de este grupo. A continuación describiremos brevemente la monodromía de trenza.
Denotemos por
Pn = {(z1, z2 · · · , zn) ∈ Cn : zi ̸= zj si i ̸= j} .
El grupo fundamental de este espacio, Pn, es el grupo de trenzas puras de n hilos. En
Pn consideramos la relación de equivalencia: (z1, · · · , zn) ∼ (z′1, · · · , z′n) si y solo si existe
σ ∈ Sn, grupo simétrico de orden n, con zi = z′σ(i). El espacio cociente, P
n/ ∼, es denotado
por Bn y su grupo fundamental, denotado por Bn = ⟨σ1, · · · , σn−1⟩, es llamado grupo de
trenzas de n hilos [Bi]. La proyección natural Pn −→ Bn es un recubrimiento topológico
de n! hojas, y en consecuencia, Bn/Pn ∼= Sn. Existe una descripción alternativa de este
grupo: considere C[z]1n el espacio afín de los polinomios mónicos de grado n, el cual se
identifica de manera natural con Cn. Si ∆n es el lugar discriminante, Cn r∆n ∼= Bn (ver
[Bi] para detalles). Esto nos permite dar una descripción explícita del grupo fundamental
de Cn r∆n.
Ahora, considere una curva afín plana C : (f(x, y) = 0), de grado n, y en posición
general (es decir, cada fibra de la proyección vertical π(x, y) = x contiene a lo más un punto
singular o un punto tangente a la curva). Sea ∆f = {x1, · · · , xs} el lugar discriminante de
f , Lk = π−1(xk) y L = L1 ∪ · · · ∪ Ls.
La restricción
ρ := π|C2rC∪L : C
2 r C ∪ L → Cr∆f ,
es una fibración localmente trivial, en virtud del Teorema de fibración de Ehresmann (ver
[CH], Lemas 1.1, 1.3), con fibras isomorfas a Cn := C r {n puntos}. Denotemos por Cn,p
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a la fibra π−1(p) para todo p ∈ Cr∆f . De [Ste] (17.3, 17.4), existe una secuencia exacta
de grupos:
1 // π1(Cn,p)
i∗ // π1(C2 r C ∪ L)
ρ∗ // π1(Cr∆f )
s∗
||
// 1 , (1.3)
donde i∗, s∗ son las aplicaciones inducidas en homotopía a partir de la inclusión y la sección
de ρ respectivamente
i : Cn,p ↪→ C2 r C ∪ L.
s : Cr∆f → C2 r C ∪ L.
Observe que i∗ y s∗ son inyectivas y se tiene que π1(Cn,p) es un subgrupo normal de
π1(C2rC∪L), mientras que π1(Cr∆f ) no lo es. Entonces la secuencia exacta (1.3) implica
que π1(C2rC∪L) es el producto semi directo de π1(Cn,p) y π1(Cr∆f ) (ver [Sc], III.4). Para
precisar esto: fijemos un subconjunto Y = {t1, . . . , tn} ⊂ C, consistiendo de n elementos
diferentes. Sea ∆ ⊂ C un disco cerrado suficientemente grande tal que Y esté contenido
en su interior. Elegimos un punto x ∈ ∂∆, tome un pequeño disco Di centrado en ti ∈ Y
y que no contenga a otro elemento de Y , elija un punto x̂i ∈ ∂Di. Considere un camino
αi ⊂ CrY que une a x̂i y a x, denote por ηx̂,Di al camino cerrado con base en x̂i que gira en
sentido anti-horario a lo largo de ∂Di. La clase de homotopía del lazo γi := α−1i ηx̂,Diαi es
llamado un meridiano de ti en π1(CrY, x). Si el punto base es sobreentendido, entonces
simplemente hablaremos de un meridiano de ti en C r Y . Observe que el conjunto de
meridianos de ti ∈ Y coincide con una clase de conjugación en π1(CrY, x) completamente
determinado por ti. Por otro lado se conoce que una colección adecuada de n meridianos
de CrY (uno por cada punto de Y ) define una base de π1(CrY, x). Esta construcción de
meridianos también es aplicable para el grupo fundamental del complemento de un divisor
en una superficie (ver Fig.1.17).
Figura 1.17: Un meridiano
Definición 1.10. Sea ∆ y x como antes. Una base geométrica de π1(CrY, x) es una base
ordenada (γ1, . . . , γn) de π1(C r Y, x) consistiendo de meridianos tales que γn.γn−1 · · · γ1
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es homotópico al lazo γ∗, camino cerrado de base en x que gira en sentido anti-horario a
lo largo de ∂∆.




















Figura 1.18: Elección de meridianos
Ahora, como ρ es una fibración localmente trivial con fibras difeomorfas a Cn, el poli-
nomio f induce una aplicación algebraica
f̃ : Cr∆f −→ Cn ∼= C[z]1n r {P (z) : ∆(P (z)) = 0} ∼= Bn
definida por x0 7−→ f̃(x0) = f(x0, y). Esta aplicación induce el homomorfismo
f̃∗ : Fs → Bn
donde Fs es el grupo libre de s generadores, que se identifica con el grupo fundamental de
Cr∆f . Este homomorfismo es llamado la monodromía de trenza .
Considere la base geométrica (g1, · · · , gn) del grupo fundamental de la fibra Cn,p, y
(γ1, · · · , γs) base geométrica de π1(Cr∆f ). La acción de γi sobre gj es tal que en π1(C2r
C ∪ L) tenemos γi ∗ gj = γ−1i gjγi, que es un elemento de π1(Cn) ya que es un subgrupo
normal (ver [CH, Lema 2.4]). En consecuencia se tiene
π1(C2 r C ∪ L) =
⟨
g1, · · · , gn, γ1, · · · , γs : γ−1i gjγi = f̃∗(γi)(gj)
⟩
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Por otro lado, dado cualquier base geométrica (γ1, γ2, · · · γs) de π1(C r∆f ), la s-upla(
f̃∗(γ1), f̃∗(γ2), · · · , f̃∗(γs)
)
∈ (Bn)s es llamada una factorización de monodromía de
trenza .
Bn actúa de manera natural sobre Fn por la derecha, de la manera siguiente




gj+1, si j = i;
gjgj−1g
−1
j , si j = i+ 1;
gj , en otros casos.
para i = 1, · · · , n− 1 y j = 1, · · · , n.
Bajo estas consideraciones y usando la secuencia (1.3), se tiene el siguiente resultado
(ver [ACC, Prop. 3.4], [ACT, Prop. 1.10]).
Teorema 1.2. Sea (ρ1, ρ2, · · · , ρs) ∈ (Bn)s una factorización de monodromía de trenza y
sea (g1, g2, · · · , gn) una base geométrica de π1(Cn). Entonces
π1(C2 r C ∪ L) =
⟨
g1, · · · , gn, γ1, · · · , γs : gρij = γ
−1
i gjγi, i = 1, . . . , s, j = 1, . . . , n
⟩
.
Como consecuencia, se sigue
Corolario 1.3 (Teorema de Zariski-Van Kampen [VK]). Bajo las hipótesis anteriores se
tiene la siguiente presentación:
π1(C2 r C) =
⟨
g1, . . . , gn : g
γi




A continuación, describimos algunos casos que aparecen en nuestro objeto de estudio.
Ejemplo 1.4. Calcular el grupo de la curva C := y2 + xn = 0.
En efecto. Consideremos la proyección π : C2 → C, π(x, y) = x. Observe que ∆f =
{0}, L = π−1(0).
La restricción
π : C2 r C ∪ L → Cr∆f
es una fibración localmente trivial, con fibras isomorfas a C2 = Cr {2 puntos}. Para todo
p ∈ Cr∆f , se tiene la secuencia exacta (1.3).
Observe que π1(C r ∆f ) = ⟨γ⟩ = Z y la factorización de monodromía de trenza ∈ B2,
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:= σn1 ∈ B2.
Luego π1(C2 r C ∪ L) =
⟨






π1(C2 r C) =
{













2 g1 = g1(g2g1)
n
2 , si n es par;
(g2g1)
n−1
2 g2 = g1(g2g1)
n−1





2 g2 = g2(g2g1)
n
2 , si n es par;
(g2g1)
n+1
2 g1 = g2(g2g1)
n+1
2 , si n es impar.

Ejemplo 1.5. Calcular el grupo de la curva C := y2+
l∏
j=1
(x− aj)dj = 0, con aj ∈ C, aj ̸=
ai si j ̸= i y dj > 1, para algún j.
En efecto. Considere la proyección π : C2 → C, π(x, y) = x.
Observe que




Lj ; Lj = π−1(aj).
La restricción
π : C2 r C ∪ L → Cr∆f
es una fibración localmente trivial, con fibras isomorfas a C2 = Cr {2 puntos}. Para todo
p ∈ Cr∆f , se tiene la secuencia exacta (1.3).
Sea π1(C r ∆f ) = ⟨γ1, · · · , γl⟩; con γj = α−1j ηx̂,Djαj meridianos de aj . Observe que la
factorización de monodromía de trenza ∈ (B2)l y es tal que la acción de los γi sobre los gj











Observe que la monodromía a lo largo de αj únicamente produce una contracción de
los puntos sobre las fibras y la monodromía a lo largo de ηx̂,Di es dada como en el ejemplo
anterior para cada dj . Luego
π1(C2 r C ∪ L) =
⟨





−1giγ; i = 1, 2; j = 1, · · · , l
⟩
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y en consecuencia
G := π1(C2 r C) =
{








g1, g2 : R1, R2
}
Donde σdj1 ,Rj es como en el ejemplo anterior, para cada dj .
Notemos que para todo g ∈ G tenemos gσ
dj
1 = g, ∀j = 1, . . . , l. Por otro lado, sea




midi , mi ∈ Z














. . .)σd1). . .)σaldl
= g
En consecuencia
G = ⟨g1, g2 : g
σr1
i = gi i = 1, 2⟩ =
{







2 g1 = g1(g2g1)
r
2 , si r es par;
(g2g1)
r−1
2 g2 = g1(g2g1)
r−1





2 g2 = g2(g2g1)
r
2 , si r es par;
(g2g1)
r+1
2 g1 = g2(g2g1)
r+1
2 , si r es impar.

Observación 1.2.
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- Si r es impar, escribimos r := 2k + 1. Cambiando de generadores




−kβ, g1 = β
−1αk+1,
obtenemos, con los nuevos generadores, R1 ≡ R2 ≡ αk = β2. Luego
G =
⟨
α, β : αr = β2
⟩




α, β : βαr = αrβ
⟩
Capı́tulo 2
Singularidades de foliaciones en
dimensión tres
Estamos interesados en el estudio local de las foliaciones holomorfas en torno a sus
singularidades. En un espacio ambiente de dimensión dos, el tipo más sencillo de singu-
laridades son aquellas definidas por un campo lineal. En otros casos, si la parte lineal
del campo que define la foliación verifica ciertas condiciones (los autovalores se encuen-
tran sobre el llamado dominio de Poincaré, o de Siegel) el campo es linealizable: existen
coordenadas analíticas en las cuales el campo es lineal. Por otro lado a las foliaciones, en
(C2,0), sin parte lineal se les puede aplicar un proceso de reducción de singularidades, que
transforma a sus singularidades a un numero finito de singularidades con parte lineal y de
comportamiento relativamente simple.
En dimensión dos, una singularidad es simple , si la parte lineal del campo es no nula
y tiene autovalores λ1, λ2 que satisfacen:
λ1 ̸= 0, λ2 ̸= 0 y λ1λ2 /∈ Q+.
λ1 = 0 y λ2 ̸= 0 ó λ1 ̸= 0 y λ2 = 0 (silla nodo).
Por el Teorema de Seidenberg [Se] toda singularidad se puede reducir a singularidades
simples mediante un número finito de explosiones. La singularidades simples han sido
estudiadas muchos años antes de la publicación del Teorema de Seidenberg, lográndose
formas normales para muchos tipos ( formas normales de Poincaré, Dulac y Siegel). Cuando
el espacio ambiente es de dimensión tres, se conoce la existencia de una reducción de
singularidades para foliaciones de codimensión uno: este resultado es debido a F. Cano y
D. Cerveau [CC] en el caso no-dicrítico y por F. Cano [C2] en el caso dicrítico. No se
conoce un resultado análogo en dimensión superior. El concepto de foliación dicrítica ha
sido estudiado en [C1] y actualizado en [C3], como a continuación precisamos:
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Sea F una foliación en (Cn,0) definida por una 1-forma integrable ω. Una aplicación
φ : (C2,0) → (Cn,0), es llamada genéricamente transversal a F si φ∗(F) ̸≡ 0; geomé-
tricamente esto significa que la imagen de φ es no invariante (ver [C3]).
Por otro lado, una inmersión i : (Cl,0) → (Cn,0) se dice transversal a F si se cumplen
las siguientes condiciones
1. Sing(i∗ω) = i−1 Sing(ω);









Para más detalles ver [MM] y [CCD], con el convenio: dim(∅) = −1 para el caso de
foliaciones regulares. Cuando l = 2, la condición (2) es equivalente a Sing(i∗ω) ⊆ {0}. Así,
la inmersión i : (C2,0) → (Cn,0) es transversal a F si y solo si
- ν0(i∗ω) = ν0(ω), donde ν0 denota el orden en 0;
- Sing(i∗ω) ⊆ {0}.
Observe que cualquier inmersión transversal a F es genéricamente transversal, lo recí-
proco es falso.
Considere H un germen de hipersuperficie en (Cn,0), definida por una ecuación redu-
cida f = 0. H es una separatriz de Fω si existe una 2-forma η tal que ω ∧ df = f.η. Esto
significa que el conjunto regular de f = 0 es unión de hojas de la foliación Fω.
Un germen de función analítica en (Cn,0), h, es una integral primera de Fω si
ω ∧ dh = 0.
En (C2,0) una foliación holomorfa singular F, está dado por ω = 0, donde ω una 1-
forma holomorfa. Se dice que F es dicrítica , si tiene una infinidad de curvas analíticas
invariantes (separatrices). Por otro lado, la reducción de singularidades de F permite dar
una formulación equivalente del concepto de dicriticidad, en el sentido siguiente: la foliación
F es dicrítica en el origen si y solo si existe una reducción de singularidades tal que el divisor
excepcional tenga una componente irreducible genéricamente transversal.
En dimensión tres, una foliación holomorfa singular F, está dada por una 1-forma
holomorfa ω tal que ω ∧ dω = 0. En este caso, existen varias definiciones equivalentes de
dicriticidad (ver [C1], [CC], [CMa]). Nosotros adoptamos la noción debida a F. Cano
en [C3]: una foliación holomorfa singular F sobre (Cn, 0) es llamada dicrítica si existe
φ : (C2,0) → (Cn,0), germen de aplicación analítica,tal que
1. φ∗F = (dx = 0).
2. φ(y = 0) es invariante para F.
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Se dice que F es estrictamente dicrítica en el origen si existe un germen de aplicación
analítica no invariante para F, φ : (C2,0) → (Cn,0) tal que φ∗F tiene una infinidad de
curvas analíticas invariantes que se acumulan en el origen. Estos conceptos coinciden en
el caso 2-dimensional y son equivalentes a decir que la foliación tiene infinidad de curvas
analíticas invariantes en el origen (ver los detalles de está equivalencia en [C3]).
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2.1. Singularidades pre-simples y simples
En esta sección, describimos brevemente las singularidades pre-simples y simples de una
foliación de codimensión uno en un espacio ambiente de dimensión tres, que generalizan las
singularidades pre-simples y simples de dimensión dos. Definiremos las singularidades sim-
ples a partir de los modelos formales de las singularidades pre-simples. Estas son deducidas
directamente de la Jordanización formal de álgebras conmutativas de campos de vectores,
y de una forma normal formal de una 1-forma integrable. Las ideas principales son debidas
a Martinet [M]. Para más detalles ver [C2, C1]. En [C2] se prueba, que después de un
número finito de explosiones (composición de transformaciones cuadráticas y monoidales),
las singularidades del transformado estricto de la foliación son simples.
A continuación describimos la noción de singularidades simples y pre-simples para
espacios de dimensión arbitraria, siguiendo a [CC, C2].
Sea V una variedad compleja no singular de dimensión n. Denotemos por:
OV,p (respectivamente ÔV,p) el anillo local de gérmenes de funciones holomorfas (respec-
tivamente su completado formal) sobre la variedad V en el punto p ∈ V .
XV,p (respectivamente X̂V,p) el espacio de gérmenes de campos holomorfos (respectiva-
mente formales) sobre V en el punto p.
M := MV,p (respectivamente M̂ := M̂V,p) el ideal maximal del anillo OV,p (respectiva-
mente del anillo ÔV,p).
Una foliación holomorfa singular de codimensión uno en V , es un objeto F dado
por las colecciones {ωα}α∈I , {Uα}α∈I , y {gα,β}Uα∩Uβ ̸=∅ tales que:




ai(x)dxi es una 1-forma diferencial holomorfa integrable (ωα ∧ dωα = 0) no
idénticamente nula en Uα, tal que los coeficientes ai no tienen factor común.
(3) gαβ ∈ O∗(Uαβ) (función holomorfa no nula en Uαβ := Uα ∩ Uβ).
(4) Si Uαβ ̸= ∅, entonces ωα = gαβωβ en Uαβ .
Para cada forma ωα consideramos el conjunto singular dada por
Sing(ωα) =
{
p ∈ Uα : ωα(p) = 0
}
.
Es claro que Singωα es un subconjunto analítico cerrado de codimensión al menos 2 de Uα
de (3) y (4) se sigue que
Sing(ωα) ∩ Uαβ = Sing(ωβ) ∩ Uαβ.
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Así la unión de los conjuntos Sing(ωα) es un subconjunto analítico cerrado de codimensión
al menos 2 de V el cual lo denotaremos por SingF, y será llamado el conjunto singular
de F.
Nosotros adoptamos la notación Fω, para referirnos a la foliación localmente generada
por ω, en torno de un punto p ∈ V .
Consideremos el subespacio vectorial
D(ω)(p) =
{
X (p) : X ∈ XV,p y ω(X ) = 0
}
⊂ TpV.
La codimensión de D(ω)(p), en TpV , es llamado el tipo dimensional de Fω en p y
denotado por t = τ(Fω,p). Este número representa la mínima cantidad de coordenadas
necesarias para expresar un generador local de F. Así, ω puede ser escrito únicamente en




ai(x1, . . . , xt)dxi.
Sea E ⊂ V un divisor con cruzamientos normales tal que las componentes irreducibles
de E son no dicríticas, es decir, cada componente irreducible de E es invariante por F.
Denotemos por e = e(E,p) el número de componentes irreducibles de E a través de p.
Claramente e ≤ t. Así, podemos tomar coordenadas (x1, . . . , xn) en torno del punto p y



















bi(x1, . . . , xt)dxi
)
, (2.1)
donde los coeficientes bi son gérmenes de funciones sin factor común. Está presentación de
ω, facilita el control de las singularidades en el problema de reducción [C2].
Definimos el orden adaptado:
ν(Fω, E,p) = mı́n{νp(bi) : i, . . . , t},
donde νp(bi) es la multiplicidad algebraica de bi en p. Definimos también la multiplicidad
adaptada
µ(Fω, E,p) = mı́n{νp(bi)}i∈A ∪ {νp(bi) + 1}i̸∈A.
Por definición tenemos las siguientes desigualdades
ν(Fω, E,p) ≤ µ(Fω, E,p) ≤ ν(Fω, E,p) + 1.
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Definición 2.1. Una singularidad p ∈ Sing(Fω) es llamada pre-simple adaptada a E si
y solo si una de las siguientes propiedades se cumple:
1. ν(Fω, E,p) = 0
2. ν(Fω, E,p) = µ(Fω, E,p) = 1 y existe un i tal que la parte lineal b1i de bi no depende
únicamente de las variables {xi : i ∈ A}.
Sea p ∈ Sing(Fω) una singularidad pre-simple adaptada a E y supongamos que el tipo
dimensional de Fω en p es n = dim(V ). Entonces E tiene o bien n − 1 ó n componentes
irreducibles en torno de p. Suponga además que bn(0) ̸= 0, es fácil encontrar n−1 gérmenes








1 ≤ i ≤ n − 1; ci(0) = 0,que son tangentes a Fω. La condición de integrabilidad de ω
permite que los gérmenes Xi conmuten. Un calculo elemental muestra que
[Xi,Xj ] = 0.
Considere por un momento, un campo vectorial formal X ∈ M̂X̂V,p y un entero k ≥ 1,
tenemos una derivación inducida:
X k : M/Mk+1 → M/Mk+1
f +Mk+1 ↪→ D(f) +Mk+1.
De la igualdad M̂/M̂k+1 = M/Mk+1, no hay inconveniente en sustituir M por M̂ en
la definición de X k. Por la forma normal de Jordan, existe un único par de operadores
lineales X kS y X kN , semisimple y nilpotente respectivamente, tal que
X k = X kS + X kN y [X kS ,X kN ] = X kSX kN −X kNX kS = 0
Así, X kS y X kN son derivaciones del espacio M/Mk+1 como un ÔV,p-módulo. Por la unicidad
de la descomposición de Jordan podemos tomar límites
XS = ĺım
k→∞
X kS , XN = ĺım
k→∞
X kN .
y obtener campos vectoriales formales de X en p, es decir, XS ,XN ∈ X̂V,p tal que
X = XS + XN ; [XS ,XN ] = 0
X es llamado semisimple si XN = 0.
X es llamado nilpotente si XS = 0.
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Proposición 2.1 ([CC], Proposición 1.1). Sea X ∈ M̂X̂V,p un campo vectorial semisimple
y n = dimV . Supongamos que existe una secuencia (x′1, . . . , x
′
s), 1 ≤ s ≤ n, M̂-regular en
ÔV,p tal que
X (x′i) = λ′ix′i, λ′i ∈ C, i = 1, . . . , s.
Entonces existe un sistema regular de parámetros (x1, . . . , xn) de ÔV,p tal que
X (xi) = λixi, λi ∈ C, i = 1, . . . , n
xi = x
′
i; λi = λ
′
i, i = 1, . . . , s.
De la Proposición 2.1, dado X ∈ M̂ X̂V,p. Existe un sistema de coordenadas (x1, . . . , xn)
formales, que linealiza XS con autovalores λ = (λ1, . . . , λn) respectivamente. Adoptando
las siguientes notaciones:














































De esto se desprende que xQ ∂∂xi representan a los autovectores de XS con autovalores










Ahora, la condición [XS ,XN ] = 0, implica























= 0 para j = 1, . . . , n y |Q| ≥ 1 de esto tenemos que si
(⟨λ,Q⟩ − λj) ̸= 0 entonces aQ,j = 0. Luego
















Esta fórmula puede ser generalizada para álgebras abelianas finitamente generadas por
campos vectoriales formales, (ver Proposición 1.4 en [CC]).
De lo anterior, cada Xi es descompuesto en parte semisimple y nilpotente
Xi = XiS + XiN ,
de tal manera que [XiS ,XjS ] = 0 y [XiS ,XjN ] = 0 para cualquier índice i, j. Además existe









A partir de los n − 1 campos vectoriales anteriores, se reconstruyen un generador ω
para la foliación F. El resultado es resumido en la siguiente proposición.
Proposición 2.2 ([C2]). Sea p una singularidad pre-simple de F adaptada a E de tipo





y un generador ω de F, el cual es escrito en una de las siguientes formas












B. Existe un entero k ≥ 1, una k−upla (p1, . . . , pk) ∈ Nk, números complejos λi ∈ C,
i = 1, . . . , t con λi ∈ C∗ para i = k + 1, . . . , t, y una serie formal no nula de una




















C. Existe un entero k ≥ 2, una (k − 1)−upla (p2, . . . , pk) ∈ Nk−1, y números complejos
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Definición 2.2. Sea p una singularidad pre-simple de F adaptada a E, de tipo dimensional
t. p es llamada una singularidad simple de F adaptada a E si y solo si estamos en el caso
A ó B de la Proposición 2.2 y el vector λ = (λk+1, . . . , λt) es estrictamente no resonante




para cualquier función distinto de cero φ : {k+1, · · · , t} −→ N∪{0} (ver [C1, pág. 1000]).
Sea p ∈ Sing(Fω) una singularidad simple de F adaptada a E de tipo dimensional t, se
tiene [C1]:
Si e = t entonces, las componentes irreducibles de E son las únicas separatrices
(hipersuperficies integrales) de F en p. En este caso p es llamado esquina .
Si e = t − 1 entonces, existe exactamente una hipersuperficie transversal formal Ĥ
en p tal que E ∪ Ĥ tiene cruzamientos normales, y las únicas separatrices de F en p
son Ĥ y las componentes irreducible de E. En este caso p es llamado traza .
Las singularidades simples son invariantes por explosiones con centros permitidos.
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2.2. Hipersuperficies generalizadas
La noción de curva generalizada fue introducida por C. Camacho, A. Lins Neto
y P. Sad en [CLS]: foliación holomorfa singular de codimension uno en (C2,0) que no
admite sillas-nodos en su reducción de singularidades. Sea (f = 0) la ecuación analítica
del conjunto de separatrices de una curva generalizada F, y ω la 1-forma que genera F. En
[CLS] demuestran, para el caso no dicrítico:
(1). ν0(ω) = ν0(df);
(2). La reducción de singularidades de F coincide con la reducción de (f = 0).
En el caso dicrítico, la condición (1) anterior, tiene la siguiente expresión (ver [Ge], [He],
[CaCo])




donde S es la curva de separatrices que intersecan a los divisores no dicríticos, tras la
reducción de singlaridades, D es el conjunto de divisores dicríticos del divisor excepcional
E, νE(D) es la valencia de D en E, es decir, el número de componentes D′ con D′ ̸= D tal
que D ∩D′ ̸= ∅, y m(D) es la multiplicidad en el origen de una curva cuyo transformado
estricto, por la reducción de singularidades, es lisa y transversal aD en un punto no singular
de E.
Además, todas las curvas invariantes formales de una curva generalizada son conver-
gentes, ya que la existencia de una curva invariante no convergente implica la aparición de
sillas nodos en la reducción de singularidades.
Cuando el espacio ambiente es tres, en el caso no dicrítico P. Fernández y J. Mozo usan
la terminología de superficie generalizada y demuestran que la reducción de singularidades
de una superficie generalizada coincide con una reducción de singularidades del conjunto
de su separatriz [FM2]. Si el espacio ambiente es n > 3, la noción de genéricamente
transversal y el de no degenerada transversa debido a [MM] junto con un trabajo de
existencia de separatriz, debido a [CMa], permiten demostrar que el resultado en [FM2]
se sigue verificando.
Aunque en este trabajo nos interesan las singularidades de foliaciones sobre espacios
ambientes de dimensión tres, describiremos la noción de hipersuperficie generalizada pa-
ra espacios de dimensión arbitraria. Esta noción ha sido introducida en [FMN], cuyos
resultados se reproducirán aquí.
Definición 2.3. Sea F una foliación holomorfa de codimension uno definida por una 1-
forma integrable ω in (Cn,0). Diremos que F es una hipersuperficie generalizada si se
satisfacen las siguientes condiciones
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1. F es no dicrítica.
2. Para cada aplicación φ : (C2,0) → (Cn,0), genéricamente transversal a F, φ∗F es
una curva generalizada.
Lema 2.1. Sea F una hipersuperficie generalizada generada por una 1-forma holomorfa ω
y S := (f = 0) la ecuación reducida del conjunto de sus separatrices. Entonces ν0(ω) =
ν0(df).
Demostración. Dada una inmersión i : (C2,0) → (Cn,0) transversal a F. De la definición
2.3, i∗F es curva generalizada con
(
f ◦ i = 0
)
como separatriz. Debido a [CC] y [CMa],
cualquier separatriz de i∗F se extiende a una separatriz de F. Por transversalidad se sigue
ν0(ω) = ν0(i
∗ω).
Como i∗F es curva generalizada, entonces
ν0(i
∗ω) = ν0(d(f ◦ i)) = ν0(df).
Así, ν0(ω) = ν0(df).
Lema 2.2. Sea F una hipersuperficie generalizada en (Cn,0). Si F tiene exactamente n
hipersuperficies regulares transversales como separatriz, entonces F es simple.
Demostración. Por hipótesis, podemos elegir coordenadas locales tales que el conjunto de

























donde fi, ai ∈ C{x1, x2, · · · , xn}.
Dada cualquier inmersión transversal a F en torno del origen, i : (C2,0) → (Cn,0),
i∗F es una curva generalizada con n curvas regulares transversales como separatriz, así
ν0(i
∗ω) = n− 1, y además
ν0(i
∗ω) = ν0(ω) = n− 1. (2.7)
De (2.6) y (2.7) se sigue, ν0(fi) = n − 1 para algún i, así ν0(ai) = 0 para algún i y
por tanto el origen es una singularidad pre-simple. Además tenemos que el origen es una
esquina. Por otro lado, la hipótesis de la no dicriticidad de F, implica la no resonancia
estricta de la singularidad, por tanto 0 es simple (Ver [C2, Def. 13]).
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Otra forma de ver esto es: dada cualquier inmersión transversal a F,
ip : (C2,0) → (Cn,p),
en torno de un punto p ∈ Sing(F), con p ̸= 0, entonces i∗p(F) es una curva generalizada
con n− 1 curvas regulares transversales como separatriz, por tanto
ν0(i
∗ω) = n− 2.
Luego por transversalidad se tiene
ν0(i
∗ω) = νp(ω) = n− 2. (2.8)














Entonces ν0(ãi) = 0 para algún i ∈ {1, · · · , n−1} y en consecuencia p es una singularidad
pre-simple.
Ahora tomamos una inmersión transversal a F en torno de un punto q ∈ Sing(F) cerca
de p. Prosiguiendo como antes, q es una singularidad pre-simple.
Por recurrencia, secciones transversales en torno de puntos p cerca del origen son
simples y por tanto, el origen es singularidad simple de F .
Observación 2.1. La condición de no dicriticidad en el Lema 2.2, permite pasar de pre-
simple a simple. Lo que no ocurre en el ejemplo siguiente: para n = 3 la foliación F







− (1 + p)dz
z
,
donde p es un número racional. El origen es una singularidad pre-simple, además es una
esquina, sin embargo no podemos concluir que sea simple (no satisface la condición de no
resonancia estricta). Este ejemplo es debido a F. Cano.
Teorema 2.1. Sea F una hipersuperficie generalizada en (Cn,0), y S := (f = 0) la
ecuación reducida del conjunto de sus separatrices. Dado π : (M,E) → (Cn,0), el morfismo
de una resolución de singularidades inmersa de S, entonces π∗(F) tiene singularidades
simples adaptadas al divisor E.
Demostración. Sea
π : (Mn, Dn)
πn // (Mn−1, Dn−1) // · · ·
π1 // (M0,0) .
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Con (M0,0) = (U,0) ⊂ (Cn,0), una reducción de singularidades de S. Después de esto,
en Mn tenemos la foliación Fn = π∗(F), transformado estricto de F por π. Cualquier
p ∈ Sing(Fn) se encuentra en la intersección de por lo menos dos hipersuperficies Hi




Hi para cada k ∈ {2, 3, · · · , n} e ip : P ≃ (C2,0) → (Cn,p) una inmersión, en
torno de p, transversal a Fn, i∗Fn tiene k curvas regulares transversales como separatriz
(p = 0, cuando k = n). Por el Lema 2.2, p es simple de tipo dimensional k y por tanto Fn
es simple.
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2.3. Forma normal de foliaciones con separatriz cuspidal pre-
fijada
Dedicamos esta sección a la determinación de una expresión en coordenadas adecuadas,
que llamaremos forma pre-normal, de las foliaciones holomorfas en (C3,0) de tipo superficie
generalizada, que admiten determinadas superficies algebraicas como conjunto invariante.
Daremos una expresión explícita del germen de 1-forma holomorfa que define a es-
ta familia de foliaciones, y como alternativa discutiremos el caso donde la superficie es
casi-homogénea. Como una aplicación, en el Capítulo 3, estos tipos de foliaciones admi-
tiendo como separatriz a ciertas superficies cuspidales casi homogéneas de tipo genérico
son caracterizadas.
Aunque estemos interesados en el caso 3-dimensional, en este capítulo los resultados
son dados de manera general (dimensión arbitraría).
Generalizando la noción 2-dimensional de foliaciones cuspidales, en dimensión arbitraria
tenemos la siguiente definición:
Definición 2.4. Una foliación, F, en (Cn+1,0) es llamada foliación cuspidal , si F
admite separatriz definida, en coordenadas apropiadas, por una hipersuperficie cuspidal y
además es de tipo hipersuperficie generalizada.
Estamos interesados en encontrar una forma pre-normal para foliaciones holomorfas en
(Cn+1,0) de tipo hipersuperficie generalizadas, con una separatriz analíticamente equiva-
lente a z2 + φ(x) = 0; x = (x1, · · · , xn) . La diferencia con el caso 2-dimensional es la
condición de integrabilidad: mientras que una 1-forma ω ∈ Ω1(C2,0) define un germen de
foliación. En dimensión superior la condición de integrabilidad de Frobenius ω ∧ dω = 0
no es trivial. Esta restricción será tratada desde el punto de vista geométrico, utilizando
un resultado de Frank Loray [Lo2].






donde los Ai ∈ On, satisfaciendo la condición de integrabilidad de Frobenius: dω ∧ ω = 0.
Nosotros suponemos Ai sin factor común. El conjunto singular de Fω, Sing(Fω), es el
conjunto analítico definido por el ideal generado por los Ai. La condición impuesta sobre
los Ai implica que la codimension de Sing(Fω) es al menos 2.
El resultado principal de este capítulo, y uno de los centrales de esta tesis, es el siguiente
teorema.
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Teorema 2.2. Sea F un germen de foliación holomorfa en (Cn+1,0), con separatriz defi-
nida por la ecuación analítica f = z2 + φ(x) = 0. Entonces existen coordenadas analíticas
tal que un generador de F es









donde φ′ = φu = Ψr, u una unidad, Ψ no es una potencia y G es un germen de función
holomorfa en dos variables.
En la prueba haremos uso del siguiente Teorema de preparación para foliaciones de
codimension uno de Frank Loray:
Teorema 2.3 ([Lo2]). Sea F una foliación holomorfa singular de codimension uno en




fi(z, w)dzi + g(z, w)dw.
donde fi, g ∈ C{z, w}.
Supongamos que g(0, w) se anula hasta el orden k ∈ N∗ en 0. Entonces tras un cambio
analítico, de tipo fibrado, de la w−coordenada w := ϕ(z, w) = w + h(z), la foliación F es




Pi(z, w)dzi +Q(z, w)dw.
donde Pi, Q ∈ C{z}[w] de grado ≤ k y Q mónico.
Para k = 1, el Teorema 2.3 especifica lo siguiente:
Corolario 2.4. Sean Θ y F como en el Teorema 2.3 y asuma que la parte lineal de Θ no
es tangente al campo radial. Entonces existen coordenadas analíticas locales (z, w) en las
cuales la foliación F es definida por
Θ̃ = df0 + wdf1 + wdw.
donde fi ∈ C{z}, satisfaciendo df0 ∧ df1 = 0.
Antes de demostrar el Teorema 2.2, establecemos el siguiente resultado, en un contexto
más general.
Lema 2.3. Sea ω un germen de 1-forma holomorfa e integrable en (Cn+1,0) de tipo hi-
persuperficie generalizada, que tenga a S como separatriz, S una hipersuperficie definida
por la ecuación f = zk + φ(x) = 0. Entonces, existe una unidad U ∈ On+1 tal que
U.ω = ω1 +H.ω2 + (z
k + φ).ω3,










Denotemos por ω =
n∑
i=1
Aidxi + Adz. Como ω, ω1, ω2 tienen a S como separatriz,
entonces tenemos las igualdades
ω ∧ ω1 = (zk + φ).
(∑
i<j






ω ∧ ω2 = (zk + φ).
(∑
i<j


































expresión en la que, como es habitual, hemos denotado φxi la derivada parcial de φ respecto
a la variable xi.
Agrupando convenientemente, obtenemos












dxi ∧ dz. (2.11)
Análogamente
ω ∧ ω2 =
∑
i<j
(Aizφxj −Ajzφxi)dxi ∧ dxj −
n∑
i=1
(kAiφ+Azφxi)dxi ∧ dz. (2.12)
Identificando los coeficientes de dxi∧dxj , de las ecuaciones (2.9) y (2.11), para i < j:
Aiφxj −Ajφxi = (zk + φ).Hij . (2.13)





= (zk + φ).Gij . (2.14)
Las ecuaciones (2.13) y (2.14), implican z divide a Gij .
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Identificando los coeficientes de dxi ∧ dz : las ecuaciones (2.9), (2.10), (2.11) y (2.12)
arrojan las siguientes relaciones





= (zk + φ)Gi.












Pre-multiplicando por la matriz adjunta, obtenemos:
Ai
A










kAi = zHi −Gi. (2.15)


















De la ecuación (2.16), se sigue
−φx1A = φH1 + zk−1G1.
⇒ φx1(−Aφxi) = φxi(φH1 + zk−1G1).
De esta manera obtenemos la siguiente relación
φx1(φHi + z
k−1Gi) = φxi(φH1 + z
k−1G1). (2.17)
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Ahora, como ν0(ω) = k − 1 necesariamente G1φx1 es una unidad, así(
− kφx1G1
)











expresión con coeficientes holomorfas por las consideraciones previas.
Retornando al caso k = 2. Consideramos un germen de foliación holomorfa en (Cn+1,0),
generado por una 1-forma integrable (ver Lema 2.3)





φi, donde φi es un polinomio homogéneo de grado i. La parte lineal de ω
está dada por ωL = d(z
2 + φ2).


















esto significa que la parte lineal de ω no es tangente al campo radial y en consecuencia,
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tal que el pull-back de F, ϕ∗1F, es generado por
ω′ = df0(x) + zdf1(x) + zdz,
para ciertos gérmenes de funciones f0, f1 ∈ C{x}.
Un segundo cambio de variable: ξ : (x, z) 7−→
(
x, z − f1(x)
)







La condición de integrabilidad se traduce a df0 ∧ df1 = 0. Esto significa que f0 y f1
son funcionalmente dependientes. Usando el resultado de Moussu ( [Mou1], Capítulo II),



















Sea r = ν0(h0). Entonces z2 + tr + · · · es separatriz de la foliación 2-dimensional Fω0 .
Salvo multiplicación por una unidad, por el teorema de preparación de Weierstrass, la
separatriz de ω0 es
z2 + a(t)z + b(t) = 0 con a(0) = b(0) = 0.
El cambio de coordenadas: Φ1 : (t, z) 7−→ (t, z − a(t)2 ) (Transformación de Tschirn-
hausen), transforma la ecuación de la separatriz de ω0 en







Observe que c(0) = b(0) + a(0)
2
4 = 0 ⇒ c(t) = t
r.u0(t), para algún r ∈ N∗ y u0(0) ̸= 0.
Un nuevo cambio de variable Φ2 : (t, z) 7−→ (t, zu0(t)
1
2 ), permite escribir la separatriz
como z2+ tr = 0. En este caso, es conocido, por Cerveau-Moussu [CMou], que la foliación













Así vemos que existe un cambio de variable
Φ := Φ2 ◦ Φ1 : (t, z) −→
(















con s1(0) ̸= 0 tal que ω0 ∧ Φ∗ω
′
0 = 0.








(Cn+1,0) ρ // (C20)
queremos encontrar un difeomorfismo F = (F1, · · · , Fn, Fn+1) que haga conmutativo el
diagrama, es decir, que










f(x), zs1(f(x)) + s0(f(x))
)
.
En efecto podemos elegir











Note que |J0F | ̸= 0, lo que implica que F es biholomorfa. Entonces se tiene que
Ω := (F−1)∗ω
′′









que induce una foliación analíticamente equivalente a Fω y con separatriz z2 + f(x)r = 0.
Resta probar que f r = uφ, para u una unidad.
Notemos que la aplicación χ, que transforma ω en Ω es de la forma:








llYYYYYYYYYYYYYYYYYYYYYYYYYYYYYYYYY ρ // (C2,0)
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Así, junto con el cambio fibrado del Teorema 2.3, podemos escribir















donde U(0, 0) ̸= 0 y






Observe que a1 es una unidad. Por otro lado, χ respeta la proyección sobre las n primeras
coordenadas de (Cn+1,0). Entonces existe una unidad Ũ(x, z) tal que
























+ 2a0(x).a1(x)z + · · · .
Comparando coeficientes obtenemos:





Por tanto, de (2.18) y (2.19),












donde la expresión entre paréntesis es una unidad. 2




≥ 3. Esto implica, por el Teorema
de Frobenius Singular [Ma], que Fω tiene integral primera.
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2.3.1. Foliaciones cuspidales casi-homogéneas (FCCH)
Del Teorema 2.2, un germen de foliación cuspidal, F, en (Cn,0) está generado por la
1-forma integrable









donde φ′ = φu = Ψr, u una unidad, Ψ no es una potencia y G es un germen de función
holomorfa en dos variables.
Una foliación F en (Cn,0) es llamada casi homogénea si la unión de sus separatrices
es un germen de hipersuperficie dada, en algunas coordenadas, por una función polinomial
casi-homogénea. Así, F es llamada foliación cuspidal casi-homogénea si su separatriz
es una hipersuperficie cuspidal casi-homogénea (ver Definición 1.9). A continuación veremos
que, en este caso, el factor unidad de φ′, en (2.20), se puede obviar.











tal que X(z2 + φ(x)) = z2 + φ(x). Si, en esta expresión, imponemos z = 0, vemos que
n∑
i=1
Xi(x, 0)φxi = φ(x), así φ es casi-homogéneo. En [CeMa], el siguiente resultado es
demostrado:
Lema 2.4. Si φ(x) es casi homogéneo y u(x) es una unidad con u(0) = 1, entonces existe
un biholomorfismo Φ tal que φ ◦ Φ = uφ.
Observación 2.3. La condición u(0) = 1 no es necesaria: si φ es casi homogéneo y c ∈ C∗,
existe un biholomorfismo Φ tal que φ◦Φ = c.φ., basta tomar Φ = (c
1
dx1, · · · , c
1
dxn), donde
d es el grado casi homogéneo de φ.
Así, el Teorema (2.2), en el caso casi-homogéneo, implica:
Corolario 2.5. Sea F una foliación, tipo hipersuperficie generalizada, con separatriz casi
homogénea z2 + φ(x) = 0. Entonces, existen coordenadas tales que un generador de F es






donde φ = Ψr, Ψ no es una potencia, y G es un germen de función holomorfa en dos
variables.
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donde φ y φ′ difieren por un factor unitario. Como φ es casi homogénea, por el Lema 2.4 y
la observación 2.3, existe un biholomorfismo ψ tal que φ ◦ ψ = uφ = φ′, se sigue entonces
que φ′ ◦ ψ−1 =: φ′ ◦ Φ = φ. Aplicando este cambio de variable obtenemos






Como consecuencia, existen coordenadas (x, z) de (Cn+1.0), tales que la separatriz de
la forma normal FΩ es exactamente z2 + φ(x) = 0.
Observe que hemos establecido una forma pre-normal para un generador de una folia-
ción holomorfa de codimensión uno teniendo como separatriz z2 + φ(x, y) = 0, pero esta
foliación puede eventualmente ser dicrítica o tener más separatrices. Nosotros daremos una
versión análoga del resultado debido a F. Loray en [Lo1] (Proposición en la pág. 163), para
un caso especial, en el que se exhiben condiciones suficientes para que la foliación con la
que estamos trabajando sea del tipo superficie generalizada. En la prueba de este resultado,
se hace necesario el uso de la reducción de singularidades (Teorema 2.6).
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2.4. Reducción de singularidades de las FCCH.
Dedicaremos esta sección a la descripción de la reducción de singularidades de un
tipo especial de FCCH, descritas en la Sección 2.3.1, en dimensión 3. Más concretamente
describiremos la desingularización de las FCCH con separatriz una superficie cuspidal casi-
homogénea de tipo admisible, descrita por la Ecuación 1.1. Así, del Corolario 2.5, este tipo
de foliaciones es generada por
Ω(d1,··· ,dl)p,q := d(z












)di con p, q ≥ 2, r = mcd(d1, · · · , dl).
Después del Teorema 2.1, la reducción de singularidades de este tipo de foliaciones
sigue el esquema de una desingularización de su separatriz, la cual fue descrita en la





puede eventualmente ser dicrítica o tener más separatrices. En este
sentido nosotros damos una condición suficiente para que una foliación generada por una
1-forma integrable Ω(d1,··· ,dl)p,q sea superficie generalizada, Teorema 2.6.
Notemos que si di = 1 para todo i, φ es reducida y el lugar singular de FΩdip,q es el





holomorfa y el estudio de estas foliaciones se reduce al de las superficies: no consideraremos
ese caso en esta memoria.
Nosotros suponemos, en todo momento, que di > 1 para algún i, y denotaremos por
Σ
(d1,··· ,dl)
p,q al conjunto de elementos Ω analíticamente conjugada a una 1-forma del tipo
Ω
(d1,··· ,dl)
p,q , con di > 1 para algún i.
La reducción de singularidades de la foliación FΩ, con Ω ∈ Σd1,··· ,dl)(p,q , es descrita en tres
etapas. Estas etapas son exactamente iguales a las descritas en el proceso de reducción
de una superficie cuspidal casi-homogénea de tipo admisible, descritas en la Sección 1.3.
Describimos este proceso con más detalle:
1o Etapa. A partir del algoritmo de Euclides para (p′, q′) y la descomposición en
fracciones continuas de p
′
q′ (ver Sección 1.3), existen m,n enteros positivos minimales tales
que
nq −mp = (−1)Nδ,




En lo que sigue vamos a suponer N impar (el caso N par no presenta diferencias
esenciales).
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Sea ν ∈ {0, · · · , N} y jν ∈ {1, · · · , cν}. Defina
α = α(ν, jν) =
ν−1∑
i=0
ci + jν = sν−1 + jν ;
m(ν, jν) = jνpν−1 + pν−2 ;





π1 := π1 ◦ · · · ◦ πα ◦ · · · ◦ · · · ◦ πk : (M1, E1) → (C3,0)
se genera N + 1 cadenas de divisores
Cν : Dsν−1+1, Dsν−1+2, · · · , Dsν−1+cν = Dsν ,























































































Figura 2.1: Comportamiento de las cadenas Cν , ν = 0, · · · , N
El divisor E1, generado tras las k transformaciones cuadráticas, está dado por la unión
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Denotemos por Ẽ a la transformada estricta de z = 0 por la aplicación π1. Luego
existen coordenadas analíticas (xαi, yαi, zαi); i ∈ {1, 2, 3}, tales que la imagen inversa de
la foliación FΩ, por la aplicación π1, admite las siguientes expresiones locales:
A. Si ν ∈ {0, 2, 4, · · ·N−1}, en torno de los puntos pα = Dα−1∩Dα∩Ẽ con coordenadas
(xα1 , yα1 , zα1), que en las expresiones que siguen denotaremos por (x, y, z) para simplificar,
π1 tiene representación local







mα1 := m(ν, jν)qd−mν ;









m(ν, jν − 1) + n(ν, jν − 1)− 1
)
.













ωα1 + xyηα1 ,
donde












































α es una unidad en torno de pα.
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Observación 2.4. Si escribimos G(Ψ, z) =
∑
Gij≥0Ψ
izj, el término Ψizj es transforma-




























positivas, es necesario que






















estas condiciones son satisfechas si 2i+ rj ≥ r − 2.
Por otro lado, el comportamiento local de la transformada estricta de la foliación FΩ,
en este caso, es tal que




, está compuesto por la intersección de los divisores junto
con la intersección de la superficies z2 + xmα1 ymα2 uα = 0 con los divisores.
Es fácil verificar que cualquier punto
p = (0, 0, c) ∈ Sing(FΩα),
con c ∈ C∗, es simple de tipo dimensional 2.
- Los puntos pα = (x, y, 0) ∈ Sing(FΩα); con α > 1 (respectivamente pα = (0, y, 0); α =
1), son puntos singulares no simples. Estos serán resueltos en la 2o etapa.





2 uα = 0
)
∪ (x = 0) ∪ (y = 0),
salvo en el extremo, cuando ν = 0 y j0 = 1, la separatriz está dada por:
(z2 + xqd−2u1 = 0) ∪ (x = 0).
B. Si ν ∈ {1, 3, · · · , N}, en torno de los puntos pα = Dα−1 ∩Dα ∩ Ẽ con coordenadas
(xα2 , yα2 , zα2), que en las expresiones que siguen denotaremos por (x, y, z) para simplificar,
π1 tiene representación local
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Haciendo
nα1 := n(ν, jν − 1)pd− nν ;
nα2 := n(ν, jν)pd−mν .



























































α es una unidad en torno de pα.
Observación 2.5. Es fácil verificar: que si G(Ψ, z) =
∑
Gij≥0Ψ
izj, las potencias que













son positivas si se cumple la desigualdad
2i+ rj ≥ r − 2.
El comportamiento local de la transformada estricta de la foliación FΩ, es tal que




, está compuesto por la intersección de los divisores junto
con la intersección de la superficies z2 + xnα1 ynα2 uα = 0 con los divisores.
Es fácil verificar que cualquier punto
p = (0, 0, c) ∈ Sing(FΩα),
con c ∈ C∗, es simple de tipo dimensional 2.
- Los puntos pα = (x, y, 0) ∈ Sing(FΩα); con α ≥ c0+1 (respectivamente p = (x, 0, 0)),
son puntos singulares no simples. Estos serán resueltos en la 2o etapa.
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2 .vα = 0
)
∪ (x = 0) ∪ (y = 0),
salvo en el extremo, cuando ν = 1 y j1 = 1, que está dada por
(z2 + ypd−2(c0+1).v = 0) ∪ (y = 0).
C. Si ν = N y jν = cN , α = sN = k, entorno del punto p̃ (ver Fig.2.1) con coordena-
das (xN1 , yN1 , zN1), que en las expresiones que siguen vamos a denotar por (x, y, z) para
simplificar, π1 tiene representación local



















Q2 = nqd− (m+ n− 1).









































































Observación 2.6. Si escribimos G =
∑
Gij≥0Ψ
izj, en estas coordenadas, el término Ψizj
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(2i+ rj + 2− r) ≥ 0,
nqd′ − (m+ n− 1) + nqd′i+ (m+ n− 1)j = Q2r (i+ 1)+
(m+n−1)
r (2i+ rj + 2− r) ≥ 0.
Estas condiciones son satisfechas, de nuevo, si 2i+ rj ≥ r − 2.
Observe que, en torno del punto p̃, el comportamiento de la transformada estricta de
la foliación FΩ, es tal que




, está compuesto por la intersección de los divisores junto
con la intersección de la superficies z2 + xP yQ2hr = 0 con los divisores.
Es fácil verificar que cualquier punto
p = (0, 0, c) ∈ Sing(FΩα),
con c ∈ C∗, es simple de tipo dimensional 2.
- Los puntos p = (x, y, 0) ∈ Sing(FΩN ); son puntos singulares no simples. Estos serán
resueltos en la 2o etapa.
- La separatriz, en torno del punto p̃, está dada por(
z2 + xP yQ2 .hr = 0
)
∪ (x = 0) ∪ (y = 0).
D. En torno de los puntos p con coordenadas (xα3, yα3, zα3), que en las expresiones
siguientes denotaremos por (x, y, z) para simplificar, aparecen singularidades simples de
tipo dimensional dos y tres, con más detalle tenemos:
D.1 Si ν ∈ {0, 2, · · ·N − 1}, para cada α




















m(ν, jν) + n(ν, jν)− 1
)
.































uα una unidad en torno de p, para cada α y G1 = π−11 ◦G.
Observación 2.7. Si escribimos G =
∑
Gij≥0Ψ
izj, en estas coordenadas, el término


















Con el fin de que las potencias que aparecen en ∆α dΦΦ sean positivas, es necesario que
pν−1qd
′(i+ 1) + a
′
2 (j − 1)− 1 =
1
r (pν−1qd− a
′)(i+ 1)− 1 + a′2r (2i+ rj + 2− r) ≥ 0,
m(ν, jν − 1)qd′(i + 1) + b
′
2 (j − 1) − 1 =
1
r (m(ν, jν − 1)qd− b
′) (i + 1) − 1 + b′2r (2i +






r (m(ν, jν)qd− c
′) (i+1)−1+ c′2r (2i+rj+2−r) ≥ 0.
Estas condiciones son satisfechas, una vez más, si 2i+ rj ≥ r − 2.










; a′, b′, c′ ∈ Z.
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El lugar singular, Sing(Ωα), está compuesto por los ejes coordenados, los puntos p
es resonante de tipo dimensional 3; y cualquier otro punto singular cercano a p es
simple de tipo dimensional 2.
D.2 Si ν ∈ {1, 3, · · ·N − 1}, para cada α, π1 tiene representación local





































vα una unidad en torno de Dα, para cada α y G1 = π−11 ◦G.
Observación 2.8. Análogamente como en la Observación 2.7, es fácil verificar: que
si G(Ψ, z) =
∑
Gij≥0Ψ
izj, las potencias que aparecen en ∆α dΨΨ son positivas si se
cumple la desigualdad 2i+ rj ≥ r − 2.










; a′, b′, c′ ∈ Z.
El lugar singular, Sing(Ωα), está compuesto por los ejes coordenados, los puntos p
son resonantes de tipo dimensional 3; y cualquier otro punto singular cercano a p es
simple de tipo dimensional 2.
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Observación 2.9. En torno de los puntos pα, la transformada estricta de la foliación FΩ,
obtenidas en A,B,C, puede ser escrita como sigue:
Ωα = (z





































mα1 , si ν − par;
nα1 , si ν − impar ∧ α ̸= k;
P, si ν = N ∧ α = k.
b =

mα2 , si ν − par;
nα2 , si ν − impar ∧ α ̸= k
Q2, si α = k.
M =

mν , si ν − par;
nν , si ν − impar ∧ α ̸= k;
2(p+qδ − 1), si ν = N ∧ α = k.
N =

nν , si ν − par;
mν , si ν − impar ∧ α ̸= k
2(m+ n− 1), si α = k.
Además, si G =
∑
ij GijΨ
izj, la condición 2i + rj ≥ r − 2 implica que no aparezcan










2o Etapa. En esta etapa, reducimos las singularidades de las foliaciones FΩα , obtenidas
en A, B y C. Este proceso, después de la Observación 2.9, depende de los enteros a, b,
y estos a su vez de la naturaleza de p, q y d. Recordemos que las coordenadas en A,
B y C son (xα1, yα1, zα1), (xα2, yα2, zα2), y (xN1, yN1, zN1) respectivamente, estas fueron
denotadas por (x, y, z) para simplificar y en lo que sigue adoptamos la misma notación.
Caso i. Supongamos d par. Para cada α con ν ∈ {0, 1, · · ·N} se tiene que a y b son pares.
La aplicación de desingularización
π2 : (M2, E2) → (C3,0),









tiene representación local dado por las coordenadas
























































ción importante para nuestro objetivo; no obstante este será descrito en todas las
coordenadas como sigue:






Ωϵ = (1 + Ψϵ)ωϵ + xstηϵ,
donde
Ψϵ = x
asb−2(ϵ−1)tb−2ϵuϵ ; uϵ = Uα(x, st)
ωϵ = Mstdx+ (N + 2(ϵ− 1))xtds+ (N + 2ϵ)sxdt
ηϵ = dΨϵ +∆ϵ
(
adxx + (b− 2(ϵ− 1))
ds


































Observación 2.10. Observe que si G =
∑
GijΨ
izj, el termino Ψizj es trans-



























(2i+ rj + 2− r) ≥ 0,




2r (2i+ rj +2− r) + (ϵ− 1)(j − 1) =
1
r (b− 2(ϵ− 1))(i+1)+
1
2r (N +









rj + 2− r) ≥ 0.
Estas condiciones son satisfechas si 2i+ rj ≥ r − 2.
Por otro lado:





+ (N + 2(ϵ− 1))ds
s
+ (N − 2ϵ)dt
t
,
lo que significa que la foliación FΩϵ , entorno del origen (x, s, t) = (0, 0, 0),
es: reducida, de tipo resonante y tipo dimensional 3.
ii. Si 1 ≤ ϵ < a2 − 1, haciendo s := s b
2
+ϵ, t := t b
2







Ωϵ = (1 + Φϵ)ωϵ + sytηϵ,
donde
Φϵ = s
a−2(ϵ−1)ta−2ϵuϵ ; uϵ = Uα(st, y)
ωϵ =
(
M + 2(ϵ− 1)
)
ytds+ (N + b)stdy + (M + 2ϵ)sydt
ηϵ = dΦϵ +∆ϵ
(


































Observación 2.11. Análogamente como en la Observación 2.10, es fácil de
verificar: que si G(Ψ, z) =
∑
Gij≥0Ψ
izj, las potencias que aparecen en ∆ϵ son
positivas si se cumple 2i+ rj ≥ r − 2 ∧ j ≥ 1.
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Por otro lado:
- Observe que, después de factorizar xst y saturar, la parte inicial de Ωϵ está
definida por (
M + 2(ϵ− 1)
)ds
s
+ (N + b)
dy
y
+ (M + 2ϵ)
dt
t
Lo que significa que la foliación FΩϵ , en torno del origen (x, s, t) = (0, 0, 0),
es: reducida, de tipo resonante y tipo dimensional 3.
- En los extremos: cuando ν = 0 y j0 = 1 (respectivamente ν = 1 y
j1 = c0+1), a = qd−2, b = 0 (respectivamente a = 0, b = pd−2(c0+1)). Y
por tanto, entorno del origen de coordenadas (x, s, t) = (0, 0, 0) la foliación
es reducida, simple y de tipo dimensional 2.






, haciendo t := ta+b
2








2 + Uab)ωab + xyηab,
donde
ωab = (M + a)ydx+ (N + b)xdy
ηab = d(t
























Observación 2.12. Es fácil ver que, la condición 2i+ rj ≥ r − 2, implica que
en la expresión de ∆ab no aparezcan potencias negativas.
Por otro lado:
- El lugar singular Sing(Ωab), está compuesto por la intersección de los divi-
sores junto con la intersección de (t2 + Uab = 0) con los divisores.











Lo que significa que la foliación es simple de tipo dimensional dos.
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t2 + Uab = t
2 + (U ′ab)
r = (t− if)(t+ if); f2 = (U ′ab)r.
Sea w = t − if y denotemos por F := 2if, haciendo el cambio de variable
en Ωab, podemos escribir, entorno de p
Ωabp = xyw
(
(w + F )
(




+ (2w + F )dww + dF +
∆abp
(

























Lo que significa que, en torno de p la foliación FΩab es reducida de tipo
resonante y tipo dimensional 3.
Como resaltamos antes, en las coordenadas (x, y, ta+b
t
), el pull-back de Ωα
contiene información importante para nuestro objetivo, una de las razones






)di no es una unidad





)di no es una unidad) .
El lugar singular de Ωab esta compuesto por: la intersección de los divisores,
la intersección de la superficie t2+hr = 0 con los divisores y la unión de las
líneas Liκ. El análisis de la desingularización, en estos casos, se realizará en
la tercera etapa.
Caso ii.1. Supongamos d impar, además p par y q impar. En este caso tenemos dos
tipos de formas Ωα:
Si ν es impar. Para todo α, Ωα es tal que a, b son pares. En este caso la desingulari-
zación es exactamente igual al Caso i.
Si ν es par. Para cada α,Ωα es tal que a, b son alternados y la desingularización se
sigue como a continuación.
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Supongamos entonces a par, b impar. En este caso, la aplicación de desingularización
π2 tiene representación local dada por las coordenadas













































































donde t0 = zαi. El pull-back de Ωα, esta dado por:
i. Si 1 ≤ ϵ < a2 − 1
(
respectivamente 1 ≤ ϵ < b−12 − 1
)
. El proceso de desingularización es
el mismo que en i y ii del Caso i.










, t = ta+b+3
2
.






Ωab3 = (t+ Uab3)ωab3 + xstηab3,
donde
ωab3 = (M + a)stdx+ 2(N + b)xtds+ 2(nν + b)xsdt




























Uab3 = Uα(x, s
2t).
Además:
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lo que significa que en torno del origen (0, 0, 0) = (x, s, t), la foliación FΩab3 , es
reducida, de tipo resonante y tipo dimensional 3.
- El lugar singular Sing(Ωab3), está compuesto por la intersección de los divisores
junto con la intersección de la superficie (t+ Uab3 = 0) con los divisores.




es simple de tipo dimen-
sional 2.




la foliación FΩab3 es reducida, de tipo
resonante y tipo dimensional 3.







la reducción de singularidades de Ωα es equi-


































2 + Uab)ωab + xyηab,
donde
ωab = (M + a)ydx+ (N + b)xdy
ηab = d(yt


























Uab = Uα(x, y).










lo que significa que entorno del origen (0, 0, 0) = (x, y, t), la foliación FΩab3 , es
reducida, simple y tipo dimensional 2.
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- El lugar singular Sing(Ωab3), está compuesto por la intersección de los divisores.
- Observe que cuando α = sN , Uab = h
r(x) no es una unidad ( respectivamente
en C, Uab = hr(ỹ) no es una unidad). Además a = P impar, b = Q2 par. El
lugar singular de Ωab esta compuesto por: la intersección de los divisores junto
con la unión de las líneas Liκ. El análisis de este caso se realizará en la tercera
etapa.

















caso ii.2. Supongamos que para todo α, a, b son impares. En este caso primero realizamos
b−1
2 explosiones con centro la línea proyectiva con ecuación local z = y = 0, luego
a−1
2
explosiones con centro la línea proyectiva de ecuación local z = x = 0. A continuación
realizamos una explosión con centro en un punto y finalmente 2 explosiones con centro en
líneas proyectivas:
i. Si 1 ≤ ϵ < b−12 − 1. La desingularización es la misma que i del Caso1, las coordenadas
son las mismas y la forma también.
ii. 1 ≤ ϵ < a−12 −1. La desingularización es la misma que ii del caso Caso1, las coordenadas
son las mismas y la forma también.






. Haciendo t := ta+b
2








2 + xyUab)ωab + xyηab,
donde
ωab = (M + a− 1)ydx+ (N + b− 1)xdy
ηab = d(t






























Uab = Uα(x, y) una unidad entorno del divisor.
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- El lugar singular Sing(Ωab), está compuesto por la intersección de los divisores
junto con la intersección de (t2 + xyUab = 0) con los divisores.
- Cualquier punto p = (0, 0, c) ∈ Sing(Ωab) con c ∈ C∗, es simple de tipo di-




(M + a− 1)dx
x




- Los puntos de la forma (c, 0, 0), (0, c, 0) ∈ Sing(Ωab), c ∈ C aún no son simples,
estas se resuelven en los pasos v y vi.
iv. Explosión con centro el origen de las coordenadas (x, y, ta+b−2
2
) =: (x, y, t). La repre-
sentación local de la aplicación de desingularización esta dada por
(x, y1 , t1) 7−→ (x, xy1 , xt1)
(x2 , y, t2) 7−→ (x2y, y, yt2)




















- En las coordenadas (x3 , y3 , t), es fácil verificar que la foliación es reducida, simple
de tipo dimensional 3.
- En las coordenadas (x, y1 , t1). Haciendo y = y1 y t = t1 , el pull back de Ωab está
dada por la ecuación x3Ωab1, con transformada estricta
Ωab1 = (t
2 + yuab1)ωab1 + xyηab1.
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donde
ωab1 = (M +N + a+ b)ydx+ (N + b− 1)xdy
ηab1 = d(t

























uab1 = uα(x, xy1) una unidad entorno del divisor.
- En las coordenadas (x2 , y, t2). Haciendo x = x2 y t = t2 , el pull-back de Ωab
está dada por y3Ωab2 con transformada estricta
Ωab2 = (t
2 + xuab2)ωab2 + xyηab2.
donde
ωab2 = (M + a− 1)ydx+ (M +N + a+ b)xdy
ηab2 = d(t

























uab2 = uα(x2y, y) unidad entorno del divisor para cada α ̸= sN .
v. Explosiones con centro la línea proyectiva localmente dada por t1 = y1 = 0. La aplica-








































, haciendo s = sa+b+4
2
y t = t1 , el pull-back de
Ωab1, está representada por la ecuación t3Ω∗ab1, con transformada estricta
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donde
ω∗ab1 = (M +N + a+ b)stdx+ (N + b− 1)xtds+ 2(N + b)xsdt































u = uα(x, xst
2) unidad entorno del divisor para cada α.







, haciendo s = sa+b+2
2
y t = ta+b+4
2
, el
pull-back de Ωab1 está dado por la ecuación s3tΩ∗ab1






ω∗ab1 = (M +N + a+ b)stdx+ 2(N + b)xtds+ (N + b)xsdt































u = uα(x, xs
2t) unidad entorno del divisor para cada α.
- En las coordenadas
(
x, y1 , ta+b+2
2
)
, haciendo y = y1 y t = ta+b+2
2
, el pull-back
de Ωab1 es yΩ∗ab1
Ω∗ab1 = (yt




ω∗ab1 = (M +N + a+ b)ydx+ (N + b)xdy
η∗ab1 = d(yt



























u = uα(x, xy1) unidad en torno del divisor para cada α.
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vi. Explosiones con centro la línea proyectiva localmente dada por t2 = x2 = 0. La apli-
cación de desingularización está representada locamente de la siguiente manera:
(sa+b+4
2





































, haciendo s = sa+b+4
2
y t = t2 , el pull-back de
Ωab2 está dada por t3Ω∗ab2, con transformada estricta






ω∗ab2 = (M + a− 1)ytds+ (M + a)sydt+ (M +N + a+ b)stdy
































2y, y) unidad en torno del divisor para cada α ̸= sN .







, haciendo s = sa+b+2
2
y t = ta+b+4
2
, el
pull-back de Ωab2 es s3tΩ∗ab2, con transformada estricta






ω∗ab2 = 2(M + a)ytds+ (M +N + a+ b)stdy + (M + a)ysdt
































2t, y) unidad en torno del divisor para cada α.
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- En las coordenadas
(
x2 , y, ta+b+2
2
)
, haciendo x = x2 y t = ta+b+2
2
, el pull-back
de Ωab2, está dada por xΩ∗ab2, con transformada estricta
Ω∗ab2 = (xt




ω∗ab2 = (M + a)ydx+ (M +N + a+ b)xdy
η∗ab2 = d(xt



























u = uα(x2y, y) unidad entorno del divisor para cada α ̸= sN .
Observación 2.14. En cualquier coordenada local, la condición 2i+rj ≥ r−2,
implica que no aparezcan potencias negativas, en las expresiones correspondien-
tes.
Después del proceso anterior, la foliación es reducida en el sentido de [CC].
Observe que cuando α = sN , después de la transformación cuadrática con centro
el origen de coordenadas, uab1 = hr(x) no es una unidad (respectivamente en C,
uab2 = h
r(ỹ) no es una unidad). El lugar singular de Ωab1 (respectivamente Ωab2)
está compuesto por la intersección de los divisores, la intersección de la separatriz
dada por la ecuación, t2
1
+ y1h
r(x) = 0 (respectivamente t2
2
+ x2h
r(ỹ) = 0) con el
divisor y la unión de las líneas Liκ. Para continuar el procedimiento de desingulari-
zación, realizamos transformaciones monoidales, con centro permitido las líneas Liκ,
de acuerdo a la naturaleza de di. Será necesario, realizar una transformación cuadrá-
tica y finalmente dos transformaciones monoidales con centro la línea proyectiva C̃m1
(modificación de ds
N
, ver sección 1.3, figura 1.16). El análisis de este caso se realizará
en la tercera etapa.
3o Etapa. En el Caso i (respectivamente en el caso Caso ii.1) después de la secuencia
de explosiones en la segunda etapa, en la coordenadas (x, y, t) := (xN1 , yN1 , t) (respectiva-
mente en las coordenadas (x, y, t) := (xN2, yN2, t)) tenemos que la transformada estricta






ωPQ + xyηPQ .
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Expresando ΩPQ = Adx+Bdy + Cdt, donde
A = y(t2 + hr)(pqδ d)
B = x
(













































tipo resonante y de tipo dimensional 2 y 3 respectivamente. En efecto.








dx ∧ dy ̸= 0
esto significa que, en torno del origen de coordenadas, estamos en presencia de un fenómeno
tipo Kupka, en consecuencia existe un biholomorfismo f tal que f∗ΩPQ ∧ η = 0, donde η
es una forma en dos variables. De hecho junto con la condición de integrabilidad de ΩPQ ,
el campo no singular






+ (At − Cx)
∂
∂t




= 0 y en consecuencia existe un cambio de coordenadas en las que ΩPQ
se expresa como un una 1-forma de tipo dimensional 2.
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; f2 = hr.
Sea w = t− if y denotemos por
F (y) := 2if(y).
Realizando el cambio de variable, en torno de p, podemos escribir:










(2w + F )dww +


























Lo que significa que la foliación FΩPQp , en los puntos p = (0, 0,±h
r
2 (0)) es: reducida, de
tipo resonante y tipo dimensional 3.
Finalmente, analizamos las singularidades entorno de los puntos (0, yiκ, 0). Tomando
la traslación y 7−→ Y + yiκ. Denote hr(Y + yiκ) := Y dihriκ(Y ), hiκ(0) ̸= 0. En estas nuevas
coordenadas la 1-forma ΩPQ tiene la siguiente expresión
Ωiκ =
(
t2 + Y di .hriκ
)




δ d)(Y + yiκ)dx+ (nqd)xdY
ηiκ = d
(







































Ahora la reducción de singularidades, depende de la naturaleza de di. Supongamos que
di es par (en el caso impar el análisis es similar). Son necesarias di2 explosiones, la aplicación
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i. Si 1 ≤ ϵ ≤ di2 −1. Haciendo s = sP+Q
2
+ϵ
, t = tP+Q
2


































di − 2(ϵ− 1)
)
ds


















lo que significa que en torno del origen de coordenadas






para cada ϵ, la foliación FΩ∗iκ es reducida, de tipo resonante y simple de tipo dimen-
sional 3.





, haciendo t := t
P+Q+di
2






iκ + xY η
∗
iκ,




δ d)(Y + yiκ)Y dx+
(
(nqd+ di)Y + yiκdi
)
xdy
η∗iκ = (Y + yiκ)
(






































Observación 2.15. Es fácil verificar, una vez más, que la desigualdad 2i + rj ≥ r − 2,
implica que en las expresiones correspondientes de Ω∗ik no aparecen potencias negativas.




, está dado por los ejes coordenados y la intersección de
la superficie
(
t2 + g := t2 + hriκ = 0
)
con los divisores. El origen representa un punto






son puntos singulares simples de tipo
dimensional 3. En efecto: simplificando la expresión de Ω∗iκ, podemos escribir











(nqd+ di)(y − yiκ) + yiκdi
)
+











































dx ∧ dy ̸= 0
esto significa que, entorno del origen de coordenadas, estamos en presencia de un fenómeno
tipo Kupka, en consecuencia existe un biholomorfismo f tal que f∗Θiκ ∧ η = 0, donde η
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es una forma en dos variables. De hecho junto con la condición de integrabilidad de Ω∗iκ,
el campo no singular






+ (At − Cx)
∂
∂t




= 0 y en consecuencia existe un cambio de coordenadas en las que Ω∗iκ
se expresa como una 1-forma de tipo dimensional 2.
Por otro lado






; f2 = hriκ.
Sea w = t− if y denotemos por
F (y) := 2if(y).
Haciendo el cambio de variable, Ω∗iκ se transforma en
Ω∗iκ = xyw
{









(w + F ) + xyw(y +
yiκ)
[













rh′iκdy − 2hiκ dww
)]















Lo que significa que en torno de los puntos (0, 0,±h
r
2
iκ(0)), la foliación FΩ∗iκ es reducida, de
tipo resonante y tipo dimensional 3.
En el Caso ii.2 el procedimiento es análogo, con la observación de que después de
realizar las explosiones adecuadas con centro permitido los puntos (0, yiκ, 0) hay que realizar
dos transformaciones monoidales a lo largo de la curva C̃m1 (ver figura 1.16).
Recopilando los cálculos anteriores y de las observaciones, 2.4 al 2.15, hemos encontrado
una condición suficiente, para que una foliación generada por la una 1-forma diferencial
integrable,







sea una foliación de tipo superficie generalizada. Resumimos esta condición en el siguente
teorema:
Teorema 2.6. Considere un germen de foliación holomorfa de codimensión uno en (C3,0),
generada por una 1-forma diferencial













i , p, q ≥ 2, ai ̸= 0, ai ̸= aj si i ̸= j, d′i primos relativos ,
y φ = Ψr; r ∈ N∗. Escribiendo G =
∑
GijΨ










izj); Gij ̸= 0
}
.
Entonces, sí ν(2,r)(G) ≥ r−2mcd(2,r) , la foliación Fω es de tipo superficie generalizada.
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2.4.1. Topología del divisor
La foliación F̃, transformada estricta de una FCCH con separatriz distinguida S vía el
morfismo π : (M,E) → (C3, 0) de una resolución inmersa S, es reducida con lugar singular
Sing(F̃) =: S.
El lugar singular S, es un espacio analítico de codimensión n − 1 y con cruzamientos
normales. De la Sección 1.1, S representa el diagrama de incidencia asociada a la resolu-
ción inmersa de la separatriz S, más precisamente S está dado por la intersección de las
componentes del divisor, junto con la intersección del transformado estricto de S con el
divisor, es decir, para cada punto p ∈ S, existe un sistema local de coordenadas de M en
un entorno de p tal que las componentes del divisor excepcional que contengan a p son
subespacios lineales en posición general, en consecuencia p es un punto singular simple de
tipo dimensional dos o bien un punto singular simple de tipo dimensional tres.
De acuerdo a la reducción de singularidades de S (ver Sección 1.3),
E = E1 ∪ E2 ∪ E3
con componentes Dα, Dαj , Adij × C ≈ P1C × C, respectivamente. Estas componentes, son
tales que Dα r S y Dαj r S son:
Dα r S ≈

C× C, si α = 1;
C× C∗, si 1 < α ≤ c0 + 1;
C∗ × C∗, en otro caso.






Dαj r S ≈

C× C∗, si α ∈ {1, c0 + 1};
C∗ × C∗, si α /∈ {1, c0 + 1}.






Dαj r S ≈

C× (Cr {2 puntos}), si α ∈ {1, c0 + 1};
C∗ × Cr C, si α /∈ {1, c0 + 1}.
Si d, q impar y p par. En este caso, recordemos que α = α(ν, jν), así:
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Para ν ∈ {0, 2, · · · , N − 1}
si, α = 1, Dαj r S ≈













si, α ̸= 1; y mαi es impar, Dαj r S ≈













si, α ̸= 1 y mαi es par, Dαj r S ≈









Para ν ∈ {1, 3, · · · , N}




, Dαj r S ≈

C× C∗, si α = c0 + 1;




, Dαj r S ≈

C× (Cr {2 puntos}), si α = c0 + 1;
C∗ × Cr C, si α ̸= c0 + 1.
Por otro lado, es fácil ver que para cada i, Adij ×Cr S es topológicamente equivalente
a C× C, o bien C∗ × C, o bien (Cr {2 puntos})× C.
De acuerdo a lo anterior, nosotros tenemos toda la información acerca del grupo fun-
damental de las componentes Dα r S, Dαj r S y Adij ×Cr S respectivamente. Estos son
topológicamente equivalentes a uno de los tipos siguientes:
1. C× C, simplemente conexa.
2. C× C∗, cuyo grupo fundamental es Z.
3. C∗ × C∗, cuyo grupo fundamental es Z2.
4. C× (Cr {2 puntos}), cuyo grupo fundamental es el grupo libre de rango dos F2.
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5. C∗ × C r C, C es la curva singular plana definida, en coordenadas adecuadas (y, t),
por una de las siguientes ecuaciones
f = t2 − ya(unidad) = 0







En este caso, π1(C∗×CrC) es el grupo escrito en termino de generadores y relaciones
como en los Ejemplos 1.4, 1.5 respectivamente: observe que
C∗ × Cr C = C2 r C ∪ L; L = {x = 0}.
Sea γ un meridiano en π1(C r ∆f ) de 0 ∈ ∆f (meridiano de L). Del Teorema 1.2,
Corolario 1.3, y los Ejemplos 1.4, 1.5 se sigue
π1(C2 r C ∪ L) =
⟨
g1, g2, γ : g
σr






Después de la observación 1.2
π1(C2 r C ∪ L) =
⟨
α, β, γ : βαr = αrβ ∧ γα = αγ
⟩
; r − par
π1(C2 r C ∪ L) =
⟨
α, β, γ : αr = β2 ∧ γα = αγ
⟩
; r − impar.
Nota 2.1. Nosotros vamos a denotar D̃, a la componente del divisor excepcional E














y nos referiremos a ella como la “componente especial”.
Observe que D̃ sería la modificación, en la tercera etapa, de la última componente
que se genera en la segunda etapa de la reducción de singularidades, en los casos i,
ii.1 (ver Figura 1.15).
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2.5. Fibración de Hopf
Nos hemos interesado por una clase de foliaciones en (C3,0) que fueran transversales a
una fibración, fuera de un conjunto (unión de fibras) invariante. Esto nos permite reducir el
estudio de dichas foliaciones al de su estructura transversa, es decir, al de su representación
de holonomía. En nuestro caso, los gérmenes de foliaciones holomorfas singulares, de codi-
mensión uno en (C3,0) son tales que después de efectuar un número finito de explosiones
la foliación inducida es transversal a la fibración de Hopf adaptada a la foliación
fuera de un conjunto invariante (el conjunto invariante es la separatriz, la cual es unión de
fibras). A continuación detallamos esta idea.
Sea FΩ un germen de foliación singular en (C3,0) definida por la 1-forma integrable
Ω y π : (M,E) → (C3,0) la reducción minimal de singularidades en el sentido de Cano-
Cerveau [CC]. Sea F̃Ω la transformada estricta de F por π y Di una componente del divisor
excepcional E.
Definición 2.5. Una fibración de Hopf , HFΩ , adaptada a FΩ es una fibración holomorfa
f :M → Di transversa a la foliación FΩ, es decir,
1. f es una submersion y f|Di = IdDi .
2. Las fibras f−1(p) de HFΩ están contenidas en las separatrices de F̃Ω, para todo p ∈
Di ∩ Sing(F̃Ω).
3. Las fibras f−1(p) de HFΩ son transversas a la foliación FΩ, para todo p ∈ Di r
Sing(F̃Ω).
Con las notaciones de la Sección 2.4, consideremos Ω ∈ Σ(d1,··· ,dl)p,q . Buscamos una fibra-
ción de Hopf adaptada a la foliación FΩ relativa a una componente particular del divisor
excepcional. Esta componente es portadora de la información relevante de la holonomía
proyectiva del divisor excepcional.
La fibración de Hopf HFΩ es encontrada, a partir de un campo de vectores holomorfo
X satisfaciendo las siguientes condiciones
S es invariante por X , es decir, si S = (f = 0), entonces X(f) = λ1 · f, λ1 ∈ O∗3.
X es transversa a la foliación FΩ, es decir, Ω(X ) ̸≡ 0.
La fibración HFΩ puede ser encontrada, en coordenadas adecuadas, después de la re-
ducción de singularidades, por el campo de vectores ∂∂x̃ (o múltiplo escalar del mismo).
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Volviendo por medio de la secuencia de explosiones de la 1o,2o y 3o etapa (ver Sección 2.4)
se puede considerar el campo vectorial












Un cálculo sencillo muestra que Ω(X ) = pqd · (z2 + φ), así este campo de vectores define
la fibración deseada. En efecto: la resolución minimal de la foliación FΩ, viene dada por la
aplicación π := π1 ◦ π2 ◦ π3 : (M,E) → (C3,0), donde π1 , π2 , π3 representan las secuencias
de explosiones en la 1o, 2o, 3o etapa respectivamente. En coordenadas adecuadas π está
definida de la siguiente manera:
1. Si d es par. Para cada i tal que di es par, tomando la traslación ỹ → ỹ+ỹiκ y haciendo
t := tP+Q2+di
2





en las expresiones que siguen vamos a denotar por (x̃, ỹ, t), está definida por




δ (ỹ + ξ)n, x̃
q
δ (ỹ + ξ)m, x̃
pqd








El campo de vectores tangente a la transformada estricta de la separatriz,
S̃ := t2 +Hi(y) = 0; Hi(0) ̸= 0,
es X̃ = ∂∂x̃ , que en las coordenadas iniciales (x, y, z) está dado por












Por otro lado para cada i tal que di > 1 es impar, tomando la traslación ỹ → ỹ+ ỹiκ
y haciendo s := s
P+Q2+di+1
2
; t := t
P+Q2+di+3
2
, la aplicación de desingularización π en
coordenadas (x̃, s, t), está definida por




δ (ỹ + ξ)2ntn, x̃
q
δ (ỹ + ξ)2mtm, x̃
pqd





El campo de vectores tangente a la transformada estricta de la separatriz,
S̃ := t+Hi(s
2.t) = 0; Hi(0) ̸= 0,
es X̃ = ∂∂x̃ , que en las coordenadas iniciales (x, y, z), está dado por












En el caso di = 1, tomando la traslación ỹ → ỹ+ỹiκ, la aplicación de desingularización
π en coordenadas (x̃, ỹ, t), está definida por




δ (ỹ + ξ)n, x̃
q
δ (ỹ + ξ)m, x̃
pqd
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El campo de vectores tangente a la transformada estricta de la separatriz,
S̃ := t2 + y.Hi(y) = 0; Hi(0) ̸= 0,
es X̃ = ∂∂x̃ , que en las coordenadas iniciales (x, y, z) está dado por





















2, t); t := tP+Q̃2+di
2
,
que en las expresiones que siguen vamos a denotar por (x, y, t), está dada por


























El campo de vectores tangente a la trasformada estricta de la separatriz es Ỹ = ∂∂y ,
y que en coordenadas iniciales (x, y, z) viene dado por












Por otro lado para cada i tal que di > 1 es impar (respectivamente di = 1) se procede
de manera análoga.
3. Supongamos que d, p, q impar. En este caso la componente adecuada para construir
la fibración de Hopf es la que resulta en las dos últimas transformaciones monoidales
a lo largo de C̃m1 (ver figura 1.16). Es fácil verificar que el campo que buscamos es
exactamente el mismo que en los casos anteriores.
De todo lo anterior vemos que la componente adecuada donde se puede construir la fibra-
ción de Hopf HFΩ , en los casos i, ii.1, es D̃: aquella a la que nos referimos como “componente
especial” (ver Nota 2.1).
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Capı́tulo 3
Problema de clasificación analítica
En este capítulo abordaremos el problema principal de la presente tesis: la clasificación
analítica de ciertos tipos de foliaciones cuspidales casi homogéneas en (C3,0), que hemos
denominado FCCH en el Capítulo 2. La técnica es la de extensión de la holonomía pro-
yectiva de una de las componentes del divisor excepcional que aparece en la reducción de
singularidades, más concretamente en la última componente que se genera en la reducción
de singularidades que hemos descrito anteriormente. Esta componente resulta ser aquella
en la que la separatriz corta al divisor excepcional. Pero, a diferencia del caso de foliacio-
nes en (C2,0), es frecuente que la transformada estricta de la separatriz no corte a una
única componente del divisor excepcional. Ello resulta ser un obstáculo para desarrollar la
técnica en la que se basa el presente trabajo, puesto que no es posible aplicar los resultados
de Mattei y Moussu [MM] sobre existencia de integrales primeras holomorfas y proceder
así a la extensión de la holonomía. En consecuencia, en dichos casos impondremos una
condición adicional que implique la linealización de algunas de la singularidades simples
resultantes del proceso de reducción, que nos permite llevar adelante el desarrollo.
Para la obtención de los resultados de este Capítulo, debemos hacer un uso efectivo
de las distintas técnicas presentadas en el Capítulo 1 y 2: reducción de singularidades de
manera global de una superficie casi homogénea de tipo admisible, la forma pre-normal de
una FCCH de tipo admisible, topología de la componente “especial” del divisor, a la que se
le ha retirado el lugar singular. Como hemos visto anteriormente, la forma pre-normal y su
reducción permiten construir una fibración de Hopf, transversal a la foliación de manera
que las separatrices son unión de fibras, para levantar la conjugación entre las holonomías
a una conjugación analítica entre las foliaciones.
Vamos a dedicar este capítulo a introducir el concepto del grupo de holonomía debido a
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Mattei-Moussu [MM], y el del grupo de holonomía proyectiva introducida por R. Moussu
en [Mou2], extendiendo este último en los casos que nos ocupa la presente memoria. Finali-
zamos este capítulo presentando el resultado principal de la tesis: la clasificación analítica,
vía la holonomía proyectiva, de las FCCH de tipo admisible, en los casos considerados
(caso i y caso ii.1).
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3.1. Holonomía de la componente esencial
El comportamiento dinámico de una foliación, puede ser estudiado en una vecindad de
una hoja por la representación de holonomía de su grupo fundamental. Esta representación
fue introducida por Ehresmann en 1950, y estudiada posteriormente por muchos autores,
nosotros seguiremos fundamentalmente a Mattei y Moussu [MM] para construir esta re-
presentación: tomamos un punto p sobre la hoja L y un germen de sección transversal Σ
en p. El levantamiento del camino cerrado γ iniciando en p a lo largo de la hoja de la
foliación, induce gérmenes de difeomorfismos
hγ : (Σ,p) −→ (Σ,p),
los cuales no dependen de la clase de homotopía del camino. La aplicación hγ es llamada
holonomía de la hoja L, la representación de holonomía de π1(L,p) es el morfismo
definido por
Hol(L) : π1(L,p) −→ Diff(Σ,p)
γ 7−→ hγ ,
y el grupo de holonomía de la foliación a lo largo de L es la imagen de esta aplicación
Hol(L) (que muchas veces se confunde con la propia aplicación). Diferentes puntos en la
hoja y diferentes secciones transversales dan lugar a representaciones conjugadas por gér-
menes de difeomorfismos holomorfos.
En [Mou2], R. Moussu introduce el concepto de holonomía proyectiva, el cual es utili-
zado posteriormente por D. Cerveau y R. Moussu [CMou], R. Meziani [Me], M. Berthier,
R. Meziani y P. Sad [BMS], y otros autores con el fin de clasificar analíticamente las
foliaciones nilpotentes en (C2,0). En dimensión tres, este concepto es adaptado y usado
en [FM], para clasificar analíticamente las foliaciones singulares casi ordinarias, más con-
cretamente: sea F un germen de foliación singular en (C3,0), y π : (M,E) → (C3,0) la
reducción minimal de las singularidades de F en el sentido de Cano-Cerveau, descrito en la
Sección 2.1. Denotemos por F̃ a la transformada estricta de la foliación F por π. Después
de definir una fibración de Hopf adaptada a F, HF, definida por la fibración holomorfa
f :M → D̃, se puede definir la holonomía de la hoja D̃rSing(F̃) respecto a está fibración
como sigue. Fijamos un punto p ∈ D̃ r Sing(F̃), sobre este punto tenemos una transver-
sal f−1(p). El levantamiento del camino cerrado γ iniciando en p a lo largo de la hoja










los cuales no dependen de la clase de homotopía del camino. La aplicación hγ es llama-
da holonomía excepcional de la hoja D̃ r Sing(F̃). Además, después de identificar
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(f−1(p),p) con (C, 0) (esta identificación es no canónica: diferentes identificaciones dan
lugar a grupos conjugados), el levantamiento de camino determina, una representación del




: π1(D̃ r Sing(F̃),p) → Diff(C, 0),
donde Ω es una 1-forma diferencial e integrable que define F. La imagen de esta aplicación
es llamada el grupo de holonomía excepcional del divisor D̃ y lo denotamos por H
Ω,D̃
.
En los casos que nos ocupa esta memoria, D̃ es como en la Nota 2.1.
3.1.1. Extensión de la holonomía excepcional
Con las notaciones de la Sección 2.4, considere el germen de foliación generada por







Este grupo puede ser generado por tres elementos g1, g2 y γ en los casos considerados
(caso i y caso ii.1). Si ϖ es un elemento del grupo de homotopía, denote por hϖ su
imagen por la aplicación H
Ω,D̃
en el grupo de holonomía excepcional . Este grupo puede
ser generado por hg1 , hg2 , hγ .
























representados sobre la transversal Σj := (C,pj), son analíticamente conjugados por un
elemento ψ ∈ Diff(C, 0) tal que ψ∗(h1αi) := ψ
−1h1αiψ = h
2
αi ; αi ∈ {g1, g2, γ}. Entonces
tenemos el siguiente resultado, análogo al caso 2-dimensional.
Lema 3.1. Existe un difeomorfismo fibrado ϕ, ϕ(x,p) = (φ(x,p),p) entre dos vecindades
abiertas Vj de D̃ dentro del espacio (M,E) tal que
1. ϕ envía hojas de la foliación F̃Ω1 |V1 sobre las hojas de la foliación F̃Ω2 |V2.
2. La restricción de ϕ a la transversal Σ es ψ.
Demostración. Sea p ∈ L = D̃ r S y γp ⊂ L un camino de p a pj .
Tenemos que la foliación FΩj es genéricamente transversal a la fibración de Hopf relativa a
D̃, HFΩj , fuera de la transformada estricta de la separatriz S̃ y de las componentes Dαj ,Aj ,
tales que D̃ ∩Dαj ̸= ∅, D̃ ∩ Aj ̸= ∅ (ver Fig. 1.15).
Fijando x, la proyección (x,p) 7−→ (p) es localmente una aplicación de recubrimiento.
Entonces para cada punto (x,p) ∈ C × L, con módulo de x suficientemente pequeño,
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podemos considerar el levantamiento γ̃1p, dentro de la foliación F̃Ω1 , del camino γp tal que
γ̃1p(0) = (x,p).
Si (x1,p1) = γ̃1p(1) es el extremo de γ̃1p, levantamos el camino γ−1p a γ̃2p dentro de la
foliación F̃Ω2 tal que γ̃2p(0) = (ψ(x1),p2).
Sea (x2,p) = γ̃2p(1); definimos
ϕ(x,p) = (x2,p)
como ϕ|Σ1 = ψ, ϕ(x,p) es independiente del camino elegido.
Observemos que podemos acercarnos tanto como queramos a los puntos q ∈ S, dentro
de D̃. En efecto, recordemos que D̃ r S ∼= C∗ × C r C (ver Sección 2.4.1), así q ∈ C ó
q ∈ C∗. Podemos considerar un meridiano αq relativo a q, con punto base p y definir
el camino βp = αpγp con punto inicial p y punto final pj . Notemos que γ−1p βp es un
meridiano relativo a q con punto base pj , así





Por tanto ϕ se extiende a una vecindad de D̃ r S.
Por otro lado, los puntos singulares q ∈ S son puntos de intersección de D̃ con las otras
componentes del divisor, y con la separatriz. Todos estos puntos son de tipo dimensional
dos o tres y para todos ellos, D̃ es una separatriz fuerte (ver Fig. 1.15). De [CMo], se sigue
que la conjugación de la holonomía de D̃ implica la conjugación de las foliaciónes reducidas
en una vecindad de estos puntos, esta conjugación coincide, fuera de la separatriz, con el
difeomorfismo ϕ y en consecuencia ϕ se extiende a un difeomorfismo en torno de D̃.
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3.2. Clasificación analítica
Nos hemos interesado por los gérmenes de foliaciones holomorfas cuspidales casi ho-
mogéneas en (C3,0). Por el Teorema 2.2 y Corolario 2.5, estas foliaciones admiten forma
pre-normal dada por la 1-forma integrable
Ω = d
(






cuya reducción de singularidades coincide con una reducción de singularidades de su sepa-
ratriz,




yp − aixq)di = 0,
descrita en tres etapas:
(1o) Un número finito, digamos k, de transformaciones cuadráticas con centro el origen
de coordenadas. Obteniendo una foliación FΩ1 , localmente dada por las 1-formas
integrables Ωαi, definidas en cada abierto Uαi ≈ (C3,0) de la componente del divisor
excepcional Dα, con coordenadas locales (xαi, yαi, zαi), a las que denotaremos por
(xi, yi, zi) para simplificar. Para cada i ∈ {1, 2}, FΩαi admite como separatriz la







i uαi(xi, yi) = 0,
donde uαi es una unidad para todo α ̸= k.
Para i = 3, la foliación FΩαi tiene singularidades simples resonantes, de tipo dimen-
sional 2 ó 3, correspondientes a la intersección de las componentes del divisor.
(2o) Un número finito de transformaciones monoidales según la naturaleza de los ente-
ros aα, bα (estos a su vez dependen de n1, n2), con el fin de obtener una resolución
inmersa de las superficies (Sαi,pαi) y que FΩ̃αi tenga singularidades simples en el
sentido de Cano-Cerveau [CC]. Al final de este proceso se obtienen foliaciones con
singularidades simples de tipo dimensional dos y tres correspondientes a la intersec-
ción de las componentes del divisor excepcional y a la intersección del divisor con
la transformada estricta de la separatriz, salvo en el caso en que α = k, donde la
separatriz, de la foliación correspondiente, es de una de las formas siguientes
t2 + uki(yi) = 0,
yit
2 + uki(yi) = 0,
t2 + xiuki(yi) = 0,






)di ; y en consecuencia existen puntos singulares no simples
de la forma (0, ξjκ, 0); ξδjκ = aj .
3o Finalmente hay que realizar un número finito de transformaciones cuadráticas (res-
pectivamente monoidales), según la naturaleza de dj con el fin de resolver las singu-
laridades (0, ξjκ, 0).
Sea π la aplicación de una resolución inmersa de S y denotemos por F̃Ω a la resolución de
singularidades de FΩ por π. Denotemos también por S := Sing(F̃Ω).
La técnica de clasificación analítica de foliaciones en la que nos hemos interesado du-
rante este tiempo es la descrita por R. Moussu en [Mou2] y usada por D. Cerveau y
R. Moussu [CMou], R. Meziani [Me], M.Berthier, R. Meziani y P. Sad [BMS], entre
otros, para clasificar las singularidades nilpotentes en (C2,0). Posteriormente esta técnica
es extendida a dimensión 3 para clasificar las foliaciones cuspidales casi-ordinarias [FM].
La pregunta que nos hacemos es, ¿hasta qué punto es posible aplicar está técnica para
clasificar analíticamente las foliaciones cuspidales casi homogéneas?. El método de reso-
lución, nos permite obtener como primera componente del divisor excepcional a D1, esta
componente es tal que






)di = 0; n1 > 0 y/ó n2 > 0.







La propiedad de que D1 r S sea simplemente conexa, en la demostración del Teorema
3.1 veremos que, permitirá garantizar la existencia de la integral primera, en torno de
todas las componentes del divisor excepcional E, salvo en las componentes en las que la
transformada estricta de la separatriz interseca, y en consecuencia es necesario identificar
una o posiblemente más componentes, a las que llamaremos componentes especiales, y
dar condiciones que nos permitan garantizar la existencia de integral primera en un entorno
de las componentes del divisor excepcional restantes.
En consecuencia, del párrafo anterior, nos interesaremos por los tipos de foliaciones
a las que se les puede aplicar la técnica de R. Moussu para clasificarlas analíticamente,
son las generadas por Ω ∈ Σ(d1,··· ,dl)p,q . En este caso, las candidatas a ser las componentes
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especiales son las que surgen al final de las transformaciones monoidales a lo largo de las
líneas proyectivas d1 := D1 ∩ S1, dc0+1 := Dc0+1 ∩ Sc0+1 y que denotaremos por D̃′, D̃′′
respectivamente. Observe que de la Sección 2.4.1, es fácil deducir que
D̃′ r S ≈ C× (Cr {2pts}) ≈ D̃′′ r S.
Sea Ω ∈ Σ(d1,··· ,dl)p,q , diremos que la foliación FΩ:
Si d−par (Caso i), cumple la propiedad ℘1: las holonomías de las hojas D̃′rS, D̃′′r
S, son linealizables.
Si d−impar (Caso ii.1), cumple la propiedad ℘2: la holonomía de la hoja D̃′′ r S,
es linealizable.
En la Sección 2.5 hemos construido la fibración de Hopf HFΩ adaptado a FΩ, esta
es encontrada relativo a una componente en particular del divisor excepcional. En nuestro
caso esta componente es la componente “especial” D̃, descrita en la Nota 2.1. En cualquiera





∂z . Ahora podemos definir la holonomía de la hoja D̃ r S respecto a esta
fibración (ver Sección 3.1). Nosotros mostramos que si los grupos de holonomía de dos
foliaciones FΩ; Ω ∈ Σ(d1,··· ,dl)p,q , en los casos i, ii.1, satisfaciendo las propiedades ℘1, ℘2, son
conjugadas, entonces las foliaciones son analíticamente conjugadas:
Teorema 3.1. Sean Ωi ∈ Σ(d1,··· ,dl)p,q satisfaciendo una de las propiedades ℘1, ℘2, descri-







α⟩, i = 1, 2. Entonces las foliaciones son analíticamente conjugadas si




α) son analíticamente conjugadas
Demostración. Si las foliaciones son conjugadas entonces sus holonomías excepcionales son
conjugadas. Los argumentos son exactamente los mismos de [CMou].
Consecuentemente, supongamos que las holonomías son conjugadas vía Ψ, y sean F̃Ωi
las respectivas transformadas estrictas de las foliaciones FΩi , después de su desingulariza-
ción. De la existencia de la fibración de Hopf relativa a D̃ (ver Fig. 1.15) y del Lema 3.1, Ψ
puede ser extendida a una vecindad Vi ⊂ (M,E) de D̃ y en consecuencia, tenemos que F̃Ωi
son conjugadas en Vi. Ahora necesitamos conjugar las foliaciones en una vecindad de todas
las demás componentes del divisor. Para ello primero debemos garantizar la existencia de
integral primera en torno de los puntos singulares fuera de D̃. En efecto: observe que de la
Sección 2.4.1, se tiene D1rS simplemente conexa, entonces su holonomía es trivial. Así la
holonomía de la hoja D2 r S ≈ C×C∗, generada por un lazo en torno de L1 := D1 ∩D2,
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es periódica (ver [MM]). Los mismos argumentos demuestran que DαrS tiene holonomía
periódica, para todo 1 < α ≤ c0 + 1. Así, F̃Ωi tienen integral primera, entorno de
Lα := Dα ∩Dα+1, 1 ≤ α ≤ c0 + 1; (los puntos de Lα son de tipo dimensional 2).
Por otro lado las hojas DαrS ≈ C∗×C∗ tienen holonomía periódica y están generadas
por dos lazos en torno de las líneas
Lα = Dα ∩Dα+1;
Lαsν = Dα ∩Dsν .
Los argumentos anteriores, también permiten garantizar la existencia de integral pri-
mera entorno de las líneas
Lαj := Dαj ∩Dα(j−1)
donde α, j son tales que Dαj r S ≈ C× C∗ o bien ≈ C∗ × C∗.
Finalmente nos falta garantizar la existencia de integral primera en torno de los puntos
que representan la intersección del divisor con la transformada estricta de la separatriz.
Estos puntos se encuentran en las componentes Dαj para los cuales ocurre que:
- Dαj r S ≈ C× (Cr {2 puntos})
- Dαj r S ≈ C∗ × (Cr {2 puntos})
- Dαj r S ≈ C∗ × Cr C.
Denotemos por D := Dαj tal que Dαj r S ≈ C × (C r {2 puntos}). Observe que
D ∩ S̃ = L1 ∪ L2 o bien D ∩ S̃ = L, donde S̃ representa la transformada estricta de la
separatriz, y L,L1,L2 son líneas proyectivas.
Supongamos ahora d es par, entonces existen exactamente dos componentes del divisor
excepcional tal que D ∩ S̃ = L1 ∪ L2. Los puntos de L1,L2 son puntos singulares de tipo
dimensional dos.
Dado que Ωj ∈ Σ(d1,··· ,dl)pq , FΩj satisface la propiedad ℘1. Es decir, la holonomía de las
hojas D r S, es linealizable, esto garantiza la existencia de integral primera en torno de
L1, L2.
































































Ahora vamos a garantizar la existencia de integral primera en torno de los puntos ρi
(ver Fig3.1). Sea hαi la holonomía asociada a αi, lazo alrededor de Li, hαi es linealizable.
Ahora considere β ⊂ DrS ≈ C× (Cr{2 puntos}), un lazo alrededor de Dαj ∩D. Observe
que β ⊂ C×{1 punto} ≈ C, y en consecuencia la holonomía asociada a β, hβ = 1C. Luego
el grupo de holonomía de Dαj r S es linealizable y por tanto, entorno de ρi, Ω̃i es linea-
lizable. Así, existe integral primera en torno de ρi. Veamos ahora la existencia de integral
3.2. Clasificación analítica 141
primera en torno de los puntos µi (ver Fig. 3.1). Considere hγ la holonomía asociada a γ,
lazo en torno de la línea proyectiva D(α+1)j′ ∩ Dαj . Observe que γ es tal que γ−1 es un
lazo en torno de Dα−1 ∩ Dαj , así hγ−1 es la holonomía de la hoja Dα−1 r S, el cual es
periódica. Luego en torno de µi existe integral primera. De manera análoga, se garantiza
la existencia de integral primera en torno de E ∩ S̃.
Supongamos ahora que d, q impar y p par, existe exactamente una componente para la
cual D∩ S̃ = L1∪L2 y un número finito de componentes para los cuales se tiene D∩ S̃ = L.
Es fácil ver que en torno de L existe integral primera. La existencia de integral primera en
torno de las líneas L1,L2 se sigue por la propiedad ℘2. La existencia de integral primera
en torno de E ∩ S̃ se sigue como en el caso anterior.
Veamos ahora la extensión de Ψ en torno de todo el divisor excepcional. La idea es,
primero lograr extender a una vecindad de todas la componentes del divisor en las que la
separatriz interseca y finalmente extender al resto de componentes. En ambas situaciones
debemos respetar tanto la fibración como la integral primera que hemos construido ante-
riormente. Tenemos que F̃Ωj son analíticamente conjugadas, vía Ψ, en un entorno de D̃.
Queremos extender Ψ a una vecindad del divisor excepcional
E = E1 ∪ E2 ∪ E3.
Observe que E3 = ∪Adi , donde Adi = ∪jAdij , topológicamente equivalentes a P1C × C.
Como F̃Ωj son analíticamente conjugadas en un vecindad de D̃, se sigue que Ψ es extendida
a una vecindad de D̃ ∪ E3

































Por otro lado, en el caso d par, en torno de p := Dα−2 ∩ D(α−1)β ∩ D(α−1)(β−1), con
α = sN y β =
Q̃2
2 (ver Fig. 3.2) una integral primera está dada por la ecuación
Fj := x
mνsnν+2(ϵ−1)tnν−2ϵUj(x, s, t) ;Uj(0) ̸= 0




x ∈ C : |x| < c
}
,
para c ∈ R+ suficientemente grande, y
Dε := {s ∈ C : |s| < ε1} × {t ∈ C : |t| < ε2}.
Para todo Vc, las foliaciones F̃Ωj poseen integral primera holomorfa Fj definida en el abierto
Vα−1 := Vc × Dε. En las coordenadas (x, s, t), Ψ está definida en un abierto Uc,η,ε :=




x ∈ C : η < |x| < c
}
.
Definamos el difeomorfismo Ψj := (Ψj1,Ψj2,Ψj3), definido sobre un abierto Vc ×Dε y



































A = mν + (
P
2 − Q̃2).(4ϵ− 2) + (4ϵ− 2nν)
B = A.(P2 − Q̃2 + 2)
C = A.(Q̃2 − P2 )
Ahora considere el difeomorfismo Θ := Ψ2 ◦Ψ ◦Ψ−11 , definido en el abierto Uc,η,ε. Observe
















Como además, Θ envía Ψ1(F̃Ω1) sobre Ψ2(F̃Ω2), y respeta la integral primera xmνsnν+2(ϵ−1)tnν−2ϵ,
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donde A,B,C son como antes.
La aplicación Θ es definida, en las cartas consideradas, sobre un conjunto del tipo
|xmνsnν+2(ϵ−1)tnν−2ϵ| < ε y este conjunto interseca el dominio de definición de Ψ. Así
Ψ = Ψ2ΘΨ
−1
1 puede ser extendido a una vecindad de D(α−1)β ∩ D(α−1)(β−1). Repetimos









∪ (D(α−1)β ∩ S̃) y en consecuencia, podemos extender Ψ a una vecindad de
D(α−1)β . Este proceso lo podemos repetir y conseguir extender Ψ a una vecindad del divisor
excepcional E. Así FΩi son analíticamente conjugadas, fuera del lugar singular, el cuál es de
codimensión dos. Finalmente, usando el Teorema de Hartogs se tiene obtiene la extensión
de la conjugación en un entorno del origen.
En el caso d, q impares y p par, se procede de manera análoga.
Anexo: Conclusiones
En este apartado resumimos las principales conclusiones de esta tesis, tal y como ha
sido reflejada en la introducción y a lo largo del cuerpo de la misma.
Se han establecido condiciones suficientes para la clasificación analítica, vía la holo-
nomía de una componente excepcional, de las foliaciones cuspidales casi homogéneas que
admiten como conjunto de separatriz, una superficie de tipo admisible, definido en la Sec-
ción 1.3. Dichas condiciones están reflejadas en el Teorema 3.1.
Con vista al objetivo anterior, se ha encontrado una expresión analítica de las folia-
ciones de tipo hipersiperficie generalizada que admiten como conjunto de separatriz, una
hipersuperficie cuspidal casi homogénea. Esta forma, que denominaremos pre-normal, es
necesaria para construir una fibración, transversal a la foliación fuera de la separatriz, y
que permite hallar una conjugación analítica de las foliaciones a partir de una conjugación
de los difeomorfismos de holonomía. El Corolario 2.5 contiene la forma pre-normal men-
cionada.
Se ha hecho un estudio detallado de la reducción global de singularidades de las folia-
ciones que estamos considerando. Dicho estudio, para superficies, constituye el núcleo del
Capítulo 1 de la memoria, y para las foliaciones cuspidales casi homogéneas, con separatriz
una superficie de tipo admisible, la Sección 2.4.
Mencionamos finalmente que para estudiar el grupo de holonomía de las componentes
excepcionales del divisor, es preciso estudiar de manera fina la topología (más precisamente
la homotopía) de cada una de las componentes del mismo, una vez retirada la parte singular
de la foliación. Una descripción geométrica del divisor excepcional constituye la Sección
1.3.1, y la topología se halla descrito en las Secciones 1.4 y 2.4.1. Para el cálculo, ha sido
preciso detallar el método, en la versión moderna, de Zariski-Van Kampen; el cual usa
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