Abstract. A language L over a finite alphabet Σ is called growth-sensitive if forbidding any non-empty set F of subwords yields a sub-language L F whose exponential growth rate is smaller than that of L. Say that a context-free grammar (and associated language) is ergodic if its dependency di-graph is strongly connected. It is known that regular and unambiguous non-linear context-free languages which are ergodic are growth-sensitive. In this note it is shown that ergodic unambiguous linear languags are growth-sensitive, closing the gap that remained open.
Introduction
Let L be a language over the alphabet Σ, that is, a subset of the free monoid Σ * of all finite words over Σ. We write ε for the empty word and Σ + = Σ * \ {ε}. A context-free grammar is a quadruple C = (V, Σ, P, S), where V is a finite set of variables, disjoint from the finite alphabet Σ, the variable S is the start symbol, and P ⊂ V × (V ∪ Σ)
* is a finite set of production rules. We write T u or (T u) ∈ P if (T, u) ∈ P. =⇒ w. For T ∈ V, we consider the language L T = {w ∈ Σ * : T A context-free language is a language generated by a context-free grammar. If in addition the production rules T u are such that u contains at most one variable in V, then the grammar and the corresponding language are termed linear. In particular, if u ∈ Σ * ∪ Σ * V (resp. Σ * ∪ VΣ * ), then the language is left (resp. right) linear. In both cases, language and grammar are also called regular.
A general context-free grammar C is called unambiguous if for any w ∈ L(C) there is a unique rightmost derivation S * =⇒ w. A context-free language is unambiguous if it is generated by some unambiguous grammar. Note that there are context-free languages that cannot be generated by unambiguous grammars: these are called inherently ambiguous languages. In our setting, the language
is linear and inherently ambiguous (using Ogden's iteration lemma [17] (see also Chapter 6 in [9] ) it can be deduced that one always has two different derivations for the words of the form a n b n c n ). Thus there exist inherently ambiguous linear languages.
We shall always assume to have a reduced grammar C, that is, each variable is used in some rightmost derivation of a word in L(C) and, in particular, L T = ∅ for each variable T .
The dependency di-graph D = D(C) of a context-free grammar C = (V, Σ, P, S) is the oriented graph with vertex set V, with an edge from T to U (notation T → U ) if in P there is a production T u with u containing U . (Compare e.g. with [14] .) Slightly differing from [14] and [5] , [6] we stress that we allow multiple edges (several edges may go from one vertex to another) and loops (a vertex is connected to itself); see Definition 3.2 for more details. We write T * → U if in D there is an oriented path of length ≥ 0 from T to U .
Consider the equivalence relation on V where T ∼ U if T * → U and U * → T . The equivalence classes, denoted V j , j = 0, . . . , N (with S ∈ V 0 ), are called the strong components of D(C). The strong components are partially ordered: V j ≺ V k if there is an oriented path from T ∈ V j to U in V k (independent of the choice of representatives). Definition 1.1. A context-free grammar C is called ergodic if the dependency di-graph D(C) is strongly connected, i.e., it consists of a single strong component. If C is linear, then we require in addition that every word w ∈ L(C) occurs in a non-terminal sentential form (see also condition (ii) in Definition 1.4 below).
A context-free (resp. linear/regular) language L is ergodic if it is generated by an ergodic, reduced context-free (resp. linear/right linear) grammar. If this grammar is also unambiguous, we say that L is an ergodic, unambiguous language of the respective type.
It is well known that ergodic regular languages of exponential growth are growthsensitive (see for instance [4] ). This statement also has several analogues in different setups and terminologies, for instance in the context of Symbolic Dynamics [16, Cor. 4.4.9] , [3] and Asymptotic Group Theory [10] .
Recently it was shown in [5, 6] that unambiguous ergodic non-linear contextfree languages of exponential growth are also growth-sensitive. Thus, a small gap remained open, concerning (unambiguous) linear languages that are not regular: the approach in [5, 6] The strategy (used in [4, 5, 6] and that we shall make use of here) for proving that every L in a given class L of languages is growth-sensitive is the following.
Step 1. Consider the set (Σ 2 ) * of all words over Σ 2 . Its letters are of the form (ab), where a, b ∈ Σ. Define φ :
For any language L ⊂ Σ * , consider the associated 2-block-language φ(L) over the alphabet
Step 2. Show that each L ∈ L is growth-sensitive to forbidding one (or more) elements a of its alphabet Σ; in the case that L is linear we restrict this condition to those a's which are involved in some non-terminal production (see Definition
Then each L ∈ L will be growth-sensitive to forbidding any F ⊂ Σ * (with the usual restrictions from Definition 1.1 when L is linear). Indeed, it is enough to prove this when F = {v 1 } consists of a single word v 1 
As pointed out in [5] , it turns out that when passing from a grammar C generating the language L to the grammar C generating the corresponding 2-block language φ(L), the ergodicity property is not preserved if C is non-regular. Again, we can overcome this problem by defining a weak form of ergodicity, namely essential ergodicity which now will be preserved and shall make everything work out perfectly.
First recall that the start symbol S of C is isolated if it does not occur on the right-hand side of any production rule (equivalently if
v is a proper subword of w for some w ∈ L}.
is called left, resp. right linear (both called regular for short), if for any T ∈ V j the existence of a production of the form T T w, resp. T wT , with w ∈ Σ + infers T / ∈ V j . In this case, every variable in V j is also called regular. We denote by V ess the set of all essential, i.e., non-regular variables.
The grammar C is called essentially ergodic if (i) the set V ess forms a single strong component,
As remarked in [6] this definition is useful only when L is a non-regular language. In fact, as a consequence of the Substitution Theorem for regular languages (see [11, §3.4] ), if all variables are regular, then L(C) is a regular language.
It is also clear that an ergodic linear grammar is essentially ergodic, so that Theorem 1.2 follows from the more general The paper is organized as follows. In Section 2 we present a canonical form for a linear grammar C (Section 2.1) from which a linear grammar C generating the 2-block language L(C ) = L 2 (C) is derived (Section 2.2). Once verified that essentially ergodicity is preserved while passing to the canonical form and then to C , Step 1 of the strategy is completely achieved.
Regarding
Step 2, the harmonic-analytical approach in [5] which, as already mentioned there, did not work for linear languages, is now replaced in Section 3 by a purely combinatorial graph theoretical argument based on an entropic inequality for oriented graphs. This inequality was originally proved by Scarabotti [18] where some ideas of Gromov were used and the usual Perron-Frobenius theory was avoided-was then extended to oriented graphs with specified initial and terminal vertices in [4] where it was applied to the (regular) ergodic case, and it is now generalized for essential ergodicity.
In Section 5 we discuss the more general situation, also involving ambiguous grammars and their generated languages, by considering a notion of weightedgrowth-sensitivity, and we prove an analogue of the main theorem in this setting.
In the Appendix, for the sake of completeness and the convenience of the reader, the proof (from [4] ) of the entropic inequality in the ergodic case is presented.
Linear grammars and 2-block (linear) languages
2.1. A canonical form for linear grammars. Recall that two grammars are called equivalent if they generate the same language. Now we present an algorithm which transforms any linear grammar into an equivalent one which is in a canonical form. Recall that a variable A ∈ P is superfluous if either there is no derivation S * =⇒ w with w ∈ (V ∪ Σ) * containing A or L A = ∅, and that a grammar C is reduced if it has no superfluous variables.
Proposition 2.1 (Canonical form for linear grammars). Let C = (V, Σ, P, S) be a linear grammar. Then C is equivalent to a reduced grammar C = (V, Σ, P, S)
where the productions are only of the form (2.1)
If ε ∈ L(C), in addition to the previous productions one also has (S ε) ∈ P.
Moreover, if C is unambiguous/(essentially) ergodic, then also C is unambiguous/(essentially) ergodic.
Proof. We can suppose that C is reduced, otherwise we eliminate the superfluous variables and all productions involving them.
Next we transform the grammar C into a grammar C which is ε-free, that is, there is no rule of the form A ε. There is a simple algorithm for passing from C to C that generates L \ {ε}; see e.g. [11, Section 4.3] .
Similarly one eliminates the chain rules, i.e. productions of the form A B, where A, B ∈ V. Again there is a simple algorithm that transforms a reduced grammar C into an equivalent reduced grammar C without chain rules; see e.g. [11, Section 4.3] or [15, Corollary 5.3] .
Note that these transformations preserve unambiguity and (essential) ergodicity, namely C is unambiguous (resp. (essentially) ergodic) if the original grammar C is such.
The generic production in C is then of the form
Call the length of a production (2.2) or (2.3) the quantity = m + n + 1 and = s, respectively. Suppose that in (2.2) one has m ≥ 2. Then the length of the production (2.2) can be shortened by enlarging V to V ∪ {B 1 }, where B 1 / ∈ V and then substituting (2.2) in P with the two productions
Similarly one acts on the right part of (2.2) whenever n ≥ 2.
If m = n = 1, then (2.4) is replaced by
Finally, given a production of the form (2.3), one enlarges V to V ∪ {C 1 }, where
and then reduces to the previous cases. By recurrence one shortens the production lengths to minimality obtaining a grammar C in the desired canonical form. Again, it is immediate that both unambiguity and (essential) ergodicity are preserved when passing from C to C.
The 2-block language.
Suppose that L is generated by an unambiguous, (essentially) ergodic linear grammar C in standard form. We now present an algorithm for passing from C to a new linear grammar C which generates the 2-block language L 2 = φ(L).
For T ∈ V, a T -sentential form is any element w ∈ (Σ ∪ V) * such that there is a rightmost derivation T * =⇒ w. A sentential form is a T -sentential form for some T . By linearity, a straightforward induction argument shows that a sentential form always looks as follows:
where a i , b j ∈ Σ, T ∈ V and n, m ≥ 0. We now transform each sentential form w as in (2.7) into a new expression Φ(w) by using φ (as defined in (1.2)) and inserting brackets as follows: We now exhibit the new grammar
The next list displays the rules in P followed by the corresponding new rules in P .
If
(2.10)
Here, T, U ∈ V and a, b, c ∈ Σ have to be such that the occuring expressions in brackets belong to V . By the construction of C , for any sequence of sentential forms w 1 , w 2 , . . . , w n with respect to C, we have
Before proceeding, let us note that C has chain rules, which can be eliminated by the algorithm of Proposition 2.1 but are "harmless" anyway (they cannot be concatenated into an infinite loop-Harrison [11] uses "cycle-free" for such grammars). Thus, we continue to work with C .
We say that [aT b] is an interior variable of C if T ∈ V ess , and the string aT b occurs in a sentential form of C that derives from some element of V ess . X, I, F, ω) , where G = (V, E) is a finite oriented graph with vertex set V and edge set E, X is a finite set, I, F ⊆ V are the set of initial and terminal vertices, respectively, and ω : E → X is a labelling of the edges.
If in addition X = X X r and ω(E)
An (oriented) path in G is a sequence p = e 1 e 2 · · · e n of edges such that the terminal vertex of the i-th is the initial vertex of the (i + 1)-st, i = 1, 2, . . . , n − 1; the number |p| = n and the word ω(p) = ω(e 1 )ω(e 2 ) · · · ω(e n ) ∈ X * are the length and the label of the path p, respectively. Also denote by p(i) ∈ V the i-th vertex of the path, so that p(0) and p(|p|) are the start and final vertex of p, respectively. Finally let P denote the set of all paths in G.
A path with p(0) ∈ I and p(|p|) ∈ F is termed admissible: denote by P a the set of admissible paths in A. The number 
Then A is essentially ergodic if it is unambiguous and (i) there exists a unique component which is non-regular, call it the essential component and denote it by V ess ,
(ii) for each p ∈ P a , there is a q ∈ P with q(0) ∈ V ess such that ω(p) = ω(q), (iii) V j V ess for all j = 0, 1, . . . , N. If A is essentially ergodic, denote by G ess = (V ess , E ess ) the strong component endowed with its induced graph structure, I ess = V ess , F ess = F ∩ V ess (note that by (iii) above the latter is non-empty), ω ess = ω| E ess and by A ess = (G ess , X, I ess , F ess , ω ess ) the essential sub-automaton of A (which is clearly ergodic).
Let C be a linear grammar in canonical form. We introduce an equivalence relation on P by declaring ( The bilateral automaton associated with a linear grammar C in canonical form is A = (D(C), [P], I, F, ω), where P = P P r consists of the left and right productions (we assume, by convention, that a production of the form T a, where a ∈ Σ, is a left production), I = {S}, F = {T ∈ V ≡ V : ∃a ∈ Σ, ∃(T a) ∈ P} and ω : E → [P] is the map which assigns to each edge T → U in D the equivalence class of the production from which it was originated.
An instant of thought gives that C is unambiguous/(essentially) ergodic if and only if its associated bilateral automaton is unambiguous/(essentially) ergodic. Moreover, if C is unambiguous, the growth rate of A, γ(A) equals γ(L), the growth rate of the language L generated by the grammar C.
We are thus led to consider the growth of (admissible) paths inside A for which the following new result holds true.
Theorem 3.3. Let A = (G(V, E), X, I, F, ω) be an (essentially) ergodic automaton. Let e ∈ E be an edge in A ess and denote by A e the automaton obtained from A by removing the edge e. Then γ(A e ) < γ(A).
For the ergodic case the proof is more or less well known: the standard argument is based on Perron-Frobenius theory. The growth of a graph (or of its associated language, shift, etc.) is given by the Perron-Frobenius eigenvalue of its adjacency matrix. The deletion of an edge between vertices i and j corresponds to replacing the entry a i,j = |{e ∈ E : e(0) = i, e(1) = j}| of the matrix by a i,j − 1, so that the corresponding Perron-Frobenius eigenvalue decreases [19] , [16, 4.4.7] . For the sake of completeness and for the reader's convenience, in the Appendix we present a proof of the ergodic case-based on purely combinatorial arguments (inspired by a method of Gromov [18] ) and which does not make use of the Perron-Frobenius theory-from [4, Proposition 3] .
The crucial step in the proof of the above theorem is that for an essentially ergodic automaton A, its growth γ(A) equals the growth γ(A ess ) of its essential sub-automaton (see Lemma 3.5 below), and one is thus reduced to the ergodic case. However, we need a little more work.
Let A = (G(V, E), X, I, F, ω) be an automaton with
so that, by definition, γ I,F = γ(A). Then
Lemma 3.4. Suppose the automaton A is ergodic. Then for all
Proof. For all i = j fix a (minimal) oriented path p ij starting at v i and ending at v j and set M = max i,j |p ij |. Given a path p with p(0) = v j the composition q = p ij p starts at v i and |q| ≤ |p| + M : this gives an injection of {p ∈ P : p(0) = v j , |p| ≤ n} into {q ∈ P : q(0) = v i , |q| ≤ n + M } so that γ j ≤ γ i which, by symmetry, gives the invariance of γ i w.r. to i. Similarly, for each j fix p j a (minimal) oriented path starting at v j and ending at some terminal vertex; set M = max j |p j |. With each oriented path p starting at v i and terminating at some v j , we then associate the path q = pp j (with q(0) = v i and ending at some terminal) of length |q| ≤ |p| + M : the correspondence p → q is no more injective, but it is almost (K + M )-to-one (by minimality). We thus have , i 1 , . . . , i n ) to be minimal, where p(j) = v i j , 1 ≤ j ≤ n. By unambiguity and the previous lemma we have γ A ≤ γ A ess , which ends the proof.
As remarked above, the above lemma gives Theorem 3.3 (modulo its purely ergodic version whose proof is presented in the Appendix).
3.1. End of the proof of Theorem 1.5. By virtue of Corollary 2.3 we only need to pass over Step 2. Let L be a linear unambiguous (essentially) ergodic language generated by an unambiguous (essentially) ergodic linear grammar C in canonical form and denote by A = A(C) the associated unambiguous (essentially) ergodic automaton.
Suppose a ∈ Σ is involved in some non-terminal poduction. The language L a obtained from L by forbidding the letter a is still linear: it is generated by the linear grammar C a = (V a , Σ, P a , S), where P a are all productions not involving a and V a are the corresponding non-superfluous variables; note that the associated automaton A a = A(C a ) need not be essentially ergodic any more. Let e ∈ E be an edge in A with ω(e) ∈ [P] \ [P a ], in other words an edge corresponding to a non-terminal left or right production involving a, and denote by A e the automaton obtained from A by removing e. We then have
(where < follows from Theorem 3.3), and the proof is now complete.
An example
In this section we present an example of an unambiguous ergodic linear language of exponential growth which, by virtue of Theorem 1.2, is growth-sensitive. Let C = (V, Σ, P, S) be the grammar defined by V = {S}, Σ = {a, b, c, d} and P = {S aSb | cSd | ab | cd}. It is clearly linear and the (linear) language generated
+ is a bijective correspondence between L and the free monoid of rank two. Denote by γ L (n) = |{w ∈ L : |w| ≤ n}| the growth function of L (and similarly define γ {a,b} + (n)). As
and L has exponential growth. A canonical form for C is C = (V , Σ, P , S), where V = V {T, U} and P = {S aT | cU ; T Sb | b; U Sd | d}. The corresponding bilateral (3-state) automaton, clearly ergodic and unambiguous, is pictured in Figure 1 .
We now show that L is non-regular. For this purpose we recall the following well-known pumping lemma for regular languages (see, for instance, [8, 12] ). Suppose, by contradiction, that our language L is regular. Let K be the corresponding positive integer as indicated in the previous lemma and fix a word W = w(a, c)w(b, d) t ∈ L of length |W | ≥ K. If the corresponding subword y is a subword of w(a, c) (a similar argument for y a subword of w(b, d) t applies), then for n > |W | we would then have xy n z / ∈ L as xy n ∈ {a, c} + and |xy n | > |z|, contradicting the fact that, for any word in L, the length of the {a, c}-part equals the length of the {b, d}-one. Similarly, if y contains at least a letter in {a, c} and one in {b, d}, as soon as n > 1 one has xy n z / ∈ {a, c} + {b, d} + .
We end this section by mentioning that in [2] an algorithm is presented which determines whether a given unambiguous linear language has polynomial or exponential growth (it is a more general result due to Trofimov [20] and, independently, to Incitti [13] and to Bridson and Gilman [1] , that context-free languages have either polynomial or exponential growth, i.e. there exists no context-free language of intermediate growth). It basically consists in applying Ufnarowskii's criterion [21] for the growth of oriented graphs (that he used for determining the growth of affine algebras) to the bilateral automaton associated with a linear grammar in canonical form generating the given language. Roughly speaking, the language has exponential growth if and only if in the bilateral automaton there exist "doubly cyclic" vertices (in the case of the example above, a doubly cyclic vertex is the start symbol S in Figure 1 ). When the language has polynomial growth, the degree d can be recovered again from the automaton: d is the maximal number of "simple cycles" (of any length) intervealed by "simple chains" (of any length) in some "circuit" in A; for the terminology and for more details we directly refer to [2, 21] . From now on all context-free grammars considered shall be reduced, with no chain rules and ε-free.
Let L = L(C) be a context-free language generated by a context-free grammar C. The weighted growth function and the weighted growth rate of L with respect to C are the function
and the number
We then say that a linear language is weighted-growth-sensitive if, given any context-free grammar C generating it and any non-empty F ⊂ Σ * , one has lim sup
With this terminology we can state the following version of Theorem 1.5 for (possibly inherently ambiguous) languages. Proof. The proof is the same as for Theorem 1.5. We only observe that in the present setting there is a one-to-one length-preserving correspondence between the set of different derivations S * =⇒ w for all the words w in L and all admissible paths in A, so that we have γ L,C ≡ γ(A). In what follows it will convenient to associate with a path p = e 1 e 2 · · · e n ∈ P the sequence of its vertices The following is a sort of pumping lemma. It is proved in [18] , but we include the easy proof for the convenience of the reader. Proof. From the strong connectedness of G there follows the existence of a path q starting at p + , terminating in p + and containing e. Also, if n is large enough, in the canonical decomposition p ≡ r 1 c 1 r 2 c 2 · · · r k c k r k+1 of p there exists a cycle c repeated many times. If the length of c is , the length of q is m and the cycle c is repeated at least m times, we may collapse the first m copies of c and add copies of q at the beginning, and obtain the desired path p .
Coming back to the proof of the theorem, we first note that when G is simple and I = F = V the statement reduces to the main result of [18] . We also fix some notation. Let P n (G) and P a n (G) denote the set of all paths (resp. admissible paths) of length n in G. P 
