Numerical simulations and laboratory measurements are performed to study the flow field and heat transfer in a linear cascade of turbine vanes. The vanes are scaled-up versions of a turbine engine inlet vane but simplified in that they are untwisted and follow the mid-span airfoil shape of the engine vane. The hub endwall is axially profiled while the tip endwall is flat. The hub endwall comprises the focus of the heat transfer investigation. Configurations are considered with and without air injection through three discrete angled (25 degrees to the main flow direction) slots upstream of each vane. The freestream turbulence intensity at the vane cascade inlet plane is 11 ( ¡ 2) percent, as measured by a single hot-wire placed perpendicular to the mean flow. The transient thermochromic liquid crystal technique is used to measure the convective heat transfer coefficient at the hub endwall for the baseline case (without air injection through the slots), and the heat transfer coefficient and cooling effectiveness at the same endwall for the cases with air injection at two blowing ratios. Miniature Kiel probes are used to measure the distribution of total pressure upstream of, within, and downstream of one vane passage. ¢ Address all correspondence to this author.
INTRODUCTION
The flow within vane passages in gas turbine engines is complex, characterized by interactions between coherent vortical motions that influence endwall and vane surface heat transfer and are a primary contributor to aerodynamic losses. Numerical simulation of the flow and heat transfer in vane passages constitutes an important and useful tool for analysis and eventually will be crucial at various levels of design. Important in the advance of Computational Fluid Dynamics (CFD) for application to engine design is its continued assessment against experiments. The primary aim of the present contribution is the use of numerical simulation and experimental measurements to predict and study the flow and heat transfer in a model turbine engine inlet vane passage and to assess the predictions.
The flow within vane passages strongly challenges existing engineering turbulence models. These flows combine effects such as strong pressure gradients and streamline curvature as well as possible injection of coolant along the endwall and/or vane. Because of these complicating features and the significant empiricism of the modeling approaches used for engineering prediction, there is increasing interest in the use of techniques such as Direct Numerical Simulation (DNS) and/or Large Eddy Simulation (LES). While these are powerful research tools and requiring no (or relatively little) empirical input, the computational cost of such techniques remains steep, substantially limiting their application to, for example, parametric studies. For the foreseeable future, the bulk of numerical simulations for gas turbine applications will be based on solution of the Reynolds-averaged NavierStokes (RANS) equations. These approaches therefore deserve continued attention and in the present contribution, the simulation approach is based on solution of the RANS equations.
Within the class of RANS calculations, a continuing debate is the fidelity of the modeling in terms of the complexity of the closure. The majority of engineering predictions are obtained using one-or two-equation transport models. The baseline formulations of closures such as k-ε and k-ω invoke significant empiricism, the most obvious example being the link between the Reynolds stress and the mean strain via isotropic eddy viscosity. The influence of Reynolds stress anisotropy is unaccounted for in such approaches as will the influence of other effects such as streamline curvature and wall roughness, for example. An alternative is the use of more complex models -full Reynolds stress transport -that possess the advantage of containing several exact terms and a closer connection to the exact Reynolds stress transport equations themselves. While the additional complexity of the modeling should in principle lead to more accurate predictions, full Reynolds stress transport also requires substantial empiricism and appears not to have a clear advantage across a broad spectrum of flows.
The fact that feature-resolving techniques such as LES are costly and full Reynolds stress transport appears not to yield clearly superior accuracy, justifying their increased cost, is motivation for less complex approaches. Over a wide range of flows, within the class of one-or two-equation models, there appears not to be wide separation in terms of accuracy for the leading closures, e.g., v 2 -f , k-ω, Spalart-Allmaras, etc. That aspect comprised part of the motivation for applying the SpalartAllmaras (referred to as 'S-A' throughout) one-equation model in the present investigation. As discussed, transport equation models such as S-A incorporate significant empiricism and are challenged by the features characterizing the flow in gas turbine inlet vane passages. Prior to embarking on corrections (via additional terms) to transport equation models such as S-A, it is useful to establish a baseline on which future improvements might be made. The current investigations provide an opportunity for an assessment of the computational approach in a complex configuration modeling many of the effects characterizing the flows in inlet vane passages.
In inlet vane passages, heat transfer rates on some regions of the hub endwall can be high and various strategies have been proposed and studied to maintain acceptable heat flux levels on the endwall. One approach has been based on directed injection of cooler secondary air from either near-continuous or discrete an-gled slots located on the endwall upstream from the vane leading edge plane. Three examples are the contoured endwall configuration of with pitch-wise near-continuous slots and Oke et al. (2000) with two rows of staggered discrete holes, and the flat endwall configuration of Roy et al. (2000) with discrete slots. In these investigations, the Stanton number was high on the endwall near the vane leading edge when there was no secondary air injection. The injected air flow decreased the Stanton number in this region in some cases (Roy et al. 2000) , whereas it increased the Stanton number in other cases . However, the cooling effectiveness in the region increased markedly in all cases. It should be noted that the important issue is whether or not the local surface heat flux, which is a function of both the Stanton number and the cooling effectiveness, is reduced by the secondary air injection.
One of the main interests of this study is surface heat transfer characteristics on the endwall, with one objective being to understand some of the fundamental interactions governing transport and another objective to assess RANS predictions. Given the complexities of the flow and the strong coupling between the fluid mechanics and heat transfer, an equally important aim is to describe and predict properties of the flow field as these properties related to aerodynamic losses within and around the vane passage.
The cooling strategy studied in this work to reduce heat transfer, especially near the vane-endwall junction, is the injection of secondary air through angled slots in the endwall, upstream of the vane. The endwall is axially profiled, the particular configuration follows that of a design used in an engine inlet. A combination of laboratory experiments and numerical simulations are employed to both understand the flow and thermal fields and to assess the numerical predictions. A brief overview of related simulations and experiments are presented in the next two subsections.
Related work in experiments
Experiments to study the flow field and heat transfer in turbine vane passages with and without secondary air injection through upstream slots and/or holes have been carried out for both flat endwalls and axially profiled endwalls. Three such studies were referred to in the Introduction. A few additional studies are briefly reviewed in the following. Friedrichs et al. (1996) measured the distribution of filmcooling effectiveness on the flat endwall of a large-scale, lowspeed linear turbine cascade using the ammonia-diazo technique. Coolant air was ejected at an angle of 30 to the endwall through four rows of holes and four individual holes. One row of holes was located slightly upstream from the airfoil leading edge plane and the others inside the passage. Over-and under-cooled regions of the endwall were identified. The region near the pressure side of the airfoil leading edge, for example, was virtually unprotected by the coolant air. The key role played by the interaction between the coolant ejected from the endwall and the secondary flow in the airfoil passage was discussed. In a subsequent study by Friedrichs et al. (1997) , the aerodynamic aspects (including losses) of endwall film-cooling were presented. The locations of the film-cooling holes with respect to the secondary flow structure were important to the efficacy of cooling. Oke et al. (2001) reported the results of experiments in a low-speed cascade in which cooling air was injected through pitch-wise near-continuous slots (broken only near the passage center) on the contoured endwall slightly upstream of the vane cascade leading edge plane. The purpose of injection was twofold: to cool the endwall and the endwall-vane junctions, and to control the secondary flows. The investigators found that the coolant distribution and hence the cooling effectiveness was strongly influenced by the momentum flux ratio between the injected coolant flow and the mainstream air flow. Hildebrandt and Fottner (1999) performed a numerical study aimed at investigating the effect of grid resolution and turbulence modeling on predictions in a highly loaded airfoil cascade. Structured multi-block grids were used discretize the compressible Navier-Stokes equations. The calculations were of a single passage and two resolutions were used to investigate grid effects: a coarse mesh of approximately 300,000 cells and a fine grid possessing 1¡ 1 ¢ 10 6 mesh points. Three turbulence models (k-ε, low Reynolds number k-ε, and k-ω) were used. These investigators found reasonable accuracy for all three turbulence models, noting less sensitivity in the predictions coming from the turbulence models and more sensitivity to grid resolution.
Related work in computations
Xiao and Amano (2000) used numerical solution of the compressible Navier-Stokes equations to compute the transonic flow and thermal field in the endwall region. An algebraic turbulence model (Baldwin-Lomax) was used to close the Reynolds stresses in the momentum equations. A constant turbulent Prandtl number (£ 0¡ 9) was invoked to model the turbulent heat flux. The governing equations were discretized on structured H-type grids and the solutions were converged using local time-stepping techniques. Grid resolution was sufficient to capture the main vortical motions in the passage, showing, for example, the endwall heat flux variations due to the horseshoe, passage, and corner vortices. These investigators noted that the Baldwin-Lomax model performed poorly in the transition region of the vane, but was found to be valid in the turbulent region. Heidmann et al. (2000) solved the three-dimensional Navier-Stokes equations on a turbine blade with film cooling holes. While the flow within the plenum was computed, the endwall region was not included in the simulations. The geometry was represented using multiblock grids with approximately 1¡ 2 used in this study. The near-wall flow was resolved with the first grid point nearest the wall within one viscous unit, as also the case in this work. The k-ω turbulence model of Wilcox (1994) with modifications as implemented by Chima (1996) was used to model the Reynolds stress with the turbulent heat flux closed using a constant turbulent Prandtl number of 0.9. Calculations were performed using two different isothermal wall temperatures in order to determine the film cooling effectiveness and convective heat transfer coefficient on the vane. Heidmann et al. (2000) also found that film cooling lowered the heat flux nearly everywhere on the vane surface compared to an uncooled vane, despite increasing the heat transfer coefficient over nearly the entire vane surface. These investigators also focused attention on the details of the flow in the vicinity of the film-cooling holes, showing a similar jetting behavior as reported by Leylek and Zerkle (1994) . Others incorporating plenum effects in calculations include Choi (1993), Bohn et al. (1997) and Garg and Rigby (1998) .
EXPERIMENTAL FACILITY AND INSTRUMENTATION Linear Airfoil Cascade Facility
Measurements are obtained in an open-circuit wind tunnel designed for airfoil cascade aerodynamics and heat transfer studies. The primary components are a 7.5 kW variable-speed main blower, a 100 kW heating section, a main flow bypass section, a flow straightener/turbulence generator section, and the airfoil cascade section. The turbulence generator, located in a 864 mm (vertical) ¢ 222 mm (horizontal) section of the tunnel, is comprised of 19 mm square rods arranged in an orthogonal grid pattern. The vertical and horizontal spacings between the rods are 86.4 mm and 97.3 mm, respectively. The spacing between the vertical tunnel walls and the adjacent rods and that between the horizontal walls and the adjacent rods are 39.3 mm and 33.7 mm, respectively. A 1.5 kW variable-speed secondary blower supplies the secondary air to the cascade. The wind tunnel operation is monitored by continuously measuring temperature, static pressure, and velocity at several locations including the airfoil cascade inlet plane. The tunnel cross-section at the inlet plane is 864 mm (vertical -pitchwise)
Five acrylic vanes scaled up from an actual engine inlet vane by a factor of 6.6 comprise the present vane cascade. The vane geometry is an untwisted version which follows the mid-span shape of the engine vane. Some pertinent vane data are given in Table 1 . The half-vanes and tailboards at the side walls of the wind tunnel are adjusted so as to achieve a periodic static pressure distribution at the hub endwall at 110 percent axial chord length downstream from the vane leading edge plane.
Figures 1a,b,c show a schematic portion of the vane cascade, the axially profiled acrylic hub endwall, and the secondary air injection slots. As shown in the figures, secondary air injection occurs slightly upstream of the vane leading edge plane. The slots are embedded in a 'notch' with the injected air roughly tangent to the endwall contour as shown. In the computations discussed in the next subsection the flow within the slots is computed as part of the solutions. Experiments and simulations with air injection were performed for blowing ratios (M) of 1.3 and 1.7. These blowing ratios correspond to momentum flux ratios (I) of 1.68 and 2.89, respectively. The thermal conductivity and thermal diffusivity of the acrylic are, respectively, 0.187 W/m/K and 0¡ 1073 ¢ 10 6 m 2 /s -both properties are used in the endwall heat conduction analysis.
The upstream boundary layers on the hub and tip endwalls are removed by adjustable bleeds at knife edges (one on each wall), the location of the bleed on the tip endwall being closer to the vane cascade inlet plane. A trip 25.4 mm downstream from the hub endwall knife edge is used to induce transition to turbulence in the boundary layer. The resulting hub endwall turbulent boundary layer was examined at the vane cascade inlet plane by a Pitot boundary layer probe, a Kiel probe, and a single hot-wire placed perpendicular to the mean flow.
Pressure measurements
Static pressure at the hub and tip endwalls, and pressures from the Kiel and Pitot boundary layer probes were measured by a Scanivalve-differential pressure transducer (Validyne,
Two different miniature Kiel probes were used for the total pressure measurements. A probe with a 1.07 mm neck and straight impact tube was used to obtain the pitchwise-spanwise pressure maps 5.8 mm downstream from the vane trailing edge plane and 9.5 mm upstream from the vane leading edge plane. A probe with a 1.07 mm neck and bent impact tube was used to obtain such a pressure map within the vane passage 22.2 mm upstream from the trailing edge plane, the bent tube enabling measurement to 1 mm from the vane suction surface. For both probes, the measurement location closest to the hub endwall was 1.3 mm.
Heat transfer measurement
Heat transfer distribution on the hub endwall was measured using the transient thermochromic liquid crystal (TLC) technique. The TLC used has a transition bandwidth of 1 K, and the 70 percent green intensity at 311.4 K as determined by calibration. The latter temperature was utilized in the measurement of the convective heat transfer coefficient and cooling effectiveness.
The hub endwall was sprayed on by means of an airbrush, first with black paint and then with the TLC. The measurement procedure was as follows. The cascade was brought to an isothermal state by supplying small flows of main and secondary air at essentially ambient temperature. Then, the pneumatic diverter valves in the main and secondary air paths were switched to their bypass position. Flow restrictors on the bypass lines ensured that each air flow rate remained the same whether the flow was diverted or not. Next, the temperature-controlled heaters were turned on. When the air in the two bypass lines had reached their desired temperatures, the diverter valves were switched back to normal position. It was observed that both the main air and the secondary air reached steady temperature and velocity in their respective normal flow paths within four seconds of the switching. An air cylinder actuated by the same pressurized air that operated the diverter valves retracted a pre-installed marker out of the field of view of the CCD video camera that recorded the TLC color information, thereby synchronizing the video with the main and secondary air temperature time series data. The latter data were obtained by fast-response thermocouples (time constant 100 ms) located at the vane cascade inlet plane and the secondary air plenum. Since the change in air temperature was not a step function, the temperature time series data provided by the thermocouples were used in conjunction with Duhamel's theorem (Metzger and Larson 1986) for the heat transfer calculations.
The entire hub endwall surface area of interest was not imaged during any one experiment by the camera. Instead, three sub-regions with significant overlap between them were imaged during three separate experiments -these being the regions around the leading edge, on the vane suction side, and on the vane pressure side. For each region, the illumination which must be homogeneous and the camera view were optimized. The results presented combine those from the three regions.
The mainstream air was heated to between 320.1 K and 321.3 K for the experiments. In each secondary air injection case, two experiments were required for determining the convective heat transfer coefficient and cooling effectiveness distributions, the difference between the two experiments being the secondary air temperature. For the M £ 1¡ 3 experiments the secondary air temperatures were 316.9 K and 324.6 K. For the M £ 1¡ 7 experiments the secondary air temperatures were 318.8 K and 326.7 K. In the baseline experiment (i.e., without secondary air injection) the secondary air injection slots were plugged with machined acrylic pieces that were flush with the endwall.
The uncertainty in the measured convective heat transfer coefficient is ¡ 8% over most of the endwall. That in the cooling effectiveness is ¡ 10%. However, since one-dimensional semiinfinite medium formulation of transient heat conduction was used for the hub endwall, higher uncertainty (by up to ¡ 2%) in the results should be expected near the vane-endwall junction.
NUMERICAL APPROACH Grid Generation
As described in greater detail in the next section, the steadystate flow and thermal fields are modeled via solution of the Reynolds-averaged Navier-Stokes (RANS) equations. Because solution quality and convergence levels are typically linked to quality of the mesh, significant effort has been devoted to generation of meshes that lead to well-converged, grid-independent solutions.
The grids were generated using Gambit (Fluent, Inc., 2001) with triangular elements along the hub and tip endwalls and using quadrangular elements along the lateral faces of the domain. During the course of the simulations, computations on several grids were performed to ensure that grid-converged solutions are presented in this manuscript. Cell densities in the grids used for the production runs were obtained based on preliminary computations using grids with varying mesh densities and distributions.
Preliminary computations were performed on coarse meshes comprised of approximately 110,000 hexahedral elements. Mesh refinement studies using up to 2¡ 5 ¢ 10 6 cells on grids comprised of prisms and hexahedra was also performed. The production runs presented in the following sections were computed on more efficient grids, possessing approximately 2¡ 1 ¢ 10 6 cells (1¡ 5 ¢ 10 6 prisms, 0¡ 6 ¢ 10 6 hexahedral elements in the boundary layers).
Grid stretching was used near the hub endwall, with the first mesh point within one viscous unit, and a stretching ratio of 1.2 employed in the boundary layer. Generation of the grids required that the computational volume be partitioned into sub-volumes, with smaller volumes nearer the hub endwall. The partitioning enabled generation of grids with fine cell spacing near the hub endwall, somewhat analogous to a viscous/inviscid decomposition of the domain. The primary diagnostic for assessing mesh quality is the angular skewness of grid cells, with less than one percent of the cells having skewness measures greater than 0.7.
One of the main challenges to mesh generation in the current configuration is maintaining grid quality in regions of irregular curvature. For the configuration shown in Figure 1 , the region downstream of the vane trailing edge, outside the boundary layer mesh, and in the near-wake of the vane is difficult to adequately mesh. A critical factor in this region is the small and irregular curvature of the surface of the vane, making it difficult to exert appropriate control over the grid. Generation of a mesh along the hub endwall using quadrilateral elements, for example, leads to skewness factors as large as 0.95 on dense meshes. In contrast, using a triangular mesh enabled improvements in grid quality for a similar overall density of cells. In general, reduction of mesh skewness via the use of tetrahedral elements, while increasing the overall grid count, was preferred as the approach to obtaining meshes with relatively low skewness, which in turn assisted in ensuring adequate convergence of the discretized system.
Solution Procedure
The Reynolds-averaged equations for conservation of mass and momentum of an incompressible fluid were solved numerically using Fluent (Fluent, Inc., 2001). The thermal field within the vane passage was predicted via solution of the Reynoldsaveraged thermal energy equation. The numerical method in Fluent is based on a finite-volume approach that is second-order accurate in space. A SIMPLEC method (van Doormal and Raithby 1984) is used for the pressure-velocity coupling. The resulting system of algebraic equations are solved using a segregated iterative approach.
Convergence was primarily monitored using the local mass residual, i.e., the maximum imbalance of the mass flux in any control volume at any iteration. Residuals from the other transport equations (momentum, thermal energy, and turbulence transport equations) were typically smaller than those from conservation of mass and therefore basing convergence on satisfaction of mass conservation represented the most stringent condition. In the present simulations, a numerical solution was considered converged when the maximum mass imbalance for any particular control volume within the domain was less than 10 8 , rather than the usual standardized residual. Note that the level at convergence is that normalized by the residual of the initial iteration of the calculations. For convergence of the continuity equation to 10 8 , approximately 4000 iterations were required.
Fluid properties were assumed constant with the exception of the fluid density, which was evaluated from the ideal gas relation. The inlet velocity profile was prescribed based on the experimental measurements, fully developed boundary layer profiles were prescribed for the temperature and eddy viscosity. The outlet boundary condition was prescribed as constant pressure for the momentum equations and zero surface-normal gradient for the temperature and turbulent eddy viscosity. No-slip and constant temperature conditions were prescribed along the vane and hub endwall. For blowing cases, the computational domain included the slots through which secondary air was injected (c.f., Figure 2) . A uniform velocity was prescribed at the slot inlet, no-slip conditions were applied to the surface within the slots. This approach is only an approximation to the conditions in the laboratory, a more realistic treatment would include the supply plenum. It was not possible to include the plenum, however, because of limitations on available computational resources. A zero stress condition was applied to the upper (tip) endwall, periodic conditions were applied along the pitch-wise direction.
The turbulent stress and turbulent heat flux appearing in the Reynolds-averaged momentum and thermal energy equations were closed using the Spalart-Allmaras (Spalart and Allmaras 1994) one-equation turbulence model and a constant turbulent Prandtl number (£ 0¡ 9), respectively. The Spalart-Allmaras model relates the turbulent stress to the mean strain rate via isotropic eddy viscosity. For computations with freestream turbulence, the inlet intensity is used along with a lengthscale prescription to set the freestream eddy viscosity. It is important to avoid arbitrarily large eddy viscosity in the freestream (compared to typical boundary layer values) since model predictions can be adversely affected. Preliminary calculations of flat-plate boundary layers were used to gauge sensitivity of surface predictions of skin friction and Stanton number to freestream values of the eddy viscosity. Relatively weak sensitivity to skin friction and Stanton number was observed for lengthscale prescriptions based on fractions of the inlet-plane boundary layer thickness. This constraint on freestream conditions is limiting for the current calculations and comprises an area for future work.
RESULTS

Flow Field Properties
In this subsection, the qualitative influence of secondary air injection is described via flow visualization, comparing the baseline flow (no secondary air injection) with that obtained from solutions with a blowing ratio of 1.3. Isothermal inlet flow conditions to the calculations are defined 150 mm upstream of the vane leading edge plane. The freestream velocity is 9.50 m/s, the turbulence level 11 ¡ 2 percent, and the air temperature 298.0 K. The Reynolds number based on the axial chord length of the vane is 6¡ 93 ¢ 10 4 . Measurements of the turbulent boundary layer at this location are summarized in Table 2 . The boundary layer thickness is comparable to the elevation change of the hub endwall (c.f., Figure 1 ). As shown in the next section, axial profiling of the hub endwall, leading to the relatively strong elevation change measured in terms of the boundary layer thickness, results in significant differences in surface heat transfer characteristics compared to the flat-endwall flow reported by Roy et al. (2000) .
Shown in Figure 2 are temperature contours and streamlines in the 'leading edge plane', i.e., the plane y £ cnst that is normal to the leading edge of the vane. For the baseline flow in Figure 2a , the temperature and streamlines show that the largest region of flow reversal occurs upstream of the vane leading edge, with the primary vortical structure formed mostly in the notch region (in the vicinity x 0¡ 128 m and z ¦ 0¡ 024 m). The stream- Figure 2a also show the rollup of a secondary structure deeper within the notch region (a small tertiary structure below the secondary structure is also resolved, though not shown in the figure) . The figure shows that the structure of the thermal field in the leading edge plane is correlated to the streamlines, helping to further illustrate the rollup of boundary layer fluid and development of a horseshoe vortex. This effect is not identical to that observed in flat-endwall flows in which the horseshoe vortex is directly adjacent to the vane leading edge (e.g., see Roy et al. 2000) . As is well known, in flat-endwall configurations, the horseshoe vortex and an associated small but intense corner vortex lead to elevated heat transfer rates at the vane-endwall junction due to the transport to the endwall of hot mainstream gas by the horseshoe vortex. As also discussed below, the displacement upstream of the vortical structure due to the axially profiled endwall lowers heat transfer rates over most of the region near the leading edge of the vane-endwall junction. While not apparent in the figures, grid resolution is sufficient in the present computations to resolve a small corner vortex at the vane-endwall juncture (around x 0¡ 15 m, z ¦ 0¡ 024 m). Temperature contours and streamlines for the blowing case are shown in Figures 2b from simulations with a blowing ratio of 1.3. The figure shows that secondary air injection has evacuated the reversed flow within the notch observed in the baseline case. Important is that the rollup of boundary layer fluid remains evident, e.g., the temperature contours in Figure 2b show an analogous structure as in the baseline flow, though the rollup of the boundary layer occurs slightly further upstream on the flat section. Thus, while the injection of secondary air creates an effective thermal shield as shown in the figure (which is from a simulation with cool secondary air relative to the freestream), a coherent vortical structure is nevertheless present in the flows with secondary air injection.
Total Pressure Loss Coefficient
The total pressure loss coefficient was measured at two axial planes, Planes 4 and 5 in Figure 1 . Model predictions are compared to the measurements in Figures 3 and 4 for Plane 4 and Plane 5, respectively. The y¡ (Plane 4) and y¡ ¡ (Plane 5) axes originate at the vane suction surface as shown in Figure 1a . Both measurements and simulations show that the size of the loss core grows as the flow evolves downstream, with measured maxima in C p0 within the core region increasing from around 6 in Plane 4 to 10 in Plane 5 for the baseline case. Qualitatively, the loss core in the simulation is similar to that measured, though peak values of C p0 are higher than in the experiments, e.g., maxima in the simulations of the baseline flow increase from 10 in Plane 4 to 14 in Plane 5.
Measured distributions in Figures 3 and 4 indicate a somewhat weaker sensitivity of secondary air injection on C p0 , both within the passage in Plane 4 and downstream in Plane 5, than predicted. The figures show a greater change in the size of the "loss core" and approximate position of the "center" of the structure corresponding to the highest C p0 in the calculations, e.g., the calculations show that as the blowing ratio is increased from 1.3 to 1.7, the loss core is lifted further from the endwall. Both the measurements and simulations show that peak values in C p0 are not strongly altered by blowing.
In Figure 4 the effect of grid resolution is apparent. As discussed previously, meshing the trailing edge of the current vane configuration is difficult due to the irregular curvature in this region. It should be anticipated that numerical error will be higher downstream of the trailing edge, contributing to some of the mismatch between prediction and measurement. Note, however, that in Plane 4 where influences of numerical error are smaller, the simulation nevertheless predicts higher C p0 . Turbulent mixing within the coherent vortical motions of the flow may be too large in the simulations, especially since the production term in the S-A model is linked to the vorticity. This effect in turn is one explanation for the higher C p0 in the computations.
Hub Endwall Heat Transfer Characteristics
Measurements and predictions of the Stanton number and cooling effectiveness on the hub endwall are presented in . For the baseline case, the general characteristics observed in Figure 5 are higher levels of St in the vicinity of the vane leading edge and in the downstream half of the passage towards the suction side of the vane. In the vicinity of the leading edge, resolved in the calculations is a small crescent-shaped region of high St at the vane-endwall junction (towards the suction side), arising from the corner vortex in this region and similar to that occurring in flat-endwall geometries (Roy et al. 2000) . As discussed in relation to the effect of blowing on the flow structure in the leading edge plane (c.f., Figure 2 ), flow reversal rolls up boundary layer fluid upstream of the vane, the endwall axial profiling preventing the horseshoe vortex structure from developing directly adjacent to the leading edge. This in turn limits the efficiency of the flow structure in transporting hot mainstream gas to the hub endwall. The lowest measured Stanton numbers on the endwall occur upstream of the passage throat, around 0¡ 004 ¦ 0¡ 005, increasing as the flow accelerates, thinning the boundary layer, through the minimum flow area between the vanes. Also apparent in the measured distribution is a thin region adjacent to the pressure side of the vane where the Stanton number is relatively high.
The predicted structure of the St distribution is closest to the measured values around the leading edge of the vane and into the suction side (Figure 5b ). The largest differences between the simulation and experiment occur downstream of the throat, with, in general, higher St predicted than measured away from the vane suction surface. Near the suction surface higher Stanton numbers are measured than predicted. A probable source of the discrepancies in this region is modeling errors associated with both the velocity and thermal fields. Pressure gradient changes in the flow are strong, challenging the turbulence model and ability of the calculation to accurately predict boundary layer growth (for the current geometry, the freestream speed increases by roughly a factor of five upstream of the passage to the minimum passage area). In addition, the turbulent heat flux is closed by invoking Reynolds analogy and presuming that similar mechanisms govern the turbulent transport of momentum and heat. However, pressure contributions to the transport of the mean and fluctuating velocities that do not appear in the transport equations for the thermal field are an important difference given the strong changes in freestream speed. This would in turn be expected to lead to inaccuracies in the thermal field prediction using models that employ a turbulent Prandtl number. In spite of the simplified model for heat transfer, Figure 5b (Figures 7 and 9) show a relatively weak change in St and η with changes in the blowing ratio from 1.3 to 1.7. The figures show the Stanton number is higher in the region close to the injection locations compared to the baseline case. However, in these regions, the cooling effectiveness is close to unity. As had been stated in the Introduction, the local surface heat flux, which is a function of both the Stanton number and the cooling effectiveness, is the important quantity vis-a'-vis the local thermal state of the surface. This heat flux will have to be reduced by the blowing of secondary air, which is usually the case.
Both measurements and simulations indicate significant cooling effectiveness (0.5-0.6) on the endwall adjacent to the vane pressure surface in the passage. However, considerable discrepancy exists in the downstream half of the passage away from the vane surfaces. Values between 0.5 and 0.6 are measured whereas the predicted value is about 0.1.
The predictions of the Stanton number and cooling effectiveness reproduce certain aspects of the flow with secondary air injection to a reasonable degree, e.g., elevated values of Stanton number and η near the leading edge. On the other hand, the predictions are not as successful in some other regions in the passage. The cooled regions of the endwall (as indicated by nonzero η) in the simulations and experiments are of comparable dimension from the vicinity of the slot injection to roughly the middle of the passage (as defined by the midpoint of the axial chord). Further downstream, the differences between simulation and measurement are more substantial. As the boundary layer develops through the passage, its evolution is influenced by effects such as strong pressure gradients and streamline curvature. Modeling errors in accounting for these effects will contribute to discrepancies between calculations and experimental measurements.
SUMMARY
The flow and heat transfer in a linear cascade of turbine inlet vanes were investigated using a combination of numerical simulation and laboratory experiments. Measurements of the Stanton number and cooling effectiveness were obtained on the axially profiled hub endwall for flows with prescribed secondary air injection -a baseline case with no injection, and two cases with blowing ratios of 1.3 and 1.7. Total pressure measurements were used to provide details relating to the structure of the flow and the influence of secondary air injection on losses within the passage. A model of the velocity and thermal field was obtained via solution of the Reynolds-averaged Navier-Stokes equations using the Spalart-Allmaras one-equation model to close the turbulent Reynolds stress. The turbulent heat flux was closed by invoking Reynolds analogy and using a constant turbulent Prandtl number of 0.9.
For the configuration studied, the inflow boundary layer thickness and elevation change of the hub endwall are comparable. Flow visualizations from the calculations show that the axial profiling is sufficient to lead to flow reversal significantly upstream of the vane leading edge, with a horseshoe vortex formed on the flat section of the endwall, upstream of the curved section. This behavior is unlike that observed in flat-endwall geometries in which the vortical structure forms adjacent to the vane (e.g., see Roy et al. 2000) . This feature in turn appears to be the mechanism preventing transport of mainstream air to the vane leading edge-endwall junction.
In the calculations, grid densities are sufficient in most regions that discrepancies between simulation and experiment can be attributed primarily to mis-matches in boundary conditions and errors from the (Reynolds-averaged) turbulence model, rather than numerical errors arising from dissipation associated with the upwind scheme. The primary source of boundary condition error likely arises from treatment of the slots used for injection of secondary air. A section of the inlet was included in the calculation, though plenum effects in the experiment are difficult to reproduce using the current model. For the turbulence model, the present flow combines effects of strong pressure gradients, streamline curvature, heat transfer, and freestream turbulence. Rough estimates of the boundary layer acceleration parameter K indicate the possibility of relaminarization in the vicinity of the throat, a complicating influence that is not easily captured in RANS models. Predictions of surface heat transfer characteristics are not unreasonable in most regions of the endwall. In the passage, the primary flow diagnostic was measurement of the total pressure loss coefficient. Comparison in the passage and along planes near the trailing edge of the vane showed similar qualitative features, but with model predictions of losses higher than those measured. 
