Abstract: It is known that cyclic configurations of a planar polygonal linkage are critical points of the signed area function.
Introduction
We study planar polygonal linkages with two pinned vertices and their flexes in the plane with allowed self-intersections. Let us make this precise. A sequence of real positive numbers L = ( 1 ) which can be realized as edge lengths of a planar polygonal chain is called an -linkage.
The sequence of points P = ( ( −2) by listing the coordinates of all vertices of a configuration. The moduli space (L) is a well-studied object. Its topology depends on the lengths of edges. For = 5 6 it was explicitly described by D. Zvonkine in [7] . For arbitrary number of edges, M. Farber and D. Schütz computed its homology groups (see [3] ).
The core object of the paper is the signed area A(P) of a configuration P, which is a Morse function on (L). Signed area (as well as signed volume) appeared in the literature as a very natural generalization of area (or volume) for self-intersecting objects.
It has been known for a long time (see a proof of Jacob Steiner in [6] ) that A attains its maximum at the convex positively oriented (that is, oriented counterclockwise) cyclic configuration of L. Consequently, A attains its minimum at the anticonvex (convex negatively oriented) cyclic configuration of L. The anticonvex configuration is symmetric to the convex one with respect to the line 1 2 (see Figure 1 ). The interpretation of cyclic configurations as critical points of the signed area function was suggested by G. Khimshiashvili in [4] . In [2] , this fact was established for generic planar quadrilaterals and pentagons. The result was extended in [5] by proving that the same holds for generic cyclic configurations with arbitrary number of vertices.
The next natural step in this direction is to calculate the Morse index (P) of a cyclic configuration, i.e. the Morse index of the signed area at the critical point. This will be done in Theorems 4.6 and 5.2. The key idea is to deform the linkage in a special way and to study the dynamics of Morse points.
In [5] , the authors conjectured that (P) depends only on the combinatorics of P. However, this proved to be wrong (see examples from Section 3).
To our opinion, the formula for the Morse index obtained in the paper can have other interpretation and equivalent reformulations.
Preliminaries
Most of results of the paper are formulated for generic linkages or for generic cyclic configurations. By "generic" we mean "all except for some negligible set D". The exceptional set D is always some closed set with an empty interior defined by some analytic equations. However, we omit any precise description of D since it seems to be technically hard and of no use here.
A more delicate genericity question arises in the paper in Section 4 where we explore generic deformations of a linkage.
Definition 2.1.
For a configuration P of a linkage L with vertices = ( ), its signed area is defined by
Lemma 2.2 (additivity of the signed area, [5] ). 
Theorem 2.3 ([5]).
Let L be a generic linkage. Its configuration P is a critical point of the signed area function A iff P is a cyclic configuration.
Given a cyclic configuration P of a linkage L, we use throughout the paper the following notation and terminology (see Figure 2 ):
• is the radius of the circle which circumscribes P;
• O is the center of the circle;
• { } =1 are the vertices of P, we assume that the numeration is cyclic, that is, 0 = , +1 = 1 ;
• is the length of the edge +1 ;
• α is the half of the angle between the vectors
, the angle is defined to be positive, orientation is not involved;
• Hess (P) = D 2 A is the Hessian of A at the point P, we assume that Hess (P) is computed in some local coordinate system;
• H(P) = det (Hess (P)) is the determinant of the Hessian;
• a configuration P is a Morse point of A if H(P) = 0;
• for a Morse point P, let (P) = ±1 be the sign of H(P);
• (P) is the Morse index of the signed area function A at the point P, that is, (P) is the number of negative eigenvalues of Hess (P).
Both (P) and (P) are known to be independent of the choice of the coordinate system. Besides, (P) determines (P) modulo 2: E(P) = (ε 1 ε ) is the string of orientations of all edges, (P) is the number of positive entries in E(P).
The following (metric) characteristic will play an important role. For a non-central cyclic configuration P, we define
Definition 2.5.
Every subset of vertices of a cyclic configuration P defines a subconfiguration of P. It is a polygonal chain formed by these vertices with ordering induced by the ordering of P (see Figure 11 ).
We proceed with two examples. The first one gives us the base for computation of (P). The other one illustrates the existence of a local maximum of A that is not the global maximum.
Example 2.6 ([2]).
For a generic 4-gonal linkage, there are two possible cases:
(1) the configuration space (L) is disconnected, then L has four cyclic configurations listed in Figure 3 together with their Morse indices; (2) the configuration space (L) is connected, then L has two cyclic configurations (the first two ones in Figure 3 ). This can be either deduced from Theorem 5.2, or concluded by simple symmetry reasons.
(1) Proof. Assume that σ permutes two consecutive edges 1 and 2 . Let P be a configuration of L 1 . Define (P) to be the homological sum of P and a twisted 4-gon ( 1 2 1 2 ) which is marked red in Figure 5 . Clearly, (P) is a configuration of σ L 2 , and A(P) = A( (P)). 
A linkage L has an infinite number of cyclic configurations if and only if the number of edges is even, = 2 , and up to reordering
Proof. Assume that L has infinite number of cyclic configurations. Assume also that
Given a cyclic configuration P of L, the radius of the circumscribed circle is a root of one of the following functions:
where ∈ Z. For some , the function F has infinite number of roots. We prove that then F is identically zero. Assuming the contrary, consider the function
This function is defined and analytic for ∈ − 
Observe that the summand ε 
The diagonal coordinate system
We will describe below a local coordinate system that reduces Hess (P) to an explicit tridiagonal matrix. The formulae for the entries of Hess (P) are complicated, give no intuition and cannot serve as a satisfactory computation of the Morse index; but some generic properties of the Hessian below will be necessary in Section 4.
For a cyclic configuration P, put
For the sake of convenience we rename vertices and lengths of sides of P as follows (see Figure 6 ):
The numbers and stand for renamed and reordered lengths of edges and of diagonals. The configuration P splits into the homological sum of triangles T = ( can serve as a local coordinate system in a neighborhood of P. We call it the diagonal coordinate system. Proof. The entries of the Hessian matrix are the second derivatives
Note that A(T ) depends only on −1 and . Hence most of the summands vanish, and | − | > 1 implies
= 0. If = or = ± 1, we have (1). Formulae (2) are obtained by direct computations using Heron's formula.
Remark 3.2.
• In general, there are different diagonal coordinate systems. For instance, we can choose another vertex as starting 1 and consider another set of diagonals.
• If exactly two vertices of P coincide, we can always choose a diagonal coordinate system.
The following two examples were obtained by numerical computation of H(P).
Example 3.3.
Morse index of a cyclic pentagonal configuration cannot be detected by Morse indices of its 4-gonal subconfigurations.
Indeed, an anticonvex pentagonal cyclic configuration is the minimum of the signed area A. The same are all its 4-gonal subconfigurations.
But there exists a pentagonal configuration P such that every 4-gonal subconfiguration is a minimum point of A, however P is not the minimum of A. −1 1) . However, direct computations show that (P 1 ) = −1 and (P 2 ) = 1. Consequently, (P) = (P ).
Dynamics of Morse points. Computation of
In this section we compute (P), i.e. the Morse index (P) modulo 2.
A deformation of a linkage is a one-parametric continuous family L( ), ∈ [0 1], of linkages. Cyclic deformations of a linkage arise in the following construction. Let P be a cyclic configuration of L. We fix the radius of the circumscribed circle and force the vertices to move along the circle. This yields a continuous family of linkages L( ) together with a continuous family of their cyclic configurations P( ). It can happen that during such a deformation, two consecutive vertices and +1 meet, the edge vanishes and then appears again with a different orientation ε (see Figure 9 ). This will be called a flip. Here is a vague idea to be used below: given a cyclic configuration P 0 , we apply a cyclic deformation which joins P Since P is the global maximum of A, we know that (P ) = − 3, and (P ) = (−1) +1 . Consequently, to find (P 0 ) it suffices to trace all the moments of the deformation when (P( )) changes.
Before passing to precise construction, let us prove some genericity properties of H(P). Proof. By Theorem 3.1, the only entry in Hess (P( )) which depends on is 1 ( ) = const. It directly implies (1) . The proof of the rest goes by induction. The base can be checked by a direct computation for = 5, when the Hessian is a 2 × 2 matrix. The induction step is provided by the formula H( ) = 1 ( )
Proposition 4.1.

Assume that ≥ 5. Let P( ) be a cyclic deformation such that the only moving vertex is 1 = 1 ( ). In the notation of Section 3, put H( ) = H(P(
We show how it works for the item (5). The formula implies that H( ) is not a constant function. Therefore, the value of 
Definition 4.3.
The cyclic deformation described in Lemma 4.2 is called a generic cyclic deformation joining P 0 and P 1 .
Proof of Lemma 4.2.
The items (1)-(5) are easy to obtain by moving the vertices one by one to their new positions.
If two exceptional cases appear simultaneously (or H( ) has a multiple root), we stop before the forbidden event happens and perturb the other vertices (again, one by one), and apply Proposition 4.1.
(6). Assume that δP( 0 ) = 0. Assume also that in a neighborhood of 0 , the vertex 2 moves and the other vertices are stable. Then δ can be expressed as δP( ) = C + ε 1 tan α 1 ( ) + ε 2 tan α 2 ( ), where C is a constant depending on the vertices 3 . If δP( ) has no multiple roots, we are done. Otherwise, a small perturbation of the vertices 4 changes the constant C and kills the multiple root.
Lemma 4.4.
Assume that the configuration P( 0 ) of a generic cyclic deformation is non-central. Then (P( )) changes at = 0 if and only if δP( ) changes its sign at = 0 .
Proof. Let us first make the following observation. Assume that a linkage L and a string E = (ε 1 ε ) are fixed.
There exists a cyclic configuration P of L with E(P) = E inscribed in a circle of radius P if and only if for some integer , the number P is a root of the function
Now we prove the lemma.
1.
Assume that δP( 0 ) = 0. Then the function F L E (as a function of ) has a multiple root at P . Indeed, it is a root by the above observation. Besides, we easily have
(Here we write for short and α instead of ( 0 ) and α ( 0 ).
This means that the linkage L(P( )) has two Morse points, with one and the same E, tending to P( 0 ) as tends to 0 . By above arguments of Cerf theory and continuity reasons, (P( 0 )) = 0. 2. Conversely, if (P( 0 )) = 0 then (P( )) changes at = 0 by definition of a generic cyclic deformation. Therefore, P( 0 ) is a limit point of two critical points of the deformation L( ). Two close critical points necessarily have one and the same value of E and close circumscribed radii. Hence P is a multiple root of F L E , which implies δP( 0 ) = 0.
Lemma 4.5.
Let a generic cyclic deformation P( ) pass through a flip at = 0 . Then (P) changes at = 0 , whereas (P) does not change.
Proof. Let the side be flipped (see Figure 9) . At = 0 the -linkage L( ) becomes an ( −1)-linkage, and P( ) turns to a cyclic ( − 1)-configuration P 0 = (
). Observe that in the notation of Proposition 4.1, H(P 0 ) = H 1 ( 0 ). We can assume the following: 1) the only moving vertex is 1 ;
2) H(P( )) = −∞ and lim
Taken together, the three lemmata imply the first main result of the paper.
Theorem 4.6.
Let P be a cyclic configuration with H(P) = 0. Then
Proof. Consider a generic cyclic deformation joining P and some convex cyclic configuration P . Since the theorem is valid for P , it remains to prove that the product (P( )) · (P( ))(−1) (P( )) does not change as changes.
By Lemma 4.2, there is a finite number of moments when some of the multipliers change. They fall into three types which never occur simultaneously.
• P( ) passes through a central configuration. Assume that the edge 1 2 passes through the center O. Then by Lemma 4.2 the value of H(P) keeps its sign. Clearly, the number (P( )) of positively oriented edges changes by one. Finally, the summand ε 1 tan α 1 majorates all other summands in the sum δP = =1 ε tan α . Therefore, (P( )) changes.
• P( ) passes through a configuration with δ(P( )) = 0. Then by Theorem 4.4 the values of (P( )) and (P( )) change.
• One of the edges flips. Then by Lemma 4.5 the value of (P( )) changes. Clearly, in this case (P( )) changes by one, and (P( )) does not change.
Computation of the Morse index
The following lemma provides an inductive computation of (P).
Lemma 5.1.
Let P be a generic cyclic configuration. Adding its diagonal 1 3 , we express P as the homological sum of a cyclic configurations P and a trigonal cyclic configuration P (see Figure 10) . In this notation,
(1) either (P) = (P ) or (P) = (P ) + 1;
(2) the Morse index (P ) together with (P) uniquely determine (P):
if (P) = (P ) (P ) + 1 otherwise.
Figure 10. Homological decomposition P = P + P Proof. (1) . A neighborhood of P in the moduli space (P ) admits a natural embedding in a neighborhood of P in the moduli space (P) as a codimension one submanifold. Indeed, given a configuration P 1 , we get a configuration P by attaching the rigid triangle 1 2 3 . The orientation and the edge lengths of the attached triangle we choose to be the same as of the triangle 1 2 3 . The signed area function on the (P ) is (up to a constant) the restriction of the signed area function on the moduli space (P).
Summarizing the above, we have a Morse function on a manifold and its restriction to a submanifold of codimension 1. Clearly, the Morse indices differ at most by one. (2) easily follows from (1).
Iterative application of the above lemma starting from a 4-gonal linkage immediately implies the final theorem.
Theorem 5.2.
Let P = ( We apply the theorem to the second pentagonal starlike configuration, see Figure 4 (2). We easily have (P 3 ) = 1, (P 4 ) = (P 4 )(−1) (P = 1 · (−1) 6 = 1. Thus, the number of the sign changes equals zero. That is, the configuration is a local minimum of the signed area.
