We obtain an improved version of the area theorem for not necessarily differentiable horizons which, in conjunction with a recent result on the completeness of generators, allows us to prove that under the null energy condition every compactly generated Cauchy horizon is smooth and compact. We explore the consequences of this result for time machines, topology change, black holes and cosmic censorship. For instance, it is shown that compact Cauchy horizons cannot form in a non-empty spacetime which satisfies the stable dominant energy condition wherever there is some source content.
Introduction
Many classical results of mathematical relativity have been proved under differentiability assumptions on event or Cauchy horizons. A lot of research has been recently devoted to the removal of these conditions on horizons, particularly in the study of horizon symmetries [33] or in the generalization of the area theorem [20] . For instance, in a recent work [55] we proved Theorem 1.1. Let H − (S) be a compactly generated past Cauchy horizon for some partial Cauchy hypersurface S, then H − (S) has future complete generators (and dually).
This result was previously established by Hawking and Ellis [42, Lemma 8.5 .5] under tacit differentiability assumptions. We mention this new version since it will play a key role in what follows.
It has been observed that imposing strong differentiability properties, and possibly even analyticity, on the spacetime manifold, metric, or Cauchy hypersurfaces does not guarantee that the horizons will be differentiable. Indeed, an example by Budzyński, Kondraki and Królak [49] shows that non-differentiable compact Cauchy horizons may still form.
In this work we wish to improve further our knowledge of general horizons, first proving a strong version of the area theorem and then showing that under the null convergence condition, which is a weak positivity condition on the energy density, compact Cauchy horizons are actually as regular as the metric. Thus, the differentiability of horizons follows from physical conditions and has, in turn, physical consequences most notably for topology change [23, 24, 37] . It is therefore reasonable to maintain that the differentiability of horizons has deep physical significance.
We recall the present status of knowledge on the differentiability properties of horizons [7, 18, 21, 22] . Theorem 1.2. Let H be a horizon.
1. H is differentiable at a point p if and only if p belongs to just one generator.
2. Let D be the subset made of the differentiability points of H. Then H is C 1 on D endowed with the induced topology. 4. If p is the endpoint of just one generator then H is not differentiable in any neighborhood of p.
Beem and Królak also obtained a further result on the differentiability properties of compact Cauchy horizons [7, Theor. 4.1] 5. Let S be a partial Cauchy hypersurface and assume the null convergence condition. Assume that H − (S) is compact and contains an open set G such that H − (S)\G has vanishing Lebesgue (L n ) measure. Then H − (S) has no endpoint and is C 1 .
In this statement they assumed the existence of the open set G because they applied a flow argument by Hawking [42, Eq. (8.4) ], which holds only for differentiable horizons. This argument was used by Hawking in some proofs [41, 42] including that of the area theorem, which has been subsequently generalized in a work by Chruściel Delay, Galloway and Howard [20] to include the case of non-differentiable horizons. These authors briefly considered whether their area theorem could be used to remove the condition on the existence of G but their analysis was inconclusive in this respect. So the problem of the smoothness of compact Cauchy horizon remained open so fat. It should be mentioned that Beem and Królak's strategy requires the proof of the future completeness of the generators for non-differentiable horizons. Fortunately, as we just mentioned, we proved this result in a recent work [55] .
As we shall show the smoothness of compact Cauchy horizons under the null convergence condition can indeed be proved although we shall do it without using any flow argument as in Beem and Królak's but rather passing through a stronger form of the area theorem. The proof will involve quite advanced results from analysis and geometric measure theory including recent results on the divergence theorem and regularity results for solutions to quasi-linear elliptic PDEs.
In the last section we shall apply this result to a classical problem in general relativity: can a civilization induce a local change in the space topology or create a region of chronology violation (time machine)? We shall show that under the null convergence condition both processes are impossible in classical GR. We shall also prove the classical result according to which the area of event horizons is non-decreasing, and that it increases whenever there is a change in the topology of the horizon.
We now mention the negative results on the differentiability properties of horizons. A Cauchy horizon which is C 1 need not be C 2 (cf. [7] ). A compact Cauchy horizon with edge can be non differentiable on a dense set [13, 22] . If S is a compact Cauchy hypersurface then a compact horizon H − (S) need not be C 1 (cf. [49] ). As the author of the last counterexample explain
We have not verified whether our example fulfills any form of energy conditions, and it could still be the case that an energy condition together with compactness would enforce smoothness.
Our main result implies that their example must indeed violate the null energy condition.
Remark 1.3. Let us consider again points 1-4. The fist (and second) statement will be given an independent proof based solely on the semi-convexity of the horizon in Sect. 2.3. In order to make the paper self contained we outline the proofs of the other statements as they are very instructive.
We remark that the second statement as given in [7] by Beem and Królak is weaker since they assume that the horizons is differentiable on an open set. However, the proof works unaltered to this case and the argument is simple: if the lightlike semitangents to H at D, normalized with respect to an auxiliary Riemannian metric, did not converge to that of q ∈ D then by a limit curve argument there would be at least two generators passing through q in contradiction with the differentiability of H at q.
In one direction the third statement follows from the first two, indeed if O does not contain any endpoint then H is differentiable in O by the first statement and hence C 1 in O by the second statement. The other direction follows from this idea: let p ∈ O, then the lightlike vector field n tangent to H is, by assumption, continuous on O, thus by Peano existence theorem [40, Theor. 2.1] there is a C 1 curve γ contained in H, with tangent n which passes through p. Since n is lightlike γ is lightlike, and since H is locally achronal, γ is achronal and hence a geodesic. Thus it coincides with a segment of generator of H and p belongs to the interior of this generator, hence it is not an endpoint.
The fourth statement follows from the third: every open neighborhood O of p must contain points where H is not differentiable otherwise H would be C 1 in p and hence there would be no endpoint in O, a contradiction since p is an endpoint.
We end this section introducing some definitions and terminology. A spacetime (M, g) is a paracompact, time oriented Lorentzian manifold of dimension n + 1 ≥ 2. The metric has signature (−, +, · · · , +). We assume that M is at least C 4 , and so as it is C 1 it has a unique C ∞ compatible structure (Whitney) [45, Theor. 2.9 ], thus we can assume it to be smooth without loss of generality. A smooth tensor field for the smooth atlas is C 3 with respect to the original atlas; a smooth function for the smooth atlas is C 4 for the original atlas. The metric will be assumed to be C 3 but it is likely that the degree can be lowered. We assume this degree of differentiability because we shall use the C 2 differentiability of the exponential map near the origin. As noted above the problems that we wish to solve in the next sections are present even if we assume g smooth or analytic. Since at every point we can find a flat metric with cones contained in g, through a partition of unity it is easy to show that (M, g) admits a smooth normalized global timelike future-directed vector field V , g(V, V ) = −1.
The chronology violating set is defined by C = {p : p ≪ p}, namely it is the (open) subset of M made by those events through which passes a closed timelike curve. A lightlike line is an achronal inextendible causal curve, hence a lightlike geodesic without conjugate points. A future inextendible causal curve γ : [a, b) → M is totally future imprisoned (or simply future imprisoned) in a compact set K, if there is t 0 ∋ [a, b) such that for t > t 0 , γ(t) ∈ K. A partial Cauchy hypersurface is an acausal edgeless (and hence closed) set. The past domain of dependence D − (S) of a set S is made by those points q for which any future inextendible causal curve starting from q reaches S. Observe that for a partial Cauchy hypersurface edge(H − (S)) = edge(S) = ∅ (cf. [42, Prop. 6.5.2]). Since every generator terminates at the edge of the horizon, the generators of H − (S) are future inextendible lightlike geodesics. The null convergence condition is: Ric(n, n) ≥ 0 for every lightlike vector n. It coincides with the null energy condition under the Einstein's equation with cosmological constant (which we do not impose).
We assume the reader to be familiar with basic results on mathematical relativity [6, 42] , in particular for what concerns the geometry of null hypersurfaces and horizons [35] .
Null hypersurfaces
The following extension theorem will be useful. A C 2 null hypersurface is a hypersurface with lightlike tangent space at each point. Proposition 1.4. Let H be a C 2 null hypersurface. Let n be the C 1 field of future-directed lightlike vectors tangent to it. Let V be a global timelike futuredirected smooth field (g(V, n) < 0), then on a neighborhood of H we can find a C 1 extension of n to a future-directed lightlike vector field (denoted in the same way). For every p ∈ H we can find a neighborhood U of p and a smooth function α : U → (0, +∞), such that L αV n = 0. In particular, the flow of αV on U applied to H foliates a neighborhood of p with null hypersurfaces generated by the field n, and the integral lines of this field are geodesics up to parametrizations (∇ n n = κn). Finally, the extension n with these properties is unique and α is uniquely determined up to a constant factor over each integral line of n. Indeed, ∇ n ln(−g(n, αV )) = κ, that is g(n, αV ) is constant over the geodesics generated by n if and only if they are affinely parametrized. If V is Killing we can take α = 1. Remark 1.5. A closed lightlike geodesic does not admit a global lightlike and geodesic tangent vector field unless it is complete [42, Sect. 6.4] . Similarly, a smooth compact horizon might not admit a global lightlike and geodesic tangent vector field since its generating geodesics can accumulate on themselves. As we wish to include the compact Cauchy horizons in our analysis we shall not assume that n is geodesic.
Proof. Letň be the extension of n obtained through L Vň = 0,ň| H = n. In a neighborhood of H, we have g(ň, V ) < 0 since this inequality holds on H. There is a function β on a neighborhood of H such that defined n :=ň + βV , we have g(n, n) = g(ň,ň)
because whereverň is causal the inequality coincides with the reverse Cauchy-Schwarz inequality while whereverň is spacelike it follows from inspection of the signs, using g(V, V ) < 0. Thus
satisfies the given quadratic equation. Observe that β = 0 on H since there g(ň,ň) = g(n, n) = 0. Now, let p ∈ H. We look for α > 0 such that L αV n = 0.
Locally, namely in a neighborhood of p, the equation for α, n(ln α) = L V β, can be solved integrating along the flow lines of n starting from an initial condition on a section transverse to n. Globally, this cannot be done because the flow lines of n can accumulate on themselves. Thus we get in a neighborhood of p a lightlike vector field n whose integral curves stay in the image of H under the flow of αV . The integral lines of the vector field n are geodesics up to parametrizations because, as n is hypersurface orthogonal, we have, from the Frobenious condition n α;β − n β;α = l α n β − l β n α , for some 1-form l, and contracting with n β , ∇ n n = −l(n) n. If V is Killing we can take α = 1 since in this case L V β = 0 as can be easily inferred from the expression of β.
Let us come to the uniqueness. Suppose that
where s is the parameter of the flow of V and the integral is taken along the flow lines of V starting from H. But no two future directed lightlike vectors can differ by a timelike vector thus r = 0, n ′ = n and n[ln(α/α ′ )] = 0. For the last statement
The next proposition establishes that every C 2 null hypersurface is geodesically ruled, namely generated by lightlike geodesics, and locally achronal. Although this result has been widely used in the literature, I am not aware of any complete proof of the achronality part, so I provide a short proof. Theorem 1.6. Every C 2 null hypersurface H is geodesically ruled and locally achronal.
Proof. The hypersurface is generated by lightlike geodesics due to Prop. 1.4. Let us prove that it is locally achronal. Let p in H. There is a convex neighborhood
where the open subsets C + and C − are such that no curve can go from one subset to the other without crossing H. Let q ∈ C ∩ H, let N q ⊂ T q M be the future light cone at q and let exp C q N q be its exponential map in the convex neighborhood. Clearly exp C q N q and H ∩ C share at least the generator γ passing through q. Let T be a timelike hypersurface cutting H and exp C q N q . As the timelike hypersurface approaches q the sectional curvature of S = exp C q N q ∩ T at γ ∩ T goes to infinity in any direction while the sectional curvature of H ∩T at the same point stays bounded. This shows that in a neighborhood U of q, any timelike geodesic starting from q enters one side of H, that is C + or C − . By continuity of the exponential map every timelike geodesic starting from C ∩ H enters the same side, say C + . But then the timelike geodesic cannot intersect again H ∩ C at a point r to escape C + for its future directed tangent vector v at r would point towards C − while we showed that it must point towards C + . Thus C ∩ H is achronal in C.
The previous result allows one to generalize the notion of null hypersurface to the non-differentiable case as done in [35] . Definition 1.7. A C 0 future null hypersurface (past horizon 1 ) H is a locally achronal topological embedded hypersurface, such that for every p ∈ H and for every neighborhood U ∋ p in which H is achronal, there exists a point
Clearly these sets are geodesically ruled because, with reference to the definition, q ∈ E + (p, U ) thus, as U can be chosen convex, there is a lightlike geodesic segment connecting p to q. This geodesic segment stays in H otherwise the achronality of H ∩ U on U would be contradicted [35] . If H is globally achronal then the geodesic maximizes the Lorentzian distance between any pair of its points.
In this work horizon will be a synonymous for C 0 null hypersurface. Observe that without further mention our horizons will be edgeless. Due to some terminological simplifications, we shall mostly consider horizons which are future null hypersurfaces, although all results have a time-dual version.
The Raychaudhuri equation
Let us recall the geometrical meaning of the Raychaudhuri equation for lightlike geodesics [35] . Over a C 2 future null hypersurface H we consider the vector bundle V = T H/∼ obtained regarding as equivalent two vectors X, Y ∈ T p H such that Y − X ∝ n. Clearly, this bundle has n − 1-dimensional fibers. Let us denote with an overline X the equivalence class of ∼ containing X. At each p ∈ H, we introduce a positive definite metric h(X, Y ) := g(X, Y ), an endomorphism (shape operator, null Weingarten map) b :
and a third endomorphism C : V p → V p , C(X) := C(X, n)n, where C is the Weyl tensor. The definition of b is well posed because ∇ n n ∝ n. The definition of R is well posed since R(n, n)n = 0 and g(n, R(·, n)n) = 0 which implies that for every X ∈ T p M , R(X, n)n ∈ T p H. The endomorphisms b, R, C are all self-adjoint with respect to h.
A little algebra shows that trR = Ric(n, n),
namely C is the trace-free part of R. Both endomorphisms R and C depend on n at the considered point p but not on the whole tangent geodesic congruence to H. We say that the null genericity condition is satisfied at p ∈ H if there R = 0. Due to [6, Prop. 2.11] this condition is equivalent to the classical tensor condition
The derivative ∇ n , which we also denote with a prime ′ , induces a derivative X ′ := X ′ on sections of V , and hence as usual, a derivative on endomorphisms as 
where κ is defined by ∇ n n = κ n. Let us define θ : = tr b,
so that σ is the trace-free part of b. They are called expansion and shear, respectively. It is useful to observe that if n is replaced by Ωn, where Ω is any C 1 function on H, then b gets replaced by Ωb (thus θ by Ωθ, and σ by Ωσ), and R and C by Ω 2 R and Ω 2 C, respectively. Let us denote for short σ 2 := trσ 2 . A trivial consequence of this definition is σ 2 ≥ 0 with equality if and only if σ = 0. Taking the trace and the trace-free parts of (3) we obtain
where n = d/ds and the term in parenthesis is the trace-free part of σ 2 .
Id. Thus in the physical four dimensional spacetime case (n = 3), the term in parenthesis in Eq. (5) vanishes. Curiously this observation, present e.g. in [68] , is missed in several standard references on mathematical relativity, e.g. [42] .
For a tensorial formulation of the above equations see [42, Sect. 4.2] [48, 61] . In these last references the authors extend n to a lightlike field in a neighborhood of H, introduce first a (projection) tensor h
where m is a lightlike vector field such that g(m, n) = −1 on H, and then define
Of course this definition is equivalent to that given above.
The area theorem
The area theorem appeared in Hawking [20] , where they were able to compare the areas of two spacelike sections of the horizon in which one section stays to the future of the other section. Unfortunately, the relationship between the area increase and the integral of the expansion is not clarified, and the domain of integration being enclosed by two spacelike hypersurfaces is somewhat restricted.
In this section we wish to establish an area theorem suitable for our purposes. We shall provide a self contained and comparatively short proof of a reasonably strong version of the area theorem. This will be possible thanks to the following improvements:
• We will recognize that each global timelike vector field induces a smooth structure on the horizon. This structure can be used to integrate over the horizon as it is usually done on open sets in R n . Ultimately, this approach simplifies considerably the analysis of these hypersurfaces as the results on which we shall be interested will turn out to be independent of the smooth structure placed on the horizon.
• We will be able to express all the spacetime quantities of our interest (e.g. the expansion) through variables living on the horizon. This approach will suggest immediately their generalization to the non-differentiable case.
• We will take advantage of the strongest results on the divergence theorem so far developed in analysis [16, 17, 60, 69] . This classical theorem can be improved generalizing the domain of integration (and its boundary) or generalizing the vector field. The generalization of the domain was accomplished by the Italian school (Caccioppoli, De Giorgi) through the introduction of domains of bounded variation or with finite perimeter. For what concerns the vector field, it was proved that it does not need to be defined everywhere as long as it Lipschitz (Federer) or even of bounded variation. These generalizations can be applied jointly.
Also our proof will differ from that of [20] , as we use the divergence theorem while these authors study instead the sign of the Jacobian of a flow induced by the generators. However, we shall use some geometrical ideas contained in [20, 35] for what concerns the semi-convexity of horizons, and the relationship between the sign of the expansion and the achronality of the horizon.
With a sufficiently strong version of the area theorem we will be able to prove the smoothness of compact Cauchy horizons. Here the main idea is to prove that θ = 0 making use of the area theorem, regard this equality as a second order quasi-linear elliptic PDE (in weak sense) for the local graph function h describing the horizon, and then use some well known results on the regularity of solutions to quasi-linear elliptic PDEs to infer the smoothness of the horizon.
We need to introduce some useful mathematical results that we shall use later on.
Mathematical preliminaries: lower-C 2 functions
Let us recall the definition of lower-C k function due to Rockafellar [65] [67, Def. 10.29].
where S is a compact topological space and F : O × S → R is a function which has partial derivatives up to order k with respect to x and which along with all these derivatives is continuous not just in x, but jointly in (x, s) ∈ O × S.
Clearly a lower-C k+1 function is lower-C k but it turns out that the notions of lower-C 2 and lower-C ∞ function are equivalent [65] . Actually, one could introduce a notion of lower-C 1,1 function but this would be equivalent to lower-C 2 (see [44] ). Iff − f is C k and f is lower-C k thenf is also lower-C k , it is sufficient to takeF (x, s) = F (x, s) +f (x) − f (x). We shall be interested in lower-C 2 functions. Convex functions are special types of lower-C 2 functions for which F (x, s) can be chosen to be affine for every s (see [65, Theor. 5] or [67, Theor. 10.33] ). So a function which differs from a convex function by a C 2 function is also lower-C 2 . Rockafellar has also proved [65, Theor. 6]:
Theorem 2.2. For a locally Lipschitz function f : Ω → R, Ω ⊂ R n , the following properties are equivalent:
(ii) for everyx ∈ Ω there is a convex neighborhood O on which f has a representation, f = g − h, where g is convex and h is C 2 ,
If these cases apply, h in point (ii) can be taken to be quadratic and convex, even of the form
The last claim follows from (ii) observing that locally a C 2 function can be made convex by adding to it a quadratic homogeneous convex function, indeed any C 2 function has an Hessian bounded from below which can be made positive definite with this operation.
Rockafellar observes [65, Cor. 2] that these functions are almost everywhere twice differentiable by (ii) and Alexandrov's theorem [30] , namely for almost everyx ∈ Ω, there is a quadratic form q such that
Another property inherited from convex functions is that of being Lipschitz and strict differentiable wherever they are differentiable [64, Sect. 25] [65] (Peano's strong (strict) differentiability coincides with the single valuedness of Clarke's generalized gradient [25] ). The lower-C 2 property appeared under a variety of names in the literature, including "weak convexity" [72] , "convexity up to square", "generalized convexity" and "semi-convexity" [5, 14, 20] . A related notion is that of proximal subgradient [26] .
n is called a proximal subgradient of a continuous function f : Ω → R atx ∈ Ω, if there is some neighborhood O(x) ∋x and some constant ρ(x) ≥ 0 such that for every
Whenever this inequality is satisfied v is also called ρ-proximal subgradient.
Thus the existence of a proximal subgradient atx corresponds to the existence of a local quadratic support to f atx. Clearly, if f is differentiable atx then its proximal subgradient coincides with ∇f . A proximal subgradient can also be characterized as follows [67, Theor. A differentiable function can have proximal subgradient at each point without being lower-C 2 , e.g. f = x 2 sin(1/x). Observe that in this example the semi-convexity constant ρ varies from point to point.
Vial [72] n be open, convex and bounded and let f : Ω → R be Lipschitz. For any given ρ > 0 the following properties are equivalent:
(b) f admits a ρ-proximal subgradient at each point, that is Eq. (7) holds, where ρ does not depend on the pointx,
ρ|x| 2 where g is convex,
(d) for all x, y ∈ Ω and λ ∈ [0, 1]
In this case any proximal subgradient of f satisfies (7) with the constant ρ.
For some authors the semi-convex functions are those selected by this theorem (Cannarsa [14, Chap. 1] ). However, it must be stressed that the family of functions which locally satisfy the above proposition for some ρ > 0, and which we call semi-convex functions with locally bounded semi-convexity constant, denoting them with BSC loc (R n ) (reference [14] uses SCL loc (R n ) for this family), is smaller than the family of Rockafellar's semi-convex functions SC loc (R n ) for which the semi-convexity constant may be unbounded on compact set as in the above example f = x 2 sin(1/x). Finally, we mention the inclusion C 1,1
Horizons are lower-C 2 -embedded smooth manifolds
Let V be a global future-directed normalized timelike smooth vector field. Let H be a horizon and let p ∈ H. Let S be a smooth spacelike manifold transverse to V at p, defined just in a convex neighborhood of p in which H is achronal. Let C be an open cylinder generated by the flow of V with transverse section S. Let s : S → R n be a chart on S which introduces coordinates {x i }, i = 1, · · · , n on S (also denoted with x). Every q ∈ C, reads q = ϕ x 0 (s −1 (x i )), where ϕ is the smooth flow of V . This map establishes a smooth chart on C. The achronality of H implies that H is locally a graph, x 0 = h(x) where h is Lipschitz. We can assume that the level sets of x 0 are all spacelike by taking the height of the cylinder sufficiently small. Thus x 0 is a local time function. Finally, for technical reasons, we shall introduce the coordinates on S in such a way that g ij , i, j = 1, · · · , n, is positive definite. By continuity we can accomplish this condition taking S orthogonal to V at p, choosing coordinates so that g ij (p) = δ ij , and taking the cylinder sufficiently small.
The horizon H can be covered by a locally finite family of cylinders C i constructed as above, and whenever two cylinders intersect, the flow of αV , for some function α > 0, establishes a smooth diffeomorphisms between open subsets of S i and S j . In other words if we locally parametrize H with the coordinates x on each cylinder we get a smooth atlas for H which depends on the initial choice for V . This smooth structure coincides with that of a quotient manifold obtained from a tubular neighborhood of H under the flow of V .
Suppose that (x 0 ,x) is the local chart induced by a second vector fieldṼ , and suppose that the local charts related to V andṼ overlap. Then in the intersection we have a smooth dependencex 0 (x 0 , x),x(x 0 , x). We can locally parametrize H with the coordinates x or with the coordinatesx. The change of coordinates isx(h(x), x) which is Lipschitz. This local argument shows that changing V changes the smooth atlas assigned to H, where the two atlases obtained in this way are just Lipschitz compatible. Thus, although H is a Lipschitz manifold it actually admits a smooth atlas which depends on the choice of V . When it comes to work with H it is convenient to regard it as a Lipschitz embedding of a smooth manifoldH
We shall denote quantities living inH with a tilde. Of course, we shall be mainly concerned with results which do not really depend on the smooth structure that we have placed on H. It is worth to recall that the notions of Hausdorff volumes behave well under change of Lipschitz chart (this is the content of the change of variable formulas [30] ). In local coordinates ψ : x → (h(x), x), thus ψ has the same differentiability properties of h. As proved in [20, 35] h is SC loc (semi-convex). We shall actually prove that it belongs to BSC loc SC loc .
Proposition 2.7. Locally the horizon is the graph of a function h ∈ BSC loc , thus the embedding ψ is BSC loc hence lower-C 2 .
Proof. Let p ∈ H ∩ C, so that in the local coordinates of the open cylinder C, p = (h(x),x) for somex. Without loss of generality we can assume C to be contained in a convex normal neighborhood. LetB(x, r) denote a closed Euclidean-coordinate ball centered atx, and let H r be the portion of horizon which is a graph over it. The set H r and its boundary ∂H r are compact. For q ∈ ∂H r , let us consider the hypersurface G q := C ∩ exp q (−N (q)) where N (q) ⊂ T q M is the set of future-directed null vectors at q. Since N (q) is a smooth manifold and exp q is C 2 this is actually a null C 2 hypersurface (except in q) which is achronal in C. By convexity, those q for which G q intersect the fiber of some point ofB(x, r/2) form a compact subset K ⊂ ∂H r . The hypersurface G q is transverse to V everywhere thus it is expressible as a graph
with its inverse. The Hessian Hf q (x) is bounded from below for (q, x) ∈ K ×B(x, r/2) by −ρI for some ρ > 0. Thus at any point x ∈B(x, r/2) we can find a proximal subgradient given by the differential of f q for some q ∈ J + ((h(x), x)) ∩ K where the constant ρ does not depend on the point chosen inB(x, r/2). Thus by Prop. 2.6 h ∈ BSC loc and thus it is lower-C 2 .
Differentiability properties of the horizon
Since H is a smooth lower-C 2 embedded manifold, its differentiability properties can be readily obtained from those for (semi-)convex functions [1, 3, 14, 65] .
We have shown that H can be expressed locally as a graph x 0 = h(x) where h is semi-convex. A change of coordinates x ′0 = x 0 − u(x) shows that we can assume h convex (this change redefines the local hypersurface S which will be still transverse to V losing its spacelike character. As a consequence, x 0 is not a local time function, however this last property will not be important).
For a convex function h the subdifferential ∂h(x) can be defined as the set of v ∈ R n such that
This notion can be further generalized to arbitrary locally Lipschitz functions but we shall content ourselves with the convex case. Every convex function is Lipschitz thus almost everywhere differentiable. On every neighborhood ofx there will be a dense set of points x where the differential Dh(x) exists, and for any sequence of such points converging tox, the corresponding sequence of differentials will be bounded and will have cluster points. Clarke proved that ∂h(x) is the convex hull of all such possible limits [14, Theor. 3.3.6]:
and that this set is closed and compact.
A semitangent of a past horizon at p ∈ H is a future directed lightlike vector n ∈ T p M tangent to a lightlike generator.
Proposition 2.8. The subdifferential of h is related to the semitangents of H as follows:
Proof. Let x be a point of differentiability of h in a neighborhood ofx, and let v · dx be its differential. The hyperplane P defined by Ker(−dx 0 + v · dx) approximates the graph of h and hence the horizon H in a neighborhood of p = (h(x), x). Through the point p passes a lightlike generator and any future directed semitangent n at p (which could be normalized so that g(V, n) = −1, V = ∂ 0 ) belongs to this hyperplane. Thus P is either timelike or lightlike, but it cannot be timelike because of the achronality of H. Thus P is lightlike and hence must be the only lightlike hyperplane containing n. In conclusion, wherever h is differentiable its differential v · dx is univocally determined by the condition " Ker(−dx 0 + v · dx) contains a semitangent", in particular up to a proportionality constant there is just one semitangent. Observe that if the semitangent n is normalized with g(V, n) = −1 then −dx 0 + v · dx = g(·, n). By Eq. (9) ∂h(x) is the convex hull of the limits v of these vectors. So let
By the limit curve theorem [54] (or by continuity of the exponential map) the generators converge to a generator passing from or starting atp = (h(x),x), and by continuity its semitangent must belong to Ker(dx 0 − v · dx). Conversely, any semitangent atp determines a null hyperplane which can be written as Ker(dx 0 − v · dx) for some v. Let q ∈ J + (p) be a point which belongs to the generator passing thoughp and in a convex neighborhood of p, then Ker(dx 0 − v · dx) is tangent to the exponential map of the past light cone at q whose graph provides a C 2 lower support function for h and hence shows that v is a proximal subgradient. But for a convex function any proximal subgradient belongs to the subdifferential (that is if v satisfies (7) then it satisfies (8), see [14, Prop. 3.6 .2]) thus v belongs indeed to the subdifferential.
Let h be a (semi-)convex function defined on an open set of R n . For every integer 0 ≤ k ≤ n let us definẽ
Here "dim" refers to the dimension of the affine hull of ∂h(x), namely the dimension of the smallest affine subspace containing it [3, Def.
is a singleton then its dimension is zero. We stress that dim(∂h(x)) is unrelated with the number of semitangents at p = (h(x), x). For instance for a light cone issued at the origin of n + 1 Minkowski spacetime dim(∂h(x)) = n, while at the origin it has an infinite number of non-proportional semitangents.
, then the dimension of the affine space spanned by the semitangents to H at p equals dim(∂h(x)) + 1.
If we consider just the semitangents n ∈ T p M , p ∈ H, normalized so that g(V, n) = −1 then the affine space spanned by them is dim(∂h(x)). We shall denote by Σ k the subset of H made by points p for which the semitangents at p span a k + 1 dimensional space, and Σ := ∪ i≥1 Σ i .
Proof. The musical isomorphism v → g(·, v), sends a semitangent n normalized with g(n, V ) = −1 to a 1-form −dx 0 + v · dx, which can be further sent with an affine map to v ∈ R n . The composition of these injective affine maps is affine, thus the dimension of the affine space spanned by the semitangents to H at p coincides, with the dimension of the affine space spanned by the vectors v obtained in this way which, by proposition 2.8 coincides with dim(∂h(x)). I we remove the normalization on the semitangents the dimension of the affine hull of the semitangents increases by one which proves the proposition.
Every convex function has a function of bounded variation as weak derivative [30, Theor. 3, Sect. 6.3] thus it is worth to recall some properties of these functions. For the following notions see e.g. the book by Ambrosio, Fusco and Pallara [4] . Let V ⊂⊂ U mean 'V is compactly supported in U '.
for each open set V ⊂⊂ U . A similar non-local version can be given where L 1 loc (U ) is replaced by L 1 (U ), and V ⊂⊂ U is replaced by V = U . The space of functions of (locally) bounded variation is denoted BV (U ) (resp. BV loc (U )).
Let us recall that a real-valued Radon measure is the difference of two (positive) Radon measures, where a Radon measure is a measure on the σ-algebra of Borel sets which is both inner regular and locally finite. In what follows by Radon measure we shall understand real Radon measures. With L n or dx we shall denote the Lebesgue measure on R n . A structure theorem establishes that f has locally bounded variation iff its distributional derivative is a finite (vector-valued) Radon measure. More precisely [30 
This theorem shows that [Df ] is the distributional gradient of f , Df is the total variation of [Df ] , and
there is a Borel set S u with σ-finite Hausdorff H n−1 measure (thus negligible L n measure) such that the approximate limit of u exists at every x ∈ S u (see [30, Sect. 5.9] ). There is also a Borel set J u ⊂ S u , called (approximate) Jump set such that H n−1 (S u \J u ) = 0 and where approximate right and left limits exist everywhere, that is for every x ∈ J u there is a unit vector ν(x) and two vectors u + (x), u − (x) ∈ R m such that, if we denote with B ± the half balls
then for each choice of upper or lower sign
These values u + , u − and ν are uniquely determined at x ∈ J u up to permutations (u
The weak derivative of a function of bounded variation is a Radon measure which admits the Lebsegue decomposition [30] [
is the absolutely continuous part, and [Du] s is the singular part, that is, there is a Borel set B such that L n (O\B) = 0, and such that [Du] s (B) = 0. Moreover, the singular part decomposes further as the sum of Cantor and jump parts (cf. [4] )
[Du]
c (A) = 0 for every Borel set A such that H n−1 (A) < ∞, and for any Borel set B
We say that a Borel subset B of R n is countably Lipschitz
Remark 2.12. We could have defined a finer notion of rectifiability, replacing Lipschitzness of M i with C 2 differentiability as in [1, 3] , however the Lipschitz version will be fine for our purposes. n , and is a countably H n−1 -rectifiable set. Moreover, at H n−1 -a.e. x ∈ J Dh the vector ν(x) is orthogonal to the approximate tangent space to J Dh at x. The vector ν(x) can be chosen so that x → ν(x) is a Borel function.
5.Σ
k is countably H n−k -rectifiable, thus its Hausdorff dimension is at most n − k.
Let us translate this result into some statements for the horizon. Theorem 2.14. For every horizon H on a n + 1 dimensional spacetime:
1. H is differentiable precisely at the points that belong to just one generator (i.e. on Σ 0 ), 2. H is C 1 on the set Σ 0 with the induced topology, 3 . there is at most a countable number of points with the property that every future-directed lightlike half-geodesics issued from them is contained in H, 4. the set Σ of non-differentiability points of H is countably H n−1 -rectifiable, thus its Hausdorff dimension is at most n − 1. More generally, the set of points for which the span of the semitangents has dimension k + 1 is countably H n−k -rectifiable, thus its Hausdorff dimension is at most n − k.
Proof. The second statement follows from a well known property of strong differentiability: if a function is strongly differentiable on a set then it is C 1 there with the induced topology [53, 59] Remark 2.18. Every convex function over R for which the Hessian has no singular part is necessarily C 1 as its weak derivative has an absolutely continuous representative. This result does not generalize to functions in many variables, for instance f (x, y) = x 2 + y 2 is convex and its Hessian has vanishing singular part but it is not C 1 . The Hessian is non-singular because Df is a function of bounded variation hence the singular part of its differential does not charge sets with vanishing H n−1 -measure, n = 2, as the origin of R 2 where the singular measure would have to be supported. Observe that f is the graph function of a future light cone (a past horizon) with vertex at the origin of 2+1 Minkowski spacetime.
Mathematical preliminaries: the divergence theorem
Let us introduce the sets of finite perimeter [4, 30, 39, 46, 60] .
An open set E ⊂ R n has locally finite perimeter iff χ E has locally bounded variation, namely Dχ E is a Radon measure. Following [30] we write ∂E for Dχ E and call it perimeter (or surface) measure, and we write ν E := −σ. Thus in a set of finite perimeter the following result holds
Later we shall use the divergence theorem over domains of finite perimeter over an horizon. Fortunately, we do not have to specify the vector field V and the corresponding smooth structure that it determines on the horizon (Sect. 2.2). Indeed, we observed that they are all Lipschitz equivalent and the sets of locally finite perimeter are invariant under Lipeomorphisms (locally Lipschitz homeomorphism with locally Lipschitz inverse) [60, Sect. 4.7] .
The following portion of the coarea theorem helps us to establish whether a set has finite perimeter [60, Prop. 5. Theorem 2.20. Let f ∈ BV loc (U ) then E t := {x ∈ U : f (x) > t} has locally finite perimeter for L 1 a.e. t ∈ R.
As immediate consequence is the following Corollary 2.21. Let H be an horizon and let τ : U → R be a locally Lipschitz time function defined on a neighborhood of H. Then for almost every t, the sets {x ∈ H : ±τ (x) > t} have locally finite perimeter.
This result states that for almost every t the intersections of the t-level set of a time function with a horizon is sufficiently nice for our purposes as its measure is locally finite (it separates the horizon in open sets of finite perimeter). Observe that we cannot claim that for any spacelike hypersurface S, the intersection H ∩ S bounds a set of finite perimeter. However, we can always build a time function τ so that S becomes a level set of it (e.g. considers volume Cauchy time functions on H(S)), so that H ∩ S is approximated by boundaries of sets of finite perimeter.
Proof. Let us consider the plus case, the minus case being analogous. Let p ∈ H and let C ∋ p be a cylinder of the covering introduced in Sect. 2.2, with its coordinates (x 0 , x). The function τ | C and h are locally Lipschitz. The composition of (vector-valued) locally Lipschitz functions is locally Lipschitz thus τ (h(x), x) has locally bounded variation (one can also use the fact that the composition of a Lipschitz function and a vector-valued function of bounded variation has bounded variation [4, Sect. 3.10]). The desired conclusion follows from Theorem 2.20. A different argument could use the results on level sets of Lipschitz functions contained in [2] .
If the time function is sufficiently smooth we can say much more (but we shall not use the next result in what follows). A closed subset of R n has positive reach if it is possible to roll a ball over its boundary [31] . These sets have come to be known under different names, e.g. Vial-weakly convex sets [72] or proximally smooth sets [25] . Theorem 2.22. Let H be a past horizon and let τ : U → R be a C 2 time function defined on a neighborhood of H. Then for every t, the sets H t := {x ∈ H : τ (x) ≤ t} ⊂ H has locally positive reach and hence has locally finite perimeter.
Proof. Since τ is a C 1 time function the level set S = τ −1 (t) is a spacelike hypersurface. Let p ∈ S ∩ H. Due to the special type of differential structure placed on H, which can be identified with the differential structure of a manifold locally transverse to the flow of V , in a neighborhood of p there we have diffeomorphism between H and S. Thus in order to prove the claim we have only to prove it for the set C = S ∩ J + (H) near p ∈ ∂C where we regard C as a subset of S. Let us prove that C has positive reach. We give two proofs.
The first argument is similar to Prop. 2.7 but worked 'horizontally' instead of 'vertically'. We pick some q ∈ J + (p)\{p} ∩ H and consider the intersection of its past cone with S. This intersection provides a C 2 codimension one manifold on S tangent to C and intersecting C just on p (by achronality of H near q). We can therefore find a small closed coordinate ball of radius r(p) > 0 entirely contained in S\C but for the point p. By a continuity argument similar to that worked out in Prop. 2.7 we can find a r > 0 independent of the point in a compact neighborhood of p.
As a second argument, let x be coordinates on S near p. Let us introduce near p a spacetime coordinate system in such a way that V = ∂ 0 , and let x 0 = f (x) be the graph determined by H in a neighborhood of p. We known that f is ρ-lower-C 2 , furthermore since S is spacelike H is not tangent to it, thus in a compact neighborhood K of p, m = inf{ ξ , ξ ∈ ∂f (y), y ∈ ∂C ∩ K} is positive where ∂f is the subdifferential (cf. Sect. Remark 2.23. One could ask whether the intersection of the horizon with the spacelike level set of the time function contains 'few' non-differentiability points of the horizon. The answer is negative. It is easy to construct examples of past horizons for which for some t, H ∩τ −1 (t) is made by non-differentiability points, take for instance a circle C in the plane x 0 = 0 of 2 + 1 Minkowski spacetime and define H = ∂J + (C). Then defined τ = x 0 we have that H ∩ τ −1 (0) is made by non-differentiability points of the horizon. Thus the regularity of the intersection of the spacelike level set with H in H has little to do with the presence of non-differentiability points of H on that intersection.
Reduced and essential boundaries
Let E be a set of locally finite perimeter in R n .
Definition 2.24. The reduced boundary F E is made by those x ∈ R n such that [30, Sect. 5.7] (a) ∂E (B(x, r)) > 0 for all r > 0,
In short the reduced boundary is made by those points for which the average minus gradient vector of χ E coincides with itself and is normalized [4] . According to the Lebesgue-Besicovitch differentiation theorem ∂E (R n
and
Moreover, up to a set of negligible H n−1 measure, every point belongs either to n−1 to ∂ * E (and analogously for F E). Moreover, up to a H n−1 negligible set ∂ * E is the union of countably many compact pieces of C 1 -hypersurfaces, that is, these boundaries are rectifiable and, moreover, over these differentiable pieces ν E coincides with the usual normal to the C 1 hypersurface. The divergence (Gauss-Green) theorem will involve an integral of the measure H n−1 over the reduced boundary. However, in the boundary term one can replace F E with any among J χE , E 1/2 or ∂ * E. In general the topological boundary cannot be used because it might have a rather pathological behavior, for instance, it can have non-vanishing L n measure. A set E of finite perimeter may be altered by a set of Lebesgue measure zero and still determine the same measure-theoretic boundary ∂ * E. In order to remove this ambiguity, let cl * E := ∂ * E ∪ E 1 = R n \E 0 be the set of points of density of E. A set of finite perimeter is normalized if cl * E = E, cf. [60] . It is known that cl * E ⊂ clE [60, Sect. 4.1] and that E and cl * E differ by a set of vanishing L n measure [60, Theor. 4.4.2], thus cl * cl * E = cl * E.
Lipschitz domains
It is worth to recall the notion of Lipschitz domain, although in our application we shall use the divergence theorem on smoother domains (for the proof of the smoothness of compact Cauchy horizon) or rougher domains (in the application to Black hole horizons). For Lipschitz domains the normal ν D can be obtained using the differentiability of the local graph map almost everywhere [46] . Thus if ∂D is the graph of a Lipschitz function ϕ : O → R, O ⊂ R n−1 , in some R n -isometric local coordinates then the outward unit normal near (x 0 , ϕ(x 0 )) has the usual expression in terms of ∇ϕ
for a.e. x near x 0 , where the Euclidean area element is dS = 1 + |∇ϕ(x)| 2 dx.
Divergence measure field
For the next notion see [15, 16, 69] .
A vector field in L 1 loc (U, R n ) whose components belong to BV loc (U ) is a divergence measure field (use the fact that the distributional partial derivative of
, see also the stronger result [15, Prop. 3.4] .
In what follows we shall be interested in divergence measure fields of bounded variation which belong to L ∞ loc (U, R n ) where n+1 is the spacetime dimension. As a consequence, due to the general properties of functions of bounded variation, the measure divv will be absolutely continuous with respect to H n−1 [69, Theor. 3.2]. These fields are dominated inŠilhavý's terminology [69, p. 24] , a fact that will simplify the definition of trace that we shall give in a moment.
The divergence theorem
. Let a n be the volume of the n-dimensional Euclidean unit ball. We define a function S v : R n × S n−1 → R by S v (x, ν) := lim r→0 n a n−1 r n B − (x,r,ν) v(y) · x − y |x − y| dy, if the limit exists and is finite, and 0 otherwise. This is a generalization of the scalar product v(x) · ν. Wherever v is continuous S v (x, ν) = v(x) · ν. However, more generally one should be careful because the equality 
be the divergence measure, and let ϕ be a locally Lipschitz function with compact support, then for every normalized set of locally finite perimeter
The right-hand side, regarded as a functional on Lip c (U ), is called normal trace.
Observe that if E has compact closure then ϕ need not have compact support since we can modify it just outsideĒ to make it of compact support.
Remark 2.28. The first integral on the left-hand side of Eq. (10) can be further split into two terms thanks to the decomposition of [div v] in a component absolutely continuous with respect to L
n and a singular component. If we are given a set E which is not normalized then we can apply the divergence theorem to cl * E, then the first term in the mentioned splitting is cl * E ϕ d[div v] a and we can replace cl * E by E since these sets are equivalent in the L n measure.
Volume and area
Let us suppose that H is C 2 and let n be a C 1 future-directed lightlike vector field tangent to it. We define the volume over H as the measure µ H defined by
where µ M is the volume n + 1-form on spacetime and µ H is evaluated just on the tangent space to H. This choice of volume is independent of the transverse field V but it depends on n, namely on the scale of n over different generators. It is indeed impossible to give a unique natural notion of volume for H. This is not so for its smooth transverse sections which have an area measured by the form σ −g(n, V ) σ = i n i V µ M which is independent of both n and V when the form σ is evaluated on the tangent space to the section.
Remark 2.29. Introduce on the C 2 horizon H a function s which measures the integral parameter of the flow lines of n starting from some local transverse section to H. Then on each flow line n = In the non-smooth case we place onH a measure which is related to Eq. (11)μ
where |g| denotes the determinant of g. Clearly,μ H is absolutely continuous with respect to L n and conversely. The measure µ H is the push-forward ofμ H by ψ.
Let us find a local expression for n. The form g(n, ·) has the same kernel of d(x 0 − h(x)) thus they are proportional, the proportionality constant being fixed using V = ∂ 0 . Thus in the local coordinates of the cylinder
and the expression of the field in local coordinates is then
The function g(n, V ) is arbitrary and serves to fix the scale of n. The coefficients g ij , g i0 , g 00 are Lipschitz because h is Lipschitz. The degree of differentiability of this field is the same as that of the partial derivatives ∂ j h. The generators are the integral lines of this vector field which is actually continuous all along the generators but for the endpoints.
Since ψ is strongly differentiable [59] overΣ 0 we can pull back n to this set (this is simply a projection to the quotient manifoldH).
The pull-backed generators are integral lines of this field. However, we can say more on the vector field defined through the previous equation. Since h is locally Lipschitz we have [30, p.131 
The differentiability properties of this vector field are rather weak but, fortunately, they meet exactly the requirements of the divergence theorem 2. 27 .
In what follows we shall need to apply the divergence theorem for the vector field n on H. It is sufficient to prove it for domains contained in the cylinders covering H, so we shall apply the divergence theorem for vector fields on R n . However, we have first to make sense of the divergence of n using ingredients which live inH rather than on spacetime.
The following result will be used as a guide to the non-smooth case.
Proposition 2.30. Let H be a C 2 null hypersurface, let n be the C 1 field of lightlike future-directed vectors tangent to it, and let us denote in the same way an extension to a neighborhood of H (which exists by Prop. 1.4). Since its integral lines are lightlike geodesics up to parametrizations there is a function κ : U → R, such that ∇ n n = κ n. Let V be a global smooth future-directed timelike vector field. Introduce on H local coordinates as done above using the flow of V , and regard H as a local graph of a (C 2 ) function h, then for every
where
and where on the divergence in the left-hand side g(n, V ) is regarded as a function onH and hence expressed as a function of x.
Remark 2.31. It is interesting to note the following property of θ as given by Eq. (16). Rescaling n as followsn = Ωn, redefines κ asκ = Ωκ + ∂ n Ω, and finallyθ =n µ ;µ −κ is related to θ by a simple rescaling:θ = Ωθ. In particular if s,ŝ are local functions on H such that over the integral lines of n, n = d/ds, n = d/dŝ, then the integral elements θds =θdŝ coincide.
We have
The last term vanishes because h does not depend on x 0 thus ∂ 0 ∂ µ (x 0 − h) = 0. The penultimate term on the right-hand side can be rearranged as follows
The first term vanishes because x 0 − h = 0 on H and n is tangent to it and we are left with
where we used ∂ 0 = ∂ V . The last term vanishes because h depends only on x. Recalling Eq. (13)
Plugging back into Eq. (17) we obtain
where we used g(n, n) = 0. Finally, using ∂ µ (n µ −|g|) = n µ ;µ −|g|, we obtain the desired equation.
We already know from Section 1.2 that the expansion is a property which depends only on the vector field n over H and not on its extension. Equation (15) allows us to express θ from quantities living in H. Recalling the expression forñ i we obtain
which shows that apart from a normalizing factor dependent on the normalization of n, the expansion is independent of the extension of n outside H and can be entirely calculated in term of h and its first and second derivatives. Let us still suppose that H is C 2 and letD = ψ −1 (D) be a domain onH with C 1 boundary ∂D. Let ϕ be a C 1 function in a neighborhood of H. The divergence theorem reads (we put a tilde whenever we wish to stress that the actual calculation is performed inH but remove it whenever we want more readable equations)
is the area form over ∂D. Equation (19) follows immediately once we regardD as the union of domainsD i with piecewise C 1 boundary such that ψ(D i ) ⊂ C i , where C i is a cylinder of the locally finite covering of H. In fact, the divergence theorem must be proved only inside each subdomainD i and there it is reduced to the usual divergence theorem on R n due to Prop. 2.30 and Eq. (12) .
where dx = dx 1 · · · dx n , νD i is the normal to ∂D i and dS is the Euclidean area element of ∂D i .
General area theorem and compact Cauchy horizons
In the previous section we have obtained the divergence theorem assuming that the horizon is C 2 . In this section we wish to remove this assumption. Since ∂ j h is a function of bounded variation its derivative is a signed Radon measure Fortunately, equation (21) still holds when it is understood in the sense of Theorem 2.27. Indeed, since
, and so v i meets the conditions for the application of the divergence theorem. We now define θ ∈ L 1 (U, R) through the absolutely continuous part of the divergence of v i , so as to recover (18) in the C 2 case
which can be rewritten
Remark 2.33. One can ask whether the definition of θ is intrinsic to H, that is, independent of the vector field V and the various coordinate constructions behind its definition. The answer is affirmative because by Alexandrov's theorem h is twice differentiable almost everywhere. Let p ∈ H, p = h(x) correspond to an Alexandrov point of h, x, let C be a convex neighborhood of p, and let T be a timelike hypersurface passing through p. By the Alexandrov theorem the set H ∩ T has second order contact with a C 2 codimension 2 manifold S near p, then the expansion θ coincides with that of E + (S, C) (which is C 2 near p by the properties of the exponential map) since both depend in the same way on the second order expansion of h atx. The expansion of the C 2 hypersurface E + (S, C) is also obtained from the usual intrinsic definition of Sect. 1.2 and so the expansion of H at the Alexandrov points is well posed almost everywhere and so is the function θ ∈ L 1 loc . Similarly we could have given a coordinate expression for the shear, and shown that it was well defined through an analogous argument. However, such expression will not be required. In fact we need just the coordinate expression of θ in order to make some PDE argument later on.
Let us consider a set of finite perimeter D ⊂ H, and a Lipschitz function on H. By definition the horizon (oriented) area functional is
By equation (21) this is the area integral ∂D ϕ σ = 0 when this boundary is C 1 and the vector field n is continuous, thus the previous expression is the measure theoretic generalization of the area integral of ϕ. For ϕ = 1 the oriented area functional is the oriented area. We can split the essential boundary in three pieces ∂ + D, ∂ − D and ∂ 0 D depending on the value of S v (x, ν D ), respectively positive, negative or zero. We call ∂ + D the future essential boundary and ∂ − D the past essential boundary.
where the former term on the right-hand side represents the contribution from the boundary to the future of D and the latter term represents the contribution from the boundary to the past of D.
The following propositions simplifies the interpretation of the boundary terms in some special cases of physical interest. Proposition 2.34. Let τ : U → R be a locally Lipschitz time function defined in a neighborhood of H. For almost every t, the intersection τ −1 (t) ∩ H ∩ Σ is a set of zero H n−1 measure, and if D is bounded by τ −1 (t) ∩ H (e.g. because it is the portion of
In this case since ∂ * D is rectifiable the area functional is the sum of contributions obtained from the classical area ϕσ. Moreover, in this case S v (x, ν D ) = −S v (x, ν H\D ) as it follows using the expression with the scalar product. So the area integral of a surface can be calculated taking as reference the domain on one side or the complementary domain on the other side (see also [69, Eq. (4 
.2)]).
Proof. Recall that locally τ (h(x), x) is Lipschitz. The set of non-differentiability (or non-C 1 ) points Σ has zero L n measure. As a consequence of the coarea formula for Lipschitz functions [29, Sect. 3 
.4, Lemma 2], H
n−1 (Σ ∩ τ −1 (t)) = 0 for almost every t. Thus for almost every t, v is C 0 H n−1 -a.e. on τ −1 (t) ∩ H,
Typically D will bounded by two hypersurfaces transverse to the vector field n on the horizon and one hypersurface tangent to it. Proposition 2.35. Suppose that the topological boundary ∂D includes a hypersurface W such that each point of W is internal to some generator of H, then W ⊂ ∂ 0 D, that is, this portion of boundary does not contribute to the area functional.
Proof. Since the points of W are internal to some generator the horizon is C 1 at them [7, 18, 22] , thus the vector field v which defines S v is continuous, which implies that
thus the contribution of W is W ϕ v · ν W dS which has been shown to be equal to W ϕ σ. But this integral vanishes since σ = i n µ H and the tangent space at q ∈ W includes n.
We are ready to prove: We shall be mostly interested on this result for ϕ = 1, for which the terms on the right-hand side are the areas of the past and future boundaries of D.
Proof. Let D ⊂ H be an open relatively compact set, and let us split it into the union of measurable sets with D k with piecewise smooth boundary, but for the part they have in common with ∂D, in such a way that D k ⊂ C k , where C k is the cylinder covering of H. This result can be accomplished cutting H with a finite number of timelike hypersurfaces generated by V . We can slightly move these hypersurfaces and hence the internal boundaries of ∂D k in such a way that on ∂D k \∂D the singular measures µ s (k) ij give no contribution 3 (this follows from Fubini's theorem and from the fact that the support of µ s (k) ij has vanishing L n measure). Let us apply the divergence theorem to each set cl * Dk . Then the divergence theorem applied to each domain cl * Dk gives
where ϕ is any positive Lipschitz function. On the internal boundaries the identity S v (x, ν) = −S v (x, −ν) holds true since the singular part of the measure does not charge these sets, and hence each internal boundary term coming from the divergence theorem is canceled by the corresponding term relative to the domain on the other side. Thus the right-hand side of Eq. (26) is given by the area functional (23) which can be written as in Eq. (24) . We are almost done. Let us define for Theorem 2.37. Suppose that the null convergence condition holds. Let H be an achronal past horizon whose generators are future complete, then θ ≥ 0, µ H -(and L n -)almost everywhere.
Actually, we shall need achronality of H on just a neighborhood of it, still this local achronality property is slightly stronger that that included in the definition of C 0 null hypersurface.
Proof. Almost every point ofH is an Alexandrov point for the lower-C 2 function h, and for almost every Alexandrov point the Alexandrov hessian coincides with the ordinary hessian. Letp ∈H be an Alexandrov point for which θ as given in Eq. (18) through ordinary double differentiation is negative. Let Σ ⊂H be a hypersurface transverse toñ and passing through p. Since h has second order expansion at p we can define a quadratic functionh on Σ whose graph is tangent to that of h at p and stays above h (quadratic upper support) since it has larger hessian. On spacetime the graph ofh and the boundary of its causal future define a null hypersurface N which is tangent to H at p, is C 2 near p, has in common with H the lightlike generator γ passing through p and, ifh is chosen sufficiently close to h, has an expansion which is negative at p (because it depends on the linear and quadratic terms in the Taylor expansion ofh, see Eq. (18) and they are chosen to approximate those of h). Thus by a standard argument which uses the completeness of γ, N develops a focusing point to the future of p on γ. But since N stays to the future of H near p it would follow that H is not achronal, a contradiction.
The following very nice result will not be used but is really worth to mention. The proof can be found in [20, Theor. 5 .1] so we just sketch its main idea.
Theorem 2.38. Let p be an Alexandrov point for the past horizon H, and let γ : [0, a] → H, t → γ(t), γ(0) = p be a (segment of ) generator. Then any point in γ is an Alexandrov point. Moreover, the Weingarten map b is continuously differentiable over γ and satisfies the optical equation (3). In particular, the Raychaudhuri equation (4) and the evolution equation for the shear hold on γ.
Sketch of proof. As in the proof of Theorem 2.37 let Σ ⊂H be be a hypersurface transverse toñ and passing through p. Since h has second order expansion at p we can define two quadratic functions h ± on Σ whose graphs are tangent to that of h at p and stay above h in the plus case (quadratic upper support, larger hessian) or below it (quadratic lower support, smaller hessian). On spacetime the graph of h ± define two local curves σ ± passing through p which do not intersect I − (γ(a)). The boundary of J + (σ ± ) defines a null hypersurface N ± which is tangent to H at p, is C 3 near p and, has in common with H the segment of generator γ. Since N ± are C 3 they satisfy the optical equation (3) . Thus the sections of N ± have quadratic approximation on γ determined by the Weingarten map b ± . We can take a succession h ± n → h at p and so obtain hypersurfaces H It is worth to recall that every C 1 manifold admits a unique smooth compatible structure (Whitney) and any smooth manifold admits a unique compatible analytic structure (Grauert and Morrey). Thus there is no ambiguity on the smooth or analytic structure placed on the horizon.
By Eq. (20) this is a quasi-linear elliptic differential equation (recall that g ij is positive definite in the coordinate cylinder) in divergence form for which h is a weak solution
have the same degree of differentiability of the metric. As the metric is C l , l ≥ 3, they are C l−1,α for some α ∈ (0, 1]. Observe that h is locally bounded and G ij satisfies a uniform ellipticity condition (i.e. its eigenvalues are locally bounded by positive constants from above and from below). By a well known result by Ladyženskaja and Ural ′ tseva which generalizes De Giorgi regularity theorem [51, Theor. 6.4, Chap. 4] (apply it with m = 2, a = 0) the weak solution h is actually C l,α , thus smooth if the metric is smooth. The more general statement with θ locally bounded follows observing that this condition implies that the righthand side of Eq. (27) √
is a locally bounded function of x (recall that −g(n, V ) > 0 can be chosen arbitrarily, Sect. 2.5). Thus by a general result by Tolksdorf [71] on quasi-linear PDEs, the weak solution h is C 1 loc , and so the horizon in C 1,1 loc by Theor. 2.15 (for the sake of comparison with the literature we stress that if u were vector valued then its regularity could be assured only up to a set of measure zero as first observed by De Giorgi [38] ). A similar result by Petrowsky and Morrey [58] proves that the solution is analytic if the coefficients of the quasi-linear equation are analytic.
We are ready to state our main theorem which establishes that under a rather weak positive energy condition the compact Cauchy horizons are smooth. In the proof we use Theorem 1.1 on the completeness of generators of compactly generated Cauchy horizons.
Theorem 2.40. Let S be a connected partial Cauchy hypersurface and suppose that the null convergence condition holds. If H is a compactly generated component of H − (S) then it coincides with H − (S), it is compact 4 and C 3 . Actually smooth if the metric is smooth, and analytic if the metric is analytic. Moreover, S is compact with zero Euler characteristic, H is generated by future complete lightlike lines and on H θ = σ 2 = Ric(n, n) = 0,
In other words, for every X ∈ T H, ∇ X n ∝ n and R(X, n)n ∝ n, that is, the second fundamental form vanishes on H and the null genericity condition is violated everywhere on H.
Without the connectedness condition on S we cannot infer that H coincides with H − (S), so it can be removed if it is known that the whole H − (S) is compactly generated. The null convergence condition is necessary for without this assumption Budzyński, Kondracki and Królak have been able to construct an example of compact Cauchy horizon which has no edge and is not differentiable [49] .
Proof. By Theorem 1.1 the generators are future complete, and by Theorem 2.37 θ ≥ 0 L n -almost everywhere. Let K be the compact set in which all generators of H are future imprisoned. Since H ∩ K is compact K is covered by a finite number of coordinate cylinders. We can replace K by the union of the closure of these cylinders, thus K can be chosen such thatD := ψ −1 (H ∩ K) ⊂H has piecewise C 1 boundary and hence has finite perimeter. Since H ∩ K is compact its µ H -measure is finite. Let D = H ∩ K then the right-hand side of Eq. (25) is non-positive since |A(∂ + D, ϕ)| = 0 (no generator escapes D so S v < 0). But the left-hand side of (25) is non-negative thus both sides are zero. As we have equality θ = 0 and µ s ij = 0 by Theorem 2.36, hence the horizon is smooth by Theorem 2.39, and generated by lightlike lines (Theorem 1.2). Moreover, H must be entirely contained in K for otherwise the generators entering K would imply |A(∂ − D, 1)| > 0 and hence a negative right-hand side. As a consequence, H is compact. Any global timelike past-directed vector field, when suitably normalized, has a 1-flow map which establishes an homeomorphism between H and a subset W of S. But H has no edge thus W cannot have boundary on S, so as S is connected, W = S and hence H = H − (S). As H is compact with zero Euler characteristic (it admits a C 0 field of semitangents), S has the same properties. The Raychaudhuri equation (4) 
Applications
In this section we explore some applications of the area theorem and the smoothness of compact Cauchy horizons.
Time machines
Hawking's classical theorem on chronology protection [41] is:
) be a spacetime which satisfies the null convergence condition. Let S be a non-compact connected partial Cauchy hypersurface, then H + (S) cannot be compactly generated.
This theorem is contained in Theorem 2.40 (in the time dual version). Hawking argued that on a spacetime admitting a non-compact Cauchy hypersurface S the construction of a time machine (e.g. a region of chronology violation) by some advanced civilization would necessarily imply the formation of a horizon H + (S) which, being originated by the actions of that civilization on a limited spacetime region, i.e. a compact set, would have its past generators entering that region. In other words, H + (S) would have to be compactly generated. Assuming the null energy condition, and through the application of an area argument similar to that employed in [42, Eq. (8.4) ] he obtains a contradiction which he interprets physically as evidence against the possibility of building a time machine. Actually, the proof by Hawking was incomplete as he tacitly assumed that the horizon was C 2 in two steps: in order to claim that the generators are complete and in order to apply his flow argument to the horizon. Our Theorem 2.40 jointly with Theorem 1.1 solves the problems of Hawking's original argument and proves, furthermore, that every compact Cauchy horizon is smooth.
Topology change
The question of topology change in general relativity has attracted considerable interest [10, 11, 23, 37, 70] . Reinhart [37, 62] proved that in four spacetime dimensions any two spacelike 3-manifolds can be connected by a Lorentzian cobordism, namely the Lorentzian condition on the metric does not restrict the possibilities of topology change. Georch was also able to prove that any topology change which takes place over a compact region implies the formation of closed timelike curves, so he showed that under chronology there is no topology change (of course there could be topology change in non-compact regions as the breaking of the spacetime continuum might lead to any sort of phenomena [50, 73] ).
Tipler gave two theorems in which he removed the chronology condition by imposing the weak energy condition and the null genericity condition [70, Theor. 4, 6] . These theorems have been considered by many people the last word on the subject. Unfortunately, physically speaking, the imposition of the genericity condition is even less justified than that of chronology. Indeed, the genericity condition makes physical sense only over lightlike geodesics that are not imprisoned in a compact set, namely only in those cases in which it is known that they probe a non-finite region of spacetime.
With Theorem 2.40 we have seen that the very presence of compact Cauchy horizons implies a violation of the null genericity condition. With further tacit hypothesis on the differentiability of the horizon this result can be found in [9] . However, we have no physical reasons to be as confident in the validity of the null genericity condition on compact subsets as to exclude the formation of compact Cauchy horizons. Thus we cannot assume the null genericity condition in the study of topology change as done by Tipler [70] and Borde [11, Theor. 3] .
However, thanks to the result on the smoothness of horizons we can solve the problem of topology change in a satisfactorily way by imposing just the null convergence condition. where S 1 and S 2 are C 1 spacelike hypersurfaces. Let us suppose that a smooth future-directed timelike vector field V points to the interior ofŌ on S 1 and to the exterior ofŌ on S 2 , and that there is an open set G ⊂ O such that the 1-flow map of V establishes a diffeomorphism between S 1 \K and S 2 \K, K =Ḡ. Furthermore, assume that K ∩ S 1 is compact and connected and (*) there is a closed set C generated by integral segments of V such that the boundary of G is a disjoint union
Then one of the following possibilities holds (the last two may hold jointly).
(ii) K is non compact and there is an integral line of V starting from S 1 ∩ K which does not reach S 2 and escapes every compact set.
(iii) H + (S 1 ) ⊂ G is compact and non-empty, S 1 is compact and has zero Euler characteristic and: S 1 is diffeomorphic to S 2 or there is a closed timelike curve inside K.
Recall that by definition the empty set is compact. The condition (*) is weaker than the condition used by Geroch and Tipler for a similar purpose [70] , namelyŌ\K ⊂ D + (S 1 ). It is trivially satisfied if S 1 is compact as in Georch's theorem [37, Theor. 2] , just take G = O so that C = ∅. It is also satisfied if M is weakly asymptotically simple and empty (WASE) and asymptotically predictable [42] . It serves to separate the nasty spacetime behavior on G from the nasty spacetime behavior that may happen at spacelike infinity (in this sense Geroch and Tipler's condition demands that there is no nasty behavior at spacelike infinity). This condition makes sense since we want to focus on the possibility of topology change or chronology violation caused by the evolution of spacetime and not on pathologies already present at spacelike infinity.
The theorem proves that if the partial Cauchy hypersurface S 1 is noncompact or compact with Euler characteristic different from zero, so that (iii) does not apply, then the evolution does not involve neither chronology violation nor topology change (i.e. (i) applies) unless the spacetime continuum is broken (i.e. (ii) holds). Thus without breaking the spacetime continuum it is impossible, in classical general relativity, to locally create time machines or to change the topology of space.
, then every integral line of V which passes through some point q ∈ K ∩ S 2 , once extended towards the past, mast intersect S 1 , necessarily in a point belonging to K ∩ S 1 for otherwise q ∈ S 2 \K by our assumptions. But this backward map of K ∩ S 2 on K ∩ S 1 under the flow of some renormalized vector field proportional to V , sends K ∩ S 2 to a set W homeomorphic to it, and so without boundary but for C ∩ S 1 which is the image of C ∩ S 2 . As K ∩ S 1 is connected we have W = K ∩ S 1 , and the 1-flow map of some renormalized vector field proportional to V , provides a diffeomorphism between S 1 and S 2 . As consequenceŌ = S 1 × [0, 1] and
Observe that K ⊂ D + (S 1 ) if and only if K ∩ H + (S 1 ) = ∅. The former condition implies the latter because, as S 2 is spacelike, K ∩ S 2 ⊂ IntD + (S 1 ). For the other direction, we have C ∩ S 2 ⊂ IntD + (S 1 ), and so a connected component A of K ∩ S 2 with boundary C ∩ S 2 is contained in IntD + (S 1 ). The backward flow map argument given above shows that A is homeomorphic to S 1 ∩ K, A ∪ (S 2 \K) is homeomorphic to S 1 and that there cannot be any other component B of K ∩S 2 as moving slightly backward to the past of B would show that G and hence O are not connected. Thus K ∩ S 2 ⊂ D + (S 1 ), which implies, since K is the union of integral segments of the timelike field V , K ⊂ D + (S 1 ). Suppose now that H + (S 1 ) ∩ K is compact and non-empty. Since S 2 is spacelike H + (S 1 ) ∩ G is non-empty. No generator of H + (S 1 ) can intersect C otherwise by (*) it would be forced to reach S 1 which is impossible since S 1 is edgeless. Let If every integral line of V starting from S 1 reaches S 2 then the 1-flow map of a suitable normalization of V establishes a diffeomorphism between them and we have finished. If on the contrary there is some integral line γ of V starting from S 1 which does not reach S 2 then this timelike curve necessarily starts in S 1 ∩ K, and either escapes every compact set, so (ii) applies and we have finished, or it is future imprisoned in a compact set and hence accumulates over a point p ∈ K. Since γ is an integral line of V , it accumulates over a small integral open segment of V passing through p. As a consequence, up to an initial segment of γ, the curve γ is contained in both I + (p) and I − (p) which proves that p ≪ p, that is there is a closed timelike curve η in K passing through p (this curve cannot pass through S 1 or S 2 for, as they are spacelike hypersurfaces, it would not be able to return to itself). (this last paragraph is not different from Geroch's argument [37, Theor. 2] ).
Finally, it remains to show that if H + (S 1 ) ∩ K is non-compact then (ii) applies. Take a sequence q n ∈ H + (S 1 ) ∩ K escaping every compact set, and consider the integral curves of V which start from some point p n ∈ S 1 ∩ K and end at q n . Passing to the limit we find p ∈ S 1 ∩ K and a limit curve starting from p (cf. [6, 54] ), which is an integral curve of V , which escapes every compact set.
Another theorem on topology change and compact Cauchy horizons can be found in a paper by Chruściel and Isenberg [23] where they relied on differentiability conditions on the horizon. If the null convergence condition is added so as to assure the C 2 differentiability of the horizon, as proved in this work, their theorem gets included in Theorem 2.40.
Theorem 3.2 does not contain causality assumption as it contemplates the possibility of formation of closed timelike curves. The assumption of global hyperbolicity removes altogether the possibility of topology change as any two Cauchy hypersurfaces are diffeomorphic. Still one can obtain relevant result of topological nature. Under global hyperbolicity and asymptotic flatness the Gannon singularity theorem [36] establishes that such spacetime would develop singularities, while the so called topological censorship theorem [32, 34] establishes that those singularities could not be probed by an observer free (to have come from and) to go to null infinity.
Black holes
We say that (M ,ḡ) is a conformal completion of (M, g) if there is a Lorentzian manifold with boundaryM with interior M , and a C 3 function Ω :M → [0, +∞), such that ∂M =M \M = {p ∈M : Ω(p) = 0}, dΩ = 0 on ∂M , and Ω 2 g =g on M . The condition dΩ = 0 tells us that ∂M is an embedded manifold on any local extension ofM (regular level set theorem [52] ).
We stress thatM is not compact, thus there can be causal curves on M escaping every compact set which do not have endpoint atM . We do not assume that a neighborhood of M at infinity is Ricci flat (empty). This condition would imply that ∂M is lightlike [42] a condition which we also do not assume. We are adopting the broad framework introduced in [20, Sect. 4] . Let
The set H is the boundary of a past set inM , and as such it is locally Lipschitz, achronal and generated by future inextendible lightlike geodesics, hence it is a past horizon according to our definition.
Let γ be a lightlike geodesic with future endpoint in I + . The affine parameters of γ with respect to g andg on M are related by dv = Ω −2 dṽ. Since Ω = 0, dΩ = 0 at ∂M , it is easy to show, Taylor expanding Ω at γ ∩ ∂M , that γ is future complete.
Thus if we could show that every future generator of H reaches I + then we would have by Theorem 2.37 that θ ≥ 0 on H, which would imply that the area of sections of the horizons increases according to Theorem 2.36. Unfortunately, no generator of γ of H starting from p ∈ H can have future endpoint at I + , indeed, regardless of the causal type of this hypersurface, it would be possible to deform γ into a timelike connecting p to a some point of I + in contradiction with the definition of H.
The correct argument as already conceived by Hawking [42, Lemma 9.2.2] is slightly more complex and involves lightlike geodesic running near the horizon rather than on the horizon. Here one has to impose a condition which assures that the lightlike geodesic will eventually reach ∂M so as to take advantage of its future completeness. This condition can be [20] ⋆ There is a neighborhood O of H such that for every compact set C ⊂ O,
Since η is the generator of a future set it is an achronal lightlike geodesic. In the approach by Hawking the reader will not find this assumption since he deduces it from stronger but physically motivated conditions on the asymptotic structure and in particular from the assumption of asymptotic predictability (weak cosmic censorship):
where S is a partial Cauchy hypersurface and the closure is in the topology ofM . The reader is referred to [20, 42] for a discussion on the reasonability of ⋆.
The fact that Hawking's argument on the positivity of θ can be adapted to the non-smooth case is non-trivial and has been proved in [20, Theor. 4.1] . For completeness and for the reader convenience we sketch the proof. Theorem 3.4. Let H be the event horizon in a spacetime (M, g) which satisfies the null convergence condition. Suppose that ⋆ holds true, then θ ≥ 0 on H. Sketch of proof. By contradiction , suppose that there is an Alexandrov point p ∈ H for which θ(p) < 0. Let W be a local timelike hypersurface passing through p generated by the smooth timelike vector field V which we used in the local description of Sect. 2.2. In the coordinate statement made below we use the coordinates introduced there. The point p ∈ H is also an Alexandrov point for S := H ∩ W . Let S n be a sequence of smooth codimension 2 manifold on W approximating S. We denote with p n the unique point of S n such that the flow of V sends p n to p. The sequence S n is built in such a way that (a) x 0 (p) − x 0 (p n ) = 1/n, (b) the hessian a n (p) of the graph function of S n at p satisfies a n (p) = a + 1 n I. Since θ(p) < 0, for sufficiently large n we have θ n (p) < 0 where θ n is the expansion of the lightlike congruence contained in ∂J + (S n ). Reducing the manifold S n if necessary we can assume that θ n < 0 on S n . Let O be the open subset defined by ⋆. We have for sufficiently large n, S n ⊂ O and ∂S n ⊂ I + (S). Let n be on such large value. Let us consider the compact setS n , since from (a) S n ∩ I − (I + ,M ) = ∅ we have by ⋆ that there is a lightlike geodesic η connecting some q ∈S n to I + . Now, q cannot belong to ∂S n otherwise ∂S n ⊂ I + (S) would give that S and hence H has some point in the chronological past of I + . Thus q ∈ S n and since θ(q) < 0 and η is complete we get a contradiction.
From Theorem 2.36 we have Theorem 3.5. (Area theorem for event horizons) Let H be an event horizon in a spacetime (M, g) which satisfies the null convergence condition. Let τ : M → R be a Lipschitz time function on M . Let D(t) = {τ −1 ((−∞, t))} ∩ H and let A(t) := |A(∂ + D(t), 1)| be the area of the horizon, which is well defined for almost every t. If ⋆ holds then for almost every t 1 , t 2 ∈ τ (M ), t 1 < t 2 , we have
where if the equality holds then τ −1 ((t 1 , t 2 ))∩H has at least the same regularity of the metric (C 3 ). In particular, if the topologies of τ −1 (t 1 ) ∩ H and τ −1 (t 2 ) ∩ H differ, for instance if they have a different number of components, then the inequality is strict. Remark 3.6. By Theorem 2.22 one could apply the divergence theorem for every choice of t 1 < t 2 . The 'almost every' restriction is due to the fact that the divergence theorem involves A(∂ − (H\D(t 1 )), 1)| while we want to use A(t 1 ) in its place, and they are equal only for almost every t 1 < t 2 .
Proof. The inequality follows from the just given argument and from the comment after Prop. 2.34. Suppose that the equality holds, then by the area theorem 2.36 and the inequality θ ≥ 0 (Theor. 3.4) we have that locally µ s ij = 0 and θ = 0 which implies by Theor. 2.39 that the horizons has the same regularity of the metric.
The last statement follows from this observation: if the horizon is C 2 on an open set then the generators have no endpoint there, thus the flow of n is well defined between times t 1 and t 2 and provides an homeomorphism between H∩τ −1 (t 1 ) and H∩τ −1 (t 2 ) thus they have the same topology. As a consequence, if the topologies of these slices differ then τ −1 ((t 1 , t 2 )) ∩ H cannot be C 2 which by Theorem 2.36 implies that the inequality is strict. This result was obtained by Hawking under tacit differentiability assumptions on the horizon [42, Prop. 9.2.7] , and then generalized to the non-differentiable case in [20] . It is also generically referred as the area theorem. By Theorem 2.36 the existence of a time function is inessential and serves only to identify the event horizon slices.
The following result has been regarded as a simple corollary of the area theorem, but can in fact be proved without imposing the null convergence condition (compare with [19, Theor. 4.11] ). Theorem 3.7. Let H be an horizon generated by a lightlike Killing field which is nowhere vanishing on H, then the horizon has the same regularity of the metric.
Proof. By assumption H is sent into itself by the local flow of k, which means that through each point of H passes an integral curve of k, necessarily an achronal lightlike geodesic, hence H is C 1 . Observe that k is a semitangent field on H, that is we can set n := k, and that by the Killing condition of k on H the expansion θ vanishes. Thus by Theorem 2.39 the horizon is as regular as the metric.
Cosmic censorship and horizon rigidity
It is expected that generically the maximal globally hyperbolic development of matter and gravitational fields starting from appropriate Cauchy data on a spacelike hypersurface should lead to a spacetime which cannot be further extended. A precise definition of this hypothesis, termed strong cosmic censorship conjecture, will not be particularly important for our purposes. Since the conjecture asks to prove that generically horizons do not form one could try to prove, to start with, that generically compact Cauchy horizons do not form.
We are now going to prove this result which we state in the past version, although the physical interesting case is the dual future version. In our terminology the Einstein equations might or might not include a cosmological constant.
We recall that the dominant energy condition states that at each event p the endomorphism of T p M , u α → −T α β u β , sends the future non-spacelike cone into itself. The stable dominant energy condition states that the endomorphism sends the future-directed causal cone into the future-directed timelike cone. It excludes forms of matter that are on the verge of violating the dominant energy condition and, in particular, some aligned pure radiation stress-energy tensor (Type II, [42] ).
However, as the energy condition is a condition on the nature of the source, it is reasonable to demand the stable dominant energy condition only if some source is present, i.e. T = 0. This observation leads us to the weakened stable dominant energy condition which states that the dominant energy condition holds wherever T = 0. It is equivalent to impose that the endomorphism sends the future-directed causal cone into the future-directed timelike cone plus the zero vector [56] . In the physical four dimensional case it allows diagonal stress energy tensors in which the energy density is larger than the absolute value of the principal pressures. It is equivalent to another condition considered by Hawking [p. 293] [42] .
Theorem 3.8. Suppose that the Einstein equations hold on (M, g). Let S be a C 1 connected partial Cauchy hypersurface and suppose that (i) the weakened stable dominant energy condition holds, and (ii) T = 0 somewhere on S, then all the components of H − (S) are neither compact nor compactly generated.
Condition (ii) states that there is some form of energy content on spacetime, that is, spacetime is not empty. Condition (ii) can also be regarded as a kind of genericity condition.
Proof. Suppose that H − (S) has a compactly generated component, then by Theorem 2.40 H − (S) has just one compact C 2 component and S is compact. By the weakened stable dominant energy condition and by the conservation theorem as clarified and improved in [56, Prop. 3 .5] T (n, n) = 0 somewhere on H − (S) where n is the semitangent to the horizon, which is impossible because T (n, n) = R(n, n) = 0 and by Theorem 2.40 R(n, n) = 0 on the horizon. Corollary 3.9. Let (M, g) be a spacetime which satisfies the Einstein equations and such that the weakened stable dominant energy condition holds. Let S be a connected partial Cauchy hypersurface such that H − (S) is compact, then the stress-energy tensor vanishes on D(S), so the vacuum Einstein equations hold on it, and S is compact and with zero Euler characteristic.
Proof. By Theorem 3.8 and the energy condition the stress energy tensor vanishes on S, thus by Hawking's conservation theorem [42] as improved and clarified in [56] the stress energy tensor vanishes on D(S). The last statement follows from Theorem 2.40.
In the empty case there is still the possibility that a compact Cauchy horizon could form. However, one would expect that this could occur only in very special (non generic) cases as in the highly symmetric Taub-NUT solution. A very interesting result in this direction is due to Moncrief and Isenberg who showed that any analytic compact Cauchy horizon generated by closed lightlike geodesics is actually generated by a lightlike Killing field [47, 57] . The analyticity condition was subsequently improved to smoothness by Friedrich, Rácz and Wald [33] . Joining their main theorem with our smoothness result we obtain Theorem 3.10. Let S be a compact Cauchy hypersurface in a vacuum smooth spacetime. Then H − (S) if non-empty is smooth, and if it is generated by closed lightlike geodesics then there is a neighborhood U of the horizon such that on J − (H) ∩ U , there is a smooth Killing field which is normal to H.
Under analyticity a similar result holds true, but the Killing field exist all over U . It remains open the problem of removing the condition on the closure of the geodesics.
Conclusions
We have obtained and improved some known results on the differentiability of horizons giving new and simple proof based on just its semi-convexity properties. Then we have reviewed and improved the area theorem offering a novel approach based on the divergence theorem for divergence measure fields. The new version can be applied to a wider family of domains and relates the increase in area with the integral of the divergence. The equality case has been studied in detail showing that it corresponds to the vanishing of the singular part of the divergence (or of the Hessian of the horizon graphing function).
The application of some regularity results on quasi-linear elliptic PDEs has lead us to the proof that under the null energy condition every compactly generated Cauchy horizon is smooth and compact, thus solving a known open problem in mathematical relativity.
Finally, theses results have been applied to different more specific issues: (1) we obtained the first complete proof of Hawking's theorem on the (classical) non-existence of time machines, (2) we obtained some other theorems which showed that an advanced civilization cannot create regions of topology change wihtout breaking the spacetime continuum. These theorems do not use the genericity condition and show that the formation of closed timelike curves do not spoil the conclusion. (3) We showed how to apply our version of the area theorem to obtain some classical results on the smoothness of event horizons, and on the increase of the black hole area under merging, (4) we showed that under the weakened stable dominant energy condition and for universes with some energy content, compact Cauchy horizons do not form, a result which supports the strong cosmic censorship. Further, our smoothness result allows us to remove a relevant assumption in the classical theorem by Moncrief and Isemberg on the Killing properties of compact Cauchy horizons.
