Algebraic aspects of generalized approximation spaces  by Yang, Lingyun & Xu, Luoshan
International Journal of Approximate Reasoning 51 (2009) 151–161Contents lists available at ScienceDirect
International Journal of Approximate Reasoning
journal homepage: www.elsevier .com/locate / i jarAlgebraic aspects of generalized approximation spacesq
Lingyun Yang a,b, Luoshan Xu a,*
aDepartment of Mathematics, Yangzhou University, Yangzhou 225002, China
bDepartment of Mathematics, Xuzhou Normal University, Xuzhou 221116, China
a r t i c l e i n f o a b s t r a c tArticle history:
Received 19 January 2009
Received in revised form 22 September
2009
Accepted 1 October 2009
Available online 8 October 2009
Keywords:
Approximation space
Rough set
Approximation set
Deﬁnable set
R-open (closed) set
Regular set
Completely distributive lattice
Complete Boolean algebra0888-613X/$ - see front matter  2009 Elsevier Inc
doi:10.1016/j.ijar.2009.10.001
q Supported by the NSF of China (10371106 and 6
* Corresponding author.
E-mail addresses: luoshanxu@yahoo.com, luoshaThe concept of approximation spaces is a key notion of rough set theory, which is an impor-
tant tool for approximate reasoning about data. This paper concerns algebraic aspects of
generalized approximation spaces. Concepts of R-open sets, R-closed sets and regular sets
of a generalized approximation space ðU;RÞ are introduced. Algebraic structures of various
families of subsets of ðU;RÞ under the set-inclusion order are investigated. Main results are:
(1) The family of all R-open sets (respectively, R-closed sets, R-clopen sets) is both a com-
pletely distributive lattice and an algebraic lattice, and in addition a complete Boolean
algebra if relation R is symmetric. (2) The family of deﬁnable sets is both an algebraic com-
pletely distributive lattice and a complete Boolean algebra if relation R is serial. (3) The col-
lection of upper (respectively, lower) approximation sets is a completely distributive lattice
if and only if the involved relation is regular. (4) The family of regular sets is a complete
Boolean algebra if the involved relation is serial and transitive.
 2009 Elsevier Inc. All rights reserved.1. Introduction
It is well-known that probabilistic reasoning ties closely to various r-algebras, and fuzzy reasoning with fuzzy phenom-
ena is based on Zadeh’s fuzzy sets [33,34]. To deal with inexact information, uncertain or vague knowledge, Pawlak’s rough
set theory [21,22], a generalization of classical set theory, plays an important role and gives rise to a theory of approximate
reasoning [14,23,26]. Different reasoning schemes are based on different logics, and different logics correspond to different
algebraic theories: classical logic corresponds to Boolean algebras; intuitionistic logic corresponds to Heyting algebras; geo-
metric logic, or ﬁnite observation logic, corresponds to frames [27]; other various non-classical logics correspond to algebras
such as MV-algebras, BCK algebras and R0-algebras [11,28]. It has also turned out that to study algebraic aspects of rough sets
is important for using rough set theory in logical reasoning systems.
Rough set theory, created by Pawlak and developed by many other mathematicians and computer scientists, is funda-
mentally important in artiﬁcial intelligence and cognitive sciences. It has provided a more general framework to express
common sense reasoning and uncertainty reasoning, and received wide attention on the research areas in both of the
real-life applications and the theory itself. Many important research topics in rough set theory such as various logics related
to rough sets, connections between rough and fuzzy sets [17,20], and many advanced algebraic properties of rough sets were
presented in the literature. Rough set methodology contributed essentially to modal logics, many valued logic, intuitionistic
logic and others. Possible connections between rough sets and various algebraic systems were also concerned by many. All rights reserved.
0774073).
nxu@hotmail.com (L. Xu).
152 L. Yang, L. Xu / International Journal of Approximate Reasoning 51 (2009) 151–161authors from at least two directions. One is to generalize rough operators to settings of (hyper/semi) groups [2,9,16], rings
[6], modules [5], Boolean algebras [12,18,25], residuated lattices [4], as well as completely distributive lattices [3]. Another
direction is to investigate intrinsic algebraic structures of rough sets. Banerjee and Chakraborty in [1] provided a good survey
on lattice structures of rough sets determined by equivalences. Yao [31] discussed not only the general structures of approx-
imation spaces but also algebraic properties of families of subsets in ﬁnite approximation spaces. In [13], Järvinen provided
the lattice-theoretical background of rough sets and studied lattice structures of generalized rough sets. Liu and Zhu in [19]
presented (algebraic) structures of the lower and upper approximations as well as those of the collection of deﬁnable sets of
their sense. Pei in [24] investigated algebraic structures of the collection of deﬁnable sets of approximation spaces in several
rough set models.
Going deeper along the later direction, this paper aims to investigate algebraic structures of various families of subsets of
generalized approximation spaces with possibly inﬁnite universes and arbitrary binary relations, which may help to develop
methods and provide nice structures for applications. In this paper, a generalized approximation space will be brieﬂy written
as a GA-space. After giving some necessary preliminaries in Section 2, we propose in Section 3 the notions of R-open sets, R-
closed sets and R-clopen sets. Lattice properties of the family of R-open sets (respectively, R-closed sets, R-clopen sets) are
investigated. Then in Section 4 we discuss algebraic properties of the family of all deﬁnable sets of a GA-space. In Section 5
we concern the family of upper (respectively, lower) approximation sets and give a sufﬁcient and necessary condition under
which the families are completely distributive lattices under the set-inclusion order. Lastly, in Section 6 we introduce the
concept of regular sets in GA-spaces and prove that if the relation of a GA-space is serial and transitive, then the collection
of regular sets is a complete Boolean algebra under the set-inclusion order.
2. Preliminaries
For a set U and X#U, we use PU to denote the power set of U and Xc to denote the complement of X in U. For the non-
explicitly stated notions please refer to [7,8,10].
A binary relation R on U is called
(i) serial if for each x 2 U, there is y 2 U such that xRy;
(ii) reﬂexive if xRx for all x 2 U;
(iii) symmetric if xRy implies yRx for all x; y 2 U;
(iv) transitive if xRy and yRz imply xRz for all x; y; z 2 U.
An equivalence relation is a reﬂexive, symmetric and transitive relation. If R is an equivalence relation, we use ½xR to de-
note an equivalence class of R containing x. A preorder on U is a relation which is both reﬂexive and transitive. For a preorder
R on U and X#U, we set # X ¼ fy 2 Uj yRx for some x 2 Xg and " X ¼ fy 2 Uk xRy for some x 2 Xg. For a singleton fxg, we
use # x for # fxg and " x for " fxg: We say that X is a lower set if X ¼# X and that X is an upper set if X ¼" X.
In this paper, a set (may be inﬁnite) U with a binary relation R is called a generalized approximation space (GA-space, in
short). Let ðU;RÞ be a GA-space. For x; y 2 U, if xRy, then y is called a successor of x and x a predecessor of y. Deﬁne
Rs : U ! PU and Rp : U ! PU, such that for all x 2 U,RsðxÞ ¼ fy 2 UjxRyg; RpðxÞ ¼ fy 2 UjyRxg:
Lower and upper approximations are key notions in GA-spaces. We recall deﬁnitions and basic properties of lower and upper
approximation operators of GA-spaces.
Deﬁnition 2.1 [31,32]. Let ðU;RÞ be a GA-space. For X#U, the lower and upper approximations of X in ðU;RÞ are,
respectively deﬁned asRX ¼ fx 2 UjRsðxÞ#Xg; RX ¼ fx 2 UjRsðxÞ \ X – ;g:
The operators R;R : PU ! PU are, respectively called the lower and upper approximation operators in ðU;RÞ.
The following four lemmas are well-known for ﬁnite cases [31,32]. For inﬁnite cases, they also appeared in [13,19].
Lemma 2.2 [13,19,31,32]. Let ðU;RÞ be a GA-space. Then the following statements hold.
(1) RðXcÞ ¼ ðRXÞc;RðXcÞ ¼ ðRXÞc, where Xc is the complement of X#U.
(2) RU ¼ U;R; ¼ ;.
(3) Let fXiji 2 Ig#PU. Then Rð
T
i2IXiÞ ¼
T
i2IRXi;Rð
S
i2IXiÞ ¼
S
i2IRXi.
(4) If X#Y #U, then RX#RY; RX#RY.
Lemma 2.3 [13,32]. Let ðU;RÞ be a GA-space. Then the following statements are equivalent:
(1) R is serial;
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(3) R; ¼ ;;
(4) RU ¼ U.
Lemma 2.4 [13,32]. Let ðU;RÞ be a GA-space. Then the following statements are equivalent:
(1) R is reﬂexive;
(2) RX#X for all X#U;
(3) X#RX for all X#U.Lemma 2.5 [13,32]. Let ðU;RÞ be a GA-space. Then the following statements are equivalent:
(1) R is transitive;
(2) RX#RðRXÞ for all X#U;
(3) RðRXÞ#RX for all X#U.
Zhu [36] proposed a type of binary relation called mediate relation as follows.
Deﬁnition 2.6 [36]. A binary relation R on U is called mediate if xRy implies there is z 2 U such that xRz and zRy for all
x; y 2 U.
Mediate relations are mentioned in [29] as relations satisfying the interpolation property, while in modal logic, they are
usually called dense relations which correspond to the axiom schema (C4): A ! A, where  is the necessity operator.
Zhu [36] characterized mediate relations in terms of the lower and upper approximation operators for ﬁnite cases. As a mat-
ter of fact, the results are also true for inﬁnite cases.
Lemma 2.7 [36]. Let ðU;RÞ be a GA-space. Then the following statements are equivalent:
(1) R is mediate;
(2) RðRXÞ#RX for all X#U;
(3) RX#RðRXÞ for all X#U.
It is known that (cf. [15]) if R is a preorder on U, then the lower and upper approximation operators R and R are respec-
tively the interior and closure operators of a topology on U and the induced topologyTR ¼ fX#UjRX ¼ Xg is just the Alex-
androv topology of ðU;RÞ. So the following lemma is clear.
Lemma 2.8. Let ðU;RÞ be a GA-space with R being a preorder andFR the family of all closed sets of the induced topological space
ðU;TRÞ. Then for all A#U,(1) A 2TR iff A is an upper set with respect to R;
(2) A 2FR iff A is a lower set with respect to R;
(3) TR and FR are closed under arbitrary intersections and unions.
Next we recall some notions and basic results in lattice theory.
Lemma 2.9 Tarski Fixed-point Theorem [10,13]. Let f : L ! L be a monotone self-map on a complete lattice L. Then the set
fixðf Þ ¼ fx 2 Ljx ¼ f ðxÞg of ﬁxed points of f forms a complete lattice itself and Wfx 2 Ljx 6 f ðxÞg is the greatest ﬁxed point,Vfx 2 LjxP f ðxÞg is the least ﬁxed point.Theorem 2.10 [7,13]. Let L be a lattice. Then L is non-distributive iff it has a sublattice isomorphic to N5 or M3. (see Fig. 1).
Deﬁnition 2.11 [10]. A distributive complete lattice L is called a complete Boolean algebra if every element a 2 L has a
unique complement a0 2 L such that a ^ a0 ¼ 0 and a _ a0 ¼ 1.
Deﬁnition 2.12 [10]. A complete lattice is called a completely distributive lattice iff for any family fxj;kjj 2 J; k 2 KðjÞg in L
the identity^ _ _ ^j2J k2KðjÞ
xj;k ¼
f2M j2J
xj;f ðjÞ ðCDÞholds, where M is the set of choice functions deﬁned on J with values f ðjÞ 2 KðjÞ.
Fig. 1.
154 L. Yang, L. Xu / International Journal of Approximate Reasoning 51 (2009) 151–161A complete ring of sets means a subfamily of PU for some set U closed under arbitrary intersections and unions. It is easy
to see that every complete ring of sets is a completely distributive lattice under the set-inclusion order.
In a complete lattice, elements can be ﬁnitely approximated from below are of importance in the view of theoretical com-
puter science and are called compact elements. An algebraic lattice is actually a complete lattice with enough compact ele-
ments. More precisely, we have the following notions and results coming from Domain Theory [10].
Deﬁnition 2.13 [10]. Let L be a poset.
(1) A subset D of L is called directed if it is nonempty and every ﬁnite subset of D has an upper bound in D;
(2) An element k 2 L is called compact if for all directed subsets D# L for which supD exists, k 6 supD always implies the
existence of d 2 D with k 6 d. The subset of all compact elements of L is denoted by KðLÞ.
Deﬁnition 2.14 [10]. A complete lattice L is called algebraic iffð8x 2 LÞ x ¼
_
ð# x \ KðLÞÞ:Lemma 2.15 [10]. For any set U, if L is a subset of PU which is closed under arbitrary intersections and directed unions, then L is
an algebraic lattice andE 2 KðLÞ iff E ¼
\
fY 2 LjF#Yg for some finite F 2 PU:Corollary 2.16. Every complete ring of sets is an algebraic lattice under the set-inclusion order.3. The R-open sets and R-closed Sets
It is well-known that when R is a preorder on U, the lower and upper approximation operators R and R are, respectively
the interior and closure operators of the Alexandrov topology on ðU;RÞ. A set A#U is open in the Alexandrov topology iff
A ¼ RA iff A#RA, and B#U is closed iff B ¼ RB iff RB#B. Making use of these characterizations, in this section, we will gen-
eralize the Alexandrov topology to GA-spaces with arbitrary binary relations by deﬁning R-open sets, R-closed sets and R-
clopen sets. We will also investigate algebraic properties of these sets.
Deﬁnition 3.1. [30]. Let ðU;RÞ be a GA-space and A#U: The set A is called
(i) R-open if A#RA;
(ii) R-closed if RB#B;
(iii) R-clopen if A is both R-closed and R-open.
The family of all R-open sets (respectively, R-closed sets, R-clopen sets) of ðU;RÞ is denoted by OðU;RÞ
(respectively,CðU;RÞ;ClopðU;RÞÞ.
It is easy to see that ; and U are R-open, R-closed and R-clopen sets. So the three types of sets deﬁned above always exist
in any GA-space. The following lemma characterizes them in an intuitive way.
Lemma 3.2
(1) X 2 OðU;RÞ iff X is closed under the successor operation in the sense that for all x 2 X, RsðxÞ#X.
(2) X 2 CðU;RÞ iff X is closed under the predecessor operation in the sense that for all x 2 X, RpðxÞ#X.
(3) X 2 ClopðU;RÞ iff X is closed under both successor ad predecessor operations.
(4) X 2 OðU;RÞ iff Xc 2 CðU;RÞ.
Proof
(1) Assume that X is R-open. Then for all x 2 X, since X#RX, we have x 2 RX and thus RsðxÞ#X. So X is closed under the
successor operation.Conversely, if for all x 2 X;RsðxÞ#X, then for all x 2 X, we have x 2 RX and thus X#RX, that is, X is
an R-open set.
(2) Assume that X is R-closed. Then RX#X. For all x 2 X and y 2 RpðxÞ, we have x 2 RsðyÞ \ X – ; and y 2 RX#X. So, we
have RpðxÞ#X.
Conversely, for any y 2 RX, we have RsðyÞ \ X – ; and there is x 2 X such that y 2 RpðxÞ. Since X is closed under the
predecessor operation, y 2 X. So, we have RX#X and X is an R-closed set.
(3) By (1) and (2).
(4) X 2 OðU;RÞ iff X#RX iff ðRXÞc#Xc iff RðXcÞ#Xc iff Xc 2 CðU;RÞ. h
Theorem 3.3. ðOðU;RÞ; # Þ and ðCðU;RÞ; # Þ are both completely distributive lattices and algebraic lattices.
Proof. It is easy to see that ;;U 2 OðU;RÞ. Let fXiji 2 Ig#OðU;RÞ. Then for each i 2 I;Xi#RXi. So by Lemma 2.2 (3),T
i2IXi#
T
i2IRXi ¼ Rð
T
i2IXiÞ and hence
T
i2IXi 2 OðU;RÞ. It follows from
S
i2IXi#
S
i2IRXi#Rð
S
i2IXiÞ that
S
i2IXi 2 OðU;RÞ.
Thus OðU;RÞ is a complete ring of sets and is a completely distributive lattice. By Corollary 2.16, OðU;RÞ is also an algebraic
lattice.
By the similar argument, one can show that CðU;RÞ is also a complete ring of sets and is both a completely distributive
lattice and an algebraic lattice. h
Theorem 3.4. If R is symmetric, then ðOðU;RÞ; # Þ and ðCðU;RÞ; # Þ are both complete Boolean algebras.
Proof. By the proof of Theorem 3.3, ðOðU;RÞ; # Þ is a distributive complete lattice with ; and U being the smallest and largest
elements respectively. Let X 2 OðU;RÞ. To show Xc 2 OðU;RÞ, by Lemma 3.2 (4), we need to show X 2 CðU;RÞ, that is to show
RX#X. Let y 2 RX. Then RsðyÞ \ X – ;. Pick x 2 X with yRx. It follows from the symmetry of R that xRy. By Lemma 3.2 (1),
X 2 OðU;RÞ is closed under the successor operation. Then it follows from x 2 X and xRy that y 2 X. So, we have RX#X. Thus
Xc is the complement of X in OðU;RÞ and ðOðU;RÞ; # Þ is a complete Boolean algebra.
Since ðCðU;RÞ; # Þ is dually isomorphic to ðOðU;RÞ; # Þ; ðCðU;RÞ; # Þ is also a complete Boolean algebra. h
The following example shows that symmetry of R is not necessary for OðU;RÞ to be a complete Boolean algebra.
Example 3.5. Let U ¼ fa; b; cg and R ¼ fða; bÞ; ðb; cÞ; ðc; aÞg. Then OðU;RÞ ¼ f;;Ug is clearly a complete Boolean algebra. But R
is not symmetric.
It is well-known that there is a bijection between preorders and Alexandrov topologies. By the proof of Theorem 3.3,
OðU;RÞ is closed under arbitrary intersections and unions and is an Alexandrov topology. So OðU;RÞ induces a preorder on
U, that is, the specialization order 6s with respect to OðU;RÞ in the sense that x6sy iff x 2 fyg, where fyg is the closure
of fyg.
Proposition 3.6. Let ðU;RÞ be a GA-space. Then R#6s.
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ðx; yÞ 2 6s. This shows that R#6s. h
Next we discuss the algebraic properties of the family of R-clopen sets.
Theorem 3.7. Let ðU;RÞ be a GA-space. Then ðClopðU;RÞ; # Þ is both an algebraic completely distributive lattice and a complete
Boolean algebra.Proof. By the proof of Theorem 3.3, it is easy to see that ;;U 2 ClopðU;RÞ and ClopðU;RÞ is closed under arbitrary intersec-
tions and unions. So ðClopðU;RÞ; # Þ is a completely distributive lattice and by Corollary 2.16, ðClopðU;RÞ; # Þ is an algebraic
lattice. By Lemma 3.2(4), we have that X 2 ClopðU;RÞ implies Xc 2 ClopðU;RÞ. Thus ðClopðU;RÞ; # Þ is also a complete Boolean
algebra. h4. The deﬁnable sets
For a GA-space ðU;RÞ, each subset X of U can be approximated by two sets: the lower approximation RX of X
consisting of objects whose successors are all in X and the upper approximation RX of X consisting of objects which have
some successor in X. A subset X#U is called deﬁnable if RX ¼ RX. We denote the family of all deﬁnable sets of ðU;RÞ as
Def ðU;RÞ.
By Proposition 2 in [19], we can get the existence condition of deﬁnable set, as shown in the following proposition.
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It is well-known that, in a classical Pawlak rough set model ðU;RÞ with R being an equivalent relation, the deﬁnable sets
are exactly the clopen sets of the induced Alexandrov topology. Nowwe discuss relationships between the deﬁnable sets and
R-clopen sets in generalized Approximation spaces.
Proposition 4.2. Let ðU;RÞ be a GA-space. If R is serial, then ClopðU;RÞ#Def ðU;RÞ.
Proof. Let X 2 ClopðU;RÞ. Then RX#X#RX. Since R is serial, RX#RX. Thus RX ¼ RX and X 2 Def ðU;RÞ. So
ClopðU;RÞ#Def ðU;RÞ. h
In Proposition 4.2, the equality does not hold in general.
Example 4.3. Let U ¼ fa; b; cg and R ¼ fða; bÞ; ða; cÞ; ðb; aÞ; ðc; cÞg. Then RsðaÞ ¼ fb; cg, RsðbÞ ¼ fag; RsðcÞ ¼ fcg and R is serial.
Take X ¼ fag. Since RX ¼ fbg ¼ RX;X is deﬁnable. But RX  X  RX, thus X is not R-clopen. So ClopðU;RÞ – Def ðU;RÞ.
Proposition 4.4. Let ðU;RÞ be a GA-space. If R is reﬂexive, then ClopðU;RÞ ¼ Def ðU;RÞ.
Proof. Since a reﬂexive relation is trivially serial, by Proposition 4.2, ClopðU;RÞ#Def ðU;RÞ. On the other hand, for each
X 2 Def ðU;RÞ, one has RX ¼ RX. Since R is reﬂexive, by Lemma 2.4, RX#X#RX. Thus RX ¼ X ¼ RX and X 2 ClopðU;RÞ. This
shows that Def ðU;RÞ#ClopðU;RÞ and hence ClopðU;RÞ ¼ Def ðU;RÞ. h
Now we discuss algebraic properties of the family of deﬁnable sets.
Proposition 4.5. Let ðU;RÞ be a GA-space with R being serial. Then Def ðU;RÞ is closed under arbitrary intersections and unions in
ðPU; # Þ.
Proof. Let fXiji 2 Ig#Def ðU;RÞ, where I is an index set. Then for all i 2 I, RXi ¼ RXi. By Lemma 2.2 (3) and (4),
RðTi2IXiÞ#
T
i2IRXi ¼
T
i2IRXi ¼ Rð
T
i2IXiÞ: Since R is serial, by Lemma 2.3, Rð
T
i2IXiÞ#Rð
T
i2IXiÞ. So Rð
T
i2IXiÞ ¼ Rð
T
i2IXiÞ andT
i2IXi 2 Def ðU;RÞ. Similarly, one can show that
S
i2IXi 2 Def ðU;RÞ. By Lemmas 2.2 and 2.3, one has ;;U 2 Def ðU;RÞ. So
Def ðU;RÞ is closed under arbitrary intersections and unions in ðPU; # Þ. h
Theorem 4.6. If R is a serial relation on U, then ðDef ðU;RÞ; # Þ is a completely distributive lattice, an algebraic lattice and a com-
plete Boolean algebra.
Proof. It follows from Proposition 4.5 and Corollary 2.16 that ðDef ðU;RÞ; # Þ is a completely distributive lattice and an
algebraic lattice. Particularly, ðDef ðU;RÞ; # Þ is a distributive complete lattice with ; and U as the smallest and largest
elements respectively. Let X 2 Def ðU;RÞ. Then RX ¼ RX and by Lemma 2.2 (1), RðXcÞ ¼ ðRXÞc ¼ ðRXÞc ¼ RðXcÞ. Thus Xc 2
Def ðU;RÞ. Clearly Xc is the complement of X in ðDef ðU;RÞ, # Þ. So ðDef ðU;RÞ, # Þ is also a complete Boolean algebra. h
The following proposition characterizes the compact elements of the algebraic lattice ðDef ðU;RÞ; # Þ under different
conditions.
Proposition 4.7. Let ðU;RÞ be a GA-space, E#U.
(1) If R is serial, then E 2 KðDef ðU;RÞÞ if and only if E ¼ TfX#UjF#X;RX ¼ RXg for some ﬁnite F#U.
(2) If R is a preorder, then E 2 KðDef ðU;RÞÞ if and only if E ¼ TfX#UjF#X; # X ¼ X ¼" Xg for some ﬁnite F#U.
(3) If R is an equivalence relation, then E 2 KðDef ðU;RÞÞ if and only if E ¼ Sa2F ½aR for some ﬁnite F#U.Proof
(1) Since R is serial, Def ðU;RÞ is closed under arbitrary intersections and unions in ðPU; # Þ. By Lemma 2.15, we have
E 2 KðDef ðU;RÞÞ iff E ¼
\
fX 2 Def ðU;RÞjF#Xg for some finite F 2 PU;
iff E ¼
\
fX#UjF#X;RX ¼ RXg for some finite F#U:(2) Since R is a preorder, X is a deﬁnable set iff X is a clopen set of ðU;TRÞ. It follows from Lemmas 2.8 and 2.15 that (2)
holds.
(3) If R is an equivalence relation, then it is easy to see that X 2 Def ðU;RÞ iff RX ¼ X ¼ RX iff for all x 2 X; ½xR#X.
Assume E 2 KðDef ðU;RÞÞ. Then by Lemma 2.15, there is a ﬁnite F#U such that E ¼ TfX 2 Def ðU;RÞjF#Xg. Set
A ¼ fX 2 Def ðU;RÞjF#Xg. Clearly Sa2F ½aR 2A. For any X 2A, ½aR#X for all a 2 F and hence
S
a2F ½aR#X. SoT
A ¼ Sa2F ½aR. Thus E ¼
T
A ¼ Sa2F ½aR.
Conversely, assume E ¼ Sa2F ½aR for some ﬁnite F#U. Then by the similar argument of the above, it is easy to show that
E ¼ TfX 2 Def ðU;RÞjF#Xg. By Lemma 2.15, E 2 KðDef ðU;RÞÞ. h
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In [13], Järvinen discussed the lattice structures of the family ImðRÞ ¼ fRðXÞjX 2 PUg of all lower approximation sets and
the family ImðRÞ ¼ fRðXÞjX 2 PUg of all upper approximation sets in a GA-space ðU;RÞ. It has been shown that posets
ðImðRÞ; # Þ and ðImðRÞ; # Þ are complete lattices. The following proposition also appeared in [13].
Proposition 5.1 [13]. ðImðRÞ; # Þ is dually isomorphic to ðImðRÞ; # Þ.
Let R be a preorder. Then ImðRÞ and ImðRÞ are respectively the familyTR of open sets andFR of closed sets of the Alex-
androv topological space ðU;TRÞ. By Lemma 2.8 (3), ImðRÞ and ImðRÞ are complete rings of sets and thus completely distrib-
utive lattices.
Following the work of Järvinen [13], we explore further algebraic properties of ðImðRÞ; # Þ and ðImðRÞ; # Þ. The next two
theorems show that ðImðRÞ; # Þ and ðImðRÞ; # Þ are also algebraic lattices and give characterizations of their compact ele-
ments when R is a preorder.
Theorem 5.2. If R is a preorder, then(1) ðImðRÞ; # Þ is an algebraic lattice;
(2) KððImðRÞ; # ÞÞ ¼ f" FjF is a finite subset of Ug.Proof
(1) Since ImðRÞ is a complete ring of sets, by Corollary 2.16, ðImðRÞ; # Þ is algebraic.
(2) By Lemma 2.15, E 2 KððImðRÞ; # ÞÞ iff E ¼ TfRXjF#RXg for some ﬁnite F#U. Noticing that " F is an open set of ðU;TRÞ
by Lemma 2.8 (1), we have\
fRXjF#RXg ¼
\
fRXj8f 2 F;Rsðf Þ#Xg ¼ Rð
\
fX#Uj " F#XgÞ ¼ Rð" FÞ ¼" F:So E 2 KððImðRÞ; # ÞÞ iff E ¼" F for some ﬁnite F#U, as desired. h
Theorem 5.3. If R is a preorder, then
(1) ðImðRÞ; # Þ is an algebraic lattice;
(2) KððImðRÞ; # ÞÞ ¼ f# FjF is a finite subset of Ug.Proof
(1) Since ImðRÞ is a complete ring of sets, by Corollary 2.16, ðImðRÞ; # Þ is algebraic.
(2) By Lemma 2.15, E 2 KððImðRÞ; # ÞÞ iff E ¼ TfRXjF#RXg for some ﬁnite F#U. Since TfRXjF#RXg ¼ Tf# XjF#
# Xg ¼# F, one has E 2 KððImðRÞ; # ÞÞ iff E ¼# F for some ﬁnite F#U, as desired. h
It should be noticed that if R is merely reﬂexive or transitive, then ðImðRÞ; # Þ may not be distributive, as shown in the
following two examples.
Example 5.4. Let U ¼ fa; b; c; dg and R ¼ fða; aÞ; ða; dÞ; ðb; bÞ; ðc; cÞ; ðd; bÞ; ðd; dÞg. Then R is reﬂexive but not transitive. It is
direct to compute thatRsðaÞ ¼ fa;dg; RsðbÞ ¼ fbg; RsðcÞ ¼ fcg; RsðdÞ ¼ fb; dg;
ImðRÞ ¼ f;; fag; fbg; fcg; fa; cg; fb; dg; fb; cg; fa; b;dg; fb; c;dg;Ug:Now we give the Hasse diagram of complete lattice ðImðRÞ; # Þ. For simplicity, sets are denoted by sequences of their ele-
ments. As shown in Fig. 2(1), complete lattice ðImðRÞ; # Þ has a sublattice consisting of the ﬁve elements marked with ﬁlled
circles which is isomorphic to N5 (See Fig. 1). So ðImðRÞ; # Þ is non-distributive.
Example 5.5. Let U ¼ fa; b; c; d; e; fg and R ¼ fða; bÞ; ða; cÞ; ðd; bÞ; ðd; eÞ; ðf ; cÞg. Then R is transitive but not reﬂexive. It is direct
to compute thatRsðaÞ ¼ fb; cg; RsðdÞ ¼ fb; eg; Rsðf Þ ¼ fcg; RsðbÞ ¼ RsðcÞ ¼ RsðeÞ ¼ ;;
ImðRÞ ¼ ffb; c; eg; fb; c; e; fg; fa; b; c; e; fg; fb; c;d; eg;Ug:As shown in Fig. 2(2), complete lattice ðImðRÞ; # Þ is isomorphic to the typical non-distributive lattice N5 (See Fig. 1).
Fig. 2.
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sufﬁcient and necessary conditions for ðImðRÞ; # Þ being a completely distributive lattice, we need the following deﬁnition
and lemmas.
Deﬁnition 5.6 [29,35]. A binary relation R on U is called regular if there exists a binary relation r on U such that
R  r  R ¼ R.In [35], Zareckii proved the following remarkable result.
Lemma 5.7 [29,35]. A binary relation R on a set U is regular if and only if the complete lattice ðURðUÞ; # Þ is a completely
distributive lattice, whereURðUÞ ¼ fRðAÞjA#Ug; RðAÞ ¼ fy 2 Uj9a 2 A; aRyg:
From the deﬁnition of regular relations, it is easy to show that the regularity of relation R is equivalent to that of the re-
verse relation R1.
Lemma 5.8. A binary relation R is regular iff the inverse relation R1 of R is regular.
Proof. Assume that R is regular. Then by Deﬁnition 5.6, there is a binary relation r such that R  r  R ¼ R. Then
R1 ¼ ðR  r  RÞ1 ¼ R1  r1  R1. This shows R1 is regular.
Conversely, if R1 is regular, then by the above argument, R ¼ ðR1Þ1 is regular. h
Xu and Liu [29] have also given the intrinsic characterization of regular relations as follows.
Lemma 5.9 [29]. A binary relation R on a set U is regular if and only if for all x; y 2 U, xRy implies that there are u;v 2 U such that
(a) xRv ; uRy, and
(b) for all s; t 2 U; sRv and uRt imply sRt.
By Lemma 5.9, we have
Lemma 5.10. If a binary relation R on X is mediate and transitive, then R is regular.
Proof. Let x; y 2 X with xRy. By Deﬁnition 2.6, there exist u;v 2 X such that xRv ; vRu and uRy. Let s; t 2 X with sRv and uRt.
Then it follows from sRv ;vRu;uRt and transitivity of R that sRt. By Lemma 5.9, R is regular, as desired. h
We now arrive at giving a necessary and sufﬁcient condition under which ðImðRÞ; # Þ is a completely distributive lattice
for a GA-space ðU;RÞ.
Theorem 5.11. Let ðU;RÞ be a GA-space.Then ðImðRÞ; # Þ is a completely distributive lattice iff R is regular.
Proof. For all A#U, it is easy to see thatR1ðAÞ ¼ fyj9a 2 A; aR1yg ¼ fyj9a 2 A; yRag ¼ fyjRsðyÞ \ A – ;g ¼ RA:
So UR1 ðUÞ ¼ fR1ðAÞjA#Ug ¼ fRAjA#Ug ¼ ImðRÞ. By Lemmas 5.7 and 5.8, we have that ðImðRÞ; # Þ ¼ ðUR1 ðUÞ; # Þ is a com-
pletely distributive lattice iff R1 is regular iff R is regular. h
By Lemma 5.10 and Theorem 5.11, we immediately have
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Clearly, a transitive and symmetric binary relation is also mediate. So we have
Corollary 5.13. If R is transitive and symmetric, then ðImðRÞ; # Þ is completely distributive.
It is well-known that a poset L is a completely distributive lattice if and only if its dual Lop is. So by Proposition 5.1,
ðImðRÞ; # Þ is a completely distributive lattice if and only if ðImðRÞ; # Þ is. Thus the conclusions in Theorem 5.11, Corollaries
5.12 and 5.13 are also true for ðImðRÞ; # Þ.6. The regular sets
Recall that in a topological space ðU;TÞ, a subset X is called regular iff X ¼ X, where X is the interior of the closure of X.
The collection of all regular sets of U is denoted as OregðUÞ. It is known that ðOregðUÞ; # Þ is a complete Boolean algebra, and
every complete Boolean algebra is isomorphic to ðOregðWÞ; # Þ for some topological spaceW [10]. In this section, we will gen-
eralize the concept of regular sets to GA-spaces.
Deﬁnition 6.1. Let ðU;RÞ be a GA-space and X#U. If X ¼ RRX, then X is called a regular set of ðU;RÞ. The collection of all
regular sets of ðU;RÞ is denoted as RegðU;RÞ.
In fact, the regular sets are exactly the ﬁxed points of monotone map RR : ðPU; # Þ ! ðPU; # Þ. So it is easy to see by Lem-
ma 2.9 (Tarski Fixed-point Theorem) that regular sets always exist and we have
Theorem 6.2. Let ðU;RÞ be a GA-space. Then ðRegðU;RÞ; # Þ is a complete lattice.
It is well-known that in topological spaces, regular sets are all open sets. For GA-spaces, however, regular sets may not be
R-open.
Example 6.3. Let U ¼ fa; b; cg and R ¼ fða; bÞ; ða; cÞ; ðb; aÞ; ðb; cÞ; ðc; bÞg. Then RsðaÞ ¼ fb; cg; RsðbÞ ¼ fa; cg; RsðcÞ ¼ fbg. Let us
consider set fbg#U. It is easy to see that Rfbg ¼ fa; cg and RRfbg ¼ fbg. So fbg is a regular set. But fbg is not R-open since
fbg  fcg ¼ Rfbg.
But if relation R is transitive, then every regular set of a GA-space ðU;RÞ is R-open, as seen in the next proposition.
Proposition 6.4. Let ðU;RÞ be a GA-space. If R is transitive, then RegðU;RÞ#OðU;RÞ.
Proof. For every X 2 RegðU;RÞ, X ¼ RRX. Since R is transitive, by Lemma 2.5, RX ¼ R RRX  RRX ¼ X. So X is an R-open set. h
We shall show that under some suitable conditions, ðRegðU;RÞ; # Þ is a complete Boolean algebra. In the sequel, for two
operators a; b : PU ! PU, we use a 6 b to denote the fact that for all X#U, aðXÞ#bðXÞ.
Lemma 6.5. Let ðU;RÞ be a GA-space. If R is serial and transitive, then RR : PU ! PU is idempotent.
Proof. By Lemma 2.2(4), R and R are both monotone. It follows from Lemma 2.3 that R 6 R. By Lemma 2.5, we have R 6 R R
and R R 6 R. So R R R 6 R R 6 R and R R R R 6 R R R R 6 R R. On the other hand, since R 6 R R and R 6 R, one has
RR 6 R R R 6 R R R R 6 R R R R. Thus RR ¼ R R R R is idempotent. h
Proposition 6.6. If R is a serial and transitive relation on U, then RegðU;RÞ ¼ ImðRRÞ, where ImðRRÞ is the image of the monotone
map RR : PU ! PU.
Proof. By Lemma 6.5, for all X#U;RRX ¼ RRðRRXÞ 2 RegðU;RÞ and ImðRRÞ#RegðU;RÞ. Conversely, for all X 2 RegðU;RÞ, we
have X ¼ RRX hence X 2 ImðRRÞ and RegðU;RÞ# ImðRRÞ. So RegðU;RÞ ¼ ImðRRÞ. h
Lemma 6.7. Let ðU;RÞ be a GA-space. If R is serial and transitive, then for all X 2 RegðU;RÞ;X ¼ RX#RX.
Proof. Let X 2 RegðU;RÞ. Then RRX ¼ X. By Lemmas 2.3 and 2.5, we have R 6 R and R 6 R R. Thus X ¼ RRX#R RRX ¼ RX#RX
and RX#RRX ¼ X. So X ¼ RX#RX. h
Now we come to characterize the sups and infs in ðRegðU;RÞ; # Þ.
Proposition 6.8. Let ðU;RÞ be a GA-space and fXij i 2 Ig#RegðU;RÞ. If R is serial and transitive, then in ðRegðU;RÞ; # Þ, we have
(1)
W
i2IXi ¼ R Rð
S
i2IXiÞ;
(2)
V
i2IXi ¼
T
i2IXi.
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(1) By Proposition 6.6, R RðSi2IXiÞ 2 RegðU;RÞ. Since RR is monotone and Xi ¼ RRXi for all i 2 I, we have
RRðSXiÞ 
S
RRXi ¼
S
Xi. This means RRð
S
i2IXiÞ is an upper bound of fXiji 2 Ig. Let X 2 RegðU;RÞ be an arbitrary upper
bound of fXiji 2 Ig. Then
S
Xi#X and RRð
S
i2IXiÞ#RRðXÞ ¼ X 2 RegðU;RÞ. So RRð
S
i2IXiÞ is the smallest upper bound of
fXiji 2 Ig in ðRegðU;RÞ; # Þ, that is,
W
i2IXi ¼ RRð
S
i2IXiÞ.
(2) Since RR is monotone and Xi ¼ RRXi for all i 2 I, we have RRð
T
i2IXiÞ#
T
i2IRRXi ¼
T
i2IXi. On the other hand, since R 6 R,
R 6 R R and by Lemma 6.7, Xi ¼ RXi, we have also
T
i2IXi ¼
T
i2IRXi ¼ Rð
T
i2IXiÞ#R Rð
T
i2IXiÞ#RRð
T
i2IXiÞ. SoT
i2IXi ¼ RRð
T
i2IXiÞ 2 RegðU;RÞ and hence
V
i2IXi ¼
T
i2IXi. h
Proposition 6.9. Let ðU;RÞ be a GA-space. If R is serial and transitive, then ðRegðU;RÞ; # Þ is distributive.
Proof. For X;Y; Z 2 RegðU;RÞ, to show
X ^ ðY _ ZÞ ¼ ðX ^ YÞ _ ðX ^ ZÞ; ðDÞwe only need to showX ^ ðY _ ZÞ 6 ðX ^ YÞ _ ðX ^ ZÞ:
By Proposition 6.8, we actually need to showX \ RRðY [ ZÞ#RRððX \ YÞ [ ðX \ ZÞÞ ¼ RRðX \ ðY [ ZÞÞ:
Let x 2 X \ RRðY [ ZÞ. Then x 2 X and x 2 RRðY [ ZÞ. By Lemma 6.7, x 2 X ¼ RX and hence RsðxÞ#X. Since x 2 RRðY [ ZÞ and R is
serial, ; – RsðxÞ#RðY [ ZÞ. Pick u 2 RsðxÞ#RðY [ ZÞ, then RsðuÞ \ ðY [ ZÞ – ;. Since R is transitive and u 2 RsðxÞ, it is easy to
see RsðuÞ#RsðxÞ and hence RsðxÞ \ ðY [ ZÞ – ;. Noticing that RsðxÞ#X, we have RsðxÞ \ ðX \ ðY [ ZÞÞ ¼ RsðxÞ \ ðY [ ZÞ–;. So
x 2 RðX \ ðY [ ZÞÞ. This shows that X \ RRðY [ ZÞ#RðX \ ðY [ ZÞÞ. Then by Lemma 6.7, we have X \ RRðY [ ZÞ ¼ RðX\
RRðY [ ZÞÞ#RRðX \ ðY [ ZÞÞ, as desired. h
Theorem 6.10. Let ðU;RÞ be a GA-space. If R is serial and transitive, then ðRegðU;RÞ; # Þ is a complete Boolean algebra.
Proof. By Theorem 6.2 and Proposition 6.9, ðRegðU;RÞ; # Þ is a distributive complete lattice. Since R is serial, it is easy to
show that ; and U are respectively the smallest element and largest element of ðRegðU;RÞ; # Þ.
For all X 2 RegðU;RÞ, we have RRX ¼ X. Then by Lemma 2.2(1),
RRðXcÞ ¼ RððRXÞcÞ ¼ ðRRXÞc ¼ Xc: ðÞSo RRðRðXcÞÞ ¼ RðRRðXcÞÞ ¼ RðXcÞ and RðXcÞ 2 RegðU;RÞ. By Lemma 6.7, X ¼ RX and R; ¼ ;. Thus by Proposition 6.8,
X ^ RðXcÞ ¼ X \ RðXcÞ ¼ RX \ RðXcÞ ¼ RðX \ XcÞ ¼ R; ¼ ;:By Lemma 6.7, X#RX. Thus by Proposition 6.8 and equation ðÞ, we have
X _ RðXcÞ ¼ RRðX [ RðXcÞÞ ¼ RðRX [ RRðXcÞÞ ¼ RðRX [ XcÞ  RðX [ XcÞ ¼ RU ¼ U:So X ^ RðXcÞ ¼ ;, X _ RðXcÞ ¼ U and RðXcÞ is the complement of X in ðRegðU;RÞ; # Þ. By Deﬁnition 2.11, ðRegðU;RÞ; # Þ a com-
plete Boolean algebra. h
Since a preorder is serial and transitive, by Theorem 6.10, we have
Corollary 6.11. Let ðU;RÞ be a GA-space. If R is a preorder, then ðRegðU;RÞ; # Þ is a complete Boolean algebra.
In [36], Zhu deﬁned that a relation R on a set U is a positive alliance relation iff for all x; y 2 U; ðx; yÞ R R implies that there is
z 2 U such that ðx; zÞ 2 R and ðz; yÞ R R.
It is easy to see that a positive alliance relation is serial. So by Theorem 6.10, we have
Corollary 6.12. Let ðU;RÞ be a GA-space. If R is a transitive and positive alliance relation, then ðRegðU;RÞ; # Þ is a complete
Boolean algebra.7. Concluding remarks
It is a common sense that studying algebraic structures of a mathematical theory has proved itself effective in applica-
tions and that systematic studies of various subsets in generalized approximation spaces would provide better understand-
ings to generalized rough set theory and reasonings. We in this paper proposed concepts of R-open (closed, clopen) sets and
regular sets of a GA-space and studied algebraic properties of various families of subsets of GA-spaces under the set-inclu-
sion order. Most of the families turned out to be completely distributive lattices or complete Boolean algebras under some
L. Yang, L. Xu / International Journal of Approximate Reasoning 51 (2009) 151–161 161suitable conditions. We hope that our work in algebraic aspects of GA-spaces will stimulate more research topics of this sub-
jects. To give simple characterizations of the atoms of complete Boolean algebras (DefðU;RÞ; # ) and ðRegðU;RÞ; # Þ in suit-
able cases will be such an interesting topic (paper [19] has given some kind of characterizations of the atoms of
(DefðU;RÞ; # ) in ﬁnite cases). We also hope that our work will be beneﬁcial to both theoretical studies and practical appli-
cations of rough set theory and reasonings.
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