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ep
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Abstract
The approximation of integral type functionals is studied for discrete obser-
vations of a continuous Itô semimartingale. Based on novel approximations in
the Fourier domain, central limit theorems are proved for L2-Sobolev functions
with fractional smoothness. An explicit L2-lower bound shows that already
lower order quadrature rules, such as the trapezoidal rule and the classical
Riemann estimator, are rate optimal, but only the trapezoidal rule is efficient,
achieving the minimal asymptotic variance.
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1 Introduction
For T > 0 let X = (Xt)0≤t≤T be an R
d-valued continuous Itô semimartingale on
a filtered probability space (Ω,F , (Ft)0≤t≤T ,P). Consider the approximation of the
occupation time functional
Γt (f) =
∫ t
0
f (Xr) dr, 0 ≤ t ≤ T,
for a function f from discrete observations Xtk at times tk = k∆n, where ∆n = T/n
and k ∈ {0, . . . , n}. This discretization problem appears naturally in numerical
analysis and statistics for stochastic processes. The mathematical challenge is to
determine an optimal approximation method and the rate at which convergence
takes place. Clearly, this should depend on the regularity of f .
Since paths of continuous semimartingales are almost 1/2-Hölder-regular, the
same holds for a path t 7→ f(Xt), if f is at least Lipschitz continuous. This allows only
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for lower order quadrature rules, achieving almost the pathwise rate of convergence
∆
1/2
n for n → ∞, cf. [6]. From a probabilistic point of view, a natural estimator
is the conditional expectation E[Γt(f)|Gn], where Gn = σ(Xtk : k ∈ {0, . . . , n}) is
the sigma field generated by the data. When f is the identity and X is a Brownian
motion, it is well-known that E[Γt(f)|Gn] is given by the trapezoidal rule (cf. [8], see
also Remark 1 below). In Chapter 6 of [12], on the other hand, it was shown that
already the Riemann estimator
Γ̂t,n(f) = ∆n
⌊t/∆n⌋∑
k=1
f(Xtk−1)
satisfies a central limit theorem with rate ∆n, when f ∈ C2(Rd). This improves con-
siderably on the pathwise rate of convergence. Interestingly, the weak limit depends
only on ∇f and therefore it seems that the central limit theorem might also hold for
less smooth functions. The proof relies crucially on Itô’s formula and therefore works
only for f ∈ C2(Rd). The only other related result in the literature is Corollary 3.4 of
[15] for the occupation time Γt(1[K,∞)), K ∈ R, with rate ∆3/4n . The specific analysis
is restricted to indicator functions and X being a Brownian motion. As we will see
below, the main difficulty for less smooth functions is to control the asymptotic bias,
which may dominate in the limit. Other works focus on strong Lp-approximations
for the error Γt(f)− Γ̂t,n(f) for various processes X and functions f with Hölder or
fractional L2-Sobolev regularity, cf. [3] for an overview.
The goal of this work is to prove central limit theorems for Γt(f)− Γ̂t,n(f) when
f is not in C2(Rd). Related to the classical work of [10] on occupation densities, the
central idea is to express the error Γt(f)− Γ̂t,n(f) in terms of the Fourier transform
of f and the complex exponentials ei〈u,Xt〉. The approximation problem is therefore
moved to the frequency domain, which suggests measuring regularity of f in the
fractional L2-Sobolev sense. This is fundamentally inspired by the one-step Euler
approximations of [9], applied here to a discretization problem, and differs from
the usual piecewise constant approximation in time of semimartingales. With this,
assuming regularity for the coefficients of X, we extend the central limit theorem
to f ∈ Hs(Rd), s ≥ 1, with the same rate ∆n. For processes with independent
increments even s = 1 is achieved. Conceptually, this is related to the averaging
by noise phenomenon (cf. [5]) and the smoothing properties of x 7→ Γt(f(·+ x)). In
addition, the proof yields tight bounds for the Itô correction term in the classical Itô
formula, which may be of independent interest and can be used to prove generalized
Itô formulas. We consider here only continuous Itô semimartingales, but extensions
to more general processes including jumps seem possible.
One might wonder if the rate of convergence ∆n can be improved using higher
order quadrature rules. We will see that this is not possible, proving a lower bound
in the L2(P) sense. Indeed, we show that the conditional expectation E[Γt(f)|Gn]
achieves the same rate ∆n for f ∈ H1(Rd), at least when X is a Brownian motion.
The paper is organized as follows. In Section 2 we extend the central limit theo-
rem for f ∈ C2(Rd) to f with fractional Sobolev regularity. Several special cases are
studied to relax the assumptions made there. Section 3 presents the lower bound.
Proofs can be found in the appendix.
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2 Central limit theorems
Recall (see e.g., [12]) that we can realize our Itô semimartingale as
Xt = X0 +
∫ t
0
brdr +
∫ t
0
σrdWr, 0 ≤ t ≤ T, (1)
whereX0 is F0-measurable, (Wt)0≤t≤T is a standard d-dimensional Brownian motion,
b = (bt)0≤t≤T is a locally bounded R
d-valued process and σ = (σt)0≤t≤T is a càdlàg
R
d×d-valued process, all adapted to (Ft)0≤t≤T .
For the stable convergence in law used below we refer to [13]. We write Z(n)
st−→ Z,
if a sequence of stochastic processes Z(n) on [0, T ] converges stably in law to another
process Z. This convergence may occur either at a fixed time 0 ≤ t ≤ T or as
processes on the Skorokhod space D([0, T ],Rd).
For f ∈ C2(Rd) the error from Riemann approximation, Γt(f)− Γ̂t,n(f), can be
computed explicitly using Itô’s formula. A standard CLT for triangular arrays of
martingale differences (cf. Theorem IX.7.28 of [13]) yields then the following result,
which can be found as Theorem 6.1.2 in [12]:
Theorem 1. For f ∈ C2(Rd) we have the stable convergence
∆−1n (Γt(f)− Γ̂t,n(f)) st−→
1
2
(f(Xt)− f(X0)) + 1√
12
∫ t
0
〈∇f(Xr), σrdW˜r〉 (2)
for n → ∞ as processes on the Skorokhod space D([0, T ],Rd), where W˜
is a d-dimensional Brownian motion, defined on an independent extension of
(Ω,F , (Ft)0≤t≤T ,P).
Remark 1. Consider the trapezoidal rule Θ̂t,n(f), which satisfies
Θ̂t,n(f) := ∆n
⌊t/∆n⌋∑
k=1
f(Xtk−1) + f(Xtk)
2
= Γ̂t,n(f) + ∆n
f(X⌊t/∆n⌋∆n)− f(X0)
2
.
Since f(X⌊t/∆n⌋∆n) converges uniformly for 0 ≤ t ≤ T and n → ∞ to f(Xt), the
CLT in Theorem 1 provides us also with a functional CLT for Θ̂t,n(f):
∆−1n (Γt(f)− Θ̂t,n(f)) st−→
1√
12
∫ t
0
〈∇f(Xr), σrdW˜r〉. (3)
This means that the trapezoidal rule achieves the same rate as the Riemann es-
timator, but is asymptotically unbiased, as opposed to (2). It even has minimal
asymptotic variance, as Theorem 3 below shows when X is a Brownian motion. For
simplicity, we consider in the following only Γ̂t,n(f), but results transfer to Θ̂t,n(f).
Inspired by the observation that the limiting process in (2) requires formally
only a (weak) derivative for f , we will now derive a CLT for more general functions.
Since Itô’s formula cannot be applied, the proof for Theorem 1 has to be modified.
We want to emphasize that it is not straightforward to simply use one of the several
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generalized Itô formulas for semimartingales (e.g., [16]), because the term replacing
the Itô correction is not explicit and has only low regularity.
Our argument is based on Fourier analysis, so a natural function space for f
is Hs(Rd), the fractional L2-Sobolev space with regularity s ≥ 0. It contains all
functions f ∈ L2(Rd) with finite seminorm
‖f‖Hs =
(∫
Rd
|Ff (u)|2 |u|2s du
)1/2
, (4)
where Ff is the Fourier transform of f , which is for f ∈ L1(Rd) ∩ L2(Rd) defined
as Ff(u) = ∫
Rd
f(x)ei〈u,x〉dx, u ∈ Rd. For details on the fractional Sobolev spaces
we refer to [1, 17]. We further say that f ∈ Hsloc(Rd), if f · ϕ ∈ Hs(Rd) for all
ϕ ∈ C∞c (Rd). It is well-known that Ck(Rd) ⊆ Hkloc(Rd) for integers k, but one can
also show Cs
′
(Rd) ⊆ Hsloc(Rd), s′ > s, using the Sobolev-Slobodeckij norm onHs(Rd)
instead, cf. [7]. By Sobolev embedding we know Hsloc(R
d) ⊆ Ck(Rd), if s > d/2 + k,
cf. Section 2.7 of [17]. Moreover, (f(Xt))0≤t≤T is generally not a semimartingale.
Example 1. Let α ≥ 0 and consider f(x) = |x|−α for x ∈ Rd\{0}, f(0) = 0. Then
one can show that f ∈ Hsloc(Rd), s < d/2 − α. On the other hand, for a < b ∈ R,
the indicator f = 1[a,b] lies in H
s(R) for s < 1/2− ε.
While the stable convergence in (2) applies to all continuous Itô semimartingales
X, below we restrict X to trade off regularity between f and σ. For this consider
the following assumptions, cf. [11]:
Assumption S(α;β). Let 0 < α, β ≤ 1. There exists an increasing sequence of
stopping times (τR)R≥1 with τR →∞ for R→∞ such that for all 0 ≤ s, t ≤ T with
t+ s ≤ T
E
[
sup
0≤r≤s
∣∣σ(t+r)∧τR − σt∧τR ∣∣2] ≤ Cs2α, E [ sup
0≤r≤s
∣∣b(t+r)∧τR − bt∧τR ∣∣2] ≤ Cs2β.
Moreover, sup0≤t≤T
∣∣(σtσ⊤t )−1∣∣ <∞ P-almost surely.
The non-degeneracy of σtσ
⊤
t is a technical condition used in the proofs below and
can probably be relaxed (it is not necessary in Theorem 1). The minimal regularities
α, β > 0 can be removed in some cases, cf. Corollary 1 below. We have α = β = 1/2,
when b and σ are themselves Itô semimartingales, allowing also for non-predictable
jumps. Other important examples are σ and b with α- and β-Hölder continuous
paths and with integrable Hölder constants, for instance with α < H when σ is a
fractional Brownian motion of Hurst index 0 < H < 1.
With these preliminaries we can formulate our first main result:
Theorem 2. Grant Assumption S(α;β) and let s ≥ 1, α > max(0, 1− s/2). Let ξ
be a random variable, independent of the filtration F with bounded Lebesgue density.
Then we have for 0 ≤ t ≤ T and f ∈ Hs(Rd) (or f ∈ Hsloc(Rd) and ξ bounded) the
stable convergence for n→∞
∆−1n
(
Γt (f(·+ ξ))− Γ̂t,n (f(·+ ξ))
)
st−→ 1
2
(f(Xt + ξ)− f(X0 + ξ)) + 1√
12
∫ t
0
〈∇f(Xr + ξ), σrdW˜r〉,
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where W˜ is as in Theorem 1.
The theorem shows that the Riemann estimator still satisfies a CLT with rate
∆n. f ∈ H1loc(Rd) is the minimal assumption to ensure that the stochastic integral
in the limit is well-defined. Since functions in Hsloc(R
d) are generally not continuous,
ξ regularizes X and ensures that Γt(f(· + ξ)) is well-defined, even if the marginals
of X do not have Lebesgue densities. This regularization also allows for introducing
L2-norms in the proof (cf. (21) below), while the stable convergence is for fixed
time t only, as compared to Theorem 1. It is a challenging problem to control the
asymptotic bias uniformly in t, and it is unclear if this can be done for Sobolev
functions, in general.
In terms of α, s the theorem presents a trade-off: Higher regularity in σ allows
for less regular f . If σ is a semimartingale (and thus α = 1/2), then f ∈ Hsloc(Rd)
for any s > 1 is possible, while α can be arbitrary for s > 2.
Remark 2. In the proof of Theorem 2 (more precisely, in (37)) s = 2 actually allows
even α = β = 0, therefore generalizing Theorem 1 (for fixed time t and up to the
dependence on ξ).
We will now improve on Theorem 2 in several special cases. The main step in the
proof of Theorem 2 is to upper bound certain conditional expectations. A closer look
at the proof suggests that stronger structural assumptions on X allow for achieving
s = 1 even for α = β = 0. This is the case, for example, when X has independent
increments, with ξ = X0 having a bounded Lebesgue density. For d = 1, X0 can be
arbitrary.
Corollary 1. Assume that b, σ are deterministic, b is bounded, σ is continuous and
sup0≤t≤T |(σtσ⊤t )−1| <∞. For d ≥ 2 suppose that X0 has a bounded Lebesgue density.
Then the stable convergence in Theorem 2 holds for ξ = 0 and any f ∈ H1(Rd).
On the other hand, under stronger assumptions on f , the functional convergence
in (2) for a general process X is obtained again. To explain this, let ξ be as in
Theorem 2 and note that f(·+ ξ) can be interpreted as regularization of f . Indeed,
if ξ has Lebesgue density µ, then Γt(f(· + ξ)) corresponds intuitively to Γt(f ∗
µ), where f ∗ µ is the convolution of f and µ. If f ∈ Hs(Rd) and µ ∈ L2(Rd),
then ‖F(f ∗ µ)(·)| · |s‖L1 < ∞ by the Cauchy-Schwarz inequality. This L1-Fourier
regularity motivates the following function class. Denote by FLs(Rd) the Fourier
Lebesgue space of regularity s ≥ 0, which contains all functions f ∈ L1(Rd) with
finite seminorm
‖f‖FLs =
∫
Rd
|Ff(u)||u|sdu,
cf. [5]. The spaces FLs(Rd) are essentially the Bessel-potential spaces as defined
in Section 2.2.2 of [17] for p = 1, but f is assumed to be a function, not only a
distribution. We say that f ∈ FLsloc(Rd), if f ·ϕ ∈ FLs(Rd) for all ϕ ∈ C∞c (Rd). Note
that FLs(Rd) ⊆ Cs(Rd), which follows from applying the inverse Fourier transform.
Example 2. The motivation from above corresponds to f ∈ Hs(Rd) and µ ∈ L2(Rd)
such that f∗µ ∈ FLs(Rd). One can also show easily for f ∈ Hs′loc(Rd) with s′ > s+d/2
that f ∈ FLsloc(Rd).
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For f ∈ FLsloc(Rd) Theorem 2 carries over, but this time with functional conver-
gence and without ξ.
Corollary 2. Grant Assumption S(α;β) and let s ≥ 1, α > max(0, 1− s/2). Then
the functional stable convergence in (2) holds for any f ∈ FLsloc(Rd).
3 Optimality for Brownian motion
In order to assess the optimality of the results above recall the sigma field Gn =
σ(Xtk : 0 ≤ k ≤ n). We study here optimality in the L2(P)-sense for estimating
ΓT (f) at the fixed time T for a given f ∈ H1(Rd).
The goal is to find a lower bound for ‖ΓT (f) − Γ̂‖L2(P), where Γ̂ is any square
integrable estimator for ΓT (f), which is measurable with respect to Gn. Taking the
infimum over all such estimators shows
inf
Γ̂
‖ΓT (f)− Γ̂‖L2(P) = ‖ΓT (f)− Γ̂∗‖L2(P),
where the minimal error is achieved by the conditional expectation Γ̂∗ =
E[ΓT (f)|Gn]. In order to compute this explicitly, assume that X is a Brownian mo-
tion. We can prove the following result:
Theorem 3. Let X be a Brownian motion and let f ∈ H1(Rd). For d ≥ 2 suppose
that X0 has a bounded Lebesgue density. Then
lim
n→∞
(
∆−1n ‖ΓT (f)− Γ̂∗‖L2(P)
)
= E
[
1
12
∫ T
0
|∇f(Xt)|2dt
]1/2
.
In view of Corollary 1 and with the trapezoidal rule Θ̂T,n(f) from Remark 1, this
means that both Γ̂T,n(f) and Θ̂T,n(f) are rate optimal for f ∈ H1(Rd), when X is
a Brownian motion. Moreover, no other quadrature rule can achieve a better rate
exploiting possible higher smoothness of f . The minimal asymptotic error corre-
sponds exactly to the asymptotic variance from (3) for the trapezoidal rule Θ̂T,n(f).
It therefore efficient in the sense that it achieves the minimal asymptotic variance,
while Γ̂T,n(f) is not. For an optimality result with respect to f ∈ Hs(Rd), 0 ≤ s < 1,
cf. [2].
Appendix A: Proofs
Let us first introduce some notation. C always denotes a positive absolute constant,
which may change from line to line. We write a . b for a ≤ Cb. If (Zn)n≥1 and Z are
stochastic processes on [0, T ], then (Zn)t
ucp−−→ Zt means sup0≤t≤T |(Zn)t − Zt| P−→ 0
for n → ∞. We write Zn = oucp(1), if (Zn)t ucp−−→ 0, and Yn = oP(an) for a sequence
of random variables (Yn)n≥1 and real numbers (an)n≥1, if a
−1
n Yn
P−→ 0 for n→∞.
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A.1 Proof of Theorem 2
A.1.1 Localization
By a well-known localization procedure, cf. Lemma 4.4.9 in [12], and Assumption
S(α;β) it suffices to prove the CLT under the following stronger Assumption.
Assumption Sloc(α;β). Let 0 < α, β ≤ 1. There exists a constant C such that
P-a.s.
sup
0≤t≤T
(|Xt|+ |bt|+ |σt|+ ∣∣(σtσ⊤t )−1∣∣) ≤ C,
and such that for all 0 ≤ s, t ≤ T with t + s ≤ T
E
[
sup
0≤r≤s
|σt+r − σt|2
]
≤ Cs2α, E
[
sup
0≤r≤s
|bt+r − bt|2
]
≤ Cs2β.
When f ∈ Hsloc(Rd) and ξ is bounded, this assumption allows us to reduce
the argument to f ∈ Hs(Rd). Indeed, let ϕ be a smooth function with ϕ = 1 on
BC+Cξ = {x ∈ Rd : |x| ≤ C + Cξ}, where |ξ| ≤ Cξ for a constant Cξ, and with
compact support in BC+Cξ+ε, ε > 0. If f ∈ Hsloc(Rd), then f˜ = fϕ ∈ Hs(Rd) and
Γt(f(·+ ξ)) = Γt(f˜(·+ ξ)), Γ̂t,n(f(·+ ξ)) = Γ̂t,n(f˜(·+ ξ)).
A.1.2 The main decomposition
Let Y = (Yt)0≤t≤T for Yt = Xt + ξ. The proof is based on the decomposition
Γt(f(·+ ξ))− Γ̂t,n(f(·+ ξ)) = Mt,n(f, Y ) +Dt,n(f, Y ), (5)
where
Mt,n(f, Y ) =
⌊t/∆n⌋∑
k=1
∫ tk
tk−1
(f(Yr)− E[f(Yr)|Ftk−1])dr, (6)
Dt,n(f, Y ) =
⌊t/∆n⌋∑
k=1
∫ tk
tk−1
E[f(Yr)− f(Ytk−1)|Ftk−1]dr. (7)
Proposition 1 below shows functional stable convergence of ∆−1n Mt,n(f, Y ) in the
Skorokhod topology. Since the limit process is continuous, stable convergence also
holds at any fixed 0 ≤ t ≤ T , cf. [4]. The result follows therefore via Slutsky’s lemma
from (5) and the convergence in probability of ∆−1n Dt,n(f, Y ) in Proposition 2 below.
Let us now prove the two mentioned propositions. The first one holds for any
f ∈ H1(Rd) and all continuous Itô semimartingales.
Proposition 1. Grant Assumption Sloc(α;β). Then we have for f ∈ H1(Rd) with
W˜ as in Theorem 1 the functional stable convergence
∆−1n Mt,n (f, Y )
st→ 1
2
∫ t
0
〈∇f(Yr), σrdWr〉+ 1√
12
∫ t
0
〈∇f(Yr), σrdW˜ r〉. (8)
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Proof. Note the definition of X˜r(tk−1) for tk−1 ≤ r ≤ tk in (40) below. With
Zk =
∫ tk
tk−1
(
f(Yr)− f(Ytk−1)− E
[
f(Yr)− f(Ytk−1)
∣∣Ftk−1]) dr, (9)
Z˜k =
∫ tk
tk−1
〈∇f(Ytk−1), X˜r(tk−1)−Xtk−1 − E
[
X˜r(tk−1)−Xtk−1
∣∣∣Ftk−1]〉dr, (10)
writeMt,n(f, Y ) =
∑⌊t/∆n⌋
k=1 Zk, M˜t,n(f, Y ) =
∑⌊t/∆n⌋
k=1 Z˜k and setMt,n = Mt,n(f, Y )−
M˜t,n(f, Y ). We will show
∆−1n sup
0≤t≤T
|Mt,n| P−→ 0. (11)
It is therefore enough to consider M˜t,n(f, Y ). The claim follows from Theorem
IX.7.28 of [13], once we have shown for 0 ≤ t ≤ T that
∆−2n
⌊t/∆n⌋∑
k=1
E
[
Z˜2k
∣∣∣Ftk−1] P−→13
∫ t
0
∣∣σ⊤r ∇f(Yr)∣∣ 2dr, (12)
∆−2n
⌊t/∆n⌋∑
k=1
E
[
Z˜2k1{|Z˜k|>ε}
∣∣∣Ftk−1] P−→0, for all ε > 0, (13)
∆−1n
⌊t/∆n⌋∑
k=1
E
[
Z˜k
(
Wtk −Wtk−1
)⊤∣∣∣Ftk−1] P−→12
∫ t
0
∇f(Yr)⊤σrdr, (14)
∆−1n
⌊t/∆n⌋∑
k=1
E
[
Z˜k
(
Ntk −Ntk−1
)∣∣∣Ftk−1] P−→0, (15)
where (15) has to hold for all bounded (R-valued) martingales N which are orthog-
onal to all components of W .
Let us prove (11) through (15). (Mk∆n,n)k∈{0,...,n} is a discrete martingale such
that by the Burkholder-Gundy inequality
E
[
sup
0≤t≤T
M2t,n
]
= E
[
sup
k∈{1,...,n}
M2k∆n,n
]
≤
n∑
k=1
E
[(
Zk − Z˜k
)2]
.
In addition, set
Zˇk =
∫ tk
tk−1
〈∇f(Ytk−1), Xr −Xtk−1 − E
[
Xr −Xtk−1
∣∣Ftk−1]〉dr.
(11) is obtained from
∑n
k=1 E[(Zk− Zˇk)2] = o(∆2n) and
∑n
k=1 E[(Z˜k− Zˇk)2] = o(∆3n)
by Lemma 7(ii,iii) below. Next, the stochastic Fubini theorem provides us with the
identity
Z˜k =〈∇f(Ytk−1),
∫ tk
tk−1
(tk − r)(br − E[br|Ftk−1 ])dr + σtk−1
∫ tk
tk−1
(tk − r)dWr〉. (16)
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By Itô’s isometry, the boundedness of b, σ and Lemma 7(i), (12) follows from
∆−2n
⌊t/∆n⌋∑
k=1
E
[
Z˜2k
∣∣∣Ftk−1] = ∆n3
⌊t/∆n⌋∑
k=1
∣∣∣σ⊤tk−1∇f(Ytk−1)∣∣∣2 + oP (1)
=
1
3
∫ t
0
∣∣σ⊤r ∇f(Yr)∣∣2 dr + oP (1) ,
using Lemma 7(iv) for the Riemann approximation in the last line. With re-
spect to (13), the Cauchy-Schwarz inequality in (16) shows E[|Z˜k| |Ftk−1] ≤
C|∇f(Ytk−1)|(∆2n + ∆3/2n |Z|) with Z d∼ N(0, Id) independent of Ftk−1 . Let gn(x) =
1
{C|∇f(x)|(∆2n+∆
3/2
n |Z|)>ε}
and recall that Y = X + ξ, where ξ is independent of Ftk−1
and has a bounded Lebesgue density. Thus
E[Z˜2k1{|Z˜k|>ε}|Ftk−1 ] . ∆3nE
[∣∣∇f(Ytk−1)∣∣2 (∆n + |Z|2) gn(Ytk−1)∣∣∣Ftk−1]
. ∆3n
∫
Rd
|∇f(x)|2 E [(∆n + |Z|2) gn(x)] dx.
gn(x) is bounded and vanishes for n→∞, implying (13) by dominated convergence.
(14) follows from (16), Itô’s isometry and again from Lemma 7(iv):
∆−1n
⌊t/∆n⌋∑
k=1
E
[
Z˜k
(
Wtk −Wtk−1
)⊤∣∣∣Ftk−1] = ∆n2
⌊t/∆n⌋∑
k=1
∇f(Ytk−1)⊤σtk−1 + oP(1)
=
1
2
∫ t
0
∇f(Yr)⊤σrdr + oP(1).
In the same way, (15) follows from E[Z˜k(Ntk −Ntk−1)|Ftk−1] = oP(1).
The analysis of (7) is more difficult. For smooth f we have from Itô’s formula
Dt,n(f, Y ) =
1
2
⌊t/∆n⌋∑
k=1
∫ tk
tk−1
∫ r
tk−1
d∑
j,j′=1
E[(σr′σ
⊤
r′)jj′∂
2
jj′f(Yr′)|Ftk−1]dr′dr.
Intuitively, this should be approximately equal to
1
2
⌊t/∆n⌋∑
k=1
d∑
j,j′=1
(σtk−1σ
⊤
tk−1
)jj′∂
2
jj′f(Ytk−1)
∫ tk
tk−1
∫ r
tk−1
dr′dr
≈ ∆n
4
∫ t
0
d∑
j,j′=1
(σrσ
⊤
r )jj′∂
2
jj′f(Yr)dr
=
∆n
2
(f(Yt)− f(Y0))− ∆n
2
∫ t
0
〈∇f(Yr), σrdWr〉.
The idea of the next proposition it to make this rigorous for f ∈ Hs(Rd) by express-
ing Dt,n(f, Y ) in the Fourier domain.
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Proposition 2. Grant Assumption Sloc(α;β) and let s ≥ 1, α > max(0, 1 − s/2).
Then we have for f ∈ Hs(Rd) and 0 ≤ t ≤ T
∆−1n Dt,n (f, Y )
P−→ 1
2
(f(Yt)− f(Y0))− 1
2
∫ t
0
〈∇f(Yr), σrdWr〉. (17)
Proof. Set Et,n(f, Y ) =
∆n
2
∑⌊t/∆n⌋
k=1 E[f(Ytk) − f(Ytk−1)|Ftk−1 ]. The result follows
from showing that
Dt,n(f, Y ) = Et,n(f, Y ) + oP(∆n), (18)
Et,n(f, Y ) =
∆n
2
(f(Yt)− f(Y0))− ∆n
2
∫ t
0
〈∇f(Yr), σrdWr〉+ oP(∆n). (19)
We first prove (19). Let Bk = 〈∇f(Ytk−1), Xtk−Xtk−1〉, Ak = f(Ytk)−f(Ytk−1)−Bk,
and write Et,n(f, Y ) = S1(t) + S2(t) + S3(t) with
S1(t) =
∆n
2
⌊t/∆n⌋∑
k=1
(
f(Ytk)− f(Ytk−1)
)
=
∆n
2
(f(Y⌊t/∆n⌋∆n)− f(Y0)),
S2(t) =
∆n
2
⌊t/∆n⌋∑
k=1
(
E
[
Ak| Ftk−1
]− Ak) ,
S3(t) =
∆n
2
⌊t/∆n⌋∑
k=1
(
E
[
Bk| Ftk−1
]− Bk) .
Lemma 7(v) shows ∆−1n S1(t)
P−→ 1
2
(f(Yt) − f(Y0)), while S2(t) is negligible at the
rate ∆n, because by Lemma 7(iii)
E[S22(t)] . ∆
2
n
n∑
k=1
E[A2k] = o(∆
2
n). (20)
At last, decompose
S3(t) =
∆n
2
⌊t/∆n⌋∑
k=1
∫ tk
tk−1
〈∇f(Ytk−1), (E[br|Ftk−1]− br)〉dr
− ∆n
2
⌊t/∆n⌋∑
k=1
∫ tk
tk−1
〈∇f(Ytk−1), σrdWr〉.
Exactly as in (20), but using Lemma 7(i), the first line is of order oP(∆n), while
the second one equals −∆n
2
∫ t
0
〈∇f(Yr), σrdWr〉 + oP(∆n) by Lemma 7(iv) and Itô’s
isometry. This proves (19).
For (18), recall that Y = X + ξ and ξ has a bounded Lebesgue density such that
E[|Dt,n(f, Y )− Et,n(f, Y )|2] . E[‖Dt,n(f,X + ·)− Et,n(f,X + ·)‖2L2].
By the Plancherel theorem this equals
(2pi)−dE
[∫
Rd
|Ff (u)|2 ∣∣Dt,n(ei〈u,·〉, X)−Et,n(ei〈u,·〉, X)∣∣2 du] . (21)
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For fixed u ∈ Rd the function ei〈u,·〉 is smooth and so we deduce from Itô’s formula
and Fubini’s theorem that Dt,n(e
i〈u,·〉, X)−Et,n(ei〈u,·〉, X) = F (1)t,n (u)+F (2)t,n (u), where
F
(1)
t,n (u) =
⌊t/∆n⌋∑
k=1
∫ tk
tk−1
(
tk − r − ∆n
2
)
E
[
iei〈u,Xr〉 〈u, br〉
∣∣∣∣Ftk−1]dr (22)
F
(2)
t,n (u) =−
1
2
⌊t/∆n⌋∑
k=1
∫ tk
tk−1
(
tk − r − ∆n
2
)
E
[
ei〈u,Xr〉
∣∣σ⊤r u∣∣2 ∣∣∣∣Ftk−1]dr. (23)
In Lemmas 2 and 4 below we show for n→∞ and u ∈ Rd that
E[ sup
0≤t≤T
(|F (1)t,n (u)|2 + |F (2)t,n (u)|2)] . ∆2n(1 + |u|2)s(g(1)n (u) + g(2)n (u)), (24)
with sup
n≥1
sup
u∈Rd
g(i)n (u) <∞, g(i)n (u) → 0, i = 1, 2. (25)
Hence, (21) is up to a constant bounded by
∆2n
∫
Rd
|Ff(u)|2(1 + |u|2)s(g(1)n (u) + g(2)n (u))du,
and (18) follows from dominated convergence.
A.2 Proof of Corollary 1
Proof. We argue as in the proof of Theorem 2. Let first d ≥ 2 and therefore suppose
that X0 has a bounded Lebesgue density. Note that Assumption Sloc(α;β) is satisfied
even without localization, except for the boundedness of X on [0, T ]. Since this
boundedness is not needed in the proofs of Lemmas 6 and 7, their results still apply,
with respect to X − X0 instead of X and ξ = X0. Using the decomposition in (5),
we can conclude the result by Slutsky’s lemma, as well as by Propositions 1 and 2,
substituting Lemma 3 below for Lemma 4 in the proof of the second Proposition in
order to bound F
(2)
t,n in (24) above.
Let now d = 1. Since X0 may not have a Lebesgue density, the error on [0,∆] is
treated separately. Write Γt(f)− Γ̂t,n(f) = E0,n + E1,n with
E0,n =
∫ ∆n
0
(f(Xr)− f(X0))dr,
E1,n =
⌊t/∆n⌋∑
k=2
∫ tk
tk−1
(f(Xr)− f(Xtk−1))dr.
From Sobolev embedding and s > 1/2 deduce that r 7→ f(Xr) is continuous and
bounded, and thus E0,n = oP(∆n).
For E1,n we argue as for d ≥ 2 with respect to Γt(f) − Γ̂t,n(f), but restricted
to tk−1 ≥ ∆n and with Y = X, ξ = 0. Let us first make sure that the results of
Lemma 7 still hold. In parts (i)-(iv) of that lemma, by independence of increments
an expression of the form
∑n
k=2
∫ tk
tk−1
E[mr(Xtk−1)]dr has to be studied for certain
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functions mr. Denote the Lebesgue density of Xtk−1 by ptk−1 . The non-degeneracy
of σ and Gaussianity allow bounding ptk−1 . t
−1/2
k−1 . This means∫ tk
tk−1
E[mr(Xtk−1)]dr . t
−1/2
k−1
∫ tk
tk−1
∫
R
mr(x)dx dr.
IfXtk−1+x in the proof of parts (i)-(iv) for Lemma 7 is replaced everywhere by x, then
those proofs provide us with uniform bounds on
∫
R
mr(x)dx. Since ∆n
∑n
k=2 t
−1/2
k−1
is summable, this yields the mentioned parts (i)-(iv). Part (v) of Lemma 7 clearly
holds by continuity and boundedness of r 7→ f(Xr). Up to the minor modification
that tk−1 ≥ ∆n, we can again conclude by the decomposition in (5) and Proposition
1, while Proposition 2 is replaced by Lemma 1 below.
Lemma 1. In the setting of Corollary 1 with d = 1, the convergence in (17) of
Proposition 2 holds with Y = X, ξ = 0.
Proof. We use the notation of Proposition 2, with Y = X. It is enough to ver-
ify (19) and (18) (but with tk−1 ≥ ∆n). As discussed above, the statements
in Lemma 7 remain valid for d = 1, and so (19) holds. With respect to (18)
write E[|Dt,n(f,X) − Et,n(f,X)|2] = R1 + R2 with R1 =
∑⌊t/∆n⌋
k=2 E[hk(Xtk−1)
2],
R2 =
∑⌊t/∆n⌋
k 6=j=2 E[hk(Xtk−1)hj(Xtj−1)], where for x ∈ R, using independence of incre-
ments,
hk(x) =
∫ tk
tk−1
E[f(Xr −Xtk−1 + x)− f(x)
− ∆n
2
(f(Xtk −Xtk−1 + x)− f(x))]dr.
We will show that R1 = o(∆
2
n) and R2 = o(∆
2
n), thus proving (18).
Consider first S1. By Lemma 7(iii), hk(Xtk−1) in R1 can be replaced up to an
error of order o(∆2n) by h˜k(Xtk−1), where h˜k is defined as hk, but with f(y + x) −
f(x), x, y ∈ R, replaced by f ′(x)y. Fubini’s theorem proves the equality h˜k(x) =
f ′(x)E[
∫ tk
tk−1
(tk − r − ∆n2 )dXr], implying ‖h˜k‖L2 . ∆2n‖f‖H1, and so R1 = o(∆2n)
follows from
∑⌊t/∆n⌋
k=2 E[h˜k(Xtk−1)
2] .
∑⌊t/∆n⌋
k=2 t
−1/2
k−1 ‖h˜k‖2L2 .
With respect to R2, denote by ptk−1,tj−1 the joint Lebesgue density of
(Xtk−1 , Xtj−1). The Plancherel theorem allows writing
|R2| = (2pi)−1|
⌊t/∆n⌋∑
k 6=j=2
∫
R2
Fhk(u)Fhj(v)Fptk−1,tj−1(u, v)d(u, v)|
.
⌊t/∆n⌋∑
k>2
∫
R
|Fhk(u)|2 (
n∑
j=2
∫
R
|Fptk−1,tj−1(u, v)|dv)du,
using the Cauchy-Schwarz inequality and symmetry in the last line. For u ∈ R
denote by F
(1)
t,n,k(u), F
(2)
t,n,k(u) the summands in (22), (23) above such that Fhk(u) =
12
Ff(u)e−iuXtk−1(F (1)t,n,k(u)+F (2)t,n,k(u)). Non-degeneracy of σ and Gaussianity yield for
k > j, |Fptk−1,tj−1(u, v)| ≤ e−C|u|
2(tk−1−tj−1)e−C|u+v|
2tj−1 , implying
n∑
k>j=2
∫
R
|Fptk−1,tj−1(u, v)|dv . ∆−2n
∫ T
0
e−C|u|
2rdr . ∆−2n (1 ∧ |u|−2).
In all, |R2| .
∫
R
|Ff(u)|2 |u|2gn(u)du with
gn(u) = ∆
−2
n max
k∈{1,...,n}
(|u|−2|F (1)t,n,k(u)|2 + |u|−4|F (2)t,n,k(u)|2).
For R2 = o(∆
2
n) we are left with showing that supn≥1 supu∈R(∆
−2
n gn(u)) is finite
and ∆−2n gn(u) → 0 for fixed u and n → ∞. Applying the proofs of Lemmas 2 and
3 for each summand F
(1)
t,n,k(u), F
(2)
t,n,k(u) separately, but gaining an additional factor
of ∆n (because the summations in (31) and (32) are not present), we find that
∆−2n gn(u) . g
(1)
n (u) + g
(2)
n (u), and so R2 = o(∆
2
n).
A.3 Proof of Corollary 2
Proof. As for Corollary 1, we argue as in the proof of Theorem 2. By the local-
ization procedure in Section A.1.1 grant Assumption Sloc(α;β) and suppose that
f ∈ FLs(Rd). Since f ∈ FL1(Rd) ⊆ C1(Rd), the statements (i)-(v) in Lemma 7
below with Y = X follow easily from Taylor’s theorem and Lemma 6. The proof of
Proposition 1 applies to Y = X and yields (8). The result follows from the decompo-
sition in (5), Slutsky’s lemma and Proposition 3 below, which replaces Proposition
2 in the proof of Theorem 2.
Proposition 3. Grant Assumption Sloc(α;β) and let s ≥ 1, α > max(0, 1 − s/2).
Then we have for f ∈ FLs(Rd)
∆−1n Dt,n (f,X)
ucp−−→ 1
2
(f(Xt)− f(X0))− 1
2
∫ t
0
〈∇f(Xr), σrdWr〉.
Proof. We use the notation of Proposition 2, with Y = X. It is enough to verify
Dt,n(f,X) = Et,n(f,X) + oucp(∆n), (26)
Et,n(f,X) =
∆n
2
(f(Xt)− f(X0))− ∆n
2
∫ t
0
〈∇f(Xr), σrdWr〉+ oucp(∆n), (27)
cf. (18) and (19). (27) is obtained from the proof of (19) word by word, using
FL1(Rd) ⊆ C1(Rd), the fact that Lemma 6 applies with Y = X and replacing all
oP-statements by corresponding oucp-expressions. For example, (20) is replaced by
E[ sup
0≤t≤T
|∆n
2
⌊t/∆n⌋∑
k=1
(E[Ak|Ftk−1 ]− Ak)|2] . ∆2n
n∑
k=1
E[A2k] = o(∆
2
n),
using the Burkholder-Gundy inequality.
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For (26), it follows by Fourier inversion that f(x) = (2pi)−d
∫
Rd
Ff(u)e−i〈u,x〉du,
x ∈ Rd, and so
E
[
sup
0≤t≤T
|Dt,n(f,X)−Et,n(f,X)|
]
.
∫
Rd
|Ff (u)|E[ sup
0≤t≤T
|F (1)t,n (u) + F (2)t,n (u)|]du
. ∆n
∫
Rd
|Ff (u)| (1 + |u|)s(g(1)n (u) + g(2)n (u))1/2du,
using (24) in the last line. Dominated convergence yields (26).
A.4 Upper bounds on F
(1)
t,n (u) and F
(2)
t,n (u)
In this section we derive upper bounds on F
(1)
t,n (u) and F
(2)
t,n (u) from the proof of
Proposition 17.
Lemma 2. Grant Assumption Sloc(α;β). We have E[sup0≤t≤T |F (1)t,n (u)|2] .
∆2n|u|2g(1)n (u) with g(1)n satisfying (25).
Proof. Define F˜
(1)
t,n (u) as F
(1)
t,n (u), but with e
i〈u,Xr〉〈u, br〉 replaced by
ei〈u,Xtk−1〉〈u, btk−1〉 for k ∈ {1, . . . , n}, tk−1 ≤ r < tk. Since
∫ tk
tk−1
(tk−r−∆n/2)dr = 0,
F˜
(1)
t,n (u) actually vanishes. This means
E[ sup
0≤t≤T
|F (1)t,n (u)|2] = E[ sup
0≤t≤T
|F (1)t,n (u)− F˜ (1)t,n (u)|2] . ∆2n|u|2g(1)n (u),
with g(1)n (u) = |u|−2E[ sup
k∈{1,...,n},tk−1≤r<tk
|ρu(r)− ρu(tk−1)|2],
ρu(r) = e
i〈u,Xr〉〈u, br〉. That g(1)n satisfies (25), follows from Lemma 6(i), the modulus
of continuity of X and from Assumption Sloc(α;β) with β > 0 for b.
Lemma 3. Let b, σ be as in Corollary 1. Then E[|F (2)t,n (u)|2] ≤ C∆2n|u|2g(2)n (u) with
g
(2)
n satisfying (25).
Proof. The key property for deterministic b, σ is that all conditional expectations
can be computed explicitly. Define F˜
(2)
t,n (u) (respectively Fˇ
(2)
t,n (u)) as F
(2)
t,n (u), but
with ei〈u,Xr〉|σ⊤r u|2 replaced by ei〈u,Xtk−1〉|σ⊤tk−1u|2 (respectively ei〈u,Xtk−1〉|σ⊤r u|2) for
tk−1 ≤ r < tk. Note that F˜ (2)t,n (u) = 0, because
∫ tk
tk−1
(tk − r −∆n/2)dr = 0. We will
show
E[|F (2)t,n (u)− Fˇ (2)t,n (u)|2] . ∆2n|u|2g(2,1)n (u), (28)
E[|Fˇ (2)t,n (u)− F˜ (2)t,n (u)|2] . ∆2n|u|2g(2,2)n (u), (29)
with g(2,1)n (u) = sup
k∈{1,...,n},tk−1≤r<tk
∣∣∣E [1− ei〈u,Xr−Xtk−1〉]∣∣∣ ,
g(2,2)n (u) = sup
k∈{1,...,n},tk−1≤r<tk
∣∣σr − σtk−1∣∣ .
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The result follows by setting g
(2)
n = g
(2,1)
n +g
(2,2)
n , noting that g
(2,1)
n , g
(2,2)
n are bounded
and converge pointwise for u ∈ Rd to zero as n→∞.
b, σ are deterministic and so 〈u,Xr−Xh〉 is independent of Fh for 0 ≤ h < r ≤ t,
with distribution N(
∫ r
h
〈u, br′〉dr′,
∫ r
h
|σ⊤r′u|2dr′). This means∣∣E [ei〈u,Xr−Xh〉]∣∣ = e− 12 ∫ rh |σ⊤r′u|2dr′ ≤ e−C|u|2(r−h), (30)
where we used infr′ |σ⊤r′u|2 = infr′〈σr′σ⊤r′u, u〉 & |u|2. Therefore, E[|F (2)t,n (u)−Fˇ (2)t,n (u)|2]
equals
1
4
E
∣∣∣∣∣∣
⌊t/∆n⌋∑
k=1
∫ tk
tk−1
ei〈u,Xtk−1〉E
[
1− ei〈u,Xr−Xtk−1 〉
](
tk − r − ∆n
2
) ∣∣σ⊤r u∣∣2 dr
∣∣∣∣∣∣
2
. ∆2n|u|4g(2,1)n (u)2
n∑
j,k=1
∫ tk
tk−1
∫ tj
tj−1
|E[ei〈u,Xtk−1−Xtj−1 〉]| ∣∣σ⊤r u∣∣2 ∣∣σ⊤r′u∣∣2 dr′dr
. ∆4n|u|4g(2,1)n (u)2
n∑
k,j=1
e−C|u|
2|tk−1−tj−1| . ∆2n|u|2g(2,1)n (u)2, (31)
proving (28). Similarly, (29) follows from upper bounding E[|Fˇ (2)t,n (u)− F˜ (2)t,n (u)|2] by
∆4n|u|4g(2)n (u)2
⌊t/∆n⌋∑
k,j=1
e−C|u|
2|tk−1−tj−1| . ∆2n|u|2g(2,2)n (u)2. (32)
Lemma 4. Grant Assumption Sloc(α;β) and let s ≥ 1, α > max(0, 1− s/2). Then
E[sup0≤t≤T |F (2)t,n (u)|2] . ∆2n(1 + |u|2)sg(2)n (u) with g(2)n satisfying (25).
Proof. Since increments of Y are not independent, conditional expectations cannot
be computed as in Lemma 3. Assume first |u| ≤ 1. With F˜ (2)t,n (u) = 0 as in the proof
of Lemma 3 and arguing as in Lemma 2 we have
E[ sup
0≤t≤T
|F (2)t,n (u)|2] = E[ sup
0≤t≤T
|F (2)t,n (u)− F˜ (2)t,n (u)|2] . ∆2ng(2,1)n (u),
with g(2,1)n (u) = E[sup
k,r
|ρu(r)− ρu(tk−1)|2],
and ρu(r) = e
i〈u,Xr〉σrσ
⊤
r , using |σ⊤r u|2 = 〈σrσ⊤r u, u〉. g(2,1)n (u) clearly satisfies (25).
Let now |u| > 1. Inspired by the one-step-Euler-approximation of [9] we introduce
a new grid depending on the parameters
ε = ε(u,∆n) = νn|u|−2, νn = C−11 log(1 + |u|6∆1/2n ), (33)
where C1 > 0 is a constant such that infr(
1
2
|σ⊤r u|2) ≥ C1|u|2. Consider the approxi-
mated process X˜t(t(ε)) with X˜ and t(ε) as in Section B below. For 0 ≤ r, r′, r′′ ≤ T
set
Fˇ
(2)
t,n (u) =
⌊t/∆n⌋∑
k=1
∫ tk
tk−1
(tk − r − ∆n
2
)Ur,r(ε),r(ε)dr,
with Ur,r′,r′′ = E[e
i〈u,X˜r(r′〉|σ⊤r′′u|2|Ftk−1], Ur,r′ = Ur,r′,r′.
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Lemmas 8, 9 and 10 below show for |u| > 1, distinguishing between ε < ∆n and
ε ≥ ∆n, that
E[ sup
0≤t≤T
|F (2)t,n (u)− Fˇ (2)t,n (u)|2] . ∆2n|u|2sg(2,2)n (u), (34)
ε ≤ ∆n : E[ sup
0≤t≤T
|Fˇ (2)t,n (u)|2] . ∆2n|u|2sg(2,3)n (u), (35)
ε > ∆n : E[ sup
0≤t≤T
|Fˇ (2)t,n (u)|2] . ∆2n|u|2sg(2,4)n (u), (36)
with g(2,2)n (u) = |u|4−2sε2α + |u|6−2sε2+2β + |u|6−2sε1+2α, (37)
g(2,3)n = |u|4−2sεe−C|u|
2ε + |u|2−2s(1− e−C|u|2∆n) + |u|8−2se−C1|u|2εηn, (38)
g(2,4)n = |u|4−2sε2 + |u|2−2s(1− e−C|u|
2ε) + |u|8−2se−C1|u|2εηn, (39)
with 0 ≤ ηn → 0 for n→∞. The result follows from setting
g(2)n (u) =

g
(2,1)
n (u), |u| ≤ 1,
g
(2,2)
n (u) + g
(2,3)
n (u), |u| > 1, ε ≤ ∆n,
g
(2,2)
n (u) + g
(2,4)
n (u), |u| > 1, ε > ∆n.
Indeed, the assumptions α > max(0, 1−s/2), β > 0, s ≥ 1, together with (33) show
that g
(2)
n satisfies (25).
A.5 Proof of Theorem 3
Consider first the following observations. The sigma field Gn is generated by X0 and
the increments Xtk −Xtk−1 for k ∈ {1, . . . , n}. Their independence and the Markov
property imply E[f(Xt)|Gn] = E[f(Xt)|Xtk−1 , Xtk ], tk−1 ≤ t < tk. By the same
argument the random variables Yk =
∫ tk
tk−1
(f(Xt)−E[f(Xt)|Gn])dt are uncorrelated,
implying
‖ΓT (f)− E [ΓT (f)| Gn]‖2L2(P) =
n∑
k=1
E
[
Y 2k
]
=
n∑
k=1
E[Vark(
∫ tk
tk−1
f(Xt)dt)],
where Vark(Z) is the conditional variance of a random variable Z with respect to
the sigma field generated by Xtk−1 and Xtk . The result follows then from the next
lemma.
Lemma 5. Grant the setting of Theorem 3. If f ∈ H1(Rd), then for n→∞
∆−2n
n∑
k=1
E[Vark(
∫ tk
tk−1
f(Xt)dt)]→ E
[
1
12
∫ T
0
|∇f(Xt)|2dt
]
.
Proof. For fixed k we have
Vark(
∫ tk
tk−1
f(Xt)dt) = Vark(
∫ tk
tk−1
(f(Xt)− f(Xtk−1))dt) = T (1)k + T (2)k + T (3)k
with T
(1)
k = Vark(
∫ tk
tk−1
〈∇f(Xtk−1), Xt −Xtk−1〉dt),
T
(2)
k = Vark(
∫ tk
tk−1
(f(Xt)− f(Xtk−1)− 〈∇f(Xtk−1), Xt −Xtk−1〉)dt),
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and with crossterm |T (3)k | ≤ 2(T (1)k T (2)k )1/2. Both when d ≥ 2 and X0 has a bounded
Lebesgue density or when d = 1, we obtain from the proof of Corollary 1 that
Lemma 7 can be applied (for d = 1, the error on [0,∆n] being negligible, as before),
which yields here E[T
(1)
k ] = O(∆
3
n), E[T
(2)
k ] = o(∆
3
n) and thus also E[T
(3)
k ] = o(∆
3
n).
It is therefore enough to compute E[T
(1)
k ] in more detail.
Conditional on Xtk−1 , Xtk , the process (Xt)tk−1≤t≤tk is a Brownian bridge starting
from Xtk−1 and ending at Xtk . In particular,
E[Xt −Xtk−1 |Xtk−1 , Xtk ] =
t− tk−1
∆n
(Xtk −Xtk−1),
cf. Equation 6.10 of [14]. Write Xt −Xtk−1 =
∫ tk
tk−1
1{s≤t}dXs. Then∫ tk
tk−1
(Xt −Xtk−1 − E[Xt −Xtk−1 |Xtk−1, Xtk ])dt
=
∫ tk
tk−1
∫ tk
tk−1
(1{s≤t} − t− tk−1
∆n
)dXsdt =
∫ tk
tk−1
(tk − s− 1
2
∆n)dXs,
using the stochastic Fubini theorem in the last line. From this, using again the Fubini
theorem, and Itô’s isometry, obtain
E[T
(1)
k ] = E
[
(
∫ tk
tk−1
〈∇f(Xtk−1), (tk − s−
1
2
∆n)dXs〉)2
]
= E
[|∇f(Xtk−1)|2] ∫ tk
tk−1
(tk − s− 1
2
∆n)
2ds =
∆3n
12
E
[|∇f(Xtk−1)|2] .
The result follows from summing over k and from applying Lemma 7(iv) (with
σ = 1).
Appendix B: Auxiliary estimates
For t, ε > 0 let ⌊t⌋ε = ⌊t/ε⌋ε, t(ε) = max(⌊t⌋ε − ε, 0). t(ε) projects t onto the grid
{0, ε, 2ε, . . . , ⌈T/ε⌉ε} such that t− t(ε) ≤ 2ε and t− t(ε) ≥ ε ∧ t. Set
X˜t(s) = Xs + bs(t− s) + σs(Wt −Ws), 0 ≤ s ≤ t. (40)
Lemma 6. Grant Assumption Sloc(α;β). Then we have P-a.s. for all 0 ≤ s, t, t′ ≤ T ,
t+ s ≤ t′, T
(i) E[sup0≤r≤s |Xt+r −Xt|p|Ft] ≤ Cpsp/2 for p ≥ 1 and constants Cp <∞,
(ii) E[sup0≤r≤s |Xt+r − X˜t+r(t)|2|Ft] ≤ C(s2β+2 + s2α+1),
(iii) E[sup0≤r≤s |X˜t′(t+ r)− X˜t′(t)|2] ≤ C(s+ s2β + s2α).
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Proof. The first two results follow from the conditional Burkholder-Davis-Gundy
inequality, applied componentwise, cf. [12, Section 2.1.5], and from Assumption
Sloc(α;β). For (iii) write
X˜t′(t+ r)− X˜t′(t) = Xt+r −Xt + (bt+r − bt)(t′ − (t+ r))
+ (σt+r − σt)(Wt′ −Wt+r)− btr − σt(Wt+r −Wt),
and conclude by (i) and again Assumption Sloc(α;β).
Lemma 7. Grant Assumption Sloc(α;β) and let Y be as in Section A.1.2. Then the
following holds for f ∈ H1(Rd) and n→∞:
(i) ∆n
∑n
k=1E[|∇f(Ytk−1)|2] = O(1),
(ii)
∑n
k=1
∫ tk
tk−1
E[〈∇f(Ytk−1), Zr〉2]dr = O(∆n) for Zr = Xr −X⌊r/∆n⌋∆n and Zr =
Xr − X˜r(⌊r/∆n⌋∆n),
(iii)
∑n
k=1
∫ tk
tk−1
E[(f(Zr+Ytk−1)− f(Ytk−1)−〈∇f(Ytk−1), Zr〉)2]dr= o(∆n) for Zr =
Yr − Ytk−1 and Zr = Y⌈r/∆n⌉∆n − Ytk−1,
(iv)
∑n
k=1
∫ tk
tk−1
E[|σ⊤r ∇f(Yr)− σ⊤tk−1∇f(Ytk−1)|p]dr = o(1) for p = 1, 2,
(v) t > 0 : E[|f(Y⌊t/∆n⌋∆n)− f(Yt)|2] = o(1).
Proof. (i). Since ξ is independent of X and has a bounded Lebesgue density, the
result follows from
E
[|∇f(Ytk−1)|2] . ∫
Rd
E[|∇f(Xtk−1 + x)|2]dx = ‖f‖2H1 .
(ii). Fix k ∈ {1, . . . , n} and let tk−1 ≤ r < tk. Arguing as in (i) shows
E[〈∇f(Ytk−1), Zr〉2] .
∫
Rd
E[〈∇f(Xtk−1 + x), Zr〉2]dx
≤ ‖f‖2H1E
[|Zr|2] . ‖f‖2H1∆n.
The result follows from Lemma 6(i,ii).
(iii). Consider k, r as in (ii). Arguing as in (i) shows
E[(f(Zr + Ytk−1)− f(Ytk−1)− 〈∇f(Ytk−1), Zr〉)2]
.
∫
Rd
E[(f(Zr +Xtk−1 + x)− f(Xtk−1 + x)− 〈∇f(Xtk−1 + x), Zr〉)2]dx
.
∫
Rd
E[
∫ 1
0
|∇f(Xtk−1 + x+ tZr)−∇f(Xtk−1 + x)|2dt |Zr|2]dx,
using the Cauchy-Schwarz inequality in the last line. Setting gk,r(u) =
∫ 1
0
|e−i〈u,tZr〉−
1|2dt, deduce from the Plancherel theorem for this up to a constant the upper bound
E[(
∫
Rd
|Ff(u)|2|u|2gk,r(u)du) |Zr|2]∫
Rd
|Ff(u)|2|u|2( sup
k∈{1,...,n},tk−1≤r<tk
E[gk,r(u)|Zr|2])du. (41)
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Note that |gk,r(u)| ≤ 2. Lemma 6(i) thus yields supk∈{1,...,n},tk−1≤r<tk E[gk,r(u)|Zr|2] =
o(∆n) for n→∞ and all u ∈ Rd, and so the claim follows from dominated conver-
gence.
(iv). Consider k, r as in (ii). We find from the Plancherel theorem that
E[|σ⊤r ∇f(Yr)− σ⊤tk−1∇f(Ytk−1)|2]
.
∫
Rd
E[|σ⊤r ∇f(Xr −Xtk−1 +Xtk−1 + x)− σ⊤tk−1∇f(Xtk−1 + x)|2]dx
.
∫
Rd
|Ff(u)|2 |u|2 sup
k∈{1,...,n},tk−1≤r<tk
E[g˜k,r(u)]du,
where g˜k,r(u) = |σre−i〈u,Xr−Xtk−1 〉 − σtk−1 |2 satisfies g˜k,r(u) . 2, g˜k,r(u) → 0 for
n → ∞ and all u ∈ Rd (because both σ and X have càdlàg paths). The claim
follows from dominated convergence.
(v). As in (iv),
E[|f(Y⌊t/∆n⌋∆n)− f(Yt)|2] .
∫
Rd
|Ff(u)|2E[gˇt(u)]du
with gˇt(u) = |e−i〈u,X⌊t/∆n⌋∆n〉 − e−i〈u,Xt〉|2, which is again bounded uniformly in n, u
and converges to zero for n→∞. Apply the dominated convergence theorem.
Lemma 8. (34) in Lemma 4 above holds.
Proof. Let k ≥ 1, tk−1 ≤ r < tk. Since r−r(ε) . ε, we have E[sup0≤r≤T |σr−σr(ε)|2] .
ε2α, E[|Xr−X˜r(r(ε))|2] . ε2β+2+ε2α+1 by Assumption Sloc(α;β) and Lemma 6 such
that
E[|Ur,r − Ur,r(ε)|2] . |u|2sg(2,2)n (u)
uniformly in r, with g
(2,2)
n (u) from (37). The result follows from the triangle inequal-
ity, X˜r(r) = Xr and
E[ sup
0≤t≤T
|F (2)t,n (u)− Fˇ (2)t,n (u)|2]1/2 . ∆n
n∑
k=1
E[(
∫ tk
tk−1
|Ur,r − Ur,r(ε)|dr)2]1/2.
Lemma 9. (35) in Lemma 4 above holds.
Proof. Let |u| > 1 and ε ≤ ∆n. Set Zk :=
∫ tk
tk−1
(tk−r−∆n2 )Ur,r(ε)dr for k ∈ {1, . . . , n}
such that
E[ sup
0≤t≤T
|Fˇ (2)t,n (u)|2] . E[|Z1|2] + E[ max
m∈{2,...,n}
|
m∑
k=2
Zk|2].
We show below
k ≥ 1 :E[|Zk|2] . ∆3n|u|2
(
|u|2εe−C|u|2ε + (1− e−C|u|2∆n)
)
, (42)
E[ sup
k∈{2,...,n}
|E[Zk|Ftk−2]|2] . ∆4n|u|8e−C1|u|
2εηn, (43)
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with 0 ≤ ηn → 0 for n → ∞ and with C1 from (33). Observe the following fact by
the Burkholder-Gundy inequality: If (Gk)k∈{1,...,K} for K ∈ N is a family of sigma-
algebras with Gk-measurable and square integrable random variables Rk, then
E[ max
m∈{1,...,K}
|
m∑
k=1
Rk|2] .
K∑
k=1
E[|Rk|2] + E[ sup
m∈{1,...,K}
|
m∑
k=1
E[Rk|Gk−1]|2]. (44)
Applying this inequality with Rk = Zk+1, k ∈ {1, . . . , n − 1}, Gk = Ftk and using
(42), (43) yields
E[ sup
0≤t≤T
|Fˇ (2)t,n (u)|2] . E[|Z1|2] + ∆−1n max
k∈{2,...,n}
E[|Zk|2]
+ ∆−2n max
k∈{2,...,n}
E[|E[Zk|Ftk−2 ]|2] . ∆2n|u|2sg(2,3)n (u),
with g
(2,3)
n from (38). Let us prove (42), (43). To see why (42) holds, fix k ≥ 1 and
note that
E[|Zk|2] . ∆2n
∫ tk
tk−1
∫ tk
tk−1
|E[Ur,r(ε)Ur′,r′(ε)]|drdr′.
Let tk−1 ≤ r′ ≤ r < tk and r∗ = max(r(ε), r′). From (40) above it follows that
〈u, X˜r(r(ε)) − X˜r∗(r(ε))〉 has conditional on Fr∗ the distribution N(〈u, br(ε)〉(r −
r∗), |σ⊤r(ε)u|2(r− r∗)). The tower property of conditional expectation and arguing as
in (30) imply
|E[Ur,r(ε)Ur′,r′(ε)]| = |E[E[ei〈u,X˜r(r(ε)−X˜r∗(r(ε))〉|Fr∗]ei〈u,X˜r∗ (r(ε))〉|σ⊤r(ε)u|2Ur′,r′(ε)]|
. |u|4E[|E[ei〈u,X˜r(r(ε))−X˜r∗ (r(ε))〉|Fr∗]|] . |u|4e−C|u|
2(r−r∗), (45)
ε ≤ ∆n means min(ε, r − r′) ≤ r − r∗ ≤ ∆n such that
E[|Zk|2] . ∆2n|u|4
(
∆2ne
−C|u|2ε +
∫ tk
tk−1
∫ tk
tk−1
e−C|u|
2(r−r′)drdr′
)
. ∆3n|u|2
(
|u|2εe−C|u|2ε + (1− e−C|u|2∆n)
)
.
This proves (42). To see why (43) holds, let k ≥ 2. Since ∫ tk
tk−1
(tk − r − ∆n/2)dr
vanishes, the same holds for Utk ,tk−2 = Utk ,tk−2,tk−2 and thus
|E[Zk|Ftk−2]| . ∆n
∫ tk
tk−1
|E[Ur,r(ε),r(ε) − Ur,r(ε),tk−2 |Ftk−2]|dr
+∆n
∫ tk
tk−1
|E[Ur,r(ε),tk−2 − Ur,tk−2,tk−2 |Ftk−2]dr.
Set r∗ = max(r(ε), tk−2) for tk−1 ≤ r < tk and write
X˜r(r(ε)) = σr(ε)(Wr −Wr∗) + br(ε)(r − r∗) + X˜r∗(r(ε)),
X˜tk(tk−2) = σtk−2(Wtk −Wr∗) + σtk−2(Wr −Wr∗) + btk−2(tk − r∗) + X˜r∗(tk−2).
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Conditioning on Fr∗ shows
|E[Ur,r(ε),r(ε) − Ur,r(ε),tk−2 |Fr∗]|
. |u|2|σr(ε) − σtk−2 | |E[ei〈u,X˜r(r(ε))〉|Fr∗]| . |u|2∆ne−C|u|
2ε,
using that 2∆n ≥ r − r∗ ≥ ε (because ε ≤ ∆n). On the other hand, assuming first
that R = |σ⊤r(ε)u|2 − |σ⊤tk−2u|2 ≥ 0, we have
|E[Ur,r(ε),tk−2 − Utk ,tk−2,tk−2|Fr∗ ]|
. |u|2|E[ei〈u,X˜r(r(ε))〉 − ei〈u,X˜tk (tk−2)〉|Fr∗]|
= |u|2e− 12 |σ⊤tk−2u|2(r−r∗)|e− 12R(r−r∗)+i〈u,br(ε)(r−r∗)+X˜r∗(r(ε))〉
− e− 12 |σ⊤tk−2u|2(tk−r∗)+i〈u,btk−2 (r−r∗)+X˜r∗(tk−2)〉|
. |u|4e−C|u|2ε(∆n + |X˜r∗(r(ε))− X˜r∗(tk−2)|),
using in the last line |u| > 1, R ≥ 0 and again 2∆n ≥ r − r∗ ≥ ε. The same upper
bound is obtained for R < 0 by taking e−
1
2
|σ⊤
r(ε)
u|2(r−r∗) out of the absolute value
above instead of e
− 1
2
|σ⊤tk−2
u|2(r−r∗)
. We thus find
E[ sup
k∈{1,...,n},tk−1≤r<tk
|E[Ur,r(ε),tk−2 − Utk ,tk−2,tk−2 |Fr∗]|2] . |u|8e−C1|u|
2εηn, (46)
where 0 ≤ ηn → 0 for n→∞ due to Lemma 6(iii). In all, this shows (43).
Lemma 10. (36) in Lemma 4 above holds.
Proof. Let |u| > 1 and ε > ∆n. We first fix some notation. Let
Ij(t) = {k = 1, . . . , ⌊t/∆n⌋ : (j − 1)ε < tk ≤ jε}, 1 ≤ j ≤ ⌈T/ε⌉,
be the set of those k ≤ ⌊t/∆n⌋ such that tk ≤ t lies in the interval ((j− 1)ε, jε]. Let
Zk be as in Lemma 9 and set A
(j)
t =
∑
k∈Ij(t)
Zk such that Fˇ
(2)
t,n (u) =
∑⌈T/ε⌉
j=1 A
(j)
t .
For t ≥ 0 denote by j(t) the unique j ∈ {1, . . . , ⌈T/ε⌉} with (j − 1)ε < t ≤ jε. If
t ≤ (j−1)ε, then Ij(t) is empty and A(j)t = 0, while for t > jε we have Ij(t) = Ij(T )
and A
(j)
t = A
(j)
T . This means Fˇ
(2)
t,n (u) =
∑j(t)−1
j=1 A
(j)
T +A
(j(t))
t . Using the trivial bound
|Ur,r(ε)| . |u|2 for r ≥ 0 and the fact that Ij(t) contains at most 2ε∆−1n many k, we
get |A(j)t | . ∆n|u|2ε for all 1 ≤ j ≤ ⌈T/ε⌉ and therefore
sup
0≤t≤T
|Fˇ (2)t,n (u)| . max
m∈{3,...,⌈T/ε⌉}
|
m∑
j=3
A
(j)
T |+∆n|u|2ε.
Applying (44) three times (first with Rk = A
(k+2)
T ∈ Gk = F(k+2)ε, k ∈
{1, . . . , ⌈T/ε⌉ − 2}, then with Rk = E[A(k+2)T |F(k+1)ε] ∈ Gk = F(k+1)ε, and finally
with Rk = E[A
(k+2)
T |Fkε] ∈ Gk = Fkε), yields for E[sup0≤t≤T |Fˇ (2)t,n (u)|2] up to a
constant the upper bound
ε−1 max
j∈{3,...,⌈T/ε⌉}
E[|A(j)T |2] + ε−2 max
j∈{3,...,⌈T/ε⌉}
E[|E[A(j)T |F(j−3)ε]|2] + ∆2n|u|4ε2.
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We show below for j ≥ 3 (cf. (42), (43)) that
E[|A(j)T |2] . ∆2n|u|2ε(1− e−C|u|
2ε), (47)
E[|E[A(j)T |F(j−3)ε]|2] . ∆2nε2|u|8e−C1|u|
2εηn, (48)
with ηn and C1 from (43). Plugging these bounds into the last display gives (36).
Let us now prove (47) and (48). For (47) let k, k′ ∈ Ij(T ), j ≥ 3 and consider
tk−1 ≤ r < tk, tk′−1 ≤ r′ < tk′, r′ ≤ r. Since ε > ∆n, we have r(ε) ≤ r′, implying
by (45) with r∗ = r
′ that |E[Ur,r(ε)Ur′,r′(ε)]| . |u|4e−C|u|2(r−r′). As also (j − 2)ε ≤
tk−1, tk′−1, this shows
E[|A(j)T |2] . ∆2n
∑
k,k′∈Ij(T )
∫ tk
tk−1
∫ tk′
tk′−1
|E[Ur,r(ε)Ur′,r′(ε)]|drdr′
. ∆2n|u|4
∫ jε
(j−2)ε
∫ jε
(j−2)ε
e−C|u|
2|r−r′|drdr′
. ∆2n|u|2ε(1− e−C|u|
2ε),
proving (47). For (48), on the other hand, we have
E[|E[A(j)T |F(j−3)ε]|2] . ∆2nE[|
∑
k∈Ij(T )
∫ tk
tk−1
|E[Ur,r(ε) − Utk ,(j−3)ε|F(j−3)ε]|dr|2]
. ∆4n(ε/∆n)
2 sup
k∈{1,...,n},tk−1≤r<tk
E[|E[Ur,r(ε) − Utk,(j−3)ε|F(j−3)ε]|2]
. ∆2nε
2|u|8e−C1|u|2εηn,
using (46) in the last line, which holds here exactly as above if we set r∗ =
max(r(ε), (j − 3)ε) and recall that ε > ∆n.
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