This paper presents a computationally cheap algorithm for near-optimal trajectory generation in presence of control constraints. We consider the problem of moving an omnidirectional vehicle from a specified initial state to a desired final state while maintaining a good trade-off between the maneuver time and the final state-error. A parameterized spline that satisfies the boundary conditions of the problem is used as an reference trajectory. The reference trajectory is parameterized by total maneuver time which also serves as an optimization parameter. Dynamic inversion is used to calculate the control required for tracking the reference trajectory. However, perfect tracking is not possible because of actuator saturation and noise. Therefore a tracker is implemented to set reasonable error-dynamics between the commanded and achieved trajectories. An optimization problem is posed to achieve the desired trade-off between the total time and final state-error. The performance of the algorithm is evaluated by comparing the generated trajectories with benchmark solutions obtained from a Chebyshev based pseudo-spectral optimization method.
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Nomenclature
A Non-dimensional damping matrix C Matrix of controller parameters (damping) e Non-dimensional error vector K Matrix of controller parameters (stiffness) P Matrix appearing in the EOM g Function of the reference trajectory J Cost function t Non-dimensional time u
Non-dimensional voltage input to motor x Non-dimensional displacement of vehicle c.g. along the x-axis y Non-dimensional displacement of vehicle c.g. along the y-axis
I. Introduction
Optimal control of robots and other autonomous systems is a problem of immense practical importance and growing academic interest.
1, 2 Due to its wide application the control of robotic manipulators has been investigated by numerous researchers in the past decades. [3] [4] [5] [6] [7] [8] [9] However, in the last few years the increased availability and ever growing applications of mobile robotic platforms have led to a surge in the number of papers and active researchers in the area of optimal control of robotic vehicles. [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] For example, mobile robotic platforms have been used for search & rescue and terrain exploration. Amongst mobile robotic platforms the vehicles with omni-directional drive have unique advantages in terms of superior maneuverability and simplified dynamics.
12 These features make omni-directional vehicles highly useful in fast changing environments. The annual RoboCup competition is a prime example of a dynamic environment where omnidirectional vehicles have been used. [20] [21] [22] [23] Thus, optimal control of omni-vehicles is a problem of practical as well as academic interest.
Though robotic manipulators and omni-vehicles serve totally different purpose, their dynamics have many similarities. In fact, it can be easily proved that both of these systems admit bang-singular-bang type solutions for the time optimal control problem. Thus, methods of optimal control developed for one of them can be extended to the other with relative ease. So far the methods used for time optimal control of these systems can be roughly grouped into two. Methods in the first group use co-state based formulations and try to solve the associated Two Point Boundary Value Problem (TPBVP) by various tools.
3, 24-27 The second group of solutions is based on direct formulations wherein a functional form for the optimal trajectories is assumed and the exact parameters like function values at collocation points are calculated using NLP and related techniques. [28] [29] [30] [31] Though the indirect methods are mathematically elegant, in practice they are often plagued by computational issues of ill-conditioned operators and extreme sensitivity to initial conditions.
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The direct methods, on the other hand, are computationally more stable but often offer only near-optimal solutions.
In this paper we present a novel dynamic inversion based direct approach to trajectory optimization for systems with control constraints. However, here we do not take the traditional collocation based approach. Instead of trying to satisfy the boundary conditions of the problem exactly we seek a good trade-off between the maneuver time and the final error. This trade-off is justified by the reduced computational cost. Moreover, in many dynamically changing environments, a soccer field being an example, the desired final state of the system is known only in a fuzzy way. Thus, in certain applications we need approximate solutions that can be generated with relatively less effort. It is to such application that we seek to cater. Briefly, we use splines parameterized by the total maneuver time as reference trajectories. As we try to make the total time smaller, the maneuver becomes more and more demanding on control requirements. In presence of saturation the actuators are not always able to produce the desired control action. Thus, the tracking is not perfect and there is an difference between the desired and the obtained final states. Further, this error might grow as we make the total maneuver time smaller. Thus, there is a trade-off between the total maneuver time and the final error. The proposed scheme aims at achieving a good trade-off and thus generating a near-optimal trajectory.
Rest of the paper is organized as follows. In section II we present the equations of motion and develop the basic control law required for robust trajectory tracking for omni-vehicles. In section III we formulate an optimization problem to achieve the desired time-error trade-off. Section IV contains the results of some numerical implementations of the proposed optimization scheme. The results are compared with those obtained by using a Chebyshev polynomials based pseudospectral optimization scheme. We present the conclusions of our work in section V.
II. Dynamic Inversion with Control Constraints
In this section we present the equations of motion for an omni-vehicle and derive a control law for tracking reference trajectories in presence of control constraints. The technique of dynamic inversion can be used for control of omni-directional vehicles (see section II.A for details). However, this might not be the case for a general system. The interested reader is referred to Refs. 32-41 for a more complete discussion of dynamic inversion and related techniques. Figure 1 shows a rough schematic of a three-wheeled omni-directional vehicle. The vehicle consists of a base mounted on three symmetrically placed "orthogonal wheels". The so-called orthogonal wheels have an active direction and a passive direction. 42 These wheels can roll in the active direction like common wheels, however, they can also slide without any restrain in a direction orthogonal to the active direction. This direction is called the passive direction. This construction has the advantage that the vehicle can move in any arbitrary direction without having to turn. Further, the omni-directional wheels result simplify the dynamics because they result in non-holonomic constraints. The non-dimensional equations of motion for an omni-directional vehicle are as follows:
where
In the above equations x, y are the non-dimensional coordinates of vehicle center of mass, θ is its nondimensional orientation. It is assumed that the geometric center of the vehicle is also its center of mass. u is the non-dimensional control input (voltage to wheel motors). The matrices A and P are as follows:
α is a non-dimensional parameter. For convenience we shall use α = 1 in numerical analysis presented in section IV. Notice that the matrix P has the following useful properties:
P is invertible for all values of θ since the determinant of the matrix is a constant non-zero number. Using this property we can "invert" Eq. 1 to obtain u as follows:
Given a reference trajectory x r (t) and its appropriate derivatives Eq 5 can be used to calculate the control u r (t) required to track it. It is possible that the control input required to track a reference trajectory will not be achievable due to actuator saturation. Even if we had sufficient control power, factors like uncertain model parameters and noise make perfect tracking practically impossible. Thus, we need to design a controller that accounts for actuator limitations, noise and model uncertainties. We present the development of an adequate control law in section II.B.
II.B. Control Law and Error-Dynamics
In this section we present the development of a control law that accounts for uncertainties and actuator saturation. Consider the problem of tracking a given reference trajectory x r (t). Using Eq. 5 and dropping the parenthetical (t) for convenience we can get the following open-loop control law
As discussed earlier, the open-loop controller given by Eq 6 is not robust. Therefore, the actual trajectory x will differ from the reference trajectory. We define the tracking error e as follows:
In order to ensure stable tracking we impose the following second-order error dynamics (a simple PD controller):ë + Cė + Ke = 0
To ensure asymptotic tracking of the reference trajectory, the matrices C and K are chosen to be positive definite. Therefore, provided that x r is twice differentiable we substitute x = x r + e into Eq. 6 to obtain the closed-loop control as follows:
where g =ẍ r + Aẋ r
In presence of actuator saturation the closed-loop control demanded by Eq. 9 cannot always be achieved. We therefore define the closed-loop saturated control as follows:
The saturation operator sat(.) can include rate and value saturation. The form of this operator should be based on the properties of the actuator device being used and the proposed control algorithm. The choice of saturation function is discussed in section IV. It should be noted that saturation has significant impact on system dynamics. The interested reader is referred to Refs. 43-47 for more details. Using Eqs. 1, 8, 10 and 11 we can get the following non-autonomous nonlinear differential equation governing the evolution of e:
We assume that the reference and the actual trajectory coincide at t = 0. Therefore we get the following boundary conditions for Eq. 12 e (0) =ė (0) = 0 (13) Note that when the controls are not saturated, i.e. sat (u(t)) = u(t), Eq. 12 reduces to Eq. 8.
Now we have most of the machinery necessary to present the main idea of this paper. In the next section we show how we can use constructs developed so far to generate near-optimal trajectories in a computationally cheap manner.
III. Optimization Problem
Consider the problem of moving the omni-directional vehicle described by Eq. 1 from an initial configuration (x o ,ẋ o ) to a final configuration (x f ,ẋ f ) in a time-optimal manner. Let x r (t f , t) be a reference trajectory parameterized by the total time t f . Further let x r (t f , t) be chosen such that it satisfies all the boundary conditions of the problem exactly, i.e.
Now we pose the following optimization problem
e (0) =ė (0) = 0 ; t ∈ [0, t f ] Put in words, we want to find a total time t f and control law parameters C, K such that a combination of the total time and the final state-error is minimized. The parameter β gives us a handle over the relative weight of time and error in the optimization problem. As suggested earlier, a small total time t f results in large final error and hence large cost J. Increasing the total time should bring the error down, however, it also increases J. Thus the optimal point represents a good trade-off between the total time and the final error. We can fine-tune the optimization scheme by choosing different β. This fact is illustrated figuratively in figure 3 . We see that as β is increased the minima of J occurs at higher values of t f and thus lower final error. We should note the following salient features of this optimization problem 1. For judiciously chosen β the solution of 16 should give a good trade-off between the final error and the total time.
2. If x r (t f , t) is such that it represents the true optimal solution to the problem for some value of t f then the scheme will pick the true optimal solution as β → ∞ 3. The success of this scheme depends on how closely the reference trajectory approximates the true ideal trajectory.
III.A. Optimization Process and Computational Effort
The optimization problem 16 involves optimization over three variables, namely t f , C, K. Note that C, K are 3 by 3 matrices. Hence we have 1 + 2 × 3 × 3 = 19 variables for optimization. For stability of the scheme we require that C, K should always be positive definite. This consideration puts three constraints on the components of each matrix. Thus, the optimization problem 16 is an constrained optimization problem with 19 variables and 6 constraints. With modest computational resources it is not feasible to solve an optimization problem of this size online. To bring down the complexity of the problem we choose C, K once and keep them fixed then on. The choice of C, K is based on numerical experimentation. On the basis of numerous numerical experiments that we conducted we found that C = 2I, K = 4I where I is the identity matrix give good results. Some of these results are presented in section IV. We acknowledge the fact that this choice of C, K does not have a rigorous mathematical basis. However, till the time we cannot justify our choice of C, K mathematically, we assume that scheme remains well behaved for scenarios not covered by our numerical experiments. Note that once we have fixed C, K the only variable left for optimization is t f . Contrast this with other methods of near-optimal trajectory generation where the problem size can run into several hundred variables (see Ref. 28 for example). It must be noted that the methods for trajectory optimization for which the computational cost is much higher are also more accurate and have better mathematical foundation. In this section we present results of some numerical simulations carried out for validating the dynamic inversion based scheme. Before solving the optimization problem 16 we need to come up with a reference trajectory x r (t f , t). Since we are solving a two-point boundary value problem, a spline is a natural candidate for reference trajectory. We choose the reference trajectory to be a one-parameter spline which satisfies all boundary conditions of the problem exactly and is parameterized by the total time. We shall compare our solutions against solutions obtained by using Chebyshev polynomials based pseudospectral optimization technique (see Ref. 28 
IV. Numerical Simulations

for detailed explanation of the pseudospectral technique).
Before presenting the main results we discuss the choice of saturation function briefly. We choose the saturation to be an even function of the following form:
Note that we have defined the saturation function only for x ≥ 0. This is because the saturation function is assumed to be an even function and thus the remaining part for it can be constructed easily. This particular choice of saturation function is made to preserve smoothness and continuity of the function. Figure 4 shows the behavior of the saturation function for different values of h. Increasing h makes the function more conservative. In practice the saturation function might be more complicated than the one suggested here, however, we note that using different saturation functions has little effect on the performance on our scheme. Figure 5 shows the near-optimal trajectories generated by the dynamic inversion scheme for different values of h. Though it is not shown in the figure the total time for the trajectories changes by less that 0.1%. Thus, we choose h = 0 for rest of the numerical simulations. In order to be able to show the results for a large number of simulations in a concise manner we adopt the following strategy. We parameterize x(0), y(0) (the initial position of vehicle c.m.) in terms of a variable φ as follows:
Thus, if we keep (θ(0),ẋ(0),ẏ(0),θ(0), R) fixed and vary φ over the set [0, 2π] then we can generate a set of initial conditions parameterized by φ. Figure 2 shows the configuration of the omni-vehicle at t = 0 for two different values of φ, all else held constant. By evaluating the performance of the scheme for initial conditions varying on such circles we hope to encompass a wide variety of scenarios in our results. Even though this scheme spans a big set of possible initial conditions for the problem, we acknowledge the fact that it still leaves out a much larger set over which the initial condition could potentially vary. However, due to practical considerations it is not possible to evaluate the scheme for all possible scenarios or present all possible results. Figure 6 shows the time history of control inputs for a near-optimal trajectory generated by the dynamic inversion based scheme. The figure shows that the controls reach their saturation value as one would expect. However, it should be also noted that the control are not bang-bang type as one would expect for an true optimal trajectory. The reason for this is that the dynamic inversion based scheme generates only nearoptimal trajectories. In general, we cannot converge to the true optimal trajectory by increasing β. Figure 7 shows a comparison between the performance of the dynamic inversion based scheme and the pseudospectral optimization method. As discussed earlier, each graph plotted in figure 7 covers a large number of initial conditions. Graphs (a), (b) show the variation of total maneuvers time for the two schemes with φ varying over the interval [0, 2π] . These graphs show that the two schemes compare well in terms of total maneuver time. Graphs (c), (d) show the variation of the 2-norm of final state error with φ. These graphs bring out the trade-off between the final error and total time. For some initial conditions the dynamic inversion based scheme results in total time lesser than that for the pseudospectral one, but at these points the dynamic inversion based scheme incurs a larger error in final states as well. Figure 8 shows a comparison between performance of the dynamic inversion based scheme for β = 1, 2. Graphs (a), (b) show the variation of total maneuver time with φ, while graphs (c), (d) show the variation of 2-norm of state error with φ. These graphs further illustrate the time-error trade-off discussed earlier.
Choosing smaller values of β in 16 puts less weight on final error and hence makes the scheme more error tolerant. This also makes the scheme perform better in terms of the total time taken. The graphs in Figure  8 show that choosing a lower value for β (=1) results in lesser total time and more state-error. Based on these graphs we can say that β = 2 gives a good time-error trade-off for the scheme.
The cases presented so far show that the dynamic inversion based scheme generates results that are in close agreement with pseudospectral scheme. However, this is not the case always. It should be noted that the success of the dynamic inversion based scheme depends on how closely the reference trajectory (a spline) can approximate the true optimal trajectory. A spline doesn't always approximate the true optimal trajectory well. Figures 9 contrasts a case where the dynamic inversion based scheme works well (graph (a)) with a case for which it doesn't work so well (graph (b)). Notice the shape of the optimal trajectory generated by the pseudospectral method for case (b). By observation we can say that a spline cannot approximate such a shape well enough. This fact is reflected in the results where we see that the trajectories generated by the two schemes don't match well and the dynamic inversion based scheme has a smaller total time and incurs large final error. Figure 10 shows the comparison of same trajectories in the x − y plane. Thus, the dynamic inversion based scheme doesn't work well for all initial and final conditions and needs to be improved to give satisfactory results everywhere.
V. Conclusions
In this paper we studied a novel method for generating near-optimal trajectories for a class of systems with control constraints. The method is applicable for systems that yield to techniques of dynamic inversion. The proposed method, called dynamic inversion, is shown to be efficient, yet computationally cheap. Numerical simulations show that the dynamic inversion based scheme works well if the true optimal trajectory can be roughly approximated with a spline. This restriction is not very severe and it is demonstrated that the scheme generates near-optimal trajectories for a large set of inertial and final conditions. However, the authors also acknowledge that there is still room for substantial improvements. In particular, the properties of dynamic inversion have not be investigated from a rigorous mathematical point of view. The method has not yet been implemented in real-time, and does not work well for all initial and final conditions. In a nut-shell we can say that dynamic inversion is a promising method for near-optimal trajectory generation and merits substantial further investigation. Figure 7 : Comparison between performance of the dynamic inversion and pseudospectral scheme for different initial conditions. β = 2 for both cases. Graphs (a) and (b) show the total maneuver time for the two schemes. 
