Abstract-Although several cooperative diversity strategies have been proposed for simple 2-hop multiple-relay networks, practical and efficient strategies that guarantee maximum diversity order for arbitrary, multi-hop amplify-and-forward relay networks are not yet available. In this paper, the maximum achievable diversity order for a given connectivity is shown to be determined by the number of links on the minimum cut set, and achieved by a selection strategy which maximizes end-to-end SNR. The optimal selection requires the channel information of all the links and serves as a performance bound. A sub-optimal selection method is then proposed to achieve full diversity in a distributed and low-complexity manner. The performance loss of the sub-optimal selection is shown to be small by both theoretic analysis and simulations.
I. INTRODUCTION
In wireless networks, cooperative diversity may be achieved via node collaboration with relay nodes [1] - [3] . A key issue is understanding the maximum achievable diversity in arbitrary ad-hoc networks and subsequently, design practical (distributed and computationally efficient) schemes to achieve this full diversity. While most previous works design focus on relaying methods for two-hop relay networks, in this paper, we address the problem of node selection to achieve maximum diversity order for arbitrary multi-hop relay amplify-and-forward (AF) networks.
For two-hop multiple relay networks, many cooperative diversity protocols have been proposed. Specifically, the orthogonal transmission scheme [3] , beamforming techniques [2] , distributed space-time coding (DSTC) [4] [5] and node selection [6] [7] are noteworthy. Orthogonal transmission suffers from a bandwidth penalty; beamforming incurs complexity and cost based on needed modifications to existing RF front-ends; DSTC requires synchronization at the packet level, and the code design is difficult and still largely an open research field. Selection diversity, based on instantaneous channel measurements is thus an attractive alternative for its potential to balance simplicity and performance.
When extending from 2-hop to general multi-hop networks with arbitrary number of relays, the aforementioned diversityachieving schemes (orthogonal transmission, beamforming and DSTC) encounter difficulties for two main reasons. First, these techniques can only be employed by assuming that the maximum diversity order is already known. For example, the orthogonal transmission scheme achieves diversity order of d by orthogonally transmitting over d independent paths, where d is the maximum achievable diversity order. For the DSTC, the code design process varies with the degrees of spatial freedoms. Second, these schemes do not scale to large networks. Consider again the orthogonal transmission scheme as an example. Since the choice of d independent paths depends on the entire network topology, a central node is needed for decision making. As the number of relays or the number of links becomes larger, higher algorithmic complexity will be incurred at this decision node.
In this paper, we investigate the problem of selecting the best multi-hop AF path with the maximal end-to-end SNR (which we refer to as the optimal selection), and propose a sub-optimal node selection scheme. Both of the optimal and sub-optimal selection schemes are shown to achieve the maximum achievable diversity order a-priori knowledge. The sub-optimal selection scheme achieves the same performance as the optimal selection at high SNR. Both the proposed schemes are distributed, applicable to arbitrary networks and are robust to configuration change. Further, each node only needs to know its adjacent instantaneous channel quality and adjacent connectivity. This paper is organized as follows. Section II describes the system model for AF relay networks. In Section III, we study the maximum achievable diversity order, and analyzes the outage probability under the optimal selection. Section IV proposes the sub-optimal selection scheme, and studies the performance loss between the optimal and sub-optimal selections. Simulation result is given in Section V. Finally, Section VI concludes the paper.
II. SELECTION FOR ARBITRARY AF RELAY NETWORKS
We consider a network, comprising a source (node 1), several relays (node k, k = 2, · · · , N − 1) and a destination node (node N ), connected by an arbitrary network. Each node has a single antenna, and maximal transmit power for the ith node is constrained by P i . The channel gain between the i-th and j-th node are denoted as γ ij = |h ij | 2 , where h ij represents the impulse response of the channel. The channels are assumed independent of each other and modeled as quasistatic fading, implying that the channel realization remains unchanged during the transmission of one message; a new independent realization is then applied to the next message. We assume the channels obey Rayleigh fading distribution, i.e, h ij ∼ CN 0, 1 λij , where λ ij is hazardous rate of distribution of γ ij .
We seek to select an end-to-end "best" path with maximal SNR prior to the transmission, based only on network topology information; subsequent data transmission takes place on this selected multi-hop path. We assume half-duplex channels and amplify-and-forward protocol at relay nodes. Each node on the selected path sequentially forwards the source signal using AF protocol. The (k + 1)-th node on the selected path receives an amplified signal copy of the k-th node plus noise, that is,
where h k represents the channel, and n k is an additive noise at the (k + 1)-th node, of mean zero and variance N k . β k is a gain control factor at each node in the k-th hop to ensure the transmit power is P k via
The end-to-end SNR of 2-hop transmission, denoted by SNR 2hop , is
where γ k = |h k | 2 represents channel gain between the k-th and (k + 1)-th node, where S i denotes the SNR at the receiver in the i-th hop. The end-to-end SNR of 3-hop transmission is thus given by
Similar to the expression of (3) and (4), the end-to-end SNR of n-hop transmission is expressed in the form of (10) . In order to study the asymptotic performance as the common transmit power of all nodes is scaled, we let P k = P , thereby allowing us to express S 1 · · · S n in terms of the normalized variablesS 1 · · ·S n as follows:
This allows us to rewrite (10) in the form (11) which is a polynomial in P . Let Ω = {ω 1 , ω 2 , · · · } be the set of all possible end-to-end paths, and ω i be a specific end-to-end path. Now that we have the formulation of the n-hop end-to-end SNR, we can express the outage of the optimal selection as
where SNR(ω i ) represent the end-to-end SNR on the i-th path, and α is a SNR threshold.
III. NODE SELECTION: ACHIEVING MAX DIVERSITY
In this section, we show that the diversity order for a given network is bounded by the minimum cut set (i.e. cut set with lowest cardinality). Given a network topology, it well known that the min-cut can be obtained using Ford-Fulkerson [13] algorithm. We will prove the optimal route (best end-to-end SNR) will achieve the diversity order corresponding to the cardinality of the min-cut.
A. Diversity Order and Cut-set bound
Given a network graph, denote the complete set of distinct cuts by C = {C 1 , C 2 , · · · }, where C i is a cut separating the source and the destination. Let L i denote the set of links crossing C i , and let l j,k denote the link between the nodes j and k. The size of the i-th cut C i is |L i |, the cardinality of L i . For example, in Fig. 1 , C 2 is the cut that divides the network into two sub-sets, i.e.
The upper bound of the maximum diversity order is presented in the following lemma. The upper bound is valid regardless of what relaying schem is used.
Lemma 1: The diversity order is upper bounded by
Proof : We will use the example in Fig. 1 for illustration. For a given cut set, e.g., C 2 in Fig. 1 . Let the source and the destination signals be x and r 7 , and the transmitted and received signals at the boundary nodes (node 2, 3, 4, 5) of C 2 be x 2 , x 3 , r 4 , r 5 . By the information theoretic cut-set bound [12] , the mutual information between the source and the destination is bounded by
Therefore the outage probability using this relaying scheme is
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978-1-4244-4148-8/09/$25.00 ©2009 It is well known that the maximum diversity for a MIMO channel is equal to the number of total channels. For the MIMO channels between {node 2, node 3} and {node 4, node 5} in Fig. 1 , the maximal diversity order is equal to the number of links |L 2 | on the cut-set C 2 . The above is ture for any other cut, thus the maximum achievable diversity is bounded by min |L i |.
The well known Ford-Fulkerson algorithm [13] is used to solve the maximum flow problem for a directed flow network, in a polynomial time. The directed flow network has a single source, a destination and multiple intermediate nodes. The edges are directed, and associated with each edge is a flow limit.
If we are given a network connectivity, like Fig. 1 , we want to find the maximum achievable diversity. First let each link to be bi-directed edges with unity flow limit as shown in Fig.  2 , and then we find a maximum flow by the Ford-Fulkerson algorithm. The value of the maximum flow is equal to the minimal number of links over all cut sets. We can also find the minimum cut set from this maximum flow in a polynomial time.
B. Outage Probability of the Optimal Selection
In the following, we show that the upper bound of the outage probability of the optimal selection is on the order of 1 P d . This means that the optimal selection scheme achieve the maximum diversity order. Note that the maximum diversity order is automatically achieved, and there is no need to preidentify the diversity order or to pre-identify the minimum cut sets.
Proposition 1: The outage probability of the optimal selection is upper bounded by
whereΩ is a subset of Ω, consisting of d mutually indepedent paths, and λ ωi(j) is the exponential rates ofS on the j-th hop of the i-th path. Therefore the selection scheme is of diversity order d, which is the maximal achievable diversity order.
Proof : We defer a full proof due to space limitations and only provide an illustrative proof for the relay network in Fig.  1 .
The upper bound of P out is based on the fact that there exists d mutually independent paths, if the minimum number of links over all cut set is equal to d. For the case in Fig.  1 , the minimum number of links over all cut set is 2, then 2 mutually independent paths can be found. An example of the set of the mutually independent paths isΩ = {ω 1 
where λ i,j is the exponential rate of theS of the node i to node j link. Equality (a) follows from that SNR(ω 1 ) and SNR(ω 2 ) are independent since ω 1 and ω 2 are mutually independent. And the asymptotic property when P → ∞ is from Lemma 1 in [3] . Note that other choices ofΩ is possible, likeΩ
The upper bound of the outage probability are thus on the order of 1 P 2 . Therefore the diversity order achieved by the optimal selection scheme meets the maximal diversity order bound indicated by Lemma 1.
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IV. SUB-OPTIMAL SELECTION
It is shown in the previous section that the optimal selection will achieve the maximum diversity order. However, the optimal selection requires a central node to gather information regarding link gains and neighbor topology. Also, an exhaustive search algorithm is needed at the central node to compare all possible paths, which is computationally unaffordable when the network size is large. This leads to the natural search for sub-optimal selection approaches that are distributed and have lower computational complexity while still achieving the maximum diversity order.
We start with simplifying the expression of the end-to-end SNR (10) . In the denominator of (10), there are n n−1 terms of (n − 1)-th order, n n−2 terms of (n − 2)-th order, and so on. The sum of the terms of less than (n − 1)-th order will play an insignificant role, especially at high SNR. By neglecting those terms, we arrive at an approximated end-to-end SNR, similar to harmonic mean,
Other statistical properties of the harmonic mean approximation to the 2-hop end-to-end SNR can be found in [9] [10]. The sub-optimal selection algorithm finds a path that maximizes the SNR below, i.e., 
Treating 1 Si as a distance metric, (16) is essentially a shortest path algorithm which selects that with the minimal sum of reciprocals of 1-hop SNRs.
A. Performance loss between the optimal and sub-optimal selection
This subsection characterizes the performance loss between the optimal and sub-optimal selection.
Proposition 2 (loss in instantaneous SNR):
Let ω * be the path found by the optimal selection, and ω * be the path found by the sub-optimal selection. Then the difference between the instantaneous SNRs on ω * and ω * is at most 
for any path ω i . Thus,
where (a) follows from ω * = arg max ωi SNR (ω i ). Also, since ω * = arg max ωi SNR(ω i ), we have
Therefore, the instantaneous SNR on the sub-optimal selected path ω * satisfies
As the system power P → ∞, the end-to-end SNR will also approaches infinity. It can be envisioned that the performance of the optimal and sub-optimal selections will converge, since the difference of the instantaneous SNRs of the two selections remains at most Proposition 3 (loss in SNR outage probability): Obviously, using the sub-optimal selection, the probatility of the SNR outage event is larger than that using the optimal selection. However, as P → ∞, the difference between the probabilities of the end-to-end SNR outage events of the optimal and suboptimal selection decays on the order of o(P −d ), i.e.,
where α is a constant representing the SNR threshold. Proof : We only sketch the main steps of the proof with details in [11] .
First, by the result of Appendix A (31), we have
which implies
This suggests an indirect way of proving (21) by proving
Since {SNR (ω * ) < α} ⊇ SNR (ω * ) < α , the left hand side of (24) is expressed as
where A\B denotes the set difference between set A and set B. Next, the probability (25) can be expanded as
We next prove that each term in the above equation decays on the order of o(P −d ). Omitting several steps, and without loss of generality, we are able to show the first term in the above equation is bounded by
whereΩ is a set of mutually independent paths. There
in the above equation, and each decays on the order of P −1 . And
which follows from asymptotic result of multihop system in [8] . Thus (27) decays on the order of o(P −d ). Therefore the whole propsition is proved that the performance loss in outage probability decays o(P −d ). We have already shown that the outage probability of the optimal selection decays on the order of P −d . Therefore, by Proposition 3, the sub-optimal selection not only achieves the maximum diversity, but also has no performance loss in terms of SNR outage probability at high SNR.
B. Practical implementation of the sub-optimal selection
The sub-optimal selection scheme can be implemented in a fully distributed and adaptive manner. It is essentially a distributed shortest path algorithm, requiring tha each nodes only has local information, i.e. its adjacent instantaneous channel gains and 1-hop connectivity. The selection is adaptive in the sense that it adjusts whenever channel conditions or network connectivity changes. The sub-optimal selection algorithm requires the following to be deployed in practice: 1) Channel estimation: For each link, the instantaneous channel gains are estimated by using the received pilot signal strength, and are assumed known by both nodes. 
V. SIMULATION RESULTS
In this section, we present simulation results of the optimal and sub-optimal scheme. Fig. 3 shows the network configuration used in the simulation, comprising of a source and a destination, and 7 relays. Each node has power constraint P . The channels are assumed independently Rayleigh fading,
, where d ij is inter-node distance and l α = 4 is the path loss exponent.
For this network, it is easy to see the minimum number of links over all possible cut sets is 3. Therefore, by Lemma 1, the maximum achievable diversity order is 3. We conduct a Monte Carlo simulation to evaluate the bit error rate (BER) of the optimal and sub-optimal selection schemes. In each Monte Carlo run, channel impulse responses are generated independently and obeying Rayleigh fading distribution. The optimal and the sub-optimal paths are selected by the optimal instantaneous end-to-end SNR criterion (5) and by the sub-optimal criterion (16). Then on each selected path, an uncoded BPSK symbol is transmitted from the source, being amplified and forwarded by the relays, and finally decoded at the destination. Finally the BER is estimated by the number of decoding failure over the total number of Monte Carlo runs. Fig. 4 plots the BER as a function of P , for the optimal and sub-optimal selection, respectively. Averaging over 10 6 independent runs, we obtain the shown BER versus P curve. At high power region (P > 15dB), both BERs decay on the order of VI. CONCLUSION In this paper, we investigated the selection strategy in a multi-hop relay network with arbitrary topology, aimed at maximizing the diversity order. We demonstrated that the maximum achievable diversity order is bounded by the cardinality of the minimum cut set, and that optimal selection can achieve this diversity order. To reduce the amount of information needed and algorithmic complexity, a sub-optimal selection is proposed. The performance gap between the optimal and the sub-optimal selection is shown to be small, and is verified by the simulation result. 
and the domains for the function f and g are x i > 0. We are going to prove Expanding the denominator of (32) and comparing the expanded denominator with the numerator, it is seen that (32) is less than 
