We study the behavior of the A * search algorithm when coupled with a heuristic h satisfying (1 − 1)h * ≤ h ≤ (1 + 2)h * , where 1, 2 ∈ [0, 1) are small constants and h * denotes the optimal cost to a solution. We prove a rigorous, general upper bound on the time complexity of A * search on trees that depends on both the accuracy of the heuristic and the distribution of solutions. Our upper bound is essentially tight in the worst case; in fact, we show nearly matching lower bounds that are attained even by non-adversarially chosen solution sets induced by a simple stochastic model. A consequence of our rigorous results is that the effective branching factor of the search will be reduced as long as 1 + 2 < 1 and the number of near-optimal solutions in the search tree is not too large. We go on to provide an upper bound for A * search on graphs and in this context establish a bound on running time determined by the spectrum of the graph.
Introduction
The classical A * search procedure (Hart, Nilson, & Raphael, 1968 ) is a method for bringing heuristic information to bear on a natural class of search problems. One of A * 's celebrated features is that when coupled with an admissible heuristic function, that is, one that always returns a lower bound on the distance to a solution, A * is guaranteed to find an optimal solution. While the worst-case behavior of A * (even with an admissible heuristic function) is no better than that of, say, breadthfirst search, both practice and intuition suggest that availability of an accurate heuristic should decrease the running time. Indeed, methods for computing accurate admissible heuristic functions for various search problems have been presented in the literature (see, e.g., Felner, Korf, & Hanan, 2004) . In this article, we investigate the effect of such accuracy on the running time of A * search; specifically, we focus on rigorous estimates for the running time of A * when coupled with accurate heuristics.
The initial notion of accuracy we adopt is motivated by the standard framework of approximation algorithms: if f (·) is a hard combinatorial optimization problem (e.g., the permanent of a matrix, the value of an Euclidean traveling salesman problem, etc.), an algorithm A is an efficient -approximation to f if A runs in polynomial time and (1 − )f (x) ≤ A(x) ≤ (1 + )f (x), for all inputs x, where f (x) is the optimal solution cost for input x and A(x) is the solution cost returned by algorithm A on input x. The approximation algorithms community has developed efficient approximation algorithms for a wide swath of NP-hard combinatorial optimization problems and, in some cases, provided dramatic lower bounds asserting that various problems cannot be approximated beyond certain thresholds (see Vazirani, 2001; Hochbaum, 1996 , for surveys of this literature). Considering the great multiplicity of problems that have been successfully addressed in this way (including problems believed to be far outside of NP, like matrix permanent), it is natural to study the behavior of A * when coupled with a heuristic function possessing such properties. Indeed, in some interesting cases (e.g., Euclidean travelling salesman, matrix permanent, knapsack), hard combinatorial problems can be approximated in polynomial time to within any fixed constant > 0; in these cases, the polynomial depends on the constant . We remark, also, that many celebrated approximation algorithms with provable performance guarantees proceed by iterative update methods coupled with bounds on the local change of the objective value (e.g., basis reduction in Lenstra, Lenstra, & Lovasz, 1981 , and typical primal-dual methods in Vazirani, 2002) .
Encouraged both by the possibility of utilizing such heuristics in practice and the natural question of understanding the structural properties of heuristics (and search spaces) that indeed guarantee palatable performance on the part of A * , we study the behavior of A * when provided with a heuristic function that is an -approximation to the cost of a cheapest path to a solution. As certain natural situations arise where approximation quality is asymmetric (i.e., the case of an admissible heuristic), we slightly refine the notion of accuracy by distinguishing the multiplicative factors in the two sides of an approximation: we say that a heuristic h is an ( 1 , 2 )-approximation to the actual cost function h * , or simply ( 1 , 2 )-approximate, if (1 − 1 )h * ≤ h ≤ (1 + 2 )h * . In particular, admissible heuristics with -approximation are ( , 0)-approximate. We will call a heuristic δ-accurate if it is ( 1 , 2 )-approximate and δ = 1 + 2 . A detailed description appears in Section 2.1.
A Sketch of the Results
We initially model our search space as an infinite b-ary tree with a distinguished root. A problem instance is determined by a set S of nodes of the tree-the "solutions" to the problem. The cost associated with a solution s ∈ S is simply its depth. The search procedure is equipped with (i.) an oracle which, given a node n, determines if n ∈ S, and (ii.) an heuristic function h, which assigns to each node n of the tree an estimate of the actual length h * (n) of the shortest (descending) path to a solution. Let S be a solution set in which the first (and hence optimal) solution appears at depth d. We establish a family of upper bounds on the number of nodes expanded by A * : if h is an ( 1 , 2 )-approximation of h * , then A * finds a solution of cost no worse than (1 + 2 )d and expands no more than 2b ( 1+ 2)d + dN 1 + 2 nodes, where N δ denotes the number of solutions at depth less than (1 + δ)d. See Lemma 3.1 below for stronger results. We emphasize that this bound applies to any solution space and can be generalized to search models with non-uniform branching factors and non-uniform edge costs (see Section 5).
We go on to show that this upper bound is essentially tight; in fact, we show that the bound is nearly achieved even by non-adversarially determined solution spaces selected according to a simple stochastic rule (see Theorems 3.1 and 4.1.). We remark that these bounds on running time fall off rapidly as the accuracy of the heuristics increases, as long as the number of near-optimal solutions is not too large (although it may grow exponentially). For instance, the effective branching factor of A * guided by an admissible δ-accurate heuristic will be reduced to b δ if N δ = O(b δd ). However, in the worst cases, which occur when the search space has an overwhelming number of near-optimal solutions, A * still has to expand almost as many nodes as brute-force does, regardless of heuristic accuracy. Likewise, strong guarantees on δ < 1 are, in general, necessary to effect appreciable changes in average branching factor. This is discussed in Theorem 4.2.
After establishing bounds for the tree-based search model, we examine the time complexity of A * on a graph by "unrolling" the graph into an equivalent tree and then bounding the number of near-optimal solutions in the tree which are a "lift" of a solution in the original graph. This appears in Section 6. Using spectral graph theory, we show that the number N δ of lifted solutions on the tree corresponding to a b-regular graph G is O(µ (1+δ)d ), assuming the optimal solution depth d is O(log b |G|) and the number solutions in G is constant, where µ is the second largest eigenvalue (in absolute value) of the adjacency matrix of G. In particular, for almost all b-regular graphs in which b does not grow with the size of graphs, we have µ ≤ 2 √ b, which yields the effective branching factor of A * search on such graphs is roughly at most 8b (1+δ)/2 if the heuristic is δ-accurate. We also experimentally evaluate these heuristics.
Experimental Results and the Relationship to A * in Practice. Of course, these upper bounds are most interesting if they reflect the behavior of search problems in practice. The bounds above guarantee, in general, that E, the number of nodes expanded by A * with a δ-accurate heuristic, satisfies E≤ 2b δd + dN δ .
Under the plausible condition that N δ ≈ b δd , we have simply E ≈ cb δd node expansions for a constant c that does not depend on δ (c may depend on k and/or other properties of the search space). This suggests the hypothesis that for hard combinatorial problems with suitably sparse near-optimal solutions, E ≈ cb δd or, equivalently, log E ≈ log c + δd log b .
(1)
In particular, this suggests a linear dependence of log E on δ.
To explore this hypothesis, we conducted a battery of experiments on the natural search-tree presentation of the well-studied Knapsack Problem. Here we obtain an admissible δ-accurate heuristic by applying the Fully Polynomial Time Approximation Scheme (FPTAS) for the problem due to the work of Ibarra and Kim (1975) (see also Vazirani, 2001, p. 70) , which provides us with a convenient method for varying δ without changing the other parameters of the search. We remark that the natural search space for the problem is a quite irregular edge-weighted directed graph on which A * can avoid reopening any node. Thus, this search space is equivalent to one of its spanning subtrees in terms of A * 's behaviors. In order to focus on computationally nontrivial examples, we generate Knapsack instances from distributions that are empirically hard for the best known exact algorithms (Pisinger, 2005) . The results of these experiments yield remarkably linear behavior (of log E as a function of δ) for a quite wide window of values: indeed, our tests yield R 2 correlation coefficients (of the least-square linear regression model) in excess of 90% with δ in the range (.5, 1) for most Knapsack instances. See Section 7.1 for details.
While the experimental results discussed above for the Knapsack problem support the linear scaling of (1), several actual parameters of the search are unknown: for example, we cannot rule out the possibility that the approximation algorithm, when asked to produce an -approximation, does not in fact produce a significantly better approximation. While this seems far-fetched, such behavior could provide spurious evidence for linear scaling. To explore the hypothesis in more detail, we additionally explore a more artificial search space for the partial Latin square completion (PLS) problem in which we can provide precise control of δ (and, in fact, N δ ). The PLS problem is featured in a number of benchmarks for local search and complete search methods. Roughly, this is the problem of finding an assignment of values to the empty cells of a partially filled n × n table so that each row and column in the completed table is a permutation of the set {1, . . . , n}. In our formulation of the problem, the search space is a 2n-regular graph, thus the brute-force branching factor is 2n. On this search space, by controlling N δ , we prove an asymptotic upper bound of (1 + δ) (1 + 1 /δ) δ n δ on the effective branching factor of A * coupled with any δ-accurate heuristic. We also experimentally evaluate the effective branching factor of A * with the admissible δ-accurate heuristic (1−δ)h * , with which A * expands more nodes than with any admissible δ-accurate heuristic strictly larger than (1 − δ)h * . We remark that while the PLS problem itself is well-studied and natural, we invent specific search space structure on the problem that allows us to analytically control the number of near-optimal solutions. Unlike the Knapsack problem, where we can construct an efficient admissible δ-accurate heuristic for every fixed δ thanks to the given FPTAS, known approximation algorithms for the PLS problem are much weaker-they provide approximations for specific constants (1/e). To avoid this hurdle, we construct instances of PLS with known solution, from which we extract the heuristics (1 − δ)h * . Despite these "planted" solutions and contrived heuristics, the infrastructure provides an example of a combinatorially rich search space with known solution multiplicity and a heuristic of known quality, and so provides a means for experimentally measuring the relationship between heuristic accuracy and running time. Our empirical data results in remarkable agreement with the theoretical upper bounds. More subtly, by empirically analyzing the linear dependence of log E on δ, we see that the effective branching factor of A * using the heuristic (1 − δ)h * on the given PLS search space is roughly (2n) 0.8δ ; see Section 7.2. As far as we are aware, these are the first experimental results that explore the relationship between δ and E. Understanding heuristic accuracy and solution space structure in general (and the ensuing bounds on A * running time) for problems and heuristics of practical interest remains an intriguing open problem. We remark that for problems such as the (n 2 − 1)-puzzle, which have been extensively used as test cases for A * , it seems difficult to find heuristics with accuracy sufficient to significantly reduce average branching factor. The best rigorous algorithms can only give rather large constant guarantees (Ratner & Warmuth, 1990; Parberry, 1995) : in particular, Parberry (1995) shows that one can quickly compute solutions (and hence approximate heuristics) that are no more than a factor 19 worse than optimal; the situation is somewhat better for random instances, where he establishes a 7.5-factor. See Demaine's (2001) work for a general discussion.
Observe that any search algorithm not privy to heuristic information requires Ω(b d ) running time, in general, to find a solution. High probability statements of the same kind can be made if the solution space is selected from a sufficiently rich family. Such pessimistic lower bounds exist even in situations where the search space is highly structured (Aaronson, 2004) . Our results suggest that accurate heuristic information can have a dramatic impact on A * search, even in face of substantial solution multiplicity.
This article expands the conference article (Dinh, Russell, & Su, 2007) where the complexity of A * with an -approximate heuristic function was studied over trees. In this article, we generalize this to asymmetric approximation, develop analogous bounds over general search spaces, establishing a connection to algebraic graph theory, and report on a battery of supporting experimental results.
Motivation and Related Work
The A * algorithm has been the subject of an enormous body of literature, often investigating its behavior in relation to a specific heuristic and search problem combination, (e.g., Zahavi, Felner, Schaeffer, & Sturtevant, 2007; Sen, Bagchi, & Zhang, 2004; Korf & Reid, 1998; Korf, Reid, & Edelkamp, 2001; Helmert & Röger, 2008) . Both space complexity (Korf, 1985) and time complexity have been addressed at various levels of abstraction. Abstract formulations, involving accuracy guarantees like those we consider, have been studied, but only in tree models where the search space possesses a single solution. In this single solution framework, Gaschnig (1979) has given exponential lower bounds of Ω(b d δ ) on the time complexity for admissible δ-accurate heuristics, where Pearl, 1984 , p. 180), while Pohl (1977 has studied more restrictive (additive) approximation guarantees on h which result in linear time complexity. Average-case analysis of A * based on probabilistic accuracy of heuristics has also been given for single-solution search spaces (Huyn, Dechter, & Pearl, 1980) . These previous analysis suggested that the effect of heuristic functions would reduce the effective branching factor of the search, which is consistent with our results when applied to the single-solution model (the special case when N δ = 1 for all δ > 0). The single solution model, however, appears to be an inappropriate abstraction of most search problems featuring multiple solutions, as it has been recognized that ". . . the presence of multiple solutions may significantly deteriorate A * 's ability to benefit from improved precision." (Pearl, 1984, p. 192 ) (emphasis added).
The problem of understanding the time complexity in terms of structural properties of h on multiple-solution spaces has been studied by Korf and Reid (1998) , Korf et al. (2001) , and Korf (2000) , using an estimate based on the distribution of h(·) values. In particular, they studied an abstract search space given by a b-ary tree and concluded that "the effect of a heuristic function is to reduce the effective depth of a search rather than the effective branching factor" (Korf & Reid, 1998; Korf et al., 2001) . For the case of accurate heuristics with controlled solution multiplicity, this conclusion directly contradicts our findings, which indicate dramatic reduction in effective branching factor for such cases. To explain this discrepancy, we observe that their analysis relies on an "equilibrium assumption" that fails for accurate heuristics (in fact, it fails even for much weaker heuristic guarantees, such as h(v) ≥ h * (v) for small > 0). The basic structure of their argument, however, can be naturally adapted to the case of accurate heuristics, in which case it yields a reduction in effective branching factor. We give a detailed discussion in Section 8.
As a follow-up to Korf and Reid (1998) , Korf et al. (2001) , and Korf's (2000) work, Edelkamp (2001) examined A * (indeed, IDA * ) on undirected graphs, relying on the equilibrium assumption. Edelkamp's new technique is the use of graph spectrum to estimate the number n ( ) of nodes at certain depth in the brute-force search tree (same as our cover tree). However, unlike our spectral analysis, which is of the original search graph G, Edelkamp analyzed the spectrum of a related "equivalence graph," which has quite different structural properties. Specifically, Edelkamp found that the asymptotic branching factor, defined by the ratio n ( ) /n ( −1) for large , equals the largest eigenvalue of the adjacency matrix of the equivalence graph for certain Puzzle problems. To compare, our spectral analysis depends on the second largest eigenvalue of the adjacency matrix A G of the original search graph G, while the largest eigenvalue of A G always equals the branching factor, assuming G is regular.
Additionally, the analyses of Korf and Reid (1998) , Korf et al. (2001) , and Korf (2000) (and therefore, of Edelkamp, 2001 ) focus on a particular subclass of admissible heuristics, called consistent heuristics. We remark that the heuristics used in our experiments for the Knapsack problem are admissible but likely inconsistent. Zhang, Sturtevant, Holte, Schaeffer, and Felner (2009) and Zahavi et al. (2007) discuss usages of inconsistent heuristics in practice.
Our work below explores both worst-case and average-case time complexity of A * search on both trees and graphs with multiple solutions when coupled with heuristics possessing accuracy guarantees. We make no assumptions regarding consistency or admissibility of the heuristics, though several of our results can be naturally specialized to this case. In addition to studying the effect of heuristic accuracy, our results also shed light on the sensitivity of A * to the distribution of solutions and the combinatorial structure of the underlying search spaces (e.g., graph eigenvalues, which measure, among other things, the extent of connectedness for graphs). As far as we are aware, these are the first rigorous results combining search space structure and heuristic accuracy in a single framework for predicting the behavior of A * .
Preliminaries
A typical search problem is defined by a search graph with a starting node and a set of goal nodes called solutions. Any instance of A * search on a graph, however, can be simulated by A * search on a cover tree without reducing running time; this is discussed in Section 6.1. Since the number of expansions on the cover tree of a graph is larger than or equal to that on the original graph, it is sufficient to upper bound the running time of A * search on the cover tree. With this justification, we begin with considering the A * algorithm for search problems on a rooted tree.
Problem Definition and Notations. Let T be a tree representing an infinite search space, and let r denote the root of T . For convenience, we also use the symbol T to denote the set of vertices in the tree T . Solutions are specified by a nonempty subset S ⊂ T of nodes in T . Each edge on T is assigned a positive number called the edge cost. For each vertex v in T , let
• SubTree(v) denote the subtree of T rooted at v,
• Path(v) denote the path in T from root r to v,
• g(v) denote the total (edge) cost of Path(v), and
• h * (v) denote the cost of the least costly path from v to a solution in SubTree(v). (We write h * (v) = ∞ if no such solution exists.)
The objective value of this search problem is h * (r), the cost of the cheapest path from the root r to a solution. The cost of a solution s ∈ S is the value of g(s). A solution of cost equal to h * (r) is referred to as optimal.
The A * algorithm is a best-first search employing an additive evaluation function
, where h is a function on T that heuristically estimates the actual cost h * . Given a heuristic function h : T → [0, ∞], the A * algorithm using h for our defined search problem on the tree T is described as follows:
Algorithm 1 A * search on a tree 1. Initialize Open := {r}.
Repeat until Open is empty:
(a) Remove from Open a node v at which the function f = g + h is minimum.
(b) If v is a solution, exit with success and return v.
(c) Otherwise, expand node v, adding all its children in T to Open.
Exit with failure.
It is known (e.g., Dechter & Pearl, 1985 , Lemma 2) that at any time before A * terminates, there is always a vertex v present in Open such that v lies on a solution path and f (v) ≤ M , where M is the min-max value defined as follows:
This fact leads to the following node expansion conditions: Dechter & Pearl, 1985, Thm. 3) . We say that a vertex v satisfying f (v) ≤ M is potentially expanded by A * .
• Any vertex v with max
must be expanded by A * (with heuristic h) (cf., Dechter & Pearl, 1985, Thm. 5) . In particular, when the function f monotonically increases along the path from the root r to v, the node v must be expanded if f (v) < M .
Hence, the solution found by A * using an ( 1 , 2 )-approximate heuristic must have cost no more than (1 + 2 )h * (r) and thus exceeds the optimal cost by no more than a multiplicative factor equal 2 .
Definition. Let δ ≥ 0. A solution of cost less than (1 + δ)h * (r) is called a δ-optimal solution.
Assumptions. To simplify the analysis for now, we assume that the search tree T is b-ary and that every edge is of unit cost unless otherwise specified. In this case, the cost g(v) is simply the depth of node v in T and h * (v) is the shortest distance from v to a solution that is a descendant of v. Throughout, the parameters b ≥ 2 (the branching factor of the search space) and 1 ∈ (0, 1], 2 ∈ [0, 1] (the quality of the approximation provided by the heuristic function) are fixed. We rule out the case 3. Upper Bounds on Running Time of A * on Trees
We are now going to establish upper bounds on the running time of A * search on the tree model. We will first show a generic upper bound that applies to any solution space. We then apply this generic upper bound to a natural stochastic solution space model.
A Generic Upper Bound
As mentioned in the introduction, we begin with an upper bound on the time complexity of A * search depending only on the "weight distribution" of the solution set, in addition to the heuristic's approximation factors. We shall, in fact, upper bound the number of potentially expanded nodes, which is clearly an upper bound on the number of nodes actually expanded by A * :
Lemma 3.1. Let S be a solution set whose optimal solutions lie at depth d. Then, for every γ ≥ 0, the number of nodes expanded by A * search on the tree T with an ( 1 , 2 )-approximate heuristic is no more than
nodes, where N δ is the number of δ-optimal solutions.
The presence of the independent parameter γ offers a flexible way to apply the upper bound in Lemma 3.1. In particular, applying Lemma 3.1 with γ = 1 and using the fact that 1 − 1 ≤ 1, we arrive at the upper bound of 2b
given such a choice of γ.
Proof of Lemma 3.1. Let d = h * (r) and let δ = γ 1 + 2 . Consider a node v which does not lie on any path from the root to a δ-optimal solution, so that h
Recall that a node is potentially expanded by A * if its f -value is less than or equal to M . Since M ≤ (1 + 2 )d, the node v will not be potentially expanded if
Since 1 > 0, the inequality (3) is equivalent to
In other words, any node at depths in the range
can be potentially expanded only when it lies on the path from the root to some δ-optimal solution.
On the other hand, on each δ-optimal solution path, there are at most
Pessimistically assuming that all nodes with depth no more than (γ 1 + 2 + 1 − γ)d are potentially expanded in addition to those on paths to δ-optimal solutions yields the statement of the lemma. (Note that as b ≥ 2, i=0 b i ≤ 2b and that every potentially expanded node v must have depth
An Upper Bound on a Natural Search Space Model
While actual time complexity will depend, of course, on the precise structure of S and h, we show below that this bound is essentially tight for a rich family of solution spaces. We consider a sequence of search problems of "increasing difficulty," expressed in terms of the depth d of the optimal solution.
A Stochastic Solution Space Model. For a parameter p ∈ [0, 1], consider the solution set S which is obtained by independently placing each node of T into S with probability p. In this setting, S is a random variable and is written S p . When solutions are distributed according to S p , observe that the expected number of solutions at depth d is precisely pb d and that when p = b −d an optimal solution lies at depth d with constant probability. For this reason, we focus on the specific
Recall that under this model, it is likely for the optimal solutions to lie at depth d and, more generally, we can see that with very high probability the optimal solutions of any particular subtree will be located near depth d (with respect to the root of the subtree). We make this precise below.
Lemma 3.2. Suppose the solutions are distributed according to S p k . Then for any node v ∈ T and t > 0, 1
Proof. In the tree SubTree(v), there are n =
The first inequality is obtained by applying Bernoulli's inequality, and the last one is implied from the fact that 1 − x ≤ e −x for all x. Observing that
Observe that in the S p d model, conditioned on the likely event that the optimal solutions appear at depth d, the expected number of δ-optimal solutions is Θ(b δd ). In this situation, according to Lemma 3.1, A * expands no more than O(b
) vertices in expectation, for any γ ≥ 0. The leading exponential term in this bound is equal to
which is minimal when γ = 1. This suggests the best upper bound that can be inferred from the family of bounds in Lemma 3.1 is poly(d)b
(
Before discussing the average-case time complexity of A * search, we record the following wellknown Chernoff bound, which will be used to control the tail bounds in our analysis later.
Lemma 3.3 (Chernoff bound, Chernoff, 1952) . Let Z be the sum of mutually independent indicator random variables with expected value µ = E[Z]. Then for any λ > 0,
A detailed proof can be found in the book of Motwani and Raghavan (1995) . In several cases below, while we do not know exactly the expected value of the variable to which we wish to apply the tail bound in Lemma 3.3, we can compute sufficiently good upper bounds on the expected value. In order to apply the Chernoff bound in such a case, we actually require a monotonicity argument:
With this argument and by applying Lemma 3.3 for λ = e − 1, we obtain:
Adopting the search space whose solutions are distributed according to S p d , we are ready to bound the running time of A * on average when guided by an ( 1 , 2 )-approximate heuristic:
Theorem 3.1. Let d be sufficiently large. With probability at least
Proof. Let X be the random variable equal to the total number of nodes expanded by the A * with an ( 1 , 2 )-approximate heuristic. Of course the exact value of, say, E[X] depends on h; we will prove upper bounds achieved with high probability for any ( 1 , 2 )-approximate h. Applying Lemma 3.1 with γ = 1, we conclude X ≤ 2b
Thus it suffices to control both h * (r) and the number N 1+ 2 of ( 1 + 2 )-optimal solutions. We will utilize the fact that in the S p d model, the optimal solutions are unlikely to be located far from depth d. To this end, let E far be the event that h
Observe that conditioned on E far , we have h * (r) ≤ d+∆ and N 1 + 2 ≤ Z, where Z is the random variable equal to the number of solutions with depth no more than (1 + 1 + 2 )(d + ∆). We have
and, applying the Chernoff bound in Corollary 3.1 to control Z,
.
Letting E thick be the event that Z ≥ 6b
To summarize: when neither E far nor E thick occurs,
Hence,
To infer the bound stated in our theorem, set
Remark By similar methods, other trade-offs between the error probability and the resulting bound on the number of expanded nodes can be obtained.
Lower Bounds on Running Time of A * on Trees
We establish that the upper bounds in Theorem 3.1 are tight to within a O(1/ √ d) term in the exponent. We begin by recording the following easy fact about solution distances in this discrete model. Fact 2. Let ∆ ≤ h * (r) be a nonnegative integer. Then for every solution s, there is a node v ∈
Proof. Fix a distance ∆ ≤ h * (r). We will prove the lemma by induction on the depth of solutions. The lemma clearly holds for optimal solutions. Consider a solution s which may not be optimal, and let v ∈ Path(s) be the node which is ∆ level far from s so that h
there must be another solution s ∈ SubTree(v) that is closer to v. By the induction assumption, there is a node v ∈ Path(s ) with h * (v ) = ∆. This node v must be an ancestor of v, since the distance between v and s is less than ∆ while the distance between v and s is at least ∆, completing the proof.
We proceed now to the lower bound. * search on the tree T using h is at least b
Proof. Our plan is to define a pathological heuristic function that forces A * to expand as many nodes as possible. Note that the heuristic function here is allowed to overestimate h * . Intuitively, we wish to construct a heuristic function that overestimates h * at nodes close to a solution and underestimates h * at nodes far from solutions, leading A * astray whenever possible. Recall that for every vertex v, it is likely to have a solution lying at depth d of SubTree(v). Thus we can use the quantity h * (v) ≤ d − ∆ to formalize the intuitive notion that the node v is close to a solution, where the quantity ∆ < d will be determined later. Our heuristic function h is formally defined as follows:
Observe that the chance for a node to be overestimated is small since, by Lemma 3.2,
for any node v. Also note that if a node v does not have any overestimated ancestor, then the f values will monotonically increase along the path from root to v. Naturally, we also wish to ensure that the optimal solution is not too close to the root. Let E close be the event that h
We then will see that conditioned on the event E close , which means "h * (r) > d − ∆," every solution will be "obscured" by an overestimated node that is not too close to a solution. Concretely, up to issues of integrality, Fact 2 asserts that for every solution s, there must be a node v on the path from the root to s with h
Since every solution is "obscured" by some overestimated node whose f value is larger than (1
, where M is the min-max value defined in (2). It follows that a node v must be expanded if Path(v) does not contain any overestimated node and
since 1 < 1. Therefore, we say a node v is required if there is no overestimated node in Path(v) and
. To recap, conditioned on E close , the set of required nodes is a subset of the set of nodes expanded by A * search using our defined heuristic function. We will use the Chernoff bound to control the size of R which denotes the set of non-required nodes at depth . Let v be a node at depth < ( 1 + 2 )d. Equation (4) implies
The last inequality holds for sufficiently large d, as long as ∆ = poly(d). On the other hand, if
In the case 1 = 1, the event "
− " never happens given the value of that has been set. Hence, in any case, Pr v ∈ R ≤ 1/8 so that E R ≤ b /8. Applying the Chernoff bound in Corollary 3.1 again yields
Let E thin be the event that R ≥ b /2. Since b /2 > eb /8,
Putting the pieces together, we have
, and thus
Pr A * expands less than b
for sufficiently large d.
For contrast, we now explore the behavior of A * with an adversarially selected solution set; this achieves a lower bound which is nearly tight (in comparison with the general upper bound on the worst-case running time of A * obtained by setting γ = 0 in the bound of Lemma 3.1 above).
Theorem 4.2. For any d > 1, there exists a solution set S whose optimal solutions lie at depth d and an ( 1 , 2 )-approximate heuristic function h such that the A * on the tree T using h expands at least b (1+ 2)d−1− 2/ 1 nodes.
Proof. Consider a solution set S in which all 2 -optimal solutions share an ancestor u lying at depth 1. Furthermore, S contains every node at depth (1 + 2 )d that is not a descendant of u, where
With this heuristic, every 2 -optimal solution is "hidden" from the search procedure by its ancestor u.
where M is the min-max value defined in Equation (2).
Let v be any node at depth ≤ (1 + 2 )d that does not lie inside of SubTree(u). Note that the f values monotonically increase along the path from root r to v, which implies that the node v must be expanded if f (v) < M . On the other hand, since every non-descendant of u at depth (1 + 2 )d is a solution, we have + h * (v) ≤ (1 + 2 )d, and thus
Hence, the node v must be expanded if (1
It follows that the number of nodes expanded by A * is at least
According to Theorem 4.2, if we set 2 = 0 and let 1 be arbitrarily small provided 1 > 0, then we can obtain a near-accurate heuristic which forces A * to expand at least as many as b d−1 nodes. This lower bound partially explains why A * can perform so poorly, even with an almost perfect heuristic, in certain applications (Helmert & Röger, 2008) : The adversarially-chosen solution set given in the proof of Theorem 4.2 has an overwhelming number of near-optimal solutions. Indeed,
for any > 0.
Generalizations: Non-uniform Edge Costs and Branching Factors
In this section, we discuss how the generic upper bounds of Lemma 3.1 can be generalized to apply to more natural search models such as those with non-uniform branching factors and non-uniform edge costs; in Section 6, we show how these can be extended to general graph search models. Now we consider a general search tree without the assumptions of uniform branching factor and uniform edge costs. From the same argument given in the proof of Lemma 3.1, we derive the assertion that when the heuristic is ( 1 , 2 )-approximate, any node of cost more than (γ 1 + 2 + 1 − γ)c * will not be potentially expanded if it does not lie on a (γ 1 + 2 )-optimal solution path, where γ is an arbitrary nonnegative number and c * = h * (r) is the optimal solution cost. Hence, the number of nodes potentially expanded by A * with an ( 1 , 2 )-approximate heuristic is bounded by
Here F (ξ) is the number of nodes with cost no more than ξ, which we call free nodes; R(ξ, δ) is the number of nodes with cost in the range (ξ, (1 + 2 )c * ] that lie on a δ-optimal solution path, which we call restricted nodes.
To bound the number of free and restricted nodes, respectively, we assume that the branching factors are upper bounded and edge costs are lower bounded. Let B ≥ 2 be the maximal branching factor and let m be the minimal edge cost. Since any node with cost no more than ξ must lie at depth no larger than ξ/m, we have
On each δ-optimal solution path, there are at most ((1 + 2 )c * − ξ)/m nodes of cost in the range (ξ, (1 + 2 )c * ]. Thus,
Letting ξ = (γ 1 + 2 + 1 − γ)c * , δ = γ 1 + 2 , and applying the bounds for F (ξ) and R(ξ, δ) to the bound in (6), we obtain another upper bound on the number of expanded nodes when the heuristic is ( 1 , 2 )-approximate:
for any γ ≥ 0. This equation (7) is a generalized version of the bound in Lemma 3.1. Substituting γ = 1 in (7), we arrive at the following simpler upper bound on the number of expanded nodes:
Bounding Running Time of A * on Graphs
In previous parts, we have established bounds on the running time of A * on the tree model. Now we will apply those bounds to A * on the graph model. In order to do that, we will first unroll the graph into a cover tree, and then bound the number of solutions lifted to the cover tree.
Unrolling Graphs into Trees
The preceding generic upper bounds are developed for tree-based models; in this section we discuss a natural extension to general graph search models. The principal connection is obtained by "unrolling" a graph into a tree on which A * expands at least as many nodes as it does on the original graph (including repetitions). More specifically, given a directed graph G and starting node x 0 in G, we define a cover tree T (G) whose nodes are in one-to-one correspondence with finite-length paths in G from x 0 . We shall write a path (x 0 , . . . , x ) in G as a node in T (G). The root of T (G) is (x 0 ). The parent of a node (x 0 , x 1 , . . . , x ) in T (G) is the node (x 0 , x 1 , . . . , x −1 ), and the edge cost between the two nodes (x 0 , x 1 , . . . , x −1 ) and (x 0 , x 1 , . . . , x ) in T (G) equals the cost of the edge (x −1 , x ) in G. Hence, for each node P in T (G), the cost value g(P ) is equal to the total edge cost on the path P in G. A node (x 0 , . . . , x ) in T (G) is designated as a solution whenever x is a solution in G.
A node in T (G) that corresponds to a path ending at node x ∈ G will be called a copy of x. Observe that a solution in G may "lift" multiple times to solutions in T (G), as each node in G may have multiple copies in T (G). Figure 1 illustrates an example of unrolling a graph into a cover tree. In this example, node s is a solution in the graph and its first two copies in the cover tree correspond to the paths (0, 3, s) and (0, 5, 3, s), where 0 is the starting node in the given graph.
The A * search on graph G is described in Algorithm 2 below, in which h(x) is the heuristic at node x, g(x) is the cost of the current path from x 0 to x, and c(x, x ) denotes the cost of the edge (x, x ) in G. We assume the value of h(x) depends only on x, i.e., h(x) does not depend on a particular path from x 0 to x. Unlike A * search on a tree, for each node x in Open or Closed, Algorithm 2 also keeps track of the current path P from x 0 to x through the pointers, and the current f -value of x is equal to g(P ) + h(x). This current path is the cheapest path from x 0 to x that passes only nodes that have been expanded.
Algorithm 2 A * search on a graph (Pearl, 1984, p. 64) 1. Initialize Open := {x 0 } and g(x 0 ) := 0.
2. Repeat until Open is empty.
(a) Remove from Open and place on Closed a node x for which the function f = g + h is minimum.
(b) If x is a solution, exit with success and return x.
(c) Otherwise, expand x, generating all its successors. For each successor x of x, i. If x is not on Open or Closed, estimate h(x ) and calculate f (x ) = g(x ) + h(x ) where g(x ) = g(x) + c(x, x ), and put x to Open with pointer back to x. ii. If x is on Open or Closed, compare g(x ) and
, direct the pointer of x back to x and reopen x if it is in Closed.
Exit with failure.
Now consider A * search on the cover tree T (G) of graph G using the same heuristic function h: for each node P in T (G), set the heuristic value h(P ) to be equal to h(x) if P is a copy of node x ∈ G, i.e., P is a path in G from x 0 to x. Observe that the cover tree T (G) and the graph G share the same threshold M (defined in Equation (2)). Hence, whenever a node x ∈ G is expanded with current path P , we must have g(P ) + h(x) ≤ M , which implies that P is potentially expanded by A * search on the cover tree T (G). This shows the following fact:
Fact 3. The number of node expansions by A * on G is no more than the number of nodes potentially expanded by A * on T (G) using the same heuristic.
Here, by node expansion, we mean an execution of the expand step of A * , i.e.
Step (2c). Note that, in general, a node in G can be expanded many times along different paths.
Remark The running time of A * on the cover tree can also be used to upper bound the running time of iterative-deepening A * (IDA * ) on the graph. Recall that the running time of IDA * is dominated by its last iteration. On the other hand, the last iteration of IDA * on G is merely depth-first search on the cover tree T (G) up to the cost threshold M . Hence, the number of expansions in the last iteration of IDA * is no more than the number of nodes potentially expanded by A * on the cover tree.
So, to upper-bound time complexity of A * or IDA * on a graph, it suffices to unroll the graph into the cover tree and apply upper bounds on the number of nodes potentially expanded by A * on the cover tree. In particular, the bound in Equation (7) can be applied directly to the A * search on G.
Note that while these bounds can be applied directly, the problem of determining exactly how solutions in G lift to solutions in the cover tree depends on delicate structural properties of Gspecifically, it depends on the growth of the number of distinct paths from x 0 to a solution as a function of the length of these paths. In particular, in order to obtain general results on the complexity of A * in this model, we must invoke some measure of the connectedness of the graph G. Below we show how to bound the complexity of A * in terms of spectral properties of G. We choose this approach because it offers a single parameter notion of connectedness (the second eigenvalue) that is both analytically tractable and can actually be analyzed or bounded for many graphs of interest, including various families of Cayley graphs and combinatorial graphs by methods such as conductance.
An Upper Bound via Graph Spectra
We shall consider an undirected 2 graph G on n vertices as the search space. Let x 0 be the starting node and let S be the set of solutions in G. For simplicity, assume G is b-regular (2 < b n) and the edge costs are uniformly equal to one, so the cover tree T (G) is b-ary and has uniform edge cost. We assume, additionally, that |S| is treated as a constant when n → ∞.
By Fact 3 and Lemma 3.1, the number of node expansions by A * on G with an ( 1 , 2 )-approximate heuristic is at most 2b
, where d is the optimal solution cost, which equals the optimal solution depth in T (G), and N δ is the number of δ-optimal solutions in T (G). Our goal now is to upper bound N δ (of the cover tree T (G)) in terms of spectral properties of G.
We introduce the principal definitions of spectral graph theory below, primarily to set down notation. A more complete treatment of spectral graph theory can be found in the work of Chung (1997) .
Graph Spectra. For a graph G, let A be the adjacency matrix of G: A(x, y) = 1 if x is adjacent to y, and 0 otherwise. This is a real, symmetric matrix (A T = A) and thus has real eigenvalues b = µ 1 ≥ µ 2 ≥ . . . ≥ µ n ≥ −b, by the spectral theorem (Horn & Johnson, 1999) . Let A = 1 /b · A denote the normalized adjacency matrix of G; then A has eigenvalues 1 = λ 1 ≥ λ 2 ≥ . . . ≥ λ n ≥ −1, which are referred to as the spectrum of G, where λ i = µ i /b. These eigenvalues, along with their associated eigenvectors, determine many combinatorial aspects of the graph G. In most applications of graph eigenvalues, however, only the critical value µ = µ(G) def = max {|µ 2 |, |µ n |} is invoked and, moreover, the real parameter of interest is the gap between λ = µ/b and the largest eigenvalue λ 1 = 1 of the normalized adjacency matrix. Intuitively, λ measures the "connectedness" of G. Sparsely connected graphs have λ ≈ 1; for the n-cycle, for example, λ = 1 − O(1/n). The hypercube on N = 2 n vertices has λ = 1 − Θ(1/ log N ). Similar bounds on µ and λ, are known for many families of Cayley graphs. Random graphs, even of constant degree b ≥ 3, achieve λ = o(1) with high probability. In fact, a recent result of Friedman (2003) strengthens this:
Theorem 6.1. (Friedman, 2003) Fix a real c > 0 and an integer b ≥ 2. Then with probability
While one can produce an analogous cover tree in the directed case, the spectral machinery we apply in the next section is somewhat complicated by the presence of directed edges. See the work of Chung (2006) and Horn and Johnson (1999, Perron-Frobenius theorem) for details.
where G n,b is a random b-regular graph on n vertices.
We remark that for any non-bipartite connected graph with diameter D, we always have µ ≤ b − 1/(Dn). Under stronger conditions, when the graph is vertex-transitive (which is to say that for any pair v 0 , v 1 of vertices of G there is an automorphism of G sending v 0 to v 1 ), one has
2 ) (Babai, 1991) . While vertex transitivity is a strong condition, it is satisfied by many natural algebraic search problems (e.g., 15-puzzle-like search spaces and the Rubik's cube).
The principal spectral tool we apply in this section is described in Lemma 6.1 below. We begin with some notation.
Notations. Any function φ on G can be viewed as a column vector indexed by the vertices in G and vice versa. For each vertex x ∈ G, let 1 x denote the function on G that has value 1 at x and 0 at every vertex other than x. For any real-valued functions φ, ϕ on G, define the inner product φ, ϕ = x∈G φ(x)ϕ(x). We shall use · to denote the L 2 -norm, i.e., φ = φ, φ for any function φ on G.
Recall that since A is symmetric and real, by spectral theorem (Horn & Johnson, 1999) , there exist associated eigenfunctions φ 1 , . . . , φ n that form an orthonormal basis for the space of real-valued functions on G, where φ i is the eigenfunction associated with the eigenvalue λ i of A. In particular, we have Aφ i = λ i φ i and φ i = 1 for all i, and φ i , φ j = 0 for all i = j. In this basis, we can write φ = n i=1 φ, φ i φ i for any real-valued function φ on G. Lemma 6.1. Let G be an undirected b-regular graph with n vertices, and λ = µ(G)/b. For any probability distributions p and q on vertices of G, and any integers s, t ≥ 0,
By the Cauchy-Schwartz inequality,
Without loss of generality, assume φ 1 (x) = 1 / √ n for all vertices x ∈ G. Since p is a probability distribution,
Similarly,
completing the proof of the lemma.
With Lemma 6.1 in hand, we establish the following bound on the number of paths of a prescribed length connecting a pair of vertices. We then apply this to control the number of -optimal solutions in the cover tree of G. Let P (u, v) denote the number of paths in G of length from u to v.
Lemma 6.2. Let G be an undirected b-regular graph with n vertices, and µ = µ(G). For any vertices u, v in G and ≥ 0,
Proof. Since P (u, v) is the number of -length paths from u to v, we have
is the probability that a natural random walk on G of length starting from u ends up at
As λ = µ/b, multiplying both sides of the last inequality by b completes the proof for the lemma.
The major consequence of Lemma 6.2 in our application is the following bound on the number of -optimal solutions in T (G).
Theorem 6.2. Let G be an undirected b-regular graph with n vertices, and µ = µ(G). For sufficiently large n and any ≥ 0, the number of -optimal solutions in T (G) is
where d is the depth of optimal solutions in T (G), and S is the set of solution nodes in G.
Proof. For each solution s ∈ S, the number of copies of s at level in T (G) equals P (x 0 , s), which is less than b /n + µ by Lemma 6.2. Hence, the number of solutions at level in T (G) is
Summing up both sides of (9) for ranging from d to (1 + )d, we have
When n is sufficiently large, we have µ ≥ 2. Thus,
Assuming G has this spectral property and
In such cases, the number of node expansions by A * on G using an
, which implies the effective branching factor of A * is roughly bounded by 2 1+ b (1+ )/2 < 8b (1+ )/2 .
Experimental Results
As discussed in the introduction, the bounds established thus far guarantee that E, the number of nodes expanded by A * using a δ-accurate heuristic, satisfies
(Here, as before, b is the branching factor, d is the optimal solution depth, and c is some constant.) This suggests the hypothesis that for hard combinatorial problems with suitably sparse near-optimal solutions, log E ≈ δd log b + ξ .
where ξ is a constant determined by the search space and heuristic but independent from δ. In particular, this suggests a linear dependence of log E on δ. We experimentally investigated this hypothesized relationship with a family of results involving the Knapsack problem and the partial Latin square problem. As far as we are aware, these are the first experimental results specifically investigating this dependence. We remark that in order for such an experimental framework to really cast light on the bounds we have presented for A * , one must be able to furnish a heuristic with known approximation guarantees.
A * Search for Knapsack
We begin with describing a family of experimental results for A * search coupled with approximate heuristics for solving the Knapsack problem. This problem has been extremely well-studied by a wide variety of fields including finance, operations research, and cryptography (Kellerer, Pferschy, & Pisinger, 2004) . As the Knapsack problem is NP-hard (Karp, 1972) , no efficient algorithm can solve it exactly unless NP = P. Despite that, this problem admits an FPTAS (Vazirani, 2001, p. 70) , an algorithm that will return an -approximation to the optimal solution in time polynomial in both 1/ and the input size. We use this FPTAS to construct approximate admissible heuristics for the A * search, which yields an exact algorithm for Knapsack that may expand far fewer nodes than straightforward exhaustive search. (Indeed, the resulting algorithm is, in general, more efficient than exhaustive search.)
A Search Model for Knapsack
Consider a Knapsack instance given by n items, and let [n] = {1, . . . , n}. Each item i ∈ [n] has weight w i > 0 and profit p i > 0. The knapsack has capacity c > 0. The task is to find a set of items with maximal total profit such that its total weight is at most c. This Knapsack instance will be denoted as a tuple [n], p, w, c . The Knapsack instance restricted to a subset X ⊂ [n] is denoted X, p, w, c . For each subset X ⊂ [n], we will let w(X) and p(X) denote the total weight and the total profit, respectively, of all items in X, i.e., w(X) = i∈X w i and p(X) = i∈X p i . Search Space. We represent the Knapsack instance [n], p, w, c as a search space as follows. Each state (or node) in the search space is a nonempty subset X ⊂ [n]. A move (or edge) from one state X to another state is taken by removing an item from X. The cost of such a move is the profit of the removed item. A state X ⊂ [n] is designated as a solution if w(X) ≤ c. The initial state is the set [n]. See Figure 2 for an example of the search space with n = 4. This search space is an irregular directed graph whose out-degrees span in a wide range, from 2 to n − 1. Moreover, for any two states X 1 , X 2 with X 2 ⊂ X 1 ⊂ [n], there are |X 1 \ X 2 |! paths on this search graph from X 1 to X 2 . Moreover, every path from X 1 to X 2 has the same cost equal to p(X 1 ) − p(X 2 ). This feature of the search graph makes A * behave like it does on a spanning subtree of the graph: no state in this search graph will be reopened. Hence, for any state X ⊂ [n], the cost {1, 2, 3, 4}
Figure 2: The search space for a Knapsack instance given by the set of 4 items {1, 2, 3, 4}. Solution states and edge costs are not indicated in this figure. of any path from the starting state to X is
and the cheapest cost to reach a solution from a state
where Opt(X) is the total profit of an optimal solution to the Knapsack instance X, p, w, c , i.e.,
Observe that a solution state X * ⊂ [n] on the search space [n], p, w, c is optimal if and only if g(X * ) is minimal, or equivalently, p(X * ) is maximal, which means that X * is an optimal solution to the Knapsack instance [n], p, w, c .
Heuristic Construction. Fix a constant δ ∈ (0, 1). In order to prove the linear dependence of log E on δ, we wish to have an efficient δ-accurate heuristic H δ on the aforementioned Knapsack search space [n], p, w, c . Moreover, in order to guarantee that the solution returned by the A * search is optimal, we insist that H δ be admissible, so H δ must satisfy:
The main ingredient for constructing such a heuristic is an FPTAS described in the book of Vazirani (2001, p. 70 ). This FPTAS is an algorithm, denoted A, that returns a solution with total profit at least (1 − )Opt(X) to each Knapsack instance X, p, w, c and runs in time O |X| 3 / , for any ∈ (0, 1). For each nonempty subset X ⊂ [n], let A (X) denote the total profit of the solution returned by algorithm A with error parameter to the Knapsack instance X, p, w, c . Then we have for any ∈ (0, 1),
Thus we may work with the heuristic H δ (X) = p(X) − A (X) 1− , which guarantees admissibility. However, this definition of H δ does not guarantee δ-approximation for H δ : with this definition, the
which does not always hold. Since h * (X) ≤ p(X) − A (X), the condition of (12) will be satisfied if
Hence, we will define H δ (X) = p(X) − A (X) 1− if Equation (13) holds. Otherwise, we will define H δ (X) differently, still ensuring that it is δ-approximate and admissible. Note that if X is not a solution, at least one item in X must be removed in order to reach a solution contained in X, thus h * (X) = p(X) − Opt(X) ≥ m, where m is the smallest profit of all items. This gives another option to define H δ (X) that will guarantee the admissibility. In summary, we define the heuristic function H δ as follows: for all non-solution state X,
where will be determined later so that H δ is δ-approximate. If X is a solution, we simply set H δ (X) = 0, because h * (X) = 0 in this case. Then H δ is admissible, regardless of . To make sure that H δ is δ-approximate, it remains to consider the case when (13) does not hold, i.e., p(X) −
, for any non-solution state X. In such a case, we have
The last inequality is due to the assumption that X is not a solution. Now we want to choose such that
which, combining with (11) and (15), will imply (1 − δ)h * (X) ≤ m = H δ (X). Therefore, we will choose such that
Since the running time to compute A (X) is O |X| 3 −1 , the running time to compute H δ (X) will be O |X| 3 δ −1 p([n])/m , which is polynomial in both n and δ −1 if all the profits are bounded some range [m, poly(n)m]. The A * search using the heuristic H δ for the given Knapsack space [n], p, w, c is described in Algorithm 3 below.
Experiments
In order to avoid easy instances, we focus on two families of Knapsack instances identified and studied by Pisinger (2005) that are difficult for existing exact algorithms, including dynamic programming algorithms and branch-and-bound algorithms:
Strongly Correlated: For each item i ∈ [n], choose its weight w i as a random integer in the range [1, R] and set its profit p i = w i + R/10. This correlation between weights and profits reflects a real-life situation where the profit of an item is proportional to its weight plus some fixed charge.
Subset Sum: For each item i ∈ [n], choose its weight w i as a random integer in the range [1, R] and set its profit p i = w i . Knapsack instances of this type are instances of the subset sum problem.
For our tests we set the data range parameter R := 1000 and choose the knapsack capacity as c = (t/101) i∈[n] w i , where t is a random 3 integer in the range [30, 70] .
Algorithm 3 A * Search for Knapsack
Input: n, p, w, c, δ ; where n is the number of items, p i and w i are the profit and weight of item i ∈ [n], c is the capacity of the knapsack, and δ ∈ (0, 1) is an error parameter for the heuristic. Oracle: The FPTAS algorithm A for the Knapsack problem described by Vazirani (2001, p. 70) . Notation: For each subset X ⊂ [n] of items, let p(X) = i∈X p i , w(X) = i∈X w i . Output: a subset X * ⊂ [n] of items such that w(X * ) ≤ c and p(X * ) is maximal.
1. Put the start node [n] on Open. Let m = min 1≤i≤n p i . Set such that
Repeat until Open is empty:
(a) Remove from Open and place on Closed a node X for which g(X) + h(X) is minimum.
(b) If w(X) ≤ c, exit with success and return X, an optimal solution.
(c) Otherwise, expand X: For each item i ∈ X, let X = X \ {i},
, and compute the heuristic h(X ) as follows: A. If X is a solution, set h(X ) := 0. B. Otherwise, run algorithm A on the Knapsack input X , p, w, c with error parameter , and let A(X ) denote the total profit of the solution returned by algorithm A. Then set
Then put X to Open with pointer back to X. ii. Otherwise (X is on Open or Closed, so g(X ) has been calculated), if g(X)+p(i) < g(X ), direct the pointer of X back to X and reopen X if it is in Closed.
[Remark: Since all paths from the starting node to X have the same cost, the condition g(X) + p(i) < g(X ) never holds. In fact, this step can be discarded.]
3. Exit with failure.
After generating a Knapsack instance [n], p, w, c of either type described above, we run a series of the A * search using the given heuristic H δ , with various values of δ, as well as breath first search (BFS), to solve the Knapsack instance. When each search finishes, the values of E and d are reported, where E is the number of nodes (states) expanded by the search, and d is the depth of the optimal solution found by the search. In this Knapsack search space, k equals the number of items removed from the original set [n] to obtain the optimal solution found by the search. The overall runtime for each search, including the time for computing the heuristic, is also reported. In addition, we report the optimal value h * ([n]) and the minimal edge cost m (i.e., minimal profit) of the search space for each Knapsack instance tested.
To specify appropriate size n for each Knapsack instance type, we ran a few exploratory experiments and identified the largest possible value of n for which most search instances would finish within a few hours. Then we chose those values of n (n = 23 for the Strongly Correlated type, and n = 20 for the Subset Sum type) for our final experiments. Observing that the optimal solution depths resulted from Knapsack instances of these sizes are fairly small, ranging from 5 to 15, we selected sample points for δ in the high interval [0.5, 1) with a distance between two consecutive points large enough so that the sensitiveness of E to δ can be seen. In particular, we selected eight sample points for δ from 8/16 = 0.5 to 15/16 = 0.9375 with the distance of 1/16 = 0.0625 between two consecutive points. In our final experiments, we generated 20 Knapsack instances of each type with the selected parameters for n and δ.
Experimental Results. Results for our final experiments are shown in Tables 1, 2 , 3, 4, 5, and 6, in which the rows corresponding to breath first search are indicated with "BFS" under the column of δ. These data show, as expected, that A * search outperforms breath first search in terms of the number of nodes expanded and, naturally, that the smaller δ, the fewer nodes A * expands. As a result, the effective branching factor of A * will decrease as δ decreases (as long as all optimal solutions in the given search space are located at the same depth). Recall that if A * expands E nodes and finds a solution at depth d, then its effective branching factor is the branching factor of a uniform tree of depth d and E nodes (Russell & Norvig, 1995, p. 102) , i.e., the number b Tables 1,  2 , and 3. Note that for Knapsack instances of the Subset Sum type, one cannot directly compare effective branching factors, as the optimal solutions found by different search instances can appear at different depths.
Our primary goal in these experiments is to investigate the proposed linear dependence which, in this case of non-uniform branching factors and non-uniform edge costs, we may express
where d is the average optimal solution depth, b BFS is the effective branching factor of breath first search, and ξ is a constant not depending on δ.
To examine to what extend our data supports this hypothesis, we calculate the least-squares linear fit (or "linear fit" for short) of log E (for each Knapsack instance, varying δ) using the least-squares linear regression model, and measure the coefficient of determination R 2 . In our experiments, 17 out of 20 Knapsack instances of type Strongly Correlated and all 20 Knapsack instances of type Subset Sum have the R 2 value at least 0.9. For these instances, over 90% of the variation in log E depends linearly on δ, a remarkable fit. See Figure 5 for detailed histograms of R 2 values for our Knapsack instances. The median R 2 is 0.9534 for Knapsack instances of type Strongly Correlated, and is 0.9797 for those of type Subset Sum. Graphs of log E and its linear fit for Knapsack instances with the median R 2 among those of the same type are shown in Figures Table 5 ).
Remark Of course, there may be instances that poorly fit our prediction of linear dependence, such as instance #20 of Strongly Correlated type whose R 2 value is only 0.486, though those instances rarely show up in our experiments. In such an instance, the A * search using heuristic function H δ may explore even fewer nodes than the A * search using H δ−∆ does, for some small ∆ > 0. This phenomenon can be explained by the degree to which we can control the accuracy of our heuristic function H δ . In particular, we can only guarantee that H δ is admissible and δ-approximate, while in reality it may provide an approximation better than δ to all nodes that are opened. Note that H δ is not proportional to (1 − δ). Hence, H δ may be occasionally more accurate than H δ−∆ for some small ∆ > 0, resulting in fewer nodes expanded. To analyze more deeply how our data fit the model of Equation (17), we calculate the slope of the least-squares linear fit of log 10 E for each Knapsack instance of type Strongly Correlated. Note that for such an instance, every search has the same optimal solution depth, denoted d, and thus, d = d. Our data, given in Figure 6 , show that for all but one instance with the worst R 2 value, the slope a of the linear fit of log 10 E is fairly close to d log 10 b BFS , which is the slope of the hypothesized line given in Equation (17). Specifically, for any Knapsack instance of type Strongly Correlated, except instance #20, 0.73d log 10 b BFS ≤ a ≤ 1.63d log 10 b BFS .
A * Search for Partial Latin Square Completion
The experimental results discussed above for the Knapsack problem support the hypothesis of linear scaling (cf., Equation (1) or (10)). However, several structural features of the search space and heuristic are unknown: for example, we cannot rule out the possibility that the approximation algorithm, when asked to produce an -approximation, does not in fact produce a significantly better approximation; likewise, we have no explicit control on the number of near-optimal solutions. In order to explore the hypothesis in more detail, we experimentally and analytically investigate a search space for the partial Latin square completion problem in which we can provide precise analytic control of heuristic error δ as well as the number of δ-optimal solutions N δ .
The Partial Latin Square completion (PLS) Problem
A Latin square of order n is an n × n Figure 6 : Slopes of the least-squares linear fits of log 10 E (varying δ) for the Knapsack instances of type Strongly Correlated. Details of these least-squares linear fits are given in Tables 1, 2 , and 3. The R 2 values for these Knapsack instances are also included in this figure. way that no value appears twice in a single row or column, then the table is called a partial Latin square. A completion of a partial Latin square L is a Latin square that can be obtained by filling the empty cells in L, see Figure 7 for an example. Note that not every partial Latin square has a completion. Since the problem of determining whether a partial Latin square has a completion is NP-complete (Colbourn, 1984) , its search version (denoted PLS), i.e., given a partial Latin square L find a completion of L if one exists, is NP-hard. The PLS problem (also known as partial quasi-group completion) has been used in the recent past as a source of benchmarks for the evaluation of search techniques in constraint satisfaction and Boolean satisfiability (Gomes & Shmoys, 2002) . Indeed, partially filled Latin squares carry embedded structures that are the trademark of real-life applications in scheduling and time-tabling. Furthermore, hard instances of the partially filled Latin square trigger "heavy-tail" behaviors in backtrack search algorithms which are common-place in real-life applications and require randomization and or restarting (Gomes, Selman, & Kautz, 1998) . Additionally, the PLS problem exhibits a strong phase transition phenomena at the satisfiable/unsatisfiable boundary (when 42% of the cells are filled) which can be exploited to produce hard instances. We remark that the underlying structure of Latin squares can be found in other real-word applications including scheduling, timetabling (Tay, 1996) , error-correcting code design, psychological experiments design and wavelength routing in fiber optics networks (Laywine & Mullen, 1998; Kumar, Russell, & Sundaram, 1996) .
A Search Model for PLS
Fix a partial Latin square L of order n with c > 0 completions. We divide the cells of the n × n table into two types: the black cells, those that have been filled in L, and the white cells, those that are left blank in L. Let k be the number of white cells. The white cells are indexed from 0 to k − 1 in a fixed order, e.g., left to right and top to bottom of the table. The task of A * search now is to find a completion of L. Hard instances are obtained when the white cells are uniformly distributed within every row and every column and when the density of black cells is (n 2 − k)/n 2 ≈ 42% to tap into the phase transition. We further insure that the number of completions is c = O(1) (c is exactly 1 for the experiments).
To structure the search space for this problem, we place the white cells on a virtual circle so that the white cells of index i and (i + 1) mod k are adjacent. We can move along the circle, each step is either forward (from a white cell of index i to the cell of index (i + 1) mod k) or backward (from a white cell of index i to the cell of index (i − 1) mod k) and may set the content of the current cell. Formally, we define the search graph, denoted G L , for the PLS instance given by L as follows: Each state (or node) of G L is a pair (α, p), in which p ∈ {0, . . . k − 1} indicates the index of the current white cell, and α : {0, . . . , k − 1} → {0, . . . , n} is a function representing the current assignment of values to the white cells (we adopt the convention that α(j) = 0 means the white cell of index j has not been filled). There is a directed link (or edge) from state (α, p) to state (β, q) in the search graph G L if and only if q = (p ± 1) mod k, β(q) = 0, and α(j) = β(j) for all j = q. In other words, the link from state (α, p) to state (β, q) represents the step consisting of moving from the white cell of index p to the white cell of index q, and setting the value β(q) to the white cell of index q. Figure 8 illustrates the links from one state to another in G L . The cost of every link in G L is a unit. Obviously, this search graph is regular and has (out-)degree of 2n.
The starting state is (α 0 , 0) where α 0 (j) = 0 for all j. A goal state (or solution) is of the form (α * , p), where α * is the assignment corresponding to a completion of L, and p ∈ {0, . . . , k − 1}. So, a solution on the cover tree of G L is a path in the search graph G L from the starting state to a goal state, and the length of an optimal solution is equal to k. We will show that the number of δ-optimal solutions in the cover tree of G L is not too large.
Lemma 7.1. Let L be an n × n partial Latin square with k white cells. Let α * be the assignment corresponding to a completion of L. For any 0 ≤ t < k, the number of paths of length k + t in G L from the starting state to a goal state of the form (α * , ·) is no more than 2 t + 2 + t k+t t n t .
Proof. We represent a path in G L of length k + t from the starting state as a pair P, v , in which P is a (k + t)-length path in the circle of white cells starting from the white cell of index 0, and v = (v 1 , . . . , v k+t ) is a sequence of values in [n] with v i being the value assigned to the white cell visited at the i th step of the path P . Consider a pair P, v that represents a path in G L ending up at a goal state (α * , ·). Since α * (j) = 0 for all j, every white cell must be visited at some non-zero step of P . Let s j > 0 be the last step at which the white cell of index j is visited. Then we must have v sj = α * (j) for all j ∈ {0, . . . , k − 1}. Given such a path P , there are n t ways of assigning values to the white cells in order to eventually obtain the assignment α * . Thus, the number of (k + t)-length paths in G L from the starting state to a goal state (α * , ·) is equal to |P t |n t , where P t is the set of (k + t)-length paths on the circle of white cells that start at white cell of index 0 and visit every white cell.
It remains to upper bound |P t |. Consider a path P ∈ P t ; our strategy is to bound the number of backward (or forward) steps in P . As t < k, there are at least k − t ≥ 1 white cells visited exactly Figure 8: The links connecting states in a PLS search graph. The label +1, v (resp., −1, v ) on the links means moving forward (resp., backward) and setting value v ∈ [n] to the next white cell.
once in P . Let w be the index of a white cell that is visited exactly once in P and let s be the step at which the white cell w is visited.
Assume the step s is a forward step, i.e., the white cell visited at step s − 1 is (w − 1) mod k. Let w 0 be the farthest white cell from w in the backward direction that is visited before step s. Precisely, w 0 = (w − ) mod k, where is the maximal number in {0, . . . , k − 1} for which the white cell (w − ) mod k is visited before step s. Let w j = (w 0 + j) mod k, for j = 0, . . . , k − 1. Note that w = w. Then the set of white cells visited at the first s steps is {w 0 , w 1 , . . . , w }, and by deleting some steps among the first s steps in P we will obtain the path (w 0 , w 1 , . . . , w ) from w 0 to w in the forward direction. Each of the white cells w +1 , . . . , w k−1 must be visited at a step after step s and also in the forward direction because the white cell w is visited only once and at a forward step. Thus, by deleting t steps from P we obtain a path visiting the white cells w 0 , w 1 , . . . , w k−1 in the forward direction. Let s 0 , . . . , s k−1 be the steps in P that are not deleted, where w j is visited at step s j in P , and 1 ≤ s 0 < s 1 < . . . < s k−1 ≤ k + t. Then steps s 1 , . . . , s k−1 are all forward steps (step s 0 can be forward or backward). Moreover, the number of backward steps and the number of forward steps between s j−1 and s j must be equal for all j = 1, . . . , k − 1. Let ∆ be the number of deleted steps before s 0 and after s k−1 so that there are exactly (t − ∆)/2 backward steps between s 0 and s k . This shows there are at most ∆ + 1 + (t − ∆)/2 = 1 + (t + ∆)/2 ≤ t + 1 backward steps in P . Note that there at most k+t j paths in P t that have exactly j backward steps. Path P has t + 1 backward steps only when ∆ = t (and thus s j = s j−1 + 1 for all j = 1, . . . , k − 1) and every step from 1 to s 0 and after s k−1 is backward. There are t + 1 such paths in P t , each corresponding to a choice of s 0 ∈ {1, . . . , t + 1}.
Similarly, if the step s is a backward step, then there are at most t + 1 forward steps in P . Also, there are t + 1 paths in P t that have exactly t + 1 forward steps, and at most k+t j paths in P t that have exactly j forward steps. Hence,
The last inequality holds since the coefficient k+t j increases as j increases for j < (k + t)/2.
The upper bound in Lemma 7.1 is achieved when t = 0. In fact, there are four ways to visit every white cell in k steps starting from the white cell 0: taking either k forward steps or k backward steps or one backward step followed by k − 1 forward steps or one forward steps followed by k − 1 backward steps. So the number of optimal solutions in the cover tree of G L is equal to 4c, since there are c completions of the initial partial Latin square.
Theorem 7.1. Let L be an n × n partial Latin square with k white cells and c completions. For any 0 < δ < 1, the number of nodes expanded by A * search on G L with a δ-accurate heuristic is no more than B(δ), where
Proof. By Lemma 3.1, the number of nodes expanded by A * search on G L with a δ-accurate heuristic is upper-bounded by 2(2n) δk + kN δ , where N δ is the number of δ-optimal solutions in the cover tree of G L . So, we only need to bound N δ . If δk < 1, then N δ equals the number of optimal solutions, which implies the upper bound of 2 (2n) δk + 4ck on the number of expanded nodes by A * . In the general case, let = δk . Since δk < k, by Lemma 7.1, we have
The second inequality holds because k+t t ≤ k+ for all t ≤ . The last inequality is obtained by applying the fact that t=0 tn t ≤ 2 n and t=0 n t ≤ 2n for all integers n ≥ 2 and ≥ 0, which can be proved easily by induction on . Hence, the number of nodes expanded by A * is no more than 2(2n)
Corollary 7.1. Suppose 0 < δ < 1. Then the number of nodes expanded by A * search on G L with a δ-accurate heuristic is O k 3/2 (1 + δ)
Proof. By Theorem 7.1, all we need is an upper bound on the binomial coefficient k+ for large k, where = δk . Since both k and are large, we will bound this binomial coefficient using Stirling's formula, which asserts that n! ≈ √ 2πn n e n . More precisely, write n! = √ 2πn n e n λ n , then λ n → 1 as n → ∞. We have
By Stirling's formula, the term λ k+ /λ k λ is O(1). Since
The remaining term is
since ≤ δk and the function g(x) = (1 + k/x) x monotonically increases for x > 0. Hence,
From Theorem 7.1, the number of nodes expanded by A * is no more than
It follows from the above corollary that the effective branching factor of A * using a δ-accurate heuristic on G L is asymptotically at most (1 + δ) (1 + 1 /δ) δ n δ , which is significantly smaller than the brute-force branching factor of 2n, since both (1 + δ)n δ and (1 + 1 /δ) δ converge to 1 as δ → 0.
Experiments
Given the search model for the PLS problem described above, we provide experimental results of A * search on a few PLS instances, each of which is determined by a large partial Latin square with a single completion. For each PLS instance in our experiments, we run A * search with different heuristics of the form (1 − δ)h * given by various values of δ ∈ [0, 1). We emphasize that by the dominance property of admissible heuristics, the number of nodes expanded by A * using any admissible δ-accurate heuristic strictly larger than (1 − δ)h * is less than or equal to that by the A * using the heuristic (1 − δ)h * . In other words, the heuristic (1 − δ)h * is worse than most admissible δ-accurate heuristics.
To build the oracle for the heuristic (1 − δ)h * on a search graph G L , we use the information about the completion of the partial Latin square L to compute h * . Consider a partial Latin square L with k white cells, and an arbitrary state (α, p) in G L . We will show how to compute the optimal cost h * (α, p) to reach a goal state in G L from state (α, p). Let X(α) be the set of white cells at which α disagrees with the completion of L, then h * (α, p) is equal to the length of the shortest paths on the cycle starting from p and then visiting every point in X(α). The case in which |X(α) \ {p} | ≤ 1 is easy to handle, so we shall assume |X(α) \ {p} | ≥ 2 from now on. In particular, suppose X(α) \ {p} = {p 1 , . . . , p } with > 1, where p j is the j th point in X(α) \ {p} that is visited when moving forward (clockwise) from p; see Figure 9 . There are two types of paths on the cycle starting from p and visiting every point in X(α) \ {p}: type I includes those that do not visit p, type II includes those visiting p. Let 1 and 2 be the length of the shortest paths of type I and type II, respectively. Then
So now we only need to compute 1 and 2 . Computing 1 is straightforward: it is realized by either moving forward from p to p or moving backward from p to p 1 . That is 1 = min {p − p, p − p 1 } where z def = z mod k for any integer z. To compute 2 , we consider two options for each j: option (a) moving forward from p to p j and then moving backward from p j to p j+1 , option (b) moving backward from p to p j+1 and then moving forward from p j+1 to p j . Thus, Figure 9 : Layout of the points in X(α).
Now we describe our experiments in detail. We generate six partial Latin squares with orders from 10 to 20 in the following way. Initially, we generate several partial Latin squares obtained at or near the phase transition with white cells uniformly distributed within every row and column. Each instance is generated from a complete Latin square with a suitably chosen random subsets of its cells cleared. Each candidate partial Latin square is solved again with an exhaustive backtracking search method to find all completions. The subset of candidates with exactly one completion is retained for the experiments. For each partial Latin square L and each chosen value of δ, we record the total number E of nodes expanded by A * on the search graph G L with the (1 − δ)h * heuristic. Then, as in the Knapsack experiments, the effective branching factor of A * is calculated as E 1/k , since the optimal solution depth in G L equals the number of white cells in L. Our first purpose is to compare these effective branching factors obtained from experiments to our upper bound obtained from theoretical analysis. Recall from Theorem 7.1 that E ≤ B(δ), where in this case
Therefore, we calculate the theoretical upper bound B(δ) 1/k on the effective branching factor E 1/k .
For deeper comparison, we calculate the multiplicative gap B(δ) 1/k /E 1/k between our theoretical bound and the actual values. In our empirical results given in Tables 7 and 8 , these multiplicative gaps are close to 1 when δ is small and k is large. Notice that for each given k, the upper bounds of B(δ) are almost the same for the δ's with the same value of δk . This is why the multiplicative gaps for those δ's sometimes increase when δ decrease. However, the multiplicative gaps decrease as δk decreases, for each fixed k. Our upper bounds in the cases with δk < 1 are much tighter than in the others (with the same k) because in the cases of δk < 1 we can compute the number of δ-optimal solutions exactly. Also observe that, for each fixed δ, the multiplicative gaps decrease as k increases. Finally, the experiments show a dramatic gap between the effective branching factors and the corresponding brute-force branching factor, which equals 2n. In fact, for each instance, both the effective branching factor E 1/k and our theoretical upper bound B(δ) 1/k approach 1 as δ approaches 0.
As in the experiments for the Knapsack problem, our data for the partial Latin square problem also support the linear dependance of log E on δ. In particular, all but one partial Latin square instances have the R 2 larger than 0.9 (the worst one has R 2 value equal to 0.8698). The median R 2 value for our partial Latin square instances is 0.9304. The graph for the instance with the median R 2 is shown in Figure 10 . Figure 10: Graph of log 10 E and its least-squares least-squares linear fit (or "Linear fit") for the partial Latin square instance with the median R 2 (see data in Table 8 ).
We also investigate how the slope of the least-squares linear fit of log E approximates the slope of d log b in the hypothesized linear dependence of Equation (10). Recall that in this case, the branching factor is b = 2n and the optimal solution depth is d = k. Figure 11 shows that, for every PLS instance in our experiment, the slope α of the least-squares linear fit of log 10 E approximates to k log 10 (2n) by a factor of 0.8, i.e., α ≈ 0.8k log 10 (2n). In other words, our experimental results for the PLS indicate the following relationship:
log 10 E ≈ δ · 0.8k log 10 (2n) + ξ , or equivalently, E ≈ (2n) 0.8δk .
Thus, empirically, the effective branching factor of A * search using the heuristic (1−δ)h * on the given PLS search space approximates to (2n) 0.8δ . By the dominance property of admissible heuristics, this is also an empirical upper bound on the effective branching factor of A * using any admissible δ-accurate on the same search space. Figure 11 : Slopes of the least-squares linear fits of log 10 E for the partial Latin square instances.
Reduction in Depth vs. Branching Factor; Comparison with Previous Work
In this section we compare our results with those obtained by Korf et al. (Korf & Reid, 1998; Korf et al., 2001) . As mentioned in the introduction, they concluded that "the effect of a heuristic function is to reduce the effective depth of a search rather than the effective branching factor." Considering the striking qualitative difference between their findings and ours, it seems interesting to discuss why their conclusions do not apply to accurate heuristics. They study the b-ary tree search model, as above, and permit multiple solutions. However, their analysis depends critically on the following equilibrium assumption:
Equilibrium Assumption: The number of nodes at depth i with heuristic value not exceeding is b i P ( ), where P ( ) is the probability that h(v) ≤ when v is chosen uniformly at random among all nodes of given depth, in the limit of large depth.
We remark that while the equilibrium assumption is a strong structural requirement, it holds in expectation for a rich class of "symmetric" search spaces. To be specific, for any state-transitive search space, 4 like the Rubik's cube, the quantity b i P ( ) is precisely the expected number of vertices at depth i with h(v) ≤ if the goal state (or initial state) is chosen uniformly at random. Korf et al. (2001) observe that under the equilibrium assumption, one can directly control the number of expanded nodes of total weight no more than , a quantity we denote E( ): indeed, in this case
With this in hand, they consider the ratio
and conclude that E(d) ≥ b d−1 E(1); thus the effective branching factor is
4. We say that a search space is state-transitive if the structure of the search graph is independent of the starting node. Note that any Cayley graph has this property, so natural search spaces formed from algebraic problems like the Rubik's cube or 15-puzzle, with the right choice of generators, have this property.
if the optimal solution lies at depth d. A difficulty with this approach is that even in the presence of a mildly accurate heuristic satisfying, for example,
the actual values of these quantities satisfy
(Even the root of the tree has h(root) ≥ · d.) Observe, then, that if E( d) = 1 the argument above actually results in an effective branching factor of
1− , yielding reduction in the branching factor. Indeed, applying this technique to infer estimates on the complexity of A * , even assuming the equilibrium assumption, appears to require control of the threshold quantity 0 at which the quantities b i P ( 0 − i) become non-negligible. Of course, the equilibrium assumption may well apply to heuristics with weaker or, for example, nonuniform accuracy.
One perspective on this issue can be obtained by considering the case of search on a b-regular (non-bipartite, connected) graph G = (V, E) and observing that the selection of a node "uniformly at random from all nodes of a given depth, in the limit of large depth" is, in this case, equivalent to selection of a random node in the graph. If we again consider a mildly accurate heuristic h for which, say, h(v) ≥ h * (v) for a small constant , we have
, where v is chosen uniformly at random in the graph, S is the set of solution nodes, and dist(v, S) denotes the length of the shortest path from v to a node of S. As
|V | in any b-regular graph, we can only expect the relation of equation (18) 
