In the present work a hybrid Neuro-Wavelet Technique is used for forecasting waves up to 6 hr, 12 hr, 18 hr and 24 hr in advance using hourly measured significant wave heights at an NDBC station 41004 near the east coast of USA. The NW Technique is employed by combining two methods, Discrete Wavelet Transform and Artificial Neural Networks. The hourly data of previously measured significant wave heights spanning over 2 years from 2010 and 2011 is used to calibrate and test the models. The discrete wavelet transform of NWT analyzes frequency of signal with respect to time at different scales. It decomposes time series into low (approximate) and high (detail) frequency components. The decomposition of approximate can be carried out up to desired multiple levels in order to provide more detail and approximate components which provides relatively smooth varying amplitude series. The neural network is trained with decorrelated approximate and detail wavelet coefficients. The outputs of networks during testing are reconstructed back using inverse DWT. The results were judged by drawing the wave plots, scatter plots and other error measures. The developed models show reasonable accuracy in prediction of significant wave heights from 6 to 24 hours. To compare the results traditional ANN models were also developed at the same location using the same data and for same time interval.
INTRODUCTION
Oceanographic parameters such as significant wave height, wave period, wind speed and wind directions are of vital importance in any coastal and ocean engineering application. As these applications may require the information about sea conditions in advance, accurate forecasting of wave parameters is necessary and it plays a significant role in all coastal/ocean-related activities like construction, maintenance, transportation, fishing, etc. Traditionally wave height forecasts at regional levels are done using numerical models over a large spatial and temporal domain. When point forecasts at a specified location are needed the time series based models like Auto-Regressive (AR), Auto-Regressive Moving Average (ARMA), Auto-Regressive Integrated Moving Average (ARIMA), Kalman Filter and recently the artificial neural network (ANN) should be preferred (Jain and Deo 2007) . Out of these techniques, Artificial Neural Network has been used extensively with both, cause effect modeling approach i.e. using wind information to forecast waves as well as temporal approach i.e. using wave information to forecast waves in advance.
Since (Deo and Naidu 1999) , perhaps the first published work on forecasting of waves using ANN, a lot of contributions are made by researchers around the globe to forecast waves accurately for increasing lead times, achieving better accuracy in peak predictions, using a variety of ANN types and algorithms. Jain and Deo (2006) in their comprehensive review mentioned attempts made by earlier researchers for forecasting of waves using Neural Networks. It was observed that the accuracy of prediction decreases with increase in the lead time as well as the forecasting accuracy particularly at extreme events was under question and (Chang and Chien 2006; Panchang 2006) Wu et al. (2009) . Researchers have tried a combination of ANN with one or the other soft tools like Fuzzy logic, Genetic Programming etc. to improve the prediction accuracy as mentioned below. Kazeminezhad et al. (2005) used fuzzy inference systems and neuro-fuzzy computing techniques to propose a wave prediction model. Ozger and Sen (2007) proposed a time domain fuzzy logic model for wave height forecasting and compared results with those of classical autoregressive moving average with exogenous input (ARMAX) model. Mahjoobi et al. (2008) made a comparison between ANN and fuzzy logic models for wave hind casting. Similar contributions were made by Zamini et al. (Zamani, Solomatine et al., 2008) . Ozgur (2010) used wavelet-fuzzy logic (WFL) approach for forecasting significant wave heights in which WFL outperforms the performance of Fuzzy logic, ANNs and ARMA. Kamranzad (2011) forecasted waves in Pursian Gulf up to the maximum forecasting interval of 24 hr. Kambekar and Deo (2010; used wind data with Genetic Programming as modeling technique wherein they did forecasting up to 96 hours.
All the above attempts were made for cause-effect modeling of significant wave heights. As far as univariate or temporal modeling of wave heights is concerned using previous values of waves to forecast waves few time steps in advance there seems to be not much effort to tackle these problems.
In the present work a hybrid Neuro-Wavelet approach is tried for forecasting waves up to 24 hours in advance using previous values of hourly measured significant wave heights at a station 41004 (owned and maintained by NDBC) near the east coast of USA. The Neuro-Wavelet (NW) Technique is employed by combining two methods, Discrete Wavelet Transform (DWT) and Artificial Neural networks (ANNs). Results of NW models developed with multilevel decomposition system were compared with the traditional neural network models. The hybrid technique of Neuro-wavelet is recently tried in Hydrologic applications by Adamowski (2008) , Ozger and Kisi (2008; 2009 ), Partal and Cigizoglu (2009 ), Nourani et al. (2011 and Okkan (2013) for river flow forecasting, stream flow forecasting, intermittent stream flow forecasting, daily precipitation, rainfall-runoff and reservoir flow prediction respectively.
The highest forecasting interval was fixed as 24 hours looking at the previous experience of , who used wind information and Genetic programming for forecasting of waves along Indian as well as American coastline where in they observed that prediction for American locations were very poor even for 24 hr ahead forecasts compared to Indian locations due to very large percentage of small wave heights along the Indian coastline. Jain and Deo (2007) and Kambekar and Deo (2010; opined in the similar manner.
The outline of the paper is as follows. Details of Study Area and Data are mentioned immediately after the Introduction. Methodology for both ANN and Neuro-Wavelet Technique is discussed briefly and is followed by the Model Formulation. Then Results along with the detail Discussions are presented and conclusions are provided at the end.
STUDY AREA AND DATA
Present study is done at a Station 41004, located at 32.501 N 79.099 W (32°30'2" N 79°5'58" W) and 41 NM Southeast of Charleston, SC near the east coast of USA, owned and maintained by National Data Buoy Centre (NDBC) of National Oceanic and Atmospheric Administration (NOAA) of the United States of America. The hourly data of previously measured significant wave heights for 2 years from 2010 and 2011 is used to calibrate and test the models for forecasting the significant wave heights for 6 hr, 12 hr, 18 hr and 24 hr in advance at this location. Figure 1 shows the location of the station 41004. Readers are referred to http://www.ndbc.noaa.gov for more details.
ARTIFICIAL NEURAL NETWORKS
A neural network is a massively parallel distributed processor that has a natural propensity for storing experiential knowledge and making it available for use. In brief, ANNs essentially involve an input layer and an output layer, which are used for supervised training. In between the input and output layers, one or more hidden layers connected by weights, biases and transfer functions are often used. The input layer data are multiplied by initial trial weights and a bias is added to the product. This weighted sum is then transferred through either linear or sigmoid transfer functions to yield an output. This output then becomes the input for the following hidden layers and the procedure is continued until the output layer is reached. The difference between the network output and the target is used and transformed by an error function, and the resulting error is propagated back ("back propagation") to update the weights and the biases using an optimization technique, such as the gradient descent, which minimizes the error. The entire procedure is repeated for a number of epochs until the desired accuracy in the outputs or other specified conditions is achieved ("training"). Once the network is trained, it can be used to validate against unseen data using the trained weights and biases. There are various algorithms used to train the network using back-propagation namely Gradient descent, Conjugate Gradient, Levernberg Marquart (LM) etc. Readers are directed to Hagen et al. (1996) for details of these algorithms. In the present work the LM algorithm is used. for the analysis of transient and non-stationary data. It is particularly useful in picking out characteristic variations at different resolutions or scales; it is similar to Fourier transform but with more advantages. The time scale wavelet transform of a continuous time signal, x(t), is defined as (Mallat 1998 ).
WAVELET TRANSFORM
(1)
Where '*' corresponds to the complex conjugate and g(t) is called the wavelet function or mother wavelet. The parameter 'a' acts as a dilation factor, while 'b' corresponds to a temporal translation of the function g (t), which allows the study of the signal around b. The wavelet transform searches for correlations between the signal and wavelet function. This calculation is done at different scales of 'a' and locally around the time of 'b'. The wavelet decomposition consists of calculating a "resemblance index" between the signal and the Wavelet located in position 'b' and of scale 'a'. If the index is large, the resemblance is strong; otherwise, it is slight. A discretization of Eq. (1) based on the trapezoidal rule is perhaps the simplest discretization of the continuous wavelet transform. This transform produces N 2 coefficients from a data set of length N; hence, redundant information is locked up within the coefficients, which may or may not be a desirable property (Nourani, Kisi et al. 2011) . To overcome this redundancy, logarithmic uniform spacing can be used for the 'a' scale discretization with correspondingly coarser resolution of the b locations, which allows for N transform coefficients to completely describe a signal of length N. Such a discrete wavelet function at the decomposition level of m (scale, a = a 0 m ) can be written as (2) where m and n are integers that control the wavelet dilation and translation, respectively; a 0 = specified fined dilation step greater than 1; and b 0 = location parameter and must be greater than zero. The most common and simplest choice for parameters are a 0 2 and b 0 1 . This power-of-two logarithmic scaling of the translation and dilation is known as the dyadic grid arrangement. The dyadic wavelet can be written in more compact notation as M . This gives the ranges of n and m as, respectively, 0 < n < 2M-m -1 and 1 < m < M. At the largest wavelet scale (i.e., 2 m where m = M), only one wavelet is required to cover the time interval and only one coefficient is produced. At the next scale (2m-1), two wavelets cover the time interval, hence two coefficients are produced, and so on, down to m = 1. At m = 1, the a scale is 2 1 , i.e., 2 M-1 or N/2 coefficients are required to describe the signal at this scale. The total number of wavelet coefficients for a discrete time series of length N = 2 M is then 1 + 2 + 4 + 8 + … +N/2 = N -1. 
represents the background information of data. Because of the simplicity of
some interesting characteristics such as period, hidden period, dependence, and jump can be diagnosed easily through wavelet components. In other words, by decomposing the main time series into multi scale sub signals, each sub signal represents a separated periodicity or seasonality scale, and therefore, the multi seasonality features of the time series can be handled. Instead of presenting vast theoretical literature of wavelet transform, only the main concepts of the transform are briefly presented here and readers are referred to Mallat (1998) or Labat et al. (2000) .
MODEL FORMULATION
As mentioned above the discrete wavelet transform of NWT analyzes frequency of signal with respect to time at different scales. It decomposes time series into low (approximate) and high (detail) frequency components. The decomposition of approximate can be carried out further up to desired multiple levels in order to provide more detail and approximate components which provides relatively smooth varying amplitude series. The neural network is thus trained with decorrelated approximate and detail wavelet coefficients. The outputs of networks during testing are reconstructed back using inverse DWT. This working principle is explained in Fig. 2 .
With the reference to the above discussion, in the present work the total data set of previously measured wave heights for 2 years from 2010 to 2011 is filtered into approximate (CA 1 ) and detail (CD 1 ) components at first decomposition level. Further first approximate coefficient (CA 1 ) is filtered into approximate (CA 2 ) and detail (CD 2 ) components in the second level decomposition. At the third level decomposition the second approximate coefficient (CA 2 ) is again decomposed in approximation (CA 3 ) and detail (CD 3 ) components. Finally for 3 level decomposition system, three detail components and one approximate components will be taken at the final output level which is shown in Fig. 3 . For the further details readers are referred to www.mathworks.com.
As mentioned earlier the present work aims at forecasting the Significant Wave Height (SWH) at an NDBC Station: 41004 near the east coast of USA, located 41 NM Southeast of Charleston, SC using Neuro-Wavelet technique. Previously measured hourly significant wave heights were used to forecast waves for 6 hr, 12 hr, 18 hr and 24 hr in advance. Though the available data was hourly measured waves, for the present study one time step of three hours is used for model development.Therefore for 6 hour forecast, three previus time steps were used as inputs, for 12 hr forecast: 5 time steps, for 18 hr: 7 time steps and for 24 hr forecast: 9 time steps were used as inputs were used in ANN and NW models. Thus the inputs and outputs of the various models can be expressed as, Input : Output For 6 hr: t, t-1, t-2 = t+2 For 12 hr: t, t-1, t-2, t-3, t-4 = t + 4 For 18 hr: t, t-1, t-2, t-3, t-4, t-5, t-6 = t + 6 For 24 hr: t, t-1, t-2, t-3, t-4, t-5, t-6, t-7, t-8 = t + 8 Where t is time step of 3 hours.
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International Journal of Ocean and Climate Systems These models were calibrated with 70% of data and the remaining data was used for the testing. The Neuro-Wavelet Technique was employed by combining two methods, discrete wavelet transform along with the multilevel decomposition system i.e wavedec system and neural networks as modeling technique. Each model was trained by LM algorithm. The transfer functions used were "log-sigmoid" and "linear". The number of neurons, number of epochs were changed for various models. The results of Neuro -Wavelet models are compared with the neural network models. The model details of the best ones are explained in Table 1 .
RESULTS
All the models were tested with unseen inputs and the forecasting accuracy was judged using the correlation coefficient (r) between the observed and predicted wave heights, scatter plots between the same and the wave plots. Additionally other error measures such as root mean squared error (RMSE) and coefficient of efficiency (CE) as suggested by The ASCE Task Committee (2000) between the observed and forecasted wave heights were also employed. Readers are referred to Dawson and Wilby (2001) for their formulae. The correlation coefficient between the observed and predicted wave heights for both ANN and NW models are given in Table 2 and Table 3 ANN models which are 0.92, 0.80, 0.71 and 0.60 respectively. Accuracy given by the error measures of RMSE and CE goes on reducing for the higher lead times in both ANN and NW models. Additionally the wave plots indicate that the Neuro Wavelet models seems to overcome the phase shift problem which ANN models (or for that matter any univariate time series forecasting model exhibit due to high autocorrelation as explained by Vos et al., (2005) . Details about this will be published elsewhere. The scatter plots of 6 hr and 12 hr forecasts look more balanced than 18 hr and 24 hr forecasts for both the models (not shown here). The scatter in figures 7 and 8 still show an under prediction for both 18 hr and 24 hr forecasts which shows that capturing the peaks correctly is still an eluding problem. Perhaps a reason to explore further the neuro-wavelet technique. As mentioned above (and experience by ) it is difficult to get a better forecasting accuracy for larger lead times (more than 24 hrs) particularly in USA waters owing to large variation in wave heights which the Neural Networks are unable to capture. Perhaps this is another domain in which the Neuro-wavelet technique needs to be explored further.
CONCLUSIONS
The present paper showcased use of hybrid technique of Neruo Wavelet with multilevel decomposition system for forecasting significant wave heights at a station 41004 near the eastern coastline of USA, with lead times of 6 hr to 24 hr using the previous wave heights measured 6 to 24 hours early. All the results are reasonable as far as the prediction of extreme events is considered though definitely need improvement. It is clear from the results that Neuro -Wavelet Technique performs better than the traditional Artificial Neural Networks and needs further exploration.
