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Abstract
Novel combustion technologies ensuring low emissions, high efficiency and fuel flexibility
are essential to meet the future challenges associated to air pollution, climate change and
energy source shortage, as well as to cope with the increasingly stricter environmental
regulation. Among them, Moderate or Intense Low oxygen Dilution (MILD) combustion has
recently drawn increasing attention. MILD combustion is achieved through the recirculation
of flue gases within the reaction region, with the effect of diluting the reactant streams. As
a result, the reactivity of the system is reduced, a more uniform reaction zone is obtained,
thus leading to decreased NOx and soot emissions. As a consequence of the dilution and
enhanced mixing, the ratio between the mixing and chemical time scale is strongly reduced
in MILD combustion, indicating the existence of very strong interactions between chemistry
and fluid dynamics. In such a context, the use of combustion models that can accurately
account for turbulent mixing and detailed chemical kinetics becomes mandatory.
Combustion models for conventional flames usually rely on the assumption of time-scale
separation (i.e., flamelets and related models), which constrain the thermochemical space
accessible in the numerical simulation. Whilst the use of transported PDF methods appears
still computationally prohibitive, especially for practical combustion systems, there are a
number of closures showing promise for the inclusion of detailed kinetic mechanisms with
affordable computational cost. They include the Partially Stirred Reactor (PaSR) approach
and the Eddy Dissipation Concept (EDC) model.
In order to assess these models under non-conventional MILD combustion conditions,
several prototype burners were selected. They include the Adelaide and Delft jet-in-hot-
coflow (JHC) burners, and the Cabra lifted flames in vitiated coflow. Both Reynolds Averaged
Navier Stokes (RANS) and Large Eddy Simulations (LES) were carried out on these burners
under various operating conditions and with different fuels. The results indicate the need to
explicitly account for both the mixing and chemical time scales in the combustion model for-
mulation. The generalised models developed currently show excellent predictive capabilities
when compared with the available, high-fidelity experimental data, especially in their LES
formulations. The advanced approaches for the evaluation of the mixing and chemical time
scale were compared to several conventional estimation methods, showing their superior
viii
performances and wider range of applications. Moreover, the PaSR approach was compared
with the steady Flamelet Progress Variable (FPV) model on predicting the lifted Cabra flame,
proving that the unsteady behaviours associated to flame extinction and re-ignition should be
appropriately considered for such kind of flame.
Because of the distributed reaction area, the reacting structures in MILD combustion
can be potentially resolved on a Large Eddy Simulation (LES) grid. To investigate that,
a comparative study benchmarking the LES predictions for the JHC burner obtained with
the PaSR closure and two implicit combustion models was carried out, with the implicit
models having filtered source terms coming directly from the Arrhenius expression. The
results showed that the implicit models are very similar with the conventional PaSR model
on predicting the flame properties, for what concerns the mean and root-mean-square of the
temperature and species mass fraction fields.
To alleviate the cost associated to the use of large kinetic mechanisms, chemistry reduction
and tabulation methods to dynamically reduce their size were tested and benchmarked,
allowing to allocate the computational resources only where needed. Finally, advanced
post-processing tools based on the theory of Computational Singular Perturbation (CSP)
were employed to improve the current understanding of flame-turbulence interactions under
MILD conditions, confirming the important role of both autoignition and self propagation in
these flames.
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Chapter 1
Introduction
1.1 Background
The present study is part of Marie Skłodowska-Curie CLEAN-Gas “European Joint Doc-
torate” programme. It is funded by the European Community through the Horizon 2020
Actions. The acronym CLEAN-Gas is the abbreviation for “Combustion for Low Emission
Applications of Natural Gas”.
Due to the availability and environmental and technological benefits of natural gas, it
covers a significant proportion of the world energy landscape. However, as one of the
fossil fuels, the energy conversion of natural gas is mainly achieved by combustion. The
conventional combustion process induces two main side effects: the production of greenhouse
gases (CO2) and the emission of pollutant species such as nitrogen oxides (NOx) and soot
particles. Moreover, the availability of fossil fuel on the earth is limited. Facing the challenges
of energy shortage and limited fossil fuel resources, as well as the increasing air pollution
problems, the development of fuel flexible, efficient and environmentally friendly combustion
technologies has become urgent. Novel combustion technologies with low emissions, high
efficiency and fuel flexibility have become essential under the current challenges. One of the
promising technology in energy production, transportation and manufacturing is Moderate or
Intense Low oxygen Dilution (MILD) combustion which has gained increasing attention for
the past few decades [4–6].
1.2 Non-conventional combustion regime
In industrial applications, MILD combustion is often achieved through strong flue gas
recirculation by utilising high velocity fuel jets [7]. The resultant pre-heated mixture helps to
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stabilize the flame and consequently, reduces combustion noise [4]. The chemistry reactivity
is reduced because of dilution. As a result, a more uniform temperature field is obtained and
thermal NOx production is highly inhibited [4, 5]. Furthermore, more complete combustion
can be achieved and the formation of pollutants such as CO [8, 9] and soot are strongly
reduced [10, 11] as well.
MILD combustion technology has been demonstrated for many industrial applications. It
was first introduced in industrial furnaces for methane combustion [12] and later extensively
investigated for other gaseous fuels like hydrogen [13] and ethanol [14]. Cho et al. [15, 16]
executed experiments and simulations on MILD oxidation burner, showing the effects of
burner configuration and firing mode on efficiency and emissions. Sánchez et al. [17]
evaluated an oxygen enhanced regenerative burner operated in MILD combustion mode. An
energy recovery ratio above 80% and NOx emissions below 5 ppm were achieved. Ye et
al. [18] studied pre-vaporised liquid fuels burning in a reverse-flow MILD combustor under
elevated pressures. They concluded that combustion stability is largely dependent on fuel type
and NOx emissions are highly influenced by the operating pressure, jet velocity and carrier
gas. MILD technology can be utilized in gas turbines as well. Kruse et al. [19] conducted
experimental and numerical studies on gas turbine under MILD condition, using gaseous
fuels. The effect of pressure, mixing on combustion stability was analysed, indicating that
mixing is the key parameter to control and stabilize MILD combustion. Recently, Xing
et al. [14] evaluated the possibility of using liquid bio-fuels, diesel and kerosene fuels
under MILD condition for gas turbine applications. They stated that MILD combustion
can potentially substitute conventional gas turbine combustors. Furthermore, Adamczyk et
al. [20] analysed the potential of oxy-MILD combustion for large scale pulverized coal boilers.
Preliminary simulations showed the possibility of efficiency increase of more than 3%. There
are also some other investigations focused on the applicability of MILD combustion under
oxy-fuel conditions [21, 22], in order to further reduce the pollutants. The MILD combustion
concept was extended to hybrid solar thermal devices, which combine concentrated solar
radiation with combustion as well. According to Chinnici et al. [23], the integration of MILD
combustion in a hybrid solar receiver can lead to increased thermal performances with respect
to conventional combustion systems.
As a result of the reduced reactivity under MILD combustion conditions, the chemical
time scale increases and the strong interaction between chemistry reaction and mixing makes
the study of such flames more challenging than conventional combustion regimes. In order to
decrease the influence of geometric complexity encountered in practical devices, simplified
lab-scale axis-symmetric jet burners are generally used to emulate MILD conditions—for
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example, the jet-in-hot-coflow (JHC) burner [24–27] and the lifted flame (Cabra flame) with
vitiated coflow burner [28].
There are numerous studies on the JHC burners, both experimental and numerical [25, 29,
28, 30, 31, 24, 32, 33, 7, 34]. The JHC burner features a central jet and a secondary burner
providing hot exhaust products as a coflow, reproducing the flue gas recirculation. Dally et
al. [25] carried out experiments with planar laser-induced fluorescence (PLIF) and Rayleigh
scattering techniques on this burner. The central jet fuel of CH4/H2 with molar fraction of
0.5/0.5 was used and the oxygen levels in the hot coflow were adjusted to 9%, 6% and 3%
by mass. They concluded that the peak temperature increase in the reaction zone can get as
low as 100 K, by reducing the oxygen level in the hot coflow; and the production of CO,
NO and OH is suppressed with respect to conventional conditions. At the same time, they
provided high fidelity mean and rms (root-mean-square) experimental data of temperature
and various chemical species for numerical validation. Later, Medwell et al. [35, 30] revealed
the distribution of hydroxyl radical (OH), formaldehyde (CH2O), and temperature under
the influences of hydrogen addition with PLIF and Rayleigh scattering. They stated that
the independence of the reaction zone structure with hydrogen addition provides a possible
evidence of using a wide variety of fuels in MILD combustion. They also observed a “lift-off”
height based on the weak-to-strong transition of OH and pre-ignition is found in the apparent
lifted region of these flames.
Up to now, experimental investigations on the lab-scale MILD combustion burners have
been mostly concentrated on gaseous, simple hydrocarbon fuels. However, there are also a
few studies [36, 37, 27, 38, 39] focusing on oxygenated fuels and long-chain alkanes. Even
though there is high flexibility on the choice of fuel in MILD combustion [40], systems with
more complex fuel types could lead to distinct behaviours, which influence the combustion
stability [41–43]. Therefore, recently, Ye et al. [27] performed experimental investigations
on n-heptane fuel with conventional photography and PLIF. They found that the n-heptane
flame “lift-off” height (flame weak-to-strong transition height) changes monotonically with
decreasing coflow oxygen level, which does not occur for other simple hydrocarbon fuels.
Furthermore, the n-heptane flame transitional flame structure occurs with a much lower
coflow oxygen content. After comparing the fuel pyrolysis process and heat release region
with ethanol, they concluded that it is more difficult for n-heptane than ethanol to reach
MILD combustion conditions.
Numerical investigations on burners with a hot coflow stabilizing the flame were car-
ried out using Reynolds Averaged Navier-Stokes (RANS) [44–48, 7, 31, 49–52, 34, 53]
simulation, Large Eddy Simulation (LES) [33, 54–56] and Direct Numerical Simulation
(DNS) [57]; simple fuels such as methane, hydrogen and ethylene were the main focus. The
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experimental and numerical studies on MILD combustion with simple fuels revealed some
common signatures, such as the absence of the negative heat release region, the broadening
of the heat production profile with a single peak in mixture fraction space and the suppression
of pyrolytic reactions [58, 6]. However, using complex fuels such as oxygenated hydrocar-
bons and long-chain alkanes under MILD conditions has shown distinct features, like the
appearance of visible flames and increased pollutant emissions, as indicated by previous
studies [42, 59, 18].
1.3 Turbulence-chemistry interaction models
The distinguishing feature of MILD combustion is the very strong interactions between the
fluid mixing and chemical kinetics, so that models based on the separation between turbulence
and chemistry scales are not suitable to describe the complex interactions occurring in such
a regime [60]. Therefore, models that account for finite-rate chemistry effects must be
considered.
Different combustion models were evaluated by Shabanian et al. [48], Christo et al. [44],
Parente el al. [13, 61], Fortunato et al. [62] and Galletti et al. [12] employing RANS
simulation. In these approaches, the authors showed that the Eddy Dissipation Concept
(EDC) [63–65] model can better handle the strong interactions between turbulence and chem-
istry with respect to the classic flamelet approach. The EDC model splits each computational
cell into two regions: the fine structures, where reactions take place, and the surrounding fluid.
In the original EDC formulation, the fine structures are modelled as Perfectly Stirred Reactors
(PSRs). However, they are also modelled as Plug Flow Reactors (PFRs) in some software
packages for numerical reasons [34, 66]. Beside the EDC model, the Partially Stirred Reactor
(PaSR) [67] model, also based on the concept of cell splitting, is very promising for predicting
MILD condition. In PaSR, the interaction between turbulence and chemistry is represented
with a factor k , which is defined as the ratio between the chemical time scale and the sum
of mixing and chemical scales. In EDC model, a similar parameter is adopted: g , whose
definition depends solely on a mixing scale and an empirical constant Cg [63–65]. In PaSR,
both the chemical and mixing time scales are included in the model explicitly, allowing a
more accurate description on turbulence/chemistry interactions. However, its performances
strongly depend on the estimation of mixing and chemical time scales.
Regarding the evaluation of chemical and mixing time scales, Chomiak [68] estimated
the chemical time scale using the fuel and oxidiser formation rates, and the mixing time
from the geometric mean of integral and komogorov mixing time scales. Golovitchev et
al. [69] proposed an approach in which the chemical time scale is estimated from forward
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reaction rates only. Kärrholm [70] and Nordin [71] estimated the mixing time scale as a
certain fraction of the integral one, using a mixing constant Cmix ranging from 0.001 to
0.3 [71]. Ferraroti and Li et al. [72, 53] proposed a dynamic (adaptive) estimation of the
mixing time scale in PaSR using the ratio of the variance of mixture fraction and mixture
fraction dissipation rate from the solution of three extra transport equations. Improvements
on the predictions of species mass fractions and temperature were achieved with the dynamic
method [72, 53] for Reynolds Averaged Navier-Stokes (RANS) simulations.
Despite high computational efficiency of RANS simulation, steady-state assumptions
are not able to capture non-equilibrium phenomena, such as local extinction and re-ignition.
To this end, LES can provide superior results with respect to RANS. Ihme et al. [54, 55]
carried out LES on the JHC burner using a three-stream Flamelet Progress Variable (FPV)
formulation. Good agreement with the experimental measurements was observed for the
mean temperature and specie mass fraction profiles. The advanced flamelet based FPV model
handles the interactions of turbulence and chemical reaction in JHC burner by introducing a
progress variable (PV) and two mixture fractions. Afarin et al. [73] used PaSR to investigate
the reaction zone structure as well as the distribution of temperature and minor species mass
fractions, showing acceptable accuracy.
In MILD combustion, reaction can occur over a wide range of turbulent scales instead of
the smallest scale in conventional combustion [74]. The system evolves towards a distributed
reaction regime and low temperatures, because of the high dilution level and the intense
mixing between fuel and hot-diluted oxidiser. This leads to characteristic Damköhler number
of order ⇠1 [4, 5]. Recently, it was shown that the k in PaSR model approaches 1 in
MILD combustion, suggesting that reacting structures can be resolved on the LES grid by
using implicit LES combustion models [75]. Two implicit formulations were investigated in
this thesis and compared with PaSR model, the Laminar Finite Rate (LFR) and the Quasi-
Laminar Finite Rate (QLFR) formulations. In the LFR model, the mean source term is
directly retrieved from the Arrhenius expression, while in the QLFR model, a time-splitting
approach is used, solving an Ordinary Differential Equation (ODE) to describe the evolution
of species mass fractions within the LES residence time [76].
1.4 Kinetics reduction and tabulation for finite-rate chem-
istry
In the finite-rate approach, the number of of species and reactions in a chemical mechanism
grows with the number of carbon atoms in the fuel component. As a consequence, the CPU
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time associated to chemistry resolution can be very significant, for industrial applications
involving realistic fuels. In this framework, the use of pre-reduced or pre-tabulated chemical
mechanisms may not be able to capture the dynamic phenomena like extinction and re-
ignition accurately. Therefore, on-the-fly/dynamic chemistry reduction/tabulation methods
are essential to alleviate the calculation burden for finite rate chemistry approaches. Various
investigations based on the use of on-the-fly chemistry reduction techniques are reported in
the literature. Tosatto [77] used a transport-flux-based Directed Relation Graph (DRG) model
in a two-dimensional simulation of axisymmetric co-flow flames. A speed-up factor of about
5 was reported for a steady case, while a factor ranging from 10 to 20 was obtained for a time-
dependent oscillating flame. Zhang et al. [78] and He et al. [79] conducted Homogeneous
Charge Compression Ignition (HCCI) engine simulations with the Element Flux Analysis
(EFA) approach. The size of kinetic scheme was significantly reduced, while maintaining
reliable accuracy.
Dynamic reduction methods allow significant CPU savings; however, the cost associ-
ated to the direct ODE integration can be still significant, if the number of species in the
reduced chemical mechanisms is non-negligible. Coupling with dynamic tabulation approach
provides a solution to this issue. Tang et al.[80] combined chemistry dimension reduction
and tabulation with a methodology called In situ Adaptive Tabulation-Rate-Controlled Con-
strained Equilibrium (ISAT-RCCE). The ISAT-RCCE calculations show good agreement with
the accurate solution, and a significant speed-up factor of about 500 is obtained compared
to the direct integration approach. Ren et al.[81] and Contino et al.[1] coupled Dynamic
Adaptive Chemistry (DAC) approach with ISAT in engine simulations, achieving speed-up
factors of the order of 100. The chemistry reduction model expedites the reaction sub-step
in the operator-splitting scheme through local skeletal reduction, whereas ISAT expedites
the calculations by reducing the number of direct ODE integrations through tabulating and
re-using the solutions, thus making the use of detailed chemistry in Computational Fluid
Dynamics (CFD) simulations more feasible [1].
1.5 Advanced post-processing tools
In MILD combustion, the relations between auto-ignition and flame propagation, local
extinction and re-ignition are not well observed. To this end, the application of advanced
post-processing tools on detailed CFD simulations are of great importance.
The computational singular perturbation (CSP) enables the definition of rigorous mathe-
matical tools capable of extracting local information from chemically reactive flow fields. It
takes advantage of an eigenmode decomposition of the chemical source term to determine
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the intrinsic chemical time scales, a proper distinction between fast and slow scales, and
the dimension of the slow invariant manifold (SIM), which is an attractive low-dimensional
subspace where the system evolves according to the slow scales. The dimension of the SIM
is related to the number of fast/exhausted chemical modes, being those giving a negligible net
contribution to the dynamics, and it is a fair indicator of the actual local degrees of freedom
of the chemical system under study.
The slow subspace, which is spanned by the slow modes, contains the active chemical
scales, which can be either dissipative or explosive, characterizing an attractive dynamics
towards the SIM and in turn equilibration, or a departing dynamics that drives the system
away from equilibrium. The tangential stretching rate (TSR) is able to select, among the
slow modes, those where the actual energy propagation takes place. The TSR approach,
already employed for the characterization of laminar [82] and turbulent flames [83–85], is a
representative of the driving chemical timescale, being either explosive or dissipative. In turn,
proper indices are able to select the chemical reactions mostly participating to the dominant
chemical eigenmodes, giving the opportunity to further characterize the underlying physics.

Chapter 2
Mathematical models
2.1 Turbulent combustion modeling using Computational
Fluid Dynamics
In this section, the fundamental governing equations for reacting compressible flows for the
Reynolds Averaged Navier-Stokes (RANS) simulation and Large Eddy Simulation (LES)
are presented. The OpenFOAM® [86] Finite Volume Method (FVM) based, open-source
CFD software is used for all simulations. The external OpenFOAM® based edcSMOKE
combustion toolkit with the robust OpenSMOKE ODE chemistry solver for finite rate
chemistry was adopted as well. The model equations solved by the code are shown in the
following subsections.
2.1.1 RANS for turbulent combustion modeling
In RANS simulations, the density-based Favre-averaged (denoted with ˜) governing equations
of mass, momentum and energy for low Mach number flow are solved [87] :
∂ r¯
∂ t
+
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∂x j
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 
= 0, (2.1)
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In Eqn. 2.1 - 2.3, r , u, p represent the density, velocity and pressure respectively; h is
the enthalpy; l is the thermal conductivity. The term ¯˙wT is the source term coming from
combustion process. The turbulent Prandtl number Prt is introduced to close the enthalpy
turbulent fluxes:
  r¯gu00i h00 ⇡ µtPrt ∂ h˜∂xi . (2.4)
In combustion processes, multiple species are involved. The Favre averaged transport
equation of species Ys reads:
∂
∂ t
⇣
r¯eYs⌘+ ∂∂x j
⇣
r¯eYsu˜ j⌘= ∂∂x j
✓✓
r¯Dm,s+
µt
Sct
◆
∂Y˜s
∂x j
◆
+ ¯˙ws, (2.5)
where Sct is the turbulent Schmidt number and Dm,s is the molecular diffusion coefficient
for species s in the mixture. Because Sct = µt/(rDt) (Dt is the turbulent diffusivity), the
molecular diffusion can also be written as Sc= µ/(rDm) (Dm is the molecular diffusivity)
and therefore, rDm = µ/Sc. In some CFD codes, Sct is approximated to 1.0 [88]. Therefore,
Eqn. 2.5 can be re-arranged as:
∂
∂ t
⇣
r¯eYs⌘+ ∂∂x j
⇣
r¯eYsu˜ j⌘= ∂∂x j
 
(µ+µt)
∂eYs
∂x j
!
+ ¯˙ws. (2.6)
In Eqn. 2.6, µ+µt is expressed as µE f f (the effective viscosity) in some CFD codes. In the
present research, the molecular diffusion coefficient Dm,s is included when species (like H2)
with non-uniform Lewis number is considered.
The standard k-e turbulence model is often used in RANS simulation for its robustness.
In the standard k-e model, the unresolved turbulence stresses r¯gu00i u00j are modelled with the
product of the eddy viscosity µt and mean flow strain rate Si j. Finally, the eddy viscosity is
estimated as:
µt = rCµ
k˜2
e˜
. (2.7)
In Equation 2.7, the constant Cµ equals to 0.09. The Favre-averaged turbulence kinetic
energy k˜ and the dissipation rate e˜ of the turbulence kinetic energy are solved via two
separate transport equations [87]:
∂
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+2µtSi jSi j  r¯ e˜, (2.8)
2.1 Turbulent combustion modeling using Computational Fluid Dynamics 11
∂
∂ t
(r¯ e˜)+ ∂
∂x j
 
r¯ e˜ u˜ j
 
=
∂
∂x j
✓✓
µ+ µt
se
◆
∂ e˜
∂x j
◆
+Ce1r¯
e˜
k˜
2µtSi jSi j Ce2r¯ e˜
2
k˜
, (2.9)
in which Si j represents the components of rate of deformation; sk, se , Ce1 and Ce2 are
constants that by default equal to 1.0, 1.30, 1.45 and 1.90, respectively [89]. The standard
k-e model is robust, computationally fast and has the potential advantage of generality since
it requires no direct empirical input such as a mixing-length specification. However, it has
the well-known disadvantage of over-estimating the jet spread rate for axisymmetric jets. In
order to correct the over-estimated calculation of the round jet decay, some modifications
have been proposed, such as increasing the constant of Ce1 from 1.45 to 1.60 [89, 46, 7].
However, there is a lack of generality using such approach. In 1978, Pope [89] suggested
a correction on the standard k-e model, by adding an additional term to the kinetic energy
dissipation rate transport equation:
CorrPope =Ce3
e˜2
k˜
y, (2.10)
with y = wi jw jkSki, measuring the vortex stretching with the rate of strain tensor Si j and
rotation tensor wi j:
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2.1.2 LES for turbulent combustion modeling
In LES, the Favre-filtered (denoted with ˜) governing equations of continuity, momentum,
species and energy are solved [90]:
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In Eqn. 2.16, l is the thermal conductivity. The terms Vs,iYs and l ∂T∂xi are filtered laminar
diffusion fluxes for species and enthalpy, modelled through a simple gradient assumption.
The unresolved Reynolds stresses:
Ti j =
 guiu j  eui eu j  , (2.17)
require a turbulence model. The one equation eddy-viscosity (oneEqnEddy in OpenFOAM)
model was chosen in the present thesis as the sub-grid turbulence model [91]. In one equation
eddy-viscosity model, Ti j is estimated by an subgrid-scale eddy viscosity nsgs and a resolved
scale strain rate Si j:
Ti j = 2nsgsSi j+ 13t
sgs
ii di j. (2.18)
The sub-grid scale viscosity is computed as:
nsgs =Ck
p
ksgsD, (2.19)
where Ck = 0.094, D is the grid size and ksgs is the sub-grid scale kinetic energy which is
solved through a dedicated transport equation [92]:
∂ (rksgs)
∂ t
+
∂ (ru jksgs)
∂x j
  ∂
∂x j

r (n+nsgs)
∂ksgs
∂x j
 
(2.20)
=  rti j : Si j   Ce rk
3/2
sgs
D
, (2.21)
in which the operator : is a double inner product andCe is a constant which equals to 1.048.
2.2 Eddy Dissipation Concept model
In the species transport equations (Eqn. 2.5 and 2.15), the mean source term ¯˙ws of chemical
species shall be modelled with a combustion model.
The Eddy Dissipation Concept (EDC) combustion model separates each computational
cell into two zones. One zone is indicated as “fine structures” and another one “surrounding
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fluid”. It assumes that combustion takes place in the fine structures where the dissipation
of the flow turbulence kinetic energy occurs. In the original model by Magnussen [63], the
fine structures are modelled as Perfectly Stirred Reactors (PSR). However, some software
packages (for example, ANSYS Fluent [66]) treat them as Plug Flow Reactors (PFR), mainly
for numerical reasons. A conceptual drawing of the EDC model is presented in Figure 2.1.
Fig. 2.1 Conceptual drawing of the EDC model.
EDC is based on a cascade model providing the mass fraction of the fine structures, gl ,
and the mean residence time of the fluid within the fine structures t⇤, as a function of the
flow characteristic scales:
gl =Cg
✓
ne˜
k˜2
◆1
4 , (2.22)
t⇤ =Ct
⇣n
e˜
⌘1
2 . (2.23)
In Eqn. 2.22 and Eqn. 2.23, n is the kinematic viscosity, Cg = 2.1377 and Ct = 0.4083
are constants in the EDC model [65]. The mean reaction rate (source term in the species
transport equation) is expressed as [64]:
w˙s = 
r¯g2l
t⇤
 
1  g3l
  ⇣eYs Y ⇤s ⌘ . (2.24)
The term eYs in Eqn. 2.24 denotes the mean mass fraction of the species s between the fine
structures and the surrounding fluid and Y ⇤s is the mass fraction of species s in the fine
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structures. The mean mass fraction eYs can be expressed as a function of Y ⇤s and Y 0s (mass
fraction of species s in the surrounding fluid):
eYs = g3lY ⇤s +(1  g3l )Y 0s . (2.25)
The expressions of the species mean reaction rate and mean mass fraction in Eqn. 2.24 and
Eqn. 2.25 were proposed by Gran et al. in 1996 [64], thus it is denoted as “EDC1996”.
In the earlier version of the EDC model, proposed originally by Magnussen in 1981 [63],
the mean reaction rate of species s was given by
w˙s = 
r¯g3l
t⇤
 
1  g3l
  ⇣eYs Y ⇤s ⌘ . (2.26)
This formulation is referred as “EDC1981”. Later in 2005, Magnussen modified the
model [65], expressing w˙s as:
w˙s = 
r¯g2l
t⇤
 
1  g2l
  ⇣eYs Y ⇤s ⌘ , (2.27)
and mean mass fraction eYs as:
eYs = g2lY ⇤s +(1  g2l )Y 0s . (2.28)
This version of EDC model is denoted as “EDC2005”.
In all three formulations, the mean mass fraction eYs is obtained by solving the species
transport equation. The mass fraction of each species inside the fine structure Y ⇤s is computed
with the finite-rate chemistry approach.
2.2.1 Finite-rate chemistry approach
The mass fraction Y ⇤s of species s inside the fine structures is evaluated by modelling them to
a Perfectly Stirred Reactor (PSR) [64]:
w˙⇤s
r⇤
=
1
t⇤
(Ys⇤  Y0) , (2.29)
in which w˙⇤s is the formation rate of species s. Alternatively, the fine structures can be
modelled as Plug Flow Reactors (PFR), evolving in a characteristic time equal to t⇤:
dYs
dt
=
w˙s
r
. (2.30)
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The final integration over dYsdt is Y
⇤
s . The term w˙s is the instantaneous formation rate of species
s coming from a detailed kinetic mechanism. The initial condition for the species composition
space provided to the PSR and PFR reactors are different. For PSR, the surrounding fluid
value Y0 is used. The term Y0 can be obtained from Eqn. 2.28. While for PFR, the mean
species mass fraction eYs is directly used.
2.2.2 Limitation of fine structure fraction
In the EDC model, the chemical reaction process and mixing are interconnected. This mixing
process time scale tmix should be larger or equal to the fine structures residence time scale t⇤.
Defining R as the ratio [32]:
R=
t⇤
tmix
=
g2l
1  g3l
, (2.31)
one can find the limit value for gl . The ratio R and gl limits for the various EDC formulations
can be found in Table 2.1.
Table 2.1 Limitations of fine structure fraction
EDC version time scale ratio gl limit
0EDC19810 g
3
l
1 g3l
0.7937
0EDC19960 g
2
l
1 g3l
0.7549
0EDC20050 g
2
l
1 g2l
0.7071
2.3 Partially Stirred Reactor model
2.3.1 Conventional PaSR model
The theory behind PaSR model [67, 69] is actually very similar to the EDC model: each
computational cell is split into two locally uniform zones: one where reactions take place,
and another characterized by only mixing. The parameter k is used to represent the mass
fraction of the reaction zone in the computational cell. It can be estimated as [70]:
k = tc
tc+ tmix
, (2.32)
where tc and tmix are the characteristic chemical and mixing time scales in each cell, respec-
tively. They can be estimated following different approaches, as detailed later in this section.
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The mean source term provided to the species transport equation can be expressed as:
w˙s = k
er  Y ⇤s  Y 0s  
t⇤
, (2.33)
where t⇤ represents the residence time in the reactive structure. In the present work, t⇤
equals to the mixing time scale. In order to get the value of Y ⇤s , a time-splitting approach is
applied, as explained in Section 2.2.1.
Evaluation of chemical time scale
Chemical time scale estimation from Jacobian matrix eigenvalues For the evaluation
of chemical time scale, Fox [93, 94] suggested using the eigenvalues of the Jacobian matrix
J of the chemical source terms. The Jacobian matrix J has the dimension of s ⇥ s, where s is
the number of chemical species in the mechanism. After the decomposition of the Jacobian
matrix, the chemical time scale is estimated with the inverse of the eigenvalues ls:
tc,s =
1
|ls| . (2.34)
In Eqn. 2.34, tc,s is the characteristic time scale of species s. After removing the dormant
species (characterised by infinite time scale values), the largest chemical time scale can be
chosen as leading scale for the evaluation of the PaSR parameter k .
Chemical time scale estimation from formation rates The decomposition of the source
term Jacobian matrix is accurate but time consuming, especially when large chemical mecha-
nisms are used. The formation rate based characteristic time scale evaluation is a simplified
approach. Instead of getting the chemical time scale for each species from the Jacobian
matrix decomposition, the ratio of species mass fraction and formation rate in the reactive
structure is directly used [68, 34], approximating the Jacobian diagonal terms:
tc,s =
Y ⇤s
|dY ⇤s /dt|
. (2.35)
Chemical time scale estimation from reaction rates Another simplified method is based
on the reaction rate. Here, the characteristic time scale for each species i is expressed as [69]:
tc,i =
nr ⇤ cTot⇤
Ânrn=1((dc⇤nr, f orward/dt)⇤nnr,sum)
, (2.36)
2.3 Partially Stirred Reactor model 17
where nr is the number of reactions, and cTot⇤ is the total concentration obtained from the
ideal gas law. Only the forward reaction rate dc⇤nr, f orward/dt is used here. The term nnr,sum
represents the sum of the product stoichiometric coefficients.
The three methods for evaluating chemical time scale can be both used in RANS and
LES simulations.
Determination of mixing time scale
Kolmogorov time scale In conventional combustion systems, it is often assumed that reac-
tions happen at the dissipation scales, of the order of the Kolmogorov one, tmixK =
p
n/e [7],
where n is the kinematic viscosity and e is the turbulence kinetic energy dissipation rate.
However, in MILD combustion, reactions can occur over a wide range of flow scales [5],
and the use of the Kolmogorov mixing time scale could lead to inaccurate predictions of
temperature and species mass fractions [95].
Integral time scale Another characteristic time scale in turbulent flow is the eddy break-up
time leading from large-scale to Kolmogorov-scale non-uniformities [68], which is also
referred to as integral time scale, tmixI = ke , where k is the turbulence kinetic energy.
Geometric mean of Kolmogorov and integral time scales To provide a more accurate
evaluation of the mixing time, Borghi [96] proposed to consider the whole spectrum of time
scales. A simple approach to achieve this is to take only the two most important time scales,
via the geometrical mean of the Kolmogorov and integral time scales [68], that is:
tmixMean =
ptmixKtmixI =
r
k
e
⇣n
e
⌘1/2
. (2.37)
Mixing time scale in LES The above mentioned ways for determining mixing time scale
are generally used in RANS simulations. In LES, a mixing time scale is represented with the
geometrical mean of the sub-grid velocity stretching time (D/v0) and the Kolmogorov time
scale ((n/esgs)1/2) [97]:
tmixLES =
s
D
v0
n
(esgs)1/2
. (2.38)
The four approaches for the evaluation of mixing time scale can be summarized as global
methods. The choice of mixing time scale with global approaches vary from case to case,
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there is no universal solution. A dynamic, or in another word, adaptive determination of the
mixing time scale with the estimation of the scalar variance and dissipation rate can be more
widely applied and it is introduced in Section 2.3.2. The PaSR model with such approach of
obtaining the mixing time scale is also termed as dynamic PaSR model.
2.3.2 Dynamic PaSR model
The dynamic estimation of the mixing time scale is introduced in this subsection. It is based
on the estimation of the scalar variance, ff 002, to the scalar dissipation rate, eef [98] ratio:
tmixDynamic =
ff 002eef . (2.39)
The mixture fraction f is selected to describe the mixing process of a scalar. Therefore, the
scalar variance and dissipation rate take the form of the mixture fraction variance (ff 002) and
mixture fraction dissipation rate (ec).
Dynamic PaSR model in RANS
In RANS, favre-averaged ef , ff 002 and ec are modelled with the following transport equations
[3, 2, 72]:
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(2.42)
In Eqn. 2.42, C1, C2, C3 and C4 are model constants. A comprehensive review about
the scalar dissipation rate transport equation constants is reported in Table 2.2, in which
Rt = (k/e)/( ef 00/c) is the mechanical to scalar time scale ratio. Moreover, another four sets
of values were proposed by Ye [3], as shown in Table 2.3.
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Table 2.2 Coefficients of the scalar dissipation rate equation by various authors [2]
Author C1 C2 C3 C4
Chen [99] 1.15 0.65 0.5 1.45
Jones and Musonge [100] 1.0 0.9 1.7R 1t 1.45
Sommer et al. [101] 1.1 0.8 0.9 0.72
Table 2.3 Model constants for the scalar dissipation rate transport equations [3].
Case C1 C2 C3 C4
1 2.0 1.8 1.7 1.4
2 1.0 1.8 3.4 1.4
3 2.0 1.8 3.4 1.4
4 1.0 1.8 1.7 1.4
Dynamic PaSR model in LES
In LES of reacting flows, transport equation for scalar dissipation rate ec requires additionally
closures for the gradients of diffusivity and density [102]. To limit the appearance of unclosed
terms, instead,]|— f |2 is solved, by using Eqn. 2.43 [102]:
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in which Df is the scalar diffusivity and gf 002s f s denotes the sub-filter variance of mixture
fraction. In Eq. 2.43, Cprd = 1.0 and Cdis is determined by the sub-filter scalar variance
coefficient: Cdis = 12Cvar. In the present approach,Cvar is evaluated with [102]:
Cvar =gf 002s f s/(D2|—ef |2). (2.44)
The scalar dissipation rate is then calculated as ec = 2Df]|— f |2. Again, because of numerical
issues, the sub-filter mixture fraction variance gf 002s f s is not directly solved with a transport
equation as what is often done in RANS. Instead, Eqn. 2.45 is used:
gf 002s f s ⌘ ef 2  (ef )2. (2.45)
The term ef 2 is then obtained from solving a transport equation:
D
Dt
⇣
r ef 2⌘= ∂
∂x j
✓
r(eDf +Dt) ∂∂x j ( ef 2)
◆
 rec, (2.46)
and the filtered mixture fraction transport equation shall be solved to get ef :
∂ r¯ ef
∂ t
+
∂ r¯ eu j ef
∂x j
=
∂
∂x j
⇣
r(Df +Dt)
∂ ef
∂x j
⌘
. (2.47)
In the end, the dynamic mixing time scale in LES has form of:
tmixDynamicLES =
ff 002ec = ef 2  (ef )
2
2Df
]|— f |2
. (2.48)
2.4 Implicit combustion closures for LES
To investigate the influence of turbulence combustion closures in MILD combustion regime,
two implicit closures were developed, the later gets the filtered source term directly from
the chemical term, without inclusion of the turbulent effect. The implicit closures were
benchmarked to the PaSR approach.
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2.4.1 Quasi-Laminar Finite Rate model
Based on the PaSR model, the QLFR model is formulated merely by forcing k = 1.0 [103],
under the hypothesis that the mixing time scale is much smaller than the chemical time scale.
Therefore, the turbulent eddies are assumed to be able to penetrate into the flame structures
and the whole cell is treated as a Perfectly Stirred Reactor (PSR) [75]. The mean source term
is then expressed as:
w˙s =
er  Y ⇤s  Y 0s  
t⇤
. (2.49)
As far as the CPU requirements are concerned, the QLFR model allows saving additional
time compared to PaSR model, as it does not need any chemical time scale estimation for the
evaluation of k .
2.4.2 Laminar Finite Rate model
For the LFR model, the mean formation rates are determined by Arrhenius expressions [104]:
w˙s =Ms
Nr
Â
r=1
Rˆs,r. (2.50)
In Equation 2.50, Ms is the molecular weight of species s and Rˆs,r is the Arrhenius rate
of creation/destruction of species s in reaction r. The LFR model is generally used for
laminar reacting flows [105] or in the context of Direct Numerical Simulation (DNS). In
LES applications, the LFR model is valid when the grid size is sufficiently small and the
flame structure is thick enough (low Damköhler number system). It is worth mentioning that
the direct coupling of source terms without a time splitting scheme imposes to use smaller
time steps with respect to the one required from the PaSR and QLFR models, to ensure
simulation stability. Nevertheless, this approach might be preferred when very large chemical
mechanisms are used, as ODE integration will then require much more CPU hour.
2.5 Flamelet Progress Variable model in RANS
Based on the assumption of the flamelet model [106], which considers a turbulent diffusion
flame as an ensemble of laminar flamelets, the steady FPV model obtains the composition
space from solving scalar transport equations of mixture fraction f and progress variable
C [107]:
∂ r¯ ef
∂ t
+— · r¯euef = — ·hr¯(eDf +Dt)—ef i , (2.51)
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∂ r¯ eC
∂ t
+— · r¯eueC = — ·hr¯(eDC+Dt)—eCi+ r¯ ewC, (2.52)
where Dt is the turbulent diffusivity and thee denotes the favre averaged values. The favre
averaged specie mass fraction eyi and chemical source term ewC are calculated by integrating
laminar composition state from flamelet library over the joint PDF of f andC:
eyi = Z yi ( f ,C) eP( f ,C)d f dC, (2.53)
ewC = Z wC ( f ,C) eP( f ,C)d f dC. (2.54)
The joint Probability Density Function (PDF) eP( f ,C) is modelled by:
eP( f ,C) = eP(C| f ) eP( f ) , (2.55)
where eP( f ) is described by a beta PDF and eP(C| f ) is determined by a delta function:
eP(C| f ) = d (C gC| f ). (2.56)
The definition of Progress Variable (PV) C is defined using the mass fraction of CO, CO2
and H2O in the current research.
2.6 Chemistry reduction methods
A number of dynamic chemistry reduction/tabulation methods were investigated and bench-
marked in the present thesis. The reduction and tabulation approach Tabulated Dynamic Adap-
tive Chemistry (TDAC), which couples a modified In-situ Adaptive Tabulation (ISAT) [108]
algorithm and chemical mechanism reduction methods [109, 1, 110–113], including Directed
Relation Graph (DRG) [114], DRG with Error Propagation (DRGEP) [115], Dynamic Adap-
tive Chemistry (DAC) [116], Elementary Flux Analysis (EFA) [117] and Path Flux Analysis
(PFA) [118], was used. The TDAC process is visualised in Figure 2.2. ISAT stores the initial
composition and the solution of the ODE integration with so-called “leafs” and retrieves them
with a linear approximation when the composition space is within an ellipsoid of accuracy
(EOA), avoiding the need for a direct integration. When ISAT needs growth or addition
instead of retrieve, it provides first the composition yq to the mechanism reduction method,
which simplifies the mechanism and provides a reduced set of species compositions yqa to
the ODE solver. The solver computes the reaction mapping R(yqa ), and then ISAT builds
the full reaction mapping R(yq) from R(yqa ) [1]. If the differences between the existing
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and newly build reaction mappings are within the user-defined tolerance of eISAT , the EOA
will grow to include the new mapping. Otherwise, a new “leaf” will be added to include the
newly computed mappings. Furthermore, a time-step specific scale factor is defined, to give
more control on the time-step variations [119].
Fig. 2.2 Tabulation of Dynamic Adaptive Chemistry (TDAC) method flow chart. Adjusted
from Contino et al. [1].
The five different reduction approaches (DRG, DRGEP, DAC, PFA and EFA) imple-
mented in the TDAC code are all based on a network graph assumption, in which the
relationship between various species or reactions are linked with weights. A reduction
error eRED is evaluated when a species or reaction is removed and it is compared with the
maximum acceptable value eREDmax, pre-defined by the user. If eRED is larger than the
maximum error eREDmax, this means that the species/reaction is important for the network
graph and cannot be removed. The DRG, DRGEP and PFA methods that were initially
developed for mechanism pre-processing, have been adapted for dynamic reduction in TDAC
method [1, 110–112].
In DRG [114] , the error eRED is expressed via an interaction coefficient rAB representing
the contribution of species B to the production rate of species A:
eRED = rAB =
Âr=1,nR | nA,rwrdBr |
Âr=1,nR | nA,rwr |
, (2.57)
where nA,r is the stoichiometric coefficient of species A, wr represents reaction rate in each
reaction, nR is the number of reactions and dBr is defined as:
dBr =
8<:1, if the rth elementary reaction involves species B,0, otherwise. (2.58)
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Later, Pepiot-Desjardins and Pitsch [115] proposed the DRGwith Error Propagation (DRGEP)
model. They argued that a more accurate way to consider the contribution of species B to
species A is to use the net contribution instead of evaluating production and consumption
individually. Therefore, a new definition of the direct interaction coefficient is introduced:
rAB =
| Âr=1,nR nA,rwrdBr |
max(PA,CA)
, (2.59)
in which PA andCA denote the production and consumption of species A, respectively. They
are expressed with:
PA = Â
r=1,nR
max(0,nA,rwr), (2.60)
and
CA = Â
r=1,nR
max(0, nA,rwr). (2.61)
Furthermore, the effect of removing a group of species (previously plus the present
removed species) is also included. Most importantly, the notion of error propagation is
brought up in the DRGEP approach. If the error rAB is going to be evaluated, the longer the
path of such error propagates to reach A, the smaller the effect will be. Therefore, from B to
A, the length of the path that the error has to propagate is considered:
rAB,p =
np 1
’
s=1
rSsSs+1 . (2.62)
Instead, only the weakest contribution is taken in DRG:
rAB,p =
np 1
min
s=1
rSsSs+1 . (2.63)
In Eqn. 2.62 and Eqn. 2.63, S1 = A, Sn = B and p denotes a certain path that links two species
A and B. Finally,
eRED = rAB = max
all paths p
rAB,p. (2.64)
The DAC method implemented in TDAC code is very similar to the DRGEP approach
discussed above, except that the contribution of removing a group of species is neglected [116,
109]. Regarding the PFA model, based on the DRG and DRGEP methods, both the directly
linked (first generation) and in-directly linked (higher generation) species contributions are
evaluated [118], resulting in an interaction coefficient rAB with information from multiple
generations. For the EFA approach, the error evaluation is focused on removing individual
reactions, expressed as [117]:
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eRED =
Âr=1,nR(rr  rkr )2
sk
, (2.65)
where rr and rkr are the individual reaction rates before and after removing a reaction k from
the network. The variance sk is defined as:
sk =
Âr=1,nR(r
k
r   rk)2
nR 1 , (2.66)
where rk is the averaged reaction rate of the remaining reactions after reaction k is removed:
rk =
Âr=1,nR r
k
r
nR
. (2.67)
Table. 2.4 shows the differences and similarities of the five reduction models explained:
Table 2.4 Differences and similarities of the reduction models in TDAC.
Reduction model DRG DRGEP DAC PFA EFA
Graph network Yes Yes Yes Yes Yes
Species group effect No Yes No - -
Error propagation No Yes Yes - -
Error evaluation based on Species Species Species Species Reaction
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2.7.1 Computational Singular Perturbation fundamentals
The species and energy equations that govern the evolution of a reactive-transport system
can be cast in the general form of:
∂ z
∂ t
= L(z)+g(z), (2.68)
where g(z) is the chemical source term of the system, L(z) is a spatial differential operator
(convection and/or diffusion), z is the (N+1)-dimensional state vector including the mass
fractions of N species and the temperature. The RHS of Eq.(2.68) can always be written with
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respect to a new basis, spanned by a set of basis vectors, or modes, ai (i=1, N+1), to yield:
∂ z
∂ t
= Â
i=1,N+1
ai(z)hi(z), (2.69)
where hi(z) = hi(L,g) := bi · (L(z)+g(z)) is the amplitude of the i-th mode and bi denotes
the dual basis vector, such that bi · a j = d ji and Âi aibi = I, with i = 1,N + 1. The bi-
orthonormality condition allows to recover the original representation of system. Based on
CSP, the basis vectors ai and covectors bi can be approximated to leading order, by the right
and left eigenvectors of the Jacobian Jg of g(z), respectively. This set of basis vectors is
traditionally employed in CSP to decouple the chemical modes time-evolution, i.e., each
mode amplitude f i(g) := bi ·g(z) evolves in time independently, enabling in turn to define
a spectrum of intrinsic local time scales of the reactive system based on g(z), which are
defined as the reciprocal of the eigenvalues li of Jg.
It is well established that dissipative fast time scales develop, which are associated to the
largest negative eigenvalues of Jg . In purely reactive systems, the CSP modal decomposition
enables a fast/slow subspaces partitioning of the original N+1-dimensional tangent space.
Ordering the modes based on their associated time scale, from the fastest to the slowest, so
that the first (i= 1) mode refers to the fastest chemical time scale (largest eigenvalue), the
numberM of fast modes is defined as the number of modes whose amplitude f i gives a zero
net contribution ( f i ⇡ 0) to the state evolution over a scale of the order tM+1. Hence, the
firstM time scales are considered exhausted, allowing for the definition of an attractive local
subspace - the slow invariant manifold (SIM) - where the system evolves according to the
slow scales. The slow time scales can be either dissipative or explosive, characterizing an
attractive dynamics towards the SIM and in turn equilibration, or a departing dynamics that
drives the system away from equilibrium.
The species most affected by the constraints f i ⇡ 0 are those whose axis in phase space is
the most parallel to the direction along which the fast time scales act, i.e., the directions of the
fast modes. Therefore, when a fast time scale becomes exhausted, the concentration of that
species will, in essence, not change along this direction, i.e., it has achieved a “directional
steady-state” status. The terminology used in the CSP literature [120] refers to these species
as “CSP radicals” or "fast species". The remaining species are considered "slow species",
which evolve on the low dimensional, attractive subspace, i.e. the SIM. It is worth noting
that f i ⇡ 0 occurs because of cancellations of balancing reactions at equilibrium. Among
the fast modes, there might be a subset of modes whose f i ⇡ 0 occurs because of absence of
contributions. These modes are frozen modes.
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The extension to reactive-transport system is pursued with a local approach by keeping
the purely reactive system’s eigen-structure and by projecting the full right-hand-side onto
the CSP chemical modes ai, as per Eq. (2.69). According to this approach, transport affects
the mode amplitudes, i.e., not their directions, within the hypothesis that transport time scales
are much slower than the fastest reactive time scales that are associated to the emergence
of the low dimensional manifold. In this case, transport only perturbs the system off the
chemical manifold, while the fast chemical processes rapidly relax the system back onto it.
Consistently with Eq. (2.69), the effect of transport on the mode amplitudes reveals
itself in a different partition of the tangent space, determining the number H of exhausted
modes/time scales as the number of modes whose amplitude hi gives a zero net contribution
to the state evolution over a scale of the order of tH+1. All the considerations that followed
the definition of M are naturally extended to a reactive-transport system, e.g. fast/slow
species and frozen modes, according to the behavior of hi.
2.7.2 Tangential Stretching Rate
The important question then becomes how to sort out the most relevant time scales among
the N M intrinsic slow time scales of the system: in fact, it might happen that no or little
energy is associated to a specific time scale. In other words, although there might exist a
potential channel to propagate energy through a mode (at the associated time scale), it might
well happen that the system does not select that mode for the actual energy propagation. The
TSR is a measure of how much the dynamics stretches/contracts in the direction of the vector
field and it is employed to characterize the most energetic scale developing in the system.
Based on the TSR approach [121, 82], the local stretching rate of the system dynamics in the
direction tangential to the vector field L(z)+g(z), is given by
wt˜ (L,g) :=
N
Â
i=1
Wi(L,g) li, (2.70)
with li being the eigenvalue of the i-th mode, and the weight,Wi, of each chemical eigenvalue
defined as:
Wi(L,g):=
hi(L,g)
|L+g|
N
Â
k=1
hk(L,g)
|L+g| (ak ·ai) , (2.71)
where |L+g| is the norm of the RHS of Eq. (2.68). It follows that the tangential stretching rate
wt˜ is a linear combination of all the time scales1 of the chemical system and represents the
1 The contribution to wt˜ of an eigenvalue li is of the order |(hi)2 li|; the mode amplitude of a fast mode, by
definition, should be negligibly small, hi ⇠ 0; however, it can happen that because of numerical inaccuracies
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stretching rate along the unit vector aligned with the state evolution direction. The magnitude
of the TSR represents the reciprocal of the most energy containing time scale of the system,
while its positive or negative sign indicates an explosive or non-explosive/dissipative nature
of the dynamics.
The purely reactive TSR is referred as wg :=wt˜ (L = 0,g) and the reactive-transport TSR
as wg+L := wt˜ (L 6= 0,g). When transport is absent, wg provides the stretching rate along the
unit vector oriented in the direction of the chemical source term. While in a purely reactive
system, only wg is defined, in a reactive-transport system both quantities are defined and
meaningful, wg+L being the stretching along the reactive-transport (extended TSR) vector
field and wg the stretching along the chemical source term (chemical TSR) direction, i.e., the
direction the system would follow if transport were abruptly removed. The latter is useful
in the characterization of the chemistry budget in a reactive-transport system, i.e. to gain
insights into the chemical dynamics that competes against transport.
The TSR is contributed by the most energy containing modes, which can be identified by
resorting to a participation index of the i-th mode to the TSR, defined as
Pwt˜modei(L,g) :=
W¯i(L,g) |li|
N
Â
j0=1
  W¯j0(L,g)   l j0     no sum on i. (2.72)
It is of interest to quantify the relative contribution of each physical process most con-
tributing to the development of wt˜ , either a chemical reaction or a transport process. Hence,
an index is introduced that relates the k–th process to wt˜ , P
wt˜
processk , as the product of the partic-
ipation index of the i-th mode to the TSR, Pwt˜modei , times the CSP participation index [122, 123]
of the k–th process to the i–th mode, Pmodeiprocessk , that is:
Pwt˜processk(L,g) :=
N+1
Â
modei=1
Pwt˜modei(L,g) P
modei
processk(L,g). (2.73)
hi is small but finite, say hi ⇠ O(10 12); this implies that |(hi)2 li| > O(1) for |li| > O((hi) 2), instead of
remaining negligibly small. To prevent this source of contamination, it is safer to restrict the summation in
Eqs. (2.70) and (2.71) over the slow subspace only.
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Since the CSP participation indices to each mode Pmodeiprocessk and the indices P
wt˜
modei sum to 1 by
construction, it follows that ÂNprock=1 P
wt˜
processk = 1 as well, in virtue of the following:
Nproc
Â
processk=1
Pwt˜processk =
Nproc
Â
processk=1
 
N+1
Â
modei=1
Pwt˜modeiP
modei
processk
!
=
 
N+1
Â
modei=1
Pwt˜modei
! 
Nproc
Â
processk=1
Pmodeiprocessk
!
= 1.
(2.74)
There exist other metrics that allow to identify the processes most contributing to a time
scale. On this regard, it is necessary to stress that - by construction - the indices Pwt˜processk
select the processes that are associated with (i) the time scale provided by wt˜ , and (ii) all and
only the (active) modes that contribute the most to the "energy" of the system during both
the explosive and contractive phases of its dynamics. This way, it is not requested to make
any a-priori assumptions about the specific system of interest.

Chapter 3
Paper contributions
The thesis has lead to the publication and preparation of seven journal articles and one
conference paper with peer-review. In this section, a brief summary of each paper is given.
3.1 Numerical study of the Adelaide Jet in Hot-Coflow burner
by means of RANS and detailed chemistry
This paper showed an in-depth numerical characterisation of the Jet in Hot Co-flow (JHC)
configuration using the Reynolds Averaged Navier-Stokes (RANS) modelling with detailed
chemistry. The JHC burner emulates the MILD combustion by means of a hot and di-
luted co-flow and high speed injection. The investigation focused on the effect of turbulent
combustion models, turbulence model parameters, boundary conditions, multi-component
molecular diffusion and kinetic mechanisms on the results. The obtained results showed
that the approaches used to model the reaction fine structures, namely as Perfectly Stirred
Reactors (PSR) or Plug Flow Reactors (PFR), do not have a major impact on the results.
Similarly, increasing the complexity of the kinetic mechanism does not lead to major improve-
ments on the numerical predictions. On the other hand, the inclusion of multi-component
molecular diffusion and the appropriate choice of turbulent Schmidt and Prandtl numbers
helps increasing the prediction accuracy. Three different Eddy Dissipation Concept (EDC)
model formulations were compared, showing their interaction with the choice of the C1e
constant in the k  e turbulence model. Finally, two approaches were benchmarked for
turbulence-chemistry interactions, the EDC model and the Partially Stirred Reactor (PaSR)
model.
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3.2 Finite-rate chemistrymodelling of non-conventional com-
bustion regimes using a Partially-Stirred Reactor clo-
sure: combustion model formulation and implementa-
tion details
In the paper above, the EDC and PaSR were compared but the PaSR approach was only
briefly introduced. In the present paper, a more detailed investigation of the PaSR model was
presented.
This work focused on the numerical simulation of Moderate or Intense Low oxygen
Dilution combustion condition, using the Partially-Stirred Reactor model for turbulence-
chemistry interactions. The Partially-Stirred Reactor model assumes that reactions are
confined in a specific region of the computational cell, whose mass fraction depends both on
the mixing and the chemical time scales. Therefore, the appropriate choice of mixing and
chemical time scales becomes crucial to ensure the accuracy of the numerical simulation
prediction. Results showed that the most appropriate choice for mixing time scale in Moderate
or Intense Low oxygen Dilution combustion regime was to use a dynamic evaluation, in which
the ratio between the variance of mixture fraction and its dissipation rate is adopted, rather
than global estimations based on Kolmogorov or integral mixing scales. This was supported
by the validation of the numerical results against experimental profiles of temperature and
species mass fractions, available from measurements on the Adelaide Jet in Hot Co-flow
burner. Different approaches for chemical time scale evaluation were also compared, using
the species formation rates, the reaction rates and the eigenvalues of the formation rate
Jacobian matrix. Different co-flow oxygen dilution levels and Reynolds numbers were
considered in the validation work, to evaluate the applicability of Partially-Stirred Reactor
approach over a wide range of operating conditions. Moreover, the influence of specifying
uniform and non-uniform boundary conditions for the chemical scalars was assessed. This
work shed light on the key mechanisms of turbulence-chemistry interactions in advanced
combustion regimes. At the same time, it provided essential information to advance the
predictive nature of computational tools used by scientists and engineers, to support the
development of new technologies.
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3.3 Assessment of on-the-fly chemistry reduction and tabu-
lation approaches for the simulation of MILD combus-
tion
Both EDC and PaSR model considers finite-rate chemistry, in which large number of species
and reactions are generally involved. In order to increase the efficiency for numerical
simulations, tabulation and chemistry reduction are necessary. In this paper, a comprehensive
study on this topic was carried out.
This article focused on the numerical simulation of the Delft Jet-in-Hot-Coflow (DJHC)
burner, fed with natural gas and biogas, using the Eddy Dissipation Concept (EDC) model
with dynamic chemistry reduction and tabulation, i.e. Tabulated Dynamic Adaptive Chemistry
(TDAC). The CPU time saving provided by TDAC was evaluated for various EDC model
constants and chemical mechanisms of increasing complexity, using a number of chemistry
reduction approaches. Results showed that the TDAC method provides speed-up factors
of 1.5-2.0 and more than 10, when using a skeletal (DRM19) and a comprehensive kinetic
mechanism (POLIMIC1C3HT), respectively. The Directed Relation Graph with Error
Propagation (DRGEP), Dynamic Adaptive Chemistry (DAC) and Elementary Flux Analysis
(EFA) reduction models show superior performances when compared to other approaches
as Directed Relation Graph (DRG) and Path Flux Analysis (PFA). All the reduction models
were adapted for run-time reduction. Furthermore, the contribution of tabulation is more
important with small mechanisms, while reduction plays a major role with large mechanisms.
3.4 Numerical and experimental investigation of turbulent
n-heptane jet-in-hot-coflow flames
The research work in the previous 3 journal papers focused mainly on the simple hydro-
carbon fuels under MILD condition, in which these fuels reveal some common signatures.
However, when a long chain alkane is considered, some distinction features are observed,
both experimentally and numerically. The paper “Numerical and experimental investigation
of turbulent n-heptane jet-in-hot-coflow flames” focused on this topic.
A jet-in-hot-coflow flame with n-heptane as fuel was numerically and experimentally
investigated in the present article, revealing the distinct features of this fuel under MILD
conditions. The RANS k-e turbulence model in combination with a dynamic Partially Stirred
Reactor combustion model was adopted. The simulation results were validated against
newly-obtained experimental data on mean temperature, OH number density and normalised
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CH2O-PLIF signal values at several axial locations. The simulations captured the transitional
phenomenon observed experimentally for the low coflow oxygen concentration case, and
this behaviour is associated to the two chemical pathways which exist in n-heptane pyrolysis
process. The predicted flame weak-to-strong transition heights showed distinct behaviour
when the threshold OH number density value was varied. Furthermore, the investigation on
negative heat release region showed that the absolute value of negative heat release increased
with reduced coflow oxygen content.
3.5 Large Eddy Simulation of MILD combustion using fi-
nite rate chemistry: effect of combustion sub-grid clo-
sure
All previous papers were based on RANS simulations. In this paper, Large Eddy Simulation
in MILD combustion was carried out.
In this work, we presented a detailed comparison between the conventional Partially
Stirred Reactor (PaSR) combustion model and two implicit combustion models named Quasi
Laminar Finite Rate (QLFR) model and Laminar Finite Rate (LFR) model, respectively.
Large Eddy Simulation (LES) was employed and the Adelaide Jet in Hot Co-flow (AJHC)
burner was chosen as validation case. In the implicit combustion models, the filtered source
term comes directly from the chemical term, without inclusion of the turbulent effect. Results
demonstrated that the two implicit models have very similar behaviour compared with the
conventional PaSR model concerning the mean and root-mean-square of the temperature and
species mass fraction fields and they all give satisfactory predictions, especially the mean
values. This justifies the usage of implicit combustion models in low Damköhler number (Da
6 1.0) systems. The QLFR model was able to save ⇠3 times computational time compared
with the LFR model. Moreover, the comparison between two 4-step global mechanisms and
a reduced 17 species 58 reactions skeletal mechanism proved the importance of using finite
rate chemistry approach in MILD combustion regime.
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3.6 Large Eddy Simulation of MILD combustion with dy-
namic PaSR model
The study carried out in the paper above was extended for various oxygen levels and Reynolds
numbers, together with the inclusion of a dynamic model for the estimation of PaSR mixing
time scale in LES.
This paper presented the LES results of a jet-in-hot-coflow burner under several operation
conditions with varied coflow oxygen levels and jet Reynolds numbers. The conventional
Partially Stirred Reactor combustion model was compared with two implicit models and one
dynamic model which evaluates the mixing time scale in PaSR with the ratio of mixture
fraction sub-grid fluctuation and mixture fraction dissipation rate. Results from cases with
different oxygen levels (3%/6%/9% by mass, Reynolds number = 10 k) demonstrated that the
two implicit models provide predictions of the mean and root-mean-square of the temperature
and species mass fraction fields very similar to the conventional PaSR model. Moreover,
they all give satisfactory predictions compared to experimental data, especially for the mean
values. When the jet Reynolds number was increased from 10 k to 20 k, extinction was
observed at low oxygen level (3%) with the conventional estimation of mixing time scale. The
dynamic mixing model helps to capture the flame instabilities and improves the prediction
with higher accuracy.
3.7 Computational Singular Perturbation analysis on Large
Eddy Simulation of MILD combustion
In order to study the turbulence-chemistry interactions and the relationship between flame
autoignition and propagation under MILD condition, advanced post-processing tools are
required. Using datasets from the Large Eddy Simulation of the JHC burner, an analysis
based on the Computational Singular Perturbation theory was carried out and makes the
object of a paper submitted for publication.
This article presented a numerical study of the jet-in-hot-coflow (JHC) burner. Some
fundamental mechanisms in MILD combustion are yet not well understood. For instance, the
relation between auto-ignition and flame propagation, local extinction and re-ignition. The
advanced post-processing tools based on the theory of Computational Singular Perturbation
(CSP) can be used to improve our physical understanding. To this purpose, they were applied
on the datasets obtained from the Large Eddy Simulation (LES) of JHC burner with different
coflow oxygen levels. The analysis revealed low number of fast mode in the layer with
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high heat release rate (HRR), while high number was found in the coflow area as it reaches
equilibrium very fast. Observations on the reactive layer with the help of Tangential Stretch
Rate (TSR) indicated the relevant role of auto-ignition; The ignited flame kernels were
observed to be transported further downstream by propagation. Moreover, the analysis of
the participation indices (PIs) of TSR marked the extinction and re-ignition zone for the
low oxygen level case, indicating that the lack of oxygen in the coflow suppresses the path
to produce final combustion products and heat—thus reducing the reactivity of the whole
system.
3.8 Numerical investigation of lifted turbulent flame with
PaSR and FPV models
The consideration of flame extinction and re-ignition is of great importance for flames with
strong interactions between chemistry reaction and turbulence. From the previous journal
papers, it can be concluded that the PaSR model handles such interactions with satisfaction.
In conference paper “Numerical investigation of lifted turbulent flame with PaSR and FPV
models”, the PaSR model was compared with steady Flamelet Progress Variable model.
This study focused on the Unsteady Reynolds Averaged Navier-Stokes (URANS) simu-
lation of a lifted methane flame with vitiated co-flow. The Partially Stirred Reactor (PaSR)
and steady Flamelet Progress Variable (FPV) models were adopted and compared. Three
kinetic mechanisms (KEE58, GRI3.0 and San-Diego) with increasing number of species and
reactions were used with PaSR model. Results indicated that using San-Diego mechanism
improved the simulation results of mean temperature and species mass fraction, revealing the
importance of chemical kinetics on the lifted flame. The PaSR model is able to predict the
current flame with satisfaction. However, on the other hand, the steady FPV models was not
able to capture the ignition process correctly.
Chapter 4
Concluding remarks
The present Chapter provides a brief discussion of the main accomplishments and original
contributions of the present Thesis. A modelling framework for predicting and advancing
the understanding of turbulence-chemistry interactions in Moderate or Intense Low oxygen
Dilution (MILD) combustion has been proposed.
Successful predictions of lab-scale MILD systems with finite rate models are reported,
with both Reynolds Average Navier-Stokes (RANS) simulation and Large Eddy Simulation
(LES). The Eddy Dissipation Concept (EDC) model was first considered for the prediction
of a jet-in-hot-coflow (JHC) burner with RANS simulation. A comprehensive sensitivity
analysis focused on the effect of various parameters on the simulation results was carried out.
Moreover, the EDC models was compared with the Partially Stirred Reactor (PaSR) model,
showing that both models were suitable for modelling of MILD systems.
In PaSR, the turbulence-chemistry interaction factor is based on a more general definition
which requires the estimation of chemical and mixing time scales. The choice of such scales
has a crucial impact on the models predictions. Different approaches for the estimation of
PaSR mixing and chemical time scales were assessed and benchmarked in the context of
RANS modelling. They were compared on a variety of cases, varying the oxygen content in
the co-flow and the fuel jet Reynolds number. Most importantly, a dynamic evaluation of
mixing time scale in PaSR was proposed, presenting superior performance than the other
globally defined mixing models under a wide range of operating conditions. In both EDC
and PaSR models, each computational cell is separated into two zones, a reacting and a
non-reacting one, with a factor defining the mass fraction of the reacting zone. In EDC, such
factor is found to be proportional to the Kolmogorov mixing time, based on a turbulence
cascade model, thus limiting the application of the model (in its base formulation). In PaSR,
the choice of appropriate mixing and chemical time scales makes it applicable under wider
range of conditions, with higher accuracy.
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When working with finite-rate models, a large number of species and reactions are
generally involved. It is computationally expensive. The use of pre-reduced or pre-tabulated
mechanisms can fail to capture non-equilibrium phenomena like extinction and re-ignition
in flames with strong turbulence-chemistry interactions. Therefore, a coupled dynamic
chemistry reduction and tabulation approach, named Tabulated Dynamic Adaptive Chemistry
(TDAC), was applied and tested in the context of RANS simulation of the JHC burner.
Remarkable speed-up of the simulation was achieved with TDAC, especially when large
mechanisms, such as POLIMIC1C3HT (107 species, 2642 reactions), were used. In this
case, speed-up factor up to roughly 10 were observed.
The investigation of MILD combustion systems was extended to higher molecular weight
fuels. Indeed, the experimental and numerical investigation of the MILD combustion with
simple fuels revealed (CH4, H2 and C2H4) some common signatures, such as the absence
of the negative heat release region, the broadening of the heat production profile with a
single peak in mixture fraction space and the suppression of pyrolytic reactions. However,
using complex fuels such as oxygenated hydrocarbons and long-chain alkanes under MILD
condition has shown experimentally distinct features, like the appearance of visible flames
and increased pollutant emissions. To shed light on this, the RANS simulations of n-heptane
combustion in the JHC burner were carried out. A transitional flame structure was observed
for the low oxygen level (3 % O2) case, based on the distribution of OH, and the negative heat
release region did not disappear as the coflow oxygen level was reduced to extreme low level
of 1 %. Because of the existence of two pyrolysis chemical pathways, the appearance of the
transitional structure for n-heptane flames happens at lower coflow oxygen level compared
to simple fuels. The numerical results confirmed that it is more challenging for n-heptane
flames to reach MILD condition, compared to simple fuels like methane, hydrogen and
ethylene.
Despite the high computational efficiency of RANS simulation, more sophisticated
modelling approaches such as Large Eddy Simulations are needed to decode complex
phenomena taking place under MILD conditions. To this end, LES with two implicit
combustion models were benchmarked against the conventional PaSR approach on the JHC
burner with various coflow oxygen levels and Reynolds numbers. Both implicit models
were found to provide very similar results compared with the conventional PaSR model, for
the mean and root-mean-square of the temperature and species mass fraction fields. This
justifies the usage of implicit combustion models in low Damköhler number (Da 6 1.0)
systems. The comparison between two 4-step global mechanisms and a reduced 17 species 58
reactions skeletal mechanism proved the importance of using finite rate chemistry approach
in MILD combustion regime. Moreover, a dynamic estimation of PaSR mixing time under
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LES framework was proposed. When the jet Reynolds number was increased from 10 k to
20 k, extinction was observed at low oxygen level (3%) with the conventional estimation
of PaSR mixing time scale, while the dynamic mixing model was able to capture the flame
re-ignition, thus improving prediction accuracy.
Thanks to the availability of a number of LES datasets at different operating conditions, a
detailed investigation based on Computational Singular Perturbation (CSP) was applied. The
Tangential Stretch Rate (TSR) was calculated to reveal the explosive and contractive nature of
the flame. Local flame extinction and re-ignition were found for the instantaneous snapshot
of the 3 % case, because of the low availability of oxygen in the coflow and the entrainment
of air. The extended TSR with diffusive term showed the importance of both autoignition
and flame propagation under MILD condition. The observations substantiated findings
from previous research works stating that the initiated ignition kernels from autoignition are
transported further downstream by flame propagation. More importantly, results showed
that at the location close to the flame ignition point, the 3 % case is driven by chemical
reactions while the 9 % case is mainly transport driven. Such observation confirmed the
regime difference between the 3 % and 9 % cases, operating in MILD combustion regime
and as a conventional diffusion flame, respectively.
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Abstract
The present paper shows an in-depth numerical characterisation of the Jet in Hot Co-flow
(JHC) configuration using the Reynolds Averaged Navier-Stokes (RANS) modelling with
detailed chemistry. The JHC burner emulates the MILD combustion by means of a hot and
diluted co-flow and high speed injection. The current investigation focuses on the e↵ect
of turbulent combustion models, turbulence model parameters, boundary conditions, multi-
component molecular di↵usion and kinetic mechanisms on the results. Results show that the
approaches used to model the reaction fine structures, namely as Perfectly Stirred Reactors
(PSR) or Plug Flow Reactors (PFR), do not have a major impact on the results. Similarly,
increasing the complexity of the kinetic mechanism does not lead to major improvements on
the numerical predictions. On the other hand, the inclusion of multi-component molecular
di↵usion and the appropriate choice of turbulent Schmidt and Prandtl numbers helps increas-
ing the prediction accuracy. Three di↵erent Eddy Dissipation Concept (EDC) model formu-
lations are compared, showing their interaction with the choice of the C1✏ constant in the
k   ✏ turbulence model. Finally, two approaches are benchmarked for turbulence-chemistry
interactions, the EDC model and the Partially Stirred Reactor (PaSR) model.
Keywords: Eddy Dissipation Concept, Jet in Hot Co-flow burner, MILD
combustion, Partially Stirred Reactor, RANS simulation
1. Introduction
Facing the challenges of energy shortage and limited fossil fuel resources, as well as the
increasing air pollution problems, the development of fuel flexible, e cient and environ-
⇤Zhiyi.Li@ulb.ac.be
⇤⇤Alessandro.Parente@ulb.ac.be
mentally friendly combustion technologies has become urgent. Some new combustion tech-
nologies appeared during the last few decades. Among those, the Moderate or Intense Low
oxygen Dilution (MILD) combustion [1, 2] has drawn increasing attention recently. MILD
combustion is characterised by diluted reactants, non-visible or audible flames and uniform
distributed temperatures [3, 4, 5]. As a result, complete combustion can be assured and the
formation of pollutants such as CO, NOx [6, 7] and soot are strongly reduced [8, 9]. More
recently, there are also some investigations focused on the applicability of MILD combustion
to oxy-fuel conditions [10, 11], in order to further reduce the pollutants.
According to Li et al.[12], high temperature pre-heating of combustion air and the high-
speed injection of fuel are the main requirements to achieve MILD combustion condition.
Based on these requirements, model flames like the Adelaide Jet in Hot Co-flow (JHC) burner
[13] and Delft JHC burner [14, 15] were built to emulate MILD condition. The Adelaide JHC
burner has a central high speed jet and secondary burners providing hot exhaust products
mixing with air. Dally et al. [13] have carried out experiments on this burner with central
jet fuel of CH4 and H2, in equal proportions on a molar basis. Di↵erent oxygen levels (9%,
6% and 3%) are fixed in the hot co-flow. Medwell et al. [16] used laser diagnostic to reveal
the distribution of hydroxyl radical (OH), formaldehyde (H2CO), and temperature under the
influences of hydrogen addition. They also found out that the weak to strong transition of
OH and the appearance of H2CO are the evidences for the occurrence of pre-ignition in the
apparent lifted region of ethylene flames [17].
In addition to experimental investigations, increasing attention has been paid to the nu-
merical modelling of MILD combustion. Most of the numerical investigations were carried
out using Reynolds Averaged Navier-Stokes (RANS) simulation or Large Eddy Simulation
(LES). The LES approach is able to capture more details of the flame, while RANS is still
important in the industrial context or for the early stage academic research because of its
reduced computational cost. Due to the strong mixing and the reduced temperature levels in
MILD combustion, a stronger competition between chemistry reaction and fluid dynamics
exists in this regime. This leads to a system characterised by a relatively low Damko¨hler
number (Da = turbulence time scale/chemical time scale). As a result, the interactions be-
tween the fluid dynamics and chemical reaction become more important. Thus, they need
to be carefully considered in the modelling process. In terms of chemical kinetics, global
mechanisms are not su cient to capture the main features of MILD combustion [18]. Using
a turbulent combustion model with the possibility of implementing detailed mechanism plays
a vital role therefore. Di↵erent approaches were evaluated by Shabanian et al. [19], Christo
et al. [20], Parente el al. [21, 22], Fortunato et al. [23] and Galletti et al. [24] employ-
ing Reynolds Averaged Navier-Stokes (RANS) simulation. In these approaches, the authors
2
showed that the Eddy Dissipation Concept (EDC) [25] model can better handle the strong in-
teractions between turbulence and chemistry with respect to the classic flamelet approaches.
The EDC model splits every computational cell into two regions: the fine structures, where
reactions take place, and the surrounding fluid mixture. In the original EDC formulation,
the fine structures are modelled as Perfectly Stirred Reactors (PSR). However, they are also
modelled as Plug Flow Reactors (PFR) in some software packages for numerical reasons. To
the author’s knowledge, up to now there is no study showing the impact of such a choice on
the results. Beside chemistry, turbulence model also influences the accuracy of prediction.
Frassoldati et al. [26] compared the performances of several RANS models, the standard k ✏
model, modified k   ✏ model (C1✏ adjusted from 1.44 to 1.60), and Reynolds Stress Model
(RSM). The modified k ✏ model was found to better reproduce experimental data, as also in-
dicated by Christo et al. [20]. Moreover, there exist di↵erent formulations of the EDC model
[27, 28, 25]. The combination of the k ✏ parameters with di↵erent EDC formulations has not
been studied yet. This will be discussed in the present paper. Beside the EDC model, other
combustion models such as the Partially Stirred Reactor (PaSR) [29] combustion model and
closures based on the Perfectly Stirred Reactor (PSR) [30] have been proposed to simulate
MILD combustion. In the present paper, the PaSR model is compared to the EDC model.
Apart from the turbulence and chemistry models, there are other modelling aspects that
require careful evaluation. The strong mixing and uniform temperature field result in a lower
reaction rate in MILD combustion. Therefore, molecular di↵usion e↵ects are enhanced [20],
especially when H2 is present in the fuel, due to its significant molecular di↵usion coe cient.
Christo et al. [20] and Mardani et al.[31] showed that the numerical predictions for the JHC
burner could be improved by including laminar di↵usion in the solver. Besides, the EDC
model was found to perform reasonably well for an oxygen content in the co-flow of 9%
and 6%, while an over-prediction of the temperature level downstream of the jet outlet was
observed for the 3% case [20]. According to Parente et al. [32], the over-prediction can be
alleviated by adjusting the EDC parameters ofC  andC⌧. They derived the dependence of the
C  and C⌧ parameters on the Kolmogorov Damko¨hler number, Da⌘ and turbulent Reynolds
Number, ReT . With the proposed formulations for Da⌘ and ReT in MILD combustion, C  and
C⌧ were adjusted accordingly [32].
Up to now, quite a few sensitivity analyses have been conducted on the JHC burner, to
investigate the e↵ect of di↵erent modelling choices, including the turbulent and chemistry
models, model parameters, co-flow oxygen levels and molecular di↵usion. However, a com-
prehensive sensitivity study of the JHC burner has not been yet carried out. In the current
paper, the influences of turbulence model parameters, combustion models (closures based on
PSR and PFR, as in EDC or PaSR), molecular di↵usion, turbulent Schmidt Number, turbu-
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Table 1: Physical properties of the jet
Profiles Central jet Annulus Tunnel
Velocity 58.74 m/s 3.2 m/s 3.3 m/s
Temperature 294 K 1300 K 294 K
lent Prandtl Number, uniform and non-uniform boundary conditions as well as the kinetic
mechanisms will all be presented and discussed. The purpose of this paper is to provide a
deep and comprehensive study on the sensitivity of model predictions in MILD combustion
regime and to extend it to a wider range of modelling choices.
2. Experimental Basis
The validation test case used in the present work is taken from the Adelaide JHC burner[13].
They include di↵erent fuel types, various jet Reynolds numbers and co-flow oxygen levels.
The Adelaide JHC burner has an insulated and cooled central jet with the inner diameter of
4.25 mm. The central fuel jet provides an equi-molar mixture of CH4 and H2. A secondary
burner mounted upstream of the exit plane has the inner diameter of 82 mm. It provides the
hot combustion products. The combustion products are mixed with air and nitrogen, thus oxy-
gen level can be controlled with the amount of nitrogen added. The oxygen level is adjusted
to 3%, 6% and 9%. The wind tunnel on which the burner is mounted has the cross section
of 254 mm ⇥ 254 mm. In Fig. 1, a 2D sketch of the domain investigated in the numerical
simulation is presented. The gas temperature and velocity profiles of the central jet, annulus
and wind tunnel can be found in Table 1. In the present study, the condition corresponding to
a Reynolds number of 10000 and and co-flow oxygen content of 3% is investigated.
The single-point Raman-Rayleigh-laser-induced fluorescence technique was applied in
the experimental measurement. The mean and variance profiles of temperature and mass
fractions of species (CH4, H2, H2O, CO2, N2, O2, NO, CO, and OH) along the centerline
as well as on the radial position of 30/60/120/200 mm are available. More details about the
Adelaide JHC burner experiment carried out by Dally et al. can be found in [13].
3. Mathematical Models
The Reynolds Average Navier-Stokes (RANS) based simulations are carried out on the
Adelaide JHCMILD burner. Turbulence chemistry interactions are handled with EDC (Eddy
Dissipation Concept) and with PaSR (Partially Stirred Reactor) models. Detailed chemistry
can be applied with both models. The OpenFOAM®[33] Finite Volume Method (FVM)
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Figure 1: 2D sketch of the Adelaide Jet in Hot Co-flow burner (adapted from Ferrarotti et al. [7]).
based, open-source CFD software is used for all simulations. The model equations solved
by the code are shown in the following sections.
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3.1. Turbulence Model
In RANS simulations, the density-based Favre-averaged (denoted with ˜) governing equa-
tions of mass, momentum and energy are solved [34] :
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In Eqn. 1 - 3, ⇢, u, p represent the density, velocity and pressure respectively; h is the
enthalpy; ↵ is the thermal di↵usivity. The term qr denotes the radiative heat loss and S hc is
the source term coming from combustion process. The turbulent Prandtl number Prt has an
impact on the turbulent heat flux:
 ⇢¯ gu00j h00 ⇡ µtPrt @h˜x j . (4)
In combustion processes, multiple species are involved. The Favre averaged transport
equation of species Ys reads:
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where S ct is the turbulent Schmidt number and Dm,s is the molecular di↵usion coe cient
for species s in the mixture. Because S ct = µt/(⇢Dt) (Dt is the turbulent di↵usivity), the
molecular di↵usion can also be written as S c = µ/(⇢Dm) (Dm is the molecular di↵usivity) and
therefore, ⇢Dm = µ/S c. Assuming ideal gas conditions [35], S c = 1; moreover, according to
Yimer et al. [36], S ct ⇡ 1. Therefore, Eqn. 5 can be re-arranged as:
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In Eqn. 6, µ + µt can be expressed as µE f f (the e↵ective viscosity). The comparison between
the formulations in Eqn. 5 and Eqn. 6 will be shown in Section 4.4.
Previous works on the JHC burner ([20, 26]) have shown that the modified k   ✏ model,
based on the adjustment of the C1✏ constant in the turbulent dissipation transport equation, is
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well suited for this configuration. The k  ✏ model is based on solving the transport equations
of turbulence kinetic energy k˜ and the dissipation rate ✏˜ of the turbulence kinetic energy [34]:
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in which Gk is the turbulence kinetic energy production rate. The model constants in Eqn. 7
and Eqn. 8 are Cµ, C1✏ , C✏2,  k and  ✏ . The C1✏ constant is increased from 1.44 to 1.60 in the
modified k   ✏ model. The other constants do not change [37].
3.2. Combustion Models
3.2.1. EDC Model
The Eddy Dissipation Concept (EDC) combustion model assumes that combustion takes
place in the fine structures where the dissipation of the flow turbulence kinetic energy occurs.
In the original model by Magnussen [27], the fine structures are modelled as Perfectly Stirred
Reactors (PSR). However, some software packages (for example, ANSYS Fluent [38]) treat
them as Plug Flow Reactors (PFR), mainly for numerical reasons. EDC is based on a cascade
model providing the mass fraction of the fine structures,   , and the mean residence time of
the fluid within the fine structures ⌧⇤, as a function of the flow characteristic scales:
   = C 
✓⌫✏˜
k˜2
◆1
4 , (9)
⌧⇤ = C⌧
✓⌫
✏˜
◆1
2 . (10)
In Eqn. 9 and Eqn. 10, ⌫ is the kinematic viscosity, C  = 2.1377 and C⌧ = 0.4083 are model
constants in the EDCmodel [25]. The mean reaction rate (source term in the species transport
equation) is expressed as [28]:
!˙s =   ⇢¯ 
2
 
⌧⇤
⇣
1    3 
⌘ ⇣eYs   Y⇤s ⌘ . (11)
The term eYs in Eqn. 11 denotes the mean mass fraction of the species s between the fine
structures and the surrounding fluid and Y⇤s is the mass fraction of species s in the fine struc-
tures. The mean mass fraction eYs can be expressed as a function of Y⇤s and Y0s (mass fraction
of species s in the surrounding fluids):
eYs =  3 Y⇤s + (1    3 )Y0s . (12)
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The expressions of the species mean reaction rate and mean mass fraction in Eqn. 11 and
Eqn. 12 were proposed by Gran et al. in 1996 [28], thus it will be referenced as 0EDC19960
in the rest of the paper.
In the earlier version of the EDC model, proposed originally by Magnussen in 1981 [27],
the mean reaction rate of species s is given by
!˙s =   ⇢¯ 
3
 
⌧⇤
⇣
1    3 
⌘ ⇣eYs   Y⇤s ⌘ . (13)
This formulation will be referred as 0EDC19810. Later in 2005, Magnussen modified the
model [25], expressing !˙s as:
!˙s =   ⇢¯ 
2
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⌧⇤
⇣
1    2 
⌘ ⇣eYs   Y⇤s ⌘ , (14)
and mean mass fraction eYs as
eYs =  2 Y⇤s + (1    2 )Y0s . (15)
This version of EDC model will be denoted as 0EDC20050.
In all three formulations, the mean mass fraction eYs is obtained by solving the species
transport equation. The mass fraction of each species inside the fine structure Y⇤s is computed
with the finite-rate chemistry approach.
Finite-rate Chemistry Approach
The mass fraction Y⇤s of species s inside the fine structures is evaluated by modelling them
to a Perfectly Stirred Reactor (PSR) [28]:
!˙⇤s
⇢⇤
=
1
⌧⇤
⇣
Y
⇤
s   Y0
⌘
, (16)
in which !˙⇤s is the formation rate of species s. Alternatively, the fine structures can be mod-
elled as Plug Flow Reactors (PFR), evolving in a characteristic time equal to ⌧⇤:
dYs
dt
=
!˙s
⇢
. (17)
The final integration over dYsdt is Y
⇤
s . The term !˙s is the instantaneous formation rate of species
s coming from a detailed kinetic mechanism. In the present study, the KEE (17 species, 58
reactions) [39], GRI3.0 (53 species, 325 reactions) [40], San-Diego (50 species, 247 reac-
tions) [41] and POLIMI C1C3HT (107 species, 2642 reactions) [42] mechanisms are used.
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Table 2: Limitations of fine structure fraction
EDC version time scale ratio    limit
0EDC19810  
3
 
1  3 
0.7937
0EDC19960  
2
 
1  3 
0.7549
0EDC20050  
2
 
1  2 
0.7071
N-containing species are only included in the mechanisms for a selected number of simula-
tions, as they do not e↵ect the main combustion process.
Limitation of Fine Structure Fraction
In the EDC model, the chemical reaction process and mixing are interconnected. This
mixing process time scale ⌧mix should be larger or equal to the fine structures residence time
scale ⌧⇤. Defining R as the ratio [43]:
R =
⌧⇤
⌧mix
=
 2 
1    3 
, (18)
one can find the limit value for   . The ratio R and    limits for the various EDC formulations
can be found in Table 2.
3.2.2. The Partially Stirred Reactor model
The Partially Stirred Reactor (PaSR) concept, originally proposed by Chomiak [29], as-
sumes that every computational cell can be separated into two zones. All the reactions take
place in one zone, while no reactions occur in the other zone [44]. Thus, the chemical reaction
rate for the species s can be expressed with:
!˙s = !˙
⇤
s(eY, eT ). (19)
In the equation above, !˙⇤s(eY, eT ) is the formation rate of species s based on the mean species
concentration in the cell. The term  is the factor that provides the partially stirred condition.
It is formulated as:
 =
⌧c
⌧c + ⌧mix
, (20)
where ⌧c is the chemical time scale, estimated by rate of formation of each species and taking
the highest limiting value as the characteristic one. The term ⌧mix is the mixing time scale.
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Table 3: Grid Convergence Index (GCI) for di↵erent grids
Mesh resolution coarse medium fine superfine
Number of cells 15900 34830 79110 179186
GCI (%) 0.93 1.52 1.87 1.92
Table 4: Discretization schemes
Field Discretization scheme
Velocity (U) Total Variance Diminishing (TVD)
Pressure (p) Total Variance Diminishing (TVD)
Species mass fraction (Y) bounded ([0,1]) TVD
In the present work, the mixing time scale is taken as the geometric mean of the integral and
Kolmogorov mixing time scales:
⌧mix =
 
k˜
✏˜
·
r
⌫
✏˜
!1
2
. (21)
The inherent idea behind PaSR model has similarities with the EDC model. But the mathe-
matical formulations are di↵erent. This makes it interesting to compare the simulation results
from these two combustion models.
3.3. Numerical Settings
In this section, the numerical settings for the JHC simulations are presented in detail.
A 2-dimensional axis-symmetric mesh is used in the simulations. A grid convergence
study was carried out to optimise the number of cells. The Grid Convergence Index (GCI)
[45] was calculated for di↵erent mesh resolutions, as indicated in Table 3 for four mesh
resolutions. The medium mesh resolution was chosen, because it provides a reasonable com-
promise between CPU time requirements and numerical accuracy. The selected mesh has
30150 hexahedral cells and 450 prisms. The burner walls are ignored in the domain. The
computation domain starts from the burner exit and extends 1000 mm downstream.
The second order discretization schemes are applied for the governing equations. An
overview of selected numerical schemes can be found in Table 4.
Both uniform and non-uniform boundary conditions are used in the simulation for the
species mass fractions and temperature. The uniform boundary conditions are obtained from
the theoretical data provided by Dally et al. [13], as they are shown in Table 5. The non-
uniform ones are obtained from the mean sampled experimental value 4 mm downstream of
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Table 5: Uniform boundary condition values for the JHC burner
Boundaries Inlet fuel Inlet co-flow Inlet air
Temperature (K) 305 1300 294
Velocity (m/s) 58.74 3.2 3.3
CH4 mass fraction (-) 0.888 0 0
H2 mass fraction (-) 0.112 0 0
O2 mass fraction (-) 0 0.03 0.232
Table 6: Numerical Settings of the Reference Case
Turbulent Schmidt Number 0.7
Turbulent Prandtl Number 0.85
k   ✏ model constant C1✏ 1.60
Combustion Model Eddy Dissipation Concept
EDC model version 0EDC19960
EDC model constant standard
Canonical reactor PFR
Kinetic mechanism KEE
Boundary conditions uniform
Radiation model none
Multi-component molecular di↵usion on
the jet exit. Since no velocity profiles are provided in the experimental data base, uniform
inlet velocity is specified based on the Reynolds number.
The transient solver edcPimpleSMOKE based on the open source software OpenFOAM®
is used. The solver and EDC model implementation come from edcSMOKE [46, 47].
A reference case is defined to have a clear understanding of the discrepancies between
the di↵erent cases in the sensitivity analysis. The numerical settings of the reference case
are listed in Table 6. The multi-component molecular di↵usion is included because of the
existence of Hydrogen in the fuel. Radiation e↵ects are neglected, because preliminary sim-
ulations with both OpenFOAM® and ANSYS Fluent 14.5 [38] solvers have shown that they
have a very minor impact on the results.
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4. Results and Discussion
In this section, the simulation results compared with the experimental measurements are
presented and discussed. Based on the reference case in Table 6, one parameter at time is
investigated. The impact of the various parameters on the temperature and species mass
fraction profiles represents the focus of this section.
4.1. Turbulence Model Parameters
We first discuss the impact of various k  ✏ model parameters on the results. They include
the turbulent Schmidt number (Eqn. 5), the turbulent Prandtl number (Eqn. 4) and the k   ✏
model constant C1✏ (Eqn. 8).
4.1.1. E↵ect of the turbulent Schmidt and Prandtl numbers
The turbulent Schmidt number (S ct) in Eqn. 5 a↵ects the turbulent mass di↵usivity of the
species. It is generally set to unity in the OpenFOAM® solvers as in Eqn. 6 to simplify the
problem. According to Tominaga et al. [48], the values are widely spread from 0.2 to 1.3
depending on the geometry and flow properties. Tominaga et al. [48] also demonstrated that
in axi-symmetric jets, S ct = 0.7 is recommend. Here, the results obtained with S ct numbers
of 0.6, 0.7 and 1.0 are compared with experimental profiles. On the other hand, the turbulent
Prandtl number (Prt) in Eqn. 4 impacts the turbulent heat flux in energy equation (see Eqn.
3). When the simplest Reynolds analogy [49] is used, it yields Prt = 1.0. But according to
experimental data, Prt has an average value of 0.85 [50].
As far as the turbulent Schmidt number is concerned, the mean temperature profiles with
varying S ct are presented in Fig. 2. It can be observed that with higher S ct, turbulent mass
di↵usivity is decreased, thus the over-prediction of the peak temperature at axial positions of
60 mm and 120 mm can be alleviated. On the centerline, for S ct = 1.0, there is an obvious
under-prediction of the temperature profile, especially starting from 120 mm onward. With
S ct = 0.7, the centerline temperature profile is well predicted. As a result, it is concluded
that using S ct = 0.7 is the most appropriate choice for the current study.
Figure 3 shows the comparison between the temperature profiles obtained using Prt = 1.0
and Prt = 0.85, respectively. In general, small di↵erences can be observed, although a
value of Prt = 0.85 results in better agreement with the experimental data. Moreover, the
temperature peak at 120 mm is slightly suppressed when Prt = 0.85.
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Figure 2: E↵ects of turbulent Schmidt number on predicted mean temperature profiles at several axial locations
in radial direction and along the centerline.
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Figure 3: E↵ects of turbulent Prandtl number on predicted mean temperature profiles at several axial locations
in radial direction and along the centerline. 13
In conclusion, the values of S ct = 0.7 and Prt = 0.85 are considered more suitable for the
present case and used for all subsequent simulations.
4.1.2. k-✏ model constant
In a round jet flow, Dally et al. [51] confirmed that there is an over-prediction of decay
rate and the spreading rate when the standard C1✏ constant value [37] is applied in the k-✏
model. The authors concluded that C1✏ = 1.60 helped to improve the prediction of the flow
and mixing field. This was confirmed by the other authors ([20, 26]) as well. In this paper,
the same conclusion can be made under the condition that the 0EDC19960 version (in Eqn.
11) of the combustion model is used. In Fig. 4, the advantages of setting C1✏ = 1.60 over
C1✏ = 1.44 are very clear. For the model versions 0EDC19810 and 0EDC20050, the results are
discussed in the following subsection.
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Figure 4: E↵ects of k-✏ model parameter C1✏ on predicted mean temperature profiles at several axial locations
in radial direction and along the centerline (EDC model version: 0EDC19960).
4.2. Combustion Model Parameters
In this subsection, the e↵ects of the combination of EDC formulations and C1✏ value
mentioned in Section 4.1.2 will be further discussed, along with the e↵ect of the EDC model
constants and canonical reactors simulating the fine structures.
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4.2.1. EDC model formulation
The earliest 0EDC19810 formulation was indicated in Eqn. 13. When it is combined with
two di↵erent C1✏ value, the results shown in Fig. 5 are obtained. Here, the adjusted C1✏
constant has the advantages of better predicting the experimental values.
However, the 0EDC20050 model formulation shows di↵erent features. In Fig. 6, the case
with C1✏ = 1.44 better predicts the experimental values than that with C1✏ = 1.60. This
indicates the existence of a strong interplay between turbulence and combustion model for-
mulations. In particular, the evaluation of the mean mass fraction using Eqns. 12 and 15
has the strongest impact on the results. If it is assumed that the fine structures are localised
in nearly constant energy regions (Eqn. 15), then the most appropriate choice is the use of
the standard formulation of the k-✏ model, as the over-estimation of the jet spread [52] is
compensated by a reduced mass exchange between the fine structures and the surroundings.
When the round-jet analogy is corrected by a modified C1✏ constant, it is clear that the most
appropriate assumption for the EDC model is that the mass exchange between the fine struc-
tures is volumetric (Eqn. 12).
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Figure 5: E↵ects of k-✏ model parameter C1✏ on predicted mean temperature profiles at several axial locations
in radial direction and along the centerline (EDC model version: 0EDC19810).
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Figure 6: E↵ects of k-✏ model parameter C1✏ on predicted mean temperature profiles at several axial locations
in radial direction and along the centerline (EDC model version: 0EDC20050).
4.2.2. EDC model constants
From the former results (Fig. 2 - Fig. 6), it is not hard to find out that there is an obvious
over-prediction of the peak temperature downstream of the jet, especially at the position of
120 mm. This agrees with the outcome from Christo et al. [20]. There are di↵erent authors
[53, 19, 54, 32] who used the approach of adjusted EDC constants to alleviate the over-
predicted temperature peak. Among them, the adjustment proposed by Parente et al. [32] is
not simply based on a fitting procedure, but it arises from a phenomenological analysis on
the chemical and fluid dynamics scales in MILD combustion.
Therefore, the adjustment of the EDC constants from Parente et al. [32] is adopted here
in order to reduce the peak temperature. The model constant C  is decreased from 2.1377 to
1.9 and C⌧ is increased from 0.4083 to 1.47. This setting is denoted as 0Adjusted-10. It results
in a decreased fine structures mass fraction and increased residence time. The results of the
mean temperature values can be found in Fig. 7. The temperature peaks are successfully
suppressed by 6.5% and 10.8% at axial positions of 60 and 120 mm respectively. However,
temperature peak at axial position of 120 mm is still over-predicted by 17.9%. In order to
further investigate the e↵ect of the model constants , a second set of adjusted values is used,
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with C  = 1.5 and C⌧ = 1.47. It is indicated as 0Adjusted-20. Compared with the standard
values of the parameters, the 0Adjusted-20 constants reduce the temperature peak at 120 mm
axial location by 17.1%. This has however an e↵ect on the centerline temperature, which is
reduced slightly with respect to the experimental values.
The e↵ect of the adjusted EDC parameters on the flow field is also investigated. Because
the lack of experimental velocity profile, the mixture fraction profile constructed from the Bil-
ger’s definition [39] is shown in Fig. 8. The profiles from three set of parameters (Standard,
Adjusted-1 and Adjusted-2) are virtually identical, with very minor di↵erences visible only
on the centerline starting from 120 mm axial position. This indicates that the modification of
the model constants only impacts the species and temperature profile, with a negligible e↵ect
on the turbulent mixing field.
Overall, the proposed EDC constants by Parente et al. [32] (0Adjusted-10) help to alle-
viate the temperature over-prediction at axial locations above 60 mm from the burner exit.
However, the observed reduction of the temperature peak in the present work is less signif-
icant to the one shown by Parente et al. [32], and comparable results can be obtained only
using the 0Adjusted-20 settings. This discrepancies can be likely attributed to the di↵erent
discretization schemes used. Indeed, the present investigation is based on the half second
order discretization schemes of Total Variation Diminishing (TVD) on the divergence terms,
while the results by Parente et al. [32] were obtained using the fully second order schemes of
Linear Upwind (LUD) or Central Di↵erencing Scheme (CDS) on the divergence term.
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Figure 7: E↵ects of the adjusted EDC constants on predicted mean temperature profiles at several axial locations
in radial direction and along the centerline.
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Figure 8: E↵ects of the adjusted EDC constants on mixture fraction profiles at several axial locations in radial
direction and along the centerline.
4.2.3. PSR vs. PFR closures for the fine structures
The Perfectly Stirred Reactor (PSR) is generally used as the canonical reactor to simulate
the fine structures in EDC model. Numerically speaking, the use of Plug Flow Reactor (PFR)
can help improving the robustness. That’s because PFR is described by a set of Ordinary
Di↵erential Equations (ODEs) with initial conditions, while a PSR is described by a set of
algebraic non-linear equations, whose solution requires an iterative procedure. Moreover,
even though the solution of a ODE system is generally more expensive than an algebraic
non-linear system, the PFR can be more easily combined with tabulation method like In-
situ Adapted Tabulation (ISAT) to increase computational e ciency. The purpose of this
subsection is to determine whether PFR can be used instead of PSR without loss of accuracy.
The comparison of the results obtained with the two approaches is shown in Fig. 9, Fig. 10
and Fig. 11, for the temperature, H2O, OH and CO mass fraction profiles, respectively. The
mean temperature profiles as well as the mean H2O mass fraction from the cases with PFR
and PFR are very close to each other and virtually identical. The same conclusion holds for
other major species. For the minor species, the profiles of CO and OH at axial positions of
30 mm and 60 mm show close results with PSR and PFR in Fig. 11. Therefore, PFR can be
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used instead of PSR in EDC model, to simulate the fine structures.
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Figure 9: E↵ects of the canonical reactor (PFR vs. PSR) on predicted mean temperature profiles at several axial
locations in radial direction and along the centerline.
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Figure 10: E↵ects of the canonical reactor (PFR vs. PSR) on predicted mean H2O mass fraction profiles at
several axial locations in radial direction and along the centerline.
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Figure 11: E↵ects of the canonical reactor (PFR vs. PSR) on predicted mean OH and CO mass fraction profiles
at 30 mm and 60 mm axial locations in radial direction.
4.2.4. EDC VS. PaSR
In this part, the results from EDC model and the newly implemented PaSR model are
benchmarked.
Fig. 12 shows the experimental profiles of temperature as well as the computed ones
using EDC and PaSR models at di↵erent axial locations and along the centerline. It can
be observed that the PaSR model reduced the temperature over-prediction at axial position
60 mm. Most importantly, the highly over-predicted 120 mm temperature peak is alleviated
to a large extent. The similar conclusion can be drawn looking at the CO2 mass fraction
profiles, shown in Fig. 13. In particular, NO emissions are largely over-predicted (more then
two times) using EDC model, as a result of the temperature over-prediction. Conversely,
predictions based on the PaSR model are quite accurate, at both 120 mm and 200 mm axial
locations.
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Figure 12: Comparison between the experimental and numerical mean temperature profiles at several axial
locations in radial direction and along the centerline. Combustion models: EDC and PaSR.
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Figure 13: Comparison between the experimental and numerical mean CO2 mass fraction profiles at several
axial locations in radial direction and along the centerline. Combustion models: EDC and PaSR.
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Figure 14: Comparison of the mean NO mass fraction radial profiles using the EDC and PaSR models at 120
mm and 200 mm axial locations.
4.3. Boundary Conditions
In RANS simulation, uniform inlet boundary values of the species, velocity and tem-
perature are generally used. In the current work, the profiles of species mass fractions and
temperature accessible from the experimental data at 4 mm from the burner exit are used to
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simulate non-uniform boundary conditions. Thus, the simulation results with the uniform
and non-uniform boundary conditions are compared in Fig. 15, Fig. 16 and Fig. 17, where
the mean profiles of temperature, H2O mass fraction and CO mass fraction are presented,
respectively.
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Figure 15: Comparison of the mean temperature profiles from the cases with uniform boundary conditions and
non-uniform boundary conditions at several axial locations in radial direction and along the centerline.
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Figure 16: Comparison of the mean H2Omass fraction profiles from the cases with uniform boundary conditions
and non-uniform boundary conditions at several axial locations in radial direction and along the centerline.
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Figure 17: Comparison of the mean CO mass fraction profiles from the cases with uniform boundary conditions
and non-uniform boundary conditions at 30 mm and 60 mm axial locations in radial direction.
In Fig. 15, it can be observed that the non-uniform boundary conditions help to reduce
the peak temperature at the di↵erent axial positions, and the centerline temperature is also
slightly decreased. The di↵erences between using the uniform and non-uniform boundary
conditions can be better identified in Fig. 16. In the near centerline regions, the H2O mass
fraction values are not well predicted by the non-uniform boundary conditions, while the val-
ues far from the centerline are well predicted. In particular, the use of non-uniform boundary
conditions allows to recover the non-zero values of H2O mass fractions at axial positions
corresponding to 30 and 60 mm. The over prediction of H2O mass fraction values at axial po-
sition of 120mm and along the centerline is alleviated with non-uniform boundary conditions.
However, at 30 and 60 mm axial positions, the peak mass fraction is not well predicted, and a
general under-prediction can be observed. The obvious advantage of using the non-uniform
boundary conditions is revealed by the analysis of CO profiles in Fig. 17. The experimen-
tal data show two peaks for the mean CO mass fraction at di↵erent radial positions. When
uniform boundary conditions are applied, only one peak appears in the CO mass fraction
profiles. The second peak can be recovered by providing non-uniform boundary conditions.
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In conclusion, the non-uniform boundary conditions help to better predict the jet surrounding
regions. Nevertheless, it shows some deficiencies in predicting the major species H2O in the
jet core region.
4.4. Multi-component Molecular Di↵usion
Because of the presence of H2 in the fuel stream, it is necessary to consider the e↵ect
of molecular di↵usivity of the calculated profiles. The inclusion of multi-component molec-
ular di↵usion is carried out following Eqn. 5. Moreover, the transport of enthalpy due to
species di↵usion is included in the energy equation. The mean temperature profiles with and
without multi-component molecular di↵usion are shown in Fig. 18. It can be observed that,
without molecular di↵usion, it is not possible to capture the correct temperature peak at 30
mm axial position and along the centerline. The temperature peak without molecular di↵u-
sion is 5% lower than the experimental one at axial position of 30 mm. A slight temperature
over-prediction can be observed using molecular di↵usion at 60 and 120 mm axial positions.
However, this can be suppressed using the adjusted EDC constants C  and C⌧, as indicated
in Section 4.2.2. Furthermore, as shown in Fig. 19, the inclusion of the multi-component
molecular di↵usion term helps increasing the accuracy of H2O predictions near centerline
regions. The peak values of H2O at axial positions of 30 and 60 mm are increased by about
13-15% with the inclusion of molecular di↵usion.
28
 0
 500
 1000
 1500
 2000
 0  20  40  60
T[
K]
r [mm]
Axial 30 mm
Exp
With
Without
 
 
 
 
 
 0  20  40  60
r [mm]
Axial 60 mm
0
500
1000
1500
2000
 0  20  40  60
T[
K]
r [mm]
Axial 120 mm
 60  120  180
Axial direction [mm]
Centerline
Figure 18: Comparison of the mean temperature profiles from the cases with and without multi-component
molecuar di↵usion at several axial locations in radial direction and along the centerline.
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Figure 19: Comparison of the mean H2O mass fraction profiles from the cases with and without multi-
component molecuar di↵usion at several axial locations in radial direction and along the centerline.
4.5. Kinetic Mechanisms
In MILD combustion, the use of detailed mechanisms is essential to capture finite rate
chemistry e↵ects. The EDC model closure allows to account for detailed chemistry via
the canonical reactors used to model the fine structures. In the present work, the KEE,
GRI3.0, San-Diego and POLIMI C1C3HT mechanisms were chosen, as mentioned in Sec-
tion 3.2.1, with the objective of determining the degree of complexity required to correctly
capture the main features of the combustion regime. The sampled numerical profiles ob-
tained with the mechanisms are compared with experimental data in Fig. 20 and Fig. 21 .
The main observation is that the results provided by the di↵erent mechanisms do not show
major di↵erences. The GRI3.0, San-Diego and POLIMI C1C3HT mechanisms correct the
slightly over-predicted centerline mean temperature, with respect to the predictions of the
KEE mechanism. The same trend can be observed for the major species mass fractions. For
other species, minor di↵erences are observed for the OH radical (Fig. 21 top), while the KEE
mechanism better captures the CO peak value. On the other hand, the simulation cost of
GRI3.0, San-Diego and POLIMI C1C3HT is 3.7, 4.8 times and 14.3 times the cost of KEE,
respectively. This makes the usage of large mechanisms not strictly necessary in the current
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case.
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Figure 20: Comparison of the mean temperaturehe profiles from the cases with di↵erent kinetic mechanisms at
several axial locations in radial direction and along the centerline.
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Figure 21: Comparison of the OH and CO mass fraction profiles from the cases with di↵erent kinetic mecha-
nisms at 30 mm and 60 mm axial locations in radial direction.
5. Conclusion
In the present work, the Adelaide Jet in Hot Co-flow burner was numerically investi-
gated by means of RANS simulations with detailed kinetic mechanisms. The study focuses
on the e↵ect of various parameters on the results, including turbulence model parameters
(the turbulent Schmidt number, turbulent Prandtl number, k   ✏ model constant), the com-
bustion model formulation (formulation of EDC and PaSR, combustion model constants and
choice of the canonical reactors simulating the fine structures), boundary conditions defini-
tion, multi-component molecular di↵usion and degree of complexity of the kinetic mecha-
nisms.
The main results can be summarised as follows:
– The combination of S ct = 0.7 and Prt = 0.85 helps increasing the prediction accuracy.
– A strong interplay between combustion and turbulence model formulation is found. In
particular, the EDC formulations 0EDC19810 and 0EDC19960 result in a better agree-
ment with the experimental data when the k   ✏ model constant C1✏ = 1.60. When
C1✏ = 1.44, the 0EDC20050 formulation provides the best results.
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– The fine structures can be modelled using PFR equations without loss of accuracy. This
helps increasing the robustness of calculation and o↵ers the potential of a more straight-
forward coupling with tabulation method like In-situ Adaptive Tabulation (ISAT).
– The use of non-uniform boundary conditions allows improving species predictions,
especially away from centerline region.
– Multi-component molecular di↵usion is found to play an important role, due to the
presence of H2 in the fuel. This is in agreement with the work carried out by Christo et
al. [20] and Mardani et al. [31].
– Minor di↵erences in the predictions are observed between using KEE mechanism and
kinetic mechanisms with increasing complexity (GRI3.0, San-Diego and POLIMI C1C3HT).
The use of a more comprehensive mechanism nevertheless improves the prediction of
the centerline temperature.
– The over-prediction of the temperature peak at 120 mm axial position with EDC model
can be alleviated by using modified constants.
– The benchmark between EDC and PaSR models shows that both models are suitable
for simulating MILD regimes. Further investigations are needed for the PaSR model,
in order to clarify the e↵ect of turbulent and chemical time scale calculations on the
predictions.
The developed model is characterised by su cient complexity to allow its application
in presence of gaseous mixtures with various components, including hydrogen. This is a
very attractive feature of the approach towards its application to model modern combustion
technologies designed to deal with multiple fuels and non-conventional combustion regimes.
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Abstract
The present work focuses on the numerical simulation of Moderate or Intense Low oxy-
gen Dilution combustion condition, using the Partially-Stirred Reactor model for turbulence-
chemistry interactions. The Partially-Stirred Reactor model assumes that reactions are con-
fined in a specific region of the computational cell, whose mass fraction depends both on
the mixing and the chemical time scales. Therefore, the appropriate choice of mixing and
chemical time scales becomes crucial to ensure the accuracy of the numerical simulation pre-
diction. Results show that the most appropriate choice for mixing time scale in Moderate or
Intense Low oxygen Dilution combustion regime is to use a dynamic evaluation, in which
the ratio between the variance of mixture fraction and its dissipation rate is adopted, rather
than global estimations based on Kolmogorov or integral mixing scales. This is supported
by the validation of the numerical results against experimental profiles of temperature and
species mass fractions, available from measurements on the Adelaide Jet in Hot Co-flow
burner. Di↵erent approaches for chemical time scale evaluation are also compared, using the
species formation rates, the reaction rates and the eigenvalues of the formation rate Jacobian
matrix. Di↵erent co-flow oxygen dilution levels and Reynolds numbers are considered in
the validation work, to evaluate the applicability of Partially-Stirred Reactor approach over a
wide range of operating conditions. Moreover, the influence of specifying uniform and non-
uniform boundary conditions for the chemical scalars is assessed. The present work sheds
light on the key mechanisms of turbulence-chemistry interactions in advanced combustion
regimes. At the same time, it provides essential information to advance the predictive nature
of computational tools used by scientists and engineers, to support the development of new
1
technologies.
Keywords: Characteristic time scales, Chemical time scale, Finite-rate chemistry, MILD
combustion, Mixing time scale, Partially-Stirred Reactor
1. Introduction
Recently, the reduction of fossil fuel availability and the increasing environmental con-
cerns associated to their utilization in conventional systems have pushed the development of
new combustion technologies that feature high fuel flexibility, increased e ciency and low
pollution emissions. Among them, Moderate or Intense Low oxygen Dilution (MILD) com-
bustion [1, 2] has recently drawn increasing attention. MILD combustion is characterized
by elevated reactant temperature and low temperature increase [1, 3], intensive reactant and
product mixing, as well as no audible or visible flame, under ideal conditions. Moreover,
MILD combustion delivers very low NOx and CO emissions and high e ciency, with a large
flexibility of fuel types [2, 4].
MILD combustion technology has been demonstrated for many industrial applications. It
was first introduced in industrial furnaces for methane combustion [5] and later extensively
investigated for other gaseous fuels like hydrogen [6] and ethanol [7]. Cho et al. [8, 9] exe-
cuted experiments and simulations on MILD oxidation burner, showing the e↵ects of burner
configuration and firing mode on e ciency and emissions. Sa´nchez et al. [10] evaluated
an oxygen enhanced regenerative burner operated in MILD combustion mode. An energy
recovery ratio above 80% and NOx emissions below 5 ppm were achieved. Ye et al. [11]
studied prevaporised liquid fuels burning in a reverse-flow MILD combustor under elevated
pressures. They concluded that combustion stability is largely dependent on fuel type and
the NOx emission is highly influenced by the operating conditions of pressure, jet velocity
and carrier gas. MILD technology can be utilized in gas turbines as well. Kruse et al. [12]
conducted experimental and numerical studies on gas turbine under MILD condition, using
gaseous fuel. The e↵ect of pressure, mixing on combustion stability was analysed, indicating
that mixing is the key parameter to control and stabilize MILD combustion. Recently, Xing
et al. [7] evaluated the possibility of using liquid bio-fuels, diesel and kerosene fuels under
MILD condition for gas turbine applications. They stated that MILD combustion can poten-
tially substitute conventional gas turbines. Furthermore, Adamczyk et al. [13] analysed the
IThe short version of the paper was presented at ICAE2017, Aug 21-24, Cardi↵, UK. This paper is a sub-
stantial extension of the short version of the conference paper.
⇤Corresponding author: Alessandro.Parente@ulb.ac.be
potential of oxy-MILD combustion for large scale pulverized coal boilers. Preliminary simu-
lations showed the possibility of e ciency increase of more than 3%. The MILD combustion
concept was also extended to hybrid solar thermal devices, which combine concentrated solar
radiation with combustion. According to Chinnici et al. [14], the integration of MILD com-
bustion in a hybrid solar receiver can lead to increased thermal performances with respect to
conventional flames.
The distinguishing feature of MILD combustion is the very strong interactions between
the fluid mixing and chemical kinetics, so that models based on the separation between turbu-
lence and chemistry are not suitable to describe the complex interactions occurring in such a
regime [15]. Therefore, models that account for finite-rate chemistry e↵ects must be consid-
ered. The present study focuses on Unsteady Reynolds Averaged Navier-Stokes (URANS)
simulations in combination with finite-rate chemistry. The Partially-Stirred Reactor (PaSR)
model [16] is chosen for turbulence/chemistry interactions. In PaSR, the interaction between
turbulence and chemistry is represented with a factor , which is defined as the ratio be-
tween the chemical time scale and the sum of mixing and chemical scales. PaSR models
the combustion process as a sequence of reaction and mixing processes in locally uniform
regions. Both the chemical and mixing time scales are included in the model explicitly, al-
lowing more comprehensive descriptions on turbulence/chemistry interactions. Therefore, its
performances strongly depend on the accurate estimation of mixing and chemical time scales.
Regarding the evaluation of chemical and mixing time scales, Chomiak [17] estimated
the chemical time scale using the fuel and oxidiser formation rates, and the mixing time from
the geometric mean of integral and komogorov mixing time scales. Golovitchev et al. [18]
proposed an approach in which the chemical time scale is estimated from forward reaction
rates only. Ka¨rrholm [19] and Nordin [20] estimated the mixing time scale as a certain
fraction of the integral one, using a mixing constant Cmix ranging from 0.001 to 0.3 [20].
To the best of the authors’ knowledge, no study was carried out to compare the available
approaches for mixing and chemical time scale evaluation.
The objective of the present article is to provide a comprehensive analysis on existing
and novel approaches for the evaluation of chemical and mixing time scales and boundary
conditions in the framework of finite-rate chemistry approach for turbulent reacting flows.
The available models are benchmarked in the context of MILD combustion simulations under
a wide range of operation conditions. A cross-comparison between an open-source CFD
software OpenFOAM and a commercial one, ANSYS Fluent 17.0 [21], is also carried out, to
show the applicability of the proposed methodology on di↵erent computing platforms.
Numerical simulations are validated against high-fidelity experimental results available
from the Adelaide Jet in Hot Co-flow (AJHC) burner [22]. The AJHC burner emulates MILD
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conditions via the injection of a heated and vitiated co-flow. Measurement data for di↵erent
co-flow oxygen levels (3%, 6% and 9%) and fuel jet Reynolds numbers (5 k, 10 k and 20 k)
are available. The AJHC burner with 3% co-flow oxygen content and Re = 10 k is chosen first
for the evaluation of various mixing time scale and chemical time scale formulations. The
best combination of mixing and chemical scales is then used for the other co-flow oxygen
levels and Reynolds numbers. Finally, the influence of uniform and non-uniform boundary
conditions on the model prediction is assessed, paying particular attention to carbon monox-
ide prediction.
2. Methodology
The Finite Volume Method (FVM) based URANS simulations are carried out with PaSR
combustion model.
2.1. Turbulence Model
In the context of compressible URANS simulations, the Favre-averaged (denoted with ˜)
governing equations are solved [23]:
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In Eqn. 1 - 4, ⇢, u, p are the density, velocity and pressure, respectively; h and ↵ represent
the enthalpy and thermal di↵usivity; S ct and Dm,i denote the turbulent Schmidt number and
molecular di↵usion coe cient for species i in the mixture. The standard k ✏ model is chosen
as turbulence model. It is based on the eddy viscosity assumption. The unresolved turbulence
stresses ⇢¯ gu00i u00j are modelled with the product of an eddy viscosity µt and mean flow strain rate
S ⇤i j. The eddy viscosity µt in standard k   ✏ model is estimated as:
µt = ⇢Cµ
k˜2
✏˜
. (5)
The turbulence kinetic energy k˜ and the dissipation rate ✏˜ of the turbulence kinetic energy [23]
are solved via two separate transport equations.
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2.2. Partially-Stirred Reactor
In the PaSR model [16, 18], the computational cell is split into two locally uniform zones:
one where reactions take place, and another characterized by only mixing. The final species
concentration of the cell is determined from the mass exchange between the two zones, driven
by the turbulence. A conceptual drawing of the PaSR model is shown in Fig. 1.
Figure 1: Conceptual drawing of the PaSR model.
The drawing in Fig. 1 refers to one computational cell, in which Y0i is the initial ith species
mass fraction in the non-reactive region, eYi is the final averaged ith species mass fraction in
the cell and Y⇤i is the ith species mass fraction in the reactive zone.  is the mass fraction of
the reaction zone in the computational cell, which can be estimated as [19]:
 =
⌧c
⌧c + ⌧mix
, (6)
where ⌧c and ⌧mix are the characteristic chemical and mixing time scales in each cell, respec-
tively. They can be estimated following di↵erent approaches, as detailed in Section 2.3 and
2.4. The mean source term provided to the species transport equation can be expressed as:
!˙i = 
e⇢ ⇣Y⇤i   Y0i ⌘
⌧⇤
, (7)
where ⌧⇤ represents the residence time in the reactive structure. In the present work, ⌧⇤ equals
to the mixing time scale. In order to get the value of Y⇤i , a time-splitting approach is applied.
The reactive zone is modelled as an ideal reactor evolving from Y0i , during a residence time
⌧⇤:
dY⇤i
dt
=
!˙i
⇢
. (8)
The term !˙i is the instantaneous formation rate of species i. The final integration of
dY⇤i
dt over
the residence time ⌧⇤ in the reactor is Y⇤i .
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2.3. Mixing time scale in PaSR
Kolmogorov time scale. In conventional combustion systems, it is often assumed that reac-
tions happen at the dissipation scales, of the order of the Kolmogorov one, ⌧mixK =
p
⌫/✏ [24],
where ⌫ is the kinematic viscosity and ✏ is the turbulence kinetic energy dissipation rate.
However, in MILD combustion, reactions can occur over a wide range of flow scales [2],
and the use of the Kolmogorov mixing time scale could lead to inaccurate predictions of
temperature and species mass fractions [25].
Integral time scale. Another characteristic time scale in turbulent flow is the eddy break-
up time leading from large-scale to Kolmogorov-scale non-uniformities [17], which is also
referred to as integral time scale, ⌧mixI =
k
✏ , where k is the turbulence kinetic energy.
Geometric mean of Kolmogorov and integral time scales. To provide a more accurate evalua-
tion of the mixing time, Borghi [26] proposed to consider the whole spectrum of time scales.
A simple approach to achieve this is to take only the two most important time scales, via the
geometrical mean of the Kolmogorov and integral time scales [17], that is:
⌧mixMean =
p
⌧mixK⌧mixI =
r
k
✏
✓⌫
✏
◆1/2
. (9)
Dynamic time scale. The three ways of estimating mixing scales introduced above can be
regarded as global approaches. A more comprehensive approach consists in using a dynamic
approach. The dynamic estimation of mixing time scale is based on the ratio of the scalar
variance, f 002, to the scalar dissipation rate, e✏  [27]:
⌧mixDynamic =
f 002e✏  . (10)
The mixture fraction f is selected to describe the mixing process of a scalar. Therefore,
the scalar variance and dissipation rate take the form of the mixture fraction variance (gf 002)
and mixture fraction dissipation rate (e ). They are modelled with the following transport
equations [28, 29]:
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In Eqn. 13, C1, C2, C3 andC4 are model constants. Four di↵erent set of values were proposed
in [28], as shown in Table 1. Based on a sensitivity study, the present work focuses on the
results obtained with set 2 and set 4.
Table 1: Model constants for the scalar dissipation rate transport equations [28].
Case C1 C2 C3 C4
1 2.0 1.8 1.7 1.4
2 1.0 1.8 3.4 1.4
3 2.0 1.8 3.4 1.4
4 1.0 1.8 1.7 1.4
2.4. Chemical time scale evaluation in PaSR
Chemical time scale estimation from Jacobian matrix eigenvalues. For the evaluation of
chemical time scale, Fox [30, 31] suggested using the eigenvalues of the Jacobian matrix
J of the chemical source terms. The Jacobian matrix J has the dimension of i ⇥ i, where
i is the number of chemical species in the mechanism. Each element J jk of the matrix is
expressed as:
J jk =
@R⇤j
@Y⇤k
, (14)
where the superscript ⇤ denotes reactive structures values. After the decomposition of the
Jacobian matrix, the chemical time scale is estimated with the inverse of the eigenvalues  i:
⌧c,i =
1
| i| . (15)
In Eqn. 15, ⌧c,i is the characteristic time scale of a single species. After removing the dormant
species (characterised by infinite time scale values), the slowest chemical time scale is chosen
as leading scale for the evaluation of the PaSR parameter .
Chemical time scale estimation from formation rates. The decomposition of the source term
Jacobian matrix is accurate but time consuming, especially when large scale simulations
with much detailed mechanism is used. The formation rate based characteristic time scale
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evaluation is a simplified approach. Instead of getting the chemical time scale for each species
from the Jacobian matrix decomposition, the ratio of species mass fraction and formation rate
in the reactive structure is directly used [17, 32], approximating the Jacobian diagonal terms:
⌧c,i =
Y⇤i
|dY⇤i /dt|
. (16)
Chemical time scale estimation from reaction rates. Another simplified method is based on
the reaction rate. Similar to the two approaches above, the characteristic time scale for each
species i is expressed as [18]:
⌧c,i =
nr ⇤ cTot⇤Pnr
n=1((dc
⇤
nr , f orward
/dt) ⇤ ⌫nr ,sum)
, (17)
where nr is the number of reactions, and cTot⇤ is the total concentration obtained from the
ideal gas law. Only the forward reaction rate dc⇤nr , f orward/dt is used here. The term ⌫nr ,sum
represents the sum of the product stoichiometric coe cients.
3. Model validation
3.1. Experimental data
The AJHC burner emulates MILD combustion with a simple geometry. It has an insulated
and cooled central jet with the inner diameter of 4.2 mm, providing an equi-molar mixture
of CH4 and H2. There is an annulus pipe with a secondary burner mounted upstream. The
burner provides hot combustion products, which are further mixed with air and nitrogen in
order to control the oxygen levels to 3%, 6% and 9% in mass fraction. The annulus inner
diameter is 82 mm. The wind tunnel, on which the burner is mounted, has the cross section
of 254 mm ⇥ 254 mm. In Fig. 2, a 2D simple sketch of the investigated area in the numer-
ical modelling is presented. The central jet, annulus and wind tunnel gas temperatures and
velocities (for the Re = 10 k case) are presented in Table 2. In the current study, 5 cases
with the combination of di↵erent co-flow oxygen contents and fuel jet Reynolds numbers are
investigated, as highlighted in Table 3. The other conditions are not investigated since no
experimental data is provided for them.
Table 2: Physical properties of the jet (Central jet velocity is for the Re = 10 k case.)
Profiles Central jet Annulus Tunnel
Velocity 58.74 m/s 3.2 m/s 3.3 m/s
Temperature 294 K 1300 K 294 K
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Table 3: Investigated cases
Co-flow oxygen level: 3% 6% 9%
Re = 5,000 X
Re = 10,000 X X X
Re = 20,000 X
Figure 2: 2D sketch of the Adelaide Jet in Hot Co-flow burner (adapted from Ferrarotti et al. [33]).
The mean, variance and scattered data of temperature and various species mass fractions
(CH4, H2, H2O, CO2, N2, O2, NO, CO, and OH), along the centerline as well as on the
di↵erent axial locations of 30/60/120/200 mm (z = 30/60/120/200 mm ), are available for
validation. The experimental profiles used for comparison include both the mean values and
the error bar with 99.99% confidence interval associated with a Student0s distribution for the
true mean value [34].
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3.2. Numerical set-up
Based on a Grid Convergence Index (GCI) study [32], a 2-dimensional structured axis-
symmetric mesh with ⇠31500 cells was used in the simulations. The computational domain
starts from the burner exit and extends 1000 mm further downstream. Second order dis-
cretization schemes for space and time are applied. Both non-uniform and uniform boundary
conditions are used in the simulation for the species mass fractions and temperature. The non-
uniform boundary conditions are based on the profiles of O2, CO, CO2, H2O mass fractions
and temperature, obtained from the experimental data at 4 mm downstream of the burner
exit. The uniform boundary conditions are set according to Dally et al. [22]. Additional
details about the numerical settings can be found in [32].
Unsteady simulations were carried out using two solvers, the PaSRPimpleSMOKE [24,
35] solver, based on OpenFOAM®, and ANSYS Fluent 17.0 unsteady solver. The PaSR
model and di↵erent formulations of mixing and chemical time scale estimation were im-
plemented in ANSYS Fluent 17.0 via a bespoke user-defined function. Multi-component
molecular di↵usion was included, because of the presence of hydrogen in the fuel. Since
preliminary simulations with ANSYS Fluent 17.0 showed (see supplementary material) that
radiation does not impact significantly the temperature and species profiles at the locations of
interest, it was not included in the present study. A reduced skeletal mechanism KEE58 [36],
with 17 species and 58 reactions, was chosen for finite rate chemistry approach. The turbu-
lent Schmidt and Prandtl numbers are set to 0.7 and 0.85, respectively. Previous work on
the AJHC burner ([37, 38]) showed improved prediction with the modified C1✏ constant in
the standard k   ✏ model. In the current study, the C1✏ constant was increased from 1.44 to
1.60 [39], to correct the well-known round-jet anomaly.
4. Results and discussion
In this section, the influence of di↵erent choices of mixing and chemical time scales in the
context of the PaSR model is shown. The case corresponding to 3% O2 in the co-flow and Re
= 10,000 is used for validation in Section 4.1 and 4.2. In Section 4.3, the influence of co-flow
oxygen levels (6% and 9%) and Reynolds numbers (Re = 5,000 and Re = 20,000) is shown.
Modelling results obtained with OpenFOAM and ANSYS Fluent 17.0 are benchmarked, for
all the five cases in Table 3. In Section 4.4, the e↵ect of specifying non-uniform boundary
conditions for the thermo-chemical scalars is discussed, with special focus on CO prediction.
4.1. Influence of mixing time scale estimation
The mean temperature profiles obtained with mixing time scale estimated with the Kol-
mogorov scale, the integral scale and the geometric mean of the two are compared and val-
10
idated against experimental data in Fig. 3 at several sampling locations. The chemical time
scale is estimated from the formation rates and uniform boundary conditions are used.
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Figure 3: Mean temperature profiles obtained with mixing time scale evaluated from the Kolmogorov scale
(tauK), the integral scale (tauI) and the geometric mean of the two (tauMean).
Fig. 3 shows that the use of a mixing scale based on the Kolmogorov one results in temper-
ature over-prediction at z = 60 mm and, more significantly, at z = 120 mm. Using the integral
mixing time scale, the temperature profiles are under-predicted at z = 30 mm and 60 mm
downstream of the burner exit, and along the centerline. On the other hand, the temperature
peak at 120 mm axial location is well predicted. However, the use of the integral mixing time
scale strongly under-predicts the H2O profile at 120 mm axial location, as indicated in Fig. 4.
When the geometric mean of the two scales is used, the z = 30 mm/60 mm and centerline
temperature profiles agree well with the experimental ones. A slight over-prediction of the
temperature profile at 120 mm can be observed. However, the H2O mass fraction profiles at
z = 30 mm and 60 mm are significantly under-predicted. The use of the Kolmogorov mixing
time scale improves H2O prediction upstream (z 6 100 mm).
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Figure 4: Mean H2O mass fraction profile obtained with mixing time scale evaluated from the Kolmogorov
scale (tauK), the integral scale (tauI) and the geometric mean of the two (tauMean).
From the results above, one can conclude that the global defined mixing time scale is not
suitable for the whole flow field condition. The use of a dynamic mixing model potentially
o↵ers a solution to this, by providing locally an optimal mixing scale. The dynamic model is
compared with the global approaches in Fig. 5. No major di↵erences can be observed at z =
30 mm/60 mm and along the centerline for the temperature value. At 120 mm axial location,
the temperature over-prediction is corrected using the dynamic model with coe cient set 4
(Table 1), indicated as dyn4 in short. The same can be observed for the H2O mass fraction
profiles in Fig. 6, whose prediction is strongly improved using the dyn4 model. At z = 30 mm,
better prediction of the H2O peak value using the dyn2 model can be also observed.
The scaled CPU time associated to the various mixing models are estimated taking the
Kolmogorov mixing scale as reference in Table 4. Even though using the kolmogorov time
scale reduces the CPU time, this would lead to non-negligible over-prediction of mean tem-
perature and species mass fraction at z = 120 mm (see Fig. 3 and Fig. 4). On the other hand,
the dynamic model requires medium CPU time, while showing superior results compared to
all the other models.
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Table 4: CPU time consumption of various mixing models.
Mixing model kolmogorov geometric mean dynamic integral
CPU time 1.0 1.4 1.53 1.85
To summarize, the use of a dynamic model (especially dyn4) can correctly fix the tem-
perature over-prediction at 120 mm, without compromising the predictions at z = 30 mm and
60 mm (see the integral mixing scale profiles in Fig. 3). Furthermore, the dynamic model re-
produces the species mass fraction profiles accurately, which is not the case with the globally
defined time scales.
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Figure 5: Mean temperature profiles obtained with a mixing time scale evaluated using the using the Kol-
mogorov scale (tauK), the geometric mean of Kolmogorov and integral scale (tauMean), the second (dyn2) and
fourth (dyn4) parameter sets of the dynamic model.
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Figure 6: Mean H2O mass fraction profile obtained with mixing time scale evaluated from the Kolmogorov
scale (tauK), the geometric mean of Kolmogorov and integral scale (tauMean), the second (dyn2) and fourth
(dyn4) parameter sets of the dynamic model.
To highlight the di↵erences between the global and dynamic scale definition, an equiv-
alent Cmix value is defined as Cmix,eq = ⌧mix/⌧I , where ⌧mix is the mixing scale provided by
the di↵erent approaches, i.e. global and dynamic. The equivalent Cmix values at several lo-
cations of interest are shown in Fig. 7. A first observation is that Cmix,eq is bounded smaller
than 1, indicating a time scale ranging from the Kolmogorov to the integral one. Looking at
the radial profiles, there is a location where the Cmix,eq profiles associated to the Kolmogorov
(red solid line) and dyn2 (green dashed-dotted line) mixing scale models intersect. The same
happens for the profiles provided by the geometric mean (blue dotted line) and dyn4 (orange
dotted-dashed line) models, at almost the same location. The intersection occurs at radial
locations of 7-8 mm, 11-12 mm and 19-20 mm for z = 30/60/120 mm positions, respectively.
They are adjacent to the locations of maximum temperatures, i.e. 6.9 mm, 10.7 mm and
16.6 mm for z = 30/60/120 mm, respectively. All the mixing models in Fig. 7 are able to
capture the interaction between the fuel and co-flow streams, but only the dynamic ones can
account for the breakup of large eddies into smaller ones downstream of the jet, providing
Cmix,eq values decreasing from 1.0 to lower values. Among the dynamic model variants, the
dyn4 always provides higher Cmix,eq values, corresponding to lower  in PaSR model. The
e↵ect of the di↵erent Cmix,eq values provided by the two dynamic models can be appreciated
14
from the mean temperature and H2O profiles in Fig. 5 and Fig. 6.
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Figure 7: Cmix,eq profiles obtained with mixing time scale evaluated from using the Kolmogorov scale (tauK),
the geometric mean of Kolmogorov and integral scale (tauMean), the second (dyn2) and fourth (dyn4) parameter
sets of the dynamic model.
4.2. Influence of chemical time scale estimation
From Section 4.1, the dynamic mixing model has proven to be more superior to other ap-
proaches for mixing time scale evaluation and it is then set as a default for further investiga-
tion. Figure 8 shows the mean temperature profiles adopting di↵erent approaches to estimate
the chemical time scales. The dyn2 mixing model is used and uniform boundary conditions
are applied. As observed in Fig. 8, the dyn2 mixing model, in combination with the chemical
time scale calculation based on the formation rate, over-predicts the mean temperatures. This
is especially obvious at z = 120 mm, where the peak temperature is over-predicted by 123 K.
The evaluation of the chemical time scale using the reaction rate based approach provides
very similar results, with a temperature over-prediction at z = 120 mm of 172 K. On the other
hand, estimating the time scale from the formation rate Jacobian, the mean temperature is
correctly predicted, at all axial locations.
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Figure 8: Mean temperature profiles obtained with chemical time scale evaluated from the formation rates, the
Jacobian eigenvalues and the reaction rates.
As far as species predictions are concerned, the H2O mass fraction profiles are shown
in Fig. 9. It can be observed that the approaches based on the formation and reaction rates
provide more accurate predictions upstream, while using the Jacobian eigenvalues improves
the predictions downstream. At z = 120 mm, the use of formation and reaction rates for
chemical time scale evaluation lead to over-prediction errors of 7% and 9.2%, respectively.
As for CO2 (Fig. 10), the eigenvalue approach slightly under-predicts the peak value (by
4.8%) at axial 120 mm, while the reaction rate approach over-predicts it by about 4%.
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Figure 9: Mean H2O mass fraction profiles obtained with chemical time scale evaluated from the formation
rates, the Jacobian eigenvalues and the reaction rates.
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Figure 10: Mean CO2 mass fraction profiles obtained with chemical time scale evaluated from the formation
rates, the Jacobian eigenvalues and the reaction rates.
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The results obtained using the dyn4 model are also shown in Fig. 11. Being di↵erent
from Fig. 8, the various approaches used for the evaluation of the chemical time scale predict
the mean temperatures accurately. This is expected, considering that the dyn4 model predicts
larger Cmix and, thus, larger ⌧mix values, making the PaSR approach less dependent on the
chemical time scale (see the definition of  in Eqn. 6).
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Figure 11: Mean temperature profiles obtained with chemical time scale evaluated from the formation rates, the
Jacobian eigenvalues and the reaction rates.
Figure 12 shows contour plots of the local chemical time scales estimated with the three
methods. The eigenvalue-based approach shows wider reaction region (the blue area with
tauC 6 0.02 s), whereas the other two models estimate these regions to be dormant and set
tauC = 0.1 s, which is the maximum cut-o↵ value for the chemical time scale. Comparing
the formation and reaction rate based methods, the latter gives higher tauC values in the
combustion region, which implies higher , leading to the observed over-prediction of mean
temperature and specie mass fractions, especially at downstream locations. In summary, the
chemical time scale evaluation from reaction rates tends to over-estimate the  values in the
PaSR approach, while the formation rate and eigenvalue methods correct this, improving the
thermo-chemical scalar predictions.
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Figure 12: Chemical time scale (tauC) distribution estimated from the formation rates, the Jacobian eigenvalues
and the reaction rates. Only the area of interest of the simulation domain is shown. Legend unit: m. OpenFOAM
solver.
4.3. Comparison with Fluent
The present section shows a throughout comparison between the OpenFOAM and AN-
SYS Fluent solvers, for the di↵erent cases in Table 3. Second-order temporal and spatial
discretizations schemes are used for both OpenFOAM and ANSYS Fluent. Both solvers
adopt the PIMPLE algorithm for a URANS simulation. Chemical and mixing time scales
are evaluated using the formation rate based and dynamic model, respectively. Results from
both the second and fourth sets of dynamic mixing time scale evaluation model parameters
are shown. Uniform boundary conditions are used. The mean temperature profiles are first
presented in Fig. 13. The 10,000 Reynolds number case is considered, adjusting the oxy-
gen content in the co-flow to 3%, 6% and 9%. The abbreviation OF means that the data are
obtained from OpenFOAM simulation, while FL denotes ANSYS Fluent.
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Figure 13: Mean temperature profiles obtained for di↵erent co-flow oxygen levels (3%, 6% and 9%), using two
dynamic model formulations. OpenFOAM and Fluent solvers.
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Both solvers are able to provide satisfactory predictions of mean temperatures, at dif-
ferent oxygen levels. Similarly to OF, the FL results obtained with the dyn2 model show
higher temperature levels when compared to the dyn4 model. The dyn4 model provides bet-
ter predictions with both solvers, for a co-flow oxygen level equal to 3%, especially at z =
120 mm. For 6% and 9% O2 levels, the FL results with dyn4 cannot predict the peak tem-
perature accurately, and the dyn2 model is found to perform better. The same is found using
OpenFOAM. In general, FL results present slightly lower temperature values with respect to
OF, and it provides radially shifted temperature peaks. The observed di↵erences could be
caused by the more dissipative nature of FL with respect to OF, as documented in [40]. The
same conclusion can be drawn from the species mass fraction profiles in Fig. 14, 15 and 16.
Capturing the OH radical mass fraction distribution is very important, as it can be used
as flame marker. In Fig. 14, the experimental and numerical profiles of OH mass fraction are
shown, for di↵erent O2 levels in the co-flow (3%, 6% and 9%). The results obtained with both
solvers are very close to each other. The dyn2 mixing model shows excellent agreement with
the experimental data for 3% co-flow O2 level, while slight under-predictions are observed
for 6% and 9%, at z = 60 mm and 120 mm. A more pronounced over-prediction of the OH
peak can be detected at 30 mm axial location, for the 9% O2 case. On the other hand, the
FL and OF results obtained with dyn4 mixing model are able to reproduce the experimental
peak values with satisfactory accuracy.
The analysis of the H2O profiles in Fig. 15 reveals interesting information. Overall, sat-
isfactory predictions of H2O mass fraction profiles is obtained with both OF and FL, for the
case of 3% O2.
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Figure 14: Mean OH mass fraction profile obtained for di↵erent co-flow oxygen levels (3%, 6% and 9%), using
two dynamic model formulations. OpenFOAM and Fluent solvers.
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Figure 15: Mean H2O mass fraction profile obtained for di↵erent co-flow oxygen levels (3%, 6% and 9%),
using two dynamic model formulations. OpenFOAM and Fluent solvers.
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For the 6% and 9%O2 case, the centerline measurements are significantly under-predicted
with OF solver, particularly at upstream locations. The under-prediction along the centerline
could be detected, although less significant, also for the temperature profile in Fig. 13. As for
the CO2 mass fraction profiles (not-shown here), no under-prediction exists for upstream cen-
terline values. Therefore, it can be concluded that the temperature under-prediction observed
for the 6% and 9% O2 cases, is associated to the under-prediction of H2O production, which
a↵ects the heat release rate and the temperature levels. The FL solver with dyn2 model, how-
ever, provides better prediction on the centerline results for 6% and 9% O2 cases. As far as
the radial species profiles are concerned, the OF results with the dyn2 model show the highest
accuracy, whereas all other combinations show obvious under-prediction, especially for the
peak values. The FL solver shows in general a bit lower predicted profile than that with OF
solver. A slightly shifted peak values can also be captured.
The OF solver with the dyn2 mixing model provides the best predictions of the CO mass
fraction profiles, as indicated in Fig. 16 by the red solid line. The CO profiles for 3% O2 and
z = 120 mm are slightly over-predicted by the dyn2 model, while the OF results with dyn4
and FL with dyn2 provide better results. All solver and dynamic model combinations cannot
accurately reproduce the centerline profile.
The analysis of the CO radial profiles in Fig. 16 shows the existence of a second peak, at
z6 60 mm, in the measurement data. This is due to the non-zero CO concentration in the hot
co-flow, that is convected downstream. Because uniform boundary conditions are adopted in
the simulations, this second peak can not be captured. A discussion about the influence of
boundary conditions on the prediction of CO is presented in Section 4.4.
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Figure 16: Mean CO mass fraction profile obtained for di↵erent co-flow oxygen levels (3%, 6% and 9%), using
two dynamic model formulations. OpenFOAM and Fluent solvers.
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The results shown above refer to cases with a fixed Reynolds number, varying the O2
content in the co-flow. This means that the mixing time is not strongly a↵ected, while the
chemical time scale changes due to the change of the oxidizing atmosphere. The contour
plots showing the chemical time scale distributions for the three O2 level cases (3%, 6% and
9%) are compared in Fig. 17. With increasing oxygen content, more oxygen is available to
mix with the fuel stream, and the reaction process is enhanced. This can be well indicated
by the expansion of the reactive region in the flow, which is characterized by chemical time
scales (tauC) smaller than the fixed threshold value of 0.1 s.
Figure 17: Chemical time scale ( tauC) distribution. Mixing time scale estimated from the dyn2 mixing model.
Only the area of interest of the simulation domain is shown. Legend unit: m. OpenFOAM solver.
For the purpose of investigating how the model performs for varied flow field, cases
with di↵erent fuel jet Reynolds numbers are simulated, fixing co-flow oxygen content to 3%.
The mean temperature profiles and distribution of Cmix,eq values are presented in Fig. 18 and
Fig. 19, separately. The mean temperature profiles are mostly well predicted with both solvers
and parameter sets. The dyn2 model with OpenFOAM solver gives some over-predictions at
z = 120 mm. While the dyn2 model with FL solver alleviates the over-prediction, except
for the case of Re = 20 k. As for the Re = 20 k at 120 mm axial location, the dyn2 model
with OpenFOAM solver gives overall more satisfactory prediction. On the other hand, the
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FL solver with the dyn2 model shows non-negligible over-prediction of temperature levels.
Moreover, both dyn2 and dyn4 models with the FL solver show flame extinction for the 20 k
case above z > 150 mm.
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Figure 18: Mean temperature profiles obtained for di↵erent fuel jet Reynolds numbers (5 k, 10 k and 20 k),
using two dynamic model formulations. OpenFOAM and Fluent solvers.
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The Cmix,eq distribution with various fuel jet Reynolds numbers can be appreciated in
Fig. 19. The Re = 5 k case shows a pronounced shear layer between the co-flow and fuel jet.
This layer is progressively reduced when increasing the Reynolds number to 10 k and 20 k.
The reason is that the increased fuel jet velocity reduces the inter-facial area and diminishes
mixing [41]. Furthermore, for Re = 20 k, there is a high Cmix,eq region in the jet potential
core and further downstream, the Cmix,eq value close to centerline is increased with increased
Reynolds number. For a fully developed turbulent pipe flow, the turbulent intensity has a
negative correlation with the Reynolds number, meaning that higher Reynolds number jet
breaks up later than the one with lower Reynolds number [42, 43]. Therefore, a larger mixing
scale is found for the case with higher Reynolds number, thus resulting in higher ⌧mix value
and lower values of reacting fractions. This justifies the reduction of the temperature levels
going from Re=5 k to Re=20 k, as seen in Fig. 18.
Figure 19: Mixing time constant Cmix distribution for the di↵erent fuel jet Reynolds number cases (5 k, 10 k
and 20 k). Only the area of interest of the simulation domain is shown. Legend unit: m. OpenFOAM solver.
4.4. Influence of boundary conditions on CO prediction
The CO mass fraction profiles obtained with non-uniform and uniform boundary condi-
tions are presented in Fig. 20 and Fig. 21. The mixing model dyn2 is used and the chemical
time scale is calculated with the formation rate based approach. It is very clear that the use of
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non-uniform boundary conditions helps to improve the CO predictions, as it allows capturing
the second radial peak, without impairing the prediction of the first peak for 6% and 9% O2
cases in Fig. 20. On the other hand, the use of non-uniform boundary conditions worsen
the CO prediction at z = 30 mm and z = 60 mm, for the 3% O2 case, and for all O2 levels
along the centerline. Regarding the temperature profile (not-shown here), using non-uniform
boundary conditions corrects the temperature peak over-prediction by the dyn2 model, while
the centerline value is under-estimated.
Fig. 21 shows the mean CO profiles obtained using the uniform and non-uniform bound-
ary conditions, when varying the fuel jet Reynolds number. It can be observed that using the
non-uniform boundary conditions allows capturing the second CO peak, but it significantly
impacts the accuracy in the reconstruction of the first peak. Moreover, the use of non-uniform
boundary conditions leads to the global extinction of the flame for the case of Re = 20 k, after
z = 120 mm (from the burner exit).
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Figure 20: Mean CO mass fraction profiles obtained using non-uniform and uniform boundary conditions. O2
mass fraction in the co-flow: 3%, 6% and 9%.
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Figure 21: Mean CO mass fraction profile obtained using the non-uniform and uniform boundary conditions.
Fuel jet Reynolds number: 5 k, 10 k and 20 k.
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5. Conclusion
In the current article, di↵erent approaches for mixing time scale and chemical time scale
estimation are assessed and benchmarked, for their use in the context of the Partially-Stirred
Reactor closure. The OpenFOAM and ANSYS Fluent 17.0 [21] solvers are compared on a
variety of cases, varying the oxygen content in the co-flow and the fuel jet Reynolds number.
The influence of using non-uniform and uniform boundary conditions is also assessed. The
following conclusions can be drawn:
– The dynamic mixing model can identify optimal local values of the mixing time scale
when compared to global approaches based on the Kolmogorov and integral scales, or
combination of the two. The mean temperature profile on axial 120 mm location is well
predicted using a dynamic mixing model without compromising the prediction at z =
30 mm. Therefore, the appropriate mixing scale was found to improve the prediction of
the temperature and species profiles (especially H2O) in the whole domain significantly,
and it is not only in specific regions, as reported in the literature with other ad-hoc
approaches.
– The decomposition of the source term Jacobian matrix is the most accurate and time
consuming method for the evaluation of the chemical time scale. The approach based
on the formation rates provides the best compromise between accuracy and computa-
tional cost, while the approach based on reaction rates may lead to inaccurate results
as it tends to over-predict the chemical time scales.
– The combination of the dynamic mixing model and the formation rate based chemical
time scale estimation approach performs the best for applications under Moderate or
Intense Low oxygen Dilution combustion condition, with a wide range of oxygen levels
(3%, 6% and 9%) in the co-flow and fuel jet Reynolds numbers (Re = 5,000/10,000
and 20,000).
– OpenFOAM provides overall more accurate results with respect to Fluent for the cur-
rent case. This might arise from the highly di↵usive nature of the Fluent code. Cases
characterized by a more complicated geometry will be analysed in the future.
– The use of non-uniform boundary conditions allows capturing the second radial CO
peak, while worsening the CO level along the centerline and close to the axis.
The present study demonstrates the applicability of the Partially-Stirred Reactor model
under Moderate or Intense Low oxygen Dilution combustion condition. Various approaches
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on chemical and mixing time scales evaluation were compared and discussed comprehen-
sively, giving references to the application of Partially-Stirred Reactor model within non-
conventional regime. A dynamic model on the estimation of mixing time is evaluated, pre-
senting superior performance than the global models under a wide range of operation condi-
tions. The CPU time required by the dynamic model is comparable with the global ones.
In industrial burners, a wide range of operation conditions exist and the interactions be-
tween chemistry and turbulence are complicated because of complex geometry. In this frame-
work, the availability of a↵ordable and accurate numerical tools is the key to unlock the po-
tential of new technologies which are able to deal with a variety of energy vectors, ensuring
high e ciency and low pollutant emissions. The present work evaluates a novel implemen-
tation of the Partially-Stirred Reactor model, based on the accurate estimation of chemical
and mixing time scales. Results show that it has great potentiality for the simulation and
development of large scale industrial burners.
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Abstract
The current article focuses on the numerical simulation of the Delft Jet-in-Hot-Coflow (DJHC)
burner, fed with natural gas and biogas, using the Eddy Dissipation Concept (EDC) model
with dynamic chemistry reduction and tabulation, i.e. Tabulated Dynamic Adaptive Chem-
istry (TDAC). The CPU time saving provided by TDAC is evaluated for various EDC model
constants and chemical mechanisms of increasing complexity, using a number of chemistry
reduction approaches. Results show that the TDAC method provides speed-up factors of 1.5-
2.0 and more than 10, when using a skeletal (DRM19) and a comprehensive kinetic mecha-
nism (POLIMIC1C3HT), respectively. The Directed Relation Graph with Error Propagation
(DRGEP), Dynamic Adaptive Chemistry (DAC) and Elementary Flux Analysis (EFA) re-
duction models show superior performances when compared to other approaches as Directed
Relation Graph (DRG) and Path Flux Analysis (PFA). All the reduction models have been
adapted for run-time reduction. Furthermore, the contribution of tabulation is more important
with small mechanisms, while reduction plays a major role with large mechanisms.
1. Introduction
Moderate or Intense Low oxygen Dilution (MILD) combustion technology has gained
increasing attention for the past few decades [1, 2, 3]. It is characterized by very strong
mixing between the reactant and product. As a result, the fuel conversion rate is higher and
the temperature field is more uniform than in conventional combustion, thereby reducing CO,
⇤Corresponding author: Zhiyi.Li@ulb.ac.be
⇤⇤Corresponding author: Alessandro.Parente@ulb.ac.be
soot and NOx emissions [1, 2]. Due to the intensive mixing and reduced temperature peak,
reactivity in MILD combustion is reduced to the point that the overall oxidation process is
controlled by chemical kinetics [4]. Thus, combustion models which can include detailed
chemistry are required when modelling such a combustion regime. In the present work, the
Eddy Dissipation Concept (EDC) combustion model [5] is used.
The number of of species and reactions in a reaction mechanism grows with the num-
ber of carbon atoms in the fuel component. As a consequence, the CPU time associated
to chemistry resolution can be very significant, for industrial applications involving realistic
fuels. In this framework, the use of pre-reduced or pre-tabulated mechanisms may not be
able to capture the dynamic phenomena like extinction and re-ignition accurately. Therefore,
on-the-fly/dynamic chemistry reduction/tabulation methods are essential to alleviate the cal-
culation burden for finite rate chemistry approaches. Various investigations based on the use
of on-the-fly chemistry reduction techniques are reported in the literature. Tosatto[6] used
a transport-flux-based Directed Relation Graph (DRG) model in a two-dimensional simu-
lation of axisymmetric co-flow flames. A speed-up factor of about 5 was reported for a
steady case, while a factor ranging from 10 to 20 was obtained for a time-dependent oscil-
lating flame. Zhang et al.[7] and He et al.[8] conducted Homogeneous Charge Compression
Ignition (HCCI) engine simulations with the Element Flux Analysis (EFA) approach. The
size of kinetic scheme was significantly reduced, while maintaining reliable accuracy. Dy-
namic reduction method allows significant CPU savings; however, the cost associated to the
direct ODE integration can be still significant, if the number of species in the reduced mecha-
nisms is non-negligible. The coupling with dynamic tabulation approach provides a solution
to this issue. Tang et al.[9] combined chemistry dimension reduction and tabulation with
a methodology called In situ Adaptive Tabulation-Rate-Controlled Constrained Equilibrium
(ISAT-RCCE). The ISAT-RCCE calculations show good agreement with the accurate solu-
tion, and a significant speed-up factor of about 500 is obtained compared to the direct integra-
tion approach. Ren et al.[10] and Contino et al.[11] coupled Dynamic Adaptive Chemistry
(DAC) approach with ISAT in engine simulations, achieving speed-up factors of the order of
100. The chemistry reduction model expedites the reaction sub-step in the operator-splitting
scheme through local skeletal reduction, whereas ISAT expedites the calculations by reduc-
ing the number of direct ODE integrations through tabulating and re-using the solutions, thus
making the use of detailed chemistry in CFD simulations more achievable[11].
The current investigation focuses on the application of Tabulated Dynamic Adaptive
Chemistry (TDAC) [11] for the simulation of MILD combustion. The study is motivated
by the specific features of such a combustion regime: indeed, there is a general consensus
about the need of detailed kinetics in MILD combustion, but yet it is not clear to which extent
2
a chemical mechanism can be reduced without loss of accuracy. The Delft Jet in Hot Co-flow
(DJHC) burner [12, 13] is chosen as the validation case. Two fuels, Dutch natural gas and bio-
gas; and three chemical mechanisms, DRM19 [14], GRI 3.0 [15] and POLIMIC1C3HT [16]
are chosen to assess the speed-up achievable with TDAC. The EDC constants are adjusted to
optimize simulation results, following recent studies [17, 18, 19, 20, 21]. Several reduction
approaches are benchmarked against DAC, and the contribution of reduction and tabulation
in TDAC approach is assessed. The objective of the present work is to feature an overall
assessment of TDAC method under MILD regime using EDC combustion model. All the
numerical model are implemented in the OpenFOAM development version without external
libraries.
2. Numerical models
In this section, the Eddy Dissipation Concept (EDC) combustion model and the Tabula-
tion of Dynamic Adaptive Chemistry (TDAC) approach for chemistry reduction and tabula-
tion are presented in detail.
2.1. Eddy Dissipation Concept
The EDC model, proposed by Magnussen[5], assumes that combustion happens in fine
structures, where energy dissipation takes place. In the original model formulation, the fine
structures are described as Perfectly Stirred Reactors (PSR). However, some software pack-
ages (for example, ANSYS Fluent) treat them as Plug Flow Reactors (PFR), for mainly nu-
merical convenience. A previous work has shown that there are no distinguishable di↵erences
when using PSR and PFR reactors [22]. Therefore, the PFR treatment is selected in the cur-
rent study. Each computational cell is separated into a fine structure region and surrounding
fluid region. The mass fraction of the fine structures (  ) and the mean residence time of the
fluid inside the fine structures (⌧⇤) are described as:
   = C 
✓⌫✏
k2
◆1
4 , (1)
and
⌧⇤ = C⌧
✓⌫
✏
◆1
2 , (2)
where ⌫ is the kinematic viscosity and ✏ is the dissipation rate of kinetic energy, k. C  and C⌧
are two model parameters, set to 2.1377 and 0.4083, respectively. Finally, the mean reaction
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rate of specie i is expresses as:
!˙i =   ⇢ 
2
 
⌧⇤
⇣
1    2 
⌘ ⇣eYi   Y⇤i ⌘ . (3)
This expression of the EDC model is proposed by Magnussen in 2005, therefore denoted as
EDC2005 in the present work. The term eYi in Eqn. 3 is the mean mass fraction of species i
between the fine structures, Y⇤i , and the surrounding fluid, Y
0
i . The mean mass fraction eYi is
expressed as:
eYi =  2 Y⇤i + (1    2 )Y0i . (4)
The mass fraction Y⇤i of species i inside the fine structures is estimated solving a Plug
Flow Reactor (PFR) equation, considering the evolution within the fine structure residence
time ⌧⇤:
dYi
dt
=
!˙⇤i
⇢⇤
. (5)
The integration over dYidt for a time period of ⌧
⇤ is Y⇤i . The term !˙
⇤
i denotes the instantaneous
formation rate of species i in PFR, which is evaluated from a detailed kinetic mechanism.
In the present study, the DRM19 (19 species + N2 and AR, 58 reactions) [14], GRI3.0 (53
species, 325 reactions) [15], and POLIMIC1C3HT (107 species, 2642 reactions) [16] mech-
anisms are used.
The EDC2005 model has been reported to over-predict peak temperatures in MILD com-
bustion condition [19, 18]. Adjustments of the C  and C⌧ constants have been proposed to
correct this behaviour [17, 18, 19, 20, 21]. Among them, the adjustment proposed by De et
al. [20] focused on the DJHC flame, for which C⌧ was increased to 3.0 or C  decreased to
1.0.
2.2. Tabulation of Dynamic Adaptive Chemistry
TDAC couples a modified In-situ Adaptive Tabulation (ISAT) [23] algorithm and chem-
ical mechanism reduction methods [24, 11, 25, 26, 27, 28], including Directed Relation
Graph (DRG) [29], DRG with Error Propagation (DRGEP) [30], Dynamic Adaptive Chem-
istry (DAC) [31], Elementary Flux Analysis (EFA) [32] and Path Flux Analysis (PFA) [33].
The TDAC process is visualised in Figure 1. ISAT stores the initial composition and the
solution of the ODE integration with so-called ”leafs” and retrieves them with a linear ap-
proximation when the composition space is within an ellipsoid of accuracy (EOA), avoiding
the need for a direct integration. When ISAT needs growth or addition instead of retrieve, it
provides first the composition  q to the mechanism reduction method, which simplifies the
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mechanism and provides a reduced set of species compositions  qa to the ODE solver. The
solver computes the reaction mapping R( qa), and then ISAT builds the full reaction mapping
R( q) from R( qa) [11]. If the di↵erences between the existing and newly build reaction map-
pings are within the user-defined tolerance of ✏IS AT , the EOA will grow to include the new
mapping. Otherwise, a new ”leaf” will be added to include the newly computed mappings.
Furthermore, a time-step specific scale factor is defined, to give more control on the time-step
variations.[34]
Figure 1: Tabulation of Dynamic Adaptive Chemistry (TDAC) method flow chart. Adjusted from Contino et
al. [11].
The five di↵erent reduction approaches (DRG, DRGEP, DAC, PFA and EFA) imple-
mented in the TDAC code are all based on a network graph assumption, in which the re-
lationship between various species or reactions are linked with weights. An error ✏ is evalu-
ated when a species or reaction is removed and it is compared with the maximum acceptable
value ✏max, pre-defined by the user. If ✏ is larger than the maximum error ✏max, this means that
the species/reaction is important for the network graph and can not be removed. The DRG,
DRGEP and PFA methods that were initially developed for mechanism pre-processing, have
been adapted for dynamic reduction in TDAC method [11, 25, 26, 27].
In DRG [29] , the error ✏ is expressed via an interaction coe cient rAB representing the
contribution of species B to the production rate of species A:
✏ = rAB =
P
i=1,nR | ⌫A,i!i Bi |P
i=1,nR | ⌫A,i!i |
, (6)
where ⌫A,i is the stoichiometric coe cient of species A, !i represents reaction rate in each
reaction, nR is the number of reactions and  Bi is defined as:
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 Bi =
8>>><>>>:1, if the ith elementary reaction involves species B,0, otherwise. (7)
Later, Pepiot-Desjardins and Pisch [30] proposed the DRG with Error Propagation (DRGEP)
model. They argued that a more accurate way to consider the contribution of species B to
species A is to use the net contribution instead of evaluating production and consumption
individually. Therefore, a new definition of the direct interaction coe cient is introduced:
rAB =
| Pi=1,nR ⌫A,i!i Bi |
max(PA,CA)
, (8)
in which PA and CA denote the production and consumption of species A, respectively. They
are expressed with:
PA =
X
i=1,nR
max(0, ⌫A,i!i), (9)
and
CA =
X
i=1,nR
max(0, ⌫A,i!i). (10)
Furthermore, the e↵ect of removing a group of species (previously plus the present re-
moved species) is also included. Most importantly, the notion of error propagation is brought
up in the DRGEP approach. If the error rAB is going to be evaluated, the longer the path of
such error propagates to reach A, the smaller the e↵ect will be. Therefore, from B to A, the
length of the path the error has to propagate is considered:
rAB,p =
n 1Y
i=1
rS iS i+1 . (11)
Instead, only the weakest contribution is taken in DRG:
rAB,p =
n 1
min
i=1
rS iS i+1 . (12)
In Eqn. 11 and Eqn. 12, S 1 = A, S n = B and p denotes a certain path that links two species A
and B. Finally,
✏ = rAB = max
all paths p
rAB,p. (13)
The DAC method implemented in TDAC code is very similar to the DRGEP approach
discussed above, except that the contribution of removing a group of species is neglected [31,
24]. Regarding the PFA model, based on the DRG and DRGEP methods, both the directly
linked (first generation) and un-directly linked (higher generation) species contributions are
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evaluated [33], resulting in an interaction coe cient rAB with information from multiple gen-
erations. For the EFA approach, the error evaluation is focused on removing individual reac-
tions, expressed as [32]:
✏ =
P
i=1,nR(ri   rki )2
sk
, (14)
where ri and rki are the individual reaction rates before and after removing a reaction k from
the network. The variance sk is defined as:
sk =
P
i=1,nR(r
k
i   rk)2
nR   1 , (15)
where rk is the averaged reaction rate of the remaining reactions after reaction k is removed:
rk =
P
i=1,nR r
k
i
nR
. (16)
Table. 1 shows the di↵erences and similarities of the five reduction models explained:
Table 1: Di↵erences and similarities of the reduction models in TDAC.
Reduction model DRG DRGEP DAC PFA EFA
Graph network Yes Yes Yes Yes Yes
Species group e↵ect No Yes No - -
Error propagation No Yes Yes - -
Error evaluation based on Species Species Species Species Reaction
3. Validation cases
The Delft Jet in Hot Co-flow (DJHC) burner [12, 13] is chosen as validation case, to test
the EDC2005 model and the TDAC potential for CPU time saving. The DJHC burner has a
central fuel jet with inner diameter of 4.5 mm. The hot co-flow is provided by a secondary
burner mounted in an outer tube with the inner diameter of 82.8 mm. A schematic 2D drawing
of DJHC burner is shown in Figure 2. Detailed description of the DJHC jet can be found in
the publication of Oldenhof et al. [12] and Sarras et al. [13].
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Figure 2: 2D schematic drawing of DJHC burner. Adjusted from Oldenhof et al. [12].
The mean and variance of the temperature and velocity experimental values are available
for validation. Both Dutch natural gas [12] and biogas [13] are used as central jet fuel. The
di↵erences on the fuel component are listed in Table. 2.
Table 2: Central jet fuel content for the Dutch natural gas and biogas cases [12, 13].
Molar content (%) CH4 N2 C2H6 CO2
Dutch natural gas 81 15 4 -
Biogas 56.7 10.5 2.8 30
Further properties of the fuel and co-flow streams are presented in Table. 3.
Table 3: Physical properties of the natural gas and biogas flames. [12, 13]
Case U f uel,mean) Tco  f low,max Yco  f low,O2 Re f uel
Dutch natural gas 16.1 nl/min 1540 K 0.076 4100
Biogas 15.3 nl/min 1436 K 0.095 4000
4. Numerical settings
Unsteady Reynolds Averaged Navier-Stokes (URANS) simulations with Local Time Step-
ping (LTS) were performed, using the standard k   ✏ turbulence model. The simulation do-
main is extended 225 mm axially (z) downstream of the burner exit and 80 mm towards radial
direction (r). The whole domain is discretised with a structured 2D axi-symmetric mesh. Af-
ter a grid independence study [35], the mesh with 14400 cells is chosen. The inlet boundary
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conditions for temperature and velocity were taken from experimental values measured 3 mm
downstream the jet exit, as proposed by De et al. [20]. The reactingFoam solver is used. The
DRM19 [14], GRI3.0 [15] and POLIMIC1C3HT [16] mechanisms are selected, as they are
characterised by an increasing complexity, i.e. number of species and reactions. TDAC is
used with a tolerances for both reduction and tabulation of 1e-04. The seulex solver is used
for ODE integration.
The standard EDC parameters are first used for the simulation of both natural gas and
biogas cases. Looking at Eqn. 2, it is clear that increasing C⌧ leads to an increased residence
time in the fine structures. This results in higher CPU time required for the ODE integration.
Preliminary simulations confirmed this, indicating that settingC⌧ to 3.0 results in a simulation
time 2.6 times higher than with standard constants. Therefore, we chose to adjust first the
value of C  to 1.0, as alternatively suggested by De et al. [20], and then modify the constant
C⌧ [20, 19, 17], to improve the prediction of the validation cases. Since, in the present
study we paid attention to the dynamic chemistry reduction and tabulation, approach of using
adjusted EDC constants was found to be more straightforward. However, in general for
MILD combustion simulations more advanced EDC extensions such as the use of functional
expressions accounting for local flow conditions [19] or using variable reacting fraction of
the fine structures [35] can be considered.
5. Results and discussion
In the present section, numerical simulations of the DJHC fed with natural gas and biogas
are validated against experimental data. The CPU saving provided by TDAC is demonstrated.
The influence of chemical mechanism and reduction methods on TDAC performances is also
discussed. Finally, reduction and tabulation in TDAC are tested separately, to identify their
contributions to speed-up.
5.1. Natural gas flame modelling
For the natural gas case, the mean radial and axial temperature and velocity profiles are
used for validation. The axial locations for the radial profiles are z = 15/30/60/120/150 mm.
The mean temperature profile is first presented in Figure 3. The corresponding values of C⌧
and C  are listed in Table 4.
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Table 4: Standard and adjusted EDC constants.
Constants Standard Adjust1 Adjust2 Adjust3
C  2.1377 1.0 1.0 1.0
C⌧ 0.4083 0.4083 1.47 3.0
In Figure 3, the e↵ect of the EDC model parameters become clear at axial locations
above 30 mm. At z = 60 mm, a pronounced temperature peak, more than 300 K higher than
the experimental value, is obtained using the standard and Adjust1 constants. With the Ad-
just2 set of constants, this over-prediction is alleviated to 100 K. Further downstream, at z =
120 mm and 150 mm, a slightly shifted temperature peak is observed for all the cases, with
the case using the Adjust2 set closer to the measured values. For the centerline profile, ap-
plying the Adjust2 constants helps correcting the over-prediction of temperature downstream
(z   100 mm) of the jet. Overall, the Adjust2 parameters better capture the experimental
temperatures, for the DJHC natural gas flame case. Using the Adjust3 constants leads to an
extinguished flame. Thus, the corresponding profiles are not shown here.
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Figure 3: Mean temperature profiles obtained with the EDC2005 model, using standard and adjusted constants,
compared to the experimental measurements. Kinetic mechanism: DRM19. TDAC with DAC reduction model.
Fuel: Dutch natural gas.
The velocity profiles are presented in Figure 4. Using di↵erent parameter sets results
in negligible di↵erences at almost all locations. However, the case with standard constants
shows earlier decay, as indicated by the centerline profile. Generally, the prediction of the
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radial velocity profiles is quite accurate, at all axial locations. The centerline profile shows,
however, an under-prediction of velocity after z = 30 mm, by 13.5% at z = 60 mm. This
means that the jet decay rate is over-predicted by the model.
As far as the computational savings are concerned, the relative, normalized CPU time of
the simulations, with and without TDAC, is shown in Table 5. The normalization is based
on the CPU time consumption of the base case, defined as the simulation with standard EDC
and TDAC. A speed-up of 1.5-2 times is obtained using the DRM19 mechanism, depending
on the set of adjusted constants used, for the natural gas flame. The mean temperature and
velocity profile obtained using TDAC are virtually identical to the results obtained without
TDAC; therefore, they are not shown here.
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Figure 4: Mean velocity profiles obtained with the EDC2005 model using standard and adjusted constants,
compared to the experimental measurements. Kinetic mechanism: DRM19. TDAC with DAC reduction model.
Fuel: Dutch natural gas.
Table 5: Normalized time consumption with/without TDAC and using various EDC set of constants. TDAC
with DAC reduction model applied. Fuel: Dutch natural gas.
Constants set Standard Adjust1 Adjust2 Adjust3
Without TDAC 1.98 1.42 3.85 -
With TDAC 1.0 0.99 2.49 -
Speed-up 1.98 1.43 1.55 -
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5.2. Biogas flame modelling
For the biogas case, the radial profiles at axial locations z = 65/110/140/170 mm are used
for temperature validation, while the experimental data at z = 30/60/90/120 mm are available
to compare with computed velocities. In Figure 5, the mean numerical and experimental
temperature profiles are compared, using several EDC2005 parameter settings. The trend is
very similar to what is observed for the natural gas case. A clear over-prediction of temper-
ature levels is obtained using the standard and Adjust1 sets of constants. The level of agree-
ment is significantly improved using the Adjust2 and Adjust3 set of constants, although some
over-predictions (10-20%) can still be observed at z = 140/170 mm with Adjust3 constants.
Figure 6 shows the comparison between the measured and computed velocity profiles. The
agreement is very satisfactory, with the maximum di↵erence being always below 1.0 m/s,
and no distinctive di↵erence can be observed between the profiles provided by the di↵erent
EDC constant sets.
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Figure 5: Mean temperature profiles obtained with the EDC2005 model, using standard and adjusted constants,
compared to the experimental measurements. Kinetic mechanism: DRM19. TDAC with DAC reduction model.
Fuel: biogas.
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Figure 6: Mean velocity profiles obtained with the EDC2005 model using standard and adjusted constants,
compared to the experimental measurements. Kinetic mechanism: DRM19. TDAC with DAC reduction model.
Fuel: biogas.
The normalized time consumption factor with and without TDAC is shown in Table 6.
Together with the data from natural gas case in Table 5, a conclusion can be drawn that the
total CPU time is indeed increased with the increased C⌧ value. Furthermore, the speed-up
factor still lies in the range between 1.5 to 2.0. No appreciable di↵erence can be observed
between the results obtained with and without TDAC.
Table 6: Normalized time consumption with/without TDAC and using various EDC set of constants. TDAC
with DAC reduction model applied. Fuel: biogas.
Constants set Standard Adjust1 Adjust2 Adjust3
Without TDAC 1.82 2.44 2.87 3.43
With TDAC 1.0 1.42 1.88 2.07
Speed-up 1.82 1.7 1.53 1.66
5.3. Influence of chemical mechanisms
The natural gas flame is chosen for the current and the following sections, to demonstrate
the influence of chemical kinetics and reduction algorithm on the simulation spped-up, as
well as to clarify the role of tabulation and reduction in TDAC. In the study of De et al. [20],
the DRM19 mechanism was found to perform satisfactorily for the DJHC natural gas flame.
However, to test the potential speed-up of the TDAC method, two additional mechanisms
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of increasing size are chosen, namely the GRI3.0 and POLIMIC1C3HT. At the same time,
the e↵ect of the mechanism on the accuracy of the predictions is assessed as well. Figure 7
compares the temperature profiles provided by the di↵erent mechanisms, compared to the
experimental data. The Adjust2 constant set is employed for all simulations. The profiles
provided by the di↵erent mechanisms do not show major di↵erences. Nevertheless, using
a more detailed mechanism at downstream axial distances, z = 120 mm, helps reducing the
temperature over-prediciton by 30 K to 40 K.
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Figure 7: Mean temperature profiles obtained with EDC2005 model using the DRM19, GRI3.0 and
POLIMIC1C3HT mechanisms, compared to the experimental measurements. EDC2005 constants: Adjust2.
TDAC with DAC reduction model. Fuel: Dutch natural gas.
In Table 7, a trend of increasing speed-up is observed when more complicated mech-
anisms are chosen. The CPU time consumption normalization is based on the case with
DRM19mechanism and TDAC. Using the POLIMIC1C3HTmechanism requires 27.55 (42.51/1.53)
times the CPU required for the DRM19 case, when neither reduction nor tabulation is ap-
plied. Using the TDAC method reduces the gap to 4.16 times, which corresponds to roughly
10 times speed-up. The use of a mechanism as complicated as the POLIMIC1C3HT might
not be necessary for the present case. However, the significant CPU time saving achieved
using TDAC is very promising for the application of the method to more complex cases and
regimes, with no a-priori knowledge about the appropriateness of a pre-reduced mechanism
(as the DRM19).
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Table 7: Normalized time consumption with/without TDAC and various chemical mechanisms. TDAC with
DAC reduction model. Fuel: Dutch natural gas.
Mechanisms DRM19 GRI3.0 POLIMIC1C3HT
Without TDAC 1.55 6.22 42.51
With TDAC 1.0 3.26 4.16
Speed-up 1.55 1.91 10.22
Finally, the number of active species distribution for the various chemical mechanisms in
the domain is presented in Figure 8. The number of active species indicates the species left
after removing unimportant ones. We can observe that almost 100% of the species are used
in both the reaction zone and the downstream (z > 100 mm) area of the simulation domain,
when DRM19 mechanism is chosen. Away from these regions, the number of active species
drops, thus saving computational resources. This e↵ect is magnified with the two other chem-
ical mechanisms. With GRI3.0, around 75% of them are necessary in the active zone close
to the centerline. Upstream and far from centerline region, the number of active species is
further reduced to around 20-30. With the POLIMIC1C3HT mechanism, approximately 56%
of the species set is retained, leading to the observed speed-up factor of 10.22, as indicated in
Table 7.
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Figure 8: Contour plot of the number of active species (nActiveSpecies) obtained using the EDC2005 model
with the DRM19, GRI3.0 and POLIMIC1C3HT mechanisms. EDC2005 constants: Adjust2. TDAC with DAC
reduction model applied. Fuel: Dutch natural gas. Axis unit: m.
5.4. Influence of chemistry reduction approach
In the present section, the speed-up factor of various chemistry reduction models (DRG,
DRGEP, DAC, PFA and EFA) are compared using both the skeletal and comprehensive mech-
anisms. The mean temperature and velocity profiles obtained from the 5 di↵erent reduction
models show negligible di↵erences, therefore they are not shown here. In Table 8, the speed-
up factors are listed and compared. Minor di↵erences are observed for the DRM19 case,
using the di↵erent chemistry reduction approaches. This can be explained with the help of
Figure 8. Indeed, the DRM19 mechanism is already a reduced mechanism and this implies
that the margins for further reduction are tight. On the other hand, using the POLIMIC1C3HT
mechanism, larger di↵erences are identified between the five methods. The DRGEP, DAC
and EFA models have speed-up factors around 3 times higher than those obtained using DRG
and PFAmodels. Using a more complicated mechanism helps to better evaluate the e ciency
of the various approaches.
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Table 8: Simulation speed-up with various reduction methods. Tabulation turned on. Fuel: Dutch natural gas.
Reduction model DRG DRGEP DAC PFA EFA
Speed-up with DRM19 1.57 1.55 1.55 1.58 1.55
Speed-up with POLIMIC1C3HT 3.9 10.90 10.22 3.2 9.6
In Figure 9, a contour plot of the number of active species in the simulation domain
is again presented, when POLIMIC1C3HT mechanism is applied. The reduction ability of
DRG, DRGEP, DAC, PFA and EFA models can thus be analysed. The DRG and PFA re-
duction models provide very weak reduction ability. Approximately only 10% of the whole
species set are removed for the reaction area and regions nearby. Whereas the other three ap-
proaches, DRGEP, DAC and EFA, present a significantly reduced set of species, around 40%
by estimation. Among them, the DRGEP model provides the most reduced set of species in
the whole domain. Moreover, the reactive area is well identified with DRGEP, DAC and EFA
models as well.
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Figure 9: Contour plot of the number of active species (nActiveSpecies) obtained using the EDC2005 model
with the DRM19, GRI3.0 and POLIMIC1C3HT mechanisms. EDC2005 constants: Adjust2. TDAC with DAC
reduction model applied. Fuel: Dutch natural gas. Axis unit: m.
CH2O is a key precursor in the initiation process of reaction, especially in MILD com-
bustion [36, 37, 38, 39]. Therefore, it is adopted here in combination with temperature to
identify the reactive region in the flame. The regions with high temperature and high CH2O
mass fraction are highlighted in Figure 10, When DRGEP, DAC or EFA methods are chosen,
a larger number of active species is identified in these regions (Figure 9) which is not the
case when the DRG or PFA methods are used. The latter identify a large number of active
species far from the centerline, after z = 100 mm, where low temperature and CH2O levels
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are observed. This proves that the DRG and PFA models are not as e cient and accurate
as the other reduction approaches in selecting the appropriate active species in the relevant
regions of the flame.
Figure 10: Contour plot of the mean CH2O mass fraction and mean temperature obtained using the EDC2005
model. Kinetic mechanism: POLIMIC1C3HT. EDC2005 constants: Adjust2. Tabulation turned on. DAC
reduction models. Fuel: Dutch natural gas. Axis unit: m.
5.5. Influence of reduction/tabulation
Since the TDAC method is a combination of chemistry tabulation and reduction, it is
interesting to quantify how much they contribute to the speed-up separately. In Table 9,
the normalized CPU time is listed considering both tabulation and reduction, only reduc-
tion, only tabulation and without reduction/tabulation. Both DRM19 and POLIMIC1C3HT
mechanisms were used. The base case for normalization is the case with both tabulation and
reduction, for a given mechanism used (vertical comparison is not possible). From Table 9,
it can be observed that, using a small mechanism like DRM19, the tabulation contribution is
more significant, whereas with a large mechanism as the POLIMIC1C3HT, the reduction step
plays the major role. Such conclusion was somehow expected considering that for a detailed
mechanism such as the POLIMIC1C3HT, the reduction of the number of species significantly
speed-up the ODE integration step. When it comes to the DRM19 case, the mechanism is
already very light and the reduction potential is much lower. Therefore, tabulation is the key
step under such condition.
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Table 9: Normalized time consumption with/without reduction & tabulation. DAC reduction model. Fuel:
Dutch natural gas. Comparison between the normalized times is possible only horizontally.
Model no TDAC TDAC only reduction only tabulation
DRM19 1.55 1.0 1.41 1.03
POLIMIC1C3HT 10.22 1.0 2.38 6.33
A contour plot of the tabulation results is shown in Figure 11. The retrieve, grow and add
in each computational cell are denoted with red, green and blue colours. Most regions are
marked with grow and add in the upper figure, when DRM19 kinetics is chosen. A region of
new ”leafs” is observed, in correspondence to the high temperature region in Figure 10. In
the lower figure, the same region is characterised mostly by green (grow), indicating an ex-
pansion of the EOA. One can also appreciate that larger regions are characterised by retrieve
when POLIMIC1C3HT mechanism is used. Using two mechanisms, the reaction system is
described with di↵erent reactions and species. Therefore, the contributions of reactions and
dominating phenomenon in local regions are di↵erent as well, showing inconsistency on the
tabulation results.
Figure 11: Contour plot of the tabulation results (TabulationResults) obtained using the EDC2005 model with
DRM19 and POLIMIC1C3HT mechanisms. EDC2005 constants: Adjust2. Reduction model: DAC. Fuel:
Dutcj natural gas. Axis unit: m.
6. Conclusion
In the current article, the Delft Jet in Hot Co-flow burner was numerically investigated by
means of RANS-LTS simulations with detailed kinetic mechanisms and dynamic chemistry
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reduction/tabulation. Two fuels, Dutch natural gas and biogas, were selected for the prelimi-
nary model validation. The speed-up potential of TDAC is assessed using three mechanisms
(DRM19, GRI3.0 and POLIMIC1C3HT) and di↵erent chemistry reduction models (DRG,
DRGEP, DAC, PFA and EFA). Moreover, the contributions of tabulation and reduction are
investigated separately. The followings conclusions are summarised:
– The current EDC model implementation in OpenFOAM with a modified set of con-
stants (Adjust2) provide satisfactory predictions on mean temperature profiles of nat-
ural gas flame, while the lower reactivity of the biogas flame make the Adjust3 set of
constants more performing. The mean velocity distribution is well predicted for both
flames with all the model settings. A speed-up factor of 1.5-2.0 is obtained using TDAC
method with the DRM19 mechanism.
– Using more complicated chemical mechanism, such as the GRI3.0 or POLIMIC1C3HT,
slightly improves temperature predictions, and leads to significantly increased CPU
time with respect to the DRM19 case (27.4 times for POLIMIC1C3HT), when TDAC is
turned o↵. However, with TDAC, a 10 times speed-up is obtained for the POLIMIC1C3HT
mechanism, reducing the CPU time gap between POLIMIC1C3HT and DRM19 to 4.16
times.
– The DRGEP, DAC and EFA reduction approaches are more e cient and accurate com-
pared the DRG and PFA models.
– When a small mechanism is used (DRM19), tabulation is the main contributor to com-
putational saving. With more complex mechanisms ( POLIMIC1C3HT), chemistry
reduction plays the main role.
The current investigation validates the application of the EDC model in combination with
TDAC method under MILD regime, using the open-source software OpenFOAM. The time
saving using TDAC with complex chemistry is very promising, thus making it possible to
extend it to industrial or semi-industrial applications.
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Abstract
A turbulent n-heptane jet flame in a jet-in-hot-coflow burner is numerically and experi-
mentally investigated, revealing distinct features of this fuel under MILD conditions. The
RANS k-" turbulence model is adopted in combination with a dynamic partially-stirred re-
actor (PaSR) combustion model. The simulation results are validated against newly-obtained
experimental measurements of mean temperature, OH number density and normalised CH2O-
PLIF signal values at several axial locations. The simulations capture the transitional phe-
nomenon observed experimentally for the low coflow oxygen concentration case, which is
determined to be due to the two chemical pathways which exist for the n-heptane fuel. The
predicted flame weak-to-strong transition heights show a transition from monotonic to non-
monotonic behaviour when the threshold OH number density value is reduced. Furthermore,
an investigation on negative heat release region shows that the absolute value of negative
heat release increases with reduced coflow oxygen content, in contrast to the suppression
phenomenon seen in laminar opposed-flow flames.
Keywords: n -heptane, turbulent flames, partially-stirred reactor (PaSR),
jet-in-hot-coflow (JHC) burner, MILD combustion, RANS simulation
1. Introduction
Novel combustion technologies with low emissions, high e ciency and fuel flexibility
have become essential to cope with the energy supply challenge the world will face in the near
future. One such technology is termed Moderate or Intense Low-oxygen Dilution (MILD)
⇤Zhiyi.Li@ulb.ac.be
⇤⇤Alessandro.Parente@ulb.ac.be
combustion [1–3]. In industrial applications, MILD combustion is often achieved by means
of high velocity burners and flue gas recirculation [4]. The resultant pre-heated mixture helps
to stabilize and homogenize the flame, thus reducing combustion noise [1]. Dilution also
impacts the system reactivity, leading to a distributed oxidation process. As a result, a more
uniform temperature field is obtained and thermal NOx production is largely suppressed [1,
2].
For research purposes, jet-in-hot-coflow (JHC) burners [5–8] are often used to produce
MILD conditions, to decrease the geometrical complexity and allow the use of sophisticated
measurement techniques. Several investigations have focused on the JHC burners, both ex-
perimentally and numericallly [4–6, 9–14]. JHC burners feature a central jet and a secondary
burner providing hot exhaust products as a coflow, thus emulating the e↵ect of flue gas re-
circulation. Dally et al. [6] carried out experiments with an equimolar fuel jet of CH4/H2,
at di↵erent oxygen levels (9%, 6% and 3% by mass) in the hot coflow. They concluded
that the peak temperature increase in the reaction zone can be as low as 100 K, by reduc-
ing the oxygen level to 3%; and the production of CO, NO and OH is largely reduced when
compared with conventional combustion conditions. At the same time, they provided high-
fidelity mean and RMS (root-mean-square) experimental data of temperature and various
chemical species for numerical validation. Medwell et al. [9, 15] used planar laser-induced
fluorescence (PLIF) and Rayleigh scattering techniques to reveal the distribution of hydroxyl
radical (OH), formaldehyde (CH2O), and temperature under the influences of hydrogen ad-
dition. They indicated that the reaction zone was not very sensitive to hydrogen addition,
indicating the potential of MILD combustion for fuel flexibility. They also observed a “lift-
o↵” height based on the weak-to-strong transition of OH and the existence of a pre-ignition
region in the apparent lifted region of these flames [15].
Experimental investigations on JHC burners have mostly focused on gaseous, simple hy-
drocarbon fuels. However, a few studies [8, 16–21] focused on the behaviour of pre-vaporized
oxygenated fuels and long-chain alkanes. Despite the high flexibility about the fuel choice in
MILD combustion [22], systems with more complex fuels could lead to distinct features [23–
25]. Therefore, Ye et al. [8] performed experimental investigations with n-heptane fuel using
conventional photography and PLIF, finding found that the “lift-o↵” height (weak-to-strong
transition height) changes monotonically with decreasing coflow oxygen level—this does not
occur for other simple hydrocarbon fuels. Furthermore, the n-heptane flame transitional flame
structure is observed for a much lower coflow oxygen content [8]. Based on the analysis of
fuel pyrolysis and heat release with n-heptane and ethanol, they concluded that it is more
di cult to establish MILD conditions with n-heptane [8].
As a result of the reduced reactivity under MILD combustion conditions, the chemi-
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cal timescales increase and the strong interaction between chemistry reaction and mixing
makes the modelling of such flames more challenging than the conventional combustion
regime. Numerical investigations of JHC-type burners have been carried out using Reynolds-
Averaged Navier-Stokes (RANS) simulations [4, 10, 14, 26–35], Large Eddy Simulations
(LES) [13, 36–39] and Direct Numerical Simulations (DNS) [40]. Simple fuels with well-
studied combustion chemistry—such as methane, hydrogen and ethylene—have been the
main focus. The experimental and numerical studies on MILD combustion with simple fuels
reveal some common signatures, such as the absence of the negative heat release region, the
broadening of the heat production profile with a single peak in mixture fraction space and
the suppression of the pyrolytic reactions [3, 41]. However, using complex fuels such as
oxygenated hydrocarbons and long-chain alkanes under MILD conditions has shown distinct
features, like the appearance of visible flames and increased pollutant emissions [24, 42, 43].
The intense turbulence-chemistry interactions characterising MILD combustion make the
use of models based on the principle of timescale separation unsuitable [44]. Therefore, mod-
els accounting for finite-rate chemistry should be considered. Among them, the eddy dissi-
pation concept (EDC) model [45–47] and the partially stirred reactor (PaSR) [48] represent a
viable choice, as they allow inclusion of detailed chemistry in an computationally-a↵ordable
way. Compared to the models based on scale separation like the flamelet model [49] and eddy
dissipation model (EDM) [50], the finite-rate based models (EDC and PaSR) solve transport
equations of each chemical species and integrate the ordinary di↵erential equations (ODEs)
of the chemical source terms. The EDC and PaSR model split each computational cell into
two regions: the reactive structures, where reactions take place, and the surrounding fluid,
where mixing happens. In PaSR, the interaction between turbulence and chemistry is rep-
resented with a factor  [48], which is defined as the ratio between the chemical timescale
and the sum of mixing and chemical scales. In EDC model, a similar parameter is adopted:
  [45–47], whose definition depends solely on turbulence parameters, through an energy cas-
cade model [45–47]. In PaSR, both the chemical and mixing timescales are included in the
estimation of the splitting fraction explicitly, allowing a more accurate description on turbu-
lence/chemistry interactions. Recently, an extension of the PaSR model has been proposed,
based on the dynamic estimation of the mixing timescale, showing improved predictions for
the simulation of the JHC burner [51, 52]. Therefore, the dynamic PaSR model is adopted in
the present paper.
The features of n-heptane under MILD conditions have been captured through experimen-
tal studies and laminar calculations [8]. The purpose of the current article is to investigate
the role of turbulence-chemistry interactions through detailed CFD simulations. Unsteady
Reynolds-averaged Navier-Stokes (RANS) simulations were carried out using the dynamic
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PaSR combustion model. The influence of turbulence modelling on the results is first re-
ported, to identify optimised settings for the subsequent simulations focusing on turbulence-
chemistry interactions. The numerical results are validated against new experimental mea-
surements, including the mean temperature and semi-quantitative species measurements, viz.
OH number density values and normalized CH2O-PLIF signals. An investigation of chemical
timescale distribution, flame weak-to-strong transition heights and negative heat release are
presented as well, to identify the key features of n-heptane flames.
2. Mathematical Models
2.1. Turbulence Model
The density-based Favre-averaged (marked with ˜) governing equations of mass, momen-
tum and energy [53] are solved using the URANS approach:
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where ⇢, u and p represent the density, velocity and pressure respectively; the enthalpy is
denoted with h; ↵ is the thermal di↵usivity. The term qr denotes the radiative heat loss and
S hc represents the heat production from chemical reaction. The Favre-averaged transport
equation of reactive scalar Ys reads:
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in which Ds is the molecular di↵usivity and S ct denotes the turbulent Schmidt number, repre-
senting the ratio between turbulent viscosity µt and turbulent di↵usivity, Dt; ¯˙!s is the chem-
ical source term. The choice of the turbulent Schmidt number strongly impacts the tempera-
ture and species distribution.
The standard k-" turbulence model is used. The unresolved turbulence stresses ⇢¯ gu00i u00j are
modelled with the product of an eddy viscosity µt and mean flow strain rate S ⇤i j. Finally, the
eddy viscosity µt in standard k-" model is estimated as:
µt = ⇢Cµ
k˜2
✏˜
. (5)
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In Equation 5, the constant Cµ equals 0.09. The Favre-averaged turbulence kinetic energy k˜
and the dissipation rate ✏˜ of the turbulence kinetic energy are solved via two separate transport
equations [53]:
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in which Ei j represents the component of rate of deformation;  k,  ✏ , C✏1 and C✏2 are model
constants, set by default to 1.0, 1.30, 1.45 and 1.90, respectively [54]. The standard k-"
model is robust, computationally fast and has the potential advantage of generality since it
requires no direct empirical input such as a mixing-length specification. However, it has the
well-known disadvantage of over-estimating the jet spread rate for axisymmetric jets [54].To
correct that, some model modifications have been proposed. Whilst changing the C✏1 to 1.6
helps reducing the jet-decay over-estimation [4, 28, 54], such a modification lacks generality.
Pope [54] suggested a correction to the standard k-" model, adding an additional term to the
kinetic energy dissipation rate transport equation:
CorrPope = C✏3
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 , (8)
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The impact of the choice of the turbulent Schmidt number and of the turbulence model is
discussed in Section 4.
2.2. Combustion Model — PaSR Model
The PaSR model [48, 55], assumes that each computational cell is separated into two
zones: one where reactions take place, and another characterized by mixing alone. Turbu-
lence drives the exchange between the two zones. The final species concentration of the cell
is the weighted mean value between the reactive zone and the mixing zone. A conceptual
drawing of the PaSR model is shown in Fig. 1.
5
Figure 1: Conceptual drawing of the PaSR model (adapted from Li et al. [35]).
Figure 1 depicts one computational cell, in which Y0s is the initial sth species mass fraction
in the non-reactive region, eYs is the final averaged sth species mass fraction in the cell and Y⇤s
is the sth species mass fraction in the reactive zone. The term  is the mass fraction of the
reactive zone in the cell, which is estimated with [56]:
 =
⌧c
⌧c + ⌧mix
, (11)
where ⌧c and ⌧mix are the characteristic chemical and mixing timescales, respectively. The
complexity of the model lies, therefore, in the estimation of ⌧c and ⌧mix, as described in
previous publications [35, 51].
In the present work, the mixing timescale is evaluated with a dynamic approach [35, 51]—
as the ratio of the scalar variance, f 002, and the scalar dissipation rate, e✏  [57]:
⌧mixDynamic =
f 002e✏  . (12)
The mixture fraction Z is selected to describe the mixing process of a scalar. Therefore, the
scalar variance and dissipation rate take the form of the mixture fraction variance (gZ002) and
mixture fraction dissipation rate (e ). They are obtained by solving the following transport
equations [58, 59]:
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In the present work, the molecular di↵usivity D is estimated with thermal di↵usivity ↵, given
the absence of species such as H2. The turbulent di↵usivity is calculated usingDt = µt/(⇢¯S ct).
In Eqn. 15, C1, C2, C3 and C4 are model constants. They are set to C1 = 1.0, C2 = 1.8,
C3 = 1.7 and C4 = 1.4 [58] in the current study.
The chemical timescale can be obtained from the Jacobian matrix (J) of the chemical
source terms [60, 61]. The decomposition of the source term Jacobian matrix is accurate but
time consuming, especially when a large mechanism is used. As an alternative, the formation
rates can be used. The chemical timescale of each chemical species can be approximated with
the ratio of the species mass fraction and formation rate in the reactive structure [14, 62]:
⌧c,s =
Y⇤s
|dY⇤s /dt| . (16)
After removing the dormant species (characterised formation rate smaller than 1⇥ 10 16s 1),
the slowest chemical time is chosen as the characteristic chemical timescale:
⌧c = max(⌧c,s). (17)
More details about the choice of chemical timescale are presented in Supplementary Ma-
terial.
Finally, the mean source term !˙s in the species transport equation is expressed as:
!˙s = 
e⇢ ⇣Y⇤s   Y0s ⌘
⌧⇤
, (18)
where ⌧⇤ is the residence time in the reactive structure. In the present work, the mixing
timescale is used as the residence time ⌧⇤. A time-splitting approach is used to obtain the
value of Y⇤s . The reactive zone is modelled as an ideal reactor evolving from the initial value
of Y0s :
dY⇤s
dt
=
!˙s
⇢
. (19)
The term !˙s represents the instantaneous formation rate of species s. The final integration of
dY⇤s
dt over the residence time of ⌧
⇤ is Y⇤s .
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3. Methodology
3.1. Experimental Approach
The experimental validation data are newly obtained and presented here for the first time.
These experimental data complement those reported by Ye et al. [8], undertaken in the same
JHC burner using n-heptane as fuel. The JHC burner used in this study has a cooled central jet
with the inner diameter of D j = 4.6 mm [8]. The liquid n-heptane fuel is mixed with carrier
air and then preheated by a controlled evaporator and mixer (CEM). The temperature of the
mixture at the central jet exit plane is 412 K, which is higher than the n-heptane boiling point
(371 K). A secondary burner located 90 mm upstream of the exit plane has an inner diameter
of 82 mm. The secondary burner produces the hot combustion products from a lean mixture
of natural gas, hydrogen, air and nitrogen. Changing the ratios of these gases allows the
coflow oxygen level and temperature to be varied independently. The mean gas temperature,
mean velocity and Reynolds number of the central jet and hot coflow are reported in Table 1.
The equilibrium composition for species of O2, N2, H2O, CO2 and OH are obtained from
equilibrium calculations with coflow adiabatic temperature are provided in Table 2.
Table 1: Jet and coflow characteristics
Profiles Central jet Hot coflow
Velocity 50 m/s 2.4 m/s
Temperature 412 K 1250 K
Reynolds number 10,000 1000
Table 2: Species mass fractions from equilibrium calculation
Species nC7H16 O2 N2 H2O CO2 OH
Fuel stream 0.398 0.462 0.140 0 0 0
Coflow 3 % 0 0.0347 0.8382 0.0697 0.0573 2.27⇥10-06
Coflow 6 % 0 0.0703 0.8034 0.0693 0.0570 2.68⇥10-06
Coflow 9 % 0 0.1045 0.7696 0.0691 0.0568 2.96⇥10-06
The mean and RMS values of temperature and species are measured using the opti-
cal techniques of Rayleigh scattering and planar laser-induced fluorescence (PLIF), respec-
tively [8, 19]. Temperature, semi-quantified number density of OH as well as the normalized
CH2O-PLIF signal are reported at the axial locations of 14.5 mm (3.2D j), 22.5 mm (4.9D j),
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29.5 mm (6.4D j), and 59.5 mm (12.9D j). The CH2O-PLIF signal is not quantified due to
challenges with determining the quenching rates.
3.2. Numerical Configuration
Figure 2 presents a two-dimensional schematic of the axisymmetric domain. The axial
direction is denoted with z, and the radial direction marked with r. The bulk mean veloci-
ties used for the jet and coflow streams are given in Table 1, with corresponding Reynolds
numbers, and compositions are given in Table 2.
Figure 2: Two-dimensional schematic of the JHC burner.
A two-dimensional structured mesh is used in the simulation. The mesh has 4450 hexahe-
dral cells and 100 prisms. A pre-inlet with the length of 100 mm including the burner wall is
used. The computational domain extends 100 mm further downstream. Only the fuel jet and
hot coflow streams are considered in the simulation, since the experimental data are available
up to 59.5 mm downstream of the jet outlet, and mixing with fresh air from the surroundings
(quiescent air) only has an e↵ect from 100 mm above the jet exit plane [8], .
Because the turbulent Schmidt number Sct is varied according to the specific flow na-
ture, there is no universally-accepted formulation in the literature [63]. According to Tomi-
naga [64] et al., optimum values for Sct are widely distributed in the range from 0.2 to 1.3. In
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the present discussion, a sensitivity study for the choice of the turbulent Schmidt number is
first presented, setting the Sct to 0.7, 1.0, 1.2 and 1.3. The Pope correction [54] is used here in
combination with the standard k-" turbulence model, to correct the spreading rate of the jet.
The PaSR combustion model with the dynamic calculation of mixing timescale is adopted.
The temperature, velocity and species mass fractions from Tables 1 and 2 are used as bound-
ary conditions. A reduced n-heptane mechanism with 106 species and 1738 reactions [65–67]
is used for most simulations. Indeed, numerical results using a detailed mechanism with 654
species and 2827 reactions [68, 69] showed minor di↵erences when compared with the results
provided by the reduced one and they are presented in the Supplementary Material.
4. Results and Discussion
4.1. Turbulence Model Parameters
The influence of the turbulent Schmidt number on the mean temperature and OH dis-
tribution is presented in Figs. 3–5, for each of the three coflow O2 levels considered. Note
that the temperature in the fuel jet is not measured, therefore the experimental temperature
values close to the centerline at axial locations of 14.5, 22.5 and 29.5 mm are not available.
Moreover, it should be noted that the OH measured along the jet centerline is an artefact of
interference from fuel Raman and is not indicative of OH; however, this interference does not
a↵ect the location or value of the peak OH intensity.
Figure 3 shows that using a turbulent Schmidt number Sct = 0.7 results in early ignition
of the jet flame for the case with coflow oxygen level of 9 %. A generalized over-prediction
of mean temperature profiles is observed at axial locations z = 22.5, 29.5 and 59.5 mm. The
location of peak temperature is shifted slightly to the right (away from the centerline) for
z = 59.5 mm. Furthermore, the region with temperature above that of the coflow tempera-
ture (1250 K) is broader than observed experimentally. On the other hand, using Sct = 1.3
leads to a 140 K under-prediction of the mean temperature at z = 59.5 mm. Low turbu-
lent Schmidt numbers increase the scalar di↵usivity (see Eq. 4), leading to enhanced mixing
between the fuel and oxidizer species, thus promoting chemical reactions. However, high tur-
bulent Schmidt number influences the flow in the opposite way; as a result, the flame ignition
is delayed. Setting Sct to 1.0 or 1.2 provides satisfactory mean temperature predictions.
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Figure 3: Mean temperature profiles obtained with various turbulent Schmidt numbers (0.7, 1.0, 1.2 and 1.3),
compared with the experimental data at several axial locations. Coflow oxygen level of 9 %.
The di↵erences between choosing Sct = 1.0 and Sct = 1.2 is revealed through the OH
distributions in coflows with oxygen levels of 3 % and 6 % (shown in Fig. 4 and 5). No ex-
perimental data are available at z = 22.5 mm for 3 % and 6 % O2 cases—the numerical values
are shown as a comparison with the 9 % case. Since the OH number density (molecules/cm3)
is measured experimentally, the mole fractions of OH are extracted from the simulations and
converted for directed comparison. At locations far from the centerline (r   15 mm), the
predicted OH level is close to the experimental value with both Sct = 1.0 and Sct = 1.2. How-
ever, the calculated OH peaks at z = 14.5, 29.5 and 59.5 mm are higher than the experimental
data when Sct = 1.0 is chosen. Particularly at z = 59.5 mm, showing more than six times
over-prediction. Choosing Sct = 1.2 keeps the OH peak value closer to the experimental data
for both the 3 % and 6 % cases, especially at z = 14.5 mm. At z = 59.5 mm, using Sct =
1.2 still over-predicts OH for the coflow oxygen level of 3 %, although significantly less than
with Sct = 1.0. Based on this analysis, a turbulent Schmidt number of 1.2 was chosen for the
remainder of the simulations.
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Figure 4: Mean experimental and numerical OH number density profiles at several axial locations. Coflow
oxygen level of 3 %.
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Figure 5: Mean experimental and numerical OH number density profiles at several axial locations. Coflow
oxygen level of 6 %.
Adoption of the Pope correction has major influence on the flow field of the jet. Figure 6
shows the mean temperature profiles for the 9 % O2 case, with and without the Pope correc-
tion. Very similar predicted profiles are obtained at z = 14.5/22.5/29.5 mm. At z = 59.5 mm,
the standard k-" models fails to predict the peak temperature location correctly, while results
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with the Pope correction closely follow the experimental profile. Comparing the jet decay on
the centerline in Fig. 7, a faster jet decay is featured after z = 30 mm if no Pope correction is
used. Moreover, Fig. 8 indicates that the spread rate is higher without Pope correction, which
shifts the stoichiometric mixture location further away from the centerline. Ultimately, the
combination of Sct = 1.2 and Pope correction is chosen in the current study.
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Figure 6: Mean temperature profiles obtained with and without Pope correction, compared with the experimen-
tal data at several axial locations. Coflow oxygen level of 9 %.
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Figure 7: Mean velocity profile on the centerline obtained with and without Pope correction. Coflow oxygen
level of 9 %.
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Figure 8: Mean velocity profile at 60 mm and 90 mm axial locations, obtained with and without Pope correction.
Coflow oxygen level of 9 %.
4.2. The influence of oxygen level
Figure 6 shows that the mean temperature profiles for the 9 % case are very well pre-
dicted with the turbulent and combustion models chosen. The predicted temperature profiles
obtained for the 3 % O2 and 6 % O2 cases are compared to the available experimental mea-
surements in Fig. 9 and Fig. 10. The 3 % O2 and 6 % O2 cases show peak temperature at z =
59.5 mm of about 1230 K and 1240 K, respectively: more than 100 K lower than the maxi-
mum measured temperature for 9 % O2 (around 1360 K). The numerical model can capture
the temperature levels quite well, showing remarkable agreement with the measured data. As
previously indicated, no experimental data are available at z = 22.5 mm.
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Figure 9: Mean experimental and numerical temperature profiles, at di↵erent axial locations. Coflow oxygen
level of 3 %.
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In Section 4.1, the OH number density distribution for the 3 % O2 and 6 % O2 cases
was presented with two di↵erent turbulent Schmidt numbers. The OH profile of the 9 % O2
case is shown in Fig. 11 with Sct = 1.2. Slightly under-predicted OH number density levels
are shown at axial locations of z = 14.5, 22.5 and 29.5 mm. However, a significant over-
estimation (approximately four times) can be observed at z = 59.5 mm, di↵erent from the
3 % O2 (around two times over-prediction) and 6 % O2 cases (no obvious over-prediction).
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Figure 11: Mean experimental and numerical OH number density profiles at several axial locations. Coflow
oxygen level of 6 %.
The predicted CH2O levels are compared with the experimentally measured PLIF signals,
in Figs. 12, 13 and 14. Both experimental and numerical CH2O profiles are normalized
between 0 and 1. The peak values are generally well predicted for z 6 30 mm. However, a
generalized under-prediction close to the centerline location is observed at all the four axial
locations. CH2O has been identified as an important precursor in controlling the initiation
of reaction in methane flames, as explained by Gordon et al. [70]. In the present n-heptane
flame, the lack of production of CH2O along the centerline is directly linked to the formation
of CO (see Fig. 22), thus to heat release and flame ignition. However, since the CH2O signals
are not quantified, it is not possible to draw further conclusion based on the comparison of
experimental and numerical CH2O profiles.
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Figure 12: Mean experimental and numerical normalized CH2O number density profiles, at di↵erent axial
locations. Coflow oxygen level of 3 %.
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Figure 13: Mean experimental and numerical normalized CH2O number density profiles, at di↵erent axial
locations. Coflow oxygen level of 6 %.
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4.3. OH distribution
When analyzing the OH distributions in the three flames, a weak-to-strong transition is
observed, for the 3 % and 6 % cases [8], both numerically and experimentally (Fig. 17).
This indicates that the 3 % and 6 % cases do not reach MILD conditions [8, 10], and that
the corresponding flames are lifted. To characterize such behaviour, the “weak-to-strong
transition height” is used. Numerically, it is defined as the height at which the OH number
density signal is first captured, based on di↵erent threshold values (as indicated in the legend).
Experimentally, the height is inferred from the photographs shown in Fig. 16, based on the
intensity of the captured signal.
A summary of the experimentally measured and modelled flame transition heights is
shown in Fig. 15. When the OH number density threshold value is set to 1 ⇥ 1015 or 5 ⇥ 1014
molecules/cm3, a monotonic trend relating the flame transition height and coflow oxygen
level is observed. Moreover, the transition height for the 3 % case is marginally a↵ected by
the threshold value. However, the monotonic trend is lost when the threshold value is further
reduced to 1⇥1014 molecules/cm3. In this case, the transition height for the 3 % case is much
lower than for the other two cases, indicating that this case is the closest to MILD conditions.
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Figure 15: Flame weak-to-strong transition heights in mm. The threshold values of 1 ⇥ 1015, 5 ⇥ 1014 and 1 ⇥
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To compare the flame weak-to-strong transition heights, Fig. 16 shows the modelled OH
number density distributions from all three cases and experimental flame photographs. The
threshold OH number density is set to 5 ⇥ 1014 molecules/cm3, that shows similar trend
of flame weak-to-strong transition heights. The height above the jet exit plane is marked
and annotated. The location starting with strong signal is identified and highlighted with
a star. The transitional structure can be observed for the 3 % case between the star and
diamond, both on the experimental photograph (40–60 mm) and on the numerical simulation
contour plot (65–78 mm). This phenomenon is more apparent when the threshold OH number
density is reduced to 1⇥1014 molecules/cm3, as presented in Fig. 17, where the instantaneous
experimental OH-LIF images are compared with the simulations. Figure 17 also indicates the
existence of a transitional structure for the 6 % case. However, it is not as obvious as for the
3 % case. The experimental OH-LIF images show the existence of the transitional structure
for the 3 % case, at height below 20 mm from the jet exit plane. Such structure is not evident
for the 9 % case. Thus, the numerical analysis confirms the occurrence of a transitional
flame structure, observed experimentally at low coflow oxygen level, and it can capture the
experimental trend associated to the weak-to-strong transition.
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Figure 16: Mean OH number density distribution for 3 %, 6 % and 9 % coflow oxygen levels compared with
the experimental flame photographs taken with an ISO sensitivity of 1600, exposure time of 1/15 second and an
f-number of 2 [8]. The diamond and star denote the starting points of the weak and strong signals, respectively.
The 3 % case shows transitional OH signal.
Figure 17: Mean OH number density distribution for the 3 %, 6 % and 9 % coflow oxygen levels, compared
with the experimental OH-LIF images. The 6 % OH-LIF instantaneous image is not available. The threshold
OH number density of the numerical contour plot is set to 1 ⇥ 1014 molecules/cm3.
4.4. Chemical timescale analysis
When the coflow oxygen level is reduced from 9 % to 3 %, the higher dilution of the fuel-
oxidiser mixture reduces the reactivity, and this results in higher values of the characteristic
chemical timescale. Figure 18 shows the chemical timescale distributions for the three cases.
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The region with chemical timescale longer than 1 s, covering most of the area far away
from the centerline, represents the chemically inactive zone. As discussed in Section 2.2,
the chemical timescale is evaluated as ⌧c,s =
Y⇤s
|dY⇤s /dt| (s denotes the sth species in the chemical
mechanism), and is clipped at 1 s. The 3 % O2 case exhibits a wider active region (chemical
timescale smaller than 1 s) near the jet exit plane (z = 0 mm) than the 6 % or 9 % O2 cases.
Despite the di↵erences in the width of these regions, the chemical timescales are similar in
magnitude for all three cases, for z  40 mm.
Figure 18: Chemical timescale distribution for the 3 %, 6 % and 9 % coflow oxygen levels. The active chemical
time clipping value is set at 1 s.
Figure 18 also shows that the active region of the 9 % O2 case tends to expand—and
becomes chemically faster than the other two cases—in the region z   45 mm, with shorter
chemical timescales (below 5 ms). On the other hand, the 3 % and 6 % cases show narrower
chemically active zones. This is due to the fact that higher coflow oxygen levels push the
stoichiometric reaction zone towards the fuel stream side [71]. Furthermore, the higher reac-
tivity of the mixture leads to a larger heat release. As a result, the fuel is decomposed faster
and the reaction zone is propagated further into the fuel stream [72]. Increased reactivity re-
sults in higher heat release peak for the 9 % O2. This matches the high OH number density at
around z = 45 mm (Fig. 16, 9 % case). The widening of the region of low chemical timescale
(high reactivity) for the 6 % O2 is localised at around z = 60 mm (Fig. 18). For the 3 %
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O2 case, an area with low chemical timescale is visible only after z = 80 mm, showing the
transitional features of this case.
Figure 19 shows line plots with the minimum chemical timescale value along the axial
direction. For all the three cases, there exists a slow decrease of chemical time starting from z
= 0 mm and a drastic drop at around z = 45/60/80 mm, for 3/6/9 % coflow levels, respectively.
Such observation concurs with the 2D contour plot in Fig. 18.
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Figure 19: Minimum chemical timescale values along the axial direction for the cases with 3 %, 6 % and 9 %
coflow oxygen levels.
The contours of chemical timescale distribution for the three oxygen levels show the e↵ect
of the increased availability of oxygen on the reactivity of the system. This directly impacts
the combustion model via the reacting fraction . Indeed, the analysis of the mixing timescale
(shown in Supplementary Material) for the three cases indicates very similar distributions
regardless of the oxygen level. The same was reported by Evans et al. on C2H4 and CH4/H2
JHC flames with varied coflow oxygen levels [71, 72]. Therefore, the chemical timescale
becomes the controlling parameter for the determination of  and the final mean reaction
rate, !˙s.
4.5. Investigations on negative heat release rate
Previous numerical studies on methane by de Joannon and co-workers [3, 41] demon-
strated the absence of a net negative heat release region in MILD combustion, because of the
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suppression of pyrolytic reactions. Line and contour plots of the heat release rate with three
di↵erent coflow oxygen levels are presented in Figs. 20 and 21. Both figures show that a
negative heat release region exists for all the cases. This conclusion agrees with that of Ye et
al. [8], who also demonstrated the dependence of the net heat release rate profile on strain-
rate. Furthermore, studies of laminar opposed-flow flames noted that the net negative heat
release region only vanished for n-heptane in highly diluted conditions (99% N2 by volume
[73]). In contrast to this, additional two-dimensional simulations with coflow O2 concen-
trations of 1 % and 2 % (shown in Supplementary Material) suggest that the negative heat
release region still exists if the coflow oxygen level is reduced to 2% and 1% in the numerical
simulations (profiles shown in Supplementary Material) and the absolute value for negative
heat release is even higher with lower oxygen content, thus following the trend shown by the
3%, 6% and 9% cases. Moreover, reducing the coflow oxygen level below 3% leads to very
weak transitional OH signals.
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Figure 21: Heat release rate (HRR) for the 3 %, 6 % and 9 % coflow oxygen cases, with superimposed axial
strain rate streamlines. The units for strain rate and HRR are s 1 and W/m3, respectively.
The influence of strain rate on the net heat release in laminar opposed-flow flames was
analysed by Ye et al. [8], spanning several orders of magnitude. Their results showed that the
9 % O2 case was always characterised by a larger absolute value of negative heat release rate
than the 3 % O2 case. One significant di↵erence between di↵erent oxygen dilutions is the
trend between the absolute value of negative heat release rate and the strain rate. For the 9 %
O2 case, the absolute value of HRR increases monotonically as the strain rate is increased
from 80 s 1 to 320 s 1, whereas it decreases monotonically for the 3 % O2 case in the same
range.
In Fig. 21, the heat release is represented with filled color maps, with superimposed lines
of strain rate values. In the 3 % O2 case, a region of negative heat release extends along the
whole simulation domain, over a wide range of axial strain rates (up to 500 s 1), parallel to
the positive heat release region. In the 6 % and 9 % O2 cases, the area of positive heat release
rate becomes wider while the net negative region shrinks. The regions of negative heat release
in the 6 % and 9 % O2 cases are located mainly around the low and medium strain rates. This
observation does not concur with the results from Ye et al. [8], in which the 9 % O2 tends to
have more negative heat release when larger strain rate is applied. However, the strain rate
from Ye et al. [8] is perpendicular to the flame front direction, while the strain rate discussed
24
in this paper is in the axial direction. Furthermore, the axial and radial strain rate profiles
are very similar across all cases (as shown in the Supplementary Material). It is therefore
reasonable to conclude that the existence of the negative heat release is not dominated by the
flow-field, but rather by chemical reactions.
As explained by Ye et al. [8], the negative heat release region for the 3 % case appears
because the n-heptane fuel pyrolysis process is not suppressed by the low temperature and low
oxygen concentration, it can proceed through alternative paths which are featured by lower
activation energy. Figure 22 shows the chemical pathways of the n-heptane fuel. It is found
that two parent fuel pyrolysis paths exist to produce C7H15 isomers or alkyl radicals, such as
pC4H9 and nC3H7. Then, through secondary pyrolysis, smaller hydrocarbon molecules such
as C2H4 and C2H5 are formed.
Figure 22: Chemical pathways of n-heptane fuel [8, 74].
Figure 23 presents selected key species involved in n-heptane pyrolysis and oxidation.
The production of nC7H15 from H atom abstraction (left path in Fig. 22) is highest close to
the burner exit for all the three cases. The H atoms are consumed by O2 to produce HO2, as
indicated by the H and HO2 species distribution and formation rate in Fig. 24. In particular,
the amount of H radical close to the jet exit is higher for the 3 % case than the other two
cases and the regions showing a peak of HO2 formation rate overlap with the location of
high nC7H15 concentration. HO2 is produced from H via the reaction H + O2 + N2 ↵ HO2
25
+ N2. Moreover, the backward reaction of OH + HO2 ↵ O2 + H2O further contributes to
the production of HO2. According to the investigation of non-premixed methane/hydrogen
flames by Evans et al. [75], an increase in the availability O2 in the coflow promotes the
backward reaction rate of OH + HO2 ↵ O2 + H2O and the forward rate of 2OH (+M)↵ O
+ H2O (+M).
The distribution of nC7H15 (left path in Fig. 22) and nC3H7 (right path in Fig. 22), close
to the burner exit is very similar for all oxygen levels, until z = 60 mm (Figs. 23a and 23b).
Above z = 60 mm, the production of nC7H15 and nC3H7 are increased with the elevated level
of oxygen in the coflow. Similar observations can be made for C2H5, which is a product
from the secondary fuel pyrolysis (Fig. 23c). When the temperature is low, the endothermic
reactions are not suppressed for the lower oxygen level cases, as occurs with simple fuels
under MILD condition [3, 41], because of the existence of multi-path pyrolysis processes.
Moreover, the production of CO is quite low, especially upstream (see Fig. 23d). The oxida-
tion of CO to CO2 results in the largest positive heat release. Without the heat release from
CO2 formation, the negative heat release due to pyrolytic processes cannot be compensated,
resulting in the observed higher absolute values of the negative heat release region for the
lower coflow oxygen levels.
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(a) nC7H15 mass fraction (b) nC3H7 mass fraction
(c) C2H5 mass fraction (d) CO mass fraction
Figure 23: Mass fractions of species involved in the n-heptane chemical pathways for 3 %, 6 % and 9 % coflow
oxygen levels.
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(a) H mass fraction (b) HO2 mass fraction
(c) H formation rate (d) HO2 formation rate
Figure 24: Mass fractions and formation rates of H and HO2 for 3 %, 6 % and 9 % coflow oxygen levels.
5. Conclusions
Unsteady RANS simulations were carried out to investigate the characteristics of the n-
heptane turbulent flames in a jet-in-hot-coflow (JHC) burner. The PaSR combustion model
was used with detailed chemistry and a dynamic evaluation of the mixing timescale. The
results of these simulations were validated using newly available experimental data from
laser-based diagnostics. A detailed CFD analysis was carried out to develop a validated mod-
elling approach and support the interpretation of the experimental findings. The conclusions
from this work can be summarized as:
– A turbulent Schmidt number of 1.2 and the use of the Pope correction for the jet spread-
ing rate provide the most satisfactory predictions on mean temperature, OH and CH2O.
The turbulent Schmidt number used in the present work helps decreasing the turbulent
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di↵usivity of the chemical species, retarding ignition in agreement with the experimen-
tal observations.
– The numerically modelled flame weak-to-strong transition height depends on the thresh-
old value used for the OH number density. For threshold values above 5⇥1014 molecules/cm3,
a monotonic decreasing trend is observed as a function of the increasing oxygen level
in the coflow. However, such observation is not valid when the threshold OH number
density value is further reduced to 1⇥1014 molecules/cm3. In this case, non-monotonic
trend between flame weak-to-strong height and the coflow oxygen level is captured.
Therefore, changing the threshold of OH number density value can a↵ect the interpre-
tation of the current flame weak-to-strong height trend, and hence it also impacts the
classification of the flame.
– A transitional flame structure can be observed for the 3 % O2 case, based on the dis-
tribution of OH number density (threshold set to 1 ⇥ 1014 molecules/cm3), and on the
chemical timescale distribution. This is in agreement with the experimental findings.
– Two chemical pathways in n-heptane allow an alternative pyrolysis path with lower ac-
tivation energy in low temperature and low oxygen conditions. This leads to expanded
negative heat release region as the coflow oxygen level decreases; and such region is
not associated to a specific range of strain rates. Such observation indicates that none
of the three coflow oxygen level cases reach fully MILD condition.
It is more di cult to achieve MILD combustion using n-heptane than that with the simple
fuels like methane and ethylene. Due to the existence of two pyrolysis chemical pathways, the
appearance of the transitional structure in n-heptane flames happens at lower coflow oxygen
level compared to simpler fuels.
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Abstract
In this work, we present a detailed comparison between the conventional Partially Stirred Re-
actor (PaSR) combustion model and two implicit combustion models named Quasi Laminar
Finite Rate (QLFR) model and Laminar Finite Rate (LFR) model, respectively. Large Eddy
Simulation (LES) is employed and the Adelaide Jet in Hot Co-flow (AJHC) burner is chosen
as validation case. In the implicit combustion models, the filtered source term comes directly
from the chemical term, without inclusion of the turbulent e↵ect. Results have demonstrated
that the two implicit models have very similar behaviour compared with the conventional
PaSR model concerning the mean and root-mean-square of the temperature and species mass
fraction fields and they all give satisfactory predictions, especially the mean values. This
justifies the usage of implicit combustion models in low Damko¨hler number (Da 6 1.0) sys-
tems. The QLFR model is able to save ⇠3 times computational time compared with the LFR
model. Moreover, the comparison between two 4-step global mechanisms and a reduced 17
species 58 reactions skeletal mechanism proves the importance of using finite rate chemistry
approach in MILD combustion regime.
Keywords:
MILD combustion, Partially Stirred Reactor, Implicit sub-grid models, Adelaide JHC
burner, Detailed chemistry
1. Introduction
Moderate or Intense Low oxygen Dilution (MILD) combustion has the advantages of uni-
formly distributed temperature field, reduced NOx and soot formation, as well as higher fuel
⇤Corresponding author: Zhiyi.Li@ulb.ac.be
⇤⇤Corresponding author: Alessandro.Parente@ulb.ac.be
flexibility compared to the conventional combustion technologies [1, 2]. In MILD combus-
tion, reaction can occur over a wide range of turbulent scales instead of the smallest scale
in conventional combustion [3]. The system evolves towards a distributed reaction regime
and low temperatures, because of the high dilution level and the intense mixing between fuel
and hot-diluted oxidiser. This leads to higher chemical and lower mixing time scales, thus
to characteristic Damko¨hler number of order ⇠1 [1, 2]. As a result, combustion progress in
such systems cannot be described using models based on the principle of time scale separa-
tion [4], and models accounting for finite rate chemistry should be considered. In the present
paper, the Partially Stirred Reactor (PaSR) model [5] is considered. In PaSR, the influence
of the sub-grid fluctuations on the reaction rate is expressed with a factor , defined as the
ratio between the characteristic chemical time scale and the sum of the chemical and mixing
time scales. Recently, it was shown that  approaches 1 in MILD combustion, suggesting
that reacting structures can be fully resolved on the Large Eddy Simulation (LES) grid using
a laminar finite rate model [6].
Successful predictions of MILD systems are reported in the literature. Many contribu-
tions refer to lifted jet flames in vitiated co-flow [7], for which several investigations have
been carried out using Reynolds Averaged Navier-Stokes (RANS) simulation. In the context
of RANS simulation, di↵erent authors particularly focused on the over-prediction of tempera-
ture obtained using standard EDC constants. Adjusted EDC constants [8, 9] based on a fitting
procedure were used to alleviate the over-predicted temperature. Parente et al. [10] proposed
a dynamic expression of the EDC constants based on local values of turbulent Reynolds num-
ber ReT and Damko¨hler number, proving the importance of considering chemical time scale
in MILD combustion. However, despite high computational e ciency of RANS simulation,
steady-state assumptions are not able to capture non-equilibrium phenomena, such as local
extinction and re-ignition. To this end, Large Eddy Simulation (LES) can provide superior
results with respect to RANS. Ihme et al. [11, 12] carried out LES on the Adelaide Jet in Hot
Co-flow (AJHC) burner using a three-stream Flamelet Progress Variable (FPV) formulation.
Good agreement with the experimental measurements was observed for the mean tempera-
ture and specie mass fraction profiles. Afarin et al. [13] used PaSR to investigate the reaction
zone structure as well as the distribution of temperature and minor species mass fractions,
showing acceptable accuracy.
The present paper focuses on the applicability of di↵erent implicit combustion model for-
mulations under the framework of MILD combustion. The work focuses, in particular, on
MILD combustion, where finite-rate chemistry e↵ects are more relevant. The PaSR model
is benchmarked against two implicit formulations, the Laminar Finite Rate (LFR) and the
Quasi-Laminar Finite Rate (QLFR) formulations. In the LFR model, the mean source term is
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directly retrieved from the Arrhenius expression, while in the QLFR model, a time-splitting
approach is used, solving an Ordinary Di↵erential Equation (ODE) to describe the evolution
of species mass fractions within the LES residence time. The AJHC burner [7] is chosen as
the test case, as it provides high-fidelity measurements of mean and root-mean-square (rms)
temperature, mixture fraction, and species mass fraction for a MILD combustion prototype
system. All simulations are carried out using OpenFOAM, where the di↵erent models (PaSR,
QLFR and LFR) are implemented [10, 14]. Finite rate chemistry and multi-component
molecular species di↵usion are included in the calculation. The assessment of the model
performances is based on both the mean and variance of the temperature and species mass
fraction profiles.
2. Numerical Models
2.1. Turbulent Model
The one Equation Eddy Viscosity (oneEqnEddy) is chosen as the sub-grid turbulent
model [15]. In LES, the Favre-filtered governing equations of continuity, momentum, energy
and species are solved. The sub-grid stress tensor for the Favre-filtered momentum field,
expressed as
⌧i j = ⇢guiu j   ⇢u˜iu˜ j, (1)
requires a turbulence model. In oneEqnEddy model, ⌧i j is estimated by an subgrid-scale
eddy viscosity ⌫sgs and a resolved scale strain rate S i j:
⌧i j ⇡  2⌫sgsS i j. (2)
The sub-grid scale viscosity is computed as:
⌫sgs = Ck
q
ksgs , (3)
where Ck = 0.094,   is the grid size and ksgs is the sub-grid scale kinetic energy which is
solved through a dedicated transport equation [16].
2.2. Combustion Model
Two implicit models are compared with the conventional PaSR model. Their main fea-
tures and di↵erences are presented in Table 1.
3
Table 1: Characteristics of di↵erent combustion models (scaled CPU time based on KEE58 mechanism)
Combustion model PaSR QLFR LFR
Turbulent e↵ect Explicit Implicit Implicit
ODE integration Yes Yes No
Detailed chemistry Yes Yes Yes
Scaled CPU time 1 0.86 2.66
2.2.1. Partially Stirred Reactor model
The Partially Stirred Reactor (PaSR) [5] separates each computational cell into two zones.
Reaction happens only in a fraction of the cell, identified by the reacting fraction  [17]. Thus,
the mean source term can be expressed as:
!˙k = !˙
⇤
k(eY, eT ). (4)
In Equation 4, !˙⇤k(eY, eT ) represents the formation rate of species k based on the Favre-averaged
mass fractions of species in the cell. The term  is a coe cient which considers the non-
perfect mixing, calculated as:
 =
⌧c
⌧c + ⌧mix
, (5)
where ⌧c is the characteristic chemical time scale in each cell and ⌧mix is the mixing time
scale. In the present study, the chemical time scale of each species is estimated by ⌧c,k =
Y⇤k /(dY
⇤
k /dt), where Y
⇤
k and dY
⇤
k /dt are mass fraction of the kth species and the corresponding
formation rate in the reacting zone, respectively. The highest limiting value is chosen as the
characteristic chemical time scale, considering only active species (the species characterized
by an absolute rate of change (dY⇤k /dt) higher than a given threshold). The mixing time scale
is represented with the geometrical mean of the sub-grid velocity stretch time ( /v0) and the
Kolmogorov time scale ((⌫/✏sgs)1/2) [18].
2.2.2. Quasi Laminar Finite Rate model
Based on the PaSR model, the QLFR model is formulated merely by forcing  = 1.0 [19],
under the hypothesis that the mixing time scale is much smaller than the chemical time scale.
Therefore, the turbulent eddies are assumed to be able to penetrate into the flame structures
and the whole cell is like a Perfectly Stirred Reactor (PSR) [6]. In this time-splitting ap-
proach, the reactive zone is modelled as a reactor:
dYk
dt
=
!˙k
⇢
. (6)
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The term !˙k is the instantaneous formation rate of species k. The final integration of dYkdt over
the residence time ⌧ in the reactor is Y⇤k introduced in Section 2.2.1. The term !˙
⇤
k(eY, eT ) in
Equation 4 is thus estimated with:
!˙⇤k(eY, eT ) = (Y⇤k   eYk)/⌧. (7)
In the present work, ⌧ equals to CFD time step. As far as the CPU requirements are con-
cerned, the QLFR model allows saving additional time compared to PaSR model, as it does
not need any chemical time scale estimation for the evaluation of .
2.2.3. Laminar Finite Rate model
The Laminar Finite Rate model does not directly account for the e↵ect of turbulence in
the mean source term, and the mean formation rates are determined by Arrhenius expres-
sions [20]:
!˙k = Mk
NrX
r=1
ˆRk,r. (8)
In Equation 8, Mk is the molecular weight of species k and ˆRk,r is the Arrhenius rate of
creation/destruction of species k in reaction r. The LFR model is generally used for laminar
reacting flows [21] or in the context of Direct Numerical Simulation (DNS). In LES applica-
tions, the LFR model is valid when the grid size is su ciently small and the flame structure
is thick enough (low Damko¨hler number system). It is worth mentioning that the direct cou-
pling of source terms without a time splitting scheme imposes to use smaller time steps with
respect to the one required from the PaSR and QLFR models, to ensure simulation stability.
3. Validation Case
The Adelaide Jet in Hot Co-flow (AJHC) burner [7] emulates the MILD combustion with
a simple geometry. It is thus suitable for the LES analysis.
3.1. Experimental Basis
The AJHC burner has a central jet with the inner diameter of 4.25 mm and an annulus
pipe providing the hot co-flow with the inner diameter of 82 mm. The burner is mounted in
the wind tunnel (air is used as tunnel gas) with the cross section of 254 mm ⇥ 254 mm. The
central jet provides an equi-molar mixture of CH4 and H2. A secondary burner is mounted
upstream of the annulus pipe exit plane, providing the hot combustion products which mix
with air and nitrogen. The oxygen level is controlled to 3%, 6% and 9% by adjusting the
amount of air and nitrogen.
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Table 2: Boundary conditions for the AJHC burner
Profiles Central jet Annulus Tunnel
Velocity 58.74 m/s 3.2 m/s 3.3 m/s
Temperature 294 K 1300 K 294 K
The gas temperature and velocity profiles of the central jet, annulus and wind tunnel
are presented in Table 2. In this paper, the condition corresponding to a Reynolds number
of 10,000 and and co-flow oxygen content of 3% is studied. The mean and rms profiles of
temperature, mixture fraction and mass fractions of species (CH4, H2, H2O, CO2, N2, O2, NO,
CO, and OH) along the centerline as well as on the axial positions of 4/30/60/120/200 mm
are available for model validation. The mean experimental measurements data shown in the
validation work include the 99.99% confidence intervals as well.
3.2. Numerical Set-up
The simulation domain starts from the jet exit and extends 180 mm further downstream.
The radial direction expands 90 mm away from the centerline. The whole domain is dis-
cretized with a 3D cylinder structured mesh containing ⇠1.5 million cells. The energy re-
solved in the grid reaches at least 80% and more than 90% at several locations of interest,
indicating a su cient small grid size.
The LEMOS [22] inflow generation method for velocity field is applied on all the three
streams. The WaveTransmissive [23] boundary condition is used for pressure outlet.
Experimentally measured profiles (H2O, CO2 O2 species mass fractions and temperature)
are directly used as inflow data for the simulation. The Chapman-Enskog formulation is
employed for multi-component di↵usion. Three di↵erent chemical mechanisms, the 4-step
global mechanism from Jones and Lindstedt (JL) [24], the modified JL mechanism from
Wang et al. [25], as well as a reduced skeletal mechanism KEE58 [26] are considered. The
sampling locations are the centerline and 30/60/120 mm axial locations. Both mean and vari-
ance profiles are sampled. The mean value is obtained from the time averaged instantaneous
profiles. A 2D axi-symmetric sketch of the simulation domain and the sampling positions are
shown in Figure 1.
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Figure 1: 2D axi-symmetric sketch of the AJHC burner with the instantaneous temperature profile and sampling
locations.
4. Results and Discussion
In Section 4.1, the simulation results from the two implicit combustion models are com-
pared with the PaSR model and the experimental data. The comparison between a global and
a skeletal chemistry is discussed in Section 4.2, demonstrating the importance of finite rate
chemistry in MILD combustion.
4.1. Conventional and implicit combustion models
Firstly, the mixture fraction profiles provided by the three models are compared in Fig-
ure 2, using Bilger’s definition [26], to assess the ability of the di↵erent approaches to de-
scribe the mixing process. The mean mixture fractions (fmean) provided by the di↵erent mod-
els are almost identical. One can conclude that the mixing field is well predicted, even though
slight under-prediction is observed close to jet exit position for z 6 45 mm.
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Figure 2: Mean mixture fraction (fmean) profile provided by the conventional PaSR model, PaSR based QLFR
model and LFR model at several sampling locations compared to the experimental measurements. Kinetic
mechanism: KEE58.
In order to assess the possibility of using implicit combustion models, the averaged values
of  and Damko¨hler number obtained with the PaSR model are presented. In Figure 3, the
averaged  values are shown with mean temperature profile in background. It can be observed
that, in the areas where combustion takes place (from z = 30 mm onward),  values are in the
range from 0.9 to 1.0, indicating that most of the cell is occupied by reacting structures. In
Figure 4, the radial profiles of  and Damko¨hler number are plotted at selected axial locations
(30/120 mm). It can be observed that  is always larger than 0.9 and Damko¨hler number is
always smaller than 0.15 at both locations.
Figure 3: mean  field (mean temperature in background, axis unit: m).
The mean temperature profiles provided by the three combustion models are compared
to the experimental data at di↵erent sampling locations in Figure 5. The temperature profiles
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Figure 4: mean  and mean Damko¨hler number at 30 mm and 120 mm axial locations
are similar, showing only minor di↵erences between each other and very good predictions
of experimental data. At 30 mm axial position (z = 30 mm), the LFR model underpredicts
the mean temperature peak by 100 K, and the peak temperature is only slightly higher than
the co-flow temperature, suggesting later ignition with respect to the other models. This is
confirmed by the analysis of the OH contour plots (see Supplementary Material), showing
higher lift-o↵ height for the LFR model. Very satisfactory agreement with the measurement
data is observed at 120 mm axial location for all the three models. The QLFR model predicts
the peak temperature exactly (1 K di↵erence), while PaSR and LFR models over-predict and
under-predict the value by 15 K and 40 K, respectively. Regarding the centerline profile,
the later ignition predicted by LFR model corrects the slight over-prediction (around 7%)
of mean temperature by the other two models. Interestingly, the results obtained with the
PaSR and QLFR models are almost overlapping, indicating that the approximation of  = 1.0
is appropriate and thus the assumption of an implicit closure is suitable for the investigated
system. The mean profiles obtained are also similar compared to the ones presented in the
research work of Ihme et al. [12]. In the present work, more accurate temperature predictions
are obtained at the 30 mm and 60 mm axial locations.
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Figure 5: Mean temperature profile provided by the conventional PaSR model, PaSR based QLFR model and
LFR model at several sampling locations compared to the experimental measurements. Kinetic mechanism:
KEE58.
The rms value of temperature is shown in Figure 6. The first peak at axial 30 mm and
60 mm locations are well predicted by all the three models. Some under-predictions can be
observed for the prediction of the second peak, indicating that the interaction between co-
flow and air stream is under-estimated by the model. At 120 mm axial location, the PaSR
model over-predicts the peak value by 13 % while LFR model under-predicts by 24 %. The
QLFR model predicts the peak value better than the previous two models, showing an under-
prediction of 8 %.
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Figure 6: Root-mean-square (rms) temperature profile provided by the conventional PaSR model, PaSR based
QLFR model and LFR model at several sampling locations compared to the experimental measurements. Ki-
netic mechanism: KEE58.
The mean and rms of species mass fraction of the oxidizer and products are shown in
Figures 7 - 9 as well. All models show good agreement with the experimental data at 120 mm
axial location for the mean O2 and H2O profiles (Figure 7). Slight shifting of the peak value
is observed at axial 60 mm for the mean H2O plot when using the PaSR approach. As far as
the O2 and H2O rms values are concerned (Figure 8), some under-predictions are observed
at z = 60 mm, although the qualitative trend is well captured. At z = 120 mm, the QLFR
model well captures the H2O rms peak value, while PaSR and LFR models over-predict and
under-predict the experimental peak value by 11 % and 18.5 %, respectively.
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Figure 7: Mean O2 and H2O mass fraction profile provided by the conventional PaSR model, PaSR based
QLFR model and LFR model at two sampling locations (axial 60/120 mm) compared to the experimental
measurements. Kinetic mechanism: KEE58.
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Figure 8: Root-mean-square (rms) O2 and H2O mass fraction profile provided by the conventional PaSR model,
PaSR based QLFR model and LFR model at two sampling locations (axial 60/120 mm) compared to the exper-
imental measurements. Kinetic mechanism: KEE58.
The CO mass fraction distribution is generally hard to capture in the AJHC system [12],
because the hot and diluted conditions modify the CO/CO2 conversion rates [27]. In Figure 9,
both the mean and rms value of CO are presented. The PaSR model estimates well the mean
and variance peak value at z = 120 mm and centerline profile, except for variance when
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z > 150 mm. The QLFR model provides results very close to PaSR, thus confirming the
pertinence of the hypothesis of  = 1. The LFR model underestimates the mean CO peak
value by 17 % at z = 120 mm as well as the centerline profile. The CO profiles obtained from
LFR model confirm that using this approach leads to an under-estimation of the intensity of
turbulence/chemistry interactions with respect to the other two models.
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Figure 9: Mean and root-mean-square (rms) COmass fraction profile provided by the conventional PaSRmodel,
PaSR based QLFR model and LFR model at two sampling locations (centerline and axial 120 mm) compared
with the experimental measurements. Kinetic mechanism: KEE58.
4.2. Detailed chemistry approach
To investigate the relevance of the kinetic mechanism on the results, two global 4-step
mechanism are benchmarked against the KEE58 mechanism in Figure 10, using the conven-
tional PaSR model. In Figure 10, 4step denotes the original JL mechanism [24], 4step-mod
represents the modified JL mechanism from Wang et al. [25] and KEE58 indicates the KEE
mechanism [26].
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Figure 10: Mean temperature profile provided by the conventional PaSR model using a global chemistry and a
skeletal mechanism at several sampling locations compared to the experimental measurements.
The original JL mechanism provides acceptable predictions of the temperature field, al-
though slight over predictions are observed for the mean radial temperature profiles at both
z = 60 mm and z = 120 mm, by 45 K and 74 K, respectively. The modified JL mechanism
is able to correct the over-prediced temperature peak from the original one, showing results
closer to that obtained with the KEE58 mechanism. However, the main advantage associ-
ated to the use of more detailed mechanism can be found when looking at the species mass
fraction profiles of the products. In Figure 11, the centerline and downstream (120 mm) ra-
dial profiles of CO2 and H2O mean species mass fraction are compared to the experimental
data. It can be appreciated how the use of the original JL mechanism leads to a significant
over-prediction of the mean CO2 mass fraction while under-predicting H2O levels. On the
opposite, the modified JL mechanism provides a strong under-prediction of the mean CO2
values and over-predicting H2O mass fraction.
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Figure 11: Mean CO2 and H2Omass fraction provided by the conventional PaSRmodel using a global chemistry
and a skeletal mechanism at two sampling locations (axial 120 mm and centerline) compared to the experimental
measurements.
To further compare the global and skeletal mechanisms, Figure 12 presents the contour
plot of mean CO mass fraction, as provided by the KEE58 (left) and the original JL (right)
mechanisms, respectively. Figure 12 clearly shows that the global scheme predicts a very fast
CO/CO2 conversion and fails in predicting any CO formation downstream of the flame, thus
leading to the over-estimation of CO2 levels observed in Figure 11.
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Figure 12: Contour plot of mean CO mass fraction profile obtained using a skeletal (left) mechanism and a
global (right) mechanism.
5. Conclusions
In the present work, Large Eddy Simulations of AJHC burner are carried out with the
purpose of investigating the applicability of implicit combustion models in MILD combus-
tion. Two implicit combustion models, (QLFR and LFR) are benchmarked against the PaSR
approach for turbulence/chemistry interactions. Two 4-step global mechanisms and a skeletal
mechanism are used. The conclusion can be summarized as follow:
– High  (close to 1.0) and low Damko¨hler number (6 0.15) values are shown by the
PaSR model in the reaction zones.
– Among the two implicit combustion models, the QLFR model provides results that
are very close to the PaSR model, thus confirming that  values are close to 1.0. The
LFR model generally under-predicts the level of turbulence/chemistry interactions in
the flame. However, it predicts the centerline mean temperature correctly.
– Global mechanisms cannot faithfully predict the main products mass fractions, con-
firming the need of finite rate chemistry in MILD combustion.
The obtained results and conclusions justify the application of implicit closures in the
context of MILD combustion. The choice between the di↵erent approaches shown here in
16
realistic configurations will depend on the local Da and Re numbers as well as on the size of
the chemical mechanism employed.
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Abstract
The present paper focuses on the Large Eddy Simulation of a jet-in-hot-coflow burner oper-
ating in MILD condition. Several operating conditions with varied coflow oxygen levels and
jet Reynolds numbers are considered. The conventional Partially Stirred Reactor combustion
model is compared with two implicit models and one dynamic formulation, evaluating the
mixing time scale with the ratio of mixture fraction sub-grid fluctuation and mixture fraction
dissipation rate. Results from the cases with di↵erent coflow oxygen levels (3%/6%/9% by
mass, Reynolds number = 10 k) demonstrate that the two implicit models provide predic-
tions of the mean and root-mean-square of the temperature and species mass fraction fields
very similar to the conventional PaSR model. Moreover, they all give satisfactory predic-
tions compared to experimental data, especially the mean values. When the jet Reynolds
number is increased from 10 k to 20 k, the conventional estimation of the mixing time scale
does not allow capturing the typical extinction and re-ignition behaviour of the flame at 3%
O2 level. On the other hand, the dynamic mixing model is able to capture the re-ignition
process, improving the accuracy of predictions.
Keywords: MILD combustion, dynamic Partially Stirred Reactor model, mixing time scale,
Large Eddy Simulation, jet-in-hot-coflow burner
1. Introduction
Novel combustion technologies with low emissions, high e ciency and fuel flexibility
have become essential under the current challenges of energy shortage and increasing air
⇤Corresponding author: Zhiyi.Li@ulb.ac.be
⇤⇤Corresponding author: Alessandro.Parente@ulb.ac.be
pollution. Among them, Moderate or Intense Low oxygen Dilution (MILD) combustion has
gained increasing attention for the past few decades [1–3]. In industrial applications, MILD
combustion is often achieved by promoting strong flue gas recirculation within the reaction
region, by means of high velocity fuel jets [4]. The mixture is heated above the self-ignition
temperature, leading to distributed oxidation conditions and reduced combustion noise [1].
The reactivity is reduced because of dilution and this results in a more uniform temperature
field. The absence of temperature peaks strongly inhibit thermal NOx production [1, 2].
Such conditions are favorable to complete combustion with very low CO [5, 6] and soot
emissions [7, 8].
Simplified lab-scale axis-symmetric jet burners are generally used to emulate MILD con-
dition, to decrease the influence of geometric complexity encountered in practical devices—
for example, the jet-in-hot-coflow (JHC) burners [9, 10]. Dally et al. [10] carried out ex-
periments on this burner using an equimolar fuel mixture of CH4 and H2. Di↵erent oxygen
levels (3%, 6% and 9%) in the oxidiser coflow were achieved with the addition of nitrogen.
They concluded that the production of CO, NO and OH are suppressed by reducing the oxy-
gen level in the hot and diluted coflow. Numerical investigations on the JHC burners with
a hot coflow stabilizing the flame were carried out mostly using Reynolds Averaged Navier-
Stokes (RANS) [4, 11–22] simulation. There are only a few with Large Eddy Simulation
(LES) [23–26]. Labahn et al. and Bhaya et al. [26] investigated the JHC burner with Dutch
natural gas as fuel with two di↵erent Reynolds numbers. Ihme et al. [24] showed LES pre-
dictions of the JHC burner fed with CH4/H2 as fuel using a three streams flamelet/progress
variable approach.
The distinguishing feature of MILD combustion is the very strong interactions between
the fluid mixing and chemical kinetics, so that models based on the separation between turbu-
lent and chemical time scales are not suitable to describe the complex interactions occurring
in such a regime [27]. Therefore, models that account for finite-rate chemistry e↵ects must
be considered. Considering the balance between the accuracy of detailed chemistry and the
request of CPU hour, there are several models available. For example, reactor-based mod-
els such as the Eddy Dissipation Concept (EDC) [28–30] model and the Partially Stirred
Reactor (PaSR) [31] model. In EDC and PaSR, each computational cell is separated into
two zones, the reactive zone for chemical reactions and the surrounding fluid representing
mixing process. The closure of the mean reaction term is then based on a factor accounting
for mixing and chemical time scales. Recently, several studies have focused on the use of
implicit combustion models [32, 33] in the context of LES. The assumption here is that the
LES grid is fine enough to resolve the flame structure. While this appears as a very rough
assumption for several combustion applications, the use of implicit models have been proven
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appropriate in the context of MILD combustion [32, 33], due to the distributed features of
such a combustion regime. As a result, the whole cell can be considered as a Perfectly Stirred
Reactor (PSR) and the filtered source term comes directly from the chemical term, without
inclusion of the turbulent e↵ect. On the other hand, in the PaSR approach, the interaction
between turbulence and chemistry is represented with a factor , which is defined as the ratio
between the chemical time scale and the sum of mixing and chemical time scales. PaSR
models the combustion process as a sequence of reaction and mixing processes in local uni-
form regions. Both the chemical and mixing time scales are included in the model explicitly,
allowing more comprehensive descriptions on turbulence/chemistry interactions. Therefore,
its performances strongly depend on the accurate estimation of mixing and chemical time
scales.
Regarding the evaluation of mixing time scale, Ka¨rrholm [34] and Nordin [35] estimated
the mixing time scale as a certain fraction of the integral one, using a mixing constant Cmix
ranging from 0.001 to 0.3 [35]. Chomiak [36] estimated the mixing time from the geometric
mean of integral and Kolmogorov mixing time scales. Ferraroti and Li et al. [22, 37] proposed
a dynamic estimation of the mixing time scale in PaSR using the ratio of variance of mixture
fraction and mixture fraction dissipation rate which come from solving three extra trans-
port equations. Improvements on the predictions of species mass fractions and temperature
were observed with the dynamic method [22, 37] in the Reynolds Averaged Navier-Stokes
(RANS) framework. For the choice of mixing time scale in Large Eddy Simulation (LES),
Afarin et al. [38] related the characteristic time scale to the e↵ective viscosity, mean density
and sub-grid scale turbulent dissipation. Fureby et al. [39] estimated the mixing time with the
geometric mean of Kolmogorov time scale and sub-grid velocity stretch time. Li et al. [33]
tested such approach on the LES of the Adelaide JHC burner. However, most of the above
mentioned mixing models are defined globally and they are limited by the filter width. More-
over, the dynamic mixing model formulation validated in RANS has not yet been extended
and validated in the context of LES.
To further test di↵erent formulations of the finite-rate models and to validate a dynamic
model for mixing time scale estimation in LES, numerical simulations of the JHC burner with
various coflow oxygen levels and fuel jet Reynolds numbers were carried out and the results
are presented in the current article. A mesh resolution convergence study is first presented.
Following that, e↵ect of the increasing oxygen level in the coflow is analysed. Following up
on a previous study by the same Authors [33]on the e↵ect of the combustion closures for the
3% oxygen coflow level case, the analysis for the 6 and 9% cases is carried out. Finally, a
dynamic estimation of mixing time scale in LES is tested and compared with the conventional
definitions of mixing time in PaSR. Two fuel jet Reynolds number cases are chosen, the 10 k
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and 20 k. The objective of the present article is to provide a comprehensive view on finite-rate
chemistry approaches for the LES simulation under MILD conditions.
2. Methodology
2.1. Turbulence Model
In LES simulations, the filtered (denoted with ˜) governing equations of mass, momen-
tum, chemical species and energy are solved [40] :
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In Eqn. 1 - 4, ⇢, u, p represent the density, velocity and pressure respectively; h is the
enthalpy;   is the thermal conductivity. The terms Vs,iYs and  @T@xi are filtered laminar di↵usion
fluxes for species and enthalpy which is modelled through a simple gradient assumption.
The unresolved Reynolds stresses need to be modelled:
Ti j =
⇣guiu j   euieuj⌘ , (5)
which requires a turbulence model. The one Equation Eddy Viscosity (oneEqnEddy) is cho-
sen as the sub-grid turbulent model [41]. In oneEqnEddy model, Ti j is estimated by an
subgrid-scale eddy viscosity ⌫sgs and a resolved scale strain rate S i j:
Ti j =  2⌫sgsS i j + 13⌧
sgs
ii  i j. (6)
The sub-grid scale viscosity is computed as:
⌫sgs = Ck
q
ksgs , (7)
where Ck = 0.094,   is the grid size and ksgs is the sub-grid scale kinetic energy which is
solved through a dedicated transport equation [42]:
4
@(⇢ksgs)
@t
+
@(⇢ujksgs)
@x j
  @
@x j
"
⇢
⇣
⌫ + ⌫sgs
⌘ @ksgs
@x j
#
(8)
=  ⇢⌧i j : S i j   C✏ ⇢k
3/2
sgs
 
, (9)
in which where the operator : is a double inner product and C✏ is a constant qhich equals to
1.048.
2.2. Partially-Stirred Reactor model and implicit LES combustion models
2.2.1. Partially-Stirred Reactor model
In the assumption of the Partially Stirred Reactor (PaSR) [31] model, each computational
cell is separated into two zones, the reactive zone and surrounding fluid zone. Reaction
happens only in a fraction of the cell which is represented by the term  [34]. The mean
source term is obtained from the mixing between the products from the reactive zone and
surrounding fluid:
!˙s = !˙
⇤
s(eY, eT ). (10)
In Equation 10, !˙⇤s(eY, eT ) represents the formation rate of species s based on the filtered
mass fractions of species in the reactive zone that is modelled as a Perfectly Stirred Reactor
(PSR) [43]:
dYs
dt
=
!˙s
⇢
. (11)
The term !˙s is the instantaneous formation rate of species s. The final integration of dYsdt over
the residence time ⌧ in the reactor is Y⇤s , the species mass fraction in the reactive zone. The
term !˙⇤k(eY, eT ) in Equation 10 is thus estimated with:
!˙⇤s(eY, eT ) = (Y⇤s   eY0s )/⌧, (12)
where eYs is the species mass fraction in the surrounding fluid. In the present work, ⌧ equals
to CFD time step.
The term  is calculated as:
 =
⌧c
⌧c + ⌧mix
, (13)
in which ⌧c and ⌧mix are the characteristic chemical time scale and mixing time scale, respec-
tively.
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2.2.2. Quasi-Laminar Finite Rate model
Based on the PaSR model, the QLFR model is formulated merely by forcing  = 1.0 [44],
under the hypothesis that the mixing time scale is much smaller than the chemical time scale.
Therefore, the turbulent eddies are assumed to be able to penetrate into the flame structures
and the whole cell is like a Perfectly Stirred Reactor (PSR) [43].
2.2.3. Laminar Finite Rate model
The Laminar Finite Rate model does not directly account for the e↵ect of turbulence in
the mean source term, and the mean formation rates are determined by Arrhenius expres-
sions [32]:
!˙k = Mk
NrX
r=1
ˆRk,r. (14)
In Equation 14, Mk is the molecular weight of species k and ˆRk,r is the Arrhenius rate of
creation/destruction of species k in reaction r.
2.3. Mixing time scale evaluation
The mixing time scale can be evaluated with various forms [22, 37]. Under current LES
frame, three approaches are considered:
Kolmogorov time scale. In combustion systems, it is often assumed that reactions happen at
the dissipation scales, of the order of the Kolmogorov one, ⌧mixK =
p
⌫/✏sgs [4], where ⌫ is
the kinematic viscosity and ✏sgs is the turbulence kinetic energy dissipation rate. In MILD
combustion, reactions can occur over a wide range of flow scales [2], and the use of the
Kolmogorov mixing time scale might lead to inaccurate predictions [45], as shown in some
RANS simulations [22].
Geometric mean of Kolmogorov time scale and sub-grid velocity stretch time. Since the flame
structures in a 3D volume are generally anisotropic (sheets, ribbons, and tubes), the influence
from the sub-grid velocity stretch shall be considered [39] in mixing time calculation. There-
fore, another approach is to use the geometrical mean of the sub-grid velocity stretch time
( /v0) and the Kolmogorov time scale ((⌫/✏sgs)1/2) [39]:
⌧mix =
s
 
v0
⌫
(✏sgs)1/2
. (15)
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Dynamic mixing time. Amore comprehensive approach consists in the dynamic estimation of
mixing time scale. It is based on the ratio of the scalar variance, f 002, to the scalar dissipation
rate, e✏  [46]:
⌧mixDynamic =
f 002e✏  . (16)
The scalar of mixture fraction f is selected here. Therefore, the scalar variance and dissipa-
tion rate take the form of the mixture fraction sub filter variance (gf 002) and mixture fraction
dissipation rate (e ). Transport equations are solved to get these values.
In LES of reacting flows, transport equation for scalar dissipation rate e  requires addi-
tionally closures for the gradients of di↵usivity and density [47]. To limit the appearance of
unclosed terms, instead,]|r f |2 is solved, by using Eqn. 17 [47]:
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in which Df is the scalar di↵usivity. In Eq. 17, Cprd=1.0 and Cdis is determined by the sub-
filter scalar variance coe cient: Cdis = 12Cvar. In the present approach, Cvar is evaluated
with [47]:
Cvar = gf 002/( 2|ref |2). (18)
The scalar dissipation rate is then calculated as e  = 2Df]|r f |2.
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The sub-filter mixture fraction variance gf 002 can not be obtained directly by solving a
transport equation as what is often done in RANS, because it is the sub-grid value under LES
framework. Therefore, Eqn. 19 is used:
gf 002 = ef 2   (ef )2. (19)
The term ef 2 is then obtained from solving a transport equation:
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and the filtered mixture fraction transport equation shall be solved to get ef :
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In the end, the dynamic mixing time scale is expressed as:
⌧mixDynamic =
gf 002e  = ef 2   (ef )
2
2Df]|r f |2
. (22)
2.4. Chemical time scale evaluation
For the evaluation of chemical time scale, Fox [48, 49] suggested using the eigenvalues of
the Jacobian matrix J of the chemical source terms. After the decomposition of the Jacobian
matrix, the chemical time scale is estimated with the inverse of the eigenvalues  s:
⌧c,s =
1
| s| . (23)
The decomposition of the source term Jacobian matrix is accurate but time consuming,
especially when large scale simulations with much detailed mechanism is used. The forma-
tion rate based characteristic time scale evaluation is a simplified approach. Instead of getting
the chemical time scale for each species from the Jacobian matrix decomposition, the ratio
of species mass fraction and formation rate in the reactive structure is directly used [21, 36],
approximating the Jacobian diagonal terms:
⌧c,s =
Y⇤s
|dY⇤s /dt| , (24)
where Y⇤s and dY⇤s /dt are mass fraction of the sth species and the corresponding formation rate
in the reacting zone, respectively. In Eqn. 24, ⌧c,s is the characteristic time scale of a single
species. After removing the dormant species (characterised by infinite time scale values), the
slowest chemical time scale ⌧c is chosen as leading scale for the evaluation of .
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3. Model validation
3.1. Experimental data
The JHC burner emulates MILD combustion with a simplified geometry. There is an
insulated and cooled central jet with the inner diameter of 4.25 mm, and it provides an equi-
molar mixture of CH4 and H2. The burner has an annulus pipe with a secondary burner
mounted upstream. The burner provides hot combustion products, which are further mixed
with air and nitrogen to control the oxygen levels to 3%, 6% and 9% in mass fraction. Only
the 3% coflow case reaches MILD condition before the entrainment of higher concentration
of oxygen in the air stream, starting from around the axial location of 100 mm. The annulus
that provides hot coflow has the inner diameter of 82 mm. The whole burner is located in a
wind tunnel with the cross section of 254 mm ⇥ 254 mm. In Fig. 2, a 2D simple sketch of the
investigated area in the numerical modelling is presented. In the current study, four cases with
three di↵erent co-flow oxygen contents and two fuel jet Reynolds numbers are investigated,
as highlighted in Table 1. The central jet, annulus and wind tunnel gas temperatures and
velocities are presented in Table 2.
Table 1: Investigated cases
Co-flow oxygen level: 3% 6% 9%
Re = 10 k X X X
Re = 20 k X
Table 2: Physical properties of the jet (Central jet velocity is for the Re = 10 k case.)
Profiles Central jet Annulus Tunnel
Velocity (10 k) 58.74 m/s 3.2 m/s 3.3 m/s
Velocity (20 k) 117.48 m/s 3.2 m/s 3.3 m/s
Temperature 294 K 1300 K 294 K
9
Figure 1: two-dimensional sketch of the Jet in Hot Co-flow burner.
The mean, variance (RMS) and scattered data of temperature and various species mass
fractions (CH4, H2, H2O, CO2, N2, O2, NO, CO, and OH), along the centerline as well as on
the di↵erent axial locations of 30/60/120/200 mm (z = 30/60/120/200 mm ), are available for
validation. The experimental profiles used for comparison include both the mean values and
the error bar with 99.99% confidence interval associated with a Student0s distribution for the
true mean value [50].
3.2. Numerical set-up
The simulation domain starts from the jet exit and extends 180 mm further downstream.
The radial direction expands 90 mm away from the centerline. The whole domain is dis-
cretized with a three-dimensional cylinder structured mesh. Four meshes with di↵erent reso-
lution are used. They have ⇠0.5/1.0/1.5/2.0 containing million cells. The LEMOS [51] inflow
generation method for velocity field is applied on all the three streams-jet, coflow and tunnel
air. Experimentally measured profiles (H2O, CO2 O2 species mass fractions and temperature)
at the axial location of 4 mm are directly used as inflow data for the simulation. A reduced
skeletal mechanism KEE58 [52] is used for finite-rate chemistry calculations. The sampling
locations are at the centerline and 30/60/120 mm axial locations. Both mean and variance
profiles are sampled after more than 16 times of flow through of the jet.
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4. Results and discussion
In this section, the modelling results from various mesh resolution, coflow oxygen level
and the mixing time scale evaluation method are presented and validated against the experi-
mental data.
4.1. Mesh resolution test
The proper choice of mesh resolution is of great important in the current simulation.
Firstly, the mesh size should be fine enough so that the assumptions on implicit models are
valid—distributed flame structure can be resolved with the LES grid. Regarding this, more
detailed discussion based on the Damko¨hler number and  value distribution have been pro-
vided in the paper published by the authors [33]. On the other hand, mixing time scale
evaluation using the Kolmogorov chemical time scale ⌧mixK =
p
⌫/✏sgs and geometric mean
of Kolmogorov time scale and sub-grid velocity stretch time
q
 
v0
⌫
(✏sgs)1/2
limits the cell size.
When the cell size is reduced, the sub-grid turbulent energy dissipation rate ✏sgs is decreased
accordingly, so does the filter size  . Therefore, with su ciently small grid size, the two
above mentioned approaches for the estimation of mixing time scale is not valid. So does the
estimation of :  =
⌧c
⌧c + ⌧mix
.
In Figure 1, the mean temperature profiles from simulations with di↵erent mesh resolution
for the 3% oxygen level and 10 k Reynolds number case is presented. The axial locations
of z = 30/60/120 mm and centerline are sampled and compared with the experimental data.
There is no evident di↵erence regarding the mean temperature values on z = 30/60 mm and
centerline. On z = 120 mm, the mean temperature peak value is over-predicted by ⇠100 K
with the 0.5 million mesh and ⇠50 K with the 1.0 and 2.0 million meshes. The prediction
from the 1.5 million mesh keeps within the errorbar range.
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Figure 2: Mean temperature profiles from simulations with di↵erent mesh resolutions (⇠0.5/1.0/1.5/2.0 million
cells) for the 3% oxygen level and 10 k Reynolds number case compared with experimental data.
For the root-mean-square (RMS) temperature profiles at z = 120 mm, the di↵erences can
be further captured. The value for the RMS temperature is increasing with finer mesh, until
the mesh with 1.5 million cells—good agreement with the measurement data can be obtained.
For the 2.0 million cells mesh, similar RMS peak value is shown while slight under prediction
can be seen at around r = 20 mm.
Figure 3: RMS temperature profiles from simulations with di↵erent mesh resolutions (⇠0.5/1.0/1.5/2.0 million
cells) for the 3% oxygen level and 10 k Reynolds number case compared with experimental data.
The mean species mass fraction of H2O from the four meshes are also compared in Fig-
12
ure 4. No major di↵erence is found and so does the prediction for mean CO and CO2 mass
fraction (not shown here for brevity). However, for the RMS profiles in Figure 5, as it has
been observed with the temperature RMS, the low resolution meshes (0.5 million and 1.0
million) are not able to predict the sub-grid fluctuations well. For the peak value, the 1.5 and
2.0 million meshes are preferred compared with the experimental data—yet, the 2.0 million
mesh presents under-prediction at the location between r = 10 mm and 20 mm.
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Figure 4: Mean H2O mass fraction profiles from simulations with di↵erent mesh resolutions (⇠0.5/1.0/1.5/2.0
million cells) for the 3% oxygen level and 10 k Reynolds number case on z = 120 mm compared with experi-
mental data.
13
Figure 5: RMS H2O mass fraction profiles from simulations with di↵erent mesh resolutions (⇠0.5/1.0/1.5/2.0
million cells) for the 3% oxygen level and 10 k Reynolds number case compared with experimental data.
The energy resolved at selected locations (z = 60/120 mm) with the four meshes is demon-
strated in Figure 6. The coarse meshes (0.5 and 1.0 million) resolve low amount of energy
which falls below 80% at some radial locations, especially for r6 40 mm. The higher resolu-
tion meshes (1.5 and 2.0 million) have similar amount of energy resolved with each other at
the selected locations and it is above 80%. Therefore, in summary, considering the accuracy
and e ciency of simulation, as well as the mixing time scale evaluation and the application
of implicit combustion models, the 1.5 million mesh is more suitable than the other ones in
the current research work. It is therefore used for the rest of simulations.
Figure 6: Amount of energy solved from simulations with di↵erent mesh resolutions (⇠0.5/1.0/1.5/2.0 million
cells) for the 3% oxygen level and 10 k Reynolds number case.
4.2. The influence of coflow oxygen level
The investigated case include three oxygen levels, fixing jet Reynolds number at Re =
10 k. Increased oxygen level in the coflow could lead to earlier ignition of the flame and
more heat release. In Figure 7, the mean OH mass fraction distribution for the three coflow
oxygen cases along with the heat release rate (HRR) contour plots at the level of 1 ⇥ 1016,
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1 ⇥ 1017 as well as 2 ⇥ 1017 W/m3 are presented. Compared to the other two higher oxygen
level cases, the 3% case shows very weak mean OHmass fraction profile, especially at around
z = 0.11 m. After z = 0.12 m, the OH level is increased, because that the oxygen from the
air stream starts to penetrate and react with the fuel. Such transition can also be observed
from the contour lines of HRR. Starting from z = 0.11 m until z = 0.14 m, there is a break
for the HRR contour line of 1 ⇥ 1017 and 2 ⇥ 1017 W/m3, implying that the lack of oxygen in
the coflow has lead to slight local extinction. For the 6% case, the 1 ⇥ 1017 W/m3 level HRR
is continuous. However, the 2 ⇥ 1017 W/m3 shows short break between z = 0.11 m and z =
0.12 m. Close to the jet exit location, based on the OH mass fraction value, all of the three
cases are slightly lifted. The 9% case is ignited and releases heat faster than the other two
cases—the contour lines of the HRR values of 1 ⇥ 1016, 1 ⇥ 1017 and 2 ⇥ 1017 W/m3 almost
overlap with each other. On the contrary, for the 3% case, larger distance is observed between
the 1 ⇥ 1016 and 1 ⇥ 1017 contour lines. Compared to the 9%, the ignition of the low oxygen
level case is less intense.
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(a) 3%, Re = 10 k
(b) 6%, Re = 10 k
(c) 9%, Re = 10 k
Figure 7: Mean OH mass fraction contour plot with heat release rate (HRR) contour lines from the three oxygen
level cases. The unit of HRR is W/m3.
The di↵erence in HRR is revealed on temperature directly. In Figure 8, the mean temper-
ature profiles from simulations with PaSR model are validated against the experimental data
for oxygen levels of 3/6/9%. The geometric mean of Kolmogorov time scale and the sub-grid
velocity stretching time is used for the mixing time scale to evaluate . Both numerical and
experimental results show elevated mean temperature peak value with increased coflow oxy-
16
gen level. Satisfactory agreement with the measured data is obtained for the peak value and
location at z = 30/60 mm for all the cases. At z = 120 mm, the 3% is better predicted than
the other two cases, for which the mean temperature is over-predicted both by around 110 K.
For the H2O production, as shown in Figure 9, good agreement is obtained at all sampled
locations for all the three oxygen level cases.
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Figure 8: Mean temperature plot at sampled locations from the three oxygen level cases compared with the
experimental data.
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Figure 9: Mean mass H2O fraction plot at sampled locations from the three oxygen level cases compared with
the experimental data.
In Figure 8 and 9, the modelled profiles from only PaSR is presented. The two implicit
models, QLFR and LFR provide simulation results very similar with the PaSR model. They
are not presented here. Such similarity is not only valid for mean temperature and major
species like CO2 and H2O, but also minor species like CO and the rms value of CO, shown
in Figure 10 and 11. The mean CO mass fraction value before z = 60 mm has two peak
values. The second one comes from the combustion products mixing with the air in the
coflow region. Concerning the first peak, all three models provide numerical values that are
very close to the experimental data, for the 3% and 6% cases. Over-predictions are captured
at z = 30/60 mm for the 9% case, by 38% and 17%, respectively. At z = 120 mm, the
selected models predict all three cases with satisfaction.For the RMS CO mass fraction, no
over-prediction is observed, while under-prediction exist, particularly at the location of the
second peak. Since the RMS value is not provided directly as boundary condition, the under-
prediction of the second peak indicates that the interaction between the air and coflow stream
may not be well simulated.
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Figure 10: Mean CO mass fraction plot at sampled locations from the three oxygen level cases compared with
the experimental data. Three combustion models: PaSR, QLFR and LFR are used.
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Figure 11: RMS CO mass fraction plot at sampled locations from the three oxygen level cases compared with
the experimental data. Three combustion models: PaSR, QLFR and LFR are used.
From the line plot in Figure 10, it is observed that the CO peak value at the selected axial
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locations is reduced with decreased coflow oxygen levels. The CO production in the whole
system can be better appreciated with the 2D contour plot in Figure 12. All three sub-figures
show low level of CO in the coflow stream, coming from the boundary condition. On the
reaction layer with high HRR, it is the same for all the coflow oxygen level cases that not
much CO can be maintained after produced. They are mostly converted to CO2. However,
in the fuel stream, the 9% is showing much higher value of CO mass fraction compared to
the other lower oxygen cases—three times of the 3% case. Such conclusion agrees with the
experimental findings from Dally et al. [10] and it is also an important characteristic of MILD
combustion.
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(a) 3%, Re = 10 k
(b) 6%, Re = 10 k
(c) 9%, Re = 10 k
Figure 12: Mean CO mass fraction contour plot with heat release rate (HRR) contour lines from the three
oxygen level cases. The unit of HRR is W/m3.
In summary, the observations obtained above implies that the increased coflow oxygen
level promotes the ignition of the current flame and the entrainment of air into the fuel stream
helps the local extinguished flame to re-ignite downstream for the 3% case. The OH and CO
21
production are suppressed when reducing the coflow oxygen level. The two implicit models
show very similar numerical profiles comparing with the PaSRmodel, even for higher oxygen
level cases.
4.3. The choice of mixing time scale
Three approaches for the estimation of mixing time in LES were introduced in Sec-
tion 2.3. The first two approaches which are based on the time scale of the flow are termed
as conventional methods. The dynamic approach is first introduced by the authors here in
PaSR model with LES. They are compared in the present Section on the validation of the 3%
oxygen level and Re = 10 k case. No major di↵erence is captured on the mean temperature
and major species like CO2 and H2O predictions. They are therefore not shown here. Instead,
the rms values of temperature and species mass fractions of O2 and H2O are presented in Fig-
ure 13 and 14. On z = 30/60 mm, all mixing models tend to under-predict the second peak
of the temperature fluctuations, while using the dynamic and Kolmogorov mixing time scale
show slightly better profiles. On z = 120 mm, the results from using dynamic and geometric
mean scales are closer to the experimental one. Similar trend is captured on the O2 and H2O
rms values. The dynamic estimation of mixing time scale predict rms values in general better
than the other two approaches.
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Figure 13: RMS temperature profiles at sampled locations from the three approaches for the evaluation of
mixing time scale compared with the experimental data. Mean: geometric mean of the Kolmogorov time scale
and sub-grid velocity stretch time; Dynamic: dynamic mixing time scale; Kol: Kolmogorov mixing time scale.
22
 0
 0.04
 0.08
 0  20  40  60
Y
O
2r
m
s[-
]
Axial 60 mm
 
 
 
 0  20  40  60
Axial 120 mm
0
0.015
0.03
 0  20  40  60
Y
H
2O
rm
s[-
]
r [mm]
Exp
Mean
Dynamic
Kol
 0  20  40  60
r [mm]
Figure 14: RMS O2 and H2O mass fraction profiles at sampled locations from the three approaches for the eval-
uation of mixing time scale compared with the experimental data. Mean: geometric mean of the Kolmogorov
time scale and sub-grid velocity stretch time; Dynamic: dynamic mixing time scale; Kol: Kolmogorov mixing
time scale.
Moreover, the mean and rms values for minor species of OH are shown in Figure 15. The
peak values are overall well predicted with all the mixing models. From the experimental
data, there is also high OH intensity at the centerline, however, such data could be erroneous
because of an artefact of interference from the fuel.
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4.4. Dynamic PaSR model with high turbulence
From Section 4.3, the dynamic model presents slightly better performance than the other
two mixing models, however, its advantage is not well appreciated. Therefore, in this sec-
tion, the jet Reynolds number is increased to 20 k, leading to a more intense interactions
between the turbulence and chemical reactions, as depicted by the temperature scatter data
in Figure 16. At z = 60 and 120 mm as well as at the centerline, more data points fall in the
low temperature area. Some points even reach around 500 K at the stoichiometric mixture
fraction. Such case with high level of local extinction brings challenges to the numerical
simulation and at the same time, the advanced estimation of mixing time in the combustion
model becomes more important.
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Figure 16: Scatter data of temperature for the cases with Reynolds number of 20 k and 10 k.
The comparison between the averaged OH mass fraction and HRR from the conventional
evaluation of the mixing time (geometric mean of Kolmogorov scale and sub-grid stretching
time) and the dynamic formulation are demonstrated in Figure 17. Three contour lines for
HRR are shown in Figure 17a, the 5⇥105, 1⇥107 and 5⇥107 W/m3. Apparently they all break
in the middle of the domain, at around z = 0.1 - 0.13 m. The mean OH distribution disappear
from z = 0.07 m. Such observations indicate that the flame tends to extinguish. Further
downstream, the entrainment of high concentration of oxygen from air stream doe not help
the flame to ignite again. On the contrary, in Figure 17b, using the dynamic mixing model
re-ignites the flame after z = 0.08 m. The contour lines of 1⇥107 and 5⇥107 W/m3 are also
shown. The 1⇥107 W/m3 level of heat release does not break, as depicted in Figure 17a.
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(a) Mean
(b) Dynamic
Figure 17: Mean OH mass fraction contour plot with heat release rate (HRR) contour lines from the geometric
mean and dynamic evaluation of mixing time scale. The unit of HRR is W/m3.
The mixture fraction line plots are first validated against the experimental data, showing
the prediction of the flow field (the measured data for velocity field is not available). The
two mixing models show very similar mixture fraction profiles for the at 30/60/120 mm axial
location. However, at the centerline, after around z = 130 mm, the case with conventional
estimation of mixing time scale under-predicts the centerline mean mixture fraction. Accord-
ing to the mean OH distribution and HRR contour lines, even though there is still heat release
captured after z = 130 mm for the case with conventional evaluation of mixing time, the OH
does not appear again—the flame fails to re-ignite.
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Figure 18: Mean mixture fraction profiles from simulations with conventional and dynamic evaluation of mixing
time scale for the 3% oxygen level, 20 k Reynolds number case compared with experimental data. Mean:
conventional evaluation, geometric mean of Kolmogorov scale and sub-grid stretching time. Dynamic: dynamic
estimation of mixing time scale.
The high turbulence with low oxygen level in the coflow could also lead to instabilities in
the flame without a proper choice of the mixing model. In Figure 19, the mean temperature
profile is presented. Both models present slightly shifted (by about 4 mm) peak value location
at z = 30 mm and z = 60 mm. At z = 120 mm, the dynamic model shows excellent agreement
with regard to the experimental profile, while the other one has over-prediction at radial
location after 20 mm—it comes probably from the instability problem of the system. Such
problem can be further identified by the RMS temperature profiles, in Figure 20. At z =
120 mm and the centerline, the RMS temperature value from conventional mixing model
increases drastically, implying the oscillation of flame that causes extinction downstream.
27
 0
 500
 1000
 1500
 0  20  40  60
T m
ea
n
[K
]
r [mm]
Axial 30 mm
Exp
Mean
Dynamic
 
 
 
 
 0  20  40  60
r [mm]
Axial 60 mm
0
500
1000
1500
 0  20  40  60
T m
ea
n
[K
]
r [mm]
Axial 120 mm
 60  120  180
Axial direction [mm]
Centerline
Figure 19: Mean temperature profiles from simulations with conventional and dynamic evaluation of mixing
time scale for the 3% oxygen level, 20 k Reynolds number case compared with experimental data. Mean:
conventional evaluation, geometric mean of Kolmogorov scale and sub-grid stretching time. Dynamic: dynamic
estimation of mixing time scale.
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time scale for the 3% oxygen level, 20 k Reynolds number case compared with experimental data. Mean:
conventional evaluation, geometric mean of Kolmogorov scale and sub-grid stretching time. Dynamic: dynamic
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Similar observations are captured from Figure 21, on the mean H2O species mass fraction
profiles. On the other hand, the dynamic model follows the trend of H2O production with
satisfaction, especially on the centerline. The experimental data from the jet Reynold number
of 10 k case is compared with the 20 k one for the centerline profile. The availability of the
experimental data starts from z = 30 mm. Beginning with the same boundary condition of
mean H2O mass fraction, the 10 k case has the trend of increasing H2O production. However,
the 20 k case keeps the trend until z = 100 mm and the H2O level decreases slightly after. At
around z = 150 mm, the production of H2O increases again. Such tendency is well captured
with the dynamic mixing model.
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Figure 21: Mean H2O species mass fraction profiles from simulations with conventional and dynamic evaluation
of mixing time scale for the 3% oxygen level, 20 k Reynolds number case compared with experimental data.
Mean: conventional evaluation, geometric mean of Kolmogorov scale and sub-grid stretching time. Dynamic:
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5. Conclusion
Large Eddy Simulation (LES) with finite-rate combustion models is carried out on the
jet-in-hot-coflow (JHC) burner having three di↵erent coflow oxygen levels and two fuel jet
Reynolds numbers, reaching the following conclusions:
– Suppressed production of OH, CO and heat release is observed when the coflow oxygen
level is reduced from 9% to 3%. Such numerical profiles agrees with the experimental
observations. The local extinction that can be captured for the 3% case is not shown
for the 9% case.
– The implicit combustion models o↵er satisfactory prediction on the all three cases with
di↵erent coflow oxygen levels. The profiles obtained with implicit models are very
similar to the ones with PaSR.
– Compared to the mixing time scale estimation using the conventional definition (based
on Kolmogorov or/and sub-grid stretching time), the dynamic evaluation provides nu-
merical results closer to the experimental data. This is especially obvious for the RMS
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valus. More importantly, there is no obvious increase of CPU time when the dynamic
model is used, even though three more transport equations need to be solved.
– When the fuel jet Reynolds number is increased from 10 k to 20 k, the conventional
definition for mixing time scale fails to predict the re-ignition of the flame downstream.
Under-prediction is captured on the centerline. The dynamic model captured the trend
well, with good agreement compared to the experimental data.
These results demonstrate the applicability of implicit LES combustion models on wider
range of JHC flames and proves the capabilities of dynamic mixing model in PaSR regarding
the simulation of MILD flames with higher turbulence level.
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Abstract
This article presents a numerical study of a jet-in-hot-coflow (JHC) burner which emulates
Moderate or Intense Low-oxygen Dilution (MILD) conditions. Such combustion regime
o↵ers reduction in pollutant emissions and improvements in e ciency. However, some phe-
nomena like the relations between auto-ignition and flame propagation, local extinction and
re-ignition are not easily detected by experimental analysis or through the inspection of CFD
calculations. The advanced post-processing tools based on the theories of computational
singular perturbation and tangential stretching rate are adopted to investigate the large eddy
simulation results of the JHC burner with di↵erent coflow oxygen levels. A topological char-
acterization of the flowfield is achieved employing the local number of chemically exhausted
modes, highlighting regions that share similar dynamical features. Strong chemical activity,
denoted by a small number of exhausted modes, is found in the fuel/coflow mixing layer
and, to a minor extent, in the coflow/air mixing layer, exhibiting correlation with the higher
heat release rate zones. The analysis of the reactive layers with the tangential stretching rate
suggests that the flame under MILD condition is initiated by auto-ignition; The ignited flame
kernels are transported further downstream by propagation phenomenon. Moreover, the in-
vestigation of the TSR participation indices (PIs) mark the local extinction and re-ignition
zone for the low oxygen level case, indicating that the lack of oxygen in the coflow sup-
presses the path to produce final combustion products and heat—thus reducing the reactivity
of the whole system.
⇤Zhiyi.Li@ulb.ac.be
⇤⇤Alessandro.Parente@ulb.ac.be
Keywords: Computational Singular Perturbation, MILD combustion, Tangential Stretching
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1. Introduction
The limited availability of fossil fuels and the increasing environmental concerns asso-
ciated to pollutant emissions and climate change have pushed the development of new com-
bustion technologies that feature high fuel flexibility, increased e ciency and low pollution
emissions. One of the novel technology is termed as Moderate or Intense Low oxygen Dilu-
tion (MILD) combustion, and has drawn increasing attention for the past few decades [1, 2].
Because of its diluted conditions, non-visible or audible flames and uniform distributed tem-
perature field [3–5], MILD combustion ensures complete combustion while suppressing the
formation of pollutants such as CO, NOx [6, 7] and soot [8].
MILD combustion technology has been applied in several industrial applications [1]. It
was introduced originally in industrial furnaces for methane combustion [9] and later ex-
tended to other gaseous fuels like hydrogen [10], ethanol [11] as well as liquid [12] and
solid [13] fuels. MILD technology has been also proved in gas turbines [11, 14] and hy-
brid solar thermal devices [15], leading to increased thermal performances with respect to
conventional systems.
However, because of its complex features, it is di cult to predict the features from one
configuration to another. As a result, to alleviate the dependency on the burner geometry and
allow for high-fidelity experiments, model flames like the jet-in-hot-coflow (JHC) [16–18]
were built to emulate MILD conditions. The JHC burner has a central high speed jet and a
secondary burner providing hot exhaust products mixing with air. Dally et al. [16] used pla-
nar laser-induced fluorescence (PLIF) and Rayleigh scattering techniques with an equimolar
mixture of CH4 and H2. Di↵erent oxygen levels (3%, 6% and 9%) were achieved with the
addition of nitrogen in the hot coflow. They concluded that the production of CO, NO and
OH is suppressed by reducing the oxygen level in the hot coflow. Medwell et al. [19, 20]
carried out experiments to reveal the distribution of hydroxyl radical (OH), formaldehyde
(CH2O), and temperature under hydrogen addition. They observed a “lift-o↵” height based
on the weak-to-strong transition of OH and the existence of pre-ignition in the apparent lifted
region of these flames. They also revealed that a reduction of O2 coflow level leads to re-
duced CH2O production. In addition to experimental investigations, increasing attention has
been paid to the numerical modelling of the JHC burner. Most numerical investigations were
carried out using Reynolds Averaged Navier-Stokes (RANS) simulations [21–32], while only
a few studies were based on Large Eddy Simulation (LES) [33, 34]. Despite low CPU re-
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source requirement of RANS simulation, steady-state assumptions are not able to capture
non-equilibrium phenomena, such as local extinction and re-ignition [33]. As a result, Large
Eddy Simulation (LES) can potentially reveal more about the fundamental characteristics of
MILD combustion.
Due to the strong mixing and the reduced temperature levels in MILD combustion, a
stronger competition between chemical reactions and mixing exists in this regime, leading
to a Damko¨hler numbers of order one. As a result, the importance of turbulence-chemistry
interactions becomes of paramount importance—which brings to the discussion between au-
toignition and self-propagation in such combustion regime. MILD conditions are generally
achieved by means of exhaust gas recirculation (EGR), driven by the internal burner aerody-
namics, or emulated by hot and vitiated co-flows. Given that the temperature of the exhaust
gases is higher than the fuel self ignition temperature, autoignition is likely to play an impor-
tant role in such a regime [1, 2, 35]. Previous DNS results [36, 37] under MILD conditions
also substantiate the extensive existence of autoignition, rather than flame propagation. How-
ever, some studies reported on the presence of ignition kernels convecting downstream of the
flame and towards stoichiometric and richer mixtures [17, 38, 39]. Such studies indicate the
strong role of both autoignition and flame self-propagation in MILD regime. De Joannon et
al. also found the important role that di↵usion plays to initiate the chemical reaction [4, 40]
in hot diluted di↵usion ignition (HDDI) regime. Furthermore, Doan et al. [41] conducted
DNS on non-premixed MILD combustion with interal EGR. They indicated that autoignition
occurs in regions with lean mixtures having low ignition delay times, and that ignition kernels
propagate into richer mixtures moving downstream.
In order to study turbulence-chemistry interactions and the relationship between flame
autoignition and propagation under MILD condition, advanced post-processing tools are re-
quired.
The computational singular perturbation (CSP) method [42, 43] enables the definition of
rigorous mathematical tools capable of extracting local information from chemically reactive
flow fields. It takes advantage of an eigenmode decomposition of the chemical source term
to determine the intrinsic chemical timescales, a proper distinction between fast and slow
scales, and the dimension of the slow invariant manifold (SIM), which is an attractive low-
dimensional subspace where the system evolves according to the slow scales. The dimension
of the SIM is related to the number of fast/exhausted chemical modes, being those giving a
negligible net contribution to the dynamics, and it is a fair indicator of the actual local degrees
of freedom of the chemical system under study.
The slow subspace, which is spanned by the slow modes, contains the active chemical
scales, which can be either dissipative or explosive, characterizing an attractive dynamics
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towards the SIM and in turn equilibration, or a departing dynamics that drives the system
away from equilibrium. The tangential stretching rate (TSR) is able to select, among the
slow modes, those where the actual energy propagation takes place. The TSR approach,
already employed for the characterization of laminar [44] and turbulent flames [45–47], is a
representative of the driving chemical timescale, being either explosive or dissipative. In turn,
proper indices are able to select the chemical reactions mostly participating to the dominant
chemical eigenmodes, giving the opportunity to further characterize the underlying physics.
The objective of this article is to use the CSP analysis and the concept of TSR to shade
light on the intrinsic characteristics of MILD combustion. LES simulations of the JHC burner
with coflow oxygen levels of 3%, 6% and 9% are first compared with the available experi-
mental data and observations, showing the validity of the numerical results. The separation
between fast and slow modes is then presented, indicating the chemically active and frozen
regions forr the system of interest. Furthermore, the chemical and extended TSR with the
inclusion of di↵usive terms are used to identify the explosive and contractive nature of the
system, giving insights on the relations between flame auto-ignition and propagation. Fi-
nally, the participation indices (PIs) of each process contributing to the TSR time scale are
examined. The large PIs from di↵erent coflow oxygen level cases are compared.
2. Theoretical framework
2.1. CSP fundamentals
The species and energy equations that govern the evolution of a reactive-transport system
can be cast in the general form of:
@z
@t
= L(z) + g(z), (1)
where g(z) is the chemical source term of the system, L(z) is a spatial di↵erential operator
(convection and/or di↵usion), z is the (N+1)-dimensional state vector including the mass
fractions of N species and the temperature. The chemical source term in Eq.(1) can always
be written with respect to a new basis, spanned by a set of basis vectors, or modes, ai (i=1,
N+1), to yield:
g(z) =
X
i=1,N+1
ai(z) f i(z). (2)
where f i(z) = f i(g(z)) := bi · g(z) is the amplitude of the i-th mode and bi denotes the dual
basis vector, such that bi·a j =   ji and
P
i aibi = I, with i = 1,N+1. The bi-orthonormality con-
dition allows to recover the original representation of g(z). Based on CSP, the basis vectors
ai and covectors bi can be approximated to leading order, by the right and left eigenvectors
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of the Jacobian Jg of g(z), respectively. This set of basis vectors is traditionally employed in
CSP to decouple the chemical modes time-evolution, i.e., each mode amplitude f i(g) evolves
in time independently, enabling in turn to define a spectrum of intrinsic local time scales of
the reactive system based on g(z), which are defined as the reciprocal of the eigenvalues  i
of Jg.
It is well established that dissipative fast time scales, which are associated to the largest
negative eigenvalues of Jg, develop. In purely reactive systems, the CSP modal decom-
position enables a fast/slow subspaces partitioning of the original N+1-dimensional tangent
space. Ordering the modes based on their associated timescale, from the fastest to the slowest,
so that the first (i = 1) mode refers to the fastest chemical time scale (largest eigenvalue), the
number M of fast modes is defined as the number of modes whose amplitude f i gives a zero
net contribution ( f i ⇡ 0) to the state evolution over a scale of the order ⌧M+1 [48–50]. Hence,
the first M timescales are considered exhausted, allowing for the definition of an attractive
local subspace - the slow invariant manifold (SIM) - where the system evolves according to
the slow scales. The slow time scales can be either dissipative or explosive, characterizing an
attractive dynamics towards the SIM and in turn equilibration, or a departing dynamics that
drives the system away from equilibrium.
It is worth noting that f i ⇡ 0 occurs because of cancellations of balancing reactions at
equilibrium. Among the fast modes, there might be a subset of modes whose f i ⇡ 0 occurs
because of absence of contributions. We will refer to these modes as frozen modes.
In reactive-transport systems, it is still of interest to obtain information from the chem-
ical source term alone, since it describes the chemical dynamics that interacts with trans-
port [51]. Hence, the SIM dimension becomes a measure of how far is the reactive system
away from equilibrium because of transport. At the same time, it may be worth understanding
how transport a↵ects the chemical modes. On this regard, the extension of the CSP eigen-
decomposition to the full reactive-transport system is pursued with a local approach [52] by
keeping the purely reactive system’s eigen-structure and by projecting the full right-hand-side
onto the CSP chemical modes ai, yielding:
@z
@t
=
X
i=1,N+1
ai(z)hi(z). (3)
where hi(z) = hi(g(z), L(z)) := bi · (L(z) + g(z)) is the modified amplitude of the i-th mode.
According to this approach, transport a↵ects the mode amplitudes, i.e., not their directions,
within the hypothesis that transport timescales are much slower than the fastest reactive time
scales that are associated to the emergence of the low dimensional manifold. In this case,
transport only perturbs the system o↵ the chemical manifold, while the fast chemical pro-
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cesses rapidly relax the system back onto it.
Consistently with Eq. (3), the e↵ect of transport on the mode amplitudes reveals it-
self in a di↵erent partition of the tangent space, determining the number H of exhausted
modes/timescales as the number of modes whose amplitude hi gives a zero net contribution
to the state evolution over a scale of the order of ⌧H+1. All the considerations that followed the
definition of M are naturally extended to a reactive-transport system, e.g. fast/slow species
and frozen modes, according to the behavior of hi. The introduction of the mode amplitudes
hi(z) will be central in the definition of the TSR, as detailed in the following section.
2.2. Tangential Stretching Rate
Given a modal decomposition that enables the recognition of a spectrum of intrinsic
timescales, M of which are declared exhausted, the important question then becomes how
to sort out the most relevant time scales among the N   M intrinsic slow time scales of the
system: in fact, it might happen that no or little energy is associated to a specific time scale.
In other words, although there might exist a potential channel to propagate energy through a
mode (at the associated time scale), it might well happen that the system does not select that
mode for the actual energy propagation. The TSR is a measure of how much the dynamics
stretches/contracts in the direction of the vector field and it is employed to characterize the
most energy-containing scales developing in the system, where the energy is the square of the
mode amplitude. Based on the TSR approach [44, 53], the local stretching rate of the system
dynamics in the direction tangential to the vector field L(z) + g(z), is given by
!⌧˜(L, g) :=
NX
i=1
Wi(L, g)  i, (4)
with  i being the eigenvalue of the i-th mode, and the weight,Wi, of each chemical eigenvalue
defined as:
Wi(L, g):=
hi(L, g)
|L + g|
NX
k=1
hk(L, g)
|L + g| (ak · ai) , (5)
where |L + g| is the norm of the RHS of Eq. (1). It follows that the tangential stretching rate
!⌧˜ is essentially a time scale obtained as a weighted average of all slow time scales1, with
the weight depending on the mode amplitude associated with that scale, and on the relative
1 The contribution to !⌧˜ of an eigenvalue  i is of the order |(hi)2  i|; the mode amplitude of a fast mode, by
definition, should be negligibly small, hi ⇠ 0; however, it can happen that because of numerical inaccuracies hi
is small but finite, say hi ⇠ O(10 12); this implies that |(hi)2  i| > O(1) for | i| > O((hi) 2), instead of remaining
negligibly small. To prevent this source of contamination, it is safer to restrict the summation in Eqs. (4) and
(5) over the slow subspace only.
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orientation of the direction of the basis vector associated with that scale and the direction
of the vector field. The magnitude of the TSR represents the reciprocal of the most energy
containing time scale of the system, while its positive or negative sign indicates an explosive
or non-explosive/dissipative nature of the dynamics.
We will refer to the purely reactive chemical TSR as !g := !⌧˜(L = 0, g) and to the
reactive-transport extended TSR as !g+L := !⌧˜(L , 0, g). When transport is absent, !g pro-
vides the stretching rate along the unit vector oriented in the direction of the chemical source
term. While in a purely reactive system, only !g is defined, in a reactive-transport system
both quantities are defined and meaningful, !g+L being the stretching along the reactive-
transport vector field and !g the stretching along the chemical source term direction, i.e., the
direction the system would follow if transport were abruptly removed. The latter is useful
in the characterization of the chemistry budget in a reactive-transport system, i.e. to gain
insights into the chemical dynamics that competes against transport. In the current case, it is
helpful to give insights on the interactions between flame auto-ignition and self-propagation
in the combustion system.
The TSR is contributed by the most energy containing modes, which can be identified by
resorting to a participation index of the i-th mode to the TSR, defined as
P!⌧˜modei(L, g) :=
W¯i(L, g) | i|
NP
j0=1
   W¯ j0(L, g)      j0        no sum on i. (6)
It is of interest to quantify the relative contribution of each physical process most contributing
to the development of !⌧˜, either a chemical reaction or a transport process. Hence, an index
is introduced that relates the k–th process to !⌧˜, P!⌧˜processk , as the product of the participation
index of the i-th mode to the TSR, P!⌧˜modei , times the CSP participation index [54, 55] of the
k–th process to the i–th mode, Pmodeiprocessk , that is:
P!⌧˜processk(L, g) :=
N+1X
modei=1
P!⌧˜modei(L, g) P
modei
processk(L, g). (7)
Since the CSP participation indices to each mode Pmodeiprocessk and the indices P
!⌧˜
modei
sum to 1 by
construction, it follows that
PNproc
k=1 P
!⌧˜
processk = 1 as well, in virtue of the following:
NprocX
processk=1
P!⌧˜processk =
NprocX
processk=1
0BBBBBB@ N+1X
modei=1
P!⌧˜modeiP
modei
processk
1CCCCCCA =
0BBBBBB@ N+1X
modei=1
P!⌧˜modei
1CCCCCCA
0BBBBBB@ NprocX
processk=1
Pmodeiprocessk
1CCCCCCA = 1.
(8)
There exist other metrics that allow to identify the processes most contributing to a time
scale. On this regard, we have to stress that - by construction - the indices P!⌧˜processk select
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the processes that are associated with (i) the time scale provided by !⌧˜, and (ii) all and only
the (active) modes that contribute the most to the ”energy” of the system during both the
explosive and contractive phases of its dynamics. This way, the user is not requested to make
any a-priori assumptions about the specific system of interest.
3. Large Eddy Simulation dataset
The Large Eddy Simulation (LES) dataset used in the present work is taken from the
numerical simulation of the jet-in-hot-coflow (JHC) burner [16]. The JHC burner has an
insulated and cooled central jet with the inner diameter of 4.25 mm providing an equimolar
mixture of CH4 and H2. A secondary burner mounted upstream of the exit plane has the inner
diameter of 82 mm and provides the hot combustion products. The combustion products
are mixed with air and nitrogen, to control the oxygen levels to 3%, 6% and 9%. The 3%
case reaches MILD conditions, while the 6% and 9% cases are transitional between MILD
and conventional regimes. The burner is mounted in a wind tunnel with the cross section of
254 mm ⇥ 254 mm. The gas temperature and velocity profiles of the central jet, coflow and
wind tunnel can be found in Table 1. The experimental data (mean and root-mean-square) of
temperature and mass fractions of species (CH4, H2, H2O, CO2, N2, O2, NO, CO, and OH)
along the centerline as well as at the radial position of 30/60/120/200 mm are available for
validation. More details about the Adelaide JHC burner experiments can be found in [16].
Table 1: Boundary conditions
Profiles Central jet Coflow Tunnel
Velocity 58.74 m/s 3.2 m/s 3.3 m/s
Temperature 294 K 1300 K 294 K
The numerical domain starts from the jet exit location and extends 180 mm axially. The
radial direction expands 90 mm from the centerline. The whole domain is discretized with
a 3D cylinder structured mesh having ⇠1.5 million cells. 52 cells are used to discretize the
jet diameter. The LEMOS [56] inflow generator for velocity field is used on all the three
streams—fuel, coflow and air. The measured mean species mass fraction, temperature and
velocity taken 4 mm downstream of the burner exit are used as boundary condition for the
simulation. An instantaneous temperature profile is shown on a two-dimensional axisym-
metric plane in Figure 1. A reduced skeletal mechanism KEE58 [57] with 17 species and
58 reactions is used in combination with the Laminar Finite Rate (LFR) combustion model
[58, 59]. In LFR model, the filtered source term comes directly from the chemical term,
8
without inclusion of the turbulent e↵ect. The application of the LFR model on JHC burner is
compared with the conventional Partially stirred Reactor (PaSR) model in the research work
of Li et al. [59], showing that the numerical results obtained with LFR model are very similar
to the ones with PaSR model. Then, the CSP analysis is applied on the filtered LES data. The
mean temperature and species mass fractions are obtained from averaging the instantaneous
profiles after around 16 jet flowthroughs, and 1 coflow and air flowthroughs.
Figure 1: Instantaneous two-dimensional temperature distribution for the JHC burner
4. LES dataset validation
In this section, the LES data obtained with the LFR model are validated against exper-
imental data. In Figure 2 and Figure 3, the mean experimental and numerical temperature
and H2O mass fraction profiles are compared. Overall, a very good agreement is found for
both the temperature and H2O mass fraction. Regarding the mean temperature prediction,
slight under-prediction (around 2 %) can be observed at 30 mm axial location, for the 3 %
case, while an over-prediction (approximately 11 %) is visible at z 120 mm, for the 9 % case.
For the H2O mass fraction, a better prediction is obtained, showing in general close profiles
compared with the experimental ones.
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Figure 2: Mean experimental and numerical temperature profiles for the 3 %, 6 % and 9 % O2 cases.
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Figure 3: Mean experimental and numerical H2O mass fraction profiles for the 3 %, 6 % and 9 % O2 cases.
The mean OH distribution on the axis-symmetric plane (the radius is limited at R =
0.05 m) contour plot is also shown here in Figure 4. All the three flames are slightly
lifted. The identified lift-o↵ heights decrease with increasing oxygen levels, from 0.007 m to
0.0045 m and to 0.0042 m. However, since the lift-o↵ heights for the 3 % case (0.0042 m) and
6 % case (0.0045 m) are very close, the conclusion that leads to a monotonic trend between
the lift-o↵ height and coflow oxygen level can not be well justified. The lifted characteristic
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of the flames can serve to analyse the role of autoignition and self flame propagation in MILD
combustion, as further discussed in Section 6.2. The analysis of OH mass fraction profiles
(Fig. 4) indicate that OH production is suppressed for the 3 % case, compared to the higher
coflow oxygen levels. The 3 % OH mass fraction contour becomes thinner starting from Z =
0.09 m up until Z = 0.13 m; after Z = 0.13 m, the OH layer expands again until the end of
the domain. For the other two cases, such phenomenon is not observed, thus indicating the
occurrence of local extinction, due to the lack of oxygen in the coflow. The local extinction
and flame re-ignition for the 3 % case is also captured by the instantaneous LES results.
(a) 3 %
(b) 6 %
(c) 9 %
Figure 4: Contour plots of mean OH mass fraction for the 3 %, 6 % and 9 % O2 cases.
11
5. Flowfield topology based on exhausted modes
The chemical composition space (CCS) is an 18-dimensional (17 species plus temper-
ature) space, which undergoes a local fast/slow partition based on the CSP analysis of the
chemical source term. The number M of fast (exhausted) chemical modes gives information
about the dimension of the Slow Invariant Manifold (SIM), i.e. how far is the mixture from
chemical equilibrium. The spatial distribution of M is a fair candidate for the recognition of
zones that share similar dynamical features. The higher M, the closer the mixture to equi-
librium. Hence, a large number of slow modes (N-M) indicates energetic chemical activity,
whose faster time scale is ⌧M+1. The number of fast (exhausted) modes M, in representative
snapshots of the domain for the 3 % and 9 % cases, is shown in Figure 5 (the radius direction
is limited to R = 0.06 m).
The fast/slow partition allows to topologically subdivide the domain, as shown in Fig-
ure 6. Moving radially outward from the centerline, the three streams, namely fuel, coflow
and air, are injected in the field in di↵erent thermochemical states. Fuel and air are mixtures
in equilibrium, hence chemically inactive, and are identified as frozen (white in Fig. 5) by
the CSP analysis. Indeed, such mixtures remain frozen as these are convected downstream,
until mixing with the coflow takes place. On the other hand, the coflow stream is injected
in a non-equilibrium state. As soon as it enters the field, the hot reaction products mixture,
composed of CO, O2, H2O and CO2, starts to react, activating a number of slow (energetic)
chemical scales and exhibiting a fast subspace of dimension 3 4. This region with M=3 4
persists until Z⇡0.01 m, where an increase in the heat release rate is observed, and will be
referred to as Region 1. Proceeding downstream, the dynamics of the coflow, still unmixed
with fuel and air, evolves in a distinctive triangle-shaped region, referred to as Region 2. In
this region, as the mixture flows downstream, the fast subspace dimension grows up to 11
fast modes, indicating a reduction of the slow manifold dimensionality, hence the evolution
towards chemical equilibrium, and a reduction of the heat release rate, whose local minima
overlap the region of largest fast subspace dimension. Transport keeps the chemical com-
position o↵ the manifold, leaving 3 active (slow) chemical modes which compete against
transport, establishing a balance. This condition persists in the region until Z = 0.1 m for the
3 % case and Z = 0.08 m for the 9 % case.
The high concentration of O2 in the air stream starts to penetrate through the coflow
stream and reacts with the fuel stream, breaking such equilibrium condition, and this is in-
dicated by the decrease of M. Even though fuel and air streams come into contact at this
location, both the air/coflow and fuel/coflow mixing layers exhibit chemical activity. These
two layers will be referred to as Region 3 and 4, respectively. Note first that the two mixing
12
layers, which surround Region 2, show the smallest numbers of exhausted modes in the field,
indicating fast and energetic chemical processes.
(a) 3%
(b) 9%
Figure 5: Number of fast modes, with contour lines of heat release rate for the 3% (a) and 9% (b) O2 cases
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Figure 6: 2D axi-symmetric sketch of the AJHC burner with topology (adapted from [34]).
Region 3 features the mixing layer between the air and coflow streams. This layer is
characterized by a rather low number of fast modes (2 7), indicating medium-to-intense
chemical activity due to the interaction between the hot reaction products and the diluted air.
A moderate heat release rate (104 5 W/m3) is found in this layer with a steep increase where
the number of fast modes has a minimum, i.e. closer to the hot coflow. Di↵erent from Region
4, the chemical activities in Region 3 do not have flame structures, because of the lack of
fuel.
The zone between the fuel stream and coflow stream, indicated as Region 4, is charac-
terized by another layer exhibiting a minimum of the number of fast modes, between 2 and
4. This is also the reaction layer which is deemed to reach MILD condition for the 3 % case
experimentally. Here, the chemical system evolves with a large number of slow degrees of
freedom, indicating high energetic chemical activity. Moreover, this layer features the largest
positive heat release rate (107 8 W/m3, indicated with a red contour line in Fig. 5).
Downstream the entrainment point of the air in the fuel stream, denoted by the end of
Region 2 (Z ' 0.11 m and Z ' 0.08 m for the 3% and 9% cases, respectively), the 3% and
9% cases behave di↵erently. This region will be referred to as Region 5. The 3 % case
shows a break in the minimum-M layer and a sudden decrease of HRR, which increases
again downstream. The 9 % case, instead, exhibits a continuous minimum-M layer, which
merges with the other one originating from the air/coflow mixing layer. Moreover, there
seems to persist an inner region between the two, with a larger M, which shrinks and spreads
according to the turbulent flowfield, downstream of Z ' 0.08 m.
6. TSR analysis
Further insights on the local dynamics of the reacting flow field are gained with the tan-
gential stretching rate analysis. The TSR identifies, among the slow chemical scales, the
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most energetic ones, based on (i) the chemical source term alone (chemical TSR) and (ii) the
chemical source plus the di↵usion term (extended TSR). Convection is not included in the
extended TSR computation, as the fluid particle is observed from a lagrangian point of view.
The outcomes of the analysis are: (i) the identification of a local driving chemical timescale,
and its explosive/dissipative nature; (ii) the characterization of the local combustion regime,
based on the influence of transport on the chemical dynamics, obtained via a comparison be-
tween chemical and extended TSRs; (iii) the identification of the chemical reactions mostly
participating to the chemical TSR scale, shedding light on the driving chemical processes.
Figures 7 and 8 show the fields of chemical TSR, extended TSR and fastest explosive
eigenvalue  e, for the 3 and 9 % cases. The role of the fastest explosive mode, typically
recognized as the only dominant mode in explosive chemical processes, is discussed and
compared with the TSR.
6.1. Chemical TSR
The chemical TSR (!g) field along with heat release rate contour lines on the jet axi-
symmetric plane for the cases with coflow oxygen levels of 3 % and 9 % are presented
in Figure 7(a) and 8(a). Most of the domain in both cases show negative !g levels, which
indicate the dissipative/non-explosive nature of the active chemical processes. Positive values
of !g are captured in Regions 1, 4 and 5, the latter being for the 3 % case only.
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(a) chemical TSR
(b) extended TSR
(c) Fast explosive eigenvalue
Figure 7: Contour plots of the chemical TSR, extended TSR and fastest explosive eigenvalue  e for the 3 %
coflow oxygen level. Heat release rate values are shown with contour lines. The TSR values are shown in
logarithmic form, as: sign(TSR) ⇥ log10 | TSR |. Zero (white) regions refer to values smaller than 100=1 s 1,
hence time scales larger than 1 s. Blue dashed contour line in (c) tracks the transition of  e to negative values.
Close to the hot coflow exit location upstream (Region 1), positive values for the chemical
TSR (!g) can be observed, pointing out a chemically explosive area. Since the boundary
condition provided in the coflow stream is not a strictly equilibrium mixture and there is no
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pre-inlet pipe used for the current LES, the components (CO, O2, H2O and CO2) in the coflow
stream show a propensity to evolve on a rather slow explosive timescale of the order of 10 3 s,
and then to reach their equilibrium state. The equilibrium state is partially reached at around
Z = 0.01 m, before the entrainment of air, as discussed in Section 5.
The most negative !g region overlaps with the high heat release rate Region 4. The
magnitude of !g indicates that the timescale associated with the active chemical processes
in this region is of the order of 10( 5) ( 6) seconds, being the fastest chemical processes in
the field. The inner structure of Region 4 shows a distinctive two-branches behavior, which
might resemble the lean (upper) and rich (lower) branches of a triple-flame structure [60]. In
addition to the interaction zone between the fuel stream and the coflow stream, a fast chemical
contractive region can be seen where the mixing between the coflow stream and air stream
takes place (Region 3), conforming to the low number of fast modes previously observed.
However, the chemical activity develops on slower time scales with respect to Region 4.
A closer inspection of Region 4 reveals the presence of positive values of !g. The chem-
ical TSR contour plots for the 3 %, 6 % and 9 % cases are magnified for the location of Z
= 0 0.04 m and R = 0 0.03 m, as shown in Figure 10. The area with positive !g values in
the coflow diminishes from the 3 % to 9 % case; this means that the coflow stream reaches
a quasi-equilibrium state earlier in the case with higher coflow oxygen level than that with
lower. Apart from the chemically explosive region in the coflow stream, a chain-shaped area
with positive !g can be seen on the 3 % and 6 % cases in the fuel-coflow mixing layer, re-
vealing a thin region where explosive chemistry takes place. This structure locates where the
heat release rate starts to increase. Such observation suggests that the initial ignition of the
flame for the 3 % and 6 % cases is chemistry-driven, hence it is led by auto-ignition. This
chain structure is not evidently captured in the 9 % case.
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(a) chemical TSR
(b) extended TSR
(c) Fast explosive eigenvalue
Figure 8: Contour plots of the chemical TSR, extended TSR and fastest explosive eigenvalue  e for the 9 %
coflow oxygen level. Heat release rate values are shown with contour lines. The TSR values are shown in
logarithmic form, as: sign(TSR) ⇥ log10 | TSR |. Zero (white) regions refer to values smaller than 100=1 s 1,
hence time scales larger than 1 s. Blue dahsed contour line in (c) tracks the transition of  e to negative values.
For the 3 % case, positive !g values are observed downstream of the jet, starting from
around Z = 0.112 m, in Region 5. This indicates local extinction and explosive re-ignition
of the flame around that locations, as also supported by the observation of the OH profiles
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in Sec. 3. A break between the contour lines of heat release rate is also found in this region.
The re-ignition comes from the entrainment of air into the heated fuel stream, as indicated
by the oxygen concentration in Figure 9. The entrainment of air for the 3 % case happens at
around Z = 0.12 m, which is much later than the 9 % case, at around Z = 0.09 m. The lack of
O2 in the coflow stream and late entrainment of air lead to local extinction for the 3 % case,
as indicated by the continuous instantaneous OH mass fraction profiles. Because of slightly
increased oxygen levels, local extinction is not present in the 6 % and 9 % cases. This is also
confirmed later in Section 6.5, focused on the discussion of chemical reaction participation
indices.
(a) 3 %
(b) 9 %
Figure 9: Contour plots oxygen levels for the 3 % and 9 % cases.
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(a) 3 % (b) 6 % (c) 9 %
Figure 10: Chemical TSR contour plots close to jet exit location for the cases with coflow oxygen levels of 3 %,
6 % and 9 %
6.2. Extended TSR
The extended TSR is the measure that allows to quantify the influence of transport on the
chemical modes. As discussed in Section 2, transport alters the chemical mode amplitudes,
moving the energy content across the modes spectrum. Typically, the comparison of TSR and
extended TSR gives insights on the role of transport. For example, in auto-ignitive flames the
role of di↵usion is negligible and ignition is promoted by chemistry. In this case, TSR and
extended TSR (reaction plus di↵usion) are comparable and both positive—the influence of
transport is minor. On the other hand, in propagating flames, it is the di↵usion of radicals
that promotes ignition. Hence the TSR and extended TSR are expected to be di↵erent—
typically negative the first and positive the latter, highlighting the di↵usive nature of the
driving explosive process.
Figures 7(b) and 8(b) show the field of extended TSR for the 3 % and 9 % cases, re-
spectively. Comparing the extended TSR with the chemical TSR, we observe that: (i) fast
chemistry is mitigated by transport, which lowers the magnitude of the driving scale in most
of the field, and (ii) there are no purely di↵usion-driven fast explosive regions. More specifi-
cally, the coflow injection Region 1 appears to be influenced by transport: di↵usion mitigates
the chemical ignition propensity. This is substantiated by a reduction of both the magnitude
and the spatial extension of the positive extended TSR region with respect to the chemical
TSR. Region 2 remains almost unaltered by transport. In the mixing layer with diluted air
(Region 3), fast chemistry (chemical scale ⇠ 10 4 s) is completely balanced by transport:
extended TSR approaches zero. Actually, in this area, the extended TSR tracks the positive
eigenvalue  e, which however is of order 100 = 1 s 1, yielding a very slow explosive dynam-
ics (not appreciable in the logarithmic scale of the figures). The same equilibrating e↵ect is
found in Region 4, specifically in the rich branch of the flame, where  e is again tracked by the
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extended TSR. These two regions, even though characterized by extremely slow timescales,
represent di↵usion-driven explosive zones.
The high heat release rate layer of Region 4, instead, maintains its fast contractive char-
acter. It appears that transport is shifting the system’s dynamics towards slower scales: the
major chemically explosive regions, as pointed out by the chemical TSR, appear less explo-
sive and reduced in size, due to the activation of other contractive and slow modes. The
chain-shaped explosive area at the leading edge of the flame is tracked by the extended TSR
as well, supporting the auto-igniting nature of the regime at that location, with di↵usion that
plays an opposing role.
A number of positive eigenvalue spots along the high HRR layer, which are not tracked
by the chemical TSR, are partially tracked by the extended TSR, however other contractive
modes maintain equal importance and the overall value of the extended TSR remains slightly
negative. Such observations are substantiate the findings from the research work of Doan et
al. [41], who discussed the role of turbulent transport in propagating the flame and distributing
the ignition kernels produced from auto-ignition further downstream.
The re-ignition region of the 3% case’s Region 5 maintains its explosive character, denot-
ing the chemical nature of the dynamics.
6.3. Explosive eigenvalue
Figures 7(c) and 8(c) show the fastest positive eigenvalue  e in logarithmic scale. The
blue dashed iso-contour line shows the transition to a negative value. It can be seen that: (i)
 e exists in wide regions of the field, such as in the fuel stream (rich branch of the flame), in
the reaction layer with high HRR (lean branch of the flame), close to the coflow exit location,
on the coflow-air mixing layer and, in the 3% case, in the re-ignition region, in agreement
with the findings in [61]; (ii) its value is larger than 100 s 1 only in the red-coloured regions
of Figs. 7(c) and 8(c), meaning that  e is extremely slow everywhere else inside the blue line;
(iii) the chemical TSR coincides with  e only in the coflow inlet region and in sub-regions of
the fuel-coflow mixing layer, implying that other modes with negative eigenvalue are more
important in the regions where the two don’t overlap, especially where  e is small; (iv) the
extended TSR tracks  e more extensively in the rich branch of the flame and in the air-coflow
mixing layer, denoting a role of transport in the explosivity of the mixture in those locations,
which however result to be extremely slow.
6.4. Modes participation to chemical/extended TSR
Additional insights on the nature of the TSRs can be obtained by inquiring the partici-
pation indices of each mode to the development of the TSRs, as defined in Eq.6, in selected
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1-dimensional slices of the field. In particular, one radial slice is taken at Z = 0.015 m to
show the contributions to the positive TSR chain structure in the mixing layer of Region 4,
already depicted in Fig. 10.
The participation indices of modes to TSR and extended TSR in a slice taken at Z =
0.015 m for the 3 % and 9 % cases are presented in Figure 6.4. The Ns+1 eigenvalues are
shown with grey symbols. The participation to the TSR, which is an index between 0 and 1,
is denoted by blue/red markers for chemical/extended TSR, where darker color implies larger
participation index.
The 3 % oxygen level case is shown in Fig. 6.4 (a-b). Three zones can be recognized by
looking at the number of fast modes, from left to right: the first, with 5-6 exhausted modes,
is the rich branch of the flame of Region 4. Chemistry is contractive on a scale of the order of
10 4 s, with modes #7 and #8 mostly contributing. Note that  e exists in this region, however
it is extremely small, collapsing in the zero logarithmic value. The central region, with 3-4
exhausted modes, is the high HRR layer of Region 4 and chemically most active area of the
field. In the middle of this region, one point with a couple of positive eigenvalues, belonging
to the chain structure, appears at around R = 0.0055 m. The chemical TSR (blue) gets almost
full contribution by the large positive eigenvalue. The third region, which lies in the coflow’s
Region 2, features the increase in the number of exhausted modes observed in Section 5, with
the chemical TSR entirely contributed by a negative eigenvalue with a slow scale of the order
of 10 2 s. The e↵ect of transport can be observed in Fig. 6.4(b). In the first region, transport
balances chemistry, yielding a very small extended TSR (zero in the logarithmic scale) that
tracks the small positive eigenvalue. In the high HRR central region, the overall e↵ect is to
slow down the dynamics, with timescales reduced by approximately 2 orders of magnitude.
The explosivity is also reduced, since the major contributor in the positive eigenvalue spot is
shifted to the slower positive eigenvalue of the couple. Therefore, conclusion can be drawn
that the explosive nature in the high HRR layer is chemistry-driven.
On the other hand, in the 9 % oxygen case, which features a similar topological structure,
the positive eigenvalue is not contributing to the chemical TSR. Instead, the addition of trans-
port in the computation of the TSR shifts the contribution towards the positive eigenvalue.
Hence, explosivity is more di↵usion-driven, even though quite slow (order of 10 2 s). How-
ever, other contractive modes are important as well. This finding highlights the advantage of
using the TSR to select the most energy-containing modes. Tables 2 and 3 show eigenvalues
and weights to both chemical and extended TSR in select points of the slice, for the 3% and
9% cases. In particular, two points are investigated: one in the rich (lower) branch and one in
the lean (upper) branch of Region 4. The latter is picked where the fast positive eigenvalues
show up. The tables highlight how transport shifts the weights across the modes, by mod-
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ifying the mode amplitudes. In the 3% case, both the TSRs capture the couple of positive
eigenvalues in the lean branch, however transport shifts importance towards the slowest one.
In the 9% case, both TSRs don’t assign importance to the small positive eigenvalue in the rich
branch. Moreover, the extended TSR is capturing the positive eigenvalue in the lean branch
whilst the chemical TSR gives importance to fast contractive modes. Note that there are in
total 6% importance given to modes #10 and #11 and it translates into large participation of
these modes, due to their higher value of  i with respect to mode #14.
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Figure 11: Participation indices of eigenvalues for the chemical/extended TSR. 3 % and 9 % cases on Z =
0.015 m. Eigenvalues are shown with grey symbols, their participation is denoted by blue/red markers. Number
of fast modes is represented with green solid line. Radial direction is clipped at R=0.01 m. Note that the grey
symbols show all the eigenvalues, including the fast and conserved ones that do not contribute to TSR.
In summary, both cases (3 % and 9 %) show simultaneous appearance of positive eigen-
values. In these locations, the dynamics of both systems is explosive, since the extended TSR
identifies the positive eigenvalues as dominant, however they substantially di↵er in nature.
In the 3 % case, the explosivity is due to chemistry, while in the the 9 % case it originates
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Rich branch (R = 0.0021) Lean branch (R = 0.0055)
Mode #  i Wi(g) Wi(g + L) Mode #  i Wi(g) Wi(g + L)
1 -1.53 · 107 0 % (fast) 0 % (fast) 1 -7.55 · 106 0 % (fast) 0 % (fast)
2 -2.71· 106 0 % (fast) 0 % (fast) 2 -2.81 · 106 0 % (fast) 0 % (fast)
3 -3.68 · 105 0 % (fast) 0 % (fast) 3 -1.42 · 106 0 % (fast) 0 %(fast)
4 -2.85 · 105 0 % (fast) 0 % (fast) 4 -9.40 · 105 0 % (fast) 0 %(fast)
5 -2.34 · 105 0 % (fast) 0 % (fast) 5 -6.14 · 105 0 % 0 %
6 -9.23 · 104 0 % (fast) 0 % 6 -5.69 · 105 0 % 0 %
7 -5.18 · 103 0.1 % 0 % 7 -4.09 · 105 0.8 % 0 %
8 -4.34 · 103 98.3 % 0 % 8 -1.22 · 105 0.2 % 0 %
9 -6.44 · 101 0 % 0 % 9 -1.03 · 105 0 % 0 %
10 -3.44 · 100 0 % 0 % 10 -2.88 · 104 5.4 % 0.5 %
11 -1.91 · 10 1 + 9.59 · 10 1 i 0.8 % 48.8 % 11 +2.25 · 103 72.5 % 7.7 %
12 -1.91 · 10 1 + 9.59 · 10 1 i 0.8 % 48.8 % 12 +9.50 · 102 21.8 % 83.8 %
13 -2.69 · 10 2 0 % 0 % 13 -6.53 · 102 0 % 0 %
14 -3.42 · 10 4 0 % 2.5 % 14 -1.16 · 102 0 % 7.8 %
15 0 0 % (cons) 0 % (cons) 15 0 0 % (cons) 0 % (cons)
16 0 0 % (cons) 0 % (cons) 16 0 0 % (cons) 0 % (cons)
17 0 0 % (cons) 0 % (cons) 17 0 0 % (cons) 0 % (cons)
18 0 0 % (cons) 0 % (cons) 18 0 0 % (cons) 0 % (cons)
Table 2: Eigenvalues and weights to chemical and extended TSR as per Eq.(4) in select points of the slice Z
= 0.015m, picked at R = 0.0021 m and R = 0.0055 m. Positive eigenvalues are in bold. Fast and conserved
(denoted with cons) modes don’t contribute to the TSR because of vanishing amplitude and eigenvalue, respec-
tively. 3% coflow oxygen level case.
from transport. In both cases, the extended TSR tracks the very slow positive eigenvalue in
the rich branch of the flame, where the chemical TSR is instead contractive.
6.5. TSR participation indexes
The CSP decomposition allows to quantify the contributions of each chemical reaction to
a given CSP mode. In turn, the capability of the TSR to select the energy-carrying modes
gives the opportunity to compute a single set of indices, through Eq. 7, that assess the par-
ticipation of each reaction to the dominant chemical dynamics. Note that, by definition, the
fast reactions that concur to the development of the SIM, and that are associated to exhausted
modes, are not participating to the TSR.
Figure 12 shows the high TSR participation indices (PIs) developing in the field, in the
3% coflow oxygen level case. The topology already observed in the previous sections is again
highlighted by the persistence of the TSR PIs in distinct regions of the field.
Figure 12(a) depicts the forward/backward competition in Region 4 of reaction R3: CH4
+ H, CH3 + H2 (purple/orange). This is expected, being the fuel stream an equi-molar mix-
ture of CH4 and H2 which gets heated by the hot coflow. According to Law [62], the forward
step of R3, which destructs methane, plays also an inhibiting role in the ignition process,
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Rich branch (R = 0.0021) Lean branch (R = 0.0047)
Mode #  i Wi(g) Wi(g + L) Mode #  i Wi(g) Wi(g + L)
1 -1.58 · 107 0 % (fast) 0 % (fast) 1 -2.58 · 107 0 % (fast) 0 % (fast)
2 -5.10· 105 0 % (fast) 0 % (fast) 2 -1.01 · 107 0 % (fast) 0 % (fast)
3 -2.60 · 105 0 % (fast) 0 % (fast) 3 -7.44 · 106 0 % 0 %
4 -1.14 · 105 0 % (fast) 0 % (fast) 4 -5.85 · 106 0.1 % 0 %
5 -9.53 · 104 0 % (fast) 0 % (fast) 5 -2.55 · 106 0 % 0 %
6 -5.51 · 104 0 % (fast) 0 % (fast) 6 -2.53 · 106 0 % 0 %
7 -1.44 · 103 60.2 % 0 % 7 -1.64 · 106 0.8 % 0 %
8 -5.41 · 101 39.6 % 0 % 8 -1.47 · 106 + 9.58 · 103 i 0 % 0 %
9 -7.66 · 10 2 0 % 0 % 9 -1.47 · 106 - 9.58 · 103 i 0 % 0 %
10 -5.67 · 10 3 + 7.87 · 10 3 i 0 % 22.8 % 10 -5.56 · 104 + 6.55 · 103 i 49.5 % 3 %
11 -5.67 · 10 3 - 7.87 · 10 3 i 0 % 22.8 % 11 -5.56 · 104 - 6.55 · 103 i 49.5 % 3 %
12 -1.42 · 10 3 0 % 53.7 % 12 -6.96 · 103 0 % 0 %
13 -2.04 · 10 4 0 % 0 % 13 -1.28 · 103 0 % 0.1 %
14 +5.34 · 10 6 0 % 0 % 14 +2.93 · 101 0 % 94 %
15 0 0 % (cons) 0 % (cons) 15 0 0 % (cons) 0 % (cons)
16 0 0 % (cons) 0 % (cons) 16 0 0 % (cons) 0 % (cons)
17 0 0 % (cons) 0 % (cons) 17 0 0 % (cons) 0 % (cons)
18 0 0 % (cons) 0 % (cons) 18 0 0 % (cons) 0 % (cons)
Table 3: Eigenvalues and weights to chemical and extended TSR as per Eq.(4) in select points of the slice Z
= 0.015m, picked at R = 0.0021 m and R = 0.0047 m. Positive eigenvalues are in bold. Fast and conserved
(denoted with cons) modes don’t contribute to the TSR because of vanishing amplitude and eigenvalue, respec-
tively. 9% coflow oxygen level case.
since it competes with the chain-branching step Rf41: H + O2 ! OH + O (blue, Fig. 12(b)),
for the H production, and converts the active H atoms to the less active CH3 radicals. Re-
action Rf3 is enhanced by the methane concentration. It appears that the backward step is
dominant in the two branches of the flame in Region 4, towards increasing heat release rate.
In the layer of minimal fast subspace dimension occurring in the fuel/coflow mixing region,
reactions Rf6: CH3 + O! CH2O + H (green, Fig. 12(a)), and Rf41 become dominant. Re-
action Rf6 is the typical methyl radical consumption pathway of methane flames, triggered
by the O atom abundance due to back di↵usion and fed by the CH3 produced by the methane
destruction step of Rf3, while reaction Rf41 is the chain-branching step that involves the
H radical produced by Rb3 and by the coflow region activity, which will be described later
on. Also, recombination reaction Rf1: CH3 + H (+M) ! CH4 (+M) (orange, Fig. 12(c))
is captured as dominant in the fuel stream, in between the two flame branches. The highest
heat release rate region overlaps with the dominance of Rf40: OH + H2 ! H2O + H (red,
Fig. 12(b)).
The coflow region is characterized by large PIs of reaction Rf41 near the inflow and
the chain propagation step Rf36: CO + OH ! CO2 + H (green, Fig. 12(c)) throughout the
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entire Region 2. Also, reaction Rf41 is the most participating along both the air/coflow and
fuel/coflow mixing layers, especially near the inflow, where the explosive TSR is captured.
Together with Rf41 and with similar participation intensity, Rf43 (purple, Figs. 12(b-c) ),
which is a termination step of the radical chain process, dominates in both the mixing layers.
The chain initiation forward reaction Rf37: CO +O2, CO2 +O (not shown), captured close
to the coflow exit location, activates the reactivity in the coflow stream, and the O radical is
produced. Further downstream, the O radical reacts with H2O and produces OH radicals
by the reaction Rb47: 2OH, O + H2O. The produced OH radical activates reaction Rf36,
which is largely dominant in the area. Finally, the H radical produced by Rf36 activates Rf41
and Rf43, which consume the oxygen present in the coflow. It is likely that the H radical that
feeds Rf41 and Rf43 results from both the coflow activity and the fuel stream activity of R3
discussed before.
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(a)
(b)
(c)
Figure 12: Dominant participation indices of reactions to the chemical TSR, in the 3 % oxygen case with heat
release rate contours (black lines).
The local extinction/re-ignition zone of Region 5 is clearly visible in Fig. 12(b). The
high participation of Rf40 suddenly drops, indicating an interruption in the conversion of
H2 into H2O, due to the oxygen and radicals depletion in the coflow stream. Consequently,
the heat release rate diminishes, as well as temperature, which drops by approximately 200
K, due to the mixing with the fresh fuel stream. The simultaneous presence of a higher
fuel concentration, the entrainment of air from the air-stream and the high temperature leads
to the re-activation of the chain-branching reaction Rf41. A broad explosive region is then
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generated, as discussed with the chemical TSR index.
As with the 9 % oxygen case, similar profiles are shown for the dominant participation
indices of most reactions, showing only slight di↵erences quantitatively. However, regarding
the one which is relevant to the H2O production, as indicated in Figure 13, the high partici-
pation of Rf40 keeps until the end of the stream. With higher availability of oxidizer in the
coflow, the reactions with the involvement of O2 show higher participation. For exmaple, in
Figure 14 and 15, the Rf2: CH4 + O2 , CH3 + HO2 and Rf21: CH2 + O2 , CH2O + O
are shown. Both reactions tends to contribute more with the increase of oxygen content in
the coflow. The relative large PI of Rf21 also breaks after Z = 0.12 m for the 3 % case. In
methane combustion, the chain reaction is initiated by Rf2 [62] and radicals are produced
for further chain branching and propagation steps, like Rf21. The produced CH2O is then
transferred to HCO, CO and finally to CO2 and heat. The highly diluted condition suppresses
such chain reactions and they react with reduced chemical activity. As a result, less heat is
produced and the system is kept at lower peak temperature.
Figure 13: Dominant participation indices of reactions to the chemical TSR, in the 9 % oxygen case with heat
release rate contours (black lines).
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(a)
(b)
Figure 14: Participation indices of Rf2: CH4 + O2 , CH3 + HO2 for the 3 % and 9 % oxygen cases.
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(a)
(b)
Figure 15: Participation indices of Rf21: CH2 + O2 , CH2O + O for the 3 % and 9 % oxygen cases.
7. Conclusions
In the present article, Computational Singular Perturbation (CSP) and Tangential Stretch-
ing Rate (TSR) analysis are carried out on the Large Eddy Simulation (LES) results of a
jet-in-hot-coflow (JHC) burner, to investigate the nature of turbulence-chemistry interactions
under Moderate or Intense Low oxygen Dilution (MILD) combustion condition. The LES
data consists of the JHC simulation results under three di↵erent coflow oxygen levels: 3 %,
6 % and 9 % by mass. The validation of the LES results against the experimental data, the
fast-slow modes of the system, the TSR & extended TSR analysis results as well as the par-
ticipation indices (PIs) of chemical reactions are shown. The conclusions obtained can be
summarized as:
– Satisfactory agreement is obtained by comparing the LES results of the mean temper-
ature and species mass fraction with the experimental data.
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– A region which reaches equilibrium featuring high number of the fast modes is identi-
fied inside the coflow region (Region 2). At the same time, low number of fast modes
reveals the reactive layers with high heat release rate where the coflow mixes with fuel
stream.
– Local flame extinction and re-ignition are found in the 3 % case, because of the low
availability of oxygen in the coflow and the entrainment of air.
– The extended TSR with di↵usive term shows the importance of both autoignition and
flame propagation under MILD conditions. The observations substantiate findings
from previous research works stating that the initiated ignition kernels from autoigni-
tion are transported further downstream by flame propagation.
– At the location close to the flame ignition point, the 3 % case is more chemical reaction
driven while the 9 % case is transport driven.
– By looking at the participation indices of the chemical reactions, the processes which
contribute to the equilibrium state in the coflow stream are identified. Similar profiles
are obtained by looking at the large PIs that contribute to the chemical TSR for the 3 %
and 9 % cases. However, because of higher availability of O2 in the coflow for the 9 %
case, the PIs of the reactions with the contribution of O2 is slightly higher than that
with the 3 % case.
The advanced analysis using the CSP and TSR tools reveal the intrinsic features of
turbulence-chemistry interactions in MILD combustion and demonstrate the major role that
both autoignition and flame propagation play. For the perspective of the current research,
a refined mesh concentrating on the axial location before 0.06 m is expected to be used, in
order to capture more phenomena involving the ignition process of the flame.
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Abstract
The current study focuses on the Unsteady Reynolds Averaged Navier-Stokes (URANS) sim-
ulation of a lifted methane flame with vitiated co-flow. The combustion models of Par-
tially Stirred Reactor (PaSR) and Flamelet Progress Variable (FPV) are adopted and com-
pared. Three kinetic mechanisms (KEE58, GRI3.0 and San-Diego) with increasing num-
ber of species and reactions are used with PaSR model. Results have shown that using the
San-Diego mechanism provides better simulation results regarding the mean temperature and
species mass fraction, which reveals the importance of chemistry kinetics on the lifted flame.
The PaSR model is able to predict the current flame with satisfaction. However, the FPV
models shows its limitation on the case when transient phenomenon like extinction and re-
ignition exist.
1. Introduction
In order to meet the objective of low-emission energy strategy, techniques such as the
combustion of lean and diluted fuel-air mixture have been proposed [1]. To achieve the
diluted condition, Exhaust Gas Recirculation (EGR) is often used in applicational combustion
systems [2]. The mixing of the fresh gases and the hot products leads to auto-ignition of the
flame and the temperature field is homogenized because of reduced reactivity. As a result,
the amount of NOx emission is highly reduced. Furthermore, the thermal energy contained
in the hot products helps to stabilize the flame [3].
⇤Corresponding author: Zhiyi.Li@ulb.ac.be
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If the central jet has enough high velocity, the auto-ignited flame will be lifted. The lifted
and diluted condition can lead to reduced Damko¨hler numbers, which indicates a strong
multi-scale interaction between the chemistry kinetics and turbulent mixing [1]. Predicting
such flames in industrial level with complex geometry is a great challenge to the turbulent
and combustion models used. The Cabra [4] vitiated co-flow flame provides a simplification,
by using a jet with simple geometry. Moreover, the co-flow area with large diameter isolates
the contact of central fuel with ambient air for a long distance, avoiding complexities with
three streams.
The stabilization of Cabra flame is a balance between chemical reactions and fluid dy-
namics [5]. Therefore, unlike mixing-controlled flames, models that exclude detailed kinet-
ics are not able to capture the multi-scale process. The Partially Stirred Reactor (PaSR) [6]
has been reported to handle the turbulence-chemistry interaction well, not only in conven-
tional combustion regime [7–10], but also under non-conventional condition, like MILD
combustion[11]. In PaSR, the influence of the turbulence on the reaction rate is expressed
with a factor , defined as the ratio between the characteristic chemical time scale and the
sum of the chemical and mixing time scales. On the other hand, the flamelet-like models
are one of the most commonly used models in turbulent combustion. The relation between
turbulence and chemistry is described with several representative variables, and it requires
low computational cost. In the present work, the Flamelet Progress Variable (PFV) model
proposed by Pierce & Moin (2001, 2004) [12, 13] is chosen to compare with the PaSR model
regarding their abilities on turbulence-chemistry interaction prediction.
The objective of the current article is to demonstrate the importance of chemistry kinet-
ics in the diluted and lifted flame and to evaluate the performance of combustion models
in multi-scale reacting flows. Two combustion models, the finite-chemistry based Partially
Stirred Reactor (PaSR) model and the tabulated chemistry based Flamelet Progress Variable
(PFV) model are validated against high fidelity experimental data from Cabra et al (2005) [4].
Three chemical mechanisms, the KEE58 [14], GRI3.0 [15] and San-Diego [16] are used. Fi-
nite Volume Method (FVM) based URANS (Unsteady Reynolds Averaged Navier-Stokes)
simulation is applied on all the cases.
2. Methodology
2.1. PaSR model
In the PaSR model [6, 11], each computational cell is split into two zones: one where
reactions take place, and another characterized by only mixing. The final average species
concentration of the cell is determined by the mass exchange between the two zones, driven
2
by the turbulence. The mean chemical source term is formulated as:
!˙i = 
e⇢ ⇣Y⇤i   Y0i ⌘
⌧⇤
, (1)
where ⌧⇤ represents the residence time in the reactive zone, Y0i is the initial ith species mass
fraction in the non-reactive region and Y⇤i is the ith species mass fraction in the reactive zone.
The quantity  is the mass fraction of the reaction zone in the computational cell, which is
evaluated as [7]:
 =
⌧c
⌧c + ⌧mix
, (2)
where ⌧c and ⌧mix are the characteristic chemical and mixing time scale in each cell, respec-
tively.
In order to get the value of Y⇤i , a time-splitting approach is applied. The reactive zone is
modelled as an ideal reactor evolving from Y0i , during a residence time ⌧
⇤:
dY⇤i
dt
=
!˙i
⇢
. (3)
The term !˙i is the instantaneous formation rate of species i. The final integration of
dY⇤i
dt over
the residence time ⌧⇤ in the reactor is Y⇤i . The characteristic of PaSR model lies in the fact
that the Ordinary Di↵erential Equations (ODEs) of the reactions and the transport equations
of scalar quantities are solved to obtain the composition space.
2.1.1. Dynamic estimation of mixing time scale
For the estimation of mixing time scale ⌧mix in PaSR model, a dynamic approach which
involves solving the transport equations are adopted. It is based on the ratio of the scalar
variance, f 002, to the scalar dissipation rate, e✏  [17]:
⌧mix =
f 002e✏  . (4)
The mixture fraction Z is selected to describe the mixing process. Therefore, the mixture
fraction variance (gZ002) and mixture fraction dissipation rate (e ) are used. They are obtained
from solving the transport equations[18, 19]. In the transport equations, there are four con-
stants used: C1, C2, C3 and C4. Di↵erent combination of values are available in the litera-
ture [18, 19]. In the present article, the second set (C1 = 1.0, C2 = 1.8, C3 = 3.4 and C4 = 1.4)
and third set (C1 = 2.0, C2 = 1.8, C3 = 3.4 and C4 = 1.4) from Ye et al (2011) is used. They
are referred to as dyn2 and dyn3, respectively.
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2.1.2. Chemical time scale estimation from formation rates
For the evaluation of chemical time scale, the ratio of species mass fraction and formation
rate in the reactive zone is used [20]:
⌧c,i =
Y⇤i
|dY⇤i /dt|
. (5)
In Eqn. 5, ⌧c,i is the characteristic time scale of a single species; after removing the dormant
species (characterised by infinite time scale values), the slowest chemical time scale is chosen
as leading scale for the evaluation of the PaSR parameter .
2.2. FPV model
Based on the assumption of the flamelet model [21], which considers a turbulent di↵usion
flame as an ensemble of laminar flamelets, the FPV model obtains the composition space
from solving scalar transport equations of mixture fraction Z and progress variable C [13]:
@⇢¯eZ
@t
+ r · ⇢¯eueZ = r · h⇢¯(eDZ + Dt)reZi , (6)
@⇢¯eC
@t
+ r · ⇢¯eueC = r · h⇢¯(eDC + Dt)reCi + ⇢¯e!C, (7)
where Dt is the turbulent di↵usivity and thee denotes the favre averaged values. The favre
averaged specie mass fraction eyi and chemical source term e!C are calculated by integrating
laminar composition state from flamelet library over the joint PDF of Z and C:
eyi = Z yi (Z,C) eP (Z,C) dZdC, (8)
e!C = Z !C (Z,C) eP (Z,C) dZdC. (9)
The joint PDF eP (Z,C) is modelled by:
eP (Z,C) = eP (C|Z) eP (Z) , (10)
where eP (Z) is described by a beta PDF and eP (C|Z) is determined by a delta function:
eP (C|Z) =  (C   gC|Z). (11)
The definition of Progress Variable (PV) C is defined using the mass fraction of CO, CO2
and H2O in the current work.
4
3. Experimental and numerical details
The lifted flame with vitiated co-flow [4] has a central jet with the inner diameter of d =
4.57 mm, containing a mixture of 33 %CH4 and 67 % air by volume. A coaxial flow with hot
combustion products from a lean H2-air flame is provided. The bulk velocity of the fuel and
co-flow are 100 m/s and 5.4 m/s, receptively, and the co-flow mean temperature is 1350 K.
A 2D schematic drawing of the Cabra lifted flame can be seen in Figure 1
Figure 1: 2D schematic drawing of Cabra lifted flame (adapted from Cabra et al. [4]).
An axi-symmetric 2D structured mesh containing 30840 cells is used for URANS simu-
lation. It extends 70 d downstream of the fuel nozzle exit and 20 d radially. Pre-inlet pipe
is constructed for the fuel jet, which is discretized with 12 cells. The standard k-✏ model is
adopted as turbulence model. The KEE58 (17 species, 58 reactions) [14], GRI3.0 (53 species,
325 reactions) [15] and San-Diego(50 species, 247 reactions) [16] kinetic mechanisms with
increasing complexity are chosen for detailed chemistry approach. The sampling locations
are z/d (z is the axial direction) = 15, 30, 40, 50 70 and the centerline.
4. Results and discussion
4.1. The influence of chemical kinetics
In this section, the PaSR model with dyn2 constants is used for simulation with three
di↵erent kinetic mechanisms. The mean temperature profiles on the sampling locations are
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compared to the experimental measurement data in Figure 2. The radial (z/d = 15, 30, 40,
50 and 70) mean temperature profiles shows that the flame is not ignited when KEE58 mech-
anism is used. A slight increase of temperature can be captured with GRI3.0. However,
there is a huge under-prediction of temperature compared to the experimental value. When it
comes to the San-Diego mechanism, though early ignition is observed on z/d = 30, the flame
is fully ignited. This is especially obvious when looking at the centerline value.
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Figure 2: Mean temperature profiles on z/d = 15, 30, 40, 50, 70 and the centerline with three di↵erent mecha-
nisms (KEE58, GRI3.0 and San-Diego) in creasing complexity.
The influence of flame ignition can be revealed from the flow field properties as well.
Figure 3 shows the mixture fraction distribution from the cases using the three di↵erent
mechanisms. Similar profiles are shown for z/d  40. Obvious discrepancies are captured
on z/d = 70 and z   250 mm, with using San-Diego mechanism provides closer results to the
measured profiles.
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Figure 3: Mean mixture fraction profiles on z/d = 15, 30, 40, 50, 70 and the centerline with three di↵erent
mechanisms (KEE58, GRI3.0 and San-Diego) in creasing complexity.
The heat release rate contour plot in Figure 4 provides more visual look on the flame
ignition. From KEE58 to San-Diego (from left to right), the heat release happens earlier and
the absolute amount is increased as well. Furthermore, heat release is captured close to the
centerline downstream of the jet (z   220 mm) only when San-Diego mechanism is used.
Figure 4: Contour plot of heat release rate (J/s) with three di↵erent mechanisms (KEE58, GRI3.0 and San-
Diego) in creasing complexity. Unit: m.
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4.2. Comparison of PaSR and FPV models
The dyn3 constants are used in this section in order to increase the accuracy of prediction
with PaSR model. The San-Diego mechanism is chosen and the other numerical properties
are kept the same except combustion model adopted. The FlameMaster [22] toolkit is used
and 1D di↵usion steady flamelets are generated to construct the lookup-table for FPV model.
The S curve obtained by plotting the maximum temperature of each flamelet versus the scalar
stoichiometric dissipation rate is presented in Figure 5. Since the temperature of co-flow is
1350 K, the lower branch of the non-burning solutions reaches a plateau at around 1350 K.
The middle branch which represents unstable burning condition is also included in the current
calculation.
 500
 1000
 1500
 2000
 1  10  100  1000
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Figure 5: S curve obtained by plotting the maximum temperature of each flamelet versus the scalar stoichio-
metric dissipation rate.
Figure 6 shows the comparison of mean temperature profiles obtained from cases using
PaSR and FPV models. It is obvious to see that the FPV model provides very early ignition, a
sudden increase of temperature is observed at around z = 100 mm on the centerline. Upstream
(z/d  50) temperature field is highly over-predicted. On the contrary, the PaSR model gives
reasonable predictions for upstream region, although slight over-prediction is captured on
z/d = 50. Further downstream, at z/d = 70 and after, FPV model shows its advantage by
predicting mean temperature better than PaSR model.
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Figure 6: Mean temperature profiles on z/d = 15, 30, 40, 50, 70 and the centerline obtained from cases using
PaSR anf FPV combustion models.
The process of combustion process can be revealed by the oxidiser distribution as well.
In Figure 7, when the FPV model is used, O2 is rapidly consumed from around axial location
of z = 80 mm, according to the centerline profile. While as with the PaSR model, in agree-
ment with the experimental data, the sharp decrease of O2 centerline value happens until z
= 200 mm. Such trend can be observed for z/d = 15, 30, 40 and 50 as well. As with z/d
= 70, similar to the mean temperature profile, using FPV models provides better prediction.
Using the PaSR model is not able to consume enough O2 for z   250 mm, and this results
in reduced production of CO2 (not shown here) and H2O (see Figure 8). On the other hand,
the FPV models seems to be failed to handle the intense turbulence and chemistry interaction
region (100 mm  z  250 mm).
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Figure 7: Mean O2 mass fraction profiles on z/d = 15, 30, 40, 50, 70 and the centerline obtained from cases
using PaSR anf FPV combustion models.
In Figure 8, the PaSR model predicts the mean H2O with good agreement to the experi-
mental data on most sampled locations, except on the centerline direction from z = 250 mm
downward. The FPV model still shows obvious over-prediction, especially upstream.
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Figure 8: Mean H2O mass fraction profiles on z/d = 15, 30, 40, 50, 70 and the centerline obtained from cases
using PaSR anf FPV combustion models.
The choice of combustion model has influence on flow field as well. Satisfactory agree-
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ment with the experimentally measured value is found for mean mixture fraction using the
PaSR model. When it comes to the FPV model, much slower jet decay is presented and the
only well predicted location locates at z/d = 70, as it is with T and O2.
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Figure 9: Mean mixture fraction profiles on z/d = 15, 30, 40, 50, 70 and the centerline obtained from cases
using PaSR anf FPV combustion models.
The OH distribution from the cases with PaSR and FPV model is shown in Figure 10.
The flame is lifted to around 100 mm when PaSR model is used. Such flame lift o↵ height
corresponds to around 22 d, which is lower than the experimental measured height, 35 d.
Regarding the case with FPV model, the flame is ignited almost immediately at the jet outlet
location, showing no lift-o↵ of the flame.
The lifted flame is caused by the high velocity, indicating the existence of flame extinction
between the length from jet outlet to flame stabilization location. Since PaSR models the
reactive region in each cell by solving the Ordinary Di↵erential Equations (ODEs) of the
reactions and ⌧mix is included explicitly in the calculation of , the interaction of chemistry
and turbulence is updated for each time step. However, the FPV model reads the lookup-
table which is obtained from steady di↵usion flame. Unsteady situations (flame extinction
and re-ignition) can not be fully covered with the generated table.
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Figure 10: Contour plot of OH mass fraction obatined from cases with PaSR and FPV models. Unit: m.
5. Conclusions
The present article compares three di↵erent mechanism with increasing complexity with
Partially Stirred Reactor (PaSR) model. The performance of PaSR and Flamelet Progress
Variable (FPV) model are evaluated regarding their predictions on mean temperature, species
mass fraction and mixture fraction of the Cabra flame. The conclusion can be summarized
as:
– The Cabra methane flame is very sensitive to the chemistry kinetics used because of the
strong interaction between chemistry and turbulence. Therefore detailed mechanism is
required for simulating such flame.
– The case with PaSR model provides overall better predicted profiles than that with FPV
model. The FPV model fails to handle the complex multi-scale situation.
– Neither of the models give correct flame lift-o↵ height, indicating further work on the
turbulence model and properties used.
– Even though full S-curve is included in the flamelet table, the current steady FPVmodel
does not predict the lifted flame well. The generated flamelets come from a steady
solution; however, extinction and reignition phenomena driven by turbulence create
transient states which are away from the steady solutions. Therefore, the steady FPV
12
model shows limited performance on flames with strong turbulence-chemistry interac-
tion. For the prospectives, the Unsteady Flamelet Progress Variable (UFPV) [1, 23] is
expected to be used on the current flame. A new definition of Progress Variable (PV)
using Principle Component Analysis (PCA) [24] is planned to be implemented as well.
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Supplemental Information
1. Introduction
In the current supplementary material, the impact of turbulent Schmidt number S ct and
turbulent Prandtl number Prt on the simulation result is presented.
2. Theory Basis
In RANS simulations, the density-based Favre-averaged (denoted with ˜) governing equa-
tions of mass, momentum and energy are solved [1] :
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In Eqn. 1 - 3, ⇢, u, p represent the density, velocity and pressure respectively; h is the
enthalpy; ↵ is the thermal di↵usivity. The term qr denotes the radiative heat loss and S hc is
the source term coming from combustion process. The turbulent Prandtl number Prt has an
impact on the turbulent heat flux:
 ⇢¯ gu00j h00 ⇡ µtPrt @h˜x j . (4)
In combustion processes, multiple species are involved. The Favre averaged transport
equation of species Ys reads:
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where S ct is the turbulent Schmidt number and Dm,s is the molecular di↵usion coe cient
for species s in the mixture. Because S ct = µt/(⇢Dt) (Dt is the turbulent di↵usivity), the
molecular di↵usion can also be written as S c = µ/(⇢Dm) (Dm is the molecular di↵usivity)
and therefore, ⇢Dm = µ/S c. Assuming ideal gas conditions [2], S c = 1; moreover, according
to Yimer et al. [3], S ct ⇡ 1. Therefore, Eqn. 5 can be re-arranged as:
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In Eqn. 6, µ + µt can be expressed as µE f f (the e↵ective viscosity). The comparison between
the formulations in Eqn. 5 and Eqn. 6 will be shown in Section 3.
3. Results and Discussion
The turbulent Schmidt number (S ct) in Eqn. 5 a↵ects the turbulent mass di↵usivity of
the species. It is generally set to unity in the OpenFOAM® solvers as in Eqn. 6 to simplify
the problem. According to Tominaga et al. [4], the values are widely spread from 0.2 to 1.3
depending on the geometry and flow properties. Tominaga et al. [4] also demonstrated that
in axi-symmetric jets, S ct = 0.7 is recommend. Here, the results obtained with S ct numbers
of 0.6, 0.7 and 1.0 are compared with experimental profiles. On the other hand, the turbulent
Prandtl number (Prt) in Eqn. 4 impacts the turbulent heat flux in energy equation (see Eqn.
3). When the simplest Reynolds analogy [5] is used, it yields Prt = 1.0. But according to
experimental data, Prt has an average value of 0.85 [6].
As far as the turbulent Schmidt number is concerned, the mean temperature profiles with
varying S ct are presented in Fig. 1. It can be observed that with higher S ct, turbulent mass
di↵usivity is decreased, thus the over-prediction of the peak temperature at axial positions of
60 mm and 120 mm can be alleviated. On the centerline, for S ct = 1.0, there is an obvious
under-prediction of the temperature profile, especially starting from 120 mm onward. With
S ct = 0.7, the centerline temperature profile is well predicted. As a result, it is concluded
that using S ct = 0.7 is the most appropriate choice for the current study.
3
 0
 500
 1000
 1500
 2000
 0  20  40  60
T[
K]
r [mm]
Axial 30 mm
Exp
Sct = 0.7
Sct = 0.6
Sct = 1.0
 
 
 
 
 
 0  20  40  60
r [mm]
Axial 60 mm
0
500
1000
1500
2000
 0  20  40  60
T[
K]
r [mm]
Axial 120 mm
 60  120  180
Axial direction [mm]
Centerline
Figure 1: E↵ects of turbulent Schmidt number on predicted mean temperature profiles at several axial locations
in radial direction and along the centerline.
Figure 2 shows the comparison between the temperature profiles obtained using Prt = 1.0
and Prt = 0.85, respectively. In general, small di↵erences can be observed, although a
value of Prt = 0.85 results in better agreement with the experimental data. Moreover, the
temperature peak at 120 mm is slightly suppressed when Prt = 0.85.
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Figure 2: E↵ects of turbulent Prandtl number on predicted mean temperature profiles at several axial locations
in radial direction and along the centerline.
In conclusion, the values of S ct = 0.7 and Prt = 0.85 are considered more suitable for the
present case and helps increasing the prediction accuracy.
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Supplemental Information
1. Supplementary material:The influence of radiation
The comparison with (red solid line) and without (green dashed line) radiation model (fv-
DOM) and wsggm absorption/emission model for mean temperature and CO2 species mass
fraction with Fluent 17.0 are shown in Fig. 1 and Fig. 2. The second set of dynamic model
parameters are used. The cases with Re = 10 k and varied co-flow oxygen levels (3%, 6%
and 9%) are chosen for comparison. It can be observed that, there is no visual di↵erence on
the mean temperature profiles, for several co-flow oxygen levels. For the mean CO2 species
mass fraction profiles, minor di↵erences can be observed for the 9% case. This confirms
that at the locations where experimental data are available for comparison, the e↵ect of the
radiation models is negligible, thus they are not considered in the present study.
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Figure 1: Comparison of the mean temperature profiles from the cases with and without radiation with di↵erent
co-flow oxygen levels
2
 0
 0.04
 0.08
Y
CO
2[-
]
Axial 30 mm
Exp
Rad-dyn2
 
 
 
Axial 60 mm
noRad-dyn2
 
 
 
Axial 120 mm
3%
Centerline
0
0.04
0.08
Y
CO
2[-
]
 
 
 
 
 
 
6%
0
0.04
0.08
0 20 40 60
Y
CO
2[-
]
r [mm]
 
 
 
0 20 40 60
r [mm]
 
 
 
0 20 40 60
r [mm]
60 120 180
9%
Axial direction [mm]
Figure 2: Comparison of the mean CO2 species fraction profiles from the cases with and without radiation with
di↵erent co-flow oxygen levels
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1. Supplementary material
The mean temperature and species mass fraction profiles from the five cases with di↵er-
ent reduction methods (DRG, DRGEP, DAC, EFA and PFA) are compared with the case in
which the reduction is turned o↵. ISAT is turned on for all the cases. Almost visually identi-
cal numerical results can be observed for mean temperature, mean species mass fractions of
CO2 and H2O (see Figure 1, 2, 4). The errors of mean temperature prediction are below 2 %
for most locations and below 5 % on all locations. For the major species of CO2 and H2O, the
errors are controlled to 7 %. For the other species like CO and OH (see Figure 3, 5), higher
error values can be captured, they are however mostly below 10-15 %.
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Figure 1: Mean temperature profiles obtained from the cases with five di↵erence reduction methods (DRG,
DRGEP, DAC, EFA and PFA) compared with the case without reduction. ISAT is turned on for all the cases.
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Figure 2: Mean CO2 mass fraction profiles obtained from the cases with five di↵erence reduction methods
(DRG, DRGEP, DAC, EFA and PFA) compared with the case without reduction. ISAT is turned on for all the
cases.
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Figure 3: Mean COmass fraction profiles obtained from the cases with five di↵erence reduction methods (DRG,
DRGEP, DAC, EFA and PFA) compared with the case without reduction. ISAT is turned on for all the cases.
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Figure 4: Mean H2O mass fraction profiles obtained from the cases with five di↵erence reduction methods
(DRG, DRGEP, DAC, EFA and PFA) compared with the case without reduction. ISAT is turned on for all the
cases.
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Figure 5: Mean OHmass fraction profiles obtained from the cases with five di↵erence reduction methods (DRG,
DRGEP, DAC, EFA and PFA) compared with the case without reduction. ISAT is turned on for all the cases.
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1. Discussion on the choice of chemical timescale
In combustion problems, a characteristic chemical timescale is often needed for the com-
bustion model or to determine the system Damko¨hler number. In most cases a global chem-
ical reaction rate is used to estimate the chemical timescale [1, 2]. However, finite rate
chemistry is often required for systems with strong turbulence-chemistry interactions, such as
MILD [3, 1, 4] combustion condition. Fox [5] provided a method which defines the chemical
timescale considering the eigenvalues of the Jacobian matrix J of the chemical source terms.
The inverse of eigenvalues is defined as the chemical timescale of each species. In this way,
more complex kinetic schemes are included for the determination of chemical timescales.
There are also simplified definition of using reaction rate [6], or chemical species formation
rate [7, 8, 9], approximating the Jacobian diagonal terms. By using the definitions mentioned
above, the chemical timescale for each species can be obtained. However, in finite rate chem-
istry mechanism, numerous number of species exist. Combustion model and Damko¨hler
number calculation generally need only one characteristic chemical time.
According to Valorani et al. [10, 11, 12], in the eigen-system defined by the Jacobian
matrix, the timescales which locally characterize the system evolution can be categorized in
slow and fast timescales. The slow timescales or corresponding modes are leading the whole
reaction system and the fast ones are following the slows ones. The fast modes reach equilib-
rium (“exhausted”) very quickly. Therefore, the slow modes in the system is controlling the
reaction and timescales describing such controlling modes should be used for the determina-
tion of chemical timescale in combustion models. As a result, after removing the dormant
species, the maximum species chemical time is used as the characteristic chemical time in
each cell in the current research.
Furthermore, Li et al. [9] tested the three ways of obtaining chemical timescale from Jaco-
bian matrix, species formation rate and species reaction rate. Results show that the approach
based on formation rate is more e cient and it approximates the Jacobian matrix method
better than the one based on reaction rate.
2. Heat release rate profiles with radial strain rate
The radial strain rate plotted with contour lines and heat release rate with flood is shown in
Figure 1. As it is with the axial strain rate, similar profiles of the radial strain rate distribution
between the cases with various coflow oxygen levels can be observed. No direct correlation
between the negative heat release location and axial strain rate value can be found.
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Figure 1: Heat release rate (HRR) for the cases with 3 %, 6 % and 9 % coflow oxygen levels with radial strain
rate as contour line. The unit for strain rate is s 1 and for HRR is W/m3.
3. Comparison with Livermore mechanism
The reduced n-heptane mechanism from Politecnico di Milano (polimi) with 106 species
and 1738 reactions [13, 14, 15] is compared with the livermore detailed n-heptane mecha-
nism [16, 17] with 654 species and 2827 reactions in Figure 2, 3 and 4. The temperature pro-
files from the reduced mechanism and detailed mechanism show no visual di↵erence, while
distinct features on OH number density distribution is captured on axial locations of 14.5,
22.5 and 29.5 mm. Even though the experimental OH number density data is half-quantified,
the over-predicted OH peak value cannot be eliminated by multiplying with a scaling number,
considering the fact that the modelled OH number density values for r 20 mm are close to the
experimental data for z = 14.5 mm and 29.5 mm. Regarding the normalized CH2O number
density distribution, similar shape of the profiles are obtained by using the livermore mech-
anism, compared to the polimi reduced mechanism. The livermore mechanism is showing
slightly higher peak value of the normalized CH2O number density.
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Figure 2: Mean temperature profiles obtained from the simulations with livermore and polimi n-heptane mech-
anism.
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Figure 3: Mean OH number density profiles obtained from the simulations with livermore and polimi n-heptane
mechanism.
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Figure 4: Normalized mean CH2O number density profiles obtained from the simulations with livermore and
polimi n-heptane mechanism.
The contour plots of heat release rate from the cases using livermore and polimi mech-
anisms are presented in Figure 5. The negative heat release area still exist and is expanded
slightly by using the livermore mechanism, showing more pyrolysis reactions. When it comes
to the positive heat release, the livermore mechanism predicts more heat generation close to
the centerline and less on the radial position of around 0.02 m near the domain exit location
(above z = 0.08 m).
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Figure 5: Heat release rate (HRR) for the cases with livermore and polimi mechanism. The unit for HRR is
W/m3.
In summary, the negative heat release area still exist by using a more detailed n-heptane
mechanism and the over-prediction (more than that with polimi mechanism) of OH number
density profiles are obtained by such mechanism.
4. Reducing coflow oxygen levels to 1% and 2%
If the coflow oxygen level is further decreased to 2%, even 1%, a steady solution can still
be obtained with numerical simulation. Figure 6 demonstrates how the OH number density
profiles change from 3% case (on the right) to 1% case (on the left). The number density
threshold value is set to 5 ⇥ 1011 molecules/cm3. Transitional area with gradually increasing
OH signal is also observable for the 1% and 2% cases. The flame weak-to-strong heights with
di↵erent OH number density values are summarized in Figure 7. The di↵erence between the
flame weak-to-strong heights for the 1% and 2% cases are more obvious for lower number
density threshold value, such as 5 ⇥ 1011 molecules/cm3.
In Figure 8, the heat release contour plots for the 1/2/3 % cases are shown. With decreased
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coflow oxygen, the maximum positive heat release value is decreasing as well. At the same
time, the absolute value for negative heat release is increasing. Therefore, the negative heat
release region still exist with highly diluted case, 1% coflow oxygen content; the absolute
value of negative heat release is even larger than the slight higher oxygen level cases: 2% and
3%.
Figure 6: OH number density for the cases with 1% and 2% coflow oxygen levels. The unit for OH number
density is molecules/cm3.
0
30
60
90
 1  2
Fl
am
e 
w
ea
k-
to
-s
tro
ng
 tr
an
sit
io
n 
he
ig
ht
s [
mm
]
Coflow O2 level (%)
5 × 1012
1 × 1012
5 × 1011
Figure 7: Flame weak-to-strong heights for the cases with 1% and 2% coflow oxygen levels.
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Figure 8: Heat release rate (HRR) for the cases with 1% and 2% coflow oxygen levels. The unit for HRR is
W/m3.
5. Mixing timescale distribution
The mixing timescale contour plot for the cases with 3 %, 6 % and 9 % coflow oxygen
levels is shown in Figure 9. In general, all the cases show very similar distribution of the
mixing timescale for most regions in the simulation domain. Close to the right boundary of
the coflow stream, high value of mixing time is captured only for the 3 % and 6 % cases. This
comes from the numerical issue.
9
Figure 9: Mixing timescale (unit: s) contour plot for the cases with 3 %, 6 % and 9 % coflow oxygen levels.
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1. Introduction
In the current supplementary material from the research work of Li et al. [1], the Favre-
filtered governing equations of continuity, momentum, species and energy are presented in
detail [2].
2. Governing equations
Continuity:
@⇢
@t
+
@ (⇢eui)
@xi
= 0, (1)
Momentum:
@⇢eui
@t
+
@
⇣
⇢euieuj⌘
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@x j
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@
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Species:
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Energy:
@⇢ehs
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(4)
From Equation 1 to Equation 4, k represents the number of species, hs is the sensible
enthalpy and   is the thermal conductivity.
References
[1] Z. Li, A. Cuoci, A. Parente, Proc. Combust. Inst. 37 (2019).
[2] T. Poinsot, D. Veynante, Theoretical and Numerical Combustion, p164, R.T. Edwards,
2005.
2

