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Abstract
The coordinate sequences of the trace sequences over a Galois ring deﬁned by the trace function are used
signiﬁcantly in cryptography, coding and communication applications. In this paper, a p-adic expansion
for the coordinate sequences in terms of elementary symmetric functions is provided for the case that the
characteristic p of the residue ﬁeld of the Galois ring is an arbitrary prime, which generalizes the related
result of Kumar and Helleseth for the characteristic being p = 2. From the expression, upper and lower
bounds on the linear complexity of the coordinate sequences are derived.
© 2005 Elsevier Inc. All rights reserved.
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1. Introduction
Let k and m be positive integers and p be any prime number. Let Fpm denote the ﬁnite ﬁeld
of pm elements and Rm = GR(pk+1,m) denote the Galois ring of characteristic pk+1 and size
p(k+1)m. R1 = GR(pk+1, 1) = Zpk+1 is the integer modulo pk+1 residue ring. Let  be an
element of order pm − 1 in Rm. Then  =  + pRm is a primitive element in Rm/pRmFpm .
Let Tr : GR(pk+1,m) → Zpk+1 denote the trace function of Rm over R1, and m denote the set
of Teichmuller representatives of Rm, that is,
m = {0, 1, , 2, . . . , pm−2} = {a ∈ Rm|apm = a}.
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Then the set of Teichmuller representatives of R1 is
1 = m ∩ R1 = {a ∈ R1|ap = a} = {0, 1, 1, 21, . . . , p−21 },
where 1 = (p
m−1)/(p−1)
. For the knowledge of Galois rings, please see [6,8].
For any positive integer t , express Tr(t ) as
Tr(t ) = a0(t) + pa1(t) + · · · + pkak(t),
where ai(t) ∈ 1, i = 0, 1, . . . , k. The sequence (ai(0), ai(1), ai(2), . . .) is called the ith coordi-
nate sequence of (Tr(0),Tr(1),Tr(2), . . .). The latter sequence is the analogy ofm-sequences
over ﬁnite ﬁelds in the Galois ring case [10,9]. Since 1 is one-to-one corresponding to Fp un-
der the natural homomorphism R1 → R1/pR1Fp, the coordinate sequences can be naturally
regarded as sequences over Fp.
Coordinate sequences, in particular the highest order coordinate sequence, (ak(0), ak(1),
ak(2), . . .), are used signiﬁcantly in cryptography, coding and communication applications [10,9,7].
Some results on the linear complexity of coordinate sequences have been achieved [10,9,7,4,3,2];
in [2] an expression for ak(t) in terms of elementary symmetric functions is given by Kumar and
Helleseth for the case of p = 2. In this paper, we study the same problem for the general p case.
We will derive an expression for ak(t) in Section 2, and present upper and lower bounds on the
linear complexity of (ak(0), ak(1), ak(2), . . .) in Section 3.
2. Expansion for ak(t)
Let x ∈ m and set Xi = xpi−1 , i = 1, 2, . . . , m. Let j and Sj denote the j th elementary
symmetric function and the j th power sum in the set {X1, X2, . . . , Xm}, respectively, namely,
j = j (X1, X2, . . . , Xm) =
∑
1 i1<···<ij m
Xi1Xi2 . . . Xij ,
Sj = Sj (X1, X2, . . . , Xm) = Xj1 + Xj2 + · · · + Xjm.
We also write j and Sj in place of j (x) and Sj (x) for short. Then it is easy to check that for
any x ∈ m and k1, we have Tr(x) = 1(x) = S1(x) = Spk (x).
Let Z+ denote the set of nonnegative integers. For k1, let Ek ⊆ Zm+ be a set deﬁned by
Ek =
⎧⎨
⎩e = (e1, e2, . . . , em) ∈ Zm+
∣∣∣∣∣∣
m∑
j=1
jej = pk
⎫⎬
⎭ .
For any z ∈ Z\{0}, we deﬁne vp(z) to be the index of the largest power of p dividing z, i.e.,
vp(z) = s if and only if ps |z and ps+1 z. For any e = (e1, e2, . . . , em) ∈ Zm+\{(0, 0, . . . , 0)},
we deﬁne vp(e) to be the index of the largest power of p that divides each nonzero component
of e.
For any l ∈ Z+, express it as l = l0 + pl1 + · · · + pt lt , 0 lip − 1. Set WH(l) =
t∑
i=0
li and
call it the p-adic Hamming weight of l.
Lemma 1. For any positive integer l, vp(l!) = 1p−1 (l − WH(l)).
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Proof. Express l as l = l0 + pl1 + · · · + pt lt , 0 lip − 1. The number of integers among
1, 2, . . . , l − 1 and l which can be divided by pi equals[
l
pi
]
= li + pli+1 + · · · + pt−i lt ,
i = 1, 2, . . . , t . Thus,
vp(l!) =
[
l
p
]
+
[
l
p2
]
+ · · · +
[
l
pt
]
= (pt−1lt + pt−2lt−1 + · · · + l1)
+(pt−2lt + pt−3lt−1 + · · · + l2) + · · · + (plt + lt−1) + lt
= p
t − 1
p − 1 lt +
pt−1 − 1
p − 1 lt−1 + · · · +
p − 1
p − 1 l1 +
1
p − 1 (l0 − l0)
= 1
p − 1
(
(l0 + pl1 + · · · + pt lt ) − (l0 + l1 + · · · + lt )
)
= 1
p − 1 (l − WH(l)) . 
Lemma 2. For any v = (v1, v2, . . . , vm) ∈ Zm+\{(0, 0, . . . , 0)}, we have
(1) vp
(
m∑
j=1
vj
)
vp(v);
(2)
m∑
j=1
WH(vj ) − WH
(
m∑
j=1
vj
)
(p − 1)
(
vp(
m∑
j=1
vj ) − vp(v)
)
; and
(3)
m∑
j=1
WH(vj )WH
(
m∑
j=1
vj
)
.
Proof. (1) is obvious and (3) is a direct consequence of (1) and (2). We only need to check (2).
Trivially, api + (p − a)pi = pi+1 holds for any 1a < p. So, in the calculation of the
elementary arithmetic sum of several positive integers, say v1, v2, . . ., and vm, if a carry operation
happens once, the value of
m∑
j=1
WH(vj ) − WH
(
m∑
j=1
vj
)
will increase a + (p − a) − 1 = p − 1
once.
Suppose vp
(
m∑
j=1
vj
)
−vp(v) = d . Then at least d carry operations happened in the calculation
of the sum
m∑
j=1
vj . Thus, we have
m∑
j=1
WH(vj ) − WH
⎛
⎝ m∑
j=1
vj
⎞
⎠ (p − 1)d.
This proves (2). 
Lemma 3. Let a, b ∈ GR(pk+1,m). If a = b (mod p), then apl = bpl (mod pl+1) for any l1.
N. Sun, L. Hu / Journal of Complexity 22 (2006) 382–395 385
We assume from now on that mpk .
Theorem 4. Let x ∈ m. We have
Spk =
∑
e∈Ek
(−1)e2+e4+···pk
(
m∑
i=1
ei − 1
)
!
m∏
i=1
ei !
m∏
i=1
i
ei . (1)
Moreover, in computing Spk (mod pk+1) from the expression above, the values of i can be
replaced by the values of i (mod p).
Proof. Notice that Ek is the set of all partitions of pk when mpk . Using Waring’s formula we
obtain (1) easily.
Abbreviate e =
m∏
i=1
eii . Then (1) can be rewritten as
Spk =
∑
e∈Ek
c(e)e,
where
c(e) = (−1)e2+e4+···pk
(
m∑
i=1
ei − 1
)
!
m∏
i=1
ei !
.
By Lemma 1,
vp(c(e)) = vp(pk) + vp
((
m∑
i=1
ei − 1
)
!
)
−
m∑
i=1
vp(ei !)
= k + 1
p − 1
(
m∑
i=1
ei − 1 − WH
(
m∑
i=1
ei − 1
))
− 1
p − 1
m∑
i=1
(ei − WH(ei))
= k + 1
p − 1
(
m∑
i=1
WH(ei) − WH
(
m∑
i=1
ei − 1
)
− 1
)
.
It is clear that for any a1, WH(a − 1) = WH(a) + (p − 1)vp(a) − 1, so
WH
(
m∑
i=1
ei − 1
)
= WH
(
m∑
i=1
ei
)
+ (p − 1)vp
(
m∑
i=1
ei
)
− 1.
Then
vp(c(e)) = k − vp
(
m∑
i=1
ei
)
+ 1
p − 1
(
m∑
i=1
WH(ei) − WH
(
m∑
i=1
ei
))
.
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By Lemma 2 we have
vp(c(e))k − vp
(
m∑
i=1
ei
)
+ vp
(
m∑
i=1
ei
)
− vp(e),
that is,
vp(c(e)) + vp(e)k. (2)
In order to compute Spk =
∑
e∈Ek
c(e)e (modpk+1), we only need to compute e (mod
pk+1−vp(c(e))). Since from (2) vp(e) + 1k + 1 − vp(c(e)), we only need to compute
e (mod pvp(e)+1). Suppose vp(e) = s and ei = psti . ByLemma3we havep
s
i = (i (mod p))p
s
(mod ps+1). Then eii = (i (mod p))ei (mod ps+1). Then this completes the proof of
Theorem 4. 
We use y1, y2, . . . , ym to denote variables that take their values in Zpk+1 and y = (y1, y2, . . . ,
ym). Let W(y1, y2, . . . , ym) ∈ Z[y1, y2, . . . , ym] be deﬁned by
W(y) = W(y1, y2, . . . , ym) =
∑
e∈Ek
c(e)ye,
where c(e) is deﬁned as in the proof of the previous theorem, and similarly as e, ye denotes
y
e1
1 · · · yemm for e = (e1, . . . , em). It follows from Theorem 4 that Spk = W(1, 2, . . . , m).
We now consider two different expansions for W(y1, y2, . . . , ym).
(i) For any e ∈ Ek , write
c(e) =
k∑
j=0
c(j, e)pj (mod pk+1),
where c(j, e) ∈ {0, 1, . . . , p − 1}. Then
W(y) = w0(y) + pw1(y) + · · · + pkwk(y) (mod pk+1), (3)
where
wi(y) =
∑
e∈Ek
c(i, e)ye (mod pk+1−i ).
From (2) we know that vp(e)k − i if c(i, e) = 0, 0 ik. For such i, since e ∈ Ek , ej = 0
holds for any j > pi . Thus, wi is a function of the ﬁrst pi variables y1, y2, . . . , ypi . Let pi =
(b1, b2, . . . , bm) ∈ Zm+ be an m-tuple deﬁned by
bl =
{
pk−i if l = pi,
0 if l = pi.
Then ypi = ypk−i
pi
, c(pi ) = pi and c(i, pi ) = 1 for any 0 ik.
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(3) is a naive expansion of W(y).
(ii) Unlike (3), using the p-adic expansion, we obtain another expansion for W(y) as follows:
W(y) = a0(y) + pa1(y) + · · · + pkak(y) (mod pk+1), (4)
where ai(y) ∈ 1, i = 0, 1, . . . , k. We call ai(y) (0 ik) the coordinate functions of W(y).
Theorem 5. The coordinate functions ak(y) can be expressed in the form
ak(y) =
∑
e∈Ek
b(k, e)ye (mod p),
with b(k, e) ∈ {0, 1, . . . , p − 1} and b(k, pk ) = 1.
Proof. The proof is an iterative procedure. In the (i + 1)th step of the iteration, we have a
polynomial W(i)(y) which has two expansions: the p-adic expansion
W(i)(y) = ai(y) + pai+1(y) + · · · + pk−iak(y) (mod pk−i+1) (5)
and a naive expansion
W(i)(y) = w(i)0 (y) + pw(i)1 (y) + · · · + pk−iw(i)k−i (y) (mod pk−i+1), (6)
which has a known explicit expression.We derive an expansion of ai(y) fromw(i)0 (y) and deduce
W(i+1)(y) from W(i)(y) and ai(y). The iteration initializes with W(0)(y) = W(y) and two
expansions (3) and (4).
Now we go to the ﬁrst step. From (3) and (4) we have a0(y) = w0(y) (mod p). By Lemma 3,
a0(y) = (a0(y))pk = (w0(y))pk (mod pk+1),
where
w0(y) =
∑
e∈Ek
c(0, e)ye (mod pk+1).
From (2) we have vp(e)k if c(0, e) = 0. Then c(0, e) = 0 if and only if e = 1. Therefore,
w0(y) = yp
k
1 (mod p
k+1).
Since yp
k
1 = y1 (mod p), by Lemma 3 again, we have
a0(y) = (yp
k
1 )
pk (mod pk+1)
= ypk1 (mod pk+1)
= w0(y) (mod pk+1).
For any e ∈ Ek , if vp(e) < k, then from (2) vp(c(e)) > 0, p divides c(e), and set c(1)(e) = c(e)p .
If vp(e) = k then set c(1)(e) = 0. Thus,
W(y) − a0(y) = W(y) − w0(y) = p
∑
e∈Ek
c(1)(e)ye (mod pk+1),
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that is,
a1(y) + pa2(y) + · · · + pk−1ak(y) =
∑
e∈Ek
c(1)(e)ye (mod pk).
We also have
vp(c
(1)(e)) + vp(e)k − 1
for any e ∈ Ek .
Let
W(1)(y) =
∑
e∈Ek
c(1)(e)ye (mod pk)
and suppose
c(1)(e) = c(1)(0, e) + pc(1)(1, e) + · · · + pk−1c(1)(k − 1, e) (mod pk),
where c(1)(i, e) ∈ {0, 1, . . . , p − 1}. Then we have
W(1)(y) = w(1)0 (y) + pw(1)1 (y) + · · · + pk−1w(1)k−1(y) (mod pk),
where
w
(1)
i (y) =
∑
e∈Ek
c(1)(i, e)ye (mod pk−i ).
Since c(pk ) = pk , it follows that c(1)(pk ) = pk−1. Replacing w0 and a0 by w(1)0 and a1,
respectively, we can do similarly as in the above procedure.
Now we assume that we have done the procedure i times, 1 ik − 1, and we have gotten
intermediate quantities which satisfy the following four conditions:
(a) ai−1(y) =
(
w
(i−1)
0 (y)
)pk−i+1
(modpk−i+2).
(b) Let W(i)(y) be deﬁned by (5). It has an expression of the form
W(i)(y) =
∑
e∈Ek
c(i)(e)ye (mod pk−i+1)
with vp(c(i)(e)) + vp(e)k − i.
(c) Write c(i)(e) =
k−i∑
j=0
pjc(i)(j, e) (modpk−i+1) with c(i)(j, e) ∈ {0, . . . , p−1}. ThenW(i)(y)
can be expanded as (6), where
w
(i)
j (y) =
∑
e∈Ek
c(i)(j, e)ye (mod pk−i+1−j ).
(d) c(i)(pk ) = pk−i .
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From (5) and (6),
ai(y) =
(
w
(i)
0 (y)
)pk−i
(mod pk−i+1)
=
⎛
⎝∑
e∈Ek
c(i)(0, e)ye
⎞
⎠
pk−i
(mod pk−i+1)
=
⎛
⎝∑
e∈Ek
c(i)(0, e)(y
e
pk−i )p
k−i
⎞
⎠
pk−i
(mod pk−i+1),
since vp(e)k − i whenever c(i)(0, e) = 0. Let E = {e ∈ Ek|c(i)(0, e) = 0} and suppose
|E| = u. Note that the proof is trivial when u = 0. So we assume that u1 and E =
{e(1), e(2), . . . , e(u)}. For any e = (e1, e2, . . . , em) ∈ E, we know that ej = 0 whenever j > pi .
It is clear that (y
e
pk−i )p
k−i = y
e
pk−i (modp) for any e ∈ E. Then
∑
e∈E
c(i)(0, e)(y
e
pk−i )p
k−i =
∑
e∈E
c(i)(0, e)y
e
pk−i (mod p).
By Lemma 3,
ai(y) =
(∑
e∈E
c(i)(0, e)y
e
pk−i
)pk−i
(modpk−i+1). (7)
Each term in the multinomial expansion on the right-hand side of (7) is of the form
(
pk−i
v1 · · · vu
)(
c(i)(0, e(1))
)v1 · · · (c(i)(0, e(u)))vu y v1e(1)+···+vue(u)pk−i ,
for some (v1, . . . , vu)with vj 0 and v1+· · ·+vu = pk−i . Since
m∑
j=1
je
(l)
j = pk , l = 1, 2, . . . , u,
we have
m∑
j=1
j
u∑
l=1
vle
(l)
j
pk−i
=
u∑
l=1
vl
1
pk−i
m∑
j=1
je
(l)
j = pk.
This implies that v1e
(1)+···+vue(u)
pk−i ∈ Ek and its j th component equals 0 for any j > pi . From
gcd
(
c(i)(0, e(l)), p
) = 1 for any l ∈ {1, 2, . . . , u}, we know that gcd( u∏
l=1
(
c(i)(0, e(l))
)vl
, p
)
=1.
Then
vp
((
pk−i
v1 · · · vu
) u∏
l=1
(
c(i)(0, e(l))
)vl) = vp
((
pk−i
v1 · · · vu
))
.
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By Lemmas 1 and 2,
vp
((
pk−i
v1 · · · vu
))
= 1
p − 1
(
u∑
l=1
WH(vl) − 1
)
 1
p − 1
(
WH
(
u∑
l=1
vl
)
+ (p − 1)vp
(
u∑
l=1
vl
)
− (p − 1)vp(v) − 1
)
= k − i − vp(v),
where v = (v1, v2, . . . , vu).
Clearly,
vp
(
v1e(1) + · · · + vue(u)
pk−i
)
vp(v),
since the vectors e(l)
pk−i ∈ Zm+. Therefore,
vp
((
pk−i
v1 · · · vu
) u∏
l=1
(
c(i)(0, e(l))
)vl)+vp
(
v1e(1) + · · · + vue(u)
pk−i
)
k − i. (8)
The summation of the diagonal terms in the multinomial expansion on the right-hand side of (7)
equals
∑
e∈E
(
c(i)(0, e)
)pk−i
ye (mod pk−i+1).
Since
(
c(i)(0, e)
)pk−i = c(i)(0, e)(mod p) and c(i)(e) = c(i)(0, e)(mod p), we have
p|c(i)(e) −
(
c(i)(0, e)
)pk−i
. (9)
If vp(v) < k − i, then
p
∣∣∣∣
(
pk−i
v1 · · · vu
) u∏
l=1
(
c(i)(0, e(l))
)vl
. (10)
Eq. (10) implies that the coefﬁcient of each nondiagonal term in the multinomial expansion on
the right-hand side of (7) can be divided by p.
Set
T =
{
v = (v1, v2, . . . , vu) ∈ Zu+|v1 + v2 + · · · + vu = pk−i , vp(v) < k − i
}
.
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Then
W(i)(y) − ai(y)
=
∑
e∈E
c(i)(e)ye +
∑
e∈Ek\E
c(i)(e)ye −
∑
e∈E
(
c(i)(0, e)
)pk−i
ye
−
∑
v∈T
(
pk−i
v1 · · · vu
)
u∏
l=1
(
c(i)(0, e(l))
)vl
y
v1e(1)+···+vue(u)
pk−i (mod pk−i+1)
=
∑
e∈E
(
c(i)(e) −
(
c(i)(0, e)
)pk−i)
ye +
∑
e∈Ek\E
c(i)(e)ye
−
∑
v∈T
(
pk−i
v1 · · · vu
)
u∏
l=1
(
c(i)(0, e(l))
)vl
y
v1e(1)+···+vue(u)
pk−i (mod pk−i+1).
Since c(i)(0, e) = 0 for any e ∈ Ek\E, p|c(i)(e). And from (9) and (10) it follows that
W(i)(y) − ai(y) = p
∑
e∈Ek
c(i+1)(e)ye (modpk−i+1). (11)
For any e ∈ E, its j th component equals 0 for any j > pi . Same fact holds for any m-tuple
v1e(1)+···+vue(u)
pk−i , where (v1, v2, . . . , vu) ∈ T . Then for any e ∈ Ek with ej = 0 for some j > pi ,
e /∈ E ∪ { v1e(1)+···+vue(u)
pk−i | (v1, . . . , vu) ∈ T }. It follows that c(i)(e) = pc(i+1)(e) if e has some
component ej = 0 for some j > pi . In particular, since c(i)(pk ) = pk−i , it follows that
c(i+1)(pk ) = pk−i−1.
For any e ∈ Ek , if e ∈ E, then vp(e)k − i. Hence vp(c(i+1)(e)) + vp(e)k − i − 1. If e ∈
Ek\E, then from vp(c(i)(e))+vp(e)k−i and (8) we also have vp(c(i+1)(e))+vp(e)k−i−1.
Therefore,
vp(c
(i+1)(e)) + vp(e)k − i − 1
for any e ∈ Ek .
Now (11) implies that
ai+1(y) + pai+2(y) + · · · + pk−i−1ak(y) =
∑
e∈Ek
c(i+1)(e)ye (mod pk−i ).
Let
W(i+1)(y) =
∑
e∈Ek
c(i+1)(e)ye (mod pk−i )
and
c(i+1)(e) = c(i+1)(0, e) + · · · + pk−i−1c(i+1)(k − i − 1, e) (mod pk−i )
with c(i+1)(j, e) ∈ {0, 1, . . . , p − 1}. Then
W(i+1)(y) = w(i+1)0 (y) + pw(i+1)1 (y) + · · · + pk−i−1w(i+1)k−i−1(y) (mod pk−i ),
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where
w
(i+1)
j (y) =
∑
e∈Ek
c(i+1)(j, e)ye (mod pk−i−j ).
Thus, we get all quantities in the (i+1)th step, which satisfy the four conditionsmentioned above.
Finally, we have
ak(y) =
∑
e∈Ek
c(k)(e)ye (mod p)
and c(k)(pk ) = 1. Set b(k, e) = c(k)(e). The proof is completed. 
We take p = 3 and k = 2 to illustrate the above procedure. We have
W(y) = w0(y) + 3w1(y) + 9w2(y) = a0(y) + 3a1(y) + 9a2(y) (mod 27),
where
w0(y) = y91 (mod 27)
w1(y) = 2y31y32 + y33 (mod 9)
w2(y) = 2y71y2 + y61y3 + 2y51y4 + y41y2y3 + y41y5 + y31y2y4 + 2y31y32 + 2y31y23
+2y31y6 + y21y7 + 2y1y2y6 + y1y42 + 2y1y3y5 + y1y24 + 2y1y8
+2y2y3y4 + 2y2y7 + y22y5 + 2y32y3 + 2y3y6 + 2y4y5 + y9 (mod 3).
First, we have
a0(y) = (w0(y))9 = (y91)9 = y91 (mod 27).
Thus a0(y) = w0(y), and so,
a1(y) + 3a2(y) = w1(y) + 3w2(y) (mod 9),
and
a1(y) = (w1(y))3 = (2y31y32 + y33)3 = (2y1y2 + y3)3 (mod 9).
Therefore,
3a2(y) = w1(y) + 3w2(y) − a1(y) (mod 9)
= −6y31y32 − 3y21y22y3 − 6y1y2y23 + 3w2(y) (mod 9),
and
a2(y) = 2y71y2 + y61y3 + 2y51y4 + y41y2y3 + y41y5 + y31y2y4 + 2y31y23 + 2y31y6
+2y21y22y3 + y21y7 + y1y2y23 + 2y1y2y6 + y1y42 + 2y1y3y5 + y1y24
+2y1y8 + 2y2y3y4 + 2y2y7 + y22y5 + 2y32y3 + 2y3y6 + 2y4y5 + y9 (mod 3).
Note that from the above expansions for a0(y) and a1(y), we have a0(y) = y1 (mod 3) and
a1(y) = 2y1y2 + y3 (mod 3). The coefﬁcients of the terms y1, y3, and y9 in the expansions of
a0(y), a1(y), and a2(y), respectively, all are equal to 1, as shown by Theorem 5.
Replacing yi by i (t , pt , . . . , p
m−1t ) we get an expression for the coordinate sequences.
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Theorem 6. The coordinate sequences (ak(0), ak(1), ak(2), . . .) have an expression of the form
ak(t) =
∑
e∈Ek
b(k, e)e (mod p),
with b(k, e) ∈ {0, 1, . . . , p − 1} and b(k, pk ) = 1.
3. Linear complexity of {ak(t)}t0
Utilizing discrete Fourier transform [1,5], we can easily prove the following useful lemma.
Lemma 7. Let n1 and  be a primitive element of Fpn . Every sequence (a(0), a(1), a(2),
. . .) of period pn −1 over Fp can be expressed as a polynomial a(t) = ∑
d
uddt , where ud ∈ Fpn
and 0dpn−2.Moreover, the linear complexity of (a(0), a(1), a(2), . . .) equals |{d|ud = 0}|.
Fix an e = (e1, e2, . . . , em) ∈ Ek and set
se(t) =
m∏
i=1
eii (
t , . . . , p
m−1t ).
Expanding each elementary symmetric function, se(t) can be rewritten in the form
se(t) =
∑
d
u
(e)
d 
dt . (12)
From
eii (
t , . . . , p
m−1t ) =
⎛
⎝ ∑
0 j1<j2<···<jim−1
(p
j1+pj2+···+pji )t
⎞
⎠
ei
, (13)
we know that each d appearing in (12) with u(e)d = 0 is a sum of
m∑
i=1
iei = pk powers of p,
namely, d can be written in the form
d = pj1 + pj2 + · · · + pjpk , (14)
where j1, j2, . . . , jpk ∈ {0, 1, . . . , m − 1}. There are at most
(
m+pk−1
pk
)
integers with such a
form.
Let d0 be an integer of the form (14) with distinct j1, j2, . . . , jpk . Obviously, there are
(
m
pk
)
such integers. Partition the set {j1, j2, . . . , jpk } into e1+· · ·+em numbered subsets, amongwhich
there are ei subsets, each of these ei sets contains i elements. The number of such partitions is
e =
pk!
pk∏
i=1
(i!)ei
,
an integer independent of j1, j2, . . ., and jpk . By (13), u(e)d0 = e.
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Lemma 8. e = 0 (mod p) ⇔ e = pk .
Proof. By Lemma 1,
(p − 1)vp(e) =
m∑
i=1
eiWH (i) − 1.
vp(e) is zero if and only if e = pk . 
Theorem 9. The linear complexity Lk of the kth coordinate sequence (ak(0), ak(1), ak(2), . . .)
(as a sequence over Fp) satisﬁes
(
m
pk
)
Lk
(
m + pk − 1
pk
)
.
Proof. Combining Theorem 6 and (12), we have
ak(t) =
∑
d
⎛
⎝∑
e∈Ek
b(k, e)u
(e)
d
⎞
⎠ dt .
By Lemma 7 and the fact on the number of integers of the form (14), the upper bound in the
theorem holds. By Lemma 8, for any d0 mentioned above,∑
e∈Ek
b(k, e)u
(e)
d0
= b(k, pk )
pk
= 1 (mod p).
By Lemma 7 again, Lk
(
m
pk
)
. 
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