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QUANTUM SYMMETRIC KAC-MOODY PAIRS
STEFAN KOLB
Abstract. The present paper develops a general theory of quantum group
analogs of symmetric pairs for involutive automorphism of the second kind of
symmetrizable Kac-Moody algebras. The resulting quantum symmetric pairs
are right coideal subalgebras of quantized enveloping algebras. They give rise
to triangular decompositions, including a quantum analog of the Iwasawa de-
composition, and they can be written explicitly in terms of generators and
relations. Moreover, their centers and their specializations are determined.
The constructions follow G. Letzter’s theory of quantum symmetric pairs for
semisimple Lie algebras. The main additional ingredient is the classification of
involutive automorphisms of the second kind of symmetrizable Kac-Moody al-
gebras due to Kac and Wang. The resulting theory comprises various classes of
examples which have previously appeared in the literature, such as q-Onsager
algebras and the twisted q-Yangians introduced by Molev, Ragoucy, and Sorba.
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1. Introduction
Let g be a symmetrizable Kac-Moody algebra defined over an algebraically closed
field K of characteristic 0. The quantized enveloping algebra Uq(g) of g, discovered
by Drinfeld [Dri87] and Jimbo [Jim85] nearly thirty years ago, is an integral part of
representation theory with many deep applications. Let θ : g→ g be an involutive
Lie algebra automorphism and let g = k ⊕ p be the decomposition of g into the
(+1)- and the (−1)-eigenspace of θ. The present paper is concerned with the
construction and the structure theory of quantum group analogs of U(k) as right
coideal subalgebras B = B(θ) of Uq(g). We call such analogs quantum symmetric
pair coideal subalgebras and refer to (Uq(g), B) as a quantum symmetric pair.
If g is finite dimensional then there exist two approaches to the construction of
quantum symmetric pairs. In the early nineties, Noumi, Sugitani, and Dijkhuizen
constructed quantum group analogs of U(k) as coideal subalgebras of Uq(g) for
all g of classical type [Nou96], [NS95], [NDS97]. Their approach is based on ex-
plicit solutions of the reflection equation [Che84], [KS92] and hence follows in spirit
the methods developed by the (then) Leningrad school of mathematical physics
[FRT88]. Independently, G. Letzter developed a comprehensive theory of quan-
tum symmetric pairs for all semisimple symmetric Lie algebras [Let97], [Let99],
[Let00], [Let02]. [Let03], [Let04], [Let08]. Her theory is based on the Drinfeld-
Jimbo presentation of quantized enveloping algebras. It is well understood that the
two approaches to quantum symmetric pairs provide essentially the same coideal
subalgebras of Uq(g), see [Let99, Section 6].
Over the last decade, numerous examples of quantum symmetric pairs for infinite
dimensional symmetrizable Kac-Moody algebras have appeared in the literature.
Here we group these examples in three classes.
(1) q-Onsager algebras: The q-Onsager algebra is a quantum symmetric pair
coideal subalgebra for the Chevalley involution of the affine Lie algebra sˆl2(K). It
derives its name from the fact that the Lie subalgebra of sˆl2(C) fixed under the
Chevalley involution appeared in Onsager’s investigation of the planar Ising model
[Ons44], see also [Ter06, Remark 9.1] for historical comments. The q-Onsager alge-
bra appeared, as an algebra, in Terwilliger’s investigation of tridiagonal pairs and
polynomial association schemes [Ter93, Lemma 5.4]. The name q-Onsager algebra,
however, goes back to Baseilhac and Koizumi [BK05] who observed its role as a
symmetry algebra for a class of quantum integrable models. An embedding of the
q-Onsager algebra as a coideal subalgebra of Uq(sˆl2(K)) was established in [IT10,
Proposition 1.13], see also [Bas05, Section 2]. Recently, it was proposed to study
quantum symmetric pair coideal subalgebras corresponding the Chevalley involu-
tion for arbitrary affine Kac-Moody algebras [BB10] under the name generalized
q-Onsager algebras. These algebras previously appeared in [DG02, Section 3] and
[DM03, 3.4].
(2) Twisted quantum loop algebras of the second kind: Assume that g
is finite dimensional and let L(g) = g ⊗ K[t, t−1] denote the corresponding loop
algebra. The involutive automorphism θ of g lifts to an involutive automorphism
θˆL of L(g) defined by θˆL(x ⊗ tn) = θ(x) ⊗ t−n for all x ∈ g, n ∈ Z. The same
formula also extends θ to an involutive automorphism θˆ of the untwisted affine Lie
algebra gˆ of g. The fixed Lie subalgebras of L(g) and gˆ are isomorphic and we
call them twisted loop algebras of the second kind. Correspondingly, any quantum
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symmetric pair coideal subalgebra for the involution θˆ will be called a twisted quan-
tum loop algebra of the second kind. The twisted quantum loop algebras (of the
second kind) corresponding to the Chevalley involution coincide with the general-
ized q-Onsager algebras discussed in (1). The most prominent examples of twisted
quantum loop algebras, however, were introduced by Molev, Ragoucy, and Sorba
[MRS03] for the involutions corresponding to the symmetric pairs (slN (K), soN (K))
and (sl2m(K), sp2m(K)). Molev, Ragoucy, and Sorba call their algebras twisted q-
Yangians. A twisted quantum loop algebra corresponding to the symmetric pair
(slN (K), slN (K)∩(glr(K)⊕glN−r(K))) was constructed in [CGM14]. Both [MRS03]
and [CGM14] use an FRT approach for their constructions and work with glN (K)
rather than slN (K). Examples of quantum symmetric pair coideal subalgebras of
Uq(sˆl2(K)) which are not twisted quantum loop algebras were recently constructed
in [Reg12].
(3) Quantized GIM Lie algebras: Generalized intersection matrix (GIM) Lie
algebras, originally introduced by Slodowy [Slo84], [Slo86], form a class of Lie al-
gebras which generalize Kac-Moody algebras by allowing Cartan matrices with
positive off-diagonal entries. It was realized by Berman [Ber89] that GIM Lie
algebras are subalgebras fixed under an involution of certain symmetrizable Kac-
Moody algebras. Recently, quantum group analogs of GIM Lie algebras associated
to two-fold affinizations of Cartan matrices of type ADE were constructed by Tan
[Tan05] in an attempt to better understand the quantum toroidal algebras defined
in [GKV95]. In [LT12] the resulting quantized GIM Lie algebras were realized as
coideal subalgebras of quantized enveloping algebras. Quantized GIM Lie alge-
bras provide examples of quantum symmetric pairs for non-affine symmetrizable
Kac-Moody algebras.
In the present paper a comprehensive theory of quantum symmetric pairs for
symmetrizable Kac-Moody algebras is developed. This theory comprises all of the
above example classes and reduces to Letzter’s theory if g is finite dimensional. The
paper develops algebraic properties of the resulting quantum symmetric Kac-Moody
pairs. This includes triangular decompositions, in particular an analog of the Iwa-
sawa decomposition. It also includes explicit presentations of quantum symmetric
pair coideal subalgebras in terms of generators and relations and a description of
their centers. Moreover, we investigate the transformation behavior of quantum
symmetric pairs under Hopf algebra automorphisms of Uq(g) and the behavior of
quantum symmetric pairs in the limit q → 1, commonly referred to a specializa-
tion. It has to be stressed that for finite dimensional g most of these results were
obtained by Letzter and that the proofs in the Kac-Moody case are for the most
part straightforward translations of her arguments. Nevertheless, we feel that a
detailed presentation of the construction of quantum symmetric pairs and of the
proofs of their properties is appropriate. Firstly, this guarantees that everything
does indeed translate to the Kac-Moody setting. This fact was not used by any
of the papers referred to in (1), (2), and (3) above (except [Reg12]), although it
significantly conceptualizes and generalizes those constructions. This will become
apparent in the final two sections of the present paper where the theory is applied
to define quantum loop algebras and quantized GIM algebras in full generality.
Delius and MacKay asked in [DM03, p. 189] for an affine generalization of Noumi’s
and Letzter’s theories. In [BB10, Section 4] Baseilhac and Belliard asked for a
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Drinfeld-Jimbo realization of the twisted q-Yangians in [MRS03]. The present pa-
per answers both these questions. Secondly, a detailed presentation allows for some
minor changes to Letzter’s original approach. This will hopefully help to convince
the reader that quantum symmetric pairs appear very naturally and are technically
not more involved than quantized enveloping algebras themselves.
An important ingredient in Letzter’s construction is the classification of invo-
lutive automorphisms of simple complex Lie algebras up to conjugation. Being
equivalent to the classification of real simple Lie algebras, this classical problem
was essentially solved by E. Cartan [Car14]. It was revisited by Araki [Ara62]
using Cartan subalgebras h of g, invariant under θ, such that h ∩ p is maximally
abelian in p. Dijkhuizen observed in [Dij96] that this condition is crucial for the
general construction of quantum symmetric pairs. In [Let99] Letzter specifies the
choice of θ even further. Let g = n+⊕ h⊕ n− be the triangular decomposition of g
with respect to a fixed choice Π = {αi | i ∈ I} of simple roots and let ei, fi, hi for
i ∈ I denote the Chevalley generators of g. Moreover, for any subset X ⊂ I let gX
denote the Lie subalgebra of g generated by all ei, fi, hi for i ∈ X . To construct
quantum symmetric pairs for finite dimensional g, Letzter assumes that
θ(h) = h(1.1)
and that there exists a subset X ⊂ I such that
θ|gX = idgX(1.2)
and
θ(ei) ∈ n
− and θ(fi) ∈ n
+ if i ∈ I \X .(1.3)
For finite dimensional g the above conditions can be achieved for any involutive
automorphism θ via conjugation. It turns out that Letzter’s theory of quantum
symmetric pairs can be extended to symmetrizable Kac-Moody algebras and invo-
lutions θ which satisfy (1.1)-(1.3) for a subset X ⊂ I of finite type. More precisely,
recall that a Lie algebra automorphism σ : g → g is said to be of the second kind
if the standard Borel subalgebras b+ and b− of g satisfy [b+ : σ(b−) ∩ b+] < ∞,
[Lev88, III.1]. Any automorphism θ satisfying (1.1)-(1.3) for a subset X ⊂ I of
finite type is of the second kind. It is one of the main observations of the present
paper that Letzter’s theory extends to involutive automorphisms of the second kind
of symmetrizable Kac-Moody algebras.
Involutive automorphisms of the second kind were essentially classified by Kac
and Wang [KW92]. It follows from their results that any involution of the second
kind is conjugate to an involution satisfying (1.1)-(1.3). This involution can be
written explicitly in terms of certain pairs (X, τ) where X ⊂ I as above, and τ
is a diagram automorphism of I. The pairs (X, τ) corresponding to involutive
automorphisms of the second kind can be described solely in terms of the root
system of g and will be called admissible pairs. They are natural generalizations of
Satake diagrams [Ara62, pp. 32/33] to the Kac-Moody setting. The explicit form
of the involution θ(X, τ) corresponding to the admissible pair (X, τ) immediately
suggests the definition of a quantum group analog θq(X, τ). Similarly, a set of
generators of the Lie subalgebra k fixed under θ(X, τ) suggests a set of generators
and hence the definition of the corresponding quantum symmetric pair coideal
subalgebra.
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In the following the content of the present paper is described in some more
detail. The classification of involutions of the second kind of symmetrizable Kac-
Moody algebras in terms of admissible pairs is recalled in Section 2. This section
contains all facts about Kac-Moody algebras used subsequently for the construction
of quantum symmetric pairs. Only the proof of the main result, Theorem 2.7, is
moved to Appendix A. Section 3 briefly recalls the definition and properties of
quantized enveloping algebras defined over the field K(q) of rational functions in
q. Here the focus is on the relation between Lusztig’s braid group action on Uq(g)
and the adjoint action of Uq(g) on itself. The aim is to find q-analogs of all the
constituents of the involution θ(X, τ) of g. With the preparations provided by
Sections 2 and 3 at hand, it is straightforward to define the quantum group analog
θq(X, τ) of θ(X, τ) as an K(q)-algebra automorphism of Uq(g) in Section 4. This
definition is one of the more essential differences between the present paper and
Letzter’s constructions for finite dimensional g where the quantum group analog of
θ maps q to q−1, see Subsection 4.5. In Section 5 quantum symmetric pair coideal
subalgebras Bc,s are defined depending on two families of additional parameters
c, s ∈ K(q)I\X . The next aim is to describe Bc,s explicitly in terms of generators
and relations. To this end, three crucial triangular decompositions are presented
in Section 6. The first two decompositions provide bases of Uq(g) and Bc,s in
terms of certain monomials in generators of Bc,s. The third decomposition is a
quantum analog of the Iwasawa decomposition. These tools make it possible to
give the desired presentation of Bc,s in Section 7. The relations are given explicitly
for all generalized Cartan matrices with entries ≥ −2, but the method works in
full generality. Here the q-Onsager algebra appears in Example 7.6. In Section
8 the center of Bc,s is determined. It is shown that if Bc,s corresponds to an
indecomposable Cartan matrix of infinite type then the center Z(Bc,s) is trivial.
The center of Bc,s in the finite case was previously determined in [KL08] and is
here briefly recalled for completeness. Section 9 analyzes the behavior of quantum
symmetric pairs under the action of the group AutHopf(Uq(g)) of Hopf algebra
automorphisms of Uq(g). The aim is in particular to find a class of representatives
of the AutHopf(Uq(g))-orbits of quantum symmetric pairs. In Section 10 we discuss
non-restricted specialization, that is, the behavior of θq(X, τ) and Bc,s in the limit
q → 1. Using specialization, it is in particular shown in Theorem 10.11 that Bc,s
satisfies a maximality condition. In these specialization arguments it is crucial
that the triangular decompositions involving Bc,s remain true over the localization
A = K[q, q−1](q−1), see Theorem 10.7. The maximality property of Bc,s is used to
identify the twisted q-Yangians from [MRS03] with quantum symmetric pair coideal
subalgebras in Section 11. It should be noted that twisted q-Yangians contain an
additional infinite dimensional central subalgebra due to the fact that they are
constructed from gln(K) and not from sln(K). The final Section 12 provides the
construction of quantized GIM Lie algebras in full generality, going beyond the
two-fold affinizations considered by Lv and Tan in [Tan05], [LT12].
At the end of each section that emulates Letzter’s constructions for finite dimen-
sional g, we provide detailed references to her work and point out any differences
between her constructions and those presented here in the Kac-Moody case. This
applies to Sections 4, 5, 6, 7, 9, 10, and 11.
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2. Involutive automorphisms of the second kind
Automorphisms of infinite-dimensional, symmetrizable Kac-Moody algebras be-
long to either of two disjoint classes, automorphisms of the first and automorphisms
of the second kind. In principle, involutive automorphisms of the second kind were
classified in [KW92]. In the very final remark of their paper, Kac and Wang an-
nounce that a combinatorial description of involutions of the second kind in terms
of Dynkin diagrams is possible. This section is the author’s take on what Kac and
Wang might have had in mind. This will, moreover, allow us to fix notations for
Kac-Moody algebras and their automorphisms. The main result of this section,
Theorem 2.7, should be attributed to [KW92], however, the author was unable to
locate the given explicit formulation in the literature. In Appendix A we will reduce
Theorem 2.7 to results stated in [KW92]. A similar result is contained in [BBBR95]
where almost split real forms of symmetrizable Kac-Moody algebras are classified.
All through this paper K denotes an algebraically closed field of characteristic 0.
2.1. Kac-Moody algebras and groups. Let I be a finite set and let A =
(aij)i,j∈I be a generalized Cartan matrix. Recall that A is a square matrix with in-
teger entries such that aii = 2 for all i ∈ I, aij ≤ 0 if i 6= j, and (aij = 0⇔ aji = 0).
We always assume A to be symmetrizable, that is, there exists a diagonal matrix
D = diag(ǫi|i ∈ I) with coprime entries ǫi ∈ N such that DA is symmetric. More-
over, we assume A to be indecomposable. Let P∨ be the free abelian group of
rank 2|I| − rank(A) with Z-basis {hi | i ∈ I} ∪ {ds | s = 1, . . . , |I| − rank(A)}, set
h = K⊗ZP∨, and define P = {λ ∈ h∗ |λ(P∨) ⊆ Z}. As usual, we call P the weight
lattice associated to A. With the notation P∨ we follow [HK02, 2.1] but note that
P∨ is an extension of the dual root lattice. Moreover, define Π∨ = {hi | i ∈ I} and
choose a linearly independent subset Π = {αi | i ∈ I} of h∗ such that
αj(hi) = aij and αj(ds) ∈ {0, 1}(2.1)
for all i, j ∈ I and all s = 1, . . . , |I| − rank(A). In this case (h,Π,Π∨) is a minimal
realization of A. Let Q = ZΠ and Q∨ = ZΠ∨ denote the root lattice and the dual
root lattice, respectively, and set Q+ =
∑
i∈I N0αi. For any µ, ν ∈ h
∗ we write
µ ≥ ν if µ− ν ∈ Q+.
The Kac-Moody algebra g = g(A) is the Lie algebra over K generated by h and
elements ei, fi for i ∈ I and the relations given in [Kac90, 1.3]. The derived algebra
g′ = [g, g] is the Lie subalgebra of g generated by the elements ei, fi for i ∈ I. Let
n+ and n− denote the Lie subalgebras of g generated by the elements of the sets
{ei | i ∈ I} and {fi | i ∈ I}, respectively. One has triangular decompositions
g = n+ ⊕ h⊕ n− g′ = n+ ⊕ h′ ⊕ n−
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where h′ =
∑
i∈I Khi. As a h-module g decomposes into root spaces
g =
⊕
β∈h∗
gβ
where gβ = {x ∈ g | [h, x] = β(h)x, for all h ∈ h}. Let Φ = {β ∈ h∗ | gβ 6= 0} denote
the set of roots and set Φ+ = Φ ∩Q+.
For any i ∈ I the fundamental reflection ri ∈ GL(h) is defined by
ri(h) = h− αi(h)hi for all h ∈ h.
The Weyl group W is the subgroup of GL(h) generated by the fundamental reflec-
tions ri. It is a Coxeter group given by defining relations
r2i = 1, (rirj)
mij = 1(2.2)
for all i, j ∈ I where mij = 2, 3, 4, 6, and ∞ if aijaji = 0, 1, 2, 3, and ≥ 4, respec-
tively, [Kac90, Proposition 3.13]. Via duality W also acts on h∗ by
ri(α) = α− α(hi)αi for all α ∈ h
∗
and the root system Φ is stable underW . Let Φre =WΦ and Φim = Φ\Φre denote
the sets of real and imaginary roots, respectively.
By [Kac90, 2.1] there exists a nondegenerate, symmetric, bilinear form (·, ·) on
h such that
(hi, h) = αi(h)/ǫi ∀h ∈ h, i ∈ I, (dm, dn) = 0 ∀n,m ∈ {1, . . . , s}.
We denote the induced bilinear form on h∗ by the same symbol and observe that
(αi, αj) = ǫiaij for all i, j ∈ I.
The action of W on h can be interpreted in terms of the Kac-Moody group G
associated to g′. We briefly recall the construction of G along the lines of [KW92,
1.3]. Let G∗ denote the free product of the additive groups gα for α ∈ Φ
re and
let iα : gα → G∗ be the canonical inclusion. Recall that a g′-module (V, π) is
called integrable if π(ei) and π(fi) act locally nilpotently on V for all i ∈ I. For
any integrable g′-module (V, π) define a homomorphism π∗ : G∗ → Aut(V ) by
π∗(iα(x)) = exp(π(x)) for x ∈ gα, α ∈ Φre. Let N∗ denote the intersection
of all ker(π∗). By definition G := G∗/N∗ is the Kac-Moody group associated
to g′. We write π∗ : G∗ → G to denote the canonical projection. To shorten
notation we write exp(x) := π∗(iα(x)) for x ∈ gα, α ∈ Φre. Let Aut(g) denote
the group of Lie algebra automorphisms of g. There is a group homomorphism
Ad : G → Aut(g) corresponding to the adjoint action of g′ on g. More explicitly,
we have Ad(exp(x))) = exp(ad(x)) for all x ∈ gα, α ∈ Φre. Consult [KW92, 1.3]
for more details.
We are now ready to lift the action of ri on h to an element in Aut(g). For any
i ∈ I define an element mi ∈ G by
mi = exp(ei) exp(−fi) exp(ei).
By [Kac90, Lemma 3.8] one has Ad(mi)(gα) = gri(α) for all α ∈ h
∗ and Ad(mi)|h =
ri for all i ∈ I. Moreover, by [Kac90, Remark 3.8] the elements mi satisfy the
relations
mimjmi . . .︸ ︷︷ ︸
mij factors
= mjmimj . . .︸ ︷︷ ︸
mij factors
(2.3)
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with mij as in (2.2).
2.2. Automorphisms of the first and second kind. Let b+ = n+ ⊕ h and
b− = h⊕n− denote the standard Borel subalgebras of g. One says that σ ∈ Aut(g)
is of the first kind if σ(b+) = Ad(g)(b+) for some g ∈ G. By [KW92, 4.6] this is
equivalent to
dim(σ(b+) ∩ b−) <∞.
Similarly, σ is of the second kind if σ(b+) = Ad(g)(b−) for some g in G, or equiva-
lently,
dim(σ(b+) ∩ b+) <∞.
If g not of finite type then any automorphism of g is either of the first or of the
second kind but never both. In this case the group Aut(g) is Z2-graded with
automorphisms of the first kind in degree 0 and automorphisms of the second kind
in degree 1.
Apart from Ad(G), four other subgroups of Aut(g) are relevant in the following.
The set H˜ = Hom(Q,K×) of group homomorphism from Q to the multiplicative
group K× is a group under multiplication. For any x ∈ H˜ define Ad(x) ∈ Aut(g)
by Ad(x)|h = idh and Ad(x)(v) = x(α)v for all α ∈ Φ, v ∈ gα. Then Ad(H˜) is a
subgroup of Aut(g). The automorphisms in Ad(H˜) are of the first kind.
Let Aut(A) denote the group of all permutations σ of the set I such that ai,j =
aσ(i),σ(j). View Aut(A) as a subgroup of Aut(g
′) by requiring σ(ei) = eσ(i), σ(fi) =
fσ(i). The action of Aut(A) on g
′ can be extended to an action on g following
[KW92, 4.19]. Then the induced map on h∗ satisfies σ(αi) = ασ(i). Viewed as a
subgroup of Aut(g), the group Aut(A) consists of automorphisms of the first kind.
Recall the Chevalley involution ω defined by
ω(ei) = −fi ω(fi) = −ei ω(h) = −h(2.4)
for all i ∈ I and h ∈ h. Define Out(A) = Aut(A) if A is of finite type and
Out(A) = Aut(A) ∪ ωAut(A) else [KW92, 1.32]. As ω commutes with all elements
in Aut(A), one obtains that Out(A) is a subgroup of Aut(g).
Let Aut(g, g′) denote the group of automorphisms of g which restrict to the
identity on g′. The following decomposition of Aut(g) is established in [KW92,
4.23].
Proposition 2.1. Aut(g) = Out(A)⋉
(
Aut(g, g′)× (Ad(H˜)⋉Ad(G))
)
.
The above proposition implies that any σ ∈ Aut(g) of the second kind can be
written in the form
σ = Ad(s) ◦ f ◦ τ ◦ ω ◦Ad(g)(2.5)
for some s ∈ H˜ , f ∈ Aut(g, g′), τ ∈ Aut(A), and g ∈ G.
2.3. Longest elements in parabolic subgroups of W . Special elements in G
play a major role in the classification of involutive automorphism of the second
kind in Theorem 2.7. Let X ⊂ I be a subset of finite type, let WX ⊂ W be
the corresponding parabolic subgroup with longest element wX , and let ΦX be the
corresponding root system considered as a subset of Φ. Fix a reduced decomposition
wX = ri1 . . . rik and define mX = mi1 . . .mik . By the word property for Coxeter
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groups [BB06] and relation (2.3), the element mX ∈ G is independent of the chosen
reduced decomposition of wX .
Let gX ⊆ g denote the semisimple Lie algebra generated by {ei, fi | i ∈ X}
with Chevalley automorphism ωX mapping ei to −fi. Let moreover τX denote
the diagram automorphism of gX corresponding to the longest element wX . The
following proposition can be found in [BBBR95, 4.9, 4.10]. We use the notation
Aut(A,X) = {σ ∈ Aut(A) |σ(X) = X}.
Proposition 2.2. (1) The automorphism Ad(mX) of g leaves gX invariant
and satisfies the relation
Ad(mX)|gX = τXωX .
(2) In Aut(g) the relation
Ad(m2X) = Ad(exp(iπ2ρ
∨
X))
holds, where 2ρ∨X denotes the sum of the positive coroots of ΦX .
(3) The automorphism Ad(mX) of g commutes with all elements in Aut(A,X)
and with the Chevalley involution ω.
Proof. Parts (1) and (2) are [BBBR95, Lemme 4.9] and [BBBR95, Corollaire 4.10.3],
respectively. To prove (3) note that by definition the relation
σ(Ad(mi)x) = Ad(mσ(i))σ(x)(2.6)
holds for any σ ∈ Aut(A) and any x ∈ g. If σ ∈ Aut(A,X) and wX = ri1 . . . rik is
a reduced decomposition then wX = rσ(i1) . . . rσ(ik). Hence
mX = mσ(i1) . . .mσ(ik)
because mX is independent of the choice of reduced decomposition for wX . Now
(2.6) implies
σ(Ad(mX)(x)) = Ad(mX)(σ(x))
and thus Ad(mX) and σ commute.
An sl2-argument shows the relationmi = exp(−fi) exp(ei) exp(−fi) in G. Hence
ω(Ad(mi)x) = Ad(exp(−fi) exp(ei) exp(−fi))(ω(x)) = Ad(mi)(ω(x))
holds for any x ∈ g. Thus Ad(mX) commutes with ω. 
2.4. Admissible pairs. We introduce the notion of an admissible pair which gen-
eralizes Satake diagrams as given in [Ara62] in the finite case to symmetrizable
Kac-Moody algebras. It is slightly more explicit than a similar notion used in
[BBBR95, Def. 4.10 b), Cor. 4.10.4] in so far as we also include Property (3),
below, in the definition.
Definition 2.3. A pair (X, τ) consisting of a subset X ⊆ I of finite type and an
element τ ∈ Aut(A,X) is called admissible if the following conditions are satisfied:
(1) τ2 = idI .
(2) The action of τ on X coincides with the action of −wX .
(3) If j ∈ I \X and τ(j) = j then αj(ρ∨X) ∈ Z.
If g is of finite type then the pair (X = I, τ = −wX) is always admissible. It
is an instructive exercise to verify that the Satake diagrams in [Ara62, pp. 32/33]
describe all other admissible pairs for finite dimensional simple g.
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Example 2.4. Consider g = sl4(K) with I = {1, 2, 3} and the standard choice of
simple roots and coroots. Then the pair ({1, 3}, idI) is admissible because −wX acts
as the identity on X and ρ∨X = (h1 + h3)/2 satisfies
α1(ρ
∨
X) = α3(ρ
∨
X) = 1, α2(ρ
∨
X) = −1.
The pair ({1}, idI), however, is not admissible because in this case ρ∨X = h1/2
satisfies
α1(ρ
∨
X) = 1, α2(ρ
∨
X) = −1/2, α3(ρ
∨
X) = 0
and hence condition (3) is not satisfied. The pair ({2}, idI) is not admissible for
the same reason while the pair ({1, 2}, idI) violates (2). Finally, the pair ({2}, (13))
is admissible because now condition (3) is empty.
We now associate an involutive automorphism of the second kind to any admis-
sible pair. Let > be a fixed total order on the set I. Let (X, τ) be an admissible
pair. We define an element s(X, τ) ∈ H˜ by
s(X, τ)(αj) =

1 if j ∈ X or τ(j) = j,
iαj(2ρ
∨
X ) if j /∈ X and τ(j) > j,
(−i)αj(2ρ
∨
X ) if j /∈ X and τ(j) < j,
(2.7)
where i ∈ K denotes a square-root of −1.
Theorem 2.5. Let (X, τ) be an admissible pair. Then
θ(X, τ) = Ad(s(X, τ)) ◦ τ ◦ ω ◦Ad(mX)(2.8)
defines an involutive automorphism of g of the second kind which commutes with
Ad(s(X, τ)).
Proof. Note first that Ad(s(X, τ)) as defined by (2.7) commutes with Ad(mX) and
with τ ◦ ω and hence it commutes also with θ(X, τ) as defined by (2.8). Note
also that θ(X, τ) is an automorphism of second kind because Ad(s(X, τ)), τ , and
Ad(mX) are automorphisms of the first kind, and ω is an automorphism of the
second kind. By Proposition 2.2.(3) the map Ad(mX) commutes with τ and ω and
hence one obtains
θ(X, τ)2 = Ad(s(X, τ))2 ◦Ad(mX)
2.
Both Ad(s(X, τ))2 and Ad(mX)
2 act trivially on h and hence it remains to show
that
Ad(s(X, τ))2 ◦Ad(mX)
2(x) = x(2.9)
for all x ∈ gαj , j ∈ I. By Proposition 2.2.(2) on has Ad(mX)
2(x) = (−1)αj(2ρ
∨
X )x
for all x ∈ gαj . Relation (2.9) now follows immediately from definition (2.7) and
condition (3) in Definition 2.3. 
Remark 2.6. The definition of s(X, τ) in (2.7) depends on the chosen total order
on the set I and hence so does θq(X, τ). More explicitly, for a different total order
on I the map s(X, τ) may change by a factor −1 on both αj and ατ(j) if j 6= τ(j).
The corresponding map θ(X, τ) for the new total order is conjugate to the original
θ(X, τ) by an element in Ad(H˜).
QUANTUM SYMMETRIC KAC-MOODY PAIRS 11
The following theorem provides the main result of this section, namely the clas-
sification of involutive automorphisms of the second kind of g in terms of admissible
pairs. Note that the group Aut(A) acts on the set of all admissible pairs by
σ((X, τ)) = (σ(X), σ ◦ τ ◦ σ−1)
for σ ∈ Aut(A).
Theorem 2.7. The map (X, τ) 7→ θ(X, τ) gives a bijection between the set of
Aut(A)-orbits of admissible pairs for g and the set of Aut(g)-conjugacy classes of
involutive automorphisms of the second kind.
We will prove Theorem 2.7 in Appendix A by reducing it to results in [KW92].
By construction one has θ(X, τ)(h) = −wXτ(h) for all h ∈ h. Hence, by duality,
θ = θ(X, τ) induces the map
Θ : h∗ → h∗, Θ(α) = −wXτ(α).(2.10)
As the bilinear form (·, ·) on h∗ is W -invariant one obtains
(α, β) = (Θ(α),Θ(β))(2.11)
for all α, β ∈ Q.
2.5. The invariant Lie subalgebras k and k′. Let (X, τ) be an admissible pair
and let θ = θ(X, τ) be the corresponding involution of the second kind defined by
(2.8). Let k = {x ∈ g | θ(x) = x} and k′ = {x ∈ g′ | θ(x) = x} denote the invariant
Lie subalgebras of g and g′, respectively. To define quantum group analogs of k and
k′ we determine a set of generators.
Lemma 2.8. The Lie algebra k is generated by the elements
ei, fi for i ∈ X,(2.12)
h ∈ h with θ(h) = h,(2.13)
fi + θ(fi) for i ∈ I \X.(2.14)
Similarly, the Lie algebra k′ is generated by the elements (2.12), (2.14), and all
h ∈ h′ with θ(h) = h.
Proof. Let k˜ denote the Lie subalgebra of g generated by the elements (2.12), (2.13),
and (2.14). Observe that k˜ ⊆ k because all generators of k˜ are invariant under θ.
Conversely, assume that x ∈ k. Write x = x+ + x0 + x− with x+ ∈ n+, x0 ∈ h, and
x− ∈ n−. As θ(fi) ∈ n
+ for i ∈ I \X there exists u ∈ k˜ such that u− x− ∈ n+ + h.
Hence we may assume that x− = 0. Similarly, x0 ∈ k˜ and hence we may assume
that x = x+ ∈ n+. Write x as a sum of weight vectors x =
∑
β∈Q+ xβ . As
θ(gβ) = g−wXτ(β) the relation xβ 6= 0 implies β ∈
∑
i∈X N0αi. Hence x ∈ k˜. 
The corresponding generators of the universal enveloping algebra can be modified
by constant terms. The nonstandard quantum symmetric pair coideal subalgebras
which will be introduced in Definition 5.6 contain quantum analogs of such modified
generators.
Corollary 2.9. Let s = (si)i∈I\X ∈ KI\X . The universal enveloping algebra U(k)
is generated by the elements (2.12), (2.13), and
fi + θ(fi) + si for i ∈ I \X.(2.15)
as a unital algebra.
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Remark 2.10. A complete set of defining relations of U(k) or U(k′) in terms of the
generators (2.12)–(2.14) can be written down. For the GIM Lie algebras described
in the introduction and in Section 12 this was achieved by Berman in [Ber89].
The author is not aware of any publication describing defining relations of U(k) or
U(k′) for general admissible pairs. A rather indirect way to obtain such relations is
provided by specialization of the defining relations of their quantum analogs using
the results of Sections 7 and 10 of the present paper.
2.6. Compatible minimal realizations. For τ ∈ Aut(A) the corresponding Lie
algebra automorphism τ : g→ g defined in [KW92, 4.19] does not necessarily leave
P∨ invariant. If, however, there exists a permutation σ of the set {1, . . . , s} such
that
ατ(i)(dσ(j)) = αi(dj) for all i ∈ I, j ∈ {1, . . . , s}(2.16)
then one has τ(P∨) = P∨ with τ(dj) = dσ(j). In this case we say that the minimal
realization is compatible with τ . In the next subsection we will need to choose
a compatible minimal realization in order to lift τ to an automorphism of the
quantized enveloping algebra of g.
Example 2.11. Let A =
(
2 −2
−2 2
)
be the generalized Cartan matrix of affine sl2
with I = {0, 1} and P∨ = Zh0 ⊕ Zh1 ⊕ Zd. Then the minimal realization defined
by α0(d) = 1, α1(d) = 0 is not compatible with the transposition (01) ∈ Aut(A).
However, the minimal realization defined by α0(d) = 1 = α1(d) is compatible with
(01).
Proposition 2.12. Let A be of affine type and τ ∈ Aut(A). Then there exists a
minimal realization for A which is compatible with τ .
Proof. Assume that A = (aij)i,j∈I is given by one of the Dynkin diagrams in [Kac90,
p. 54/55] and I = {0, 1, . . . , n}, where α0 denotes the additional affine root. There
exist positive integers bj, uniquely determined by b0 = 1, such that
∑n
j=0 bjaij = 0.
If τ(0) = 0 then define αi ∈ h∗ by (2.1) and αi(d1) = δi,0. If τ(0) 6= 0 then define
αi by (2.1) and αi(d1) = δi,0+ δi,τ(0). In both cases it follows from the positivity of
the coefficients bj that {αi | i ∈ I} is a linearly independent subset of h∗. Relation
(2.16) holds by construction with σ = id{1}. 
Remark 2.13. The above proof does not work in the general symmetrizable Kac-
Moody case. It would be good to know if any automorphism of a symmetrizable
generalized Cartan matrix has a compatible minimal realization.
3. Lusztig automorphisms
This section provides notation and background on quantum groups. It is well
known that quantized enveloping algebras have only very few Hopf algebra auto-
morphisms, see Theorem 3.2. A quantum analog of the involutive automorphism
θ(X, τ) corresponding to an admissible pair can therefore be defined only as an
algebra automorphism of the quantized enveloping algebra of g. It is straightfor-
ward to define quantum group analogs of the Chevalley involution and of elements
of Aut(A). To define a quantum group analog of the automorphism Ad(mX) we
briefly recall the definition and properties of the Lusztig automorphisms. In par-
ticular, in Sections 3.3, 3.4 we use results by Ke´be´ [Ke´b99] to describe the action
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of certain Lusztig automorphisms on Chevalley generators of quantized enveloping
algebras.
3.1. Quantum groups. Let K(q) be the field of rational functions in an indeter-
minate q. Recall that D = diag(ǫi|i ∈ I) and define qi = qǫi for any i ∈ I. Up
to minor notational changes we follow the presentation in [Lus94] and define for
g = g(A) the quantized enveloping algebra Uq(g) to be the associative K(q)-algebra
with generators Ei, Fi, and Kh for all i ∈ I, h ∈ P∨ and relations
(1) K0 = 1 and KhKh′ = Kh+h′ for all h, h
′ ∈ P∨.
(2) KhEi = q
αi(h)EiKh for all i ∈ I, h ∈ P∨.
(3) KhFi = q
−αi(h)FiKh for all i ∈ I, h ∈ P∨.
(4) EiFi − FiEi = δij
Ki −K
−1
i
qi − q
−1
i
for all i ∈ I where Ki = K
ǫi
hi
.
(5) The quantum Serre relations given in [Lus94, 3.1.1.(e)].
For later use we make the quantum Serre relations more explicit. For any i, j ∈ I
let Fij(x, y) denote the noncommutative polynomial in two variables defined by
Fij(x, y) =
1−aij∑
n=0
(−1)n
[
1− aij
n
]
qi
x1−aij−nyxn.(3.1)
where
[
1−aij
n
]
qi
denotes the qi-binomial coefficient defined for instance in [Lus94,
1.3.3]. By [Lus94, Corollary 33.1.5], the quantum Serre relations in (5) can be
written in the form
Fij(Ei, Ej) = Fij(Fi, Fj) = 0 for all i, j ∈ I.(3.2)
The algebra Uq(g) is a Hopf algebra with coproduct ∆, counit ε, and antipode S
given by
∆(Ei) = Ei ⊗ 1 +Ki ⊗ Ei, ε(Ei) = 0, S(Ei) = −K
−1
i Ei,(3.3)
∆(Fi) = Fi ⊗K
−1
i + 1⊗ Fi, ε(Fi) = 0, S(Fi) = −FiKi,(3.4)
∆(Kh) = Kh ⊗Kh, ε(Kh) = 1, S(Kh) = K−h(3.5)
for all i ∈ I, h ∈ P∨. We denote by Uq(g′) the Hopf subalgebra of Uq(g) generated
by the elements Ei, Fi, and K
±1
i for all i ∈ I.
Remarks 3.1. 1) The Hopf algebra Uq(g
′) coincides with the Hopf algebra Uq(gC)
for C = DA defined in [Jos95, 3.2.9].
2) In later sections we will sometimes need to work with Uq(g) defined over a field
extension of K(q). In particular, in Sections 4.4 and 9 we will work over K(q1/2)
and K(q), respectively. In this case Uq(g) is defined by the same relations (1)–(4)
and (3.2).
As usual let U+, U−, and U0 denote the subalgebra of Uq(g) generated by the
elements {Ei | i ∈ I}, {Fi | i ∈ I}, and {Kh |h ∈ P∨} respectively. Moreover define
U0′ to be the subalgebra of U0 generated by the elements {K±1i | i ∈ I}. By [Lus94,
3.2] the multiplication maps give isomorphisms of vector spaces
U+ ⊗ U0 ⊗ U− ∼= Uq(g), U
+ ⊗ U0′ ⊗ U− ∼= Uq(g
′).(3.6)
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Let K(q)[Q] be the group algebra of the root lattice. There is an algebra isomor-
phism K(q)[Q]→ U0′ such that αi 7→ Ki. For any β ∈ Q we hence write
Kβ =
∏
i∈I
Knii if β =
∑
i∈I niαi.(3.7)
The commutation relations (2), (3) then take the form
KβEi = q
(β,αi)EiKβ , KβFi = q
−(β,αi)FiKβ for all β ∈ Q, i ∈ I.
For any Uq(g
′)-module M and any µ ∈ P let
Mµ = {m ∈M |Kim = q
µ(hi)
i m for all i ∈ I}
denote the corresponding weight space. In particular, with respect to the left adjoint
action of Uq(g
′) on itself or on Uq(g) one obtains a Q-grading of both Uq(g
′) and
Uq(g). More precisely, we use Sweedler notation to define the left adjoint action of
Uq(g) on itself by
ad(x)(u) = x(1)uS(x(2)) for all x, u ∈ Uq(g).
Then one has ad(Ki)(u) = KiuK
−1
i and hence
Uq(g)β = {u ∈ Uq(g) |KiuK
−1
i = q
(αi,β)u}
for all β ∈ Q, and Uq(g′)β is defined analogously.
3.2. Automorphisms of Uq(g) and Uq(g
′). Define ω to be the algebra automor-
phism of Uq(g) determined by
ω(Ei) = −Fi, ω(Fi) = −Ei, ω(Kh) = K−h.(3.8)
Observe that our definition of ω differs by a sign from the definition given in [Lus94,
3.1.3]. We choose to add the sign in order to make ω a quantum analog of the
Chevalley involution given by (2.4). The map ω is a coalgebra antiautomorphism
of Uq(g).
Using the notation introduced in Subsection 2.2 also in the quantum case, we set
H˜ = Hom(Q,K(q)×) where K(q)× denotes the multiplicative group of K(q). For
any x in H˜ define a Hopf algebra automorphism Ad(x) of Uq(g) by
Ad(x)(u) = x(β)u for all u ∈ Uq(g)β and β ∈ Q.
Note that Ad(x) leaves Uq(g
′) invariant. Moreover, one has
Ad(x) ◦ ω = ω ◦Ad(x−1) for all x ∈ H˜ .(3.9)
By [KW92, 4.19] the group Aut(A) acts on g(A) by Lie algebra automorphisms. It
seems not straightforward to find an analogue action of Aut(A) on Uq(g) because
it is unclear how to define the action on the generators Kds . However, for any
τ ∈ Aut(A) there exists an algebra automorphism of Uq(g′), denoted by the same
symbol τ , such that
τ(Ei) = Eτ(i), τ(Fi) = Fτ(i), τ(K
±1
i ) = K
±1
τ(i).(3.10)
Moreover, if the minimal realization of A is compatible with τ in the sense of
Subsection 2.6 with corresponding permutation σ of {1, . . . , s}, then one can extend
τ to an algebra automorphism of Uq(g) given by (3.10) and τ(dj) = dσ(j). The
action of Aut(A) on Q allows us to form the semidirect product H˜ ⋊Aut(A) which
acts faithfully on Uq(g
′) by Hopf algebra automorphisms. Let AutHopf(Uq(g
′))
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denote the group of Hopf algebra automorphisms of Uq(g
′). The following theorem
is given in [Twi92, Theorem 2.1].
Theorem 3.2. The map
H˜ ⋊Aut(A)→ AutHopf(Uq(g
′)), (x, τ) 7→ Ad(x) ◦ τ
is an isomorphism of groups.
3.3. Parabolic decompositions. We recall here some results of [Ke´b99] which
will be used to make the quantum group analogue of the involution θ(X, τ) explicit
in Theorem 4.4. Let X ⊂ I be a subset of finite type. Let MX denote the
subalgebra of Uq(g) generated by {Ei, Fi,K
±1
i | i ∈ X}. WriteM
−
X ,M
+
X , andM
0
X
for the subalgebras generated by {Fi, | i ∈ X}, {Ei | i ∈ X}, and {K
±1
i | i ∈ X},
respectively. For any i ∈ I \X the subspace ad(MX)(Ei) of U is finite-dimensional
and contained in U+. This follows from the triangular decomposition of MX , the
fact that ad(Fj)(Ei) = 0 for j ∈ X , the quantum Serre relations, and the fact that
ad(Ej)u ∈ U+ for all u ∈ U+. Moreover, the ad(MX)-module ad(MX)(Ei) is
irreducible. Now define V +X to be the subalgebra generated by the elements of all
the finite dimensional subspaces ad(MX)(Ei) for i /∈ X . It is proved in [Ke´b99]
that multiplication gives an isomorphisms of vector spaces
U+ ∼= V +X ⊗M
+
X .(3.11)
To write explicitly the action of Lusztig’s isomorphisms corresponding to the longest
element in WX we provide the following lemma. Recall from (3.3)–(3.5) that S
denotes the antipode of Uq(g).
Lemma 3.3. Let i ∈ I \X.
(1) If v ∈ U+ is a highest weight vector for the adjoint action of MXU0 of weight
wXαi then v ∈ ad(MX)(Ei).
(2) If v ∈ S(U−) is a lowest weight vector for the adjoint action ofMXU0 of weight
−wXαi then v ∈ ad(MX)(FiKi).
Proof. To prove (1) note that the assumption on the weight of v and (3.11) imply
that
v ∈ ad(M+X)(Ei)⊗M
+
X .
With respect to this decomposition write v =
∑
l ul⊗ml with linearly independent
weight vectors ul ∈ ad(M
+
X)(Ei). The ad(M
+
X)-invariance of v implies∑
l
ad(Ei)(ul)⊗ml = −
∑
l
ad(Ki)(ul)⊗ ad(Ei)(ml)(3.12)
for all i ∈ X and hence the spaceMv spanned by the elements ml is ad(M
+
XM
0
X)-
invariant. It follows that Mv is contained in the locally finite part Fl(MX) =
{m ∈ MX | dim(ad(MX)(m)) < ∞}, see for example [FM98, Proof of Lemma
3.1.1]. Choose ml of maximal weight (w.r.t. ad(MX)). Then (3.12) implies that
ml ∈ Fl(MX) ∩M
+
X is a highest weight vector (w.r.t. ad(MX)) and hence ml ∈
K(q)1. Hence v ∈ ad(M+X)(Ei)⊗K(q)1 which proves (1).
Property (2) is proved analogously using the decomposition S(U−) ∼= V −X ⊗
S(M−X) where V
−
X denotes the subalgebra of S(U
−) generated by the elements of
all the finite dimensional subspaces ad(MX)(FjKj) for j /∈ X . 
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In the following subsection we will give the highest and the lowest weight vector
from the previous lemma explicitly in terms of Lusztig’s automorphisms.
3.4. Definition and properties of Lusztig automorphisms. For any i ∈ I
let Ti be the algebra automorphism of Uq(g) denoted by T
′′
i,1 in [Lus94, 37.1]. In
particular, Ti satisfies the relations
Ti(Kh) = Kri(h), Ti(Ei) = −FiKi, Ti(Fi) = −K
−1
i Ei(3.13)
for any h ∈ P∨. Moreover, by [Lus94, 37.24] the inverse of Ti satisfies
T−1i = σ ◦ Ti ◦ σ(3.14)
where σ : Uq(g) → Uq(g) is the unique K(q)-algebra antiautomorphism of Uq(g)
determined by σ(Ei) = Ei, σ(Fi) = Fi, and σ(Kh) = K−h for all i ∈ I, h ∈ P
∨. In
particular one has
T−1i (Kh) = Kri(h), T
−1
i (Ei) = −K
−1
i Fi, T
−1
i (Fi) = −EiKi.
By [Lus94, 39.4.3] the automorphisms Ti satisfy braid relations. Hence, for any
w ∈ W one may define an algebra automorphism Tw : Uq(g)→ Uq(g) by
Tw = Ti1 . . . Tik
where w = ri1 . . . rik is a reduced expression for w. One hence has Tw(Kh) = Kw(h)
for all h ∈ P∨ and, with the notation (3.7), Tw(Kβ) = Kw(β) for all β ∈ Q.
Let X be a subset of I of finite type. We would like to replace the automorphism
Ad(mX) in (2.8) by the Lusztig automorphism TwX where wX denotes the longest
element in the parabolic subgroup WX . We first determine the action of TwX on
the generators corresponding to the subset X .
Lemma 3.4. Let X be a subset of I of finite type. Define a permutation τ of X
by wX(αi) = −ατ(i) for all i ∈ X. For all i ∈ X one has
TwX (Ei) = −Fτ(i)Kτ(i), TwX (Fi) = −K
−1
τ(i)Eτ(i), TwX (Ki) = K
−1
τ(i),
T−1wX (Ei) = −K
−1
τ(i)Fτ(i), T
−1
wX (Fi) = −Eτ(i)Kτ(i), T
−1
wX (Ki) = K
−1
τ(i).
Proof. Write wX = w
′ri for some w
′ ∈WX . Then w
′(αi) = ατ(i) because wX(αi) =
−ατ(i). By [Jan96, Proposition 8.20] one obtains Tw′(Ei) = Eτ(i) and hence
TwX (Fi) = Tw′(−K
−1
i Ei) = −K
−1
τ(i)Eτ(i).
Similarly one obtains the other two expressions. The formulas for T−1wX follow by
conjugation with the algebra antiautomorphism σ, see (3.14), using wX = w
−1
X . 
Now we determine the action of TwX and T
−1
wX on the remaining generators. This
will allow us to identify the ad(MX)-highest weight vector in ad(MX)(Ei) and the
ad(MX)-lowest weight vector in ad(MX)(FiKi) for i ∈ I \X . The following lemma
is a generalization of [CK90, Remark 1.6].
Lemma 3.5. Let X be a subset of I of finite type and i ∈ I \X.
(1) The subspace ad(MX)(Ei) of U+ is a finite dimensional, irreducible ad(MX)-
submodule of Uq(g) with highest weight vector TwX (Ei) and lowest weight
vector Ei.
(2) The subspace ad(MX)(FiKi) of S(U−) is a finite dimensional, irreducible
ad(MX)-submodule of Uq(g) with highest weight vector FiKi and lowest
weight vector T−1wX (FiKi).
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Proof. For any i ∈ I \X , j ∈ X one has by Lemma 3.4 the relation
0 = TwX (ad(Fj)(Ei)) = TwX (FjEiKj − EiFjKj)
= −K−1τ(j)
(
Eτ(j)TwX (Ei)−Kτ(j)TwX (Ei)K
−1
τ(j)Eτ(j)
)
K−1τ(j)
= −K−1τ(j)
(
ad(Eτ(j))(TwX (Ei))
)
K−1τ(j)
and hence TwX (Ei) is a highest weight vector for the adjoint action ofMX of weight
wXαi. By Lemma 3.3 one obtains that TwX (Ei) is a highest weight vector of the
irreducible ad(MX)-module generated by Ei.
Similarly, for any i ∈ I \X , j ∈ X one obtains
0 = T−1wX (ad(Ej)(FiKi)) = −K
−1
τ(j)(adFτ(j))(T
−1
wX (FiKi))K
−1
τ(j).
Moreover, T−1wX (FiKi) = σ ◦TwX (Fi)KwXαi ∈ S(U
−). Hence we may apply Lemma
3.3 and obtain that T−1wX (FiKi) ∈ ad(MX)(FiKi) is a lowest weight vector. 
4. Quantum involutions
From now on until the end of Section 10 fix an admissible pair (X, τ). In this
section the automorphism θ(X, τ) defined by (2.8) is deformed to an automorphism
of Uq(g). We first consider the case X = ∅. Then we use the Lusztig automorphism
corresponding to the longest word wX ∈ WX to also deform the automorphism
Ad(mX).
4.1. The case X = ∅. In this case θ(∅, τ) = τ ◦ω by (2.8). Recall that we use the
same symbols τ and ω in the quantum case. The automorphism τ ◦ ω : Uq(g′) →
Uq(g
′) is a natural quantum analog of θ(∅, τ), but to make the definition in this case
compatible with the definition for general X ⊂ I we consider a slightly different
map. Define an algebra automorphism ψ : Uq(g)→ Uq(g) by
ψ(Ei) = EiKi, ψ(Fi) = K
−1
i Fi, ψ(Kh) = Kh(4.1)
for all i ∈ I, h ∈ P∨. Now define θq(∅, τ) = ψ ◦ τ ◦ ω : Uq(g
′) → Uq(g
′) as the
q-deformation of θ(∅, τ). If the minimal realization of A is compatible with τ then
θq(∅, τ) also defines an automorphism of Uq(g).
4.2. A q-analog of Ad(mX). Assume now that X 6= ∅. Define
TX = TwX ◦ ψ : Uq(g)→ Uq(g)
where ψ is given by (4.1). The following lemma is a q-analogue of statement (1)
and the first part of (3) in Proposition 2.2. The first statement in the lemma is the
reason for introducing the additional isomorphism ψ.
Lemma 4.1. (1) TX ◦ τ ◦ ω|MX = id|MX .
(2) TX commutes with τ as an automorphism of Uq(g
′).
Proof. The first claim follows immediately from Lemma 3.4 and the definition (4.1)
of ψ. To verify (2), observe that by definition of Ti one has
τ(Ti(Ej)) = Tτ(i)(Eτ(j))(4.2)
for any i, j ∈ I, see [Lus94, 37.1.3]. Let wX = ri1 . . . rik be a reduced expression.
Then the relation wX = rτ(i1) . . . rτ(ik) and (4.2) imply τ(TwX (Ej)) = TwX (τ(Ej)).
Similar relations hold for Fj and Kj and hence TwX commutes with τ . As ψ
commutes with τ so does TwX ◦ ψ. 
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Remark 4.2. If the minimal realization of A is compatible with τ then TX and τ
commute as automorphisms of Uq(g).
4.3. The quantum involution θq(X, τ). We are now in a position to define a
quantum analog of the involutive automorphism θ(X, τ) defined by (2.8). Recall
the definition of the element s(X, τ) ∈ H˜ from (2.7) and of the subgroup Ad(H˜) of
Aut(Uq(g)) from Subsection 3.2.
Definition 4.3. We call the automorphism θq(X, τ) : Uq(g
′)→ Uq(g′) defined by
θq(X, τ) = Ad(s(X, τ)) ◦ TX ◦ τ ◦ ω
the quantum involution corresponding to (X, τ).
By Lemma 3.5 for any i ∈ I \X there exist r ∈ N0, monomials
Z−i (X) = Fi1 . . . Fir ∈M
−
X , Z
+
i (X) = Ej1 . . . Ejr ∈M
+
X ,(4.3)
and coefficients a+i , a
−
i ∈ K(q) such that
T−1wX (FiKi) = a
−
i ad(Z
−
i (X))(FiKi), TwX (Ei) = a
+
i ad(Z
+
i (X))(Ei).(4.4)
By construction the quantum involution θq(X, τ) is a K(q)-algebra automorphism of
Uq(g
′). It is not involutive, but by the following theorem it retains crucial properties
of θ(X, τ).
Theorem 4.4. The quantum involution θq(X, τ) has the following properties:
(1) θq(X, τ)|MX = id|MX .
(2) For all β ∈ Q one has θq(X, τ)(Kβ) = KΘ(β).
(3) For any i ∈ I \X there exist ui, vi ∈ K(q)× such that
θq(X, τ)(Ei) = −ui σ
(
ad(Z−τ(i)(X))(Fτ(i)Kτ(i))
)
,
θq(X, τ)(FiKi) = −vi ad(Z
+
τ(i)(X))(Eτ(i)).
Proof. Claim (1) follows from Lemma 4.1 and the fact that Ad(s(X, τ)) restricts
to the identity on MX . One obtains Claim (2) by the following calculation
θq(X, τ)(Kβ) = TwX (K
−1
τ(β)) = K
−1
wX(τ(β))
= KΘ(β).
To verify Claim (3) observe for i ∈ I \X the relation
θq(X, τ)(FiKi) = Ad(s(X, τ)) ◦ TX ◦ τ ◦ ω(FiKi)
= Ad(s(X, τ)) ◦ TX(−Eτ(i)K
−1
τ(i))
= Ad(s(X, τ)) ◦ TwX (−Eτ(i))
(4.4)
= −a+i Ad(s(X, τ)) ◦ ad(Z
+
τ(i)(X))(Eτ(i)).
The map Ad(s(X, τ)) multiplies by a nonzero scalar. This proves the second formula
in (3). The first formula follows analogously from the first formula in (4.4) and
relation (3.14). 
Remark 4.5. If the minimal realization of A is compatible with τ then θq(X, τ)
extends to an algebra automorphism of Uq(g).
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4.4. Commutation with ω. By Proposition 2.2.(3) the automorphism Ad(mX)
of g commutes with the Chevalley involution ω of g. As shown below, however,
the automorphism TX of Uq(g) does not commute with the Chevalley involution ω
of Uq(g). Commutation with ω can be achieved by a slight modification of TX if
on works with Uq(g) defined over the field K(q1/2). In the following we make this
explicit although commutation of ω and TX is not necessary for the construction
of quantum symmetric pairs. The content of this subsection will not be used in the
rest of the paper.
For any i ∈ I one has
ω ◦ ψ(Ei) = q
−2
i ψ ◦ ω(Ei), ω ◦ ψ(Fi) = q
2
i ψ ◦ ω(Fi).
Hence one obtains the relation
ψ ◦ ω = ω ◦ ψ ◦Ad(ν2)(4.5)
where ν ∈ H˜ is defined by ν(αi) = qi.
By [Lus94, 37.2.4] one has
Ti(ω(u)) = q
−(αi,β)ω(Ti(u)) for any i ∈ I, u ∈ Uq(g)β(4.6)
where the additional sign appearing in [Lus94, 37.2.4] is conveniently hidden in our
definition of ω. Relation (4.6) implies in particular that
Tw(ω(u)) =
(∏
i∈I
qmii
)
ω(Tw(u))(4.7)
for all u ∈ Uq(g)β and wβ − β =
∑
i∈I miαi, see [Jan96, 8.18(5)]. We abbreviate
the above expression in the special case w = wX . For any i ∈ I define
QX,i =
∏
j∈I
q
mj/2
j ∈ K(q
1/2)(4.8)
where wXαi−αi =
∑
αj∈π
mjαj . For the rest of this subsection assume that Uq(g)
is defined over the field K(q1/2). Formula (4.7) implies that
TwX ◦ ω = ω ◦ TwX ◦Ad(η
2
X)(4.9)
where ηX ∈ H˜ is defined by ηX(αi) = QX,i. Combining (4.5) and (4.9) one obtains
ω ◦
(
TwX ◦ ψ ◦Ad(ηXν)
)
= TwX ◦ ω ◦ ψ ◦Ad(η
−1
X ν)
= TwX ◦ ψ ◦ ω ◦Ad(η
−1
X ν
−1)
(3.9)
=
(
TwX ◦ ψ ◦Ad(ηXν)
)
◦ ω.(4.10)
Define T ′X = TwX ◦ ψ ◦ Ad(ηXν). One can now formulate a version of Lemma 4.1
which includes commutation with ω.
Lemma 4.6. (1) T ′X ◦ τ ◦ ω|MX = id|MX .
(2) T ′X commutes with τ and ω as an automorphism of Uq(g
′).
Proof. Property (1) follows from the fact that Ad(ηXν)|MX = id|MX and from
Lemma 4.1.(1). Commutation of τ and T ′X follows from qiQX,i = qτ(i)QX,τ(i) and
from Lemma 4.1.(2). Commutation of ω and T ′X was verified in (4.10). 
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4.5. References to Letzter’s constructions. For finite dimensional g, an au-
tomorphism θ˜2 very similar to θq(X, τ) was constructed in [Let99, Theorem 3.1].
The definition of θ˜2 contains an additional Hopf algebra automorphism χ which
produces an additional parameter. In our setting this parameter will be introduced
in the next subsection. More importantly, the automorphism θ˜2 constructed in
[Let99, Theorem 3.1] is only a K-algebra automorphism which maps q to q−1 and
Kβ to K−Θ(β) for all β ∈ Q.
Letzter developed the main body of her theory in [Let99] in terms of right coideal
subalgebras of Uq(g). In the subsequent papers [Let00] and [Let02] she changed con-
ventions to left coideal subalgebras. This is convenient for the study of quantum
Harish-Chandra modules as defined in [Let00, Definition 3.1] but it comes at the
price that the definition of the quantum involutions given in [Let02, Theorem 7.1]
involves the right adjoint action. Moreover, the connection with Lusztig’s automor-
phisms, which was evident in [Let99], only appears implicitly in the later papers,
for example in the proof of [Let02, Theorem 7.1].
5. Quantum symmetric pairs
To shorten notation we just write θq instead of θq(X, τ) to denote the quantum
involution associated to the fixed admissible pair (X, τ) by Definition 4.3. Recall
that Corollary 2.9 provides a set of generators of the enveloping algebra U(k) of the
invariant Lie algebra k. Replacing these generators by suitable elements in Uq(g
′)
we now define a quantum analog of U(k′) as a right coideal subalgebra of Uq(g
′).
For the elements (2.12) and (2.13) this is straightforward. Indeed, the generators
ei, fi for i ∈ X are replaced by MX while the generators h ∈ h′ with θ(h) = h are
replaced by Kh if h ∈ Q
∨. For the generators fi + θ(fi) + si for i ∈ I \ X from
(2.15), however, there exist families of possible q-analogs which are given by
Bi = Fi + ciθq(FiKi)K
−1
i + siK
−1
i for all i ∈ I \X(5.1)
for suitable (ci)i∈I\X ∈ (K(q)×)I\X and (si)i∈I\X ∈ K(q)I\X . Following [Let02,
Section 7] we will call a q-analog of U(k′) standard if si = 0 for all i ∈ I \X . If there
are also generators of the form (5.1) with si 6= 0 then the quantum analog of U(k)
will be called nonstandard. In the following subsection we give rigorous definitions
of quantum symmetric pairs coideal subalgebras. We then collect properties of their
generators which will eventually, in Section 7, lead to a presentation of quantum
symmetric pair coideal subalgebras in terms of generators and relations.
5.1. Definition of quantum symmetric pair coideal subalgebras Bc,s. De-
fine QΘ = {β ∈ Q |Θ(β) = β} and let U0Θ
′ denote the subalgebra of U0′ generated
by the elements Kβ for all β ∈ QΘ.
Definition 5.1. For any c = (ci)i∈I\X ∈ (K(q)×)I\X and s = (si)i∈I\X ∈ K(q)I\X
define Bc,s = Bc,s(X, τ) to be the subalgebra of Uq(g
′) generated by MX , U0Θ
′, and
the elements (5.1) for all i ∈ I \X.
The algebra Bc,s is a quantum analog of U(k
′) only for suitable parameters c and
s. In the remainder of this subsection the necessary restrictions on the parameters
will be elaborated. Independently of these restrictions, however, Bc,s is always a
coideal of Uq(g
′).
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Proposition 5.2. Let c ∈ (K(q)×)I\X and s ∈ K(q)I\X . Then Bc,s is a right
coideal subalgebra of Uq(g
′).
Proof. Clearly, MX and U0Θ
′ are Hopf subalgebras of Uq(g
′). It remains to show
that
∆(Bi) ∈ Bc,s ⊗ Uq(g
′)(5.2)
for all i ∈ I \X . Theorem 4.4 implies that there exists vi ∈ K(q)× such that
Bi = Fi − civi ad(Z
+
τ(i)(X))(Eτ(i))K
−1
i + siK
−1
i .(5.3)
If one applies the relation
∆(ad(x)(u)) = x(1)u(1)S(u(3))⊗ ad(x(2))(u(2))
to x = Z+τ(i)(X) and u = Eτ(i) then one obtains in view of Equation (3.3) the
relation
∆
(
ad(Z+τ(i)(X))(Eτ(i))
)
− ad(Z+τ(i)(X))(Eτ(i))⊗ 1 ∈M
+
XKτ(i) ⊗ Uq(g
′).(5.4)
Relations (5.3) and (5.4) together imply that
∆(Bi)−Bi ⊗K
−1
i ∈M
+
XU
0
Θ
′
⊗ Uq(g
′)(5.5)
and hence relation (5.2) holds for all i ∈ I \X . 
A desirable condition for Bc,s to qualify as a quantum analog of U(k
′) is that
Bc,s∩U0′ = U0Θ
′. Lemmas 5.4 and 5.5 below impose restrictions on the parameters
c and s for which this condition is satisfied.
Lemma 5.3. Let i ∈ I \ X such that τ(i) 6= i and (αi,Θ(αi)) = 0. Then
(αi, ατ(i)) = 0 and Θ(αi) = −ατ(i).
Proof. As τ(i) 6= i and (αi, αj) ≤ 0 for all j 6= i the relation (αi,−wXατ(i)) =
(αi,Θ(αi)) = 0 implies that
(αi, ατ(i)) = 0.(5.6)
Moreover, αi +Θ(ατ(i)) = αi − wXαi ∈ ZX and hence
αi +Θ(ατ(i)) = Θ(αi +Θ(ατ(i))) = ατ(i) +Θ(αi).(5.7)
Equations (5.6), (5.7), and the assumption (ατ(i),Θ(ατ(i))) = (αi,Θ(αi)) = 0 imply
(ατ(i) +Θ(αi), ατ(i) +Θ(αi)) = (ατ(i) +Θ(αi), αi +Θ(ατ(i))) = 0
and hence Θ(αi) = −ατ(i). 
Lemma 5.4. Let B be a right coideal subalgebra of Uq(g). Let i, j ∈ I such that
(αi, αj) = 0, (αi, αi) = (αj , αj), and
Fi − ciEjK
−1
i ∈ B, Fj − cjEiK
−1
j ∈ B
for some ci, cj ∈ K(q)×. If ci 6= cj then (KiKj)−1 ∈ B.
Proof. The claim follows from the relation
[Fi − ciEjK
−1
i , Fj − cjEiK
−1
j ]
= −ci
Kj −K
−1
j
qj − q
−1
j
K−1i + cj
Ki −K
−1
i
qi − q
−1
i
K−1j(5.8)
by applying the coproduct to the right hand side. 
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By the above lemma and Lemma 5.3 the condition Bc,s ∩U0′ = U0Θ
′ can only be
satisfied if the parameter c is contained in the set
C = {c ∈ (K(q)×)I\X | ci = cτ(i) if τ(i) 6= i and (αi,Θ(αi)) = 0}.(5.9)
The parameters s are also subject to restrictions. Define
Ins = {i ∈ I \X | τ(i) = i and αi(hj) = 0 ∀j ∈ X}.(5.10)
By the following lemma it is only reasonable to allow si 6= 0 for i ∈ Ins.
Lemma 5.5. Let B ⊆ Uq(g′) be a subalgebra which contains U0Θ
′ and the element
Bi defined by (5.1) for some ci, si ∈ K(q)×, i ∈ I \X. If i /∈ Ins then K
−1
i ∈ B.
Proof. If τ(i) 6= i then KiK
−1
τ(i) ∈ U
0
Θ
′. Conjugating Bi by this element one obtains
K−1i ∈ B. Similarly, if αi(hj) 6= 0 for some j ∈ X , then one conjugates by Kj ∈ U
0
Θ
′
to obtain K−1i ∈ B. 
It will turn out that the condition si = 0 if i /∈ Ins is not sufficient to ensure
Bc,s ∩ U0′ = U0Θ
′. Consider the set
S = {s ∈ K(q)I\X | si 6= 0⇒ (i ∈ Ins and aij ∈ −2N0∀j ∈ Ins \ {i})}.(5.11)
The relevance of the additional condition aij ∈ −2N0 in the definition of S will
become apparent in the proof of relation (5.21), see also Remark 5.12.
Definition 5.6. We call Bc,s for c ∈ C and s ∈ S a quantum symmetric pair
coideal subalgebra of Uq(g
′). If s = 0 = (0, 0, . . . , 0) then Bc = Bc,0 is called
standard. If si 6= 0 for some i ∈ I \X then Bc,s is called nonstandard.
Remark 5.7. The construction of the quantum symmetric pair coideal subalgebras
Bc,s may seem rather ad hoc, since they are defined by giving explicit quantum
analogs of the generators of U(k′). It will be shown in Section 10 thatBc,s specializes
to U(k′) and that Bc,s is maximal with this property. For finite dimensional g,
Letzter showed that any coideal subalgebra of Uq(g) with these two properties has
to be of the form Bc,s, see [Let99, Theorem 5.8], [Let02, Theorem 7.5]. An analog
of Letzter’s classification result in the Kac-Moody case would provide a stronger
justification for the definition of quantum symmetric pair coideal subalgebras. This
problem is left for future work.
Remark 5.8. The algebra Bc,s for c ∈ C, s ∈ S is a quantum analog of U(k′), see
Theorem 10.8. If the minimal realization of A is compatible with τ then one may
replace U0Θ
′ by the algebra U0θ = K(q)〈Kh |h ∈ P
∨, θ(h) = h〉 to obtain a quantum
analog of U(k).
5.2. Decompositions and projections for Uq(g). The triangular decomposition
(3.6) for Uq(g) implies that the multiplication map gives an isomorphism of vector
spaces
U+ ⊗ U0 ⊗ S(U−) ∼= Uq(g).(5.12)
This leads to a direct sum decomposition
Uq(g) = ⊕
h∈P∨
U+KhS(U
−)(5.13)
QUANTUM SYMMETRIC KAC-MOODY PAIRS 23
For any h ∈ P∨ let Ph : Uq(g)→ U+KhS(U−) denote the projection with respect
to this decomposition. It follows from the formulas for the coproduct of Uq(g) that
the map Ph is a homomorphism of left Uq(g)-comodules, that is
∆ ◦ Ph(x) = (id⊗ Ph)∆(x) for all x ∈ Uq(g).(5.14)
This relation implies the following grading of right coideal subalgebras of Uq(g).
Lemma 5.9. Let B be a right coideal subalgebra of Uq(g). Then B = ⊕h∈P∨Ph(B).
Proof. Let b ∈ B and h ∈ P∨. Relation (5.14) implies that ∆(Ph(b)) = b(1) ⊗
Ph(b(2)) ∈ B ⊗ Uq(g). Application of id⊗ ε implies Ph(b) ∈ B. 
We also use the symbol Pλ for λ ∈ Q to denote the projection Pλ : Uq(g′) →
U+KλS(U
−) obtained as above.
We may also consider the direct sum decomposition
Uq(g) = ⊕
α,β∈Q+
U+α U
0U−−β.(5.15)
Let πα,β : Uq(g)→ U+α U
0U−−β denote the projection with respect to this decompo-
sition.
5.3. Quantum Serre relations for Bc,s. All through this subsection fix c ∈ C and
s ∈ S and consider the corresponding quantum symmetric pair coideal subalgebra
Bc,s. Recall the definition of the noncommutative polynomials Fij given for any
i, j ∈ I by (3.1). The next lemmas collect properties of Fij evaluated on the
elements relevant for the construction of Bc,s.
Lemma 5.10. The following relations hold for all i, j ∈ I:
Fij(FiKi, FjKj) = 0,(5.16)
Fij(θq(FiKi)K
−1
i , θq(FjKj)K
−1
j ) = 0,(5.17)
Fij(Fi,K
−1
j ) = 0.(5.18)
Proof. Property (5.16) follows from (3.2) because
(FiKi)
1−aij−nFjKj(FiKi)
n = F
1−aij−n
i FjF
n
i K
1−aij
i Kj(5.19)
if 0 ≤ n ≤ 1− aij . As θq is an algebra automorphism one obtains
Fij(θq(FiKi), θq(FjKj)) = 0 for all i, j ∈ I.
This implies (5.17) by a calculation analog to (5.19). Finally, to verify (5.18) note
that the relation F
1−aij−n
i K
−1
j F
n
i = q
aijn
i F
1−aij
j K
−1
i implies
Fij(Fi,K
−1
j ) =
1−aij∑
n=0
(−1)nq
aijn
i
[
1− aij
n
]
qi
F
1−aij
i K
−1
j = 0
by [Jan96, 0.2.(4)]. 
We extend the definition of Bi given in (5.1) for i ∈ I \X to all elements of I
by defining Bi := Fi for i ∈ X .
Lemma 5.11. The following relations hold in Uq(g):
Fij(Bi, Bj) = 0 for all i ∈ X, j ∈ I,(5.20)
π0,0(Fij(Bi, Bj)) ∈ U
0
Θ
′ for all i, j ∈ I.(5.21)
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Proof. For i ∈ X, j ∈ I one has θq(FiKi) = FiKi and hence
Fij(Bi, Bj) = Fij(Fi, Fj + cjθq(FjKj)K
−1
j + sjK
−1
j )
(5.18)
= Fij(Fi, Fj + cjθq(FjKj)K
−1
j )
(3.2)
= cjFij(Fi, θq(FjKj)K
−1
j )
= cjFij(θq(FiKi)K
−1
i , θq(FjKj)K
−1
j )
(5.17)
= 0.
This proves (5.20). We will now verify relation (5.21) in several steps. By (5.20)
we may assume that i /∈ X .
Step 1: π0,0(Fij(Bi, Bj)) = 0 if i ∈ I, j ∈ X .
Indeed, assume that π0,0(Fij(Bi, Bj)) 6= 0 for some i ∈ I \X , j ∈ X . For weight
reasons this is only possible if τ(i) = i, aij = −1, and wX(αi) = αi + αj . The
latter relation, however, implies that (αi + αj)(hk) = 0 for all k ∈ X \ {j}. Hence
αi(hk) = αj(hk) = 0 for all k ∈ X \ {j}. This, in turn, implies that wX(αi) =
sj(αi) = αi − ajiαj and hence aji = −1. But then αi(ρ∨X) = αi(hj/2) = aji/2 =
−1/2 which contradicts the fact that (X, τ) is an admissible pair.
By Step 1 we may from now on assume that neither i nor j are contained in X .
Step 2: π0,0(Fij(Bi, Bj)) ∈ U0Θ
′ if i, j /∈ Ins.
Again, in this case π0,0(Fij(Bi, Bj)) 6= 0 implies that Fij(Bi, Bj) has a zero weight
summand. By definition of Fij and Bi, Bj , however, this is only possible if aij =
0 and Θ(αi) = −αj . In this case ci = cj by definition (5.9) of C and hence
Bi = Fi − ciEjK
−1
i and Bj = Fj − cjEiK
−1
j . Now relation (5.8) implies that
Fij(Bi, Bj) ∈ U0Θ
′.
Step 3: π0,0(Fij(Bi, Bj)) = 0 if (i /∈ Ins and j ∈ Ins) or (i ∈ Ins and j /∈ Ins).
This holds for weight reasons.
Step 4: π0,0(Fij(Bi, Bj)) = 0 if i, j ∈ Ins and −aij ∈ 2N0.
Observe first that in this case
π0,0 (Fij(Bi, Bj)) = sjπ0,0
(
Fij(Bi,K
−1
j )
)
(5.22)
for weight reasons. Moreover, for −aij ∈ 2N0 the non-commutative polynomial
(3.1) can be written as
Fij(x, y) =
−aij/2∑
n=0
(−1)n
[
1− aij
n
]
qi
(
x1−aij−nyxn − xnyx1−aij−n
)
.(5.23)
By (5.22) and (5.23) it suffices to show that
π0,0
(
Bmi K
−1
j B
n
i −B
n
i K
−1
j B
m
i
)
= 0(5.24)
if n+m is odd.
Let M denote the free monoid generated by symbols E,F,K−1 and let ι : M→
M denote the monoid anti-automorphism defined by ι(E) = F , ι(F ) = E, and
ι(K−1) = K−1. Let, moreover, ℓ : M → N0 denote the length function and let
π : M → Uq(g′) denote the monoid homomorphisms defined by π(E) = EiK
−1
i ,
π(F ) = Fi, and π(K
−1) = K−1i . To verify (5.24) it suffices to show that
π0,0
(
π(u)K−1j π(v)− π(ι(v))K
−1
j π(ι(u))
)
= 0(5.25)
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for all u, v ∈ M with ℓ(u) = m and ℓ(v) = n. The above relation follows from
π0,0(π(w)) = π0,0(π(ι(w))) which holds for all w ∈ M. This proves Step 4, and
hence completes the proof of Equation (5.21). 
Remark 5.12. Assume, contrary to the definition of S given by (5.11), that sj 6= 0
for some i, j ∈ Ins with −aij odd. For λij = (1− aij)αi + αj one then obtains
P−λij ◦ π0,0
(
Fi,j(Bi,K
−1
j )
)
6= 0
in general. It is straightforward to verify this for −aij = 1 or −aij = 3 by direct
computation. Hence in this case
P−λij ◦ π0,0 (Fi,j(Bi, Bj)) 6= 0.
As will be seen in the proof of Proposition 5.16, the above relation would imply
that Bc,s ∩ U0′ 6= U0Θ
′. This is the reason why we restrict to parameters s in the
set S given by (5.11)
Remark 5.13. By the above proof, relation (5.21) can be refined. Indeed, on has
π0,0 (Fi,j(Bi, Bj)) = 0 unless Θ(αi) = −αj and aij = 0 in which case ci = cj ,
si = sj = 0, and
Fij(Bi, Bj) = ci
KiK
−1
j −KjK
−1
i
qi − q
−1
i
as calculated in the proof of Lemma 5.4.
The following technical lemma will be used in the proof of Proposition 5.16.
Lemma 5.14. Let α, β ∈ Q+. If πα,β(Fij(Bi, Bj)) 6= 0 then λij − α /∈ QΘ and
λij − β /∈ Q
Θ.
Proof. By (5.20) there is nothing to show if i ∈ X . Hence we may assume that
i /∈ X . Consider first the case that j ∈ X . Then (5.17) implies
0 = Fij(θq(FiKi)K
−1
i , θq(FjKj)K
−1
j ) = Fij(θq(FiKi)K
−1
i , Fj).
Hence, if πα,β(Fij(Bi, Bj)) 6= 0 for some α, β ∈ Q+ then 0 ≤ β ≤ λij − αi and
0 ≤ α ≤ −Θ(λij − αi). This implies that
λij − β ≥ αi, −Θ(λij)− α ≥ −Θ(αi).
As Θ(αi) ∈ −Q+ one gets λij − β /∈ QΘ and −Θ(λij)−α /∈ QΘ. As λij +Θ(λij) ∈
QΘ the second relation implies that λij − α /∈ QΘ.
Finally, we turn to the case that j /∈ X . By (3.2) and (5.17) the relation
πα,β(Fij(Bi, Bj)) 6= 0 implies 0 ≤ β < λij and α = α
′ + α′′ with 0 ≤ α′ < τ(λij)
and α′′ ∈
∑
i∈X N0αi. Hence λij − β and τ(λij) − α
′ are nonzero elements in
N0αi +N0αj and N0ατ(i) +N0ατ(j), respectively. Now the relations Θ(αk) ∈ −Q+
for k ∈ I \X and α′′, λij − τ(λij) ∈ Q
Θ imply the claim. 
Lemma 5.15. The following relations hold in Bc,s:
KλBi = q
−(αi,λ)BiKλ for all i ∈ I, λ ∈ QΘ,(5.26)
EjBi −BiEj = δij
Ki −K
−1
i
qi − q
−1
i
for all i ∈ I, j ∈ X.(5.27)
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Proof. Recall from (2.11) that (α, β) = (Θ(α),Θ(β)) holds for all α, β ∈ Q. In
particular one has (αi, λ) = (Θ(αi), λ) if λ ∈ QΘ. This implies (5.26).
Relation (5.27) holds for i ∈ X by the defining relation 3.1.(4) of Uq(g). For
i /∈ X Equation (5.27) follows from
[Ej , θq(FiKi)K
−1
i ] = θq
(
[Ej , FiKαi−Θ(αi)]
)
= 0
which holds as (αj , αi) = (αj ,Θ(αi)) by (2.11). 
For any J = (j1, . . . , jn) ∈ In define wt(J) =
∑n
i=1 αji and
EJ = Ej1 . . . Ejn , FJ = Fj1 . . . Fjn , BJ = Bj1 . . . Bjn .(5.28)
Fix i, j ∈ I and recall that λij = (1 − aij)αi + αj . We want to further investigate
properties of Y := Fij(Bi, Bj). By relation (5.5) and Lemma 5.15 one has
∆(Y ) ∈ Y ⊗K−λij +
∑
{J |wt(J)<λij}
M+XU
0
Θ
′BJ ⊗ Uq(g
′).(5.29)
For later use we observe the following properties of the second term
S(U−)U0′ ∩
∑
{J |wt(J)<λij}
M+XU
0
Θ
′BJ = S(U
−)U0′ ∩MXU
0
Θ
′ = S(M−X)U
0
Θ
′,
(5.30)
U+U0′ ∩
∑
{J |wt(J)<λij}
M+XU
0
Θ
′BJ = U
+U0′ ∩MXU
0
Θ
′ =M+XU
0
Θ
′(5.31)
which follow from the linear independence of the terms FJ for all J with wt(J) <
λij . The following proposition provides the main tool to write the algebra Bc,s
efficiently in terms of generators and relations.
Proposition 5.16. In Uq(g) one has P−λij (Fij(Bi, Bj)) = 0 for all i, j ∈ I.
Proof. To abbreviate notation set Z := P−λij (Fij(Bi, Bj)). Relations (5.14) and
(5.29) imply
∆(Z) ∈ Y ⊗K−λij +
∑
{J |wt(J)<λij}
M+XU
0
Θ
′BJ ⊗ U
+K−λijS(U
−).(5.32)
Assume now, that Z 6= 0. Choose α ∈ Q+ maximal with respect to the partial
order such that πα,β(Z) 6= 0 for some β ∈ Q
+. In this case
0 6= (id⊗ πα,0)∆(Z) ∈ S(U
−)K−λij+α ⊗ U
+
αK−λij
by (3.3), (3.4). If α 6= 0 then relations (5.32) and (5.30) imply K−λij+α ∈ U
0
Θ
′ in
contradiction to Lemma 5.14. Hence α = 0 and Z ∈ S(U−)K−λij . Now choose
β ∈ Q+ maximal such that π0,β(Z) 6= 0. In this case
0 6= (id⊗ π0,β)∆(Z) ∈ K−λij+β ⊗ S(U
−
β )K−λij
As before, relations (5.32) and (5.31) together with Lemma 5.14 imply β = 0.
Hence Z = π00(Z). But then 0 6= π0,0(Z) ∈ K(q)K−λij * U
0
Θ
′ in contradiction to
Equation (5.21). Hence Z = 0. 
Corollary 5.17. In Bc,s one has the relation
Fij(Bi, Bj) ∈
∑
{J∈J |wt(J)<λij}
M+XU
0
Θ
′BJ for all i, j ∈ I.(5.33)
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Proof. This follows from Proposition 5.16 by applying the counit to the second
tensor factor in (5.32) where Z = P−λij (Fij(Bi, Bj)) = 0. 
Remark 5.18. For i ∈ Ins one has
∆(Bi) = Bi ⊗K
−1
i + 1⊗ (Fi − ciEiK
−1
i )(5.34)
and thus ∆(Bi) does not explicitly depend on the parameter si but only on ci. By
the proof of the above theorem, this implies that the expression of Fij(Bi, Bj) as
an element of
∑
{J∈J |wt(J)<λij}
M+XU
0
Θ
′BJ does not explicitly depend on s.
5.4. References to Letzter’s constructions. For finite dimensional g, standard
and nonstandard quantum symmetric pairs were introduced in full generality in
[Let02, Variants 1 and 2, after (7.25)]. Previously, the parameters c ∈ C were
implicitly included via a Hopf algebra automorphism χ which entered the defini-
tion of the automorphism θ˜2 in [Let99, Theorem 3.1]. The nonstandard quantum
symmetric pair coideal subalgebras seem not to be defined explicitly in that paper,
however, their existence is already observed in [Let99, (5.14) and Remark 5.10]. In
[Let00, Section 2] nonstandard analogs were defined for a parameter set larger than
S but this was corrected at the end of [Let02, Variant 2].
The discussion in the present subsection partly follows [Let02, Section 7]. Propo-
sition 5.2 is [Let02, Theorem 7.2] or [Let99, Corollary 4.2]. Subsection 5.3 follows
the procedure outlined in [Let02, after Theorem 7.2] to describe quantum sym-
metric pair coideal subalgebras in terms of generators and relations. In particular,
Lemma 5.14 corresponds to [Let02, Lemma 7.3] and Lemma 5.15 and Corollary 5.17
are subsumed in [Let02, Theorem 7.4] in the finite case. The proof of Proposition
5.16 follows the proof of [Let02, Theorem 7.4]. A discussion similar to Lemma 5.11
is contained in [Let02, before Lemma 7.3]. However, this discussion is significantly
simpler than the proof of Lemma 5.11 because Letzter excludes nonstandard quan-
tum symmetric pairs and uses casework which is possible in the finite case due to
the classification of admissible pairs in [Ara62, p.32/33].
6. Triangular decompositions
From now on until the end of Section 8 we fix parameters c ∈ C, s ∈ S and
hence a corresponding quantum symmetric pair coideal subalgebra Bc,s of Uq(g
′).
By Corollary 5.17 there exist relations between the generators Bi, i ∈ I, of Bc,s
which are similar to the quantum Serre relations for Uq(g
′). To make the lower
order terms in these relations explicit, and to show that these relations together
with those from Lemma 5.15 form a complete set of relations for Bc,s, one uses
triangular decompositions of Uq(g
′) involving Bc,s. The triangular decompositions
in this section will also be used in Section 10 to describe the behavior of Bc,s under
specialization.
6.1. A one-sided U+U0′-module basis of Uq(g
′). Recall from (5.28) that for
any multi-index J = (j1, . . . , jn) ∈ In we defined wt(J) =
∑n
i=1 αji and FJ =
Fj1 . . . Fjn and BJ = Bj1 . . . Bjn . In this case we also define |J | = n. Let J be a
fixed subset of
⋃
n∈N0
In such that {FJ | J ∈ J } is a basis of U−. By the triangular
decomposition (3.6) of Uq(g
′) the set {FJ | J ∈ J } forms a basis Uq(g′) as a left
U+U0′-module. By the following proposition this basis can be replaced by the set
{BJ | J ∈ J }.
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Define a filtration F∗ of U− by Fn(U−) = span{FJ | J ∈ Im,m ≤ n} for all n ∈
N0. As the quantum Serre relations are homogeneous, the set {FJ | J ∈ J , |J | ≤ n}
forms a basis of Fn(U−).
Proposition 6.1. The set {BJ | J ∈ J } is a basis of the left (or right) U+U0′-
module Uq(g
′).
Proof. We prove the result for the left U+U0′-module Uq(g
′). Let J ∈ J and |J | =
n. We first show by induction on n that FJ is contained in the left U
+U0′-module
generated by the set {BJ | J ∈ J }. Indeed, FJ − BJ ∈ U+U0′Fn−1(U−). Using
the quantum Serre relations for U− one hence obtains that FJ −BJ is contained in
the left U+U0′-submodule of Uq(g
′) generated by the set {FL |L ∈ J , |L| ≤ n− 1}.
The induction hypothesis implies the desired result.
It remains to show that the set {BJ | J ∈ J } is linearly independent over U+U0′.
To this end assume that there exists a non-empty finite subset J ′ ⊂ J such that∑
J∈J ′
aJBJ = 0(6.1)
for some aJ ∈ U+U0′. Let m ∈ N be maximal such that there exists J ∈ J ′ with
|J | = m. In view of the specific form (5.1) of the generators Bi, Equation (6.1)
implies that ∑
J∈J ′,|J|=m
aJFJ = 0.(6.2)
By the triangular decomposition (3.6) of Uq(g
′) and the fact that {FJ | J ∈ J }
is linearly independent, Equation (6.2) implies that aJ = 0 for all J ∈ J ′ with
|J | = m. Induction on m gives the desired result. 
Define a subspace of Bc,s by
Bc,s,J = ⊕J∈JK(q)BJ .(6.3)
Proposition 6.1 can be reformulated by saying that the multiplication map
U+ ⊗ U0′ ⊗Bc,s,J → Uq(g
′)(6.4)
is an isomorphism of vector spaces.
6.2. A one-sidedM+XU
0
Θ
′-module basis of Bc,s. By Proposition 6.1 any element
in Bc,s can be written as a linear combination of elements in {BJ | J ∈ J } with
coefficients in U+U0′. Actually, it is sufficient to allow coefficients from M+XU
0
Θ
′.
Proposition 6.2. The set {BJ | J ∈ J } is a basis of the left (or right) M
+
XU
0
Θ
′-
module Bc,s.
Proof. We prove the result for the left M+XU
0
Θ
′-module Bc,s. Let L ∈ In. One can
apply the quantum Serre relations (3.2) repeatedly to write
FL =
∑
J∈J ,|J|=n
aJFJ
for some aJ ∈ K(q). Hence, using Corollary 5.17 and the relations in Lemma 5.15,
one obtains
BL −
∑
J∈J ,|J|=n
aJBJ ∈
∑
m<n
∑
J∈Im
M+XU
0
Θ
′BJ .
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One obtains BL ∈
∑
J∈J M
+
XU
0
Θ
′BJ by induction on n = wt(L). This proves that
the set {BJ | J ∈ J } spans Bc,s as a left M
+
XU
0
Θ
′-module.
On the other hand, the set {BJ | J ∈ J } is linearly independent over U+U0′ by
Proposition 6.1. Hence it is also linearly independent overM+XU
0
Θ
′. 
Again, one can reformulate the above proposition by saying that the multiplica-
tion map
M+X ⊗ U
0
Θ
′ ⊗Bc,s,J → Bc,s
is an isomorphism of vector spaces.
6.3. The quantum Iwasawa decomposition. Fix a subset I∗ of I\X containing
exactly one element of each τ -orbit of I \X . In particular, I∗ contains all i ∈ I \X
with τ(i) = i and precisely one of j, τ(j) if τ(j) 6= j. Let U ′Θ denote the subalgebra
of U0′ generated by all elements in the set {Ki,K
−1
i | i ∈ I
∗}. The multiplication
map gives an isomorphism of algebras
U ′Θ ⊗ U
0
Θ
′ ∼= U0′.(6.5)
Recall from Section 3.3 that V +X denotes the subalgebra of U
+ generated by the
elements in ad(MX)(Ei) for all i ∈ I \X . By (3.11) and (6.5) the multiplication
map gives an isomorphism
V +X ⊗ U
′
Θ ⊗M
+
X ⊗ U
0
Θ
′ ∼= U+U0′
of vector spaces. By (6.5) and Proposition 6.2 the above decomposition of U+U0′
implies the following result.
Proposition 6.3. The multiplication map gives an isomorphism of vector spaces
V +X ⊗ U
′
Θ ⊗Bc,s
∼= Uq(g
′).
Remark 6.4. The Iwasawa decomposition of g′ is given by g′ = n+X⊕a
′⊕k′ where a′ =
{h ∈ h′ | θ(h) = −h} and n+X denotes the g
+
X -module generated by {ei | i ∈ I \X}
under the adjoint action. In the above decomposition, V +X is a q-analog of U(n
+
X)
and Bc,s is a q-analog of U(k
′). The algebra U ′Θ, however, is a somewhat coarse
analog of U(a′). A better q-analog of U(a′) is given by AΘ = K(q)〈Kβ |Θ(β) = −β〉.
However, relation (6.5) does not hold with U ′Θ replaced by AΘ. This problem can
be circumvented by adjoining certain roots of K±1i to U
0′, as done for instance in
[Let99], but this is not necessary for our purposes.
6.4. References to Letzter’s constructions. For finite dimensional g, Proposi-
tion 6.2 appears in the proof of [Let02, Theorem 7.4]. The quantum Iwasawa de-
composition is stated along the lines of Remark 6.4 in [Let99, Theorem 4.5]. Four
variants of Proposition 6.3 which interchange the order of the factors and exchange
V +X with V
−
X appear in [Let04, Theorem 2.2]. In an earlier paper [Let97, Theorem
2.4] the quantum Iwasawa decomposition was established in the case X = ∅.
7. Generators and relations
7.1. Generators and relations for Bc,s. The following theorem summarizes the
results of Subsection 5.3 and is identical to [Let02, Theorem 7.4] if g is finite di-
mensional.
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Theorem 7.1. Let B˜ be the algebra freely generated over M+XU
0
Θ
′ by elements B˜i
for all i ∈ I and let Π denote the canonical algebra homomorphism Π : B˜ → Bc,s
given by
B˜i 7→ Bi, m 7→ m for all i ∈ I, m ∈M+U0Θ
′.(7.1)
Write B˜J = B˜j1 · · · B˜jn for any J = (j1, . . . , jn) ∈ I
n. Then there exist elements
C˜ij(c) ∈
∑
wt(J)<λij
M+XU
0
Θ
′B˜J for all i, j ∈ I, i 6= j
such that the kernel ker(Π) is the ideal of B˜ generated by the following elements:
KβB˜i − q
−(β,αi)B˜iKβ for all β ∈ QΘ, i ∈ I,(7.2)
EiB˜j − B˜jEi − δij
Ki −K
−1
i
qi − q
−1
i
for all i ∈ X, j ∈ I,(7.3)
Fij(B˜i, B˜j)− C˜ij(c) for all i, j ∈ I, i 6= j.(7.4)
Moreover, the formal expression of the elements C˜ij(c) in
∑
wt(J)<λij
M+XU
0
Θ
′B˜J
is independent of the parameter s ∈ S.
Proof. It follows from Corollary 5.17 that there exist elements
C˜ij(c) ∈
∑
wt(J)<λij
M+XU
0
Θ
′B˜J
such that Fij(B˜i, B˜j)−C˜ij(c) lies in ker(Π) for any i, j ∈ I, i 6= j. Let L be the ideal
of B˜ generated by the elements in (7.2), (7.3), and (7.4) for this choice of C˜ij(c). It
follows from Lemma 5.15 and Corollary 5.17 that L is contained in ker(Π). Hence
there is a well defined surjective map B˜/L→ Bc,s given by (7.1). As in the proof
of Proposition 6.2 one shows that B˜/L is spanned as a left M+XU
0
Θ
′-module by
the elements B˜J for J ∈ J . Now Proposition 6.2 implies that the surjective map
B˜/L→ Bc,s is also injective. The formal independence of C˜ij(c) of s was already
noted in Remark 5.18. 
In the following we use the notation Cij(c) = Π(C˜ij(c)). The results from Sub-
section 5.3 can be efficiently used to find explicit formulas for the elements Cij(c).
This allows us to obtain a complete presentation of the algebras Bc,s in terms of
generators and relations without the need to embark on explicit calculations. The
method used in Theorem 7.4 below was developed in [Let03] for finite dimensional
g, but it also works in the symmetrizable Kac-Moody case. To apply it we need
the following first order calculation of ∆(Bi). Recall Theorem 4.4.(3) and define
Zi = −viad(Z
+
τ(i))(K
2
τ(i))K
−1
τ(i)K
−1
i
for any i ∈ I \X where we abbreviate Z+τ(i) = Z
+
τ(i)(X).
Lemma 7.2. For any i ∈ I \X one has
∆(Bi) = Bi ⊗K
−1
i + 1⊗ Fi + ciZi ⊗ Eτ(i)K
−1
i +Υ(7.5)
for some Υ ∈MXU0Θ
′ ⊗
∑
γ>ατ(i)
U+γ K
−1
i .
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Proof. We apply the formula
∆(ad(x)(u)) = x(1)u(1)S(x(3))⊗ ad(x(2))(u(2))(7.6)
to x = Z+τ(i) and u = Eτ(i). By (3.3) one obtains
∆(ad(Z+τ(i))(Eτ(i))) = ad(Z
+
τ(i))(Eτ(i))⊗ 1 + ad(Z
+
τ(i))(K
2
τ(i))K
−1
τ(i) ⊗ Eτ(i) +Ψ
for some Ψ ∈ M+XKτ(i)⊗
∑
γ>ατ(i)
U+γ . By definition of Bi and Zi one obtains the
claim of the lemma with Υ = civiΨ(K
−1
i ⊗K
−1
i ). 
By Theorem 7.1 one has
ZiBj = q
(αi−ατ(i),αj)BjZi for all i, j ∈ I \X.(7.7)
As before fix distinct i, j ∈ I and write Y = Fij(Bi, Bj). By Proposition 5.16
one has Z = P−λij (Y ) = 0. Using (5.32) as in the proof of Corollary 5.17 one
obtains
Cij(c) = −(id⊗ ε)(∆(Z)− Y ⊗K−λij )
(5.14)
= −(id⊗ ε)(id⊗ (P−λij ◦ π0,0))(∆(Y )− Y ⊗K−λij ).(7.8)
The expression (id⊗ (P−λij ◦π0,0))(∆(Y )−Y ⊗K−λij) can be evaluated in general
because many terms in (id ⊗ π0,0)∆(Y ) vanish. More explicitly, we use the fact
that summands of ∆(Y ) need to contain the same number of Fi’s and Ei’s in the
second tensor factor in order to contribute nontrivially. By Lemma 7.2, however,
this can only occur if i ∈ {τ(i), τ(j)}. One obtains the following result.
Theorem 7.3. For any i, j ∈ I such that i /∈ {j, τ(i), τ(j)} one has Cij(c) =
Fij(Bi, Bj) = 0 in Bc,s.
Recall from Equation (5.20) that Cij(c) = 0 if i ∈ X . Hence we only need to
consider the case that i ∈ I \X . In the following two subsections we distinguish
the two cases j /∈ X and j ∈ X .
7.2. Determining Cij(c) in the case i, j ∈ I\X. The next theorem gives explicit
expressions for Cij(c) for aij ∈ {0,−1,−2} if j ∈ I \X . In this case, summands
of ∆(Y ) involving the term Υ in Equation (7.5) will never survive under id⊗ π0,0.
Recall the definition of the q-number [n]q for n ∈ N.
Theorem 7.4. Assume that i, j ∈ I \X. The elements Cij(c) = Π(C˜ij(c)) from
Theorem 7.1 are given by the following formulas.
Case 1: aij = 0.
Cij(c) = δi,τ(j)(qi − q
−1
i )
−1
(
ciZi − cjZj
)
.(7.9)
Case 2: aij = −1.
Cij(c) = δi,τ(i)qiciZiBj − δi,τ(j)(qi + q
−1
i )
(
qicjZj + q
−2
i ciZi
)
Bi.(7.10)
Case 3: aij = −2.
Cij(c) =δi,τ(i)qi(qi + q
−1
i )
2ciZi(BiBj −BjBi)(7.11)
+ δi,τ(j)[3]qiqi(q
4
i − 1)
(
q−8i ciZiB
2
i − cjZjB
2
i
)
.
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Proof. To abbreviate notation we write Q−λij = id⊗ (P−λij ◦ π0,0) for any i, j ∈ I.
Case 1: By (7.8) one has
Cij(c) = −(id⊗ ε) ◦Q−λij
(
∆(BiBj −BjBi)− (BiBj −BjBi)⊗K−λij
)
.(7.12)
For j ∈ I \X one obtains
Q−λij (∆(BiBj)−BiBj ⊗K−λij ) = Q−λij
(
cjZj ⊗ FiEτ(j)K
−1
j
)
= Q−λij
(
−δi,τ(j)cjZj ⊗
Ki −K
−1
i
qi − q
−1
i
K−1j
)
= δi,τ(j)(qi − q
−1
i )
−1cjZj ⊗K−λij .
By (7.12) this implies the desired formula (7.9) for Cij(c).
Case 2: For aij = −1 one has Y = B2iBj − (qi + q
−1
i )BiBjBi +BjB
2
i . Performing
a calculation analogous to Case 1, one obtains
Q−λij (∆(Y )− Y ⊗K−λij ) = δi,τ(i)C1 ⊗K−λij + δi,τ(j)C2 ⊗K−λij(7.13)
where
C1 ⊗K−λij =Q−λij
(
ciZiBj ⊗ FiEiK
−1
i K
−1
j
− (qi + q
−1
i )BjciZi ⊗ FiK
−1
j EiK
−1
i +BjciZi ⊗K
−1
j FiEiK
−1
i
)
=− qiciZiBj ⊗K−λij(7.14)
and similarly, for the term C2 where τ(i) = j one obtains
C2 ⊗K−λij = Q−λij
(
BicjZj ⊗K
−1
i FiEiK
−1
j +BicjZj ⊗ FiK
−1
i EiK
−1
j
−(qi + q
−1
i )cjZjBi ⊗ FiEiK
−1
j K
−1
i − (qi + q
−1
i )BiciZi ⊗K
−1
i FjEjK
−1
i
+ciZiBi ⊗ FjEjK
−2
i +BiciZi ⊗ FjK
−1
i EjK
−1
i
)
= (qi + q
−1
i )
(
qicjZjBi + q
−2
i ciZiBi
)
⊗K−λij .(7.15)
Equations (7.14) and (7.15) imply formula (7.10).
Case 3: For aij = −2 one has Y = B3iBj − [3]qiB
2
iBjBi + [3]qiBiBjB
2
i − BjB
3
i
where [3]qi = q
−2
i + 1 + q
2
i . Again relation (7.13) holds with λij = 3αi + αj . If
τ(i) = i then (7.7) gives
ZiBi = BiZi, ZiBj = BjZi.
With these relations one determines
C1 = qi(qi + q
−1
i )
2ciZi(BjBi −BiBj)(7.16)
by a calculation analogous to Case 2. Similarly, if τ(i) = j one uses the relations
ZiBi = q
4
iBiZi, ZiBj = q
−4
i BjZi, ZjBi = q
−4
i BiZj .(7.17)
to obtain
C2 = [3]qiqi(1− q
4
i )B
2
i
(
ciZi − q
−8
i cjZj
)
.(7.18)
One obtains relation (7.11) by inserting (7.16) and (7.18) into Equation (7.13). 
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Remark 7.5. The method of the above proof can in principle by used to determine
the lower order terms Cij(c) for aij = −3,−4, . . . . This becomes very tedious. In
the case where g is of finite type G2 and aij = −3 the term Cij(c) was calculated
in [Let03, Theorem 7.1]. For c = (q−21 , q
−2
2 ) it is also given in [KP11, Proposition
3.1 ] in the precise conventions of the present paper.
Example 7.6. Consider the affine Lie algebra sˆl2(K) with generalized Cartan ma-
trix A =
(
2 −2
−2 2
)
and I = {0, 1}. Choose the admissible pair (X, τ) = (∅, id).
In this case C = (K(q)×)2 and S = K(q)2. The quantum symmetric pair coideal
subalgebra Bc,s corresponding to c = (c0, c1) ∈ C and s = (s0, s1) ∈ S is generated
by two elements
Bi = Fi − ciEiK
−1
i + siK
−1
i for i = 0, 1.
One has Z0 = Z1 = −1. By Theorem 7.4 the algebra Bc,s is given by the defining
relations
B30B1−[3]qB
2
0B1B0+[3]qB0B1B
2
0−B1B
3
0 = q(q+q
−1)2c0(B1B0−B0B1),(7.19)
B31B0−[3]qB
2
1B0B1+[3]qB1B0B
2
1−B0B
3
1 = q(q+q
−1)2c1(B0B1−B1B0).(7.20)
This algebra is the q-Onsager algebra discussed in the introduction.
7.3. Determining Cij(c) in the case i ∈ I \X and j ∈ X. In this case Lemma
7.2 implies that Cij(c) = 0 unless i = τ(i). Moreover, the expansion (7.5) needs to
be extended to include terms of weight αi + αj in the second tensor factor.
Lemma 7.7. Assume i ∈ I \X, j ∈ X, and τ(i) = i. Then there exists Wij ∈ M
+
X
which is independent of c, such that
∆(Bi) = Bi ⊗K
−1
i + 1⊗ Fi + ciZi ⊗ EiK
−1
i + ciWijKj ⊗ ad(Ej)(Ei)K
−1
i +Υ
for some Υ ∈MXU0Θ
′ ⊗
∑
γ>αi
γ 6=αi+αj
U+γ K
−1
i .
Proof. For β ∈ Q let πβ : Uq(g) → Uq(g)β denote the projection onto the corre-
sponding weight space. Relation (7.6) implies that
(id⊗ παi+αj )∆(ad(Zi)(Ei)) ∈ U
+KjKi ⊗ ad(Ej)(Ei)
With this observation the claim follows in the same way as Lemma 7.2. 
Theorem 7.8. Assume that i ∈ I\X and j ∈ X. The elements Cij(c) = Π(C˜ij(c))
from Theorem 7.1 are given by the following formulas.
Case 1: aij = 0.
Cij(c) = 0.(7.21)
Case 2: aij = −1.
Cij(c) = δi,τ(i)ci
[ 1
qi − q
−1
i
(
q2iBjZi −ZiBj
)
+
qi + q
−1
i
qj − q
−1
j
WijKj
]
.(7.22)
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Case 3: aij = −2.
Cij(c) = δi,τ(i)
ci
qi − q
−1
i
[
q2i
(
[3]qiBiBj − (q
2
i + 2)BjBi
)
Zi(7.23)
−Zi
(
(2 + q−2i )BiBj − [3]qiBjBi
)]
−δi,τ(i)
qi − q
−1
i
qj − q
−1
j
(qi + q
−1
i )
2[3]qiBiciWijKj.
Proof. If aij = 0 then Y = BiBj − BjBi and hence Y = 0 if j ∈ X by (5.20).
Cases 2 and 3 follow from Lemma 7.7 by direct computation in a similar way as
the corresponding cases in Theorem 7.4 follow from Lemma 7.2. One has to keep
in mind, however, that in the present case Zi does in general not q-commute with
Bj . As i = τ(i) the elements Zi and Bi still commute. 
Example 7.9. Consider g = sl4(K) with X = {1, 3} and τ = id. In this case
Ins = ∅ and hence only the standard quantum symmetric pair coideal subalgebra Bc
exists. It is generated by MX = K(q)〈E1, F1,K
±1
1 , E3, F3,K
±3
3 〉 and the element
B2 = F2 − c2T1T3(E2)K
−1
2 = F2 − c2ad(E3E1)(E2)K
−1
2 .
To determine C21(c) one calculates
∆(B2) =B2 ⊗K
−1
2 + 1⊗ F2 − c2(1− q
−2)2E1E3 ⊗ E2K
−1
2
− c2(1−q
−2)E3K1 ⊗ ad(E1)(E2)K
−1
2 − c2(1−q
−2)E1K3 ⊗ ad(E3)(E2)K
−1
2
− c2K1K3 ⊗ ad(E1E3)(E2)K
−1
2
which implies
Z2 = −(1− q
−2)2E1E3, W21 = −(1− q
−2)E3.
By (7.22) one obtains
C21(c) = −q
−1(q − q−1)2c2F1E1E3 − q
−2c2K
−1
1 E3 − c2K1E3.
7.4. References to Letzter’s constructions. For finite dimensional g, the above
method to determine the coefficients Cij(c) was devised in [Let03, Section 7] and
the result corresponding to Theorem 7.4 is stated in [Let03, Theorem 7.1]. By
reference to the finite list of cases in [Ara62, pp. 32/33], Letzter’s formulas become
simpler than those given here, even for aij = −1,−2. The necessity to include
terms of weight αi + αj in the second tensor factor of ∆(Bi) in the calculation of
Cij(c) for j ∈ X seems to have been overlooked in [Let03]. As Example 7.9 above
shows, the formulas in [Let03, Theorem 7.1(iv)] are only valid for j /∈ X .
8. The center of quantum symmetric pair coideal subalgebras
The center Z(Bc,s) of the algebra Bc,s can be described in full generality. There
are two distinct cases. Recall that the Cartan matrix A is always assumed to be
indecomposable. If g = g(A) is infinite dimensional then the center Z(Bc,s) is
trivial, as will be shown in Subsection 8.2. If g is finite dimensional then the center
of a slight extension of Bc,s was determined in [KL08]. For completeness, and as
the conventions of [KL08] differ from those of the present paper, we summarize the
structure of the center for the finite case in the brief Subsection 8.3. In both cases,
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the description of the integrable part of Uq(g
′) due to [JL92], [JL94] provides an
essential ingredient in the proof.
8.1. Integrability of Bc,s-invariant elements. For any left Uq(g
′)-module M
define its integrable part I(M) by
I(M) = {m ∈M | ∀i ∈ I ∃k ∈ N such that Eki m = 0 = F
k
i m}.
Observe that I(M) is a Uq(g
′)-submodule ofM . We will be in particular interested
in the integrable part of Uq(g
′) considered as a module over itself via the left adjoint
action. In this case one has by [JL92, 6.4], [Jos95, 7.1.6] the relation
I(Uq(g
′)) =
⊕
λ∈−R+
ad(Uq(g
′))(K−λ)(8.1)
where R+ = Q ∩ 2P+ with P+ = {λ ∈ P |λ(hi) ≥ 0 ∀i ∈ I}. Recall that a Uq(g′)-
module M is called a weight module if there exists a direct sum decomposition
M =
⊕
µ∈P
Mµ
such that for all m ∈Mµ one has
Kim = q
(αi,µ)m, Eim ∈Mµ+αi , Fim ∈Mµ−αi .
Finally, for any Uq(g
′)-module M define the subspace of Bc,s-invariant elements by
MBc,s = {m ∈M | bm = ε(b)m ∀b ∈ Bc,s}.
To obtain the following result we adapt the proof of [Let97, Lemma 4.4] to the
present setting.
Proposition 8.1. Let M be a Uq(g
′)-weight module.
(1) If MBc,s 6= {0} then there exists v ∈M such that Fiv = 0 for all i ∈ I.
(2) MBc,s ⊆ I(M).
Proof. Assumem ∈MBc,s and write m =
∑
µ∈P mµ with mµ ∈Mµ. Choose µ ∈ P
minimal such that mµ 6= 0. Then Bim = ε(Bi)m implies that Fimµ = 0 for all
i ∈ I. This proves (1).
Next we show that for all µ ∈ P there exists k ∈ N such that F ki mµ = 0.
Indeed, otherwise choose λ ∈ P minimal such that F ki mλ 6= 0 for all k ∈ N.
By minimality, for all µ < λ there exists kµ ∈ N such that F
kµ
i mµ = 0. Hence
Bni mµ ∈
⊕
ν>µ−kµαi
Mν if µ < λ. For large n this implies that B
n
i m has Mλ−nαi -
component Fni mλ 6= 0. This is a contradiction to B
n
i m = ε(Bi)
nm.
In the same way one shows that for all µ ∈ P there exists k ∈ N such that
Eki mµ = 0. To this end one has to replace the generators Bi in the above argument
by elements Ci = Ei +Ci with Ci ∈ U−U0′. Such elements exist in Bc,s as can be
seen via the adjoint action ofM−X on BiKi for i ∈ I \X . This completes the proof
of (2). 
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8.2. The center of Bc,s for A of infinite type. We now want to determine the
center Z(Bc,s) of the algebra Bc,s. Observe first that
Z(Bc,s) = {z ∈ Bc,s | ad(b)(z) = ε(b)z ∀b ∈ Bc,s},
see also [Jos95, 1.3.3], [Let08, Theorem 1.2], or [KS09, Lemma 4.11]. By Proposition
8.1.(2) one obtains
Z(Bc,s) ⊂ I(Uq(g
′))Bc,s .(8.2)
In view of Equation (8.1), to determine Z(Bc,s) one hence has to investigate the
subspaces (ad(Uq(g
′))(K−λ))
Bc,s of Uq(g
′) for λ ∈ R+.
Lemma 8.2. Assume that g = g(A) is infinite dimensional. If λ ∈ R+ satisfies
λ(hi) 6= 0 for some i ∈ I then
(ad(Uq(g
′))(K−λ))
Bc,s = {0}.
Proof. Let V (λ/2) denote the integrable left Uq(g
′)-module of highest weight λ/2.
Its dual space V (λ/2)∗ is a lowest weight Uq(g
′)-module of lowest weight −λ/2 with
left action given by
(uf)(v) = f(S(u)v) for all f ∈ V (λ)∗, v ∈ V (λ), u ∈ Uq(g
′).
By [Jos95, Proof of Lemma 7.1.15 (iii)] one has an isomorphism of left Uq(g
′)-
modules
ad(Uq(g
′))(K−λ) ∼= V (λ/2)⊗ V (λ/2)
∗.(8.3)
Moreover, by [Jos95, 7.1.15 (ii)] the simple highest weight Uq(g
′)-module V (λ/2) is
infinite dimensional and therefore does not contain a nonzero element annihilated
by all Fi for i ∈ I. Hence V (λ) ⊗ V (λ/2)∗ does not contain a nonzero element
annihilated by all Fi for i ∈ I. By Proposition 8.1.(1) one obtains
(V (λ/2)⊗ V (λ/2)∗)Bc,s = {0}
which by (8.3) completes the proof of the lemma. 
With the above lemma one can show that the center of Bc,s is trivial unless A
is of finite type.
Theorem 8.3. Assume that g is infinite dimensional. Then Z(Bc,s) = K(q)1.
Proof. Assume that z ∈ Z(Bc,s). By relations (8.1) and (8.2) one can write z =∑
λ∈R+ zλ with
zλ ∈ (ad(Uq(g
′))(K−λ))
Bc,s .
By Lemma 8.2 the relation zλ 6= 0 implies that λ(hi) = 0 for all i ∈ I. But in
this case ad(Uq(g
′))(K−λ) = K(q)K−λ and hence z is a linear combination of the
elements K−λ for λ ∈ R+ with λ(hi) = 0 for all i ∈ I. Applying the coproduct to
z one may assume that z = K−λ for some λ ∈ R+ with λ(hi) = 0 for all i ∈ I.
For each such λ, however, one has Θ(λ) = −τ(λ) and hence Kλ ∈ U0Θ
′ implies that
λ = 0. 
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8.3. The center of Bc,s for A of finite type. If g is of finite dimensional then it
is convenient to augment U0′ to the group algebra of the weight lattice and to work
over the field K(q1/2). The resulting extension Uˇq(g) of Uq(g′) hence has generators
Ei, Fi and Kλ for all i ∈ I and λ ∈ P . It is sometimes called the simply connected
quantized enveloping algebra of g. Relation (8.1) simplifies to
I(Uˇq(g)) =
⊕
λ∈P+
ad(Uq(g))(K−2λ)
Similarly, one extends Bc,s to the algebra Bˇc,s generated by
Uˇ0Θ = K(q
1/2)〈Kλ |λ ∈ P,Θ(λ) = λ〉
and byMX and the elements Bi defined by (5.1) for all i ∈ I \X as before. Define
a subset P+Θ of the set of dominant integral weights by
P+Θ = {λ ∈ P
+ |Θ(λ) = λ+ w0λ− wXλ}
where w0 denotes the longest element of the Weyl groupW . The following theorem
summarizes the main results of [KL08] in the conventions of the present paper.
Theorem 8.4. Assume that g is finite dimensional.
(1) Z(Bˇc,s) =
⊕
λ∈P+Θ
Z(Bˇc,s) ∩ ad(Uq(g))(K−2λ).
(2) dim
(
Z(Bˇc,s) ∩ ad(Uq(g))(K−2λ)
)
=
{
1 if λ ∈ P+Θ ,
0 else.
(3) The center Z(Bˇc,s) is a polynomial ring in rank(k) variables.
The projection P−2λ from Section 5.2 satisfies P−2λ(I(Uˇq(g))) = ad(Uq(g))(K−2λ).
By Lemma 5.9 this proves (1), see also [KL08, footnote p. 318]. The proof of Prop-
erty (2) is more involved and takes up most of [KL08]. Property (3) follows from
(1) and (2) and an analysis of the set P+Θ , see [KL08, Section 9].
9. Equivalence of coideal subalgebras
In this section we investigate equivalence of quantum symmetric pair coideal
subalgebras in the sense of the following definition.
Definition 9.1. Let C and D be right coideal subalgebras of a Hopf algebra H. We
say that C is equivalent to D if there exists a Hopf algebra automorphism ϕ of H
such that ϕ(C) = D. In this case we write C ∼ D.
To obtain more automorphisms, during this section, we work with Uq(g
′) defined
over the algebraic closure K(q). Accordingly, we extend the set of parameters and
define
C = {c ∈ (K(q)
×
)I\X | ci = cτ(i) if τ(i) 6= i and (αi,Θ(αi)) = 0}
S = {s ∈ K(q)
I\X
| si 6= 0⇒ (i ∈ Ins and aij ∈ −2N0∀j ∈ Ins \ {i})}.
Recall from Subsection 6.3 that we have fixed a subset I∗ ⊂ I\X containing exactly
one element of each τ -orbit in I \ X . As we will see, any Bc,s is equivalent to a
Bd,s′ for some s
′ ∈ S and d in the subset
D = {d ∈ (K(q)
×
)I\X | di = 1 if
(
τ(i) = i or (αi,Θ(αi)) = 0 or i /∈ I
∗
)
}(9.1)
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of (K(q)
×
)I\X .
9.1. Equivalence under the action of H˜. Let B and B′ be coideal subalgebras
of Uq(g
′). Refining the notation introduced in Definition 9.1 we write B
H˜
∼ B′ if
there exists x ∈ H˜ such that Ad(x)(B) = B′. Moreover, define an equivalence
relation on S by
s
S
∼ s′ ⇐⇒ si = ±s
′
i for all i ∈ Ins.
if s = (si)i∈I\X and s
′ = (s′i)i∈I\X . For the following result the fact that Uq(g
′) is
defined over K(q) is necessary because one needs to take square roots.
Proposition 9.2. (1) Let c ∈ C and s ∈ S. Then there exist d ∈ D and s′ ∈ S
such that Bc,s
H˜
∼ Bd,s′ .
(2) Let d,d′ ∈ D and s, s′ ∈ S. Then Bd,s
H˜
∼ Bd′,s′ if and only if d = d
′ and
s
S
∼ s′.
Proof. (1) For all i ∈ I \X such that τ(i) = i choose di ∈ K(q) such that d2i = ci.
Define x ∈ H˜ by x(αi) = 1 if τ(i) 6= i or i ∈ X and x(αi) = d
−1
i else. Then
Ad(x)(Bi) = Ad(x)(Fi + ci θq(FiKi)K
−1
i + siK
−1
i )
= di(Fi + θq(FiKi)K
−1
i +
si
di
K−1i )
for all i with τ(i) = i, and Ad(x) leavesMX , U0Θ
′, and Bj with τ(j) 6= j invariant.
Hence Bc,s
H˜
∼ Bc′,s′ where c′ ∈ C and s′ ∈ S are given by
c′i =
{
1 if τ(i) = i,
ci else,
and s′i =
si
di
∀ i ∈ Ins.
Assume now that τ(j) 6= j and (αj ,Θ(αj)) = 0. By Lemma 5.3 we have (αj , ατ(j)) =
0 and Θ(αj) = −ατ(j) and therefore αj(hl) = 0 = αj(ρ
∨
X) for all l ∈ X . Hence
Bj = Fj − cj Eτ(j)K
−1
j and Bτ(j) = Fτ(j) − cτ(j)EjK
−1
τ(j). As c ∈ C one ob-
tains cj = cτ(j). Define x ∈ H˜ by x(αj) = c
−1
j and x(αi) = 1 if i 6= j. Then
Ad(x)(Bj) = cj(Fj −Eτ(j)K
−1
j ), Ad(x)(Bτ(j)) = Fτ(j)−EjK
−1
τ(j) and Ad(x)(Bi) =
Bi if i /∈ {j, τ(j)}.
(2) Assume that s, s′ ∈ S satisfy s ∼ s′. Define x ∈ H˜ by
x(αi) =
{
1 if i /∈ Ins or (i ∈ Ins and si = s′i),
−1 else.
One sees immediately that Ad(x)(Bd,s) = Bd,s′ holds for all d ∈ D.
For the converse implication we make use of the following fact which is a conse-
quence of Proposition 6.1:
(∗) Let d = (di)i∈I\X ∈ D, s = (si)i∈Ins ∈ S, and ci ∈ K(q)
×
, ti ∈ K(q) for
some i ∈ I∗. If Fi+ciθq(FiKi)K
−1
i +tiK
−1
i ∈ Bd,s then ci = di and ti = si.
Now write d = (di)i∈I\X , s = (si)i∈I\X and d
′ = (d′i)i∈I\X , s
′ = (s′i)i∈I\X and
assume that Bd,s = Ad(x)(Bd′,s′) for some x ∈ H˜ . We denote the generators
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of Bd,s and Bd′,s′ by Bi and B
′
i, respectively. Assume first that i ∈ Ins. Then
di = d
′
i = 1 and θq(FiKi) = −Ei and hence
Ad(x)(B′i) = x(−αi)
(
Fi − x(2αi)EiK
−1
i + x(αi)s
′
i
)
.
Property (∗) implies that x(αi)2 = 1 and x(αi)s′i = si. Hence si = ±s
′
i.
Next assume that i ∈ I∗ with τ(i) 6= i. By definition of D we have in particular
dτ(i) = 1 = d
′
τ(i). It suffices to show that Bi = B
′
i. To this end one calculates
Ad(x)(B′i) = x(−αi)Fi + x(−Θ(αi))d
′
iθq(FiKi)K
−1
i
= x(−αi)[Fi + x(αi + wXατ(i))d
′
iθq(FiKi)K
−1
i ].
By (∗) the above relation implies that
di = x(αi + wXατ(i))d
′
i.(9.2)
Analogously one obtains with dτ(i) = 1 = d
′
τ(i) the relation
Ad(x)(B′τ(i)) = x(−ατ(i))[Fτ(i) + x(ατ(i) + wXαi)θq(FiKi)K
−1
i ]
and hence x(ατ(i) + wXαi) = 1. The relation αi − ατ(i) ∈ Q
Θ implies that αi +
wXατ(i) = ατ(i) + wXαi. The desired relation di = d
′
i now follows from (9.2). 
Remark 9.3. The definition of D suggests the investigation of the set
ID = {i ∈ I
∗ | τ(i) 6= i, (αi,Θ(αi)) 6= 0}.
For simple g of finite type it was observed in [Let02, Section 7, Variation 1] that
ID is empty unless the restricted root system corresponding to the involution θ is
of nonreduced type BC. In the latter case ID contains at most one element. For
g = g(A) of affine type with indecomposable A the set ID contains at most two
elements. This can be seen by direct inspection of the affine Dynkin diagrams in
[Kac90, pp. 54, 55]. As an example with |ID| = 2 consider g = ŝl4(C) with X = ∅
and τ = (01)(23).
9.2. Equivalence under the action of AutHopf(Uq(g
′)). It is possible that Bd ∼
Bd′ for d,d
′ ∈ D with d 6= d′, even for finite dimensional, simple g. Let τ ′ ∈ Aut(A)
be a diagram automorphism which commutes with τ and which leaves X invariant.
By Proposition 9.2.(1) one has τ ′(Bd)
H˜
∼ Bd′ for some d′ ∈ D. As the following
example shows it is possible that d′ 6= d.
Example 9.4. For g = sl3(C), X = ∅, and τ = (12) with I∗ = {1} the standard
quantum symmetric pair coideal subalgebra Bd is generated by the elements
F1 − dE2K
−1
1 , F2 − E1K
−1
2
if d = (d, 1). Hence τ(Bd) is generated by the elements F1 − E2K
−1
1 and F2 −
dE1K
−1
2 . Now apply Ad(x) where x(α1) = d
−1 and x(α2) = 1. The subalgebra
Ad(x) ◦ τ(Bd) is generated by the elements
F1 − d
−1E2K
−1
1 , F2 − E1K
−1
2
and hence coincides with Bd′ where d
′ = (d−1, 1).
The above example can immediately be generalized to the following statement.
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Proposition 9.5. Assume that g is finite dimensional and simple. Let d,d′ ∈ D
and denote their only nontrivial entry (if any) by di and d
′
i, respectively. Then
Bd ∼ Bd′ if and only if di = d
′
i or d
−1
i = d
′
i.
In the symmetrizable Kac-Moody case there may be more diagram automor-
phisms which commute with τ and leave X invariant. Hence one obtains additional
Hopf algebra automorphisms which identify Bd and Bd′ for different d,d
′ ∈ D.
Example 9.6. As in Remark 9.3 consider g = ŝl4(C) with X = ∅ and τ = (01)(23).
By definition, the corresponding quantum symmetric pair coideal subalgebra Bd for
d = (d0, 1, d2, 1) is generated by elements
B0 = F0−d0E1K
−1
0 , B1 = F1−E0K
−1
1 , B2 = F2−d2E3K
−1
2 , B3 = F3−E2K
−1
3 .
Consider the diagram automorphism τ ′ = (02)(13). One has τ ′(Bd) = Bd′ where
d′ = (d2, 1, d0, 1).
To describe equivalence classes of quantum symmetric pair coideal subalgebras
in general, define
Aut(A,X)τ = {σ ∈ Aut(A,X) |σ ◦ τ = τ ◦ σ}.
Via Proposition 9.2 the action of Aut(A,X)τ on the set of quantum symmetric
pair coideal subalgebras induces an action of Aut(A,X)τ on the set D×S/
S
∼. By
Theorem 3.2 any automorphism of Uq(g
′) which maps a quantum symmetric pair
coideal subalgebra corresponding to (X, τ) to another such coideal subalgebra, is
of the form Ad(x) ◦ σ form some x ∈ H˜ and σ ∈ Aut(A,X)τ . This implies the
following parametrization of equivalence classes of quantum symmetric pair coideal
subalgebras corresponding to the admissible pair (X, τ).
Theorem 9.7. There is a one-to-one correspondence between the equivalence classes
of quantum symmetric pair coideal subalgebras of Uq(g
′) corresponding to the ad-
missible pair (X, τ) and the Aut(A,X)τ -orbits in D × S/
S
∼.
9.3. References to Letzter’s constructions. For finite dimensional g, the pa-
rameter sets D and S appear implicitly in [Let02, Variants 1 and 2] and explicitly
in [Let03, Section 2]. It was asked at the end of [Let02, Variant 1] if Bd and Bd′
for d,d′ ∈ D can be isomorphic as algebras. Example 9.4 shows that they can even
be isomorphic via a Hopf algebra automorphism of Uq(g). It remains an interesting
question, however, if they can be isomorphic as algebras if d and d′ belong to dif-
ferent Aut(A,X)τ -orbits. The main interest in equivalence of quantum symmetric
pair coideal subalgebras stems for the classification result [Let99, Theorem 5.8],
[Let02, Theorem 7.5] which states that all right coideal subalgebras of Uq(g) which
specialize to U(k) and satisfy a maximality condition (explained in 10.5) are equiv-
alent to a quantum symmetric pair coideal subalgebra. As indicated in Remark 5.7,
it would be interesting to extend this result to the setting of symmetrizable Kac-
Moody algebras. Then Theorem 9.7 would provide a parametrization up to Hopf
algebra automorphism of all coideal subalgebras of Uq(g
′) which can reasonably be
considered as quantum analogs of U(k′).
10. Specialization
In the present section we consider the limit of quantum symmetric pair coideal
subalgebras as q tends to 1. This is done using non-restricted specialization as
QUANTUM SYMMETRIC KAC-MOODY PAIRS 41
outlined in [CK90, 1.5]. We follow the presentation in [HK02]. All through this
section we abbreviate k = K(q).
10.1. Specialization of θq(X, τ). We recall specialization of the k-algebra Uq(g
′)
following [HK02, 3.3, 3.4]. Let A = K[q](q−1) denote the localization of the poly-
nomial ring K[q] with respect to the prime ideal generated by q − 1. For any i ∈ I
define
(Ki; 0)q =
Ki − 1
q − 1
.
The A-form U ′
A
of Uq(g
′) is defined to be the A-subalgebra of Uq(g
′) generated by
the elements Ei, Fi,K
±1
i , and (Ki; 0)q for all i ∈ I. Consider K as an A-module
via evaluation at 1. The algebra
U ′1 = K⊗A U
′
A
is called the specialization of Uq(g
′) at q = 1. For any x ∈ U ′
A
we denote its image
in U ′1 by x. The following fact is well known and a minor variation on [HK02,
Theorem 3.4.9].
Theorem 10.1. There exists an isomorphism of algebras U ′1 → U(g
′) such that
Ei 7→ ei, Fi 7→ fi, and (Ki; 0)q 7→ ǫihi.
Let now φ : Uq(g
′) → Uq(g
′) be a k-linear map. We say that φ is specializable
if φ(U ′
A
) ⊆ U ′
A
. In this case φ induces a K-linear map id ⊗ φ|U ′
A
: U ′1 → U
′
1. Via
Theorem 10.1 one thus obtains a K-linear map φ : U(g′) → U(g′). We say that
φ specializes to φ. Observe that if k-linear maps f, g : Uq(g
′) → Uq(g′) are both
specializable then so is f ◦ g and f ◦ g = f ◦ g. We now apply specialization to the
quantum involution θq(X, τ).
Proposition 10.2. For any admissible pair (X, τ) the quantum involution θq(X, τ)
specializes to θ(X, τ).
Proof. Clearly both τ and ω are specializable and specialize to the corresponding
automorphisms of U(g′). By the explicit formulas given in [Lus94, 37.1.3] the
Lusztig automorphism Ti is also specializable for any i ∈ I. It specializes to the
automorphism Ti : U(g
′)→ U(g′) given by
ei 7→ −fi, fi 7→ −ei, h 7→ ri(h),
ej 7→
ad(ei)
−aij
(−aij)!
(ej), fj 7→
ad(fi)
−aij
(−aij)!
(fj), for j 6= i.
One checks by an sl2-argument that Ti = Ad(mi)|U(g′). Hence TX specializes
to Ad(mX)|U(g′). Now the theorem follows from the fact observed above that
specialization is compatible with composition of maps. 
We give an immediate application of the above proposition. We call a pair of
multi-indices (c, s) ∈ (k×)I\X × kI\X specializable if ci, si ∈ A and ci(1) = 1 for
all i ∈ I \X .
Corollary 10.3. Let (c, s) ∈ (k×)I\X × kI\X be specializable. The generators Bi
of Bc,s belong to U ′A and satisfy Bi = fi + θ(fi) + si for all i ∈ I \X.
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Proof. Let i ∈ I \X . As FiKi ∈ U ′A the above proposition gives θq(FiKi)K
−1
i ∈ U
′
A
and θq(FiKi)K
−1
i = θ(fi). Together with the assumptions on ci and si this implies
that Bi ∈ (Bc,s)A and Bi = fi + θ(fi) + si. 
10.2. Properties of A-modules. The ring A is a principal ideal domain. We
begin by recalling two facts about principal ideal domains which will be repeatedly
used in the sequel. The first statement of the following proposition is a conse-
quence of the fundamental theorem of finitely generated modules over principle
ideal domains. The second statement can be found in [Eis95, Corollary 6.3].
Proposition 10.4. Let R be principal ideal domain.
(1) Any finitely generated, torsion-free module over R is free.
(2) An R-module is torsion-free if and only if it is flat.
As a first application one obtains the following result.
Lemma 10.5. Let x ∈ U ′
A
. Then x = 0 if and only if x ∈ (q − 1)U ′
A
.
Proof. Consider the short exact sequence
0→ (q − 1)A→ A→ A/(q − 1)A︸ ︷︷ ︸
∼=K
→ 0
of A-modules. By the above proposition U ′
A
is a flat A-module. Hence, tensoring
by U ′
A
, one obtains an exact sequence
0→ (q − 1)A⊗A U
′
A︸ ︷︷ ︸
∼=(q−1)U ′
A
→ U ′A → K⊗A U
′
A → 0.
This proves the lemma. 
Let W be a k-vector space. All A-submodules of W are torsion-free. Hence, for
any A-submodule M of W the map M → M ⊗A k is injective. As a consequence
of the above proposition one obtains the following lemma which will be used in
the Subsection 10.3 to verify triangular decompositions over A analog to those in
Section 6.
Lemma 10.6. Let W be a k-vector space and let M and M ′ be A-submodules of
W . Let Mk and M
′
k denote the k-vector subspace of W generated by M and M
′,
respectively. Then the following hold:
(1) The map ιM :M ⊗A k →Mk is an isomorphism.
(2) The map ιM,M ′ :M ⊗A M ′ →Mk ⊗k M ′k is injective.
Proof. (1) Assume that m =
∑N
i=1mi ⊗ ai ∈ ker(ιM ). Let M˜ denote the A-
submodule of M generated by the set {mi | i = 1, . . . , N}. Being finitely generated,
M˜ is a free A-module by Proposition 10.4.(1). We can choose a basis {bi | i =
1, . . . , N ′} and write m =
∑N ′
i=1 bi ⊗ a
′
i for some a
′
i ∈ k. There exists n ∈ N
such that (q − 1)na′i ∈ A for all i = 1, . . . , N
′. Hence m ∈ ker(ιM ) implies that
0 = ιM (m(q− 1)n) =
∑N ′
i=1 bia
′
i(q− 1)
n. By linear independence of the set {bi | i =
1, . . . , N ′} one obtains a′i(q − 1)
n = 0 and hence m = 0. This proves that ιM is
injective, and surjectivity holds by construction.
(2) Part (1) implies that
Mk ⊗k M
′
k
∼=M ⊗A ⊗k ⊗k k ⊗A M
′ ∼=M ⊗A k ⊗A M
′ ∼= (M ⊗A M
′)⊗A k.
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The A-module M is torsion free and hence flat by Proposition 10.4. Therefore the
map M ⊗A M ′ → M ⊗A (M ′ ⊗A k) ∼= (M ⊗A M ′) ⊗A k is injective. This proves
that ιM,M ′ is injective. 
10.3. Specialization and triangular decompositions. For any subspace W ⊂
Uq(g
′) we define WA =W ∩ U ′A and W = K⊗A WA ⊂ U
′
1. By [HK02, Proposition
3.3.3] the multiplication map yields an isomorphism
U+
A
⊗A U
0
A
′ ⊗A U
−
A
∼= U ′A(10.1)
analogous to the triangular decomposition (3.6). By the following theorem all
triangular decompositions from Section 6 also hold true over A. Set A× = A∩ k×
and recall the definition of the subspace Bc,s,J given in (6.3).
Theorem 10.7. Let (c, s) ∈ C × S be specializable. The multiplication maps give
the following isomorphisms of A-modules.
(1) (U0Θ
′)A ⊗A (U ′Θ)A
∼= U0A
′,
(2) (V +X )A ⊗A (M
+
X)A
∼= U+A ,
(3) U+
A
⊗A U0A
′ ⊗A (Bc,s,J )A ∼= U ′A,
(4) (M+X)A ⊗A (U
0
Θ
′)A ⊗A (Bc,s,J )A ∼= (Bc,s)A,
(5) (V +X )A ⊗A (U
′
Θ)A ⊗A (Bc,s)A
∼= U ′A.
Proof. Injectivity follows in all five cases from Lemma 10.6 and from the triangular
decompositions in Section 6. It remains to prove surjectivity.
(1) U0
A
′ is the A-subalgebra of U0′ generated by the elements
Ki, K
−1
i , (Ki; 0)q(10.2)
for all i ∈ I. If i ∈ X or i ∈ I∗ then the elements (10.2) belong to (U0Θ
′)A and
(U ′Θ)A, respectively. Hence in this case, the elements (10.2) are in the image of
the multiplication map. If i ∈ I \ (I∗ ∪X) then KiK
−1
τ(i),K
−1
i Kτ(i) ∈ (U
0
Θ
′
)A and
K±1τ(i) ∈ (U
′
Θ)A. Hence Ki and K
−1
i lie in the image of the multiplication map.
Finally, the relation
(Ki; 0)q = (KiK
−1
τ(i); 0)q −Ki (K
−1
τ(i); 0)q
shows that in this case (Ki; 0)q also lies in the image of the multiplication map.
(2) U+
A
is the A-subalgebra of Uq(g
′) generated by all Ei for i ∈ I. If i ∈ X then
Ei ∈ (M
+
X)A. If i /∈ X then Ei ∈ (V
+
X )A. Hence, all Ei lie in the image of the
multiplication map.
(3) Recall the filtration F∗ of U− defined at the beginning of Subsection 6.1.
Via the triangular decomposition (3.6) the filtration F∗ extends to a filtration of
Uq(g
′) by
Fn(Uq(g
′)) = U+ ⊗ U0′ ⊗Fn(U−).
We show by induction on n that Fn(Uq(g′))A lies in the image of the multiplication
map. For n = 0 this holds true because (10.1) implies that
F0(Uq(g
′))A = U
+
A
⊗A U
0
A
′ ⊗A A.
For y ∈ Fn(Uq(g′))A, again by (10.1), there exist uJ ∈ U
+
A
⊗A U0A
′ such that
y −
∑
J∈In∩J
uJFJ ∈ F
n−1(Uq(g
′))A.
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Hence
y −
∑
J∈In∩J
uJBJ ∈ F
n−1(Uq(g
′))A.
By induction hypothesis y hence lies in the image of the multiplication map (3).
(4) Let b ∈ (Bc,s)A. By Proposition 6.2 one has b =
∑
J∈J aJBJ for some
aJ ∈ M
+
XU
0
Θ
′. Let m ∈ N0 be maximal such that aJ 6= 0 for some J ∈ J with
|J | = m. By the triangular decomposition (10.1) one can write
b =
∑
J∈J ,|J|≤m
bJFJ
for some bJ ∈ (U+U0′)A. As Bi − Fi ∈ (U+U0′)A one obtains aJ = bJ if |J | = m.
Hence aJ ∈ (M
+
XU
0
Θ
′)A for all J ∈ J with |J | = m. By induction on m one obtains
aJ ∈ (M
+
XU
0
Θ
′)A for all J ∈ J .
(5) Surjectivity follows by inserting (4) into the left hand side of (5) and using
(3) together with (1) and (2). 
10.4. Specialization of Bc,s. We now want to show that for specializable (c, s) ∈
C × S the quantum symmetric pair coideal subalgebra Bc,s specializes to U(k′).
To this end, let g+X and h
′
θ denote the Lie subalgebras of g
′ generated by the sets
{ei | i ∈ X} and {hi + θ(hi) | i ∈ I}, respectively. One verifies that
M+X = U(g
+
X) U
0
Θ
′ = U(h′θ).(10.3)
With this observation, Theorem 10.7.(4) gives the following result.
Theorem 10.8. Let (c, s) ∈ C × S be specializable. Then Bc,s = U(k′).
Proof. As (c, s) is specializable, Corollary 10.3 implies that fi+θ(fi)+si ∈ Bc,s for
all i ∈ I \X . As Fi ∈ Bc,s one has fi ∈ Bc s for all i ∈ X . Moreover, g
+
X ⊂ Bc,s and
h′θ ⊂ Bc,s by (10.3). By Corollary 2.9 this proves that U(k
′) ⊆ Bc,s. Conversely,
Theorem 10.7.(4) and (10.3) imply that Bc,s ⊆ U(k′). 
10.5. A maximality condition. Observe that U+
A
is generated by all ordered
monomials in the generators Ei, i ∈ I, as an A-module. There are only finitely
many such ordered monomials of any given weight. Hence, for any finite dimensional
subspace V ⊂ U+ one obtains that VA is a submodule of a finitely generated A-
module. AsA is Noetherian this implies that VA is finitely generated. Similarly one
shows that if V is a finite dimensional subspace of U0′ then VA is finitely generated.
Combining these observations with the triangular decomposition 10.1 one obtains
the following result.
Lemma 10.9. Let V ⊂ Uq(g′) be a finite dimensional subspace. Then VA is a
finitely generated, free A-submodule of U ′
A
.
The above lemma and Theorem 10.7.(5) imply the following result.
Lemma 10.10. Let (c, s) ∈ C × S be specializable and u ∈ Uq(g′). Then(
ku+Bc,s
)
A
/
(Bc,s)A
is a finitely generated, free A-module.
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Proof. If u ∈ Bc,s then there is nothing to show. Otherwise, choose finite dimen-
sional subspaces V ⊂ V +X , T ⊂ U
′
Θ, and D ⊂ Bc,s such that u ∈ V ⊗ T ⊗D with
respect to the quantum Iwasawa decomposition. We may assume that the unit 1
of Uq(g
′) is contained in both V and T . Set V+ = V ∩ ker ε and T+ = T ∩ ker ε.
Then the subspace ku+Bc,s is contained in the direct sum
(V+ ⊗ T ⊗D)
⊕
(k ⊗ T+ ⊗D)
⊕
Bc,s.
Observe that VA = (V+)A ⊕A and TA = (T+)A ⊕A. By Theorem 10.7.(5) this
implies that (ku+Bc,s)A is contained in
((V+)A ⊗A TA ⊗A DA)
⊕
(A⊗A (T+)A ⊗A DA)
⊕
(Bc,s)A.
Hence one obtains an injective A-module homomorphism(
ku+Bc,s
)
A
/
(Bc,s)A → ((V+)A ⊗A TA ⊗A DA)
⊕
(A⊗A (T+)A ⊗A DA).
By Lemma 10.9 the A-module on the right hand side is finitely generated and free.
Hence, by Proposition 10.4, so is
(
ku+Bc,s
)
A
/
(Bc,s)A as A is Noetherian. 
Theorem 10.11. Let W be a vector subspace of Uq(g
′) which contains Bc,s for
some specializable (c, s) ∈ C × S. If W = U(k′) then W = Bc,s.
Proof. Assume that there exists u ∈ W \ Bc,s. By Lemma 10.10 the nonzero A-
moduleNA =
(
ku+Bc,s
)
A
/
(Bc,s)A is free. Let v ∈
(
ku+Bc,s
)
A
be a representative
of a basis element of NA. The assumption W = U(k
′) together with Theorem 10.8
imply that v = b for some b ∈ (Bc,s)A. By Lemma 10.5 one obtains v − b ∈
(q − 1)U ′
A
∩
(
ku + Bc,s
)
= (q − 1)
(
ku + Bc,s
)
A
. This contradicts the assumption
that v represents a basis element of NA. 
10.6. References to Letzter’s constructions. Specialization is a major theme
in both [Let99] and [Let02]. For finite dimensional g, Theorems 10.8 and 10.11
are stated as [Let99, Theorem 4.8] and [Let02, (7.24), (7.25)]. The additional
assumption that C is an algebra made in [Let99, Theorem 4.8] and [Let02, (7.25)]
seems not to be necessary for the proof. The fact that the triangular decompositions
from Section 6 also hold for the A-forms, Theorem 10.7, is not made explicit in
Letzter’s papers. Instead she uses a process of ‘rescaling’ and ‘subtracting’, see
[Let99, proof of Theorem 4.8] and [Let02, before (7.23)]. The fact that this process
terminates seems to boil down to the properties of the principal ideal domain A
stated in Proposition 10.4. A proof of Lemma 10.5 in a similar spirit can be found
in [Let99, Theorem 2.5]. As already indicated in Subsection 9.3, Letzter’s analysis
proceeds one step beyond the present paper with the classification theorem [Let99,
Theorem 5.8], [Let02, Theorem 7.5]. It is to be expected that a rigorous proof
of this result in the Kac-Moody case will involve the triangular decompositions of
A-forms given in Theorem 10.7.
11. Twisted quantum loop algebras of the second kind
In this section and the next we will apply the theory developed so far to construct
two classes of quantum symmetric pair coideal subalgebras which in special cases
have been considered previously in the literature. The present section is devoted to
quantum versions of twisted loop algebras of the second kind which are defined in
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general in Subsection 11.1. It is then shown, in Subsection 11.2, how the twisted q-
Yangians introduced by Molev, Ragoucy, and Sorba in [MRS03] appear as examples
of such twisted quantum loop algebras.
11.1. Symmetric loop algebras and their quantization. Let g be a finite-
dimensional simple Lie algebra over K and let θ : g → g be an involutive auto-
morphism. Assume that rank(g) = n and that I = {1, 2, . . . , n}. As before write
A = (aij)i,j∈I to denote the Cartan matrix of g. By Theorem 2.7 the involution θ
is determined up to conjugation by an admissible pair (X, τ).
Let gˆ = g ⊗ K[t, t−1] ⊕ Kc ⊕ Kd be the corresponding untwisted affine Kac-
Moody algebra as defined in [Kac90, 7.2]. Set Iˆ = {0, 1, . . . , n} and recall that
the Cartan matrix of gˆ is given by Aˆ = (aij)i,j∈Iˆ . Here a00 = 2 and ai0 = a0i =
−αmax(hi) for all i ∈ I where αmax denotes the highest root in the finite root
system corresponding to g. Let hˆ and bˆ denote the standard Cartan and Borel
subalgebra of gˆ, respectively. Consider the involutive automorphism θˆ : gˆ → gˆ
given by
θˆ(x⊗ tn) = θ(x)⊗ t−n, θˆ(c) = −c, θˆ(d) = −d.(11.1)
Let τˆ : Iˆ → Iˆ be the map given by τˆ |I = τ and τˆ (0) = 0. It follows from the explicit
description of θˆ that the induced involution Θˆ : hˆ∗ → hˆ∗ is given by Θˆ = −wX ◦ τˆ .
Hence (hˆ, bˆ) is a split pair for θˆ in the sense of Definition A.2 and θˆ is an involutive
automorphism of the second kind. The preceding discussion implies the following
lemma.
Lemma 11.1. Let (X, τ) be an admissible pair for g and θ = θ(X, τ).
(1) There exists τˆ ∈ Aut(Iˆ , X) such that τˆ(0) = 0 and τˆ(i) = τ(i) for all i ∈ I.
(2) The pair (X, τˆ) is admissible for gˆ.
(3) The automorphism θˆ : gˆ→ gˆ given by (11.1) is the involutive automorphism
of the second kind corresponding to the admissible pair (X, τˆ).
By the above lemma, all the results of this paper can be applied to the involutive
automorphism θˆ corresponding to the admissible pair (X, τˆ ). In particular, for any
c ∈ C and s ∈ S one obtains the corresponding quantum symmetric pair coideal
subalgebra Bc,s of Uq(g
′).
The Lie algebra gˆ′ = g⊗K[t, t−1]⊕Kc has a one-dimensional center spanned by
c. The Cartan matrix of gˆ is of rank n. There exist uniquely determined integers
bj ∈ N, j = 0, 1, . . . , n, with b0 = 1, given in [Kac90, p. 54], such that
n∑
j=0
bjaij = 0 for all i ∈ Iˆ .
The above relation implies that αi(
∑n
j=0 bjǫjhj) = 0 for all i ∈ Iˆ and therefore∑n
i=0 bjǫjhj spans the center of g
′. The quotient
L(g) = gˆ′/Kc ∼= g⊗K[t, t−1]
is the loop algebra corresponding to g. The involution θˆ of gˆ′ induces an involutive
automorphism θˆL : L(g) → L(g) and the invariant Lie subalgebra k′L = {x ∈
L(g) | θˆL(x) = x} is isomorphic to k
′ because θˆ(c) = −c
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Consider the quantum analog of the central element c given by Kc =
∏n
j=0K
bj
j .
The Hopf algebra Uq(L(g)) defined by
Uq(L(g)) = Uq(g
′)/(Kc − 1)Uq(g
′)
is a q-analog of the universal enveloping algebra of the loop algebra L(g). Let
π : Uq(g
′) → Uq(L(g)) denote the canonical projection. We call the image π(Bc,s)
a twisted quantum loop algebra (of the second kind). It is a right coideal subalgebra
of Uq(L(g)). By the following lemma the twisted quantum loop algebra π(Bc,s) is
isomorphic to Bc,s as an algebra.
Lemma 11.2. For any c ∈ C and s ∈ S one has (Kc − 1)Uq(g′) ∩Bc,s = ∅.
Proof. By the quantum Iwasawa decomposition (Proposition 6.3) and the fact that
Kc − 1 is central in Uq(g′), it suffices to show that (Kc − 1)U ′Θ ∩ U
0
Θ
′ = ∅. Any
element of U ′Θ can be written as a Laurent polynomial in K0 with coefficients in
K(q)〈K±1i | i ∈ I
∗ \ {0}〉. The product of any such a Laurent polynomial with
(Kc − 1) will always depend on K0 and therefore does not belong to U0Θ
′. 
Remark 11.3. A remark on terminology is in order. Besides (11.1) there is an-
other way to extend the involution θ of g to gˆ. Indeed, consider the involutive
automorphism θˆ1 : gˆ→ gˆ given by
θˆ1(x⊗ t
n) = θ(x) ⊗ (−tn), θˆ1(c) = c, θˆ1(d) = d.(11.2)
The automorphism θˆ1 is of the first kind. Formula (11.2) also defines an involution
of the loop algebra L(g). The existing literature on twisted loop algebras is con-
cerned with the Lie subalgebra of L(g) fixed under θˆ1, mostly in the case when θ
is a diagram automorphism. It seems natural to say that the subalgebra of L(g)
fixed by θˆ1 is a twisted loop algebra of the first kind. The terminology for twisted
loop algebras then reflects the terminology for involutions of Kac-Moody algebras.
In [MRS03] Molev, Ragoucy, and Sorba use the name twisted q-Yangians for
quantum analogs of U(k′L). As pointed out in the introduction of [MRS03], however,
Ol’shanski˘i’s original definition of twisted Yangians involves involutions of the first
kind [Ol’92]. For this reason we prefer to call the quantum analogs of U(k′L) twisted
quantum loop algebras of the second kind.
The structure theory of Uq(L(g)) is very similar to the structure theory of Uq(g
′).
In particular, one can formulate specialization for Uq(L(g)). The results of Section
10 literally translate to Uq(L(g)) and π(Bc,s) and one obtains the following result
in the same way as Theorems 10.8 and 10.11.
Theorem 11.4. Let c ∈ C and s ∈ S be specializable.
(1) The subalgebra π(Bc,s) of Uq(L(g)) specializes to U(k
′
L).
(2) Let W be a vector subspace of Uq(L(g)) which contains π(Bc,s). If W
specializes to U(k′L) then W = π(Bc,s).
11.2. FRT-realizations of twisted quantum loop algebras of the second
kind. In this subsection we restrict to the case g = slN (K) for n = N − 1 ∈ N. We
assume that the Cartan matrix A = (aij)1≤i,j≤n is given in the standard form
aij =

2 if i = j,
−1 if |i− j| = 1,
0 else.
48 STEFAN KOLB
Let σ : I → I denote the only non-trivial element in Aut(A). There exist three
types of admissible pairs for g:
AI: (X, τ) = (∅, idI),
AII: (X, τ) = ((1, 3, . . . , 2m− 1), idI) if n = 2m− 1,
AIII/IV: (X, τ) = ((r + 1, r + 2, . . . , n− r), σ) for any 1 ≤ r ≤ (n+ 1)/2.
The corresponding fixed Lie subalgebras of g coincide with soN (K), sp2m(K), and
slN (K)∩(glr(K)⊕glN−r(K)), respectively. In [MRS03] Molev, Ragoucy, and Sorba
construct q-analogs of U(k′L) in the cases AI and AII. Here we recall their construc-
tion and relate it to the coideal subalgebras π(Bc,s) of Uq(L(g)) constructed in the
last subsection. The construction in [MRS03] uses the FRT realization of quantized
enveloping algebras [FRT88] as opposed to the Drinfeld-Jimbo realization used in
the present paper. The translation between the different realizations of quantized
enveloping algebras is given in detail by Frenkel and Mukhin in [FM02]. Moreover,
[MRS03] work with glN (K) instead of slN (K). Let IdN denote the identity matrix
in glN (K). The involution θ = θ(X, τ) : slN (K) → slN (K) corresponding to each
of the three admissible pairs described above can be extended to an involutive au-
tomorphism of glN (K) by setting θ(λIdN ) = −λIdN for any λ ∈ K. Just as in the
previous subsection one obtains an involutive automorphism of the loop algebra
L(glN (K)) = glN (K)⊗K[t, t
−1] by
θˆ : L(glN (K))→ L(glN (K)), θˆ(x ⊗ t
k) = θ(x) ⊗ t−k.
Let L(glN (K))
θˆ denote the Lie subalgebra of L(glN(K)) fixed under θˆ. For λ = 1
the Lie subalgebra of glN (K) fixed under θ coincides with the fixed Lie subalgebra
in slN (K). However, L(glN (K))
θˆ contains an infinite dimensional central subspace
spanned by the elements Ck = IdN ⊗ tk − IdN ⊗ t−k for all k ∈ N which are not
contained in L(slN (K)).
Following [FM02, 2.3] and [MRS03, Section 3] we now recall the definition of the
Hopf algebra URq (gˆlN ) which is a q-analog of the universal enveloping algebra of
L(glN (K)). For 1 ≤ i, j ≤ N let Eij denote the N × N matrix with only nonzero
entry 1 in the (i, j)-th position and set
R(z, w) =(z − w)
∑
i6=j
Eii ⊗ Ejj + (q
−1z − qw)
∑
i
Eii ⊗ Eii
+ (q−1 − q)z
∑
i>j
Eij ⊗ Eji + (q
−1 − q)w
∑
i<j
Eij ⊗ Eji.
By definition, the algebra URq (gˆlN ) is generated by the coefficients L
±
ij [±k] of the
formal series
L±ij(z) =
∞∑
k=0
L±ij [±k]z
±k 1 ≤ i, j ≤ N
subject to the relations
L+ji[0] = L
−
ij [0] = 0 for 1 ≤ i < j ≤ N,(11.3)
L−ii [0]L
+
ii [0] = L
+
ii [0]L
−
ii [0] = 1 for 1 ≤ i ≤ N,
R(z, w)L±1 (z)L
±
2 (w) = L
±
2 (w)L
±
1 (z)R(z, w),(11.4)
R(z, w)L+1 (z)L
−
2 (w) = L
−
2 (w)L
+
1 (z)R(z, w).(11.5)
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Here (11.4) and (11.5) are equations in URq (gˆlN )[[z, z
−1, w, w−1]]⊗ End(K(q)N )⊗2
and
L±1 (z) =
N∑
i,j=1
L±ij(z)⊗ Eij ⊗ IdN , L
±
2 (z) =
N∑
i,j=1
L±ij(z)⊗ IdN ⊗ Eij .
The relations (11.4) and (11.5) can be written more explicitly as
(q−δijz − qδijw)L±ia(z)L
±
jb(w) + (q
−1 − q)(zδi>j + wδi<j)L
±
ja(z)L
±
ib(w)(11.6)
= (q−δabz − qδabw)L±jb(w)L
±
ia(z) + (q
−1 − q)(zδa<b + wδa>b)L
±
ja(w)L
±
ib(z)
and
(q−δij z − qδijw)L+ia(z)L
−
jb(w) + (q
−1 − q)(zδi>j + wδi<j)L
+
ja(z)L
−
ib(w)
= (q−δabz − qδabw)L−jb(w)L
+
ia(z) + (q
−1 − q)(zδa<b + wδa>b)L
−
ja(w)L
+
ib(z),
see also [GM10, (2.42)-(2.44)]. In particular, if one collects coefficients of z0w1 then
one obtains the relations
qδijL±ia[0]L
±
jb[0]− q
δabL±jb[0]L
±
ia[0] = (q − q
−1)(δb<a − δi<j)L
±
ja[0]L
±
ib[0](11.7)
and
qδijL+ia[0]L
−
jb[0]− q
δabL−jb[0]L
+
ia[0](11.8)
= (q − q−1)
(
δa>bL
−
ja[0]L
+
ib[0]− δi<jL
+
ja[0]L
−
ib[0]
)
.
The algebra URq (gˆlN ) is a Hopf algebra with coproduct given by
∆(L±ij(z)) =
N∑
k=1
L±ik(z)⊗ L
±
kj(z)(11.9)
and antipode S(L±ij(z)) = L
±(z)−1. Consult [FRT88, Section 3], [FM02, 2.3],
[MRS03, Section 3], or [GM10, 2.3] for more details.
In [MRS03] the authors define Y twq (oN ) to be the subalgebra of U
R
q (gˆlN ) gener-
ated by the coefficients sij [−k] of the entries of the matrix
S(z) = (sij(z)) = L
−(z)L+(z−1)t.
More precisely, one considers the power series in z−1 given by
sij(z) =
N∑
a=1
L−ia(z)L
+
ja(z
−1)
for 1 ≤ i, j ≤ N and defines sij [−k] by
sij(z) =
∞∑
k=0
sij [−k]z
−k.
Similarly, in the case N = 2m, consider
S(z) = L−(z)GL+(z−1)t
where G denotes the N ×N -matrix given by
G = q
m∑
k=1
E2k−1,2k −
m∑
k=1
E2k,2k−1.
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Molev, Ragoucy, and Sorba define Y twq (sp2m) to be the subalgebra of U
R
q (gˆlN )
generated by the coefficients sij [−k] of the entries of the matrix S(z) and the
elements si,i+1[0]
−1 for i = 1, 3, . . . , 2m − 1. It follows from (11.9) that Y twq (oN )
and Y twq (sp2m) are left coideal subalgebras of U
R
q (gˆlN ).
One can perform specialization for URq (gˆlN ) in the same way as for Uq(gˆ) and
Uq(L(g)), see [MRS03, Section 3]. The following statement is made in [MRS03,
Corollaries 3.5, 3.12].
Lemma 11.5. The subalgebras Y twq (oN ) and Y
tw
q (sp2m) of U
R
q (gˆlN ) specialize to
U(L(glN (K))
θˆ) for the involution θ corresponding to the admissible pairs of type
AI and AII, respectively.
To relate the algebras Y twq (oN ) and Y
tw
q (sp2m) to twisted quantum loop algebras
(of the second kind) as defined in the previous subsection we use the fact that the
Hopf algebra Uq(L(slN (K))) can be embedded into URq (gˆlN ).
Proposition 11.6 ([FM02, Lemma 3.8]). The following formulas define an em-
bedding of Hopf algebras Iˆ : Uq(L(slN (K)))→ URq (gˆlN ):
Iˆ(E0) = (−q)
N (q−1 − q)−1L−1N [−1]L
+
NN [0],
Iˆ(F0) = (−q)
−N (q − q−1)−1L−NN [0]L
+
N1[1],
Iˆ(Ei) = (q
−1 − q)−1L−i+1,i[0]L
+
ii [0],
Iˆ(Fi) = (q − q
−1)−1L−ii [0]L
+
i,i+1[0],
Iˆ(Ki) = L
+
ii [0]L
−
i+1,i+1[0] (i = 1, . . . , N − 1).
In the following we will suppress the symbol Iˆ and consider Uq(L(slN (K))) as a
Hopf subalgebra of URq (gˆlN ).
For the admissible pairs of type AI and AII one has S = {0} and hence the
corresponding twisted quantum loop algebras are parametrized by elements c ∈ C.
We are now in a position to establish the desired relation between the algebras
Y twq (oN ) and Y
tw
q (sp2m) defined above and the twisted quantum loop algebras
π(Bc) in the cases AI and AII, respectively. As Y
tw
q (oN ) and Y
tw
q (sp2m) are left
coideal subalgebras we use the antipode S to turn the right coideal subalgebra
π(Bc) into a left coideal subalgebra. The following theorem is the main result of
this section.
Theorem 11.7. (1) Let (X, τ) be of type AI, set
c = (c0, c1, c3, . . . , cN−1) = (q
−2(N−1), q2, q2, . . . , q2),
and let π(Bc) ⊂ Uq(L(slN (K))) be the corresponding twisted quantum loop algebra.
Then S(π(Bc)) = Y
tw
q (oN ) ∩ Uq(L(slN (K))).
(2) Let (X, τ) be of type AII with N = 2m, set
c = (c0, c2, c4, . . . , cN−2) = (q
−2N+7, q7, q7, . . . , q7)
and let π(Bc) ⊂ Uq(L(slN (K))) be the corresponding twisted quantum loop algebra.
Then S(π(Bc)) = Y
tw
q (sp2m) ∩ Uq(L(slN (K))).
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Proof. (1) It follows from the definition of the A-form URq (gˆlN )A of U
R
q (gˆlN ) given
by [MRS03, (3.8), (3.9)] that Uq(L(slN (K)))A ⊂ URq (gˆlN )A. Hence Lemma 11.5
implies that Y twq (oN) ∩ Uq(L(slN (K))) specializes to a subalgebra of
U(L(slN (K))) ∩ U(L(glN (K))
θˆ) = U(k′L)
where as in Subsection 11.1 we write k′L = {x ∈ L(slN(K)) | θˆ(x) = x}. In the
following we will show that
S(π(Bc)) ⊆ Y
tw
q (oN ) ∩ Uq(L(slN (K)))(11.10)
Specialization is compatible with the antipode S. Hence S(π(Bc)) specializes to
U(k′L). By (11.10) this implies that Y
tw
q (oN ) ∩ Uq(L(slN (K))) also specializes to
U(k′L). Hence W = S
−1(Y twq (oN )∩Uq(L(slN (K)))) is a subspace of Uq(L(slN (K)))
which contains π(Bc) and specializes to U(k
′
L). Theorem 11.4 implies that W =
π(Bc).
It remains to verify the inclusion (11.10). To this end one uses Proposition 11.6
and calculates
s1N [−1] =
N∑
a=1
L−1a[0]L
+
Na[1] + L
−
1a[−1]L
+
Na[0]
(11.3)
= L−11[0]L
+
N1[1] + L
−
1N [−1]L
+
NN [0]
= (q − q−1)(−q)N (K0F0 − q
−2NE0)
= −(q − q−1)(−q)N−2S(F0 − q
−2(N−1)E0K
−1
0 )(11.11)
Similarly, for i = 1, . . . , N−1, one calculates
si+1,i[0] =
N∑
a=1
L−i+1,a[0]L
+
ia[0]
(11.3)
= L−i+1,i[0]L
+
ii [0] + L
−
i+1,i+1[0]L
+
i,i+1[0]
= −(q − q−1)(Ei −KiFi)
= −(q − q−1)q−2S(Fi − q
2EiK
−1
i ).(11.12)
Relations (11.11) and (11.12) show that S(π(Bi)) ∈ Y twq (oN ) for all generators
Bi of Bc. Hence (11.10) is verified which completes the proof of part (1) of the
theorem.
(2) By the same argument as in the proof of part (1) it suffices to show that
S(π(Bc)) ⊆ Y twq (sp2m) ∩ Uq(L(slN (K))). We first show that MX is contained in
Y twq (sp2m). Indeed, for i = 1, 3, . . . , 2m− 1 one has
si,i+1[0] = qL
−
ii [0]L
+
i+1,i+1[0] = qK
−1
i
sii[0] = qL
−
ii [0]L
+
i,i+1[0] = q(q − q
−1)Fi,
si+1,i+1[0] = qL
−
i+1,i[0]L
+
i+1,i+1[0] = −q(q − q
−1)EiK
−1
i .
As the inverse of si,i+1[0] is by definition also contained in Y
tw
q (sp2m) one obtains
MX ⊂ Y
tw
q (sp2m). Without loss of generality we now restrict to the case m = 2.
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Recall that
B2 = F2 − c2ad(E3E1)(E2)K
−1
2 , B0 = F0 − c0ad(E1E3)(E0)K
−1
0 ,
and define
B′2 = ad(F3)(B2K2)K
−1
2 , B
′
0 = ad(F1)(B0K0)K
−1
0 .
The algebra π(Bc) is generated byMX and B′0, B
′
2. Hence, it suffices to show that
S(B′i) ∈ Y
tw
q (sp4) for i = 0, 2. One calculates
S(B′2) = q
2[F2, F3]qK2 − c2q
−2[E2, E1]q−1K
−1
1 ,(11.13)
S(B′0) = q
2[F0, F1]qK0 − c0q
−2[E0, E3]q−1K
−1
3(11.14)
where [a, b]v = ab− v ba. Proposition 11.6 and relations (11.7), (11.8) imply that
[F2, F3]q = −q(q − q
−1)−1L−22[0]L
+
24[0],
[E2, E1]q−1 = q
−1(q − q−1)−1L−31[0]L
+
11[0].
Entering these relations into (11.13) one obtains
S(B′2) = −
q4
q − q−1
(
L−33[0]L
+
24[0] + c2q
−7L−31[0]L
+
22[0]
)
.
The assumption c2 = q
7 gives S(B′2) = −
q3
q−q−1 s32[0] and hence S(B
′
2) ∈ Y
tw
q (sp4).
We next determine S(B′0). Collecting coefficients of z
−1w in (11.6) with two
minus signs as superscripts one obtains the relations
L−14[−1]L
−
43[0]− L
−
43[0]L
−
14[−1] = (q − q
−1)L−13[−1]L
−
44[0]
L−14[−1]L
−
33[0]− L
−
33[0]L
−
14[−1] = 0.
Using the above relations, the relation L+44[0]L
−
43[0] = q
−1L−43[0]L
+
44[0], Proposition
11.6, and the fact that N = 4 is even, one calculates
[E0, E3]q−1 = q
N−1(q − q−1)−1L−13[−1]L
+
33[0].(11.15)
Similarly, collecting coefficients of z0w2 in (11.6) with two plus signs as superscripts
one obtains the relations
L+12[0]L
+
41[1]− L
+
41[1]L
+
12[0] = (q − q
−1)L+42[1]L
+
11[0]
L+11[0]L
+
41[1]− qL
+
41[1]L
+
11[0] = 0.
With these relations and Proposition 11.6 one gets
[F0, F1]q = −q
−N+1(q − q−1)−1L−44[0]L
+
42[1].(11.16)
Entering (11.15) and (11.16) into (11.14) one obtains
S(B′0) = −
q−N+4
q − q−1
(
L−11[0]L
+
42[1] + c0q
2N−7L−13[−1]L
+
44[0]
)
.
The assumption c0 = q
−2N+7 gives S(B′2) = −
q−N+3
q−q−1 s14[−1] and hence S(B
′
0) ∈
Y twq (sp4). Hence all generators of π(Bc) are contained in Y
tw
q (sp2m) which com-
pletes the proof of the theorem. 
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Remark 11.8. An FRT-construction of a family of twisted quantum loop algebras
of type AIII/IV was given in [CGM14] depending on one parameter apart from q.
It is to be expected that the analog of the above theorem holds for this family and
the corresponding twisted quantum loop algebras π(Bc,s) considered in Subsection
11.1. Moreover, for type AIII/IV Theorem 9.7 provides a family of nonequivalent
quantum symmetric pair coideal subalgebras π(Bc,s) depending on two parameters
apart from q. It would be interesting to discover the second parameter in the
constructions of [CGM14].
Remark 11.9. By [MRS03, Section 4.1] both Y twq (oN ) and Y
tw
q (sp2m) contain cen-
tral subalgebras which are polynomial rings in infinitely many variables. To treat
both cases simultaneously we write Y twq to denote either of Y
tw
q (oN ) and Y
tw
q (sp2m),
we denote the central polynomial subalgebra in each case by K(q)[CN ], and, as be-
fore, we let π(Bc) be the corresponding twisted quantum loop algebra. By Theorem
8.3 the algebra S(π(Bc)) has trivial center. It would be interesting to know if the
multiplication map
S(π(Bc))⊗K(q)[CN ]→ Y
tw
q
is bijective. This seems natural as
L(glN (K))
θˆ ∼= L(slN (K))
θˆ ⊕ CN
where CN denotes the infinite dimensional central subspace of L(glN (K))
θˆ spanned
by the elements Ck = IdN ⊗ tk − IdN ⊗ t−k for all k ∈ N.
11.3. References to Letzter’s constructions. For finite dimensional g, the
strategy of the proof of Theorem 11.7 was employed in [Let99, Section 6] to show
that the coideal subalgebras constructed by Noumi and Sugitani in [Nou96], [NS95]
coincide with the quantum symmetric pair coideal subalgebras constructed in [Let99].
12. Quantized GIM Lie algebras
As a second application of the theory developed in this paper we construct quan-
tum group analogs of generalized intersection matrix (GIM) Lie algebras. These Lie
algebras are generalizations of Kac-Moody Lie algebras for Cartan matrices which
also allow positive off-diagonal entries. They were originally introduced by Slodowy
in his study of the deformation theory of singularities [Slo84], [Slo86]. In Section
12.1 we define GIM Lie algebras. In Section 12.2 their quantum group analogs are
constructed in full generality. Special examples of quantized GIM Lie algebras were
previously constructed by Y. Tan in [Tan05]. The motivation of that paper was the
apparent similarity of their defining relations to those of the quantum toroidal Lie
algebras considered by Ginzburg, Kapranov, and Vasserot in [GKV95, Section 3].
12.1. Generalized intersection matrix algebras.
Definition 12.1. A generalized intersection matrix (GIM) is an integral matrix
A = (aij)i,j∈I for some finite set I such that
aii = 2, aij > 0⇔ aji > 0, aij < 0⇔ aji < 0
for all i, j ∈ I. A generalized intersection matrix A is called symmetrizable if there
exists a diagonal matrix D = diag(ǫi | i ∈ I) with coprime entries ǫi ∈ N such that
DA is symmetric.
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Associated to any generalized intersection matrix A is a GIM Lie algebra L(A)
which is given explicitly in terms of generators and relations in [Slo84], [Slo86]. Here,
however, L(A) will be defined using an observation by Berman [Ber89, Proposition
2.1] which identifies L(A) with the Lie subalgebra of a Kac-Moody algebra fixed
under an involution. To this end one associates to A a generalized Cartan matrix
C(A) as follows. Let I be an identical copy of I with elements denoted by i for all
i ∈ I and define Iˆ = I ∪ I. Then C(A) = (cij)i,j∈Iˆ where cii = ci i = 2 for all i ∈ I
and
cij = ci j = aij if aij ≤ 0, cij = ci j = 0 if aij > 0 and i 6= j,
cij = 0 if aij ≤ 0 or i = j, cij = ci j = −aij if aij > 0 and i 6= j.
The definition of C(A) is most easily understood in terms of Dynkin diagrams as
explained in [Ber89, Section 2]. If A is symmetrizable with diagonal matrix D,
then so is C(A) with diagonal matrix D ⊕D. The generalized intersection matrix
A is called unoriented if C(A) is indecomposable. By construction, there exists
σ ∈ Aut(Iˆ) given by σ(i) = i and σ(i) = i for all i ∈ I. As σ2 = idIˆ , the map
θ = θ(∅, σ) = σ ◦ ω defines an involutive Lie algebra automorphism of g(C(A)).
Definition 12.2. Let A be an unoriented GIM and g = g(C(A)). The Lie subal-
gebra L(A) of g(C(A)) fixed under the involution θ is called the GIM Lie algebra
corresponding to A.
12.2. Quantized GIM algebras. Quantum symmetric pairs provide an immedi-
ate quantum analog of the above notion of a GIM Lie algebra. Retain the notations
of the previous subsection. As the entries of C(A) satisfy cii = cii = 0 for all i ∈ I,
the parameter set C defined by (5.9) for Iˆ and (X, τ) = (∅, σ) becomes
C = {c ∈ (K(q)×)Iˆ | ci = ci for all i ∈ I} = (K(q)
×)I .
Similarly, the set S defined by (5.11) is trivial in this case. Hence there exist
only standard quantum symmetric pair coideal subalgebras corresponding to the
involution θ = θ(∅, σ) of g(C(A)).
Definition 12.3. Let A be an unoriented, symmetrizable GIM, and θ = θ(∅, σ)
the corresponding involution of g(C(A)) and c ∈ C = K(q)I . The corresponding
quantum symmetric pair coideal subalgebra Bc of Uq(g(C(A))
′) is called a quantum
GIM algebra of A and is denoted by Uq(L(A))c.
By definition, Uq(L(A))c is hence the subalgebra of Uq(g(C(A))′) generated by
the elements
Bi = Fi − ciEiK
−1
i , Bi = Fi − ciEiK
−1
i
, KiK
−1
i
, KiK
−1
i
for all i ∈ I. By Theorem 7.1 and Theorem 7.4 it is straightforward to obtain
a presentation of Uq(L(A))c in terms of generators and relations. Theorem 7.3
implies that if cij 6= 0 for i, j ∈ Iˆ then σ(i) /∈ {i, j} and therefore Cij(c) = 0. Hence
the quantum Serre relations for Uq(L(A))c can have nonzero lower order terms only
if cij = 0.
The noncommutative polynomial Fij(x, y) was defined in (3.1) only for a specified
generalized Cartan matrix. To express the quantum Serre relations for Uq(L(A))c
in terms of A, introduce noncommutative polynomials −kFi in two variables x, y
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defined for any i ∈ I and any k ∈ N0 by
−kFi(x, y) =
1+k∑
n=0
(−1)n
[
1 + k
n
]
qi
x1+k−nyxn.
In the case that A itself is a generalized Cartan matrix one hence has aijFi(x, y) =
Fij(x, y). For c ∈ C let Gq(A)c denote the unital, associative K(q)-algebra with
generators
Gi, Gi, Li, Li for all i ∈ I
and the following defining relations:
(1) LiLi = 1 = LiLi for i ∈ I,
(2) LiGj = q
−aij
i GjLi, LiGj = q
aij
i GjLi for all i, j ∈ I,
(3) If aij = 0 then [Gi, Gj ] = [Gi, Gj ] = 0 and [Gi, Gj ] = δijci
Li − Li
qi − q
−1
i
(4) If aij < 0 then aijFi(Gi, Gj) = 0 = aijFi(Gi, Gj) and [Gi, Gj ] = 0.
(5) If aij > 0 then −aijFi(Gi, Gj) = 0 = −aijFi(Gi, Gj) and
[Gi, Gj ] = 0 = [Gi, Gj ].
As indicated above, the following theorem is a direct consequence of Theorems 7.1
and 7.4.
Theorem 12.4. Let A be an unoriented, symmetrizable GIM and c ∈ C. There is
a uniquely determined algebra isomorphism ϕ : Gq(A)c → Uq(L(A))c such that
ϕ(Li) = KiK
−1
i
, ϕ(Gi) = Bi, ϕ(Gi) = Bi for all i ∈ I.
Remark 12.5. For two-fold affinizations of Cartan matrices of type ADE a quan-
tized GIM algebra was introduced in [Tan05]. In this case the algebra defined in
[Tan05, Definition 2.1] coincides with the algebra Gq(A)c for c = (1, 1, . . . , 1) up to
extension of U0Θ
′ via a compatible minimal realization of C(A) as in Remark 5.8.
In [LT12, Theorem 3.1] the above theorem is verified in this special case by explicit
computation. Moreover, in [Tan05] an action of a braid group on quantized GIM
algebras associated to two-fold ADE affinizations is constructed. This braid group
action can be interpreted within a general framework of braid group actions on
quantum symmetric pair coideal subalgebras outlined in the finite case in [KP11].
Appendix A. Classification of involutions of the second kind
In this appendix the statement of Theorem 2.7 is reduced to results explicitly
stated in [KW92].
A.1. Cartan and Borel subalgebras. Let g denote an indecomposable, sym-
metrizable Kac-Moody algebra as in Section 2.1 with standard Cartan subalgebra
h and standard Borel subalgebras b+ = h ⊕ n+ and b− = h ⊕ n−. More generally,
any maximal ad-diagonalizable Lie subalgebra of g is called a split Cartan subalge-
bra of g, and any maximal completely solvable Lie subalgebra of g is called a Borel
subalgebra of g [KW92, 1.25, 1.26]. As in the finite case, all Cartan subalgebras of
g are conjugate under the action of the Kac-Moody group G. Borel subalgebras,
however, are generally either conjugate to b+ or to b−. More precisely, one has the
following result.
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Proposition A.1 ([PK83, Theorem 3], [KW92, 1.26]). Let b be a Borel subalgebra
of g and let t be a Cartan subalgebra of g such that t ⊂ b. There exists g ∈ G such
that (Ad(g)(b),Ad(g)(t)) = (b+, h) or (Ad(g)(b),Ad(g)(t)) = (b−, h).
A.2. Split pairs. As in Section 2, let θ : g → g be an involutive automorphism
of the second kind. By [KW92, Lemma 5.7, Corollary 5.8 (ii) ⇒ (i)] every Borel
subalgebra of g contains a θ-stable Cartan subalgebra t. As in (2.10) we denote the
induced map on t∗ by Θ.
Definition A.2 ([KW92, 5.15]). Let t be a θ-stable Cartan subalgebra of g and let
b be a Borel subalgebra of g containing t. Let ∆ and ∆+ denote the set of roots of
t in g and b, respectively, and let Π denote the set of simple roots of t in b.
The pair (t, b) is called a split pair for θ if there exists a subset X of Π satisfying
the following conditions:
(1) ∆+ ∩Θ(∆+) = ∆+ ∩ ZX.
(2) θ|gα = idgα for all α ∈ ∆
+ ∩ ZX.
Assume that (t, b) is a split pair for the involutive automorphism θ of g, and that
X ⊂ Π is as in the above definition. Let, moreover, gX denote the Lie subalgebra
of g generated by g±α for all α ∈ X . By [KW92, 5.16] the Lie algebra gX is finite-
dimensional and semisimple. Hence, by Property (2) of the above definition one
has θ|gX = idgX .
The involution θ of g induces an involution of G. Let Gθ denote the fix point
subgroup and observe that Ad(g) ◦ θ = θ ◦ Ad(g) for all g ∈ Gθ. The following
result is the main ingredient in the proof of Theorem 2.7.
Theorem A.3 ([KW92, 5.19, 5.32]). Let θ : g→ g be an involutive automorphism
of the second kind.
(1) There exists a split pair (t, b) for θ.
(2) Assume that (t1, b1) and (t2, b2) are split pairs for θ such that Ad(g)(b1) =
b2 for some g ∈ G. Then there exists g′ ∈ Gθ such that Ad(g′)(t1) = t2
and Ad(g′)(b1) = b2.
A.3. Square roots. In the following we will encounter involutive automorphisms
of g which we would like to commute with elements of Ad(H˜) or Aut(g, g′). The
following lemma will provide a useful tool for this purpose. We will say that a
group H allows square roots if for any h ∈ H there exists an element g ∈ H such
that g2 = h.
Lemma A.4. Let θ be an involutive automorphism of g and H ⊂ Aut(g) a com-
mutative subgroup which allows square roots and satisfies θ ◦H ◦ θ = H. Then for
any h ∈ H we can write
h ◦ θ = hθ ◦ θ
h
where θh ∈ Aut(g) is H-conjugate to θ and hθ ∈ H commutes with θh.
Proof. For any k ∈ H define θ(k) = θ ◦ k ◦ θ ∈ H . Given g, h ∈ H with g2 = h
define θh := θ(g−1) ◦ θ ◦ θ(g) and hθ := g ◦ θ(g) = θ(g) ◦ g. Then
hθ ◦ θ
h = g ◦ θ(g) ◦ θ(g−1) ◦ θ ◦ θ(g) = g ◦ θ ◦ θ(g) = h ◦ θ
and on the other hand
θh ◦ hθ = θ(g
−1) ◦ θ ◦ θ(g) ◦ θ(g) ◦ g = θ(g−1) ◦ h ◦ θ(g) ◦ θ = h ◦ θ
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which proves the lemma. 
A.4. Proof of Theorem 2.7. Let θ : g→ g be an involutive automorphism of the
second kind. By Theorem A.3.(1) there exists a split pair (t, b) for θ. Conjugating
θ by an element of Ad(G) and using Proposition A.1 we may assume that (t, b) =
(h, b+) or (t, b) = (h, b−). Note that (h, b+) is a split pair for θ if and only if (h, b−)
is a split pair for θ. Hence, we may assume that (t, b) = (h, b+).
Remark A.5. Note that the subset X ⊆ Π obtained in this way is uniquely deter-
mined by the original involution θ. Indeed, given g ∈ G with Ad(g)(h) = h and
Ad(g)(b) = b, then g ∈ NG(h) represents an element w in the Weyl groupW which
satisfies w(∆+) = ∆+ and hence w(Π) = Π. But this implies that w is the unit
element in W [Kac90, 3.11 b)].
As (t, b) = (h, b+) we may identify Π with the index set I and consider X as
a subset of I. As observed before Theorem A.3 the subset X thus obtained is
of finite type. Hence we may use notation and results from Subsection 2.3. The
automorphism Ad(mX) commutes with θ because Ad(ei) and Ad(fi) do so for all
i ∈ X . Hence the map −wX ◦Θ on h∗, which is induced by ω ◦Ad(mX)◦θ, satisfies
(−wX ◦Θ)
2 = id.(A.1)
By Proposition 2.2 the automorphism ω ◦ Ad(mX) ◦ θ ∈ Aut(g) leaves (h, b+) and
gX invariant. Hence there exists τ ∈ Aut(A,X) such that τ ◦ω◦Ad(mX)◦θ induces
the trivial action on ∆. Hence −τ ◦ wX = Θ and (A.1) implies
τ2 = id.(A.2)
As τ ◦ ω ◦Ad(mX) ◦ θ induces the trivial action on ∆ we can find s ∈ H˜ such that
Ad(s) ◦ τ ◦ ω ◦Ad(mX) ◦ θ|g′ = idg′ .(A.3)
By Proposition 2.2.(1) we have
τ ◦ ω ◦Ad(mX)|gX = idgX .(A.4)
This relation, together with θ|gX = idgX from Subsection A.2, implies that the
restriction s|QX ≡ 1 is the constant function. Hence Ad(s) commutes with Ad(mX).
Moreover, as Ad(H˜) is a commutative subgroup of Aut(g) which is invariant under
conjugation by θ, we may apply Lemma A.4 and assume that Ad(s) and θ commute.
By (A.3) this assumption implies that Ad(s) and τ ◦ ω ◦ Ad(mX) commute and
therefore Ad(s) also commutes with τ ◦ ω. Hence we obtain
s(αi) = s(−ατ(αi)) = s(ατ(αi))
−1(A.5)
for all i ∈ I. This implies in particular that s(αi)
2 = 1 if τ(i) = i. Now we use
θ2 = idg as well as the commutativity from above and from Proposition 2.2.(3) to
obtain the relation
(Ad(s))2 ◦ (Ad(mX))
2|g′ = (Ad(s) ◦ τ ◦ ω ◦Ad(mX))
2|g′ = idg′(A.6)
Using Proposition 2.2.(2) one obtains from (A.5) and (A.6) the relation
αi(ρ
∨
X) ∈ Z if τ(i) = i.(A.7)
Relations (A.2), (A.4), and (A.7) imply that (X, τ) is an admissible pair. Moreover,
(Ad(s) ◦ τ ◦ ω ◦Ad(mX))2|h = idh and hence (A.6) implies(
Ad(s) ◦ τ ◦ ω ◦Ad(mX)
)2
= idg(A.8)
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Relation (A.3) implies that there exists φ ∈ Aut(g; g′) such that
θ = φ ◦Ad(s) ◦ τ ◦ ω ◦Ad(mX).
As Aut(g; g′) ⊂ Aut(g) is a commutative subgroup which allows square-roots (com-
pare [KW92, 4.20] for an explicit description of Aut(g; g′)) we may apply Lemma
A.4 and assume that φ commutes with θ. But then relation (A.8) implies φ2 = id
which by [KW92, 4.20] is impossible if char(K) = 0 unless φ = idg. The following
proposition collects the result of the discussion up to this point.
Proposition A.6. Let θ : g→ g be an involutive automorphism of the second kind.
Then there exists an admissible pair (X, τ) such that θ is Aut(g)-conjugate to
θ(X, τ, s) := Ad(s) ◦ τ ◦ ω ◦Ad(mX)
for some s ∈ H˜ such that Ad(s) commutes with θ(X, τ, s).
By the discussion preceding Proposition A.6 we know that s|QX ≡ 1 and that
the relations s(αj) = s(ατ(j))
−1 and s(αj)
2 = (−1)αj(2ρ
∨
X ) hold for all j ∈ I \X .
Note that these relations imply s(αj) = ±s(X, τ)(αj) for all j ∈ I. Define u ∈ H˜
by
u(αj) :=
{
1 if s(αj) = s(X, τ)(αj),
i if s(αj) = −s(X, τ)(αj).
Then θ(X, τ) = Ad(u) ◦ θ(X, τ, s) ◦ (Ad(u))−1 which proves that θ is conjugate to
an automorphism of the form θ(X, τ) as given by (2.8).
It is straightforward to check that if two admissible pairs belong to the same
Aut(A)-orbit, then the corresponding involutive automorphisms are Aut(g) conju-
gate. Hence it remains to show that
θ(X, τ) = φ ◦ θ(X ′, τ ′) ◦ φ−1(A.9)
for some φ ∈ Aut(g′) implies that (X, τ) and (X ′, τ ′) belong to the same Aut(A)-
orbit. Indeed, note that in this case both (h, b) and (φ(h), φ(b)) are split pairs for
θ := θ(X, τ). Moreover, replacing φ by φ ◦ω if necessary, on may assume that φ(b)
and b are Ad(G)-conjugate. By Theorem A.3.(2) there exists g ∈ Gθ such that
φ(h) = Ad(g)(h) and φ(b) = Ad(g)(b). Hence, replacing φ by Ad(g−1) ◦ φ, we may
assume that
φ(h) = h and φ(b) = b.(A.10)
Let Θ,Θ′, and Φ denote the automorphisms of h∗ induced by θ, θ′ := θ(X ′, τ ′), and
φ, respectively. Relation (A.10) implies Φ ∈ Aut(A) and by relation (A.9) one has
Θ = Φ ◦Θ′ ◦ Φ−1. Thus Φ(X ′) = X and
τ ′ = −wX′ ◦Θ
′ = −Φ−1 ◦ wX ◦ Φ ◦Φ
−1 ◦Θ ◦ Φ = Φ−1 ◦ τ ◦ Φ
which shows that (X, τ) and (X ′, τ ′) belong to the same Aut(A)-orbit. This com-
pletes the proof of Theorem 2.7.
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