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 The main proponent of management of any animal species is habitat management.  The 
ability of habitats to maintain species communities will depend on the variation in both habitat 
structure and composition.  While spatial variation in habitat resources plays a critical role in 
determining the distribution of species, an equally important consideration that must be 
accounted for is temporal variation in the needs of the target species.  Nutritional requirements, 
and thus the habitats used to fulfil those nutritional needs, will be different depending on if the 
individual is breeding, migrating, molting, enduring winter, or establishing a new range.   
 For waterfowl, we currently assume that winter and migration are nutritionally stressful 
and are consequently the periods most limiting to populations.  The theory of ideal free 
distribution assumes that animals distribute themselves according to the factor most limiting to 
their fitness.  In the case of non-breeding waterfowl, this factor is believed to be food.  We 
assume if habitats with abundant food resources are provided, waterfowl will make use of those 
habitats.  Deviations from an ideal free distribution based on food become problematic for 
managers since these deviations will keep some areas from being exploited to their potential, 
while other areas may become over-exploited.  Recent observations have made it clear that this 
assumption may need to be reconsidered for effective waterfowl management.  In this 
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dissertation I quantitatively examine the degree to which spring migrating waterfowl conform to, 
or deviate from, an ideal free distribution based on food.  Since food availability was not 
expected to account for 100% of waterfowl distribution, I further investigated what other 
potential habitat components influence the distribution of spring migrating waterfowl.     
 In the first chapter of this dissertation, I explicitly tested the influence of food availability 
on waterfowl distribution.  A series of paired 0.42 ha (1 acre) plots were established in various 
habitat types.  One plot in each pair was treated with corn to a density of 2000 kg/ha, while the 
remaining plot was used as a control.  Background food availability was controlled for by taking 
core samples from each plot, and estimating the natural seed and invertebrate biomass.  The 
abundance each species of waterfowl using the plots was recorded during morning and afternoon 
observation periods.  Linear mixed models were used to assess how variations in food 
availability influenced distribution of waterfowl.  Although the waterfowl community showed a 
significant preference for treatment plots, our ability to influence abundance was low.  Food 
availability accounted for minimal variation in abundance of the waterfowl community as a 
whole or for each focal species.   
 Since the results of the first chapter showed food availability to be a poor predictor of 
waterfowl distribution, in the second chapter I set out to determine other potential habitat 
variables could be responsible for driving waterfowl distribution during spring migration.  After 
each observation period, a series of habitat structural measurements were made within each 
paired plot.  Habitat measurements included water characteristics, vegetation structure, 
vegetation type, habitat type, and weather conditions.  Linear mixed models and model selection 
were employed to determine which of the habitat characteristics showed the greatest ability to 
predict waterfowl abundance on study plots.  Models containing precipitation and Wabash River 
 iii 
 
flood stage predictor variables were the best performing, and were the best predictors of 
waterfowl abundance on study plots.  The results from this chapter encouraged investigation into 
how environmental factors shape the formation of local duck communities are structured from 
regional pools. 
 In the third chapter of this dissertation I investigate the relationship between local and 
regional waterfowl community structure and how this relationship is mediated through 
environmental filters which dictate what proportion of the regional species pool exists at local 
scales.  To address this relationship, I tested three hypotheses: 1) resource availability drives 
species diversity at local scales; 2) similarity between local and regional habitats will result in a 
similar species community occurring at both scales, and; 3) increased heterogeneity of local 
habitat structure will result in more diverse waterfowl communities at local scales.  I used 
Mahalanobis distance and cumulative standard deviation of habitat variables in conjunction with 
mixed models and model selection to compare hypotheses and determine which had the greatest 
potential for mediating local community structure from regional pools.  Increasing resource 
abundance appeared to have the greatest influence over local duck diversity, but the model 
indicated that although species diversity could be increased by increasing food abundance, 
diversity at local scales would become saturated before becoming representative of the regional 
community.     
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CHAPTER 1 
A TEST OF THE ASSUMPTIONS OF THE IDEAL FREE DISTRIBUTION AND 
MARGINAL VALUE THEOREM IN SPRING MIGRATING WATERFOWL. 
INTRODUCTION 
Considerable theory has been developed to predict how organisms disperse themselves 
throughout their environment.  Under the ideal free distribution (IFD), foragers are assumed to 
be able to identify patches providing the highest mean fitness and disperse themselves 
appropriately within those patches (Fretwell and Lucas, 1970; Fretwell, 1972).  One important 
component of a patch that influences fitness is food density.  Individuals remain in these patches 
until the mean fitness offered by that patch drops below that available in the next best patch.  
This assessment of patch quality has been termed the marginal value theorem (MVT; Charnov, 
2006).  The MVT predicts that foragers should leave any patch not providing the highest benefit 
in mean fitness to the individual (Charnov, 1976).  An individual may abandon the current patch 
when the level of fitness gained is deemed to be lower than that available in another patch - even 
if food abundance is higher in the current patch if factors such as competition or predation risk 
are limiting resource acquisition (Ricklefs & Miller, 1999). Under the MVT foragers are 
assumed to know the yield of the currently occupied patch and the average yield over all other 
patches (Charnov, 1976).  Individuals are assumed to stay in a patch if the profitability (yield or 
fitness) is higher than the mean profitability of other patches (missed opportunity), and the cost 
of moving (Charnov, 1976; Parker, 1992).  The model weights benefits and costs of patch 
occupation, and is used to predict when the individual will leave the patch.  Since feeding 
depletes the amount of resources in the patch, the rate of food intake must decrease as a function 
of time leading to a threshold food density below which the perceived benefit is lower than the 
2 
 
 
average benefit or the cost of foraging out-weighs the benefit obtained (Charnov, 1976).  This is 
known as the giving up density (GUD), and it is the food density within a patch when the 
individual chooses to move to another patch (Charnov, 1976; Breed et al., 1996; Brown et al., 
1997).   
The lack of knowledge regarding the distribution of food can limit individuals from moving 
freely and may cause the population to underutilize available foods.  For example, because of 
costs associated with discovering and moving to a new patch, under the MVT, the giving up 
density of a patch may be below the average yield of alternative patches.  The implication of this 
is that if organisms use inter- or conspecific attraction as cues to select foraging patches, foragers 
may remain in sub-optimal patches and will be joined by other foragers leaving patches whose 
yield drops below GUD.  Additionally, neither IFD nor MVT account for imperfect assessment 
of patch yield (Fretwell and Lucas, 1970; Cowie, 1977; Abrahams, 1986).  Foragers need to 
sample patches in order to gauge yield, and an imperfect assessment of yield may result in 
suboptimal fitness gain with respect to other available patches (McNamara & Houston, 1992; 
Breed et al., 1996).  Foraging activities are also energetically costly (Ricklefs & Miller, 1999) 
and the individual must balance yield against the energetic cost of attaining food.  Competition 
can limit forager yield as additional foragers arriving at a patch must compete with residents 
thereby diminishing access to resources (Abrahams, 1986; Coughenour, 1991; Seagle and 
McNaughton, 1992; Nonacs, 2001).  Lastly, the activity of foraging can place the forager at risk 
of predation (Abrahams, 1986; Brown, 1988; Wajnberg et al., 2006).  The risk of death is likely 
to deter most foragers from even the best quality feeding patches.    
Our current understanding of waterfowl ecology outside of the breeding season suggests that 
food availability is the most limiting factor and by default, distribution (Haramis et al., 1986; 
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Miller, 1986; Conroy et al., 1989; Bergan and Smith, 1993; Jeske et al., 1994).  Based on this 
assumption, much of our management focuses on providing food to migrating or wintering 
ducks.  Most state and federal agencies rely on bioenergetic models that assume waterfowl 
distribute themselves relative to the level of food that is available and fully utilize all food 
sources within that patch for estimating the amount of habitat needed to support desired 
waterfowl populations during winter and migration (see for example: Wilson et al., 2002; 
Soulliere et al., 2007).  Waterfowl management based primarily on food availability assumes that 
in the simplest case of habitat selection, waterfowl distribute themselves exclusively based on 
food availability.  Based on this paradigm, managers apply theoretical optimal foraging models 
to systems where waterfowl are able to identify and use habitat patches providing higher average 
yield than the environment at large (Brown, 1988).  When an individual finds a patch it must 
choose to accept or reject the opportunity to forage in the patch, and it must decide how much 
foraging effort to devote to the patch (Fretwell and Lucas, 1970; Fretwell, 1972; Rosenzweig, 
1974; Charnov, 1976; Brown, 1988).  By varying the foraging effort, the individual determines 
the amount of value (yield) it obtains from the patch (Brown, 1988).  By assuming that: 1) food 
resources are distributed in discrete patches, 2) waterfowl deplete the resources as they use a 
patch, and 3) even though resources of a patch may be depleted by foragers the resource 
abundance of the environment remains constant, managers use the marginal value theorem 
(MVT; Charnov, 1976) and/or the ideal free distribution (IFD; Fretwell and Lucas, 1970; 
Fretwell, 1972) to predict the distribution of waterfowl for planning appropriate conservation 
activities. 
Although this approach has been useful in that it has provided a stronger scientific basis for 
developing conservation objectives, from a more practical standpoint, foragers must take into 
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account all of the above mentioned patch parameters when sampling potential gain from a patch.  
Thus, foragers are unlikely to follow a distribution pattern based exclusively on food availability 
to maximize fitness.  Significant deviation from what is the ‘optimal’ responses predicted by 
MVT and IFD can inform management as to the need to develop more complex models for 
setting habitat conservation objectives or adjusting current habitat conservation objectives to 
more closely reflect the actual distribution of waterfowl relative to food abundance.   
Furthermore, because management decisions are developed to include a suite of species with 
varying life history characteristics, thus are likely to respond differently to environmental 
influences, managers need to better understand species specific deviation from the predicted 
waterfowl distribution.   
The objective of this chapter was to investigate the relationship between patch food density 
and waterfowl abundance for a population of spring migrating waterfowl.  Because food 
abundance is often confounded with other variables associated with vegetation density 
(Kaminski and Prince, 1981; Murkin e al., 1982; Gray et al., 2009) that likely influence habitat 
selection, such as predator avoidance or shelter from inclement weather, I experimentally 
manipulated food abundance at a local scale and measured the response in waterfowl abundance.  
I represented patches at the local scale by standardizing patch size within 3 general habitat types 
(open water, emergent, and forested wetlands).  I gave particular focus to patch use by mallards, 
blue-wing teal, wood ducks, lesser scaup, and ring-necked ducks because I felt these species 
gave a good representation of the guilds of ducks managed for in this portion of the Mississippi 
Flyway.     
Based on the current assumption of waterfowl distribution being primarily mediated by food 
abundance, I predicted; 1) the relationship between local patch food density and duck abundance 
5 
 
 
would be linear and proportionate (slope = 1), with duck abundance increasing with increasing 
food abundance, 2) this relationship would be consistent across habitat types, and 3) food 
abundance would account for > 50% of the variance in duck abundance.   
Because life history characteristics vary substantially among closely related species of ducks, 
factors that influence distribution of ducks are likely to vary substantially.  For example, 
mallards were predicted to show the strongest response to food abundance since they are large-
bodied and aggressive, and would be able to out-compete other species to gain access to quality 
patches.  Thus mallards would be least impacted by other factors that influence distribution 
(McAuley et al., 1998).  Mallards are also habitat generalists, so I predicted the relationship 
between abundance and patch food density would be consistent across habitat types.  Due to their 
small body size (Dirschl, 1969; Swanson et al., 1974), I predicted blue-wing teal would be more 
susceptible to being excluded from quality patches by the more dominant mallards, or may 
perceive greater variation in risk among habitat types resulting in a weaker relationship between 
patch food density and blue-wing teal abundance.  Wood ducks use woody vegetation to avoid 
predation (Ball et al., 1975; Bellrose & Holm, 1994), thus I predicted wood ducks to be more 
selective of habitat type, and thus habitat type would diminish the relationship between patch 
food density and wood duck abundance in non-woody habitats.  Similar to wood ducks, I 
predicted the response of diving ducks was likely to be tempered by habitat type.  Since ring 
necked ducks and lesser scaup dive under water to feed they would likely select habitats with 
higher levels of visibility allowing early predator detection (Wright, 1953; Todd et al., 1982).  
Therefore, I predicted the response of diver abundance to patch quality would vary across habitat 
types, with the strongest relationship observed in open habitats.     
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MATERIALS AND METHODS 
Study Area 
I conducted my study during spring migration from the beginning of February to mid-April of 
2011, 2012, and 2013.  My study was conducted along a portion of the Wabash River 
encompassing a region of eastern Illinois from the confluence of the White River and the 
Wabash River, to the confluence of the Wabash with the Ohio River.  I had two main study 
areas, one located in Lawrence County, the other located in White and Gallatin Counties (Figure 
1).  The Wabash River flows uninterrupted for 661 km from the dam near Huntington, Indiana, 
to its mouth with the Ohio River near Shawneetown, Illinois.  The average discharge of the 
Wabash River is 1001 m3/second, and the river has an estimated basin area of 86,000 km2 of 
which 22,200 km2 are in eastern Illinois (Phillippe & Ebinger, 1973).  
Following settlement during the 1800s, most of the upland areas were cleared and drained to 
facilitate agriculture.  Today, in Illinois, agriculture still predominates along the Wabash River, 
with up to 66% of the watershed being used for farming, while 15% is wetland or wooded, and 
13% comprises urban land uses (Karns et al., 2006).  Modifications such as the construction of 
reservoirs, channelization, and dredging, have altered the flow patterns of the river (Jackson, 
2007).  The frequency, height, and duration of floods have increased over the past 200 years due 
to increased run-off rates resulting from forest clearing, destruction of wetlands, artificial 
draining of agricultural land, and extensive paving of surfaces within the watershed (Jackson, 
2007). 
Study Design and Data Collection 
Each year, a series of plots were established in wetlands around the two study sites.  In 2011 
plots were 1 ha in size, and were grouped in ‘blocks’ of three plots.  Due to significant flooding 
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in the White and Gallatin Counties in 2011, blocks (n = 7) were only established in Lawrence 
County.  In 2012 and 2013 plots were 0.42 ha (1 acre) in size, and the plots were set-up in a 
paired block design in both Lawrence (2012, n = 8 blocks; 2013, n = 7) and White and Gallatin 
Counties (2012, n = 8; 2013, n = 6).  To ensure independence between treatment and control 
plots I maintained a minimum distance of 15 meters (mean = 51.70; SE = 9.40) between plots 
within a block.  The distance between blocks was dependent on the size and availability of 
wetlands (mean = 5.46 km; SE = 1.44).  Blocks of plots were established in each of open water, 
emergent, and bottomland hardwood habitats (Table 1).  Habitats were classified using the 
Cowardin Classification System (Cowardin et al., 1979).  Open water were habitats devoid of 
emergent vegetation but may have contained submergent rooted herbaceous hydrophytes.  
Emergent wetlands were defined as habitats characterized by erect, rooted herbaceous 
hydrophytes.  These habitats were usually dominated by wetland obligate perennials.  
Bottomland hardwood forests were characterized by woody vegetation > 6 m tall, with seasonal 
flooding to a depth of ≤ 1m.  To reduce confounding effects of water depth between habitat 
types, I mowed open water plots within emergent habitats and ensured that plots within natural 
open water habitats were located in areas of comparable depth to emergent and hardwood 
habitats. 
To assess the impact of increased resource abundance on duck abundance, in 2011, 2 of the 3 
plots in each block received a treatment of 400 kg/ha of corn.  After analyses of core samples in 
2011, I determined plots had a mean range of natural seed availability from 121.74 to 1828.68 
kg/ha.  Since I wished to completely saturate any potential influence of natural food production 
in plots, in 2012 and 2013 one plot in each block received a treatment of 2000 kg/ha of corn.  
The remaining plot in each block served as a control.  Corn was spread evenly throughout the 
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treatment plots using a seed spreader mounted to the back of a boat, or was spread by hand.  Use 
of corn as a food source during spring migration was validated by Hitchcock (2008) who 
recorded each focal species feeding on corn.  Additionally, each spring a sample of focal species 
were collected from treatment plots and their esophageal contents analyzed.  Each focal species 
utilized corn in treatment plots.    
Each day, 6 observers monitored one block each for a period of 3 weeks i.e. 12 plots were 
monitored during each 3 week period.  Plots were observed twice each day during the three week 
period, which allowed me to ensure plots treated with corn retained higher resource abundance 
compared to control plots.  At the end of the three week observation period I established new 
plots within another wetland.  Staggering of plot set-up allowed me to experimentally manipulate 
resource abundance throughout spring.  I accounted for natural food abundance and estimated 
food depletion within plots by taking 5 core samples from random locations on the first and last 
day of the 3 week period.  Random locations were generated using ArcGIS (Version 10, ESRI, 
Redlands, California).  Core samples were taken using a 10 cm diameter sampler pushed 10 cm 
into the sediment.  Core samples were stored in a 10% solution of formalin.  The formalin was 
stained using Rose Bengal at approximately 1 gram of stain to 10 liters of formalin.  Addition of 
stain helped identify invertebrates.  Upon return to Southern Illinois University Carbondale, core 
samples were rinsed through three sieves (sieve sizes 5/8 [16 mm], 18 [1 mm], and 35 [500 µm]) 
to partition material by size and remove excess mud.  All seeds and invertebrates were picked 
from samples using a 20x Fisher Scientific microscope.  Seeds and invertebrates were dried in a 
Fisher Scientific Isotemp Incubator for 48 hours at 60 ̊C to constant mass.  Dried samples were 
weighed to ±0.0001 grams using a Mettler AC100 scale; total seed and invertebrate biomass 
were estimated for each plot.  Estimates from samples taken at the beginning and end of 
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observation periods were averaged to give an estimate of seed and invertebrate abundance for 
each plot for the three week period.  Sample sizes varied considerably between habitats and 
between years.  This was due to the availability of habitats in each year.  On occasion, core 
samples to be taken at the end of a 3 week period may have been precluded due to excessive 
flooding (i.e. plots were too deep or inaccessible) or complete drying of the plot.        
Within plots I counted the number of each species of duck during two daily observation 
periods.  Observations were made from tree-stands, ground blinds, or tripod-stands using 
binoculars (Zeiss 8x56 magnification) and spotting scopes (Leica Optics 10-64 magnification).  
Observations commenced each day 30 minutes prior to sunrise and extended 2.5 hours after 
sunrise, and resumed 2.5 hours before sunset and extended 30 minutes after sunset.  During 
observation periods, counts were conducted on each plot every 15 minutes by scan sampling.  
Counts from scan samples during each of the daily observation periods were averaged using the 
‘Aggregate Data’ function in SPSS (Version 22, IBM Corporation, Armonk, New York) to give 
an estimate of daily duck abundance within a plot.  Data were aggregated such that each 
resulting case represented the mean estimate of daily duck abundance for each species in each 
plot.  Days when a particular species was not observed were recorded as 0, and all 0’s were 
included in analyses. 
Data Analyses 
     Food Depletion Modeling.—Before the addition of corn to treatment plots I first ensured that 
control and treatment plots did not differ significantly in natural food (seed + invertebrate) 
availability.  To do this I used an independent samples t-test under the ‘Compare Means’ tab in 
SPSS.  I used natural food abundance as the test variable, and corn application (coded as: control 
plot = 0, treatment plot = 1) as the grouping variable.   
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To gauge the relative depletion in food abundance and to ensure that treatment plots 
retained significantly higher food abundance compared to control plots, I compared food ratios 
(treatment:control) from the first and last day of each 3 week observation period.  In each year 
and in each habitat type, food ratios were calculated by dividing the total estimated food 
abundance in treatment plots by the total food abundance in control plots e.g. if a treatment plot 
contained 3000 kg/Ha of food and a control plot contained 1000 kg/Ha, then 3000/1000 would 
represent a 3:1 food ratio.  Food abundance in treatment and control plots were compared using a 
nested ANOVA under the ‘Univariate’ option of GLM in SPSS.  In the model, food abundance 
was the dependent variable, with corn application (treatment or control) as the fixed effect.  Plot 
nested within block was the random effect and significance was set at α = 0.05.  Since SPSS does 
not have a specific set of inbuilt commands for a nested ANOVA, the final line in the syntax 
editor was changed to “/DESIGN = Corn_Applictaion Plot_Number(Block_Number)” prior to 
running the model.  I repeated this analyses with the addition of habitat type to the model.  
Habitat type and corn application (treatment or control) were entered as an interaction when 
specifying fixed effects.  This allowed me to determine if the relative depletion in food resources 
varied across habitat types.   
     Duck Abundance Modeling.—I used generalized linear mixed models under the ‘Mixed 
Model’ option in SPSS to assess the influence of food abundance on duck abundance at the local 
patch scale.  I tested 4 groups of 6 models; of the 4 groups, 1 model assessed duck abundance 
across habitats, and the remaining 3 models assessed duck abundance within each of the 3 habitat 
types.  Within each model group 1 model tested duck abundance data for all ducks species 
combined, and each of the 5 remaining models assessed each of the respective focal species 
mentioned previously.  In all models duck abundance was the dependent variable.  Because 
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count data typically contain a large number of 0’s and have a skewed right distribution, I added a 
constant value of 0.5 to all values and log-transformed duck abundance to approximate a 
Gaussian (normal) distribution.  I used an identity-link function in all models.  Environmental 
count data are commonly over-dispersed.  Data are over-dispersed when the variance of the 
response variable is greater than its mean (Lindsey and Altham, 1998).  To ensure that the log-
transformation was appropriate for addressing over-dispersion in the data I used the ‘Explore’ 
function in SPSS to estimate a dispersion parameter for each model.  Dispersion parameter 
values significantly below 1 indicate under-dispersed data, while values above 1 indicate over-
dispersed data.  Values close to 1 indicate little to no over- or under-dispersion in the data. 
Corn application was added as a fixed effect, with plots receiving a value of 1 if they were 
treated with corn and 0 if they were controls.  For this variable ‘treatment =1’ was set as the 
reference category against which the use of control plots would be compared.  Since I altered the 
treatment density of corn after 2011, I also entered ‘year * corn application’ as a fixed effect.  
For all models, the treatment corn application (i.e. = 1) during 2013 was set as the reference 
category, thus β-estimates from 2011 and 2012 control and treatment plots are relative to the use 
of treatment plots in 2013.  Natural seed and invertebrate abundance and were entered as plot 
level covariates in all models.  Prior to entering the explanatory variables into the model, they 
were tested for colinearity.  I used a two-way Pearson Correlation under the ‘Correlate’ option in 
SPSS, and set significance at α = 0.05.  Explanatory variables were deemed highly correlated if 
the correlation coefficients > 0.5.  If 2 variables were found to be highly correlated, I excluded 1 
variable and retained the other.  I retained variables based on the following order of preference; 
corn application, seed abundance, invertebrate abundance (i.e. in a pair of correlations 
invertebrate abundance was dropped first etc.).  To control for the similarity of paired plots 
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within a block, and to account for spatial correlation of plots within blocks, plot was nested 
within block and entered as a random effect.  To ensure that there was no significant spatial 
autocorrelation between blocks, I plotted the residuals against predicted values to ensure there 
was a random distribution of points within the scatter plot.  Since I log transformed the response 
variable prior to analyses, I exponentiated model β-estimates and 95% confidence intervals 
(CI’s) to back-transform the data to the original scale when reporting results.      
I used restricted maximum likelihood estimates (REML) in all models.  In contrast to 
maximum likelihood estimation, REML provides better fit for mixed models and produces 
unbiased estimates of variance and covariance parameters (Laird and Ware, 1982; McLean et al., 
1991; Fitzmaurice et al., 2004).   Variables were considered to have significant effects at α = 
0.05 unless otherwise stated.  In all models the covariance structure was set as autoregressive 1 
(AR1), which assumes homogenous variances and correlations that decline exponentially with 
temporal distance.  The AR1 covariance structure assumed constant variability across each duck 
abundance measurement, and accounted for measurements which are temporally closer to each 
other being more correlated than replicates father apart.  I assessed the assumption of constant 
variance by plotting model predicted values against residuals and looking for a random 
distribution of points within the scatter plot.   
Generalized Model Validation.—I performed a generalized cross-validation to determine if 
my models reasonably fit the data (Pineiro et al., 2008; Hoffman et al., 2010).  To do this I 
calculated the calibration slope of each model.  Calibration represented the agreement between 
observed and predicted values of the dependent variable.  The calibration slope evaluates the 
departure of the curve from a line with slope = 1.  Models with good calibration have slope =1, 
whereas slopes of x < 1 < x represent over- or underestimation of the predicted values (Pearce 
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and Ferrier, 2000; Hoffman et al., 2010).  Using the ‘Curve Estimation’ function in SPSS, I 
regressed the observed values against the model predicted values and fit 95% confidence 
intervals (CI’s) to the curve.  In these models observed values were placed in the y-axis and 
predicted values in the x-axis (Pineiro et al., 2008).  If the reference line fell within the CI’s of 
the regression line, this indicated the model fit the data sufficiently.  However, if the slope of the 
calibration line indicated over- or underestimation, I used a scatter plot to assess the distribution 
of the model residuals (Croarkin and Tobias, 2013).  Model residuals (y-axis) were plotted 
against model predicted values (x-axis) using the ‘Chart Builder’ option under the ‘Graphs’ tab 
in SPSS.  Residuals from a fitted model are the difference between the observed response 
variable and the model predicted response.  If the model fit the data correctly, the residuals 
should approximate the random errors that make the relationship between the explanatory 
variable and the response variable a statistical relationship (Croarkin and Tobias, 2013).  
Consequently, if the spread of the residuals within a scatter plot are random, this suggests that 
the model fits the data well.  Conversely, a non-random distribution of the residuals would 
indicate the model fit the data poorly.      
     Estimating the Rate of Increase in Duck Abundance Relative to Food Abundance.—Using the 
‘Curve Estimation’ function in SPSS, model predicted values were regressed against the relative 
increase in food abundance in treatment plots with the 95 % CI’s plotted on the regression line.  I 
performed this analysis on data for all species combined and for each focal species across all 
habitats combined.  Since my original duck abundance data were log-transformed prior to 
analyses, I again back-transformed the model predicted values (exp(x)).  I then fit a reference 
line with the intercept equal to the value of the intercept of the regression line.  The slope of the 
reference line was = 1.  By doing this I was able to determine if the ratio of food increase in 
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treatment plots over control plots was matched by a corresponding proportionate increase in 
duck abundance i.e. if there were 3 ducks originally on a plot, would a 2, 3, 4,..., n, fold increase 
in food result in 6, 9, 12,…, 3n, ducks using the plot.     
To determine if the relationship between food abundance and duck abundance remained 
unaffected by habitat type, I performed this analyses only using the data from each of the 3 
habitat types.  Again, I used the model predicted values and the dependent variable and the 
relative increase in food availability as the independent variable in each of the models.  If the 
slope of the reference line was not significantly different (i.e. lay within the CI’s) from the 
regression line, this would indicate that the rate of increase in duck abundance matched the 
relative increase in food availability in that habitat.           
     Estimating Variance Explained by Duck Abundance Models.—In each model the amount of 
variance in duck abundance explained by the model was estimated by calculating marginal R2 
values for fixed effects (Edwards et al., 2008; Nakagawa & Schielzeth, 2013).  I acknowledge 
that R2 values from mixed models can be derived in a number of ways, and hence lead to some 
questionability of their appropriateness (Kramer, 2005; Edwards et al., 2008).  The R2 values 
presented in this chapter measure multivariate association between the repeated measures and the 
model fixed effects.  The R2 value results from a 1:1 function of an appropriate F-statistic for 
testing fixed effects in a full model (Edwards et al., 2008).  While maintaining the same 
covariance structure (AR1), the marginal R2 statistic compares the full model with a null model 
with all fixed effects removed (Edwards et al., 2008; Nakagawa & Schielzeth, 2013).  To 
estimate the amount of variance explained in the dependent variable by the predictor variables, I 
determined statistical significance of raw correlations but report disattenuated correlations 
(Muchinsky 1996; Schauber et al. 2009).  Disattenuated correlations adjust for the reduction in 
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correlation coefficient magnitude due to sampling variability (Schauber et al. 2009).  
Disattenuated correlations remove the irreducible variance from the R2 allowing interpretation of 
the fraction of explainable variance in the model.  Observed correlations were disattenuated by: 
ܴ௫௬ ൌ 	 ݎ௫௬ඥݎ௫௫
 
where rxy is the observed correlation between vectors x and y, and rxx is the reliability of vector x.  
I used a bootstrap method (using PopTools add-in Microsoft Excel) to estimate the reliability of 
vector x for each species.  To do so, I assumed the observed abundance of observations on plots 
was the true estimate of abundance and variance.  I then generated a random sample (n = 1000) 
from the original data and calculated the variance of this random sample.  The variance of the 
random sample (irreducible variance) was then subtracted from the total variance of the original 
model to give the estimate of reliability (i.e. the fraction of explainable variance).   
RESULTS 
     Food Depletion.—Prior to the addition of corn to treatment plots, there was no significant 
difference (t = 1.527, d.f. = 1009, P = 0.127) in natural food abundance (seed + invertebrate) 
between control and treatment plots.  After the addition of corn, I was able to maintain increased 
food abundance in treatment plots over control plots for the duration of each 3 week observation 
period (Table 1).  The ratio of food abundance in treatment relative to control plots decreased 
slightly from 1.96:1 to 1.85:1 over the 3 week observation period.  Treatment plots on average 
contained 564 kg/ha more food compared to control plots.  Food abundance was significantly 
higher (F1, 100 = 8.051, P = 0.006) in treatment plots (x̄ ± SE = 1429.68 ± 76.85, n = 542) 
compared to control plots (866.01 ± 84.41, n = 469).  The rate of food depletion was consistent 
across the different habitat types (F5, 925 = 1.074, P = 0.373).  Estimates of food availability made 
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from core samples were highly variable, however, 5 core samples per plot achieved the best 
balance between core sampler size, bias, precision, and detection probability of benthic food 
items (Behney et al., 2014).   
     Models of Duck Abundance.—Across all plots duck abundance was estimated from 17,654 
scan samples made over 2,693 daily observation periods.  I recorded 128 daily observations of 
blue-wing teal, 256 on mallards, 304 on wood ducks, 36 on lesser scaup, and 111 on ring-necked 
ducks.     
The models predicting abundance of all species combined for each of the respective habitats 
all had y-intercepts > 0.  The effect of corn application on all ducks combined was significant 
across all habitats combined, in emergent habitats, and in hardwood habitats, but not in open 
water habitats (Table 2).  With all habitats combined, plots treated with corn were used with 
greater frequency than control plots, but this relationship was dependent on year (F5, 2701 = 7.631, 
P < 0.001).  The strongest treatment effect occurred in 2012 (F1, 2701 = 14.108, P < 0.001).  The 
use of control and treatment plots also varied significantly across years in emergent habitats (F5, 
1127 = 10.055, P < 0.001).  Similar to all habitats combined, the treatment effect was strongest in 
emergent habitats in 2012 (F1, 1127 = 16.751, P < 0.001).  There was no significant variation (P > 
0.05) in the treatment effect across years in open water and hardwood habitats.  The only habitats 
in which invertebrate abundance significantly influenced duck abundance were emergent and 
open water, whereas seed abundance did not impact the abundance of the duck community 
(Table 2).   
On a per species basis, models predicting abundance of each of the focal species had y-
intercepts < 0.  Across and within habitats, blue-wing teal showed no significant response to food 
abundance (Table 3).  Except for open water habitats, mallard abundance was not significantly 
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altered by food abundance (Table 4).  In open water habitats the effect of corn application on 
mallard abundance was dependent on year (F5, 900 = 3.784, P = 0.002), with 2012 being the only 
year in which treatment plots were used significantly more often than control plots (F1, 900 = 
4.230, P = 0.040).  Invertebrate abundance slightly increased mallard abundance on plots, while 
increasing seed abundance decreased mallard abundance.   
Wood duck abundance was significantly altered by corn application and seed abundance in 
emergent and open water habitats (Table 5).  The effect of corn application on wood duck 
abundance varied significantly between years in emergent (F5, 1068 = 2.838, P = 0.015) and open 
water habitats (F5, 838 = 2.317, P = 0.042).  Although not significant, the difference in the use of 
control and treatment plots in emergent habitats by wood ducks was most pronounced in 2012 
(F1, 1068 = 3.596, P = 0.058), while in open water habitats the greatest difference between control 
and treatment plots was is 2011 (F1, 838 = 0.258, P = 0.612).    
Lesser scaup abundance was not significantly influenced by corn application, seed abundance, 
nor invertebrate abundance in any habitat (Table 6).  Across habitats combined and within open 
water habitats ring-necked duck abundance increased with increasing seed abundance, but 
abundance decreased with increasing seed abundance in hardwood habitats (Table 7).  In open 
water habitats the use of treatment plots by ring-necked ducks varied significantly between years 
(F5, 943 = 3.146, P = 0.008), with treatment plots only being used significantly more than control 
plots in 2012 (F1, 943 = 8.725, P = 0.003).   
Generalized Model Validation.—With all duck species combined the generalized cross-
validation models showed the reference lines (slope = 1) lay within the CI’s of the calibration 
slope (Appendix 1) indicating that the models adequately fit the data.  On a per species basis, the 
reference lines lay outside of the CI’s of the calibration slope indicating the models slightly over 
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predicted abundance of waterfowl using plots.  However, using the methods suggested by 
Croarkin and Tobias (2013), model residuals were normally distributed indicating that although 
predicted values were slightly higher than observed values model fit was adequate. 
     Rate of Increase in Duck Abundance Relative to Food Abundance.—The location of the y-
intercept in each model for each species was > 0.  Although the regression slopes showed that 
increasing food abundance generally increased duck community abundance, the response to 
increasing food abundance was significantly lower than predicted (Fig. 2).  On a per species 
basis, each species also significantly undercompensated in their response to food abundance, and 
increasing food abundance did not illicit a proportionate increase in duck abundance (Figs. 3 – 
7).  Despite the general lack of a significant response to increasing food abundance in treatment 
plots, there was however some species specific trends.  The abundance of blue wing teal in open 
water habitats showed a decreasing trend with increasing food abundance, whereas abundance 
increased in all other habitats (Fig.3).  Mallard abundance generally increased with increasing 
food abundance in all habitats (Fig. 4).  Wood duck abundance increased in all habitat types (Fig. 
5).  Lesser scaup abundance only increased in emergent habitats (Fig. 6).  Ring-necked duck 
abundance declined in all habitat types except for emergent habitats (Fig. 7).      
     Variance Explained by Duck Abundance Models.—For the duck community as a whole, food 
abundance did not appear to be the main driver of distribution, accounting for <15% of the 
variance in duck abundance across habitats (Table 2).  Across habitats, food abundance 
accounted for 45% of the variance in blue wing teal abundance, but the amount of variance 
accounted for in emergent and hardwood habitats was ~30% (Table 3).  Food abundance in open 
water habitats explained 50% of the variance in blue wing teal abundance, however sample size 
was small (n = 8) and thus the validity of this estimate is questionable.  The amount of variance 
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explained by the food abundance models was greatest in mallards (Table 4).  The most variance 
explained in mallard abundance was 71% in hardwood habitats, while the least was 30% in 
emergent habitats.  The amount of variance in wood duck abundance explained by the models 
remained > 30% across habitats types (Table 5) whereas the variance explained in lesser scaup 
abundance ranged from 4% in emergent habitats to 36% in open water habitats (Table 6).  Lastly, 
variance in ring necked duck abundance explained by the models ranged from 37% in emergent 
habitats to 51% in open water habitats (Table 7).     
DISCUSSION 
Much of our current waterfowl management focuses on habitat conservation planning during 
the non-breeding period.  Processes governing habitat selection by waterfowl during spring 
migration explicitly mediate survival during this period and fitness during the breeding period.  
Habitat conservation objectives at both local and continental scales are currently based on 
estimates of foraging needs derived from bioenergetics models (Soulliere et al., 2007).  A central 
assumption of the current bioenergetic modeling approach used to attain habitat conservation 
objectives is that the critical factor driving waterfowl distribution is forage availability.  
Consequently, in accordance with a strictly forage based IFD and MVT, increases in food 
abundance on the landscape should translate into the capacity of the landscape to support ducks.    
Previous studies have demonstrated that compared to regional habitat averages, high food 
availability habitats such as moist soil units (Hagy & Kaminski, 2012), flooded agricultural 
fields (Foster et al., 2010), and green tree reservoirs (Ortego et al., 1988) show increased use by 
waterfowl.  However, in these studies, food availability was confounded with vegetation, 
predation risk, and habitat use in response to weather.  By manipulating food density in 
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experimental treatment plots within 3 habitat types, I was able to reduce this confounding and 
more directly test for an influence of food density on duck distribution.   
When I modeled the influence of food abundance on duck abundance, in accordance with my 
first prediction, the duck community responded positively to increased food abundance and used 
treatment plots with greater frequency than control plots.  This result is consistent with the 
hypothesis that regardless of other factors, ducks are, at some level, able to identify food 
abundance using cues other than vegetation structure and select plots with greater food density.  
The strength of the response, however, was weak relative to what would be expected based on a 
strictly forage availability driven distribution.  Additionally, even after removing the proportion 
of unexplainable variance from my models (Muchinsky 1996; Schauber et al. 2009), food 
abundance explained < 15% of the variance in overall duck abundance.  This may be at least 
partially due to the fact that the level of the experimental manipulation did not create the planned 
level of variation between control and treatment plots.  In 2011, there was only a 54 kg/ha 
difference between control and treatment plots.  That difference increased in 2012 and 2013 with 
the increase in treatment level, but even in those years, the average difference between the 
control and treatment plots was 333 kg/ha and 1303 kg/ha in 2012 and 2013, respectively.   
To better understand the direct response of the duck distribution to the increase in food 
availability within habitat types, I correlated the proportional increase in food availability for 
individual treatments (the difference between each paired control and treatment plot) to the 
proportional increase in duck abundance between the paired plots.  Similar to the original 
analysis, I found little correlation between increased food abundance due to the treatment and 
abundance of ducks on the plots.  My results indicated that across habitats the duck community 
significantly undercompensated in response to food abundance (Figures 2-7).  Additionally, in all 
21 
 
 
models the y-intercept was significantly > 0, indicating not only were ducks below the 
abundance expected on plots with high food density, but abundance was greater than expected on 
plots with low food density.  Observations of underuse of high quality patches have also been 
reported by Abrahams (1986), Sutherland et al., (1988), and Gray and Davison (1994).  
Furthermore, Brasher (2010) reported that a doubling food resources during spring only 
increased duck use by 13%.   
Our current understanding of habitat selection suggests birds use vegetation structure 
(MacArthur and MacArthur, 1961; MacArthur et al., 1962; Cody, 1981; Elmberg et al., 1993; 
Nummi and Poysa, 1993; Nummi et al., 1994), competition (Orians and Willson, 1964; 
Diamond, 1975; DuBowy, 1988; Elmberg et al., 1997; Guillemain and Fritz, 2002), habitat 
productivity (Cody 1978; Stott and Olson, 1973; Brasher et al., 2007; Hagy and Kaminski, 
2012), weather (Albright et al., 1983; Jorde et al., 1984; Lovvorn, 1989), and predation risk 
(Sargeant and Eberhardt, 1975; Johnson et al., 1989; Garrettson and Rohwer, 2001) when 
selecting foraging habitats.  I have identified 7 explanations for why waterfowl in my, as well as 
other studies, do not appear to follow a food density based distribution.   
One could argue that I observed this pattern because I manipulated food availability without 
manipulating the other environmental cues that ducks use as indicators of food availability (e.g. 
vegetation density).  However, for all ducks combined within both the emergent and hardwood 
habitat, ducks responded significantly to the manipulation even though the vegetation structure 
was similar between treatment types (Table 2), indicating waterfowl do have at least some 
capacity to assess food abundance independent of general vegetation structure.  Alternatively, 
ducks simply may not be very good locating and distributing themselves relative to food 
availability.  If individuals do not know the location of the next best patch they may not move to 
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that patch and that patch will be underutilized.  Also, because of the risk and energetic costs 
involved in searching for and travelling to a new patch, individuals may choose to stay in the 
current patch even though the giving up density of that patch may be below the average yield of 
alternative patches.  If ducks remain in these suboptimal patches, and if ducks use the presence 
of conspecifics to gauge patch quality, foragers will stay in the suboptimal patches and will be 
joined by other foragers leaving patches whose yield drops below the GUD.  Conspecific 
attraction can therefore result in the use of inferior patches within the landscape.  This imperfect 
assessment of patch yield will result in deviations from food based predictions of IFD and MVT 
(Fretwell and Lucas, 1970; Cowie, 1977; Abrahams, 1986).  Since most wetland foods are 
submersed, ducks must sample patches in order to determine yield, and an imperfect assessment 
of yield may result in below average fitness gain in relation to other available patches 
(McNamara & Houston, 1992; Breed et al., 1996). 
It may also be possible that food densities in both the control and treatment plots were 
significantly above a minimum threshold density of profitability (giving up density).  The 
location of this threshold relative to the asymptote of the functional response will give an 
indication whether variations in food density will effect intake rate.  If the density of natural 
foods within my plots was above the threshold of profitability, then intake rate will have been 
limited by handling time and one can expect a weak response to the corn treatment.  The giving 
up density for wintering ducks using moist soil habitats has been estimated at 40-60 kg/ha in 
California (Street, 1978), and 200 kg/ha in flooded rice fields in Mississippi (Stafford et al., 
2006; Kross et al., 2008), and 260 kg/ha in moist soil units in the Mississippi Alluvial Valley 
(Hagy and Kaminski, 2012).  Mean natural food availability in my plots was 822.9 kg/ha, 
therefore it’s possible that ducks were foraging above the threshold of profitability and intake 
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rate was being limited by handling time, thereby limiting the response of ducks to increases in 
food availability.    
Another factor that may have played a role in the ability of waterfowl to distribute themselves 
relative to the distribution of food density is the period of the annual cycle.  Migration may 
impose temporal restrictions on waterfowl.  During migration, ducks may be faced with a time-
conflict in which they must balance the time taken to sample all available foraging sites against 
the time spent at stop-over sites (Goymann et al., 2010; O’Neal et al., 2012).  Thus, because of 
the urge to migrate, individuals may not adequately sample all potential patches within an area 
leading to use of inferior patches and subsequently, deviations from foraging theory models.  
Additionally, selective pressures of the upcoming breeding season may outweigh the need to 
forage in the highest quality patches.  Breeding pairs often increase spacing across the landscape 
as a way to reduce conspecific interactions and competition for resources immediately prior to 
the breeding season (Anderson and Titman, 1992; Brasher, 2010).  Future studies may consider 
investigating seasonal comparisons of patch choice to determine if selective pressures change 
with the annual cycle.    
At the spatial scale used in this study, it was apparent that ducks lacked the omniscience 
needed to consistently select the most profitable forging patches available to them.  Ducks 
needed to find and sample patches before determining which offered the highest profitability and 
the time taken to search for and sample patches likely resulted in observed deviations from 
predictions made from IFD and MVT.   If patch detection probability increases with increasing 
patch size (Turner and Gardner, 1991) the time taken to sample available patches will be 
reduced.  With increasing patch size (e.g. at the scale of wetlands) ducks should be able to 
ascertain patch quality in comparatively less time than smaller patches (Ranta et al., 2000).    
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Brasher (2010) found similar results for duck populations in Ohio with the relationship between 
duck abundance and food abundance becoming stronger as wetland size increased.  It’s possible 
the scale of my manipulations and the amount of time spent staging were inadequate for ducks to 
identify and respond to during spring migration. 
Apart from a few exceptions, measures of explained variation were <50%, indicating that 
food abundance may not be the primary predictor of duck abundance.  This result could be 
expected if ducks were using my plots for activities other than foraging.  In a companion study 
Behney (2014), however, collected data using scan samples indicating ducks were using plots for 
foraging as the percentage of time spent foraging was greater than time devoted to loafing, 
preening, or engaged in courtship behavior.  I further ensured that ducks were feeding on corn by 
collecting a sample (n = 33) of ducks and assessing the contents of crops.  Crops from each focal 
species contained substantial quantities of corn indicating that corn was targeted for feeding and 
not ingested incidentally.  
Finally, ducks may not have responded because other factors such as predation risk or 
interference competition drive habitat use and distribution.  Natural selection processes should 
favor those individuals selecting habitats which maximize fitness.  Both IFD and MVT predict 
that habitat use should be reflective of the variation in patch quality (Johnson, 2007; Brasher, 
2010).  While my results conflict with the predictions of a strictly forage based IFD and MVT, 
because habit selection and distribution decisions are based on overall fitness, a metric only 
partially influenced by nutrient acquisition, outcomes may not necessarily be indicative of 
deviation from forging theory.  Rather, my initial assumption of food abundance being a reliable 
surrogate for patch quality and fitness may have been presumptive.  Ducks may have been 
selecting patches based on a myriad of other factors including thermal cover (Jorde et al., 1984; 
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Longcore and Gibbs, 1988), protection from predators (Abrahams, 1986; Brown, 1988; 
Wajnberg et al., 2006), structural attributes of the habitat (Nilsson, 1972; Cody, 1981), the 
presence of conspecifics and/or allospecifics (Reed & Dobson, 1993; Muller et al., 1997; 
Ahlering & Faaborg, 2006), or isolation from conspecifics (Kaminski and Prince, 1981).  
Chapter 2 of this dissertation appears to support this interpretation with habitat characteristics 
other than food (such as water quality, visual obstruction, vegetation density, and protection from 
weather) explaining considerably more variation in distribution than food density alone.   
Management recommendation 
My results suggest that habitat conservation objectives set forth by the USFWS Joint Venture 
Management Plans (e.g., Soulliere et al., 2007) may need to be modified for spring migration.  
Goss-Custard et al. (2003) and Brasher (2010) recommend that under certain conditions the use 
of spatial depletion models may provide more accurate estimates of duck use compared to 
estimates based off foraging theory models.  Spatial depletion models recognize that food 
resources are distributed in discrete patches and the profitability of each patch may differ in 
response to accessibility and disturbance.  Current estimates of the number of ducks which can 
potentially be supported throughout the Upper Mississippi River and Great Lakes and other Joint 
Ventures of non-breeding habitat are based off bioenergetics models which assume profitability 
of food resources is identical across habitats.  In reality, within a Joint Venture, ducks make use 
of a wide variety of foraging habitats, and the profitability obtained from each habitat 
undoubtedly varies.  Estimates derived from current bioenergetics models therefore do not 
accurately account for the variation in habitat quality which in turn affects habitat use by ducks.  
Future estimates of duck use based off bioenergetics models and foraging theory should consider 
increasing the biological complexity, and hence realism, of the models.  Increased model 
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complexity will necessarily require careful consideration of trade-offs between increasing 
biological realism of the model and the increase in financial/logistic costs resulting from 
increased data collection needed to increase parameters in more sophisticated models (Brasher, 
2010).   
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Table 1: Mean (±SE) depletion of food in control and treatment plots after a 3 week period along 
the Wabash River, Illinois.  Estimates represent total food availability in plots (i.e. corn treatment 
+ seed abundance + invertebrate abundance).  Sample size represents total number of core 
samples taken from the respective plots within each habitat.   
Year Habitat Type 
Corn 
Application Sample Period N Mean SE 
2011 
Open Water 
Control Beginning 11 988.5 367.0 End 11 274.8 130.9 
Treatment Beginning 20 498.5 99.1 End 20 347.9 64.9 
Emergent 
Control Beginning 28 1099.8 114.4 End 28 1328.0 281.5 
Treatment Beginning 42 1337.3 161.4 End 42 1240.5 173.1 
Hardwood 
Control Beginning 5 400.6 103.2 End 5 3317.7 518.4 
Treatment Beginning 10 923.6 242.8 End 10 517.4 95.4 
2012 
Open Water 
Control Beginning 40 1022.3 294.7 End 34 751.6 188.4 
Treatment Beginning 40 1027.0 203.3 End 39 856.3 276.2 
Emergent 
Control Beginning 48 677.4 113.4 End 46 257.2 55.4 
Treatment Beginning 46 1401.7 258.6 End 41 635.0 170.8 
Hardwood 
Control Beginning 29 268.0 76.8 End 26 44.9 22.1 
Treatment Beginning 30 1361.2 385.2 End 29 113.6 75.0 
2013 
Open Water 
Control Beginning 20 1208.4 191.7 End 21 1810.1 274.3 
Treatment Beginning 19 3126.4 502.0 End 19 1208.2 197.7 
Emergent 
Control Beginning 30 1012.8 178.9 End 26 854.2 153.6 
Treatment Beginning 30 2310.1 524.2 End 26 1430.4 282.7 
Hardwood 
Control Beginning 20 728.3 143.6 End 25 677.1 240.3 
Treatment Beginning 20 3015.8 1218.3 End 25 685.7 349.5 
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Table 2: Results of linear mixed models estimating the response in abundance of all ducks combined to increasing food abundance 
during spring migration along the Wabash River, Illinois.  The response variable was log transformed prior to analyses.  I present the 
beta estimates and associated standard errors (SE) and significance (α = 0.05).  Model r2 values represent disattenuated correlations.  
The ‘Year * Control’ and ‘Year * Treatment’ interaction represents the comparison in either control or treatment plot use between 
years, and this interaction was included due to the change in corn density treatment from 2011 to 2012 and 2013. 
 
 
 
 
 
 
 
 
Model Term β SE P β SE P β SE P β SE P
Intercept 0.316 0.122 0.010 0.818 0.358 0.022 0.034 0.257 0.896 0.638 0.279 0.022
Corn Application [Control] -0.289 0.102 0.005 -0.5 0.139 < 0.001 -0.001 0.235 0.997 -0.366 0.175 0.037
Corn Application [Treatment]a 0 0 0 0
[Year = 2011] * [Control] -0.353 0.165 0.033 -0.823 0.303 0.007 -0.436 0.336 0.194 -0.361 0.354 0.308
[Year = 2012] * [Control] -0.286 0.127 0.025 -0.601 0.177 0.001 -0.383 0.259 0.139 -0.399 0.279 0.153
[Year = 2013] * [Control]a 0 0 0 0
[Year = 2011] * [Treatment] -0.202 0.154 0.190 -0.732 0.291 0.012 -0.072 0.309 0.816 -0.743 0.273 0.037
[Year = 2012] * [Treatment] -0.198 0.133 0.138 -0.622 0.201 0.002 -0.003 0.258 0.990 -0.466 0.366 0.088
[Year = 2013] * [Treatment]a 0 0 0 0
Seed Abundnace 0.001 < 0.001 0.951 -0.001 < 0.001 0.605 0.001 < 0.001 0.945 -0.001 < 0.001 0.106
Invertebrate Abundance 0.001 0.001 0.130 0.003 0.001 0.005 0.004 0.002 0.023 0.005 0.004 0.234
a = Reference group against which other interactions are compared.
All Habitats            
(n = 1682, r 2 = 0.116)
Emergent             
(n  = 602, r 2 = 0.063)
Open Water           
(n  = 521, r 2 = 0.138)
Hardwood             
(n  = 559, r 2 = 0.141)
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Table 3: Results of linear mixed models estimating the response in abundance of blue-wing teal to increasing food abundance during 
spring migration along the Wabash River, Illinois.  The response variable was log transformed prior to analyses.  I present beta 
estimates and associated standard errors (SE) and significance (α = 0.05).  Model R2 values represent disattenuated correlations.  The 
‘Year * Control’ and ‘Year * Treatment’ interaction represents the comparison in either control or treatment plot use between years, 
and this interaction was included due to the change in corn density treatment from 2011 to 2012 and 2013. 
 
 
 
 
 
 
 
 
Model Term β SE P β SE P β SE P β SE P
Intercept -0.616 0.034 < 0.001 -0.567 0.065 0.017 -0.699 0.022 < 0.001 -0.616 0.046 < 0.001
Corn Application [Control] -0.020 0.030 0.512 -0.011 0.075 0.289 0.003 0.021 0.883 -0.020 0.028 0.460
Corn Application [Treatment]a 0 0 0 0
[Year = 2011] * [Control] 0.023 0.047 0.612 -0.008 0.092 0.239 0.036 0.032 0.265 -0.022 0.067 0.737
[Year = 2012] * [Control] -0.020 0.036 0.578 -0.091 0.081 0.587 0.029 0.025 0.243 -0.004 0.045 0.925
[Year = 2013] * [Control]a 0 0 0 0
[Year = 2011] * [Treatment] -0.001 0.042 0.973 -0.012 0.080 0.223 0.031 0.026 0.233 -0.064 0.060 0.291
[Year = 2012] * [Treatment] 0.006 0.037 0.867 -0.021 0.077 0.792 0.010 0.022 0.645 0.033 0.042 0.443
[Year = 2013] * [Treatment]a 0 0 0
Seed Abundnace -0.001 < 0.001 0.322 0.001 < 0.001 0.556 0.001 < 0.001 0.559 -0.001 < 0.001 0.324
Invertebrate Abundance -0.001 0.001 0.801 -0.001 0.001 0.850 -0.001 < 0.001 0.522 -0.001 0.001 0.900
a = Reference group against which other interactions are compared.
All Habitats           
(n  = 135, r 2 = 0.450)
Emergent              
(n  = 86, r 2 = 0.306)
Open Water           
(n  = 7, r 2 = 0.508)
Hardwood             
(n = 30, r 2 = 0.284)
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Table 4: Results of linear mixed models estimating the response in abundance of mallards to increasing food abundance during spring 
migration along the Wabash River, Illinois.  The response variable was log transformed prior to analyses.  I present beta estimates and 
associated standard errors (SE) and significance (α = 0.05).  Model R2 values represent disattenuated correlations.  The ‘Year * 
Control’ and ‘Year * Treatment’ interaction represents the comparison in either control or treatment plot use between years, and this 
interaction was included due to the change in corn density treatment from 2011 to 2012 and 2013. 
 
 
 
 
 
 
 
 
Model Term β SE P β SE P β SE P β SE P
Intercept -0.462 0.058 < 0.001 -0.477 0.078 < 0.001 -0.397 0.070 < 0.001 -0.486 0.151 0.001
Corn Application [Control] -0.034 0.048 0.484 -0.114 0.102 0.263 0.047 0.068 0.487 -0.067 0.067 0.319
Corn Application [Treatment]a 0 0 0
[Year = 2011] * [Control] -0.152 0.085 0.072 -0.111 0.121 0.360 -0.272 0.124 0.029 -0.146 0.184 0.426
[Year = 2012] * [Control] -0.072 0.061 0.236 0.038 0.105 0.714 -0.219 0.086 0.011 -0.086 0.116 0.458
[Year = 2013] * [Control]a 0 0 0 0
[Year = 2011] * [Treatment] -0.122 0.075 0.105 -0.116 0.097 0.232 -0.252 0.089 0.005 -0.188 0.183 0.306
[Year = 2012] * [Treatment] -0.029 0.063 0.641 -0.001 0.094 0.998 0.005 0.072 0.941 -0.153 0.115 0.184
[Year = 2013] * [Treatment]a 0 0 0 0
Seed Abundnace -0.001 < 0.001 0.218 0.001 < 0.001 0.952 -0.001 < 0.001 < 0.001 -0.001 0.001 0.522
Invertebrate Abundance 0.001 < 0.001 0.481 0.001 0.001 0.089 0.002 0.001 0.004 -0.024 0.013 0.079
a = Reference group against which other interactions are compared.
All Habitats          
(n = 256, r 2 = 0.420)
Emergent            
(n = 130, r 2 = 0.299)
Open Water           
(n = 89, r 2 = 0.447)
Hardwood           
(n = 26, r 2 = 0.706)
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Table 5: Results of linear mixed models estimating the response in abundance of wood ducks to increasing food abundance during 
spring migration along the Wabash River, Illinois.  The response variable was log transformed prior to analyses.  I present beta 
estimates and associated standard errors (SE) and significance (α = 0.05).  Model R2 values represent disattenuated correlations.  The 
‘Year * Control’ and ‘Year * Treatment’ interaction represents the comparison in either control or treatment plot use between years, 
and this interaction was included due to the change in corn density treatment from 2011 to 2012 and 2013. 
 
 
 
 
 
 
 
 
Model Term β SE P β SE P β SE P β SE P
Intercept -0.588 0.054 < 0.001 -0.693 0.077 < 0.001 -0.584 0.037 < 0.001 -0.5 0.147 0.001
Corn Application [Control] -0.064 0.050 0.198 -0.029 0.051 0.576 -0.011 0.032 0.742 -0.164 0.101 0.106
Corn Application [Treatment]a 0 0 0 0
[Year = 2011] * [Control] 0.014 0.075 0.853 -0.04 0.096 0.674 -0.133 0.057 0.021 0.24 0.203 0.236
[Year = 2012] * [Control] 0.017 0.059 0.770 0.108 0.063 0.088 -0.08 0.040 0.044 0.143 0.157 0.364
[Year = 2013] * [Control]a 0 0 0 0
[Year = 2011] * [Treatment] -0.015 0.067 0.822 0.013 0.088 0.879 -0.117 0.047 0.012 -0.001 0.19 0.996
[Year = 2012] * [Treatment] 0.033 0.06 0.584 0.162 0.069 0.020 -0.072 0.037 0.049 0.147 0.146 0.314
[Year = 2013] * [Treatment]a 0 0 0 0
Seed Abundnace 0.001 < 0.001 0.369 0.001 < 0.001 0.008 -0.001 < 0.001 0.006 0.001 < 0.001 0.233
Invertebrate Abundance 0.001 < 0.001 0.246 0.001 < 0.001 0.745 -0.001 < 0.001 0.881 0.006 0.005 0.205
a = Reference group against which other interactions are compared.
All Habitats           
(n  = 304, r 2 = 0.342)
Emergent              
(n  = 83, r 2 = 0.352)
Open Water            
(n  = 31, r 2 = 0.411)
Hardwood             
(n  = 190, r 2 = 0.314)
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Table 6: Results of linear mixed models estimating the response in abundance of lesser scaup to increasing food abundance during 
spring migration along the Wabash River, Illinois.  The response variable was log transformed prior to analyses.  I present beta 
estimates and associated standard errors (SE) and significance (α = 0.05).  Model R2 values represent disattenuated correlations.  The 
‘Year * Control’ and ‘Year * Treatment’ interaction represents the comparison in either control or treatment plot use between years, 
and this interaction was included due to the change in corn density treatment from 2011 to 2012 and 2013. 
 
 
 
 
 
 
 
 
Model Term β SE P β SE P β SE P β SE P
Intercept -0.662 0.018 < 0.001 -0.656 0.018 < 0.001 -0.622 0.065 < 0.001
Corn Application [Control] -0.029 0.017 0.079 -0.024 0.018 0.193 -0.059 0.042 0.154
Corn Application [Treatment]a 0 0 0
[Year = 2011] * [Control] 0.009 0.026 0.717 0.013 0.026 0.617 -0.003 0.086 0.976
[Year = 2012] * [Control] 0.001 0.020 0.981 -0.009 0.021 0.658 -0.009 0.054 0.875
[Year = 2013] * [Control]a 0 0 0
[Year = 2011] * [Treatment] -0.004 0.023 0.845 -0.027 0.022 0.214 0.025 0.087 0.775
[Year = 2012] * [Treatment] -0.027 0.020 0.189 -0.029 0.020 0.148 -0.058 0.056 0.299
[Year = 2013] * [Treatment]a 0 0 0
Seed Abundance 0.001 < 0.001 0.385 -0.001 < 0.001 0.625 0.001 < 0.001 0.476
Invertebrate Abundance -0.001 < 0.001 0.445 -0.001 < 0.001 0.865 -0.001 < 0.001 0.846
a = Reference group against which other interactions are compared.
All Habitats            
(n = 36, r 2 = 0.222)
Emergent             
(n = 7, r 2 = 0.0.039)
Open Water            
(n = 29, r 2 = 0.358)
Hardwood             
(n  = 0)
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Table 7: Results of linear mixed models estimating the response in abundance of ring-necked ducks to increasing food abundance 
during spring migration along the Wabash River, Illinois.  The response variable was log transformed prior to analyses.  I present beta 
estimates and associated standard errors (SE) and significance (α = 0.05).  Model R2 values represent disattenuated correlations.  The 
‘Year * Control’ and ‘Year * Treatment’ interaction represents the comparison in either control or treatment plot use between years, 
and this interaction was included due to the change in corn density treatment from 2011 to 2012 and 2013. 
 
 
 
 
 
Model Term β SE P β SE P β SE P β SE P
Intercept -0.655 0.053 < 0.001 -0.64 0.091 < 0.001 -0.815 0.070 < 0.001 -0.359 10.499 0.973
Corn Application [Control] -0.004 0.043 0.917 -0.033 0.036 0.366 -0.002 0.063 0.981 0.069 0.058 0.237
Corn Application [Treatment]a 0 0 0 0
[Year = 2011] * [Control] -0.037 0.074 0.615 0.062 0.087 0.474 0.131 0.123 0.287 -0.069 0.199 0.729
[Year = 2012] * [Control] -0.044 0.055 0.421 0.005 0.049 0.927 -0.121 0.083 0.144 -0.175 0.111 0.115
[Year = 2013] * [Control]a 0 0 0 0
[Year = 2011] * [Treatment] 0.018 0.068 0.792 0.037 0.084 0.659 0.248 0.089 0.005 -0.031 0.209 0.883
[Year = 2012] * [Treatment] -0.014 0.058 0.805 -0.009 0.056 0.871 0.113 0.067 0.094 -0.093 0.117 0.429
[Year = 2013] * [Treatment]a 0 0 0 0
Seed Abundance 0.001 < 0.001 0.015 0.001 < 0.001 0.820 0.001 < 0.001 < 0.001 -0.001 < 0.001 0.050
Invertebrate Abundance -0.001 < 0.001 0.602 0.001 < 0.001 0.831 0.001 0.001 0.094 0b
a = Reference group against which other interactions are compared.
b = Sample size and variance were too low to produce valid estimates.
All Habitats           
(n = 111, r 2 = 0.445)
Emergent             
(n = 8, r 2 = 0.371)
Open Water            
(n = 75, r 2 = 0.513)
Hardwood             
(n = 28, r 2 = 0.076)
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Figure 1.  Location of the study sites in Lawrence, White, and Gallatin Counties along the 
Wabash River, Illinois, used for investigating habitat selection by spring migrating waterfowl 
during February, March and April in 2011, 2012, and 2013.  Insert shows an example of the 
location and spacing of 0.42 ha plots within wetlands.  
35 
 
 
A 
  
 
 
B 
  
 
 
 
C 
  
 
 
D 
  
 
 
 
 
Figure 2: Comparison between observed (solid line, 95% Confidence Interval) and a 1:1 ratio as 
may be predicted from a food based foraging model (dashed line) for all duck species combined 
during spring migration along the Wabash River, Illinois.  The dashed line represents the duck 
abundance if it increased proportionately to food abundance i.e. doubling food abundance 
would result in doubling duck abundance.  If the dashed line lies within the 95% CI’s of the 
observed data, then this indicates ducks responded to increased food abundance as predicted.  A 
= all habitats combined, B = emergent habitats, C = open water habitats, and D = hardwood 
habitats. 
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Figure 3: Comparison between observations (solid line, 95% Confidence Interval) and a 1:1 ratio 
as may be predicted from a food based foraging model (dashed line) for blue-wing teal during 
spring migration along the Wabash River, Illinois.  The dashed line represents the duck abundance 
if it increased proportionately to food abundance i.e. doubling food abundance would result in 
doubling duck abundance.  If the dashed line lies within the 95% CI’s of the observed data, then 
this indicates ducks responded to increased food abundance as predicted.  A = all habitats 
combined, B = emergent habitats, C = open water habitats, and D = hardwood habitats. 
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Figure 4: Comparison between observations (solid line, 95% Confidence Interval) and a 1:1 ratio 
as may be predicted from a food based foraging model (dashed line) for mallards during spring 
migration along the Wabash River, Illinois.  The dashed line represents the duck abundance if it 
increased proportionately to food abundance i.e. doubling food abundance would result in 
doubling duck abundance.  If the dashed line lies within the 95% CI’s of the observed data, then 
this indicates ducks responded to increased food abundance as predicted.  A = all habitats 
combined, B = emergent habitats, C = open water habitats, and D = hardwood habitats. 
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Figure 5: Comparison between observations (solid line, 95% Confidence Interval) and a 1:1 ratio 
as may be predicted from a food based foraging model (dashed line) for wood ducks during spring 
migration along the Wabash River, Illinois.  The dashed line represents the duck abundance if it 
increased proportionately to food abundance i.e. doubling food abundance would result in 
doubling duck abundance.  If the dashed line lies within the 95% CI’s of the observed data, then 
this indicates ducks responded to increased food abundance as predicted.  A = all habitats 
combined, B = emergent habitats, C = open water habitats, and D = hardwood habitats. 
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Figure 6: Comparison between observations (solid line, 95% Confidence Interval) and a 1:1 ratio 
as may be predicted from a food based foraging model (dashed line) for lesser scaup during spring 
migration along the Wabash River, Illinois.  The dashed line represents the duck abundance if it 
increased proportionately to food abundance i.e. doubling food abundance would result in 
doubling duck abundance.  If the dashed line lies within the 95% CI’s of the observed data, then 
this indicates ducks responded to increased food abundance as predicted.  A = all habitats 
combined, B = emergent habitats, and C = open water habitats. 
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Figure 7: Comparison between observations (solid line, 95% Confidence Interval) and a 1:1 ratio 
as may be predicted from a food based foraging model (dashed line) for ring-necked ducks during 
spring migration along the Wabash River, Illinois.  The dashed line represents the duck abundance 
if it increased proportionately to food abundance i.e. doubling food abundance would result in 
doubling duck abundance.  If the dashed line lies within the 95% CI’s of the observed data, then 
this indicates ducks responded to increased food abundance as predicted.  A = all habitats 
combined, B = emergent habitats, and C = open water habitats.   
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CHAPTER 2 
DETERMINING FACTORS INFLUENCING DISTRIBUTION OF SPRING MIGRATING 
WATERFOWL: FORAGING, PREDATION, OR WEATHER? 
INTRODUCTION 
Any portion of the earth’s surface that a species is able to colonize and live in can be referred 
to as that species’ habitat (Fretwell & Lucas, 1970).  Species often partition their habitat use 
depending on daily needs and conditions or for specific life-history events.  For example, in a 
single day waterfowl will make use of roosting habitats to avoid predators and inclement weather 
while loafing, and feeding habitats for nutrient acquisition (Fleskes et al., 2002).  Annually, 
many species of waterfowl use grassland habitats during the breeding season and flooded 
hardwood habitats during the non-breeding season (Smith et al., 1989).   Depending on the 
species and the landscape, daily use sites may be separated by < 100 m or as much as > 100 km, 
while annually used habitats may be separated by > 1000 km (Fleskes et al., 2002).   
All species should, at least theoretically, select habitats most suitable to maximize fitness 
(Stephens & Krebs, 1986).  However, there are many interacting factors determining fitness 
value (i.e. suitability) of a given habitat.  For example, food abundance, predation risk, protection 
from weather, competition, and human disturbance may all determine the fitness value of a 
habitat (Naugle et al.,2000; Naugle et al., 2001).  Since resources at any given site are only able 
to support a given number of individuals, at least some of the factors determining habitat 
suitability are likely to be density dependent (Fretwell, 1972).  Thus, when selecting a habitat, 
the individual not only considers the availability of limiting resources, but also the concentration 
of competitors exploiting the resource in that location.  Theoretically, the organisms competing 
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for a resource should distribute themselves in a way to maximize acquisition of that resource 
(Fretwell & Lucas, 1970).   
Optimal foraging models such as the ideal free distribution (IFD; Fretwell & Lucas, 1970; 
Fretwell, 1972) and the marginal value theorem (MVT; Charnov, 1976) can be used to predict 
the distribution of individuals based on behaviors that maximize fitness.  Optimal foraging 
theory posits that individuals will forage in a manner that maximizes fitness by selecting habitats 
allowing maximum nutrient intake while accounting for potential tradeoffs of predation risk, 
movement costs, lack of omniscience of resources, weather, competition, etc.  For example, an 
individual may avoid an area capable of providing maximum rates of nutrient acquisition 
because the risk of predation is too high (Fretwell, 1972; Stephens & Krebs, 1986), or 
competition may preclude that individual from gaining access to resources (Stephens & Krebs, 
1986; Guillemette et al., 1992).  While predation risk and competitive influences have prevented 
that individual from foraging at a maximum intake rate (Fretwell, 1972), fitness of the individual 
is still optimized by avoiding death or injury.  Furthermore, on cold or windy days animals may 
prefer to forage in thermally favorable habitats providing shelter and protection rather than 
feeding in more food rich, but exposed habitats (Baldassarre & Bolen, 2006).  Again, selection of 
thermally favorable habitats maximizes individual fitness under the prevailing conditions and 
represents conformity with optimal foraging models.   
In Chapter 1 of this dissertation I explicitly tested the relationship between food abundance 
and duck abundance.  My findings showed ducks deviate substantially from predictions made 
from IFD and MVT based on food.   Further evidence of deviations from predictions made from 
food based optimal foraging models have been shown in common cranes (Grus grus; Bautista et 
al., 1995), European starlings (Sturnus vulgaris; Inman, 1990), and mallards (Anas 
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platyrhynchos; Harper, 1982).  The need to acquire food resources certainly forms the foundation 
of optimal foraging models, but the ability to access food is tempered by factors such as 
predation risk, competition, travel costs, weather, and structural attributes of the habitat.  For 
example, compared to patches exposed to wind and at greater distances from roosting areas, 
thermally favorable patches near windbreaks that were located close to roosting sites offered 
greater fitness value to greater white-fronted geese (Anser albifrons; Amano et al., 2006).  
Individuals in a community of birds were able to reduce competition, and forage optimally by 
using strata in the composition of foliage which were defined by vertical tree height (MacArthur 
& MacArthur, 1961; MacArthur et al., 1972).  While foraging, gray catbirds (Dumetella 
carolinensis) mediated predation risk and exposure to weather by responding to size and shape of 
leaves (Oelke & Klopfer, 1970 in Cody, 1981).  Bobolinks (Dolichonyx oryzivorus) maximized 
foraging efficiency and reduced predation risk by selecting foraging patches within prairies 
where ground litter accumulation, and thus, visual obstruction was low (Weins, 1969; Cody, 
1981).  Varying species of duck maximized foraging efficiency by selecting habitats in Iceland 
based on submersed vegetation and resource availability (Bengsston, 1971).  Furthermore, 
Argentinian hooded grebes (Podiceps gallardoi) optimize fitness by maximizing foraging 
efficiency by feeding in deep water, and reducing predation risk by using open water habitats 
(Burger, 1974).  Lastly, European pied flycatchers (Ficedula hypoleuca) optimize fitness by 
selecting foraging habitats within deciduous forest where abundant tree cavities provide 
protection from inclement weather (Merikallio, 1946 in Cody, 1981).   
These examples highlight the complexity of habitat use by birds.  Results from chapter 1 
showed that management of ducks will likely be limited under the assumption that distribution is 
primarily governed by food availability.  The goal of this chapter was to build on the results of 
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chapter 1 by determining which other potential factors, in addition to food, drive the distribution 
of waterfowl during spring migration.  Based on the current literature I suggest that factors 
governing local habitat selection by spring migrating waterfowl will fall within one of three 
broad hypotheses resulting from constraints impacting foraging efficiency, the need for 
protection from predators, and localized responses to prevailing weather conditions.  Although I 
collected abundance data on all waterfowl observed on study plots, I focused my effort on 5 
species of ducks; blue-wing teal (Anas discors), mallards, wood ducks (Aix sponsa), lesser scaup 
(Aythya affinis), and ring-necked ducks (Aythya collaris).  I selected these 5 species because they 
provided a good representation of the variety of body sizes and feeding methods observed in 
ducks.   
I term the first hypothesis the foraging efficiency hypothesis.  Under this hypothesis duck 
distribution will not only depend on the amount of food available, but also on the individuals’ 
ability to forage efficiently contingent on water conditions – water depth, clarity, and distance to 
the aquatic-terrestrial edge.  Duck abundance on wetlands has been positively correlated to food 
availability in wetlands since ducks are able to satisfy metabolic requirements with less foraging 
effort when food is abundant (Murkin et al., 1982).  Foraging efficiency is influenced by water 
depth for diving (Lovvorn & Jones, 1991; Guillemette et al., 2004) and dabbling (Isola et al., 
2000; Colwell & Taft, 2000) ducks.  Organisms such as ducks, which mostly feed on underwater 
resources must rely on habitat cues and/or catch rate to determine food availability (Harper, 
1982).  Thus, ducks have little knowledge of food availability within patches until they 
commence feeding (Klaassen et al., 2006).  Reduced water clarity may also reduce foraging 
efficiency as both divers and dabblers must rely on cues other than visual identification to locate 
food items (Ringleman & Flake, 1980; Martin et al., 2007).  Due to differences in body size and 
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feeding methods, interspecific differences in patch use by waterbirds are likely to occur as water 
depth increases with increasing distance to the aquatic-terrestrial edge (Isola et al., 2000).   
The second hypothesis I have called the predator avoidance hypothesis.  This hypothesis 
suggests that ducks will optimize fitness while foraging by using habitats that are structurally 
favorable in reducing predation risk.  Murkin et al., (1997) recorded dabbling ducks preferring to 
forage in hemi-marsh conditions (50-50 ratio of cover to water), while diving ducks favored sites 
with lower levels of visual obstruction allowing early predator detection.  The height of 
surrounding vegetation may impact on an individual’s decision to use or avoid a particular 
habitat.  Skylarks will not use areas adjacent to woodlands because the visibility of predators is 
reduced in these areas (Cody, 1981).  Duck species such as black ducks show altered distribution 
patterns in response to not only the presence of bald eagles, but also perceived risk based on the 
number of potential bald eagle perches in trees surrounding wetlands (Wright, 1953; Todd et al., 
1982).  Density of vegetation in a habitat is well documented as being selected for or against as a 
means of avian predator avoidance (Lima, 1993).  Wood ducks for example, select nesting and 
feeding sites in dense hardwood and buttonbush stands that offer concealment from predators 
(Leopold, 1951; Manlove & Hepp, 1998).  Conversely, scaup and ruddy ducks select open water 
locations devoid of vegetation which allow detection of predators from a distance while foraging 
(Murkin et al., 1997). 
The third hypothesis I propose is the weather hypothesis.  Under this hypothesis, optimal 
fitness will be gained through the use of foraging habitats providing protection from weather.  
Mallards alter distribution during cold windy periods from riverine to canal habitats to make use 
of more favorable microclimatic conditions (Jorde et al., 1984).  Mallards also increase use of 
fields on particularly cold days – a response to increased energetic demand in maintaining 
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metabolism (Jorde et al., 1984).  Wood ducks show increased use of sheltered habitats in heavily 
wooded areas during precipitation (Hepp & Hines, 1991).  Both precipitation and flooding of 
local rivers can substantially increase the depth of existing foraging patches to the point where 
they are no longer usable by dabbling ducks (Bethke & Nudds, 1995).   
 Since weather dictates metabolic needs in response to thermoregulation, especially during 
winter and spring (Miskimen, 1955; Lack, 1960; Richardson, 1990), I predicted the abundance of 
the duck community, would be most highly influenced by the weather hypothesis.  I predicted 
duck abundance would be highest in habitats such as hardwood which offer favorable 
microclimates during cold, windy weather.  I predicted the increased energetic demand in 
maintaining metabolism during inclement weather would increase duck abundance in habitats 
offering high abundance of food and protection from weather such as rain, cold temperatures, 
and wind.        
Because managers typically manage habitat to support the entire duck community, not on a 
species specific basis, there is value in understanding how the community as a whole responds to 
the previously described selective pressures.  Because various species have different life history 
characteristics, however, they will likely respond differently to selective pressures.  For example, 
I predicted that because of their large body size and aggressive nature relative to other ducks, 
mallards would be more tolerant of adverse weather (Duggar, 1997; Arzel et al., 2006) and more 
tolerant of exposure to predation risk (Jorde & Lingle, 1988; Dekker & Court, 2003).  Mallard 
abundance was therefore predicted to be most influenced by their ability to forage efficiently.  I 
predicted mallard abundance would be highest in open habitats such as open water or emergent 
habitats with high food availability.  Mallard abundance was also predicted to be highest in 
habitats with shallow, clear water which would enable individuals to easily locate and obtain 
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food items.  Lastly I predicted mallard abundance would likely be higher further from the edge 
of the wetland perimeter as the density of vegetation would be reduced and not impede foraging.     
I predicted that because of their small body size, blue wing teal would be most susceptible to 
prevailing weather conditions (Swanson et al., 1974; Weller, 1979; Quinlan & Baldassarre, 1984; 
Hammond, 1985).  I further predicted that blue wing teal use of sheltered habitats, such as 
hardwoods, would increase during cold, rainy, and windy weather.  Due to their small body size, 
I predicted blue wing teal would make increased use of high food availability patches during 
inclement weather in order to maintain metabolic needs.   
Because wood ducks show strong preference for bottomland hardwood habitats which offer 
concealment from predators (Todd, 1979; McComb & Noble, 1981; Bellrose & Holm, 1994) and 
because hardwood habitats offer increased protection from aerial predators such as bald eagles 
(Haliaeetus leucocephalus), I predicted wood duck abundance would be dictated primarily by 
the predator avoidance hypothesis.  Specifically, I predicted wood duck abundance would be 
higher in high food availability plots within hardwood habitats.  I predicted that wood duck 
abundance would increase as the distance to tall, woody vegetation decreased, and as a 
consequence wood duck abundance would increase as the level of visual obstruction from 
predators increased. 
Being divers, water depth and clarity are important factors determining foraging efficiency by 
both lesser scaup and ring-necked ducks (Todd, 1979).  I predicted the abundance of lesser scaup 
and ring-necked ducks would be primarily governed by the foraging efficiency hypothesis.  I 
predicted abundance of both species would be highest in habitats with deep, clear water.  
However, since both species do not have the ability to maintain vigilance for predators while 
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diving for food, I predicted their abundance would be highest in open habitats allowing early 
detection of predators (Todd, 1979). 
While past studies have addressed habitat selection by waterfowl during spring migration (see 
for example; Nilsson, 1972; Cody, 1981; Kaminski and Prince, 1981; Kaminski and Prince, 
1984; Murkin and Kadlec, 1986; Guillemette et al., 1993; Arzel et al., 2006), the results of these 
studies are confounded by selective pressures acting on ducks through vegetation structure and 
density, predation risk, protection from weather, food availability, and habitat type.  In this study, 
I reduced confounding through experimental manipulation of food availability across habitat 
types, and assess environmental factors governing habitat selection by partitioning variables into 
models focusing on selective pressures of the need to forage efficiently, avoid predators, and 
respond to prevailing weather conditions.  The results of this study address and refine the broader 
ecological basis of how ducks distribute themselves and use habitat during spring migration.  
MATERIALS AND METHODS 
Study Area 
I conducted my study during spring migration.  Specifically, I collected data from the 
beginning of February to mid-April of 2011, 2012, and 2013.  My study was conducted along a 
portion of the Wabash River encompassing a region of eastern Illinois from the confluence of the 
White River and the Wabash River, to the confluence of the Wabash with the Ohio River.  I had 
two main study areas, one located in Lawrence County, and the other was located in White and 
Gallatin Counties (Figure 1).   The Wabash River has its mouth near Old Shawneetown, Illinois, 
where it flows into the Ohio River.  The Wabash River flows uninterrupted for 661 km from the 
dam near Huntington, Indiana, to its terminus at the Ohio River.  The average discharge of the 
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Wabash River is 1001 m3/second, and the river has an estimated basin area of 86,000 km2 of 
which 22,200 km2 are in eastern Illinois (Phillippe & Ebinger, 1973).  
Following settlement during the 1800s, most of the upland areas were cleared and drained to 
facilitate agriculture.  Today, in Illinois, agriculture still predominates along the Wabash River, 
with up to 66% of the watershed being used for farming, while 15% is wetland or wooded, and 
13% comprises urban land uses (Karns et al., 2006).  Modifications such as the construction of 
reservoirs, channelization, and dredging, have altered the flow patterns of the river (Jackson, 
2007).  The frequency, height, and duration of floods have increased over the past 200 years due 
to increased run-off rates resulting from forest clearing, destruction of wetlands, artificial 
draining of agricultural land, and extensive paving of surfaces within the watershed (Jackson, 
2007). 
Study Design and Data Collection 
Experimental Design.—Each year, a series of plots (i.e. patches) were established in wetlands 
around the two study sites.  In 2011 plots were 1 ha in size, and were grouped in ‘blocks’ of three 
plots.  Due to significant flooding in the White and Gallatin Counties in 2011, blocks (n = 7) 
were only established in Lawrence County.  In 2012 and 2013 plots were 0.42 ha (1 acre) in size, 
and the plots were set-up in a paired block design in both Lawrence (2012, n = 8 blocks; 2013, n 
= 7) and White and Gallatin Counties (2012, n = 8; 2013, n = 6).  To ensure independence 
between treatment and control plots I maintained a minimum distance of 15 meters (mean = 
51.70; SE = 9.40) between plots within a block.  The distance between blocks was dependent on 
the size and availability of wetlands (mean = 5.46 km; SE = 1.44).  Blocks of plots were 
established in each of open water, emergent, and bottomland hardwood habitats (Table 1).  
Habitats were classified using the Cowardin Classification System (Cowardin et al., 1979).  
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Open water were habitats devoid of emergent vegetation but may have contained submergent 
rooted herbaceous hydrophytes.  Emergent wetlands were defined as habitats characterized by 
erect, rooted herbaceous hydrophytes.  These habitats were usually dominated by wetland 
obligate perennials.  Bottomland hardwood forests were characterized by woody vegetation > 6 
m tall, with seasonal flooding to a depth of ≤ 1 m.  To reduce confounding effects of water depth 
between habitat types, I mowed open water plots within emergent habitats and ensured that plots 
within natural open water habitats were located in areas of comparable depth to emergent and 
hardwood habitats.     
To assess the influence of food on duck abundance I manipulated food abundance in the plots.  
In 2011 two of the three plots in a block received a treatment of 400 kg/ha of corn.  I accounted 
for natural food abundance within plots by taking 5 core samples from random locations on the 
first and last day of the 3 week period.  Random locations were generated using ArcGIS (Version 
10, ESRI, Redlands, California).  Core samples were taken using a 10 cm diameter sampler 
pushed 10 cm into the sediment.  Core samples were stored in a 10% solution of formalin.  The 
formalin was stained using Rose Bengal at approximately 1 gram of stain to 10 liters of formalin.  
Addition of stain helped identify invertebrates.  Upon return to Southern Illinois University 
Carbondale, core samples were rinsed through three sieves (sieve sizes 5/8 [16 mm], 18 [1 mm], 
and 35 [500 µm]) to partition material by size and remove excess mud.  All seeds and 
invertebrates were picked from samples using a 20x Fisher Scientific microscope.  Seeds and 
invertebrates were dried in a Fisher Scientific Isotemp Incubator for 48 hours at 60 ̊C to constant 
mass.  Dried samples were weighed to ±0.0001 grams using a Mettler AC100 scale; total seed 
and invertebrate biomass were estimated for each plot.  Estimates from samples taken at the 
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beginning and end of observation periods were averaged to give an estimate of seed and 
invertebrate abundance for each plot for the three week period. 
After analyses of core samples in 2011, I determined plots had a mean range of natural seed 
availability from 121.74 to 1828.68 kg/ha.  Since I wished to completely saturate any potential 
influence of natural food production in plots, in 2012 and 2013 one plot received a treatment of 
2000 kg/ha of corn.  The remaining plot in each year served as a control.  Corn was spread 
evenly throughout the treatment plots using a seed spreader mounted to the back of a boat, or 
was spread by hand.  Use of corn as a food source during spring migration was validated by the 
Hitchcock (2008) who recorded each focal species feeding on corn.  Additionally, each spring a 
sample of the focal species were collected from treatment plots and their esophageal contents 
analyzed.  Each focal species utilized available corn in treatment plots. 
Each day, 6 observers monitored one block each for a period of 3 weeks i.e. 12 plots were 
monitored during each 3 week period.  After three weeks, new plots were established in new 
wetlands.  Staggering of plot set-up allowed me to maximize the number of wetlands monitored 
throughout the region.  At each plot I counted the number of duck species and their abundance 
during two daily observation periods.  Observations commenced each day 30 minutes prior to 
sunrise and extended 2.5 hours after sunrise, and resumed 2.5 hours before sunset and extended 
30 minutes after sunset.  During observation periods, counts were conducted using scan sampling 
on each plot every 15 minutes.  Observations were made from tree-stands, ground blinds, or 
tripod-stands using binoculars (Zeiss 8x56 magnification) and spotting scopes (Leica Optics 10-
64 magnification).  To ensure accuracy and reduce the risk of double counts, the number of 
individuals of each species of duck using the plots were recorded into a Sony ICD-BX132 
Digital Voice Recorder (Sony, New York, New York) and later transcribed into a spreadsheet.  
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Using a voice recorder allowed observers to maintain continuous visual contact with the ducks 
being surveyed without having to lift the head to record data.   
Habitat Variables.—I used ArcGIS software (Version 10, ESRI, Redlands, California) to 
created 10 random points within each plot at which to measure habitat variables.  Habitat 
variables were measured at each of the random points at the beginning of each 3 week 
observation period.  Additionally, each habitat variable was measured daily from focal duck 
locations within each of the plots.  Focal duck locations were recorded as the final location of an 
individual duck within a plot at the end of a 5 minute focal sample (focal samples were 
conducted as part of a companion study, see Behney et al. in prep).   
Each of the recorded habitat variables were assigned to represent one of either the foraging 
efficiency, predator avoidance, or weather hypotheses (Table 2).  Variables collected to represent 
each hypothesis were justified as follows:   
1) Foraging efficiency – Water depth will determine the locations and the ease to which 
ducks will be able to forage for food.  Water depth was recorded using a 120 cm long pole 
demarcated in 1 cm increments.  The pole was placed vertically into the water column, and the 
depth recorded to the nearest 1 cm.  All plots used in this study were flooded to a maximum 
depth < 120 cm.   
Water clarity will influence the ability of both dabblers and divers to visually locate foods.  
Water clarity was recoded using a Secchi Disk (Secchi, 1864) slowly lowered into the water.  
The depth at which the disk was no longer visible was recorded to the nearest 1 cm.   
Due to increased specificity of wetland obligate plants with increasing water depth, I assumed 
vegetation density would decrease with increasing water depth.  Since water depth is likely to be 
correlated with the distance to the edge of the wetland, I expected foraging efficiency would 
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increase the further ducks foraged from the edge of the wetland.  The distance to the edge of the 
wetland was measured to the nearest 1 m using a Bushnell Sport 450 Rangefinder (Bushnell, 
Overland Park, Kansas).   
2) Predator avoidance – The density of vegetation cover may help to conceal ducks from 
predators.  I visually estimated the density of vegetation cover within a 20 m radius of each point 
using a 6-point categorical scale with the following categories: 0%, 1 – 25%, 26 – 50%, 51 – 
75%, 76 – 99%, and 100% cover.    
The height of vegetation may also influence the level of concealment of ducks from predators, 
as such I wished to determine how each focal species responded to different height classes of 
vegetation within plots.  To do this, vegetation within plots was classified as being < 1m tall, 1- 3 
m tall, or >3 m tall.  At each sampling point I then recorded the distance to each respective 
height classes of vegetation to the nearest 1m using a Bushnell Sport 450 Rangefinder.   
Lastly, since vigilance while feeding is influenced by both the density and height of 
vegetation within plots, I estimated the level of visual obstruction from each sampling point.  
Visual obstruction was determined using a Robel pole placed in each of the 4 cardinal directions 
around the sampling point.  The Robel pole was placed 20 m from sampling point, and the 
number of completely visible decimeter bands was recorded i.e. if only half of a band was 
visible, it was recorded as obstructed. 
3) Weather – Although not strictly considered ‘habitat variables’, constituents of weather 
have the ability to influence which habitats or structural components of habitat are utilized at any 
given time.  Weather may ultimately determine if waterfowl will feed at a particular time, whilst 
variables representing the foraging efficiency and predator avoidance hypotheses may govern 
where waterfowl will feed.  Daily average temperature (◦C), wind speed (km/h), and 
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precipitation (cm) data were obtained from the National Oceanic and Atmospheric 
Administration (www.noaa.gov).  Daily Wabash River flood stage data were collected from the 
United States Geological Survey National Weather Service river forecast website 
(www.waterdata.usgs.gov).  Flood stage represented the river gauge height (ft.) recorded at 
08h00 each day.  I selected 2 flood gauges from which to obtain flood stage data.  Each of the 
respective gauges were selected based on being their close proximity to the study sites.  Data 
recorded at Carmi, Illinois, were taken to represent the Gallatin and White county study site, 
while data recorded at Lawrenceville were used to represent the Lawrence county study site.    
Daily photoperiod (minutes of daylight) data were obtained from the United States Navy Naval 
Oceanography Portal (www.usno.navy.mil). 
Data Analyses 
Duck Abundance.—Counts from daily morning and afternoon scan samples during each 
observation period were averaged using the ‘Aggregate Data’ function in SPSS (Version 22, 
IBM Corporation, Armonk, New York) to give an estimate of the daily duck abundance within a 
plot.  Data were aggregated such that each resulting case represented the mean estimate of daily 
duck abundance for each species in each plot.  Days when a particular species was not observed 
were recorded as 0, and all 0’s were included in analyses.   
Habitat Variables.—Within each plot, I calculated the mean value for each habitat variable for 
the 3 week observation period.  To do this I again used the ‘Aggregate Data’ function in SPSS.  
Data were aggregated such that each resulting case represented the mean estimate of each habitat 
variable in each plot for the 3 week observation period.  I then standardized each of the 
continuous habitat variables by subtracting the mean from each case and dividing by the standard 
deviation (Bring, 1994).  Standardizing the variables served 2 purposes.  First, because the 
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variables were recorded using different scales (e.g. cm, ◦C, ft, etc.), standardization allowed for 
the direct comparison of parameter estimates (Royle and Dorazio, 2008; Jorgensen et al., 2014).  
Secondly, because linear mixed models (described below) are sensitive to sample size and model 
complexity, standardizing the habitat variables reduced model complexity and helped to improve 
model convergence (Royle and Dorazio, 2008; Jorgensen et al., 2014).  
To assess differences in habitat structure between plots within different habitat types I used 
ANOVA under the ‘Compare Means’ tab in SPSS.  Each of the habitat variables from each plot 
were averaged to give a mean estimate of that variable for each habitat type.  The habitat 
variables was compared between habitat types using α = 0.05.   
Foraging Efficiency Hypothesis.—To test the predictions of the foraging efficiency hypothesis 
I used generalized linear mixed models under the ‘Mixed Models’ function in SPSS.  I set duck 
abundance as the dependent variable in the model.  Because count data typically contain a large 
number of 0’s and have a skewed right distribution, I added a constant value of 1 to all values 
and log-transformed duck abundance to approximate a Gaussian (normal) distribution.  I used an 
identity-link function in all models.  When reporting results I exponentiated model β-estimates to 
back-transform the data to the original scale.  Environmental count data are commonly over-
dispersed.  Data are over-dispersed when the variance of the response variable is greater than its 
mean.  To ensure that the log-transformation of the dependent variable was appropriate for 
addressing over-dispersion in the data, I used the ‘Explore’ function in SPSS to estimate a 
dispersion parameter for each model.  Dispersion parameter values below 1 indicate under-
dispersed data, while values above 1 indicate over-dispersed data.  Values close to 1 indicate 
little to no dispersion in the data.    
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I used water clarity, distance to the edge of the wetland, water depth, and habitat type as fixed 
effects in the foraging efficiency model.  Due to the increase in the abundance of corn added to 
plots after 2011, I also included a year * corn application interaction as a fixed effect in the 
model.  In each year, plots received a value of 1 if they were treated with corn and 0 if they were 
controls.  Because of the likelihood of colinearity between the variables measured to represent 
each of the three model hypotheses, I first examined their relationships using a correlation 
matrix.  If a pair of variables had a Pearson correlation coefficient of r > 0.5 I retained only the 
variable I felt had the greatest biological meaning (Appendix 2; Leathwick et al., 2005; Hoffman 
et al., 2010).  The remaining variables were then used as fixed effects to define an a priori model 
(Table 3). 
To control for the similarity of paired plots within a block, and to account for spatial 
correlation of plots within blocks, plot was nested within block and also entered as a random 
effect in all models.  To ensure that there was no significant spatial autocorrelation between 
blocks, I plotted the residuals against predicted values to ensure there was a random distribution 
of points within the scatter plot. 
I used restricted maximum likelihood estimates (REML) in all models.  In contrast to 
maximum likelihood estimation, REML provides better fit for mixed models and produces 
unbiased estimates of variance and covariance parameters (Laird and Ware, 1982; McLean et al., 
1991; Fitzmaurice et al., 2004).  In all models the covariance structure was set as autoregressive 
1 (AR1), which specifies homogenous variances and correlations that decline exponentially with 
temporal distance.  The AR1 covariance structure assumes constant variability in each duck 
abundance measurement, and accounted for measurements which are temporally closer to each 
other being more correlated than replicates father apart.  I assessed the assumption of constant 
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variance by plotting model predicted values against residuals and looking for a random 
distribution of points within the scatter plot. 
Predator Avoidance Hypothesis.—To assess the predictions of the predator avoidance 
hypothesis I again used a linear mixed model.  The dependent variable, random effects, REML, 
and covariance structure were the same as for the foraging efficiency hypothesis.  However, in 
these models I used the following fixed effects; distance to vegetation < 1m tall, distance to 
vegetation 1-3m tall, distance to vegetation > 3m tall, basal cover of vegetation, and visual 
obstruction.  Colinearity of the fixed effects was again examined using a correlation matrix and 1 
of each pair of highly correlated variables (r > 0.5) was dropped from the analyses (Table 3).  I 
retained the ‘year * corn’ application interaction as a fixed effect in the predator avoidance 
models since resource acquisition forms the foundation of patch choice.  Including corn 
application also accounted for any confounding in patch selection that may have arisen as a 
consequence of differential food production in plots resulting from variances in vegetative 
composition.    
Weather Hypothesis.—Apart from the fixed effects, model structure for assessing predictions 
of the weather hypotheses remained the same from the previous hypotheses.  In this model I used 
mean temperature, wind speed, precipitation, Wabash River flood stage, habitat type and the 
‘year * corn application’ interaction as model fixed effects.  Although habitat type was included 
in the model, the weather hypothesis in its current form only provided insight as to whether 
abundance increased, but provided no insight as to why ducks selected a particular habitat given 
current weather conditions.  In order to determine the relationship between habitat type and 
weather, I first tried to include interaction terms between habitat type (3 categories) and each of 
the included weather variables.  However, this added 12 parameters to the model resulting in 
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added model complexity and failure of the model to converge.  Therefore, I reran the current 
model separately for each habitat type and compared these 3 models using the model selection 
approach described below.  The most parsimonious model of the 3 habitat types thus indicated 
the habitat most likely to be used under the prevailing weather conditions.     
Species Specific Models.—To assess species specific responses to the 3 proposed hypotheses, 
I re-ran each of the above mentioned models for each of the 5 focal species.  In each of these 
models I used daily observations from only that focal species, and observation periods in which a 
given species was not detected were recorded as 0’s.  All 0’s were included in analyses for each 
species.    
Model Selection.—I used a model selection approach to investigate which model of the three 
hypotheses best explained duck abundance on plots (Burnham & Anderson, 2002).  A model 
selection approach was also used to investigate how weather influenced the type of habitat 
selected by ducks.  Akaike’s information criterion corrected for small sample size (AICc) was 
used to evaluate model support from the data.  The model with the lowest AICc value was 
considered to be the best approximating model, and models with ΔAICc ≤ 2 were considered to 
be competitive and equally supported.  Akaike model weights were calculated for each model to 
represent the relative likelihood of each model from the candidate set of models (Burnham & 
Anderson, 2002).  If more than one model was equally supported, I used model averaging on 
coefficients from each competitive model.  A model containing no fixed or random effects 
served as a null model against which all subsequent models were compared.        
Generalized Model Validation.—I performed a generalized cross-validation to determine if 
my models reasonably fit the data (Pineiro et al., 2008; Hoffman et al., 2010).  To do this I 
calculated the calibration slope of each model.  Calibration represented the agreement between 
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observed and predicted values of the dependent variable.  The calibration slope evaluates the 
departure of the curve from a line with slope = 1.  Models with good calibration have slope =1, 
whereas slopes of x < 1 < x represent over- or underestimation of the predicted values (Pearce 
and Ferrier, 2000; Hoffman et al., 2010).  Using the ‘Curve Estimation’ function in SPSS, I 
regressed the observed values against the model predicted values and fit 95% confidence 
intervals (CI’s) to the curve.  In these models observed values were placed on the y-axis and 
predicted values on the x-axis (Pineiro et al., 2008).  I then inserted a reference line with slope =1 
and an intercept matching the intercept of the regression.  If the reference line fell within the CI’s 
of the regression line, this indicated the model fit the data sufficiently.  However, if the slope of 
the calibration line indicated over- or underestimation, I used a scatter plot to assess the 
distribution of the model residuals (Croarkin and Tobias, 2013).  Model residuals (y-axis) were 
plotted against model predicted values (x-axis) using the ‘Chart Builder’ option under the 
‘Graphs’ tab in SPSS.  Residuals from a fitted model are the difference between the observed 
response variable and the model predicted response.  If the model fit the data correctly, the 
residuals should approximate the random errors that make the relationship between the 
explanatory variable and the response variable a statistical relationship (Croarkin and Tobias, 
2013).  Consequently, if the spread of the residuals within a scatter plot are random, this suggests 
that the model fits the data well.  Conversely, a non-random distribution of the residuals would 
indicate the model fit the data poorly. 
Estimating Variance Explained by Duck Abundance Models.—In each model the amount of 
variance in duck abundance explained by the model was estimated by calculating marginal R2 
values for fixed effects (Edwards et al., 2008; Nakagawa & Schielzeth, 2013).  I acknowledge 
that R2 values from mixed models can be derived in a number of ways, and hence lead to some 
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questionability of their appropriateness (Kramer, 2005; Edwards et al., 2008).  The R2 values 
presented in this chapter measure multivariate association between the repeated measures and the 
model fixed effects.  The R2 value results from a 1:1 function of an appropriate F-statistic for 
testing fixed effects in a full model (Edwards et al., 2008).  While maintaining the same 
covariance structure (AR1), the marginal R2 statistic compares the full model with a null model 
with all fixed effects removed (Edwards et al., 2008; Nakagawa & Schielzeth, 2013).  To 
estimate the amount of variance explained in the dependent variable by the fixed effects, I 
determined statistical significance of raw correlations but report disattenuated correlations 
(Muchinsky 1996; Schauber et al. 2009).  Disattenuated correlations adjust for the reduction in 
correlation coefficient magnitude due to sampling variability (Schauber et al. 2009).  
Disattenuated correlations remove the irreducible variance from the R2 allowing interpretation of 
the fraction of explainable variance in the model.  Observed correlations were disattenuated by: 
ܴ௫௬ ൌ 	 ݎ௫௬ඥݎ௫௫
 
where rxy is the observed correlation between vectors x and y, and rxx is the reliability of vector 
x.  I used a bootstrap method (using PopTools add-in Microsoft Excel) to estimate the reliability 
for each species.  To do so, I assumed the observed abundance of observations on plots was the 
true estimate of abundance and variance.  I then generated a random sample (n = 1000) from the 
original data and calculated the variance of this random sample.  The variance of the random 
sample (irreducible variance) was then subtracted from the total variance of the original model 
(i.e. calculated from fixed effects) to give the estimate of reliability (i.e. the fraction of 
explainable variance). 
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RESULTS 
Duck Abundance.—Across all plots duck abundance was estimated from 17,654 scan samples 
made over 2,693 daily observation periods.  Of the total number of daily observations, I recorded 
1682 days of use by ducks.  A total of 8,755 ducks were recorded over the study period, and the 
mean daily duck abundance on plots was 3.25 ducks (standard error [SE] = 0.157) per plot per 
day.  An estimated 485 blue-wing teal teal were recorded over 128 days of plot use.  The mean 
number of blue-wing teal was 0.18 (SE = 0.029) ducks per plot per day.  Mallards were the most 
abundant species recorded on plots, while wood ducks were the most frequently observed 
species.  I observed an estimated 2,105 mallards over 256 days of plots use, while 304 days of 
plot use accounted for an estimated 978 wood ducks.  Mean daily abundance of mallards and 
wood ducks were 0.78 (SE = 0.104) and 0.36 (SE = 0.034) per plot per day respectively.  Lesser 
scaup were the least observed species on my study plots.  Lesser scaup were only recorded 
making use of plots in 36 days over the study period.  Of the 5 focal species, lesser scaup were 
also the least abundant species, with an estimated 143 individuals being recorded.  Mean daily 
abundance was just 0.05 (SE = 0.013) lesser scaup per plot per day.  Lastly, an estimated 1,161 
ring-necked ducks were recorded over 111 days of plot use.  Mean daily abundance of ring-
necked ducks was 0.43 (SE = 0.064) individuals per plot per day.   
Habitat Variables.—A total of 2,667 random points were used to estimate mean values of 
each habitat variable (Table 4) from a total of 88 plots in 45 blocks (x̄ = 30.31 points/plot).  
Across all species combined and for each of the focal species, the habitat variables: water depth, 
distance to vegetation 1 – 3 m tall, basal cover, and photoperiod were excluded from the models 
due to significant colinearity with other variables (r > 0.5, p < 0.05, Appendices 1a, 1b, and 1c).  
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Each of the habitat variables were significantly different between the 3 habitat types (p < 0.05, 
Appendix 2).     
Foraging Efficiency Hypothesis.—The foraging efficiency model gained the second least 
amount of support of the 3 hypotheses tested (Table 5).  Across years, community duck 
abundance was higher in treatment plots compared to control plots.  Duck abundance was also 
higher in hardwood compared to emergent and open water habitats.  Increasing water clarity and 
distance to the edge of the wetland decreased duck abundance on plots.       
Predator Avoidance Hypothesis.—The predator avoidance hypothesis received the least 
amount of support for the entire duck community (Table 5), but under this hypothesis duck 
abundance was higher in treatment plots and hardwood habitats.  Community duck abundance 
decreased with increasing distance to vegetation < 1 m tall, but increased with increasing 
distance to vegetation > 3 m tall and with increasing visual obstruction.   
Weather Hypothesis.—The weather hypothesis received the most support in predicting total 
duck abundance on plots, indicating ducks used my plots for feeding more during inclement 
weather (Table 5).  No models were competitive with the top model.  When assessing the 
influence of weather on specific habitat types, parameter estimates indicated that ducks were 
more likely to use emergent and hardwood habitats over open water habitats (Table 6), and that 
the probability of use of plots increased with increasing wind speed, and decreased with 
increasing temperature, precipitation, and Wabash River gauge height (Table 6).  Duck use was 
highest on treatment plots during inclement weather in 2012 (Table 6).   
When I assessed how prevailing weather influenced the type of habitat selected, the model 
representing hardwood habitats was the best predictor of duck abundance (Table 7).  Community 
duck abundance in hardwood habitats was highest in treatment plots, and abundance increased 
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with increasing wind speed and precipitation (Table 8).  Increasing temperature and Wabash 
River gauge height decreased duck abundance within hardwood habitats.   
Species Specific Variation.—Inconsistent with my predictions, I observed very little evidence 
that dabbling ducks were responding to environmental influences differently with all species of 
dabbling ducks being most influenced by weather (Table 5).  The response of the dabbling ducks 
to variables under the weather model were also similar (Tables 9 - 11).  Although ring-necked 
ducks were also most influenced by weather (Table 12), the diving ducks were influenced by 
predator avoidance at a much greater level than dabbling ducks with the predator avoidance 
model having the most influence on lesser scaup habitat selection and second most influence on 
ring-necked duck habitat selection (Table 5).  Lesser scaup abundance was greatest on treatment 
plots during 2013, but unlike the dabbling species scaup showed a preference for open water 
habitats followed by emergent habitats – lesser scaup were not recorded in hardwood habitats 
(Table 13).  Probability of plot use by lesser scaup declined with increasing distance to 
vegetation < 1m tall, and increased with increasing distance to vegetation > 3m tall and with 
increasing visual obstruction.  Lesser scaup were not observed using hardwood habitats during 
the study period, and the open water habitat model best predicted their abundance under the 
weather hypothesis (Table 7).  In open water habitats lesser scaup preferred foraging in treatment 
plots, and increasing wind speed and precipitation increased abundance (Table 14).  Similar to 
the other focal species, increasing temperature and Wabash River gauge height decreased the 
abundance of lesser scaup. 
Generalized Model Validation.—Generalized cross-validation of models showed the reference 
lines (slope = 1) lay within the CI’s of the calibration slope (Appendices 3a -3f) indicating that 
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the models adequately fit the data.  Distribution of residual scatter plots were also random, 
indicating adequate model fit. 
Variance Explained by Duck Abundance Models.—Despite subtracting the irreducible 
variance from each model, the variance in the dependent variable explained by each model 
remained low (Table 4).  The greatest amount of variance in abundance was explained in the 
mallard models (11–12 %), and the least was explained in ring necked duck models (3 – 4 %).   
DISCUSSION 
Results from the model selection indicated the primary factor governing duck distribution 
during spring migration is weather.  Prevailing weather is an important component in the 
selection of local habitats by ducks because survival depends on the ability of individuals to 
maintain thermoregulatory processes (Wilbert et al., 2000).  Previous studies have shown 
mallard and teal abundance and habitat selection is influenced by the need to reduce 
physiological stress during inclement weather in winter (LeFebvre and Raveling, 1967; Reed, 
1971; Cain, 1973; Bennett and Bolen, 1978; Prince, 1979; Jorde et al., 1984).  Inclement weather 
can increase energy requirements for the maintenance of homeothermy in ducks (Nichols et al., 
1983).  However, energetic demands can be satisfied, and homeothermy maintained by 
increasing energy intake through hyperphagia, and by reducing convective heat loss by 
minimizing exposure cold, wind, and rain.  My results are consistent with ducks increasing their 
use of treatment plots during inclement weather, and made greater use of habitats offering 
protection and shelter from wind and precipitation.  My findings were similar to previous studies 
showing that in winter mallards engage in hyperphagia during cold temperatures and increase 
their use of hardwood habitats (Nichols et al., 1983; Heitmeyer, 2006), teal increase the 
proportion of the day feeding when temperatures decline (Arzel et al., 2007), mallard and wood 
65 
 
 
ducks make extensive use of hardwood habitats during winter and spring (Kaminski et al.,  
1993), and ring-necked ducks seek protection of hardwood habitats during cold weather 
(Heitmeyer and Vohs, 1984).   
In each year the odds of treatment plots being used was higher than control plots.  In chapter 
1, I showed ducks substantially undercompensated compared to predictions made from the IFD 
and MVT.  However, the increased use of treatment over control plots under the weather 
hypothesis suggests at least partial conformity with IFD and MVT, both of which predict 
increased use of patches with higher relative food densities (Sutherland, 1996; Goss-Custard et 
al., 2003; Brasher, 2010).  It must be remembered the IFD and MVT are not just focused on 
food, but rather on individuals selecting habitats providing optimal fitness.  Consequently, 
increased use of treatment plots likely allowed ducks to maximize energy intake and offset 
energetic constraints imposed by prevailing weather (Brodsky and Weatherhead, 1984). 
Ultimately, weather must drive distribution of waterfowl on large temporal and spatial scales 
since it forms the basis for migration (Richardson, 1990).  For example, migrants must use 
weather cues when determining when to migrate from breeding areas to wintering areas.  During 
spring, migrating waterfowl use weather to determine initiation of northward migration (Beason, 
1978; Richardson, 1990) as well as stopover duration (Schaub et al., 2001; Tsvey et al., 2007) at 
locations along the migration path.  Spring migrants gain information on availability of northerly 
staging and breeding areas from prevailing weather conditions at their current location (Arzel et 
al., 2006).  Prevailing weather conditions can be reliable predictors of regional waterfowl 
abundance which can be used to predict local abundance (Gaston and Lawton, 1990).     
In an attempt to isolate the primary factors governing distribution during spring migration, I 
partitioned habitat selection into three distinct models.  Although the weather hypothesis gained 
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the most support in predicting duck abundance, each model was considerably more parsimonious 
than the null (Table 5), thus, each hypothesis provided insight into habitat selection by ducks 
during the spring migration.   
Foraging Efficiency Hypothesis.—Contrary to my predictions, the foraging efficiency 
hypothesis was not the best predictor of abundance for any of the duck species in this study.  
This was surprising since during spring migration food resources may still be relatively scarce 
(Owen et al., 1992; Greer et al., 2006; Hitchcock, 2008) and in addition to needing a great deal 
of energy is needed for migration (Ebbinge and Spaans, 1995) ducks must build endogenous 
nutrient reserves for the upcoming breeding and nesting season (Krapu et al., 1983; Ebbinge and 
Spaans, 1995; Barboza and Jorde, 2002).  Because of these factors I expected the foraging 
efficiency hypothesis to gain more support than was observed.  Model coefficients from the 3 
habitat types and their standard errors were similar to those observed in the top predicting 
models.  The duck community used emergent and hardwood habitats with the greatest frequency.  
With increased food availability in emergent (Kaminski and Prince, 1981; Murkin et al., 1982) 
and hardwood habitats (McQuilkin and Musbach, 1977; Allen, 1980; Delnicki and Reinecke, 
1986; Barras et al., 1996; Kaminski et al., 2003) ducks may have been satisfying metabolic needs 
while responding to weather and/or predation risk.  Similarly, increased use of treatment plots 
over control plots within each of the 3 habitat types indicates at least some level of optimal 
foraging.  Indeed, many studies have shown fitness optimization through selective patch choice, 
including; wood ducks and mallards (Kaminski et al., 1993), black ducks (Conroy et al., 1989), 
blue-wing teal (Mulhern et al., 1985),  lesser scaup (Anteau and Afton, 2009), and ring-necked 
ducks (Hohman, 1985).   
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It is likely that water clarity and distance to the edge of the wetland were poor choices to 
adequately represent foraging efficiency.  Increasing water clarity generally decreased duck 
abundance on plots indicating that water clarity was less important to foraging efficiency than I 
suspected.  Water in the study wetlands was clear to the extent that is was often possible to see 
the substrate of the wetlands.  Therefore, the Secchi Disk was often visible to the bottom of the 
wetland, and thus, as water depth increased so too did my estimate of water clarity.  With 
increasing water depth (and therefore water clarity) the number of dabblers able to forage would 
have decreased.  Yet since water depth and water clarity were highly correlated (r = 0.528, P < 
0.01) increasing water clarity may have incorrectly accounted for decreasing duck use of plots.   
Furthermore, food resources are often located by ducks using means other than visual 
identification.  Canvasbacks (Aythya valisineria) can locate food by probing the substrate with 
their bill (Tome and Wrubleski, 1988).  Lesser scaup and ruddy ducks (Oxyura jamaicensis) 
strain food items from the substrate by rapidly opening and closing their mandible while moving 
their bills in short, lateral movements (Tome and Wrubleski, 1988).  The success of tactile 
foraging may be measured by the rate of energy acquisition.  Duck foraging is often represented 
by a type II functional response in which intake rate increases with increasing food availability 
up to an asymptote where intake rate is limited by handling time (Takekawa, 1987; Giles, 1990; 
Lovvorn and Gillingham, 1996; Richman and Lovvorn, 2003; Richman and Lovvorn, 2004).  
Under a type II functional response energy acquisition is limited by the time needed to handle 
(i.e. ingestion, digestibility, retention time, egestion) the food, rather than by the time needed to 
find food.  Under these mechanisms of feeding, water clarity is not necessary for efficient 
foraging.  The position of the bill in relation to the eyes provides further insight into the adaptive 
significance of water clarity in duck foraging behavior.  Physiologically, the position and extent 
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of the region of binocular vision in ducks appears to be determined by feeding ecology (Martin 
& Katzir, 1999; Martin et al., 2007).  Probing and filter feeding ducks do not require precise 
control of rapid bill movements and so the bill falls outside or at the periphery of the binocular 
field (Martin et al., 2007).  In ducks the binocular field extends above and behind the head 
providing broad visual coverage, but it is clear that vision cannot be used for the precise control 
of bill position (Martin 1994, Guillemain et al. 2002; Martin et al., 2007).  These evolutionary 
adaptations reduce the need for clear water conditions while foraging, while allowing ducks to 
maintain a near 360◦ field of view of predators while on the water surface.   
With increasing distance to the edge of the wetland I assumed that habitat diversity would 
increase because a larger number of microhabitats could be accommodated in the intervening 
area.  I further assumed that as the number of microhabitats increased a greater abundance and 
diversity of ducks would be accommodated (Gotelli and Graves, 1996; Brasher, 2010).  As 
distance to the edge of the wetland increases, the associated gradient in water depth produces 
microhabitats varying from exposed mud to open, deep water habitats (Colwell and Taft, 2000).  
The foraging efficiency model showed increasing distance to the edge of the wetland decreased 
duck abundance on plots.  This was likely because I observed more dabbling ducks relative to 
diving ducks using my plots, and thus greater numbers of ducks were recorded using shallow 
water areas close to the wetland edge.  Dabbling and diving ducks show niche partitioning since 
dabblers generally prefer shallower patches closer to the terrestrial edge and divers prefer deeper 
habitats in the center of wetlands (Colwell and Taft, 2000).  Also, at some distance from the edge 
of the wetland water depth will limit both diving and dabbling ducks as physiological constraints 
impose boundaries on the depth to which they are able to forage. 
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Predator Avoidance Hypothesis.—The predator avoidance hypothesis received the least 
amount of support relative to the 3 main hypotheses, but was still well supported relative to the 
null and was important for both species of diving ducks (Table 5).  Risk of predation has been 
found in past studies to have substantial impacts in habitat selection and distribution of 
waterfowl (Forbes et al., 1994; Madsen, 1995; Nordstrom et al., 2002) as well as other organisms 
(Lima, 1998; Trussel et al., 2003; Heithaus et al., 2009).  Unlike our study, past studies have 
concluded predation risk is an influential factor on foraging habitat selection without the luxury 
of comparing the influence of predation risk relative to other selective pressures. Thus, it is 
difficult for me to make inference about how predation risk influenced habitat selection in my 
study relative to other studies.  However, while I found the influence of predation risk to be 
relatively low compared to other factors, it was clearly influential, thus my results were 
consistent with previous studies. 
Weather Hypothesis.—Of the three model hypotheses tested, the weather hypothesis was the 
most consistent predictor of duck abundance during spring migration.  Weather can alter 
distribution as waterfowl seek habitats providing favorable microclimates buffering against 
strong winds, low temperature, and precipitation (Jorde et al., 1984).  Migration is an 
energetically costly period for ducks (Klaassen, 1996), and energy may be conserved by only 
flying when conditions are suitable (Pennycuick, 1978; Liechti and Bruderer, 1998).  Cold windy 
conditions influence the ability of ducks to thermoregulate, and on cold windy days ducks must 
feed more often to maintain metabolism, by feeding in sheltered habitats they are able to reduce 
convective heat loss from wind (Jorde et al., 1984; Rajpar and Zakaria, 2011).  The remaining 
weather specific variables under the weather hypothesis decreased duck abundance on plots.  
Temperature, precipitation, and Wabash River gauge height decreased plot use.  A 1◦C increase 
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in daily average temperature decreased the odds of plots use by the duck community (7%, 1 - e-
0.070 = 0.068).  During spring migration warming temperatures at local sites indicate progressing 
snowmelt and therefore habitat availability at higher latitudes, prompting departure from current 
wintering or staging areas (Krapu et al., 1995).  During spring, increasing temperatures signal 
increasing energetic availability at northern latitudes and prompt migrants to depart stopover 
locations (Cain, 1973).  While warming temperatures decreased abundance of ducks on plots, 
colder temperatures were associated with increased use of hardwood habitats.  Hardwood 
habitats provide thermally favorable microclimates to ducks during cold weather and minimize 
energy loss (Champlin et al., 2009). 
A 1 cm increase in precipitation decreased the odds of use of a plot by 2 %, whereas a 1 ft. 
rise in the Wabash River gauge height decreased the odds of use of a plot by 4%.  Precipitation 
and regional flooding (as indexed here by Wabash River gauge height) can increase the 
availability of local habitats throughout the region leading to a dispersal of ducks across the 
landscape (see for example: Brennan, 2006; Connor and Gabor, 2006).  As new local habitats 
become available, ducks leave existing patches to make use of newly available resources, 
thereby reducing abundance within the original patches.  Since my plots were established in 
semi-permanent to permanent wetlands, the increased availability of local habitats following 
precipitation and flooding may have reduced abundance as ducks dispersed across the region to 
use newly available habitats.  Local flooding may also act as a cue for stopover site departure 
during migration.  In river systems flowing across latitudinal gradients (i.e. north-south), 
downstream flooding may be indicative of upstream precipitation and thus increased habitat 
availability.  Local duck abundance is expected to decline as ducks leave local habitats and 
continue northward along the migration path.  Conversely, under periods of increased local 
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precipitation, regional duck abundance may be expected to increase as birds arrive from flooded 
regions downstream.   
The duck community favored emergent and hardwood habitats over open water habitats, with 
emergent habitats being the most likely to be used.  The odds of the duck community using 
emergent habitat was 10% (e0.093 = 1.097) higher than open water habitats (the reference habitat).  
However, use of hardwood habitats by the duck community increased when wind and 
precipitation increased.  Hardwood habitats offer favorable microclimates on windy, rainy days 
(Rajpar and Zakaria, 2011) and ducks are able to reduce energy expenditure by not flying in high 
winds and reduce thermoregulatory costs by increasing use of sheltered habitats during poor 
weather conditions (McKinney and McWilliams, 2005).  My results are consistent with previous 
studies showing ducks making use of favorable habitats during inclement weather.   For 
example, ducks reduce convective heat loss by feeding and roosting in habitats providing 
protection from wind (Brodsky and Weatherhead, 1984), and minimize energy loss by using 
sheltered habitats during periods of heavy wind and rain (McKinney and McWilliams, 2005). 
Species specific influences 
Across the focal species (except for lesser scaup) the weather hypothesis was the best 
predictor of abundance on plots.  I found the influence of each of the weather variables on the 
abundance of blue-wing teal, mallards, wood ducks, and ring-necked ducks to be similar.  
Alternatively, the 2 species of diving ducks we influenced more by factors that influence 
predator avoidance with lesser scaup being influence most and ring-necked ducks being 
influenced second to the most by factors associated with the predator avoidance hypothesis.  It’s 
somewhat surprising that there was no variation among the dabbling ducks considering the 
substantial variation in body size and timing of nest initiation.  These results suggest that while 
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there may be substantial variation in the life history characteristics of these species, habitat 
selection of these species while feeding during spring migration is most influenced by climatic 
variables and these climatic variables influence all species similarly. 
Consistent with my predictions diving ducks were influenced more by the factors that 
influence predation risk, relative to dabbling ducks (Table 5).  Lesser scaup distribution was 
most strongly influenced by predator avoidance as evidenced by their preference of open habitats 
allowing early predator detection.  Lesser scaup showed increased use of treatment plots 
indicting that food abundance was an important driver of distribution.  Indeed previous studies 
have shown lesser scaup select habitats offering ample food resources (Bartonek and Hickey, 
1969; Hanson and Butler, 1994) and allowing early detection of predators (Siegfried, 1974).  I 
suspect that the use of emergent habitats is likely to account for the decreased probability of use 
with increasing distance to vegetation < 1 m tall.  Emergent habitats in my study sites were 
dominated by moist soil vegetation < 1 m tall.  Emergent habitats provide increased productivity 
of seeds and invertebrates (Kaminski and Prince, 1981; Murkin et al., 1982) and offer decreased 
levels of visual obstruction compared to hardwood habitats (Baldassarre and Bolen, 2006).  
Emergent habitats offer the benefit of increased food resources and the ability to maintain 
vigilance of predators while foraging.  Since the addition of corn to treatment plots across the 3 
habitat types removed confounding of habitat type and food availability, it is likely that lesser 
scaup were selecting emergent habitats for some factor other than food.  In a companion study 
(Behney, 2014), lesser scaup were shown to perceive emergent habitats as being safer compared 
to other habitats.  As a diving duck, lesser scaup dive under the surface of the water to feed 
(Todd, 1996).  While underwater, scaup are unable to maintain vigilance for predators (Rogers 
and Korschgen, 1966; Bartonek and Hickey, 1969).  Open water habitats offer low levels of 
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visual obstruction which allow lesser scaup to survey for predators at a distance (Baldassarre and 
Bolen, 2006).  The perception of increased safety in open water habitats (Maxson and Riggs, 
1996; Herring and Collazo, 2005) may be the primary driver of the distribution of lesser scaup 
during spring migration.  By concentrating foraging in open water habitats and in treatment plots, 
lesser scaup are likely to have maximized food intake while reducing the perceived risk of 
predation. 
I was surprised to see increasing probability of plot use by lesser scaup with increasing visual 
obstruction.  The relationship between probability of plot use and increasing visual obstruction 
was likely a function of the Robel pole measurements.  The Robel pole specifically accounts for 
visual obstruction measurements made on a horizontal plain.  The Robel pole makes no estimate 
of visual obstruction in the vertical plain above the height of the Robel pole (David et al., 2010).  
The Robel pole used in this study was 1.5 m tall and readings made in emergent habitats likely 
over-estimated the true level of visual obstruction perceived by lesser scaup.  For example, an 
emergent habitat plot dominated by grasses 1.5 m tall can attain the same visual obstruction 
estimate as a hardwood plot dominated by trees 5 m tall.  While lesser scaup may be equally 
unable to detect a terraform predators on wetland edges in emergent and hardwood habitats, the 
ability to detect avian predators will be much higher in emergent habitats due to the significant 
reduction in canopy cover.  Although I did not specifically document the ability to detect aerial 
predators between emergent and hardwood habitats, the odds of lesser scaup using a plot 
increased by 4% (e0.043 = 1.044) for every 1 m increase in distance from vegetation > 3 m (e.g. 
hardwood trees).  In emergent habitats lesser scaup likely benefit from increased food 
availability while tolerating some acceptable level of visual obstruction by vegetation < 1.5 m 
tall.  I recommend future studies attempting to quantify levels of visual obstruction improve on 
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estimates made from the Robel pole by using line-point intercept methods together with 
measurements of vegetation height (David et al., 2010). 
Finally, although this was not part of my predictions, I found lesser scaup were less influenced 
by the weather variables relative to the other 4 species.  In retrospect, this is probably not 
surprising since lesser scaup display the most northern breeding range of the species in my study 
and are thus likely much better adapted to more inclement weather, thus less influenced by 
inclement weather.  Previous studies have shown lesser scaup do not increase the proportion of 
time feeding during inclement weather (Custer et al., 1996) nor do they increase use of sheltered 
habitats (Jones and Drobney, 1986).  Unlike the other focal species, lesser scaup show the most 
protracted migration of duck species during spring, with the peak in migrants typically arriving 
on breeding grounds in mid- to late May (Bellrose et al., 1978).  As a comparison, the majority 
of mallards typically arrive on breeding grounds in early April (Bellrose et al., 1978).  Weather is 
not as severe and food availability becomes more reliable as spring progresses (Studds and 
Marra, 2011) and so the influence of weather likely does not impact lesser scaup distribution to 
the same degree as the other focal species. 
In summary, weather had the greatest influence on dabbling duck feeding distribution during 
spring migration relative to food abundance or predations risk, suggesting climatic variables may 
be more important than previously thought.  Furthermore, for diving ducks the influence 
predation risk had substantial influence on habitat selection.  Together, these results may warrant 
mangers to pay more attention to how management actions influence vegetation structure, which 
is the main component of the environment that influences shelter from inclement weather 
predation risk relative to that which has been provided in the past.   
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Table 1.  Annual number of plots established in three habitat types in Lawrence, White, and 
Gallatin Counties along the Wabash River, Illinois, 2011-2013, during February, March, and 
April. 
    Lawrence County  White & Gallatin Counties    
Year Habitat Type 0 400 2000  0 400 2000  Total 
2011 
Emergent 5 7             12 
Open water 2 4             6 
Hardwood 1 3             4 
2012 
Emergent 3   3   3   3   12 
Open water 3   3   2   2   10 
Hardwood 2   2   3   3   10 
2013 
Emergent 2   2   3   3   10 
Open water 3   3   1   1   8 
Hardwood 2   2   2   2   8 
Total 23 14 15   14 0 14   80 
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Table 2.  Habitat variables, descriptions of measurements, units used, and methods of collection used to record data at randomly selected locations 
within sampling plots located along the Wabash River, Illinois.  Data were collected each spring (February – April in 2011, 2012, and 2013).  Habitat 
variables were grouped under 3 competing hypotheses with the aim of determining a best model predictor of duck abundance during spring miration.     
Hypothesis Variables used in models Description Units Method of collection 
Foraging 
efficiency 
Water Clarity Depth of light penetration beneath water surface Centimeters Secchi Disk 
Water Depth Water depth at observation point Centimeters Secchi Disk 
Distance from Edge of Wetland Distance to nearest point of dry land Meters Range Finder 
Treatment Control or treatment plot kg/ha Corn added to plots 
Habitat type Classification of habitat based on structure Emergent, Open water, Hardwood   Cowardin Classification 
Predator 
avoidance 
Distance to Vegetation < 1 m Tall Distance to vegetation less than 1 m tall Meters Range Finder 
Distance to Vegetation 1-3 m Tall Distance to vegetation between 1 & 3 m tall Meters Range Finder 
Distance to Vegetation > 3 m Tall Distance to vegetation greater than 3 m tall Meters Range Finder 
Visual Obstruction Level of visual obstruction measured 10 m from observer Percent Robel Pole 
Basal Cover of Vegetation Estimated basal cover of vegetation in 1 acre Percent Visual estimation 
Treatment Control or treatment plot kg/ha Corn added to plots 
Habitat type Classification of habitat based on structure Emergent, Open water, Hardwood   Cowardin Classification 
Weather 
Average Temperature Maximum daily temperature Celsius www.wunderground.com 
Precipitation Rain/Snowfall Centimeters www.wunderground.com 
Wabash Flood Stage Wabash River Depth Feet www.waterdata.usgs.gov 
Treatment Control or treatment plot kg/ha Corn added to plots 
Habitat type Classification of habitat based on structure Emergent, Open water, Hardwood   Cowardin Classification 
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Table 3.  A priori models (hypotheses) used in a model selection approach for predicting abundance of spring migrating ducks on plots 
along the Wabash River, Illinois, 2011-2013, during February, March, and April.    
Hypothesis Model fixed effects Model random effects 
 Corn application (control, treatment) * Year Plot nested within Block 
Foraging efficiency 
Habitat type (emergent, open water, hardwood)  
Water clarity  
Distance to edge of wetland   
 Corn application (control, treatment) * Year Plot nested within Block 
Predator avoidance 
Habitat type (emergent, open water, hardwood)  
Distance to vegetation < 1 m tall  
Distance to vegetation > 3 m tall  
Visual obstruction  
 Corn application (control, treatment) * Year Plot nested within Block 
Weather 
Habitat type (emergent, open water, hardwood)  
Temperature  
Wind speed  
Precipitation  
Wabash River gauge height  
Null None None 
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Table 4.  Summary statistics (mean ± SE) of habitat variables measured at random locations within wetland plots used to predict duck 
abundance at study sites along the Wabash River, Illinois, 2011-2013, in February, March, and April.   
Habitat Emergent (n = 1131) Hardwood (n = 643) Open Water (n = 893) Total (n = 2667) Mean Std. Error Mean Std. Error Mean Std. Error Mean Std. Error 
Water Clarity (cm) 22.97 0.27 33.49 0.91 28.07 0.52 27.21 0.31 
Distance to edge of wetland (m) 33.64 0.49 29.95 0.62 43.29 0.56 35.98 0.33 
Water Depth (cm) 38.90 0.82 39.91 1.08 49.78 0.62 42.79 0.49 
Distance to vegetation < 1 m tall 1.68 0.10 1.73 0.09 8.31 0.45 3.91 0.17 
Distance to vegetation 1 - 3m tall 12.24 0.28 6.05 0.13 32.51 0.77 17.53 0.36 
Distance to vegetation > 3 m tall 49.33 1.01 4.49 0.17 78.96 1.80 48.44 0.92 
Visual obstruction (%) 18.75 0.43 26.32 0.57 4.78 0.19 15.90 0.29 
Mean Temperature (Celsius) 7.11 0.21 4.40 0.22 2.53 0.18 4.92 0.13 
Wind speed (km/hour) 24.83 0.37 19.28 0.34 22.63 0.38 22.75 0.22 
Precipitation (cm) 0.51 0.02 0.04 0.01 0.14 0.01 0.27 0.01 
Wabash flood stage (ft.) 9.87 0.08 9.56 0.09 9.43 0.08 9.65 0.05 
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Table 5.  A priori candidate linear mixed models for predicting duck abundance on study plots 
during spring migration along the Wabash River, Illinois, 2011 – 2013, in February, March and 
April.  Model ΔAIC represent differences in AIC score between the ith model and the top-ranked 
model.  Model weights (wi) represent the probability of best fit amongst candidate models within 
each species.     
Species Hypothesis AICca ΔAICcb kc wid R2e 
All 
Weather 2637.979 0.000 14 1 0.09 
Foraging efficiency 2648.152 10.173 12 0 0.08 
Predator avoidance 2649.573 11.594 13 0 0.07 
Null 2780.271 142.292 1 0 0 
Blue-wing 
teal 
Weather 2560.111 0 14 1 0.09 
Foraging efficiency 2566.623 6.512 12 0 0.08 
Predator avoidance 2567.342 7.231 13 0 0.08 
Null 2712.122 152.011 1 0 0 
Mallard 
Weather 2746.206 0 14 1 0.12 
Predator avoidance 2751.624 5.418 13 0 0.11 
Foraging efficiency 2751.672 5.466 12 0 0.11 
Null 2972.092 225.886 1 0 0 
Wood duck 
Weather 2527.504 0 14 1 0.09 
Foraging efficiency 2534.22 6.716 12 0 0.08 
Predator avoidance 2536.819 9.315 13 0 0.08 
Null 2790.146 262.642 1 0 0 
Lesser 
scaup 
Predator avoidance 2641.725 0 13 1 0.07 
Weather 2651.302 9.577 14 0 0.08 
Foraging efficiency 2661.539 19.814 12 0 0.08 
Null 2790.146 148.421 1 0 0 
Ring-
necked 
duck 
Weather 2781.001 0 14 1 0.04 
Predator avoidance 2793.200 12.199 13 0 0.03 
Null 2930.790 149.789 1 0 0 
Foraging efficiency 3446.430 665.429 12 0 0.03 
 
a Akaike’s Information Criterion (AICc) adjusted for small sample size (Burnham and Anderson, 
2002). 
b Difference in AICc between the given model and the model with the lowest AICc. 
c  Number of model parameters. 
d Normalized Akaike model weights (Burnham and Anderson, 2002). 
e Disattenuated correlations (Muchinsky 1996; Schauber et al. 2009).
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Table 6.  Parameter estimates (β) and conditional standard errors (SE) of the weather hypothesis, 
the most parsimonious a priori linear mixed model predicting community duck abundance 
within plots along the Wabash River, Illinois, 2011-2013, in February, March, and April. 
Model Term β SE 
Intercept 0.364 0.046 
2011 * Control -0.17 0.047 
2011 * Treatment 0.001 0.031 
2012 * Control -0.194 0.041 
2012 * Treatment -0.037 0.039 
2013 * Control -0.112 0.027 
2013 * Treatment 0  
Emergent 0.093 0.043 
Hardwood 0.082 0.049 
Open water 0  
Temperature -0.07 0.016 
Wind speed 0.026 0.015 
Precipitation -0.02 0.012 
Wabash River gauge height -0.041 0.013 
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Table 7.  A priori candidate linear mixed models for predicting how weather influences duck 
abundance within emergent, hardwood, and open water habitats plots during spring migration 
along the Wabash River, Illinois, 2011 – 2013, in February, Marchm and April.  Model ΔAIC 
represent differences in AIC score between the ith model and the top-ranked model.  Model 
weights (wi) represent the probability of best fit amongst candidate models within each species. 
Species Hypothesis AICc ΔAICc k wi R2 
All 
Emergent 1120.384 520.508 11 0 0.09 
Hardwood 599.876 0 11 1 0.17 
Open Water 971.77 371.894 11 0 0.01 
Null 2780.271 2180.395 1 0 0 
Blue-wing teal 
Emergent 1133.855 568.465 11 0 0.10 
Hardwood 565.390 0 11 1 0.21 
Open Water 908.332 342.942 11 0 0.03 
Null 2712.122 2146.732 1 0 0 
Mallard 
Emergent 1197.728 612.117 11 0 0.125 
Hardwood 585.611 0 11 1 0.222 
Open Water 1001.716 416.105 11 0 0.057 
Null 2972.092 2386.481 1 0 0 
Wood duck 
Emergent 1037.094 359.206 11 0 0.10 
Hardwood 677.888 0 11 1 0.15 
Open Water 861.689 183.801 11 0 0.03 
Null 2790.146 2112.258 1 0 0 
Lesser scaup 
Emergent 1117.567 124.084 11 0 0.07 
Hardwood           
Open Water 993.483 0 11 1 0.08 
Null 2790.146 1796.663 1 0 0 
Ring-necked 
duck 
Emergent 1060.967 425.192 11 0 0.12 
Hardwood 635.775 0 11 1 0.13 
Open Water 1126.210 490.435 11 0 0.12 
Null 3446.430 2810.655 12 0 0 
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Table 8.  Parameter estimates (β) and conditional standard errors (SE) of weather variables predicting duck abundance in hardwood 
habitats along the Wabash River, Illinois, 2011-2013, in February, March, and April. 
   All Blue-wing Teal Mallard Wood Duck 
Ring-necked 
Duck 
Model Term β SE β SE β SE β SE β SE 
Intercept 0.394 0.059 0.383 0.056 0.422 0.073 0.425 0.064 0.414 0.073 
2011 * Control 0.057 0.136 0.056 0.131 0.078 0.152 0.064 0.125 0.069 0.155 
2011 * Treatment -0.010 0.062 0.027 0.062 -0.001 0.065 -0.109 0.058 0.015 0.065 
2012 * Control -0.079 0.099 -0.059 0.096 -0.081 0.119 -0.04 0.09 -0.076 0.121 
2012 * Treatment 0.059 0.098 0.074 0.096 0.039 0.116 0.105 0.084 0.055 0.118 
2013 * Control -0.155 0.046 -0.127 0.046 -0.142 0.049 -0.195 0.042 -0.132 0.046 
2013 * Treatment 0   0   0   0   0   
Temperature -0.091 0.031 -0.088 0.030 -0.093 0.035 -0.076 0.032 -0.099 0.035 
Wind speed 0.110 0.036 0.109 0.035 0.117 0.038 0.124 0.033 0.12 0.038 
Precipitation 0.026 0.048 0.036 0.050 0.046 0.051 0.016 0.041 0.041 0.051 
Wabash River gauge 
height -0.060 0.026 -0.054 0.025 -0.077 0.028 -0.037 0.024 -0.055 0.027 
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Table 9.  Parameter estimates (β) and conditional standard errors (SE) of the weather hypothesis, 
the most parsimonious a priori linear mixed model predicting blue-wing teal abundance within 
plots along the Wabash River, Illinois, 2011-2013, in February, March, and April. 
Model Term β SE 
Intercept 0.361 0.047 
2011 * Control -0.152 0.046 
2011 * Treatment -0.006 0.031 
2012 * Control -0.197 0.043 
2012 * Treatment -0.032 0.040 
2013 * Control -0.115 0.027 
2013 * Treatment 0  
Emergent 0.097 0.045 
Hardwood 0.088 0.051 
Open water 0  
Temperature -0.065 0.017 
Wind speed 0.025 0.015 
Precipitation -0.018 0.012 
Wabash River gauge height -0.041 0.013 
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Table 10.  Parameter estimates (β) and conditional standard errors (SE) of the weather 
hypothesis, the most parsimonious a priori linear mixed model predicting mallard abundance 
within plots along the Wabash River, Illinois, 2011-2013, in February, March, and April. 
Model Term β SE 
Intercept 0.432 0.053 
2011 * Control -0.211 0.053 
2011 * Treatment -0.027 0.033 
2012 * Control -0.262 0.055 
2012 * Treatment -0.06 0.050 
2013 * Control -0.119 0.029 
2013 * Treatment 0  
Emergent 0.071 0.057 
Hardwood 0.089 0.063 
Open water 0  
Temperature -0.063 0.019 
Wind speed 0.036 0.016 
Precipitation -0.023 0.012 
Wabash River gauge height -0.063 0.014 
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Table 11.  Parameter estimates (β) and conditional standard errors (SE) of the weather 
hypothesis, the most parsimonious a priori linear mixed model predicting wood duck abundance 
within plots along the Wabash River, Illinois, 2011-2013, in February, March, and April. 
Model Term β SE 
Intercept 0.363 0.044 
2011 * Control -0.169 0.047 
2011 * Treatment -0.033 0.030 
2012 * Control -0.18 0.041 
2012 * Treatment -0.024 0.039 
2013 * Control -0.199 0.026 
2013 * Treatment 0  
Emergent 0.105 0.043 
Hardwood 0.117 0.048 
Open water 0  
Temperature -0.067 0.016 
Wind speed 0.028 0.015 
Precipitation -0.021 0.012 
Wabash River gauge height -0.036 0.012 
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Table 12.  Parameter estimates (β) and conditional standard errors (SE) of the weather 
hypothesis, the most parsimonious a priori linear mixed model predicting ring-necked duck 
abundance within plots along the Wabash River, Illinois, 2011-2013, in February, March, and 
April. 
Model Term β SE 
Intercept 0.402 0.047 
2011 * Control -0.186 0.048 
2011 * Treatment -0.003 0.032 
2012 * Control -0.208 0.043 
2012 * Treatment -0.052 0.041 
2013 * Control -0.107 0.028 
2013 * Treatment 0  
Emergent 0.074 0.045 
Open water 0.073 0.051 
Hardwood 0  
Temperature -0.075 0.016 
Wind speed 0.031 0.015 
Precipitation -0.023 0.012 
Wabash River gauge height -0.035 0.013 
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Table 13.  Parameter estimates (β) and conditional standard errors (SE) of the predator avoidance 
hypothesis, the most parsimonious a priori linear mixed model predicting lesser scaup 
abundance within plots along the Wabash River, Illinois, 2011-2013, in February, March, and 
April. 
Model Term β SE 
Intercept 0.363 0.045 
2011 * Control -0.209 0.046 
2011 * Treatment -0.007 0.031 
2012 * Control -0.189 0.041 
2012 * Treatment -0.049 0.038 
2013 * Control -0.117 0.027 
2013 * Treatment 0  
Emergent 0.063 0.043 
Open water 0.092 0.049 
Hardwood 0  
Distance to vegetation < 1 m tall  -0.028 0.016 
Distance to vegetation > 3 m tall  0.043 0.019 
Visual obstruction 0.008 0.014 
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Table 14.  Parameter estimates (β) and conditional standard errors (SE) of weather variables 
predicting lesser scaup duck abundance in open water habitats along the Wabash River, Illinois, 
2011-2013, in February, March, and April. 
Model Term β SE 
Intercept 0.341 7.656
2011 * Control -0.234 0.086
2011 * Treatment 0.021 0.056
2012 * Control -0.126 0.076
2012 * Treatment -0.020 0.076
2013 * Control -0.039 0.048
2013 * Treatment 0   
Temperature -0.128 0.027
Wind speed 0.027 0.027
Precipitation 0.025 0.026
Wabash River gauge height -0.033 0.023
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Figure 1.  Location of the study sites in Lawrence, White, and Gallatin Counties along the 
Wabash River, Illinois, used for investigating habitat selection by spring migrating waterfowl 
during February, March and April in 2011, 2012, and 2013.  Insert shows an example of the 
location and spacing of 0.42 ha plots within wetlands. 
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CHAPTER 3 
THE INFLUENCE OF ENVIRONMENTAL FACTORS ON LOCAL-REGIONAL 
COMMUNITY STRUCTURE IN SPRING MIGRATING WATERFOWL 
INTRODUCTION 
Local patterns of species diversity are ultimately limited by the regional species pool from 
which the local community can be assembled (Caley and Schluter, 1997).  Communities in 
which local species diversity is linearly dependent on the regional species diversity are referred 
to as “Type I” communities (Cornell, 1985; Cornell and Lawton, 1992; Caley and Schluter, 
1997).  Taking species-area relationships into consideration (Connor and McCoy, 2001), a Type 
I community is said to be unsaturated since local species diversity is not capped below a 
threshold by the local habitat, and can approach the regional diversity.  If local species diversity 
does not linearly increase with increasing regional diversity but is maintained below a threshold, 
the local community is said to be a “Type II” community (Cornell, 1985; Cornell and Lawton, 
1992; Caley and Schluter, 1997).  A Type II community is said to be saturated since local species 
diversity is limited despite increases in regional diversity.       
Caley and Schluter (1997) list several possible explanations for the formation of saturated 
and unsaturated communities.  Type I communities may be the result of factors such as a lack of 
competitive exclusion (Caswell and Cohen, 1993), random events of colonization and extinction 
(Hubbell and Foster, 1986), lottery competition for space (Sale, 1977), non-interactive 
community structure (Caswell, 1976),  or specialized predators (Jansen, 1970; Armstrong, 1989).  
The formation of Type II communities were originally proposed as a result of limited niche 
space (MacArthur and Levins, 1964; Armstrong and McGehee, 1980; Caswell and Cohen, 1993), 
limited dispersal (Cornell, 1993), or disturbance (Huston, 1979).   
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More recently, Belmaker and Jetz (2012) suggested 4 hypotheses explaining the formation of 
local species assemblages from regional pools.  In the first hypothesis, the proportion of the 
regional species pool present at finer local scales is mediated by the capacity of the local 
environment to support species, rather than species-specific habitat preference that act as the 
filtering mechanism.  This could be termed the primary productivity hypothesis.   
Their second hypothesis rests on species sorting (Leibold et al., 2004; Belmaker and Jetz, 
2012).  Rather than being determined by any particular local environmental condition, species 
diversity at local scales may be dependent on the level of similarity between local and regional 
habitat characteristics.  The expectation is that species diversity at local areas will closely match 
regional diversity if environmental characteristics at a location are similar to those of the region.  
This hypothesis could be termed the local-regional habitat similarity hypothesis. 
Belmaker and Jetz’s (2012) third hypothesis emphasizes that the probability of a regionally 
present species occurring within a local habitat increases as local habitats become more 
heterogeneous – the local habitat heterogeneity hypothesis.  This is basically a reiteration of 
niche space hypothesis proposed by (MacArthur and Levins, 1964; Armstrong and McGehee, 
1980; Caswell and Cohen, 1993).  The assertion is that increased heterogeneity of local habitats 
can increase the capacity to support multiple species.  Increased local species diversity results 
from the specific niche preferences of each species in the regional pool.    
 The final hypothesis is the neutral theory of biodiversity which is equivalent to a Type I 
community function.  This hypothesis assumes regional pools dictate local richness, thus local 
richness is unaffected by local environmental conditions. In their meta-analysis of breeding 
distribution richness of birds, mammals, and amphibians, Belmaker and Jetz (2012) found the 
greatest level of support for the neutral theory of biodiversity and the local-regional habitat 
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similarity hypotheses; although they acknowledged the large scale of their analysis limited the 
quality of the data for local environmental conditions, potentially limiting their ability to 
adequately assess the impact of local habitat conditions.  Additionally, there was considerable 
variation in the influence of the 4 proposed mechanisms among taxa.   
A number of studies have now addressed the influence of local habitat characteristics on 
community developed of breeding organisms, to my knowledge however, similar studies on the 
community development of migratory species outside the breeding period have not been 
conducted.  Because resource availability during the non-breeding period is often thought to 
regulate abundance of migratory organisms (Fretwell and Lucas, 1972; Cody, 1985), 
understanding how the environment influences nonbreeding community structure is likely as 
important as understanding how these factors influence breeding community structure for 
wildlife conservation (e.g., Soulliere et al,  2007).  Additionally, because preferred habitat 
characteristics likely differ for breeding and non-breeding organisms, studies of breeding 
organisms may not be relevant to organisms during the non-breeding component of their annual 
cycle.  The objective of this chapter was to assess what environmental factors were important in 
determining local duck diversity from regional species pools during spring migration.  I tested 3 
hypotheses explaining the formation of local communities from regional pools, as described by 
Belmaker and Jetz (2012): H1 - The abundance of food available within local habitats determines 
species diversity by limiting the number of species that can occupy a given location; H2 - Local 
community structure is determined by species sorting at the regional scale.  Local communities 
will be more representative of the regional community if local habitat structure is reflective of 
the region as a whole; H3 - Local habitat heterogeneity determines the upper limit to the number 
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of species a given habitat can accommodate.  The limited scale of this study prevented me from 
assessing the neutral theory of biodiversity hypothesis.  
I used a model selection approach to determine which of the three hypotheses best predicted 
duck diversity at local scales.  If food availability is an important determinant of species 
community structure, I predicted species diversity would be dependent on the abundance of food 
resources available.  To reduce potential confounding between vegetation structure (an important 
component of habitat heterogeneity) and food availability, I experimentally modified food 
availability independent of vegetation structure by adding food to each of the habitat types 
consisting of different levels and types of vegetative structure.  Under the second hypothesis, I 
predicted that as the structure of local and regional habitats became increasingly similar, species 
diversity on local plots would increase.  For the third hypothesis I predicted local habitat factors 
would have strong influence on local community composition, with species diversity increasing 
as local habitats became increasingly heterogeneous. 
Because the probability of detecting a species increases with increasing sampling effort, I 
standardized sampling time and effort over sampling plots.  In a given unit of time or sampling 
effort, the probability of detecting species will also increase as the spatial scale of the sampling 
unit decreases.  To account for this, I standardized the area of sampling units.  If sampling effort 
and spatial scale is consistent among plots, a linear relationship between local duck diversity and 
food abundance, local-regional habitat similarity, or local habitat heterogeneity is more 
consistent with the idea local communities are unsaturated and influenced by the correlating 
factor while a lack of a relationship would indicate the population is saturated or influenced by 
some unknown factor (see for example; Hawkins and Compton, 1992; Hugueny and Paugy, 
1995; Cornell and Karlson, 1996; Caley and Schluter, 1997).  
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MATERIALS AND METHODS 
Study Area 
I conducted my study during spring migration.  Specifically, I collected data from the 
beginning of February to mid-April of 2011, 2012, and 2013.  My study was conducted along a 
portion of the Wabash River encompassing a region of eastern Illinois from the confluence of the 
White River and the Wabash River, to the confluence of the Wabash with the Ohio River.  I had 
two main study areas, one located in Lawrence County, and the other was located in White and 
Gallatin Counties (Figure 1).   The Wabash River has its mouth near Old Shawneetown, Illinois, 
where it flows into the Ohio River.  The Wabash River flows uninterrupted for 661 km from the 
dam near Huntington, Indiana, to its terminus at the Ohio River.  The average discharge of the 
Wabash River is 1001 m3/second, and the river has an estimated basin area of 86,000 km2 of 
which 22,200 are in eastern Illinois (Phillippe and Ebinger, 1973). 
Following settlement during the 1800s, most of the upland areas were cleared and drained to 
facilitate agriculture.  Today, in Illinois, agriculture still predominates along the Wabash River, 
with up to 66% of the watershed being used for farming, while 15% is wetland or wooded, and 
13% comprises urban land uses (Karns et al., 2006).  Modifications such as the construction of 
reservoirs, channelization, and dredging, have altered the flow patterns of the river (Jackson, 
2007).  The frequency, height, and duration of floods have increased over the past 200 years due 
to increased run-off rates resulting from forest clearing, destruction of wetlands, artificial 
draining of agricultural land, and extensive paving of surfaces within the watershed (Jackson, 
2007). 
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Study Design and Data Collection 
Experimental Design.—Each year, a series of plots were established in wetlands around the 
two study sites (Table 1).  Each of these plots represented a ‘local habitat’.  In 2011 plots were 1 
ha in size, and were grouped in ‘blocks’ of three plots.  Due to significant flooding in the White 
and Gallatin Counties in 2011, blocks (n = 7) were only established in Lawrence County.  In 
2012 and 2013 plots were 0.42 ha (1 acre) in size, and the plots were set-up in a paired block 
design in both Lawrence (2012, n = 8 blocks; 2013, n = 7) and White and Gallatin Counties 
(2012, n = 8; 2013, n = 6).  To ensure independence between treatment and control plots I 
maintained a minimum distance of 15 meters (mean = 51.70; SE = 9.40) between plots within a 
block.  The distance between blocks was dependent on the size and availability of wetlands 
(mean = 5.46 km; SE = 1.44).  Blocks of plots were established in each of open water, emergent, 
and bottomland hardwood habitats (Table 1).  Habitats were classified using the Cowardin 
Classification System (Cowardin et al., 1979).  Open water were habitats devoid of emergent 
vegetation but may have contained submergent rooted herbaceous hydrophytes.  Emergent 
wetlands were defined as habitats characterized by erect, rooted herbaceous hydrophytes.  These 
habitats were usually dominated by wetland obligate perennials.  Bottomland hardwood forests 
were characterized by woody vegetation > 6 m tall, with seasonal flooding to a depth of ≤ 1 m.  
To reduce confounding effects of water depth between habitat types, I mowed open water plots 
within emergent habitats and ensured that plots within natural open water habitats were located 
in areas of comparable depth to emergent and hardwood habitats. 
To reduce confounding between vegetation characteristics and food availability, I 
manipulated food availability within the plots.  In 2011, 2 of the 3 plots in each block received a 
treatment of 400 kg/ha of corn.  After analyses of core samples in 2011, I determined plots had a 
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mean range of natural seed availability from 121.74 to 1828.68 kg/ha.  Since I wished to 
experimentally increase levels of food availability (assuming primary production in strongly 
correlated to food availability) above what could occur naturally, in 2012 and 2013 one plot in 
each block received a treatment of 2000 kg/ha of corn.  The remaining plot in each block served 
as a control.  Corn was spread evenly throughout the treatment plots using a seed spreader 
mounted to the back of a boat, or was spread by hand.  Use of corn as a food source during 
spring migration was validated by Hitchcock (2008) who found each focal species were selecting 
plant seeds, foods high in carbohydrates, relative to their availability at this stage of the 
migration, with all species utilizing waste corn in their diet.  Additionally, each spring I collected 
a sample of focal species from treatment plots and analyzed their esophageal contents.  Each 
focal species utilized corn in treatment plots.    
Local and Regional scales.—Each of the plots described above were used to represent a local 
habitat.  The regional scale used in this study incorporated the combined area of each of the local 
habitats.  Calculations of the regional estimates were made from the pooled data from individual 
local habitats.      
Estimating Species Diversity.—To estimate local diversity, 6 observers monitored one block 
each for a period of 3 weeks (i.e. 12 plots were monitored during each 3 week period).  Plots 
were observed twice each day during the three week period, which allowed me to ensure plots 
treated with corn retained higher resource abundance compared to control plots.  At the end of 
the three week observation period I established new plots within another wetland.  Staggering of 
plot set-up allowed me to experimentally manipulate resource abundance throughout spring.  
Within plots I counted the number of each species of duck during two daily observation periods.  
Observations were made from tree-stands, ground blinds, or tripod-stands using binoculars 
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(Zeiss 8x56 magnification) and spotting scopes (Leica Optics 10-64 magnification).  
Observations commenced each day 30 minutes prior to sunrise and extended 2.5 hours after 
sunrise, and resumed 2.5 hours before sunset and extended 30 minutes after sunset.  During 
observation periods, counts were conducted on each plot every 15 minutes by scan sampling.  
Counts from scan samples during each of the daily observation periods were averaged using the 
‘Aggregate Data’ function in SPSS (Version 22, IBM Corporation, Armonk, New York) to give 
an estimate of daily duck abundance within a plot.  Data were aggregated such that each 
resulting case represented the mean estimate of daily duck abundance for each species in each 
plot.  Days when a particular species was not observed were recorded as 0, and all 0’s were 
included in analyses.  Daily regional duck abundance was calculated as the cumulative daily 
duck abundance across all of the local habitat patches.    
Local Species Diversity.—Counts from daily morning and afternoon scan samples during 
each observation period were averaged using the ‘Aggregate Data’ function in SPSS (Version 
22, IBM Corporation, Armonk, New York) to give an estimate of the daily duck abundance 
within a plot.  Data were aggregated such that each resulting case represented the mean estimate 
of daily duck abundance for each species in each plot.  Days when a particular species was not 
observed were recorded as 0, and all 0’s were included in analyses. 
Daily local species diversity on each plot was calculated using Shannon’s Diversity Index 
(Shannon, 1948): 
ܪ ൌ	െ෍݌௜. ln	ሺ݌௜ሻ
ோ
௜ୀଵ
 
where R was the number of species recorded per plot per day, pi  was the proportion of 
species i within the plot of interest.  The daily proportional abundance of each species on each 
plot was calculated by dividing the mean daily abundance of species x by the mean abundance of 
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all species within the plot on a given day week.  Shannon’s Diversity Index takes into account 
both species richness and abundance and therefore I felt provided an additional quantitative 
metric of the community than did abundance. 
  Estimating Natural Seed and Invertebrate Abundance.—I accounted for natural food 
abundance and estimated food depletion within plots by taking 5 core samples from random 
locations on the first and last day of the 3 week period.  Random locations were generated using 
ArcGIS (Version 10, ESRI, Redlands, California).  Core samples were taken using a 10 cm 
diameter sampler pushed 10 cm into the sediment.  Core samples were stored in a 10% solution 
of formalin.  The formalin was stained using Rose Bengal at approximately 1 gram of stain to 10 
liters of formalin.  Addition of stain helped identify invertebrates.  Upon return to Southern 
Illinois University Carbondale, core samples were rinsed through three sieves (sieve sizes 5/8 [16 
mm], 18 [1 mm], and 35 [500 µm]) to partition material by size and remove excess mud.  All 
seeds and invertebrates were picked from samples using a 20x Fisher Scientific microscope.  
Seeds and invertebrates were dried in a Fisher Scientific Isotemp Incubator for 48 hours at 60 ̊C 
to constant mass.  Dried samples were weighed to ±0.0001 grams using a Mettler AC100 scale; 
total seed and invertebrate biomass were estimated for each plot.  Estimates from samples taken 
at the beginning and end of observation periods were averaged to give an estimate of seed and 
invertebrate abundance for each plot for the three week period.  Sample sizes varied considerable 
between habitats and between years.  This was due to the availability of habitats in each year.  
On occasion, core samples to be taken at the end of a 3 week period may have been precluded 
due to excessive flooding (i.e. plots were too deep or inaccessible) or complete drying of the 
plot.        
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Habitat Heterogeneity.—I used ArcGIS software (Version 10, ESRI, Redlands, California) to 
created 10 random points within each plot at which to measure habitat variables (Table 2).  
Habitat variables were measured at each of the random points at the beginning of each 3 week 
observation period.  Additionally, each habitat variable was measured daily from focal duck 
locations within each of the plots.  Focal duck locations were recorded as the final location of an 
individual duck within a plot at the end of a 5 minute focal sample (focal samples were 
conducted as part of a companion study, see Behney, 2014).  I attempted to select habitat 
variables that could be important at both the local and regional scale, and thus would facilitate 
comparison between local and regional means. 
Habitat heterogeneity was estimated based on the following variables: Water depth is used to 
partition resources among species of breeding ducks (Nudds, 1983a; Nudds, 1983b; Nudds et al., 
2000).  Water depth was recorded using a 120 cm long pole demarcated in 1 cm increments.  The 
pole was placed vertically into the water column, and the depth recorded to the nearest 1 cm.  All 
plots used in this study were flooded to a maximum depth < 120 cm.  Water clarity can 
influence the ability of ducks to visually locate foods, and the dependence on water clarity to 
locate resources is expected to vary amongst species (Martin et al., 2007).  Water clarity was 
recoded using a Secchi Disk (Secchi, 1864) slowly lowered into the water.  The depth at which 
the disk was no longer visible was recorded to the nearest 1 cm.  Since water depth and predation 
risk are likely to be correlated with the distance to the edge of the wetland (Albrecht et al., 
2006; Nummi et al., 2012), I expected differential use of niches along a gradient of distance from 
the perimeter to the center of the wetland.  The distance to the edge of the wetland was measured 
to the nearest 1 m using a Bushnell Sport 450 Rangefinder (Bushnell, Overland Park, Kansas).  
The density of vegetation cover influences species specific perceived predation risk (Behney, 
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2014).  I visually estimated the basal cover of vegetation cover within a 20 m radius of each 
point using a 6-point categorical scale with the following categories: 0%, 1 – 25%, 26 – 50%, 51 
– 75%, 76 – 99%, and 100% cover.  The height of vegetation may also influence the level of 
concealment of ducks from predators reducing perceived predation risk, as such I wished to 
determine how different height classes of vegetation within plots could influence diversity.  To 
do this, vegetation within plots was classified as being < 1m tall, 1- 3 m tall, or >3 m tall.  At 
each sampling point I then recorded the distance to each respective height classes of 
vegetation to the nearest 1 m using a Bushnell Sport 450 Rangefinder.  Lastly, since vigilance 
while feeding is influenced by both the density and height of vegetation within plots, I estimated 
the level of visual obstruction from each sampling point.  Visual obstruction was determined 
using a Robel pole placed in each of the 4 cardinal directions around the sampling point.  The 
Robel pole was placed 20 m from sampling point, and the number of completely visible 
decimeter bands was recorded i.e. if only half of a band was visible, it was recorded as 
obstructed. Within each plot, I calculated the mean value for each habitat variable for the 3 week 
observation period.  To do this I again used the ‘Aggregate Data’ function in SPSS.  Data were 
aggregated such that each resulting case represented the mean estimate of each habitat variable in 
each plot for the 3 week observation period. 
Data Analyses 
Model Structure.—To determine which of the 3 hypotheses were most consistent with my data 
I used generalized linear mixed models under the ‘Mixed Models’ function in SPSS.  I compared 
4 models, 1 for each hypothesis and a null model with no fixed or random effects.  In all models 
duck diversity was the dependent variable.  Because count data typically contain a large number 
of 0’s and have a skewed right distribution, they are commonly over-dispersed.  Data are over-
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dispersed when the variance of the response variable is greater than its mean.  I added a constant 
value of 1 to all values and log-transformed duck diversity to approximate a Gaussian (normal) 
distribution.  To ensure that the log-transformation was appropriate for addressing over-
dispersion in the data I used the ‘Explore’ function in SPSS to estimate skewness and kurtosis of 
the data.  If these dispersion parameter values were significantly below 1 this indicated under-
dispersed data, while values above 1 indicated over-dispersed data.  Values close to 1 indicate 
little to no over- or –under-dispersion in the data.  I used an identity-link function in all models.  
When reporting results I exponentiated model β-estimates to back-transform the data to the 
original scale. 
To assess the primary productivity hypothesis I included corn application (treated or control), 
total natural food abundance (seed + invertebrate), and the interaction between corn application 
and total natural food abundance as fixed effects in the model.  By including these fixed factors I 
was able to evaluate if species diversity increased due to corn application, natural food 
abundance, or total food abundance.  Year and habitat type were entered as random effects.  To 
control for the similarity of paired plots within a block, and to account for spatial correlation of 
plots within blocks, plot was nested within block and also entered as a random effect in all 
models.  To ensure that there was no significant spatial autocorrelation between blocks, I plotted 
the residuals against predicted values to ensure there was a random distribution of points within 
the scatter plot.   
To assess the local-regional habitat similarity hypothesis I needed to derive an index of 
habitat similarity between local plots and the regional average.  Firstly, to reduce the number of 
variables used in the analyses, and to simplify interpretation of results, I examined the level of 
correlation between the habitat variables using a correlation matrix.  If a pair of variables had a 
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Pearson correlation coefficient of r > 0.5 I retained only the variable I felt had the greatest 
biological meaning (Leathwick et al., 2005; Hoffman et al., 2010).  The remaining habitat 
variables were then standardized by subtracting the mean from each case and dividing by the 
standard deviation (Bring, 1994).  Standardizing the variables helped to reduce model 
complexity and helped to improve model convergence (Royle and Dorazio, 2008; Jorgensen et 
al., 2014).   
Using the standardized habitat variables, I then calculated the Mahalanobis distance 
(Mahalanobis, 1936) for each case.  Mahalanobis distance measures how similar some set of 
conditions is to an ideal set of conditions (Schinka et al., 2003).  Each data point will have a 
“distance” from some multi-dimensional central point, or centroid.  In this case, each data point 
will represent the level of similarity between the combination of habitat variables of a given plot 
and the regional mean of those habitat variables.  Low Mahalanobis distances indicate greater 
similarity between the plot and the regional average, while increasing distances indicate greater 
dissimilarity between the plot and the regional average.  Mahalanobis distance can be calculated 
in SPSS as a by-product of linear regression and discriminant analyses.  To do this I included the 
standardized habitat variables as independent variables in a linear regression model.  Since the 
dependent variable for the regression does not affect the calculation of Mahalanobis distance, I 
entered a dummy variable as the dependent variable (De Maesschalck et al., 2000).  Under the 
‘Linear Regression tab, I opted to save the Mahalanobis distance before running the regression 
model.  The calculated Mahalanobis distance values thus gave a metric of the level of habitat 
similarity between each plot and the regional average.    
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The Mahalanobis distance metric was then entered as a fixed effect into a linear mixed model.  
Similar to the primary productivity hypothesis; year, habitat type, and plot nested within block 
were entered as random effects.  
Lastly, to evaluate the local habitat heterogeneity hypothesis I used the cumulative standard 
deviation of each of the habitat variables as a measure of heterogeneity within a plot (Bland and 
Altman, 1996).  For each plot I first calculated the standard deviation of each habitat variable.  I 
then summed the standard deviations of each habitat variable within each plot.  This value thus 
represented the cumulative variance of the habitat variables within each plot.  Larger values 
represent increased cumulative variance, and therefore heterogeneity, in the habitat variables of 
that plot.  This heterogeneity index was subsequently entered as a fixed effect into a linear 
regression model.  Year, habitat type, and plot nested within block were again entered as random 
effects.      
I used restricted maximum likelihood estimates (REML) in all models.  In contrast to 
maximum likelihood estimation, REML provides better fit for mixed models and produces 
unbiased estimates of variance and covariance parameters (Laird and Ware, 1982; McLean et al., 
1991; Fitzmaurice et al., 2004).  In all models the covariance structure was set as autoregressive 
1 (AR1), which specifies homogenous variances and correlations that decline exponentially with 
temporal distance.  The AR1 covariance structure assumes constant variability in each duck 
abundance measurement, and accounted for measurements which are temporally closer to each 
other being more correlated than replicates father apart.  I assessed the assumption of constant 
variance by plotting model predicted values against residuals and looking for a random 
distribution of points within the scatter plot. 
104 
 
 
Model Selection.—I used a model selection approach to investigate which of the three 
hypotheses best explained duck diversity on plots (Burnham and Anderson, 2002).  Akaike’s 
information criterion corrected for small sample size (AICc) was used to evaluate model support 
from the data.  The model with the lowest AICc value was considered to be the best 
approximating model, and models with ΔAICc ≤ 2 were considered to be competitive and 
equally supported.  Akaike model weights were calculated for each model to represent the 
relative likelihood of each model from the candidate set of models (Burnham and Anderson, 
2002).  If more than one model was equally supported, I used model averaging on coefficients 
from each competitive model.  A model containing no fixed or random effects served as a null 
model against which all subsequent models were compared.  I did not include 3-way interactions 
in my models, and only included a 2-way interaction in the primary productivity hypothesis 
because I wanted to focus on models giving easily interpretable explanations of duck diversity on 
plots. 
Generalized Model Validation.—I performed a generalized cross-validation to determine if 
my models reasonably fit the data (Pineiro et al., 2008; Hoffman et al., 2010).  To do this I 
calculated the calibration slope of each model.  Calibration represented the agreement between 
observed and predicted values of the dependent variable.  The calibration slope evaluates the 
departure of the curve from a line with slope = 1.  Models with good calibration have slope =1, 
whereas slopes of x < 1 < x represent over- or underestimation of the predicted values (Pearce 
and Ferrier, 2000; Hoffman et al., 2010).  Using the ‘Curve Estimation’ function in SPSS, I 
regressed the observed values against the model predicted values and fit 95% confidence 
intervals (CI’s) to the curve.  In these models observed values were placed in the y-axis and 
predicted values in the x-axis (Pineiro et al., 2008).  I then inserted a reference line with slope =1 
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and an intercept matching the intercept of the regression.  If the reference line fell within the CI’s 
of the regression line, this indicated the model fit the data sufficiently.  However, if the slope of 
the calibration line indicated over- or underestimation, I used a scatter plot to assess the 
distribution of the model residuals (Croarkin and Tobias, 2013).  Model residuals (y-axis) were 
plotted against model predicted values (x-axis) using the ‘Chart Builder’ option under the 
‘Graphs’ tab in SPSS.  Residuals from a fitted model are the difference between the observed 
response variable and the model predicted response.  If the model fit the data correctly, the 
residuals should approximate the random errors that make the relationship between the 
explanatory variable and the response variable a statistical relationship (Croarkin and Tobias, 
2013).  Consequently, if the spread of the residuals within a scatter plot are random, this suggests 
that the model fits the data well.  Conversely, a non-random distribution of the residuals would 
indicate the model fit the data poorly. 
Estimating Variance Explained by Duck Abundance Models.—In each model the amount of 
variance in duck diversity explained by the model was estimated by calculating marginal R2 
values for fixed effects (Edwards et al., 2008; Nakagawa and Schielzeth, 2013).  I acknowledge 
that R2 values from mixed models can be derived in a number of ways, and hence lead to some 
questionability of their appropriateness (Kramer, 2005; Edwards et al., 2008).  The R2 values 
presented in this chapter measure multivariate association between the repeated measures and the 
model fixed effects.  The R2 value results from a 1:1 function of an appropriate F-statistic for 
testing fixed effects in a full model (Edwards et al., 2008).  While maintaining the same 
covariance structure (AR1), the marginal R2 statistic compares the full model with a null model 
with all fixed effects removed (Edwards et al., 2008; Nakagawa and Schielzeth, 2013).  To 
estimate the amount of variance explained in the dependent variable by the fixed effects, I 
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determined statistical significance of raw correlations but report disattenuated correlations 
(Muchinsky 1996; Schauber et al. 2009).  Disattenuated correlations adjust for the reduction in 
correlation coefficient magnitude due to sampling variability (Schauber et al. 2009).  
Disattenuated correlations remove the irreducible variance from the R2 allowing interpretation of 
the fraction of explainable variance in the model.  Observed correlations were disattenuated by: 
ܴ௫௬ ൌ 	 ݎ௫௬ඥݎ௫௫
 
where rxy is the observed correlation between vectors x and y, and rxx is the reliability of 
vector x.  I used a bootstrap method (using PopTools add-in Microsoft Excel) to estimate the 
reliability for each species.  To do so, I assumed the observed diversity of observations on plots 
was the true estimate of diversity and variance.  I then generated a random sample (n = 1000) 
from the original data and calculated the variance of this random sample.  The variance of the 
random sample (irreducible variance) was then subtracted from the total variance of the original 
model (i.e. calculated from fixed effects) to give the estimate of reliability (i.e. the fraction of 
explainable variance).     
RESULTS 
Duck Diversity.—Across all plots duck abundance was estimated from 17,654 scan samples 
made over 2,693 daily observation periods.  Of the total number of daily observations, I recorded 
1682 days of use by ducks.  A total of 8,755 ducks were recorded over the study period, and the 
mean daily duck abundance on plots was 3.25 ducks (standard error [SE] = 0.157) per plot per 
day.   
There were 19 species of duck recorded using plots across the study period.  Mean Shannon 
Diversity on plots was 0.945 (SE = 0.015) per year.  The diversity of ducks using the plots varied 
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significantly between years (F2, 2692 = 3.780, p = 0.023), with diversity being lowest in 2012 
(mean [x̄] = 0.893, SE = 0.023) and highest in 2011 (x̄ = 0.983, SE = 0.033) and 2013 (x̄ = 
0.974, SE = 0.024). 
Model Selection.—The primary productivity hypothesis gained the most support of the three 
hypotheses tested and performed better than the null model (Table 3).  This model attained 100% 
of the model weight.  Within the primary productivity model, duck diversity was higher in plots 
treated with corn compared to control plots (Table 4).  Increasing natural food abundance only 
marginally increased duck diversity on plots.  Diversity was minimally influenced by increasing 
natural food abundance in plots treated with corn.  The local habitat heterogeneity hypothesis 
was the second best performing model, but this model was not competitive with the primary 
productivity model.  Under this model, increasing the within plot heterogeneity of the habitat 
structure resulted in an increase in duck diversity (Table 5).  Of the 3 hypotheses tested, the 
local-regional habitat similarity hypothesis gained the least support.  However, this model 
indicated that as local plots became increasingly dissimilar from the regional mean, local 
diversity of ducks increased (Table 6).   
Model validation.—Generalized model validation indicated that all of the models adequately 
fit the data with the reference lines fitting within the CI’s of the regression slope (Figures 2 - 4).  
However, the reference lines diverged from the reference lines as duck diversity estimates 
increased, indicating that the models may have slightly over-estimated diversity at larger values.  
Model residuals were randomly distributed within the scatter plots giving further evidence that 
model fit was adequate.    
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DISCUSSION 
Habitat management at local scales may result in community assemblages that are 
representative of regional scales if they are not constrained by factors like competition (Caswell, 
1976; Sale, 1977; Caswell and Cohen, 1993), events of colonization and extinction (Hubbell and 
Foster, 1986), and predation (Jansen, 1970; Armstrong, 1989).  However, local community 
assemblages can be constrained below regional diversity if species must compete for limited 
niches (MacArthur and Levins, 1964; Armstrong and McGehee, 1980; Caswell and Cohen, 
1993), if species are unable to disperse between local habitats (Cornell, 1993), or if species are 
disturbed from those local habitats by competition or predation (Huston, 1979).   To further 
understand the formation of local communities from region species pools Belmaker and Jetz 
(2012) proposed 4 hypotheses, 3 of which relate to structural attributes of habitat.  Under the 3 
habitat related hypotheses, it is suggested that; 1) local species diversity will be mediated by 
resource availability at local scales, 2) local communities will be representative of regional pools 
if the structure of local habitats is similar to those of the region and, 3) greater local habitat 
heterogeneity will promote increased local species diversity as the quantity of species-specific 
niches increase.    
In this chapter, increasing food abundance within plots had the greatest potential to increase 
the diversity of duck species using those plots.  This result is consistent with the primary 
productivity hypothesis proposed by Belmaker and Jetz (2012).  Under the primary productivity 
hypothesis local species diversity can approach regional diversity if food resources do not limit 
the number of species occupying local habitats.  I found that every additional kilogram of corn 
added to treatment plots the diversity of ducks increased by 29% over what was predicted in 
control plots (1 – e-0.344).  Species diversity of ducks thus did not appear to be constrained by the 
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availability of food at local scales, and provided that sufficient food be available, local species 
diversity should approach regional diversity.  My results from local scales are also consistent 
with the findings of Dalby et al. (2014), who found that species richness (i.e. the number of 
species) was highly correlated to aboveground productivity of vegetation.  In their study, species 
richness across latitudes increased and decreased in response to primary productivity.  Species 
richness increased in breeding areas as productivity increased during spring.  With the onset of 
the non-breeding period, primary productivity declined and species richness also declined as 
waterfowl migrated to non-breeding areas containing higher food abundance.  With respect to 
spring migration, duck diversity appears to follow increasing food availability along a south-
north gradient as spring progresses.  Similarly, my results are consistent with Elmberg et al. 
(1993) and Eichholz and Elmberg (2014) at larger spatial scales.  Elmberg et al. (1993) found 
increasing the abundance of food resources increased abundance and diversity of North 
European duck guilds.  In their review of nest site selection by waterfowl, Eichholz and Elmberg 
(2014) argue species richness of waterfowl is strongly correlated to resource availability at 
multiple spatial scales.  Furthermore, recent studies conducted over large spatial and temporal 
scales suggest resource availability is the best predictor of species richness for a variety of taxa 
(Hawkins et al., 2003; Hulbert and Haskell, 2003; Evans et al., 2005).  My results add to the 
weight of evidence consistent with the notion that, across multiple spatial and temporal scales, 
species diversity (and richness) is best predicted by resource availability.  I suggest that if the 
goal of management is to increase the diversity of ducks using plots during spring migration, 
desired results may indeed be obtained by increasing the abundance of food available. 
Although the increase in duck diversity with increasing food abundance was consistent with 
my hypothesis, the slope of the regression for the treatment effect was weak, suggesting that 
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local duck diversity was being constrained by an additional mechanism/s.  I found that although 
the habitat heterogeneity model and local and regional habitat similarity models did not perform 
as well as the food availability model, both performed considerably better than the null 
indicating habitat heterogeneity was influential in predicting species diversity.  As heterogeneity 
of the physical structure of individual plots increased, so did the capacity to support increased 
duck diversity.  This finding is consistent with the assertion of species sorting, in which local 
habitat structure determines the diversity of species which are able to occur within a patch 
(Rotenberry, 1985; Leibold et al., 2004).  Local habitats with high intrinsic heterogeneity are 
potentially able to support greater species diversity (Cottenie, 2005).  Since increased resource 
variety provides a greater suite of available niches, it is unlikely that a single species will be able 
to colonize and dominate all niches within a given locale (Hurlbert and Haskell, 2003; Tilman, 
2004).  Assuming heterogeneity of local habitat is equivalent to that of the regional habitat, duck 
species diversity within highly heterogeneous habitats would be representative of the regional 
species community since diversity will not be constrained by limited niche space (Cornell, 1985; 
Cornell and Lawton, 1992; Caley and Schluter, 1997).  However, as with food availability, I 
found only a weak relationship between my estimate of habitat heterogeneity and species 
diversity.  The limited ability of local habitat heterogeneity to produce an increase in local 
species diversity implies that, variation of heterogeneity in local habitats was inadequate to 
produce a response, local species diversity is constrained by some other mechanism, or the 
characteristics I used did a poor job of describing the environmental characteristics ducks use to 
partition the habitat.  A similar study (e.g. Gering and Crist, 2002) found competition for 
available niches within relatively homogeneous patches limited local species diversity to 60% of 
the regional diversity.  If local habitat patches are homogenous in structure, the diversity of 
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species within those patches is unlikely to be representative of the regional pool since 
competitive dominance will allow a few species to control all available resources.   
Just as the diversity of species at local scales may be constrained by local habitat structure, so 
too will regional species diversity be constrained by the heterogeneity of habitat at the landscape 
level (Belmaker and Jetz, 2012).  It then follows, if local species diversity is constrained by local 
habitat structure, as local habitat structure approaches the regional average, so will local species 
diversity be representative of the regional species pool (Belmaker and Jetz, 2012).    Regional 
community formation will then depend on local environmental conditions which influence all 
communities in similar ways (Huston, 1999; Belmaker and Jetz, 2012).  In this study, although 
the local-regional habitat similarity hypothesis was considerably better than the null, it gained the 
least support of the 3 hypotheses tested.  Similar to the heterogeneity hypothesis, this result is 
consistent with the concept that local community formation is determined through processes of 
species sorting which are driven by local environmental factors (see for example Gilmer et al., 
1975; Merendino and Ankney, 1994; Anderson and Ballard, 2006).  Evidence of species sorting 
will be seen if local species diversity is determined independent of local environmental gradients 
i.e. local diversity should not change as local environments change, local diversity is rather 
dependent on the similarity of the local habitat to the region.  Results from the local-regional 
habitat similarity model were inconsistent with the concept of species sorting since as local 
habitats became increasingly dissimilar from the region mean (i.e. increasing Mahalanobis 
distance), duck diversity on local plots increased.  The improvement of this model over the null 
model is likely due to the relationship between duck diversity and habitat heterogeneity, but the 
results was inconsistent with the local-regional similarity hypothesis.  However, as with the local 
heterogeneity hypothesis, the relationship between local-regional habitat similarity and local 
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duck diversity was weak.  As local habitat structure became increasingly dissimilar from the 
regional average, duck diversity increased by 0.2% (e0.002).     
In summary, the primary productivity model (represented by food availability in this study) 
attained the greatest support for describing species diversity of spring migratory ducks in my 
study.  The relationship between food availability and species diversity, however, was weak, 
indicating either ducks were unable to respond to the scale of the patch manipulation, ducks are 
limited in their ability to identify various levels of food density, or an additional mechanism such 
as habitat heterogeneity was also influential.  Alternatively, I found no support for the hypothesis 
that similarity between local and regional habitat conditions influence species diversity. 
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Table 1.  Annual number of plots established in three habitat types in Lawrence, White, and 
Gallatin Counties along the Wabash River, Illinois, 2011-2013, during February, March, and 
April. 
 
    Lawrence County  White and Gallatin Counties    
Year Habitat Type 0 400 2000  0 400 2000  Total 
2011 
Emergent 5 7           12 
Open water 2 4           6 
Hardwood 1 3           4 
2012 
Emergent 3   3  3   3  12 
Open water 3   3  2   2  10 
Hardwood 2   2  3   3  10 
2013 
Emergent 2   2  3   3  10 
Open water 3   3  1   1  8 
Hardwood 2   2  2   2  8 
Total 23 14 15  14 0 14  80 
 
 
 
 
 
 
 
 
 
 
114 
 
 
Table 2.  Habitat variables collected from 10 random points and focal duck locations within sampling plots along the Wabash River, 
Illinois, during spring migration in 2011, 2012, and 2013.  Habitat variable were used to assess how environmental factors influence 
the formation of local duck communities from regional species pools.   All variables were standardized prior to analyses by 
subtracting the mean from each case and dividing by the standard deviation (Bring, 1994). 
Variable Description Units Method of collection 
Emergent Emergent, moist soil vegetation protruding from the surface Present/absent Cowardin Classification 
Open Water Open water devoid of vegetation Present/absent Cowardin Classification 
Bottomland Hardwood Forest Seasonally flooded bottomlands dominated by hardwoods Present/absent Cowardin Classification 
Water Clarity Depth of light penetration beneath water surface Centimeters Secchi Disk 
Water Depth Water depth at observation point Centimeters Secchi Disk 
Distance from Edge of Wetland Distance to nearest point of dry land Meters Range Finder 
Distance to Vegetation < 1 m Tall Distance to vegetation less than 1 m tall Meters Range Finder 
Distance to Vegetation 1-3 m Tall Distance to vegetation between 1 and 3 m tall Meters Range Finder 
Distance to Vegetation > 3 m Tall Distance to vegetation greater than 3 m tall Meters Range Finder 
Visual Obstruction Level of visual obstruction measured 10 m from observer Percent Robel Pole 
Basal Cover of Vegetation Estimated basal cover of vegetation in 1 acre Percent Visual estimation 
Invertebrate Abundance Total abundance of invertebrates estimated in the plot Kg/Ha Core samples 
Seed Abundance Total abundance of seeds estimated in the plots Kg/Ha Core samples 
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Table 3.  Results from model selection for assessing which of three hypotheses best described 
local duck community formation from regional pools during spring migration along the 
Wabash River, Illinois, 2011-2013.  I present Akaike’s Information Criterion (AICc) adjusted 
for small sample size (Burnham and Anderson, 2002).  Model ΔAIC represent differences in 
AIC score -between the ith model and the top-ranked model.  Model weights (wi) represent the 
probability of best fit amongst candidate models within each species.  The number of 
parameters (k) represents the number of fixed effects in the model (including the intercept).  
Model r2 values were calculated by estimating residual variance of fixed effects and by 
calculating disattenuated correlations (Muchinsky, 1996; Schauber et al., 2009). 
 
Hypothesis AICc ΔAICc k wi R2 
Primary productivity 5083.46 0 6 1 0.427 
Local Habitat Heterogeneity 5650.98 567.52 2 0 0.376 
Local-Regional Habitat Similarity 5657.47 574.01 2 0 0.359 
Null 6306.08 1222.62 1 0 0 
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Table 4.  Parameter estimates (β) and conditional standard errors (SE) of the primary 
productivity hypothesis, the most parsimonious a priori linear mixed model predicting local 
duck diversity within plots during spring migration along the Wabash River, Illinois, 2011-2013.   
 
Model Term β SE 
Intercept 0.983 0.478 
Corn Application (control) -0.344 0.131 
Corn Application (treatment) 0   
Natural Food <0.001 <0.001 
Natural food * Treatment <0.001 <0.001 
Natural food * Control 0   
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Table 5.  Parameter estimates (β) and conditional standard errors (SE) of the local habitat 
heterogeneity hypothesis predicting local duck diversity within plots during spring migration 
along the Wabash River, Illinois, 2011-2013.  Summed standard deviation represents the 
cumulative standard deviation of all habitat variables measured in plots.  Higher values of the 
summed standard deviation indicate greater heterogeneity of habitat factors within the plot.   
 
Model Term β SE 
Intercept 1.168 0.838 
Summed Std. Dev. 0.001 0.003 
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Table 6.  Parameter estimates (β) and conditional standard errors (SE) of the local-regional 
habitat similarity hypothesis predicting local duck diversity within plots during spring migration 
along the Wabash River, Illinois, 2011-2013.  Mahalanobis distance represents the level of 
habitat similarity between a given plot and the regional average.  Increasing Mahalanobis 
distances indicate greater dissimilarity between a local plots and the regional average.   
 
Model Term β SE 
Intercept 1.088 0.498 
Mahalanobis Distance 0.002 0.005 
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Figure 1.  Location of the study sites in Lawrence, White, and Gallatin Counties along the 
Wabash River, Illinois, used for investigating local duck community formation by spring 
migrating waterfowl during February, March and April in 2011, 2012, and 2013.  Insert shows 
an example of the location and spacing of 0.42 ha plots within wetlands. 
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Figure 2.  Results of generalized model cross-validation of models used to predict community 
duck diversity on wetland plots along the Wabash River, Illinois, 2011-2013, in February, 
March, and April.  Results presented represent the primary productivity hypothesis (the most 
parsimonious model).  The reference line (slope =1, hashed line) deviates from the 95% 
confidence intervals of the model calibration slope (solid line) indicting the model may slightly 
over-predict duck diversity at higher values.   
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Figure 3.  Results of generalized model cross-validation of models used to predict community 
duck diversity on wetland plots along the Wabash River, Illinois, 2011-2013, in February, 
March, and April.  Results presented represent the local habitat heterogeneity hypothesis.  The 
reference line (slope =1, hashed line) deviates from the 95% confidence intervals of the model 
calibration slope (solid line) indicting the model may slightly over-predict duck diversity at 
higher values. 
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Figure 4.  Results of generalized model cross-validation of models used to predict community 
duck diversity on wetland plots along the Wabash River, Illinois, 2011-2013, in February, 
March, and April.  Results presented represent the local-regional habitat similarity hypothesis.  
The reference line (slope =1, hashed line) deviates from the 95% confidence intervals of the 
model calibration slope (solid line) indicting the model may slightly over-predict duck diversity 
at higher values. 
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APPENDIX 1 
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Appendix 1:  Tests of generalized cross validation of linear mixed models for all duck species 
combined.  The solid line (and associated 95% confidence intervals) represents the regression 
slope of observed versus model predicted values.  The dashed line represents the calibration 
slope (i.e. slope =1) indicating perfect agreement between model predicted and observed 
values.  If the calibration slope lies within the 95% CI’s of the regression this indicates the 
model fit the data well.  A = all habitats, B = emergent habitats, C = open water habitats, and D 
= hardwood habitats. 
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Appendix 1 continued:  Tests of generalized cross- validation of linear mixed models for blue-
wing teal.  The solid line (and associated 95% confidence intervals) represents the regression 
slope of observed versus model predicted values.  The dashed line represents the calibration 
slope (i.e. slope =1) indicating perfect agreement between model predicted and observed 
values.  If the calibration slope lies within the 95% CI’s of the regression this indicates the 
model fit the data well.  A = all habitats, B = emergent habitats, C = open water habitats, and D 
= hardwood habitats. 
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Appendix 1 continued:  Tests of generalized cross- validation of linear mixed models for 
mallards.  The solid line (and associated 95% confidence intervals) represents the regression 
slope of observed versus model predicted values.  The dashed line represents the calibration 
slope (i.e. slope =1) indicating perfect agreement between model predicted and observed 
values.  If the calibration slope lies within the 95% CI’s of the regression this indicates the 
model fit the data well.  A = all habitats, B = emergent habitats, C = open water habitats, and D 
= hardwood habitats. 
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Appendix 1 continued:  Tests of generalized cross- validation of linear mixed models for wood 
ducks.  The solid line (and associated 95% confidence intervals) represents the regression slope 
of observed versus model predicted values.  The dashed line represents the calibration slope 
(i.e. slope =1) indicating perfect agreement between model predicted and observed values.  If 
the calibration slope lies within the 95% CI’s of the regression this indicates the model fit the 
data well.  A = all habitats, B = emergent habitats, C = open water habitats, and D = hardwood 
habitats. 
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Appendix 1 continued:  Tests of generalized cross- validation of linear mixed models for lesser 
scaup.  The solid line (and associated 95% confidence intervals) represents the regression slope 
of observed versus model predicted values.  The dashed line represents the calibration slope 
(i.e. slope =1) indicating perfect agreement between model predicted and observed values.  If 
the calibration slope lies within the 95% CI’s of the regression this indicates the model fit the 
data well.  A = all habitats, B = emergent habitats, and C = open water habitats. 
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Appendix 1 continued:  Tests of generalized cross- validation of linear mixed models for ring-
necked ducks.  The solid line (and associated 95% confidence intervals) represents the 
regression slope of observed versus model predicted values.  The dashed line represents the 
calibration slope (i.e. slope =1) indicating perfect agreement between model predicted and 
observed values.  If the calibration slope lies within the 95% CI’s of the regression this indicates 
the model fit the data well.  A = all habitats, B = emergent habitats, and C = open water habitats. 
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APPENDIX 2 
Appendix 2a.  Assessment of colinearity in habitat variables under the foraging efficiency hypothesis used to predict duck abundance 
on wetland plots along the Wabash River, Illinois, 2011-2013, in February, March, and April.  In the case of correlations with r > 0.5 
and p < 0.05.  The variable assumed to have the least biological significance was dropped from the model.  Water depth was removed 
from the foraging efficiency hypothesis due to significant correlation with water clarity and distance to the edge of the wetland. 
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Appendix 2b.  Assessment of colinearity in habitat variables under the predator avoidance hypothesis used to predict duck abundance 
on wetland plots along the Wabash River, Illinois, 2011-2013, in February, March, and April.  In the case of correlations with r > 0.5 
and p < 0.05.  The variable assumed to have the least biological significance was dropped from the model.  Basal cover was removed 
from the predator avoidance hypothesis due to significant correlation with visual obstruction. 
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Appendix 2c.  Assessment of colinearity in habitat variables under the weather hypothesis used to predict duck abundance on wetland 
plots along the Wabash River, Illinois, 2011-2013, in February, March, and April.  In the case of correlations with r > 0.5 and p < 
0.05.  The variable assumed to have the least biological significance was dropped from the model.  Photoperiod was removed from the 
weather hypothesis due to significant correlation with mean temperature. 
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Appendix 2d.  Results of ANOVA comparing mean values of habitat variables between emergent, open water, and hardwood habitat 
types.  Habitat variables were used to predict duck abundance on wetland plots along the Wabash River, Illinois, 2011-2013, in 
February, March, and April.  Habitat variables were measured at random locations within plots. 
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Appendix 2e.  Results of generalized model cross-validation of models used to predict 
community duck abundance on wetland plots along the Wabash River, Illinois, 2011-2013, in 
February, March, and April.  Results presented represent the weather hypothesis (the most 
parsimonious model).  The reference line (slope =1, hashed line) lies within the 95% confidence 
intervals of the model calibration slope (solid line) indicting no significant deviation from 
observed and model predicted values.    
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Appendix 2f.  Results of generalized model cross-validation of models used to predict blue-wing 
teal abundance on wetland plots along the Wabash River, Illinois, 2011-2013, in February, 
March, and April.  Results presented represent the weather hypothesis (the most parsimonious 
model).  The reference line (slope =1, hashed line) lies within the 95% confidence intervals of 
the model calibration slope (solid line) indicting no significant deviation from observed and 
model predicted values.    
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Appendix 2g.  Results of generalized model cross-validation of models used to predict mallard 
abundance on wetland plots along the Wabash River, Illinois, 2011-2013, in February, March, 
and April.  Results presented represent the weather hypothesis (the most parsimonious model).  
The reference line (slope =1, hashed line) lies within the 95% confidence intervals of the model 
calibration slope (solid line) indicting no significant deviation from observed and model 
predicted values. 
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Appendix 2h.  Results of generalized model cross-validation of models used to predict wood 
duck abundance on wetland plots along the Wabash River, Illinois, 2011-2013, in February, 
March, and April.  Results presented represent the weather hypothesis (the most parsimonious 
model).  The reference line (slope =1, hashed line) lies within the 95% confidence intervals of 
the model calibration slope (solid line) indicting no significant deviation from observed and 
model predicted values. 
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Appendix 2i.  Results of generalized model cross-validation of models used to predict lesser 
scaup abundance on wetland plots along the Wabash River, Illinois, 2011-2013, in February, 
March, and April.  Results presented represent the predator avoidance hypothesis (the most 
parsimonious model).  The reference line (slope =1, hashed line) lies within the 95% confidence 
intervals of the model calibration slope (solid line) indicting no significant deviation from 
observed and model predicted values. 
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Appendix 2j.  Results of generalized model cross-validation of models used to predict ring-
necked duck abundance on wetland plots along the Wabash River, Illinois, 2011-2013, in 
February, March, and April.  Results presented represent the weather hypothesis (the most 
parsimonious model).  The reference line (slope =1, hashed line) lies within the 95% confidence 
intervals of the model calibration slope (solid line) indicting no significant deviation from 
observed and model predicted values. 
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