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To truly realize and exploit the unique properties of carbon nanomaterials, it is essential 
to understand, design, and fabricate efficient interfaces and develop techniques which 
would enable and probe the transfer of charge carriers, phonons, and photons in devices 
and stress transfer in structural materials.  The study presented in this dissertation 
investigated the different interfaces commonly encountered while fabricating carbon-
based devices, monitored the changes in the physical structure and chemical composition 
of different materials, probed the effect of processing conditions, and developed 
techniques for optimizing the interface properties which would help in improving the 
device performance. 
 
Two different interfaces were the focus of study: 1) the interface between disordered 
amorphous carbon and inorganic materials (metal nanostructures and silicon), and 2) the 
interface between partially ordered graphene (graphene oxide) and synthetic polymer 
matrix.  Specifically, the uniqueness of this study can be summarized through the 
following novel findings, fabrication processes, and characterization techniques: 
 A simple and efficient process for faster, greener, less-expensive, and highly localized 
transformation of amorphous carbon nanostructures into graphitic nanostructures 
using low temperature heat and light treatments was developed for the fabrication of 
low-resistance interfaces between carbon nanomaterials and inorganic metal surfaces. 
 A new protocol for high resolution mapping the charge distribution and electronic 
properties of nanoscale chemically heterogeneous domains on non-homogeneous 
surfaces such as graphene oxide was established. 
 High strength laminated mechanical nanocomposites based on high interfacial stress 
transfer between polymer matrices and large area, flat, and non-wrinkled graphene 
oxide sheets were suggested and demonstrated.  
xviii 
 
 Scanning Thermal Twist Microscopy – a thermal microscopy based technique was 
developed and demonstrated for characterizing the thermal properties of 
homogeneous and heterogeneous interfaces with nanoscale spatial resolution and high 
thermal sensitivity unachievable using traditional techniques. 
 
We suggest that the understanding of the interface between carbon nanomaterials and 
organic-inorganic surfaces combined with the fabrication and characterization processes 
discussed in this study can be important for the addressing some of the challenges facing 








Carbon is one of the most widely studied elements to date and can exist in different forms 
owing to its tendency to undergo three different types of hybridizations; sp1, sp2, and sp3.1  
A wide range of electronic properties ranging from insulating/semiconducting to metal-
like (graphite, nanotubes and graphene) can be tuned by adjusting the sp3/sp2 content and 
nanostructure morphologies of carbon materials.  In particular, carbon nanotubes and 
graphene consisting of an sp2 hybridized carbon structure has attracted enormous 
attention owing to their unique electronic properties supported by their excellent 
mechanical and thermal characteristics.2,3  On the other hand, diamond consisting of all 
sp3 bonded carbon atoms is known for its high mechanical strength and wear 
resistance.4,5,6 
 
Carbon materials have always intrigued the minds of researchers for several decades due 
to their unique structural and physical properties.  The last few decades have seen the 
discovery and emergence of zero-dimensional fullerenes, one-dimensional carbon 
nanotubes, and two-dimensional graphene.7  All these materials with thicknesses less 
than 1 nm have been demonstrated for their unique electronic, optical, thermal, 
mechanical, and chemical properties.  Thus, expectation for improving the performance 
of electronic devices, efficiency of photovoltaics, heat sinks, charge storage in batteries 
and supercapacitors, chemical sensors, structural composites, and in bioengineering as 
scaffolds for bone growth has increased over the years.8,9,10,11,12,13  Early work in all these 
areas have demonstrated the working principle and high performance output, however, 
the issues related with high-purity synthesis with low defects and structural uniformity, 
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large area assembly over the device substrates, and integration with the existing device 
fabrication protocol have limited the use of these materials for commercial applications.  
However, recent advances in large area device fabrication and efforts to address the 
issues related to integration continue to attract the research community towards these 
unique materials. 
 
1.1.1 Carbon interfaces in electronic devices 
Looking from a fundamental perspective, fabrication of carbon-based electronic devices 
obviously involves formation of several interfaces between carbon nanomaterial and 
different surfaces such as metals like copper or gold, semiconductor materials such as 
silicon, oxide surfaces such as silicon oxide and even synthetic polymers.  The efficient 
transfer of the charge carriers, phonons, and photons across the devices depends on the 
characteristics of these interfaces.  A low resistance contact interface is necessary to 
avoid current crowding, which could result in a localized heat generation leading to 
eventual device failure or can increase the power consumption, both of which are 










Figure.1.1 Typical current (I) - voltage (V) curves for Ohmic and Schottky contacts 
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Fabricating an electrical interface requires the knowledge about the work function of the 
metal and the adhesion of the metal to the underlying substrate.  Typically, the metal 
deposition process on the semiconductor surfaces results in the formation of two types of 
electrical contacts; Ohmic contact and a Schottky contact (Figure 1.1).14,15,16   
 
From an electrical viewpoint, Ohmic contact refers to the formation of an interface 
between a metal and semiconductor surface such that the applied voltage results in a 
linear change in the current.  On the contrary, Schottky or rectifying junctions are formed 
if the current-voltage characteristics are non-linear and asymmetric.  A Schottky contact 
can be thought to be a barrier which prevents the flow of charge carriers below certain 
energy to cross the junction.  The formation of these contacts depends on the difference 
in the work function of the metal and the electron affinity of the semiconductor material.  
A good match of the work function and electron affinity can offer a minimum barrier for 
the transfer and result in an efficient transfer of charge carriers across the interface.  A 
Schottky barrier is formed if the metal work function is greater than the work function of 
an n-type semiconductor or lower than the work function of a p-type semiconductor.  
Obtaining an Ohmic contact with low resistance is important to exploit the unique 
properties of carbon nanomaterials for electronic applications.   
 
 





Fabrication of the metal contacts is usually done by lithographically patterning the 
substrate at desired locations followed by metal deposition via sputtering, thermal 
evaporation, or chemical vapor deposition.17,18,19,20  Particularly, for carbon-based 
electronics, the metal contacts can be termed as “end-contact” or “side-contact” 
depending on the position of the carbon nanomaterial with respect to the metal surface, as 
shown in Figure 1.2.21,22,23   
 
Depending on the requirement of the lateral dimensions of the contact the lithography 
patterning can be done either by the conventional photolithography technique or electron 
beam lithography.  Electron beam lithography generates small features and better 
resolution than optical lithography, however, is limited by its slow speed.  Further, the 
deposition techniques used also have influence the formation of the contact.  Typically, 
sputtering results in rougher metal films than thermal evaporation or CVD deposition and 
can significantly affect the device performance.  All these techniques result in the 
formation of a conformal contact between the two materials and mostly results in a 









Figure 1.3 Application of a carbon interlayer for lowering the contact-resistance and 
fabricating a robust interface 
5 
 
The potential of carbon interlayer connection has been demonstrated in different areas, 
including the establishment of an improved carbon nanotube-metal electrical connection 
and a robust mechanical interface (Figure 1.3).24  Localized deposition of nanoscale 
amorphous carbon deposits can be achieved using Electron Beam Induced Deposition 
(EBID) technique.25,26  However, little attention has been dedicated towards the 
fundamental understanding of the carbon composition itself after EBID deposition.  As 
shown in Figure 1.2, carbon nanotubes (CNT) or graphene nanoribbons (GNRs) aligned 
between metal pads are known to show a high contact resistance (few GΩs) owing to the 
weak electronic coupling at the interface.  Fabrication of a localized EBID carbon 
interlayer having a similar work function as the carbon nanomaterials and good 
interfacial adhesion owing to the similar chemistry at the junction between the carbon 
nanotube or graphene nanoribbon  and metal electrodes can be particularly promising for 









Figure 1.4 Factors contributing towards the contact resistance of CNT/graphene 
nanoribbon-carbon-metal interface 
 
Figure 1.4 shows a more detailed understanding of the factors contributing to the 
interface resistance.  The spreading resistance depends on the resistivity of the metal and 
area of the EBID carbon contact.  If the contact area is small (< 1 µm2), the spreading 
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resistance would be significantly low and can be neglected (< 1Ω).28   Also, the 
resistances of a typical interconnect with 5 µm CNT is on the order of few GΩs, while 
the intrinsic resistance of the CNT itself is only a few kΩs.  Thus, initially the resistance 
of the carbon nanotube itself is negligible in comparison to the total resistance of the 
interconnect.  Further, if one assumes that the contact resistance of one of the ends to be 
much smaller than the other (for example, of one of the ends has already established a 
good electrical connection using EBID, then the total resistance of the interconnect 
reduces to 
𝑅𝑇𝑜𝑡𝑎𝑙  =  𝑅𝐶𝑜𝑛𝑡𝑎𝑐𝑡  =  𝑅𝐶𝑎𝑟𝑏𝑜𝑛−𝑀𝑊𝐶𝑁𝑇  +  𝑅𝐶𝑎𝑟𝑏𝑜𝑛  +  𝑅𝐶𝑎𝑟𝑏𝑜𝑛−𝑀𝑒𝑡𝑎𝑙 
The total resistance of interconnect relies on the contact made by the EBID carbon 
deposit with the CNT and the metal.  This suggests that the composition of the EBID 
carbon deposits, their structure and dimensions along with their interaction with the 
underlying metal electrode would have a strong control over the overall performance of 
the interconnect.  Also, this technique can offer an added advantage of establishing a 
multiple-shell conduction pathway at the interface between CNT or graphene and metal 
interface for further lowering of contact resistance.  Thus, in order to address these 
possibilities, fundamental understanding of the physical and chemical characteristics of 
EBID carbon contacts would be of prime importance.  As deposited EBID carbon is 
known to be amorphous with poor electrical conductivity owing to a disordered network 
of sp2 bonded carbon.  Tuning the structure of the insulating EBID carbon deposits 
towards highly conductive carbon materials with significant ordering of sp2 domains will 
be one of the key factors in lowering the interfacial resistance.   
 
1.1.2 Carbon interfaces in mechanical nanocomposites 
On the other hand, mechanical interfaces also form a key role in the fabrication of 
carbon-based mechanical nanocomposites.29,30  Carbon nanomaterials offer an advantage 
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of fabricating multi-functional composites with high electrical and thermal conductivities 
along with strong mechanical properties.  The most important factor is the stress transfer 
at the interface and the composite will be strong if the transfer is efficient.  This requires  
a strong interaction between the carbon materials and the polymer matrix which can be 
achieved by means of covalent bonding, electrostatic interaction, hydrogen bonding, or 
van der Waals interaction.  Polymer composites are conventionally fabricated by melt-
mixing, laminating, electrospinning, Layer-by-Layer (LbL) assembly, and in-situ 
polymerization techniques.31,32,33  High contact surface area and strong interfacial 
interaction between the carbon nanomaterials and polymer is an important factor for 
designing a robust composite. 
 
 
Figure 1.5 Possible dispersion characteristics of filler inside the polymer matrix in a 
nanocomposite. (a) Separation of the filler due to aggregation, (b) intercalation of the 
polymer chains inside the filler, and (c) exfoliation of the filler within the polymer with a 
uniform distribution34 
 
Carbon nanomaterials are known for their poor dispersibility in organic solvents, 
commonly used for polymer processing.  Thus, it is difficult to get a good dispersion of 
carbon nanomaterials inside the polymer matrix.33  Figure 1.5 shows a schematic of the 
different scenarios encountered during polymer composite fabrication.34  Poor dispersion 
leads to aggregation of the carbon materials in the polymer and results in a weak interface 
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thereby leading to poor mechanical properties.  On the other hand, an efficient 
intercalation and exfoliation can improve the interfacial surface area and result in a 
stronger composite.  Although intercalation can lead to stronger interaction, it would 
result in a localized improvement in the properties of the composite.  Areas with stronger 
interaction would show better properties compared to other.  However, uniform 
exfoliation of filler inside the polymer matrix is best suited for improved performance.  
Further, carbon nanomaterials can be functionalized to ease the dispersion and improve 
the chemical interaction with the polymer matrix.   
 
The mechanical properties of a composite are judged based on the elastic modulus, 
tensile strength, elongation, and toughness.35  Typically, it is difficult to obtain a material 
exhibiting record values for all these factors.  Efforts to improve one of these factors 
show an adverse effect on the other factors.  Thus, efforts are being made to selective 
improve one or more of these mechanical aspects depending on requirements of the end-
application.  Some applications demand high strength whereas some applications require 
high toughness.  However, the toughness values are considered to be the important 
parameter in comparing the properties of different materials since it combines the effect 
of strength and flexibility.  Mathematically, the toughness value is simply calculated by 
the area under the stress-stain curve.  Thus, a material that can withstand a very high 
stress under maximum elongation will have a very high mechanical toughness.  On a 
macroscopic level, the stress-strain curve can be considered as an effect of the interaction 
between polymer chains and the filler particles.  The mobility of the polymer chains 
inside the polymer matrix defines the elongation but the interaction and stress transfer 
efficiency between the polymer chains and the filler material defines the load bearing 
capacity of the composite.  A strong polymer-filler interaction suggests as higher strength 
but lower elongation.  However, a weaker interaction would result in a slippage past the 
polymer-filler interface and the composite would eventually fail under higher loads. 
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1.1.3 Summary of carbon interfaces 
Thus, in terms of performance issues related with carbon electronics and mechanical 
composites, the interface plays a key role in dominating the transfer of charge carriers 
and phonons or transferring the external stress.  While the efforts so far have been 
primarily dedicated to fine tune the device fabrication processes, we address the problem 
from a different viewpoint.  The physical properties (morphology and chemical 
composition) of the interface, which are often overlooked, are extremely important for 
fabrication of efficient electronic devices and mechanical composites.  EBID is the only 
method to have a controlled and localized fabrication of nanoscale carbon deposits and 
the interfacial properties of these amorphous deposits with different organic and 
inorganic substrates would be a key towards addressing the issue with contacts with high 
electrical resistance.  Also, functionalization of carbon nanomaterials, such as a 2D 
graphene with a large surface area and understanding the surface properties would be a 
key towards fabrication of a robust interface for strong mechanical composites.  Thus, 
prior to addressing these issues, in the next sections we will highlight some of the 




Here, we discuss the different carbon materials of interest with a focus on their structural 
aspects and chemical composition.  The knowledge of these intrinsic properties of carbon 
materials is essential to address the material change during fabrication and processing and 
to tune these properties to suit our need.  In this section, we give a brief introduction on 
the properties of ordered carbon materials (CNTs and graphene), and disordered carbon 




1.2.1 Ordered carbon nanomaterials 
Carbon nanomaterials with a long range structural ordering are considered to be ordered 
carbon nanomaterials.  These include fullerenes, carbon nanotubes, graphite, and 
graphene.  Brief introduction on the structure and properties of CNTs and graphene most 
relevant to this study are discussed below 
 
1.2.1.1 Carbon nanotubes – structure and properties 
 
Figure 1.6 Different structural types of carbon nanotubes43 
 
Since the first report in 1991, CNTs have been around for a while and have been 
suggested to be promising for fabrication of high-strength composites, energy and 
hydrogen storage devices, field emission displays, nanobioelectronics, drug delivery, and 
high performance semiconductor components and interconnects.36,37,38,39,40,41,42  CNTs 
exist in two forms; single walled carbon nanotubes (SWCNTS) and multi-walled carbon 
nanotubes (MWCNTs) (Figure 1.6).43  MWCNTs consisting of concentric cylinders of 
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graphene sheets wrapped into a cylindrical tube are often preferred over SWNTs owing 
to their multi-channel conduction and simpler manufacturing process.44,45  CNTs are 
typically synthesized using carbon-arc discharge, laser ablation of carbon, or chemical 
vapor deposition over catalytic particles.  SWCNTs with diameters ranging from 0.4 nm 
to over 3 nm and MWCNTs with diameter over 100 nm have been reported in 
literature.46,47,48   
 
CNTs can be either metallic or semiconducting, depending on the chirality of the 
structure.  The synthesis process typically results in a mixed population of metallic and 
semiconducting tubes with over 2/3rd of the mixture known to be of the semiconducting 
type.49,50,51  The electronic properties of perfect MWCNTs and SWCNTs are similar with 
a nearly one-dimensional electronic structure resulting in a ballistic conduction over the 
entire length of the tube and high current carrying capacities with no heating.52  Also, 
CNTs are known to be stiff with a very high Young’s modulus and tensile strength.2,53,54  
Thus, the application of CNTs for the fabrication of multi-functional light structural 
materials has been an area of intensive study. 
 
1.2.1.2 Graphene – structure and properties 
Graphene a monolayer form of graphite, has attracted tremendous attention since its 
discovery in 2004.55,56  Graphene, a sp2 bonded sheet of carbon atoms densely packed in 
a honeycomb-like crystal, can be thought of as an analog of CNT slit along its length 
(Figure 1.7).57  Thus, graphene also shows all the unique electrical, thermal, and 
mechanical properties exhibited by the CNTs.  Intrinsic graphene is considered to be a 
semi-metal with a zero band gap and has recorded remarkably high carrier mobility at 
room temperature.3,58,59  It is highly transparent with a visible light transmission over 
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97.3%.60  Further, these properties can be easily modified by strain and deformation 
making it applicable for a wide range of applications.   
 
Figure 1.7 Different structural configurations of graphene nanoribbons: arm-chair and 
zig-zag configurations57 
 
Moreover, monolayer graphene flakes can be deposited easily by simple mechanical 
exfoliation of Highly Oriented Pyrolytic Graphite (HOPG), thereby making it a preferred 
choice over CNTs demanding similar applications.55  Till date, the use of graphene has 
been demonstrated for a number of applications including fabrication of electronic 
devices, as transparent conducting electrodes, component of photovoltaic devices, 
chemical and biosensors, supercapacitors, energy storage, optical modulators, and as 
reinforcement in light-weight composites.61,62,63,64,65 
 
1.2.2 Disordered carbon nanomaterials 
Carbon nanomaterials with non-homogeneous chemical composition and short range 
structural ordering are referred as disordered carbon nanomaterials.  Graphene oxide and 
a broad range of amorphous carbon materials come under this category.  Brief 
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introduction on the structure and properties of graphene oxide and amorphous carbon 
nanostructures are discussed below: 
 
1.2.2.1 Graphene oxide – A precursor of graphene 
One of the most common methods for synthesis of large area monolayer graphene sheets 
in liquid phase is via reduction of graphene oxide.66,67  Graphene oxide commonly 
considered as a precursor of graphene has been widely studied and emerged to be a 
promising material owing to its ease of synthesis, dispersibility in aqueous and organic 
solvents, and the subsequent large area transfer on different flexible and rigid 
substrates.68  A typical graphene oxide flake can be considered equivalent to a graphene 
flake randomly decorated with defects and functional groups such as carboxyl, epoxy, 
and hydroxyl over its basal plane (Figure 1.8).69,70,71  The presence of different chemical 
functionalities over the surface makes graphene oxide dispersible in different solvents; 
however, it disrupts the pi-conjugated structure of graphene responsible for its excellent 
electronic properties.  Moreover, the functionalities are randomly located on the surface 
of graphene oxide.72   
 
The functionalization process is difficult to control and generally results in a random 
distribution of oxygenated functionalities on the surface with a carbon : oxygen ratio of 
2:1.66,73  Graphene oxide is an insulator but can be made conductive by subsequent 
reduction using hydrazine, high temperature treatments, laser, or flash reduction 
techniques.74,75,76  The reduction process removes most of the oxygen functionalities but 
does not fix the defect sites in the structure.  Thus, the conversion of graphene oxide to 
pristine graphene like structure is never achieved but has been an area of interest.  Also, 
efforts to identify the distribution of functionalities on the surface of graphene oxide are 

















Figure 1.8  Lerf-Klinowski model of graphene oxide70 
 
The chemical composition and structure of graphene oxide has been verified using NMR, 
XPS, UV-vis spectroscopy, and Raman spectroscopy.68,76  XPS has been shown to be a 
useful tool to identify the presence of different functional groups and probe the degree of 
oxidation of graphene oxide.  However, most of these optical techniques are resolution 
limited and provide average information of the sample over a given area.  Also, Scanning 
Tunneling Microscopy (STM) and Transmission Electron Microscopy (TEM) have been 
used to probe the presence of defects sites on the surface of graphene oxide.77,78  The 
studies have clearly shown that the surface of graphene oxide consists of defects due to 
chemical functionalities as well as bond disorder.  STM in particular has clearly probed 
the different functional groups such as carboxyl, epoxy, and hydroxyl owing to the 
difference in the electron charge densities over different areas along the surface.  
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However, STM and TEM require the material to be deposited on special substrates 
(conductive films or TEM grids) which limits the use of these techniques for 
characterizing graphene oxide for device applications.  Also, the effect of the synthesis 
parameters on the distribution of functionalities over the surface of individual graphene 
oxide flakes is yet to be addressed. 
 
1.2.2.2 Amorphous carbon structures 
Disordered carbon materials have been of importance for over centuries.  They 
encompass a broad range of materials and exhibit different properties.  Disordered carbon 
materials consist of a mixed proportion of sp2 and sp3 domains and are classified as 
glassy carbon, amorphous carbon, microcrystalline carbon, tetrahedral amorphous 
carbon, and hydrogenated amorphous carbon depending on the relative ratio (Figure 
1.9).79,80  Also, it is expected that the electronic and mechanical properties of these 
materials will also depend on the relative sp2/sp3 ratio.81,82  For eg., glassy carbon is 
metallic with order range of 0.5 nm but disordered over a 3 nm scale whereas amorphous 
carbon is a semiconductor consisting of sp2 ordering of over 1.5 nm surrounded by a sp3 
matrix.  Hydrogenated amorphous carbon known for its hardness consists of a near equal 
proportion of sp2 and sp3 domains.  Hydrogen helps in the stabilization of the sp3 
domains, however, inversely affects the hardness of the material.79   
 
Disordered carbon films are deposited using plasma chemical vapor deposition, sputter 
deposition, pulsed vapor deposition, ion-beam deposition, and cathodic arc deposition 
techniques.83,84,85,86,87  Different deposition techniques results in the formation of films 
with different sp2/sp3 content.  Also, the sp2/sp3 ratio can be tuned by applying high 
pressure or by thermal annealing.  The use of these materials have been demonstrated for 
the fabrication of antireflective coatings for improving the efficiency of solar cells, field-
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emission displays, as a coating material for biological implants, micro-electro mechanical 
systems (MEMS), and as gate insulators in thin film transistors.88,89,90,91,92   
 
Figure 1.9 Phase diagram of carbon showing the composition of carbon materials with as 
a function of sp2, sp3, and hydrogen content79 
 
As mentioned above, EBID is another technique for deposition of amorphous carbon in 
the form of nanodeposits.  This is the only technique where localized fabrication of 
nanostructures can be achieved with a high degree of spatial control (Figure 1.10).  In this 
process a tightly focused, high-energy electron beam impinges on a substrate and the 
high-energy primary electrons interact with the substrate to produce low energy 
secondary electrons (SE) and backscattered electrons (BSE).93  As demonstrated by 
Fedorov et al., significant electron beam induced heating of the deposit and substrate 
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occurs only under conditions rarely achievable in SEM, namely when the electron beam 
currents are higher than microampere.94  
 
 
Figure 1.10 Instrumental setup and the corresponding EBID nanostructures93 
 
The precursor delivery methods can be subdivided into two categories: gas-phase and 
surface adsorbed phase delivery.93,94,95  In the first method, precursor gas is introduced 
locally near the deposition area via a needle or globally by partial to complete flooding of 
the reaction chamber.  In the second method, surface adsorbed residual hydrocarbons, 
sometimes supplemented by placing a hydrocarbon, in the vicinity of the deposition area 
are used as a precursor.96,97  Since, the surface adsorbed phase delivery method can be 
used in conjunction with an unmodified Scanning Electron Microscope (SEM), this 
method has been widely utilized in CNT processing and is the main focus of this work 
(Figure 1.10).98  Regardless of the precursor supply method, once adsorbed on the surface 
the molecules redistribute by surface diffusion.  Interactions of adsorbed molecules with 
backscattered primary and secondary electrons of the appropriate energy result in their 
dissociation forming a deposit.  The vertical growth rates depend on the deposition 
procedure and the geometry of the deposit and can vary from ~20 nm/min to ~3 
μm/min.99,100  The deposits can grow both opposite to and perpendicular to the direction 
of the primary electron beam due to electron scattering within the deposit and surface 
transport of the precursor.101  
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1.3 Applications of carbon nanomaterials 
In this section, we briefly describe some of the key research highlights involving the 
demonstration of carbon nanotubes and graphene for the fabrication of high performance 
electronic devices and mechanical reinforcements. 
 
1.3.1 Electronic devices 
One of the significant bottlenecks realized with the miniaturization of electronic devices 
is the large resistivity of copper based devices such as interconnects, due to grain and 
boundary scattering of electrons and electromigration effects as they approach the 
nanoscale.102,103   Recent advances in the CNT research have speculated that the issues 
with down-sizing, electromigration, and breakdown of electronic devices can be 
addressed based on the ballistic transport properties, high current carrying capacities, and 
exceptional mechanical strength of the carbon nanotubes.37,104  However, the ballistic 
transport property of the CNTs can be envisioned in a device only after the fabrication of 
contacts with low contact resistance.  Also, the overall resistance will be limited by the 
quantum resistance of a single shell of CNT (~6.5 komhs) but can be lowered further by 
contacting all the inner shells of a MWCNT.105,106 
 
Field-effect transistors (FETs) based on CNTs operating at room temperature were 
reported back in 1998.  Tans et al. modulated the conductivity by over five orders of 
magnitude by applying an electric field to a SWCNT using a back gate.107  Over the years 
enormous progress has been made in developing CNT-based FETs by optimizing the gate 
material and the contact metal to achieve a high performance.108,109,110  Li et al. 
demonstrated that intermediate and global interconnects based on MWCNTs can 
outperform both copper and random chirality SWCNT-bundle based interconnects.111  
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Close et al. demonstrated GHz-range operation of an integrated circuit with MWCNT 
interconnects (Figure 1.11).112   
 
Figure 1.11 Length scale showing the transitioning of MWCNTs into a 1 GHz operating 
integrated circuit112 
 
Pristine graphene is a zero band gap material and not suitable for fabrication of high 
performance FETs.113  However, graphene nanoribbons with widths lower than 20 nm 
opens up a band gap and have been used for FETs.114  A 15 nm graphene nanoribbon 
exhibits a bang gap of 200 meV due to the lateral confinement of charge carriers.115,116  
Sub-10 nm graphene nanoribbons are known to be semi-conducting and the FETs showed 
an on-off ratio of ~107 at room temperature.  A recent developed in the area of graphene-
based transistors was achieved by Avouris et al. who fabricated transistors operating at 
100 GHz on a wafer-scale epitaxial graphene substrate (Figure 1.12).117  The performance 
of the graphene transistors exceeds the state-of-the art silicon-based transistors but 
requires the use of expensive silicon carbide substrate and temperatures higher than 
1350oC, which are incompatible with the existing silicon based technology.118   
 
Studies on the use of hexagonal boron nitride as a substrate for fabricating graphene-
based electronic devices have also been an area of recent interest owing to its atomically 
smooth surfaces relatively free of dangling bonds and charge traps.119,120  Thus, the 
interface between the graphene and underlying substrate is critical to achieve a high 
device performance.  Graphene is also proposed to be a promising material for 
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transparent conducting electrode owing to its high thermal and mechanical stability along 
with its high transparency.121,122  Easy synthesis, large scale production, and chemical 
inertness towards water and oxygen makes graphene a viable candidate for fabrication of 
future photovoltaic devices. 123,124  Reports on the use of graphene for hydrogen storage 
and energy storage have also been promising.125,126,127,128 
 
 
Figure 1.12 Graphene FETs on silicon carbide along with the optical image 
demonstrating the large-area fabrication117 
 
Also, amorphous EBID carbon deposits have been used as soldering material to improve 
the contact of heterogeneous materials at the interface (e.g metal-metal or metal-
semiconductor interface).24  In addition to this, it can be deposited over a relatively small 
area (<1000 nm2) which makes it important for nano-scale patterning of surfaces and in 
electronic circuits, where localized fusion of the metal joints is required (Figure 
1.13).95,129,130,131  But, as deposited the EBID carbon is amorphous and has low electrical 
conductivity, thus limiting its use in electronic circuits as materials for interconnects.27  
Thus, post-deposition treatment, including microstructure modification (dehydrogenation 
and residual stress relaxation) and directed phase transformation (i.e., towards much 




Figure 1.13 Application of EBID carbon deposits as soldering joints to carbon 
nanotubes129 
 
Studies involving the transformation of amorphous carbon to graphene have also been 
reported in literature.  This transformation process typically involves subjecting the 
amorphous carbon films to high temperature and pressure.133  Javey et al. reported a 
metal-catalyzed transformation of amorphous carbon films deposited on a silicon oxide 
surface to graphene.134  This process was further developed to fabricate a graphitic 
interlayer to carbon nanotubes for lowering the electrical contact resistance.135  A 
catalyst-free process for the transformation of amorphous carbon to graphene by joule 
heating has also been demonstrated recently.136  Thus, amorphous carbon has emerged to 
be a promising material for the fabricating as well as improving the performance of 
electronic components and also serves the purpose of a chemically inert protective 
coating.  
 
1.3.2 Structural reinforcements  
Reinforcement of carbon nanomaterials have been known to increase the strength and 
toughness of the polymer matrix by absorbing the strain energy due to their high 
flexibility during loading.137,138  CNTs can offer multifunctionality to the composite 
owing to its unique electrical and thermal properties.139,140  Several studies have been 
reported on the use of carbon nanotubes as a filler material for polymer 
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nanocomposites.141,142,143,144  MWCNT-PVA composites were reported by Shaffer and 
Windle.  However, the stiffness and the elastic modulus of the composite were lower than 
the expected values for CNT-based composities.  This was attributed to the poor stress 
transfer between the CNTs and the polymer matrix.  MWCNT-PS composites showed 
improved mechanical properties with the Young’s modulus increasing from 1.9 to 4.5 
GPa with the increase in the MWCNT content.145  However, the dependence of the 
tensile strength on the loading fraction was more complex with the lower filler 
concentration adversely affecting the mechanical properties of the polymer matrix.146  In 
all these studies, the interfacial properties between the carbon nanotubes and the polymer 
matrix were found to significantly affect the composite performance and have been an 
area of interest for several years. 
 
Graphene being mechanically robust as well as electrically conductive makes it an ideal 
filler material for fabrication of multi-functional polymer composities.147,148  Graphene 
has been included in a variety of polymer matrices such as epoxy, polystyrene, 
polyaniline, nafion, and poly (3,4-ethyldioxythiophene).149,150,151  The percolation 
threshold, conductivity, and mechanical properties of the composites were tested for 
applications including supercapacitors, transparent conducting electrodes, gas barrier 
membranes, and biosensors.152,153,154,155  However, improved performance of the 
nanocomposite requires efficient dispersion of the graphene inside the polymer matrix 
without aggregation.  Graphene being inert to most of the solvent and the strong van der 
Waals interaction between the graphene layers in graphite makes it difficult to disperse in 
the commonly used organic solvents and also in the polymer matrices.  Thus, efforts to 
decorate the surface of graphene with different functionalities such as hydroxyl, epoxy 
and carboxyl group for subsequent functionalization such as amidation of carboxylic 
groups, or nucleophilic substitution to epoxy groups are on-going for improving the 
dispersibility and interaction with the polymer matrix.148,153,156  
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1.4 Challenges in integrating ordered carbon nanostructures into devices and 
nanocomposites 
Although studies have been reported on the application and performance of electronic 
devices and mechanical composites based on these carbon materials, several fundamental 
limitations are still in the way of applying these materials on a real-device platform.55,157  
Below, we address the critical issues, some of the possible solutions, along with some of 
the opportunities for addressing these issues.  
 
1.4.1 Electronic device fabrication 
Firstly, it is difficult have a controlled, high-density, preferential, and defect-free growth 
of carbon nanotubes.  CNTs are typically grown in a CVD process on top of metal 
catalysts.37,158,159  The chirality of the CNTs depends on the metal catalyst used and 
control over the process is yet to be achieved.  Two-thirds of all CNTs obtained are 
known to show a semiconducting behavior whereas only one-third are metallic in 
nature.160,161  Separation of the metallic from the semiconducting types involves selective 
functionalization with an organic molecule or the use of surfactants.162,163,164  Further, 
purification of CNTs to remove amorphous carbon and catalyst particles results in the 
introduction of additional functionalities on the surface.165,166  These techniques introduce 
defects in the CNT structure and adversely affect the electronic properties, thereby 
reducing the device performance 
 
Also, graphene can be incorporated in the form of few-layer or multi-layer graphene 
nanoribbons (GNRs).  Few-layer arrangements of GNRs can significantly reduce the 
capacitance and electrostatic coupling between adjacent interconnects.  The reduction in 
capacitance helps to reduce the delay and power dissipation of local interconnects.  This 
arrangement is particularly interesting for local interconnects in which the delay is 
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dominated by capacitive loading and not resistivity.  However, wafer-level synthesis of 
high quality graphene with temperatures compatible with the CMOS technology still 
remains a major challenge.  Also, resistance of narrow GNR is sensitive to edge quality 
because electrons interact with the edges frequently when the GNR width becomes 
comparable to the intrinsic mean free path of non-patterned 2D graphene.167,168 
 
Figure 1.14 Effect of the contact metal on the electrical characteristics of CNT183 
 
Several methods for production of graphene have been reported in literature.  Single-
layer graphene has been generally prepared by micromechanical exfoliation of highly 
oriented pyrolitic graphite (HOPG).169  Large area graphene sheets have been prepared by 
epitaxial growth on insulator surface (such as SiC), chemical vapor deposition (CVD) on 
top of copper or nickel and arc discharge of graphite under suitable conditions.170,171  
Also, liquid phase exfoliation of graphite in different solvents has been reported.  
However, the yield of monolayer graphene is very low and not suitable for practical 





Figure 1.15 Work function of different metals commonly used for fabricating contacts to 
carbon nanomaterials182 
 
Further, it is important to establish low resistance contacts between the CNTs and metal 
using methods which would be compatible with the existing semiconductor processing 
technology.174,175,176  In the case of MWCNTs based devices, establishment of electrical 
connection with inner shells of the tube poses an additional challenge.177  Several groups 
were able to demonstrate very low contact resistance in vertically aligned or free-standing 
MWCNTs.178   However, the methods used involved dipping the ends of MWCNTs in a 
liquid metal or by growing from preformed catalyst nanoparticles which limits the control 
over the orientation of the tube and are difficult to practically implement in ‘on-the-




In this type of device geometry, methods such as Electron Beam Lithography (EBL) of 
metal pads, joule heating, and gold nanoparticle (“nano-ink”) suspensions deposition 
have been applied for lowering of the contact resistance.179,180  In application of these 
methods it is difficult to establish contact with the inner shells of tube because the 
conductor deposition occurs predominantly in the vertical direction.  In addition these 
methods produce side-contacted rather than end-contacted CNT-metal geometries, which 
according to Tersoff et al. results in a weak electronic coupling at the Fermi surfaces and 
thus a higher intrinsic contact resistance.181  
 
Figure.1.16 Fabrication of side-contact and end-contact to MWCNTs by fusing the ends 
using joule heating185 
 
Two major considerations while selecting an interface material are the adhesion 
properties with the different surfaces and the work-function difference with the carbon 
materials.16,182.  Different metals have different adhesion properties owing to the 
difference in the surface energies.  For eg., gold typically binds weakly with the silicon 
oxide surface whereas chromium adheres well with both these materials.  Thus, 
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chromium is used as an adhesion layer to fabricate a gold contact on a silicon oxide 
surface.  Moreover, it is essential to have a good match between the work function of the 
metal and the carbon materials in order to have a good electron transport across the 
junction.  As shown in figure 1.14, the interaction between the CNT and the substrate 
plays an important role in tune the electrical behavior of the device.183  Typically, carbon 
materials like CNTs have a work function in the range of 4.7-5.1 eV.  Thus, metals such 
as titanium (Ti), chromium (Cr), copper (Cu), and gold (Au) are considered to be form a 
good electrical contact across the interface (Figure 1.15).   
 
Figure 1.17 Different contact geometries for graphene-based devices184 
 
For electronic applications, the qualities of the contact at the interface are judged by the 
contact resistance values.  Efforts to lower the contact resistance at the interface have 
been of prime interest and several studies and techniques have been reported in 
literature.181  The conventional techniques for contact fabrication discussed in the earlier 
section results in the formation of a physical contact to the carbon materials.  This results 
in a weak electronic coupling at the Fermi surfaces and a high electrical resistance at the 
interface.  For e.g., commonly used e-beam lithography technique for fabricating metal 
contacts to a multi-walled carbon nanotube results in the connection to the outer shell 
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only and all the inner shells are electronically decoupled and do not contribute to the 
conduction.   
 
Several techniques have been demonstrated for establishing a good electrical contact and 
lowering the resistance at the CNT-metal interface.  The configuration of the CNT-metal 
contact has also been demonstrated to play an important role in the device resistance.184  
Bando et al. demonstrated a side contact and end contact geometry of the carbon 
nanotube-metal interface obtained by fusing the open end of the carbon nanotube with 
tungsten via joule heating in an SEM chamber (Figure 1.16).185  The resistance for the 
end contact geometry was reported to be over an order of magnitude lower than the side 
contact geometry.  Also, simulation studies have been reported for understanding the 
effect of side-contact and end-contact geometry for fabricating graphene devices (Figure 
1.17).  Even in the case of graphene the end-contacted geometry is expected to have a 
lower interfacial resistivity.  However, end-contacted geometry with a low interfacial 
resistance is difficult to fabricate using conventional metal deposition techniques and the 
techniques mentioned above cannot be applied for fabricating contact on the substrates 
used for electronic devices.   
 
1.4.2 Structural reinforcement materials - Role of interfaces 
On the other hand, the properties of the interfaces also play an important role in 
enhancing the mechanical properties of composites.  Interfaces transfer the stress applied 
to filler material in the composite and the transfer relies on the strength of the interfaces.  
Typical filler materials include nanomaterials such as metal nanoparticles, clay, silica, 
CNTs, and graphene.186,187,188,189  It is expected that the strength of the filler material 
would dominate the properties of the composite material but in fact, it is the interface 
between the filler and the polymer matrix which controls the mechanical properties.  
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Carbon nanotubes have been known for their exceptional strength with a tensile strength 
of 50 GPa.  However, the composites based on carbon nanotubes reached a tensile 
strength of only 220 MPa.190 
 
Carbon nanomaterials are typically difficult to disperse in the polymer matrix and results 
in the formation of a weak interface and aggregation leading to poor mechanical 
properties.191,192  Several studies on functionalization of the carbon materials to improve 
the dispersion and interaction with the polymer matrix have been reported.  However, the 
properties of these composites still fall short of the expected numbers.  Carbon 
nanomaterials are promising materials for the fabrication of robust composites.  
Theoretically, it is not possible to achieve a complete stress transfer across the interface 
but fabrication and designing of a strong interface for efficient stress transfer is essential 
to maximize the composite strength.137,193   
 
Currently, multifunctional nanocomposites with improved mechanical performance are 
primarily fabricated by adding carbon nanotubes,190,194 inorganic nanoparticles,186,188 and 
metal nanowires.187,195,196  However, further development is hindered due to poor 
dispersion of these reinforcing nanostructures in the polymer matrix.  Inorganic materials 
such as clay and metal nanoparticles form a poor interface owing to their lack of surface 
functionality.  Clay obtained in the form of inter-lamellar sheets is known to be an 
excellent filler for applications requiring reduced permeation to atmospheric gases and 
moisture, e.g., food packaging.  However, it difficult to uniformly disperse the non-
functionalized clay nanosheets in polymer matrices and the composite thus obtained 






Fabrication of high performance carbon-based devices involves formation of several 
heterogeneous interfaces between the carbon nanomaterials and organic or inorganic 
surfaces.  In order to exploit the unique properties of these carbon materials, fabrication 
of a low-resistance electrical interface for efficient charge and phonon transfer and a 
robust mechanical interface for stress transfer is of prime importance.197  Conventional 
metal deposition techniques results in the formation of an interface with high electrical 
resistance between the carbon nanomaterials and the metal electrode.  Although several 
techniques have been demonstrated to lower the interfacial resistivity, they are either nor 
reliable or not applicable for ‘on-substrate’ configuration.  Also, commonly used 
techniques for fabricating carbon-based nanocomposite result in the formation of poor 
polymer-filler interfaces with weak mechanical properties.   
 
It is well established that different materials and techniques can be used for the contact 
fabrication; however the performance of the device would be dominated by the properties 
of the interface and needs to be understood to achieve a high performance output.198,199  
Carbon nanostructures with tunable chemical composition at CNT/graphene-metal 
interface can offer an alternative to control and lower the interfacial contact resistance.  
In this regard, EBID technique offers an advantage over conventional technique and can 
be used to fabricate a localized contact with high precision at the CNT/graphene-metal 
junction and resolve the issue of high interfacial contact resistance.129,200,201,202  However, 
as deposited EBID carbon are disordered amorphous nanostructures with a high sp3/sp2 
ratio resulting in a low electrical conductivity.  This offers an additional advantage of 
tuning the sp3/sp2 ratio and modulating the work function to create an interface with 




Further, the effect of fabrication and processing conditions on the morphology and 
chemical composition can be critical in tailoring the electrical and mechanical aspects of 
the deposits.  Transformation of these amorphous carbon nanostructures of different 
shape and sizes with high sp3/sp2 contact into graphitic structures with predominantly sp2 
fraction on top of all sp2 carbon nanomaterials can be a means of forming a robust 
interface with strong electrical coupling and lower resistivity.  Typically, transformation 
of amorphous carbon films requires high temperature treatment not suitable for ‘on-
substrate’ configuration.  Thus, it is essential to develop the deposition, fabrication, and 
integration processes to be compatible with the existing semiconductor processing 
technology.  Effect of the substrate on the transformation of the amorphous carbon and 
understanding the structural-property relationship for improving the interfacial electrical 
conductivity is a fundamental task to validate the use of this novel fabrication technique 
for electronic applications.   
 
On the other hand, graphene can be used for fabricating a robust mechanical interface for 
efficient stress transfer in a nanocomposite.  Graphene with a high surface areas and 
similar mechanical properties to carbon nanotubes is considered to be efficient filler for 
fabricating strong structural composites.  However, it is difficult to exfoliate graphite and 
disperse graphene in aqueous or organic solvents, commonly used for fabricating 
polymer composites.  Thus, graphite is typically subjected to strong oxidation which 
results in the formation of different oxygen functionalities on the surface and helps in the 
exfoliation and dispersion.  This exfoliated and oxygenated graphene, also known as 
graphene oxide can help in fabricating a mechanically robust polymer nanocomposite via 
formation of a robust graphene oxide-polymer interface.  Functionalization of graphene 
surface for improved interaction with the polymer matrix also necessitates the 
understanding of the composition and the distribution of functional groups along the 




Graphene oxide nanocomposites with thicknesses on the order of few microns were 
found to be robust and exhibited interesting physical properties including, good electrical 
and thermal conductivity and controlled electron transport.149,203,204,205,206   Several studies 
have been reported on the use of graphene oxide as a filler material for fabricating a 
multi-functional composite.  Though these nanocomposites show a significant 
improvement in their mechanical properties, they still fall short of the expected 
theoretical numbers.  This can be attributed to the weak dispersion and interaction 
between the graphene oxide flakes and the polymer matrix resulting in a weaker stress 
transfer across the polymer-graphene oxide interface. 
 
Overcoming this critical limitation primarily relies on obtaining laminated and un-
crumpled sheets of graphene oxide finely dispersed into polymer matrix.  Maximum 
interaction can be achieved by increasing the interfacial contact areas between the filler 
and the polymer matrix.  This can be accomplished by precisely sandwiching and 
stacking the flat graphene oxide sheets between the polymer layers.  This also ensures 
uniform properties along the surface of the resulting composite.  Even though graphene 
shows excellent intrinsic properties, the best among the known reinforcing agents, its full 
potential is yet to be witnessed.  Efforts to improve the interface between uncrumpled 
graphene oxide sheers and the polymer matrix to fabricate a robust polymer 





RESEARCH GOALS, OBJECTIVES, AND DISSERTATION OVERVIEW 
2.1 Goals 
The goal of the proposed study is to facilitate the fabrication of low-resistance electrical 
contacts via comprehensive understanding of the interface properties between ordered 
and disordered carbon nanomaterials and inorganic surfaces for efficient transport of 
charge carriers, phonons, and photons across the junction, as well as, to understand, 
design, and fabricate a mechanically robust interface between carbon nanomaterials 
and organic surfaces for efficient stress transfer in structural nanocomposites.   
 
Thus, in an effort to address the electrical interface and mechanical interface separately, 
the study has been divided into two parts.  In the first part, amorphous carbon 
nanostructures will be the prime materials of this study and addressing the physical and 
chemical characteristics of these nanostructures fabricated on different substrates and 
their transformation from amorphous to crystalline state under different processing 
conditions is the key area of focus.  In the second part, the morphology, surface 
functionality, and chemical composition of individual graphene oxide sheets will be 
locally and globally probed with high precision and the knowledge obtained will be 
directed towards designing and fabrication of a strong interface between graphene 




In this comprehensive study, the two tasks will be accomplished through the following 





























Figure 2.1 Motivation, goals, and objectives of task 1 
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 Fabrication of amorphous carbon nanodeposits under different conditions and 
addressing the effect of e-beam deposition on the morphology, microstructure, and 
composition on these nanostructures. 
 Effect of temperature and processing conditions on the physical state and chemical 
composition of amorphous carbon nanostructures of different sizes and geometries. 
 Fabrication of amorphous carbon nanostructures on different metal and 
semiconductor substrates and addressing the effect substrate composition on the 
morphology, microstructure, and composition. 
 Understanding the optical properties of the metal surfaces and development of a 
localized low temperature process for inducing the phase transformation of 
amorphous carbon structure via surface plasmons induced heating effect. 
 Development of a highly sensitive probing technique for mapping the localized 
nanoscale thermal characteristics of the different materials. 
 Application of the established protocols for understanding the physical state and 
composition of amorphous carbon towards lowering the contact resistance of  
CNT/Graphene-metal interface . 
 
Task 2: 
 Oxidation of graphite for synthesis of graphene oxide and assembling a monolayer 
over large areas on different substrates along with an extensive characterization of 
surface morphology and chemical composition. 
 Establishment of Electrostatic Force Microscopy - an Atomic Force Microscopy 
(AFM)-based technique, to locally probe the functionalized domains on the surface of 






Figure 2.2 Motivation, goals, and objectives of task 2 
 
 Address the effect of the external environment while imaging of oxidized domains on 
the surface of graphene oxide and monitor the effect of chemical reduction on the 
surface composition of graphene oxide over time. 
  Fabrication of a mechanically robust graphene oxide-polymer nanocomposite via 
formation of a strong interface aided by the presence of oxygenated functionalities on 
the surface of graphene oxide. 
 
Formation of heterogeneous interface is unavoidable during electronic device and 
mechanical composite fabrication.  Efforts to understand the functionality of the interface 
and tune it to suit the need using techniques which would not interfere with the other 
fabrication processes is essential to develop a device with improved performance.  The 
two tasks described in this study highlights the properties of the interfaces formed 
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between amorphous and crystalline carbon nanomaterials and different substrates 
commonly encountered during device fabrication.   
 
The significance of this study is that, first, we show that the properties of the interface 
formed between carbon nanomaterials such as amorphous carbon and different inorganic 
substrates such as metals and silicon oxide, can be locally probed and modulated using 
techniques compatible with the semiconductor processing.  This includes methods to 
characterize and modulate the morphology and chemical composition of carbon 
nanomaterials, transformation of amorphous carbon to nanocrystalline carbon, as well as 
development of a novel technique to probe the nanoscale thermal characteristics of 
different materials.   
 
Second, the surface chemical composition of graphene oxide was locally probed using a 
novel technique and used towards designing and fabricating a mechanically robust 
polymer nanocomposite via improvement of the graphene oxide-polymer interface.  This 
includes characterization of morphology, composition, and determination of defects on 
the graphene oxide surfaces which could act as anchor sites for improving the interaction 
with the polymer matrix followed by the fabrication of a layered hierarchical structure for 
improved strength and toughness.  
 
2.3 Organization and Composition of Dissertation 
Chapter 1 is a critical review of problems facing the miniaturization of electronic 
devices and nanocomposite materials, prospective materials solutions along with the 
challenges limiting their use.  This chapter includes a synopsis of ordered carbon 
materials (CNTs and graphene) and disordered carbon materials (graphene oxide and 
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amorphous carbon), their application in electronic devices and mechanical composites, 
issues with their integration, and motivation for this study. 
 
Chapter 2 includes a concise description of the goals and technical objectives of the 
work presented in this dissertation. Furthermore, it provides a brief overview of the 
organization of the dissertation, with brief descriptions of the contents of each chapter.  
 
Chapter 3 includes the experimental techniques that played a critical role in the studies 
presented in this dissertation.  It includes substrate preparation, materials synthesis, 
fabrication, and characterization techniques.  Substrate preparation and materials 
fabrication processes include cleaning of silicon substrate, sputter deposition of metal 
nanostructures on silicon substrate, synthesis of graphene oxide, fabrication of 
amorphous carbon nanostructures, layer-by-layer (LbL) technique, and Langmuir-
Blodgett (LB) assembly.  Characterization techniques include atomic force microscopy 
for measuring topography, mechanical properties, and electrical conductivity of the 
sample, Raman spectroscopy and X-ray photoelectron spectroscopy to understand the 
chemical composition, and techniques for measuring the mechanical properties of free-
standing nanocomposite films.  In several subsequent chapters the experimental 
techniques are supplemented with specific protocols used for the particular studies 
presented. 
 
Chapter 4 relates to the thermally-induced phase transformations of amorphous carbon 
nanostructures by correlating the changes in its morphology with internal microstructure 
by using combined AFM and high resolution confocal Raman microscopy.  These carbon 
nanodeposits can be used to create heterogeneous junctions in electronic devices 
commonly known as carbon-metal interconnects.  We compared two basic shapes of 
amorphous carbon deposits: dots/pillars with widths from 50 to 600 nm and heights from 
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50 to 500 nm and lines with variable heights from 10 to 150 nm but having a constant 
length of 6 µm.  We observed that during thermal annealing, the nanoscale amorphous 
deposits go through multi-stage transformation including dehydration and stress-
relaxation around 150oC, dehydrogenation within 150-300oC, followed by graphitization 
(350oC) and formation of nanocrystalline, highly densified graphitic structures around 
450oC.  The later stage of transformation occurs well below commonly observed 
graphitization for bulk carbon (600-800oC).  It was observed that the shape of the 
deposits contribute significantly to the phase transformations.  We suggested that this 
difference is controlled by different contributions from interfacial footprints area.  
Moreover, the rate of graphitization was different for deposits of different shapes with the 
lines showing a much stronger dependence of its structure on the density than the dots.  
 
Chapter 5 reports on highly localized light-induced transformation of amorphous carbon 
nanostructures (dots and squares) on noble metal surfaces.  The phase transformation 
from the amorphous phase to the disordered graphitic phase was analyzed using the 
characteristic Raman signatures for amorphous and graphitized carbon and conductive 
force microscopy.  The extent of the transformation was found to be largely dependent on 
the plasmon absorption properties of the underlying metal film.  It was observed that the 
amorphous carbon deposits on the silver films consisting of 12 nm particles with the 
plasmon absorption near the laser excitation wavelength (514 nm), undergo fast 
graphitization to a nanocrystalline or a disordered graphitic phase.  This transformation 
results in the formation of a highly conductive carbon-metal interface with atleast six 
orders of magnitude lower electrical resistivity than the initial insulating interface.  We 
suggest that the fast graphitization of nanoscale carbon deposits might serve as an 
efficient path for the formation of complex patterned nanoscale metal-carbon 




In Chapter 6, we discuss about a novel technique to measure the local thermal 
characteristics of a surface known as Scanning Thermal Twist Microscopy (STTM).  The 
thermal bimorph is a very popular thermal sensing mechanism used in various 
applications from meat thermometers to uncooled infrared cameras.  While thermal 
bimorphs have remained promising for scanning thermal microscopy, unfortunately the 
bending of the bimorph directly interferes with the bending associated with topographical 
information.  We circumvented this issue by creating bimorphs that twist instead of 
bending and demonstrate the superior properties of this approach as compared to 
conventional scanning thermal microscopy.  This technique was found to be highly 
sensitive and can be an important tool to identify the properties of different surfaces and 
interfaces. 
 
In Chapter 7, we highlight the use of EFM to probe the defect sites on a surface.  This 
technique was applied to locally probe the graphitic and oxidized areas on the surface of 
an individual graphene oxide flake and measured the local surface potential of these 
regions using EFM.  Conventional optical characterization techniques such as Raman and 
XPS were resolution-limited and could not identify the localized domains on the surface 
of graphene oxide but give average information of a given area.  Interestingly, high 
resolution topography and adhesion maps did not show any significant difference over 
the graphene oxide surface but the EFM phase images of the same area clearly showed 
areas with different response.  We attributed this phenomenon the different in the 
dielectric response of the graphitic and oxidized domains on the graphene oxide towards 
the conductive tip as it was scanned across the surface.   
 
Chapter 8 discusses the mechanical properties of ultrathin laminated nanocomposites 
can be significantly enhanced by the incorporation of small amount of a dense monolayer 
of planar graphene oxide flakes.  Negatively charged functionalized graphene oxide 
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layers were incorporated into polyelectrolyte multilayers (PEMs) assembled with LbL via 
LB deposition.  These LbL-LB graphene oxide nanocomposite films were released as 
robust freely standing membranes with large lateral dimensions (cm) and thickness of 
around 50 nm.  Micromechanical measurements showed enhancement of the elastic 
modulus by an order of magnitude, from 1.5 GPa for pure LbL membranes to about 20 
GPa, for only 8.0 vol. % graphene oxide encapsulated LbL membranes.  These tough 
nanocomposite PEMs can be freely suspended over large (few mm) apertures and sustain 
large mechanical deformations.   
 
Finally, Chapter 9 provides general conclusions for the overall work in the dissertation 






The following chapter is intended to provide a brief description and experimental details 
for the techniques and instruments used throughout this work. 
 
3.1 Synthesis and fabrication 
3.1.1 Synthesis of graphene oxide 
Graphene oxide is synthesized from natural graphite flakes (325 mesh, 99.8% metal 
basis) purchased from Alfa Aesar as per Hummer’s method.66  Briefly, 5g of graphite 
flakes and 2.5g of sodium nitrate (NaNO3) are added to 107 ml of 98% sulfuric acid 
(H2SO4) maintained at 0
oC.  Further, 15g of KMnO4 is added to the mixture with 
vigorous stirring by maintaining the temperature below 20oC during addition.  The 
solution is heated to 35oC and maintained for 30 mins until the effervescence get reduced.  
After 30 mins, 214 ml of water is added.  The temperature increases to 98oC.  After 15 
mins, 850 ml of warm water is added along with 10 ml of hydrogen peroxide.  Finally, 
graphene oxide solution is obtained after subjecting the above solution to several cycles 
of filtration and washing to remove the excess acid. 
 
3.1.2 Fabrication of graphene oxide films 
Assembly of a monolayer of graphene oxide sheets on silicon substrate is carried out 
using a KSV 2000 minitrough Langmuir-Blodgett (LB) setup.207  Specifically, 1-2 ml of 
the synthesized graphene oxide solution in water-metanol (1:5) mixture is dispersed 
evenly on the air-water interface.  The barriers were then compressed at the rate of 5 
mm/min.  The graphene oxide monolayer was transferred from the air-water interface by 
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vertically pulling out the substrate submerged in the water sub-phase at the rate of 2 
mm/min. 
 
3.1.3 Fabrication of amorphous carbon nanostructures 
Residual hydrocarbons and acetone is used as a precursor molecule to induce the growth 
of the deposits over different substrates.  EBID carbon joints are fabricated using Quanta 
200 environmental scanning electron microscope (ESEM) operated under 0.01 Pa.27  
Cone-shaped carbon deposits are deposited by keeping the electron beam in spot mode 
for varying period depending on the size required.  Electron beam energy in 10 to 30 keV 
range and electron beam current (spot size) in the 5-140 pA range is be used for 
deposition.  The carbon lines and carbon rectangles are deposited under line mode and 
area mode respectively, with similar SEM settings by varying the exposure time 
depending on the required dimensions. 
 
3.1.4 Fabrication of free-standing Layer-by-Layer (LbL) assembled graphene oxide-
polyelectrolyte membranes 
Poly(4-vinylphenol) (Mw = 25,000), Poly(allylamine hydrochloride) (PAH, Mw = 56,000) 
and poly(sodium 4-styrene sulphonate) (PSS, Mw = 70,000) were purchased from Aldrich 
and used as received.  A PHS droplet (2.0 wt.% solution in dioxane) was spincoated onto 
a clean silicon wafer.  Alternating positive and negative PAH and PSS layers were spin-
coated to form ‘m’ bottom PAH/PSS bilayers terminated with PAH, followed by 
deposition of graphene oxide flakes using LB technique.  In between casting steps, the 
coated surface was rinsed once again with Nanopure water.  Another ‘n’ PAH/PSS 
bilayers is assembled on the top.  The concentration of the graphene oxide inside the 
polyelectrolyte matrix was manipulated by depositing graphene oxide sheets at regular 
intervals inside the matrix.  Films with graphene oxide sandwiched between 
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(PAH/PSS)mPAH are designated as (PAH/PSS)mPAH GO (PAH/PSS)n PAH (φ), where φ 
refererred to the volume fraction of graphene oxide within the matrix.  The volume 
fraction was calculated as the volume occupied by 2D graphene oxide sheets divided by 
the total volume of the membrane.  The above procedure was performed in a class 100 
clean air hood. 
 
Finally, the LbL films were cut into approximately 2 mm x 2 mm squares using a 
stainless steel microneedle.  They were then released by submersion in acetone, which 
preferentially dissolves PHS layer.  For easy deposition on a 3 mm diameter copper 
substrate with a 150 µm opening or a TEM grid, the floating membranes are transferred 
into another petri dish containing nanopure water.  For thickness determination, some 
membranes were deposited on a silicon substrate and a micrometer wide scratch was 
made.  The membrane thickness was measured by AFM cross-sectional analysis across 
the edge of the film or across the scratch mark. 
 
3.2 Characterization techniques 
The research involves the application of a wide range of characterization techniques for 
the comprehensive study of physical and chemical properties of different materials.  
Different techniques were used for getting detailed information about the structure and 
composition of the materials.  Common techniques such as scanning electron microscopy 
(SEM), optical microscopy, and contact angle measurements are relatively well 
established and will not be discussed.  Some of the techniques, which are specific to the 
current research in that they are either custom built or tailored for specific requirements, 





3.2.1 Atomic Force Microscopy (AFM) 
Tapping mode was commonly used for surface characterization and done using the 
Dimension 3000, Icon, and Innova AFMs (Bruker AXS, Santa Barbara).  The technique 
relies on a micro-fabricated tip that deflects a focused laser when interacting with the 
sample surface.  This deflection is detected by optical methods onto a photodiode 
position sensor that can translate both normal and lateral deflection signal.  The result is a 
three-dimensional map of the sample surface with nanometer resolution allowing for 
quantitative analysis of the surface roughness.208  Tapping mode AFM allows for the high 
resolution imaging of soft polymeric and biological samples without damage to tip or 
sample since contact with the surface is minimized.  This is achieved by using specially 
designed probes that oscillate above the surface at their resonant frequencies of 100 – 500 
kHz.209,210  Different capabilities of AFM were also used extensively in this studied and 
are discussed below 
 
3.2.1.1 Peak-Force Quantitative NanoMechanics (QNM) 
The nanomechanical properties of different surfaces were quantified using the Dimension 
Icon (Bruker AXS, Santa Barbara) AFM under the Peak Force QNM (quantitative 
NanoMechanics) mode.211  Peak Force QNM enables quantitative measurement of 
nanoscale material properties such as modulus, adhesion, deformation and dissipation.  
Peak force mode performs a very fast force curve at every pixel in the image.  The peak 
interaction force of each of these force curves is then used as the imaging feedback 
signal.  Peak force tapping mode modulates the z-piezo at ~2kHz with a default Peak 
Force amplitude of 150 nm.  Analysis of the force curve data is done while scanning to 





3.2.1.2 Conductive Atomic Force Microscopy (CAFM) 
The electrical properties of the materials were analyzed using Innova AFM (Bruker AXS, 
Santa Barbara).  Conductive Atomic Force Microscopy (CAFM) module was used to 
map the electrical properties of the amorphous carbon nanostructures after phase 
transformation.  The topography and electrical mapping of the surface was obtained 
simultaneously by rastering a tip coated with a conductive metal (Au/Pt) across the 
samples under bias.  Depending on the resistivity of different domains on the sample, the 
current flowing under the applied sample bias is plotted along with the morphology as the 
probe moves across the surface.211 
 
3.2.1.3 Electrostatic Force Microscopy (EFM) 
Surface charge distribution over the graphene oxide surface was mapped using the Icon 
AFM (Bruker AXS, Santa Barbara) using the Electrostatic Force Microscopy (EFM) 
module.211  In this technique, the system records the surface topography in the 1st pass 
and records the electrostatic interaction between the tip and the sample during the 2nd 
pass by lifting the tip by a known distance and applying a constant bias.  The tip 
experience electrostatic forces as it scans over the sample which results in the change in 
the amplitude of oscillation or a shift in the phase of the cantilever.  The system maps 
these parameters along with the topography and gives the surface charge distribution 
across the surface.213  
 
3.2.2 Confocal Raman microscopy 
Raman microscopy was used to understand the composition of different carbon 
nanomaterials as well as to monitor the changes in phase and composition of the 
amorphous carbon upon different treatment.214  Raman microscopy relies on vibrational 
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spectroscopy which can provide chemical composition, structure of the material by 
monitoring the frequency shifts between excitation laser and scattered light.  It is one of 
the most important tools for characterizing the microstructure of various carbon materials 
(graphite, amorphous carbon, carbon nanotubes, graphene), primarily due to its non-
destructive approach, presence of sharp bands, and high intensity of these characteristic 
bands.  This technique provides a wide range of critical information for bulk carbon 
materials, nanoscale structures, carbon-based nanocomposites, and individual carbon 
structures, including the composition, internal stresses and crystal orientation inside the 
material.215,216,217,218  Raman spectroscopy is a unique technique for probing the physical 
state of different carbon materials in a nondestructive manner.  WiTec (Alpha 300 R) 
confocal Raman microscope equipped with a Nd:YAG laser (514 nm) is employed for 
the purpose.  The Raman microscope provides a lateral resolution of ~250 nm and 
vertical resolution of 1µm.219 
 
3.2.3 X-ray Photoelectron Spectroscopy (XPS) 
Thermo K-alpha XPS was used to understand the composition of graphene oxide.  XPS is 
an analytical technique that directs a monochromatic beam of X-rays on a sample and 
detects the characteristic electrons that are ejected.  The energies and number of electrons 
are used to determine the elements present, their abundance and chemical bonding state.  
This technique is highly surface sensitive and the typical detection depth is ~5nm.  It can 
detect light elements such as Silicon at about 1% of the total surface composition and 
heavier elements down to ~0.1% with an accuracy of 20-50% of the given value.220  
 
3.2.4 Ellipsometery 
Ellipsometry was performed using spectroscopic ellipsometer M2000U (Woolam). 
Ellipsometry is a non-destructive optical technique, which deals with the measurement 
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and interpretation of changes of the polarization state of polarized light undergoing 
oblique reflection from a sample surface.221  The quantities measured by an ellipsometer 
are ellipsometric angles  and  which are related to the complex ratio of the Fresnel 
reflection coefficients Rp and Rs for light polarized parallel (p) and perpendicular (s) to 
the plane of incidence such as  
 
                                                             = Rp / Rs = tan  exp(i )                                  (1) 
 
The complex reflectance ratio  is completely determined by an amplitude (tan ) and a 
phase ().222,223  These changes are related to a transformation of a shape and orientation 
of the ellipse of polarization, respectively.  In order to deduce unknown parameters of a 
sample under investigation, a model for the sample structure is first constructed with 
initial estimates of the parameters.  These parameters (e.g. thickness and refractive index) 
are then varied to generate a set of calculated exp and exp.  The initial parameters of the 
model parameters are transformed finally into true parameters of the sample, such as 
thickness and optical constants. 
 
Measurement of the metal film thicknesses and optical constants was carried out for three 
incident angles 65o, 70o, and 75o.  The psi( polarized angle) and delta (phase) values are 
measured and fitted with the stored parameters for gold, silver and copper to determine 
the thickness and optical constants (refractive index (n) and extinction coefficient (k)) 
over wavelengths 300 to 900 nm. 
 
3.2.5 Mechanical testing of polymer nanocomposites 
Mechanical aspects of free-standing Graphene-oxide polymer nanocomposite membranes 




Bulging tests are performed according to procedures described in detail in the 
literature.224,225  The bulging test data is analyzed using a model for the elastic 
deformation of circular membranes, according to the procedure described previously. The 
bulging tests are performed using a custom-made interferometer equipped with a charge 
coupled device (CCD) camera (Logitech) and a He-Ne Laser (λ=632.8 nm). Pressures up 
to 6000 Pa are exerted using a 60ml syringe regulated by an automatic pump (Kent 
Scientific Inc.) and monitored with an automatic pressure gauge, DPM 0.1 (SI Pressure 
Instruments).   
 
The LbL membranes freely suspended over a copper substrate with a 150 μm aperture are 
first inspected under an optical microscope and a minimal pressure was exerted to check 
for symmetrical Newton’s ring patterns that indicate membrane homogeneity.  While 
monitoring pressure, the slightly pressurized membrane is allowed to stand idle for a few 
minutes to ensure the absence of any leaks.  The mounted membrane is then tilted at a 
minimum angle, θ, to form a vertical interference pattern. For bulging measurements 
conducted between 0 and 6000 Pa, the maximum membrane deflection did not exceed 
8μm. Under these conditions, the maximum error due to tilting is about 6nm, which is 
within the resolution of the interference pattern (1/4λ or 160 nm).  During measurements, 
a transparent crosshair window is laid over the digital image of the membrane such that 
the central vertical interference pattern coincided with the vertical line of the crosshair.  
As the pressure increased, the interference pattern moves laterally across the crosshair. 
Concomitantly, the deflection of the copper substrate is also monitored using a mouse 
cursor as the target marker.  A minimum of three randomly selected specimens are 




3.2.5.2 Buckling  
Buckling tests were conducted to independently evaluate the elastic modulus of LbL 
membranes.226,227 For an isotropic thin membrane, a uniform buckling pattern with a 
characteristic wavelength, λ, is observed when it is subjected to a critical compressive 
stress.228  The spacing of this pattern which is directly related to the elastic modulus is 
calculated using AFM and verified from optical images.  To initiate the buckling pattern, 
a 2 mm x 2 mm membrane piece was placed over a 0.6 cm x 0.6 cm x 0.4 cm PDMS 
substrate, which was slowly compressed with micrometer-sized increments.  The total 
compressive distance is generally less than 15 μm.  The compression was monitored in 
differential interference contrast (DIC) mode adjusted for maximum contrast.  Optical 






THERMALLY-INDUCED TRANSFORMATIONS OF AMORPHOUS CARBON 
NANOSTRUCTURES 
4.1 Introduction 
Several fabrication techniques can be used for the deposition of carbon in the form of 
ultrathin coatings and individual nanostructures.  These methods include chemical vapor 
deposition,229 cathodic arc deposition,230 pulsed laser deposition,231 and sputtering.232  
Depending on the deposition methods and settings, amorphous carbon films with 
different microstructures and sp2/sp3 contents have been produced.233,234,235  The 
characterization of these microstructures basically involves determining the atomic order 
and chemical composition as the sp3/sp2 ratio.  Different techniques such as diffraction, 
NMR, X-ray reflectivity, electron energy loss spectroscopy and Raman spectroscopy 
have been used for obtaining these parameters.  Most of these techniques were used to 
study the properties of bulk amorphous carbon films deposited on a substrate.133,236,237,238 
 
Raman spectroscopy is one of the most important tools for characterizing the 
microstructure of various carbon materials (graphite, amorphous carbon, carbon 
nanotubes, graphene), primarily due to its non-destructive approach, presence of sharp 
bands, and high intensity of these characteristic bands.  This technique provides a wide 
range of critical information for bulk carbon materials, nanoscale structures, carbon-
based nanocomposites, and individual carbon structures, including the composition, 
internal stresses and crystal orientation inside the material.215,216,217,218 
 
All amorphous and graphitic carbon structures have been known to show characteristic 
peaks for D-band and G-band near 1350 cm-1 and 1580 cm-1 respectively.  Raman spectra 
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of carbon structures is greatly dominated by the sp2 sites owing their 50-230 times larger 
Raman scattering cross-section than the sp3 sites.239  Thus, the Raman spectrum of 
tetrahedral amorphous carbon which contains only 10-15% sp2 content is still dominated 
by the presence of the characteristic peaks.  G-mode is associated with the stretching 
vibrations of any pair of sp2 sites, whether in C=C chains or in aromatic rings.  The D-
mode is the breathing mode of those sp2 sites located only in rings but not in 
chains.235,237,240  
 
In recent study, Tuinstra and Koenig reported that the intensity ratio of the D and G peaks 
varies inversely with the in-plane correlation length, La or grain size of the graphite.241  
In another fundamental work, Ferrari et al. found that it is possible to classify the 
transformation of carbon microstructure as deduced from Raman spectra of all disordered 
carbons within a three-stage model of increasing disorder starting from perfect graphite, 
as follows: 1) transformation of graphite to nanocrystalline graphite; 2) transformation of 
nanocrystalline graphite to sp2 amorphous carbon with presence of aromatic rings; 3) 
further transformation of mostly sp2 amorphous carbon to completely disordered sp3 
amorphous carbon with fragmented and chain configurations.  In these transformations, 
stage 1 corresponds to the progressive reduction in the grain size of ordered graphite 
layers, while keeping the aromatic rings.  Second, stage 2 corresponds to the topological 
disordering of a graphite layer (odd membered rings) and loss of aromatic bonding, but 
with a purely sp2 network.  In stage 3, the sp3 content increases from 0 to 100%.  This 
changes the sp2 configuration from mainly rings to short chains.240,242  These changes in 
the microstructure are also associated with the changes in the density of the substrate.  
Finally, amorphous carbon which is insulator is reported to show a density between 1.8-
2.1 g/cm3 whereas graphite with high electrical conductivity has a density of 2.3 g/cm3, 
thus resulting in decrease in specific volume by 15%.243,244  Complete graphitization and 
formation of nanocrystalline graphite is usually observed at temperatures above 600oC. 
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Recently, EBID has been shown to be a useful tool for localized (nanoscale) deposition 
of amorphous carbon and metals with complex 2D/3D geometry over different substrates.  
At room temperature, organic molecules present on the substrate have sufficient mobility 
to migrate and become a precursor for deposition reaction.  A precursor molecule, when 
interacts with an electron of appropriate energy (i.e., secondary electrons generated upon 
impact of electron beam on a substrate), dissociates and results in the formation of an 
immobile carbon deposit.99,101,245  As has been demonstrated, electron beam in 
conventional SEM can be used for the growth of such carbon deposits.   
 
These EBID deposits can be used as soldering material to improve the contact of 
heterogeneous materials at the interface (e.g metal-metal or metal-semiconductor 
interface).24  In addition to this, it can be deposited over a relatively small area (<1000 
nm2) which makes it important for nano-scale patterning of surfaces and in electronic 
circuits, where localized fusion of the metal joints is required.95,130,131  But, as deposited 
the EBID carbon is amorphous and has low electrical conductivity, thus limiting its use in 
electronic circuits as materials for interconnets.27  Thus, post-deposition treatment, 
including microstructure modification (dehydrogenation and residual stress relaxation) 
and directed phase transformation (i.e., towards much higher electrically conductive 
graphitic phase) is required after EBID process.132 
 
Several methods have been proposed to lower the electrical resistance of the amorphous 
carbon via graphitization.  Thermal annealing has been widely used for graphitization of 
amorphous carbon films.  On subjecting a carbon film to high temperature, several 
processes can take place.  Studies on thermal annealing of thin amorphous carbon films 
have shown that significant structural changes occur around 400oC followed by 
completed graphitization at 600-800oC.246,247,248,249,250,251252  However, no studies have 
been reported on the microstructure and morphology of the amorphous carbon deposits 
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having nanoscale dimensions (well below a micrometer scale) where the role of the 
interfaces become dominant and thermal behavior can be much different from that 
observed for bulk carbon materials.   
 
Here, we demonstrate that dramatic and complex thermally-induced changes in chemical 
and physical states of EBID amorphous carbon nanostructures can be revealed by using a 
combination of atomic force microscopy (AFM) and confocal Raman microscopy 
techniques.  Amorphous carbon deposits in the form of one-dimensional (lines) and zero-
dimensional (dots) having characteristic dimensions within 50-500 nm were analyzed for 
their changes in microstructure with annealing temperature up to 500oC.  The size of the 
deposits was also varied to account for the effect of confinement on the process of phase 
transition.  The change in the density of the deposits upon change in the microstructure 
was analyzed by recording the changes in their shape by using AFM.  Concurrently, 
confocal Raman measurements were performed on the same individual carbon deposits 
with lateral resolution of 300 nm.253   
 
Correlating the Raman data with the AFM measurements revealed multi-stage 
transformations of the amorphous carbon deposits, well-known for bulk carbon materials 
but at much lower annealing temperatures.  Complete graphitization along with formation 
of densified nanocrystalline carbon structures was achieved at temperatures around 400oC 
which is much lower than that for bulk amorphous carbon.  Both dots and lines undergo 
similar thermally-induced transformations but more transitions are observed for carbon 
lines owing to their higher structural dependency on the density (height2~1/density) than 






4.2 Experimental details 
Residual hydrocarbons and acetone was used as a precursor molecule to induce the 
growth of the deposits over clean Au/Cr substrates. EBID amorphous carbon joints are 
fabricated using Quanta 200 ESEM operated under 0.01 Pa.  The cone-shaped carbon 
deposits shown in Figure 4.2 were deposited by keeping the electron beam in spot mode 
for a period of 20 minutes.  Electron beam energy in 10 to 30 keV range and electron 
beam current (spot size) in the 5-140 pA range was used for deposition.  The carbon dots 
shown in Fig. 4.4 were are made by scanning the electron beam at energy of 25 keV and 
current of ~20 pA at a frame time of 0.411s and resolution of 2048x1768 pixels for a 
period varying from 5 sec to 240 sec.  The carbon lines shown in Figure 4.5 were 
deposited under line mode with similar SEM settings by varying the exposure time from 
30 sec to 20 mins. These deposits were annealed under atmospheric conditions at 
different temperatures for 3 minutes and analyzed for their structural and compositional 
changes using AFM and Raman microscopy, as discussed in chapter 3. 
 
4.3 Results and discussion 
4.3.1 Amorphous carbon nanostructures fabrication 
The carbon deposits were grown over a 50 nm layer of gold layer deposited on 10 nm 
layer of chrome over a silicon oxide layer on a silicon substrate as shown in Figure 4.1.  
EBID deposits are known to be hydrogenated amorphous carbon containing more sp2 
than sp3 bonded carbon.  Electron beam focused at a spot for prolonged period of time 
lead to the formation of “dot” like structures from residual hydrocarbons 
(“contamination”) as a precursor, as shown in Figure 4.2a.  SEM images of deposits upon 
tilting the substrate at 45o with respect to the electron beam, reveal a pillar like 
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morphology of these deposits (Figure 4.2b).  These deposits were obtained by varying the 
e-beam current from 1.5 pA to 400 pA and accelerating voltage from 10 keV to 30 keV.   
Although, the electron beam exposure time was maintained constant for all deposits, their 
morphology showed a significant variation with EBID parameters.  The widths of these 
nanostructures can be controlled in the range from 100 nm to 1000 nm and their heights 
can be varied from 50 nm to several microns (Figure 4.2b).  The details of the carbon 
deposit morphology with the deposition settings are discussed elsewhere.  
 
 
Figure 4.1 Deposition geometry of amorphous carbon nanostructure arrays with different 
shapes and size of dots and lines  
 
The intrinsic physical state of these carbon deposits was confirmed from their 
characteristic Raman spectra collected from individual carbon structures with Raman 
micromapping under minimum laser power (Figure 4.3).  The images were obtained by 
integrating the intensity of the peaks between 1000 cm-1 and 1800 cm-1 to account for the 
characteristic D- and G- peaks.236  Thus, the deposits which show peaks in this range 
appear brighter as compared to other regions.  Figure 4.3b shows the high-resolution 
Raman spectra in this selected range obtained from the corresponding deposits by 
averaging over 400 individual spectra.  Though, the deposits show a different 
morphology (see Figure 4.2b), their Raman spectra are virtually identical with the G-band 
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peak position varying between 1560 cm-1 - 1565 cm-1 and D/G ratio around 1.3.  Thus, 
although the deposits were fabricated under different electron beam conditions and 
showed different morphologies and dimensions, they had a similar composition and 
microstructure with significant sp3 content suggesting the dominance of amorphous and 




Figure 4.2 SEM image of amorphous carbon dots deposited under different settings.  (a) 
top view of the deposits showing dot like structures, (b) 45o view of the deposits showing 
pillar like morphology with the values underneath indicating its height 
 
After evaluating the effect of e-beam deposition settings, carbon dots of different 
dimensions were grown by varying the exposure time at fixed e-beam parameters for 
detail studies.  The electron beam parameters were kept constant by maintaining the e-
beam current and accelerating voltage at 25 pA and 20 keV respectively, with the 
exposure time varying from 5 sec to 240 sec.  Figure 4.4 shows the AFM image of these 
carbon dots (Figure 4.4a) and cross-sectional profile (Figure 4.4b) with the corresponding 
3D AFM image (Figure 4.4c).  A uniform gradient in the size of these deposits is 
observed with height and width of dots increasing, as the exposure time increases.  The 
smallest dot with the height of 60 nm was obtained at an exposure time of 5 sec with the 
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largest dot having the height of 450 nm.  To study the microstructure of these deposits, 
Raman maps were obtained as described before (Figure 4.4d).  The measurements were 
made under minimum laser power (0.5mW) to avoid any laser light induced thermal 
effects.  The smallest deposits were practically invisible on Raman maps owing to their 
very low signal-to-noise ratio and thus were excluded from further Raman spectral 
analysis (two smallest dots on left in Figure 4.4a).   
 
Figure 4.3 Raman micromapping of the carbon deposits fabricated under different e-beam 






Figure 4.4 Linear array of EBID-fabricated amorphous carbon dots with different 
dimensions. (a) AFM image showing the section line; (b) cross-section; (c) representative 





Figure 4.5 Linear array of EBID-fabricated amorphous carbon lines with different 
dimensions. (a) AFM image showing the section line; (b) cross-section; (c) representative 




Carbon deposits in the form of line with identical length and different cross-sections were 
grown by scanning the e-beam back and forth across the surface.  The length of the line 
was kept constant by maintaining a constant scan area but its height was varied by 
changing the exposure time.  Figure 4.5a shows the AFM of the lines having the same 
lengths but with increasing thickness/height from left to right.  The thinnest line having 
the height and width of 2 nm and 270 nm respectively was obtained at an exposure time 
of 30 sec.  Sectional analysis (Figure 4.5b) shows a systematic increase in the height of 
these lines from left to right.  Figure 4.5c displays a representative 3D image of the line 
with the height of the line varying along its length with the height gradually decreasing 
toward the center.  This is due to a higher rate of diffusional supply of precursor 
molecules at the corners as compared to the edges and is common for EBID deposits.  
 
The array of carbon lines were also analyzed using Raman micromapping (Figure 4.5d).  
The smallest carbon line deposits (<10 nm) did not show up in the Raman image (similar 
to dots) and thus were excluded from further Raman spectral analysis (two thinnest lines 
on left in Figure 4.5a).  The substrate with the line deposits was also annealed at same 
range of temperatures and analyzed for its morphology and microstructure at every step 
by AFM measurements and Raman spectroscopy under conditions identical to those 
applied to variable-size carbon dots. 
 
4.3.2 Thermal annealing of amorphous carbon nanostructures 
4.3.2.1 Morphological changes. 
AFM and Raman measurements were collected for exactly the same deposits for each 
thermal annealing cycle.  Measurements were performed at each thermal annealing step 





Figure 4.6 AFM height analysis of (a) amorphous carbon dots, and (b) amorphous carbon 





Figure 4.7 AFM width analysis of (a) amorphous carbon dots, and (b) amorphous carbon 




exactly locate the same surface area for all the readings.  Thus, all data points presented 
here, represent the same selected deposits which go through all thermal transformations.  
One-time capturing of both AFM and Raman images for all carbon deposits annealed at 
given temperature minimize instrumentation variations related to differences in sample 
preparation, thermal treatment, and imaging; thus providing for the highest resolution and 
a solid base for comparative studies of these very small amounts of carbon deposits. 
 
Figure 4.6 demonstrates the variation in height of the carbon deposits with different sizes 
(heights) annealed at different temperatures as measured from averaging multiple cross-
sections of AFM images.  As clear from this data, all the carbon dots show a small 
decrease in their size with the increase in annealing temperature from 30oC to 250-300oC.  
However, some decrease in size is observed above 300oC with a higher rate observed for 
smaller dots.  On the contrary, carbon lines show a much more distinct change in their 
size on annealing at higher temperatures (Figure 4.6b).  All the carbon lines show a 
steady decrease in height up to 300oC followed by a sharp decrease, the most prominent 
(~75%) being for the smallest line (60 nm).  Modest structural changes (10-30%) were 
also observed for the lines with the smallest cross-section. 
 
A similar trend is observed for the widths of these deposits annealed at different 
temperatures (Figure 4.7).  All the dots show a slight decrease in their widths with the 
increase in annealing temperature.  It is interesting to note that the dots with relatively 
smaller widths (< 200 nm) show a more pronounced decrease in their widths.  However, 
a distinct transition is difficult to interpret from this data alone.  On the contrary, lines 
show a gradual decrease in their widths on annealing from 30oC to 300oC followed by a 
step decrease around 450oC.  Interestingly, it was observed that the length of the line does 
not change with the annealing temperature.  Thus, for simplification, all the discussions 
henceforth will focus on the analyzing the variation in height of the deposits, keeping into 
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consideration that the widths will follow a similar trend and the volume of deposits 
decreases with thermal annealing as well .  
 
Figure 4.8 AFM height analysis of (a) amorphous carbon dots, and (b) amorphous carbon 
lines having similar initial heights, at different temperatures 
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On analyzing the separate plots for carbon dots and lines with approximately similar 
cross-sections, a significant change in the height (~75%) was observed for smallest line 
as compared to a mere 20% decrease for smallest dot at the highest annealing 
temperatures (Figure 4.8).  Smallest lines (<15nm) were not visible at temperatures above 
300oC due to greatly diminished dimensions because of densification and partial ablation.  
Decreasing height of the carbon deposits suggests that they are undergoing significant 
densification during thermal annealing at elevated temperatures that can be related to 
both graphitization and clustering of initially amorphous and porous carbon deposits.   
 
These trends indicate that the transformation process primarily depends on the cross-
sectional area of the deposits.  The most significant structural changes are observed for 
carbon deposits having feature size less than 100 nm.  Intense transformation for the 
smallest deposits suggests that the reorganization process relies on the efficient transfer 
of thermal energy across the deposit which further implies that the metal (Au/Cr) – 
carbon interface should have a significant contribution in this process.  It is worth to note 
that the surface area of the substrate covered by the lines is much higher than that 
occupied by the dots.  Comparing the deposits having the similar heights, it is seen that 
the line footprint covers a surface area of 2.9 + 1.0 µm2 whereas the dot footprint cover 
just 0.047 + 0.025 µm2.  Even the bigger dots show an average footprint of 0.6 + 0.35 
µm2 which is much lower than that for the smallest line again.   
 
In fact, the interface with metal substrate might act as a site for nucleation of the graphitic 
crystallites inside the amorphous carbon structure during extensive annealing as caused 
by thermally-induced interfacial stresses between materials with different thermal 
properties.  Thus, the first nucleation should occur at the low energy gold surface and at 
the interface of the carbon deposit.  In case of the deposits with similar heights, the 
surface area per unit volume available for the nucleation is the same.  We suggest that at 
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elevated temperatures, the formation of the interfacial layer of graphitic crystalline 
domains takes place inside the deposits.  With the further increase in annealing 
temperature, the growth of the crystal domains takes place resulting in further 
densification of deposits.  The rapid decrease in the height of the lines, implying a higher 
growth rate of crystalline domains is likely due to the height2~1/density or even 
height~1/density (for taller lines) dependence for lines simply because at least one 
dimension – the line length is largely fixed and the change of volume occurs due to a 
change in other dimensions.   
 
For the dots, on the other hand, since all three dimensions are likely to shrink at 
approximately the same rate as the density increases upon graphitization, the height vs. 
density dependence is much weaker: height3~1/density.  Thus, a steady decrease in the 
height is observed for the lines with the increase in the annealing temperature.  
Apparently, much higher energy is required to drive the crystal growth inside the dots 
due to significant space constraints and small footprint as compared to carbon lines.  
Considering that further increase in annealing temperature leads to a dramatic reduction 
in size which well exceeds the expected densification caused by complete graphitization 
(15%), the possibility of intense ablation of the lines could be suggested as well.  To 
elucidate the actual nature of the chemical and physical transformation, the Raman 
spectra need to be carefully analyzed. 
 
4.3.2.2 Compositional changes 
Figure 4.9 shows the representative Raman spectra of the carbon deposits (carbon line) at 
a single point, taken at room temperature which demonstrates all major features 
representing material under investigation:  Sharp peaks between 1300 cm-1-1600 cm-1 
represent the characteristic D-band and G-band peaks of carbon as introduced above.  
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The extremely weak peak near 1050 cm-1 might be due to the vibration of 
monosubstituted benzene rings.214  The height of the deposits (50-500 nm) is significantly 
smaller compared to the depth of focus (700 nm).  Hence, the spectra obtained here 
accounts for the entire volume of the deposit, considering that focal plane coincides with 
the substrate.  It should be noted that the spectra appears more noisy and without clearly 
defined shoulder owing to its collection from a single point on the carbon deposit (carbon 
line in this case), whereas all other spectra (discussed below) represents an average of 
several points over the deposit.   
 
 
Figure 4.9 Representative integrated Raman spectra of amorphous carbon deposits 




The two major characteristic peaks which correspond to D-band and G-bands are difficult 
to analyze in this representative spectrum, but they can be clearly observed and 
deconvoluted when zoomed in a narrower window between 1000 cm-1 and 1800 cm-1 as 
apparent in Figure 4.10, which shows the evolution of the Raman spectra of a carbon line 
annealed at different temperatures.  Similar trends can be observed for the spectra of 
carbon dots annealed at different temperatures.  These spectra were utilized for further 
analysis after deconvoluting with the Lorentzian fits to clearly distinguish the 
characteristic G band and D band   
 





As clear from Figure 4.10, the D band appears as a shoulder to the more intense G band 
at lower temperature.  As the annealing temperature increases, the D band becomes more 
prominent in the spectra along with the increase in intensity of G band as well.  Also, the 
full width at half maximum (FWHM) of the G-band was found to decrease by almost 
35% (140 cm-1 to 90 cm-1) as the annealing temperature increases.  For further detailed 
analysis of the microstructure, we selected the positions of D and G bands as well as the 
ratio of their peak areas as commonly referred in literature.  As mentioned earlier, D band 
correspond to the breathing mode of sp2 sites in rings and G-band relates to the stretching 
vibration of any pair of sp2 sites in chains or aromatic rings.  In case of graphite, as the 
disorder increases, the cluster size and number decreases and gets more distorted until it 
opens up.  Since, the G-peak is just related to the relative motion of C sp2 atoms, the I(G) 
increases with respect to I(D) and the ratio decreases.  On the contrary, in case of 
amorphous carbons having a small correlation length (La), the D-mode stretch is 
proportional to the probability of finding a six-fold ring in the cluster which in turn is 
proportional to the cluster area.  Thus, in amorphous carbons, the development of a D 
peak indicates ordering, exactly opposite from the case of graphite.240,241 
 
Figure 4.11 indicates that the D/G ratio undergoes significant variation with increasing 
annealing temperature, showing a gradually increase from 1.0-1.4 to 2.0-2.2 for both 
carbon dots and lines.  Moreover, overall behavior for dots and lines is similar within 
standard deviations indicating that shrinking dimensions do not significantly affect the 
thermally-induced phase transformations.  Thus general trends will be analyzed after 
averaging for all dots and all lines with different sizes as represented by the solid black 
lines (averaging over all data points) in the subsequent figures.  The smaller dots (< 
140nm in height) and lines (< 15nm in height) were excluded from the averaging owing 





Figure 4.11 D/G ratio analysis of (a) amorphous carbon dots, and (b) amorphous  carbon 
lines at different annealing temperatures.  Solid line represents the average of the data 
points for all sizes at a given annealing temperature 
 
D/G ratio has been known to be a quantitative factor in determining the size of graphitic 
crystallites in any carbon structure.233  It is accepted that the increase in the D/G ratio 
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corresponds to the increase in the correlation length of the graphitic crystallites.  Ferrari 
et al. showed that the D/G ratio for amorphous carbon materials varies between 0 and 
2.5; 0 being a characteristic of 100% amorphous structure and 2.5 corresponding to a 
more graphitic structure.242  At room temperature, the D/G ratio for all the dots occurred 
between 1.2 and 1.4, suggesting a mixed sp2 and sp3 character typical for hydrogenated 
amorphous carbon (Figure 4.11a).  As annealing temperature increased, the D/G shows a 
22% increase around 100oC followed by a gradual decrease which extends to 300oC.  
This change can be assigned to removal of adsorbed/absorbed moisture, dehydrogenation 
(annealing at ambient conditions) and stress-relaxations occurring inside the carbon 
structures deposited at metal surface.254  At annealing temperatures between 100oC and 
300oC, the Raman bands for dots show a 22% decrease in their D/G ratio.  This implies 
the initiation of structural changes inside the dots.  After reaching shallow minima at 
300oC, the D/G ratio shows a steep rise (36%), reaching around 2.5 at 450oC.  This sharp 
increase in the D/G ratio indicates the dramatic ordering of the graphitic domains and 
conversion into nano-crystalline graphitic material at the highest annealing temperature.  
 
A similar variation in D/G ratio is observed for carbon lines annealed at different 
temperatures (Figure 4.11b).  Indeed, the D/G ratio for lines at room temperature lies 
between 1.0 and 1.2, a little lower than the carbon dots.  As temperature increased, the 
D/G ratio showed a steep increase (60%) for temperatures up to 150oC corresponding to 
the process of moisture removal, dehydrogenation and stress relaxation similar to dots.  
The process is more prominent owing to the much pronounced structural response of the 
lines towards the heat transfer across the interface of the line as compared to the dots.  
This is also relates to the steady decrease in the dimensions of the lines witnessed from 




Figure 4.12 G-band peak position (a) and D-band peak position (b) for amorphous carbon 
dots annealed at different temperatures.  Solid lines represent the average of the data 




Figure 4.13 G-band peak position (a) and D-band peak position (b) for amorphous carbon 
dots annealed at different temperatures.  Solid lines represent the average of the data 
points for all sizes at a given annealing temperature 
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apparent changes in the D/G ratio up to 350oC, suggesting the formation and clustering of 
the graphitic crystals inside the deposits without significant changes in composition and 
density.  Above 350oC, the D/G ratio showed a gradual increase up to 2.2 at 450oC.  This 
also corresponds to the temperature range at which lines show a dramatic decrease in 
their height.  Thus, from the AFM and Raman measurements it appears that the carbon 
lines are fully graphitized and densified around 400oC.  
 
Although, the dots show a similar trend in their Raman spectra variations, stress 
relaxation which occurs in carbon dots at intermediate annealing temperatures is 
completely absent in corresponding lines.  This difference suggests that the long lines 
studied here are a subject of lower initial stresses related to the limited contribution from 
small volume of carbon in direct contact with the substrate.  
 
To further elaborate the above suggestion made based upon densification dynamics and 
D/G ratio variation, we analyze the G and D-band positions of the deposits annealed at 
different temperatures (Figures 4.12, 4.13).  G-band is known to have a strong 
dependence on the amount of the graphitic crystallites present in the carbon structure.  It 
is known to vary from 1520 cm-1 to 1600 cm-1 depending on the amount and ordering of 
the graphitic nanocrystallites.  A red shift of the G-band towards higher wavenumbers 
corresponds to the increase graphitization and ordering of nanocrystals.240 
 
Figure 4.12a shows the variation of G-band peak position for the carbon dots annealed at 
different temperatures.  As deposited, the EBID dots show G-band peak position around 
1556 cm-1 at room temperature suggesting a significant presence of sp3 content in the 
system with disordered microstructure, a characteristic of amorphous carbon as was 
indicated above.  As the annealing temperature increases up to 100oC, the G-band shows 
a shift towards higher wavenumbers, reaching 1560 cm-1 followed by a slight down shift 
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and a further increase above 200oC.  At higher annealing temperatures, the G-band 
position linearly increases to 1580 cm-1 (at 350oC), which is related to the formation of 
ordered graphite nanostructures.  With the further increase in temperature, the G-band 
position reaches 1590 cm-1 suggesting the formation of a nanocrystalline graphitic phase 
above 400oC.  A similar trend in the peak position is observed for the D-band (Figure 
4.12b).  It starts at 1344 cm-1 and steeply increases towards 1358 cm-1, followed by a 
further linear shift, reaching 1372 cm-1 at 450oC, indicating clustering and ordering of the 
crystallites as discussed earlier. 
 
Interestingly, a similar trend in G-band position is observed in case of carbon lines 
annealed at different temperatures (Figure 4.13a).  It can be seen that the G-band position 
starts at 1564 cm-1 (higher than for dots) and continues to shift up to 1576 cm-1 at 150oC 
followed by a small plateau region between 150-250oC.  Further increase in the annealing 
temperature above 250oC leads to the formation of a graphitic phase as indicated by the 
G-band position reaching 1580 cm-1.  Yet, even further increase in the temperature leads 
to the nucleation of nanocrystalline domains implying the formation of nanocrystalline 
graphite as can be concluded from band shift above 1590 cm-1.  Correspondingly, the D-
band position follows similar trend with increasing annealing temperature, further 
implying the formation of a more ordered graphitic phase (Figure 4.13b).  Overall, a 
continuous increase in the G band and D band positions with increasing annealing 
temperature strongly supports the argument made above about the formation of 
nanocrystalline graphitic carbon domains based upon the morphological changes and D/G 
analysis.  The slight decrease in the G-band and D-band peak position near 450oC is 
difficult to validate by the experimental measurements.  However, it might suggest the 
disruption of the nanocrystalline domains caused by the process of ablation at the highest 
temperature exploited here. 
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Thus, our study demonstrates that three distinct structural transformations take place 
inside the carbon EBID deposits during annealing within a temperature range from 100oC 
to 450oC as presented in Figures 4.11 and 4.12.  These transformations involves loss of 
adsorbed/absorbed moisture around 100oC, dehydrogenation and stress relaxation at 
temperatures within 100-200oC, followed by the intense graphitization and the formation 
of nanocrystalline graphitized nanostructures at the annealing temperatures, above 350oC.  
By comparing these thermally-induced transformations in the nanoscale EBID deposits 
with those typically observed for the bulk amorphous carbon films, one can conclude that 
generally, they follow known transformation for bulk carbon materials except for several 
significant features as mentioned below.   
 
Firstly, dehydration and dehydrogenation occurs at lower annealing temperatures (100oC 
-200oC) which significantly affect the physical state of nanoscale deposits.  Secondly, at 
relatively low temperatures, within 150oC-250oC, nanoscale carbon deposits undergo 
significant stress relaxation, (usually not observed for bulk materials) owing to the 
significant confinement effects resulting from the large contribution of surface and 
interfacial regions.  Finally, increase in annealing temperature leads to the similar 
transformations for both carbon dots and lines but it tends to be more gradual in carbon 
lines as compared to the dots.  This difference further supports the argument that the heat 
transfer process occurs more efficiently in the lines than the dots owing to their higher 
interfacial area with the metal underneath.  It is worth to note that overall trends in phase 
transformation of carbon deposits stay unchanged for different volumes over four orders 
of magnitude ranging from few µm3 for the largest line down to 10-3 µm3 for the smallest 
dot. 
 
Considering the fact that electronic devices generally fabricated at relatively low 
temperatures to avoid any thermal effects to adversely affect the properties of the device 
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components.  Thus, in order to use these materials for electronic device applications, it is 
critically important that ultimate phase transformations for carbon deposits occur at much 
lower annealing temperatures (300oC-350oC) than the bulk materials.  This difference 
makes EBID carbon deposits more attractive than those prepared by different methods 
such as physical vapor deposition, chemical vapor deposition and sputtering.   
 
Indeed, for these carbon materials complete graphitization and formation of 
nanocrystalline carbon occurs at significantly lower temperatures than that observed for 
amorphous carbon films (600oC-800oC). 238,249  We suggest that this significant difference 
is caused by the fact that the specific surface area for the nanoscale deposits is 
significantly larger than that for the bulk films, with annealing at ambient conditions also 
contributing.  Moreover, the presence of a heterogeneous interface along with significant 
surface phonon vibrations on a nanoscale largely influence the physical and chemical 
properties of the material.255,256  Moreover, EBID carbon differs from these commonly 
used techniques primarily in terms of its physical composition and structure by having 
imbedded volatile species (hydrogen and CHx).  Thus, upon annealing the EBID deposits 
and the resulting ablation, the formation of a porous structure might occur from the 
release of hydrogen and other embedded volatile species in contrast with traditional 
carbon films.  Such porous structure may further collapse resulting in post-thermal-
processing volume which is much smaller than that based on just change in density of 
graphite vs amorphous carbon.    
 
Finally, as we suggested in the beginning, these nanoscale carbon deposits might be 
exploited for making carbon-metal interconnect elements of future microdevices.  The 
results of our study suggest that modest thermal annealing can dramatically increase 
conductivity of these deposits due to its intense graphitization, important for establishing 
a robust interconnect.  However, the size of the deposits limits the use of most 
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characterization methods for simple measurements of the conductivity of these 
nanostructures.  Studies are ongoing to address this issue in near future by using 
conductive atomic force microscopy but it is a very challenging study which will be 
discussed separately. 
 
In summary, the shape of the deposits and interfacial areas play an important role in the 
phase transformation behavior of amorphous nanoscale EBID carbon and needs to be 
considered for its prospective applications in high-performance multifunctional devices.  
In fact, the ability to graphitize nanoscale amorphous carbon deposits at much lower 
temperatures compatible with fabrication and packaging microelectronic process allows 
to effectively control the microstructure of the deposits for creating highly conductive 
ohmic interconnects across heterogeneous junctions.  This further facilitates the need to 






LIGHT-INDUCED TRANSFORMATION OF CARBON ON METAL 
NANOPARTICLES 
5.1 Introduction 
Light-induced transformation of materials is a common phenomenon observed in our 
day-to-day life for generating energy to sustain life processes.257,258  Over the years, 
studies on light-matter interactions have led to the discovery of many light-induced 
reactions such as photoisomerization,259 photopolymerization,260 and photoionization261.  
Also, light-based phenomena such as the photoelectric effect,262 photomagnetic effect,263 
photoacoustic effect,264 and photothermal effect,265 have made their way into many 
device applications.  In fact, photothermal phenomena at the nanoscale have been studied 
in the efforts to develop and control biochemical reactions266,267,268,269 induce 
photomechanical actuation,270 manipulate the precise growth of nanostructures,271 
improve the efficiency of heterogeneous catalysis,272,273 and for therapeutic 
applications.274,275  This area can also open up opportunities to bring about controlled and 
localized heating with nanoscale precision for inducing confined phase transition in 
different materials such as patterning graphene oxide with conductive domains276.  With 
the miniaturization of electronic devices, these methods can be used to develop complex 
phase and interconnect architectures for the semiconductor applications. 
 
In chapter 4, we showed that the phase transformation in nanoscale EBID amorphous 
carbon deposits takes place between 100-400oC.  It has been observed that at lower 
temperature, stress relaxation and dehydrogenation takes place, followed by partial 
graphitization and formation of a disordered graphitic phase at temperatures above 
300oC.  However, these transformations involve subjecting the entire substrate to high 
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temperatures and are relatively slow, thereby limiting its use for several applications, 
including fabrication of electronic devices.  As known, bulk carbon materials can absorb 
light more efficiently and have been known to ignite or show a strong thermal emission 
upon excitation.277,278  However, nanoscale carbon deposits with sub-micron dimensions 
cannot be directly employed for light-induced transformations because these structures 
are light transparent and most of the incident light is not absorbed if special designs are 
not implemented.   
 
One of the approaches is the exploitation of metal nanostructures to induce local heating 
at metal-carbon interfaces.  Indeed, noble metal nanostructures exhibit a strong 
absorption in the visible region owing to the surface plasmon resonances in response to 
the external electromagnetic radiation279.  This strong light absorption causes a local 
increase in the temperature of the nanoparticles and can increase the rate of 
photochemical reaction.272  Recently, the heat generated by surface plasmons was utilized 
for bringing about rippling of polymer surfaces and inducing phase 
transformations.280,281,282  Brongersma et. al showed localized photothermal growth of 
carbon nanotubes and silicon nanowires due to localized thermal effects.271 
 
Herein, we demonstrate a fast and highly localized phase transformation of amorphous 
carbon deposits on nanoparticulate metal films without global thermal treatment and the 
subsequent improvements in the deposited carbon’s electrical conductivity.  We suggest 
the critical role of surface plasmons excited by the laser source in bringing about a large 
local increase in the temperature, sufficient to partially graphitize amorphous carbon 
deposits and quickly convert them to disordered graphitic phase.  The annealing kinetics 
of the carbon deposits on different metal films clearly demonstrates the role of the 




In this study, EBID was used to make zero-dimensional (dots) and two-dimensional 
(square) carbon nanostructures on silicon substrate, gold film and silver film.  The change 
in the composition and microstructure of the deposits on different substrates after 
exposure to the incident light at 514 nm was evaluated using Raman spectroscopy.  Also, 
the effect of the localized heating on the morphology of the substrate was analyzed using 
atomic force microscopy (AFM).  Further, to confirm the increase in electrical 
conductivity of these deposits associated with the amorphous to graphitic phase 
transition, conductive force microscopy (CFM) imaging was used to contrast the 
enhanced electrical conductivity of regions of the carbon deposits selectively exposed to 
laser irradiation.  
 
5.2 Experimental details 
Silicon (100) wafers were cleaned in pirhana solution (3:1 mixture of H2SO4/H2O2, 
hazardous solution) for 1 hr and then rinsed thoroughly with Nanopure water (18 MΩ-
cm).283  Gold and silver was sputtered on these cleaned silicon substrates for 2 mins and 
copper was sputtered for 10 mins at 30% setpoint in a Denton Vacuum Desk IV sputterer 
under argon atmosphere at a pressure of 50 mbar.  The average thicknesses of the gold, 
silver and copper films as measured from ellipsometry were 14.4 + 0.2 nm, 10.2 + 0.18 
nm and 17.0 + 0.12 nm, respectively. 
 
Residual hydrocarbons and acetone were used as sources of precursor molecules to 
induce the growth of carbon deposits over the substrates as discussed in chapter 3.  The 
cone-shaped carbon deposits shown in Figure 5.3 were deposited by keeping the electron 
beam in spot mode for a period of 10 minutes.  Electron beam energy of 25 keV with the 
electron beam current in the ~20 pA (spot size 3) was used for deposition.  The square 
carbon deposits shown in Fig. 5.11 and Fig. 5.12 were made by scanning the electron 
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beam at energy of 25 keV and current of ~250 pA (spot size 5), using the ‘NPGS’ 
(Nanometer Pattern Generation System) program with 1300 mC/cm2 of electron beam 
area dose.  In order to keep the thickness of the squares similar, the deposition time per 
square was 45 mins and 90 mins on gold and silver films, respectively.  Silver films 
shown in Fig. 5.8 were annealed in a Barnstead Thermolyne furnace for 5 sec at different 
temperatures under normal atmospheric conditions. 
 
As discussed in chapter 3, AFM was used for the surface characterization of the metal 
films and the carbon deposits.  Also, Raman microscopy was used to analyze the changes 
in the composition of the carbon deposits deposited on the metal films.  
 
5.3 Results and Discussion 
5.3.1 Metal nanostructures 
Three different common substrates were utilized for this study: silicon (Si) wafer, gold 
(Au) and silver (Ag) films (see Experimental).  Fig. 5.1 shows topographical AFM 
images of these substrates along with their corresponding cross-sections.  Bare silicon 
and gold films appear to be relatively smooth with a root mean square (RMS) 
microroughness of 0.17 nm and 0.51 nm respectively, over a surface area of 1 µm2 
(Figures 5.1a and 5.1b).  In contrast, silver film show a significantly rough surface with 
an RMS roughness of 3.6 nm and dense granular morphology with nanoparticles 
measured to be 12 + 0.9 nm in diameter (Figure 5.1c).  The gold film shows the presence 





Figure 5.1 AFM images showing the morphology and sectional analysis of different 









Figure 5.2 EBID carbon nanostructures (grey blocks) fabricated on substrates with 
different composition (silicon, gold, and silver) and surface morphologies and their 
physical state on exposure to a 514 nm laser source 
 
5.3.2 Amorphous carbon deposits fabrication 
After analyzing the surface morphology of different substrates, EBID carbon deposits of 
similar shapes and sizes were deposited over these substrates (Figure 5.2).  The schematic 
shows the formation of selected areas with graphitized carbon within carbon films on 
substrates with different morphologies as will be discussed in detail below.  Electron 
beam focused at a spot for a prolonged period of time lead to the formation of “dot” like 
structures from residual hydrocarbons (“contamination”) as a precursor.  SEM images of 
deposits upon tilting the substrate at 45o with respect to the electron beam reveal a pillar 
like morphology for the dots (Figure 5.3a).  Although, the substrate would have an 
influence on the morphology of the EBID deposits owing to the difference in the 
secondary electron yield and surface diffusion coefficient, the dimensions of the deposits 
on the different substrates were within + 200 nm. 
 
The size and structure of the EBID carbon deposits over different substrates were 
quantified using AFM imaging.  Figure 5.3b shows the AFM image of the dots along 
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with the corresponding 3-dimensional (3D) image (Figure 5.3c) and cross-sectional 
profile (Figure 5.3d).  3D image of the dots also reveals a pillar like morphology in 
agreement with the SEM image (Figure 5.3a).  The height of the dots is about 1.2 + 0.2 
µm and its width is 0.72 + 0.15 µm, for an electron beam exposure time of 10 mins.  The 
shape and size of the deposits can be varied by adjusting the SEM deposition settings and 
exposure time as has been discussed in chapter 3. 
 
 
Figure 5.3 Morphology of the EBID carbon deposit. (a) SEM image obtained at 45o 
viewing showing an array of carbon deposits, (b) AFM image of one of the carbon 
deposit (z-scale: 1.5 µm), (c) corresponding 3D image showing its pillar like morphology 






5.3.3 Phase composition  
 
Figure 5.4 Raman spectra of carbon deposits (inset showing the Raman map) on (a) 




The intrinsic physical state of carbon deposits was analyzed from the Raman spectra 
collected from individual carbon structures using confocal Raman micromapping under 
minimum laser power (<1mW) to avoid any laser induced heating.  All carbon materials 
show characteristic D-band and G-band between 1350-1380 cm-1 and 1560-1590 cm-1 
respectively, which relates to the sp2 and sp3 content of the system.241,242  Generally, the 
Raman spectrum of carbon materials is dominated by the sp2 sites owing to their higher 
scattering cross-section.284  Thus, depending on the peak positions and the intensity ratio 
of these bands, the microstructure of the material can be identified.285  Briefly, 
amorphous and graphitized carbon show G-band peaks around 1520 cm-1 and 1580 cm-1 
respectively and increase in the disorder of a graphitized system leads to the breakdown 
of the large graphitic domains into smaller moieties, thereby further shifting the G-band 
peak to 1590-1600 cm-1.  This phase is termed as ‘nanocrystalline graphite’ and 
represents carbon material with a disordered graphitic microstructure with short-range 
ordering of graphitic planes.1 
 
Figure 5.4 shows the high resolution Raman map and the corresponding Raman 
scattering obtained from averaging over 400 individual spectra of the EBID carbon dots 
on different substrates.  The images were obtained by integrating the intensity of the 
peaks between 1000 cm-1 and 1800 cm-1 to account for the characteristic D-band and G-
band peaks for carbon dots.  Interestingly, the carbon dots on different substrates showed 
significantly different Raman characteristics.  The G-band peak position and the D/G 
ratio of the dots deposited on silicon substrate lies around 1556 + 1 cm-1 and 1.2, 
respectively (Figure 5.4a).  For carbon deposits on gold film, the G-band peak position is 
slightly higher than on silicon (1564.6 + 1.5cm-1) with the D/G ratio around 1.5 (Figure 
5.4b).  The sight difference in the G-band peak positions of the carbon dots on silicon and 
gold substrate may be due to the difference in the internal stresses.  These stresses are 
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formed during fabrication, owing to the difference in the secondary electron yield and 
surface diffusion coefficient. 
 
In contrast, the Raman spectrum for the carbon deposits on silver film showed the G-
band and D-band peaks completely distinguishable from one another.  The G-band peak 
position for dots deposited on silver film reached 1582 cm-1 (Figure 5.4c).  Also, the D/G 
ratio is significantly higher (1.9) than the deposits on silicon (1.2) and gold (1.5).  This 
suggests that although the carbon deposits were fabricated under identical conditions, 
they exhibit different microstructure when exposed to the laser source at 514nm. 
 
The analysis of Raman data suggests that as-deposited carbon dots on silicon substrate 
are partially amorphous with some sp2 content.  However, the deposits on silver film 
show G-band peak position shifted significantly above 1580 cm-1, implying an increase in 
the graphitic ordering with the formation of the nanocrystalline carbon phase inside the 
structure upon laser exposure, a unique phenomenon revealed in this study.  
 
As is known, an amorphous to graphitic transformation usually requires exposure to high 
temperature or high pressure.246,285  However, in this study, the amorphous carbon 
deposits were subjected to an extremely low laser power (<1mW) under normal 
atmospheric conditions.  This phenomenon suggests that the substrate must be 
influencing the phase transformation process of the as-deposited amorphous carbon 
deposits under laser illumination.  Particularly, bare silicon substrate shows no effect on 
the properties of the amorphous carbon deposits.  However, noble metal films seem to 
influence the characteristics of the as-deposited carbon deposits in the presence of a laser 
source.  Thus, the interaction of electromagnetic waves with the metal film needs to be 




5.3.4 Optical properties of sputtered metal films 
Figure 5.5 represents refractive index and extinction coefficient of gold and silver films 
used in this study.  The gold film showed a slight variation of refractive index up to 450 
nm, followed by a steady decrease with an increase in wavelength (Figure 5.5a). 
 
 
Figure 5.5 Variation of refractive index (n) and extinction coefficient (k) with wavelength 
of (a) gold film, and (b) silver film 
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It shows a near zero refractive index at wavelengths between 550-580 nm and continues 
to rise thereafter.  A similar trend is observed for the silver film (Figure 5.5b).  The 
refractive index show a slight variation in the near UV wavelengths followed by a steady 
decrease, approaching zero between 550-580 nm and continues to steadily increase up to 
900 nm.  These results correlate well with the optical properties of evaporated metal films 
reported by Sennett et al.286  At shorter wavelengths, bound electrons contribute towards 
the absorption whereas at higher wavelengths, the absorption is more dominant.  This 
transition occurs in the visible region and UV region of the electromagnetic spectrum for 
gold and silver films, respectively.  In the case of gold films, the absorption increases at 
wavelengths above 550 nm whereas silver film strongly absorbs at all wavelengths.  
 
Figure 5.5 also gives the variation of extinction coefficient of the metal films with the 
wavelength.  The extinction coefficient for the gold film shows an increase up to 500 nm 
with a small bump around 420 nm and sharply increases up to 700 nm (Figure 5.5a).  
Above 700 nm, the extinction coefficient for the gold film saturates.  For the silver film, 
the extinction coefficient shows a near linear increase from 300 nm to 450 nm and 
undergoes a transition between 450-480 nm and continues to linearly increase up to 900 
nm (Figure 5.5b).  It is interesting to note that the extinction coefficient of these films 
shows little variation at wavelengths where the refractive index approaches a minimum.   
 
The sudden drop in the refractive index of the metal films is caused by the free electron 
transition which occurs due to the resonant coupling between the surface plasmons and 
incident electromagnetic wave and can be described using the Drude model for free 
electron oscillations.287,288,289,290  At the resonant frequency, the real part of permittivity 
approaches zero and consequently the refractive index approaches zero.  A refractive 
index of less than 1 represents a pure metal-like behavior of the sputtered films.  
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However, these resonances occur at slightly different wavelength than that of our laser 
source. 
 
Comparing the absolute values of the extinction coefficient at 514 nm, the absorptive 
index of silver (3.0) is significantly higher than that for gold (1.75), suggesting that the 
silver film absorbs light more efficiently than the gold film.  Thus, on exposure to the 
incident light, the surface plasmons of silver nanoparticles oscillate near its resonant 
frequency and absorb the incident light more efficiently than the gold surface, though the 
plasmon resonance of gold is also close to the laser wavelength. 
 
Such localized electromagnetic enhancement of light is achieved by excitation of the 
surface plasmons of metal nanoparticles at or near their resonant frequency.291,292,293  As a 
result, metal nanoparticles are known as nano-heat generators, absorbing incident light 
and converting it into thermal energy.273,294,295,296  This heating effect is especially strong 
under the plasmon resonance conditions when the energy of the incident photons is close 
to the plasmon frequency of metal nanoparticles.  Thus, the optical properties of metal 
films demonstrated above, we suggest that this thermal energy generated might be 
responsible for bringing about the phase transformation of amorphous carbon deposits.  
 
5.3.5 Effect laser exposure on sputtered metal films 
To further consider the effect of the laser illumination on the metal films, we studied the 
silver and gold films under identical direct light exposure.  Figure 5.6 shows the 
topographical AFM images of these exposed areas along with the corresponding phase 
images.  It can be clearly seen that the surface morphology of the silver film changes 
significantly in the areas exposed to the laser, whereas the gold film does not show any 
apparent change in its surface features.  A high resolution AFM image in Figure 5.7 
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shows that the nanoparticles within the laser-exposed regions of the silver film became 
significantly reduced in size, indicating intense changes in silver nanoparticle 
morphology after exposure to light.  The average size of the silver nanoparticles in the 
exposed areas is 2.3 nm, as compared to 12 nm in the unexposed areas.  
 
Figure 5.6 AFM image of the metal films after exposure to the laser showing the 







Figure 5.7 High resolution AFM image showing the difference between the laser exposed 
and unexposed areas of silver film. (a) topography (left; z-scale: 10 nm) and phase (right; 





Ablation of metal nanostructures using a high powered laser source is well known in the 
literature.297,298,299  However, the laser used in this research is a low-power continuous 
laser and the power density used in this study is several orders of magnitude (at least 
four) lower than that reported.300  Thus, direct light-induced ablation of the metal 
nanoparticles is improbable under our experimental conditions.  We speculate that the 
localized excitation of surface plasmons of the silver film that possess absorption near the 
incident laser frequency causes temperature to dramatically in the exposed areas, to a 
value high enough to affect the surface morphology of the area.  Also, it is well 
established from our previous work that a temperature of around 350-400oC would be 
required for the EBID amorphous carbon deposit to graphitize completely.  Although the 
exact temperature at the surface of the nanoparticles on laser exposure is a challenge to 
measure with our current experimental conditions, an estimate of the temperature 
required for silver nanoparticle morphology changes would be necessary. 
 
Figure 5.8 High resolution AFM image showing the morphology of the silver film at 





5.3.6 Local temperature estimation 
Figure 5.8 shows the morphology of the silver film annealed at different temperatures.  It 
can be seen that the surface morphology of the silver film remains unaltered on annealing 
up to 450oC, with a uniform particle size distribution over the entire surface.  Annealing 
above this temperature results in an increase in the lateral dimensions of the silver 
nanoparticles with the height decreasing to 7.3 + 1.1 nm.  These changes suggest that the 
silver nanoparticles melt on annealing above 450oC.  Thus, exposing the substrate to the 
highest temperature results in local melting causing the silver nanoparticles to aggregate 
and grow in size.  On the contrary, in case of the sputtered silver film exposed to the laser 
source, the particles are in a state of confinement in the exposed areas and account for the 
excess temperature by reduction of size and increasing specific surface area.   
 
It is logical to assume that the temperature required for bringing about a change in 
morphology of silver nanoparticles would be similar for thermal-based annealing and 
laser-based transformation.  To further confirm this independently, thin films of common 
polymers, such as poly(4-vinylphenol), with well known thermal decomposition 
temperature above 360oC,301 were deposited on noble metal substrates and exposed to the 
laser under identical conditions.  As a result, we observed an intense and highly localized 
thermal decomposition of a 100 nm thin film of the selected polymers deposited on silver 
substrate in areas exposed to the laser, whereas the morphology remained unaffected for a 
similar polymer film deposited on silicon.  Such thermal decomposition additionally 
confirms a localized plasmon-assisted laser-induced thermal heating on silver surface 






5.3.7 Application of laser-induced phase transformation of carbon on copper 
substrate 
 
Figure 5.9  (a) morphology of the copper film showing granular morphology along with 
the cross-sectional profile (z-scale: 20 nm), (b) The variation of refractive index (n) and 
absorption coefficient (k) with wavelength of copper film, (c) topography of the EBID 
carbon square deposited on the copper film along with the cross-sectional profile (z- 
scale:40 nm), (d) Raman spectra of the carbon square at different laser power (dotted blue 




As a proof of concept, we studied the effect of laser exposure on the physical state of the 
carbon deposits fabricated on top of a copper substrate, a commonly used material in the 
semiconductor industry.  Figure 5.9a shows the morphology of the copper substrate along  
with the corresponding cross-sectional analysis.  Similar to the silver substrate, the 
copper substrate also showed the presence of a granular surface topography with a 
particle size of 9.4 + 0.6 nm.  Further, on measuring the optical properties of the copper 
film, it was observed that the refractive index of the film approaches a minimum between 
460-500 nm corresponding to the free electron oscillations of the surface plasmons as a 
response to the incident electromagnetic radiation (Figure 5.9b).  Thus, the surface 
plasmon resonance of the copper film was also near the laser excitation wavelength as 
observed for the gold and silver film. 
 
However, on comparing the extinction coefficient of the copper film with the gold and 
silver films, it was observed that the copper film absorbs 2.5 times less light than the gold 
film and 5 times less light than the silver film at 514 nm wavelength.  Thus, according to 
our hypothesis put forth in the earlier sections, the carbon deposits should not graphitize 
on the copper film.  In order to prove this, we fabricated carbon squares on top of the 
copper film.  Figure 5.9c shows the morphology of the carbon square along with the 
corresponding cross-sectional profile.  The height of the square was around 16.5 nm with 
lateral dimensions of ~ 3 um x 3 um.  On exposing the deposit to the Raman laser at 514 
nm, it was observed that the deposit showed amorphous behavior as expected with the G-
band position around 1568 cm-1 (Figure 5.9d). 
 
This suggests that the surface plasmons of the copper film do not absorb enough light at 
514 nm to bring about a local increase in the temperature, high enough for graphitization 
of the carbon deposit.  However, in order to increase the effective absorption of light at 
514 nm, the laser power can be increased.  Thus, we exposed another carbon square 
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fabricated under similar conditions as before to the laser source at slightly higher power 
(~1.5 mW) and monitored the Raman spectra.  On analysis, it was observed that the G-
band peak position blue shifts towards the graphitic peak position at 1580 cm-1 (Figure 
5.9d).  This further validates the role of surface plasmons in bringing about a localized 
phase transition in amorphous carbon deposits on exposure to the light. 
 
5.3.8 Kinetics of laser-induced phase transformation 
 
Figure 5.10 Kinetics of phase transformation of the carbon deposit on different metal 
films on exposure to 514 nm laser source.  (a) G-band peak position of the carbon deposit 
at different exposure time (Solid lines represent average of the data points) (b) 
corresponding D/G ratio (Solid lines represent average of the data points) and (c) Raman 




The carbon dots on different metal films were exposed to the laser illumination under 
minimum power (<1mW) for increasing periods of time and spectra were recorded after  
each exposure interval to monitor kinetics of graphitization transformation.  Figure 5.10 
shows the variation of G-band peak position and the D/G ratio for the dots deposited on 
silver and gold films.  It can be seen that initially the deposits are amorphous with the G-
band peak position around 1558 cm-1 and 1567 cm-1, on gold and silver films, 
respectively (Figure 5.10a).  
 
Also, the D/G ratio for deposits occurs around 0.8 on gold and 1.2 on silver films (Figure 
5.10b).  As the exposure time increases, the G-band peak position for carbon deposits on 
silver films steadily increases, and reaches 1580 cm 1 after ~30 seconds of light exposure 
with D/G ratio increasing to 1.6.  Further increase in the exposure time results in the 
steady shift of G-band peak position towards 1590 cm-1, suggesting the formation of a 
nanocrystalline graphitic phase.  Thus, the carbon deposits on silver film undergo a rapid 
(tens of seconds) transition from amorphous to graphitic to nanocrystalline graphitic 
phase (Figure 5.10c).  
 
The G-band peak position of deposits on gold films shows a sharp increase up to 1572 
cm-1, during the initial exposure followed by a plateau region (Figure 5.10a).  This minor 
shift suggests that the carbon deposits on gold undergo only partial graphitization to 
disordered graphitic phase, without a complete transformation.  The D/G ratio of carbon 
deposits on gold film remains about constant around 0.9 (Figure 5.10b). 
 
5.3.9 Electronic properties of carbon deposits upon laser exposure 
In order to address the practical implication of amorphous to graphitic phase 





Figure 5.11 Morphology of amorphous carbon square on gold film.  (a) topography (z-
scale: 100 nm) and the corresponding phase (z-scale: 90o) showing the square and the 
laser exposed area at the center, (b) high resolution topography (z-scale: 50 nm) and 
phase (z-s cale: 50 nm) and phase (z-scale: 30o) of the laser exposed areas showing the 




Figure 5.12 Morphology of amorphous carbon square on silver film.  (a) topography (z-
scale: 100 nm) and the corresponding phase (z-scale: 90o) showing the square and the 
laser exposed area at the center, (b) high resolution topography (z-scale: 50 nm) and 
phase (z-scale: 50 nm) and phase (z-scale: 30o) of the laser exposed areas showing the 




performed CFM measurements of laser-exposed amorphous carbon deposits.  Here, an 
electrically biased metal coated tip rasters across the surface of carbon deposits and the 
current flowing through the system is recorded.211  The current flow will thus depend on 
the contact resistance between the tip and the surface and the resistance of the material 
itself.  In order to have a valid comparison between the amorphous and graphitic 
domains, we used the same tip to scan both areas within the same sample.  However, the 
shape of the dots is not ideal for such measurements because the pillar-like morphology 
can be easily destroyed by the large forces used during the CFM scanning process.  
Therefore, we exploited flat squared carbon deposits for CFM experiments.  
 
Figure 5.11a shows the amplitude (morphology) and phase (stiffness) of EBID square 
carbon deposit on a gold film for CFM experiments.  It can be seen that the carbon square 
shows some non-uniformity in its thickness with its center being higher than the 
periphery, with the height of the square ~32 nm at the center.  Inside the square, a smaller 
dark square can be seen, which represents the surface area which was exposed to laser 
illumination under similar conditions as before.  High resolution AFM imaging around 
the exposed region shows that the laser ablates a part of the deposit (Figure 5.11b).  The 
laser exposure resulted in the ablation of the deposit forming a crater up to 20 nm deep.  
This suggests the oxidation of sp3 carbon from the deposit.  However, a thin layer of the 
material (~12 nm) still remains intact after exposure to laser irradiation.  The phase image 
also reveals the formation of an area with different surface properties within the exposed 
region.   
 
Figure 5.12a shows similar topographical features of the EBID square carbon deposit on 
a silver film as seen on gold film.  Exposure to the laser illumination resulted in the 
ablation of the carbon deposit with initial thickness of 35 nm (dark square at the center).  
High resolution AFM images near the exposed areas reveal changes in morphology of the 
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initially amorphous carbon (Figure 5.12b).  The laser exposure resulted in a significant 
reduction in its size due to material ablation with a residual (~13 nm) carbon film left 
within the laser exposed “crater”.  The phase image shows the formation of carbon 
material with different physical structure in the areas exposed to the laser beam.  This 
similarity suggests that the laser exposure has similar effect on the morphology of the 
amorphous carbon deposits on different substrates. 
 
 
Figure 5.13 Conductive atomic force microscopy imaging of the deposit on (a) gold film 
and (b) silver film 
 
According to the arguments put forth earlier based upon Raman scattering studies, it is 
expected that the areas exposed to the laser irradiation would consist of disordered and 
nanoscale graphitic domains while the remaining film should consist of amorphous 
carbon.  Figure 5.13 shows the conductivity map of these deposits on different metal 
films obtained via CFM.  The deposit on the gold film shows much improved 
conductivity at the laser exposed areas.  However, the surrounding area shows practically 
no current flow, i.e., carbon film remains nearly insulating.  Exact values of the resistance 
cannot be obtained quantitatively owing to the unknown contact resistance.  However, 
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qualitatively the CFM images clearly identify the graphitic and amorphous domains and 
degree of graphitization.  Moreover, the area of amorphous carbon exposed to the laser 
on the silver film shows a much greater electrical conductivity (Figure 5.13b, current of 
0.05 mA flows from the CFM tip to the substrate on applying a sample bias of 3.0V) as 
compared to the deposits on gold film (Figure 5.13a, current of 0.5 nA flows from the 
CFM tip to the substrate on applying a sample bias of 9.0V).  It is difficult to estimate or 
compare the electrical conductivity of the amorphous carbon in the unexposed areas of 
the square deposit since it shows no measurable current even after applying a maximum 
sample bias of 10 V.  However, since the amorphous carbon maintains its identity in the 
unexposed areas, irrespective of the underlying substrate, it can be said that the electrical 
conductivity of amorphous carbon is significantly lower than that of partially graphitized 
carbon on the gold film.  The electrical conductivities of gold (4.2 x 107 S/m) and silver 
(6.2 x 107 S/m) are large and almost identical at room temperature.302  
 
Thus, assuming the contact resistance between the sample and the tip to be same in both 
cases, presence of the silver film resulted in an increase in electrical conductivity by over 
six orders of magnitude (resistance of the laser exposed carbon film is ~ 60 kΩs on silver 
substrate, compared to ~14 GΩs on gold substrate), and thus much improved overall 
electrical contact conductivity (or dramatically decreased resistivity) at carbon-silver 





SCANNING THERMAL TWIST MICROSCOPY – A NOVEL TECHNIQUE FOR 
NANOSCALE THERMAL IMAGING 
6.1 Introduction 
Scanning thermal microscopy (SThM) is a critical technique in the analysis of thermal, 
electronic, and photonic transport at dimensions approaching the mean free path of 
phonons and other quasi particles.303,304  Unfortunately, commercial probes are typically 
limited to sub-micron spatial resolution and thermal sensitivity of a fraction of a 
degree.305,306,307  Over the years many different thermal sensing mechanisms have been 
explored for SThM including the Seebeck effect,308,309,310,311,312 temperature dependant 
resistance,313 and thermal bimorph bending.314  The thermal bimorph mechanism utilizes 
the difference in thermal expansion of two materials intimately bound to cause bending 
stresses in response to heat.315  Thermal bimorph bending has very promising properties, 
but has remained impractical for SThM because the thermal bending directly interferes 
with topography imaging. Here, we re-examine the bimorph mechanism for SThM and 
address this major limitation by introducing scanning thermal twisting microscopy.  The 
thermal-topographical signal interference issue is solved by creating a probe with an 
asymmetrical bimorph geometry that twists, instead of bends, in response to heat. 
 
Since the introduction of thermal probes,316 there have been major improvements in 
SThM, but the widespread use has unfortunately been hindered by the high cost of 
commercial probes, as well as their modest spatial (typically~100nm) and thermal 
resolution(~0.1oK).317,318,319,320,321  Furthermore, commercial resistive-based probes can 
also suffer from cross-talk between thermal and electrical signals when imaging electrical 
circuits.  Thermal bimorphs do not suffer from these setbacks.  In fact, thermal bimorphs 
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transduced with an AFM quadrant photodetector have a theoretical limit of thermal 
resolution on the order of 10-5 K, two orders of magnitude better than the theoretical limit 
of electrical techniques.314  As mentioned, the impediment to this approach is that the 
thermal signal and the topographical signal utilize the same signal transduction channel, 
namely normal deflection of the laser spot in the quadrant photodiode (Figure 6.1a).  In 
order for SThM to function properly, the tip-surface distance must be accounted for by 
performing SThM in conjunction with atomic force microscopy (AFM).  The topography 
imaging of the AFM is critical to maintaining the thermal probe/sample distance, thereby 
enabling the inherent thermal properties to be mapped. Therefore, typically the thermal 
bimorph effect is considered a nuisance, despite promising properties.  While the thermal 
bimorph effect interferes with the topographical signal, this has not stopped researchers 
from trying to utilize this transduction mechanism for SThM.  For instance, in order to 
circumvent the signal overlap issue, Majumdar and co-workers used a microfabricated 
resistive heating substrate to sinusoidally heat the sample at a frequency on the order of 
100 Hz.314  While this technique worked fairly well, it unfortunately requires a 
microfabricated substrate and complicated electronics and therefore did little to address 
cost issues associated with SThM. 
 
Scanning thermal twisting microscopy (STTM) addresses the thermal-topographical 
signal interference issue by creating an assymetrical bimorph geometry that twists the 
microfabricated cantilever with thermal changes, thereby using the lateral deflection 
signal ((A+C)-(B+D)) for thermal imaging, while maintaining the normal deflection 
signal ((A+B)-(C+D)) for concurrent topographical imaging (Figure 1b).  This design 
does not require complicated and expensive electronic equipment; instead the imaging 




Inherently, the lateral (twisting) spring constants of cantilevers are much higher than the 
normal spring constants.  V-shaped cantilevers have lateral (twisting) spring constants 
that are roughly 500 times more stiff than normal bending spring constants.322  Therefore, 
to realize thermal twisting probes it is critical to maximize the thermal expansion 
mismatch between the materials to overcome the inherently high lateral stiffness.  Most 
thermal bimorph work thus far has involved ceramic/metal composites with rather poor 
sensitivity due to a small thermal expansion difference of the two materials making up 
the bimorph.  Instead, polymer/ceramic composites have proven to be much more 
sensitive due to high thermal expansion coefficient of the polymeric materials.323  
LeMieux et al. developed highly sensitive probes through the use of plasma polymer-
silicon bimorphs with high mismatch of thermal properties.324,325,326  These cantilevers 
had an unprecedented thermal resolution of 0.2 mK.  Furthermore, this work 
demonstrated plasma polymers have excellent adhesion to silicon and excellent long-term 
stability.  
 
6.2 Experimental details 
Probe Fabrication and STTM:  Mikromasch NSC-11 (Al-BS) probes were coated with a 
90 nm thick plasma polyacrylonitrile films on the top side and underside of the probe.  
The plasma enhanced chemical vapor deposition was done in a custom PECVD 
chamber.324  Argon was used as a plasma carrier gas, which entered the chamber 20 cm 
upstream of the plasma generation zone at a flow rate of 20 cc/min.  The plasma was 
generated with a capacitive coupled radio frequency discharge source with a frequency of 
13.56 MHz and a power of 20W.  The acrylonitrile monomer vapor entered the chamber 
approximately 10 cm downstream of the plasma source at a flow rate of 1 cc/min.  The 
cantilever chips (Mikromasch NSC-11 Al-BS) were mounted on a silicon wafer substrate 
that was mounted to the chamber chuck about 3 cm downstream from the monomer inlet 
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stream.  Plasma polyacrylonitrile films (90 nm thick) were deposited on the each side of 
the probe in two separate identical deposition runs.  The thickness was measured by 
ellipsometry on the silicon wafers.  Focused ion beam milling (FEI DB-235) was used to 
remove opposing halves of the two polymer coatings. Typically, the polymer film was 
removed by raster scanning the FIB at an accelerating voltage of 30kV and a current of 
20nA over a 130 x 115 µm rectangular area that included the polymer region targeted for 
removal for 3 minutes.  Most of the STTM work (including the images presented was 
performed with a DI-3000 equipped with a Nanoscope IV controller (Veeco), but some 
was also performed with a DI3100 with a Nanoscope V controller.  The sample 
temperature was controlled with 2510 TEC controller (Keithley) connected to a thermo-
electric cooler with a surface mounted thermistor.  Further details regarding the imaging 
procedure are presented in the supporting information.   
 
Simulation: Finite element analysis (FEA) using COMSOL Multiphysics 3.2 software 
with a structural mechanics module have been used to understand the deflection of the 
cantilever in response to changes in temperature.  The FEA modeling involves 
minimizing the energy of the individual mesh elements.  The bimaterial structure was 
meshed into over 40,000 elements. The silicon cantilever modeled with the same 
dimensions as the Mikromasch NSC-11 cantilevers used in the study.  The NSC-11 
cantilevers have a thickness of 2 µm, a length (chip edge to tip of V) of 90 µm and an 
µm.  The material parameters for the cantilever were obtained from 
COMSOL as default values for silicon.  The plasma polyacrylonitrile material properties 
were taken from previous work (see Refs. 322, 323).  A modulus of 2 GPa, an absolute 
thermal expansion of 3.1x10-4 and a Poisson’s ratio of 0.4 was used.  The modeled 
thermal bending data presented in Figure 6.2 was produced by change the temperature 
from 20 oC to 30 oC.  The output of the modeling process is a color map of cantilever 
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defection which was used to understand the normal and lateral bending with the changes 
in temperature.  
6.3 Results and discussion 
The thermal twisting probes presented here are fabricated by first depositing plasma 
polymerized film on both sides of commercially available V-shaped “tapping” cantilever 
(f ≈ 330 kHz, kN ≈ 48 N/m) as schematically shown in Figure 6.1c.  Half of the top-side 
coating is then removed via focused ion beam (FIB) milling, followed by removing the 
opposite half of the bottom-side coating (Figure 6.1c).  This procedure leaves each leg of 
the v-shaped cantilever as a thermal bimorph, but with opposite orientations.  The 
combined thermal actuation is a twisting motion, instead of the typical normal bending, 
as is depicted in Figure 6.1b.  Scanning electron micrographs of a twisting bimorph 
cantilever are presented in Figure 6.1d-e. 
 
Finite element modeling was used to explore the deformation of the twisting bimorph and 
the sensitivity dependence on the laser spot position with respect to the cantilever surface 
(Figure 6.2).  The modeling of thermal bending V-shaped twisting cantilevers indicated 







the laser spot was positioned near the center of the cantilever in the x-y plane (refer to 







)) would ideally be zero, thereby preventing interference with the topographical 
signal.  On either side (offset in the x-axis) of the center point are saddle points (bright 
red and bright blue regions in Figure 6.2), which are regions where the cantilever is 
parallel with the horizon and thus are completely insensitive to thermal signal.  Adjacent 
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Figure 6.1 (a) A schematic of the bending motion of a typical thermal bimorph.  The 
bimorph bending signal channel is the difference between the top two photodetectors and 
the bottom two photodetectors, which is the same as the topographical signal channel.  
(b) A schematic of the twisting motion of a thermal twisting bimorph.  The bimorph 
twisting signal channel is the difference between the left two photodetectors and the right 
two photodetectors, which is different than the topographical signal channel. (c) A 
schematic indicating the fabrication process used for making V-shaped thermal twisting 
probes.  (d) Tip-side oriented and (e) backside oriented scanning electron micrographs of 
a STTM probe 
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Therefore, it should be clear that positioning of the laser spot is critical to maximizing the 
lateral thermal sensitivity and minimizing the normal thermal sensitivity.  Fortunately, 
centering the laser spot is a relatively simple and routine procedure with the use of an 
optical microscope associated with most AFMs.   
 
 
Figure 6.2 The result of modeling the thermal response of the twisting bimorph cantilever 
geometry shown from two different perspectives.  The z-displacement color scale has 
units of nm 
 
The thermal sensitivity of normal and lateral bending was quantified by suspending the 
cantilever above a thermal-electric cooler/heater, with a tip-surface distance of roughly 
20 µm, as estimated by Z-stepper motor movement.  The temperature was incrementally 
changed, while monitoring the normal and lateral photodiode signals.  Figure 6.3 shows a 
plot of lateral and normal photodiode signal versus temperature.  The lateral thermal 
sensitivity was measured to be 65.4 mV/K, whereas the absolute normal thermal 
sensitivity was measured to be 7.1 mV/K, almost an order of magnitude less.  The lateral 
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signal noise was measured to be 1.8 mV, thereby leading to a noise-limited thermal 
resolution of 27 mK which is manifold better than thermal resolution of the traditional 
mode (0.11K as estimated for the same tip).   
 
The STTM images presented here were obtained in “lift mode” to definitively show that 
frictional forces do not play a part in creation of the thermal image.  Lift mode is a 
common non-contact scanning method used in several scanning probe imaging 
techniques including magnetic force microscopy and electrostatic force microscopy.  
Furthermore, lift-mode has also recently been used in a calibration approach to account 









Figure 6.3 A plot of lateral and normal deflection of a representative twisting bimorph 
cantilever versus surrounding temperature 
 
The images presented here were acquired by recording surface topography in the first 
pass of the probe and the lateral thermal signal was obtained while retracing the 
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topography profile with a set lift height above the surface.  Lift-mode maintains a 
constant tip-surface distance, which minimizes surface damage and lateral friction forces 
that interfere with the thermal signal.  As the temperature was raised the maximum stable 
lift height decreased.  This behavior indicates that the predominant thermal conduction 
mechanism is a water bridge between the surface and the tip, which is typical of SThM 
performed at atmospheric conditions.  Thermal images were not significantly affected by 
scanning speeds as high as 2 Hz with a resolution of 512 points per line, indicating that 
the thermal equilibration time is on the order of milliseconds.  While lift-mode essentially 
eliminates frictional contributions, imaging was also performed at different scanning 
angles to confirm that frictional forces were not contributing to the thermal image.  
 
To further demonstrate that the lateral deflection signal is in fact imaging thermal 
properties and the normal deflection signal is imaging topography independent of one 
another, the sample temperature was changed from heating to cooling (with respect to 
room temperature) in the middle of the imaging, expecting to see a contrast inversion in 
the lateral deflection image and no change in the topographical image.  The results of this 
so-called “litmus test” on a rough surface serve as a strong indicator of the characteristics 
of the system.  The contrast inversion in the lateral image is expected because the 
absolute magnitude of the image contrast is directly related to the thermal conductivity of 
the sample.  As shown in Figure 6.1, the lateral signal is comprised of the output from the 
left photodetectors minus the output of the right photodetectors ((A+C)-(B+C)).  In this 
case the cantilever the cantilever twists to the left upon heating, creating a lighter image 
contrast.  Thus in the sample heating regime, regions with higher thermal conductivity 
will appear lighter than regions with lower conductivity because the tip is being heated 
more in the higher thermal conductivity regions.  Whereas in the sample cooling regime, 
regions with higher thermal conductivity will appear darker than regions with lower 
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conductivity because more heat is being drawn from the tip in the higher thermal 





















Figure 6.4 (a) Height image and (b) Lateral deflection thermal image of patterned SU-8 
with respective slice plots.  The temperature was changed from 25oC to 30oC half way 
through the acquisition of the images.  The black dotted line indicates the location at 
which the temperature was changed.  The red dotted lines indicate the location that the 
respective slice plots are from.  (c) Height image and d) Lateral deflection thermal image 
of gold nanoparticles taken at 26oC.  The thermal images in (b) and (d) were captured 




The images resulting from this litmus test, taken from a sample patterned with 
interference lithography (SU-8 at 1.25 µm periodicity), are shown in Figure 6.4a-b.  The 
tip/sample thermal conductivity is much higher in the sample depressions because the tip-
sample contact area is much higher and because the glass substrate has a higher thermal 
conductivity than the SU-8 photoresist.  It is evident that the height image (Figure 6.4a) 
does not change considerably upon changing from heating to cooling, whereas the 
contrast inverts in the lateral deflection image (Figure 6.4b) after the temperature change.   
 
The spatial resolution of thermal microscopy was quantified from the STTM images 





where ∆𝑇𝑛the noise of the temperature signal and (𝑑𝑇𝑡 𝑑𝑥⁄ )𝑚𝑎𝑥 is defined as the largest 
temperature gradient signal measured.2,28  STTM images of interference lithography 
samples show a max thermal signal gradient of 2977 mV/µm and the noise of 1.8 mV 
leading to a spatial resolution of 0.61 nm, which is about two orders of magnitude better 
than that of conventional SThM.  Therefore, STTM spatial resolution is limited by the 
radius of curvature of the tip and not the thermal sensitivity of the cantilever.  In order to 
confirm the lateral spatial resolution of the thermal imaging a standard gold nanoparticle 
sample (5 nm radius) was imaged (Figure 6.4c-d) at 26oC.  The lateral feature sizes of the 
topographical image and the thermal image are essentially identical indicating a tip 
dilation effect.  Therefore, the spatial resolution of the thermal imaging is in fact limited 




In summary, we developed a novel method of mapping of nanoscale thermal properties of 
complex devices, scanning thermal twisting microscopy.  The approach utilizes a novel 
asymetrical bimorph geometry that induces a twisting motion in the thermal probe.  This 
twisting motion allows the thermal signal to be isolated from the normal deflection 
caused by surface topography thus facilitating nanoscale spatial resolution and mK 
thermal resolution.  STTM simplifies thermal imaging with significant improvement of 
the spatial and thermal resolution.  STTM does not use electronics for signal transduction 
and therefore does not suffer from the same current leakage issues as other methods, 
making it ideal to study thermal and electronic transport simultaneously.  The fabrication 
of the miniature assymetrical bimorph cantilevers is simple and therefore stands as a 
possible mass-production of cheap and highly sensitive thermal imaging probes with 






MAPPING CHARGE DISTRIBUTION ON GRAPHENE OXIDE SURFACE 
7.1 Introduction 
Numerous studies have been reported on understanding the structure, morphology, and 
composition of graphene oxide.  Most popular has been the Lerf-klinowski (LK) model 
that suggests graphene oxide to be composed of randomly distributed graphitic domains 
with sp2 hybridized carbon atoms and oxidized domains with epoxide, carboxyl, and 
hydroxyl functionalities.327,328,329  Bulk composition and chemical structure of graphene 
oxide has been verified using spectroscopic techniques such as FTIR, Raman, and X-ray 
photoelectron spectroscopy (XPS).330  However, all these optical techniques are 
resolution limited by the diffraction-limit of light and provide average information of the 
sample over a given area.   
 
Scanning Tunneling Microscopy (STM) and Transmission Electron Microscopy (TEM) 
have been used to locally probe the presence of defects sites on the graphene oxide 
surface.76,77,331  The studies have clearly shown that the surface of graphene oxide 
consists of defects due to chemical functionalities as well as bond disorder.  In particular, 
the use of STM has been demonstrated to probe the different functional groups such as 
carboxyl, epoxy, and hydroxyl over a given area along the surface.  Although these 
techniques are powerful in probing the local defects, they requires the material to be 
deposited on special substrates (conductive films or TEM grids) which limits their use for 
characterizing graphene oxide on a device or application platform.  Also, these 
techniques either give information of the bulk sample or over a small area.  Thus, the 
overall composition and distribution of oxygenated functionalities over an entire surface 
of graphene oxide flake is still missing. 
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EFM - an AFM based technique, has emerged to be a powerful tool for mapping the 
charge distribution, surface potential, or dielectric properties of metal or semiconductor 
surface.  It has been used for imaging charge distribution in carbon nanotubes and DNA, 
interfacial properties of self-assembled monolayers on metals, measuring charge transfer 
in semiconductor materials and conductive polymer blends and even for measuring the 
charge within a single molecule.332,333,334,335,336  However, measuring a charge within a 
single molecule requires the measurement to be performed under extremely low 
temperatures (5K) and is not always feasible.337  In this technique, the conductive AFM 
tip and the substrate form a capacitor system and the dielectric properties of the substrate 
at different points can be mapped as the tip scans across the surface.   
 
EFM studies have been reported for identifying the different layers of graphene, detect 
the electrical dipoles from polymer residues and water on the surface of graphene, probe 
the surface potential and charge distribution in graphene films, and identify the contact 
potential difference between a single layer graphene and the substrate.338,339,340,341,342  It 
has been used to measure the electric potential fluctuations on the surface of highly 
oriented pyrolytic graphite (HOPG) as well as study the dielectric response of reduced 
graphene oxide.343,344,345  In a recent study, Gomez-Herrero et al. studied the surface 
potential distribution of few layer graphene oxide deposited on different substrates and a 
step-like decrease in the surface potential was observed with the increase in the number 
of layers.  The surface potential distribution was uniform on the surface of graphene 
oxide and the oxidized areas were indistinguishable from the conductive domains.346  
However, TEM and STM studies suggest that the surface of graphene oxide is comprised 
of conductive graphitic domains interconnected by a disordered oxidized matrix.  Thus, 
graphene oxide is expected to show a different response to the conductive tip at different 





Figure 7.1 Representation of the EFM-setup showing the graphene oxide flakes 
uniformly distributed over the silicon oxide surface scanned using a charged AFM 
charged tip above the surface 
 
In this work, we investigate the use of the EFM technique in mapping the graphitic and 
oxidized areas on the surface of an individual graphene oxide flake.  A typical setup is 
shown in Figure 7.1.  Prior to the local characterization, a majority of monolayer 
graphene oxide flakes were uniformly deposited over the surface and analyzed using the 
conventional spectroscopic techniques for estimating the average concentration of 
oxygen functionalities on the surface.  Contact angle measurements were also performed 
to estimate the degree of oxidation of the graphene oxide flakes deposited over a 
substrate.   
 
Next, EFM measurements were demonstrated on a single graphene oxide and the 
oxidized areas were found to be clearly distinguishable from the graphitic domains 
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especially under low humidity conditions.  Interestingly, the synthesis process was found 
to result in a non-homogeneous mixture of graphene oxide flakes with a significant 
variation in the different degree of oxidation.  Although a majority of the surface was 
covered with the oxygenated functionalities, the density varied from 50% to 80% for 
different flakes.  We believe that this is the first report which analysis the degree of 
oxidation over individual graphene oxide flakes.  Further, the reduction process of 
graphene oxide was explored and the effect of reduction time on the EFM-phase image of 
different flakes was analyzed.  Similar to the non-homogenous oxidation of the graphene 
flakes, the reduction process also resulted in flakes with different degree of reduction.  
 
Finally, the EFM images were quantified by analyzing the changes in the cantilever phase 
shift over different areas of graphene oxide with the change in tip bias.  Interestingly, it 
was observed that the oxidized areas and graphitic domains show a similar response, 
however, the oxidized areas show a higher absolute surface potential than the graphitic 
domains.  Another important aspect observed in this study was the positive charge on the 
graphitic domains imparted by the negatively charged oxidized domains.  Thus, overall 
the graphene oxide was found to consist of positive and negative domains, however, the 
negative oxidized areas dominated the surface and also account for the negative z-
potential of graphene oxide reported in literature.  Moreover, Chemical reduction of 
graphene oxide was found to eliminate the oxygen functionalities and showed a uniform 
surface composition with a high dielectric constant.  We believe that this is the first report 
that scrutinizes the properties of a predominantly monolayer graphene oxide film 
deposited on a substrate rather than bulk as well as monitors the surface composition of 






7.2 Experimental details 
Graphene oxide sheets were synthesized and assembled on silicon oxide substrate using 
LB technique.  SEM, AFM, and EFM were used to characterize the structure of graphene 
oxide.  Raman microscopy and XPS were used to identify the composition of graphene 
oxide flakes.  Additional details can be found in chapter 3. 
 
7.3 Results and Discussion 
Graphene oxide prepared by Hummer’s method functionalizes the surface of graphene 
with epoxy, carboxyl, and hydroxyl groups, allowing it to disperse in several organic and 
aqueous solvents.  A uniform deposition of the graphene oxide flakes can be achieved 
using the LB technique.   
 
7.3.1 Structural characterization of graphene oxide flakes 
Figure 7.2a shows the optical image of the graphene oxide flakes assembled on a 300 nm 
SiO2/p-Si substrate.  Graphene oxide flakes are quite visible in the optical image and the 
300 nm SiO2 layer was found to give a better contrast than the bare silicon substrate.  The 
optical image shows a majority of monolayer graphene oxide flakes uniformly deposited 
on the substrate over large areas and can be used to get a good estimate of the coverage.  
The graphene oxide coverage was also verified using SEM and areas with different 
surface coverage density were observed.  However, several SEM images taken over 






Figure 7.2 Estimation of the surface coverage of graphene oxide on the silicon oxide 
surface.  (a) Optical image with inset showing the zoomed-in image representing the 
uniform high density coverage of graphene oxide, and (b) representative SEM image 




Figure 7.3 Surface morphology and contact angle measurements.  (a) AFM image 
showing a densely packed area of graphene oxide flakes on the surface, and (b) 




The morphology, dimensions, and distribution of the graphene oxide flakes was also 
analyzed from the AFM topography images.  Figure 7.3a shows a typical AFM 
topography of the graphene oxide flakes transferred over the SiO2 substrate.  Majority of 
graphene oxide flakes show a smooth surface morphology and a uniform thickness 
profile.  The AFM image was taken in a densely packed area and shows a better surface 
coverage than the one represented in the SEM image (Figure 7.2b).  Sectional analysis of 
different flakes suggests a polydispersity in the lateral size ranging from a few μm to over 
10 μm.  However, the thickness of the flake was quite uniform around 0.9+0.2 nm 
implying that majority of the graphene oxide flakes were monolayer in nature.  
 
7.3.2 Bulk compositional characterization of graphene oxide flakes 
The sample was stored under ambient conditions after the LB transfer process to remove 
any residual water on the surface.  Thus, there is a possibility of contaminants from the 
atmosphere being adsorbed on the surface.  In order to verify this hypothesis, we 
measured the contact angle of the substrate at three different locations.  The contact angle 
depends on the surface chemistry and can be used to estimate the concentration of the 
functional groups on the surface of graphene oxide.  It was found that the average contact 
angle for the graphene oxide deposited on the SiO2 surface was ~51.5
o (Figure 7.3b).  The 
contact angle value depends on the surface coverage of graphene oxide and was much 
lower than the contact angle bulk graphene oxide reported in literature (62.8o).347  Also, 
the values of the contact angle of bulk graphene oxide reported in literature depends on 
the C:O content which varies from 1.8 to 2.5 depending on the method used for synthesis 
(Staudinger’s/ Hummer’s/ modified Hummer’s).330  However, we will use this value for 




According to Cassie’s law,348 the effective contact angle 𝜃𝑐 for a liquid droplet on a 
composite surface is given by 
cos(𝜃𝑐) = 𝑓𝐺𝑂 𝑐𝑜𝑠(𝜃𝐺𝑂) + 𝑓𝑆𝑖𝑂2 cos(𝜃𝑆𝑖𝑂2) 
where 𝑓𝐺𝑂 is the coverage of graphene oxide, 𝜃𝐺𝑂 is the contact angle of bulk graphene 
oxide, 𝑓𝑆𝑖𝑂2 is the coverage of SiO2, and 𝜃𝑆𝑖𝑂2 is the contact angle of bulk graphene 
oxide.  Contact angle for a freshly cleaned piece of SiO2 surface was found to be around 
15o and the substrate with 80+6% coverage of graphene oxide showed a contact angle of 
51.5+4.2o.  Thus, based on these parameters, the effective contact angle of graphene 
oxide (𝜃𝐺𝑂) was calculated to be 57.6+4.5
o and was close agreement with the values 
reported in the literature.  Also, the low contact angle of water at the surface negates the 
possibility of any adsorbed contaminants (organic), which generally tend to increase 
contact angle of the surface. 
 
Graphene oxide surface consists of the graphitic domains and the oxidized areas.  Based 
on the contact angle measurements, the concentration of oxygenated groups on the 
graphene oxide can also be estimated using Cassie’s law.  Assuming, the oxygenated 
domains on the graphene oxide show a hydrophilic character with low contact angle 
(~15+5o) and the sp2 graphitic domains behave as a graphite surface with a contact angle 
of 98.3o,349 the oxygenated domains would constitute 62.6+6.12% of the graphene oxide 
surface.  Thus, based on these measurements, it was speculated that a significant area of 
the graphene oxide surface was oxidized and supports the values reported in literature. 
 
Further, the chemical composition of the graphene oxide was confirmed using 
spectroscopic techniques.  Figure 7.4a shows the Raman map of the surface obtained by 
recording the intensity of the G-band (1550-1650 cm-1) and the average Raman spectra of 





Figure 7.4 Spectroscopic characterization of graphene oxide flakes. (a) Raman map 
showing the uniform deposition of monolayer graphene oxide and the corresponding 
Raman spectrum, (b) XPS survey spectrum and the C1s spectrum showing the elemental 
composition of an area over the substrate 
 
to the silicon substrate (1st order at 520 cm-1 and 2nd order between 950-1000 cm-1) and 
the graphene oxide (D-band at 1357 cm-1, G-band at 1608 cm-1, and a broad 2D band 
between 2500-3000 cm-1).350,351  A uniform intensity of the G-band and the D-band was 
observed over the surface of graphene oxide.  This further supports the presence of a 
majority of monolayer graphene oxide flakes on the surface.  The D-band in the Raman 
spectrum is a result of the defects and disruption of the C=C lattice in graphene.  Thus, a 
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significant intensity of the D-band suggests that the surface of graphene oxide surface 
consists of a high concentration of oxygenated functionalities.  However, the 
spectroscopic technique is limited the diffraction-limit of light and cannot resolve the 
distribution of the nanoscale defects areas on the surface. 
 
Figure 7.4b shows the XPS survey spectra and the C1s spectra of the substrate.  The 
survey spectrum shows all the expected peaks corresponding to the silicon oxide 
substrate and graphene oxide.  In particular, the C1s spectra can be deconvoluted into 
three peaks corresponding to the sp2 domains (C=C with a binding energy of 284.6 eV) 
and the oxidized sp3 domains (C-O with binding energy of 286.5 eV and O=C-OH with 
binding energy of 289 eV).351  The ratio of areas under the peaks suggests that 69.1+4.5% 
of the graphene oxide surface is oxidized, similar to the values obtained with the contact 
angle measurements.  However, the minimum spot size of XPS being is limited to 30 μm 
and mapping the distribution of the oxidized domains is difficult.  The XPS spectrum 
represents the average distribution of the functional groups and fails to probe the 
distribution over the surface.  However, the uniformity of the G-band intensity in the 
Raman map and the XPS survey spectrum do confirm the absence of any adsorbed 
impurities on the surface.   
 
So far, we have looked at the macroscopic properties of the graphene oxide flakes 
deposited on a 300 nm silicon oxide surface supported on doped silicon.  Also, contact 
angle measurements and XPS analysis suggested that 62-69% of the graphene oxide 
surface is decorated with the oxygenated groups and the conductive sp2 domains occupy 
only a small portion of the graphene oxide surface.  However, these measurements reveal 
an average behavior of the surface and precise understanding of the distribution and 
changes during the reduction process is lacking.  From here onwards, we will focus on a 
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single flake of graphene oxide and study the characteristics of its surface using EFM 
technique. 
 
7.3.3 EFM imaging of individual graphene oxide flakes  
The surface of graphene oxide consists of oxygenated functionalities which impart a 
negative charge to the surface.  z-potential measurements of graphene oxide solution 
reported in reveal a pH dependence but show a negative surface charge irrespective of the 
solution pH.352  Thus, EFM can be a promising technique to probe the surface charges 
and measure the changes in the surface potential between the graphitic domains and 
conductive domains across the surface of graphene oxide.  In this technique, a conductive 
tip oscillating at its resonant frequency traces the topography of the sample at a fixed 
height above the sample.  Any interaction between the sample and the tip results in a 
change in the amplitude of oscillation and phase which is plotted against the lateral 
movement of the piezo system.   
 
7.3.3.1 Effect of humidity on EFM imaging 
Figure 7.5a shows the topography and the corresponding EFM phase image of graphene 
oxide flakes deposited on SiO2/Si substrate obtained at a relative humidity (R.H) of 27%.  
These images were obtained using a heavily doped silicon tip.  Conventionally used 
silicon tips coated with conductive metals (eg., Pt/Ir) were avoided to reduce any wear 
and tear of the coating during the scanning process.  The topography image shows a 
majority of monolayer graphene oxide flakes with uniform morphology, however, the 
EFM-phase image appears quite uniform.  Light features are observed in the areas 
covered with graphene oxide but are not pronounced enough to resolve the distribution of 




Figure 7.5 Effect of humidity on the EFM-phase image of graphene oxide.  Topography 
(z-scale = 3 nm) and corresponding EFM-phase image (z-scale: 1o) of the same area 
obtained at a tip bias of 5V and a lift height of 50 nm under (a) 27% R. H., and (b) 2% 
R.H. conditions 
 
We speculated that the high relative humidity conditions during the scanning process 
might be responsible to screening the chemical functionalities on the surface.  It is a well 
known fact that a layer of water is always present between the tip and sample during 
scanning.338,353,354  Also, the presence of highly polar water molecules can influence the 
electrostatic interaction between the tip and the sample.  Presence of residual water on the 
sample can screen the surface charges and thus the EFM imaging depends on the 
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environmental conditions around the sample.  We also observed that scanning the sample 
immediately after the transfer of graphene oxide from the LB setup (prior to drying) 
showed a uniform but enhanced EFM contrast between the graphene oxide and SiO2 
surface.   
 
Thus, to confirm this hypothesis and reduce the presence of water on the sample, imaging 
was performed at a reduced humidity environment.  Figure 7.5b shows the topography 
and the EFM phase image of the same area but collected at a R.H of 2%.  The topography 
showed the same surface features irrespective of the humidity conditions and the apparent 
height of the flakes was 1.0 nm irrespective of the humidity conditions.  However, the 
EFM phase image obtained at lower humidity clearly shows pronounced bright and dark 
areas within the graphene oxide flake itself.  We believe that these areas of contrast 
represent the chemical non-uniformity on the surface of graphene oxide.  The presence of 
randomly distributed oxygenated domains over the graphene oxide surface results in a 
non-uniform electrostatic interaction as the tip rasters across the surface.  This causes a 
shift in the phase of the oscillation of the cantilever as can be seen from the EFM image.  
The silicon oxide surface shows a uniform phase shift whereas the graphene oxide 
surface shows areas with a higher or lower phase shift with respect to the silicon oxide 
surface.  Slightly darker areas are also seen which probably correspond to the functional 
groups underneath the surface.  However, the exact correlation between the functional 
groups and the phase shift is unclear and will be discussed in the subsequent sections.   
 
Interestingly, statistical analysis of the different domains seen in the EFM-phase images 
over different graphene oxide flakes revealed that the dark domains covered 64+15% of 
the surface.  This value is in agreement with the average distribution of functional groups 
estimated from the contact angle and XPS measurements and probably corresponds to the 
oxygenated functionalities on the surface.  A significant standard deviation was observed 
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in the distribution and can be due to the lack of control over the different parameters 
during the synthesis and processing steps.  Inconsistencies in the graphene oxide surface 
chemistry can occur during the sonication, centrifugation, and exfoliation process of 
graphene as well as during the synthesis due to the non-uniform size of the graphite 
flakes and the variations in the size of grain boundaries which can act as active centers 
for oxidation.  This further validates the significance of the EFM technique in 
characterizing the surface of graphene oxide compared to other conventional techniques. 
 
7.3.3.2 High resolution adhesion and EFM mapping  
 
Figure 7.6 (a) AFM topography (z-scale: 2.4 nm) along with the (b) adhesion map (z-
scale: 2.1 nN), and (c) EFM-phase image (z-scale: 1.6o) at tip bias of 5V and 50 nm light 
height under reduced humidity (2% R.H.) 
 
Adhesion between the AFM tip and the surface also depends on the surface chemistry 
and can be effective in probing the functionalities on the surface of graphene oxide.  
Figure7.6 shows the topography, adhesion, and EFM phase image of the same area taken 
using the same AFM tip under reduced humidity conditions.  The adhesion map clearly 
distinguishes the different adhesion properties of the graphene oxide and silicon oxide 
surface with respect to the hydrophilic silicon tip.  A lower adhesion force was observed 
between the silicon tip and the graphene oxide surface compared to the silicon tip and the 
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silicon oxide surface.  This suggests that the silicon oxide surface is more hydrophilic 
than the graphene oxide surface which was also evident from the contact angle 
measurements.  However, the adhesion maps were not able to differentiate between the 
oxidized and graphitic domains on the surface of graphene oxide.  This can be due to the 
adhesion forces below the AFM resolution experienced by the tip (k = 3N/m) as it comes 
in the vicinity of the functional groups.  However, mapping the adhesion forces using 
softer functionalized AFM probes can be promising to address this issue. 
 
On the other hand, the EFM-phase image taken over the same area clearly shows the 
different domains on the graphene oxide flake.  Also, the silicon oxide surface shows a 
uniform EFM response suggesting that the areas of contrast observed over the graphene 
oxide flake result from the chemical inhomogeneity of the surface.  If we assume that the 
contrast in the EFM image is due to the adsorbed organic contaminants (typically 
hydrophobic) then a similar contrast should have been observed on the silicon oxide 
surface.  Also, the adhesion map over the graphene oxide flake would have shown a 
different response between the adsorbed hydrophobic contaminants and the hydrophilic 
areas.  Thus, we believe that the contrast within a single graphene oxide flake seen in the 
EFM phase image is indeed due a difference in the surface potentials and non-uniform 
charge distribution along the oxidized and graphitic areas. 
 
Surface functionalization of graphene has been known to the reason for the increase in 
the d-spacing from 0.34 nm to 0.72 nm.  Thus, an apparent increase in the thickness over 
the surface should be evident from the AFM topography.  Figure 7.7 shows high 






Figure 7.7 High resolution (a) AFM topography (z-scale: 1nm), (b) AFM adhesion 
map(z-scale: 2nN), (c) EFM-phase image (z-scale = 2o) at tip bias of 5V and lift height of 
50 nm, and (d) EFM phase image (z-scale: 4o) at tip bias of 5V and light height of 20 nm 
 
taken at reduced humidity conditions (RH <2%).  This ensures a resolution per pixel of < 
1nm and reduced water bridge at the tip-sample junction to get a good estimate of the 
surface features.  Figure 7.7a shows the surface morphology of the graphene oxide 
surface along with the corresponding adhesion map (Figure 7.7b) and EFM-phase images 
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(Figures 7.7c and 7.7d).  The topography image showed some variation along the surface 
on the order of 0.13 nm whereas the adhesion map was quite uniform.  The EFM image 
showed a higher degree of contrast over the surface but looks skewed along the scan 
direction.  This can be due to wider area of electrostatic influence of the charged probe 
due to the combination of a large tip curvature and higher lift heights compared to the 
spatial distribution of charges along the surface.  In order to verify this hypothesis, the 
light height was lowered to 20 nm and Figure 7.7d shows the EFM-phase image of the 
same area.  It is evident that the lateral resolution is much improved and gives a better 
perspective of the surface.   
 
Graphene surface is known to be rippled and the presence of functional groups on either 
side further perturbs the surface leading to non-uniform topography.355  Exact correlation 
between the topography, adhesion, and EFM-phase image was difficult to estimate due to 
the similar roughness of the silicon oxide surface underneath (RMS roughness ~ 0.14 nm 
over a 500nm x 500 nm area).  However, some of the apparent areas are highlighted in all 
the images and there seems to be a trend between the surface topographic features and the 
EFM-phase images.  If we compare, Figure 6a and 6d then it seems that the areas which 
appear higher in the topography appear darker in EFM-phase image and vice-a-versa.  
Also, based on our previous understanding, darker areas in the EFM-phase image should 
correspond to the oxygenated functionalities on the surface.  However, the changes in the 
surface topography are not so obvious and cannot be used directly to probe the 






7.3.3.3 Effect of lift-height on EFM imaging 
 
Figure 7.8 Effect of lift height on EFM imaging.  (a) Representative topography image 
(z-scale: 3nm), (b-f) EFM-phase images with lift heights varying from 10 nm to 50 nm in 
10 nm intervals (z-scale: 4o for (b)-(e) and 2o for (d)-(f)), and (g) phase shift v/s lift height 
trend for the bright and dark areas 
 
An important factor witnessed from Figure 7.7 was the effect of lift height on the EFM-
phase imaging.  This was understood further by obtaining the EFM-phase images of the 
same area at the same tip bias but different lift heights as shown in Figure 7.8.  As 
evident, the topography of graphene oxide was smooth and uniform but the EFM-phase 
image clearly showed the different domains on the graphene oxide surface.  On plotting 
the change in phase with the changes in the lift height, it was observed that the phase shift 
showed a parabolic dependence on the lift height.  At a lift height of 50nm, the 
dependence of the phase shift on the lift height was minimum.  This suggests that the 
phase shift at lower lift heights is primarily contributed by the van der Waals forces 
whereas the electrostatic forces are dominant the phase shift at higher lift heights.  Also, 
the lift height was found to be dependent on the scan area and the resolution.  Lower lift 
height gives better resolution images for smaller scan areas whereas a lift height of 30 nm 
or more was found to be reasonable for scan areas above 5 µm.  In the subsequent EFM 
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Figure 7.9 Effect of reduction time on graphene oxide composition.  (a) AFM topography 
(z-scale: 3nm) and (b)-(i) EFM-phase images at different times (z-scale: 4o for (b)-(g) and 






7.3.4 Monitoring the reduction process of graphene oxide 
Graphene oxide can be chemically reduced to strip off the oxygenated functionalities on 
the surface.  Thus, the charge distribution on the surface can be varied depending on the 
degree of reduction.  To understand the reduction process of graphene oxide and also to 
verify our hypothesis, EFM-phase images were obtained for the same flake upon 
subjecting the substrate to reducing environment for different periods of time.  Figure 7.9 
shows the changes in the EFM-phase image of the same area subjected to reduction with 
the increase in time.  No significant changes in the topography were observed during the 
reduction process.  However, the EFM images clearly showed a trend.  Before reduction, 
the EFM-phase image showed some distribution of the bright and dark areas with the 
bright area covering ~27% of the graphene oxide surface.  As the reaction time 
progresses, the dark areas were found to be dominant in the EFM-phase images and 
eventually a uniform phase shift was observed over the surface of graphene oxide.   
 
Interestingly, different flakes showed different contrast in the EFM-phase upon reduction.  
This can be due to the different rate of reduction of graphene oxide flakes with a wide 
chemical inhomogeneity over the surface, as was discussed in the earlier sections.  
According to our previous observations, a negative phase shift with respect to the silicon 
oxide substrate at a positive tip bias (darker areas) suggest the presence of oxygen 
functionalities which should be absent after the reduction process.  Thus, to understand 
this contradiction, additional analysis of the EFM-phase data was required.  
 
7.3.5 Quantitative analysis of the EFM images. 
The electrostatic interaction between the conductive tip and the sample can be explained 
mathematically using the equation213,341 
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 (𝑉𝑡𝑖𝑝 −  𝜑 (𝑥, 𝑦))
2
                                          (1) 
where 𝑉𝑡𝑖𝑝 is the voltage applied to the cantilever and 𝜑 (𝑥, 𝑦) is the potential distribution 
along the surface.  The electrostatic force is positive since 
𝜕𝐶
𝜕𝑧
 is negative.  However, our 
EFM measurements monitor the changes in the phase and amplitude of oscillation of a 
mechanically driven cantilever and measures the changes in the force gradient, dF/dz.  
For small changes in force gradient, the resonant frequency and phase shift are described 
as follows213 






                                                         (2) 






)                                                (3) 
where 𝜅 is the spring constant (~3 N/m) and 𝑄 is the quality factor of the cantilever 
(~240).  Thus, combining equations 1 and 3, the phase shift varies with the electrostatic 
gradient as 213 






 (𝑉𝑡𝑖𝑝 −  𝜑 (𝑥, 𝑦))
2
)                              (4) 
Or  






 (𝑉𝑡𝑖𝑝 −  𝜑 (𝑥, 𝑦))
2
                                 (5) 
The phase shift is always negative because 
𝜕2𝐶
𝜕𝑧2
 is positive.  If a constant voltage is applied 
to the tip and the tip-sample distance is also maintained constant then the measured 
electrostatic interaction corresponds to the changes in surface potential along the surface.  
Also, the electrostatic interaction is zero when the applied voltage equals the surface 
potential. 
 
Surfaces having identical chemical composition (eg., graphene) and thus an equi-
potential surface show a uniform response towards a conductive tip as it moves above the 
surface.  However, the surface of graphene oxide is known to consist of conductive 
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graphitic domains within a randomly distributed non-conductive matrix consisting of 
oxidative areas and defects.  Thus, it was expected that the chemically different areas 
along the surface of graphene oxide will show a different response to an electrically 
biased tip as it moves along the surface.  In this study, we recoded the changes in the 
phase of oscillation because it is known to be more sensitive to the electrostatic forces 
than the amplitude of oscillation. 
 
 
Figure 7.10 AFM topography and EFM-phase image of (a) graphene oxide and (b) 
reduced graphene oxide flake at a opposite tip polarities 
 
Two factors which influence the EFM signal are the tip-sample capacitance and the tip-
sample potential difference.  The tip-sample capacitance primarily depends on the 
material properties (dielectric constant, geometry and tip-sample separation) whereas the 
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potential difference depends linearly on the sample potential (surface charges).343  
Reversing the polarization of tip is the simplest way to deconvolute effect of the two 
contributing factors towards phase imaging.  The difference in capacitance or dielectric 
constant over the sample surface will result in a relative change in the phase contrast 
whereas the non-uniformity in the surface potential will result in a reversal of the phase 
contrast. 
 
Thus, to verify this effect, EFM-phase images of graphene oxide were obtained at 
opposite tip polarities before and after reduction.  Based on the above hypothesis, the 
graphene oxide flakes should show a reversal of contrast in the EFM-phase image if the 
different domains correspond to the charged functionalities and the reduced graphene 
oxide should show the same contrast irrespective of the tip polarity.  Figure 7.10 shows 
the topography and corresponding EFM phase image of the same area of graphene oxide 
and reduced graphene oxide taken at a positive and negative tip bias under low humidity 
conditions (RH <2%).  No apparent difference was observed in the topography.  
However, the EFM phase images of the graphene oxide clearly show a contrast reversal 
in the areas covered by graphene oxide upon changing the tip polarity (highlighted in 
blue squares).  Also, areas covered by the silicon oxide appeared uniform and showed a 
relative decrease in the contrast upon changing the tip polarity (highlighted in green 
circles).  This suggests that the observed EFM-phase contrast over the different areas is 
indeed due to the areas with different surface potential or the presence of charged species 
on the graphene oxide surface.  On the other hand, the EFM-phase images of the reduced 
graphene oxide look similar irrespective of the tip polarity.  This implies that the 
observed EFM-phase shift for graphene oxide was dominated by the tip-sample potential 
difference whereas the tip-sample capacitance was responsible for the phase shift in 





Figure 7.11 EFM-phase images of (a) graphene oxide and (b) reduced graphene oxide 
(RGO), and (c) the corresponding phase shift v/s tip voltage plots at different points over 
the surface along with the table showing the fitting parameters 
 
Further, to quantify the surface potential and distinguish the conductive and non-
conductive domains on the surface of graphene oxide, we measured the phase shift due to 
electrostatic forces at a given point on the surface to the change in tip bias.  Figure 7.11 
shows EFM-phase image of graphene oxide and reduced graphene oxide.  Also, the shift 
in the phase of oscillation of the cantilever as function of tip voltage is plotted at the two 
different areas (bright and dark) on the graphene oxide, the surface of reduced graphene 
oxide, and the silicon oxide surface.  The areas corresponding to the plots are circled with 
the same color scheme for clarity.  As expected from eq. 5, the phase shifts was negative 
over all the areas and showed a parabolic dependence on the tip bias.  Judging from the 
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shape of the curves, the bright and dark areas showed a similar response to the changes in 
the tip bias as the silicon oxide surface whereas the reduced graphene oxide showed a 
higher curvature.  
 
For quantitative calculations, the curves obtained over the different areas were fitted with 
a function of the form341,213  
                                                𝜙 =  − arcsin[𝐴(𝑉 −  𝑉0)
2] + 𝐵                                      (7) 






 , 𝐵 represents an offset to 0o, and 𝑉0 
represents potential difference between the sample and the tip (𝑉0 =  𝜙𝑠𝑎𝑚𝑝𝑙𝑒 - 𝜙𝑡𝑖𝑝).  
Also, 𝑉0 can be calculated from the plot itself since the minimum phase shift occurs when 
𝑉0 =  𝑉𝑡𝑖𝑝.  The values obtained after fitting the representative curves to equation 6 are 
given in the table shown in Figure 7.11.  Additional areas over the substrate were 
analyzed to get a quantitative estimate of the electrostatic interaction. 
 
𝐴 and 𝑉0 are important parameters in quantifying the electrostatic interaction.  A can be 
further used to calculate 
𝜕2𝐶
𝜕𝑧2
 by knowing the quality factor and spring constant.  
Comparing the bright and dark areas over the graphene oxide surface, it was observed 




0.000126 C/m2 whereas the dark areas showed a 
𝜕2𝐶
𝜕𝑧2
 of 0.00012 C/m2.  Thus, it was not 
significant to account for the distribution of functionalities.  However, 𝑉0 which 
corresponds to the surface potential showed a clear difference with the values being 121+ 
2.3 mV and 293+6.1 mV for the bright and the dark areas respectively.  According to 
classical theory, the different functionalities (hydroxyl, epoxy, and carboxyl) consisting 
of an oxygen having a lone pair of electrons should have a higher surface potential than 
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the graphitic domains.  Thus, a higher surface potential in the darker areas suggests that 
these areas correspond to the oxygenated functionalities over the surface.   
 
On the other hand, reduced graphene oxide showed a higher value of 
𝜕2𝐶
𝜕𝑧2
 (0.00019 C/m2) 
with very little deviation over the surface.  Also, the surface potential of the reduced 
graphene oxide was found to be 133.6+9.3 mV which was in the range of the surface 
potential observed for the bright areas over the graphene oxide.  A comparatively large 
standard deviation can be due to the different degree of reduction of graphene oxide 
flakes as was witnessed from Figure 7.9.  This further confirms that the bright areas 
indeed correspond to the conductive graphitic domains on the surface.  Another important 
noticeable aspect was the distinct curvature in the phase shift of the reduced graphene 
oxide compared to graphene oxide.  This implies that the reduced graphene oxide 
experiences a higher electrostatic interaction at the same tip bias compared to graphene 
oxide and silicon oxide.  As discussed earlier, the EFM-phase shift in graphene oxide is a 
result of the tip-sample capacitance which depends on the dielectric properties of the 
material.  Higher dielectric constant would support high degree of polarizability and a 
higher phase shift at the same tip voltage.  The reduction of graphene oxide is expected to 
restore the electronic properties of graphene.  Thermally reduced graphene oxide have 
been reported to show a dielectric constant of 3.6,356 close to the dielectric constant of 
silicon oxide (3.9) but graphite is known to exhibit a very high dielectric constant (10-
15).  Thus, the exact reason for the observed trend is unclear.  However, higher values of 
capacitance per unit area (
𝜕2𝐶
𝜕𝑧2
) for reduced graphene oxide suggest a higher dielectric 
constant, compared to graphene oxide and silicon oxide surfaces.  
 
Several groups have reported similar parabolic dependence of the electrostatic force on 
the tip bias for different substrates.  In particular, Salmeron et al. studied the EFM 
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response of glass, mica, silicon, and graphite.357  They observed that curvature of the 
parabola followed the same trend as the dielectric constant (degree of polarizability) of 
these materials; graphite showing a pronounced polarization effect towards the change in 
tip bias whereas glass with the lowest dielectric constant showed the weakest response.  
The oxidized domains consisting of the oxygen atom with lone pair of electrons is highly 
polarizable and susceptible to the changes in the environment.  Thus, upon varying the tip 
bias, oxidative areas are expected to show a dramatic phase shift in the cantilever 
oscillation and the resulting parabolic relationship (phase shift v/s tip bias) will have a 
higher degree of curvature. 
 
In our study, a similar curvature was observed for the bright and dark areas but the bright 
areas showed a slightly higher phase shift at a negative tip bias and the darker areas 
showed a higher phase shift at a positive tip bias.  This phenomenon again suggests that 
the darker areas in the EFM-phase image obtained at a positive tip bias should correspond 
to the oxygenated functionalities with high electronegativities.  At the same time, it 
appears that the graphitic domains are positively charged and not neutral.  However, a 
significant area of the graphene oxide surface is covered by the negatively charged 
oxygen functionalities.  Thus, an overall negative charge is observed on the graphene 
oxide surface as evident from the z-potential measurements reported in literature.   
 
A scanning probe microscopy technique similar to EFM known as Kelvin probe scanning 
microscopy (KPFM), has been widely used technique for mapping the changing in the 
surface potential along the surface.  There have been several reports on the use of KPFM 
to characterize the graphene or graphene oxide surfaces.  In particular, Gomez-Herrero et 
al. reported a detailed study on the KPFM measurements to understand the surface 
potential of graphene oxide flakes deposited on different substrates (gold, silicon, and 
HOPG).346  Contrary to our results, they did not observe the variations in surface 
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potential along the surface of graphene oxide deposited even on silicon.  We believe that 
the discrepancy in the results might be due to the presence of an additional 300 nm oxide 
layer on top of the doped silicon substrate.  The doped silicon substrate with a high 
polarizability probably influences the surface potential of the 1nm thick graphene oxide 
by screening the charge distribution along the surface, similar to the presence of a highly 





GRAPHENE OXIDE-POLYMER NANOCOMPOSITES 
8.1 INTRODUCTION 
Much of the initial excitement around graphene, a one-atom thick layer of sp2 hybridized 
carbon atoms, is related to its unique electronic structure in which the electrons behave as 
Dirac fermions and ballistically conduct, thereby presenting an intriguing truly two 
dimensional system.58,66,169,358,359,  With the introduction of robust chemical approaches 
(vapor170,171 and solution66,172,173) for large scale synthesis of high quality graphene, the 
real world application of this material excites broader scientific community.  For 
example, graphene has suggested to be an excellent candidate for nanoelectronic devices, 
solid state gas sensors, ultra sensitive biodevices and nanomechanical actuators, 
prominent amongst them being as nanofiller in composite materials.360,361,362,363  
However, in order to use graphene as a efficient reinforcing component, it is paramount 
to incorporate non-aggregated, and non-crumpled graphene sheets with maximum 
interfacial interactions for efficient load transfer within the polymer matrix. 
 
Recently, highly ordered ultrathin membranes (50-100 nm) containing nanostructures 
showing high elasticity and robustness have been fabricated using layer-by-layer (LbL) 
assembly, cast at air-water interfaces, and spin-coating on sacrificial layer.  These 
membranes are known for controlled conformal orientation and stratification of the filler 
in the composite structure.187,224,364,365,366   Excellent fracture toughness (~152 MJ/m3) 
have been reported for CNT LbL nanocomposites.367  Similar dramatic increase in the 
elastic modulus (~105 GPa) have been demonstrated for LbL nanocomposites with 





Figure 8.1 Fabrication and assembly of free-standing graphene oxide-LbL membranes 
 
Here, we demonstrate the bottom-up fabrication of highly ordered, free-standing, layered 
nanocomposites with embedded graphene oxide sheets having excellent toughness and 
improved elastic modulus, reaching 1.9 MJ/m3 and 20 GPa for low content of graphene 
oxide (about 8%).  Graphene oxide sheets were uniformly incorporated inside the LbL 
polyelectrolyte matrix to have a well-ordered stratification.  In order to minimize the 
folding and wrinkling of the graphene oxide sheets, their deposition was performed using 
Langmuir-Blodgett (LB) technique instead of regular adsorption and spin-casting (Figure 
8.1).  Folding and wrinkling of graphene oxide sheets due to its flexible nature can be 
substantially minimized when deposited using LB technique.368  These free-standing 
nanoscale (~50 nm thick) multilayered nanomembranes with a monolayer of planar 
graphene oxide flakes with large lateral dimensions (few cm across) possess outstanding 
mechanical  robustness facilitating their easy handling and facile transfer to any 





8.2 Experimental details 
Graphene oxide synthesis and assembly, fabrication of LbL films, fabrication of free-
standing graphene oxide-polyelectrolyte composites, and their mechanical testing was 
done according to the methods discussed in Chapter 3.   
 
8.3 Results and discussions 
Graphene oxide sheets prepared by the oxidative exfoliation of graphite flakes gave a 
homogeneous dispersion appropriate for single-layer deposition.  The concentration and 
size of the graphene oxide flakes was controlled by successive cycles of sonication 
followed by centrifugation.  Sectional analysis of the AFM image revealed planar flakes 
up to few tens of microns across having modest polydispersity in thickness, 0.96 nm + 
0.15 nm.   
 
Figure 8.2 Characterization of graphene oxide sheets. (a) AFM image shows graphene 
oxide sheets deposited on silicon (inset showing the sectional image). (b) Histogram 
showing the variation of thickness for 50 different flakes with the average thickness: 0.96 
+ 0.2 nm.  z-scale: 5 nm 
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Thus, most of the exfoliated flakes are single layers and bilayers (Figure 8.2).77,369,370  In 
order to verify this, we built up a molecular model of graphene oxide sheets with surface 
functional groups by considering the ratio of C:O to be ~2.2 as reported by Hummer’s et 
al.  Simple calculations using van der Waals radii for epoxy and hydroxyl surface groups, 
bond lengths, and bond angles give the effective thickness of a monolayer of graphene 
oxide to be 0.72 nm.  Hydroxyl and epoxy groups in the basal plane, primarily account 
for this increased thickness of graphene oxide compared to graphene (0.34 nm) whereas 
carboxyl groups known to be present at the edges contribute insignificantly.  It is worth to 
note that reports on the thicknesses of graphene oxide sheets have suggested that the 
thicknesses of mono-, bi- and trilayered graphene oxide sheets scale as 1:1.5:2.0 which is 












Figure 8.3 Langmuir Isotherm for graphene oxide monolayer deposition 
 
Poly(allylamine hydrochloride) (PAH) and poly(sodium 4-styrene sulphonate) (PSS) 
PEMs fabricated here via spin-assisted LbL assembly showed uniform morphology with 
microroughness (within 1x1 μm2) below 0.5 nm, common for LbL films.371,372,373  LB 
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isotherm for graphene oxide solution shows a smooth rise in the surface pressure with the 
decrease in the surface area suggesting an increase in the packing density of the graphene 
oxide (Figure 8.3).  By controlling the surface pressure, the surface coverage of the 
graphene oxide sheets was manipulated to give a uniform deposition with high density 
reaching 90% showing only occasional wrinkles and overlaps (Figure 8.2).  High 
resolution AFM imaging showed that the graphene oxide sheets followed the morphology 
of the polyelectrolyte layers (Figure 8.4(a), (b)).  The microroughness of graphene oxide 
sheets of 0.38 nm indicates the atomic smoothness.  High contrast in phase image 
obtained at higher resolution showed large difference in surface properties of PEMs and 
graphene oxide sheets caused by their very different surface functionalities and stiffness 
(Figure 8.4(c), (d)). These graphene oxide-LbL films with total thickness within 50-70 
nm depending upon composition and with 2mm x 2mm lateral dimensions were robust 
enough after being released to maintain their integrity during gentle handling, drying, and 
transfer onto different substrates.  For instance, uniform deposition of graphene oxide-
LbL membranes were obtained upon transfer onto a copper substrate with 150 µm 
aperture for further bulging mechanical tests and a PDMS compliant substrate for 
buckling mechanical tests (Figure 8.5). 
 
The elastic modulus of the membrane under compressive stresses is calculated using the 
equation given below.194,226 






                                                 (1) 
where, λ is the periodicity of the buckles, νs, νf and Ef, ES are the poisson’s ratio and 
elastic modulus of the substrate (1.8 MPa) and film respectively. The free standing film 
transferred to elastomeric substrate showed a uniform buckling pattern with the 
periodicity (λ) of the wrinkles if the stress applied exceeded the threshold level (Figure 






Figure 8.4 AFM images showing the morphology of graphene oxide-LbL membranes 
with composition (a) (PAH/PSS)9PAH-GO and (b) (PAH/PSS)9PAH-GO-PAH 
(PSS/PAH)9.  High resolution topography (c) and the corresponding phase image (d) of 
the membrane with composition (PAH/PSS)9PAH-GO.  z-scale for topographical images 










Figure 8.5 (a) Optical image of buckling pattern for LbL-LB film showing periodic 
wrinkles with spacing of 2.2 μm.  (b) AFM image of the buckling pattern (inset showing 
the sectional image) z-scale: 1 µm, and (c) Optical image of the membrane suspended 






images and AFM cross-sections increased from 2.5 µm to 5.0 µm with increasing 
concentration of the graphene component and the corresponding Young’s modulus 
increased from 1.5 to about 4.0 GPa (Table 8.1). 
 
Table 8.1 Detailed mechanical properties of graphene oxide based nanomembranes as 
measured by buckling and bulging techniques 
 
 
In the case of bulging measurements, a gradual increase in the applied pressure resulted 
in progressive membrane deflections as monitored with interference microscopy (Figure 
8.5(c), (d)). The bulging test measures the deflection d (in µm) of a membrane subjected 
to a variable pressure P (Pa). The data obtained was analyzed using a theoretical model 
for a circular elastic plate clamped at stiff edges using equation given below: 
























                               (2)  
 
Here, Po is the initial pressure, E is the Young’s modulus of the film, ν is its poisson’s 
ratio, h is the film thickness, a is the diameter of the membrane, d is the membrane 























0 53 + 2 1.9 + 0.6 1.1 + 0.5 - - 
1.7 52 + 2 4.5 + 1.4 1.2 + 0.5 3.1 5.6 
3.3 48 + 2 8.2+ 0.7 2.2 + 0.3 4.7 9.7 
4.9 54 + 2 10.4 + 1.5 2.6 + 0.4 6.2 13.6 
6.4 62 + 2 15.4 + 1.5 2.8 + 0.5 7.6 17.4 
8.0 74 + 2 18.2 + 2.6 3.9 + 0.5 9.0 21.0 
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to be primarily dependent on the membrane geometry as discussed by Markutsya et al.374 
A full pressure versus deflection curve obtained from the bulging data was converted into 
a stress versus strain curve using the relationships,  = Pr2/4hd and  = 2d2/3r2, where r is 
the radius of the opening (75 µm), d is the vertical deflection, and h is the films thickness.   
 
The experimental data for the bulged membranes with different concentrations of 
graphene oxide component was fitted with the theoretical model for the determination of 
their Young’s moduli in the elastic regime with other parameters (ultimate strength and 
toughness) calculated from stress-strain data derived from bulging test (Figure 
8.6a).374,375  For this analysis, the linear portion of the stress-strain curve which reflects 
elastic deformation can be fitted with expression, 𝜎= σo+ [E/(1-ν2)]𝜀 ,
 to calculate the elastic modulus.  The Young’s modulus 
increased from 1.5 GPa for original PEM to about 20 GPa with increasing graphene 
oxide loading from 1.7 to 8.0 vol.% as will be discussed in detail below.  
 
From the experimental data, it is worth to note a significant difference (about five times) 
in the elastic modulus obtained from buckling and bulging measurements which is highly 
unusual for bulk composite materials (e.g., 3.9 GPa vs. 18.2 GPa for 8% graphene oxide 
content).  Considering that our membranes were primarily incorporated with bilayer 
graphene oxide sheets we suggest that the compressive stresses on the graphene oxide-
LbL films initiate slippage of the individual graphene oxide sheets and their crumpling at 
threshold compression.  Indeed, the individual layers of the graphene oxide might slip 
past one another under shearing due to weaker van der Waals interactions of single layers 
within bilayers as compared to stronger interfacial interactions of graphene oxide sheets 
with PAH layers facilitated by polar interactions and hydrogen bonding between 
epoxy/hydroxylic and amine groups.  Due to the slippage and buckling, the stress applied 
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is not completely transferred to the filler and thus the reinforcing contribution of stiff but 
easily pliable graphene oxide sheets is significantly undermined resulting in the 
compressive elastic modulus to be many-fold lower than the theoretical estimations (see 
below).  On the contrary, in bulging measurements, the graphene oxide-LbL 
nanocomposites are subjected to tensile stress which is evenly transferred across the 
thickness of the film.  Thus, all the graphene sheets contribute to the reinforcement fully 
with minimum slippage. 
 
Figure 8.6 (a) Representative stress v/s strain plot showing the ultimate strain, ultimate 
stress and toughness values.  Variation of (b) ultimate strain, (c) ultimate stress and (d) 




The stress-strain data derived from bulging measurements was used to estimate the 
ultimate strength, ultimate strain and toughness in accordance with usual procedures.  
This analysis showed that the ultimate strain increased significantly from 1.4% to 2.2% 
after incorporating graphene oxide sheets, indicating surprisingly higher flexibility of 
graphene oxide-containing nanocomposite membranes (Figure 8.6(b)).  In contrast, 
polyelectrolyte membranes with 50 wt% CNTs have been shown to withstand an ultimate 
strain of 1%.  Moreover, PVA incorporated graphene oxide composites showed a 30% 
reduction in elasticity whereas PVA/clay polyelectrolyte membrane showed an elasticity 
of 0.3%.,376  On the other hand, the ultimate mechanical strength of reinforced graphene 
oxide-LbL nanomembranes increased even more dramatically, by a factor 2.5, and 
reached 135 MPa (about 150 MPa for some specimens) for very low graphene oxide 
content (Figure 8.6(c)).  Remarkably, the maximum mechanical strength value obtained 
at a loading of 3.3 vol.% graphene oxide sheets is higher than that of “nacre” with 
extremely high content of inorganic laminates, one of the toughest known natural 
composite (~110 MPa).365 Moreover, it is twice higher than that of high-performance 
industrial plastics (20-70 MPa) and reaches 2/3 of that recorded for CNT-LbL 
membranes with 50 wt.% loading of carbon nanotubes (220 MPa).  
 
Even more significant observation is that the toughness of the graphene oxide containing 
nanomembranes (total energy required to fracture the specimen) increased dramatically, 
by almost 5-fold, up to about 1.9 MJ/m3 (Figure 8.6(d)).  The maximum toughness was 
again reached at very small, 3.3 vol.% content of graphene oxide component due to the 
combination of higher mechanical strength and the ultimate strain.  The outstanding value 
recorded here is about three times higher than those reported for other reinforced LbL 





To further verify the micromechanical parameters of the graphene oxide nanomembranes, 
theoretical predictions based upon Halpin-Tsai model were directly compared with 
experimental data for nanocomposites with a variable content of graphene oxide 
sheets.377  This model is widely applicable to a variety of reinforcement geometries 
specifically to individual platelets with random or parallel spatial arrangement of 
reinforcing nanostructures.   
 
Theoretical values of Young’s modulus under random and parallel orientation for 
different concentration of graphene oxide were calculated using Halpin-Tsai model with 
the following equations.377 
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where, ηl and ηt are the Halpin-Tsai parameters reflecting the ratio of graphene oxide and 
matrix moduli in longitudinal and transversal directions, respectively. Young’s modulus 
under random (Erandom) and parallel (Eparallel) orientation was calculated by taking into 
account graphene oxide aspect ratio (l/d), graphene oxide volume fraction (Vg), matrix 
modulus (Em =1.5+0.5 GPa for PAH/PSS film) and the modulus of graphene oxide (Eg = 
250 GPa).378 
 
The values thus obtained from the calculations for ideal parallel orientation of platelets 
and complete stress transfer scenario were remarkably close to those obtained 
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experimentally from the bulging measurements (Figure 8.7). This correlation confirms 
that the design experimentally elaborated here reaches the theoretical limit of reinforcing 
effect with highly parallel graphene oxide sheets confined and uniformly distributed 
within a layered nanocomposite matrix.   
 
Figure 8.7 Plot showing the variation of elastic modulus calculated theoretically (under 
parallel and random orientation) and that calculated experimentally (using buckling and 
bulging measurements) with the volume fraction of graphene oxide 
 
It is worth to note that out attempts to assemble complete LbL nanocomposite films with 
graphene oxide flakes assembled as a step in LbL routine were not successful due to 
significant curling, folding, and aggregation of graphene flakes in uncontrollable manner.  
The resulting fully LbL nanocomposites showed much less ordered and uniform 
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morphology which compromised their ultimate properties with elastic modulus being 
only modestly (factor of 2-3) improved.  On the other hand, multilayering of graphene 
oxide flakes by adding second, third, etc LB layers and decreasing polyelectrolyte content 
did not show significant improvement and overall mechanical properties were 
compromised by increasing brittleness. 
 
Mechanical properties of reinforced nanocomposites with graphene oxide and graphite 
flakes incorporated in different polymer matrices have already been reported in literature.  
However, unlike this study, only modest to substantial reinforcing effect has been 
observed for highly heterogeneous morphologies.379  For instance, Shi et al. demonstrated 
a 128% increase in the Young’s modulus and 70% increase in the tensile strength of 
PVA-graphene oxide composites with 3 wt.% graphene oxide.376  Another study on PVA-
graphene oxide composites reported a percolation threshold of 1.8 vol.% for graphene 
oxide, beyond which the mechanical performance of composite was reduced.380  
Graphene-containing films with thickness between 5-10 µm showed an average modulus 
of 13 GPa with a tensile strength of 72 MPa.204  Higher mechanical properties have 
usually been found for composites with extremely high content of graphene oxide sheets 
(e.g., carbon paper) on expense, however, of overall flexibility and uniformity.205,206,381  
Altogether, modest reinforcing effect is usually related to easy crumpling and wrinkling 





GENERAL CONCLUSIONS AND BROADER IMPACT 
9.1 General conclusions and discussion 
Efficient transport of charge carriers, phonons, and photons across the carbon-metal 
interface with minimum resistance is the key to fabricate efficient electronic or 
optoelectronic devices.  Also, interfaces play a key role in transferring stress from the 
polymer to the filler material and dominate the mechanical properties of composite 
materials.  In this work, we have investigated the different interfaces commonly 
encountered while fabricating carbon-based devices, monitored the changes in the 
physical structure and chemical composition of different materials, probed the effect of 
processing conditions, and developed techniques for optimizing the interface properties 
which would help in improving the device performance, eg., fabricating low-resistance 
carbon-based electrical interconnects and mechanically robust polymer composites.  In 
particular, two different interfaces were the focus of study: 1) the interface between 
amorphous carbon and inorganic material (metal nanostructures and silicon), and 2) the 
interface between carbon (graphene oxide) and synthetic polymer matrix. 
 
Localized carbon nanostructures were fabricated on silicon substrate and found to be 
amorphous with low electrical conductivity.  To improve the electrical conductivity at the 
interface, structural and compositional transformation of the amorphous carbon deposits 
to graphitic nanostructures was achieved by thermal annealing and monitored using AFM 
and Raman microscopy.  One of the significant finding of this study is that, compared to 
bulk amorphous carbon films, the phase transformation in amorphous carbon 
nanostructures was achieved at a much lower temperature.  Furthermore, the shape of 
the deposits and interfacial areas was found to play an important role in the phase 
160 
 
transformation behavior of amorphous carbon deposits.  However, the process involved 
subjecting the entire substrate to high temperature and the need to bring about a localized 
phase transformation of the nanosize carbon deposits was inevitable. 
 
Thus, in the next level of complexity, localized phase transformation of the amorphous 
carbon nanostructures fabricated on metallic surfaces was achieved by increasing the 
local temperature using the photothermal effect of the surface plasmons upon excitation 
with the photons of the right wavelength.  The carbon nanostructures fabricated on top of 
silicon and sputtered metal films showed different structural and compositional 
characteristics on different substrates upon laser exposure.  The deposits on metal films 
showed partial or full graphitization whereas no compositional change was observed for 
deposits on the silicon substrate.  Localized and dramatic increase in the electrical 
conductivity at the carbon-metal interface upon laser exposure was observed via current 
mapping using CFM technique.  This phase transformation was suggested to be brought 
about by localized surface plasmons that convert the incident light energy into heat and 
enable a localized phase transition in the amorphous carbon nanostructures to 
nanocrystalline carbon.  However, the local thermal characteristics and phonon transport 
at the carbon-metal interface were difficult to measure owing to the small area, thereby 
fostering the need to develop a sensitive technique for local thermal characterization. 
 
We developed STTM technique in order to map the nanoscale thermal properties of 
complex devices and interfaces.  The approach utilized a novel assymetrical bimorph 
geometry that induces a twisting motion in the thermal probe.  As a proof of concept, 
thermal properties or phonon transport across inorganic-inorganic interfaces (metal 
nanoparticles on silicon) as well as organic-inorganic interfaces (patterned organic 
polymer on glass) at different temperatures was characterized along with their surface 
morphology.  The twisting motion allowed the thermal signal to be isolated from the 
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normal deflection caused by surface topography thus facilitating nanoscale spatial 
resolution and mK thermal resolution.  STTM simplified thermal imaging with 
significant improvement of the spatial and thermal resolution. 
 
Next, we focused on the mechanical interface between graphene oxide and a synthetic 
organic polymer.  Graphene oxide, a functionalized form of graphene was synthesized 
and uniformly deposited on different surfaces using LB technique.  EFM technique was 
used to probe the distribution of oxygenated functionalities on the surface of graphene 
oxide.  A detailed study was performed on characterizing the surface of graphene oxide 
using conventional methods, however, the EFM technique was found to be unique in 
mapping the surface functionality distribution on the graphene oxide.  Interesting, AFM-
based mechanical imaging of the graphene oxide surface was unable to resolve the 
functionalities but the EFM technique was clearly efficient in mapping the charge 
distribution over the same area with a sub-20nm lateral resolution.  Further, changes in 
the surface composition of graphene oxide during reduction was also monitored and 
recorded using this technique.   
 
Finally, graphene oxide flakes were precisely ordered and sandwiched inside a polymer 
matrix to achieve a high degree of vertical stratification and enable the fabrication robust 
freely standing membranes.  LB technique in combination with LbL assembly ensured a 
planer, non-wrinkled, and high-surface area coverage of monolayer graphene oxide for 
the fabrication of layered carbon-based nanocomposites with outstanding mechanical 
properties facilitated by enhanced interfacial stress transfer between the functionalized 
groups of graphene oxide and the polymer matrix. Compared to the pristine polymer, 
incorporation of graphene oxide resulted in a dramatic enhancement in the elastic 
modulus, tensile strength, and toughness.  These robust membranes were found to be 
highly compliant and could be easily transferred over different substrates.  
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9.2 Significance and broader impact 
Ordered carbon nanomaterials like carbon nanotubes and graphene are known for their 
unique electronic, mechanical, and thermal properties and offer a promise towards 
fabrication of high-performance devices and ultra-strong materials.  However, eventually 
it will be the interface between these carbon materials and other structures/materials in 
the device which would control the overall performance.  Thus, to truly realize and 
exploit the properties of carbon nanomaterials, it is essential to understand and fabricate 
interfaces which would enable an efficient transfer of charge carriers, phonons, and 
photons in devices and an efficient transfer of stress in structural materials.  The work 
highlighted here presents a novel design paradigm for lowering the electrical resistance of 
carbon-metal contact and improving the strength of carbon-polymer contact.  
 
The table below taken from the ITRS 2011 interconnect handbook presents some of the 
key issues related to the scaling down of interconnect technology below 16 nm (table 
9.1).118  Carbon-based nanomaterials materials offer a promise to overcome some of these 
issues but problems with integration, reliability, and performance come in their way of 
being a part of electronic systems.  Thus, efforts were being made to address some of 
these issues (highlighted in red) by the use of different materials and different technique.  
At the same time, developing processes and techniques compatible with the ITRS 
requirements for semiconductor manufacturing was also taken into consideration in this 
study.  In particular, the challenges with processing, integration, and fabrication of 3D 





Table 9.1 Critical issues challenges the scaling down of interconnect below 16 nm 
according to the ITRS118 
Five Most Critical Challenges  
< 16 nm 
Summary of Technical Issues 
Materials 
Mitigate impact of size effects in 
interconnect structures 
Line and via sidewall roughness, intersection of 
porous low-κ voids with sidewall, barrier 
roughness, and copper surface roughness will all 
adversely affect electron scattering in copper 
lines and cause increases in resistivity. 
Metrology 
Three-dimensional control of 
interconnect features (with it’s 
associated metrology) will be 
required 
Line edge roughness, trench depth and profile, via 
shape, etch bias, thinning due to cleaning, CMP 
effects.  The multiplicity of levels, com bined with 
new materials, reduced feature size and pattern 
dependent processes, use of alternative memories, 
optical and RF interconnect, continues to 
challenge . 
Process 
Patterning, cleaning, and filling at 
nano dimensions 
As features shrink, etching, cleaning, and filling 
high aspect ratio structures will be challenging, 
especially for low-κ dual damascene metal  
structures and DRAM at nano-dimensions. 
Complexity in Integration 
Integration of new processes and 
structures including interconnects 
for emerging devices 
Combinations of materials and processes used to 
fabricate new structures create integration 
complexity. The increased number of levels 
exacerbate thermomechanical effects.  
Novel/active devices may be incorporated into the 
interconnect. 
Practical Appraoch for 3D 
Identify solutions which addresses 
3D interconnect structures and other 
packaging issues 
Three-dimensional chip stacking circum vents the 
deficiencies of traditional interconnect scaling by 
providing enhanced functional diversity. 
Engineering manufacturable solutions that meet 
cost targets for this technology is a key 
interconnect challenge. 




Figure 9.1 Flow-chart showing the structure, significance, and impact of this study 
 
Nanoscale carbon deposits fabricated at the junction between the ordered carbon 
nanomaterial and metal can reduce the interfacial electrical resistance.  However, these 
carbon deposits showed amorphous characteristics with low electrical conductivity.  
Thus, efforts to bring about a phase transformation of non-conductive amorphous carbon 
to conductive nanocrystalline graphitic nanostructures were necessary.  This was 
achieved at low temperatures for the deposits and the processing was as per the 
requirements put-forth by the International Technology Roadmap for Semiconductors 
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(ITRS).  Further, localized phase transformation was achieved by using the photothermal 
effect of surface plasmons induced by the light of right wavelength.  Thus, the study not 
only highlights a simple low temperature phase transformation process of amorphous 
carbon nanostructures but also demonstrates an efficient technique for faster, greener, 
less-expensive, and highly localized transformation of amorphous carbon into graphitic 
nanostructures.  Moreover, localized patterning of conductive domains within the 
amorphous carbon deposits was also demonstrated which can offer a wider control over 
the device design and fabrication compared to the conventional techniques. 
 
Particularly for carbon-based electronic devices, deposition of localized carbon 
nanostructures offers an advantage to electrically connect multiple shells of a MWCNT 
or multiple layers of graphene with the contact metal on the substrate, previously not 
possible with the conventional metal deposition techniques.  Moreover, contact 
fabrication using the same material i.e carbon, offers an advantage of having a strong 
mechanical adhesion and good electronic coupling at the amorphous carbon-carbon 
nanomaterial interface.  Also, the technique can be further improved by using an organo-
metallic precursor resulting in the formation of carbon nanostructures with metal 
nanoparticles embedded which can further lower the resistivity at the interface.   
 
For instance, Prof. Fedorov’s group at Georgia Tech is working on the fabrication of low-
resistance carbon nanotube interconnects via deposition of amorphous carbon deposition 
at the carbon nanotube-metal interface.  Indeed, the interconnect resistance was found to 
be lowered by three orders of magnitude after the deposition of amorphous carbon 
nanostructures itself (Figure 9.2).  In order to further low the interfacial resistance, phase 
transition of the highly resistive amorphous carbon nanostructures towards low resistance 
graphitic nanostructures was necessary.  Thus, collaborative efforts were made to further 
lower the resistance by tuning the structure and composition of the amorphous carbon 
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nanostructures deposited at the carbon nanotube-metal interface using the global and 
local low temperature phase transformation procedures discussed in this study.  These 
phase transformation techniques in conjunction with the amorphous carbon nanostructure 
fabrication protocol to connect multiple shells of a multi-walled carbon nanotube with the 
metal underneath resulted in lowering the contact resistance by over eight orders of 
magnitude, down to a few 100 Ωs, the lowest recorded values ever achieved for carbon 
nanotube-metal interfaces (Figure 9.2).27,383   
 
Figure 9.2 Chart summarizing the total resistance of multi-walled carbon nanotube 
interconnect at the different stages of EBID amorphous carbon deposition and 
processing27 
 
Fabrication of a localized low-resistance multi-junction electrical interface also enables a 
local phonon transfer across the heterojunction.  Thus, the efficiency of the interface can 
be monitored by the probing the local thermal characteristics of the interface.  SThM is a 
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critical technique in the analysis of thermal, electronic, and photonic transport at 
dimensions approaching the mean free path of phonons and other quasi particles.  
However, this technique is limited by resolution, cost, and require additional electronics.  
In this work, STTM - an SThM based technique was developed and demonstrated for 
characterizing the thermal properties of homogeneous and heterogeneous interfaces with 
nanoscale spatial resolution and high thermal sensitivity not existing now.  STTM 
technique flourishes near room temperature, thereby making it highly promising for 
biological imaging applications, mapping of electronic microdevices, and 
electromechanical systems.   
 
Nanoscale structural, compositional, and defect characterization of a material is typically 
done using an STM or a TEM.  Truly, these techniques can provide precise information 
of the surfaces with atomic resolution, however, relies on the use of a conductive 
substrate and an electron transparent carbon support respectively.  This limits the use of 
these techniques for analyzing materials with ‘on-substrate’ configuration or for 
biological samples.  In this study, we established protocol to use EFM for mapping the 
charge distribution on a single monolayer of oxidized graphene deposited on commonly 
used substrates for electronic device fabrication.  The protocol was simple and showed its 
uniqueness in identifying the surface functionalities compared to other AFM-based 
techniques.  This technique is widely applicable to different organic and inorganic 
materials and can be used to identify the defect sites and interface properties of any 
electronic substrate irrespective of the device configuration.   
 
On the other hand, high-performance structural materials require a robust mechanical 
interface for efficient stress transfer between the filler and polymer matrix.  Thus, the 
interface properties can be improved by incorporation of filler materials with chemical 
functionalities which can act as anchoring sites to the polymer matrix.  In this study, 
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graphene oxide with different oxygenated functionalities on the surface was used for 
fabricating a robust polymer nanocomposite.  Negatively charged graphene oxide and 
positively charged synthetic polymer incorporated in a LbL structrure enabled a solid 
control over the distribution of filler inside the polymer matrix.  High surface area of 
graphene oxide with electrostatically bound interface with the polymer resulted in 
excellent interfacial strength.  Easy fabrication of free-standing polymer composites was 
achieved which showed excellent toughness characteristics along with high elastic 
modulus, strength, and flexibility.  These nanocomposite membranes can find wider 
application due to their prospective electrical, thermal and optical properties along with 
already outstanding mechanical properties unachievable in traditional clay-based 
nanocomposites.  Electrically conductive, flexible and robust membranes can serve as a 
substrate for photovoltaics, membranes for heat sink in electronic devices, and can 
provide an alternative to replace stiff silicon in capacitive pressure sensors used in 
MEMS devices.   
 
We believe that the understanding of the interface between carbon nanomaterials and 
organic-inorganic substrates combined with the fabrication and characterization processes 
discussed in this study can be important for the addressing some of the challenges facing 
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