Abstract-New application domains cause today's database sizes to grow rapidly, posing great demands on technology. Data fragmentation facilitates techniques (like distribution, parallelization, and main-memory computing) meeting these demands. Also, fragmentation might help to improve efficient processing of query types such as top N. Database design and query optimization require a good notion of the costs resulting from a certain fragmentation. Our mathematically derived selectivity model facilitates this. Once its two parameters have been computed based on the fragmentation, after each (though usually infrequent) update, our model can forget the data distribution, resulting in fast and quite good selectivity estimation. We show experimental verification for Zipfian distributed IR databases.
INTRODUCTION
EFFICIENT and effective processing of large amounts of data is of crucial importance in most computer applications, from administrative data processing to library information retrieval systems. Since the first and most important applications were produced in administrative areas, research in efficient and effective processing of data was primarily focused to meet their performance requirements. These efforts have resulted in query optimizers that perform quite well. An optimizer needs, among others, the selectivity of a query, i.e., the number of records that qualifies to a query, in order to generate an efficient query execution plan. The problem of estimating reliable selectivity values has extensively been studied for standard applications under a number of assumptions valid for these applications. For example, many efforts devoted to the selectivity problem assume that data are uniformly distributed. In the field of text retrieval systems, Zipf distribution of data [25] is the norm. However, for emerging advanced applications, many assumptions should be reconsidered.
In this paper, we propose a comprehensive selectivity model and derive a mathematically closed formula to predict the selectivity of a query. We assume that the query and data distributions are known a priori. In the field of information retrieval, it is assumed that the query terms and data have the same distribution, thus fulfilling our assumption since the data distribution is typically known.
Although our discussion is in the context of modeling information retrieval as a database application, the selectivity model is applicable for a number of database applications (see Section 2), such as distributed databases, autonomous databases [22] , etc.
In many retrieval systems, terms are extracted from documents and indexed. This can be regarded as a binary relation COLLðterm; docÞ in which term is a term and doc a document that is indexed by term. In information retrieval systems, a user expresses his query by enumerating a set of terms. Therefore, a query can be represented as a unary relation QðtermÞ.
Our selectivity model is focused toward the prediction of the number of hits in relation COLL, or a fragment of it, given a set of terms. In other words, our model predicts the size of the (semi)join between the relations COLL, or a fragment of it, and Q.
To evaluate our model, we have performed a number of experiments to determine whether the predicted selectivity values obtained by our model meet the experimental selectivity values. The experimental values have been obtained by measuring the selectivity for a number of representative document collections (which are part of the, in the IR field, well-known TREC [23] data set). It appears that the predicted selectivity values closely match the measured values.
In the literature, a large number of efforts have been reported on the prediction of selectivity factors in different contexts and under different assumptions [6] , [24] , [18] , [20] , [12] , [19] , [15] , [21] , [10] , [11] . Roughly, two directions can be distinguished in the prediction of selectivity factors. Research in the first direction has been focused on the prediction of the number of page or block accesses, to retrieve tuples from R tuples which are randomly distributed on B blocks. This problem has been extensively investigated, leading from open [6] to closed mathematical formulae [24] for predicting the selectivity.
The second research direction mainly focuses on the prediction of intermediate join or selection result sizes. This area has also been subject to research extensively and can be divided into four categories: nonparametric, parametric, curve fitting, and sampling. We refer to [12] for a more detailed description of each of these.
Our problem definition fits in the second research direction. However, our approach differs on two fundamental points compared to the above-mentioned categories. First, we focus on the estimation of the selectivity for a fragmented database. In our case, the fragment size can be regarded as a parameter. Such an option is required for applications in which the selection of a proper fragment size is crucial (see Section 2 for a number of examples). Second, the model we propose in this paper to estimate the selectivity for fragmented databases does not fit very well in the categorization typically used in the second research direction. Our model is not a sampling, curve fitting, or nonparametric method. We propose a model that relies on two parameters that are computed from the data distribution. However, we do not approximate the data distribution by a "standard" distribution function. Instead, we use the real discrete distribution of the data and compute a mathematical approximation to the real estimated value for the selectivity (see Section 3 for the details). Therefore, at best, our approach can be regarded as a combination of a nonparametric and a parametric approach. To our best knowledge, such an integrated approach has not been reported before in the literature.
Finally, we want to point out that a notion of the costs related to fragmentation might be of use in top-N query optimization [8] , [14] , [7] , [13] , multiquery optimization [9] , and distributed database query optimization [17] . The relationship between our research and these topics becomes more clear in Section 2.
The remainder of this paper is structured as follows: First, we discuss our problem in more detail. Then, we derive our model in Section 3. In Section 4, we present experimental verification of our model. Finally, Section 5 concludes the paper.
PROBLEM STATEMENT
The storage of integrated data is rapidly growing, especially in the field of data warehouses. This development supports the progress of a number of advanced applications, such as data mining, decision support systems, and multimedia databases. To meet the performance demands of these applications, a widely used strategy is to exploit main-memory capacity by loading a partition of the data in the main memory that is most beneficial. A similar strategy is applied in the field of information retrieval systems. In these systems, each document is indexed by a large number of terms. All indexed terms might be stored in relation COLL, which is very large. In general, it is not efficient to store the whole relation COLL in main memory for several reasons. One reason is that there is not enough space in the main memory. Another reason is that the indexed terms, as well as queries on these terms, are distributed according to the rule of Zipf and, therefore, a relatively small partition of COLL is sufficient to handle the major part of the queries on COLL.
In defining our selectivity model, we take into account the aspect of partitioning. As noted before, our discussion is in the context of information retrieval. Let us consider the following three key relations:
Term-document pairs (1) . Each time a term occurs in a certain document, doc, a term-doc pair is recorded in the relation COLL. As mentioned before, this relation, which actually is an inverted list, is grouped by term and then ordered on ascending group count. 1 This relation is usually Zipfian distributed and very large.
COLLðterm; docÞ ð 1Þ Document frequencies (2) . The DocFreq relation contains, for every term, its document frequency, df . The df of a term is the number of documents that term occurs in and equals the group count of the term in COLL. We assume that DocFreq is ordered ascending on df , meaning that it is ordered similar to COLL.
DocFreqðterm; dfÞ ð 2Þ
Query (3). This relation is nothing more than a set of terms, constructed each time a user query is presented to the system for evaluation.
QðtermÞ ð 3Þ
Let us assume that we are only interested in the first m tuples of relation DocFreq and their corresponding tuples in COLL, which is COLL 0 . Our problem definition is to predict the size of the (semi)join between COLL 0 and Q. For several reasons, such a prediction is useful [3] .
MATHEMATICAL MODEL
In this section, we present a mathematical approach to our selectivity problem. To make it more accessible, we first introduce some terminology. Having presented that, we present another problem, analogous to the original one, which demonstrates the key issues more intuitively. Using this analogy, we describe a mathematical model for the estimated selectivity ratio.
Preliminary Definitions
We introduce a mathematical notation corresponding to the relational definitions presented in Section 2. First of all, we identify terms (4) and we assume that our vocabulary consists of n unique terms (5) . For the sake of convenience, T is ordered such that t 1 is the most discriminative term (i.e., it occurs in the least number of documents of all terms) and t n the least discriminative term (i.e., it occurs in the highest number of documents of all terms). Second, we identify documents (6) and the set of all documents (7) known to our system. A document is defined as a list of terms. In the following, we mean by t i 2 T the ith term in list T . Using these notions, we define the set of all term-document pairs known to our system (8) . A pair ðt i ; d j Þ means that term t i occurs in document d j . This is the set representation of the COLLðterm; docÞ relation, as defined previously. Based on this set, we define the document frequency per term t i (9) and DF is the list of document frequencies for all t i (10). Finally, we define the set of query terms and the query length (11) . Note that we assume no out-of-vocabulary words, meaning that all terms occurring in a query are known to the system (after stemming). For sufficiently large data collections, T will be so large that this assumption is reasonable. We might have to reconsider this assumption if it appears that our selectivity model does not perform well enough in practice. 
DF ½df 1 ; df 2 ; df 3 ; . . . ; df i ; . . . ; df n ; ð10Þ
T 0 ½t 1 ; t 2 ; t 3 ; . . . ; t i ; . . . ; t m ; where m n; ð12Þ
As explained before, we are only interested in the most discriminative terms, say m of the n terms in total. Since we assumed T to be ordered from most to least discriminative, we can take the m first elements, resulting in T 0 (12). The other expressions (13)-(16) follow directly from this and their corresponding versions (4)- (11) .
We can now define the selectivity ratio as the relative fraction of the most discriminative collection part selected by the query. It is this fraction we want to estimate:
An Analogy: Playing Math Darts
To make the discussion more accessible, we reformulate our problem in terms of a dart game.
As an analogy for our COLL relation, we construct a special dart board, as shown in Fig. 1 . The board consists of concentric rings (so no sectors like one is accustomed to for the normal dart board). The surface area of each ring i is equal to df i , where the "bulls eye" in our case corresponds to the records in COLL belonging to term 1 and the outer most ring to term n.
A query of length l can be seen as throwing l darts completely aselectively at our dartboard ("just" tell the darts player to do so instead of the usual nonaselect aiming for the bull). Note that this means that the probability of hitting a ring is therefore proportional to its surface area.
Also, we do not allow one ring to be hit more than once. In case a dart hits a ring that has been hit already, the dart has to be taken out and thrown again (corresponding to the property that each query term occurs only once in a query). Furthermore, we assume that our dartboard is so huge that each dart hits the board (corresponding to our "no out-of-vocabulary terms" assumption stated before).
After l darts have been thrown at the board, we compute the total surface area of the rings hit with ordinal number less than or equal to m, i.e., add the surface area of each gray ring in Fig. 1 that has been hit to the total.
The problem we want to solve now is rephrased as: What is the expected total surface area of the rings hit within the inner m rings? We use this problem in our modeling efforts, instead of referring to the original selectivity problem.
Selectivity Model
In this section, we first introduce some additional definitions. Next, we use these definitions to finally construct a mathematical expression describing the desired expected surface area of rings hit within the inner m rings.
Additional Mathematical Definitions
In (18)- (23), we introduce some additional mathematical definitions to formalize our problem. Furthermore, we list some utility functions in (24)- (26) for supporting purposes. For an elaborated description of these definitions and functions, we refer to [3] .
ðX ¼ xÞ The total surface area of the inner m rings that are hit equals x; given that l darts have been thrown at the board: ð18Þ ðK ¼ kÞ The event that k of the given l darts hits the inner m rings; k l: 
Using the definitions (18)- (26), we now can define the probability that k of the l darts (i.e., query terms) hit the inner m ring area (27). Furthermore, we can define the conditional probability that the surface area of rings hit in the inner m ring area is x, given that k darts hit that area (28). The conditional expected surface area of hit rings in the inner m ring area (29) follows directly from (28). In turn, the unconditional version of this expected value (30) follows directly from (29) and (27). Actually, we are interested in the relative surface area hit in the inner m ring area (i.e., the selectivity ratio). This means that we have to divide the value of (30) by the total surface area of the inner m ring area jCOLL 0 j to get the definition of the estimated selectivity ratio (31).
EðXjK ¼ kÞ X
f theoretical EðXÞ jCOLL 0 j : ð31Þ 
Actual Model Construction
Now, we are able to derive our final model, mainly by means of manipulating the given formulas. We start by using (28) to expand (29) and rewrite it into a more useful form:
If we take (32) and use it to expand (30), we get:
Via regrouping of the terms in the inner sums, we get:
The 00 Q i2Z p i 00 -part can be replaced by an expression in g k , using (25) and (26):
From the definitions of g k and p i ( (26) and (20), respectively) follows directly:
If we substitute EðXÞ and (22) in (31), we get:
We now define our estimator for the expected selectivity ratio as the right-hand side of this expression, as shown in (38):
This completes our model.
EXPERIMENTAL VERIFICATION
This section describes the test databases that have been used and the experimental results that have been obtained on them.
Setup
As mentioned before, we used document collections from the TREC set for the evaluation of our selectivity model (see Table 1 ). We used the 50 retrieval queries, also known as topics in the IR field, from TREC-6. These queries range in length (l) from 9 up to and including 61 terms with an average of 27:441 terms. For all three collections, we evaluated our selectivity model for 11 cases of m, with m such that The main reason for selecting the fraction of used terms from the interval ½0:9; 0:999 is that these situations concern the most critical area of the Zipf distribution of the data. Below 0:9, the distribution is so flat that it is almost uniform and, therefore, not really interesting. We excluded fractions above 0:999 from our results since the only logical next fraction would have been 1:0. However, that case is handled quite differently by our experimental DBMS since it then has no fragmentation at all, resulting in some practical problems to compare the outcome with the rest. Next to that, the case for 1:0 did not seem to have any additional impact on the overall conclusions of our model compared to the case for 0:999.
Results
We ran the 50 queries for each of the 11 choices of m (relative to n), resulting in 550 cases per collection. For each of these cases, we computed the exact fraction of retrieved tuples in COLL 0 , using (17) , and the estimated fraction, using (38). In Fig. 2a , we plotted, for each of the 550 cases for the FT collection, the points ðf measured ; f estimated Þ. We also plotted the line where the points should be located ideally, in case our model is perfect. In a similar manner, Fig. 2b and Fig. 2c show the results for the LATIMES and CR collection, respectively. As one can clearly see, for all three collections, the point clouds are nicely arranged along the ideal line, demonstrating that our model indeed performs quite well.
CONCLUSIONS AND FUTURE RESEARCH
Our model is useful in advanced application domains such as data warehousing and information retrieval. In those domains, the amount of data that needs to be stored becomes huge, requiring techniques like distribution, partitioning, and parallelizing. Also, main-memory computing is often regarded as a technique that can help to improve the efficiency of resource utilization in those new domains. All these techniques can be facilitated by fragmentation. A tool needed to allow exploiting fragmentation in an effective way is a notion of the costs related to it. Our selectivity model is an attempt to meet this need.
Our model only uses two parameters, and , which need to be determined before the model can be used. However, these parameters can easily be updated incrementally. Furthermore, we demonstrated the accuracy of our model by testing it for three information retrieval databases. The results show that the estimated selectivity values match the real selectivity value, measured during these tests, quite well.
Some topics for further research can be distinguished as well. First of all, a mathematical analysis of the error of our model is needed to allow better comparison with other methods. We have already been working on such an analysis, but still have to take care of some mathematical issues to complete it. Second, we have only derived a method for two fragments in this paper. The extension of the model to work for more than two fragments can be obtained without much effort by following the same approach as we did here. Furthermore, we used the data distribution of the inverted list to represent the distribution of the terms within a query. For an information retrieval case, this is perfectly correct. The reason for this is that queries are assumed to be a representation of the documents a user wants to retrieve, thus being equally distributed in the term domain. Other applications might not have such a nice feature. Probably one needs to learn the distribution using statistical regression techniques. Another interesting research question is the effect of ignoring parts of the COLL relation on the quality of the output of a query. In [4] , a model is reported that predicts the quality for various subsets of COLL. In the future, we want to link the model reported in [4] to our selectivity model. An extended version of this work can be found in [3] , [5] .
