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Abstract
We prove an existence and location result for the third order functional nonlinear boundary value problem
u′′′(t) = f (t, u,u′(t), u′′(t)), for t ∈ [a, b],
0 = L0
(
u,u′, u(t0)
)
,
0 = L1
(
u,u′, u′(a), u′′(a)
)
,
0 = L2
(
u,u′, u′(b), u′′(b)
)
,
with t0 ∈ [a, b] given, f : I ×C(I)×R2 → R is a L1-Carathéodory function and L0, L1, L2 are continuous
functions depending functionally on u and u′.
The arguments make use of an a priori estimate on u′′, lower and upper solutions method and degree
theory.
Applications to a multipoint problem and to a beam equation will be presented.
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In this paper it is studied the third order nonlinear functional equation
u′′′(t) = f (t, u,u′(t), u′′(t)), for t ∈ I, (1.1)
where I = [a, b], f : I × C(I) ×R2 → R is a L1-Carathéodory function together with the non-
linear functional boundary conditions
L0
(
u,u′, u(t0)
)= 0,
L1
(
u,u′, u′(a), u′′(a)
)= 0,
L2
(
u,u′, u′(b), u′′(b)
)= 0, (1.2)
where t0 ∈ I is given and L0, L1, L2 are continuous functions satisfying some monotonicity
assumptions to be defined in Section 2.
We remark that functional dependence on the solution is allowed in f , moreover functions
L0, L1 and L2 depend functionally on the solution of the equation and on the first derivative.
Such dependence allows us to consider, amongst others, integro-differential equations, delay
equations or equations with maxima coupled with Sturm–Liouville or multipoint boundary value
conditions under the same formulation.
This type of fully third order differential equation has been studied by several authors, con-
sidering nonlinear boundary conditions (see [5,7,14]) or two functional boundary conditions (see
[1,2,4]). These conditions are generalized in this work, because the boundary data are given by
three functions, depending, each one, functionally on the solution and its first derivative.
The arguments follow the standard lower and upper solutions method and some techniques
suggested by [6] for second order, [11,12,14] for third order, and [8,17] for fourth order. The
main novelty here, is given by the fact that the lower and the upper solutions are not ordered. In
short, from an a priori bound, based on a Nagumo-type condition (see [18,19]), it will be proved
that every solution of some modified and homotopic problems belong to an open and bounded
set, where the Leray–Schauder degree of an adequate operator is well defined and nonnull [16].
In the last section it will be presented two applications that point out the functional dependence
of (1.1) on u and of conditions (1.2) on u and u′. First example applies Theorem 3.1 to the third
order multipoint problem composed by (1.1) and the boundary conditions
u(t0) =
m01∑
i=1
a0i u
(
ξ0i
)+ m
0
2∑
i=1
b0i u
′(ρ0i ),
u′(a) =
m11∑
i=1
a1i u
(
ξ1i
)+ m
1
2∑
i=1
b1i u
′(ρ1i )+ cu′′(a),
u′(b) =
m21∑
i=1
a2i u
(
ξ2i
)+ m
2
2∑
i=1
b2i u
′(ρ2i )− du′′(b), (1.3)
with f a L1-Carathéodory function, a < ξi1 < ξ
i
2 < · · · < ξimi1 < b, a < ρ
i
1 < ρ
i
2 < · · · < ρimi2 < b
and aij , b
i
k  0 for all j ∈ {1, . . . ,mi1}, k ∈ {1, . . . ,mi2}, i ∈ {0,1,2} and c, d  0.
The second application studies the nonlinear fully beam equation
u(iv)(t) = g(t, u(t), u′(t), u′′(t), u′′′(t)), (1.4)
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u(0) = pu(1)− qu′′(0) = u′(t0) = 0, (1.5)
u′′′(1) = h(u′′(1)), (1.6)
where h ∈ C(R) is a real function, p,q  0 and t0 ∈ [0,1].
As it is well known (see [9,10] among others), this type of equation models the deformation
of an elastic beam of length L = 1. The boundary conditions (1.5) generalize the case where the
beam is simply supported at both endpoints and (1.6) describes a relation, eventually nonlinear,
between the shear (vertical) force u′′′ and the curvature u′′ at the right endpoint.
In this case Theorem 3.1 is applied to the third order integro-differential equation
v′′′(t) = f (t, v, v′(t), v′′(t))≡ g
(
t,
t∫
0
v(s) ds, v(t), v′(t), v′′(t)
)
, (1.7)
for a.e. t ∈ [0,1], with the functional boundary value conditions
p
1∫
0
v(s) ds − qv′(0) = 0, v(t0) = 0, v′′(1) = h
(
v′(1)
)
. (1.8)
By this technique [9,10] are improved because (1.4) uses a more general function, depending
eventually on u′′′ too, and [8,17] are generalized as no condition of monotonicity type is assumed
on f.
2. Definitions and preliminary results
In this section it is introduced some notation and definitions needed forward. Denote by AC(I )
the set of the absolutely continuous functions defined on I and consider the sets
W 3,1(I ) = {u ∈ C2(I ): u′′ ∈ AC(I )}
and, for given u, v ∈ C(I) such that u v in I ,
[u,v] = {x ∈ C(I): u(t) x(t) v(t), for all t ∈ I}.
We say that f : I × C(I) × R2 → R is a Lp-Carathéodory function, with 1  p ∞, if it
satisfies the following properties:
(1) f (t, ·, ·, ·) is continuous in C(I)×R2 for a.e. t ∈ I .
(2) f (·, x, y, z) is measurable in I for all (x, y, z) ∈ C(I)×R2.
(3) For every L > 0 there exist ψL ∈ Lp(I) and a null measure set NL ⊂ I such that
|f (t, x, y, z)|ψL(t) for all (t, x, y, z) ∈ (I \NL)×C(I)×R2 with ‖(x, y, z)‖∞  L.
Lower and upper solutions are the main tool to obtain the location part and, in this case, they
must be assumed like a pair, that is, they cannot be considered independently from each other.
To define them, the following auxiliary functions are needed:
• For every v : I → R the function S is given by
S
(
v(t)
)= {1, if v(t) 0,−1, if v(t) < 0. (2.1)
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α¯(t) :=
{
min {β(t), β(t)+ α(t0)− β(t0)}, if t ∈ [a, t0],
min {α(t), α(t)− α(t0)+ β(t0)}, if t ∈ [t0, b], (2.2)
and
β¯(t) :=
{
max {α(t), α(t)− α(t0)+ β(t0)}, if t ∈ [a, t0],
max {β(t), β(t)+ α(t0)− β(t0)}, if t ∈ [t0, b]. (2.3)
Remark 2.1. Both functions α¯ and β¯ are continuous in I . Moreover, when α, β ∈ C1(I ) and
α′  β ′ in I then
α¯ min {α,β}max {α,β} β¯ in I.
Definition 2.1. The functions α, β ∈ W 3,1(I ) are a pair of coupled lower and upper solutions for
problem (1.1)–(1.2) if the following conditions are satisfied for every u ∈ [α¯, β¯]:
α′(t) β ′(t) for all t ∈ I,
α′′′(t)− f (t, u,α′(t), α′′(t)) 0 β ′′′(t)− f (t, u,β ′(t), β ′′(t)) for a.e. t ∈ I,
S
(
(β − α)(t0)
)
L0
(
u,α′, α(t0)
)
 0 S
(
(β − α)(t0)
)
L0
(
u,β ′, β(t0)
)
, (2.4)
L1
(
u,α′, α′(a),α′′(a)
)
 0L1
(
u,β ′, β ′(a),β ′′(a)
)
, (2.5)
and
L2
(
u,α′, α′(b),α′′(b)
)
 0 L2
(
u,β ′, β ′(b),β ′′(b)
)
.
The following monotonicity assumptions on the boundary conditions will be considered
throughout this paper:
(H0) S((β − α)(t0))L0 :C(I)×C(I)×R → R is nondecreasing in the second variable.
(H1) L1 :C(I)×C(I)×R2 →R is nondecreasing in the second and fourth variables.
(H2) L2 :C(I)×C(I) × R2 → R is nondecreasing in the second variable and nonincreasing in
the fourth one.
Remark 2.2. When α(a)  β(a), by Remark 2.1, then α¯  α  β  β¯ on I and assuming the
following stronger conditions on f , L0, L1 and L2:
(F∗) f (t, ·, y, z) is nonincreasing for a.e. t ∈ I and all (y, z) ∈ R2;
(H∗0) S((β − α)(t0))L0 :C(I) × C(I) × R → R is nondecreasing in the first and second vari-
ables;
(H∗1) L1 :C(I)×C(I)×R2 → R is nondecreasing in the first, second and fourth variables;
(H∗2) L2 :C(I)×C(I) × R2 → R is nondecreasing in the first and second variables and nonin-
creasing in the fourth one;
then it can be considered more general lower and upper solutions replacing, in Definition 2.1, the
function u ∈ [α¯, β¯] by α¯ or β¯ in each case.
Note that if, in addition, t0 = a, then α ≡ α¯ and β ≡ β¯ . In this case lower and upper solutions
do not need to be defined as a pair, that is, their definitions are independent.
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that plays an important role in the method of lower and upper solutions as it can be seen in [15],
where some examples of nonexistence of solutions in presence of well-ordered lower and upper
solutions are considered and for which no Nagumo condition is satisfied.
Definition 2.2. Consider Γ1, Γ2, γ1, γ2 ∈ C(I) such that
Γ1(t) Γ2(t), γ1(t) γ2(t), ∀t ∈ I,
and the set
E = {(x, y, z) ∈ C(I)×R2: Γ1  x  Γ2, γ1(t) y  γ2(t), ∀t ∈ I}.
A function f : I × C(I) × R2 → R is said to satisfy a Nagumo-type condition in E if there
exists ϕ ∈ C([0,+∞), (0,+∞)) such that∣∣f (t, x, y, z)∣∣ ϕ(|z|), (2.6)
for a.e. t ∈ I and all (x, y, z) ∈ E, and
+∞∫
r
s
ϕ(s)
ds > max
t∈I γ2(t)− mint∈I γ1(t), (2.7)
where r  0 is given by
r := max
{
γ2(b)− γ1(a)
b − a ,
γ2(a)− γ1(b)
b − a
}
. (2.8)
Next result gives an a priori estimate for the second derivative of solutions of Eq. (1.1) fol-
lowing the arguments suggested by [12–14].
Lemma 2.1. There exists R > 0 such that for every L1-Carathéodory function f : I × E → R
satisfying (2.6) and (2.7) and every solution u of (1.1) such that
Γ1(t) u(t) Γ2(t), γ1(t) u′(t) γ2(t), ∀t ∈ I, (2.9)
we have
‖u′′‖∞ <R. (2.10)
Proof. Let u be a solution of (1.1) such that (2.9) holds.
Assume that |u′′(t)| > r for every t ∈ I and r is given by (2.8). If u′′(t) > r , for every t ∈ I ,
then we obtain the following contradiction:
γ2(b)− γ1(a) u′(b)− u′(a) =
b∫
a
u′′(τ ) dτ >
b∫
a
r dτ  γ2(b)− γ1(a).
If u′′(t) < −r, for every t ∈ I, a similar contradiction can be achieved. So, there is t ∈ I such
that |u′′(t)| r .
By (2.7) we can take R > r such that
R∫
s
ϕ(s)
ds > max
t∈I γ2(t)− mint∈I γ1(t). (2.11)
r
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(or J = [tˆ1, t2]) such that
u′′(tˆ1) = −r, u′′(t2) = −R and −R < u′′(t) < −r, ∀t ∈ (t2, tˆ1).
Assume J = [t2, tˆ1] (the other case is similar). Applying a convenient change of variable, we
have, by (2.6) and (2.11), the following inequalities:
−u′′(t2)∫
−u′′(tˆ1)
s
ϕ(s)
ds =
t2∫
tˆ1
−u′′(t)
ϕ(−u′′(t))
[−u′′′(t)]dt =
tˆ1∫
t2
f (t, u,u′(t), u′′(t))
ϕ(−u′′(t))
[−u′′(t)]dt

tˆ1∫
t2
[−u′′(t)]dt max
t∈I γ2(t)− mint∈I γ1(t) <
R∫
r
s
ϕ(s)
ds.
Hence u′′(t2) > −R and so we obtain a contradiction.
By a similar way, it can be proved that u′′(t) < R, for every t ∈ I . 
Remark 2.3. We observe that the estimation (2.10) depends only on the functions γ1, γ2, Γ1, Γ2,
and ϕ and it does not depend on the boundary conditions.
To be used forward, it is referred to as a maximum principle for the second order separated
boundary value problem
Lu(t) = f (t, u(t)) for a.e. t ∈ I,
p0u(a)− q0u′(a) = N0, (2.12)
p1u(b)+ q1u′(b) = N1 (2.13)
with p0,p1, q0, q1  0, p0 + q0 > 0, p1 + q1 > 0, N0,N1  0 and the linear operator
L :W 2,1(I ) → L1(I ) given by Lu(t) = −u′′(t).
Lemma 2.2. The Green’s function related with operator L is nonnegative in I × I if and only if
p0 > 0 or p1 > 0.
Proof. It is well known [3] that the linear problem composed by
Lu(t) = σ(t), for a.e. t ∈ I, (2.14)
and the boundary conditions (2.12)–(2.13) has a unique solution u ∈ W 2,1(I ) for any σ ∈ L1(I ),
given by
u(t) =
b∫
a
G(t, s)σ (s) ds + F(t, a, b,N0,N1),
where F is the unique solution of problem (2.14)–(2.12)–(2.13) for σ ≡ 0 and G ∈ C(I × I ) is
the related Green function.
Following the arguments of [3, Lemma 3.1], we know that the operator L is inverse positive
if and only if G 0 in I × I and F  0 in I.
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corresponding problem is given by
G(t, s) = 1
k
{
G1(t, s) ≡ [p1(b − t)+ q1][(s − a)p0 + q0], a  s  t  b,
G2(t, s) ≡ G1(s, t), a  t  s  b,
where k = (b − a)p0p1 + p0q1 + p1q0.
The function F(t, a, b,N0,N1) is defined by the following expression:
F(t, a, b,N0,N1) = N0[p1(b − t)+ q1] +N1[q0 + (t − a)p0]
k
.
By the technique used in [3, Lemma 3.3], the operator L is inverse positive if and only if p0 > 0
or p1 > 0. 
3. Existence and location result
This section provides an existence and location theorem, that is, it states not only the existence
of a solution u for problem (1.1)–(1.2) but also it gives some information about the location of
u, u′ and u′′. The proof requires the continuous and bounded function
δ∗(t, x) = max
{
α′(t),min
{
x,β ′(t)
}}
for all (t, x) ∈ I ×R, (3.1)
and the following lemma, based on [20]:
Lemma 3.1. Given v, vn ∈ C1(I ) such that vn → v in C1(I ) then
(i) d
dt
δ∗(t, v(t)) exists for a.e. t ∈ I ;
(ii) d
dt
δ∗(t, vn(t)) → ddt δ∗(t, v(t)) for a.e. t ∈ I .
Now we are able to prove the main result of this work.
Theorem 3.1. Assume that there exists a pair of coupled lower and upper solutions of problem
(1.1)–(1.2). Suppose that assumptions (H0)–(H2) hold and let f : I × C(I) ×R2 → R be a L1-
Carathéodory function satisfying a Nagumo-type condition in
E∗ =
{
(x, y, z) ∈ C(I)×R2: α¯  x  β¯, α′(t) y  β ′(t), ∀t ∈ I}. (3.2)
Then problem (1.1)–(1.2) has at least one solution that satisfies
α¯(t) u(t) β¯(t), ∀t ∈ I,
α′(t) u′(t) β ′(t), ∀t ∈ I,
and ∣∣u′′(t)∣∣K, ∀t ∈ I,
with
K = max
{
R,max
t∈I
∣∣α′′(t)∣∣,max
t∈I
∣∣β ′′(t)∣∣} (3.3)
and R > 0 given in (2.11).
742 A. Cabada et al. / J. Math. Anal. Appl. 322 (2006) 735–748Proof. Define the continuous function
δ(t, x) = max{α¯(t),min{x, β¯(t)}} for all (t, x) ∈ I ×R, (3.4)
and, for every v ∈ C1(I ), the L∞(I ) function
q
(
v(t)
)= max{−K,min{ d
dt
δ∗
(
t, v(t)
)
,K
}}
for a.e. t ∈ I . (3.5)
Note that we can redefine, if necessary, the function q(v(t)) as zero at the null set of I where
d
dt
δ∗(t, v(t)) does not exist.
For δ∗ and δ given respectively by (3.1) and (3.4) consider the modified problem composed
by the equation
u′′′(t)− u′(t) = f (t, δ(·, u(·)), δ∗(t, u′(t)), q(u′(t)))− δ∗(t, u′(t)), (3.6)
and
u(t0) = δ
(
t0, u(t0)+L0
(
u,u′, u(t0)
))
,
u′(a) = δ∗
(
a,u′(a)+L1
(
u,u′, u′(a), u′′(a)
))
,
u′(b) = δ∗
(
b,u′(b)+L2
(
u,u′, u′(b), u′′(b)
))
. (3.7)
The proof follows five steps:
Step 1. Every solution u of problem (3.6)–(3.7) satisfies u′ ∈ [α′, β ′].
Let u be a solution of problem (3.6)–(3.7). Assume, by contradiction, that there exists t ∈ I
such that u′(t) > β ′(t) and consider t¯ ∈ I such that
(u− β)′(t¯ ) = max
t∈I
{
(u− β)′(t)}> 0.
From the boundary conditions and (3.1) it is clear that t¯ ∈ (a, b) and there exists (a0, b0) ⊂
(a, b) such that
(u− β)′(t) > 0 for a.e. t ∈ (a0, b0), (u− β)′(a0) = (u− β)′(b0) = 0.
As a consequence,
δ∗
(
t, u′(t)
)= β ′(t), ∀t ∈ (a0, b0),
and so
d
dt
δ∗
(
t, u′(t)
)= β ′′(t), ∀t ∈ (a0, b0).
So, by the definitions of δ, δ∗ and q , we have, for all t ∈ (a0, b0),
u′′′(t) = f (t, δ(·, u(·)), δ∗(t, u′(t)), q(u′(t)))− δ∗(t, u′(t))+ u′(t)
= f (t, δ(·, u(·)), β ′(t), β ′′(t))− β ′(t)+ u′(t)
> f
(
t, δ
(·, u(·)), β ′(t), β ′′(t))
 β ′′′(t).
Then, by Lemma 2.2, it can be obtained that u′  β ′ in [a0, b0], which is a contradiction.
The fact that α′  u′ in I holds analogously.
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We consider only the case α(t0) β(t0) because the other one can be treated by a similar way.
Let u be a solution of problem (3.6)–(3.7). By definition of δ and Step 1, we have that the
following inequalities hold for every t ∈ [t0, b]:
u(t) = u(t0)+
t∫
t0
u′(s) ds = δ(t0, u(t0)+L0(u,u′, u(t0))+
t∫
t0
u′(s) ds
 β¯(t0)+
t∫
t0
β ′(s) ds = α(t0)+ β(t)− β(t0) = β¯(t).
When t ∈ [a, t0] the following relations hold
u(t) β¯(t0)+
t∫
t0
α′(s) ds = α(t) = β¯(t).
Step 3. Every solution u of problem (3.6)–(3.7) satisfies |u′′(t)| < K , ∀t ∈ I , with K given by
(3.3).
From Steps 1 and 2, Eq. (3.6) can be rewritten as
u′′′(t) = f (t, u,u′(t), q(u′(t))).
From the fact that
K∫
r
s
ϕ(s)
ds 
R∫
r
s
ϕ(s)
ds,
the proof follows essentially the proof of Lemma 2.1.
Step 4. Every solution u of problem (3.6)–(3.7) is a solution of (1.1)–(1.2).
For u solution of (3.6)–(3.7), by the previous steps, it is clear that Eqs. (1.1) and (3.6) are
equivalent. To obtain conditions (1.2), we consider that α(t0) < β(t0) (the other case holds anal-
ogously), and it will be enough to prove that
α¯(t0) u(t0)+L0
(
u,u′, u(t0)
)
 β¯(t0), (3.8)
α′(a) u′(a)+L1
(
u,u′, u′(a), u′′(a)
)
 β ′(a), (3.9)
α′(b) u′(b)+L2
(
u,u′, u′(b), u′′(b)
)
 β ′(b). (3.10)
Assume, by contradiction, that
u(t0)+L0
(
u,u′, u(t0)
)
> β¯(t0). (3.11)
Then, by (3.4) and (3.7),
u(t0) = δ
(
t0, u(t0)+L0
(
u,u′, u(t0)
))= β¯(t0)
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u(t0)+L0
(
u,u′, u(t0)
)= β(t0)+L0(u,u′, β(t0))
 β(t0)+L0
(
u,β ′, β(t0)
)
 β(t0) = β¯(t0).
With the same arguments it can be shown that α¯(t0) u(t0)+L0(u,u′, u(t0)), proving (3.8).
Suppose now that
u′(a)+L1
(
u,u′, u′(a), u′′(a)
)
> β ′(a). (3.12)
Therefore
u′(a) = δ∗
(
a,u′(a)+L1
(
u,u′, u′(a), u′′(a)
))= β ′(a)
and, by Step 1, we have u′′(a) β ′′(a).
Thus, by using condition (H1), Step 1 and inequalities (2.5), we achieve the following contra-
diction with (3.12):
u′(a)+L1
(
u,u′, u′(a), u′′(a)
)= β ′(a)+L1(u,u′, β ′(a), u′′(a))
 β ′(a)+L1
(
u,u′, β ′(a),β ′′(a)
)
 β ′(a)+L1
(
u,β ′, β ′(a),β ′′(a)
)
 β ′(a).
So u′(a)+L1(u,u′, u′(a), u′′(a) β ′(a) and by analogous technique we obtain α′(a) u′(a)+
L1(u,u′, u′(a), u′′(a)). Then (3.9 ) holds and by similar arguments it can be proved that (3.10)
is satisfied.
Step 5. Problem (3.6)–(3.7) has at least one solution.
For λ ∈ [0,1] consider the following homotopic problem composed by
u′′′(t)− u′(t) = λf (t, δ(·, u(·)), δ∗(t, u′(t)), q(u′(t)))− λδ∗(t, u′(t)), (3.13)
and
u(t0) = λδ
(
t0, u(t0)+L0
(
u,u′, u(t0)
))
,
u′(a) = λδ∗
(
a,u′(a)+L1
(
u,u′, u′(a), u′′(a)
))
,
u′(b) = λδ∗
(
b,u′(b)+L2
(
u,u′, u′(b), u′′(b)
))
. (3.14)
Define the operators
L :W 3,1(I ) ⊂ C2(I ) → L1(I )×R3
by
Lu = (u′′′ − u′, u(t0), u′(a), u′(b))
and, for λ ∈ [0,1],
Nλ :C2(I ) → L1(I )×R3
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Nλu = λf
(
t, δ
(·, u(·)), δ∗(t, u′(t)), q(u′(t)))− λδ∗(t, u′(t)),L0λ ,L1λ ,L2λ)
with
L0λ = λδ
(
t0, u(t0)+L0
(
u,u′, u(t0)
))
,
L1λ = λδ∗
(
a,u′(a)+L1
(
u,u′, u′(a), u′′(a)
))
,
L2λ = λδ∗
(
b,u′(b)+L2
(
u,u′, u′(b), u′′(b)
))
.
From the continuity of L0, L1 and L2, the definition of L1-Carathéodory function and Lem-
ma 3.1, we conclude that operator Nλ is continuous. Moreover, since L−1 is compact, we can
define the completely continuous operator
Tλ :C2(I ) → C2(I )
by
Tλ(u) = L−1Nλ(u).
Consider in C2(I ) and in L1(I )×R3 the norms
‖v‖ = max{‖v‖∞,‖v′‖∞,‖v′′‖∞}
and ∣∣(h,h1, h2, h3)∣∣= max{‖h‖L1(I ),max{|h1|, |h2|, |h3|}}.
As Nλu is bounded in L1(I ) × R3 and uniformly bounded in u ∈ C2(I ), then any solution of
problem (3.13)–(3.14), which is a fixed point of operator Tλ, verifies the following a priori bound:
‖u‖ = ∥∥L−1Nλ(u)∥∥ ∥∥L−1∥∥∣∣Nλ(u)∣∣ λ∥∥L−1∥∥∣∣(ψP ,L01 ,L11,L21)∣∣≡ λC  C,
with
P = max{{∣∣δ(t, x)∣∣, ∣∣δ∗(t, y)∣∣,K}: t ∈ I , x ∈ [α¯, β¯], y ∈ [α′, β ′]}.
Defining the set
Ω = {x ∈ C2(I ): ‖x‖ <C + 1}
then by the invariance under homotopy,
d(I − T0,Ω,0) = d(I − T1,Ω,0).
As the equation x = T0(x) is equivalent to the problem{
u′′′(t)− u′(t) = 0,
u(t0) = u′(a) = u′(b) = 0,
which has only the trivial solution, then d(I − T0,Ω,0) = ±1. So, by degree theory, equation
x = T1(x) has at least a solution, that is, the equivalent problem (3.6)–(3.7) has at least a solution
u in Ω .
As a consequence of these five steps, it is clear that theorem holds. 
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The applications for the main result referred below rely on the fact that not only the differential
equation is functional but the same happens with the boundary conditions.
First application concerns the third order general multipoint problem (1.1)–(1.3):
Proposition 4.1. Assume that there exist α,β ∈ W 3,1(I ) satisfying the following inequalities:
α′(t) β ′(t) for all t ∈ I,
α′′′(t)− f (t, u,α′(t), α′′(t)) 0 β ′′′(t)− f (t, u,β ′(t), β ′′(t))
for a.e. t ∈ I and all u ∈ [α¯, β¯],
S
(
(β − α)(t0)
)
α(t0) S
(
(β − α)(t0)
)( m01∑
i=1
a0i α¯
(
ξ0i
)+ m
0
2∑
i=1
b0i α
′(ρ0i )
)
,
α′(a)
m11∑
i=1
a1i α¯
(
ξ1i
)+ m
1
2∑
i=1
b1i α
′(ρ1i )+ cα′′(a),
α′(b)
m21∑
i=1
a2i α¯
(
ξ2i
)+ m
2
2∑
i=1
b2i α
′(ρ2i )− dα′′(b),
S
(
(β − α)(t0)
)
β(t0) S
(
(β − α)(t0)
)( m01∑
i=1
a0i β¯
(
ξ0i
)+ m
0
2∑
i=1
b0i β
′(ρ0i )
)
,
β ′(a)
m11∑
i=1
a1i β¯
(
ξ1i
)+ m
1
2∑
i=1
b1i β
′(ρ1i )+ cβ ′′(a),
β ′(b)
m21∑
i=1
a2i β¯
(
ξ2i
)+ m
2
2∑
i=1
b2i β
′(ρ2i )− dβ ′′(b).
If f : I ×C(I)×R2 →R is a L1-Carathéodory function satisfying a Nagumo-type condition
in E∗ defined in (3.2), then problem (1.1)–(1.3) has at least a solution that satisfies u ∈ [α¯, β¯],
u′ ∈ [α′, β ′] and ‖u′′‖∞ K , with K > 0 given in (3.3).
Proof. The proof is a direct consequence of Theorem 3.1 and Remark 2.2. In this case it is
enough to define the following functions:
L0(u, v, x) = −x +
m01∑
i=1
a0i u
(
ξ0i
)+ m
0
2∑
i=1
b0i v
(
ρ0i
)
,
L1(u, v, y, z) = −y +
m11∑
a1i u
(
ξ1i
)+ m
1
2∑
b1i v
(
ρ1i
)+ cz,i=1 i=1
A. Cabada et al. / J. Math. Anal. Appl. 322 (2006) 735–748 747and
L2(u, v, y, z) = −y +
m21∑
i=1
a2i u
(
ξ2i
)+ m
2
2∑
i=1
b2i v
(
ρ2i
)− dz. 
The second application is referred to the beam equation (1.4) coupled with the nonlinear
boundary value conditions (1.5)–(1.6).
Assume that function g : I × C(I) × R3 → R is L1-Carathéodory function (replacing R2 by
R
3 in the definition) and f (·, ·, s, ·, ·) : I ×C(I)×R2 →R satisfies a Nagumo-type condition in
E∗ =
{
(x, y, z) ∈ R3: |x| θR, |y| θ},
uniformly in |s| θ , i.e., there exists a function ϕ as in Definition 2.2 valid for all s ∈ [−θ, θ ].
Here R = r2 − r + 3/2 for some r ∈ [0,1] and θ > 0 fixed such that h(−θ) 0 h(θ), and the
following inequalities
f (t, u, x,−θ,0) 0 f (t, u, x, θ,0) (4.1)
hold for a.e. t ∈ [0,1], every |u| θR and |x| θ .
It can be seen that if u ∈ {x ∈ C3([0,1]): x′′′ ∈ AC([0,1])} is a solution of (1.4)–(1.5)–(1.6)
then u′ is a solution of the third order integro-differential equation (1.7).
Defining
L0(u, v, x) = −x, L1(u, v, y, z) = p
1∫
0
u(s) ds − qy
and
L2(u, v, y, z) = −z + h(y),
then α,β : [0,1] →R given by
α(t) = −θ(t − r) and β(t) = θ(t − r)
are lower and upper solutions of (1.7)–(1.8).
Therefore the assumptions of Theorem 3.1 hold for every q  pR  0 and, for these values,
there is a solution v of problem (1.7)–(1.8) such that, for every t ∈ [0,1],
α(t) v(t) β(t),
∣∣v′(t)∣∣ θ and ∣∣v′′(t)∣∣K,
with K the Nagumo’s constant.
At last, u(t) = ∫ t0 v(s) ds is a solution of (1.4)–(1.5)–(1.6).
Remark 4.1. We note that defining
f (t, u, x, y, z) := g1(t, u, x, y)y2n+1 + g2(t, u, x, y)z,
with n ∈ N∪{0}, g1  0 and g2 two L∞-Carathéodory functions, then f satisfies condition (4.1).
Moreover, as∣∣f (t, u, x, y, z)∣∣ k1θ2n+1 + k2|z|
in E∗, for some real and positive k1 and k2, then f verifies the Nagumo condition on E∗, with ϕ
replaced by ϕ(z) = k1θ2n+1 + k2|z|.
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