This paper is devoted to study the existence of multiple positive solutions for the second order Dirichlet boundary value problem with impulse effects. The main results here is the generalization of Liu and Li [L. Liu, F.Y. Li, Multiple positive solution of nonlinear two-point boundary value problems, J. Math. Anal. Appl. 203 (1996) 610-625] for ordinary differential equations. Existence is established via the theory of fixed point index in cones.
Introduction
This paper is devoted to study the existence of multiple positive solutions for the Dirichlet boundary value problem with impulse effects ⎧ ⎨ ⎩ −x = f (t, x), t = t k , t ∈ J , − x | t=t k = I k (x(t k )), k = 1, 2, . . . , m, x(0) = x(1) = 0. Here, J = [0, 1], let 0 < t 1 < t 2 < · · · < t m < 1 be given, f ∈ C(J × R + , R + ), I k ∈ C(R + , R + ), R + = [0, ∞).
, where x (t + k ) (respectively x (t − k )) denote the right limit (respectively left limit) of x (t) at t = t k .
For the case of I k = 0, k = 1, 2, . . . , m, problem (1.1) is related to two-points boundary value problem of ODE. Erbe and Wang [1] have applied a fixed point index theorem in cones to establish the existence of multiple positive solutions to problem (1.1). Liu and Li [2] have improved and generalized the work of [1] by applying a fixed point index theorem in cones, they proved that there exist at least two positive solutions under conditions (A1) and (A3) (or under conditions (A2) and (A4)), which are listed as follows:
(A1) lim inf v→0 + min t∈ [0, 1] 1 , where φ 1 (t) = sin πt is the eigenfunction related to the smallest eigenvalue λ 1 = π 2 of the eigenproblem
(A3) There is a p > 0 such that 0 v p and 0 t 1 implies In recent years, boundary problems of second-order differential equations with impulses have been studied extensively in the literature (see for instance [3] [4] [5] [6] [7] [8] [9] [10] and their references), there are two most common techniques to approach this problem: (1) the method of lower and upper solutions with monotone iterative technique has been used (see [5, 7, 10] ); (2) Krasnoselskii's fixed point theorem in a cone has been used (see [9, 10] ). The existence of positive solutions of problem (1.1) has been studied by [9, 10] , they show the existence of positive solutions when f (t, x) is either superlinear or sublinear in x by employing a cone extension or compression theorem. However, main results in [2] have not been improved and generalized yet.
Motivated by the work above, in this paper we shall extend the results of [2] to problem (1.1). Our argument is based on fixed point index theory in cones [11] .
For convenience and simplicity in the following discussion, we always use the notations:
In this paper, some of the following hypotheses are satisfied:
where σ = min t∈[t 1 ,t m ] {t, 1 − t}, and φ 1 (t) = sin πt is the eigenfunction related to the smallest eigenvalue λ 1 = π 2 of the eigenproblem
There is a p > 0 such that 0 x < p and 0 t 1 implies
where η, η k 0 satisfy
and G(t, s) is the Green's function of the boundary value problem
(H 4 ) There is a p > 0 such that σp x p and 0 t 1 implies 
Preliminary
In order to define the solution of (1.1) we shall consider the following space.
. . , m with the norm x PC = max{ x , x PC }, then PC (J, R) is a Banach space, where 1] x (t) .
is called a solution of (1.1) if it satisfies the differential equation
and the function x satisfies the conditions
, and the Dirichlet boundary conditions x(0) = x(1) = 0.
Lemma 2.1. [9] If x is a solution of the equation
then x is a solution of (1.1), where G(t, s) is the Green's function to the Dirichlet boundary value problem −x = 0, x(0) = x(1) = 0, and
One can find that
By using (2.1) and (2.2), we know that for every solution of problem (1.1), one has
Let K be a cone in C(J, R) which is defined as
Define an operator Φ : K → K as follows:
Then we have the following lemma.
Lemma 2.2. Φ(K) ⊂ K.
Proof. For x ∈ K, we have the inequality from (2.2) and (2.3) that
It is clear that Φ : K → K is continuous and completely continuous. Let E be a Banach space and K ⊂ E be a cone in E. Assume Ω is a bounded open subset of E and let ∂Ω be its boundary. Let Φ : K ∩ Ω → K be a continuous and completely continuous
For r > 0, let K r = {u ∈ K: u < r} and ∂K r = {u ∈ K: u = r}, which is the relative boundary of K r in K. The following three lemmas are needed in our argument.
Lemma 2.3. [11]
Let Φ : K → K be a continuous and completely continuous mapping and Φu = u for u ∈ ∂K r . Thus one has the following conclusions: 
(ii) μΦu = u for every u ∈ ∂K r and μ 1.
Main results
The following theorems are our main results. 
Corollary 1. The conclusion of Theorem 1 is valid if (H 1 ) is replaced by
(H * 1 ) f 0 = ∞ or ∞ k=1 I 0 (k)φ 1 (t k ) = ∞; f ∞ = ∞ or ∞ k=1 I ∞ (k)φ 1 (t k ) = ∞.0 < x 1 < p < x 2 .
Corollary 2. The conclusion of Theorem 2 is valid if (H 2 ) is replaced by:
Theorem 3. Assume the following condition is satisfied:
Then (1.1) has at least one positive solution.
Corollary 3. Assume the following condition is satisfied:
Theorem 4. Assume the following condition is satisfied:
Corollary 4. Assume that
Proof. Let x ∈ K with x = p. It follows from (H 3 ) that
This shows that
Φx < x , ∀x ∈ ∂K p .
It is obvious that
Proof. Let x ∈ K with x = p. Then by (2.3), we have
It follows from (H 4 ) that
This shows that
Φx > x , ∀x ∈ ∂K p .
Also clearly Φx = x for x ∈ ∂K p . Therefore, i(Φ, K p , K) = 0 follows from Lemma 2.3(i). 2
Proof of Theorem 1. According to Lemma 3.1, we have that
Suppose that (H 1 ) holds. There exists 0 < ε < 1 such that
One can find 0 < r 0 < p such that
Let r ∈ (0, r 0 ). Then for x ∈ ∂K r we have
and so
thus,
from which we see that inf x∈∂K r Φx > 0, namely, hypothesis (i) of Lemma 2.5 holds. Next we show that μΦx = x for any x ∈ ∂K r and μ 1. If this is not true, then there exist x 0 ∈ ∂K r and μ 0 1 such that
Multiply Eq. (3.3) by φ 1 (t) and integrate from 0 to 1, use integration by parts in the left-hand side, notice that
So we obtain
, and so from the above inequality we see that
which contradicts (3.2) again.
Hence Φ satisfies the hypotheses of Lemma 2.5 in K r . By Lemma 2.5, we have
On the other hand, from (H 1 ), there exists H > p such that
and it is clear that
Essentially the same reasoning as above yields
Next we show that if R is large enough, then μΦx = x for any x ∈ ∂K R and μ 1. In fact, if there exist x 0 ∈ ∂K R and μ 0 1 such that μ 0 Φx 0 = x 0 , then x 0 (t) satisfies Eq. (3.3) . Multiply Eq. (3.3) by φ 1 (t) and integrate from 0 to 1, using integration by parts in the left-hand side and using (3.6) to obtain
Let R > max{p, R}. Then for any x ∈ ∂K R and μ 1, we have μΦx = x. Hence hypothesis (ii) of Lemma 2.5 is satisfied and
In view of (3.1), (3.4) and (3.8), we obtain
Thus, Φ has fixed points x 1 and x 2 in K p \ K r and K R \ K p , respectively, which means x 1 (t) and x 2 (t) are positive solutions of the problem (1.1) and 0 < x 1 < p < x 2 . 2 Proof of Theorem 2. According to Lemma 3.2, we have that
Suppose that (H 2 ) holds, there exists 0
and
Let r ∈ (0, r 0 ). We now prove that μΦx = x for any x ∈ ∂K r and 0 < μ 1. If this is not true, then there exist u 0 ∈ ∂K r and 0 < μ 0 1 such that μ 0 Φx 0 = x 0 . Then x 0 (t) satisfies Eq. (3.3) . Multiply Eq. (3.3) by φ 1 (t) and integrate from 0 to 1 (use (3.12)) to obtain
i.e.
Since x 0 (t) min{t, 1 − t} x 0 t (1 − t)r, and so from the above inequality we see that
which is a contradiction. By Lemma 2.4, we have
On the other hand, from (H 2 ) there exists H > p such that
Next we show that if R is large enough, then μΦx = x for any x ∈ ∂K R and 0 < μ 1. In fact, if there exist x 0 ∈ ∂K R and 0 < μ 0 1 such that μ 0 Φx 0 = x 0 , then x 0 (t) satisfies Eq. (3.3) .
Multiply Eq. (3.3) by φ 1 (t) and integrate from 0 to 1 (use (3.14)) to obtain We also have that In view of (3.9), (3.13) and (3.16), we obtain
Thus, Φ has fixed points x 1 and x 2 in K p \ K r and K R \ K p , respectively, which means x 1 (t) and x 2 (t) are positive solution of the problem (1.1) and 0 < x 1 < p < x 2 . 2 Proof of Theorems 3 and 4. The proof follows the ideas in the proof of Theorems 1 and 2. 2
Example
Consider the following impulsive boundary value problem: 
