Introduction and main results
Scaling plays an important role in quantum mechanics and other areas of applied mathematics. When a physicist says that "kinetic energy scales like A 2 ", she means the following. The kinetic energy operator is the negative Laplacian, so consider the Laplacian A as a selfadjoint operator on the Hilbert space L 2 , in which case it is governed by a positive contraction semigroup.
It is natural to ask about L p versions of this result and about other situations in which scaling plays a role and a critical dimension dependent constant appears. The purpose of this paper is to answer these questions.
Our main result is as follows. 
Hardy's inequality and the inverse square potential
The aim of this section is to study the semigroup generated by A + for suitable c. We let V 0 = V (.R N \ {0}) . Here the integral is taken over R^ if TV > 2 and over (0,00) if N = 1. Theorem 2.1 is well-known. We give a proof of the inequality for the convenience of the reader.
Jo
Now use the same arguments as in part a). | For N=l, V 0 is dense in (R\ {0}) = {u e H 1 (R) : u (0) = 0} , which makes sense since HQ (R) C C (R). By considering even functions in HQ (R\ {0}), we can write the one dimensional Hardy inequality as Then, letting (x) = 4> (r) and using | = (</>' ) , we can show that, given 5 > 0, To see how to choose e, a, 6 in this way (in a much more general setting), see [10] .
In the following we use the notion of positive linear forms. Given a real Hilbert space H, a positive form on H is a bilinear mapping a :
Here If a is a closed densely defined positive form on H, the associated operator A on H is defined by
The operator A is selfadjoint and form positive. Thus -A generates a (Co) contraction semigroup { e~tA ) t>Q on H-
In the following we let
Now for c G R, consider the positive form a c on L 2 given by 
Thus, a c (u, u) + > (1 -q) ||u||#i. This shows that ||-|| 0c is equivalent to
Urn.
• For the critical constant we have the following result. 
It is well known that the form b given by b (u, v) = -(Bu\v) L2 , D(b) = D (B) is closable (and the operator associated with b is called the Friedrichs extension of b). Observe that b(u,v) = a CN (u,v) for u, v e V
Since ai is closable, it suffices to show that ai (u £l -u £2 ) -> 0 as £1, €2 -> 0. Let 6 > 0 such that rj(x) = 1 for \x\ < S. as ei j 0, €2 i 0.
Next we consider the associated operators and semigroups. In particular, we will show that the critical constant CN = (--is also optimal to associate a semigroup to the operator A + in a reasonable way.
We denote by -A c the operator associated with a c for c < (^j^) 2 and with a c for c = • Then A c is given by
and
in the critical case. Here Au + r^u is understood in the sense of V n . This follows \x\ u
immediately from the definition of the associated operator.
The semigroup e tAc may be described as the limit of the semigroups defined by the cut-off potentials. Denote by A p the generator of the Gaussian semigroup on := L 9 (R n ) for N > 2 and the Laplacian with Dirichlet boundary conditions For the proof we need the following. [12] , V 0 is a core of A c iff c < (^f^) -1; see also [18] for dimension N = 5. 
The Caffarelli-Kohn-Nirenberg inequality and associated semigroups
Let (3 G R, L 2 := L 2 (R n , \X\~P dx) if AT > 2 and Lj| := L 2 ((0, oo), \x\" P dx^j if N = 1. Note that C L 2 loc (R N \ {0}) if N > 2 and L 2 C L 2 oc (0, oo) if N = 1. Thus, L
7u\ 2 \x\ P dx
Now by Hardy's inequality,
Thus, we have proved the following. We summarize these facts as which acts on all 1 < p < oo. It clearly follows from Theorem 3.5 that the semigroup T PjC are consistent, i.e.,
Tp, c (t)f = T q , c (t)f
for all t > 0, / G L P p fl L^, (c) < p, q < p+ (c). For the proof of Theorem 3.5 we will use the following simple argument for increasing semigroups referring to Voigt [22] , [23] for further information and developments.
and defines a (Co) semigroup T.
PROOF. The strong limit exists by the Beppo Levi Theorem. Then T (t) G C (IP) and T (t + 5) = T (t)T (s)
We have to show that f n := T (t n ) f -> f as n -> 00. Let g n Ti (t n ) f. Then 0 < g n < f n and g n -• / as n -> 00. Moreover,
It suffices to show that each subsequence of (f n ) has a subsequence converging to / in IP. Since L p is reflexive, we may assume that f n converges weakly to a function h G LP (consider a subsequence otherwise). Since 9n < fn and g n -> f it follows that f < h. Hence \\f\\ LP < II^IIlp • Since IP is uniformly convex, this implies that f n converges strongly to h. It follows that From these rescaling properties we deduce the following result on the spectrum. We refer to [21] , [20] , [16] and [1] Thus it follows from (3.8) that
< (p-1) J |V'
In order to rewrite the last expression we compute Letting n oo, since |Vi£ n \ <\ |V«r for all n G N, we deduce that for all ^ G #00 n • Applying (3.11) to u A n instead of u and letting n -> oo, we see that (3.11) remains true for all u G HQ 0+ . Finally, applying (3.11) to \u\ instead of u it follows that (3.11) holds for all u G HQ 0 . NOW Theorem 3.1 implies
We remark that even though for 0 < c < ^ 
