In computer aided geometric design a polynomial is usually represented in Bernstein form. This paper presents a family of compensated algorithms to accurately evaluate a polynomial in Bernstein form with floating point coefficients. The principle is to apply error-free transformations to improve the traditional de Casteljau algorithm. At each stage of computation, round-off error is passed on to first order errors, then to second order errors, and so on. After the computation has been "filtered" (K − 1) times via this process, the resulting output is as accurate as the de Casteljau algorithm performed in K times the working precision. Forward error analysis and numerical experiments illustrate the accuracy of this family of algorithms.
Introduction
In computer aided geometric design, polynomials are usually expressed in Bernstein form. Polynomials in this form are usually evaluated by the de Casteljau algorithm. This algorithm has a round-off error bound which grows only linearly with degree, even though the number of arithmetic operations grows quadratically. The Bernstein basis is optimally suited (Farouki and Rajan [1987] ; Delgado and Peña [2015] ; Mainar and Peña [2005] ) for polynomial evaluation; it is typically more accurate than the monomial basis, for example in Figure 1 .1 evaluation via Horner's method produces a jagged curve for points near a triple root, but the de Casteljau algorithm produces a smooth curve. Nevertheless the de Casteljau algorithm returns results arbitrarily less accurate than the working precision u when evaluating p(s) is ill-conditioned. The relative accuracy of the computed evaluation with the de Casteljau algorithm (DeCasteljau) satisfies (Mainar and Peña [1999] ) the following a priori bound:
(1.1)
In the right-hand side of this inequality, u is the computing precision and the condition number cond (p, s) ≥ 1 only depends on s and the Bernstein coefficients of p -its expression will be given further. For ill-conditioned problems, such as evaluating p(s) near a multiple root, the condition number may be arbitrarily large, i.e. cond (p, s) > 1/u, in which case most or all of the computed digits will be incorrect. In some cases, even the order of magnitude of the computed value of p(s) can be incorrect.
To address ill-conditioned problems, error-free transformations (EFT) can be applied in compensated algorithms to account for round-off. Error-free transformations were studied in great detail in Ogita et al. [2005] and open a large number of applications. In Langlois et al. [2006] , a compensated Horner's algorithm was described to evaluate a polynomial in the monomial basis. In Jiang et al. [2010] , a similar method was described to perform a compensated version of the de Casteljau algorithm. In both cases, the cond (p, s) factor is moved from u to u 2 and the computed value is as accurate as if the computations were done in twice the working precision. For example, the compensated de Casteljau algorithm (CompDeCasteljau) satisfies
For problems with cond (p, s) < 1/u 2 , the relative error is u, i.e. accurate to full precision, aside from rounding to the nearest floating point number. Figure 1 .2 shows this shift in relative error from DeCasteljau to CompDeCasteljau.
In Graillat et al. [2009] , the authors generalized the compensated Horner's algorithm to produce a method for evaluating a polynomial as if the computations were done in K times the working precision for any K ≥ 2. This result motivates this paper, though the approach there is somewhat different than ours. They perform each computation with error-free transformations and interpret the errors as coefficients of new polynomials. They then evaluate the error polynomials, which (recursively) generate second order error polynomials and so on. This recursive property causes the number of operations to grow exponentially in K. Here, we instead have a fixed number of error groups, each corresponding to round-off from the group above it. For example,
j+1 is computed in floating point, any error is filtered down to the error group below it. As in (1.1), the accuracy of the compensated result (1.2) may be arbitrarily bad for ill-conditioned polynomial evaluations. For example, as the condition number grows in Figure 1 .2, some points have relative error exactly equal to 1; this indicates that CompDeCasteljau(p, s) = 0, which is a complete failure to evaluate the order of magnitude of p(s). For root-finding problems CompDeCasteljau(p, s) = 0 when p(s) = 0 can cause premature convergence and incorrect results. We describe how to defer rounding into progressively smaller error groups and improve the accuracy of the computed result by a factor of u for every error group added. So we derive CompDeCasteljauK, a K-fold compensated de Casteljau algorithm that satisfies the following a priori bound for any arbitrary integer K:
This means that the computed value with CompDeCasteljauK is now as accurate as the result of the de Casteljau algorithm performed in K times the working precision with a final rounding back to the working precision. The paper is organized as follows. Section 2 establishes notation for error analysis with floating point operations, reviews results about error-free transformations and reviews the de Casteljau algorithm. In Section 3, the compensated algorithm for polynomial evaluation from Jiang et al. [2010] is reviewed and notation is established for the expansion. In Section 4, the K-compensated algorithm is provided and a forward error analysis is performed. Finally, in Section 5 we perform two numerical experiments to give practical examples of the theoretical error bounds.
Basic notation and results

Floating Point and Forward Error Analysis
We assume all floating point operations obey
where ∈ {⊕, , ⊗, }, • ∈ {+, −, ×, ÷} and |δ 1 | , |δ 2 | ≤ u. The symbol u is the unit round-off and is a floating point operation, e.g. a ⊕ b = fl (a + b). (For IEEE-754 floating point double precision, u = 2 −53 .) We denote the computed result of α ∈ R in floating point arithmetic by α or fl (α) and use F as the set of all floating point numbers (see Higham [2002] for more details). Following Higham [2002] , we will use the following classic properties in error analysis.
If
δ i ≤ u, ρ i = ±1, then n i=1 (1 + δ i ) ρi = 1 + θ n , 2. |θ n | ≤ γ n := nu/(1 − nu), 3. (1 + θ k )(1 + θ j ) = 1 + θ k+j , 4. γ k + γ j + γ k γ j ≤ γ k+j ⇐⇒ (1 + γ k )(1 + γ j ) ≤ 1 + γ k+j , 5. (1 + u) j ≤ 1/(1 − ju) ⇐⇒ (1 + u) j − 1 ≤ γ j .
Error-Free Transformation
An error-free transformation is a computational method where both the computed result and the roundoff error are returned. It is considered "free" of error if the round-off can be represented exactly as an element or elements of F. The error-free transformations used in this paper are the TwoSum algorithm by Knuth (Knuth [1969] ) and TwoProd algorithm by Dekker (Dekker [1971] , Section 5), respectively. Theorem 2.1 (Ogita et al. [2005] , Theorem 3.4). For a, b ∈ F and P, π, S, σ ∈ F, TwoSum and TwoProd satisfy
The letters σ and π are used to indicate that the errors came from sum and product, respectively. See Appendix A for implementation details.
de Casteljau Algorithm
Next, we recall 1 the de Casteljau algorithm:
Algorithm 2.1 de Casteljau algorithm for polynomial evaluation.
end for end for result = b 
The relative condition number of the evaluation of p(s) = n j=0 b j B j,n (s) in Bernstein form used in this paper is (see Mainar and Peña [1999] , Farouki and Rajan [1987] ):
1 We have used slightly non-standard notation for the terms produced by the de Casteljau algorithm: we start the superscript at n and count down to 0 as is typically done when describing Horner's algorithm. For example, we use b
j . 2 In the original paper the factor on p(s) is γ 2n , but the authors did not consider round-off when computing 1 s.
where B j,n (s) = n j (1 − s) n−j s j ≥ 0 and p(s) := n j=0 |b j | B j,n (s). To be able to express the algorithm in matrix form, we define the vectors
and the reduction matrices:
With this, we can express (Mainar and Peña [1999] ) the de Casteljau algorithm as
In general, for a sequence v 0 , . . . , v n we'll refer to v as the vector containing all of the values:
Compensated de Casteljau
In this section we review the compensated de Casteljau algorithm from Jiang et al. [2010] . In order to track the local errors at each update step, we use four EFTs:
With these, we can exactly describe the local error between the exact update and computed update:
By defining the global errors at each step
we can see (Figure 3 .1) that the local errors accumulate in ∂b (k) :
and by using (3.8), we can continue to compute approximations of ∂b
j . The idea behind the compensated de Casteljau algorithm is to compute both the local error and the updates of the global error with floating point operations:
. . .
. . . 
When comparing this computed error to the exact error, the difference depends only on s and the Bernstein coefficients of p. Using a bound (Lemma 4.1) on the round-off error when computing ∂b (0) , the algorithm can be shown to be as accurate as if the computations were done in twice the working precision: −11 -evaluates to exactly 0 when it should be O u 3 . As shown in Table 3 .1, the breakdown occurs because b
K-Compensated de Casteljau
Algorithm Specified
In order to raise from twice the working precision to K times the working precision, we continue using EFTs when computing ∂b (k) . By tracking the round-off from each floating point evaluation via an EFT, we can form a cascade of global errors:
In the same way local error can be tracked when updating b (k) j , it can be tracked for updates that happen down the cascade: 
In CompDeCasteljau (Algorithm 3.1), after a single stage of error filtering we "give up" and use ∂b instead of ∂b (without keeping around any information about the round-off error). In order to obtain results that are as accurate as if computed in K times the working precision, we must continue filtering (see Figure 4 .1) errors down (K − 1) times, and only at the final level do we accept the rounded ∂ K−1 b in place of the exact
e. the error after F stages of filtering) there will be several sources of round-off. In particular, there will be
• errors when computing
• two errors from the two ⊕ when combining the three terms in
For example, in (3.5):
After each stage, we'll always have
where the terms e 1 , . . . , e 5F −2 come from using TwoSum and TwoProd when computing ∂ F −1 b . With this in mind, we can define an EFT (LocalErrorEFT) that computes and tracks all round-off errors generated in the process:
. . . , η 1 = TwoSum(e 1 , e 2 ) for j = 3, . . . , L do , η j−1 = TwoSum , e j end for
With this EFT in place 3 , we can perform (K − 1) error filtrations. Once we've computed the K stages of global errors, they can be combined with SumK (Algorithm A.6) to produce a sum that is as accurate as if computed in K times the working precision.
And the related LocalError in Algorithm A.7
Noting that F,j contains 5F − 1 terms, one can show that CompDeCasteljauK (Algorithm 4.2) requires
flops to evaluate a degree n polynomial, where T n is the nth triangular number. As a comparison, the non-compensated form of de Casteljau requires 3T n + 1 flops. In total this will require (3K − 4)T n uses of TwoProd. On hardware that supports FMA, TwoProdFMA (Algorithm A.4) can be used instead, lowering the flop count by 15(3K − 4)T n . Another way to lower the total flop count is to just use b
0 instead of SumK; this will reduce the total by 6(K − 1) 2 flops. When using a standard sum, the results produced are (empirically) identical to those with SumK. This makes sense: the whole point of SumK is to filter errors in a summation so that the final operation produces a sum of the form v 1 ⊕ · · · ⊕ v K where each term is smaller than the previous by a factor of u. This property is already satisfied for the ∂ F b (0) 0 so in practice the K-compensated summation is likely not needed.
Error bound for polynomial evaluation
Theorem 4.1 (Ogita et al. [2005] , Proposition 4.10). A summation can be computed (SumK, Algorithm A.6) with results that are as accurate as if computed in K times the working precision. When computed this way, the result satisfies: 
0 − ∂b
To enable a bound on the K order error ∂ K b
0 , it's necessary to understand the difference between the exact local errors F,j and the computed equivalents F,j . To do this, we define
(4.12)
Lemma 4.2. The local error bounds F,j satisfy:
F,j for F ≥ 1. (4.14)
As we'll see soon (Lemma 4.4), putting a bound on sums of the form k j=0
F,j B j,k (s) will be useful to get an overall bound on the relative error for CompDeCasteljauK, so we define L F,k := k j=0 (k) F,j B j,k (s). Lemma 4.3. For s ∈ [0, 1], the Bernstein-type error sum defined above satisfies the following bounds:
In particular, this means that
See Appendix B for details on proving Lemma 4.2 and Lemma 4.3.
Proof. As in (2.8), we can express the compensated de Casteljau algorithm as
For the inexact equivalent of these things, first note that r = (1 − s)(1 + δ). Due to this, we put the r term at the end of each update step to reduce the amount of round-off:
it's useful to put a bound on
we see that
Applying (4.16) directly gives 
applying Theorem 4.1 tells us that
we have
Combining this with (4.30) and (4.33), we see
Dividing this by |p(s)|, we have our result.
For the first few values of K the coefficient of cond (p, s) in the bound is See the proof of Lemma 4.3 for more details on where these polynomials come from.
Numerical experiments
All experiments were performed in IEEE-754 double precision. As in Jiang et al. [2010] , we consider the evaluation in the neighborhood of the multiple root of p(s) = (s − 1) (s − 3/4) 7 , written in Bernstein 10 −7 = 10 3 , the condition number goes up by ≈ 10 21 and CompDeCasteljau is no longer accurate. Figure 5 .2 shows the relative forward errors compared against the condition number. To compute relative errors, each input and coefficient is converted to a fraction (i.e. infinite precision) and p(s) is computed exactly as a fraction, then compared to the corresponding computed values. Similar tools are used to exactly compute the condition number, though here we can rely on the fact that p(s) = (s−1) (s/2 − 3/4) 7 . Once the relative errors and condition numbers are computed as fractions, they are rounded to the nearest IEEE-754 double precision value. As in Jiang et al. [2010] , we use values 
Future Work
The family of algorithms described in this paper have been implemented in C, C++ and Python by the author (Hermes [2018] ). A more complete compensated algorithms library (similar to Barrio et al. [2018] ) could be quite useful. For example, such a library could include the algorithms in the existing literature such as the K-compensated algorithm for Horner's method from Graillat et al. [2009] .
A. Algorithms
Find here concrete implementation details on the EFTs described in Theorem 2.1. They do not use branches, nor access to the mantissa that can be time-consuming. Algorithm A.1 EFT of the sum of two floating point numbers.
In order to avoid branching to check which among |a| , |b| is largest, TwoSum uses 6 flops rather than 3.
Algorithm A.2 Splitting of a floating point number into two parts.
For IEEE-754 double precision floating point number, r = 27 so 2 r + 1 will be known before Split is called. In all, Split uses 4 flops. Algorithm A.3 EFT of the product of two floating point numbers.
This implementation of TwoProd requires 17 flops. For processors that provide a fused-multipy-add operator (FMA), TwoProd can be rewritten to use only 2 flops:
Algorithm A.4 EFT of the sum of two floating point numbers with a FMA.
The following algorithms from Ogita et al. [2005] can be used as a compensated method for computing a sum of numbers. The first is a vector transformation that is used as a helper:
Algorithm A.5 Error-free vector transformation for summation.
The second (SumK) computes a sum with results that are as accurate as if computed in K times the working precision. It requires (6K − 5)(n − 1) floating point operations.
Algorithm A.6 Summation as in K-fold precision by (K − 1)-fold error-free vector transformation.
Since the final error ∂ K−1 b will not track the errors during computation, we have a non-EFT version of Algorithm 4.1: Algorithm A.7 Compute the local error (non-EFT).
= e 1 ⊕ e 2 for j = 3, . . . , L do = ⊕ e j end for
B. Proof Details
Proof of Lemma 4.2. We'll start with the F = 1 case. Recall where the terms originate:
Hence Theorem 2.1 tells us that
(B.7)
In general, we can swap u |P j | for (1 + u) |e j | based on how closely related the bound on the result and the bound on the error are. Thus
(B.12)
For F +1 , we want to relate the "current" errors e 1 , . . . , e 5F +3 to the "previous" errors e 1 , . . . , e 5F −2 that show up in F . In the same fashion as above, we track where the current errors come from:
[S 1 , e 1 ] = TwoSum (e 1 , e 2 ) (B.14)
[S 2 , e 2 ] = TwoSum (S 1 , e 3 ) (B.15) . . .
[S 5F −3 , e 5F −3 ] = TwoSum S 5F −4 , e 5F −2 (B.16)
F,j , e 5F −1 = TwoSum (S 5F −3 , P 5F −2 ) (B.18)
[P 5F , e 5F ] = TwoProd s, ∂ F b
[S 5F +1 , e 5F +1 ] = TwoSum (k) F,j , P 5F (B.20)
[P 5F +2 , e 5F +2 ] = TwoProd ρ, ∂ F b
j , e 5F +3 = TwoSum (S 5F +1 , P 5F +2 ) .
(B.22)
Arguing as we did above, we start with |e 1 | ≤ u |e 1 | + u |e 2 | and build each bound recursively based on the previous, e.g. |e 2 | ≤ u |S 1 | + u |e 3 | ≤ (1 + u)u |e 1 | + (1 + u)u |e 2 | + u |e 3 |. Proceeding in this fashion, we find
as desired.
Proof of Lemma 4.3. First, note that for any sequence v 0 , . . . , v k+1 we must have
For example of this in use, via (4.13), we have
In order to work with sums of this form, we define Bernstein-type sums related to L F,k :
In addition, for F ≥ 1 since
F,j has 5F − 1 terms (only the last of which involves a product), the terms in the computed value will be involved in at most 5F − 2 flops, hence 
· p(s) for two families of polynomials q F (k), r F (k). We have q 0 (k) = 1 and r 1 (k) = 3 as our base cases and can build from there. To satisfy (B.37), we'd like q F (k) = q F (k − 1) + r F (k) and for (B.32) r F +1 (k) = 3q F (k − 1) + 5F r F (k). Since the forward difference ∆q F (k) = r F (k + 1) is known, we can inductively solve for q F in terms of q F (0). But D F,n = 0 gives q F (0) = 0.
For example, since we have r 1 (k) = 3 k 0 we'll have q 1 (k) = 3 k 1 . Once this is known r 2 (k) = 3q 1 (k − 1) + 5r 1 (k) = 3 · 3
If we write these polynomials in the "falling factorial" basis of forward differences, then we can show that r F (k) = 3 and then we'll have our result since we showed above that q F +1 (n) = 3 F +1 n F +1 +O n F . Since γ 3k+5F L F,k ≤ (3k + 5F )L F,k u + O u F +2 p(s) it's enough to consider n−1 k=0 (3k + 5F )r F (n − k) = Swapping the order of summation and grouping like terms, we have our result.
