Key Words Alzheimer's disease, Parkinson's disease, schizophrenia, simulation, computational, neuromodulation s Abstract The techniques of computational simulation have begun to be applied to modeling neurological disease and mental illness. Such neuroengineering models provide a conceptual bridge between molecular/cellular pathology and cognitive performance. We consider models of Alzheimer's disease, Parkinson's disease, and schizophrenia. Each of these diseases involves a disorder of neuromodulation coupled with underlying neuronal pathology. Parallels arising between these models suggests that a common set of computational mechanisms may account for functional loss across a spectrum of brain diseases. In particular, we focus on attractor-based network dynamics and how they arise from neural architectures, on mechanisms for linking sequences of attractor states and their role in cognition, and on the role of neuromodulation in controlling these processes. These studies suggest new approaches to understanding the forebrain circuits underlying cognition, and point toward a new tool for dissecting the pathophysiology of brain disease.
INTRODUCTION
The major neurological diseases, including Alzheimer's disease, Parkinson's disease, stroke, epilepsy, and multiple sclerosis, represent a continuing challenge to medical research. These diseases have a high prevalence, lead to significant morbidity and loss of function, and are characterized by a generally poor prognosis often leading to death. Few have effective treatments, and none is subject to cure. Considered in conjunction with mental illness, in particular schizophrenia and the affective disorders, diseases of the nervous system account for a significant portion of human suffering.
The purpose of this review is to consider the role of neuroengineering models in understanding the pathophysiology of these conditions, and in helping to design and evaluate new therapeutic approaches. Toward this goal, we review computational models of three diseases: Alzheimer's disease (AD), Parkinson's disease (PD), and schizophrenia. Our scope is deliberately limited, and does not touch on recent models of epilepsy, recovery from stroke, or other conditions (1, 2) . Our scope is motivated by the hypothesis that these three diseases affect a common set of neural mechanisms in an overlapping set of forebrain areas, resulting in a related set of functional deficits. Putting these structural-functional relations together yields new insights into normal cognitive function.
We briefly review each disease, emphasizing those aspects of the physiology and pathology that are central to recent models. Several common computational mechanisms emerge from this analysis, and in the final section we attempt to integrate these mechanisms into a wider view of cognitive function.
ALZHEIMER'S DISEASE
Alzheimer's disease (AD) is an irreversible neurodegenerative disease associated with progressive dementia. Patients show deficits in memory, reasoning, orientation and awareness, language, ability to learn, ability to carry out abstract thinking, judgment, and personality and eventually become unable to care for themselves. From the onset of symptoms, the decline can be gradual (over a decade or more) or precipitous (leading to death within a few years) (3) .
The focus of AD research is on the molecular and cellular aspects of the disease, particularly on understanding the abnormalities in intracellular (tau) and extracellular (amyloid-β peptide) proteins (4) . Less well understood is the link between cell and synaptic loss and cognitive dysfunction. Studies have shown that the number of amyloid plaques does not correlate with the degree of dementia (5) , and even in end-stage AD, only roughly 10% of hippocampal cells die. Given the catastrophic decline in intellectual function, other factors must supervene; for example, many cells may be alive but dysfunctional, there may be decreased production of new hippocampal cells (6) , and the loss of synaptic contacts may be closer to 50%. One of the most significant early effects of the disease is the loss of neuromodulatory input to the cortex and, as we particularly discuss, loss of cholinergic (acetylcholine, ACh) input to the hippocampus and associated mesial temporal lobe. 1 Although AD affects many regions of the brain, it always starts in the mesial temporal lobe; plaques and tangles can be found in the hippocampus years before cognitive deficits are detectable. As the disease progresses, pathology slowly spreads outward to adjacent brain regions (8) .
The hippocampus and associated structures are the highest integrative centers in the brain and are known to play a critical role in memory function. Lesion studies in monkeys show that the hippocampus is required for consolidation, a gradual process in which memories become permanently stored in the neocortex (9) . Removal of hippocampi in humans leads to profound amnesia. The welldescribed patient HM (10) , who underwent bilateral hippocampal resection for intractable epilepsy, has no memory of any event subsequent to the surgery several decades ago, although memory of events prior to the surgery is preserved. The type of memory loss is specific: Hippocampal amnesiacs retain near-normal abilities in tasks such as conditioned learning; they are most severely impaired at tasks that require comparisons among multiple cues and attention to context.
Models of Hippocampal Memory Function
Understanding how the loss of cells, synapses, and neuromodulatory input affects hippocampal function and cognitive performance requires the development of detailed models of hippocampal function. The first influential model was proposed by Marr (11) , who suggested that the hippocampus acts as an autoassociative memory, a neural network with dense recurrent connections that is capable of storing and recalling patterns of activity. The "memory" in an autoassociative network is stored in the strengths of the synaptic connections between cells. Such networks are useful memory systems, as they are capable of storing multiple memories and of reconstructing stored memory patterns from incomplete or partially corrupted inputs. However, due to their dense connectivity, such networks also face a fundamental computational problem-when a novel input pattern arrives, previously stored memories are activated by autoassociation, and these retrieved patterns contaminate the novel input. To overcome this problem, Marr proposed that the 1 Neuromodulators switch the mode of processing within neural circuits, i.e. they act as a control system regulating brain states. Changes in the level of acetylcholine (ACh) in the thalamus, for example, result in a switch from sleep to wakefulness (7) . A number of neuromodulatory inputs are affected in AD, loss of ACh being the most severe. The drug Tacrine, commonly used in AD, is an anticholinesterase that acts to increase ACh levels.
hippocampus serves as a temporary store for novel information; during sleep, this information is rebroadcast back to cortex to be integrated with permanently stored memories.
Carpenter & Grossberg (12) have championed this point that any memory system requires a balance between stability and plasticity. The system must be sufficiently plastic to ensure rapid storage of new memories but stable enough to maintain those memories over a lifetime. A pathological counterpart to this stability/ plasticity dilemma is the delicate balance between plasticity and excitotoxicity. The design features that allow rapid plasticity and learning may predispose the hippocampus to damage. Together with the basal ganglia, the hippocampus has the highest concentration of NMDA (N-methyl-D-aspartate) receptors in the brain. NMDA receptors, which are permeable to calcium, mediate at least some forms of synaptic plasticity but are also implicated in glutamate-mediated excitotoxicity, in which excess calcium initiates an autocatalytic process leading to apoptosis. Any number of insults, from blunt injury to genetic defects, may tip the balance between plasticity and pathology (13) . This may account for the common role of mesial temporal lobe structures in AD, epilepsy, central nervous system injury, and, as discussed below, schizophrenia.
The solution to the stability/plasticity problem, as intimated by Marr, is to break hippocampal processing into separate modes: encoding, recall, and permanent storage. Buzsáki (14) and others have provided extensive experimental evidence for such separate processing modes (see "Alzheimer's Disease Pathology in Simulated Hippocampus," below). The key to this process, however, is the mechanism that controls the switch between modes. Hasselmo and colleagues have provided experimental and computational evidence that neuromodulators can control synaptic transmission within the hippocampus and between the hippocampus and external structures (15) . Cholinergic input suppresses intrinsic (autoassociative) connections to a much greater degree than extrinsic connections from the neocortex because connectivity within the hippocampus is stratified into layers, and cholinergic fibers chiefly innervate those layers that contain the recurrent cell-cell connections. Cholinergic input can thus suppress contamination by previously stored memories during the presentation of novel inputs (15).
Hasselmo's mechanism accounts for the known effects on memory function of scopolamine, a central cholinergic blocker. If subjects are given scopolamine, their ability to memorize a list of words is severely compromised (16) . If the list is memorized before scopolamine is administered, there is no impairment of recall. However, if the list is memorized after scopolamine is administered, there is a severe impairment. Cholinergic input thus appears to be required for encoding but not necessarily for recall (15) .
Loss of cholinergic input in AD in many ways mimics these effects, and Hasselmo's mechanism has clear implications for the loss of cholinergic function in AD. Without a functional switch, new encoded memories will be contaminated by recall of old memories. In addition, as cholinergic levels fall, the failure to suppress intrinsic synapses will lead to unbridled plasticity and pathological patterns of activity, a condition Hasselmo terms "runaway synaptic modification" (17) . In network simulations of the entire hippocampal loop (entorhinal cortex-dentate-CA3-CA1-entorhinal cortex), Hasselmo has found that this runaway modification is contagious: It spreads from region to region, thus providing one possible explanation for the anatomical progression of AD pathology (18) .
Memory as a Dynamical Attractor State
In order to further understand the effects of AD pathology on memory performance, it is useful to develop detailed, biophysical-level simulations that link memory function to the cellular properties of the hippocampus. Most current models of the hippocampus make the assumption that a memory corresponds to a stable, spatiotemporal pattern of network activity extending over time. The network behaves as a dynamical system: The pattern of activation across its N neurons can be represented as a point in an N-dimensional state space, and the synaptic connectivity determines the trajectory between states over time. Memories then correspond to attractor states of the system; once the system moves into the vicinity of an attractor, it is pulled into the attractor state and remains there (this is a fixed-point attractor-limit-cycle behavior is also possible). In a classic paper, Hopfield (19) derived a formula for setting the synaptic weights such that any desired activity pattern can be made an attractor state of the network, and thus will be stored as a memory in the system. The formula resembles the well-known Hebb rule, as it sets connection weights according to the degree of correlation in firing between cells.
As an example, the 8-cell Hopfield network shown in Figure 1a can exhibit 2 8 activity patterns if cells are considered to be either ON (1) or OFF (0). Suppose two patterns are stored as fixed attractors-10101011 and 10011100. If any of 2 8 patterns is input to the network, the activity will flow over the course of several iterations to one of these two attractor states [or to their mirror image states (01010100 or 01100011) since the symmetric connectivity of a Hopfield network makes mirror states attractors as well]. Figure 1a shows the trajectory of the network starting from all 256 possible input states (a hexadecimal representation is used for convenience, e.g. 10101011 = AB); note that all initial states flow to one of the attractors. This paradigm is attractive as a model for memory because it accounts for pattern completion and error correction: Partial information about a prior event spurs the recall of associated details, and small errors in the input pattern are corrected as the system converges to the appropriate memory.
The original Hopfield model is an elegant abstraction of associative memory. Certain of its reductionist assumptions (e.g. total symmetric connectivity) are biologically implausible, but can be relaxed without harming, and in some cases improving, memory performance (20) . Nonetheless, Menschik & Finkel (21) have demonstrated that Hopfield-type attractor dynamics can arise in a detailed, cellularlevel model of hippocampal area CA3 (see Figure 1b) . Their scheme makes use of the intrinsic rhythms found in the hippocampus, both theta (5-10 Hz) and gamma (40-100 Hz) frequency oscillations. As shown in Figure 2a , the theta oscillation acts as a clock regulating the flow of information through the hippocampal loop. At the beginning of each theta cycle, a new input pattern arrives in CA3, and over several rapid gamma cycles the network state moves toward an attractor state. At the end of the theta cycle, pyramidal cell activity is suppressed (by GABAergic inhibition), resetting the network for the next set of afferent inputs.
The attractor states of this biological network directly correspond to those in a traditional Hopfield network constructed with a similar synaptic matrix (22) . Similar results are found in larger networks, and with a range of different model neurons. Figure 2b illustrates the autoassociative properties of a 136-cell network composed of cellular models developed by Traub and colleagues (23, 24) . Each pyramidal cell consists of 66 compartments, and the interneurons contain 51 compartments; each compartment contains multiple currents for Na, K, and Ca, as well as synaptic currents associated with α-amino-3-hydroxy-5-methyl-4-isoxasole proponic acid (AMPA), NMDA, and gamma amino butyric acid (GABA A ) channels. Gammafrequency oscillations arise from synchronized firing of neuronal populations and are induced by a mechanism of mutual inhibition of interneurons (25) . The frequency of the oscillation depends on the decay time constant of GABA A currents. To test the memory function of their network (25) , several arbitrarily chosen random activity patterns were stored. A range of corrupted input patterns were then presented, and the ability to regenerate the stored pattern was evaluated by measuring the correlation between the network state and each of the stored patterns as a function of time. Corrupted patterns were created by randomly flipping some percentage of the bits of the stored memory pattern. The degree of corruption is shown in Figure 2b as the overlap between the network state on the first gamma cycle and the stored memory. The top trace in the figure shows the network dynamics for the presentation of corrupted versions of one of the five stored memories. The correlation between corrupted inputs and the stored memories ranges from 90% down to about 50%, yet the network still reaches the appropriate attractor, demonstrating error correction as well as recall of memories.
Alzheimer's Disease Pathology in Simulated Hippocampus
Given such a network, instantiated at the biophysical level yet capable of functional memorylike behavior, it is possible to assess the effects of AD-type pathology on memory function. Cholinergic input is simulated by decreasing several K + currents (I AHP , I A , I M , and a resting K + current) and inhibiting high-threshold calcium channels according to published dose-response curves (26) . As the level of cholinergic input is decreased, network function at first remains robust; pattern completion/correction remains accurate on highly degraded inputs even with [ACh] lowered by 50%. This is demonstrated in the second trace of Figure 2b where, at 50 µM of ACh, the network is still able to reach the appropriate attractor state for various corrupted inputs. However, decreased cholinergic input has the effect of slowing the gamma rhythm. For example, at 50 µM ACh the gamma frequency slows to the point that there are only 7 or 8 gamma cycles per theta cycle. The drop in gamma frequency stems from two sources: (a) decreased depolarization of pyramidal cells and interneurons and (b) the increase in both I AHP and I Ca , which causes a lower spike frequency in pyramidal cells for a given depolarization.
As cholinergic input declines even further, network performance rapidly deteriorates. The bottom two traces of Figure 2 demonstrate the results of reducing [ACh] to 25 and 10 µM, respectively. As the gamma frequency continues to drop, the network lacks enough gamma cycles to reach the attractor. Its ability to reconstruct the pattern declines as well, owing to loss of cholinergic suppression of intrinsic connections (15) and a relative decrease in NMDA versus AMPA conductances (the longer time-course of NMDA helps bridge between gamma cycles). Similar results are obtained using a variety of cellular models, from simple 2-compartment neuronal models to large-scale 385-compartment reconstructed neurons.
Cholinergic input also switches the pattern of individual cell firing. At levels of cholinergic input associated with active, waking behavior (∼100 µM), cells fire in a regular spiking mode. As the concentration of ACh falls, the change in ionic currents, particularly the increase in high-threshold calcium current and the calcium-dependent K current cause a transition to rapid bursts of action potentials separated by long interburst intervals. These results are consistent with experimental results and a general model of hippocampal function proposed by Buzsáki (14) . Physiological recordings show that as a rat actively explores the environment, small populations of hippocampal cells fire rapid spikes with prominent activity in the theta and gamma bands. Cholinergic levels are high. After a period of activity, rats switch to a tranquil state in which they may groom, eat, or fall asleep. In this quiet state, hippocampal cholinergic levels fall and cells fire infrequent bursts of action potentials. Buzsáki has proposed that information acquired during the active period is stored during the quiet phase.
Menschik & Finkel (21) examined the effects of spikes that backpropagate from the soma into the dendrites and found that the dendritic calcium concentration is only marginally increased by individual backpropagating spikes, whereas backpropagating bursts cause large calcium influxes. Thus, ACh may effectively switch processing modes from the rapid spiking required for attractor dynamics to the slow bursts required for LTP. In addition to cholinergic deprivation in AD, it has recently been found that β-amyloid blocks K A channels that serve as dampers on backpropagating spikes. 2 This suggests that β-amyloid may allow excess calcium buildup in dendrites, interfering with plasticity and potentially inducing excitotoxicity (26) .
Synaptic Loss and Compensation
Loss of cholinergic input is an early component of AD, but as Everitt & Robbins (30) have observed, no amount of modulation can overcome the eventual irreversible damage to the underlying cortical network. It is therefore critical to understand how memory function degrades with the loss of synapses. Interestingly, associated with the loss of synapses in AD (and the smaller loss seen in normal aging) there is a compensatory process of growth in the size of remaining synaptic contacts. The balance of these processes, measured as total synaptic area per tissue volume, correlates with the cognitive performance of AD patients (31). Ruppin and colleagues (32, 33) have used similar attractor-based networks to study the functional consequences of synaptic loss and compensation. They employ a modified version of the Hopfield architecture that was developed by Tsodyks & Feigel'man (34) . This network architecture has sparse connectivity, which is more biologically realistic than the totally connected Hopfield network, and due to the sparse connectivity, it has a significantly greater memory capacity. Using such networks, Ruppin and colleagues found that memory performance diminished by synaptic loss can be largely restored by simply multiplying the efficacy of all remaining synapses by a constant scalar factor. There is an optimum "correction" factor, which yields near perfect memory recall even in the face of significant (∼25%) loss of synaptic contacts. However, with continued loss, the network is unable to compensate, resulting in a sudden, precipitous loss of retrieval performance. Ruppin and colleagues speculate that synaptic compensation may account for the relatively minor cognitive deficits seen in normal aging and early AD.
Structured Sequences of Memories
The use of stable, fixed-point attractors as a model of memory fails to capture a major aspect of episodic memory, namely, the seamless progression of memory states over time. The ancient Greeks introduced a mnemonic technique of associating a sequence of items to be remembered with locations successively encountered as one strolls down a familiar street. The sequential nature of ongoing experience lends a structure to the organization of memory. Considerable work has been carried out on heteroassociative networks that link attractor states in desired sequences. Sompolinsky & Kanter (35) pointed out that the problem with linking a sequence of states A → B → C is that small errors tend to accumulate at each step, so that after a few transitions, the network may wander into a mistaken attractor basin. Sompolinsky & Kanter proposed an architecture, shown in For example, Lisman & Idiart (36) proposed an elegant mechanism based on interactions between dentate gyrus and CA3. Different memories (patterns of activity) are stored on subsequent gamma cycles in a theta cycle, and these patterns are repeated, in order, on subsequent theta cycles. Thus, a sequence of patterns, A → B → C → D → E → F → G, could be stored for as long as the theta rhythm is maintained. (Lisman & Idiart noted that the roughly 7 gamma cycles per theta cycle corresponds to the well-known capacity of short-term memory for 7 ± 2 items). Each of the patterns, A, B, C, etc, is stored as an attractor in the recurrent connections of the network, and a global inhibition prevents more than one pattern from emerging at any one time. The order of patterns, A → B → C etc, is preserved because, owing to a slow afterdepolarization (ADP), the earlier a pattern fires on the previous theta cycle, the earlier it reaches threshold in subsequent cycles. One powerful property of such a mechanism is time compression. Stimuli that occur at vastly different times can be packed into adjacent gamma cycles in the same theta package. Time compression solves the long-standing problem of how to associate temporally distant events with a molecular mechanism (e.g. NMDA receptors) whose memory extends only over a fraction of a second.
Levy (37) focused on this problem of heteroassociation and of the use of hippocampal networks to generate sequences of states (see Figure 3) . One key to their network's function is the development of "local context" cells, analogs of hippocampal place cells, which respond selectively to small portions of a sequence. They have demonstrated that heteroassociative networks can solve a variety of logical reasoning-type problems, including completion of learned sequences, finding a "shortcut" in a sequence that includes repeated sections, and carrying out transitive inference (A > B, B > C, C > D → B > D). Granger and colleagues have pursued a slightly different approach to storing and recognizing sequences (38) . Their mechanism is based on the experimental finding (39) that earlier inputs in a sequence of stimuli induce proportionally larger changes. The number of sequences that can be stored via such a mechanism increases linearly with network size, which represents efficient storage compared to standard attractor memory mechanisms.
In conjunction with its role in memory, and of distilling the essence of everyday experience, the hippocampus may control the salience of contextual information. Everitt & Robbins (30) , for example, suggest that a major function of the hippocampus under cholinergic control is to select particular cues and to keep them in the attentional "foreground" for a period of time. Stimuli that are pushed to the foreground are those that are novel, significant, or in other ways unpredicted (40, 41) . Loss of hippocampal function, and in particular, the cholinergic input to hippocampus, may affect memory performance via this effect on salience, submerging the behaviorally important signal below the level of ambient noise. To the extent, discussed below, that the hippocampus gates the flow of activity through other forebrain structures, loss of salience can lead to confusion in a range of cognitive functions.
PARKINSON'S DISEASE
Parkinson's disease (PD) is a progressive neurodegenerative disease associated with loss of dopaminergic input to the basal ganglia. The symptoms involve a gradual freezing of action-both motor and cognitive-slowing and loss of voluntary movements, difficulty initiating and terminating movements, a persistent tremor, and slowing and decline in cognitive function. PD patients are recognizable by a stooped posture, shuffling gait, muscle rigidity, cog-wheeling (ratcheting) muscle tone, and a characteristic "stone face" due to the loss of facial muscle movements, as even the frequency of eye blinking is reduced.
Just as AD emanates from the hippocampal formation, PD centers on the basal ganglia (BG), a group of subcortical structures that coordinate and regulate action. Virtually the entire cerebral cortex projects to the striatum, the input stage of the BG. Two pathways, the direct and indirect pathways, lead from the striatum to the globus pallidus (GP), the output stage of the BG. The action of these pathways is opposing: The indirect pathway blocks action and the direct pathway unblocks it. Cells in the GP have high (∼60 Hz) spontaneous firing rates that tonically suppress the thalamic cells to which they project. Striatal inhibition of the GP disinhibits the thalamus and allows thalamic feedback to the cortex, facilitating an action. The BG receive a massive input from cortical motor areas, and project predominantly back to the frontal cortex, but most cortical areas provide input to and receive feedback from the BG (42) (see Figure 4) . Disorders of various BG nucleii are associated with a variety of movement disorders (43) . In Huntington's disease, interneurons in the striatum are destroyed, leading to uncontrollable choreoathetoid movements and cognitive deterioration. Lesions of the subthalamic nucleus cause ballism, an uncontrollable ballistic flinging of the limbs. Lesions of GP are associated with tics and with Tourette's syndrome, in which patients exhibit uncontrollable tics and verbal outbursts.
The dominant effect of the BG is to block or "close the gate on" an actionand at any given time, most actions are blocked and only a small fraction of possible actions allowed to proceed. This process is particularly important in generating movement sequences, because the same component may occur in multiple sequences (e.g. common finger motions involved in typing different words). Sequences of actions can intersect and share common subsequences, and selection of the next component depends on context. Conceptually, this is the same problem of sequence linking considered in hippocampal models. Interestingly, in birds, the presumptive analog of the BG is involved in song learning and is thought to order vocal syllables into extended songs (44) .
Dopaminergic Control
Perhaps the most important aspect of BG function involves the role of the neuromodulator dopamine (DA) in sequence learning. The BG contain 80% of the DA in the brain, although they constitute only 0.5% of brain mass (45) . DA is produced by a number of midbrain nucleii, each innervating a different brain region. One of these nucleii, the substantia nigra pars compacta, projects to the striatum, where, via D1 receptors, it excites cells in the direct pathway, and via D2 receptors, it inhibits cells in the indirect pathway. DA thus acts to unblock action. As discussed below, it also provides a "reward" signal in conjunction with sequence learning.
In PD, cells in substantia nigra pars compacta die, and there is a loss of dopaminergic input to the BG with consequent freezing up of movement. In the absence of DA, striatal cells shrink and lose up to 40% of their synaptic spines (46) . Some of the symptoms of PD can be ameliorated with the use of L-DOPA, a DA precursor that crosses the blood-brain barrier and is converted into DA. L-DOPA therapy is difficult to tune-drug levels rise and fall depending upon diet, activity, and numerous other factors, leading to multiple functional overdoses and underdoses during the day. Long-term L-DOPA treatment can lead to the emergence of dyskinesias (abnormal movements), and drug efficacy declines after several years of treatment. Transplantation of fetal DA cells into PD patients has yielded some positive results, particularly in combination with neural growth factors, but this approach has not succeeded to the degree hoped. A more recent treatment is pallidotomy, in which the medial nucleus of the GP (GPm) is neurosurgically lesioned. Pallidotomy is effective in mitigating L-DOPA-induced dyskinesias and frees up movement to a degree, but it does not improve cognitive function [except for some evidence suggesting an improvement in depression (47)]. Perhaps the most promising current treatment involves bilateral insertion of permanent electrodes into either the GPm or the subthalamic nucleus (STN) and stimulation via implanted pacemakers (48, 49). The stimulation inhibits the GPm, directly or via inhibition of STN. Stimulation levels must be continually adjusted in concert with drug schedules and other factors, yet this approach has yielded dramatic results in a number of patients.
Sequence Learning in the Basal Ganglia
A number of models of BG function have been developed, many of which focus on the role of DA in reinforcement-based learning (50). Berns & Sejnowski (51) have put forward a rather different model of the role of BG in coordinating sequences of actions. STN-GP synapses in the model have both short (7 ms) and a long (90 msec) time constants, allowing both recent and more temporally distant inputs to affect the next pattern generated in sequence. They propose that the substantia nigra compares inputs received from the striatum with the pattern of activation in the GP and generates a DA output that represents an (mismatch) error signal. As the correct weights are learned, and sequences are accurately generated, DA levels decrease and learning is terminated.
Berns & Sejnowski (51) trained the network to reproduce a pattern of firing in five cells, e.g. the sequence 1-2-3-4-2-5. Note that cell 2 fires twice in this sequence. The network is able to disambiguate the proper state to follow activation of unit 2, i.e. either unit 3 or unit 5, owing to the "memory" of the long synaptic time constant. Effects of PD were then modeled by decreasing the DA-dependent learning rate, and the performance of this "Parkinsonian" network was evaluated by determining the "reaction time" of the model in a procedural learning task. In this test, based on findings by Willingham et al (52) , a series of 10-digit random sequences are presented for 100 trials, followed by 40 repetitions of a single repeated 10-digit sequence, e.g. 4-2-3-1-3-2-4-3-2-1. This is followed by 100 more trials of random sequences. Human subjects carry out this task by pressing keys sequentially illuminated by a light. Subjects learn to predict which finger comes next in the fixed-sequence portion of the task, as shown by decreases in reaction times (RT) compared to reaction times in the random-sequence portion of the test. Interestingly, subjects are totally unaware that there is a repeating sequence, and they have no conscious realization that they have learned this repeating sequence. As shown in Figure 5 , Berns & Sejnowski's model reproduces the observed RT effects. Furthermore, when learning rates are decreased to simulate PD, the decrease in RT disappears, and the variance of response increases. Most interestingly, the model can be used to study the effects of pallidotomy by increasing the gain of STN and GP neurons. Under these conditions, the decrease in RT is restored, although the variance of response remains high.
Based on these results, Berns & Sejnowski (51) suggest that one effect of pallidotomy may be to the increase the gain of STN cells. The increase in gain results from disrupting the feedback circuit that couples STN cells together. Decoupled STN cells are better at detecting input patterns, particularly noisy inputs, since their responses are no longer averaged together. In the striatum, a similar coupling occurs through gap junctions, which may be regulated via dopamine (53) .
The Berns & Sejnowski (51) model represents a more sophisticated insight than the traditional explanation for the effect of pallidotomy, namely, that the improvement follows from removal of a hyperactive GP. However, Berns & Sejnowski are careful to point out that there is, in fact, scant evidence in the clinical literature associating BG lesions with apraxia (difficulty in coordinating movments). For this reason, most models of PD have focused on understanding the origins of the major PD symptoms bradykinesia, akinesia, and rigidity.
Dyskinesia
Contreras-Vidal and colleagues (54, 55) have modeled the role of BG in fine motor control and the effects of L-DOPA drug levels on motor performance. A series of differential equations was developed to simulate the pharmacodynamics of L-DOPA metabolism, as well as activity-dependent changes in mRNA levels for striatal peptides in the direct (substance P) and indirect (enkephalin) pathways. The output of this BG system is coupled to a kinematic movement-generating system-GP output regulates the amplitude, velocity, and direction of movements. Figure 6 shows results of their model in comparison to studies of 10 patients with idiopathic PD. Patients were asked to write in cursive the repeating letter sequence: l-e-l-e-l-e. As shown in the figure, handwriting improves and degrades (in terms of stroke size and velocity) over the few-hour course of an L-DOPA medication cycle. Figure 6e -h shows similar changes in the handwriting produced by the model, associated with various levels of DA. Contreras-Vidal et al explain their results in terms of the rapid decrease in direct pathway substance P (and D1 receptor) mRNA and the slower increase in the indirect pathway enkephalin (and D2 receptor) mRNA following DA depletion (54, 55) . This leads to a relative shift in favor of the indirect pathway, which shuts the gate on generation of movements. It also suggests that PD symptoms might be ameliorated by a balance of D1 agonists and D2 antagonists to reduce GPm activity.
Interactions via Intracellular Signaling Cascades
In addition to cellular interactions at the network level, each of these transmitter pathways initiates a cascade of intracellular events. Kötter & Wickens (56, 57) have developed an analysis of interactions between several of these molecular cascades. They point out a remarkable anatomical arrangement between the terminals of glutamatergic and dopaminergic inputs to the striatum. Cortico-striatal (glutamatergic) fibers synapse on the heads of dendritic spines, and the nigrostriatal (dopaminergic) inputs synapse in close proximity on the spine necks. This may allow interactions, at the biochemical level, between the second messenger cascades initiated by these two transmitters: the calcium/calmodulin pathway for glutamate and the cAMP pathway for dopamine. As shown in Figure 7 , these pathways intersect via their actions on a number of targets, including ion channels, cytoplasmic proteins, cytoskeletal elements, and immediate early genes. These signaling pathways, together with the control of phosphorylation of α-calcium/calmodulindependent kinase II (CaMPK), control synaptic plasticity associated with learning (57a). Through simulations of the kinetics of these intracellular signaling pathways, Kötter & Wickens have found that maximal increase in cAMP is achieved when cortical input precedes nigral input by 0.5 sec. When the inputs are coincident, there is little change in cAMP. Loss of DA input in PD is predicted to decrease activation of protein kinase A and protein phosphatase PP1, and to increase phosphorylation of DARPP-32. These studies illustrate that remediation of PD symptoms by L-DOPA may not redress the loss of temporal coordination in these signal pathways.
Attractor Dynamics for Procedural Memory
Like Alzheimer's disease, Parkinson's disease involves a loss of neuromodulatory input to a forebrain region in which other neuronal pathology exists. Dopamine plays a role in switching between motor programs, and PD is characterized by difficulty in effecting such changes. Attractor-based models have not yet been explored for this condition but might provide a mechanism for linking patterns of activity involved in procedural memories. Support for attractor dynamics is provided by experimental observations of oscillations in firing in striatum, globus pallidus, and other BG nucleii. Nonetheless, similar conceptual mechanisms for coordinating sequences of brain states emerge in both hippocampal and BG models. Similar changes in cell-cell coupling, via gap junctions or other mechanisms, may alter circuit gain and/or basic processing modes in both forebrain areas. In the face of new therapeutic interventions such as pallidotomy and electrical stimulation, the need for realistic, predictive models that integrate molecular, cellular, and circuit-level data is all the more urgent.
SCHIZOPHRENIA
Traditionally, mental illness has been distinguished from neurological disease chiefly by the lack of a definable lesion. However, over the last decade, this distinction has faded considerably due to insights from molecular genetics, neuropharmacology, and functional imaging. Schizophrenia is the most common severe mental illness. One percent of the world's population, across all national and ethnic divisions, suffers from this disintegration of mental function; another 3%-4% suffer from schizoid-type personality disorders. Schizophrenia is characterized by both positive and negative symptoms. The positive symptoms are most dramatic: delusions, hallucinations, aberrant and sometimes violent behavior, disorganized thinking, incoherent speech, paranoia, and accompanying severe agitation. The negative symptoms are equally debilitating: a generalized apathy and flattening of behavior in the motor, affective, and cognitive spheres-at the extreme, this becomes catatonia, total immobility and withdrawal from the world. Each of these symptom groups is associated with dysfunction in a different subset of interconnected brain regions (58) .
Insights from Neuropharmacology
The first successful treatment of schizophrenia arose in the 1950s with the advent of dopamine receptor antagonists that act acutely as tranquilizers but over time gradually quell the positive symptoms (they generally do not improve negative symptoms). Pharmacologic studies showed a clear correlation between the clinical potency of a drug and its strength of binding to D2 receptors. Newer classes of drugs, such as clozapine, target D3 and D4 receptors. 3 Based on the actions of these pharmacologic agents, the view arose that schizophrenia involves a general excess of DA, or a hypersensitivity of DA receptors (59) . In this view schizophrenia is roughly the opposite of PD (60) . L-DOPA, cocaine, and other agents that increase DA levels induce schizoidlike psychoses. Also, increases in D2 receptor levels have been documented in dorsal and ventral BG of schizophrenic brains. However, recent studies have made it clear that the disturbance in dopaminergic function is more complex; for instance, DA agonists sometimes improve symptoms. Further, there is evidence suggesting dysfunctions in glutamate and GABA, and in the interactions of these agents with DA, as manifested for example by the glutamate-based psychosis associated with PCP (angel dust).
Pathological changes are found in many regions in schizophrenic brains. However, there is clear evidence that the frontal lobes, the site of executive and higher cognitive function, are particularly severely affected. Anatomical studies show severe loss of neuropil, and positron emission tomography and functional magnetic resonance imaging studies show decreased activation in the frontal cortex. The frontal lobe receives a major dopaminergic projection from the mesocortical dopaminergic nucleii. Elaboration of the DA innervation of the prefrontal cortex parallels the development of cognitive function in early childhood (61) . DA fibers synapse on the spines of pyramidal cells in close proximity to glutamatergic synapses, in a triadic arrangement similar to that seen in the striatum. Through these synaptic structures, DA inputs can modulate the thalamocortical or corticocortical connections to the frontal cortex. DA can also be released extrasynaptically, and there are free D1 receptors located on spines near glutamatergic terminals. Cortical interneurons also receive DA inputs, via D2 receptors. Benes (62) found a significant loss of these GABAergic interneurons in the anterior cingulate cortex of schizophrenic brains. This suggests that this cell loss, together with an imbalance between DA and serotonin contacts on remaining cells, is a key lesion in schizophrenia.
Role of the Prefrontal Cortex
Given the intimate relationship between the prefrontal cortex (PFC) and its subcortical partners (dorsal and ventral BG), it is difficult to differentiate their relative contributions to schizophrenic symptomatology. Goldman-Rakic & Selemon (63, 64) argue in favor of a cortical origin. They propose that schizophrenia arises from a disorder in the interactions between the monoaminergic system and a compromised frontal lobe cortical circuitry that leads to abberations in working memory. Working memory refers to the retrieval, processing, and holding of information for "online" cognition; it is conceived as the "sketchpad" (65) on which mental processing is carried out. Patients with frontal lobe syndromes exhibit symptoms resembling the negative symptoms of schizophrenia and show similar deficits on batteries of neuropsychological tests, such as the Wisconsin card sort test. Goldman-Rakic argues that disorders of working memory could also lead to impoverished thought processes and perseveration (63, 64) .
Several computational models have been developed to study the role of the normal PFC in working memory (66, 67) . Cohen and colleagues (68) have extended these models to schizophrenia and the role of the PFC in cognitive control. Their initial studies focused on attentional deficits and behavioral inhibition. For example, artificial neural networks were trained to perform the Stroop task, in which names of various colors (red, green, blue, etc) are presented with each word printed in a conflicting color font (e.g. the word "red" is printed in blue, "green" is printed in yellow). The subject is instructed to attend to one dimension of the information (e.g. word name) and ignore the other (e.g. font color). Damage to the PFC results in poor performance on this task, which can be interpreted either as loss of behavioral inhibition or loss of working memory, depending upon the time delay between input and response. Cohen and colleagues (68) use a similar approach to model normal versus schizophrenic responses on continuous performance tasks in which subjects must detect each occurrence of a target sequence of letters, e.g. "AX," during a long sequence of presented letters. Success in such a task requires an active memory of the target, as well as ability to render a particular stimulus salient within a local context [perhaps via a mechanism similar to Levy's local context units (37) ].
More recently, this group has focused on the role of dopaminergic inputs to the PFC in gating input from the hippocampus and other cortical areas, and also in carrying out reinforcement-based learning. DA input is proposed to open a "gate" that gives hippocampal-based, context-dependent information access to active memory in the PFC. Mechanistically, DA allows the system to switch to a new attractor state determined by the input information. DA also enables an association between the new information and future triggering of the gating signal. The system thus learns to control its own behavior-hence the emergence of executive control. The empirical basis for these ideas comes from studies (69) showing that dopaminergic cells in ventral tegmentum learn to fire in response to stimuli that predict meaningful events. Early in training, DA release is tied to the reward. However, once the task is learned, DA release occurs in response to stimuli that predict the reward (70, 71) .
Schizophrenia as a Developmental Disorder
Ruppin and colleagues (33, 72) have extended their ideas on synaptic loss and compensation in AD to a model of schizophrenia. Their view is based on a number of studies implicating a developmental disorder in schizophrenic brains. Anatomical studies have reported loss of neurons in the hippocampal formation and nearby medial temporal areas (73) together with increased (presumably compensatory) dendritic branching and receptor densities in hippocampal projection sites, including nucleus accumbens and prefrontal cortex. Based on these findings, Stevens (73) has suggested that schizophrenia arises from the synaptic loss and compensatory reorganzation originating in the medial temporal lobe. Experimental studies suggest that there is a failure of maturation of NMDA receptors in schizophrenic brains. In normal development, there is a shift in NMDA receptor subtypes, as measured by mRNA expression, resulting in a switch from a more plastic to a more stable state (74) . This increased plasticity may be involved in both compensatory reorganization and excitotoxicity.
Ruppin and colleagues modeled the effects of delayed NMDA receptor maturation as a change in the threshold for synaptic modification. They found that decreased thresholds (i.e. increased plasticity) dramatically lower the memory capacity of the network. Once overloaded, spurious (or pathological) mixed-state attractors emerge-network states that do not correspond to any of the stored memories. These states gradually enlarge their basins of attraction so that they become activated by an increasing range of input stimuli and come to dominate the memory retrieval process. Ruppin speculates that this may parallel the observation that the subject matter of schizophrenic delusions and hallucinations tends to reoccur. Alternatively, these pathologic attraction states may not correspond to any meaningful behavioral state and may be expressed as negative symptoms. In related work, Hoffman and colleagues have reported clinical observations consistent with the emergence of parasitic attractor states in verbal hallucinations (75, 76) . In addition, the several-week period required for DA antagonists to quell the positive symptoms of schizophrenia may correspond to the synaptic turnover time in which erroneous connections are replaced.
The critical finding of these studies (33) is that the emergence of pathologic attractor states depends upon the presence of both synaptic loss and Hebbian-based compensation-neither process alone is sufficient. This observation supports the view that schizophrenia originates from the combination of damage to the medial temporal region and compensatory changes in the connected areas. The growing basin of attraction associated with mixed-state attractors leads to an increasing loss of previously stored attractors and may thus account for negative symptomatology. In addition, the gradual evolution of this pathologic attractor state may explain the clinical observation that, over time, the positive symptoms of schizophrenia tend to wane, whereas the negative symptoms become more predominant (77) .
Role of the Basal Ganglia
The close connection between frontal cortex and the BG has prompted Graybiel (78) to suggest that the BG play a fundamental role in schizophrenia. Graybiel's concept is that the BG act as "cognitive pattern generators," a set of common neural circuits that regulate both motor and mental action. Given the extensive connections to frontal and anterior cingulate, and parietal and temporal cortex, as well as the midline nucleii of the thalamus, the BG are in a position to influence both positive and negative symptoms of schizophrenia-just as BG lesions cause movement disorders with either excess or diminished motion. In support of this idea, lesions of the caudate have been shown to cause apathy and loss of initiative and drive (79) .
Graybiel proposes that similar circuitry to that used for coordination of motion sequences may be used to coordinate thinking, planning, and other cognitive acts. Interestingly, Graybiel and colleagues (80) have found evidence that coordination of sensorimotor patterns in the striatum depends upon cholinergic interneurons, and that these interneurons are damaged in schizophrenia (81) . Schizophrenia, from this viewpoint, begins to look like a dysfunction of spatiotemporal organization in cortico-BG circuits.
The Nucleus Accumbens and Failure of Fusion
Understanding schizophrenia thus requires a model of the integrated action of multiple cortical and subcortical centers. O'Donnell & Grace (82) have attempted to explain the separate symptoms of schizophrenia in terms of dysfunction in different parts of the circuitry linking the PFC, BG, ventral striatum, hippocampus, thalamus, and the dopaminergic system (see Figure 8 ). They believe that the fundamental problem in schizophrenia begins subcortically, most likely in the hippocampus and medial temporal lobe (a curious parallel to AD). The nucleus accumbens plays a central role in this scheme, integrating information from the PFC and hippocampus Figure 8 Basic circuit controlling cognition. Schizophrenia, Parkinson's disease, and Alzheimer's disease affect various components of this circuit, as well as the neuromodulatory input to these subcortical and cortical structures (connections between cortical areas not shown). PFC, prefrontal cortex; GP, globus pallidus; VP, ventral pallidum; SN, substantia nigra. and regulating cortico-thalamic interactions via its connections to nucleus reticularis. O'Donnell & Grace propose that context-dependent inputs from the hippocampus gate the flow of PFC output through the nucleus accumbens (83) . The gate depends upon an interesting membrane current property found in accumbal cells (also seen in striatal neurons). Accumbal cells display a bistable membrane potential: They are normally very hyperpolarized, but are periodically depolarized for several-hundred-millisecond periods by synaptic input from the hippocampus (83) . Accumbal cells fire action potentials only when they are in the depolarized state. Switching the neuronal state from the hyperpolarized to depolarized state effectively "opens the gate" for the PFC-ventral pallidum-mediodorsal (MD) thalamus-PFC loop. Recent evidence suggests that dopamine, via D2 receptors, may facilitate the cortical input-dependent jump to the depolarized state (84) .
Processing in the accumbens is also modified by nitric oxide (NO)-dependent changes in gap junction permeability. D1 receptors reduce gap junction permeability in the accumbens core and striatum, whereas D2 receptors increase permeability in the accumbens shell. O'Donnell & Grace (82) suggest that these intrinsic changes may alter the synchronization of cell activity and thus the functional groupings of neurons.
Nucleus accumbens receives a dense dopaminergic input and shows similar structural compartmentalization as seen in the striatum. Dopamine release occurs in two different modes, tonic and phasic. Decreases in the glutamatergic input from PFC and/or hippocampus leads to a decrease in tonic release of DA. However, the decrease in tonic release acts, via autoreceptors, to increase phasic release (82) . O'Donnell & Grace (82) propose that the positive symptoms of schizophrenia are attributed to the increased phasic and decreased tonic release of DA. This decreases the excitability of accumbens cells while activating inappropriate cells via gap junctions. Under these conditions of generally suppressed accumbens-MD thalamus-PFC activity, only the strongest inputs from the PFC can activate accumbens cells; these inputs also activate many inappropriate cells, which are proposed to underlie hallucinations and other positive symptoms.
The negative symptoms are proposed to arise from a hypoactive DA system that yields decreased activity in the PFC, which in turn understimulates the BG loop. Recall that lesions of the caudate produce psychomotor poverty closely resembling the negative symptoms of schizophrenia. Loss of cortical drive to the BG circuit may tip the balance from planned behavior to perseverative states and stereotyped habitual behaviors.
Finally, the attentional symptoms and disorganization of thought characteristic of schizophrenia are proposed to involve dysfunction in the PFC, MD thalamus, and cingulate cortex. O'Donnell & Grace (82) suggest that these symptoms follow from decreased activity in the accumbens core, which leads to decreased activity in the thalamic reticular nucleus, which in turn gates information processing between dorsal thalamus and neocortex. The reticular nucleus is believed to play a filtering function in sensory processing, and its suppression in schizophrenia could lead to impairments in attention and the coherence of thought processes. The nucleus accumbens and associated ventral structures play a pivotal role in learningbased fusion of information. Damage to any part of this circuit thus leads to a failure of fusion, with concomitant loss of sensory integration.
CONCLUSIONS
Perhaps the main theme underlying all of these studies is the interaction between neuromodulators and neural circuitry. Each of the diseases considered involves a dysfunction in neuromodulatory regulation in conjunction with pathological changes in cortical and/or subcortical circuitry. There are parallels between the actions of acetylcholine in hippocampal-cortical processing and dopamine in BG-PFC processing, in switching the mode of processing and gating the effective connectivity between areas. The idea that each of these transmitters and modulators initiates intracellular signaling cascades, and that these pathways can interact at the molecular level, is particularly significant and promises to be a major area of future investigation (85) . Freud said that anatomy is destiny, and this holds at the cellular level as well in that the structure of a cell, its dendritic anatomy and channel distribution, constrains its functional properties and response to informational and regulatory inputs (86) . We have seen the tip of this iceberg in the common synaptic triads in the striatum and PFC. The view, strongly advocated by Llinás (87) , that the intrinsic properties of cells dominate their behavior also emerges here, particularly in conjunction with the idea that modulators switch the mode of cell processing and thereby switch behavioral state-sleep to waking, storage to retrieval, wide-area vigilance to focused attention, planning to action.
It is striking that models of such divergent structures as the hippocampus, BG, and PFC should all make use of similar mechanisms and should all focus on a similar set of problems, in particular, the sequencing of attractor states. The use of the attractor paradigm for memory representation spans most of the models considered. There are other similarities as well-for example, consideration of latent (behavioral) inhibition in the hippocampus (88) and PFC (68) . There are three apparent reasons for these similarities, one trivial, the others possibly more interesting. The simple reason is that any kind of complex learning involves putting together pieces of information, and this holds for declarative as well as procedural tasks. More interestingly, there appears to be mounting evidence for a common toolbox of molecular/cellular mechanisms that all of these brain systems use. Many of these mechanisms relate to synchronization of cell activity, either through control of gap junction permeability, dendritic calcium channels, or interneuron inhibition.
The final reason for the commonality between these models, and the overlapping symptoms seen in AD, PD, and schizophrenia, is that these diseases affect overlapping components of a common underlying cognitive circuit. As shown in Figure 8 , the circuit involves reentrant loops between the cortex, hippocampus, BG (both dorsal and ventral), and thalamus, as well as the connections between these subcortical structures. It involves the integration of declarative knowledge, procedural knowledge, prediction-based learning, and executive control. The goal set before us then is to clarify this circuit, to understand its intricacies at the cellular and subcellular level, and to understand how perturbations in its anatomy, physiology, and pharmacology affect functional behavior. The exciting prospect is that the data and tools are now at hand to develop useful, predictive simulations of brain disease.
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