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Traumatic Brain Injury (TBI) is the most common injury in recent military conflicts, with nearly 
500,000 service members sustaining a TBI since 2000. Mild TBI (mTBI), or concussion, is by far 
the most common type of TBI and has been associated with long-term cognitive complaints and 
functional impairment. While clinical assessment of mTBI (i.e., MRI and performance-based 
cognitive testing) occasionally captures subtle abnormalities in the acute period following mTBI, 
these measurements lack the sensitivity to assess the time course of cognitive recovery from mTBI. 
The current study assessed cognitive changes from the acute to chronic period following mTBI 
using advanced time-frequency event-related potential (ERP) analysis, which isolates rapid 
regional brain activity and measures the functional communication within and between brain 
networks in response to varying task stimuli. The validity of these ERP biomarkers was evaluated 
with correlations between abnormal ERP findings and widely used clinical measures of cognitive 
 
 
functioning (i.e., neuropsychological tests and self-reported cognitive symptoms). Differences 
between mTBI caused by blast explosion versus impact to the head were also evaluated. A sample 
of 173 service members, comprising an mTBI group, an orthopedically-injured control group, and 
a healthy control group, completed ERP, neuropsychological, and self-report assessments within 
weeks following injury and again six months later. Results suggested that mTBI leads to cognitive 
changes that persist in the acute to post-acute period following injury (i.e., up to 12 weeks). These 
cognitive changes were reflected by alterations in ERP time-frequency amplitude and functional 
connectivity measures, and they remained apparent even when controlling for psychiatric 
symptoms. ERP differences were also evident between blast-related and impact-related mTBI. 
Conversely, neuropsychological test performance was not sensitive to mTBI. Abnormal ERP time-
frequency measures were related to self-reported cognitive symptoms, suggesting these ERP 
measures are valid biomarkers of cognitive difficulties following mTBI. Critically, cognitive 
functioning as assessed by ERP measures returned to a level indistinguishable from controls 7-9 
months following mTBI, even though more than a third of mTBI patients continued to report 
cognitive symptoms. These persistent cognitive complaints were more related to post-injury 
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Chapter 1: Introduction 
 
In 2014, about 2.87 million traumatic brain injury (TBI) related emergency department 
(ED) visits, hospitalizations, and deaths occurred in the United States (Peterson et al., 2019). TBI 
is the most common injury in the recent Iraq and Afghanistan military conflicts, with 413,858 
active duty service members sustaining TBI since 2000 (Defense and Veterans Brain Injury 
Center, http://www.dvbic.org/TBI-Numbers.aspx). The most common type of TBI, among 
civilians and the military, is mild TBI or concussion (Cassidy et al., 2004; LaChapelle et al., 2008). 
A mild TBI (mTBI) occurs when there is a blow or jolt to the head that results in loss of 
consciousness of less than thirty minutes, alteration of consciousness of less than 24 hours, and/or 
posttraumatic amnesia of less than 24 hours. Clinical neuroimaging methods like CT are typically 
negative for mTBI patients (Hughes & Shin, 2011), leading researchers and clinicians to conclude 
that mTBI does not result in frank neuronal pathology. However, much research has documented 
long-term post-concussion symptoms and functional impairment in about a third to half of 
individuals who experience mTBI (Dikmen et al., 2016; Iverson, 2005; Levin & Diaz-Arrastia, 
2015; McMahon et al., 2014; Meares et al., 2011; van der Naalt et al., 2017). Post-concussion 
symptoms following mild TBI fall into three categories: cognitive (e.g., forgetfulness, difficulty 
concentrating, slowed thinking), physical (e.g., headaches, vertigo, sleep disturbance) and 
emotional/behavioral (e.g., depression, anxiety, PTSD, irritability) (Iverson & Lange, 2011). 
Sustaining a mild TBI in the recent military conflicts is associated with increased risk of 
developing PTSD  (Hoge et al., 2008; Yurgil et al., 2014), and co-occurring mTBI and PTSD is 
associated with more chronic cognitive difficulties (Brenner et al., 2010).  
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With the recent advancement of neuroimaging modalities that assess brain function through 
measurement of physiological activity, researchers are beginning to discover the neural 
underpinnings of post-concussion symptoms. Neuropsychological tests, or performance-based 
cognitive tasks that are known to be related to specific brain structures or circuits, may capture 
cognitive difficulties initially following mTBI, but these measures typically return to pre-morbid 
levels of functioning before neuroimaging measures of brain functioning (Belanger et al., 2007; 
Bigler, 2013; Mayer et al., 2011; Segalowitz et al., 2001; Slobounov et al., 2011). In fact, 
neuropsychological assessment in the chronic stage following mTBI has been criticized as 
insensitive and non-specific (Iverson, 2005; McCrea et al., 2008). Thus, the use of neuroimaging 
methods, such as electroencephalography (EEG) and functional magnetic resonance imaging 
(fMRI), is critical to understanding the cognitive consequences of mTBI and the time course of 
recovery.  
In addition, the majority of mild TBIs in the recent military conflicts resulted from blasts 
caused by improvised explosive devises (Benzinger et al., 2009; Hoge et al., 2008; Ling et al., 
2009; Stansbury et al., 2008). In fact, blast-related mTBI has been described as the “signature 
wound of the war on terror” (Rosenfeld & Ford, 2010). Individuals who sustained blast-related 
TBI report more cognitive and affective disturbances compared to civilians who experience TBI 
(Belanger et al., 2005). However, more research is needed to determine if blast-induced TBI has a 
differential effect on the brain relative to impact-induced TBI. 
The current study aims to assess cognitive changes over a six month period (from the acute 
to chronic phase) following blast- and impact-related mTBI using advanced time-frequency event-
related potential (ERP) analysis, which isolates rapid regional brain activity and measures the 
functional communication within and between brain networks in response to varying task stimuli. 
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In addition, this study will compare ERP measures to widely used objective and subjective 
measures of cognitive functioning, (i.e., neuropsychological tests and self-reported cognitive 
symptoms, respectively). These comparisons are critical for establishing the convergent and 
predictive validity of ERP indicators of impairment following mTBI.  
Event-Related Potential Analysis of Traumatic Brain Injury 
Compared to standard clinical EEG and evoked potentials, event-related potentials (ERPs) 
have demonstrated sensitivity to mTBI (see Gaetz & Bernstein, 2001 for a review). ERPs are the 
electrophysiological response to a specific stimulus presentation in a cognitive task, and thus may 
be better suited than other EEG methods for detecting subtle cognitive impairment following 
mTBI. The most widely studied ERP component is the P3, which was first reported over 50 years 
ago (Sutton et al., 1965). The P3, as well as the N2 component, are commonly elicited in an oddball 
paradigm, a discrimination task involving two or three categories of randomly presented stimuli 
(Donchin et al., 1978; Pritchard, 1981). Participants are instructed to classify the stimuli by either 
pressing a button or counting one type of stimulus (i.e., the “target” stimulus) and doing nothing 
for the other types of stimuli. When target and non-target stimuli occur infrequency (i.e., the 
“oddballs”), they elicit N2 and P3 components. The lower the probability of a given stimulus type, 
the larger the amplitude of the N2 and P3 (Duncan-Johnson & Donchin, 1977). These components 
are thought to reflect the cognitive processing involved in stimulus discrimination and 
categorization (Clark et al., 1992; Courchesne et al., 1977; Duncan et al., 2003, 2009; Duncan-
Johnson & Donchin, 1977, 1982; Ritter et al., 1982). The N2 is a negative-going deflection 
occurring around 200 milliseconds after stimulus onset, while the P3 is a positive-going deflection 
that generally peaks 300 milliseconds or later after stimulus onset. 
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 The majority of research investigating alterations in these ERP components following TBI 
has reported reductions in P3 amplitude (Campbell et al., 1990; Dautricourt et al., 2017; Gosselin 
et al., 2006; Lachapelle et al., 2008; Lew et al., 2004, 2007; Naito et al., 2005; Rugg et al., 1988; 
Solbakk et al., 2000, 2002) and longer P3 latency (Duncan et al., 2003, 2005; Gosselin et al., 2006; 
Lachapelle et al., 2008; Lew et al., 2004, p. 20, 2007; Naito et al., 2005; Nandrajog et al., 2017; 
Solbakk et al., 2002; Spikman et al., 2004). Some research has also shown diminished N2 
amplitude (Clark et al., 1992; Duncan et al., 2005; Lachapelle et al., 2008; Solbakk et al., 1999), 
as well as delayed N2 latency (Duncan et al., 2003, 2005; Lachapelle et al., 2008; Rugg et al., 
1988; Spikman et al., 2004) in individuals with TBI compared to controls. Early sensory 
components, like N1 and P2, have been found to be less sensitive to TBI than cognitive 
components like N2 and P3 (Duncan et al., 2005). However, while these N2 and P3 findings have 
been seen across many studies, there are several studies that have not found these effects 
(Bernstein, 2002; Duncan et al., 2003, 2005; Lew et al., 2007; Potter, Jory, Bassett, Barrett, & 
Mychalkiw, 2002; Rugg et al., 1988; Cavanagh 2019). Several factors may have influenced the 
variability in these findings, including variations in TBI severity, varying levels of task difficulty, 
differing task domains (e.g., auditory vs. visual), a wide range of elapsed time since injury, and 
time-domain ERP quantification approaches. 
 TBIs range in severity from mild, to moderate, to severe, with severe TBIs involving loss 
of consciousness and/or alterations of consciousness of more than 24 hours, as well as possible 
post-traumatic amnesia of more than seven days. Thus, the range in TBI severity is substantial, 
and the degree and duration of cognitive impairment is correlated with severity level (Dikmen et 
al., 1995; Rabinowitz & Levin, 2014). Much of the ERP research on TBI has been conducted on 
moderate to severe TBI patients, while more recent research has begun to focus on mild TBI given 
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its prevalence and association with long-term functional impairment (Iverson & Lange, 2011; 
McMahon et al., 2014; van der Naalt et al., 2017). Indeed, although mTBI is the least severe form 
of brain injury, research has demonstrated significant ERP differences between mTBI patients and 
controls (Nandrajog et al., 2017; Potter et al., 2001, 2002; Solbakk et al., 1999, 2000). Furthermore, 
variations in impairment seems to exist even within the mild TBI population (Iverson & Lange, 
2011). Research has shown a relationship between mTBI severity and resting state functional 
connectivity (Gilmore et al., 2016), as well as neuropsychological functioning (Dikmen et al., 
2016).  
The ERP literature includes participants with a wide range of time elapsed since TBI, which 
has been shown to influence the consistency of results (Folmer et al., 2011). While some research 
has shown no relationship between time since injury and ERP measures (Sarno et al., 2006), other 
work has found a correlation between reduced P2/N2 amplitude and shorter time since injury 
(Clark et al., 1992). Some cross-sectional studies have shown reductions in ERP amplitudes from 
six months to six years following mTBI (Gosselin et al., 2011; Segalowitz et al., 2001). 
Longitudinal work has produced mixed findings, with some research showing normalization of P3 
latency in mTBI subjects over 1-3 months post-injury (Lew et al., 2007; Nandrajog et al., 2017), 
and other work showing no ERP changes from shortly after mTBI to 3-7 months later (Sivák et 
al., 2008). Cavanagh and colleauges (2019) revealed that individuals with acute mTBI ( < 2 weeks 
post-injury) showed a significant correlation between more symptoms of frontal lobe injury (i.e., 
apathy, disinhibition, executive dysfunction) and lower P3a amplitude. In addition, P3b amplitude 
predicted symptom recovery after mTBI from the acute (< 2 weeks) to post-acute period (2 months 
post-injury), above and beyond demographic predictors (Cavanagh et al., 2019). While this 
research is promising, more longitudinal work following mTBI patients from the acute to chronic 
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period is needed to assess the trajectory of cognitive recovery and the utility of biomarkers for 
predicting symptom recovery. 
 Research has also shown that task difficulty may play a role in the ERP effects observed 
following TBI. For example, Duncan and colleagues (2005) demonstrated that P300 amplitude 
reduction was detected only when task demands increased. Alternatively, Lew and colleagues 
(2007) found no difference in P300 amplitude between TBI participants and controls on a complex 
auditory task compared to a simpler one. On a similar note, variations in the ERP literature have 
been observed in relationship to task domain, namely visual vs. auditory discrimination tasks. 
Several studies have suggested that, compared to visual ERP components, auditory ERPs are more 
impacted by TBI (Duncan et al., 2003, 2005 for a review), although the samples in these studies 
consist of moderate to severe TBI. In contrast, Gaetz and Bernstein (2001) reviewed 
electrophysiological studies and found that visual P3 latency was the most sensitive measure in 
mild TBI studies specifically. 
 Finally, variations in ERP quantification approach likely play a role in the inconsistencies 
in the TBI literature. The oddball N2 is commonly quantified using a difference wave approach, 
where ERPs to frequent stimuli are subtracted from oddball stimuli to create a difference waveform 
for each subject. Thus, discrepancies in N2 results may be partially explained by the utilization of 
a difference wave approach, which complicates inferences about frequent vs. oddball activity. 
With respect to the P3, mounting evidence suggests that this component contains a mixture of 
processes that require specialized analytic approaches to isolate. A common distinction in oddball 
paradigms classifies the P3 into sub-components: an earlier P3a component evoked by novel 
stimuli and a later P3b component (i.e., the classic P3) elicited by target stimuli (Polich, 2007). 
Not only are these sub-components typically classified by differing stimulus types, but they also 
 
 7 
reflect different processes and topographic distributions. P3a is thought to reflect a bottom-up 
orienting response that is localized to the anterior cingulate cortex, and this orienting response is 
believed to serve as an alarm to signal the need for cognitive control (Barceló et al., 2002; 
Friedman et al., 2001; Kopp et al., 2006; Nieuwenhuis et al., 2011; Wessel & Aron, 2013; Wienke 
et al., 2018). The P3b is thought to reflect a top-down process of cognitive categorization and 
context updating and has been localized to the posterior temporo-parietal junction and dorsolateral 
frontal cortex (Gaeta et al., 2003; He et al., 2001; Linden, 2005; Polich, 2007; Soltani & Knight, 
2000; Spencer et al., 2001; Yago et al., 2003). While these sub-components have important 
distinctions, several studies have found that they may be more similar than initially thought. 
Spatial-temporal principal component analysis and independent component analysis of the P3a 
and P3b have revealed that both components contain frontocentral and centroparietal 
contributions, which are weighted differently depending on the stimulus context (Debener et al., 
2005; Spencer et al., 1999, 2001). Thus, the P3a and P3b are present in processing both novel and 
target stimuli, but their relative magnitude and topographical distribution depend on the stimulus 
type. These findings suggest that quantifying P3 as a singular process will neglect the distinct 
underlying processes.  
Time-frequency Analysis 
Most ERP research employs time-domain quantification approaches for measuring the N2, 
P3, and other components. These approaches typically involve either measuring the peak or mean 
amplitude of a component within a specific time range. However, many common ERP 
components, such as the N2, P3a, and P3b, overlap in time and contain mixtures of separable 
processes that are confounded with conventional time-domain analysis. More recent work from 
our group and others has demonstrated that time-frequency analysis is effective for separating 
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activity that overlaps in time but is distinct in frequency. Several studies have shown that time-
domain ERP components can be well-represented as separable processes occurring in the delta (< 
3 Hz) and theta (3-7 Hz) frequency bands (Başar et al., 2001; Bernat et al., 2007; Cavanagh et al., 
2012; M. X. Cohen et al., 2007; Demiralp, Ademoglu, Istefanopulos, et al., 2001). More 
specifically, several studies have demonstrated that the majority of variance in the oddball P3 is 
explained by centroparietal delta and frontocentral theta (Bachman & Bernat, 2018; Başar et al., 
2001; Demiralp, Ademoglu, Comerchero, & Polich, 2001; Demiralp, Ademoglu, Istefanopulos, et 
al., 2001; S. Karakaş, Erzengin, & Başar, 2000; Sirel Karakaş, Erzengin, & Başar, 2000; Kolev, 
Demiralp, Yordanova, Ademoglu, & Isoglu-Alkaç, 1997; Spencer & Polich, 1999; Yordanova, 
Devrim, Kolev, Ademoglu, & Demiralp, 2000). 
 The majority of research utilizing time-frequency analysis has applied wavelet time-
frequency transforms, which is not optimal for capturing low frequency activity, like delta, or high 
frequency activity (Bernat et al., 2005). Wavelet transforms smear activity in time in the lower 
frequencies and smear activity in frequency in the higher frequencies. However, recent work from 
our group has employed the reduced interference distribution (RID) from Cohen’s class of time-
frequency transforms, which provides uniform time and frequency resolutions at both low and high 
frequencies (Bernat et al., 2005). Utilizing the RID approach, our group and collaborators have 
demonstrated separable theta and delta activity underlying many common ERP components, 
including oddball P3 (Bachman & Bernat, 2018), go/no-go N2 and P3 (Harper et al., 2014, 2016), 
gambling feedback negativity (FN) and feedback-P3 (Bernat, Nelson, & Baskin-Sommers, 2015; 
Bernat, Nelson, Steele, Gehring, & Patrick, 2011; Foti, Weinberg, Bernat, & Proudfit, 2015; Watts, 
Bachman, & Bernat, 2017; Watts, Tootell, Fix, Aviyente, & Bernat, 2018; Watts & Bernat, 2018); 
and error-related negativity (ERN; Bernat et al., 2005; Hall, Bernat, & Patrick, 2007). This 
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research has shown that delta and theta contribute unique variance to these ERP components when 
analyzed in regression models, demonstrating the utility of time-frequency analysis for isolating 
distinct processes underlying ERPs. More specifically, Bachman & Bernat (2018) demonstrated 
that centroparietal delta and frontocentral theta contribute unique sources of variance to the P3 
elicited by visual oddball target and non-target stimuli. Additionally, centroparietal delta 
contributed more variance than frontocentral theta in both target and non-target regression models. 
This study replicated similar work employing auditory oddball tasks (Demiralp, Ademoglu, 
Comerchero, et al., 2001; Demiralp, Ademoglu, Istefanopulos, et al., 2001; S. Karakaş et al., 2000; 
Sirel Karakaş et al., 2000; Kolev et al., 1997; Spencer & Polich, 1999; Yordanova et al., 2000). 
Furthermore, these underlying processes have been shown to be functionally distinct, where 
frontocentral theta reflects salience processing and centroparietal delta reflects more complex 
cognitive processing (Bachman & Bernat, 2018; Bernat et al., 2015; Harper et al., 2014; A. T. 
Watts et al., 2017). Taken together, these findings provide strong support for the use of time-
frequency analysis for investigating oddball ERP activity. 
 In addition to deriving time-frequency surfaces using the RID, several studies have shown 
the utility of applying principal component analysis (PCA) to the time-frequency surfaces in order 
to isolate unique activity. Other approaches include assessing each frequency time series 
separately, using peak and mean measurement, or evaluating single bins from the wavelet 
transformations. However, these approaches are simpler data representations and do not assess the 
entirety of the energy in the signal at once. One common method of analyzing complete, high-
resolution time-frequency surfaces is to use a region of interest approach, where time and 
frequency ranges are “cut out” based on a priori knowledge of the time and frequency 
characteristics of the ERP components of interest. However, because the time and frequency 
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characteristics of common ERP components are not well-established, a data driven approach like 
PCA is useful for decomposing time-frequency surfaces into distinct components that best 
represent the underlying activity. Time-frequency PCA was developed by Bernat and colleagues 
(2005) and has since been successfully implemented in a variety of datasets and tasks (Bernat et 
al., 2007, 2015, 2011; Ellis, Watts, Schmidt, & Bernat, 2018; Foti et al., 2015; Harper et al., 2014; 
Watts et al., 2017, 2018; Watts & Bernat, 2018).  
Other Neuroimaging Findings 
 While ERP research has been important for understanding the pathophysiology of brain 
injury, other neuroimaging advances, like magnetoencephalography (MEG), functional magnetic 
resonance imaging (fMRI), and diffusion tensor imaging (DTI), have proven instrumental in 
characterizing specific brain regions and networks impacted by TBI. MEG research utilizing 
resting state connectivity has revealed that mTBI patients have weak local connectivity and strong 
long-range connectivity compared to controls (Dimitriadis et al., 2015). Work with MEG has also 
shown that functional connectivity patterns provide between 85-100% classification accuracy for 
mTBI patients vs. controls (Dimitriadis et al., 2015; Zouridakis et al., 2012).  
fMRI research on mTBI has assessed both regional activation and functional connectivity 
in resting state and task-based paradigms (see Mayer et al. (2015) for a review). The majority of 
fMRI research has evidenced reduced activity in anterior brain regions and increased activity in 
posterior regions in mTBI patients compared to controls (Eierud et al., 2014). More specifically, 
Eierud and colleagues's (2014) meta-analysis revealed reduced activity in the dorsal lateral 
prefrontal cortex (dlPFC), right medial frontal gyrus (MFG), anterior cingulate cortex (ACC), and 
the right precentral gyrus. Reduced activity in the prefrontal cortex has been shown to be related 
to severity of post-concussive symptoms (Jen-Kai Chen et al., 2007; J.-K. Chen et al., 2004) and 
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TBI severity (Matthews et al., 2011). Posterior regions that showed increased activity included 
two coordinates in the cerebellum, two insula regions, and two foci in the parietal lobe (Eierud et 
al., 2014). On the other hand, some studies have cited hyperactivity in the dlPFC (Dettwiler et al., 
2014; McAllister et al., 1999, 2001), but these results seem to be limited to tasks that required 
continuous vs. discrete periods of working memory. In fMRI studies employing tasks of auditory 
attention orienting, results have demonstrated widespread reductions in activity in both anterior 
and posterior regions (Mayer et al., 2009; Witt et al., 2010). The fMRI literature to date has 
included a wide range of time since injury, which likely accounts, at least in part, for variability in 
the results. Indeed, the most recent meta-analysis by Eierud and colleagues (2014) notes that there 
are too few fMRI studies to assess effects of time post-injury.  
Resting state fMRI studies, in which participants are awake and not engaged in a task, 
typically assess activity and connectivity within the default mode network (DMN). The DMN is 
primarily composed of the posterior cingulate cortex (PCC), precuneus, and medial prefrontal 
cortex (mPFC), and is more active during wakeful rest than goal-oriented tasks. Several studies 
have revealed reduced activation and functional connectivity in the DMN following TBI (Han et 
al., 2014; Mayer et al., 2012; Palacios et al., 2017; K. Zhang et al., 2012; Zhou et al., 2012). 
Additionally, a number of studies have observed a failure of the DMN to deactivate during tasks, 
perhaps due to the reduced functional connectivity between task-based salience and control 
networks and the DMN leading to a failure of these networks to down-regulate the DMN (Mayer 
et al., 2012; Sharp et al., 2014; Stevens et al., 2012). This failure of the DMN to deactivate has 
been shown to be associated with worse cognitive functioning in patients with mTBI (Sharp et al., 
2014). Disrupted functional connectivity in mTBI has also been demonstrated in other brain 
networks in both resting-state and task-based designs; these networks include the visual system, 
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executive/cognitive control networks, frontoparietal network, orbitofrontal network, motor 
regions, and limbic circuits (Gilmore et al., 2016; Palacios et al., 2017; Shumskaya et al., 2012; 
Slobounov et al., 2011; Stevens et al., 2012; Vakhtin et al., 2013; Zhou et al., 2014). In general, 
studies have found that alterations in functional connectivity either improve slightly or remain 
stable 5-12 months post-injury, and group differences are still observed during this follow-up 
window (Han et al., 2014; Mayer et al., 2011; Messé et al., 2013). Palacios and colleagues (2017) 
found that resting-state functional connectivity in the acute stage following mTBI was related to 
post-concussion symptoms and neuropsychological test performance 6 months later. More 
specifically, reduced functional connectivity in posterior brain regions, as well as the ACC, was 
related to post-concussion symptoms 6 months after mTBI. In addition, enhanced functional 
connectivity in the DMN, salience network, and dorsal attention network was correlated with 
performance on tests of attention, processing speed, and executive functioning at the six month 
follow-up. 
DTI has also proven to be a sensitive tool for measuring structural connectivity changes 
following mTBI. DTI measures the diffusion of water molecules along axons, which can reveal 
microscopic changes in white matter (axon) integrity. In their meta-analysis, Eierud and colleagues 
(2014) discovered that elevated anisotropy values (a measure of diffusion) are more frequently 
reported in studies of acute mTBI (<2 weeks post-injury), whereas depressed anisotropy values 
are commonly reported in studies of post-acute to chronic mTBI (2 weeks to several years post-
injury). Of note, one DTI study showed that functional outcome (i.e., severity of disability) after 
six months was related to severity of white matter injury within one to two weeks following mTBI 
(Yuh et al., 2014).  
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Neuroimaging of Blast-related mTBI  
Given the prevalence of blast injuries in the recent military conflicts (Benzinger et al., 
2009; Hoge et al., 2008; Ling et al., 2009; Stansbury et al., 2008), research over the past decade 
has begun to focus on the unique effects of blast-related mTBI on the brain. Preliminary research 
has suggested that blast-related TBI leaves a unique neural signature (Magnuson et al., 2012). The 
majority of neuroimaging research on blast-related mTBI has investigated structural and functional 
connectivity using DTI and fMRI. Fischer and colleagues (2014) showed that blast- and impact-
related mild to moderate TBI showed decreased activation in the amygdala and DMN to correct 
responses on inhibitory trials. During unsuccessful inhibition, however, brain regions associated 
with the cognitive and emotional interpretation of negative feedback (i.e., the left caudate nucleus 
and left posterior lobe of the cerebellum) demonstrated hyperactivation in the blast-related TBI 
group relative to military controls, whereas the impact-related TBI group showed hypoactivation 
in these regions relative to the civilian controls (Fischer et al., 2014). fMRI studies of blast-related 
mTBI have also revealed reduced functional connectivity in several networks, including frontal, 
default mode, sensory, and motor networks (Gilmore et al., 2016; Han et al., 2014; Robinson et 
al., 2015; Sponheim et al., 2011; Vakhtin et al., 2013). One study demonstrated that disruptions in 
functional connectivity improved over a six month follow-up window, although differences 
between mTBI and control groups remained significant at follow-up (Han et al., 2014). DTI studies 
have shown widespread disruptions in white matter integrity (Davenport et al., 2012; Magnuson 
et al., 2012). Davenport and colleagues (2012) demonstrated a more diffuse pattern of axonal 
injury in blast-related mTBI vs. impact-related mTBI, but other research directly comparing blast 
and impact mTBI is limited. With respect to the relationship between EEG and DTI measures, 
Sponheim and colleagues (2011) demonstrated a correlation between reduced EEG time-frequency 
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phase-synchrony in frontal regions and the structural integrity of white matter tracts in the frontal 
lobe. These results provide support for the utility of EEG measures of neural communication in 
detecting damaged white matter tracts following blast-related mTBI. 
EEG/ERP Phase Synchrony Measures 
While the majority of research on functional and structural connectivity has been 
conducted using MRI measures, a growing line of research has developed EEG measures for 
assessing the connections within and between neural populations. Compared to fMRI, EEG 
connectivity measures are beneficial because they provide the excellent temporal resolution (on 
the scale of milliseconds) necessary for capturing rapid information processing. There is mounting 
evidence that EEG phase dynamics are fundamental to neural communication (Fries, 2005; Varela 
et al., 2001). Two measures have been developed to examine the phase synchrony within and 
between neural populations in response to a specific event (e.g., target stimulus). Intertrial phase 
synchrony (ITPS) is measured as the degree of phase alignment of frequency-specific event-related 
activity between trials, and is thought to be an index of the consistency of neural responding to a 
specific event type. Several studies have demonstrated that ITPS is closely related to modulations 
in ERP amplitude and is important for functional communication with other brain regions (Burwell 
et al., 2014; Cavanagh et al., 2009; Sauseng et al., 2007; A. T. Watts et al., 2018).  
A primary view proposes that ITPS reflects encoding of new task-relevant information and 
the integration of prior knowledge, which promotes behavioral adaptation (Fries, 2005). Thus, 
ITPS reflects a state of neural readiness, with more ITPS within a region facilitating new 
information gathering and the subsequent integration with linked networks. In support of this view, 
empirical work has shown that information valuable for learning, such as negative feedback and 
error trials, elicits increased medial frontal theta amplitude and ITPS (Cavanagh et al., 2009, 2010; 
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M. X. Cohen et al., 2008; M. X. Cohen & Cavanagh, 2011; van Noordt et al., 2017; A. T. Watts 
et al., 2018). Additionally, blocks of trials that are more cognitively demanding have been shown 
to produce more ITPS (Papenberg et al., 2013). Furthermore, research has shown that more ITPS, 
especially in the mPFC, is linked to more adaptive task performance (Burwell et al., 2014; 
Cavanagh et al., 2009; M. X. Cohen & Cavanagh, 2011; Marco-Pallares et al., 2008, p.; A. T. 
Watts et al., 2018). Finally, ITPS within a particular region has also been found to augment neural 
plasticity for the formation of new connections (Fell & Axmacher, 2011). 
Interchannel phase synchrony (ICPS), a measure of the degree of phase alignment between 
two electrode sites, is also a new and promising method for studying information processing 
between brain regions (Cohen et al., 2011). Medial prefrontal theta activity and theta ICPS between 
medial and bilateral PFC have been widely utilized as measures of cognitive control.  The anterior 
cingulate cortex, located in the medial PFC, has long been considered the alarm signal of the 
performance monitoring system because it recruits control-related resources (e.g., in the bilateral 
PFC) that are necessary for the adaptation of behavior in pursuit of goals (Miller & Cohen, 2001). 
In addition to facilitating connectivity with control regions of the PFC, the ACC also promotes 
behavioral adaptation through integration with sensorimotor regions and structures important for 
memory in the temporal and parietal lobes (Holroyd & Coles, 2002). In support of this theory, 
research has shown that information valuable for learning, such as trials that are more conflicting, 
surprising, or negative, elicit greater ICPS between the ACC, the lateral PFC, and other related 
brain regions (Aviyente et al., 2017; M. X. Cohen et al., 2011; Hanslmayr et al., 2007; Luft, 2014; 
Smith et al., 2015; Van de Vijver et al., 2011; Watts et al., 2018). Time-frequency phase dynamics 
in motor and visual regions have been linked with medial-frontal theta amplitude (Cavanagh & 
Frank, 2014; Luu et al., 2004; Luu & Tucker, 2001; Makeig et al., 2002), consistent with the 
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involvement of visual and motor processing areas involved in goal-directed tasks.  Taken together, 
these results suggest that ICPS is a valuable measure for indexing functional connectivity in goal-
directed tasks.  
To our knowledge, only a few studies have investigated functional connectivity 
abnormalities following mTBI using EEG measures during a cognitive task (Kumar et al., 2009; 
Reches et al., 2017; Smith & Allen, 2019). These studies show reduced functional connectivity 
following mTBI in frontal brain regions associated with cognitive control. In perhaps the closest 
to ours methodologically, Smith and Allen (2019) demonstrated reduced theta-band inter-site 
phase synchrony between mPFC and dlPFC electrode sites during error trials on a flanker task, 
and number of sports concussions was negatively correlated with this medial-lateral connectivity. 
While these three studies differ from the current study in several ways (e.g., non-military samples, 
different cognitive tasks, and different EEG methods), these findings mirror other neuroimaging 
results of military mTBI as described above. Thus, in the current study we hypothesize reduced 
theta-band ITPS and ICPS between medial and bilateral frontal electrodes in the mTBI group. 
 
Neuropsychological Functioning Following mTBI 
Much research has investigated the neuropsychological sequelae of mTBI. Common 
findings in the acute period following mTBI include deficits in processing speed, attention, 
working memory, executive functioning, and memory recall (Belanger et al., 2005; Binder et al., 
1997; Frencham et al., 2005; Ponsford et al., 2000; Rohling et al., 2011). Deficits in executive 
functioning have also been observed in blast-related mTBI specifically (see Karr et al. (2014) for 
a meta-analysis). Most research has found that these impairments resolve within three months 
following mTBI (Belanger et al., 2005; Binder et al., 1997; Frencham et al., 2005; Ponsford et al., 
2000; Rohling et al., 2011), but some studies suggest cognitive difficulties three months post-
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injury and beyond (Pertab, James, & Bigler, 2009; Vanderploeg, Curtiss, & Belanger, 2005; 
Ponsford et al., 2011). Several moderating variables have been shown to contribute to the 
chronicity of neuropsychological deficits, including sampling methods (i.e., clinic-based and 
litigation-based vs. community samples), complicated mTBI (i.e., those with mild TBI that have 
positive neuroimaging findings on clinical CT or MRI), and comorbid psychopathology (Belanger 
et al., 2005; Borgaro et al., 2003).  
Neuropsychological assessment has been shown to be less sensitive to cognitive 
impairment following mTBI compared to neuroimaging methods (Belanger et al., 2007; Bigler, 
2013; Mayer et al., 2011; Slobounov et al., 2011). Additionally, the positive predictive value, or 
likelihood of a pathological condition given an abnormal test result, of neuropsychological 
assessment for mTBI has been found to be less than 50% (Binder et al., 1997). However, as 
Belanger and colleauges (2007) and others have highlighted, understanding the relationship 
between an abnormal neuroimaging finding (e.g., a significant difference in EEG ICPS between 
mTBI patients and controls) and functional status (e.g., neuropsychological testing results or 
symptom presentation) is important for interpreting the meaning of abnormal neuroimaging 
findings. Not only is establishing this relationship important for the interpretation of neuroimaging 
findings, but also for determining the clinical utility. That is, an abnormal neuroimaging finding is 
not clinically useful if there is no report or other evidence of cognitive difficulties. Furthermore, a 
clinically useful next step is determining the predictive validity of neuroimaging methods. For 
example, does blunted delta P3 activity during the post-acute period following mTBI predict post-
concussion symptoms and/or neuropsychological functioning six months later?  
Several studies have attempted to link brain measurements to neuropsychological 
assessments with some promising results. These studies have connected ERP, fMRI, and DTI 
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abnormalities to performance on neuropsychological tests of attention, memory, processing speed, 
and executive functioning (Belanger et al., 2007; Eierud et al., 2014; Geary et al., 2010; Potter et 
al., 2002). Eierud and colleagues’ (2014) meta-analysis on mTBI revealed that poor performance 
on neuropsychological measures was associated with elevated anisotropy (a DTI measure) in the 
acute phase (<2 weeks post-injury) and reduced anisotropy in the chronic phase (2 weeks to several 
years post-injury). While this meta-analysis is promising for demonstrating a link between 
neuroimaging and neuropsychological findings in both the acute and chronic phases following 
mTBI, prospective longitudinal research is needed to assess the utility of biomarkers for predicting 
cognitive recovery and the sensitivity of neuroimaging vs. neuropsychological assessment for 
measuring persistent cognitive deficits. 
Current Study 
In summary, the current study aims to address several scientific gaps in an effort to improve 
the diagnosis and management of cognitive concerns following military mTBI. This study focuses 
on several areas of recommended future research as proposed by the VA/DoD Clinical Practice 
Guideline for the management of Concussion-Mild Traumatic Brain Injury (Department of 
Veterans Affairs, 2016). Relevant recommendations include: 
1. Long-term outcome studies with a focus on the role of laboratory, imaging or 
physiologic testing in the management of and clinical decision making with a patient 
more than seven days following concussion. 




3. Studies that acknowledge the lack of validation of existing case definitions of mTBI 
and examine diagnostic accuracy of cognitive and neuropsychological tests for 
concussion/mTBI. 
4. Examine mechanism-specific physiologic response and associated pathophysiology for 
which specific treatment and predictive outcome measures may be of value. (p. 43) 
With a focus on these recommendations, the current study aims to assess cognitive changes 
over a six month period following blast-and impact-induced mTBI using advanced time-frequency 
event-related potential (ERP) analysis. Much neuropsychological research suggests cognitive 
recovery from mTBI within three months, but a substantial subset of these individuals experience 
persistent post-concussive symptoms and functional impairment (Dikmen et al., 2016; Iverson, 
2005; Levin & Diaz-Arrastia, 2015; McMahon et al., 2014; Meares et al., 2011; van der Naalt et 
al., 2017). Advancements in EEG/ERP methodology may be useful in understanding the etiology 
of these chronic cognitive complaints relative to other known risk factors (e.g., co-occurring PTSD 
or other psychiatric disorders and mTBI). In addition, few studies have assessed the relationship 
between ERP/EEG measures, neuropsychological tests, and post-concussion symptoms over time, 
which is critical for establishing the convergent and predictive validity of ERP biomarkers of 
impairment following mTBI. 
The current study will employ time-frequency principal component analysis (PCA) of ERP 
data. Time-frequency PCA analysis overcomes several methodological limitations of traditional 
time-domain ERP methods. In addition, recent advances have led to the development of time-
frequency phase synchrony measures, which index functioning communication within and 
between brain regions. These EEG methods have important methodological and practical 
advantages over MRI methods, namely, high temporal resolution and low financial cost. In 
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addition, EEG systems are available at most hospitals in the Unites States. DTI and fMRI measure 
are more advanced than EEG in terms of measuring network connectivity across the entire brain. 
However, EEG phase synchrony measures have shown promise in assessing rapid connectivity 
within and between salience and cognitive control networks.  
The present study has three primary aims. The first aim is to evaluate the cognitive effects 
of military mTBI from the acute/post-acute to chronic period using EEG/ERP measures and 
neuropsychological (NP) tests. The terminology used to define the time periods following mTBI 
is based on the VA/DoD Clinical Practice Guidelines for the Management of Concussion-Mild 
Traumatic Brain Injury Version 2.0 (Department of Veterans Affairs, 2016). These terms include 
the immediate period (0-7 days post-injury), the acute period (1-6 weeks post-injury), the post-
acute period (7-12 weeks post-injury) and the chronic period ( >12 weeks post-injury). 
Comparisons will be conducted among three groups in the acute to post-acute period (i.e., baseline 
or approximately 4-11 weeks post-injury): 1) injured service members who sustained a mild TBI 
(i.e., the mTBI group), 2) injured service members who did not sustain a TBI (i.e., the IC group), 
and 3) healthy service members with no injuries or TBI (i.e., the HSM group). The duration of 
these cognitive effects will also be evaluated longitudinally by comparing the mTBI and IC groups 
at six months following the baseline assessment. Because PTSD symptoms are common in injured 
service members and can influence cognitive functioning, PTSD symptom severity will be 
included as a covariate in EEG/ERP and NP analyses. Given previous neuroimaging and 
neuropsychological research on mTBI, the following hypotheses are made for the mTBI relative 
to the control groups at baseline: 
1a. N2 and P3 amplitude will be reduced  
1b. N2 and P3 latency will be delayed 
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1c. Delta and theta amplitude underlying N2/P3 will be reduced 
1d. Theta ITPS will be reduced 
1e. Theta ICPS from medial prefrontal to bilateral prefrontal electrodes will be reduced 
1f. Performance on NP tests will be worse in the areas of processing speed, working 
memory, sustained attention, and response inhibition 
After six months, we expect neuropsychological functioning in the mTBI group to return to a level 
indistinguishable from controls. Improvements in EEG/ERP measures are also expected in the 
mTBI group after six months, but we expect significant differences between the mTBI and IC 
groups to remain. 
 The second aim is to evaluate the convergent and predictive validity of abnormal EEG/ERP 
findings. Correlations between abnormal EEG/ERP measures, NP measures, and cognitive post-
concussion symptoms will be assessed. In addition, regressions with EEG/ERP measures 
predicting cognitive post-concussion symptoms at baseline and six months later will be assessed, 
as well as the relationship between psychiatric symptoms and persistent post-concussion 
symptoms. The following hypotheses will be tested: 
 2a. mTBI-related changes in EEG/ERP measures will be significantly correlated with 
worse NP performance and more post-concussion symptoms.  
 2b. Both EEG/ERP and psychiatric symptoms will predict cognitive post-concussion 
symptoms at baseline and follow-up. 
The third aim is to compare the electrophysiological and neuropsychological effects of 
blast-related mTBI vs. impact-related mTBI at baseline. Because few studies have investigated 




Chapter 2: Method 
Participants 
The present study was a secondary data analysis project. The primary study investigated 
predictors of PTSD in service member who had recently sustained a mTBI (Brain Indices of Risk 
for Posttraumatic Stress Disorder after Mild Traumatic Brain Injury: Connie C. Duncan, PI). In 
the current study, participants (n = 173) were active duty service members who were recruited 
from Walter Reed National Military Medical Center (WRNMMC) or Fort Belvoir Community 
Hospital (FBCH). The mTBI group (n = 87) comprised service members who recently sustained a 
mTBI, the injured control group (IC; n = 32) included service members who were recently injured 
but screened negative for TBI, and the healthy service members group (HSM; n = 54) comprised 
service members with no recent injuries or history of TBI. Of the two injured groups, 70% were 
injured while deployed in a combat zone in Iraq or Afghanistan, 4% were injured while deployed 
to a non-combat zone, and 26% were injured stateside.  
All participants provided informed consent and were not compensated for their 
participation. Inclusion criteria for the mTBI group were: 1) 18 – 50 years of age; 2) inpatient or 
outpatient treatment at WRNMMC or FBCH; 3) Defense Enrollment Eligibility Reporting System 
eligible; 4) mTBI status as verified by a licensed medical practitioner using DOD criteria 
(Management of Concussion/mTBI Working Group, 2009). Criteria for mTBI included loss of 
consciousness (LOC) of less than 30 minutes, post-traumatic amnesia (PTA) for less than 24 hours 
following the event, alteration of consciousness (AOC; e.g., being dazed or confused, “seeing 
stars”) for less than 24 hours following the event, and no positive neuroimaging findings (on CT 








TBI Characteristics of the mTBI group 
 
    Count 
LOC Yes 49 
 No 34 
 Unknown 4 
LOC Time Less than 5 min. 31 
 Between 5-30 min. 9 
  Unknown 9 
PTA Yes 41 
 No 43 
 Unknown 3 
AOC Yes 73 
 No 11 
  Unknown 3 
Note. n = 87 
 
Exclusion criteria for the mTBI group included: 1) penetrating brain injury; 2) significant 
neurological conditions, undergoing treatment for an illness that could affect brain function, or 
abuse of or dependence on alcohol or drugs in the previous six months as assessed by medical 
chart review; 3) history of a major psychiatric disorder as assessed by the Structured Clinical 
Interview for DSM-IV; 4) history of PTSD before the most recent deployment; 5) MRI 
contraindications such as metallic fragments or claustrophobia (because MRI was collected as a 
part of the primary study). Participation by service members taking intravenous medications for 
pain was delayed until such medications were discontinued. 
The inclusion and exclusion criteria for the IC group were the same, with a few exceptions: 
1) negative TBI status; 2) no history of TBI either during training or deployment; and 3) no history 
as a specialist in explosive ordnance disposal. In addition to these exceptions, the HSM group had 
no history of combat-related injuries or other recent traumatic injuries, and HSM participants were 
not required to be in treatment at WRNMMC or FBCH. 
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 Of the 173 participants, 173 completed the visual oddball task, and 170 completed the 
auditory oddball task. Two participants were excluded from the visual and auditory analyses due 
to an excessive number of EEG artifacts. Thus, the final sample for all three groups (mTBI, IC, 
and HSM) included 171 participants for the visual analyses and 168 participants for the auditory 
analyses at baseline. At the six month follow-up assessment, some participants were lost to follow-
up and the final sample for the two groups (mTBI and IC) included 94 participants for the visual 
analyses and 93 participants for the auditory analyses.  
Table 2 
 




(n = 87) 
IC  
(n = 32) 
HSM  
(n = 54) 
Age (yrs) 27.8 28.0 33.7 
Males (%) 77 (89%) 29 (91%) 37 (69%) 
Education (yrs) 13.9 13.9 16.5 
Race/Ethnicity      
Caucasian/White 74 29 42 
African American 8 1 5 
Asian American 3 2 5 
Native American 2 0 1 
Other 0 0 1 
Duty Status      
Active Duty 81 30 47 
Reserve 4 1 0 
National Guard 2 1 7 
Most Recent Rank      
Junior Enlisted 10 2 5 
Non-Comm. Officer 56 24 23 
Officer 16 4 23 
Injury Mechanism      
Impact 44 - - 
Blast 43 15 - 
Non-blast - 17 - 
Time Since Injury 59 52 - 
Mean PCL-C Score 29.2 29.4 19.7 
Note. Time Since Injury units are days from injury to baseline ERP assessment. The PCL-C (PTSD 
Checklist Civilian Version) measures PTSD symptom severity. 
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Demographic information is presented in Table 2. The mTBI and IC groups did not differ 
on any demographic variables. However, these groups differed from the HSM group on age (mTBI 
vs. HSM: t = 4.01, p < .001; IC vs. HSM: t = 3.22, p = 0.002), education (mTBI vs. HSM: t = 5.13, 
p < .001; IC vs. HSM: t = 4.50, p < .001), sex (mTBI vs. HSM: 2 = 7.89, p = .02; IC vs. HSM: 2 
= 7.29, p = .03), and PTSD symptom severity (mTBI vs. HSM: t = 6.76, p < .001; IC vs. HSM: t 
= 3.71, p < .001), but not on race/ethnicity. Therefore, age, education, and PTSD symptom severity 
(i.e., PCL-C total score) were included as covariates in all analyses involving the HSM group. Sex 
was not included as a covariate because there were only three female participants in the injured 
control group.  
Procedures 
 EEG/ERP and neuropsychological data were collected at baseline (as soon as possible 
following injury and study enrollment) and six months later. All three groups were included in the 
baseline analyses, while only the mTBI and IC groups were included in the six month follow-up 
analyses1. 
EEG data were recorded in a sound-attenuated, dimly lit room. Experimental stimuli were 
presented on a DELL computer monitor, centrally placed at a viewing distance of 100 cm. 
Compumedics Neuroscan’s STIM2 program and response pad were used to present the stimuli and 
collect responses during the tasks.  
 Participants performed two tasks, a visual novelty oddball task (displayed in Figure 1) and 
an auditory novelty oddball task. Each task had three types of stimuli. Visual stimuli were two 
 
1The primary study (Brain Indices of Risk for Posttraumatic Stress Disorder after Mild Traumatic Brain 
Injury) ended before completion of the six month follow-up assessment for the HSM group. ERP data 
was collected for only nine HSM participants at follow-up; thus, the HSM group was not included in the 
follow-up analyses.  
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geometric figures, one composed of squares and one composed of triangles. Participants were 
instructed to respond by pressing a button with the thumb of their dominant hand when the figure 
of squares appeared (i.e., the target stimulus), and to not respond to the figure of triangles (i.e., the 
standard stimulus). In addition, novel stimuli were images from the International Affective Picture 
System (IAPS). Four pictures types were presented with an equal probability: 1) low arousal, 
negative valence images, 2) low arousal, positive valence images, 3) high arousal, negative valence 
images, and 4) and high arousal, positive valence images. Target, standard, and novel stimuli were 
presented in a random order, with probabilities of .60 for standards, .20 for targets, and .20 for 
novels. All stimuli were 700 ms in duration with a stimulus onset asynchrony of 1,500 ms. The 
task was 640 trials total separated into four equal blocks.  
Figure 1 





For the auditory task, standard stimuli (p=.60) were 1000-Hz tones and target stimuli 
(p=.20) were 2000-Hz tones; both tones were 336 ms in duration. Novel stimuli (p=.20) were 36 
unique novel environmental sounds taken from a larger set of 96 sounds obtained from the New 
York State Psychiatric Institute (Fabiani et al., 1996). The mean duration of the 36 sounds was 347 
ms (SD=53). All stimuli were presented binaurally with Neuroscan Earphone Insert 10Ω 1/4 Stereo 
with Etymotic foam ear inserts at the rate of one stimulus per second. The task comprised a single 
block of 180 trials. 
Neurophysiological Data Acquisition 
 Data were recorded using an Electro-Cap International (ECI) 62-channel EEG cap (sintered 
Ag-Ag/Cl; 10-20 layout), as well as a SynAmps RT 64-channel amplifier. Horizontal 
electrooculogram activity was recorded from electrodes placed on the outer canthus of both eyes, 
while vertical electrooculogram activity was recorded from electrodes placed above and below the 
left eye. Impedances were kept below 10 kΩ. All electrodes were referenced during recording (to 
a nose electrode), and re-referenced to averaged mastoid signals offline. EEG signals were 
collected using an analog 0.05 to 100 Hz bandpass filter and digitized at 500 Hz using Neuroscan 
Acquire (Neuroscan, Inc.). 
Data Preprocessing 
 Epochs of three seconds were taken from 1000 ms pre- to 2000 ms post-stimulus onset 
with a -500 ms to -100 ms pre-stimulus window used for baseline correction. Ocular artifacts were 
corrected with a regression-based algorithm developed by (Gratton et al., 1983) and downsampled 
to 256 Hz using the EEGLAB resample function (Delorme & Makeig, 2004), which utilizes an 
anti-aliasing filter before resampling. Then, several criteria were used to identify EEG channels 
with large artifacts. First, noisy electrodes were identified if 1) the mean amplitude of any electrode 
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was greater than three standard deviations away from the mean amplitude of all of the electrode, 
2) the standard deviation of the mean of any electrode was greater than three standard deviations 
away from the standard deviations of all electrodes, 3) kurtosis of the amplitude distribution of 
any electrode was more than five standard deviations away from the mean kurtosis value of all 
electrodes, and 4) the probability of the amplitude of any electrode was greater than five standard 
deviations away from the mean probability distribution of all electrodes. Next, the identified 
channels were interpolated using spline interpolation. Channels within each epoch were then 
assessed for large artifacts using a threshold of ±150 µV, and a maximum of ten channels were 
interpolated per epoch before removal of the epoch from the data. EEGLAB functions were used 
for bad channel identification, interpolation, and trial rejection (Delorme & Makeig, 2004). During 
the visual task, 4% of all electrodes across subjects were interpolated, and an average of 1.7 
electrodes were interpolated per subject. A total of 4% of all trials were removed from the visual 
analyses. For the auditory task, 5% of all electrodes across subjects were interpolated, and an 
average of 1.7 electrodes were interpolated per subject. A total of 5% of all trials were removed 
from the auditory analyses. 
Data Averaging 
Although data cleaning improves the quality of the data, the removal of trials leaves an 
uneven number of trials across participants. Resampling and bootstrapping methods are well-
defined and widely implemented techniques for estimating population parameters (Efron, 1982). 
While an important benefit of resampling techniques in general are the improved estimates of 
population parameters, the primary purpose of implementing these techniques was to remove any 
bias associated with uneven trials counts by equating the number of trials in each subject-electrode-
condition average. Indeed, previous research has shown that the number of trials used in each 
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average affects the reliability of the measures extracted from ERPs (J. Cohen & Polich, 1997; 
Olvet & Hajcak, 2009; Pontifex et al., 2010; Steele et al., 2016). Thus, in the current study, 
resampling and bootstrapping methods used in previous research (Watts et al., 2017) were 
employed. Subsets of five trials for each stimulus type were subsampled 50 times with 
replacement. Next, these sets of 50 resampled averages for each stimulus type were bootstrapped 
500 times. Integrity of each waveform was preserved during this process by retaining all time 
points together in each step of the resampling and bootstrapping process. 
Data Reduction 
 Visual Oddball Time-domain Components 
Time-domain (TD) amplitude and latency measures were extracted for N1, P2, N2, P3, and 
slow wave (SW) elicited by target and novel stimuli. The target N1 was defined as the maximum 
negative deflection ranging between 5 and 25 sampling bins post-stimulus onset (or about 40 to 
195 milliseconds). The target P2 was defined as the maximum positive deflection ranging from 18 
to 32 sampling bins post-stimulus onset (or about 140 to 250 milliseconds). The target N2 was 
defined as the maximum negative deflection ranging between 25 and 56 sampling bins post-
stimulus onset (or about 195 to 438 milliseconds). The target P3 was defined as the maximum 
positive deflection ranging from 38 to 76 sampling bins post-stimulus onset (or about 297 to 594 
milliseconds). The target SW was defined as the maximum positive deflection ranging from 76 to 
128 sampling bins post-stimulus onset (or about 594 to 1000 milliseconds). The novel N1 was 
quantified between 5 and 20 bins (or about 40 ms to 156 ms); the novel P2 was quantified between 
15 and 33 bins (or about 117 ms to 258 ms); the novel N2 was quantified between 20 and 50 bins 
(or about 156 ms to 391 ms); the novel P3 was quantified between 33 and 64 bins (or about 258 
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ms to 500 ms); and the novel SW was quantified between 62 and 128 bins (or about 484 ms to 
1000 ms). 
 Auditory Oddball Time-domain Components 
For the auditory task, the target N1 was quantified between 1 and 22 bins post-stimulus 
onset (or about 8 ms to 172 ms); the target P2 was quantified between 13 and 30 bins (or about 
102 ms to 234 ms);  the target N2 was quantified between 22 and 50 bins (or about 172 ms to 391 
ms); the target P3 was quantified between 36 and 66 bins (281 ms to 516 ms); and the target SW 
was quantified between 64 and 128 bins (or about 500 ms to 1000 ms). The novel N1 was 
quantified between 1 and 25 bins (or about 8 ms to 195 ms); the novel P2 was quantified between 
20 and 38 bins (or about 156 to 297 ms); the novel N2 was quantified between 32 and 42 bins (250 
ms to 328 ms); the novel P3 was quantified between 38 and 58 bins (297 ms to 453 ms); and the 
novel SW was quantified between 58 and 128 bins (or about 453 ms to 1000 ms). 
For both the auditory and visual components, these latency windows were fitted to the 
edges of the peaks in target and novel grand average waveforms. A peak measurement approach 
was used for the amplitude and latency analyses. For statistical analyses, these components were 
reduced to a group of three central midline electrodes for targets (FCz, Cz, and CPz) and three 
frontocentral midline electrodes for novels (Fz, FCz, and Cz). 
Time-frequency Amplitude 
Time-frequency (TF) decompositions were performed on condition averages. The goal in 
starting with condition averages is to use the same ERP activity conventionally studied using time-
domain components.  This approach has been used in previous work (Bernat et al., 2011, 2015; 
Foti et al., 2015; Harper et al., 2014, 2016; Nelson et al., 2011; A. T. Watts et al., 2017, 2018).  
First, 3rd order Butterworth filters were used to isolate activity within delta and theta frequency 
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ranges. A 4 Hz lowpass filter was employed to isolate delta, and a 2 Hz highpass filter in 
conjunction with an 8 Hz lowpass filter was used for theta.  Overlapping filters were used to allow 
the principal components analysis (PCA) approach to define the division between the delta and 
theta activity.  TF transforms were produced using a binomial reduced interference distribution 
(RID) variant of Cohen’s class of time-frequency transformations, using the full epoch of the 
filtered signals (-1 s to 2 s, relative to stimulus onset), using 32 time bins per second and 2 
frequency bins per Hz.  Principal component analysis (PCA) was then applied across the full set 
of TF representations of the condition averages, following methods previously presented (Bernat 
et al., 2005).  PCA was applied to a post-stimulus time window of 0-1000 ms and a 0-12 Hz 
frequency window. PCA solutions were chosen separately for visual and auditory targets and 
novels based on the scree plots. The mean PC-weighted TF evoked energy was narrowed down to 
clusters of electrodes based on the topographical center of activity during target and novel stimulus 
processing.  
Time-frequency ITPS 
Average inter-trial phase synchrony (ITPS) was computed separately for target and novel 
trials.  Creating these averages involved taking a set of trials, computing the phase difference 
between each trial and the average phase across trials, and then averaging the phase differences to 
create a phase locking value (PLV) across the trials (Aviyente et al., 2011).  This process was 
conducted iteratively using the same subsampling and bootstrapping approach defined above.  This 
process produced condition average ITPS surfaces of the same dimensions as the amplitude 
measures, for each electrode within participant.  The PC solutions extracted for amplitude were 
then applied to the ITPS computation (as a filter, or mask), extracting ITPS activity directly 
corresponding to the amplitude measure TF regions defined by the TF-PCA. Components below 
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2 Hz were not included in statistical analyses for ITPS or ICPS. At this low frequency, there are 
not multiple oscillations within the 1000 Hz epoch with which to correlate across trials or 
electrodes; thus, the validity of phase synchrony measures below 2 Hz is questionable and warrants 
further development in a separate report. 
Time-frequency ICPS 
Salience and control-related functional network activity was assessed as the phase 
synchrony between medial prefrontal and bilateral prefrontal regions (cf. dorsolateral PFC) 
consistent with our previous work (Aviyente et al., 2017; Moran et al., 2015) and others (Cavanagh 
et al., 2009). Theta-band functional connectivity was calculated between the medial prefrontal 
region (i.e., electrode FCz) and two bilateral prefrontal electrodes (i.e., F3 and F4). Theta ICPS 
was calculated through phase synchrony computations based on Cohen’s class of time-frequency 
distributions (Aviyente et al., 2011).  Consistent with our previous work, data were transformed 
using current source density (CSD) before deriving PLV values, to minimize volume conduction 
effects by source localizing activity toward the cortical surface (Tenke & Kayser, 2012).  As with 
ITPS computation, the PC solutions from theta amplitude were applied to the ICPS measure, 
targeting phase synchrony within the N2/P3 time window.  
Neuropsychological Measures 
 Neuropsychological functioning was assessed at baseline and six months later. The primary 
domains of interest given previous literature on the neuropsychological effects of mTBI included 
processing speed, working memory, sustained attention, and response inhibition. Processing speed 
was measured with the Wechsler Adult Intelligence Scale Fourth Edition (WAIS-IV) processing 
speed index (PSI; Wechsler, Coalson, & Raiford, 2008). The PSI is a composite score composed 
of two timed subtests, coding and symbol search, that measure visual psychomotor processing 
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speed. Working memory was assessed with the n-back computer task (Gevins & Cutillo, 1993). 
Participants were asked to respond whenever a stimulus was the same as the one presented n trials 
previously, where n is a pre-specified integer. Conditions were divided into four blocks ranging 
from the 0-back to the 3-back condition, and the primary outcome measure was number of 
omissions. The continuous performance test (CPT) was administered to measure sustained 
attention. Specifically, participants were instructed to monitor a series of letters and respond when 
the letter X appeared after the letter A (AX-CPT, Rosvold, Mirsky, Sarason, Bransome Jr, & Beck, 
1956). Sustained attention was measured by the percent of correct responses. Finally, the reverse 
CPT, a go/no-go task, was administered to index response inhibition and sustained attention. 
Participants were instructed to respond after the presentation of every letter except for the letter X 
(Not-X CPT; Conners, 1995). The number of commissions was utilized as the outcome measure 
for response inhibition and the number of omissions was utilized as outcomes measure of sustained 
attention. 
Self-report Measures 
 Self-report measures of post-concussive symptoms and psychiatric symptoms were 
collected at baseline and six months later; self-report of PTSD symptoms was administered at 
baseline only. PTSD symptoms were evaluated with the PTSD Checklist Civilian Version (PCL-
C). The PCL-C is a 17-item questionnaire that assesses the specific symptoms of PTSD based on 
the DSM-IV. Participants were asked to rate how much the problem described in each statement 
has bothered him or her over the past month on a five-point scale ranging from 1 (not at all) to 5 
(extremely). This measure has been shown to have excellent reliability and validity (Blanchard et 
al., 1996; Weathers et al., 1993). The total score of PCL-C was used as the measure of interest in 
the current study.  
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Psychiatric symptoms were measured with the Brief Symptom Inventory 18 (BSI-18), an 
18-item self-report questionnaire designed to assess current psychological distress (Derogatis, 
1992). The BSI-18 is an abbreviated version of the 90-item Symptom Checklist and 53-item Brief 
Symptom Index. Respondents are instructed to rate their level of distress over the past 7 days using 
a 5-point scale ranging from 0 (not at all) to 4 (extremely often). This questionnaire contains three 
clinical subscales (i.e., somatization, depression, and anxiety) and a total based on all items called 
the Global Severity Index (GSI). The reliability and validity of the BSI-18 has been well-
established in community and clinical samples, including a sample of patients with moderate to 
severe TBI (Meachen et al., 2008). 
Post-concussive symptoms were assessed using the Rivermead Post-Concussion 
Symptoms Questionnaire (RPQ; King et al., 1995). The RPQ is a 16-item questionnaire that 
evaluates how much of a problem post-concussion symptoms are now (i.e., the past 24 hours) 
compared with before the injury on a five-point scale: 0 (not experienced at all), 0 (no more of a 
problem), 2 (a mild problem), 3 (a moderate problem), and 4 (a severe problem). Questions assess 
somatic, emotional, and cognitive symptoms associated with concussion. Factor analysis has 
shown goodness-of-fit for a three-factor model with the existence of separate cognitive, emotional, 
and somatic factors (Potter et al., 2006). Because the present study is most interested in cognitive 
problems following mTBI and we wanted to avoid overlap between psychological symptoms 
reported on the Rivermead and the PCL-C and BSI-18, only the cognitive cluster of symptoms 
was utilized. This included three symptoms: 1) forgetfulness, poor memory; 2) poor concentration; 
and 3) taking longer to think. 
Data Analysis Plan 
For the first aim, several ERP measures were analyzed for the visual and auditory tasks: 1) 
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target and novel time-domain N1, P2, N2, P3, and slow wave (SW) components, 2) target and 
novel time-frequency delta and theta PCs, 3) target and novel time-frequency theta ITPS, and 4) 
and target and novel time-frequency theta ICPS between medial prefrontal and bilateral prefrontal 
electrode sites. First, each of these measures was analyzed in separate ANCOVAs of group (mTBI 
vs. IC vs. HSM) with age, education, and PTSD symptom severity included as covariates to assess 
baseline differences between the mTBI and control groups. These measures were then assessed in 
2 X 2 ANOVAs of group (TBI vs. IC) by time (baseline vs. six months later) to evaluate change 
in brain functioning over time. Next, to replicate previous work and to validate the present TF 
measures, multiple regression models with simultaneous entry of predictors were used to show the 
contributions of delta and theta to the time-domain components. To assess neuropsychological 
functioning, measures indexing working memory, processing speed, sustained attention, and 
response inhibition were analyzed in separate ANCOVAs of group (mTBI vs. IC vs. HSM) with 
age, education, and PTSD symptom severity included as covariates. These measures were then 
assessed in 2 X 2 ANOVAs of group (mTBI vs. IC) by time point (baseline vs. six months later).  
Prior to conducted the above analyses, each of these measures were assessed for normality 
using visual inspection of histograms and the Shapiro-Wilks test. Variables that violated the 
assumption of normality, namely the neuropsychological measures and time-frequency amplitude 
measures, were transformed using the TransformTukey function in R (TransformTukey Function 
| R Documentation, n.d.). This function uses Tukey’s Ladder of Powers to conduct all common 
transformations for each variable and select the one that maximizes the Shapiro-Wilks W statistic. 
Analyses for the second aim included assessing the convergent validity of ERP measures 
by conducting spearman correlations between abnormal ERP measures (i.e., measures that showed 
significant differences between the mTBI and control groups at baseline), NP measures, and 
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cognitive post-concussion symptoms. To evaluate ERP measures and psychiatric symptoms as risk 
factors for cognitive post-concussion symptoms in the mTBI group, a few types of analyses were 
conducted. First, spearman correlations were assessed between psychiatric symptoms and post-
concussion symptoms at baseline and follow-up. In addition, logistic regressions were conducted 
to assess the power of baseline abnormal ERP measures and psychiatric symptoms to predict the 
presence of cognitive post-concussion symptoms in the acute period (baseline) and chronic period 
(six months later).  
Finally, to evaluate the third aim, a series of t-tests were conducted between blast and 





Chapter 3: Results 
Time-Domain Amplitude and Latency 
 Figure 2 displays the average time-domain waveforms for visual oddball targets and 
novels. Targets are plotted at a cluster of three midline electrodes, FCz, Cz, and CPz, while novels 
are plotted at Fz, FCz, and Cz. The N2 and P3 are the primary components of interest in our 
analyses, although the N1, P2, and slow wave (SW) components were also assessed.  
Figure 2 
Grand Average Time-Domain Waveforms 
 
Note. Grand average time-domain waveforms elicited by visual and auditory oddball target and 
novel stimuli. Targets are plotted at the mean of FCz, Cz, and CPz, and novels are plotted at the 
mean of Fz, FCz, and Cz. 
 
Visual Targets  
 
To test for the effects of mTBI on these components, ANCOVAs were performed 
comparing the three groups at baseline, with age and education included in the model as covariates. 
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For visual targets, a main effect of group was observed for P3 amplitude (F(2,163) = 3.33, p = 
0.04) but not for N2 amplitude (F(2,163) = 1.69, p = 0.19). P2 amplitude also differed significantly 
between groups (F(2,163) = 3.83, p = 0.02), while N1 and SW amplitudes showed trend-level 
group effects (N1: F(2,163) = 2.54, p = 0.08; SW: F(2,163) = 2.77, p = 0.07). Many of these effects 
diminished when controlling for PTSD symptom severity, and only the effect of group on P3 
amplitude remained significant (F(2,153) = 3.40, p = 0.04). Pairwise comparisons of marginal 
means revealed significantly reduced P3 amplitude for the mTBI group relative to the IC group 
(t(156) = -2.38, p = 0.049). Marginal means of P3 amplitude by group are presented in Table 3.  
ANOVAs of group (mTBI vs. IC) by time (baseline vs. six months), to index change over 
time,  revealed a main effect of time for P2 amplitude (F(1,86) = 4.29, p = 0.04) and N2 amplitude 
(F(1,86) = 4.99, p = 0.03), where P2 amplitude decreased with time and N2 amplitude increased 
with time (i.e., became more negative). Results also showed a main effect of group for P3 
amplitude (F(1,119) = 4.21, p = 0.04) and a trend-level effect of group for SW amplitude (F(1,119) 
= 3.72, p = 0.06). Pairwise comparisons revealed no group differences at the six month follow-up 
for any components (N1: t(92) = -0.80, p = 0.43; P2: t(92) = 1.22, p = 0.23; N2: t(92) = -1.18, p = 
0.24; P3: t(92) = -1.02, p = 0.31; SW: t(92) = -0.92, p = 0.36). 
ANCOVAs were also performed on the latency of visual target N1, P2, N2, P3, and SW at 
baseline, and results showed a trend-level effect of group on P3 latency when controlling for age 
and education (F(2,163) = 2.51, p = 0.08). The effect of group on P3 latency strengthened with the 
addition of PTSD symptom severity as a covariate in the model (F(2,153) = 3.12, p = 0.048). 
Pairwise comparisons of marginal means demonstrated a significantly longer P3 latency for the 
mTBI group relative to the HSM group (t(156) = 2.48, p = 0.04). Marginal means are presented in 
Table 3. ANOVAs of group (mTBI vs. IC) by time (baseline vs. six months) on the latency of 
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visual target components revealed no significant effects, and pairwise comparisons showed no 
significant group differences at the six month follow-up for any components (N1: t(92) = -0.43, p 
= 0.67; P2: t(92) = -1.00, p = 0.32; N2: t(92) = 0.69, p = 0.49; P3: t(92) = -1.08, p = 0.29; SW: 
t(92) = 1.89, p = 0.06). 
Table 3 
Marginal Means of Visual Oddball Target P3 
 Marginal Means 
Group P3 Amplitude (uV) P3 Latency (sec.) 







HSM 8.56 400 
 
Visual Novels 
To assess the effects of group in response to visual novel stimuli, ANCOVAs were 
conducted comparing the three groups at baseline and controlling for age and education. 
Significant main effects of group were observed for N2 amplitude (F(2,163) = 3.43, p = 0.03), P3 
amplitude (F(2,163) = 3.86, p = 0.02), and SW amplitude (F(2,163) = 3.85, p = 0.02). After 
controlling for PTSD symptoms severity, the effect of group on N2 and SW amplitudes remained 
significant (N2: F(2,153) = 4.70, p = 0.01; SW: F(2,153) = 3.14, p = 0.046) but reduced to trend-
level for P3 amplitude (P3: F(2,153) = 2.58, p = 0.08). Pairwise comparisons of marginal group 
means revealed enhanced N2 and SW amplitudes for the IC group relative to the HSM group (N2: 
t(156) = -3.06, p = 0.008; SW: t(156) = 2.50, p = 0.04), and reduced P3 amplitude for the mTBI 
group relative to the HSM group (t(156) = -2.24, p = 0.07). Marginal means of visual novel N2, 




To evaluate the effect of group (mTBI vs. IC) and time (baseline vs. six months) on visual 
novels, 2 X 2 ANOVAs were conducted. Results revealed a main effect of time for SW amplitude 
(F(1,86) = 4.52, p = 0.04), with reductions in amplitude with time. A trend-level interaction 
between group and time was observed for N2 amplitude (F(1,86) = 3.30, p = 0.07), where N2 
amplitude decreased with time for the IC group and remained relatively stable for the mTBI group. 
Pairwise comparisons revealed no significant group differences at the six month follow-up for any 
of these components.   
ANCOVAs were performed on the latency of visual novel components at baseline, and 
results indicated a significant effect of group for N2 latency (F(2,163) = 4.19, p = 0.02) and P3 
latency (F(2,163) = 7.92, p = 0.001). These effects remained significant after controlling for PTSD 
symptom severity (N2: F(2,153) = 4.85, p = 0.009; P3: F(2,153) = 3.78, p = 0.03). Pairwise 
comparisons of marginal means showed delayed latencies for the mTBI relative to the HSM group 
(N2: t(156) = 2.44, p = 0.04; P3: t(156) = 2.74, p = 0.02) and for the IC relative to the HSM group 
(N2: t(156) = 3.10, p = 0.007; P3: t(156) = 2.10, p = 0.09). These marginal latency means are 
presented in Table 4. ANOVAs of group (mTBI vs. IC) by time (baseline vs. six months) on the 
latency of visual novel components revealed no significant effects, and pairwise comparisons 
revealed no significant group differences at the six month follow-up.  
Table 4 
Marginal Means of Visual Oddball Novel Time-Domain Components 
 Marginal Means 
Group N2 Amplitude P3 Amplitude SW Amplitude N2 Latency P3 Latency 
TBI -12.45 1.03 7.61 261 407 
IC -14.55 1.15 8.63 268 403 
HSM -9.59 3.99 6.13 245 380 






Figure 2 displays the average time-domain waveforms for auditory oddball targets and 
novels. As with the visual oddball data, the N2 and P3 were the primary components of interest in 
our analyses, although the N1, P2, and slow wave components were also assessed. The effect of 
mTBI on the amplitude and latency of auditory target components was assessed using ANCOVAs 
(i.e., controlling for age and education). Results revealed no significant effects of group on N2 or 
P3 amplitudes or latencies, but there was a significant effect of group on N1 amplitude (F(2,161) 
= 4.69, p = 0.01) and latency (F(2,161) = 3.11, p = 0.047). These effects remained significant when 
controlling for PTSD symptom severity (Amplitude: F(2,152) = 4.22, p = 0.02; Latency: F(2,152) 
= 4.71, p = 0.01). Pairwise comparisons of marginal means revealed that N1 amplitude was 
significantly larger and N1 latency was significantly longer for the HSM group compared to the 
mTBI group (Amplitude: t(155) = 2.89, p = 0.01; Latency: t(155) = -2.61, p = 0.03). In addition, 
N1 latency was longer for the IC relative to the mTBI group at a trend-level (t(155) = -2.15, p = 
0.08). Table 5 displays the marginal means of N1 amplitude and latency by group. ANOVAs of 
group (mTBI vs. IC) by time (baseline vs. six months) indicated no significant changes over time, 
and pairwise comparisons at the six month assessment revealed no significant group differences.  
Table 5 
Marginal Means of Auditory Oddball Target N1 
 Marginal Means 
Group N1 Amplitude (uV) N1 Latency (sec.) 
TBI -5.50 102 
IC -6.12 111 




The same analyses were conducted on auditory novel components. Results revealed no 
significant group difference for the amplitude and latency of any of the components. In addition, 
analysis of change over time indicated no significant effects.  
Time-Frequency Amplitude 
Visual Targets - Delta 
 Figures 3 and 4 depict the time-frequency average waveform and PCA decomposition for 
the visual target stimulus-locked ERPs for delta and theta. A two factor PCA solution explaining 
44% of the total variance was selected based on the scree plot as the best representation of delta 
activity to target stimuli. PC1 represented delta activity during the P3 time range (i.e., 250 ms – 
600 ms) while PC2 reflected late delta activity (i.e., after 600 ms). Electrode Pz was chosen for 
further analysis of PC1 based on the topographical center of maximal target stimulus activation, 
and a cluster of parietal electrodes (PO3, P3, PO4, P4) was chosen similarly for further analysis of 
PC2.  
To evaluate the effects of mTBI on these components, ANCOVAs were performed 
comparing the three groups at baseline, with age and education included in the model as covariates. 
Results showed no significant effect of group for PC1 (F(2,163) = 1.55, p = 0.22) or PC2 (F(2,163) 
= 1.15, p = 0.34). Group effects remained non-significant when controlling for PTSD symptom 
severity. Analyses of group (mTBI vs. IC) by time (baseline vs. six months) showed trend-level 
main effects of time for both PC1 (F(1,86) = 3.63, p = 0.06) and PC2 (F(1,86) = 3.67, p = 0.06), 
where delta amplitude decreased with time for both groups. Pairwise comparisons revealed no 





Time-Frequency PCA Decomposition of Delta Activity to Visual Oddball Targets 
 
Note. The grand average delta waveform and two time-frequency principal components are 
displayed.  
 
Visual Targets - Theta 
For theta activity in response to visual targets, a five factor PCA solution explaining 32% 
of the variance was selected as the best representation of the data based on the scree plot. PC1 
represented activity in the N2/P3 time window (i.e., 200 ms – 500 ms), PC2 reflected activity 
around P2 (i.e., 125 ms – 300 ms), PC3 represented activity in the N1 window (i.e., 50 ms – 200 
ms), PC4 reflected the negative deflection following P3 (i.e., 500 ms – 800 ms), and PC5 
represented high theta activity during the P2/N2 (i.e., 125 ms – 400 ms). A cluster of frontocentral 
electrodes (i.e., Fz, FCz, and Cz) was selected for further analysis of all PCs based on the 
topographical center of maximal target activity.  
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ANCOVAs of group differences at baseline revealed a significant effect for PC4 (F(2,163) 
= 5.34, p = 0.01), and this effect strengthened when controlling for PTSD symptom severity 
(F(2,153) = 7.06, p = 0.001). Pairwise comparisons of marginal means revealed significantly 
reduced theta activity for the mTBI group compared to the IC group (t(156) = -3.09, p = 0.007) 
and the HSM group (t(156) = -2.78, p = 0.02). No other group differences were observed at 
baseline for the other theta PCs. ANOVAs of group (mTBI vs. IC) by time (baseline vs. six 
months) revealed a significant interaction for PC4 (F(1,86) = 6.15, p = 0.01), where theta decreased 
over time for the IC group and increased for the mTBI group. Pairwise comparisons indicated no 
significant difference in theta between the mTBI and IC groups at six months (t(92) = -1.46, p = 














Time-Frequency PCA Decomposition of Theta Activity to Visual Oddball Targets 
 






 Figure 5 displays the time-frequency average waveform and PCA decomposition for visual 
novel stimulus-locked ERPs. A six factor unfiltered PCA solution explaining 35% of the total 
variance was selected as the best representation of the data, with components in both the theta and 
delta frequency ranges. Because some PCs were a reflection of novel activity spanning both 
frequency ranges, an unfiltered approach was more appropriate than a filtered approach that 
divided cohesive components into multiple components based on frequency. The unfiltered 
solution consisted of the following: 1) PC1 reflected delta activity during the P3 time window (i.e., 
275 ms – 450 ms), 2) PC2 represented delta activity during N2 (i.e., 100 ms – 350 ms), 3) PC3 
consisted of theta activity around P2/N2 (i.e., 150 ms – 275 ms), 4) PC4 reflected late slow wave 
activity (i.e., around 700-1000 ms), 5) PC5 represented theta activity during N2/P3 (250 ms – 350 
ms), and 6) PC6 reflected delta activity after P3 (i.e., around 350-650 ms). Electrode clusters for 
analysis were selected based on the topographical center of maximal activation to novel stimuli, 
including Cz and CPz for PC1, Fz and FCz for PC2 and PC4, and FCz and Cz for PC3, PC5, and 
PC6.  
ANCOVAs assessing group differences at baseline with age and education as covariates 
revealed significant effects of group on delta N2 (PC2: F(2,163) = 3.43, p = 0.03) and the late slow 
wave component (PC4: F(2,163) = 8.13, p < 0.001). In addition, a trend-level effect of group on 
delta P3 was observed (PC1: F(2,163) = 2.92, p = 0.06). The addition of PTSD symptom severity 
as a covariate strengthened the effect of group on visual novel PCs in most cases. Namely, 
significant group effects were found for delta P3 (PC1: F(2,153) = 3.42, p = 0.04), the late slow 
wave component (PC4: F(2,153) = 7.73, p < 0.001), and theta N2/P3 (PC5: F(2,153) = 4.15, p = 
0.02). In addition, results showed trend-level effects of group on delta N2 (PC2: F(2,153) = 2.83, 
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p = 0.06) and theta P2/N2 (PC3: F(2,153) = 2.59, p = 0.08). 
Pairwise comparisons of marginal means showed larger delta P3 activity (PC1: (t(156) = 
2.57, p = 0.03), delta N2 activity (PC2: t(156) = 2.33, p = 0.06), and theta N2/P3 activity (PC5: 
t(156) = 2.85, p = 0.01) for the IC group relative to the HSM group, with mTBI group means 
somewhere in the middle of the two control groups. In addition, late slow wave activity was greater 
for the IC group than the mTBI group (PC4: t(156) = -2.75, p = 0.02) and HSM group (PC4: t(156) 
= 3.84, p < 0.001) and somewhat heightened for the mTBI group relative to the HSM group (PC4: 
t(156) = 2.13, p = 0.09). Finally, a trend-level increase in theta P2/N2 activity was observed for 
the mTBI relative to the IC group (PC3: t(156) = 2.25, p = 0.07).  
ANOVAs of group (mTBI vs. IC) by time (baseline vs. six months) revealed significant 
main effects of time for delta P3 (PC1: F(1,86) = 6.54, p = 0.01), late slow wave activity (PC4: 
F(1,86) = 5.86, p = 0.02), and theta N2/P3 (PC5: F(1,86) = 6.64, p = 0.01), where amplitude 
decreased with time across groups. Pairwise comparisons between the mTBI and IC groups at the 
six month follow-up revealed no significant differences (PC1: t(92) = -0.98, p = 0.33; PC2: t(92) 
= -0.79, p = 0.43; PC3: t(92) = 1.42, p = 0.16; PC4: t(92) = -0.46, p = 0.65; PC5: t(92) = -1.65, p 









Time-Frequency PCA Decomposition of Visual Oddball Novels 
 




Auditory Targets - Delta 
Figures 6 depicts the time-frequency average waveform and PCA decomposition for the 
auditory target stimulus-locked ERPs for delta. A three factor PCA solution explaining 42% of the 
total variance was selected based on the scree plot as the best representation of delta activity to 
target stimuli. PC1 represented delta activity following the P3 peak (i.e., after 375 ms), PC2 
reflected delta activity during the P3 time window (i.e., 200 ms – 450 ms), and PC3 reflected late 
slow wave activity (i.e., after 500 ms). A central-parietal cluster of electrodes (i.e., Cz, CPz, and 
Pz) was chosen for further analysis based on the topographical center of maximal auditory target 
stimulus activation.  
 Figure 6 
Time-Frequency PCA Decomposition of Delta Activity to Auditory Oddball Targets 
 
Note. The grand average delta waveform and three time-frequency principal components are 
displayed. 
To assess the effects of mTBI on delta activity to auditory targets, ANCOVAs controlling 
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for age and education were performed. No significant group differences were observed for any of 
the PCs for the central-parietal region of interest. However, a significant group effect was found 
in P3 delta for a frontocentral cluster of electrodes around FCz (PC2: F(2,161) = 5.22, p = 0.006), 
and this effect remained significant after controlling for PTSD symptoms (PC2: F(2,152) = 5.39, 
p = 0.006). Pairwise comparisons revealed significantly larger delta P3 amplitude for the IC group 
relative to the mTBI group at baseline (PC2: t(155) = -3.10, p = 0.007). ANOVAs of group (mTBI 
vs. IC) by time (baseline vs. six months) showed a main effect of time for PC1 (F(1,87) = 4.17, p 
= 0.04) such that both groups decreased in amplitude with time. In addition, a main effect of group 
was observed for the frontocentral region of P3 delta (PC2: F(1,115) = 7.41, p = 0.01). Pairwise 
comparisons revealed no significant group differences for any of the components at six months 
(PC1: t(91) = 0.60, p = 0.55; PC2: t(91) = -0.98, p = 0.33; PC3: t(91) = 0.72, p = 0.48). 
Auditory Targets - Theta 
Figures 7 depicts the time-frequency average waveform and PCA decomposition for the 
auditory target stimulus-locked ERPs for theta. For theta activity to auditory targets, a four factor 
solution explaining 23% of the total variance was selected based on the scree plot and best 
representation of the data. PC1 represented theta activity following the P3 (i.e., 350 ms – 750 ms), 
PC2 reflected theta activity during the N1/P2 window (i.e., 50 ms – 250 ms), PC3 reflected higher 
theta activity during the same N1/P2 time range, and PC4 represented theta activity during the 
N2/P3 time range (i.e., 200 ms – 375 ms). Two frontal electrodes (i.e., Fz and FCz) were chosen 
for further analysis based on the topographical center of maximal theta activity during target 
stimulus processing.  
Figure 7 




Note. The grand average theta waveform and four time-frequency principal components are 
displayed. 
 
ANCOVAs assessing group differences at baseline revealed a significant effect for high 
theta during N1/P2 (PC3: F(2,161) = 3.64, p = 0.03) but no other components, and this effect 
remained significant after controlling for PTSD symptom severity (F(2,152) = 3.69, p = 0.03). 
Pairwise comparisons of marginal means showed that the IC group had significantly more early 
theta activity than the mTBI group (PC3: t(155) = -2.57, p = 0.03). ANOVAs of group (mTBI vs. 
IC) by time (baseline vs. six months) revealed a significant interaction for PC3 (F(1,87) = 6.78, p 
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= 0.01), where early theta amplitude decreased with time for the IC group but remained relatively 
stable for the mTBI group. In addition, a main effect of time was observed for PC1 (F(1,87) = 
9.58, p = 0.003), such that theta amplitude decreased with time for both groups. No group 
differences were observed at the six month assessment (PC1: t(91) = 1.26, p = 0.21; PC2: t(91) = 
-1.62, p = 0.11; PC3: (t(91) = -0.60, p = 0.55; PC4: (t(91) = -0.13, p = 0.90). 
Auditory Novels 
Figure 8 displays the time-frequency average waveform and PCA decomposition for 
auditory novel stimulus-locked ERPs. A four factor unfiltered PCA solution explaining 25% of 
the total variance was selected as the best representation of the data, with components in both the 
theta and delta frequency ranges. As with the decomposition of visual novels, some PCs were a 
reflection of auditory novel activity spanning both frequency ranges. Thus, an unfiltered approach 
was more appropriate that a filtered approach that divided cohesive components into multiple 
components based on frequency. PC1 reflected delta activity during the P3 time window (i.e., 250 
ms – 475 ms), PC2 represented high delta/low theta activity during the P2 window (i.e., 175 ms – 
300 ms), PC3 reflected high delta/low theta activity during N1 (i.e., 50ms – 200 ms), and PC4 
reflected high delta/low theta activity during P3 (i.e., 250 ms – 400 ms). A cluster of two 









Time-Frequency PCA Decomposition of Auditory Oddball Novels 
 
Note. The grand average unfiltered waveform and four time-frequency principal components are 
displayed. 
 
ANCOVAs controlling for age and education were conducted to assess the effects of mTBI 
on auditory novel stimulus processing. No significant effects of group were observed at baseline. 
ANOVAs of group (mTBI vs. IC) by time (baseline vs. six months) revealed a significant 
interaction for PC3 (F(1,87) = 7.36, p = 0.01), where N1 activity increased for the mTBI group 
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with time and decreased for the IC group. Pairwise comparisons revealed no significant differences 
between the mTBI and IC groups at six months. 
Time-frequency delta and theta predicting time-domain components 
 To replicate previous work and validate the present TF measures, multiple regression 
models with simultaneous entry of predictors were used to show the contributions of delta and 
theta to the time-domain N2 and P3 components (see Table 6). For visual targets, theta and delta 
components during the time range of N2 and P3 were included as independent variables in a 
multiple regression model predicting time-domain N2 and P3 components. For visual targets, 
results revealed that delta and theta uniquely predicted N2 amplitude but only delta predicted P3 
amplitude. For visual novels, delta and theta components significantly predicted N2 amplitude. 
Only one component for visual novels, spanning delta and theta frequencies, was in the time range 
of the P3, and this component significantly predicted P3 amplitude. For auditory targets, delta and 
theta components predicted N2 and P3 amplitude. Finally, for auditory novels, only theta predicted 
P3 amplitude at a trend-level. The novel N2 component is not apparent in the time-domain 










Multiple Regression of Delta and Theta Predicting Time-Domain Components 
  Delta  Theta  Overall 
  Beta T  Beta T  Adj. R2 
Visual 
Targets 
N2 0.46 6.64***  -0.20 -2.94**  0.21*** 
P3 0.70 12.84***  0.05 0.88  0.51*** 
Visual 
Novels 
N2 -0.61 -20.51***  -0.50 -16.68***  0.88*** 
P3 0.38 5.26***     --     --  0.14*** 
Auditory 
Targets 
N2 0.22 2.78**  -0.19 -2.49*  0.05** 
P3 (early theta) 0.69 12.50***  0.10 1.88+  0.53*** 
P3 (late theta) 0.72 14.80***  0.30 6.24***  0.61*** 
Auditory 
Novels 
N2 -0.08 -0.98  -0.10 -1.18  0.01 
P3 0.05 0.58  0.16 1.86+  0.02+ 
Note. Multiple regressions of theta and delta components predicting time-domain N2 and P3 
components. Only one component for visual novels, spanning delta and theta frequencies, was in 
the time range of the P3, so the statistics for that component are presented under the Delta column. 
+p < 0.10; *p < 0.05; **p < 0.01; ***p < 0.001 
 
Inter-trial phase synchrony 
Visual Oddball 
The PC solutions extracted for amplitude were applied to the ITPS computation (as a filter, 
or mask), extracting ITPS activity directly corresponding to the amplitude measure TF regions 
defined by the TF-PCA. For visual targets, the five factor theta solution was applied to the ITPS 
computation, and ANCOVAs controlling for age and education were conducted. Results showed 
no significant effects of group; however, the effect of group on theta ITPS after P3 was trend-level 
after controlling for PTSD symptom severity (PC4: F(2,152) = 2.84, p = 0.06). Pairwise 
comparisons of marginal means demonstrated a trend-level difference between the mTBI and 
HSM group (PC4: t(155) = -2.21, p = 0.07), with less ITPS in the mTBI group relative to the HSM 
group.  Group (mTBI vs. IC) by time (baseline vs. six months) analysis revealed no significant 
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effects, and pairwise comparisons revealed no significant differences between groups at six 
months. 
For visual novels, the six factor unfiltered solution was applied to the ITPS computation, 
and ANCOVAs revealed no significant group differences in ITPS for any of the components at 
baseline. Group (mTBI vs. IC) by time (baseline vs. six months) analysis revealed no significant 




For auditory targets, the four factor theta solution was applied to the ITPS computation, 
and ANCOVAs revealed no significant effects of group at baseline. Group (mTBI vs. IC) by time 
(baseline vs. six months) analysis revealed a significant interaction for theta N1/P2 ITPS (PC3: 
F(1,86) = 5.96, p = 0.02), where ITPS for the IC group decreased more than the mTBI group with 
time. No significant difference was observed for theta N1/P2 ITPS at six months (PC3: t(91) = 
0.52, p = 0.61). 
For auditory novels, the four factor unfiltered PCA solution was applied to ITPS, and 
ANCOVAs assessing group differences at baseline were conducted. Results revealed a significant 
difference in ITPS between groups for theta during N1 (PC3: F(2,161) = 6.54, p = 0.002). These 
effects remained significant after controlling for PTSD symptom severity (PC3: F(2,152) = 7.18, 
p = 0.001). Pairwise comparisons of marginal means showed significantly greater ITPS for the 
mTBI group versus the IC group (PC3: t(155) = 2.61, p = 0.02), and a trend-level increase in ITPS 
for the HSM group relative to the mTBI group (PC3: t(155) = -2.10, p = 0.09). Group (mTBI vs. 
IC) by time (baseline vs. six months) analysis revealed a significant interaction for ITPS during 
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the P2 time range (PC2: F(1,87) = 4.74, p = 0.03), such that ITPS for the IC group increased more 
than the mTBI group with time. In addition, a main effect of time on ITPS during the N1 time 
range was observed (PC3: F(1,87) = 6.67, p = 0.01), where ITPS increased over time. No 
significant group differences in ITPS were observed at six months (PC1: t(91) = 0.28, p = 0.78; 
PC2: t(91) = -0.82, p = 0.42; PC3: t(91) = 1.07, p = 0.29; PC4: t(91) = -1.79, p = 0.09). 
Inter-channel phase synchrony 
Visual Oddball 
 As with ITPS, the PC solutions extracted for amplitude were applied to the ICPS 
computation (as a filter, or mask), extracting ICPS activity directly corresponding to the amplitude 
measure time-frequency principal components. For visual targets, the five factor theta solution was 
applied to the ICPS computation, and no significant group differences were observed at baseline 
or follow-up.  
For visual novels, the six factor unfiltered solution was applied to the ICPS computation, 
and ANCOVAs controlling for age and education were conducted to assess group differences. As 
described in the method section, ICPS was computed between a medial prefrontal reference 
electrode (FCz) and bilateral prefrontal electrodes (cf. F3 and F4). Results demonstrated a 
significant effect of group for low theta ICPS during the P3 time window (PC1: F(2,163) = 3.59, 
p = 0.03), which remained significant when PTSD symptom severity was added as a covariate 
(PC1: F(2,153) = 3.63, p = 0.03). Pairwise comparisons of marginal means revealed decreased 
ICPS for the IC group relative to the HSM group (PC1: t(156) = -2.67, p = 0.03). ICPS for the 
mTBI group was in between the two control groups and did not differ significantly from either of 
them. Group (mTBI vs. IC) by time (baseline vs. six months) showed no significant main effects 




 For auditory targets, the four factor theta solution was applied to the ICPS computation. 
ANCOVAs controlling for age and education revealed several significant group differences, and 
these effects either remained stable or strengthened with the addition of PTSD symptoms severity 
as a covariate (see Table 7).  In every case, marginal means showed that the mTBI group had the 
greatest ICPS, followed by the IC group, and then the HSM group. As shown in Table 7, pairwise 
comparisons revealed that group effects were mainly driven by significant differences between the 
mTBI and HSM groups. Group (mTBI vs. IC) by time (baseline vs. six months) ANOVAs revealed 
























DV IV F(2,161) p p p p 
PC1 Group 4.21 0.02* 0.41 0.02* 0.29  
Covariates       
 Age 1.07 0.30     
 Education 0.44 0.51     
 PTSD 0.60 0.44    
PC2 Group 4.89 0.009** 0.94 0.007** 0.04*  
Covariates       
 Age 1.02 0.32     
 Education 0.23 0.64     
 PTSD 1.18 0.28    
PC3 Group 5.97 0.003** 0.38 0.003** 0.12  
Covariates       
 Age 2.20 0.14    
  Education 0.09 0.76    
  PTSD 0.11 0.74    
PC4 Group 4.37 0.01* 0.43 0.01* 0.24 
 Covariates      
  Age 3.14 0.08    
  Education 0.05 0.83    
  PTSD 1.27 0.26    
Note. ANCOVAs of the effect of group (mTBI vs. IC vs. HSM) on theta ICPS to auditory targets, 
with age, education, and PTSD symptom severity included in each model as covariates. The four 
factor PCA solution was applied to the ICPS computation, and ICPS was assessed between medial 
prefrontal (FCz) and bilateral prefrontal (F3 and F4) electrodes. The p-values of pairwise 
comparisons of estimated marginal group means using Tukey’s multiple comparison test are also 
presented.  
 
For auditory novels, the four factor unfiltered solution was applied to the ICPS 






Descriptive Statistics of Neuropsychology Measures by Group and Time Point 
  Mean (SD) 
  mTBI IC HSM 
WAIS-IV PSI T1 101 (13.6) 98.6 (11.9) 103 (12.2) 
 T2 109 (12.2) 108 (13.4) - 
N-back Omis T1 22.1 (10.5) 23.0 (9.88) 22.4 (9.70) 
 T2 17.7 (9.83) 17.6 (8.32) - 
R-CPT Comm T1 15.9 (4.91) 16.9 (4.35) 14.5 (4.87) 
 T2 14.7 (5.24) 15.8 (5.39) - 
R-CPT Omis T1 33.0 (34.6) 33.3 (35.3) 15.5 (10.4) 
 T2 32.8 (38.6) 24.4 (29.3) - 
Visual CPT T1 0.95 (0.07) 0.96 (0.05) 0.99 (0.02) 
 T2 0.95 (0.07) 0.98 (0.04) - 
Note. Descriptive statistics for neuropsychological measures at baseline (T1) and six months (T2). 
  
Descriptive statistics for each neuropsychological measure are presented in Table 8. Each 
of the four neuropsychological measures were analyzed in ANCOVAs controlling for age and 
education to assess group differences. Results revealed no significant differences between groups 
in processing speed (WAIS-IV PSI: F(2,124) = 0.33, p = 0.72) or working memory (N-back 
omissions: F(2,129) = 0.22, p = 0.80). Of note, the average PSI for all three groups was between 
the 45th and 58th percentiles compared to normative data. Results from the reverse CPT (R-CPT) 
were mixed, with no significant difference for number of commission (F(2,124) = 0.58, p = 0.56), 
which reflects response inhibition. However, a trend-level group effect was observed for number 
of omissions (F(2,124) = 2.62, p = 0.08), which reflect sustained attention. In addition, sustained 
attention as measured by percent correct on the visual CPT was significantly different between 
groups (F(2,138) = 3.58, p = 0.03). Pairwise comparisons of marginal means revealed worse 
sustained attention for the mTBI group relative to the HSM group as indexed by percent correct 
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on the visual CPT (t(138) = -2.65, p = 0.02) and omissions on the R-CPT (t(124) = 2.21, p = 0.07). 
However, group effects on sustained attention measures weakened and became non-significant 
when controlling for PTSD symptoms severity (R-CPT: F(2,121) = 1.59, p = 0.21; CPT: F(2,128) 
= 1.89, p = 0.16).  
 ANOVAs of group (mTBI vs. IC) by time (baseline vs. six months) were also conducted 
on the neuropsychological measures. Results showed a main effect of time for processing speed 
(WAIS-IV PSI: F(1,78) = 82.44, p < 0.001), working memory (N-back omissions: F(1,86) = 12.94, 
p < 0.001), and sustained attention as indexed by R-CPT omissions (F(1,83) = 5.27, p = 0.02). In 
all cases, performance for both groups improved with time. Pairwise comparisons revealed a 
significant difference in visual CPT performance between the mTBI and IC groups at six months 
(t(83) = -2.27, p = 0.03), but no other significant differences were observed at the six month time 
point.  
Post-Concussion Symptoms 
At baseline, 45% percent of mTBI patients and 14% of IC patients reported at least one 
cognitive post-concussion symptom (i.e., forgetfulness, poor concentration, and/or taking longer 
to think) that they did not have prior to the injury. At six months 38% of mTBI patients and 14% 
of IC patients endorsed at least one cognitive post-concussion symptom. A repeated-measures 
ANOVA of group (mTBI vs. IC) by time (baseline vs. six months) revealed significant main 
effects of group and time, where mean post-concussive symptoms were greater for the mTBI group 






Post-Concussion Symptoms by Group and Time Point 
 
Note. Mean cognitive post-concussion symptoms for the mTBI group vs. IC group at baseline 
(Time 1) and six months later (Time 2).  
 
Correlations: EEG/ERP measures, NP tests, and post-concussion symptoms 
 Spearman rank-order correlations were computed between EEG/ERP measures, 
neuropsychological measures, and cognitive post-concussion symptoms at baseline. Only 
EEG/ERP measures that showed a significant difference between the mTBI group and at least one 
control group were included in the correlational analyses. Correlations are presented in Tables 9 
and 10. In general, correlations between measures were small, with the strongest correlations 










Spearman Correlations between Visual ERP Components, NP Measures, and PCS 










Target P3 amplitude -0.09 -0.13 0.01 0.02 0.05 -0.06 
Target P3 latency 0.23* -0.14 -0.03 -0.13 0.34* -0.03 
Novel N2 latency -0.08 0.04 0.24* -0.01 -0.23* -0.14 
Novel P3 amplitude -0.06 0.11 -0.15 -0.08 0.06 0.09 
Novel P3 latency -0.02 -0.16 0.10 -0.22+ -0.13 0.12 
Target theta PC4 ampl. -0.19+ 0.01 0.13 -0.18 0.10 -0.33* 
Novel unfilt PC3 ampl. 0.06 -0.18 -0.11 -0.20+ 0.13 0.00 
Novel unfilt PC4 ampl. -0.18 -0.01 -0.03 0.06 0.09 -0.39* 
Target theta PC4 ITPS -0.19+ 0.04 0.00 -0.08 0.06 0.07 
Note. Spearman correlations at baseline between visual oddball time-domain and time-frequency 
components, neuropsychological measures, and cognitive post-concussion symptoms. 
 
Table 10 
Spearman Correlations between Auditory ERP Components, NP Measures, and PCS 










Target N1 amplitude -0.12 0.25* 0.06 0.07 0.06 -0.04 
Target N1 latency -0.12 0.04 0.03 0.08 -0.15 0.14 
Target delta PC2 ampl. 0.32* -0.09 0.11 0.03 -0.06 0.04 
Target theta PC3 ampl. 0.09 -0.24* -0.12 0.02 0.14 -0.07 
Novel unfilt PC3 ITPS 0.22+ -0.05 -0.16 -0.07 0.13 0.11 
Target theta PC1 ICPS -0.09 -0.01 -0.19+ 0.07 0.11 0.28* 
Target theta PC2 ICPS -0.08 -0.04 -0.15 0.03 0.07 0.23* 
Target theta PC3 ICPS -0.19+ 0.05 -0.13 0.05 0.06 0.23* 
Target theta PC4 ICPS -0.08 0.02 -0.13 0.05 0.08 0.27* 
Note. Spearman correlations at baseline between auditory oddball time-domain and time-
frequency components, neuropsychological measures, and cognitive post-concussion symptoms. 







 Descriptive statistics for the Brief Symptom Inventory-18 (BSI-18) are presented in Table 
11. A repeated-measures ANOVA of group (mTBI vs. IC) by time (baseline vs. six months) on 
the global severity index (GSI) revealed no significant effect of group but a main effect of time, 
where psychiatric symptoms decreased with time in both groups (F(1,81) = 6.99, p = 0.01).  
Table 11 
Descriptive Statistics of the Brief Symptom Inventory-18 
  Mean (SD) 
BSI Scales  mTBI IC 
Somatization T1 3.34 (3.27) 3.69 (4.40) 
 T2 2.14 (2.92) 2.29 (3.36) 
Depression T1 2.27 (3.82) 2.90 (4.86) 
 T2 2.21 (4.44) 1.61 (3.15) 
Anxiety T1 2.70 (3.81) 3.48 (5.02) 
 T2 2.32 (3.90) 2.25 (3.18) 
GSI T1 8.30 (9.32) 10.10 (12.5) 
 T2 6.67 (10.4) 6.14 (8.49) 
Note. Means and standard deviations by group and time point (T1 = baseline; T2 = six months 
later) of the BSI-18 subscales, including somatization, depression, and anxiety, and the total score 
or global severity index (GSI).  
 
Psychiatric and ERP Markers of Risk for Post-Concussion Symptoms 
To evaluate psychiatric symptoms as a risk factor for post-concussion symptoms in the 
mTBI group, correlations were conducted between cognitive post-concussion symptoms and 
psychiatric symptoms at baseline and follow-up. Results showed a moderate correlation between 
post-concussion symptoms and psychiatric symptoms within the mTBI group at baseline  (rho = 
0.57, p < 0.001) and a strong correlation six months later (rho = 0.73, p < 0.001).  
Next, logistic regression was employed to assess the power of psychiatric symptoms and 
ERP measures to predict whether service members in the mTBI group report cognitive post-
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concussion symptoms or not. ERP measures were included in these regression analyses if they 
showed a significant difference between the mTBI and at least one of the control groups at 
baseline. One ERP measure and the global severity index (GSI) of psychiatric symptoms were 
included in each logistic regression model. Regressions assessed the predictive power of these 
baseline measures for cognitive post-concussion symptoms at baseline and at the six month follow-
up. Positive beta coefficients and odds ratios over 1 indicate that an increase in the predictor 
variable is related to an increase in the odds of having cognitive post-concussion symptoms. 
Negative beta coefficients or odds ratios between 0 and 1 indicate that a decrease in the predictor 
variable is related to an increase in the odds of having cognitive post-concussion symptoms. For 
example, as seen in Table 12, a one-unit increase in psychiatric symptoms increases the odds of 
having cognitive post-concussion symptoms by a factor of 5.55 (the odds ratio), while a one-unit 
decrease in visual target theta amplitude increases the odds of having cognitive post-concussion 
symptoms by a factor of 2.04 (the inverse of the odds ratio of 0.49). 
As demonstrated in Tables 12 and 13, both psychiatric symptoms and ERP measures were 
unique predictors of cognitive post-concussion symptoms at baseline. More specifically, while 
holding psychiatric symptoms constant, decreased visual target theta amplitude and visual novel 
slow wave amplitude increased the odds of experiencing cognitive post-concussion symptoms at 
baseline. In addition, more functional connectivity (ICPS) to auditory targets between medial and 
bilateral frontal electrodes also increased the odds of experiencing cognitive post-concussion 
symptoms at baseline. On the other hand, only baseline psychiatric symptoms and not ERP 
measures predicted cognitive post-concussion symptoms at the six-month follow-up (see Tables 

















GSI 1.57 0.55 4.80 0.004** 
VIS Target P3 amplitude 0.11 0.27 1.12 0.67 
GSI 1.57 0.55 4.79 0.004** 
VIS Target P3 latency -0.12 0.27 0.89 0.65 
GSI 1.62 0.56 5.06 0.004** 
VIS Novel N2 latency -0.22 0.26 0.80 0.39 
GSI 1.63 0.58 5.10 0.005** 
VIS Novel P3 amplitude 0.29 0.27 1.34 0.28 
GSI 1.49 0.55 4.42 0.007** 
VIS Novel P3 latency 0.27 0.29 1.30 0.36 
GSI 1.71 0.62 5.55 0.006** 
VIS Target theta PC4 ampl. -0.72 0.29 0.49 0.01* 
GSI 1.57 0.55 4.83 0.004** 
VIS Novel unfilt PC3 ampl. 0.05 0.26 1.05 0.85 
GSI 1.57 0.57 4.79 0.006** 
VIS Novel unfilt PC4 ampl. -0.50 0.29 0.61 0.09+ 
GSI 1.56 0.54 4.77 0.004** 
VIS Target theta PC4 ITPS -0.05 0.27 0.95 0.86 
Note. Logistic regressions of baseline psychiatric symptoms (GSI) and visual oddball ERP 
measures predicting baseline cognitive post-concussion symptoms vs. no cognitive post-
























GSI 1.50 0.53 4.50 0.005** 
AUD Target N1 amplitude 0.02 0.25 1.02 0.93 
GSI 1.52 0.53 4.55 0.004** 
AUD Target N1 latency 0.15 0.25 1.17 0.55 
GSI 1.60 0.55 4.95 0.003** 
AUD Target delta PC2 ampl. 0.34 0.27 1.41 0.20 
GSI 1.51 0.54 4.55 0.005** 
AUD Target theta PC3 ampl. -0.16 0.24 0.85 0.51 
GSI 1.49 0.53 4.43 0.005** 
AUD Novel unfilt. PC3 ITPS 0.32 0.26 1.38 0.22 
GSI 1.57 0.56 4.81 0.005** 
AUD Target theta PC1 ICPS 0.79 0.32 2.21 0.01* 
GSI 1.47 0.54 4.33 0.006** 
AUD Target theta PC2 ICPS 0.47 0.27 1.60 0.09+ 
GSI 1.55 0.57 4.72 0.006** 
AUD Target theta PC3 ICPS 0.69 0.29 1.99 0.02* 
GSI 1.56 0.56 4.74 0.006** 
AUD Target theta PC4 ICPS 0.60 0.29 1.82 0.04* 
Note. Logistic regressions of baseline psychiatric symptoms (GSI) and auditory oddball ERP 
measures predicting baseline cognitive post-concussion symptoms vs. no cognitive post-
























GSI 0.88 0.42 2.41 0.03* 
VIS Target P3 amplitude 0.29 0.30 1.34 0.33 
GSI 0.83 0.41 2.30 0.04* 
VIS Target P3 latency 0.21 0.29 1.23 0.47 
GSI 0.82 0.41 2.28 0.04* 
VIS Novel N2 latency 0.18 0.29 1.20 0.54 
GSI 0.84 0.40 2.31 0.04* 
VIS Novel P3 amplitude -0.29 0.30 0.75 0.33 
GSI 0.82 0.41 2.27 0.048* 
VIS Novel P3 latency 0.13 0.30 1.14 0.65 
GSI 0.83 0.42 2.29 0.047* 
VIS Target theta PC4 ampl. -0.19 0.29 0.83 0.52 
GSI 0.82 0.41 2.26 0.048* 
VIS Novel unfilt PC3 ampl. -0.15 0.31 0.86 0.63 
GSI 0.85 0.41 2.34 0.04* 
VIS Novel unfilt PC4 ampl. 0.06 0.29 1.06 0.84 
GSI 0.96 0.43 2.60 0.03* 
VIS Target theta PC4 ITPS -0.59 0.32 0.55 0.06+ 
Note. Logistic regressions of baseline psychiatric symptoms (GSI) and visual oddball ERP 
measures predicting cognitive post-concussion symptoms vs. no cognitive post-concussion 
























GSI 0.87 0.41 2.39 0.04* 
AUD Target N1 amplitude -0.14 0.29 0.87 0.62 
GSI 0.86 0.42 2.36 0.04* 
AUD Target N1 latency -0.33 0.31 0.72 0.29 
GSI 0.89 0.42 2.43 0.03* 
AUD Target delta PC2 ampl. 0.13 0.28 1.14 0.64 
GSI 0.89 0.41 2.43 0.03* 
AUD Target theta PC3 ampl. 0.16 0.28 1.18 0.57 
GSI 0.88 0.41 2.40 0.03* 
AUD Novel unfilt. PC3 ITPS 0.20 0.28 1.22 0.49 
GSI 0.87 0.41 2.39 0.04* 
AUD Target theta PC1 ICPS 0.03 0.28 10.3 0.92 
GSI 0.87 0.41 2.39 0.04* 
AUD Target theta PC2 ICPS 0.06 0.28 1.06 0.84 
GSI 0.88 0.42 2.40 0.03* 
AUD Target theta PC3 ICPS -0.05 0.28 0.95 0.86 
GSI 0.88 0.42 2.41 0.03* 
AUD Target theta PC4 ICPS -0.07 0.28 0.93 0.80 
Note. Logistic regressions of baseline psychiatric symptoms (GSI) and auditory oddball ERP 
measures predicting cognitive post-concussion symptoms vs. no cognitive post-concussion 
symptoms within the mTBI group at the six month follow-up (n = 55). 
 
Blast vs. Impact mTBI 
 The final aim was to assess electrophysiological and neuropsychological differences 
between blast-related and impact-related mild TBI. T-tests were conducted to compare blast and 
impact mTBI subgroups on the ERP and neuropsychological measures previously presented. 
Results revealed a few notable differences between these groups. Specifically, the blast-related 
mTBI group (n = 43) showed larger amplitude than the impact-related mTBI group (n = 44) for 
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visual target delta P3 (PC1: t(85) = 2.46, p = 0.02), visual novel slow wave (PC4: t(85) = 3.58, p 
< 0.001), auditory target theta during N1/P2 (PC3: t(84) = 2.38, p = 0.02) and after P3 (PC1: t(84) 
= 1.98, p = 0.04), and auditory novel delta P3 (PC1: t(84) = 2.58, p = 0.01). Group comparisons 
of neuropsychological measures revealed a significant difference for the WAIS-IV PSI, where 
blast-induced mTBI demonstrated slower processing speed than impact-induced mTBI (t(87) = -
3.08, p = 0.002). These group differences in time-frequency ERP measures and processing speed 
were present despite no difference between the blast-related and impact-related mTBI subgroups 
in self-reported post-concussion symptoms (t(82) = -0.21, p = 0.83). Finally, no significant group 





Chapter 4: Discussion 
The current study assessed the time course of cognitive recovery from mild TBI. Mild TBI 
has been associated with long-term cognitive complaints, although neurophysiological evidence 
to assess the brain basis of such complaints is sparse. Our study used advanced time-frequency 
EEG/ERP methodology, which includes sensitive measures for isolating rapid regional brain 
activity and the functional communication within and between brain networks, to longitudinally 
assess cognitive changes after mTBI over a 7 to 9 month period. Cognitive functioning was also 
evaluated with objective neuropsychological tests. In addition, the relationships between abnormal 
ERP findings and objective and subjective measures of cognitive functioning (i.e., 
neuropsychological tests and self-reported cognitive symptoms, respectively) were evaluated to 
assess the validity of ERP biomarkers of impairment following mTBI. Next, given evidence 
demonstrating that psychiatric symptoms are a risk factor for cognitive complaints following 
mTBI, we also assessed the relative power of psychiatric symptoms versus abnormal ERP 
measures for predicting cognitive post-concussion symptoms. Finally, the differential effect of 
blast-related versus impact-related mTBI was evaluated with EEG/ERP and neuropsychological 
measures.  
Results revealed significant differences between the mTBI group and the control groups 
across several ERP measures at baseline, or the acute to post-acute period (about 4-11 weeks after 
injury). Most group differences remained significant after controlling for PTSD symptoms 
severity. Neuropsychological test performance only differed between groups on measures of visual 
sustained attention, but these differences were not significant when accounting for PTSD symptom 
severity. Some abnormal ERP findings were significantly related to cognitive post-concussion 
symptoms and neuropsychological test performance, but these relationships were generally small. 
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Results also indicated that no group differences were observed across electrophysiological 
measures at the 6 month time point. Both abnormal ERP findings and psychiatric symptoms 
uniquely predicted the presence of cognitive post-concussion symptoms at baseline, but only 
psychiatric symptoms predicted these cognitive symptoms six months later. Finally, comparisons 
of blast-related vs. impact-related mTBI revealed a few significant differences in time-frequency 
amplitude measures, as well as significantly slower processing speed among the blast-related 
mTBI group. 
These results provide strong evidence that mTBI leads to cognitive changes that persist in 
the acute to post-acute period. Furthermore, ERP time-frequency measures were more sensitive 
than neuropsychological tests for capturing these cognitive changes. Critically, cognitive 
functioning as assessed by ERP measures returned to a level indistinguishable from controls 7-9 
months following mTBI, even though 38% of mTBI patients continued to report cognitive post-
concussion symptoms. Our findings suggests that these persistent cognitive complaints are more 
related to psychiatric symptoms than to the direct effects of brain injury. 
Neurophysiological Findings 
 As predicted, group comparisons of time-domain ERP components revealed several 
significant differences at baseline. Specifically, P3 amplitude to visual targets (i.e., P3b) and P3 
amplitude to visual novels (i.e., P3a) were reduced in the mTBI group relative to controls; 
however, group differences in P3b amplitude remained significant when controlling for PTSD 
symptom severity while the group effect on P3a amplitude diminished to trend-level. In addition, 
N2 and P3 latency to visual novels was slower in the mTBI group compared to health service 
members, which suggests that delays in processing speed may be specific to emotionally salient 
stimuli. Blunted P3b amplitude following mTBI suggests alterations in the top-down process of 
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cognitive categorization and context updating. Several studies have reported reductions in P3b 
amplitude following TBI (Campbell et al., 1990; Cavanagh et al., 2019; Dautricourt et al., 2017; 
Gosselin et al., 2006; Lachapelle et al., 2008; Lew et al., 2004, 2007; Naito et al., 2005; Rugg et 
al., 1988; Solbakk et al., 2000, 2002), and this finding has been observed in other cases of 
neurological and psychiatric disease, such as dementia, PTSD, ADHD, substance abuse, 
psychopathy, and general externalizing psychopathology (Anderson et al., 2015; Bernat et al., 
2011; Cecchi et al., 2015; Gilmore et al., 2010, 2018; Iacono et al., 2003). Thus, a diminished P3b 
amplitude represents a sensitive but not specific biomarker of mTBI and may be generic index of 
cognitive dysfunction. 
On the other hand, analysis of auditory ERP components did not reveal significant group 
differences for the primary components of interest (i.e., N2 and P3), but early auditory sensory 
processing as indexed by N1 amplitude and latency was impacted in mTBI. The mTBI group 
showed reduced N1 amplitude and shorter N1 latency to target stimuli relative to controls. These 
findings are somewhat inconsistent with previous literature showing that auditory ERPs are more 
susceptible to TBI (Duncan et al., 2005); however, factors like TBI severity and time since injury 
may play a role in this discrepancy.  In fact, studies with samples more closely matched to the 
current study sample in terms of TBI severity and time since injury have demonstrated similar 
differences in visual ERPs compared to controls (Gaetz & Bernstein, 2001; Lachapelle et al., 
2008).  
 Group comparisons of time-frequency ERP components also revealed significant 
differences between the mTBI group and control groups. Unlike the time-domain ERP results, 
several group differences were observed across both the visual and auditory oddball time-
frequency measures. More specifically, group differences in amplitude were observed in visual 
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target and novel delta and theta components as well as auditory target delta and theta components. 
In addition, group differences in ITPS were found in response to visual targets and auditory novels, 
and ICPS differences were observed in response to auditory targets. 
As anticipated, reductions in frontocentral theta amplitude were observed in the mTBI 
group in response to visual and auditory target stimuli, and reductions in delta amplitude were 
found in response to auditory targets when a frontocentral cluster of electrodes was assessed. 
Reduced delta and theta activity in frontocentral areas in response to target stimuli suggest that 
mTBI affects salience and control processes supported by the frontal regions of the brain, such as 
the prefrontal cortex and ACC. These findings are consistent with fMRI research on mTBI 
showing reduced activity in frontal brain regions, including the dlPFC, right medial frontal gyrus, 
ACC, and the right precentral gyrus (Eierud et al., 2014; Mayer et al., 2015). 
While target elicited time-frequency amplitude findings were consistent with our 
hypotheses, time-frequency amplitude findings in response to visual novels were not. Reductions 
in theta and delta amplitudes in response to novels were not observed in the mTBI group relative 
to controls. While this study did not include specific hypotheses on comparisons between the two 
control groups, a few interesting differences emerged in response to visual novels. Namely, the 
injured control group displayed heightened delta and theta amplitude during the N2/P3 time 
window and enhanced late slow wave amplitude relative to the health service member group, while 
the mTBI group showed mean amplitudes between these two groups but closer to the IC group. 
These findings were consistent with time-domain results showing larger N2 and SW amplitudes 
for the IC group relative to the HSM group. Thus, service members with recent trauma exposure, 
irrespective of brain injury, showed heightened responding to emotional stimuli (i.e., novel 
pictures). Increased amplitude during the N2/P3 time window to novel stimuli is associated with 
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the orienting response (Barceló et al., 2002; Friedman et al., 2001; Kopp et al., 2006; Nieuwenhuis 
et al., 2011; Wessel & Aron, 2013; Wienke et al., 2018) and the late slow wave (analogous to the  
late positive potential in picture viewing tasks) to visual emotional stimuli is related to enhanced 
sustained attention (Hajcak et al., 2009). Therefore, our results suggest that trauma survivors show 
heightened orienting and visual sustained attention to emotional salient stimuli. Of note, these 
findings were apparent even after controlling for PTSD symptom severity, suggesting that PTSD 
symptoms do not account for the heightened response to novel stimuli in trauma survivors. 
Therefore, trauma history alone, regardless of PTSD symptom severity, may be an important factor 
in attentional disturbances, as a few previous ERP studies have demonstrated (Wei et al., 2010; Y. 
Zhang et al., 2014). 
In summary, the mTBI group showed reductions in target-elicited delta and theta amplitude 
components that reflect cognitive processes mediated by the prefrontal cortex, whereas trauma 
survivors displayed heightened orienting and visual sustained attention to emotionally salient 
novel stimuli. These effects were only seen at baseline, approximately 4-11 weeks post injury. 
Time-frequency phase synchrony measures also revealed significant group effects at 
baseline. Results revealed a main effect of group for early theta ITPS to auditory novels, with 
reduced ITPS in the mTBI and IC groups relative to the HSM group. In addition, a trend-level 
reduction in late theta ITPS to visual targets was observed for the mTBI group relative to controls, 
mirroring theta amplitude findings. Taken together, these results suggest subtle abnormalities in 
the consistency of frontocentral neural responses in the mTBI group.  
 Contrary to our hypotheses, time-frequency ICPS results showed increased rather than 
reduced functional connectivity (FC) between the salience and control networks for the mTBI 
group relative to controls. More specifically, result revealed increased theta ICPS between medial 
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and bilateral prefrontal electrodes in response to auditory targets for the mTBI group compared to 
the HSM group, and significant differences were seen across all four principal components (PCs), 
which ranged from about 50 ms to 800 ms and 4 Hz to 7.5 Hz. ICPS for the IC group was 
significantly greater than the HSM group for one of these four PCs, but did not differ significant 
from the mTBI or HSM groups for the other three PCs. In addition, findings showed enhanced 
theta ICPS during the P3 time window to visual novels for the IC group relative to the HSM group, 
with mean ICPS for the mTBI in between the two control groups.  
While our ICPS findings were not expected based on neuroimaging literature showing 
reduced FC in frontal brain regions (Gilmore et al., 2016; Han et al., 2014; Kumar et al., 2009; 
Mayer et al., 2012; Palacios et al., 2017; Reches et al., 2017; Slobounov et al., 2011; Sponheim et 
al., 2011; K. Zhang et al., 2012; Zhou et al., 2014), there is some evidence to support increased FC 
following mTBI (Iraji et al., 2015; Mayer et al., 2011; Messé et al., 2013; Shumskaya et al., 2012; 
Stevens et al., 2012; Zhou et al., 2012). Increased FC between the salience and control networks 
(ACC and dlPFC) may reflect a compensatory process in which the brain increases its coordination 
in order to maintain effective behavior in the face of reduced cognitive capacity, as has been 
suggested in previous literature (Mayer et al., 2011; Messé et al., 2013; Shumskaya et al., 2012; 
Stevens et al., 2012; Zhou et al., 2012). This compensatory process of abnormally greater top-
down attentional control may help explain the excessive cognitive fatigue reported by mTBI 
patients (Mayer et al., 2011; Shumskaya et al., 2012), although more research is needed to elucidate 
this relationship. Studies that have found increased FC in frontal salience and control networks 
have assessed mTBI patients in the acute to post-acute period following injury (Iraji et al., 2015; 
Mayer et al., 2011; Messé et al., 2013; Shumskaya et al., 2012; Stevens et al., 2012; Zhou et al., 
2012), and one longitudinal study showed that reduced FC in frontal regions develops later, in the 
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chronic period following mTBI (Messé et al., 2013). In addition, a meta-analysis of mTBI 
structural connectivity abnormalities using anisotropy values derived from DTI demonstrated 
elevated anisotropy values in the acute period and depressed anisotropy values in the chronic 
period following mTBI (Eierud et al., 2014). Thus, our results provide further evidence of a 
cognitive compensatory process that seems to be temporary and occur in the acute to post-acute 
period following mTBI.  
Another common factor among the studies showing greater frontal FC following mTBI is 
the use of resting-state designs. To our knowledge, the current study is the first to show mTBI-
related increases in event-related FC during a cognitive task. Event-related designs provide strong 
ecological validity: they capture dynamic functional changes during high-order cognitive tasks, 
mimicking the real-word circumstances in which patients experience cognitive symptoms. Patients 
with post-concussive symptoms complain of cognitive difficulties when they engage in a goal-
directed task. On the other hand, resting-state designs involve no cognitive task and no control 
over the mental activities of participants. While our results of enhanced FC are consistent with 
studies using resting-state paradigms, a few studies using task-based EEG studies have found the 
opposite effect (i.e., reduced FC in frontal regions; Kumar et al., 2009; Reches et al., 2017; Smith 
& Allen, 2019). This discrepancy may be due to variety of factors, such as varying FC measures 
analytic approaches, and frontal electrodes assessed, different tasks, different samples (military vs. 
civilian) and variable time periods from injury to assessment, but more research is needed to 
elucidate the cause of this discrepancy.  
One important and somewhat unexpected takeaway of the current study is that 
neurophysiological functioning in the mTBI group returned to a level indistinguishable from 
controls at the six-month follow-up assessment, or 7-9 months post-injury. No significant group 
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differences were found on any EEG/ERP measure at follow-up. A limitation of this study is that 
only the injured control group was included in follow-up analyses, not the healthy service members 
control group. Thus, group difference may have been observed at follow-up if the mTBI group 
was compared to the HSM group, especially on those measures that only showed significant 
differences between the mTBI and HSM groups and not the mTBI and IC groups at baseline. 
Nevertheless, significant differences between the mTBI and IC groups were observed in many 
cases at baseline, so the null effects at follow-up are notable. These findings help clarify 
inconsistent results in the literature regarding the chronicity of cognitive impairment following 
mTBI as indexed by ERP measures (Cavanagh et al., 2019; Clark et al., 1992; Folmer et al., 2011; 
Gosselin et al., 2011; Lew et al., 2007; Nandrajog et al., 2017; Segalowitz et al., 2001). 
 
Neuropsychological Findings 
 No significant differences were observed between the mTBI and control groups at baseline 
on any of the neuropsychological measures, including tests of processing speed, working memory, 
response inhibition, and sustained attention. A few studies have demonstrated chronic 
neuropsychological differences between mTBI patients and controls (Pertab et al., 2009; 
Vanderploeg et al., 2005), but our results are consistent with research showing that 
neuropsychological functioning returns to baseline within three months following mTBI (Belanger 
et al., 2005; Binder et al., 1997; Frencham et al., 2005; Ponsford et al., 2000; Rohling et al., 2011). 
While several studies have demonstrated deficits in processing speed, attention, working memory, 
and executive functioning in the acute period following mTBI (Belanger et al., 2005; Binder et al., 
1997; Frencham et al., 2005; Ponsford et al., 2000; Rohling et al., 2011), the time range of the 
baseline assessment from the acute to post-acute phase (about 4-11 weeks post-injury) may explain 
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the null baseline effects. That is, neuropsychological abnormalities in the mTBI group may have 
been observed if the baseline assessment was conducted in the acute phase (1-6 weeks) for all 
participants. 
Of note, the mTBI group showed poorer sustained attention compared to the HSM group, 
but this difference was not statistically significant when accounting for PTSD symptom severity. 
These results suggest that PTSD symptoms may negatively impact sustained attention among 
individuals who recently sustained mTBI, as has been shown in previous work (Barlow-Ogden, 
2012; Esterman et al., 2019).  
Results also revealed that performance on neuropsychological tests improved with time in 
both groups. These improvements likely reflect practice effects rather than genuine improvements 
in cognitive functioning (Estevis et al., 2012). 
In summary, although we expected some mTBI-related neuropsychological effects at 
baseline, the lack of group differences in neuropsychological performance compared to ERP 
measures is generally consistent with our hypotheses. These findings add to the growing body of 
literature demonstrating that neuroimaging methods (e.g., ERP/EEG measures in the current study) 
are more sensitive to the effects of mTBI than neuropsychological measures (Belanger et al., 2007; 
Bigler, 2013; Mayer et al., 2011; Slobounov et al., 2011). 
Blast vs. Impact mTBI Findings 
 The current study also explored the differential effects of blast-related versus impact-
related mTBI on neurophysiological and neuropsychological functioning. Results revealed 
significantly heightened delta and theta amplitude for participants who sustained a blast-related 
mTBI compared to those who sustained an impact-related mTBI. More specifically, the blast-
related mTBI group showed enhanced delta P3 activity in response to visual targets and auditory 
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novels, and increased theta activity following P3 to auditory targets. Alternatively, no differences 
were observed for these components between the primary groups (i.e., mTBI, IC, and HSM).  
Two components, however, showed significant differences between both the primary 
groups and the blast versus impact mTBI subgroups: theta N1 amplitude to auditory targets and 
slow wave amplitude to visual novels. The blast-related mTBI subgroup demonstrated increased 
activity in both of these components relative to the impact-related mTBI group. In the primary 
group comparisons, these components were reduced in the mTBI group relative to the IC group. 
Of note, the mean amplitudes of the blast-related mTBI subgroup were much closer to those of the 
IC group than the impact-related mTBI subgroup. Approximately half of the participants in the IC 
group were exposed to blast as their primary injury mechanism, so perhaps blast exposure alone, 
irrespective of brain injury, can lead to subtle neurophysiological changes as one study has 
demonstrated (Robinson et al., 2015). Statistical comparisons of the blast- and impact-related 
mTBI subgroups with the two control groups was beyond the scope of the current study, but future 
research assessing the differential effects of injury mechanism on brain functioning should include 
blast exposed and non-blast exposed control groups with special attention to the range or distance 
from the blast explosion. 
To our knowledge, no studies have directly compared the effects of different mechanisms 
of recently sustained mTBI on brain functioning in a military sample. Most research to date has 
compared blast-related mTBI to controls, with the blast mTBI group showing diffuse axonal injury 
(measured with DTI) and reduced functional connectivity as measured by fMRI and EEG 
(Davenport et al., 2012; Fischer et al., 2014; Sponheim et al., 2011; Vakhtin et al., 2013). While 
the current study found disruptions in functional connectivity in the mTBI group overall, no 
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differences in functional connectivity were observed between blast- and impact-related mTBI 
subgroups.  
 In addition to these ERP differences, our results also revealed significantly slower 
processing speed in the blast-related mTBI group compared to the impact-related mTBI group, 
which is the first study to our knowledge to show such an effect. The hypothesized neuropathology 
of blast-related TBI is diffuse axonal injury or wide-spread disruption in white matter integrity 
(Davenport et al., 2012), which is known to be associated with processing speed deficits. Thus, 
relative to focal injury seen in impact-related brain injury, slower processing speed in the blast-
related mTBI subgroup is consistent with the hypothesized neuropathology. 
While this study found subtle differences in neurophysiological and neuropsychological 
measures between the blast-related and impact-related mTBI subgroups, self-reported post-
concussion symptoms did not differ between subgroups. This suggests that the observed ERP and 
neuropsychological differences do not reflect differences in self-reported cognitive complaints.  
 
Validity of Abnormal ERP Measures 
At baseline, nearly half of mTBI patients reported at least one new cognitive post-concussion 
symptom (i.e., forgetfulness, poor concentration, and/or taking longer to think), whereas only 14% 
of IC patients reported these symptoms. After six months, 38% of mTBI patients were still 
suffering from at least one cognitive post-concussion symptom. These results are consistent with 
previous research showing that a substantial subset on individuals experience persistent cognitive 
post-concussion symptoms following mTBI (Dikmen et al., 2016; Iverson, 2005; Levin & Diaz-
Arrastia, 2015; McMahon et al., 2014; Meares et al., 2011). 
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 In order to evaluate the validity and clinical utility of ERP biomarkers of impairment 
following mTBI, correlations between abnormal ERP findings and objective and subjective 
measures of cognitive functioning within the mTBI group were assessed. Significant correlations 
were observed between self-reported cognitive post-concussion symptoms and time-frequency 
amplitude and phase synchrony measures. More specifically, reduced delta and theta amplitudes 
and increased functional connectivity between medial and bilateral prefrontal regions were 
associated with more severe cognitive post-concussion symptoms. In addition, several ERP 
measures were correlated with performance on neuropsychological tests, although no specific 
pattern emerged (i.e., significant correlations were distributed across ERP measures and 
neuropsychological tests). Although correlations were of small magnitude, our results provide the 
first evidence that ERP time-frequency amplitude and phase synchrony measures are valid 
biomarkers of cognitive impairment following military mTBI. 
 The predictive validity of abnormal ERP measures was also assessed relative to a known 
risk factor for persistent cognitive post-concussion symptoms, psychiatric symptoms. In the acute 
to post-acute period following mTBI (i.e., baseline), abnormal frontocentral theta amplitude and 
ICPS (i.e., functional connectivity between medial and bilateral prefrontal regions) significantly 
increased the odds of reporting cognitive post-concussion symptoms while holding psychiatric 
symptoms constant. In addition, more psychiatric symptoms significantly increased the odds of 
reporting cognitive post-concussion symptoms while controlling for abnormal ERP measures. 
These results demonstrate that both abnormal frontocentral theta activation and connectivity and 
psychiatric symptoms are independent predictors of cognitive post-concussion symptoms in the 
acute to post-acute period following mTBI. Thus, post-concussion symptoms in this time period 
seem to be the result of both the direct alteration of brain functioning caused by brain injury and 
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the symptoms of depression, anxiety, and somatization that may be related to difficulties coping 
with injury and trauma. 
 We also assessed the validity of baseline abnormal ERP measures and psychiatric 
symptoms for predicting persistent cognitive post-concussion symptoms in the chronic phase (i.e., 
7-9 months following mTBI). Results revealed that only psychiatric symptoms significantly 
increased the odds of persistent cognitive post-concussion symptoms, not abnormal ERP measures. 
In addition, the relationship between psychiatric symptoms and cognitive complaints strengthened 
with time, from a moderate correlation at baseline to a strong correlation at follow-up. Taken 
together, our results suggest that cognitive complaints in the acute to post-acute period are best 
explained by abnormal neurophysiological and psychiatric functioning, whereas cognitive 
complaints in the chronic period are best predicted by psychiatric symptoms experienced early 
after injury. These findings are consistent with previous literature demonstrating that psychiatric 
symptoms are a significant risk factor for post-concussion symptoms in the chronic period 
following mTBI (Brenner et al., 2010; Ponsford et al., 2000; van der Naalt et al., 2017). Of note, 
several studies have identified pre-injury mental health problems as an important factor in 
incomplete recovery following mTBI; however, the current study excluded individuals with a 
history of psychiatric disorders. Thus, our findings demonstrate that even without a prior history 
of mental health problems, individuals who sustain an mTBI are at risk for persistent cognitive 
post-concussion symptoms if they develop psychiatric symptoms early after injury. 
Methodological Utility of Time-Frequency Measures 
To replicate previous work and to validate the present TF measures, multiple regression 
models were employed to show the contributions of delta and theta to the primary time-domain 
components of interest (i.e., N2 and P3). Results demonstrated that delta and theta components 
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contributed unique variance to the amplitude of N2 and P3 components across stimulus type. 
Although both frequencies contributed significant variance to the time-domain N2 and P3 
amplitudes, delta accounted for more variance than theta across targets and novels, consistent with 
previous literature (Bachman & Bernat, 2018). These results add to the mounting body of evidence 
that distinct processes confounded in the time-domain can be well-represented in the delta and 
theta frequency bands (Bachman & Bernat, 2018; Başar et al., 2001; Bernat et al., 2011, 2015; 
Demiralp, Ademoglu, Comerchero, et al., 2001; Demiralp, Ademoglu, Istefanopulos, et al., 2001; 
Foti et al., 2015; Harper et al., 2014; S. Karakaş et al., 2000; Kolev et al., 1997; Spencer & Polich, 
1999; Watts et al., 2018; Yordanova et al., 2000), and they demonstrate the utility of time-
frequency PCA methods for novelty oddball tasks specifically (Bachman & Bernat, 2018). One 
exception was in the case of the N2 in response to auditory novels, where neither delta nor theta 
contributed unique variance. The N2 deflection was not apparent in the auditory novel time-
domain waveform, which may explain why delta and theta oscillations in the time range of the N2 
did not significantly explain variance in the amplitude of the time-domain N2 component.  
This study demonstrates the utility of time-frequency analysis in several ways. First, while 
the group effects were similar between time-domain and time-frequency amplitude measures, there 
were a few notable differences. As discussed previously, P3b amplitude to visual targets was 
diminished in the mTBI group relative to controls. However, neither delta nor theta were reduced 
in the time range of the P3b for the mTBI group. Reductions in theta amplitude to visual targets 
were only seen in the time range following the P3b peak. In addition, important distinctions in 
group effects between time-domain and time-frequency measures were observed in response to 
visual novels. Time-domain results revealed enhanced N2 amplitude for the IC group, and to a 
lesser degree the mTBI group, relative to the HSM group. Findings also demonstrated reduced P3a 
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amplitude for the mTBI group, and to a less degree the IC group, relative to the HSM group. 
Alternatively, time-frequency results showed only enhanced (not reduced) delta and theta activity 
during the N2/P3 time range for the IC and mTBI groups relative to the HSM group. Thus, the P3a 
reduction effect in the time-domain is likely due to the overlap in time between the N2 and P3a 
components and the separable contributions of underlying activity in the delta and theta frequency 
bands. The 4 Hz theta oscillation is enhanced in a negative deflection around the time of the N2, 
but this enhanced negative oscillation occurs in the same time range as the start of the time-domain 
P3a, leading to the appearance of a reduced P3a amplitude in the time-domain. Thus, absent time-
frequency analysis, we may have concluded that the mTBI group showed a blunted P3a response, 
but if fact the mTBI group showed enhanced activation in this time range compared to the HSM 
group. 
In addition to the benefits of time-frequency amplitude measures relative to time-domain 
approaches, this study demonstrates the utility of phase synchrony measures for assessing 
disruptions within and between neural networks following mTBI. Our findings add to the growing 
body of literature showing that even mild TBI can result in disordered network communication, 
and they also provide the first task-based EEG evidence of a cognitive compensatory process in 
the acute to post-acute period following injury in a military sample.  
A final notable strength of time-frequency measures apparent from the current study is the 
convergent validity with self-reported post-concussion symptoms. That is, only time-frequency 
amplitude and phase synchrony measures were related to post-concussion symptoms, time-domain 
amplitude and latency measures were not. Thus, time-frequency measures show great promise as 
a valid biomarkers of cognitive dysfunction following mTBI. 
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Clinical Utility of EEG/ERP Measures 
EEG/ERP methods have important methodological and practical advantages over MRI 
methods, namely, high temporal resolution to capture rapid cognitive processes and low financial 
cost. Event-related potential methods are particularly useful as measures of brain function relative 
to structural neuroimaging and resting-state functional neuroimaging approaches. They capture 
dynamic functional changes during high-order cognitive and affective tasks, mimicking the real-
word circumstances in which patients experience psychological and/or neurocognitive symptoms. 
Finally, EEG systems are already available and widely used at most hospitals in the Unites States. 
Thus, EEG/ERP measures have great potential as indicators of cognitive dysfunction and recovery, 
but there is a need to establish normative data and standardized analytic procedures before clinical 
application is feasible. Indeed, promising efforts in the sport concussion field have shown 
preliminary evidence for establishing the clinical utility of a standardized EEG-based measure that 
includes a normative reference group (Eckner et al., 2016; Kiefer et al., 2015; Kontos et al., 2016; 
Reches et al., 2017).   
Strengths 
The present study addressed many scientific gaps in the assessment of cognitive concerns 
following military mTBI as prioritized by the  VA/DoD Clinical Practice Guideline for the 
Management of Concussion-Mild Traumatic Brain Injury (Department of Veterans Affairs, 2016). 
First, the current study evaluated participants longitudinally from the acute/post-acute to chronic 
period following mTBI, thus providing important information on the time course of recovery from 
military mTBI. Second, this study included a relatively large sample of service members, a 
significant improvement from prior neuroimaging studies, which increases the generalizability and 
accuracy of our findings. Third, baseline analyses utilized two control groups in order to account 
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for several potential confounds, such as recent trauma exposure, recent injury, blast exposure, and 
military service. Next, multiple methods of assessment were employed, which provided a 
comprehensive understanding of cognitive functioning following military mTBI and afforded the 
evaluation of the validity of EEG/ERP biomarkers of cognitive dysfunction as described above. 
Finally, this was the first study to assess mechanism-specific physiological responses between 
blast-related and impact-related military mTBI in the acute to post-acute period, thus providing 
initial evidence of a unique pathophysiology following blast-related mTBI.  
Limitations & Future directions 
 As mentioned previously, the first limitation of this study is that only the injured control 
group was included in follow-up analyses, not the healthy service members control group. Thus, 
any effect of recent traumatic injury (shared by the mTBI and IC groups) could not be determined 
at the follow-up assessment.  
 Much of the ERP literature on mTBI has assessed patients in the chronic phase, with large 
variability in the time from injury to assessment. Given that cognitive symptoms tend to be 
heightened in the acute period and improve with time, cognitive assessment of mTBI from the 
acute to chronic period is critical. A primary strength of our study is the longitudinal assessment 
of patients with mTBI from the acute/post-acute to the chronic period. However, one limitation is 
the range of time from injury to baseline assessment (about 4-11 weeks), given that significant 
recovery is thought to occur in the first few weeks and months following injury. Although we 
aimed to assess individuals as soon as possible following mTBI, many of our participants had 
significant orthopedic injuries that required medical attention and hospitalization. The baseline 
assessment was delayed until patients were medically stable and no longer taking pain medication. 
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However, future work should attempt to narrow the time since injury assessment window, or assess 
whether time since injury had any impact on the primary effects.    
 As discussed previously, there is a need to establish normative data and standardized 
analytic procedures before clinical application of EEG/ERP indicators of cognitive dysfunction 
and recovery is possible. Promising efforts in the sport concussion literature have shown 
preliminary evidence for establishing the clinical utility of a standardized EEG-based measure that 
includes a normative reference group (Eckner et al., 2016; Kiefer et al., 2015; Kontos et al., 2016; 
Reches et al., 2017). One recent study on sports concussion demonstrated that EEG measurement 
was significantly more accurate in diagnosing concussion than a symptom questionnaire alone, 
and the authors presented a compelling argument for utilizing EEG measurement in the locker 
room to provide an immediate and objective mTBI assessment to determine if players can return 
to the field (McNerney et al., 2019). A similar assessment could be beneficial for return to duty 
decisions following mTBI in the military. But before such an application is possible, future work 
using time-frequency EEG/ERP measures should aim to establish a normative military reference 
group with a standard set of cognitive ERP tasks. The novelty oddball task is a relatively simple 
task of stimulus discrimination and categorization, and previous research has shown that task 
difficulty can impact the ability to detect TBI-related group differences (Duncan et al., 2005). 
Future studies, especially those aimed at developing normative data, should utilize tasks that index 
a range of cognitive functions that are commonly impacted in TBI. In addition, replication of our 
findings is necessary before clinical application is warranted, including establishing quantitative 
cutoffs for maximizing the sensitivity and specificity of ERP biomarkers. 
 Finally, given the limited research on blast-related mTBI, we explored the differential 
effects of blast versus impact mTBI on cognitive functioning. While our study showed subtle 
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differences in time-frequency amplitude components and processing speed between these mTBI 
subgroups, more research utilizing multiple methods of assessment is needed to better understand 
if blast-related mTBI has a unique neural signature and unique cognitive consequences. Future 
work should not only compare varying mTBI injury mechanisms but also include military control 
groups with and without blast exposure. In addition, researcher should consider distance from blast 
explosion in their analyses given research showing greater cognitive effects of close-range blasts 
(< 10 meters; Robinson et al., 2015). 
 
Conclusions 
In conclusion, this study provides compelling evidence that mTBI leads to cognitive 
changes that persist in the acute to post-acute period following injury (i.e., up to 12 weeks). These 
cognitive changes were reflected by alterations in ERP time-frequency amplitude and phase 
synchrony measures, and they remained apparent even when controlling for PTSD symptoms. 
Abnormal ERP time-frequency measures were related to self-reported cognitive complaints, 
suggesting that these ERP measures are valid biomarkers of cognitive dysfunction. 
Neuropsychological test performance, on the other hand, was not sensitive to mTBI. Critically, 
cognitive functioning as assessed by ERP measures returned to a level indistinguishable from 
controls 7-9 months following mTBI, even though more than a third of mTBI patients continued 
to report cognitive complaints. Our findings suggest that these persistent cognitive complaints are 
more related to psychiatric symptoms than to the direct effects of brain injury. Therefore, our 
findings have a few main clinical implications: 1) ERP time-frequency measures provide a valid 
and sensitive assessment of cognitive changes up to 12 weeks following mTBI, 2) military patients 
should be carefully screened for psychiatric symptoms following mTBI; and 3) these symptoms 
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should be addressed as soon as possible after injury in order to reduce the risk of persistent 
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