In this paper, two different spectral datasets are used in order to estimate reaction rate constants using different algorithms. Dataset 1 consists of short-wavelength near-infrared (SW-NIR) spectra taken in time of the two-step epoxidation of 2,5-di-tert-butyl-1,4-benzoquinone using tert-butyl hydroperoxide and Triton B catalyst. This dataset showed moderate reproducibility. Dataset 2 consists of UV-VIS recorded spectra of the consecutive reaction of 3-chlorophenylhydrazonopropane dinitrile with 2-mercaptoethanol. This dataset showed good reproducibility. Two-way and three-way methods were used in order to estimate the reaction rate constants for both datasets. For the SW-NIR dataset the lowest standard deviations for the reaction rate constants were obtained with a two-way method. The lowest standard deviations for the reaction rate constant estimates for the UV-VIS dataset were obtained with a two-way method which uses spectral information that is known in advance. In this case the pure spectrum of two reacting absorbing species is known in advance and this information was used by the two-way method. For one two-way method and a few three-way methods which do not use spectral information that is known in advance, pure spectra of the reacting absorbing species of the UV-VIS dataset were estimated which showed excellent agreement with the recorded pure spectra. The pure spectra of the reacting absorbing species for the SW-NIR dataset were not estimated, because it was not possible to record the real pure spectra of these species. For both spectral datasets, quality assessment has been performed using a jackknife method.
Two different datasets are used to test the performance of the two-way and three-way methods. Dataset 1 consists of SW-NIR spectra of the epoxidation of 2,5-di-tert-butyl-1,4-benzoquinone [8, 11, 39] . Dataset 2 consists of UV-VIS spectra of the consecutive reaction of 3-chlorophenylhydrazonopropane dinitrile with 2-mercaptoethanol [12, 13, 16, 40] . Dataset 1 has a moderate noise level and dataset 2 has a low noise level. Hence both datasets represent extremes of what can be expected in chemical practice.
THEORY

Notation
Boldface capital characters denote matrices, boldface lower-case characters denote vectors and boldface underlined capital characters denote three-way arrays. Define a matrix X with dimensions M Â N. Then X T represents the transpose of X, X 71 represents the inverse of X, X denotes the estimate of X, X represents the truncated matrix X (see later) and kXk indicates the Frobenius or Euclidean norm of X. X (j) is the matrix X after the jth iteration, X i is the ith column of X, X j i is the ith column of X after the jth iteration and 1 represents a vector of ones. The most important properties of the two-way and three-way methods which will be discussed in the following subsections are summarized in Table I .
The model
Let matrix X (M Â N) be a collection of spectra taken in time of a certain chemical reaction with M equidistant time points at N wavelengths, K reacting absorbing species and uniform errors assumed in the data. Matrix X can be expressed as the following equation, assuming the Beer-Lambert law [41] :
where F (M Â K) contains the concentration profiles of K reacting absorbing species, D (N Â K) contains the pure spectra of K reacting absorbing species and E (M Â N) is a matrix of errors (model errors, experimental errors and instrumental noise). Consider the two-step first-order consecutive chemical reaction Table I . Important properties of some two-way and three-way methods: use of a priori spectral information; time shift; number of slabs created from master dataset; iterative nature; speed; and applicability for on-line use. In the case of speed, '' means less than 10 s (fast), '' means more than 10 s (medium) and '7' means minutes to hours (slow) 
where C U,i , C V,i and C W,i are the concentrations of species U, V and W at time t i respectively and C U,0 is the initial concentration of species U at time 0. Equations (2)- (4) are the columns of F. Hence the first column of F represents Equation (2) for example. Suppose only X is known and F and D are both unknown. In this case it is impossible to estimate the reaction rate constants of the considered chemical reaction using techniques which are based on fitting the kinetic expressions to the concentration versus time data, since these concentrations are not measured. Sometimes a part of D is known in advance. If this is not the case, it is very often possible to record pure spectra of reactants and products in practice. However, obtaining pure spectra of intermediate species can be a problem because of their fast decomposition. Matrix F is unknown, but a model for F (structure) is known if a suitable kinetic model for the chemical reaction of interest and the initial concentrations of the different reacting absorbing species are known. Iterative algorithms are necessary in order to estimate the reaction rate constants of interest.
Estimate d 2 using X
T , f 2 and non-negativity constraints [42] . 5. Modify k 1 and k 2 according to the Levenberg-Marquardt algorithm [34] by minimizing Equation (6). 6. Update f 2 and d 2 . 7. Repeat steps 5 and 6 until convergence has been reached.
The two-way algorithm CCR and the least squares parts of the three-way algorithms (see Sections 2.4.3-2.4.5) can account for non-uniform errors present in the data by using weighted least squares (WLS) if the variance of the measurement error is known [43] . However, the use of WLS is beyond the scope of this paper, since the structure of the measurement error is unknown.
Weighted curve resolution (WCR).
A modified curve resolution procedure which is termed weighted curve resolution (WCR) is described in this subsection. An extensive explanation of the algorithm can be found in an earlier paper [11] . Equation (8) shows the singular value decomposition (SVD) of X T assuming M N; for cases where N < M is valid, X can be used instead of X T :
and S (M Â M) a diagonal matrix with the singular values arranged in decreasing order on the diagonal. Equation (9) shows the truncated version of Equation (8) to the first L significant singular values:
If Equation (5) holds, then F and V L span the same space. Following the target factor analysis (TFA) approach used by Maeder and co-workers [9, 18, 20] , the objective function given in Equation (10) is minimized over k 1 and k 2 , ensuring that for the proper k 1 and k 2 the minimum will be attained:
where V L and S L are both fixed. Because the columns of V L are weighted by S L , the algorithm is called weighted curve resolution. In this way, account is taken of non-uniform errors present in the data. WCR does not use any spectral information that is known in advance. Also, the knowledge that D is non-negative is not used in WCR.
Three-way methods
2.4.1. The three-way structure. The three-way structure which is used by the three-way algorithms in order to estimate unknown reaction rate constants is discussed briefly in this subsection. An extensive explanation of the three-way structure used can be found in earlier papers [15, 16] . Consider matrix X (M Â N), with spectra recorded in time of the reacting system mentioned earlier, again. First, a column with constants, e.g. a column with ones, (1 … 1) T , is added to X to construct the augmented matrix X * (M Â (N1)). Reasons for this step can be found in earlier papers [15, 16] and are also treated in detail by Windig and Antalek [30] . Next, X * is split into two data matrices X and X Ã 2 M À S Â N 1 which are created by separating X * are used to construct the threeway array X * ((M 7 S) Â (N1) Â 2) by means of stacking and can be modelled with PARAFAC. This is shown in Figure 1 .
From X * the following three loading matrices can be constructed:
with k-rank [44] equal to 3;
From the third loading matrix C the reaction rate constants k 1 and k 2 can be extracted very easily if the time shift parameter S is known [15, 16] . The structure of C is C c 11 c 12 1
where k 1 and k 2 are ln(c 11 )/S and ln(c 12 )/S respectively. So far, the whole procedure is valid if X * is split into two datasets. It is also possible to split X * into more than two datasets using a certain step size. Creating more datasets from X * can be an advantage with respect to noise reduction. It is important to stress that the same master dataset is used over and over again. Assume for simplicity that X * has to be split into three data matrices or slabs X Ã 1 Y X Ã 2 and X Ã 3 using a step size G. This is visualized in Figure 2 . From this figure it can be observed that the step size between X Ã 1 and X Ã 2 is equal to the step size between X Ã 2 and X Ã 3 . The three matrices which are created by separating X * are used to construct the three-way array
by means of stacking and can be modelled with PARAFAC similarly to the procedure shown in Figure 1 . The loading matrices can be constructed and, from the third loading matrix according to Equation (12) , estimates for k 1 and k 2 can be extracted which can be averaged: 
The generalized rank annihilation method (GRAM).
Details about the GRAM algorithm used in this paper can be found in earlier papers [15, 16] . Here only the essential steps are given. Two slabs are created from X * by means of a time shift S.
1. Use a generalized eigenvalue problem (GEP) to decompose the three-way array X
and C (0) . The GEP was solved for X Ã 1 and X Ã 2 according to the procedure described by Wilson et al [33] . 2. Estimate the reaction rate constants from the scaling factors listed in C (0) if the time shift S is known.
The Levenberg-Marquardt algorithm and alternating least squares steps of the PARAFAC model (GRAM-LM-PAR).
Details about the algorithm can be found in earlier papers [15, 16] . The algorithm will be termed GRAM-LM-PAR instead of LM-PAR, in order to indicate that GRAM results are used as an initial set of starting values.
Apply GRAM. This gives
and C (0) . The first column of A (0) represents he 7k 1 t and the second column of A (0) represents he 7 k 2 t [15, 16] . The parameter h is a constant. Hence k 1 and k 2 can be replaced by k 1 and k 2 respectively, resulting in Ã (0) which is a reconstruction of the concentration profiles using the reaction rate constant estimates from C (0) . C (0) is a reconstruction of C (0) where the Figure 2 . Splitting X * into three data matrices X last row and last column are set to a row vector and column vector of ones respectively. This is known in advance and hence this information has to be used. B (0) is constructed by means of a three-way least squares fit (PARAFAC fit) from X * , C (0) and Ã (0) . 3. Subtract the contribution of the column of constants from X * , resulting in Ẋ * , where X * is created by unfolding X * : 
where the matrices with a double tilde consist of the first two columns of the considered matrix. 5. Equation (17) is minimized using the Levenberg-Marquardt algorithm [34] :
UpdateÃ 0 andC 0 using the optimal values for k 1 and k 2 according to the LevenbergMarquardt algorithm. 6. Update B (0) using a least squares PARAFAC step. 7. Repeat steps 3-6 until the relative change in fit between two iterations is below 10 76 .
It is important to state that GRAM-LM-PAR can only be used if the exponential functions describing the concentration profiles of the different species can be written as a sum of exponential functions [15, 16] . This also holds for GRAM. Hence, in kinetics, GRAM and GRAM-LM-PAR can only be used in order to model (pseudo-)first-order kinetics.
Trilinear decomposition (TLD) algorithm.
The trilinear decomposition (TLD) algorithm is well described in the literature by Booksh et al [38] . Here a short description is given.
1. Assume that three slabs are created from X * . Decompose the three-way array X 
The Levenberg-Marquardt algorithm and alternating least squares steps of the PARAFAC model (TLD-LM-PAR).
The TLD-LM-PAR algorithm is exactly the same algorithm as GRAM-LM-PAR, except that in TLD-LM-PAR the TLD results are used as an initial set of starting values for k 1 and k 2 instead of the GRAM results for the reaction rate constants. Only the first two steps of the TLD-LM-PAR algorithm differ from those of the GRAM-LM-PAR algorithm. For TLD-LM-PAR the first two steps are given below.
1. Create a three-way structure from a desired number of matrices formed from X * . (0) which is a reconstruction of the concentration profiles using the averaged reaction rate constant estimates. C (0) is a reconstruction of C (0) where the last row and last column are set to a row vector and column vector of ones respectively, and k -1 and k -2 are used for the reconstruction of C (0) . B (0) is constructed by means of a three-way least squares fit (PARAFAC fit) from X * , C (0) and Ã (0) .
The next steps are equal to the GRAM-LM-PAR algorithm.
Quality assessment of the estimated reaction rate constants
In previous work a procedure for quality assessment of the estimated reaction rate constants was discussed intensively [11, 13, 15, 16] . Here some important aspects are explained. Assume that n individual batch process runs are performed. Hence n individual estimates of reaction rate constants can be obtained. Fluctuations between individual estimates of reaction rate constants are caused by model errors, which are assumed to be small if the kinetic model used and the Beer-Lambert law are valid, experimental errors and instrumental noise. If a standard deviation is calculated of the reaction rate constant estimates, this can be represented as the upper error bound of estimates of the reaction rate constants, when variations due to experimental errors and instrumental noise are considered. Experimental noise can be caused by concentration errors and errors due to the start of the reaction, for example. Instrumental noise is caused by variations of the instrument. A lower error bound can also be defined which mainly represents the consequences of instrumental noise. A jackknife procedure [37] can be used in order to estimate the lower error bound [11, 13, 15, 16] . Assume that 21 spectra are recorded in time of a certain chemical process at N wavelengths and assume a jackknife interval of four spectra. Firstly, spectra 1, 5, 9, 13 and 17 are left out and the remaining spectra are used to estimate the reaction rate constants. Secondly, spectra 1, 5, 9, 13 and 17 are left in and spectra 2, 6, 10, 14 and 18 are left out and the remaining spectra are used again to estimate the reaction rate constants. Finally, this will lead to a certain number of estimates of reaction rate constants. The jackknife standard deviation obtained represents the lower error bound of mainly instrumental noise.
Reproducibility
The reproducibility for n batch process runs was obtained using the equation
where X i is the spectral matrix for batch process run i and X m is the averaged spectral matrix obtained from n individual batch process runs.
Correlation coefficients
The correlation coefficient r between the k 1 and k 2 estimates was obtained for each algorithm. The value for r gives an indication about the quality of the algorithm used. A small value of r indicates that the algorithm can distinguish between k 1 and k 2 during the optimization procedure very easily. Hence the reaction rate constant estimates are more reliable. The value of r can be positive or negative. If r is negative, this means that k 1 and k 2 are negatively correlated. A larger value of k 1 is associated with a smaller value of k 2 and vice versa.
EXPERIMENTAL
3.1. The reaction 3.1.1. Dataset 1. Dataset 1 consisted of short-wavelength near-infrared (SW-NIR) spectra taken in time of the epoxidation of 2,5-di-tert-butyl-1,4-benzoquinone using tert-butyl hydroperoxide and Triton B catalyst [8, 11, 39] . The reaction consisted of two steps:
Species A, B, C, D and E are specified in Table II . No distinction was made between the cis and trans product (E) of the second step of the reaction, because the spectral differences are negligible in SW-NIR. If species B is present in large excess, the first and second steps of the reaction both become pseudo-first-order instead of second-order. Hence, Equations (2)- (4) can be used in order to describe the concentration profiles of the reactant (A), intermediate (C) and main product (E) of the reaction respectively. Species A, C and E were monitored.
Dataset 2.
Dataset 2 consisted of UV-VIS recorded spectra of the consecutive reaction of 3-chlorophenylhydrazonopropane dinitrile (U) with 2-mercaptoethanol (V) [12, 13, 16, 40] . The reaction consisted of two steps:
Species U, V, W, Y and Z are specified in Table II . If V is present in large excess, the first step [39] , which was then dissolved in 15 ml dioxane (Acros 99 %). Next, 1⋅55 ml (12 mmol) of a tert-butylhydroperoxide 70% (Acros) solution in water and 13⋅21 ml ethanol (BDH Laboratory Supplies, pro analysis) were both added. After the target reaction temperature had been reached, data collection was started immediately after addition of 0⋅24 ml ice-cold Triton B catalyst (Acros, 40 wt% in methanol) in 0⋅50 ml ethanol and 0⋅60 ml dioxane. The excess of tert-butylhydroperoxide in moles was 10 times 2,5-di-tert-butyl-1,4-benzoquinone. The experiment was repeated eight times. More details about the sample preparation can be found in an earlier paper [11] .
The cuvette was filled with 2⋅5 ml of a working solution containing 51⋅71 mmol l 71 3-chlorophenylhydrazonopropane dinitrile (Acros, 99 %) buffered with KH 2 PO 4 (Acros, pro analysis 0⋅2 mol l 71 , pH 4⋅4). When the target reaction temperature had been reached, data collection was started by addition of 10 ml of a solution of 2-mercaptoethanol (35⋅65 mmol). This solution consisted of 250 ml pure 2-mercaptoethanol (Acros 99%) and 750 ml KH 2 PO 4 buffer solution. Hence the excess of 2-mercaptoethanol in moles was 276 times 3-chlorophenylhydrazonopropane dinitrile. The experiment was repeated 10 times. More details about the sample preparation can be found in an earlier paper [16] .
Experimental set-up
For both datasets the same experimental set-up was used. A Hewlett Packard 8453 UV-VIS spectrophotometer with diode array detection was used to measure spectra of the reacting system. For dataset 1 a quartz cuvette with 10⋅00 cm path length (Hellma Benelux) was used to obtain spectra of the reaction mixture. For dataset 2 a quartz cuvette with 1⋅00 cm path length (Hellma Benelux) was used. A Pt-100 thermocouple and a constant-temperature bath (Neslab) were used to control the temperature inside the cuvette. The experimental conditions for dataset 1 and dataset 2 were different and are summarized in Table III . Details about the experimental set-up can be found in earlier papers [11, 16] . 
Dataprocessing
Dataset 1.
Second-derivative spectra were estimated using a Savitzky-Golay filter [46] with a window size of 15 data points. To stress the spectral features of the appearing and disappearing species, second-derivative difference spectra were calculated after subtracting the fourth recorded spectrum from all the other spectra remaining. Hence the first three recorded spectra were not used for data processing because of the moderate reproducibility of these spectra as described in an earlier paper [11] . The small wavelength range 860-880 nm was used for data processing. If this wavelength range is used, the spectral features are caused by the three species which were monitored (species A, C and E [8, 11] ). For WCR the data matrix with recorded spectra of the reacting system was truncated to three singular values. More details about data processing can be found in an earlier paper [11] . For WCR, starting values of 0⋅30 and 0⋅05 min 71 were used for k 1 and k 2 respectively.
Dataset 2.
A spectrum of KH 2 PO 4 buffer solution was used as blank. The wavelength range 300-500 nm was used for data processing. Using this spectral range, there are only spectral features caused by species U, W and Y. For CCR and WCR, starting values of 0⋅30 and 0⋅05 min 71 were used for k 1 and k 2 respectively.
Pure spectra
For dataset 2 the pure spectrum of the reactant was recorded by averaging seven recorded spectra just before addition of species V. In order to record the pure spectrum of the product, the reaction mixture was allowed to react for 8 h. After this period, seven spectra of the reaction mixture were taken. The recorded spectra represented the pure spectrum of the product, because the concentrations of reactant and intermediate will be negligible after 8 h. The pure spectrum of the intermediate could not be recorded, since it is not available at chemical suppliers and hard to synthesize in its pure form. For dataset 1, no pure spectra of species were available. Hence it was not possible to apply the CCR algorithm for dataset 1.
RESULTS AND DISCUSSION
Reproducibility
The reproducibility was calculated for both datasets. For dataset 1 the reproducibility of the secondderivative difference spectra was equal to 23⋅38%. This moderate reproducibility is mainly a consequence of the small differences in absorbances of the species and the error propagation caused by taking the second derivative. For dataset 2 the reproducibility of the blank-corrected spectra was equal to 0⋅54%. Hence there is a large difference in reproducibility between dataset 1 and dataset 2. For both datasets the mean batch process run was obtained by averaging the spectra of the individual batch process runs. The spectra of the mean batch process run are plotted in Figure 3 for dataset 1 and dataset 2.
Estimates of reaction rate constants from individual batch processes
Dataset 1.
For eight individual batch process runs the reaction rate constants were estimated using different algorithms. The results are listed in Table IV . The individual standard deviations represent the upper error bounds. The correlation coefficients give an indication about the performance of the different algorithms used. For GRAM and GRAM-LM-PAR the time shift was equal to 30 spectra. From previous work [15] it appeared that this time shift led to the lowest standard deviation for k 1 and k 2 . For TLD and TLD-LM-PAR the step size was equal to 20 spectra. It appeared that these values led to the lowest individual standard deviations. From Table  IV the following aspects can be observed.
1. The lowest individual standard deviation (upper error bound) for both reaction rate constants is obtained using WCR. 2. All algorithms led to approximately the same individual standard deviation for k 1 . 3. The magnitude of the individual standard deviation for k 2 is very dependent on the algorithm used. 4. There is no gain in individual standard deviation for both reaction rate constants if more than two slabs are used. The use of TLD and TLD-LM-PAR led to no improvement in individual standard deviations compared to GRAM and GRAM-LM-PAR respectively. Hence there is no noise reduction if more than two slabs are used. Note that the same data are used over and over again if slabs are created. Hence the same noise realization of the data is used again and again. 5. GRAM-LM-PAR and TLD-LM-PAR led to an improvement in individual standard deviation for k 2 compared to GRAM and TLD respectively. For k 1 the individual standard deviations will be slightly larger. Hence, with respect to k 2 , performing iterations after GRAM or TLD is advantageous. Note that both GRAM and TLD are not least squares methods. 6. With respect to k 1 the non-iterative GRAM algorithm gives approximately the same individual standard deviation as other algorithms. 7. With respect to the calculated correlation coefficients, GRAM gives the lowest value, indicating that GRAM can distinguish between k 1 and k 2 very well. 8. Because the noise level of the data is high, iterative algorithms will improve the individual standard deviations obtained with non-iterative algorithms. Hence precise estimates of reaction rate constants in the case of data with a moderate or high noise level are only possible using iterative least squares algorithms.
Dataset 2.
For 10 individual batch processes the reaction rate constants were estimated using different algorithms. The results are listed in Table V . For GRAM and GRAM-LM-PAR a time shift of 30 spectra was used. From previous work [16] it appeared that this time shift led to the lowest standard deviation for k 1 and k 2 . For TLD and TLD-LM-PAR the step size was equal to 15 spectra. It appeared that these values led to the lowest individual standard deviations. The correlation coefficients between the k 1 and k 2 estimates are also given in Table V . From Table V the following aspects can be observed.
1. Using CCR, the lowest individual standard deviation for k 2 is obtained. Hence using spectral information that is known a priori is advantageous. The lowest individual standard deviation for k 1 is obtained using TLD and three slabs. However, the differences between the individual standard deviations obtained with different algorithms are very small. A compromise in individual standard deviation (upper error bound) for k 1 and k 2 is obtained with CCR. Using this method, the individual standard deviation for k 1 is acceptable. 2. All algorithms led to approximately the same order of magnitude of the individual standard deviation for k 1 . 3. There is hardly a gain in individual standard deviation for both reaction rate constants if threeway algorithms with more than two slabs are used. The noise reduction effect is very small. 4. GRAM-LM-PAR and TLD-LM-PAR led to no improvement in individual standard deviation for both reaction rate constants compared to GRAM and TLD respectively. This is caused by the very low noise level of the data. 5. With respect to k 1 and k 2 the non-iterative GRAM algorithm gives approximately the same individual standard deviation as other algorithms. Only CCR led to a lower individual standard deviation for k 2 . 6. With respect to the calculated correlation coefficients, CCR gives the lowest value, indicating that CCR can distinguish between k 1 and k 2 very well, because spectral information that is known a priori is used by the algorithm. 7. It seems that GRAM and TLD lead to a systematic difference of the mean value for both reaction rate constants. From the literature it is known that GRAM and TLD can lead to biased estimates [47] . 8. Because the noise level of the data is low, iterative least squares algorithms will hardly improve the individual standard deviations obtained with non-iterative algorithms. Hence in the case of data with a low noise level it is not necessary to perform tedious iterations.
Jackknife results (lower error bounds)
4.3.1. Dataset 1. In order to obtain lower error bounds, a jackknife procedure as described in Section 2.5 was applied. Using a certain jackknife interval, a fixed number of spectra were left out. With the leftover spectra the reaction rate constants were estimated using different algorithms. Using three-way methods, the number of spectra left will be less compared to two-way methods because of the applied time shift or step size. The number of leftover spectra must be the same for every algorithm for a fair comparison between lower error bounds obtained with different algorithms. This can be achieved by applying different jackknife intervals. Hence each algorithm applied has a specific jackknife interval resulting in the same number of leftover spectra.
The jackknife results for dataset 1 are listed in Table VI . From this table the following aspects can be observed.
1. GRAM-LM-PAR gives a compromise in lower error bound estimate for both reaction rate constants. Using this method, the lowest lower error bound estimate for k 2 is obtained and an acceptable lower error bound estimate for k 1 . The lowest lower error bound estimate for k 1 is obtained with WCR. 2. The use of GRAM-LM-PAR and TLD-LM-PAR will always lead to an improvement in lower error bound compared to the lower error bound estimates obtained with GRAM and TLD respectively. This is because of the high noise level of the data. The gain in jackknife standard deviation is approximately a factor two for k 1 if GRAM-LM-PAR is used instead of GRAM. For k 2 there is hardly a gain in jackknife standard deviation if GRAM-LM-PAR is used instead of GRAM.
Dataset 2.
The jackknife results for dataset 2 are listed in Table VII . Because the number of spectra of dataset 2 is different from that of dataset 1, the applied jackknife interval for dataset 2 differs from the jackknife intervals for dataset 1. From Table VII the following aspects can be observed.
1. CCR gives the lowest estimates for the lower error bound. 2. The use of GRAM-LM-PAR and TLD-LM-PAR results in a gain in lower error bound estimates compared to those obtained with GRAM and TLD respectively. The gain in jackknife standard deviation is approximately a factor two for k 1 and a factor of four for k 2 if GRAM-LM-PAR is used instead of GRAM.
Estimates of pure spectra
For the k 1 and k 2 estimates from Table V for CCR, WCR and GRAM the concentration profiles were reconstructed. This was not done for the k 1 and k 2 estimates obtained using TLD, GRAM-LM-PAR and TLD-LM-PAR, because the reaction rate constants estimated were very similar to those obtained with GRAM, WCR and CCR respectively. From the spectra of the mean batch process run and the reconstructed concentration profiles the pure spectra of reactant, intermediate and product were estimated for dataset 2 by means of a least squares step using non-negativity constraints. The estimated pure spectra for the reactant and product were subtracted from the recorded spectra of those species. The difference spectra are given in Figures 4 and 5 for the reactant and product respectively. From Figures 4 and 5 it can be observed that there is some structure present in the difference spectra, but the residuals are quite small. It was not possible to compare the estimated pure spectrum for the intermediate with the recorded spectra of the intermediate. Difference between recorded pure spectrum and estimated pure spectrum for product using mean over individual k 1 and k 2 estimates obtained with CCR (-), WCR (*) and GRAM (*).
CONCLUSIONS
In this paper, two-way and three-way methods to estimate reaction rate constants from spectral data of chemical reactions are compared. Two different spectral datasets are used. Dataset 1 consisted of SW-NIR spectra taken in time of a two-step reaction. Dataset 1 showed moderate reproducibility. Dataset 2 consisted of UV-VIS spectra taken in time of another two-step reaction. Dataset 2 showed excellent reproducibility. The iterative two-way method of weighted curve resolution (WCR) led to the lowest individual standard deviations for the reaction rate constants for dataset 1. The generalized rank annihilation method (GRAM) performed very well, but the individual standard deviations are reduced if iterations are performed after the GRAM solution. This is because of the moderate noise level of dataset 1. The two-way method classical curve resolution (CCR) led to the best values for the individual standard deviations for dataset 2. Using CCR, it is possible to incorporate spectral information that is known beforehand into the algorithm. Also, non-negativity constraints with respect to the pure spectra of the reacting absorbing species involved can be incorporated. The WCR algorithm does not use this kind of spectral information. GRAM led to approximately the same individual standard deviations for the reaction rate constants as iterative methods. This is because of the low noise level of dataset 2.
In general, two-way methods will lead to lower individual standard deviations of reaction rate constant estimates compared to three-way methods. For every specific dataset a certain two-way algorithm will perform the best. The two-way methods CCR and WCR are both of medium speed. It takes more than 10 s to optimize the reaction rate constants if starting values are used which are close to the 'true' values. Because of the iterative nature of both WCR and CCR, the exact speed of the algorithm needed to reach the optimal set of parameters is not known beforehand. This makes CCR and WCR less suitable for on-line estimation of reaction rate constants.
In practice it is very often not necessary to know the values of reaction rate constants very precisely. Hence it is not always necessary to use iterative algorithms. GRAM can be very convenient to use in that case, because the speed of this algorithm is known in advance. This makes GRAM extraordinarily suitable for on-line monitoring of reaction rate constants. Both datasets in this paper showed good results using GRAM and hence this method seems to be the best choice for on-line (pseudo-)first-order kinetic problems. For noisy datasets, more reliable estimates of reaction rate constants can be obtained off-line using iterative algorithms.
