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Using PMCMC in EM algorithm for stochastic
mixed models: theoretical and practical issues
Sophie Donnet1 and Adeline Samson 2,3
Abstract: Biological processes measured repeatedly among a series of individuals are standardly analyzed by mixed
models. Recently, stochastic processes have been introduced to model the variability along time for each subject.
Although the likelihood of these stochastic mixed models is intractable, various estimation methods have been proposed
when the latent stochastic process is a discrete time finite state Markov chain. This is not the case when the hidden
stochastic process is a continuous time process with non finite state space. This paper focuses on mixed models
defined by parametric Stochastic Differential Equations (SDEs). We propose to use Particle MCMC algorithm for
the maximum likelihood estimation of mixed SDE models, by combining it with SAEM algorithm. Theoretical and
numerical convergence properties are discussed. Two simulated examples, an Ornstein-Uhlenbeck process and a
time-inhomogeneous SDE with stochastic volatility, illustrate this estimator convergence, including the volatility
parameter which is known to be hard to estimate.
Keywords:Mixed models, Stochastic Differential Equations, SAEM algorithm, Particle Filter, PMCMC
AMS 2000 subject classifications: 35L05, 35L70
1. Introduction
Studies where a response is measured along time on a group of individuals arise in many fields
of research (clinical trials, studies of growth in agriculture, etc). Such longitudinal data can be
inferred using the following model: let yi j be the j-th observation of unit i (i= 1 . . .n) at time ti j
( j = 0, . . . ,Ji), we assume that yi j is the noisy observation of a latent time-dependent process Xi j:
yi j = g(Xi j,εi j), εi j ∼i.i.d. N (0,σ
2), (1)
where g is the known error model function, and εi j is the measurement noise.
When Xi j is a deterministic process depending on time, one can write
Xi j = f (ti j,φi) (2)
where f is a known function and (φi)i=1...n are random individual parameters, distributed with a
density p( · ;β ) depending on the population parameter β :
φi ∼i.i.d p( ·|β ). (3)
The parameter vector is θ = (β ,σ). Model (1-2-3) is a mixed-effects model (Pinheiro and Bates,
2000), which has proved its ability to discriminate between the inter-subjects variability (the
variance of the individual parameters φi) and the residual variability (measurement noise, σ
2).
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Stochastic mixed models Recently –in order to capture the complexity of the biological process
of interest– mixed effects models have been extended to cases where the latent process Xi j is not
deterministic but is the realization of a temporal stochastic process. A natural property of temporal
stochastic process is the Markov property, and we focus on this class of stochastic processes.
More precisely, for each subject i and each time t j−1, t j, we have:
q(Xi j|Xi j−1,Xi j−2, . . . ;φi,θ) = q(Xi j|Xi j−1;φi,θ) a.s. (4)
Two classes of mixed models with latent markovian stochastic processes have been studied in the
literature.
• In its simplest version, (Xi j) j≥0 is a discrete-time Markov chain with finite state space:
∀i= 1 . . .n, Xi j ∈ {1, . . . ,S} with transition probabilities P(Xi j = s
′|Xi j−1 = s;φi,θ). (5)
The model defined by equations (1-5-3) results into an extension of what is usually called Hidden
Markov Models to the longitudinal data setting (Altman, 2007; Maruotti, 2011; Delattre and
Lavielle, 2012).
• The second class of stochastic mixed models is based on time-continuous stochastic processes
with continuous state space. Then for each subject i, Xi j is the solution at discrete time ti j
(Xi j = Xiti j ) of a stochastic differential equation (SDE):
dXit = a(Xit , t,φi)dt+b(Xit , t,φi,γ)dBit , Xi0|φi ∼ pi0(·|φi), (6)
with (Bit)i=1...n a collection of independent Brownian motions, a and b the drift and volatility
functions –which may depend on a new parameter γ– and pi0(·|φi) the initial distribution. Note
that SDEs have emerged as a powerful tool to model complex biological processes, when deter-
ministic models (defined for instance by ordinary differential equations ODE) do not capture the
exact process of interest, some individuals displaying for instance local "random" fluctuations
(Overgaard et al., 2005; Tornøe et al., 2005; Picchini et al., 2010). Especially, they appeared
in pharmacokinetics/pharmacodynamics (see Donnet and Samson, 2013, for a review) and in
neurosciences (Picchini et al., 2008).
In this paper we focus on mixed effects models defined by SDE, summarized below, in model (7).
yi j = g(Xi j,εi j), εi j ∼i.i.d. N (0,σ
2),
dXit = a(Xit , t,φi)dt+b(Xit , t,φi,γ)dBit , Xiti0 |φi ∼ pi0(·|φi)
φi ∼i.i.d. p(φ |β )
(7)
with the parameter of interest θ = (β ,γ,σ). Mixed SDEs can be viewed as an extension of mixed
Markov chain with finite state space, to continuous space and time. They cover a larger class of
problems, especially with irregular observation times and different time scales. Even though of
high interest because more general, these models are really difficult to study and to handle, and
statistical inference becomes a challenging issue.
Remark 1. In the following, we use the notations: yi=(yi j) j=0...,Ji , y=(yi)i=1...n, Xi=(Xi j) j=0...,Ji ,
X = (Xi)i=1...n and Φ = (φi)i=1...n.
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Statistical inference Inference for mixed effects models with deterministic latent process
Xi j = f (ti j,φi) has been widely studied in the literature. As soon as f is non-linear with respect to
φi, the likelihood function
L (y;θ) =
n
∏
i=1
∫
φi
p(yi,φi,θ)dφi =
n
∏
i=1
∫
φi
p(yi|φi;θ)p(φi|θ)dφi (8)
has no closed form and advanced estimation strategies have to be used (Davidian and Giltinan,
1995; Wolfinger, 1993). Pinheiro and Bates (2000) propose methods relying on a linearisation
of the likelihood (FOCE) whereas Kuhn and Lavielle (2005) develop a stochastic version of the
Expectation-Maximisation algorithm (SAEM-MCMC).
The difficulty of the task is enhanced when the latent process is stochastic. Indeed, expression (8)
remains valid but the quantity p(yi|φi,θ) has itself an integral form
p(yi|φi;θ) =
∫
Xi
p(yi|Xi,θ)p(Xi|φi,θ)dXi, (9)
Using the Markov property of the latent process, expression (9) can be decomposed into:
p(yi|φi,θ) =
∫
Xi
Ji
∏
j=0
p(yi j|Xi j,φi,θ)p(Xi0|φi)
Ji−1
∏
j=0
p(Xi j+1|Xi j,φi;θ)dXi. (10)
• If the hidden Markov process evolves in a finite state space (model (1-5-3)), integral (10) is in
fact a finite sum over the latent space
p(yi|φi,θ) = ∑
Xi0,...,XiJi∈{1,...,S}
Ji+1
Ji
∏
j=0
p(yi j|Xi jφi,θ)p(Xi0|φi;θ)
Ji−1
∏
j=0
p(Xi j+1|Xi j,φi;θ). (11)
In that case, provided the use of a specific filtering methodology, this quantity could be computed
explicitly and the problem reduces to a problem similar to the standard mixed effects models. For
instance, Delattre and Lavielle (2012) combine the famous forward-backward Kalman filter to
SAEM. See also Maruotti (2011) for a recent review on these models. Note that if the number of
terms involved in the sum is very large, computational problems may also arrive in that case.
• If the Hidden Markov process is issued from a SDE (model (7)), integral (9) can not be
computed explicitly and the difficulty of the problem is automatically enhanced. One strategy
is to approximate the quantity p(yi|φi,θ) using the extended Kalman Filter. Naturally, this
approximation is then embedded in algorithms developed for standard mixed effects models.
This strategy has been adopted by several authors: Overgaard et al. (2005) combine the extended
Kalman Filter to the FOCE algorithm and Delattre and Lavielle (2013) include it in SAEM.
However, even if numerically efficient, no theoretical convergence result can be proved for these
two algorithms due to the intrinsic properties of the extended Kalman filter.
In this work, we aim at proposing a new estimation algorithm for mixed effects models defined
by SDEs (model (7)) which is numerically efficient and whose convergence properties can be
studied. Our approach combines the SAEM algorithm for which convergence has been widely
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discussed in theory and in practice, with new sophisticated Markov Chain Monte Carlo (MCMC)
algorithm, which are especially adapted to Hidden Markov Models with infinite state space and
unknown parameters. These algorithms proposed by Andrieu et al. (2010) (namely the PMCMCs)
combine particle filtering with standard MCMC algorithms and have well established theoretical
convergence properties. Originally designed for a Bayesian estimation of State Space Models, we
propose to use PMCMC for the maximum likelihood estimation of mixed stochastic models by
combining it with the maximum likelihood SAEM. Especially, different variants of PMCMC have
been considered: the PMMH (Particle Marginal Metropolis-Hastings) and the PGibbs (Particle
Gibbs sampler). Both versions have advantages and drawbacks, especially when combined with
the SAEM algorithm. Both theoretical and practical aspects of the combination of SAEM with
PMCMC are thus studied thereafter.
The paper is organized as follows. In Section 2, we specify basic assumptions and describe the
stochastic EM algorithm. In section 2.3, we develop the different strategies of imputation of the
latent variables, especially the main advantages of the Particle version of the MCMC. In Section 3,
the theoretical convergence of the algorithm SAEM-PMCMC is studied. The numerical efficiency
of the algorithm is illustrated on a large simulated study in Section 4. In Section 5 we conclude
and discuss the advantages and limitations of our approach.
2. Maximum likelihood estimation method: a stochastic EM algorithm
2.1. Technical assumptions
Consider a mixed SDE model for n subjects, with dynamics described by model (7). We make the
following assumptions:
(M0-1): Functions a and b in SDE (6) are assumed to be sufficiently regular (with linear growth)
to ensure a unique strong solution of the SDE with random effects (Oksendal, 2007; Delattre et al.,
2013).
(M0-2): Moreover, we assume that SDE (6) has an explicit transition density p(xt |t− s,s,xs,φ ;γ).
Remark 2. (M0-2) is a strong assumption which is not automatically implied by assumption
(M0-1). If (M0-2) is not fulfilled, the transition has to be approximated by a Euler-Maruyama
scheme for instance, see Donnet and Samson (2008).
As said in the introduction, we aim at maximizing the likelihood L (y;θ) –with respect to θ–
which can be written using an integral:
L (y;θ) =
∫
Φ
p(y,Φ;θ)dΦ =
∫
X,Φ
p(y,X,Φ;θ)dXdΦ.
Although L (y;θ) has no explicit expression, under assumption (M0-2) the so-called complete
likelihood p(y,X,Φ;θ) can be written in a closed form (which is the key point for using EM, as
see hereafter). The complete likelihood can be decomposed into
p(y,X,Φ;θ) = p(y|X,Φ;θ)p(X|Φ;θ)p(Φ|θ) = p(y|X;σ)p(X|Φ;γ)p(Φ|β ).
We restrict our study to exponential complete likelihood, i.e. we assume that:
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(M1): g, a, b and the individual parameters distribution p(φ ;β ) are such that there exist functions
ψ1,ν1 of σ , functions ψ2,ν2 of γ and functions ψ3,ν3 of β verifying
log p(y,X,Φ;θ) = −ψ1(σ)−ψ2(γ)−ψ3(β )
+
〈
S1(y,X),ν1(σ)
〉
+ 〈S2(X,Φ),ν2(γ)〉+ 〈S3(Φ),ν3(β )〉
= −ψ(θ)+
〈
S(y,X,Φ),(ν1(σ),ν2(γ),ν3(β ))
〉
= −ψ(θ)+
〈
S(y,X,Φ),ν(θ)
〉
where ψ(θ) = ψ1(σ)+ψ2(γ)+ψ3(β ), S(y,X,Φ) = (S1(y,X),S2(X,Φ),S3(Φ)) is a minimal
sufficient statistic of the complete model, taking its value in a subset S and 〈·, ·〉 is the scalar
product.
Remark 3. Assumption (M1) is imposed for convergence reasons. However, it is not a restrictive
assumption since it is verified by standard choices for g and p(φ ;β ). For example, g can be
g(x,ε) = x+ε , resulting into the additive error model, or g(x,ε) = x(1+ε), g(x,ε) = h(x)exp(ε)
with h known, resulting into a stochastic volatility model. The typical Gaussian or log Gaussian
distributions on the individual parameters also fulfill condition (M1).
2.2. Stochastic version of the EM algorithm for mixed SDE models
We now describe the stochastic version of the Expectation-Maximization (EM) algorithm used
to maximize the likelihood. The EM algorithm (Dempster et al., 1977) is useful in situations
where the observations y can be enhanced by latent variables and when the direct maximization
of the marginal likelihood L (y;θ) is more complex than the maximization of the conditional
expectation of the complete likelihood.
The EM algorithm is an iterative procedure: at the m-th iteration, given the current parameter value
θ̂m−1, the E-step is the evaluation of Qm(θ) = Q(θ | θ̂m−1) = E
[
log p(y,X,Φ;θ)|y; θ̂m−1
]
while
the M-step updates θ̂m−1 by maximizing Qm(θ). Under assumption (M1), the E-step reduces to
the computation of E
[
S(y,X,Φ)|y; θ̂m−1
]
. When this expectation has no closed form, Delyon
et al. (1999) propose the Stochastic Approximation EM algorithm (SAEM) and replace the E-step
by a stochastic approximation of Qm(θ). The E-step is then divided into a simulation step (S-step)
of the non-observed data (X(m),Φ(m)) under the conditional distribution p(X,Φ |y; θ̂m−1) and a
stochastic approximation step (SA-step) of E
[
S(y,X,Φ)|y; θ̂m−1
]
with a sequence (αm)m∈N of
positive numbers decreasing to zero:
sm = sm−1+αm
[
S(y,X(m),Φ(m))− sm−1
]
where sm stands for the approximation of this expectation.
However, in many models, simulating exactly the latent quantities (X,Φ) given the observations
y is impossible. In such cases, Kuhn and Lavielle (2005) prove that the exact simulation can be
replaced by the use of a MCMC algorithm whose stationary distribution is the distribution of
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interest p(X,Φ |y; θ̂m−1). The convergence of this SAEM-MCMC algorithm towards a maximum
of the likelihood is proved by Kuhn and Lavielle (2005). Obviously, the practical and theoretical
convergences of such an algorithm depend on the convergence properties of the MCMC algorithm
used to simulate the latent quantities.
In model (7), the natural set of latent data is (X,Φ). However, (X,Φ) involves a huge amount of
latent data set, which can lead to bad convergence properties of the MCMC algorithm. Therefore
solutions suggested in the literature tend to reduce the space of simulation to Φ, integrating out
the latent process X. This reduction of the latent dataset is for instance natural in cases where
γ and σ are known parameters or considered as individual random parameters (included in the
vector φi). Indeed, in this case, θ reduces to β and the maximisation step of the EM algorithm can
be written as (using the notations of assumption (M1)):
β̂m = argmax
θ
(−ψ3(β )+ 〈sm,ν3(β )〉) where sm = sm−1+αm
[
S3(Φ
(m))− sm−1
]
and only requires simulations of Φ.
However, even in the previous case, we highlight in Section 2.3.1 that integrating out X is not
an easy task and that the use of standard methods (such as extended Kalman filter) can lead to
algorithms without established theoretical convergence properties. In Section 2.3.2, we describe
the PMCMC algorithms which allow to tackle this point and guaranty a practical and theoretical
convergence result of the estimation method.
2.3. Simulation of the latent variables
As underlined before, simulating the natural set of latent variable p(X,Φ|y;θ) is a tough algorith-
mic task. In the following, we present a MCMC algorithm on Φ only (X being integrated out).
We prove that it supplies a satisfactory answer for mixed SDE only in a few cases such as in
discrete time finite state Markov chain (5) or in the case of a linear SDE with Gaussian additive
observation noise. In any other cases, we show that approximations are required which can lead
to a lack of theoretical properties. Then, we present the alternative simulating both (X,Φ).
Let us remark that the individual trajectories are independent, and then sampling p(Φ |y;θ) (or
p(X,Φ |y;θ), respectively) by a MCMC is equivalent to using n independent MCMC, each of
them sampling p(φi |yi;θ) (or p(Xi,φi |yi;θ), respectively). As a consequence, for the ease of
reading, we omit the index i in the following and consider the simulation of p(X,φ |y).
2.3.1. Simulation of the latent variables φ given y
Simulation under the marginalized conditional distribution p(φ |y;θ) has the great advantage to
reduce the dimension of the latent variables set, compared to the second strategy of latent variables
X,φ . This could be perceived as an important advantage. However, the conditional simulation
under p(Φ|y;θ) is not direct because of the non-linearity of the model, and we expose thereafter
that standard MCMC could lead to biased strategy. We detail the case of Metropolis-Hastings
(MH) algorithm, but the same comments hold for a Gibbs sampler.
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A MH algorithm would consist in simulating a new candidate φ c with a proposal distribution
q(φ c|φ ;θ) and accepting the candidate with probability:
ρ(φ c|φ) =min
{
1,
q(φ |φ c)
q(φ c|φ)
p(y|φ c;γ,σ)p(φ c;β )
p(y|φ ;γ,σ)p(φ ;β )
}
(12)
Therefore one has to compute analytically p(y|φ c;γ,σ).
If the Hidden Markov model has a finite state space, exact filters have been proposed. Similarly,
if the SDE is linear and the error model additive, the exact Kalman filter provides an exact
computation of p(y|φ c;γ,σ). This leads to exact MCMC, with good theoretical convergence
properties.
But as soon as the SDE is non-linear in X or the error model is not additive, the exact Kalman
filter can not be applied. Delattre and Lavielle (2013) consider the extended Kalman filter (EKF)
to approximate p(y|φ c;γ,σ) within a SAEM-MCMC algorithm. EKF is very computationally
efficient (no simulation, only Gaussian approximation calculus) but without any theoretical
convergence properties. Especially, it is known that if the SDE is highly non-linear, EKF provides
an estimation of p(y|φ ;γ,σ) with error. Then the stationary distribution of the corresponding
MCMC could not be the expected one, as well as the coupled SAEM could not converge towards
the maximum likelihood estimator.
Remark 4. In case where γ and σ are known or considered as individual parameters, we already
mention that the M-Step of the SAEM algorithm relies only on the distribution p(φ ;β ) and that
only simulations of the individual parameters Φ are needed. But as explained above, no direct
strategy of simulating only the Φ leads to a MCMC with theoretical convergence. Therefore, even
in that case, this strategy should not be applied. See Remark 5 for the solution we propose in that
case.
2.3.2. Simulation of the latent variables (X,φ) given y
As explained above, the first strategy of simulating only the Φ leads to approximated approaches,
when the acceptance probability of the MH algorithm is approximated by EKF. If one wants
to keep the same idea than those presented in Section 2.3.1, namely use an approximation to
compute the probability acceptance, the only convergence result on that topic has been proved
by Andrieu and Roberts (2009) when p(y|φ c;γ,σ) is approximated by an unbiased estimator.
This argument is exploited by Andrieu et al. (2010) to propose a convergent algorithm, based on
particle filtering technics, as described below. As particle filters naturally simulate the hidden
trajectory X, PMCMC enters the context of simulating the complete latent variables X,φ |y. Again,
even if this problem seems more difficult given the greater dimension of the hidden state spaces,
the family of particles MCMC is the only known technic at that time to provide an unbiased
MCMC exploiting the Markovian structure of the hidden variables.
Two algorithms proposed by Andrieu et al. (2010) and targeting p(X,φ |y,θ) are presented
here, namely the Particle Marginal Metropolis Hastings (PMMH) and the Particle Gibbs sampler.
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An Ideal Metropolis-Hastings algorithm. Assume that one wants to design a Metropolis-
Hastings algorithm whose stationary distribution is p(X,φ |y;θ). Then at iteration ℓ+1, we would
propose a candidate (Xc,φ c) with a proposal distribution q(Xc,φ c|X(ℓ),φ (ℓ)) and accept it with
probability
ρ(Xc,φ c|X(ℓ),φ (ℓ)) =min
{
1,
q(X(ℓ),φ (ℓ)|Xc,φ c)
q(Xc,φ c|X(ℓ),φ (ℓ))
p(y|Xc;σ)p(Xc|φ c;γ)p(φ c;β )
p(y|X(ℓ);σ)p(X(ℓ)|φ (ℓ);γ)p(φ c;β )
}
Assume that we can use the following ideal proposal distribution:
q(Xc,φ c|X(ℓ),φ (ℓ)) = q(φ c|φ (ℓ))p(Xc|y,φ c;θ)
then the acceptance probability would simplify into:
ρ(Xc,φ c|X(ℓ),φ (ℓ)) =min
{
1,
q(φ (ℓ)|φ c)
q(φ c|φ)
p(y|φ c;γ,σ)p(φ c;β )
p(y|φ (ℓ);γ,σ)p(φ ;β )
}
(13)
Note that the ideal acceptance probability (13) is exactly equal to (12), the one obtained if the
Metropolis-Hastings algorithm is only performed on the individual parameters φ – instead of
(X,φ).
However, two difficulties arise here. First, the conditional distribution p(X|y,φ ;θ) is the filtering
distribution. Secondly, the acceptance probability requires the computation of the marginal
quantity p(y|φ ;γ,σ). In general these two quantities are unknown.
The PMMH algorithm. The PMMH algorithm is nothing but the previously presented ideal
Metropolis-Hastings algorithm where the two problematic tasks are “solved" by the use of a
Particle filtering sampler, also called Sequential Monte Carlo (SMC) algorithm. We first quickly
recall the principle of the SMC algorithm and then write the pseudo-code of the PMMH algorithm.
The SMC produces a set of K particles (X(k))k=1...K and respective weights (W
(k)
J )k=1...K approxi-
mating the conditional distribution p(X|y,φ ; γ,σ) by an empirical measure ΨKJ = ∑
K
k=1W
(k)
J ✶X(k) .
We introduce the following notations: ∀ j = 1 . . .J, y0: j = (y0, . . .y j) and X0: j = (X0, . . .X j). The
SMC works as follows:
Algorithm 1 (SMC algorithm).
• At time j = 0
– sample X
(k)
0 ∼ pi0(·|φ) ∀k = 1, . . . ,K and
– Compute and normalize the weights:
w
(k)
0 = p(y0,X
(k)
0 |φ ;γ,σ ), W0(k) =
w
(k)
0
∑
K
k=1w
(k)
0
• Time j = 1, . . . ,J:
– Sample K iid variables X
′(k)
0: j−1 according to the distribution Ψ
K
j−1 = ∑
K
k=1W
(k)
j−1✶X
(k)
0: j−1
.
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– Then, for each particle k = 1, . . . ,K, sample X
(k)
j ∼ qSMC(·|y j,X
′(k)
0: j−1,φ ;γ,σ) (i.e. propa-
gate the particle) and set X
(k)
0: j = (X
′(k)
0: j−1,X
(k)
j ).
– Finally compute and normalize the weights:
w
(k)
j =
p(y j|X
(k)
j ;σ)p(X
(k)
j |X
′(k)
j−1,φ ;γ)
qSMC
(
X
(k)
j |y j,X
′(k)
0: j−1,φ ;γ,σ
) , W (k)j = w(k)j
∑
K
k=1w
(k)
j
The simulation of one trajectory X = (X1, . . . ,XJ) (called a "run of SMC algorithm") under the
approximation of p(X|y,φ ;γ,σ) is directly achieved by randomly choosing one particle X(k)
among the K particles with weights (W
(k)
J )k=1...K . Besides, the marginal distribution p(y|φ ;γ,σ)
can be estimated through the weights
p̂K(y|φ ;γ,σ) =
J
∏
j=0
(
1
K
K
∑
k=1
w
(k)
j
)
. (14)
Then, the Particle marginal Metropolis-Hastings sampler (Andrieu et al., 2010) is defined as:
Algorithm 2 (PMMH algorithm).
• Initialization: starting from φ (0), generate X(0) by a run of SMC algorithm –with K particles–
targeting p(X|y,φ (0);γ,σ) and estimate p(y|φ (0);γ,σ) by p̂K(y|φ (0);γ,σ)
• At iteration ℓ+1≥ 1
1. (a) Sample a candidate φ c ∼ q(·|φ (ℓ))
(b) By a run of SMC algorithm with K particles, generate Xc targeting p(·|y,φ c;γ,σ)
and compute p̂K(y|φ c;γ,σ) estimating p(y|φ c;γ,σ)
2. Set
(
X(ℓ+1),φ (ℓ+1)
)
= (Xc,φ c) and p̂K(y|φ (ℓ+1);γ,σ) = p̂K(y|φ c;γ,σ) with probability
ρ̂K(Xc0:J,φ
c|X
(ℓ)
0:J ,φ
(ℓ)) =min
{
1,
q(φ (ℓ)|φ c)
q(φ c|φ (ℓ))
p̂K(y|φ c;γ,σ)p(φ c;β )
p̂K(y|φ (ℓ);γ,σ)p(φ (ℓ);β )
}
If the candidate is not accepted, then set
(
X(ℓ+1),φ (ℓ+1)
)
=
(
X(ℓ),φ (ℓ)
)
and p̂K(y|φ (ℓ+1);γ,σ)=
p̂K(y|φ (ℓ);γ,σ)
Note that, as announced, Step 1.b corresponds to an approximation of the ideal filtering distribution
p(Xc|y,φ c;θ) by the particle filter SMC whereas, in Step 2, the acceptance probability has been
approximated using the by-product of the SMC, i.e. the estimator of p(y|φ ;γ,σ).
Under weak assumptions, PMMH admits the exact conditional distribution p(X ,φ |y0:J;θ) as
invariant distribution for any number of particles K. This is a remarkable property that is very
convenient when coupling to a maximum likelihood estimation method. Details are given in
Section 3.
The practical convergence of this algorithm is conditioned by the proposal distributions q(φ c|φ (ℓ))
and qSMC(X j|y j,X j−1,φ
c;γ,σ) used in the SMC algorithm, which plays a crucial role to ensure
good mixing properties. They are discussed with more details for the two simulated examples
(Section 4).
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Remark 5. As already said in Remark 4, when γ and σ are known or considered as individual
parameters, the M-Step relies only on p(φ ;β ). Let us emphasize that this PMMH can be used to
perform this simulation task and the corresponding maximization step. The main point is that this
strategy has a strong theoretical convergence, contrary to the solution proposed by Delattre and
Lavielle (2013) which is only based on the simulation of the Φ.
The Particle Gibbs sampler. The PMMH presented before updates simultaneously φ and X.
A popular alternative to MH algorithm consists of using Gibbs sampler, to update sequentially X
and φ , especially when the dimension of the latent variables is large (which is the case for the
SDE mixed models). By alternately simulating X under the distribution p(X|y,φ ;γ,σ) and φ
under the distribution p(φ |y,X;γ,σ), one expects to increase the acceptance rate of the MCMC
scheme and its practical convergence.
If the conditional distributions p(X|y,φ ;γ,σ) and p(φ |y,X;β ,γ,σ) cannot be simulated easily,
we can theoretically resort to Metropolis Hastings algorithms for each component of φ and each
time component of X. This was proposed in (Donnet and Samson, 2008). However, such standard
MCMC algorithms have reached their limits in high dimensional context: by not exploiting the
Markovian structure of the latent trajectories X, they can prove slow mixing properties.
An alternative is a Gibbs algorithm, where the latent trajectory is not simulated exactly by using
the particle filter SMC. This is exactly the aim of the Particle Gibbs (PGibbs) proposed by Andrieu
et al. (2010). The invariance of p(X,φ |y;γ,σ) as the exact target distribution is ensured provided
the use of a conditional SMC. Conditional SMC comes after a first run of a standard SMC. This
run provides a particle X0:J; its corresponding ancestral lineage B is also stored. Then conditionally
to this fixed particle and lineage, conditional SMC simulates all the remaining particles (see details
in Andrieu et al., 2010). Then Particle Gibbs sampler is defined as:
Algorithm 3 (Particle Gibbs Sampler).
• Initialization: set randomly φ (0), generate X(0) by a run of SMC algorithm targeting p(X|y,φ (0);γ,σ)
and store its ancestral lineage B(0).
• At iteration ℓ= 1, . . . ,N
1. Sample φ (ℓ) ∼ p(φ |X(ℓ−1),y)
2. Run a conditional SMC algorithm, consistent with φ(ℓ), and the fixed particle X(ℓ−
1),B(ℓ−1), sample X(ℓ) from this conditional SMC and denote B(ℓ) its ancestral lineage.
Under weak assumptions, the Particle Gibbs sampler (PGibbs) admits the exact conditional
distribution p(X,φ |y;θ) as invariant distribution for any number of particles K.
2.4. SAEM-PMCMC estimation algorithm
Finally, we propose the following algorithm of maximum likelihood estimation:
Algorithm 4 (SAEM-PMCMC algorithm).
• Iteration 0: initialization of θ̂0 and s0 = E
[
S(y,X,Φ)|y; θ̂0
]
.
• At iteration m≥ 1:
S-Step:
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– For each individual i = 1 . . .n, run N iterations of a PMCMC algorithm, targeting
p(Xi,φi|yi, θ̂m−1)
– Set X(m) = (X
(m)
1 , . . . ,X
(m)
n ) and Φ
(m) = (φ
(m)
1 , . . . , φ
(m)
n ) the simulated latent variables
SA-Step: update of sm−1 using the stochastic approximation scheme:
sm = sm−1+αm
[
S(y,X(m),Φ(m))− sm−1
]
. (15)
M-Step: update of θ̂m−1 by θ̂m = argmax
θ
(−ψ(θ)+ 〈sm,ν(θ)〉) .
3. Theoretical and practical convergence of the SAEM-PMCMC
In this section, we study the convergence of the SAEM-PMCMC. This convergence depends on
regularity assumptions of the model and on the convergence of the PMCMC algorithm. Thus we
first recall the convergence properties, both theoretical and numerical, of the different versions of
PMCMC. Then we prove a convergence result for the SAEM-PMCMC algorithm, and discuss the
assumptions on which it relies.
3.1. Convergence of the PMCMC algorithms
As already said, the most remarkable property of both the PMMH and PGibbs algorithms is that
the distribution of interest p(X,φ |y;γ,σ) is left invariant by the transition kernel, whatever the
number of particles K is, the ergodicity being reached under weak assumptions. The proof of
these results relies on the introduction of an extended space, taking into account all the auxiliary
variables generated by the SMC algorithm (set of generated trajectories, the resampling indices...).
In the following, we need a kind of geometric ergodicity of the chain to prove the convergence
of the SAEM-PMCMC algorithm (see assumption (SAEM5’)). Evidently, if the state space is
finite, the geometric ergodicity will be ensured for both PMMH and PGibbs, as soon as the chain
is irreducible and aperiodic. But this is not true when the state space is not finite. This is again
a major difference between finite state space stochastic models (5) and SDE mixed models (7).
Under some "wrong" choices of proposal distributions, it can even be shown that some PMCMC
are not geometrically ergodic (Andrieu and Roberts, 2009; Pitt et al., 2012). Anyway, Andrieu and
Roberts (2009) give conditions on the proposal which ensure the uniform geometric ergodicity of
the PMMH. More precisely, they prove that if the noise density p(y|X ;σ) is bounded above
sup
y,X
p(y|X ;σ)<Mσ , (16)
PMMH inherits the convergence properties of the corresponding ideal MCMC algorithm. For in-
stance, if q(φ c|φ)= p(φ c;β ) then the kernel of the ideal MCMC q(Xc0:J,φ
c)= p(φ c;β )p(Xc0:J|y0:J,
φ c;γ,σ) is independent. For this kernel, the ratio p(X0:J ,φ |y0:J)
q(X0:J ,φ)
is bounded if (16) holds, ensuring
the uniform ergodicity (Tierney, 1994). This is not so simple for the Particle Gibbs algorithm. It
has not been shown that the standard PGibbs that is presented above is geometrically ergodic. But
Chopin and Singh (2013) propose a version of Particle Gibbs with uniform geometric ergodicity.
From a numerical point of view, when the dimension of the hidden state space is large, which
is obviously the case for model (7), it is well known that Gibbs samplers have better mixing
properties and larger acceptance rates. We implement both within the SAEM algorithm.
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3.2. Convergence of the SAEM-PMCMC algorithms
As the PMCMC algorithm can be viewed as a standard MCMC algorithm, the convergence of
SAEM-PMCMC can be proved using Kuhn and Lavielle (2005) result. We recall the assumptions
of Kuhn and Lavielle (2005), with two weakened assumptions on the compacity of the Markov
chain and on the uniform geometric ergodicity.
(M2) The functions ψ(θ) and ν(θ) are twice continuously differentiable on Θ.
(M3) The function s¯ : Θ −→S defined as s¯(θ) =
∫
S(y,X,Φ)p(X,Φ|y;θ)dXdΦ is continu-
ously differentiable on Θ.
(M4) The function ℓ(θ) = log p(y,θ) is continuously differentiable on Θ and
∂θ
∫
p(y,X,Φ;θ)dXdΦ =
∫
∂θ p(y,X,Φ;θ)dXdΦ.
(M5) Define L : S ×Θ −→ R as L(s,θ) = −ψ(θ)+ 〈s,ν(θ)〉. There exists a function θˆ :
S −→ Θ such that
∀θ ∈ Θ, ∀s ∈S , L(s, θˆ(s))≥ L(s,θ).
(SAEM1) The positive decreasing sequence of the stochastic approximation (αm)m≥0 is such
that ∑m αm = ∞ and ∑m α
2
m < ∞.
(SAEM2) ℓ : Θ → R and θˆ : S → Θ are d times differentiable, where d is the dimension of
S(y,X,Φ).
(SAEM3) For all θ ∈ Θ,
∫
||S(y,X,Φ)||2 p(X,Φ|y;θ)dXdΦ < ∞ and the function Γ(θ) =
Covθ (S(X,Φ)) is continuous.
(SAEM4) S is a bounded function.
(SAEM5’) Let us denote Πθ the transition kernel of the PMCMC algorithm and pi(X,Φ) =
p(X,Φ|y;θ) its stationary distribution. We assume that Πθ is Lipschitz in θ and generates a
ergodic chain such that for any starting point (x,ϕ)
∑
m≥0
‖✶x,ϕΠ
m
θ −pi‖TV < ∞
where ‖ · ‖TV is the total variation of probability measures. This property is also called
ergodicity of degree 2.
Then, we are able to provide the convergence of the SAEM-PMCMC algorithm. Note that despite
the SMC approximation in the PMCMC algorithm, the fact that the marginal stationary distribution
of PMCMC is the exact conditional distribution p(X ,Φ|y;θ) is sufficient to prove the convergence
of SAEM-PMCMC to the exact maximum likelihood. This is a powerful result when the diffusion
is not directly observed. The convergence result is stated as follows:
Theorem 1. Assume that (M1-5), (SAEM1-SAEM5’) hold and that Θ is an open set. The se-
quence θ̂m supplied by the SAEM-PMCMC algorithm converges a.s. towards a (local) maximum
of the log-likelihood ℓ(θ) = log p(y;θ).
The proof is given in Appendix.
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Now, we comment the different assumptions for the SAEM-PMCMC algorithm. Assumptions
(M1-SAEM4) refer to the regularity of the model. Assumptions (M1-M5), (SAEM1-SAEM3)
are standard and not restrictive. Assumption (SAEM4) is restrictive and not really realistic. It
could be relaxed using a principle of random boundaries presented in Allassonnière et al. (2010).
Assumption (SAEM5’) refers to the Markov Chain generated by the PMCMC algorithm. It
requires two conditions. First, the Lipschitz condition on the Markov kernel Πθ . This property
holds if the complete likelihood is continuously derivable which is the case under (M2-M3) and
if θ remains in a compact set. Second, the ergodicity of order 2 of the chain. It is obviously
implied if geometric ergodicity of the chain can be ensured. But we emphasize that it is a weaker
condition that is needed here. Geometric ergodicity has been proved for some of the PMCMC
algorithms, as discussed in Section 3.1. In the following, we implement SAEM with PMMH, for
which geometric ergodicity has been proved under some conditions of the proposal distributions
q, which are verified with our practical choices (see Section 4). Even if the geometric ergodicity
has not been proved for the standard PGibbs sampler, as other (more complex) versions have
been proposed which ensured the geometric ergodicity, and as again, we need less than geometric
ergodicity in (SAEM5’), we also implement SAEM with the standard PGibbs.
Note that we have been able to weaken the assumption that the generated Markov chain takes
its values in a compact subset. This is a strong point, as X is the solution of a diffusion and is
generally not bounded.
4. Simulation study
The respective performances of the SAEM-PMCMC (both PMMH and PGibbs) and the SAEM
implemented with a standard MCMC are compared on two models of various complexity: the
Ornstein-Uhlenbeck process with additive error and the time-inhomogeneous Gompertz process
with stochastic volatility error. The linearized estimation method proposed by Overgaard et al.
(2005) which combines the extended Kalman Filter to the FOCE algorithm and is implemented in
the PSM R package (Klim et al., 2009), is also compared to the two SAEM algorithms but only on
the Ornstein-Uhlenbeck example, the use of a stochastic volatility error model being not allowed
by the PSM package. We compare the results by computing the mean and standard deviation of
all the estimators obtained on 100 datasets generated for different design and parameters value.
The SAEM algorithm requires initial value θ0 and the choice of the sequence (αm)m≥0. The
initial values are chosen arbitrarily as the convergence of the SAEM algorithm is not sensitive to
the initialization. The step of the stochastic approximation scheme is chosen as recommended
by Kuhn and Lavielle (2005): αm = 1 during the first iterations 1≤ m≤M1, and αm =
1
(m−M1)0.8
during the subsequent ones. Indeed, the initial guess θ0 might be far from the maximum likelihood
value and the first iterations with αm = 1 allow the sequence of estimates to converge to a
neighborhood of the maximum likelihood estimate. Subsequently, smaller step sizes during
M−M1 additional iterations ensure the almost sure convergence of the algorithm to the maximum
likelihood estimate. We implement the SAEM algorithm withM1 = 50 and M = 100 iterations.
The PSM.estimate function of the PSM package requires initial values, which are similar to
those of the SAEM algorithm. We were not able to avoid numerical problems when using the
PSM.estimate function with unconstrained optimization. Therefore, PSM.estimate function is
implemented with lower and upper bounds for parameters.
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4.1. Example 1: Ornstein-Uhlenbeck process
4.1.1. Ornstein-Uhlenbeck mixed model
The Ornstein-Uhlenbeck process has been widely used in neuronal modeling, biology, and finance
(see e.g. Kloeden and Platen, 1992). Consider an SDE mixed model driven by the Ornstein-
Uhlenbeck process and an additive error model
yi j = Xi j+ εi j, εi j ∼N (0,σ
2),
dXit = −
(
Xit
τi
−κi
)
dt+ γdBit , X0 = 0
where κi ∈ R, τi > 0. We set φi = (log(τi),κi) the vector of individual random parameters. We
assume that log(τi) ∼i.i.d. N (log(τ),ω
2
τ ), κi ∼i.i.d. N (κ,ω
2
κ). The parameter vector is θ =
(logτ,κ,ωτ ,ωκ ,γ,σ). This model can be discretized at times ti j, resulting in a state-space model
with random parameters and non-finite state space:
Xi j = X
i
i j−1e
−∆i jτi −κiτi(1− e
−∆i jτi)+ηi j, ηi j ∼N
(
0,γ2τi(1− e
−∆i jτi)
)
,
where ∆i j = ti j−ti j−1 The vector Xi = (xi1, . . . ,xiJ) conditional on φi is Gaussian with mean vector
miX and covariance matrix GiX equal to
miX =
(
τiκi
(
1− e
−
ti1
τi
)
, . . . ,τiκi
(
1− e
−
tiJ
τi
))′
,
GiX =
(
τiγ
2
2
(
1− e
−
2min(ti j ,tik)
τi
)
e
−
|ti j−tik |
τi
)
1≤ j,k≤J
,
(17)
where ′ is the transposed vector. Altough this SDE is linear, the Gaussian transition density
p(Xi j,∆i j, ti j−1|Xi j−1,φi;θ) is a nonlinear function of φi. Thus, the likelihood has no closed form
and the exact estimator of θ is unavailable.
This example is a toy example. First, we compare the performances of the SAEM-PMCMC
algorithm to those of the SAEM algorithm implemented with a simple MCMC and the PSM
function. Next, we compare the influence of the number of particles K and the choice of the
proposal distribution q(Xti j | Xi j−1,yi j,φi;θ) in the SAEM-PMCMC.
4.1.2. Simulation step of the SAEM algorithm
Whereas the conditional distribution p(Xi,1:J|,yi,0:J,φi;θ) is Gaussian, the joint distribution
p(Xi,1:J,φi|,yi,0:J;θ) is not explicitly and we have to resort to a MCMC algorithm at the S-step.
A first solution is to implement a standard MCMC algorithm, alternatively simulating under
the distributions p(Xi,1:J|,yi,0:J,φi;θ) and p(φi|,yi,0:J, Xi,1:J;θ) for each subject. The posterior
distribution p(Xi,1:J|,yi,0:J, φi;θ) is Gaussian with easily computable mean vector and variance
matrix derived from (17). Similarly, the posterior distribution of κi is Gaussian with explicit
mean and variance. On the other hand, the posterior distribution of τi is not explicit and we use a
Metropolis-Hastings step with a random walk proposal. This MCMC is the ideal one since the
filtering distribution has an explicit expression. However, we want to use this toy example to test
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the performances of the SAEM-PMCMC algorithm. As a consequence, we also implement the
SAEM coupled with the PMMH algorithm.
If we consider implementing a PMMH at the S-step, we have to choose two proposals qSMC(Xti j |
Xi j−1,yi j,φi;θ) and q(·|φi). As said before, in this particular linear SDE, the proposal q(Xi j|
Xi j−1,yi j,φi;θ) can be the optimal proposal, the exact posterior density p(Xi j|Xi j−1, yi j,φi;θ),
which minimizes the variance of the particle weights. Indeed, this distribution is explicit for
the Ornstein-Uhlenbeck, Gaussian with conditional mean and variance easily computable. As
an alternative proposal, we also consider the transition density qSMC(Xti j | Xi j−1,yi j,φi;θ) =
p(Xi j|Xi j−1,φi;θ). The proposal q(·|φ) for the individual parameters φ within the PMCMC
algorithm is a classical random walk on each component of vector φ .
4.1.3. Maximization step of the SAEM algorithm
The maximization step is based on the sufficient statistics. The statistics for the parameters
µ = (logτ,κ), Ω = diag(ω2τ ,ω
2
κ) and σ are the three classic ones for mixed models (see e.g.
Samson et al., 2007): S1(y,X ,Φ) = ∑
n
i=1 φi, S2(y,X ,Φ) = ∑
n
i=1 φiφ
′
i , and S3(y,X ,Φ) = ∑
n
i=1(yi−
Xi)
′(yi− Xi). Let s1m,s2m,s3m denote the corresponding stochastic approximated conditional
expectations at iteration m of SAEM. The M step for these parameters reduces to
µ̂(m) =
1
n
s1m Ω̂
(m) =
1
n
s2m−
1
n2
s1ms
′
1m σ̂
(m) =
√
1
n
s3m.
The statistic corresponding to γ depends on the SDE. For the Ornstein-Uhlenbeck, we have
S4(y,X ,Φ) =
n
∑
i=1
J
∑
j=1
(
X iiti j −X
i
iti j−1
e−∆i jτi −κiτi(1− e
−∆i jτi)
)2
.
The M step is thus γ̂(m) =
√
1
nJ
s4m.
4.1.4. Simulation design and results
Three different designs are used for the simulations with equally spaced observation times: n= 20,
J = 40, ∆ = 0.5; n = 40, J = 20, ∆ = 0.5 and n = 20, J = 40, ∆ = 2.5. Two sets of parameter
values are used. The first set is log(τ) = 0.6, κ = 1, ωτ = 0.1, ωκ = 0.1, γ = 0.05, σ = 0.05. The
second set uses greater variances and is log(τ) = log(10), κ = 1, ωτ = 0.5, ωκ = 0.5, γ = 0.5,
σ = 0.5. For each design and each set of parameter values, one hundred datasets are simulated.
The three algorithms are initialized with the following values. For the first set of parameters,
we set l̂og(τ)0 = 1.1, κ̂0 = 1.5, ω̂τ0 = 0.5, ω̂κ0 = 0.5, γ̂0 = 0.25 and σ̂0 = 0.25, i.e. the initial
standard deviations are 5 times greater than the true standard deviations. For the second set of
parameters, we set l̂og(τ)0 = log(10)+0.5, κ̂0 = 1.5, ω̂τ0 = 0.5, ω̂κ0 = 0.5, γ̂0 = 5 and σ̂0 = 5.
PSM function has numerical convergence problem for some datasets (9 among 100 when
n= 20 and 46 among 100 when n= 40), which are excluded from the PSM results. The SAEM-
MCMC algorithm is implemented with N = 100 MCMC iterations. Several values of N and K
are used in the SAEM-PMCMC algorithm.
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FIGURE 1. Convergence of the SAEM-PMCMC estimates l̂og(τ)m, κ̂m, ω̂τm, ω̂κm, γ̂m and σ̂m along the SAEM
iterations for one dataset simulated with the Ornstein-Uhlenbeck mixed model, with the second set of parameters,
n= 40 and J = 20. Horizontal lines represent the true values.
Figure 1 presents the convergence of the SAEM-PMCMC algorithm for one dataset simulated
with the second set of parameters, n = 40 and J = 20. This illustrates the low dependence of
the initialization of SAEM and the quick convergence in a small neighborhood of the maximum
likelihood.
Table 1 presents the results of the SAEM-PMCMC, SAEM-MCMC algorithms and PSM
function obtained for the three designs and two sets of parameters. The results are almost identical
for the two SAEM algorithms and very satisfactory. PSM has greater bias than the two SAEM
algorithms, especially for log(τ), ωτ , ωκ , γ and σ . Besides, note that the design (n,J) of the study
affects very little the two SAEM algorithms. On the contrary and surprisingly, PSM results are
deteriorated when n increases. Computational time of PSM algorithm is two times larger than the
one of SAEM-PMCMC algorithm (40 minutes instead of 20 minutes with n= 20).
In this particular linear model, the standard MCMC on (X,Φ) is "ideal" as the distribution
p(Xi,0:J|yi,0:J,φi) can be sampled exactly. As a consequence, the SAEM-PMCMC can not be
hopped to perform better. However, results show that the use of a particle approximation of
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p(Xi,0:J|yi,0:J,φi) does not deteriorate the quality of estimation.
In a second part, we study the influence of the particles number K in the SMC algorithm. Table
2 presents the results obtained on the 100 datasets simulated with n= 40,J = 20 and different
implementations of the SAEM-PMCMC algorithm. We successively use K = 25, K = 50 and
K = 100 particles and either N = 50, or N = 150 PMCMC iterations, using the exact posterior
distribution q(Xi j|Xi j−1,yi j,φi;θ) = p(Xi j|Xi j−1,yi j,φi;θ). The results are almost identical. On
the contrary, the choice of the proposal q(Xi j|yi j,Xi j−1,φ ;γ,σ) in the SMC algorithm may affect
the result. The algorithm fails to converge due to the degeneracy of the particles on 90% of the
simulated datasets (results not shown), even when increasing significantly the number of particles
(K = 1000). In conclusion, although the proposal q seems to be crucial in these simulations, the
number of particles K has less influence on the convergence of the estimation algorithm. This is
in concordance with the theoretical results proved by Andrieu et al. (2010).
However, as emphasized by Andrieu et al. (2010), increasing K can make arbitrarily small the
probability of visiting unfavorable states by the Markov chain, which correspond to large values
of the ratio target density to proposal density. But our simulations show that when choosing the
"optimal" proposal density q, namely the exact posterior distribution, the ratio of the target density
to the proposal density seems to have no large values and thus the number of particles K has a
very low influence. This low influence of K can also be explained by the fact that the SAEM only
requires few iterations of PMCMC, without convergence of the Markov chain to the stationary
distribution. The convergence is made over the iterations of SAEM.
4.2. Example 2: stochastic volatility Gompertz model
4.2.1. Stochastic volatility Gompertz mixed model
The Gompertz model is a well-known growth model (see e.g. Jaffrézic and Foulley, 2006).
Recently, Donnet et al. (2010) proposed a stochastic version of this model to take into account
random fluctuations in growth process. The stochastic volatility Gompertz mixed model is:
yi j = Xi j(1+ εi j), εi j ∼N (0,σ
2),
dXit = BiCie
−CitXitdt+ γXitdBit , Xi0 = Aie
−Bi (18)
where Ai > 0,Bi > 0,Ci > 0. We set φi = (logAi, logBi, logCi) the vector of individual random
parameters. The initial condition is a function of the random individual parameters φi. We
assume that logAi ∼i.i.d. N (logA,ω
2
A), logBi ∼i.i.d. N (logB,ωB), logCi ∼i.i.d. N (logC,ω
2
C)
and the parameter of interest is θ = (logA, logB, logC,ωA,ωB,ωC,γ,σ). By the Itô formula, the
conditional expectation and variance of log(Xit)|φi, for t ≥ 0, are
E(logXit |φi) = logAi−Bie
−Cit −
1
2
γ2t, Var(logXit |φi) = γ
2t.
The transition density of (log(Xt)) is explicit, Gaussian and equals to
log p(logXi j,∆i j, ti j−1| logXi j−1,φi;θ) =−
1
2
log(2piγ2∆i j)
− 1
2
(
logXi j−logXi j−1+Bie
−Cti j−1 (e−Ci∆i j−1)− 1
2
γ2∆i j
)2
γ2∆i j
.
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TABLE 1. Ornstein-Uhlenbeck mixed model: mean and standard deviations for θ̂ obtained by the SAEM-PMCMC,
SAEM-MCMC algorithms and the PSM function on 100 simulated datasets with two designs (n= 20, J = 40 and
n= 40, J = 20) and two sets of parameters. PMCMC is implemented with K = 50 particles and the exact posterior
proposal q(Xti j |Xti j−1 ,yi j,φi;θ) = p(Xti j |Xti j−1 ,yi j,φi;θ).
Parameters log(τ) κ ωτ ωκ γ σ
True value 0.600 1.000 0.100 0.100 0.050 0.050
n= 20, J = 40, ∆ = 0.5
SAEM-PMCMC Mean 0.600 1.004 0.085 0.094 0.049 0.049
SD 0.024 0.025 0.032 0.031 0.005 0.003
SAEM-MCMC Mean 0.602 1.002 0.084 0.089 0.050 0.049
SD 0.023 0.021 0.022 0.022 0.005 0.002
PSM Mean 0.616 1.001 0.049 0.050 0.102 0.095
SD 0.071 0.030 0.005 0.002 0.056 0.022
n= 40, J = 20, ∆ = 0.5
SAEM-PMCMC Mean 0.600 1.000 0.096 0.094 0.050 0.050
SD 0.027 0.025 0.026 0.020 0.004 0.002
SAEM-MCMC Mean 0.599 1.000 0.096 0.092 0.051 0.050
SD 0.027 0.025 0.024 0.022 0.004 0.002
PSM Mean 0.620 0.979 0.049 0.050 0.095 0.105
SD 0.020 0.137 0.005 0.003 0.016 0.086
True value 2.30 1.00 0.50 0.50 0.50 0.50
n= 20, J = 40, ∆ = 2.5
SAEM-PMCMC Mean 2.315 1.001 0.473 0.448 0.500 0.500
SD 0.145 0.136 0.115 0.094 0.031 0.041
SAEM-MCMC Mean 2.319 0.999 0.470 0.446 0.499 0.495
SD 0.150 0.141 0.117 0.088 0.031 0.040
PSM Mean 2.386 1.101 0.489 0.541 0.531 0.502
Sd 0.242 0.227 0.029 0.088 0.129 0.132
TABLE 2. Ornstein-Uhlenbeck mixed model, n= 40, J = 20: mean and standard deviations for θ̂ obtained by the
SAEM-PMCMC algorithm on 100 simulated datasets. The PMCMC algorithm is successively implemented with
posterior proposal q(Xti j |Xti j−1 ,yi j,φi;θ) = p(Xti j |Xti j−1 ,yi j,φi;θ) and K = 25, K = 50 or K = 100 particles, N = 10
or N = 150 PMCMC iterations.
Parameters log(τ) κ ωτ ωκ γ σ
True value 0.600 1.000 0.100 0.100 0.050 0.050
SAEM-PMCMC with posterior proposal, K = 25, N = 10
Mean 0.600 1.000 0.097 0.094 0.051 0.050
SD 0.029 0.028 0.023 0.020 0.005 0.003
SAEM-PMCMC with posterior proposal, K = 50, N = 10
Mean 0.600 1.001 0.098 0.094 0.051 0.050
SD 0.027 0.027 0.023 0.019 0.005 0.003
SAEM-PMCMC with posterior proposal, K = 100, N = 10
Mean 0.600 1.000 0.098 0.091 0.051 0.050
SD 0.029 0.028 0.023 0.021 0.004 0.002
SAEM-PMCMC with posterior proposal, K = 50, N = 150
Mean 0.600 1.000 0.096 0.094 0.050 0.050
SD 0.027 0.025 0.026 0.020 0.004 0.002
Soumis au Journal de la Société Française de Statistique
File: article_SFdS_revision.tex, compiled with jsfds, version : 2009/12/09
date: January 30, 2014
Using PMCMC in EM algorithm for stochastic mixed models 19
which is a nonlinear function of φi. As a consequence, the likelihood has no closed form and the
exact estimator of θ is unavailable.
4.2.2. Simulation step of the SAEM algorithm
First, the S step of the SAEM algorithm is tackled with a standard MCMC algorithm. Due to
the multiplicative structure of the observation noise, the distribution p(Xi,0:J|yi,0:J,φi,θ) is no
more explicit and we have to resort to a random walk proposal to simulate the trajectories Xi,0:J
conditionally to the observations yi,0:J . The components of Xi,0:J are updated time by time using a
random walk proposal. A random walk proposal is also used to simulate the individual parameters
φi from the conditional distribution.
Secondly, we implement the SAEM-PMCMC algorithm. A first attempt proved that jointly
updating the latent process X and φ with the PMMH algorithm implied bad practical convergence
properties. As a consequence, in this particular example we use the Particle Gibbs sampler.
Although the theoretical convergence of the SAEM coupled with the Particle Gibbs sampler can
not be proved, its practical convergence is illustrated here.
In order to implement the PGibbs sampler, the proposal qSMC(Xi j|Xi j−1,yi j, φi;θ) has to
be chosen. We propose to approximate the ideal proposal p(Xi j|Xi j−1,yi j,φi;θ) by a Gaussian
distribution with mean and variance deduced from the true ones. More precisely, we consider the
following proposal on logXti j
qSMC(logXti j | logXi j−1,yi j,φi;θ) = N (mXi j,post ,ΓXi j,post),
with
ΓXi j,post =
(
σ−2+(γ2∆i j)
−1
)−1
,
mXi j,post = ΓXi j,post µXi j,post ,
µXi j,post =
(
logyi j
σ2
+
1
γ2∆i j
(
logXi j−1−Bie
−Citi j−1(e−Ci∆i j −1)−
γ2∆i j
2
))
.
and then take the exponential to obtain a candidate for Xti j . The proposal q(·|φ) for the individual
parameters φ is a classical random walk on each component of the vector φ .
4.2.3. Maximization step of the SAEM algorithm
The sufficient statistics and the M step are the same as in Example 1 for parameters µ =
(logA, logB, logC), Ω = diag(ω2A,ω
2
B,ω
2
C) and σ . As the parameter γ appears both in the ex-
pectation and the variance of log(Xt)|φ , its estimator is not the same as in Example 1. The
sufficient statistic corresponding to γ is
S4(y, logX ,Φ) =
n
∑
i=1
J
∑
i=1
∆i j
(
logXiti j − logXiti j−1 +Bie
−Citi j−1(e−Ci∆i j −1)
)2
.
Let s4m denote the stochastic approximation of this sufficient statistic at iteration m of the SAEM
algorithm. For the sake of simplicity, we assume that the step size ∆i j is a constant ∆. The estimator
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FIGURE 2. Simulated dataset of the Gompertz mixed model with n= 20 subjects, γ = 0.5 and σ = 0.1
γ̂m at iteration m is deduced by maximizing the complete likelihood:
γ̂m =
√
2
∆
(
−1+
√
1+
s4m
nJ
)
When ∆i j is not a constant, the estimator is more complex but also explicit.
4.2.4. Simulation results
We simulate two experimental designs with the same observation times for all individuals: n= 20,
J = 50, ∆ = 0.02 and n= 50, J = 50, ∆ = 0.02 (t0 = 0), respectively. As in Donnet et al. (2010),
we use the following population parameters: logA= log(3000), logB= log(5), logC = log(14),
ωA = 0.1, ωB = 0.1, ωC = 0.1. The values of γ and σ are 0.5 and 0.1, respectively. Figure 2
illustrates the variability in the data for one simulated dataset with n= 20. For each design, 100
datasets are simulated and θ is estimated with the two algorithms (SAEM-PMCMC and SAEM-
MCMC). The SAEM algorithm is initialized with l̂ogA0 = 8.21, l̂ogB0 = 1.81, l̂ogC0 = 2.84,
ω̂A0 = 0.5, ω̂B0 = 0.5, ω̂C0 = 0.5, γ̂0 = 1.2, σ̂0 = 0.66. The PMCMC is implemented withN = 100
iterations and K = 50 particles. The MCMC is implemented with N = 100 iterations.
Results are presented in Table 3. Both algorithms give satisfactory results overall given the com-
plexity of the problem. Nevertheless, we clearly see that the SAEM-PMCMC algorithm performs
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TABLE 3. Stochastic volatility Gompertz mixed model: mean and standard deviations of θ̂ obtained by the
SAEM-PMCMC and SAEM-MCMC algorithms, on the 100 datasets with designs n= 20, J = 50 and n= 50, J = 50.
Parameters logA logB logC ωA ωB ωC γ σ
True value 8.006 1.609 2.639 0.100 0.100 0.100 0.500 0.100
n= 20, J = 50
SAEM-PMCMC Mean 8.363 1.674 2.568 0.096 0.092 0.129 0.605 0.098
SD 0.348 0.064 0.086 0.159 0.021 0.259 0.261 0.006
SAEM-MCMC Mean 8.810 1.752 2.457 0.050 0.083 0.051 0.771 0.097
SD 0.440 0.081 0.087 0.054 0.018 0.039 0.184 0.010
n= 50, J = 50
SAEM-PMCMC Mean 8.092 1.623 2.624 0.136 0.097 0.119 0.522 0.100
SD 0.105 0.024 0.031 0.142 0.013 0.073 0.149 0.004
SAEM-MCMC Mean 8.522 1.704 2.525 0.073 0.090 0.077 0.746 0.098
SD 0.252 0.045 0.059 0.028 0.012 0.025 0.118 0.004
better than the SAEM-MCMC algorithm. Indeed, for the population means (logA, logB, logC),
the population standard deviations (ωA,ωB,ωC) and γ , the bias and variance are smaller for SAEM-
PMCMC. The difference is obvious for γ , which is estimated with a large bias by SAEM-MCMC
while this is not the case for SAEM-PMCMC.
The improved quality of estimation has a computational cost since it takes less than 8 minutes
for the SAEM-MCMC and nearly 23 minutes for the SAEM-PMCMC algorithm to supply results.
However, estimating precisely the population parameters is a key issue in population studies (such
a genetic specification) and a bias can have real consequences on the conclusions.
5. Discussion
The stochastic differential mixed-effects models are quite widespread in the applied statistics
field. However, in the absence of efficient and computationally reasonable estimation methods,
a simplifying assumption is often made: either the observation noise or the volatility term are
standardly neglected.
In this paper we present an EM algorithm combined with a Particular Monte Carlo Markov
Chain method to estimate parameters in stochastic differential mixed-effects models including
observation noise. We prove the convergence of the algorithm towards the maximum likelihood
estimator when the transition density is explicit. This proof is classical as the PMCMC acts as an
exact marginal MCMC.
The suggested method supplies accurate parameter estimation in a really moderate computa-
tional time on practical examples. Moreover, it is not restricted to homogeneous time SDE. On
various simulated datasets, we illustrate the superiority of this method over the SAEM algorithm
combined with a standard MCMC algorithm. This efficiency is due to the fact that the PMCMC
algorithm takes advantage of the Markovian properties of the non-observed process. Simulations
with less individuals should also be tested.
A major advantage of this methodology is its automatic implementation. Indeed the generation
of the non-observed process does involve less tuning parameters than a standard MCMC, such as
the size of the random move in the random walk Metropolis-Hastings algorithm. For example,
the number of particles is not crucial, as illustrated in Example 1. In this paper we present a
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PMCMC algorithm where all the particles are re-sampled at each iteration. Many other resampling
distributions have been proposed in the literature, trying to achieve an optimal procedure. West
(1993) developed an effective method of adaptive importance sampling to address this issue. The
procedure developed by Pitt and Shephard (2001) is similar in spirit and has real computational
advantages. A stratified resampling is proposed in Kitawaga (1996). Each resampling distribution
implies a specific update of the weights.
6. Appendix
Sketch of the proof of Theorem 1 The proof is essentially the same as those proposed by Kuhn
and Lavielle (2005) except that two assumptions are weakened. The arguments that justify these
two points rest upon Benveniste et al. (1990)’s original proof of stochastic approximation scheme
with Markov dependency. Benveniste et al. (1990) assume that the Markov kernel is Lipschitz
with respect to both θ and (x,ϕ). Consequently, to ensure the existence of the function
νs(x,ϕ) = ∑
m≥0
(Πm
θˆ(s)
S(x,ϕ)−piS),
which is a key element in the proof, the assumption that the Markov chain (X ,Φ) stays in a
compact set is required to obtain the existence of moments of every order of the chain (assumption
(A5) of Benveniste et al. (1990)). But we only assume a Lipschitz condition with respect to θ for
the Markov kernel Π (SAEM5’). So we do not need the compactness assumption for the Markov
chain. An additional argument is needed to ensure the existence of the function νs(x,ϕ). Kuhn
and Lavielle (2005) introduce the uniform geometric ergodicity of the chain. We claim that we
can weaken this assumption, as soon as the sufficient statistics are bounded (SAEM4). Indeed,
the ergodicity of order 2 as stated in (SAEM5’) is then sufficient to prove the existence of νs(z).
The rest of the proof of the convergence of SAEM remains the same and we refer the reader to
Kuhn and Lavielle (2005). 
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