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ABSTRACT
In a previous paper (Arnett, et al 2019, paper I) we introduced the use of Reynolds
averaged implicit large eddy simulations (RA-ILES; Moca´k, et al. 2018) to the
classical problem of stellar convection (Bo¨hm-Vitense 1958). We explored the
structure of turbulent boundary layers, multi-modal behavior, intermittency, fluc-
tuations, and composition gradients, and found that the Kolmogorov dissipation
length played a role in some respects akin to the Bo¨hm-Vitense mixing length. We
now extend our analysis by extracting the sub-grid dissipation of our method (the
“mixing length”), and by quantifying errors in resolution of boundary layers. The
results for weakly-stratified convection show quantitative agreement with the four-
fifths law of Kolmogorov. We examine the differences between weakly and strongly
stratified convection (i.e., core convection and surface convection zones, respec-
tively). We find that MLT is a weak-stratification theory (which ignores turbulent
kinetic energy), and for precise work should be modified for strong-stratification
cases like the solar and stellar atmospheres. We derive the ‘effective mixing length’
for strong-stratification; it is the density scale height, so α ≈ Γ ∼ 5/3, in surprising
agreement with many stellar evolution calibrations, but smaller than the preferred
values for the Standard Solar Model (e.g., Vinyoles, et al. 2017, SSM), an error we
attribute in part to the lack of a turbulent boundary layer, which we find at the
bottom of the convection zone but missing in MLT and SSM.
1. INTRODUCTION
The two main sites of convection in stars
are (1) thermonuclear burning zones, and (2)
Corresponding author: wdarnett@gmail.com
stellar atmospheres. The former occur in the
hottest regions (the cores), where density gra-
dients are small, the latter in the coolest re-
gions (the envelopes), where density gradients
are large. The simpler case, weak stratifica-
tion, is relevant to burning regions and core
convection. Strong stratification modifies con-a
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2vection in modest but important ways, and is
appropriate to surface convection zones.
In §2 we summarize results from (Arnett, et
al 2019, paper I) to provide a conceptual back-
ground for the transition from MLT conven-
tions to three-dimensional simulations (321D).
In §3 we quantify the sub-grid dissipation of
our ILES simulations. In §4 we examine the
case of weak stratification and in §5 the case
of strong stratification. In §6 we present our
conclusions.
2. SOME INSIGHTS FROM THE
TURBULENT KINETIC ENERGY
EQUATION
The 3D simulations of turbulence have a
very large number of degrees of freedom; to
understand them we proceed in stages: (1) the
direct ILES numerical results, (2) Reynolds-
average (RA) analysis, (3) approximate ana-
lytic solutions which track the more complex
results, but with a much reduced set of de-
grees of freedom. The latter provide a eas-
ier comparison to MLT, which we will exploit.
This reduction parallels the method of Holmes,
Lumley & Berkooz (1996) in spirit, but in con-
trast we use Reynolds averaged implicit large
eddy simulations (RA-ILES) to identify dom-
inant terms (Viallet, et al. 2013). Here we
summarize some results (Arnett, et al 2019)
for convenience in discussion.
2.1. Length scale for convective velocity
Baryon conservation and the assumption
of a quasi-static, quasi-spherical background
place strong general constraints on the nature
of convective flow in stars: mass flux balance
∇ · ρv = 0 (1)
implies, for a spherically symmetric star,
∇ · v = vr/Hρ, (2)
where Hρ is the density scale height
1 defined
as −(∂ ln ρ/∂r)−1. For upflow, vr > 0, so
the matter expands (divergence is positive),
and for downflows, vr < 0, and it com-
presses. For finite Hρ (nonzero stratification),
baryon conservation requires that the down-
flows, which have lower entropy and enter re-
gions of increased pressure, are faster, nar-
rower and denser on average than the upflows,
breaking the up-down symmetry of the flow.
Eq. 2 connects the convective velocity struc-
ture to a length scale without any MLT as-
sumption. For a medium of uniform density,
Hρ →∞, and the scale becomes the size of the
turbulent medium (the convection zone), ∆cz,
which is finite. Thus ` ∼ min [∆cz, Hρ]. This
does give the characteristic length scale for a
quasi-steady flow in a stratified medium (such
as stellar convection). However, this equation
is linear in velocity, so that the velocity scale is
not constrained; another equation is required
(involving the turbulent acceleration, or the
turbulent kinetic energy for example). Lorenz
(1963) showed that the simplest case of such
flows, a 2D convective roll, is an example of de-
terministic chaos.2. Such instabilities are asso-
ciated with one or several strange attractors,
and act as seeds for turbulence (Arnett, et al
2019, paper I).
2.2. Length scale for turbulent damping
Stellar Reynolds numbers3 are far larger
than we encounter terrestrially (Arnett &
Meakin 2016), making stellar flows highly tur-
bulent. Kolmogorov (1962, 1941) showed that
K , the rate of flow of turbulent specific kinetic
1 A related length, the pressure scale height is usu-
ally used in MLT, where HP = −(∂ lnP/∂r)−1 .
2 See Arnett & Meakin (2011) for a roll model, and
also Gabriel & Belkacem (2018) for a plume model.
3 The Reynolds number is the product of macro-
scopic scales of length and velocity, divided by the vis-
cosity, a microscopic quantity (Landau & Lifshitz 1959,
Eq. 19.1).
3energy through a 3D turbulent cascade, is de-
termined by the large scale flows (Landau &
Lifshitz (1959), §31),
K = v3/`d, (3)
where v is the speed and `d = αHP the lin-
ear size of such flows. The flows at these large
scales are affected by boundary conditions, so
that α is not a universal constant, but may de-
pend upon the flow considered. Eq. 3 may ap-
ply only on average (Arnett, Meakin & Young
2009), and would correspond (Arnett, et al.
2015) to a drag (negative acceleration) of
D = −v|v|/`d. (4)
2.3. Turbulent kinetic energy
The chaotic driving of turbulence causes
large fluctuations, and requires that we aver-
age instantaneous properties to obtain useful
variables for stellar evolution (§2.6 in Arnett,
et al. (2015), and Meakin & Arnett (2007b)).
We do a double average, over angles (spherical
shells), and over several turnover times (e.g.,
Tables 1, 2, 3),
τto = 2∆rcz/v, (5)
which are short compared to evolutionary
times4. Here v is a typical speed and ∆rcz
is the depth of the convection zone.
For weakly-stratified convection zones (and
MLT) the driving is done by buoyancy alone
(the work done by buoyant acceleration B act-
ing on the turbulent velocity v), so
v·B = v · gβT∆∇, (6)
where the gravitational acceleration vector is
g, the super-adiabatic excess is ∆∇ = ∇−∇e,
4 For hydrogen and helium burning the turnover
time τto is so much shorter than the nuclear burn-
ing times that the convective algorithm may be
“stiff”(Acton 1970), and require special attention. For
later burning stages the times scales become shorter,
and ease this problem.
and βT is the thermal expansion coefficient
(Kippenhahn & Weigert 1990). The entropy
excess ∆∇ may contain contributions from
composition differences, which are ignored in
MLT. To evaluate these, the issue of mixing
must be solved consistently with that of con-
vection, complicating the problem (Arnett, et
al. 2015; Woodward et al. 2015; Moca´k, et al.
2018).
The rate of dissipation of turbulent kinetic
energy due to the turbulent cascade is, on av-
erage,
v·D ≈ K , (7)
which, for homogeneous isotropic turbulence,
is the Kolmogorov value (Kolmogorov 1962);
see §4.2 below.
We may write a turbulent kinetic energy
equation (Meakin & Arnett 2007b; Arnett, et
al 2019),
d(v2/2)/dt = v·B − v·D, (8)
for which the steady-state solution5 is a bal-
ance between driving and damping.
For MLT we have `d ≡ `2MLT /8HP , and
∆∇ > 0. However in Eq. 8, negative values
of ∆∇ can be allowed; this permits buoyant
deceleration.
The flow is relative to the grid of the back-
ground stellar evolution model, so the co-
moving time derivative of turbulent kinetic en-
ergy may also be written as
d(v2/2)/dt = ∂t(v · v)/2 +∇ · FK, (9)
where FK = ρv(v · v)/2 is a flux of turbulent
kinetic energy. This flux acts to spread locally-
driven turbulence more evenly over the tur-
bulent region, to be dissipated as Kolmogorov
suggested. Eq. 8 and 9 together comprise a
spartan form of the turbulent kinetic energy
equation, when the variables are understood
5 Care must be taken (for negative v) with the sign
of the ‘transit time’ τ = τto/2 and the deceleration.
4to be properly averaged over time and angle
(Meakin & Arnett 2007b).
2.4. Local balance
When performed on even modestly resolved
numerical simulations of weakly stratified con-
vective shell burning (a few pressure scale
heights), such averaging shows a balance over
the turbulent region, between (1) large scale
driving by buoyancy and (2) dissipation at the
small-scale end of the turbulent cascade. Con-
vection in strong stratification (∆rcz  2HP )
is also driven by “pressure dilatation” as well
as buoyancy (Viallet, et al. 2013); an issue to
which we will return (§5).
Our RA-ILES numerical simulations for
weakly-stratified convection satisfy a local bal-
ance between buoyancy and turbulent drag, on
average, so
B ≈ D, (10)
(Meakin & Arnett 2007b; Arnett, et al. 2015).
In a quasi-steady state for a weakly-stratified
convection zone, the divergence of the tur-
bulent kinetic energy flux, ∇ · FK, is small
(upflows mostly cancel downflows). However
pulses are caused by phase lags which occur
between between driving and damping. Thus,
on average,
v2/`d ≈ gβT∆∇, (11)
which is something like MLT, e.g., (Kippen-
hahn & Weigert 1990, Eq. 7.6). This equation
is nonlinear in velocity and therefore can set
a velocity scale for Eq. 2, but with the Kol-
mogorov damping length `d replacing the mix-
ing length.
2.5. Singularities
As Eq. 11 implies, there are obvious math-
ematical problems in MLT: (1) the turbulent
speed v is imaginary for ∆∇ negative, and (2)
behavior within a distance `d of a boundary is
undefined. The simulations6 support a more
general equation for turbulent kinetic energy,
Eq. 8, which suggests answers to these prob-
lems (Arnett, et al 2019, paper I). The singu-
larities in MLT at the convective zone bound-
aries (§9 in Gough 1977), and in boundary lay-
ers (§40 in Landau & Lifshitz 1959) can be re-
moved by the introduction of the total time
derivative of the specific turbulent kinetic en-
ergy.
The singularities in the boundary layers oc-
cur in Prandtl’s equations as the velocity per-
pendicular to the surface goes to zero. In a star
the motion does not go to zero but becomes
wave-like rather than turbulent (Meakin & Ar-
nett 2007b). If the Mach numbers are low,
as they usually are in stellar interiors, grav-
ity (g-)modes dominate over compressional (p-
)modes.
In MLT, a cut is made at v = 0 to match con-
vective and non-convective regions, removing
the imaginary velocity at ∆∇ < 0 in Eq. 11.
This join is not done correctly in a dynamic
sense, as a finite convective velocity jumps to
zero as the cut is crossed, requiring infinite ac-
celeration (Renzini’s “ends problem”, Arnett,
et al 2019).
A related issue is the behavior of the velocity
field beyond, but in the vicinity of, the bound-
ary. (Arnett, et al. 2015) have shown that use
of the spatial derivatives (Eq. 9) allows contin-
uation through the singularity at the cut. Use
of the partial derivatives with respect to time,
i.e., wave motion, also can avoid the singular-
ity, at the expense of allowing for entrainment
and wave generation.
In MLT, Eq. 11 implies mixing if ∆∇ > 0.
Simulations show rapid mixing, so that this
becomes the Schwarzschild (not Ledoux) crite-
rion for convective instability. At the bound-
ary a deceleration and turning of the flow oc-
6 See also Meakin & Arnett (2007b).
5curs by negative buoyancy ∆∇ < 0 in a well-
mixed braking zone, and the Richardson cri-
terion becomes relevant (Arnett, et al. 2015)
between the well-mixed convection zone and
the poorly mixed neighboring region (Turner
1973; Arnett, et al 2019).
3. SUB-GRID DISSIPATION
A feature of ILES, not easily reproduced for
stellar parameters in direct numerical simu-
lation (DNS), is the automatic development
of a Kolmogorov cascade, allowing a descrip-
tion of large scale flows down into the inertial
range. See (Porter & Woodward 2000, Fig. 4),
(Cristini, et al. 2017, Fig. 8), and (Radice,
Couch & Ott 2015, Fig. 5), for examples of
specific turbulent kinetic energy spectra.
3.1. The O+O shell subgrid dissipation
Using RA-ILES we construct our Fig. 1,
which shows the time-averaged sub-grid dissi-
pation (weighted by mass per unit length) for
the oxygen burning shell, versus radius. We
find that the sub-grid dissipation due to tur-
bulent cascade (the “hill” in Fig. 1, between
r ∼ 0.43 and 0.85 × 109 cm) is not sensitive
to zoning, from 1283 to 15363, and has a Kol-
mogorov value over the averaging window in
time. See also §4 below. Errors due to low res-
olution in the lower boundary are easily seen,
which begin to disappear with finer resolution.
The dissipation in the upper boundary showed
signs of a similar ”spike” at very crude zoning
but converged within the range of resolutions
shown in the figure. This milder condition for
numerical convergence on the upper boundary
is expected because of the larger scale heights
in all of the structural and flow fields there.
For more extensive discussion, see Arnett, et
al. (2015); Cristini, et al. (2017, 2018); Grin-
stein, Magolin & Rider (2007), and the article
by Woodward (2007) in particular.
If we imagine sufficient computer power and
time, the problem could be resolved down to
the physical dissipation scale, as in a DNS cal-
culation, in which the “hill” would disappear
at some resolution (the physical Kolmogorov
scale) which depends upon the physical vis-
cosity. This is vastly unfeasible at present,
so that the “hill” corresponds to the flux of
energy in the turbulent cascade, going to the
sub-grid scales. In ILES the “hill” never disap-
pears because the dissipation is always numer-
ical, occurring at the numerical “Kolmogorov
scale”, and is pushed to smaller scales with
more refined zoning. The numerical “Kol-
mogorov scale” is essentially the grid scale.
The “hill” shows a mild multi-modal fluc-
tuation (see §5, Arnett, et al (2019)), de-
spite being averaged over a few turnover times.
The necessity to average, over many ( 4)
turnover times, makes the determination of
accurate time behavior expensive for the high-
est space resolutions. Unlike the stable regions
(r < 0.43 × 109cm and r > 0.85 × 109cm),
which have solutions that are attracted to a
constant curve, the convective region has fluid
trajectories which diverge with time7, so that
they are attracted to a limit curve in an av-
erage sense, but with fluctuations around that
limit curve. This resembles the behavior of
the Lorenz model with its strange attractor
(Arnett & Meakin 2011), which also is never
“static” except when averaged over many cy-
cles. Fig. 1 in Arnett, et al (2019) and the cor-
responding movies show interactions of multi-
ple 3D convective rolls (each of which is a more
general version of the Lorenz 2D roll).
3.2. The C+C shell subgrid dissipation
Figure 2 shows the time-averaged sub-grid
dissipation for the carbon burning shell as a
function of radius (weighted by mass per unit
length). Unlike Fig. 1, there is no ingestion of
a new and different fuel (20Ne); so the evolu-
7 See Lyapunov exponent discussion in §5.2.4 of
Manneville (2010).
6Figure 1. Time-averaged sub-grid dissipation for the oxygen burning shell, versus radius. This shows the
“med-res” (384 × 2562, dots) and “hi-res” cases (768 × 5122, heavy dots) of (Viallet, et al. 2013), and a
“very-hi-res” case (1536 × 10242, heavier dots) (the “Perth” simulation, see Arnett, et al. (2015)). The
“spike” at r ∼ 0.43 × 109 cm is due to poor resolution of the lower (thinner) boundary layer, and begins
to vanish at the highest resolution. The upper boundary layer seems well resolved in space, but pulses in
time. The remaining dissipation (the “hill” between r ∼ 0.44 × 109cm and r ∼ 0.85 × 109cm ), which is
statistically steady but not static, is due to damping of turbulence at the smallest (sub-grid) scales, and is
found to be consistent on average with Kolmogorov theory (see text). Ingestion of 20Ne also causes heating
and evolution of the background (Moca´k, et al. 2018); this is absent in the C+C shell (Fig. 2). The number
of turnovers taken to construct the curves is limited by computational cost; med-res, hi-res and very hi-res
have 4, 2.1 and < 2 turnovers.
7tion is smoother (see Moca´k, et al. (2018) for
further discussion of 20Ne ingestion in Fig. 1).
Here we have (4.0, 4.4, 10.6, 1.5) turnovers for
zoning of (1283, 2563, 5123, 10243), so the high-
est resolution in space corresponds to the poor-
est statistics in time because of the need to
disentangle the chaotic, multi-mode behav-
ior. Despite this, there is a tendency toward
convergence, but modulated by multi-mode
variations, which cancel less well for fewer
turnovers. The solutions are chaotic, with each
new resolution reseting the initial conditions,
so that the solutions converge to a manifold of
curves with the same average properties (like
the Lorenz roll), not a single curve.
Holmes, Lumley & Berkooz (1996) (see their
Chapter 3) suggest the importance of low or-
der modes and the application of proper or-
thogonal decomposition (POD) to the energy-
containing scales of turbulence. In our simu-
lations, most of the turbulent kinetic energy
is indeed contained in a few low order modes8
of moderately large scale, consistent with the
Kolmogorov cascade, although there are many
more modes with relatively little energy.
3.3. Resolution
Grid resolution in space is associated with
the “spikes” at the boundary layers, which can
be made smaller with the finer zoning. De-
termination of the behavior in time is compli-
cated by association with the chaotic fluctua-
tions of larger scale coherent structures that
make up the “hill”. The time resolution is
set by the Courant condition (minimum sound
travel time across a zone), which is adequately
small, but the mixed modes require longer time
sequences (more turnover times) to disentan-
8 For the O+O shell, the lowest POD mode has
∼ 45 percent of the turbulent energy, with ∼ 75 per-
cent in lowest 4 modes, during the 400 s examined by
Meakin & Arnett (2007b). For the C+C shell, which
has no significant ingestion of a new fuel, the flow is
simpler, and the lowest 3 modes dominate.
gle. There is no indication as yet that the
long term behavior can not be accurately de-
termined from simulations of longer duration.
Figures 1 and 2 provide insight into the zon-
ing required to spatially resolve the thin lower
boundary layer. The “Perth” simulation of
the O+O shell, at 1536×10242, seems already
to be reducing the “spike” into a merger with
the “hill”, although the turnover statistics are
poor for the short duration in time (see Ta-
ble 1).
It appears that the dissipation rate in the
“spikes” in Fig. 1 (and 2) may be converging to
a small value with higher resolution. The com-
position profiles may also converge to a fixed
shape (Cristini, et al. 2018, their Fig. 16,).
This must be due to numerical dissipation, but
a numerical dissipation which is constrained by
the ILES sub-grid model, as is the turbulent
cascade. A turbulent boundary layer devel-
ops between convection and non-convective re-
gions, which ILES seems to represent robustly.
Such an explanation may be tested by future
simulations, at higher resolution.
A related problem is that of the resolu-
tion of entrainment (Meakin & Arnett 2007b;
Cristini, et al. 2017), which also involves the
turbulent boundary layer. Woodward et al.
(2015) have shown that the entrainment rate
in a simulation depends upon the zoning, and
with due caution, suggest that their 15363 may
already capture the Kelvin-Helmholtz waves
(which they and we believe drive the entrain-
ment). This seems consistent with our “Perth”
simulation, which does not have the advantage
of “PPB advection” (Woodward et al. 2015),
but does have the improved brute-force reso-
lution of “box-in-star” griding (Arnett, et al.
2015). The effects of the differing boundary
conditions (a sector versus 4pi steradians) re-
mains to be explored fully.
Now that we better understand simulations
of the turbulent cascade and coherent struc-
tures on a fixed grid, we have a basis for valida-
8Figure 2. Time-averaged sub-grid dissipation for the carbon burning shell, versus radius. This shows the
1283, 2563, 5123, 7683, and 10243 cases of (Cristini, et al. 2017, 2018). The 15363 case is not shown because
an inadequate number (< 1) of turnover times were available for a robust time average. Unlike the O+O
simulation, the simpler burning associated with C+C has no strong ingestion of new fuel, but the effect
of finer zoning seems similar. The “spike” monotonically decreases in size with increased zoning, and the
“hill” settles toward an asymptotic shape and size.
9tion tests for possible further speedup of such
simulations. For example, do we need to re-
solve down to the inertial range over the whole
convection zone? In the same vein, Radice,
Couch & Ott (2015) report experience with the
FLASH code that some higher-order Riemann
solvers give deeper penetration into the iner-
tial range for the same computational cost. Fi-
nally, adapting simulation codes to better uti-
lize newer hardware (e.g., GPU’s) is desirable.
Computational efficiency is a multi-parameter
problem, involving the code (PROMPI scales
well), the algorithm (PPB increases accuracy),
microphysics algorithms (equation of state and
reaction networks), the compiler, the com-
puter architecture, and so on, all of which
should be tuned to the problem at hand. In-
dications that the problem is close to being
resolved make the issue more acute.
4. TURBULENT DISSIPATION LENGTH
FOR WEAK STRATIFICATION
Joyce & Chaboyer (2018) suggest that it is
no longer acceptable for precise stellar models
to use solar-calibrations of the mixing-length,
and advocate implementation of “an adaptive
mixing-length” to maintain fidelity with high
precision observations.
Which mixing-length? In §2.3 we saw that
the Kolmogorov dissipation length may behave
like a mixing length to some extent. It may
be instructive to construct such a “mixing-
length” ` from a 3D simulation, in order
to clarify the physics involved (and missing).
However, the details of boundaries, formula-
tion of MLT, averaging domains in time and
in space for simulations, chaotic fluctuations
driven by strange attractors, inadequacies in
the simulations, and variation in initial mod-
els, all introduce inconsistencies. MLT uses
α = `/HP in multiple ways, further confus-
ing the comparison of stellar models to sim-
ulations.9 Much of the variance seems to be
due to choices of how to project the complex
3D data set onto a 1D MLT framework which
is physically incomplete; in contrast high reso-
lution ILES gives reasonably consistent results
for the dissipation rate K , (Porter & Wood-
ward 2000; Meakin & Arnett 2007b; Arnett,
et al. 2015; Jones, et al., 2017; Cristini, et al.
2017).
4.1. Resolution, geometry and sampling
We emphasize that both the dissipation rate
K and the rms velocity vrms vary as the tur-
bulent kinetic energy varies (Meakin & Arnett
(2007b); Cristini, et al. (2017); Arnett, et al
(2019)), so that ` is constant only if averaged.
Such averaging is required for robust results.
Arnett & Meakin (2011) have discussed
some of the issues involved in averaging over
fluctuating turbulent cells. For a steady-state
distribution, a “snapshot average” over a large
volume and short time should give the same
value as an “accumulation average” in a small
volume over a long time. For stellar evolu-
tion the averaging must be able to smooth
the “shot noise” of individual turbulent events.
Arnett, et al (2019) presented fly-through and
evolutionary movies which suggest both ap-
proaches are feasible, after a steady state is
attained.
Two limiting cases are plane and spherical
geometry. For planar and mildly curved geom-
etry, this requires the computational domain
have a sufficiently wide sector size to contain
several convective cells. For a spherical geom-
etry, a 4pi sector and time enough for several
events is needed to capture the geometry of
all modes. In general the number of turnovers
(time), the number of sectors and plumes per
9 Meakin & Arnett (2007b) compared five simula-
tions by different authors, all of whom asserted that
MLT gave a fairly reasonable representation of their
numerical results, but specific values of ` and α varied
with the case and code considered.
10
sector (space) are issues to consider.
4.2. The four-fifths law
An interesting limiting case is Kolmogorov’s
“four-fifths law” for homogeneous isotropic
turbulence. In our notation,
v3 = −4
5
K∆rcz, (12)
(see Frisch (1995) §6.2). The only spatial scale
is the depth of the convection zone ∆rcz, so
this is for planar geometry, with no curvature.
The turbulence is homogeneous and isotropic,
on average, over a slab of this depth.
Frisch called Kolmogorov’s 1941 work, of
which this law is a major part, “one of the
very few exact and nontrivial results in the
field.” Thus, using Eq. 3, the ratio of dissi-
pation length to size of the turbulent region is
`d/∆rcz = 5/4 = 1.25, (13)
which is an analytic result. Shell burning of
O+O (Meakin & Arnett 2007b) is relatively
unstratified (∆rcz . 2HP ) with modest cur-
vature (rinner 6 router). Cristini, et al. (2017)
show that the plane parallel approximation is
reasonable for the C+C shell. Consequently it
is appropriate to compare the numerical val-
ues for dissipation lengths for O+O and C+C
shell simulations to Eq. 13. From Eq. 11, this
is an estimate of a “mixing length”, which here
is not an adjustable parameter.
4.3. The O+O shell
Using the simulations of Meakin & Ar-
nett (2007b), Arnett, Meakin & Young (2009)
found the mass contained in the convection
zone to be Mcz ∼ 1.84 × 1033 g and the to-
tal kinetic energy
∫
ρEKdV ∼ 8.61 × 1046
ergs, so that the rms velocity was vrms =
(2EK/Mcz)
1
2 ∼ 0.966×107 cm/s. Fig. 2 (right
panel) in Arnett, Meakin & Young (2009) sug-
gests that the numerical sub-grid dissipation
from the turbulent cascade is fairly well ap-
proximated, on average, through most of the
convection zone by the local value of K =
v3rms/`. Fitting the integral of the inferred dis-
sipation ∫
cz
KρdV = Mczv
3
rms/`d (14)
to the simulation implied `d ∼ 3.6× 108 cm at
the particular time chosen. A time average of
the integral may be constructed for the data
(“the hill”) in Fig. 1 and 2.
The oxygen burning simulation begins with
an episode of entrainment of 20Ne into the 16O
shell, giving two steady-state burning zones
in the same convective shell, something never
seen in 1D simulations (Moca´k, et al. 2018).
The oxygen burning shells were done with
the PROMPI code and subjected to RA-ILES
analysis. Arnett, et al. (2015) discuss the
highest resolution simulation (“Perth”) of the
oxygen-burning shell. Table 1 summarizes the
oxygen-burning shell results, in order of in-
creasing resolution. Structural variables, such
as depth of convection zone ∆rcz, and density
scale height Hρ, show insensitivity to zoning.
The dissipation length `d (“mixing-length”) is
close to the depth of the convection zone, and
agrees with the Kolmogorov value (Eq. 13) as
well as could be expected from the fluctuations
in TKE over the averaging window. Notice
that αMLT = `d/HP ≈ 2 ≈ ∆rcz. The rms ve-
locity vrms and the number of turnover times
(tave/tto) in the average are shown; the higher
resolution runs could not be extended in time
so far as the lower ones. We find that at least 4
turnovers are desirable for statistical stability
in the estimation of the dissipation length.
Resolution effects are subtle; changing zon-
ing also changes initial conditions (Lorenz
1963), and resets the strange attractor. The
amplitude of the variations, averaged over the
turnover window, seem consistent with the
variation in `d/∆rcz.
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Table 1. Dissipation lengths: O+O shell, ∆rcz ∼ 2HP
stage zoning ∆rcz(cm) `d(cm) `d/∆rcz `d/HP vrms(cm/s) tave/tto
depth × area
O shella 400× 1002 4.0× 108 3.6× 108 0.90 1.48 0.97× 107 4
O shellb 192× 1282 4.2× 108 4.9× 108 1.16 2.03 1.07× 107 4
O shellb 384× 2562 4.2× 108 5.5× 108 1.31 2.27 1.09× 107 4
O shellb 786× 5122 4.2× 108 4.7× 108 1.12 1.94 1.09× 107 2.1
O shellc 1536× 10242 4.2× 108 · · · · · · · · · · · · < 2
aMeakin & Arnett (2007b); oxygen burning with 20Ne entrainment.
bViallet, et al. (2013); oxygen burning with 20Ne entrainment.
cArnett, et al. (2015); oxygen burning with 20Ne entrainment (“Perth”).
With these qualifications, it appears that
numerical simulations for weakly-stratified
convective regions agree with Kolmogorov the-
ory for homogeneous, isotropic turbulence.
The estimates of
`d/∆rcz → 0.90, 1.16, 1.31, 1.12 (15)
do seem to cluster around 5/4 (Eq. 13), ap-
parently within statistical accuracy. Runs of
greater duration at high resolution are needed.
The Kolmogorov result is an analytic one,
and independent of our choices of numerical
parameters like spatial zoning and time step.
This agreement supports our choice of zoning
in spacetime, and the validity of our method
of RA-ILES.
4.4. The C+C shell
Because of the ingestion of 20Ne during oxy-
gen burning, it is interesting to also examine
the carbon burning shell, which has no such in-
gestion, and evolves more gently. To obtain a
homogeneous set of simulations, Cristini, et al.
(2017) have examined convection in a simple
carbon burning shell, changing only the zon-
ing. Table 2 shows the results for C+C shell
burning. The energy generation rate for nu-
clear burning was uniformly boosted over the
entire sequence by a factor of 103 for numerical
reasons; after the boost the burning is still very
slow compared to convective turnover. These
results are consistent with the oxygen shell
simulations. Again, the boundary dissipation
spike (in their Fig. 10) tends to disappear at
the highest resolutions, while the sub-grid dis-
sipation is insensitive to zoning (their Fig. 9).
The cases with highest spatial resolution have
available the fewer turnovers, and lose some
statistical accuracy for `d/∆rcz.
Now we have
`d/∆rcz → 1.21, 1.25, 1.17, · · · , 1.20 (16)
Again, runs of greater duration at higher resolution are needed, but there seems to be a clustering
around 1.25.
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Table 2. Dissipation lengths: C+C shelld, ∆rcz ∼ 2.6HP
stage zoning ∆rcz(cm) `d(cm) `d/∆r `d/HP vrms(cm/s) tave/tto
depth3
C shell 1283 1.030× 109 1.81× 109 1.21 3.27 4.05× 106 3.99
C shell 2563 1.033× 109 2.42× 109 1.25 3.23 4.56× 106 4.37
C shell 5123 1.025× 109 2..38× 109 1.17 2.99 4.53× 106 10.6
C shell 7683 1.027× 109 2.64× 109 · · · · · · 4.42× 106 1.5
C shell 10243 1.009× 109 2.11× 109 1.20 3.21 4.11× 106 2
dCristini, et al. (2017); carbon burning, pseudo-cartesian grid.
5. HIGHLY-STRATIFIED CONVECTION
Kolmogorov’s four-fifths law (Eq. 12) may
not be universal, but as we have seen it does
apply to weakly-stratified (∆rcz . 2HP ) con-
vective regions. In previous sections we have
compared MLT to 3D simulations, of mild
stratification and of sufficiently high resolu-
tion to be turbulent, and developed a replace-
ment for MLT (see §2) which is appropriate for
weakly-stratified convection. Here we summa-
rize of some of the modifications due to strong
stratification.
5.1. Symmetry breaking
Strong stratification breaks the up-down
symmetry assumed in MLT, so that a strong
negative flux of kinetic energy occurs, which is
not a part of MLT. This agrees with 3D simula-
tions of strongly stratified atmospheres (Nord-
lund, Stein, & Asplund 2009; Asplund, Lud-
wig, Nordlund & Stein 2000), in which such
negative luminosity components were discov-
ered by Stein & Nordlund (1989). Meakin &
Arnett (2010) showed that this was a feature
of strong stratification, not of top versus bot-
tom driving. MLT ignores the fluxes of turbu-
lent kinetic energy, not because they are small
relative to enthalpy fluctuations (they are not;
see Eq. 11), but because they are assumed to
cancel by up-down symmetry (Bo¨hm-Vitense
1958, 1989). This asymmetry increases with
increasing stratification; mass conservation re-
quires that fast, dense, narrow downflows must
be balanced by slow, less-dense, wide upflows
(see §2.1). We conclude that MLT is flawed in
detail for strongly-stratified convection zones—
deep surface convection—and precise results
for the Sun, or red giants, may be questioned.
5.2. Boundary conditions
Because stellar convection is a fluid dynamic
process, it requires a fluid dynamic boundary
condition. If the boundary is thin, as gener-
ally assumed in stellar evolution, the four close
boundaries in Fig. 3 in (Arnett, et al 2019)
are condensed into one, so that we have a sur-
face of discontinuity (§81, Landau & Lifshitz
1959). The three dynamic differential equa-
tions generate three conditions (conservation
of mass, momentum and energy). The two
scalar equations (mass and energy) require two
scalar jump conditions. The vector (momen-
tum) equation requires three conditions, one
for each spatial component of velocity. Enforc-
ing hydrostatic conditions in the stellar radia-
tive region requires an intervening turbulent
boundary layer (Landau & Lifshitz 1959, §44),
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contrary to MLT assumptions.
Attempting to construct a boundary condi-
tion inside a convective region requires know-
ing the velocity field, with its intermittency
and chaos, as well as the thermodynamic vari-
ables, luminosity and composition. This is
not feasible at present (see §5, Arnett, et al
2019). A specific worry is the treatment of
the convective luminosity, Lconv, which is the
sum of luminosity due to enthalpy fluctuations
and to turbulent velocity fluctuations, Lconv =
Lenthalpy + Ltke, not just Lconv = Lenthalpy, as
in MLT.
The success of standard stellar evolution
with MLT implies that these changes are not
large in general, well within correction by the
adjustment of a free parameter (the mixing
length, overshoot and semi-convection param-
eters), but are not necessarily unimportant.
5.3. Red giant simulations
Our basis for discussion of strongly-stratified
convection are the red giant simulations of
Viallet, et al. (2013) which explore convec-
tion in a highly stratified shell (Table 3). The
simulations were done with the MUSIC code
(Viallet, et al. 2011, 2013), which solves the
fluid dynamic conservation laws with implicit
time stepping, and provides an indication of
what modification high stratification requires.
This allows larger time steps in the deep, more
hydrostatic regions, at the expense of higher
computational cost. Despite the completely
different hydrodynamic solver, the simulations
could be subjected to RA-ILES analysis.
The red giant models show many features
common to the weak stratification results; for
example, the turbulent kinetic energy fluctu-
ates strongly; compare (Arnett, et al 2019,
Fig. 2) and (Viallet, et al. 2013, Fig. 2).
While the upper boundary is affected by the
choice of a Newtonian cooling approximation
for the stellar atmosphere (see below), the
lower boundary quickly relaxes to a turbulent
boundary layer, as seen in the weak stratifica-
tion simulations (see also Arnett & Moravveji
2017).
The most striking differences caused by in-
creased stratification are: (1) the turbulent
kinetic energy flux is nonzero, (2) the accel-
eration due to pressure dilatation is nonzero,
and (3) there is a change in waveforms, tend-
ing from rolls to plumes. Also, the dissipa-
tion length (“mixing-length”) may vary, and
global modes (4pi geometry) may become im-
portant. The turbulent kinetic flux connects
(1) a localized source of turbulence to (2)
Kolmogorov dissipation, which spreads to en-
compass the entire turbulent region (Arnett,
Meakin & Young 2009). Highly stratified con-
vection with a localized source of turbulence
will have a significant flux of turbulent kinetic
energy, unlike weakly stratified convection.
The pioneering simulations (Asplund, Lud-
wig, Nordlund & Stein 2000) of stellar atmo-
spheres focused on resolving the outer layers,
where the observed spectra are formed. Vial-
let, et al. (2011, 2013) focused instead on the
bottom layers10 of the surface convection zone.
A complete picture requires both.
5.3.1. Initial model
The stellar structure code used to construct
the initial model is described in Baraffe & El
Eid (1991). It uses mixing-length theory (with
α = 1.7) to treat convection, and the ex-
tent of the convective region is based on the
Schwarzschild criterion. The structure was in-
tegrated from the photosphere down to 20%
of the stellar radius, stopping to avoid the
nuclear burning region. This initial strati-
fication is used as an input model for the
multi-D hydrodynamic code. The model is
characterized by a total density stratification
log(ρbottom/ρtop) ∼ 4.4. The total pressure
10 In a rotating Sun, this is where the tachocline
would develop.
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stratification is log(Pbottom/Ptop) ∼ 6.2, or
equivalently 14.3 pressure scale-heights. The
convective region extends down to r ∼ 2.3 ×
1012 cm, nearly half of the star in radius. The
surface layers are characterized by a strong
superadiabatic stratification; which would be
explicitly resolved in stellar atmospheres sim-
ulations (Nordlund, Stein, & Asplund 2009;
Asplund, Ludwig, Nordlund & Stein 2000).
The nuclear burning region is not included in
the computational domain, instead a radia-
tive flux corresponding to the stellar luminos-
ity is imposed at the inner boundary. As in
Viallet, et al. (2011), a proxy was used for
the surface layers. In contrast to the case
of stellar atmospheres, the red giant simula-
tions explicitly calculate deep turbulent con-
vection, rather than absorb it into an approx-
imate lower boundary condition. A dynamic
lower boundary for the convection zone is in-
cluded, and below that a non-convective radia-
tive region. The steep gradient at the top (stel-
lar atmosphere) is replaced by an approximate
boundary condition (Newtonian cooling).
These simulations are appropriate for this
problem, having a depth of 7.8 pressure scale
heights of turbulence. The initial 1D model
had a stratification of 14.3 pressure scale
heights, with 4.5 pressure scale heights ab-
sorbed into the Newtonian cooling region.
Time steps in the implicit code (Viallet, et
al. 2011) are constrained by the fluid veloc-
ity (accuracy) rather than sound speed. This
makes the code behave like an anelastic code
for time steps larger than the local sound travel
time (in deep layers), damping sound waves,
giving incompressible flow, and allowing the
deeper layers to be treated dynamically. This
may be considered a complement to the ap-
proximation used for 3D simulation of stellar
atmospheres, emphasizing the physical effects
characteric of the deeper layers rather than the
atmosphere.
5.3.2. A possible weakness
We suspect that there may be a flaw in both
the red giant simulations (upper boundary),
and the stellar atmospheres (lower bound-
ary). In order to stabilize the numerics, ad-
justment of the dissipation in stellar atmo-
spheres seems11 to result in laminar flow at
the bottom of the computational volume, even
though the plasma there should be highly
turbulent. This numerical effect smears fast
downflows. The error might be related to use
of a static—not a dynamic—boundary con-
dition. It seems to have little effect on the
stellar spectra predicted, but may affect the
deep flows. Helioseismic constraints (Hana-
soge et. al 2010, 2012; Hanasoge & Sreeni-
vasan 2014), on convective velocity amplitudes
(< 5-6 m s−1) at large scales (> 70Mm = 7×
109 cm ∼ 0.01R), have prompted serious re-
examination of radiation hydrodynamics de-
scriptions for stars. This defines a “convective
conundrum” (O’Mara, et al. 2018). Accurate
simulation of deeper flows (supergranulation)
may also require additional physics not in MLT
or 321D, such as rotation and MHD, (Miesch,
et al. 2012).
In the red giant simulations, the Newton
cooling approximation has a similar effect of
smearing fast downflows. The two types of
simulation are consistent but wrong in the
same sense. To remove the ambiguity, a simu-
lation sufficiently well resolved to show turbu-
lent flow over the whole convection zone, may
be required. The red giant simulations have a
deficit, relative to reality, of narrow fast down-
flows at the top, which in stellar atmospheres
would already appear in the 4.5 scale heights
11 This appears from a visual comparison to
demonstrably turbulent flows (e.g., Meakin & Arnett
(2007b)). A quantitative estimate of the numerical
Reynolds number for the bottom layers of the stellar
atmosphere simulations would be helpful for clarifica-
tion.
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absorbed in the Newtonian cooling boundary.
These flaws are real but might be minor.
5.4. Red giant simulations
Despite these issues we proceed to abstract
some aspects of strongly stratified convection
from the existing simulations.
Table 3. Dissipation lengths: Red Giant, ∆rcz ∼ 7.8HP
stage zoning ∆rcz(cm) `d(cm) `d/∆r vrms(cm/s) tave/tto
depth × area
RGb 216× 1282 2.0× 1012 7.0× 1011 0.350 2.27× 105 3.3
RGb 432× 2562 2.0× 1012 7.7× 1011 0.385 2.34× 105 3.3
bViallet, et al. (2013); red giant.
A striking difference from the weakly-
stratified case is the smaller value of dissipa-
tion length `d/∆r (∼ 0.38 rather than ∼ 1.2).
A shorter dissipation length means more dissi-
pation, and less “efficient” convection (in the
sense that turbulent “friction” increases in the
red giant simulations). Spherical convergence
requires a greater force to act on the rapid
descending flow, in order to contain it in the
smaller volume. This seems to enhance the
complexity of the turbulent cascade (Fig. 4,
Viallet, et al. 2013).
Another important change occurs in the flow
geometry, which transitions from a roll to a
plume. Finally, strong stratification implies a
more spherical geometry, so that large wave-
length global modes may be important (e.g.
Woodward et al. (2015)).
Table 3 summarizes the red giant simula-
tions, to be compared with those in §4 for weak
stratification. The lower resolutions shown,
relative to Table 1 and 2, reflect the greater
computational load of the implicit hydrody-
namic solver in the MUSIC code; see discus-
sion in (Meakin & Arnett 2007b; Viallet, et al.
2013; Woodward et al. 2015).
5.4.1. Pressure dilatation
We focus on two striking differences: (1)
RA-ILES analysis shows that in deeply strat-
ified convection zones, convection is driven to
a significant extent (∼40% in the simulations
in Table 3) by “pressure dilatation” (WP =
〈p′∇ · u′〉), in addition to buoyancy, and (2)
the radial flux of turbulent kinetic energy is
negative and a significant fraction (∼35%) of
the enthalpy flux.
If the pressure fluctuations are dominated
by turbulent ram pressure, p′ ∼ ρ(u′r)2, and
the rate of decrease in log density (dilatation)
is (∇ · u′) = u′r/Hρ, then the work done by
pressure dilatation is
WP = 〈p
′
ρ
∇ · u′〉 ∼ (u′r)3/Hρ ∼ fv3/Hρ,
(17)
where f = (u′r)3/v
3 ≤ 1 is the average projec-
tion factor of the radial velocity cubed to the
rms velocity cubed. Viallet, et al. (2013) show
that WP becomes comparable to the dissipa-
tion rate if Hρ approaches `d (strong strati-
fication), and negligible if Hρ  `d (homo-
geneous background). The ratio of turbulent
ram pressure to local pressure, ρu′2/P , ranges
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from ∼ 2× 10−3 at the bottom, to ∼ 2× 10−2
at the top of the convection zone (Viallet, et
al. 2013, Fig. 3 and §4.1.1). Consequently the
turbulent pressure acts on the flow to acceler-
ate it downward; i.e., it strengthens the down-
draft cycle of a convective roll or plume. The
cubic dependence on u′r causes the fastest mo-
tion to dominate, so the tendency of buoyancy
to produce fast downdrafts and slow updrafts
is strengthened.
5.4.2. Turbulent kinetic energy flux
If strongly-stratified convective turbulence is
driven by cooling in a thin layer at the top, and
spreads downward through the larger mass of
the convection zone (Stein & Nordlund 1989,
1998; Arnett, Meakin & Young 2010), it gives
a net negative kinetic energy flux. Because
of the large heat content, the total energy
flux is still positive, but the luminosity has
a more complex dependence on ∇rad than in
MLT, involving a new quantity, the luminosity
due to turbulent kinetic energy Ltke, which is
nonzero and negative, and affects the quantita-
tive value of the inferred luminosity in a non-
negligible way. This error must be absorbed
into the calibration of the mixing length.
More generally, we may approximate the
general turbulent kinetic equation by
d(v2/2)/dt = ∂t(v · v)/2+∇ · FK = WB+WP−K ,
(18)
where, from Eq. 9, we have the rate of work
done by buoyancy,
WB = v · gβT∆∇, (19)
and from Eq. 17, the rate of work done by
pressure dilatation,
WP ∼ fv3/Hρ, (20)
and using Eq. 3,
K = v3/`d. (21)
In a steady state with no convective zone
growth and small wave flux (Eq. 32, Viallet,
et al. 2013),
WB +WP ∼ K , (22)
or, removing a common factor of v,
gβT∆∇ ∼ v2(1/`d)− v2(f/Hρ), (23)
where the averaging is made explicit. This re-
duces to Eq. 11 in the weak stratification case
(f → 0).
If ∆∇ > 0, this gives a limit for the effective
dissipation length `dss in the strong stratifica-
tion (finite f) limit,
`dss/HP < Hρ/(HP f) = (Γ/f)→ Γ, (24)
or αdss = `dss/HP = Γ. In MLT, α = `d/HP
has no such limiting behavior, which is due to
the introduction of pressure dilatation.
We stress that these simple results require
an averaging over fluctuations. Damping
lags driving (Meakin & Arnett 2007b; Ar-
nett & Meakin 2011) in the weak stratifica-
tion case. In the strong stratification case, the
simple driving-damping classification becomes
driving-transport-damping because damping
is larger when the whole region is filled with
turbulent flow. This causes WP , WB and K
to track each other, in a cycle of potential en-
ergy, kinetic energy, and internal energy max-
ima (Viallet, et al. 2013, §5), like the strange
attractor of Lorenz (1963).
5.5. Calibrations of αMLT
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Table 4. Some stellar evolution calibrations of αMLT = `MLT /HP
reference to code calibration αaMLT (δ)
b
This paper, interior 3D simulations Γ ∼ 5/3 ∼ 1.67 ∼ 0
Some stellar evolution calibrations:
Ekstro¨m, et al. (2012) 1.6467(M ≤ 1.25M) ∼ −0.02
Ekstro¨m, et al. (2012) 1.65 (M > 1.25M ∼ −0.02
Bressan, et al. (2012) 1.74 ∼ +0.07
Maeder (1999) 1.6 ∼ −0.07
Baraffe & El Eid (1991) 1.7 ∼ +0.03
Young, et al. (2001) 1.6 ∼ −0.07
Stellar atmosphere calibrations:
Ludwig, Freytag, & Steffen (1999) 1.577 to 1.80 -0.1 to +0.13
Trampedach, et al. (2014) 1.648 to 1.767 -0.019 to +0.100
Trampedach & Stein (2011) 1.67 to 2.20 0. to +0.53
Trampedach & Stein (2011) (Sun) 1.76 +0.09
Standard solar model calibrations:
Vinyoles, et al. (2017) 2.18c ∼ +0.51
Vinyoles, et al. (2017) 2.11d ∼ +0.44
aWarning: these calibrated values conflate several aspects of convection; see text.
bHere δ = αMLT − 5/3 may be taken as a rough measure of the consistency of the
stellar models with 3D simulations of turbulent convection; see text.
cB16-GS98 abundances, standard solar model, see reference.
dB16-AGSS09met abundances, standard solar model, see reference.
Table 4 shows several calibrations of αMLT =
`MLT/HP from stellar evolution. They are
in reasonable agreement despite the fact that
these fitted values of αMLT conflate several dis-
tinct issues. For example, the effects of ig-
noring (1) levitation, due to convective ram
pressure in the background momentum equa-
tion (Stein & Nordlund 1989), (2) the flux
of turbulent kinetic energy FTKE, and turbu-
lent heating in the background energy equa-
tion (Porter & Woodward 2000; Viallet, et al.
2013), and (3) entrainment due to turbulence
at the boundaries (Meakin & Arnett 2007b),
all make the stellar models incomplete. In
addition there may be errors of application,
e.g., related to over-simplified algorithms for
overshoot and semi-convection. The calibra-
tions are all essentially tests of surface convec-
tion zones; they have strong stratification and
Γ ∼ 5/3.
These errors are lumped together, as are
errors in composition (Asplund, et al. 2009),
whenever the free parameter αMLT is adjusted.
If the models were complete and accurate, the
error δ ∼ αMLT − Γ would be small in mag-
nitude, so the value of |δ| may be taken as a
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new measure of consistency between the stel-
lar models and 3D simulations of turbulent
convection. Despite these issues, αMLT ∼ Γ,
or `MLT ∼ Hρ, is a surprisingly good ap-
proximation. Many modern calibrations use
αMLT = 1.7, which is obviously similar.
Renzini (1987) noted that “...one single
value of the free parameter gives a very good
fit to stellar radii from the main sequence to
the tip of the giant branch...” , so that “MLT
is not that bad”. The argument above sug-
gests (1) why this is so, (because MLT mimics
the universality of the Kolmogorov cascade),
and (2) what the value of that single param-
eter should be (αMLT ∼ Γ ∼ 5/3), and (3)
some possible causes of deviations.
5.5.1. αMLT from the Standard Solar Model
It is notable in Table 4 that the values
carefully calibrated from the standard solar
model (SSM) (Vinyoles, et al. 2017) seem dif-
ferent from those calibrated from other meth-
ods. Is a narrow but precise data set more
trustworthy than a broader but less precise
one? It depends. In SSM the models are con-
strained to find an optimum fit to additional
data from helio-seismology, and should be pre-
ferred, provided they are complete, in the sense
that all important physics is accurately repre-
sented. Otherwise optimization in parameter
space will find a false solution set.
The use of MLT in the SSM procedure in-
sures that several features are ignored, which
are prominent in 3D simulations. The solar
neutrino fluxes seem robust to such variations,
being most sensitive to conditions in the deep
interior which is not convective. However, it
is not clear that such optimization of parame-
ters is insensitive to variations at the bottom
boundary of the convection zone, the position
of which is an important constraint in the SSM
procedure (Basu & Antia 1997).
6. CONCLUSION
We have systematically re-examined the un-
physical aspects of MLT in 1D stellar evo-
lution, which were summarized in Renzini
(1987), by applying Reynolds-averaging to 3D
turbulent implicit large eddy simulations (RA-
ILES) of the classical Bo¨hm-Vitense prob-
lem (Bo¨hm-Vitense 1958) of stellar convection.
The RA-ILES combination is ”exact” to the
word length of the computer used, and we
quantify the resolution errors due to zoning.
The evolution of the turbulent kinetic energy
is chaotic, involving a few dominant modes.
This makes interpretation of time aspects of
numerical convergence a challenge, but pro-
vides insights into the driving of turbulence
and stellar variability. The RA-ILES simula-
tions automatically provide the velocity struc-
ture at boundaries, including composition pro-
file, structure of deceleration region, and the
basis for prediction of wave generation.
To the extent that the “mixing length” is
meaningful, it appears to be essentially the
Kolmogorov dissipation length, and may be
extracted from the simulations. We extract
the sub-grid dissipation from the burning shell
simulations for O+O and for C+C, which are
weakly-stratified. RA-ILES gives sub-grid and
boundary dissipation separately; if zoning is
changed a ”spike” due to resolution error in
the turbulent boundary layer gradually disap-
pears, leaving a “hill” due to sub-grid dissi-
pation, and allows an independent estimate of
the Kolmogorov dissipation length. This result
for weakly-stratified convection is statistically
consistent with the Kolmogorov analytic value
for homogeneous isotropic turbulence.
For highly stratified convection there is up-
down symmetry breaking, and the develop-
ment of downward acceleration from pressure
dilatation as well as a net downward turbu-
lent kinetic energy flux. This is totally miss-
ing from MLT, so MLT should not be used for
accurate simulations of high stratification such
as found in the Sun and other examples of sur-
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face zones of stellar convection.
This misapplication may be part of a so-
lution to the solar abundance problem (As-
plund, et al. 2009), as well as the difficulty
with helioseismic constraints (Hanasoge et. al
2010, 2012; Hanasoge & Sreenivasan 2014) and
the “convection conumdrum” (O’Mara, et al.
2018).
Finally we derive the dissipation length for
strong stratification, `dss/HP ∼ Γ, and show
that it is consistent with many empirical cal-
ibrations from stellar evolution, leaving the
treatment of turbulent boundary layers and
strong stratification as major improvements to
be made in current theory of stellar convection.
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