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ABSTRACT 
 
Nel mondo delle telecomunicazioni è da sempre presente l’interesse verso il riconoscimento 
delle modulazioni di segnali ricevuti a partire dall’analisi di loro determinate caratteristiche. 
Nel passato queste pratiche venivano effettuate in funzione dell’esperienza degli addetti, ma 
con l’esponenziale sviluppo delle tecnologie, si è resa possibile l’automatizzazione delle 
stesse.  
In relazione a ciò, nella presente tesi vengono analizzati gli aspetti principali della 
classificazione automatica di modulazione, a partire dai suoi utilizzi sia in campo militare 
che in quello civile. Vengono inoltre accennate tutte le varie tipologie con le quali realizzare 
la suddetta classificazione, descrivendo sia quelle più semplici che quelle più avanzate.  
Lo scopo principale del lavoro di tesi è l’implementazione di un algoritmo di classificazione, 
realizzato attraverso due stadi sequenziali rappresentati dall’utilizzo di un “Hidden Markov 
Model” e di una “Support Vector Machine”. Il primo necessita di un database di segnali 
modulati di confronto con i quali comparare il segnali in analisi di modulazione incognita e 
fornire in output le due tipologie di modulazioni più probabili. Nello specifico si è lavorato 
analizzando due modulazioni analogiche, AM e FM, e una modulazione digitale, BPSK. Il 
secondo invece è un classificatore binario, che sfrutta la selezione effettuata dallo stadio 
precedente per fornire la decisione finale. Per far ciò sono stati utilizzati due differenti 
ambienti di programmazione, rispettivamente MATLAB e GNU RADIO COMPANION. 
Attraverso il primo sono state realizzate sia le funzioni che concretizzano i concetti teorici 
per il riconoscimento di modulazione, sia un generatore di segnali utili per il database di 
confronto e per il test dell’algoritmo. Attraverso il secondo e con l’utilizzo di diverse USRP 
in trasmissione e ricezione installate in un banco di prova, sono stati ottenuti sia ulteriori 
segnali di riferimento per il database, sia segnali rice-trasmessi tra 2 USRP differenti che 
segnali radio FM broadcast. La particolarità dell’algoritmo è quella di utilizzare un numero 
basso di campioni del segnale ricevuto, pari a 100 nello specifico, fornendo comunque delle 
prestazioni soddisfacenti in linea con quelle di algoritmi che ne utilizzano un ben più alto 
numero.  
Nella tesi infatti vengono mostrate le probabilità di successo dell’algoritmo al variare del 
rapporto segnale-rumore del segnale in analisi sia di test che musicali. 
L’obiettivo finale quindi è quello di fornire un esempio di implementazione di un algoritmo 
di classificazione automatica di modulazione a basso tasso computazionale, il quale può 
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essere sfruttato ed ampliato per applicazioni di svariata tipologia, sia in scenari tattici 
militari, sia nelle tecnologie civili che utilizzano il principio della “Cognitive Radio”. 
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Capitolo 1  
1 LA CLASSIFICAZIONE 
AUTOMATICA DI MODULAZIONE 
 
 INTRODUZIONE 
 
La classificazione automatica di modulazione, spesso indicata con l’acronimo inglese AMC 
(“Automatic Modulation Classification”), è una tecnica che permette il riconoscimento della 
tipologia della modulazione di segnali captati e ricevuti a partire da loro caratteristiche e 
parametri stimati. Questa è una pratica che al giorno d’oggi assume un ruolo importante sia 
in ambito civile che soprattutto in ambito militare. Le comunicazioni radio attualmente 
impegnano una gran parte dello spettro di frequenze sul quale possono lavorare i dispositivi 
rice-trasmittenti, e per questo motivo è necessario essere a disposizione di rilevanti strumenti 
che ne possano ottimizzare la gestione e il controllo, come il citato AMC.  
 
 
Figura 1.1 Elaborazioni sul segnale ricevuto 
 
Come mostra lo schema a blocchi in Figura 1.1, le tecniche di riconoscimento di 
modulazione si collocano “post-detection” del segnale, la quale viene presumibilmente 
effettuata su uno spettro di frequenze a banda larga ove si sta investigando per la ricerca di 
segnali. Inoltre le tecniche di classificazione necessitano come detto di operare in condizioni 
nelle quali si è in possesso di stime dei parametri caratteristici sia del segnale che del canale. 
Questo perché, come vedremo nel seguito della tesi e come viene effettuato dalla maggior 
parte di algoritmi presenti al giorno d’oggi, descritti nel capitolo 2, è necessario procurarsi 
delle sequenze di test o dei parametri specifici che siano in comune, o ci assomiglino il più 
possibile, con il segnale del quale vogliamo stabilire la modulazione.  
DETECTION 
+ 
STIMA 
PARAMETRI 
 
AMC 
 
DEMOD. 
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La caratteristica fondamentale degli algoritmi che si occupano di scopi di classificazione è 
l’automaticità, requisito che va nettamente a migliorare le prestazioni in termini di praticità 
e di utilizzo, ma che nel caso di tecniche a confronto come quelle utilizzate in questa tesi, 
prevede la presenza di un ampio database di segnali con i quali compararsi. Questo perché 
le tecniche di modulazione al giorno d’oggi sono di svariato tipo, e potrebbero essere 
utilizzate a scapito di quelle tradizionali se lo scopo è quello di proteggersi da eventuali 
intercettazioni.  
 
 GLI UTILIZZI IN CAMPO MILITARE 
 
L’ambiente dove la classificazione automatica di modulazione riveste un ruolo principale è 
quello militare, in quanto può essere utilizzata in scenari di conflitto, o di semplice 
monitoraggio delle comunicazioni ostili, permettendo la demodulazione della 
comunicazione, dopo aver individuato la presenza di trasmissioni grazie a tecniche di 
detection. Tale tecnica permette inoltre di difendersi in maniera efficace da tentativi di 
“jamming”, permettendo l’individuazione della modulazione del “jammer” e la successiva 
disattivazione. [1] 
Tra il campo militare e il campo civile, analizzato nel successivo paragrafo 1.3, la differenza 
sostanziale è la mancanza della conoscenza a priori della frequenza portante dei segnali in 
analisi. Questo ovviamente perché gli scopi dell’AMC sono tutti di difesa da enti ostili, il 
quale obiettivo ovviamente è attaccare o disturbare senza farsi intercettare, sviando eventuali 
difese. [2] Nel corso degli anni e con l’avanzare delle tecnologie è stato possibile introdurre 
tecniche automatiche di riconoscimento delle modulazioni in scenari tattici, operazione che 
nel passato veniva affidata solamente all’esperienza e alla bravura di operatori umani. 
Questo è stato possibile anche perché molto spesso le tecniche di modulazione utilizzate da 
parte di enti ostili sono prettamente sempre le stesse, cioè AM, FM, e digitali di basso ordine. 
Questo per via che nella maggior parte dei casi è difficile trovarsi di fronte ad organizzazioni 
che hanno la possibilità di instaurare una rete di comunicazione complessa, con più nodi e 
con modulazioni di alta complessità computazionale, in uno scenario articolato come può 
essere quello bellico. Proprio per questo motivo, come detto vengono implementati sistemi 
che sfruttano modulazioni più semplici da realizzare ed implementare, ma di conseguenza 
anche più semplici di classificare.  
Le tecniche di AMC attuali ed avanzate permettono inoltre di combattere due tipologie di 
mascheramenti della frequenza portante da parte dei nemici:  
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 “DSSS Signals”, ove DSSS sta per “Direct Sequence Spread Spectrum”. Sono 
segnali a banda larga il cui contenuto informativo ha la stessa potenza del rumore del 
canale. Infatti sono delle comunicazioni che si confondono con il livello medio del 
rumore e sono di conseguenza caratterizzate da un SNR circa pari a 0 dB. 
 “FHSS Signals”, ove FHSS sta per “Frequency Hopping Spread Spectrum. Sono dei 
segnali nei quali la frequenza portante cambia continuamente. 
 
 GLI UTILIZZI IN CAMPO CIVILE 
 
In ambito civile è utile introdurre l’AMC soprattutto come strumento utile ai dispositivi i 
quali hanno come principio cardine quello della “Cognitive Radio”. Infatti questi ultimi 
prevedono la possibilità di andare a monitorare continuamente lo spettro a larga banda, il 
quale come già detto è sempre più intasato ed allocato, cercando la possibilità di effettuare 
comunicazioni in eventuali spazi lasciati liberi in determinanti momenti in quanto non 
utilizzati, nonostante siano allocati e destinati a tipologie di trasmissioni prestabilite e 
concordate, come illustrato in Figura 1.2. In tal contesto le operazioni di monitoraggio 
possono essere affinate con l’introduzione di un sistema che effettua congiuntamente la 
classificazione automatica di modulazione, soprattutto con l’obiettivo di migliorare la 
gestione e l’assegnazione dinamica dello spettro.  
 
 
Figura 1.2 Principio cardine della “Cognitive Radio” 
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Contestualmente inoltre è possibile illustrare ulteriori utilizzi in campo civile delle tecniche 
di AMC in ambiti di rivelamento performance dei dispositivi che utilizzano sia modulazioni 
digitali ad elevato ordine sia modulazioni adattive in funzione dello stato del canale. Infine 
le tecniche di classificazione possono essere utili nello ottimizzazione dei canali impiegati 
nelle tecnologie MIMO. [2] 
 
 APPLICAZIONE CON LE SOFTWARE DEFINED 
RADIO 
 
Le tecniche di “Automatic Modulation Classification” trovano ampio sviluppo con le nuove 
tecnologie di comunicazione dette “Software Defined Radio – SDR”. Queste permettono di 
costruire via software, e non hardware, delle strumentazioni di svariato utilizzo, come ad 
esempio i ricevitori radio di qualsiasi standard. E’ facilmente intuibile come la possibilità di 
utilizzare dei software permetta vantaggi di estrema flessibilità di configurazione e di ampia 
estensione nell’intervallo di frequenze utilizzabili, al contrario di quanto avviene nel 
momento in cui si ha a disposizione un dispositivo fisico, che può essere rimodulabile, ma 
non con la stessa semplicità di un SDR. L’applicazione di tali tecnologie potrà portare in 
futuro alla possibilità di lavorare attraverso software con segnali che non necessiteranno di 
essere traslati in banda base, ma potranno essere campionati direttamente in alta frequenza. 
Al momento queste operazioni non sono ancora possibili data la difficoltà tecnologica di 
sviluppare dispositivi capaci di campionare ad elevatissime frequenze di campionamento. 
Basti pensare allo standard wireless IEEE 802.11 che prevede una portante a 2.4 GHz, e che 
richiederebbe una frequenza di campionamento pari a 5 GHz, seguendo le indicazioni date 
dal teorema di Nyquist-Shannon, il quale afferma che affinché si possa ricostruire 
adeguatamente il segnale a partire dai suoi campioni è necessario campionare lo stesso 
almeno al doppio della frequenza massima dello spettro (ovvero almeno il doppio della 
banda). Al momento ciò non è possibile, ma in futuro con la continua evoluzione delle 
tecnologie e con il potenziamento della potenza di calcolo disponibile si riuscirà ad effettuare 
tale tipo di operazioni che permetteranno di evitare la traslazione a frequenza intermedia del 
segnale da elaborare. [3] 
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Figura 1.3 Concetto del SDR 
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Capitolo 2  
2 LO STATO DELL’ARTE  
 
 LA PANORAMICA DELLE TECNICHE ATTUALI 
 
La classificazione automatica di modulazione, come visto nel Capitolo 1, è utile per diversi 
campi di applicazione, e l’interesse verso le tecniche per realizzarla è incrementato con il 
passare degli anni e soprattutto con l’evoluzione delle tecnologie. In particolare con 
quest’ultima, è possibile utilizzare tecniche e dispositivi che riducano la complessità delle 
operazioni diminuendone anche il tempo di esecuzione, possano permettere l’applicazione 
in ambienti sempre più eterogenei e prevedano la conoscenza di sempre meno caratteristiche 
del segnale incognito in ingresso. C’è da ricordare infatti che l’AMC è una tecnica di analisi 
che segue la detection e la stima dei parametri dell’ingresso incognito, come mostrato in 
Figura 1.1. 
 
Le tecniche attuali che realizzano la classificazione automatica di modulazione sono diverse 
e sono divise in funzione del principio sulle quali sono basate:  
 
1. Classificatori basati sulla massima verosimiglianza – “Likelihood-based Classifiers 
(LB)” 
2. Classificatori basati sulla funzione di distribuzione – “Distribution Test-based 
Classifiers”  
3. Classificatori basati sulle caratteristiche frequenziali delle modulazioni – 
“Modulation Classification Features” 
4. Classificatori basati su macchine addestrate – “Machine Learning for 
Modulation Classification” 
5. “Blind Modulation Classification” 
 
Nei paragrafi successivi verranno illustrati i concetti fondamentali di queste 5 categorie 
descritte. Per analizzarle nel dettaglio, sia matematico che applicativo, si rimanda al libro 
citato in [2].  
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2.1.1 CENNI SUI “LIKELIHOOD-BASED CLASSIFIERS” 
 
 DEFINIZIONE e PARAMETRI NECESSARI 
 
 I classificatori basati sulla massima verosimiglianza sono incentrati sull’analisi della 
funzione di verosimiglianza, come si intuisce dalla denominazione stessa. I parametri che 
necessitano per l’applicazione di questo tipo di classificatori sono molteplici: perfetta 
conoscenza del canale e stima delle caratteristiche del segnale (frequenza portante, banda, 
bit/rate, potenza, ecc.…). 
 
 BASE TEORICA  
 
Fondamentalmente questi classificatori sono caratterizzati da un confronto in termini di 
verosimiglianza tra dei segnali di modulazione di test, ottenuti in funzione dei parametri 
stimati, e il segnale di modulazione incognita.  
In funzione di quanto detto precedentemente riguardo la conoscenza del canale, è possibile 
citare i classificatori che analizzano i seguenti tipi di funzione di verosimiglianza: 
 Funzione di verosimiglianza in canale AWGN; 
 Funzione di verosimiglianza in canale affetto da fading; 
 Funzione di verosimiglianza in canali affetti da rumore NON gaussiano. 
 
Indipendentemente dalla condizione adottata questo metodo di classificazione prevede la 
scelta della modulazione che è caratterizzata dal maggior valore di verosimiglianza con il 
segnale incognito in ingresso, come mostrato dalla Figura 2.1. 
 
 
Figura 2.1 Esempio di classificatore a massima verosimiglianza [2] 
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Per sopperire agli svantaggi di complessità computazionale, esistono diversi principi per il 
calcolo della funzione di verosimiglianza, soprattutto nel caso in cui non è possibile stimare 
alcuni parametri del segnale incognito. [1] 
 
 L’ “ALRT likelihood function” (ove ALRT sta per “Average Likelihood Ratio Test”) 
sostituisce ai parametri stimati assenti l’integrale di loro possibili valori e 
corrispondente probabilità; 
 IL “GLRT likelihood function” (ove GLRT sta per “Generalized Likelihood Ratio 
Test”) sostituisce ai parametri stimati assenti la massimizzazione della funzione di 
verosimiglianza all’interno di un determinato intervallo di valori assumibili; 
 L’ “HLRT likelihood function” (ove HLRT sta per “Hybrid Likelihood Ratio Test”) 
è una combinazione delle due precedenti funzioni menzionate, e prevede di 
conseguenza una funzione con integrali e massimizzazioni multidimensionali. 
 
 CAMPI DI APPLICAZIONE  
 
I campi di applicazione sono svariati, sia militari che civili, con gli obiettivi descritti nei 
paragrafi 1.2 e 1.3. 
In ambito civile vengono utilizzati specialmente quando sono in ballo modulazioni digitali 
di elevato ordine e anche con tecnologie MIMO, purché siano affiancate da algoritmi di 
massimizzazione (per via della presenza di più canali di rice-trasmissione). 
In ambito militare vengono utilizzati specialmente quando l’obiettivo è classificare segnali 
con spettri a banda larga, purché siano affiancati da algoritmi di “Modulation Classification 
Features”.  
 
 VANTAGGI 
 
I classificatori di questa tipologia hanno due fondamentali vantaggi: 
1. Sono i più intuitivi, ragion per cui inoltre rappresentano la categoria dei classificatori 
più realizzati; 
2. Possono essere adattati a diverse condizioni del canale. 
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 SVANTAGGI 
 
I classificatori di questo tipo necessitano come descritto di un gran numero di caratteristiche 
stimate dell’ingresso incognito, ragion per cui il più grosso svantaggio è proprio la 
complessità di realizzazione. 
 
2.1.2 CENNI SU “DISTRIBUTION TEST-BASED CLASSIFIERS” 
 
 DEFINIZIONE e PARAMETRI NECESSARI 
 
I classificatori basati sulla funzione di distribuzione sono incentrati sull’analisi della 
distribuzione dei dati che vengono raccolti, soprattutto nel caso in cui questi ultimi siamo 
molti. In questa tipologia di classificazione è necessario effettuare la stima del canale, con 
l’obiettivo di focalizzare l’attenzione solamente sul flusso informativo del segnale per 
stabilirne la modulazione.  
 
 BASE TEORICA  
 
Attraverso i dati raccolti si cerca di effettuare un fitting della distribuzione, per poi 
confrontarla con dei fitting noti di distribuzioni legate a modulazioni conosciute. 
 
 
Figura 2.2 Esempi di funzione di distribuzione di 3 modulazioni [2] 
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Esistono diverse metodologie in letteratura che permettono di stabilire la bontà del fitting 
effettuato e che permettono quindi il confronto con la distribuzione di riferimento alla quale 
tende: 
 
 “Kolmogorov–Smirnov Test Classifier (KS)”: effettua la decisione in funzione della 
minima distanza tra il fitting ottenuto e le distribuzioni di riferimento. In questo tipo 
di classificatori si può prevedere uno scenario sia con una sola sequenza di dati 
iniziali, sia uno con due sequenze indipendenti tra di loro. 
 “Cramer–Von Mises Test Classifier”: opera negli stessi scenari del precedente tipo 
di classificatore, ottenendo però la statistica di decisione integrando la distanza tra il 
fitting ottenuto e la distribuzione di riferimento. Il minimo risultato fornirà la 
decisione finale. 
 “Anderson–Darling Test Classifier”: opera come il precedente classificatore, 
introducendo una diversa pesatura delle code. Questo per permettere un 
miglioramento nella decisione nei casi in cui la differenza tra il fitting ottenuto e la 
distribuzione di riferimento risieda proprio nelle code delle distribuzioni stesse.  
 “Optimized Distribution Sampling Test Classifier”: permette una ottimizzazione del 
numero di campioni necessari per effettuare il fitting e un abbassamento della 
frequenza di campionamento. 
 
 CAMPI DI APPLICAZIONE 
 
In campo civile i “Distribution Test-Based Classifiers” sono prettamente implementati nelle 
ASIC/FPGA dei dispositivi per Cognitive Radio per la loro bassa complessità 
computazionale. 
In campo militare sono altresì utilizzati come classificatori della differenza di fase ausiliaria 
nei classificatori MPSK in presenza di trasmissione con tecnica di “Frequency Hopping”. 
 
 VANTAGGI 
 
L’utilizzo del fitting sui dati attraverso le metodologie indicate permette di avere delle 
tecniche di classificazione con complessità computazionale più bassa rispetto agli “LB 
classifiers” e con un risultato sub-ottimo. 
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 SVANTAGGI 
 
Il principale svantaggio di classificatori di questa tipologia consiste nella necessità di dover 
essere in possesso di un gran numero di campioni del segnale e nel dover impostare una 
elevata frequenza di campionamento. [4] Questo svantaggio è in parte colmato con gli 
“Optimized Distribution Sampling Test Classifiers”, i quali però hanno una probabilità di 
errore maggiore per via dell’ottenimento della statistica che non sempre è accurata. 
 
2.1.3 CENNI SU “MODULATION CLASSIFICATION FEATURES” 
 
 DEFINIZIONE e PARAMETRI NECESSARI 
 
I classificatori di questa tipologia sono caratterizzati dallo studio delle caratteristiche tipiche 
mostrate dai vari tipi di modulazione, e dal confronto con questi ultimi dei medesimi 
parametri calcolati però ovviamente sul segnale di modulazione incognita. 
I parametri necessari per l’applicazione di questi classificatori variano ovviamente in 
funzione della tipologia specifica scelta le quali saranno spiegate nel seguito di questo 
paragrafo. 
 
 BASE TEORICA  
 
Esistono 4 categorie principali di classificatori che utilizzano le caratteristiche delle 
modulazioni e sono di conseguenza contraddistinti da differenti teorie di base. 
 
 “Signal Spectral-based Features”: operano su diverse caratteristiche del segnale ottenute 
mediante l’operazione di DFT, consigliata rispetto alla FFT in quanto permette di 
utilizzare un numero qualsiasi di campioni per l’analisi. [5] I parametri delle modulazioni 
di base e del segnale incognito poi verranno confrontati mediante un albero di decisione 
per permettere la successiva decisione. 
      Generalmente i parametri su cui si lavora sono 9: 
 γMAX : massimo valore della densità spettrale di potenza normalizzata del segnale 
ricevuto e centrata sull’ampiezza istantanea; 
 σAP : deviazione standard del valore assoluto delle componenti non lineari della 
fase istantanea; 
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 σDP : deviazione standard dei valori diretti delle componenti non lineari della fase 
istantanea; 
 P: valutazione della simmetria attorno alla frequenza portante stimata; 
 σaa : deviazione standard del valore assoluto normalizzato dell’ampiezza 
istantanea e centrata del segnale; 
 σaf : deviazione standard del valore assoluto normalizzato della frequenza 
istantanea e centrata del segnale; 
 σaa : deviazione standard dell’ampiezza istantanea normalizzata e centrata del 
segnale; 
 𝜇42
𝑎  : fattore di Kurtosis dell’ampiezza istantanea normalizzata e centrata del 
segnale; 
 𝜇42
𝑓
 : fattore di Kurtosis della frequenza istantanea normalizzata e centrata del 
segnale. 
Un esempio di albero di decisione che utilizza questi parametri è mostrato al termine 
della descrizione delle categorie in Figura 2.3 ed è stato proposto da Azzouz and Nandi 
nel 1995. [6] 
 “Wavelet Transform-based Features”: sfruttano la trasformata di Wavelet normalizzata 
per la classificazione delle modulazioni FSK. La trasformata menzionata permette la 
rappresentazione del segnale in ingresso tramite scalatura e traslazione di una forma 
d’onda oscillante a lunghezza finita e decadimento rapido, chiamata “wavelet madre”. 
 “High-order Statistics-based Features”: utilizzano per la classificazione delle statistiche 
di elevato ordine del segnale di modulazione incognita in ingresso. 
 “High-order Moment-based Features”: ottengono le informazioni per la 
classificazione dal calcolo dei momenti di elevato ordine del segnale in 
ingresso (dal 3° ordine in poi). Molto utilizzati sono i momenti della fase del 
segnale in ingresso per la classificazione di modulazione del tipo M-PSK. 
 “High-order Cumulant-based Features”: ottengono le informazioni per la 
classificazione dal calcolo dei cumulanti di elevato ordine del segnale in 
ingresso (dal 4° ordine in poi). I cumulanti forniscono l'informazione 
guadagnata all'ordine n-esimo che non era presente nel calcolo degli ordini 
precedenti. [7] Questi classificatori sono utilizzati per il riconoscimento 
automatico di modulazioni M-PAM, M-PSK e M-QAM. 
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 “Cyclostationary Analysis-based Features”: sfruttano le informazioni date dalla 
ciclostazionarietà mostrata dai segnali modulati. L’algoritmo di AMC implementato in 
questa tesi sfrutta la teoria di base di questo tipo di classificatori, la quale sarà analizzata 
nello specifico nel paragrafo 3.5. 
 
 
Figura 2.3 Esempio di albero di decisione per classificatori “Signal Spectral-based Features” [6] 
 
 CAMPI DI APPLICAZIONE 
 
L’applicazione di questa tipologia di classificatori è vasta sia in campo civile, specialmente 
per il riconoscimento di modulazioni di elevato ordine, sia in campo militare, ove sono molto 
utilizzati per l’intercettazione di segnali modulati AM e M-QAM. 
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 VANTAGGI 
 
Come già specificato nel punto precedente, questa tipologia di classificatori permette un 
vasto impiego, il che rappresenta un notevole vantaggio. 
 
 SVANTAGGI 
 
I classificatori “Modulation Classification Features” necessitano nella buona parte delle 
volte in cui vengono utilizzati di essere affiancati da un algoritmo di riconoscimento 
accessorio. Questo perché in alcuni casi, soprattutto per il riconoscimento di modulazioni di 
elevato ordine, i classificatori di questa tipologia non riescono a fornire un risultato 
definitivo, ma solamente una coppia o una tripla indicativa, sul quale è necessario effettuare 
una ulteriore decisione (come accadrà nell’algoritmo implementato in questa tesi di laurea). 
 
2.1.4 CENNI SU “MACHINE LEARNING FOR MODULATION 
CLASSIFICATION” 
 
 DEFINIZIONE e PARAMETRI NECESSARI 
 
I classificatori di questa tipologia sono prettamente utilizzati come ausilio alla classe definita 
nel paragrafo 2.1.3 e prevedono l’utilizzo di macchine da addestrare, le quali imparano le 
caratteristiche con le quali confrontare il segnale incognito in ingresso. 
I parametri necessari per l’applicazione di questi classificatori variano ovviamente in 
funzione della tipologia specifica scelta (tali categorie sono spiegate nel seguito di questo 
paragrafo). 
 
 BASE TEORICA  
 
Esistono diverse categorie principali di classificatori che utilizzano le caratteristiche delle 
modulazioni e che sono di conseguenza contraddistinti da differenti teorie di base. 
 
 “K-Nearest Neighbour (KNN) Classifier”: fornisce in uscita K possibili modulazioni alle 
quali può appartenere il segnale incognito in ingresso. Per effettuare la classificazione, 
calcola la distanza euclidea tra una serie di parametri caratteristici (più o meno vasta) del 
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segnale e dei segnali modulati di riferimento. Più è vasta la gamma di parametri più 
aumenta la complessità dell’algoritmo, ma permette di fornire un numero K di output di 
decisione inferiore; 
 “Support Vector Machine (SVM)”: questa categoria di classificatori è stata utilizzata 
nell’algoritmo di classificazione automatica di modulazione implementato in questa tesi, 
ragion per cui la teoria sarà spiegata nel dettaglio nel paragrafo 3.8; 
 “Logistic Regression for Feature Combination”: ottimizzano lo spazio dimensionale dei 
parametri caratteristici sui quali effettuano la classificazione sia i classificatori KNN che 
gli SVM. Questo ridimensionamento è possibile attuando un processo di regressione, che 
permette di ottenere parametri di confronto a partire dalla combinazione multipla di altri, 
che nei precedenti classificatori sono utilizzati singolarmente; 
 “Artificial Neural Network (ANN) for Feature Combination”: svolgono il compito di 
classificazione generando un albero neurale in base alle caratteristiche del segnale in 
ingresso, sia che sia di riferimento, sia che sia di modulazione incognita. I nodi della rete 
ad albero possono essere ottenuti anche da una pesatura ottimizzata a partire da 
elaborazioni inverse. Il mappaggio ad albero più utilizzato si chiama “Multi-layer 
perceptron (MLP)”, ed è ormai spesso affiancato a classificatori Signal Spectral-based, 
in modo da tale da rafforzarne la decisione e lavorare sugli stessi parametri. 
 
Figura 2.4 Esempio di albero “Multi-Layer Perceptron” 
 
 “Genetic Algorithm for Feature Selection”: sviluppano la classificazione ispirandosi 
all’evoluzione genetica, in questo caso applicato a delle stringhe binarie che permettono 
la valutazione delle performance dell’algoritmo. Vengono generate casualmente delle 
stringhe binarie, di lunghezza pari al numero delle caratteristiche sulle quali si vuole 
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testare il segnale, e i cui indici indicano la caratteristica stessa. Nel momento in cui viene 
generato un 1, verrà testato l’algoritmo secondo la determinata caratteristica, altrimenti 
con la presenza di uno 0 la prova non viene effettuata. Questo test viene effettuato per 
un numero elevato di stringhe casuali in cui vengono cambiati secondo degli operatori 
binari la posizione dei valori assunti, e registrate le performance. Le performance 
maggiori indicano i parametri sui quali fare i confronti per discriminare la modulazione. 
 “Genetic Programming for Feature Selection and Combination”: effettuano 
un’elaborazione più complessa rispetto alla categoria precedente, nonostante il concetto 
di valutazione delle performance sia lo stesso. Infatti viene effettuate una pre-
elaborazione dei dati da analizzare e vengono generati degli alberi interni (seguendo le 
regole genetiche) all’algoritmo che permettono di ottenere dei valori di riferimento che 
possono essere ampliati a molteplici problemi di classificazione. 
 
 CAMPI DI APPLICAZIONE 
 
Il loro utilizzo è prettamente indicato nei medesimi campi in cui vengono applicati i 
“Modulation Classification Features”, in due diverse configurazioni: 
1. Le “Machine Learning” vengono implementate come primo blocco di 
classificazione, in modo tale da restringere il campo per i “Modulation Classification 
Features”, ai quali spetta poi la decisione finale; 
2. Le “Machine Learning” vengono implementate come secondo blocco di 
classificazione, in modo tale da ricevere il campo di decisione ristretto dai 
“Modulation Classification Features”, e effettuare di conseguenza la decisione finale 
(come verrà effettuato nell’ambito di questa tesi). 
 
 VANTAGGI 
 
I classificatori di questa tipologia sono di semplice implementazione, in termini di 
complessità computazionale, nonostante sfruttino concetti teorici abbastanza avanzati. 
Questa è la motivazione per la quale vengono indicati come il presente e il futuro delle 
tecniche di AMC. 
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 SVANTAGGI 
 
Allo stato attuale della scienza, hanno gli stessi medesimi svantaggi dei classificatori 
“Modulation Classification Features”, in quanto hanno necessità di essere utilizzati insieme 
ad un’altra categoria di algoritmi e non possono decidere autonomamente. 
 
2.1.5 CENNI SU “BLIND MODULATION CLASSIFICATION” 
 
 DEFINIZIONE e PARAMETRI NECESSARI 
 
I classificatori di questa tipologia sono spesso utilizzati in situazioni nelle quali si hanno 
parziali informazioni (o addirittura nulle) riguardo lo stato del canale.  
I parametri necessari per il loro sviluppo sono quindi relativi solamente alle caratteristiche 
del segnale. 
 
 BASE TEORICA  
 
Esistono due principali tipologie di “Blind Modulation Classifiers”, differenziate dalla 
tipologie di canale che si prefiggono di stimare: 
 
 “Expectation Maximization with Likelihood-based Classifiers”: prevedono la stima del 
canale, generalmente considerato AWGN, tramite la massimizzazione dell’aspettazione 
dei parametri che caratterizzano lo stato del canale (CSI: Channel State Information). 
Tale processo di stima prevede due differenti tipologie di elaborazione per 
l’impostazione dei valori iniziali: 
o Assegnazione iniziale ai parametri del CSI in maniera casuale; 
o Stima veloce non ottimale del valore iniziale dei parametri del CSI. 
Entrambe queste elaborazioni hanno dei difetti, in termini di lentezza per la convergenza 
la prima e in termini di ottimalità la seconda.  
Una volta ottenuta la stima del canale, si impone l’utilizzo di un classificatore a massima 
verosimiglianza, il quale senza informazioni sul canale non può lavorare. 
 “Minimum Distance Centroid Estimation and Non-parametric Likelihood Classifiers”: 
prevedono la stima di un canale che si presume non avere alcuna caratteristica gaussiana. 
Il processo di stima avviene tramite elaborazioni fatte sul centroide del segnale ricevuto, 
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sulla sua ampiezza e sulla sua fase. In funzione dei valori ricevuti, si applica una stima a 
minima distanza euclidea con valori predefiniti di segnali noti, in modo tale da stimare 
il comportamento del canale in analisi. 
Una volta ottenuta la stima, si impone l’utilizzo di un classificatore non parametrico a 
massima verosimiglianza. Questo perché attraverso la stima utilizzata, non è possibile 
ottenere informazioni sulla varianza del canale, parametro importante per un classico 
classificatore a massima verosimiglianza. 
 
 CAMPI DI APPLICAZIONE 
 
I campi di applicazione sono i medesimi dei “Likelihood-Based Classifiers”, ma sono 
utilizzati in condizioni nelle quali è richiesta massima precisione e ovviamente non si hanno 
molte informazioni sul canale. [8] Inoltre hanno vasta applicazione in ambienti che 
prevedono l’utilizzo dei principi e delle tecniche del MIMO. 
 
 VANTAGGI 
 
Il loro vantaggio principale è la vasta gamma di utilizzi applicativi, derivante dal fatto che 
al contrario delle altre tipologie di classificatori, possono lavorare anche in condizioni di 
assenza di informazioni riguardante il canale. 
 
 SVANTAGGI 
 
Hanno due principali svantaggi: 
1. Elaborazione lenta e dispendiosa dal punto di vista computazionale; 
2. Prevedono l’utilizzo di un secondo classificatore, della tipologia a massima 
verosimiglianza. 
 
 PRESTAZIONI 
 
Le diverse categorie precedentemente analizzate di classificatori hanno ovviamente 
differenti prestazioni in termini di accuratezza, robustezza e complessità. Per analizzare nel 
dettaglio i vari comportamenti dei singoli metodi si rimanda nuovamente al [2], ove nel 
Capitolo 8 vengono descritti e mostrati in dettaglio diversi grafici che mostrano quanto detto. 
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Nell’ambito di questa tesi viene mostrato in Figura 2.5 la media in termine di accuratezza di 
classificazione mostrata da 6 differenti algoritmi spiegati sommariamente nel paragrafo 
precedente e che lavorano su 1024 campioni del segnale captato. 
 
 
Figura 2.5 Media dell’accuratezza di classificazione di 6 algoritmi di AMC [2] 
 
Si può notare come per ottenere in media una accuratezza minima di circa 80% bisogna 
essere nelle condizioni di avere un rapporto segnale-rumore maggiore o uguale ai 5 dB. Si 
nota inoltre che i classificatori a massima verosimiglianza hanno mediamente un 
comportamento differente e migliore rispetto agli altri 5 analizzati singolarmente.  
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Capitolo 3  
3 LA BASI TEORICHE PER L’AMC 
 
 INTRODUZIONE 
 
In questo capitolo verranno spiegate le basi teoriche che servono per l’implementazione 
dell’algoritmo di classificazione automatica di modulazione, analizzato poi successivamente 
nel dettaglio nel capitolo 4. Nello specifico verrà presentata inizialmente una panoramica 
generale sulle 3 tipologie di modulazioni sulle quali lavora l’algoritmo implementato e 
successivamente i concetti che quest’ultimo sfrutta per effettuare l’analisi e la successiva 
decisione.  
L’algoritmo implementato in questa tesi è suddiviso in due stadi sequenziali appartenenti a 
due diverse categorie citate nel capitolo 2, rispettivamente “Cyclostationary Analysis-based 
Features” con utilizzo di un Hidden Markov Model e “Support Vector Machine (SVM)”.  
 
 LA MODULAZIONE D’AMPIEZZA 
 
La modulazione di ampiezza, indicata comunemente con l’acronimo AM (“Amplitude 
Modulation”), è una tecnica di trasmissione di segnali utilizzata per comunicare 
informazioni basata sul principio di modulare l’ampiezza del segnale radio che si intende 
sfruttare per la trasmissione (detto portante) in maniera proporzionale all'ampiezza del 
segnale che si intende trasmettere (modulante) e che contiene informazione. 
Per ottenere la trascrizione analitica di un segnale AM, bisogna prima di tutto introdurre le 
trascrizioni del segnale modulante e di quello portante. Nel seguito si ipotizzerà che entrambi 
siano cosinusoidali con rispettive frequenze fm e fp. 
 
 Segnale modulante: 
 
 𝑥𝑚(𝑡) = 𝐴𝑚 cos(2𝜋𝑓𝑚𝑡 +  𝜑) 
                                                                                        
( 3.1 ) 
 
ove Am è l’ampiezza del segnale e 𝜑 la fase iniziale, la quale può essere considerata 
uguale a 0. 
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Figura 3.1 Esempio segnale modulante cosinusoidale 
 
 Segnale portante: 
 
 𝑥𝑝(𝑡) = 𝐴𝑝 cos(2𝜋𝑓𝑝𝑡) 
                                                                                        
( 3.2 ) 
 
 
 
ove Ap è l’ampiezza del segnale. 
 
 
Figura 3.2 Esempio di segnale portante cosinusoidale 
 
 Segnale modulato: 
 
 𝑥(𝑡) = 𝐴𝑝 [1 + 𝑚𝐴𝑀  cos(2𝜋𝑓𝑚 𝑡)] ∗  cos(2𝜋𝑓𝑝 𝑡)  
                                                                                        
( 3.3 ) 
 
ove mAM è detto indice o profondità di modulazione ed è pari al rapporto tra Am ed Ap 
moltiplicato per un fattore Ka. Generalmente tale indice è reso < di 1, in modo tale che 
l’inviluppo del segnale modulato segua quello del segnale modulante che trasporta 
l’informazione. Un valore tipico per la trasmissione di segnali vocali è 0.75. 
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Figura 3.3 Esempio di segnale modulato in ampiezza con modulante e portante entrambe 
cosinusoidali 
In caso contrario, si parla di sovramodulazione, e si verifica un fenomeno di non fedele 
recupero dell’informazione trasmessa. 
 
 
Figura 3.4 Esempio di segnale sovramodulato in ampiezza 
 
Come si vede dalle Figura 3.3 e Figura 3.4, essendo fp molto maggiore di fm, in un periodo 
del segnale modulante è contenuto un numero molto alto di oscillazioni del segnale portante. 
 
Nel caso in cui il segnale informativo non sia come ipotizzato un segnale cosinusoidale, ma 
un segnale non periodico 𝑥𝑖(𝑡), basta sostituire quest’ultimo al posto del coseno a frequenza 
fm. 
 
Per la caratterizzazione in frequenza di un segnale modulato AM, è possibile rifarsi 
semplicemente alle proprietà delle trasformate di Fourier, ottenendo uno spettro 
caratterizzato da 3 righe, come mostrato nella figura seguente. 
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Figura 3.5 Righe spettrali di un segnale modulato in ampiezza 
 
 MODULAZIONE DI FREQUENZA 
 
La modulazione di frequenza, indicata comunamente con l’acronimo FM (“Frequency 
Modulation”) è una tecnica di trasmissione di segnali utilizzata per comunicare informazioni 
tramite la variazione di frequenza del segnale portante.  
Tale tecnica consiste nel modulare la frequenza del segnale radio che si intende sfruttare per 
la trasmissione (detto portante) in maniera proporzionale all'ampiezza del segnale che si 
intende trasmettere (modulante). Ha il vantaggio di essere meno sensibile ai disturbi e di 
permettere una trasmissione di miglior qualità rispetto alla modulazione d’ampiezza. Inoltre 
la potenza del segnale modulato in frequenza è solamente quella della portante, in quanto il 
segnale di informazione non richiede potenza aggiuntiva per essere trasmesso, garantendo 
di conseguenza un miglioramento dell’efficienza energetica. 
 
Nei primi anni dell’introduzione di questo tipo di modulazione, questa veniva considerata 
una tecnica di difficile implementazione, per via della complessità dei circuiti da realizzare. 
Con il passare del tempo e con la continua evoluzione tecnologica, si è arrivati ad una più 
fattibile implementazione, consentendo la diffusione e l’utilizzo comune di tale 
modulazione, tanto da essere utilizzata ormai prevalentemente nelle tecniche di broadcast 
radiofonico. 
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Anche in questo caso, per ottenere la trascrizione analitica di un segnale FM, bisogna prima 
di tutto introdurre le trascrizioni del segnale modulante e di quello portante ipotizzando per 
semplicità che entrambi siano cosinusoidali con rispettive frequenze fm e fp. 
 
 Segnale modulante: 
 
 𝑣𝑚(𝑡) = 𝑉𝑚 cos(2𝜋𝑓𝑚𝑡) 
                                                                                        
( 3.4 ) 
 
ove Vm è l’ampiezza del segnale. 
 
 Segnale portante:  
 
 𝑣𝑝(𝑡) = 𝑉𝑝 cos(2𝜋𝑓𝑝𝑡) 
                                                                                        
( 3.5 ) 
 
ove Vp è l’ampiezza del segnale. 
 
Inoltre per caratterizzare tale tecnica bisogna introdurre dei parametri che la caratterizzano: 
 
1. La deviazione di frequenza Δf; 
2. L’indice di modulazione mFM; 
 
La deviazione di frequenza Δf caratterizza la massima differenza tra la frequenza della 
portante modulata dall’ampiezza del segnale modulante e la frequenza della portante non 
modulata. Questa vale:  
 
 
∆𝑓 =  
𝐾𝑓 𝑉𝑚
2𝜋
 
 
( 3.6 ) 
 
ove Kf è un parametro del modulatore. 
 
L’indice (o profondità) di modulazione mFM vale invece: 
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𝑚𝐹𝑀 = 
∆𝑓
𝑓𝑚
⁄  
 
( 3.7 ) 
 
e dipende sia dall’ampiezza che dalla frequenza del segnale modulante. Al pari della 
modulazione d’ampiezza, anche in questo caso l’indice mostra quanto un segnale sia 
modulato, ma contrariamente al caso AM, nella modulazione di frequenza può essere 
maggiore di uno senza che vi siano problemi di sovramodulazione. 
In tal maniera è possibile trascrivere l’espressione di un segnale modulato in frequenza: 
 
 𝑣(𝑡) = 𝑉𝑝  cos(2𝜋𝑓𝑝 𝑡 + 𝑚𝐹𝑀 cos(2𝜋𝑓𝑚𝑡)) 
                                                                                        
( 3.8 ) 
 
 
Per la caratterizzazione in frequenza di un segnale modulato FM, è possibile rifarsi 
all’utilizzo delle funzioni di Bessel. Questo perché lo spettro di un segnale modulato in 
frequenza è composto da infinite righe distanziate di fm. Per semplicità di trattazione, si fa 
riferimento solamente alla formula di stima della banda di un segnale FM, in quanto nel 
seguito della tesi sarà necessario solamente un’indicazione per quanto riguarda la banda di 
segnali FM. Tale formula è detta di “Carson” e deriva da considerazioni pratiche, dando un 
risultato finito per quanto riguarda la banda, teoricamente infinita. Infatti è possibile 
accorgersi che eliminando da un certo numero di righe spettrali in poi, non si commette un 
grosso livello di distorsione. 
 
Vp (t) 
 
Vm (t) 
 
V (t) 
 
Figura 3.6 Esempio di segnale portante cosinusoidale, modulante cosinusoidale e modulato in 
frequenza  
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 𝐵 ≈ 2(∆𝑓 + 𝑓𝑚) 
 
( 3.9 ) 
 
 
Figura 3.7 Righe spettrali di un segnale modulato in frequenza 
 
 LA MODULAZIONE BYNARY PHASE SHIFT 
KEYING – BPSK 
 
In generale, le modulazioni Phase Shift Keying sono delle modulazioni di tipo digitale ove 
l’informazione è codificata nella fase della portante. Quest’ultima assume valori in funzione 
della sequenza di bit da trasmettere, e che rappresentano di conseguenza il segnale 
modulante. Le fasi dei segnali modulati attraverso le diverse tipologie di PSK sono 
equidistanti in termini di distanza euclidea, in modo tale da facilitare il compito in ricezione 
e per minimizzare la cross-correlazione tra le forme d’onda in gioco.  
Generalmente le modulazioni digitali sono robuste nei confronti dei disturbi e vengono 
utilizzate nei ponti radio, nei modem fonici e nei sistemi televisivi che dispongono del 
digitale terrestre. 
 
Nel caso si utilizzi una modulazione BPSK, ove il prefisso B sta per Binary, si associa ai 
valori binari 0 e 1 della modulante, dei valori di fase della portante corrispondenti a 0° e 
180°. Come si può notare nella Figura 3.8, l’ampiezza e la frequenza della portante 
rimangono invariate, mentre come detto è la fase che varia. 
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Figura 3.8 Tipologie di segnali: modulante digitale, portante e modulato BPSK 
 
Per la caratterizzazione in frequenza di un segnale BPSK, mostrata in scala logaritmica in 
Figura 3.9, è possibile rifarsi al calcolo della densità spettrale di potenza di un processo 
aleatorio. Questo avviene in quanto le informazioni trasmesse attraverso i bit del segnale 
modulante, se prese su un intervallo finito, caratterizzano il susseguirsi di impulsi, spesso 
considerati rettangolari come in Figura 3.8, il cui valore è appunto aleatorio. In questo caso 
quindi di processi aleatori, si può definire la densità spettrale di potenza come la media 
statistica delle densità spettrali di potenza delle sue realizzazioni. [9] 
 
 
Figura 3.9 Densità spettrale di potenza di un segnale modulato BPSK con segnale modulante 
rettangolare e durata 1 µsec 
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 LA CICLOSTAZIONARIETA’ ALLA BASE DELLA 
CLASSIFICAZIONE DEI SEGNALI 
 
La classificazione dei segnali è un procedimento complesso, soprattutto negli ambienti in 
cui il rumore (molto spesso considerato AWGN) pesa negativamente sul SNR. E’ necessario 
di conseguenza cercare degli elementi caratteristici dei segnali che possano aiutare tale 
catalogazione. A tal proposito è utile introdurre i concetti di analisi della ciclostazionarietà 
e della funzione di correlazione spettrale (SCF – “spectral correlation function”). Queste 
fondamenta sono utili per estrarre, tramite algoritmi che verranno trattati nello specifico in 
seguito, il cosiddetto CDP – “Cycle frequency Domain Profile” utile al fine della 
classificazione. 
 
Un processo 𝑥(𝑡) si dice ciclostazionario in senso stretto se la sua media e la sua funzione 
di autocorrelazione (detta ciclica in tal caso) sono periodiche di periodo di T0: [10] 
 
 
 
𝑀𝑥(𝑡) =  𝑀𝑥(𝑡 + 𝑇0) 
 
( 3.10 ) 
 
 
 
𝑅𝑥(𝑡, 𝑢) =  𝑅𝑥(𝑡 + 𝑇0, 𝑢 + 𝑇0)     ∀ 𝑡 , 𝑢 
 
( 3.11 ) 
 
Tale caratteristica permette di trascrivere la funzione di autocorrelazione in termini di 
periodicità e di conseguenza come serie di Fourier: 
 
 
𝑅𝑥(𝑡 + 𝜏 2⁄ , 𝑡 − 𝜏/2) =  ∑𝑅𝑥
𝛼(𝜏)𝑒𝑗2𝜋𝛼𝑡
𝛼
 
( 3.12 ) 
 
con                 𝛼 = 𝑚 𝑇0⁄
        e        m intero 
 
I coefficienti della serie possono essere trovati tramite la seguente espressione:  
 
 
𝑅𝑥
𝛼(𝜏) =  lim
𝑇→∞
 
1
𝑇
∫ 𝑅𝑥(𝑡 + 𝜏 2⁄ , 𝑡 − 𝜏/2)
𝑇
2⁄
−𝑇 2⁄
𝑒−𝑗2𝜋𝛼𝑡 𝑑𝑡 
( 3.13 ) 
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Effettuando la trasformata di Fourier della 𝑅𝑥
𝛼(𝜏) sopracitata, si ottiene la funzione di 
correlazione spettrale – SCF: 
 
 
𝑆𝑥
𝛼(𝑓) =  ∫ 𝑅𝑥
𝛼(𝜏)𝑒−𝑗2𝜋𝑓𝜏 𝑑𝜏
∞
−∞
 
 
( 3.14 ) 
 
Si capisce facilmente come uno scoglio sia rappresentato dall’impossibilità dal punto di vista 
tecnologico di ottenere un numero infinito di campioni per l’osservazione della funzione di 
autocorrelazione ciclica. Ragion per cui, per l’ottenimento della SCF viene utilizzata la stima 
tramite periodogramma: 
 
 𝑆𝑥
𝛼(𝑓) =  lim
𝑇→∞
𝑆𝑥𝑇
𝛼 (𝑓) 
 
( 3.15 ) 
 
ove   𝑆𝑥𝑇
𝛼 (𝑓) è detto periodogramma ciclico ottenuto dalla seguente formula: 
 
 
𝑆𝑥𝑇
𝛼 (𝑓) = [ 𝑋𝑇 (𝑡, 𝑓 + 
𝛼
2
 ) ∗  𝑋∗𝑇 (𝑡, 𝑓 − 
𝛼
2
 )  ] ∗  
1
𝑇
 
 
( 3.16 ) 
 
ove  𝑋𝑇(𝑡, 𝑣) =  ∫ 𝑥(𝑢)𝑒
−𝑗2𝜋𝑣𝑢𝑑𝑢
𝑡+𝑇 2⁄
𝑡−𝑇 2⁄
. 
Questi appena descritti sono gli aspetti teorici di base utili per la classificazione, attraverso i 
quali si arriva a funzioni derivate da essi, fondamentali per l’ottenimento dei valori di input 
per gli algoritmi. 
Il primo passo è il calcolo della funzione di coerenza spettale (SC – Spectral Coherence),  la 
cui ampiezza è compresa tra 0 e 1. [11] 
 
𝐶𝑥
𝛼(𝑓) =  
𝑆𝑥
𝛼(𝑓)
[𝑆𝑥
0 (𝑓 +
𝛼
2) ∗ 𝑆𝑥
0 (𝑓 −
𝛼
2)]
1/2
 
 
( 3.17 ) 
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Tale funzione permette di analizzare la periodicità del secondo ordine, ed è inoltre invariante 
rispetto a trasformazioni lineari del segnale.  
Per ottenere importanti informazioni sul segnale x(t) sotto analisi, è importante come detto 
cercare di ricavare il CDP – “Cycle frequency Domain Profile”, facilmente ricavabile a 
questo punto grazie alla funzione SC. Infatti tale profilo si ottiene calcolando: 
 
 𝐼𝑥(𝛼) =  max
𝑓
|𝐶𝑥
𝛼(𝑓)| 
 
( 3.18 ) 
 
Quest’ultimo è influenzato da varie caratteristiche del segnale, tra cui la modulazione, sia 
essa analogica sia essa digitale, ma anche la banda, la frequenza portante, il symbol rate e 
l’impulso di sagomatura. Come quindi si può intuire, il calcolo e l’analisi del CDP ricopre 
un ruolo importante nei processi di classificazione che vengono sviluppati a partire dai 
concetti di ciclostazionarietà. Infatti, nell’ambito di questa tesi, verranno sfruttate le 
conseguenze di queste considerazioni all’interno della densità spettrale di potenza, come 
verrà descritto nel successivo paragrafo 3.6. 
 
 CONSIDERAZIONI SULLA DENSITA’ SPETTRALE 
DI POTENZA  
 
I discorsi effettuati nel precedente paragrafo 3.5 permettono di intuire come determinate 
informazioni riguardo il segnale possano essere intuite tramite l’analisi a partire dalla 
funzione di correlazione. Nel 3.5 sono stati trattati dei concetti che ricadono nella globalità 
del calcolo della densità spettrale di potenza. Infatti in quest’ultima, descritta nella ( 3.19 ), 
sono ritrovabili le medesime informazioni trasportate dal CDP, anche se in maniera meno 
focalizzata. [12] 
 
 
𝑆𝑥(𝑓) =  ∫ 𝑅𝑥(𝜏)𝑒
−𝑗2𝜋𝑓𝜏 𝑑𝜏
∞
−∞
 
 
( 3.19 ) 
 
 
Il vantaggio che risiede nell’utilizzare la densità spettrale di potenza invece di passare 
dall’analisi delle proprietà cicliche riguarda ovviamente la minore complessità 
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computazionale, permettendo inoltre come importante riscontro di avere a disposizione un 
rapido strumento per ottenere informazioni utili per gli scopi di classificazione. 
 
Nell’ambito di questa tesi, il calcolo della suddetta densità spettrale di potenza verrà 
successivamente utilizzato nell’ottenimento di sequenze d’ingresso di un “Hidden Markov 
Model”, come verrà descritto nel paragrafo 3.7.1. Queste sequenze che verranno ottenute 
sono caratteristiche del segnale e si riferiscono ai parametri che permettono il 
riconoscimento automatico di modulazione.  
 
 IL PRIMO STADIO DELL’ALGORITMO: TEORIA DI 
UN HIDDEN MARKOV MODEL  
 
Un “HMM –HIDDEN MARKOV MODEL” è un modello che descrive probabilisticamente 
la dinamica di un sistema rinunciando ad identificarne direttamente le cause e la sequenza 
delle osservazioni è una funzione probabilistica degli stati, e non deterministica come nelle 
normali catene di Markov. Ovviamente rispetta la proprietà tipica per la quale può essere 
definito un modello “markoviano”, cioè che il futuro è condizionatamente indipendente dal 
passato. 
Un processo (o sequenza) S[n] è definito di Markov se [13]: 
 
P (S[t + 1] = j | S[t] = i; S[t - 1] = k1; S[t - 2] = k2;…; S[0] = kN ) = P (S[t + 1] = j | S[t] = i)  
 
       FUTURO    PRESENTE                        PASSATO                                         FUTURO    PRESENTE 
  
 
( 3.20 ) 
 
Una modello di Markov omogeneo a stati finiti, in cui l'insieme S degli stati del sistema è 
finito e ha N elementi, può essere caratterizzato mediante una matrice di transizione 
A 𝜖 𝑅𝑁∗𝑁 e un vettore di probabilità iniziale π0 𝜖 𝑅𝑁. Gli elementi di A rappresentano le 
probabilità di transizione tra gli stati della catena, che in un HMM hanno la caratteristica di 
essere nascosti, e non facilmente intuibili.  
Tale modello è molto interessante e permette di studiare e descrivere differenti dinamiche 
appartenenti a svariate aree della scienza, della fisica e dell’ingegneria. Negli ultimi anni è 
stato inoltre spesso utilizzato come classificatore di sequenze, grazie all’estendibilità su 
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concetti già sviluppati tramite le catene di Markov (discrete e continue) e grazie alla 
possibilità di “addestrare” tale modello. Questo significa che un HMM ha la possibilità di 
essere testato con delle sequenze note (di test), delle quali trae le caratteristiche specifiche 
dal CDP o dalla densità spettrale di potenza, come nell’ambito di questa tesi, ed effettua poi 
il confronto con la sequenza in analisi, fornendo in output al termine dell’operazione la 
sequenza di test che è maggiormente verosimigliante a quella in ingresso incognita. In 
alternativa si può anche ottenere un risultato in termini di minima distanza euclidea tra valori 
forniti al termine dell’elaborazione. 
 
Un HMM è formato da: 
 
 Un insieme S = { s1, s2,…, sN } di stati nascosti; 
 Una matrice di transizione A = { aij }, tra stati nascosti          i≥1, j≤N; 
 Una distribuzione iniziale sugli stati nascosti π = { πi }. 
 Un insieme V = { v1, v2,…,vM } di simboli d’osservazione; 
 Una distribuzione di probabilità sui simboli d’osservazione B = { bjk } = { bj(vk) } , 
che indica la probabilità di  emissione del simbolo vk quando lo stato del sistema è sj, 
P( vk | sj ); 
 Denotiamo una HMM con una tripla λ = (A, B, π). 
 
Questi parametri possono essere stimati utilizzando l’algoritmo di “Welch-Baum” (BWA), 
che è sostanzialmente una forma derivata della “Expectation-Maximization Algorithm” 
(EM) per HMM [14]. 
 
 
3.7.1 GENERAZIONE DELLA SEQUENZA DI INGRESSO DI UN 
HMM  
 
Un Hidden Markov Model caratterizzato da una tripla λ = (A, B, π) può essere stimolato da 
una sequenza di valori di qualsiasi tipo. Generalmente nell’ ambito della classificazione dei 
segnali queste sequenze sono di tipo binario, e ottenute grazie al calcolo o della semplice 
densità spettrale di potenza o del già menzionato CDP, con successive e semplici 
elaborazioni. [10] Nel seguito faremo riferimento solamente al calcolo della densità spettrale 
di potenza, come implementato nell’ambito di questa tesi. 
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Per generarle si prendono in considerazione: 
 Il segnale x(t) che nella presente tesi può essere fondamentalmente di 4 tipi: 
1. Segnale AM, FM o BPSK sintetizzato con il generatore Matlab di segnali, 
analizzato nel paragrafo 4.2.1. In questo caso il segnale x(t) dovrà generare 
una sequenza per il database di confronto e ad esso non verrà sommato alcun 
rumore. In caso contrario, quando verrà utilizzato come segnale in ingresso 
all’algoritmo per testarlo, ad esso verrà sommato rumore AWGN; 
2. Segnale AM o FM modulato di riferimento, il quale verrà utilizzato 
solamente per la generazione di 2 sequenze utili al database, come verrà 
spiegato successivamente nel paragrafo 4.2.2; 
3. Segnale Musicale AM o FM rice-trasmesso in laboratorio tramite l’utilizzo 
del software GNU RADIO COMPANION e di USRP (4.3). In questo caso il 
segnale x(t) sarà affetto da rumore, ma quest’ultimo sarà considerato 
trascurabile per via della vicinanza tra TX e RX, come poi sarà spiegato nel 
paragrafo 5.5. 
4. Segnale Radio FM Broadcast, nello specifico quello dell’emittente nazionale 
“RTL 102.5”, sintonizzato sulla frequenza di 102.5 MHz. In questo caso il 
segnale x(t) sarà affetto dal rumore del canale, il quale verrà supposto 
AWGN. 
 Il segnale w(t) che rappresenta rumore gaussiano bianco, il quale corrisponde a 
quello presente sul canale di comunicazione, oppure ne rappresenta una stima a 
partire dal valore della sua deviazione standard. 
 
Di questi due segnali appena menzionati, x(t) e w(t), viene calcolata separatamente la densità 
spettrale di potenza. [15] Per questioni relative alle potenzialità di calcolo e per sviluppare 
un algoritmo che abbia un basso costo computazionale, il numero di campioni sui quali si 
lavora è fissato pari a 100 [10], anche per via di limitazioni imposte dalla funzione di Matlab 
hmmestimate, la quale verrà introdotta e utilizzata successivamente (4.2.5.1). 
Una volta ottenute le 2 differenti densità di potenza, Sx(f) e Sw(f), viene effettuata su di esse 
un’operazione di normalizzazione utile poi per il successivo confronto. Tale operazione 
consiste nel dividerle per la norma euclidea di Sx(f), fornendo in uscita Sx_N(f) e Sw_N(f). Per 
la generazione delle sequenze di ingresso binarie, utili all’ HMM, si rende necessaria 
l’effettuazione di un confronto campione per campione delle due entità normalizzate appena 
calcolate, come mostrato nelle successive equazioni ( 3.21 ) e ( 3.22 ). 
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 𝑆𝑥_𝑁(𝑓) ≥ 𝑆𝑤_𝑁(𝑓)  𝑠𝑖 𝑐𝑜𝑛𝑠𝑖𝑑𝑒𝑟𝑎 𝑖𝑙 𝑣𝑎𝑙𝑜𝑟𝑒 1 ( 3.21 ) 
 
 𝑆𝑥_𝑁(𝑓) < 𝑆𝑤_𝑁(𝑓)  𝑠𝑖 𝑐𝑜𝑛𝑠𝑖𝑑𝑒𝑟𝑎 𝑖𝑙 𝑣𝑎𝑙𝑜𝑟𝑒 0 ( 3.22 ) 
 
 
I vettori binari in uscita dal confronto, denominati nel seguito seq[m], di 100 campioni, sono 
le sequenze caratteristiche dei segnali modulati che serviranno allo stadio HMM per 
effettuare le elaborazioni utili per la classificazione.  Nello specifico, queste operazioni di 
calcolo delle sequenze di ingresso, che caratterizzerà anche la formazione del database delle 
sequenze di ingresso, viene effettuata per raggiungere 2 obiettivi: 
 L’acquisizione di sequenze di ingresso per i segnali modulati con i quali verrà 
confrontato il segnale di modulazione incognito; 
 L’acquisizione della sequenza di ingresso per il segnale in analisi di modulazione 
incognita. 
 
Un semplice esempio di quale sia il concetto di fondo che permetta la generazione di una 
sequenza d’ingresso è raffigurata nella seguente Figura 3.10. E’ importante sottolineare che 
quanto raffigurato è solo una semplice immagine esplicativa, e non fa riferimento all’esatto 
caso sviluppato nella presente tesi.  
 
35 
 
 
Figura 3.10 Esempio di generazione di una semplice sequenza di ingresso 
 
Per evidenziare bene quanto citato negli obiettivi precedenti, si fa menzione alle 2 categorie 
di segnali alle quali si applica il processo di generazione della sequenza di ingresso 
nell’ambito di questa tesi: 
 Segnali per il confronto che compongono il database, che verranno indicati con 
seq_rif[m](*) (con * che assume valori da 1 a 5 in funzione del corrispettivo segnale): 
o Segnali AM, FM e BPSK non rumorosi sintetizzati tramite Matlab (* : 1,2,3); 
o Segnali AM e FM di riferimento generati tramite GNU RADIO 
COMPANION (* : 4,5); 
 Segnale di modulazione incognita appartenente ad una di queste categorie, indicati 
con seq_ut[m] (ove ut è “under test”): 
36 
 
o Segnale AM, FM o BPSK rumoroso sintetizzato tramite Matlab; 
o Segnale AM o FM musicale generato tramite GNU RADIO COMPANION 
e rice-trasmesso con 2 USRP; 
o Segnale radio FM broadcast captato mediante USRP. 
 
Le operazioni spiegate precedentemente sono riassunte e raffigurate nella successiva Figura 
3.11. 
 
 
Figura 3.11 Operazioni per l’ottenimento della sequenza di ingresso dell’HMM 
 
E’ ovvio che queste elaborazioni possono essere effettuate con un numero qualsiasi di 
campioni, determinato in funzione delle potenzialità di calcolo dei dispositivi a disposizione. 
 
Al termine di ciò si è pronti per l’elaborazione da parte di un HMM caratterizzato da una 
tripla λ = (A, B, π). Per l’ottenimento della sequenza di ingresso sfruttando il CDP si rimanda 
al [10]. 
 
 
 
 
Densità spettrale 
di potenza 
x(t) 
w(t) 
Normalizzazione 
𝑆𝑥(𝑓)
 𝑆𝑥(𝑓) 
 
 
Densità spettrale 
di potenza 
Normalizzazione 
𝑆𝑤(𝑓)
 𝑆𝑥(𝑓) 
 
Sx(f) 
Sw(f) 
Sx_N(f) 
Sw_N(f) 
Test di decisione: 
Sx_N(f) ≥ Sw_N(f) → 1 
Altrimenti 0 
 
seq[m] 
m=1..100 
seq_rif[m] (*) 
seq_ut[m] 
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3.7.2 UTILIZZO DELL’HMM NELL’AMBITO DELL’ALGORITMO 
 
L’utilizzo di un HMM è molto semplice: il modello viene testato con un set di sequenze 
note, derivate mediante le operazioni mostrate nel paragrafo 3.7.1 da segnali modulati con 
svariate modulazioni (AM, FM, BPSK, QPSK, ecc...) e successivamente con la sequenza 
derivata dal segnale con modulazione ignota. L’algoritmo di classificazione basato sull’ 
HMM prevede che la risposta sia legata alla sequenza di test che è più simile, in termini o di 
verosimiglianza o di minima distanza euclidea, alla sequenza in analisi. Infatti l’HMM 
addestrato con sequenze di test, confronta una ad una queste ultime con quella in analisi, 
dando in output un valore di probabilità di somiglianza. L’ottenimento di questo valore verrà 
spiegato nel paragrafo 4.2.5 e nei suoi derivati. Quello ovviamente più alto permetterà 
l’identificazione, tramite questo metodo di classificazione, della modulazione del segnale 
x(t). 
Nella successiva Figura 3.12 viene mostrato lo schema a blocchi che riassume le operazioni 
da effettuare sul segnale nel momento in cui l’HMM rappresenta l’unico stadio di decisione 
della classificazione del segnale x(t) in analisi.  
 
 
Figura 3.12 Schema a blocchi in ricezione con operazioni di classificazione basate su HMM 
 
Nell’ambito di questa tesi come detto si sfrutta un algoritmo con due stadi, il cui 
funzionamento congiunto verrà spiegato nel paragrafo 3.9. E’ quindi importante sottolineare 
come in output dai blocchi di elaborazione HMM ci saranno due etichette rispettivamente 
caratteristiche delle due modulazioni più probabili del segnale sotto analisi x(t), in termini 
di minima distanza euclidea (4.2.5.3). Questo discorso è evidenziato nella successiva Figura 
3.13. 
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Figura 3.13 Schema a blocchi in ricezione con operazioni di classificazione HMM sviluppate 
nell’ambito di questa tesi 
 
 IL SECONDO STADIO DELL’ALGORITMO: TEORIA 
DI UNA SUPPORT VECTOR MACHINE  
 
Per irrobustire il processo di AMC (Automatic Modulation Classification) è possibile 
introdurre l’utilizzo di una “Macchina a Supporto Virtuale – Support Vector Machine 
(SVM)”, strumento matematico recentemente introdotto in letteratura basato sulla teoria 
dell’apprendimento. Una SVM generalmente è utilizzata come un classificatore binario a 2 
classi (denominate classe 1 e classe 2 rispettivamente), il quale effettua l’operazione di 
classificazione trovando il migliore iperpiano che separa tutti i dati appartenenti ad una 
classe da quelli della corrispettiva. Il migliore iperpiano indica quello con il maggior margine 
tra le due classi, ove il margine è la larghezza massima della fascia ideale che si forma in 
maniera parallela all’iperpiano, senza contenere al suo interno dati di nessuna delle due classi 
in analisi [16].  
Per definizione i “Support Vectors” sono i punti corrispettivi ai dati che sono più vicini 
all'iperpiano di separazione e di conseguenza appartengono al bordo della fascia la cui 
larghezza indica il margine.  
Un’immagine esplicativa dei concetti appena illustrati è raffigurata in Figura 3.14, ove i dati 
appartenenti alla due classi sono indicati rispettivamente con simboli + o -. 
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Figura 3.14 Iperpiano di separazione tra due classi di una SVM [16] 
 
[NOTA BENE] 
Nella presente tesi le due classi in oggetto con le quali studiare la costruzione dell’iperpiano 
sono rappresentate dai 2 segnali di confronto presenti in database, prelevati in funzione dei 
risultati dello stadio precedente HMM, che come evidenziato in Figura 3.13 sono le due 
etichette delle modulazioni più probabili del segnale x(t) sotto analisi. 
 
3.8.1 OTTENIMENTO DELL’IPERPIANO DI DECISIONE 
 
[NOTA BENE] 
Quanto verrà descritto in questo paragrafo è un discorso teorico generico. Nel successivo 
paragrafo 3.8.2 verranno raccordate le indicazioni teoriche con quanto applicato nel secondo 
stadio SVM dell’algoritmo implementato in questa tesi. 
 
Per allenare la macchina virtuale e farle costruire l’iperpiano migliore in modo tale da 
ottenere le zone di decisione, si sfruttano ovviamente i dati relativi alle due classi, c1 e c2. 
Questi dati sono così suddivisi: 
 [c11….c1T]: dati della prima classe, ove T è il numero di campioni; 
 [c21….c2T]: dati della seconda classe, ove T è il numero di campioni; 
  
Come si evince, i dati delle due classi rappresentano due vettori di dimensioni [1xT]. 
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Se si assume che i dati delle due classi sono linearmente separabili, allora esiste un iperpiano 
H, caratterizzato da una coppia (w,b) ove w ∈ RN e b è uno scalare reale tale che: 
 
 𝒘𝑇𝒄𝟏 + 𝑏 ≥ 1  ( 3.23 ) 
 
 𝒘𝑇𝒄𝟐 + 𝑏 ≤ −1  
  
( 3.24 ) 
 
 
Una volta generato l’iperpiano H, per determinare l’appartenenza di un vettore di dati esterno 
sottoanalisi z, è necessario applicare la seguente regola di decisione: 
 
 𝑠𝑖𝑔𝑛(𝒘𝐻𝒛 + 𝑏∗) = 1   =≫   𝑎𝑝𝑝𝑎𝑟𝑡𝑒𝑛𝑒𝑛𝑧𝑎 𝑎𝑙𝑙𝑎 𝑐𝑙𝑎𝑠𝑠𝑒 1  ( 3.25 ) 
 
 𝑠𝑖𝑔𝑛(𝒘𝐻𝒛 + 𝑏∗) = −1   =≫   𝑎𝑝𝑝𝑎𝑟𝑡𝑒𝑛𝑒𝑛𝑧𝑎 𝑎𝑙𝑙𝑎 𝑐𝑙𝑎𝑠𝑠𝑒 2  
  
( 3.26 ) 
 
 
Nel caso di insiemi linearmente separabili il calcolo per l’ottenimento dell’iperpiano è 
indicato come “problema di programmazione quadratica convessa”, per la cui risoluzione si 
utilizzano i moltiplicatori di Lagrange. Per i dettagli matematici è possibile riferirsi ai libri 
citati in [16] [17].  
 
Nel momento in cui i vettori dei dati per l’apprendimento non sono linearmente separabili, 
non è possibile trovare una soluzione al sistema trascritto nelle equazioni ( 3.23 ) e ( 3.24 ). 
Questo caso si verifica spesso nei problemi di classificazione dei segnali. Un semplice 
esempio grafico di dati non separabili linearmente è mostrato in Figura 3.15. 
 
 
Figura 3.15 Esempio di dati non separabili linearmente 
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Per tale ragione si cerca di riportarsi in una condizione in cui si possa calcolare l’iperpiano 
di separazione tramite i concetti spiegati precedentemente. Per far ciò la SVM sfrutta una 
tecnica detta “a kernel”, applicata alle due sequenze di dati in ingresso. Nel seguito è 
mostrata la più comune tra queste funzioni, la “ (Gaussian) Radial basis function kernel – 
RBF” ( 3.27 ): 
 
 
𝐾(𝒄𝟏, 𝒄𝟐 ) = exp{
−||𝒄𝟏 − 𝒄𝟐 ||
2
𝜎2
} 
( 3.27 ) 
 
 
ove σ è un parametro libero. 
 
Si dimostra [16] [17] che tramite l’applicazione di questa funzione di kernel si riesca ad 
ottenere la linearizzazione del problema, calcolando inoltre le due nuove sequenze di dati 
attraverso le quali è possibile calcolare l’iperpiano come nel caso precedente. 
 
 𝐾(𝒄𝟏, 𝒄𝟐 ) = 𝛷 (𝒄𝟏) ∗  𝛷 (𝒄𝟐) ( 3.28 ) 
 
 
Come mostrato nella ( 3.28 ), le due nuove sequenze con le quali operare in condizioni di 
linearità sono Φ(c1) e Φ(c2).  
 
 
Figura 3.16 Operazione di linearizzazione in una SVM [18] 
 
42 
 
3.8.2 UTILIZZO DELLA SVM NELL’AMBITO DELL’ALGORITMO 
 
In questo paragrafo come detto verrà raccordata la teoria spiegata nel precedente paragrafo, 
con quanto implementato nello stadio SVM dell’algoritmo di classificazione implementato 
in questa tesi, il quale è collegato ai risultati forniti in uscita dal primo rappresentato da un 
HMM.  
Per ottenere le due classi sulle quali allenare la macchina virtuale, si utilizzano le etichette 
delle 2 modulazioni più simili a quella incognita in ingresso, seguendo i principi del modello 
a stati nascosti. Di conseguenza, in funzione di queste due etichette vengono prelevati dal 
database delle sequenze di ingresso, di cui si è discusso precedentemente nel 3.7.1, i due 
vettori corrispondenti alle modulazioni indicate, in modo tale da sfruttarli come classi c1 e 
c2, la cui dimensione in questo caso è [1xN] con N=100. La sequenza z invece sarà 
ovviamente derivata dai campioni della sequenza di ingresso derivata dal segnale x(t).  
Quindi ricapitolando per questioni di chiarezza: 
 Il vettore della classe c1 è rappresentato dalla sequenza di riferimento 
seq_rif[m](*) caricata dal database in funzione della prima etichetta in uscita dallo 
stadio HMM (con m=1…100). In Figura 3.17 verrà indicata questa sequenze 
come seq_SVM[m](1); 
 Il vettore della classe c2 è rappresentato dalla sequenza di riferimento 
seq_rif[m](*) caricata dal database in funzione della seconda etichetta in uscita 
dallo stadio HMM (con m=1…100), ovviamente diversa dal caso precedente. In 
Figura 3.17 verrà indicata questa sequenze come seq_SVM[m](2); 
 Il vettore dei dati esterni z è rappresentato dalla sequenza seq_ut[m] (con 
m=1…100); 
 
Questo procedimento è chiarito nello schema a blocchi in Figura 3.17. 
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Figura 3.17 Schema a blocchi con operazioni di classificazione basate su SVM 
 
Una semplificazioni delle operazioni, atte al non utilizzo del SVM nel momento in cui le 
due etichette in uscita dall’HMM siano uguali, verrà esposta nel paragrafo 4.2.6. 
 
 L’UTILIZZO DI UN SVM CONGIUNTO AD UN HMM 
 
Riassumendo quanto detto nei paragrafi precedenti, il processo finale di classificazione che 
applica queste due metodologie precedentemente analizzate, consiste come evidenziato 
nell’applicazione di una sequenza di modulazione ignota ad un algoritmo basato sull’HMM, 
il quale darà in output le due sequenze di test che più sono simili a quella in ingresso. In 
questa maniera viene effettuata una prima scrematura, non forzando già il primo stadio 
dell’AMC a fornire un risultato definitivo. Infatti in tal maniera si è nelle condizioni di 
utilizzo nel secondo stadio di un classificatore SVM, il quale confronterà il segnale in analisi 
con la coppia di sequenze di test fornite come risposta dal primo stadio HMM. [11] Così 
facendo viene rafforzato il processo globale di riconoscimento, potendo contare su due stadi 
i quali apportano miglioramenti in termini di rapporto segnale-rumore minimo per la 
classificazione.  
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Figura 3.18 Utilizzo congiunto per la classificazione di un HMM con 5 sequenze di test e di un 
SVM [11] 
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Capitolo 4  
4 L’IMPLEMENTAZIONE 
DELL’ALGORITMO  
 
 INTRODUZIONE 
 
L’implementazione dell’algoritmo di classificazione automatica di modulazione è stata 
effettuata tramite l’utilizzo di due differenti ambienti di lavoro, quali “MATLAB” e “GNU 
RADIO COMPANION”. Il primo è stato utilizzato sia per generare delle forme d’onda di 
test, modulate AM, FM e BPSK, che per l’implementazione delle funzioni che effettuano le 
operazioni seguendo i concetti dell’”Hidden Markov Model” e del “Support Vector 
Machine”. Il secondo invece è stato utilizzato per implementare dei “flowgraph” capaci di 
simulare dei rice-trasmettitori AM e FM, in modo tale da avere a disposizione dei dati reali 
sui quali testare il corretto funzionamento dell’algoritmo di riconoscimento. 
 
 L’UTILIZZO DI MATLAB 
 
L’utilizzo di questo ambiente di lavoro è stato incentrato nello specifico sulla creazione di 
un generatore di segnali con determinate modulazioni e caratteristiche, 
sull’implementazione delle funzioni che realizzano la classificazione mediante la teoria 
dell’HMM e del SVM, fornendo il risultato in output effettuando delle elaborazioni che 
verranno analizzate nel dettaglio nei seguenti sottoparagrafi. 
 
4.2.1 IL GENERATORE DI SEGNALI 
 
Il primo passo è l’implementazione di un semplice generatore di segnali modulati AM, FM 
e BPSK, i quali saranno utilizzati sia per creare le sequenze di test pulite con le quali viene 
addestrato il modello di Markov a stati nascosti, sia per ottenere dei segnali alterati dal 
rumore, i quali saranno utilizzati come input dell’algoritmo finale per testarne il 
funzionamento su segnali con modulazioni sia analogiche che digitali. 
Da questo punto in poi verranno quindi indicati i parametri, le funzioni e le procedure che 
caratterizzano gli script Matlab, riportati in APPENDICE a pag. 107. 
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I primi parametri da impostare riguardano la creazione del vettore del tempo, ai cui istanti 
temporali verranno considerati i campioni dei segnali che andremo a generare. Nello script 
Matlab generale è data la possibilità di scegliere tra 2 possibili frequenze di campionamento 
con cui lavorare: 
 
 480 KHz, in quanto, come poi verrà mostrato successivamente nei paragrafi 
discendenti dal 4.3, per lavorare su segnali audio captati dalle USRP si lavora con 
tale frequenza di campionamento; 
 10 MHz, per testare l’algoritmo con segnali modulati di test a rapporto segnale-
rumore variabile. 
 
Ovviamente in un caso di implementazione su qualsiasi altro dispositivo, e in qualsiasi altro 
contesto, è possibile selezionare qualsiasi altra frequenza di campionamento, svincolandosi 
da questa doppia scelta. 
In funzione della frequenza di campionamento adottata, verranno determinati gli istanti 
temporali che caratterizzeranno il vettore tempo, che si estenderà sino ad un tempo di 
osservazione fissato per default a 0.01 secondi. Questo valore vale solamente per la 
creazione dei segnali in ambiente Matlab, mentre nell’ambiente GNU RADIO vengono 
considerati estratti di segnali captati, che verranno elaborati per essere analizzati senza fare 
disquisizioni su intervalli temporali di osservazione. 
   
               
Figura 4.1 Ottenimento del vettore degli istanti temporali 
 
I successivi passaggi del generatore sono ovviamente legati alle tipologie di segnali modulati 
di test che poi saranno caricati nel database dell’algoritmo e che sono generati tramite 
Matlab. I parametrici caratteristici di questi ultimi sono parametrizzati in default sulla base 
di osservazioni fatte su segnali reali. Nello specifico, si è cercato, nel caso di segnali modulati 
in ampiezza e in frequenza, di riferirsi a valori simili a quelli che si possono notare in segnali 
 
Vettore degli istanti 
temporali: tk 
Frequenza di 
campionamento (da 
tastiera) 
Tempo di osservazione 
(default 0.01 sec) 
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dello stesso tipo che trasportano un’informazione di tipo musicale, e illustrati nei paragrafi 
4.3.3 e 4.3.5. 
 
Le frequenze portanti di tutte le tipologie di segnali modulati che verranno generati vengono 
caricati in input da tastiera. Questo inserimento simula l’operazione di stima che, come 
illustrato dalla Figura 1.1, deve essere effettuata a monte della classificazione automatica di 
modulazione. Caricata la portante, il primo segnale ad essere generato è quello modulato in 
ampiezza. 
 
Il segnale AM che viene generato tramite lo script Matlab ha le seguenti caratteristiche: 
 Frequenza modulante: 5 KHz; 
 Profondità di modulazione: 0.75;  
 Ampiezza unitaria. 
 
Successivamente viene generato il segnale FM con i seguenti parametri: 
 Frequenza modulante: 15 KHz; 
 Deviazione di frequenza: 75 KHz;  
 Ampiezza unitaria. 
 
Infine avviene la generazione del segnale BPSK. Su quest’ultimo bisogna chiarire un aspetto 
importante che può inficiare sulla corretta classificazione da parte dell’algoritmo. Per 
questioni di potenza di calcolo in questa tesi sono stati utilizzati per lo sviluppo ed 
addestramento dell’algoritmo un numero di campioni pari a 100. Questo basso numero di 
campioni, con i risultati ottenuti che verranno mostrati nel capitolo 5, sta a testimoniare come 
anche in presenza di pochi campioni si riesce ad ottenere un efficiente processo di 
classificazione. E’ ovvio che questo numero può essere nettamente incrementato nel 
momento in cui si ha un sistema di dispositivi dedicati, e quindi molto più performanti 
rispetto ad un singolo Personal Computer. 
Con soli 100 campioni si può creare confusione tra segnale BPSK e segnale AM, soprattutto 
nel caricamento delle forme di test generate tramite Matlab. Infatti, se nei 100 campioni 
considerati di segnale la modulante della BPSK rimane costante, si rischia di far addestrare 
l’algoritmo con un segnale che è simile a quello modulato in ampiezza. Ragion per cui è 
necessario che all’interno dei 100 campioni che verranno utilizzati successivamente nel 
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modulo di addestramento BPSK vi sia almeno un cambio di fase, che scolleghi la sequenza 
da una collegata ad una modulazione d’ampiezza (verrà mostrato un esempio di risultati con 
assenza di cambio di fase in Figura 5.11). 
La conseguenza diretta di questa importante considerazione è l’impostazione del parametro 
che caratterizza il numero di periodi della portante che vengono moltiplicati per un bit della 
modulante.  
 Numero di periodi della portante all’interno di un bit: variabile in funzione della 
tipologia di test che si vuole effettuare e in funzione ovviamente della frequenza 
portante impostata. In tal maniera si fissa il bit-rate della modulante; 
 Informazione della modulante randomica; 
 Ampiezza unitaria. 
 
Nello specifico, nell’algoritmo implementato sono state utilizzate le seguenti impostazioni: 
 
 Freq. Portante 1 MHz 
Bit Rate 1 Mbit/sec 
Freq. Camp. 10 MHz 
Freq. Portante 1 MHz 
Bit Rate 200 Kbit/sec 
Freq. Camp. 10 MHz 
Freq.Portante 500 KHz 
Bit Rate 100 Kbit/sec 
Freq. Camp. 10 MHz 
Durata Bit 1 µsec 5 µsec 10 µsec 
Numero Bit 10000 2000 1000 
Numero di campioni 
per bit 
10 50 100 
Numero di periodi 
della portante in un 
bit 
1 5 5 
Numero di campioni 
per periodo di 
portante 
10 10 20 
Tabella 4.1 Impostazioni dei segnali BPSK utilizzati nella trattazione 
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Figura 4.2 Schema di base per la generazione e il caricamento di segnali AM, FM e BPSK nel 
database dell’algoritmo 
 
Il blocco di elaborazioni mostrato in Figura 4.2 sarà spiegato nel dettaglio nel paragrafo 
4.2.4, e permetterà l’effettivo caricamento delle sequenze di test nel database dell’algoritmo. 
 
4.2.2 CARICAMENTO DI ULTERIORI SEGNALI DI TEST 
 
Il database di segnali modulati di test può e deve essere ampliato con l’aggiunta di ulteriori 
forme d’onda con l’obiettivo di ottenere più confronti con il segnale in ingresso all’algoritmo 
caratterizzato da modulazione incognita. Nell’ambito di questa tesi vengono implementate, 
oltre le forme d’onda di test già citate, delle sequenze derivanti da segnali modulati di 
riferimento (con caratteristiche simili a quelle vocali) sia in ampiezza che in frequenza e 
generati tramite dei flowgraph di GNU RADIO COMPANION, come poi verrà esposto nel 
paragrafo 4.3.7. Nell’ambito della tesi quindi è importante introdurre la dicitura di segnale 
modulato di riferimento per riferirsi a questa tipologia di segnale di test da caricare nel 
database. Questi due segnali sono contraddistinti da parametri tipici delle modulazioni AM 
e FM per segnali vocali, ma con contenuto informativo caratterizzato da valori distribuiti 
secondo un andamento casuale e gaussiano. Questa operazione è stata effettuata per 
permettere all’algoritmo di allenarsi su dei segnali la cui ampiezza non è caratterizzata da un 
andamento periodico come nel caso dei segnali modulati generatati tramite Matlab, e 
consente un miglioramento nel processo di classificazione. 
E’ possibile ovviamente caricare nella memoria del database un gran numero di segnali di 
test delle più svariate tipologie di modulazione, e con andamenti differenti, in funzione dei 
campi di applicazione dell’algoritmo. 
 
AM 
PARAMETRI DI 
DEFAULT 
(AM,FM,BPSK) 
VETTORE TEMPO  
FM 
BPSK 
ELABORAZIONI 
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Figura 4.3 Schema di base per il caricamento di segnali modulati di riferimento nel database 
dell’algoritmo 
 
In Figura 4.3 il blocco di elaborazioni è composto da due fasi:    
 Elaborazione per caricare in Matlab valori ottenuti tramite GRC (paragrafo 4.2.3); 
 Medesima elaborazione da effettuare sui segnali modulati generati tramite Matlab 
(paragrafo 4.2.4). 
 
4.2.3 ELABORAZIONE MATLAB SU SEGNALI GRC 
 
Nel momento in cui si hanno a disposizione dei file captati tramite il software GNU RADIO 
collegato a dispositivi riceventi e salvati generalmente come file dat, si ha l’esigenza di 
doverli caricare nell’ambiente Matlab per poterli poi successivamente elaborare.  
La funzione che viene utilizzata nell’ambito di questa tesi è chiamata “read_float_binary.m” 
ed è scaricabile facilmente dal database file disponibile sul sito di GNU RADIO. [19] 
 
4.2.3.1 ANALISI DELLA FUNZIONE read_float_binary 
 
 
Figura 4.4 Schema a blocchi della funzione read_float_binary 
ELABORAZIONI 
PARAMETRI DI 
DEFAULT 
(AM,FM) 
read_float_binary 
IN 
File DAT 
OUT 
Vettore 
colonna del 
segnale 
51 
 
Come si nota dalla Figura 4.4, la funzione appena citata riceve in ingresso: 
 Il file dat i cui valori devono essere trasferiti in ambiente Matlab, passato alla 
funzione come stringa nominativa del file.  
 
Tale funzione restituisce in output: 
 Un vettore colonna costituito dai valori reali che caratterizzano il segnale.  
 
Nel momento in cui si lavorasse con la funzione “read_complex_binary.m”, sempre 
scaricabile dallo stesso database di file citato precedentemente, si avrebbe in output un 
vettore colonna a valori complessi. 
 
[NOTA BENE] 
E’ necessario menzionare che il software GRC salva nei file dat in maniera alternata valori 
della parte reale e della parte immaginaria.  
 
4.2.3.2 ANALISI DELLA FUNZIONE dumpFM_short 
 
Per permettere la creazione di un vettore analizzabile dall’algoritmo che contenga i valori 
reali del segnale captato è necessario effettuare le successive due operazioni: 
1. Trasporre il vettore, in modo tale da ottenerne uno riga; 
2. Prelevare dal vettore solo i valori di posizione dispari. 
 
 Per tal ragione, è stata realizzata una funzione Matlab che effettua tali operazioni in 
automatico. 
 
 
Figura 4.5 Schema a blocchi della funzione dumpFM_short 
 
 
 
dumpFM_short 
IN 
File DAT 
Lunghezza 
OUT 
Vettore riga 
del segnale 
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Questa funzione riceve in ingresso: 
 Il file dat i cui valori devono essere trasferiti in ambiente Matlab, passato alla 
funzione come stringa nominativa del file; 
 La lunghezza del vettore riga desiderata in uscita. 
 
In output invece restituisce: 
 Un vettore riga di dimensioni [1xLunghezza], i cui valori sono ottenuti 
dall’applicazione della funzione read_float_binary sul file dat in ingresso, passato 
alla funzione come stringa nominativa, prelevando solo quelli nelle posizioni 
dispari per la motivazione spiegata nella nota trascritta in 4.2.3.1. 
 
4.2.3.3 ANALISI DELLA FUNZIONE dumpFM_short_soglia 
 
E’ utile introdurre un’altra funzione, implementata sulla falsa riga della precedente, che 
effettua le stesse operazioni, ma preleva i valori dal file dat a partire dal primo valore che 
supera un determinato valore di soglia fornito in input. 
 
 
Figura 4.6 Schema a blocchi della funzione dumpFM_short_soglia 
 
Tale funzione risulta utile nel momento in cui si caricano i file ottenuti dal banco di prova, 
come per esempio nel caso analizzato nel paragrafo 4.2.2, i quali possono presentare dei 
valori molto bassi caratterizzati solo da rumore di fondo e non da segnale informativo.  
 
Riceve ovviamente in ingresso: 
 Il file dat i cui valori devono essere trasferiti in ambiente Matlab, passato alla 
funzione come stringa nominativa del file; 
 La lunghezza del vettore riga desiderata in uscita; 
 Il valore di soglia desiderato per il caricamento dei valori. 
dumpFM_short_soglia 
IN 
File DAT 
Lunghezza 
Soglia 
OUT 
Vettore riga 
del segnale 
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In uscita fornisce, al pari della dumpFM_short: 
 Un vettore riga di dimensioni [1xLunghezza], i cui valori sono ottenuti 
dall’applicazione della funzione read_float_binary sul file dat in ingresso, passato 
alla funzione come stringa nominativa, prelevando solo quelli nelle posizioni dispari 
 
4.2.4 GENERAZIONE DELLE SEQUENZE DI TEST 
 
Come detto più volte, l’algoritmo che sviluppa l’AMC implementato in questa tesi sfrutta 
due stadi: l’HMM e l’SVM, teoricamente analizzati nei paragrafi 3.7 e 3.8.  
Il primo passo prevede l’ottenimento delle sequenze di test utili per addestrare il modello 
markoviano a stati nascosti: è importante che queste ultime derivino da segnali caratterizzati 
da parametri simili a quelli del segnale in analisi. Questi valori devono essere ricavati da 
algoritmi e metodi di stima attuati nella fase di “detection”, che come mostrato in Figura 1.1, 
avviene prima della classificazione. Nello specifico per quanto riguarda le sequenze di test 
qui sviluppate è importante che venga stimata la frequenza portante, la potenza del segnale 
ignoto e l’eventuale bit-rate. E’ infatti necessario specificare nella parte riguardante il 
generatore dei segnali modulati (utili per i confronti) questi parametri appena citati, in modo 
tale da effettuare il paragone con segnali di test che abbiano delle caratteristiche simili. 
Inoltre è fondamentale decidere il numero di campioni del segnale da utilizzare per 
l’addestramento e la successiva classificazione. In questa tesi come detto si è utilizzato per 
semplicità di elaborazione e per ottenere un algoritmo a basso impatto computazionale il 
valore N=100, ma nulla vieta di aumentarlo avendo a disposizione dispositivi più potenti e 
dedicati capaci di effettuare operazioni in tempo reale molto più velocemente. 
 
Per ottenere sequenze confrontabili, è necessario come detto fare in modo di cercare di avere 
parità di potenza tra il segnale di modulazione incognita e i segnali di test.  
Per far ciò si introducono due tipologie di funzioni: 
 coeff_amp_filedat: utilizzata nel momento in cui si lavora con file dat; 
 coeff_ampiezza: utilizzata nel momento in cui si lavora con segnali di test generati 
tramite Matlab. 
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4.2.4.1 ANALISI DELLE FUNZIONI coeff_amp_filedat e coeff_ampiezza 
 
 
Figura 4.7 Schema a blocchi della funzione coeff_ampiezza 
 
 
Figura 4.8 Schema a blocchi della funzione coeff_amp_filedat 
 
In entrambe le funzioni si ha un coefficiente d’ampiezza che deriva da elaborazioni fatte sui 
seguenti ingressi: 
 Segnale 1, il quale corrisponde al segnale di modulazione incognito e viene 
passato alla funzione come stringa nominativa del file dat; 
 Segnale 2, il quale corrisponde al segnale di test, anch’esso passato alla funzione 
come stringa nominativa del file dat; 
 Lunghezza, la quale corrisponde al numero di campioni su cui calcolare la 
potenza; 
 Soglia (da utilizzare solamente in presenza della seconda funzione), la quale 
permette il prelievo di un numero di campioni pari a Lunghezza, a partire dal 
primo che supera tale soglia. 
 
In questa maniera il coefficiente ottenuto in output dovrà essere pre-moltiplicato al segnale 
che rappresenta l’ingresso della funzione hmminput (spiegata nel seguito), al fine di ottenere 
coeff_ampiezza 
IN 
Segnale 1 
Segnale 2 
Lunghezza 
OUT 
coefficiente 
coeff_amp_filedat 
IN 
Segnale 1 
Segnale 2 
Lunghezza 
Soglia 
OUT 
coefficiente 
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il pareggio di potenza desiderato, il quale che risulta ottimizzare il confronto da parte 
dell’algoritmo. 
 
Per creare la sequenza binaria (indicata nel seguito come Seq_binaria), la quale è un vettore 
riga di N elementi, bisogna rispettare le indicazioni teoriche, come descritto nel paragrafo 
3.7 e nelle equazioni ( 3.21 ) e ( 3.22 ). 
 
4.2.4.2 ANALISI DELLA FUNZIONE hmminput 
 
Per raggiungere l’obiettivo della creazione del vettore Seq_binaria, si utilizzano due funzioni 
accessorie, hmminput e scaltrasl. La prima di queste, il cui schema a blocchi è mostrato in 
Figura 4.9, necessita in ingresso di: 
 Il vettore relativo alla sequenza di test di dimensioni [1xN] a valori reali, ove N è il 
numero degli stati del modello markoviano a stati nascosti; 
 Il vettore di rumore AWGN di dimensioni [1xN], il quale può essere quello registrato 
dal canale, oppure generato tramite la funzione Matlab randn con impostazione della 
deviazione standard. Nel secondo caso, cioè quello che prevede l’utilizzo della 
funzione, si effettua la simulazione della stima del rumore, necessaria per ottenere le 
sequenze binarie, come spiegato nel paragrafo 3.7.1.  
 
Questa funzione fornisce in output: 
 La sequenza di valori binari, tra 0 e 1 e di dimensioni [1xN], che rispettano le 
condizioni indicate e spiegate nel paragrafo 3.7.1. E’ possibile ottenere ciò perché 
all’interno della funzione hmminput è utilizzata una funzione di Matlab, cpsd, la 
quale fornisce come risultato la densità spettrale di potenza non normalizzata, 
stimata secondo la media di Welch [20]. Per questo motivo, nell’elaborazioni 
effettuate dall’hmminput viene effettuata la normalizzazione.  
 
     
Figura 4.9 Schema a blocchi della funzione hmminput 
 
hmminput 
IN 
Segnale 
Rumore 
OUT 
Seq_binaria 
(tra 0 e 1) 
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4.2.4.3 ANALISI DELLA FUNZIONE scaltrasl 
 
La seconda funzione implementata per la creazione del vettore binario di valori da utilizzare 
come ingresso del primo stadio dell’algoritmo è chiamata scaltrasl e il suo schema a blocchi 
è mostrato in Figura 4.10. 
L’obiettivo di questa funzione è quello di traslare i valori della sequenza in uscita da 
hmminput tra 1 e 2. Questo perché il vettore riga Seq_binaria, che sarà successivamente 
l’ingresso per la funzione hmmestimate, non può assumere valori pari allo 0 proprio perché 
questa ultima funzione non accetta valori nulli. Quindi per far sì che la parte relativa 
all’HMM funzioni correttamente, si cerca di ottenere un vettore i cui valori sono solamente 
due (1 e 2). 
[La funzione in realtà permette di scalare e traslare i valori in un intervallo determinato e 
con un intervallo fissato, per permettere un’elaborazione più complessa, ma non trattata 
nell’ambito di questa tesi. Per tal ragione viene fornito in input nuovamente il vettore di 
rumore utilizzato già precedentemente.] 
 
La funzione scaltrasl riceve in ingresso: 
 Il vettore Seq_binaria di dimensioni [1xN] ottenuto dall’applicazione della 
precedente funzione hmminput e i cui valori interi appartengono all’intervallo [0,1]; 
 Il vettore del rumore AWGN di dimensioni [1xN] già richiamato precedentemente 
come ingresso della funzione hmminput. 
 
In output viene fornito: 
 Il vettore Seq_binaria di dimensioni [1xN] e a valori interi appartenenti all’intervallo 
[1,2] per le motivazioni già analizzate precedentemente in questo paragrafo. 
 
In questa maniera Seq_binaria rappresenta la sequenza sul quale si addestrerà e farà le 
operazioni la parte di algoritmo basata sull’HMM. Il vettore Seq_binaria sarà realizzato a 
partire da tutti i segnali modulati di test, che faranno parte del database con i quali effettuerà 
i confronti il primo stadio dell’algoritmo, e anche ovviamente a partire dal segnali in analisi. 
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Figura 4.10 Schema a blocchi della funzione scaltrasl 
 
4.2.5 APPLICAZIONE DELL’”HIDDEN MARKOV MODEL” 
 
L’applicazione dell’”Hidden Markov Model” si basa sull’utilizzo di due funzioni interne del 
programma Matlab: hmmestimate e hmmdecode. Al termine della loro applicazione si è in 
grado di decidere quale delle due sequenze di test siano più simili alla sequenza legata al 
segnale in ingresso di modulazione incognita. 
 
1. “hmmestimate” stima i parametri del modello seguendo la teoria del BWA, cioè la 
matrice di transizione A e la matrice di emissione B, a partire dalla sequenza in 
ingresso binaria caratteristica della sequenza di test e dagli stati. 
2. “hmmdecode” permette l’ottenimento della probabilità di stato e del valore 
logaritmico di probabilità di somiglianza a partire dalla sequenza in ingresso 
(elaborata con hmminput e scaltrasl) di N campioni e dalla stima appena effettuata 
con hmmestimate della matrice di transizione A e di quella di emissione B.  
 
4.2.5.1 ANALISI DELLA FUNZIONE “HMMESTIMATE” 
 
 
Figura 4.11 Schema a blocchi della funzione hmmestimate 
 
La funzione “hmmestimate”, come mostrato in figura, necessita di due input: [21] 
1. Il vettore Seq_binaria di dimensioni [1xN] ottenuto precedentemente grazie alle 
funzioni hmminput e scaltrasl (4.2.4.2 e 4.2.4.3); 
2. Un vettore riga Stati anch’esso di dimensioni [1xN]. 
 
scaltrasl 
IN 
Seq_binaria(tra 
0 e 1) 
Rumore 
OUT 
Seq_binaria
(tra 1 e 2) 
 
hmmestimate 
IN 
Seq_binaria 
Stati 
 
OUT 
A 
B 
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Sul primo ingresso si è già discusso, mentre il secondo ingresso invece è un vettore riga Stati 
di N elementi sul quale è necessario fare un approfondimento sui valori che deve assumere.  
Un Hidden Markov Model è caratterizzato (come espone propriamente l’acronimo) da degli 
stati nascosti che nella maggior parte dei casi è difficile poter esplicitare. Questo perché la 
dinamica di un modello di questo tipo viene descritta senza identificarne le cause che la 
caratterizzano. In determinati fenomeni è più semplice provare a stimare direttamente le 
matrici A e B, ma non nel caso di problemi di classificazione. Gli stati a cui si fa riferimento 
in questo caso sono i possibili valori assumibili dal fenomeno descritto dal modello. Si fa 
quindi in modo di settare un vettore di elementi casuali, ma che siano conformi con i valori 
assumibili dalla sequenza di test. [22] Infatti il vettore stati è un vettore randomico di interi 
i cui valori assumibili sono solamente 1 e 2, ed è un input che deve obbligatoriamente essere 
impostato affinché possano essere stimate le due matrici A e B utili per il prosieguo 
dall’algoritmo. Questo metodo di parametrizzazione degli stati nascosti del modello è il più 
intuitivo e il più semplice da applicare. Ne esistono anche altri più complessi che prevedono 
processi di ottimizzazione, fornendo istante per istante il valore più verosimile dello stato in 
funzione della sequenza di ingresso. Questi metodi però possono incontrare difficoltà e 
impossibilità di stima nel momento in cui vi sono valori pari a 0 nella matrice di transizione.  
 
Effettuando tale elaborazione, vengono stimate e fornite come output: 
 La matrice di transizione A; 
 La matrice di emissione B. 
 
Entrambi le matrici sono utili per l’applicazione della funzione successiva hmmdecode. 
 
4.2.5.2 ANALISI DELLA FUNZIONE “HMMDECODE” 
 
 
Figura 4.12 Schema a blocchi della funzione hmmdecode 
 
 
 
hmmdecode 
IN 
Seq_binaria 
A 
B 
OUT 
Prob_stato 
LogPseq 
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La funzione “hmmdecode”, come mostrato in figura, necessita di tre input: [23] 
1. Il vettore Seq_binaria di dimensioni [1xN] ottenuto precedentemente grazie alle 
funzioni hmminput e scaltrasl (4.2.4.2 4.2.4.3); 
2. La matrice di transizione A stimata tramite hmmestimate; 
3. La matrice di emissione B anch’essa stimata tramite hmmestimate. 
 
Il suo compito principale è quello di fornire in output: 
 Il valore di probabilità logaritmico, che permetterà il confronto tra le varie sequenze 
di test e quella che verrà analizzata di modulazione incognita. Questo valore è 
ottenuto dal logaritmo della somma degli elementi del vettore delle probabilità che 
caratterizzano la sequenza in ingresso in funzione della matrice di transizione 
stimata precedentemente. Inoltre fornisce il vettore di probabilità di stato, non utile 
al fine di classificazione.                        
                                             
4.2.5.3 OTTENIMENTO RISULTATI HMM 
 
 Il passo finale nell’utilizzo dell’HMM è quello di effettuare dei confronti, in modo tale da 
ottenere le due sequenze simili a quella in ingresso incognita, in funzione delle elaborazioni 
effettuate dal modello. Si prendono quindi i due valori più piccoli ottenuti dalla differenza 
in modulo tra il valore logaritmico di probabilità delle sequenze di test e quella della 
sequenza in analisi, ottenendo un risultato che rispecchia la stima a minima distanza 
euclidea. In tal modo si fornisce allo stadio SVM la coppia di modulazioni con le quali 
effettuare il processo di confronto. Le differenze vengono salvate in un vettore con numero 
di elementi pari al numero di modulazioni di test che compongono il database, e su questo 
vettore si attua una procedura capace di estrarre i due valori minimi. Nello specifico, si trova 
il minimo del vettore con le differenze e si salva la sua posizione corrispondente, e in quella 
posizione viene copiato il massimo valore. Su questo vettore differenze, ora modificato, 
viene ricercato nuovamente il minimo, che non sarà più quello precedente in quanto in quella 
posizione vi è il massimo, e salvata la sua posizione, in modo tale da avere ora a disposizione 
le posizioni corrispondenti ai due valori più piccoli delle differenze tra valori logaritmici di 
probabilità per lo scopo esposto precedentemente. 
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4.2.6 APPLICAZIONE DEL” SUPPORT VECTOR MACHINE” 
 
Il secondo stadio dell’algoritmo di classificazione automatica di modulazione prevede 
l’utilizzo delle tecniche basate sul SVM. Grazie ai risultati ottenuti dall’HMM spiegati nel 
paragrafo precedentemente, si è in grado di stabilire la coppia di modulazioni sui quali andrà 
a cercare di effettuare la classificazione, confrontando entrambe con il segnale incognito. E’ 
importante sottolineare il fatto che nel momento in cui l’HMM dia come risultato una coppia 
con la stessa modulazione, come per esempio segnale AM sintetizzato con il generatore 
Matlab e segnale AM con modulante casuale ad andamento gaussiano, l’SVM non interviene 
e si effettua direttamente la classificazione senza utilizzare risorse di calcolo in maniera 
superflua. 
Nel momento in cui invece si ricorre all’utilizzo della parte relativa al SVM, intervengono 
anche in questo caso due funzioni interne di Matlab: “svmtrain” e “svmclassify”. 
 svmtrain allena un classificatore SVM su una coppia di sequenze in ingresso, che 
saranno rappresentate dalla coppia di modulazioni indicate all’uscita del modulo 
relativo all’HMM; 
 svmclassify effettua la classificazione sulla sequenza incognita in base alla coppia sul 
quale la macchina è stata allenata. 
 
 
 
 
 
 
Valori logaritmici di probabilità 
per ogni sequenza di test 
Valori logaritmici di probabilità 
per la sequenza in analisi 
- 
Vettore differenze 
Estrazione posizione dei 2 
valori minimi 
Figura 4.13 Ottenimento delle posizioni dei minimi valori logaritmici di probabilità  
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4.2.6.1 ANALISI DELLA FUNZIONE “SVMTRAIN” 
 
 
Figura 4.14 Schema a blocchi della funzione svmtrain 
 
La funzione svmtrain, come mostrato in figura, necessita di due/tre input: [24] 
1. Il vettore Training, di dimensioni 2 x N, le cui 2 righe sono occupate rispettivamente 
dagli N campioni delle 2 sequenze di test sul quale allenare la macchina di supporto 
virtuale. Queste sequenze sono le medesime in uscita dall’elaborazione “hmminput 
+ scaltrasl” effettuata precedentemente; 
2. Una cella 2 x 1 Group, ottenuta a partire da un vettore di due righe di stringhe indicato 
come Data. In quest’ultimo vettore sono trascritte le etichette corrispondenti alle 
modulazioni presenti in Training. E’ importante che le stringhe siano della stessa 
lunghezza per tutte le etichette. Per far ciò è necessario inserire degli spazi nelle 
etichette delle modulazioni più corte. Nello specifico avendo utilizzato la BPSK, 
nelle etichette AM e FM è necessario aggiungere 2 spazi. Per ottenere la cella Group 
è stata utilizzata la funzione interna di Matlab cellstr, che a partire da un vettore di 
stringhe, elabora una cella; 
3. *: è possibile inoltre indicare la funzione di Kernel per la linearizzazione dei dati. 
Nella teoria relativa al SVM (3.8) è stato detto che la più comune è la “(Gaussian) 
Radial basis function kernel – RBF”; anche in questa tesi è stata utilizzata tale 
funzione, aggiungendo come ulteriori input la coppia di stringhe 
‘kernel_function’,’rbf’ con valore di sigma di default pari a 1. 
 
Tale funzione fornisce in output: 
 La struttura SVM_struct contenente le informazioni riguardo la macchina che è stata 
allenata. 
 
 
 
 
svmtrain 
IN 
Training 
Group 
* 
OUT 
SVM_struct 
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4.2.6.2 ANALISI DELLA FUNZIONE “SVMCLASSIFY” 
 
 
Figura 4.15 Schema a blocchi della funzione svmclassify 
 
La funzione svmclassify, come mostrato in figura, necessita di due input: [25] 
1. La struttura SVM_struct appena generata con la funzione svmtrain; 
2. Il vettore Trainingr, di dimensioni 2 x N, le cui 2 righe sono occupate entrambe dagli 
N campioni della sequenza in analisi di modulazione incognita. Anche quest’ultima 
è la medesima di quella in uscita dall’elaborazione “hmminput + scaltrasl” effettuata 
precedentemente. 
 
Tale funzione restituisce in output: 
 Una cella di due elementi uguali, corrispondenti all’etichetta della modulazione 
indicata come risultato della classificazione. Basta quindi di conseguenza estrarre la 
prima delle due stringhe per ottenere il risultato del processo di AMC. 
 
4.2.7 SCHEMA RIASSUNTIVO 
 
Al termine della descrizione in dettaglio è utile riassumere in maniera sintetica tramite un 
diagramma di flusso i passi principali dell’elaborazione implementata da effettuare per 
ottenere in maniera automatica la classificazione di modulazione. E’ chiaro che segue di pari 
passo quella teorica illustrata nella Figura 3.18.  
 
 
svmclassify 
IN 
SVM_struct 
Trainingr 
OUT 
SVMres 
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Figura 4.16 Diagramma di flusso riassuntivo dell’algoritmo implementato 
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4.2.8  ANNOTAZIONE PER IL CALCOLO DEL RAPPORTO 
SEGNALE-RUMORE 
 
In questo paragrafo sono specificati i passaggi matematici per l’ottenimento del rapporto-
segnale rumore indicato nell’asse delle ascisse dei grafici indicanti i risultati dell’algoritmo. 
Nello specifico, i successivi passi matematici sono stati impiegati nelle seguenti figure del 
capitolo 5, riguardanti risultati ottenuti in presenza di forme d’onda sintetizzate tramite 
Matlab (di modulazioni AM, FM, BPSK): 
 Figura 5.3 - Figura 5.4 - Figura 5.5; 
 Figura 5.6 - Figura 5.7 - Figura 5.8; 
 Figura 5.9 - Figura 5.10 - Figura 5.11. 
 
[NOTA BENE] 
Quanto verrà enunciato nei successivi passaggi rappresenta una guida teorica, non raccordata 
con le precise notazioni utilizzate in questa tesi, ma solamente con il concetto di fondo. 
 
Dati segnale_utile[m] e rumore[m] con m= 1…Ntot, i vettori rappresentanti gli Ntot 
campioni sia del segnale utile non inficiato da rumore che del rumore stesso, il rapporto 
segnale-rumore espresso in dB viene ottenuto dalla seguente formula: 
 
 
𝑆𝑁𝑅𝑑𝐵 = 10 ∗ log(
∑ |𝑠𝑒𝑔𝑛𝑎𝑙𝑒_𝑢𝑡𝑖𝑙𝑒[𝑖]|2𝑁𝑡𝑜𝑡𝑖=1
∑ |𝑟𝑢𝑚𝑜𝑟𝑒[𝑖]|2𝑁𝑡𝑜𝑡𝑖=1
) 
 
( 4.1 ) 
 
 
E’ da specificare che nelle figure in questione, la potenza del rumore al denominatore viene 
calcolata su tutta la banda, ottenuta in funzione della frequenza di campionamento, e non 
solo sulla banda utile del segnale. 
 
Un procedimento di calcolo analogo, considerando però il rumore in banda utile del segnale, 
è stato fatto per i risultati mostrati nelle figure, riguardanti risultati ottenuti in presenza di 
segnali musicali AM e FM e segnale radio FM broadcast: 
 Figura 5.12 - Figura 5.13 - Figura 5.14 - Figura 5.15. 
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4.2.9 FUNZIONE PER IL CALCOLO DEL RAPPORTO SEGNALE-
RUMORE 
 
Nell’ambiente Matlab è stata inoltre implementata una funzione che permette il calcolo del 
rapporto segnale-rumore in dB nel momento in cui il segnale d’ingresso è ottenuto mediante 
caricamento da file dat. 
 
4.2.9.1 ANALISI DELLA FUNZIONE SNR_db_segnaleforte_filedat 
 
 
Figura 4.17 Schema a blocchi della funzione SNR_db_segnaleforte_filedat 
 
Questa funzione necessita di 4 input, e in automatico rende i due vettori su cui calcolerà il 
rapporto della stessa lunghezza (precisamente si regola sulla lunghezza del secondo vettore). 
1. Il segnale informativo salvato nel file dat e passato alla funzione come stringa 
nominativo del file stesso; 
2. Un file dat che contiene rumore del canale utilizzato, passato anch’esso come 
stringa nominativa. E’ ragionevole pensare che in condizioni normali di 
utilizzo del banco di prova, il rumore di fondo può essere considerato sempre 
gaussiano bianco.  
3. Un soglia che permette il prelievo del numero di campioni necessario dal 
segnale a partire dal primo campione che supera tale valore; 
4. Un coefficiente k per eventuali normalizzazioni. Generalmente è settato a 1. 
 
Come illustrato in Figura 4.17, questa funzione fornisce in uscita: 
 Il valore in dB del SNR. 
 
 
SNR_db_segnaleforte_filedat 
IN 
Segnale_dat  
Rumore_ dat  
Soglia 
k 
 
OUT 
SNR_dB 
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4.2.9.2 ANALISI DELLA FUNZIONE snr 
 
L’operazione descritta nel precedente paragrafo per il calcolo il dB del rapporto segnale-
rumore viene effettuata anche nel momento in cui si hanno a disposizione i vettori dei segnali 
generati direttamente in Matlab tramite la funzione interna snr e mostrata nella successiva 
Figura 4.18. 
 
 
Figura 4.18 Schema a blocchi della funzione snr 
 
I vettori in ingresso sono ovviamente riguardanti: 
 Segnale 1, il quale corrisponde al vettore del segnale informativo; 
 Segnale 2, il quale corrisponde al vettore del rumore del canale. 
 
E’ importante sottolineare che gli ingressi devono essere della stessa dimensione per il 
calcolo. Quest’ultima operazione non viene eseguita con un adattamento automatico, al 
contrario della funzione precedente. 
 
In uscita viene fornito ovviamente: 
 Il valore del SNR in dB. 
 
4.2.10 FUNZIONE PER IL CONTROLLO DEL RAPPORTO 
SEGNALE – RUMORE 
 
Il test dell’algoritmo e successivi risultati, mostrati nel Capitolo 5, sono stati ottenuti 
variando i livelli di rapporto segnale-rumore. Questa possibilità di variazione è data grazie 
alla presenza di una funzione che permette di stabilire la deviazione standard che deve 
assumere il rumore AWGN, in funzione della potenza del segnale pulito, per ottenere uno 
specificato valore del SNR fornito in ingresso. E’ facilmente intuibile che questa variazione 
di rapporto segnale-rumore si può effettuare se si hanno informazioni sia sulla potenza del 
 
snr 
IN 
Segnale 1 
Segnale 2 
OUT 
SNR_dB 
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segnale che sulla tipologia del rumore. Nell’ambito di questa tesi ciò è possibile sia nel caso 
ovviamente dei segnali di test generati tramite Matlab, sia nel caso della rice-trasmissione 
dei segnali con il banco di prova ed elaborati tramite GNU RADIO, situazione nella quale 
vi è raggio diretto e il rumore è trascurabile rispetto al segnale. 
 
4.2.10.1 ANALISI DELLA FUNZIONE trovasigma 
 
La funzione “trovasigma”, il cui obiettivo è spiegato precedentemente (4.2.10) e il cui 
schema a blocchi esplicativo è mostrato in Figura 4.19, necessita di 3 ingressi: 
1. Forma d’onda di dimensioni [1xNCAMP] della quale verrà calcolata la potenza; 
2. SNR in dB desiderato; 
3. Numero di campioni sui quali effettuare l’elaborazione. 
 
Questa fornisce in uscita: 
 Il valore della sigma di rumore da applicare ed ottenere di volta in volta diversi valori 
SNR per il test dell’algoritmo. 
 
 
Figura 4.19 Schema a blocchi della funzione trovasigma 
 
4.2.10.2 ANALISI DELLA FUNZIONE trovasigma_filedat 
 
E’ stata ovviamente implementata una funzione equivalente a quella precedente, che però 
lavora sui segnali captati mediante USRP e salvati come file dat grazie al software GRC. In 
Figura 4.20 è mostrato lo schema a blocchi proprio di quest’ultima funzione, che si 
differenzia dalla precedente solamente per l’input di tipo stringa del il segnale dat e anche 
per l’aggiunta di un valore di soglia a partire dal quale elaborare i campioni del segnale. Per 
le spiegazione dei restanti input e dell’output, riferirsi al precedente paragrafo 4.2.10.1. 
 
 
trovasigma 
IN 
Segnale 1 
SNR_dB 
NCAMP 
 
OUT 
sigma 
68 
 
 
Figura 4.20 Schema a blocchi della funzione trovasigma_filedat 
 
 L’UTILIZZO DEL SOFTWARE GNU RADIO 
 
GNU Radio Companion ( GRC ) è uno strumento grafico per la creazione di “flowgraph” e 
la generazione di codice sorgente derivante dal flusso grafico. 
Questo software nell’ambito della tesi è stato utilizzato per la realizzazione di 4 flowgraph 
principali che implementano rispettivamente un trasmettitore e un ricevitore sia per segnali 
AM che per segnali FM. La loro implementazione ha permesso di effettuare delle prove di 
trasmissione e ricezione su segnali reali, in modo tale da captare dei dati derivanti da una 
situazione non più estremamente didattica da utilizzare per la prova dell’algoritmo di 
classificazione.  
Le informazioni per la parametrizzazione dei blocchi è stata possibile anche grazie all’ausilio 
del sito web citato in [26]. 
 
4.3.1 LA CONFIGURAZIONE DELL’AMBIENTE DI LAVORO 
 
L’ambiente di lavoro ha previsto una configurazione basata sull’utilizzo di diversi 
dispositivi: 
 2 Personal Computer: 
 1 con sistema operativo “WINDOWS 10” e versione di GNU RADIO 
COMPANION 3.7.2.2 
 1 con sistema operativo “LINUX” e versione di GNU RADIO COMPANION 
3.7.8; 
 3 USRP, tutte della “Ettus Research”: 
 1, collegata prevalentemente con il PC con sistema operativo Windows via 
Ethernet, con le seguenti caratteristiche: 
 
trovasigma_filedat 
IN 
Segnale_dat 
SNR_dB 
Soglia 
NCAMP 
OUT 
sigma 
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 Modello USRP2; 
 Daughterboard WBX (50 MHz – 2.2 GHz) con larghezza di banda in 
ingresso pari a 40 Mhz; 
 VERT400 Vertical Antenna (144 MHz, 400 MHz, 1200 MHz) 
Triband; 
 2, collegate prevalentemente con il PC con sistema operativo Linux via USB 
2.0, con le seguenti caratteristiche: 
 Modello B100; 
 Daughterboard WBX (50 MHz – 2.2 GHz) con larghezza di banda in 
ingresso pari a 8 Mhz; 
 Antenne FM telescopiche; 
 
Le USRP sono in grado di captare segnali a radio frequenza, e fornirne i campioni in banda 
base, pronti per essere elaborati. 
 
          
 
 
TX RX 
Figura 4.21 1^ Configurazione dei dispositivi 
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Come si può notare dalle immagine precedenti, sono state implementate due differenti 
soluzioni con i dispositivi a disposizione. La prima configurazione in Figura 4.21 prevede la 
trasmissione e la ricezione di segnali AM e FM tramite due USRP differenti ma collegate 
allo stesso PC. La seconda in Figura 4.22 invece prevede una sola USRP collegata in grado 
di ricevere segnali broadcast, come quelli per esempio della radio commerciale modulata in 
frequenza. 
 
4.3.2 FILE GRC: BLOCCHI GENERICI 
 
Per la comprensione dei flowgraph che verranno successivamente spiegati e mostrati, è utile 
analizzare nel dettaglio quelli che sono i blocchi in comune, al fine di snellire la spiegazione 
e renderla più scorrevole possibile. E’ importante specificare che la modifica dei parametri 
che verranno mostrati è effettuabile con un semplice doppio click sul blocco interessato. 
RX 
Figura 4.22 2^ configurazione dei dispositivi 
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E’ importante evidenziare la differenza tra le due tipologie di dati in input/output che 
verranno mostrati nei blocchi utilizzati nei file GRC di questi tesi. La differenza è 
evidenziata dall’utilizzo di due differenti colori: 
 CELESTE: valori “complex” cioè complessi; 
 ROSSO (su Windows) / ARANCIONE (su Linux): valori “double”, cioè reali. 
 
4.3.2.1 UHD: USRP SOURCE  
 
 
Figura 4.23 Blocco USRP Source (USRP in ricezione) 
 
Rappresenta il blocco della USRP in ricezione. I parametri che sono evidenziati all’interno 
del blocco stesso con quelli che sono stati modificati rispetto alle impostazioni di default. 
La frequenza di campionamento è impostata a 480 KHz, in quanto nelle prove che sono state 
effettuate e che verranno mostrate nel capitolo successivo, si è lavorato con dei file “.wav” 
generati con tale frequenza di campionamento. E’ possibile impostare la frequenza centrale, 
in questo caso 128.4 MHz, dell’intervallo frequenziale sul quale si sintonizzerà la USRP in 
ricezione, su una banda indicata dall’ultimo parametro in figura. Inoltre è possibile indicare 
quale è il guadagno di antenna in dB e se quest’ultima ha la possibilità di trasmettere e 
ricevere come in figura (TX/RX), o solo ricevere (impostando la stringa RX2).   
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4.3.2.2 UHD: USRP SINK 
 
                                                 
Figura 4.24 Blocco USRP Source (USRP in trasmissione) 
Rappresenta il blocco della USRP in trasmissione. I parametri da impostare sono i medesimi 
del caso precedente, con l’accortezza ovviamente di comprendere che la frequenza centrale 
è quella della portante. 
 
4.3.2.3 WX GUI FFT SINK 
 
 
Figura 4.25 Blocco per la visualizzazione della FFT 
 
Rappresenta il blocco che permette la visualizzazione della FFT del segnale in ingresso. La 
Banda all’interno della quale viene visualizzata la trasformata va da [Baseband Freq. - 
Sample Rate; Baseband Freq. + Sample Rate], intorno alla frequenza centrale indicata come 
“Baseband Freq”. Nel caso di visualizzazione della FFT di un segnale in uscita da una USRP, 
l’imposizione del valore centrale di frequenza sarà solamente una questione grafica, in 
quanto i campioni in uscita come detto sono in banda base. Tale impostazione quindi 
permetterà solamente di avere un riferimento frequenziale sull’asse delle ascisse. Gli altri 
parametri evidenziati sono quelli di default: “FFT Size” indica il numero di punti sui quali 
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effettuare la FFT, “Freq Set Varname” permette di impostare il nome se volessimo 
considerare il blocco come una variabile, mentre i restanti sono settaggi per l’impostazione 
della griglia di visualizzazione modificabili anche dalla finestra di visualizzazione. 
Quest’ultima si apre nel momento in cui viene fatto eseguire correttamente il file GRC. 
 
4.3.2.4 BAND PASS FILTER 
 
 
Figura 4.26 Blocco per l’inserimento di un filtro passabanda 
 
Il blocco “Band Pass Filter” permette ovviamente l’inserimento di un filtro di passabanda i 
cui parametri da impostare sono molteplici. 
E’ necessario impostare la frequenza di campionamento, la quale deve coincidere con quella 
del segnale in ingresso, per ottenere il filtraggio in maniera corretta. Rimanendo in tema, è 
possibile far sì che il segnale in uscita abbia un “Sample Rate” differente da quello in 
ingresso. Questo è possibile attraverso il campo “Decimation” il quale segue la seguente 
semplice regola: 
 
 
𝑓𝑐 𝑂𝑈𝑇𝑃𝑈𝑇 = 
𝑓𝑐 𝐼𝑁𝑃𝑈𝑇
𝐷𝑒𝑐𝑖𝑚𝑎𝑡𝑖𝑜𝑛
 
 
( 4.2 ) 
 
Gli altri campi permettono l’impostazione del guadagno del filtro e dei suoi parametri 
frequenziali caratteristici della sua banda: 
 Frequenza inferiore; 
 Frequenza superiore; 
 Banda di transizione, cioè la banda tra i limiti appena citati e la banda oscura. 
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Infine è possibile impostare la finestratura da applicare al filtro, ove il parametro beta è 
valido solamente quando viene utilizzata una finestra di Kaiser. 
 
4.3.2.5 MULTIPLY COST 
 
 
Figura 4.27 Blocco per la moltiplicazione di una costante 
 
Questo blocco, come si intuisce facilmente dal suo nome, permette la moltiplicazione 
dell’ingresso di una costante del valore e del tipo specificato. E’ necessario ovviamente che 
ingresso e uscita siano impostati dello stesso tipo (in figura sono complessi). 
 
4.3.2.6 COSTANT SOURCE 
 
 
Figura 4.28 Blocco per l’introduzione di una costante 
 
Questo blocco permette la creazione di un valore constante, in questo caso reale. 
 
4.3.2.7 OPERATORI MATEMATICI 
 
 
Figura 4.29 Esempi di operatori matematici: Divisione e Somma 
 
Questi blocchi sono di semplice comprensione.  
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4.3.2.8 AUDIO SINK 
 
 
Figura 4.30 Blocco per output audio 
 
Questo blocco permette di fornire in output un segnale sonoro campionato alla frequenza 
indicata. E’ possibile inoltre impostare il driver della scheda audio installata sul proprio PC 
in modo da ottimizzare il suono, in quanto la scheda audio potrebbe forzare la frequenza di 
campionamento ad un valore differente da quello impostato. 
 
4.3.2.9 WAV FILE SOURCE 
 
 
Figura 4.31 Blocco per caricare un file wav 
 
Questo blocco permette di caricare un file .wav dalla memoria del PC. Questo sarà il segnale 
informativo che verrà utilizzato nei sistemi rice-trasmettitori AM e FM implementati tramite 
GNU RADIO. Lasciando come default il parametro Yes su “Repeat” si fa in modo di 
mandare ciclicamente in elaborazione il wav. 
 
4.3.2.10 VARIABLE (esempi) 
 
 
Figura 4.32 Blocchi di variabili (2 esempi) 
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Il blocco “Variable” permette di creare una variabile dal nome indicato nel campo “ID” e di 
valore “Value”, la quale può essere richiamata in altri blocchi nell’impostazione dei valori 
dei campi. Per esempio nella Figura 4.32, vi è un blocco che indica la variabile “sample_rate” 
di valore 480 KHz. In Figura 4.33 quest’ultima viene richiamata nel campo “Sample Rate” 
della finestra di impostazione parametri di uno dei qualsiasi blocchi che richiedono il 
settaggio della frequenza di campionamento. In tal modo è possibile richiamare la variabile 
in più blocchi, e modificandone il valore, questo verrà modificato in ognuno dei blocchi in 
cui è stata utilizzata 
 
 
Figura 4.33 Impostazione della frequenza di campionamento tramite variabile 
 
4.3.2.11 WX GUI SLIDER 
 
 
Figura 4.34 Blocco di Slider 
 
Il blocco di “Slider” permette la creazione di una variabile con le stesse proprietà indicate 
nel blocco “Variable”, con la possibilità ulteriore di creare un cursore trascinabile con il 
mouse nella finestra di visualizzazione, il quale permette una volta eseguito il file, di variarne 
il valore e mostrarne gli effetti del cambiamento in tempo reale. Il cursore varia tra un valore 
minimo e un valore minimo specificato sia di valore che di tipo indicato. Inoltre è possibile 
settare il valore iniziale che assumerà la variabile indicata, e che rappresenta il valore di 
partenza sul quale si posizionerà il cursore.  
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4.3.2.12 WX GUI TEXT BOX 
 
 
Figura 4.35 Blocco di casella di testo 
 
Il blocco di “Slider” permette la creazione di una variabile con le stesse proprietà indicate 
nel blocco “Variable”, con la possibilità ulteriore di creare un’etichetta nella finestra di 
visualizzazione, la quale permette una volta eseguito il file, di variarne il valore e mostrarne 
gli effetti del cambiamento in tempo reale. Come si intuisce, è un blocco molto simile allo 
“Slider” precedentemente utilizzato, a differenza di quest’ultimo che fa comparire un cursore 
trascinabile, il “Text box” fa apparire una casella nel quale impostare da tastiera il valore 
desiderato della variabile indicata. Anche in questo caso viene indicato un parametro di 
default iniziale di valore e tipo indicato. 
 
4.3.2.13 RATIONAL RESAMPLER 
 
 
Figura 4.36 Blocco “Rational Resampler” 
Tale blocco permette di ricampionare il segnale in ingresso, ad una frequenza di 
campionamento discendente da quella originale a cui è stato campionato l’input. Per ottenere 
la nuova frequenza di campionamento è necessario impostare i valori di “Decimation” ed 
“Interpolation”, seguendo la seguente regola. 
 
 
𝑓𝑐 𝑂𝑈𝑇𝑃𝑈𝑇 = 𝑓𝑐 𝐼𝑁𝑃𝑈𝑇 ∗  
𝐼𝑛𝑡𝑒𝑟𝑝𝑜𝑙𝑎𝑡𝑖𝑜𝑛
𝐷𝑒𝑐𝑖𝑚𝑎𝑡𝑖𝑜𝑛
 
( 4.3 ) 
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4.3.2.14 FLOAT TO COMPLEX 
 
 
Figura 4.37 Blocco di conversione “Float to Complex” 
 
Questo blocco permette la conversione dei valori ottenuti mediante la somma dei due input 
reali in dei valori in uscita complessi. 
 
4.3.3 FILE GRC: TRASMETTITORE FM 
 
La creazione di un flowgraph GRC che implementi un trasmettitore FM necessita di 3 
blocchi fondamentali come mostrato in mostrato in Figura 4.39, ai quali ovviamente è 
possibile corredare ulteriori blocchi per il controllo delle operazioni, per la visualizzazione 
grafica e per l’audio. 
I tre blocchi fondamentali sono:  
1. WAV FILE SOURCE; 
2. WBFM Transmit; 
3. UHD: USRP SINK. 
 
Di questi blocchi appena menzionati, quello caratteristico di un trasmettitore FM è il 
secondo, indicato come “WBFM Transmit” e mostrato in Figura 4.38. 
 
 
Figura 4.38 Blocco del modulatore FM 
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Tale blocco permette di ottenere in uscita un segnale FM con modulante informativa in 
funzione di quello che viene mandato in ingresso al blocco stesso. E’ importante specificare 
che in questo caso, dovendo trasmettere un file wav campionato originariamente a 48 KHz, 
è necessario impostare lo stesso valore come parametro di riferimento nel campo audio rate, 
non correndo il pericolo di distorcere l’informazione. Inoltre sono da impostare i campi del 
tasso di quadratura del segnale in uscita (impostato a 480 KHz), e della massima deviazione 
di frequenza (settato a 75 KHz). Il fattore di de-enfasi, indicato come “Tau”, ha valore di 
default. 
 
A corredo di questi, vengono inseriti altri 4 blocchi nel diagramma completo: 
1. AUDIO SINK, che permette l’ascolto del file wav che stiamo per modulare e 
trasmettere; 
2. WX GUI FFT Sink (premodulazione) che permette la visualizzazione della FFT 
del file informativo; 
3. MULTIPLY COST del valore 1000, che consente un amplificazione del segnale; 
4.  WX GUI FFT Sink (postmodulazione) che permette la visualizzazione della FFT 
del segnale modulato. 
 
Infine vi è la presenza di 2 blocchi variabili, audio_rate e samp_rate, e uno slider per la 
selezione della frequenza portante.  
 
Figura 4.39 Flowgraph GRC: Trasmettitore FM 
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Figura 4.40 Finestra di visualizzazione del trasmettitore FM implementato con GRC 
 
Come si può vedere dalla Figura 4.40, la FFT del file wav viene visualizzata per metà, 
essendo il file a valori double, e di conseguenza questo ha una trasformata reale e simmetrica. 
Questo non avviene invece per la visualizzazione del segnale modulato avendo valori 
complessi, con portante settata inizialmente a 102.5 MHz, ma variabile tra 87 e 130 MHz. 
Questo è un esempio di intervallo frequenziale che si va a sovrapporre alla banda di 
trasmissione broadcast delle radio commerciali FM. Le prove che verranno effettuate e 
spiegate nel prossimo capitolo, verranno effettuate in banda libera.  
Studiando questi segnali è possibile ottenere delle indicazioni sui parametri caratteristici da 
utilizzare per la creazione dei segnali nel generatore apposito, utile per le sequenze di test. 
Nel caso FM, si possono notare tre parametri caratteristici da utilizzare per l’algoritmo nella 
creazione del database: 
1. La banda del segnale FM è di circa 200 KHz, come intuibile dalla Figura 4.40; 
2. La deviazione di frequenza impostata è di 75 KHz; 
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3. In base al valore precedente, e alle considerazioni fatte nel paragrafo 3.3 riguardo 
la profondità di modulazione nella modulazione di frequenza, è consigliabile 
impostare un valore di frequenza modulante pari a 15 – 16 KHz. 
 
Seguendo queste considerazioni ed eseguendo il File GRC, facendo attenzione ad aver 
collegato correttamente l’USRP e l’antenna, è possibile trasmettere un segnale FM in aria. 
 
4.3.4 FILE GRC: RICEVITORE FM 
 
Il ricevitore FM al pari del trasmettitore spiegato nel paragrafo precedente necessita di 3 
blocchi per la sua implementazione, ovviamente complementari a quanto avviene in 
trasmissione e mostrati in Figura 4.42: 
1. UHD: USRP SOURCE; 
2. WBFM RECEIVE; 
3. AUDIO SINK. 
 
[NOTA BENE] 
E’ importante sottolineare che l’utilizzo completo del ricevitore di segnali modulati in 
frequenza NON è necessario ovviamente ai fini di questa tesi, in quanto la modulazione del 
segnale che viene captato è ignota e non è possibile discriminare a priori quale ricevitore 
utilizzare. Questo file GRC è stato utilizzato solamente sia come conferma della giusta 
ricezione del segnale FM broadcast delle radio commerciali, sia come conferma che le 
operazioni effettuate sul file wav caricato in trasmissioni siano corrette e permettano una 
valida ricezione. Per ottenere i campioni utili poi alla successiva operazione di 
classificazione su Matlab è necessario solo un blocco “File Sink” che salva i dati ricevuti su 
un apposito file dat. 
 
Il blocco fondamentale è ovviamente il “WBFM Receive”, mostrato in Figura 4.41, il quale 
demodula il segnale in uscita dalla USRP (sintonizzata alla frequenza impostata), ove 
quest’ultimo è in banda base. I parametri da impostare sono due: il tasso di quadratura e il 
fattore di decimazione, il quale se diverso da 1, permette di dividere per il tasso di quadratura 
per il valore impostato. Nel caso specifico essendo il primo parametro impostato a 480 KHz, 
è necessario settare un valore di decimazione pari a 10 per ascoltare in maniera corretta 
l’audio a 48 KHz.  
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Figura 4.41 Blocco del demodulatore FM 
 
A corredo di questi 3 blocchi fondamentali, ne sono stati inseriti 2 che effettuano a loro volta 
due tipi differenti di operazioni sul segnale in uscita dalla USRP: 
1. WX GUI FFT SINK, che permette come già detto la visualizzazione dello spettro; 
2. FILE SINK, che effettua il salvataggio dei campioni in un file dat. Questi 
campioni verranno poi elaborati tramite una funzione specifica (la quale è stata 
citata nel paragrafo 4.2.3.1) per essere elaborabili su Matlab. 
 
E’ possibile infine notare la presenza di tre variabili, che indicano la frequenza di 
campionamento, il tasso audio e il fattore di decimazione, e una casella di testo utile per la 
sintonizzazione di frequenza in ricezione. 
 
 
Figura 4.42 Flowgraph GRC: Ricevitore FM 
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4.3.5 FILE GRC: TRASMETTITORE AM 
 
Il file che permette di implementare attraverso il software GNU RADIO COMPANION un 
trasmettitore AM non è caratterizzato da un blocco caratteristico della modulazione, al 
contrario di quanto avviene per la modulazione di frequenza. Per realizzarlo è necessario 
esplicare due operazioni fondamentali, senza le quali è impossibile effettuare una corretta 
trasmissione. 
 Il file informativo che si vuole trasmettere deve avere un valor medio circa nullo. 
Questo discorso è stato notato in base alle numerose prove sperimentali 
effettuate, nelle quali solamente quando un determinato fattore di scala assume 
un particolare valore, viene realizzato un sistema rice-trasmittente funzionante 
senza particolari errori di percezione auricolare; 
 Il segnale portante viene inserito automaticamente dalla URSP, con frequenza 
impostata mediante il campo “Center Freq”. E’ il dispositivo che effettua la 
moltiplicazione del segnale modulante in ingresso con il segnale portante, in 
modo tale da poter trasmettere in aria. 
 
Esposti questi due concetti chiave, è possibile spiegare brevemente e con relativa semplicità 
i meccanismi che regolano il trasmettitore realizzato e mostrato in Figura 4.43 
Il file wav caricato dalla memoria, campionato a 48 KHz, subisce un operazione di 
ricampionamento, grazie alla presenza del blocco “Rational Resampler”, il quale fornisce in 
uscita i campioni del file wav, campionati a 480 KHz, in funzione della ( 4.3 ).  
I valori costanti che vengono utilizzati nel file hanno le seguenti funzioni: 
 Il primo va a dividere i campioni in uscita dal “Rational Resampler” fungendo da 
indici di modulazione. E’ possibile modificarne il valore tramite lo slider indicato 
con il nome “Sensib_Modulante”. 
 Il secondo va a modificare il valor medio del segnale, per il motivo già 
precedentemente spiegato. E’ possibile modificarne il valore tramite lo slider 
indicato con il nome “Valor_Medio”. 
 Il terzo è un semplice valore imposto a 0 da fornire in ingresso al blocco di 
trasformazione “Float to Complex”, in quanto la USRP richiede al suo ingresso valori 
complessi. 
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 Il quarto è un valore che va ad essere moltiplicato al segnale prima della sua 
trasmissione tramite USRP, imponendo una variazione di ampiezza. E’ possibile 
modificarne il valore tramite lo slider indicato con il nome “Amplif_TX”. 
 
Infine vi è il blocco della sorgente USRP necessario per la trasmissione in aria, e settato su 
una portante variabile mediante lo slider “f_Portante”. E’ possibile inoltre visualizzare lo 
spettro del file wav informativo tramite un blocco WX GUI FFT Sink. 
 
 
Figura 4.43 Flowgraph GRC: Trasmettitore AM 
 
Come si può vedere dalla Figura 4.44, vi è la possibilità tramite slider e cursori di variare i 
parametri indicati precedentemente. Inoltre, come si vede dal riquadro e dal puntatore 
indicato con una linea rossa, sino alla frequenza di  circa 5 KHz vi sono delle componenti 
significative del segnale audio. Questo valore è utile nell’impostazione della frequenza 
modulante di un segnale di test modulato in ampiezza generato tramite Matlab e importante 
per il confronto seguendo la teoria dell’HMM. 
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Figura 4.44 Finestra di visualizzazione del trasmettitore AM implementato con GRC 
 
4.3.6 FILE GRC: RICEVITORE AM 
 
Il ricevitore AM, il cui flowgrapgh GRC è mostrato in Figura 4.46, è caratterizzato come 
quello FM da 3 blocchi fondamentali: 
 UHD: USRP SOURCE; 
 AM DEMOD; 
 AUDIO SINK. 
  
L’implementazione di tale ricevitore, al pari dei discorsi fatti per quello FM nel paragrafo 
4.3.4, NON è necessaria ai fini della classificazione automatica di modulazione, ma utile per 
testare il corretto funzionamento del banco di prova generato. 
 
Il blocco fondamentale è l’”AM DEMOD”, mostrato in Figura 4.45, il quale demodula il 
segnale in uscita dalla USRP (sintonizzata alla frequenza impostata), ove quest’ultimo è in 
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banda base. I parametri fondamentali da impostare sono 4: il tasso di campionamento, 
l’eventuale decimazione da effettuare sul segnale in funzione della ( 4.2 ), e i limiti 
frequenziali della banda audio passante. Con i parametri impostati in figura, il segnale in 
uscita è demodulato e campionato a 48 KHz, pronto per essere filtrato da un filtro 
passabanda, tra 50 Hz e 15 KHz, che elimina la continua e frequenze più alte che 
disturberebbero l’audio. 
 
 
Figura 4.45 Blocco del demodulatore AM 
 
I blocchi accessori presenti sono le classiche variabili “samp_rate”, “audio_rate” e “factor” 
(per il fattore di decimazione), e uno slider per la sintonizzazione della frequenza centrale di 
ricezione. Inoltre vi è il blocco per il salvataggio dei campioni in uscita della USRP in un 
file dat elaborabile dall’algoritmo, e il blocco della visualizzazione della FFT del segnale 
ricevuto.  
 
Figura 4.46 Flowgraph GRC: Ricevitore AM 
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4.3.7 BLOCCHI GRC DI GENERAZIONE DI UN SEGNALE 
MODULATO DI RIFERIMENTO 
 
I blocchi che consentono la generazione di un segnale modulato di riferimento con ampiezza 
ad andamento gaussiano, la cui funzione è spiegata nel paragrafo 4.2.2, sono tre e devono 
essere sostituiti nei file relativi ai trasmettitori AM ed FM al blocco di “WAV FILE 
SOURCE” utile per il caricamento del file audio dalla memoria. Questi sono mostrati nella 
corretta successione in Figura 4.47 e ora spiegati in dettaglio. 
 
 
Figura 4.47 Blocchi per la realizzazione di un segnale sorgente modulato di riferimento 
 
 NOISE SOURCE: tale blocco permette la generazione di valori casuali gaussiani, 
con ampiezza e radice iniziale impostata dall’utente. Effettuando un analisi nel 
tempo sperimentale, si è notato che impostando come valore d’ampiezza 1, i 
valori sono distribuiti secondo la legge gaussiana, ma hanno valori che 
mediamente non superano 0.35. Si è preferito di conseguenza innalzare 
l’impostazione di questo campo a 1.5, per ottenere valori maggiori, lasciando 
successivamente il valore di radice (campo “seed”) come da default. 
 THROTTLE: tale blocco limita il throughput dei dati in ingresso al tasso di 
campionamento impostato e che viene garantito in uscita. Generalmente è utile 
utilizzare questo blocco quando la sorgente non ha una frequenza di 
campionamento preimpostata o definita da qualche dispositivo hardware. 
 BAND PASS FILTER: tale blocco le cui funzionalità sono già state spiegate in 
dettaglio nel paragrafo 4.3.2 - Figura 4.26, ha il compito di limitare in frequenza 
le componenti del segnale tra 50 Hz e 4 KHz nel caso si voglia trasmettere tramite 
modulazione d’ampiezza (come in Figura 4.47), oppure tra 50 e 10 KHz nel caso 
si voglia trasmettere mediante la modulazione di frequenza. Questo al fine di 
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caratterizzare il segnale sorgente con dei parametri simili ad uno vocale, 
rendendo migliore il risultato di comparazione effettuato tramite l’algoritmo. 
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Capitolo 5  
5 TEST DELL’ALGORITMO E 
RISULTATI 
 
 IL DATABASE DELL’ALGORITMO UTILIZZATO 
 
Per permettere all’algoritmo di classificazione automatica di modulazione di effettuare i 
confronti in termini di verosimiglianza, è stato elaborato un database seguendo le indicazioni 
spiegate nel capitolo 4 e caratterizzato dalle seguenti cinque forme d’onda: 
 
1. SEGNALE AM; 
2. SEGNALE FM; 
3. SEGNALE BPSK; 
4. SEGNALE MODULATO AM DI RIFERIMENTO; 
5. SEGNALE MODULATO FM DI RIFERIMENTO. 
 
 SEGNALI DI TEST DELL’ALGORITMO UTILIZZATI 
 
Per verificare il corretto funzionamento dell’algoritmo sono state utilizzate diverse tipologie 
di segnali, generati sia attraverso l’ambiente di Matlab, sia attraverso GRC. Questi nella loro 
totalità rappresentano il segnale di modulazione incognito che è oggetto di analisi da parte 
dell’algoritmo. 
 
    
Figura 5.1 Flusso dati prima dell’applicazione dell’algoritmo 
 
L’elaborazione in Figura 5.1 si riferisce alla generazione delle sequenze di test ed è ottenuto 
mediante i passi discussi nel paragrafo 4.2.4. 
 
ELABORAZIONE ALGORITMO 
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5.2.1 SEGNALI DI PROVA GENERATI TRAMITE MATLAB 
 
I segnali di prova ottenuti mediante l’ambiente Matlab sono stati creati mediante il 
generatore di segnali discusso nel paragrafo 4.2.1, con l’aggiunta di rumore gaussiano 
bianco, caratterizzato da deviazione standard letta da tastiera. 
Il segnale raffigurato in Figura 5.1 e generato tramite Matlab può essere quindi di 3 differenti 
tipi: 
 
1. Segnale AM rumoroso; 
2. Segnale FM rumoroso; 
3. Segnale BPSK rumoroso. 
 
I parametri di questi segnali sono i medesimi di quelli caricati nel database dell’algoritmo, e 
tale impostazione è giustificata dal fatto che l’utilizzo di segnali modulati e generati in 
ambiente Matlab, ben lontani dai casi reali, si è reso necessario per un testing iniziale del 
funzionamento globale. 
 
5.2.2 SEGNALI DI PROVA GENERATI TRAMITE GRC 
 
I segnali di prova ottenuti mediante l’ambiente GRC sono stati creati utilizzando i dispositivi 
citati nel paragrafo 4.3.1, applicando entrambe le configurazioni in Figura 4.21 e Figura 
4.22. 
Mediante la 1^ configurazione sono stati ottenuti: 
 
1. Segnale audio Musicale AM; 
2. Segnale audio Musicale FM. 
 
 Mediante la 2^ configurazione invece: 
 
1. Segnale audio FM captato alla frequenza di 102.5 MHz, ove trasmette l’emittente 
nazionale denominata “RTL 102.5”. 
 
Nel primo caso, la vicinanza delle antenne fa in modo da avere una trasmissione e una 
ricezione abbastanza pulita, con un livello di segnale molto buono rispetto a quello del 
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rumore. Questo discorso è un po’ diverso nel secondo caso, in quanto la qualità del segnale 
FM captato dall’esterno è inficiata dalla presenza dei muri dell’edificio, dalle pareti e anche 
ovviamente dalla distanza del banco di prova dal ripetitore.  
 
 CONDIZIONI DI TEST 
 
L’algoritmo di classificazione automatica è stato richiamato attraverso uno script Matlab, 
nel quale viene eseguito in un ciclo for di 1000 iterazioni, effettuate su un intervallo di 
rapporto segnale-rumore compreso tra -10 dB e 10 dB, con passo incrementale di 1 dB. Per 
l’interpretazione del valore del SNR è utile rifarsi al paragrafo 4.2.8. 
E’ necessario specificare che nel caso di segnale captati nella configurazione mostrata in 
Figura 4.21, la distanza tra le USRP è bassa e esiste il cammino diretto tra un’antenna in TX 
e quella in RX. Ragion per cui si può ritenere che il segnale captato sia idealmente non affetto 
da rumore del canale, il quale però ovviamente si può aggiungere in maniera manuale tramite 
i comandi di Matlab e l’aiuto della funzione analizzata nel paragrafo 4.2.10. 
La dinamica delle iterazioni è spiegata nella successiva Figura 5.2. 
 
  
Figura 5.2 Schema a blocchi raffigurativo delle iterazioni dell’algoritmo 
 
E’ da specificare che questa tipologia di dinamica utile per presentare i risultati 
dell’algoritmo, non è utilizzata nel momento in cui viene captato un segnale radio FM 
1000 
AL VARIARE DEL SNR 
SIGMA 
ALGORITMO RUMORE AWGN 
DECISIONE E 
RISULTATI  
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broadcast, come spiegato e mostrato nel paragrafo 5.6. In tal caso, viene presentato il 
risultato in termini di probabilità di successo ripetendo 1000 esecuzioni dell’algoritmo senza 
far variare il rapporto segnale-rumore e con una stima fissa della deviazione standard 
presente sul canale. 
 
[NOTA BENE] 
E’ da tener presente quanto spiegato nel paragrafo 4.2.8 per la comprensione dei grafici. 
 
 RISULTATI OTTENUTI IN PRESENZA DI SEGNALI 
MODULATI DI TEST GENERATI TRAMITE MATLAB 
 
L’algoritmo è stato testato inizialmente in presenza di segnali modulati generati in ambiente 
Matlab e parametrizzati secondo le indicazioni spiegate nell’ambito di questa tesi nei 
paragrafi relativi alla generazione dei segnali. I risultati ottenuti verranno mostrati nei 
successivi sottoparagrafi intitolati in funzione del segnale in analisi che viene elaborato come 
descritto nell’ambito di questa tesi e mandato in ingresso all’algoritmo implementato. 
La discriminante principale tra i vari test effettuati con questi suddetti segnali è il bit-rate del 
segnale BPSK considerato come segnale di base per la parte HMM dell’algoritmo. E’ 
necessario fare delle considerazioni in funzione della frequenza di campionamento, del 
numero di campioni e conseguentemente del bit-rate. 
 Con una frequenza di campionamento pari a 10 MHz, l’intervallo di campionamento 
corrisponde a 0.1 µsec, il quale moltiplicato per 100 campioni fornisce come risultato 10 
µsec. Per esempio, con un bit-rate di 1 Mbit/sec, in 10 µsec si hanno 10 periodi della 
portante, se essa è fissata a 1 MHz. Variando il valore del bit-rate e quello della frequenza 
portante si hanno diverse discriminanti di test dell’algoritmo, i cui risultati verranno 
mostrati nel seguito.  
 
5.4.1 RISULTATI OTTENUTI IN PRESENZA DI UN SEGNALE AM 
DI TEST GENERATO TRAMITE MATLAB 
 
Per analizzare nella maniera corretta il grafico in Figura 5.3 dei risultati ottenuti bisogna 
specificare due valori caratteristici: 
1. Frequenza Portante: 1 MHz; 
2. Bit-rate del segnale BPSK: 1 Mbit/sec. 
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Con queste impostazioni, vi è netta differenziazione tra i segnali che caratterizzano il 
database dell’algoritmo, in quanto il bit-rate utilizzato permette di avere diversi istanti 
nell’intervallo di osservazione ove la portante inverte il suo valore di fase. 
I restanti parametri del segnale AM utilizzato sia nel database sia come segnale rumoroso in 
analisi sono stati specificati nella trattazione precedente.  
 
 
Figura 5.3 Risultati in presenza di un segnale AM generato tramite Matlab con frequenza portante 
di 1 MHz e bit-rate del segnale BPSK presente nel database pari a 1 Mbit/sec 
 
Lasciando la frequenza portante immutata, ma diminuendo il bit-rate del segnale BPSK a 
200 Kbit/sec, i risultati sono differenti e si può notare un abbassamento delle prestazioni, 
come mostrato in Figura 5.4. Ciò è dovuto ad una maggiore somiglianza tra i campioni dei 
segnali, in quanto analizzandone un numero basso pari a 100, si rischia di avere spezzoni di 
segnali abbastanza simili in termini di sequenze utili all’HMM e al SVM, soprattutto nel 
caso di segnali modulati e generati tramite Matlab. 
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Figura 5.4 Risultati in presenza di un segnale AM generato tramite Matlab con frequenza portante 
di 1 MHz e bit-rate del segnale BPSK presente nel database pari a 200 Kbit/sec 
 
Diminuendo la frequenza portante a 500 KHz, e dimezzando il bit-rate del segnale BPSK a 
100 Kbit/sec, si nota un miglioramento della probabilità di successo rispetto al caso 
precedente, che però sarà contrastante con un peggioramento che si noterà nella precisione 
di decisione nel caso in cui vi sia in ingresso un segnale BPSK con questi stessi parametri. 
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Figura 5.5 Risultati in presenza di un segnale AM generato tramite Matlab con frequenza portante 
di 500 KHz e bit-rate del segnale BPSK presente nel database pari a 100 Kbit/sec 
 
5.4.2 RISULTATI OTTENUTI IN PRESENZA DI UN SEGNALE FM 
DI TEST GENERATO TRAMITE MATLAB 
 
Anche in caso di presenza di segnale FM generato tramite Matlab (con parametri 
caratteristici esposti durante la tesi) le prove effettuate sono state le medesime del caso 
precedente AM, esposto nel paragrafo 5.4.1. 
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Figura 5.6 Risultati in presenza di un segnale FM generato tramite Matlab con frequenza portante 
di 1 MHz e bit-rate del segnale BPSK presente nel database pari a 1 Mbit/sec 
 
 
Figura 5.7 Risultati in presenza di un segnale FM generato tramite Matlab con frequenza portante 
di 1 MHz e bit-rate del segnale BPSK presente nel database pari a 200 Kbit/sec 
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Figura 5.8 Risultati in presenza di un segnale FM generato tramite Matlab con frequenza portante 
di 500 KHz e bit-rate del segnale BPSK presente nel database pari a 100 Kbit/sec 
 
Le considerazioni guardando i precedenti grafici sono simili al caso precedente, anche se 
leggermente peggiori in termini di probabilità di successo. L’algoritmo mostra difficoltà di 
riconoscimento nel caso di frequenza portante 1 MHz e bit-rate BPSK 200 Kbit/sec, mentre 
nei restanti due casi analizzati, l’algoritmo mostra buona risultati per alti valori di rapporto 
segnale-rumore. 
 
5.4.3 RISULTATI OTTENUTI IN PRESENZA DI UN SEGNALE 
BPSK 
 
Anche nel caso di un segnale BPSK, ove i bit di informazione che caratterizzano il segnale 
sono generati in modo casuale, vengono utilizzate le stesse impostazioni di test utilizzate nei 
paragrafi precedenti 5.4.1 e 5.4.2. Analizzando i grafici dei risultati, si nota come nel primo 
caso in Figura 5.9 l’algoritmo riscontri un’elevata probabilità di successo, dovuta alla 
presenza di un bit-rate elevato che permette vari cambiamenti di fase all’interno dei 100 
campioni analizzati.  
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Figura 5.9 Risultati in presenza di un segnale BPSK con frequenza portante di 1 MHz e bit-rate 
pari a 1 Mbit/sec 
 
Diminuendo le inversioni di fase all’interno dei campioni analizzati, la probabilità di 
successo dell’algoritmo cala rispetto al caso precedente come mostrato nella successiva 
Figura 5.10. 
 
 
Figura 5.10 Risultati in presenza di un segnale BPSK con frequenza portante di 1 MHz e bit-rate 
pari a 200 Kbit/sec 
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Infine, come già preannunciato nel paragrafo 5.4.1, diminuendo anche la frequenza portante, 
unitamente alla già effettuata diminuzione del bit-rate, si verifica un crollo delle prestazioni 
dell’algoritmo in termini di probabilità di successo del riconoscimento di un segnale BPSK. 
Questo perché con i parametri impostati (frequenza portante pari a 500 KHz e bit-rate 100 
Kbit/sec) nei primi 100 campioni di segnale non si verifica alcun cambiamento di fase. 
 
 
Figura 5.11 Risultati in presenza di un segnale BPSK con frequenza portante di 500 KHz e bit-rate 
pari a 100 Kbit/sec 
 
 RISULTATI OTTENUTI IN PRESENZA DI SEGNALI 
MUSICALI RICE-TRASMESSI CON USRP 
 
La fase di analisi dei risultati in presenza di segnali musicali ottenuti mediante rice-
trasmissione da USRP differenti, come spiegato nel paragrafo 4.3.1, è avvenuta 
secondariamente alla fase con utilizzo di soli segnali di test generati tramite Matlab. Questo 
per rafforzare le istruzioni dell’algoritmo e cercarne di capire i punti deboli. Infatti dopo 
averne analizzato le prestazioni in prima battuta, è stato possibile capire che in presenza di 
segnali musicali che sono caratterizzati ovviamente da andamenti non periodici, è importante 
avere a disposizione nel database dell’algoritmo dei segnali che abbiano un andamento 
altresì non periodici, che possano rispecchiare le caratteristiche del segnale in analisi. 
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Inoltre è necessario ricordare che i segnali in uscita dalla USRP sono in banda base e 
campionati alla frequenza di 480 KHz. Di conseguenza il confronto deve essere ovviamente 
con i segnali del database che rispecchino queste due caratteristiche citate. 
 
5.5.1 RISULTATI OTTENUTI IN PRESENZA DI UN SEGNALE 
MUSICALE AM RICE-TRASMESSO CON USRP 
 
I risultati sono mostrati nella Figura 5.12, ottenuta in identica maniera rispetto alle 
precedenti, per via delle condizioni di test (mostrate nel paragrafo 5.3) per le quali il segnale 
ricevuto è abbastanza pulito e di conseguenza è possibile modificare il rapporto segnale-
rumore incrementando manualmente il rumore stesso. In tal maniera è possibile mostrare la 
probabilità di successo dell’algoritmo anche in questo caso su un intervallo tra livelli di SNR 
compresi tra -10 dB e 10 dB. 
 
 
Figura 5.12 Risultati in presenza di un segnale musicale AM ottenuto tramite rice-tramissione da 2 
differenti USRP 
 
Si nota chiaramente come già da un valore di SNR di -1 dB si abbiano prestazioni stabili e 
in crescendo con l’aumento corrispettivo di rapporto segnale-rumore, ottenendo una 
probabilità di riconoscimento maggiore dell’80% sin dal valore di 1 dB di SNR. 
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5.5.2 RISULTATI OTTENUTI IN PRESENZA DI UN SEGNALE 
MUSICALE FM RICE-TRASMESSO CON USRP 
 
Le considerazioni effettuate per il segnale musicale AM, trascritte nel paragrafo precedente 
5.5.1, sono valide anche nel caso di segnale musicale FM in ingresso all’algoritmo 
implementato. I risultati ottenuti sono mostrati nella successiva Figura 5.13. 
 
 
Figura 5.13 Risultati in presenza di un segnale musicale FM ottenuto tramite rice-tramissione da 2 
differenti USRP 
 
Il grafico mostra un’elevata robustezza dell’algoritmo nei confronti del segnale FM generato 
mediante il banco di prova. Infatti la probabilità di successo è già dell’80% circa con un 
valore di SNR pari a -2 dB. 
 
 RISULTATO OTTENUTO IN PRESENZA DI UN 
SEGNALE RADIO FM BROADCAST 
 
Utilizzando la seconda configurazione mostrata in Figura 4.22, è stato possibile ricevere 
attraverso il ricevitore FM implementato via software grazie GNU RADIO (paragrafo 4.3.4) 
il segnale broadcast dell’emittente nazionale “RTL 102.5”.  
In questo caso il segnale ricevuto è caratterizzato da rumore non più trascurabile, 
differentemente dai casi precedenti in cui la rice-trasmissione è punto-punto a distanza 
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ravvicinata. Per questo motivo, è necessario effettuare una stima della potenza del rumore 
per poterla inserire nelle elaborazioni utili per la creazione delle sequenze di test, e bisogna 
ipotizzarlo AWGN. In questo modo è possibile poi successivamente stimare il valore del 
rapporto segnale-rumore e fornire la probabilità di successo dell’algoritmo nelle condizioni 
appena citate con il segnale broadcast utilizzato ovviamente come ingresso in analisi. 
 
Il primo test è effettuato con un segnale con caratteristiche specificate e con rapporto segnale 
rumore pari circa a 3 dB. In questo caso il segnale ricevuto denota un audio abbastanza 
chiaro (anche se con un leggero fruscio di sottofondo) e l’algoritmo mostra una probabilità 
di successo pari a 997/1000, come mostrato in Figura 5.14. 
 
 
Freq. Portante 102.5 MHz 
Freq. Campionamento 480 KHz 
SNR ≈ 3 dB 
Modulazione  FM 
 
 
 
Il secondo test invece è effettuato con un segnale sempre captato con le medesime 
impostazioni di ricezione, ma con un rapporto segnale-rumore più basso che non permette 
un audio corretto e pulito della musica trasmessa. Anche in questo caso però l’algoritmo si 
mostra robusto, mostrando una probabilità di successo di 930/1000. 
 
 
Freq. Portante 102.5 MHz 
Freq. Campionamento 480 KHz 
SNR ≈ 1 dB 
Modulazione  FM 
 
 
 
Ulteriori risultati con SNR più bassi, comporterebbero risultati non veritieri, per via 
dell’ottenimento di valori troppo bassi per l’elaborazione. Questo problema è dato dalla 
Probabilità di 
successo 
dell’algoritmo: 
997/1000 
Figura 5.14 Risultato in presenza di un segnale radio FM broadcast ottenuto tramite ricezione 
da USRP e con SNR di circa 3 dB 
Probabilità di 
successo 
dell’algoritmo: 
930/1000 
Figura 5.15 Risultato in presenza di un segnale radio FM broadcast ottenuto tramite ricezione 
da USRP e con SNR di circa 1 dB 
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sensibilità dell’ADC interno della USRP, il quale non permette un corretto trasferimento di 
valori dall’ambiente GNU RADIO a quello MATLAB in presenza di bassi valori di potenza 
del segnale.  
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Capitolo 6  
6 CONCLUSIONI 
 
Dopo un’analisi delle tecniche di Classificazione Automatica di Modulazione, dei suoi 
utilizzi e applicazioni, passando anche da una panoramica dei metodi attuali e futuri, 
nell’ambito della tesi sono stati approfonditi i concetti sia teorici che pratici per realizzare 
un algoritmo di riconoscimento modulazione a due fasi, HMM e SVM, che è capace di 
lavorare anche in presenza di un basso numero di campioni del segnale incognito. Lo studio 
ha riguardato la classificazione di segnali con esempi di modulazione sia analogica, AM e 
FM, che digitale come la BPSK. Queste tecniche trovano il loro maggior supporto nelle 
tecnologie Software Defined Radio e grazie alla loro applicazione tendono a mirare al 
miglioramento degli aspetti in ambito civile di occupamento dello spettro frequenziale, ma 
anche verso l’attuazione pratica delle diverse tecniche in scenari tattici militari a scopo di 
difesa e monitoraggio. E’ stato mostrato come attraverso l’ambiente Matlab e il software 
GNU RADIO COMPANION, sia possibile implementare l’algoritmo tramite diverse 
funzioni, testarlo grazie all’ottenimento sia di segnali di test generati tramite Matlab sia di 
segnali sviluppati in un banco di prova o captati in aria, e conseguentemente mostrare i 
risultati. Tutto questo deve essere corredato da tecnologie che permettano la stima dei 
parametri caratteristici del segnale, operazione che ricopre fondamentale importanza in 
campo militare essendo essi realmente incogniti, in modo tale da ottenere efficienza massima 
da parte degli algoritmi di classificazione. Nell’ambito di questa tesi si è puntato alla 
realizzazione di tecniche che permettano l’ottenimento di ottimi risultati in termini di 
probabilità di riconoscimento con la stima di pochi parametri e con l’analisi di pochi 
campioni del segnale, con l’obiettivo appunto di realizzare un algoritmo a basso impatto 
computazionale. Tale risultato è stato permesso dall’utilizzo di due stadi sequenziali di 
riconoscimento, congeniali per il rafforzamento delle tecniche di riconoscimento anche in 
presenza di pochi campioni come in questo caso. 
L’implementazione dell’algoritmo in funzione di quest’ultimo discorso porta 
all’ottenimento di risultati più che soddisfacenti, mostrati nel capitolo 5, ottenuti grazie 
all’affinamento delle tecniche in funzione di test effettuati su forme d’onda modulate 
sintetizzate in Matlab, ma difficilmente riconducibili a casi reali. Questi permettono di fare 
delle considerazioni, soprattutto per il riconoscimento di segnali BPSK. Infatti si è come 
lavorando su soli 100 campioni vi possono essere problemi causati dalle alternanze di fase 
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presenti nella modulazione BPSK. Infatti, come mostrato dalla Tabella 4.1 a pag. 48, avendo 
come parametri frequenza portante 500 KHz e bit-rate 100 Kbit/sec, il numero di campioni 
per bit è uguale a 100, e ciò può comportare la mancanza di alternanza di fase nei campioni 
prelevati dal segnale e utili alla classificazione. In questo caso infatti la probabilità di 
riconoscimento non supera il 40% su un intervallo di rapporto segnale-rumore di 20 dB. In 
altri casi invece più favorevoli con numero di campioni per bit inferiore a 100, per il segnale 
BPSK si hanno probabilità di riconoscimento che superano sia il 90% a partire da -1 dB con 
10 alternanze di fase nei 100 campioni sia circa il 75% a partire da 0 dB con 1 alternanza di 
fase nei 100 campioni. 
Per quanto riguarda il riconoscimento di modulazioni analogiche, quali AM e FM, si 
riportano direttamente i risultati ottenuti mediante l’analisi di forme d’onda captate in 
situazioni reali, quali il banco di prova con 2 USRP in rice-trasmissione e 1 USRP in 
ricezione del segnale radio FM broadcast di un emittente nazionale. In suddetti casi, 
rispettivamente si verifica un probabilità di successo nel riconoscimento superiore al 90% a 
partire dai 2 dB per il segnale musicale AM e a partire da 1 dB per il segnale musicale FM. 
A conferma dei dati riguardanti la modulazione FM, la probabilità di riconoscimento di un 
segnale radio FM broadcast, proveniente quindi dall’esterno rispetto alla posizione del banco 
di prova, è del 93% circa per SNR pari ad 1 dB e del 99% circa per SNR pari a 3 dB. 
 
In conclusione, è importante citare che il processo di evoluzione tecnologica ha già permesso 
la notevole automazione delle tecniche analizzate e permetterà nel futuro l’implementazione 
in ogni tipologia di scenario, specialmente in ambienti ove la stima dei parametri è resa 
difficoltosa, o in tecnologie che prevedono l’utilizzo di più canali di comunicazione, come 
per esempio il MIMO. Inoltre, questo miglioramento sempre continuo risulterà di importante 
rilevanza in particolare per le organizzazioni istituzionali (quali le Forze Armate) e le 
aziende civili che lavorano nel campo delle telecomunicazioni, che ingloberanno in maniera 
sistematica i metodi di classificazione automatica di modulazione nei propri dispositivi di 
settore, per ottimizzarne i diversi scopi di applicazione. Il tema del riconoscimento di 
modulazione e dell’implementazione di un algoritmo affrontato nell’ambito della tesi, risulta 
quindi di particolare rilievo e rappresenta un tema di studio sviluppatosi già nel passato, ma 
che con l’evoluzione tecnologica ha innalzato enormemente le proprie potenzialità e 
soprattutto le possibilità di realizzazione. Basti pensare che avendo a disposizione dei 
dispositivi ad alto rendimento dedicati, si possano effettuare elaborazioni con molti campioni 
di segnale e in maniera molto più veloce, rafforzando i già ottimi risultati mostrati ottenibili 
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in condizioni di minor complessità computazionale, come sviluppato nell’ambito di questa 
tesi. 
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APPENDICE 
 
In questa appendice sono riportati per completezza i 3 script Matlab con i quali richiamare e 
far lavorare l’algoritmo in funzione del segnale di ingresso selezionato. 
 
SCRIPT DI CARICAMENTO INIZIALE 
 
%% NOME FILE: iterazionehmmsvm_FIN.m 
 
run('generatore_FIN_darichiamare');  %% vedere script successivo 
 
clear all 
close all 
load SegnRum_ric.mat; 
 
n_iter_algoritmo=input('\n Numero di iterazioni algoritmo= '); 
  
modinput=input('\n 1-5 modulazione di test in input\n 1-AM\n 2-FM\n 3-
BPSK\n 4-MUSICA_AM\n 5-MUSICA_FM\n '); 
  
NCAMP=100; 
val_soglia_sig=0.01; 
  
if modinput==1 
    x=AM_wfR; 
    stringam='AM'; 
elseif modinput==2 
    x=FM_wfR; 
    stringam='FM'; 
elseif modinput==3 
    x=BPSK_wfR; 
    stringam='BPSK'; 
elseif modinput==4 
    stringa_file='MUSICA15_02_85MHZ_AM_3.dat'; 
    x=dumpFM_short_soglia(stringa_file,NCAMP,val_soglia_sig); 
    x=x+WN_sig(1:NCAMP); 
    stringam='AM'; 
elseif modinput==5 
    stringa_file='MUSICA15_02_85MHZ_FM_2.dat'; 
    x=dumpFM_short_soglia(stringa_file,NCAMP,val_soglia_sig); 
    x=x+WN_sig(1:NCAMP); 
    stringam='FM'; 
elseif error(' WARNING: Inserire un valore da 1 a 5') 
end 
  
if modinput==4 || modinput==5 
    save inputiterazione x NCAMP stringa_file modinput sigma fc f0 Toss 
WN_sig data_BPSK Rp val_soglia_sig 
else 
    save inputiterazione x NCAMP modinput sigma fc f0 Toss WN_sig 
data_BPSK Rp val_soglia_sig 
end 
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titolo=sprintf('\n MODULAZIONE DI TEST: %s \n',stringam); 
disp(titolo) 
  
vect_ris=zeros(1,3); 
SNR_medio=0; 
 
 
for i=1:n_iter_algoritmo 
     
    n_ito=sprintf('%d',i); 
    disp(n_ito) 
     
    run('NODISPhmmsvm_FIN'); 
     
    SNR_medio=SNR_medio+SNR_DB; 
     
    if (strcmp(stringa,' AM')==1) 
        vect_ris(1)=vect_ris(1)+1; 
    elseif (strcmp(stringa,' FM')==1) 
        vect_ris(2)=vect_ris(2)+1; 
    else vect_ris(3)=vect_ris(3)+1; 
    end 
    i=i+1; 
end 
  
  
SNR_medio=SNR_medio/n_iter_algoritmo; 
titolo_SNR=sprintf(' SNR_dB = %0.05g',SNR_medio); 
disp(titolo_SNR) 
  
  
titolo=sprintf(' RIS AM:%d \n RIS FM:%d \n RIS BPSK:%d 
\n',vect_ris(1),vect_ris(2),vect_ris(3)); 
disp(titolo) 
  
  
[val posmax]=max(vect_ris); 
provamax=vect_ris; 
provamax(posmax)=-1; 
val2=max(provamax); 
if val==val2 
    disp('WARNING: RIPETERE ITERAZIONE') 
else 
    if posmax==1 
        disp('DECISIONE MODULAZIONE = AM') 
    elseif posmax==2 
        disp('DECISIONE MODULAZIONE = FM') 
    else 
        disp('DECISIONE MODULAZIONE = BPSK') 
    end 
end 
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GENERATORE DI SEGNALI  
 
%% NOME FILE: generatore_FIN_darichiamare.m 
 
clear all 
close all 
  
f0=input('\n Inserisci la stima della portante= '); 
fcinput=input('\n Seleziona la frequenza di campionamento\n 1- 480 KHz\n 
2- 10 MHz\n '); 
if fcinput==1 
    fc=480e3; 
elseif fcinput==2 
    fc=10e6; 
elseif error(' WARNING: Inserire un valore da 1 a 2') 
end 
  
%% DATI 
Tc=1/fc; 
  
%% ASSE DEL TEMPO 
Toss=0.01; 
tk=0:Tc:Toss-Tc; 
  
%% SEGNALE AM 
f0AM=f0;   %Frequenza portante AM 
fmAM=5000; %Frequenza modulante 
mam=0.75; %indice di modulazione 
Aam=1; 
K=0.99/(max(Aam*[1+mam*cos(2.*pi*tk*fmAM)])); 
AM_wf=K*Aam*[1+mam*cos(2.*pi*tk*fmAM)].*cos(2*pi*tk*f0AM); 
  
%% SEGNALE FM 
  
f0FM=f0;   %frequenza portante 
deltaf=75e3;    %deviazione di frequenza 
fmFM=15e3;   %frequenza modulante 
mfm=deltaf/fmFM;   %indice di modulazione 
Afm=1; 
  
FM_wf=Afm*cos(2*pi*f0FM*tk+mfm*cos(2*pi*fmFM*tk)); 
  
  
%% SEGNALE BPSK 
  
f0BPSK=f0; %frequenza portante 
if f0==0 
   f0BPSK=480e3; 
end 
Tp=1/f0BPSK; 
  
%% GENERAZIONE SEGNALE MODULANTE e MODULATO BPSK  
Rp=1;                  %rapporto periodi: un bit modulante dura Rp 
periodi di portante 
  
DurataBIT=Tp*Rp; 
Nbit=int32(length(tk)*Tc/DurataBIT); 
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N=length(tk); 
infBPSK=cos(2*pi*tk*f0BPSK); 
  
vettorebit=0:Tc:DurataBIT-Tc; 
NcampBit=length(vettorebit);  %numero di campioni per bit modulante 
  
data_BPSK= 2*randi([0 1], 1,Nbit)-1; %2*x-1: conversione tra -1 e 1 
BPSK_wf=zeros(1,N); 
modBPSK=zeros(1,N); 
cost=1; 
for j=1:Nbit 
    if data_BPSK(j)==1 
        for i=0:NcampBit-1 
            if f0==0 
                BPSK_wf(cost+i)=1; 
                modBPSK(cost+i)=1; 
            else 
                BPSK_wf(cost+i)=infBPSK(cost+i); 
                modBPSK(cost+i)=1; 
            end 
        end 
    else 
        for i=0:NcampBit-1 
            if f0==0 
                BPSK_wf(cost+i)=-1; 
                modBPSK(cost+i)=-1; 
            else 
                BPSK_wf(cost+i)=-infBPSK(cost+i); 
                modBPSK(cost+i)=-1; 
            end 
        end 
    end 
    cost=cost+NcampBit; 
end 
  
  
%% INSERIMENTO RUMORE GAUSSIANO 
  
media=0; 
sigma=input('\n Sigma di rumore = '); 
  
WN_sig= sigma*randn(1, N) + media; 
  
AM_wfR=AM_wf+WN_sig; 
FM_wfR=FM_wf+WN_sig; 
BPSK_wfR=BPSK_wf+WN_sig; 
  
  
save SegnRum_ric.mat AM_wfR FM_wfR BPSK_wfR fc f0 Toss sigma WN_sig 
data_BPSK Rp 
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FUNZIONI DELL’HMM E DEL SVM 
 
%% NOME FILE: NODISPhmmsvm_FIN.m 
 
load inputiterazione; 
   
%% ----------------------GENERATORE-------------------------------------- 
%% DATI USRP 
%fc la carica da inputiterazione 
Tc=1/fc; 
  
%% ASSE DEL TEMPO 
 
tk=0:Tc:Toss-Tc; 
  
%% SEGNALE AM 
f0AM=f0;   %Frequenza portante AM 
fmAM=5000; %Frequenza modulante 
mam=0.75; %indice di modulazione 
Aam=1; 
K=0.99/(max(Aam*[1+mam*cos(2.*pi*tk*fmAM)])); 
AM_wf=K*Aam*[1+mam*cos(2.*pi*tk*fmAM)].*cos(2*pi*tk*f0AM); 
  
%% SEGNALE FM 
f0FM=f0;   %frequenza portante 
deltaf=75e3;    %deviazione di frequenza 
fmFM=15e3; 
mfm=deltaf/fmFM; 
Afm=1; 
  
FM_wf=Afm*cos(2*pi*f0FM*tk+mfm*cos(2*pi*fmFM*tk)); 
  
%% SEGNALE BPSK 
f0BPSK=f0;  %frequenza portante 
if f0==0 
   f0BPSK=100; 
end 
Tp=1/f0BPSK; 
  
% GENERAZIONE SEGNALE MODULANTE e MODULATO BPSK  
% Rp lo carica da input iterazione 
DurataBIT=Tp*Rp; 
Nbit=int32(length(tk)*Tc/DurataBIT); 
N=length(tk); 
infBPSK=cos(2*pi*tk*f0BPSK); 
  
vettorebit=0:Tc:DurataBIT-Tc; 
NcampBit=length(vettorebit);  %numero di campioni per bit modulante 
  
  
% data lo carica da input iterazione 
BPSK_wf=zeros(1,N); 
modBPSK=zeros(1,N); 
cost=1; 
for j=1:Nbit 
    if data_BPSK(j)==1 
        for i=0:NcampBit-1 
            if f0==0 
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                BPSK_wf(cost+i)=1; 
                modBPSK(cost+i)=1; 
            else 
                BPSK_wf(cost+i)=infBPSK(cost+i); 
                modBPSK(cost+i)=1; 
            end 
        end 
    else 
        for i=0:NcampBit-1 
            if f0==0 
                BPSK_wf(cost+i)=-1; 
                modBPSK(cost+i)=-1; 
            else 
                BPSK_wf(cost+i)=-infBPSK(cost+i); 
                modBPSK(cost+i)=-1; 
            end 
        end 
    end 
    cost=cost+NcampBit; 
end 
  
%%  -------------------------HMM----------------------------------------- 
%% NUMERO CAMPIONI DEL SEGNALE SU CUI LAVORARE 
%lo carica da iterazionehmmsvm.m 
  
%% IMPOSTAZIONI STATI SU NCAMP CAMPIONI 
states=randi([1 2],1,NCAMP); %Ncamp stati randomici della funzione hmm   
  
Nmod=5; %numero di modulazioni con cui confrontarci 
WN=WN_sig(1:NCAMP); 
  
%% ANALISI MODULAZIONE AM - OTTENIMENTO VALORE DI TEST 
if modinput==1 || modinput==2 || modinput==3 
    coeff_amp_AM_did=coeff_ampiezza(x,AM_wf,NCAMP); 
   else 
    coeff_amp_AM_did=1; 
end 
AM_wfNcamptest=hmminput(coeff_amp_AM_did*AM_wf(1:NCAMP),WN); 
AM_wfNcamptest=scaltrasl(AM_wfNcamptest(1:NCAMP),WN); 
[TRANS_AM, EMIS_AM] = hmmestimate(AM_wfNcamptest, states); 
[PSTATES_AM,TEST_AM] = hmmdecode(AM_wfNcamptest,TRANS_AM,EMIS_AM); 
  
%% ANALISI MODULAZIONE FM - OTTENIMENTO VALORE DI TEST 
if modinput==1 || modinput==2 || modinput==3 
    coeff_amp_FM_did=coeff_ampiezza(x,FM_wf,NCAMP); 
    %coeff_amp_FM_did=1; 
else 
    coeff_amp_FM_did=1; 
end 
FM_wfNcamptest=hmminput(coeff_amp_FM_did*FM_wf(1:NCAMP),WN); 
FM_wfNcamptest=scaltrasl(FM_wfNcamptest(1:NCAMP),WN); 
[TRANS_FM, EMIS_FM] = hmmestimate(FM_wfNcamptest, states); 
[PSTATES_FM,TEST_FM] = hmmdecode(FM_wfNcamptest,TRANS_FM,EMIS_FM); 
  
 
 
%% ANALISI MODULAZIONE BPSK - OTTENIMENTO VALORE DI TEST 
if modinput==1 || modinput==2 || modinput==3 
    coeff_amp_BPSK_did=coeff_ampiezza(x,BPSK_wf,NCAMP); 
    %coeff_amp_BPSK_did=1; 
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else 
    coeff_amp_BPSK_did=1; 
end 
BPSK_wfNcamptest=hmminput(coeff_amp_BPSK_did*BPSK_wf(1:NCAMP),WN); 
BPSK_wfNcamptest=scaltrasl(BPSK_wfNcamptest(1:NCAMP),WN); 
[TRANS_BPSK, EMIS_BPSK] = hmmestimate(BPSK_wfNcamptest, states); 
[PSTATES_BPSK,TEST_BPSK] = 
hmmdecode(BPSK_wfNcamptest,TRANS_BPSK,EMIS_BPSK); 
  
%% ANALISI MODULAZIONE AM SEGNALE AUDIO RANDOM - OTTENIMENTO VALORE DI 
TEST 
stringa_vgauss_AM='VOCEGAUSS15_02_85MHZ_AM_1.dat'; 
if modinput==4 || modinput==5 
    
coeff_amp_AM=coeff_amp_filedat(stringa_file,stringa_vgauss_AM,NCAMP,val_s
oglia_sig); 
else 
    coeff_amp_AM=1; 
end 
AM_wf_AUDRAND=coeff_amp_AM*dumpFM_short_soglia(stringa_vgauss_AM,NCAMP,va
l_soglia_sig); 
AM_wfNcamptest_AUDRAND=hmminput(AM_wf_AUDRAND(1:NCAMP),WN); 
AM_wfNcamptest_AUDRAND=scaltrasl(AM_wfNcamptest_AUDRAND(1:NCAMP),WN); 
[TRANS_AM_AUDRAND, EMIS_AM_AUDRAND] = hmmestimate(AM_wfNcamptest_AUDRAND, 
states); 
[PSTATES_AM_AUDRAND,TEST_AM_AUDRAND] = 
hmmdecode(AM_wfNcamptest_AUDRAND,TRANS_AM_AUDRAND,EMIS_AM_AUDRAND); 
  
%% ANALISI MODULAZIONE FM SEGNALE AUDIO RANDOM - OTTENIMENTO VALORE DI 
TEST 
stringa_vgauss_FM='VOCEGAUSS10_02_85MHZ_FM_1.dat'; 
if modinput==4 || modinput==5 
    
coeff_amp_FM=coeff_amp_filedat(stringa_file,stringa_vgauss_FM,NCAMP,val_s
oglia_sig); 
else 
    coeff_amp_FM=1; 
end 
FM_wf_AUDRAND=coeff_amp_FM*dumpFM_short_soglia(stringa_vgauss_FM,NCAMP,va
l_soglia_sig); 
FM_wfNcamptest_AUDRAND=hmminput(FM_wf_AUDRAND(1:NCAMP),WN); 
FM_wfNcamptest_AUDRAND=scaltrasl(FM_wfNcamptest_AUDRAND(1:NCAMP),WN); 
[TRANS_FM_AUDRAND, EMIS_FM_AUDRAND] = hmmestimate(FM_wfNcamptest_AUDRAND, 
states); 
[PSTATES_FM_AUDRAND,TEST_FM_AUDRAND] = 
hmmdecode(FM_wfNcamptest_AUDRAND,TRANS_FM_AUDRAND,EMIS_FM_AUDRAND); 
  
%% ANALISI SUL SEGNALE UNDER TEST 
load inputiterazione; 
UT_wfNcamptest=hmminputnorum(x(1:NCAMP),WN);  
UT_wfNcamp=scaltrasl(UT_wfNcamptest(1:NCAMP),WN); 
[TRANS_UT, EMIS_UT] = hmmestimate(UT_wfNcamp, states); 
[PSTATES_UT,TEST_UT] = hmmdecode(UT_wfNcamp,TRANS_UT,EMIS_UT); 
  
 
 
 
%% SNR 
if modinput==4 || modinput==5 
    
SNR_DB=SNR_db_segnaleforte_filedat(stringa_file,WN_sig,val_soglia_sig,1); 
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elseif modinput==1 
    SNR_DB=snr(AM_wf(1:length(WN_sig)),WN_sig); 
    elseif modinput==2 
    SNR_DB=snr(FM_wf(1:length(WN_sig)),WN_sig); 
    elseif modinput==3 
    SNR_DB=snr(BPSK_wf(1:length(WN_sig)),WN_sig); 
end 
%% VISUALIZZAZIONE RISULTATI OTTENUTI DA HMM 
  
differenze=zeros(1,Nmod); 
  
differenze(1,1)=abs(TEST_AM-TEST_UT); 
differenze(1,2)=abs(TEST_FM-TEST_UT); 
differenze(1,3)=abs(TEST_BPSK-TEST_UT); 
differenze(1,4)=abs(TEST_AM_AUDRAND-TEST_UT); 
differenze(1,5)=abs(TEST_FM_AUDRAND-TEST_UT); 
  
[mindiff posmin]=min(differenze); 
prova=differenze; 
prova(posmin)=max(differenze); 
[min2diff pos2min]=min(prova); 
  
 
%% -----------------------------------SVM-------------------------------- 
  
if posmin==1 && pos2min==4 
    stringa=' AM'; 
elseif posmin==2 && pos2min==5 
    stringa=' FM'; 
elseif posmin==4 && pos2min==1 
    stringa=' AM'; 
elseif posmin==5 && pos2min==2 
    stringa=' FM'; 
else 
    if posmin==1 && pos2min==2 
        data = [' AM ';' FM ']; 
        Training=[AM_wfNcamptest; FM_wfNcamptest]; 
    elseif posmin==1 && pos2min==3 
        data = [' AM ';'BPSK']; 
        Training=[AM_wfNcamptest; BPSK_wfNcamptest]; 
    elseif posmin==1 && pos2min==5 
        data = [' AM ';' FM ']; 
        Training=[AM_wfNcamptest; FM_wfNcamptest_AUDRAND]; 
    elseif posmin==2 && pos2min==3 
        data = [' FM ';'BPSK']; 
        Training=[FM_wfNcamptest; BPSK_wfNcamptest]; 
    elseif posmin==2 && pos2min==1 
        data = [' AM ';' FM ']; 
        Training=[AM_wfNcamptest; FM_wfNcamptest]; 
    elseif posmin==2 && pos2min==4 
        data = [' FM ';' AM ']; 
        Training=[FM_wfNcamptest; AM_wfNcamptest_AUDRAND]; 
    elseif posmin==3 && pos2min==2 
        data = [' FM ';'BPSK']; 
        Training=[FM_wfNcamptest; BPSK_wfNcamptest]; 
    elseif posmin==3 && pos2min==1 
        data = [' AM ';'BPSK']; 
        Training=[AM_wfNcamptest; BPSK_wfNcamptest]; 
    elseif posmin==3 && pos2min==4 
        data = [' AM ';'BPSK']; 
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        Training=[AM_wfNcamptest_AUDRAND; BPSK_wfNcamptest]; 
    elseif posmin==3 && pos2min==5 
        data = [' FM ';'BPSK']; 
        Training=[FM_wfNcamptest_AUDRAND; BPSK_wfNcamptest]; 
    elseif posmin==4 && pos2min==2 
        data = [' AM ';' FM ']; 
        Training=[AM_wfNcamptest_AUDRAND; FM_wfNcamptest]; 
    elseif posmin==4 && pos2min==3 
        data = [' AM ';'BPSK']; 
        Training=[AM_wfNcamptest_AUDRAND; BPSK_wfNcamptest]; 
    elseif posmin==4 && pos2min==5 
        data = [' AM ';' FM ']; 
        Training=[AM_wfNcamptest_AUDRAND; FM_wfNcamptest_AUDRAND]; 
    elseif posmin==5 && pos2min==1 
        data = [' AM ';' FM ']; 
        Training=[AM_wfNcamptest; FM_wfNcamptest_AUDRAND]; 
    elseif posmin==5 && pos2min==3 
        data = [' FM ';'BPSK']; 
        Training=[FM_wfNcamptest_AUDRAND; BPSK_wfNcamptest]; 
    elseif posmin==5 && pos2min==4 
        data = [' AM ';' FM ']; 
        Training=[AM_wfNcamptest_AUDRAND; FM_wfNcamptest_AUDRAND]; 
    end 
        Group=cellstr(data); 
         
        SVMs=svmtrain(Training,Group,'kernel_function','rbf'); 
         
        TrainingR=[UT_wfNcamp; UT_wfNcamp]; 
         
        SVMres=svmclassify(SVMs,TrainingR); 
         
        stringa=SVMres{1,1}; 
end 
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