Keller packings and tilings of boxes are investigated. Certain general inequality measuring a complexity of such systems is proved. A straightforward application to the unit cube tilings is given:
Let m = (2, 2, . . ., 2). Show that i |p i (T )| ≤ 2 d − 1. Moreover, prove that the equality takes place only in the case of tilings that are obtained by a special lamination construction.
One of our goals is to show that for any integer n ≥ 2, if m = (n, n, . . ., n), then
and the inequality is tight. The extremal cube tilings for which this inequality becomes an equality are classified (Theorem 6). Theorem 6 appears to be a consequence of a more general result concerning the so-called Keller packings and partitions (Theorem 3).
Keller families
Cube tilings have attracted a great deal of attention lasting for over one hundred years mainly in connection with Minkowski's and Keller's conjectures, e. g., [2, 3, 6, 10, 11, 13, 15, 16, 22, 23, 18, 19, 20, 21, 24, 25, 26, 27] . They are also related to Fuglede's conjecture [7] . In particular, it appeared quite recently that they are in a 1-1 correspondence with the so-called exponential bases in L 2 ([0, 1] d ), e.g., [8, 17] .
Kearnes and Kiss [9] stated the following combinatorial problem, which, as they mentioned, was completely unrelated to algebraic questions they were considering: "Problem 5.5. Let A 1 , . . ., A k be nonempty sets. If the rectangle A = A 1 ×· · ·× A k is partitioned into less than 2 k rectangular subsets, does it follow that there exists a rectangular subset in this partition which has full extent in some direction i ?"
This problem is settled in [1] . It is proved that a minimal partition of the rectangle A into rectangular subsets without full extent in any direction has to have 2 k elements. Such partitions are thoroughly investigated in [5, 14] . It appears that they are combinatorially equivalent to unit cube tilings of the torus k m , where m = (2, . . ., 2). This observation suggest that even if one investigates unit cube tilings it can be profitable to work with more abstract structures suggested by Problem 5.5. We follow this suggestion in the present paper.
As observed by Keller [10] , for every pair s , t ∈ T of different vectors there is i such that s i − t i is a non-zero integer (see also [8] ). Obviously, there is a counterpart of this result for cube tilings of tori, since they can be interpreted as periodic tilings of d . A thorough inspection shows that Keller's result is a consequence of the fact that if we take two unit segment partitions [0, 1) + S and [0, 1) + T of , then T = S or for every pair of proper subsets P ⊂ S , Q ⊂ T the union of [0, 1) + P does not coincide with the union of [0, 1) + Q . This observation motivates our further discussion.
Partitions
A partition π of a set U is non-trivial, if π = {U }. Two partititions π and π ′ are independent if {U } = π ∨ π ′ ; that is, {U } is a unique partition coarser than these two. Consequently, LEMMA In particular, it follows from Lemma 1 that if Π is a family of pairwise independent partitions of U , then for any set A belonging to the union of Π there is a unique partition π such that A ∈ π.
A family Π of partitions of U is complete if every partition ρ of U whose parts belong to the union of Π is a memeber of Π. It is unital if {U } is its member. EXAMPLES 1 (α 1 ) Let U be a non-empty set. Then Π = {{A,U \ A}: A ⊆ U , A ∈ {U , }} ∪ {{U }} is pairwise independent and unital. In general, it is not complete. 
Boxes. Keller's condition
Let X i , i ∈ {1, . . ., d }, be a sequence of sets such that each of them has at least two elements. Let Π i be a finite family of pairwise independent finite partitions of X i . Let X = X 1 × · · · × X d and i be the union of Π i . Let us define the family of boxes 
Proof. Clearly, we may assume that each Π i is unital. Suppose now that our proposition is false. Then we can choose such a partition , among those violating Keller's condition, that there is a pair K , L ∈ so that {K , L} violates Keller's condition and the set I = {i : K i ∩ L i = } is minimal in the sense of inclusion. Let us pick any s ∈ I . Let π ∈ Π s be chosen so that L s ∈ π. Let as define a 'pile' = {G ∈ : G s ∈ π}. Let us fix any x = (x 1 , . . ., x d ) belonging to a member H of . Let
As H ∈ ℓ , it follows that π and ρ share the same part H s . Since Π s is complete, ρ has to belong belong to Π s . As π and ρ are not independent, they have to coincide. Let P be the union of . It is clear that P = x ∈P ℓ x . Therefore, we can imagine P as a kind of cylinder. For every box B ∈ we can define a new box B s by replacing factor B s by X s .
Let be a non-empty subfamily of a system of boxes . We call it Keller family if it satisfies Keller's condition. Clearly, Keller families consist of disjoint boxes, therefore, one can find justified to refer to them as Keller packings.
A set G ⊆ X which is the union of a Keller family ⊆ is called a polybox while itself is called a suit for G . A polybox can have more than one suit. The suit is proper if each box K ∈ is proper; otherwise, it is improper.
Main results
Let (X , Π, ) be a system of d -boxes. Let i ∈ {1, 2 . . ., d } and let be a nonempty subfamily of i = Π i . For every ⊆ , we define the restriction | of with respect to by the equality
If is a singleton of A, then we write |A rather than |{A}. Let π ∈ Π i be a non-trivial partition. A Keller family is laminated with respect to π if |π coincides with . It is {i }-laminated if it is laminated with respect to a non-trivial partition from Π i . Finally, the family is laminated if it is j -laminated for some j ∈ {1, . . ., d }.
A polybox W ⊆ X is said to be an i -cylinder or shortly a cylinder if for exery x ∈ W the line
A Keller family is said to be an i -pile or shortly pile if it is a suit for an i -cylinder W and is laminated with respect to a non-trivial partition π ∈ Π i . For every A ∈ π, let us define
We call
A an elementary aggregate of the pile (with respect to A). It is clear that A is a suit for W .
Let i ∈ {1, . . ., d }. Let π ∈ Π i be a non-trivial partition, and ⊆ be a Keller family. We write that π is present in if there is K ∈ such that K i ∈ π. Partition π is hidden in if |π is a suit for an i -cylinder. Moreover, π is said to be exposed in if it is present and not hidden in .
We denote by C i ( ) the family of all partitions π ∈ Π i which are hidden in . Let
We shall need a recursive definition of a multipile. Let ⊆ be a Keller family. Suppose that one of the following two conditions is satisfied:
1. there is a box K ∈ such that = {K };
2. there is i and non-trivial π ∈ Π i such that:
is an i -pile laminated with respect to π, -for every A ∈ π, |A is a multipile,
Then is a multipile.
REMARK 2 It follows easily by induction that each multipile is a suit for a box. 
The inequality becomes an equality if and only if is a multipile.
We precede the proof of the theorem by two lemmas.
LEMMA 4 Let (X , Π, ) be a system of boxes. Let , ′ ⊆ be two suits for the same polybox G . If π ∈ Π i is exposed in , then it is exposed in ′ .
Proof. Since π is exposed, |π is non-empty, and is not an i -pile. Therefore, there is u ∈ X such that the line ℓ = {u 1 } × · · · {u i −1 } × X i × {u i +1 } × · · · × {u d } intersects some of the members of the family |π but is not covered by this family. Let ρ = {A i : A ∈ and A ∩ ℓ = }. Since is a Keller family, all elements of ρ have to be parts of one partition belonging Π i . Now, since π and ρ have elements in common and Π is pairwise independent, ρ ⊂ π. Let R be the union of ρ.
Since ′ is a suit for G , we deduce that the union of ρ ′ is R . By Lemma 1, it follows that ρ ′ ⊆ π. Therefore π is exposed in ′ .
As an immediate corollary we have: Proof of the theorem. We shall proceed by induction with respect to the cardinality of . Suppose that π ∈ Π i is hidden in . Then = |π is an i -pile. Fix an A ∈ π. Then and A are suits for the same i -cylinder. Observe that the family ′ = ( \ ) ∪ A is kellerian. To this end it suffices to pick K ∈ \ and L ∈ A , and show that {K , L} is kellerian. By the definition of
kellerian as a subfamily of . It follows from the definition of that
are different parts of the same partition τ ∈ Π j , which proves that {K , L} is kellerian as expected. It is clear now that and ′ are suits for the same polybox. As an immediate consequence of the definition of ′ one has
where the∪ symbol denotes the disjoint union. Suppose now that k = i and ρ ∈ Π k is hidden in . If ρ is present in ′ , then, by Lemma 5, it is hidden in ′ . If it is not present in ′ , then there is such a B ∈ π \ {A} that ρ is present in |B , which is equivalent to saying that ρ is present in
It is clear now that ρ is hidden in ′′ . Since ρ is not present in , it cannot be present in \ . Consequently, ρ is hidden B , which readily implies that it is hidden in |B . Therefore, we have just shown that for every k = i
By (1) we have,
By (2),
Consequently,
Since c i ( |B ) = 0, we get
As | ′ | < | | and | |B | < | |, we conclude by induction
By the definition of ′ , we have
It remains to discuss the case of equality. The fact that the equality holds for each multipile is an easy part of the proof, and as such is left to the reader.
If c ( ) = | | − 1, then all the above inequalities become equalities. In particular, (4) becomes an equality. This equality combined with (2) readily implies that the sets C k ( |B ), for B ∈ π \ {A} are pairwise disjoint. Since A is arbitrary, we conclude that (β ) For every k = i , the indexed family (C k ( |B ): B ∈ π) consists of pairwise disjoint members.
As (6) and (7) become equalities and A can be replaced by any element of π, it follows that c ( |B ) = | |B |−1 for B ∈ π. By induction hypothesis, the sets |B are multipiles. This fact combined with (β ) and the definition of leads to the conclusion that = |π is a multipile. Thus, in the case = there is nothing more to prove. Suppose now that is different from . By Remark 2, is a suit for a box K ∈ . Let us set ′′′ = ( \ ) ∪ {K }. Clearly, ′′′ and are suits for the same polybox. Suppose that ρ ∈ C k ( ) for a certain k = i . If ρ is present in \ , then by Lemma 5 it is hidden in
, then it has to be hidden in some of the sets |B , where B ∈ π. Consequently,
Suppose now that ρ ∈ C k ( ′′′ ). Since π is nontrivial, |π| > 1. By (β ), there is A ∈ π such that ρ ∈ C k ( |A). Since (4) becomes an equality for this paricular A as for any other, the right-hand side expression of the equality (2) consists of disjoint sets. Therefore, ρ cannot belong to any of the sets C k ( |B ), B ∈ π. Thus, the right-hand side expression of the equality (9) consists of disjoint sets. As an immediate consequence,
As we already know, c ( ) = | |−1 implies c ( |B ) = | |B |−1. Moreover, it follows from the definition of ′′′ that c i ( ) = c i ( ′′′ ) + (|π| − 1). Thus,
And
Since | ′′′ | < | |, we deduce by induction that ′′′ is a multipile. In particular, it is a j -pile for certain j = i . Then is a j -pile. As we have already discussed the case where is a pile, the proof is complete.
REMARK 3 If ⊆ B is a partition of X , then, by Proposition 2, it is automatically Kellerian. In particular, each unit cube tiling [0, 1)
Kellerian. Now we are ready to prove our main result concerning cube tilings. 
The equality takes place if and only if
[0, 1) d ⊕ T is a multipile. Proof. Let X i = m = [0, m) for i ∈ {1, . . ., d } . Let Π i be
The equality takes place if and only if is a multipile.
Clearly, the proof reduces to showing that
We begin by discussing a certain general construction, which is instrumental in the theory of Keller packings.
We may assume that each
where as before i = Π i . Since Π i is a family of pairwise independent partitions, there is exactly one ρ ∈ Π i such that A ∈ ρ. Let us defineÂ = π∈Π iÂ π ⊆ Y i by the formulâ
Observe that for every partition π ∈ Π i , the familyπ = {Â : for A ∈ π} is a partition of Y i . Moreover, the family of partitionsΠ i = {π: π ∈ Π i } is pairwise independent. It is also complete even if Π is not.
It is easily seen that we have.
For every pair A, B ∈ i , if A = B , then A and B belong to the same partition π ∈ Π i if and only if A,B are disjoint.
Let
One can wish to describe the corresponding mapping G → G k for polyboxes. Suppose ⊆ is a suit for G . One can expect that G k can be defined as the union of k . Then one has to check that this union is independent of the choice of the suit . This is done by induction. We prove only the first step, as the subsequent steps are mere repetitions.
For every x = (x 2 , . . .,
It is a Keller family as a subfamily of . Therefore, there is π ∈ Π 1 such that π = {A 1 : for A in x }. Thenπ is a partition of Y 1 and {ℓ
x which is evidently independent of the choice of . Suppose now that G ∩ ℓ x = ℓ x . Then, by Lemma 1, there is a unique π ∈ Π 1 such that ρ = {A 1 : for A ∈ x } is a proper subfamily of π. In fact, π is determined by the union of ρ which coincides with the image of G ∩ ℓ x under the projection of X onto X 1 . Therefore, the set ρ = {Â 1 : for A 1 ∈ ρ} is independent of the choice of . And since the image of
x under the projection of X 1 onto Y 1 coincides with the union ofρ, the set
x is also independent of the choice of .
For C ∈ , ⊆ , and a polybox G let us set:
We can summarize all what we have shown as follows: 
2.
To convince the reader of the usefulness of the construction presented in the preceding section, we offer the following immediate consequence of (γ 1 ) and (γ 2 ): 
