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Resumo
Múltiplas frentes de pesquisa reportaram resultados altamente eficazes para o problema
de detecção de texto, que consiste no desafio de detectar em uma imagem digital a posição
de variados elementos textuais, como palavras e frases. Porém, muitas destas soluções são
custosas, o que restringe o uso das mesmas em várias aplicações que dependem de dispo-
sitivos com capacidade computacional restrita, como relógios inteligentes e celulares. A
localização de texto é um passo importante para várias aplicações importantes que podem
ser executadas em ambientes embarcados, como tradução de textos e auxílio a deficientes
visuais. Neste trabalho, tratamos deste problema a partir da investigação da possibilidade
do uso de redes neurais eficientes usualmente empregadas para detecção de objetos. Pro-
pusemos a junção de duas arquiteturas leves, MobilenetV2 e Single Shot Detector (SSD)
em nossa proposta nomeada MobText para resolver o problema da detecção de texto. Re-
sultados experimentais nos conjuntos de dados ICDAR’11 e ICDAR’13 demonstram que
nossa proposta está associada a bons resultados tanto em termos de eficácia quanto de
eficiência. Em especial, o método proposto obteve resultados estado-da-arte no conjunto
de dados ICDAR’11, com f-measure de 96, 09%, mantendo um tempo de processamento
médio de 464ms em um ambiente de processamento restritivo. Uma outra contribuição
do trabalho consistiu na proposta de uma ferramenta para automatizar o processo de
avaliação de métodos de detecção e reconhecimento de textos em imagens de cena.
Abstract
Multiple research initiatives have been reported to yield highly effective results for the
text detection problem, which consists of the challenge of detecting in a digital image
if there is a textual element, like a word or a phrase. However, most of those solutions
are very costly, thus hampering their use in several applications that rely on the use of
devices with restricted processing power, like smartwatches and mobile phones. The text
localization is an important step on very widely-used applications that can be executed
on mobile environments, like on-the-go translations and recognition of text for the vi-
sually impaired. In this work, we address this issue by investigating the use of efficient
object detection networks for this problem. We propose the combination of two light
architectures, MobileNetV2 and Single Shot Detector (SSD), into our proposal MobText
for the text detection problem. Experimental results in the ICDAR’11 and ICDAR’13
datasets demonstrate that our solution yields the best trade-off between effectiveness and
efficiency in terms of processing time, and also achieved the state-of-the-art results in the
ICDAR’11 dataset with an f-measure of 96.09% and an average processing time of 464ms
on a restricted processing device. Another contribution of this work relies on the pro-
posal of an evaluation tool to support the assessment of text localization and recognition
methods.
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Chapter 1
Introduction
Reading text in images is still an open problem in computer vision and image understand-
ing research fields. This problem has attracted a lot of attention to these communities
due to a large number of modern applications that can potentially benefit from this
knowledge, such as self-driving vehicles [1, 2], robot navigation, scene understanding [3],
assistive technologies [4], among others. In addition, the ubiquity of mobile and wearable
devices led the text detection and recognition problems to a high-order complexity in
terms of efficiency and effectiveness, as both are expected to be performed in real-time in
several practical usage scenarios. Thereby, the conception of methods for understanding
texts in images effectively and at low computation costs is of paramount importance.
Several methods have been recently proposed in the literature towards localizing tex-
tual information in scene images. In general, the text reading problem comprises two dis-
tinct tasks: localization and recognition. The former seeks to localize delimited candidate
regions that contain textual information, while the second is responsible for transcribing
the text inside the candidate regions found during the localization task. In both tasks,
the inherent variability of a text (e.g., size, color, font style, background clutter, and per-
spective distortions), as illustrated in Fig. 1.1, makes the text reading a very challenging
problem.
Among the several approaches for localizing text in images, deep-learning-based tech-
niques are the most promising strategies to reach high detection accuracy. He et al. [5],
for example, presented a novel technique for scene text detection by proposing a Convolu-
tional Neural Network (CNN) architecture that focuses on extracting text-related regions
and specific characteristics of a text. The authors introduced a deep multi-task learn-
ing mechanism to train the Text-CNN efficiently, in which each level of the supervised
information (text/non-text label, character label, and character mask) is formulated as
a learning task. Besides, the authors proposed a pre-processing method, which extends
the widely used Maximally Stable Extremal Regions (MSERs) [6] by enhancing the local
contrast between text and background regions. Although the proposed CNN presented a
reasonable efficiency in detecting candidate regions, with a processing time of about 0.5
seconds per image, the pre-processing step requires about 4.1 seconds per image, which
may prevent a real-time detection.
Another venue that may render outstanding results in terms of effectiveness consists of
combining different deep learning architectures to benefit from complementary informa-
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Figure 1.1: Examples of scene text images with challenging visual properties.
tion to make a better decision. In this vein, Zhang et al. [7] introduced an approach based
on two Fully Convolutional Network (FCN) architectures for predicting a salient map of
text regions in a holistic manner (named as Text-Block FCN ), and also for predicting the
centroid of each character. The main idea of this approach consists of detecting text line
blocks, which are more stable in comparison with character regions. Similarly, Tang et al.
also proposed an ensemble of three modified VGG-16 networks [8]: the first extracts can-
didate text regions (CTR); the second network refines the coarse CTR detected by the
first model, segmenting them into text; and finally, the refined CTR are served to a clas-
sification network to filter non-text regions and obtain the final text regions. The CTR
extractor network is a modified VGG-16 that, in the training process, receives the edges
of the text as supervisory information in the first blocks of convolutional layers and the
segmented text regions in the last blocks. Both strategies present several issues in terms
of computational efficiency that could make their use unfeasible in restrictive computing
scenarios.
Towards having a truthfully single-stage text detection, Liao et al. [9] proposed an
end-to-end solution named TextBoxes++, which handles arbitrary orientation of word
14
bounding boxes, whose architecture inherits from the VGG-16 architecture. Similarly
to TextBoxes++, Zhu et al. proposed a deep learning approach [2] also based on the
VGG-16 architecture, but for detecting text-based traffic sign. Both techniques presented
outstanding detection rates, but they rely on the use of VGG-16 architecture, which could
be considered inadequate for restrictive computing scenarios due to its model size with
about 138 millions of parameters [10], and floating-point operations per second (FLOPS)
that reach about 15.3 billion [11]. In contrast, lighter CNN architectures, such as Mo-
bileNet [10], present a very competitive alternative for this scenario, with a model size of
4.2 millions of parameters and the FLOPS of 569 million, for instance.
In light of these remarks, we propose a novel method for text localization considering
efficiency and effectiveness trade-offs. Our approach, named MobText, combines two light
architectures that were originally proposed for object detection – MobileNetV2 [12] and
SSD [13] – and adapts them to our problem. The main contributions of this work are:
• (i) the proposal of an effective method for text localization task in scene images,
which presented better or competitive results when compared with state-of-the-art
methods at a low computational cost in terms of model size and processing time;
• (ii) a comparative study, in the context of text localization, comprising widely used
CNN architectures recently proposed for object detection;
• (iii) state-of-the-art results on the ICDAR’11 dataset, with F-Measure of 96.09%,
and competitive results on ICDAR’13 with F-Measure of 73.58%; and
• (iv) proposal of an evaluation tool to support the assessment of text localization
and recognition methods.
In summary, we addressed the following research questions:
• Would a general-purpose object detection network, trained for the text detection
task, achieve competitive results, in comparison with state-of-the-art methods?
• Would a mobile-oriented CNN architecture maintain a competitive performance on
text detection while being light enough to be executed on devices with restricted
computing power and built-in memory capacity?
• How to devise a generic evaluation tool to support the assessment of text localization
and recognition methods?
The remaining of this dissertation is organized as follows. Chapter 2 introduces basic
concepts related to the text detection problem, along with a brief background of tech-
nologies and techniques employed in this dissertation. Chapter 3 presents MobText, the
proposed method for text detection, besides the datasets, evaluation metrics, and pro-
tocols used to validate our approach, in comparison with baselines and their usage in
real-world usage scenarios involving the use of mobile devices. This chapter also presents
and discusses experimental results. Chapter 4 describes the developed tool to support the
evaluation of text localization and recognition methods. Chapter 5 provides our conclu-
sions over the results of our research and points out possible future work.
15
Chapter 2
Concepts and Related Work
This chapter provides an overview of the background and concepts related to this disserta-
tion. Section 2.1 introduces the main concepts related to text localization and recognition
problem. Next, in Section 2.2, we briefly present a background on deep learning and on its
use in the context of restricted computing power scenarios. Finally, examples of efficient
and effective methods are discussed.
2.1 Text Localization and Recognition
Text localization and recognition in images and videos from diverse sources have received
substantial attention recently, as diverse “robust reading” competitions as ICDAR’11 [14],
ICDAR’13 [15], and ICDAR’15 [16] emerged as tools to infer the state-of-the-art in meth-
ods designed to address this issue.
The objectives of text localization and recognition are:
• To determine if there is a text in a given image;
• To find the text location, obtaining the estimated position in the image; and
• To recognize the text, obtaining the characters or words contained in the text.
2.1.1 Scene Text
Given the huge rise in the availability of portable, accessible image recorders as smart-
phones and cameras, it is possible to notice an equivalent increase in the size of data
archives and datasets composed of images. A very common element in digital images
is text. Text in digital images can occur in a variable fashion: as artificially generated
graphic text, digitally added to an image as a caption; or even in scenarios related to
giving some useful context to the image as a timestamp or subtitles; and in scene images,
which is naturally found in the image captured by the camera and is part of the scene,
like a shop facade or a street sign, for example.
Graphic, or born-digital images, as is called in ICDAR’11 competition [14], have some
characteristics so that methods can take advantages of them. Commonly, born-digital
images have the text horizontally oriented, in the foreground, with high contrast and in a
16
very controlled background. Examples of such images can be found in Figure 2.1. Scene
text, as shown in Figure 2.2, is a lot more complex: the text is usually cluttered with
the background, with variable texture, color, illumination and orientation. Furthermore,
possible deformations derived from a perspective view and occlusions from other objects
can also be found.
Figure 2.1: Examples of images with digitally generated text (extracted from the IC-
DAR’11 dataset [14]).
Figure 2.2: Examples of scene text images (extracted from the ICDAR’13 dataset [15]).
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2.1.2 Text Localization
The process of detecting texts present in an image is called text localization. The fun-
damental goal is to determine which regions of an image contain a textual element, con-
sidering the fact that there is no prior information on whether or not the input image
contains any text. Found textual elements are often enclosed in bounding-boxes with as
minimum background as possible, or the pixels constituting the textual element can be
highlighted in a binary mask. In this process, the text in the image is segmented from the
background. Figure 2.3 shows examples of outputs of a text localization algorithm[17].
Figure 2.3: Examples of bounding boxes delimiting texts in images, with the recognized
words above each bounding box [17].
2.1.3 Text Recognition
The objective of the text recognition process is basically the same as those of Optical
Character Recognition (OCR) software. Given input digital images or videos, the goal
is to identify alphabets, numbers, punctuation marks or special characters, without any
human cooperation, and then convert each of the recognized symbols into an appropriate
character code. Figure 2.3 shows the recognized characters above the bounding box of
the located word.
2.1.4 Text Detection and Recognition Methods
A common way of categorizing existing methods for text detection and recognition relies
on dividing them into deep-learning and non-deep learning groups. In this work, we are
assuming that a deep learning method is a machine learning apparatus so that the feature
extraction and the classification modules are both trainable. The remaining methods are
therefore classified as non-deep methods, even the ones with a trainable classifier but
without trainable feature extraction.
Several non-deep methods were proposed to solve the problem of text detection and
recognition. One category of non-deep text detection methods is based on connected
component analysis (CCA). Being essentially a graph-based algorithm, CCA approaches
18
take a set of connected components of the image, each one of them individually labeled
by a heuristic about feature similarity. Pattern recognition methods are often used to
analyze the spatial and feature consensus of the connected components and then define
text regions. Some approaches [18, 19, 20] rely on statistical models like AdaBoost to
learn the CCA models, which significantly improve their robustness.
Another category of text detection methods consist of the sliding window classification
methods. The principle of these methods is sliding a multiscale window through the
image, classifying the regions defined by the sliding window as text and non-text regions.
Later, positive regions are then grouped into text regions with morphological operations,
conditional random fields, or graph methods [21, 17, 22, 23]. This class of methods is
simple and adaptive. Nevertheless, they are computationally expensive when a complex
classifier is used, and a large number of sliding windows needs to be classified.
Regarding the text recognition problem, a branch of proposals adopted feature-based
methods. Some adopted recognition algorithms based on character segments [24, 25], oth-
ers exploited label embedding to match strings and images directly [26, 27, 28]. Features
like Stroke [29] and character keypoints [30] are also detected for the classification prob-
lem. The other great branch of non-deep text recognition solutions opted by decomposing
the task into sub-problems, such as text binarization, text line segmentation, character
segmentation, single character recognition, and word correction [31, 32, 33, 34, 35].
The last class of methods refers to end-to-end solutions. This category of methods
integrates text detection and text recognition problems into a single system responsible for
both tasks. In some initiatives like [36], characters are treated as a special case of object
detection, being detected by a Nearest Neighbor algorithm trained with shape descriptors
and then grouped into words by using a model that relies on a Pictorial Structure. In
another work [37], the authors proposed a delayed decision approach by keeping multiple
segmentation samples from each character until the context of each character is known.
The segmentation of detected characters was obtained using extremal regions and decoded
recognition results in a dynamic programming algorithm.
2.2 Deep Learning
As the method proposed in this work is a deep learning method, in this section a brief
introduction on deep learning is presented, and the most commonly used terms are defined.
Deep learning is a subset of the machine learning methods that allows computer sys-
tems to improve itself with experience and data. This class of methods learns how to
represent the data with a nested hierarchy of representations, with each representation
defined in relation to simpler representations of the data. This procedure exploits many
layers of non-linear information for feature extraction and transformation, and pattern
analysis and classification [38, 39].
Most deep learning methods are defined in the context of Artificial Neural Net-
works (ANN) [40]. Being inspired by the biological neural network from animal brains [41],
ANN’s are a powerful, scalable, and versatile machine learning architectures, being suit-
able for tackling complex problems by learning from the complex data fed to it in its
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training phase. An ANN with a significant number of hidden layers, that is, layers lo-
cated between the input and output layers, is called Deep Artificial Neural Network [39].
2.2.1 Convolutional Neural Networks
Being inspired by studies over the visual cortex of the brain, Convolutional Neural Net-
works (CNN) are an architecture of ANN that are specialized in extracting features and
information from images. Proposed back in 1998 [42], the basic building block of CNNs
are the convolutional layers. Being based on the mathematical concept of convolution,
where a function slides over another, and the integral of the pointwise multiplication is
measured, the Convolutional Layer abstracts the same concept: each neuron in a con-
volutional layer n is connected only to a receptive field in the previous layer n − 1, not
to every pixel in the image. This method allows the network to concentrate on small
and localized low-level features in the first layers and then assemble these features at
higher-level features on the following layers.
2.2.2 Mobile-Oriented Neural Networks
Since the popularization of CNNs with AlexNet [43], the general trend has been proposing
deeper models with more layers of learnable parameters, with even more complicated oper-
ations, aiming to achieve better accuracy on their tasks. However, in mobile or restrictive
computing scenarios, these models with a high number of operations and computational
footprint were unable to perform their tasks in an acceptable time [10].
Some solutions aiming to build smaller and faster CNN architectures were proposed
to deal with this problem but maintaining the highly effective detection results observed
by state-of-the-art methods. One of the first proposals on the scenario of NN for mobile-
oriented applications was the Mobilenet [10], in which the authors aimed at developing
a CNN architecture that was competitive to the state of the art at the time but with
a lightweight model, focusing first on reducing processing time but also yielding smaller
models. This goal was achieved by using depthwise separable convolutions, an alternative
to the classical convolutional layer that fragments it into two: the first layer is called a
depthwise convolution, that filters each input channel with a single convolutional filter.
The second one is called a pointwise convolution, that applies a 1 × 1 convolution with
the objective of computing new features by a linear combination of the input channels.
This layer is equivalent to a traditional convolutional layer, but with less computational
operations.
Sandler et al. [12] proposed a second version of the Mobilenet architecture, named
MobilenetV2. The main contribution of this approach was the Inverted Residual with
Linear Bottleneck layer. In this new module, the input is a low-dimensional compressed
representation of the data, which is first expanded to a high dimension and filtered with
a lightweight depthwise convolution. The results are projected back to a low-dimensional
representation with a pointwise convolution. A residual connection is also inserted, con-
necting each low-resolution representation with the next one. This proposal improves the
results of the previous version on various tasks, maintaining its low computational cost
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nature. The intuition is that the bottlenecks encode the model intermediate inputs and
outputs, while the inner layer encapsulates the model ability to transform from lower-level
concepts (such as pixels) to higher level descriptors (such as image categories). Finally, as
with traditional residual connections, shortcuts enable faster training and better accuracy.
2.2.3 Deep Learning for Text Detection and Recognition
This section describes some of the deep learning-based text detection and recognition
methods. The Single Shot Text Detector (SSTD) [44] is a variation of the Single Shot
Detector (SSD) [13] architecture focused on text detection. This proposal outputs word-
level bounding boxes, and can be divided into three parts: the convolutional module, the
box prediction module and the text specific module. The convolutional and text specific
modules are directly inherited from the SSD model. The text specific module can be
divided into two modules: a text attention module and a hierarchical inception module.
The text attention module, which comprises the convolutional layers, is responsible for
learning rough spatial text features. The goal is to reduce false detections and improve the
detection of ambiguous text. The hierarchical inception module has the task to aggregate
multiscale features so that multiscale text can be better detected. This architecture is
illustrated in Figure 2.4.
Figure 2.4: The SSTD architecture, figure extracted from [44] c©2017.
Liao et al. [45] proposed a fully convolutional network adapted for text detection and
recognition, named TextBoxes. The authors approach inherits the VGG16 [46] architec-
ture, converting the last two fully-connected layers to convolutional layers by parameter
downsampling. Multiple output layers are inserted after the last and some of the inter-
mediate layers, and their outputs are aggregated, afterwards passing in a non-maximal
supression process.
The TextBoxes approach was later extended as the TextBoxes++ [9] proposal. The
objective was to support the detection of arbitrary oriented bounding boxes. The proposed
architecture is also a fully convolutional network. This approach extends the original pro-
posal by predicting an arbitrary quadrilateral as a text bounding box, not only vertically
oriented boxes.
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Figure 2.5: Schematic of the YOLO V3 architecture c©2016.
Another way to perform text detection on images relies on the use of methods originally
proposed as object detection techniques. The YOLO V3 (You Only Look Once V3) [47],
whose architecture can be seen in Figure 2.5, is a fully convolutional network proposed for
object detection that reflects the improvements of the authors over the second version of
this method. Being based on the GoogLeNet [48] model, this proposal predicts bounding
boxes and class probabilities directly from full images in one evaluation. The system pre-
dicts 4-coordinate bounding boxes using dimension clusters as anchor boxes and predicts
an objectness score for each bounding box using logistic regression.
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Chapter 3
MobText
In this chapter, a description of the proposed method is provided. Figure 3.1 illustrates
the overall framework of our approach for text localization, which uses MobileNetV2
as feature extractor and then SSD as multiple text bonding boxes detector. We detail
the CNN architectures used, and then explain the learning mechanism used for finding a
proper CNN model to the problem. Finally, we present and discuss performed experiments
aiming to validate the proposed approach.
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Figure 3.1: Overview of the Proposed Method for Text Localization.
3.1 Characterization of Text Regions with MobilenetV2
The MobilenetV2 is a new CNN specifically designed for restricted computing environ-
ments that includes two main mechanisms for decreasing the memory footprints and
number of operations while keeping the effectiveness of its precursor architecture, the
Mobilenet [12]. Such mechanisms are the linear bottlenecks and the inverted residuals.
Besides the depthwise separable convolution operations, which significantly reduce the
FLOPS of a neural network, this new version of Mobilenet presents the linear bottleneck
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mechanism to reduce the number of parameters and keep the accuracy of the network
by capturing a low-dimensional subspace (embedded in a manifold formed by a set of
activation tensors). The authors claim that non-linearity reduces the capacity of bottle-
neck features to capture the most representative information. Thus, they decided to use
a linear bottleneck, removing the ReLU activation.
The principles that guided the design of the inverted residual layers implemented on
MobilenetV2 is that feature maps of the network are able to be encoded in low-dimensional
subspaces, and non-linear activation causes some loss of information, notwithstanding
their capability to increase representational complexity [12].
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Figure 3.2: MobilenetV2 architecture used in this work and its parameters. More details
on the bottleneck residual block can be found in [12].
Fig. 3.2 shows the MobilenetV2 architecture used to characterize text candidate re-
gions. The bottleneck residual block implements the optimization mechanisms aforemen-
tioned considering the convolutional operations with a kernel of size 3 × 3. The first
bottleneck block uses an expansion factor of 1, while the remaining blocks use an expan-
sion factor of 6, as suggested by Sandler et al. [12].
3.2 Detecting Multiple Instances of Text via SSD
The localization of text regions in scene images is challenging due to inherent variability of
texts, such as size, color, font style, and distortions. The text localization should handle
multiple scales and bounding boxes with varying aspect ratios. Although several authors
consider the image pyramid for performing multi-scale detection, it is quite costly, which
may be impractical for a restrictive computing scenario. Thus, we use the Single Shot
detector (SSD) framework [13], a state-of-the-art method for object detection. The SSD
approach includes a multiscale mechanism that allows the identification of text regions
in multiple scales on a single inference. Specifically, in the framework, the authors adopt
a top-down fusion strategy to build new features with strong semantics while keeping
fine details. Text detections are performed based on multiple new constructed features
respectively during a single forward pass. All detection results from each layer are refined
by means of a non-maximum suppression (NMS) process [49].
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3.3 Learning
The main decisions we took in the learning phase of our network are:
• Objective function: Similar to Liu et al. [13], we use a multi-task loss function to
learn the bounding boxes locations and text/non-text predictions (Equation 3.1).
Specifically, xij indicates a match (xij = 1) or non-match (xij = 0) between i-th
default bounding boxes, j-th ground-truth bounding boxes, N is the number of
matches, c is the ground truth class of the xij box and the α parameter is used
as a multiplier of Lloc to weight the localization loss (Lloc) and the confidence loss
(Lconf ). The used loss function can be defined as:
L(x, c, l, g) =
1
N
(Lconf (x, c) + αLloc(x, l, g)) (3.1)
We adopted the smooth L1 function for Lloc between the predicted box (l) and the
ground truth box (g), and a sigmoid function for Lconf . In addition, we set α = 1 in
order to have the localization and confidence components with equal importance.
• Hard example mining: The hard example miner is a mechanism used to prevent
imbalances between negative and positive examples during the training phase. On
the search for text during the training, we usually have several non-text bounding
boxes and few text bounding boxes. To mitigate the training with imbalanced data,
we sort the negative bounding boxes according to their confidence, selecting the
negative samples with higher confidence value, considering a ratio proportion of 3:1
with the positive samples.
3.4 Experimental Protocol
This section presents the datasets, metrics, and protocols used for evaluating the proposed
method.
3.4.1 Datasets
We evaluated the proposed methods in two datasets widely used for evaluating text lo-
calization methods, the ICDAR’11 and ICDAR’13. We also used the SynthText dataset
to help training our network due to the small size of the ICDAR’s datasets.
• SynthText: This dataset comprises 858, 750 synthesized text images, which were
generated by blending rendered words with natural images [50]. The synthetic
engine proposed by the authors automatically choose the location, in a target image,
and transforms a word by using an algorithm that selects contiguous regions based
on local color and texture cues. Next, the words were rendered using a randomly
selected font, transformed according to the local surface orientation, and finally
blended into the scene using the Poisson image editing approach [51].
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• ICDAR’11: The ICDAR’11 dataset [14] was introduced in ICDAR 2011 Robust
Reading Competition – “Reading Text in Born-Digital Images (Web and Email)”.
It is an extension of the dataset used for the text locating competitions of ICDAR
2003 [52] and ICDAR 2005 [53], and contains 551 images, which were divided into
two subsets, 410 images for training and 141 for test. The images of this dataset
have texts digitally created on them, such as headers, logos, captions, among others.
The annotations were built in terms of rectangle word bounding boxes and contains
5, 003 words.
• ICDAR’13: This dataset was introduced in ICDAR 2013 – “Focused Scene Text
challenge” and has 462 images divided into two subsets, training and testing sets,
which contains 229 and 233 images, respectively [15]. The images in this dataset
are born-digital or scene text (captured under a wide variety, such as blur, varying
distance to camera, font style and sizes, color, texture, etc). All the text lines are
horizontal or near horizontal. The annotations were built in terms of rectangles
word bounding boxes and comprise 1, 943 words.
3.4.2 Evaluation Metrics
We evaluated the methods in terms of effectiveness and efficiency, according to the metrics
described as follow:
• Effectiveness: We evaluated the effectiveness of the methods in terms of recall,
precision, and f-measure.
– Intersection over Union (IoU) is used as protocol to measure the accuracy
level between the text detected bounding boxes and the text ground-truth
bounding boxes. A detected bounding boxes is considered a correct detec-
tion (true positive), if the overlap between the ground-truth annotation and
detected bounding box, which is measured by computing the Intersection of
Union (Equation 3.2), is greater than 50%. Otherwise, the detected bounding
box is considered an incorrect detection (false positive). This protocol was pro-
posed by Everingham et al. in the context of the PASCAL VOC challenge [54]
in 2009. Nowadays, it is adopted in ICDAR competitions.
IoU =
area(Bp ∩Bgt)
area(Bp ∪Bgt) , (3.2)
where Bp ∩ Bgt and Bp ∪ Bgt stand, respectively, for the intersection and the
union of the predicted (Bp) and ground truth (Bgt) bounding boxes.
– Recall (R) refers to the fraction of text regions correctly detected, given the
set of all text regions labeled in the dataset:
R =
∑
true positive∑
(true positive + false negative)
(3.3)
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– Precision (P ) refers to the fraction of text regions correctly detected, given
all text regions detected by the text detector:
P =
∑
true positive∑
(true positive + false positive)
(3.4)
– F-measure combines P and R, allowing the possibility of having one single
effectiveness score to assess the overall quality of a detector. It is defined as:
F-measure = 2×
(
P ×R
P +R
)
(3.5)
• Efficiency: The efficiency aspects considered both the processing time and the disk
usage (in MB). We used the Linux time command to measure the processing time,
while the disk usage considered the size of the learned models. All experiments were
performed considering a Intel(R) Core(TM) i7-8700 CPU @ 3.20GHz with 12 cores,
a Nvidia GTX 1080 TI GPU, and 64GB of RAM.
3.4.3 Evaluation Protocols
Here, we describe the experimental protocols used for evaluating the proposed method.
Comparisons with Baselines
The experiments were divided into three steps: training, fine-tuning, and test. For the
training step, we used three subsets of the SynthText dataset. This dataset comprises of
images with synthetic texts added in different backgrounds and we selected samples of the
dataset considering 10 (9.25%), 20 (18.48%), and 30 (27.71%) images per background. The
resulting subsets were again divided into train and validation, using 70% for training and
30% for validation. Using these collections, we trained a model with random initialization
parameters until we found no significant variance in the loss function. For the fine-tuning
step, we took the model trained in SynthText and continued this training using ICDAR’11
or ICDAR’13 training subsets, stopping when we found no significant variance in the loss
function. Finally, for the test step, we evaluated each fine-tuned model in the test subset
of ICDAR’11 or ICDAR’13.
• Experimental setup
We conducted the training of the proposed method considering a single-scale input,
and therefore, all input images were resized to 300× 300 pixels. The training phase
was performed using a batch size of 24 and we used the RMSprop optimizer [55]
with a learning rate of 4 × 103. We also use the regularization L2-norm, with a
λ = 4 × 105, to prevent possible over-fitting. We conducted the training until the
network converge.
• Baselines
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This section provides an overview of the chosen methods for comparison purpose.
For a fair comparison, we selected recent approaches specifically designed for a fast
detection, including SqueezeDet and YOLOv3. We also use state-of-the-art methods
for text localization as baselines.
– TextBoxes: This method consists of a Fully Convolutional Network (FCN)
adapted for text detection and recognition [45]. This network uses the VGG-
16 network as feature extractor followed by multiple output layers (text-boxes
layers), similar to SSD network. At the end, the Non-maximum suppression
(NMS) process is applied to the aggregated outputs of all text-box layers. The
authors also adopt an extra NMS for multi-scale inputs on the task of text
localization.
– TextBoxes++: Liao et al. [9] proposed an end-to-end solution able to predict
arbitrary orientation word bounding boxes. This architecture is a Fully Con-
volutional Neural Network (FCN) that detects arbitrary-oriented text. This
architecture is inherited from the popular VGG-16 architecture used for the
ImageNet competition. First, the last two FCN layers of VGG16 are converted
into convolutional layers (conv6 and conv7). Next, other eight convolution lay-
ers divided into four stages (conv8 and conv11) with different resolutions by
max-pooling are appended after conv7. In the following, multiple output layers
(text boxes layers) are inserted after the last and intermediate convolutional
layers to predict text presence and bounding boxes. Finally, a non-maximum
suppression (NMS) process is applied to the aggregated outputs of all text-box
layers.
– Single-Shot Text Detector (SSTD): He et al. [44] designed a natural scene
text detector that directly outputs word-level bounding boxes without post-
processing, except for a simple NMS. The detector can be decomposed into
three parts: a convolutional component, a text-specific component, and a box
prediction component. The convolutional and box prediction components are
inherited from the SSD detector [13] and the authors proposed a text-specific
component which consists of a text attention module and a hierarchical incep-
tion module.
– SqueezeDet: This network was proposed to detect objects for the autonomous
driving problem, which requires a real-time detection [56]. The SqueezeDet
contains a single-stage detection pipeline, which comprises three components:
(i) a FCN responsible for generating the feature map for the input images; (ii) a
convolutional layer responsible for detecting, localizing, and classifying objects
at the same time; and (iii) the non-maximum suppression (NMS) method,
which is applied to remove the overlapped bounding boxes.
– YOLOv3: This is a convolutional network originally proposed for the ob-
ject detection problem [47]. Similarly to SSD network, the YOLOv3 predicts
bounding boxes and class probabilities, at the same time. The bounding boxes
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are predicted using dimension clusters as anchor boxes and predicts an object-
ness score for each bounding box using logistic regression.
Experiments on Mobile-Oriented Environment
This section provides a description of experiments performed on a device with restricted
computing capacity.
To emulate the use of our proposed solution on real-world usage scenarios and to eval-
uate the performance on a real constrained computing, an Android application was devel-
oped and executed. The developed Android application (APP) utilizes TensorFlow [57]’s
Android API so it can load and execute the same model used for inference in our previous
evaluations. The chosen portable device for the implementation and execution of our
test was a Xiaomi Redmi Note 5 smartphone, running Android OS version 9 on a Qual-
comm Snapdragon 636 chipset, comprehending a quad-core 1.8Ghz processor alongside a
quad-core 1.6Ghz processor and 4 Gb of RAM.
Two sets of experiments where conducted with the goal of assessing the embedded
system:
1. Evaluation of the processing time of the proposed approach when running on a
mobile device. Experiments considered the detection of images belonging to the
ICDAR’11 and ICDAR’13 datasets; and
2. Evaluation on a real-world mobile-based usage scenarios.
To ensure that the model executed on the mobile device has the same quantitative
effectiveness that the one executed on a non-restrictive computing scenario, the same
experiments used to evaluate the proposal on the non-restrictive device were executed on
the mobile device, conserving datasets and evaluation metric configurations.
The proposed solution was also evaluated in real-world usage scenarios. Given the
portability of the embedded APP, the proposed approach was evaluated in detection
scenarios involving several images depicting texts in scenes captured using the portable
device. To evaluate the efficiency of the proposed method considering a restricted comput-
ing environment, we collected 250 images containing text and non-text elements, captured
directly from the built-in camera of the mobile device.
3.5 Results
This section presents and discusses our achieved results, considering the described metrics
and experimental protocol. The results of our proposal are compared to state-of-the-art
methods. Results regarding the developed mobile application are presented alongside
visual examples.
3.5.1 Comparisons with Baselines
This section presents the experimental results of the proposed method (MobText) and a
comparison with the state-of-the-art methods for text localization. Table 3.1 shows the
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results for the evaluated methods considering the ICDAR’11 dataset. In this case, the
MobText method achieved the best results with Precision, Recall, and F-measure values
of 97.40%, 94.81%, and 96.09%, respectively. On the other hand, the SqueezeDet network
presented the lowest Precision and F-measure among the evaluated methods (56.36%
and 66.01%, respectively). In turn, the TextBoxes achieved the lowest results of Recall
(71.93%).
Table 3.1: Comparison of effectiveness among the evaluated deep learning-based methods
for the ICDAR’11 dataset.
Methods Precision (%) Recall (%) F-measure (%)
MobText 97.40 94.81 96.09
SSTD 89.28 78.53 83.56
TextBoxes 92.15 71.93 80.80
TextBoxes++ 95.76 90.51 93.06
YOLOv3 94.27 89.21 91.67
SqueezeDet 56.36 79.66 66.01
With regard to ICDAR’13 dataset, the SSTD methods presented the highest Recall
(82.19%), and F-measure (86.33%), while the YOLOv3 reached the best results in terms
of Precision (Table 3.2). Note, however, that the MobText yields very competitive results
for this dataset as well, in terms of Precision.
Table 3.2: Comparison of effectiveness among the evaluated deep learning-based methods
for the ICDAR’13 dataset.
Methods Precision (%) Recall (%) F-measure (%)
MobText 88.04 63.20 73.58
TextBoxes++ 90.49 80.82 85.38
SSTD 90.91 82.19 86.33
TextBoxes 88.84 74.16 80.83
YOLOv3 92.01 75.71 83.07
SqueezeDet 29.41 62.47 39.99
In term of the efficiency of the presented methods, Fig. 3.3 summarizes the results
considering the metrics used to assess the effectiveness of the evaluated methods, in terms
of F-measure, along with the metrics for measuring the efficiency of those methods, con-
sidering the ICDAR’11 and ICDAR’13 datasets.
Regarding efficiency (processing time and disk usage), the proposed method (Mob-
Text) yielded very competitive results, taking only 0.45 and 0.55 seconds per image, con-
sidering the ICDAR’11 and ICDAR’13, respectively. Comparing MobText with the base-
line methods originally proposed for text localization (TextBoxes, TextBoxes++, SSTD),
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Figure 3.3: Comparison results among the evaluated methods considering aspects of effi-
cacy and efficiency.
the proposed method presented very competitive results with a processing time of 0.67
seconds per image and with disk usage of about 37.0MB. In contrast, the most effective
baseline methods, the SSTD and TextBoxes++ networks, presented competitive results
in terms of effectiveness and worse results in terms of processing time in comparison with
the proposed method. Regarding the disk usage, MobText also presented the best balance
between accuracy and model size.
Now, when compared with the state-of-the-art approaches for object detection, the
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proposed method also presented competitive results. In this case, the fastest approach for
text localization was the SqueezeDet network, which takes about 0.1 seconds per image,
on average. However, when we take into account the trade-off between efficiency and
effectiveness, we can safely argue that the proposed method presented a better compromise
between these two measures. Figure 3.4 provides some cases of success and Figure 3.5
cases of failure of the proposed method for the ICDAR’11 and Figures 3.6 and 3.7 for
ICDAR’13 datasets.
Figure 3.4: Examples of success cases of the proposed approach for the ICDAR’11 dataset.
Green bounding boxes indicate the regions correctly localized.
The proposed method is able to detect multi-oriented texts and even texts with tex-
tured backgrounds. However, as we could observe, the proposed approach presented some
difficulties in localizing scene text in the ICDAR’13 dataset. In comparison with results
achieved for the ICDAR’11, the precision and recall rates decreased 9.36 and 31.61 per-
centage points, respectively, which suggest that our network did not localized several
candidate regions containing texts.
To understand the reasons that led the proposed method to have this difficult in
localizing text for the ICDAR’13 datasets, we performed an analysis of failure cases taking
into account the relative area of missed bounding boxes. Figure 3.8 presents a box-plot
graph that shows the distribution of the relative area of bounding boxes (i.e., ratio of
bounding box area to image area) for the ground-truth, false positive cases, and false
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Figure 3.5: Examples of failure cases of the proposed approach for the ICDAR’11 dataset.
Green bounding boxes indicate the regions correctly localized, while red bounding boxes
show candidate regions not detected by our method.
negative cases.
As we can observe, the missed bounding boxes (false negative cases) have a small
relative area. More precisely, 75% of false negative cases (third quartile of FN box-plot)
have a relative area up to 0.01 and correspond to 50% of the bounding box present in the
ground-truth (median of GT box-plot). This results suggest to us that high resolution
images with relatively small text (see Fig. 3.9) are specially challenging to our method. To
overcome this limitation, future investigations can be conducted to devise an architecture
to better localize bounding boxes with multiple scales such as Feature Pyramid Networks
(FPNs), as proposed by [58].
3.5.2 Results on Mobile-Oriented Environment
In terms of precision, recall, and F-Measure on ICDAR’11 and ICDAR’13 datasets, the
proposal achieved the same results as on the non-restrictive scenario. Table 3.3 shows the
efficiency of the network in terms of inference time on both datasets.
As we are unable to evaluate the method in a quantitative manner regarding effec-
tiveness on the images captured in the wild, the proposed solution was only evaluated in
terms of efficiency, in processing time. A qualitative analysis was performed by taking
into account the visual results of the detection on the images.
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Figure 3.6: Examples of success cases of the proposed approach for the ICDAR’13 dataset.
Green bounding boxes indicate the regions correctly localized.
Figure 3.7: Examples of failure cases of the proposed approach for the ICDAR’13 dataset.
Green bounding boxes indicate the regions correctly localized, while red bounding boxes
show candidate regions were not detected by our method.
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Figure 3.8: Comparison among distributions of relative areas of bounding boxes from
Ground-Truth (GT), False Negatives (FN) cases, and False Positive (FP) cases. We
omitted the points considered outliers for a better visualization.
Figure 3.9: Two high resolution examples of ICDAR’13 dataset with both medium-sized
text (detected by our method) and small-sized (not detected).
Table 3.3: Processing time of the embedded application on ICDAR datasets.
Dataset Processing Time (ms)Min. Max. Average
ICDAR’11 420 524 464
ICDAR’13 449 602 523
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The average time of inference in 250 images was 425ms, with a minimum inference
time of 343ms and a maximum of 584ms.
Figure 3.10: Example of scene text images captured with a perspective.
Figure 3.10 shows the effect of the capturing angle of the texts in scene text images. As
the system was only trained with horizontal aligned text, this kind of perspective lowers
the system effectiveness.
In Figure 3.11, the effects of the size of the text on scene text images is shown. Images
with smaller text (top left) are more difficult to detect, while image with medium to big
text are easier and have better results, as shown in Figure 3.12.
Even though the system was not trained with handwritten text, the results of text
detection on handwritten text, such as in Figure 3.13, are very promising. Good detection
results were obtained on handwritten text on a complex background (top left) and even
on multilingual text (bottom left).
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Figure 3.11: Example of scene text images captured with different zoom levels.
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Figure 3.12: Example of scene text images with good results on our application.
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Figure 3.13: Example of handwritten text, with complex backgrounds and multilingual
text.
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Chapter 4
Evaluation Tool
In this chapter, we present a tool that encompasses traditional and recent methods pro-
posed for text localization and recognition problems, considering both non-deep and deep-
learning-based approaches. We also present architectural and functional overviews of the
tool, as well as describe deployment procedures and possible usage scenarios.
The developed docker-based tool is composed of three modules: text spotting, post-
processing, and text recognition modules. Fig. 4.1 provides a conceptual overview of the
prototype and its components. The text spotting applications refer to methods used for
detecting candidate regions in a scene, while the post-processing methods are used to
refine detection results. The module dedicated to text recognition applications includes a
set of methods that focus on the recognition of texts, given a detected text region image.
We provide a command-line interface that enables the creation of all docker images utilized
in this prototype, and supports the execution of combinations of the components provided
in the three modules. In such a way, text spotting and end-to-end recognition applications
may be created and executed independently, depending on the users’ needs.
Text Spotting
Applications
Post-processing
Applications
Text Recognition
Applications
Dataset
User interface
Evaluation
Tools
Figure 4.1: Overview of the main components of the prototype. The text spotting ap-
plications refer to methods used for detecting candidate regions in a scene, while the
post-processing applications are used to refine detection results. The text recognition ap-
plications provide the components responsible for recognizing texts found within detected
regions.
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4.1 Architectural Overview
The text recognition applications provide the components responsible for recognizing the
text found within detected regions. The text localization module includes container ap-
plications that encapsulate the text localization methods used for comparison. The post-
processing module comprises two containers: the post-processing method developed by the
Samsung Research (SRBR) team, and an improved version. Similarly, the text recognition
module provides three containers that encapsulate the three recognition methods: Tesser-
act, Long Short-Term Memory (LSTM), and Convolutional Recurrence Neural Network
(CRNN) recognition methods. Table 4.1 summarizes the text detection and recognition
methods handled in the tool.
Table 4.1: Method for text detection and recognition available in the evaluation tool. For
more detail refer to [59]
Type Methods for Text
Detection
Methods for Text
Recognition
- SnooperText - Tesseract v.3
- Canny Text Detection
- MSER-SWT Text De-
tection
- Tesseract with Post-
processing
- FASText
Non-Deep Methods
- Scene Text Recogni-
tion
- SSTD - LSTM (Tesseract v.4)
- TextBoxes - CRNN
- TextBoxes++
- SSD-MobilenetV2
- YOLOv3
Deep Learning-Based Methods
- SqueezeDet
4.2 Implemented non-deep methods
This section describes the non-deep methods implemented on the comparative tool. The
deep-learning-based methods where already described in Section 3.4.3. Table 4.2 presents
the non-deep-learning methods considered in the tool. As we can observe, used methods
include both region- and component-based approaches. Most of the methods rely on the
use of classification systems that exploit shape and/or texture features in the identification
of text regions.
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Table 4.2: Overview upon non-deep-based methods implemented on the comparative tool.
For more details please refer to [59].
Reference Type Features Classifiers
Snooper text [60] Region-based Character filtering:
Fourier descriptor,
Pseudo-Zernike mo-
ments, and Polar
descriptor.
Classification of
text and non-text
regions: T-HOG [61]
Character filtering:
ensemble of SVM
classifiers.
Classification of
text and non-text
regions: SVM
FASText [29] Component-based Stroke-specific key-
point features
Adaboost classifier
Canny [62] Component-based Mean local binary
pattern (MLBP)
Two-round text clas-
sification with Ad-
aBoost and multiple
cascades
MSER-SWT [63] Region-based and
Component-based
Stroke Width Trans-
form
Rules and thresholds
based on the vari-
ance of the stroke
Scene Text Recogni-
tion [64]
Component-based Incrementally Com-
putable Descriptors
AdaBoost and SVM
4.2.1 Recognition methods
Three main recognition methods were implemented in the comparative tool: Tesseract,
an LSTM-based approach and a CRNN-based approach. Tesseract [65] is an open-source
OCR engine proposed to recognize words from gray or RGB images, which can be under-
stood as a five-stage pipeline. CRNN combines two types of neural networks, DCNN and
RNN, to build an end-to-end system for sequence recognition, and T-LSTM is a Long
Short-Term Memory (LSTM) network designed to recognize text lines. The LSTM is a
special kind of Recurrent Neural Network (RNN) with the ability of learning long-term de-
pendencies. The use of text recognition approaches is out of the scope of this dissertation.
Readers may refer to [59] for a detailed description of such methods.
4.3 Implementation Overview
The prototype developed in this chapter contains several applications with different soft-
ware dependencies, including libraries, programming tools, and the base operating system.
The integration of all these pieces of software into a single prototype is very challenging
and we opted to package all applications that compose the prototype using the Docker1
technology. Docker is an open source platform for operating-system-level virtualization.
Docker provides a standardized unit software for packaging the source code and all its
dependencies, including system tools, system libraries, and settings.
1https://www.docker.com/ (As of Jan 2020).
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In this tool, we implement Dockerfiles2 that automatically package the source code,
install its dependencies, install and compile source codes, and finally builds a docker image
able to run the application as a command line, in a proper software platform. Figure 4.2
illustrates an overview of the architecture of the prototype. We built two base docker
images, which contain some common libraries required for running non-deep- and deep-
learning-based methods. These base docker images are used to build the docker images
for the applications.
Docker Container Applications
SnooperText
C/C++
TextBoxes++
TextBoxes++
SnooperText
C/C++
Text Spotting Methods
SnooperText
C/C++
TextBoxes++
TextBoxes++
SnooperText
C/C++
Post-Processing Methods
SnooperText
C/C++
TextBoxes++
TextBoxes++
SnooperText
C/C++
Text Recognition Methods
Docker Image
Application
C/C++
Docker Image
Application
Docker Image
Application
C/C++
Docker Image
Application
Docker Images
for the Applications
CPU support
GPU support
Base 
Docker Images
Figure 4.2: Architectural overview of the prototype.
An overview regarding the use of the proposed tool in the context of the evaluation of
text detection methods can be found in Appendix B.
2Docker building configuration files.
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Chapter 5
Conclusions
How to perform efficient and effective text detection in scene images in restrictive com-
puting environments? To address this research problem, we presented a new method
based on the combination of two light architectures, MobileNetV2 and Single Shot Detec-
tor (SSD), which yielded better or comparable effectiveness performance when compared
with state-of-the-art baselines despite having a low processing time and small model size,
being suitable for a restrictive computing environment.
This work resulted on a published conference paper [66]:
• L. G. L. Decker., A. da Silva Pinto., J. L. F. Campana., M. C. Neira.,
A. A. dos Santos., J. S. Conceição., M. A. Angeloni., L. T. Li., and
R. da S. Torres., “Mobtext: A compact method for scene text localiza-
tion,” in Proceedings of the 15th International Joint Conference on Com-
puter Vision, Imaging and Computer Graphics Theory and Applications
- Volume 5: VISAPP,, pp. 343–350, INSTICC, SciTePress, 2020.
Also, this work contributed to other publications [67, 68, 69]. Appendix A compre-
hends a copyright disclaimer for partial use of indexed articles on dissertationsor thesis.
As contributions and answers to our research questions, we have that:
• Would an object detection network, trained for the text detection task,
achieve competitive results, in comparison with state-of-the-art methods?
Yes. Compared with other object detection solutions, our method is the most
promising one in all evaluation criteria, yielding state-of-the-art on ICDAR’11 dataset
and competitive results in ICDAR’13, alongside very satisfactory results on images
obtained from the wild. Our findings disagree with the discussion provided in [70],
as we demonstrated that adapting object detector networks for text detection is a
promising research venue, besides the system still being sensitive to visual abnor-
malities such as reflections and deformations.
• Would a mobile-oriented CNN architecture maintain a competitive per-
formance on text detection while being light enough to be executed on
devices with restricted computing power and built-in memory capacity?
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Yes. Our method, when executed on a real application on a mobile, computational
restrictive device, maintained the performance and had very promising processing
time, showing itself suitable for being applied on a embedded system.
• How to devise a generic evaluation tool to support the assessment of text
localization and recognition methods?
Two types of approaches were considered in the implementation of text detection
and recognition approaches: methods that do not rely on deep learning strategies;
and methods that take advantage of deep learning-based architectures. The proto-
type also includes post-processing components, which may be used to improve text
detection results.
There is still a lot of work to be done with the scenario of text detection and recognition
in devices with restricted computing power that can be a future work after our proposal,
such as:
• Improve the system to detect multi-oriented text, extending the capabilities of the
proposal to multi-oriented text dataset such as ICDAR’15.
• Improve the architecture of the feature extractor network, aiming for a smaller
processing time, consequently a smaller energy impact, and/or the extraction of
better features, allowing to detect text on images with abnormalities.
• Extend the proposed approach for the detection of multi-language text. The goal
is to efficiently recognize characters and sentences in languages different from the
Latin-derived, such as Chinese, Japanese, Korean, Hindi and Arabic.
• Create mobile-based applications that can benefit from the proposed lightweight
architecture.
• Extend the evaluation tool to encapsulate different evaluation protocols, including,
among others, datasets, and performance evaluation metrics.
• Extend the evaluation tool to simulate scenarios commonly found when handling
restrictive computing devices. This infrastructure may contribute, for example, to
speed up the development of new text localization and recognition methods cus-
tomized for specific constrained hardware configurations.
• Extend the evaluation tool to include a graphical user interface, which would support
the selection of text detection and recognition methods.
• Extend the evaluation tool to support the creation of new applications based on
implemented methods. One starting point would be the creation of an application
that exploits contextual information provided by text recognition methods.
• Extend the evaluation tool to support fusion strategies of the different methods for
text spotting and recognition.
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Appendix B
Usage Example of the Evaluation Tool
We provide shell scripts to run a text spotting application by choosing the method to be
used to detect the candidate regions and also to run all text spotting methods available in
the comparative tool. The option to run post-processing methods on top of text spotting
method’s output is also available.
To run all text spotting methods available, the following command can be used:
$ ./1-main -text -spotting -methods.sh \
--dataset_path /path/to/datasets \
--working_path /path/to/working/directory/ \
--dataset_id icdarXX \
--text_spotting_method_id all -methods
To see all options available, the following command can be used:
$ ./1-main -text -spotting -methods.sh --help
Usage: ./1-main -text -spotting -methods.sh [options]
options:
-h, --help show brief help
--dataset_path path to dataset directory
--working_path path to output directory
--dataset_id dataset identifier (choose from icdar11 , icdar13 , icdar15)
--text_spotting_method_id text spotting method identifier (choose from options below)
options:
all -methods (default)
deliverable -e2 -canny
deliverable -e2 -snoopertext
deliverable -e4 -canny
deliverable -e4 -snoopertext
deliverable -e4 -mserswt
deliverable -e4 -multiligual
deliverable -e4 -scenetext
deliverable -e4 -ssd -mobilenetv2
deliverable -e4 -sstd
deliverable -e4 -squeezedet
deliverable -e4 -yolov3
To run the post-processing methods available on top of all text spotting methods, the
following command can be used:
$ ./2-main -postprocessing.sh
--dataset_path /path/to/datasets \
--working_path /path/to/working/directory/ \
--dataset_id icdarXX \
--text_spotting_method_id all -methods \
--postprocessing_method_id all -methods
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To see all options available, the following command can be used:
$ ./2-main -postprocessing.sh --help
Usage: ./2-main -postprocessing.sh [options]
options:
-h, --help show brief help
--dataset_path path to dataset directory
--working_path path to output directory
--dataset_id dataset identifier (choose from icdar11 , icdar13 , icdar15)
--text_spotting_method_id text spotting method identifier (choose from options below)
options:
all -methods (default)
deliverable -e2 -canny
deliverable -e2 -snoopertext
deliverable -e4 -canny
deliverable -e4 -snoopertext
deliverable -e4 -mserswt
deliverable -e4 -multiligual
deliverable -e4 -scenetext
deliverable -e4 -ssd -mobilenetv2
deliverable -e4 -sstd
deliverable -e4 -squeezedet
deliverable -e4 -yolov3
--postprocessing_method_id post -processing method identifier (choose from options below)
options:
all -methods (default)
postprocessing -samsung
postprocessing -improved
Finally, to evaluate the localizations obtained with text spotting methods, as well as
the improvements obtained with the post-processing methods, the following command
can be used:
$ ./4-main -spotting -evaluation.sh
--dataset_path /path/to/datasets \
--working_path /path/to/working/directory/ \
--dataset_id icdarXX \
--text_spotting_method_id all -methods \
--postprocessing_method_id all -methods
To see all options available, the following command can be used:
$ ./4-main -spotting -evaluation.sh --help
Usage: ./4-main -spotting -evaluation.sh [options]
options:
-h, --help show brief help
--dataset_path path to dataset directory
--working_path path to output directory
--dataset_id dataset identifier (choose from icdar11 , icdar13 , icdar15)
--text_spotting_method_id text spotting method identifier (choose from options below)
options:
all -methods (default)
deliverable -e2 -canny
deliverable -e2 -snoopertext
deliverable -e4 -canny
deliverable -e4 -snoopertext
deliverable -e4 -mserswt
deliverable -e4 -multiligual
deliverable -e4 -scenetext
deliverable -e4 -ssd -mobilenetv2
deliverable -e4 -sstd
deliverable -e4 -squeezedet
deliverable -e4 -yolov3
--postprocessing_method_id post -processing method identifier (choose from options below)
options:
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all -methods (default)
none
postprocessing -improved
postprocessing -samsung
