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Abstract
Advances in voice-controlled assistants paved the way into the
consumer market. For professional or industrial use, the capa-
bilities of such assistants are too limited or too time-consuming
to implement due to the higher complexity of data, possible AI-
based operations, and requests. In the light of these deficits, this
paper presents Insightful Assistant—a pipeline concept based
on a novel operation graph representation resulting from the in-
tents detected. Using a predefined set of semantically annotated
(executable) functions, each node of the operation graph is as-
signed to a function for execution. Besides basic operations,
such functions can contain artificial intelligence (AI) based op-
erations (e.g., anomaly detection). The result is then visualized
to the user according to type and extracted user preferences in an
automated way. We further collected a unique crowd-sourced
set of 869 requests, each with four different variants expected
visualization, for an industrial dataset. The evaluation of our
proof-of-concept prototype on this dataset shows its feasibil-
ity: it achieves an accuracy of up to 95.0% (74.5%) for simple
(complex) request detection with different variants and a top3-
accuracy up to 95.4% for data-/user-adaptive visualization.
Index Terms: conversational agents, semantic interpretation,
embeddings, user adaption, dataset collection
1. Introduction
In the last decade, digital assistants have made the transition
from research prototypes to consumer products, entering our
lives in the form of Apple Siri (2011) or Amazon Alexa (2015),
to name just a few [1]. With such voice-controlled systems (also
referred to as conversional agents [CAs] [2]), users can request
(mostly general) information and have simple tasks (e.g., mak-
ing a calendar entry) performed [3]. While the current capa-
bilities of conversational agents are assumed in the consumer
market, their use in professional or industrial context tends to
stagnate due to the higher complexity of data, AI-based data op-
erations (e.g., anomaly detection), and requests [4, 5]. In other
words, there is an indispensable need for digital assistants that
understand domain-specific requests for business data as well
as process, prepare, and visualize them accordingly.
To illustrate this complexity in an industrial context, the fol-
lowing requests are given as an example. “Show me the average
power consumption of all machines in Hall 12 built after 2017”
is a simple request, as it can be mapped to database queries and
operations – the visualization can be a plot, a table, or even both
to provide the user with all relevant information. In contrast, the
request “which machine in Hall 12 will fail next?” is more com-
plex, as it requires the use of AI-based algorithms (e.g., from the
discipline of predictive maintenance) – but the visualization is
somewhat simpler, which can be a voice output, a textual ma-
chine description, or both depending on the user’s preferences.
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Figure 1: Pipeline of our proposed Insightful Assistant, com-
prising three components: an input unit (semantic understand-
ing), the AI-compatible operation graph representation in the
core, and an output unit (data-/user-adaptive visualization).
While latest approaches already achieve accurate and ro-
bust speech recognition [3, 6] to identify user intents [7, 8, 9]
using semantic parsing [10, 11], the mapping to advanced data
operations (AI algorithms) is limited – and their extensibility is
challenging, requiring a high effort. Most often in this context,
intents are mapped to SQL query language of databases. Ex-
amples include Seq2SQL [12] and SpeakSQL [13] – these ap-
proaches do not make the integration of AI algorithms straight-
forward. Looking at the output, the results are mostly returned
as voice output [14]. However, data-exploring requests often re-
quire a richer, cross-modal output [15]. Examples that can pro-
vide such output include DeepEye [16], Data2Vis [17], D3 [18],
VizML [19], and CompassQL [20] – but they are neither inte-
grated in CAs nor do the internal representations provide the
corresponding information to the output unit.
In the light of these deficits, this paper presents Insightful
Assistant—a pipeline concept based on a novel operation graph
representation that enables better integration of AI-based algo-
rithms for more advanced data analysis and visualization (see
Figure 1). In particular, an adapted input unit maps the user in-
tents recognized from the semantically analyzed voice input to
this new representation. The operation graph is then resolved
by assigning its nodes to (executable and generic) functions
from a predefined set with semantic annotations – such func-
tions can contain ‘basic’ operations (e.g., summation or averag-
ing) as well as AI-based algorithms/models (e.g., anomaly de-
tection), which can ad hoc analyze the data in depth. If present
in the intent, this representation also contains output informa-
tion: an adapted output unit selects a suitable result presentation
depending on the type of the result and the user’s preferences.
As there is no dataset of requests with corresponding
ground-truth data in an industrial context to evaluate our op-
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eration graph approach, we have further collected them using a
crowd-sourcing approach and an underlying honey production
dataset. The resulting dataset contains 3,476 request variants
(869 requests a` 4 variants having the same user intent), ranging
from simple to complex questions. The evaluation shows accu-
rate results, demonstrating the feasibility of Insightful Assistant.
In summary, the contribution of this paper is threefold.
First, we propose a novel operation graph representation gener-
ating from the intents detected; our operation graph enables pro-
cessing with AI-based operations and data-/user-adapted visu-
alization (see Section 3). Second, we collected a unique crowd-
source set of requests for a given industrial dataset; each request
has four different variants, ranging from simple to complex (see
Section 4). Third, we evaluate a prototypical implementation of
Insightful Assistant on the collected set of requests, showing its
feasibility: it further achieves an accuracy up to 95% and 75%
for simple and complex requests, respectively (see Section 5).
2. Background & Related Work
As the contributions do not lie on speech recognition but rather
on the internal representation (operation graph generation) from
intent recognition as well as its processing and result visualiza-
tion, we give an overview of the related work only for them in
the following – related surveys are given in [3, 21].
As first part (input), conversational agents aim to extract
the meaning from speech utterances (e.g., CALO [6]). To this
end, latest approaches rely on a so-called NLU (natural lan-
guage understanding) component to take the speech transcrip-
tion [22, 23] and perform the semantic analysis [24, 25] for de-
termining the underlying user intent [26, 7]. This intent then re-
trieves its answer candidate from various resources, such as web
documents, search engines, Wikipedia, or a semantic knowl-
edge graph (KG)—“representing information using triples of
the form subject-predicate-object where in graph form the pred-
icate is an edge linking an entity (the subject) to its attributes
or another related entity” [27, 3]. Examples include Freebase,
Facebook’s Open Graph, Thingpedia, and DBpedia [28, 29].
Despite multi-domain support [30, 31], in the industrial context
for ad-hoc data analysis, these approaches are rather complex
or difficult to apply. As a different approach, the intent can also
be translated into structured query language (SQL) for retriev-
ing information from an underlying database, which is often the
framework in an industrial context. Examples include Speak-
SQL [13] and seq2sql [12]. While the former relies on keyword
matching for filling the placeholders in SQL statements, the lat-
ter proposes an AI-based approach: it uses a deep neural net-
work for performing this translation. Both internal representa-
tions (KG, SQL) are capable of retrieving (‘simple’) requested
information; however, they are limited in their ability to inte-
grate AI-based operations and ad-hoc data analysis.
As second and last part (output), conversational agents aim
to present their results to the user accordingly. Most conversa-
tional agents translate the machine-readable result back to nat-
ural language; they further use the same output modality as the
input modality (voice), supported by written text [3]. While this
approach works well in the consumer market, it is very limited
in the industrial context when presenting the results of (busi-
ness or production) data analysis. Here, in particular, richer and
data-adaptive visualization methods are required. Examples for
such methods include DeepEye [16], Data2Vis [17], D3 [18],
VizML [19], and CompassQL [20]. However, only few conver-
sational agents integrate such methods in industrial context – an
ad-hoc adaptation to the users’ preferences is also still missing.
3. Insightful Assistant Design
In this section, we present the pipeline of Insightful Assistant—
comprising an adapted input unit, the novel operation graph rep-
resentation as the interface, and an adapted output unit (see Fig-
ure 1). The operation graph connects both, the input unit and
the output unit, aiming to enable a better integration of AI algo-
rithms for data retrieval and a richer, user-adapted output.
3.1. Input Unit: Semantic Understanding
The pipeline starts with the input unit to semantically under-
stand the user’s spoken request and recognize the user’s intent.
The former is achieved by the natural language understanding
(NLU) component—comprising the automatic speech recogni-
tion (ASR) and the natural language processing (NLP) anno-
tation. The ASR component translates the voice input (speech)
to text, which is already a very well-researched topic. Next, the
NLP annotation component applies tokenization, dependency
parsing, and part-of-speech (POS) tagging – we use spaCy1 to
implement this component. Its result is a semantic phrase struc-
ture, which prepares our contributions below.
3.2. The Core: Operation Graph Representation
The latter part of the input unit—namely our intent recogni-
tion component—analyzes this phrase structure to assign parts
of them to predefined semantic-annotated functions F . A func-
tion fj ∈ F has an input aj (data and parameters), an out-
put oj = fj(aj), and a semantic description sj ; it can con-
tains multiple data operations {ci|i = 1..k}, representing a
sub operation graph. Data operations range from ‘basic’ op-
erations (e.g., summation, averaging, or filtering) to AI-based
algorithms/models (e.g., anomaly detection), which can ad hoc
analyze the data in depth [32]. The semantic linking of these
functions by the phrase structure creates the whole operation
graph representation (see below). Formally, let’s consider an
operation graph as a directed acyclic graph G = (C,E) with a
set of atomic operations (nodes) C = {c1, ..., cn} and depen-
dencies (edges)E = {e1, ..., em} between these operations (m,
n may vary with different operation graphs). Each dependency
edge eq→p ∈ E is a tuple eq→p = {cq, cp}, where the input
type of ep must correspond to the output type eq , i.e., ap = oq .
To build this operation graph automatically, the seman-
tic phrase structure is recursively resolved: (i) the given part
of this structure must ‘match’ the semantic description of the
possible (executable and generic) functions – keyword match-
ing, word embeddings, and synonyms are used for this [33];
(ii) keys/references to the underlying data sets or databases are
then identified to retrieve the required data later – again, key-
word matching, word embeddings, and synonyms are used for
this; (iii) for each possible function the recursion is continued,
creating multiple operation graphs; the output of the current
function limits the set of possible functions (the input type must
match this output type) in the next iteration. Finally, if no com-
plete operation graph can be generated, the one with the greatest
depth is selected; if there is more than one operation graph, the
most relevant and most appropriate one is selected; otherwise,
only the one created is selected.
Next, the function manager handles the orderly calling
of the required operations of G in the execution environment
of [32], passing parameters and forwarding the results. In case
the execution environment runs locally (e.g., at customer site)
1https://spacy.io
or on third-party devices, appropriate mechanisms such as in
[34, 35] can be integrated to protect both the intellectual prop-
erty (IP)—e.g., for the underlying AI models of the predefined
functions—and the business data. The result of this execution
is the machine-readable answer to the given user request.
3.3. Output Unit: Data-/User-adaptive Visualization
The last part of the pipeline is the output unit for the translation
of the machine-readable results into visualizations for users –
the response handling is responsible for this. As the type of
visualization varies with the data to be visualized and the user’s
preferences, we have implemented two adaptation mechanisms:
data-adaptive visualization and user-adaptive visualization.
The former relies on historical data N . We use k-Nearest
Neighbor (kNN) with k =
√|N | and majority voting (as kNN
offers transparency to determine the top3 visualization results)
to train a model that adapts the visualization depending on the
resulting data type. To get a rich visualization, Insightful Assis-
tant supports various types including location, numerical, tem-
poral, and categorical values – or any combination of them
(e.g., filtered table entries). According to the data type, ap-
propriate (and compatible) visualization forms are then learned.
For instance, a geographical heat map can be visualized (as one
of many forms), when users ask for “show me the average pro-
duction output in our plants” or “where is the plant with the
highest production output located?”.
The latter additionally takes into account the output infor-
mation requested by the user that has been recognized in the
user intent (if specified) and stored into the internal representa-
tion. Analogous to the data analysis functions from the previous
subsection, visualization forms (considering possible input and
output parameters) are added by semantic triggers.
Last but not least, our novel operation graph representation
further enables a new kind of data exploration: users can fur-
ther explore the data by going steps/nodes back in the opera-
tion graph; the results of these steps are then visualized together
(e.g., by means of an overlay). For instance, users can view the
underlying values of an averaged output when they go one step
(in this case: the ‘averaging’ operation) back.
4. Dataset
As there is no appropriate dataset of requests with correspond-
ing ground-truth data to evaluate our operation graph approach,
we have collected one especially for this purpose. In particular,
this section first describes the collection process and the data
cleaning process for getting the resulting high-quality dataset.
4.1. Data Collection
For the data collection, we use a crowdsourcing approach: as a
manageable task (a so-called microtask), we present an indus-
trial production dataset to users (or micro-workers) and asked
them to think up requests that would interest them. Specifically,
we use Prolific2—a crowd working platform for social science
experiments [36]—for the recruitment of participants, LimeSur-
vey3 for the creation of the questionnaire, and a honey produc-
tion dataset4 as data basis. Although this microtask is not lim-
ited to a specific group of people, we used the pre-screening fea-
ture of Prolific to filter participants by language (English) and
2https://prolific.ac
3https://www.limesurvey.org
4https://www.kaggle.com/jessicali9530/honey-production
education (A level graduation or higher). Monetary incentives
motivated the participants to take part in this questionnaire: par-
ticipants who completed the microtask successfully—how we
assessed this is given below—were rewarded with $8 each.
Next, we describe the procedure of the microtask. First,
participants get a detailed description of the microtask; they
also gain insight into the above dataset and familiarize them-
selves by simply playing around with the data and answering
simple training questions. Then, we ask for two different types
of requests, which we refer to as simple and complex requests.
For each type of request, we described in detail how they should
create the requests, and we gave them sample requests and vari-
ants – the latter expresses the same user intent und thus has
the result as the former. For instance, “How much was honey
in Alabama in 2010?”, “What did honey cost in Alabama ten
years ago?”, and “Show me the average price of honey in AL in
2010” can be variants for the base request ‘‘What was the price
of honey in Alabama in 2010?” – in all cases, the result is $2.4
(average per pound) and can be simply looked up in the table.
For each type of request, participants should enter six base
requests, each with four different variants in total (2×6×4 =
48 request variants). For simple requests, we limit the partic-
ipants to lookup and simple table calculation functions, such
as summation, filtering, averaging, to name a few. Participants
were also asked to enter the result of their base request. For
complex requests, we additionally provide the participants with
a predefined set of more complex (AI-based) functions with a
detailed description of how they work and what they can do.
Among the most sophisticated examples are the anomaly detec-
tion and regression analysis modules. Participants were asked
to integrate at least one of these AI-based functions/algorithms;
simple table calculation functions can still be used additionally.
For instance, a complex request can be the following: “How
will the average honey price develop in Florida next year?” –
in this case, after filtering the state, a regression model trained
from the historical values of the dataset is applied. Here, the
participants were also asked to enter only the expected type of
result (not the exact result, which would also not be possible).
For each request, the participants were also asked to select
a suitable type of output, what they would expect (based on
their preferences and the type of the result). We have prepared
nine different types of visualization with detailed descriptions
– these include simple text responses, tables, different types of
diagrams, (geographical) heat map, to name a few.
4.2. Data Quality Assurance & Data Cleaning
After the participants have submitted the questionnaire and be-
fore they receive their reward, we have manually checked the
requests for plausibility. Meaningless and useless requests or
those that do not meet the above conditions have been rejected,
and the participant was asked to correct them; otherwise, the
entire microtask was not accepted, and the participant was re-
jected completely and thus not rewarded.
After a microtask has been completed, two researchers have
independently performed the following tasks for each request to
ensure the quality of the dataset: spelling and grammatical er-
rors were corrected without changing the user intent; the user-
entered results for the simple requests were cross-checked; for
the complex requests, the operation graph is created manually
and executed to get the corresponding result; the results (espe-
cially more complex ones such as filtered tables) are then trans-
lated into a machine-readable format for automated evaluation.
Discrepancies between the two researchers were discussed in
the end, and a decision was made in favor of one version.
Finally, a total of 79 participants have successfully com-
pleted the microtask. The resulting dataset contains 3,476 re-
quest variants (869 requests a` four variants with the same user
intent), ranging from simple to complex questions (fifty-fifty).
5. Evaluation
In this section, we evaluate a prototypical implementation of
our proposed concept—starting by describing the methodology.
5.1. Methodology
For our evaluation, we assume a perfect speech-to-text unit. The
reason for this is that this topic is well-researched [3], and we do
contribute to it, relying on an open-source solution. This means
we start with a text input, which is compatible with the col-
lected dataset. On the output side, we also limit the evaluation
to our contributions, the generation of the operation graph and
a data-/user-adapted visualization. This means that we take the
machine-readable outputs for an automated evaluation. More
precisely, we take the result of the operation graph (directly af-
ter the ‘function manager’) to evaluate its correct creation and
execution; only in case of correct result, we take the visualiza-
tion command (directly after the ‘response handling’, just be-
fore data is visualized) to evaluate the resulting visualization
against the user expectations collected for a given request.
Further, we use our specially collected data described above
(see Section 4). As baseline approaches for the data-adapted
visualization, we integrate majority voting (ZeroR), which only
takes the majority visualization, and CompassQL [20].
5.2. Results
We now report and discuss the results of our evaluation with re-
spect to the generation of (i) the right operation graph from text
input and (ii) a suitable data- and user-adapted visualization.
5.2.1. Accurate Generation of the Operation Graph
In the first experiment, we investigate how well the system gen-
erates and executes the core operation graph. For simple re-
quests, Insightful Assistant achieves a very high accuracy of
95.0±0.8% – it still achieves a high accuracy of 87.5±0.7%, if
different variants are considered. For complex requests, the ac-
curacy of our proof-of-concept prototype is good (74.5±1.5%)
– taking into account variants, moderate accuracy values of
63.6±1.3% are still achieved. Nonetheless, Insightful Assistant
automatically integrates AI-based operations that would other-
wise have to be implemented with increased effort (e.g., using
keyword matching and static operation graphs).
5.2.2. Robust Data- and User-adapted Visualization Output
In the next experiment, we investigate how the system adapts
to the resulting data. Table 1 shows the results of the top1/3-
accuracy in comparisons with the baseline approaches. The
topN-accuracy measures how often the desired visualization
falls within the upper N predicted visualizations – we have cho-
sen N maximum of 3, as this number of visualizations is well
presentable to the user and still usable. We can see that our ap-
proach achieves a moderate top1-accuracy of 60.2 % and a very
high top3-accuracy of 95.4 %, outperforming the baseline ap-
proaches: CompassQL achieves only a top1-accuracy like the
majority voting in our setting – it is even worse for the top3-
accuracy. These results also show that this issue (automated
Table 1: Comparison against baseline approaches for data-
adapting visualization
Approach top1-acc. top3-acc.
Majority (ZeroR) 16.6% 50.0%
CompassQL 16.6% 24.8%
Insightful Assistant 60.2% 95.4%
visualization adaptation) is challenging: not every adaptation
method can be applied out of the box to meet user expectations.
In the last experiment, we investigate how the system adapts
to the resulting data, additionally taking into account the users’
preferences (if any) from their intents. The user-adapted visual-
ization shows an improvement (64.0 %) for the top1-accuracy,
but a small decrease (93.4 %) for the top3-accuracy. An impor-
tant measure here is the recall, as it indicates the fraction of the
relevant types of visualization that are successfully retrieved.
The recalls are 85.6 ± 13.4% and 92.7 ± 10.4% for the non-
user-adaptive case and the user-adaptive case, respectively – an
improvement of 7.1% through adaptation.
As the data is not normally distributed (Shapiro-Wilk test,
p < .05), we apply a non-parametric Friedman test to show the
statistical differences. According to our results, χ2(1) = 10.3,
p < .001, there exists a statically significant difference between
the top1 results of the non-user-adapted and user-adapted visu-
alizations – there is no significant difference (p = .297) be-
tween the top3 results.
All in all, we can say that the automatic adaptation of the
visual output to the data meets the expectations of the users, at
least in the top3-representation – the additional adaptation to
possible user preferences from the intent can further and signif-
icantly increase the top1-representation.
6. Conclusion
In this paper, we have enabled the processing with AI-based op-
erations and data-/user-adapted visualization in conversational
agents by proposing Insightful Assistant—a pipeline concept
relying on a new operation graph representation. We further
collected a unique set of simple and complex requests to eval-
uate a proof-of-concept implementation. The results show –
besides its feasibility – an accurate generation of the operation
graph and robust data-/user-adapted visualization output. With
Insightful Assistant, users can trigger (easily extendable) com-
plex (AI-based) operations that are particularly suitable for data
analysis in the industrial context.
In future work, we will extend the predefined set of func-
tions by other AI-based algorithms to offer a wider range of
data analysis. For the top1-visualization recommendation, we
plan to integrate user models that have learned from requests
and feedback from the same user – for this, we will integrate
a speaker identification method to automatically distinguish the
requesting users in a multi-user system.
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