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Abstract
Word Sense Disambiguation (WSD), which
aims to identify the correct sense of a given
polyseme, is a long-standing problem in NLP.
In this paper, we propose to use BERT to ex-
tract better polyseme representations for WSD
and explore several ways of combining BERT
and the classifier. We also utilize sense defini-
tions to train a unified classifier for all words,
which enables the model to disambiguate un-
seen polysemes. Experiments show that our
model achieves the state-of-the-art results on
the standard English All-word WSD evalua-
tion.
1 Introduction
Ambiguity is common in natural language. Word
Sense Disambiguation (WSD) deals with lexical
ambiguity, i.e. polysemes in sentences. An ef-
fective WSD tool can benefit various downstream
tasks, such as Information Retrieval (Zhong and
Ng, 2012) and Machine Translation (Neale et al.,
2016).
Recently, the pre-trained language models, such
as ELMo (Peters et al., 2018), GPT (Radford
et al., 2018), and BERT (Devlin et al., 2019),
have been proven to be effective to extract fea-
tures from plain text. They pre-train language
models on large corpora, then add the pre-trained
word representation into task-specific models, or
directly fine-tune the language model on down-
stream tasks. Peters et al. (2018) tried to incor-
porate the pre-trained ELMo embeddings as WSD
features, but there are currently no studies which
fine-tune language models on WSD task.
There have been lots of works on WSD, and
they can mainly be divided into two groups: su-
pervised methods and knowledge-based methods.
Supervised methods need large sense annotated
corpora. They train a classifier using features ex-
tracted from the context of the polyseme. These
methods can also be divided into two subgroups
according to the features they use. Feature-based
supervised methods use many conventional fea-
tures like surrounding words, PoS tags of sur-
rounding words, local word collections (Zhong
and Ng, 2010), word embeddings, and PoS tag
embeddings (Iacobacci et al., 2016). Neural-based
supervised methods use a neural network encoder
like BiLSTM to extract features (Melamud et al.,
2016; Yuan et al., 2016; Raganato et al., 2017a).
Knowledge-based methods rely on the struc-
ture and content of knowledge bases, for instance,
sense definitions (Lesk, 1986; Basile et al., 2014)
and semantic networks which provide the relation-
ship and similarity between two senses (Agirre
and Soroa, 2009; Moro et al., 2014). Supervised
methods perform better than knowledge-based
methods (Raganato et al., 2017b), but knowledge-
based methods are usually unsupervised and re-
quire no sense annotated data. Some recent stud-
ies have explored ways of using knowledge like
sense definitions to enhance supervised methods
(Luo et al., 2018b,a).
In this paper, we fine-tune BERT on the WSD
task for the first time and compare the perfor-
mance of different polyseme features output by the
BERT encoder. The fine-tuned model beats base-
lines by a large margin. Many polysemes are rare,
and the sense distribution of a polyseme is usually
unbalanced. So the sense annotated corpora usu-
ally lack annotations for some polysemes or par-
ticular senses. To address this issue, we consider
using sense definitions because we can obtain def-
initions for unseen sense from lexical databases
easily. We find that the incorporation of sense def-
inition improves the performance significantly.
The contributions of this paper are: (1) We
fine-tune the BERT on WSD task and achieve the
state-of-the-art results. (2) We prove that external
knowledge is still useful for WSD with pre-trained
ar
X
iv
:1
90
9.
08
35
8v
1 
 [c
s.C
L]
  1
8 S
ep
 20
19
Figure 1: Architecture of the Bertdef model. The polyseme “loveliest” is segmented into “love” and “##liest”.
language models and improves the performance.
2 Methodology
Given a sentence and some polysemes in the sen-
tence, the WSD task aims to identify the correct
senses of the polysemes in the sentence. Our
model consists of an encoder and a classifier. The
encoder extracts the polysemes’ features from sen-
tences, and the classifier uses the features to pre-
dict senses. Figure 1 gives an overview of our
model. We represent the sentence as a word se-
quence (w1, ..., wn), and assume that wp is the
polyseme. We denote the sense set of wp as
Sp = {s1, ..., s|Sp|}. The definition of si in
the lexical databases is a word sequence di =
(wi1, ..., wi|di|). The hidden size of BERT is H .
2.1 Encoder
We use BERT (Devlin et al., 2019) as the encoder.
BERT uses the WordPiece (Wu et al., 2016) em-
beddings as a part of inputs. The WordPiece em-
beddings have a fixed size of vocabulary which
includes some words and some word pieces, and
segments out-of-vocabulary words. For example,
the word “loveliest” is segmented into two word
pieces “love” and “##liest”. Then a multi-layer
Transformer reads the embeddings of the word
piece sequence and outputs a hidden state for ev-
ery token in the sequence.
As WSD is a single sentence tagging task,
the most simple way of using BERT is to insert
[CLS] at the start of the input sentence, and use
the hidden state hi ∈ RH output by BERT to
predict the label of the i-th token. However, we
cannot directly apply this simple method on WSD
because some polysemes (about 15% in the train-
ing dataset) may be segmented into word pieces.
These polysemes correspond to at least two final
hidden states. We assume that the polyseme wp
corresponds to a hidden state list hj , ...,hj+k−1.
To obtain a fixed-sized feature vector for the clas-
sifier, we average these hidden states:
f =
1
k
k−1∑
l=0
hj+l,
where f is the feature used by the classifier. Max
pooling is another way of merging these hidden
states:
f = max
0≤l≤k−1
hj+l.
We can also get features by concatenating f and
the first final hidden state h0. h0 corresponds to
[CLS] and encodes global information of the sen-
tence.
2.2 Classifier
We use a 2-layer MLP to predict the correct sense.
The MLP outputs the sense distribution of the pol-
yseme in the given context:
p = softmax(L2(ReLU(L1(f))),
where Li(x) =Wix+bi are fully-connected lin-
ear layers, W1 ∈ RH×H , and W2 ∈ R|Swp |×H .
The L2 layer is specific for every polyseme.
This MLP classifier has poor performance on
unseen or infrequent words and senses because of
lack of data. So we introduce the sense defini-
tions to address the issue of data scarcity. We use
another BERT to encode the definition of a sense
into its sense vector. Then this sense vector is used
as the parameter when predicting this sense. For-
mally, we replace L2 with L′2(x) = W′2x/
√
H ,
where W′2 = [d1; ...;d|Sw|] ∈ R|Sw|×H is the
concatenation of all sense vectors of the polyseme.
The sense vectors map senses into a unified space
and encode the semantic similarities into the dis-
tance between vectors. So the classification for
Training Validation Test
#Sentences 37,176 135 1,038
#Tokens 802,443 3,201 22,302
#Annotations 226,036 455 6,798
Ambiguity 6.8 8.5 5.7
Table 1: Statistics of the WSD training, validation,
and test dataset. The “ambiguity” presents the average
number of senses for instances in the dataset.
unseen or infrequent senses can benefit from simi-
lar senses which have more training instances. We
name the model without and with definitions Bert
and Bertdef respectively.
In the training process, parameters are updated
by minimizing the cross-entropy loss between the
true label y and the sense distribution p:
L = − 1
M
M∑
m=1
|Sm|∑
s=1
[ym]s log[pm]s,
where M is the number of instances in the dataset,
and ym is a one-hot vector which represents the
true label of wm.
3 Experiments
3.1 Datasets
We evaluate our model on the English all-words
tasks. We use the evaluation framework proposed
by Raganato et al. (2017b). It provides five all-
words fine-grained WSD datasets for evaluation:
Senseval-2 (Edmonds and Cotton, 2001, SE2),
Senseval-3 task 1 (Snyder and Palmer, 2004, SE3),
SemEval-07 task 17 (Pradhan et al., 2007, SE7),
SemEval-13 task 12 (Navigli et al., 2013, SE13),
SemEval-15 task 13 (Moro and Navigli, 2015,
SE15). Following previous works, we use SE7
as the validation dataset, and use the SE2, SE3,
SE13, and SE15 as test datasets. The framework
provides two annotated corpora for training: Sem-
cor (Miller et al., 1994) and OMSTI (Taghipour
and Ng, 2015). We choose SemCor as our training
dataset. Table 1 illustrates the statistics of these
datasets. All of the datasets are annotated with
WordNet (Miller, 1995) 3.0.
3.2 Experiment Setup
We use the BERTBASE as the encoder. The num-
ber of Transformer layers is 12, the hidden layer
size is 768, and the number of attention heads
is 12. We tried to use the BERTLARGE, but the
F1-score is nearly the same as BERTBASE. We
use Dropout in every layer of the classifier and
the dropout rate is 0.5. The optimizer is Adam
(Kingma and Ba, 2014). We reduce the learning
rate during the training process. In the i-th epoch,
the learning rate is 0.001/i. The parameters of
the BERT encoder are fixed in the first 10 epochs.
We train the model for 50 epochs and choose the
model which has the best F1-score on the valida-
tion set.
We compare our model with the following
baselines: the simple MFS baseline which al-
ways outputs the most common sense in the
training dataset, the knowledge-based methods
Lesk+ext,emb (Basile et al., 2014) and Babelfy
(Moro et al., 2014), the feature-based supervised
methods IMS (Zhong and Ng, 2010) and IMS+emb
(Iacobacci et al., 2016), and the neural based meth-
ods Bi-LSTM (Ka˚geba¨ck and Salomonsson, 2016;
Raganato et al., 2017a), GAS (Luo et al., 2018b),
CAN and HCAN (Luo et al., 2018a).
3.3 English All-word Task Results
Table 2 shows the F1-score of our models and
baselines on the standard English All-words WSD
benchmark. The Bert and Bertdef in the table use
the average operation to merge hidden states. They
don’t use the sentence vectors. Our best model im-
proves the state-of-the-art results by 5.2%, which
indicates that BERT encoder is quite powerful in
the WSD task. Moreover, our models outperform
previous models on all of the four datasets and PoS
types. Introducing sense definitions can signifi-
cantly improve the performance of the Bert model.
The F1-score of Bertdef is better than Bert on al-
most all datasets and PoS types except on the ad-
verbs, which reveals the efficiency of introducing
sense definitions.
3.4 Discussion
Word Frequency We compare the performance
of Bert and Bertdef on words with different oc-
currence numbers in the training dataset. Table 3
shows the results. Compared with the Bert model,
Bertdef achieves the largest performance improve-
ment on unseen words (8% F1-score). The im-
provement decreases as the word becomes fre-
quent because the Bert model can be trained bet-
ter with more instances. So we can conclude that
utilizing sense definitions can enhance the model
on infrequent polysemes. In addition, both models
System
Test Datasets Concatenation of Test Datasets
All
SE2 SE3 SE13 SE15 Noun Verb Adj Adv
MFS Baseline 65.6 66.0 63.8 67.1 67.7 49.8 73.1 80.5 65.5
Lesk+ext,emb 63.0 63.7 66.2 64.6 70.0 51.1 51.7 80.6 64.2
Babelfy 67.0 63.5 66.4 70.3 68.9 50.7 73.2 79.8 66.4
IMS 70.9 69.3 65.3 69.5 70.5 55.8 75.6 82.9 68.9
IMS+emb 72.2 70.4 65.9 71.5 71.9 56.6 75.9 84.7 70.1
Bi-LSTM 71.1 68.4 64.8 68.3 69.5 55.9 76.2 82.4 68.4
Bi-LSTM+att,LEX,POS 72.0 69.1 66.9 71.5 71.5 57.5 75.0 83.8 69.9
GAS(Concatenation) 72.1 70.2 67.0 71.8 72.1 57.2 76.0 84.4 70.3
GASext(Concatenation) 72.2 70.5 67.2 72.6 72.2 57.7 76.6 85.0 70.6
CANw 72.3 69.8 65.5 71.1 71.1 57.3 76.5 84.7 69.8
CANs 72.2 70.2 69.1 72.2 73.5 56.5 76.6 80.3 70.9
HCAN 72.8 70.3 68.5 72.8 72.7 58.2 77.4 84.1 71.1
Bert 74.0 73.1 71.3 74.3 75.0 61.2 77.2 86.1 73.1
Bertdef 76.4 74.9 76.3 78.3 78.3 65.2 80.5 83.8 76.3
Table 2: F1-score(%) for the English all-word WSD evaluation. We report the F1-score of these systems on the
four datasets (SE2, SE3, SE13, and SE15), on every part-of-speech type of polyseme (Noun, Verb, Adj, and Adv),
and on the overall test dataset.
Word Count 0 1-10 11-50 51-200 >200
Bert 82.15 73.19 74.04 71.36 68.20
Bertdef 90.15 79.94 75.56 73.57 67.65
#Words 650 1406 1976 1854 912
Ambiguity 1.59 2.75 4.65 7.15 12.23
Table 3: F1-score(%) on words with different occur-
rence numbers in the training dataset.
have better performance on low-frequency words.
The reason is that high-frequency words usually
have many senses.
Ablation Study We compare two variations of
the BERT encoder: the way of merging hidden
states of polysemes, and whether concatenating
the hidden states of polysemes with the sentence
vector. The results of these variations are pre-
sented in Table 4. All of the models are based
on Bertdef . We can find that the performance of
using average or max operation is nearly the same
for Bertdef . But Concatenating the sentence vector
will impair the F1-score. The reason is: the sen-
tence vector contains the global semantic informa-
tion of the entire sentence. The sense of polyseme
is determined by its local context. So using the
sentence vector brings too much irrelevant infor-
mation.
SE2 SE3 SE13 SE15 All
Mean 76.4 74.9 76.3 78.3 76.3
Max 76.3 75.1 76.6 78.4 76.4
MeanConcat 74.2 73.8 76.2 78.1 75.2
MaxConcat 73.4 73.7 76.1 76.7 74.8
Table 4: Ablation Study. Mean and Max denotes the
average and max operation for merging hidden states
of polysemes. Concat means concatenating the hidden
states of polysemes with the sentence vector.
4 Conclusion
In this paper, we fine-tune the pre-trained lan-
guage models like BERT on WSD tasks for the
first time. We find that our BERT-based models
achieve the state-of-the-art results on the standard
evaluation. We also utilize sense definitions to en-
hance the model on infrequent polysemes. In the
future works, we will consider using the relations
between senses, like hypernym and hyponym, to
provide more accurate sense representations.
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