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Abstract
In this paper, three infinite families of locally 2-arc transitive graphs are constructed, which are
vertex-intransitive, regular and all vertex stabilizers are conjugate. To the best of our knowledge these
are the first infinite families of graphs with these properties. In particular, they are semi-symmetric.
It is then shown that the only locally 2-arc transitive graphs admitting a Ree simple group are (i) the
graphs in these three families, (ii) (vertex-transitive) 2-arc transitive graphs admitting a Ree simple
group, previously classified by the first and third authors, and (iii) standard double covers of the
graphs in (ii). This is the first complete classification of locally 2-arc transitive graphs for an infinite
family of simple groups.
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Let Γ be a finite undirected simple graph with vertex set VΓ and edge set EΓ . For a
positive integer s, an s-arc of Γ is an (s + 1)-tuple (v0, v1, . . . , vs) of vertices such that
{vi−1, vi} ∈ EΓ for 1  i  s and vi−1 = vi+1 for 1  i  s − 1. Let AutΓ denote the
full automorphism group of Γ . For a subgroup G AutΓ , Γ is called locally (G, s)-arc
transitive (or locally s-arc transitive admitting G) if, for any vertex v ∈ VΓ , the vertex
stabiliser Gv acts transitively on the set of t-arcs starting at v, for any t with 1  t  s.
A locally (AutΓ, s)-arc transitive graph is simply called locally s-arc transitive. A locally
(G, s)-arc transitive graph Γ is called (G, s)-arc transitive if G is transitive on VΓ . It
easily follows from the definition that a locally (G, s)-arc transitive graph is G-edge tran-
sitive.
The study of locally s-arc transitive graphs was initiated by Tutte [18] who proved
that there exists no 6-arc transitive cubic graph. Since then, this class of graphs has
received considerable attention in the literature in two different directions: the ‘local-
action analysis’ and the ‘global-action analysis’. Local-action analysis aims to find an
upper-bound for s and the possible structures for the stabiliser of a vertex. In particular,
Weiss [19] showed that there exists no locally 8-arc transitive cubic graph, and Gold-
schmidt [8] determined the structure of Gv for a locally (G, s)-arc transitive cubic graph.
For some other classes of locally (G, s)-arc transitive graphs, the structure of Gv is de-
termined, refer to [20] and [2]. Global-action analysis aims to characterise the structure
of G and its actions on the graph and various quotient graphs. In this direction, the third
author [14,15] established a framework for analysing the vertex-transitive s-arc transitive
graphs (s  2), indicating that the case where G is an almost simple group is fundamen-
tal. Several special cases have been classified, see for example, [5,6]. Recently, a similar
framework for analysing the vertex-intransitive case with s  2 was established in [7], and
again the almost simple case occurs as one fundamental case. This paper gives a com-
plete classification of locally s-arc transitive graphs admitting a Ree simple group with
s  2.
There is a general method for constructing a locally s-arc transitive graph from a given
(vertex-transitive) s-arc transitive graph: the standard double cover of an undirected graph
Γ is the undirected graph Γ˜ with vertex set VΓ × {1,2} such that two vertices (u, i) and
(v, j) are adjacent if and only if i = j and u and v are adjacent in Γ . The graph Γ˜ is
bipartite with bipartite halves VΓ × {1} and VΓ × {2}. If Γ is (G, s)-arc transitive then
Γ˜ is locally (G, s)-arc transitive (see [7, Lemma 3.2]). Thus each s-arc transitive graph Γ
yields a locally s-arc transitive graph Γ˜ by this construction. However, not every locally
s-arc transitive graph can be constructed in this way. Up to isomorphism, all locally s-arc
transitive graphs arise as double coset graphs, from a general construction introduced by
Tits (see [3]).
Let G be a group and let L and R be subgroups of G such that L∩R is core-free in G.
(A subgroup H of a group G is said to be core-free if H contains no non-trivial normal
subgroup of G.) We define the double coset graph
Γ = Cos(G,L,R)
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VΓ = [G : L] ∪˙ [G : R], EΓ = {{Lx,Ry} ∣∣ xy−1 ∈ LR},
where [G : L], [G : R] denote the sets of right cosets in G of L and R, respectively, and
‘∪˙’ denotes the disjoint union (even if L= R).
A vertex in [G : L] has valency |R : L ∩ R| and a vertex in [G : R] has valency |L :
L∩R| (see Lemma 2.2); in particular, Γ is regular if |L : L∩R| = |R : L∩R|. Moreover,
for g ∈ G, define
gˆ : Lx →Lxg, Rx → Rxg, for any x ∈ G.
Then gˆ leaves EΓ invariant and so gˆ ∈ AutΓ . Set Ĝ= {gˆ | g ∈G}. Then G∼= Ĝ AutΓ ,
and Ĝ is transitive on both [G : L] and [G : R]. The case L = R is degenerate yielding
Γ ∼= nK2, where n = |G : L|, and we normally take L = R in this construction.
Now let G = Ree(q) be a Ree simple group, and let Γ be a connected locally (G, s)-arc
transitive graph with s  2. If G is transitive on VΓ , then Γ is (G,2)-arc transitive, and all
such graphs are classified in [6]. Thus we assume that G is intransitive on VΓ , so that Γ
is bipartite. A graph Γ is called locally (G, s)-transitive if it is locally (G, s)-arc transitive
but not locally (G, s + 1)-arc transitive. The following theorem is the main result of this
paper and gives a complete classification of locally (G, s)-transitive graphs Γ with s  2
and G intransitive on VΓ .
Theorem 1.1. Let G = Ree(q) where q = 32n+1  27, let Γ be a connected locally (G, s)-
transitive graph with s  2, and suppose that G is intransitive on VΓ . Then s = 2 or 3, Γ
is regular of valency d , and one of the following holds:
(i) Γ is the standard double cover of a connected (G,2)-arc transitive graph, d = 4, 8,
or 3e with e  1 and e | (2n + 1), and either AutΓ = G × Z2, or d = 3e > 3 and
AutΓ = (G.Za)×Z2 with a | (e(3e − 1),2n+ 1); in particular, Γ is vertex transitive;
(ii) Γ = Cos(G,L,Lg) is vertex intransitive, for some element g ∈ G, and AutΓ = G or
G.Zp , where d , L, g and p are as given in Table 1.
Moreover, s = 3 if and only if line 1 or 3 of Table 1 holds and AutΓ = G.Zp .
Table 1
Vertex intransitive locally 2-arc transitive graphs admitting G
d L o(g) p Reference
4 A4 3 3 Section 5.1
7 Z7:Z6 3 3 Section 5.2
8 Z32:Z7 dividing q + δr + 1, 7 Section 5.3
where r2 = 3q, δ = ±1
and 7 | (q + δr + 1)
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(a) All 2-arc transitive graphs admitting a Ree group were classified in [6], and thus the
graphs occurring in Theorem 1.1(i) are known explicitly. (This classification is stated
in Theorem 4.3.)
(b) Each graph Cos(G,L,R) occurring in Theorem 1.1(ii) is such that L and R are
conjugate but the full automorphism group of the graph is vertex-intransitive; the
graph is also regular and edge-transitive. Graphs with these properties are called semi-
symmetric, see [4,9]. The full automorphism group is either Ree(q) or Ree(q).p (and
both can occur for different choices of the element g, see Section 7).
The paper is organised as follows. In Section 2, we give some preliminary results re-
garding coset graphs and standard double covers, and in Section 3 we collect some results
about Ree groups which will be used. Then in Section 4, we identify subgroups of Ree
groups which are candidates for vertex stabilisers of a locally 2-arc transitive graph. Three
new families of vertex intransitive locally 2-arc transitive graphs are constructed in Sec-
tion 5. Finally, the proof of Theorem 1.1 is completed by proving in Section 6 that the only
vertex-intransitive examples are those given in Section 5, and determining their automor-
phism groups in Section 7.
2. Preliminary results
In this section we give some preliminary results which will be used in the ensuing
sections. The first lemma gives us some information about the stabiliser in AutΓ of a
vertex, for a finite connected regular graph Γ . As usual, for a graph Γ and a vertex v, we
denote by Γ (v) the set of vertices adjacent to v. For a group G, we denote by G# the set
of non-identity elements of G. For G AutΓ and v ∈ VΓ , we denote by vG the orbit of
G containing v, that is, {vg | g ∈G}.
Lemma 2.1. Let Γ be a finite connected regular graph of valency d . Then, for v ∈ VΓ ,
each prime divisor of |(AutΓ )v| is at most d .
Proof. Write A = AutΓ . Suppose that for some vertex v ∈ VΓ , |Av| is divisible by a
prime p > d . Let x ∈ Av with o(x) = p. Then x fixes Γ (v) setwise, and since all non-
trivial cycles of x have length p > |Γ (v)|, it follows that x fixes Γ (v) pointwise. By the
connectivity of Γ , we conclude that x acts trivially on VΓ , and hence x = 1, which is a
contradiction. 
The following two lemmas give us some information about double coset graphs and
locally (G, s)-arc transitive graphs, where s = 1,2. Proofs of Lemma 2.2(i)–(iii) may be
found in [9] and part (iv) in [7]; while the proof of part (v) follows from the definition of a
double coset graph.
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group of AutΓ induced by the right multiplication action of G. For u = L and v = R ∈
VΓ , the following hold:
(i) Γ is bipartite with bipartite partition VΓ = uĜ ∪ vĜ.
(ii) |Γ (u)| = |L : L ∩R| and |Γ (v)| = |R : L ∩R|. Further, L and R act transitively (by
right multiplication) on Γ (u) and Γ (v), respectively.
(iii) Γ is connected if and only if 〈L,R〉 = G.
(iv) Γ is locally (G,2)-arc transitive if and only if L and R act 2-transitively on
[L : L∩R] and [R : L ∩R], respectively.
(v) If σ ∈ Aut(G) normalizes both L and R, then σ ∈ AutΓ .
The next lemma says that each bipartite s-arc transitive graph with s  1 may be con-
structed as a double coset graph, see [7, Lemma 3.4].
Lemma 2.3. Let Γ be a locally (G, s)-arc transitive graph with s  1, and suppose that
G is intransitive on VΓ . Write L = Gu and R = Gv , where {u,v} ∈ EΓ . Then, Γ is
isomorphic to Cos(G,L,R). Further, the action of G on VΓ is equivalent to the action of
Ĝ acting on the vertex set of Cos(G,L,R).
Thus, from now on, applying Lemma 2.3, all locally (G,2)-arc transitive graphs with
G intransitive on VΓ will be considered as double coset graphs for G.
The next lemma gives a sufficient condition under which a locally (G,2)-arc transitive
graph is 2-arc transitive.
Lemma 2.4. Let Γ = Cos(G,L,R) with bipartite partition ∆∪∆′, and suppose that Γ is
locally (G,2)-arc transitive and there exists an element g ∈ G such that Lg = R, Rg = L
and g2 ∈L. Define
φ(g) : Lx →Rxg, Rx → Lxg, for x ∈G.
Then φ(g) is well-defined and φ(g) ∈ AutΓ . Further, φ(g)gˆ−1 is an involution in
CAutΓ (Ĝ) interchanging ∆ and ∆′, and 〈Ĝ,φ(g)〉 = Ĝ × 〈φ(g)gˆ−1〉 is a subgroup of
AutΓ which is transitive on vertices of Γ .
Proof. Suppose that Lx = Ly . Then xy−1 ∈ L so xg(yg)−1 = (xy−1)g ∈ Lg = R and
hence Rxg = Ryg . Similarly if Rx = Ry then Lxg = Lyg . It follows that φ(g) is well-
defined. We prove next that φ(g) ∈ AutΓ . Clearly φ(g) is a bijection VΓ → VΓ . Further,
for e = {Lx,Ry} ∈ EΓ , we have xy−1 ∈LR. Now eφ(g) = {Rxg,Lyg}. Since
yg
(
xg
)−1 = (yx−1)g = ((xy−1)−1)g ∈ ((LR)−1)g = (RL)g = RgLg = LR,
we have eφ(g) ∈ EΓ , and so φ(g) ∈ AutΓ .
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hˆφ(g)gˆ−1. Then for x ∈ G, we have
(Lx)a = Rxgg−1h= Rg−1xh, (Lx)b = (Lxh)φ(g)gˆ−1 = R(xh)gg−1 = Rg−1xh.
So (Lx)a = (Lx)b , for any x ∈ G. Similarly, for any x ∈ G, we have (Rx)a = (Rx)b =
Lg−1xh. Thus a = b, that is, φ(g)gˆ−1 centralises Ĝ. Taking h = 1 in these calculations
we see that φ(g)gˆ−1 maps Lx → Rg−1x and Rx →Lg−1x for each x ∈G so that
(
φ(g)gˆ−1
)2
: Lx →Lg−2x, Rx →Rg−2x.
Since g2 ∈L, we have g2 = (g2)g ∈Lg = R and so g−2 ∈ L∩R and (φ(g)gˆ−1)2 fixes
each Lx and Rx . Thus φ(g)gˆ−1 is an involution in AutΓ .
Finally, since Ĝ acts transitively on uG and vG and VΓ = uG ∪ vG, where u = L and
v = R, 〈Ĝ,φ(g)〉 is a transitive subgroup of AutΓ . Thus, AutΓ is transitive on VΓ . 
Given a core-free subgroup L of G and an element g ∈ G such that g2 ∈ L and
〈L,g〉 = G, let
Γ ∗ = Cos(G,L,g) (1)
denote the graph with
VΓ ∗ = [G : L], EΓ ∗ = {{Lx,Ly} ∣∣ xy−1 ∈ LgL}.
Then Γ ∗ is a connected (G,2)-arc transitive graph if and only if L acts 2-transitively on
[L : L ∩ Lg] by right multiplication and 〈L,g〉 = G, see for example [5, Theorem 2.1].
Moreover, a connected (G,2)-arc transitive graph Γ is isomorphic to Cos(G,L,g) where,
for some edge {u,v} of Γ , L = Gu and g interchanges u and v. Given such a triple
{G,L,g}, there is a relation between the coset graph Cos(G,L,g) and the double coset
graph Cos(G,L,Lg).
Lemma 2.5. Let L be a core-free subgroup of G and let g ∈ G be such that g2 ∈ L. Let
R = Lg , and define
φ(g) :Lx → Rxg, Rx → Lxg, for x ∈ G.
Let Γ ∗ = Cos(G,L,g) and Γ = Cos(G,L,Lg). Then the following hold:
(i) Γ is isomorphic to the standard double cover of Γ ∗;
(ii) AutΓ = (AutΓ )∆ × C, where ∆ = [G : L], C = 〈φ(g)gˆ−1〉 ∼= Z2, and (AutΓ )∆ ∼=
AutΓ ∗;
(iii) Γ ∗ is (G,2)-arc transitive if and only if Γ is locally (G,2)-arc transitive.
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π : V Γ˜ ∗ → VΓ by
π : (Lx,1) →Lxg, (Lx,2) → Lgxg, for each x ∈G.
Clearly π is a bijection. For e = {(Lx,1), (Ly,2)} ∈ EΓ˜ ∗, we have {Lx,Ly} ∈ EΓ ∗ and
hence xy−1 ∈ LgL. Now eπ = {Lxg,Lgyg}, and since (xg)(yg)−1 = xy−1g ∈ (LgL)g =
LLg (recall g2 ∈ L), we have eπ ∈ EΓ . Similarly, if eπ ∈ EΓ then e ∈ EΓ˜ ∗. Therefore,
we have Γ ∼= Γ˜ ∗.
Moreover, direct computation shows that AutΓ ∗ ∼= (AutΓ )∆ and AutΓ ∼= AutΓ ∗ ×C,
where ∆ = uĜ for u = L ∈ VΓ and C = 〈φ(g)gˆ−1〉 ∼= Z2. 
By Lemma 2.5, the standard double cover of each connected (G,2)-arc transitive graph
is a locally (G,2)-arc transitive graph for which G is intransitive on vertices. According
to Lemmas 2.2–2.4, one might adopt the following general strategy for constructing all
connected locally (G,2)-arc transitive graphs:
(a) Find all proper subgroups of G which have (possibly unfaithful) 2-transitive permuta-
tion representations, and denote the set of these subgroups by Ω .
(b) For a pair of subgroups {L,R} ⊆ Ω , check if L and R satisfy the conditions
(i) L ∩R acts transitively on both [L : L ∩R]\{L ∩ R} and [R : L ∩R]\{L ∩ R} by
right multiplication;
(ii) 〈L,R〉 = G.
(c) If {L,R} satisfies the conditions in (b), construct the double coset graph Γ =
Cos(G,L,R). By Lemma 2.2, Γ is a connected locally (G,2)-arc transitive graph.
(d) For each graph Γ = Cos(G,L,R) obtained in (c), determine AutΓ and check if AutΓ
is transitive on VΓ . If AutΓ acts transitively on VΓ , then Γ is 2-arc transitive. Oth-
erwise, Γ is locally 2-arc transitive and not vertex-transitive. In particular, if there is
some 2-element g ∈ G such that Lg = R, Rg = L and g2 ∈ L, then by Lemma 2.4,
〈Ĝ,φ(g)〉 is a subgroup of AutΓ that is transitive on vertices.
In this paper, we essentially use this approach to construct all connected locally 2-arc
transitive graphs admitting a Ree simple group. Part (a) of this strategy is completed in
Section 4, parts (b) and (c) are carried out essentially in Sections 5 and 6, and part (d) in
Section 7.
For a connected locally (G,2)-arc transitive graph Γ = Cos(G,L,R), we consider a
special case where L and R are conjugate in G, that is, R = Lg for some element g ∈ G.
The next lemma gives some restrictions on the element g.
Lemma 2.6. Let Γ = Cos(G,L,Lg) be a connected locally (G,2)-arc transitive graph,
for some subgroup L < G and g ∈ G. Suppose that all subgroups of L isomorphic to
L∩Lg are conjugate in L. Then the following hold:
(i) There exists g′ = xg ∈ NG(L∩Lg) with x ∈L such that Lg = Lg′ , and 〈L,Lg′ 〉 = G.
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transitive on VΓ .
Proof. Write T = L ∩Lg . Then T1 := T g−1  L. By assumption, T and T1 are conjugate
in L, so there is some x ∈ L such that T x = T1. It follows that T = T g1 = T xg and hence
g′ = xg ∈ NG(T ). Then Lg′ = Lxg = Lg since x ∈ L, as in part (i). Part (ii) follows from
Lemma 2.4. 
The final lemma will be used in proving Theorem 1.1. Its proof is easy and is therefore
omitted.
Lemma 2.7. Suppose that L < X < G and all subgroups of X that are isomorphic to L
are conjugate in X. Then the following hold:
(i) if g ∈ G is such that L,Lg <Xg , then g ∈XNG(L), and similarly
(ii) if g ∈ G is such that L,Lg <X, then g ∈ NG(L)X.
3. Ree simple groups and their subgroups
In this section we introduce some properties of the Ree simple groups. In 1960,
R. Ree [16] constructed an infinite family of simple groups Ree(q) of order
q3(q − 1)(q3 + 1),
where q = 3m  27 with m = 2n+ 1.
The first lemma shows that, for q  27, G = Ree(q) is not a π -group for any π ⊆
{2,3,5,7}. This fact will be used in determining the structure of (AutΓ )v , for Γ a con-
nected locally (G,2)-arc transitive graph with G = Ree(q).
Lemma 3.1. For q = 3m with m = 2n+ 1 3, q − 1 is divisible by a prime p > 7.
Proof. Since q − 1 divides |Ree(q)| and a Sylow 2-subgroup of Ree(q) has order 8, q − 1
is not a power of 2. So q − 1 is divisible by an odd prime number, p say. Noting that
(3, q − 1)= 1, we have p = 3. Moreover, since q − 1 divides q3 − 1, we have
(
q − 1, q3 + 1)= (q − 1,2)= 2.
Since 7 divides q3 + 1, we have p = 7. Since q − 1 is even, q − 1 is divisible by 5 if and
only if q − 1 is divisible by 10. However
q − 1 = 32n+1 − 1 ≡ 3(−1)n − 1 ≡ 0 (mod 10).
So p = 5 and hence p > 7. 
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Here we define notation and collect some basic properties regarding Ree simple groups
which will be used later. Note that, for a group H , we write H # = H \ {1H }, the set of
non-identity elements of H .
Set q = 32n+1 and r = 3n+1, so r2 = 3q = 32n+2. Following Levchuk and Nuzhin [13],
Ree(q) has a faithful matrix representation of degree 7 over F(q), defined by
Ree(q)= 〈Q(q),K(q), τ 〉,
where Q(q) is the Sylow 3-subgroup of Ree(q) of order q3 consisting of certain upper
triangular matrices of GL(7, q),
K(q)= {(k)= diag(kr , k1−r , k2r−1,1, k1−2r, kr−1, k−r) ∣∣ k ∈ F(q)∗}∼= Zq−1,
and τ 2 = 1 such that τ inverts K(q). For convenience, we write
Q= Q(q), K = K(q).
Moreover, if F(q ′) is a subfield of F(q), we denote by Q(q ′) and K(q ′) the subgroups
of Q(q) and K(q), respectively, generated by those elements with entries in F(q ′). The
subgroup of Ree(q) generated by Q(q ′), K(q ′) and τ is isomorphic to Ree(q ′), and we
denote this subgroup of Ree(q) by Ree(q ′). In particular,
Ree(3)= 〈Q(3),K(3), τ 〉.
We usually simplify the notation (k) and write
k = (k), for (k) ∈ K.
Also we write
η = (−1) ∈ K.
For each element (aij ) ∈ Q, by [16] (or see [6, Lemma 2.1]), all the entries aij are
determined by three parameters α,β, γ ∈ F(q) and thus we may denote (aij ) by the triple
(α,β, γ ). Further, Q may be identified with the group of all triples (α,β, γ ) from F(q)
with multiplication given by
(α1, β1, γ1)(α2, β2, γ2)
= (α1 + α2, β1 + β2 − α1αr2, γ1 + γ2 − αr1αr2 − α2β1 + α1αr+1
)
. (2)2
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the formula in Ree’s paper [16]. From this we know that (0, β,0)(0,0, γ ) = (0, β, γ ) =
(0,0, γ )(0, β,0). Set
Q1 =
{
(0,0, γ )
∣∣ γ ∈ F(q)}, Q2 = {(0, β,0) ∣∣ β ∈ F(q)}. (3)
Then Q1 ∼= Z2n+13 ∼= Q2, and further by [16], we have
Q′ = Q1 ×Q2, Z(Q) = Q1 =
{
g3
∣∣ g ∈Q}.
(Here Z(Q) denotes the center of the group Q, and Q′ denotes the derived subgroup.) For
g ∈ Ree(q), either Qg = Q or Q∩Qg = 1. Further, for k ∈ F(q)∗, we have
(α,β, γ )(k) = (kα, k1+rβ, k2+rγ ). (4)
From this it follows that
(0, β,0)η = (0, β,0), (0,0, γ )η = (0,0,−γ )= (0,0, γ )−1, (5)
and K acts transitively on Q#1 by conjugation.
Let G= Ree(q), and let σ denote the automorphism of F(q) defined by
σ : ξ → ξ3, for ξ ∈ F(q).
Then σ induces an automorphism of G, which we shall also denote by σ . Now Out(G) =
〈σ 〉 ∼= Zm, where q = 3m. The next lemma gives some properties of the elements of Q
and Q2.
Lemma 3.2. Let Q2 = {(0, ξ,0) ∈ Q | ξ ∈ F(q)} as in (3). Then the following hold:
(i) for each g ∈ Q#2, g and g−1 are not conjugate in Aut(Ree(q));
(ii) K has two orbits (0,1,0)K and (0,−1,0)K on Q#2 (acting by conjugation);
(iii) for any x ∈Q with o(x)= 9 and y ∈ Q#2, xy = yx .
Proof. By [6], we know that parts (i) and (ii) hold. Now we prove (iii). Suppose x =
(α,β, γ ) ∈ Q has order 9. Then α = 0. If y ∈ Q#2, then y = (0, β ′,0) for some β ′ = 0. It
then follows from the formula (2) that xy = yx . 
3.2. Subgroups of Ree(q)
We need structural information about subgroups of Ree(q) for constructing locally
(Ree(q),2)-arc transitive graphs. The first lemma gives the possible structures of sub-
groups of Ree(q).
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Subgroups of Ree(q)
Group Structure Remarks
P1 Q:K the normaliser of Q in Ree(q)
P2 (Z22 × D(q+1)/2):Z3 the normaliser of a fours-group, q  27
P3 Z2 × PSL(2, q) the centraliser of an involution, q  27
P4 Zq+r+1:Z6 the normaliser of Zq+r+1
P5 Zq−r+1:Z6 the normaliser of Zq−r+1
P7 Ree(3)′ = PSL(2,8)
P8 Z
3
2:Z7:Z3 P8 < Ree(3), q = 3
Lemma 3.3 [11, Theorem C]. Let T be a proper subgroup of Ree(q). Then either T is
conjugate to P6 := Ree(3l ) for some divisor l of m, or T is conjugate to a subgroup of Pi
for some i  5 or i = 7,8 where Pi is as in Table 2. Further, for each i ∈ {1,2, . . . ,8},
there is a subgroup Mi with Mi ∼= Pi such that Mσi = Mi , with σ ∈ Aut(G) as defined
above.
The following lemmas give us some information about various subgroups of Ree(q)
which will be used for constructing connected locally (G,2)-arc transitive graphs. The
proof follows from [6] and Lemma 3.3.
Lemma 3.4. Let G= Ree(q) and T be a subgroup of G. Then the following hold:
(i) [6, Lemma 2.3(c)] If T ∼= Zl3:Z3l−1 with l a divisor of m and l > 1 and Z3l−1 is
transitive on (Zl3)
# acting by conjugation, then T is conjugate to Z(Q(3l )):K(3l) and
NG(T )= T .
(ii) [6, Lemma 2.3 (d)(iii)] If T ∼= S3 or Z6, then T is conjugate to 〈(0,0,1), η〉 or
〈(0,1,0), η〉, respectively.
(iii) [6, Lemma 3.3 and (2)] If T centralises an involution u of G and T ∼= PSL(2, q),
then T is conjugate to B , where
B < CG
(〈η〉)= 〈η〉 ×B with B ∼= PSL(2, q),
and Q2 is a Sylow 3-subgroup of B . Further, NB(Q2)= Q2:〈k2〉 with 〈k〉 = K .
(iv) [6, Lemma 2.6(ii)] There exists c ∈ Ree(3) with o(c)= 7 such that if T ∼= Z7:Z6, then
T is conjugate to 〈c〉〈(0,1,0), η〉< Ree(3), and NG(T ) = T .
(v) [6, Lemma 2.6] If T ∼= Z32:Z7, then T is conjugate to 〈x, y, z〉:〈c〉 < Ree(3), where〈x, y, z〉 is a Sylow 2-subgroup of Ree(3) normalised by (0,1,0), and c is given as in
part (iv). Further, NG(T )= T :〈(0,1,0)〉.
The next lemma gives some properties of the maximal subgroup P3. For q ′ = 3l with l
dividing m, write Q2(q ′)= {(0, ξ,0) | ξ ∈ F(q ′)} and let K2(q ′) denote the subgroup of K
of order (q ′ − 1)/2.
Lemma 3.5. For P3 = 〈η〉 ×B with B ∼= PSL(2, q), the following hold:
X.G. Fang et al. / Journal of Algebra 282 (2004) 638–666 649(i) all subgroups of P3 which are isomorphic to A4 are contained in B and are conjugate
in B;
(ii) for L = Q2(q ′):K2(q ′) < P3, NG(L) = Q2(q ′):K(q ′) = L× 〈η〉.
Proof. Let C and D be subgroups of P3 isomorphic to A4. Assume that C = 〈x, y, z〉 with
o(z)= 3 and 〈x, y〉 ∼= Z22. Then z ∈ B and there is an element u ∈ 〈x, y〉# such that u ∈ B
(since if x = ηb1, y = ηb2 for some b1, b2 ∈ B , then xy = b1b2 ∈ B). Thus 〈x, y〉# =
u〈z〉 ⊂ B and hence C < B . For the same reason, D < B . Now C and D are maximal
subgroups of B ∼= PSL(2, q). Let C1 and D1 denote the Sylow 2-subgroups of C and D,
respectively. Then C1 and D1 are also Sylow 2-subgroups of B . Hence there is b ∈ B such
that Cb1 = D1. Note that C = NB(C1) and D = NB(D1). So Cb = D.
For part (ii), observe that L × 〈η〉 = NP3(L)  NG(L). We need to prove that equal-
ity holds. Let x ∈ NG(L). Since Q2(q ′)x = Q2(q ′), we have Q ∩ Qx = 1 and hence
Q∩Qx = Q. So x ∈ NG(Q) = Q:K . Since η ∈ NG(L), we may assume that x = uk
for some u ∈ Q and k ∈ K2(q). Since K2(q ′) and K2(q ′)x are conjugate in L, there is
v ∈ Q2(q ′) such that K2(q ′)x = K2(q ′)v , and hence x−1v ∈ NG(K2(q ′)) = K:〈τ 〉. It fol-
lows that x = k1τ iv for some k1 ∈K and i = 0 or 1. If i = 1, then Q∩Qx = 1, and hence
Q2(q ′)x ∩ Q2(q ′) = 1, which is a contradiction. Hence x = k1v = ku. Since K ∩ Q = 1,
we have k = k1 ∈ K2(q) and u = v ∈ Q2(q ′). We claim that k ∈ K(q ′). Since x = uk ∈
NG(L), x and hence also k normalises Q2(q ′). Now Q2(q ′) = {(0, β,0) | β ∈ F(q ′)}, and
using (4), it is not difficult to show that NK(q ′)(Q2(q ′)) = K(q ′) (noting that q = 3m with
m odd). Thus k ∈K(q ′)∩K2(q)= K2(q ′). 
4. Candidates for the stabilisers L and R
In this section, we assume that G = Ree(q), where q = 32n+1  27, m = 2n + 1, and
r2 = 3q , and we suppose that L and R are subgroups such that Cos(G,L,R) is locally
(G,2)-arc transitive. We prove that L and R are conjugate and give some structural infor-
mation about them.
Lemma 4.1. The subgroups L and R are conjugate in G and are conjugate to one of the
groups below:
(i) Zl3:Z3l−1 for some l dividing m, and if l = 1 then L ∼= S3;
(ii) Z22:Z3 ∼= A4;
(iii) PSL(2, q ′), where q ′ = 3l for some l dividing m, l > 1;
(iv) Z7:Z6  Pi with i ∈ {2,4,5};
(v) Ree(q ′), where q ′ = 3l > 3 for some l dividing m;
(vi) Ree(3)′ ∼= PSL(2,8) or Ree(3)∼= PSL(2,8):3;
(vii) Z32:Z7:Z3 (= P8) or Z32:Z7.
Proof. By Lemma 2.2, L is a proper subgroup of G such that L has a 2-transitive permu-
tation representation. Then by Lemma 3.3 and checking carefully we conclude that L is
conjugate to one of the subgroups of G given in parts (i)–(vii).
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is easy to see that if L is one of the subgroups in parts (ii), (iv), (vi), or (vii), then L is
conjugate to a subgroup of Ree(3). Hence we may assume that Lσ = L. If L is one of the
groups in parts (i), (iii), or (v), then again by Lemma 3.3 we may replace L by a conjugate
if necessary so that Lσ = L. Thus L and R are conjugate in Aut(G) if and only if they are
conjugate in G.
Consider L = Zl3:Z3l−1 for some divisor l of m with l > 1. By Lemma 3.4 we may
assume that L= Z(Q(3l )):K(3l). By Lemma 2.2 and arguing as above, R is also conjugate
to one of the groups given in parts (i)–(vii). We use the fact that L∩R is a stabiliser for the
2-transitive representations of both L and R. If R ∼= Zd3 :Z3d−1 for some divisor d of m, then
as L∩R is the stabiliser of 2-transitive representations of L and R we have Z3l−1 ∼= Z3d−1,
so d = l. Further, by Lemma 3.4 all subgroups of G isomorphic to Zl3:Z3l−1 are conjugate,
so L and R are conjugate. If R ∼= A4, then L ∩ R is isomorphic to both Z3l−1 and Z3,
which is not the case. For similar reasons, R is not a group given in parts (iii)–(vii) above.
Thus we may assume that either L= S3 or L is as in parts (ii)–(vii). Similar arguments
(using Lemmas 3.3, 3.4, and 3.2) show that R is conjugate to L. 
The next lemma follows immediately from [6, Lemmas 2.4 and 2.6] and case 1 of the
proof of Lemma 3.5. It will be used in examining the subgroups L.
Lemma 4.2. Let L be as in parts (i), (ii), (iv) or (vii) of Lemma 4.1. Then we may select a
Sylow 2-subgroup 〈a, b, η〉 of Ree(3) such that, up to conjugacy in G, one of the following
holds:
(i) If L ∼= Zl3:Z3l−1 with l a divisor of m, then L = Z(Q(3l )):K(3l) if l > 1 and L =〈(0,0,1), η〉< Ree(3) if l = 1.
(ii) If L ∼= Z22:Z3, then L = 〈a, b〉:〈(0,1,0)〉 < Ree(3), L < B < P3 with B as in
Lemma 3.4 (iii), and NG(L)= L× 〈η〉 < Ree(3) (see [6, Lemma 2.4 (b)]).
(iii) If L ∼= Z7:Z6, then L= 〈c〉:〈(0,1,0), η〉< Ree(3), where o(c)= 7, and NG(L)= L.
(iv) If L ∼= Z32:Z7, then L = 〈x, y, z〉:〈c〉 < Ree(3), where c is as in part (iii) and NG(L) =
L:〈(0,1,0)〉.
So we assume now that R = Lg for some g ∈ G such that 〈L,R〉 = G and L and R act
(by right multiplication) 2-transitively on the sets [L : L∩R] and [R : L∩R], respectively.
The latter condition is equivalent to the action by right multiplication of L and R on the
sets Γ (u) and Γ (v), respectively, where u= L, v = R, and
Γ (u)= {Rx | x ∈L}, Γ (v) = {Ly | y ∈R}. (6)
By Lemma 2.6, if there is only one conjugacy class of subgroups of L isomorphic to
L∩Lg , then we may assume that g ∈ NG(L∩Lg) and 〈L,Lg〉 = G, which is helpful in de-
termining R = Lg . We use this to determine all the connected locally (G,2)-arc transitive
graphs with G intransitive on vertices.
We will see that groups from each of the four classes of subgroups of G given in
Lemma 4.2 arise as stabiliser subgroups for locally (G,2)-arc transitive graphs. Some of
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graphs has been classified by Fang and Praeger in [6], and the classification is stated in the
following theorem, and will be used in the proof of Theorem 1.1.
Theorem 4.3 [6, Propositions 3.6 and 3.8]. Let G = Ree(q) with q = 3m  27. Then Γ is
a connected (G, s)-transitive graph of valency d , where s  2, if and only if s = 2 and Γ
is isomorphic to one of the following graphs Cos(G,L,g):
(i) d = 3e with e a divisor of m and e > 1, L = Z(Q(3e)):K(3e)∼= Ze3:Z3e−1 and g = kτ
such that if k lies in a subfield F(3l) of F(3m) then lcm{l, e} = m.
(ii) d = 3, L= 〈(0,1,0), η〉 ∼= S3 and
g ∈ B ∼= PSL(2, q), with o(g)= 2 and g /∈ Ree(q ′),
for any q ′ = 3l with l a proper divisor of m.
(iii) d = 4, L= 〈a, b〉:〈(0,1,0)〉 ∼= A4, L< Ree(3) and
g = η(0,0,ξ ′), where ξ ′ /∈ F(q ′),
for any q ′ = 3l with l a proper divisor of m.
(iv) d = 8, L= 〈x, y, z〉:〈c〉 ∼= Z32:Z7 with L< Ree(3) and L(0,1,0) = L. Further, 7 divides
q + δr + 1, where δ = 1 or −1, and if 〈xδ〉 ∼= Zq+δr+1 contains c, then
g = hη, h ∈ 〈xδ〉, and o(h)  q ′ + δr ′ + 1,
whenever q ′ = 3l and r ′2 = 3q ′ for l a proper divisor of m.
For each Γ , the element g given above is an involution, and AutΓ is known explicitly.
Moreover G AutΓ , and either AutΓ = G, or d = 3e and AutΓ = G.Zl for some l | m.
5. Three families of locally 2-arc transitive graphs
In this section we construct three families of locally 2-arc transitive graphs admitting
the simple groups G= Ree(q), which are vertex-intransitive and regular, and have valency
4, 7, or 8. However, the proof of their vertex intransitivity will be deferred until Section 7.
5.1. A family of locally 2-arc transitive graphs of valency 4
These graphs come from subgroups of G given in Lemma 4.2(ii) which are isomorphic
to A4. Let
L= 〈a, b, (0,1,0)〉< Ree(3) such that L ∼= A4 and g = (0, ξ, ξ ′),
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Γ = Cos(G,L,Lg).
Lemma 5.1. Using the notation defined above, we have
(i) Γ is a regular locally (G,2)-arc transitive graph of valency 4;
(ii) g centralizes L∩Lg , 〈L,Lg〉 = G, and so Γ is connected;
(iii) there exists no involution in G interchanging L and Lg by conjugation.
Proof. By the definition, we have L ∼= Lg ∼= A4 and L ∩ Lg = 〈(0,1,0)〉 ∼= Z3. Thus
|L : L∩Lg | = |Lg : L∩Lg | = 4, and so Γ is regular of valency 4. Further, by Lemma 2.2,
Γ is locally (G,2)-arc transitive, as in part (i).
Now we prove part (ii). Clearly, g centralises L ∩Lg . Set W = 〈L,Lg〉. We claim that
W = G. If this is not the case, then by Lemma 3.3 either W is conjugate to a subgroup of
Pi with i ∈ {2,3,7,8} or W = Ree(3l)f with l properly dividing m, for some f ∈ G.
Suppose first that W is conjugate to a subgroup of P2 ∼= (Z22 × D(q+1)/2):Z3. Then
W NG
(〈a′, b′〉)∼= (Z22 × D(q+1)/2
):Z3,
where 〈a′, b′〉 ∼= Z22. Since a Sylow 2-subgroup of P2 has order 8, 〈a, b〉∩〈a′, b′〉 = 1. Since
(0,1,0) ∈ W  NG(〈a′, b′〉) and since 〈(0,1,0)〉 acts transitively on 〈a, b〉#, it follows
that 〈a, b〉 = 〈a′, b′〉. The same argument proves that 〈ag, bg〉 = 〈a, b〉, so g = (0, ξ, ξ ′) ∈
NG(〈a, b〉). Hence P2 contains a subgroup conjugate to 〈(0,1,0), (0, ξ, ξ ′)〉 ∼= Z23, which
is a contradiction.
Suppose next that W is conjugate to a subgroup of P8 ∼= Z32:Z7:Z3. Then, since P8
has a unique Sylow 2-subgroup of order 8, it follows that 〈a, b〉 ∩ 〈a, b〉g = 1. A similar
argument to that above shows that 〈a, b〉 = 〈a, b〉g, so g ∈ NG(〈a, b〉), and W is isomorphic
to a subgroup of P2, which is not possible.
Suppose now that W is conjugate to a subgroup of P3 = 〈η〉 × B ∼= Z2 × PSL(2, q).
Then there is f ∈ G such that W  Pf3 . Since L < P3 we have both L and Lf con-
tained in Pf3 . By Lemma 3.5(i), L and Lf are contained in Bf and are conjugate in Bf .
Then by Lemma 2.7(i), f ∈ BNG(L). Since NG(L) = L × 〈η〉 < P3, we have f ∈ P3,
and so W  P3. Now L and Lg are subgroups of P3 and a similar argument, using
Lemma 2.7(ii), shows that g ∈ NG(L)P3 = P3 (since NG(L) = L × 〈η〉 < P3). Hence
〈Q2, g〉 is a 3-subgroup of P3 properly containing Q2, which is impossible since Q2 is a
Sylow 3-subgroup of P3. So W  P3.
Suppose next that W is conjugate to a subgroup of Ree(3) ∼= PSL(2,8):Z3. Then
there is f ∈ G such that W  Ree(3)f . Since L < Ree(3) and since Ree(3) contains
only one conjugacy class of subgroups A4, the argument of the previous paragraph gives
f ∈ Ree(3)NG(L) = Ree(3). Thus W  Ree(3) and Lemma 2.7(ii) applied to L and Lg
gives g ∈ NG(L)Ree(3). This is a contradiction since g = (0, ξ, ξ ′) with ξ /∈ F(3).
Suppose finally that W = Ree(q ′)f where q ′ = 3l with l dividing m and l > 1. We claim
first that f ∈ Ree(q ′). Since L < Ree(3), both L and Lf are subgroups of Ree(q ′)f , and
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Ree(q ′)NG(L) = Ree(q ′) and so W = Ree(q ′). Now L and Lg are subgroups of Ree(q ′),
and so the usual argument gives g ∈ Ree(q ′). Thus {ξ, ξ ′} ⊂ F(q ′). However this is not true
for any q ′ < q and hence q ′ = q , that is, W = G.
Therefore, 〈L,Lg〉 = G, and by Lemma 2.2, Γ = Cos(G,L,Lg) is connected.
Finally, we prove part (iii). Suppose that there exists an involution f ∈ G such that f
interchanges L and Lg by conjugation. Then f normalises L ∩ Lg = 〈(0,1,0)〉. Since
(0,1,0) and (0,1,0)−1 are not conjugate in G, f ∈ CG((0,1,0)) = Q′:〈η〉 and hence
f = ηh for some h ∈Q′, where
Q′ = {(0, β, γ ) ∣∣ β,γ ∈ F(q)}= Q2 × Z(Q).
Since Q2 centralises η, we may assume that h = (0,0, γ ) ∈ Z(Q). Now Lgf = Lf 2 = L,
so gf ∈ NG(L)= L:〈η〉 and it follows from formula (5) (and (2)) that
gf η = (0, ξ, ξ ′)(0,0, γ )−1η(0,0, γ )η = (0, ξ, ξ ′ − 2γ ) ∈ NG(L).
Now T := 〈(0,1,0), (0, ξ, γ − 2ξ ′)〉 is a 3-subgroup contained in NG(L). Since 〈(0,1,0)〉
is a Sylow 3-subgroup of NG(L) ∼= A4, (0, ξ, ξ ′ − 2γ ) ∈ 〈(0,1,0)〉. From this it follows
that ξ ∈ F(3), which is a contradiction. Therefore, there is no involution in G interchanging
L and Lg , as in part (iii). 
5.2. A family of locally 2-arc transitive graphs of valency 7
These graphs come from subgroups of G given in Lemma 4.2(iii) which are isomorphic
to Z7:Z6. Note that 7 divides q3 +1 and moreover 7 divides exactly one of q +1, q + r +1
and q − r + 1. Let
L = 〈c〉:〈(0,1,0), η〉< Ree(3) and g = (0, β,0) ∈ CG(〈(0,1,0), η〉),
where 〈c〉 ∼= Z7, and β /∈ F(3l ) for any a proper divisor l of m. Then set
Γ = Cos(G,L,Lg).
Lemma 5.2. Using the notation defined above, we have
(i) Γ is a regular locally (G,2)-arc transitive graph of valency 7;
(ii) g centralizes L∩Lg , 〈L,Lg〉 = G, and so Γ is connected;
(iii) there exists no involution in G interchanging L and Lg by conjugation.
Proof. By the definition, L ∼= Lg ∼= Z7:Z6 and L ∩ Lg ∼= Z6. Thus |L : L ∩ Lg | = |Lg :
L∩Lg | = 7, and so Γ is regular and has valency 7. Moreover, by Lemma 2.2, Γ is locally
(G,2)-arc transitive, as in part (i).
Next we prove part (ii). Clearly, g centralises L ∩ Lg . Set W = 〈L,Lg〉. For j =
1,2,3,7,8, Pj has no subgroup Z7:Z6, and hence W is not contained in a conjugate
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g /∈ NG(〈c〉) and hence W  Pi for i = 2, 4 or 5. Thus by Lemma 3.3, W = Ree(q ′)f ,
for some element f ∈ G, where q ′ = 3l with l dividing m. Now L and Lf are subgroups
of Ree(q ′)f isomorphic to Z7:Z6 and so are conjugate in Ree(q ′)f (see Lemma 3.4(iv)).
By Lemma 2.7(i), f ∈ Ree(q ′)NG(L). By Lemma 3.4(iv), NG(L) = L < Ree(3). So f ∈
Ree(q ′), that is, W = Ree(q ′). Now L and Lg are conjugate subgroups of W = Ree(q ′), so
by Lemma 2.7(ii), g ∈ NG(L)Ree(q ′) = Ree(q ′). From the conditions on g we conclude
that q ′ = q and so W = G. Hence by Lemma 2.2, Γ = Cos(G,L,Lg) is connected, as in
part (ii).
Finally, we prove part (iii). Suppose that there exists an involution f ∈ G such that
Lf = Lg and Lgf = L. Then f normalises L ∩ Lg ∼= Z6. By [6, Lemma 2.3(b)(iii)], we
have f ∈ L∩Lg < L. Hence Lf = L, which is a contradiction. 
5.3. A family of locally (G,2)-arc transitive graphs of valency 8
This third family of graphs comes from subgroups of G given in Lemma 4.2(iv) which
are isomorphic to Z32:Z7. Suppose that q = 32n+1 with n ≡ 1 (mod 3) so that 7 divides
q2 − q + 1, and let δ = 1 or −1 be such that 7 divides q + δr + 1. Let 〈xδ〉 < G with
〈xδ〉 ∼= Zq+δr+1. Let
L = 〈x, y, z〉:〈c〉< Ree(3) such that L ∼= Z32:Z7 and c ∈ 〈xδ〉;
g ∈ 〈xδ〉 such that if l is a proper divisor of 2n+ 1, and r ′2 = 3q ′ = 3l+1,
then o(g)  q ′ + δr ′ + 1.
Set Γ = Cos(G,L,Lg).
Lemma 5.3. Using the notation defined above, we have
(i) Γ is a regular locally (G,2)-arc transitive graph of valency 8;
(ii) g centralizes L∩Lg , 〈L,Lg〉 = G, and so Γ is connected;
(iii) there exists no involution in G interchanging L and Lg by conjugation.
Proof. By the definition, L ∼= Lg ∼= Z32:Z7 and L ∩ Lg ∼= Z7. Thus |L : L ∩ Lg | = |Lg :
L∩Lg | = 8, and so Γ is regular and has valency 8. Moreover, by Lemma 2.2, Γ is locally
(G,2)-arc transitive, as in part (i).
Set W = 〈L,Lg〉. Now Pi has no subgroup Z32:Z7 for i ∈ {1,2,3,4,5}. If W is con-jugate to a subgroup of P8 then Lg = L which is not the case. If W is conjugate to a
subgroup of P7 = Ree(3)′ then we must have W = (Ree(3)′)u for some u ∈ G. Hence by
Lemma 3.3, we have W = Ree(q ′)u or (Ree(3)′)u, for some u ∈G and q ′ = 3l with l divid-
ing m. Since L and Lu are conjugate subgroups of Ree(q ′)u, we have u ∈ Ree(q ′)NG(L)
by Lemma 2.7(i). Since NG(L) = P8 < Ree(3), u ∈ Ree(q ′) and so W = Ree(q ′) or
Ree(3)′. Then we consider conjugate subgroups L and Lg of Ree(q ′)′. By Lemma 2.7(ii),
g ∈ NG(L)Ree(q ′) = Ree(q ′). From the conditions on g we conclude that q ′ = q and so
W = G. Hence Cos(G,L,Lg) is connected, as in part (ii).
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that this is not the case. Then there exists some involution f ∈ G such that Lf = Lg and
Lgf = L. From this we conclude gf ∈ NG(L) = L:〈(0,1,0)〉. Hence o(gf ) ∈ {2,3,6,7}.
On the other hand, since f normalises M := L ∩ Lg , f ∈ NG(M) = 〈xδ〉:〈(0,1,0), η〉. In
particular, f normalises 〈g〉 since g ∈ 〈xδ〉. Now gf ∈ 〈xδ〉:〈f 〉 and |〈xδ〉:〈f 〉| = 2(q +
δr + 1). Since gf /∈ 〈xδ〉 it follows that o(gf ) is even, so o(gf ) is 2 or 6. If o(gf ) = 2,
then gf ∈ N , where N = 〈x, y, z〉 ∼= Z32 is the Sylow 2-subgroup of P8. Without loss of
generality, we may assume that gf = x . Note that gf normalises M , so [gf,M] ⊆ M .
Also gf ∈ N and N is normalized by M , so [gf,M] ⊆ N . Thus [gf,M] ⊆ M ∩ N = 1,
which contradicts the fact that M acts transitively on N# by conjugation. If o(gf ) = 6,
then (gf )3 is an involution of NG(L) = P8. Thus we may assume that x = (gf )3. Since
gf normalises M = L ∩ Lg , x normalises M . This leads to a contradiction as in the case
o(gf )= 2, proving part (iii). 
6. The locally (Ree(q),2)-arc transitive graphs
In this section, we show that each locally (Ree(q),2)-arc transitive graph is among
the ones constructed before, that is, either it is the standard double cover of a (G,2)-arc
transitive graph, or is one of the graphs constructed in Section 5.
Now let Γ be a connected locally (G,2)-arc transitive graph. Then by Lemma 2.3, we
may identify Γ with Cos(G,L,R) for some subgroups L and R of G, and further by
Lemma 4.1, L and R are conjugate, and L is one of the subgroups listed in Lemma 4.1,
that is,
Γ = Cos(G,L,Lg), for some element g ∈G.
We analyse the 7 types of subgroups listed in Lemma 4.1 one by one.
Lemma 6.1. If L ∼= Zl3:Z3l−1 as in Lemma 4.1(i), then Γ is a standard double cover of a
graph satisfying Theorem 4.3(i) or (ii).
Proof. By Lemma 4.2(i) and since L acts 2-transitively on [L : L ∩ Lg] by right multi-
plication, L = Z(Q(3l )):K(3l), where q ′ = 3l with l dividing m, and L ∩ Lg = K(3l),
or L = 〈(0,0,1), η〉 and L ∩ Lg = 〈η〉 which we shall write as K(3). Since all sub-
groups of L isomorphic to K(3l) are conjugate in L, by Lemma 2.6 we may assume that
g ∈ NG(K(3l)).
Suppose first that l > 1. Now L ∩ Lg = K(3l ) with |K(3l)| = 3l − 1 > 2. Then it fol-
lows from Lemma 3.3 that g ∈ NG(K(3l)) = K:〈τ 〉 ∼= D2(q−1). Now K:〈τ 〉 = K ∪ Kτ .
If g ∈ K , then 〈L,Lg〉  Q:K = G. So g ∈ Kτ and hence g is an involution. More-
over, if there is a proper divisor d of m with lcm{l, d} = m such that g ∈ K(3d)τ , then
〈L,Lg〉 Ree(q ′) = G where q ′ = 3lcm{l,d}, which is not the case. Hence L and g are as
in Theorem 4.3(i), and by Lemma 2.5, Γ = Cos(G,L,Lg) is the standard double cover of
the (G,2)-arc transitive graph Cos(G,L,g).
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g ∈ CG(η). By Lemma 3.4(iii), CG(η) = 〈η〉 × B with B ∼= PSL(2, q), Q2 is a Sylow 3-
subgroup of B , and NB(Q2)= Q2:K2, where |K : K2| = 2, that is, |K2| = (q−1)/2. Let I
denote the set of involutions of B . Then |I | = q(q−1)/2 since the centraliser of an involu-
tion in B is isomorphic to Dq+1. Further, for any two distinct u1, u2 ∈ I , if Q2u1 = Q2u2,
then u1u2 ∈ Q#2 and so o(u1u2) = 3. Hence 〈u1, u2〉 ∼= D6 ∼= S3. However B does not
contain a subgroup isomorphic to S3, see, for example, [6, Lemma 2.4(c)]. So I yields
q(q − 1)/2 distinct cosets of Q2 in B . Set
Ω1 =
⋃
u∈I
Q2u, Ω2 =
⋃
v∈K2
Q2v.
Since NB(Q2) = Q2:K2, Ω2 contains (q − 1)/2 distinct cosets of Q2 in B . Further, if
Ω1 ∩ Ω2 = ∅, then there exist u ∈ I and v ∈ K2 such that Q2u = Q2v. It follows that
u ∈ Q2:K2, but this group has odd order (since |K : K2| = 2). So Ω1 ∩ Ω2 = ∅. Since
|B : Q2| = (q2 − 1)/2, it follows that
B = Ω1 ∪Ω2.
If g ∈ Ω2, then since Q2 centralises L, 〈L,Lg〉  Q:K = G, which is impossible. So
g ∈Ω1, and hence there is an involution f of B and (0, β,0) ∈Q2 such that g = (0, β,0)f .
Note that Lg = Lf . Thus we may assume that g = f is an involution of B . If g ∈ Ree(q ′),
for some q ′ = 3l with l a proper divisor of m, then 〈L,Lg〉 Ree(q ′) (since L< Ree(3)
Ree(q ′)), which is not the case. So g /∈ Ree(q ′), for any q ′ = 3d with d a proper divisor
of m. Thus L and g are as in Theorem 4.3(ii), and by Lemma 2.5, Γ is a standard double
cover of the (G,2)-arc transitive graph Cos(G,L,g). 
Lemma 6.2. If L∼= A4 is as in Lemma 4.1(ii), then Γ is of valency 4, and further either Γ
is isomorphic to the graph Cos(G,L,Lg) constructed in Section 5.1, or Γ is a standard
double cover of a graph satisfying Theorem 4.3(iii).
Proof. By Lemma 4.2(ii), we may assume that
L = 〈a, b, (0,1,0)〉<L× 〈η〉 = NG(L) < Ree(3),
and L < P3. Now L ∩ Lg = 〈(0,1,0)〉. Since all subgroups of L of order 3 are con-
jugate in L, by Lemma 2.6 we may choose g ∈ NG(〈(0,1,0)〉). Note that (0,1,0) and
(0,1,0)−1 = (0,−1,0) are not conjugate in G. Thus
NG
(〈
(0,1,0)
〉)= CG(〈(0,1,0)〉)= Q′:〈η〉,
where Q′ = {(0, β, γ ) | β,γ ∈ F(q)}. Since η centralises L, we may assume further that
g ∈Q′, say
g = (0, β, γ ).
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γ = 0. Moreover, if there is a proper subfield F(q ′) of F(q) such that {β,γ } ⊂ F(q ′),
then g ∈ Ree(q ′), and hence L < Ree(3) Ree(q ′), so 〈L,Lg〉  Ree(q ′) = G, which is
not the case. So {β,γ } ⊂ F(q ′), for any q ′ = q . Note that (0,1,0) ∈ L and (0, β, γ ) =
(0, β,0)(0,0, γ ). Replacing g by (0,±1,0)g we may assume further that β = 0 or β /∈
F(3).
If β /∈ F(3), then Γ = Cos(G,L,Lg) is as constructed in Section 5.1. Thus we assume
that β = 0, that is, g = (0,0, γ ) ∈ Z(Q) with γ /∈ F(q ′), for any q ′ = 3l with l a proper
divisor of m. Let f = ηg−1 . Then f is an involution of G given as in Theorem 4.3(iii).
Note that Lη = L and gη = g−1 by (6). Thus
Lf = (Lη)f = Lηgηg−1 = Lg−2 = Lg.
Hence Γ = Cos(G,L,Lg) = Cos(G,L,Lf ). Replacing g by f , we have that L and g are
as in Theorem 4.3(iii), and by Lemma 2.5, Γ = Cos(G,L,Lg) is a standard double cover
of the (G,2)-arc transitive graph Cos(G,L,g). 
Lemma 6.3. If L ∼= PSL(2, q ′) satisfies Lemma 4.1(iii), then there are no possibilities
for Γ .
Proof. Here L ∼= PSL(2, q ′) where q ′ = 3l for some l dividing m, with l > 1. By
Lemma 3.3, we may assume that
L<B < CG
(〈η〉)= 〈η〉 ×B, with B ∼= PSL(2, q).
The valency of Γ is q ′ + 1, and L∩Lg = Q2(q ′):K2(q ′)∼= Zl3:Z(3l−1)/2. Recall
Q2(q
′)= {(0, ξ,0) | ξ ∈ F(q ′)},
and K2(q ′) is a subgroup of K of order (q ′ −1)/2 (see Lemma 3.5). Since all subgroups of
PSL(2, q ′) isomorphic to Zl3:Z(3l−1)/2 are conjugate in L, we may assume that g ∈ NG(L∩
Lg) by Lemma 2.6. On the other hand, NG(L ∩Lg) = (L ∩Lg)× 〈η〉 by Lemma 3.5(ii).
Thus g ∈ CG(〈η〉) and hence 〈L,Lg〉CG(〈η〉) = G, which is a contradiction. 
Lemma 6.4. If L ∼= Z7:Z6 is as in Lemma 4.1(iv), then Γ is isomorphic to the graph
Cos(G,L,Lg) constructed in Section 5.2.
Proof. Here L = Z7:Z6  Pi where i = 2,4 or 5. By Lemmas 4.2(iii) and 2.6 we may
assume that
L= 〈c〉:〈(0,1,0), η〉< Ree(3), where 〈c〉 ∼= Z7,
and NG(L) = L. Since L acts 2-transitively on [L : L ∩ Lg] by right multiplication, we
have g ∈ NG(〈(0,1,0), η〉). Now
NG
(〈
(0,1,0), η
〉)= CG(η)∩ NG(〈(0,1,0)〉)= Q2:〈η〉,
658 X.G. Fang et al. / Journal of Algebra 282 (2004) 638–666so g ∈ Q2:〈η〉. Since η ∈L, we may assume further that g ∈ Q2. Thus
g = (0, β,0)
for some element β ∈ F(q). If there is a proper subfield F(q ′) containing β , then 〈L,Lg〉
Ree(q ′), which is a contradiction. Hence β /∈ F(q ′), for any q ′ = 3l with l a proper divisor
of m. By Lemma 5.2, Γ is isomorphic to the graph Cos(G,L,Lg) constructed in Sec-
tion 5.2. 
Lemma 6.5. If L ∼= Ree(3l) is as in Lemma 4.1(v) or (vi), then there are no possibilities
for Γ .
Proof. Suppose first that L= Ree(q ′), where q ′ = 3l , l is a proper divisor of m, and Γ has
valency d = (q ′)3 +1. Then L∩R = Q(q ′):K(q ′) as in Lemma 3.3(i). Since all subgroups
of L isomorphic to Q(q ′):K(q ′) are conjugate in L, by Lemma 2.6, we may assume that
g ∈ NG(Q(q ′):K(q ′)). If q ′ > 3 then by Lemma 3.4(i), Q(q ′):K(q ′) is self-normalising
in G, so g ∈ Q(q ′):K(q ′) < L. Therefore, 〈L,Lg〉 = G, which is a contradiction. Hence
q ′ = 3.
If L = Ree(3)′ ∼= PSL(2,8), or L = Ree(3) = PSL(2,8):Z3, and the valency d = 9,
then L ∩ Lg ∼= Z32:Z7 or Z32:Z7:Z3. A similar argument to the above shows that
g ∈ NG(L∩Lg). Further, by Lemma 3.3, NG(L∩Lg) is a subgroup of Ree(3) isomorphic
to P8. Thus 〈L,Lg〉 Ree(3) = G, which is a contradiction.
Finally, we consider L = Ree(3) ∼= PSL(2,8):3, in the case where the valency d = 28.
Then by [1], L ∩ Lg ∼= Z9:Z6, for some g ∈ G. Further we may assume L ∩ Lg =
〈x〉:〈(0,1,0), η〉 with o(x) = 9. Set D = 〈x, (0,1,0)〉. Then D is a Sylow 3-subgroup
of L ∩ Lg and L ∩ Lg = D:〈η〉. Since (0,1,0) ∈ Q ∩ (L ∩ Lg), D ∩ Q = 1 and hence
D < Q. So x ∈ Q and hence x3 ∈ Z(Q). Write x3 = (0,0, ξ), for some ξ ∈ F(q). Now
we determine g. Arguing as before we have g ∈ NG(D:〈η〉). Since Dg = D, we have
Q ∩ Qg = 1 and hence Q ∩ Qg = Q. Thus g ∈ NG(Q) = QK . Write g = uk, for some
u ∈ Q and k ∈ K . Note that (D′)g = D′ and D′ = {h3 | h ∈ D}. So D′ = 〈x3〉 and hence
〈x3〉g = 〈x3〉. Since both g and u normalise 〈x3〉 and g = uk, k normalises 〈x3〉. Note
that K acts regularly on Z(Q)#. Thus (x3)k is either x3 or x−3. In the former case, k = 1
and in the latter case, k = η. Thus k ∈ 〈η〉. Since η ∈ L = Ree(3), we may assume further
that k = 1 and hence g ∈ Q. Since 〈η〉 and 〈η〉g are Sylow 2-subgroup of L ∩ R, there is
some y ∈ D such that 〈η〉g = 〈η〉y . Note that (0,1,0) ∈ D and η(0,1,0) = η. Thus we may
assume that y ∈ 〈x〉. Now gy−1 ∈ CQ(η). Then by [6, Lemma 2.1(d)], g = y(0, ξ ′,0) for
some ξ ′ ∈ F(q). Note that y ∈ 〈x〉 < L ∩ Lg . So we may assume that g = (0, ξ ′,0). Set
E = 〈g, (0,1,0)〉, which is a subgroup of Q2 normalising 〈x〉. Further, by Lemma 3.2(iii),
E ∩ CG(〈x〉) = 1 and hence E is isomorphic to a subgroup of Aut(Z9). This is impossible
since Aut(Z9)∼= Z6. This completes the proof. 
Lemma 6.6. If L ∼= Z32:Z7 or Z32:Z7:Z3 is as in Lemma 4.1(vii), then L ∼= Z32:Z7, Γ has
valency 8, and further, either Γ is a standard double cover of a graph satisfying Theo-
rem 4.3(iv), or Γ is isomorphic to the graph Cos(G,L,Lg) constructed in Section 5.3.
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〈x, y, z〉:〈c〉 L 〈x, y, z〉:〈c〉:〈(0,1,0)〉< Ree(3),
where 〈x, y, z〉 is a Sylow 2-subgroup of L, o(c) = 7, and 〈c〉 is normalised by
〈(0,1,0), η〉. Set N = 〈x, y, z〉, M = 〈c〉 and H = 〈(0,1,0)〉.
Suppose first that L ∼= P8. Then L ∩ Lg = M :H ∼= Z7:Z3 and by Lemma 2.6, we may
assume that g ∈ NG(L ∩ Lg). By [6, Lemma 2.6(ii)], NG(L ∩ Lg) = (L ∩Lg):〈η〉. Since
η ∈ Ree(3), g ∈ Ree(3). Thus 〈L,Lg〉 Ree(3) = G, which is not the case. So
L = N :M ∼= Z32:Z7,
and by Lemma 2.6, we may assume that g ∈ NG(M). There is exactly one i ∈ {2,4,5}
such that |Pi | is divisible by 7. From this and Lemma 3.3 it follows that NG(L∩Lg)∼= Pi ,
for some i ∈ {2,4,5}. If i = 2, by [6, Lemma 2.6(i)], a Sylow 2-subgroup of L must
contain η. So we may assume z = η. On the other hand, we have Mη = M , and hence
[η,M] ⊆ M ∩ N = 1, so M is not transitive on N# acting by conjugation, which is a
contradiction. So i = 4 or 5, and 7 divides q + δr + 1 with δ = 1 or −1. Let xδ denote
a generator of the cyclic subgroup of G of order q + δr + 1 such that c ∈ 〈xδ〉. Now
g ∈ NG(〈xδ〉) = 〈xδ〉:〈(0,1,0), η〉. Since (0,1,0) normalises L we may assume further
that g ∈ 〈xδ〉:〈η〉. Thus
g = aηj for some a ∈ 〈xδ〉 and j = 0 or 1.
If o(a) divides q ′ + δr ′ + 1, for some q ′ = 3l , r ′2 = 3q ′ with l a proper divisor of m, then
g ∈ Ree(q ′) and hence 〈L,Lg〉 Ree(q ′) = G. Thus o(a)  (q ′ + δr ′ + 1), for any q ′ = q ,
where q ′ = 3l with l | m. If g = aη, then g is an involution of G which interchanges L and
Lg , and L and g are as in Theorem 4.3(iv). Hence Γ is a standard cover of Cos(G,L,g)
by Lemma 2.5. On the other hand, if j = 0, then
g = a ∈ 〈xδ〉.
So L and g are as in Section 5.3, and the graph Γ = Cos(G,L,Lg) is as constructed in
Section 5.3. 
7. Proof of Theorem 1.1
In this section we will complete the proof of Theorem 1.1. By the results of Sec-
tion 6 and Theorem 4.3, the following proposition holds, characterising the possible locally
(Ree(q),2)-arc transitive graphs.
Proposition 7.1. Let G = Ree(q) with q = 3m  27, and let Γ be a connected locally
(G,2)-arc transitive graph. Then Γ is regular of valency d , and one of the following holds,
where v ∈ VΓ :
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(ii) Γ is one of the graphs constructed in Section 5.
Moreover, the pair {d,Gv} of the valency and the vertex stabilizer is one of {3, S3},
{4, A4}, {7, Z7:Z6}, {8, Z32:Z7}, or {3l, Zl3:Z3l−1} with l > 1. In particular, the abstract
structure of Gv is uniquely determined by the valency d .
For the rest of this section let G,Γ be as in Proposition 7.1. Recall (see Theorem 4.3)
that the (G,2)-arc transitive graphs Γ0 are explicitly known and in particular G AutΓ0.
Thus if Γ is a standard double cover of a (G,2)-arc transitive graph, then by Lemma 2.5,
G AutΓ and so Theorem 1.1(i) holds. Thus we may assume that
Γ = Cos(G,L,Lg)
is as constructed in Section 5. Then Γ has valency
val(Γ )= d = 4, 7, or 8.
From now on, we write A = AutΓ . Let v = L ∈ VΓ , and let ∆ = [G : L] and ∆′ =
[G : Lg]. Then ∆ is the G-orbit containing v. Let A+ = A∆ = A∆′ . By Lemma 2.1, each
prime divisor of |Av| is at most 7, and by Lemma 3.1, q − 1 is divisible by a prime greater
than 7. Thus G is not a {2,3,5,7}-group, and we have the following statement.
Lemma 7.2. The size |∆| is not a prime-power and does not divide the order |Av|.
The next lemma shows that A+ is an almost simple group and is quasiprimitive on ∆.
Lemma 7.3. Assume that G  X  A+. Then X is an almost simple group, and acts
quasiprimitively on both ∆ and ∆′, and G soc(X).
Proof. Suppose that X has a non-trivial normal subgroup N which is intransitive on ∆.
Let Y = NG. Then Γ is locally (Y,2)-arc transitive. Since G is transitive on ∆ and N is
intransitive on ∆, G  N . It follows since G is simple that G ∩ N = 1, and Y = N :G =
GYv . Thus |Av| is divisible by |N | = |Y |/|G|. Now |∆′| = |∆| and so by Lemma 7.2,
we conclude that |∆| does not divide |N | and that N has more than two orbits on each
of ∆ and ∆′. Then by [7, Theorem 1.1], the quotient graph ΓN induced by N is locally
(Y/N,2)-arc transitive and is regular of valency equal to d . Since Y/N ∼= G, the graph ΓN
is a locally (G,2)-arc transitive graph. Since N is non-trivial, N acts non-trivially on ∆ or
on ∆′. Thus, as (by Proposition 7.1) ΓN is regular, N acts non-trivially on both ∆ and ∆′.
For an edge (u, v) ∈EΓ , let B = uN and C = vN . Then GB >Gu and GC >Gv , which is
a contradiction to Proposition 7.1(ii) since the vertex stabiliser Gv is uniquely determined
by d . Therefore, each non-trivial normal subgroup of X is transitive on both ∆ and ∆′, that
is, X is quasiprimitive on both ∆ and ∆′.
Now let N be a minimal normal subgroup of X, and let Y = NG. Then N is transitive
on ∆ and also on ∆′, and so Y = NYv = GYv . By Lemma 7.2, |∆| is not a prime-power, so
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|∆| divides |N | = |Y |/|G|, which divides |Yv|, contradicting Lemma 7.2. Thus GN , and
N = GNv . Suppose that N = T l for some integer l  2 and some simple group T . Then
it follows that G is isomorphic to a subgroup of T . Thus |G| divides |T |, and |T | divides
|T |2/|G| which divides |Nv|. So |G| divides |Av|, which is a contradiction to Lemma 7.2.
Hence N = T is a simple group, and X is almost simple. 
The following lemma shows that the group G is quite close to the full automorphism
group AutΓ .
Lemma 7.4. The group G is normal in A = AutΓ .
Proof. Let T = soc(A+), and let Y = NT (G). By Lemma 7.3, T is nonabelian simple,
and G T . Suppose that G = T . Then as T is simple, Y = T , so there exists a subgroup
M of T such that Y is a maximal proper subgroup of M , that is, Y <max M  T . By
Lemma 7.3, M is an almost simple group with socle S say and M acts quasiprimitively
on ∆. Also by Lemma 7.3, G  S and since Y = M we have G < S. In particular, G is
not normal in S and so S  Y . Let B be a non-trivial M-invariant partition of ∆ such that
M acts primitively on B. Then Y is transitive on B, MB is a maximal subgroup of M ,
and M = YMB , where B ∈ B. Now S is transitive on ∆. Thus S is transitive on B, and so
S  MB . Therefore, M = YMB is a maximal factorisation of the almost simple group M ,
and the triple (M,Y,MB) is classified in [12]. Noting that soc(Y ) = G = Ree(q), the
triple (M,Y,MB) is listed in [12, Table 5] or satisfies [12, Theorem D]. Hence one of
the following holds:
(a) S = G2(q) with SL3(q)MB ∩ S  SL3(q).2;
(b) S = An with n  5 such that An−k  MB  Sn−k × Sk and G = Ree(q) is k-
homogeneous, for some k  5.
Consider first case (b). Since G = Ree(q) has no k-homogeneous representation for k  3,
we have k = 1 or 2. Also n q3 + 1, the minimal index of proper subgroups of G. Then
|Av| is divisible by a prime p > 7, which is impossible by Lemma 2.1. Thus case (b) does
not occur, so S = G2(q). By Lemma 7.3, G< S, and so S = GSv . Now
|S| = q6(q6 − 1)(q2 − 1)= |G|q3(q3 − 1)(q + 1).
Thus |Sv| is divisible by |S|/|G| = q3(q3 − 1)(q + 1) and hence by q − 1. Since q − 1
has a prime divisor p > 7 by Lemma 3.1, |Sv| is divisible by p, which is impossible by
Lemma 2.1. Therefore, G= T , and G is normal in A+. Since G is nonabelian simple and
A+ is a subgroup of A of index at most 2, we conclude that G is normal in A. 
The next lemma shows that Γ is not vertex-transitive.
Lemma 7.5. The full automorphism group A = AutΓ is not transitive on VΓ , and G 
A Aut(G).
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exists a 2-element a ∈A such that a interchanges v and w, where v and w are the vertices
of Γ corresponding L and Lg , respectively. Then a2 ∈ A+. By Lemma 7.3, A+ is almost
simple. So A+  Aut(G) and in particular |A+ : G| is odd. Since a2 is a 2-element, it
follows that a2 ∈ G. Let H = 〈G,a〉. Then |H | = 2|G| and as |Out(G)| is odd it follows
that H = G × 〈h〉 ∼= G × Z2. Thus a = bf where f is a 2-element in G. Since a Sylow
2-subgroup of G is elementary abelian, f has order at most 2. Now Γ is also (H,2)-arc
transitive. Since a does not centralize L, it follows that f has order 2. The graph Γ can be
represented as Γ = Cos(H,L,a), see (1). Further, L= Gv = Hv , and
Lg = Ggv = Gw = Hw = Hav = La = Lbf = Lf .
Thus f is an involution of G interchanging L and Lg , which contradicts Lemmas 5.1, 5.2,
or 5.3. So A is not transitive on VΓ and Γ is vertex intransitive.
Thus A = A+. Then by Lemma 7.3, A is an almost simple group, and by Lemma 7.4,
G is the socle of A. So GA Aut(G). 
Next we determine the full automorphism group A = AutΓ . As usual, for a subgroup
X  A and for a vertex u, let X[1]u be the kernel of Xu acting on Γ (u), and let XΓ (u)u be
the permutation group induced by Xu. Let v,w denote the vertices L,Lg , respectively. Let
σ be the Frobenius automorphism of G, so that Aut(G) = G:〈σ 〉. The following lemma
shows that AutΓ is very close to G.
Lemma 7.6. Assume that A = AutΓ >G. Then A = G:〈σ0〉, Av = Gv ×〈σ0〉, A[1]v = 〈σ0〉,
g normalizes Avw, and σ0 ∈ 〈σ 〉 is such that o(σ0) = p, where p = 3 if val(Γ ) = 4 or 7,
and p = 7 if val(Γ )= 8. Moreover, A[1]w = 〈σg0 〉 ∼= Zp , and Aw = Agv .
Proof. By Lemma 7.5 and since A = GAv , we have Av/Gv ∼= A/G  Out(G) ∼=
〈σ 〉 ∼= Zm. We are assuming that Γ is one of the graphs constructed in Section 5, and
for each of these graphs, Gv < Ree(3), and further by Lemma 4.2, NG(Gv) < Ree(3).
Thus, in particular, σ centralizes NG(Gv), and so Av  NA(Gv) NG(Gv) × 〈σ 〉. Since
Av ∩G= Gv , we conclude that Gv Av Gv × 〈σ 〉. Moreover, we have Gv ∼= GΓ (v)v 
A
Γ (v)
v , and AΓ (v)v is a 2-transitive permutation group. It follows that AΓ (v)v = GΓ (v)v , and
A
[1]
v = Av ∩ 〈σ 〉, which is cyclic, say A[1]v = 〈σ0〉. Thus Av = Gv × 〈σ0〉, and in particular,
Avw = Gvw × 〈σ0〉 is abelian in all cases. Since Gw = Ggv , the same argument shows that
A
[1]
w  〈σg〉 and AΓ (w)w = GΓ (w)w . So |A[1]w | = |A[1]v |, and hence A[1]w = 〈σg0 〉.
Note that σ0 has odd order. Thus if val(Γ ) = 4 or 8 then Avw is a Hall 2′-subgroup of
Av and hence all subgroups of Av isomorphic to Avw are conjugate in Av . The same con-
clusion also holds for the case where val(Γ ) = 7 since Avw = Z6 × 〈σ0〉 is the normalizer
of a Sylow 2-subgroup. Thus by Lemma 2.6 applied to A, there exists an element g′ = xg
such that x ∈ Av , g′ normalizes Avw and 〈Av,g′〉 = A. Let p be a prime such that p = 3
if Γ has valency 4 or 7, and p = 7 if Γ has valency 8. Then 〈y2p | y ∈ Avw〉 = 〈σ 2p0 〉
and hence 〈σ 2p〉 is a characteristic subgroup of Avw, and so it is normalized by g′. Since0
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by 〈Av,g′〉 = A, and so σ 2p0 = 1. Since σ0 has odd order, we conclude that σ0 is of order p.
Further, g′ normalizes Gvw = Avw ∩ G, and as g normalizes Gvw , we have that x
normalizes Gvw. Since x ∈Av , it follows that x ∈ Avw, and so g normalizes Avw. 
We next consider the three cases, that is, val(Γ )= 4, 7, or 8, separately.
Lemma 7.7. Let Γ = Cos(G,L,Lg) be a graph of valency 4 constructed in Section 5.1,
where g = (0, ξ, ξ ′) with {ξ, ξ ′} /∈ F(qm/l) for all proper divisors l of m, and ξ ′ = 0. Then
either A = G, or A = G:〈σ0〉 = G:Z3. Further, A = G:Z3 if and only if g = (0, ξ, ξ ′)
satisfies the following conditions:
(i) ξ ′ ∈ F(q0)# with q30 = q , and
(ii) ξ ∈ F(q) \ F(q0) such that ξq0 − ξ ± 1 = 0.
Proof. We use the notation defined in Section 5.1. Then Avw = 〈(0,1,0), σ0〉 ∼= Z23, and
by Lemma 7.6, Avw is normalized by g = (0, ξ, ξ ′). Since o(g) = 3, it follows that H :=
〈(0,1,0), σ0, g〉 has order 27, and so 〈(0,1,0), (0, ξ, ξ ′)〉 is normalized by σ0. Therefore,
there exist integers i, j with 0 i, j  2 such that
(
0, ξq0, ξ ′q0
)= (0, ξ, ξ ′)σ0 = (0,1,0)i(0, ξ, ξ ′)j = (0, i + jξ, jξ ′).
So ξq0 = i + jξ and ξ ′q0 = jξ ′. Since H/〈(0,1,0)〉 ∼= Z23 is abelian, σ0 commutes with g
modulo 〈(0,1,0)〉 and it follows that j = 1. Hence ξ ′q0−1 = 1, so ξ ′ ∈ F(q0). If i = 0, then
ξq0 = ξ , and it follows that {ξ, ξ ′} ⊂ F(q0), which is a contradiction. Thus i = 0, and as an
element of F(3), i = 1 or −1. So ξq0 − ξ + 1 = 0, or ξq0 − ξ − 1 = 0.
Conversely, assume that the element g = (0, ξ, ξ ′) satisfies conditions (i) and (ii). Then
gσ0 = (0, ξq0, ξ ′q0)= (0, ξ ± 1, ξ ′)= (0,±1,0)(0, ξ, ξ ′)= (0,±1,0)g.
Since (0,±1,0) ∈ L, we have that (Lg)σ0 = (g−1Lg)σ0 = g−1Lg = Lg . Since σ0 central-
izes L, by Lemma 2.2(v), we have σ0 ∈ AutΓ , and AutΓ = G:〈σ0〉 = G:Z3. 
Lemma 7.8. Let Γ = Cos(G,L,Lg) be a graph of valency 7 constructed in Section 5.2,
where g = (0, β,0) with β /∈ F(q)\F(q ′) for any proper subfield F(q ′) of F(q). Then either
A = G, or A = G.〈σ0〉 = G.Z3. Further, A = G.Z3 if and only if the element g = (0, β,0)
satisfies the equation:
βq0 − β ± 1 = 0.
Proof. We use the notation defined in Section 5.2. Then g = (0, β,0) with β not in a proper
subfield of F(q), and Gvw = 〈(0,1,0), η〉 ∼= Z6. Thus Avw = 〈(0,1,0), η, σ0〉 ∼= Z6 × Z3,
and it is normalized by g. So H := 〈(0,1,0), σ0, g〉 is a group of order 33 such that Z(H)=
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integers i, j with 0 i, j  2 such that
(
0, βq0,0
)= (0, β,0)σ0 = (0,1,0)i(0, β,0)j = (0, i + jβ,0),
where q30 = q So βq0 = i + jβ . Since H/Z(H) ∼= Z23 is abelian, σ0 commutes with g
modulo 〈(0,1,0)〉 and we have j = 1. If i = 0, then βq0 = β , so β ∈ F(q0), which is a
contradiction. Thus i = 0, and as an element of F(3), i = 1 or −1. So βq0 − β + 1 = 0, or
βq0 − β − 1 = 0.
Conversely, assume that βq0 − β ± 1 = 0. Then
gσ0 = (0, βq0,0)= (0, β ± 1,0)= (0,±1,0)(0, β,0)= (0,±1,0)g.
Since (0,±1,0) ∈ L, we have that (Lg)σ0 = (g−1Lg)σ0 = g−1Lg = Lg . Since σ0 central-
izes L, by Lemma 2.2(v), we have σ0 ∈ AutΓ , and AutΓ = G.〈σ0〉 = G.Z3. 
Remark. Let Γ = Cos(G,L,Lg) of valency 4 or 7, constructed in Sections 5.1 or 5.2,
respectively. Lemmas 7.7 and 7.8 tell us that g may be chosen such that AutΓ is bigger
than G if and only if the equation xq0 − x ± 1 = 0 has a solution in F(q) \ F(q0), where
q30 = q .
In the case where q = 33 and q0 = 3, it is easily shown that x3 − x + 1 is irre-
ducible over F(3). Let ξ be a solution of x3 − x + 1 = 0 in F(33). Then the construc-
tion in Section 5.1 applied to the element g := (0, ξ, ξ ′) with ξ ′ = 1 produces a graph
Γ = Cos(G,L,Lg) of valency 4 such that AutΓ >G, while the construction in Section 5.2
applied to the element g := (0, ξ,0) gives a graph Γ = Cos(G,L,Lg) of valency 7 such
that AutΓ >G.
The valency 8 case is a bit different from the previous two cases, and it is characterized
by a set of arithmetic conditions.
Lemma 7.9. Let Γ = Cos(G,L,Lg) be a graph of valency 8 constructed in Section 5.3.
Then either A = G, or A = G.〈σ0〉 = G.Z7. Further, A = G.Z7 if and only if the following
arithmetic conditions are satisfied:
(i) 7 | m, and q = q70 ;
(ii) o(g)= 7t .l such that 7  l, t  2, and l | (q0 + δr0 + 1), where r20 = 3q0;
(iii) q0 ≡ 1 + j7t−1 (mod 7t ), where 1 j  6.
Proof. We use the notation defined in Section 5.3. Then g ∈ 〈xδ〉Zq+δr+1 such that o(g)
does not divide q ′+δr ′ +1 for any proper subfield Fq ′ of Fq , where r ′2 = 3q ′. In particular,
g /∈ Ree(q0). Also Gvw = 〈c〉  〈xδ〉. By Lemma 7.6, Av = Gv × 〈σ0〉 ∼= (Z32:Z7) × Z7,
and Avw = 〈σ0, c〉 ∼= Z27, which is normalized by g. Since g is not in Ree(q0), g does not
centralize Avw.
Write g = hh′ where h,h′ ∈ 〈g〉, o(h) = 7t with t  0, and 7  o(h′). We claim that
h′ centralizes Avw. Note that g and hence both h and h′ normalizes Avw ∼= Z2, and the7
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follows that o(g) is coprime to 6, so also o(h′) is coprime to 6. Hence o(h′) is coprime to
|Aut(Z27)|, and so h′ centralizes Avw. In particular, σ0 centralizes h′, and so h′ ∈ Ree(q0)
and o(h′) = l divides q0 + δr0 + 1. Since g does not centralize Avw, neither does h. In
particular, 1 = h ∈ 〈xδ〉. Now the unique subgroup of 〈xδ〉 of order 7 is 〈c〉 = Gvw and
c centralizes Avw. Hence h /∈ 〈c〉 and so o(h) = 7t  72; in particular, h7t−1 ∈ 〈c〉. Now
〈h,σ0〉 ∼= Z7t :Z7 is nonabelian, and so hσ0 = h1+j7t−1 with 1 j  6, see [17, 5.3.4].
Conversely, assume that the three conditions in the lemma are satisfied. Then hσ0 =
hq0 = h1+j7t−1 = hhj7t−1 . Since hj7t−1 ∈ 〈c〉<L, we have that
(
Lg
)σ0 = ((hh′)−1L(hh′))σ0 = h′−1h−j7t−1h−1Lhhj7t−1h′ = g−1Lg = Lg.
Since σ0 centralizes L, by Lemma 2.2(v), we have σ0 ∈ AutΓ , and AutΓ = G.〈σ0〉 =
G.Z7. 
Finally, we end this section by summarizing the arguments for proving Theorem 1.1.
Proof of Theorem 1.1. Let G= Ree(q), where q = 32n+1  27, and let Γ be a connected
locally (G, s)-transitive graph where s  2. Then by Proposition 7.1, either Γ is the stan-
dard double cover of a (G,2)-arc-transitive graph, or Γ is one of the graphs constructed
in Section 5. As observed after Proposition 7.1, if Γ is the standard double cover of a
(G,2)-arc transitive graph Γ0, then G AutΓ0 and AutΓ = AutΓ0 × Z2. Since Γ0 is not
3-arc transitive, it follows that s = 2 and Theorem 1.1(i) holds. Assume that Γ is one of
the graphs constructed in Section 5. Then Γ has valency 4, 7, or 8 and satisfies part (ii)
of Theorem 1.1. Further, by Lemma 7.4, G is normal in AutΓ , and by Lemma 7.5, Γ is
a vertex-intransitive graph, as claimed in Theorem 1.1(ii). If A = G, then Γ is not locally
3-arc-transitive, so s = 2.
Assume finally that A > G. Then by Lemmas 7.6–7.9, A = G:〈σ0〉 ∼= G:Zp , where
p = 3 if val(Γ ) = 4 or 7, and p = 7 if val(Γ ) = 8. Further, by Lemma 7.6, Av = Gv ×
〈σ0〉 ∼= Gv × Zp , and A[1]v = 〈σ0〉 ∼= Zp . Using the notation introduced before Lemma 7.6,
let w ∈ Γ (v) be such that Gw = Ggv . Then by Lemma 7.6, A[1]w = 〈σg0 〉 ∼= Zp . Suppose that
A
[1]
v acts trivially on Γ (w). Then A[1]v  A[1]w , and so A[1]v = A[1]w . Since Av is transitive
on Γ (v) and normalizes A[1]v , we conclude that A[1]v = A[1]u for all u ∈ Γ (v). Since Γ is
connected, it follows that A[1]v = A[1]u for all vertices u of Γ , and hence A[1]v = 1, which
is a contradiction. Thus A[1]v acts non-trivially on Γ (w). Assume that val(Γ ) = 4 or 8.
Then A[1]v acts transitively on Γ (w) \ {v}. Similarly, A[1]w acts transitively on Γ (v) \ {w}.
It then follows that Γ is locally 3-arc transitive and hence s = 3. This completes the proof
of Theorem 1.1. 
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