Recent reports on the problem of medical error pointed
Human Factors-the SHEL model (named after the initial letters of its components' names, Software, Hardware, Environment, and Liveware)-that has been used in investigations of error in aviation. The authors use this simple model to examine and elucidate the Human Factors issues in a specific real-life example of medical error. The SHEL model is particularly useful in examining Human Factors issues in microsystems in health care such as the emergency room or the operating theatre; it argues that mismatches at the interface between the components in these health care microsystems are often conducive to medical errors. The authors propose that the SHEL model may have some unexploited potential in analyzing error and in training medical professionals about the science of Human Factors and its application to medical error. Empirical studies are needed, however, to ascertain the optimal amount of training needed to make clinically significant reductions in the occurrence of medical error.
Acad Med. 2005; 80:152-155. Thedevelopmentofthemultidisciplinary science of Human Factors has taught us a great deal about the ways in which individuals and their working environment interact. Essentially, Human Factors concerns the relationship of individuals to machines and equipment, procedures, and the environment around them; it also concerns these elements' relationships with one another. In its groundbreaking report on medical error, the Institute of Medicine 1 stated that "Human Factors is . . . the study of the interrelationships between humans, the tools they use and the environment in which they live and work." Its twin objectives can be summarized as maximizing the effectiveness of the system (which includes safety and efficiency) and the well being of the individual.
Human Factors education and training have been greatly assisted by the development of models that attempt to elucidate and define the field and its applications. The literature on medical error and risk management draws heavily on the work of psychologist James T. Reason, particularly his model of accident causation.
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Such "system" approaches are increasingly accepted as crucial in efforts to tackle the problem of medical error. [5] [6] [7] [8] Several researchers have identified parallels between the aircraft cockpit and health care environments. Schaefer and Helmreich 9 -11 have pioneered the application of aviation Human Factors research to intensive medical settings, and their work is increasingly recognized as making a significant contribution to risk management and error prevention in health care.
In this article we introduce a conceptual model of Human Factors, the SHEL model, 12 that is well-known in aviation but has not, to the best of our knowledge, yet been applied in health care. The SHEL model outlines the training, environmental, and resource issues that could contribute to errors in "microsystems" such as the operating theatre or emergency room, rather than in the entire organizational structure (the "macrosystem") within which the individual has to work. This model was specifically designed and developed to aid flight crew training and to illustrate the principles of crew resource management in aviation, and is often used in the analysis of accidents and incidents. 13 The model could provide a useful supplement to the widely cited Reason model 5 in analyzing medical error and in teaching medical professionals about Human Factors. It is particularly relevant for analyzing the functioning of teams in highly technical environments such as operating theaters and hospital emergency rooms.
The SHEL Model
The SHEL concept-named after the initial letters of its components' names, Software, Hardware, Environment, and Liveware-has been developed and advocated principally in the aviation literature by Hawkins. 12 The model is often depicted in diagrammatic form as in Figure  1 . Using this model, the relevant psychological and behavioral elements of the individual (i.e., the Human Factors), and the interactions between the individual and other components of the system, can be identified and examined. In the following paragraphs, we examine the SHEL model's components in more detail.
Liveware
In the center of the model is the human operator, or the Liveware, represented by the L. In health care, this might be a doctor, nurse, pharmacist, laboratory technician or any individual whose job is relevant to patient care. This is the most valuable as well as the most flexible component in the system but it is subject to many variations in performance and suffers many limitations, most of which are now predictable in general terms. Individual factors include physical characteristics, personality, communication style, motivation, risk orientation, learning styles, stress tolerance, skills, knowledge, and attitudes. In medicine, the proposed shift from time-based training to competency-based training is relevant here. The process of defining areas of competence and mapping them onto the core curriculum at both undergraduate and postgraduate levels is designed to ensure that the individual is capable of functioning effectively and safely in a range of situations and environments.
Selection and recruitment procedures are also relevant, since even the best training systems cannot obviate all of the intrinsic limitations of individuals. The other components of the SHEL model must be adapted and matched to this component for optimum performance. The uneven edges of the blocks in the SHEL model illustrate that the interdependent components of complex systems will never match perfectly and that a perpetual effort should be made to improve the match of such systems. Problems tend to arise when there is a mismatch between one component and another at their interface.
Liveware-Hardware. The first component that must be matched with the characteristics of the human operator is the Hardware, and much of the science of ergonomics is concerned with this interface. The introduction and subsequent development of monitoring systems in anesthesia provides a good example of the importance of this interface in maximizing patient safety.
14 Hawkins 12 highlights the danger of the natural tendency of humans to adapt to Liveware-Hardware mismatches by developing what are most commonly referred to as "tricks of the trade." Often this strategy can conceal potential hazards that may be easily overcome by more experienced health care professionals, but which may pose a great risk to junior staff, who may not have the wealth of experience to overcome the challenges posed by poor equipment design.
Liveware-Software. The Liveware-Software interface encompasses the nonphysical aspects of the system such as the procedures, manuals, checklists, symbology, and, increasingly, the computer programs. The problems here are often less tangible than those associated with the Liveware-Hardware interface and more difficult to resolve. In aviation, a great deal of attention is paid to this interface, since pilots must operate in a work environment that is dominated by standard operating procedures and ubiquitous checklists. An adequate Liveware-Software interface should produce a situation where procedural omissions are very difficult to make. The requirement at DanaFarber, following the fatal chemotherapy overdoses at that facility in 1995, that all drug prescriptions must be processed through a computer system that is designed to check dosage, among other factors, against a standard protocol, is a good example of the achievement of a sophisticated Liveware-Software interface following a fatal error. Liveware-Environment. One of the earliest interfaces recognized in aviation was that between the Liveware and the Environment. Pilots were fitted with helmets, goggles, flying suits, and oxygen masks to adapt them to the Environment. As aviation progressed, a trend developed to reverse this process, and-through the use of pressurization, air conditioning, and soundproofing systems-to adapt the Environment to match human requirements. The Liveware-Environment interface may be particularly relevant in some medical contexts such as the emergency room, where the staff experience environmental challenges far beyond those found in other branches of clinical medicine. 16 An emergency room department is host to environmental stressors such as noise, poor acoustics, overcrowding, intoxicated individuals, irate patients and relatives, and frequent disturbances from bleeps and intercoms, all of which can interfere with safe patient care. In the original SHEL model, the Environment was characterized largely as the physical environment. However, the political, cultural, and financial environment may also be important here. Managerial decisions, for example, based on a challenging financial environment may create the conditions in which staff are overworked and underresourced, fostering what Reason would call latent failures in the system, which may at some point combine with active failures to create an error 5, 8, 9 .
Liveware-Liveware. The LivewareLiveware interface is the interface between people; interpersonal communication is its most obvious example.
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Traditionally, in aviation, questions about performance focused on the characteristics of the individual pilot or crew member. However, modern approaches focus on the breakdown in teamwork or the system of ensuring safety through redundancy. The Liveware-Liveware interface is concerned with leadership, team coordination and cooperation, personality interactions, status hierarchies, conflict resolution, and-particularly important in health care-continuity of information flow in patient care. The Liveware-Liveware interface should allow the efficient flow of important information between individuals or agencies. Shortcomings here result in situations where the important information is not adequately disseminated or important information is difficult to obtain.
For an example of the application of the SHEL model to a case of fatal medical error, see the Appendix. the model highlights the complexity of human-system interactions and emphasizes once again that, in attempting to understand and counteract error, one must do much more than simply blame and punish the "front-end-operator."
The SHEL model provides a useful visual aid for teaching medical students and residents about the role of Human Factors in analyzing and assessing risk and reducing error in health care. Students could use the model as a guide to tease out any Human Factors issues in specific examples of medical error, such as those described in this article. Indeed, given the magnitude of the problem of medical error, there may be an argument for making Human Factors a mandatory part of medical curricula, particularly in those branches of medicine where medical practice is more prone to mismatches between Human Factors components, such as the Liveware-Hardware interface in anesthesia. While empirical studies are lacking, one could hypothesize that Human Factors training for medical professionals may be an effective means of reducing medical error. Such studies are clearly recommended in order to ascertain the optimal dose of training needed to make clinically significant reductions in the occurrence of medical error.
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