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The application of concurrent calculi to the formalisation of biological systems constitutes a
promising approach to the analysis of biological phenomena in silico. The peculiar nature of
such systems inspired the introduction of specific features in biologically-oriented calculi,
such as compartments to model more faithfully their highly organised structure.
In this paper we present Spi@, a conservative extension of the stochastic pi-calculus
which allows an intuitive and concise formalisation of multi-compartment systems
with dynamic structure, despite retaining the simplicity of the original pi-calculus.
The possibility to encode into Spi@ several bio-inspired, compartmentalised languages
demonstrates its expressive power and flexibility.
The calculus is accompanied by an extended version of Gillespie’s stochastic simulation
algorithm, able to handle multiple compartments with varying volumes. An enhanced
formalisation of the algorithm is also presented, in order to provide efficient simulation
in the presence of a high number of compartments and reactions.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
The application of concurrency theory to Systems Biology represents a recent and promising approach to the modelling,
simulation and analysis in silico of biological systems. After the first application of the pi-calculus [27,26,28,34] to the
formalisation and simulation of biochemical systems [39,36] the interest of the research community has focused on the
application and development of calculi (e.g. [38,6,35,12,20,2,9]) which aim at better modelling the biological reality of
interest.
The typical structure of biological systems suggests that their effective modelling requires the introduction of multiple
compartments with dynamic structure, as denoted by many of the cited approaches. In the attempt to capture the key
mechanisms needed to model dynamic compartments, the pi@ language was developed as a conservative extension
of the pi-calculus and proposed [42,45] as a core language for the comparison and implementation of bio-inspired,
compartmentalised calculi.
In this paperwe present the Spi@-calculus, a conservative extension of the stochasticpi-calculuswhich can be considered
as a limited variant of pi@ but still possessing an expressive power sufficient to obtain the same results: as proof of concept
the encoding of Brane Calculi [6] into Spi@ is given, while that of BioAmbients [38] is discussed. Some examples ofmodelling
in Spi@ are then presented, in order to illustrate the simplicity and conciseness of the language, as well as its limits.
In order to provide Spi@ with a stochastic semantics coherent with the multi-compartment setting, we formulate an
extension of Gillespie’s stochastic simulation algorithm (SSA) [18,19] which takes into account multiple volumes with
variable size. The extended model – multi-compartment SSA, MSSA for short – is shown to be consistent with the kinetic
hypotheses of the original SSA, but closer to the biological scenario and still concise, since it allows the modeller to
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give unique description of elements and reactions while keeping their rates consistent as functions of their enclosing
compartment.
Unfortunately, the MSSA inherits the computational complexity of the original SSA with the additional parameter of the
number of compartments. This causes any simulation to be unfeasible when the number of compartments grows signifi-
cantly, as noted in [16]. Several improvements of the SSA have already been proposed [17,4,16] but none of them can be ap-
plied to theMSSAwith appreciable gain because of its unique feature of consideringmultiple, stochastically varying volumes.
Therefore, we also formulate an enhanced version of the MSSA (EMSSA) whose complexity scales logarithmically (instead
of linearly) bothwith the number of reactions andwith the number of compartments in the system. The EMSSA then consti-
tutes a valid implementation for the exact stochastic simulation of biological systems in the presence of dynamic structure
and varying volumeswhich effectively handles phenomena like osmosis, diffusion [16] and cellular growth and division [24].
1.1. Contribution of this paper
In [43] the Spi@-calculus together with the first formulation of the MSSA was introduced, while in [44] its enhanced
variant was proposed.
In this paper the Spi@ language is presented in its final version: infinite rate transitions are explicitly treated in the
reduction semantics and silent actions are reintroduced. The adaptation of the encodings presented in [42] of Brane Calculi
and BioAmbients into Spi@ are discussed, in order to also demonstrate Spi@ as general-purpose core calculus for the
implementation of bio-inspired languages.
The MSSA and EMSSA are reformulated in order to handle both monomolecular and bimolecular reactions, while the
ChemicalMaster Equation they obey is explicitly deduced in order to show their conservativenesswith respect to the original
SSA.
1.2. Structure of the paper
The paper is organised as follows. In Section 2 the preliminary notions concerning the pi-calculus, the needed extensions
towards the formalisation of the Spi@-calculus and Gillespie’s original SSA are introduced. In Section 3 the Spi@ language is
presented: first the MSSA is introduced, then Spi@ syntax and semantics are formalised, and finally the optimised version
of the simulation algorithm (EMSSA) is presented together with some suggestions for further improvements. In Section 4
some simple chemical and biological modelling examples are shown, followed by the encoding of Brane Calculi into Spi@.
In Section 5 considerations and analogies with related works are considered and in Section 6 some concluding remarks are
reported.
2. Preliminaries
In this section we briefly report the basic notions needed before introducing the Spi@ language.
Section 2.5 recalls the main points on which Gillespie’s simulation algorithm is based, as described in [19].
The Spi@ language is strictly derived from the pi@ language [42], which is in turn obtained as an extension of the
pi-calculus. In Section 2.1 we recall pi-calculus syntax, while in Sections 2.2 and 2.3 we show the extensions used to obtain
the pi@-calculus, which is briefly described in Section 2.4.
2.1. The pi-calculus
Here we recall the syntax and the reduction semantics of the pi-calculus, chosen as the basis for the pi@ and Spi@
languages because of the simplicity and closeness to the semantics used for themajority of bio-inspired calculi. We consider
that the reader is familiar with it and refer to [27,28,25,26] for its full treatment.
Definition 1. Let
N be a set of names on a finite alphabet, x, y, z, . . . ∈ N ;
N = {x | x ∈ N }
The syntax of the pi-calculus is defined as
P ::= 0
∣∣∣ ∑
i∈I
pii.Pi
∣∣∣ P ∣∣ Q ∣∣∣ !P ∣∣∣ (ν x)P
pi ::= τ
∣∣∣ x(y) ∣∣∣ x〈y〉
Definition 2. The congruence relation ≡ is defined as the least congruence satisfying alpha conversion, the commutative
monoidal laws with respect to both (
∣∣ , 0) and (+, 0) and the following axioms:
(ν x)P
∣∣ Q ≡ (ν x)(P ∣∣ Q ) if x /∈ fn(Q )
(ν x)P ≡ P if x /∈ fn(P)
!P ≡ !P ∣∣ P
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where the function fn is defined as
fn(τ )
def= ∅ fn(x(y)) def= {x}
fn(x〈y〉) def= {x, y} fn(0) def= ∅
fn(pi.P)
def= fn(pi) ∪ fn(P) fn(∑i∈I pii.Pi) def= ⋃i fn(pii.Pi)
fn(P
∣∣ Q ) def= fn(P) ∪ fn(Q ) fn( !P) def= fn(P)
fn((ν x)P)
def= fn(P) \ {x}
Definition 3. The pi-calculus semantics is given in terms of the reduction system described by the following rules:
τ .P → P (µ(y).P +M) ∣∣ (µ〈z〉.Q + N) → P{z/y} ∣∣ Q
P → P ′
P
∣∣ Q → P ′ ∣∣ Q P → P ′(ν x)P → (ν x)P ′ P ≡ Q P → P ′ P ′ ≡ Q ′Q → Q ′
2.2. Polyadic synchronisation
In the pi-calculus, channels and names are usually synonyms. Polyadic synchronisation [5] consists in giving structure to
channels: each channel is composed of one or more names and identified by all of them in relation to the exact sequence
of their occurrence. For example, an email address is usually written in the form username@domain, where username and
domain are two strings – two names – both necessary to identify the given email address. Moreover, their order is crucial
since domain@username specifies another, likely nonexistent, address. Similarly, polyadic synchronisation (in its simplest
form) provides the capability of writing channels as name1@name2. In other words, a channel is indicated by a vector of two
names (name1, name2) and communication between two processesmay happen only if they are pursuing a synchronisation
along channels denoted by the same names.
Apart from this, communication happens in the same way as in the pi-calculus. For example, the transition
polyadic@comm〈d〉.P ∣∣ polyadic@comm(x).Q → P ∣∣ Q {d/x}
produces the same renaming effect as api-calculus transition, but with one difference: in thepi-calculus, the transmission of
a name always stands for the transmission of a channel, while in the above example the transmitted name constitutes only
one component of a channel.We call action the first name of a channel, compartment the second one.While in the absence of
stochastic semantics their distinction is useful only for readability, in Spi@ it becomes fundamental, as shown in Section 3.
When not needed (for example when all the processes act in the same, static compartment), we omit the compartment
name of channels.
For conciseness and readability, polyadic synchronisation is often used also in conjunctionwith polyadic communication:
polyadic@comm〈a, b, c〉.P ∣∣ polyadic@comm(x, y, z).Q → P ∣∣ Q {a/x, b/y, c/z}
2.3. Priority
Priority behaves as expected: a high-priority process holds the central processing unit and executes its job before any
low-priority process. Hence, high-priority synchronisations or communications are executed before any other low-priority
action. A high-priority action is indicated by underlining the name of the channel. For example, the expression
walk〈x〉.P ∣∣ run〈y〉.Q
contains two processes with different, increasing priority.
As expected, low-priority actions occur only if no higher-priority action may occur:
l〈w〉 ∣∣ l(x).P ∣∣ h〈y〉 ∣∣ h(z).Q 9 0 ∣∣ P{w/x} ∣∣ h〈y〉 ∣∣ h(z).Q
l〈w〉 ∣∣ l(x).P ∣∣ h〈y〉 ∣∣ h(z).Q → l〈w〉 ∣∣ l(x).P ∣∣ 0 ∣∣ Q {y/z} → 0 ∣∣ P{w/x} ∣∣ 0 ∣∣ Q {y/z}
The first of the two transitions is not allowed because interactions on low-priority channel l may happen only after the
high-priority communication on channel h. For a detailed survey of priority in process algebras, we refer to [11].
2.4. The core pi@ language
The pi@-calculus [42] – pronounced like the French ‘‘paillette’’ – consists of pi-calculus with the addition of the
two features previously shown: polyadic synchronisation and prioritised communication. The first one is used to model
localisation of communication, the second one is exploited as a powerful mechanism for achieving atomicity, that is the
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completion, without overlapping, of complex atomic operations by the execution of several simple steps. Here we consider
a core version of pi@ limited to two levels of priority and two names for each channel, so that it can be straightforwardly
mapped into the Spi@ language.
We introduce three distinct sets of names N ,P ,C denoting respectively unprioritised actions, prioritised actions and
compartments. Each channel x@a is denoted by an action name x and a compartment name a. In order to keep notation
simple, compartment names may be omitted when superfluous.
Definition 4. LetN ,P ,C be distinct sets of names on a finite alphabet, withm, n ranging overN , p, q over P , a, b over C
and x, y overX = N ∪ P ∪ C. The syntax of the pi@ language is defined as
P ::= 0
∣∣∣ ∑
i∈I
pii.Pi
∣∣∣ P ∣∣ Q ∣∣∣ !pi.P ∣∣∣ (ν x)P
pi ::= τ
∣∣∣ n@a(x˜) ∣∣∣ n@a〈x˜〉 ∣∣∣ τ ∣∣∣ p@a(x˜) ∣∣∣ p@a〈x˜〉
where x˜ represents one or more names x1, . . . , xi ranging overX.
pi@ operational semantics is given in terms of a reduction system defined in terms of structural congruence over
processes, as usual for many concurrent calculi.
Definition 5. The congruence relation ≡ is defined as the least congruence satisfying alpha conversion, the commutative
monoidal laws with respect to both (
∣∣ , 0) and (+, 0) and the following axioms:
(ν x)P
∣∣ Q ≡ (ν x)(P ∣∣ Q ) if x /∈ fn(Q )
(ν x)P ≡ P if x /∈ fn(P)
!pi.P ≡ pi.( !pi.P ∣∣ P) if fn(pi) ∩ bn(pi) = ∅
where the function fn is defined as
fn(τ )
def= ∅ fn(τ ) def= ∅
fn(n@a(x˜))
def= {n, a} fn(n@a〈x˜〉) def= {n, a, x˜}
fn(p@a(x˜))
def= {p, a} fn(p@a〈x˜〉) def= {p, a, x˜}
fn(0) def= ∅ fn((ν x)P) def= fn(P) \ {x}
fn(pi.P)
def= fn(pi) ∪ fn(P) fn
(∑
i∈I
pii.Pi
)
def=
⋃
i
fn(pii.Pi)
fn(P
∣∣ Q ) def= fn(P) ∪ fn(Q ) fn( !pi.P) def= fn(pi.P)
pi@ semantics is very close to pi-calculus semantics. Each semantic rule is present twice, one for each priority level. Low-
priority actions are preempted by high-priority ones.
Definition 6. pi@ semantics is given in terms of the following reduction system:
τ .P +M  P
M / M ′
τ .P +M 7→ P
P  P ′
(ν x)P  (ν x)P ′
P 7→ P ′
(ν x)P 7→ (ν x)P ′
(p@a(x˜).P +M) ∣∣ (p@a〈y˜〉.Q + N)  P{y˜/x˜} ∣∣ Q P  P ′P ∣∣ Q  P ′ ∣∣ Q
M
∣∣ N / R
(n@a(x˜).P +M) ∣∣ (n@a〈y˜〉.Q + N) 7→ P{y˜/x˜} ∣∣ Q
P 7→ P ′ P ∣∣ Q / R
P
∣∣ Q 7→ P ′ ∣∣ Q
P ≡ Q P  P ′ P ′ ≡ Q ′
Q  Q ′
P ≡ Q P 7→ P ′ P ′ ≡ Q ′
Q 7→ Q ′
This core version of the pi@-calculus is used in Section 4.3 as an intermediate language for the encoding of Brane Calculi
into Spi@. The presented semantic rules are not substantially different from those given in [42], except for their restriction
to two priority levels.
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2.5. Gillespie stochastic simulation algorithm
The original SSA considers a fixed volume V containing a mixture of N chemical species S1, . . . SN interacting throughM
reaction channels R1, . . . , RM . X1, . . . , XN represent respectively the number of molecules for each of the chemical species
Si. The state of the system at any time t is characterised by the state vector X(t) =
(
X1(t), . . . , XN(t)
) = x where Xi(t) is
the number of molecules of species Si at the given time. νµ = (ν1µ, . . . , νNµ) is the state change vector, which contains all
the information on the number and species of reactant molecules and reaction products for each reaction Rµ. For a reaction
of the kind
Rµ : Si + Sj → Sk i 6= j
we have that νiµ = νjµ = −1, while νkµ = +1 and νlµ = 0 for every other index l. The probability that an Rµ reaction will
occur inside V in the next infinitesimal time interval (t, t + dt) is calculated as
aµ(x) dt = Xi(t)Xj(t)cµ dt (1)
where cµ dt is the probability that a particular molecular pair of the involved chemical species will react according to Rµ
inside V in the next infinitesimal interval (t, t + dt) and aµ(x) is the propensity function of Rµ. In general, aµ(x) is calculated
as
aµ(x) = hµ(x)cµ (2)
where hµ(x) represents the number of distinct Rµ molecular reactant combinations available at some time t inside V .
The dynamics of the system obeys the chemical master equation (CME) [18,19,4]
δP(x, t|x0, t0)/δt =
M∑
µ=1
[aµ(x− νµ)P(x− νµ, t|x0, t0)− aµ(x)P(x, t|x0, t0)] (3)
where P(x, t|x0, t0) is the probability that X(t) will be x, given that X(t0) = x0. The CME is hard to solve except for very
simple systems. The SSA provides a stochastic simulation method rigorously equivalent to the CME. Starting from an initial
state, the SSA allows the system to evolve stochastically by providing the next state reached after a single firing of one of
theM molecular reactions, chosen according to the CME. The aim of the algorithm is to find when the next reaction fires (i.e.
the value of the time variable τ ) and which of the M reactions it is (the index µ of the next reaction Rµ).
The function P(τ , µ|x) dτ represents the probability that, given the state x at some time t , the next reaction in V will
occur in the infinitesimal time interval (t + τ , t + τ + dτ) and will be an Rµ reaction. It can be calculated as the product
of the probability P(τ |x) that, given the state x at some time t , no reaction will occur in the time interval (t, t + τ), and the
probability aµ(x) dτ that an Rµ reaction will occur in the time interval (t + τ , t + τ + dτ):
P(τ , µ|x) dτ = P(τ |x)aµ(x) dτ
Since
[
1−∑j aj(x) dτ ] is the probability that no reaction will occur in time dτ from the state x,
P(τ + dτ |x) = P(τ |x) ·
[
1−
∑
j
aj(x) dτ
]
from which
P(τ |x) = exp
(
−
M∑
j=1
aj(x)τ
)
Hence, the function P(τ , µ|x) is given by
P(τ , µ|x) =
{aµ(x) exp(−a0(x)τ ) 0 ≤ τ < +∞,
µ = 1, . . . ,M
0 otherwise
(4)
where a0(x) =∑Mj=1 aj(x).
In order to generate a random pair (τ , µ) according to Expr. (4) by a pair (z1, z2) obtained by a unit-interval uniform
random number generator, the following resampling is evaluated in the SSA for τ
τ = 1
a0(x)
log
1
z1
(5)
while µ is calculated as the smallest integer satisfying
µ∑
j=1
aj(x) > z2a0(x) (6)
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The SSA can be summarised as follows:
Algorithm 1 (Gillespie Stochastic Simulation Algorithm).
(1) calculate ai, i = 1, . . . ,M and a0 from Expr. (2);
(2) uniformly generate two random numbers z1, z2 in the interval (0, 1);
(3) calculate τ from Expr. (5) and µ from Expr. (6);
(4) update the states of the species to reflect the execution of reaction µ and set t = t + τ ;
(5) go to step (1).
For details we refer to [19].
3. The Stochastic pi@-calculus
The Spi@ language can be considered in the first approximation as the stochastic version of the core pi@ introduced in
Section 2, which is limited to two levels of priority and two names for each channel. The ability to give infinite rates to
reactions [20] replaces the two priority levels of this core pi@, while the two names denoting each action assume different
meanings, since the first represents the type of (chemical) reaction, while the second the compartment where the reaction
takes place. The syntax is decorated with information about the volume occupied by each chemical species, which is used to
calculate the effective rate of reactions inside each compartment: as shown in the examples of Section 4, this allows a unique
definition of each chemical reaction independently of the number of compartments, but it also requires a specific extension
of the SSA to the multi-compartment setting. In the next subsection this extension is presented, while in Section 3.2 the
Spi@ language is formalised.
3.1. Stochastic simulation with multiple compartments
Gillespie’s SSA [18,19] constitutes one of the more exploited chemical abstractions for the effective simulation of bio-
systems expressed in terms of concurrent calculi, but its original formulation is limited to systems composed of a single,
fixed-size volume.
The most intuitive way to adapt the SSA to multiple compartments [8] is to consider each compartment as an isolated
system evolving in parallel with the others, so that each compartment is implemented as an instance of the SSA. Even if
correct, the above approach is based on strong assumptions which severely limit its application.
In fact, the distinctive behaviour of biological systems is the continuous interaction of their constituting elements. In the
case of multi-compartment systems, this behaviour introduces the necessity of modelling interaction between adjacent
compartments, which consists of the interaction of their respective elements or exchange of material. A refined model
should also be able to represent a dynamic compartment structure. When the simulation of compartments is obtained
by independent instances of the SSA under its original assumptions, the interaction between compartments must obey
the hypothesis of volume invariance but, for a biological liquid-state system, this means that the exchanged elements
must be inappreciable with respect to the dimension of the whole compartments. This approximation can be tolerated
while very few molecules are exchanged during the time of the simulation, but becomes unreasonable when the aim is
the modelling of compartments with dynamic structure (i.e. the system is subject to complex structural changes like, for
example, the movement, merging, splitting of compartments), a necessary step towards a satisfactory representation of
biological systems.
Besides the limit of static compartment structure, the above approach presents another relevant drawback. Consider
the system in Fig. 2(a), composed of two compartments with different volumes. According to the model of the SSA, the
molecules m1 and m2 have different probability of collision when floating in compartment C1 instead of C2. In fact, since
C2 is characterised by a larger volume, the probability to collide is lower than in C1. Since the SSA requires the modeller
to specify the reaction rate (more precisely, the ‘‘reaction probability per unit time’’) for each reaction, the same kind of
reaction (as, for example, the one between m1 and m2) may be characterised by a different rate for each compartment. In
other words, in the presence of K compartments, the same reaction rule (performed by the same kind of reactants, with the
same physical properties) will have K different rates depending on the compartment the reaction is localised into, hence K
different representations, one for each instance of the SSA.
The above approach has usually been adopted when providing a stochastic formulation of bio-oriented calculi equipped
with explicit compartment semantics such as BioAmbients [37,1], where the same reaction in different compartments may
be associated with a unique rate only if all the volumes are assumed constant and equal, or if compartments are exploited
at other abstraction levels (e.g. formation of protein complexes) such that they cannot be associated with any volume
information. Some kind of parameterisation of reaction rules can be adopted to overcome the remarked drawback, but
the result is almost useless if the dynamic nature of compartments in the calculus is taken into proper account.
We follow a different approach to the extension of the SSA to the multi-compartment model: here we show that by
introducing in the model the information pertaining to the volumes, the SSA can be transparently adapted to the exact
representation of multiple compartments. The extended model – multi-compartment SSA, MSSA for short – is then shown
to be consistentwith the kinetic hypotheses of the original SSA, but closer to the biological scenario and simplerwith respect
to the approach discussed above, since it allows us to give unique description of elements and reactions while keeping their
rates consistent as a function of the enclosing compartment.
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In order to find an expression for the probability of occurrence of each reaction in a given system, the original SSA [19]
considers a gas-phase systemof fixed volume V and, by simple kinetic deductions, calculates the probability cp dt of collision
of two moleculesm1 of species Si andm2 of species Sj (modelled as hard spheres of radii d1 and d2) in the infinitesimal time
interval (t, t + dt) given by
cp dt = dVcoll/V = V−1pid212v12 dt
where dVcoll is the average ‘‘collision volume’’, d12 = d1 + d2 and v12 is the average relative velocity of the two molecules.
In the same way, the probability cµ dt of reactive collision of two molecules (according to reaction Rµ) is expressed by
cµ dt = cp cr dt = V−1pid212v12 cr dt
where cr represents the probability that a given collision is actually reactive.
We can now introduce a constant rµ, which depends only on the physical properties of the two molecules and the
temperature of the system, such that
cµ dt = V−1 rµ dt
Furthermore, if Xi and Xj are the number of molecules of type Si and Sj respectively, the probability aµ dt that an Rµ reaction
will occur somewhere inside V in the infinitesimal time interval (t, t + dt) at the state x = X(t) can be expressed as
aµ(x) dt = Xi(t)Xj(t)cµ dt = V−1Xi(t)Xj(t)rµ dt (7)
The value aµ captures all the information pertaining to the concentration of the reactants Si and Sj. In the case of a single
compartment of fixed volume, aµ depends only on the quantity of reactants inside V , while in the case of multiple
compartments or variable volume, expression (7) allows us to calculate the effective reaction rates as a function of the
number of involved molecules inside each compartment and the volume of the compartment itself.
The effect of compartments is to separate the enclosed elements, that is to prevent the interaction between elements placed
in different compartments. If m11,m21 are two molecules of species Si and Sj inside compartment C1, and m12,m22 are two
molecules of species Si and Sj inside compartment C2, even if m11 may interact with m22 by an Rµ reaction, their collision
is prevented because of the separation granted by compartment boundaries. Even if the pairs m11,m21 and m12,m22 may
undergo the same reaction of type Rµ, the reaction Rµ of elements inside compartment C1 is completely independent of
the same reaction Rµ of elements inside compartment C2. Therefore, in a multi-compartment environment, each reaction
channel should be denoted not only by the type of reaction but also by the compartment the reaction happens in.
By following these intuitions, the SSA can be transparently adapted to fit themulti-compartmentmodelwithout affecting
its original kinetic hypotheses. This can be achieved by expressing the propensity function aj of each reaction as a function
of the (variable) volume V of the compartment. In the case of reactions fired by two reactant molecules, we have:
aµ(x) = hµ(x)cµ = V−1(x)hµ(x)rµ (8)
The rµ dt value represents the probability that an Rµ reaction fires in the infinitesimal time dt inside a unit-size volume
containing a single molecule pair undergoing reaction Rµ.
The price of this generalisation is the insertion, in the implementation of the model, of the information pertaining to the
volume size of each compartment, which can be accomplished in different ways. Themost immediate method would be the
definition of a function Vol : C → R returning the volume size of each compartment, but this would not allow us to model
variable volumes.
The approach chosen here is to allow (but not require) the specification of the volume v(Sj) for eachmoleculem of species
Si, which represents the (average) increment of volume of a compartment C needed for including the additional element m. In
the case of constant volume, v(Si) = 0 for each i. In fact, the additional volume needed to include any further element is 0 if
the volume is constant. Conversely, at constant and homogeneous temperature and pressure, for a single chemical species
S occupying the entire volume V , v(S) can be calculated as
v(S) = V
X
= m
X
· 1
D
= wS
D
where X is the number of molecules of S inside V ,m is the total mass, D is the density of S,wS is its molecular weight.
In an ideal system at constant and uniform temperature and pressure, thermal and chemical equilibrium, the volume
v(Si) is constant and depends only on the species S. On the contrary, in a biological system at constant temperature and
pressure, not in chemical or structural equilibrium, v(Si) is a function depending on the kind of the element Si but also
on the compartment C , since the chemical composition of C may vary the average distance between the inner elements,
because of atomic-level forces like van der Waals interactions and hydrogen bonds. Under the assumption (tolerable if the
discussed variation is reasonably small or the chemical composition of the compartments is almost the same) of constant
v(Si) for each i, the volume V of each compartment C can be easily calculated as the sum of v(Si) for each i inside C , even in
the case of exchange of molecules or reorganisations in the compartment structure.
3046 C. Versari, N. Busi / Theoretical Computer Science 410 (2009) 3039–3064
Hence, the volume V (x) of the compartment at some time t in the state x = X(t) = (X1(t), . . . , XN(t)) can be calculated
as the sum of the volumes occupied by each of the molecules located inside V . Given the function v : {S1, . . . , SM} → R
which returns the volume occupied by one molecule of each chemical species, V is calculated as
V (x) =
M∑
j=1
v(Sj)Xj(t) (9)
In the case of aeriform systems or systems composed of one (or few) chemical species, the function v(Sj) can be easily
estimated by knowing the molecular weight of the species and their density. In the case of real systems composed of
thousands of different species, v(Sj)may only be estimated by formulating a specific kinetic model.
In the presence of more than one compartment, each of the Rj reactions must be considered with respect to the
compartment the reaction occurs in. This means that each Rµ reaction is characterised by C different propensity functions,
one for each of the C compartments. In the case of reactions fired by two reactant molecules
akµ(x) = hkµ(x)ckµ = V−1k (x)hkµ(x)rµ k = 1, . . . , C (10)
while for monomolecular (decay) reactions, which are independent of the volume
akµ(x) = hkµ(x)ckµ = Xkµ(t)rµ k = 1, . . . , C (11)
where
x = X(t) = (X˜1(t), . . . , X˜C (t)), X˜k(t) = (Xk1(t), . . . , XkN(t)) (12)
Additional reactions whichmodel interaction between distinct compartments (i.e. the presence of chemical products inside
compartments different from the one where the reaction initially fired) are still expressed by one of the above two kinds of
reactions.
Each Xkj (t) represents the number of molecules of the chemical species Sj inside compartment k at time t . The value
akµ(x) dt represents the probability that the reaction Rµ will happen inside compartment k in the next infinitesimal interval
dt . Each volume Vk is calculated as
Vk(x) =
M∑
j=1
v(Sj)Xkj (t) (13)
The value a0 of Expr. (4) becomes
a0(x) =
C∑
k=1
M∑
j=1
akj (x) =
C∑
k=1
ak(x) (14)
where
∑M
j=1 a
k
j (x) = ak(x). Expr. (6) is then unchanged:
τ = 1
a0(x)
log
1
z1
(15)
where a0 is calculated according to Expr. (14).
In order to identify both the compartmentψ and the reactionµ by a single generation of a unit-interval random number
z2, Expr. (6) is modified so that (ψ,µ) is the smallest pair of indexes satisfying
ψ∑
k=1
µ∑
j=1
akj (x) > z2a0(x) (16)
where (ψ,µ) < (ψ ′, µ′) according to the standard lexicographic ordering.
The multi-compartmental simulation algorithm (MSSA) can be finally expressed as a slight variation of the SSA:
Algorithm 2 (Multi-compartmental Stochastic Simulation Algorithm).
(1) calculate aki with k = 1, . . . , C, i = 1, . . . ,M from Expr. (10), (11), (13) and a0 from Expr. (14);
(2) uniformly generate two random numbers z1, z2 in the interval (0, 1);
(3) calculate τ from Expr. (15) and (ψ,µ) from Expr. (16);
(4) update the states of the species to reflect the execution of reaction (ψ,µ) and set t = t + τ ;
(5) go to step (1).
The original Gillespie’s propensity functions are recovered when the system is composed of a single compartment of
unitary volume: this may be achieved by setting v(Sj) = 0 ∀j and adding a fictitious element of volume 1 not participating
in any reaction. Although immediate, this expedient seems quite artificial. A more faithful model would be obtained by
specifying the total (not null) volume of the products of each reaction equal to the total volume of the respective reactants.
Further elements not taking part in the reactions but influencing their rates (such as water, which may dilute reactants and
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slow down reactions even without direct chemical interaction) should also be specified, because they actually determine
the total volume of the compartment.
It is worth remarking that the MSSA closely follows the original SSA master equation (3). As reported in [19], the key
element of the master equation formalism is the ‘‘grand probability function’’
P(x, t) ≡ probability that there will be, in the single volume V of the system at time t , X1
molecules of species S1, X2 of species S2, . . . , XN of species SN , with x = X(t) =(
X1(t), . . . , XN(t)
)
whose knowledge would provide a complete characterisation of the system at any time. The evolution of the system is then
considered in the discrete infinitesimal time interval t + dt , in which at most one reaction occurs. Hence, givenM different
possible chemical reactions, the state X(t + dt) can be reached in M + 1 ways: either X(t) = X(t + dt) and no reaction
occurs, or one of theM reactions actually happens. The grand probability function can be then expressed as follows:
P(x; t + dt) = P(x; t) P(no reaction occurs over dt)+
M∑
µ=1
P(x− νµ; t) P(reaction Rµ occurs over dt) (17)
where νµ is the state change matrix associated with reaction Rµ, and
P(no reaction occurs over dt) = 1−
M∑
µ=1
aµ(x) dt
P(reaction Rµ occurs over dt) = aµ(x− νµ) dt
in perfect agreement with Expr. (1), (2), (4). Expr. (17) becomes the CME (3) when dt tends to zero.
We can now follow the same steps in order to find the expression for the chemical master equation of the MSSA. Here,
we have
P(x, t) ≡ probability that there will be in the system at time t , Xki molecules of each species Si inside each
compartment k, with x corresponding to Expr. (12) and i = 1, . . . ,N k = 1, . . . C
The discrete evolution of the system to the state X(t + dt) is again expressed as a function of theM · C + 1 ways it can be
reached, whereM is the number of possible reactions and C the number of compartments.
It is worth remarking that the number of possible reactions in the MSSA is even greater thanM · C , since an unbounded
number of inter-compartment reactions can be introduced to model the exchange of molecules between compartments. In
general, a system can be composed of
• M reactions describing the behaviour of chemical species inside any compartment, corresponding to M · C rules in the
MSSA;
• Mic inter-compartment reactions.
The total number of reactions in the system is then M · C + Mic . In agreement with the semantic restrictions of Spi@, the
reactants of each of these Mic rules must be located in the same compartment. Consequently, it is ideally possible to place
each inter-compartment rule inside a specific compartment in relation to the location of its reactants. For example, the
simple inter-compartment rule
R : S11 → S21
which moves a molecule of species S1 from compartment C1 to compartment C2 can be thought of as being located inside
compartment C1, where its reactants reside. Although conceptually different, these inter-compartment rules can be treated
as standard reactions: they are formally indistinguishable, except for the fact that the products in their state change matrix
are not in the same row (or rows) as the reactants.
To be rigorous, we should then consider in general a distinct number of reactions M1, . . .MC for each of the C
compartments. In particular,Mj = M+M jic whereM jic is the number of inter-compartment reactions whose reactant resides
in Cj. Anyway, since this level of detail does not bring any further insight, for the sake of readability we avoid indexing
explicitly inter-compartment reactions hereinafter.
We have that
P(x; t + dt) =P(x; t) P(no reaction occurs over dt)+∑
µ,k
P(x− νkµ; t)·
P(Rµ occurs in compartment k over dt)
(18)
with µ = 1, . . . ,M and k = 1, . . . , C , while νkµ is the state change vector of reaction Rµ firing inside compartment k and
P(no reaction occurs over dt) = 1−
C∑
k=1
M∑
µ=1
akµ(x) dt
P(Rµ occurs in compartment k over dt) = akµ(x− νkµ) dt
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in agreement with Expr. (10), (14). When dt tends to zero, we obtain the CME for the MSSA:
δP(x, t|x0, t0)/δt =
C∑
k=1
M∑
µ=1
[akµ(x− νkµ)P(x− νkµ, t|x0, t0)− akµ(x)P(x, t|x0, t0)] (19)
which closely resembles the CME of the SSA.
A clever indexing, which separates the Mic inter-compartment reactions from the M standard reactions, would give
Expr. (19) almost the same shape as the reaction–diffusion master equation of the Next Subvolume Method [16], of which
the CME of the MSSA constitutes a generalisation.
3.2. Spi@ syntax and semantics
We now formalise the Spi@ language.
Definition 7. Let N ,C be distinct sets of names on a finite alphabet, with m, n ranging over N , a, b over C and x, y over
X = N ∪ C. Also let v range over Rwithin the interval [0,+∞[. The syntax of the Spi@ language is defined as
P ::= 0
∣∣∣ ∑
i∈I
pii.Pi
∣∣∣ P ∣∣ Q ∣∣∣ !pi.P ∣∣∣ (ν x)P
pi ::= τr
∣∣∣ n@a :v(x˜) ∣∣∣ n@a :v〈x˜〉
where x˜ represents zero or more names x1, . . . , xi ranging overX.
The meaning of the above syntax closely follows that of the standard pi-calculus:
• 0 is the null process, not able to do anything;
• ∑i∈I pii.Pi, written also pi1.P1 + pi2.P2 in the case |I| = 2, represents the guarded choice between different actions;
• P ∣∣ Q means that P and Q are two processes executing in parallel;
• !pi.P represents guarded replication, which allows the expression of recursive behaviour in pi-like calculi;
• (ν x)P allows the scope restriction of the name x: the restriction of compartment names allows the creation of new
compartments, while the restriction of reaction names is used in several ways, such as for representing bindings between
different elements;
• τr represents an internal transition (silent action) characterised by exponential rate r ∈ R ∪ {∞}.
The expressions n@a :v(x˜) and n@a :v〈x˜〉 represent respectively the polyadic input and output capabilities of a process,
where
• n is the kind of reaction the process is ready to perform: in Expr. (10) it corresponds to the indexµ denoting the reaction
Rµ;• a is the compartment where the reaction may take place, corresponding to k in Expr. (10);
• v corresponds to v(Sµ) in Expr. (13) and represents the volume occupied inside compartment a by the process ready to
perform the input or output action.
The Spi@ syntax allows the easy specification of processes which are located (and hence may occupy volume) in more
than one compartment. For example, the process P
P ≡ n@a : v1.Q1 +m@b : v2.Q2 + p@a : v3.Q3
occupies some space both in compartment a and in compartment b. This capability allows us to represent neatly biological
elements like transmembrane proteins, whose action takes place in the two compartments adjacent to the membrane, or
even in three compartments, if the membrane itself needs to be modelled as a compartment.1 Since Spi@ syntax does not
force the association of a unique volume value with each action name, P may be as well written as
P ≡ n@a : v13.Q1 +m@b : v2.Q2 + p@a : 0.Q3
with v13 = v1 + v3. In fact the volumes occupied in compartments a, b are the same in both cases. This kind of overloading
may be avoided by changing the syntax of the choice operator, for example by specifying the volume occupied in each
compartment in a list (associative array):
P ≡ [a : v13, b : v2]n@a.Q1 +m@b.Q2 + p@a.Q3
Even if in this way the syntax is more rigorous, it loses readability, so Definition 7 is still preferable.
1 As long as the physical hypotheses of the SSA hold (randommovement and stirring of molecules on the surface of membranes), the MSSA can handle
both two- and three-dimensional compartments. In the case of two dimensions, as for membrane surfaces, the spatial information of elements would not
represent their volume but their area.
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Definition 8. The congruence relation ≡ is defined as the least congruence satisfying alpha conversion, the commutative
monoidal laws with respect to both (
∣∣ , 0) and (+, 0) and the following axioms:
(ν x)P
∣∣ Q ≡ (ν x)(P ∣∣ Q ) if x /∈ fn(Q )
(ν x)P ≡ P if x /∈ fn(P)
!pi.P ≡ pi.( !pi.P ∣∣ P) if fn(pi) ∩ bn(pi) = ∅
where the function fn is defined as
fn(n@a :v(x˜)) def= {n, a} fn(n@a :v〈x˜〉) def= {n, a, x˜}
fn(0) = fn(τr) def= ∅ fn((ν x)P) def= fn(P) \ {x}
fn(pi.P)
def= fn(pi) ∪ fn(P) \ bn(pi) fn
(∑
i∈I
pii.Pi
)
def=
⋃
i
fn(pii.Pi)
fn(P
∣∣ Q ) def= fn(P) ∪ fn(Q ) fn( !pi.P) def= fn(pi.P)
with bn(pi)
def= {x˜} if pi = n@a :v(x˜) or bn(pi) def= ∅ otherwise.
Definition 9. Spi@ semantics is given in terms of the following reduction system:
(S)
r = ∞ ∨ M ∞−→/ M ′
τr .P +M r−→ P
(C)
rate(n) = ∞ ∨ M ∣∣ N ∞−→/ S
(n@a :v1(x˜).P +M)
∣∣ (n@a :v2〈y˜〉.Q + N) rate(n)−−−→ P{y˜/x˜} ∣∣ Q
(R)
P
r−→ P ′
(ν x)P
r−→ (ν x)P ′
(P)
P
r−→ P ′ (r = ∞ ∨ P ∣∣ Q ∞−→/ S)
P
∣∣ Q r−→ P ′ ∣∣ Q
(E)
P ≡ Q P r−→ P ′ P ′ ≡ Q ′
Q
r−→ Q ′
The rule (S)models the internal, silent transition of a process while the rule (C) allows the communication of the names x˜
from process P to Q , where they are properly substituted to names y˜. The function
rate : N → (R ∪ +∞) (20)
is an external function which permits us to associate the correct rate with each reaction, where the rate corresponds to
the value rµ of Expr. (10). Rules (R), (P), (E) allow the transition of processes in the presence of restriction and of parallel
operator, or by exploiting structural equivalence.
The introduction of the rates in the reduction relation of Definition 9 allows amore compact definition of Spi@ semantics,
with respect to Definition 6 of core pi@. In fact, each rule in Definition 9 corresponds to two in Definition 6: for example, the
precondition
r = ∞ ∨ M ∞−→/ M ′
on rule (S) allows the process τr .P to reduce if any of the following conditions hold:
• either r = ∞, i.e. the rate r of the silent action is infinite,
• orM ∞−→/ M ′, that is any other reduction in the system is characterised by a finite rate.
In this way, infinite rate reductions are possible if any of the two conditions is true, while finite rate reductions can be fired
only when the second one holds, that is when there is no infinite rate reduction in the system at that moment.
As for the pi@-calculus, infinite rate transitions can help the modelling of complex atomic operations but can also cause,
if not correctly handled, an indefinite suspension of the time flow in the stochastic simulation, which corresponds to the
hanging of the system.
Definition 10. A Spi@ system S is said to be in standard form if
S = (ν x˜)(P1 ∣∣ · · · ∣∣ Pj ∣∣ !Pj+1 ∣∣ · · · ∣∣ !Pk)
and each Pi is a non-empty sum.
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The standard form constitutes a more readable way to write (and an easier way to handle) systems in pi-like calculi:
restricted names are all collected on the left and replicated processes are listed after the non-replicated ones.
Proposition 11. For every Spi@ system S, there exists a system S ′ such that S ≡ S ′ and S ′ is in standard form.
In order to calculate the value hµc of Expr. (10) and (11), we introduce, according to [33], the function Act which permits
us to know the number of possible combinations of inputs and outputs on a reaction channel n inside a given compartment
a or the number of silent actions of a given rate in some system S. The probability that two processes react on n@a is thus
directly proportional to its activity Actn@a.
Definition 12. The activity Act of an action pi is defined as
Actpi (S) = (Inn@a(S) · Outn@a(S))−Mixn@a(S)
if pi = n@a, corresponding to channel n inside compartment a in the system S, and
Actpi (S) = Numτr (S)
if pi = τr . S is in standard form, Inn@a(S) and Outn@a(S) are the number of unguarded inputs and outputs on channel n inside
compartment a, and Mixn@a(S) is the sum of Inn@a(
∑
i) · Outn@a(
∑
i) for each summation
∑
i in S. Numτr (S) is the number
of silent transitions of rate r in S.
For example, for the system
S
def= n@a.P1 +m@a.P2 +m@a.P3
∣∣ n@a.Q ∣∣ n@a.R
we have three unguarded summations corresponding to the three parallel processes in S. The values of the functions
previously defined are in this case
• Inn@a(S) = 1, for the input guard before P1;
• Outn@a(S) = 2, for the output guards before Q , R;
• Mixn@a(S) = 0, since there is no summation with both input and output actions on n@a;
• Actn@a(S) = Inn@a(S) · Outn@a(S)−Mixn@a(S) = 2.
Form@awe have instead
• Inm@a(S) = 1, for the input guard before P3;
• Outm@a(S) = 1, for the output guards before P2;
• Mixm@a(S) = 1, since the input and output actions onm@a appear both in the first summation;
• Actm@a(S) = Inm@a(S) · Outm@a(S)−Mixm@a(S) = 0.
The activities on n@a andm@a are then 2 and 0 respectively, in agreementwith the intuition that the two possible reductions
on n@a increase the potential activity on this channel, while onm@a no reduction can be performed.
The function chan returns all the active channels inside each compartment in a given system S.
Definition 13. Given a Spi@ system S in standard form
S = (ν x˜)(P1 ∣∣ · · · ∣∣ Pj ∣∣ !Pj+1 ∣∣ · · · ∣∣ !Pk)
the function chan is defined recursively as follows:
chan(S) =
k⋃
i=1
chan(Pi)
chan
(∑
i∈I
pii.Pi
)
=
⋃
i∈I
chan(pii)
chan(n@a :v(x˜)) = {n@a}
chan(n@a :v〈x˜〉) = {n@a}
chan(τr) = {τr}
Definition 14. Given a Spi@ system S in standard form
S = (ν x˜)(P1 ∣∣ · · · ∣∣ Pj ∣∣ !Pj+1 ∣∣ · · · ∣∣ !Pk)
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the volume Vola of the compartment a in the system S is calculated as follows:
Vola(S) =
k∑
i=1
Vola(Pi)
Vola
(∑
i∈I
pii.Pi
)
=
∑
i∈I
Vola(pii)
Vola(τr) = 0
Vola(n@a :v〈x˜〉) = Vola(n@a :v(x˜))
Vola(n@b :v(x˜)) =
{
v a = b
0 otherwise
If Vola(S) = 0, then a is given the default volume value 1.
Each molecule is represented by a choice
∑
i∈I pii.Pi, which may occupy volume in more than one compartment: Vola
considers only that part of the molecule falling inside compartment a.
The default volume value of 1 is introduced as syntactic facility to allow the omission of any volume information when
not required by the model. The main drawback of this choice is that it is not possible to catch the undesirable situation of
compartmentswhose volume assumes value zero at some point during the simulation, a situationwhich likely reflects some
error in the Spi@model. Conversely, this circumstance can be immediately detected at runtime during the execution of the
stochastic simulation and notified to the user.
The definition of Vola reflects the additive properties of Definition 13: its linear dependence onmolecular volumes allows
its almost immediate calculation in terms of modification of its value at the previous step of the algorithm. A definition of
compartment volumes as nonlinear functions of molecular volumes, or any dependence on molecular volumes upon the
chemical composition of the surrounding environment inhibits such additive expression of Vola and increases significantly
the computational cost of its calculation at each step of the simulation.
The following algorithm corresponds to each repetition of the loop of Algorithm 2.
Algorithm 3. Given a Spi@ system S in standard form, the selection of the next reaction Next(S) and of the delay Delay(S)
relative to the MSSA are described by the following algorithm:
(1) For each channel ci in chan(S), with chan(S) = {c1, . . . , cj}, calculate
ai = Actn@b(S) ∗ rate(n)/Volb(S)
if ci = n@b for some n ∈ N , b ∈ C or
ai = Actτr (S) ∗ r
if ci = τr .
(2) Calculate a0 =∑ji=1 ai
(3) Generate two random numbers z1, z2 ∈ [0, 1] and calculate τ , λ such that
τ = (1/a0) ln(1/z1)
λ−1∑
i=1
ai < z2a0 ≤
λ∑
i=1
ai
(4) Next(S) = cλ and Delay(S) = τ .
The value cλ = τr for some r or cλ = n@b for some n, b denotes the rate of the silent action or the reaction channel
n (corresponding to µ in Algorithm 2) and the compartment b (corresponding to ψ in Algorithm 2) of the next reaction
happening after τ time. The process performing the silent transition or the two processes performing the synchronisation
step on cλ are then randomly chosen as for SPiM [33].
3.3. Efficient formulation of the simulation algorithm
In the original formulation of the SSA [19] each transition of the system from one state x to a subsequent state x′ requires
at most M operations needed to know which of the M reactions will happen next, as a function of the random number
generated in the second step of the algorithm. In fact, in order to find the index µ in Expr. (6),M summations are required
in the worst case. Several improvements or alternatives to the SSA have been proposed (e.g. [17,4,16]) which reduce the
computational complexity of each transition to O(logM) or optimise it as a function of reaction rates.
The MSSA inherits the complexity order of the original SSA, linear in the number of distinct reactions. However in this
case the number of independent reactions isM ·C , where C is the number of compartments. As noted in [16], the simulation
becomes computationally unfeasible if C grows significantly. Unfortunately, none of the improvements proposed in [17,
4,16] can be directly applied to the MSSA with appreciable gain. The main reason is that the propensity function akj of
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Fig. 1. (a), (b) Non-cumulative complete binary search trees. (c) List of non-cumulative complete binary search trees with increasing heights.
each bimolecular reaction depends of the volume Vk of the enclosing compartment. Each reaction firing may change the
volume of one or more compartments, so that all the propensity functions of bimolecular reactions located in the involved
compartments should be recalculated. This would cause the complexity of the algorithm to be still linear in the number of
theM reactions even after the optimisations proposed in [17,16]. Also the optimised direct method (ODM) formulated in [4]
would provide no substantial gain in the (not unusual) case that the chemical composition of the compartments is almost
the same: in this situation the complexity would be almost linear in the number of compartments in the best case.
Nevertheless, the computational complexity order of the MSSA can be reduced to O(logM + log C) by exploiting the
same data structures proposed in [17] for directly enhancing the SSA. These structures are justified by two observations.
The first is that only few propensity functions change at each transition and these can be easily identified by building a
dependency graph. The second is that the linear search in step (3) can be improved by exploiting (twice) a binary search
tree. The definitions of the needed data structures follow.
Definition 15. Let νkµ be the state change vector of reaction µ firing inside compartment ψ , νψµ = (ν˜ψµ1 , . . . , ν˜ψµC ), with
ν˜
ψµ
j = (νψµj1 , . . . , νψµjN ).
Let Re(Rµ) ⊆ {S1, . . . , SN} be the chemical species needed to fire reaction Rµ.
Let G(VG, EG) be a directed graph with vertex set {0, . . . , (C · M) − 1}. For each vertex pair (n, n′), n = f (ψ,µ), n′ =
f (ψ ′, µ′), where f (ψ,µ) = (ψ ∗M + µ), the edge e = (n, n′) is in EG iff ∃j ∈ {1, . . . ,N} : Sj ∈ Re(Rµ′) ∧ νψµψ ′j 6= 0.
G represents the dependency graph of the system. Each vertex n ofG represents a reaction Rµ inside a compartmentψ . Every
edge from n to n′ indicates that reaction Rµ inside ψ influences reaction Rµ′ inside ψ ′ by changing the concentration in ψ ′
of at least one of the reactants of Rµ′ . The dependency graph makes clear the only propensity functions which need to be
updated after each transition.
We now define the structure of non-cumulative complete binary search tree. This definition represents the formalisation
of the data structure proposed in [17] for the enhancement of the SSA as an alternative to the Next Reaction Method.
Definition 16. A binary tree T is recursively defined as nil (the empty tree) or (n, Tl, Tr) where n = (v,D) is the node,
v ∈ R+ is its value and D the associated data, Tl and Tr are binary trees.
A binary tree T is complete if it is empty, or if all its levels are full, except for the last which presents all the remaining
leaves on the left hand side.
A complete binary tree T is a non-cumulative binary search tree (NCBST) if it is empty, or if T = ((v,D), Tl, Tr) and
• v corresponds to the sum of the values of the root nodes of Tl and Tr ;• Tl and Tr are NCBSTs as well.
A binary tree is a non-cumulative search tree if each node value is equal to the sum of the values of its offspring. The
definitions are illustrated in Fig. 1. A non-cumulative binary search tree can be transformed into a binary search tree by
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Fig. 2. (a) Two equivalent molecule pairs floating in compartments of different volume. (b) Membrane receptor.
recursively adding the value of each non-leaf node to all the nodes of its right subtree. In the NCBST of Fig. 1(a), the value
41 of the root should be added to the three nodes on its right, with values 15, 9, 6. In this same subtree, the value 15 should
be added to the leaf with value 6. In the same way, the values 26, 11, 15 of the non-leaf nodes in the left subtree should be
added to their respective right subtrees.
We define now the function which implements the search in a NCBST.
Algorithm 4. Let T = ((v,D), Tl, Tr) be a non-empty NCBST and p ∈ R, p ∈ [0, v[, with T , p formal parameters of the
function:
(1) if Tl = Tr = nil (i.e. T is a leaf) then return (p/v,D), else
(2) let Tl = ((vl,D), T ll , T lr); if p < vl then set T ← Tl and go to (1), else
(3) set p← (p− vl), T ← Tr and go to (1).
Given a NCBST T = ((v,D), Tl, Tr) and a random number p = r · v, with r ∈ [0, 1[, the function returns the data associated
with the leaf i, where∑
j<i
(leaf j value) < p <
∑
j≤i
(leaf j value)
and leaves are numbered from left to right, as in Fig. 1(b). The function returns also the remainder of p scaled to the interval
[0, 1[ (denoted in the algorithm by p/v in the first step), which avoids the generation of a further random number when the
algorithm is called for the second time in the enhanced MSSA. A short example of execution follows.
Example 1. Consider the tree in Fig. 1 (a). Let p = 20. The root node is not a leaf, so it must be checked if p < vl = 26, where
vl is the value associated with the left subtree. The condition is true, so the loop cycle must be repeated starting from Tl. The
value of the left sub-subtree is vll = 11 < p, hence p ← 20 − 11 and the search continues in Tlr . Now p = 9 < vlrl = 12
and Tlrl is a leaf, so the algorithm ends and returns (0.75,D).
The computational complexity of the algorithm is O(log K), where K is the number of nodes of the tree. Given a list of l non-
negative real numbers, it is also possible to build a corresponding NCBST in O(l) with all the elements of the list appearing
as leaves of the tree. This is the technique exploited for executing step (3) of the MSSA in logarithmic time.
We can now define the improved variant of the MSSA. We first consider reindexing of monomolecular and bimolecular
reactions, and also distinct expressions of their propensity functions, in order to keep them separated according to their
(in)dependence on compartment volumes:
a0(x) = m0(x)+ b0(x) =
C∑
k=1
mk(x)+
C∑
k=1
bk(x) (21)
where
• m0 represents the sum of the propensity functions of monomolecular reactions;
• b0 is the sum of the propensity functions of bimolecular reactions;
• Mm corresponds to the number of monomolecular reactions Rµ, with µ = 1, . . . ,Mm;
• Mb corresponds to the number of bimolecular reactions Rµ, with µ = Mm + 1, . . . ,M so thatMm +Mb = M;
• mk and bk (with k = 1, . . . , C) are the partial sums of the propensity functions of monomolecular and bimolecular
reactions respectively, inside each of the k compartments.
The values ak in Expr. (14) for bimolecular reactions can be written as
bk(x) =
M∑
j=Mm+1
bkj (x) =
M∑
j=Mm+1
V−1k (x)h
k
j (x)rµ
= V−1k (x)
M∑
j=Mm+1
hkj (x)rµ = V−1k (x)βk(x) (22)
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where
βk(x) =
M∑
j=Mm+1
hkj (x)rµ =
M∑
j=Mm+1
βkj (x) (23)
with
βkj (x) = hkj (x)rµ (24)
Furthermore, the summation of Expr. (16) for bimolecular reactions can be expressed as
ψ∑
k=1
µ∑
j=Mm+1
bkj (x) =
ψ−1∑
k=1
bk(x)+
µ∑
j=Mm+1
bψj (x)
=
ψ−1∑
k=1
bk(x)+ V−1ψ
µ∑
j=Mm+1
β
ψ
j (x) (25)
For monomolecular reactions, we have simply that
mk(x) =
Mm∑
j=1
mkj (x) =
Mm∑
j=1
Xkj (t)rµ (26)
The enhanced MSSA (EMSSA) is defined as follows.
Algorithm 5 (Enhanced Multi-compartmental Stochastic Simulation Algorithm).
(1) Calculate Vk from Expr. (13), βkj from Expr. (24), β
k from Expr. (23), bk from Expr. (22), mk from Expr. (26), with
k = 1, . . . , C, j = Mm + 1, . . . ,M , and b0,m0, a0 from Expr. (21);
(2) build the dependency graph of the system according to Definition 15;
(3) build the NCBST Tb such that its leaves are ((bk, k), nil, nil), then build the NCBST Tm such that its leaves are ((mkj , j+
(k− 1) ∗Mm), nil, nil), with k = 1, . . . , C and j = 1, . . . ,Mm;
(4) build C NCBSTs such that ((βkj , j), nil, nil) are the leaves of the kth NCBST T
k, with j = Mm+1, . . . ,M and k = 1, . . . , C;
(5) generate uniformly two random numbers z1, z2 in the interval (0, 1);
(6) calculate τ from Expr. (15) and set t = t + τ ;
(7) if a0z2 < m0 then go to step (13);
(8) set z2 ← (a0z2 −m0)/b0;
(9) let (v,D) be the value returned by Algorithm 4 called with parameters (Tb, b0z2); setψ ← D, according to Expr. (25);
(10) let (v′,D) be the value returned by Algorithm 4 called with parameters (Tψ , βψ · v); set µ ← D, according to
Expr. (25);
(11) update the states of the species and Tm, Tb, T 1, . . . , T C to reflect the execution of the bimolecular reaction (ψ,µ) by
updating only the propensity functions, volumes and subtrees indicated by the dependency graph built at step (2);
(12) go to step (5).
(13) set z2 ← a0z2/m0;
(14) let (v,D) be the value returned by Algorithm 4 called with parameters (Tm,m0z2); set ψ ← d1 and µ ← d2, where
d2 + (d1 − 1) ∗Mm = D;
(15) update the states of the species and Tm, Tb, T 1, . . . , T C to reflect the execution of monomolecular reaction (ψ,µ) by
updating only the propensity functions, volumes and subtrees indicated by the dependency graph built at step (2);
(16) go to step (5).
The initialisation of the algorithm includes the building of the dependency graph and of three kinds of NCBSTs. The first,
constituted by Tm, is the tree of all the monomolecular reactions of the system. The second, Tb, is the only one that
contains information about the Vk volumes of the compartments. The third kind, represented by {T 1, . . . , T C }, contains
the information about the propensity functions of the bimolecular reactions inside each compartment. This multi-tree
organisation allows us to express the propensity functions independently of their respective volumes, so that they do not
need to be recalculated as the volume change.
The height of Tb is dlog(2·C)e, while the height of each T k is dlog(2·M)e. The search of steps (9) and (10) are consequently
executed in O(log C) and O(logM) respectively. The same cost of O(log C + logM) applies to the search in Tm. The most
expensive operations are steps (11) and (15): ifMaxV is themaximumnumber of compartments influenced by some reaction
Rµ and MaxR is the maximum number of propensity functions modified by some reaction R′µ, the number of operations
is bounded by (MaxV log C + MaxR logM), because each update of the leaf of a NCBST T requires hgt(T ) updates of the
ancestor nodes. Since in most cases MaxV  C and MaxR  M , the computational complexity of the algorithm is usually
O(L(log C+ logM)), where L is the number of transitions of the systems (in practice limited by the detection of some steady
state condition, or by the availability of time of the user, as for the SSA), each corresponding to one reaction firing and one
execution of the loop in Algorithm 5.
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It is worth remarking that the introduction of infinite rate reactions breaks the correspondence between execution steps
of the algorithm and temporal evolution of the simulated system. In other words, the above complexity analysis considers
as transitions both the time-elapsing steps (caused by finite rate reactions) and the immediate steps (corresponding to infinite
rate reactions), even if only the first kind produces some observable temporal progression in the simulation.
3.3.1. Further enhancements
The number of operations to perform step (11) can be considerably reduced by grouping together the indexes of the
compartments and reactions whose volumes and propensity functions change simultaneously. This can be achieved by a
proper analysis of the dependency graph of the system and may lead in the best case to (2MaxV +2MaxR+ log C + logM)
operations. Steps (9), (10) and (13) can be improved by adapting the enhancements to the SSA discussed in [4] toNCBSTs. The
NCBST structure may be changed as shown in Fig. 1(c). Here the leaves of NCBSTs of increasing height linked in a list contain
the propensity function values in increasing order of firing frequency of the corresponding reactions. The frequencies can
be calculated by previous benchmarking, as in [4].
4. Examples
In this section some examples of chemical and biological modelling are presented, in order to illustrate the simplicity of
the language and the increased biochemical faithfulness with respect to variable volume systems.
4.1. Chemical reactions
If m1 and m2 are two molecules floating inside the only, fixed-size compartment of the system, it is quite unnecessary
to specify the compartment they are in and the volume they occupy: this is the exact case of modelling in Spi . By relaxing
the grammar, in order to simplify the notation and to omit the unneeded information, the system composed of m1 and m2
could easily be written in Spi@ as well:
M1 ≡ r1.N M2 ≡ r1 S ≡ M1
∣∣ M2
wherem1 andm2 are represented by the processesM1,M2 and are supposed to undergo a reaction of type R1 (corresponding
to the channel r1) and produce a new chemical reactant n, represented by the process N . As previously discussed, in the
absence of volume and compartment information, the volume of the reactants is considered to be 0, while that of the (only,
unspecified) compartment is considered to be 1, so that also the function rate(r1) is consistent – and actually coincides,
according to Expr. (10) – with the rate given for the simulation in Spi .
The situation in Fig. 2(a), which presents multiple compartments could be encoded as
M11 ≡ r1@c1.N(c1) M21 ≡ r1@c1 M12 ≡ r1@c2.N(c2) M22 ≡ r1@c2
S ≡ M11
∣∣ M21 ∣∣ M12 ∣∣ M22
whereMij represents species i inside compartment j, and c1, c2 are supposed to be of the same, fixed-size.N(c1) corresponds
to the behaviour of the chemical reactant n inside compartment c1: here the use of process constants is introduced to
increase the readability of the presented examples, but explicit recursion is always avoided since it is obtained by means of
replication. If compartment volumes v1, v2 are constant, but different, it is possible to specify them by adding two further
chemical elements d1, d2 (represented by the processesD1,D2) which do not take part in the reactions but allow the desired
information to be inserted:
M11 ≡ r1@c1.N(c1) M21 ≡ r1@c1 M12 ≡ r1@c2.N(c2) M22 ≡ r1@c2
D1 ≡ (ν n)n@c1 : v1 D2 ≡ (ν n)n@c2 : v2
S ≡ M11
∣∣ M21 ∣∣ M12 ∣∣ M22 ∣∣ D1 ∣∣ D2
Even if the processes D1,D2 are unable to perform any reaction, v1 and v2 are taken into account when calculating c1 and c2
volumes. According to Definition 14, since the volume occupied by each of the other processes is 0, c1 and c2 volumes turn
out to be v1 and v2 respectively, as required. In this way the volumes of K compartments (and consequently the rate of each
reaction inside them) canbe specified directly inside the programby adding notmore thanK non-reactive elements. Alterna-
tively, it is possible to specify the volumes Vm1 , Vm2 occupied by eachmolecule and ensure that the volume of their chemical
product n is equal to the sum of their volumes (as approximately happens in many real reactions). In general, it is possible
to specify only the volumes of the desired elements while keeping consistent compartment volumes with reaction rates.
One of the major advantages of the Spi@ approach is the possibility to specify once the behaviour of one element and
create instances of it inside any compartment, which is very convenient when the same objects are present in several
different places. The previous system could be rewritten as
T1 ≡ !m1(c).r1@c.N(c) T2 ≡ !m2(c).r1@c
S ≡ m1〈c1〉
∣∣ m1〈c2〉 ∣∣ m1〈c1〉 ∣∣ m1〈c2〉 ∣∣ T1 ∣∣ T2 ∣∣ D1 ∣∣ D2
by exploiting the possibility of giving infinite rate to channelsm1,m2 so that the creation of the instances is immediate.
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a b
Fig. 3. (a) Ion Pump. (b) Osmosis by semipermeable membrane in hypotonic solution.
4.2. Biological modelling
In this section we outline the way some simple biological entities and phenomena [23] can be intuitively represented
in Spi@. The interaction or exchanging of molecules between compartments constitute the easier and more interesting
situations.
4.2.1. Membrane receptor
Consider the simple scheme of a cell membrane receptor whose behaviour is to detect molecules of kindm1 outside the
cell and signal their presence inside the cell by transforming molecules of kind m2 into m3, as in Fig. 2(b). If we use the
membrane as compartment boundary, by modelling the space outside the cell as compartment e and c as the cell itself,
the receptor – which is a transmembrane protein – lies partially in both compartments. This means that the process R
representing the receptor needs to know the names of the two compartments and to use them for interacting both outside
and inside the cell. The system could be for example encoded as
M1 ≡ bind_m1@e M2 ≡ conv_m2@c.M3(c) R ≡ !bind_m1@e.conv_m2@c
where the names bind_m1, conv_m2 carry the interaction between the receptor R and themoleculesm1 andm2. The process
M3(c) represents the transformed moleculem3 inside compartment c.
4.2.2. Pump
The conveyance of molecules or ions across a membrane constitutes a simple example for showing how the exchange
of elements between compartments is straightforward in Spi@: the sodium/potassium pump represents a quite classical
modelling candidate. The Na+/K+ ATPase (Fig. 3(a)) is an ion pump which moves three Na+ ions out of and two K+ ions
into the cell for each consumed ATP molecule. The pump can be schematised by process P
ATP(d) ≡ atp@d P ≡ !atp@c.na@c.na@c.na@c.
ADP(d) ≡ adp@d (ADP(c) ∣∣ k@e.k@e.
NA(d) ≡ na@d (NA(e) ∣∣ NA(e) ∣∣ NA(e) ∣∣
K(d) ≡ k@d K(c) ∣∣ K(c)))
which first recruits the ATP molecule, then binds the three sodium ions inside the cell, releases the ADP molecule deriving
from the hydrolysed ATP, binds the two K+ ions outside the cell and finally releases the captured ions into the appropriate
compartments.
4.2.3. Osmosis
The last example considered allows us to observe the limits of the previous models and the need to introduce volume
information specified in Expr. (10), in order to manage correctly the relative rates of reactions as a function not only of
the number of elements for each reactant, but also of its concentration. The system in Fig. 3(b) depicts a compartment
c of variable size containing a water solution placed in a hypotonic environment e. The compartment is bounded by a
semipermeable membrane, i.e. a filter which allows only the water to move across. Experience shows that this situation
causes a net movement of water towards compartment c , due to the so-called osmosis phenomenon. Biological occurrence
of this circumstance is common both in animal and vegetal cells. A typical animal cell swells when placed in hypotonic
and shrinks when in hypertonic solution even if the cell membrane is poorly permeable to water, thanks to the presence of
water-channel proteins which allow only water to flow, in either direction. The process Amay describe a simple abstraction
of water-channel protein acquaporin:
HOH(d) ≡ hoh@d : vH2O S(d) ≡ s@d : vS
A(f , g) ≡ !hoh@f .HOH(g) ∣∣ !hoh@g.HOH(f )
S is the solute, HOH represents a water molecule able to interact with the acquaporin A and move through the
membrane of the cell. In this very simple layout, the acquaporin is completely symmetrical. The system in Fig. 3 (b) may be
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Fig. 4. Simulation of the osmosis phenomenon in the case of two compartments C1 and C2 with the same initial number of H2Omolecules and different salt
concentration: the lower (upper) line represents the number of water molecules in C2 (C1), with C2 containing half the number of molecules of salt with
respect to C1 .
written as
Sys ≡ HOH(e) ∣∣ · · · ∣∣ HOH(e)︸ ︷︷ ︸
m1
∣∣ S(e) ∣∣ · · · ∣∣ S(e)︸ ︷︷ ︸
n1
∣∣ A(c, e) ∣∣
HOH(c)
∣∣ · · · ∣∣ HOH(c)︸ ︷︷ ︸
m2
∣∣ S(c) ∣∣ · · · ∣∣ S(c)︸ ︷︷ ︸
n2
where m1 and n1 represent the number of water molecules and salt ions outside, m2 and n2 the number of molecules and
ions inside the cell membrane and only one acquaporin is present, for simplicity. If we discard the information about the
volumes Ve and Vc of the two compartments in Expr. (10), we are first forced to introduce asymmetry in the encoding of the
acquaporin A, in order to differentiate the rate re of molecules entering from the rate rc of molecules leaving the cell. The
system can be considered to be in equilibriumwhen the probability of a water molecule entering is equal to the probability
of a water molecule leaving the cell, that is when
h′ere = h′crc (27)
where h′e is the number of possible combinations of acquaporin–water molecules outside, h′c is the possible combinations
inside the cell. Since only one acquaporin is present, we have that he = m′1 and hc = m′2, wherem′1 andm′2 are the number
of water molecules at equilibrium. Hence Expr. (27) becomes
m′2/m
′
1 = re/rc
meaning that the equilibrium depends on the rate of themolecules initially conveyed, which is not true. In reality, under the
hypothesis of uniform temperature and pressure, the equilibrium is reached when the concentration of the two solutions is
the same, that is when
m′2/n
′
2 = m′1/n′1 (28)
where n′1 and n
′
2 are the number of salt ions in the respective compartments. Even by artificially setting re = 1/n1 and
rc = 1/n2, themodelwould be incorrect in the case of variable number of salt ions. Conversely, this dependence is coherently
modelled if we consider the right expressions for Ve and Vc . In fact, by Expr. (10), we have
V−1e h
′
ere = V−1c h′crc (29)
Since the volumes are obtained as the sum of the average volumes occupied by each element, we have
Ve =
∑
e
vH2O +
∑
e
vS = m′1vH2O + n′1vS
Vc =
∑
c
vH2O +
∑
c
vS = m′2vH2O + n′2vS
which – under the initial symmetric assumption re = rc – properly substituted in (29) leads to
1
vH2O + n
′
1
m′1
vS
= 1
vH2O + n
′
2
m′2
vS
that is clearly satisfied by expression (28). The inclusion of the volume of both water molecules and salt ions in the
denominator of the above expression affects the net flux ofwatermolecules through the acquaporin so that its rate smoothly
decreases to zero, with a rapidity depending on the ratio between salt and water.
In Fig. 4, a MSSA simulation graph of the above example is reported.
Osmosis involves most of the living cells, and expression (28) describes only one of the possible equilibrium conditions.
For example, plant cells are surrounded by rigid walls which prevent them from increasing their volume. Consequently, if
placed in hypotonic solution, these cells absorb water until the pressure on cell walls equals the osmotic pressure, which
depends on the absolute temperature T and the difference of salt ions/molecules’ concentration. This equilibrium condition
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Fig. 5. Graphical representation of amerge reduction in Brane Calculi: the membranes s1 and s2 join and become s3 , while their content is merged to form
a unique compartment.
cannot be expressed in Spi@, since no pressure evaluation is present. Such information may be taken into account in the
model by defining reaction rates as functions of the absolute temperature T and pressure pc of the compartment, where pc
may be in turn calculated as a function of the compartment c , the absolute temperature and the elements surrounded by c.
This would allow the introduction of temperature, pressure and some of the structural information pertaining tomechanical
properties of compartment boundaries. Depending on the kind of function used for evaluating pc , the computational
complexity of the algorithm may grow significantly.
The osmosis example shows a simple (and biologically common) situation where the SSA happens not to be faithful if
taken ‘‘as it is’’, since the volume of each element (and not only compartment volumes) must be properly considered during
the simulation in order to obtain the correct values for reaction rates as a function of reactants’ concentration. The reason is
that SSA already embodies the unique, fixed-size volume hypothesis, which is correct for fluid systems under the conditions
stated in [19] and needs to be properly translated into other chemical or biological contexts.
4.3. Complex compartment modellings
The Spi@-calculus, as well as the pi-calculus, is characterised by a flat structure in opposition to the typical nested
structure of compartmentalised languages. This difference is usually interpreted in terms of superior expressiveness of
compartment semantics, the reason why many languages proposed for biological modelling directly embed the notion of
compartment.
In [42] we showed how to recover the semantics of compartments (together with their typical nesting) in the full
version of pi@, by encoding two compartmentalised languages – namely, BioAmbients and Brane Calculi – proposed for
the modelling of biological systems.
Such encoding capabilities constitute a proof of concept of the expressiveness ofpi@,which turns out to be also a suitable
core language for the implementation of bio-inspired formalisms: their encodings on top of pi@ may allow a reduction
of both the time required for their implementation and that for the development of tools for the analysis of the written
programs. The importance of stochastic semantics for the typical applications of these languages raises the need to preserve
the same expressiveness also in a stochastic context—a non-trivial step which is currently under study. A preliminary result
in this direction requires us to state that the semantic restrictions applied to Spi@ do not trivially compromise the encoding
capabilities which should be inherited from pi@. Since the encodings proposed in [42] use three priority levels and up to
three names for each channel, while Spi@ is limited to two priority levels and names per channel, this preliminary result is
far from obvious.
In Appendix B we show how those encodings can be adapted in order to require not more than two priority levels and
two names per channel: the full definition of the encoding function
[ · ] from Brane Calculi to core pi@ is given, together
with the explanation of the main changes from the one defined in [42]. The straightforward mapping of core pi@ into Spi@
is then described.
Below we briefly explain the main ideas underpinning such encodings, which also capture the essential mechanisms
exploited by pi@ for the expression of mobility and the implementation of compartments.
As a simple example of a compartmentalised system consider the one in Fig. 5: here, two compartments surrounded by
themembranes s1 and s2 are ready tomerge their content. The processes C1 and C2, corresponding to the two compartments
can be written in Brane Calculi as
C1
def= s1(|P1 ◦ P2|) C2 def= s2(|P3|)
The behaviour of the membranes s1 and s2 is specified by two subprocesses with the same name:
s1
def= merge.s′1 s2 def= merge⊥.s′2
They are ready to perform a reduction merge/merge⊥ and then behave as s′1 and s
′
2 respectively. C1 and C2 produce the
following reduction:
C1 ◦ C2 → s3(|P1 ◦ P2 ◦ P3|)
with s3 ≡ s′1|s′2. After the reduction, the system is composed of a single membrane resulting from the conjunction of s′1 and
s′2, surrounding a single compartment with all the other processes inside.
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The above system can be translated into (core) pi@ by introducing two private names c1 and c2 which denote the
boundaries of the two compartments. If C@1 and C
@
2 are the corresponding processes, they may be defined as
C@1
def= (ν c1)
(
s@1
∣∣ P@1 ∣∣ P@2 ) C@2 def= (ν c2)(s@2 ∣∣ P@3 )
where s@i , P
@
i denote the translation of the respective Brane counterparts. The interaction between s
@
1 , s
@
2 is modelled as
happening in a common, outer compartment cwhich does not explicitly appear in the Brane system. To a first approximation
they may be written as
s@1
def= merge@c〈c1〉.s@′1 s@2 def= merge@c(x).s@
′
2
Themovement of s@1 , s
@
2 towards the same compartment ismodelled as the substitution of c1 for c2 in s
@′
2 : after the reduction,
c2 is totally lost.
It is worth underlining that the single reduction raised by s1 and s2 involves in some way an unbounded number of
processes (in this case P1, P2 and P3) whose location changes somehow even if they did not take any active part in the
firing of the reduction. Consequently, the name c1 must also be forwarded to all the processes inside c2. This task can be
accomplished by s@2 which triggers a sort of broadcast subroutine BCAST , which in turn notifies all the involved processes:
s@2
def= merge@c(x).(s@′2 ∣∣ BCAST (c2, c1))
For this reason P1, P2 and P3 are encoded by introducing additional input actions ready to receive and substitute the new
compartment name. After the substitution, they return to their initial state:
P@3 (c2)
def= . . .+ changecomp@c2(x).P@3 (x)
The BCAST process performs the broadcasting of the name c1 with a corresponding output on changecomp@c2, then
disappears.
In this example P3 is encoded by means of explicit recursion only for the sake of readability.
The single Brane reduction is then completed in two steps. During the first, the membrane process s2 receives a
compartment name representing its new destination and triggers the BCAST subroutine:
C@1
∣∣ C@2 → (ν c1, c2)(s@′1 ∣∣ s@′2 {c1/x} ∣∣ P@1 (c1) ∣∣ P@2 (c1) ∣∣ BCAST (c2, c1) ∣∣ P@3 (c2))
During the second step, the broadcast is executed and all the other processes inside c2 (in this case only P@3 ) are ideally
moved into the new compartment as well:
(ν c1, c2)
(
s@
′
1
∣∣ s@′2 {c1/x} ∣∣ P@1 (c1) ∣∣ P@2 (c1) ∣∣ BCAST (c2, c1) ∣∣ P@3 (c2))
→ (ν c1)
(
s@
′
1
∣∣ s@′2 {c1/x} ∣∣ P@1 (c1) ∣∣ P@2 (c1) ∣∣ P@3 (c1))
At the end of the sequence of reductions the name c2 has disappeared and all the processes are located inside the same
compartment represented by c1.
Priority is exploited to ensure the atomicity of the above broadcasting and its correct termination. For the full definition
of the function
[ · ] in Appendix B from Brane Calculi to core pi@, further input actions need to be added and compartment
names to be introduced in order to encode other Brane operations on compartments (e.g. exocytosis, phagocytosis). For
details we refer to [42].
5. Related work
Polyadic synchronisation for the pi-calculus was introduced in [5] to model localities and encryption. The core pi@-
calculus considered in this paper is a variant of pi2 in [5] extended with priority. The resulting calculus is very similar
to SPiCO [20], with the difference that there the names appearing in the second position of the vector representing each
channel are statically specified: in the (core) pi@metaphor, this would mean that the number of compartments (i.e. of their
corresponding names) is determined before the execution of the program, while in pi@ they can be dynamically created
without bounds on their maximum number.
Some extensions of the Gillespie algorithm which handle variable volumes were already defined in [24,22]. The volume
here is expressed as a known function of time and introduced in the evaluation of the propensity functions. Although this
approachmay provide less computationally expensive algorithms, it can be applied only in the case that the variation of the
volume as a function of time can be considered deterministic and is known. Conversely, the MSSA allows the association of
the volume with the propensity functions so that its variation is introduced transparently in the stochastic evolution of the
system and is handled coherently with the CME without requiring previous knowledge of its behaviour.
The next subvolumemethod (NSM) [16] faces the problem of efficient simulation of chemical systems in the presence of
molecular diffusion. The NSM is intended for a high number of subvolumes with static structure, of fixed and equal size. Any
implementation of the EMSSAwould likely be slower in the special case considered for the NSM, but constitutes an efficient
generalisation in the case of dynamic structure and different, varying volumes. In fact, the computational complexity order
of the EMSSA is the same as that of the NSM, since they are both logarithmic as a function of the number of compartments
and reactions.
3060 C. Versari, N. Busi / Theoretical Computer Science 410 (2009) 3039–3064
6. Conclusion
We have presented the Spi@-calculus, an elegant candidate for the representation of biological systems with dynamic
compartment structure and varying volumes obtained by simple extension of the stochastic pi-calculus with polyadic
synchronisation.
The calculus is accompanied by an extension of Gillespie’s stochastic simulation algorithm (SSA) [19] which allows the
modelling of systems with multiple compartments and variable volumes. In its enhanced formulation, the computational
complexity scales logarithmically – instead of linearly –with both the number of reactions and the number of compartments,
so that it turns out to be very efficient also in the case of a high number of compartments and allows the simulation also in
the presence of phenomena like osmosis, cellular growth and division [24], diffusion [16].
The presented adaptation of the SSA to multiple compartments (MSSA) allows us to take into account the information
about the concentration of reactants as a function of volumes without changing the underlying probabilistic/kinetic model,
so that the MSSA results are somehow closer to the biological scenario. Anyway, Spi@ modelling is still far from being
complete with respect to biological reality, for a number of reasons. Here are some:
• temperature and pressure are considered constant and uniform, a reasonable condition in most (but not all) biological
situations;
• many atomic-level phenomena (e.g. van der Waals or electrostatic effects, hydrogen bonds, etc.) are disregarded in the
kinetic model;
• all the particles are considered to be small, free floating and homogeneously distributed in their respective compartments
while many biological elements are not small, nor homogeneously distributed nor allowed (or only partially) to move
freely;
• all the physical and dimensional information about biological elements and structures (e.g. properties such as three-
dimensional position or shape, or surface area, fluidity, thickness of membranes, mechanical resistance, elasticity, etc.)
cannot be modelled.
Consequently, Spi@models can be considered faithful as long as the physical properties of compartment boundaries do not
significantly influence the behaviour of the system as, for example, in the case of the inelastic membranes of mitochondria
or of the rigid walls surrounding plant cells.
In addition, the Spi@-calculus inherits two significant limits—strict seriality and not more than two reactants (but
unlimited products) for each reaction, which are due to the point-to-point, interleaving synchronisation semantics of the
pi-calculus. By contrast other process algebras, such as Bio-PEPA [10], overcome the limit of binary reactions and allow the
introduction of general kinetic laws, while membrane systems [8] are natively equipped with truly concurrent semantics,
so that they deal straightforwardly with parallel simulation algorithms [3].
Nevertheless, the presented approach has several advantages. Themost important is the capability ofmodelling dynamic
compartment structures. This can be achieved by preserving several compartment semantics such as, for example, atonality
of BioAmbients [38] or bitonality of Brane Calculi [6]. In fact, both these calculi can be reproduced by adapting the encodings
presented in [42] to Spi@.
Despite the increased expressiveness, the calculus is very conservative. The original kinetic/stochastic hypotheses of
Gillespie’s model are completely preserved and Spi@ semantics is very close to that of the stochastic pi-calculus. This allows
us to obtain an implementation of the Spi@ language by simple extensions of the existing tools based on the stochastic
pi-calculus, such as [41,40].
Beyond the fact that programswritten for the cited versions of the stochasticpi-calculus can be directly executed on Spi@
by retaining the same semantics, the additional information pertaining to compartment and volume can be inserted only
when necessary and only for the desired elements and do not increase the computational complexity of the original Gillespie
algorithm. Fixed-size or variable volume, single ormultiple compartments can bemodelled but reaction rates have a unique
representation, independent of (but consistent with the volume of) the compartment where the reaction happens. In the
same way elements can be defined once and easily instantiated in any compartment, or moved across without readjusting
their behaviour, typical features only of calculi with explicit compartment semantics like BioAmbients or Brane Calculi.
6.1. Future work
Although theMSSAdoes not require the knowledge of the volume associatedwith eachmolecule species, the formulation
of a specific kinetic model for the estimation of average reactant densities (which takes into account their molecular weight
and specific three-dimensional shape, for example)would allow the refinement of the simulation and dispense themodeller
with the need to specify by hand the desired information on molecular volumes. It would also avoid the introduction of
errors in the model due to inconsistencies in the conservativeness of molecular volumes. Since some of these errors may be
statically caught at compile-time, some form of automatic checking will be considered for the implementation of Spi@.
The inclusion of further physical properties (like temperature and pressure) and the parallelisation of the algorithm in
the style of [7] by Gillespie’s tau leaping [3] are left for future work.
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The MSSA should be evaluated in its direct application to other formalisms oriented to biological modelling, like
compartmentalised process calculi [6,38,13,21] and P Systems [30,32]. Their encoding in Spi@ could be then given in terms
of preservation of the associated stochastic semantics.
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Appendix A. Brane Calculi
In this section we briefly recall the syntax and semantics of Brane Calculi.
In [6], two calculi are presented: the phago-exo-pino and the mate-bud-drip variants. Since it is possible to derive the
second calculus directly from the first, only the phago-exo-pino variant is considered.
Definition 17. LetN be a set of names on a finite alphabet, n,m, p, . . . ∈ N . The syntax of Brane is defined as
P,Q ::=  ∣∣ P ◦ Q ∣∣ !P ∣∣ σ(|P|)
σ , τ ::= 0 ∣∣ σ |τ ∣∣ !σ ∣∣ a.σ
a ::= phagon
∣∣ phago⊥n (σ ) ∣∣ exon ∣∣ exo⊥n ∣∣ pino(σ )
Definition 18. The congruence relation≡ is defined as the least congruence satisfying the following rules:
P ◦ Q ≡ Q ◦ P σ |τ ≡ τ |σ
P ◦ (Q ◦ R) ≡ (P ◦ Q ) ◦ R σ |(τ |ρ) ≡ (σ |τ)|ρ
P ◦  ≡ P σ |0 ≡ σ
! ≡  !0 ≡ 0
!(P ◦ Q ) ≡ !P ◦ !Q !(σ |τ) ≡ !σ |!τ
!!P ≡ !P !!σ ≡ !σ
!P ≡ P◦ !P !σ ≡ σ |!σ
0(|  |) ≡ 
P ≡ Q =⇒ P ◦ R ≡ Q ◦ R σ ≡ τ =⇒ σ |ρ ≡ τ |ρ
P ≡ Q =⇒ !P ≡!Q σ ≡ τ =⇒ !σ ≡!τ
P ≡ Q ∧ σ ≡ τ =⇒ σ(|P|) ≡ τ(|Q |) σ ≡ τ =⇒ a.σ ≡ a.τ
Definition 19. Brane semantics is given in terms of the reduction system described by the following rules:
P → Q
P ◦ R→ Q ◦ R
P → Q
σ(|P|)→ σ(|Q |)
Q ≡ P P → P ′ P ′ ≡ Q ′
Q → Q ′
phagon.σ |σ0(|P|) ◦ phago⊥n (ρ).τ |τ0(|Q |) → τ |τ0(|ρ(|σ |σ0(|P|)|) ◦ Q |)
exo⊥n .τ |τ0(|exon.σ |σ0(|P|) ◦ Q |) → P ◦ σ |σ0|τ |τ0(|Q |)
pino(ρ).σ |σ0(|P|) → σ |σ0(|ρ(|  |) ◦ P|)
Appendix B. Encoding of Brane into core pi@
The definition of the encoding function
[ · ] from Brane Calculi (in particular the phago-exo-pino variant whose
semantics has been previously defined) to core pi@ follows.
Definition 20. The function
[ · ] from Brane to core pi@ processes is defined as follows:[  ] , 0[
P ◦ Q ] , [ P ] ∣∣ [ Q ][ !P ] , [ !P ]
0,o˜c
3062 C. Versari, N. Busi / Theoretical Computer Science 410 (2009) 3039–3064[
σ(|P|) ] , [ σ(|P|) ]
0,o˜c[  ]
i,p˜c
, 0[
P ◦ Q ]
i,p˜c
,
[
P
]
i,p˜c
∣∣ [ Q ]
i,p˜c[ !P ]
i,p˜c
, (ν bi+1)
([
P
]
i+1,p˜c
∣∣ !new@bi+1( ˜npc).[ P ]
i+1, ˜npc
∣∣
!cycle@bi+1( ˜npc).
(unfold@bi+1().new@bi+1〈 ˜npc〉+
exo@npcb(nnpcb, x˜).bang@bi+1〈x˜〉)
∣∣
unfold@bi+1().new@bi+1〈p˜c〉+
exo@pcb(npcb, x˜).bang@bi+1〈x˜〉
)
[
σ(|P|) ]
i,p˜c
, (ν c˜)
([
σ
]
i,c˜,p˜c
∣∣ [ P ]
i,c˜
)
[
0
]
i,c˜,p˜c
, 0
[
σ
∣∣ ρ ]
i,c˜,p˜c
,
[
σ
]
i,c˜,p˜c
∣∣ [ ρ ]
i,c˜,p˜c[ !σ ]
i,c˜,p˜c
, (ν bi+1)
(
BANG(bi+1, c˜, p˜c)
∣∣ [ σ ]
i+1,c˜,p˜c
∣∣
!new@bi+1(n˜c, ˜npc).
[
σ
]
i+1,n˜c, ˜npc
)
[
a.σ
]
i,c˜,p˜c
, BCAST
∣∣ (ν s)( !cycle@s(n˜c, ˜npc).([
a.σ
]
i,n˜c, ˜npc
+ TREE(s, n˜c, ˜npc)) ∣∣[
a.σ
]
i,c˜,p˜c
+ TREE(s, c˜, p˜c))[
phagon.σ
]
i,c˜,p˜c
, phago_n@pc(x˜).Πi.
(ν ncb)(bc@bcast〈pc, cb, ncb, x˜〉.
([
σ
]
0,c,ncb,x˜
)
[
phago⊥n (ρ).σ
]
i,c˜,p˜c
, (ν x˜)
(
phago_n@pc〈x˜〉.Πi.
([
σ
]
0,c˜,p˜c
) ∣∣ [ ρ ]
0,x,c[
exon.σ
]
i,c˜,p˜c
, exo_n@pc(x˜).Πi.
(ν ncb)
(
bc@bcast〈exo, cb, ncb, x˜〉.
[
σ
]
0,p˜c,x˜
)
[
exo⊥n .σ
]
i,c˜,p˜c
, exo_n@c〈p˜c〉.Πi.
[
σ
]
0,c˜,p˜c[
pino(ρ).σ
]
i,c˜,p˜c
, τ .Πi.(ν x˜ )
([
σ
]
0,c˜,p˜c
∣∣ [ ρ ]
0,x˜,c˜
)
BANG(b, c˜, p˜c) ≡ !cycle@b(n˜c, ˜npc).
(unfold@b().new@b〈n˜c, ˜npc〉 + TREE(b, n˜c, ˜npc)) ∣∣
unfold@b().new@b〈c˜, p˜c〉 + TREE(b, c˜, p˜c)
TREE(b, n˜c, ˜npc) ≡ npc@ncb(nncb, x˜).cycle@b〈nc, nncb, x˜〉+
exo@npcb(nnpcb, x˜).cycle@b〈n˜c, x˜〉+
exo@ncb(nncb, x˜).cycle@b〈 ˜npc, x˜〉
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Πi ≡ unfold@k1〈〉. · · · .unfold@ki〈〉
BCAST ≡ !bc@bcast(x, y, nyb, z˜).
(τ + x@y〈nyb, z˜〉.bc@bcast〈x, y, nyb, z˜〉)
In [42] one priority level was used to ‘‘garbage-collect’’ by means of a high-priority τ action the BCAST processes which
terminated their broadcast effect, so as to avoid successive interference with the normal behaviour of the system. In order
to obtain the same effect using only two priority levels, we must ensure that each broadcast process will no longer interfere
with the system after completing the first sequence of high-priority actions. This can be achieved by using two names
for each compartment, one for the low-priority synchronisation of processes, the other for the high-priority sequence of
broadcast actions. In the above encoding function each pair of names is represented by a vector c˜ = (c, cb) where c is the
name of the compartment, cb is the name used for broadcasting and is forgotten and replaced after each broadcast sequence
occurring inside compartment c.
In order to use only two names for each channel, the operations exon, phagon are encoded respectively with the names
exo_n, phago_n instead of exo@n, phago@n, as in the full pi@ calculus. This means that each BioAmbients name is encoded
with up to 7 names (one for each enter/accept , exit/expel,merge, local, s2s, p2c/c2p, c2p/p2c operation).
The set K contains all the names needed to unfold the replicated processes: the names k1, . . . , kn are supposed to be
distinct.
The following theorem states the correctness of the abovemodular encoding in terms of operational correspondence [15,
31,29]. The proof is analogous to the corresponding theorem in [42].
Theorem 21. Let P, P1, P2 and ρ1, ρ2 be respectively Brane systems and processes, let Q be a pi@ process, then
(1)
[
P1 ◦ P2
] = [ P1 ] ∣∣ [ P2 ] ,[
ρ1
∣∣ ρ2 ] = [ ρ1 ] ∣∣ [ ρ2 ]
(2) for any permutation of the source names θ ,
[
θ(P)
] = θ([ P ] );
(3) P ⇓ iff [ P ] ⇓, P ⇑ iff [ P ] ⇑;
(4) (a) if P → P1 then ∃P2 : P2 ≡ P1 ∧
[
P
] →∗ [ P2 ] ;
(b) if
[
P
] →∗ Q then ∃P1 : P →∗ P1 ∧ Q →∗ [ P1 ] .
pi@ processes can be mapped into Spi@ in the following way:
• for each pi@ name p ∈ P set rate(p) = +∞;
• map each action name x ∈ N ∪ P to fn(x), where fn : (N ∪ P )→ N ′ is a bijective function;
• map each compartment name a ∈ C to fc(a), where fc : C → C ′ is a bijective function;
The above encoding of Brane constitutes an example of how several compartment semantics (such as [6,38] but also [13,
21]) may be recovered in the Spi@ language.
Higher level semantic features like those considered in [20] may constitute a valid means to facilitate the organisation
of the code and increase readability and usability of such encodings.
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