We explore the possibility of evaluating single-rule Datalog programs e ciently and with logarithmic work space by a natural extension of the Floyd-Warshall algorithm for transitive closure. We characterize exactly the single rule chain programs that can be so evaluated: they are rather modest generalizations of the transitive closure. The proof relies on an interesting language-theoretic concept, total ambiguity. Extensions to more general classes of programs, and more general algorithms, are discussed.
Introduction
A Datalog program is a recursive method for de ning functions from relations to relations; for example, the program below de nes the transitive closure of a relation T 0 T(x; y) : ?T(x; z); T(z; y): (1) In this paper we shall be interested in such single-rule Datalog programs, sirups for short. We are assuming that the de ned relation T in the sirup is initialized to a given initial value T 0 (in this case the graph whose transitive closure is being computed); the clause T(x; y) : ?T 0 (x; y): will alays be implicit. It is well-known that any sirup with a body containing k variables can be evaluated in O(n k ) time (in the example above, in O(n 3 ) time, where n is the number of constants in the given relation T 0 ) by the so-called semi-naive algorithm, a Horn-clause decision procedure applied to the Horn formula implicit in the rule-goal graph of the ground atoms, 5, 1]. During the past fteen years, a central problem in Database Theory has been to nd more e cient specialized algorithms for large classes of Datalog programs |see for example 3, 4, 2, 1].
If a Datalog program is rst-order or non-recursive, in that it does not mention in the right-hand side any relation that occurs on the left-hand side, then it can be computed more simply, and in logarithmic space 1]. Here we consider an intriguing extension of rst-order programs, which can also be so evaluated. For example, the transitive closure program (1) can be evaluated by the (rather unDatalog-like) Floyd Warshall algorithm 7, 8] as follows: We order the triples of nodes (i; j; k) of T 0 in a particular order (independent of the relation T 0 , and depending only on the program and the number of constants n), and then run the following algorithm:
The Floyd-Warshall Algorithm T := T 0 ; for each k-tuple of database constants t in the order do if t satisfies the body of the rule, then add t 0 to T, where by t 0 we mean t with the free variables (z in our transitive closure example) omitted. In the case of the transitive closure program above, it is easy to see that the xed order of the triples (x; y; z) can be any order that lists the triples in non-decreasing y (the second index), where the database constants are assumed to be arbitrarily ordered. However, the algorithm above can be applied to any Datalog program, once we de ne an order on k-tuples of constants; it is an intriguing question whether an order exists for which the algorithm succeeds in correctly computing T |it certainly does so in the case of the transitive closure program above.
The Floyd-Warshall algorithm has the same asymptotic complexity as the semi-naive one |O(n k ). However, it does have certain distinct advantages. It is extremely simple, the constant in the O-notation is essentially one, and logarithmic work space is required |to be precise, only the work space needed to enumerate the tuples in the order . It would be extremely interesting if this simple idea could be generalized to evaluate large classes of sirups, thus rendering them essentially rst-order.
In this paper we prove results strongly suggesting that this is not the case. That is, our main results are essentially negative. We give a characterization of all chain sirups (an interesting special class of sirups rst studied in 2]) that can be solved by the or the symmetric one with T 0 rst, cannot be evaluated by this algorithm |as we say, they do not have the Floyd-Warshall property. Our proof relies on an interesting and novel language-theoretic concept, total ambiguity.
There are obstacles in extending our characterization to more general rules. We conjecture that there are no rules with binary head with the Floyd-Warshall property, other than the chain ones characterized in Theorem 1. Our attempts at a proof encounter the usual \homomorphism" complications that haunt many Datalog proofs. It can be shown that no unary rule can have the Floyd-Warshall property (Proposition 2). However, if we go beyond binary rules, there are some other families of straightforward extensions of the transitive closure that do have the Floyd-Warshall property; we conjecture that there are no others.
In the next section, after the necessary de nitions, we show our main result, the characterization of single-rule chain programs that have the Floyd-Warshall property. In Section 3 we discuss the possible extensions of this result. 
The Main Result
Chain sirups are a benign class of Datalog programs, which exhibit very limited homomorphisms, and are thus easier to understand and characterize. The context-free connection is very important in such investigations. For example in 2] the parallel complexity of chain sirups was explored and characterized exactly, by using a novel language-theoretic concept called the polynomial stack property. In this section we shall characterize exactly the class of chain sirups that have the Floyd-Warshall property by relying on another language-theoretic concept called total ambiguity. We say that a context-free grammar G is totally ambiguous if the following is true: Each nontrivial sentential form (that is, a sentential form derived from the start symbol and other than the start symbol and the rhs of a rule) has at least two distinct parse trees. It is easy to see that this strong variant of ambiguity is easily decidable: Proposition 1 A grammar is totally ambiguous if and only if each parse tree with exactly one expansion of a nonterminal (that is, a parse tree of depth two) has an alternative parse tree.
Proof: The only if direction is trivial. For the if direction, an alternative tree of any parse tree can be obtained by varying its top-level subtree.
For example, the grammar T ! TTjT 0 that corresponds to the transitive closure program is totally ambiguous. In contrast, the equivalent grammars T ! T 0 TjT 0 and T ! TT 0 jT 0 are not. We can now state and prove our main result: Theorem 1 Let be a single-rule chain program that is not rst-order (that is, T appears on the rhs of the rule). Then the following are equivalent:
(a) has the Floyd-Warshall property. Proof: (a) implies (b): Suppose for the sake of contradition that has the Floyd-Warshall property, say with order , and yet G( ) is not totally ambiguous. Then by the proposition there is a parse tree with a single expansion that has no alternative parse tree, say corresponding to the derivation T ! ATB ! AATBB, T ! ATB is G( ), A; B 2 . We shall create, by an adversary argument, initial values for the database relations and T 0 that falsify the Floyd-Warshall algorithm, as follows: Let U be the set f0; from which we get (since A has been assumed to contain no occurrences of T) that A = e and CBT = BTC. This latter equation means that C and BT are both powers of the same string, call it DT. Finally, without loss of generality, D contains no occurrence of T (otherwise, the same argument is repeated with replacing the leftmost such occurrence of T). Consider then the sirup T(x; y) : ?T(x; z 1 ); T(z 1 ; z 2 ); : : :; T(z k?1 ; z k ); T(z k ; y): It computes all paths in T 0 of length 1 mod k. We assume that the constants are f1; 2; : : : ; ng, and we order all k-tuples of constants in the order of the smallest constant appearing in them. That is, rst come all k-tuples containing a 1, then all ktuples containing a 2 but no 1, and so on. Call this order . We claim that, with this , the Floyd-Warshall algorithm correctly evaluates this sirup.
Speci cally, we shall show the following inductive statement: If there is a path of length 1 mod k from x to y in T 0 , then, after the i rst stages of the Floyd-Warshall algorithm |that is, once all k-tuples that contain any constant in f1; 2; : : : ; ig have been generated| then there is a shortest such path from x to y in T that contains no appearence of constants in f1; 2; : : : ; ig, and at most k appearences of each of the remaining constants fi+1; i+2; : : :; ng.
It is clear that, if a constant appears k+1 times on a path, then this path cannot be shortest, because the lengths of the path from x to the k+1 appearences of the constant must contain two that are congruent modulo k, and thus the path can be shortened; this establishes the base case i = 0. For the induction step, the ith stage of the algorithm has the e ect of \shortcutting" in the shortest path all appearences of i by direct edges, and the induction hypothesis holds again. The inductive claim follows, and so does the direction from (c) to (a).
Extensions
It would be interesting to extend the characterization in Theorem 1 to more general Datalog programs. We shall consider only sirups |it is not obvious what the Floyd-Warshall algorithm for multi-rule programs is. One important observation in this regard is that the implication from 5. The generalizations of these programs to more than two T's, as in the programs in Theorem 1(c). 6. Combinations of these generalizations of transitive closure. Example: adorned versions of collections of graphs de ned on triples of nodes, with odd paths sought |three copies of T, or k = 2 in Theorem 1. (We omit the cumbersome formal de nition of the class of sirups described in all cases above).
It is easy to see that all sirups described in (1) through (6) above have the Floyd-Warshall property. A very plausible strengthening of Conjecture 1 is, that these are the only sirups that have the Floyd-Warshall property.
Finally, even in programs without the Floyd-Warshall property, we may want to apply a Floyd-Warshall-like algorithm, only with being an enumeration of k-tuples with repetitions. All sirups can be evaluated this way, with a sequence of k-tuples of length n r+k , where k is the number of variables in the rhs rule, and r the arity of the de ned relation T. But certain programs require less. For example, the variant T ! T 0 T of the transitive closure can be carried out (and seems to require) n 4 triples, instead of n 5 . Thus, the Floyd-Warshall algorithm seems to suggest an intriguing quantitative hierarchy of Datalog programs, which it would be very interesting to investigate. For example, is (n 4 ) necessary for T ! T 0 T?
And are there simple sirups for which (n r+k ) is required?
