We extend some results of Itai Benjamini and Yuri Lima (see [1] ). In this paper they consider a binary tree Tn of height n, each leaf is either infected by one of k diseases or not infected at all. In other words, x at generation n is infected by the i-th infection with probability pi and sane with p k+1 . Moreover the infections are independently distributed for each leaf. Infections spread along the tree based on specific rules. In their paper they study the limit distribution of the root of Tn as n goes to infinity. Here we want to study the more general case of a Galton-Watson tree and a z-ary tree.
Introduction
First we recall the definition of a Galton Watson tree (GW) and give a few notations. Assume that N is a N-valued random variable following a distribution q, in other words P(N = i) = q i for i ∈ N and to have an interesting problem, we assume that q 0 + q 1 = 0 (Bötcher case). Let φ be the root of the tree and N φ an independent copy of N . Then, we draw N φ children of φ: these individuals are the first generation. In the following we write N for N φ for typographical simplicity. At the n-th generation, for each individual x we pick N x an independent copy of N where N x is the number of children of x and so on. The set T, consisting of the root and its descendants, forms a GW of offspring distribution q. We denote by |x| the generation of x and for n ∈ N, T n = {x ∈ T, |x| ≤ n} the GW cut at height n and the leaves of T n are the elements of T n \T n−1 . According to Neveu's notation ( [3] ), to each vertex x at generation m ∈ N, we associate a sequence x 1 . . . x m where x i ∈ N and to simplify we write x = x 1 . . . x m . This sequence gives the complete "genealogy" of x: if y = x 1 . . . x i with |y| = i < m, y is the ancestor of x at generation i and we write y < x. Note that a z-ary tree is just a particular case of a GW with q z = 1. In [1] , Benjamin and Lima consider the spread of an infection in a binary tree denoted T n of height n. More precisely, they consider a probability vector p = (p 1 , . . . , p k+1 ) ∈ (R * + ) k+1 satisfying
and each of the nodes of T n is infected or not by one of the disease {1, . . . , k} with the following rules
• Independently of the others, each leaf is infected according to p P(leaf is infected by i) = p i , P(the leaf is not infected) = p k+1 .
• Nodes at generation n − 1 are infected this way:
(R1) if both children have the same state (infected or not), the ancestor is infected (or not) by it;
(R2) if both children are infected by different diseases, the ancestor is not infected;
(R3) if only one of the children is infected, the ancestor is infected by it.
• This step is repeated for level n − 2 and so on.
One of their results is the asymptotic behavior of p(n), the distribution of the state of the root of T n , i.e. the asymptotic behavior of ∀ 1 ≤ i ≤ k P(root is infected by i) = p i (n), P(root is not infected ) = p k+1 (n).
They obtain the following result (0 i denotes i successive zeros) Theorem 1.1 Assume that p 1 ≥ p 2 ≥ · · · ≥ p k .
1. If p 1 = · · · = p k , then p(n) converges to The aim of the present paper is to extend, when it can be, the previous results in the case of a z-ary tree for z > 2 and in a very specific case for a GW. Consider the family of probabilities P k define by
and (X j ) j≥1 i.i.d. random vectors {0, 1} k -valued such that:
where (e i ) k i=1 are the canonical vectors of R k and 1 = k i=1 e i . First we have to give the spread rules for the k diseases in a GW T n :
• Initially each leaf x of T n is associated to a random variable X x and is infected as follows:
P(x is infected by i) = P(X x = e i ) = p i , P(x is not infected) = P(X x = 1) = p k+1 .
(Consequently, each leaf is infected i.i.d. according to p.)
(R1') if all the children have the same state (infected or not) the ancestor is infected (or not) by it;
(R2') if two children are infected with different diseases, the ancestor is not infected;
(R3') if some children are infected by a single disease and the others are not infected, the ancestor is infected by it.
It can be express this way:
• We repeat this step for level n − 2 and so on.
As claimed, we want to determine p(n) the distribution of the state of the root and its asymptotic behavior, in other words the law of X φ (or X 0 ) and in the case of T n :
∀i ∈ 1, k , P(X 0 = e i ) = p i (n) and P(X 0 = 1) = p k+1 (n).
In all of our results we can assume without loss of generality that
where G N is the generating function of N .
For
Note that the third point says that if there is only one major disease, regardless of the law of reproduction of N , this disease spreads a.s. to the root (asymptotically).
In what follows, assume that N = z a.s., in other words we have a z-ary tree.
3. If z = 6, for p ∈ P k such that p 1 = · · · = p k ,x is a repelling point of f z,k .
In section 4, we study completely the case z = 6 and i = 2, where p(n) does not converge anymore: Theorem 1.4 For z = 6 and i = 2, denote θ := {x ℓ ,x r } wherex ℓ andx r are the fixed points of f 2 6,2 = f 6,2 • f 6,2 distinct ofx. Then for almost all p ∈ P k such that
where x ∈ θ.
Remark 1.5 This result is not limited to the case z = 6 and i = 2. Indeed, denotingx z,i = argmax [0, 1 /i] f z,i , the only conditions a case (z, i) has to satisfy are :
The paper is structured as follows: Section 2 gives the discrete dynamical system whose study leads to our main Theorems. The same section also gives results for the GW case. Section 3 focuses on z-ary tree and concludes the proof of Theorem 1.3. Section 4 is devoted to the proof of Theorem 1.4. Finally, Section 5 gives some ideas for extensions of this work.
General results for a Galton-Watson tree
A major part of this work consists in the study of discrete dynamical systems: given a function f and a value x, we study the behavior of the sequence f n (x). In this section, we give the studied function f and some global results linked to our problem. To find a recursion formula, assuming that φ is the root of T n+1 , its children φi are root nodes of N independent GW of height n. Then the distribution p(n + 1) of X 0 , the state of φ, is completely determined by the distribution of (X i ) N i=1 , the independent states of its children with distribution p(n).
Lemma 2.1 For all 1 ≤ i ≤ k + 1 and n ≥ 1:
Proof : To simplify our proof denote by S z := {1 ≤ i ≤ z, X i = 1}, the non infected sites in a z-sized population. According to (R1')-(R3'):
If we define F : R k+1 → R k+1 by :
we see that p(n) = F n (p). In fact our problem consists in the study of the fixed points of the function F . Like in [1] , we first consider the uniform case assuming that p 1 = · · · = p k . Obviously for all n ≥ 1, p 1 (n) = · · · = p k (n) implying that we just have to study:
We obtain the following
Proof : Properties of generating functions ensure that f k ∈ C ∞ ((0, 1 /k]) and on this interval: 
Consequently an obvious recurrence gives p 1 (n) ≥ α = min{G N (η), p 1 } for all n ≥ 0.
Remark 2.1
The two previous lemmas induce that, in the uniform case, if p(n) converges, it does to (x k , . . . ,x k , 1 − kx k ), which is the first point of Theorem 1.2 .
The following lemma ensures that the "minor" diseases can not spread to the root asymptotically and thus the second part or Theorem 1.2: Lemma 2.4 In the non uniform case with
Proof : Note that we just have to prove that lim n→+∞ p i+1 (n) = 0. Writing w n = pi+1(n) p1(n) :
Thus, (w n ) is a positive non increasing sequence, and consequently converges. Denote by ℓ = lim n→+∞ w n and as w 0 < 1, note that ℓ < 1. We can find a subsequence n m such that lim m→+∞ p j (n m ) = a j for all j ≤ k + 1. From lemma 2.3, we have a 1 > 0. Now, assume that a i+1 > 0. Since ℓ < 1, we have a 1 > a i+1 > 0. Using (2.4)
which is a contradiction. Then a i+1 = 0 and consequently p i+1 (n) → n→∞ 0. The two previous lemmas have an important role in the following sections but we can also prove easily the point 3 of Theorem 1.2. According to lemma 2.3 lim inf n→∞ p 1 (n) > 0 and from lemma 2.4, lim n→∞ p j (n) = 0 for all j > 1, then:
. This function being strictly increasing, the solution is 1. As a result lim inf n→∞ p 1 (n) = lim n→∞ p 1 (n) = 1.
Results for z-ary tree
In this section, we investigate the special case where the GW is a z-ary tree for z ≥ 3 (z = 2 is the case studied in [1] ). In this case, the function F : R k+1 → R k+1 is:
When studying the asymptotic behavior of p(n), with
In the uniform case, where p 1 (n) = · · · = p k (n), lemma 2.2 applies and states that there exists a unique fixed point (x z,k , . . . ,x z,k , 1 − kx z,k ) of F . Furthermore, in the uniform case, we can restrict our study to the discrete scalar dynamical system whose dynamics is given by
Remark 3.1 In this section, some of the proofs use differentiation with respect to the integers z or k. This has to understood as a differentiation with respect to a relaxation of z or k in R.
The following lemma gives a lower and upper bound ofx z,k , the unique fixed point of
Proof : Recall that according to the proof of lemma 2.2,
This function is positive on (0,x z,k ) and negative on (x z,k , 1 /k] (see Figure 2 ).
Lower bound: We prove that, for all z ≥ 2, and
where
where we used the fact that z(1 − kx z,k ) z−1 = 1. So ∆ z,k (x z,k ) is decreasing with k and its limit as k tends towards infinity is zero. It is thus positive for all k ≥ 1 and z ≥ 2. This concludes the proof thatx z,k >x z,k .
Upper bound: Similarly to the lower bound, we prove that for all z ≥ 2, and k ≥ 2, ∆ z,k (x z,k−1 ) < 0 which implies thatx z,k <x z,k−1 . As before, ∆ z,k (x z,k−1 ) goes to 0 as k tends to infinity.
Differentiating ∆ z,k (x z,k−1 ) with respect to k:
So ∆ z,k (x z,k−1 ) is increasing and its limit, as k tends towards infinity is 0. We conclude that ∆ z,k (x z,k−1 ) is negative for all z ≥ 2 and k ≥ 2. And in turn we obtainx z,k <x z,k−1 .
In addition, to the framing of the fixed point of f z,k , the proof of lemma 2.2 gives that f z,k has a unique critical point (maximum) in (0, 1 /k]. We denote byx z,k this maximum, a direct computation of the critical point of f z,k in (0, 1 /k] yields the value (3.2). Furthermore, another direct computation of the zeros of ∂ Proposition 3.2 For the uniform case, ifx z,k is such that
Proof : Since our result does not depend on z and k, we will drop the indexation of f ,x andx by those integers.
n (x) tends towardx. This result is still true if x ∈ [x,x] with a similar reasoning. In the rest of the proof we assume thatx <x and it is stuctured as follows. First, we study the variations of f 2 = f • f and then show that f 2 only has one fixed point. Finally we conclude on the convergence of the discrete scalar dynamical system.
Variations and concavity of f 2 : First note that asx <x, f (x) >x and since f is increasing on [0,x] there exists a uniquex First note that asx is such that f ′ (x) ∈ (−1, 1), (f 2 ) ′ (x) ∈ (0, 1) and so there exists η > 0 such that
We face two cases: eitherx 1 >x, eitherx 1 <x (asx 1 =x gives directly a contradiction since (f 2 ) ′ (x) = 0).
Similarly as before, f 2 has at least one inflection point in (x,x r ). So f 2 has a least 2 inflection points on [x,x r ] which raises a contradiction.
Since f 2 has no fixed point in [x,x), it has none in [x ℓ ,x] because f 2 is decreasing on this interval. Moreover, f 2 is concave on [0,x ℓ ], f 2 (0) = 0 and f 2 (x ℓ ) >x ℓ so that f 2 (x) > x on (0,x ℓ ]. We thus conclude thatx 1 does not exist. If there exists a fixed pointx 2 of f 2 in (x, 1 /k] then f (x 2 ) ∈ (0,x) is also a fixed point of f 2 which is not possible. So f 2 doesn't have a fixed point in (x, 1 /k] either.
Remark 3.2 Note that a corollary to the uniqueness of the fixed pointx is that f 2 (x) >x.
x is asymptotically stable for f in (0, 1 /k]: We assume thatx r exists, otherwise the reasoning is the same withx r replaced by 1 /k and one less step: we would not have to consider the interval [x r , 1 /k].
From the variations of f 2 , we have that
is an increasing bounded above sequence, and so it tends towardsx, the unique fixed point of f 2 in [x,x]. Asx is the fixed point of f and f is continuous, f • f 2n (x) = f 2n+1 (x) also tends towardsx.
Since
is a decreasing bounded below sequence. As for the [x,x] case, we conclude that f n (x) tends towardx.
As
is an increasing bounded above sequence so it converges tox. Finally,
] and the previous case gives the convergence tox.
So we have that for all x ∈ (0, 1 /k], lim n→∞ f n (x) =x, which concludes the proof. Figure 2 sums-up what we gather of the variations of f z,k whenx z,k is linearly attracting. 
Ifx z,i is a linear attractor for the uniform case with i diseases, thenx = (x z,i , . . . ,x z,i , 0 k−i , 1 − ix z,i ) is a linear attractor for the non uniform case with
Proof :x is a linear attractor if all the eigenvalues of the matrix A :
Thus A is upper triangular and its spectrum is {−z(i − 1)(1
First note that asx z,i is an attracting fixed point for the uniform case then
It remains to prove that (for j = 2, . . . , k − i + 1),
and note that positivity is obvious. From lemma 3.1,x z,i >x z,i for all z ≥ 2 and i ≥ 1, and
which concludes the proof.
Lemma 3.4
For the uniform case, and z ≥ 2, there exists K z > 0 such that, for all k ≥ K z , the fixed point (x z,k , . . . ,x z,k , 1 − kx z,k ) is attracting if z ≤ 5, repelling otherwise.
Proof : It is enough to study the asymptotic behavior of ∂ x f z,k (x z,k ), the non zero eigenvalue of the linearized dynamical system. From lemma 3.1 and the continuity of ∂ x f z,k :
Furthermore, the expression ofx z,k gives us an equivalency as k tends to infinity
And this limit is in (−1, 1) for z ≤ 5 and is less than −1 for z ≥ 6, which concludes the proof.
Remark 3.3 If we were able to prove that the eigenvalue ∂ x f z,k (x z,k ) is decreasing with respect to k, then its asymptotic value would directly give us that for z ≤ 5, the fixed point is a linear attractor for all k ≥ 1. Even though this monotonicity seems true numerically, we were not able to prove it, and were reduced to cumbersome computations for z ∈ {5, 6}.
The following result focuses on the fixed points of 3-ary, 4-ary and 5-ary trees: Lemma 3.5 For the uniform case, if z ∈ {3, 4, 5}, and k ≥ 2 the fixed pointx z,k is linearly attracting, that is ∂ x f z,k (x z,k ) ∈ (−1, 1).
Proof : For the upper bound on the derivative, we have, for all z ≥ 2
the last inequality comes from lemma 3.1. For the lower bound on the derivative, we treat differently the cases z ∈ {3, 4} and z = 5. Lower bound, case z ∈ {3, 4}: noting that the unique inflection point of f z,k is such that x
A straightforward computation gives that ∂ x f 5,k+27 (x 4,k−1+27 ) > −1 is equivalent to
which is true for all k ≥ 0. So ∂ x f 5,k (x 5,k−1 ) > −1 for all k ≥ 27. For k ∈ 1, 26 , a direct numerical computation of the eigenvalues gives that they all belong to (−1, 0).
Remark 3.4
It is actually possible to show that ∂ x f z,k (x z,k ) < 0 for z ∈ {3, 4, 5}. To do this, one can compute ∂ x f z,k (x z,k ) and show that it is decreasing with respect to k ≥ 3 for z = 3 and decreasing for k ≥ 2 for z ∈ {4, 5}. This leads to ∂ x f z,k (x z,k ) < 0 for these (z, k) and as x z,k <x z,k ,x z,k >x z,k . So that f z,k is decreasing atx z,k . Lemma 3.6 For the uniform case, z = 6 and k ≥ 2 the fixed pointx 6,k is repelling.
Proof : We prove that ∂ x f 6,k (x 6,k ) < −1, using the fact that
As for the case z = 5, ∂ x f 6,k+4 (x 6,k+4 ) < −1 is equivalent to
A numerical computation of ∂ x f 6,k (x 6,k ) for k = 2 and 3 yields values less than −1, which concludes the proof.
Remark 3.5 Note that as
This gives the main ingredient to an easier way to prove the convergence of the uniform case than in Proposition 3.2. However, the given proof of Proposition 3.2 is more general as it only requires the fixed point to be linearly attracting.
Lemma 3.5 in addition to Proposition 3.2 gives the convergence in the uniform case for z ∈ {3, 4, 5}. The following Proposition extends this result to the non uniform case.
Proposition 3.7 Assume that, for the uniform case of the z-ary tree, p(n) converges to (x z,k , . . . , x z,k , 1 − kx z,k ). Then, in the non uniform case with
Proof : Assume that in the uniform case p(n) converges. Obviously if p 1 = · · · = p i and p j = 0 otherwise, p(n) converges to (x z,i , . . . ,x z,i , 0 k−i , 1 − ix z,i ), wherex z,i is the fixed point of f z,i . We want to extend this result to the case
We introduce the functionF = (F 1 , . . . ,
x j < 1}. So, equivalently to our convergence result, we show that, for
Let ε > 0 and p = (p 1 , . . . , p k−i+1 ) ∈ P k,i . From lemma 2.3, we have that, for all n ∈ N,
Clearly, from the convergence of the uniform case
As the inverse image of an open set by a continuous fonction, E n is also an open set for all n ∈ N. Since ∪ n≥0 E n is a sequence of open sets covering the compact [α, 1 /i], there exists N such that
N is uniformly continuous and thus there exists δ > 0 such that
According to lemma 2.4, p j (n) = F n j (p) → 0, ∀j > i, and consequently there exists
Thus, recalling that according to lemma 2.3,
A Specific case of Repelling point and attracting orbit
In all this section we study the case of a 6-ary tree with 2 dominant diseases. According to lemma 3.6, the convergence to the fixed point is no longer true and in the present section we prove the existence and uniqueness of an attracting orbit of prime period 2. For the sake of clarity, we writex instead ofx 6,2 and likewise for f, F, x ⋆ ,x,x. Moreover, an easy fact is the following Remark 4.1 If y is a fixed of f 2 but not of f , then f (y) is a fixed point of f 2 distinct of y and
Lemma 4.1 All the fixed points of f 2 are in (x,x r ) wherex r := sup{x
Proof : First note thatx <x and:
] and the existence of 
⋆ is the only inflexion point of f implying that f ′ is decreasing on [0,x] as x ⋆ >x. First we show that there is no fixed point on (0,x) and we split this in two cases: (0,x ℓ ] and [x ℓ ,x). On (0,x ℓ ]: Using (4.2), on this interval:
Thus f 2 (x)−x is decreasing on (x ℓ ,x) and, as algebraic computations give
In a second time we make a similar reasoning on [x r , 1 /2]. The existence ofx r is clear noting that f ( 1 /2) = 1 /2 6 <x.
As a result f 2 (x) − x is decreasing on [x r , 1 /2) and as f 2 ( 1 /2) < 1 /2, f 2 has a unique fixed point on this interval if and only if f 2 (x r ) ≥x r . Assume that f (x r ) ≥x r and denote by y ∈ [x r , 1 /2) a fixed point of f 2 . According to remark 4.1, f (y) is also a fixed point of f 2 (not of f ) and
But as f 2 is increasing on (0,x ℓ ) ∪ (x,x r ) and not increasing elsewhere, (4.4) implies that f (y) ∈ (x ℓ ,x), which is a contradiction as we have proved that there is no fixed point on this interval. Consequently all the fixed points of f 2 are on (x,x r ). Proof : Noting that f ′ (x) < −1,x is a repelling fixed point of f 2 such that
So there exists ε > 0 such that f 2 (x − ε) <x − ε andx + ε < f 2 (x + ε). As f 2 (x) >x and f 2 (x r ) <x r , there are at least two additional fixed points on (x,x r ). Moreover the fact that f 2 is increasing on this interval ensures the existence of two attracting fixed point from either side ofx. We have already seen that the fixed points of f 2 are in [x,x r ] and moreover a study of the sign of (f 2 ) ′′ shows that f 2 admits exactly one inflection point in [x,x r ]. As a result f 2 has three fixed points in (0, 1 /2]. Proposition 4.3 In the uniform case, if λ is the Lebesgue measure on R:
Proof : According to the lemmas 4.1 and 4.2, f 2 has exactly three fixed points on [x,x r ], denotex ℓ andx r respectively the one in (x,x) and the one in (x,x r ). On (x,x r ):
The sequence (x 2n ) is increasing and bounded above byx r , thus it tends to a fixed point of
Moreover on this interval, f 2 (x) ≤ x implying that x 2n is decreasing and bounded below byx r , thus convergent tox r . On (x,x): the reasoning is the same as the one on (x,x r ), and for all x on this interval x 2n →x ℓ . On (x ℓ ,x): there exists an uniquex 1 such that f (x 1 ) =x. Note that on this interval f 2 is decreasing implying that
⊂ (x,x r ) and x 2n →x r ;
and then x 2n →x ℓ .
On
there existsx 2 such that f (x 2 ) =x. On this interval f 2 is decreasing and
and we are in one of the previous cases. Let us postpone the other case (x ∈ (x 2 , 1 /2]).
and we are in one of the previous cases. We can easily show by contradiction that for all x ∈ [0, γ] there exists n such that
If it is not the case f 2n (x) is an increasing sequence bounded above, and as a consequence it converges to a fixed point of f 2 in [0,x ℓ ]. According to lemma 4.1, there is no such point. There is however countably many points that converges tox (because
),x) and we are in one of the previous cases.
To obtain results for the non uniform case, we need the following:
Proof : Note that it is the same to prove that {(x ℓ , 0 k−2 ), (x r , 0 k−2 )} is an attracting orbit forF = (F 1 , . . . ,F k−1 ) wherẽ
∂Fm ∂xj (x) and note that:
∂x1 (x r , 0 k−2 ) < 1 according to lemma 4.2. It remains to prove that the other eigenvalues of B are (strictly) bounded above by 1, the positivity being obvious. With the same notations as the one of the proof of lemma 3.1, recall that if x <x, ∂Fi ∂xi (x, 0 k−2 ) < 1 and greater than 1 otherwise, and one can easily check that f 2 (x) ≥x. Then, asx <x, obviously x ≤x ℓ and consequently
Now we are able to prove Theorem 1.4. The previous lemma ensures the existence of ε > 0 such that if x ∈ B((x r , 0 k−2 ), ε) (respectively B((x ℓ , 0 k−2 ), ε)), then lim n→+∞F 2n (x) = (x r , 0 k−2 ) (respectively (x ℓ , 0 k−2 )). According to the stable manifold Theorem, the stable manifold ofF , W s (x, 0 k−2 ) is a one dimensional smooth manifold in a neighborhood of (x, 0 k−2 ). So there exists ε ′ such that W
> 0 is negligible with respect to the Lebesgue measure. In other words, for almost every x ∈ B((x, 0 k−2 ), ε ′ ), there exists m > 0 such thatF 
Thus for
Note that we can realize exactly the same reasoning on [ Lemma 2.3 for the definition of α) and according to Proposition 4.3 there exists n such thatF
Using again the uniform continuity ofF 2n , there exists ν ′ such that
n (p). According to lemma 2.3,p j (n) → 0 for all j ≥ 2 and according to lemma 2.4,
• either lim n→+∞p (2n) = (x, 0 k−2 ),
• or there exists m > n such thatp(
, ν) and we have convergence to (x ℓ , 0 k−2 ) or (x r , 0 k−2 ).
If we are in the first case, it means thatp ∈ W s = ∪ n>0F −n (W s ε ′ ) and as a countable union of negligible sets with respect to the Lebesgue measure, W s is also negligible: λ p ∈ P k,2 , lim n→+∞p (2n) / ∈ {(x ℓ , 0 k−2 ), (x r , 0 k−2 )} = 0 (4.5) Remark 4.2 This result is not limited to the case z = 6 and i = 2. Indeed, according to our proof, the only conditions a case (z, i) has to satisfy are :
1.x z,i is such that ∂ x f z,i (x z,i ) < −1.
2. f z,i (x z,i ) >x z,i .
3. f z,i ( 1 /i) <x z,i .
The last two conditions appear in the proof of lemmas 4.1 and 4.2. While condition 3 seems to be always satisfied, condition 2 is not. For instance, it is not satisfied for (z, i) = (12, 2) and numerical simulations show the existence of an orbit of period 4 (see Figure 6 ) for this case. However, the aim of the paper is not the study of all non convergent cases. 
Open questions and variant case
In [1] , the authors study a binary tree with the following changes
• k = 2, we have only two diseases;
• (R3) is replaced by (R4): if only one of the leaves is infected, the node is infected by it with probability α and not infected with probability 1 − α.
The authors obtain the following Proof : Writing for all 1 ≤ j ≤ k:
z it is not difficult to see that the sequence w Thus, lim inf n→∞ p 1 (n) is a fixed point of x → 1 − G N (1 − αx) + G N ((1 − α)x) on (0, 1]. This function being increasing, the solution is 1. As a result lim inf n→∞ p 1 (n) = lim n→∞ p 1 (n) = 1.
Here we give some open questions that may be interesting to study.
1. What happens if we slightly change (R1') and (R2'): although all children are sick, we need at least a disease to be expressed. In a more probabilistic way, for all 0 ≤ ℓ ≤ z − 1 
