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A GENERALIZATION OF LITTLEWOOD’S THEOREM ON RANDOM
TAYLOR SERIES VIA GAUSSIAN PROCESSES
GUOZHENG CHENG, XIANG FANG, KUNYU GUO AND CHAO LIU
Abstract
We generalize Littlewood’s theorem on random analytic functions to not
necessarily independent Gaussian processes. We show that if we randomize a
function in the Hardy space H2(D) by a Gaussian process whose covariance
matrix K induces a bounded operator on l2, then the resulting random func-
tion is almost surely in Hp(D) for any p ≥ 2. The case K = Id, the identity
operator, recovers Littlewood’s theorem. A new ingredient in our proof is
to recast the membership problem as the boundedness of an operator. This
reformulation enables us to use tools in functional analysis and is applicable
to other situations. Several ramifications are discussed.
1 Introduction and main results
A folklore about the summation of a series is that a randomized series often enjoys
improved regularity. A well known example is that
∑∞
n=1± 1np is almost surely
convergent if and only if p > 1
2
. In the setting of random analytic functions, one of
the best known results is Littlewood’s theorem. Let f(z) = a0 + a1z + a2z
2 + · · · ∈
H2(D) be an element of the Hardy space over the unit disk. Let {ǫn}∞n=0 be a
sequence of independent, identically distributed Rademacher random variables, that
is, P (ǫn = 1) = P (ǫn = −1) = 12 for all n ≥ 0. Littlewood’s theorem, proved in
1930 [29], states that
(Rf)(z) .=
∞∑
n=0
anǫnz
n ∈ Hp(D)
almost surely for all p ≥ 2. The same is true for a standard Steinhaus sequence
[28, 34] and for a standard Gaussian sequence ([20], p. 54); see Lemma 3 below.
Littlewood’s theorem can be restated as thatRf represents Hp(D) functions almost
surely if and only if f ∈ H2(D).
Keywords: Random analytic function, Hardy space, Gaussian process, covariance matrix.
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When the random series
∑∞
n=0 anǫnz
n represents a function in H∞(D) almost surely
is much harder. Necessary conditions and sufficient conditions were given by Paley
and Zygmund [33] and later by Salem and Zygmund [36]. In 1963, Billard [2] proved
that the problem is equivalent to the case of Steinhaus sequences. A remarkable
characterization was finally obtained by Marcus and Pisier in 1978 [30] (see also
[20, 31]). The proof relies on the celebrated Dudley-Fernique theorem.
In 1974 Anderson, Clunie and Pommerenke [1] studied the case of the Bloch space
B. Among other things, they showed that the condition ∑∞n=1 |an|2 logn < ∞
implies that
∑∞
n=0 e
2πiαnanz
n ∈ B a.s. By Paley and Zygmund [33], this condition
does not imply that
∑∞
n=0 anǫnz
n ∈ H∞(D) a.s. On the other hand, the condition∑∞
n=1 |an|2(logn)1+ǫ <∞ for some ǫ > 0 implies that
∑∞
n=0 anǫnz
n ∈ A a.s. where
A denotes the disk algebra.
A necessary and sufficient condition for a random Taylor series to represent a
Bloch function is given by Gao [12].
In 1981, Sledd [37] showed that the condition
∑∞
n=1 |an|2 logn < ∞ implies that∑∞
n=0 ǫnanz
n ∈ BMOA a.s. Actually, he proved that it is indeed in VMOA. Then
Stegenga [38] showed that there is a sequence {an}∞n=0 ∈ ℓ2 but
∑∞
n=0 ǫnanz
n /∈
BMOA a.s. In [10], Duren explored the difference between BMOA and
⋂
0<p<∞H
p
for the random Taylor series. For convenience, we shall write Hp for Hp(D).
Despite its intrinsic interests, the subject remained largely dormant in the last few
decades. An elegant exception is a theorem due to Cochran, Shapiro and Ullrich on
the Dirichlet space [7]. They proved in 1993 that a Dirichlet function with random
signs is a.s. a Dirichlet multiplier.
Our renewed interest in this subject is largely due to [4] where a random version of
the Hardy space H2 is introduced. Then we quickly realize that, from the viewpoint
of functional operator theory, a significant gap in literature is the study of random
Bergman functions. This is taken up in [5]. It is discovered that, surprisingly,
random Bergman functions admit no improvement of regularity, at least in the
sense of Littlewood. Namely, for all p ≥ 2, the randomization of functions in Lpa(D)
is still in Lpa(D) almost surely, but not in any L
q
a(D) with q > p.
This leads us to take a deeper look at Littlewood’s theorem. A close examination
of known proofs of either Littlewood’s original arguments [29] or later improvement
by Paley and Zygmund [33], or the polished proofs in the monographs of Duren [9]
and Kahane [20], reveals that the independence among the randomizing sequence
{ǫn}∞n=0 renders one to sum up the contribution of each monomial separately. In
other words, after independent randomization, the contribution of different zn’s to
the Hp-norm is simply added up via a triangle inequality. This is indeed a common
pattern in the existing literature. It is perhaps unsatisfactory in some sense and
suggests room for improvement to non-independent randomization.
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In order to better understand the dependence of monomials in Hp-norms, in this
paper we seek to obtain a Littlewood-type theorem for not necessarily indepenent
sequences. To be specific, we try to relate the Hp-structure to the correlation of a
Gaussian process. This appears to be a new effort in the literature.
Definition 1. A sequence of random variables {Xn}∞n=0 has the Lp-property if for
any f(z) =
∑∞
n=0 anz
n ∈ H2(D), one has
(Rf)(z) .= ∞∑
n=0
anXnz
n ∈ Hp a.s. (1)
Moreover, {Xn}∞n=0 has the L-property if it has Lp for all p > 0.
In this paper only real Gaussian processes are concerned. Recall that the covariance
matrix of a Gaussian process {Xn}∞n=0 is
K =
(
E
(
(Xm − EXm)(Xn − EXn)
))
n,m≥0
. (2)
A Gaussian process {Xn}∞n=0 is called centered if EXn = 0, n ≥ 0. It is a funda-
mental fact that the law of a centered Gaussian process is completely determined
by its covariance matrix [15]. The main result of this paper is
Theorem 2. If the covariance matrix K of a centered Gaussian process {Xn}∞n=0
is bounded on ℓ2, then {Xn}∞n=0 has the L-property.
For example, if K =
(
1
i+j+1
)
i,j≥0, the Hilbert matrix, then {Xn}∞n=0 has the L-
property. Several other examples are given in Section 5. By the following well
known result ([20], pp. 22, 54 and 179), the case K = Id, the identity operator,
recovers the original Littlewood theorem.
Lemma 3. Let {an}∞n=0 be a sequence of complex numbers. The following are
equivalent:
(1)
∑∞
n=0 |an|2 <∞;
(2)
∑∞
n=0 anǫnz
n ∈ ⋂0<p<∞Hp a.s.;
(3)
∑∞
n=0 ane
2πiαnzn ∈ ⋂0<p<∞Hp a.s.;
(4)
∑∞
n=0 anξnz
n ∈ ⋂0<p<∞Hp a.s.;
(5)
∑∞
n=0 anǫnz
n ∈ Hp a.s. for some p ∈ (0,∞);
(6)
∑∞
n=0 ane
2πiαnzn ∈ Hp a.s. for some p ∈ (0,∞);
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(7)
∑∞
n=0 anξnz
n ∈ Hp a.s. for some p ∈ (0,∞).
Here {ǫn}∞n=0 is a standard Rademacher sequence, i.e., a sequence of indepen-
dent, identically distributed Rademacher variables, {e2πiαn}∞n=0 is a standard
Steinhaus sequence, and {ξn}∞n=0 is a standard Gaussian sequence(independent
standard Gaussian variables).
Remark. If
∑∞
n=0 |an|2 = ∞, then
∑∞
n=0 anǫnz
n,
∑∞
n=0 ane
2πiαnzn and
∑∞
n=0 anξnz
n
all have radial limits almost nowhere a.s. ([20], p. 54 or [33, 34]).
To complement Theorem 2, we offer the following three results before we end this
introduction. The first one is the reduction to the mean zero case.
Lemma 4. Let {Xn}∞n=0 be a Gaussian process, not necessarily independent. Then
{Xn}∞n=0 has the Lp-property (p > 0) if and only if {Xn − EXn}∞n=0 has the Lp-
property and {EXn}∞n=0 is a coefficient multiplier from H2 to Hp.
Remark. The coefficient multiplier space (H2, Hp) is known (H2, Hp) = ℓ∞ if
0 < p ≤ 2 and (H2, H∞) = H2 ([19], pp. 215, 261). The characterization of
(H2, Hp) for 2 < p <∞ is still an open problem ([19], p. 276).
The next result is analogous to Paley and Zygmund’s exponential improvement [33]
of Littlewood’s theorem.
Proposition 5. Assume that the covariance matrix K of a centered Gaussian pro-
cess {Xn}∞n=0 is bounded on ℓ2. Then for each {an}∞n=0 ∈ ℓ2,
∑∞
n=0 anXne
inθ con-
verges a.s. almost everywhere, and for any λ > 0,∫ 2π
0
exp
(
λ
∣∣∣∣
∞∑
n=0
anXne
inθ
∣∣∣∣
2)
dθ <∞ a.s.
Lastly, the independent case admits the following (slight) generalization.
Proposition 6. Let {Xn}∞n=0 be a sequence of independent Gaussian variables with
EXn = µn, Var
(
Xn
)
= σ2n, n ≥ 0.
Then {Xn}∞n=0 has the Lp-property for p > 0 if and only if
(1) {σn}∞n=0 ∈ ℓ∞, and
(2) {µn}∞n=0 is a coefficient multiplier from H2 to Hp.
Again, the case µn = 0 and σn = 1 recovers the Littlewood theorem.
Another generalization of the Lp-property (to compact groups) is given by Helgason
[14], Figa`-Talamanca and Rider [11]. A related line of research, loosely under
the umbrella of Gaussian analytic functions (GAF) is in Peres-Vira´g [35], Sodin
[32, 39, 40], or the monograph by Hough-Krishnapur-Peres-Vira´g [17]. For general
properties about the regularity of Gaussian processes, readers can refer to Ledoux
[26], Talagrand [41] or Ledoux-Talagrand [27]. For more properties about Hp, see
[9, 13, 16, 23]. For more about random Taylor series, see [21, 22].
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2 Preliminary issues: Convergence radius, the
independent case and reduction to mean zero
Let {Xn}∞n=0 be a centered Gaussian process with Var(Xn) = σ2n (n ≥ 0). We first
observe that for any sequence {an}∞n=0 ∈ ℓ2, the convergence radius of
(Rf)(z) =
∞∑
n=0
anXnz
n
is at least one almost surely if and only if lim sup
n→∞
|σn|1/n ≤ 1. This is a consequence
of the following fact whose proof is a standard application of the Borel-Cantelli
lemma, hence skipped. Note that {Xn}’s are not necessarily independent.
Lemma 7. Let {Xn}∞n=0 be a sequence of standard Gaussian variables, i.e., Xn ∼
N(0, 1) for any n = 0, 1, 2, · · · . Then
lim
n→∞
|Xn|1/n = 1 a.s.
We first prove Proposition 6. Recall that
(
H2, E
)
=
{
{λn}∞n=0 :
∞∑
n=0
anλnz
n ∈ E, for every f(z) =
∞∑
n=0
anz
n ∈ H2
}
, (3)
where E is an analytic function space.
Proof of Proposition 6: Let {σn}∞n=0 ∈ ℓ∞ and {µn}∞n=0 ∈
(
H2, Hp
)
, and let Xn =
σnξn + µn, n ≥ 0, where ξn are independent standard Gaussian variables. For any
f(z) =
∑∞
n=0 anz
n ∈ H2, we write
(Rf)(z) = ∞∑
n=0
anσnξnz
n +
∞∑
n=0
anµnz
n,
which converges pointwise in the unit disk D by Lemma 7. An application of
Lemma 3 yields that
∑∞
n=0 anσnξnz
n ∈ Hp a.s. Since {µn}∞n=0 ∈
(
H2, Hp
)
, we have∑∞
n=0 anµnz
n ∈ Hp. On the other hand, if {Xn}∞n=0 has the Lp-property, then by
symmetry,
∞∑
n=0
an
(
σn(−ξn) + µn
)
zn ∈ Hp a.s.
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So
∑∞
n=0 anµnz
n ∈ Hp. Now assume that {σn}∞n=0 /∈ ℓ∞. There exists a function
g(z) =
∑∞
n=0 bnz
n ∈ H2 such that∑∞n=0 bnσnzn /∈ H2. It follows that∑∞n=0 |bnσn|2 =
∞. By Lemma 3, we have
∞∑
n=0
bnσnξnz
n /∈
⋃
0<p<∞
Hp a.s.
On the other hand,
∞∑
n=0
bnσnξnz
n =
∞∑
n=0
bnXnz
n −
∞∑
n=0
bnµnz
n ∈ Hp a.s.
This leads to a contradiction.
Proof of Lemma 4: It is sufficient to show that if
∑∞
n=0 anXnz
n ∈ Hp a.s., then
{EXn}∞n=0 ∈
(
H2, Hp
)
. Observe that {Xn−EXn}∞n=0 is a centered Gaussian process
as well as a symmetric process. That is, {Xn − EXn}∞n=0 has the same law as the
process {−(Xn − EXn)}∞n=0. It follows that
∞∑
n=0
an
(− (Xn − EXn) + EXn)zn ∈ Hp a.s.
So
∑∞
n=0 anXnz
n ∈ Hp a.s. implies that ∑∞n=0 an(EXn)zn ∈ Hp.
3 A new formulation and proof of the main result
In this section we prove the following Theorem 8 which covers Theorem 2 in the
introduction. As mentioned before, a new viewpoint is part (1) which recasts the
classical membership problem as the boundedness of an operator. This enables us
to use tools in functional analysis, including the principle of uniform boundedness
and Bessel sequences. This sheds some new light on classical results in this area,
even in the case of independent random variables. We let Lp(Ω, Hq) (1 ≤ p, q <∞)
denote the collection of random vectors in Hq, i.e., X : Ω→ Hq, such that
||X||pLp(Ω,Hq) = E||X||pHq <∞.
Theorem 8. Let {Xn}∞n=0 be a centered Gaussian process defined on a probability
space (Ω,F , P ).
(1) Let p ∈ [1,∞). Then for all f(z) = ∑∞n=0 anzn ∈ H2, Rf ∈ Hp a.s. if and
only if R : H2 → L2(Ω, Hp) is bounded.
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(2) If the covariance matrixK of the centered Gaussian process {Xn}∞n=0 is bounded
on ℓ2, then R : H2 → L2(Ω, Hp) is bounded for every p ≥ 1.
We first illustrate the ideas in the independent case. Let f(z) =
∑n
k=0 akz
k. By the
Kahane-Khintchine inequality ([18], Theorem 6.2.4), for each 1 ≤ q <∞, we have∣∣∣∣
∣∣∣∣
n∑
k=0
akǫkz
k
∣∣∣∣
∣∣∣∣
Lq(Ω,Hp)
≤ κp,q
∣∣∣∣
∣∣∣∣
n∑
k=0
akǫkz
k
∣∣∣∣
∣∣∣∣
Lp(Ω,Hp)
. (4)
Then, using Fubini’s theorem and the Kahane-Khintchine inequality again, we have∣∣∣∣
∣∣∣∣
n∑
k=0
akǫkz
k
∣∣∣∣
∣∣∣∣
Lp(Ω,Hp)
=
(∫ 2π
0
E
∣∣∣∣
n∑
k=0
akǫke
ikθ
∣∣∣∣
p
dθ
2π
)1/p
≤ Cp
( n∑
k=0
|ak|2
)1/2
.
It follows that ∣∣∣∣
∣∣∣∣
n∑
k=0
akǫkz
k
∣∣∣∣
∣∣∣∣
Lq(Ω,Hp)
≤ Cp,q
( n∑
k=0
|ak|2
)1/2
for some constant Cp,q. By a density argument, we conclude that R : H2 →
Lq(Ω, Hp) is bounded. In other words, we have the following:
Proposition 9. Let {ǫn}∞n=0 be a standard Rademacher sequence. Define
(Rf)(z) =∑∞
n=0 anǫnz
n, where f(z) =
∑∞
n=0 anz
n ∈ H2. Let 1 ≤ p < ∞. Then the following
are equivalent:
(i) R : H2 → Lq(Ω, Hp) is bounded for every 1 ≤ q <∞.
(ii) R : H2 → Lq(Ω, Hp) is bounded for some q (1 ≤ q <∞).
(iii) Rf ∈ Hp a.s. for all f ∈ H2.
Proof. (i) ⇒ (ii) and (ii) ⇒ (iii) are obvious. Next we show (iii) ⇒ (i). Let
f(z) =
∑∞
n=0 anz
n ∈ H2. By Theorem 4 in ([20], p.20), the Kahane-Khintchine
inequality (4) and Lemma 3, for 1 ≤ q <∞, we have∣∣∣∣
∣∣∣∣
∞∑
n=0
anǫnz
n
∣∣∣∣
∣∣∣∣
Lq(Ω,Hp)
≤ κp,q
∣∣∣∣
∣∣∣∣
∞∑
n=0
anǫnz
n
∣∣∣∣
∣∣∣∣
Lp(Ω,Hp)
.
Then by Fubini’s theorem and the Kahane-Khintchine inequality, we have∣∣∣∣
∣∣∣∣
∞∑
n=0
anǫnz
n
∣∣∣∣
∣∣∣∣
Lp(Ω,Hp)
=
(∫ 2π
0
E
∣∣∣∣
∞∑
n=0
anǫne
inθ
∣∣∣∣
p
dθ
2π
)1/p
≤ Cp
( ∞∑
n=0
|an|2
)1/2
.
This implies ∣∣∣∣
∣∣∣∣
∞∑
n=0
anǫnz
n
∣∣∣∣
∣∣∣∣
Lq(Ω,Hp)
≤ Cp,q
( ∞∑
n=0
|an|2
)1/2
for some Cp,q. In particular, R : H2 → Lq(Ω, Hp) is bounded.
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Later we shall prove membership in Hp by the boundedness of certain operators.
The above proposition says that one can always convert the membership problem
into a boundedness problem.
Similar results hold for standard Steinhaus sequences or Gaussian sequences.
Remark. If R is given by a standard Gaussian sequence, then the norm of R :
H2 → Lq(Ω, Hp) admits the following estimates:
||R|| ≤


2
(
1√
π
Γ
(
q+1
2
))1/q
1 ≤ p ≤ q;
2
(
1√
π
Γ
(
p+1
2
))1/p
1 ≤ q ≤ p.
The constants are derived from Corollary 3 in [25]. For Rademacher or Steinhaus
sequences, similar estimates are available.
Now we move on toward the proof of Theorem 8. First we collect some needed
facts. Assume that a centered Gaussian process {Xn}∞n=0 has the Lp-property (1 ≤
p < ∞). For f(z) = ∑∞n=0 anzn ∈ H2, by Fernique’s theorem in [20] (Theorem
2, p. 176) which states that
∑∞
n=0 anXnz
n converges a.s. in Hp implies that for
all λ > 0, exp
(
λ||∑∞n=0 anXnzn||2) ∈ L1(Ω), or by Corollary 3.2 in [27] which
states that any Gaussian vector X in Hp satisfies E exp(λ||X||2) < ∞ for some
λ > 0, there exists a positive number α, such that E exp
(
α||Rf ||2Hp
)
< ∞. By
Corollary 5.3 in [24], for a centered Gaussian vector X in a separable Banach
space
(
B, || · ||), we have (E||X||p)1/p ≤ cp
cq
(
E||X||q)1/q for any p ≥ q > 0, where
cp =
(
E|ξ|p)1/p = √2( 1√
π
Γ
(
p+1
2
))1/p
and ξ is a standard Gaussian variable. In
summary, we have
Lemma 10. Let {Xn}∞n=0 be a centered Gaussian process satisfying the Lp-property
for some 1 ≤ p <∞. Then for 1 ≤ q <∞ and for each {an}∞n=0 ∈ ℓ2, we have
(i) 1 ≤ q < 2,
∣∣∣∣
∣∣∣∣
∞∑
n=0
anXnz
n
∣∣∣∣
∣∣∣∣
Lq(Ω,Hp)
≤
∣∣∣∣
∣∣∣∣
∞∑
n=0
anXnz
n
∣∣∣∣
∣∣∣∣
L2(Ω,Hp)
≤ 2
cq
∣∣∣∣
∣∣∣∣
∞∑
n=0
anXnz
n
∣∣∣∣
∣∣∣∣
Lq(Ω,Hp)
;
(ii) q ≥ 2,
∣∣∣∣
∣∣∣∣
∞∑
n=0
anXnz
n
∣∣∣∣
∣∣∣∣
L2(Ω,Hp)
≤
∣∣∣∣
∣∣∣∣
∞∑
n=0
anXnz
n
∣∣∣∣
∣∣∣∣
Lq(Ω,Hp)
≤ 2cq
∣∣∣∣
∣∣∣∣
∞∑
n=0
anXnz
n
∣∣∣∣
∣∣∣∣
L2(Ω,Hp)
,
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where cq =
(
E|ξ|q)1/q = √2( 1√
π
Γ
(
q+1
2
))1/q
and ξ satisfies the standard Gaus-
sian distribution.
Recall that a sequence {Xk}∞k=0 in a separable Hilbert space H is called a Bessel
sequence if there exists C > 0 such that
∑∞
k=0
∣∣〈X,Xk〉∣∣2 ≤ C||X||2,for all X ∈ H.
The constant C = CBES is called a Bessel bound for the Bessel sequence {Xk}∞k=0.
Proposition 11 ([6]). Let {Xk}∞k=0 be a sequence of real Gaussian variables in
L2(Ω) and C > 0. Then the following statements are equivalent.
(i) {Xk}∞k=0 is a Bessel sequence in L2(Ω) with a Bessel bound CBES.
(ii)
∑∞
k=0 λkXk converges in L
2(Ω) for λ = {λk}∞k=0 ∈ ℓ2 and
∣∣∣∣ ∞∑
k=0
λkXk
∣∣∣∣ ≤√CBES||λ||2.
(iii) The infinite Gram matrix
(
E(XiXj)
)
i,j≥0
defines a bounded linear operator
on ℓ2 with norm at most CBES.
Proof of (1) of Theorem 8: It is sufficient to prove the necessity. Consider 1 ≤
p ≤ 2 first. For each 0 < r < 1, let R(r) : H2 → L2(Ω, Hp) be (R(r)f)(z) =∑∞
n=0 anr
nXnz
n. Since
∑∞
n=0 anXnz
n ∈ Hp a.s., by Fernique’s theorem ([20], The-
orem 2, p.176) or by Corollary 3.2 in [27],
exp
(
λ
∣∣∣∣
∣∣∣∣
∞∑
n=0
anXnz
n
∣∣∣∣
∣∣∣∣
2
Hp
)
∈ L1(Ω) (5)
for some λ > 0. Then, by Minkowski’s inequality and Cauchy-Schwarz inequality,
||R(r)f ||L2(Ω,Hp) ≤
(∫ 2π
0
(
E
∣∣∣∣
∞∑
n=0
anr
nXne
inθ
∣∣∣∣
2
)p/2
dθ
2π
)1/p
≤
( ∞∑
n=0
r2nEX2n
)1/2( ∞∑
n=0
|an|2
)1/2
≤ Cr
( ∞∑
n=0
|an|2
)1/2
,
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where the last ≤ is due to Lemma 7. So {R(r), 0 < r < 1} is a collection of
continuous linear operators from H2 to L2(Ω, Hp). Write f˜ω(θ) as the boundary
value function of
∑∞
n=0 anXnz
n. Combining with the definition of Hp, we have(∫ 2π
0
∣∣∣∣
∞∑
n=0
anXnr
neinθ − f˜ω(θ)
∣∣∣∣
p
dθ
2π
)1/p
≤ 2
(∫ 2π
0
∣∣f˜ω(θ)∣∣p dθ
2π
)1/p
for all 0 < r < 1. Then, by (5) which implies that the above right-hand side belongs
to L2(Ω), and Fatou’s lemma,
lim sup
r→1
∣∣∣∣R(r)f −Rf ∣∣∣∣2
L2(Ω,Hp)
≤ E
(
lim sup
r→1
(∫ 2π
0
∣∣∣∣
∞∑
n=0
anXnr
neinθ − f˜ω(θ)
∣∣∣∣
p
dθ
2π
)2/p)
,
which is equal to 0. So Rf = limr→1R(r)f (in L2(Ω, Hp)). Hence, by the uniform
boundedness principle, we conclude that R is bounded. For the case p > 2, it is
sufficient to show that
R : H2 → Lp(Ω, Hp)
is bounded. Then the proof is similar to that of the case 1 ≤ p ≤ 2, and is skipped.
Proof of (2) of Theorem 8: For each polynomial
∑n
k=0 akz
k, if 1 ≤ p < 2, then by
Lemma 10,
∣∣∣∣
∣∣∣∣
n∑
k=0
akXkz
k
∣∣∣∣
∣∣∣∣
L2(Ω,Hp)
≤ Cp
∣∣∣∣
∣∣∣∣
n∑
k=0
akXkz
k
∣∣∣∣
∣∣∣∣
Lp(Ω,Hp)
≤ C ′p
(∫ 2π
0
(
E
∣∣∣∣
n∑
k=0
akXke
ikθ
∣∣∣∣
2)p/2
dθ
2π
)1/p
≤ C1
( n∑
k=0
|ak|2
)1/2
,
where the last “≤” is due to Proposition 11. Similarly, if 2 ≤ p <∞, then∣∣∣∣
∣∣∣∣
n∑
k=0
akXkz
k
∣∣∣∣
∣∣∣∣
L2(Ω,Hp)
≤
∣∣∣∣
∣∣∣∣
n∑
k=0
akXkz
k
∣∣∣∣
∣∣∣∣
Lp(Ω,Hp)
≤ C2
( n∑
k=0
|ak|2
)1/2
.
Now a density argument enables us to conclude that R : H2 → L2(Ω, Hp) is
bounded.
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Remarks.
• For (2), if the Bessel bound of {Xn}∞n=0 is CBES, then we have
||R|| ≤


2
√
2CBES 1 ≤ p < 2;
2
√
CBES
(
Γ
(
p+1
2
))1/p
π
1
2p
2 ≤ p <∞.
• Here we outline another proof of (1) based on the closed graph theorem. It is
valid only for p > 1. Let fi → f (in H2), where fi(z) =
∑∞
k=0 a
(i)
k z
k, f(z) =∑∞
k=0 akz
k, and Rfi → g in L2(Ω, Hp). We need to show that g = Rf =∑∞
k=0 akXkz
k. Since fi → f, we have a(i)m → am as i → ∞ for each m ≥ 0.
Note that the projection operators P˜ (n) : L2(Ω, Hp) → L2(Ω, Hp) given by∑∞
k=0 Yk(ω)z
k 7→ Yn(ω)zn are bounded. Because Rfi → g in L2(Ω, Hp),
we have P˜ (n)
(Rfi) → P˜ (n)g in L2(Ω, Hp). It implies that a(i)n Xn → ηn (i →
∞) in L2(Ω). On the other hand, a(i)n Xn → anXn in L2(Ω). So ηn = anXn a.s.
and g = Rf =∑∞k=0 akXkzk.
In the rest of this section, we present some estimates of ||R|| which might be of
independent interests.
Proposition 12. (i) If p ≥ 2 and Rf ∈ Hp a.s., then there exists a constant
C1 > 0 such that
||Rf ||L2(Ω,Hp) ≥ C1 inf
n≥0
(
EX2n
)1/2||f ||H2;
(ii) If 1 ≤ p ≤ 2, then there exists a constant C2 such that
||Rf ||L2(Ω,Hp) ≤ C2 sup
n≥0
(
EX2n
)1/2||f ||H2.
Remark 1. We can take C1 =
1
4
, C2 = 2
√
2.
Remark 2. By the equivalence of all moments of Gaussian variables, we can replace
L2(Ω, Hp) by Lq(Ω, Hp) for any q ≥ 1.
Remark 3. It is not clear to us whether the above estimates hold for all p. Our
restriction on p is due to the use of Jensen’s inequality.
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Proof. (i). Let f(z) =
∑∞
n=0 anz
n ∈ H2. By Lemma 10, we have
||Rf ||L2(Ω,Hp) ≥ 1
2cp
||Rf ||Lp(Ω,Hp)
≥ 1
4
(∫ 2π
0
(
E
∣∣∣∣
∞∑
n=0
anXne
inθ
∣∣∣∣
2)p/2
dθ
2π
)1/p
≥ 1
4
((∫ 2π
0
E
∣∣∣∣
∞∑
n=0
anXne
inθ
∣∣∣∣
2
dθ
2π
)p/2)1/p
≥ 1
4
inf
n≥0
(
EX2n
)1/2||f ||H2,
where cp =
√
2
(
1√
π
Γ
(
p+1
2
))1/p
. For (ii), we only consider polynomials. Let f(z) =∑n
k=0 akz
k. By Lemma 10 again, we have
||Rf ||L2(Ω,Hp) ≤ 2
cp
||Rf ||Lp(Ω,Hp)
≤ 2
cp
·
2
(
Γ
(
p+1
2
))1/p
π
1
2p
(∫ 2π
0
(
E
∣∣∣∣
n∑
k=0
akXke
ikθ
∣∣∣∣
2)p/2
dθ
2π
)1/p
≤ 2
√
2
((∫ 2π
0
E
∣∣∣∣
n∑
k=0
akXke
ikθ
∣∣∣∣
2
dθ
2π
)p/2)1/p
≤ 2
√
2 sup
n≥0
(
EX2n
)1/2||f ||H2.
For p = 2, we have the following improvement.
Proposition 13. R : H2 → L2(Ω, H2) is bounded if and only if {EX2n}∞n=0 ∈ ℓ∞.
Indeed, ||R|| = supn≥0
(
EX2n
)1/2
.
Proof. The upper bound is easily seen by(
E
∣∣∣∣
∣∣∣∣
m∑
k=0
akXkz
k
∣∣∣∣
∣∣∣∣
2
H2
)1/2
≤ sup
n≥0
(
EX2n
)1/2( m∑
k=0
|ak|2
)1/2
.
For the lower bound, observe that∣∣∣∣
∣∣∣∣
∞∑
n=0
anXnz
n
∣∣∣∣
∣∣∣∣
2
L2(Ω,H2)
=
∞∑
n=0
|an|2EX2n
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That is,
{(
EX2n
)1/2}∞
n=0
∈ (H2, H2) = ℓ∞.
The following proof of the Paley-Zygmund-type exponential estimates (Proposition
5) is modified from the corresponding arguments for the independent case ([20], pp.
51-52), hence we only outline where the arguments are different.
Proof of Proposition 5: Since K is bounded on ℓ2, we have supn≥0EX
2
n < ∞ by
Theorem 8 and Proposition 13. It follows that
∑∞
n=0 anXne
inθ ∈ L2[0, 2π] a.s. So
for almost all θ,
∑∞
n=0 anXne
inθ converges a.s., which is due to Fubini. For any real
sequence {ψn}∞n=0,
E exp
(
λ
∣∣∣∣
∞∑
n=0
anXn cos(nθ + ψn)
∣∣∣∣
2)
=
∞∑
n=0
λn · (2n− 1)!!
n!
(
E
( ∞∑
k=0
akXk cos(kθ + ψk)
)2)n
≤
∞∑
n=0
λn · (2n− 1)!! · ||K||2n
n!
( ∞∑
k=0
|ak|2
)n
<∞,
if λ < 1
2||K||2∑∞k=0 |ak|2 . Here we use the Bessel sequence (Proposition 11). By Fubini
again, ∫ 2π
0
exp
(
λ
∣∣∣∣
∞∑
n=0
anXn cos(nθ + ψn)
∣∣∣∣
2)
dθ <∞ a.s. (6)
whenever λ < 1
2||K||2∑∞k=0 |ak|2 . For an arbitrary λ > 0, (6) still holds by a trick
similar to that used in [20], p. 52.
4 Necessary conditions
In this section we present some necessary conditions for a centered Gaussian process
to have the L-property. This is useful in checking examples.
Proposition 14. Let {Xn}∞n=0 be a centered Gaussian process with the L-property.
Then for any m ≥ 0, {
E(XnXm)
}∞
n=0
∈
⋂
1≤p<∞
(H2, Hp).
Furthermore, if
{∣∣E(XnXm)∣∣}∞
n=0
is decreasing for some m, then for every ǫ > 0,
E(XnXm) = o
(
n−
1
2
+ǫ
)
.
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Proof. Let p ∈ [1,∞). For each f(z) = ∑∞n=0 anzn ∈ H2, by Fernique’s theroem,
E exp
(
α||Rf ||2Hp
)
< ∞ for some α > 0. Write X = ∑∞n=0 anXnzn and let f˜ω(θ)
denote the boundary value function of
∑∞
n=0 anXnz
n. Then E
(||Xm · X||Hp) ≤(
E|Xm|2
) 1
2
(
E||X||2Hp
) 1
2 , which is finite by Fernique’s theorem. Let 0 < r < 1 and
let gr =
∑∞
n=0 anXmXnr
nzn. By Fatou’s lemma,
lim sup
r→1
∣∣∣∣gr −Xm ·X∣∣∣∣L1(Ω,Hp)
= lim sup
r→1
E
(
|Xm|
(∫ 2π
0
∣∣∣∣
∞∑
n=0
anXnr
neinθ − f˜ω(θ)
∣∣∣∣
p
dθ
2π
)1/p)
≤ E
(
lim sup
r→1
|Xm|
(∫ 2π
0
∣∣∣∣
∞∑
n=0
anXnr
neinθ − f˜ω(θ)
∣∣∣∣
p
dθ
2π
)1/p)
= 0,
since (∫ 2π
0
∣∣∣∣
∞∑
n=0
anXnr
neinθ − f˜ω(θ)
∣∣∣∣
p
dθ
2π
)1/p
≤ 2
(∫ 2π
0
∣∣f˜ω(θ)∣∣p dθ
2π
)1/p
for all 0 < r < 1. So
E(Xm ·X) = lim
r→1
∞∑
n=0
E(XmXn)anr
nzn
=
∞∑
n=0
E(XmXn)anz
n ∈ Hp.
It follows that
{
E(XnXm)
}∞
n=0
∈ (H2, Hp).
Next we assume that
{∣∣E(XnXm)∣∣}∞
n=0
is a decreasing sequence for some m. For
convenience, we write λn , E(XnXm), n ≥ 0. Fix ǫ > 0. We consider the function
f(z) =
∞∑
n=0
sgn(λn)
n
1
2
+ǫ
zn.
Then f ∈ H2 and
∞∑
n=0
λn · sgn(λn)
n
1
2
+ǫ
zn =
∞∑
n=0
|λn|
n
1
2
+ǫ
zn ∈ Hp,
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because of {λn}∞n=0 ∈ (H2, Hp). Since
{
|λn|
n
1
2
+ǫ
}
is also a decreasing sequence, by the
Theorem 6.2.14 ([19], p. 121), we have
∞∑
n=1
(n+ 1)p−2
( |λn|
n
1
2
+ǫ
)p
<∞.
The proof is easily concluded since p is arbitrary.
Remark. If {Xn}∞n=0 has the L-property, then
{
EX2n
}∞
n=0
∈ ℓ∞ by Proposition 13.
The following result is curious to us. Although it seems strong, we do not know
how to make further use of it.
Proposition 15. Let {Xn}∞n=0 be a centered Gaussian process defined on a proba-
bility space (Ω,F , P ). Assume that its covariance matrix K is bounded on ℓ2. Then,
for each X ∈ L2(Ω) and {an}∞n=0 ∈ ℓ2, we have
E
(
X ·
∞∑
n=0
anXnz
n
)
∈ W,
where W is the Wiener algebra.
Proof. Write Y =
∑∞
n=0 anXnz
n. Since K is bounded on ℓ2, we have supn≥0 EX
2
n <
∞. By direct calculation,
E
(||X · Y ||H2) ≤ (E|X|2)1/2
(
E
( ∞∑
n=0
∣∣anXn∣∣2
))1/2
<∞.
By the vector-valued dominated convergence theorem, E(X·Y ) =∑∞n=0 E(XXn)anzn.
Since the covariance matrix K is bounded on ℓ2, by Proposition 11, {Xn}∞n=0 is a
Bessel sequence. Consequently,
{
E(XXn)
}∞
n=0
∈ ℓ2. Hence, ∑∞n=0 ∣∣E(XXn)an∣∣ <
∞ and E
(
X ·∑∞n=0 anXnzn) ∈ W.
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5 Examples
5.1 The case of maximal dependence
Let ξ be a standard Gaussian variable, that is, ξ ∼ N(0, 1), and let {cn}∞n=0 be a
sequence of complex scalars. In this subsection we consider the case Xn = cnξ. Our
goal is to answer the following three questions:
(1) Is supn≥0 EX
2
n <∞ sufficient for the L-property?
(2) Is the boundedness of covariance matrix K necessary for the L-property?
(3) Is the covariance structure of K corresponding to the Lp-property different as
p varies?
The answer to (1) is no by taking cn = 1. That is, EXnXm = 1 for all n,m ≥ 0. In
this case we choose
f(z) =
∞∑
n=0
anz
n ∈ H2 \ ( ∪p>2 Hp).
Then (Rf)(z) = ξ ·∑∞n=0 anzn /∈ ∪p>2Hp a.s.
The answer to (2) is no by taking cn =
1√
n+1
. The covariance matrix
K =
(
E
(
XnXm
))
n,m≥0
=
(
1√
(n + 1)(m+ 1)
)
n,m≥0
is unbounded since ||Ke0||ℓ2 = ∞, where e0 = (1, 0, . . . , 0, . . .)t. We claim that it
has the Lp-property for each p ≥ 2. In fact, {cn}∞n=0 is a coefficient multiplier from
H2 to Hp for any p ∈ (2,∞) by a result of Duren ([8], Theorem 1). In summary,
{Xn}∞n=0 has the L-property, but K is unbounded.
The answer to (3) is yes. If 2 ≤ p1 < p2, then by [8] again, there exists some
cn = O
(
n
−( 1
2
− 1
p1
))
such that {cn}∞n=0 is a coefficient multiplier from H2 to Hp1,
but not to Hp2. This implies that there exists g(z) =
∑∞
n=0 bnz
n ∈ H2 such that∑∞
n=0 bncnz
n /∈ Hp2. So {Xn}∞n=0 has the Lp1-property but no Lp2-property.
Now it comes a natural question: what might be the “correct” characterization
of the L-property in terms of a Gaussian process? In principle everything about
a Gaussian process is encoded in its mean and covariance functions, but this can
be hard to carry out in certain situations. It is not clear to us whether a clean
characterization of the L-property in terms of the covariance exists at all, although
we are somehow pessimistic. In Subsection 5.4 we shall see that bandlimitedness
of the covariance operator is sufficient for the L-property. Together with the above
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cn = 1 example, it suggests that a precise characterization in terms of K, if ever to
be found, should be some type of decay condition for entries far off the diagonal.
On the other hand, the above example of cn =
1√
n+1
shows that the boundedness of
K as a sufficient condition is borderline optimal at least in certain sense. Indeed,
if cn =
1
(n+1)1/2+ǫ
for ǫ > 0, then K is bounded by Bessel sequences. On the
other hand, for any ǫ > 0, there exists a sign sequence ǫn ∈ {1,−1} such that
{cn = ǫn 1(n+1)1/2−ǫ }∞n=0 is not a coefficient multiplier from H2 to Hq for q large
enough; see the arguments in the proof of Theorem 3 in [8]. In particular, {Xn}∞n=0
has no L-property.
In summary, the full characterization, if ever to be found, should be a class of K
“slightly larger” than the class of bounded operators. We have no hint even how
to guess such a class in a precise way, although we have the vague idea that this
might be comparable to that ∩p≥1Lp(T) is slightly larger than C(T).
5.2 The equivalence of Gaussian processes
Let (Ω,F , P ) be a probability space. Let µi be the induced Gaussian measures on(
R
N∪{0}, EN∪{0}) via two Gaussian processes X(i) = {X(i)n }∞n=0, i = 1, 2.
Proposition 16. There exist two centered Gaussian processes X(1), X(2) such that
both of them have the L-property but their corresponding Gaussian measures µ1, µ2
are mutually singular.
Indeed let
A ,
(
ai,j
)
i,j≥0 =


1 0 0 0 · · ·
1
2
1 0 0 · · ·
1
4
1
2
1 0 · · ·
1
8
1
4
1
2
1 · · ·
...
...
...
...
. . .

 ,
and define Xn by the following canonical representation
Xn =
n∑
k=0
an,kξk, n ≥ 0, (7)
where {ξn}∞n=0 is a standard Gaussian sequence. Then, {Xn}∞n=0 is a centered
Gaussian process with the L-property. This is due to the Schur test, the fact that
K =
(
E(XmXn)
)
m,n≥0 = AA
T , and Theorem 2. The induced Gaussian measure is
singular to that of a standard Gaussian sequence by an application of Theorem 6.2
in [15].
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5.3 ℓ1 condition
The following is convenient in checking examples. The proof is simply by Schur’s
test and Theorem 2.
Proposition 17. Let Xn =
∑n
k=0 b
n
kξk, n ≥ 0, be the canonical representation of
a centered Gaussian process, where {ξk}k≥0 is a standard Gaussian sequence. If
there exists a sequence of real numbers ηn, n ≥ 0 such that for any 0 ≤ k ≤ n,
|bnk | ≤ ηn−k and
∑∞
n=0 ηn <∞, then {Xn}∞n=0 has the L-property.
5.4 Band matrix
The case of band-limited Gaussian processes admits a neat answer. This clearly
generalizes Littlewood’s original theorem as well. It is interesting to observe that
only the main diagonal matters.
Proposition 18. Let {Xn}∞n=0 be a band-limited, centered Gaussian process. That
is, its covariance matrix K =
(
E(XiXj)
)
i, j≥0
is a band matrix, with some positive
integer M such that E(XiXj) = 0 when |i − j| ≥ M. Then {Xn}∞n=0 has the L-
property if and only if {
EX2n
}∞
n=0
∈ ℓ∞.
Proof. The necessity is due to Proposition 14. For sufficiency, we observe that
it is sufficient to consider the case that the covariance matrix is strictly positive
definite. Otherwise, let {ξn}∞n=0 be a standard Gaussian sequence independent with
{Xn}∞n=0. We consider Yn = Xn + ǫξn for small ǫ > 0, which has a strictly positive
definite covariance matrix. A useful fact is that if X = {Xn}∞n=0 and Y = {Yn}∞n=0
are independent centered Gaussian processes, then X and Y have the L-property
if and only if X + Y has the L-property.
Consider a canonical representation Xn =
∑n
k=0 b
n
kξk, n ≥ 0, where ξn, n ≥ 0
are independent standard Gaussian variables. The strictly positive definiteness
assumption for the covariance matrix implies that bkk 6= 0, k ≥ 0. Some linear
algebra shows that bkj = 0, 0 ≤ j ≤ k −M for each k ≥ M. Combining with the
assumption, we have |bkj | ≤ supn≥0
(
EX2n
)1/2
, j, k ≥ 0. Then, by Proposition 17
(here, take ηk = supn≥0
(
EX2n
)1/2
if 0 ≤ k ≤M − 1; ηk = 0 if k ≥M), {Xn}∞n=0 has
the L-property.
5.5 Stationary process
A (centered) Gaussian process {Xn}n∈Z is called stationary, if for any n, h and
k, two random vectors
(
Xn, Xn+1, . . . , Xn+k−1
)
and
(
Xn+h, Xn+h+1, . . . , Xn+h+k−1
)
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have the same distribution. By the Toeplitz Theorem [42] (see also [3]), we have
the following fact: if {Xn}∞n=0 is a centered stationary Gaussian process, then its
covariance matrix K is bounded on ℓ2 if and only if there exists some function
h ∈ L∞(T) such that the Fourier series of h is ∑∞n=−∞ E(X0X|n|)einθ.
Let X = {Xn}n∈Z be a stationary Gaussian process. Denote by Hn(X) the closed
subspace of L2(Ω) spanned by {Xk; k ≤ n}. If
⋂
n∈ZHn(X) ⊂ R, then X is said to
be purely nondeterministic.
Proposition 19. If a centered Gaussian process X = {Xn}n∈Z is stationary, purely
nondeterministic and Markov, then {Xn}∞n=0 has the L-property.
Proof. Since X is stationary, purely nondeterministic and Markov, by the corollary
in p. 42 of [15], X has the form Xn =
∑n
j=−∞ ac
n−jξj, n ∈ Z, 0 < |c| < 1. The
system
{
acn−j , j ≤ n; ξj, j ∈ Z
}
is the canonical representation of X. Then one
can apply Schur’s test or Proposition 17 to conclude that the covariance matrix of
{Xn}∞n=0 is bounded on ℓ2, hence the L-property by Theorem 2.
5.6 Lacunary
A sequence {nk}k≥1 of positive integers is called lacunary if infk≥1 nk+1nk > 1. The
corresponding series
∑∞
k=1 ankz
nk is called a lacunary series.
Proposition 20. Let {Xn}∞n=0 be a centered Gaussian process with supn≥0EX2n <
∞. Then for any {an}∞n=0 ∈ ℓ2 which is lacunary for n, we have
∑∞
n=0 anXnz
n ∈
Hp a.s. for any p ≥ 1.
This has the following two consequences:
• If a centered Gaussian process X = {Xn}∞n=0 is a lacunary sequence, then X
has the L-property if and only if supn≥0 EX
2
n <∞.
• Let {Xn}∞n=0 be independent centered Gaussian variables. Let
E =
{
{an}∞n=0 ∈ ℓ2 : {an}∞n=0 is a lacunary sequence
}
. (8)
Then for any {an}∞n=0 ∈ E,
∑∞
n=0 anXnz
n ∈ Hp a.s. for p ≥ 1 if and only if
{EX2n} ∈ l∞.
For proof, observe that if {an}∞n=0 ∈ ℓ2 is lacunary, then by Theorem 6.2.2 in [19],∑∞
n=0 anXnz
n ∈ Hp a.s. if and only if ∑∞n=0 |anXn|2 <∞ a.s. This is due to
E
( ∞∑
n=0
|anXn|2
)
=
∞∑
n=0
|an|2EX2n ≤ sup
n≥0
EX2n
∞∑
n=0
|an|2 <∞.
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5.7 Sidon set
The following is an example such that
∑∞
n=0 anXnz
n ∈ Hp a.s. for any p > 1,
but
∑∞
n=0 anXnz
n /∈ H∞ a.s., based on Exercise 4 in [20], p. 232. Let {ξn}∞n=0
be a standard Gaussian sequence. Let {an}∞n=0 ∈ ℓ2 be such that an = 0 except
when n belongs to a Sidon set. Here, a set of integers Λ is called a Sidon set if
Λ satisfies the following property: if g ∈ L∞[0, 2π] and the Fourier series of g is∑
λ∈Λ d(λ)e
iλθ, then
∑
λ∈Λ
∣∣d(λ)∣∣ <∞ ([20], p. 71). Under the above conditions, we
have
∑∞
n=0 anξnz
n ∈ Hp a.s. for any p > 1. Furthermore, if ∑∞n=0 |an| = ∞, then∑∞
n=0 anξnz
n /∈ H∞ a.s. This follows from a celebrated condition of Marcus-Pisier
([20], pp. 231-232). (For details, see Exercise 4 in [20], p. 232.) Another example
with the above property has been introduced by Paley and Zygmund ([33], p. 350).
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