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Uvod
U poslovnom se svijetu sve visˇe zahtijeva dobar timski duh i spremnost na timski rad. U
skoro svim poslovima i organizacijama je potrebno podijeliti zaposlenike u timove kako bi
sˇto efikasnije obavljali zadatke. Kako bi tim uspjesˇno obavio zadatak nije potrebno samo
posjedovanje odredenih vjesˇtina, vec´ i dobra medusobna suradnja i komunikacija. U ovom
radu bit c´e objasˇnjen problem odabira tima i nacˇin na koji komunikacija medu osobama u
timu utjecˇe na formiranje tima.
Problem odabira tima je NP-tezˇak problem pa c´emo za njegovo rjesˇavanje koristiti
meta-heuristike. Meta-heuristika je heuristika cˇiji je zadatak usmjeriti heuristike specificˇne
za problem prema podrucˇju u kojem se nalaze dobra rjesˇenja u prostoru svih rjesˇenja.
Drugacˇije recˇeno, koristec´i meta-heuristike ne pretrazˇujemo sva moguc´a rjesˇenja nego
samo ona koja su dovoljno dobra ili mozˇda i najbolja. Meta-heuristike odabrane u ovom
radu su simulirano kaljenje i pcˇelinji algoritam.
Pregled rada
U poglavlju 1 je objasˇnjena notacija koja c´e se koristiti u ovom radu i formalno je definiran
problem odabira tima. U poglavlju 2 su opisani egzaktni algoritmi za rjesˇavanje problema
odabira tima i prikazani su pseudokodovi te izvedene slozˇenosti algoritama. U poglavlju 3
su opisane meta-heuristike korisˇtene za rjesˇavanje problema i prikazani su pseudokodovi
algoritama. U poglavlju 4 slijedi opis implementacije algoritama i rezultati testiranja. Na
kraju rada slijedi zakljucˇak.
1
Poglavlje 1
Matematicˇko modeliranje problema
U ovom poglavlju bit c´e opisana matematicˇka formulacija problema. Prvo c´emo uvesti
oznake koje c´e se koristiti dalje u radu.
1.1 Notacija
Pretpostavimo da imamo n osoba (kandidata) kojima mozˇemo dodijeliti zadatak te sa O =
{o j; j = 1, 2, ..., n} oznacˇimo skup tih osoba. Neka jeV = {vi; i = 1, 2, ...,m} skup vjesˇtina.
Svaka osoba ima odredene vjesˇtine koje oznacˇimo skupom Xi ⊆ V. Ako je v j ∈ Xi kazˇemo
da osoba i posjeduje vjesˇtinu j, a inacˇe kazˇemo da ju ne posjeduje. Kazˇemo da skup osoba
T ⊆ O posjeduje vjesˇtinu v j ako barem jedna osoba iz T posjeduje tu vjesˇtinu. Sa S (v)
se oznacˇava skup osoba koji posjeduju vjesˇtinu v. Odnosno, oi ∈ S (v) ako i samo ako je
v ∈ Xi.
Zadatak Z je podskup skupa vjesˇtina, tj. Z = {v1, v1, . . . , vk} ⊆ V, za k ∈ {1, . . . , n}.
Ako je v j ∈ Z kazˇemo da je vjesˇtina v j potrebna za zadatak Z, inacˇe kazˇemo da nije
potrebna. Definiramo pokrivacˇ skupa osoba T u odnosu na zadatak Z kao skup vjesˇtina
koje su potrebne za zadatak Z, a barem jedna osoba iz T posjeduje tu vjesˇtinu. Koristimo
oznaku P(T ,Z) i vrijedi P(T ,Z) = Z ∩ (∪oi∈TXi).
S T ⊆ O oznacˇavamo tim koji je odabran za zadatak. Sa ti = 1 oznacˇavamo da tim
posjeduje i-tu vjesˇtinu, a sa ti = 0 da ju ne posjeduje. Dakle, t = (t1, t2, ..., tm). Vjesˇtina
trazˇena za odredeni zadatak je pokrivena ako barem jedan od cˇlanova tima posjeduje tu
vjesˇtinu.
Veze izmedu osoba mozˇemo prikazati neusmjerenim tezˇinskim grafom G(O, E). Svaki
vrh grafa G odgovara jednoj osobi iz O, a svaki brid iz E ima nenegativnu tezˇinu koja
oznacˇava cijenu komunikacije izmedu dvije osobe. Ako je ta vrijednost nizˇa, to znacˇi
da te dvije osobe mogu suradivati efikasnije nego dvije osobe povezane bridom s visˇom
vrijednosˇc´u. Bez smanjenja opc´enitosti mozˇemo pretpostaviti da je graf G povezan, inacˇe
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ga mozˇemo lagano dodefinirati da bude povezan - dodamo bridove izmedu nepovezanih
dijelova grafa s jako velikim tezˇinama (primjerice, brojem vec´im od sume svih tezˇina u
podgrafu).
Definicija 1.1.1. Za svaka dva vrha oi, o j ∈ O definiramo funkciju udaljenosti d : E → R+,
d(oi, o j) kao sumu tezˇina po najkrac´em putu izmedu vrhova oi i o j.
Funkciju d mozˇemo dodefinirati da racˇuna i udaljenost od vrha oi do nekog skupa vrhova
T ⊆ O i to na ovaj nacˇin:
d(oi,T ) = mino j∈Td(oi, o j).
Funkcija d definirana u definiciji 1.1.1 je metrika.
Definicija 1.1.2. Za svaka dva vrha oi, o j ∈ O definiramo funkciju Put(oi, o j) kao skup
vrhova po najkrac´em putu izmedu vrhova oi i o j.
Put(oi,T ) definiramo kao skup vrhova koji cˇine najkrac´i put od vrha oi do vrha o j, gdje je
o j = argmino j∈Td(oi, o j).
Za graf G i T ⊆ O s G[T ] oznacˇavamo podgraf grafa G induciran vrhovima iz skupa
T .
1.2 Definicija problema
U ovom poglavlju c´e biti definiran glavni problem kojim se bavi ovaj diplomski rad -
problem odabira tima.
Definicija 1.2.1. Problem odabira tima je za dani skup od n osoba O = {o j; j = 1, ..., n},
neusmjereni tezˇinski graf G(O, E) i zadatak Z pronac´i T ⊆ O takav da je P(T ,Z) = Z i da
je cijena komunikacije CK(T ) minimimalna.
Cijena komunikacije (CK) mozˇe se definirati na visˇe nacˇina, a u ovom radu c´e biti
predstavljeno nekoliko verzija:
• Dijametar (R): Za dani graf G(O, E) i skup osoba T definiramo cijenu komunikacije
kao dijametar pografa G[T ].1
• Minimalno razapinjujuc´e stablo (MRS ): Za dani graf G(O, E) i skup osoba T de-
finiramo cijenu komunikacije kao cijenu minimalnog razapinjujuc´eg stabla pografa
G[T ].2
1Dijametar grafa je najvec´a udaljenost najkrac´eg puta izmedu bilo koja dva vrha u grafu.
2Cijena minimalnog razapinjujuc´eg stabla je suma tezˇina bridova.
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Slika 1.1: Primjer neusmjerenog grafa G.
Primjer 1.2.2. Promotrimo skup osoba O = {A, B,C,D} i skup vjesˇtinaV = {a, b, c, d, e}.
Neka je XA = {a, b}, XB = {c}, XC = {d, e} i XD = {a, d}. Na slici 1.1 je prikazan graf
G(O, E). Za zadatak Z = {a, c} promatramo dva moguc´a tima: T1 = {A, B} i T2 = {B,D}.
S obzirom da su osobe A i B povezane bridom u grafu G, tim T1 predstavlja bolje rjesˇenje
za zadatak Z, neovisno o tezˇinama.
Teorem 1.2.3. Problem odabira tima je NP-tezˇak.
Dokaz. Dokaz je dan u cˇlanku [4]. 
U definiciji problema odabira tima je cilj minimizirati cijenu komunikacije izmedu
osoba u timu, ali se mozˇe definirati i na drugacˇiji nacˇin. Na primjer, mozˇe se zahtijevati da
je tim sˇto manji ili kombinirati ova dva zahtjeva.
Takoder, postoji generalizirana verzija problema u kojoj se svaka vjesˇtina pojedinca ocje-
njuje nekim brojem, a za zadatak se trazˇi minimalna ocjena koju osoba mora zadovoljavati
da mozˇe raditi na zadatku. U ovom radu c´e se razmatrati verzija problema bez ocjenjivanja
vjesˇtina.
Poglavlje 2
Egzaktni algoritmi
U ovom poglavlju c´e biti opisani algoritmi za rjesˇavanje problema odabira tima koji ne
koriste meta-heuristike. Egzaktni algoritmi uvijek daju optimalno rjesˇenje, ali za NP-tesˇke
probleme su primjenjivi samo na relativno male primjerke problema zbog velike racˇunske
slozˇenosti. Pokretanje ovih algoritama c´e svaki put generirati isto rjesˇenje.
2.1 Algoritam koji koristi dijametar
Algoritam 1 Dijametar algoritam
Ulaz: Graf G(O, E); vektor vjesˇtina {X1, ..., Xn} i zadatak Z
Izlaz: Tim T ⊆ O i podgraf G[T ]
1: for v ∈ Z do
2: S (v) = {i | v ∈ Xi}
3: vri jedak ← arg minv∈Z |S (v)|
4: for i ∈ S (vri jedak) do
5: for v ∈ Z & v , vri jedak do
6: Ri,v ← d(i, S (v))
7: Ri ← minvRi,v
8: i∗ ← arg minRi
9: T = i∗ ∪ {Put(i∗, S (v)) | v ∈ Z)}
U ovom algoritmu se prvo za svaku vjesˇtinu v potrebnu za zadatak Z racˇuna skup indeksa
S (v) osoba koje posjeduju tu vjesˇtinu. Potom se pronalazi vrijednost vri jedak, to jest vjesˇtina
koju posjeduje najmanje osoba. Za svaki indeks osobe iz S (vri jedak) i za svaku vjesˇtinu
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v potrebnu za zadatak Z koja nije vri jedak se racˇuna udaljenost definirana kao dijametar
podgrafa te se bira najmanja vrijednost za svaki indeks osobe.
Na kraju algoritam bira jednu osobu iz skupa S (vri jedak) koja c´e biti dio tima, a koja je po
cijeni komunikacije najblizˇa osobama iz drugih S (v). Pseudokod je prikazan Algoritmom
1.
Slozˇenost ovog algoritma je O(|S (vri jedak)| · k). Algoritam je ove slozˇenosti zbog broja
racˇunanja udaljenosti od vrha i do skupa S (v) koje se izvrsˇava u dvije ugnijezˇdene for
petlje (linija 6). Prva for petlja se izvrsˇava |S (vri jedak)| puta, a druga k puta. U najgorem
slucˇaju (sve osobe posjeduju sve vjesˇtine) je |S (vri jedak)| = n i k = n te je slozˇenost O(n2).
2.2 Algoritam koji koristi minimalno razapinjujuc´e
stablo
U ovom algoritmu se koristi funkcija udaljenosti koja koristi minimalno razapinjujuc´e sta-
blo.
Algoritam PokrivacˇSteiner dan psudokodom 2 prvo pohlepnim algoritmom1 racˇuna skup
koji pokriva zadatak Z, to jest vrac´a skup osoba koje imaju vjesˇtine potrebne za zadatak.
Potom Algoritam SteinerStablo opisan psudokodom 3 racˇuna Steinerovo stablo sa zadanim
grafom G i trazˇenim vrhovima O0. Algoritam SteinerStablo vrac´a graf (stablo) koji sadrzˇi
sve vrhove O0, a mozˇe sadrzˇavati i druge vrhove, i koji ima minimalnu tezˇinu. Algoritam 3
je takoder pohlepni algoritam koji u Steinerovo stablo dodaje vrh s najmanjom udaljenosti
do vrhova koji vec´ cˇine stablo.
Slozˇenost Algoritma 2 je suma slozˇenosti za algoritme PohlepniPokrivacˇ i SteinerSta-
blo. Algoritam PohlepniPokrivacˇ treba za svaku vjesˇtinu vi ∈ Z i za svaku osobu o j ∈ O
provjeriti vrijedi li o j ∈ S (vi) pa je slozˇenost Algoritma PohlepniPokrivacˇ O(|O| · |Z|), a
u najgorem slucˇaju (kada je za zadatak Z potrebno svih m vjesˇtina) O(n · m). Algoritam
SteinerStablo za svaku osobu oi ∈ O0 \ T prolazi po svim bridovima e ∈ E pa je slozˇenost
Algoritma SteinerStablo O(|O0| · |E|), a u najgorem slucˇaju (kada je graf G potpuno pove-
zan) je |O0| = n i |E| = n2. Konacˇno, slozˇenost PokrivacˇSteinerAlgoritma je O(n3).
Algoritam 2 PokrivacˇSteinerAlgoritam
Ulaz: Graf G(O, E); vektor vjesˇtina {X1, ..., Xn} i zadatak Z
Izlaz: Tim T ⊆ O i podgraf G[T ]
1: O0 ← PohlepniPokrivacˇ(O,Z)
2: T ← S teinerS tablo(G,O0)
1Pohlepni algoritam tijekom svakog koraka odabire lokalno optimalno rjesˇenje.
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Algoritam 3 SteinerStablo
Ulaz: Graf G(O, E); trazˇeni vrhovi T i Steinerovi vrhovi O \ T
Izlaz: Tim O0 ⊆ T ⊆ O i podgraf G[T ]
1: T ← v, gdje je v slucˇajno odabran vrh iz O0
2: while (O0 \ T ) , ∅ do
3: v∗ ← arg minu∈O0\Td(u,T )
4: if Put(v∗,T ) , ∅ then
5: T ← T ∪ {Put(v∗,T )}
2.3 Poboljsˇani algoritam koji koristi minimalno
razapinjujuc´e stablo
Ovaj algoritam je slicˇan prethodnom, s razlikom da graf G prosˇirimo do grafa H na sljedec´i
nacˇin: neka je zadatak Z = {z1, ..., zk}. Grafu G dodamo vrhove Y j za svaki z j ∈ Z. Svaki
novi vrh Y j je spojen s vrhovima oi za koje vrijedi z j ∈ Xi, to jest sa svakom osobom koja
ima tu vjesˇtinu. Tezˇinu na svim novim bridovima postavimo na neki veliki broj, primjerice
broj vec´i od sume svih tezˇina na grafu G. Takoder je i svaki vrh oi zamijenjen s klikom
Ki velicˇine |Xi|. Svaki vrh klike Ki predstavlja jednu vjesˇtinu osobe oi i spojen je sa svim
vrhovima s kojima je i oi spojen u grafu G. Vrijednost tezˇina izmedu vrhova klike Ki je 0.
Na tako dobivenom grafu H se poziva Algoritam SteinerStablo te se iz rezultata izbacuju
prethodno dodani {Y1, ...,Yk}.
PoboljsˇaniSteinerAlgoritam je iste slozˇenosti kao Algoritam SteinerStablo, O(k · |E|).
U najgorem slucˇaju (za zadatak Z je potrebno svih m vjesˇtina i graf G je potpuno povezan)
je slozˇenosti O(m · n2).
Algoritam 4 PoboljsˇaniSteinerAlgoritam
Ulaz: Graf G(O, E); vektor vjesˇtina {X1, ..., Xn} i zadatak Z
Izlaz: Tim T ⊆ O i podgraf G[T ]
1: H ← Pobol jsaniGra f (G,Z)
2: OH ← S teinerS tablo(H, {Y1, ...,Yk})
3: T ← OH \ {Y1, ...,Yk}
Poglavlje 3
Meta-heuristike
S obzirom da je vrednovanje svih moguc´ih kombinacija timova vremenski eksponencijalno
slozˇen problem, morat c´emo na drugi nacˇin pronac´i optimalno rjesˇenje. Optimalno rjesˇenje
je tim koji zadovoljava dani zadatak Z, no nije nuzˇno najbolje moguc´e, ali je dovoljno
blizu najboljeg rjesˇenja. Za pronalazak ovakvog rjesˇenja koristit c´e se meta-heuristike, i to
simulirano kaljenje i pcˇelinji algoritam, koje c´e biti opisane u ovom poglavlju.
3.1 Simulirano kaljenje
Simulirano kaljenje je heuristika pogodna za rjesˇavanje optimizacijskih matematicˇkih pro-
blema. Inspiracija za algoritam simuliranog kaljenja je postupak kaljenja metala u me-
talurgiji. Prilikom kaljenja, metal se zagrijava na visoke temperature te postepeno hladi
kako bi se u metalu stvorile pravilne kristalne strukture bez deformacija. Brzim hladenjem
dolazi do stvaranja nepravilnih struktura i brzog pucanja metala. Analogno radi algoritam
simuliranog kaljenja koji c´e biti opisan u ovom poglavlju.
Ukratko c´emo opisati opc´eniti algoritam, a zatim dijelove algoritma prilagodene rjesˇavanju
problema odabira tima. Simulirano kaljenje je dobar algoritam za rjesˇavanje problema s
diskretnim prostorom rjesˇenja, poput problema trgovacˇkog putnika, pa je zato odabran za
rjesˇavanje problema odabira tima.
Opc´enito, simulirano kaljenje se sastoji od sljedec´ih komponenti:
Kandidat za rjesˇenje je trenutno rjesˇenje koje se kroz iteracije poboljsˇava.
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Funkcija energije rjesˇenja je ”funkcija kazne”1 koja odreduje kvalitetu rjesˇenja - vec´a
vrijednost, losˇije rjesˇenje. Simulirano kaljenje nastoji nac´i rjesˇenje sa sˇto manjom
energijom.
Funkcija susjedstva je funkcija koja nam daje sljedec´e moguc´e rjesˇenje, a koje ovisi
o trenutnom rjesˇenju. Iduc´i kandidat za rjesˇenje se trazˇi u susjedstvu trenutnog
rjesˇenja, tj. sa slicˇnom energijom kao i trenutno rjesˇenje.
Funkcija prijelaza odreduje hoc´e li se iduc´e rjesˇenje koje daje funkcija susjedstva prihva-
titi umjesto trenutnog rjesˇenja. Ako je energija sljedec´eg moguc´eg rjesˇenja manja,
to rjesˇenje se prihvac´a kao trenutno i nastavljaju se iteracije. Ako energija nije ma-
nja, novo rjesˇenje se ipak mozˇe prihvatiti, uz neku vjerojatnost, kako bi se izbjegao
lokalni optimum.
Funkcija hladenja postepeno smanjuje temperaturu kako bi se losˇija rjesˇenja prihvac´ala
s manjom vjerojatnosˇc´u. Algoritam zapocˇinje s jako visokom temeperaturom.
Problem odabira tima
U slucˇaju problema odabira tima kandidat za rjesˇenje je tim T koji je sastavljen od ono-
liko osoba koliko je vjesˇtina potrebno za zadatak (za svaku vjesˇtinu po jedna osoba, cˇak i
ako jedna osoba ima visˇe trazˇenih vjesˇtina).
Energija rjesˇenja za tim T se racˇuna sljedec´om formulom:
ET =
∑
εT
w(ei j) + (
|T | · (|T | − 1)
2
− |εT |) · α · max(w(e))
gdje je εT skup svih bridova u podgrafu G[T ], a max(w(e)) najvec´a (najlosˇija) tezˇina u
grafu G. S ciljem minimizacije energije rjesˇenja ET zbrojimo vrijednosti tezˇina u podgrafu
koji cˇini trenutno rjesˇenje i tome dodamo penale za svaki brid koji ne postoji medu oso-
bama u trenutnom timu. Parametrom α kontroliramo koliko c´e nepostojec´i bridovi utjecati
na ukupnu energiju rjesˇenja. Ako je α blizˇi nuli tada c´e rjesˇenje s visˇe nepostojec´ih bridova
imati slicˇnu energiju potpuno povezanom podgrafu, a sˇto je α vec´i to c´e rjesˇenje koje je
potpuno povezan graf imati manju energiju.
1U optimizacijskim problemima se koristi izraz ”funkcija dobrote” koja odreduje kvalitetu rjesˇenja.
Funkcija dobrote se nastoji maksimizirati, a u slucˇaju simuliranog kaljenja se funkcija energije minimizira
pa se koristi izraz ”funkcija kazne”. [6]
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Funkcija susjedstva za jednu slucˇajno odabranu vjesˇtinu v bira novu osobu iz skupa
S (v) i tako dobiva novo potencijalno rjesˇenje.
Funkcija prijelaza novo rjesˇenje prihvac´a ako je energija tog rjesˇenja manja od ener-
gije kandidata za rjesˇenje. Losˇije rjesˇenje se prihvac´a s vjerojatnosˇc´u definiranom iduc´om
formulom:
p = e
∆energi ja
temp
gdje ∆energi ja predstavlja razliku energija trenutnog i novog rjesˇenja, temp trenutnu tempe-
raturu, a e je Eulerova konstanta. Prijelaz na losˇije rjesˇenje je moguc´ uz visoku tempera-
turu i malu razliku energija rjesˇenja. Ovakvim pristupom se na pocˇetku prostor rjesˇenja
pretrazˇuje ugrubo dok je temperatura visoka, a kad se temperatura dovoljno snizi dolazi do
fine pretrage u okolici najboljeg trenutnog rjesˇenja.
Funkcija hladenja ovisi o parametru rhladen ja na ovaj nacˇin:
tempn = rhladen ja · tempn−1.
Algoritam 5 prikazuje kako simulirano kaljenje kroz iteracije trazˇi rjesˇenje sa sˇto ma-
njom energijom. Algoritam trazˇi novo rjesˇenje odreden broj iteracija zadan varijablom
maxIteraci ja ili dok se temperatura temp nije spustila na 0.
Algoritam 5 Simulirano kaljenje
Ulaz: Graf G(O, E); vektor vjesˇtina {X1, ..., Xn} i zadatak Z
Izlaz: Tim T ⊆ O
1: T ← izracuna jNovoR jesen je(pocetnaTemp)
2: temp← pocetnaTemp
3: iteraci ja← 0
4: energi ja← izracuna jEnergi ju(T )
5: while temp > 0 & iteraci ja < maxIteraci ja do
6: novoR jesen je← izracuna jNovoR jesen je(T, temp)
7: novaEnergi ja← izracuna jEnergi ju(novoR jesen je)
8: ∆energi ja ← energi ja − novaEnergi ja
9: if f unkci jaPri jelaza(∆energi ja, novoR jesen je, temp) then
10: T ← novoR jesen je
11: energi ja← novaEnergi ja
12: temp← izracuna jTemperaturu(temp)
13: iteraci ja + +
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3.2 Pcˇelinji algoritam
Pcˇelinji algoritam je prirodom inspirirana meta-heuristika koja se koristi kod optimiza-
cijskih problema. Inspiracija dolazi od pcˇela, njihovog nacˇina trazˇenja izvora hrane te
prenosˇenja informacija o kvaliteti izvora plesom. Algoritam koristi pretrazˇivanje susjed-
stva rjesˇenja i nasumicˇno pretrazˇivanje cijelog prostora rjesˇenja, kako bi se izbjegao lokalni
optimum. Za razliku od simuliranog kaljenja, koje u danom trenutku ima jednog kandidata
za rjesˇenje, pcˇelinji algoritam koristi populaciju rjesˇenja.
Parametar Oznaka
Velicˇina populacije rjesˇenja nPA
Broj najboljih rjesˇenja mPA
Broj elitnih rjesˇenja ePA
Broj pcˇela oko elitnih rjesˇenja nep
Broj pcˇela oko neelitnih najboljih rjesˇenja nsp
Velicˇina susjedstva ngh
Broj iteracija maxIter
Tablica 3.1: Tablica parametara pcˇelinjeg algoritma
Tablicom 3.1 su prikazani parametri koji se koriste u pcˇelinjem algoritmu. Pseudokod
pcˇelinjeg algoritma je dan Algoritmom 6. U jednoj iteraciji proucˇava se nPA rjesˇenja. Za
mPA najboljih rjesˇenja se u susjedstvu velicˇine ngh trazˇe slicˇna rjesˇenja te se prihvac´aju
ako su bolja. Za ePA elitnih rjesˇenja se trazˇi nep drugih rjesˇenja u susjedstvu, dok se za
neelitna rjesˇenja trazˇi nsp rjesˇenja. Rjesˇenja koja nisu najbolja se brisˇu i na njihova mjesta
dolaze nasumicˇno odabrana rjesˇenja iz cijelog prostora pretrazˇivanja. Uvodenje ovakve
slucˇajnosti osigurava izbjegavanje lokalnog optimuma. Na kraju svake iteracije se popu-
lacija rjesˇenja sortira po vrijednosti funkcije dobrote, koja se maksimizira. Algoritam se
izvrsˇava maxIter iteracija.
U slucˇaju problema odabira tima rjesˇenje predstavlja timT koji je sastavljen od onoliko
osoba koliko vjesˇtina je potrebno za zadatak. Velicˇina susjedstva ngh predstavlja za koliko
se vjesˇtina vi mozˇe osoba iz rjesˇenja koja posjeduje vjesˇtinu vi zamijeniti novom osobom
iz S (vi). Funkcija dobrote se racˇuna po formuli
fdobrote(T ) =
∑
εT
1
w(ei j)
− ( |T | · (|T | − 1)
2
− |εT |) · β · max( 1w(e) ),
gdje je εT skup svih bridova u podgrafu G[T ], a max(w(e)) najvec´a (najlosˇija) tezˇina u
grafu G. Funkciju dobrote nastojimo maksimizirati pa sumiramo reciprocˇne vrijednosti
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Algoritam 6 Pcˇelinji algoritam
Ulaz: Graf G(O, E); vektor vjesˇtina {X1, ..., Xn} i zadatak Z
Izlaz: Tim T ⊆ O
1: while iteraci ja < maxIteraci ja do
2: iteraci ja + +
3: Odredi elitna i neelitna najbolja rjesˇenja za lokalno trazˇenje
4: Pronadi nova rjesˇenja u susjedstvu elitnih i neelitnih najboljih rjesˇenja
5: Izracˇunaj funkciju dobrote za dobivena rjesˇenja
6: Sortiraj rjesˇenja po dobroti
7: Pronadi nova slucˇajna rjesˇenja za rjesˇenja koja nisu najbolja
8: Izracˇunaj funkciju dobrote za dobivena rjesˇenja
9: Sortiraj rjesˇenja po dobroti
tezˇina bridova u podgrafu G[T ] i oduzimamo reciprocˇnu vrijednost najvec´e tezˇine u grafu
G onoliko puta koliko bridova nedostaje podgrafu G[T ] da bi bio potpun graf. Parametrom
β reguliramo koliko c´e penalizacija za nepostojec´e bridove utjecati na funkciju dobrote.
Sˇto je parametar β blizˇi 0 to manje utjecˇe na funkciju dobrote, to jest, manje se penaliziraju
nepostojec´i bridovi, a sˇto je β vec´i to c´e potpuni graf imati vec´u vrijednost funkcije dobrote.
Poglavlje 4
Implementacija i testiranje algoritama
Algoritmi iz poglavlja 2 i 3 c´e biti implementirani u jeziku C++ i testirani na dva skupa
podataka. Prvi skup podataka je umjetno generiran na slucˇajan nacˇin, a drugi skup je
dobiven interpretacijom stvarnih podataka.
4.1 Implementacija
Za implementaciju grafova koji se koriste u algoritmima se koristi open source biblioteka
Boost Graph Library1 (BGL), verzije 1.68, objavljena u kolovozu ove godine.
Graf G je predstavljen novodefiniranim tipom UndirectedGraph koji je definiran kao
adjacency_list < vecS, vecS, undirectedS, Person, Weight >.
adjacency_list je klasa iz BGL-a, vecS oznacˇava da se za pohranu vrhova i bridova
grafa koristi vektor. Vektor je odabran za pohranu bridova i vrhova jer po dokumentaciji
BGL-a takvo pohranjivanje zahtijeva manje prostora te je za inkrementiranje iteratora za
bridove i vrhove brzˇe od ostalih odabira spremnika. undirectedS oznacˇava da je graf ne-
usmjeren. Person je struktura koja predstavlja osobu o koja ima varijable ime tipa string i
vjestine tipa vector. Weight koristimo za dodjeljivanje tezˇina bridovima.
Za racˇunanje udaljenosti i puta izmedu dva vrha ili izmedu vrha i skupa se koristi Dijkstrin
algoritam pozivom funkcije dijkstra_shortest_paths. Dijkstrin algoritam vrac´a uda-
ljenosti do svakog vrha od zadanog vrha v koje koristimo kao vrijednosti funkcije d(v, ·)
definirane u 1.1.1 te put od svakog vrha do vrha v koji koristimo kao vrijednost funkcije
Put(v, ·) definirane u 1.1.2.
Testiranja algoritama su provedena na racˇunalu s Intel i5 procesorom frekvencije rad-
nog takta 2.50GHz i 8GB radne memorije.
1Biblioteka Boost Graph Library je preuzeta sa https://www.boost.org/doc/libs/1_66_0/libs/
graph/doc/index.html.
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4.2 Slucˇajno generirani graf
Za potrebe testiranja algoritama c´emo generirati graf s 500 osoba i 60 vjesˇtina. Na slucˇajan
nacˇin c´emo svakoj osobi dodijeliti neke vjesˇtine i odabrati susjede. Svakom bridu c´emo
pridruzˇiti tezˇinu izmedu 0 i 1, gdje 1 predstavlja losˇiju komunikaciju izmedu dvije osobe, a
0 najbolju komunikaciju. Za generiranje slucˇajnih brojeva c´e se koristiti Marsenne Twister
pseudoslucˇajni generator brojeva std::mt19937.
4.3 StackExchange graf
Za simulaciju timova i vjesˇtina iz realnog svijeta c´emo koristiti skup podataka s foruma
StackExchange [1] koji je javno dostupan u obliku arhive. StackExchange je forum na
kojem ljudi postavljaju pitanja o raznim problemima vezanim uz programiranje ili rasprav-
ljaju o rjesˇenjima.
Skup podataka koji je preuzet sa [3] sadrzˇi statuse objavljene u 50 razlicˇitih podforuma
koji c´e u nasˇem slucˇaju predstavljati vjesˇtine. Broj korisnika koji su objavljivali na forumu
je 54099, a oni c´e predstavljati skup osoba.
Podaci se nalaze u xml formatu, a za potrebe testiranja su korisˇtene datoteke Posts.xml
i Users.xml. Za otvaranje tih datoteka korisˇtena je open source biblioteka TinyXML-22.
Na forumu je moguc´e odgovarati na tude statuse. Osobu koja je postavila status i
osobu koja je odgovorila na taj status c´emo povezati bridom u grafu G. Tezˇina tog brida
c´e ovisiti koliko su si puta te dvije osobe medusobno odgovarale na statuse. S obzirom da
koristimo neusmjereni graf jednako c´emo promatrati kada osoba A odgovori osobi B kao i
kada osoba B odgovori osobi A. Svakoj osobi c´emo priduzˇiti one vjesˇtine koje odgovaraju
podforumima u kojem je objavila status kao pitanje ili kao odgovor. U grafu G ukupno ima
105810 bridova.
4.4 Rezultati testiranja
Svaki algoritam c´emo testirati na slucˇajno generiranom grafu i na StackExchange grafu.
Vrijeme izvrsˇavanja algoritma c´emo mjeriti u sekundama kao prosjek 10 izvrsˇavanja. Ti-
jekom svakog izvodenja algoritmi c´e trazˇiti optimalni tim za drugacˇiji, slucˇajno generirani,
zadatak. Velicˇina zadatka c´e varirati izmedu 6 i 15 kako bi se testiralo utjecˇe li velicˇina
zadatka na dobivene rezultate.
2Biblioteka TinyXML-2 je preuzeta sa http://www.grinninglizard.com/tinyxml2/.
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Kao parametre po kojima c´emo usporedivati kvalitetu rjesˇenja uzimamo funkciju ener-
gije iz Algoritma simuliranog kaljenja, funkciju dobrote iz Pcˇelinjeg algoritma i sumu
tezˇina koja je slicˇna funkciji energije iz Algoritma simuliranog kaljenja, bez penalizacije za
nepostojec´e bridove (α = 0). Sva tri parametra c´emo racˇunati kao prosjek 10 izvrsˇavanja.
Vrijednosti parametara za Algoritam simuliranog kaljenja i Pcˇelinji algoritam su odredeni
empirijski. Za Algoritam simuliranog kaljenja su sljedec´i:
maxIteraci ja = 1000, pocetnaTemp = 1000, α = 4, rhladen ja = 0.98;
a za Pcˇelinji algoritam:
maxIteraci ja = 1000, nPA = 10,mPA = 5, ePA = 2, nep = 5, nsp = 3, ngh = 2, β = 3.
Grafovi na slikama 4.13, 4.2, 4.3 i 4.4 su rezultati testiranja na slucˇajno generiranom
i StockExchange grafu. Prikazani su rezultati testiranja Dijametar algoritma (DA, tamno-
plava boja), PokrivacˇSteinerAlgoritma (PSA, narancˇasta boja), PoboljsˇanogSteinerAlgoritma
(PobSA, siva boja), Algoritma simuliranog kaljenja (SK, zˇuta boja) i Pcˇelinjeg algoritma
(PA, svjetloplava boja). Radi preglednosti, odabrali smo graficˇki, a ne numericˇki prikaz
rezultata testiranja.
Testiranje je ukupno trajalo 6 sati.
3Vrijednosti funkcije energije za PokrivacˇSteinerAlgoritam su jako velike pa su radi preglednosti izos-
tavljene s grafova na slici 4.1.
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(a) slucˇajno generirani graf
(b) StackExchange graf
Slika 4.1: Grafovi ovisnosti vrijednosti funkcije energije o velicˇini zadatka.
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(a) slucˇajno generirani graf
(b) StackExchange graf
Slika 4.2: Grafovi ovisnosti vrijednosti funkcije dobrote o velicˇini zadatka.
Kao sˇto je vidljivo s grafova na slikama 4.1 i 4.2 algoritam s najboljom (najnizˇom)
vrijednosti funkcije energije je Algoritam simuliranog kaljenja, cˇiji cilj i je minimiziranje
te funkcije, dok je algoritam s najboljom (najvisˇom) vrijednosti funkcije dobrote Pcˇelinji
algoritam koji ju maksimizira.
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(a) slucˇajno generirani graf
(b) StackExchange graf
Slika 4.3: Grafovi ovisnosti sume tezˇina podgrafa G[T ] o velicˇini zadatka.
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(a) slucˇajno generirani graf
(b) StackExchange graf
Slika 4.4: Grafovi ovisnosti vremena izvrsˇavanja algoritma o velicˇini zadatka.
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PoboljsˇaniSteinerAlgoritam se pokazao kao najbolji egzaktni algoritam po sva tri pa-
rametra usporedbe, ali se vremenski najduzˇe izvodio. Razlog tome je prosˇirivanje grafa.
Velika mana ovog algoritma je sˇto ponekad nije mogao nac´i rjesˇenje. Josˇ jedna mana ovog
algoritma i PokrivacˇSteinerAlgoritma je ta sˇto pronalaze timove velike kardinalnosti. U
pseudokodu se vidi da u tim T dodaju sve cˇvorove koji se nalaze na putu od trenutno naj-
bolje osobe v∗ do tima T . Samim time sˇto pronalaze velike timove i suma tezˇina raste.
Velika prednost algoritama koji koriste meta-heuristike je ta sˇto pronalaze timove manje
kardinalnosti, cˇak manje i od kardinalnosti zadatka. Razlog tome je sˇto neke osobe imaju
visˇe vjesˇtina pa c´e algoritmi imati bolju funkciju energije (odnosno funkciju dobrote) ako
dodaju tu osobu u tim. Manjem timu je potrebno manje bridova do potpunog grafa i u
konacˇnici imaju manju penalizaciju za nepostojec´e bridove.
S obzirom da Algoritam simuliranog kaljenja i Pcˇelinji algoritam ne mozˇemo usporedivati
po funkciji energije ili funkciji dobrote, usporedit c´emo ih po sumi tezˇina i vremenu
izvodenja. Simulirano kaljenje se krac´e izvodi, a suma tezˇina je podjednaka; u slucˇaju tes-
tiranja na StackExchange grafu ide u korist simuliranog kaljenja. Duzˇe vrijeme izvodenja
pcˇelinjeg algoritma se mozˇe objasniti nacˇinom na koji algoritam trazˇi rjesˇenje: puno visˇe
puta racˇuna funkciju dobrote, tijekom svake iteracije cˇak nep · ePA + nsp · (mPA − ePA) puta.
Poglavlje 5
Zakljucˇak
U ovom radu je predstavljeno 5 algoritama koji rjesˇavaju problem odabira tima. Nakon
testiranja na dva skupa podataka mozˇe se zakljucˇiti kako je algoritam koji koristi meta-
heuristiku simulirano kaljenje najpogodniji za rjesˇavanje ovog problema. U usporedbi s
Pcˇelinjim algoritmom, Algoritam simuliranog kaljenja je laksˇi za implementaciju jer ima
manje parametara i brzˇe se izvodi, no oba algoritma imaju podjednake rezultate.
Kao eventualno poboljsˇanje algoritma parametri maxIteraci ja i pocetnaTemperatura
mogu se postaviti na visˇe vrijednosti. Takoder bi se mogla poboljsˇati funkcija susjedstva.
Algoritam predlozˇen u ovom radu koristi slucˇajno trazˇenje sljedec´eg rjesˇenja, a moguc´e
poboljsˇanje je trazˇenje susjeda sa slicˇnom energijom.
Algoritmi i pristup problemu prikazani u ovom radu bi se mogli koristiti u stvarnom
svijetu, jedino josˇ preostaje odrediti nacˇin generiranja grafa G i odredivanje tezˇina bridova
u grafu. Odluka je na organizaciji koja formira timove, a mozˇe ovisiti o hijerarhiji unutar
organizacije ili o kvaliteti rada timova na prijasˇnjim projektima.
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Sazˇetak
U ovom je radu predstavljen problem odabira tima. Opisani su egzaktni algoritmi kojima
se pokusˇalo nac´i rjesˇenje problema. S obzirom da je problem NP-tezˇak rjesˇavan je i al-
goritmima koji koriste meta-heuristike. Meta-heuristike odabrane za rjesˇavanje problema
u ovom radu su simulirano kaljenje i pcˇelinji algoritam. Opisana je implementacija i tijek
testiranja algoritama te su prikazani rezultati. Usporedbom rezultata je zakljucˇeno da je
simulirano kaljenje najbolji pristup za rjesˇavanje ovog problema, a navedena su i moguc´a
poboljsˇanja algoritma.
Summary
The team formation problem was presented in this thesis. Exact algorithms used to find a
solution to the problem were described. Since the problem is NP-hard, it was also solved
with algorithms that use meta-heuristics. Meta-heuristics chosen to solve the problem in
this paper are simulated annealing and bees algorithm. The implementation and algorithm
testing process were described and their results were shown. By comparison of the results
it is concluded that simulated annealing is the best approach to solving this problem and
possible algorithm improvements were given.
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