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第 1 章  序論 
 
1.1  研究背景と目的 
情報通信社会の急速な発達により、ディジタル信号を用いた通信・計測・制御技術の重
要性が高まっている。大きさ・時間的に離散値を取るディジタル信号は、アナログ信号に
比べ柔軟性・再現性・精度において優れているためである。これに対して、音や光や温度
などの自然界の信号は大きさ・時間的に連続のアナログ信号であるため、自然界の物理量
を扱う処理にはアナログ信号とディジタル信号を相互に変換するデバイスである AD 変換
器(ADC: Analog to Digital Converter)や DA 変換器(DAC: Digital to Analog Converter)が
必要不可欠である。様々なシステムの進化に伴い、組み込まれる AD 変換器や DA 変換器
へ要求される性能も年々高くなっている。 
特に IoT(Internet of Things)実現の大きなテーマのひとつである自動車に組み込まれる
制御システムの要求レベルは高い。車載用のエレクトロニクス技術には自動車の走行を制
御するもの、安全性・利便性を高めるためのもの、自動車の情報を送受信するものなど様々
な種類があり、自動車の差別化や付加価値の創出に貢献している。AD 変換器は車載用マイ
コンと組み合わさり、数々のセンサから得られる多くの情報をもとに自動車を制御して安
全かつ快適な走行を実現しており、特に重要な役割を果たしている。現在、実現へ向けて
様々な取り組みが行われている自動運転技術においても同様に重要である。 
自動車において車載用マイコンと組み合わせて使用される AD 変換機は、逐次比較近似
型AD変換器 ( SAR ADC : Successive Approximation Register ADC )と呼ばれる方式であ
る(図 1-1)。消費電力や集積度において特に有利な方式であり、車載システムに必要不可欠
な逐次比較近似型 AD 変換器の発展の意義は大きい。 
そこで本論文は車載用の高信頼性・高速の逐次比較近似 AD 変換器実現に向けた設計理
論の構築を目的と設定する。 
 
図 1-1 車載システムにおけるマイコン周辺の構成 
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1.2  本研究の概要 
逐次比較近似型 AD 変換器を高信頼性化・高速化するための一般的な手法として、冗長
設計が存在する。時間的冗長をシステムに組み込み AD 変換過程を変更することによりデ
ィジタル誤差補正を実現させ、性能を向上させる方法である[1-18]。しかしながら従来の設
計手法は理論構築が不十分なところがあり、最適な基準値の選択方法が存在しなかったこ
とで冗長設計による性能向上を妨げていた。具体的には適切な比較電圧重みによる解探索
の実現ができていなかった。 
そこで本研究では、適切な比較電圧重みを求める理論の構築を行った。特に整数を取り
扱う AD 変換器や DA 変換器に適した、整数論を用いて理論構築を行った。最適な解探索
のための具体的なアプローチは主に以下の 2 点である。 
1. フィボナッチ数列と黄金比を用いた冗長アルゴリズム設計 
2. 擬似的な白銀比を用いた冗長アルゴリズム設計 
本論文では、以上の 2 点に対しての式や数値を用いた理論解析を行い、従来手法へ貢献す
る様々な性質や設計における優位点を示す。 
 
1.3  本論文の構成 
本論文の構成は次のようになっている。第 1 章で本論文の概要を述べ、次に第 2 章で AD
変換器の基礎事項説明を行い、第 3 章では冗長設計について式を用いた一般化を行う。第 4
章ではフィボナッチ数列や黄金比、白銀比に関する整数論とその性質を述べ、第 5 章で主
題である整数論を用いた AD 変換器の高性能化を示し、最後の第 6 章で成果をまとめる。 
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第 2 章  AD 変換器・DA 変換器 
 
2.1  概要 
 アナログ信号をディジタル信号へ変換するデバイスは AD 変換器と呼ばれる(図 2-1)。マ
イコンなどによるディジタル信号処理の重要性が高まる中、AD 変換器の重要性が高まって
いる。AD 変換器には主な方式として、ナイキスト AD 変換器には逐次比較近似(SAR)型 AD
変換器・フラッシュ型 AD 変換器・パイプライン AD 変換器があり、オーバーサンプル AD
変換器としてはΔΣ型 AD 変換器がある。それぞれの方式にメリットとデメリットが存在
し、組み込まれるアプリケーションによって使い分けられている。 
また AD 変換器と逆の変換、すなわちディジタル信号をアナログ信号へ変換するデバイ
スは DA 変換器と呼ばれる。ディジタル領域で処理した信号を、圧力や音などの物理量へ
変換する必要がある場合には、AD 変換器と同様に重要な役割を果たす。主な方式として、
電流源型 DA 変換器、抵抗列型 DA 変換器、容量型 DA 変換器が存在している。AD 変換器
同様、アプリケーションによって使い分けられている。DA 変換器は AD 変換器のサブブロ
ックとして利用される。 
AD 変換器・DA 変換器ともに、制御・計測・通信等の分野においては必要不可欠なデバ
イスであり、変換性能の向上が強く望まれている。本章では AD 変換器・DA 変換器すなわ
ちデータコンバータの基本事項や AD 変換器の各方式と研究動向ついて述べる。 
 
  
図 2-1 AD 変換 
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2.2  データコンバータの基本事項 
アナログ信号とディジタル信号を相互に変換するデバイスを総称してデータコンバータ
と呼ぶ。データコンバータには AD 変換器と DA 変換器の他に、時間ディジタイザ回路
(TDC：Time to Digital Converter)を含めることがあるが、本論文では AD 変換器と DA 変
換器についてのみ記述する。 
データコンバータはディジタル信号処理には必要不可欠なデバイスである。ディジタル
信号処理には主に以下の 4 つの利点があるため、広い分野で利用されている。 
 複雑な処理をこなすことができる 
 ノイズ等の外乱に強い 
 長期間の記憶でも劣化しない 
 装置のばらつきが小さく、調整箇所が少ない 
本節では、ディジタル信号処理に必要不可欠なデータコンバータの用語や変換原理等の
基本事項について述べる。 
 
2.2.1 データコンバータの基本用語 
(1) 変換速度(サンプリングレート) 
１秒間に変換できるサンプル数のこと。単位は[Sample/sec]、[S/s]、[Sps]、[sps]
が利用される。一般的に変換速度と分解能はトレードオフの関係にある。 
(2) 分解能 
変換できる二進数の桁数。単位は[bit]が利用される。分解能を N とすると 0～2N-1
の範囲のディジタル値が変換される。一般的に変換速度と分解能はトレードオフ
の関係にある。 
(3) フルスケール(FS：Full Scale) 
ディジタルの 0～2Nに相当するアナログ振幅のこと。 
(4) MSB 
一般的には最大桁 (Most Significant Bit)を意味する。まれに上位桁 (More 
Significant Bit)を表現することもある。 
(5) LSB 
一般に最小桁(Least Significant Bit)を意味する。まれに下位桁(Less Significant 
Bit)を表現することもある。 
また最小桁に相当するアナログ量の単位として用いる。その場合、1[LSB]=FS/2N
が成り立つ。 
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2.2.2  データコンバータの変換動作 
アナログ信号は時間と大きさについて連続であることに対し、ディジタル信号は時間
と大きさにおいて不連続である。したがって AD 変換においては、時間を離散化とする
ための標本化と、電圧や電流などの大きさを離散化する量子化の二つの離散化が必要と
なる。これに対して DA 変換は AD 変換の逆の処理が必要で、有限の分解能の数値に対
応するアナログ値を決まった周期で出力する。本項では標本化と量子化について述べる。 
 
◆標本化 
 標本化とは決まった周期のタイミングで、入力アナログ信号の値を取得することであ
る。すなわち連続的なアナログ入力の振幅値をある離散的な周期で区切り、アナログ
振幅の瞬間値インパルスを取り出す。 
 アナログ信号 x(t)を一定間隔T𝑠で標本化すると、標本化列 x(n)が得られる。T𝑠の逆数𝑓𝑠 
=1/T𝑠を標本化周波数と、ω𝑠 = 2π/T𝑠を標本化角周波数と呼ぶ。標本化された信号x𝑠(𝑡)
をインパルス列として表すと式(2-1)となる(δ(x)はインパルス関数)。 
 xs(t) = ∑ x(t)δ(t − nTs) =
∞
n=−∞
∑ x(n)δ(t − nTs)
∞
n=−∞
  (2-1) 
すなわち標本化はアナログ信号とインパルス列の乗算とみなせる。 
ここで標本化後のスペクトラムX𝑠(𝜔)と原信号x(t)のスペクトラムX(𝜔)の関係を求める。
インパルス列δ𝑇(𝑡)(= ∑ 𝛿(𝑡 − 𝑛𝑇𝑠)
∞
𝑛=−∞ )は周期T𝑠の周期関数なのでフーリエ級数展開
すると、式(2-2)のようになる。 
 δT(t) =
1
Ts
∑ ejnωst
∞
n=−∞
  (2-2) 
フーリエ変換は式(2-3)になる。 
 
δs(ω) = ∫ δT(t)e
−jωtdt
∞
−∞
=
1
Ts
∫ ∑ejnωst ∙ e−jωt
∞
−∞
dt
∞
−∞
=
2π
Ts
∑δ(ω− nωs)
∞
−∞
= ωs∑δ(ω− nωs)
∞
−∞
 
 (2-3) 
信号x𝑠(𝑡)は二つの信号x(t)とδ𝑇(t)の積なのでスペクトル𝑋𝑠はフーリエ変換の畳み込み
定理を用いて、式(2-4)のようになる。 
 Xs(ω) =
1
2π
[δs(ω) ∗ X(ω)] =
1
Ts
∑X(ω− nωs)
∞
−∞
  (2-4) 
したがって信号X𝑠(𝑡)のスペクトルX𝑠(𝜔)は、図 2-2 のような標本化する前のアナログ信
号x(𝑡)のスペクトルX(𝜔)を間隔ω𝑠で周波数軸に配置した周期関数となる。 
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図 2-2 標本化について 
 
信号x(𝑡)のフーリエ変換X(𝜔)がある角周波数ω𝑀に対して、式(2-5)を満たすとき信号
x(𝑡)は帯域制限されているという。 
 X(ω) = 0, |ω| ≥ ωM  (2-5) 
帯域制限信号であるとき、式(2-4)からω𝑠 > 2𝜔𝑀ならば重なりなく周波数軸に配置され
るが、ω𝑠 < 2𝜔𝑀だとスペクトルの重なりが生じる。信号が重なると元の信号が再現で
きなくなる。 
ある連続時間信号をサンプリングした場合、アナログ信号x(t)の信号帯域が標本化角周
波数の 1/2 よりも狭い場合は、理想低域フィルタを用いることで標本化列から原信号を
復元することができる。これを標本化定理という。また標本化定理が守られない場合、
信号スペクトルが重なり、原信号を復元できなくなる。これを折り返し(エイリアシン
グ)という。 
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◆量子化 
量子化とはアナログ振幅の単位ステップを単位として離散的な値(ディジタル値)に変
換する操作のことである。量子化を行うには、まず、アナログ入力の最大振幅値FSを
決める。次に、この最大振幅値FSを単位振幅(量子数q)ごとに2N等分(Nはビット数)で
離散値に分割し、基準とする。それから、標本化されたアナログ振幅を基準と比較の
上、端数処理を行って一番近い離散値に近似させ、離散値に当てはめる。こうして振
幅を数値化していくことを量子化(Quantizing)という。端数処理を行う際、入力信号と
量子化された信号との間に生じる振幅の誤差を量子化誤差と呼び、このときの単位最
小ステップのことを量子分解能(=LSB)という。AD変換において原理的に量子化雑音を
回避することは出来ない。量子化雑音はランダム信号とみなしノイズとして考える。
AD変換器の代表的な性能指標の一つであるSNR(Signal to Noise Ratio)は、FS振幅の
正弦波を入力した場合の信号電力と雑音電力の総和の比率であるが、ノイズとして考
えられる量子化雑音の影響が大きい。量子化雑音を小さくするには、分解能を上げる
必要がある。 
ここで SNR について考える。量子化誤差が−q/2とq/2の間に均等に分布しているとす
れば、その確立密度関数 p(x)は式(2-6)になる。 
 p(x) = {
1
q
, |x| ≤
q
2
0, |x| >
q
2
  (2-6) 
よって、確立平均電力、つまり量子化雑音 Nqは式(2-7)になる。 
 Nq = ∫ x
2p(x)dx
q/2
−q/2
=
1
3
(
q
2
)
2
=
q2
12
  (2-7) 
一方で FS の正弦波信号入力を AD 変換器に加えたときの信号電力 S は N を AD 変換
器分解能とすると、式(2-8)となる。 
 S =
1
2
(
2Nq
2
)
2
= 2(2N−3)q2  (2-8) 
よって SNR(=(信号電力)/(ノイズ電力))を求めると、dB 表示で式(2-9)[dB]となる。 
 SNR = 10 log(
S
Nq
) = 20N log2N + 10 log1.5 = 6.02N + 1.76  (2-9) 
ここから、分解能 N を 1bit 増加させるにつれて SNR は約 6dB 向上する。高分解能の
器ほど量子化雑音を低減させ、雑音性能が向上することがわかる。 
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2.2.3  データコンバータの評価指標 
データコンバータの評価には、静的評価指標と動的評価指標が存在する。静的評価指
標は入力にランプ波信号を入力し、変換後の出力を評価するもので、主に変換における
線形性を確認する指標である。動的評価指標は入力にフルスケールの正弦波を入力し、
変換後の出力を周波数領域で解析するものであり、主に信号電力と雑音の性能を示す。 
(1) 静的評価指標 
図 2-3 に静的評価指標の説明図を示す。なお変換特性の線形成分(相対直線)の定義
はエンドポイントライン(最小出力と最大出力を結ぶ線)とベストストレートライン
(最小二乗法などによりベストな性能を出せる線)を利用する。 
A. 微分非直線性誤差(DNL:Differential Non-Linearity) 
一定の変換値を取る入力信号電圧範囲Vaの理想的な量子化電圧Vqからのずれ
を量子化電圧 Vqで規格化した値を示す。主にノイズに関係する。式(2-10)で表
現され、ある出力ディジタルコードがなくなる(ミッシングコードが発生する)
と DNL は－1LSB を示す。 
 DNL(LSB) =
Va − Vq
Vq
  (2-10) 
B. 積分費直線性誤差(INL:Differential Non-Linearity) 
実際の入力信号値の理想特性からのずれを示す。DNL 値の積分値であり、歪
成分に関係する。式(2-11)で表現される 
 INL(LSB) = ∫DNL∆code  (2-11) 
C. オフセット誤差 
相対直線のゼロ入力相当値の理想値からのずれを示す。 
D. ゲイン誤差 
相対直線の 2N相当値とゼロ相当値の差に関しての理想値からのずれで、FS の
誤差を示す。 
E. 単調性 
AD 変換と DA 変換特性において単調増加や単調減少が保たれるかを示す。直
線性に大きな影響を及ぼさないことも多いが、負帰還システムにおいては問題
を引き起こすこともある。 
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図 2-3 3-bit AD 変換特性 
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(2) 動的評価指標 
A. SNR(Signal to Noise Ratio) 
正弦波を入力したときの信号対雑音の成分比を SNR と呼ぶ。雑音には量子化
誤差、回路内の雑音が含まれる。基本波の実効値をAs、全雑音の実効値をAnと
すると式(2-12)のように表現できる。 
 SNR = 20 log
As
An
[dB]  (2-12) 
 
B. THD(Total Harmonic Distortion) 
基本波信号と全高調波歪成分との比率を THD と呼ぶ。何次の高調波まで求め
るかで値が変わるが一般的には 5 次程度までである。全高調波の実効値をAHD
とすると式(2-13)となる。 
 THD = 20 log
AHD
As
[dB]  (2-13) 
 
C. SFDR(Spurious-Free Dynamic Range) 
基本波信号と高調波歪または非高調波関連スプリアスの最大値との比を
SFDR と呼ぶ。式(2-14)となる。 
 SFDR = 20 log
As
AHD(max)
[dB]  (2-14) 
 
D. SNDR(Signal to Noise and Distortion Ratio) 
基本波信号の成分と、全高調波歪と雑音成分の和の比を SNDR と呼ぶ。式
(2-15)で表現される。通信系では SINAD と呼ばれることもある。 
 SNDR = 20 log
As
An + AHD
[dB]  (2-15) 
 
E. ENOB(Effective Number of Bits) 
ENOB は雑音性能や分解能によって決まる実際の有効 bit を示す指標である。
式(2-16)で表現される。 
 ENOB =
SNDR− 1.76
6.02
[bits]  (2-16) 
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2.3  AD 変換器 
本節では基本的な 4 方式の AD 変換器について簡単に説明し、それぞれの特徴や用途、
研究動向について示す。 
 
2.3.1  逐次比較近似型 AD 変換器 
逐次比較近似型 AD 変換器は消費電流が小さく、サンプリングレートを上限以下なら
自由に決定できるという特徴があるため汎用性が高い。8~24-bit 分解能という高分解能
を持ち変換速度は 10Msps ほどまでが存在する。またオペアンプを利用しないディジタ
ル回路主体という方式から、プロセスの微細化に強く注目が集まっている。またマルチ
プレクサとの組み合わせで入力チャネル数を増やすことができることが測定などで役立
っている。ただし 18-bit 以上では高精度が難しく、精度が悪いとミッシングコードが発
生することがあることに注意が必要である。 
逐次比較近似型 AD 変換器の主な構成要素はサンプルホールド回路、コンパレータ、
DA 変換器、ロジック回路である(図 2-4)。変換の原理は天秤の原理であり、入力アナロ
グ電圧と基準となる電圧の比較判定を繰り返すことで変換を実現する。 
 
 
 
図 2-4 逐次比較近似型 AD 変換器 
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2.3.2  ΔΣ型 AD 変換器 
ΔΣ型 AD 変換器は分解能が最も高く 12~24-bit 分解能が存在し、32bit のものもある
高分解能 AD 変換器である。変換速度は 10Msps 程度までが存在する。本来欲しいサン
プリング周波数の数倍~数百倍でAD変換を行うオーバーサンプリング技術を利用してい
るため、変換速度に対して消費電力が大きい。アンチエイリアスフィルタが不要な点や、
高 SNR の実現、ミッシングコードがないというメリットがある反面、変換速度の遅さや
応答性能の悪さに注意が必要な形式である。 
ΔΣ型 AD 変換器の主な構成要素は減算器、積分器、1-bitAD 変換器(コンパレータ)、
1-bitDA 変換器である(図 2-5)。変換の手順は入力アナログ電圧と DA 変換器出力を減算
器に入力し、その差を積分器に入力、その積分器の出力の値でコンパレータが 1-bit 分の
値を決定する。その後出力において、データを平均化することで実際の出力値を決定し
分解能が上がる。この過程でオーバーサンプリングとノイズシェーピングを利用すると
帯域内の雑音密度が変化し、高 SNR を得ることができる。 
 
 
 
図 2-5 ΔΣ型 AD 変換器 
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2.3.3  フラッシュ型 AD 変換器 
フラッシュ型 AD 変換器は一気に出力ディジタル値を決定することができるため、高
速化に最も適している。インターリーブ構成と組み合わせて 5Gsps ほどの変換速度を持
つものもある。しかしながら構造上分解能を上げることが難しいため、12-bit 分解能程度
が最大である。入力と同時に変換できるのでサンプルホールド回路が不要であるが、分
解能を上げるほど価格と消費電力が増加すること、大きな入力容量から駆動能力の高い
ドライバが必要なことに注意が必要である。 
フラッシュ型 AD 変換器の主な構成要素は、コンパレータ、参照信号発生用の抵抗列、
エンコーダである(図 2-6)。変換は 1LSB 刻みの参照電圧と入力を比較することで、どの
レベルまでのコンパレータが High を出力するか調べるというものである。入力した瞬間
に温度計コードで出力値が判明するため高サンプリングレートではあるが、分解能が
1-bit 高くなるほどに 2 倍のコンパレータが必要となるため消費電力や回路面積が増加し
てしまう。 
 
 
 
図 2-6 フラッシュ型 AD 変換器 
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2.3.4  パイプライン型 AD 変換器 
パイプライン型 AD 変換器は、高速な AD 変換器で分解能が高い方式である。16-bit 
300Msps のものが存在する。高速で高分解能を実現できる方式だが、変換が複数のステー
ジ移行を必要とするため、AD 変換器が変換開始してから出力するまでの遅れ時間が長い。 
パイプライン型 AD 変換器の主な構成要素はサンプルホールド回路、sub-AD 変換器、
sub-DA 変換器、アンプ、ロジックである(図 2-7)。各ステージで AD 変換を行い 1bit 決定
し、その結果を DA 変換し、各ステージ入力値から引く。そして残差を 2 倍すると 1bit 分
MSB 側にずれるので、その値を同様に AD 変換する。 
 
 
 
図 2-7 パイプライン型 AD 変換器 
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2.3.5  各種 AD 変換器の利用と研究動向 
図 2-7 左図にここまで示した各方式の変換特性をまとめた。分解能と変換速度はトレー
ドオフの関係にあるため、横軸に変換速度を、縦軸に分解能をとっている。また図 2-8
左図に対応するアプリケーションを図 2-8 右図に示す。図 2-8 から現在使用されている
AD 変換器は、変換速度や分解能に対して用途に応じて分類されていることがわかる。 
中でも逐次比較近似型 AD 変換器は、消費電力やチップ面積に優れ、サンプリングレ
ートに柔軟性があることから現在注目を集めている。近年では逐次比較近似型 AD 変換
器を利用したインターリーブ構成や他の AD 変換器方式との組み合わせの研究発表も大
幅に増加している。ダイナミックコンパレータの利用によりクロックとの同期を取らな
い形式も出現しており、逐次比較近似型 AD 変換器の今後の発展の意義は大きいと言え
る。 
 
図 2-8 AD 変換器の性能とその利用 
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第 3 章  逐次比較近似型 AD 変換器と冗長設計 
 
3.1  概要 
本論文で高性能化を狙うのは逐次比較近似型 AD 変換器である。本章では逐次比較近似
型 AD 変換器とその性能向上のための冗長設計について、利用、構成、動作、原理、構成
要素、式を用いた一般化などの基本事項を説明する。 
 
3.2  逐次比較近似型 AD 変換器について 
逐次比較近似型 AD 変換器は 8~18-bit の分解能を持つ AD 変換器で、5Msps 以下のアプ
リケーションとの組み合わせにおいて頻繁に選択される。逐次比較近似型 AD 変換器は高
分解能、中速、低消費電力、小チップ面積(高集積)という特徴を持ち、速度・価格・精度の
バランスが良い AD 変換器として知られている。低消費電力かつ小チップ面積であるため、
自動車制御、工業用制御、携帯電話など産業界で幅広く使用されている。またオペアンプ
を使用しない回路構成であるため、微細化を続けるナノ CMOS での実現にも適する。以上
より、逐次比較近似型 AD 変換器の設計技術発展の社会的価値は非常に大きいと言える。 
逐次比較近似型 AD 変換器はサンプリング周波数をいくらでも下げることができるとい
う特徴がある。これは他の ADC では実現できない特徴であり、複数の周波数レンジを持つ
FFT アナライザなどの分野で活躍する。また逐次比較近似型 AD 変換器では変換中のみ信
号が保持されればよいために、マルチプレクサと組み合わせて複数の入力チャネルを処理
できるシステムを一つの逐次比較近似型 AD 変換器で構築できる。18-bit を超える分解能で
は微分非直線性誤差が悪化してミッシングコードなどの問題を引き起こすという問題があ
るが、現在はオーバーサンプリング技術を応用して分解能を 24bit まで上げた物も存在する。
さらに AD 変換器の変換速度を劇的に上昇させる手法として、複数の AD 変換器をインタ
ーリーブ構成(インターリーブ AD 変換器)にする手法が用いられるが、その際にも一般的に
逐次比較近似型 AD 変換器が用いられている。SAR ADC は汎用性の高さから適切なシステ
ムを選択すれば消費電力と分解能などにおいて有利な方式である。 
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3.3  逐次比較近似型 AD 変換器の非冗長設計 
本節では冗長設計を行わない場合の逐次比較近似型 AD 変換器の構成や原理、動作や問
題点について紹介する。 
 
3.3.1  構成 
逐次比較近似型 AD 変換器の基本構成をもう一度、図 3-1 に示す。逐次比較近似型 AD
変換器はサンプルホールド回路、コンパレータ、逐次比較ロジック回路、DA 変換器、ク
ロックから構成される。逐次比較近似型 AD 変換器の動作は天秤で重さを測定する動作
に例えられる。入力電圧を質量測定したい物体(被測定物)、DA 変換器の出力電圧を分銅、
コンパレータを天秤、逐次比較ロジックを分銅の大きさを変更する人間と考えると、人
間が天秤を使って質量をはかる動作に似ているからである。図 3-1 の構成で天秤による質
量測定動作を電気的に行うことができる。 
図 3-1 から構成のほとんどがディジタル回路で作られており、消費電力や集積度に優位
性を持つことがわかる。さらにオペアンプが存在しないため、MOS の微細化に向いてい
る。またサンプルホールド回路が信号を保持し続けるために、入力信号が短い場合にも
変換可能でマルチチャネルに対応できる。 
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図 3-1 逐次比較近似型 AD 変換器のブロック図 
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以下に各回路ブロックの基本的な説明を記述する。 
 
逐次比較ロジック 
一般的に D フリップフロップと AND 素子で構成される。コンパレータを動作させる
信号や比較電圧 Vrefの大きさ(DA 変換器入力値)の決定などの制御に用いられる。 
 
DA 変換器 
比較電圧 Vrefを出力する回路である。一般的には二進重みの容量型 DA 変換器を利用す
ることが多い。容量型 DA 変換器は電荷再配分型 DA 変換器とも呼ばれ、電荷と容量
の性質を利用しサンプルホールド回路と DA 変換器の機能を合わせ持つことができる。
原理的に最も精度が要求される。 
 
S/H 回路 
入力アナログ電圧 Vinを取得し保持する回路である。最も基本的な構成は容量に電荷を
ためるものであるが、容量型 DA 変換器の機能に含まれることが多い。 
 
コンパレータ 
入力アナログ電圧 Vinと比較電圧 Vrefを比較する回路。様々な構成が存在し、アプリケ
ーションによって使い分ける。2006 年におけるダイナミックコンパレータの登場によ
って、XOR 回路を用いた信号制御を利用できるようになり、DA 変換器出力整定時間
の短縮を実現できるようになった。 
 
内部クロック 
逐次比較近似型 AD 変換器の比較判定や制御のタイミングを取る。逐次比較近似型 AD
変換器では、一回の変換に対して複数回の比較判定が必要となるため、1 変換を示す外
部クロックとは別に内部制御用のクロックが必要となる。 
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3.3.2  動作 
前節でも示したとおり、逐次比較近似型 AD 変換器の動作は天秤で重さを測定する動
作に例えられる。入力電圧を質量測定したい物体(被測定物)、DA 変換器の出力電圧を分
銅、コンパレータを天秤、逐次比較ロジックを分銅の大きさを変更する人間と考えると、
人間が天秤を使って質量をはかる動作に似ているからである。 
天秤を用いた質量測定の図を図 3-2 に示す。図 3-2 において被測定物 X は 0~8g の重さ
であり、分銅は 1g, 2g, 4g を用いることにする。天秤の動作は被測定物 X の質量に従っ
て決定されることになるが、ここでは例として被測定物が 3.3g の場合を説明する。まず
被測定物と 4g の分銅(測定できる質量の半分)を天秤で比較する。分銅 4g は被測定物 3.3g
よりも質量が大きいので、次の 2g を被測定物と同じ皿に載せる。すると次のステップで
は(4g－2g)=2g との比較になる。被測定物 3.3g は分銅 2g よりも質量が大きいので、分銅
1g を 4g の分銅と同じ皿に載せる。すると最後のステップは(4g－2g+1g)=3g との比較と
なり、被測定物の質量を 3g として測定できる。 
 
図 3-2 天秤を用いた質量測定の動作 
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逐次比較近似型 AD 変換器は図 3-2 の天秤による比較動作を電気的に行う方式である。
被測定物 X の質量[g]が入力アナログ電圧 Vin[LSB]に、k-step 目の比較に用いる分銅の重
み[g]が比較電圧 Vrefの大きさを決める比較電圧重み p(k)[LSB]にそれぞれ対応する。図
3-2 の例と同様、3-bit AD 変換において入力電圧が 3.3LSB のときの変換動作を以下に示
す。 
① 変換開始の信号を受け、サンプルホールド回路によってアナログ入力電圧
Vin=3.3LSB をサンプルして変換終了まで保持する 
② DA 変換器入力の MSB のみを 1 として、比較電圧 Vrefをハーフスケール電圧
(4LSB)と設定する 
③ コンパレータによってサンプルされた入力電圧 Vin(=3.3LSB)と比較電圧
Vref(=4LSB)を比較すると、Vin < Vrefからコンパレータの出力は Low となるので
ディジタル出力 1 桁目を 0 と決定する 
④ 比較電圧 Vrefを 2LSB にする必要があるので、逐次比較ロジック回路によって、
DA 変換器の入力を 010(2 桁目を 1)に変更する 
⑤ 逐次比較ロジック回路と DA 変換器によって変更された比較電圧 Vref(=2LSB)と
Vin(=3.3LSB)をコンパレータで比較すると、Vin > Vrefからコンパレータの出力は
High となるのでディジタル出力 2 桁目を 1 と決定する 
⑥ 比較電圧 Vrefを 3LSB にする必要があるので、逐次比較ロジック回路によって、
DA 変換器の入力を 011(3 桁目を 1)に変更する 
⑦ 逐次比較ロジック回路と DA 変換器によって変更された比較電圧 Vref(=3LSB)と
Vin(=3.3LSB)をコンパレータで比較すると、Vin > Vrefからコンパレータの出力は
High となるのでディジタル出力 3 桁目を 1 と決定する 
⑧ 変換終了の信号を受け逐次比較ロジック回路から、最終的に得られたディジタル
データ 011 を出力する 
以上の手順のように、天秤による比較動作を電気的に実現することで、アナログ入力を
ディジタルデータに変換することができる。この変換過程を図 3-3 に示す。 
 
 
図 3-3 逐次比較近似型 AD 変換器の動作 
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図 3-3 において、縦軸が電圧値を、横軸が判定ステップ(時間)を表現しており、太線が各
ステップで取りうる比較電圧 Vrefの大きさである。比較電圧 Vrefは比較電圧重み p(k)の
加減算によって決定され、比較電圧 Vrefよりも入力電圧 Vinが大きい場合は 1 を、比較電
圧Vrefよりも入力電圧Vinが小さい場合は 0を出力ディジタルコードとして決定している
ことがわかる。逐次比較を繰り返す変換過程において、入力電圧 Vinと比較電圧 Vrefが近
づき近似されていくため、逐次比較近似型 AD 変換器と呼ばれている。 
 
3.3.3  非冗長の変換動作 
図 3-2 と図 3-3 を見ると、一回の判定に対して出力値が取りうる範囲が半分になってい
くことがわかる。これは比較電圧重み p(k)として二進重みを利用しているためであり、
この解探索動作は二分探索や二進探索などと呼ばれる。二分探索は非冗長な逐次比較近
似型 AD 変換器で利用される。二分探索は最も効率の良い解の決定方法で、一回の判定
で解の存在範囲を 0.5 倍に縮小するために最速の決定を下すことができる。また出力され
るコンパレータの判定結果はそのままバイナリーコードとして使えるので、エンコード
やデコードする必要がなく AD 変換器の構成を簡単にすることが可能である。 
しかしながら、実際には回路中のノイズ、DA 変換器の有限整定時間、サンプルホール
ド値の推移(ドループ)などの原因によりコンパレータが判定を誤る可能性がある。図 3-3
と同様の条件で 1-step 目に判定誤りが起こった場合の変換動作を図 3-4 に示す。図 3-4
において、出力は(100)2 ⇒ (4)10となってしまっているので入力とは違う値を得ている。
一回の判定誤りが結果の誤りにつながるのは二進数と十進数が１対１に対応しており、
出力コード(011)2と(100)2が別の値を表現するからである。二分探索を利用すると判定回
数や回路構造を最小にできるという利点があるが、高信頼な AD 変換を実現することは
できない。 
そこで本論文は、逐次比較近似型 AD 変換器へ冗長を与えることで信頼性の向上を考
える。 
 
 
図 3-4 誤判定を起こした AD 変換動作 
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3.4  逐次比較近似型 AD 変換器の冗長設計 
3.4.1  冗長設計の概要と高信頼性化について 
現在利用される AD 変換器は、信頼性などの性能向上を目的としてシステムに冗長を
与えられることが一般的である。冗長(Redundancy)とは余分や無駄のことである。冗長
を与えることでシステム的な余裕を生み、全体的な性能向上を狙うというものである。
半導体微細化の恩恵からディジタル誤差補正が容易であるため、ディジタルキャリブレ
ーションと相性の良い冗長設計に注目が集まっている。様々な冗長の与え方が存在する
が、逐次比較近似型 AD 変換器に適用する場合はコンパレータの比較判定回数を増加さ
せるという時間的冗長を利用することになる。逐次比較近似型 AD 変換器へ冗長設計を
施すと、ディジタル誤差補正を可能にして信頼性と変換速度の向上を実現できる。 
逐次比較近似型 AD 変換器に冗長設計を施すには、比較判定回数と比較電圧重み p(k)
を変更する必要がある。ここで k-step 目の比較電圧重み p(k)は、天秤の質量測定におけ
る k 回目の比較に用いる分銅の質量に対応する値である。すなわち図 3-5 のように前回
の 1-step 前の比較電圧 Vrefからの電位差の絶対値を表現することになる。ここで図 3-6
に 1-step 増加させた冗長設計による高信頼性化の例として、3-bit 4-step 逐次比較近似型
AD 変換器の変換例を示す。図 3-6 では入力電圧を 3.3LSB とし、比較電圧重み p(k)は小
さいほうから順に 1, 2, 3, 4 とした変換例を二つ示している。図 3-6 における二例の違い
は 1-step 目の判定の正誤であるが、誤判定を起こした場合においても後段のステップで
補正されて二例とも正しい変換結果 3 を得られていることがわかる。すなわち図 3-6 で
使用される比較電圧重み p(k)では出力ディジタルコード 0110 と 1000 が両方 3 を意味す
ることになる。比較回数が 1 回増えると出力ディジタルコードが 1-bit 増えて、表現可能
な値の種類は 2 倍になり、一つの出力値を複数のディジタルコードで表現できるために
誤りを補正することができるのである。出力されるディジタルコードは二進数と対応し
なくなるので、補正された出力ディジタルコードをルックアップテーブルなどでエンコ
ードすることで正しい変換結果を得る。これがディジタル誤差補正の考え方であり、AD
変換器の信頼性向上に貢献することができる。 
 
図 3-5 比較電圧重み p(k)     図 3-6 3-bit 4-step 冗長探索アルゴリズム 
  
1 2 3
4 2 1
7 7
6 6
5 5
4 4
3 3
2 2
1 1
0 0
Step
output
Weight p(k)
LEVEL
+p(1)
+p(2)
+p(3)
-p(2)
-p(3)
1 2 3 4
4 3 2 1
7 7
6 6
5 5
4 4
3 3
2 2
1 1
0 0
LEVEL
Step
output
Weight p(k)
Input 3.3LSB
Misjudgement
26 
 
3.4.2  冗長設計の一般化 
逐次比較近似型 AD 変換器の冗長設計について、式を用いた一般化を行う[7]。N-bit
分解能の AD 変換器を M-step の比較で実現すると、k-step 目の比較電圧 Vref(k)と出力値
の十進表現 Doutはそれぞれ式(3-1)、式(3-2)になる。ただし MSB より k 個目の比較電圧
重みを p(k)とし、k-step 目で(k-1)-step 目の比較電圧 Vref(k-1)に足し引きする値とする。
d(k)は k-step 目のコンパレータのディジタル出力により決定される値で、ディジタル出
力が High ならば d(k)=1、ディジタル出力が Low ならば d(k)=-1 である。また d(0)=1 で
ある。 
 𝐕𝐫𝐞𝐟(𝐤) =∑𝐝(𝐢 − 𝟏)𝐩(𝐢)
𝐤
𝐢=𝟏
  (3-1) 
 𝐃𝐨𝐮𝐭 = 𝟎. 𝟓𝐝(𝐌) − 𝟎. 𝟓 +∑𝐝(𝐢 − 𝟏)𝐩(𝐢)
𝐌
𝐢=𝟏
  (3-2) 
また総ステップ数 M は重みの組み合わせで全てのディジタル出力値を表現できる項数と
する。すなわち式(3-3)を満たすよう総ステップ数 M を決定する。 
 𝟐𝐍−𝟏 − 𝟏 ≤ ∑ 𝐩(𝐌− 𝐢)
𝐌−𝟐
𝐢=𝟎
  (3-3) 
逐次比較近似 AD 変換器の冗長設計を式(3-1)、式(3-2)、式(3-3)のように一般化すると、
k-step 目で誤判定を起こしたとしても補正可能な入力範囲差 q(k)を式(3-4)のように定義
することができる。 
 𝐪(𝐤) = −𝐩(𝐤 + 𝟏) + 𝟏 + ∑ 𝐩(𝐢)
𝐌
𝐢=𝐤+𝟐
  (3-4) 
また図 3-6 の例での誤差補正可能な入力範囲差 q(k)と誤差補正可能範囲を図示したもの
を図 3-7 に示す。図 3-7 の左図は誤差補正可能範囲差 q(k)の一例を示したものである。例
は 1-step 目の q(1)は 1-step 目で誤判定を起こしたとき、薄塗りされている範囲の入力値
であれば出力値を正しい値へ補正できることを示している。図 3-7 左図から 1-step 目の
判定に対して上下に 1LSB 分だけ補正できることがわかるため、図 3-7 右図中の両矢印
のように誤差補正が可能な入力範囲を示すことができる。入力が両矢印の示す範囲に含
まれると、そのステップの誤判定は補正できる。すなわち式(3-5)を満たすと k-step 目で
判定誤りを生じたとしても、後の判定を誤らなければ正しい値へと修正することが可能
である。 
 𝐪(𝐤) ≥ |𝐕𝐫𝐞𝐟(𝐤) − 𝐕𝐢𝐧|  (3-5) 
これはその入力レベルに複数のディジタルコード表現方法が存在することを意味し、各
ステップの q(k)の大きさが逐次比較近似 AD 変換器の補正能力の高さを示すことになる。
式(3-4)から q(k)は k-step 目の比較電圧重み p(k)によってのみ決定されるため、各ステッ
プの比較電圧重み p(k)が冗長設計における最も重要なパラメータであることがわかる。 
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図 3-7 誤差補正可能入力範囲差 q(k)と誤差補正可能入力範囲 
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3.4.3  冗長設計による高速化 
ここでは冗長設計により AD 変換器内部の DA 変換器の出力整定時間を短縮できるこ
とを説明し、AD 変換器の高速化について一般化する。 
図3-1のようにDA変換器は入力電圧と比較するための比較電圧を出力するという役割
がある。一つ前のステップのコンパレータ比較判定結果によって比較電圧の値はステッ
プ毎に変化することになるため、DA 変換器の出力電圧が変化するための時間を取る必要
がある。逐次比較近似 AD 変換器の変換時間は、この DA 変換器の出力電圧を整定させ
るための時間に大きく依存しており、整定時間短縮が変換時間短縮に直結する。 
図 3-8 に内部 DA 変換器の整定を示す。冗長を持たない二進探索アルゴリズムで正確な
変換を実現するためには、DA 変換器の出力と次の比較電圧との電位差が 0.5LSB 以内に
なるまでの時間を取らなくてはいけない。一方で補正可能な入力範囲差 q(k)を持つ冗長
探索アルゴリズムを使った場合、DA 変換器は整定時間を減らすことができる。これはデ
ィジタル誤差補正により前段の誤った判定を正しい出力値へ補正できることを利用して
いる。図 3-8 に示されるように、DA 変換器の出力と次の比較電圧との電位差が補正可能
入力範囲差 q(k)以内になるまでの時間だけ取ればよい。一回の判定にかかる整定時間を
減らすことができれば、図 3-9 のように比較判定回数が増えたとしても全体の変換時間の
削減が可能である。 
 
図 3-8 内部 DA 変換器の整定波形と冗長設計による不完全整定 
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図 3-9 DA 変換器の不完全整定による変換速度の向上 
 
ここで逐次比較近似 AD 変換器の内部 DA 変換器不完全整定を、抵抗とキャパシタを
含む一次遅れ系として式を用いた一般化を行う。図 3-8 から DA 変換器の出力電圧は式
(3-6)のようになる。 
 𝐕𝐃𝐀𝐂(𝐭) = 𝐕𝐫𝐞𝐟(𝐤) + {𝐕𝐜𝐨𝐦𝐩(𝐤 − 𝟏) − 𝐕𝐫𝐞𝐟(𝐤)}𝐞
−
𝐭
𝛕  (3-6) 
ここで式中のτは DA 変換器出力における時定数である。 
冗長設計における補正可能な条件は入力電圧と比較電圧の差が補正可能入力範囲差
q(k)より小さいことであるため、図 3-10 中の Vcomp (k)を実際には比較電圧として利用で
きる。したがって (k-1)-step 目の実際の比較電圧 Vcomp (k-1)から k-step 目の比較電圧
Vcomp (k)へ変化させるために必要な時間 Tsettle (k)は、式(3-7)で表現される。 
 𝐓𝐬𝐞𝐭𝐭𝐥𝐞(𝐤) = 𝛕 𝐥𝐧 (
𝐩(𝐤) + 𝐪(𝐤 − 𝟏)
𝐪(𝐤)
)  (3-7) 
式(3-7)において、q(k)が 1LSB より小さい場合は 0.5LSB と置き換えて考えることがで
きる。また 1-step 目(k=1)のときは式(3-7)中の q(k-1)の値を 0 とみなして計算を行う。
式(3-7)から Tsettle (k)の値は比較電圧重み p(k)のみによって決定されるため、変換速度に
も比較電圧重み p(k)の決定が重要なことがわかる。 
  
図 3-10 整定時間 Tsettleの定義 
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3.3.4  冗長を持つ逐次比較近似型 AD 変換器の設計 
冗長設計により逐次比較近似型 AD 変換器の高信頼性化と高速化を実現できることを
説明してきたが、ここでは実際の回路図について説明する。時間冗長を用いた逐次比較
近似型 AD 変換器に一般的に用いられる回路を図 3-11 に示す[7]。 
基本的な構成であるサンプルホールド回路、コンパレータ、DA 変換器は変更がないが、
逐次比較ロジックが変更される。この回路は出力ディジタルコードを二進数コードへ変
更し計算する方式を適応したものである。メモリーに比較電圧重み p(k)の二進数コード
表現を記憶させ、コンパレータの出力結果によって前回の値から比較電圧重み p(k)を加
算するか減算するかを決定し、次に利用する比較電圧 Vrefを出力する。メモリーの値を変
更すれば比較電圧重み p(k)の変更も可能である。 
図 3-11 から追加の回路はすべてディジタル回路であり、小規模な回路面積の増加で冗
長設計を実現できることがわかる。 
 
 
図 3-11 冗長を持つ逐次比較近似型 AD 変換器の回路 
  
S/H回路
温度計コード
デコーダ
Addレジスタ
減算器加算器
メモリー(RAM)
MUX
output
レジスタ
DAC
+ + +-
1 0
34
10 10
10
10
1010
10 10
10
10
31 
 
3.3.5  比較電圧重み p(k)の従来選択手法とその問題点 
逐次比較近似型 AD 変換器の冗長設計には、小規模な付加回路のみによって高信頼性
化と高速化を実現する能力があることを示した。またそれらの能力の高さ(すなわち補正
可能な入力範囲差 q(k)と整定時間 Tsettle(k))は、天秤の分銅にあたる比較電圧重み p(k)の
みに依存して決定されることを示した。すなわち、冗長設計は適切な比較電圧重み p(k)
を選択できて初めてその能力を発揮することができ、冗長設計における比較電圧重みp(k)
は最も重要なパラメータであると言っても過言ではない。 
比較電圧重み p(k)を決定するときに注意すべきことは、判定ステップ数(変換速度)と補
正力にトレードオフの関係が成り立っていることである。また全てのディジタル値を表
現するために、2step 目以降(k ≥ 2)において比較電圧重み p(k)の隣り合う重みの比率
(p(k)/p(k+1))は式(3-8)を満たす必要がある。 
 𝟏 ≤
𝐩(𝐤)
𝐩(𝐤 + 𝟏)
≤ 𝟐  (3-8) 
さらに総ステップ数 M は式(3-3)を利用して決定する。 
本項では比較電圧重み p(k)の従来の決定手法とその問題点を示す。従来の比較電圧重
み決定手法は主に、基数(Radix)手法、総当り手法、補正力手法の 3 種類がある。 
 
(1)基数(Radix)手法[1] 
基数(Radix)手法は、最も単純で一般的に用いられる手法である。k-step 目の比較
電圧重み p(k)を適切な範囲内の基数(radix)によって式(3-9)のように決定する。式
(3-9)における r は基数(Radix)であり所望する効果に応じた値で定め、N は AD 変換
器分解能、M は総ステップ数である。 
 𝐩(𝐤) = ⌊𝐫𝐌−𝐤 + 𝟎. 𝟓⌋  (3-9) 
ここでp(1) = 2N−1、1 ≤ r < 2である。総ステップ数 M は式(3-3)を用いて決定す
る。p(1) = 2N−1を利用するのは、式(3-4)から最初の比較電圧重み p(k)が補正力に関
係なく、解存在範囲の二分割が最も効率が良いためである。この手法を利用すれば、
設計者は基数 r を決定するだけで比較電圧重み p(k)を選択することができる。 
しかしながらこの方法には二つの問題点がある。 
一つ目は、式(3-9)で導かれる比較電圧重み p(k)が整数にならないことである。AD
変換器に使用する比較電圧重みは変換精度や設計容易化のために整数である必要が
あるため、比較電圧重み p(k)の決定には整数値への丸め操作を行う必要がある。こ
のような端数処理は隣り合う重みの比率の変化を生じ各ステップにおける補正力に
ばらつきが生じ、性能向上を妨げるのである。 
二つ目は、基数決定の難しさである。図 3-12 で示した例は基数 r が 1.80 として
各値に四捨五入を使用した場合であるが、図 3-12 を見てみると補正可能な範囲を示
す両矢印がすべての入力範囲を埋め尽くしていないということがわかる。このよう
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な基数の決定をすると AD 変換器の入力値によっては、原理的に補正が不可能にな
る。図 3-12 の例で言うと AD 変換器の入力値が 1~3, 7~9, 13~15 [LSB]の範囲外の
場合は補正することが不可能であり、不適切な基数の決定が補正力の弱化につなが
ることがわかる。この問題に対して q(k)の増加を狙い冗長度を大きくして基数 r を
小さく設定すると、総ステップ数 M が増加して変換速度が低下する。設計者は最も
適する基数 r の探索を強いられ、設計時間増加や性能低下につながる。 
(2)総当り手法[12,13] 
総当り手法は、回路定数や AD 変換器性能などの条件から最も効果のある比較電
圧重み p(k)をシミュレーションやプログラムを用いて、総当り的に決定するもので
ある。また総当りではなくランダムに比較電圧重み p(k)を導出させるランダム手法
もある。最も性能を出しやすい現実的な手法ではあるが、プログラムを作成する手
間やシミュレーション時間が必要なことに加え、仕様や条件の変化に弱いという問
題点がある。さらに分解能が増加すると、比較電圧 p(k)の組み合わせが急激に増大
し、時間の増大を引き起こすとともに適切な効果を得づらくなる。 
(3)補正力手法[5-11] 
補正力手法は、補正力の大きさを考慮して設計者が適切な大きさの比較電圧重み
p(k)を作成するものである。しかしながら熟練の技術者でも必要な冗長量や補正力を
考え最適な重み付けを短時間で行うことは難しい。 
 
以上から比較電圧重み p(k)を従来手法で決定すると性能低下や設計難度上昇を引き起
こすため、適切な比較電圧重み p(k)の決定手法が必要であることがわかる。本論文では、
整数論を用いることで比較電圧重み p(k)を決定する手法を提案する。 
   
図 3-12 Radix 1.8 における 4-bit 5-step AD 変換器の誤差補正可能範囲 
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第 4 章  整数論 
4.1  概要 
冗長設計には優れた AD 変換器設計の可能性があるが、重要なパラメータである比較電
圧重み p(k)を決定する有効な手法が存在しないため、十分な効果を発揮することが難しい
ことを示した。本論文では整数を用いて比較電圧重み p(k)を定める方法を探すために、整
数論を利用することを提案する。特に今回は整数論の中でも有名な“フィボナッチ数列”
と“黄金比”及び“白銀比”を用いた設計方法を提案する。本章では逐次比較近似型 AD 変
換器と組み合わせる整数論について紹介する。 
 
4.2  フィボナッチ数列と黄金比 
フィボナッチ数列とは式(4-1)の漸化式で定義される数列である（1202 年にレオナルド・
フィボナッチが発行した『算盤の書』(Liber Abaci) に記載された数列）[19-27]。 
 𝐅𝐧+𝟐 = 𝐅𝐧 + 𝐅𝐧+𝟏 
𝐅𝟎 = 𝟎, 𝐅𝟏 = 𝟏 
 (4-1) 
初めの項を計算すると(フィボナッチ数と呼ばれる) 
0, 1, 1, 2, 3, 5, 8, 13, 21, 34, 55, 89, 144, 233, 377, 610, 987, 1596,… 
となる。すなわち隣り合う二項の和が次の項になる数列である。 
また任意のフィボナッチ数はビネーの公式(式 4-2)で求めることもできる。 
 
𝐅𝐧 =
𝟏
√𝟓
{(
𝟏 + √𝟓
𝟐
)
𝐧
− (
𝟏 − √𝟓
𝟐
)
𝐧
} 
 (4-2) 
 
また隣り合う項の比率は以下に収束する。 
 
𝐥𝐢𝐦
𝐧→∞
𝐅𝐧
𝐅𝐧−𝟏
= 𝟏. 𝟔𝟏𝟖𝟎𝟑𝟑𝟗𝟖𝟖𝟕𝟒𝟗𝟖𝟗𝟓 = 𝛗 
 (4-3) 
この比率 φ は黄金比(golden ratio)と呼ばれ、最も安定した美しい比率として知られている。
他にも式(4-4)を満たす a と b の比率(中末比、外中比)としても知られている。 
 𝐚 ∶  𝐛 =  𝐛 ∶  (𝐚 + 𝐛)  (4-4) 
ここで a=1 とすると式(4-5)の b の解を黄金比だと考えることもできる。 
 𝐛𝟐 − 𝐛 − 𝟏 = 𝟎  (4-5) 
 
以上の様にフィボナッチ数列と黄金比は簡単に導くことができるが、多くの性質を持つ
不思議な数である。 
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レオナルド・ダ・ピサ(1170 年頃-1250 年頃)はピサのレオナルドもしくはフィボナッチと
呼ばれる、中世で最も才能があったと評価されるイタリアの数学者である。その数学者が
示したフィボナッチ数列は非常に有名な数列であり、整数論の代表とも言える。以下に示
すように身近な場面に数多く登場するとされる。 
◆花びらの数はフィボナッチ数である (例)コスモス(8 枚) 
◆植物の花や実に現れる螺旋の数もフィボナッチ数である (例)ヒマワリ、パイナップル 
◆葉序（植物の葉の付き方）はフィボナッチ数と関連している 
◆蜜蜂の家系を辿っていくとフィボナッチ数列が現れる 
◆金融における解析手法の一つとして利用される 
 
フィボナッチ数列の隣り合う項の比率は“黄金比”と呼ばれ神の比などとも呼称される。
古代より人間が最も美しいと思える安定した比率であると言われ、建造物や美術品、各企
業のロゴなど身近に潜む。 
◆パルテノン神殿・ピラミッドなどの建造物に黄金比を見いだせる 
◆美術作品や音楽に幅広く取り入れられている 
◆はがきや名刺などの比率は黄金比である 
 
以上から特に効率の良さや安定性が求められる植物、美術、建築において広く用いられ
ていることがわかる。 
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4.2.1  基本性質 
以下に代表的なフィボナッチ数列の性質を挙げる。ここにあげる性質はすべてのフィ
ボナッチ数で必ず成り立ち、応用の可能性も十分にある。ここで n は n≧1 となる任意の
自然数である[19-27]。 
 
①連続する 10 個のフィボナッチ数の和は 11 で割り切れる。（A|B : B は A で割り切れる）  
11 | (Fn + Fn+1 + Fn+2 + Fn+3 + Fn+4 + Fn+5 + Fn+6 + Fn+7 + Fn+8 + Fn+9)  
 
②連続するフィボナッチ数は互いに素である。つまり、両者の最大公約数は 1 である。 
 
③合成数番目のフィボナッチ数(4 番を除く)も合成数である（合成数=素数でない数）。これ
を別の言い方で表すと n が素数でない場合、Fnは素数ではない。 
 
④フィボナッチ数の最初の n 個の和は 2 つ後の項から 1 引いたものに等しい。 
∑Fi
n
i=1
= F1 + F2 + F3 +⋯+ Fn = Fn+2 − 1 
 
⑤連続する偶数番のフィボナッチ数の和は、和の最後の偶数番のフィボナッチ数の次のフ
ィボナッチ数より 1 小さい。 
∑F2i
n
i=1
= F2 + F4 + F6 +⋯+ F2n−2 + F2n = F2n+1 − 1 
 
⑥連続する奇数番のフィボナッチ数の和は、和の最後の奇数番のフィボナッチ数の次のフ
ィボナッチ数に等しい。 
∑F2i−1
n
i=1
= F1 + F3 + F5 +⋯+ F2n−1 = F2n 
 
⑦フィボナッチ数の平方の和は、最後の数とその次のフィボナッチ数との積に等しい（黄
金らせんを描く）。 
∑Fi
2
n
i=1
= FnFn+1 
 
⑧2 つの交互的フィボナッチ数の平方の差は、両者の番号の和を番号とするフィボナッチ数
に等しい。 
Fn
2 − Fn−2
2 = F2n−2 
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⑨2 つの連続するフィボナッチ数の平方の和は、その番号の和を番号とするフィボナッチ数
に等しい。 
Fn
2 + Fn+1
2 = F2n+1 
 
⑩4つの連続するフィボナッチ数については、中2項の平方の差が両端の2項の積に等しい。 
Fn+1
2 − Fn
2 = Fn−1Fn+2 
 
⑪交互的フィボナッチ数の 2 つの積は、両者の間にあるフィボナッチ数の平方より 1 多い
か少ないか、いずれかである。 
Fn−1Fn+1 = Fn
2 + (−1)n 
 
⑫選んだフィボナッチ数の平方とそのフィボナッチ数から等距離にあるフィボナッチ数の
積の差は、別のフィボナッチ数の平方である。（ただし k≧1） 
Fn−kFn+k − Fn
2 = ±Fk
2 
 
⑬mn 番目のフィボナッチ数Fmnは、m 番目のフィボナッチ数Fmで割り切れる。 
 
⑭連続するフィボナッチ数の積の和は、フィボナッチ数の平方に等しいか、フィボナッチ
数の平方より 1 小さい。 
・n が奇数のとき 
∑FiFi−1 = Fn+1
2
n+1
i=2
 
・n が偶数のとき 
∑FiFi−1 = Fn+1
2
n+1
i=2
− 1 
 
⑮黄金比と黄金比の逆数の差は丁度 1 である。 
lim
n→∞
Fn
Fn−1
= 1.618033988749895 = φ 
lim
n→∞
Fn−1
Fn
= 0.618033988749895 =
1
φ
 
すなわち以下の方程式が成り立つ、唯一の正の値が黄金比である。 
1 φ⁄ = φ− 1 
(φ =
1 + √5
2
= 1.618033988749895) 
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⑯黄金比 φ のべき乗は以下の方程式に従い、a と b は必ずフィボナッチ数である。 
φn = aφ+ b 
a = Fn, b = Fn−1 
⑰黄金比の連分数表示は 1 の加算のみで構成される。 
φ = 1 +
1
φ
= 1 +
1
1 +
1
φ
= 1 +
1
1 +
1
1 +
1
1 +
1
1 +
1
1 +
1
…
= [1; 1, 1, 1, 1,… ] = [1̅] 
⑱黄金比の多重根号表示は 1 の加算のみで構成される。 
φ =
√
  
  
  
  
  
1 + √1 + √1+ √1 +√1 + √… 
 
ここで紹介した性質はフィボナッチ数列や黄金比のよく知られている不思議な性質の
一部である。フィボナッチ数列や黄金比にはここでは紹介しきれないほどの不思議な性
質が存在し、今後も様々な性質が発見され応用できる可能性が高い。 
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ここで、AD 変換器での応用を考えて基本性質④の証明を行う。 
 
④フィボナッチ数の最初の n 個の和は 2 つ後の項から 1 引いたものに等しい。 
∑Fi
n
i=1
= F1 + F2 + F3 +⋯+ Fn = Fn+2 − 1 
 
（証明） 
フィボナッチ数列は式(4-1)で表現される(n≧1)。 
 𝐅𝐧+𝟐 = 𝐅𝐧 + 𝐅𝐧+𝟏  (4-1) 
したがってこの式を変形すると以下のようになる。 
 𝐅𝐧 = 𝐅𝐧+𝟐 − 𝐅𝐧+𝟏   
n の数を増加させてそこまでのフィボナッチ数列を式に表現すると、 
 𝐅𝟏 = 𝐅𝟑 − 𝐅𝟐   
 𝐅𝟐 = 𝐅𝟒 − 𝐅𝟑   
 𝐅𝟑 = 𝐅𝟓 − 𝐅𝟒   
 ⋮   
 𝐅𝐧−𝟏 = 𝐅𝐧+𝟏 − 𝐅𝐧   
 𝐅𝐧 = 𝐅𝐧+𝟐 − 𝐅𝐧+𝟏   
となる。最初から n 個までのフィボナッチ数を足せばよいので上の式をすべて足すと、
フィボナッチ数同士で打消しあいその式は式(4-6)のようになる。 
 
∑𝐅𝐢
𝐧
𝐢=𝟏
= 𝐅𝟏 + 𝐅𝟐 + 𝐅𝟑 +⋯+ 𝐅𝐧 = 𝐅𝐧+𝟐 − 𝐅𝟐 = 𝐅𝐧+𝟐 − 𝟏 
 
(4-6) 
すなわちフィボナッチ数の最初の n 個の和は 2 つ後の項から 1 引いたものに等しい。 ∎ 
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4.2.2  フィボナッチ探索法 
フィボナッチ探索法とは 20 世紀後半に Jack Kiefer(米)によって提案された単峰関数
(単頂点関数：最小値か最大値を一つだけ持つ関数)の極値を求めるためのアルゴリズムで
ある。単峰関数の存在区間の二点の関数値を比較し極値の存在する範囲を逐次的に縮小
していくことで、微分を利用することなく極値を求めることが可能である。この方法は n
回だけ関数値を計算して大小比較することが許されているときに最も効率の良い(すなわ
ち縮小する量が最大である)方法だと証明されている[21]。また同じ考え方を用いたもの
に黄金探索法が存在する。 
フィボナッチ探索法の動作を説明する。極大を持つ関数における実際の動作を図 4-1
に示す。初めに最初の区間の大きさ W と関数値比較の回数 m(m≧2)を決定する。それら
が決定したら 2 点の関数値を比較し、極値が存在する区間の縮小を行っていく。2 点の比
較する関数値をどこの点にするかが問題となるが、区間 W をFm+2で分割し、分割した区
間の端からFm、Fm+1個目の関数値を計算し、両者の値を比較する。すなわち図 4-1 にお
いて関数値を比較する点(分割点)の左端からの距離は以下の値となる。 
左分割点
WFm
Fm+2
、右分割点
WFm+1
Fm+2
 
式(4-1)のフィボナッチ数の関係式から全区間一定の割合で分割されることがわかる。極
大を持つ関数の2点の関数値を比較して、左側分割点が大きければ極大は左端からFm+1ま
での間に存在し、右側分割点が大きければ極大はFmから右端までの間に存在すると分か
る。極大の存在区間を縮小することができたので、次は縮小された区間を最初の区間 W
とみなしてまた分割点を決定する。ここで式(4-1)からどちらの分割点が大きくても 2 回
目の区間 W はFm+1となっていることは明らかであり、区間をFm+1で分割し分割点を取る
フィボナッチ数をFm−1、Fmというように小さくすればよい。すなわち k 回目分割点の左
端からの距離は以下の値となる。 
左分割点
WFm−k−1
Fm−k+1
、右分割点
WFm−k
Fm−k+1
 
このような分割を繰り返すことで極値の存在範囲を縮小することが可能である。 
 
図 4-1 フィボナッチ探索法の解探索 
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フィボナッチ探索法は最終ステップが必ずW=2(F1 = 1とした場合)の大きさを1/2の点
で判定することになり最大誤差は 1 以下となる。また縮小区間は一回の判定で区間 W を
Fn+1: Fmと縮小するのでフィボナッチ性質の⑮より約 0.61803 倍に縮小することになる。
式(4-1)から 1 つの分割点は次のステップの分割点と必ず一致するため計算回数が最小で
誤差を 1 以下にする最も効率の良い方法となる。 
さらにフィボナッチ探索法をその性質を用いて発展させ、黄金分割法が同時に考案さ
れた。フィボナッチ数には隣り合う項の比率が黄金比となる(式(4-3))という性質がある。
この性質を使って分割点を黄金比から決定する方法が黄金分割法である。図 4-2 に相互変
換図を示す。区間 W を黄金比で割って疑似的なフィボナッチ探索法を行うというもので
ある。左端からの分割点は以下のようになる。 
左分割点
W
φ2
、右分割点
W
φ
 
黄金分割法は区間 W さえ定めれば一定の規則で分割でき、無限に分割をすることができ
るが、誤差が大きくなり比較回数をフィボナッチ探索法と比べ増やさざるを得ないとい
う欠点がある。 
 
図 4-2 黄金分割法とフィボナッチ探索法の関係 
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4.2.3  R-R 抵抗列 
フィボナッチ数列や黄金比は意外なことに電気回路にも登場する。 
図 4-3 は R-2R 抵抗ラダー回路と呼ばれる回路である。図 4-3 のように R[Ω]と 2R[Ω]
という 2 種類の抵抗を用意してはしご型に並べる。すると上の各ノードから右を見ると
ちょうど 2R[Ω]に見えるので、各ノードで 2R//2R と並列に見え電流を二分割することが
できる。各ノードで電流が二分割されるので、2R[Ω]へ流れる電流値は二進重みを持つ電
流値となり二進重み DA 変換器などに利用される。 
 
図 4-3 R-2R 抵抗ラダー回路 
 
この R-2R 抵抗ラダー回路の 2R[Ω]を R[Ω]へ変更した回路を図 4-4 に示す。図 4-4 で上
の各ノードから右を見ると、フィボナッチ数列の比率で抵抗値が決定されていることが
わかる。このことから各ノードで電流がフィボナッチ数列の比率(黄金比)に分割されるこ
とがわかる。この回路を R-R 抵抗ラダー回路と呼ぶ。 
 
図 4-4 R-R 抵抗ラダー回路 
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R-R 抵抗ラダー回路の原理を図 4-5 に示す。各ノードで電流が分割される動作が、フィ
ボナッチ数列が作られていく動作と対応するため実現されると考えられる。 
 
 
図 4-5 R-R 抵抗ラダー回路の原理 
 
 
図 4-6 のように、抵抗の付け方を変更すれば電流・電圧両方の黄金比分割を実現するこ
とにも利用できる。また集積回路では絶対精度に比べ比精度が高いため、精度の高い黄
金比を回路中に実現できると考えられる。 
5 章において R-R 抵抗ラダー回路を用いた DA 変換器を提案する。 
 
 
図 4-6 R-R 抵抗ラダー回路による電流・電圧の黄金分割の実現 
  
対応
R 1.618R
R1.618R
◆電流黄金分割
◆電圧黄金分割
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4.3  リュカ数列と X ボナッチ数列 
整数論において、フィボナッチ数列と関連性の高い数列としてリュカ数列と X ボナッチ
数列が知られている。本節ではリュカ数列と X ボナッチ数列について説明する。 
 
4.3.1  リュカ数列 
リュカ数列はエドゥアール・リュカ(1842-1891 年)によって考えられた数列で、式(4-7)
で定義される[19,20]。 
 𝐋𝐧+𝟐 = 𝐋𝐧 + 𝐋𝐧+𝟏 
𝐋𝟎 = 𝟐, 𝐋𝟏 = 𝟏 
 (4-7) 
式(4-7)からリュカ数列はフィボナッチ数列の初期値を変更したものだとわかる。はじめ
の項を計算すると以下のようになる。 
2, 1, 3, 4, 7, 11, 18, 29, 47, 76, 123, 199, 322, 521, 843, 1364, 2207, 3571,… 
この数列の特徴はフィボナッチ数列以外で唯一、隣接項比率が黄金比に収束する整数
列を生成できる点にある。すなわち式(4-8)が成り立つ。 
 
𝐥𝐢𝐦
𝐧→∞
𝐋𝐧
𝐋𝐧−𝟏
= 𝟏. 𝟔𝟏𝟖𝟎𝟑𝟑𝟗𝟖𝟖𝟕𝟒𝟗𝟖𝟗𝟓 = 𝛗 
 (4-8) 
 
この性質に加えてリュカ数列には以下のような基本性質があり、フィボナッチ数列と
似た性質が存在することを確認できる。 
 
①最初の n 個のリュカ数の和は、二つ後のリュカ数から 3 を引いた数になる 
∑Li
n
i=1
= L1 + L2 + L3 + L4 +⋯+ Ln = Ln+2 − 3 
 
②L0を含む最初の n 個のリュカ数の和は、二つ後のリュカ数から 1 を引いた数になる 
∑Li
n
i=0
= L0 + L1 + L2 + L3 + L4 +⋯+ Ln = Ln+2 − 1 
 
③リュカ数の平方の和は、最後の数と次の数の積から 2 引いた数となる 
∑Li
2
n
i=1
= LnLn+1 − 2 
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4.3.2  X ボナッチ数列 
フィボナッチ数列は前 2 項を足して作られる数列である。これに対して加算する項数
を増加させた数列を総称して X ボナッチ数列と呼ぶ。ここでは一般的に知られているト
リボナッチ数列、テトラナッチ数列を紹介した後、X ボナッチ数列について記述する。 
 
◆トリボナッチ数列 
トリボナッチ数列は前 3 項の和で定義される数列で、式(4-9)で定義される。 
 𝐓𝐫(𝐧 + 𝟑) = 𝐓𝐫(𝐧) + 𝐓𝐫(𝐧 + 𝟏) + 𝐓𝐫(𝐧 + 𝟐) 
𝐓𝐫(𝟎) = 𝐓𝐫(𝟏) = 𝟎, 𝐓𝐫(𝟐) = 𝟏 
 (4-9) 
はじめの項を計算すると以下のようになる。 
0, 0, 1, 1, 2, 4, 7, 13, 24, 44, 81, 149, 274, 504, 927, 1705,… 
またトリボナッチ数列の隣接項比率は、式(4-10)を満たす。 
 
𝐥𝐢𝐦
𝐧→∞
𝐓𝐫(𝐧)
𝐓𝐫(𝐧 − 𝟏)
= 𝟏.𝟖𝟑𝟗𝟐𝟖𝟔𝟕𝟓𝟓𝟐𝟏𝟒𝟏𝟔𝟐 
 (4-10) 
隣接項比率はフィボナッチ数列と同様に一定の値へ収束する。 
 
◆テトラナッチ数列 
テトラナッチ数列は前 4 項の和で定義される数列で、式(4-11)で定義される。 
 𝐓𝐞(𝐧 + 𝟒) = 𝐓𝐞(𝐧) + 𝐓𝐞(𝐧 + 𝟏) + 𝐓𝐞(𝐧 + 𝟐) + 𝐓𝐞(𝐧 + 𝟑) 
𝐓𝐞(𝟎) = 𝐓𝐞(𝟏) = 𝐓𝐞(𝟐) = 𝟎, 𝐓𝐞(𝟑) = 𝟏 
 (4-11) 
はじめの項を計算すると以下のようになる。 
0, 0, 0, 1, 1, 2, 4, 8, 15, 29, 56, 108, 208, 401, 773, 1490,… 
またテトラナッチ数列の隣接項比率は、式(4-12)を満たす。 
 
𝐥𝐢𝐦
𝐧→∞
𝐓𝐞(𝐧)
𝐓𝐞(𝐧 − 𝟏)
= 𝟏. 𝟗𝟐𝟕𝟓𝟔𝟏𝟗𝟕𝟓𝟒𝟖𝟐𝟗𝟐𝟓𝟑 
 (4-12) 
隣接項比率はフィボナッチ数列と同様に一定の値へ収束する。 
 
◆X ボナッチ数列 
トリボナッチ数列やテトラナッチ数列のように、加算する項の数を増加させていくと
隣接項比率の収束値は 2 に漸近する(初項の最終値のみを 1、その他の初項は 0 と設定
する)。この数列を X ボナッチ数列と呼ぶ。X ボナッチ数列は、フィボナッチ数列など
と比較して特殊な性質が少ない。 
  
45 
 
4.4  白銀比 
白銀比(silver ratio)とは正方形の一辺と対角線の長さの比のことで、すなわち1: √2 
(=1.41421356…)の比率を示すものである。西洋の黄金比と対を成す比率と考えられており、
日本人が好む比率であることから“大和比”とも呼ばれる[28]。 
日本人が白銀比を好むのは、正方形に関係があると言われている。丸い材木を正方形で
切り出すと、最大面積で材木を切り取ることができる。つまり正方形は無駄を出さない合
理的な切り出し方で、資源が限られている島国の日本では昔から正方形が好まれる文化と
いうのである。正方形を好む文化は、畳、枡、折り紙、風呂敷といった身近なものに見ら
れる。 
白銀比は様々な場所で利用されている。代表的なものに、古くから建築道具として利用
される指矩(さしがね)がある。指矩は L 字型をした定規で、表目と裏目が存在し、裏目には
表目を白銀比倍(√2倍)した目盛りが刻まれている。指矩を最も有効に活かせるのは円から正
方形を切り出すときであり、L 字型を利用して円の直径を裏目で測ると、その目盛りが表目
で測った正方形の一辺の長さとなる。正方形は木材を無駄にしない切り出し方であるので、
木造建築が一般的である日本において、指矩は重要な工具である。 
またコピー用紙にも白銀比は利用されている。コピー用紙の規格には A 判と B 判が存在
し、それぞれドイツと日本で生まれた規格である。どちらの長方形も長辺と短辺の比率が
白銀比となっている。それは白銀比が相似形を作り出すのに適しているためで、コピー用
紙を長辺で半分に折り続けても長辺と短辺の比率は白銀比のままだからである。 
白銀比は、建築や美術やデザインにも存在する。法隆寺や東京スカイツリー、菱川師宣
「見返り美人図」や雪舟「秋冬山水図」、日本のアニメキャラクターなどでの存在が広く知
られている。白銀比は、黄金比と同様に幾何学的な特徴を保持する比率だと言える。 
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第 5 章  整数論を用いた冗長 AD 変換器設計 
 
5.1  概要 
逐次比較近似型 AD 変換器の信頼性や速度の性能を向上させるために、冗長設計が有効
であった。しかしながら従来の比較電圧重み p(k)の決定手法では冗長設計の十分な効果の
発揮が難しかった。理論構築が不十分で、適切な基準や選択方法が存在していないためで
ある。これらのことは性能低下や設計難度上昇の原因となる。 
そこで本研究では、整数を使うべきであるという AD 変換器の設計を考慮して整数論を
用いた設計指針を示す。整数論を用いることで冗長理論構築や重み付け手法提案ができれ
ば、単純な性能向上だけでなく従来手法への貢献も可能である。 
本章では 4 章で紹介した整数論を用いた冗長設計を提案し、それらの効果を示す。 
 
5.2  フィボナッチ数列を用いた冗長 AD 変換器設計 
式(4-1)からフィボナッチ数列は整数のみで構成される数列であり、式(4-3)から隣り合う
項の比率は黄金比(=約 1.62)になる。このことを別の表現にすると、端数処理がまったく使
われていない整数のみで、基数が黄金比である約 1.62 進の数字列を実現できるということ
になる。一般的に整数の小数倍は小数となるが、フィボナッチ数列は整数の小数倍(約 1.62
倍)が整数となるために冗長設計に応用できるのである(図 5-1)。整数項のみで一定比率を保
持することができる、フィボナッチ数列の強力な性質を用いて逐次比較近似 AD 変換器の
設計を試みた。 
 
 
図 5-1 フィボナッチ数列の応用の考え方 
  
Binary Weight
二進数 64       32       16       8       4       2       1
×2 ×2 ×2
Radix1.8 Weight
1.8進数 34.0    18.9    10.5    5.8    3.2    1.8    1
×1.8 ×1.8 ×1.8
Fibonacci Weight
約1.62進数 13       8         5         3       2       1       1
×1.62 ×1.62 ×1.62
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5.2.1  フィボナッチ数列の応用 
図 5-1 の考え方に基づいて、比較電圧重み p(k)を小さい方からフィボナッチ数の大き
さに決定する。すなわち N-bit M-step 逐次比較近似型 AD 変換器の k-step 目の比較電圧
重み p(k)は式(5-1)と決定する。 
 𝐩(𝐤) = 𝐅𝐌−𝐤+𝟏  (5-1) 
ここで𝑝(1) = 2N−1である。フィボナッチ数列の性質に従えばこの方法で整数のみの約
1.62 進を実現できる。このとき利用する総ステップ数 M は、従来手法と同様に式(3-3)
を満たすように決定する。この重み付け手法を“フィボナッチ手法”呼ぶことにする。 
フィボナッチ数列を組み合わせた 4-bit 6-step 逐次比較近似型 AD 変換器の解探索動
作を図 5-2 に示す。4bit なので 16Level の半分である 8LSB(ハーフスケール電圧)を最初
のステップの重みとして選択し、以降は式(5-1)に従ってフィボナッチ数重みで実現して
いる。図 5-2 において両矢印が補正可能範囲を示しており、上矢印が式(3-4)で示される
補正可能な入力範囲差 q(k)である。 
 
 
図 5-2 4-bit 6-step フィボナッチ数列を用いた冗長探索 
  
1 2 3 4 5 6
8 5 3 2 1 1
16 16
15 15
14 14
13 13
12 12
11 11
10 10
9 9
8 8
7 7
6 6
5 5
4 4
3 3
2 2
1 1
0 0
-1 -1
Step
output
Weight p(k)
LEVEL
q(1)
q(2)
q(3)
q(4)
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5.2.2  フィボナッチ数列を用いた冗長設計の性質 
図 5-2 からこれまでの重み付け方法では見られなかった性質を 2 点発見することがで
きる。以下にそれらの性質を示し、図 5-3 にその性質を図示する。 
 
(性質 1) 
補正可能な入力範囲差 q(k)は必ずフィボナッチ数となり、その値は𝐹𝑀−𝑘−1となる。
すなわち式(5-2)が成り立つ。 
 𝐪(𝐤) = 𝐅𝐌−𝐤−𝟏  (5-2) 
 
(性質 2) 
k-step 目の補正可能範囲は(k－1)-step 目の補正可能範囲と重なることなく必ず接す
る。つまり図 5-2 において k-step と(k－1)-step の両矢印の先端は必ず同じ Level 値
となり、式(5-3)を満たすことになる。 
 𝐩(𝐤) = 𝐪(𝐤 − 𝟏) + 𝐪(𝐤)  (5-3) 
 ただし 𝐤 > 𝟏   
これは同時に補正可能範囲が 重なる / 離れる の境界がフィボナッチ数重みである
こと、もしくはフィボナッチ数重みが補正可能範囲を接させるための最速の重み付
けであることを示す。 
 
 
図 5-3 フィボナッチ数列を利用した冗長設計の性質 
  
1 2 3 4 5 6
8 5 3 2 1 1
16 16
15 15
14 14
13 13
12 12
11 11
10 10
9 9
8 8
7 7
6 6
5 5
4 4
3 3
2 2
1 1
0 0
-1 -1
Step
output
Weight p(k)
LEVEL
q(1)=3
q(2)=2
q(3)=1
q(4)=1
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示した 2 点の性質について証明を行う。 
(性質 1) 
補正可能な入力範囲差 q(k)は必ずフィボナッチ数となり、その値はFM−k−1となる。
すなわち式(5-2)が成り立つ。 
 𝐪(𝐤) = 𝐅𝐌−𝐤−𝟏  (5-2) 
 
(証明) 
M-step 中 k-step 目の誤差補正可能な入力範囲差 q(k)は式(3-4)から 
 
𝐪(𝐤) = −𝐩(𝐤 + 𝟏) + 𝟏 + ∑ 𝐩(𝐢)
𝐌
𝐢=𝐤+𝟐
 
 
(3-4) 
である。また式(3-4)から誤差補正可能な入力範囲差 q(k)の存在を考えると、判定ス
テップ k は以下を満たす。 
 𝟏 ≤ 𝐤 < 𝐌− 𝟏   
ここでフィボナッチ重みを表現した式(5-1)を使うと q(k)は、 
 
𝐪(𝐤) = −𝐅𝐌−𝐤 + 𝟏 + ∑ 𝐅𝐢
𝐌−(𝐤+𝟏)
𝐢=𝟏
 
  
と書き換えることができる。 
これを式(4-1)、式(4-6)を利用して式変形を行うと、 
 𝐪(𝐤) = −𝐅𝐌−𝐤 + 𝟏 + (𝐅{𝐌−(𝐤+𝟏)}+𝟐 − 𝟏)
= −𝐅𝐌−𝐤 + 𝟏 + 𝐅𝐌−𝐤+𝟏 − 𝟏 = 𝐅𝐌−𝐤+𝟏 − 𝐅𝐌−𝐤
= 𝐅𝐌−𝐤−𝟏 
  
となる。したがって 
 𝐪(𝐤) = 𝐅𝐌−𝐤−𝟏  (5-2) 
が成り立ち、誤差補正可能な入力範囲差 q(k)は必ずフィボナッチ数となり、その値
はFM−k−1となる。                 ∎ 
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(性質 2) 
k-step 目の補正可能範囲は(k－1)-step 目の補正可能範囲と重なることなく必ず接す
る。つまり図 5-2 において k-step と(k－1)-step の両矢印の先端は必ず同じ Level 値
となり、式(5-3)を満たすことになる。 
 𝐩(𝐤) = 𝐪(𝐤 − 𝟏) + 𝐪(𝐤)  (5-3) 
 ただし 𝐤 > 𝟏   
これは同時に補正可能範囲が 重なる / 離れる の境界がフィボナッチ数重みである
こと、もしくはフィボナッチ数重みが補正可能範囲を接させるための最速の重み付
けであることを示す。 
 
(証明) 
1 < k < M− 1において k-step 目の比較電圧重み p(k)は式(5-1)として示せる。 
 𝐩(𝐤) = 𝐅𝐌−𝐤+𝟏  (5-1) 
すなわち式(3-1)から比較電圧は 1-step 毎に式(5-1)の値だけ差を持つ。 
式(4-1)から式(5-1)を変形させると 
 𝐩(𝐤) = 𝐅𝐌−𝐤+𝟏 = 𝐅𝐌−𝐤 + 𝐅𝐌−𝐤−𝟏 = 𝐅𝐌−(𝐤−𝟏)−𝟏 + 𝐅𝐌−𝐤−𝟏   
を得られる。式(5-2)から、フィボナッチ数を誤差補正可能な入力範囲 q(k)に置き換
えると、 
 𝐩(𝐤) = 𝐪(𝐤 − 𝟏) + 𝐪(𝐤)   
となる。 
1 < k < M− 1において、k-step 目と(k－1)-step 目の差 p(k)は、k-step 目の許容値
q(k)と(k－1)-step 目の許容値 q(k－1)の和で表現されるので誤差補正可能な入力範
囲 q(k)及び補正可能範囲は必ず接する。また式(5-3)から比較電圧の大きさにかかわ
らず、step 毎に必ず重なることなく接することがわかるので補正可能範囲が接する
最速の重み付けである。                          ∎ 
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フィボナッチ数列を逐次比較近似 AD 変換器へ応用することで式(5-2)と式(5-3)の性質
が得られたが、そのうち式(5-3)の発見の意義と重要性はきわめて大きく、その理由が二
つある。 
まず一つ目にこの性質が逐次比較近似型 AD 変換器における冗長設計の基準となるこ
とが挙げられる。フィボナッチ数列を利用した冗長設計では式(3-9)で基数 r が黄金比(約
1.62 進)であることに等しく、補正可能範囲が接する条件となっていた。このことは黄金
比の基数を基準とすれば誤差補正可能な入力範囲差 q(k)が重なるか離れるかが判定でき
るということを示している。すなわち基数 r の値が黄金比(約 1.62)より大きければ、冗長
度が小さく図 3-12 のように q(k)は離れることになる。また基数 r の値が黄金比より小さ
ければ冗長度が大きく q(k)は重なることになる。このようにして黄金比を冗長度の基準
とすれば、補正力の大きさから基数 r を容易に決定できる。 
また二つ目の理由としてフィボナッチ数列を用いた冗長設計は最も効率のよい設計が
できることが挙げられる。式(5-3)が成り立つ限り補正可能な入力範囲差 q(k)は重なるこ
となく接するので、最小の冗長度で補正できない入力範囲が存在しないということにな
る。すなわち整数で構成されるフィボナッチ数を比較電圧重み付けに利用することで、
最小ステップ数で全入力範囲を補正可能な無駄がない設計を実現できるのである。 
以上の二点からは従来法の問題点を改善できることを示すことができ、フィボナッチ
数列を設計に用いることの有効性が確認できる。 
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5.2.3  黄金比 DA 変換器設計 
ここまでフィボナッチ数列を用いた冗長逐次比較近似 AD 変換器が、補正能力におい
て優位性を持つことを示してきた。式(5-1)で導出される比較電圧重み p(k)を、図 3-11 中
のメモリーに記憶させれば、式(5-2)、式(5-3)の性質を利用することができる。しかしな
がら、もしフィボナッチ数重みを出力できる DA 変換器を作ることができれば、図 3-11
の回路のメモリーや加算器や減算器を省略し、回路規模を縮小できる可能性がある。そ
こで本項では、4 章で示した R-R 抵抗ラダー回路(図 4-4)を応用して、フィボナッチ数重
みを出力できる内部 DA 変換器の構成を提案する。 
 
(1)抵抗ネットワークによる DA 変換器構成 
A. R 終端 R-R 抵抗ラダーDA 変換器構成（フィボナッチ数列奇数項重み） 
提案回路構成を図 5-4 に, その動作例を図 5-5 に示す。図 5-4 は R-R 抵抗ラダー回
路(図 4-4)の電圧源を無くし、各ノードに同じ大きさの電流源を接続したものである
とわかる。 
電流は各ノードでフィボナッチ数に基づいて分割される。全体でY点のノードを持
つR-R抵抗ラダー回路を考えると、左からx点目のノードから右側を見たときの合成
抵抗Rxは式(5-4)のようになる。 
 
Rx = (
F2(Y−x)+1
F2(Y−x)+2
)R 
 (5-4) 
図5-5の最上段の回路では各抵抗Rにフィボナッチ数に重み付けされた電流が流れ
ていることがわかる。また各ノードからGNDにフィボナッチ数の奇数項に重み付け
された電流が流れ、各ノードの電圧がフィボナッチ数の奇数項に重み付けされた電
圧が生成されている。また、図5-5より電流源をVout側に一つずつノードをずらして
いくと、出力電圧Voutにフィボナッチ数の奇数項に重み付けされた電圧が生じる。す
なわちY点のノードを持つ場合に、左からx番目のノードに電流源をつなぐと式(5-5)
の電圧を一番右のノードに出力できる。 
 
V(m) = (
F2(n−m)+1
F2n
)  IR 
 (5-5) 
式(5-5)の分母は電流や抵抗値を調節することで取り去ることが可能である。例とし
て図5-5では電流源を55Iとして用いている。 
これらはノード毎に式(5-4)に従ってフィボナッチ数の比率に電流が分割されるた
め成り立つ。また図5-4の回路は重ね合わせの理により, フィボナッチ数列奇数項重
みDACが実現できることがわかる。 
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図 5-4 R 終端 R-R 抵抗ラダーDA 変換器構成 
 
 
図 5-5 R 終端 R-R 抵抗ラダーDA 変換器動作例 
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B. R//R 終端 R-R 抵抗ラダーDA 変換器構成（フィボナッチ数列偶数項重み） 
図 5-4 の DA 変換器回路は奇数項のフィボナッチ数重みの出力であり、これだけで
はフィボナッチ重み DA 変換器としての機能を果たすことができない。そこでフィ
ボナッチ数偶数項重みを出力できる DA 変換器を考える。 
提案回路構成を図 5-6 に, その動作例を図 5-7 に示す。図 5-6 は R-R 抵抗ラダー
DA変換器回路(図5-4)の両終端を、RからR//Rの並列結合へと変更したものである。 
R終端R-R抵抗ラダーDA変換器と同様に、電流は各ノードでフィボナッチ数に基
づいて分割される。全体でY点のノードを持つR//R終端R-R抵抗ラダー回路を考える
と、左からx点目のノードから右側を見たときの合成抵抗Rxは式(5-6)のようになる。 
 
Rx = (
F2(Y−x)+2
F2(Y−x)+1
)R 
 (5-6) 
図5-7の最上段の回路では各抵抗Rにフィボナッチ数に重み付けされた電流が流れ
ていることがわかる。また、図5-7より電流源をVout側に一つずつノードをずらして
いくと、出力電圧Voutにフィボナッチ数の偶数項に重み付けされた電圧が生じる。す
なわちY点のノードを持つ場合に、左からx番目のノードに電流源をつなぐと式(5-7)
の電圧を一番右のノードに出力できる。 
 
V(m) = (
F2(n−m)+2
F2n+2
)  IR 
 (5-7) 
これらはノード毎に式(5-6)に従ってフィボナッチ数の比率に電流が分割されるた
め成り立つ。また図5-6の回路は重ね合わせの理により, フィボナッチ数列偶数項重
みDACが実現できることがわかる。 
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図 5-6 R//R 終端 R-R 抵抗ラダーDA 変換器構成 
 
 
図 5-7 R//R 終端 R-R 抵抗ラダーDA 変換器動作例 
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C. R-R 抵抗ラダーフィボナッチ数重み DA 変換器構成 
フィボナッチ数奇数項重み電圧を出力できる DA 変換器(図 5-4)とフィボナッチ数
偶数項重み電圧を出力できる DA 変換器(図 5-6)の出力を加算することができれば、
すべてのフィボナッチ数重みの電圧を出力できる DA 変換器を作成することができ
る。電圧の加算にはオペアンプを利用する方法とキャパシタを利用する方法がある
が、逐次比較近似型 AD 変換器での利用を考えてキャパシタによる加算を考えた。
フィボナッチ数重み DA 変換器回路を図 5-8 に示す。 
図 5-8 の上段が奇数項重み電圧出力 DA 変換器で、下段が偶数項重み電圧出力 DA
変換器となっている。この回路の LTSpice でのシミュレーション結果を図 5-9 に示
す。ここで R=550Ω、C1=C2=1pF、I=2μA である。図 5-9 左図はスイッチを時間ご
とに一つずつ ON にしたものだが、各スイッチがフィボナッチ数重みに対応してい
ることがわかる。またスイッチを組み合わせた図 5-9 右図の結果から DA 変換器とし
て機能できることもわかる。 
以上より、図 5-8 の回路を利用すればフィボナッチ数重みの DA 変換器を作成する
ことが可能だとわかる。 
 
 
図 5-8 フィボナッチ数重み DA 変換器 
 
 
図 5-9 フィボナッチ数重み DA 変換器シミュレーション結果 
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D. 単電流源 R-R 抵抗ラダーフィボナッチ数重み DA 変換器構成 
フィボナッチ数奇数項重み電圧を出力できる DA 変換器(図 5-4)とフィボナッチ数
偶数項重み電圧を出力できる DA 変換器(図 5-6)から着想し、一つの電流源でフィボ
ナッチ数列重み電圧を出力できる回路を考えた。図 5-10 に示す。 
一つの電流源に R 終端と R//R 終端の R-R 抵抗ラダー回路をつなぎ、フィボナッ
チ数重みを出力できるよう抵抗値の値を合わせた回路である。図 5-10 で上段が奇数
項の出力、下段が偶数項の出力になる。式(5-4)と式(5-6)が成り立つので図 5-10 のよ
うにフィボナッチ重みの電圧を出力することができる。出力されるフィボナッチ重
み電圧をオペアンプやキャパシタで加算すれば、R-R 抵抗ラダーフィボナッチ数重
み DA 変換器を作ることができる。単電流源になり電流源のばらつきに強くなるが、
常に GND に対して電流が流れるため消費電力が大きくなる。 
 
 
図 5-10 単電流源 R-R 抵抗ラダーフィボナッチ数重み DA 変換器構成 
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(2)容量ネットワークによる DA 変換器構成 
R-R 抵抗ラダー回路でのフィボナッチ数重み DA 変換器の構成を応用して、容量で
の DA 変換器構成も検討した。容量と電圧源で構成した回路を図 5-11 に示し、図 5-12
に動作例を示す。図 5-12 から、フィボナッチ数重み DA 変換器が実現できていること
がわかる。このように容量ネットワークで実現できれば定常電流が流れず、低消費電
力化できる。一方、一端がグランドに接続していない容量を IC 内で実現し DA 変換器
に用いると両電極ノードからグランドへの寄生容量の影響で高精度 DA 変換器の実現
が難しいことに注意が必要である。 
 
図 5-11 C-C 容量ラダーDA 変換器の構成 
 
図 5-12 C-C 容量ラダーDA 変換器の動作例 
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(3)フィボナッチ数重み DA 変換器の応用 
フィボナッチ数重みを持つ DA 変換器は、AD 変換器内部の DA 変換器としてではなく
冗長を利用した高性能 DA 変換器として利用できる可能性がある。冗長を持っているフ
ィボナッチ重み DA 変換器は 1 種類の入力に対して、出力電圧の出力方法が複数存在す
るため補正や校正を実現することができる。特に以下の 3種類の利用方法が考えられる。 
 
A． この回路では一つのディジタル入力に対して出力電流値の表現方法が複数個存在
することになる。これを利用して、すべてのミスマッチが少なく一番線形性のよい
組み合わせのスイッチを選択できる。 
 
B． 1 つのディジタルデータ値から複数の「スイッチ組み合わせ」の選択肢からランダ
ムに使用する組み合わせを変更すること（ダイナミックマッチング）でミスマッチ
の影響を周波数拡散して SFDR ( Spurious-Free Dynamic Range )を向上できる。 
 
C． さらにフィボナッチ数列の定義である  
 𝐅𝐧+𝟐 = 𝐅𝐧 + 𝐅𝐧+𝟏  (4-1) 
の下位２つの電流源の和が次の電流源になることを利用して、電流源を比較・校正で
きる。 
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5.3  リュカ数列と X ボナッチ数列を用いた冗長 AD 変換器設計 
整数論を用いた AD/DA 変換器応用の研究はほとんど行われていない。これまで整数論の
ひとつであるフィボナッチ数列を用いた冗長設計方法について述べ、効果を実証すること
ができたが、他の整数論が応用できる可能性も十分ある。ここでは応用可能性の高い整数
論(リュカ数列・X ボナッチ数列)とそれに対する考察を示す。これら数列はフィボナッチ数
列の漸化式を変更したものであるが、整数のみで一定の隣接項比率を維持できるというフ
ィボナッチ数と同等の性質は応用できる。フィボナッチ数列を用いた冗長設計が、何かし
らの理由で使用できない場合などに、代わりとして利用することを検討できる。 
 
5.3.1  リュカ数列を用いた冗長 AD 変換器設計 
リュカ数列を冗長逐次比較近似型 AD 変換器へ応用する。N-bit M-step の逐次比較近
似型 AD 変換器で利用する k-step 目の比較電圧重み p(k)をリュカ数列(式(4-7))を利用し
て式(5-8)のように決定する。 
 𝐩(𝐤) = 𝐋𝐌−𝐤  (5-8) 
ここでp(1) = 2N−1, p(M− 1) = L0 = 2, p(M) = L1 = 1である。すなわちリュカ数を大き
さ順に比較電圧重み p(k)として利用するのである。4-bit 6-step の解探索動作と補正可能
範囲を図 5-13 に示す。 
フィボナッチ数列と同様に補正可能誤差範囲 q(k)がリュカ数となり、補正可能範囲が
接することがわかる。これはリュカ数列の性質②から、最初の n 項の和の公式がフィボ
ナッチ数列と同じであるのでフィボナッチ数列と同様に証明することができる(ただし
1 < k < M− 2の範囲)。このことは黄金比が冗長設計における基数の境界条件であること
を再確認させ、リュカ数列応用の可能性を示す結果となる。しかしながら最後から 3-step
の間は、誤差補正可能な入力範囲差 q(k)の式(3-4)から補正することができないので、補
正力はフィボナッチ数列よりも弱いと考えられる。 
 
図 5-13 4-bit 6-step リュカ数列を用いた逐次比較近似型 AD 変換器 
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5.3.2  X ボナッチ数列を用いた冗長 AD 変換器設計 
X ボナッチ数列を冗長逐次比較近似型 AD 変換器へ応用する。N-bit M-step の逐次比
較近似型 AD 変換器で利用する k-step 目の比較電圧重み p(k)を、X ボナッチ数列の大き
さ順に決定する(p(1) = 2𝑁−1)。 
例としてトリボナッチ数列を利用した 4-bit 5-step の解探索動作と補正可能範囲を図
5-14 に示す。図 5-14 から X ボナッチ数列の隣接項比率が大きくなると、二進重みに
p(N+1)=1 の項が余分に付加されただけになることが伺える。図 5-14 を見ると誤判定許
容範囲は重なることなく、入力範囲全域を補正できることがわかる。この冗長設計方法
には応用の余地はないと予測されるが、漸化式を用いた冗長設計方法のひとつの目安と
なる例である。また X ボナッチ数列を利用すると以下の 3 つの共通性質が見つかる。 
(1)補正可能ステップの末尾には誤差許容範囲 q(k)=1 が漸化式右辺の項の数だけ並ぶ 
(2)最終 2-step は補正できる範囲がない 
(3)数列の第 n 項までの総和に 1 を足したものが、{n+漸化式右辺の項の数}という項番
号を持つ重みステップの許容範囲 q(k)に等しい 
上記の性質は、誤差補正可能な入力範囲差 q(k)の式(3-4)とその数列を定義する漸化式を
用いると容易に証明することが可能である。これらの性質は補正力のひとつの指標には
なるが、十分に実用的とは言えないため、今後新たな性質の発見を望まれる。 
 
 
図 5-14 4-bit 5-step X ボナッチ数列(トリボナッチ・テトラナッチ) 
を用いた逐次比較近似型 AD 変換器 
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5.4  白銀比を用いた冗長 AD 変換器設計 
現在のところ√2進数を整数のみの数列で表現できる方法はない。筆者は内部 DA 変換器
の不完全整定による高速化の考え方に基づいて、擬似的に√2進数を実現する方法を発見し
た。その効果と性質を本節で説明する。 
5.4.1  整定時間短縮の考え方 
図 5-15 は内部 DA 変換器の理想と実際の整定時間を示した図である。図 3-8 と図 3-10
では変換時間に対して支配的である DA 変換器出力値の整定時間のみを考えていたが、
実際には 1-step の時間は DA 変換器整定時間とコンパレータ判定時間 Tcompと逐次比較
ロジック計算時間TLogicの和となる。すなわち図 5-15の左図ではなく右図のようになる。
図 5-15 右図では、1-step 切り替わる(DA 変換器の入力が変化する)までにコンパレータ判
定時間とロジック計算時間を必要としているのがわかる。 
ここでコンパレータ判定時間と逐次比較ロジック計算時間が無限にかかると仮定する
と、図 5-16 のようになる。すなわち本来比較に利用する Vrefに DA 変換器の出力値が漸
近するのである。ここで誤差補正可能な入力範囲差 q(k)を比較電圧重み p(k)まで近づけ
ていくと、整定時間が限りなく小さくなるとわかる。もしコンパレータ判定時間 Tcompと
逐次比較ロジック計算時間 TLogicが無限にかかるとすれば、q(k)と p(k)が同じ値ならば整
定時間は 0 になるはずである。この考え方を動機として、式(5-9)が成り立つように比較
電圧重みを決定することを考える。 
 𝐩(𝐤) = 𝐪(𝐤)  (5-9) 
 
図 5-15 DA 変換器出力図(左：理想の DA 変換器出力、右：実際の DA 変換器出力) 
 
図 5-16 整定時間を減らす考え方 
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5.4.2  擬似白銀比重みの導出 
式(5-9)を満たす比較電圧重み p(k)を求める。式(5-9)から2 ≤ k ≤ M− 2の条件下で
考えると、p(M)とp(M− 1)の値を決定する必要がある。そこでp(M) = 1、 p(M − 1) =
1として、式(3-4)を利用して計算する。以下に比較電圧重みp(k)の求め方の例を示す。 
 
𝐩(𝐌− 𝟐) = 𝐪(𝐌− 𝟐) = −𝐩(𝐌− 𝟏) + 𝟏 +∑𝑷(𝒊)
𝑴
𝒊=𝑴
= 𝟏 
  
 
𝐩(𝐌− 𝟑) = 𝐪(𝐌− 𝟑) = −𝐩(𝐌− 𝟐) + 𝟏 + ∑ 𝑷(𝒊)
𝑴
𝒊=𝑴−𝟏
= 𝟐 
  
 
𝐩(𝐌− 𝟒) = 𝐪(𝐌− 𝟒) = −𝐩(𝐌− 𝟑) + 𝟏 + ∑ 𝑷(𝒊)
𝑴
𝒊=𝑴−𝟐
= 𝟐 
  
 
𝐩(𝐌− 𝟓) = 𝐪(𝐌− 𝟓) = −𝐩(𝐌− 𝟒) + 𝟏 + ∑ 𝑷(𝒊)
𝑴
𝒊=𝑴−𝟐
= 𝟒 
  
以上のように決定していくと比較電圧重み p(k)を順に決定していくことができる。
以上の手順に従って小さい項から計算していくと以下の値になる。 
1, 1, 1, 2, 2, 4, 4, 8, 8, 16, 16, 32, 32, 64, 64, 128, 128 … 
ここから計算結果は二進重みを 2 項ずつ並べたものだとわかる。すなわち k-step 目
の比較電圧重み p(k)は式(5-10)のように決定できる。 
 𝐩(𝐤) = √𝟐
𝑴−𝒌−𝟒
((𝟏 + √𝟐) − (−𝟏)𝑴−𝒌+𝟏(𝟏 − √𝟐))  (5-10) 
ただしp(1) = 2𝑁−1, p(M) = 1である。ここで式(3-3)を満たすように総ステップ数 M
を求めると式(5-11)のように表現できる。 
 𝐌 = 𝟐(𝐍− 𝟏)  (5-11) 
 
5.4.3  白銀比について 
式(5-10)で得ることができた比較電圧重みの列は、2 項ごとに項の大きさが 2 倍になる。
これは 1 項ごとに項が√2倍されているとみなせる(図 5-17)。よってこの数列を擬似的な
√2進数だと考え、“擬似白銀比数列”と呼び、この重み付け手法を“擬似白銀比手法”と
呼ぶことにする。 
 
図 5-17 擬似白銀比の導出 
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5.4.4  擬似白銀比手法の補正効果 
擬似白銀比手法の補正効果について図 5-18 に示す。図 5-18 から式(5-9)の条件
(p(k)=q(k))の通りに設計ができていることがわかる。また補正可能範囲に隙間が生じない
ことにも気づく。擬似白銀比手法で生成される比較電圧重み p(k)は、2 項の和が二進数重
みを示すため、オーバーレンジが発生していない。フィボナッチ数列やリュカ数列の黄
金比では補正可能範囲の隣のステップとの矢印の先が接することに対して、白銀比は同
じステップの補正可能範囲の矢印の先が接することがわかる。 
 
 
図 5-18 擬似白銀比手法の補正効果 
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5.4.5  擬似白銀比手法の実現における利点 
擬似白銀比手法を利用して逐次比較近似型 AD 変換器を実際に冗長設計するときに大
きな利点がある。それは逐次比較ロジックの簡略化である。一般的に逐次比較近似型 AD
変換器を冗長設計する際には、図 3-11 のように計算回路やエンコーダ、デコーダを必要
とする。しかしながら擬似白銀比ではその必要はない。本項でその理由を示す。 
図 5-19 に入力アナログ値 0LSB の 4-bit AD 変換時、二進重みと擬似白銀比重みを利用
した際の内部 DA 変換器の入力コード遷移を示す。コードは一つ前のコンパレータの出
力の結果で制御されることになるが、図 5-19から最上位重みp(1) = 2N−1を2N−2 + 2N−2の
重みとして考えると、二進重みと同様に規則的なコード遷移とみなすことができる。す
なわち二進重みで用いられている非冗長の逐次比較レジスタの配線のみを変更すれば実
現できることがわかる。 
さらに擬似白銀比手法を利用するとエンコーダの設計も容易になる。一般的には逐次
比較近似 AD 変換器を冗長設計すると、回路には大規模なエンコーダやデコーダが必要
となる。しかしながら擬似白銀比手法を用いると、エンコーダは全加算器を利用するだ
けでよい。すなわち擬似白銀比手法で利用される比較電圧重みp(k)は、1, 1, 1, 2, 2, 4, 4, 8, 
8,…と二進重みを 2 項ごとに並べるものであるので、図 5-20 のように出力値を全加算す
ることで二進重みへ変更できる。つまりエンコーダ設計には逐次比較レジスタの出力に、
(分解能－1)個の全加算器を接続するだけでよい。図 5-19 と図 5-20 を組み合わせると、
配線変更と全加算器追加を逐次比較レジスタに行えば、その他の構成要素は非冗長設計
と同様に実現できることがわかる。 
 
 
図 5-19 二進重みと擬似白銀比重みの 4-bit DA 変換器入力 
 
図 5-20 擬似白銀比手法を利用した場合の 4-bit エンコーダ 
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5.5  DA 変換器の不完全整定時間比較 
 整数論を用いた場合の不完全整定について理論解析と比較を行う。 
5.5.1  フィボナッチ数列を利用した DA 変換器出力不完全整定の理論解析 
フィボナッチ数列を用いた冗長設計された逐次比較近似型 AD 変換器の内部 DA 変換
器の整定時間について、式(3-7)を用いた理論解析を行う。 
フィボナッチ数列手法を利用すると、式(3-7)は式(5-1)から以下の式へと変形できる。 
 
Tsettle(k) = τ ln (
FM−k+1 + FM−k
FM−k−1
) 
  
ここで式(4-1)と式(4-3)のフィボナッチ数列とその性質を利用すると、この式は 
 
Tsettle(k) = τ ln (
(FM−k + FM−k−1) + FM−k
FM−k−1
)
= τ ln (2
FM−k
FM−k−1
+ 1) = τ ln(2φ + 1) 
  
となる。すなわちフィボナッチ手法を利用した場合の k-step 目の整定時間は式(5-12)の
ようになる。 
 Tsettle(k) = 1.444τ  (5-12) 
式(5-12)は、M が k よりも十分大きければステップ数 k に関係なく一定の整定時間とな
ることを示している。図 5-21 に式(5-12)を説明した図を示す。これは数列と隣接項比率
に同様の性質を持つリュカ数列を利用した場合も同様である。これらに対して、従来手
法では比較電圧重み p(k)と誤差補正可能な入力範囲差 q(k)に直接的な関係性を持たない
ため、式(5-12)のような一定の整定時間を実現することができない。 
この性質は、整定時間に左右されるクロックの種類数を減らすことに役立つ可能性が
ある。 
 
図 5-21 フィボナッチ数列を用いた場合の DA 変換器整定時間 
q(2)
整定時間
（フィボナッチ）
Next voltage
Output of DAC [LSB]
Time [s]
q(3)
q(4)
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5.5.2  擬似白銀比を利用した DA 変換器出力不完全整定の理論解析 
ここでは式(3-7)を利用する不完全整定を使った場合の整定時間の理論式を調べる。ス
テップ番号 kに依存するので、kについて場合分けして考える。 
2 ≤ k ≤ M− 2のとき、式(5-10)を式(3-7)に当てはめると、 
 
𝐓𝐬𝐞𝐭𝐭𝐥𝐞(𝐤) = 𝛕 𝐥𝐧 (
𝐩(𝐤) + 𝐩(𝐤 − 𝟏)
𝐩(𝐤)
) 
  
となる。ここで式(5-10)から隣り合う重みの比率(p(k − 1)/p(k))はkが奇数なら 1、kが偶
数なら 2 となる。すなわち、 
 𝐩(𝐤 − 𝟏)
𝐩(𝐤)
= {
𝟏      (𝐤 = 𝟐𝐧 + 𝟏)
𝟐      (𝐤 = 𝟐𝐧)        
 
  
となる。ここでnはn ≥ 0を満たす任意の自然数である。 
したがって各ステップの整定時間は、k = 2n + 1のとき、 
 
𝐓𝐬𝐞𝐭𝐭𝐥𝐞(𝐤) = 𝛕 𝐥𝐧 (
𝐩(𝐤) + 𝐩(𝐤)
𝐩(𝐤)
)   = 𝛕𝐥𝐧𝟐 = 𝟎. 𝟔𝟗𝟑𝟏𝛕 
  
k = 2nのとき、 
 
𝐓𝐬𝐞𝐭𝐭𝐥𝐞(𝐤) = 𝛕 𝐥𝐧 (
𝐩(𝐤) + 𝟐𝐩(𝐤)
𝐩(𝐤)
)   = 𝛕𝐥𝐧𝟑 = 𝟏. 𝟎𝟗𝟖𝟔𝛕 
  
となり、2 ≤ k ≤ M− 2の条件下において、2 種類の整定時間を交互に繰り返すことにな
る。 
k = 1のときはq(1) = p(1)/2 なので、次が得られる。 
 𝐓𝐬𝐞𝐭𝐭𝐥𝐞(𝟏) = 𝛕𝐥𝐧𝟐 = 𝟎. 𝟔𝟗𝟑𝟏𝛕   
M− 1 ≤ k ≤ Mでは補正可能な入力範囲差q(k)を 0.5LSB とみなして考えることができる
ので、k = M− 1のとき、 
 𝐓𝐬𝐞𝐭𝐭𝐥𝐞(𝐌− 𝟏) = 𝛕𝐥𝐧𝟐
𝟐 = 𝟐 ∗ 𝟎. 𝟔𝟗𝟑𝟏𝛕 = 𝟏.𝟑𝟖𝟔𝟐𝛕   
となる。またk = Mのとき、 
 𝐓𝐬𝐞𝐭𝐭𝐥𝐞(𝐌) = 𝛕𝐥𝐧𝟑 = 𝟏. 𝟎𝟗𝟖𝟔𝛕   
となる。 
以上の結果から擬似白銀比手法の整定時間は 3 種類しか存在しない。さらにk = M− 1
のときの整定時間は、0.6931τの 2 倍であるため、0.6931τのクロックを 2 倍する回路を
組み込むことができれば、2 種類のクロックのみで不完全整定を十分に利用した回路を実
現することができる。一般的に不完全整定を可能にしてもクロックの値によって整定時
間が決定されるため、実質 2 種類のクロックのみで実現することができるこの性質は回
路設計容易化に大きく貢献できる。 
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5.5.3  DA 変換器出力不完全整定の比較 
DA 変換器出力の各ステップの不完全整定時間の合計値を、式(3-7)を利用して計算し、
4-bit､6-bit､8-bit､10-bit で各手法の効果を比較する。図 5-22 のように、回路によって値
が変更されてしまう比較判定時間と逐次比較ロジック回路の計算時間は考えていない。 
非冗長(二進重み)設計に加えて検討した手法は、基数(Radix)手法、ランダム重み決定
手法、フィボナッチ手法、トリボナッチ手法、テトラナッチ手法、X ボナッチ手法、擬似
白銀比手法の全 8 手法である。ここでランダム重み決定手法は時間がかかりすぎる総当
り手法の代用として利用しており、乱数を用いて 10000 通りの重み付けを試し、最も整
定時間合計値が短い結果を使っている。また基数(Radix)手法は基数刻みを 0.01とし(1.00, 
1.01, …, 1.99と選択していく)、最も整定時間合計値が小さい基数を利用した結果を使う。 
またクロックの種類数に対する依存も検討した。例えば、クロック周期の種類が 1 種
類であれば固定クロックを各ステップの整定に利用することになり、最も整定に時間が
かかるステップの整定時間の総ステップ数倍が整定時間合計値となる。ここでは 1 種の
クロック周期(固定クロック)、2 種・3 種・4 種・5 種のクロック周期、無限種類のクロッ
ク周期(可変クロック)を利用した場合を調査した(図 5-23)。 
 
図 5-22 不完全整定時間の合計値 
 
図 5-23 複数のクロック周期を利用する場合の整定時間合計値の計算方法 
  
prepare Step1 Step2 Step3 Step4 Step5 output
Comparison and Judgment period5-step SAR ADC
Sample
DAC
settling1
C
o
m
p
ariso
n
C
alcu
latio
n
DAC
settling2
C
o
m
p
ariso
n
C
alcu
latio
n
DAC
settling3
C
o
m
p
ariso
n
C
alcu
latio
n
DAC
settling4
C
o
m
p
ariso
n
C
alcu
latio
n
DAC
Settling5
C
o
m
p
ariso
n
C
alcu
latio
n
Prepare to
output
p
e
rio
d
tim
e
1種類のクロック
整定時間合計値
Mstep
CLK
2種類のクロック
整定時間合計値
X-step
CLK
(M－X)-step
無限種類のクロック
Mstep
CLK
整定時間合計値
69 
 
8-bit の AD 変換器における調査結果を図 5-24 に示す。また具体的な数値を表 5-1 に示
す。図 5-24 と表 5-1 から、コンピュータやシミュレータの力に頼り、たくさんの比較電
圧重み p(k)の組み合わせを試行するランダム手法を用いた場合が効果を出しやすいこと
がわかる。無論、総当り手法(やその代りのランダム手法)を利用できる場合は整数論を利
用した比較電圧重み p(k)を含むすべての可能性を試行するので、最短になる整定時間が
出る(ただし分解能が大きくなるほど総当り手法の比較電圧重み p(k)の組み合わせが増え
るため、シミュレーション時間の大幅な増大が必要となることを留意する必要がある)。 
しかしながらここで、本シミュレーションでランダム手法が全組み合わせを試行でき
ていないことに注意しつつ、フィボナッチ手法と擬似白銀比手法を利用する場合の整定
時間について検討したい。 
まず固定クロック(1 種類のクロック周期)においてフィボナッチ数列を利用した場合で
あるが、非冗長(二進重み)手法と比較した場合の整定時間削減比率でランダム手法と
0.7%しか差がない。またフィボナッチ手法の逐次比較近似型 AD 変換器を、黄金比 DA
変換器で実現することができれば回路構成等でメリットがある。そのため、固定クロッ
クにおいては、コンピュータの力に頼ることなく、回路構成等にメリットを持ち、同等
の整定時間を実現することのできるフィボナッチ手法に優位性が存在する。 
 
 
図 5-24 8-bit の整定時間合計値 
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次に 3 種のクロック周期を用いる場合においては、擬似白銀比手法が最も高速な整定
を実現していることがわかる。8-bit の変換で 3 種のクロック周期を利用した場合、整定
時間合計値は非冗長手法(二進重み)利用の場合から 56.2%短縮、ランダム決定手法の場合
から 5.0%短縮することができた。前節で示したとおり、実際には 2 種類のクロック周期
で実現できることも考慮すると、他手法に対して変換速度に優位性を持つことがわかる。
またここでランダム決定手法の利用において、3 種のクロック周期では擬似白銀比手法よ
りも整定時間合計値を短くできたことはないこと、そして同じ整定時間となった場合は
擬似白銀比手法と同様の比較電圧重み p(k)となったことも加えて報告しておく。これは
すなわち、3 種類のクロック周期を利用する場合、擬似白銀比手法がすべての種類の重み
付けの中で最も高速化できる手法である可能性が高いということを示している。2 種のク
ロックと逐次比較ロジック回路の簡単な変更で、最速の整定時間を実現できる、擬似白
銀比手法は大きな優位性があると言える。 
分解能が大きくなるほど比較電圧重み p(k)の設計は難しくなるが、フィボナッチ手法
や擬似白銀比手法は分解能によって比較電圧重み p(k)の決定が難しくなることはないの
で、整定時間と設計の容易さに優位性を持つ提案手法は有効であると言える。 
 
表 5-1 各手法の整定時間合計値詳細 
 
  
Binary Radix Random Fibonacci Lucas Tribonacci Tetranacci X-bonacci Root2
1 11.09 8.05 8.05 8.05 10.40 10.40 10.40 10.40 8.32
2 8.76 6.88 6.88 7.03 8.44 8.32 8.32 8.32 6.88
3 8.19 6.07 6.07 6.58 7.97 7.50 7.50 7.50 6.07
4 7.68 5.99 5.99 6.58 7.83 7.27 7.27 7.27 6.07
5 7.68 5.89 5.89 6.58 7.71 7.27 7.27 7.27 6.07
無限 7.68 5.82 5.82 6.58 7.71 7.27 7.27 7.27 6.07
1 24.95 14.48 12.48 12.88 16.64 18.15 19.83 24.26 13.86
2 19.07 11.09 10.75 11.76 13.76 15.50 14.94 16.83 11.09
3 17.20 10.23 9.65 11.14 12.79 14.49 13.92 15.48 9.65
4 16.54 9.50 9.42 10.90 12.42 14.08 13.28 14.54 9.65
5 15.90 9.38 9.30 10.87 12.27 13.86 13.06 13.91 9.65
無限 15.39 8.69 8.91 10.87 12.03 13.59 13.00 13.69 9.65
1 44.36 19.31 17.36 17.70 22.87 23.77 31.53 43.67 19.41
2 33.51 14.72 14.86 16.24 18.27 20.70 25.35 30.39 15.25
3 30.21 14.21 13.66 15.54 17.46 19.68 24.08 26.63 13.24
4 28.32 13.40 13.11 15.30 16.84 19.08 23.05 25.25 13.24
5 27.64 12.87 12.94 15.22 16.68 18.86 22.42 24.28 13.24
無限 25.81 11.49 12.14 15.14 16.30 18.56 21.82 22.75 13.24
1 69.31 24.14 22.18 22.53 27.03 29.07 38.85 68.62 24.95
2 52.14 19.11 19.30 20.58 21.28 25.82 32.34 48.19 19.41
3 46.71 17.75 17.81 19.89 20.45 24.80 30.72 41.85 16.82
4 44.08 16.89 17.10 19.70 20.09 24.18 29.70 39.12 16.82
5 42.20 16.18 16.60 19.56 19.94 23.96 29.06 37.74 16.82
無限 38.99 14.27 15.53 19.41 19.61 23.58 28.39 34.54 16.82
クロック周期の種類
整定時間合計値[τ ]
4bit
6bit
8bit
10bit
分解能
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第 6 章  結論 
本論文では、車載用や産業機器用として注目を集める逐次比較近似型 AD 変換器の高性
能化を狙い、時間冗長を取り入れる冗長設計について検討した。変換原理まで立ち返った
理論解析を行い、冗長設計による信頼性向上と変換時間短縮の効果は適切な比較電圧重み
p(k)に依存しており、適切な比較電圧重み p(k)の決定手法が必要なことを示した。従来の比
較電圧重み決定手法には様々な問題点があるため、整数を取り扱う必要のある AD 変換器
において整数論を利用した比較電圧重み p(k)の決定手法の提案を、主にフィボナッチ数列
(黄金比)と擬似白銀比で行った。 
 
一定比率(黄金比)を整数のみで実現可能であるという考えのもと、フィボナッチ数列を用
いた冗長設計で以下の結果を得た。 
 高信頼性変換の実現 
「k-step 目の補正可能範囲は(k－1)-step 目の補正可能範囲と重なることなく必ず
接する」という性質に従って、広い入力範囲を必ず補正することが可能である。 
 
 基数の基準の発見 
「k-step 目の補正可能範囲は(k－1)-step 目の補正可能範囲と重なることなく必ず
接する」という性質は、黄金比φが基数の大きさの境界であることを示す。 
 
 一定の整定時間 
整定時間は式(5-12)に従い、ステップ数 k の値にかかわらず一定を示す。 
 Tsettle(k) = 1.444τ  (5-12) 
このことはクロック周期の種類数削減に利用できる。 
 
 固定クロックにおける高速変換 
固定クロックを利用した場合の総整定時間は、非冗長に対する整定時間削減比率
が総当り手法と 1%以下の差しか持たないため、ほぼ最短の整定時間となる。 
 
 黄金比 DA 変換器による回路簡略化 
R-R 抵抗ラダー回路を利用することで、フィボナッチ数重みの電圧を出力できる
DA 変換器を設計することができる。このことは回路構成の簡略化に役立つ可能性
がある。 
以上から、固定クロックを利用する場合はフィボナッチ手法によって比較電圧重み p(k)を
決定すれば高速で高信頼性な変換を簡単な回路で実現することができると言える。 
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また、整定時間を極限まで短縮するという考えのもと、擬似白銀比を用いた冗長設計で
以下の結果を得た。 
 高信頼性変換の実現 
入力補正範囲に隙間が存在せず、すべての比較判定ステップで補正力が高い。 
 
 2 種のクロック周期で実現できる不完全整定 
整定時間には 0.6931τ、1.0986τ、1.3862τしか存在せず、1.3862τ=0.6931τ×2 で
あるために実質 2 種類のクロック周期で不完全整定を実現することができる。 
 
 2 種・3 種クロックにおける最速の変換 
2 種・3 種のクロック周期を利用した場合の総整定時間は、すべての手法で最短の
整定時間となる。 
 
 逐次比較ロジック回路のみの変更による実現 
エンコーダが全加算器のみで実現できることに加え、比較電圧重み p(k)の制御に
おいても非冗長手法(二進重み利用)と同様の動作をとるため、逐次比較ロジックの
みの変更によって効果を発揮することができる。 
以上から、2 種・3 種のクロック周期を利用する場合は擬似白銀比手法によって比較電圧重
み p(k)を決定すれば高速変換を簡単な回路で実現することができると言える。 
 
分解能の増大に伴い比較電圧重み p(k)の設計時間と設計難度が大幅に上昇する問題が存
在した。本研究によって発見された数々の性質やその結果は、その優位性を示すだけでな
く、従来手法の問題解決や理論解析に貢献したと言える。 
整数論の AD/DA 変換器への応用は世界でも研究はほとんどない。したがって本研究の試
みは未知の世界であり、本論文の結果のような結果や性質を発見できる可能性はまだまだ
十分にある。今後の課題の 1 つはそれらを探し、応用することであると言える。 
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付録 
付録として本論文で取り扱った冗長設計の詳細な理論解析を行う。 
I. なぜ DA 変換器出力が補正可能範囲に入ると判定を行うことができるのか。 
第 3 章において、不完全整定を行う際に補正可能範囲に DA 変換器の出力値が入れば、
DA 変換器出力整定を終了し比較を開始して良いと示した。これが不完全整定の原理で
あり、整定時間を減らすことができる考え方である。この原理について示す。 
補正可能範囲は式(3-4)から決定される誤差補正可能な入力範囲差 q(k)によって決定さ
れ、q(k)を含む式(3-5)が満たされれば後段での補正が可能となる。すなわち入力値と比
較されるべき比較電圧の差が q(k)よりも小さければ、その判定は後段でディジタル誤
差補正できることになる。そしてこのことはその判定の結果が High でも Low でもど
ちらでも良いことを示している。 
ここで図 A-1 に不完全整定に関する図を示す。図 A-1 は 2-step 目の判定に利用する比
較電圧生成の過程を示したものである。完全整定を行った場合は DA 変換器出力が
26LSB で、不完全整定を行った場合は DA 変換器出力が 25LSB で判定を行うことと
なる。コンパレータの判定結果は入力値と DA 変換器の出力値の比較によるため、完
全整定と不完全整定で出力結果が反転する場合の入力値は図 A-1 のように 25 LSB ~ 
26 LSB の間に存在することになる。図 A-1 から入力値は式(3-5)を満たし、後段で補正
可能なのでこの判定結果はHighでもLowでも良い。すなわち判定を開始しても良い。 
この例のように補正可能範囲に DA 変換器出力値が入ると、完全整定による出力値の
変化が関係なくなるため不完全整定を利用することができる。 
 
図 A-1 不完全整定の実現 
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II. 補正効果と高速整定はトレードオフの関係にあるのか。 
補正効果と高速整定がトレードオフの関係にあるかを調べるために、整定時間を長く
すれば補正効果が大きくなるのか(不完全整定を利用すると補正効果が小さくなるの
か)を検討する。図 A-2 は整定時間の大小によって判定結果が変わる入力値の AD 変換
における、2-step 目の判定の不完全整定の有無とそれによる判定結果の正誤の組み合
わせを示したものである。図 A-2 からすべてのパターンで後段での補正が可能である
ことがわかる。すなわち冗長設計を行う限り常に補正効果が発揮されており、その効
果は整定時間の大小に関係がないことがわかる。これは整定時間の大小で出力値が反
転する入力値では、そのステップの出力結果がどちらでも良くなるためである。以上
から補正効果と高速整定はトレードオフの関係にないため、不完全整定を利用する方
が有利であることがわかる。 
 
 
図 A-2 整定時間の大小による補正効果検証 
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