Abstract. Diabetes Mellitus is a metabolic disorder which is characterized by chronicle hypertensive glucose. Automatics detection of diabetes mellitus is still challenging. This study detected diabetes mellitus by using kernel k-Means algorithm. Kernel k-means is an algorithm which was developed from k-means algorithm. Kernel k-means used kernel learning that is able to handle non linear separable data; where it differs with a common k-means. The performance of kernel k-means in detecting diabetes mellitus is also compared with SOM algorithms. The experiment result shows that kernel k-means has good performance and a way much better than SOM.
Introduction
Diabetes Mellitus is a chronic metabolic disease which is caused by excessive insulin secretion in irregular glucose. Diabetes Mellitus will increase blood glucose in the body causing the occurrence of some risks such as heart disease, blindness, kidney failure and death [1] . According to International Diabetes Federation, as many as 382 million people live with diabetes in the worldwide. By 2035, this will increase to be twice as 592 million. Diabetes is one of the major health problems of all over the world. All forms of diabetes increase the risk of long-term complications. These typically will develop after many years (10) (11) (12) (13) (14) (15) (16) (17) (18) (19) (20) , but may be the first symptom in those who have not received a diagnosis before that time [8] . Diabetes mellitus is divided into 2 types, Diabetes mellitus type 1 which is usually occurs in children where the damage from the body produces insulin and the body cannot use insulin properly. Diabetes mellitus type 2 commonly occurs in adults where the body does not produce enough insulin or cells [2] .
Medical diagnosis is the process of classification. The classification process is performed on data containing 8 components. Components are composed of components that can indicate the presence of diabetes in a person. This data will be processed to classify whether the patient has diabetes or not. However, the limitation of medical personnel to manually detect large amounts of data is still a constraint. Recently, there are many methods and algorithms used to classify the diabetes disease in the literature. Anuja et al used supporting vector machine for diabetes disease classification, her study presented that the classification accuracy was 78% [3] . Durairaj et al applied back propagation algorithm and the classification accuracy was 91% [4] . Saxena et al used k nearest algorithm with K value of 3 which obtained a classification accuracy of 70% and with K value 5 obtained a classification accuracy of 75% [5] . Although the accuracy produced by some studies have exceeded 50% even closer to 100%, but the accuracy is still less satisfactory.Therefore it is necessary to develop or re-research with algorithms that can produce greater accuracy. Clustering is a means of data classification which points to homogeneous groups that arise in a number of fields such as pattern recognition, machine learning, data mining and image processing. One of the most popular clustering algorithms is k-means, where homogeneous groups are identified by minimizing the clustering error defined as the sum of the squared Euclidean distances between each data point and the corresponding cluster center [9] . However, k-means has an obvious limitation that it is sensitive to the initial seeds selecting. Random initial centers always lead k-means to trapped in the local optimum easily [11] .The k-means clustering algorithm can be enhanced by a kernel function; by using an appropriate nonlinear mapping from the original (input) space to a higher dimensional feature space, one can extract clusters that are non-linearly separable in input space [7] . Kernel k-means is an extension of the standard k-means algorithm that maps data points from input space to a higher dimensional feature space through a nonlinear transformation and minimizes the clustering error in feature space [9] .Kernel k-means have been used to identify clusters that are non-linearly separable in the input space [7] .
This study used from of data that have been taken to diagnose patients with and without diabetes. The use of k-means algorithm can actually classify the data, but unfortunately the k-means algorithm has very small distance difference and has no effect, so with the use of Kernel k-means algorithm set of data will be transformed to a higher dimension. As a result, data that has a very small distance is considered to be affected. This will certainly alter the degree of accuracy of the classification process. In addition, in this study the researcher compared the level of classification accuracy with Kernel kmeans with SOM (Self Organizing Map) algorithm. SOM (Self Organizing Map) is a commonly tool used for classification to diagnose a particular disease of patients.
This paper is organized as follows: Section II consists of research method, and describes some basic concepts of Kernel k-means, and also SOM. Section III describes the data-set used. Section V describes design system of this experiment. The experimental results are given in section VI, and section VII which presents the conclusion of the study.
Kernel k-Means
Kernel k-Means [9] is the development of the k-Means Algorithm that uses the methods of kernel for high-dimensional of mapping data in the new space so that it can be separated linearly. This is done to improve the accuracy of cluster results. In Kernel k-means, the data are expected to be well separated because the overlapped data or outlier data can be linear in the new dimension space. The grouping distance also used in the Euclidean distance. This method is better than the k-means cluster when there is an outlier (nonlinear) data. By using the Kernel cluster method, the distance statement is noticed in the Kernel function. The kernel function that used in this study is Gaussian kernel.
Suppose that = ∅( ) is the transformation of , so the Euclidean distance formula can be seen on Eq. 1.
Kernel K-Means Algorithms:
Step 1 
SOM (Self Organizing Map)
Self Organizing Map (SOM) is a grouping method in the form of two-dimensional topography like a map to facilitate observation of the grouping results distribution. SOM requires the determination of learning rate, the function of learning, the number of iterations desired in the process of grouping. To provide the results of the Self Organizing Map method grouping, it doesn't need require objective functions such as K-means and Fuzzy C-means for optimal conditions in iteration, in addition, SOM will not stop its iteration as long as the number of iterations determined has not been reached. The SOM algorithm is based on a competitive algorithm which is found on the vector quantification principle: at each cycle of life in the network, the unit from Kohonen's layer codebook is most similar to the input win. This unit is called Winner Unit (WU). After that, the WU codebook is modified to get it even closer to the input. The codebooks belonging to the units that are physically near the WU (which are part of the neighborhood) are also put closer to the input of a given data. The algorithm calculates a first stage during the parameters of neighborhood and corrections of weights are set and the codebook initialization is carried out; this stage is followed by the cyclic stage of codebook adjustment. In this stage, the codebooks are modified for the network to classify the input records [6, 8] .
Initially the weights and learning rate are initialized. The input data to be clustered are presented to the network. Once the input vectors are given, based on the initial weights, the winner unit is calculated either by Euclidean distance method or sum of products method. Based on the winner unit selection, the weights are updated for particular winner unit using competitive learning rule. The SOM training process can be summarized in following steps [6, 7, and 8]:
Step 0: initialization weights (Wij), Determine the distance parameter (R), Determine the learning rate (α).
Step 1: if the stop condition is wrong, take steps 2-8.
Step 2: for all input vector x do step 3-5.
Step 3: for every j,
Step 4: get j so D (j) is minimal
Step 5: for all j that is within range and for all i, = + ( − ) Step 6: update the learning rate 
Experimental Setup
In this experiment, the data-sets are collected from machine learning databases [10] . The data-sets used for the experiments were 768 data consist of 8 attributes. The attributes include the number of pregnancy, plasma glucose concentration a 2 hours in an oral glucose tolerance test, diastolic blood pressure (mm Hg), triceps skin fold thickness (mm), 2-hour serum insulin (mu U/ml), body mass index ( kg/m 2 ), diabetes pedigree function, age (years).
The data-set originally donated by Vincent Sigillito from the Applied Physics Laboratory at the Johns Hopkins University, one of the most well-known data-sets for testing classification algorithms [10] . This data-set consists of records describing 768 female patients of Pima Indian heritage which are at least 21 years old living near Phoenix, Arizona, USA. From the 768 patients in the PID data-set, classification algorithms used a training set with 576 patients and a testing dataset with 192 patients.
The study is separated in several stages. The first stage is input data from database. Then input data is implemented using kernel k-means and SOM algorithm. Input data should be divided into training and testing data. The ratio of training and testing data is 1:1.The results of classification were compared, in order to get the conclusion of a more efficient method. The detail of the research process can be seen on Figure 1 .
Figure 1. System design

Results and Discussion
In Kernel k-means from diabetes data-set that the researcher used, it was chosen two centroid randomly as the first centroid. It become the differences class of the people that infected by diabetes and the class of the people thatare not infected by diabetes. In this program, we choose Gaussian kernel. After running the program with optimal iteration, that is the fifty-th iteration, result of iteration will be achieved. From the result, it can be seen that the sum of right data and the sum of wrong data.
Based on experiments, every experiment has difference accuration, because of the choosing centroid process from the set of data; randomly chosen. Actually, the number of optimal iteration get the right accuration.
In SOM algorithm the diabetes data-set divided into 2 parts, 384 for training data and 384 for testing data. The experiment with SOM algorithm was done 10 times with different learning rate. Based on the experiments, changes in learning rate affect the number of iterations or epoch occurred and the test time. When the learning rates are smaller, the epoch occurs less and the time required for testing is also faster, the learning rates are greater, the epoch occurs more and the time required for testing is also longer. The change of learning rate does not affect the accuracy of the test. The Figure 2 .a shows that the accuracy of Kernel k-means is 33.9 point better than the accuracy of SOM. CPU time of Kernel k-means is longer than SOM, but the differentiation between them is very small, not more than 6 seconds.
Conclusion
In this study, classification is performed to diagnose patients from data that has been obtained. From the experiment the researcher tried to diagnosis the diabetes with Kernel k-means algorithm. Kernel kmeans is better than the K-means cluster when there is a nonlinear data. By using the Kernel cluster method, the distance statement is noticed in the Kernel function. The researcher compared the results of the classification using the Kernel k-means algorithm with the SOM algorithm. The result SOM algorithm proved to have a faster running time classification than those of Kernel k-means algorithm. Running Time of SOM Algorithm is 1 second, while the running time of Kernel k-Means algorithmis 1.58674 second, slower than running time of SOM algorithm. The accuracy of Kernel k-means clustering is better than the accuracy of SOM. The accuracy of SOM algorithm is as much as 61, 98% and Kernel k-Means algorithm is as much as 95.96%. Although the k-means kernel algorithm has a slower in classification, the result is higher. Based on the level of accuracy, method Kernel k-means algorithm has better performance than SOM Algorithm.
