We present a framework for performing regression between two Hilbert spaces. We accomplish this via Kirszbraun's extension theorem -apparently the first application of this technique to supervised learning -and analyze its statistical and computational aspects. We begin by formulating the correspondence problem in terms of quadratically constrained quadratic program (QCQP) regression. Then we describe a procedure for smoothing the training data, which amounts to regularizing hypothesis complexity via its Lipschitz constant. The Lipschitz constant is tuned via a Structural Risk Minimization (SRM) procedure, based on the covering-number risk bounds we derive. We apply our technique to learn a transformation between two robotic manipulators with different embodiments, and report promising results.
Introduction
Regression. The classical problem of estimating a continuous-valued function from noisy observations, known as regression, is of central importance in statistical theory with a broad range of applications. See, for example, Györfi et al. (2006) ; Nadaraya (1989) . When no structural assumptions concerning the target function are made, the regression problem is termed nonparametric. Informally, the main objective in the study of nonparametric regression is to understand the relationship between the regularity conditions that a function class might satisfy (e.g., Lipschitz or Hölder continuity, or sparsity in some representation). Most existing algorithms for regression either focus on the scalar-valued case or else reduce multiple outputs to several scalar problems. Ours appears to be the first principled approach that is explicitly sensitive to the interaction among the output components.
Motivation. Robotics is one discipline, in which multivariate regression has many applications, such as learning nonlinear high-dimensional dynamics or static mappings. As a test bed for our algorithm we consider a problem, in which corresponding postures between two robots with different degrees of freedom (DOFs) have to be identified. For example, consider the transfer of a static pose from a 5-link to a 7-link planar robot manipulator. We assume that each configuration space is equipped with a Euclidean metric. As a robot configuration can be represented as a vector, we formulate the problem as a regression problem between two Hilbert spaces.
Our contribution. Our contributions are three-fold: conceptual, algorithmic, and statistical. Conceptually, we introduce a technique of Kirszbraun extension (a Lipschitz extension between Hilbert spaces) to supervised learning and apply it to learn a mapping between two robot manipulators with different DOFs. This technique provides a generic way of handling vector-valued regression where multiple outputs are strongly coupled.
Algorithmically, we provide efficient solutions to two optimization problems: offline learning and prediction. The offline phase involves "smoothing" the labels in the training sample so as to achieve a target Lipschitz constant. This problem is formulated as a quadratically constrained quadratic program (QCQP), which in general can be NP-hard.
For our formulation, we obtain a multiplicative (1 + ε) -approximation in runtimẽ O(bm 3/2 /ε 2 + an), where the parameter n is the sample size, a and b are the input and output dimensions, respectively, m = O(min{n 2 , n/ε b }) is the number of Lipschitz constraints, and theÕ(·) notation hides lower-order logarithmic factors. After selecting a target Lipschitz constant (via Structural Risk Minimization or cross-validation) and smoothing the labels accordingly, we predict the value at a test point via the Kirszbraun extension. The runtime of this procedure isÕ(bn √ m/ε 2 + an). The precise results are given in Section 3; both algorithms are based on a Multiplicative Weight Update (MWU) scheme. The Lipschitz extension and smoothing algorithms are very efficient in practice (unlike general-purpose QCQP solvers, whose cost is prohibitive on large instances) and thus, may be of interest in its own right. The linear dependenec on dimension makes our approach particularly attractive for high-dimensional settings.
On the statistical front, we derive Rademacher-based generalization bounds for the Kirszbraun extension learner in terms of the covering numbers (see Section 4).
Finally, we apply our framework to learn a mapping between two configuration spaces, by assuming that each of the configuration spaces are equipped with the Euclidean metric. For comparison, we compare it with the classical Nadaraya-Watson estimator (Tsybakov, 2008, Chapter 1.5) Related work. Previous approaches to vector-valued regression included ε-insensitive SVM with p-norm regularization (Brudnak, 2006) , least-squares and MLE-based methods (Jain and Tewari, 2015) , and (for linear models) the Danzig selector (Chen and Banerjee, 2018) . According to a recent survey (Borchani et al., 2015) , existing methods essentially "transform the multi-output problem into independent single-output problems" ,i.e., solves multiple tasks at the same time. Approaches to multitask learning problems (Caruana, 1997) exploits relations between different tasks. In econometrics, this decoupling of the outputs is made explicit in the Seemingly Unrelated Regressions (SUR) model (Davidson et al., 1993; Greene, 2003 Greene, , 2012 . These approaches however, do not seem to encapsulate the need of a single vector output with possibly strong relations between its dimensions (or coordinates). In our approach, we devise a principled approach for leveraging the dependencies via Kirszbraun extension. The latter has previously been applied by Mahabadi et al. (2018) to dimensionality reduction (unsupervised learning), but to our knowledge has not been used in the supervised learning setting. Recent works (Steinke and Hein, 2009; Rudi et al., 2018) has focused on regression between Riemannian manifolds, by generalizing known machine learning approaches using the geodesic metric. This approach can be seen as a generalization of multi-output regression, as every Euclidean space is a manifold. Two distinctions could be made. First, a manifold value output usually imposes a the regression with some structure . Second, properties valid in a Hilbert space, as the Kirszbraun theorem, do not hold in manifolds A more detailed comparison of regression in Hilbert spaces and Riemannian manifolds is an interesting research topic, which we defer to future work.
Our ERM problem may be formulated as a QCQP (Section 3.2). The general QCQP optimization problem seeks to minimize x P 0 x + a x s.t. x P i x ≤ b i }, where a and x are vectors, P 0 , P i∈ [m] are matrices, and the b i are scalars. The general problem is NPhard, but when all of the P i are semi-definite, the problem is convex and can be solved in polynomial time (Boyd and Vandenberghe, 2004) . Perhaps the most dominant method in convex programming is the interior-point method (Nesterov and Nemirovskii, 1994, Chapter 6 ) with complexity of O( √ m[m + n]n 2 ) in a problem with n variables and m constrains. Our proposed approximate solution for the QCQP uses the Multiplicative Weight framework described in Arora et al. (2012) .
Formal setup
A metric space (X, d X ) is a set X equipped with a symmetric function d X : X 2 → [0, ∞) satisfying d X (x, x ) = 0 ⇐⇒ x = x and the triangle inequality. Given two metric spaces (X,
its Lipschitz constant f Lip is the smallest L for which the latter inequality holds. For any metric space (X, d X ) and A ⊆ X, the following classic Lipschitz extension result, essentially due to McShane (1934) ; Whitney (1934) ,
Kirszbraun theorem. Kirszbraun (1934) proved that for two Hilbert spaces (X,
This result is in general false for Banach spaces whose norm is not induced by an inner product (Naor, 2015) .
Learning problem. We assume a familiarity with the abstract agnostic learning framework and refer the reader to Mohri et al. (2012) for background. Our approach to identifying (static) corresponding postures between dissimilar robots is to learn a mapping between two Hilbert spaces, (X, d X ) and (Y, d Y ). Thus, we assume a fixed unknown distribution P on X × Y and a labeled sample (
here is our designation of the metric of Y as the loss function. Analogously, the empirical risk of f on a labeled sample is given byR
In this paper, we always take X = R a and Y = R b , each equipped with the standard Euclidean metric. Uniform deviation bounds on |R(f ) −R n (f )|, over all f with f Lip ≤ L are given in Section 4.
Learning algorithm
Overview. We follow the basic strategy proposed by Gottlieb et al. (2017) for realvalued regression. We are given a labeled sample (x i , y i ) i∈ [n] , where x i ∈ X := R a and y i ∈ Y := R b . For each candidate Lipschitz constant L > 0, we compute the (approximate) Empirical Risk Minimizer (ERM)f := argmin f ∈F LR n (f ) over
, as derived in in Section 4. Following the standard Structural Risk Minimization (SRM) paradigm, we chooseL to minimize the generalization bound.
Predicting the value at a test point x * ∈ X amounts to Lipschitz-extendingf from
Equivalently, the ERM stage may be viewed as a smoothing procedure, whereỹ i :=f (x i ) and (x i ,ỹ i ) i∈[n] is the smoothed sample -which is then (approximately) Lipschitz-extended to x * . We proceed to describe each stage in detail.
Approximate Lipschitz extension
Problem statement. Given a finite sequence (
Our first result is an efficient algorithm for achieving this:
Theorem 3.1. The approximate Lipschitz extension algorithm OnePointExtension has runtime O(na + nb log n/ε 2 ).
The query runtime can be significantly improved if the dimension of X is moderate:
There is a data structure for the Lipschitz extension problem of memory size O(2 O(a) n) that can be constructed in time O(2 O(a) n log n). Given a query point x * and a parameter ε ∈ (0, 1/2), one can compute y * such that y * − y
Analysis. We analyze algorithm OnePointExtension 1 and prove Theorems 3.1 and 3.2 via the multiplicative update framework of Arora et al. (2012) . In particular, we will invoke their Theorem 3.4, which, for completeness, is reproduced in Section A as Theorem A.1.
To simplify the notation, we assume (without loss of generality) that M := f Lip = 1.
. . , n}. Then the Lipschitz extension problem is equivalent to the following: find y ∈ P such that h i (y) ≥ 0 for all i ∈ [n]. Note that functions h i are concave and thus the problem is in the form of (3.8) from Arora et al. (2012) . We now bound the "width" of the problem, proving that h i (y) ∈ [−2, 1] for every y ∈ P (in the notation from Arora et al. (2012) , we show that ≤ 1 and ρ ≤ 2).
Observe that for every y ∈ P and every i,
Here, we used that y − y
is the point closest to x * among all points x 1 , . . . , x n ). We conclude that h i (y) ∈ [−2, 1]. To apply Theorem A.1, we design an oracle for the following problem:
Problem 3.3. Given non-negative weights w i , which add up to 1, find y ∈ P such that
Note that Problem 3.3 has a solution, since y * , the Lipschitz extension of f to x * (whose existence is guaranteed by the Kirzsbraun theorem), satisfies (1). Define auxiliary weights p i and q i as follows:
The oracle finds and outputs z ∈ P that minimizes V
This z is computed on lines 6-8 of the algorithm. We verify that z satisfies condition (1). Rewrite condition (1) in terms of weights q i : Q n i=1 q i y − y i ≤ 1. Using that
The first inequality is due to Cauchy-Schwarz, and the second holds since V (z) ≤ V (y * ). 
Algorithm 1 OnePointExtension
Require: labeled sample (x i , y i ) ⊂ (X ×Y ) n , ε ∈ (0, 1/2) query point x * ∈ X, and upper bound L ≥ f Lip return label y * 1: let x • be the nearest neighbor of x * among x 1 , . . . , x n ;
n as follows: w (1) i = 1/n for every i 3: let d i = x i − x * /L for every i 4: let T = 16 ln n ε 2 (the number of iterations) 5: for t = 1 to T do 6:
update the weights: w
i for every i 10:
normalize the weights:
Proof of Theorem 3.2 (sketch). Our key observation is that we can run the algorithm from Theorem 3.1 on a subset X of X, which is sufficiently dense in X. Specifically, let x • be a (1 + ε)-approximate nearest neighbour for x * in X. Assume that a subset X ⊂ X contains x • and satisfies the following property: for every
First, we will prove that by running the algorithm on set X we get y * such that y i − y * ≤ (1 + O(ε))L x i − x * for all i. Then we describe a data structure that we use to find X for a given query point x * in time (1/ε) O(a) log n.
(1) Algorithm from Theorem 3.1 finds y * such that y i − y
We use a data structure D for approximate nearest neighbor search in X . We employ one of the constructions for low-dimensional Euclidean spaces, by either of Arya et al. (1994) or Har-Peled and Mendel (2006) . Using D, we can find a (1 + ε/3)-approximate nearest neighbor of a point in R a in time (1/ε) O(a) log n. Recall that we can construct D in O(2 O(a) n log n) time, and it requires O(2 O(a) n log n) space. Suppose that we get a query point x * . We first find an approximate nearest neighbor x • for x * . Let r = x • −x * . Take an εr/3 net N in the ball Ball(x * , r/ε). For every point p ∈ N , we find an approximate nearest neighbor x(p) in X (using D).
as required. The size of X is at most the size of N , which is (1/ε) O(a) .
Algorithm 2 MultiPointExtension
Require: vectors x 1 , . . . , x n , x n+1 , . . . , x n+n ∈ R a and y 1 , . . . , y n ∈ R b , graph G = ([n], E), and M return Y = (y n+1 , . . . , y n+n )
(the number of iterations) 5: for for t = 1 to T do 6:
define n × n times matrix K as: 8: K ij = λ i+n,j+n if (i + n, j + n) ∈ E and 0 otherwise. normalize the weights: W = (i,j)∈E w ij 12:
Multi-point Lipschitz extension. Finally, we describe an algorithm for the Multipoint Lipschitz Extension. The problem is a generalization of the problem we studied in Section 3.1. We are given a set of points X = {x 1 , . . . , x n } ⊂ R a and their images Y = {y 1 , . . . , y n } ⊂ R b under L-Lipschitz map f . Additionally, we are given a set Z = {x n+1 , . . . , x n+n } ⊂ R a and a set of edges E on {1, . . . , n + n }. We need to extend f to Z -that is, find y n+1 , . . . , y n+n -such that y i − y j ≤ (1 + ε)L x i − x j for (i, j) ∈ E. We note that E may contain edges that impose Lipschitz constraints (i) between points in X and Z and (ii) between pairs of points in Z. Without loss of generality, we assume that there are no edges (i, j) ∈ E with 1 ≤ i, j ≤ n. where m = |E|.
The algorithm and its analysis are almost identical to those for the Lipschitz Smoothing problem. (see Theorem 3.5).
ERM and Lipschitz Smoothing
Problem statement. We reformulate the ERM problemf = argmin f ∈F LR n (f ) as follows. Given two sets of vectors, (x i , y i ) i∈ [n] , where x i ∈ X := R a and y i ∈ Y := R b , we wish to compute a "smoothed" versionỹ i of the y i 's so as to minimize the distortion
Here, Y = (y 1 , . . . , y n ) and Y = (ỹ 1 , . . . ,ỹ n ) (the columns of matrices Y and Y are vectors y 1 , . . . , y n andỹ 1 , . . . ,ỹ n , respectively). Notice that when we use the L 2 norm, this problem is a quadratically constrained quadratic program (QCQP). (notice that for this section only use M = f Lip ) We consider a more general variant of this problem where we are given a set of edges E on {1, . . . , n}, and the goal is to ensure that the Lipschitz constraints ỹ i −ỹ j ≤ M x i − x j hold (only) for (i, j) ∈ E. The original problem corresponds to the case when E is the complete graph, (E ij = M ||x i − x j ||). Importantly, if the doubling dimension ddim X is low, we can solve the original problem by letting ([n], E) be a (1 + ε)-stretch spanner; then m = n(1/ε) O(ddim) (this approach was previously used by Gottlieb et al. (2017) ; see also Har-Peled and Mendel (2006, ,Section 8.2) , who used a similar approach to compute the doubling constant). Our algorithm for Lipschitz Smoothing iteratively solves Laplace's problem in the graph G. We proceed to define this problem and present a closed-form formula for the solution.
Laplace's problem. We are given vectors {y i }, graph G, and additionally vertex weights λ i ≥ 0 (for i ∈ [n]) and edge weights µ ij ≥ 0 (for (i, j) ∈ E), findỹ i so as to
Let L be the Laplacian of G = ([n], E) with edge weights µ ij ; that is L ii = j:j =i µ ij and L ij = −µ ij for i = j. Let Λ = diag(λ 1 , . . . , λ n ). Then
This equation can be solved separately for each of b rows of Y using an nearly-linear equation solver for diagonally dominant matrices by Koutis et al. (2012) in total time O(bm log n log(1/ε)) (see also the paper by Spielman and Teng (2004) , which presented the first nearly-linear time solve for diagonally dominant matrices).
We solve the Lipschitz Smoothing problem via the multiplicative weight update algorithm LipschitzSmooth, presented below. It was inspired by the algorithm for finding maximum flow using electrical networks by Christiano et al. (2011) .
Analysis. Let Y * be the optimal solution to the Lipshitz Smoothing problem and and Φ 0 be a (1 + ε) approximation to the optimal value; that is,
(we assume that Φ 0 is given to the algorithm; note that Φ 0 can be found by binary search).
As in Section 3.1, we use the multiplicative-weight update (MWU) method. Let
Note that functions h Φ and h ij are concave.
In the Appendix, we describe the approximation oracle we invoke in the MWU method. 
Generalization bounds
Let X ⊂ R k and Y ⊂ R be the unit balls of their respective Hilbert spaces (each endowed with the 2 norm || · || and corresponding inner product) and H L ⊂ Y X be the set of all L-Lipschitz mappings from X to Y. In particular, every h ∈ H L satisfies
x, x ∈ X .
Let F L ⊂ R X ×Y be the loss class associated with H L :
Our goal is to bound the Rademacher complexity of F L . We do this via a covering numbers approach.
The empirical Rademacher complexity of a collection of functions F mapping some set Z 1 , . . . , Z n ⊂ Z n to R is defined by:
Recall the relevance of Rademacher complexities to uniform deviation estimates for the risk functional R(·) (Mohri et al., 2012, Theorem 3.1) : for every δ > 0, with probability at least 1 − δ, for each h ∈ H L :
Define Z = X × Y and endow it with the norm (x, y) Z = x + y ; note that (Z, · Z ) is a Banach but not a Hilbert space. First, we observe that the functions in F L are Lipschitz under · Z . Indeed, choose any f = f h ∈ F L and x, x ∈ X , y, y ∈ Y. Then
Since we restricted the domain and range of H L , respectively, to the unit balls B X and B Y , the domain of F L becomes B Z := B X × B Y and its range is [0, 2]. Let us recall some basic facts about the 2 covering of the k-dimensional unit ball
an analogous bound holds for N (t, B Y , · ). Now if C X is a collection of balls, each of diameter at most t, that covers B X and C Y is a similar collection covering B Y , then clearly the collection of sets
Moreover, each E ∈ C Z is a ball of diameter at most 2t in (Z, · Z ). It follows that
Finally, we endow F L with the ∞ norm, and use a Kolmogorov-Tihomirov type covering estimate (see, e.g., Gottlieb et al. (2016, Lemma 5 .2)): log N (t, F L , · ∞ ) ≤ (96(L + 1)/t) 2k log(8/t).
We can now use Gottlieb et al. (2016, Theorem 4 .3)): .
(4)
Experiment
We apply our algorithm to a simple toy experiment taken from robotics and compare it with a classical framework of Nadaraya-Watson (NW) regression (Tsybakov, 2008, Chater 1.5) . The code as well the data set are provided for further use as supplementary material.
Static pose imitation between dissimilar embodiments. For validating our approach we designed a a static pose imitation task between two simulated planar robotic manipulators of the same total link length with different degrees of freedom (DOFs). The transformation is from one planar robot manipulator with k DOFs (which we refer as the expert arm) to d DOFs (the learner arm) (in our simulated experiment we set k = 5; d = 3). As ground truth function we described an optimizer in the following way: 1. The total length of the 3-link arm is the same as the 5-link arm. 2. The end effector of the learner agent should coincide with the expert's end effector. 3. the total Euclideandistance between all learner links and the Experts links should be minimal. see figure1. we used 10,000 random configurations as our training set and additional 100 configurations for testing. The data was created by using Matlab's code. A precise description of the data generation process can be found in the code, which is available in the supplementary material together with the training data Resutls. We implemented the MWU-Kirszbraun algorithm in python. We considered the squared Euclidean distance as the loss function. The results are shown in Table 1 and visualized in Figure 2 . The MWU algorithm achieved better empirical loss (average of 0.0009) compared to the Nadaraya-Watson kernel regressions (average loss of 0.12). As shown in Table 1 , larger training sets lead to an increased reduction of average loss for the MWU model 
