We examine Peter Hall's early research, undergraduate teaching and PhD supervision, using the theme of extreme order statistics to highlight interesting aspects of all three activities. Focusing on this period allows us to see Peter when, like all academics in the early part of their careers, he was becoming an academic and still establishing himself. That he succeeded so greatly and rapidly began to make the many remarkable contributions that adorn his distinguished career, makes this early, formative stage particularly interesting to explore.
Introduction
Peter Hall's many and wide-ranging contributions to statistics have been celebrated in a number of events (conference sessions, workshops and conferences) and in a special October 2016 issue of the Annals of Statistics. In addition, a Memoir of Peter's life and work by John Robinson and the author is in preparation. Nonetheless, some aspects of Peter's life and work, particularly in the very important early part of his career, have not been discussed in much detail. The purpose of this paper is to examine Peter's early research, undergraduate teaching and PhD supervision, using the theme of extreme order statistics (hereafter just called extremes) to highlight interesting aspects of all three activities.
Peter's research on extremes uniquely straddles three important periods in his research career: his earliest research in probability; the period in which he redirected his research from probability to statistical theory; and his later work on statistical theory. This enables us to illustrate how what he did and the way he did it changed through these different periods. The research on extremes is interesting both because it contains interesting ideas of value in themselves as well as links to other areas of research interest to Peter. One key idea that forms a theme for Peter's research on extremes is that of using simple models to construct estimators and then deriving the properties of these estimators under different approximate models. Particularly later in his career, Peter incorporated methods and problems from other areas of his research (such as the iterated bootstrap for interval calibration or measurement error) into his research on extremes so this work provides some insights and a nice gateway into these other areas of his research. Since Peter did not publish as many papers on extremes as he did in some other fields of interest such as nonparametric function estimation or the bootstrap, his papers on extremes form a relatively manageable body of work (particularly by Peter's standards) for interested researchers to work with. These features make Peter's research on extremes uniquely useful for discussing the evolution of Peter's research, the development of his ideas, and changes in the style of writing papers.
Peter's exceptional research productivity can make it easy to overlook other important activities in his early academic career. Peter's first academic appointments were Peter's appointment changed to a joint appointment between the two ANU departments in 1986, but Peter carried a full teaching load at ANU until then. That is, during the period that he redirected his research from probability to statistics and increased his productivity, Peter carried a full teaching load. In addition, he began to supervise PhD students. I audited one of Peter's advanced undergraduate courses (Order Statistics and Related Topics in 1982) and worked under his supervision on estimating parameters of regular variation during my PhD (1982 PhD ( -1984 . My direct experience of both of these important activities was therefore related to extremes. Discussing Peter's early teaching and supervision gives additional insight into Peter and an important stage of his career.
One of the conditions of Peter's appointment to ANU in 1978, was that he direct some of his research effort towards statistics. Peter took this seriously and started to work on statistical problems, beginning with nonparametric density estimation (Hall, 1980a) . His statistical research on extremes started soon after, with Hall (1982a) treating estimation of the exponent of regular variation and Hall (1982b) treating estimation of the endpoint of a distribution. Peter had completed an undergraduate statistics degree at the University of Sydney, read widely and was extremely smart.
He sensibly worked on problems in statistical theory that made use of his strength, knowledge and ability in probability. Nonetheless, it is remarkable that he redirected his research so successfully and so quickly. Peter's first promotion to Senior Lecturer came in 1983, by which time he had published over 54 papers in refereed journals and 2 books. This was followed by promotions to Reader in 1986, and then Special Professor in 1988.
We discuss Peter's early probability research on extremes in Section 2 and his teaching in Section 3. We examine his statistical work on estimating the exponent of regular variation and the endpoint of a distribution in Sections 4 and 5 respectively; we discuss in particular the two papers Hall (1982a, b) and then the research that these papers led to. We describe Peter's early PhD supervision in Section 6 and conclude with a brief discussion in Section 7.
Early research on extremes
A summary of Peter's papers published in refereed journals between 1977 and 1982 is given in Table 1 . The first column shows the number of papers, the second shows the number of these that are clearly in statistics as opposed to probability and the third shows the number that had additional authors. It is clear that Peter's research in this period was mainly in probability, his papers were mostly single authored and he went very quickly from highly productive to exceptionally productive while at the same redirecting his research to statistics.
Peter's early research on extremes was focused on establishing limit theorems and rates of convergence for extremes and functions of near extremes from samples of independent random variables. This fitted very well within Peter's concurrent research on martingales and rates of convergence in the central limit theorem. Indeed, this is a good reason for looking at the content and style of these papers.
Peter's first two papers on extremes established limit theorems and representations.
In Hall (1978a) , Peter considered independent and identically distributed random 
and then k → ∞. Suitably normalised, he showed that S (k) n converges in distribution to a random variable T (k) and found the characteristic function of the limiting random variable. He used this result to show that (k) S n converges in distribution to (k) T as n → ∞ and then that, as k → ∞, for a suitable nonstochastic sequence {c k }, (k) T − c k has a limiting stable law.
In his next paper (Hall, 1978b) , Peter considered independent and identically distributed random variables X 1 , . . . , X n with order statistics X n1 ≤ X n2 ≤ ... ≤ X nn .
Suitably normalised, the variables X nn , X n,n−1 , . . . have a nontrivial limiting distribution ξ 1 , ξ 2 , . . .. Peter established a Rényi-like representation (Rényi, 1953) for {ξ n , n ≥ 1} and used it to obtain limit theorems for ξ n as n → ∞: Let Z 1 , Z 2 , . . . be independent standard exponential random variables, let γ be Euler's constant and let
Then Peter showed that the distribution of {ξ n , n ≥ 1} is the same as that of { ξ n , n ≥ 1}, where
is in the domain of attraction of the Type 1 distribution
is in the domain of attraction of the Type 2 distribution ζ n if X 1 is in the domain of attraction of the Type 3 distribution and α is the parameter in the limiting distribution.
The motivation given in Hall (1978b) was that "the process {ξ n } deserves study in its own right". Later in the paper, Peter noted that the representation can be used simply to show that various random variables are independent. In fact, he used the results from Hall (1978a, b) in statistical work on extremes in Hall & Wang (2005) .
Thus, whatever the motivation given or omitted from the paper, the results were important. It also shows how Peter's early research in probability helped prepare him for and influenced him in his later research in statistics.
These first two papers were followed by several papers on rates of convergence for extremes.
Hall (1979a) considered the rth largest order statistic X nr from a set of independent and identically distributed random variables. Let {c n } be a sequence of constants such that for the smallest order statistic X n1 /c n → 1 in probability or almost surely, then X nr /c n → 1 in probability or almost surely for each r ≥ 1. Peter obtained necessary and sufficient conditions for r(n) → ∞ sufficiently slowly such that X nr(n) /c n → 1 in probability or almost surely and then investigated the rate of convergence by establishing a central limit theorem and a law of the iterated logarithm.
For the largest order statistic X nn from a sample of n independent and identically distributed standard normal random variables, Hall (1979b) showed that, with the optimal choice of normalising constants, the supremum metric and the Lévy distance between the normalized X nn and its limiting extreme value distribution decrease like 1/ log(n).
Following on from Hall (1979b) , Hall (1980b) considered the problem of estimating the distribution function Pr(X nn ≤ x) of the largest order statistic X nn from a sample of n independent and identically distributed standard normal random variables. The research was motivated by the result in Hall (1979b) showing that the rate of convergence of X nn to the extreme value distribution is very slow. In this problem Peter first showed that taking powers of X nn improves the rate of convergence to 1/{log(n)} 2 , but no more. This means that using the limiting distribution to approximate the actual distribution is not accurate enough so Peter derived a new approximation with relative error tending to zero as x and n tend to infinity.
Hall (1984) considered the sample mean of n independent and identically distributed observations from a symmetric (about zero) distribution after trimming the k largest (in absolute value) observations. If k/n → 0 as n → ∞, the trimmed mean has the same asymptotic distribution as the mean. Peter showed that the rate of convergence can be made arbitrarily close to O(n −1 ) by an appropriate choice of k. He showed further that scaling by (n − k) 1/2 /σ, where σ 2 is the variance of the underlying distribution, (as one ordinarily would) does not improve the rate of convergence; the scale factor needs to be a function of the last removed extreme value but is not usually available in practice.
Thus Peter reached the negative conclusion that there is no practical way of improving the rate of convergence by trimming. Peter adopted a non-standard description of robustness (in terms of the trimmed estimator having a faster rate of convergence than the untrimmed estimator) so he expressed his conclusion in terms of robustness not being achievable by trimming.
In a paper motivated by research by Daryl Daley into a storage model, Daley and Hall (1984) derived limit laws for maxima of weighted {w n (γ)X n } and translated {X n = v n (δ)} sequences of independent and identically distributed random variables.
Daley and Hall showed that for w n (γ) = γ n and v n (δ) = nδ, the limit law is one of Gnedenko's standard limit laws for extremes but that, in other cases, different limit laws can be obtained.
Peter's early papers (including those described above) reflect the style of the time. 
Teaching
In the early part of his career, while increasing his research productivity, Peter was also fully involved in undergraduate and graduate teaching. Peter did not document his teaching in his curriculum vitae and it is now quite difficult to work out exactly which courses he taught and when. Peter's papers in the ANU Archives include lecture notes and other course material which give some information. However, the information is When Peter started teaching at ANU, the standard undergraduate courses were labelled A0x, B0x and C0x with the letters denoting first, second and third year courses.
In 1982 A01 and A02 split into an Economic Statistics stream and Statistical Techniques I and II; these were effectively new service courses designed to allow a different focus for economics and science students and to accommodate introducing the use of the computer to beginning students. There was an honours stream within the second and third year courses (involving extra material and extra questions in the assessment).
There were honours (4th year undergraduate) and masters courses too; these specialist and advanced courses usually had a specific title and are comparable to graduate courses. Most of the main courses were delivered by a single lecturer, typically for several consecutive years; the specialised and advanced courses were more often taught only once and may have had portions taught by several different people.
The archived teaching materials from Peter's early years at ANU suggest that he taught A02, B01 and C04. Around 1982, he moved from teaching A02 to teaching Statistical Techniques 1 and from teaching B01 to teaching Probability Theory. Statistics A02 was the second semester of the first year introductory statistics course, B01 was the introductory mathematical statistics course (many students started their study of statistics with this course) and C04 was a first course on stochastic processes. Statistical Techniques 1, the first year introductory statistics course included some basic probability, distributions and elementary statistics. Although he was initially a probabilist and his research was clearly in probability, Peter's undergraduate degree in statistics at the University of Sydney included courses in linear models and the design of experiments so he had the background to teach these statistics courses. Probability
Theory was offered through the Department of Mathematics to attract mathematics as well as statistics students but it was a required course for statistics honours students. Peter had done a reading course on the 1968 edition of Chung's book "A Course in Probability Theory" at the University of Sydney, liked and always used the 1974 edition (Chung, 1974) There were reminders every year for many years after that to avoid placing exam scripts anywhere where they could be construed as trash (near waste paper baskets or on the floor) -and these always made me think of Peter.
Peter also taught the more advanced courses "Stochastic Models and Processes" In general, Peter's lectures, like his seminars, were well-prepared, highly organised and presented on the blackboard. Some lecturers used overhead projectors, but Peter preferred the blackboard. The level in the lectures was uncompromising (so advanced students could learn a great deal) but Peter was generous in assessment and grading, so less well-prepared students could still get through. This was particularly important in Probability Theory where some of the statistics students were mathematically underprepared but could still get through the course and learn useful things from it.
Peter's preferred lecture times were first thing in the morning or at lunch time. My memory is that office hours were chosen to suit Peter far more than the students, but I cannot verify this now. In any case, to run teaching and research well required a very high degree of organisation and self-discipline and I think Peter carefully partitioned the activities so that they did not intrude on each other.
Order Statistics and Related Topics
As a new PhD student, I audited the Honours level (4th year undergraduate) course
Peter taught in the first semester of 1982. There were two students enrolled in the course and some Faculty members also auditing. Peter's course description read as follows:
The aim of the course is to provide an introduction to a broad spectrum of statistical topics, constructed around a single theme. The subject of order statistics was chosen because it permits a relatively simple mathematical discussion, and yet is applicable in a great many areas. Thus, the emphasis is on variety, and we shall consider problems from extreme value theory, nonparametric statistics, empirical process theory, density estimation, Ustatistics, location and scale estimation, near neighbour methods, etc.
This was very obviously research-led teaching, well before the phrase was in common use. As Neville Weber commented at the time, an alternative course title would have been "Things I have been working on recently"! This is particularly interesting because it reflects Peter's statistical interests precisely when he was redirecting his research from probability towards statistical theory. There was no text (there could not be), although
Peter liked David (1970) and the first lecture or two were influenced by it. There were two 50 minute lectures per week, on Tuesday and Thursday at 1.00 pm, meaning that the course comprised about 26 lectures.
Peter began by defining the order statistics X n1 ≤ X n2 ≤ . . . ≤ X nn , the quantiles Rényi's Representation: if (X ni , i = 1, . . . , n) are the order statistics of a random sample with distribution function F , then the vector (X n1 , . . . , X nn ) has the same distribu- 
where
, in proving the central limit theorem for a finite set of sample quantiles.
The proof of the expansion(1) from Renyi's representation that Peter gave illustrates his approach and style. Suppose F has a density f and f is a nonzero function with a bounded derivative in a neighbourhood of ξ p for 0
Hence G {− log(p)} = −p/f (ξ p ) as G{− log(p)} = ξ p , and G (x) exists and is bounded in a neighbourhood of − log(p). Using a Taylor expansion about − log(p), we may deduce
Let Y 1 , . . . , Y n be independent standard exponential random variables and recall we may write
Now
is a sum of independent random variables with mean zero and so has variance
By application of the central limit theorem, we see that
Combining these results, we see that
where ∆ = n −1/2 Z, say, where Z is normally distributed. We shall combine this result with (2) and (3) taking δ = ∆(p) + O(n −1 ) in (2) . We obtain
Peter concluded with the remark that the central limit theorem for the quantiles could be proved for f continuous and not necessarily bounded.
The proof is set out like a proof in a research paper -students have to work to understand the argument and the steps rather than having everything laid out for them. It is clear from the argument leading to (2) that (2) 
Poisson processes

Estimating the exponent of regular variation
Peter first papers using extremes in statistical problems appeared in 1982. The first of these (Hall, 1982a) concerned the problem of estimating the exponent of regular variation, a key parameter describing the tails of distributions with regularly varying tails. In most of Peter's research on regular variation, the context is that we observe independent and identically distributed random variables with a distribution function
where α > 0 is the unknown exponent of regular variation, C > 0 is an unknown Under the assumption that δ(x) = 0 for x > d, it follows from Rényi's representation that given X n,n−r > d, the scaled log-spacings U i = i{log(X n,n−i+1 ) − log(X n,n−i )} are independent exponential random variables with mean 1/α. In this case, Hill (1975) derived conditional maximum likelihood estimators of α and C conditional on X n,n−r > d which are
log(X n,n−i+1 ) − log(X n,n−r ) and C r = r(X n,n−r ) αr /n.
Note that by making the transformation x → x −1 , the problem can be reformulated with the tail at the origin and the estimators mapped to using the smallest (on the transformed scale) rather than the largest order statistics. This transformation was used in Hill (1975) , Hall (1982a) and in Peter's later papers, particularly in the proofs, to simplify notation, but the whole problem was formulated on the transformed scale in Feuerverger and Hall (1999) and Guillou and Hall (1999) . Hall (1982a) showed that is optimal to choose the threshold r = r(n) to increase at the rate O(n κ ), where κ = 2β/(2β + α):
Hall (1982a) explored the properties of Hill's estimator under two different forms for δ(x). For δ(x)
if r increases more slowly, the variance of the estimator is of a larger order than the bias of the estimator; if r increases more quickly, the bias of the estimator is of a larger order of magnitude than the variance of the estimator. When δ(x) = Hall (1982a) showed that an estimator with a faster rate of convergence (O(n m/(2m+1) ) compared to O(n κ/2 )) can be obtained by combining several of Hill's estimators α r computed with different thresholds r.
Hall and Welsh (1984) used the approach developed by Farrell (1972) for kernel density estimators to establish minimax rates of convergence for Hill's estimators. Under δ(x) = Dx −β + o(x −β ) with D = 0, they showed that the minimax optimal rate of convergence for estimating α is O(n κ/2 ), where κ = 2β/(2β + α). Hall and Welsh (1985a) assumed that the optimal threshold r ∼ hn κ , with κ known, and proved invariance
The motivation for treating κ as known is that under δ(x) = Dx −β + o(x −β ) with β = α (as in the second form for δ(x) used in Hall (1982a)), κ = 2/3. They then constructed a direct estimator of the value of h that minimises the asymptotic mean squared error of Hill's estimator. The direct estimator of the optimal h required three tuning parameters so was not particularly practical. However, it was a first improvement on Hill's (1975) suggestion of choosing r by increasing r until a test of the hypothesis that the scaled log-spacings have an exponential distribution is rejected; Hall and Welsh (1985a) noted that this procedure overestimates the threshold r used to construct Hill's estimator so it is not consistent.
In Hall (1990) , a general paper on using the bootstrap to estimate the mean squared error of an estimator to give us a criterion to minimise to choose tuning parameters, one of the examples discussed in detail in the paper is choosing the threshold r in Hill's estimator. Hall (1990) suggested using the m out of n bootstrap to estimate the mean squared error of Hill's estimator of α as a function of r, minimise this estimate to obtain r m and then rescale r m from sample size m back to the original sample size n. This last step is difficult in general. To make it feasible, Hall (1990) assumed as in Hall and Welsh (1985) that the optimal r ∼ hn κ , with κ known, so that we only need to estimate h and, more importantly, rescaling is achieved straightforwardly by multiplying r m by (n/m) κ .
Hall and Weissman (1997) also considered the problem of choosing r in Hill's estimator as particular case in a general problem. This time, the general problem was that of estimating the probability of exceeding a given value x or of estimating a quantile that is beyond the observed data; following the paper, we focus on the first problem.
Given an estimator θ(r) of θ, where r is a tuning parameter, and a model F θ (x) such thatF (x)/F θ (x) → 1 as x → ∞, whereF (x) = 1 − F (x), the general problem is to choose r to optimise E{F θ(r) (x) −F (x)} 2 . The value x is taken to be of larger order than O(n 1/(2β+α)+ ) so that it is beyond the range of the data (the large order statistics under the model with δ(x) = Dx −β + o(x −β ) are of order O(n 1/α ) in probability).
The approach used in Hall and Weissman (1997) is to estimate the mean squared error at (y, m), where the value y << x and the sample of size m < n, rather than at (x 0 , n), minimise the estimated mean squared error over r to obtain r(y, m) and then back transform r(y, m) to be an estimator on (x 0 , n). Here y is required to be within the range of the data so effectively the problem is transformed to a less extreme version in such a way that log(y)/ log(m) = log(x)/ log(n). This is achieved by setting δ(x) in (4). The method is based on the scaled log spacings U i = i{log(X n,n−i+1 ) − log(X n,n−i )} which we have noted are independent exponentially distributed random variables with mean 1/α if the model (4) holds with δ(x) = 0, and approximately independent exponential random variables when δ(x) = 0. Guillou and Hall (1999) showed that the order of the approximation to the asymptotic distribution of the estimator is determined by the bias of the estimator so their idea was to choose r as large as possible subject to a finite bound on the bias of the estimator. They achieve this by finding the smallest integer r such that |T t | > c crit for all t ≥ r, where c crit is a fixed positive value (suggested from empirical experience to be between 1.25 and 1.5) and T t is a symmetrically weighted sum of the U i that is standardised under the assumption that the U i are exactly exponentially distributed. The idea is to increase r until the bias has a significant effect on the approximation to the sampling distribution of Hill's estimator. As Guillou and Hall (1999) noted, this is similar in spirit to Hill's (1975) suggestion of testing the U i s for exponentiality but it treats the scaled log-spacings cumulatively rather than separately.
Most of Peter's research in regular variation was concerned with Hill's estimators.
Peter did mention (in some of the papers described above) that the results for Hill's estimators could be extended to the kernel estimators proposed by Csörgő, Deheuvels and Mason (1985) as alternatives to Hill's estimators, but he did not publish any detailed work on these estimators. However, Feuerverger and Hall (1999) proposed and studied their own alternative estimators of the parameters α and C in the model (4) with δ(x) = Dx −β + o(x −β ). Feuerverger and Hall (1999) considered the scaled log-spacings U i = i{log(X n,n−i+1 ) − log(X n,n−i )}. They suggested treating r of these as exponential with mean α −1 exp{D 1 (i/n) β 1 }, where
and suggested using either maximum likelihood or regression estimators to estimate the unknown parameters. The regression estimator is obtained by minimising
where the intercept µ = − log(α)−γ and γ is Euler's constant. The suggested estimator of α is either
which follows from the regression formulation, or 
The scale parameter C cannot be estimated consistently from the record values alone but the first term N −1 log(Y N ) = 1/ α 0 say, is of larger order than the second term so α is asymptotically equivalent to α 0 . In fact, α 0 is the best performing estimator of α in Berred (1992) ; it is interesting that it is similar to Hill's estimator but does not involve a threshold parameter. Berred (1992) estimated the exponent of regular variation using record values but did not use the inter-record times. Feuerverger and
Hall (1999) also considered including inter-record times. They showed that including inter-record times improves the rate of convergence of the estimator (by two orders of magnitude), but commented that the constant in the convergence result is much larger than that for α 0 so in small samples may outweigh the gains in rate of convergence. An interesting technical aspect of the problem is that even under the simple models with K(x) = C, the maximum likelihood estimators are not regular and the information matrix is not well-defined. This is treated by using the relationship between maximum likelihood and maximum probability estimators, a technique Peter had used earlier in Hall (1982b) . Also, as noted in the abstract to the paper, if F is continuous then, the joint distribution of any number of record times does not depend on F so there is no information about F in the record times. However, the record times and record values jointly contain more information about F than the record values alone.
The second of Peter's papers in 1982 to use extremes in statistical problems tackled the problem of estimating the endpoint of a distribution (Hall, 1982b) . There are strong parallels between the two (1982) papers in terms of how Peter set up the problems and the approach he took to solving them. In Hall (1982b) , Peter assumed that we observe independent and identically distributed random variables with a distribution function
where C ≥ 0, k ≥ 0 and θ is a location parameter representing the endpoint of the support of F . i.e. F θ (x) = 1 for x > θ. For δ(x) = 0, results of Polfeldt (1970a, b) and Woodrooffe (1974) show that the maximum likelihood estimator of θ based on the whole sample converges at the same rate as θ = X nn when 0 < k < 1. This means that, when 0 < k < 1, estimators of θ based on a fixed, finite number of order statistics cannot be improved on. This is not true when k ≥ 1, the case that mainly interested Peter.
In Hall (1982b) , Peter assumed that δ(θ−x) = 0 for θ− < x < θ with > 0. Then, conditional on X n,n−r+1 > θ − , when k is known, Peter showed that the maximum likelihood estimator of θ satisfies
and C = r n( θ − X n,n−r+1 ) k+1 . He then studied the asymptotic distribution of the estimators under the more general model (5) with Hall (1982b) showed that n 1/(k+1) r (k−1)/2(k+1) ( θ − θ) is asymptotically normal. He also showed that if k = 1 and r = O(n 2m/(2m+1) ), then {n log(r)} 1/2 ( θ − θ) is asymptotically normal.
Peter pointed out that there are situations in which 2m/(2m + 1) = 2/3 or 2/(k + 3) so the conditions on r do not require detailed knowledge of . He noted that if we took δ(x) = Dx + o(x ), we could derive asymptotic mean squared errors but did not present these results because they depend on C and D so are "of little practical value".
Finally, Peter considered the case with k > 1 but otherwise unknown. The conditional maximum likelihood estimators are more complicated than when k is known but Peter showed that the estimator of θ computed with k unknown has similar properties to that computed with k known, except that the variance is reduced by k −2 . The similarity in the approach to Hall (1982a) is striking.
One of the interesting features of the problem of estimating the endpoint for Peter is that it is irregular. Obviously, the endpoint of the distribution is an unknown parameter. If k > 2, we can differentiate the integral of the likelihood twice under the integral sign. For 1 < k < 2, we can only differentiate once under the integral sign so the Fisher information has to be defined in terms of first rather than second derivatives.
For k = 1, we cannot differentiate under the integral so Peter linked the estimator to the maximum probability estimator and showed that the maximum likelihood estimators of θ when C is known and C is unknown have the same asymptotic distributions. i.e.
information about C does not help in estimating θ.
Peter returned to the problem of estimating the endpoint when the shape parameter is small in Hall and Wang (2005) . They formulated the problem in terms of the lower endpoint, assumed that the observations have density function
where θ is the location parameter representing the endpoint of the distribution, α is the shape parameter, ω contains parameters other than θ and g converges to a strictly positive constant as x ↓ θ, and studied the asymptotic properties of penalized likelihood estimators. Hall and Wang (2005) introduced the penalty as coming from the prior distribution with density p(θ) = (X n1 − θ)/(X n2 − θ). They interpreted this prior as "informative and empirical "near the smallest order statistic X n1 but uninformative elsewhere. Hall and Wang (2005) obtained asymptotic distributions for the penalized likelihood estimators of θ in the cases 0 < α < 1, 1 ≤ α < 2 and α ≥ 2. They showed, using results from Hall (1978a, b) , that the penalized likelihood estimator achieves the optimal rate of convergence, O p (n −1/α ), the asymptotic distributions are normal for α ≥ 2 and much more complicated for α < 2. These results mean that we cannot use normal approximations or the conventional nonparametric bootstrap for inference about θ; we can use an m out of n bootstrap or a parametric bootstrap, which Hall and Wang preferred because it avoids having to choose m. They noted that the intervals become more anti-conservative as α increases and recommended using iterated bootstrap calibration to adjust the coverage of the bootstrap intervals. Peter present a research seminar at the University of Sydney earlier in the year but this was our first meeting. Peter was tall, had old-fashioned sideburns (shaved off in 1988), and at times a slight stutter (that he later overcame). My memory is that Peter showed me 7 or 8 preprints and reprints of his work, at least half of which concerned the law of the iterated logarithm for various density estimators. Ray had had was that one could choose the argument of the empirical characteristic function to minimise the asymptotic variance of the estimator and that this minimising value should be non-zero when the error distribution is non-normal. Investigating this and then modifying the criterion a little led to a test for normality and this was the first paper out of my thesis work (Hall and Welsh, 1983) . It was written with Peter rather than Chip which I think reflects the fact that I had some technical questions which Peter helped with and perhaps that Chip was not around so much at the time. I did manage to write two papers with Chip. I was at a bit of a loose end while Chip was going through the second manuscript, mainly I think because neither he nor had I an immediate idea of where to take the work next. At this point in 1983, Peter suggested I work with him on regular variation. I must have gained in confidence, perhaps from sitting in on his course on order statistics, from working with him and from getting to know him because I agreed. Effectively, Peter took over directing me at that point, although Chip remained formally my supervisor.
Chip had given me a copy of Chambers and Heathcote and a preprint of Csörgő (1983) and suggested extending the paper; Peter gave me a copy of Hall (1982a) and Farrell (1972) and suggested that I try to apply Farrell's argument to establish mini-max rates of convergence for Hill's estimator. This was interesting and challenging; the result was published in Hall and Welsh (1983) . I was interested in adaptive estimation 
Discussion
We have used the theme of extremes in Peter Hall's early research, teaching and PhD supervision to illustrate the period in his career when he was establishing himself before becoming famous. The recognition and rewards for his outstanding productivity and wide-ranging contributions were slow to come; neither the University of Melbourne nor ANU seemed at the time to appreciate the phenomenon that they had hired. Undoubtedly, this experience left its mark on Peter. But he did succeed and he continued to succeed spectacularly well throughout his career.
The focus on Peter's research has been on early research on extremes so we have not even covered all of Peter's research on extremes. Peter also published 3 papers with Nader Tajvidi on modelling bivariate extremes and estimating trends in extremes These papers do not fit closely with Peter's work on regular variation or estimating the endpoint of a distribution but they do fit well with his other research on nonparametric smoothing and methods for tuning parameter selection. As mentioned in the introduction, Peter's research on extremes links in well with his research in other areas. These and Peter's other later papers on extremes are also very different from his early papers; they are clearly in statistics, multi-authored, longer and much more attention is paid to motivation. The changes in the requirements for publication and the way Peter embraced them are clear. One thing that did not change however, was the drive, exceptional work-ethic and outstanding productivity that characterised his whole career.
