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We consider Bayes methods for two problems that share a common need to partition index sets
encoding commonalities between observations. The first is a biclustering problem. The second is
inference for mixture models for p-vectors with binary coordinates.
Standard one-way clustering methods form homogeneous groups in a set of objects. Biclustering
methods simultaneously cluster rows and columns of a rectangular dataset in such a way that
responses are homogeneous for all row-cluster by column-cluster groups. Assuming that data
entries follow a normal distribution with a bicluster-specific mean term and a common variance,
we propose a Bayes methodology for biclustering and corresponding Markov Chain Monte Carlo
(MCMC) algorithms. Our proposed method not only identifies homogeneous biclusters, but also
generates plausible predictions for missing/unobserved entries in the potential rectangular dataset
as illustrated through simulation studies and applications to real datasets.
In the second problem, we propose a tractable symmetric distribution for modeling multivariate
vectors of 0’s and 1’s on p dimensions that allows for nontrivial amounts of variation around
some central value. We then consider Bayesian analysis of mixture models where the component
distributions have this above form. Inferences are made from the posterior samples generated by
MCMC algorithms. We also extend our proposed Bayesian mixture model analysis to datasets with
missing entries. Model performance is illustrated through simulation studies and applications to
real datasets.
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CHAPTER 1. GENERAL INTRODUCTION
Standard one-way clustering methods form homogeneous groups in a set of objects. Bicluster-
ing, or two-way clustering methods are designed to take a rectangular data set (a data matrix with
rows corresponding to instances and columns corresponding to features) and simultaneously cluster
rows and columns in such a way that responses/data values are homogeneous for all row-cluster by
column-cluster groups. These types of data sets, sometimes described as two-way, or transposable,
require equal importance to be given to both the row and column variables thereby emphasizing
the desire to discover structure in both dimensions. Discovering sensible structure in these datasets
is the key to answering critical scientific questions besides serving as a tool for exploratory data
analysis. Biclustering methods find applications in a wide array of domains ranging from collabo-
rative filtering and recommendation systems, to analysis of electoral data. However, most recent
applications of biclustering have been in biological data analysis, specifically, on gene expression
datasets.
Assuming that data entries follow a normal distribution with a bicluster-specific mean and a
common variance, we present a Bayesian methodology for biclustering and corresponding MCMC
algorithms. The proposed Bayesian approach to address the biclustering problem provides impor-
tant information beyond plausible sets of row-clusters and column-clusters. In particular, along
with identifying biclusters with a distinctive checkerboard pattern, posterior probabilities that par-
ticular instances (or features) are clustered together are also available. To generate samples from
the posterior and any parametric function of interest, we use Gibbs sampling for the cluster means
and the vectors that specify the cluster assignments of data rows and columns.
Furthermore, it is a common occurrence that some data entries are unobserved. The task of
uncovering relevant structure becomes challenging due to the sparse format of these datasets. In the
later sections, we extend our proposed Bayesian approach to address the biclustering problem under
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the commonly occurring situation of incomplete datasets. The modified version of the biclustering
algorithm not only identifies homogeneous biclusters, as in the complete data scenario, but also
generates plausible predictions for the missing/unobserved entries in the dataset.
As our second problem, we develop a modeling strategy for vectors with binary coordinates, or
what are referred to in this dissertation as binary vectors. In many contexts, researchers are faced
with analyzing such multivariate binary responses. Supposing X ∈ {0, 1}p is a random vector,
in this paper we first consider a tractable symmetric distribution for X that allows for nontrivial
amounts of variation around some central value µ ∈ {0, 1}p. We extend this to mixture models
where the component distributions have this above form. Bayes inferences for such mixtures are
then made from the posterior samples generated by MCMC algorithms. The Bayesian formulation
of the mixture model allows us to work with datasets where observation vectors have entries which
are missing or unobserved. We also extend our proposed Bayesian mixture model analysis to
datasets with missing entries.
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CHAPTER 2. A BAYESIAN BICLUSTERING ALGORITHM
A paper to be submitted to Statistical Analysis and Data Mining
Abhishek Chakraborty and Stephen B. Vardeman
2.1 Abstract
Standard one-way clustering methods form homogeneous groups in a set of objects. Biclustering
methods simultaneously cluster rows and columns of a rectangular dataset in such a way that
responses are homogeneous for all row-cluster by column-cluster groups. Assuming that data
entries follow a normal distribution with a bicluster-specific mean term and a common variance, we
propose a Bayes methodology for biclustering and corresponding MCMC algorithms. Our proposed
method not only identifies homogeneous biclusters, but also generates plausible predictions for
missing/unobserved entries in the potential rectangular dataset as illustrated through simulation
studies and applications to real datasets.
2.2 Introduction
A great deal of attention has been focused on the unsupervised analysis of data. The typical goal
is to group either rows (instances) or columns (features) of a rectangular dataset into meaningful
subsets. This is the computational problem of clustering. Formally, given a set of elements with
a vector of attributes for each element, the objective of clustering is to partition the elements into
disjoint sets, called clusters, so that within each cluster the elements are homogeneous in the sense
that their attribute vectors are similar while elements belonging to disjoint clusters are dissimilar.
In this paper we will refer to procedures for this problem as one-way clustering procedures (as
is done by Tan and Witten (2014)). Hastie et al. (2009) provides an overview of some common
one-way clustering methods.
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In some situations a rectangular data matrix is described as two-way, or transposable meaning
that rows and columns are considered to be on equal footing. In these types of problems both
the rows and columns are of equal scientific interest, stimulating the desire to discover structure in
both simultaneously. In the field of collaborative filtering, it is desirable to simultaneously identify
subgroups of customers with similar preferences or behaviors towards groups of products with the
idea of performing target marketing (Hofmann and Puzicha, 1999). In information retrieval and text
mining, it is desirable to simultaneously identify subgroups of documents with similar properties
relative to subgroups of attributes, such as words or images (Dhillon, 2001). In gene expression
studies, it is desirable to simultaneously cluster genes and samples/conditions potentially leading to
important biological breakthroughs. In agricultural yield studies, it is desirable to simultaneously
group plant varieties and growing environments with the purpose of informing decisions about the
yield performance of different varieties of crops at different locations thereby ensuring optimal use
of resources. In developing recommender systems, it is desirable to simultaneously group “raters”
and “movies” with the interest of making proper recommendations.
One-way clustering methods could be applied to either the rows or the columns of the data
matrix separately. But this would ignore the fact that both the rows and columns are of equal
scientific importance and implicitly direct the analysis to a particular characteristic (row or column
attribute) of the system under study. Biclustering, or two-way clustering methods on the other
hand perform clustering in two dimensions of the data matrix simultaneously. When one-way
clustering algorithms are used, each row in a given group of rows is clustered on the basis of all the
columns, and similarly, each column in a specific column cluster is defined by all the rows in the
data matrix. Whereas, each row in a bicluster is characterized by only a subset of columns and
each column in a bicluster is characterized by only a subset of rows.
A bicluster is defined by a submatrix, that is, a subset of the given data matrix described by a
subset of rows (instances) and a subset of columns (features) such that all the row entries in the
bicluster are similar within the subset of columns forming the bicluster and vice-versa. The concept
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of similarity used depends upon the dataset and the scientific question. Some authors also use the
term “co-cluster” for a bicluster.
Biclustering can be applied whenever the dataset is in the form of a real-valued matrix, where
each element or data entry of the matrix represents the relation between the corresponding row
and column of the data matrix. Figure 2.1 illustrates the arrangement of a typical two-way, or
rectangular dataset. Each element aij in the n × m matrix depicted in the figure corresponds
to a real-valued entry representing the relation between row i and column j, which in this case,
represents the expression level of gene i under condition j. Biclustering can also be applied when
data can be modeled as a weighted bipartite graph where an element of the data matrix at the
intersection of a row and a column represents the weight of the edge between the corresponding
row (one of the two nodes) and the corresponding column (the other node).
Figure 2.1: An illustration of a two-way gene expression dataset. Figure adapted from Madeira
and Oliveira (2004).
The rest of this paper is structured as follows. Section 2.3 presents a brief review of existing
biclustering proposals. Section 2.4 details how we formulate the biclustering problem. In Section
2.5, we propose our Bayesian approach to biclustering. Section 2.6 contains details about proposed
MCMC algorithms. In Section 2.7, we discuss identification of a representative bicluster pattern.
Section 2.8 contains the results of simulation studies in the complete data context. We also evaluate
the performance of our algorithm on a few simulated datasets and present the results in this section.
Section 2.9 presents the results of the application of the algorithm to a real-world lung cancer gene
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expression data set. We extend the proposed Bayesian biclustering algorithm to the incomplete
data setting in Section 2.10 followed by discussions in Section 2.11.
2.3 Review of Existing Biclustering Proposals
The existing approaches to biclustering can be classified in accordance with the type of biclusters
identified, the patterns of biclusters discovered, the methods used to perform the bicluster search,
and the target applications as mentioned by Madeira and Oliveira (2004). The earliest known
biclustering algorithm dates back to at least Hartigan (1972) who applied the technique, that
became known as Block Clustering, to two datasets: voting data consisting of the percentage
of Republican votes for the President of the United States in the southern states over the years
1900-1968, and voting data consisting of UN votes in 1969-1970.
Some authors have independently clustered the rows and columns of the data matrix and then
combined the results to obtain biclusters, for example Getz et al. (2000), Tang et al. (2001) etc.
Others, for example Lee et al. (2010), have suggested performing matrix factorization and examining
the resulting singular vectors in order to identify biclusters. Lazzeroni and Owen (2002) obtained
a plaid model which describes the interactions between several biclusters within the data matrix
and minimizes a particular merit function.
In the recent past, researchers have considered the biclustering problem from the optimization
perspective. Tan and Witten (2014) proposed a method to estimate a checkerboard-like structure
in the data matrix with some of the bicluster mean entries being sparse. The checkerboard model
is exhaustive in that each matrix element is assigned to one bicluster. Chi et al. (2017) developed a
convex formulation of the biclustering problem and described a probabilistic model to identify the
latent checkerboard pattern of the data matrix. On the other hand, some biclustering proposals
allow overlapping biclusters, for example Cheng and Church (2000), or exclusive-rows (and analo-
gously exclusive-columns) biclusters for example Sheng et al. (2003), while some identify biclusters
as contiguous block matrices. Figure 2.2 presents the different structures of biclusters that could
be identified by existing biclustering algorithms.
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Figure 2.2: An illustration of different bicluster structures identified by existing biclustering tech-
niques. Figure adapted from Madeira and Oliveira (2004).
From the application point of view, Cheng and Church (2000) were the first to apply biclus-
tering to gene expression data. Since then, most researchers have used gene expression datasets
to validate the effectiveness of their biclustering algorithms. Although, biclustering has also seen
applications in other fields like, Hofmann and Puzicha (1999) applied biclustering to collaborative
filtering and Dhillon (2001) used biclustering to perform simultaneous clustering of documents and
words by considering a word-by-document matrix. Biclustering can also be used to perform di-
mensionality reduction in databases with tables with thousands of records (rows) and hundreds of
fields (columns). Comprehensive review of past biclustering algorithms is outside the scope, but
can be found in Madeira and Oliveira (2004) and Tanay et al. (2005).
Almost all interesting variations of the biclustering problem are NP-complete even though the
complexity may depend on the exact problem formulation and on the specific merit function used
to assess the quality of resulting biclusters. NP-complete is a concept in computational complexity
theory. NP-complete problems are often addressed by using heuristic methods and the time required
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to solve such a problem increases at a great rate with the increase in the size of the problem. Hence, a
large majority of the biclustering algorithms developed thus far use heuristic approaches to identify
biclusters, in many cases preceded by a normalization step. The normalization is performed on the
data matrix to facilitate the determination of bicluster patterns. Some algorithms avoid heuristics
but are characterized by an exponential worst case runtime.
2.4 Problem Formulation
We will be working with an I × J data matrix Y where an element yij will be, in general, a
real value that represents the relation between row i and column j. For example, in the case of
gene expression matrices, yij may represent the expression level of gene i under condition j. For
matrices which record movie ratings from customers, yij may denote the rating assigned to movie
j by customer i.
The objective of our proposed biclustering algorithm is to simultaneously identify the groups
of rows and the groups of columns within the data matrix that are associated with each other in
the sense that the data entries belonging to the resulting submatrices are similar. That is to say,
when the rows and columns of the original data matrix are reordered according to their groupings,
a checkerboard pattern emerges such that the elements within the matrix blocks defined by the row
and column groups tend to satisfy some specific characteristics of homogeneity. This results in a set
of biclusters where each bicluster is defined by a subset of rows that exhibit similar behavior across
a subset of columns and vice-versa. We focus on identifying the checkerboard bicluster structure
shown in Figure 2.2(c).
A probabilistic model that can represent a checkerboard-like structure is formulated as follows.
Suppose that the latent checkerboard structure is defined by at most R row groups and C column
groups, that is, we assume that the I instances can be clustered into at most R unknown and
non-overlapping groups of rows and the J features can be clustered into at most C unknown
and non-overlapping groups of columns. Hence, we are typically looking to identify at most RC
biclusters in the data matrix. Let the I-dimensional vector r with entries in {1, 2, . . . , R} specify
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the cluster assignment of all rows and the J-dimensional vector c with entries in {1, 2, . . . , C}
specify the cluster assignment of all columns. Thus, we suppose that r(i) ∈ {1, 2, . . . , R} for all
i = 1, 2, . . . , I and c(j) ∈ {1, 2, . . . , C} for all j = 1, 2, . . . , J . Assume that all the matrix elements
are independent. If the ijth element in Y belongs to the bicluster defined by the rth row cluster and
the cth column cluster, then we assume that the observed value yij is given by yij = µrc+ εij , where
µrc is the mean of the bicluster indexed by (r, c) and formed by the r
th subset of rows and the cth
subset of columns, and εij are independent and identically distributed (iid) N(0, σ
2) variables for
some fixed σ2 > 0. So, we model the entries of the data matrix as independent variables
yij ∼ N(µr(i),c(j), σ2) (2.1)
This biclustering model is same as the model assumed by Tan and Witten (2014) and Chi
et al. (2017). The aforementioned model corresponds to a checkerboard mean model (Madeira
and Oliveira, 2004). The checkerboard model assumed here is exhaustive in the sense that each
data entry belongs to one and only one bicluster. Although each row and each column of the data
matrix may have elements in more than one bicluster, the biclusters themselves are non-overlapping.
Kluger et al. (2003) assumed this structure in analyzing cancer data. The Double Conjugated
Clustering (DCC) approach introduced by Busygin et al. (2002) could also find biclusters following
this structure. This is in contrast to other biclustering methods (that also assume the existence of
several biclusters in the data matrix) that identify potentially overlapping biclusters that are not
exhaustive, these are typically estimated using SVD (singular value decomposition)-like methods
(Lazzeroni and Owen, 2002; Bergmann et al., 2003; Lee et al., 2010; Sill et al., 2011) or methods
to find hot-spots (Shabalin et al., 2009).
2.5 Methodology
Estimating the checkerboard model parameters involves finding the row and column clusters
simultaneously with the goal of identifying a set of biclusters, and estimating the mean value
associated with each bicluster. Thus, the objective is to do inference for the µr(i),c(j) for each (r, c)
pair (bicluster) and for the indicators 1(ri = ri′) and 1(cj = cj′). 1(ri = ri′) is a binary variable
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that indicates whether the ith row and the i′ th row in the data matrix has the same row-cluster
membership (1) or not (0). An analogous definition holds for 1(cj = cj′).
We propose a Bayesian approach to solve this biclustering problem. Firstly, we consider the
situation where none of the entries in the data matrix are unobserved or missing, that is, we have
a complete dataset. We extend our algorithm to the incomplete data matrix setting, a common
occurrence in real problems, in a later section.
For Bayesian modeling purposes, we consider independent normal priors on the bicluster-specific
means, given by
µrc ∼ N(µ, ρ2) (2.2)
and finite Dirichlet process priors on the row-cluster and column-cluster assignment vectors r and
c respectively.
We implement the Chinese Restaurant Process (CRP) representation of the Dirichlet process
(Ferguson, 1973), which was introduced by Aldous (1985). The CRP is a discrete-time stochastic
process analogous to seating customers at tables in a Chinese restaurant. It is strongly connected
to the Pólya urn scheme (Blackwell and MacQueen, 1973), and gives a way to specify a distribution
over partitions of I rows (and correspondingly J columns). Hence, it can be used as a prior
distribution on the space of latent variables r(i) and c(j) which determine the cluster assignments
for the ith row and jth column respectively. In the formulation of the Dirichlet process prior detailed
below, we choose α > 0 and β > 0 as prior sample sizes (in terms of the Pólya urn scheme) or total
prior masses for the row-cluster and column-cluster assignment vectors respectively.
According to the notation introduced above, consider R classes (or clusters, or groups) and
membership of I rows, each in one of these classes. We know that,




r(1), r(2), . . . , r(I)
)
Let
nr(r) = |i : r(i) = r; i = 1, 2, . . . , I|
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nr(r) denotes the number of rows out of I that have class membership r, where r = 1, 2, . . . , R.
We consider a prior distribution for r, with parameter α representing the prior sample size for a
























This is symmetric and hence, invariant to permutations of r. Thus we have,
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Under the model assumptions laid out above, for real values µ, σ2, and ρ2, the joint distribution









 f(µrc|µ, ρ2) (2.7)
where f(·|µ, σ2) denotes the pdf of a normal distribution with mean µ and variance σ2. In the usual
definition of a Dirichlet process, the strength, or concentration parameter α (and analogously β)
serves as a kind of inverse-variance. It determines the extent of repetition of values of the output
distribution, which in this case, are the row (and analogously column) class memberships. The
larger the value of α, the smaller is the repetition; the smaller α is, the larger is the repetition of
values of the output distribution. In this formulation of the biclustering problem, α and β control
how big the random numbers of non-empty row and column clusters tend to be, small values leading
to posterior distributions where r and c tend to have few distinct entries. Adjusting the values
of α and β allows us to consider a spectrum of numbers of non-empty row and column clusters,
without pre-selecting a definite number of row and column clusters.
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An alternate version of our Bayes model is formulated by considering an R-dimensional weight
vector π for the rows, and similarly, a C-dimensional weight vector φ for the columns of the data
matrix. Note that the elements of these two weight vectors must be positive and they must sum
to one. The vectors π = (π1, . . . , πR) and φ = (φ1, . . . , φC) are given symmetric Dirichlet prior
distributions with concentration parameters α/R and β/C respectively, that is












Even in this construction, the cluster assignment vectors r and c introduced in Section 2.4
function as latent entities. But instead of considering finite Dirichlet process priors on these cluster
assignment vectors, we consider symmetric Dirichlet priors for the weight vectors introduced above.



































Integrating out π and φ from 2.10 results in the joint density given by 2.7.
We construct two Gibbs samplers, based on the two joint densities considered above, for the
statistical inference of the cluster means µrc, and the vectors r and c. Relative frequencies with
which r(i) = r(i′) are available which give approximate posterior probabilities that instance i and
i′ belong to the same row-cluster (the same holds true for features and column-clusters). The two
Gibbs samplers are detailed below.
2.6 Gibbs Samplers
We consider a data matrix Y where none of the yij ’s are missing. For the Gibbs sampling
procedures, we input the value of µ, the prior mean for the bicluster means µrc; ρ
2, the prior
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variance for the bicluster means; and σ2, the data variance. Note that µ and ρ2 are common for
every bicluster. We generally consider the prior mean µ to be 0 and the prior variance ρ2 to be 100
(large compared to the data variance σ2) to make the prior noninformative. The data variance σ2
acts as a tuning parameter. We choose R and C to be fairly large (suppose, upper bounds on the
numbers of row and column clusters one really expects to have). In general, the values of R and C
will vary based on the dimensions of the data matrix to be analyzed and the corresponding subject
matter question of interest. We also input the values of α (> 0) and β (> 0), the total prior masses
for the Dirichlet process priors. The algorithm is run for T iterations. A Gibbs sampler for the
biclustering problem corresponding to the joint density 2.7 is presented below.
(1) Set σ2, µ, ρ2, and the number of iterations T .
(2) Choose appropriate values of R, C, α, and β.
(3) Initialize r, c and µrc for r = 1, 2, . . . , R; c = 1, 2, . . . , C. The initial cluster assignments for
the rows and columns are separately generated, at random, from discrete uniform distributions
on {1, 2, . . . , R} and {1, 2, . . . , C} respectively. Another approach to initialization could be
using the k-means clustering method to set initial cluster assignments separately for the
rows and columns. Once the initial cluster assignments for the rows and columns have been
generated, the initial value of µrc corresponding to bicluster (r, c) is obtained by a random
draw from the normal distribution mentioned in step 4(iii) of the sampler.
(4) Repeat T times.
(i) Conditioned on the column-cluster assignment vector c and µrc, for each i = 1, 2, . . . , I,
update r(i), one at a time, by sampling from the discrete distribution on {1, 2, . . . , R}
with probabilities proportional to(
α
R







(ii) Conditioned on the row-cluster assignment vector r and µrc, for each j = 1, 2, . . . , J ,
update c(j), one at a time, by sampling from the discrete distribution on {1, 2, . . . , C}
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with probabilities proportional to(
β
C







(iii) Conditioned on the row-cluster assignment vector r and the column-cluster assignment
vector c, each µrc is updated by sampling from the posterior distribution generated from



































nrc = |{yij : (i, j) s.t. (r(i), c(j)) = (r, c)}|; for r = {1, 2, . . . , R}, c = {1, 2, . . . , C}
A second version of Gibbs sampler based on the joint density 2.10 is presented below.
(1) Set σ2, µ, ρ2, and the number of iterations T .
(2) Choose appropriate values of R, C, α, and β.
(3) Initialize r, c and µrc for r = 1, 2, . . . , R; c = 1, 2, . . . , C. The initialization of r, c and µrc
can be done as in Step (3) of the first version described above. Initialize π = (π1, . . . , πR) ∼
Dirichlet(α/R, . . . , α/R) and φ = (φ1, . . . , φC) ∼ Dirichlet(β/C, . . . , β/C)
(4) Repeat T times.
(i) Conditioned on the row-cluster assignment vector r and the column-cluster assign-



















respectively. nr(r), for r = 1, . . . , R and nc(c),
for c = 1, . . . , C have been defined in Section 2.5.
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(ii) Conditioned on the column-cluster assignment vector c, π, and µrc, the r(i)’s are sam-








(iii) Conditioned on the row-cluster assignment vector r, φ, and µrc, the c(j)’s are sampled








(iv) Conditioned on the row-cluster assignment vector r and the column-cluster assignment
vector c, each µrc is updated by sampling from the posterior distribution generated from




























where ȳrc and nrc are defined in the first version of the sampler.
Note that in the second version of the sampler, the r(i)’s and c(j)’s can be sampled all at once
unlike the one at a time update in the first version. The second version is computationally faster
per iteration than the first version.
2.7 Identifying a Representative Bicluster Pattern
The complexity of the biclustering problem is magnified to a great extent by the number of
possible solutions to the corresponding partitioning problem. In this context, the total number of
partitions of an n-element set is given by the Bell number Bn. For a dataset which is considered
small by current standards, say a 15 × 10 data matrix, the number of possible partitions is given
by B15 × B10, which is in the order of magnitude of 1014. With current computational resources,
it is infeasible to go through such a huge space of all possible combinations of row and column
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partitions to identify a set of biclusters typical of the posterior distribution. Therefore, in order to
choose a combination of row and column partitions representative of the posterior we choose an
MCMC iterate optimizing an appropriate objective function.
The algorithm is run for a sufficiently large number of complete Gibbs iterations to explore as
much of the partition space as possible. The consideration of the Dirichlet process priors on the
row-cluster and column-cluster assignment vectors coupled with the choice of R and C as possible
upper bounds on the number of row and column clusters respectively allow the algorithm the
flexibility to choose different numbers of row and column clusters at different iterations. Under our
proposed biclustering model framework, it is reasonable to choose the total Sum of Squared Errors
(SSE), summed over all the biclusters formed, as an objective function. We record the total SSE
at each iteration. In addition, at the end of the MCMC run, the minimum, the maximum, and
the average total SSE is also reported for each distinct combination of numbers of non-empty row
and column clusters denoted as p and q respectively. It is reasonable to choose as a representative
pattern, the row and column partition identified at the iterate with the smallest total SSE. The





















where p and q denote the number of non-empty row and column clusters respectively, determined
at that particular Gibbs iteration.
A second reasonable objective function to identify a representative bicluster pattern is based
on the Rand index (Rand, 1971). The Rand Index has been widely used for assessing clustering
results. It is a measure of the similarity between two data clusterings, that is, the percentage
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of correct decisions when compared with a “true” clustering, or in other words, the accuracy.
The Rand index represents a mapping from a pair of partitions to a number between 0 and 1,
where 1 indicates perfect agreement between the two data clusterings. Observe that the row (and,
correspondingly column) partitions obtained from the MCMC sampler represent a distribution
over row (column) clusterings. We compute the Rand index between two row (column) clusterings
obtained at two different MCMC iterations. A representative row (column) partition is identified
as the one with the highest average Rand index when compared with other row (column) partitions
obtained across all the iterations. The corresponding set of biclusters obtained by combining
the row and column partition with the respective highest average Rand index is determined as a
representative bicluster pattern. This criterion can also be extended to the element-wise partitions
resulting from the MCMC run. The combination of the row and column clustering corresponding
to the MCMC iterate that generates the element-wise partition having the highest average Rand
index when compared with other element-wise partitions obtained across all the iterations can be
considered as a representative bicluster pattern.
Continuing with the objective of deciding a representative bicluster pattern, we consider a third
criterion based on the joint posterior distribution of the model parameters conditioned on the
data entries yij . The joint posterior distribution in this setup is proportional to 2.7 or 2.10. It
is reasonable to consider the iterate which maximizes the log of the joint posterior distribution,
the corresponding row and column partition identifying a representative bicluster pattern. This
criterion is equivalent to the maximum a posteriori probability estimate of a bicluster pattern based
on the empirical results of the MCMC sampler.
It is possible to develop other optimizing criteria or different versions of the ones mentioned




We investigate the performance of our proposed Bayesian biclustering algorithm in the following
simulation studies.
(1) Analysis of the performance of the algorithm on simulated datasets.
(2) Comparison with independent one-way k-means clustering of the rows and columns.
(3) Comparison with Sparse biclustering approach developed by Tan and Witten (2014).
(4) Multiplicative biclusters setting.
(5) Analysis of the effects of α and β.
It is noted here that in all our simulation studies henceforth, heatmaps showing respective bicluster
patterns are arranged in terms of the row and column cluster means. The cluster means increase
from bottom to top for row clusters and from left to right for column clusters respectively.
2.8.1 Simulation 1: Analysis of the Performance of the Algorithm on Simulated
Datasets
We analyse the performance of the proposed Bayesian biclustering algorithm under different
simulation settings in the following sections.
To assess the biclustering performance of the algorithm and to examine the compute times, we
consider the following three data generating situations.







, where µrc ∼ Unif (−3, 3), r = 1, 2, and c = 1, 2, 3. We implement the algorithm
with R = 5, C = 5, α = 10, β = 10, σ = 1, µ = 0, and ρ = 10.







where µrc ∼ Unif (−3, 3), r = 1, 2, . . . , 5, and c = 1, 2, 3. We implement the algorithm with
R = 10, C = 5, α = 10, β = 10, σ = 3, µ = 0, and ρ = 10.
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, where µrc ∼ Unif (−3, 3), r = 1, 2, . . . , 5, and c = 1, 2, . . . , 6. The algorithm
is implemented with R = 10, C = 12, α = 10, β = 10, σ = 5, µ = 0, and ρ = 10.
For each of the above specifications we generate ten datasets. The results are summarized over all
the iterations of the first version of the MCMC sampler and are presented below.
2.8.1.1 Biclustering performance
The Rand index is used as a measure for evaluating the biclustering performance of the algo-
rithm. We report the Rand index summaries for each of the three different criteria discussed in
Section 2.7, namely, the bicluster pattern that corresponds to the MCMC iterate resulting in the
minimum total SSE (SSE), the bicluster pattern obtained from respective MCMC iterates corre-
sponding to rows and columns, having the highest average Rand index across all the iterations
(avgRI), and the bicluster pattern that corresponds to the MCMC iterate producing the maximum
value of the logarithm of the joint posterior distribution of model parameters conditioned on the
data entries (lp). The representative bicluster pattern is identified from the combination of the
optimal row and column clustering. These three representative bicluster patterns are compared
with the “true” row and column clustering and the Rand index is calculated between them. The
Rand index summaries computed after T = 10, 000 complete iterations of the first version of the
sampler are reported separately for row, column, and element-wise partitions in Tables 2.1, 2.2,
and 2.3 respectively.
All three criteria discussed above perform well in identifying the “true” latent bicluster pattern
within the data matrix as can be observed from the Rand indices being close to 1. However,
the bicluster pattern identified using the highest average Rand index criterion (avgRI) reflects
better the “true” bicluster pattern in the sense that the row, column, and element-wise clusterings
identified by using this criteria agree with the “true” row, column, and element-wise partitions
more accurately than the respective clusterings identified using the other two optimizing criteria.
Moreover, it is anticipated that the minimum total SSE (SSE) and the maximum log posterior (lp)
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Table 2.1: Summaries of Rand indices computed between the “true” row clusterings and the repre-
sentative row clusterings obtained from the implementation of the Bayesian biclustering
algorithm for T = 10, 000 iterations. The representative row clusterings are determined
by three separate criteria: the minimum total SSE (SSE), the highest average Rand
index (avgRI), and the maximum log posterior (lp).
50× 60 100× 60 100× 180
SSE avgRI lp SSE avgRI lp SSE avgRI lp
Min. 0.85 1 0.49 0.89 0.90 0.75 0.88 0.93 0.56
1st Q. 0.89 1 0.51 0.89 0.90 0.75 0.92 0.95 0.82
Median 0.93 1 0.80 0.92 0.93 0.79 0.94 0.97 0.86
Mean 0.93 1 0.70 0.92 0.93 0.80 0.94 0.96 0.85
3rd Q. 0.99 1 0.85 0.93 0.95 0.84 0.96 0.97 0.94
Max. 1 1 0.88 0.97 0.98 0.89 0.99 0.98 0.98
Std. dev. 0.06 0 0.18 0.03 0.03 0.05 0.03 0.02 0.12
Table 2.2: Summaries of Rand indices computed between the “true” column clusterings and the
representative column clusterings obtained from the implementation of the Bayesian
biclustering algorithm for T = 10, 000 iterations. The representative column clusterings
are determined by three separate criteria: the minimum total SSE (SSE), the highest
average Rand index (avgRI), and the maximum log posterior (lp).
50× 60 100× 60 100× 180
SSE avgRI lp SSE avgRI lp SSE avgRI lp
Min. 0.76 0.77 0.59 0.90 0.77 0.60 0.82 0.83 0.46
1st Q. 0.89 1 0.61 0.91 1 0.62 0.87 0.83 0.61
Median 0.92 1 0.76 0.96 1 0.74 0.89 0.84 0.62
Mean 0.91 0.95 0.74 0.95 0.98 0.77 0.88 0.87 0.66
3rd Q. 0.95 1 0.87 1 1 0.94 0.90 0.91 0.76
Max. 1 1 0.91 1 1 0.96 0.94 0.93 0.92
Std. dev. 0.08 0.1 0.13 0.05 0.07 0.16 0.03 0.04 0.14
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Table 2.3: Summaries of Rand indices computed between the “true” element-wise clusterings and
the representative element-wise clusterings obtained from the implementation of the
Bayesian biclustering algorithm for T = 10, 000 iterations. The representative element-
wise clusterings are determined by three separate criteria: the minimum total SSE (SSE),
the highest average Rand index (avgRI), and the maximum log posterior (lp).
50× 60 100× 60 100× 180
SSE avgRI lp SSE avgRI lp SSE avgRI lp
Min. 0.86 0.89 0.80 0.95 0.91 0.91 0.96 0.76 0.52
1st Q. 0.92 1 0.81 0.95 0.97 0.91 0.97 0.90 0.77
Median 0.94 1 0.87 0.96 0.98 0.92 0.97 0.97 0.79
Mean 0.93 0.98 0.85 0.96 0.97 0.93 0.97 0.94 0.80
3rd Q. 0.96 1 0.89 0.97 0.99 0.95 0.97 0.99 0.90
Max. 0.98 1 0.92 0.98 0.99 0.95 0.98 1 0.94
Std. dev. 0.04 0.05 0.05 0.01 0.02 0.02 0.01 0.07 0.12
criteria will identify biclusters where the number of non-empty row and column clusters are close to
the upper bounds R and C respectively. These two criteria tend to discover finer row and column
partitions resulting in a higher number of biclusters with the bicluster sizes being small, than the
avgRI criterion which tends to discover the more commonly occurring clustering pattern across all
the MCMC iterations.
For practical purposes, after the MCMC chain is run for T complete iterations, we report the
number of non-empty row and column clusters obtained, and for each distinct combination of the
two, we report the frequency, the minimum, the maximum, and the mean total SSE as well as the
minimum, the maximum, and the mean log posterior value computed across all the iterations. An
illustration of this is presented in a following simulation study. It is left to the researcher to choose
a representative bicluster pattern based on the task at hand.
2.8.1.2 Compute times
We examine the runtime performance of the Bayesian biclustering algorithm under the different
dataset settings in this section. We continue to work with the matrices of 3 different dimensions as
described above. For each specification we simulate ten datasets, and examine the time it takes for
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the algorithm to complete 1, 000, 5, 000 and 10, 000 complete Gibbs iterations. The results reported
are for the first version of the Gibbs sampler. The mean runtimes, averaged across the ten datasets,
are plotted in Figure 2.3. The timing results are based on the implementation of the algorithm
written in R on a Condo Cluster compute node housed at Iowa State University with two 2.6 GHz























Figure 2.3: The mean runtimes (in seconds) for matrices of different dimensions across different
number of iterations.
The compute time of the algorithm scales linearly with the total number of complete iterations
T and almost linearly with the size of the matrix in terms of the total number of data entries I · J .
The computational complexity of the proposed Bayesian biclustering algorithm can be represented
as approximately O(T · I · J), where T is the number of complete Gibbs iterations, I and J are the
row and column dimensions of the data matrix respectively.
It is to be noted that the functionality to compute the average Rand index for a row (and
correspondingly column) clustering observed at a particular MCMC iterate against all other iterates
in the run scales approximately as O(T 2). For a 20 × 20 data matrix and T = 10, 000, a C++
implementation of the above functionality for one dimension takes approximately 30 minutes on
a Condo cluster node. However, this is much faster when compared to the equivalent R function
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which takes approximately 70 minutes with the same hardware specifications. The compute time
increases with the increase in the size of the chosen dimension as well. Hence, it takes much longer
to compute the average Rand index values for the element-wise partitions. For these reasons, the
computational complexity required to identify a representative bicluster pattern using the highest
average Rand index criterion is much more than the complexity of the functionalities involving the
minimum total SSE and maximum log posterior criteria. In fact, the total SSE and the log posterior
values are computed along the MCMC run itself thus requiring no additional computation.
2.8.1.3 Performance on a simulated dataset
To assess the performance of the proposed Bayesian biclustering algorithm, we simulate a 100×






with µrc ∼ Unif (−3, 3). The original data matrix
contains 5 row clusters and 5 column clusters, therefore, r = 1, 2, . . . , 5, and c = 1, 2, . . . , 5. The
data generating mechanism has been reproduced from one of the simulation studies in Tan and
Witten (2014). We implemented the Bayesian biclustering algorithm with R = 10, C = 10, α = 10,
and β = 10. We chose σ = 5, µ = 0, ρ = 10, and ran the MCMC chain for T = 10, 000
iterations. The heatmaps of the raw data matrix and the bicluster patterns identified according
to the minimum total SSE (SSE), the highest average Rand index (avgRI), and the maximum log
posterior (lp) criteria are displayed in Figure 2.4.
It is evident that the minimum total SSE and the maximum log posterior criteria identify a
higher number of biclusters within the data matrix than the highest average Rand index criterion.
However, the bicluster pattern identified according to the latter agree more accurately with the
original bicluster pattern in the data matrix. In Table 2.4, we report the summaries of the total
SSE and the log posterior values in the MCMC run against each distinct combination of numbers
of non-empty row and column clusters. We observe that according to the minimum total SSE and
the maximum log posterior criteria the number of non-empty row and column clusters identified
are (7, 9) and (10, 10) respectively, which is close to the specified values of R = 10 and C = 10.
This results in finer row and column partitions. On the other hand, the highest average Rand index
24
criterion identifies a combination of (5, 5) row-column clusters. Note that the data matrix has been
generated from 5 row clusters and 5 column clusters.






















Figure 2.4: (a) The 100× 200 data matrix Y containing 5 row clusters and 5 column clusters. The
bicluster patterns identified by the Bayesian biclustering algorithm according to (b) the
minimum total SSE criterion, (c) the highest average Rand index criterion, and (d) the
maximum log posterior criterion.
Since the proposed biclustering algorithm is developed within the Bayesian framework, to check










































































































































































































































































































































































































































































































































































































from different starting points. In this regard, the initial values of the row-cluster and column-cluster
assignment vectors denoted by r and c respectively, are different in each run of the algorithm. This
implies that the bicluster means µrc for r = 1, 2, . . . , R; c = 1, 2, . . . , C are also initialized differently.
In order to examine the entire path of the five MCMC chains and thus, the algorithm itself, the
graphs and the quantitative results reported below are based on all 10, 000 complete iterations.
The plots of the total SSE values against the iterates for the five runs are shown in Figure 2.5.
The running mean plot of total SSE values is presented in Figure 2.6. For each of the 5 runs, the
total SSE value stabilizes around the 495000 mark. The initial steep drop of the total SSE value
in the first few iterations is caused due to the numbers of non-empty row and column clusters
being high during the initial iterations, close to the specified upper bounds of R and C respectively,
which after subsequent iterations adjusts to having reduced numbers of non-empty row and column
clusters without showing marked deviations from the minimum value.
We use Geweke’s convergence diagnostic proposed by Geweke et al. (1991) to examine the
convergence of each MCMC chain as seen through the total SSE values. The convergence diagnostic
proposed by Geweke is based on a test for equality of means of the first and last part of a Markov
chain. For the SSE plots we use the default, that is, the first 10% and the last 50% of the chain.
The two means are equal if the samples are drawn from the stationary distribution of the chain, and
Geweke’s statistic has an asymptotically standard normal distribution. The test statistic reported
is a standard Z-score, which is evaluated as the ratio of the difference between the two sample
means to its standard error. The standard error is estimated from the spectral density at zero,
and so, takes into account any autocorrelation. It is assumed that the two parts of the chain are
asymptotically independent when calculating the Z-score. Convergence issues arise when the value
of the test statistic lies beyond ±2. The test statistic values for the five runs of the algorithm based
on the total SSE are 0.627, 0.381, 0.679, 0.049, and 0.690.
Another quantitative effort to assess convergence is proposed by Gelman and Rubin (1992). The
Gelman-Rubin diagnostic (or potential scale reduction factor) is applicable in this context since it

































Figure 2.5: The total SSE plots for the five runs of the algorithm with the same data matrix from
different starting points.
factor (PSRF) is based on a comparison of within-chain and between-chain variances similar to
a classical analysis of variance. Convergence is diagnosed when the chains have forgotten their
initial values, and the output from all chains is almost identical. Quantitatively, values of PSRF
substantially above 1 indicate lack of convergence (approximate convergence is also diagnosed when
the upper limit is close to 1). For the chains of total SSE values, the PSRF is 1.01 with the upper
limit equal to 1.01.
Figure 2.7 shows the log posterior values plotted against iterations for the five runs of the
Bayesian biclustering algorithm. The corresponding running mean plot is shown in Figure 2.8.
Similar to the total SSE plots the log posterior values reach a maximum at the first few iterations and





















Figure 2.6: Running mean plot of total SSE values for the five runs of the algorithm with different
starting points. The five runs are color-coded.
1.400, 0.831, 0.907, 0.691, and −0.318. The PSRF and its upper limit is 1. Both the graphical and
the quantitative diagnostics mentioned above show promising signs of convergence. The starting
points do not seem to have an effect on the behavior of the algorithm. There appears to be good
mixing of the chains for both total SSE and the log posterior values, and the running means appear
to have reached a steady state.
We compute the Rand index between the row, column and element-wise clustering at every
iteration and the corresponding “true” clustering. We also compute respective Rand indices between
clusterings observed at two successive iterates. The histograms of the Rand index values for each run
of the algorithm are presented in Figure 2.9. It can be seen that even though the algorithm starts
at different row-cluster and column-cluster assignment vectors r and c respectively, it eventually
identifies the row-column partition that agrees well with the latent “true” bicluster pattern. Table
2.5 reports the Rand index computed between the “true” row, column and element-wise clustering
and the representative row, column, and element-wise clustering having the highest average Rand





































Figure 2.7: The plots of the log posterior values for the five runs of the algorithm starting at
different points.
Another technique we use to check whether the MCMC chains have attained a stable represen-
tation is through the running plots of the numbers of non-empty row and column clusters. Figure
2.10 shows the running plots of the numbers of non-empty row and column clusters for each run of
the algorithm initialized differently.
For each run of the algorithm starting at different values, the combination of (5, 5) and (5, 6)
non-empty row and column clusters seem to be the two most frequent clustering combinations even
though R and C are specified to be much higher. It is to be noted that the “true” number of row and
column clusters is 5 each. Thus, it is observed that the Bayesian biclustering algorithm stabilizes
after a few iterations and the eventual representative bicluster pattern is a good representation of



















Figure 2.8: Running mean plot of log posterior values for the five runs of the algorithm with different
starting points. The five runs are color-coded.
Table 2.5: For each run of the algorithm, reported are the Rand index values computed between the
“true” row, column and element-wise clustering and the representative row, column, and
element-wise clustering having the highest average Rand index across all the iterates.
Run row column element-wise
1 1 0.98 0.99
2 1 0.98 1
3 1 0.98 0.99
4 1 0.98 1
5 1 0.98 0.99
In addition to recovering the bicluster structure within the data matrix, the methodology in-
volved in the proposed biclustering approach also allows us to compute the empirical frequency,
from the MCMC run, with which two rows (or columns) are clustered together. This serves as an
estimate of the posterior probability that particular instances (or features) are grouped together,
which is especially important when the researcher is interested in the behavior of a few specific in-
stances (or features). The row cluster frequency and the column cluster frequency for the simulated


































































































































































































































Figure 2.9: The histograms of the Rand index values computed for each run of the algorithm
starting at different points. The histograms labelled ‘RowTrue’, ‘ColTrue’, and ‘Ele-
mentTrue’ correspond to the Rand indices computed between the row, column, and
element-wise clustering obtained at each iteration and the “true” row, column, and
element-wise partition respectively. The histograms labelled ‘RowCons’, ‘ColCons’,
and ‘ElementCons’ correspond to Rand indices computed between two successive row,

















































































Figure 2.10: For each run of the algorithm, the number of non-empty row and column clusters,
denoted by p and q respectively, are plotted against the corresponding iterate.
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Figure 2.11: (a) The cluster frequency for the 100 rows in the data matrix Y . (b) The cluster
frequency for the 200 columns in the data matrix Y .
2.8.2 Simulation 2: Comparison with Independent One-Way k-means Clustering
This simulation setting is similar to a simulation study conducted by Tan and Witten (2014). To
compare the performance of our proposed biclustering approach with independent one-way k-means






with µrc ∼ Unif (−3, 3). The original data matrix contains 5 row clusters and 5 column clusters,
therefore, r = 1, 2, . . . , 5 and c = 1, 2, . . . , 5 (Note that this is the same data matrix Y as used in
simulation study 2.8.1.3). We performed independent one-way 5-means clustering on the rows and
columns of the data matrix, as well as applied the Bayesian biclustering algorithm with R = 10,
C = 10, α = 10, and β = 10. We chose σ = 5, µ = 0, ρ = 10 and ran the algorithm for T = 10, 000
iterations. The heatmaps of the original data matrix and the bicluster pattern identified by the
proposed biclustering approach according to the highest average Rand index criterion are shown
below in Figure 2.12.
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Matrix with biclusters identified(b)
Figure 2.12: (a) Heatmap of the simulated 100×200 data matrix Y . (b) The biclusters identified by
the proposed Bayesian biclustering algorithm according to the highest average Rand
index criterion.
We consider the bicluster pattern identified according to the highest average Rand index crite-
rion since it agrees more accurately (compared to that identified according to the minimum total
SSE and maximum log posterior criteria) with the “true” bicluster pattern of the original data ma-
trix. Figure 2.13 shows that the proposed Bayesian biclustering approach identifies a more accurate
bicluster pattern within the simulated data matrix than independent one-way 5-means clustering
of the rows and columns. Our proposed algorithm identifies homogeneous, non-overlapping, and
exhaustive biclusters. The algorithm is able to recover the latent checkerboard pattern in terms
of the means matrix. The proposed algorithm can be implemented with relaxed assumptions in
the sense that even without definite specification of the number of row and column clusters, it is
able to recover the latent bicluster pattern. For k-means clustering, one needs to specify k which
is generally unavailable. Even if we had known the “true” number of row and column clusters,
which is 5 in this case, our proposed algorithm performs better than independent one-way k-means
clustering approach.
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Figure 2.13: (a) The true underlying means matrix used to generate the 100× 200 data matrix Y .
(b) The means matrix estimated by independent one-way 5-means clustering of the
rows and columns. (c) The means matrix estimated from the Bayesian biclustering
algorithm. In figures (b) and (c), the incorrectly clustered rows and columns are
represented by the horizontal and vertical lines respectively with contradicting colors.
2.8.3 Simulation 3: Comparison with Sparse Biclustering
In this simulation study, we compare our proposed approach with sparse biclustering, a widely
used biclustering technique developed by Tan and Witten (2014). The sparse biclustering technique
is comparable to our approach in the sense that it also assumes an underlying checkerboard mean
structure. We use the same 100× 200 data matrix Y as described in simulation studies 2.8.1.3 and
2.8.2. The proposed Bayesian biclustering algorithm is implemented with the same values of the
parameters as in simulation 2.8.2. The sparse biclustering algorithm is implemented in R using the
sparseBC package. The number of row and column clusters are both set to 5. The non-negative
regularization parameter is set to 0, implying no regularization. We display the means matrices
recovered by both the algorithms in Figure 2.14.
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Figure 2.14: (a) The means matrix estimated by the sparse biclustering technique. (b) The means
matrix estimated by the proposed Bayesian biclustering technique. In figures (a) and
(b), the incorrectly clustered rows and columns are represented by the horizontal and
vertical lines respectively with contradicting colors.
Both these methods are equally accurate in discovering the bicluster pattern defined by the
“true” row and column groups. Both correctly partition the rows to their “true” clusters. There
exists 5 columns, 4 in column cluster 4 and 1 in column cluster 5, which are incorrectly clustered
by both these methods. It can be observed in this simulation study that Bayesian biclustering
performs equally well under a more relaxed set of assumptions as compared to the sparse biclustering
technique. One can specify plausible upper bounds on the number of row and column clusters and
still achieve accurate results.
2.8.4 Simulation 4: Multiplicative Biclusters
This simulation study is a replication of a study conducted by Lee et al. (2010) and Tan and
Witten (2014). We consider a setup where the data matrix contains multiplicative biclusters. The
underlying means matrix is given by a 100× 50 matrix M = du1vT1 with d = 50, and
ũ1 = [10, 9, 8, 7, 6, 5, 4, 3, rep(2, 17), rep(0, 75)]
T ,
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ṽ1 = [10,−10, 8,−8, 5,−5, rep(3, 5), rep(−3, 5), rep(0, 34)]T ,
where rep(a, b) denotes a vector of length b, all of whose entries are a. The means matrix is
generated using the normalized vectors u1 = ũ1/||ũ1||2, and v1 = ṽ1/||ṽ1||2. The structure of the
means matrix implies that every row and column is generated by multiplying a constant term to
every other row and column respectively. The data matrix is generated as Y = M + ε where ε is
a 100× 50 matrix with elements εij that are i.i.d N(0, 1).
We implemented our proposed Bayesian biclustering algorithm on the data matrix Y for T =
10, 000 iterations with R = 3, C = 5, α = 1, and β = 1. We choose R = 3 and C = 5 based
on the simulation study conducted by Tan and Witten (2014) in an identical setting, where they
consider a spectrum of possible values for the number of row and column clusters and select an
optimal pair via cross-validation. The data variance is chosen to be σ = 1, and the values of the
prior parameters for the bicluster means are chosen to be µ = 0 and ρ = 10. The heatmaps of
the data matrix and the bicluster pattern identified by our proposed approach are shown in Figure
2.15. The biclusters identified according to the minimum total SSE and the highest average Rand
index criteria (reported in Figure 2.15) are identical.
The data generating mechanism in this simulation study matches with the framework for the
sparse Singular Value Decomposition (sparseSVD) technique for biclustering developed by Lee et al.
(2010). Therefore, it can be expected that the sparseSVD approach will have the best results in
this simulation seup. On the other hand, this is a challenging problem for our proposed biclustering
method due to the presence of multiplicative biclusters since our proposed method is designed for
a homogeneous and contiguous bicluster setting with an underlying checkerboard mean structure.
However, as can be observed in Figure 2.16, our proposed approach performs reasonably well
when it comes to estimating the means matrix M , even though it is designed to identify a checker-
board mean structure. This might be because, as pointed out by Tan and Witten (2014), the
multiplicative biclusters can be approximated as the union of several constant biclusters. The pro-
posed algorithm successfully identifies the latent bicluster formed from the zero elements of the
means matrix M as is evident in Figure 2.16.
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Matrix with biclusters identified(b)
Figure 2.15: (a) Heatmap of the simulated 100× 50 data matrix Y generated from an underlying
means matrix M containing multiplicative biclusters. (b) The biclusters identified by
the proposed Bayesian biclustering algorithm.












Figure 2.16: (a) The true underlying means matrix M used to generate the data matrix Y . (b)
































Histograms of Rand Indices(b)
Figure 2.17: For simulation study 2.8.4: (a) The total SSE plotted against the iterations. (b) The
histograms of the row and column Rand index values computed between two successive
iterates.















Figure 2.18: (a) The row cluster frequency plot for the data matrix Y from simulation 2.8.4. (b)
The column cluster frequency plot for the same matrix Y .
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From the SSE plot and the histograms for the Rand indices computed between two successive
iterates in Figure 2.17, it is seen that the sampler attains stability after a few initial iterations.
The column partitions do not change much after the initial iterations. The row partitions stabilize
around the halfway point of the chain. The cluster frequency plots for the rows and columns are
shown in Figure 2.18. As mentioned before, the plots indicate that the algorithm identifies the
bicluster of zero elements in the underlying means matrix as denoted by the submatrices at the
bottom right of the respective cluster frequency plots.
2.8.5 Simulation 5: Analysis of the Effects of α and β
In this simulation study, we examine the effectiveness of using the finite Dirichlet process priors
on the row-cluster and column-cluster assignment vectors. The Dirichlet process priors allow us to
consider a spectrum of numbers of non-empty row and column clusters when R and C, typically
upper bounds on the number of row and column clusters one really expects to have according to
the notation introduced in Section 2.4, are taken to be fairly large. The use of the Dirichlet process
priors on the row-cluster and column-cluster assignment vectors coupled with the choice of R and
C as possible upper bounds on the number of row and column clusters allow the algorithm the
flexibility to choose different numbers of non-empty row and column clusters at different iterations
rather than having a fixed, pre-specified choice for the number of row and column clusters.
We simulated a 50 × 60 data matrix Y having 2 row clusters and 3 column clusters by in-
dependently sampling yij from N(µrc, 3
2) where µrc ∼ Unif(−3, 3), r = 1, 2 and c = 1, 2, 3. We
chose the upper bound on the number of row clusters to be 5 and the corresponding upper bound
for the number of column clusters to be 6. We evaluated the performance of our proposed algo-
rithm for 8 different combinations of values of α and β. We chose the (α, β) pairs as (0.25, 0.25),
(0.5, 0.25), (0.5, 0.5), (0.75, 0.75), (1, 1), (2, 2), (5, 5), and (10, 10). The algorithm was implemented
for T = 10, 000 iterations with σ = 3, µ = 0, and ρ = 10. For better visualization purposes,
results for this simulation study are reported only for those distinct combinations of numbers of
non-empty row and column clusters that have occurred for more than 50 iterations out of a total
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of T = 10, 000 iterations. Figure 2.19 shows the frequencies of different combinations of numbers
of non-empty row and column clusters obtained.















































































































































Figure 2.19: A panel of bar graphs representing the frequencies of different combinations of numbers
of non-empty row and column clusters for varying values of α and β, obtained by
applying the proposed biclustering algorithm on the 50× 60 data matrix Y described
in simulation 2.8.5. The horizontal panels represent the numbers of non-empty row
clusters. The vertical panels represent the numbers of non-empty column clusters.
Only those distinct combinations that occurred for at least 50 iterations have been
considered.
According to our problem formulation and methodology, α and β control how big the random
numbers of non-empty row and column clusters tend to be. As anticipated, lower values of α
and β result in predominantly fewer numbers of non-empty row and column clusters, implying
more repetition of entries within the row-cluster and column-cluster assignment vectors r and c
respectively. On the other hand, as α and β become large, the finite Dirichlet process prior tends to
behave in a similar way to the uniform prior on the cluster assignment vectors leading to increased
numbers of non-empty row and column clusters. The vectors r and c tend to have a lesser number
of repeated entries in such a case. This functionality of our proposed approach enables the distinct
combinations of numbers of non-empty row and column clusters, denoted as (p, q) pairs, to explore
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the row-cluster and column-cluster space for a reduced total SSE as depicted in Figure 2.20. The











































Figure 2.20: The total SSE values obtained for different combinations of numbers of non-empty
row and column clusters, denoted as (p, q) pairs, for varying values of α and β. Only
those (p, q) pairs which have occurred for at least 50 iterations have been considered.
The integration of the finite Dirichlet process prior component into our proposed algorithm
allows us to perform a stochastic search over possible combinations of numbers of non-empty row
and column clusters. The representative bicluster pattern can then be identified by the user based
on either the desired numbers of non-empty row and column clusters or on the basis of one of the
three optimization criterion described in Section 2.7. Figures 2.21 shows three possible bicluster
patterns for three different choices of (α, β).
2.9 Application to a Real Dataset
To illustrate the performance of our proposed Bayesian biclustering algorithm on real data,
we consider the lung cancer gene expression dataset previously studied by Liu et al. (2008), Lee
et al. (2010), Tan and Witten (2014), and Chi et al. (2017). The dataset can be found in the R
package s4vd. It contains measurements for 56 samples and gene expression values of a subset of
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Biclusters for α = 0.25, β = 0.25(b)











Biclusters for α = 10, β = 10(d)
Figure 2.21: (a) The 50× 60 data matrix Y containing 2 row clusters and 3 column clusters. The
bicluster patterns identified by the Bayesian biclustering algorithm according to the
minimum total SSE criterion for (b) α = 0.25, β = 0.25, (c) α = 1, β = 1, and (d)
α = 10, β = 10.
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200 genes having the highest variance out of the 12, 625 genes measured using the Affymetrix 95av2
GeneChip. The samples comprise 20 pulmonary carcinoid samples (C), 13 colon cancer metastasis
samples (Col), 17 normal lung samples (N), and 6 small cell lung carcinoma samples (SC). The
rownames are affymetrix gene ids. We aim to identify the sets of genes (rows in the dataset) whose
expression differs from the baseline in the set of samples (columns in the dataset). The heatmap
of the dataset is presented in Figure 2.22.
Initially, we applied our proposed biclustering algorithm on the lung cancer dataset with R = 10,
C = 5, α = 10, β = 10, and σ = 1. The values of µ and ρ were specified to be 0 and 10 respectively
and the algorithm was run for T = 10, 000 iterations. The bicluster pattern identified according
to the highest average Rand index criterion is presented in Figure 2.23. The corresponding SSE
plot and histograms of Rand indices are shown in Figure 2.24. Figure 2.25 presents the cluster














































































































































Figure 2.22: The heatmap of the lung cancer gene expression dataset.
We also examined the performance of the algorithm for different (R,C) pairs, holding all other
parameter values fixed. Figures 2.26 and 2.27 show the bicluster patterns identified according














































































































































Figure 2.23: The bicluster pattern identified according to the highest average Rand index criterion








































Histograms of Rand Indices(b)
Figure 2.24: For the proposed Bayesian biclustering algorithm applied to the lung cancer gene
expression dataset with R = 10, C = 5, α = 10, and β = 10: (a) the total SSE plot,


































































Figure 2.25: The cluster frequency plot for the 56 samples in the lung cancer gene expression dataset
when the proposed algorithm is applied with R = 10, C = 5, α = 10, and β = 10.
(R = 15, C = 8) respectively. All three heatmaps depicting the bicluster patterns obtained for the
three different (R,C) pairs have been arranged in an ascending order in terms of the row and column
cluster means, bottom row cluster and left column cluster having smallest means respectively. It is
observed that there exists sets of genes whose expression values are high for normal samples, whereas
the expression values are on the low side for carcinoid samples and vice versa. There are subsets of
genes for which the colon cancer and small cell samples tend to have similar expresssion values that
lie between those for carcinoid and normal samples. For some other groups, the expression values
for colon cancer and small cell samples are higher than those for carcinoid and normal samples.
The bicluster patterns identified might reveal important information to the researcher about the
















































































































































Figure 2.26: The bicluster pattern identified according to the highest average Rand index criterion













































































































































Figure 2.27: The bicluster pattern identified according to the highest average Rand index criterion
in the lung cancer gene expression dataset for R = 15, C = 8, α = 10, and β = 10.
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2.10 Bayesian Biclustering of Datasets with Missing Entries
It is not uncommon that some of the data entries yij in a rectangular dataset Y are missing,
or remain unobserved or unreported. Missing values result in datasets due to different reasons
in different scientific fields. In some experimental settings, the missingness can be attributed to
time and/or cost constraints, and in some other scenarios, the element yij representing the relation
between row i and column j is just not observed. For example, in agricultural yield studies, it
is not expected that all the varieties of a crop under study will be tested at every location under
investigation. A different cause for missingness is exhibited by datasets which record movie ratings
from customers. Not all the data entries yij , which denote the rating assigned to movie j by
customer i (or vice versa) are observed. In fact, a very large proportion of data entries are missing
or remain unobserved. The possibility that there is no numerical response observed for some (i, j) is
not uninformative and really demands some kind of attention. Moreover, the biclustering problem
becomes difficult with the increase in sparsity of the data matrix.
In the biclustering context, Cheng and Church (2000) defined a mean squared residue score
assuming there are no missing values in the dataset. They replaced the missing values by random
numbers during a data preprocessing phase to guarantee this assumption. Yang et al. (2005) de-
veloped the FLexible Overlapped biClustering (FLOC) algorithm based on the bicluster definition
used by Cheng and Church (2000), that dealt with the missing values by introducing an occupancy
threshold. Gu and Liu (2008) proposed handling missing data in microarray datasets by treat-
ing them as additional unknown variables and iteratively imputing them in the Gibbs sampling
iterations. Most other existing biclustering algorithms require complete data matrices.
We deviate from the usual strategy employed by the existing biclustering algorithms to fill in
the missing values before analysis, generally during a data preprocessing phase. We consider the
missingness mechanism as being informative and attempt to model that in the following way.
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2.10.1 Methodology
Suppose that every (i, j) has an associated yij , but that some of them are missing (or unob-
served). Instead of treating the missingness as randomly generated, we attempt to model it in the
following way. We undertake the assumption that the data entries yij which are supposed to be
at the lower end of the spectrum of possible values for the variable Y have a higher probability
of remaining unobserved or being missing than the rest of the data entries. In that regard, if a
response yij is supposed to be small, the probability of it being missing is high. The smaller the
possible response, the higher is the corresponding probability of not observing it. This scenario is
common in datasets arising from recommender system studies and studies related to agricultural
yield of plant varieties. For instance, if the outcome of a plant variety is expected to be low under an
environmental condition then that variety-condition combination is avoided and the corresponding
data entry is unobserved. We model the above assumption through the following methodology.
We consider the “s-shaped” logistic function given by l(z) = exp(z)1+exp(z) . Continuing with that,
we consider the two-parameter family of functions given by






Suppose, as mentioned before, that conditioned on the bicluster means µrc, the yij are inde-
pendent with means µr(i),c(j) and now that with conditional probability
1− p(yij |λ1, λ2)
response yij is missing (or unobserved). In this setting, the joint density of all I × J responses,















1− p(yij |λ1, λ2)
) (2.14)
This is an extension of the likelihood term in the complete (non-missing) data setting which was
only the first term.
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Similar to the complete data matrix setting as described in Section 2.5, we consider independent
normal priors on the bicluster-specific means as given by 2.2, and finite Dirichlet process priors on
the row-cluster and column-cluster assignment vectors as in 2.3 and 2.5 respectively. In addition, to
account for the missing data entries in Y , we also consider a normal prior on the model parameter
λ1 and independently, after a log transformation of λ2 > 0 to log(λ2) ∈ R in order to employ a













2.10.2 An MCMC Sampler
The MCMC sampler constructed for the missing data setting differs from the first version of
the sampler for complete data introduced in Section 2.6 in the steps that refer to updates for the
parameters λ1 and λ2, and updates for the missing yij . Respective Metropolis steps are used to
update λ1, log(λ2), and missing yij . λ1 and log(λ2) are updated by proposing values from normal
distributions centered at the value of the corresponding current iterate with standard deviations
γλ1 and γλ2 respectively. To update a missing yij , a proposal value is generated by a random
draw from a normal distribution centered at the current iterate with fixed standard deviation γy.
The row-cluster and column-cluster assignment vectors, and the bicluster-specific means are still
updated using Gibbs steps. Similar to the complete data setting, we consider R and C to be fairly
large, typically upper bounds on the number of row and column clusters one really expects to have.
We also input the values of α (> 0) and β (> 0), the total prior masses for the Dirichlet process
priors. The algorithm is run for T iterations. The MCMC sampler, a Metropolis-within-Gibbs
sampler, for the Bayesian biclustering algorithm addressing missing entries is presented below.
(1) Set the model parameters σ2, µ, ρ2, ρ2λ1 , ρ
2
λ2
, and the number of iterations T . Choose the
standard deviations γλ1 , γλ2 , and γy.
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(2) Choose appropriate values of R, C, α, and β.
(3) Initialize unobserved/missing yij to complete the data matrix. The starting values for unob-
served/missing yij can be estimated by the average of observed entries in the data matrix. The
researcher can also assign starting values to the missing yij based on expertise and experience
gained from past scientific experiments.
(4) Initialize r, c, λ1, log(λ2), and µrc for r = 1, 2, . . . , R; c = 1, 2, . . . , C. The initial cluster
assignments for the rows and columns are separately generated, at random, from discrete
uniform distributions on {1, 2, . . . , R} and {1, 2, . . . , C} respectively. Another approach to
initialization could be using the k-means clustering method to set initial cluster assignments
separately for the rows and columns. Once the initial cluster assignments are determined
and starting values are assigned to the missing yij , the initial value of µrc corresponding to
the bicluster (r, c) can be obtained using step 5(iv) of the sampler below. λ1 and λ2 can be
initialized as 0 and 1 (hence, log(λ2) = 0) respectively.
(5) Repeat T times.
















λ1 and log(λ2) are updated using two successive univariate Metropolis steps. The pro-
posals are generated from normal distributions centered at the value of the corresponding
current iterate with standard deviations γλ1 and γλ2 respectively.
(ii) Conditioned on yij , µrc, and c, for each i = 1, 2, . . . , I, update r(i), one at a time, by












(iii) Conditioned on yij , µrc, and r, for each j = 1, 2, . . . , J , update c(j), one at a time, by











(iv) Conditioned on yij , r and c, updates for the bicluster means µrc are still straight Gibbs
draws based on conjugacy, that is, from respective posterior distributions generated from
normal priors and samples of corresponding entries yij .






1− p(yij |λ1, λ2)
)
A missing yij is updated using a Metropolis step by proposing a value from a normal
distribution centered at the value of the current iterate with fixed standard deviation
γy.
Here, f(·|µ, σ2) denotes the normal pdf with mean µ and variance σ2.
2.10.3 Identifying a Representative Bicluster Pattern and Prediction
Analogous to the complete data framework where there were no missing entries, we can choose a
representative bicluster pattern to be the one that minimizes the total Sum of Squared Error (SSE)
across all the T complete MCMC iterations. The expression for the total SSE at each iteration is
given by 2.12, but it is to be noted that when the data matrix has missing entries, the SSE for
each bicluster at an iteration is calculated based only on the observed entries within the bicluster.
We can also consider the bicluster pattern identified by the row and column clustering having
the respective highest average Rand index across all iterations. Furthermore, when the dataset
has missing entries, the joint posterior distribution of the missing yij and the model parameters
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where f(·|µ, σ2) denotes the pdf of a normal distribution with mean µ and variance σ2. We
consider the iterate at which the log of the joint posterior distribution in 2.17 is maximized, the
corresponding row and column partition identifying a representative bicluster pattern. This is
similar to the maximum log posterior criterion described in Section 2.7 for the complete data
setting.
At any iteration of the MCMC sampler, the prediction for a data entry yij (observed or unob-
served) is given by the mean of the corresponding bicluster (obtained from the posterior distribu-
tion) to which the data element is assigned to. If we suppose that ŷtij denotes the predicted value
for an entry yij at an MCMC iterate t, then
ŷtij = µ
t
r(i),c(j) for t = 1, . . . , T








can be considered as a plausible prediction for an entry yij , and hence a missing yij , after an MCMC
run.
2.10.4 Simulation Studies
In this section, we analyse the performance of the proposed Bayesian biclustering algorithm
under the setting where many of the data entries are unobserved or missing. As we did for simulation
study 2.8.1 with complete datasets, we consider the same data generating scenarios given below.
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where µrc ∼ Unif (−3, 3), r = 1, 2, and c = 1, 2, 3. We implement the algorithm
with R = 5, C = 5, α = 10, β = 10, and σ = 1.






where µrc ∼ Unif (−3, 3), r = 1, 2, . . . , 5, and c = 1, 2, 3. We implement the algorithm with
R = 10, C = 5, α = 10, β = 10, and σ = 3.






where µrc ∼ Unif (−3, 3), r = 1, 2, . . . , 5, and c = 1, 2, . . . , 6. The algorithm is implemented
with R = 10, C = 12, α = 10, β = 10, and σ = 5.
In the missing data context, within each of the above three situations we introduce different
percentages of missing values as an additional component. We examine each data generating
scenario with the percentage of missing values regulated to be at 0% (which is the complete dataset),
approximately 20%, approximately 50%, and approximately 90%. The percentage of missing values
in these simulated datasets is controlled by altering the λ1 parameter. The complete dataset is
generated at first as specified above. The different percentages of missingness are introduced by
setting λ1 to be −3− c1 · s.d(µrc), mean(µrc), and 3 + c2 · s.d(µrc) respectively, where c1 and c2 are
appropriate constants that depend on the data generating situation, −3 and 3 are the lower and
upper bounds respectively of the uniform distributions from which µrc are generated, and s.d stands
for standard deviation. The larger the value of λ1, the greater is the percentage of missingness.
The value of the parameter λ2 is fixed at 3 for all the data generating scenarios. For the following
simulations, unless otherwise mentioned, the other model parameters are specified as µ = 0, ρ = 10,
and wherever applicable, ρλ1 = 10, and ρλ2 = 10. The normal priors for λ1 and log(λ2) are centered
at 0. For the Metropolis updates of λ1 and log(λ2), a proposal value is drawn at random from a
normal distribution centered at the value of the current iterate and having a standard deviation of
2 and 1 respectively. When updating a missing yij through a Metropolis step, a normal distribution
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centered at the value of the current iterate with a standard deviation of 4 is used to generate a
proposal.
2.10.4.1 Biclustering performance
For each data generating specification detailed above, we simulate five datasets. For each
dataset, we introduce missingness in the order of approximately 20%, 50%, and 90% in addition
to considering the complete dataset. For reporting the results on biclustering performance of
the proposed Bayesian biclustering algorithm in the missing data context, we only consider the
Rand index values computed between the “true” row, column, and element-wise clustering and
the respective representative clustering obtained from the sampler with the highest average Rand
index. The summaries of the Rand index values computed after T = 10, 000 complete iterations of
the MCMC sampler are reported separately for row, column, and element-wise partitions in Tables
2.6, 2.7, and 2.8 respectively.
Table 2.6: Summaries of Rand indices computed between the “true” row clusterings and the repre-
sentative row clusterings obtained from the implementation of the Bayesian biclustering
algorithm for T = 10, 000 iterations at different missing value percentages. The rep-
resentative row clusterings are obtained using the highest average Rand index (avgRI)
criterion.
50× 60 100× 60 100× 180
0% 20% 50% 90% 0% 20% 50% 90% 0% 20% 50% 90%
Min. 0.96 0.92 0.82 0.50 0.84 0.76 0.73 0.23 0.82 0.82 0.49 0.19
1st Q. 1 1 1 0.57 0.84 0.84 0.82 0.33 0.83 0.83 0.53 0.19
Median 1 1 1 0.67 0.90 0.88 0.85 0.45 0.92 0.89 0.80 0.19
Mean 0.99 0.98 0.96 0.64 0.91 0.89 0.86 0.43 0.91 0.87 0.71 0.19
3rd Q. 1 1 1 0.71 0.98 0.97 0.94 0.51 0.98 0.92 0.82 0.19
Max. 1 1 1 0.75 0.99 0.98 0.96 0.62 1 0.92 0.89 0.20
Std. dev. 0.02 0.04 0.08 0.11 0.07 0.09 0.09 0.15 0.08 0.05 0.18 0.01
Based on the representative clustering identified according to the highest average Rand index
criterion, for each of the three different matrix specifications it can be observed that the algorithm
performs reasonably well in identifying the “true” latent bicluster pattern for smaller missing value
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Table 2.7: Summaries of Rand indices computed between the “true” column clusterings and the
representative column clusterings obtained from the implementation of the Bayesian
biclustering algorithm for T = 10, 000 iterations at different missing value percentages.
The representative column clusterings are obtained using the highest average Rand index
(avgRI) criterion.
50× 60 100× 60 100× 180
0% 20% 50% 90% 0% 20% 50% 90% 0% 20% 50% 90%
Min. 1 1 0.77 0.67 0.77 0.77 0.77 0.32 0.64 0.16 0.16 0.16
1st Q. 1 1 1 0.72 0.77 0.77 0.77 0.32 0.75 0.73 0.16 0.16
Median 1 1 1 0.75 0.96 0.98 0.77 0.32 0.79 0.74 0.66 0.16
Mean 1 1 0.95 0.75 0.90 0.90 0.84 0.38 0.76 0.63 0.48 0.16
3rd Q. 1 1 1 0.81 1 0.98 0.90 0.32 0.80 0.76 0.72 0.16
Max. 1 1 1 0.82 1 1 1 0.63 0.84 0.76 0.72 0.16
Std. dev. 0 0 0.10 0.06 0.12 0.12 0.10 0.14 0.08 0.26 0.30 0
Table 2.8: Summaries of Rand indices computed between the “true” element-wise clusterings and
the representative element-wise clusterings obtained from the implementation of the
Bayesian biclustering algorithm for T = 10, 000 iterations at different missing value
percentages. The representative element-wise clusterings are obtained using the highest
average Rand index (avgRI) criterion.
50× 60 100× 60 100× 180
0% 20% 50% 90% 0% 20% 50% 90% 0% 20% 50% 90%
Min. 0.99 0.97 0.84 0.74 0.87 0.87 0.82 0.33 0.88 0.84 0.36 0.03
1st Q. 1 1 1 0.76 0.94 0.90 0.87 0.48 0.93 0.90 0.42 0.03
Median 1 1 1 0.81 0.96 0.92 0.89 0.48 0.93 0.91 0.88 0.04
Mean 1 0.99 0.97 0.80 0.95 0.93 0.90 0.50 0.93 0.91 0.69 0.04
3rd Q. 1 1 1 0.84 0.99 0.98 0.95 0.56 0.95 0.93 0.89 0.05
Max. 1 1 1 0.85 1 0.99 0.99 0.64 0.97 0.96 0.91 0.05
Std. dev. 0.01 0.01 0.07 0.05 0.05 0.05 0.07 0.12 0.03 0.04 0.28 0.01
57
percentages. However, the biclustering performance of the algorithm deteriorates as the percent-
age of missing values increases. Due to the sparse nature of the data matrix, there is very less
information contained within the observed entries regarding the latent bicluster pattern. It is also
observed that for large matrices with a high percentage of missingness, the representative bicluster
pattern identified according to the highest average Rand index criterion agrees poorly with the
“true” underlying pattern. As the size of the data matrix increases, the upper bounds R and C are
specified to be high. As a result, a large number of distinct combinations of numbers of non-empty
row and column clusters are formed. No one particular combination, that is a particular (p, q) pair,
dominates in terms of the frequency of occurrence along the MCMC run. Since the highest average
Rand index criterion is implicitly based on both the (p, q) pair and its frequency of occurrence along
the MCMC run, a (p, q) pair with relatively small values of p and q ends up having the highest
average Rand index across all the iterations. The chosen (p, q) pairing does not agree well with
the latent bicluster pattern consisting of a high number of row and column clusters in “truth”. On
the other hand, the minimum total SSE criterion tends to select finer row and column clusterings,
implying larger numbers of row and column clusters. This representative clustering combination
has better agreement with the latent bicluster pattern. This is demonstrated in Tables 2.9, 2.10,
and 2.11, where it is observed that the representative clustering identified according to the mini-
mum total SSE criterion (SSE) has better performance when compared with the “truth” than that
identified by the highest average Rand index criterion (avgRI), particularly for matrices of large
dimensions with a high percentage of missing entries. Moreover, in the missing data context, the
total SSE at every iteration is calculated based on only the observed entries of the data matrix
unlike the determination of the row cluster and column cluster assignment vectors. This also seems
to aid the better performance of the minimum total SSE criterion.
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Table 2.9: Comparison between the minimum total SSE (SSE) and the highest average Rand index
(avgRI) criteria based on the Rand index summaries for row clusterings. The Rand
indices are computed between the “true” row clusterings and the representative row
clusterings obtained from the implementation of the Bayesian biclustering algorithm for
T = 10, 000 iterations at approximately 90% missing entries. The values in parentheses
are for approximately 50% missingness.
50× 60 100× 60 100× 180
SSE avgRI SSE avgRI SSE avgRI
Min. 0.50 (0.80) 0.50 (0.82) 0.31 (0.81) 0.23 (0.73) 0.59 (0.66) 0.19 (0.49)
1st Q. 0.58 (0.84) 0.57 (1) 0.62 (0.82) 0.33 (0.82) 0.74 (0.79) 0.19 (0.53)
Median 0.63 (0.85) 0.67 (1) 0.66 (0.83) 0.45 (0.85) 0.74 (0.81) 0.19 (0.80)
Mean 0.63 (0.88) 0.64 (0.96) 0.60 (0.86) 0.43 (0.86) 0.71 (0.80) 0.19 (0.71)
3rd Q. 0.67 (0.91) 0.71 (1) 0.68 (0.92) 0.51 (0.94) 0.75 (0.87) 0.19 (0.82)
Max. 0.78 (1) 0.75 (1) 0.71 (0.93) 0.62 (0.96) 0.75 (0.87) 0.20 (0.89)
Std. dev. 0.11 (0.08) 0.11 (0.08) 0.16 (0.06) 0.15 (0.09) 0.07 (0.08) 0.01 (0.18)
Table 2.10: Comparison between the minimum total SSE (SSE) and the highest average Rand in-
dex (avgRI) criteria based on the Rand index summaries for column clusterings. The
Rand indices are computed between the “true” column clusterings and the representa-
tive column clusterings obtained from the implementation of the Bayesian biclustering
algorithm for T = 10, 000 iterations at approximately 90% missing entries. The values
in parentheses are for approximately 50% missingness.
50× 60 100× 60 100× 180
SSE avgRI SSE avgRI SSE avgRI
Min. 0.67 (0.80) 0.67 (0.77) 0.32 (0.77) 0.32 (0.77) 0.77 (0.45) 0.16 (0.16)
1st Q. 0.70 (0.87) 0.72 (1) 0.32 (0.84) 0.32 (0.77) 0.78 (0.60) 0.16 (0.16)
Median 0.76 (0.93) 0.75 (1) 0.33 (0.88) 0.32 (0.77) 0.78 (0.77) 0.16 (0.66)
Mean 0.75 (0.90) 0.75 (0.95) 0.42 (0.88) 0.38 (0.84) 0.78 (0.68) 0.16 (0.48)
3rd Q. 0.76 (0.96) 0.81 (1) 0.48 (0.91) 0.32 (0.90) 0.78 (0.77) 0.16 (0.72)
Max. 0.86 (0.96) 0.82 (1) 0.64 (1) 0.63 (1) 0.79 (0.81) 0.16 (0.72)
Std. dev. 0.07 (0.07) 0.06 (0.10) 0.14 (0.08) 0.14 (0.10) 0.01 (0.15) 0 (0.30)
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Table 2.11: Comparison between the minimum total SSE (SSE) and the highest average Rand index
(avgRI) criteria based on the Rand index summaries for element-wise clusterings. The
Rand indices are computed between the “true” element-wise clusterings and the rep-
resentative element-wise clusterings obtained from the implementation of the Bayesian
biclustering algorithm for T = 10, 000 iterations at approximately 90% missing entries.
The values in parentheses are for approximately 50% missingness.
50× 60 100× 60 100× 180
SSE avgRI SSE avgRI SSE avgRI
Min. 0.72 (0.81) 0.74 (0.84) 0.54 (0.90) 0.33 (0.82) 0.93 (0.79) 0.03 (0.36)
1st Q. 0.77 (0.91) 0.76 (1) 0.65 (0.91) 0.48 (0.87) 0.96 (0.85) 0.03 (0.42)
Median 0.80 (0.93) 0.81 (1) 0.73 (0.92) 0.48 (0.89) 0.96 (0.92) 0.04 (0.88)
Mean 0.80 (0.91) 0.80 (0.97) 0.70 (0.92) 0.50 (0.90) 0.95 (0.88) 0.04 (0.69)
3rd Q. 0.85 (0.94) 0.84 (1) 0.76 (0.95) 0.56 (0.95) 0.96 (0.92) 0.05 (0.89)
Max. 0.85 (0.94) 0.85 (1) 0.83 (0.95) 0.64 (0.99) 0.96 (0.93) 0.05 (0.91)
Std. dev. 0.05 (0.05) 0.05 (0.07) 0.11 (0.02) 0.12 (0.07) 0.01 (0.06) 0.01 (0.28)
2.10.4.2 Compute times
To investigate the effect of different percentages of missingness on the runtime performance of
the proposed Bayesian biclustering algorithm, we use the same matrix specifications as described
above. We simulate five datasets for each matrix specification. For each of the five datasets we
implement the algorithm at 0% (which is the complete dataset) and at approximately 20%, 50%,
and 90% missingness. Figure 2.28 shows the mean runtimes of the algorithm at different miss-
ing value percentages for each matrix specification. In simulation study 2.8.1.2 based on compute
times, we represent the computational complexity of the proposed Bayesian biclustering algorithm
in the complete data setting as approximately O(T · I · J), where T is the number of complete
Gibbs iterations, I and J are the row and column dimensions of the data matrix respectively. The
complexity continues to hold even in the missing data context for each of the three chosen percent-
ages of missingness. Clearly the algorithm runtime increases with the increase in the percentage
of missing entries within the dataset. It is however difficult to formulate exactly how the varying
missing value percentages affect the algorithm runtime. From simulations, it is seen that for a
fixed number of iterations T , the runtime is around 1.5 − 2 times higher for approximately 20%
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missingness, about 2.5 − 3 times higher for approximately 50% missingnesss, and approximately
3.5 − 4.5 times higher when the missingness is approximately 90% as compared to the runtime of
the complete dataset across different matrix dimensions. It is also observed that for a fixed missing

































Figure 2.28: The mean runtimes (in seconds) for each matrix specification with different missing
value percentages plotted against number of iterations.
2.10.4.3 Predictive performance
To examine the predictive performance of the Bayesian biclustering algorithm, we continue to
work with the matrix specifications detailed above. For each specification, we simulate ten datasets
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with identical underlying means. For each dataset, we implement the proposed algorithm with
missing value percentages at 0% (complete dataset) and at approximately 20%, 50%, and 90%.
The entries of the underlying means matrix of dimension I × J constructed from µrc and the
“true” row and column clusterings are denoted as mij . For each dataset d = 1, 2, . . . , 10, the entries
of the I × J matrix of predicted values are denoted as pdij . The prediction for an entry yij after
an MCMC run is obtained following 2.18. Hence, pdij = ŷij for i = 1, 2, . . . , I, and j = 1, 2, . . . , J .
The predictive performance of the algorithm is measured over the ten datasets in terms of the root










10 · I · J
(2.19)
The RMSEpe defined in 2.19 is comparable with the following quantity. This is the metric to
be used if one knows the “true” row and column clusterings within a complete data matrix, and the
entries yij in each bicluster are estimated using the corresponding sample mean of the bicluster.
RMSEpetrue =
√
Rtrue · Ctrue · σ2
I · J
(2.20)
where Rtrue and Ctrue are the “true” number of row and column clusters respectively within the
simulated data matrix. Table 2.12 shows the predictive performance of the Bayesian biclustering
algorithm in terms of the RMSEpe.
Table 2.12: RMSEpe values for different matrix specifications at different percentages of missing-
ness. Also reported are the RMSEpetrue values corresponding to each matrix specifi-
cation.
RMSEpetrue 0% 20% 50% 90%
50× 60 0.045 0.048 0.051 0.071 1.508
100× 60 0.15 0.306 0.375 0.554 1.968
100× 180 0.204 0.684 1.026 1.380 2.056
The predictive performance of the algorithm deteriorates with the increase in the missing value
percentage. At smaller percentages of missing values the proposed algorithm does reasonably well
in predicting an entry yij as seen from the comparison of the respective RMSEpe and RMSEpetrue
values.
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2.10.4.4 Performance under misspecified σ
To examine the performance of the Bayesian biclustering algorithm under the situation when the
data variance σ2 is incorrectly specified, we simulate ten datasets with the following specification:






where µrc ∼ Unif (−3, 3),
r = 1, 2, and c = 1, 2, 3. Approximately 30% of the entries are missing in each dataset. The
algorithm is implemented for T = 10, 000 iterations with parameters R = 8, C = 8, α = 10,
β = 10, µ = 0, ρ = 10, ρλ1 = 10, and ρλ2 = 10. The parameter σ is specified to be 1, 3 (“true”),
the standard deviation of the observed data entries denoted as sd(Y ), and 7 respectively. The
results are summarized in Tables 2.13, 2.14, 2.15, and 2.16.
Table 2.13: The row clustering performance of the algorithm for differently specified σ values.
Reported are the summaries of Rand index values computed between the “true” row
clusterings and the representative row clusterings identified according to the minimum
total SSE (SSE) and the highest average Rand index (avgRI) criteria.
σ = 1 σ = 3 σ = sd(Y ) σ = 7
SSE avgRI SSE avgRI SSE avgRI SSE avgRI
Min. 0.51 0.50 0.50 0.49 0.50 0.49 0.49 0.49
1st Q. 0.54 0.54 0.58 0.49 0.60 0.49 0.51 0.49
Median 0.56 0.57 0.68 0.75 0.75 0.75 0.62 0.49
Mean 0.58 0.58 0.67 0.74 0.72 0.74 0.69 0.63
3rd Q. 0.61 0.61 0.73 1 0.78 1 0.85 0.80
Max. 0.69 0.69 0.89 1 0.95 1 1 1
Std. dev. 0.06 0.06 0.13 0.27 0.15 0.27 0.20 0.23
It is observed that the biclustering performance shows slight improvement when the parameter
σ is correctly specified than when it is not. The predictive performance is more affected than the
identification of the “true” bicluster pattern for incorrectly specified σ values. The predictions
degrade for misspecified σ. In almost all cases, σ would be unknown. However, if the standard
deviation of the observed entries is close to the “true” σ, which is the case in this study, then both
the biclustering and predictive performances are similar to what one would expect if the parameter
σ is known and thereby correctly specified.
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Table 2.14: The column clustering performance of the algorithm for differently specified σ values.
Reported are the summaries of Rand index values computed between the “true” col-
umn clusterings and the representative column clusterings identified according to the
minimum total SSE (SSE) and the highest average Rand index (avgRI) criteria.
σ = 1 σ = 3 σ = sd(Y ) σ = 7
SSE avgRI SSE avgRI SSE avgRI SSE avgRI
Min. 0.63 0.63 0.51 0.32 0.59 0.32 0.56 0.32
1st Q. 0.70 0.70 0.73 0.75 0.70 0.75 0.69 0.53
Median 0.72 0.72 0.75 0.77 0.73 0.77 0.72 0.74
Mean 0.72 0.72 0.74 0.74 0.74 0.74 0.73 0.64
3rd Q. 0.74 0.74 0.77 0.77 0.78 0.77 0.77 0.77
Max. 0.80 0.80 0.91 1 0.88 0.98 0.88 0.77
Std. dev. 0.04 0.04 0.10 0.17 0.08 0.16 0.08 0.19
Table 2.15: The element-wise clustering performance of the algorithm for differently specified σ val-
ues. Reported are the summaries of Rand index values computed between the “true”
element-wise clusterings and the representative element-wise clusterings identified ac-
cording to the minimum total SSE (SSE) and the highest average Rand index (avgRI)
criteria.
σ = 1 σ = 3 σ = sd(Y ) σ = 7
SSE avgRI SSE avgRI SSE avgRI SSE avgRI
Min. 0.82 0.82 0.73 0.61 0.70 0.61 0.63 0.26
1st Q. 0.83 0.83 0.81 0.65 0.82 0.67 0.73 0.60
Median 0.83 0.83 0.82 0.78 0.84 0.83 0.79 0.62
Mean 0.83 0.84 0.82 0.78 0.83 0.79 0.78 0.62
3rd Q. 0.84 0.84 0.84 0.89 0.86 0.89 0.81 0.64
Max. 0.86 0.86 0.90 1 0.92 0.99 0.94 0.89
Std. dev. 0.01 0.01 0.05 0.14 0.06 0.13 0.09 0.18
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Table 2.16: The predictive performance of the algorithm for differently specified σ values. For each
dataset, the RMSEpe is reported for different choices of σ.
dataset σ = 1 σ = 3 σ = sd(Y ) σ = 7
1 1.64 0.59 0.61 2.16
2 1.52 0.82 0.83 2.50
3 1.55 0.35 0.36 2.63
4 1.31 0.41 0.40 2.39
5 1.71 0.22 0.21 2.55
6 1.32 0.30 0.25 1.69
7 1.42 0.30 0.58 2.90
8 1.43 0.63 0.68 2.34
9 1.43 0.78 0.77 2.39
10 1.30 0.47 0.47 1.97
2.10.4.5 Performance under different R and C
We work with the same ten datasets that were used in simulation study 2.10.4.4. The biclus-
tering algorithm is implemented for T = 10, 000 iterations with parameters α = 10, β = 10, σ = 3,
µ = 0, ρ = 10, ρλ1 = 10, and ρλ2 = 10. We compare the biclustering and the predictive performance
of the algorithm for (R,C) pairs (4, 4), (8, 8), and (12, 12). The results are presented in Tables 2.17,
2.18, 2.19, and 2.20.
Table 2.17: The row clustering performance of the algorithm for differently specified R and C.
Reported are the summaries of Rand index values computed between the “true” row
clusterings and the representative row clusterings identified according to the minimum
total SSE (SSE) and the highest average Rand index (avgRI) criteria.
R = 4, C = 4 R = 8, C = 8 R = 12, C = 12
SSE avgRI SSE avgRI SSE avgRI
Min. 0.49 0.49 0.50 0.49 0.50 0.49
1st Q. 0.65 0.56 0.58 0.49 0.51 0.49
Median 0.71 0.96 0.68 0.75 0.56 0.75
Mean 0.70 0.82 0.67 0.74 0.64 0.74
3rd Q. 0.80 1 0.73 1 0.73 1
Max. 0.87 1 0.89 1 0.93 1
Std. dev. 0.13 0.24 0.13 0.27 0.17 0.27
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Table 2.18: The column clustering performance of the algorithm for differently specified R and
C. Reported are the summaries of Rand index values computed between the “true”
column clusterings and the representative column clusterings identified according to
the minimum total SSE (SSE) and the highest average Rand index (avgRI) criteria.
R = 4, C = 4 R = 8, C = 8 R = 12, C = 12
SSE avgRI SSE avgRI SSE avgRI
Min. 0.62 0.38 0.51 0.32 0.64 0.32
1st Q. 0.73 0.77 0.73 0.75 0.66 0.76
Median 0.77 0.77 0.75 0.77 0.71 0.77
Mean 0.77 0.78 0.74 0.74 0.73 0.74
3rd Q. 0.79 0.85 0.77 0.77 0.77 0.77
Max. 0.95 1 0.91 1 0.91 1
Std. dev. 0.09 0.16 0.10 0.17 0.09 0.17
Table 2.19: The element-wise clustering performance of the algorithm for differently specified R and
C. Reported are the summaries of Rand index values computed between the “true”
element-wise clusterings and the representative element-wise clusterings identified ac-
cording to the minimum total SSE (SSE) and the highest average Rand index (avgRI)
criteria.
R = 4, C = 4 R = 8, C = 8 R = 12, C = 12
SSE avgRI SSE avgRI SSE avgRI
Min. 0.75 0.63 0.73 0.61 0.80 0.61
1st Q. 0.83 0.82 0.81 0.65 0.83 0.63
Median 0.84 0.87 0.82 0.78 0.83 0.68
Mean 0.84 0.84 0.82 0.78 0.84 0.75
3rd Q. 0.86 0.89 0.84 0.89 0.87 0.89
Max. 0.94 1 0.90 1 0.89 1
Std. dev. 0.05 0.12 0.05 0.14 0.03 0.15
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Table 2.20: The predictive performance of the algorithm for differently specified R and C. For each
dataset, the RMSEpe is reported for different choices of R and C.
dataset R = 4, C = 4 R = 8, C = 8 R = 12, C = 12
1 0.53 0.59 0.65
2 0.71 0.82 0.93
3 0.33 0.35 0.38
4 0.43 0.41 0.41
5 0.21 0.22 0.23
6 0.29 0.30 0.31
7 0.31 0.30 0.30
8 0.57 0.63 0.64
9 0.59 0.78 0.88
10 0.38 0.47 0.49
It must be noted that the “true” number of row and column clusters are almost never known for
a real data matrix. However, since the datasets in this study are simulated from 2 row clusters and
3 column clusters, the algorithm seems to perform better when R = 4 and C = 4, as these choices
restrict the sampler in identifying higher number of row and column clusters. The performance
in terms of the minimum total SSE criterion seems to worsen slightly with increasing R and C
since the bicluster pattern identified by this criterion tends to have the number of row and column
clusters close to R and C. The predictive performance does not seem to differ for different choices
of (R,C) pairs.
2.10.4.6 Performance on a simulated dataset
We illustrate the performance of our proposed Bayesian biclustering algorithm in the missing
data context through the following simulation study. We draw independent yij ∼ N(µrc, 12) using
µrc ∼ Unif (−5, 5) and simulate a 50 × 60 data matrix Y from 2 row clusters and 3 column
clusters. The probability of a yij being unobserved/missing is computed using λ1 = 0 and λ2 = 1.
Approximately 33% of the entries are missing. To update a missing yij , we use a normal proposal
centered at the value of the current iterate and having a standard deviation γy = 2. The standard
deviations of the normal proposals for λ1 and log(λ2) are chosen to be γλ1 = 2 and γλ2 = 1
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respectively. The normal priors for µrc, λ1, and log(λ2) have mean 0 and standard deviation of
10. We implemented the algorithm on this dataset for T = 10, 000 iterations with R = 5, C = 6,
α = 5, and β = 5. The simulated data matrix and the biclusters identified according to the three
different criteria are shown in Figure 2.29.






















Figure 2.29: (a) The simulated data matrix Y . The bicluster patterns identified according to (b)
the minimum total SSE (SSE) criterion, (c) the highest average Rand index criterion































































Histograms of Rand Indices(c)
Figure 2.30: (a) The total SSE plot. (b) The log posterior plot. (c) The histograms of the Rand
indices computed between the “true” row and column clusterings and the correspond-
ing clusterings obtained during the MCMC run (denoted as ’RowTrue’ and ’ColTrue’
respectively). The histograms of Rand indices computed between clusterings at two
successive iterates are denoted by ’RowCons’ and ’ColCons’.















Figure 2.31: (a) The row cluster frequency plot and (b) the column cluster frequency plot for the
simulated 50× 60 data matrix Y .
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Figure 2.32: (a) The simulated data matrix Y . (b) The data matrix with predictions reported for
the unobserved/missing entries. The bicluster patterns identified according to (c) the
minimum total SSE (SSE) criterion, and (d) the highest average Rand index criterion
(avgRI) along with the predicted values for the unobserved/missing entries.
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It can be observed that the bicluster patterns identified using the highest average Rand index
(avgRI) and the maximum log posterior (lp) criteria are identical. The minimum total SSE (SSE)
criterion identifies two additional row clusters and an extra column cluster. The MCMC chain
attains a stable representation after a few initial iterations as can be observed in the total SSE and
lop posterior plots in Figure 2.30. The histograms of Rand index values computed between the
“true” row and column clusterings and the respective clustering obtained at the MCMC iterates
(denoted as ‘RowTrue’ and ‘ColTrue’ in Figure 2.30) suggest that the “true” bicluster pattern has
been identified by the algorithm.
It is also evident from Figure 2.31 that the proposed algorithm accurately identifies the “true”
row and column partitions. The data matrix with the identified bicluster patterns and the predicted
values for the missing yij are shown in Figure 2.32. The prediction error per data entry, calculated
as the square root of the ratio of the sum of squared errors across all entries to the total number of
entries I × J , is 0.16 (Note that the “true” underlying means matrix used to simulate the dataset
is known in this case).
2.10.5 Application to a Real Dataset
We implemented our proposed Bayesian biclustering algorithm on a real-life dataset shared with
us by a leading agricultural organization. We would like to extend our sincere gratitude to them for
their contribution to this research study. The dataset consists of agricultural yield measurements
for 132 different varieties of a commodity of interest at 73 separate locations. The varieties are
arranged along the rows and the locations form the columns. Figure 2.33 shows the heatmap of
the raw dataset.
Each cell in the data matrix represents the yield of a particular variety of the commodity at a
specific location. As can be seen from the figure above, not all cells are filled with a data entry.
The percentage of unobserved entries is almost 73%. This dataset reflects well our underlying
assumption about the missingness mechanism. Due to time and cost constraints, it is not possible
to observe the yield of every variety at every environmental condition. Further, it is assumed that
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Figure 2.33: Heatmap of the agricultural yield dataset.
the yield of certain varieties at some locations will be unobserved if those varieties are expected to
perform poorly at those specific locations.
With these assumptions in place, we implemented the Bayesian biclustering algorithm on the
above dataset with R = 15, C = 15, α = 20, and β = 20. We chose the data variance parameter
σ2 to be 9. We ran the MCMC chain for T = 10, 000 iterations with µ = 0, ρ = 10, ρλ1 = 10,
and ρλ2 = 10. We initialized the parameters λ1 = 0 and λ2 = 1. The standard deviations of the
normal densities used as proposals for the Metropolis updates of missing yij , λ1, and log(λ2) were
taken to be γy = 3, γλ1 = 2, and γλ2 = 1 respectively. We also implemented a missing at random
version of the biclustering algorithm with identical set of relevant parameters and same starting
values. Figure 2.34 shows both the bicluster patterns identified.
It is clearly observed that the algorithm with and without the missing at random assumption
yields different bicluster patterns. The biclusters identified with the proposed Bayesian biclustering
model according to the minimum total SSE, the highest average Rand index, and the maximum
log posterior criteria are identical as is evident from Table 2.21.
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Bicluster pattern identified by the highest average Rand index criterion(b)
Figure 2.34: The bicluster patterns identified within the agricultural yield dataset under the as-
sumptions that (a) the missingness is informative as per the Bayesian biclustering
model, and (b) the missingness is at random.
The proposed algorithm based on informative missingness is able to group the low performing
and the high yielding varieties with their corresponding locations into separate biclusters. Because





































































































































































































































































































































































































































































found to be empty. The bicluster patterns with the respective predictions under the informative
















Bicluster pattern with predictions(b)
Figure 2.35: The bicluster patterns identified within the agricultural yield dataset with the respec-
tive predictions under the assumptions that (a) the missingness is informative as per























































Histograms of Rand Indices(c)
Figure 2.36: (a) The total SSE plot. (b) The log posterior plot. (c) The histograms of row, column,




















Figure 2.37: The running plots of the numbers of non-empty row clusters (p) and column clusters
(q) against the MCMC iterations.
76
2.11 Discussion
The Bayesian biclustering algorithm proposed and formulated in the previous sections is charac-
terized by identification of homogeneous, non-overlapping, and exhaustive biclusters. Unlike most
of the existing biclustering techniques which are heuristic in nature, the proposed Bayesian ap-
proach offers a principled solution to the biclustering problem. The performance of the Bayesian
biclustering algorithm in identifying the underlying latent bicluster pattern within a data matrix
is demonstrated through the simulation studies above. The results of the algorithm are easily in-
terpretable since it explicitly returns the rows and columns of the data matrix that are clustered
together unlike some of the existing biclustering approaches. Besides returning the set of biclusters,
due to the Markov chain nature of the proposed algorithm, we can also compute empirical proba-
bilities of two rows, or columns, or elements, being clustered together after an MCMC run. These
serve as estimates of posterior probabilities that two rows, or columns, or elements, are grouped
together. The use of the Dirichlet process priors for the row-cluster and column-cluster assign-
ment vectors (or equivalently, the use of the Dirichlet distribution as a prior on weight vectors for
rows and columns) enables the algorithm to perform a stochastic search over the space of differ-
ent combinations of numbers of non-empty row and column clusters. The algorithm only requires
to specify plausible upper bounds on the number of row and column clusters rather than a fixed
pre-determined number of row and column clusters. Across a chain of complete MCMC iterations,
the algorithm traverses through distinct combinations of numbers of non-empty row and column
clusters capturing a range of behavior of the row and column partitions. The parameters α and β
help to control the variability in the row and column cluster memberships. Smaller values of these
parameters result in predominantly fewer numbers of non-empty row and column clusters, and as
α and β become large, the finite Dirichlet process prior tends to behave similarly to the uniform
prior on the cluster assignment vectors resulting in larger numbers of non-empty row and column
clusters. We also propose three separate criteria to identify a representative bicluster pattern. The
bicluster pattern chosen by minimizing the total SSE across all iterations tends to have the number
of non-empty row and column clusters close to the respective upper bounds, while the highest
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average Rand index criterion tends to select the most frequent bicluster pattern among the MCMC
iterates. These criteria assist the researcher in selecting from bicluster patterns of different nature.
One can obviously motivate and develop other criteria, or formulate different versions of the ones
mentioned in Section 2.7. The biclustering algorithm developed in the previous sections does not
require any preprocessing of the original data matrix and with sufficient computational resources
can be implemented on datasets of dimensions higher than those used in the simulations above.
Another feature of our proposed Bayesian biclustering algorithm is that it can be implemented
on datasets with missing or unobserved entries. Having missing entries in two-way, rectangular
datasets is not uncommon. Through our proposed approach developed within the Bayesian frame-
work we have attempted to model the missingness mechanism and performed biclustering even
when the matrix is not complete. This is unlike most of the existing biclustering methods which
either require the data matrix to be complete, or they impute the missing values randomly, or
completely ignore the cells which are missing. The proposed algorithm identifies reasonable biclus-
ters even when a large percentage of entries are missing, although the performance deteriorates
as the missing value percentage increases. We are also able to generate plausible predictions for
the missing entries at the end of the MCMC run. All the other properties of the algorithm in
the complete data setting are applicable in the incomplete dataset scenario as well. Although the
predictive performance degrades with the increase in the percentage of missingness, the predicted
values from our algorithm can be used for imputation or as initial values of missing entries for dif-
ferent scientific experiments requiring similar information. It is possible to develop other models to
tackle the informative missingness apart from the one mentioned here, yet our methodology could
serve as a stepping stone towards developing modified biclustering techniques capable of working
with incomplete datasets.
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CHAPTER 3. MODELING VECTOR DATA WITH BINARY
COORDINATES
A paper to be submitted to Statistical Analysis and Data Mining
Abhishek Chakraborty and Stephen B. Vardeman
3.1 Abstract
We propose a tractable symmetric distribution for modeling multivariate vectors of 0’s and 1’s on
p dimensions that allows for nontrivial amounts of variation around some central value µ ∈ {0, 1}p.
We then consider Bayesian analysis of mixture models where the component distributions have
this above form. Inferences for such mixtures are made from the posterior samples generated by
MCMC algorithms. We also extend our proposed Bayesian mixture model analysis to datasets
with missing entries. Model performance is illustrated through simulation studies and application
to real datasets.
3.2 Introduction
In many situations, researchers need to perform statistical analysis of multivariate binary data.
The term “binary” refers to the two possible values that each of the single-variate responses can as-
sume, whether naturally occurring in two categories (e.g., presence/absence, success/failure, on/off)
or formed by dichotomizing a continuous response (e.g., whether or not systolic blood pressure is
greater than 140). Multivariate binary responses are common in many fields, including biological
and social sciences. For example, diseases are often diagnosed on the basis of binary data on multi-
ple symptoms. In psychological and educational testing, subjects are often required to give “yes” or
“no” answers to multiple questions. Even in engineering fields, conclusions are often made on the
reliability of complex systems based on observation of whether various components are functioning
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or not. In image processing, objects are often identified based on variables such as area, shape, etc.
where data responses arise from the use of threshold values.
In this paper we undertake the task of modeling multivariate vectors of 0’s and 1’s in p dimen-
sions by first identifying a tractable symmetric distribution that allows for nontrivial amounts of
variation around some central value. We use the fact that for any two p-dimensional binary vectors
the squared Euclidean distance between them is given by the number of “pixel flips” between the
two vectors. The exponential families of distributions we consider are symmetric in terms of the
number of “pixel flips” away from a central binary vector and is characterized by a parameter that
controls the amount of variability around the central value allowed by the distribution. We then
consider mixture models with the proposed distribution as their components. Bayesian inference
for data modeled by the mixture distribution is then performed via MCMC sampling techniques.
The rest of the paper is arranged as follows. Section 3.3 describes a class of symmetric distri-
butions on multivariate binary vectors. In Section 3.4 we present the mixture model, followed by
MCMC samplers in Section 3.5. Results from simulation studies to evaluate the performance of the
corresponding Bayes inference for the mixture model are presented in Section 3.6. We apply the
Bayesian mixture model to two real datasets in Section 3.7. An extension of the modeling to handle
incomplete datasets is described in Section 3.8 followed by conclusions in Section 3.9. Additional
materials are reported in Appendix 3.10.
3.3 A Distribution on Binary Vectors
Suppose X ∈ {0, 1}p is a random vector where p is a positive integer. In what follows, realiza-
tions of X will be denoted as x. The number of possible realizations of X is 2p. We first consider
a tractable symmetric distribution for the p-dimensional binary vector X that allows for nontrivial
amounts of variation around some central value µ ∈ {0, 1}p.
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Note that for any two p-dimensional binary vectors x and z the squared Euclidean distance





where 1(xj 6= zj) is the indicator variable that takes the value 1 if the jth components of x and z do
not agree and is 0 otherwise. In information theory, the squared Euclidean distance defined above
is known as the Hamming distance. Hereafter, we use the term “pixel flips” and the variable m to
denote the squared Euclidean (Hamming) distance between two p-dimensional binary vectors.
Let q(m) be a probability mass function (pmf) defined on the set of all possible pixel flip counts
between two p-dimensional binary vectors, that is, the set {0, 1, . . . , p}. Then, a sensible symmetric










) , for x ∈ {0, 1}p
0, otherwise
(3.1)
The parameter µ ∈ {0, 1}p is the central data pattern in 3.1. We consider cases where the pmf
q(m) is parameterized with a parameter α that can be used to control the amount of variability






) , for x ∈ {0, 1}p
0, otherwise
(3.2)
where c(α) is the appropriate constant required for f(·) to be a pmf, µ ∈ {0, 1}p, and α ∈ (0, 1).
Here, the total probability for all vectors x ∈ {0, 1}p that are m pixel flips away from µ decreases
geometrically in the number of pixel flips. That is
q(m|α) ∝ αm for m = 0, 1, . . . , p (3.3)
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The parameter α in 3.2, and equivalently 3.3, is directly interpretable as a distribution spread
parameter. The constant c(α) in 3.2, which is also the constant of proportionality in 3.3, is given
by (1− α)/(1− αp+1).
For α ∈ (0, 1), 3.2 defines a one parameter discrete exponential family of distributions. Figure
3.1 shows a comparison of the probabilities q(m|α) for different values of α for p = 6. For all
three α values, the probability of an outcome m, m = 0, 1, . . . , 6, pixel flips away from µ decreases
geometrically and the probabilities decline faster for smaller values of α. However, P [X = µ] is
higher for smaller values of α. In other words, smaller values of α produce realizations x typically
















Figure 3.1: A comparison of the probabilities q(m|α) for different values of α for p = 6.










for µ ∈ {0, 1}p, and α ∈ (0, 1). Here, the probabilities for vectors x ∈ {0, 1}p decrease geometrically






αm for m = 0, 1, . . . , p
where the constant of proportionality is (1+α)−p. Note that the total probability for those outcomes





αm(1 + α)−p. We have found form 3.2 to be more useful than
this second exponential family form 3.4, so in the following sections we will work with the form
given in 3.2, and correspondingly 3.3. Thus, henceforth c(α) = (1− α)/(1− αp+1).
3.3.1 Properties of the Single Component Model
We begin by considering a single p-dimensional binary vector X whose pmf is given in 3.2. For
a fixed µ, 3.2 can be equivalently written in terms of the pixel flip count m as in 3.3 with the
constant of proportionality c(α) = (1 − α)/(1 − αp+1). For M , the random pixel flip count with








The Fisher information about the parameter α contained in a single observation X, or equivalently
M (for a fixed µ), is thus
I(α) =
[




Now consider an independent and identically distributed (iid) training dataset {X1,X2, . . . ,XN}
where each Xi is a p-dimensional binary vector. Following from 3.2, the joint distribution of the
observed vectors is specified by the joint pmf








An expression equivalent to 3.7 in terms of the possible observation vectors {z1, z2, . . . , z2p}, where
zj denotes the j
th such binary vector in some ordering of them, is
f(x1, . . . ,xN |µ, α) =
2p∏
j=1






Here nj denotes the number of observations in the training dataset that are identical to zj , that is,
for j = 1, . . . , 2p, nj = |xi : xi = zj ; i = 1, 2, . . . , N |. From 3.7, the loglikelihood is














We are interested in finding estimators for µ ∈ {0, 1}p and α ∈ (0, 1). First, a sensible estimator
for µ is an observation vector in the training set with the highest frequency, that is, a (arbitrarily
chosen in the case of ties) mode of the relative frequency distribution. That is, we consider
µ̂ = zj∗ where j
∗ = arg max{n1, n2, . . . , n2p} (3.10)
To develop an estimator for the variability parameter α, temporarily fix the central pattern
µ in 3.9. Let mi be the number of pixel flips that xi is away from µ. The joint distribution of
{M1,M2, . . . ,MN} characterized by the parameter α has pmf
q(m1, . . . ,mN |α) = c(α)Nα
∑N
i=1mi (3.11)

















mi = 0 (3.12)
Solution of this polynomial (in α) equation for p of even moderate size is not obvious. But, a
plausible estimator for α can be based on the ratio of the sum of relative frequencies of observations








|i : mi = 1|
|i : mi = 0|
(3.13)
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Note that in the first fraction the denominator includes a single term and the numerator is a sum
over at most p non-zero terms for a choice of µ. Then in light of 3.10 and 3.13, one crude estimator
for α is α̂(µ̂).
3.3.2 Asymptotics for Frequentist Inference for the Single Component Model
From the Law of Large Numbers applied to the relative frequencies of various x ∈ {0, 1}p, it fol-
lows that the estimator for µ defined by 3.10 is consistent in probability. That is, if {X1,X2, . . . ,XN}
are iid observations from the distribution specified by 3.2 and µ̂N is as in 3.10 (based on N obser-
vations), then
µ̂N






→ 0 as N →∞ (3.15)
It then follows that
P
[
α̂N (µ̂N ) 6= α̂N (µ)
]
→ 0 as N →∞ (3.16)
where α̂N (µ̂N ) and α̂N (µ) are based on N observations and constructed according to 3.13. It
follows from the law of large numbers applied to the observed relative frequencies of observations
of outcomes at µ and one pixel flip away from it and the continuous mapping theorem that the
(unrealizable) estimator α̂N (µ) is consistent for α in probability. So, combining 3.15 and 3.16 we
ultimately have the consistency of α̂N (µ̂N ) for α.








































l′′ (µ̂N , α)
(3.18)
From 3.15, it follows that
P
[
α̃N (µ̂N ) 6= α̃N (µ)
]
→ 0 as N →∞ (3.19)
Thus, the limiting behavior of α̃N (µ̂N ) is the same as that of α̃N (µ). Standard arguments for the
asymptotic normality of one-step Newton corrections of consistent estimators applied here show










































µ̂N , α̃N (µ̂N )
) d−→ N(0, 1) (3.23)
and these can be applied to produce large N confidence limits and tests of H0 : α = α0 in the
one-sample model.
3.4 The Mixture Model
The symmetric single component one-sample model described above is typically too simple for
applications and mixture distribution models are a way to obtain more realistic models. Mixture
distributions are commonly used tools for modeling data which is thought to be generated by mul-
tiple underlying mechanisms, or, is sampled from multiple populations (Everitt, 2014; Titterington
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et al., 1985). In this section we consider a mixture model for component distributions of the form
given in 3.2. The finite mixture model with K components for a single observation X has pmf
h(x|µ1, . . . ,µK , α1, . . . , αK , π1, . . . , πK) =
K∑
j=1
πjf(x|µj , αj) (3.24)
where µj is the p-dimensional central vector and αj is the spread parameter for component j, the
πj are the mixing proportions
(
πj > 0 and
∑K
j=1 πj = 1
)
, and f(x|µj , αj) is the pmf 3.2 evaluated
at x with central pattern µj and variability parameter αj .
Now consider N independent observations X1,X2, . . . ,XN that comprise a training set of size
N and dimension p. The corresponding loglikelihood function is






πjf(xi|µj , αj) (3.25)
We introduce a latent N -dimensional component assignment vector k with entries in {1, 2, . . . ,K}
to encode the mixture components to which each observation belongs. Each element k(i) in k is a
stochastic indicator variable corresponding to observation xi and k(i) can take values {1, 2, . . . ,K}
for i = 1, 2, . . . , N . The numbering of components and thus the exact mapping provided by k is
arbitrary as long as it faithfully represents which observations belong to the same class.
3.4.1 A Prior for the Assignment Indicators
We give the mixing proportions πj , which must be positive and sum to one, a symmetric
Dirichlet (also known as multivariate beta) prior distribution with concentration parameter ρ/K,
that is








Let Nj be the number of observations assigned to component j (the so-called occupation number).
Given the mixing proportions π = (π1, . . . , πK), the indicator variables follow a distribution given
by the pmf







Then the occupation numbers have joint pmf
p(N1, . . . , NK |π1, . . . , πK) =
N !






The mixing proportions can be integrated out of form 3.27 (Rasmussen, 2000) and the prior distri-
bution of the indicator variables is







The conditional prior distribution for a single indicator variable (which is discrete in nature) given
all others is obtained from 3.29 by holding all but the particular variable fixed and is specified by
the pmf
p(k(i) = j|k−i, ρ) =
N−i,j + ρ/K
(N − 1) + ρ
(3.30)
where the subscript −i refers to all indices except i, and N−i,j denotes the number of observations
other than xi that are associated with component j. In deriving 3.30 we use the fact that the
observations are a priori exchangeable. If we consider the limit of this structure as the number
of components K → ∞, the conditional prior for k(i) has the following limits (Rasmussen, 2000;
Görür and Rasmussen, 2010)
components for which N−i,j > 0 : p(k(i) = j|k−i, ρ) =
N−i,j
(N − 1) + ρ
(3.31)
all other components combined: p(k(i) 6= k(i′) for all i 6= i′|k−i, ρ) =
ρ
(N − 1) + ρ
(3.32)
These probabilities in 3.31 and 3.32 are the probabilities for seating a new customer in a Chinese
restaurant process (CRP) (Aldous, 1985; Pitman, 2006) with infinitely many tables. The CRP
is a discrete-time stochastic process and is used to specify a distribution over partitions of N
observations. Hence, it can be used as a prior distribution on the space of the latent variables k(i)
which determine the component assignment of the xi.
The limit of the model described above is equivalent to a Dirichlet process mixture model
(Ferguson, 1973; Antoniak, 1974) with countably infinite number of components. It has been argued
in Teh (2010) that with the particular parameterization of the Dirichlet prior over {π1, . . . , πK} used
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here, the number of components typically required to model N data points becomes independent
of K and is approximately O(ρ log(N)). Thus, the mixture model stays well-defined as K → ∞,
leading to what is known as an infinite mixture model (Neal, 1992; Rasmussen, 2000). Infinite
mixtures are known to work well even when there are only a small finite number of components
in the true mixture. As a result, the infinite mixture models are commonly used models whenever
the true number of components is unknown. For our purposes we truncate the Dirichlet process
mixture model to have K finite components. K is chosen to be large and the parameter ρ controls
the number of non-empty components in a direct manner, larger ρ implying larger numbers of
non-empty components a priori. The parameter ρ > 0 can be thought of as a prior sample size
(in terms of the Pólya urn scheme (Blackwell and MacQueen, 1973)) or a total prior mass for the
component assignment vector k.
3.4.2 Prior Distributions for the Component Parameters
Plausible prior distributions for the component parameters µj and αj of the mixture model
are discrete uniform priors on central patterns µj ; j = 1, 2, . . . ,K and independently the Jeffreys
priors (Jeffreys, 1946) for variability parameters αj ; j = 1, 2, . . . ,K, that is









I(αj); j = 1, . . . ,K (3.34)
where I(α) is given in 3.6. One might also consider beta priors for the variability parameters αj ,
however for our simulation studies and applications to real datasets discussed later we consider the
Jeffreys priors given in 3.34. The following section details two MCMC sampling procedures we em-
ploy for generating samples from the posterior distributions of the mixture component parameters
and the indicator variables.
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3.5 MCMC Samplers
For inference in the mixture model described in the previous section we employ two MCMC
algorithms where the Markov chains use Gibbs and Metropolis updates. Gibbs sampling and the
Metropolis algorithm are two well known MCMC sampling techniques for obtaining random samples
from complicated multivariate probability distributions when direct sampling is difficult. Based on
whether the mixing proportions are included in the model (and hence, the sampling scheme) or
not, we propose two variants of the MCMC sampler.
The mixing proportions are integrated out in the first version. In that case, it follows from 3.29
















+ (Nj − 1)
))
Under the model assumptions laid out before, for a chosen K, the joint distribution of the Xi, the









where f(·) is as given in 3.2, pµ(µj) and pα(αj) are given in 3.33 and 3.34 respectively.
At each iteration of an MCMC algorithm one updates the component parameters and the
indicator variables based on sampling schemes determined by values of all other variables. For
the central patterns µj , we use Metropolis updates. A Gibbs step for αj is not obvious and so
a Metropolis-Hastings step is considered. To make a Metropolis step it is convenient to employ
normal proposals, but that requires a parameterization with parameter space R. Thus, we consider





∈ R, which allows
proposal of a value from a normal distribution centered at the value of the current iterate with
fixed standard deviation σ. The assignment indicators are updated one at a time following 3.30
using conventional Gibbs steps. The first version of the MCMC sampler, a Metropolis-within-Gibbs
sampler, is summarized below.
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1. Choose appropriate values of K, ρ, σ, and set the number of iterations T .
2. Initialize µj and αj for j = 1, . . . ,K, and k.
3. Repeat T times.
(a) Conditioned on the data points {x1,x2, . . . ,xN}, k, and αj , update the central pattern




We use a Metropolis step for updating µj . A proposal µ
∗
j is obtained by considering a




















||xi − µj ||2
)
(b) Conditioned on the data points {x1,x2, . . . ,xN}, k, and µj , update the logit of the













A θj is updated using a Metropolis step by proposing a value θ
∗
j from a normal distri-
bution centered at the current θj with fixed standard deviation σ.
(c) Conditioned on the data points {x1,x2, . . . ,xN}, µj , and αj (or, equivalently θj), for
each i = 1, 2, . . . , N , update k(i) one at a time by sampling from a discrete distribution
on {1, 2, . . . ,K} with probabilities proportional to
(N−i,j + ρ/K) f(xi|µj , αj)
A more time-efficient Metropolis-within-Gibbs algorithm can be formulated by including the
mixing proportions π = (π1, . . . , πK) in the model rather than integrating them out. In that
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case, considering a symmetric Dirichlet prior for π given by 3.26, the joint density for the Xi, the


















where f(·) is as given in 3.2, pµ(µj) and pα(αj) are given in 3.33 and 3.34 respectively. At
each iteration of this algorithm we sample the component parameters, the indicator variables,
and (unlike as in the previous algorithm) the mixing proportions jointly from their corresponding
posterior distribution using a standard Gibbs step. The second Metropolis-within-Gibbs sampler
is summarized below.
1. Choose appropriate values of K, ρ, σ, and set the number of iterations T .
2. Initialize µj and αj for j = 1, . . . ,K, k, and π = (π1, . . . , πK) ∼ Dirichlet
( ρ





3. Repeat T times.
(a) Conditioned on the data points {x1,x2, . . . ,xN}, k, π, and αj , update the central pattern




We use a Metropolis step for updating µj . A proposal µ
∗
j is obtained by considering
a vector that is one pixel flip (chosen randomly) away from the current µj with the
acceptance ratio identical to the one in the previous version (step 3(a)).
(b) Conditioned on the data points {x1,x2, . . . ,xN}, k, π, and µj , update the logit of the













A θj is updated using a Metropolis step by proposing a value θ
∗
j from a normal distri-
bution centered at the current θj with fixed standard deviation σ.
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(c) Conditioned on the data points {x1,x2, . . . ,xN}, k, and parameters µj and αj for j =
1, . . . ,K, update π = (π1, . . . , πK) by sampling from Dirichlet
( ρ
K





where Nj = |xi : k(i) = j; i = 1, . . . , N | for j = 1, . . . ,K.
(d) Conditioned on the data points {x1,x2, . . . ,xN}, π = (π1, . . . , πK), µj , and αj (or
equivalently θj), the k(i)’s are sampled independently, each from {1, 2, . . . ,K}, with
probabilities proportional to
πjf(xi|µj , αj)
Note that the k(i)’s can be sampled all at once, unlike the one at a time update in the first
algorithm, avoiding the recomputation of N−i,j ’s for each i. Moreover, since for a given p the
number of possible observation vectors is at most 2p, the probabilities in (d) above need to be
calculated for at most 2p vectors instead of N observations. This is helpful for datasets where
N >> 2p. We use this second sampler for the newspaper reading survey dataset discussed later
where N = 10, 858 and p = 7.
3.6 Simulation Studies
3.6.1 Model Performance
We evaluate the performance of the Bayes analysis of the mixture model under the following
simulation settings. We consider different dataset sizes N , different dimensions of the problem p,
and variants of the “true” number of components Ktrue to generate observations from a π1 = π2 =
. . . = πKtrue mixture:
(i) N = 500; p = 4; Ktrue = 2
(ii) N = 1000; p = 6; Ktrue = 7
(iii) N = 2000; p = 8; Ktrue = 10
For each of the above specifications we consider five different sets of central vectors µ and spread
parameters α. The sets of central vectors and variability parameters used to generate the datasets
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under each setting are reported in Appendix 3.10. We simulate ten datasets from each set of
model parameters µ and α. For each dataset, we compare the probabilities from the mixture
model with the probabilities estimated after T = 10, 000 complete iterations of the MCMC sampler
(the probabilities estimated considering all 10, 000 complete iterations and those estimated after
a burn-in of the first 1000 iterations are almost identical). The primary focus of this simulation
study is to evaluate the proposed mixture model in terms of its performance in estimating the
probabilities of observations x based on each of the simulated datasets. Note that the number
of distinct observations in a dataset of dimension p can be at most 2p. The probability for an
observation x from the mixture model with equal mixture weights is





f(x|µj , αj) (3.37)
The estimated probability for a corresponding observation is computed by averaging across
iterations the probabilities from the model identified at each iterate as









where the superscript t denotes the tth iteration of the sampler.
We use the Kullback-Leibler divergence (Kullback and Leibler, 1951; Kullback, 1959) (written
as KL divergence) to measure the difference between the two probability distributions given by
h(x) and ĥ(x). The concept of KL divergence originated in probability theory and information
theory. It is a non-symmetric, non-negative measure of how well the “true” distribution of data,
observations, or a precisely calculated theoretical distribution is approximated by the model in
question. A KL divergence of 0 indicates that the two distributions in question are identical. The












Note that the sum in 3.39 is over 2p possible choices of observation vectors. For the Bayes
model, the value of K is chosen to be at least twice the value of Ktrue for each specification (K is
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chosen to be 5, 15, and 20 for specifications (i), (ii), and (iii) respectively). The model parameter
ρ and the MCMC algorithm parameter σ are chosen to be 20 and 0.5 respectively. The starting
values for the logit of the variability parameters are chosen randomly from a normal distribution
with mean zero and standard deviation σ. The p-dimensional binary central vectors are randomly
initialized from a uniform distribution. The initial indicator variables are chosen as iid from a
discrete uniform distribution on {1, 2, . . . ,K}.
For each scenario, we compare the KL divergence computed between the “true” model proba-
bilities and the probabilities estimated from the proposed mixture model with the KL divergence
computed between the “true” model probabilities and the relative frequency distribution for each
dataset. The comparisons are displayed in Figures 3.2, 3.3, and 3.4 and show clearly the advan-
tage of the Bayes analysis for the mixture model over completely nonparametric inference for the
distributions on {0, 1}p.
Although details are not reported in the results here, the mixture model accurately identifies
the set of central vectors µ used to generate the datasets in terms of the frequencies of vectors
observed across the MCMC iterations.
3.6.2 Compute Times
To understand the time complexity of the Bayes mixture model, we investigate the runtime per-
formance of the first MCMC sampler proposed above. Although not reported, the second sampler
provides considerable improvement in runtimes. We consider data sizes N = 500, 1000, and 2000,
and dimensions p = 4, 8, and 16 respectively. For each combination we implement the sampler for
T = 1000, 5000, and 10, 000 iterations. Figure 3.5 shows the performance of the mixture model
in terms of the mean runtime in seconds for each combination. The mean runtime for each com-
bination is obtained by averaging the runtimes for 10 datasets generated according to the above
specifications. The datasets are generated from Ktrue = 2 component mixtures and the model is
implemented with K = 5 in each case.
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Figure 3.2: Comparison of the KL divergence computed between the “true” model probabilities
and the probabilities estimated from the proposed mixture model (denoted in red) with
the KL divergence computed between the “true” model probabilities and the relative
frequency distribution (denoted in blue) for each dataset simulated from each of the
five sets of (µ, α) pairs for N = 500, p = 4, and Ktrue = 2.
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Figure 3.3: Comparison of the KL divergence computed between the “true” model probabilities
and the probabilities estimated from the proposed mixture model (denoted in red) with
the KL divergence computed between the “true” model probabilities and the relative
frequency distribution (denoted in blue) for each dataset simulated from each of the
five sets of (µ, α) pairs for N = 1000, p = 6, and Ktrue = 7.
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Figure 3.4: Comparison of the KL divergence computed between the “true” model probabilities
and the probabilities estimated from the proposed mixture model (denoted in red) with
the KL divergence computed between the “true” model probabilities and the relative
frequency distribution (denoted in blue) for each dataset simulated from each of the



































Figure 3.5: A plot of the mean runtimes (in seconds) for datasets of various sizes and dimensions
across different number of iterations using the first version of the sampler.
The runtimes scale approximately linearly in the number of iterations (T ) and the number of
observations (N). The dimension of the data p has negligible effect on the compute time. The effect
of the number of components K on the runtime performance is reported in Table 3.1. The runtimes
are averaged over 10 datasets with N = 1000 and p = 8. The mixture model is implemented for
T = 5000 iterations. The datasets are simulated from a 4 component mixture model.
Table 3.1: The mean runtimes (for the first version of the sampler) for different values of the number
of components K.




It can be seen that with increase in the number of components K specified for the mixture
model the runtime increases almost linearly. The computational complexity (in terms of time) of
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the mixture model can be represented as approximately O(T ·N ·K). The timing results are based
on the implementation of the first MCMC sampler written in R on a Condo Cluster compute node
housed at Iowa State University with two 2.6 GHz 8-core Intel E5-2640 v3 Haswell processors.
3.7 Application to Real Datasets
In this section we demonstrate the performance of the proposed Bayesian mixture model analysis
on two real datasets. These datasets were shared with us by Dr. A.C. Tamhane and his coauthors
from their research study in Tamhane et al. (2010). We would like to extend our sincere gratitude
to the authors for their contribution. The first dataset is from a teaching style study conducted
by Bennett and Jordan (1975). The second dataset comes from a research project at the Media
Management Center at Northwestern University.
3.7.1 Teaching Style Study
In the education field a survey of 468 teachers was conducted by Bennett and Jordan (1975)
in which each teacher was asked 38 questions, each of which were binary in nature (yes-no type
questions), about the way they handle their classes. The dataset reports the answers to the following
six questions.
Q.1. Pupils not allowed to move around? (Y=1, N=0)
Q.2. Pupils not allowed to talk? (Y=1, N=0)
Q.3. Pupils expected to be quiet? (Y=1, N=0)
Q.4. Explore concepts (1) or develop numerical skills (0)?
Q.5. Emphasis on separate subject teaching? (Y=1, N=0)
Q.6. Emphasis on integrated teaching? (Y=1, N=0)
For this dataset N = 468, and p = 6. The number of distinct binary vectors present in this dataset
is 49 out of the possible 64 (2p). We ran five MCMC chains initialized at different sets of µ and
α chosen randomly. The initial set of indicator variables for each MCMC run was also chosen
randomly from a discrete uniform distribution. For each chain we set K = 30, ρ = 20, σ = 0.5, and
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T = 10, 000 iterations. The results reported for this analysis are considered over all 10, 000 complete
iterations. Table 3.2 shows a comparison of the relative frequencies for the ten most frequent binary
vectors observed in the dataset with the respective probabilities estimated from the mixture model
for each MCMC run. The estimated probability for a vector is computed according to 3.38. When
computing the KL divergence according to 3.39, h(x) is considered to be the relative frequency
of an outcome x observed in the dataset and ĥ(x) is the probability estimated from the mixture
model for the corresponding x. When h(x) is zero the contribution of the corresponding term is
interpreted as zero because limy→0+ y log(y) = 0.
Table 3.2: Comparison of the relative frequencies of the ten most frequent vectors observed in the
teaching style study dataset with the respective probabilities estimated after T = 10, 000
complete iterations of the MCMC sampler. The observations are numbered 1 to 10
with 1 denoting the most frequent vector. The five MCMC runs with different starting
values are numbered 1 to 5. The top row denotes the relative frequencies observed in
the dataset. The KL divergence between the relative frequencies and the estimated
probabilities for all observed outcomes is denoted by DKL.
Outcome Vectors
Run 1 2 3 4 5 6 7 8 9 10 DKL
— 0.252 0.068 0.056 0.043 0.038 0.032 0.032 0.030 0.026 0.024 —
1 0.251 0.068 0.054 0.042 0.036 0.032 0.030 0.028 0.023 0.025 0.072
2 0.251 0.068 0.054 0.042 0.036 0.032 0.029 0.027 0.023 0.024 0.071
3 0.251 0.068 0.054 0.041 0.036 0.032 0.029 0.028 0.023 0.024 0.074
4 0.251 0.068 0.054 0.041 0.036 0.032 0.028 0.028 0.023 0.024 0.074
5 0.251 0.068 0.054 0.042 0.036 0.032 0.029 0.028 0.024 0.025 0.072
As observed in Table 3.2, in terms of the KL divergence measure the Bayesian mixture model
shows good performance in estimating the observed relative frequencies with the model probabil-
ities. For reference, the KL divergence measure for estimation with uniform probability is 0.664.
The initialization of the parameters of the mixture model does not seem to have any effect on the
method’s performance. The distribution of the number of components chosen by the mixture model
over T = 10, 000 iterations at each run of the MCMC algorithm is given in Table 3.3. The model
tends to favor a high number of components. This is also an effect of the parameter ρ which is set
at 20 for this study. The high value of ρ is equivalent to setting an uniform prior on the component
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assignment vector k and thus results in a large number of non-empty components. K = 30 seems
to be a good choice since the relative frequencies start dropping off after 27− 28 components.
Table 3.3: Relative frequencies of the number of non-empty components chosen by the MCMC
algorithm for each run with the teaching style study dataset.
Run Number of non-empty components
— 22 23 24 25 26 27 28 29 30
1 0.0016 0.0094 0.0361 0.0914 0.1903 0.2548 0.2426 0.1403 0.0332
2 0.0055 0.0154 0.0509 0.1105 0.2000 0.2511 0.2215 0.1129 0.0317
3 0.0069 0.0218 0.0604 0.1318 0.2176 0.2482 0.1970 0.0952 0.0201
4 0.0052 0.0177 0.0505 0.1157 0.1973 0.2492 0.2219 0.1151 0.0266
5 0.0027 0.0110 0.0402 0.1009 0.1862 0.2538 0.2362 0.1363 0.0323
The nine most common central vectors identified by the mixture model in terms of their fre-
quencies across all iterations (all five MCMC runs combined) are reported in Table 3.4.
Table 3.4: Nine most frequent central vectors identified by the mixture model in the teaching style
study dataset reported in descending order of frequencies.
Q.1. Q.2. Q.3. Q.4. Q.5. Q.6.
1 1 1 0 1 0
1 1 1 0 0 1
1 1 1 1 1 0
1 1 0 0 1 0
1 1 0 1 1 0
1 1 1 1 0 1
0 0 0 1 0 1
0 0 0 0 1 0
1 1 1 1 1 1
These nine vectors identified by the model are among the eleven most frequent outcomes ob-
served in the dataset. It seems that there exists multiple groups of teachers whose answers to Q.1.,
Q.2., and Q.3. are ‘yes’, suggesting a strict approach to teaching. On the other hand, there does
exist two groups of teachers who are lenient in terms of their ‘no’ answers to these three questions.
Teachers are almost equally split up with their responses to Q.4., Q.5., and Q.6. irrespective of
their strict or lenient approach as suggested by the central vectors mentioned above. Note that
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the answers to Q.5. and Q.6 are supposed to be different as indicated by the central vectors. The
model also identifies a group of teachers who have responded ‘yes’ to all six questions indicating
possible inattention towards the survey.
Figure 3.6 plots the α values that go with the above central vectors. For each α the values are
ordered by runs 1 to 5. The corresponding histograms are shown in Figure 3.7. The chains for α
seem to be mixing well.
The most frequent vector observed in the dataset, that is (1, 1, 1, 0, 1, 0), is associated with the
smallest estimate (average of the iterates) of the spread parameter in each of the five MCMC runs.
This indicates that the probability of occurrence of this particular outcome is mostly explained
by the component with µ = (1, 1, 1, 0, 1, 0), contributions to probabilities of other outcomes which
are non-zero pixel flip counts away from (1, 1, 1, 0, 1, 0) being small. For the rest of the central
vectors identified and reported here, the estimates of the corresponding spread parameters are
comparatively higher thereby accounting for considerable contributions towards probabilities of
other observed outcomes. The component with µ = (1, 1, 0, 1, 1, 0) seems to give appreciable prob-
ability to the outcome (1, 1, 0, 0, 1, 0) which is one pixel flip away, and vice-versa. The components
with centers (1, 1, 1, 1, 1, 0) and (1, 1, 1, 1, 0, 1) seem to assign substantial probability to outcomes
at the other center (being two pixel flips away) as well as to (1, 1, 1, 1, 1, 1) which is a single pixel
flip away from both the central vectors.
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(a) For (1,1,1,0,1,0) (b) For (1,1,1,0,0,1) (c) For (1,1,1,1,1,0)
(d) For (1,1,0,0,1,0) (e) For (1,1,0,1,1,0) (f) For (1,1,1,1,0,1)
(g) For (0,0,0,1,0,1) (h) For (0,0,0,0,1,0) (i) For (1,1,1,1,1,1)
Figure 3.6: The plots for the variability parameters α (all five MCMC runs combined) corresponding
to the nine most frequent central vectors identified by the mixture model in the teaching
style study dataset. The horizontal lines indicate the mean values for the five runs.
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Figure 3.7: The histograms of the variability parameters α corresponding to the nine most
frequent central vectors (a) (1, 1, 1, 0, 1, 0), (b) (1, 1, 1, 0, 0, 1), (c) (1, 1, 1, 1, 1, 0),
(d) (1, 1, 0, 0, 1, 0), (e) (1, 1, 0, 1, 1, 0), (f) (1, 1, 1, 1, 0, 1), (g) (0, 0, 0, 1, 0, 1), (h)
(0, 0, 0, 0, 1, 0), and (i) (1, 1, 1, 1, 1, 1) identified by the mixture model in the teaching
style study dataset. The five runs have been color-coded.
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3.7.2 Newspaper Reading Survey
This dataset is generated from a mail survey conducted by the Newspaper Association of Amer-
ica on N = 10, 858 newspaper readers. The subjects had to respond to seven questions (Q.i.,
i = 1, . . . , 7) on whether they read a particular newspaper on each day (i) of the week starting
from Monday. There are 118 distinct multivariate binary vectors observed out of the possible
128 (2p,where p is 7). For this dataset we implemented the second Metropolis-within-Gibbs sam-
pler with the mixing proportions since N >> 2p (enabling this sampler to be considerably faster
per iteration than the one where the proportions are integrated out).
Here also, we considered five MCMC chains with different starting values for the mixture com-
ponent parameters, the indicator variables, and the mixing proportions. We ran each chain with
K = 50 components, ρ = 20, σ = 0.5, and for T = 10, 000 iterations. As in the analysis for the
teaching style study dataset, the results reported below are considered over all 10, 000 complete
iterations. In Table 3.5 we report the relative frequencies for the ten most frequent vectors ob-
served in the dataset and the respective probabilities estimated from the Bayesian mixture model
for each MCMC run. The KL divergence for each run is computed according to 3.39, where h(x)
is considered to be the relative frequency of an outcome x observed in the dataset and ĥ(x) is
the probability estimated from the mixture model for the corresponding x. When h(x) is zero the
contribution of the corresponding term is interpreted as zero because limy→0+ y log(y) = 0.
According to the KL divergence measure the Bayesian mixture model performs well in estimating
the observed relative frequencies with the model probabilities. For reference, the KL divergence
measure for estimation with uniform probability is 2.407. The initialization of the parameters
does not seem to have any effect on the model’s performance. The distribution of the number
of components with non-empty sets of related observations identified by the mixture model over
T = 10, 000 iterations for each run of the algorithm is given in Table 3.6. For clarity we only
mention those number of non-empty components which have occurred for more than 100 iterations
out of the 10, 000. The value of ρ is set to be 20 in this study as well. Again, for such a high value
of ρ the mixture model identifies a large number of non-empty components. K = 50 seems to be
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an optimal choice for the number of components since the relative frequencies start dropping off
after 46− 47 components.
Table 3.5: Comparison of the relative frequencies of the ten most frequent vectors observed in
the newspaper reading survey dataset with the respective probabilities estimated after
T = 10, 000 complete iterations of the MCMC sampler. The observations are numbered
1 to 10 with 1 denoting the most frequent vector. The five MCMC runs with different
starting values are numbered 1 to 5. The top row denotes the relative frequencies
observed in the dataset. The KL divergence between the relative frequencies and the
estimated probabilities for all observed outcomes is denoted by DKL.
Outcome Vectors
Run 1 2 3 4 5 6 7 8 9 10 DKL
— 0.427 0.198 0.048 0.046 0.027 0.027 0.027 0.019 0.014 0.014 —
1 0.426 0.197 0.048 0.046 0.027 0.027 0.027 0.019 0.014 0.014 0.005
2 0.426 0.198 0.048 0.046 0.027 0.027 0.027 0.019 0.014 0.014 0.005
3 0.426 0.198 0.048 0.046 0.027 0.027 0.027 0.019 0.014 0.014 0.005
4 0.426 0.198 0.048 0.046 0.027 0.027 0.027 0.019 0.014 0.014 0.005
5 0.426 0.197 0.048 0.046 0.027 0.027 0.027 0.019 0.014 0.014 0.005
Table 3.6: Relative frequencies of the number of non-empty components chosen by the MCMC
algorithm for each run with the newspaper reading survey dataset.
Run Number of non-empty components
— 41 42 43 44 45 46 47 48 49
1 0.0114 0.0303 0.0670 0.1264 0.1845 0.2117 0.1818 0.1155 0.0460
2 0.0122 0.0343 0.0763 0.1367 0.1988 0.2117 0.1793 0.0978 0.0366
3 0.0114 0.0340 0.0738 0.1362 0.2072 0.2215 0.1708 0.0950 0.0294
4 —– 0.0311 0.0735 0.1385 0.1882 0.2050 0.1801 0.1033 0.0460
5 0.0123 0.0316 0.0749 0.1353 0.1987 0.2189 0.1751 0.1013 0.0375
All five MCMC runs combined, the nine most frequent central vectors identified by the model
for the newspaper reading survey dataset are reported in Table 3.7. Seven of these nine vectors
comprise the seven most frequent outcomes observed in the dataset. The values of the corresponding
variability parameters α are plotted in Figure 3.8. For each α the values are ordered by runs 1 to
5. Figure 3.9 shows the corresponding histograms of α.
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Table 3.7: Nine most frequent central vectors identified by the mixture model in the newspaper
reading survey dataset reported in descending order of frequencies.
Q.1. Q.2. Q.3. Q.4. Q.5. Q.6. Q.7.
0 0 0 0 0 0 1
1 1 1 1 1 1 1
0 0 0 0 0 1 1
0 0 1 0 0 0 1
1 1 1 1 1 0 1
0 0 0 1 1 1 1
1 0 0 0 1 1 1
0 0 0 0 1 1 1
0 0 0 0 0 0 0
The identified central vectors indicate that there are groups of readers who usually read the
particular newspaper more on weekends, especially on Sundays, as compared to the middle days of
the week. There are readers who read the newspaper on all seven days of the week. These group
of readers can be thought of as ‘subscribers’ to the newspaper. On the contrary the model also
identifies a group of readers who do not read the newspaper at all.
The estimate of the variability parameter corresponding to µ = (1, 1, 1, 1, 1, 1, 1), which is
the most frequent outcome in the dataset, is close to zero for each MCMC run. This sug-
gests that the probability of the most frequent outcome is mostly contributed by the component
with µ = (1, 1, 1, 1, 1, 1, 1). Similar conclusions can be drawn for the outcomes (0, 0, 0, 0, 0, 0, 1),
(0, 0, 0, 0, 0, 0, 0), and (0, 0, 0, 0, 0, 1, 1), the second, third, and fourth most frequent outcome in the
dataset respectively. These four outcomes make up close to 72% of the observations in the entire
dataset. The model seems to identify almost degenerate distributions at these four components, al-
though, there seems to be some contribution of a component with central value µ = (0, 0, 0, 0, 0, 0, 1)
towards the probabilities of outcomes (0, 0, 0, 0, 0, 1, 1) and (0, 0, 0, 0, 1, 1, 1), one and two pixel flips
away respectively, as well as from µ = (0, 0, 0, 0, 0, 0, 0) towards the probability of (0, 0, 0, 0, 0, 0, 1).
From the variability parameter estimates corresponding to the other central vectors reported, their
respective components do seem to give appreciable probability to the rest of the outcomes in the
dataset.
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(a) For (0,0,0,0,0,0,1) (b) For (1,1,1,1,1,1,1) (c) For (0,0,0,0,0,1,1)
(d) For (0,0,1,0,0,0,1) (e) For (1,1,1,1,1,0,1) (f) For (0,0,0,1,1,1,1)
(g) For (1,0,0,0,1,1,1) (h) For (0,0,0,0,1,1,1) (i) For (0,0,0,0,0,0,0)
Figure 3.8: The plots for the variability parameters α (all five MCMC runs combined) correspond-
ing to the nine most frequent central vectors identified by the mixture model in the
newspaper reading survey dataset. The horizontal lines indicate the mean values for
the five runs.
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Figure 3.9: The histograms of the variability parameters α corresponding to the nine most fre-
quent central vectors (a) (0, 0, 0, 0, 0, 0, 1), (b) (1, 1, 1, 1, 1, 1, 1), (c) (0, 0, 0, 0, 0, 1, 1),
(d) (0, 0, 1, 0, 0, 0, 1), (e) (1, 1, 1, 1, 1, 0, 1), (f) (0, 0, 0, 1, 1, 1, 1), (g) (1, 0, 0, 0, 1, 1, 1), (h)
(0, 0, 0, 0, 1, 1, 1), and (i) (0, 0, 0, 0, 0, 0, 0) identified by the mixture model in the news-
paper reading survey dataset. The five runs have been color-coded.
112
3.8 Handling Multivariate Binary Vectors with Missing Entries
The Bayesian formulation of the mixture model enables us to easily work with datasets where
observation vectors have entries which are missing or unobserved. The occurrence of missing values,
and hence, incomplete datasets is not uncommon in applications. In this section we extend our
proposed Bayesian mixture model analysis to datasets with missing entries.
3.8.1 Modeling Entries Missing at Random
Suppose that a p-dimensional binary vector X ∈ {0, 1}p has the pmf given in 3.2. Now assume
that some of the p entries of an observed x are missing. Specifically, l entries of x are assumed to
be observed and the rest (p − l) of them are assumed to be missing. Notationally, the observed
and the missing entries of x can be denoted by xl1 = (x1, x2, . . . , xl) and x
p
l+1 = (xl+1, xl+2, . . . , xp)
respectively. Note that the indices of the missing elements and their ordering needs to be maintained
while referencing the component central vectors. We consider the conditional distribution of xpl+1 =
(xl+1, xl+2, . . . , xp) given x
l













l+1||2 + ||xl1 − µl1||2
) (3.40)
For generating xpl+1 ∈ {0, 1}
p−l at each iterate of an MCMC sampler for a Bayes mixture model
we first generate a number of pixel flips away from µpl+1 and then distribute them randomly to








m+ ||xl1 − µl1||2
) where m = 0, 1, . . . , (p− l) (3.41)
3.8.2 An MCMC Sampler
In the context of multivariate binary vectors with missing entries we treat unobserved entries of
data vectors as auxiliary or latent variables and an appropriate MCMC sampler is presented below.
1. Choose appropriate values of K, ρ, σ, and set the number of iterations T .
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2. Initialize µj and αj for j = 1, . . . ,K and k. Generate starting values for the missing entries in
an observation conditioned on the mixture component parameters and the indicator variables
according to 3.41.
3. Repeat T times.
(a) Conditioned on the complete data points {x1,x2, . . . ,xN}, k, and αj , update the central




We use a Metropolis step for updating µj . A proposal µ
∗
j is obtained by considering
a vector that is one pixel flip (chosen randomly) away from the current µj with the
acceptance ratio identical to the one for the non-missing version of the problem.
(b) Conditioned on the complete data points {x1,x2, . . . ,xN}, k, and µj , update the logit














A θj is updated using a Metropolis step by proposing a value θ
∗
j from a normal distri-
bution centered at the current θj with fixed standard deviation σ.
(c) Conditioned on the complete data points {x1,x2, . . . ,xN}, µj , and αj (or, equivalently
θj), for each i = 1, 2, . . . , N , update k(i) one at a time by sampling from a discrete
distribution on {1, 2, . . . ,K} with probabilities proportional to
(N−i,j + ρ/K) f(xi|µj , αj)
(d) Update the values for the missing entries in a vector xi conditioned on the mixture
component parameters and the indicator variables following 3.41.
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3.8.3 Application to a Real Dataset
The modified version of the Bayesian mixture model is applied to the HouseVotes84 dataset
(Schlimmer, 1987) which can be found in the R package mlbench as well as on the University of Cal-
ifornia, Irvine (UCI) Machine Learning Repository. The data concerns United States Congressional
Voting records in 1984. It includes votes for each of the U.S. House of Representatives Congressmen
on the sixteen key votes identified by the Congressional Quarterly Almanac (CQA). The CQA lists
nine different types of votes: voted for, paired for, and announced for (these three simplified to ‘y’
and are coded as 1), voted against, paired against, and announced against (these three simplified
to ‘n’ and are coded as 0), voted present, voted present to avoid conflict of interest, and did not
vote or otherwise make a position known (these three simplified to an unknown disposition and
are treated as missing). The dataset has N = 435 observations and p = 16 binary responses.
The ‘Class’ variable is the identifier of the political affiliation (‘democrat’ or ‘republican’) of each
Congressmen. There are 267 ‘democrat’ and 168 ‘republican’ representatives.
203 out of the 435 observations have missing entries. There are 160 distinct 16-dimensional
binary vectors in the full dataset without any missing entries. We implemented five runs of the
MCMC sampler for T = 10, 000 iterations each with the full dataset, as well as with the dataset split
up according to the ‘Class’ variable. The five MCMC chains had different starting values for the
mixture component parameters and the indicator variables. The values of K and ρ were specified
to be 30 and 20 respectively and σ was chosen to be 0.5 in each case. The results presented below
include all the 10, 000 iterations. Table 3.8 reports the KL divergence measures computed between
the relative frequencies of the complete observations and the respective probabilities estimated from
the model applied to the full dataset and to the datasets separated by the political affiliations. There
exist differences between the relative frequencies for the complete data vectors and the respective
probabilities estimated from the Bayes mixture model.
The six most common central vectors identified by the model for the full dataset in terms of
their frequencies across all iterations (all five MCMC runs combined) are reported in Table 3.9.
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Table 3.8: The KL divergence measures computed, at each MCMC run numbered 1 to 5, between
the relative frequencies and the estimated probabilities for the complete data vectors in
the HouseVotes84 dataset and the datasets separated by ‘Class’ variable.
Run Full Class=‘democrat’ Class=‘republican’
1 0.867 0.821 0.726
2 0.832 0.768 0.751
3 0.831 0.710 0.635
4 0.843 0.809 0.687
5 0.883 0.700 0.769
Table 3.9: Six most frequent central vectors identified by the mixture model in the HouseVotes84
dataset reported in descending order of frequencies.
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
0 0 1 0 0 1 1 1 1 1 0 0 0 1 0 1
0 0 1 0 0 0 1 1 1 1 1 0 0 0 1 1
0 0 0 1 1 1 1 1 1 1 0 1 1 1 0 1
1 1 1 0 1 1 0 0 0 0 1 0 1 1 0 1
0 0 0 1 1 1 0 0 0 0 0 1 1 1 0 0
0 0 1 0 0 1 1 1 1 0 1 0 0 1 1 1
Table 3.10 reports the six most frequent central vectors identified by the model for the datasets
separated by the ‘Class’ variable. The central vectors identified by the model in the two datasets
separated by the ‘Class’ variable reveal the difference in opinions between the ‘democrat’ represen-
tatives and their ‘republican’ counterparts. The ‘republican’ representatives tend to respond ‘n’
to the third key vote as opposed to the ‘democrat’ Congressmen who tend to respond ‘y’. On the
other hand the former seem to be in favor of the fourth, fifth, and sixth issues unlike the latter.
The same could be said for the twelfth, thirteenth, and fourteenth key vote. Most democrats are in
favor of the seventh, eighth, and ninth issues. Some republicans seem to agree with the democrats
on the sixteenth key vote.
The plots for the variability parameters corresponding to the central vectors identified and
reported for the full dataset as well as the datasets separated by the ‘Class’ variable are shown in
Figures 3.10, 3.12, and 3.14 respectively. For each α the values are ordered by runs 1 to 5. Figures
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Table 3.10: Six most frequent central vectors identified for the datasets separated by the ‘Class’








3.11, 3.13, and 3.15 show the histograms of the variability parameters corresponding to the central
vectors reported above. For most of the component central vectors reported, the corresponding
variability parameters have chains that seem to be mixing well. It is possible that a central vector
is a part of the mixture with different spread measures. The values of the variability parameter
estimates corresponding to the central vectors reported in this analysis indicate that the components
formed from these vectors have appreciable contribution towards probabilities of outcomes which
are more than one pixel flip count away.
For the full dataset, the number of non-empty components identified by the mixture model across
the T = 10, 000 iterations tends to range from 17 to 29. The number of non-empty components
identified is between 15 to 25 and between 9 to 20 for the datasets with Class = ‘democrat’ and
Class = ‘republican’ respectively.
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Full dataset:
(a) (0,0,1,0,0,1,1,1,1,1,0,0,0,1,0,1) (b) (0,0,1,0,0,0,1,1,1,1,1,0,0,0,1,1) (c) (0,0,0,1,1,1,1,1,1,1,0,1,1,1,0,1)
(a) (1,1,1,0,1,1,0,0,0,0,1,0,1,1,0,1) (b) (0,0,0,1,1,1,0,0,0,0,0,1,1,1,0,0) (c) (0,0,1,0,0,1,1,1,1,0,1,0,0,1,1,1)
Figure 3.10: The plots for the variability parameters α (all five MCMC runs combined) corre-
sponding to the six most frequent central vectors identified by the mixture model in
the HouseVotes84 dataset. The horizontal lines indicate the mean values for the five
runs.
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Figure 3.11: The histograms of the variability parameters α corresponding to the six most frequent
central vectors (a) (0,0,1,0,0,1,1,1,1,1,0,0,0,1,0,1), (b) (0,0,1,0,0,0,1,1,1,1,1,0,0,0,1,1),
(c) (0,0,0,1,1,1,1,1,1,1,0,1,1,1,0,1), (d) (1,1,1,0,1,1,0,0,0,0,1,0,1,1,0,1), (e)
(0,0,0,1,1,1,0,0,0,0,0,1,1,1,0,0), and (f) (0,0,1,0,0,1,1,1,1,0,1,0,0,1,1,1) identified




(a) (0,0,1,0,0,1,1,1,1,1,0,0,0,1,0,1) (b) (1,1,1,0,1,1,0,0,0,0,1,0,1,1,0,1) (c) (0,0,1,0,0,1,1,1,1,0,1,0,0,1,1,1)
(a) (1,1,1,0,0,0,1,1,1,0,0,0,0,0,1,1) (b) (1,0,1,0,0,0,1,1,1,1,0,0,0,0,1,1) (c) (1,1,1,0,0,0,1,1,1,0,1,0,0,0,1,1)
Figure 3.12: The plots for the variability parameters α (all five MCMC runs combined) corre-
sponding to the six most frequent central vectors identified by the mixture model in
the HouseVotes84 dataset with Class = ‘democrat’. The horizontal lines indicate the
mean values for the five runs.
120



























































Figure 3.13: The histograms of the variability parameters α corresponding to the six most frequent
central vectors (a) (0,0,1,0,0,1,1,1,1,1,0,0,0,1,0,1), (b) (1,1,1,0,1,1,0,0,0,0,1,0,1,1,0,1),
(c) (0,0,1,0,0,1,1,1,1,0,1,0,0,1,1,1), (d) (1,1,1,0,0,0,1,1,1,0,0,0,0,0,1,1), (e)
(1,0,1,0,0,0,1,1,1,1,0,0,0,0,1,1), and (f) (1,1,1,0,0,0,1,1,1,0,1,0,0,0,1,1) identified
by the mixture model in the HouseVotes84 dataset with Class = ‘democrat’. The five
runs have been color-coded.
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Class = ‘republican’:
(a) (0,0,0,1,1,1,1,1,1,1,0,1,1,1,0,1) (b) (0,1,0,1,1,1,0,0,0,0,0,1,1,1,0,1) (c) (0,1,0,1,1,1,0,0,0,0,0,1,1,1,0,0)
(a) (0,0,0,1,1,1,0,0,0,1,0,1,1,1,0,1) (b) (0,1,0,1,1,1,0,0,0,1,0,1,1,1,0,1) (c) (0,1,0,1,1,1,0,0,0,1,0,1,1,1,0,0)
Figure 3.14: The plots for the variability parameters α (all five MCMC runs combined) corre-
sponding to the six most frequent central vectors identified by the mixture model in
the HouseVotes84 dataset with Class = ‘republican’. The horizontal lines indicate the
mean values for the five runs.
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Figure 3.15: The histograms of the variability parameters α corresponding to the six most frequent
central vectors (a) (0,0,0,1,1,1,1,1,1,1,0,1,1,1,0,1), (b) (0,1,0,1,1,1,0,0,0,0,0,1,1,1,0,1),
(c) (0,1,0,1,1,1,0,0,0,0,0,1,1,1,0,0), (d) (0,0,0,1,1,1,0,0,0,1,0,1,1,1,0,1), (e)
(0,1,0,1,1,1,0,0,0,1,0,1,1,1,0,1), and (f) (0,1,0,1,1,1,0,0,0,1,0,1,1,1,0,0) identified
by the mixture model in the HouseVotes84 dataset with Class = ‘republican’. The
five runs have been color-coded.
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3.9 Conclusion
We have proposed a symmetric distribution on multivariate vectors of 0’s and 1’s in this paper.
It is based on the Euclidean distance between two p-dimensional binary vectors. This distribution
has a simple form and its parameters are easily interpretable. An equivalent alternative to the
above distributional form is also mentioned.
Subsequently, we have described the construction of a Dirichlet process mixture model within
the Bayesian nonparametrics framework where the components of the mixture take the above
distributional form. Using the Dirichlet prior on the component weights (or equivalently, the
mixture proportions) has the attractive property that enables us to integrate out the weights and
sample the latent indicators marginally using the Chinese Restaurant process representation of the
Dirichlet process. An alternative sampler is also presented that includes the mixing proportions
and results in a considerably faster MCMC algorithm. The Dirichlet process mixture model forms
a suitable modeling strategy when the “true” number of components is unknown and does not
require the user to specify a “correct” number of components. Since the number of possible binary
vectors for any dimension p is limited to 2p we effectively use the mixture model with a finite
number of components K. For practical purposes K is chosen to be large and the number of
non-empty components of the mixture is controlled using the parameter ρ. Inference is made from
the posterior samples generated using the proposed Metropolis-within-Gibbs sampling techniques.
The implementation of the model is illustrated through simulation studies and applications to two
real datasets. The model shows good performance in estimating the relative frequencies (or, “true”
probabilities from the generating mixture) for the vectors observed in the datasets. Although the
model does not produce a single “best” set of mixture component parameters, the central vectors
generating the simulated datasets are accurately identified in terms of the frequencies of vectors
observed across the MCMC iterations. We have also extended the mixture model to allow for
missing entries in the data vectors. As seen from the application on a real dataset, the model seems
to identify potentially interpretable central vectors.
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3.10 Appendix: Additional Material
The sets of central vectors and variability parameters used to generate the datasets under
each setting in the simulation study 3.6.1 focusing on model performance are reported in this
appendix. Also reported are the pixel flip counts between the respective central vectors and the KL
divergence values for Figures 3.2, 3.3, and 3.4. ‘KLd-mixture’, ‘Kld-rf’, and ‘KLd-uniform’ denote
the KL divergence measures computed between the “true” model probabilities and the probabilities
estimated from the proposed mixture model, the relative frequency distribution, and the uniform
distribution respectively.
(i) N = 500; p = 4; Ktrue = 2
(1) µ1 = (1, 1, 1, 1), µ2 = (0, 0, 0, 0); α1 = 0.678, α2 = 0.900




dataset KLd-mixture KLd-rf KLd-uniform
1 0.003 0.014 0.316
2 0.003 0.015 0.316
3 0.001 0.011 0.316
4 0.004 0.014 0.316
5 0.009 0.020 0.316
6 0.015 0.027 0.316
7 0.005 0.017 0.316
8 0.013 0.019 0.316
9 0.006 0.012 0.316
10 0.002 0.009 0.316
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(2) µ1 = (1, 0, 0, 1), µ2 = (1, 1, 0, 1); α1 = 0.344, α2 = 0.807




dataset KLd-mixture KLd-rf KLd-uniform
1 0.005 0.014 0.547
2 0.005 0.012 0.547
3 0.002 0.015 0.547
4 0.002 0.015 0.547
5 0.001 0.010 0.547
6 0.003 0.016 0.547
7 0.012 0.025 0.547
8 0.004 0.013 0.547
9 0.008 0.032 0.547
10 0.005 0.018 0.547
(3) µ1 = (1, 1, 0, 1), µ2 = (1, 1, 1, 0); α1 = 0.229, α2 = 0.053




dataset KLd-mixture KLd-rf KLd-uniform
1 0.004 0.025 1.380
2 0.002 0.025 1.380
3 0.005 0.042 1.321
4 0.003 0.048 1.407
5 0.002 0.014 1.433
6 0.007 0.021 1.484
7 0.009 0.021 1.434
8 0.007 0.077 1.380
9 0.005 0.102 1.250
10 0.002 0.024 1.380
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(4) µ1 = (1, 1, 0, 0), µ2 = (1, 0, 1, 1); α1 = 0.562, α2 = 0.358




dataset KLd-mixture KLd-rf KLd-uniform
1 0.001 0.009 0.604
2 0.003 0.012 0.604
3 0.001 0.012 0.604
4 0.009 0.015 0.604
5 0.003 0.026 0.604
6 0.002 0.020 0.604
7 0.013 0.025 0.604
8 0.005 0.019 0.604
9 0.010 0.020 0.604
10 0.003 0.015 0.604
(5) µ1 = (1, 1, 0, 1), µ2 = (0, 1, 0, 0); α1 = 0.914, α2 = 0.054




dataset KLd-mixture KLd-rf KLd-uniform
1 0.007 0.014 0.820
2 0.006 0.014 0.820
3 0.003 0.013 0.820
4 0.003 0.009 0.820
5 0.003 0.016 0.820
6 0.003 0.019 0.820
7 0.006 0.026 0.820
8 0.009 0.017 0.820
9 0.006 0.021 0.820
10 0.001 0.012 0.820
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(ii) N = 1000; p = 6; Ktrue = 7
(1) µ1 = (1, 0, 0, 0, 0, 1), µ2 = (1, 1, 1, 1, 0, 1), µ3 = (0, 0, 1, 0, 1, 1), µ4 = (0, 0, 1, 1, 0, 1),
µ5 = (0, 1, 0, 0, 1, 1), µ6 = (1, 0, 0, 1, 1, 1), µ7 = (0, 0, 0, 0, 0, 1);
α1 = 0.605, α2 = 0.724, α3 = 0.191, α4 = 0.516, α5 = 0.261, α6 = 0.238, α7 = 0.609
The pixel flip counts between the data generating central vectors:
0 3 3 3 3 2 1
− 0 4 2 4 3 4
− − 0 2 2 3 2
− − − 0 4 3 2
− − − − 0 3 2
− − − − − 0 3
− − − − − − 0

KL divergence values:
dataset KLd-mixture KLd-rf KLd-uniform
1 0.009 0.046 0.787
2 0.012 0.039 0.776
3 0.006 0.091 0.826
4 0.015 0.069 0.804
5 0.012 0.035 0.776
6 0.007 0.030 0.776
7 0.010 0.047 0.787
8 0.007 0.030 0.776
9 0.012 0.049 0.790
10 0.014 0.042 0.776
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(2) µ1 = (0, 1, 0, 1, 1, 0), µ2 = (1, 0, 1, 1, 0, 0), µ3 = (0, 0, 1, 1, 0, 0), µ4 = (1, 0, 0, 0, 0, 1),
µ5 = (1, 0, 1, 0, 1, 1), µ6 = (0, 1, 0, 0, 1, 1), µ7 = (0, 1, 0, 1, 0, 1);
α1 = 0.289, α2 = 0.743, α3 = 0.333, α4 = 0.489, α5 = 0.581, α6 = 0.720, α7 = 0.280
The pixel flip counts between the data generating central vectors:
0 4 3 5 5 2 2
− 0 1 3 3 6 4
− − 0 4 4 5 3
− − − 0 2 3 3
− − − − 0 3 5
− − − − − 0 2
− − − − − − 0

KL divergence values:
dataset KLd-mixture KLd-rf KLd-uniform
1 0.013 0.038 0.680
2 0.006 0.030 0.680
3 0.006 0.037 0.680
4 0.012 0.045 0.680
5 0.011 0.037 0.680
6 0.009 0.037 0.680
7 0.007 0.030 0.680
8 0.004 0.038 0.680
9 0.008 0.036 0.680
10 0.007 0.030 0.680
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(3) µ1 = (1, 0, 0, 1, 0, 1), µ2 = (0, 0, 1, 0, 0, 1), µ3 = (1, 1, 1, 0, 1, 1), µ4 = (1, 1, 0, 0, 0, 1),
µ5 = (0, 1, 1, 1, 0, 1), µ6 = (0, 1, 0, 0, 0, 0), µ7 = (1, 0, 0, 1, 1, 0);
α1 = 0.296, α2 = 0.950, α3 = 0.471, α4 = 0.612, α5 = 0.127, α6 = 0.394, α7 = 0.026
The pixel flip counts between the data generating central vectors:
0 3 4 2 3 4 2
− 0 3 3 2 3 5
− − 0 2 3 4 4
− − − 0 3 2 4
− − − − 0 3 5
− − − − − 0 4
− − − − − − 0

KL divergence values:
dataset KLd-mixture KLd-rf KLd-uniform
1 0.013 0.050 0.899
2 0.011 0.032 0.887
3 0.006 0.028 0.887
4 0.008 0.060 0.904
5 0.015 0.038 0.887
6 0.010 0.046 0.899
7 0.011 0.054 0.899
8 0.008 0.032 0.887
9 0.012 0.059 0.899
10 0.009 0.030 0.887
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(4) µ1 = (0, 1, 1, 0, 1, 0), µ2 = (0, 0, 0, 1, 1, 0), µ3 = (1, 1, 1, 1, 0, 0), µ4 = (1, 0, 0, 1, 1, 0),
µ5 = (1, 0, 1, 0, 0, 0), µ6 = (0, 0, 0, 0, 1, 1), µ7 = (0, 0, 0, 0, 1, 0);
α1 = 0.135, α2 = 0.810, α3 = 0.056, α4 = 0.307, α5 = 0.391, α6 = 0.756, α7 = 0.923
The pixel flip counts between the data generating central vectors:
0 3 3 4 3 3 2
− 0 4 1 4 2 1
− − 0 3 2 6 5
− − − 0 3 3 2
− − − − 0 4 3
− − − − − 0 1
− − − − − − 0

KL divergence values:
dataset KLd-mixture KLd-rf KLd-uniform
1 0.007 0.027 0.811
2 0.011 0.065 0.832
3 0.009 0.067 0.841
4 0.009 0.039 0.811
5 0.013 0.038 0.811
6 0.009 0.037 0.811
7 0.006 0.024 0.811
8 0.007 0.054 0.828
9 0.011 0.034 0.811
10 0.007 0.038 0.811
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(5) µ1 = (1, 1, 1, 0, 1, 0), µ2 = (0, 1, 0, 0, 1, 1), µ3 = (1, 1, 1, 0, 0, 0), µ4 = (0, 1, 0, 1, 1, 1),
µ5 = (1, 0, 1, 0, 0, 1), µ6 = (0, 1, 0, 0, 0, 1), µ7 = (1, 0, 0, 0, 1, 1);
α1 = 0.969, α2 = 0.932, α3 = 0.856, α4 = 0.985, α5 = 0.122, α6 = 0.867, α7 = 0.354
The pixel flip counts between the data generating central vectors:
0 3 1 4 3 4 3
− 0 4 1 4 1 2
− − 0 5 2 3 4
− − − 0 5 2 3
− − − − 0 3 2
− − − − − 0 3
− − − − − − 0

KL divergence values:
dataset KLd-mixture KLd-rf KLd-uniform
1 0.006 0.029 0.430
2 0.016 0.045 0.430
3 0.009 0.037 0.430
4 0.017 0.044 0.430
5 0.014 0.031 0.430
6 0.013 0.043 0.430
7 0.010 0.032 0.430
8 0.004 0.022 0.430
9 0.007 0.031 0.430
10 0.005 0.034 0.430
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(iii) N = 2000; p = 8; Ktrue = 10
(1) µ1 = (1, 0, 0, 1, 0, 1, 0, 0), µ2 = (1, 0, 0, 0, 0, 1, 1, 0), µ3 = (0, 0, 1, 1, 1, 0, 0, 1),
µ4 = (0, 1, 1, 1, 0, 0, 0, 1), µ5 = (0, 0, 1, 1, 0, 0, 0, 0), µ6 = (0, 0, 0, 0, 1, 0, 0, 0),
µ7 = (0, 0, 0, 1, 0, 0, 1, 1), µ8 = (1, 1, 0, 1, 0, 0, 0, 1), µ9 = (1, 0, 1, 1, 0, 0, 1, 0),
µ10 = (1, 1, 0, 1, 0, 1, 0, 0);
α1 = 0.402, α2 = 0.798, α3 = 0.119, α4 = 0.119, α5 = 0.983, α6 = 0.310,
α7 = 0.191, α8 = 0.001, α9 = 0.782, α10 = 0.773
The pixel flip counts between the data generating central vectors:
0 2 5 5 3 4 4 3 3 1
− 0 7 7 5 4 4 5 3 3
− − 0 2 2 3 3 4 4 6
− − − 0 2 5 3 2 4 4
− − − − 0 3 3 4 2 4
− − − − − 0 4 5 5 5
− − − − − − 0 3 3 5
− − − − − − − 0 4 2
− − − − − − − − 0 4
− − − − − − − − − 0

KL divergence values:
dataset KLd-mixture KLd-rf KLd-uniform
1 0.010 0.298 1.625
2 0.013 0.346 1.669
3 0.007 0.236 1.577
4 0.007 0.270 1.598
5 0.006 0.285 1.605
6 0.007 0.262 1.581
7 0.008 0.303 1.636
8 0.004 0.353 1.672
9 0.008 0.253 1.579
10 0.005 0.285 1.605
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(2) µ1 = (0, 1, 1, 0, 1, 0, 1, 0), µ2 = (0, 1, 1, 0, 0, 0, 0, 0), µ3 = (0, 1, 0, 1, 1, 0, 1, 0),
µ4 = (1, 0, 1, 1, 0, 0, 0, 0), µ5 = (1, 1, 1, 0, 1, 0, 0, 0), µ6 = (1, 1, 1, 0, 1, 1, 0, 0),
µ7 = (1, 0, 1, 1, 0, 0, 0, 0), µ8 = (0, 0, 1, 0, 1, 1, 0, 1), µ9 = (0, 0, 1, 0, 1, 0, 0, 1),
µ10 = (1, 0, 0, 1, 0, 1, 0, 1);
α1 = 0.232, α2 = 0.211, α3 = 0.118, α4 = 0.294, α5 = 0.367, α6 = 0.482,
α7 = 0.199, α8 = 0.452, α9 = 0.708, α10 = 0.783
The pixel flip counts between the data generating central vectors:
0 2 2 5 2 3 5 4 3 8
− 0 4 3 2 3 3 4 3 6
− − 0 5 4 5 5 6 5 6
− − − 0 3 4 0 5 4 3
− − − − 0 1 3 4 3 6
− − − − − 0 4 3 4 5
− − − − − − 0 5 4 3
− − − − − − − 0 1 4
− − − − − − − − 0 5
− − − − − − − − − 0

KL divergence values:
dataset KLd-mixture KLd-rf KLd-uniform
1 0.006 0.355 1.877
2 0.009 0.372 1.897
3 0.004 0.307 1.847
4 0.008 0.351 1.903
5 0.007 0.354 1.878
6 0.005 0.270 1.838
7 0.007 0.406 1.914
8 0.006 0.442 1.934
9 0.007 0.298 1.849
10 0.007 0.346 1.874
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(3) µ1 = (0, 1, 1, 1, 1, 0, 1, 0), µ2 = (0, 1, 0, 1, 0, 0, 0, 1), µ3 = (1, 1, 1, 0, 0, 0, 1, 0),
µ4 = (1, 1, 1, 1, 1, 0, 1, 0), µ5 = (1, 1, 1, 1, 0, 0, 0, 0), µ6 = (0, 0, 1, 1, 1, 1, 1, 1),
µ7 = (0, 0, 0, 1, 1, 0, 0, 1), µ8 = (0, 1, 0, 1, 1, 1, 1, 1), µ9 = (0, 0, 0, 1, 1, 0, 1, 0),
µ10 = (0, 0, 0, 1, 1, 0, 1, 0);
α1 = 0.565, α2 = 0.471, α3 = 0.990, α4 = 0.656, α5 = 0.012, α6 = 0.975,
α7 = 0.678, α8 = 0.681, α9 = 0.321, α10 = 0.244
The pixel flip counts between the data generating central vectors:
0 4 3 1 3 3 4 3 2 2
− 0 5 5 3 5 2 3 4 4
− − 0 2 2 6 7 6 5 5
− − − 0 2 4 5 4 3 3
− − − − 0 6 5 6 5 5
− − − − − 0 3 2 3 3
− − − − − − 0 3 2 2
− − − − − − − 0 3 3
− − − − − − − − 0 0
− − − − − − − − − 0

KL divergence values:
dataset KLd-mixture KLd-rf KLd-uniform
1 0.004 0.237 1.384
2 0.006 0.246 1.379
3 0.005 0.216 1.362
4 0.007 0.258 1.396
5 0.005 0.218 1.356
6 0.007 0.248 1.383
7 0.006 0.216 1.354
8 0.009 0.378 1.511
9 0.009 0.218 1.358
10 0.010 0.242 1.382
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(4) µ1 = (1, 1, 0, 1, 0, 0, 0, 1), µ2 = (1, 0, 0, 1, 1, 0, 0, 0), µ3 = (0, 1, 1, 1, 1, 1, 1, 0),
µ4 = (1, 0, 0, 0, 1, 1, 1, 1), µ5 = (1, 1, 0, 1, 0, 1, 1, 0), µ6 = (0, 0, 1, 0, 0, 0, 1, 0),
µ7 = (0, 0, 1, 1, 0, 0, 1, 0), µ8 = (1, 0, 0, 0, 1, 0, 1, 0), µ9 = (1, 1, 1, 1, 1, 1, 1, 1),
µ10 = (0, 1, 1, 0, 0, 1, 0, 1);
α1 = 0.837, α2 = 0.901, α3 = 0.826, α4 = 0.094, α5 = 0.219, α6 = 0.381,
α7 = 0.816, α8 = 0.009, α9 = 0.941, α10 = 0.237
The pixel flip counts between the data generating central vectors:
0 3 6 5 3 6 5 5 4 4
− 0 5 4 4 5 4 2 5 7
− − 0 5 3 4 3 5 2 4
− − − 0 4 5 6 2 3 5
− − − − 0 5 4 4 3 5
− − − − − 0 1 3 6 4
− − − − − − 0 4 5 5
− − − − − − − 0 5 7
− − − − − − − − 0 4
− − − − − − − − − 0

KL divergence values:
dataset KLd-mixture KLd-rf KLd-uniform
1 0.007 0.233 1.339
2 0.008 0.237 1.341
3 0.007 0.179 1.297
4 0.011 0.220 1.328
5 0.009 0.260 1.351
6 0.005 0.189 1.298
7 0.009 0.243 1.349
8 0.006 0.268 1.370
9 0.011 0.249 1.350
10 0.006 0.222 1.330
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(5) µ1 = (1, 0, 0, 0, 1, 0, 1, 1), µ2 = (0, 1, 0, 1, 1, 0, 1, 1), µ3 = (1, 0, 0, 1, 0, 1, 0, 1),
µ4 = (1, 0, 1, 1, 1, 1, 1, 0), µ5 = (0, 1, 1, 1, 0, 1, 1, 0), µ6 = (0, 1, 0, 0, 1, 0, 1, 0),
µ7 = (1, 0, 1, 1, 0, 1, 0, 1), µ8 = (1, 0, 0, 1, 1, 1, 1, 1), µ9 = (0, 0, 0, 0, 0, 0, 1, 0),
µ10 = (1, 1, 0, 1, 0, 1, 0, 0);
α1 = 0.157, α2 = 0.697, α3 = 0.227, α4 = 0.274, α5 = 0.023, α6 = 0.092,
α7 = 0.999, α8 = 0.146, α9 = 0.562, α10 = 0.324
The pixel flip counts between the data generating central vectors:
0 3 4 4 7 3 5 2 3 6
− 0 5 5 4 2 6 3 4 5
− − 0 4 5 7 1 2 5 2
− − − 0 3 5 3 2 5 4
− − − − 0 4 4 5 4 3
− − − − − 0 8 5 2 5
− − − − − − 0 3 6 3
− − − − − − − 0 5 4
− − − − − − − − 0 5
− − − − − − − − − 0

KL divergence values:
dataset KLd-mixture KLd-rf KLd-uniform
1 0.008 0.328 1.936
2 0.008 0.409 2.005
3 0.007 0.266 1.907
4 0.011 0.361 1.963
5 0.005 0.340 1.942
6 0.006 0.390 1.980
7 0.007 0.428 2.011
8 0.006 0.346 1.958
9 0.011 0.314 1.930
10 0.004 0.363 1.951
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XXXII-2002. Springer.
Rasmussen, C. E. (2000). The infinite Gaussian mixture model. In Advances in neural information
processing systems, pages 554–560.
Schlimmer, J. C. (1987). Concept acquisition through representational adjustment. PhD thesis,
University of California, Irvine.
138
Tamhane, A. C., Qiu, D., and Ankenman, B. E. (2010). A parametric mixture model for clustering
multivariate binary data. Statistical Analysis and Data Mining: The ASA Data Science Journal,
3(1):3–19.
Teh, Y. W. (2010). Dirichlet process. Encyclopedia of machine learning, pages 280–287.
Titterington, D. M., Smith, A. F. M., and Makov, U. E. (1985). Statistical analysis of finite mixture
distributions. Wiley, New York.
139
CHAPTER 4. GENERAL CONCLUSION
We have proposed and formulated a biclustering algorithm within the Bayesian paradigm in
Chapter 2. The algorithm identifies homogeneous, non-overlapping, and exhaustive biclusters,
and attempts to discover the underlying checkerboard pattern in a rectangular dataset. It offers a
principled solution to the biclustering problem. The results of the algorithm are easily interpretable.
We can also compute empirical probabilities of two rows, or columns, or elements, being clustered
together. The use of the Dirichlet process priors for the row-cluster and column-cluster assignment
vectors (or equivalently, the Dirichlet distribution as a prior on weight vectors for rows and columns)
enables the algorithm to perform a stochastic search over the space of different combinations of
numbers of non-empty row and column clusters. The algorithm does not require any preprocessing
of the original data matrix. We have extended the algorithm to work on data matrices with missing
or unobserved entries. We have modeled the missingness mechanism and performed biclustering,
even when the matrix is not complete. Due to the Bayesian nature of the algorithm, it is possible
to generate plausible predictions for the missing entries as well. We have also proposed three
separate criteria to identify a representative bicluster pattern. The performance of the Bayesian
biclustering algorithm has been demonstrated through simulation studies and applications to real
datasets. Our proposed methodology could serve as a stepping stone towards developing modified
biclustering techniques capable of working with incomplete datasets.
In Chapter 3, we have proposed a symmetric distribution on multivariate vectors of 0’s and
1’s. This distribution has a simple form and its parameters are easily interpretable. We have also
proposed an equivalent alternative. Subsequently, we have described the construction of a Dirichlet
process mixture model within the Bayesian nonparametrics framework where the components of the
mixture take the above distributional form. The Dirichlet process mixture model forms a suitable
modeling strategy when the “true” number of components is unknown and does not require the
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user to specify a “correct” number of components. Inference is made from the posterior samples
generated using the proposed Metropolis-within-Gibbs sampling techniques. We have also extended
the mixture model to allow for missing entries in the data vectors. The Bayesian implementation of
the mixture model has been illustrated through simulation studies and applications to real datasets.
