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a b s t r a c t
In this paper, we define the surround system S(m){Γ , l} and the surround system with
a center S(2){P,Γ , l}. Under the proper hypotheses, we establish several geometric
inequalities for S(2){P,Γ , l}. As applications, we give the background of the surround
system with a center S(2){P,Γ , l} in space science.
© 2012 Elsevier Ltd. All rights reserved.
1. Introduction and the main results
To motivate what follows, consider two artificial satellites A and A+ orbiting earth with center P . We assume that they
share a common circular orbitΓ on the equatorial plane and travel in synchronousmanner so that the arc length l of the orbit
between them is a constant at any time. Suppose l is less thanhalf of the orbit length |Γ |. Thenwemay forma triangle1APA+.
The three lengths of the (interior) altitudes are clearly of importance. Since these lengths depend on the orbit, we may form
different types of means and estimates of them will offer important information related to the design of communication
systems, defense strategies, etc.
In the ideal situation described above, the desired estimates or bounding constants are not difficult to obtain. However,
in the general situation, we may be considering different types of orbits such as elliptical ones, or the point P is not the
center of the earth, etc. Then the corresponding estimates are not easy to find.
To this end, we begin by describing some standard notations and several well known facts. The set of real numbers
will be denoted by R := (−∞,∞), the set of integers by Z , the empty set by ∅, and the m(m ≥ 2) dimensional real
number space by Rm := {(x1, x2, . . . , xm)|xi ∈ R, i = 1, 2, . . . ,m} with inner product •. Thus the inner product of two
vectors a = (a1, a2, . . . , am) ∈ Rm and b = (b1, b2, . . . , bm) ∈ Rm is a • b := mi=1 aibi, the length(or magnitude) of
the vector a is given by |a| := √a • a =
m
i=1 a
2
i . Let A = (x1, . . . , xm) and B = (y1, . . . , ym) be distinct points in Rm.
AB := {(1− λ)A+ λB|λ ∈ R} denotes the straight line passing through A and B. The ray originating from (but excluding) A
and passing through B will be denoted by (AB⟩ := {(1− λ)A+ λB|λ ∈ (0,∞)}.−→AB := (y1 − x1, . . . , ym − xm) denotes the
vector from A to B; [AB] := {(1 − λ)A + λB|λ ∈ [0, 1]} denotes the closed line segment between (and including) A and B,
and (AB) := {(1− λ)A+ λB|λ ∈ (0, 1)} denotes the open line segment between A and B. |AB| denotes the length of [AB] or
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(AB) or the distance between A and B, that is,
|AB| =
−→AB = d (A, B) = −→AB • −→AB.
Q := PrjABP denotes the projection of the point P on the line AB, that is, Q ∈ AB,−→PQ •−→AB = 0; d(P, AB) := |PQ | denotes the
distance from the point P to the line AB.
As usual, a path in Rm is a continuous function γ : [a, b] → Rm. The image Γ = γ [a, b] or write Γ under γ is said to be a
continuous curve and it is said to join the points γ (a) and γ (b), where the point γ (a) is naturally said to be the initial point
and γ (b) the terminal point of Γ . Clearly,M ∈ Γ if and only if there exists tM ∈ [a, b] such thatM = γ (tM), we call tM is the
corresponding parameter ofM . If a < t1 < b, a ≤ t2 ≤ b, t1 ≠ t2 and γ (t1) = γ (t2), then γ (t1) is called a coincident point
of Γ . A continuous curve without any coincident point is called a simple curve, in addition R2,Γ is called a Jordan curve; if a
simple curve Γ satisfies γ (a) = γ (b), then Γ is called a simple closed curve, and in addition R2,Γ is called a Jordan closed
curve.
The well known Jordan theorem states that if Γ is a Jordan closed curve described by γ , then it divides R2 \ Γ into
exactly two components having Γ as their common boundary. One component, denoted by D(Γ ), is bounded and is called
the interior region of Γ , and its points are said to be inside points of Γ . The other component is unbounded and called the
exterior region of Γ , and its points are said to be outside points of Γ .
D(Γ ) denotes the region enclosed by the Jordan closed curve Γ and its area is written as |D(Γ )|, especially, |△ABC |
denotes the area of△ABC, ∂D(Γ ) := Γ denotes the boundary curve of D(Γ ). Write D¯(Γ ) := D(Γ ) ∪ Γ . If D(Γ ) or D¯(Γ ) is
a convex set(see [1]), we say that D(Γ ) is a convex region, D¯(Γ ) is a convex closed region and Γ is a convex curve.
LetΓ = γ [a, b] be a continuous curve in Rm.Write γ (t) = (γ1(t), γ2(t), . . . , γm(t)). If γ ′(t) := (γ ′1(t), γ ′2(t), . . . , γ ′m(t))
for t ∈ [a, b] is continuous and γ ′(t) := mi=1[γ ′i (t)]2 > 0 for t ∈ [a, b], then the curve Γ is said to be a
smooth curve, where γ ′i (t) := dγi(t)/dt for t ∈ (a, b) and γ ′i (a) := γ ′i+(a), γ ′i (b) := γ ′i−(b), i = 1, 2, . . . ,m. If∃k ∈ Z, k ≥ 2, ∃cj ∈ [a, b], 1 ≤ j ≤ k − 1, a = c0 < c1 < c2 < · · · < ck−1 < ck = b such that the curve
Γ = γ [cj−1, cj] are smooth curves, j = 1, 2, . . . , k, then the Γ = γ [a, b] is said be a piecewise smooth curve. The smooth
or piecewise smooth curve Γ is rectifiable and its length is denoted by |Γ |. If Γ is a smooth curve, then we know that
|Γ | :=  ba γ ′(t) dt =kj=1  cjcj−1 γ ′(t) dt. Furthermore, if we let
s(x) =
 x
a
γ ′(t) dt, x ∈ [a, b],
be the ‘arc length function’, then the function γ ◦ s−1 over the interval [0, |Γ |] describes the same curve Γ . If A, B ∈ Γ , a ≤
tA < tB ≤ b, then the point A is said to precede the point B and we define Γ [AB] := γ [tA, tB]. If M ∈ Γ [AB], write
Γ [AMB] = Γ [AB]. In general, if Ai = γ (ti) ∈ Γ , i = 0, 1, . . . , n + 1, a ≤ t0 < t1 < · · · < tn+1 ≤ b, then define
Γ [A0A1 · · · An+1] := γ [t0, tn+1].
Throughout the paper we assume that the natural parameter of smooth or piecewise smooth curve Γ is t(see [2]), that
is, if γ (t) ∈ Γ , then t ≡  t0 |γ ′(τ )|dτ ⇔ |γ ′(t)| ≡ 1 for any t ∈ [0, |Γ |]. Furthermore, γ (t) = γ (τ) ⇔ t ≡ τ(mod |Γ |)
for any t, τ ∈ R. Thus, the function γ : R → Rm is the periodic extension of γ : [0, |Γ |] → Rm with period |Γ |. For example,
if |Γ | = 2π, then γ (−π4 ) = γ (2π − π4 ) = γ ( 7π4 ), γ (2π) = γ (0), γ [−π4 , π4 ] = γ [ 7π4 , 2π) ∪ γ [0, π4 ].
Definition 1.1. Let the image Γ = γ [0, |Γ |] of continuous function γ : [0, |Γ |] → R2 be a piecewise smooth Jordan closed
curve and D(Γ ) be a convex region. If l is a given real number and 0 < l < |Γ |/2, A, A+, A− ∈ Γ , tA+ = tA + l, tA− = tA − l,
then the plane point set D(Γ , l) :=A∈Γ A−AA+ is called the l-central region of Γ , where
A−AA+ = {P ∈ (AM⟩ |M ∈ Γ \ Γ [tA − l, tA + l]}.
Although much of the following discussions can be carried out for piecewise smooth curves, we will restrict ourselves
to smooth curves. The reason is that the results for these curves will be the same, and the corresponding proofs are only
technically different.
If the image Γ = γ [0, |Γ |] of continuous function γ : [0, |Γ |] → Rm is a smooth simple closed curve, the real number
l is a given constant and 0 < l < |Γ |/2, then the set S(m){Γ , l} := {Γ , l} is called a surround system. If m = 2,D(Γ ) is a
convex region,D(Γ , l) ≠ ∅ and the fixed point P ∈ D(Γ , l), then the set S(2){P,Γ , l} := {P,Γ , l} is called a surround system
with a center, where P is called the center of the system.
If S(2){P,Γ , l} is a surround system with a center, A ∈ Γ , A+ ∈ Γ and tA+ = tA + l, the distance rP := d(P, AA+)
from P to the line AA+ is called the central distance of this system, the distances rA := d(A, PA+) from A to the line PA and
rA+ := d(A+, PA) from A+ to the line PA+ are called the Brocard distances of the system and A, A+ are called two satellites
of this system.
To this end, we first recall that the p-th power mean M [p]n (a)(see [3–6]) of a positive vector a = (a1, a2, . . . , an) is
defined by
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M [p]n (a) :=


1
n
n
i=1
api
1/p
, p ∈ R, p ≠ 0;
n
 n
i=1
ai, p = 0.
Next, let the image Γ = γ [a, b] of continuous function γ : [a, b] → Rm be a smooth curve. For a function f : Γ → Rwhose
curve integrable along Γ exists,
M(f ,Γ ) = 1|Γ |

Γ
f
is called the mean of f over Γ . In case f : Γ → (0,∞) and f p and ln f are integrable along Γ , then
M [p](f ,Γ ) :=


1
|Γ |

Γ
f p
1/p
, p ∈ R, p ≠ 0;
exp

1
|Γ |

Γ
ln f

, p = 0
is called the p-th power mean of f on Γ .
In this paper, our main purpose, given S(2){P,Γ , l}, is to find sharp upper bounds of the mean distances
M [0](rA,Γ )+M

2
3

(rA,Γ ), M

rA + rA+
2
,Γ

, M

2
3
 
rA + rA+
2
,Γ

, M [−p](rP ,Γ )
in terms of the orbit length |Γ |. The main results are as follows:
Theorem 1.1. For S(2){P,Γ , l}, we have
M [0](rA,Γ )+M

2
3

(rA,Γ ) = exp

1
|Γ |

Γ
ln rA

+

1
|Γ |

Γ
r
2
3
A
 3
2 ≤ |Γ |
π
sin
2lπ
|Γ | , (1)
equality holds in (1) if, and only if, Γ is a circle and P is the center of the circle.
Theorem 1.2. For S(2){P,Γ , l}, we have
M

2
3
 
rA + rA+
2
,Γ

=

1
|Γ |

Γ

rA + rA+
2
 2
3
 3
2
≤ |Γ |
2π
sin
2lπ
|Γ | , (2)
equality holds in (2) if, and only if, Γ is a circle and P is the center of the circle.
Theorem 1.3. For S(2){P,Γ , l} that satisfies 0 < ̸ APA+ ≤ π2 for all A ∈ Γ , we have
M

rA + rA+
2
,Γ

= 1|Γ |

Γ
rA + rA+
2
≤ |Γ |
2π
sin
2lπ
|Γ | , (3)
equality in (3) hold if, and only if, Γ is a circle and P is the center of the circle.
Theorem 1.4. For S(2){P,Γ , l}, we have
M [−2](rP ,Γ ) =

1
|Γ |

Γ
r−2P
− 12 ≤ |Γ |
2π
cos
lπ
|Γ | , (4)
equality holds in (4) if, and only if, Γ is a circle and P is the center of the circle.
Theorem 1.5. Let p > 1 and p−1 + q−1 = 1. For S(2){P,Γ , l} that satisfies
0 < ̸ A−AA+ ≤ π − arctan

2 sin
2lπ
|Γ |

, ∀A ∈ Γ , (5)
we have
M [−p](rP ,Γ ) =

1
|Γ |

Γ
r−pP
− 1p
≤

1
|Γ |

Γ
|AQ |q
 1
q
cot
lπ
|Γ | , (6)
where the point Q is the projection of P on the line AA+. Equality holds in (6) if, and only if, Γ is a circle and P is the center of the
circle.
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Fig. 1. A graph of l-central region.
2. Theory of surround system
2.1. Existence of l-central regions
The l-central region is an open set and is inside Γ , hence is bounded and D(Γ , l) ⊆ D¯(Γ ) (see Fig. 1 and the proof
of Lemma 2.2). Its geometric meaning is: the line AA+ divides R2 \ AA+ into two half planes. If we denote the half plane
containingM by D(AA+,M), then P ∈ D(Γ , l)⇔ P ∈ D(AA+, A−) for all A ∈ Γ , that is,
D(Γ , l) =

A∈Γ
A−AA+ =

A∈Γ
D(AA+, A−).
In fact,
P ∈ D(Γ , l)⇒ ∀A ∈ Γ , P ∈A−AA+ ⇒ ∀A ∈ Γ , P ∈ D(AA+, A−)⇒ P ∈ ∩A∈Γ D(AA+, A−);
conversely, P ∈A∈Γ D(AA+, A−)⇒ ∀A ∈ Γ , P ∈ D(AA+, A−). SetA−− = γ (tA−−l) = γ (tA−−l+|Γ |) = γ (tA−2l+|Γ |) ∈
Γ [AA+A−], then A = γ (tA−+l),Γ [AA+A−] = Γ [AA−−A−], henceD(A−A, A−−) = D(A−A, A+). By∀A ∈ Γ , P ∈ D(AA+, A−),
we obtain that
∀A ∈ Γ , P ∈ D(AA+, A−), P ∈ D(A−A, A−−) = D(A−A, A+),
P ∈ D(AA+, A−) ∩ D(A−A, A+) =A−AA+ ⇒ P ∈

A∈Γ
A−AA+.
Therefore,
D(Γ , l) =

A∈Γ
A−AA+ =

A∈Γ
D(AA+, A−).
Since the intersect set of some half-planes is a convex set and D(Γ , l) = A∈Γ D(AA+, A−), if D(Γ , l) ≠ ∅, then D(Γ , l)
is a convex region. Hence, if the envelope(see [7–9]) formed by the line family AA+ is a Jordan closed curve, then it is the
boundary curve of D(Γ , l). As an example, let Γ be a regular triangle of side length 3, write as△C1C2C3, then D(Γ , 4) = ∅.
In fact, set Ai = γ (tCi − 2), Ai+ = γ (tCi + 2), Ai− = γ (tCi − 6), i = 1, 2, 3, where we define C4 = C1. By the above analysis,
we have
D(Γ , 4) =

A∈Γ
D(AA+, A−) ⊆
3
i=1
D(AAi+ , Ai−) = ∅ ⇒ D(Γ , 4) = ∅.
In the following, we discuss the conditions of central regions D(Γ , l) ≠ ∅. We first give a definition.
Definition 2.1. Let the image Γ = γ [0, |Γ |] of continuous function γ : [0, |Γ |] → R2 be a piecewise smooth Jordan
closed curve. If there exists one point O ∈ D(Γ ), for any A = γ (tA) ∈ Γ ,there is a unique B = γ (tB) ∈ Γ such that
O ∈ (AB), |Γ (AB)| = tB− tA = |Γ | /2, then Γ is called an isoperimetric curve and O is the isoperimetric center of Γ . If there
exists one point O ∈ D(Γ ), for any A = γ (tA) ∈ Γ ,there is a unique B = γ (tB) ∈ Γ such that O ∈ (AB), |OA| = |OB|, then
Γ is called a central symmetric curve and O is the symmetric center of Γ .
Let Γ be an isoperimetric curve. Then its isoperimetric center is unique. In fact, Suppose that O and O′ are two
isoperimetric centers of Γ , for any M = γ (tM) ∈ Γ , let (MO⟩ ∩ Γ = A,

MO′
 ∩ Γ = A′, then A = γ tM + |Γ |2  , A′ =
γ

tM + |Γ |2

⇒ A = A′ ⇒ O′ ∈ OM . By the arbitrariness ofM , we know that O′ = O.
Lemma 2.1. Let the image Γ = γ [0, |Γ |] of continuous function γ : [0, |Γ |] → R2 be a smooth Jordan closed curve. Then Γ is
an isoperimetric curve if, and only if Γ is a central symmetric curve.
Proof. Let Γ be a smooth isoperimetric curve and O be isoperimetric center of Γ . Establish the polar coordinate system
Ox and the rectangular coordinate system Oxy with the origin O. Suppose that ρ = ρ(θ) denotes the corresponding polar
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equation of Γ , then for anyM(x, y) ∈ Γ , we have
̸ MOx = θ, x = ρ(θ) cos θ, y = ρ(θ) sin θ, ρ(θ) =

x2 + y2 > 0, θ ∈ R.
Since Γ is a smooth Jordan closed curve, for any θ ∈ R, dx/dθ, dy/dθ are continuous and
dx
dθ
2
+

dy
dθ
2
> 0.
Hence
ρ ′(θ) = dρ(θ)
dθ
= x
dx
dθ + y dydθ
x2 + y2 , θ ∈ R,
is continuous. Since Γ is a smooth isoperimetric curve, any line through O intersect Γ at the points A and B. Set the
coordinates of A, B are A(θ, ρ(θ)), B(θ + π, ρ(θ + π)). By Definition 2.1, we have
Γ [AB] =
 θ+π
θ

dx
dθ
2
+

dy
dθ
2
dθ =
 θ+π
θ

(ρ(t))2 + (ρ ′(t))2dt ≡ |Γ |
2
, ∀θ ∈ R. (7)
Since Γ is a Jordan closed curve, we know
ρ(θ + 2π) = ρ(θ) > 0, ∀θ ∈ R. (8)
Notice that θ+π
θ

(ρ(t))2 + (ρ ′(t))2dt ≡ |Γ |
2
⇔d
 θ+π
θ

(ρ(t))2 + (ρ ′(t))2dt

/dt = 0
⇔

(ρ(θ + π))2 + (ρ ′(θ + π))2 −

(ρ(θ))2 + (ρ ′(θ))2 = 0
⇔(ρ(θ + π))2 + (ρ ′(θ + π))2 = (ρ(θ))2 + (ρ ′(θ))2
⇔ [ρ(θ + π)+ ρ(θ)]
′
ρ(θ + π)+ ρ(θ) = −
ρ(θ + π)− ρ(θ)
[ρ(θ + π)− ρ(θ)]′ , f (θ). (9)
By (8), we know
f (θ + π) = [ρ(θ + 2π)+ ρ(θ + π)]
′
ρ(θ + 2π)+ ρ(θ + π) =
[ρ(θ)+ ρ(θ + π)]′
ρ(θ)+ ρ(θ + π) = f (θ),
hence f (θ) is a π-periodic function, thus
[ρ(θ + π)+ ρ(θ)]′
ρ(θ + π)+ ρ(θ) dθ =

f (θ)dθ,
[ρ(θ + π)− ρ(θ)]′
ρ(θ + π)− ρ(θ) dθ = −

1
f (θ)
dθ.
Next we integrate the above expression and obtain
ρ(θ + π)+ ρ(θ) = 2C1 exp

f (θ)dθ,
ρ(θ + π)− ρ(θ) = 2C2 exp

−

1
f (θ)
dθ

,
where C1, C2 are integral constants, therefore,
ρ(θ) = C1 exp

f (θ)dθ − C2 exp

−

1
f (θ)
dθ

.
Since f (θ) is a π-periodic function, ρ(θ) is π-periodic function, that is,
|OB| = ρ(θ + π) ≡ ρ(θ) = |OA|, ∀θ ∈ R, (10)
hence Γ is a central symmetric curve and O is its symmetric center.
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Conversely, if the smooth Jordan closed Γ is a central symmetric curve and O is its symmetric center, establish the polar
coordinate system Ox with the origin O. Suppose that ρ = ρ(θ) denotes the corresponding polar equation of Γ , any line
through O intersect Γ at the points A and B. Set the coordinates of A, B are A(θ, ρ(θ)), B(θ + π, ρ(θ + π)), then (10) holds.
Therefore, (7) holds. By Definition 2.1, we know that Γ is an isoperimetric curve and O is its isoperimetric center. This ends
the proof. 
Lemma 2.2. Let the image Γ = γ [0, |Γ |] of continuous function γ : [0, |Γ |] → R2 be a smooth Jordan closed curve and D¯(Γ )
is a convex set. Then P ∈ D(Γ , l) if, and only if there exists M ∈ Γ \ γ [γA− l, γA+ l] such that P ∈ (AM) for any A ∈ Γ , that is,
D(Γ , l) = {P ∈ (AM)|∀tA ∈ R, ∃t ∈ (l, |Γ | − l), M = γ (tA + t)} ⊆ D¯(Γ ).
Proof. Let any P belong to D(Γ , l), according to Definition 1.1, for any A ∈ Γ , we have P ∈ A−AA+. Thus, for any A ∈ Γ ,
there existsM ∈ Γ \ γ [rA − l, rA + l] and P ∈ (AM⟩, whereM = (AP⟩ ∩ Γ = γ (tA + t), ∃t ∈ (l, |Γ | − l). Next, we need to
prove P ∈ (MA⟩. LetM+ = γ (tM + l) = γ (tA + l+ t),M− = γ (tM − l) = γ (tA − l+ t)(see Fig. 1). By P ∈ D(Γ , l), we see
that P ∈ M−MM+. Since
l < t = tM − tA < |Γ | − l ⇔ tM+ − |Γ | = tM + l− |Γ | < tA < tM − l = tM− ,
A ∈ Γ \ γ [tM − l, tM + l] , P ∈ (MA⟩. By
P ∈ (AM⟩, P ∈ (MA⟩ ⇒ P ∈ (AM⟩ ∩ (MA⟩ = (AM).
Conversely,
∀A ∈ Γ , ∃M ∈ Γ \ γ [tA − l, tA + l] , P ∈ (AM)
⇒ ∀A ∈ Γ , ∃M ∈ Γ \ γ [tA − l, tA + l] , P ∈ (AM⟩
⇒ ∀A ∈ Γ , P ∈A−AA+
⇒ P ∈

A∈Γ
A−AA+ = D(Γ , l).
Hence,
D(Γ , l) = {P ∈ (AM)|∀tA ∈ R, ∃t ∈ (l, |Γ | − l), M = γ (tA + t)} .
Since D¯(Γ ) is convex, we see further that
∀P ∈ D(Γ , l) ⇒ ∀A ∈ Γ ⊂ D¯(Γ ), ∃M ∈ Γ \ γ [tA − l, tA + l] ⊆ D¯(Γ ), P ∈ (AM)
⇒ ∃A ∈ D¯(Γ ), ∃M ∈ D¯(Γ ), P ∈ [AM] ⊆ D¯(Γ )
⇒ P ∈ D¯(Γ ).
Therefore,D(Γ , l) ⊆ D¯(Γ ). This completes the proof. 
Lemma 2.3. Let the image Γ = γ [0, |Γ |] of continuous function γ : [0, |Γ |] → R2 be a smooth Jordan closed curve and D¯(Γ )
be a convex set. Then D(Γ , l) ≠ ∅ for all l ∈ (0, |Γ |/2) if, and only if, Γ is an isoperimetric curve.
Proof. SupposeΓ is an isoperimetric curve and O is its isoperimetric center. Let l be a given real number in (0, |Γ | /2). Then
we have (AO⟩ ∩ Γ = M, tM = tA + |Γ |2 ∈ (l, |Γ | − l) ,M ∈ Γ \ γ [tA − l, tA + l],O ∈ (AM⟩ for any A ∈ Γ , thus, O ∈A−AA+.
Hence
O ∈ ∩A∈Γ A−AA+ = D(Γ , l)⇒ D(Γ , l) ≠ ∅.
Conversely, suppose D(Γ , l) ≠ ∅ for any l ∈ (0, |Γ |/2). According to Lemma 2.2, we know that
D¯(Γ , l) = D(Γ , l)+ ∂D(Γ , l) = {P ∈ [AM]|∀tA ∈ R, ∃t ∈ [l, |Γ | − l], M = γ (tA + t)} ≠ ∅.
Since Γ is smooth or piecewise smooth, γ (tA + t) is continuous with respect to t . And since D¯(Γ , l) is a closed set,
lim
l→|Γ |/2 D¯(Γ , l) =

P ∈ [AM]|∀tA ∈ R, ∃t = |Γ |2 , M = γ (tA + t)

≠ ∅.
For any P ∈ liml→|Γ |/2 D¯(Γ , l), write A = γ (tA), B = γ (tA + |Γ |/2), then the point P is independent on A, B and for any
A = γ (tA) ∈ Γ , there exists a unique B = γ (tB) ∈ Γ , tB = tA + |Γ |/2 such that P ∈ [AB], |Γ [AB]| = tB − tA = |Γ |/2.
Since the point P is independent on A, B and A is an arbitrary point in Γ , P ∈ (AB). By Definition 2.1, we know that Γ is an
isoperimetric curve and P is its isoperimetric center. The proof is completed. 
2.2. Asymptotic systems
LetΛN be a polygon bounded by a simple closed curveΓN in Rm (wherem ≥ 2) composed of a finite sequence ofN (where
N ≥ 3) straight line segments and the points where two edges meet are the polygon’s vertices A1, A2, . . . , AN . For the sake
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of brevity, such a polygon is said to be described by ΓN : A1A2 · · · AN(N ≥ 3). In the following discussions, the subscript i, j
of Ai, Aj may fall outside the range {1, . . . ,N}. Then we take Ai = Aj ⇔ i ≡ j(mod N). If ΓN is convex and m = 2, then for
any positive integers k and i that satisfy 1 ≤ k < N/2 and 1 ≤ i ≤ N , the broken line Ai−kAi−k+1 · · · Ai · · · Ai+k is written as
ΓN [Ai−kAiAi+k] and write Ai−kAiAi+k = {P ∈ (AiM⟩ |M ∈ ΓN \ ΓN [Ai−kAiAi+k]}. We define
D(ΓN , k) :=

1≤i≤N
Ai−kAiAi+k. (11)
Definition 2.2. Let S(m){Γ , l} be a surround system. If
(i) {Nn}∞n=0 and {kn}∞n=0 are two sequences of positive integers such that Nn ≥ 3, 0 ≤ kn < Nn/2, limn→∞ Nn =
+∞, limn→∞ knNn = l|Γ | ;
(ii) A(n)i = γ (t(n)i ), i = 1, 2, . . . ,Nn + 1, 0 = t(n)1 < t(n)2 < · · · < t(n)Nn < t(n)Nn+1 = |Γ |,
lim
n→∞

t(n)i+1 − t(n)i

= 0, i = 1, 2, . . . ,Nn,A(n)1 A(n)2  = A(n)2 A(n)3  = · · · = A(n)Nn−1A(n)Nn  = A(n)Nn A(n)1  = |ΓNn |/Nn,
then the set S(m)n

ΓNn ,
kn|ΓNn |
Nn

:=

ΓNn ,
kn|ΓNn |
Nn

is called the asymptotic system for S(m){Γ , l}. If m = 2, S(2){P,Γ , l} is a
surround system with a center, then the set
S(2)n

P,ΓNn ,
kn
ΓNn 
Nn

:=

P,ΓNn ,
kn
ΓNn 
Nn

is called the asymptotic system for S(2){P,Γ , l}.
Lemma 2.4. For any S(m){Γ , l}, we have
lim
n→∞ S
(m)
n

ΓNn ,
kn|ΓNn |
Nn

= S(m){Γ , l}; (12)
for S(2){P,Γ , l}, we have
lim
n→∞ S
(2)
n

P,ΓNn ,
kn|ΓNn |
Nn

= S(2){P,Γ , l}. (13)
Proof. Consider the Nn-polygon inscribed in Γ , write ΓNn : A(n)1 A(n)2 · · · A(n)Nn . Then |ΓNn | denotes its perimeter. We need to
prove limn→∞ |ΓNn | = |Γ |. For any two pointsM0 = γ (t0),M = γ (t), t0, t ∈ [0, |Γ |], t ≠ t0 in Γ , then we have
|MM0| ≤ |Γ [MM0]| = |t − t0|, (14)
lim
t→t0
|MM0|
|t − t0| = limt→t0
|γ (t)− γ (t0)|
|t − t0| = |γ
′(t0)| = 1. (15)
Hence, for any given ε > 0, there exists δ > 0, when 0 < |t − t0| < δ, we have
1− ε < |MM0||t − t0| ≤ 1⇔ (1− ε)|t − t0| < |MM0| ≤ |t − t0|.
Since limn→∞(t(n)i+1− t(n)i ) = 0, i = 1, 2, . . . ,Nn, A(n)Nn+1 = A(n)1 , thus for the above ε and δ > 0, there exists a positive integer
N such that, when n > N ,
0 < max
1≤i<Nn
t(n)i+1 − t(n)i  < δ
⇒
t(n)i+1 − t(n)i  < δ, i = 1, 2, . . . ,Nn
⇒ (1− ε)(t(n)i+1 − t(n)i ) <
A(n)i A(n)i+1 ≤ t(n)i+1 − t(n)i , i = 1, 2, . . . ,Nn
⇒ (1− ε)|Γ | = (1− ε)
Nn
i=1
(t(n)i+1 − t(n)i ) <
Nn
i=1
A(n)i A(n)i+1 = |ΓNn | ≤ Nn
i=1
(t(n)i+1 − t(n)i ) = |Γ |.
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Therefore, limn→∞ |ΓNn | = |Γ |. Thus, by Definition 2.2, we obtain that
lim
n→∞ S
(m)
n

ΓNn ,
kn|ΓNn |
Nn

= lim
n→∞

ΓNn ,
kn|ΓNn |
Nn

=

lim
n→∞ΓNn , limn→∞
kn
Nn
lim
n→∞ |ΓNn |

= S(m){Γ , l}.
Thus (12) is proved. Similarly, (13) can be proved. This completes the proof. 
Lemma 2.5. Assume that S(m)n {ΓNn , kn|ΓNn |Nn } is the asymptotic system of S(m){Γ , l}, then for any A = γ (tA) ∈ Γ , A+ =
γ (tA + l), A− = γ (tA − l), 0 ≤ tA < |Γ |, there exists a sequence {A(n)in }∞n=0 ⊆ {A(n)i }∞n=0(in ∈ {1, 2, . . . ,Nn}) such that
lim
n→∞ A
(n)
in = A, limn→∞ A
(n)
in+kn = A+ and limn→∞ A
(n)
in−kn = A−.
Proof. Since 0 = t(n)1 < t(n)2 < · · · < t(n)Nn < t(n)Nn+1 = |Γ | and limn→∞(t(n)i+1 − t(n)i ) = 0, i = 1, 2, . . . ,Nn,
limn→∞

t(n)1 , t
(n)
2 , . . . , t
(n)
Nn

= [0, |Γ |). And since tA ∈ [0, |Γ |), there exist sequence {t(n)in }∞n=0 ⊆ {t(n)i }∞n=0 and point
sequence {A(n)in }∞n=0 ⊆ {A(n)i }∞n=0 which they satisfy in ∈ {1, 2, . . . ,Nn} and A(n)in = γ (t(n)in ) such that
lim
n→∞ t
(n)
in = tA, limn→∞ A
(n)
in = limn→∞ γ (t
(n)
in ) = γ ( limn→∞ t
(n)
in ) = γ (tA) = A.
By the proof method of Lemma 2.4, we get
lim
n→∞
kn−1
j=0
Ain+jAin+j+1 = limn→∞ Γ [AinAin+1 · · · Ain+kn ]
⇔ lim
n→∞
kn|ΓNn |
Nn
= lim
n→∞

t(n)in+kn − t(n)in

⇔l = lim
n→∞
kn
Nn
lim
n→∞ |ΓNn | = limn→∞ t
(n)
in+kn − limn→∞ t
(n)
in
⇔ lim
n→∞ t
(n)
in+kn = tA + l
⇒ lim
n→∞ A
(n)
in+kn = limn→∞ γ (t
(n)
in+kn) = γ

lim
n→∞ t
(n)
in+kn

= γ (tA + l) = A+.
Similarly, we can prove that limn→∞ A(n)in−kn = A−. The proof is completed. 
By Lemma 2.5 and (11), we obtain that
lim
n→∞D(ΓNn , kn) = D(Γ , l). (16)
Lemma 2.6. Let the image Γ = γ [a, b] of continuous function γ : [a, b] → Rm be a smooth curve. If the function f : Γ → R
is Riemann integrable over Γ , considering a partition of Γ by means of N − 1(N ≥ 3) points A0, A1, . . . , Ai−1, Ai, . . . , AN such
that
Ai = γ (ti) (i = 0, 1, 2, . . . ,N), a = t0 < t1 < · · · < tN = b,
lim
N→∞(ti+1 − ti) = 0, i = 0, 1, 2, . . . ,N − 1,
and
|−−→A0A1| = |−−→A1A2| = · · · = |−−−→Ai−1Ai| = · · · = |−−−−→AN−1AN | = |ΓN |N ,
then we have
M(f ,Γ ) := 1|Γ |

Γ
f = lim
N→∞
1
N
N−1
i=0
f (Ai). (17)
The proof of Lemma 2.6 see Lemma 2.9 in [10] or Lemma 2.7 in [11].
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2.3. Associated identities and inequalities
Furthermore, to prove Theorems 1.1–1.5, we will need some associated identities and inequalities.
Lemma 2.7. For any S(m){Γ , l}, A = γ (tA) ∈ Γ , A+ = γ (tA + l), we have
M [2](|AA+|,Γ ) :=

1
|Γ |

Γ
|AA+|2 ≤ |Γ |
π
sin
lπ
|Γ | . (18)
A sufficient condition of the equality in (18) is that Γ is a circle in R2.
The proof of Lemma 2.7 see Lemma 2.10 in [10] or Lemma 2.17 in [11].
The following result is an extension of Ceva’s theorem for triangles.
Lemma 2.8. Let a convex polygon be described by ΓN : A1A2 · · · AN , where N ≥ 3, in R2. Let P ∈ R2 such that for each
i = 1, 2, . . . ,N, P ≠ Ai and for any k that satisfies 1 ≤ k < N/2, AiP ∩ Ai−kAi+k = Qi. Then
N
i=1
|Ai+kQi|
|QiAi−k| = 1. (19)
Proof. Without loss of any generality, we may assume that P is the center of the complex plane. Set
λi := |Ai+kQi||QiAi−k| , i = 1, 2, . . . ,N; Q := zQ , ∀Q ∈ R
2.
Then
Qi = Ai+k + λiAi−k1+ λi , i = 1, 2, . . . ,N. (20)
Since O,Qi, Ai are on same line, there exists µi ∈ R such that Ai = µiQi. Thus, (20) becomes
Ai = µi Ai+k + λiAi−k1+ λi , i = 1, 2, . . . ,N. (21)
In view of (21) and the fact that µi ∈ R, we have
Ai = µi Ai+k + λiAi−k1+ λi , i = 1, 2, . . . ,N. (22)
Since P ≠ Ai for i = 1, 2, . . . ,N , hence µi ≠ 0 for i = 1, 2, . . . ,N . From (21) and (22), we get
Ai
Ai
= Ai+k + λiAi−k
Ai+k + λiAi−k
, i = 1, 2, . . . ,N. (23)
It follows from (23) that
λi =
Ai+k
Ai
− Ai+k
Ai
Ai−k
Ai
− Ai−kAi
= Ai+k
Ai
· Ai+k
Ai
·
Ai
Ai+k
− AiAi+k
Ai−k
Ai
− Ai−kAi
=
|Ai+k|2

Ai
Ai+k
− AiAi+k

|Ai|2

Ai−k
Ai
− Ai−kAi
 ,
thus,
N
i=1
|Ai+kQi|
|QiAi−k| =
N
i=1
λi =
N
i=1

|Ai+k|2 ·

Ai
Ai+k
− AiAi+k

N
i=1

|Ai|2 ·

Ai−k
Ai
− Ai−kAi
 = 1.
This ends the proof. 
Lemma 2.9. Let a convex polygon described by ΓN : A1A2 · · · AN be a Jordan closed curve, where N ≥ 3, in R2. Then for any k
that satisfies 1 ≤ k < N/2, we have
N
i=1
̸ Ai−kAiAi+k = (N − 2k)π. (24)
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Proof. When k = 1, (24) is the theorem for the sum of internal angles of a polygon. Now let k ≥ 2. We first have
̸ Ai−kAiAi+k = ̸ Ai−1AiAi+1 − ̸ Ai−1AiAi−k − ̸ Ai+1AiAi+k. (25)
By the theorem for the sum of internal angles in the polygon with k+ 1 sides, we get
̸ Ai+1AiAi+k + ̸ Ai+k−1Ai+kAi +
k−1
j=1
̸ Ai+j−1Ai+jAi+j+1 = (k− 1)π,
or
̸ Ai+1AiAi+k = (k− 1)π − ̸ Ai+k−1Ai+kAi −
k−1
j=1
̸ Ai+j−1Ai+jAi+j+1. (26)
Substituting (26) into (25), we obtain
̸ Ai−kAiAi+k = ̸ Ai−1AiAi+1 − ̸ Ai−1AiAi−k
−

(k− 1)π − ̸ Ai+k−1Ai+kAi −
k−1
j=1
̸ Ai+j−1Ai+jAi+j+1

=
k−1
j=1
̸ Ai+j−1Ai+jAi+j+1 + ̸ Ai−1AiAi+1 − (k− 1)π
+ ̸ Ai+k−1Ai+kAi − ̸ Ai−1AiAi−k
=
k−1
j=0
̸ Ai+j−1Ai+jAi+j+1 − (k− 1)π
+ ̸ Ai+k−1Ai+kAi − ̸ Ai−1AiAi−k. (27)
Since
N
i=1
̸ Ai+j−1Ai+jAi+j+1 =
N
i=1
̸ Ai−1AiAi+1 = (N − 2)π
and
N
i=1
̸ Ai+k−1Ai+kAi =
N
i=1
̸ Ai−1AiAi−k,
by (27), we have
N
i=1
̸ Ai−kAiAi+k =
N
i=1
k−1
j=0
̸ Ai+j−1Ai+jAi+j+1 − N(k− 1)π
+
N
i=1
̸ Ai+k−1Ai+kAi −
N
i=1
̸ Ai−1AiAi−k
=
k−1
j=0
N
i=1
̸ Ai+j−1Ai+jAi+j+1 − N(k− 1)π
=
k−1
j=0
(N − 2)π − N(k− 1)π
= k(N − 2)π − N(k− 1)π = (N − 2k)π.
This completes the proof. 
Lemma 2.10. Let a convex polygon be described by ΓN : A1A2 · · · AN ,N ≥ 3, in R2. If
1 ≤ k ≤ N/2, P ∈ D(ΓN , k) ≠ ∅,
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where D(ΓN , k) is defined by (11), then we have
N
 N
i=1
sin ̸ PAiAi+k + 1N
N
i=1
sin ̸ PAiAi+k ≤ 2 cos kπN . (28)
Proof. For triangles△Ai−kAiQi and△Ai+kAiQi, according to the area formula for triangles, we have
|Ai−kQi|
|QiAi+k| =
2|△Ai−kAiQi|
2|△Ai+kAiQi|
= |Ai−kAi||AiQi| sin(̸ Ai−kAiAi+k − ̸ PAiAi+k)|Ai+kAi||AiQi| sin ̸ PAiAi+k
= |Ai−kAi| sin(̸ Ai−kAiAi+k − ̸ PAiAi+k)|Ai+kAi| sin ̸ PAiAi+k .
From
N
i=1
|Ai−kAi|
|Ai+kAi| =
N
i=1
|Ai−kAi|
N
i=1
|AiAi+k|
= 1
and Lemma 2.8, we get
1 =
N
i=1
|Ai−kQi|
|QiAi+k|
=
N
i=1
|Ai−kAi| sin(̸ Ai−kAiAi+k − ̸ PAiAi+k)
|Ai+kAi| sin ̸ PAiAi+k
=
N
i=1
|Ai−kAi|
|Ai+kAi|
N
i=1
sin(̸ Ai−kAiAi+k − ̸ PAiAi+k)
sin ̸ PAiAi+k
=
N
i=1
sin(̸ Ai−kAiAi+k − ̸ PAiAi+k)
N
i=1
sin ̸ PAiAi+k
,
that is,
N
i=1
sin(̸ Ai−kAiAi+k − ̸ PAiAi+k) =
N
i=1
sin ̸ PAiAi+k. (29)
Since
0 < ̸ PAiAi+k < ̸ Ai−kAiAi+k < π, i = 1, 2, . . . ,N
and the sine function is concave on [0, π], by Jensen’s inequality (see [12–14]), we have
sin(̸ Ai−kAiAi+k − ̸ PAiAi+k)+ sin ̸ PAiAi+k ≤ 2 sin
̸ Ai−kAiAi+k
2
for all i = 1, 2, . . . ,N . Namely,
0 < sin(̸ Ai−kAiAi+k − ̸ PAiAi+k) ≤ 2 sin
̸ Ai−kAiAi+k
2
− sin ̸ PAiAi+k. (30)
From (29), (30), the arithmetic–geometric mean inequality and Lemma 2.9, we obtain
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N
i=1
sin ̸ PAiAi+k ≤
N
i=1

2 sin
̸ Ai−kAiAi+k
2
− sin ̸ PAiAi+k

≤

2
N
N
i=1
sin
̸ Ai−kAiAi+k
2
− 1
N
N
i=1
sin ̸ PAiAi+k
N
.
Thus,
N
 N
i=1
sin ̸ PAiAi+k + 1N
N
i=1
sin ̸ PAiAi+k ≤ 2N
N
i=1
sin
̸ Ai−kAiAi+k
2
≤ 2 sin 1
N
N
i=1
̸ Ai−kAiAi+k
2
= 2 sin (N − 2k)π
2N
= 2 cos kπ
N
.
The proof is completed. 
The following result can be regarded as an integral form of Lemma 2.10.
Lemma 2.11. For any S(2){P,Γ , l}, we have
exp

1
|Γ |

Γ
ln sin ̸ PAA+

+ 1|Γ |

Γ
sin ̸ PAA+ ≤ 2 cos lπ|Γ | . (31)
Proof. Consider the asymptotic system S(2)n {P,ΓNn , kn|ΓNn |Nn }(1 ≤ kn < Nn/2). Write N := Nn and k := kn. When n
is sufficiently large, we know that P ∈ D(Γ , l) and P ∈ D(ΓN , k) ≠ ∅ by (16). According to lemmas 2.6, 2.9 and
limn→∞ kN = l|Γ | , we obtain that
exp

1
|Γ |

Γ
ln sin ̸ PAA+

+ 1|Γ |

Γ
sin ̸ PAA+
= exp

lim
n→∞

1
N
n
i=1
ln sin ̸ PAiAi+k

+ lim
n→∞

1
N
n
i=1
sin ̸ PAiAi+k

= lim
n→∞
N
 N
i=1
sin ̸ PAiAi+k + lim
n→∞

1
N
n
i=1
sin ̸ PAiAi+k

= lim
n→∞
 N
 N
i=1
sin ̸ PAiAi+k + 1N
n
i=1
sin ̸ PAiAi+k

≤ lim
n→∞ 2 cos
kπ
N
= 2 cos lπ|Γ | .
This completes the proof. 
Lemma 2.12. For S(2){P,Γ , l}, we have
1
|Γ |

Γ
̸ APA+ = 2lπ|Γ | . (32)
Proof. Consider the asymptotic system S(2)n {P,ΓNn , kn|ΓNn |Nn }(1 ≤ kn < Nn/2). Write N := Nn and k := kn. When n is
sufficiently large, we have P ∈ D(ΓN , k) ⊂ D(ΓN). By means of Lemmas 2.5 and 2.6 and the theorem for the sum of internal
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angles of a polygon, we get
1
|Γ |

Γ
̸ APA+ = lim
n→∞
1
N
N
i=1
̸ AiPAi+k
= lim
n→∞
1
N
N
i=1
k−1
j=0
̸ Ai+jPAi+1+j
= lim
n→∞
1
N
k−1
j=0
N
i=1
̸ Ai+jPAi+1+j
= lim
n→∞
1
N
k−1
j=0
2π
= 2lπ|Γ | .
The lemma is thus proved. 
Lemma 2.13. For S(2){P,Γ , l}, we get
Γ
̸ A−AA+ = (|Γ | − 2l)π. (33)
Proof. Let S(2)n {P,ΓNn , kn|ΓNn |Nn }(1 ≤ kn < Nn/2) be the asymptotic system for S(2){P,Γ , l}. For the sake of convenience, let
us write N and k instead of Nn and kn respectively. According to Lemmas 2.5 and 2.6 and (24), we get
1
|Γ |

Γ
̸ A−AA+ = lim
n→∞
1
N
N
i=1
̸ Ai−kAiAi+k
= lim
n→∞
1
N
(N − 2k)π
=

1− 2 lim
n→∞
k
N

π
=

1− 2 l|Γ |

π.
Hence (33) holds. This ends the proof. 
Lemma 2.14. Let a convex polygon be described by ΓN : A1A2 · · · AN , where N ≥ 3, in R2. Suppose any integer 1 ≤ k < N/2
such that
0 < ̸ Ai−kAiAi+k ≤ π − arctan

2 sin
2kπ
N

, i = 1, 2, . . . ,N. (34)
Then
1
N
N
i=1
cot ̸ Ai−kAiAi+k + N
 N
i=1
csc ̸ Ai−kAiAi+k ≥ tan kπN . (35)
Proof. Set
θi := ̸ Ai−kAiAi+k, θ = (θ1, θ2, . . . , θN), F(θ) = 1N
N
i=1
cot θi + N
 N
i=1
csc θi.
We first prove that F(θ) is a Schur-convex function (see [1,6]) on the symmetric convex set:
ΩN :=

θ |
N
i=1
θi = (N − 2k)π, 0 < θi ≤ π − arctan

2 sin
2kπ
N

, i = 1, 2, . . . ,N

.
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It suffices to show that [1,6]
(θp − θq)

∂F
∂θp
− ∂F
∂θq

≥ 0, ∀θ ∈ ΩN , ∀p, q : 1 ≤ p, q ≤ N. (36)
Indeed, note that
∂F
∂θp
= − 1
N
csc2 θp + 1N
N
 N
i=1
csc θi
d csc θp
dθp
csc θp
= − 1
N
(1+ cot2 θp)− 1N
N
 N
i=1
csc θi · cot θp.
Thus
(θp − θq)

∂F
∂θp
− ∂F
∂θq

= − 1
N
(θp − θq)(cot θp − cot θq)
cot θp + cot θq + 1
N

N
i=1
sin θi
 .
Since
− 1
N
(θp − θq)(cot θp − cot θq) ≥ 0,
we only need to prove
cot θp + cot θq + 1
N

N
i=1
sin θi
≥ 0, θ ∈ ΩN , 1 ≤ p, q ≤ N. (37)
Since the sine function is concave over (0, π), by θ ∈ ΩN , the arithmetic–geometric inequality and Jensen’s inequality, we
obtain
N
 N
i=1
sin θi ≤ 1N
N
i=1
sin θi ≤ sin

1
N
N
i=1
θi

= sin

(N − 2k)π
N

= sin 2kπ
N
and
cot θp + cot θq + 1
N

N
i=1
sin θi
≥ cot θp + cot θq + 1
sin 2kπN
≥ 2 cot

π − arctan

2 sin
2kπ
N

+ 1
sin 2kπN
= 0.
Therefore, (37) and (36) are proved.
Since F(θ) is a Schur-convex function on the symmetric convex setΩN and
θ ≻ θ¯ :=

1
N
N
i=1
θi,
1
N
N
i=1
θi, . . . ,
1
N
N
i=1
θi

=

π − 2kπ
N
, π − 2kπ
N
, . . . , π − 2kπ
N

,
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according to the definition of Schur-convex function, we have
F(θ) ≥ F(θ¯)
= F

π − 2kπ
N
, π − 2kπ
N
, . . . , π − 2kπ
N

= cot

π − 2kπ
N

+ csc

π − 2kπ
N

= − cos
2kπ
N
sin 2kπN
+ 1
sin 2kπN
= tan kπ
N
.
This completes the proof. 
Lemma 2.15. Let a convex polygon be described by ΓN : A1A2 · · · AN , where N ≥ 3, in R2. Suppose any integer 1 ≤ k < N/2
such that
D(ΓN , k) ≠ ∅, P ∈ D(ΓN , k), 0 < ̸ Ai−kAiAi+k < π, 1 ≤ i ≤ N
and (34) holds. Then
1
N
N
i=1
cot ̸ PAiAi+k ≥ tan kπN . (38)
Proof. According to (29), we get
N
i=1
(cot ̸ PAiAi+k − cot ̸ Ai−kAiAi+k) =
N
i=1
csc ̸ Ai−kAiAi+k. (39)
Since 0 < ̸ PAiAi+k < ̸ Ai−kAiAi+k < π for i = 1, 2, . . . ,N , we obtain from the arithmetic–geometric inequality that
1
N
N
i=1
cot ̸ PAiAi+k − 1N
N
i=1
cot ̸ Ai−kAiAi+k ≥ N
 N
i=1
(cot ̸ PAiAi+k − cot ̸ Ai−kAiAi+k)
= N
 N
i=1
csc ̸ Ai−kAiAi+k,
that is,
1
N
N
i=1
cot ̸ PAiAi+k ≥ 1N
N
i=1
cot ̸ Ai−kAiAi+k + N
 N
i=1
csc ̸ Ai−kAiAi+k. (40)
By (35) and (40), we get (38). The proof is completed. 
According to Lemmas 2.6 and 2.15, it follows that the integrable form of (38):
Lemma 2.16. For S(2){P,Γ , l}, if (5) holds, then
M(cot ̸ PAA+,Γ ) = 1|Γ |

Γ
cot ̸ PAA+ ≥ tan lπ|Γ | , (41)
equality in (41) holds if, and only if, Γ is a circle and P is the center of the circle.
Lemma 2.17. For S(2){P,Γ , l}, we have
M
 |AA+|
rP
,Γ

= 1|Γ |

Γ
|AA+|
rP
≥ 2 tan lπ|Γ | , (42)
equality in (42) holds if, and only if, Γ is a circle and P is the center of the circle.
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Proof. Set ̸ PAA+ = α, ̸ PA+A = β . Since P ∈ D(Γ , l), we have
0 < α, β < π, α + β < π, 0 < ̸ PAA+ = π − α − β < π. (43)
Suppose Q = PrjAA+P is the projection of P on the line AA+, that is, PQ⊥AA+, PQ ∩ AA+ = Q . Thus
|AA+|
rP
= AQ
rP
+ QA+
rP
= cotα + cotβ
= sin(α + β)
sinα sinβ
≥ sin(α + β)
sinα+sinβ
2
2 = sin(α + β)sin2 α+β2 cos2 α−β2
≥ sin(α + β)
sin2 α+β2
= 2 cot α + β
2
= 2 tan ̸ APA+
2
. (44)
Note that AQ = Prj−−→AA+
−→
AQ ,QA+ = Prj−−→AA+
−−→
QA+ and AQ + QA+ = |AA+|, that is,
AQ =

|AQ |, 0 < α ≤ π
2
;
−|AQ |, π
2
< α < π,
QA+ =

|QA+|, 0 < β ≤ π2 ;
−|QA+|, π2 < β < π.
Since tan x over (0, π/2) is convex, by (44), (43), Jensen’s inequality and Lemma 2.12, we obtain that
1
|Γ |

Γ
|AA+|
rP
≥ 1|Γ |

Γ
2 tan
̸ APA+
2
≥ 2 tan

1
|Γ |

Γ
̸ APA+
2

= 2 tan lπ|Γ | .
Consequently, the inequality (42) holds. It follows from the above proof that the equality holds in (42) if, and only if, Γ is a
circle and P is the center of the circle. Lemma 2.17 is thus proved. 
Lemma 2.18. There exists a S(2){Γ , l} that satisfies D(Γ ) is a convex set such that the inequality (5) holds if, and only if,
|Γ |
6
≤ l < |Γ |
2
. (45)
Proof. Suppose that there is S(2){Γ , l} that satisfies D(Γ ) is a convex set such that the inequality (5) holds. From (5) and
(33), we obtain that
(|Γ | − 2l)π =

Γ
̸ A−AA+
≤

Γ

π − arctan

2 sin
2lπ
|Γ |

= |Γ |

π − arctan

2 sin
2lπ
|Γ |

⇔ 2lπ|Γ | ≥ arctan

2 sin
2lπ
|Γ |

⇔ tan 2lπ|Γ | ≥ 2 sin
2lπ
|Γ |
⇔ cos 2lπ|Γ | ≤
1
2
⇔ |Γ |
6
≤ l < |Γ |
2
.
Hence the inequality (45) holds.
Conversely, suppose that the inequality (45) holds. Set the closed curve Γ is a circle. By (33), for all A ∈ Γ , we have
̸ A−AA+ ≡ (|Γ |−2l)π|Γ | and
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0 < ̸ A−AA+ ≤ π − arctan

2 sin
2lπ
|Γ |

⇔ (|Γ | − 2l)π|Γ | ≤ π − arctan

2 sin
2lπ
|Γ |

⇔ 2lπ|Γ | ≥ arctan

2 sin
2lπ
|Γ |

⇔ |Γ |
6
≤ l < |Γ |
2
.
The inequality (5) holds. Thus, Lemma 2.18 has been proved. 
3. Proof of Theorems 1.1–1.5
3.1. Proof of Theorem 1.1
By Lemma 2.11, power means inequality (see [15–18])
exp

1
|Γ |

Γ
ln f

= M [0](f ,Γ ) ≤ M [2](f ,Γ ) =

1
|Γ |

Γ
f 2 (f > 0).
Hölder inequality (see [5])
Γ
|f · g| ≥

Γ
|f |p
 1
p
·

Γ
|f |q
 1
q
,

p < 0 ∨ q < 0, 1
p
+ 1
q
= 1

;

Γ
|f · g| ≤

Γ
|f |p
 1
p
·

Γ
|f |q
 1
q
,

p > 1 ∨ q > 1, 1
p
+ 1
q
= 1

and Lemma 2.6 in order, we obtain that
2 cos
lπ
|Γ | ≥ exp

1
|Γ |

Γ
ln sin ̸ PAA+

+ 1|Γ |

Γ
sin ̸ PAA+
= exp

1
|Γ |

Γ
ln
rA
|AA+|

+ 1|Γ |

Γ
rA
|AA+|
=
exp

1
|Γ |

Γ
ln rA

exp

1
|Γ |

Γ
ln |AA+|
 + 1|Γ |

Γ
rA
|AA+|
≥
exp

1
|Γ |

Γ
ln rA


1
|Γ |

Γ
|AA+|2
+

1
|Γ |

Γ
(rA)
2
3
 3
2

1
|Γ |

Γ

1
|AA+|
−2− 12
=
exp

1
|Γ |

Γ
ln rA

+

1
|Γ |

Γ
(rA)
2
3
 3
2
1
|Γ |

Γ
|AA+|2
≥
exp

1
|Γ |

Γ
ln rA

+

1
|Γ |

Γ
(rA)
2
3
 3
2
|Γ |
π
sin lπ|Γ |
.
Thus,
1
2

exp

1
|Γ |

Γ
ln rA

+

1
|Γ |

Γ
(rA)
2
3
 3
2

≤

cos
lπ
|Γ |
 |Γ |
π
sin
lπ
|Γ |

= |Γ |
2π
sin
2lπ
|Γ | .
This completes the proof of the inequality (1). From the above proof, equality in (1) holds if, and only if, Γ is a circle and P
is the center of the circle.
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3.2. Proof of Theorem 1.2
Let ̸ PAA+ = α, ̸ PA+A = β . Since P ∈ D(Γ , l), we have
0 < α, β < π, 0 < ̸ APA+ = π − α − β < π, rA = |AA+| sinα, rA+ = |AA+| sinβ.
And since sin x over [0, π] and cos x over [0, π/2] are convex, by Jensen’s inequality, we have
1
|Γ |

Γ
rA + rA+
2|AA+| =
1
|Γ |

Γ
sinα + cosβ
2
≤ 1|Γ |

Γ
sin
α + β
2
= 1|Γ |

Γ
cos
̸ APA+
2
≤ cos

1
|Γ |

Γ
̸ APA+
2

= cos lπ|Γ | ;
on the other hand, by the Hölder inequality and Lemma 2.6, we get
1
|Γ |

Γ
rA + rA+
2|AA+| =
1
|Γ |

Γ
rA + rA+
2
|AA+|−1
≥

1
|Γ |

Γ

rA + rA+
2
 2
3
 3
2

1
|Γ |

Γ

1
|AA+|
−2− 12
=

1
|Γ |

Γ

rA+rA+
2
 2
3
 3
2

1
|Γ |

Γ
|AA+|2
≥

1
|Γ |

Γ

rA+rA+
2
 2
3
 3
2
|Γ |
π
sin lπ|Γ |
.
Hence,
1
|Γ |

Γ

rA+rA+
2
 2
3
 3
2
|Γ |
π
sin lπ|Γ |
≤ cos lπ|Γ | ,
that is,
1
|Γ |

Γ

rA + rA+
2
 2
3
 3
2
≤ |Γ |
π
sin
lπ
|Γ | cos
lπ
|Γ | =
|Γ |
2π
sin
2lπ
|Γ | .
This ends the proof of the inequality (2). From the above proof, equality in (2) holds if, and only if, Γ is a circle and P is the
center of this circle.
3.3. Proof of Theorem 1.3
By the proof of (2) and Cauchy inequality
Γ
(f · g) ≤

Γ
f 2 ·

Γ
g2,
we obtain that
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1
|Γ |

Γ
rA + rA+
2
= 1|Γ |

Γ
sinα + cosβ
2
|AA+|
≤ 1|Γ |

Γ
sin
α + β
2
|AA+|
= 1|Γ |

Γ
cos
̸ APA+
2
|AA+|
≤ 1|Γ |

Γ
cos2
̸ APA+
2

Γ
|AA+|2
=

1
|Γ |

Γ
1+ cos ̸ APA+
2

1
|Γ |

Γ
|AA+|2
≤

1+ cos 1|Γ |

Γ
̸ APA+
2
|Γ |
π
sin
lπ
|Γ |
=

1+ cos 2lπ|Γ |
2
|Γ |
π
sin
lπ
|Γ |
= cos lπ|Γ | ·
|Γ |
π
sin
lπ
|Γ |
= |Γ |
2π
sin
2lπ
|Γ | .
This ends the proof of the inequality (3). It follows from the above proof that equality in (3) holds if, and only if, Γ is a circle
and P is the center of this circle. This ends the proof.
3.4. Proof of Theorem 1.4
According to (42), Cauchy inequality and (18), we obtain that
2 tan
lπ
|Γ | ≤
1
|Γ |

Γ
|AA+|
rP
= 1|Γ |

Γ
r−1P |AA+|
≤ 1|Γ |

Γ
r−2P ·

Γ
|AA+|2
=

1
|Γ |

Γ
r−2P ·

1
|Γ |

Γ
|AA+|2
≤

1
|Γ |

Γ
r−2P ·
|Γ |
π
sin
lπ
|Γ | .
Thus,
M [−2](rP ,Γ ) =

1
|Γ |

Γ
r−2P
− 12 ≤ 1
2
cot
lπ
|Γ | ·
|Γ |
π
sin
lπ
|Γ | =
|Γ |
2π
cos
lπ
|Γ | .
Consequently, the inequality (4) holds. It follows from the above proof that equality in (4) holds if, and only if, Γ is a circle
and P is the center of this circle. This ends the proof.
3.5. Proof of Theorem 1.5
By (41), cotα = cot ̸ PAA+ = AQrP and the Hölder inequality, we obtain that
tan
lπ
|Γ | ≤
1
|Γ |

Γ
AQ
rP
≤ 1|Γ |

Γ
|AQ |
rP
≤ 1|Γ |

Γ
r−pP
 1
p
·

Γ
|AQ |q
 1
q
=

1
|Γ |

Γ
r−pP
 1
p
·

1
|Γ |

Γ
|AQ |q
 1
q
.
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Thus,
M [−p](rP ,Γ ) =

1
|Γ |

Γ
r−pP
 1−p
≤

1
|Γ |

Γ
|AQ |q
 1
q
cot
lπ
|Γ | ,
where
AQ := Prj−−→AA+
−→
AQ =
|AQ |, 0 < α ≤
π
2
;
−|AQ |, π
2
< α < π.
This ends the proof of the inequality (6). It follows from the above proof that equality in (6) holds if, and only if, Γ is a circle
and P is the center of this circle. This completes the proof.
Remark 3.1. The associated construct of continuous curve Γ = γ [a, b] see [19].
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