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Resume { Nous analysons les performances des recepteurs, reduisant la memoire du canal de communication, par la borne du
ltre adapte (BFA) qui est une borne superieure (et souvent une bonne approximation) de la detection de sequence basee sur le
critere de maximum de vraisemblance (DSMV). Nous demontrons que les performances varient entre celles d'un egaliseur lineaire
ou avec retour de decisions et celles de la DSMV avec le canal non raccourci.
Abstract { We analyse the performance of receivers using reduced-order channel models by the Matched Filter Bound (MFB)
which is an upper bound (and often a good approximation) of Maximum Likelihood Sequence Estimation (MLSE). We show that
the MFB is lower bounded by the Signal to Noise Ratio (SNR) of a linear or a Decision Feedback Equalizer and upper bounded
by the MFB for MLSE using the actual (non-shortened) channel.
1 Introduction et Borne du Filtre
Adapte (BFA)
Considerons un ltre lineaire (canal de communication)
h(z) =
N 1
X
i=0
h
i
z
 i
excite par des symboles a
k
decorreles
et de variance 
2
a
appartenant a un alphabet ni C. Le
signal recu echantillonne a la cadence des symboles peut
s'ecrire comme y
k
= h(q) a
k
+v
k
ou v
k
est un bruit additif
blanc gaussien de variance 
2
v
et q est l'operateur d'avance
(y
k+1
= q y
k
). SiK capteurs sont utilises a la reception et
si la frequence d'echantillonnage est egale a
p
T
ou T est la
duree d'un symbole alors y
k
, v
k
et h(z) sont des vecteurs
m1 et m = pK. Il est a noter que le canal h(z) peut e^tre
considere comme constant pendant la transmission d'un
paquet (de duree 577 s pour GSM ou EDGE). Empilons
M echantillons consecutifs du signal recu dans un vecteur
Y = T (H)A + V ou Y =

y
T
M
  y
T
1

T
(et une ecriture
analogue pour V et A), H = [h
0
  h
N 1
] et T (H) est
une matrice (bloc) Tplitz remplie par les ccients du
canal.
Considerons la derivation de la BFA correspondant au
probleme de la DSMV utilisant un canal estime
c
H et sup-
posant que la matrice de covariance du bruit est
b
R
vv
alors
que sa valeur reelle est R
vv
= E[V V
H
]. Le probleme de
la DSMV se ramene dans ce cas a la minimisation d'un
critere de moindres carrees pondere
min
A2C
M+N 1
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: (1)
L'implementation de la DSMV est faite par l'algorithme
de Viterbi dont la complexite est proportionnelle au nombre
d'etats jCj
N 1
ou jCj = 8 pour EDGE alors que jCj = 2
pour GSM. An d'obtenir la BFA, on se concentrera sur
la detection d'un seul symbole a
k
en supposant que les
autres symboles

A
k
sont connus (detectes parfaitement)
[9]: T (
c
H)A =
b
T
a
k
a
k
+
b
T

A
k

A
k
.
b
T
a
k
est la colonne de T (
c
H)
qui est multipliee par le symbole a
k
,
b
T

A
k
est la matrice
T (
c
H) de laquelle la colonne
b
T
a
k
a ete enlevee, le vecteur

A
k
contient les symboles passes et futurs au symbole a
k
.
(
b
T
a
k
a
k
et
b
T

A
k

A
k
contiennent respectivement la contribu-
tion du symbole a
k
et des autres symboles dans le paquet).
Si la contribution des symboles connus est enlevee du si-
gnal recu, on peut reecrire le critere (1) comme
min
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Il admet pour solution
(
a^
k
= dec fz
k
g
z
k
= a
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+
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(3)
ou
f
H =H 
c
H , le superscript
H
est l'operateur transpose
hermitien et decf:g est l'operateur de decision qui choisit
l'element de l'alphabet C le plus proche de son argument.
Notons par RSB
BFA
le rapport signal a bruit (RSB) a
l'entree de l'element de decision. A l'instant k et avec la
notation simpliee
b
T
a
k
=
b
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k
et T (
f
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e
T , on peut ecrire
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Cette valeur peut varier, a cause des eets de bords, selon
la position du symbole dans le paquet. On considerera sa
valeur moyenne par symbole
RSB
BFA
=
1
M +N   1
M
X
k= N+2
RSB
BFA
(k) (5)
qui est equivalente asymptotiquement (quand M ! 1)
au RSB
BFA
du cas d'une transmission continue:
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S
vv
(z) est la densite spectrale de puissance (d.s.p.) du
bruit v
k
et h
y
(z) = h
H
(1=z

). Les valeurs estimees sont
notees par
^
S
vv
(z) et
^
h
y
(z).
Une borne superieure de la probabilite d'erreur de sym-
boles pour une constellation 8-PSK utilisee par la norme
EDGE [1] est donnee par P
e
= 2Q(
p
BFA) = erfc(
q
BFA
2
)
ou BFA = RSB
BFA
sin
2

8
et erfc(x) est la fonction d'er-
reur complementaire. An de reduire la complexite de l'al-
gorithme de Viterbi, on va raccourcir la reponse impul-
sionnelle du canal.
2 Raccourcissement par un ltrage
lineaire
2.1 Filtre de forcage a zero
Dans cette section, on considere le probleme de la DSMV
sur le signal scalaire x
k
(FIG. 1)
x
k
= f(q)y
k
= b(q)a
k d
+ f(q)v
k
= b(q)a
k d
+ w
k
(7)
resultant d'un ltrage du signal recu vectoriel y
k
par un
ltre f(z) veriant f(z)h(z) = z
 d
b(z) ou d est un retard
et b(z) =
n
X
i=0
b
i
z
 i
est le canal raccourci avec n < N 1 et
b
0
= 1. La densite spectrale de puissance du bruit w
k
est
donnee par S
ww
(z) = 
2
v
f(z)f
y
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
2
u
g(z)g
y
(z)
ou g(z) =
1
X
i=0
g
i
z
 i
est le predicteur d'ordre inni du signal w
k
et

2
u
est la variance de l'erreur de prediction u
k
= g(q)w
k
.
Pour le probleme kx
k
  b(q)a
k d
k
2
S
 1
ww
, la relation (6) se
simplie en
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ou P
f
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f
y
f
ff
y
est la projection orthogonale sur f
y
(z) =
P
i
f
H
i
z
i
. Le ltre f(z) correspond dans le cas n = 0 a
a
k
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x
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y
k
v
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Fig. 1: Raccourcissement de la longueur du canal par un
ltre de forcage a zero.
l'egaliseur de forcage a zero (EFZ). Une strategie pos-
sible d'egalisation utilise le canal raccourci b(z) dans l'al-
gorithme de Viterbi. Pour que la prise en compte de la
couleur du bruit S
ww
n'augmente pas la memoire du ca-
nal b(z), il faut ltrer la sequence d'erreur pour chaque
chemin survivant par le predicteur g(z). Ainsi, la DSMV
minimise le critere
min
a
k d
2C
X
k
ju
k
j
2
= min
a
k d
2C
kg(q) [x
k
  b(q)a
k d
] k
2
: (9)
En pratique, et an de reduire la complexite, un predicteur
g
l
(z) =
l
X
i=0
g
i
z
 i
d'ordre ni l du signal w
k
sera utilise.
Le critere a considerer par la DSMV est alors
min
a
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k
ju
l;k
j
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2
^
S
 1
u
l
u
l
(10)
ou
^
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l
u
l
est une estimation de la d.s.p du signal u
l;k
=
g
l
(q)w
k
donnee par S
u
l
u
l
= g
l
S
ww
g
y
l
. Generalement, on
suppose que le bruit u
l;k
est blanc et on aura comme per-
formance reduite
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La borne superieure de l'expression (8) est toujours at-
teinte par le probleme de la DSMV optimal (9) dans le
cas multivoie avec n = N   1 (pas de raccourcissement)
et dans le cas monovoie (m = 1) quelque soit n. Ce-
pendant, le choix de f(z) est critique dans ce dernier cas
lorsque le critere simplie (10) est considere avec l = 0 et
^
S
 1
u
l
u
l
(z) = 
2
w
. On peut demontrer qu'il faut egaliser les
zeros les plus loins du cercle unite an de maximiser l'ex-
pression (11) correspondant a l'approche pratique (10) ou
an de minimiser la propagation d'erreurs dans l'approche
optimale (9).
Dans le cas n = 0, b(z) = 1 et f(z) est un EFZ. L'ap-
proche (9) correspond alors a un egaliseur avec retour
de decisions de structure predictive (Predictive DFE) [3].
L'approche sous-optimale de (10) avec g
l
(z) = 1 (l = 0)
et
^
S
u
l
u
l
(z) = 
2
w
(ou donc
^
S
u
l
u
l
(z) = 1) correspond a
l'egaliseur lineaire. Pour ce cas, le rapport signal a bruit
a l'entree de l'element de decision RSB
EFZ
=

2
a

2
v
2j
H
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z
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.
L'inegalite de Cauchy-Schwartz indique que
1 
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2j
I
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z
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y
1
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I
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1
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et par consequent, le RSB
EFZ
est inferieur au RSB
BFA
de l'expression (8) (fh = 1). Le ltre f(z) qui maximise a la
fois RSB
BFA
et RSB
EFZ
est, l'EFZ minimisant l'EQM,
f = (h
y
h)
 1
h
y
.
2.2 Filtre minimisant l'erreur quadratique
moyenne (EQM)
Le raccoucissement de la longueur du canal est base
dans cette section sur lamethode presentee dans [2] (FIG. 2).
La DSMV opere dans ce cas sur le signal scalaire
x
k
= f(q)y
k
= b(q)a
k d
+
e
b(q)a
k
+f(q)v
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= b(q)a
k d
+
e
b(q)a
k
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; (12)
e
b(z) = f(z)h(z) z
 d
b(z) decrit l'erreur du^e au raccourcis-
sement (ER). Le ltre f(z) maximise, a sa sortie, le rapport
ak
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Fig. 2: Raccourcissement de la longueur du canal par un
ltre minimisant l'erreur quadratique moyenne.
signal a bruit plus ER
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En appliquant la relation (6), on peut verier que la per-
formance du probleme kx
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k
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et celle du probleme simplie min
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3 Raccourcissement par un egali-
seur avec retour de decisions
An d'empe^cher l'amplication du bruit inherente aux
(pre-)egaliseurs lineaires, le raccourcissement de la lon-
gueur du canal par un egaliseur avec retour de decisions
(ERD) a ete propose dans [5]. Le signal recu y
k
est l-
tre tout d'abord par un ltre adapte passe-tout
h
y
(z)
 c
y
(z)
ou
c
y
(z) est le facteur spectral a phase maximalede h
y
(z)h(z);
h
y
(z)h(z) = c
y
(z)c(z) et c
0
= 1,  > 0. Le bruit n
k
(FIG. 3) a la sortie du ltre avant reste blanc et aura
pour variance

2
v

. Decomposons le ltre monique c(z) en
c(z) =
n
X
i=0
c
i
z
 i
et c(z) =
N 1
X
i=n+1
c
i
z
 i
et retranchons du
signal x
k
pour chaque chemin survivant la contribution in-
duite par c(z). Ainsi, la DSMV est eectuee sur le signal
z
k
= c(z)a
k
+ n
k
ou S
nn
(z) =

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v

. De nouveau, on peut
appliquer le resultat de la premiere section pour evaluer
le
RSB
BFA
=

2
a

2
v
n
X
i=0
jc
i
j
2


2
a

2
v
N 1
X
i=0
jc
i
j
2
=

2
a
2j
I
dz
z
h
y
h
(16)
Il est a remarquer que l'ERD utilise est celui de forcage
a zero avec minimisation de l'erreur quadratique moyenne
[4]. An d'enlever la complexite lineaire resultante du l-
trage de tous les chemins survivants, il a ete propose [8]
a
k
h(z)
y
k
v
k
+
a^
k
+
 
DSMV
h
y
(z)
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y
(z)
x
k
c(z)
z
k
Fig. 3: Raccourcissement de la longueur du canal par un
egaliseur avec retour de decisions.
de produire des decisions preliminaires par un ERD, de
generer le signal z
k
et de faire la DSMV. Cependant, les
deux methodes sont equivalentes vis a vis de la BFA.
4 Simulations
On considere des environnements de propagation ty-
piques pour EDGE: rural (RU), urbain (TU) et urbain dif-
cile (BU). Pour ces environnements, on considere des ca-
naux statistiques ayant 6 impulsions species par ETSI [6].
On montre des courbes de probabilite d'erreur moyennees
sur 100 realisations independentes des canaux en fonction
de l'ordre du canal raccourci (soit par un ltrage lineaire
soit en utilisant un egaliseur avec retour des decisions).
Un seul capteur est utilise a la reception et le facteur de
surechantillonnage etant egal a p = 2. Le rapport signal a
bruit est deni par RSB =

2
a
kHk
2

2
v
et il est xe a 20dB.
Le ltre de transmission etant la modulation GMSK li-
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Fig. 4: Probabilite d'erreur en fonction de l'ordre du ca-
nal raccourci par un ltrage lineaire pour l'environnement
urbain (TU).
nearisee par moindres carrees [10] alors que le ltre de
reception est un ltre passe-bas ideal (pour p  2: Ny-
quist est satisfait) de moitie de largeur de bande
p
2T
. La
gure 4 illustre des courbes de probabilite d'erreur corres-
pondant au raccourcissement de la longueur du canal par
un egaliseur de forcage a zero ou minimisant l'erreur qua-
dratique moyenne a sa sortie. Des abbreviations du type
FZ ou EQM appara^ssent, selon le cas, dans la legende.
Si le ltre f(z) est choisi de telle sorte qu'il maximise
le RSB a sa sortie alors rsb est utilise dans la legende.
Par contre bfa correspond au cas ou le ltre f(z) maxi-
mise la BFA. L'abbreviation blc (blanc) correspond au
cas ou on ignore la couleur du bruit, c'est a dire que les
bornes du ltre adapte sont donnees par les expressions
(11) et (15) alors que les valeurs optimales (si la couleur
du bruit a ete prise en compte correctement dans le cri-
tere de la DSMV) sont celles des expressions (8) et (14).
Dans la gure 5, le raccourcissement de la longueur du ca-
nal par un egaliseur avec retour de decisions est considere.
On montre des courbes de probabilite d'erreur moyennees
sur 100 realisations de canaux pour les trois types d'en-
vironnements (RU0, TU0, BU0). La gure 6 montre des
courbes de probabilite d'erreur moyennees sur 100 realisa-
tions de canaux correspondant a l'environnement TU0. Le
raccourcissement dans ce cas monovoie est une egalisation
partielle des zeros du canal initial. Nous comparons les
performances correspondant a deux facons d'arragement
des zeros.
5 Conclusions
Les simulations montrent dans le cas bivoie qu'on peut
raccourcir les canaux jusqu' a l'ordre un sans crainte de
pertes signicatives des performances. Toutefois, il faut
considerer la bonne metrique dans l'algorithme de Viterbi
(prendre en compte correctement la matrice de covariance
du bruit dans le critere de la DSMV). Les performances
des recepteurs a complexite reduite varient entre celles
d'un egaliseur lineaire ou avec retour de decisions et celles
de la DSMV sur le canal non raccourci. Il est a noter que
la technique qui reduit le nombre d'etats dans le treuillis
sans raccourcir le canal [7] peut e^tre aussi interessante
pour reduire la complexite des recepteurs EDGE.
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