Abstract. We study approximations of optimization problems with probabilistic constraints in which the original distribution of the underlying random vector is replaced with an empirical distribution obtained from a random sample. We show that such a sample approximation problem with a risk level larger than the required risk level will yield a lower bound to the true optimal value with probability approaching one exponentially fast. This leads to an a priori estimate of the sample size required to have high confidence that the sample approximation will yield a lower bound. We then provide conditions under which solving a sample approximation problem with a risk level smaller than the required risk level will yield feasible solutions to the original problem with high probability. Once again, we obtain a priori estimates on the sample size required to obtain high confidence that the sample approximation problem will yield a feasible solution to the original problem. Finally, we present numerical illustrations of how these results can be used to obtain feasible solutions and optimality bounds for optimization problems with probabilistic constraints.
Introduction.
We consider optimization problems with probabilistic constraints (also known as chance constraints) of the form
where X ⊂ R n represents a deterministic feasible region, f : R n → R represents the objective to be minimized, ξ is a random vector with suport Ξ ⊆ R d , G :
m is a given constraint mapping, and is a risk parameter chosen by the decision maker, typically near zero, e.g., = 0.01 or = 0.05. Such problems are sometimes called probabilistic programs. In (PCP) a single probabilistic constraint is enforced over all rows in the constraints G(x, ξ) ≤ 0 rather than requiring that each row independently be satisfied with high probability. Such a constraint is known as a joint probabilistic constraint and is appropriate in a context in which it is important to have all constraints satisfied simultaneously and there may be dependence between random variables in different rows.
Problems with joint probabilistic constraints have been extensively studied; see [25] for a background and an extensive list of references. Probabilistic constraints have been used in various applications including supply chain management [17] , production planning [21] , optimization of chemical processes [13, 14] , and surface water quality management [30] .
Unfortunately, probabilistic programs are still largely intractable except for a few special cases. There are two primary reasons for this intractability. First, in general, for a given x ∈ X, the quantity Pr{G(x, ξ) ≤ 0} is hard to compute, as it requires multidimensional integration, and hence just checking the feasibility of a solution is difficult. Second, the feasible region defined by a probabilistic constraint generally is not convex. In this paper, we study how the difficulty in checking feasibility can be addressed by solving a sample approximation problem based on a Monte Carlo sample of ξ. In particular, we study how this approximation can be used to generate feasible solutions and optimality bounds for general probabilistic programs.
The sample approximation that we study is a probabilistic program in which the original distribution of the random vector ξ is replaced with the empirical distribution obtained from the random sample. We show that such a sample approximation problem with a risk level larger than the nominal risk level will yield a lower bound to the true optimal value with probability approaching one exponentially fast. This leads to an a priori estimate of the sample size required to have high confidence that the sample approximation will yield a lower bound. We also discuss alternative means of generating lower bounds, which can be used regardless of the sample size used. We then provide conditions under which solving a sample approximation problem with a risk level smaller than will yield feasible solutions to the original problem with high probability. Once again, we obtain a priori estimates on the sample size required to obtain high confidence that the sample approximation problem will yield a feasible solution to the original problem.
Recently, a number of approaches have been proposed to find approximate solutions to probabilistic programs; the common theme among these is that they all seek "safe" or conservative approximations which can be solved efficiently. That is, they propose approximation problems which are convex and yield solutions which are feasible, or at least highly likely to be feasible, to the original probabilistic program. Approaches of this type include: the scenario approximation method studied by Calafiore and Campi [7, 8] and extended by Nemirovski and Shapiro [22] ; the Bernstein approximation scheme of Nemirovski and Shapiro [23] ; and robust optimization, e.g., [4, 6, 11] . The conservative approximations, when applicable, are attractive because they allow efficient generation of feasible solutions. In particular, they can yield feasible solutions when the probabilistic constraint is "hard," that is, with very small, such as = 10 −6 or even = 10 −12 . However, in a context in which is not so small, such as = 0.05 or = 0.01, the probabilistic constraint is more likely to represent a "soft" constraint, one which the decision-maker would like to have satisfied but is willing to allow a nontrivial chance that it will be violated if doing so would sufficiently decrease the cost of the implemented solution. In this latter context, it would be desirable to obtain solutions which are feasible to the probabilistic constraint along with an assurance that the solutions are not much more costly than the lowest-cost solution attaining the same risk level. In this way, the decision-maker can be confident that they are choosing from solutions on the efficient frontier between the competing objectives of cost and risk. Unfortunately, the recently proposed conservative approximations say very little in terms of how conservative the solutions are. In particular, it is generally not possible to make a statement about how much worse the objective is relative to the optimal value at a fixed risk level .
The scenario approximation methods are most similar to the sample approach that we study in that they solve an approximation problem based on an independent Monte Carlo sample of the random vector. For example, the scenario approximation of [7, 8] That is, the scenario approximation enforces all of the constraints corresponding to the sample taken. When the nominal problem is convex (that is, X ⊆ R n is a convex set, f is convex, and G is convex in x for each ξ), they show that the scenario approximation problem will yield a feasible solution to (PCP) with probability of at least 1 − δ for
In addition, under the stated convexity assumptions, the scenario approximation problem remains a convex program. An advantage of this approach relative to the approximations [4, 6, 11, 23] is that the only assumption that is made on the distribution of ξ is that it can be sampled from. The key difference between the sample approximation that we study and scenario approximation is that we allow the risk level in the sample approximation problem to be positive; that is, we do not require that all sampled constraint sets be satisfied. Instead, the constraint sets which will be satisfied can be chosen optimally. The disadvantage of this scheme is that the sample approximation problem with a positive risk level has a nonconvex feasible region and hence may be difficult to solve despite having a simplified probabilistic structure. Specifically, if we allow k of the N sampled constraint sets to be violated, then we must choose a set of k constraint sets which will not be enforced, and there are N k possible sets from which to choose. Choosing the optimal set is an NP -hard problem even in a very special case [20] . However, in some special cases, such as when randomness appears only in the right-hand side of the constraints, the sample approximation problem may be relatively tractable to solve with integer programming techniques; see [20, 19] . In addition, for generating feasible solutions to (PCP), our analysis indicates that with appropriately chosen parameters any feasible solution to the sample approximation problem will be feasible to the original problem with high probability, so that it is sufficient to generate heuristic solutions. Similarly, to obtain a lower bound for (PCP), it is sufficient to obtain a lower bound for the appropriate sample approximation problem.
In the context of generating feasible solutions for (PCP), our sample approximation scheme includes as a special case the scenario approximation of [7, 8] in which the constraints corresponding to all sampled vectors ξ i are enforced. In this special case, we obtain results very similar to those in [8] in terms of how many samples should be used to yield a solution feasible to (PCP) with high probability. However, our analysis is quite different from the analysis of [8] and, in particular, requires a significantly different set of assumptions. In some cases our assumptions are more stringent, but there are also a number of cases in which our assumptions apply and those of [8] do not, most notably if the feasible region X is not convex, as in the case of a mixed-integer program. Thus, our results complement those of [8] in two ways: First we show that sample approximations with positive risk levels can be used to yield feasible solutions to (PCP), and second we relax the convexity assumptions. Another closely related work is [9] , in which the authors consider a sample approximation problem in which some of the sampled constraints are allowed to be violated. When the nominal problem is convex and a nondegeneracy assumption holds, they present an estimate on the sample size needed to obtain a feasible solution with high probability when a fixed number of sampled constraint sets are discarded optimally. Under these assumptions, their results for generating feasible solutions are very similar to the results that we present. The unique contributions of the present paper are (1) we use assumptions which are significantly different from the convexity and nondegeneracy assumptions used in [9] (neither set of assumptions implies the other), (2) we analyze a method for generating lower bounds on the optimal value (which is useful for validating the quality of a given solution), (3) we prove that the sample approximation yields an exact optimal solution with high probability when X is finite (as in the case of an integer program), and (4) we conduct extensive numerical experiments on practical size problems indicating the potential of the approach.
The sample approximation problem that we study can be thought of as a variation of the well-studied sample average approximation (SAA) approach; see, e.g., [1, 10, 16, 29] . The difference is that the approximation that we study enforces a sample average constraint involving expectations of indicator functions, whereas the SAA approach typically optimizes a sample average objective. Shapiro [28] and Wang [32] have considered SAA approximation for expected value constraints. However, in these works, the function taken under expectation in the constraints is assumed to be continuous, and hence these results cannot be directly applied because of the discontinuity of indicator functions. In [2] a model with expected value constraints in which the function taken under expectation is not necessarily continuous is considered, and hence their analysis does apply to the case of probabilistic constraints. However, they consider only the case in which the feasible region is finite, and they discuss only the theoretical rate of convergence. In contrast, we begin with a similar analysis for the finite feasible region case but then extend the analysis to a number of significantly more general settings. In addition, we separate the analysis of when the sample approximation will be likely to yield a lower bound and when it will be likely to yield feasible solutions. This separate analysis allows for the development of methods which yield optimality statements which hold with high probability.
Finally, we mention the work of Vogel [31] , which considers convergence properties of the sample approximation we use for probabilistic programs. When only the righthand side is random with continuous distribution, it is shown that the probability that the distance between the sample feasible region and the true feasible region is larger than any positive threshold decreases exponentially fast with the size of the sample. However, the convergence rate has poor dependence on the dimension of the random vector, implying that the number of samples required to yield a reasonable approximation would have to grow exponentially in this dimension. Better convergence is demonstrated for the case of random right-hand side with discrete distribution. For the general case, linear convergence is demonstrated in the case of continuous distributions. Our analysis of the sample approximation problem extends these results by improving on the convergence rates and by analyzing what happens when the sample approximation problem is allowed to have a different risk level than the nominal risk level . This allows the sample approximation problem to be used to generate feasible solutions and optimality bounds.
The remainder of this paper is organized as follows. In section 2 we present and analyze the sample approximation scheme. We present results of a preliminary computational study of the use of the sample approximation scheme in section 3. We close with concluding remarks and directions for future research in section 4.
2. Analysis of sample approximation. We now study how Monte Carlo sampling can be used to generate probabilistically constrained problems with finite distribution which can be used to approximate problems with general distributions. Let us restate (PCP) as
where
We assume that z * exists and is finite. For example, if X is compact and G(x, ξ) is affine in x for each ξ ∈ Ξ, then X is closed [12] and hence compact, and so if f (x) is continuous, then an optimal solution exists whenever X = ∅. Furthermore, we take as an assumption the measurability of any event S taken under probability, such as the event
, then we obtain the probabilistically constrained linear program with random right-hand side
We can also model a two-stage problem in which we make a decision x and wish to guarantee that with probability at least 1 − there is a feasible recourse decision y satisfying W y ≥ H(x, ξ), where W is an m by l matrix and H :
where e ∈ R m is a vector of all ones. Indeed, G(x, ξ) ≤ 0 if and only if there exists y ∈ R l and μ ≤ 0 such that W y + μe ≥ H(x, ξ), which occurs if and only if there exists y ∈ R l such that W y ≥ H(x, ξ). Due to the general difficulty in calculating Pr{G(x, ξ) ≤ 0} for a given x ∈ X, we seek to approximate (P ) by solving a sample approximation problem. We let ξ 1 , . . . , ξ N be an independent Monte Carlo sample of the random vector ξ. Then, for fixed α ∈ [0, 1), the sample approximation problem is defined to bê
where I(·) is the indicator function which takes value one when · is true and zero otherwise. We adopt the convention that if
We assume that, except for these two cases, (P N α ) has an optimal solution. This assumption is satisfied, for example, if X is compact, f (x) is continuous, and G(x, ξ) is continuous in x for each ξ ∈ Ξ, since then X N α is the union of finitely many compact sets (in this caseẑ N α = −∞ is also not possible). If α = 0, the sample approximation problem (P N 0 ) corresponds to the scenario approximation of probabilistic constraints, studied in [8, 22] . Our goal is to establish statistical relationships between problems (P ) and (P N α ) for α ≥ 0. We first consider when (P N α ) yields lower bounds for (P ) and then consider when (P N α ) yields feasible solutions for (P ).
Lower bounds.
We now establish a bound on the probability that (P N α ) yields a lower bound for (P ). Let
ρ(α, , N ) represents the probability of having at most αN "successes" in N independent trials, in which the probability of a success in each trial is . Lemma 1. Assume that (P ) has an optimal solution. Then
Proof. Let x * ∈ X be an optimal solution to (P ). Then Pr{G(x * , ξ i ) 0} ≤ for each i. Hence, if we call the event {G(x * , ξ i ) 0} a success, then the probability of a success in trial i isφ(
Hence, Pr{x * ∈ X N α } is the probability of having at most αN successes in N trials.
For example, if α = 0 as in the previously studied scenario approximation [8, 22] , then we obtain Pr{ẑ
For this choice of α, it becomes very unlikely that the sample approximation (P N α ) will yield a lower bound as N gets large. For α > we see different behavior: the sample approximation yields a lower bound with probability approaching one exponentially fast as N increases. The proof is based on Hoeffding's inequality.
Theorem 2 (Hoeffding's inequality [15] ).
Theorem 3. Let α > , and assume that (P ) has an optimal solution. Then
Proof. Let x * be an optimal solution to (P ). As in the proof of Lemma 1, if
where the first inequality follows since E[Y i ] ≤ and the second inequality follows from Hoeffding's inequality. Theorem 3 states that, by taking a risk parameter α > in our sample approximation problem, we will obtain a lower bound to the true optimal value with probability approaching one exponentially fast as N increases. Stated another way, suppose that we solve a sample approximation problem (P N α ) with α = . Then for any γ > 0 such that γ < , the optimal value of this problem,ẑ N , will be a lower bound to the optimal value of P −γ with probability approaching one exponentially fast with N . If γ is small, this states that the optimal solution to the sample problem will have cost no worse than any solution that is "slightly less risky" than the nominal risk level .
Theorem 3 immediately yields a method for generating lower bounds with specified confidence 1 − δ, where δ ∈ (0, 1). If we select α > and
then Theorem 3 ensures thatẑ N α ≤ z * with probability of at least 1 − δ. Indeed, with this choice of α and N , we have
Because 1/δ is taken under logarithm, we can obtain a lower bound with high confidence, i.e., with δ very small, without significantly increasing the required sample size N . On the other hand, the required sample size grows quadratically with 1/(α − ) and hence will be large for α very close to . Lemma 1 can also be used to obtain lower bounds with specified confidence, by using the bounding procedure proposed by Nemirovski and Shapiro [23] . They restrict α = 0 in the sample approximation, but the technique can be applied in exactly the same way when α > 0, and it is likely that this can make the bounding technique significantly more powerful. The idea is as follows. Take M sets of N independent samples of ξ, given by ξ i,j for j = 1, . . . , M and i = 1, . . . , N, and for each j solve the associated sample approximation problem
We then rearrange the values {ẑ
. Then a lower bound which is valid with specified confidence 1 − δ can be obtained as follows.
, and N, L, and M be positive integers such that L ≤ M and 
An interesting special case of Theorem 4 is obtained by taking L = 1. In this case, we are taking as our lower bound the minimum of the optimal values obtained from solving the M sample approximation problems. To have confidence 1 − δ that the lower bound is truly a lower bound, we should choose M such that
With the choice of L = 1, let us consider how large M should be with α = 0 and with α = . With α = 0, we obtain ρ(0, , N) = (1 − ) N . Hence, to have confidence 1 − δ to obtain a lower bound, we should take
By using the inequality log(1 + x) ≤ x for x > 0, we have
Hence, when α = 0, we should take
Thus, for fixed ∈ (0, 1), the required M grows exponentially in N . For example, by using (5), if δ = 0.001 and = 0.01, then for N = 250 we need M ≥ 82, for N = 500 we need M ≥ 1048, and for N = 750 we need M ≥ 12967. If δ = 0.001 and = 0.05, then for N = 50 we should take M ≥ 87, for N = 100 we should take M ≥ 1160, and for N = 150 we must already have M ≥ 15157! Thus, to keep M reasonably small, we must keep N small, but this will weaken the lower bound obtained in each sample. Now suppose that we take L = 1 and α = . Then, for N "large enough" (e.g., N ≥ 10), we have ρ( , , N ) ≈ 1/2. Indeed, ρ( , , N ) is the probability that a binomial random variable with success probability and N trials is at most N . With N large enough relative to , this probability can be approximated by the probability that a random variable with normal distribution having mean N does not exceed N . Because the median of the normal distribution equals the mean, we obtain ρ( , , N ) 1/2. Thus, with L = 1 and α = , we should choose M such that
Note that this bound is independent of N and . For example, for δ = 0.001, we should take M ≥ 10. The independence of N has the advantage that we can take N to be as large as is computationally tractable, which will tend to make each of the optimal valuesẑ N ,j closer to the true optimal z * and hence make the lower bound min j {ẑ N ,j } tighter. We close this section by commenting that, although our results have been stated in terms of the exact optimal solutionẑ N α of the sample approximation problem, it is not necessary to calculate this value exactly to use the results. All of the results about lower bounds for z * will be valid ifẑ N α is replaced with a lower bound ofẑ N α , at the expense, of course, of weakening the lower bound.
Feasible solutions.
We now consider conditions under which an optimal solution to (P N α ), if one exists, is feasible to (P ). The idea is that if we take the risk parameter α in (P N α ) to be smaller than , then for N large enough the feasible region of (P N α ) will be a subset of the feasible region of (P ), so that any optimal solution to (P N α ) must be feasible to (P ). Unlike the case for lower bounds, we will need to make additional assumptions to assure that (P N α ) yields a feasible solution with high probability.
We begin by assuming that the feasible region X is finite. Note, however, that |X| may be exponentially large; for example, X could be the feasible region of a bounded integer program. We then show how this assumption can be relaxed and replaced with some milder assumptions.
Finite X. Theorem 5. Suppose that X is finite and α ∈ [0, ). Then
Proof. Consider any x ∈ X \ X , i.e., x ∈ X with Pr{G(x, ξ) ≤ 0} < 1 − . We want to estimate the probability that
For fixed α < and δ ∈ (0, 1), Theorem 5 shows that if we take
) is feasible, it will yield a feasible solution to (P ) with probability at least 1 − δ. If |X| ≤ U n , we can take
Note that N grows linearly with the dimension n of the feasible region and logarithmically with 1/δ, so that the confidence of generating a feasible solution can be made large without requiring N to be too large. However, the quadratic dependence on − α implies that this a priori estimate of how large N should be will grow quite large for α near .
Theorem 5 states that for α < every feasible solution to the sample approximation problem will be feasible to the original problem with risk level with high probability as N gets large. This is in contrast to the results of the scenario approximation method presented in [8] in which α = 0.0 is required, and the result is that the optimal solution to the sample approximation problem will be feasible to the original problem with high probability. The advantage of our approach is that one need not solve the sample approximation problem to optimality to obtain a solution to the original problem. Simple heuristics which select which sampled constraints to be satisfied, e.g., greedily or by local search, can be used to yield feasible solutions for the approximation problem, which by virtue of Theorem 5 will have high probability of being feasible to the original problem. This comment also applies to subsequent feasibility results in which we relax the assumption that the feasible region X is finite.
In this case of finite X, we can combine Theorem 5 with Theorem 3 to demonstrate that solving a sample approximation with α = will yield an exact optimal solution with probability approaching one exponentially fast with N . Let X * be the set of optimal solutions to (P ), and define α = max{Pr{G(x, ξ)
Corollary 6. Assume that α < . Then
Proof. First observe that κ > 0 when α < . Next, we apply Theorem 3 with α in place of and in place of α to obtain Pr{ẑ
We next observe that the proof of Theorem 5 can be modified to show the slightly stronger result that
where X = {x ∈ X : Pr{G(x, ξ) ≤ 0} > 1 − }. (In the proof, we consider each x ∈ X \ X and observe that the defined random variable
The remainder of the proof is identical with X replaced by X .) By applying this result, we obtain
However, if x ∈ X α , then Pr{G(x, ξ) 0} < α, and by definition of α this implies that Pr{G(x, ξ) 0} ≤ and thus X α ⊆ X . It follows that
Therefore,
The assumption that α < is mild since, because X is finite, there are only finitely many values of ∈ [0, 1] for which it is possible to have = α. Stated another way, if we add a random perturbation uniformly distributed in (−γ, γ) to , where γ can be arbitrarily small, then the assumption will hold with probability one. On the other hand, the number of scenarios required to guarantee a reasonably high probability of obtaining the optimal solution will be at least proportional to ( − α) −2 and hence may be very large. Thus, Corollary 6 illustrates the qualitative behavior of the sample approximation with α = in the finite feasible region case but may not be useful for estimating the required sample size.
If we take α = 0 in Theorem 5, we obtain improved dependence of N on . Theorem 7. Suppose that X is finite and α = 0. Then When α = 0, to obtain confidence 1 − δ that (P N α ) will yield a feasible solution to (P ) whenever (P N α ) is feasible, we should take
If |X| ≤ U n , then it is sufficient to take
where we have used the inequality log(1/(1 − )) ≥ . Hence, with α = 0, the required sample size again grows linearly in n but now also linearly with 1/ . Note the similarity between the bound (7) and the bound of Campi and Calafiore [8] N ≥ 2 log 1 δ + 2n + 2n log 2 , which also exhibits linear dependence in n and (nearly) linear dependence in 1/ . This is interesting considering the significantly different assumptions used for the analysis. In [8] it is assumed that X is a convex set and G(x, ξ) is a convex function of x for every possible value of ξ. In contrast, we make the strong assumption that X is finite but require no other assumptions on the form of the random constraint G(x, ξ) ≤ 0.
Random right-hand side.
We now show how the assumption that X is finite can be relaxed when the probabilistic constraint involves randomness only in the right-hand side. Thus, in this section we assume that G(x, ξ) = ξ − g(x), where g : R n → R m , and Ξ ⊆ R m . Let the cumulative distribution function of ξ be F (y) = Pr{ξ ≤ y} for y ∈ R m . Then the feasible region of the probabilistically constrained problem with a random right-hand side is
The feasible region of the sample approximation problem for α ∈ [0, 1) is
We first consider the case that ξ has a finite distribution, that is, 
Proof. Let C = {y ∈ C : F (y) ≥ 1 − } and
Because C is a finite set, we can apply Theorem 5 to obtain If, for example, |Ξ j | ≤ U for each j, then |C| ≤ U m , so to obtain confidence 1 − δ thatX N α ⊆X it is sufficient to take
The difference between this bound and (6) is that (9) depends linearly on m, the dimension of ξ, whereas (6) depends linearly on n, the dimension of x.
Similarly to the case of finite feasible region X, when ξ has a finite distribution, it can be shown that the sample approximation problem with = α will yield an exact optimal solution with probability approaching one as N increases. The statement and proof of this result are completely analogous to those of Corollary 6 and are omitted for the sake of brevity.
As in the case of Theorem 7, if we take α = 0, we can obtain the stronger convergence result
The assumption in Theorem 8 that Ξ is finite can be relaxed if we assume that
This assumption is not very strict. Indeed, if we define l ∈ R m by
where F j is the marginal distribution of ξ j for j = 1, . . . , m, then g(x) ≥ l for any x ∈X . This holds because if g j (x) < l j for some j, then Pr{g( 
each u j is finite, and, by definition, g(x) ≤ u for any x ∈X. Under the assumption thatX ⊆X(l, u) the assumption that Ξ is finite can be replaced by the assumption that Ξ ∩ {y ∈ R m : l ≤ y ≤ u} is finite, leading to a result similar to Theorem 8, with a nearly identical proof.
Alternatively, whenX ⊆X(l, u), we can obtain a similar result if ξ has a Lipschitz continuous cumulative distribution function F on [l, u] = {y ∈ R m : l ≤ y ≤ u}. That is, we assume that there exists L > 0 such that
where y ∞ = max{|y j | : j = 1, . . . , m}. Under the assumption thatX ⊆X(l, u) we add the constraints l ≤ g(x) ≤ u to the sample approximation problem to obtain
We define D = max{u j − l j : j = 1, . . . , m}. Then we have the following.
Theorem 9. Suppose thatX ⊆X(l, u) and F is Lipschitz continuous with constant L. Let α ∈ [0, ) and β ∈ (0, − α). Then
Proof. Let K = DL/β , and define 
With this definition of y , we have y ≥ y and
Since Y is finite and α < − β, we can apply Theorem 5 to obtain
, and let y ∈ Y be such that y ≥ g(x) and y −g(x) ∞ ≤ β/L. By Lipschitz continuity of F , this implies that
, we have
⊆X , and the result follows from (10) .
To obtain a confidence of at least 1 − δ thatX
Note that for fixed > 0 and α ∈ [0, ), β is a free parameter which can be chosen in (0, − α). If, for example, we take β = ( − α)/2, we obtain
Once again, if α = 0, similar arguments can be used to conclude that if
Lipschitz continuous G.
We now turn to the problem of using a sample approximation problem to generate feasible solutions to (P ) when X is not necessarily finite and G(x, ξ) does not necessarily have the form G(x, ξ) = g(x)−ξ. In this section, we assume for simplicity of exposition that G takes values in R. This is without loss of generality, since ifḠ :
. . , m} and the constraints G(x, ξ) ≤ 0 and G(x, ξ) ≤ 0 are equivalent. In this section, we shall make the following Lipschitz continuity assumption on G. Assumption 1. There exists L > 0 such that
It is important that the Lipschitz constant L is independent of ξ ∈ Ξ, and this condition may make Assumption 1 appear rather stringent. There are, however, interesting cases in which the assumption does hold. For example, if Ξ is finite (with possibly huge cardinality) and G(x, ξ) is Lipschitz continuous with Lipschitz constant L(ξ) for each ξ ∈ Ξ, then Assumption 1 holds with L = max{L(ξ) : ξ ∈ Ξ}. Alternatively, if Ξ is compact, G(x, ξ) = max{T j (ξ)x : j = 1, . . . , m}, and T j : Ξ → R n is continuous in ξ for each j, then Assumption 1 holds with
To generate feasible solutions for this general case, we will also need to modify the sample approximation problem somewhat. In addition to taking a risk level α less than the nominal risk level , we will require that at least (1 − α)N of the constraints be satisfied strictly. That is, for a fixed γ > 0, we define the sample approximation feasible region to be
Finally, we will assume that X is bounded and let D = sup{ x − x ∞ : x, x ∈ X} be the diameter of X.
Theorem 10. Suppose that X is bounded with diameter D and Assumption 1 holds. Let
Proof. For x ∈ X, let φ(x) = Pr{G(x, ξ) ≤ 0}. Let J = 1/β , for j = 1, . . . , J −1, define
and let X J = {x ∈ X : (J − 1)/J ≤ φ(x) ≤ 1}. Next, we claim that for each j there exists a finite set Z γ j ⊆ X j such that |Z γ j | ≤ 2LD/γ n and for all x ∈ X j there exists z ∈ Z γ j such that x − z ∞ ≤ γ/L. Indeed, because X j ⊆ X and X is bounded with diameter D, there exists a finite set Y ⊆ R n with |Y | ≤ 2LD/γ n such that for all x ∈ X there exists y ∈ Y such that x − y ∞ ≤ γ/2L. For any y ∈ R n and η > 0, define
n . In addition, for any x ∈ X j , there exists y such that x ∈ B(y, γ/2L), and, because for this y,
Since Z γ is finite and α < − β, we can apply Theorem 5 to obtain
and the result follows from (12) .
Once again, for fixed and α < , β is a free parameter to be chosen in (0, − α). If we choose, for example, β = ( − α)/2, then we can assure that X N α,γ ⊆ X with confidence at least 1 − δ by taking
Additionally, if α = 0, similar arguments show that X N 0,γ ⊆ X occurs with probability
Regardless of whether α = 0 or α > 0, the term 1/γ is taken under log, and hence γ can be made very small without significantly increasing the required sample size, suggesting that modifying the sample approximation problem to require at least (1 − α)N of the sampled constraints to be satisfied with a slack of at least γ need not significantly alter the feasible region.
A posteriori feasibility checking.
The results of sections 2.2.1-2.2.3 demonstrate that, with appropriately constructed sample approximation problems, the probability that the resulting feasible region will be a subset of the true feasible region X approaches one exponentially fast. This gives strong theoretical support for using these sample approximations to yield solutions feasible to X . These results yield a priori estimates on how large the sample size N should be to have high confidence that the sample approximation feasible region will be a subset of X . However, these a priori estimates are likely to yield required sample sizes which are very large, and hence the sample approximation problems will still be impractical to solve. This is particularly true if α > 0 and − α is small. However, typically in sampling approximation results such as these, the a priori estimates of the required sample size are very conservative, and in fact much smaller sample sizes are sufficient. See [18] for a computational demonstration of this phenomenon for the case of SAA applied to two-stage stochastic linear programs. Thus, a natural alternative to using the sample size suggested by the a priori estimates is to solve a sample approximation problem with a smaller sample to yield a candidate solutionx ∈ X and then conduct an a posteriori check to see whether Pr{G(x, ξ) ≤ 0} ≥ 1 − . A simple method for conducting an a posteriori analysis of the risk of a candidate solution is to take a single very large Monte Carlo sample ξ 1 , . . . , ξ N and count how many times G(x, ξ i ) ≤ 0 holds. Bounds on the true risk Pr{G(x, ξ) ≤ 0} which hold with high confidence can then be constructed, and, if N is very large, these bounds should be tight. This approach will not work well if the allowed risk is extremely small, but, on the other hand, we do not expect the sample approximation approach to be practical in this case anyway. Of course, if good estimates of Pr{G(x, ξ) ≤ 0} can be obtained efficiently by some other method, then this other method should be used for a posteriori feasibility checking. For example, if G(x, ξ) = ξ −g(x) and the components of ξ are independent, then Pr{g(x) ≥ ξ} can be calculated as i Pr{g i (x) ≥ ξ i }.
Numerical experiments.
We conducted experiments to test the effectiveness of the sample approximation approach for yielding good feasible solutions and lower bounds. In particular, our aim is to determine whether using α > 0 in the sample approximation can yield better solutions than when using α = 0 as in the scenario approximation approach of [7, 22] . In addition, we test whether reasonable lower bounds which are valid with high probability can be obtained. We first conducted tests on a probabilistic version of the classical set covering problem, which has been studied recently in [5, 26, 27] . This problem has both a finite feasible region and finite distribution (although both are exponentially large) so that, for generating feasible solutions, the stronger Theorems 5 and 8 apply. These results are given in section 3.1. We also conducted tests on a probabilistic version of the transportation problem. For this problem, the feasible region is continuous, and we also use a joint normal distribution for the right-hand side vector, so that Theorem 9 applies. These results are presented in section 3.2.
Note that, although Theorem 3 provides support for using the sample approximation scheme to generate lower bounds, we will use Theorem 4 to actually obtain lower bounds which are valid with high confidence, because it can be used regardless of how large the sample size N is (with the possible drawback that using smaller N will yield weaker lower bounds). Similarly, Theorems 5, 8, and 9 support the use of sample approximation to yield feasible solutions, but we do not use these theorems to guide our choice of α and N . Indeed, the bounds implied by these theorems would suggest using N which is far too large to be able to solve the approximation problem. Instead, we experiment with different values of α and N and perform an a posteriori test on each solution generated to determine whether it is feasible (with high confidence).
Probabilistic set cover problem.
The probabilistic set cover problem is given by
where c ∈ R n is the cost vector, A is an m × n zero-one matrix, and ξ is a random vector taking values in {0, 1} m . We conducted tests on a single instance of (PSC), with two values of : 0.05 and 0.1.
Test instance.
Following [5] , we based our tests on a deterministic setcovering instance, scp41, of the OR library [3] , which has m = 200 rows and n = 1000 columns. Also following [5] , the random vector ξ is assumed to consist of 20 independent subvectors, with each subvector having size k = 10 following the circular distribution. The circular distribution is defined by parameters λ j ∈ [0, 1] for j = 1, . . . , k. First, Bernoulli random variables Y j for j = 1, . . . , k are generated independently, with Pr{Y j = 1} = λ i . Then the random subvector is defined by ξ j = max{Y j , Y j+1 } for j < k and by ξ k = max{Y 1 , Y k }. Because of the simple form of this distribution, given a solution x, it is possible to calculate exactly Pr{Ax ≥ ξ}. Thus, when a solution is obtained from a sample approximation problem, we test a posteriori whether it is feasible at a given risk level by exactly calculating Pr{Ax ≥ ξ}. To illustrate this calculation, we show how to calculate the probability for a single subvector, that is, Pr{ξ j ≤ y j , j = 1, . . . , k}. Then, with y = Ax, the overall probability Pr{Ax ≥ ξ} is calculated as the product of the probabilities for each subvector. Let
where J + = ∪ j∈J {j, (j + 1) mod k}. Although in this test calculation of the distribution function is easy, we stress that this is not a necessary condition to use the sample approximation; it is necessary only that sampling from the distribution can be done efficiently.
Solving the sample approximation.
To solve the sample approximation of problem (PSC), we used a mixed-integer program (MIP) formulation which is equivalent to an extended formulation studied in [20] (see also [19] ). The formulation is not exactly the same, since, because the random right-hand side can take on only two values, it can be simplified somewhat. Let the scenarios obtained in the sample of size N be denoted by ξ i for i = 1, . . . , N, where each ξ i ∈ {0, 1} m . Then the formulation we use is min cx subject to Ax ≥ y,
where p = αN . We could relax the intregrality restriction on the y variables, but we found that leaving this restriction and also placing a higher branching priority on these variables significantly improved performance when solving with CPLEX 9.0. The intuition behind this is that if we fix y j = 1, then we are enforcing the constraint A j x ≥ 1, and, on the other hand, if we fix y j = 0, then any scenario i for which ξ i j = 1 will be fixed to 1, and constraint (14) will quickly become binding. We also found that some simple preprocessing of the formulation significantly helped solution times. If, for a row j, i ξ i j > p, then we cannot have y j = 0, and so we fixed y j = 1, and the corresponding inequalities (13) for j were not included. After this preprocessing, for each j there will be at most p inequalities in (13) , so that these inequalities add at most mp rows and O(mp) nonzeros to the formulation. By using this formulation, we found that the sample approximation problems could be solved quickly, in all cases in less than ten seconds and usually much less. However, this may be due to the particular distribution used (and the simplicity of the underlying set cover instance), and thus this should not be taken as a study of the effectiveness of this formulation in general. Rather, we are interested here only in the properties of the solutions generated by the sample approximation problems. 
Feasible solutions.
We first tested the effectiveness of the sample approximation approach for generating feasible solutions. To do so, we varied the risk level of the approximation problem α and the sample size N . For each combination of α and N , we generated and solved 10 sample approximation problems. Table 1 gives statistics of the solutions generated for the (PSC) instance with = 0.05, and Table 2 gives the same for the (PSC) instance with = 0.1. For each combination of α and N , we report statistics on the risk of the generated solutions, where for a solution x the risk is Pr{Ax ξ}, as well as on the costs of the feasible solutions generated, i.e., those solutions which have risk less than 0.05 and 0.1, respectively. For the risk of the solutions, we report the average, minimum, maximum, and sample standard deviation over the 10 solutions. For the solution costs, we report first how many solutions were feasible, then report the average, minimum, maximum, and sample standard deviation of the cost taken over these solutions.
We first discuss results for the case of nominal risk level = 0.05. When using α = 0, the best results were obtained with N in the range of 100-150, and these are the results that we report. With α = 0, as N increases, more constraints are being enforced, which leads to a smaller feasible region of the approximation and a higher likelihood that the optimal solution of the approximation is feasible at the nominal risk level. However, the smaller feasible region also causes the cost to increase, so that increasing N more would yield overly conservative solutions. We also conducted tests with α = 0.05, and for this value of α we used significantly larger sample sizes. The best feasible solution found by using α = 0 had cost 420, and the average cost of the feasible solutions found was significantly greater than this. When α = 0.05, every sample size N yielded at least one feasible solution in the ten runs, and every feasible solution found had cost 414. Thus, using α = 0.05 consistently yields solutions which are closer to the efficient frontier between the objectives of risk and cost. For = 0.1, we observed similar results. In this case, when using α = 0, the best results were obtained with N in the range of 80-130. The best solution found by using α = 0 had cost 419, whereas the best solution found by using α = 0.1 was 400, which was obtained by one of the ten runs for every sample size N . In addition, observe from Table 1 that using α = 0.05 yields solutions with a risk not exceeding 0.05 and a cost of 414, which is also less than the cost of the best solution found that had a risk not exceeding 0.1 when using α = 0. Thus, by using α > 0 we are able to get solutions with lower risk and lower cost as compared to those obtained when using α = 0.
In terms of the variability of the risks and costs of the solutions generated, using α > 0 and a much larger sample size yielded solutions with much lower variability than when using α = 0 and small sample size. This is not surprising since using a larger sample size naturally should reduce variability. On the other hand, constraining the sample approximation to have α = 0 prohibits the use of a larger sample size, as the solutions produced then become overly conservative.
Lower bounds.
We next discuss the results for obtaining lower bounds for (PSC). We used the procedure of Theorem 4 with α = and M = 10. We use the same 10 sample approximation problems as when generating feasible solutions. As argued after Theorem 4, with α = , we have ρ(α, , N ) = ρ( , , N ) 1/2. Then, if we take L = 1, the test of Theorem 4 yields a lower bound with confidence 0.999. Taking L = 1 corresponds to taking the minimum optimal value over all of the M = 10 runs (not just over the ones which yielded feasible solutions). More generally, we can take L ∈ {1, . . . , 10} yielding a lower bound with confidence at least
10 to obtain possibly "tighter" lower bounds of which we are less confident. The results obtained by using varying values of N and = α = 0.05 are given in Table 3 . The gaps reported are the percent by which the lower bound is below the best feasible solution (414, obtained with α = 0.05 and any of the tested sample sizes N ). Thus, for example, by solving 10 problems with sample size N = 1000, we obtained a feasible solution of cost 414 and a lower bound of 412, which is valid with probability at least 0.999. In addition, we obtain a lower bound of 414 which is valid with probability of at least 0.989. Thus, we have confidence at least 0.989 that 414 is the optimal value. Similar results were obtained with larger sample sizes. Table 4 yields the lower bound results obtained with = α = 0.1 and varying sample size N . By solving 10 sample problems with N = 1000, we obtained a feasible solution of cost 400 and can say with confidence 0.999 that the optimal solution is at most 0.8% less costly than this solution. By using N = 5000 (or greater), we obtain a feasible solution of the same cost but a lower bound which states that with confidence at least 0.999 this feasible solution is optimal.
Probabilistic transportation problem.
We next tested the sampling approach on a probabilistic version of the classical transportation problem, which we call the probabilistic transportation problem (PTP). In this problem, we have a set of suppliers I and a set of customers D, with |D| = m. The suppliers have limited capacity M i for i ∈ I. There is a transportation cost c ij for shipping a unit of product from supplier i ∈ I to customer j ∈ D. The customer demands are random and are represented by a random vectord taking values in R m . We assume that we must choose the shipment quantities before the customer demands are known. We enforce the probabilistic constraint (15) Pr
where x ij ≥ 0 is the amount shipped from supplier i ∈ I to customer j ∈ D. The objective is to minimize distribution costs subject to (15) and the supply capacity constraints
3.2.1. Test instances. We conducted our tests on an instance with 40 suppliers and 50 customers. The supply capacities and cost coefficients were randomly generated by using normal and uniform distributions, respectively. The demand is assumed to have a joint normal distribution. The mean vector and covariance matrix were randomly generated. We considered two cases for the covariance matrix: a low variance and a high variance case. In the low variance case, the standard deviation of the one-dimensional marginal random demands is 10% of the mean on average. In the high variance case, the covariance matrix of the low variance case is multiplied by 25, yielding standard deviations of the one-dimensional marginal random demands being 50% of the mean on average. In both cases, we consider a single risk level = 0.05.
We remark that, for this particular choice of distribution, the feasible region defined by the probabilistic constraint is convex [24] . However, the dimension of the random vectord is m = 50, and so evaluating Pr{y ≥d} for a single vector y ∈ R m would present a computational challenge, whereas in our approach we merely need to generate random samples from the joint normal distribution, which is relatively easy. On the other hand, we have not conducted experiments using the convex programming approach, so we cannot comment on whether our approach works better than this. This would be an interesting future experiment. Our intention here is merely to test our approach on a problem with a continuous feasible region and distribution.
Once a sample approximation is solved yielding solutionx, we use a single very large sample (N = 250000) to estimate Pr{ŷ ≥d}, whereŷ ∈ R m is the vector given byŷ j = i∈Ix ij for j ∈ D. 
and use the normal approximation to the binomial distribution to construct an upper boundα on the true solution risk Pr{ŷ ≥d}, which is valid with confidence 0.999. Henceforth for this experiment, if we say a solution is feasible at risk level , we meanα ≤ , and so it is feasible at this risk level with confidence 0.999. We used such a large sample to get a good estimate of the true risk of the solutions generated, but we note that, because this sample was so large, generating this sample and calculating
often took longer than solving the sample approximation itself.
Solving the sample approximation.
We solved the sample approximation problem by using an MIP formulation, augmented with a class of strong valid inequalities. We refer the reader to [20, 19] for details of this formulation and the valid inequalities, as well as detailed computational results for solving the sample approximation problems. However, we mention that, in contrast to the probabilistic set cover problem, solving the sample approximation problem with the largest sample size that we consider (N = 10000) and the largest α (0.05) takes a nontrivial amount of time, in some cases as long as 30 minutes. On the other hand, for N = 5000, the worst case was again α = 0.05 and usually took less than 4 minutes to solve.
Low variance instance.
We begin by presenting results for the instance in which the distribution of demand has relatively low variance. For generating feasible solutions, we tested α = 0 with various sample sizes N and report the results for the sample sizes which yielded the best results. Once again, this means that we use a relatively small sample size for the case α = 0, as compared to the cases with α > 0. We tested several values of α > 0 and varying sample size. In contrast to the (PSC) case, we found that taking α = or even α close to did not yield feasible solutions, even with a large sample size. Thus, we report results for several different values of α in the range 0.03-0.036. The reason that we report results for this many different values of α is to illustrate that, within this range, the results are not extremely sensitive to the choice of α (results for more values of α can be found in [19] ). Table 5 gives the characteristics of the solutions generated for the different values of α and N . We observe that, as in the case of (PSC), the average cost of the feasible solutions obtained by using α > 0 is always less than the minimum cost of the feasible solutions obtained with α = 0. However, for this instance, the minimum cost solution obtained by using α = 0 is not so significantly worse than the minimum cost solutions using different values of α > 0, being between 0.40% and 0.58% more costly. As in the case of (PSC), using α > 0 and large N significantly reduced the variability of the risk and cost of the solutions generated.
We next investigated the quality of the lower bounds that can be obtained for PTP by solving sample approximation problems. As in the case of (PSC), we obtained lower bounds by generating and solving 10 sample approximation problems with α = = 0.05. By taking the lowest value of all of the optimal values, we obtain a lower bound valid with confidence 0.999, and taking the second smallest yields a lower bound which is valid with confidence 0.989, etc. The results for different values of N are given in Table 6 . For reference, the percentage gap between these lower bounds and the best feasible solution found (with cost 2.0066) is also given. By using N ≥ 3000 we obtain lower bounds that are valid with confidence 0.999 and are within one percent of the best feasible solution, indicating that, for this low variance instance, the lower bounding scheme yields good evidence that the solutions that we have found are good quality. Table 7 gives the characteristics of the solutions generated for the high variance instance. In this case, the maximum cost of a feasible solution generated by using any combination of α > 0 and N was less than the minimum cost of any feasible solution generated by using α = 0. The minimum cost feasible solution generated with α = 0 was between 0.87% and 1.6% more costly than the best feasible solution generated for the different combinations of α > 0 and N . Thus, it appears that, for the high variance instance, using α > 0 in a sample approximation is more important for generating good feasible solutions than for the low variance instance. Table 8 gives the lower bounds for different confidence levels and sample sizes, as well as the gaps between these lower bounds and the best feasible solution found. In this case, solving 10 instances with sample size N = 1000 yields a lower bound that is not very tight, 5.11% from the best solution cost at confidence level 0.999. Increasing the sample size improves the lower bound, but even with N = 10000 the gap between the lower bound at confidence 0.999 and the best solution found is 1.83%. Thus, it appears that, for the high variance instance, the sample approximation scheme exhibits considerably slower convergence, in terms of the lower bounds, the feasible solutions generated, or both.
High variance instance.

Concluding remarks.
We have studied a sample approximation scheme for probabilistically constrained optimization problems and demonstrated how this scheme can be used to generate optimality bounds and feasible solutions for very general optimization problems with probabilistic constraints. We have also conducted a preliminary computational study of this approach. This study demonstrates that using sample approximation problems that allow a choice of which sampled constraints to satisfy can yield good quality feasible solutions. In addition, the sample approximation scheme can be used to obtain lower bounds which are valid with high confidence. We found that good lower bounds could be found in the case of a finite (but possibly exponential) feasible region and distribution and also in the case of a continuous feasible region and distribution, provided the distribution has a reasonably low variance. With a continuous feasible region and distribution, if the distribution has a high variance, the lower bounds were relatively weak. Future work in this area will include conducting more extensive computational tests and also extending the theory to allow generation of samples which are not necessarily independent and identically distributed. For example, the use of variance-reduction techniques such as Latin hypercube sampling or quasi-Monte Carlo sampling may yield significantly faster convergence. In addition, to apply the results of this paper to more general probabilistic programs, such as mixed-integer programming with a random constraint matrix, it will be necessary to study how to solve the nonconvex sample approximation problem in these cases.
