This note further studies the previously proposed consensus protocol for linear multi-agent systems with communication noises. Each agent is allowed to have its own time-varying gain to attenuate the effect of communication noises. Therefore, the common assumption that all agents have the same noiseattenuation gain is not necessary. It has been proved that if all noise-attenuation gains are infinitesimal of the same order, then the mean square leader-following consensus can be reached. Furthermore, the convergence rate of the multi-agent system has been investigated. If the noise-attenuation gains belong to a class of functions which are bounded above and below by t −β (β ∈ (0, 1)) asymptotically, then the second-moment of the relative state between each follower agent and the leader agent is characterized by a function bounded above by t −β asymptotically.
I. INTRODUCTION
Communication noise is an unavoidable factor in the distributed consensus of networked multi-agent systems (MASs). It has been found in [1] that the traditional protocol cannot solve the consensus problem with the existence of the communication noise. Therefore, how to effectively attenuate the noise effect becomes an interesting research topic. One popular idea is to employ a time-descending gain (sometimes called the stochastic-approximation type gain) in the consensus protocol. In the early study phase, many scholars investigated the stochastic consensus of first-order integral MASs with communication noises. For example, under the fixed topology case: the stochasticapproximation type gain was first employed to solve the mean square and almost sure consensus problems [2] ; Li and Zhang proved that the mean square consensus can be achieved in the continuous-time domain if and only if the noise-attenuation gain satisfies the stochasticapproximation type condition [1] ; some necessary and sufficient conditions for ensuring the stochastic consensus with both communication noises and time delays in the discrete-time domain were presented in [3] . Under the switching topology case, the stochastic-approximation type protocols were also proved to be effective in both the discretetime domain [3] - [5] and the continuous-time domain [6] . It is noted that for the continuous-time mean square leader-following consensus problem, the necessary and sufficient conditions of noise-attenuation gains can be slightly relaxed compared to the leaderless case [7] , [8] . The aforementioned papers study the additive noise while the multiplicative noise has also been considered in [9] - [11] . It is usually assumed that the noise intensity is proportional to the state differences between agents. In particular, if the state difference becomes zero, then the noise effect disappears. Therefore, the protocol for solving multiplicative noises may not require the time-descending gain. A few recent results also provided the protocols for higher-order integral MASs with communication noises. For instance, it has been proved in [12] that the stochastic-approximation type gain is still the necessary and sufficient condition for ensuring the mean square average consensus of second-order integral MASs under the fixed topology. Further results regarding the switching topologies were presented in [13] and [14] . For the general linear MASs, there are also some attempts on solving the mean square consensus and the almost sure consensus under the fixed topology [15] and the switching topology [16] . However, there are still some challenges in the current study of higher-order integral MASs with communication noises. For example, all agents are required to have the same noise-attenuation gain in most existing publications, which implies that certain global information should be known by all agents; and the transient performance of the MAS is rarely considered.
Motivated by the above observation, this note first modifies the consensus protocol for general linear MASs proposed in [15] and [16] . In the modified protocol, each agent is equipped with its own noiseattenuation gain. It is proved that the mean square leader-following consensus can be reached by the modified protocol if all noiseattenuation gains are infinitesimal of the same order. The convergence rate of MASs under the modified protocol is studied as well. Inspired by some notable results in [17] and [18] , if the noise-attenuation gain belongs to a class of functions bounded above and below by t −β (β ∈ (0, 1)) asymptotically, then the second-moment of the relative state between each follower agent and the leader agent is characterized by a function bounded above by t −β asymptotically. Compared to the previous results [15] , [16] , the main contributions of this note are that: (1) each agent has its own noise-attenuation gain while all agents should have the same noise-attenuation gain in [15] , [16] ; and (2) previous publications [15] and [16] only give the steadystate performance of MASs while the convergence rate (transient performance) of MASs is provided in this note. Compared to the latest result in [17] and [18] , this note studies the MAS composed of general linear agents while the agent in [17] and [18] is modeled by the single-integrator dynamics; agents in [17] and [18] are still required to have the same noise-attenuation gain; and the [17] , [18] mainly studies the mean square leaderless consensus problem while this note studies the mean square leader-following problem. It can be proved that to solve the leader-following problem, conditions on the noiseattenuation gain can be slightly relaxed. Finally, this technical note is 0018-9286 © 2016 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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a continuation of the previous conference papers [19] , [20] . Although those conference papers propose the leader-following protocols with the agent-dependent noise-attenuation gain in the continuous/discretetime domains, respectively, they only provide the steady-state performance of MASs. This technical note presents not only the steady-state performance but also the transient performance, which requires some different analysis techniques from the previous conference papers. Following notations are used throughout this note: C, R, N + denote the field of complex numbers, the field of real numbers and the set of positive integer numbers, respectively; I n denotes the n-dimensional unit matrix; 1 n = (1, . . . , 1) T ∈ R n ; 0 n = (0, . . . , 0) T ∈ R n ; ⊗ denotes the Kronecker product; for a given matrix X, X T denotes its transpose; X 2 denotes its 2-norm; for a random variable/vector x, E(x) denotes its mathematical expectation; For any two functions f (t) and
for any x ∈ C, (x) denotes its real part.
II. PRELIMINARIES
Consider a MAS composed of N + 1 agents labeled from 0 to N . The communication network among agents is modeled by a di-
The neighbor set of agent i is the set of all its parent agents, i.e.,
The agent is called the leader if its neighbor set is empty, otherwise the agent is called the follower. The Laplacian matrix of G is defined as
There is a directed path from node v i 1 to node v in if there is a set of nodes {v i 2 , . . . , v i (n−1) } such that edges e i 2 i 1 , . . . , e ini (n−1) all belong to E G . The digraph G is called to have a spanning tree if there exists at least one node such that there are directed paths from this node to any other nodes in G.
Assumption 1: In this note, it is assumed that the communication graph of the MAS has a spanning tree, and there is only one leader agent (labeled by 0) in the MAS.
By Assumption 1, the Laplacian matrix of such a MAS has the following form:
Lemma 1 (Theorem 2 in [8] ): If the communication graph G of the MAS has a spanning tree, then all eigenvalues of L 2 have positive real parts. Furthermore for any diagonal matrix D with positive diagonal elements, all eigenvalues of DL 2 have positive real parts as well.
The dynamics of the ith agent is described bẏ
where
. . , α n ) are coefficients determined by the agent's essential dynamical characteristics. It is obvious that any controllable single input single output system can be transformed into this Luenberger canonical form. The agents exchange information via a noisy communication network. The information which the ith agent receives from the jth agent is denoted by
The control objective is to achieve the mean square leader-following consensus. That is: design control input u i (t) by using agent i and its neighbors' information such that
In this note, the leader-following consensus protocol for the ith agent is proposed as follows:
are parameters to be determined later. It is easy to see that the proposed protocol is different from the ones proposed in [15] and [16] because each agent has its own noise-attenuation gain a i (t).
Remark 1: The protocol proposed in this technical note can be easily extended to solving the leader-following problem of MASs where each agent has the general controllable linear dynamicsẋ
Then to ensure the mean square leader-following consensus, u i (t) can be designed as u i (t) =
III. MAIN RESULTS
Let X F (t) = (x T 1 (t), . . . , x T N (t)) T . Then substituting (3) into (2) obtains thatẊ F (t)=(
Let Φ(t, t 0 ) denote the state transition matrix ofΞ(t) = −A(t)L 2 Ξ(t). By Itô integral formula, the solution to (4) can be written asX
Throughout this note, the following three conditions hold.
(C1): There exist positive constants μ 1 ≤ μ 2 < ∞, T < ∞ and β ∈ (0, 1) such that for ∀ t > T ,
the same order as time goes to infinity. That is, ∀ i, j ∈ {1, 2, . . . , N}, there exists a constant c ij > 0 such that lim t→∞ a i (t) = lim t→∞ a j (t)= 0 and lim t→∞ a i (t)/a j (t) = c ij (see Definition 5.9 in [21] ). (C3): All roots of the following polynomial have negative real parts:
By Condition (C2), there must exist N positive constants c 1 , . . . , c N such that lim t→∞ a i (t)/ā(t) = c i (i = 1, . . . , N) whereā(t) = max i=1,...,N {a i (t)}. And how to design {b 1 , . . . , b n−1 } such that Condition (C3) holds can be found in [16] . Theorem 1: If Conditions (C1)-(C3) hold, then the proposed protocol defined by (3) can solve the mean square leaderfollowing consensus problem of (2). Furthermore, the convergence rate of the MAS is characterized by . . . , N) , where μ 1 > 0 and β ∈ (0, 1) are defined in (C1); λ min = min{ (λ 1 ), . . . , (λ N )} > 0, λ 1 , . . . , λ N are eigenvalues of CL 2 and C = diag(c 1 , . . . , c N ); and ε is any constant in (0, min{1, λ min }).
Proof: Since G has a spanning tree, by Lemma 1, λ min > 0. It is easy to see that
is a zero matrix. Therefore, by Lemmas 2 and 7, for ∀ ε ∈ (0, min{1, λ min }), there must exist two positive constants
Therefore
Moreover, it is easy to see that E(J 2 (t, t 0 )) = 0 N . Therefore,
which together with Lemma 8 leads to the fact that E(
It can be calculated that
By the same procedure of Lemma A.2 in [17] , it can be proved that
. . , N. By Lemma 8 and Condition (C3), it can be obtained that Finally, by (3), the closed-loop dynamics of the leader agent iṡ x 0 (t) = (A + BK 1 )x 0 (t).Since Condition (C3) holds, there must exist a constant v such that lim t→∞ x 0 (t) = x * ≡ (v, 0, . . . , 0) T ∈ R n . Therefore, E x i (t) 2 2 < ∞, i = 0, . . . , N. Remark 2: Compared to the leaderless consensus in [17] and [18] , it is interesting to see that β in Condition (C1) can belong to (0, 0.5), which means that the square integrable condition on a i (t) ( ∞ 0 a 2 i (s)ds < ∞) is not necessary. This finding is consistent with the early results concerning the leader-following consensus problem [3] , [7] . From this viewpoint, the leader-following consensus seems easier to be achieved than the leaderless one.
Remark 3: By the proof of Theorem 1, it can be found that the communication topology and the noise intensity have some qualitative impacts on the transient performance of MASs. From one side,
determines the convergence of the mathematical expectation of the consensus error. If C is a unit matrix (all noise-attenuation gains are the same), then λ min becomes the smallest real part of all non-zero eigenvalues of the Laplacian matrix. Therefore, the larger the λ min , the faster the convergence rate of the mathematical expectation of the consensus error. From the other side, the noise intensity affects the settling time of the secondmoment ( J 2 (t, t 0 ) 2 ) of the consensus error. From the proof of Theorem 1, it can be proved that lim sup t→∞ E J 2 (t,
where Q is a finite constant. Therefore, the settling time of J 2 (t, t 0 ) 2 becomes longer if the noise's intensity Σ 2 is larger.
IV. SIMULATION EXAMPLES
Consider a MAS composed of 100 follower agents and one leader agent. The connections among follower agents are modeled by the small-world model. The leader agent has the directional edges with the (5k + 1)-th follower agents (k = 0, 1, . . . , 19) . All weights associated with edges are set to be one. The noise intensities ρ ijl in (4) are all set to be 0.5. The controller parameters in (3) are: K 1 = (1, −2, −3, −1), K 2 = (1, 3, 3, 1), and a i (t) = (0.01i + 2)/(t + 1) 0.49 , i = 0, 1, . . . , 100. By Theorem 1, E J 2 (t, t 0 ) 2 2 = O(t −0.49 ) (this is equivalent to that the second-moment . . . , 100) . From the simulation result shown in Fig. 1 , the theoretical analysis is verified and the leader-following consensus can be achieved.
Next, a simulation example is conducted to show that the leaderless consensus (all agents' states are convergent in mean square to the same random vector) studied in [15] , [17] , and [18] requires the square integrable condition on the noise-attenuation gain. The directional edges between the leader agent and the follower agents are modified into the bi-directional edges, which results in a MAS without any leader. Since β = 0.49 ∈ (0.5, 1), the square integral condition does not hold. The simulation result is given in Fig. 2 from which it can be seen that the states of all agents are not convergent. Therefore, it seems that when solving the mean square leader-following problem, the requirements on the noise-attenuation gain can be slightly relaxed.
V. CONCLUSION
This technical note relaxes the assumption made in [15] and [16] and other related papers that all agents have the same noise-attenuation gain. Each agent is allowed to have its own gain function. It is proved that if all consensus gains are infinitesimal of the same order, then the modified protocol can still solve the mean square leader-following consensus problem of general linear MASs. In addition, this note presents the convergence rate of the MAS when the noise-attenuation gains belong to a representative class of functions. In the future work, some attempts are to be made towards the following directions: (1) verify whether the proposed protocol can ensure the almost sure leaderfollowing consensus [17] , [18] ; and (2) study whether the proposed protocol can be employed to solve the consensus of complex networks with noises by the pinning control idea [22] - [24] . (1−β) . Since β >0, there must exist a positive integer n such that (β/(1−β)) ≤ n. By L'Hôspotal's rule, it is obtained that lim t→∞ e −(bμ 1 
Lemma 3: Consider the following differential equation:
where a(t) ≥ 0, lim t→∞ b(t) = 0 and (λ) > 0 (λ ∈ C). For ∀ ε > 0, there exists a positive constant M < ∞ such that |x(t)| ≤
Then there must exist a finite positive constant
Lemma 4 (Lemma 2 in [7] ): Consider the following differential equation:ẋ
where x(t) = (x 1 (t), . . . , x r (t)) T ∈ C r . The state transition matrix of (12) is
where Φ λ (t, t 0 ) is defined by (13) .
Proof: It is easy to see that |P λ 0 (t, t 0 )| = e Lemma 6: Consider the following differential equation:
where a(t) ≥ 0 and x(t) ∈ R n . The solution to this differential equation is x(t) = Φ(t, t 0 )x(t 0 ), where Φ(t, t 0 ) is the state transition matrix. If all eigenvalues {λ 1 , . . . , λ n } of A have positive real parts, then for ∀ ε > 0, there exists a finite positive constant M such that Φ(t, t 0 ) 2 ≤ Me −(λ min −ε) t t 0 a(s)ds , where λ min = min{ (λ i )|i = 1, . . . , n} > 0.
Proof:
There exists a transformation matrix T such that T −1 AT = Λ = diag(Λ 1 , . . . , Λ s ), where Λ i ∈ C r i ×r i ( r i ∈ N + and s i=1 r i = n) is the Jordan block with the diagonal elements being λ i .
The state transition matrix Φ(t, t 0 ) can therefore be written in the following form:
