In this paper, we develop and characterize the fully dissipative Lattice Boltzmann method for ultra-relativistic fluids in two dimensions using three equilibrium distribution functions: Maxwell-Jüttner, Fermi-Dirac and Bose-Einstein. Our results stem from the expansion of these distribution functions up to fifth order in relativistic polynomials. We also obtain new Gaussian quadratures for square lattices that preserve the spatial resolution. Our models are validated with the Riemann problem and the limitations of lower order expansions to calculate higher order moments are shown. The kinematic viscosity and the thermal conductivity are numerically obtained using the Taylor-Green vortex and the Fourier flow respectively and these transport coefficients are compared with the theoretical prediction from Grad's theory. In order to compare different expansion orders, we analyze the temperature and heat flux fields on the time evolution of a hot spot.
Introduction
Relativistic fluid dynamics and kinetic theory [1] for relativistic gases play an important role in the study of many physical systems, ranging from the big scale of cosmology and astrophysics [2, 3, 4] to the microscopic scale of particle physics [5] and condensed matter physics [6] . Since the discovery of the elliptic flow in the quark-gluon plasma formed by ultra-relativistic nuclear collisions [7] , several models based on relativistic fluid dynamics have appeared to describe the experimental results [8, 9, 10] . Two-dimensional models have been used to describe galaxy formation [11] , cosmological models [12] and quark-gluon plasma [13, 14] , but they have gained special importance after the discovery of graphene [15, 16] and Dirac materials [17] , in which the charge carriers, governed by the Fermi-Dirac (FD) distribution, behave effectively as massless ultrarelativistic quasi-particles moving at Fermi speed. Relativistic models based on Bose-Einstein (BE) statistics have also applicability to explain fluid dynamics effects, as the collective behavior of the matter formed shortly after nuclear collisions [18] , gravitational analogy with BE condensates [19] and even attempts to explain dark matter [20] .
The lattice Boltzmann method [21] (LBM) is a numerical technique based on the Boltzmann equation and on the Gaussian quadrature, which have been successfully applied to model classical fluids [22, 23] , governed by the Maxwell-Boltzmann (MB) distribution, and also to semi-classical [24, 25, 26] and relativistic fluids. For classical fluids, it has been demonstrated that the hydrodynamic equations can be fully recovered by the LBM if the equilibrium distribution function (EDF) is expanded in orthogonal polynomials up to a minimum order that retains the necessary moments [27, 28] . For instance, to recover the Navier-Stokes equation (momentum conservation equation) one needs to expand the MB distribution up to third order in Hermite polynomials and to recover the energy conservation equation the fourth order expansion is required (analogous results were found for semiclassical fluids [29] ). For relativistic fluids, one needs a fifth order expansion to fully recover the hydrodynamic equations and transport coefficients as shown in Refs. [30] and [31] .
In 2010, the first relativistic lattice Boltzmann method (RLBM) was proposed by Mendoza et. al. [32, 33] and subsequently improved in numerical stability and new features [8, 34, 35, 36] . The theoretical background for the RLBM and the extension to ultrarelativistic gases was done by Romatschke et. al. [37] , where the authors used a model with interpolated streaming since the velocity vectors disposed along a sphere do not match the square lattice. These first models were based on the expansion of the MaxwellJüttner (MJ) distribution in relativistic polynomials up to second order following an analogous procedure as for classical models. In Ref. [31] , an improved dissipation model based on a third order expansion of the MJ distribution was proposed, which does not recover the dissipation completely because a fifth order expansion is required. This model relies on a new Gaussian quadrature with exact streaming on a square lattice, recovering one of the main advantages of LBM, but costing a loss of resolution. Recently, a new RLBM, also based on a third order expansion of the MJ distribution, was able to implement exact streaming on a square lattice without loosing spatial resolution allowing also to treat the regime of massive particles [38] . Meanwhile, other RLBMs with exact streaming have been used for graphene, where the grid points are disposed on a hexagonal lattice [39, 40] such as in the molecular structure of graphene. Nevertheless, for these quadratures, the polynomial expansion of the EDF is limited to second order, which might be enough for practical purposes, but gives a poor description if the velocities and/or the temperature fluctuations are moderately high, as shown here. In Ref. [41] , the first model based on a fifth order expansion of the FD distribution was used to study the Kelvin-Helmholtz instability on graphene. Since this is a viscous fluid dynamical effect, a fully dissipative method is desirable to achieve better accuracy of the results.
The Grad [42] and Chapman-Enskog [43] (CE) methods are the most common ones to calculate, from the Boltzmann equation, the transport coefficients and the hydrodynamic equations, i.e, the Navier-Stokes equation and the Fourier law. Both methods give the same results in the non-relativistic case [44] . For relativistic fluids, these two methods give the same conservation equations, but different transport coefficients [1] , which is still a controversial topic nowadays [45] . Other methods have been proposed to obtain the transport coefficients in relativistic fluids, as the renormalization group method, which gives the same results obtained with the CE method [46, 47, 48, 49] . Numerical methods based on a bottom-up construction are important tools to gain insight about the correct form of the transport coefficients and recent simulations with three dimensional relativistic methods have consistently confirmed the prediction of the CE method [50, 51, 45] .
A careful analysis of wave attenuation in a medium formed by ultra-relativistic particles can be found in Ref. [52] , which exactly recovers the transport coefficients predicted by the CE method. Surprisingly, few have calculated the transport coefficients in two dimensions, despite the increasing importance that the twodimensional relativistic systems have gained during the last years. In Ref. [30] the Grad method was applied in two dimensions, obtaining the correspondent bulk and shear viscosities and the thermal conductivity, which have been used to calculate the relaxation time in RLBM simulations [39, 31, 36] . However, in Ref. [40] , the shear viscosity and the thermal conductivity, numerically measured using a RLBM for graphene, disagree with the ones obtained with Grad's expansion. Furthermore, the bulk viscosity was also calculated in Ref. [12] for a two-dimensional relativistic gas, but they did not investigate the other transport coefficients. So far, the CE method for relativistic gases in two dimensions has never been used to derive the full set of transport coefficients, remaining this an important open task to achieve a better understanding of the two-dimensional relativistic gases.
In this paper, we build two-dimensional RLBMs with full dissipation using the MJ and BE distributions and compare them with the model for the FD distribution described in Ref. [41] . To do so, we expand the EDFs up to fifth order and develop new Gaussian quadratures able to calculate tensors up to fifth order and that preserve the spatial resolution. To test and characterize our models, we perform five numerical simulations. The models are validated using the Riemann problem though the comparison of our results with the ones from a reference model (Ref. [31] ). At this point, we calculate tensors from second to fifth order and show that different expansion orders give different results. We numerically measure, with high precision, the kinematic viscosity, with the Taylor-Green vortex, and the thermal conductivity, through Fourier flow and compare the results with the reference model. As will be shown, these measurements do not agree with the coefficients obtained with Grad's expansion, but they agree with previous measurements using RLBM [41, 40] . The accuracy of our models regarding space discretization is verified in the context of forced Poiseuille flow. In addition, we simulate the hot-spot relaxation in order to observe the differences between different expansion orders for the temperature and heat flux fields.
This work is organized as follows. In Secs. 2.1 and 2.2 we review the relativistic Boltzmann equation and the relativistic orthogonal polynomials. In Sec. 2.3, we describe the expansion of the three distribution func-tions (MJ, FD and BE) in orthogonal polynomials, with more details given in the Appendix, and in Sec. 2.4 we calculate the Gaussian quadratures. The full EDF expansion of the distribution functions as well as the quadratures with high precision can be found in the Supplemental Material 1 . In Sec. 3 we describe and show the results for the five numerical tests used to validate and characterize the models. In Sec. 4 we summarize the main results and conclude.
Model description

Relativistic Boltzmann Equation
The temporal evolution in our model is given by the relativistic Boltzmann equation [1] with the AndersonWitting collision operator, which assumes a single relaxation time for the problem, τ, and allows us to treat massless ultra-relativistic particles:
where c is the speed of light. Repeated indexes represent a sum (Einstein's notation). For two-dimensional systems, the greek indexes range from 0 to 2 (0 is the temporal component) while the latin indexes range from 1 to 2. The relativistic (2+1)-momentum stands for p µ = (E/c,p), the (2+1)-velocity for U µ = γ(u)(c, u) and the space-time coordinates for x µ = (ct, x), where γ(u) = 1/ 1 − u 2 /c 2 is the Lorentz factor. Note that Eq. (1) becomes the non-relativistic Boltzmann equation in the classical limit, u/c ≪ 1. The EDF, f eq , can be either Fermi-Dirac, Maxwell-Jüttiner or Bose-Einstein distributions, as described in section 2.3.
In the ultra-relativistic limit, i.e., when the kinetic energy is much larger than the rest mass energy,p
where v =p =p/|p| is the microscopic velocity with norm c, and we adopt from now on natural units: c = k B = = 1. In the numerical algorithm, the discrete form of Eq.(2) is used:
where δt is the time step of the simulations. Because all particles move at (or nearly) the speed of light, the microscopic velocity is always unitary in natural units, |v α | = |p α /|p α || = 1, what must be considered in the Gaussian quadrature calculation, as done in section 2.4.
Relativistic Polynomials
In the LBM, the EDF is expanded in orthogonal polynomials up to a finite order N in order to use the Gaussian quadrature [53] for the exact equivalence between the sums and integrals. In this procedure, the information contained in the terms of order above N is lost. Thus, to have a faster convergence in the expansion and, therefore, minimize the loss of accuracy due to the truncation, the weight function used in the orthogonalization of the polynomials should be close to the EDF. With this purpose, we calculate relativistic generalized polynomials following the procedure developed in Ref. [25] for non-relativistic polynomials. The polynomials below allow us to find orthogonal polynomials for generic weight functions, ω(p). 
Here, the normalization factor is the same as for the Hermite polynomials in D-dimensions [24, 54] , where we define
s and δ i j is the Kronecker's delta. The weight functions used to build the models in this paper will be discussed in the next section (Eqs. (7), (8) and (9)) and the polynomial coefficients can be found in the Supplemental Material.
Expansion
In this section, we describe the fifth order expansion in relativistic polynomials of the MJ, BE and FD using a different set of polynomials for each distribution. Lets write the three EDFs in a general form:
where A is a normalization factor, z = e¯µ k B T is the fugacity,μ is the chemical potential and ξ distinguishes the EDFs: ξ = 0 for MJ (also z = 1), ξ = 1 for FD and ξ = −1 for BE. To expand the EDFs, we introduce non-dimensional quantities: θ = T/T 0 , p =p/T 0 and µ =μ/T 0 , where T 0 is the reference temperature, e.g, the initial one. Thus, considering the ultra-relativistic regime, Eq. (5) becomes
As discussed in the previous section, the weight function must be close to the EDF. The expansion is done around U = 0 (small Mach numbers) and around θ = 1, leading to the general weight function
The reference fugacity z r is a constant parameter with numerical value close to the physical one. Therefore, for the MJ distribution the weight function reads
For the FD distribution, we use z = 1, which is appropriate, for instance, to model the Dirac fluid on graphene close to the charge neutrality point (µ = 0) [41, 40] . So the weight function becomes
The weight function for the BE distribution is chosen to describe a system close to the Bose-Einstein condensation (ideally, z = 1). Because some integrals diverge for z r = 1, we set z r ≡ z c = 1 − ǫ, where ǫ = 10 −7 denotes a small number compared to unity, leading to
The general expansion up to fifth order is given by
where A µ 1 µ 2 ···µ N are the projections of the EDF on the polynomials:
More details about the calculation of the integrals used for the expansion can be found in the Appendix Appendix A and the explicit expansion can be found in the Supplemental Material. It was used in Ref. [41] for FD distribution, but can be straightforwardly generalized to MJ and BE if one changes the polynomial coefficients and the FD integral by the generalized EDF integral defined as:
with ξ defined as in Eq.(5). Note that for MJ, ξ = 0 and g ν (1) = 1 for any ν. In Fig. 1 , we see the comparison between the original (non-expanded) EDFs and the expanded ones around the origin of the expansion (θ = 1 and u = 0). The distributions are multiplied by a nor-
. The second order expansion is the first to deviate from the original EDF when it moves away from θ = 1 and u = 0, followed by the third, fourth and fifth order expansions respectively. We can clearly see that the fifth order expansion gives more accurate results for higher temperature deviations and higher velocities when compared to the previous orders. For instance, considering the MJ distribution at β = 0.6, the second order expansion gives a relative error when compared with the original EDF of 18.5% while the fifth order gives only 1.8%. At the extremes of Fig. 1 (θ = 0 and 2 and β = 0.8) we see large deviations for all expansion orders, but one should not expect high accuracy for parameters very far from the expansion origin. Therefore, the models based on the fifth order expansion are more reliable and can be used to simulate flows with higher Mach numbers and temperature deviations than the usual models based on the second order expansion. In Sec. 3.5, we will analyze the different results in numerical simulations based on expansions from second to fifth order.
Gaussian Quadrature
The Gaussian quadrature [53] offers an efficient way to calculate integrals in LBM, used to obtain the macroscopic quantities (e.g, density, macroscopic velocity and temperature), by transforming them into sums. In general, the method provides an approximation for the integrals, but it can be exact if the integrated function is expanded in orthogonal polynomials up to a maximum order determined by the quadrature. Here, we calculate quadratures that allow us to calculate tensors up to fifth
Since we have a fifth order expansion for our EDFs, we need to find the discrete weights and momentum vectors that satisfy the quadrature equations,
for N = 0, 1, . . . , 10 and for all combinations of indexes (µ = 0, 1, 2). The weight function, ω(p), used to calculate the quadrature and the polynomials must be the same for each model (Eqs. (7), (8), (9)). As a consequence of the quadrature theorem, we can find the momentum vectors for our quadrature (with N = 10) by calculating the roots of the sixth order polynomial, which can be separated in angular and radial parts. For the angular part, there are two orthogonal polynomials,
6 (φ) = sin(6φ), which give the same set of solutions, but rotated by π/12. The roots of L
6 (φ) = 0, are φ n = nπ/6 for n = 0, . . . , 11, which are the directions of the momentum vectors (see Fig. 2 ). The sixth order polynomial for the radial part,
is calculated by Gram-Schmidt procedure, where the coefficients, a, . . . , f , are different for each weight function. The solutions of R 6 (p) = 0 give six momentum vectors, which are the same for each of the 12 directions obtained with the angular polynomial. Therefore the total number of momentum vectors of our quadrature is 72 (d2v72 quadrature). To calculate the discrete weights, we apply Eq.(13). The solutions for MJ, using Eq. (7), are For FD, using Eq.(8), the quadrature was calculated in Ref. [41] . The three quadratures can be found with higher precision in the Supplemental Material.
Since the lattice vectors do not match the cartesian grid, the distribution functions at the grid points are found by means of interpolations, which are bilinear in our models. In Fig. 2 , we see that the directions that needs interpolation are i = 2, 3, 5, 6, 8, 9, 11, 12. Thus, to find the value of the distribution function propagated in one of these directions the following equation apply:
wherex i andȳ i are the previous positions (
i for the bulk) and v i = p i /|p i |. For the other directions, i = 1, 4, 7, 10, the streaming is as usual:
To calculate the macroscopic fields, we use the Landau-Lifshitz decomposition [1] . We first calculate the energy-momentum tensor and, then, solve the following eigenvalue problem using the power method [55] :
to find the energy density ε and the macroscopic velocity U µ , where the letter E indicates that the tensor was calculated with the equilibrium distribution. The hydrostatic pressure P can be obtained using the equation of state, ε = 2P. The density of particles, n, is calculated as the contraction of the macroscopic velocity with the particles flux N µ ,
Lastly, the temperature is calculated with
where the EDF integral, g ν (z), is defined in Eq. (12) . The density of particles and the internal energy can be calculated with the equilibrium distribution, since, by Eqs. (17) and (18), they give the same result as for the non-equilibrium distribution:
2 g 2 (z), and ε = 2P = 4πθ 3 g 3 (z).
The Eq.(19) was calculated using Eq. (20) . The validity of Eqs. (17) and (18) is a consequence of the conservation of particles flow and the conservation of the energy-momentum tensor,
To calculate the transport coefficients using the Grad's expansion, one also needs an equation for the third order non-equilibrium tensor [31] , which requires the fifth order equilibrium tensor,
so, an expansion up to, at least, fifth order is needed to recover the full dissipation. Another way to see the required expansion order of the EDF, is to observe that the pressure deviator, Eq. (26), has terms with five velocities, which can be recovered just with a fifth order expansion. In the Landau-Lifshitz decomposition, the particle flow reads [1]
where q µ is the heat flux,
κ is the thermal conductivity, D = U α ∂ α and h E = (ε + P)/n = 3 T g 3 (z)/g 2 (z) is the enthalpy per particle, and the energy-momentum tensor is written as
where
is the pressure deviator, ̟ = −µ b ∇ α U α is the dynamic pressure, η is the shear viscosity and µ b is the bulk viscosity. Here, ∆ µν = η µν −U µ U ν /c 2 stands for the projector into the space perpendicular to U µ and ∇ µ = ∆ µν ∂ ν for the gradient operator.
In the next section, we adopt a reference model (denoted as "ref." in the figures) to validate our new models and compare our results with the two-dimensional version of the LBM described in Ref. [31] . This model is based on a third order expansion, and therefore less accurate than the models presented here, but it has the advantage to use a quadrature with exact streaming, which allows us to analyze the effects of our interpolated streaming. Because all ultra-relativistic particles move essentially with the same speed, to find a quadrature with exact streaming on a square lattice, one has to find velocity vectors belonging, simultaneously, to the lattice nodes and to a circle of radius R:
where n x and n y are integers. The simplest lattice that satisfies the above equation and the quadrature equations, Eq. The main disadvantage of this quadrature is a loss of resolution. As a consequence, to simulate the same two-dimensional physical system one needs 5 × 5 = 25 times more lattice points and therefore more memory and time. In addition, this quadrature can not be used to simulate models based on expansions of orders higher than three, like our fifth order models. This would require a much bigger radius R, making the resolution so small that the model would have little practical utility. So, the interpolated streaming arises as an alternative to keep the resolution and to have higher order expansions.
Numerical validation and characterization
Riemann Problem
The Riemann problem consists of a discontinuity in the initial conditions of the macroscopic quantities (e.g., density or velocity) which generates shock waves when the system evolves. This is a benchmark validation for fluid dynamics models which has analytic solution for the inviscid hydrodynamic equations [56] but needs to be solved numerically for viscous fluids [10] . In order to validate our models, we compare solutions for the pressure, velocity and density fields with a reference model described in Ref. [31] . Initially, we set the density n 0 = 1.0 in the domain L X /4 < x < 3L X /4 and 0.1 elsewhere, with temperature θ 0 = 1.0 and velocity u 0 = 0.0 on the whole domain. The effectively onedimensional system has dimensions L X × L Y = 1000 × 2 with periodic boundary conditions in both directions. Just half of the system is shown because the other half is an exact mirror image. The reference model, as well as the previous relativistic LBMs, uses the viscosity given by Grad's expansion, but, as we will see in Sec. 3.2, the measured viscosity differs from this theoretical prediction. Because of this discrepancy, instead of using constant η/s as usual, we perform our simulation using a constant relaxation time of τ = 10.0 and, since the viscosity is constant, the results from the three EDFs are basically the same for the Riemann problem. In Secs. 3.2 and 3.3 we will obtain the transport coefficients for each EDF and compare them with the ones from the literature. In Fig. 3 , we see that the three models agree very well with the reference model for those fields. Notice that the pressure differs for the three EDFs due to the EDF integrals (see Eq. (20)), but, since it is scaled by the initial pressure at x = 500, the curves coincide in Fig. 3 . In order to show the differences between different expansion orders of the EDF, we calculate the diagonal components of the tensorial fields, from second to fifth order, in the Riemann problem:
The results can be seen in Fig. 4 for the three EDFs expanded up to fifth order on the left and for the MJ distribution expanded from second to fifth order on the right.
The numerical values of the tensors are divided by the initial density and temperature at the center (x = 500) in order to make them non-dimensional. The differences between the three EDFs clearly appear for these tensors. Considering the MJ distribution with different expansion order (on the right), we see that all models give similar results for the second order tensor, but the differences increase with the order of the tensors, becoming large for the fifth order tensor. As in Fig. 1 , the results seem to converge when the expansion order increases.
This shows the importance of using higher order expansions when higher order tensors are considered.
Viscosity measurement
We measure the kinematic viscosity in our models through the Taylor-Green vortex experiment. This is a initial value problem consisting of initial vortexes rotating in determined directions, which kinetic energy dissipates with time due to the viscosity. The conservation equations, Eq.(21), can be solved exactly for this problem if one considers low velocities compared to the speed of light, giving exponential decay with time for the velocity field depending on the kinematic viscosity ν [50, 57] :
where u 0 is the initial velocity and L the length of the squared domain. We simulate a system with dimensions L ≡ L X = L Y = 512 and with periodic boundary conditions for five different relaxation times, ranging from 0.8 to 5.0 for 45000 time steps. The initial conditions are n 0 = 1.0 and θ 0 = 1.0 in the whole domain and the initial velocities are:
where u 0 = 0.1. The initial non-equilibrium distribution is set as described in Ref. [57] in order to reduce the oscillations in the fields. So the average squared velocity writes
and the standard deviation for u 2 is given by
In Fig. 5A we see σ u 2 as a function of time in semi-log scale for the three models. From the slope of σ u 2 (t), we can measure the kinematic viscosity ν. Note that ν does not depend on the distribution, but the shear viscosity, η = (ε + P)ν, does. Fig. 5C shows the measured kinematic viscosity as a function of the relaxation time. The relation
shows good agreement for ultra-relativistic models based on exact streaming [40] , but the interpolated streaming introduces a numerical diffusivity which increases the effective viscosity of the fluid [58, 59, 60] , i.e.,
With a linear fit, we measure the increment δ ν in the viscosity for the three EDFs: (τ − 0.2546 δt); see in Fig. 5C this function compared to the data from the simulations. In order to have a more realistic thermodynamic behavior, the shear viscosityentropy ratio (η/s) is set constant and the relaxation time is calculated with τ = 4η/(sθ) + 0.2546 δt, which will be used in Sec. 3.5.
In order to compare our results with the viscosity from a model with exact streaming, we perform the same numerical experiment with the reference model, but with different system dimensions, L X × L Y = 320 × 320, due to the differences in the resolution described in Sec. 2.4. Notice that this system size would be equivalent to L X × L Y = 64 × 64 for the models described in this paper. 
Thermal Conductivity Measurement
From the correspondence between the Eckart and Landau-Lifshitz decompositions [1] , one can calculate the heat flux directly by the macroscopic fields (see Eq. (23)):
Thus, combining Eq. (24) (27)) calculated using the three EDFs expanded up to fifth order (left side) and with the MJ distribution expanded from second to fifth order in orthogonal polynomials (right side). The tensors are divided by the initial density at the center (x = 500), n 0 , and by the initial temperature T 0 to remove the units.
one dimensional gradient in temperature in x-direction, Eq. (24) becomes
In the non-relativistic limit, Eq.(36) becomes Fourier's law, while F(∆T ) → −∂T/∂x. In order to measure the thermal conductivity we simulate an effectively one dimensional system with dimensions L x × L y = 2048 × 2 for 5 different gradients in temperature in the x direction. We calculate the spatial average of F, F(∆T ) , with Eq.(37) and the average heat flux, q x with Eq.(35), where both are essentially constant in space. For each simulation, the temperatures on the left and right boundaries are constant and set as θ L = 1 − ∆T/2 on the left and θ R = 1 + ∆T/2 on the right, while the differences in temperature are ∆T = {5.0, 7.5, 10.0, 12.5, 15.0}×10 −4 . A zeroth order extrapolation using the first fluid neighbors is performed to find the density and velocity on left and right borders and periodic boundary condition are used on top and bottom. The initial conditions are n 0 = 1.0 and u 0 = 0 everywhere and we set an initial temperature gradient as
to have a faster convergence to the solution. Fig. 5B shows the average heat flux as a function of F(∆T ) for 5 relaxation times and for the three EDFs, and their respective linear fits (overlap for the three distributions) after 2000 time steps. The slope of each line gives the thermal conductivity, which can be seen in Fig. 5D as a function give:
suggesting that the thermal conductivity-relaxation time relation is
This relation also agrees with the thermal conductivity obtained using the reference model (with system dimensions L X × L Y = 2560 × 5), as shown in Fig. 5D , for which we find a re f = 1.4999994 ± 0.0000008, with the linear fit. Interestingly, this results shows that the interpolated streaming changes the viscosity but not the thermal conductivity. A similar relation was found in Ref. [40] , where the authors obtained κ(τ) = 1.525τ, with a relative error of 7.2% compared to our result, possibly due to the small resolution of the numerical experiment (L x × L Y = 32 ×32). Similarly for the viscosity in Sec. 3.2, the thermal conductivity obtained with relativistic LBM differs from the one predicted by Grad's expansion [30] , which is κ Grad = 3c 2 k B nτ/8 for MJ distribution. It shows the importance to perform a careful Chapman-Enskog expansion in two dimensions, since other works in three dimensions have shown very good agreement between LBM and Chapmann-Enskog [50] .
In order to convert from lattice units to physical units it is necessary to know the transport coefficients of the specific fluid that is being simulated. Then, the non-dimensional numbers of interest (e.g, the Reynolds number: Re = L u/ν, where L is a representative length of the system, u is the fluid velocity and ν is the kinematic viscosity) should be equal in both unity systems [61, 22] . Since in this paper we are interested in the numerical analysis of generic models, we will not convert to physical units for a specific problem. See, for instance, Refs. [41, 39, 40] for units conversion involving graphene problems (Fermi-Dirac distribution) and Refs. [32, 31, 8] for problems involving quark-gluon plasma. We verify the grid convergence of our models in the context of Poiseuille flow, which consists in forcing the fluid to flow through two parallel plates. For convenience, we consider small macroscopic velocities, i.e., the fluid is composed by ultra-relativistic particles, but the flow is non-relativistic. Thus, a parabolic x-component of the velocity is expected, u
Grid convergence
, which is the solution of the macroscopic equations for small velocities and will be used as our reference solution. We use squared domains of different sizes: L = {8, 16, 32, 64, 128, 256, 512}. The relaxation time is set constant, τ = 3, which correspond to ν = 0.6864 according to Eq. (34) . Initially, the fluid is at rest, u 0 = 0, and we have ρ 0 = 1 everywhere. A constant external acceleration of magnitude a = 10 −8 lattice units is applied in the x-direction by means of momentum update, u = u + aτ, in analogy to the Shan-Chen forcing scheme in the classical case (γ ≈ 1) [22] . For a more general relativistic forcing scheme, see Ref. [37] . On the top and bottom boundaries, we impose u = 0, ρ = 1 and θ = 1 in the equilibrium distribution and extrapolate the non-equilibrium distribution from the nearest fluid node (see Ref. [62] ). On the x-direction we use periodic boundary conditions. The simulation is stopped when a convergence of 10 −12 is achieved in the velocity field, where the error is calculated by the spatial average of |u 
.
As an example, we show in Fig. 6 (top) the solution from the model based on the MJ distribution together with the analytical solution for L = 64. Notice that the parabolic profile is recovered and that the velocities achieved are small compared to the speed of light (c = 1), justifying the non-relativistic limit for the analytical solution. On the bottom part of Fig. 6 , one can see that the error decreases exponentially as the system size increases. The same slope is found for the three models by means of a linear fit: −2.037. This result demonstrates the grid convergence and shows that our models are second order accurate, as expected for LBMs.
Hot spot relaxation
In the hot spot relaxation experiment [63, 64, 65 ] an homogeneous fluid is heated within a limited region (e.g., with a laser), and then let to relax to equilibrium. Here, we perform this numerical experiment using our model based on the MJ distribution expanded from second to fifth order in the relativistic polynomials. The relaxation time is calculated following the measurements 2 , and θ = 0.5 elsewhere. Open boundary conditions are used in both directions. In Fig. 7 , we see the time evolution of the temperature and density along the line y = L Y /2 (due to the circular symmetry, this region contains all important information). Fig. 8 shows temperature and the x-component of the heat flux (Eq.(35)) profiles at time t = 100 and at y = L Y /2. In the insets, we can see the deviations between different expansion orders. In order to quantify the differences, we calculate the average deviation of θ and q x with respect to the results obtained with the fifth order model:
where N denotes the order of the model used to calculate the field and x 1 and x 2 delimit the interval considered to calculate the average. Adopting x 1 = 256 and x 2 = 388, where x 2 here was chosen as the limit from where the fields remain constant (q x = 0 and θ = 0.5), we have the following average deviations:
These deviations are due to the different values that the truncated expansions give for the same set of parameters (temperature, velocity, chemical potential), as can be seem in Fig. 1 for the equilibrium distribution. This result reinforces that higher expansion order provides a more accurate description, specially in problems with high velocity and/or high temperature deviations. 
Summary and Conclusions
We presented new lattice Boltzmann methods for ultra-relativistic fluids in two dimensions governed by the Maxwell-Jüttner and the Bose-Einstein distributions expanded up to fifth order and studied them together with the model for Fermi-Dirac distribution presented in Ref. [41] . New polynomials and quadratures were developed using appropriate weight functions, which are the distributions themselves with zero macroscopic velocity. We analyzed the differences between different expansion orders concluding that, as expected, higher order expansions give more accurate results for higher velocities and temperature deviations. Since the fifth order expansion is, so far, the highest used in relativistic LBMs, the models presented here are recommended for simulations where accuracy is important.
The transport coefficients were numerically measured for our models. The previous models used the viscosity given by Grad's theory, but, as verified with the measurements, this theoretical value is not reproduced by the relativistic fluids. We also measured the kinematic viscosity and thermal conductivity using a reference model, which uses exact streaming and, therefore, gives results without numerical difusivity. The measurement suggests that
These coefficients should be confirmed in future analytical calculations using Chapman-Enskog expansion. As demonstrated recently [50] , relativistic hydrodynamics is better described by Chapman-Enskog rather than by Grad method, which, to the best of our knowledge, has not been done yet for two-dimensional ultra-relativistic fluids. The present study opens the way to develop a fully dissipative model with multi-relaxation time collision operator, similarly as done in Ref. [66] , in order to independently adjust the transport coefficients and enhance the numerical stability. The presented models can also be extended to three dimensions following similar procedures. The relativistic polynomials can straightforwardly be calculated for three dimensions, since they are written in a tensorial form, and the quadratures can be calculated by finding the roots of the radial and angular polynomials as done here. The EDF expansion becomes significantly more complicated, but one can use the ansatz described in Ref. [37] . 
