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Abstract
We propose a new family of asymptotically good binary codes, generalizing previous
constructions of expander codes to t-uniform hypergraphs. We also describe an efficient decoding
algorithm for these codes, that for a certain region of rates improves the known results for decoding
distance of expander codes.
The construction is based on hypergraphs with a certain “expansion” property called herein -
homogeneity. For t-uniform t-partite ∆-regular hypergraphs, the expansion property required is
roughly as follows: given t sets, A1, . . . , At , one at each side, the number of hyper-edges with one
vertex in each set is approximately what would be expected had the edges been chosen at random.
We show that in an appropriate random model, almost all hypergraphs have this property, and also
present an explicit construction of such hypergraphs.
Having a family of such hypergraphs, and a small code C0 ⊆ {0, 1}∆, with relative distance δ0
and rate R0, we construct “hypergraphs codes”. These have rate ≥ t R0−(t −1), and relative distance
≥δt/(t−1)0 − o(1). When t = 2l we also suggest a decoding algorithm, and prove that the fraction of
errors that it decodes correctly is at least
(2l−1
l
)−1/ l · (δ0/2)(l+1)/ l − o(1). In both cases, the o(1) is
an additive term that tends to 0 as the length of the hypergraph code tends to infinity.
© 2003 Elsevier Ltd. All rights reserved.
1. Introduction
A code is a subset C of {0, 1}n, where n is called the length of the code. The rate and
distance of a code are denoted by Rate(C) = log2(|C|)/n and dist(C) = min{|x − y| :
x, y ∈ C, x = y} (where |x | is the l1 norm of x). We sometimes use the term relative
distance for dist(C)/n. A decoding algorithm, A, is an algorithm that, given x + e, where
x ∈ C , e ∈ {0, 1}n , with |e| not too large, computes x . Let d be the maximal value of |e|
for which the algorithm is guaranteed to work correctly. Then we say that the decoding
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distance of A is d/n. The goal of code design is to construct codes with a high rate and a
large distance, and efficient decoding algorithms for them, with a large decoding distance.
More precisely, there is a trade-off between a high rate and a large distance (or decoding
distance), so we would like, for any given rate, to get as large a distance as possible. See
[11] for a general reference in this area.
We propose a new family of asymptotically good binary codes that can be decoded in
linear time. Our work is motivated by earlier constructions [8, 10, 12]. In [10], Tanner
suggested the following method for constructing linear binary codes: let C0 be a code of
length ∆, and G be a bipartite graph. Call the vertices on the left “variables” and those on
the right “constraints”. Further assume that the degree of the constraint vertices is ∆, and
that the number of variable vertices is n. The resulting code C has length n, and its bits
are associated with the variable vertices. A 0–1 assignment to the variables is a codeword
of C , iff the restriction of the assignment to the ∆ neighbors of each constraint vertex is a
codeword of C0. Previous results, discussed below, and our own construction, fall within
this general framework.
In [8], Sipser and Spielman show that the rate and relative distance of C can be bounded
in terms of the parameters of C0, and the expansion of G. In addition to some general
results on such “expander codes”, they suggested an explicit construction where G is the
bipartite graph obtained from the vertex–edge incidence matrix of a ∆-regular expander.
In other words, the edges of the∆-regular expander are associated with the bits of the code
and the vertices with the constraints. They proved that if C0 has relative distance δ0 and
rate R0, and if the second eigenvalue of the expander is small, then rate (C) ≥ 2R0 −1 and
its relative distance is at least δ20 −o(1). They also proposed an efficient decoding algorithm
for C , that decodes correctly up to a δ20/48−o(1) fraction of the errors. A stronger result is
given by Spielman in [9], where he considers the incidence graph of vertices and length t
paths. Based on [1], it is shown that the resulting expander codes have rate ≥t R0 − (t − 1)
and relative distance ≥ δt/(t−1)0 − o(1).
In [12], Ze´mor proposed a different decoding algorithm for such expander codes (where
the underlying graph is bipartite), that decodes correctly up to a δ20/4 − o(1) fraction of
the errors. His decoding algorithm proceeds in rounds. In each round, all the vertices on
alternating sides decode the bits on the edges incident to them. The crucial point in Ze´mor’s
proof is a basic property of expanders: between every set A on the right side and B on the
left side there are approximately p · |A| · |B| edges, where p is G’s edge density. This point
is elaborated in Note 1, below.
Our construction may be seen as a generalization of the above to t-uniform hypergraphs
with a similar expansion property, which we call -homogeneity (see Definition 1). This
seems to be an interesting hypergraph property in its own right. For t = 2, our construction
reduces to that in [8, 12]. For general t we prove that the resulting “hypergraph codes”
have a rate ≥ t R0 − (t − 1) and relative distance ≥ δt/(t−1)0 − o(1), as in [9]. We also
describe a linear time decoding algorithm that works for t = 2l, and coincides with
Ze´mor’s algorithm and results when t = 2. Our results provide a better decoding distance
than [12] for rates higher than 0.5, and than [9] for all but rates extremely close to one. It
is worth noting that for very low rates, the current best distance–rate trade-off results are
due to Guruswami and Indyk [5].
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We provide two methods for generating hypergraphs with the required expansion
property. One is probabilistic—we define a natural random model for generating t-uniform
t-partite ∆-regular hypergraphs, and prove that almost all resulting hypergraphs have the
desired property. The other is explicit—we take t copies of a d-regular expander G, and
define a hyper-edge for every length t path in G. This gives a t-uniform t-partite dt−1-
regular hypergraph. By generalizing a result of [1], we can show that such hypergraphs
have the desired property as well.
The main contribution of this work is therefore twofold: first, in defining the -
homogeneity property of hypergraphs, which is a natural generalization of expansion in
graphs; second, in constructing such hypergraphs, and using them to design efficiently
decodable codes that achieve better rate–distance trade-offs than previous constructions
(for a certain range of rates).
The paper is organized as follows. In Section 2 we define hypergraph codes, and a
related expansion property of hypergraphs (-homogeneity). In Section 3 we describe the
decoding algorithm and state the main theorems. The proofs of these theorems are given in
the following four sections. In Section 8 we compare the trade-off achieved by hypergraph
codes to that achieved by previous works. We conclude with some open problems.
2. Construction
The construction is based on the following two building blocks:
• A t-uniform t-partite ∆-regular hypergraph H = (V1, V2, . . . , Vt ; E). Here
V1, . . . , Vt are the vertices on each of the t sides, and E is the edge set. Each edge
is incident with the t vertices—one from each side, and each vertex belongs to ∆
edges. There are n vertices on each side, and we denote the number of edges in H
by N = ∆n. For us t and ∆ are constants, and n is arbitrarily large.
Set some order on the edges, E = {e1, . . . , eN }, and for each vertex v, set some
order on the edges incident with v, denoting them as v[1], . . . , v[∆]. For an edge
e ∈ E , denote by e[i ] its vertex on the i th side, that is, e ∩ Vi .
• A linear code C0 ⊆ {0, 1}∆ with rate (C0) = R0 and dist(C0) = ∆δ0.
The code C = C(H, C0) is a set of binary vectors x ∈ {0, 1}N , where we identify
coordinate i with the edge ei . For each vertex v, let x(v) = (xv[1], . . . , xv[∆]) ∈ {0, 1}∆
be the ordered restriction of x to the edges that contain v. The code C is the set of all
x ∈ {0, 1}N such that x(v) ∈ C0 for every vertex v of the hypergraph.
We are interested in hypergraphs with the following expansion property:
Definition 1. Let H = (V1, V2, . . . , Vt ; E) be a t-uniform, t-partite ∆-regular
hypergraph, with n vertices on each side. We say that H is -homogeneous if for every
t sets A1, A2, . . . , At , with Ai ⊆ Vi , and |Ai | = αi n,
|E(A1, A2, . . . , At )|
n∆
≤
t∏
i=1
αi +  · √ασ(1)ασ(2),
where σ ∈ St is a permutation on {1, . . . , t} such that ασ(1) ≤ ασ(2) ≤ · · · ≤ ασ(t), and
where we denote by E(A1, A2, . . . , At ) the set of edges that intersect all the sets Ai .
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Note 1. For t = 2, this should be compared with the basic result about expanders (see [2,
Corollary 9.2.5]). Let G = (V1, V2; E) be a ∆-regular bipartite graph. For i = 1, 2, let
Ai ⊆ Vi be a subset of vertices with cardinality |Ai | = αi |Vi |. Then
|E(A1, A2)|
n∆
≤ α1 · α2 + λ∆ ·
√
α1 · α2,
where λ is the second largest eigenvalue of G (For Ramanujan graphs. λ = 2√∆− 1 ·(1−
o(1)). See [6] and [7] for a construction of such graphs.).
3. Results
We show that codes based on hypergraphs with the -homogeneous property, for a
sufficiently small , are asymptotically good, and have an efficient decoding algorithm. We
are also able to show that such hypergraphs are common, and can be constructed explicitly.
This is formalized in the following four theorems:
Theorem 1. If H is -homogeneous, then the code C satisfies:
rate(C) ≥ t R0 − (t − 1) (1)
dist(C) ≥ N ·
(
δ
t
t−1
0 − c1(, δ0, t)
)
, (2)
where c1(, δ0, t) → 0 as  → 0.
Note 2. For t = 2, the code C is the same as the one defined in [8] on bipartite graphs,
and Theorem 1 coincides with Theorem 19 in [8].
The decoding algorithm
If t = 2l, we propose the following iterative decoding algorithm for the code C .
Intuitively, the algorithm is as follows. Recall that the bits of a codeword are associated
with edges of a hypergraph H . Throughout, each vertex has an “opinion” about the correct
value of the bit associated with each of its edges. Thus, at the beginning of each iteration
we can think of a vertex as seeing a word in {0, 1}∆—the bits that according to the vertex’s
opinion are the true values of its edges. We would like, eventually, all the opinions about an
edge to be the same, and each vertex to see a codeword of C0. Accordingly, each iteration
begins with each vertex decoding the word that it sees; that is, it updates its opinion about
its edges to the word in C0 closest to the word that it has. Note that if, to begin with, the
vertex was wrong about many of its edges, this step might increase the number of errors
further. In the second part of an iteration, each vertex updates its opinion about each of its
edges to the majority vote from the other vertices that this edge spans. Since t is even, this
majority is taken over an odd number of bits, and thus is always well defined.
Formally, let H = (V1, . . . , Vt ; E) be the hypergraph defining the code. Let x ∈ {0, 1}N
be the input vector. Let V = ∪Vi . We denote by z( j )v,e ∈ {0, 1} the “opinion” of vertex v
about the bit value of the edge e at the beginning of iteration j , by w( j )v ∈ {0, 1}∆ the word
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that v “sees” at the beginning of iteration j , and by y( j )v ∈ {0, 1}∆ the decoding of w( j )v
according to C0. The algorithm is as follows.
1. Set j ← 0.
2. For each e ∈ E, v ∈ e set z( j )v,e ← xe.
3. Repeat until there are no more changes.
(a) For each v ∈ V set w( j )v ← (z( j )v,v[1], . . . , z( j )v,v[∆]).
(b) For each v ∈ V set y( j )v to be the codeword in C0 with the least distance from
w
( j )
v . Denote its coordinates by y( j )v = (y( j )v,v[1], . . . , y( j )v,v[∆]).
(c) For each v ∈ V and each e ∈ E containing v, set z( j+1)v,e ← majorityu∈e\{v}y( j )u,e.
(d) Increment j .
4. For each e ∈ E , output z( j )e[1],e as the decoded value for the edge e.
Theorem 2. Let H be an -homogeneous hypergraph as above. Then the decoding
algorithm decodes correctly if the fraction of errors is no more than
(
2l − 1
l
)− 1l · (δ0
2
)(l+1)/ l
− c2(, δ0, l), (3)
where c2(, δ0, l) → 0 as  → 0. The number of iterations is bounded by O(log n), and
the serial running time is linear.
Note 3. For l = 1, the suggested algorithm coincides with the decoding algorithm of
Ze´mor in [12], and Theorem 2 coincides with Theorem 2 there.
Note 4. Applying the technique of [3], Theorems 1 and 2 can be improved: replicate each
hyper-edge k times, to get a k∆-regular hypergraph, with N = nk∆ edges. Let C0 be a
code with relative distance δ0 when viewed as a binary code of length k∆, and relative
distance δ′0 as a length ∆ code over the alphabet {0, 1}k. It is not difficult to see that using
this method we can replace (2) and (3) by (4) and (5) respectively:
dist(C) ≥ N ·
(
δ0 · δ′
1
t−1
0 − c1(, δ0, δ′0, t)
)
(4)
(
2l − 1
l
)− 1l · δ0
2
(
δ′0
2
)1/ l
− c2(, δ0, δ′0, l). (5)
See [3] for a detailed discussion of this method. See Section 8 for further discussion, and
for numerical results.
Finally, we show how to construct -homogeneous hypergraphs. We start with a
probabilistic construction, by defining a random distribution, D, over t-uniform, t-partite
∆-regular hypergraphs, where the number of vertices on each of the t sides is n. In this
distribution almost all graphs are -homogeneous. Let V˜1, V˜2, . . . , V˜t be disjoint sets of
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size n∆. Choose t − 1 random matchings σ1, . . . , σt−1 between V˜1 and each of the other
sets. Then define the edges as
{(v, σ1(v), σ2(v), . . . , σt−1(v)) : v ∈ V˜1}.
The random hypergraph is obtained by partitioning each set V˜i into n clouds of size∆ and
merging all the vertices in each cloud into one super-vertex.
Note that we may get a hypergraph with multiple edges in this way, but this does not
hinder the construction of a hypergraph code from it.
Theorem 3. With probability → 1 as n → ∞, a t-uniform, t-partite ∆-regular random
hypergraph is -homogeneous, with (t,∆) → 0 as ∆→ ∞.
For an explicit construction, let G be a d-regular expander graph of size n, M its normalized
adjacency matrix1 with eigenvalues 1 = λ1 ≥ λ2 ≥ · · · ≥ λn , and λ = maxi=2,...,n |λi |.
We construct a t-partite, t-uniform, dt−1-regular hypergraph H . The vertices of each
side of H are a copy of V (G), where the i th side is denoted by Vi . The edges of H
correspond to all the length t − 1 paths in G; that is, (v1, v2, . . . , vt ) is a hyper-edge,
iff vi ∈ Vi and (v1, v2, . . . , vt ) corresponds to a path in G.
Theorem 4. The hypergraph H is 2(t − 1)λ-homogeneous.
4. Proof of Theorem 1: distance and rate
First we prove that rate(C) does indeed satisfy (1). This part is true whether the
hypergraph H is -homogeneous or not. Since the code C0 ⊆ {0, 1}∆ is linear, a word
is a member of C0 iff it satisfies the (1 − R0) · ∆ required linear equations. Therefore a
word x ∈ {0, 1}N is in C iff it satisfies (1 − R0) ·∆ linear equations for every vertex of H .
That is, it satisfies (1 − R0) · ∆ · n · t equations. At worst, these are all independent, and
we get
(1 − rate(C)) · N ≤ (1 − R0) · t · N,
which yields the required inequality (1).
To prove (2), let x ∈ C be a non-zero codeword of minimal weight, |x | = δN . Since x is
a codeword, x(v) must be a codeword of C0 for every vertex v of the hypergraph. Therefore
its weight must be either zero or ≥δ0∆. For i = 1, 2, . . . , t , let Ai = {v ∈ Vi : |x(v)| > 0}.
Then obviously, |Ai | ≤ δN/δ0∆ = δ/δ0n. Since each edge for which xe = 1 must be
incident with each of the Ai ’s, the following must hold:
{e : xe = 1} ⊂ E(A1, A2, . . . , At ).
Since the hypergraph H is -homogeneous,
δ ≤
(
δ
δ0
)t
+  · δ
δ0
,
1 The normalized adjacency matrix of a regular graph is its adjacency matrix divided by the degree of a vertex.
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and we get
δ0 · (δ0 − )
1
t−1 ≤ δ. 
5. Proof of Theorem 2: decoding distance
Given a vector x ∈ {0, 1}N with no more that ηN errors (for some η ≥ 0, not more than
required by Theorem 2), we would like to prove that our proposed decoding algorithm will
decode x correctly. We use the notation of the algorithm described in Section 3.
Let A( j )i ⊆ Vi be the set of vertices that may decode erroneously in the j + 1th round.
Formally,
A( j )i =
{
v ∈ Vi : the number of erroneous bits among z( j )v,e is at least δ02 ·∆
}
. (6)
Let
α( j ) = max
i=1,...,t
|A( j )i |
n
.
To prove the theorem, it is sufficient to show that α( j+1) is less than α( j ) by a constant
factor (in particular, this will show that the number of iterations is logarithmic). Assume
w.l.o.g. that |A( j+1)t | = α( j+1) · n. Let v be in A( j+1)t . By (6) it must have at least
δ0/2 · ∆ erroneous bits among z( j+1)v,e ; that is, using the notation F = {e ∈ E : e[t] ∈
A( j+1)t and z
( j+1)
e[t ],e is erroneous},
|F | ≥ |A( j+1)t | ·
δ0
2
·∆ = α( j+1) · n δ0
2
·∆ = α( j+1) · δ0
2
· N. (7)
Let e be an edge in F . Recall that the value of z( j+1)v,e is determined by the majority over
all u ∈ e, u = v of y( j )u,e. Thus, if z( j+1)v,e is erroneous, most of the u’s (at least l of them)
decoded erroneously in the previous iteration. In other words, at least l of the vertices that
e spans belong to
⋃
i A
( j )
i .
Formally, for I ∈ ([t−1]1l ), let
Bi (I )
{
A( j )i i ∈ I
Vi otherwise.
Write E(I ) = E(B1(I ), . . . , Bt−1(I ), A( j+1)t ). The above argument shows that for every
e ∈ F , there exists an I ∈ ([t−1]t ) such that e ∈ E(I ). Equivalently, we have
F ⊂
⋃
I∈
([t−1]
l
) E(I ). (8)
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Since the hypergraph H is -homogeneous, and α( j ) · α( j+1) is at least as large as the
product of the smallest two α’s, we have, for every I ∈ ([t−1]l ),
|E(I )|
N
≤ (α( j ))l · α( j+1) +  ·
√
α( j ) · α( j+1).‘
Taking this together with (7) and (8) above, we get
α( j+1) · δ0
2
≤ |F |
N
≤
∣∣∣∣⋃I∈([t−1]l ) E(I )
∣∣∣∣
N
≤
(
t − 1
l
)
·
[
(α( j ))l · α( j+1) +  ·
√
α( j ) · α( j+1)
]
.
Dividing both sides by α( j+1), and isolating the square root, we get
δ0
2
·
(
t − 1
l
)−1
− (α( j ))l ≤  ·
√
α( j )
α( j+1)
.
If the LHS is >, then α( j+1) is indeed less than α( j ) by a constant factor, and we are done.
Therefore, it is enough to prove that
 <
δ0
2
·
(
t − 1
l
)−1
− (α( j ))l .
This holds if
α( j ) <
(
δ0
2
·
(
t − 1
l
)−1
− 
)1/ l
. (9)
For (9) to hold throughout the algorithm, it is enough that it holds for j = 0. α(0) can be
bounded by the number of errors in the input vector x ; that is, if there are η · N errors, then
α(0) ≤ 2/δ0 · η. This yields that the algorithm will decode correctly as long as
η <
δ0
2
·
(
δ0
2
·
(
t − 1
l
)−1
− 
)1/ l
. 
6. Proof of Theorem 3: abundance of -homogeneous hypergraphs
To prove Theorem 3, we will need the following lemma, derived using an edge exposure
martingale, and the fact that a random regular bipartite graph is a good expander.
Lemma 1. Let H = (V1, V2, . . . , Vt ; E) be a random t-uniform, t-partite, ∆-regular
hypergraph with n vertices on each side, drawn from the distribution D. Then with
probability → 1 as n → ∞, for every t sets A1, A2, . . . , At such that Ai ⊂ Vi ,
|E(A1, A2, . . . , At )|
N
≤
t∏
i=1
αi +
√
4 · t3 · ασ(1)
log2(e) ·∆
, (10)
where |Ai | = αi n, and ασ(1) = min αi .
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Proof. We prove this lemma using an edge exposure martingale. Assume w.l.o.g that
ασ(1) = α1. Enumerate the α1 N edges incident with A1, and expose at step i the i th
edge. Define Xi to be the expected size of |E(A1, A2, . . . , At )| given the first i edges. The
variables X0, . . . , Xα1 N form a martingale such that (see Lemma 2 for a proof)
|Xi+1 − Xi | ≤ t,
for all 0 ≤ i < α1 N . Thus by Azuma’s inequality (see [2])
Pr
[
Xα1 N − E[Xα1 N ] > λ
√
α1 N
]
< e
− λ22t2 .
But since Xα1 N = |E(A1, A2, . . . , At )|, and since E[Xα1 N ] =
∏t
i=1 αi · N , we get that
Pr
[
|E(A1, A2, . . . , At )| −
t∏
i=1
αi · N > λ
√
α1 N
]
< e
− λ22t2 .
Setting
λ =
√
4 · n · t3
log2(e)
=
√
4 · N · t3
log2(e) ·∆
,
we get that e−λ2/(2t2) = 2−2nt . The number of possible choices for a t-tuple of sets
A1, . . . , At is (2n)t = 2nt . Therefore, by a union bound we get that as n → ∞, (10)
holds with probability → 1. 
Lemma 2. For sufficiently large N, the edge exposure martingale defined in the proof of
Lemma 1 satisfies
|Xi+1 − Xi | ≤ t .
Proof (Of Lemma 2). Think of the model for random hypergraphs (described in
Section 3), before the identification of the vertices in each cloud. There are N vertices
on each of the t sides, and we denote by ai = |Ai | ·∆ the number of edges incident with
Ai . Therefore, the expected value of |E(A1, A2, . . . , At )| is N ·∏ti=1(ai/N). We would
like to bound the change in this expected value, when an edge is exposed. When the first
edge is exposed, delete all the t vertices incident with it. Calculating |E(A1, A2, . . . , At )|
now is the same as before, with N ′ = N − 1 and a′i = ai − ui , where ui is one if the edge
is incident with Ai and zero otherwise. In other words, |E(A1, A2, . . . , At )| is now
(N − 1) ·
t∏
i=1
ai − ui
N − 1 +
t∏
i=1
ui .
It is thus sufficient to prove that for a sufficiently large N ,
f = N ·
t∏
i=1
ai
N
− (N − 1) ·
t∏
i=1
ai − ui
N − 1 −
t∏
i=1
ui
satisfies | f | ≤ t , for any assignment of 1 ≤ ai ≤ N and ui ∈ {0, 1} for i = 1, 2, . . . , t .
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To prove this we consider two cases separately:
1. All the ui ’s are one. Since f is a multilinear function of the ai , its extrema are
obtained when ai ∈ {1, N}. If a j = 1 for some j , then
f = N ·
t∏
i=1
ai
N
− 1,
and therefore −1 ≤ f ≤ 0. Otherwise, ai = N for all i , and we get that
f = N − (N − 1) − 1 = 0. (11)
2. Not all the ui ’s are one. In this case, let I0 (respectively I1) be the set of i ’s for which
ui = 0 (respectively ui = 1). Again, f is multilinear, and we need only consider
ai ∈ {1, N}. Also, it is easy to see that | f | is maximized when ai = N for all i ∈ I0,
and we can therefore assume that this is the case. If a j = 1 for some j ∈ I1, then
0 ≤ f ≤ 1. Otherwise, all ai = N , and we get that
| f | ≤
∣∣∣∣∣N − (N − 1) ·
(
N
N − 1
)|I0 |∣∣∣∣∣ .
If |I0| = 0, then | f | = 1. Otherwise,
| f | = N ·
∣∣∣∣∣1 −
(
1 + 1
N − 1
)|I0|−1∣∣∣∣∣
= |I0| − 1 + O
(
1
N
)
≤ t − 1 + O
(
1
N
)
. 
Proof (Of Theorem 3). Let  > 0 and t be fixed, and let Ai ⊆ Vi , with |Ai | = αi n, and
ασ(1) ≤ ασ(2) ≤ · · · ≤ ασ(t). Now, if√
4 · t3 · ασ(1)
log2(e) ·∆
≤  · √ασ(1)ασ(2),
then, by Lemma 1, we are done. Otherwise, we know that√
4 · t3
log2(e) ·∆ · 2
>
√
ασ(2) ≥ √ασ(1). (12)
In this case we use the fact that a random ∆-regular bipartite graph is almost surely an
expander (this follows from [4], by taking the base graph to be two vertices with ∆ edges
between them). In particular, the induced graph on Vσ(1) ∪ Vσ(2) is almost surely a good
expander, and satisfies
|E(A1, A2, . . . , At )|
N
≤ ασ(1)ασ(2) + c(∆) · √ασ(1)ασ(2), (13)
where c(∆) → 0 when∆→ ∞.
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Therefore, it is enough to prove
t∏
i=1
αi +  · √ασ(1)ασ(2) ≥ ασ(1)ασ(2) + c(∆) · √ασ(1)ασ(2).
By choosing∆ to be sufficiently large, c(∆) ≤ /2 and, by (12), √ασ(1)ασ(2) ≤ /2. This
guarantees that  · √ασ(1)ασ(2) ≥ ασ(1)ασ(2) + c(∆) · √ασ(1)ασ(2), as required. 
Note 5. It follows from [4], that w.h.p, the second largest eigenvalue (in absolute value) of
a random ∆-regular bipartite graph is O(∆3/4). Therefore in (13), c(∆) = O(∆−1/4). It
is not hard to verify that there is an absolute constant c such that H is a.s. -homogeneous
with  = c · max{t/ 3√∆, 1/ 4√∆}.
7. Proof of Theorem 4: explicit construction of -homogeneous hypergraphs
Recall the construction of the hypergraph H suggested in Section 3. We now prove that
H is indeed 2(t − 1)λ-homogeneous. As before let ∆ = dt−1, and N = ∆n. The proof
relies upon the following lemma:
Lemma 3. For i = 1, . . . , t , let Ai be a subset of Vi , of cardinality |Ai | = αi n. Then
|E(A1, . . . , At )|
N
≤
t∏
i=1
αi ·
t−1∏
i=1
(
1 + λ√
αiαi+1
)
.
Note 6. A similar lemma appears in [1], where all the set sizes are equal. That proof can
be modified to the case of general set sizes. We present a much shorter proof, that yields
only an upper bound, which is sufficient for Theorem 4.
We introduce some notation. Let u =
(
1
n
, . . . , 1
n
)
∈ Rn be the uniform distribution
on the vertices of G. Let Pi ∈ Mn be the matrix corresponding to the projection of row
vectors on the set Ai . That is, for the standard basis vector ev ,
ev Pi =
{
ev v ∈ Ai
0 v /∈ Ai .
For a vector x define x‖ and x⊥ as the parts of x parallel to u and orthogonal to it,
respectively. In other words, we have x = x‖ + x⊥, where x‖ is a scalar multiple of u,
and
∑n
i=1(x⊥)i = 0.
We denote by ‖x‖1 the l1 norm of the vector x , and by ‖x‖ or ‖x‖2 its l2 norm. Also,
recall that M is the normalized adjacency matrix of G, and that λ is its second largest
eigenvalue in absolute value. We will need the following easy fact:
Lemma 4. For all i = 1, . . . , t , and for any vector v ∈ Rn, ‖(vPi )‖‖2 ≤ √αi · ‖v‖2, with
equality holding for vectors that are constant on Ai , and zero elsewhere.
Proof. ‖(vPi )‖‖2 = 1/√n · |∑i∈Ai vi |. Thus, of all vectors v of a given l2 norm,
‖(vPi )‖‖2 is maximized when v is constant on Ai , and 0 on its complement. It is not
difficult to check that for such vectors, ‖(vPi )‖‖2 = √αi · ‖v‖2. 
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We will also need the following inequality:
Lemma 5. For any vector v ∈ Rn,
‖vPi M Pi+1‖2 ≤ (√αiαi+1 + λ)‖v‖2.
Proof. By the triangle inequality,
‖vPi M Pi+1‖2 ≤ ‖(vPi )‖M Pi+1‖2 + ‖(vPi )⊥M Pi+1‖2.
We bound each of the two terms. For the first, since M is invariant on vectors parallel to u,
we have
‖(vPi )‖M Pi+1‖2 = ‖(vPi )‖Pi+1‖2.
By Lemma 4, for vectors v of a given l2 norm, ‖(vPi )‖‖2 is maximal when v is constant
on Ai and zero on its complement. Since ‖(vPi )‖ Pi+1‖2 is monotone increasing in
‖(vPi v)‖‖2, the same is true for ‖(vPi )‖ Pi+1‖2. For such a v, ‖(vPi )‖ Pi+1‖2 = √αiαi+1 ·
‖v‖2, giving, for a general v,
‖(vPi )‖ Pi+1‖2 ≤ √αiαi+1 · ‖v‖2.
For the second term, note that Pi+1 does not increase the norm of a vector, and M decreases
the norm of vectors orthogonal to u by a factor of at least λ. Thus, we have
‖(vPi )⊥M Pi+1‖2 ≤ ‖(vPi )⊥M‖2 ≤ λ · ‖(vPi )⊥‖2 ≤ λ · ‖vPi‖2 ≤ λ · ‖v‖2. 
Proof (Of Lemma 3). Note, first, that
|E(A1, . . . , At )|
N
=
∥∥∥∥∥u P1
t−1∏
i=1
(Pi M Pi+1)Pt
∥∥∥∥∥
1
, (14)
since both sides are equal to the probability that a random walk on the graph, starting with
uniform probability distribution, will be in Ai on step i for i = 1, . . . , t .
For any non-negative vector x ,
‖x‖1 =
∑
j=1,...,n
xi =
∑
i=1,...,n
(x‖)i + (x⊥)i =
∑
j=1,...,n
(x‖)i = n · (x‖)1
= √n · ‖x‖‖2. (15)
Combining Lemmas 4 and 5 with Eqs. (14) and (15), we have
|E(A1, . . . , At )|
N
= √n ·
∥∥∥∥∥(u P1
t−1∏
i=1
(Pi M Pi+1)Pt )‖
∥∥∥∥∥
2
≤ √αt n ·
∥∥∥∥∥u P1
t−1∏
i=1
(Pi M Pi+1)
∥∥∥∥∥
2
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≤ √α1n ·
t−1∏
i=1
(
√
αiαi+1 + λ) · ‖u P1‖2
= √α1αt ·
t−1∏
i=1
(
√
αiαi+1 + λ). 
Proof (Of Theorem 4). Let Ai ⊆ Vi , for i = 1, . . . , t , such that |Ai | = αi n, and let
σ ∈ St be such that ασ(1) ≤ ασ(2) ≤ · · · ≤ ασ(t). If λ ≤ 1/(t − 1)√αiαi+1 for
i = 1, 2, . . . , t , then, by Lemma 3,
|E(A1, . . . , At )|
N
≤
t∏
i=1
αi ·
t−1∏
i=1
(
1 + λ√
αiαi+1
)
≤
t∏
i=1
αi · exp
(
λ ·
t−1∑
i=1
1√
αiαi+1
)
≤
t∏
i=1
αi ·
(
1 + 2λ · (t − 1) · 1√
ασ(1)ασ(2)
)
≤
t∏
i=1
αi + 2λ · (t − 1)√ασ(1)ασ(2),
where the third inequality follows the fact that ex ≤ 1 + 2x , for any 0 ≤ x ≤ 1.
Otherwise, λ > 1/(t − 1)√αiαi+1 for some i . Any edge intersecting A1, . . . , At must
intersect Aσ(1) and Aσ(2) as well. Let H ′ be the restriction of the hypergraph H to Vσ(1)
and Vσ(2). So H ′ is a ∆-regular bipartite graph; assume w.l.o.g. that σ(2) > σ(1), and
write t ′ = σ(2) − σ(1).
Recall that edges in H correspond to length t − 1 paths in the d-regular expander G.
Thus, edges in H ′ correspond to sub-paths of length t ′ in G—for every path of length t −1,
there is an edge in H ′ between the vertex corresponding to the vertex in position σ(1) of
the path and the one corresponding to the vertex in position σ(2). In other words, each path
of length t ′ in G defines an edge in H ′ with multiplicity dt−t ′−1, so the adjacency matrix
of H ′ is
dt−t ′−1 ·
(
0 Mt ′
Mt ′ 0
)
.
Let λ1, . . . , λn be the eigenvalues of M . It is not too difficult to verify that the eigenvalues
of H ′ are ±dt−t ′−1λt ′1 , . . . ,±dt−t
′−1λt ′n . Recall that λ is the normalized second largest
eigenvalue, in absolute value, of G. It follows that λ′ the normalized second largest
eigenvalue of H ′ is λ′ = λt ′ ≤ λ. Then, by Note 1,
|EH (A1, . . . , At )|
N
≤ |EH ′(Aσ(1), Aσ(2))|
N
≤ ασ(1)ασ(2) + λ′ · √ασ(1)ασ(2)
≤ (t − 1 + 1) · λ · √ασ(1)ασ(2)
≤
t∏
i=1
αi + tλ · √ασ(1)ασ(2). 
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Fig. 1. Rate versus relative distance.
8. Rate–distance results
In this section we compare our results with the results of Sipser and Spielman [8]
and of Ze´mor [12]. Since we would like to present the best result known to us, both for
the distance and for the decoding distance, we incorporate the idea of [3] mentioned in
Note 4. Without that improvement for all rates, hypergraph codes have a larger distance
than the corresponding expander codes in [8], and for rates over 0.5, the decoding algorithm
suggested here has a larger decoding distance than the one in [12]. Incorporating [3] makes
the improvement of hypergraph codes less dramatic. But still hypergraph codes give a
better distance for rates above 0.53 and our suggested decoding algorithm provides a better
decoding distance for rates above 0.88.
Let C0 be a linear code satisfying the Gilbert–Varshamov bound (see e.g. [11]) both
as a length k∆ binary code and as a length ∆ code over the alphabet {0, 1}k. Then if
R0 = rate(C0), its relative distances are
δ0 = H−1(1 − R0),
δ′0 = 1 − R0 − o(1),
respectively. The o(1) refers to k tending to infinity, and H is the binary entropy function.
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First we depict in Fig. 1 a graph of the rate versus relative distance, comparing the code
guaranteed by [8], Theorem 19, with the improvement of [3] (which is the same as our
code for t = 2) and the results guaranteed by Eq. (4) above. Following is a table describing
the guaranteed relative distance for various values of the rate and of t .
Rate Gilbert–Varshamov Sipser–Spielman (t = 2) Hypergraph codes
0.0 0.5000 0.0550 0.0550 (t = 2)
0.1 0.3160 0.0423 0.0423 (t = 2)
0.2 0.2430 0.0318 0.0318 (t = 2)
0.3 0.1893 0.0230 0.0230 (t = 2)
0.4 0.1461 0.0160 0.0160 (t = 2)
0.5 0.1100 0.0104 0.0104 (t = 2)
0.6 0.0794 0.0062 0.0068 (t = 3)
0.7 0.0532 0.0032 0.0041 (t = 3)
0.8 0.0311 0.0013 0.0021 (t = 4)
0.9 0.0130 0.0003 0.0007 (t = 4)
The next table compares the decoding distance guaranteed by three decoding algorithms:
that of Spielman, described in [9, Theorem 2.5.4], that of Ze´mor [12], with the
improvement of [3], and the one described herein (5). We only give the interesting part
of the table, where we are able to show an improvement over the other two algorithms.
Note 7. The decoding distance of the algorithm suggested by Spielman in [9] is
Ω(δt/(t−1)0 ). However, because of the constant in the Ω notation, it is better than the
decoding distance of hypergraph codes only for rates extremely close to one.
Rate Spielman Ze´mor (t = 2) Hypergraph codes
0.80 7.20e–0.5(t = 6) 3.25e–04 3.25e–04 (t = 2)
0.82 6.21e–0.5(t = 6) 2.57e–04 2.57e–04 (t = 2)
0.84 5.26e–0.5(t = 6) 1.98e–04 1.98e–04 (t = 2)
0.86 4.36e–0.5(t = 6) 1.47e–04 1.47e–04 (t = 2)
0.88 3.52e–0.5(t = 6) 1.05e–04 1.08e–04 (t = 4)
0.90 2.73e–0.5(t = 6) 7.01e–05 7.99e–05 (t = 4)
0.92 2.01e–0.5(t = 6) 4.30e–05 5.51e–05 (t = 4)
0.94 1.36e–0.5(t = 7) 2.30e–05 3.42e–05 (t = 4)
0.96 7.95e–0.6(t = 7) 9.55e–06 1.88e–05 (t = 6)
0.98 3.20e–0.6(t = 7) 2.15e–06 6.96e–06 (t = 8)
9. Open problems and some thoughts
• The crucial hypergraph property needed for the results in this paper is that the number
of edges spanning t sets of vertices, one at each side, is as expected at random, plus
an error term. Theorems 3 and 4 guarantee an error term of  ·√α1α2 (where α1 and
α2 are the relative sizes of the two smallest sets). In both cases, if the sets are not too
small, one can get a better error term. On the other hand, for small sets, this error
term is tight. Can an expression be given for it, that is tight for all set sizes?
• Lemma 3 provides an error term of  · √∏αi as long as the set sizes are not too
small. It is not hard to conclude that the potential function, α(t), decreases rapidly
with t while α(t) is not too small. More precisely, as long as α(t) is bigger than
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some arbitrarily small constant, α(t) < (α(t−1))c for some constant c > 1. Can this
be used to obtain a decoding algorithm that runs in sub-logarithmic parallel time?
The obstacle is in correcting an arbitrarily small (constant) portion of erroneous bits.
This seems to be an inherent problem with the analysis done here, as can be seen by
setting the erroneous bits to be a ball of logarithmic radius in the underlying Tanner
graph.
• In the context of expander codes based on Tanner graphs, our decoding algorithm,
can be described as follows: Initially, each “variable” vertex propagates its bit to the
edges. Then, iteratively, each “constraint” vertex decodes the word on its edges, and
each edge updates its bit value to the majority value of the other edges sharing its
“variable” vertex. It is interesting to understand how this algorithm performs on a
general Tanner graph.
• As observed in Note 5, as n tends to infinity, a random ∆-regular t-partite random
hypergraph is a.s. -homogeneous for  = Ω(max{t/ 3√∆, 1/ 4√∆}). Can this be
improved? Recall that for t = 2,  = Ω(1/√∆). Furthermore, the explicit
construction of Section 7 only guarantees  = Ω(t ·∆−1/2(t−1)). Can it be improved?
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