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ON QUANTIZATION OF QUASI-LIE BIALGEBRAS
SˇTEFAN SAKA´LOSˇ AND PAVOL SˇEVERA
Abstract. We modify the quantization of Etingof and Kazhdan so that it
can be used to quantize quasi-Lie bialgebras.
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1. Introduction
Quasi-bialgebras were introduced by Drinfeld in [1] as a generalization of bial-
gebras in such a way that the corresponding category of modules would still be a
monoidal category. An additional structure of a quasi-triangular quasi-bialgebra
produces a braided monoidal category in a similar way. Drinfeld also introduced
quasi-Hopf universal enveloping algebras as deformations of universal enveloping
algebras of Lie algebras in the category of quasi-bialgebras, and quasi-Lie bialgebras
as their classical limits. In the subsequent paper [2] he introduced associators as a
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way to quantize a Lie bialgebra g together with an invariant element t ∈ S2g into
a quasi-triangular quasi-bialgebra.
Etingof and Kazhdan [4] used Drinfeld’s results to quantize an arbitrary Lie
bialgebra into a quantum enveloping algebra. Their method is explicit (depending
on a choice of a Drinfeld associator).
The natural question of quantization of quasi-Lie bialgebras was addressed by
Enriquez and Halbout in [3]. Their methods are quite different — they compare
the cohomologies of the prop of quasi-Lie bialgebras with those of the prop of Lie-
bialgebras in order to reduce their problem to the one already solved by Etingof
and Kazhdan.
We propose a more direct approach to the same problem based on an adjustment
of the methods of Etingof and Kazhdan. We describe our construction in detail in
Section 2 and compare it with the (slightly reformulated) quantization of Etingof
and Kazhdan. The main difference is that we need to replace a certain free mod-
ule with a projective module and use the fact that projections can be explicitly
deformed.
2. Our construction in a nutshell
In this section we describe our quantization of quasi-Lie bialgebras almost com-
pletely. We omit the discussion of topologies and all the continuity requirements;
we leave them, together with basic definitions and all the proofs, to the rest of the
paper. This section is, however, sufficient for obtaining explicit formulas (depend-
ing on a choice of a Drinfeld associator Φ). We shall also compare our method with
Etingof-Kazhdan quantization of Lie bialgebras.
Let g be a quasi-Lie bialgebra. Our task is to define explicitly a quasi-bialgebra
U~g deforming the bialgebra Ug. It is done in two steps:
(1) We construct a monoidal category A Φ which is a deformation of the cate-
gory of Ug-modules (A Φ is morally the category of U~g-modules)
(2) We construct an object C of A Φ (morally, C is U~g as its own module)
together with morphisms C → C ⊗ C and C → 1, making Hom(C, ·) to a
quasi-monoidal functor. These morphisms make the algebra Hom(C,C) to
a quasi-bialgebra. We shall find an explicit isomorphism of vector spaces
Hom(C,C) ∼= Ug and set
U~g = Hom(C,C).
Let us now describe the two steps in some detail.
Step 1. Let (p, g) be the Manin pair corresponding to the quasi-Lie bialgebra g.
We shall encode the category of Ug-modules into the category P of Up-modules as
follows. Let
A = HomUg(Up,K),
where K is the base field (A is roughly the algebra of functions on the homogeneous
space P/G). A is a commutative algebra object in the category P of Up-modules.
The category of Ug-modules is equivalent to the category A of A-modules in P
via the co-induction functor
♥ :M 7→ HomUg(Up,M).
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If X is a Up-module and X↓UpUg is X seen as a Ug-module, then
♥(X↓UpUg) ∼= X ⊗A
is a free A-module. For any Up-modules X and Y we have therefore bijections
(2.1) HomUg(X,Y ) ∼= HomA(X ⊗A, Y ⊗A) ∼= HomUp(X,Y ⊗A).
The category AFree of free A-modules in P is equivalent to the category whose
objects are Up-modules and morphisms are Ug-equivariant maps.
Any Drinfeld associator Φ can be used to change the associativity constraint
and the braiding in P. We shall denote the resulting braided monoidal category
by PΦ. Let us recall that as categories,
PΦ = P;
only the braided monoidal structure is changed. The algebra A (with its original
product A⊗A→ A) remains a commutative associative algebra object in PΦ. Let
A Φ be the category of A-modules in PΦ.
Since A is a commutative algebra in PΦ, the category A Φ is monoidal. Let
us describe explicitly its subcategory A ΦFree of free A-modules, i.e. of A-modules in
PΦ of the form X ⊗A, where X is a Up-module. As in (2.1) we have bijections
(2.2) HomAΦ(X ⊗A, Y ⊗A) ∼= HomUp(X,Y ⊗A) ∼= HomUg(X,Y ).
The categories AFree and A ΦFree have the same objects. Using the identifications
(2.1) and (2.2) we can say that they also have the same morphisms. The composition
of morphisms is, however, different: The composition in A ΦFree
HomUp(X,Y ⊗A)×HomUp(Y, Z ⊗A)→ HomUp(X,Z ⊗A)
is given by the diagram in PΦ
f
X
Y A
◦ g
Y
Z A
=
f
g
X
Z A
Notice that this composition depends on the Drinfeld associator Φ, which appears
in the re-bracketing (Z⊗A)⊗A→ Z⊗ (A⊗A). The composition in AFree is given
by the same diagram, but seen in P.
The tensor product of objects in A ΦFree is the same as in AFree:
(X ⊗A)⊗A Φ (Y ⊗A) = (X ⊗ Y )⊗A.
The tensor product of morphisms in A ΦFree
HomUp(X,Y ⊗A)×HomUp(Z,W ⊗A)→ HomUp(X ⊗ Z, (Y ⊗W )⊗A)
is given by the diagram in PΦ
f
X
Y A
⊗AΦ g
Z
W A
=
f g
X Z
Y W A
and again depends on Φ.
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The object C ∈ A Φ we define below is, unfortunately, not a free A-module in
PΦ. It is, however, a projective module, i.e. a direct summand in a free module.
Let us describe explicitly the monoidal categories AProj and A ΦProj of projective
A-modules in P and in PΦ.
The category AProj is equivalent (via the functor ♥) to the category of Ug-
modules which are direct summands in Up-modules, or equivalently, to the category
with objects
(2.3) (X, p), X ∈ P, p ∈ HomUg(X,X) such that p ◦ p = p
and with morphisms
f : (X, p)→ (Y, q), f ∈ HomUg(X,Y ) such that f = q ◦ f ◦ p.
If p : X → X is as in (2.3) then certainly
♥(p) ◦A ♥(p) = ♥(p),
however, in general,
♥(p) ◦AΦ ♥(p) 6= ♥(p).
Fortunately, we can deform ♥(p) to get a projection in A Φ: Let a = 2p − 1 (so
that a ◦ a = 1), let a˜ = ♥(a) understood as a morphism in A ΦFree, and let
pΦ = (aΦ + 1)/2,
where
aΦ = a˜(a˜2)−1/2.
Then pΦ : X ⊗A→ X ⊗A is an idempotent in A ΦFree (as (aΦ)2 = 1).
Using the correspondence
(2.4a) (X, p) 7→ (X ⊗A, pΦ)
we identify the objects in AProj with the objects in A ΦProj.
1 We also identify mor-
phisms via
(2.4b) (f : X → Y, f = q ◦ f ◦ p) 7→ (fΦ := qΦ ◦ ♥(f) ◦ pΦ : X ⊗A→ Y ⊗A).
This makes the category A ΦProj (together with its monoidal structure) fully explicit.
Step 2. Suppose that C is an object in a linear monoidal category, for example in
A Φ, and that we have have a strong quasi-monoidal structure on the functor
(2.5) Hom(C, ·).
This means that we have morphisms ǫ : C → 1 and N : C → C ⊗ C, satisfying the
following conditions: For any objects S, T , the composition
δS,T : Hom(C, S) ⊗Hom(C, T ) ⊗−→ Hom(C ⊗ C, S ⊗ T ) ◦N−−→ Hom(C, S ⊗ T )
is a bijection,
(2.6) (id⊗ ǫ) ◦ N = (ǫ⊗ id) ◦ N = id,
and
Hom(C, 1) = Kǫ.
1More precisely, we should define A ΦProj as the category, where objects are pairs (X, π), where
X is a Up-module and π : X ⊗ A → X ⊗ A a projection in A Φ; the image of π is our projective
A-module in PΦ.
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In this case, the algebra
H = Hom(C,C)
has a unique quasi-bialgebra structure, such that the functor (2.5), understood as
a functor to the category of H-modules, is strongly monoidal, with the monoidal
structure given by the morphisms δS,T . In particular, if B is a quasi-bialgebra, we
take the (monoidal) category of B-modules, and set C = B, N = ∆B and ǫ = εB,
then H = B.
Explicitly, the coproduct
∆ : H → H ⊗H
is given by the composition
H = Hom(C,C)
◦N−−→ Hom(C,C ⊗ C) δ
−1
C,C−−−→ Hom(C,C)⊗ Hom(C,C) = H ⊗H.
The associator ΦH ∈ H ⊗H ⊗H is the image of 1⊗ 1⊗ 1 under
H ⊗H ⊗H δC,C⊗id−−−−−→
Hom(C,C ⊗ C)⊗H δC⊗C,C−−−−−→ Hom(C, (C ⊗ C)⊗ C) γC,C,C◦−−−−−→
Hom
(
C,C ⊗ (C ⊗ C)) δ−1C,C⊗C−−−−−→ H ⊗Hom(C,C ⊗ C)
id⊗δ−1
C,C−−−−−→ H ⊗H ⊗H,
where γC,C,C : (C ⊗C)⊗C → C ⊗ (C ⊗C) is the associativity constraint. Finally,
the counit
ε : H → K
is given by
f ◦ ǫ = ε(f)ǫ.
Our task is to construct (C,N, ǫ) in the monoidal category A Φ, together with
an isomorphism
(2.7) Hom(C,C) ∼= Ug
of vector spaces. Notice that if we use the category A instead, which is equivalent
to the category of Ug-modules via the functor ♥, then
C = ♥(Ug), N = ♥(∆Ug), ǫ = ♥(εUg)
gives H = Ug as a bialgebra. We need to find a suitable replacement for ♥(Ug)
in A Φ. A natural approach is to make Ug to a Up-module, or at least to a direct
summand of a Up-module, since then C = ♥(Ug) can be seen as an object of A ΦFree
or of A ΦProj and (2.7) holds.
Let us first construct (C,N, ǫ) in the case when g is a Lie bialgebra. In that case
H = U~g will be the bialgebra constructed by Etingof and Kazhdan. The bijection
Ug ∼= Up/(Up)g∗
(given by the inclusion Ug ⊂ Up) makes Ug to a Up-module, and we define C to be
the free A-algebra in PΦ
C = Ug⊗A = ♥(Ug).
We also set
N = ♥(∆Ug), ǫ = ♥(εUg),
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where ∆Ug and εUg are the coproduct and the counit of the (cocommutative) bial-
gebra Ug.
By (2.2) we have a bijection
H = HomAΦ(C,C) ∼= HomUg(Ug,Ug) = Ug
so we indeed defined a new quasi-bialgebra (actually bialgebra, due to co-associativity
of N) structure on Ug. This is a slight reformulation of the quantization of Etingof
and Kazhdan.
Let us now suppose again that g is a quasi-Lie bialgebra. The basic problem
is that in this case we can’t extend the Ug-action (by multiplication) on Ug to a
Up-action, hence we can’t take for C a free A-module. We shall, however, be able
to find a C which is a projective A-module. Namely, let
Q = ♥(Ug) = HomUg(Up,Ug),
understood as a Up-module. We have a surjection π : Q = HomUg(Up,Ug) → Ug
given by f 7→ f(1). If we choose a f0 ∈ Q such that f0(1) = 1, then
ι : Ug→ Q, z 7→ z · f0
is a (one-side) inverse of π. In this way we can see Ug as a direct summand in the
Up-module Q, i.e. we can replace it by the pair
(Q, p = ι ◦ π).
A convenient f0 can be constructed as follows. As a vector space,
p = g⊕ g∗,
which gives an isomorphism of vector spaces
Ug⊗ Sg∗ → Up,
namely z ⊗ x 7→ z σ(x), where σ : Sg∗ → Up is the symmetrization map. The
projection f0 : Up ∼= Ug⊗ Sg∗ → Ug is defined by sending S>0g∗ to 0.
We thus set (see (2.4))
C = (Q⊗A, pΦ), N = pΦ ⊗ pΦ ◦∆Ug ◦ pΦ, ǫ = εUgΦ.
Unfortunately, Equation (2.6) is not satisfied, which means that HomA Φ(C,C) is a
quasi-bialgebra with a weak counit. This defect can be easily repaired by a twist.
Namely, let
N
′ = (r−1 ⊗ s−1) ◦ N
where
r = (ǫ⊗ 1) ◦N, s = (1⊗ ǫ) ◦ N.
Then the triple
(C,N′, ǫ)
satisfies all the requirements and we set
(2.8) U~g = HomA Φ(C,C).
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Remarks.
(1) If g is finite-dimensional then we can replace the coinduction ♥ with the
induction
M 7→ Up ⊗Ug M,
the algebra A with the coalgebra
Up ⊗Ug K = Up/(Up)g
and the Up-module Q with Up. In this case we don’t need to use any
topologies.
(2) While it is clear that U~g is a deformation of Ug, we should verify that its
first order part is given by the quasi-Lie bialgebra structure on g. To do it
we repeat the idea of Etingof and Kazhdan. The functor
F : PΦ → V
(where V is the category of vector spaces), given by
F (X) = HomA Φ(C,X ⊗A),
is naturally isomorphic to the forgetful functor. Both F and the forgetful
functor are quasi-monoidal, but with different quasi-monoidal structures.
In this way we get two quasi-triangular quasi-bialgebra structures on the
representing object Up, differing by a twist. One of them is the standard
quasi-bialgebra structure coming from Φ, while the other is such that Up
contains U~g as a sub-quasi-bialgebra. We compute the classical part of
the twist and show that we get the classical twist of p which makes g to a
sub-quasi-Lie bialgebra.
3. Notation
Some general notations:
• ⊲, ⊳ denote left and right actions. E.g. if g is a Lie algebra and M its left
module, x ∈ g, m ∈M then x ⊲ m denotes x applied to m.
• ⊂os and ⊂bs mean “is an open vector subspace of” and “is a bounded vector
subspace of” (Definition A.14).
• ⊗ˆ is the completed tensor product (Appendix A.2). It turns V cpl into a
symmetric monoidal category.
• HomCUg, HomCK denote spaces of continuous Ug-linear or K-linear maps
equipped with the strong topology.
The quasi-Lie bialgebras and some elements that we use:
• (g, δ, ϕ) the quasi-Lie bialgebra over K we want to quantize.
• ei a basis of g and ei the dual basis
• (p, δp, ϕp) the “double” quasi-Lie bialgebra of g defined in Section 4.6.
• t the invariant element of S2p. Section 4.6.
The categories:
• C a general category. Hom-sets are denoted by HomC (X,Y ) or by C (X,Y ).
• Split(C ) is the Karoubi envelope of a category C . Section 7.1.
• V ,V top,V cpl,V haus — vector spaces, topological vector spaces, complete
topological vector spaces and Hausdorff topological vector spaces. Appen-
dix A.
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• V ~-cpl
K[[~]] and V
cpl
K[[~]] — category of topological K[[~]]-modules that are ~-
complete and the category of complete K[[~]]-modules. Appendix E.
• G , P— equicontinuous left g-modules and equicontinuous left p-modules
(Section 8.1).
• A ,F — right A-modules and free right A-modules in P (Section 8.6).
There is an obvious fully-faithful functor F → A .
• P~ —category with the same objects asP but with hom-setsP~(M,N) :=
P(M,N)[[~]]. See Section 10.
• F~ — the same construction applied to F . Equivalently, the category of
free right A-modules in P~.
• PΦ
~
— the same category as P~ but with the braiding and associativ-
ity isomorphism “quantized” using a Drinfeld associator Φ as described in
Section 11.1.
• FΦ
~
— right free A-modules in PΦ
~
(Section 11.2).
The functors:
• forg−−→ denotes forgetful functors. Possibly non-obvious P~ forg−−→ V cplK[[~]] is
defined in Section 10.
• ♥ : G → P :M 7→ ♥M := HomCUg(Ud,M). See Section 8.2.
• By ♥˜ : G → A we denote ♥ when we want to stress that it goes to A .
Section 8.7.
• hsomething is the functor represented by something (Section 7).
• h : F → V cpl the functor represented by (Q ⊗ˆ A, p) ∈ Split(F ) (Section
9.5). We denote by the same letter also the functor h : F~ → V cplK[[~]]
represented by (Q ⊗ˆA, p) ∈ Split(F~).
• hΦ : FΦ
~
→ V cpl
K[[~]] the functor represented by (Q ⊗ˆ A, pΦ) ∈ Split(FΦ~ ).
Section 11.6.
Important objects
• A = ♥K is a commutative algebra in P (Section 8.3).
• C ∈ ob(G ) is Ug as its own module by left multiplication.
• Q = ♥C ∈ ob(P). It is useful, because the coalgebra ♥˜C in A represent-
ing h is a direct summand of Q⊗A. Section 9.
Important maps:
• πM : ♥(M)→M a natural epimorphism in G defined for M ∈ G by
πM : Hom
C
Ug(Ud,M)→M : s 7→ s(1) .
In particular we have an epimorphism πC : Q→ C in G .
• We also denote εA := πK : A → K. It is an augmentation on A if we
consider A as an algebra in G . It is however not a morphism in P. Section
8.5. On pictures, we denote εA by
A
.
• ιC ∈ G (C,Q) and s0 ∈ Q. Since C is a free one-dimensional Ug-module
one can choose a right inverse ιC : C → Q of πC : Q→ C just by specifying
an element s0 = ιC(1) ∈ Q. Our choice of s0 is described in Section 9.3.
On our pictures, we denote the element s0 ∈ Q (regarded as a linear map
K → Q) as
Q
.
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• Projection2 p ∈ A (Q ⊗ˆ A,Q ⊗ˆ A). The composition ιC ◦ πC : Q → Q is
a projection in G with image C. Applying ♥˜ and composing with isomor-
phism Q ⊗ˆ A ∼= ♥˜Q (which we get from Theorem 8.5 part (2)) we get a
projection in A
p : Q ⊗ˆA ∼=−→ ♥˜Q ♥˜(ιC◦πC)−−−−−−→ ♥˜Q ∼=−→ Q ⊗ˆA.
This enables us to see ♥˜C as an object (Q ⊗ˆA, p) in Split(F ). Details in
Section 9.
• ∆ ∈ G (C,C ⊗ˆ C), ε ∈ G (C,K) is the coalgebra structure on C ∈ ob(G )
coming from the bialgebra structure on Ug.
• ∆Q ∈ F (Q ⊗ˆ A,Q ⊗ˆ Q ⊗ˆ A), εQ ∈ F (Q ⊗ˆ A,A) is a coalgebra structure
on (Q ⊗ˆ A, p) in Split(F ). We get it as follows: C is a coalgebra in G , so
♥˜C is a coalgebra in A . We see ♥˜C ∈ A as (Q ⊗ˆ A, p) ∈ Split(F ) and
thus get a coalgebra structure on (Q ⊗ˆA, p). Section 9.
• Projection pΦ ∈ FΦ
~
(Q ⊗ˆA,Q ⊗ˆA). One can regard p ∈ F~(Q ⊗ˆA,Q ⊗ˆA)
as a morphism in FΦ
~
(Q ⊗ˆA,Q ⊗ˆA) although there it does not necessarily
satisfy p ◦ p = p. To force this condition, we use Lemma 11.4 and get a
projection pΦ ∈ FΦ
~
(Q ⊗ˆA,Q ⊗ˆA). Section 11.4.
• ∆′Q ∈ FΦ~ (Q ⊗ˆ A, (Q ⊗ˆ A) ⊗A (Q ⊗ˆ A)), ε′Q ∈ FΦ~ (Q ⊗ˆ A,Q ⊗ˆ A) are an
attempt to get a quasi-coalgebra structure on (Q ⊗ˆ A, pΦ) in Split(FΦ
~
).
See the formulas (11.3).
• r, s ∈ FΦ
~
(Q ⊗ˆA,Q ⊗ˆA) defined by the formulas (11.5) measure the failure
of ε′Q to be a counit for ∆
′
Q as in Lemma 11.11.
• ∆ΦQ ∈ FΦ~ (Q ⊗ˆA, (Q ⊗ˆA)⊗A (Q ⊗ˆA)), εΦQ ∈ FΦ~ (Q ⊗ˆA,Q ⊗ˆA) defined by
(11.6) give a quasi-coalgebra structure on (Q ⊗ˆ A, pΦ) ∈ Split(FΦ
~
). (See
also Lemma 11.11.)
• m 7→ mˆ : M → h(M ⊗ˆ A) is a natural isomorphism between P forg−−→ V cpl
and P
⊗ˆA−−−→ F h−→ V cpl. It is a composition of isomorphisms
M
∼=−→ G (C,M) ♥˜−→
∼=
A (♥˜C, ♥˜M) ∼=−→ Split(F )
(
(Q ⊗ˆA, p),M ⊗ˆA
)
where the first map assigns to m ∈M a G -morphism C →M : 1 7→ m and
the last map uses the isomorphisms ♥˜C ∼= (Q ⊗ˆA, p) and ♥˜M ∼=M ⊗ˆA.
See Notation 9.5.
One can also regard m 7→ mˆ as an isomorphism between P~ forg−−→ V cplK[[~]]
and P~
⊗ˆA−−−→ F~ h−→ V cplK[[~]].
• α : m 7→ mˆΦ = mˆ ◦FΦ
~
pΦ : M → hΦ(M ⊗ˆ A) is a natural isomorphism
between PΦ
~
forg−−→ V cpl
K[[~]] and P
Φ
~
⊗ˆA−−−→ FΦ
~
h−→ V cpl
K[[~]]. Section 11.6.
4. Quasi-bialgebras
For the convenience of the reader we gather here some results of Drinfeld from
[1].
2By “projection” we want to say here that p ◦ p = p.
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Definition 4.1. A quasi-bialgebra is an associative algebraH together with algebra
morphisms ∆ : H → H ⊗H ; ε : H → K and an invertible element Φ ∈ H ⊗H ⊗H
satisfying
(id⊗∆) ◦∆(a) = Φ · [(∆⊗ id) ◦∆(a)] · Φ−1(4.1)
(id⊗ id⊗∆)(Φ) · (∆⊗ id⊗ id)(Φ) = (1⊗ Φ) · (id⊗∆⊗ id)(Φ) · (Φ⊗ 1)(4.2)
(ε⊗ id) ◦∆ = id ; (id⊗ ε) ◦∆ = id(4.3)
(id⊗ ε⊗ id)Φ = 1⊗ 1(4.4)
4.1. Quasi-triangular structure. R-matrix is an invertible element R ∈ H ⊗H
satisfying3
∆op(a) = R ·∆(a) ·R−1 , ∀a ∈ A(4.5)
(∆⊗ id)(R) = Φ312 · R13 · (Φ132)−1 · R23 · Φ(4.6)
(id⊗∆)(R) = (Φ231)−1 · R13 · Φ213 ·R12 · Φ−1(4.7)
4.2. Twisting. Given an invertible elements F ∈ H ⊗H satisfying
(id⊗ ε)F = 1 = (ε⊗ id)F
we get a new quasi-bialgebra structure on the algebra H by keeping the same ε and
replacing ∆, Φ and R (if the original was quasi-triangular) by
∆˜(a) = F ·∆(a) · F−1 , ∀a ∈ A(4.8)
Φ˜ = F 23 · (id⊗∆)(F ) · Φ · (∆⊗ id)(F−1) · (F 12)−1(4.9)
R˜ = F 21 · R · F(4.10)
Next we recall what are the corresponding classical notions.
4.3. Quasi-Lie bialgebras. A quasi-Lie bialgebra is a triple (g, δ, ϕ) where
• g is a Lie-algebra;
• δ is a 1-cocycle δ : g→ ∧2 g;
• ϕ ∈ ∧3 g
satisfying the following equations4
1
2
Alt(δ ⊗ id)δ(x) = [x⊗ 1⊗ 1 + 1⊗ x⊗ 1 + 1⊗ 1⊗ x, ϕ] ∀x ∈ g ;(4.11)
Alt(δ ⊗ id⊗ id)(ϕ) = 0 .(4.12)
4.4. Twisting of quasi-Lie bialgebras. Let (g, δ, ϕ) be a quasi-Lie bialgebra
and f ∈ ∧2 g. We get a new quasi-Lie bialgebra structure (g, δ˜, ϕ˜) on the same Lie
algebra g by taking
δ˜(x) := δ(x) + [x⊗ 1 + 1⊗ x, f ] ;(4.13)
ϕ˜ = ϕ+
1
2
Alt(δ ⊗ id)f − CY B(f)(4.14)
where
CY B(f) := [f12, f13] + [f12, f23] + [f13, f23]
is the left hand side of the classical Yang-Baxter equation.
3(a ⊗ b⊗ c)312 = b⊗ c⊗ a
4Alt : g⊗n → g⊗n : x1 ⊗ . . .⊗ xn 7→
∑
σ∈Sn
sgn(σ) · xσ(1) ⊗ . . .⊗ xσ(n), so we don’t divide by
n!.
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4.5. Quasi-Hopf QUE algebras. Quasi-Hopf QUE5 algebra is a topological quasi-
bialgebra (A,∆, ε,Φ) over K[[~]] s.t.
(1) Φ ≡ 1 mod ~;
(2) A/~A is a universal enveloping algebra;
(3) A is a topologically free K[[~]]-module;
(4) Alt Φ ≡ 0 mod ~2.
We twist as in the section (4.2) by elements F that satisfy also F ≡ 1 mod ~. One
can see that Alt Φ ≡ 0 mod ~2 is preserved under twisting.
Theorem 4.2. Let (A,∆, ε,Φ) be a quasi-Hopf QUE algebra and A/~A = Ug.
(1) By twisting one can achieve Φ ≡ 1 mod ~2.
(2) If we assume Φ ≡ 1 mod ~2 then we get on g a structure of a quasi-Lie
bialgebra by taking
• ϕ := 1
~2
· Alt(Φ) mod ~,
• δ(x) := 1
~
(
∆(x) −∆op(x)).
(3) If we twist (A,∆, ε,Φ) by F into (A, ∆˜, ε˜, Φ˜) while keeping Φ ≡ Φ˜ ≡ 1
mod ~2 then the quasi-Lie bialgebra (g, δ˜, ϕ˜) corresponding to (A, ∆˜, ε˜, Φ˜)
can be obtained from (g, δ, ϕ) by twisting via
f = − 1
~
· Alt(F ) mod ~ .
.
Theorem 4.3. Let (A,∆, ε,Φ, R) be a quasi-triangular quasi-Hopf QUE algebra,
A/~A = Ug. Denote
t :=
1
~
· (R21 ·R − 1) mod ~ ∈ Ug⊗ Ug .
Then
(1) t is a symmetric g-invariant element of g ⊗ g and does not change under
twists.
(2) By twisting of (A,∆, ε,Φ, R) one can achieve that we have both
• R−1
~
≡ t2 mod ~;
• Φ ≡ 1 mod ~2.
In that case one has
(a) 1
~2
Alt(Φ) ≡ 14 [t12, t23] mod ~;
(b) ∆ ≡ ∆op mod ~2.
Definition 4.4. Let g be a Lie algebra and t ∈ g ⊗ g a symmetric g-invariant
element. We can define on g a quasi-Lie bialgebra structure by taking
δ := 0 ; ϕ :=
1
4
[t12, t23] = −1
4
CY B(t, t) .
We call it the quasi-Lie bialgebra associated to the pair (g, t).
5QUE = quantum universal enveloping
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4.6. Double quasi-Lie bialgebra. For a quasi-Lie bialgebra (g, δ, ϕ) we form a
topological6 vector space p := g⊕ g∗ and take the unique Lie bracket [, ]p satisfying
the following properties:
(1) [, ]p restricted to g⊗ g is [, ]g.
(2) If we regard δ and ϕ as maps (see the claim D.6)
δ : g∗ ⊗ˆ g∗ → g∗; ϕ : g∗ ⊗ˆ g∗ → g
then [, ]p restricted to g
∗ ⊗ g∗ is equal to δ + ϕ.
(3) The canonical scalar product on p given by the pairing between g and g∗
is an invariant scalar product on the Lie algebra (p, [, ]p).
We choose a vector space basis {ei} of g and denote the dual basis7
{
ei
}
. We
denote the “structural constants” of (g, δ, ϕ) as follows
[ei, ej] = c
k
ijek; δ(ei) = δ
jk
i ej ⊗ ek; ϕ = ϕijkei ⊗ ej ⊗ ek .
The bracket on p is then given by the formulas
[ei, ej ]p = c
k
ijek; [e
i, ej]p = δ
ij
k e
k − ϕijlel;
[ei, e
j]p = c
j
kie
k + δjli el; [e
i, ej ] = −cikjek − δilj el .
We denote the inverse of the invariant scalar product on p by t. That is
t := ei ⊗ ei + ej ⊗ ej ∈ p ⊗ˆ p
is a symmetric p-invariant element of p⊗ˆp. Using it, we equip p with the associated
quasi-Lie bialgebra structure as in the definition 4.4. Note that g is not a sub-quasi-
Lie-bialgebra of p because the cobracket is trivial on p but possibly not on g.
Lemma 4.5. Let p′ be the quasi-Lie bialgebra that we get from p via twisting by
f :=
1
2
(ei ⊗ ei − ej ⊗ ej) .
Then g is a sub-quasi-Lie-bialgebra of p′.
Proof. First we show that g is closed under the cobracket δp′ and that the restriction
δp′ |g = δ. Let r = ei ⊗ ei = t/2 + f . From (4.13) we have
δp′(ei) = δp(ei) + [ei ⊗ 1 + 1⊗ ei, f ] = 1
2
[ei ⊗ 1 + 1⊗ ei, r − rop] =
=
1
2
(
[ei ⊗ 1 + 1⊗ ei, r]− [ei ⊗ 1 + 1⊗ ei, r]op
)
[ei ⊗ 1 + 1⊗ ei, r] = [ei ⊗ 1 + 1⊗ ei, ej ⊗ ej ] =
=
[ei, ej]⊗ ej = ckijek ⊗ ej
+ej ⊗ [ei, ej] = cjkiej ⊗ ek + δjli ej ⊗ ej
= δ(ei)
Next we want to show that ϕp′ = ϕ. By the formula (4.14) (using that δp = 0)
we have
ϕp′ = −CY B(t/2)− CY B(f) = −CY B(t/2 + f) = −CY B(r).
6We equip g with the discrete and g∗ with the corresponding strong topology (see the subsection
A.4).
7Elements of g∗ are expressed as possibly infinite linear combinations of
{
ei
}
. We understand
such infinite sums in topological sense.
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The middle equality follows from the identity [t12, x1 + x2] = 0 for every x ∈ p
(invariance of t), which, together with the skew-symmetry of f , implies that the
mixed term
[t12, f13] + [t12, f23] + [t13, f23] + [f12, t13] + [f12, t23] + [f13, t23]
vanishes.
We have
− φp′ = CY B(r, r) = [r12, r13] + [r12, r23] + [r13, r23]
= [ei, ej ]⊗ ei ⊗ ej + ei ⊗ [ei, ej]⊗ ej + ei ⊗ ej ⊗ [ei, ej ]
= ckijek ⊗ ei ⊗ ej + (cijkei ⊗ ek ⊗ ej − δikj ei ⊗ ek ⊗ ej)
+ (δijk ei ⊗ ej ⊗ ek − φijkei ⊗ ej ⊗ ek)
= −φijkei ⊗ ej ⊗ ek = −φ,
as we wanted to show. 
5. From categories to quasi-bialgebras
We assume that all our categories have strict unit objects. By V we denote the
category of vector spaces but the assertions of this section hold also if we replace
V by V cpl or V cpl
K[[~]] and ⊗ by ⊗ˆ.
Definition 5.1. A functor F : C → D between two monoidal categories is a
quasi-monoidal functor if it is equipped with D-morphisms
λ0 : ID → F (IC ) and λM,N : FM ⊗ FN → F (M ⊗N)
natural in M,N ∈ ob(C ), such that the following diagrams commute:
(5.1)
FM ⊗ F (IC ) F (M ⊗ IC )
FM ⊗ ID FM
λM,I
idFM ⊗ λ0 =
=
F (IC )⊗ FM F (IC ⊗M)
ID ⊗ FM FM
λI,M
λ0 ⊗ idFM =
=
The functor F will be called strong quasi-monoidal, if the maps λ0 and λM,N
are isomorphisms.
Lemma 5.2. Let C be a monoidal category and F : C → V a strong quasi-
monoidal functor with the property that the obvious algebra homomorphism8
(5.2) Θ :
(
End(C
F−→ V )
)⊗k
−→ End (C×k F×k−−−→ V ×k ⊗−→ V )
is an isomorphism ∀k. Then End(F ) is a quasi-bialgebra. If C is braided, then
End(F ) becomes a quasi-triangular quasi-bialgebra.
8Note that this homomorphism does not depend on the monoidal structure of C and F , just
on F as a functor.
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Proof. The composition ◦ turns End(F ) into an algebra. We want to get the other
parts of the bialgebra structure.
The monoidal structure on F consists of maps λM,N : F (M)⊗F (N)
∼=−→ F (M ⊗
N) and λ0 : F (I)→ K where I ∈ ob(C ) and K ∈ ob(V ) are the unit objects. Let’s
denote by ∗ the category having just one object and one morphism and by
ιI : ∗ → C and ιK : ∗ → V
the functors mapping the unique object of ∗ to I and K respectively. One can now
regard both λM,N and λ0 as natural transformations:
9
C × C C
V × V V
⇒λ ∼=
⊗
F × F F
⊗
∗ C
∗ V
⇒λ0 ∼=
ιI
= F
ιK
Given α ∈ End(F ), we can define
∆(α) ∈ End(C × C F×F−−−→ V × V ⊗−→ V ) ∼= End(F )⊗ End(F )
ε(α) ∈ End(ιK) ∼= K
as the following compositions of natural transformations:
C × C
V × V C V × V
V
⇒λ ⇒λ−1
⇒α
⊗F × F F × F
⊗
F F
⊗
∗
∗ C ∗
V
⇒λ0 ⇒λ
−1
0
⇒α
ιI= =
ιK
F F
ιK
It’s obvious that ∆ and ε are homomorphisms of algebras — they are just compo-
sitions of algebra homomorphisms
∆ : End(F )→ End(F ◦ ⊗)→ End (⊗ ◦(F × F )) Θ−1−−−→ (End(F ))⊗2
ε : End(F )→ End(F ◦ ιI)→ End(ιK) ∼= K.
9In the second diagram, one can think of the top ∗ as C×0, of the bottom ∗ as V ×0 and of
the identity between them as F×0. This way the diagram for λ0 becomes analogous to the one
for λM,N .
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We also need the “associator” Φ ∈ (End(F ))⊗3. On each face of the cube
V × V × V V × V
V × V V
C × C × C C × C
C × C C
id×⊗
⊗× id
⊗
⊗
id×⊗
⊗
⊗
F × F × F
F × F
F × F
F
⊗× id
we have a natural isomorphism. If we compose all of them we get an automorphism
of
C × C × C F×F×F−−−−−→ V × V × V ⊗
(3)
−−−→ V
that corresponds via Θ−1 to an element Φ ∈ (End(F ))⊗3.
We should now prove that our ∆, ε and Φ satisfy the axioms of a quasi-bialgebra.
First, it is clear from the cube-diagram that(
(∆⊗ id) ◦∆)α, ((id⊗∆) ◦∆)α ∈ End (C × C × C → V × V × V ⊗−→ V )
differ by a conjugation by Φ.
The next thing to check is the pentagon relation. The pentagon axiom in the
monoidal category C means the following equality of two natural transformations:
C × C × C × C
C × C × C C × C × C
C × C C × C C × C
C
=
⇒ ⇒
⊗×id×id id×id×⊗
id×⊗
⊗×id⊗×id id×⊗
⊗ ⊗ ⊗
=
C
C × C C × C
C × C × C C × C × C C × C × C
C × C × C × C
⇒
⇒ ⇒
⊗ ⊗
⊗×id
id×⊗⊗×id id×⊗
⊗×id×id id×⊗×id ⊗×id×id
If we consider the first of these diagrams as top base face of a 3-dimensional prism
with vertical arrows formed by the functors F , we get a polyhedron whose faces
correspond to some natural isomorphisms. Composing all of them we get an endo-
morphism of the functor
C × C × C × C F×F×F×F−−−−−−−−→ V × V × V × V ⊗
(4)
−−−→ V
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that corresponds to an element of
(
End(F )
)⊗4
. From the second diagram we get
another such element and the above equality gives us equality of the two. This
should be the pentagon axiom of the bialgebra definition.
To check the axioms for ε, let’s rewrite the diagrams (5.1) as equalities between
natural transformations:
(5.3)
C C × ∗ C × C C
V V × ∗ V × V V
= idC × ιI ⊗
F F × id∗ F × F F
= idC × ιK ⊗
= ⇒idF × λ0 ∼= ⇒
λ
∼=
= idF
(5.4)
C ∗ × C C × C C
V ∗ × V V × V V
= ιI × idC ⊗
F id∗ × F F × F F
= ιK × idC ⊗
= ⇒λ0 × idF ∼= ⇒
λ
∼=
= idF
We get (4.3) directly from (5.4) and (5.3). Really, if α ∈ End(F ) then ((ε ⊗ id) ◦
∆
)
(α) corresponds to conjugation of α by the left hand side of (5.4). So from (5.4)
we get that it is just α.
In order to see (4.4) recall that an axiom of monoidal categories states that the
natural transformation
(5.5)
C × C C × ∗ × C C × C × C
C × C
C × C
C⇒φ ∼== id× ιI × id
id×⊗
⊗× id
⊗
⊗
is equal to the identity on the functor C × C ⊗−→ C . The left hand side of (4.4)
corresponds to the endomorphism of C × C F×F−−−→ V × V ⊗−→ V that we get as a
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composition of natural isomorphisms on the surface of the following diagram:
C × C
C × ∗ × C
C × C × C
C × C
C × C
C
V × V
V × ∗ × V
V × V × V
V × V
V × V
V
One sees that this surface is basically composed of diagrams (5.3), (5.4) and (5.5)
(and one λ and λ−1) and thus the composition is just the identity on C ×C F×F−−−→
V × V ⊗−→ V .
In the second part of our lemma, we suppose that we have a braiding:10
C × C C
C × C
⇒ ∼=
⊗
T ⊗
The composition of natural isomorphisms on the faces of
V × V
V
V × V
C × C
C
C × C
T
⊗
⊗
T ⊗
F × F
F
F × F
⊗
provides us with an automorphism of C × C F×F−−−→ V × V ⊗−→ V that corresponds
to an R-matrix R ∈ (End(F ))⊗2. This turns our quasi-bialgebra into a quasi-
triangular one. 
10T denotes the functor switching the two arguments.
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Lemma 5.3. The assignment from the previous lemma:
{strong quasi-monoidal functors to V s.t. (5.2) is iso} → {quasi-bialgebras}(
C
F−→ V ) 7→ End(F )
is functorial in the sense that a strong monoidal (not quasi-monoidal) functor G
s.t. the diagram of quasi-monoidal functors
C1 C2
V
G
F1 F2
commutes, induces a quasi-bialgebra morphism End(F2)
G∗−−→ End(F1).
Proof. By the equality between quasi-monoidal functors F1 = F2 ◦ G we mean
also that the quasi-monoidal structure on the functor F1 = F2 ◦ G is given by
composition of the quasi-monoidal structures that is by the natural transformation
C1 × C1 C1
C2 × C2 C2
V × V V
⇒µ
⇒λ
⊗
⊗
⊗
G×G G
F2 × F2 F2
Now the equality ∆(G∗α) = (G∗⊗G∗)(∆α) corresponds to the obvious equality of
the two natural transformations:
C1 × C1
C2 × C2 C1 C2 × C2
V × V C2 V × V
V
⇒µ ⇒µ−1
⇒λ ⇒λ−1
⇒α
G×G ⊗ G×G
⊗ ⊗F2 × F2 F2 × F2G
⊗
F2 F2
⊗
=
C1 × C1
C2 × C2
V × V C2 V × V
V
⇒λ ⇒λ−1
⇒α
G×G
⊗F2 × F2 F2 × F2
⊗
F2 F2
⊗
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In order to show Φ1 = (G
∗ ⊗G∗ ⊗G∗)(Φ2) one draws the diagram
V × V × V V × V
V × V V
C1 × C1 × C1 C1 × C1
C1 × C1 C1
C2 × C2 × C2 C2 × C2
C2 × C2 C2
id×⊗
⊗× id
⊗
⊗
F2 × F2 × F2
F2 × F2
F2 × F2
F2
id×⊗
⊗
⊗
⊗× id
G×G×G
G×G
G×G
G
id×⊗
⊗
⊗
⊗× id
Now Φ1 corresponds to the composition of the natural transformations on the outer
faces of the union of the two cubes and Φ2 to the composition of the faces of the
bottom one. The monoidality of G means that the composition of the faces of the
upper cube is the identity. So one gets precisely Φ1 = (G
∗ ⊗G∗ ⊗G∗)(Φ2). 
Remark 5.4. There is a neat way to describe the quasi-bialgebra structure on the
algebra A := End(F ) in Lemma 5.2. Since End(F ) acts on each FM , M ∈ ob(C ),
we can lift F to a functor F˜ : C → A-Mod to the category of A-modules. Any
quasi-bialgebra structure on A makes A-Mod into a monoidal category. The one
from Lemma 5.2 is the one that ensures that F˜ becomes a monoidal functor (with
respect to the monoidal structure given by the same maps that define the quasi-
monoidal structure of F ).
For the proof one just realizes that A = End(A-Mod
forg−−→ V ) and that the
monoidality of F˜ implies that the bijection
A = End(A-Mod
forg−−→ V ) F˜
∗
−−→ End(F )
is a homomorphism of quasi-bialgebras by Lemma 5.3.
Lemma 5.5. Let C be a category enriched over V and let C ∈ ob(C ). Then the
functor represented by C
F : C → V , Y 7→ C (C, Y )
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satisfies that Θ in (5.2) is an isomorphism.
Proof. To keep the notations simple we show that Θ is an isomorphism for k = 2.
Denote by C ⊗ C the category whose objects and morphism are
ob(C ⊗ C ) := ob(C )× ob(C )
C ⊗ C ((X1, X2), (Y1, Y2)) := C (X1, Y1)⊗ C (X2, Y2)
with the obvious compositions. One has a functor C × C J−→ C ⊗ C . We further
denote by
G : C ⊗ C → V : (Y1, Y2) 7→ C ⊗ C
(
(C,C), (Y1, Y2)
)
the functor represented by (C,C). Then the diagram
C × C C ⊗ C
V × V V
J
F × F G
⊗
is strictly commutative so one has an equality
End
(
C ⊗ C F×F−−−→ V × V ⊗−→ V ) = End (C × C J−→ C ⊗ C G−→ V ) .
Using this we can factorize Θ as a composition:
(
End(C
F−→ V ))⊗2 End (C × C J−→ C ⊗ C G−→ V )
End
(
C ⊗ C G−→ V )
Θ
J∗
It is easy to see that the vertical map is an iso. By Yoneda we have(
End(C
F−→ V ))⊗2 = (C (C,C))⊗2
and also
End
(
C ⊗ C G−→ V ) = C ⊗ C ((C,C), (C,C)) = (C (C,C))⊗2
so we see that the oblique map is also an iso. 
Lemma 5.6. Let C
F−→ V be a functor satisfying the condition of Lemma 5.2. Let
(λ0, λ) and (λ0, λ
′) be two strong quasi-monoidal structures on F with the same λ0.
Then λ, λ′ : ⊗ ◦ (F × F ) ∼=−→ F ◦ ⊗ differ by an invertible element
J ∈ End(⊗ ◦ (F × F )) = End(F )⊗ End(F ).
and the two quasi-bialgebra structures one gets on End(F ) differ by the twist by J .
Remark 5.7. Actually, we will use the lemma (5.6) in a slightly different context.
We will have two quasi-monoidal functors (F, λ), (G,µ) : C → V and a natural
isomorphism α : F → G, that will not be monoidal. The two quasi-bialgebras
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End(F, λ) and End(G,µ) can be considered to be the same as algebras thanks to
α, but their quasi-bialgebra structures differ by a twist by the element11
FX ⊗ FY αX⊗αY−−−−−→ GX ⊗GY µX,Y−−−→ G(X ⊗ Y ) α
−1
X⊗Y−−−−→ F (X ⊗ Y ) λ
−1
X,Y−−−→ FX ⊗ FY
in End(⊗ ◦ (F × F )) = End(F )⊗ End(F ).
6. Modules in braided monoidal categories
6.1. Category of A-modules. In this subsection, C will denote a preabelian
braided monoidal category satisfying that for any X ∈ ob(C ) the functor ⊗X :
C → C preserves finite colimits. We also fix a commutative (w.r.t. the braiding in
C ) algebra (i.e. a monoid) A in C .
Notation 6.1. If C is a monoidal category and A an algebra in C , we denote by
A-Mod(C ) and Mod-A(C ) the categories of left and right A-modules in C .
Definition 6.2. LetM be a right and N a left A-module in C . We define M⊗AN
as an object in C together with an A-bilinear map M ⊗ N −→ M ⊗A N that is
universal in the usual sense.
Since C is preabelian, we can reformulate this as follows:
Definition 6.3. Let M ⊗ A µ−→ M and A ⊗ N ν−→ N be the A-module structures
on M and N . M ⊗A N is the cokernel of
M ⊗A⊗N (id⊗ν)−(µ⊗id)−−−−−−−−−−→M ⊗N.
Proposition 6.4. If M ∈ ob(Mod-A), N ∈ ob(A-Mod), X ∈ ob(C ) then
M ⊗A (N ⊗X) ∼= (M ⊗A N)⊗X
Proof. Just use that ⊗X preserves cokernels and the definition 6.3. 
Corollary 6.5. Assume that on N we have also a right A-module structure, com-
muting with the left one. Then one can define a right A-module structure onM⊗AN
by the following composition:
(M ⊗A N)⊗A ∼=M ⊗A (N ⊗A)→M ⊗A N .
IfN is just a right A-module, we can use the commutativity of A and the braiding
in C to give it a commuting left A-module structure:
A N
N
:=
A N
N
This together with the corollary 6.5 enables us to see ⊗A as a monoidal structure
on Mod-A.
Proposition 6.6. The functor ⊗A : C →Mod-A is strong monoidal.
11This map measures the failure of α to be monoidal.
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Proof. We want to identify (M ⊗ A)⊗A (N ⊗A) with (M ⊗N)⊗A. For that we
have just to specify a universal A-bilinear C -morphism
(M ⊗A)⊗ (N ⊗A)→ (M ⊗N)⊗A .
We take this:
(M A) (N A)
(M N) A

Recall that we assumed C preabelian, braided monoidal category, s.t. the tensor
product with any fixed object of C preserves finite colimits. One can ask whether
Mod-A is also like that.
Proposition 6.7. Mod-A is a preabelian monoidal category satisfying that the
functor ⊗A M :Mod-A→Mod-A preserves finite colimits.
If C was symmetric-monoidal, Mod-A is also symmetric-monoidal.
If C was a V top-category (definition A.19) or a V ~-cpl
K[[~]] -category (the subsection
E.1) then Mod-A also stays like that.
Proof. Obvious. 
6.2. Category of free A-modules. Let now C be a braided monoidal category
(we don’t impose the conditions of Subsection 6.1) and A a commutative algebra
in it.
We take ob(Free-A) := ob(C ) but we will denote the objects in Free-A as X⊗A
for X ∈ ob(C ). The hom sets are
Free-A(X ⊗A, Y ⊗A) := C (X,Y ⊗A)
with the composition
(6.1) g
Y
Z A
◦ f
X
Y A
:=
f
g
X
Z A
.
The monoidal structure is denoted again by ⊗A and is defined on the objects as
(X1 ⊗A)⊗A (X2 ⊗A) := (X1 ⊗X2)⊗A and on the morphisms as
(6.2) f1
X1
Y1 A
⊗A f2
X2
Y2 A
:=
f1 f2
X1 X2
Y1 Y2 A
Remark 6.8. If we can form also Mod-A then we have an obvious fully-faithful,
strong monoidal functor Free-A→Mod-A. However, an object X ⊗A in Free-A
carries more information than the corresponding X ⊗ A in Mod-A, namely it
remembers the object X ∈ ob(C ).
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7. Represented functors
7.1. Karoubi envelope.
Definition 7.1. Let C be a category. We define a new category Split(C ) (called
the Karoubi envelope of C ) whose objects are pairs (X, p) where X ∈ ob(C ) and
p ∈ C (X,X) satisfying p2 = p. Morphisms f : (X, p) → (Y, q) in Split(C ) are
morphisms X
f−→ Y in C satisfying q ◦ f ◦ p = f . If C is a monoidal category then
Split(C ) will be again a monoidal category:
(X, p)⊗ (Y, q) := (X ⊗ Y, p⊗ q).
There is a canonical fully faithful functor C → Split(C ) : X 7→ (X, idX).
Ideologically, one regards an object (X, p) of Split(C ) as the image Im(p) ⊂
X , with a complement Ker(p) (that is X = Im(p) ⊕ Ker(p)) even if kernels and
images don’t make sense in C . Thus we occasionally call objects of Split(C ) “direct
summands in C ”.
Definition 7.2. We define the functor represented by a direct summand (X, p) as
h(X,p) : C → Set : Y 7→ HomSplit(C )
(
(X, p), Y
)
= {f ∈ C (X,Y ) | f ◦ p = f} .
If C is a V top-category (or V ~-cpl
K[[~]] -category), we get a functor to V
top (or V ~-cpl
K[[~]] ).
Proposition 7.3.
End(h(X,p)) = EndSplit(C )
(
(X, p)
)
= {f ∈ C (X,X) | p ◦ f ◦ p = f} .
Proof. Obvious. 
7.2. Quasi-monoidal structure on a represented functor.
Definition 7.4. A quasi-coalgebra in C is an object C together with two morphisms
∆ : C → C ⊗ C, ε : C → I satisfying that the two compositions
C
∆−→ C ⊗ C id⊗ε−−−→ C and C ∆−→ C ⊗ C ε⊗id−−−→ C
are equal to idC . Thus a quasi-coalgebra is a coalgebra that is not necessarily
co-associative.
If we assume that C is enriched over vector spaces then the functor hC repre-
sented by C will get a quasi-monoidal structure in the following way: the morphism
hC(X)⊗ hC(Y )→ hC(X ⊗ Y ) is given by the composition
C (C,X)⊗ C (C, Y ) ⊗−→ C (C ⊗ C,X ⊗ Y ) ∆
∗
−−→ C (C,X ⊗ Y )
and the morphism K → hC(I) is
K
17→idI−−−−→ C (I, I) ε
∗
−→ C (C, I).
Consequently, if (X, p) is a quasi-coalgebra in Split(C ), the functor represented
by it will be quasi-monoidal. Explicitly, if we have morphisms ∆X : X → X ⊗X ,
εX : X → I satisfying
(p⊗ p) ◦∆X ◦ p = ∆X ; εX ◦ p = εX and
(εX ⊗ idX) ◦∆X = (idX ⊗ εX) ◦∆X = p
then we get a natural quasi-monoidal structure on the functor represented by (X, p).
Remark 7.5. Everything generalizes to V top-categories and V ~-cpl
K[[~]] -categories.
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8. Our categories
8.1. Categories G and P. Denote by G and P the categories of complete
equicontinuous g and p modules. The product ⊗ˆ makes them into symmetric
monoidal categories. We equip the hom-sets with strong topologies and regard
G and P as V top-categories.
8.2. Functor ♥ : G → P. Given M ∈ G , define the topological vector space
♥M := HomCUg(Up,M). We define a left Up-module structure on ♥M by
(z ⊲ s)(x) := s(xz) for z, x ∈ Up, s ∈ ♥M = HomCUg(Up,M).
In fact, ♥M is complete (Proposition 8.2) and an equicontinuous p-module
(corollary D.2) and thus we get a functor ♥ : G → P.
Notation 8.1. Define an algebra Sˆg in V cpl as the following limit of discrete
commutative algebras:
Sˆg := lim←−
k
(
(Sg)/(S>kg)
)
.
In other words, Sˆg is the algebra of formal power series on g∗.
Proposition 8.2. There is a natural isomorphism of topological vector spaces
♥M ∼=M ⊗ˆ Sˆg . In particular, ♥M is complete.
Proof. We have the following maps:
♥M = HomCUg(Up,M)
(1)−−→ HomC
K
(Sg∗,M)
(2)←−−M ⊗ˆ (Sg∗)∗ (3)===M ⊗ˆ Sˆg
(1) is the restriction map that is a topological isomorphism by the claim D.4. (2)
and (3) are also topological isomorphisms by claims A.29 and D.5. 
Proposition 8.3. The functor ♥ has a monoidal structure
K → ♥K; ♥M ⊗ˆ ♥N → ♥(M ⊗ˆN)
given by K → HomCUg(Up,M) : 1 7→ εUp and
HomCUg(Up,M) ⊗ˆHomCUg(Up, N)→ HomCUg(Up,M ⊗ˆN) :
(Up s−→M)⊗ (Up t−→ N) 7→ (Up ∆−→ Up⊗ Up s⊗t−−→M ⊗N →M ⊗ˆN) .
Proof. Since all the maps in the composition
Up ∆−→ Up⊗ Up s⊗t−−→M ⊗N →M ⊗ˆN
are Ug-linear and continuous, their composition also is. Thus we really get an
element in ♥(M ⊗ˆN).
One has also to check that the resulting map ♥M ⊗ˆ ♥N → ♥(M ⊗ˆ N) is Up-
linear (that is easy) and continuous w.r.t. the strong topologies (it is, because V top
is a V top-category and Up ∆−→ Up⊗ Up and M ⊗N →M ⊗ˆN are continuous).
Coassociativity of Up ∆−→ Up ⊗ Up implies that this structure is monoidal, not
just quasi-monoidal. 
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8.3. Algebra A. One can regard K as a commutative algebra in G . Since ♥ is a
monoidal functor, A := ♥K will be a commutative algebra in P. Explicitly, the
product of f, g ∈ A = HomCUg(Up,K) is given by
(f · g)(z) =
∑
f(z(1)) · g(z(2)) for z ∈ Up
and the unit is just the augmentation on the universal enveloping algebra εUp :
Up→ K.
8.4. Natural epimorphism πM : ♥M →M in G . For M ∈ G we define
πM : ♥M = HomCUg(Up,M) → M : s 7→ s(1) .
It is a natural transformation between G
♥−→ P forg−−→ G and G id−→ G .
8.5. Augmentation εA := πK : A→ K in G . Explicitly
εA : A = Hom
C
Ug(Up,K) → K : s 7→ s(1) .
It is easy to see, that εA is an augmentation on the algebra A in G (but it is not a
morphism in P). On pictures, we denote εA by
A
.
8.6. Categories A and F . Denote by A the category of all right A-modules and
by F the category of free right A-modules in P (in the sense of Subsection 6.2).
They are symmetric monoidal categories with the monoidal product ⊗A.
8.7. Functor ♥˜. Since any M ∈ ob(G ) is a right module over K in G , ♥M will
be a right module over A. Explicitly, if f ∈ A = HomCUg(Up,K) and s ∈ ♥M =
HomCUg(Up,M) we define s ⊳ f ∈ ♥M by
(s ⊳ f)(z) =
∑
s(z(1)) · f(z(2)) for z ∈ Up .
We can thus regard ♥ as a functor:
♥˜ : G → A .
Remark 8.4. From the proposition 8.2 we have an isomorphism topological vector
spaces A ∼= Sˆg. Since this isomorphism is essentially the morphism
HomCUg(Up,K)→ HomCK (Sg,K)
induced by a coalgebra homomorphism Sg → Up = Ug ⊗ Sg, we see that A ∼= Sˆg
is actually an isomorphism of algebras.
Similarly, if we forget an A-module ♥M ∈ ob(P) into V cpl, we get an A = Sˆg-
module in V cpl and the isomorphism ♥M ∼= M ⊗ˆ Sˆg from the proposition 8.2 is
an isomorphism of Sˆg-modules.
Since the monoidal structure ♥M ⊗ˆ♥N → ♥(M ⊗ˆN) of the functor ♥ is given
by an A-bilinear morphism in P, it induces a (strong as we will soon see) monoidal
structure ♥˜M ⊗A ♥˜N → ♥˜(M ⊗ˆN) on ♥˜.
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8.8. The main technical theorem.
Theorem 8.5. (1) ♥˜ : G → A is a strong monoidal and fully faithful functor.
(2) If M ∈ ob(P), there is a natural A -isomorphism ♥˜M ∼=M ⊗ˆA. That is,
we have a natural monoidal isomorphism:
G A
P
♥˜
forg ⊗ˆA∼
=
(3) The above statements give us for M,N ∈ ob(P) an isomorphism
G (M,N)
♥˜−→
∼=
A (♥˜M, ♥˜N) ∼= A (M ⊗ˆA,N ⊗ˆA) ∼= P(M,N ⊗ˆA).
Explicitly, (the inverse of) this isomorphism is
(8.1) P(M,N ⊗ˆA) ∼=−→ G (M,N) : f
M
N A
7→
f
M
N
The rest of this subsection is devoted to the proof of the theorem 8.5.
Remark 8.6. The category V cpl is not an abelian, just a preabelian category. The
fact of having an exact sequence A→ B → C → 0 does not determine the topology
on C uniquely. Thus in this section, by saying that such a sequence is (right) exact,
we mean that C is a cokernel of the map A→ B. Similarly, a functor will be said
to be right-exact (to reflect right-exactness) if it preserves (reflects) cokernels. We
believe this abuse makes it more readable.
Proof that ♥˜ is strong monoidal. By the definition 6.3 of the tensor product over
A we need to show that the sequence
♥M ⊗ˆ A ⊗ˆ ♥N → ♥M ⊗ˆ ♥N → ♥(M ⊗ˆN)→ 0
is exact. The forgetful functor P
forg−−→ V cpl reflects right-exactness and so it’s
enough to see the exactness of the following sequence in V cpl (see the remark 8.4):
(M ⊗ˆ Sˆg) ⊗ˆ Sˆg ⊗ˆ (N ⊗ˆ Sˆg)→ (M ⊗ˆ Sˆg) ⊗ˆ (N ⊗ˆ Sˆg)→M ⊗ˆN ⊗ˆ Sˆg→ 0 .
But the last sequence just says that
(M ⊗ˆ Sˆg)⊗Sˆg (N ⊗ˆ Sˆg) ∼= M ⊗ˆN ⊗ˆ Sˆg
what comes from the proposition 6.6. 
To prove that ♥˜ is fully faithful, we introduce a functor ♣ : A → G . Recall
that we have an augmentation εA : Forg
P
G A → K. This turns K ∈ ob(G ) into an
ForgPG A-module. If M ∈ ob(A ) then ForgPG M is also an ForgPG A-module and so
we can define
♣ : A → G :M 7→ ForgPG M ⊗ForgP
G
A K .
Claim 8.7. ♣ ◦ ♥˜ ∼= idG .
ON QUANTIZATION OF QUASI-LIE BIALGEBRAS 27
Proof. We will omit the forgetful functor ForgPG in the notations. As an A-module,
K = A/Ker εA and thus
K⊗A ♥M = ♥M/
(♥M ⊳Ker(εA)) .
To see that this is naturally isomorphic to M , we show that the sequence in G :
(8.2) ♥M ⊗ˆKer εA ⊳−→ ♥M πM−−→M → 0
is exact. If we apply to it the functor G
forg−−→ V cpl, we get the sequence
(8.3) (M ⊗ˆ Sˆg) ⊗ˆ Sˆ>0g idM ⊗ˆµSˆg−−−−−−→M ⊗ˆ Sˆg→M → 0 .
The functor G
forg−−→ V cpl reflects exactness, so to prove that (8.2) is exact it is
enough to show that (8.3) is. But (8.3) is just the image of the obviously exact
sequence
Sˆg ⊗ˆ Sˆ>0g µSˆg−−→ Sˆg→ K → 0
under the right-exact functor M ⊗ˆ (see corollary A.13). 
Proof that ♥˜ is full and faithful. The above claim gives us for any X,Y ∈ G a
commutative diagram
G (X,Y ) A (♥˜X, ♥˜Y )
G (X,Y )
♥˜
= ♣
From that we see that ♥˜ is faithful. In order to see that it is full we show that the
map A (♥˜X, ♥˜Y ) ♣−→ G (X,Y ) in the above diagram is injective. To prove it, we
take φ ∈ A (♥˜X, ♥˜Y ) s.t. ♣φ = 0 in G (X,Y ) and we want to show that then φ
itself must be 0, i.e. that
(φs)(ξ) = 0, for all s ∈ ♥X , ξ ∈ Up .
And really
(φs)(ξ) =
(
ξ ⊲ (φs)
)
(1) =
(
φ(ξ ⊲ s)
)
(1) =
= πY
(
φ(ξ ⊲ s)
)
= (♣φ)
(
πX(ξ ⊲ s)
)
= 0 .
Here the first equality comes from the definition of the action of ξ ∈ Up on ♥X ,
the second is Up-linearity of φ, the third is just the definition of πY , the fourth
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comes from commutativity of12
♥˜X X
♥˜Y Y
πX
φ ♣φ
πY
and the last one from our assumption that ♣φ = 0. 
Proof that ♥˜M ∼=M ⊗ˆA for M ∈ ob(P). Assume that anX ∈ ob(V cpl) is equipped
with commuting equicontinuous left actions of g and p at the same time. Then we
can use the g-action to form the space HomCUg(Up, X) and the p action to turn it
into a left p-module by formula
(z ⊲ f)( ) :=
∑
z(1) ⊲
(
f( · z(2))
)
, for f ∈ HomCUg(Up, X); z ∈ Up.
Note that HomCUg(Up, X) has also a natural right A-module structure, so we get
HomCUg(Up, X) ∈ ob(A ).
An M ∈ ob(P) can be turned into a g⊗ p-module in two natural ways:
a) g-action is the restriction of the original p-action and the new p-action is
trivial;
b) g-action is trivial and the p-action is the original one.
Denote these two bimodules by Ma and Mb. One can see
13 that
♥˜M = HomCUg(Up,Ma) and M ⊗ˆA ∼= HomCUg(Up,Mb).
We want to show that these two objects are isomorphic in A . Take a map
HomCUg(Up,Ma) −→ HomCUg(Up,Mb)
s 7−→
(
Up ∆−→ Up⊗ Up S⊗s−−−→ Up⊗M ⊲−→M
)
(8.4)
with an obvious inverse
HomCUg(Up,Mb) −→ HomCUg(Up,Ma)
s 7−→
(
Up ∆−→ Up⊗ Up id⊗s−−−→ Up⊗M ⊲−→M
)
.
One should check that
12From the proof of the claim one can see that πX = εA ⊗A idX . Thus our square is just the
commutative square
A⊗A ♥˜X K ⊗A ♥˜X
A⊗A ♥˜Y K ⊗A ♥˜Y
εA ⊗A idX
idA ⊗A φ idK ⊗A φ
εA ⊗A idY
13The first equality is just the definition of ♥M . For the second, we have an A -morphism
M ⊗ˆ A = M ⊗ˆ HomC
Ug
(Up,K) −→ HomC
Ug
(Up,Mb) and it is iso by the proposition 8.2.
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• it transforms continuous Ug-linear maps Up → Ma into continuous Ug-
linear maps Up→Mb;
• it is Up-linear and continuous w.r.t. the strong topologies;
• it is A-linear.
Linearities are straightforward though lengthy. We relegate the continuity to the
appendix (claim D.7). 
Proof of the part (3) of Theorem 8.5. Let’s denote by Ξ the isomorphism Ξ : A (♥˜M, ♥˜N) ∼=−→
A (M ⊗ˆ A,N ⊗ˆ A). Our statement can be formulated as: for f ∈ G (M,N) the
composition
(8.5) M
id⊗ˆ1A−−−−→M ⊗ˆA Ξ ♥˜ f−−−→ N ⊗ˆA idN ⊗ˆεA−−−−−→ N
is equal to f . In the diagram
M
N
♥˜M M ⊗ˆA
♥˜N N ⊗ˆA
f
♥˜ f
∼=
piM
idN ⊗ˆ εA
piN
idM ⊗ˆ εA
∼=
Ξ ♥˜ f
the upper rectangle commutes by definition of Ξ, the rear rectangle is the natu-
rality of πM and the two triangles are easily seen to commute. Thus we get the
commutative square
M ⊗ˆA N ⊗ˆA
M N
Ξ ♥˜ f
idM ⊗ˆ εA idN ⊗ˆ εA
f
from which we see that the composition (8.5) is indeed equal to f . 
9. Representing Ug as endomorphisms of h : F → V cpl
Let’s introduce a new category G ′ with ob(G ′) := ob(P) and G ′(M,N) :=
G (M,N) for M,N ∈ ob(G ′).
9.1. Categories G ′ and F are isomorphic.
30 SˇTEFAN SAKA´LOSˇ AND PAVOL SˇEVERA
Theorem 9.1. We have an isomorphism of symmetric monoidal categories
˜˜♥ :
G ′
∼=−→ F that makes the following diagram commutative:
G ′ F
P
˜˜♥
∼=
forg ⊗ˆA
The inverse
˜˜♥−1 is given on objects as M ⊗A 7→M and on morphisms by Formula
(8.1).
Proof. We have ob(G ′) = ob(P) = ob(F ) so
˜˜♥ is the identity on objects. To
define it on the morphisms, take M,N ∈ ob(P). The theorem 8.5 gives us an
isomorphism
G ′(M,N) = G (M,N)
♥˜−→
∼=
A (♥˜M, ♥˜N) ∼= F (M ⊗ˆA,N ⊗ˆA).

9.2. Coalgebra (Q, ιC◦πC) in Split(G ′). We have a fully faithful, strong-monoidal
functor Split(G ′)→ G . Our next goal is to see C = Ug as a coalgebra in Split(G ′).
Denote by Q := ♥C ∈ ob(P). We have a surjective G -morphism πC : Q → C
(see the subsection 8.4). Since C is a free one dimensional Ug-module (we take the
base vector 1 ∈ Ug = C), we can define a right inverse ιC : C → Q of πC just
by specifying any s0 := ιC(1) ∈ Q = HomCUg(Up,Ug) that satisfies s0(1Up) = 1Ug.
This way we get that C is isomorphic to (Q, ιC ◦ πC).
The coalgebra structure ∆ : C → C ⊗ C, ε : C → K on C gives us the following
coalgebra structure on (Q, ιC ◦ πC):
(9.1) Q
πC−−→ C ∆−→ C ⊗ˆ C ιC⊗ˆιC−−−−→ Q ⊗ˆQ ; Q πC−−→ C ε−→ K .
Remark 9.2. Note that the explicit isomorphism between the functor h(Q,ιC◦πC) :
G ′ → V top represented by (Q, ιC ◦πC) and G ′ forg−−→ V cpl is given forM ∈ ob(G ′) =
ob(P) as
h(Q,ιC◦πC)(M) = {f ∈ G (Q,M) | f ◦ (ιC ◦ πC) = f}
∼=−→ M
f 7→ f(s0).
9.3. Our choice of s0. We choose a special s0 as follows. The restriction isomor-
phism (claim D.4) gives us
Q = ♥C = HomCUg(Ud,Ug) = HomCK (Sg∗,Ug) .
So we prescribe s0 by taking s0(1Sg∗) = 1Ug and s0|S>0g∗ = 0.
Remark 9.3. We will use in the computations the following formulation of our
definition of s0:
πC(s0) = 1 and πC
(
y ⊲ s0
)
= 0 if y ∈ Skg∗, k > 0.
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9.4. Coalgebra
(
(Q ⊗ˆ A, p),∆Q, εQ
)
in Split(F ). We apply the isomorphism
˜˜♥
to (Q, ιC ◦ πC) in Split(G ′) and get an object
(
Q ⊗ˆ A, p) in Split(F ) where p :=˜˜♥(ιC ◦ πC). Applying ˜˜♥ to (9.1) we get a coproduct and a counit on (Q ⊗ˆ A, p)
which we denote as ∆Q and εQ.
9.5. Functor h : F → V cpl. Denote by h the monoidal functor represented by
the coalgebra (Q⊗A, p) ∈ Split(F ). It is a priori just a monoidal functor to V top
but since it is isomorphic to the functor
F
∼=−→ G ′ forget−−−→ V cpl
we see that h is actually a strong monoidal functor to V cpl. One also sees that the
bialgebra End(h) is isomorphic to Ug.
9.6. Explicit formulas. In the rest of this section we write down some pictorial
formulas which will be used in the subsequent computations. First of all, the maps
p ∈ F (Q ⊗ˆA,Q ⊗ˆA) = P(Q,Q ⊗ˆA)
∆Q ∈ F (Q ⊗ˆA, (Q ⊗ˆA)⊗A (Q ⊗ˆA)) = P(Q,Q ⊗ˆQ ⊗ˆA);
εQ ∈ F (Q ⊗ˆA,A) = P(Q,A)
are uniquely determined by (see the formula (8.1)):
p
Q
Q
= Q
πC−−→ C ιC−→ Q(9.2)
∆Q
Q
Q Q
= Q
πC−−→ C ∆−→ C ⊗ˆ C ιC⊗ˆιC−−−−→ Q ⊗ˆQ(9.3)
εQ
Q
= Q
πC−−→ C ε−→ K(9.4)
Remark 9.4. Using the remark 9.2, the explicit isomorphism between P
⊗ˆA−−→ F h−→
V cpl and P
forget−−−→ V cpl is given for M ∈ ob(P) by
h(M ⊗ˆA) =

f
Q
M A
∈ P(Q,M ⊗ˆA)
∣∣∣∣∣
p
f
Q
M A
= f

→M : f 7→ f
M
where
Q
is the linear map K → Q : 1 7→ s0.
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Notation 9.5. For later use we denote by mˆ ∈ h(M ⊗ˆA) the element corresponding
to m ∈ M under this isomorphism. That is, mˆ ∈ P(Q,M ⊗ˆ A) is uniquely
characterized by:
(9.5)
m̂
Q
M
= Q
πC−−→ C = Ug ⊲m−−−→M.
Remark 9.6. ∆Q and εQ are actually morphisms in Split(F ):
∆Q : (Q ⊗ˆA, p)→ (Q ⊗ˆA, p)⊗A (Q ⊗ˆA, p), εQ : (Q ⊗ˆA, p)→ A.
This translates into diagram equations:
(9.6)
p
∆Q
p p
Q
Q Q A
= ∆Q
Q
Q Q A
and
p
εQ
Q
A
= εQ
Q
A
.
Similarly, the fact that εQ is a counit for ∆Q looks in pictures as:
(9.7)
∆Q
εQ
Q
Q A
=
∆Q
εQ
Q
Q A
= p
Q
Q A
.
Remark 9.7. The explicit monoidal structure on h is
h(M ⊗ˆA) ⊗ˆ h(N ⊗ˆA)→ h(M ⊗ˆN ⊗ˆA) K → h(K ⊗ˆA)
f
Q
M A
⊗ g
Q
N A
7→
∆Q
f g
Q
M M A
1 7→ εQ
Q
A
10. Passing from K to K[[~]]
To get a similar representation for Ug[[~]], we simply apply to our categories the
construction C 7→ C [[~]] described in the subsection E.1. We denote the categories
important for us as follows:
P~ := P[[~]]; F~ :=
(
Free-A(P)
)
[[~]] = Free-A(P~) .
In F~ we still have our Q and p : Q → Q and can form the functor h(Q⊗ˆA,p)
represented by (Q, p). A priori it will be a functor to V ~-cpl
K[[~]] , but according to
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Proposition E.6 it actually takes values in V cpl
K[[~]]. This way, h(Q⊗ˆA,p) : F~ → V cplK[[~]]
becomes a strong-monoidal functor (it is just monoidal as a a functor to V ~-cpl
K[[~]] )
and we get an isomorphism of bialgebras Ug[[~]] ∼= End
(
h(Q⊗ˆA,p) : F~ → V cplK[[~]]
)
.
Notation 10.1. We define the forgetful functor P~
forg−−→ V cpl
K[[~]] on objects by
M ∈ ob(P~) = ob(P) 7→
(
FP
V cpl
(M)
)
[[~]]
and on morphisms in a natural way.
11. Applying an associator
11.1. Drinfeld associator. Denote by K〈〈X,Y 〉〉 the degree-wise completed free
algebra generated by non-commuting elements X,Y . Recall that an associator Φ is
a group-like14 element Φ(X,Y ) ∈ K〈〈X,Y 〉〉 satisfying some properties (pentagon
and hexagon relations) that ensure (and are equivalent to) that if we take a Lie
algebra p with an invariant t ∈ S2p then Up[[~]] with the ordinary algebra structure,
coproduct and counit but with15
(11.1) Rp := exp(
~t
2
); Φp := Φ(~t12, ~t23)
becomes a quasi-triangular quasi-bialgebra that we denote as U~p.
Remark 11.1. One can show that Φ(X,Y ) is of the form Φ(X,Y ) = 1+ terms of
order at least 2 in X,Y .
We define a new braided monoidal category PΦ
~
as being the same category as
P~, with the same bifunctor ⊗ˆ : PΦ~ ×PΦ~ → PΦ~ and the same identity object
but with the braiding and associativity isomorphisms defined as16
β :M ⊗ˆN Rp⊲−−→M ⊗ˆN symmetry in P~−−−−−−−−−−−→ N ⊗ˆM
φ : (K ⊗ˆ L) ⊗ˆM Φp⊲−−→ (K ⊗ˆ L) ⊗ˆM assoc. in P~−−−−−−−−→ K ⊗ˆ (L ⊗ˆM).
Remark 11.2. The identity functor PΦ
~
=−→ P~ is strong quasi-monoidal so the
composition
forg : PΦ
~
=−→ P~ forg−−→ V cplK[[~]]
also is. The quasi-bialgebra End(PΦ
~
forg−−→ V cpl
K[[~]]) is isomorphic to U~p defined
above. Note also that the classical limit of the quasi-bialgebra U~p is the quasi-Lie
bialgebra associated to the pair (p, t) (see Definition 4.4).
14The coproduct is determined by X, Y being primitive.
15Here t1,2 := 1⊗ t and t2,3 := t⊗ 1 are elements of Up ⊗ˆ Up ⊗ˆ Up.
16Technically speaking, objects in ob(P~) = ob(P) are just p-modules over K and thus the
multiplication by Rp does not make sense. However, the multiplication by t is a well defined
morphismM ⊗ˆN
t⊲
−→M ⊗ˆN in P and thus we can define the P~-morphismM ⊗ˆN
Rp⊲
−−−→M ⊗ˆN
as exp
(
~
2
· (t ⊲ )
)
. Multiplication by Φp is defined in the same way.
34 SˇTEFAN SAKA´LOSˇ AND PAVOL SˇEVERA
11.2. Category FΦ
~
.
Proposition 11.3. The algebra A stays a commutative associative algebra also in
PΦ
~
(with the same multiplication).
Proof. Since both Rp, Φp are sums of the form 1+ terms of order at least one in
~t, we just need to show that the P-morphism A ⊗ˆA t⊲−→ A ⊗ˆA µA−−→ A is 0. From
the last part of the theorem 8.5 we see that this is equivalent to showing(
A ⊗ˆA t⊲−→ A ⊗ˆA µA−−→ A εA−−→ K) = 0.
Since εA is an augmentation on A in G , we rewrite the left had side as
(11.2) A ⊗ˆA t⊲−→ A ⊗ˆA εA⊗ˆεA−−−−→ K.
Now t ∈ (g ⊗ˆ g∗) + (g∗ ⊗ˆ g) and from g-linearity of εA ∈ G (A,K) we see that
εA ◦ (x ⊲ ) = (x ⊲ ) ◦ εA = 0 ∀x ∈ g
and thus the composition (11.2) is 0. 
We denote FΦ
~
:= Free-A(PΦ
~
).
11.3. Bijection F~ → FΦ~ . Our definitions give us
ob(F~) = ob(P~) = ob(P
Φ
~ ) = ob(F
Φ
~ )
F~(X⊗ˆA, Y ⊗ˆA) = P~(X,Y ⊗ˆA) = PΦ~ (X,Y ⊗ˆA) = FΦ~ (X⊗ˆA, Y ⊗ˆA) X,Y ∈ ob(P~).
Note that the formula (6.1) defining the composition in F~ and FΦ~ depends
on the associativity isomorphisms and thus the identity map F~ → FΦ~ is not a
functor. Similarly, although it respects the tensor product on objects, it does not
preserve the tensor product of morphism since the expression (6.2) involves the
braiding and associativity isomorphisms in the underlying categories.
At least however, the associativity isomorphisms in P~ and PΦ~ are equal mod-
ulo ~2 and the braidings are equal modulo ~, so the compositions of morphisms in
F~ and F
Φ
~
are the same modulo ~2 and the tensor products of morphisms are the
same modulo ~.
Next we want to extend this construction to a map Split(F~)→ Split(FΦ~ ).
11.4. Map Split(F~)→ Split(FΦ~ ) on objects. Given (X ⊗ˆA, p) ∈ ob(Split(F~))
we can consider X ⊗ˆA as an object in FΦ
~
and p as a morphism p : X ⊗ˆA→ X ⊗ˆA
in FΦ
~
but we can’t be sure whether p2 = p holds also in FΦ
~
. We know however
that it holds modulo ~ and can use the following lemma to tweak our p a bit.
Lemma 11.4. Let B be an algebra over K[[~]], complete w.r.t. the ~-adic topology.
Let p ∈ B satisfies p2 ≡ p mod ~. Then there exists an element p′ ∈ B s.t.
p′2 = p′ and p′ ≡ p mod ~ .
More concretely, there exist coefficients α1, α2, . . . ∈ Q independent of B and p s.t.
p′ = p+ (p− 1
2
) ·
[
α1(p
2 − p) + α2(p2 − p)2 + . . .
]
ON QUANTIZATION OF QUASI-LIE BIALGEBRAS 35
Proof. Denote a := 2p− 1, a′ := 2p′ − 1. Then a2 − 1 = 4(p2 − p) and so(
p2 ≡ p mod ~
)
⇐⇒
(
a2 ≡ 1 mod ~
)
and
(
p′2 = p′
)
⇐⇒
(
a′2 = 1
)
.
Given a satisfying a2 ≡ 1 mod ~, we can find a′, ~-close to it from the formula
a′ :=
a√
a2
= a · (1 + (a2 − 1))− 12 = a · (1 + β1(a2 − 1) + β2(a2 − 1)2 + . . . )
where β1, β2, . . . ∈ Q are the coefficients of the Taylor expansion of (1 + x)− 12 at
x = 0. So we can express p′ out of it as
p′ =
1
2
(1 + a′) =
1
2
[
(1 + a) + a · (β1(a2 − 1) + β2(a2 − 1)2 + . . . )] =
= p+ (p− 1
2
)
(β1
2
(p2 − p) + β2
2
(p2 − p)2 + . . . ) .

In our case B = FΦ
~
(X ⊗ˆ A,X ⊗ˆ A) and we denote p′ from the lemma by pΦ.
This way, we get a (Q ⊗ˆA, pΦ) in FΦ
~
.
11.5. Map Split(F~)→ Split(FΦ~ ) on morphisms. Given (X ⊗ˆA, p), (Y ⊗ˆA, q) ∈
ob(Split(F~)) we define a linear map
Split(F~)
(
(X ⊗ˆA, p), (Y ⊗ˆA, q)
)
→ Split(FΦ~ )
(
(X ⊗ˆA, pΦ), (Y ⊗ˆA, qΦ)
)
:
f 7→ qΦ ◦ f ◦ pΦ (composition in FΦ
~
).
Remark 11.5. This is actually a topological isomorphism since we can define a map
in the opposite direction f 7→ q ◦ f ◦ p (compositions in F~) and then use the
following lemma:
Lemma 11.6. Let V ∈ ob(V ~-cpl
K[[~]] ) (i.e. V is ~-complete) and let’s have Π1,Π2 ∈
V ~-cpl
K[[~]] (V, V ) satisfying Π
2
1 = Π1, Π
2
2 = Π2 and Π1 ≡ Π2 mod ~. Then Π2
∣∣
Im(Π1)
:
Im(Π1)→ Im(Π2) defines an isomorphism (in V ~-cplK[[~]] ) between Im(Π1) and Im(Π2).
Proof. Denote Xi := Im(Πi). We have two maps:
Π2
∣∣
X1
: X1 → X2 and Π1
∣∣
X2
: X2 → X1 .
To see that they are isomorphisms we show that Π1 ◦ Π2
∣∣
X1
: X1 → X1 and
symmetrically Π2 ◦ Π1
∣∣
X2
: X2 → X2 are isomorphisms. We want to define the
inverse of Π1 ◦Π2
∣∣
X1
as
∑
n ξ
n where
ξ := idX1 − Π1 ◦Π2
∣∣
X1
=
(
Π1 ◦Π1 −Π1 ◦Π2
)∣∣∣
X1
= Π1 ◦
(
Π1 −Π2
)∣∣∣
X1
.
One needs to check that this sum converges to a continuous map. From the last
expression one sees that Im ξ ⊂ ~V and consequently Im ξk ⊂ ~kV . Thus ξk → 0
uniformly in the ~-topology. Since X1 is ~-complete (it is a direct summand of
a ~-complete space) we see that our sum converges uniformly in the ~-topology.
From the claim E.4 we see that our sum actually converges uniformly also w.r.t.
the ordinary topology on V . This implies that its limit is continuous. 
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11.6. Functor hΦ : FΦ
~
→ V cpl
K[[~]]. Recall that in the section 9 we defined an object
(Q ⊗ˆA, p) in Split(F~) and denoted the functor represented by it as F~ h−→ V cplK[[~]].
Now we have (Q ⊗ˆA, pΦ) in Split(FΦ
~
) and denote the represented functor FΦ
~
h
Φ
−−→
V cpl
K[[~]].
Note that the functors (P~
⊗ˆA−−−→ F~ h−→ V ~-cplK[[~]] ) and (P~ = PΦ~
⊗ˆA−−−→ FΦ
~
h
Φ
−−→
V ~-cpl
K[[~]] ) are naturally isomorphic. Explicitly, h(M ⊗ˆA) = Split(F~)
(
(Q⊗ˆA, p),M ⊗ˆ
A
)
, hΦ(M ⊗ˆ A) = Split(FΦ
~
)
(
(Q ⊗ˆ A, pΦ),M ⊗ˆ A) and the isomorphism is f 7→
f ◦FΦ
~
pΦ from the subsection 11.5.
Now we have three functors P~ → V cplK[[~]] and natural isomorphisms between
them:17
P~ PΦ~
F~ FΦ~
V cpl
K[[~]]
∼=
⊗ˆA ⊗ˆA
h hΦ
forg
∼
=
∼
=
Notation 11.7. We denote by mˆ ∈ h(M ⊗ˆA) and mˆΦ ∈ hΦ(M ⊗ˆA) the elements
corresponding under these natural isomorphisms to m ∈ M [[~]] for M ∈ ob(P~).
The explicit isomorphism mˆ 7→ mˆΦ is given by the formula mˆΦ = mˆ ◦FΦ
~
pΦ i.e.
m̂Φ
Q
M A
=
pΦ
m̂
Q
M A
(diagram in PΦ~ ).
11.7. Bijection Ug[[~]] ≃−→ End(FΦ
~
h
Φ
−−→ V cpl
K[[~]]). Recall that we have a bialgebra
isomorphism
Ug[[~]] ∼= EndSplit(F~)
(
(Q ⊗ˆA, p)) = End (F~ h−→ V cplK[[~]]).
The subsection 11.5 gives us an isomorphism of topological K[[~]]-modules
EndSplit(F~)
(
(Q ⊗ˆA, p)) ∼= EndSplit(FΦ
~
)
(
(Q ⊗ˆA, pΦ)) = End (FΦ
~
h
Φ
−−→ V cpl
K[[~]]
)
Composing, we get an isomorphism of topological K[[~]]-modules
Ug[[~]] ∼=−→ End (FΦ
~
h
Φ
−−→ V cpl
K[[~]]
)
17Note that all the functors in the diagram are strong monoidal with exception of hΦ and
P~ ↔ PΦ~ which are strong quasi-monoidal (we will soon define the quasi-monoidal structure on
hΦ). The natural equivalence in the left window is monoidal, the other is not.
ON QUANTIZATION OF QUASI-LIE BIALGEBRAS 37
Lemma 11.8. The composition of K[[~]]-module morphisms
Ug[[~]] ∼=−→ End(FΦ~ h
Φ
−−→ V cpl
K[[~]]) →
→ End(PΦ
~
⊗ˆA−−→ FΦ
~
h
Φ
−−→ V cpl
K[[~]])
∼=−→ End(P forg−−→ V cpl
K[[~]]) = Up[[~]]
is modulo ~ equal to the ordinary inclusion Ug[[~]] →֒ Up[[~]].
11.8. Quasi-monoidal structure on hΦ. Following the subsection 7.2 , we want
to find a quasi-coalgebra structure on (Q ⊗ˆA, pΦ). The first try is to define
(11.3) ∆′Q := (p
Φ ⊗FΦ
~
pΦ) ◦FΦ
~
∆Q ◦FΦ
~
pΦ; ε′Q := εQ ◦FΦ
~
pΦ.
We will see that ε′Q = εQ in the lemma 11.10. First we need
Claim 11.9. Let a ∈ F~(X⊗ˆA,A) and f ∈ F~(Y ⊗ˆA,X⊗ˆA) for some X,Y ∈ P~.
Then
(1) a ◦FΦ
~
f = a ◦F~ f
(2) a⊗FΦ
~
a = a⊗F~ a
Proof. The two expressions
a ◦F~ f =
f
a
Y
A
; a⊗F~ a =
a a
X X
A
contain neither the associativity isomorphism nor the braiding so they mean the
same in P~ and in PΦ~ . 
Lemma 11.10. εQ ◦FΦ
~
pΦ = εQ
Proof. By our definition (see the subsection 11.4), pΦ can be expressed as
pΦ = p+
(
p ◦FΦ
~
p− p) ◦FΦ
~
something.
We know that εQ ◦F~ p = εQ and thus also (claim 11.9) εQ ◦FΦ
~
p = εQ. So we just
need to show that εQ ◦FΦ
~
(
p ◦FΦ
~
p− p) = 0 what is now easy. 
The reason to write the formulas (11.3) is that it forces ∆′Q and ε
′
Q to become
maps between direct summands in FΦ
~
∆′Q : (Q ⊗ˆA, pΦ)→ (Q ⊗ˆA, pΦ)⊗A (Q ⊗ˆA, pΦ), ε′Q : (Q ⊗ˆA, pΦ)→ A.
It is however not clear whether ε′Q = εQ will be a counit for ∆
′
Q , i.e. whether
18(
εQ ⊗FΦ
~
id(Q⊗ˆA)
) ◦FΦ
~
∆′Q =
(
id(Q⊗ˆA) ⊗FΦ
~
εQ
) ◦FΦ
~
∆′Q = p
Φ.
Lemma 11.11. Let’s have C
∆−→ C ⊗ C; C ε−→ I (in some monoidal category C )
satisfying that the composition C
∆−→ C ⊗ C ε⊗ε−−→ I equals ε and that the maps
r : C
∆−→ C ⊗ C ε⊗id−−−→ C ; s : C ∆−→ C ⊗ C id⊗ε−−−→ C
are invertible.
18If (X, p) is a direct summand then id(X,p) = p.
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Then ∆¯ : C
∆−→ C ⊗ C r
−1⊗s−1−−−−−−→ C ⊗ C and ε¯ := ε form a quasi-coalgebra
structure on C.
Proof. First note that we have ε ◦ r = (ε⊗ ε) ◦∆ = ε and thus ε ◦ r−1 = ε. Using
this we can calculate:
(ε¯⊗ id) ◦ ∆¯ = (ε⊗ id) ◦ (r−1 ⊗ s−1) ◦∆ =
(
(ε ◦ r−1)⊗ s−1
)
◦∆ =
= s−1 ◦ (ε⊗ id) ◦∆ = s−1 ◦ s = idC .

In order to use this lemma for our would-be quasi-coalgebra
(
(Q⊗ˆA, pΦ),∆′Q, ε′Q
)
in Split(FΦ
~
), we need to check
(11.4)
(
εQ ⊗FΦ
~
εQ
) ◦FΦ
~
∆′Q = εQ
and verify that
(11.5) r :=
(
εQ ⊗FΦ
~
id(Q⊗ˆA)
) ◦FΦ
~
∆′Q; s :=
(
id(Q⊗ˆA) ⊗FΦ
~
εQ
) ◦FΦ
~
∆′Q
are invertible as maps (Q ⊗ˆ A, pΦ)→ (Q ⊗ˆA, pΦ) in the category Split(FΦ
~
). The
invertibility is easy, since19
r ≡ p ≡ pΦ mod ~ and s ≡ p ≡ pΦ mod ~
and so we can define the inverses by the usual series.
Proof of (11.4). Just use the claim 11.9 and the lemma 11.10 repeatedly:(
εQ ⊗FΦ
~
εQ
) ◦FΦ
~
∆′Q =
(
εQ ⊗FΦ
~
εQ
) ◦FΦ
~
(
pΦ ⊗FΦ
~
pΦ
) ◦FΦ
~
∆Q ◦FΦ
~
pΦ =
=
((
εQ ◦FΦ
~
pΦ
)⊗FΦ
~
(
εQ ◦FΦ
~
pΦ
)) ◦FΦ
~
∆Q ◦FΦ
~
pΦ =
=
((
εQ ⊗F~ εQ
) ◦F~ ∆Q) ◦FΦ
~
pΦ = εQ ◦FΦ
~
pΦ = εQ.

So finally we can use the lemma 11.11 to equip (Q⊗ˆA, pΦ) with a quasi-coalgebra
structure
(11.6) ∆ΦQ := (r
−1 ⊗A s−1) ◦∆′Q and εΦQ := εQ.
12. The twist
We have two quasi-monoidal functors
F1 : P
Φ
~ = P~
forg−−→ V cpl
K[[~]] ; F2 : P
Φ
~
⊗ˆA−−→ FΦ~ h
Φ
−−→ V cpl
K[[~]]
. We have also a natural isomorphism between them which we denote by α:
PΦ
~
FΦ
~
V cpl
K[[~]]
⇒α
⊗ˆA
forg
hΦ
: m ∈M 7→ m̂Φ
Q
M A
.
19Just use that ⊗
FΦ
~
, ◦
FΦ
~
, ∆′Q are modulo ~ the same as ⊗F~ , ◦F~ , ∆Q.
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The two functors define two quasi-bialgebras. Using α we can identify End(F1) and
End(F2) as algebras, but we will get two quasi-bialgebra structures that differ by a
twist.20 The goal of this section is to compute this twist up to the first order in ~.
First we need some computational tools.
Claim 12.1. Let y ∈ Skg∗ with k > 0. Then one has
p
Q
=
Q
m̂
M
= m ∆Q
Q Q
=
Q Q
εQ = 1
y⊲
p
Q
= 0
y⊲
m̂
M
= 0
y⊲
∆Q
Q Q
= 0
y⊲
εQ
= 0
Proof. One just uses the defining formulas (9.2), (9.5), (9.3), (9.4) and the remark
9.3. 
Corollary 12.2. If y ∈ g∗ then we have
p
y⊲
Q
= − y⊲
Q
m̂
y⊲
M
= −y ⊲ m
εQ
y⊲
= 0
Proof. One just uses the Up-linearity of p, mˆ and εQ. For example, the computation
for mˆ would look like this:
m̂
y⊲
M
=
y⊲
m̂
M
−
m̂
y⊲
M
= 0− y ⊲ m.

Claim 12.3. One has the following congruences modulo ~2:
pΦ
Q
Q A
≡ p
Q
Q A
m̂Φ
Q
M A
≡ m̂
Q
M A
20See the remark (5.7).
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Corollary 12.4. The natural isomorphism α−1 : hΦ(M ⊗ˆA)→M is given (modulo
~2) by the formula (see the remark 9.4):
α−1
(
f
Q
M A )
≡ f
M
mod ~2.
Claim 12.5.
∆ΦQ
Q
Q Q A
≡
∆Q
p
Q
Q Q A
mod ~2
Proof. Looking at (11.3) we see that
(12.1) ∆′Q
Q
Q Q A
=
pΦ
∆Q
pΦ pΦ
Q
Q Q A
≡
∆Q
p
Q
Q Q A
mod ~2 .
So, it is enough to see that ∆ΦQ ≡ ∆′Q mod ~2. By the relation (11.6) it is thus
sufficient to show that r and s (see (11.5)) are congruent to pΦ modulo ~2. On
pictures (in PΦ
~
), r and s look like
(12.2) r :=
∆′Q
εQ
Q
Q A
and s :=
∆′Q
εQ
Q
Q A
.
One easily sees s ≡ p mod ~2, since (modulo ~2) we can replace ∆′Q in the picture
(12.2) by the expression in (12.1) and then use (9.7).
The diagram defining r contains the braiding which is not congruent to 1 modulo
~2 so it becomes more involved. Note that r ∈ FΦ
~
(Q⊗ˆA,Q⊗ˆA) satisfies r◦FΦ
~
pΦ =
r and thus r ∈ hΦ(Q ⊗ˆ A). We have an isomorphism between hΦ(Q ⊗ˆ A) and Q
which is described explicitly ( mod ~2) in corollary (12.4). Thus to show that
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r ≡ pΦ mod ~2 it is enough to check that
(12.3) r
Q
≡ pΦ
Q
mod ~2.
On the right hand side, we replace pΦ by p (claim 12.3) and then it becomes just
Q
(claim 12.1). Using (12.1) and then the lemma 11.10 one gets (diagrams in PΦ
~
,
congruence modulo ~2):
r
Q
Q A
≡
∆Q
p
εQ
Q
Q A
=
∆Q
p
εQ
Q
Q A
=
∆Q
εQ
Q
Q A
Thus we can compute the left hand side of (12.3) as (diagrams in V cpl
K[[~]]
21 ):
∆Q
εQ
Q
=
εQ
Q
≡
εQ
(1 + 12~t)⊲
Q
=
Q
+
~
2
·
∑
i
[
εQ
ei⊲
ei⊲ +
εQ
ei⊲ ei⊲
]
Now the first summand in the bracket is 0, since εA =
A
is Ug-linear and the
second is 0 by the corollary 12.2. 
Now we are ready to calculate our twist. Let’s recall what we mean by it. We
have two functors F1 and F2 and a natural isomorphism α between them. F1 is
a strict22 quasi-monoidal functor and let’s denote the quasi-monoidal structure on
21On a diagram in V cpl
K[[~]]
by we mean exp ~t2 ⊲ . It is meaningful only if both strands
are Up-modules. In our case it is so, since they are images of objects in Ph via the functor
P~
forg
−−−→ V cpl
K[[~]]
.
22By “strict” we mean that the quasi-monoidal structure is given by the identity isomorphisms
in V cpl
K[[~]]
.
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F2 by λM,N : F2(M)⊗ F2(N)→ F2(M ⊗N). Then we want to compute
F1(M)⊗ F1(N) αM⊗αN−−−−−→ F2(M)⊗ F2(N) λM,N−−−→ F2(M ⊗N)→
α−1
M⊗N−−−−→ F1(M ⊗N) = F1(M)⊗ F1(N) .
The composition λM,N ◦(αM⊗αN) assigns tom⊗n ∈ F1(M)⊗F1(N) the following
∆ΦQ
m̂Φ n̂Φ
Q
(M N) A
— diagram in PΦ~ .
By the corollary 12.4, α−1M⊗N assigns to it (modulo ~
2)
∆ΦQ
m̂Φ n̂Φ
(M N)
where the framed part of the diagram is in PΦ
~
and
the rest in V cpl
K[[~]].
Since the associativity isomorphisms in PΦ
~
viewed in V cpl
K[[~]] are identity modulo
~2, we can (modulo ~2) consider the above diagram as a diagram entirely in V cpl
K[[~]].
Using the claim 12.3 we are thus interested in (diagrams in V cpl
K[[~]]
21 ):
∆Q
p
m̂ n̂
M N
=
∆Q
p
m̂ n̂
M N
=
p
m̂ n̂
M N
=
=
p
m̂ n̂
M N
+ ~
(
p
m̂ n̂
− t2⊲
M N
+
p
− t2⊲
m̂ n̂
M N
)
+ o(~)(12.4)
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We can use =
A
and23
t⊲
=
∑
i
(
ei⊲ e
i⊲
)
+
∑
i
(
ei⊲
ei⊲
)
= 0 +
∑
i
(
ei⊲
ei⊲
)
to get that (12.4) is equal to
m⊗ n− ~
2
∑
i
(
m̂
ei⊲
M
n̂
ei⊲
N )
− ~
2
∑
i
(
p
m̂ ei⊲
M
ei⊲
n̂
N )
Now by the corollary 12.2, the first sum becomes ~2
∑
i(e
i ⊲ m) ⊗ (ei ⊲ n) and the
second is one 0. We thus finally get our twist
(12.5) F (m⊗ n) ≡ (1 + ~
2
∑
i
ei ⊗ ei) ⊲ (m⊗ n) mod ~2 .
13. Putting things together
13.1. A deformation of Ug[[~]]. We now use the K[[~]]-module isomorphism from
the subsection 11.7
Ug[[~]] ≃−→ End(PΦ~ h
Φ
−−→ V cpl
K[[~]])
to equip Ug[[~]] with a quasi-bialgebra structure (the right hand side is a quasi-
bialgebra by the lemma 5.2).
We would like to see that this way we get a quantization of the quasi-Lie bialgebra
(g, δ, ϕ), i.e. that the classical limit of End(FΦ
~
h
Φ
−−→ V cpl
K[[~]]) is (g, δ, ϕ). For that
we use a trick of Etingof and Kazhdan. Since PΦ
~
⊗ˆA−−→ FΦ
~
is a strong monoidal
functor, the lemma 5.3 gives us a quasi-bialgebra homomorphism
(13.1)
(
Ug[[~]] = End(FΦ
~
h
Φ
−−→ V cpl
K[[~]])
)
→ End(PΦ
~
⊗ˆA−−→ FΦ
~
h
Φ
−−→ V cpl
K[[~]]) .
We need first to understand the second quasi-bialgebra.
13.2. Quasi-bialgebra End(PΦ
~
⊗ˆA−−→ FΦ
~
h
Φ
−−→ V cpl
K[[~]]) and its classical limit.
As a functor, PΦ
~
⊗ˆA−−→ FΦ
~
h
Φ
−−→ V cpl
K[[~]] is equal to (isomorphic to) the forgetful
functor PΦ
~
forg−−→ V cpl
K[[~]], just their quasi-monoidal structures are different. By the
remark 11.2, the classical limit of End(PΦ
~
forg−−→ V cpl
K[[~]]) is the quasi-Lie bialgebra
associated to (see the definition 4.4) (p, t). We denote it by (p, δp, ϕp). Since
End(PΦ
~
⊗ˆA−−→ FΦ
~
h
Φ
−−→ V cpl
K[[~]]) is obtained from End(P
Φ
~
forg−−→ V cpl
K[[~]]) via twisting
by (see the formula(12.5))
F = 1 + ~
1
2
ei ⊗ ei + o((~) ,
23The first summand is 0 by Ug-linearity of εA.
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we get from the theorem 4.2 of Drinfeld that the classical limit (p, δ′p, ϕ
′
p) is obtained
from (p, δp, ϕp) via twisting by
f =
1
2
(ei ⊗ ei − ei ⊗ ei) .
13.3. End(FΦ
~
h
Φ
−−→ V cpl
K[[~]]) is a quantization of (g, δ, ϕ). Let’s denote by (g, δ
′, ϕ′)
the classical limit of Ug[[~]] = End(FΦ
~
h
Φ
−−→ V cpl
K[[~]]). The goal is to show that
(g, δ′, ϕ′) = (g, δ, ϕ). The quasi-bialgebra homomorphism (13.1) induces a quasi-
Lie bialgebra homomorphism
(g, δ′, ϕ′)→ (p, δ′p, ϕ′p)
that, thought about as a linear map g → p, is just the ordinary inclusion by the
lemma 11.8. In other words, the quasi-Lie bialgebra structure (g, δ′, ϕ′) is just
the restriction of the quasi-Lie bialgebra structure (p, δ′p, ϕ
′
p). And this is precisely
(g, δ, ϕ) by the lemma 4.5.
Appendix A. Topological vector spaces
We consider our base field K to have discrete topology. By saying “topological
vector space”, we also mean that the topology is linear, i.e. it has a basis of
neighborhoods of 0 consisting of vector subspaces. Most results mentioned here
can be found in [5].
A.1. Completion.
Definition A.1. By a completion Mˆ (also denoted compl(M)) of a topological
vector space M we mean
Mˆ := lim←−
U
M/U
where we take the limit with respect to the partially ordered set of open vector
subspaces of M . (Note that the spaces M/U have discrete topology.)
Lemma A.2. Let J be a category and F : J → Top a functor. We denote by
πj the canonical maps πj : limF → F (j); j ∈ ob(J ). Let M ∈ ob(Top) and let’s
have a natural (in j ∈ ob(J )) transformation φj : M → F (j). Let’s denote by
φ˜ :M → limF the unique continuous map satisfying φj = πj ◦ φ˜; ∀j ∈ ob(J ).
If all φj have a dense image and J is cofiltered
24 then φ˜ has also a dense image.
Proof. The topology on limF is generated by a subbase
S := { π−1j (U) ∣∣ j ∈ ob(J ) and U ⊂ F (j) open } .
Let’s show that S is actually a base. Take a, b ∈ ob(J ) and A ⊂ F (a), B ⊂ F (b)
open subsets. We want to show that π−1a (A) ∩ π−1b (B) ∈ S. Since J is cofiltered,
24Actually we need just that ∀a, b ∈ ob(J ) we can find an object c and morphisms α : c→ a;
β : c→ b.
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∃j ∈ ob(J ) and morphisms α ∈ J (j, a); β ∈ J (j, b). The commutative diagram
limF
F (j)
F (b)
F (a)
Fα
πj
πbπa
Fβ
gives us
π−1a (A) = π
−1
j
(
(Fα)−1(A)
)
and π−1b (B) = π
−1
j
(
(Fβ)−1(B)
)
.
Thus we get
π−1a (A) ∩ π−1b (B) = π−1j
(
(Fα)−1(A) ∩ (Fβ)−1(B)
)
∈ S .
Now to show that Im(φ˜) is dense in limF , we want for any π−1j (U) ∈ S find an
element m ∈M s.t. φ˜(m) ∈ π−1j (U). That is, we want an m ∈ M s.t. φj(m) ∈ U .
And it exists because φj has a dense image. 
Corollary A.3. The canonical map M
i−→ Mˆ has a dense image.
Definition A.4. A topological vector space M is called complete if M = Mˆ . Note
that a complete vector space is automatically Hausdorff.
Definition A.5. Denote by V the category of vector spaces and linear maps, by
V top the category of topological vector spaces and continuous linear maps and by
V haus, V cpl its full subcategories of Hausdorff vector spaces and of complete vector
spaces. All these categories are enriched over (V ,⊗).
Proposition A.6. Let M ∈ ob(V top). The natural map M i−→ Mˆ has the following
universal property. If N is complete and f : M → N is continuous linear, then
there is a unique continuous fˆ : Mˆ → N that satisfies f = fˆ ◦ i.
M Mˆ
N
i
f
∃!fˆ
Proof. The uniqueness comes from N being Hausdorff and i having a dense image
(A.3). Since N = lim←−V N/V , in order to define fˆ we need to define maps Mˆ → N/V
in some coherent way. We take them to be the compositions
Mˆ →M/f−1(V ) f/V−−−→ N/V
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where the first map is the canonical map lim←−M/U →M/f
−1(V ) and f/V is defined
by the commutativity of the diagram:
M N
M/f−1V N/V
f
f/V

As a consequence, the forgetful functor V cpl → V top is right adjoint to M 7→
Mˆ : V top → V cpl and thus preserves limits. We formulate this as
Proposition A.7. A limit (in V top) of complete vector spaces is again complete.
Corollary A.8. A topological vector space is complete if and only if it can be
written as a limit of discrete vector spaces.
Similarly, as the functor M 7→ Mˆ : V top → V cpl is a left adjoint, we get:
Proposition A.9. The functor M 7→ Mˆ : V top → V cpl preserves (small) colimits.
A.2. Tensor products. Let M,N ∈ ob(V top) be topological vector spaces (not
necessarily complete). We equip M ⊗N with a linear topology generated by neigh-
borhoods of 0 of the form
(U ⊗N) + (M ⊗ V )
where U and V range over the open linear subspaces of M and N respectively.
This turns V top into a symmetric monoidal category with discrete K for the unit
object. Note that M ⊗N can be defined as a space with a universal bilinear map
M ×N →M ⊗N , continuous in some sense.
We also define ⊗ˆ as M ⊗ˆN := M̂ ⊗N . It satisfies the usual universal property
in V cpl and turns it into a symmetric monoidal category.
Remark A.10. From the universal properties one can show that forM,N ∈ ob(V top)
M ⊗ˆN = Mˆ ⊗ˆ Nˆ .
A.3. Tensor product and colimits. Recall that in the category of modules over
some commutative ring, the functor ⊗X is a left adjoint and thus commutes with
all (small) colimits.
Example A.11. In V top, X ⊗ does not commute with infinite coproducts. As
an example, take Y infinite dimensional discrete. If (yi)i∈I is a basis of Y then
Y =
⊕
i∈I
K · yi .
X⊗Y has a topology base of formed by subspaces of the form V ⊗Y , where V ⊂ X
is an open subspace. On the other hand the topology on
⊕
i(X ⊗ yi) is generated
by the subspaces of the form
⊕
i(Vi ⊗ yi) where Vi ⊂ X are open subspaces. Thus⊕
i(X ⊗ yi) has in general much more open sets than X ⊗ Y . (Take for example
X infinite dimensional with the base formed by subspaces of finite codimension.)
Proposition A.12. X ⊗ : V top → V top commutes with finite colimits.
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Proof. It is enough to show this for direct sums and cokernels.
To show X ⊗ (M ⊕N) ∼= (X ⊗M)⊕ (X ⊗N) for M,N ∈ ob(V top) we observe
that the two topology bases are equivalent:{(
Y ⊗ (M ⊕N))+ (X ⊗ (U ⊕ V )) | Y ⊂os X,U ⊂os M,V ⊂os N}{(
Y1 ⊗M +X ⊗ U
)⊕ (Y2 ⊗N +X ⊗ V ) | Y1, Y2 ⊂os X,U ⊂os M,V ⊂os N}
The topologies of X ⊗ (M/N) and of (X ⊗M)/(X ⊗N) for N ⊂M ∈ ob(V top)
are given by the bases:{(
Y ⊗ (M/N))+ (X ⊕ U/N) | Y ⊂os X,N ⊂ U ⊂os M}{
(Y ⊗M +X ⊗ U)/(X ⊗N)
∣∣∣∣ Y ⊂os X,N ⊂os M such that
(Y ⊗M +X ⊗ U) ⊃ X ⊗N
}
Since the condition (Y ⊗M +X⊗U) ⊃ X⊗N just means N ⊂ U , these two bases
are easily seen to be equal. 
Corollary A.13. In the category of complete vector spaces, X ⊗ˆ : V cpl → V cpl
commutes with finite colimits for any X ∈ ob(V cpl).
Proof. Take a functor I → V cpl : i 7→ Ni where I is a finite category and i ∈ ob(I).
Let’s denote by
V
cpl
colim
−→
Ni and
V
top
colim
−→
Ni
the colimits in V cpl and in V top respectively. We use the previous proposition, the
fact that completion commutes with colimits (Proposition A.9), the remark A.10
and compl(Ni) = Ni to calculate
V
cpl
colim
−→
(X ⊗ˆNi) =
V
cpl
colim
−→
compl(X ⊗Ni) ∼= compl
V
top
colim
−→
(X ⊗Ni) =
∼= compl(X ⊗
V
top
colim
−→
Ni) = X ⊗ˆ
V
top
colim
−→
Ni =
= X ⊗ˆ compl( V topcolim
−→
Ni
) ∼= X ⊗ˆ V cplcolim
−→
complNi = X ⊗ˆ
V
cpl
colim
−→
Ni.

A.4. Strong topology on V top(M,N).
Definition A.14. A topological vector space K is called totally bounded (we ab-
breviate this to bounded) iff K/V is finite dimensional ∀V ⊂os K. K is called
compact if it is bounded and complete.
Claim A.15. If X is bounded and discrete then it is finite dimensional.
Definition A.16. The strong topology on V top(M,N) is defined by the basis of
neighborhoods of 0 of the form
{f :M → N s.t. f(K) ⊂ V }
where K ⊂bs M and V ⊂os N .
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Remark A.17. In other words, the strong topology is the initial linear topology
with respect to the maps (the targets are discrete):
V top(M,N)→ V top(K,N/V )
where K ⊂M ranges through the bounded and V ⊂ N trough the open subspaces.
We denote M∗ := V top(M,K) equipped with the strong topology.
Remark A.18. Note that if K is bounded then K∗ is discrete. If X is discrete then
X∗ is compact.
A.5. V top-categories. We will equip the hom-sets V top(X,Y ) with the strong
topology. Note that the composition maps
V top(Y, Z)⊗ V top(X,Y )→ V top(X,Z)
are not continuous in general and so V top is not enriched over itself (by considering
the strong topologies). One can however introduce the following notion:
Definition A.19. By a V top-category we mean a monoidal category C enriched
over vector spaces whose hom-sets are also equipped with linear topologies in such
a way that
• the tensor product maps
C (X1, Y1)⊗ C (X2, Y2)→ C (X1 ⊗X2, Y1 ⊗ Y2)
are continuous.
• The composition maps are non necessarily continuous, but the maps
g 7→ g ◦ f for f fixed
f 7→ g ◦ f for g fixed
are continuous.
Example A.20. V top and V cpl are V top-categories.
The following lemma is the reason why we like this type of categories:
Lemma A.21. Let C be a V top-category and C ∈ ob(C ). Then the functor hC
represented by C is a functor to V top. A coalgebra structure on C makes hC into
a quasi-monoidal functor to V top. More generally, the same is true for functors
represented by direct summands.
A.6. Some properties of strong topology. The goal of this subsection is Claim
A.29 that basically says that under some conditions one has Hom(M,N) = N ⊗ˆM∗.
Claim A.22. If X is discrete then M ⊗ˆX = lim←−V
(
(M/V )⊗X); V ⊂os N .
Claim A.23. If K is bounded and N is complete then (as topological vector spaces)
V top(K,N) = lim←−
V
V top(K,N/V )
where V ranges through the open subspaces of N .
Proof. The equality of sets follows from N = lim←−V N/V and the definition of the
limit. The equality of topologies comes from Remark A.17. 
Claim A.24. If K is bounded and X discrete then V top(K,X) = X ⊗K∗. (Since
both X and K∗ are discrete, it equals also X ⊗ˆK∗.)
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Proof. Since both V top(K,X) and X ⊗K∗ are discrete, it is enough to show the
equality of vector spaces. One has a natural monomorphismX⊗K∗ → V top(K,X).
We just need to show it is surjective. Take f ∈ V top(K,X). Ker(f) is open and thus
K/Ker(f) is finite dimensional discrete. Thus the bottom arrow of the following
commutative diagram is an isomorphism:
X ⊗ (K/Ker(f))∗ Hom(K/Ker(f), X)
X ⊗K∗ V top(K,X)
∼=
One can regard f as an element in Hom
(
K/Ker(f), X
)
and a simple diagram chase
finishes the argument. 
Claim A.25. If K is bounded and N complete then V top(K,N) = N ⊗ˆK∗.
Proof.
V top(K,N) = lim←−
V
V top(K,N/V ) = lim←−
V
(
(N/V ) ⊗ˆK∗
)
= N ⊗ˆK∗.
The first equality is from Claim A.23, the second from Claim A.24 and the last
from Claim A.22 
Claim A.26. Let M =
⊕
iMi for Mi Hausdorff, i ∈ I and let K be a bounded
subspace of M . Then K is contained in a sum of finitely many Mi.
Proof. From the universal property of
⊕
we see that the projections πm :
⊕
iMi →
Mm are continuous for each m. We want to show that the set
J := {m ∈ I | πmK is nonzero}
is finite. Suppose it is not the case. We can replace each Mj , j ∈ J by πj(K) and
thus suppose that πj(K) = Mj . Further we choose whatever nonzero continuous
functional fj :Mj → K (here we needMj Hausdorff). This will give us a continuous
map
⊕
j∈J fj :
⊕
i∈I Mi →
⊕
j∈J Kj (here all Ki = K) and thus we can replace all
Mi by Kj and K by its image. Finally we are in a situation where we have a
bounded vector subspace K of
⊕
j∈J Kj s.t. πj(K) = K. Since K is a subspace of
a discrete space, it is itself discrete and thus finite dimensional (claim A.15). But
then only finitely many of the projections πj(K) can be nonzero. 
Claim A.27. Let Mi, N ∈ ob(V haus). Then V top(
⊕
iMi, N) =
∏
i V
top(Mi, N)
as topological vector spaces.
Proof. Surely, we have the equality of vector spaces (just use the universal property
of
⊕
). So we have two topologies T , T ′ on the same space V top(⊕iMi, N). The
basis of neighborhoods of 0 in T is formed by the subspaces
UK,V :=
{
f ∈ V top(
⊕
i
Mi, N)
∣∣∣ f(K) ⊂ V}
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where K ⊂bs
⊕
Mi and V ⊂os N . In T ′, the basis of neighborhood of 0 is given
by the sets:
U ′Ki1 ,...,Kim ;V :=
f ∈ V top(⊕
i
Mi, N)
∣∣∣ f( m⊕
j=1
Kij ) ⊂ V

where {i1, . . . , im} is a finite subset of the index set, Kij ⊂bs Mij and V ⊂os N .
Since U ′Ki1 ,...,Kim ;V
= UKi1⊕...⊕Kim ,V , we see that T ′ ⊂ T . To show T ⊂ T ′
we need to any UK,V find a smaller U
′
Ki1 ,...,Kim ;V
′ . From the claim A.26 we have
indices i1, . . . , im, s.t. K ⊂
⊕m
j=1Mij and thus it is enough to take Kij := πij (K)
(here πk :
⊕
iMi →Mk denotes the natural projection) and V ′ := V . 
Claim A.28. Let Xi be discrete topological vector spaces indexes by i ∈ I and N
be a complete vector space. Then
∏
i(N ⊗ˆXi) = N ⊗ˆ
∏
iXi as topological vector
spaces.
Proof. The subspaces
∏
k∈I\J Xk, where J ranges through finite subsets of I, form
a base of neighborhoods of 0 in
∏
iXi. Thus (V in the limits are open subspaces
of N and J are finite subsets of I )
N ⊗ˆ
∏
i
Xi
1
== lim←−
V,J
N/V ⊗
(∏
i∈I
Xi/
∏
k∈I\J
Xk
)
2
== lim←−
J
lim←−
V
(
N/V ⊗
∏
j∈J
Xj
)
=
3
== lim←−
J
∏
j∈J
lim←−
V
(
N/V ⊗Xj
)
4
==
∏
i∈I
N ⊗ˆXi.
In 4 we used Claim A.22. 
Claim A.29. Let M =
⊕
iKi where Ki are bounded and Hausdorff and let N be
complete. Then V top(M,N) = N ⊗ˆM∗.
Proof.
V top(M,N) = V top(
⊕
i
Ki, N)
1
==
∏
i
V top(Ki, N)
2
==
∏
i
(
N ⊗ˆK∗i
)
=
3
== N ⊗ˆ
∏
i
K∗i
4
== N ⊗ˆ
(⊕
i
Ki
)∗
= N ⊗ˆM∗
Here the equalities 1,2,3 and 4 come from Claims A.27, A.25, A.28 and A.27 re-
spectively. 
Appendix B. Universal enveloping algebra
Let V ∈ ob(V haus). We can construct a topological vector space TV :=⊕n≥0 V ⊗n.
We can define topological SV as a closed subspace of TV . Since TV decomposes
as a topological vector space into a direct sum TV = SV ⊕ Ker(Sym) where Sym
is the symmetrization map, the topology on SV can be defined as the quotient
topology relative to TV → SV .
Theorem B.1. Let L be a topological Lie algebra. Then as topological vector
spaces, TL ∼= Ker(π) ⊕ SL where π : TL→ UL denotes the natural projection. So
if we equip UL with the quotient space topology, the PBW map SL → UL will be
an isomorphism of topological vector spaces.
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Proof. We will show that for every n ∈ N, T≤nL = Ker(π≤n)⊕S≤nL as topological
vector spaces. From the ordinary PBW theorem we know that the composition
S≤nL →֒ T≤nL π
≤n
−−−→ U≤nL
is a vector space isomorphism and thus we have T≤nL = Ker(π≤n) ⊕ S≤nL as
vector spaces. To see that this is also a direct sum of topological vector spaces we
will show that the projection on the second summand
p≤n : T≤nL = Ker(π≤n)⊕ S≤nL→ S≤nL
is continuous. We do it by induction on n. Assume that p≤n−1 is continuous. We
have a topological decomposition
T≤nL = T≤n−1L⊕ SnL⊕AnL
where AnL is the kernel of the symmetrization map T nL → T nL. Since the re-
strictions
p≤n
∣∣∣
T≤n−1L
= p≤n−1 and p≤n
∣∣∣
SnL
= idSnL
are continuous, it is enough to check the continuity of p
∣∣
AnL
: AnL→ S≤nL.
Denote by Ai,j ⊂ An the subspace of tensors antisymmetric in the i-th and j-th
indices. We will show in a moment that p|Ai,j is continuous. One has A =
∑
Ai,j
as a vector space but this does not imply that p|An is also continuous. One can
however find a decomposition of A into a direct sum (in V top) A =
⊕
αAα of
finitely many subspaces Aα s.t. each Aα is a subset of some Ai,j . Thus p|Aα are
continuous and consequently p|An also is.
One such decomposition of A comes from the standard decomposition L⊗n =⊕
T L
⊗n · cT using the Young symmetrizers cT corresponding to the standard
tableaux T . Each cT is a composition of the symmetrization with respect to the
rows of T followed by the antisymmetrization in columns. Thus each L⊗n · cT
different from SnL will be a subset of some Ai,j .
The last thing is the continuity of p|Ai,j which can be proven by finding explicit
formulas involving only the Lie brackets and p≤n−1 which is continuous by the
induction hypothesis. For example A1,2 is generated by elements of the form (x1 ⊗
x2 ⊗ . . .)− (x2 ⊗ x1 ⊗ . . .). One has
π
(
(x1 ⊗ x2 ⊗ . . .)− (x2 ⊗ x1 ⊗ . . .)
)
= π
(
[x1, x2]⊗ . . .
)
and thus (because Ker(p) = Ker(π)) also
p
(
(x1 ⊗ x2 ⊗ . . .)− (x2 ⊗ x1 ⊗ . . .)
)
= p≤n−1
(
[x1, x2]⊗ . . .
)
.
Similarly, on A1,3 we get a formula
p
(
(x1 ⊗ x2 ⊗ x3 ⊗ . . .)− (x3 ⊗ x2 ⊗ x1 ⊗ . . .)
)
=
= p≤n−1
((
[x1, x2]⊗ x3 ⊗ . . .
)
+
(
x2 ⊗ [x1, x3]⊗ . . .
)
+
(
[x2, x3]⊗ x1 ⊗ . . .
))
.
One gets longer formulas when i and j are still further apart. 
Remark B.2. From the proof of the theorem B.1 one can see that as a topologi-
cal vector space UL = colim
−→ k
U≤kL and one has topological PBW isomorphisms
S≤kL
∼=−→ U≤kL.
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We will need the following generalization of the above theorem.
Theorem B.3. Let L be a topological Lie algebra and π : TL → UL the natural
projection. Assume also that L decomposes into a direct sum L = L1 ⊕ L2 of
topological vector spaces L1, L2. Then TL decomposes as a topological vector space
into a sum
TL = Ker(π) ⊕
(⊕
k,l
SkL1 ⊗ SlL2
)
.
This implies UL ∼=⊕k,l SkL1 ⊗ SlL2 as a topological vector space.
Remark B.4. One can generalize this to any finite number of summands L = L1 ⊕
. . .⊕ Lk.
Proof. We want to show for all n ∈ N that as a topological vector space
T≤nL = Ker(π≤n)⊕
( ⊕
k,l
k+l≤n
SkL1 ⊗ SlL2
)
.
As before we show by induction that the projection p≤n on the second factor is
continuous. In the induction step we need to show the continuity of p
∣∣
TnL
. We
decompose T nL as
(B.1) T nL =
⊕
f :{1,...,n}→{1,2}
Lf(1) ⊗ Lf(2) ⊗ . . .⊗ Lf(n).
We call a pair i < j ∈ {1, . . . , n} an inversion of f : {1, . . . , n} → {1, 2} if f(i) >
f(j). We will show the continuity of p
∣∣
Lf(1)⊗...⊗Lf(n)
by induction on the number
of inversions of f .
As the 0-th step assume that f has no inversions. This means that Lf(1)⊗ . . .⊗
Lf(n) = T
kL1 ⊗ T lL2 for some k + l = n. We decompose it as
T kL1⊗T lL2 =
(
SkL1⊗SlL2
)⊕ (AkL1⊗SlL2)⊕ (SkL1⊗AlL2)⊕ (AkL1⊗AlL2)
and proceed as in the proof of the theorem B.1.
As the induction step we want to prove the continuity of p
∣∣
Lf(1)⊗...⊗Lf(n)
as-
suming the continuity of p
∣∣
Lf′(1)⊗...⊗Lf′(n)
for all f ′ with less inversions than f .
From the induction on n we also assume that p≤n−1 is continuous. We can find a
k ∈ {1, . . . n− 1} s.t. f(k) = 2 and f(k+1) = 1. For simplicity assume that k = 1.
Define continuous maps
α : L2 ⊗ L1 ⊗ Lf(3) ⊗ . . .⊗ Lf(n) → L1 ⊗ L2 ⊗ Lf(3) ⊗ . . .⊗ Lf(n)
x1 ⊗ x2 ⊗ x3 . . . 7→ x2 ⊗ x1 ⊗ x3 ⊗ . . .
β : L2 ⊗ L1 ⊗ Lf(3) ⊗ . . .⊗ Lf(n) → L⊗ Lf(3) ⊗ . . .⊗ Lf(n)
x1 ⊗ x2 ⊗ x3 . . . 7→ [x1, x2]⊗ x3 ⊗ . . .
Then for any t ∈ Lf(1) ⊗ . . .⊗ Lf(n) we have t−α(t)−β(t) ∈ Ker(π) = Ker(p) and
thus
p≤n(t) = p≤n
(
α(t)
)
+ p≤n−1
(
β(t)
)
.
But p≤n ◦ α and p≤n−1 ◦ β are continuous from the induction hypotheses. 
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Corollary B.5. Recall that p = g ⊕ g∗ as a topological vector space and g is a
Lie subalgebra of p. This gives us a PBW isomorphism of vector spaces (or even
Ug-modules) Ug⊗ Sg∗ ∼=−→ Up. On the topological level one gets25
Up ∼= colim
−→
k,l
U≤kg⊗ S≤lg∗.
Proof. One has a commutative diagram
colim
−→ k,l
U≤kg⊗ S≤lg∗ Up
colim
−→ k,l
S≤kg⊗ S≤lg∗
∼= ∼=
where the two downward pointing maps are topological isomorphisms by the theo-
rems B.1 and B.3. 
Remark B.6. TL, SL,UL are not complete. If we wanted them to be, we could
either complete them or (equivalently) define Tˆ V :=
⊕
n≥0 V
⊗ˆn and then take
SˆL, UˆL as its quotient spaces. We will however not need it and reserve the notation
Sˆg for a different space (it will be again a completion of Sg but w.r.t. a different
topology).
Note that the multiplication map TV ⊗ TV → TV will not be continuous in
general (the problem is that the topological tensor product does not commute with
the infinite direct sums). Our TV , SV and UL will be however topological filtered
algebras from the following definition.
Definition B.7. By a filtered algebra in V top we mean a filtered topological vector
space B = colim
−→ i
Bi, B0 ⊂ B1 ⊂ . . . that is also a filtered algebra over K and the
restrictions of the multiplication
µ
∣∣
Bk⊗Bl
: Bk ⊗Bl → Bk+l
are continuous for all k, l.
Appendix C. Equicontinuous modules
Reminder C.1. Recall form [EK1] that a system of maps {fx : Y → Z}x∈X where
Y, Z are topological vector spaces and X a set, is said to be equicontinuous if
∀V ⊂os Z; ∃U ⊂os Y ; ∀x ∈ X : fx(U) ⊂ V.
In our case,X will also be a topological vector space and the system {fx : Y → Z}x∈X
will come from a map f : X ⊗ Y → Z. The equicontinuity then means the con-
tinuity of f : Xdisc ⊗ Y → Z where Xdisc is the same vector space as X but with
discrete topology.
25Note that since the tensor product (of topological vector spaces) does not commute with
colimits, one actually does not have Up ∼= Ug ⊗ Sg∗. (A simpler example of this phenomenon is
that S(V1 ⊕ V2) 6= SV1 ⊗ SV2 as topological vector spaces.)
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Let L be a topological Lie algebra. Following [EK1], an L-module M is called
an equicontinuous L-module if the map L → V top(M,M) is continuous and the
system of maps {x ⊲ :M →M}x∈L is equicontinuous.
In this definition, there are two natural choices for the topology on V top(M,M):
a) the strong topology and b) the weak topology (this is how [EK1] do it). The
choice of a) can be expressed as continuity of L ⊗M ⊲−→ M w.r.t. the topology on
L⊗M where a vector subspace U ⊂ L⊗M is open if
i) ∃V ⊂os M s.t. (L⊗ V ) ⊂ U and
ii) ∀K ⊂bs M ; ∃T ⊂os L s.t. (T ⊗K) ⊂ U .
Similarly, to get b) just replace ii) with
ii’) ∀m ∈M ; ∃T ⊂os L s.t. (T ⊗m) ⊂ U .
Now we can see that the two possibilities are actually equivalent.
Proof. Obviously, i) + ii) ⇒ i) + ii’), so we just need the opposite implication.
Let U ⊂ L ⊗M satisfy i) and ii’) and let K ⊂bs M . By i) we can find V ⊂os M
s.t. L ⊗ V ⊂ U . Since V ∩K is open in K, K/(V ∩K) is finite dimensional (K
is bounded) and so there exists a finite number of elements m1, . . . ,mk ∈ K s.t.
K = (V ∩K)+Km1+ . . .+Kmk. By ii’) we find T1, . . . , Tk ⊂os M s.t. Ti⊗mi ⊂ U .
If we take T :=
⋂k
i=1 Ti we have
T ⊗K = T ⊗
(
(V ∩K) + Km1 + . . .+ Kmk
)
⊂
⊂ L⊗ V + T1 ⊗m1 + . . .+ Tk ⊗mk ⊂ U

Notation C.2. We denote the above topological vector space by L ⊘M . More
generally, if M,N ∈ ob(V top) we define a topological vector space M ⊘ N whose
underlying vector space is M ⊗N and where a subspace U ⊂M ⊘N is open iff
i) ∃V ⊂os N s.t. M ⊗ V ⊂ U ;
ii) ∀K ⊂bs N , ∃T ⊂os M s.t. T ⊗K ⊂ U
or equivalently (the same proof as above) ii) can be replaced by
ii’) ∀n ∈ N ; ∃T ⊂os M s.t. T ⊗ n ⊂ U .
Note that M ⊘N is not isomorphic to N ⊘M in general.
So a succinct definition of an equicontinuous module just says that L⊘M ⊲−→M
is continuous.
Claim C.3. If M is discrete or if N is bounded then M ⊘N =M ⊗N .
Remark C.4. A definition of an equicontinuous L-module that is often easy to check
is the following:
i) The system of maps {x ⊲ :M →M}x∈L is equicontinuous and
ii) for any m ∈M the map ⊲ m : L→M is continuous.
Example C.5. If L is a topological Lie algebra then UL is an equicontinuous
L-module (via left multiplication).
Proof. We use the definition from Remark C.4. To prove i) we fix V ⊂os UL
and want to find U ⊂os UL s.t. L · U ⊂ V . Since UL is a filtered algebra,
the multiplication maps L ⊗ U≤kL → U≤k+1L are continuous. Thus there exist
Uk ⊂os U≤kL s.t. L ·Uk ⊂ V . Consequently, we can take U :=
∑∞
k=0 Uk. It will be
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open in UL since its intersection with any U≤kL is open and the topology on UL
is the colimit of topologies on U≤kL.
To prove ii), fix an element x ∈ UL. We want to show that · x : L → UL is
continuous. And it really is, since x is in some U≤kL and the multiplication map
L⊗ U≤kL→ UL is continuous. 
Claim C.6. Let M be an equicontinuous L-module. Then for any k ∈ N, the action
maps
U≤kL⊘M ⊲−→M
are continuous. In other words
a) the system of maps {x ⊲ : M →M}x∈U≤kL is equicontinuous;
b) ∀m ∈M , the map ⊲ m : U≤kL→M is continuous.
Proof. We will show a) and b) for k = 2, the proof for higher k being analogous.
Let’s start with a). We know that
(C.1) ∀U ⊂os M ; ∃U ′ ⊂os M ; s.t. (L ⊲ U ′) ⊂ U
and want to prove
∀U ⊂os M ; ∃U ′ ⊂os M ; s.t. (L ⊲ L ⊲ U ′) ⊂ U
This amounts just to using (C.1) two times.
Now let’s show b) for k = 2. Since U≤2L is a quotient space of T≤2L, we want
to show continuity of (m ∈M is fixed)
L⊗ L→M : x⊗ y 7→ x ⊲ y ⊲ m.
This means that for a given U ⊂os M we want to find V1, V2 ⊂os L s.t.
V1 ⊲ L ⊲ m ⊂ U and L ⊲ V2 ⊲ m ⊂ U.
Start with V2. We know we can find U
′ ⊂os M s.t. L⊲U ′ ⊂ U . From the continuity
of ⊲ m : L→M we can find V2 ⊂os L s.t. V2 ⊲ m ⊂ U ′.
Now let’s find V1. Note that
V1 ⊲ L ⊲ m ⊂
(
L ⊲ V1 ⊲ m
)
+
(
[V1, L] ⊲ m
)
.
From the continuity of L ⊗ L → M : x ⊗ y 7→ [x, y] ⊲ m we can find V ′1 ⊂os L s.t.
[V ′1 , L] ⊲ m ⊂ U . Now take V1 := V ′1 ∩ V2. 
Claim C.7. If M,N are equicontinuous (Hausdorff) L-modules then Mˆ,M ⊗
N,M ⊗ˆN are also equicontinuous L-modules.
Appendix D. Some properties of ♥ : G → P
We gather here some topological claims needed in Section 8. Throughout, we
consider Ug and Sg∗ as subspaces in Up (see also Corollary B.5).
Claim D.1. Let M be an equicontinuous g-module. Then the two systems of sub-
spaces
Vk,U :=
{
f ∈ HomCUg(Up,M)
∣∣ f(U≤kp) ⊂ U} ; k ∈ N; U ⊂os M
and
V˜k,U :=
{
f ∈ HomCUg(Up,M)
∣∣ f(S≤kg∗) ⊂ U} ; k ∈ N; U ⊂os M
form two bases of neighborhoods of 0 in HomCUg(Up,M) (with the strong topology).
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Proof. By the definition of the strong topology we know that the system
V ′K,U :=
{
f ∈ HomCUg(Up,M)
∣∣ f(K) ⊂ U} ; K ⊂bs Up; U ⊂os N
forms a basis of neighborhoods of 0 in HomCUg(Up,M). We will show that in the
sequence of bases {
V ′K,U
}
;
{
V˜k,U
}
; {Vk,U} ;
{
V ′K,U
}
;
each base is finer that the next one.
1.
{
V ′K,U
}
is finer than
{
V˜k,U
}
. This is clear since S≤kg∗ is bounded (g∗ is
compact and the tensor product of bounded spaces is bounded).
2.
{
V˜k,U
}
is finer than {Vk,U}. Fix Vn,U . Since M is an equicontinuous Ug-
module, we can find an open subspace U ′ s.t. (U≤ng ⊲ U ′) ⊂ U . We want to show
that V˜n,U ′ ⊂ Vn,U . Really, U≤np ⊂ (U≤ng ·S≤ng∗) and thus for any f ∈ V˜n,U ′ we
have
f(U≤np) ⊂ U≤ng ⊲ f(S≤ng∗) ⊂ U≤ng ⊲ U ′ ⊂ U.
3. {Vk,U} is finer than
{
V ′K,U
}
. Fix V ′K,U . We will find an n s.t. K ⊂ U≤np,
which will imply Vn,U ⊂ V ′K,U . Note that under the topological isomorphism⊕∞
k=0 S
kp = Sp
∼=−→ Up, U≤np corresponds to ⊕nk=0 Skp. So one can use the
claim A.26. 
Corollary D.2. IfM is an equicontinuous g-module then ♥M is an equicontinuous
p-module.
Proof. We use the definition of an equicontinuous module from Remark C.4. To
prove i) we need for any Vk,U from Claim D.1 find a V
′ ⊂os ♥M s.t. p ⊲ V ′ ⊂ Vk,U .
It is enough to take V ′ = Vk+1,U .
To check ii) we fix f ∈ ♥M and want to show that ⊲ f : Up → ♥M is
continuous. That is, for any any Vk,U from Claim D.1 we need to find V
′ ⊂os Up
s.t. V ′ ⊲ f ⊂ Vk,U what just means f(U≤kp · V ′) ⊂ U . Now f is continuous so
U ′ := f−1(U) is an open subspace of Up. So we just need to find V ′ ⊂os Up s.t.
U≤kp · V ′ ⊂ U ′. And we can really find it since Up is an equicontinuous p-module
(example C.5). 
Claim D.3. Let M be an equicontinuous g-module. An f ∈ HomUg(Up,M) is
continuous iff its restriction f
∣∣
Sg∗
is.
Proof. Suppose f ′ := f
∣∣
Sg∗
is continuous. One has (corollary B.5)
Up ∼= colim
−→
k,l
U≤kg⊗ S≤lg∗
so to verify the continuity of f it is enough to check the continuity of all f (k,l) :=
f
∣∣
U≤kg⊗S≤lg∗
. We can reconstruct f (k,l) from f ′ as a composition
(D.1) f (k,l) : U≤kg⊗ S≤lg∗ id⊗f
′
−−−−→ U≤kg⊗M ⊲−→M.
Now id ⊗ f ′ is continuous since f ′ is. The second map is continuous as a map
U≤kg⊘M ⊲−→M but since U≤kg is discrete, U≤kg⊘M = U≤kg⊗M as topological
vector spaces (claim C.3). Hence both maps in (D.1) are continuous and so the
composition also is. 
ON QUANTIZATION OF QUASI-LIE BIALGEBRAS 57
Claim D.4. Let M ∈ ob(G ). The restriction map ♥M = HomCUg(Up,M) →
HomC
K
(Sg∗,M) is an isomorphism of topological vector spaces.
Proof. The restriction map is bijective (claim D.3) and continuous. So it is enough
to check that it is also open. This is easy if we use the base of neighborhood of 0
in HomCUg(Up,M) formed by the sets V˜k,U from the claim D.1. 
Claim D.5. The topological algebra (Sg∗)∗ is equal to Sˆg := lim←−k S
≤kg where S≤kg
is discrete with algebra structure S≤kg := Sg/S>kg.
Proof. S≤kg∗ is a sub-coalgebra of Sg∗. This induces algebra homomorphisms
(Sg∗)∗ → (S≤kg∗)∗ and thus an algebra homomorphism (Sg∗)∗ → lim←−k(S
≤kg∗)∗.
This map is a topological isomorphism by
(Sg∗)∗ = (
⊕
k
Skg∗)∗ =
∏
k
(S≤kg∗)∗ = lim←−
k
k∏
i=0
(Skg∗)∗ = lim←−
k
(S≤kg∗)∗
where the second and the last equalities come from Claim A.27. One has further
(S≤kg∗)∗ = (compl(S≤kg∗))∗ = ((S≤kg))∗)∗ = S≤kg
where the second and third equality come from the following claim
Claim D.6. If X,Y are discrete topological vector spaces, then
a) X∗ ⊗ˆ Y ∗ = (X ⊗ Y )∗
b) (X∗)∗ = X.

Claim D.7. In the assignment (8.4), the composition on the right hand side is
continuous and the assignment itself is continuous w.r.t the strong topologies.
Proof. By the claim D.4 it is enough to check the same for the map
HomC
K
(Sg∗,M) −→ HomC
K
(Sg∗,M)
s 7−→
(
Sg∗
∆−→ Sg∗ ⊗ Sg∗ S⊗s−−−→ Sg∗ ⊗M ⊲−→M
)
.
Since the topology on HomC
K
(Sg∗,M) is initial w.r.t. the maps HomC
K
(Sg∗,M)→
HomC
K
(S≤kg∗,M), it is actually enough to look at the map
Θ : HomC
K
(Sg∗,M) −→ HomC
K
(S≤kg∗,M)
s 7−→
(
S≤kg∗
∆−→ S≤kg∗ ⊗ S≤kg∗ S⊗s−−−→ S≤kg∗ ⊗M ⊲−→M
)
.
First we fix s and check the continuity of Θs. We can write Θs as a composition
Θs : S≤kg∗
∆−→ S≤kg∗ ⊗ S≤kg∗ S⊗s−−−→ S≤kg∗ ⊗ s(S≤kg∗) ⊲−→M
The first two maps are continuous and the third also is because it is continuous
as a map S≤kg∗ ⊘ s(S≤kg∗) ⊲−→M and S≤kg∗ ⊘ s(S≤kg∗) = S≤kg∗ ⊗ s(S≤kg∗) by
Claim C.3 (s(S≤kg∗) is bounded).
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Now we check continuity of s 7→ Θs. Since S≤kg∗ is bounded, we have a basis
of neighborhoods of 0 in HomC
K
(
S≤kg∗,M
)
:
VU :=
{
f : S≤kg∗ →M s.t. Im(f) ⊂ U}
indexed by open subspaces U ⊂os M . Fix one such VU . We want to find U ′ ⊂os M
s.t.
s(S≤kg∗) ⊂ U ′ =⇒ (Θs)(S≤kg∗) ⊂ U.
For that, it is enough to take U ′ ⊂os M satisfying
(
S≤kg∗ ⊲ U ′
) ⊂ U which exists
by the part a) of Claim C.6. 
Appendix E. Categories of K[[~]]-modules
We equip K[[~]] with the ~-adic topology. This way it becomes an algebra in
V cpl.
Definition E.1. We denote V top
K[[~]] := K[[~]]-Mod(V
top) — the category of topo-
logical K[[~]]-modules with ⊗K[[~]] as a monoidal structure.
For a topological K[[~]]-moduleM we denote by M˜ := compl
~
M := lim←−kM/~
kM
its ~-adic completion. If M = compl~M we call it ~-complete.
By V ~-cpl
K[[~]] we denote the full subcategory of V
top
K[[~]] consisting of ~-complete mod-
ules. We equip V ~-cpl
K[[~]] with the ~-completed tensor product
M⊗˜K[[~]]N := compl~(M ⊗K[[~]] N) .
V cpl
K[[~]] will denote the category of complete topological K[[~]]-modules. It has a
monoidal product
M ⊗ˆK[[~]] N := (M ⊗K[[~]] N )ˆ .
One can see compl
~
: V top
K[[~]] → V ~-cplK[[~]] as the left adjoint functor to the forgetful
V ~-cpl
K[[~]] → V topK[[~]] as a consequence of the following:
Proposition E.2. The natural map M
i−→ compl
~
M has the following universal
property. If N is complete and f : M → N is continuous linear, then there is a
unique continuous K[[~]]-linear map f˜ : compl~M → N that satisfies f = f˜ ◦ i.
Proof. From the lemma A.2 we see that the map M
i−→ compl~M has a dense
image w.r.t. the ~-adic topology on compl
~
M . Since compl
~
M is Hausdorff in
~-adic topology, this implies that f˜ is unique if it exists.
The proof of the existence is the same as in the proposition A.6. 
Proposition E.3. If M,N ∈ ob(V top
K[[~]]) then
compl~
(
compl~(M)⊗K[[~]] compl~(N)
)
= compl~(M ⊗K[[~]] N) .
In other words, compl~ : (V
top
K[[~]],⊗K[[~]]) → (V ~-cplK[[~]] , ⊗˜K[[~]]) is a strong monoidal
functor.
Proof. Both sides can be characterized by the same universal property. 
Claim E.4. Let M ∈ ob(V top
K[[~]]) be a topological K[[~]]-module and U ⊂M an open
vector subspace. Then there exists an n ∈ N s.t. ~nM ⊂ U .
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Proof. The K[[~]]-module structure K[[~]] ⊗M → M is continuous. Now just use
the definition of the topology on the tensor product (see the subsection A.2). 
Corollary E.5. If M is complete then it is ~-complete.
Proof. Using the claim we have for any fixed U a map
M˜ →M/~k →M/U .
This defines a canonical map M˜ → Mˆ . Obviously, the canonical map M → Mˆ
factorizes as M → M˜ → Mˆ . If M is complete then M = Mˆ and so we have
(E.1) (M → M˜ →M) = idM .
To finish the proof we need to see also
(E.2) (M˜ →M → M˜) = idM˜ .
Since M → M˜ has a ~-dense image and M˜ is ~-Hausdorff, it is enough to check
(E.2) when both sides are precomposed with M → M˜ . That is, we should see
(M → M˜ →M → M˜) = (M → M˜) which is a consequence of (E.1). 
Proposition E.6. We have a strong-monoidal functor preserving finite colimits
(V top,⊗)→ (V ~-cpl
K[[~]] , ⊗˜K[[~]]) :M 7→M [[~]] := compl~(M ⊗ K[[~]]) .
If M ∈ V cpl then M [[~]] ∈ V cpl
K[[~]].
Proof. The first part is clear since our functor is the composition
V top
⊗K[[~]]−−−−−→ V top
K[[~]]
compl
~−−−−→ V ~-cpl
K[[~]] .
and both these functors are strong monoidal (Propositions 6.6 and E.3) and preserve
finite colimits (Proposition A.12 and compl~ is a left adjoint).
To prove the last statement, assume that M is a complete vector space. We can
write
M [[~]] = compl
~
(M ⊗ K[[~]]) = lim←−
k
(
M ⊗ (K[~]/~k)) .
Since K[~]/~k is finite dimensional, we get M [[~]] as a limit of complete vector
spaces. Consequently M [[~]] si complete by the proposition A.7. 
E.1. V ~-cpl
K[[~]] -categories. If we replace K-vector spaces by K[[~]]-modules in the def-
inition A.19 we get a notion of a V ~-cpl
K[[~]] -category. We now show how to construct
V ~-cpl
K[[~]] -categories from V
top-categories.
Let C be a V top-categoryWe denote by C [[~]] the category with the same objects
as C , with the hom-sets
C [[~]](X,Y ) :=
(
C (X,Y )
)
[[~]]
and with the obvious composition of morphisms and monoidal structure.
Proposition E.7. If C was a V top-category then C [[~]] is a V ~-cpl
K[[~]] -category.
Remark E.8. If C is a preabelian category then C [[~]] si not necessarily a preabelian
category. This poses a problem if we want to construct the category of A-modules
for a commutative algebra A in C [[~]]. However, we can still form Free-A(C [[~]]).
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Observation E.9. Let A be a commutative algebra in C . Then
Free-A
(
C [[~]]
)
=
(
Free-A(C )
)
[[~]] .
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