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MORSE INDEX, BETTI NUMBERS AND SINGULAR SET
OF BOUNDED AREA MINIMAL HYPERSURFACES
ANTOINE SONG
Abstract. We introduce a combinatorial argument to study closed min-
imal hypersurfaces of bounded area and high Morse index. Let (Mn+1, g)
be a closed Riemannian manifold and Σ ⊂M be a closed embedded min-
imal hypersurface with area at most A > 0 and with a singular set of
Hausdorff dimension at most n−7. We show the following bounds: there
is CA > 0 depending only on n, g, and A so that
n∑
i=0
bi(Σ) ≤ CA
(
1 + index(Σ)
)
if 3 ≤ n+ 1 ≤ 7,
Hn−7
(
Sing(Σ)
)
≤ CA
(
1 + index(Σ)
)7/n
if n+ 1 ≥ 8,
where bi denote the Betti numbers over any field, Hn−7 is the (n − 7)-
dimensional Hausdorff measure and Sing(Σ) is the singular set of Σ. In
fact in dimension n + 1 = 3, CA depends linearly on A. We list some
open problems at the end of the paper.
Introduction
In this paper we study families of closed embedded minimal hypersurfaces
with a uniform bound on their n-volume but arbitrarily high Morse index.
For reasons that will be explained later, we are interested in bounding the
geometric complexity of a minimal hypersurface from above by the index.
Let (Mn+1, g) be a closed Riemannian n-manifold. Our main results are
divided into two cases: the low dimensional case 3 ≤ n + 1 ≤ 7 and the
higher dimensional case n + 1 ≥ 8. In the following result, the area of a
hypersurface in M means its n-dimensional volume. We fix a field F and
denote by bi(.) = bi(., F ) the dimension over F of the cohomology groups
H i(., F ) (in the statement bi(.) can in fact be replaced by the dimensions
bi(.) for the homology groups Hi(., F )).
Theorem 1. Let (M, g) be a closed (n+1)-dimensional Riemannian mani-
fold, with 2 ≤ n ≤ 6. For any A > 0, there is a constant CA = CA(M, g,A)
depending only on the metric and A, such that for any smoothly embedded
closed minimal hypersurface Σ ⊂M of area at most A,
n∑
i=0
bi(Σ) ≤ CA(1 + index(Σ)).
The author was partially supported by NSF-DMS-1509027. This research was partially
conducted during the period the author served as a Clay Research Fellow.
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In dimension n+ 1 = 3, CA depends linearly on A, i.e. CA ≤ C.A for some
constant C depending only on the metric g.
In our next main theorem, we say that Σ is a closed smooth minimal
hypersurface smooth outside a singular set of Hausdorff dimension at most
n− 7 if Σ is a stationary multiplicity one integral n-varifold whose support
is smoothly embedded outside a set of dimension at most n − 7. This as-
sumption is natural in view of the fact that area minimizing hypersurfaces
have this regularity, as well as minimal hypersurfaces produced by min-max
theories. The n-mass of this varifold Σ is called area. Its Morse index is
defined to be the index of its regular part.
Theorem 2. Let (M, g) be a closed (n+ 1)-dimensional Riemannian man-
ifold, with n ≥ 7. For any A > 0, there is a constant CA = CA(M, g,A)
depending only on the metric and A, such that for any closed embedded mini-
mal hypersurface Σ ⊂M smooth outside a singular set Sing(Σ) of Hausdorff
dimension at most n− 7 and of area at most A,
Hn−7(Sing(Σ)) ≤ CA(1 + index(Σ))
7/n.
In both theorems, we expect our inequalities to be sharp up to the non-
explicit factor CA (it is indeed the case in dimension n+1 = 3). In dimension
n+1 = 3, we conjecture a better general bound when the area is unbounded
(see Section 6, Conjecture C1). For examples of infinite sequences of minimal
surfaces with uniformly bounded area in the round 3-sphere, see for instance
[36, 33, 29, 57, 12, 34, 35, 31, 30] (see also [27, 28]). In the statement of
Theorem 2, the assumptions can probably be weakened by the regularity
theory of Wickramasekera [56].
In dimensions 3 ≤ n+ 1 ≤ 7, Theorem 1 can be thought of as a quantifi-
cation of the following “compactness” results which hold under a uniform
index bound assumption. R. Schoen-L. Simon [50] proved that the set of
stable minimal hypersurfaces (i.e. with Morse index 0) with a uniform area
bound is smoothly compact. This was extended by B. Sharp [52] to a var-
ifold compactness result for any set of minimal hypersurfaces with uniform
area and index bounds. By studying bounded index minimal hypersurfaces,
H.-Z. Li and X. Zhou [37] constructed general examples of sequence of un-
bounded index minimal hypersurfaces (see also [8, 1]). O. Chodosh, D.
Ketover and D. Maximo [10] described the degenerations occurring in the
compactness result of [52] and among other things showed that any space
of minimal hypersurfaces with uniformly bounded area and index contains
only finitely many diffeomorphism types (in particular the total Betti num-
ber is bounded). Another related article is A. Carlotto [7]. Similar finiteness
results for the number of diffeomorphism types, the total Betti number and
the total curvature were obtained by R. Buzano and Sharp [6] (see also [2]).
In [43], Maximo proved Theorem 1 in dimension 3, in the special case where
the index is uniformly bounded.
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On the other hand Theorem 2 quantifies the work of A. Naber-D. Valtorta
[45], which bounds the size of the singular set of area minimizing hypersur-
faces in dimensions n+ 1 ≥ 8.
One of our main motivations comes from the existence theory for minimal
hypersurfaces. For simplicity let us focus on closed Riemannian 3-manifolds.
Many recent works revolving around Yau’s conjecture for minimal surfaces,
which asks for the existence of infinitely many minimal surfaces in any closed
3-manifold [59], led to the realization that closed embedded minimal surfaces
abound in closed 3-manifolds. F. C. Marques and A. Neves [39] initiated a
program to develop the min-max theory of Almgren-Pitts as an approach to
the conjecture. Later K. Irie-Marques-Neves [26], Chodosh-C. Mantoulidis
[11], X. Zhou [60] proved the generic case of Yau’s conjecture, and we settled
the general case in [53]. One important aspect of min-max theory is that
in a closed 3-manifold, one can construct of a sequence {Σp}p∈N of closed
embedded minimal surfaces playing the role of non-linear geometric eigen-
functions. How geometrically complicated are these minimal hypersurfaces?
As a Morse theoretic heuristic suggests, each Σp has natural Morse index
bounds [38, 11, 60]. It means that, in order to understand Σp, it is crucial to
study the relation between the geometry of a minimal surface and its Morse
index. The following conjecture of Marques, Neves and Schoen fits into that
picture: if a closed manifold (Mn+1, g) has positive Ricci curvature, then any
closed smoothly embedded minimal hypersurface Σn ⊂M should satisfy for
some C depending only on (M, g):
(1) b1(Σ) ≤ C index(Σ)
where b1(Σ) is the first Betti number over R. In this paper, without assuming
conditions on the ambient curvature, we find the first upper bound on the
genus of these minimal surfaces Σp: since Σp has area growing as p
1/3 and
index at most p, we have as a corollary of Theorem 1 that for a constant
C = C(g),
genus(Σp) ≤ Cp
4/3.
We conjecture that the optimal bound should be linear (see Section 6,Conjecture
C1). Previously, Chodosh-Mantoulidis [11] proved that generically
genus(Σ′p) ≥ Cp
where {Σ′p} is the analogous sequence of min-max minimal surfaces produced
with the Allen-Cahn min-max theory.
Another motivation is to better understand families of minimal surfaces
in 3-manifolds which have bounded area but unbounded genus and index.
For bounded index minimal surfaces with possibly unbounded area, we have
already mentioned [37, 10, 7, 43]. The case where the area can be unbounded
but the genus is uniformly bounded has been extensively studied by T. H.
Colding and W. P. Minicozzi in a series of papers that give an essentially
complete picture of what happens under these assumptions [15, 16, 17, 18,
19]. For earlier work when Ric > 0, see H. I. Choi-Schoen [13]. On the
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other hand, when the area is bounded but not the genus or the index, the
situation remains foggy. The quantified results we propose here imply that
genus and index are actually equivalent in this setting. Indeed as a corollary
of Theorem 1 and N. Ejiri-M. Micallef [20], we obtain:
Corollary 3. Let (M3, g) be a closed 3-manifold. For any A > 0, there is
a constant CA = CA(g, A) > 0 such that for any closed embedded minimal
surface Σ of area at most A:
C−1A (genus(Σ) + 1) ≤ index(Σ) + 1 ≤ CA(genus(Σ) + 1)
This is consistent with the index computations by N. Kapouleas-D.Wiygul
of some Lawson surfaces [32].
Let us give some further background on quantified index bounds. In
dimension n = 2, optimal upper bounds for the index in terms of the area
and genus for 2-dimensional minimal surfaces have been proved by N. Ejiri-
M. Micallef [20]: they showed that for any closed minimal surface Σ in a
3-manifold (M3, g), there is C = C(g) so that
index(Σ) ≤ C(area(Σ) + genus(Σ)).
There are no such upper index bounds for higher dimensional minimal hy-
persurfaces as it is shown by the minimal 3-spheres with bounded area and
unbounded index constructed by W.-Y. Hsiang [24, 25].
When it comes to lower index bounds, starting with an idea of A. Ros
[47] there have been many articles verifying the conjecture of Marques-Neves-
Schoen (1) mentioned earlier for ambient spaces (M, g) carrying special met-
rics: see [47, 4] for flat tori, A. Savo [48] for round spheres, F. Urbano [55]
for S1×S2, L. Ambrozio-Carlotto-Sharp [3] for compact rank one symmetric
spaces and more, C. Gorodski-R. A. E. Mendes-M.Radeschi [22] etc. These
papers are based on subtle refinements of Ros’ method and consequently
their results do not depend on an area upper bound but require the metric
to be very symmetric. Note that for a general metric g, Theorem 1 is false if
we remove the dependency of CA on the area bound A (there are examples of
sequence of stable minimal surfaces with unbounded genus, see Example 1.2
in [42]). To improve the understanding of high index minimal hypersurfaces
in general Riemannian manifolds and prove Theorem 1, we will not use Ros’
technique but instead we introduce a new quantified covering argument that
we explain in Section 1.
In high dimensions n + 1 ≥ 8, we cannot get a similar bound for the
total Betti number as in Theorem 1, and as a matter of fact we conjecture
that there should be counterexamples (see Section 6). Theorem 2 is the first
bound on the size of the singular set by the Morse index.
Finally we mention that in Section 4, we introduce a two-piece decompo-
sition for any 2-dimensional minimal surface Σ embedded in a 3-manifold.
This decomposition divides Σ into a non-sheeted part and a sheeted part;
it is analogous to the thick-thin decomposition for manifolds with bounded
sectional curvature. We will see that the non-sheeted part has area and
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genus controlled by the Morse index of Σ, independently of the total area of
Σ which can be arbitrarily large.
Organization. In Section 1, we outline the combinatorial arguments used
to prove the main theorems. Sections 2 and 3 are focused on the proof of
Theorem 1. In Section 4 we introduce a two-piece decomposition for minimal
surfaces and we generalize Theorem 1 in dimension 3. In Section 5, Theorem
2 is proved. Finally in the last section we list some open problems related
to the geometric complexities of minimal hypersurfaces.
Acknowledgement. I am grateful to Fernando Coda´ Marques and Andre´
Neves for their continued support. This work benefited from extended dis-
cussions with Jonathan J. Zhu. I also thank Otis Chodosh, Chao Li, Davi
Maximo, Brian White and Xin Zhou for interesting conversations, and Hans-
Joachim Hein for explaining to me his unpublished work with Aaron Naber
on certain constructions of Ka¨hler-Einstein metrics.
1. Outline of proofs
In this first section, we explain our method, which relies on a geometric
covering argument. Covering arguments implying topological or geometric
“finiteness” properties had already been used in Differential Geometry, some
instances include Gromov [5, Chapter 13] [23], Naber-Valtorta [45]. In our
case this covering is given by using estimates for stable minimal hypersur-
faces. The novelty in our paper is to relate in a quantified way the number
of balls in the covering to the Morse index while dealing with the issue that
the relative sizes and positions of these balls are uncontrolled. Our argu-
ments are based on counting arguments which are not specific to minimal
hypersurfaces and may apply to other variational objects.
1.1. Definition of the folding number. In the following, (Mn+1, g) is
a closed (n + 1)-dimensional Riemannian manifold. Let us introduce the
following useful quantity:
Definition 1.1. Let Σ be a closed embedded minimal hypersurface in M .
The folding number of Σ, denoted by f(Σ), is the maximal number of disjoint
open subsets b ⊂ Σ of Σ such that each b is unstable. If Σ is stable, we define
by convention f(Σ) = 0.
Note the following simple inequality
f(Σ) ≤ index(Σ)
(see for instance [52, Lemma 3.1]). We chose this name to suggest that
in lower dimensions, unstable minimal surfaces are generally folded while
stable minimal surfaces are not folded because of the curvature estimates
of Schoen [49], Schoen-Simon-Yau [51], Schoen-Simon [50]. There are many
ways to get more quantified and general variations of the previous definition
for an arbitrary immersed hypersurface.
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1.2. Outline of proof of Theorem 1. Fix r¯ ≪ injradM . Let Σ be a
smoothly embedded closed minimal hypersurface in (M, g) with n-volume
at most A. The strategy to prove Theorem 1 is the following. Let λ ≫ 1.
We cover Σ with a finite number of closed geodesic balls {Bi}
K
i=1 of (M, g)
of radius at most r¯, such that Σ is stable in sλBi for any s < 1 but unstable
in sλBi for any s > 1 if the radius of sBi is strictly less than r¯. If λ was
chosen large enough, by well-known curvature bounds [49, 50], each Bi ∩ Σ
is a collection of almost flat n-disks (after rescaling). The number of such
disks in a given Bi is essentially bounded by the area of Σ thanks to the
monotonicity formula. Moreover we can guarantee that the overlap between
the Bi is bounded by a dimensional constant. Then by Cˇech cohomology,
the total Betti number
∑n
i=0 b
i(Σ) of Σ is bounded above by a constant
depending on (M, g) times area(Σ)K. Let us suppose for simplicity that for
each Bi, the radius of Bi is strictly less than r¯. By the simple inequality
between folding number f and Morse index, the theorem would be proved if
we can show that
K ≤ Cf(Σ)
for some C > 0 depending only (M, g) and A > 0. To do so, we can try to
find K ′ disjoint balls of the form λBi′ at positive distance from one another,
so that f(Σ) ≥ K ′, where K ′ bigger that a definite fraction of K. The
difficulty in doing so is illustrated by the following toy case. Consider the
situation where in a certain ball B(p, r), the minimal hypersurface Σ is close
to a smooth minimal cone with tip at p in B(p, r)\B(p, ǫ), where ǫ > 0 is
tiny, and Σ has very large curvature inside B(p, ǫ). Then it could be that
there are a large number of balls {b1, ..., bL} in the covering {Bi} contained
in B(p, r) with radii roughly proportional to their distances to the tip p
but for any i, j ∈ {1, ..., L}, λbi ∩ λbj 6= ∅: in that case we would not be
able to find a lot of disjoint balls of the form λBi inside B(p, r) and the
attempt of proof would fail. This concentration of curvature at one point
is the main difficulty and the idea is to avoid it by observing that this can
happen only when the hypersurface Σ is close to being conical. We can
define an “almost conical” region C (see Subsection 2.2). After removing
from Σ the region C, the topology of Σ\C recovers that of Σ, and one can
run the above argument to a good cover {Bi} of Σ\C instead of Σ. Roughly
speaking, it is then possible to show the desired bound using the following
“tree argument” (see Proposition 9). Suppose for simplicity that the balls
λBi are either disjoint or included one into the other. Then we construct a
tree such that each vertex v corresponds to a ball λBi and descendants of
v correspond to disjoint balls of the form λBi1 included in λBi. The leaves
of that tree correspond to disjoint balls of the form λBi′ so we would like
to prove that the number K ′ of leaves of this tree is larger than a definite
fraction of the total number of vertices (which is K). This is true if in the
tree there are no long sequences of vertices v1, v2, ..., vQ such that vq+1 is the
only descendant of vq for q ∈ {1, ..., Q− 1}. But this bad situation precisely
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corresponds to the toy case where curvature is concentrating at one point.
Since we removed the almost conical region C from Σ before constructing
the covering, we know a priori that this cannot happen so the number K ′
of leaves in the tree is comparable to the number K of its vertices and the
proof is finished. In the actual proof, we cannot just pick the K ′ balls from
{λBi}
K
i=1, we will need to construct a new family of K
′ balls.
In dimension n + 1 = 3, we can get better estimates for the constant
by using the removable singularity theorem of Meeks-Pe´rez-Ros for mini-
mal laminations [44]. Their result applies to minimal surfaces without area
bound, but having curvature concentrating at a point, and roughly speaking
it states that near this point but not to close, the minimal surface is almost
flat after rescaling, in particular it is a union of disks and annuli. Let C ⊂ Σ
be the union of these almost flat (after rescaling) regions in Σ. The topology
of Σ\C bounds from above the genus of Σ. As before, if we started with a
cover {Bi} of Σ\C instead of Σ, then we avoid the issue of concentration of
curvature at one point and we can finish the proof. Compared to the case
3 ≤ n + 1 ≤ 7, [44] replaces the monotonicity formula.
1.3. Outline of proof of Theorem 2. The proof is divided into two cases:
when n+ 1 = 8 and when n+ 1 ≥ 9.
In the former case, the proof uses exactly the same combinatorial argu-
ment as for Theorem 1, we start with a cover of the (finite) singular set of Σ
by balls {Bi}
K
i=1 with bounded overlap and we try to find K
′ disjoint balls
of the form λBi where K
′ is larger than a definite fraction of K. Again we
will need to first cut off an almost conical region C from Σ.
In the case n+1 ≥ 9, the proof is in fact easier due to the scaling properties
of the size of the singular set, which now has positive dimension n− 7. We
do not need to remove from Σ an almost conical region. The proof is then
based on the tree argument described earlier combined with the discrete
Ho¨lder’s inequality.
2. Total Betti number and Morse index in dimensions 3 to 7
In this section, we prove Theorem 1 in dimensions 4 to 7. The arguments
used work equally well for dimension 3, but we will see in the next section
that better estimates depending on the area bound A can be obtained in
that case.
2.1. The stability radius. Let (M, g) be a closed manifold of dimension
3 ≤ n + 1 ≤ 7. Let r¯ < injradM , λ > 2, 0 < ǫSS ≪ 1. We can assume
r¯ ∈ [1/2, 1) and 3λr¯ < injradM .
We introduce a useful radius function associated to a closed immersed
minimal hypersurface Σ which is smooth (as all minimal hypersurfaces con-
sidered in this section).
Definition 2.1. For all x ∈M , set
s1(x) := sup{r ≤ r¯;B(x, λr) ∩ Σ is stable}.
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In the above definition, B(x, λr) ∩ Σ is said to be stable if empty. Let
A > 0. The following is a consequence of the curvature bounds for stable
minimal hypersurfaces due to Schoen-Simon [50, Section 6, Corollary 1]:
if we suppose that λ is large enough and λr¯ small enough (depending on
(M, g), A and ǫSS) then for any closed minimal hypersurface Σ of n-volume
at most A, for any x ∈M and any y ∈ Σ ∩ B(x, 2s1(x)),
s1(x)|A(y)| < ǫSS,
where |A(y)| denotes the norm of the second fundamental form of Σ at y.
We choose ǫSS, and rescale the metric so that for any embedded hypersurface
Σ and p ∈ M , if for all x ∈ Σ ∩ B(p, 2r), r|A(x)| ≤ ǫSS for an r < r¯, then
Σ ∩ B(p, r) (and also Σ ∩ B(p, 2r)) is a union of n-dimensional disks which
are local graphs of functions with small C2 norm.
By definition, clearly the maximal number of disjoint balls of the form
B(x, λs1(x)) with x ∈M and s1(x) < r¯ at positive distance from one another
is smaller than or equal to the folding number f(Σ) defined in the Subsection
1.1. Defining s1 enables us to rigorously quantify the argument outlined in
Section 1.
Lemma 4. Given (M, g) and Σ as above, the stability radius s1 : M → (0, r¯]
is a continuous function.
2.2. The almost conical region C. In this subsection we define the almost
conical region C and list some useful properties.
Consider a Riemannian manifold (Mn+1, g) of dimension 3 ≤ n + 1 ≤ 7.
If Σ is a hypersurface, p ∈M , r > 0 denote by Θ(p, r) the usual quantity
n-volume of Bg(p, r) ∩ Σ
ωnrn
where the n-volume is computed with g and ωn is the Euclidean n-volume
of the unit n-disk. We denote by ΘEucl(., .) the analogue quantity for the
Euclidean metric. For s ≤ t < r¯ and p ∈ M , let A(p, s, t) be the open
annulus B(p, t)\B¯(p, s) ⊂M .
Let A¯ > 0 (we will choose it depending on the area bound A later).
Let Γ be a minimal cone of Rn+1 whose tip is 0 ∈ Rn+1 and smoothly
embedded outside {0}, such that ΘEucl(0, 1) ≤ A¯. By the Frankel property
and embeddedness, Γ is connected. Let |A(.)| denotes the norm of the
second fundamental form of such a Γ at a point. Let β0 > 0 be large enough
so that for any such Γ with
max
y∈Γ∩∂BEucl(0,1)
|A(y)| ≥ β0,
then there exist two balls b1, b2 ⊂ BEucl(0, 1)\BEucl(0, 1/2) of the form
B(x, s1(x)) such that 3λb1 ∩ 3λb2 = ∅ and the radii of b1, b2 are strictly
smaller than 2−1000. The existence of β0 follows readily from the curvature
BOUNDED AREA MINIMAL HYPERSURFACES 9
bounds of Schoen-Simon. We set
Gβ0 := { minimal cones Γ tipped at 0 smooth outside of 0
such that ΘEucl(0, 1) ≤ A¯ and max
y∈Γ∩∂BEucl(0,1)
|A(y)| ≤ β0}.
For any bounded subset Ω of Rn+1, we fix in what follows a metric on the
set of smooth metrics on the closure of Ω reflecting the C3 topology.
Let A, δ > 0.
Choice of A¯: We can suppose (by rescaling g) that balls of radius r¯ are
sufficiently close to Euclidean so that by the monotonicity formula, for any
ball B(x, r) with r ≤ r¯, and any closed minimal surface Σ′ of n-volume at
most A, the n-volume of Σ′ ∩ B(x, r) is at most A¯rn/2.
Let Σ ⊂M be a closed embedded minimal hypersurface whose n-volume
is at most A. For 2s ≤ t < r¯ and p ∈ M , we will say that Σ ∩ A(p, s, t) is
δ-close to a cone Γ ∈ Gβ0 if the following is true: there exists Γ ∈ Gβ0 so
that for all r ∈ [s, t/2] and for each component Σ0,r of Σ ∩A(p, r, 2r), there
is a diffeomorphism Φ : (B(p, 2r), g/r2)→ (BEucl(0, 2), gEucl) with
(i) (Φ−1)∗(g/r2) is δ-close to gEucl in the C
3-topology,
(ii) Φ(A(p, r, 2r)) = AEucl(0, 1, 2),
(iii) Φ(Σ0,r) = Γ ∩ AEucl(0, 1, 2).
We will say that A(p, s, t) is a pointed δ-conical annulus if
s1(p) < s
and if Σ ∩A(p, s, t) is δ-close to a cone Γ ∈ Gβ0.
Consider a parameter K > 1000. Define
Aδ = {A(p, s, 2s);A(p,
s
K
,Ks) is a pointed δ-conical annulus},
Abisδ = {A(p, s, 2s);A(p,
100s
K
,
Ks
100
) is a pointed δ-conical annulus}
(note that Aδ ⊂ A
bis
δ ).
Let A(p1, t1, 2t1), ..., A(pm, tm, 2tm) be annuli in A
bis
δ . We say that T :=⋃m
i=1A(pi, ti, 2ti) is a δ-telescope if for all i = 1, ...m− 1,
(2) B(pi, ti) ⊂ B(pi+1, ti+1) ⊂ B(pi, 2ti) ⊂ B(pi+1, 2ti+1).
Note that if T is a telescope ∂T has two spherical components ∂−T and ∂+T ,
moreover Σ ∩ T is diffeomorphic to (∂+T ∩ Σ)× (0, 1).
Lemma 5. There exist K0 > 1000, δ0 > 0 so that the following is true for
any K > K0, δ < δ0.
Let (Mn+1, g) be a closed manifold of dimension 3 ≤ n + 1 ≤ 7 and Σ
a closed smoothly embedded minimal hypersurface and let Aδ be defined as
above. Then there exist L δ-telescopes T1, ..., TL such that Ti are pairwise
disjoint, and
⋃
An∈Aδ
An ⊂
L⋃
i=1
Ti.
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Proof. Take K0 > 1000 and consider a parameter K1 < K0.
First, note that Σ being a fixed smooth hypersurface, s1 is bounded away
from zero and
s := inf{s; ∃p, A(p, s, 2s) ∈ Aδ} > 0.
Consequently, there are finitely many annuli A(p1, t1, 2t1), ..., A(pk, tk, 2tk) ∈
Aδ such that for any An ∈ Aδ, there exists j ∈ {1, ..., k} so that
An ⊂ A(pj,
tj
2
, 4tj).
DenoteA(pj ,
tj
2
, 4tj) by Aˆnj. It can be checked that each Aˆnj is a δ-telescope.
Note also that for any K1 > 0, if K0 is large enough and δ0 small enough,
any two annuli of Abisδ which are close on their scale have very close centers
on their scale in the following sense: if A(x, u, 2u) and A(y, v, 2v) are two
annuli in Abisδ such that
distg(A(x, u, 2u), A(y, v, 2v))≤
u
3
,
then
distg(x, y) ≤
u
K1
and
u
4
< v < 4u.
That applies in particular to the annuli that constitute a telescope and also
any annulus in Abisδ intersecting it. For instance when K1 is large enough, if
{Si} is a finite collection of disjoint δ-telescopes, for any j ∈ {1, ..., k} such
that Aˆnj is not contained in
⋃
i Si, by defining Aˆnj as a new δ-telescopes if
Aˆnj does not touch any of the Si, or by adding finitely many annuli of the
form A(pj, h, 2h) ∈ A
bis
δ with h ∈ [
tj
4
, 4tj] to some δ-telescopes in {Si}, one
constructs a new collection of δ-telescopes {S ′l} with
(3)
⋃
i
Si ∪ Aˆnj ⊂
⋃
l
S ′l.
Two or more δ-telescopes could merge into one δ-telescope during the pro-
cess.
We now can construct the family of telescopes {Ti} as in the statement
by induction. The first (trivial) step is to consider Aˆn1 as a telescope T
1
1 .
The (k+1)-th step is achieved by applying (3) to Aˆnk+1 and the telescopes
T k1 , ..., T
k
lk
obtained at the previous step. After the m-th step, we get a col-
lection of disjoint δ-telescope whose union contains
⋃m
i=1 Aˆni, so the lemma
is proved.

We can now define the almost conical region (which depends on Σ).
Definition 2.2. Given a closed embedded minimal hypersurface Σ, we define
the almost conical region as
C :=
L⋃
i=1
Ti,
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where Ti are the δ-telescopes given by Lemma 5.
Of course from the proof of Lemma 5, we see that the choice of these
telescopes is not unique. From now on we fix r¯, λ, A, A¯ as above, δ < δ0
and K > K0 + 2
1000 where δ0, K0 are as in Lemma 5.
2.3. No curvature concentration far from C. Recall that r¯, λ > 2,
s1, A¯, δ, K > 2
1000 were introduced in Subsection 2.1. Given A¯ > 0 and
δ > 0, we defined Gβ0 and being “δ-close to a cone Γ ∈ Gβ0 ” in the previous
subsection. We denote by BEucl(., .) (resp. B(., .)) a geodesic open ball for
the Euclidean metric (resp. the metric g).
The following theorem holds for dimensions 3 ≤ n+1 ≤ 7. Its assumptions
are written in a way to be more easily checked in the next corollary, but are
far from being optimal (for instance λ does not play an important role in
the statement and can be thought of as equal to 1 ).
Theorem 6. Let 3 ≤ n + 1 ≤ 7. Set K¯ := 12λK.
There exist β2 > 1, µ > 0, and R¯ > 1000 depending only on λ, A¯, δ,K
such that the following is true. Let g be a metric µ-close to the Euclidean
metric in the C3-topology on BEucl(0, K¯) ⊂ R
n+1, and let
(Σ, ∂Σ) ⊂ (BEucl(0, K¯), ∂BEucl(0, K¯))
be a compact embedded minimal hypersurface with respect to g, such that
• the n-volume of Σ ∩B(0, K¯ − 1) is at most A¯(K¯ − 1)n/2,
• s1(0) < K¯
−1,
• there is y′ ∈ B(0, 7λ) with s1(y
′) = 1,
• Θg(0, 2)−Θg(0, 1) ≤ β
−1
2 .
Then
(i) either there are two balls b1 = B(z
′, s1(z
′)), b2 = B(z
′′, s1(z
′′)) such
that z′, z′′ ∈ B(0, K¯
2
), 3λb1 ∩ 3λb2 = ∅ and s1(z
′) = s1(z
′′) ∈
[2−(R+1), 2−R) for some R ∈ [1000, R¯],
(ii) or Σ ∩ A
(
0, 1
2K
, 7λK
)
is δ-close to a cone Γ ∈ Gβ0 in the sense of
Subsection 2.2.
Proof. Let K¯ := 12λK and fix R¯ large. We will give an explicit bound later
in the proof, see (4).
We argue by contradiction and assume that the theorem is not true for
this R¯: let gk be a sequence of metrics as in the statement converging to the
Euclidean metric, and let Σk be a sequence of minimal hypersurfaces (with
respect to gk) as in the statement, except that the third bullet is replaced
by
lim
k→∞
Θgk(0, 2)−Θgk(0, 1) = 0,
and assume that neither (i) nor (ii) occurs. For clarity, denote by Bk(., .) a
geodesic ball for the metric gk. The assumption λs1(0) ≤
1
12K
≤ 1 for each
k, means that each Σk intersects Bk(0, 1). As noted in Subsection 2.1, for
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gk and Σk, in any ball of the form Bk(x, s1(x)), the hypersurface Σk satisfies
curvature bounds due to Schoen-Simon of the form
|A(y)|s1(x) ≤ ǫSS,
where y ∈ Bk(x, s1(x)) and ǫSS was chosen in Subsection 2.1. By definition
of s1, by the fact that s1(y
′) = 1 and s1(0) < K¯
−1, we have
Bk(y
′, 1) ⊂
(
Bk(0,
K¯
2
)\Bk(0,
1
2K
).
Let us check that provided R¯ is well chosen, (i) not happening means the
following
Fact: In Bk(0, 7λK)\Bk(0,
1
2K
), the stable radius s1(.) of Σk is uniformly
bounded away from 0 independently of k. (Thus the second fundamental
form is also uniformly bounded)
To check the Fact, we start by observing that given two points a, b with
Bk(a, s1(a)), Bk(b, s1(b)) ⊂ Bk(0,
K¯
2
), for any number s between s1(a) and
s1(b), if the s-neighborhood of a path γa,b joining a to b is contained in
B(0, K¯), then there is a point c ∈ γa,b, such that s1(c) = s. This follows
from the continuity of s1, see Lemma 4. Moreover, when k is large and gk
close enough the Euclidean one, there exists s ∈ (0, 1) (depending only on
λ, K) such that for any point z ∈ Bk(0,
K¯
2
)\Bk(0,
1
2K
) there exist two points
u, v ∈ Bk(y
′, 1) and paths γ0,u, γz,v so that
γz,v ⊂ Bk(0,
K¯
2
)\Bk(0,
1
2K
)
and the s-neighborhoods (with respect to gk) of γ0,u and γz,v are disjoint,
contained in Bk(0, K¯). We impose the real number R¯ to satisfy
(4)
R¯ = log2(
3λ
s
)+1000 (so that in particular 6λ2−(R¯+1) < s and R¯ > 1000).
Now any point u ∈ Bk(y
′, 1) has s1(u) ≥
λ−1
λ
≥ 1
2
by definition of s1. So
by s1(0) ≤
1
K¯
≤ 1
12λK
< 2−1000 and the previous observations, for any point
z ∈ Bk(0,
K¯
2
)\Bk(0,
1
2K
) with s1(z) < 2
−(R¯+1), there are two points z′, z′′
satisfying
z′, z′′ ∈ Bk(0,
K¯
2
),
Bk(z
′, 3λs1(z
′)) ∩Bk(z
′′, 3λs1(z
′′)) = ∅,
and s1(z
′) = s1(z
′′) ∈ [2−(R¯+1), 2−1000).
More precisely, to find z′, z′′ we do this:
• if s1(0) < 2
−(R¯+1) then we find u, v ∈ Bk(y
′, 1), z′ ∈ γ0,u and z
′′ ∈ γz,v
such that s1(z
′) = s1(z
′′) = 2−(R¯+1) as above and by construction
distg(z
′, z′′) > s > 6λ2−(R¯+1),
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• if s1(0) ∈ (2
−(R¯+1), 2−1000), we take z′ = 0 and z′′ ∈ γz,v (for some
v ∈ Bk(y
′, 1)) so that s1(z
′′) = s1(0), and the only thing to check
is that distg(z
′, z′′) > 6λs1(0), but this is clear since z
′′ is outside of
Bk(0,
1
2K
) and s1(0) <
1
K¯
= 1
12λK
.
But since we are assuming that (i) does not happen, for any point z ∈
Bk(0,
K¯
2
)\Bk(0,
1
2K
) we have s1(z) ≥ 2
−(R¯+1) and the Fact is proved.
Thanks to this Fact and the n-volume bound (first bullet in the assump-
tions), one can take a converging subsequence of Σk in Bk(0, 7λK) so that
the smooth limit is a compact connected minimal hypersurface
Σ∞ ⊂ BEucl(0, 7λK)\BEucl(0,
1
2K
).
Moreover, ΘEucl(0, 1) ≤ A¯ and ΘEucl(0, 2)−ΘEucl(0, 1) = 0. This implies by
the monotonicity formula that there is a smooth cone Γ such that
Σ∞ = Γ ∩
(
BEucl(0, 7λK)\BEucl(0,
1
2K
)
)
.
For large k, by embeddedness, Σk is a union of graphs over Γ in
BEucl(0, 7λK)\BEucl(0,
1
2K
).
This cone Γ belongs to Gβ0 since otherwise, right before taking the limit, (i)
would be true by definition of β0. To conclude, (ii) actually holds for k large
enough which contradicts our assumption that the theorem was not true.

The next technical lemma is a corollary of the previous theorem. Let
(Mn+1, g), 3 ≤ n + 1 ≤ 7, r¯, λ > 2 be as in Subsection 2.1, A, A¯, δ,
K > 21000 + K0 as in Subsection 2.2, let K¯ = 12λK and define C as in
Subsection 2.2. µ, β2, R¯ are given by Theorem 6. We can assume that for
any ball of radius r less than r¯ the metric 1
r2
g is µ-close to a flat metric in
the C3-topology. We did not try to optimize the constants.
Corollary 7. Let Σ ⊂ Mn+1 be a closed smoothly embedded minimal hyper-
surface of n-volume at most A. Consider x0, x1, x2 ∈M such that
• s1(x0) < r¯, s1(x1) ≤ s1(x0)K¯
−1, s1(x2) ≤ s1(x1)K¯
−1,
•
B(x0, 1.1λs1(x0)) ∩B(x1, s1(x1)) 6= ∅,
B(x0, 1.1λs1(x0)) ∩B(x2, s1(x2)) 6= ∅,
B(x1, 6λs1(x1)) ∩B(x2, 3λs1(x2)) 6= ∅,
• Θg(x2, 2s1(x1))−Θg(x2, s1(x1)) ≤ β
−1
2 ,
• x1 is not contained in the almost conical region C.
Then there are two balls b1, b2 of the form B(y, s1(y)) such that
(i) 3λb1 ∩ 3λb2 6= ∅,
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(ii) the radii of b1, b2 are the same and it belongs to [2
−(R¯+1)s1(x1), 2
−1000s1(x1))
and
(iii) 3λb1 ∪ 3λb2 ⊂ B(x0, 1.7λs1(x0)).
Proof. Recall that K¯ := 12λK. We apply Theorem 6 by rescaling and
replacing s1(x1) (resp. x1, x2) with 1 (resp. y
′, 0). We need to check that:
• K¯s1(x1) < r¯, this comes from the fact that K¯s1(x1) ≤
K¯s1(x0)
K¯
≤
s1(x0) < r¯;
• the n-volume of Σ∩B(x2, (K¯−1)s1(x1)) is at most A¯((K¯−1)s1(x1))
n/2
but this follows form the area bound, the definition of A¯ (see Sub-
section 2.2) and the previous point;
• s1(x2) <
s1(x1)
K¯
but this is true by assumption of the lemma;
• distg(x1, x2) < 7λs1(x1), this is because one of the assumptions give
distg(x1, x2) ≤ 6λs1(x1) + 3λs1(x2) ≤ (6λ+
3λ
K¯
)s1(x1) < 7λs1(x1).
Thus we can indeed apply Theorem 6. Suppose for a moment that (ii) of
Theorem 6 occurs and that
Σ ∩A
(
x2,
s1(x1)
2K
, 7λKs1(x1)
)
is δ-close to a cone Γ ⊂ Gβ0 . As s1(x2) <
s1(x1)
12λK
, it follows thatA
(
x2,
s1(x1)
2K
, 7λKs1(x1)
)
is a pointed δ-conical annulus and by definition
A
(
x2,
s1(x1)
2
, 7λs1(x1)
)
⊂ C.
However, since B(x1, 6λs1(x1)) intersects B(x2, 3λs1(x2)) and s1(x2) <
s1(x1)
K¯
,
distg(x1, x2) ≤ 6λs1(x1) + 3λs1(x2) ≤ (6λ+
3λ
K¯
)s1(x1) ≤ 7λs1(x1)
and distg(x1, x2) ≥ s1(x1)− λs1(x2) ≥ s1(x1)(1−
λ
K¯
) ≥ s1(x1)/2.
We are assuming that x1 is not in C, so we conclude that actually (i) of
Theorem 6 occurs here and we obtain two balls b1, b2 with same radius in
[2−(R¯+1)s1(x1), 2
−1000s1(x1)), whose centers are in B(x2,
K¯
2
s1(x1)). To finish
the proof of our lemma, we have to finally check that
3λb1 ∪ 3λb2 ⊂ B(x0, 1.7λs1(x0)).
For that, we write
dist(x0, any point of 3λb1 or 3λb2) ≤ 1.1λs1(x0) + s1(x2) +
K¯
2
s1(x1) + 3λ2
−1000s1(x1)
≤ 1.1λs1(x0) + (
1
K¯
+
K¯
2
+ 3λ2−1000)s1(x1)
≤ 1.1λs1(x0) +
1
K¯
(
1
K¯
+
K¯
2
+ 3λ)s1(x0)
≤ 1.1λs1(x0) + 0.6λs1(x0) = 1.7λs1(x0).

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2.4. Proof of Theorem 1 in dimensions 4 to 7. Let Σ ⊂ (Mn+1, g) be a
closed embedded minimal hypersurface, where 2 ≤ n ≤ 6, whose n-volume
is bounded by A > 0.
Recall that the constants r¯, λ, A¯, δ, K, the functions f(Σ), s1, the almost
conical region C were defined in Subsections 1.1, 2.1, 2.2, 2.3. In particular
we are assuming that r¯ ∈ [1/2, 1). For any positive integer k, let Fk be the
set of all geodesic balls B(p, r) in M of radius r ∈ [2−(k+1), 2−k). We will
often say that a quantity only depends on (M, g) when we mean that it only
depends on (M, g) and the constants r¯, λ.
We first look for a special cover of Σ\C. By Besicovitch covering lemma,
we can extract from {B(x, s1(x)); x ∈ Σ\C} some subfamilies of balls
B(1), ...,B(c1) ⊂ {B(x, s1(x)); x ∈ Σ\C}
such that each B(i) consists of disjoint balls and
(5) Σ\C ⊂
c1⋃
i=1
⋃
b∈B(i)
b,
where c1 is an integer depending only on (M, g). Let us focus on B
(1) which
we suppose has at least as many elements as any of the other B(i).
By the choice of λ, ǫSS in Subsection 2.1, for all x ∈M , the intersections
Σ ∩ B(x, s1(x)) and Σ ∩ B(x, 2s1(x)) are each a union of convex n-disks
which are almost flat. In particular, any finite intersection of such disks is
contractible.
Definition 2.3. Let N(Σ) be the number defined by
N(Σ) := max{N ; ∃p ∈M,Σ ∩B(p, s1(p)) has N components}.
We call this number the (stable) sheeting number.
By the monotonicity formula, since Σ has area bounded above by A > 0,
there is a positive constant c2 only depending on (M, g) and A such that the
sheeting number satisfies
(6) N(Σ) ≤ c2 area(Σ) ≤ c2A.
If {Ui}i is a finite covering by open sets of a manifold M
′, {Ui}i is said
to be “good” if every nonempty intersection of the Ui is contractible. Let
us call the “overlap” of {Ui}i the maximal number L of differents indices
i1, ..., iL so that Ui1 ∩ ... ∩UiL 6= ∅. Let F be a field and let b
i(.) denote the
Betti numbers, i.e. the dimension over F of the cohomology groups H i(., F ).
By Cˇech cohomology [46, Appendix 4], if {Ui}i is a good cover of Σ with
overlap less than cˆ > 0, the total Betti number
∑n
i=0 b
i(Σ) of Σ is bounded
above by a constant (depending only on the dimension and cˆ) times the
number of elements in {Ui}i. See also Lemma 12.12 in [5] where the authors
prove this for the Betti numbers defined as the dimensions of the homology
groups Hi(., F ).
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In our case we have a good cover (5) of Σ\C with overlap at most c1. This
good cover is made of open sets of the form Σ ∩ D where D is a convex
n-disk of Σ. From this good cover it is possible to construct a good cover of
Σ with overlap at most 2c1. This is because C∩Σ is smoothly almost conical
and the closure of each of its components is diffeomorphic to a product of
the form [0, 1]× Γ for some closed (n− 1)-manifold Γ.
Recall that ♯B(1) is at least as large as any other ♯B(i). Applying the previ-
ous observations and using (6), we conclude that there is c3 only depending
on (M, g) (changing from line to line) such that
n∑
i=0
bi(Σ) ≤ c3N(Σ)
c1∑
i=1
♯B(i)
≤ c3A
∑
k≥0
♯B(1).
(7)
In view of these inequalities, the goal of the end of our proof is to show
that there is c4 depending only on (M, g) and the area bound A so that
(8) ♯B(1) ≤ c4(f(Σ) + 1),
since the folding number satisfies f(Σ) ≤ index(Σ) (see Subsection 1.1).
In what follows, for each k ≥ 1, let B′k ⊂ Fk be any family of balls of
the form B(x, s1(x)) which are strongly disjoint, in the sense that for any
integer k, and any two different balls b, b′ ∈ B′k,
(9) 3λb ∩ 3λb′ = ∅.
Definition of basis: If
⋃
k≥1 B
′
k satisfies (9), we define a “basis” B of⋃
k≥1 B
′
k as follows. We proceed by induction, first we impose A1 := B
′
1
to be included in B. Then we choose a maximal subfamily A2 of B
′
2 such
that for any b ∈ B′1, b
′ ∈ A2, we have 3λb ∩ 3λb
′ = ∅. Next we choose simi-
larly a maximal subfamily A3 ⊂ B
′
3 such that for any b ∈ B
′
1 ∪ B
′
2, b
′ ∈ A3,
we have 3λb ∩ 3λb′ = ∅, etc. The union B :=
⋃
k≥1Ak form what we call a
basis of
⋃
k≥1 B
′
k. In other words, for any i, B ∩ Bi is a maximal subset of
Bi such that for any j < i:
∀b ∈ B ∩ Bi, ∀b
′ ∈ Bj , 3λb ∩ 3λb
′ = ∅.
It is useful to introduce the following property for (
⋃
k≥1 B
′
k,B).
Property P[J]: Let J be a positive integer, let
⋃
k≥1 B
′
k be a family
satisfying (9) and let B be a basis of
⋃
k≥1 B
′
k.
We say that (
⋃
k≥1 B
′
k,B) satisfies Property P[J] if for any k ≥ 1, any
B ∈ B ∩ B′k, one of the following occurs:
(1) either the size of the set
{bˆ ∈ B′k+u; u ≥ 0, 3λbˆ ∩ λB 6= ∅}
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is bounded above by J ,
(2) or there are v = v(B) > 1000, and two balls bB := B(x, s1(x)) ∈
Fk+v, b
′
B := B(x
′, s1(x
′)) ∈ Fk+v (where x, x
′ ∈M) with
3λbB ∩ 3λb
′
B = ∅ and 3λbB ∪ 3λb
′
B ⊂ 2λB.
Moreover the size of
{bˆ ∈ B′k+u; 0 ≤ u ≤ v, 3λbˆ ∩ (3λbB ∪ 3λb
′
B) 6= ∅}
is bounded above by J .
We check that for any family
⋃
≥1 B
′
k satisfying (9) and with basis B, if
the center of any ball in
⋃
≥1 B
′
k\B avoids the almost conical region C, then
(
⋃
≥1 B
′
k,B) has Property P[J] for an integer J that does not depend on the
minimal hypersurface Σ.
Proposition 8. Let 3 ≤ n+ 1 ≤ 7. There is a positive integer J depending
only on (Mn+1, g), on A > 0 and on the constants r¯, λ, A¯, δ, K, K¯, such
that the following is true. Let Σ ⊂ (M, g) be a closed embedded minimal
hypersurface of n-volume at most A. For each k ≥ 1, let B′k ⊂ Fk be a
family of balls of the form B(x, s1(x)) satisfying (9), and let B be a basis of⋃
k≥1 B
′
k. Assume additionally that any ball b = B(x, s1(x)) ∈
⋃
k≥1 B
′
k\B is
centered at x ∈M\C.
Then (
⋃
≥1 B
′
k,B) satisfies Property P[J].
Proof. Recall the definitions of the constants r¯ ∈ [1/2, 1), A¯, λ, δ, K > 21000,
K¯ = 12λK (Subsections2.1, 2.2, 2.3). Fix m a large integer depending on
A¯, so that A¯
m−1
< 1
β2
where β2 is given in Theorem 6.
Let Σ,
⋃
≥1 B
′
k, B be as in the statement. Let B ∈ B∩B
′
k for some k ≥ 1.
We denote the radius of a ball by rad. The following simple facts are similar.
Fact 1: For any 1 ≤ k′ ≤ k′′, for any ball X ∈ Fk′′, there is an upper
bound Υ1 > 0, depending only on (M, g) and the constants, for the size of
any family of balls {bˆi} ⊂ B
′
k′ such that
∀i, 3λbˆi ∩ 3λX 6= ∅.
Fact 2: There is an upper bound Υ2 > 0, depending only on (M, g) and
the constants, for the size of any family of balls {bˆi} such that
∀i, bˆi ∈ B
′
k+u, 0 ≤ u ≤ 1000, 3λbˆi ∩ λB 6= ∅.
Set
J := 2002Υ1 + 2m(log2(2K¯) + 1)Υ1 + 2R¯Υ1 +Υ2,
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where R¯ is given in Theorem 6.
We can suppose that there is an integer v1 > log2(2K¯) and a ball b¯ ∈ B
′
k+v1
with 3λb¯∩λB 6= ∅, since otherwise Property P[J] is true by Fact 2. We can
assume v1 to be the smallest integer satisfying these properties.
Case A. First suppose that the number of u > 0 such that there is a
bˆ ∈ B′k+u with 3λbˆ ⊂ (2λ − 2
−1000)B is larger than m(log2(2K¯) + 1). Here
(2λ − 2−1000)B is the ball sharing the same center with B but with radius
2λ− 2−1000 larger.
Write for convenience k = u0. We can find integers u1, ..., um with
• ui > ui−1 + log2(2K¯) for i = 1, ..., m,
• there is bˆi ∈ B
′
k+ui
with 3λbˆi ⊂ (2λ− 2
−1000)B,
• for u ∈ (ui−1 + log2(2K¯), ui), there is no bˆ ∈ B
′
k+u with 3λbˆ ⊂
(2λ− 2−1000)B.
Note that, since for u ≥ log2(24λK), any bˆ ∈ B
′
k+u with 3λbˆ ∩ λB 6= ∅ is
such that 3λbˆ ⊂ (2λ− 2−1000)B, we have v1 ≥ u1. Note also that
rad(bˆ1) <
rad(B)
2K¯
<
rad(B)
K¯
and
rad(bˆm) <
rad(bˆi)
2K¯
for all i = 1, ..., m− 1.
Case A.1.
Suppose that for some j ∈ {1, ..., m},
bˆj ∩ 1.1λB = ∅.
Let x (resp. y) be the center of bˆj (resp. of the ball b¯ ∈ B
′
k+v1
defined earlier).
By definition of b¯, the distance between the center of B and the center y
of b¯ is at most λ rad(B) + 3λ
2K¯
rad(B). As for bˆj , the distance between the
center of B and the center x of bˆj is at least 1.1λ rad(B). Thus the distance
between x and y is at least (0.1− 3
2K¯
)λ rad(B) > 6λ2−1000 rad(B) and there
exists a continuous path γx : [0, 1] → (2λ − 2
−1000)B (resp. γy : [0, 1] →
(2λ − 2−1000)B) such that γx(0) = x (resp. γy(0) = y), the endpoints
γx(1), γy(1) are in B and distg(γx, γy) > 6λ2
−1000 rad(B). Observe that by
definition
s1(γx(1)) >
λ− 1
λ
rad(B) > 2−1000 rad(B)
and similarly s1(γy(1)) > 2
−1000 rad(B),
while
s1(γx(0)) = s1(x) = rad(bˆj) <
rad(B)
K¯
< 2−1000 rad(B)
and similarly s1(γy(0)) < 2
−1000 rad(B).
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Then by Lemma 4 we can get two balls bB = B(x
′, s1(x
′)), b′B = B(y
′, s1(y
′)) ⊂
2λB (with x′ ∈ γx([0, 1]), y
′ ∈ γy([0, 1])) such that bB, b
′
B ∈ Fk+1000 (in
fact their radii s1(x), s1(x
′) can be taken to be equal to 2−1000 rad(B) ∈
[2−(k+1001), 2−(k+1000))), and
3λbB ∩ 3λb
′
B = ∅, 3λbB ∪ 3λb
′
B ⊂ 2λB.
Moreover, the size of
{bˆ ∈ B′k+u; 0 ≤ u ≤ 1000, 3λbˆ ∩ (3λbB ∪ 3λb
′
B) 6= ∅}
is bounded above by
1001.(2Υ1)
(see Fact 1) so Case (2) of Property P[J] is satisfied.
Case A.2.
Suppose that for all i ∈ {1, ..., m},
bˆi ∩ 1.1λB 6= ∅.
Assume also that there is j ∈ {1, ..., m− 1} such that
6λbˆj ∩ 3λbˆm = ∅.
We use an argument similar to the one in the previous paragraph. Let x be
the center of bˆm. There exists a continuous path γx : [0, 1]→ (1.1λ+2
−1000)B
such that γx(0) = x, the endpoint γx(1) is in B and distg(γx, y) > 6λ rad(bˆj).
We have
s1(γx(1)) >
λ− 1
λ
rad(B) > rad(bˆj)
while
s1(γx(0)) < rad(bˆj).
Then by Lemma 4 we can get a ball bB = B(x
′, s1(x
′)) ⊂ (1.1λ + 2−999)B
(with x′ ∈ γx([0, 1])) such that
s1(x
′) = s1(y) = rad(bˆj) ∈ [2
−(k+uj+1), 2−(k+uj))
and if we set b′B := bˆj ,
3λbB ∩ 3λb
′
B = ∅, 3λbB ∪ 3λb
′
B ⊂ 2λB.
Moreover, since bB, b
′
B ⊂ (1.1λ + 2
−999)B, if a ball Y has radius less than
2−(k+1000) and 3λY ∩ (3λbB ∪ 3λb
′
B) 6= ∅, then 3λY ⊂ (2λ− 2
−1000)B. Thus
by Fact 1 and how we defined the ui’s, the size of
{bˆ ∈ B′k+u; 0 ≤ u ≤ uj, 3λbˆ ∩ (3λbB ∪ 3λb
′
B) 6= ∅}
is bounded above for instance by
1001.(2Υ1) +m(log2(2K¯) + 1).(2Υ1)
so Case (2) of Property P[J] is satisfied.
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Case A.3.
Suppose again that for all i ∈ {1, ..., m},
bˆi ∩ 1.1λB 6= ∅
but this time assume additionally that for all i ∈ {1, ..., m},
6λbˆi ∩ 3λbˆm 6= ∅.
Let yi be the center of bˆi. For i < i
′:
s1(yi) > 2s1(yi′).
By the choice of m, the monotonicity formula and the pigeon hole principle,
there exists j ∈ {1, ...m− 1},
Θ(ym, 2s1(yj))−Θ(ym, s1(yj)) ≤ 1/β2.
Since B is an element of the basis B and bˆj ∩ 1.1λB 6= ∅, bˆj is not in this
basis so it is centered outside of the almost conical region C by assumption.
We can thus apply Corollary 7 with x0 being the center of B and x1 = yj,
x2 = ym. There are two balls b1, b2 of the form B(x, s1(x)) with
3λb1 ∩ 3λb2 = ∅, 3λb1 ∪ 3λb2 ⊂ 1.7λB,
such that b1, b2 ∈ Fk+uj+R for some R ∈ [1000, R¯]. Note that if a ball Y
has radius less than 2−(k+1000) and 3λY ∩ (3λb1 ∪ 3λb2) 6= ∅, then 3λY ⊂
(2λ− 2−1000)B. By Fact 1 and how we defined the ui’s, the size of
{bˆ ∈ B′k+u; 0 ≤ u ≤ uj +R, 3λbˆ ∩ (3λb1 ∪ 3λb2) 6= ∅}
is bounded above for instance by
1001.(2Υ1) +m(log2(2K¯ + 1).(2Υ1) + R¯.(2Υ1).
So Case (2) of Property P[J] is satisfied.
Case B. Secondly, suppose that the number of indices u > 0 such that
there is a bˆ ∈ B′k+u with 3λbˆ ⊂ (2λ − 2
−1000)B is bounded above by
m(log2(2K¯) + 1). Let u1 < u2 < ... < uL be these indices, in particular
L ≤ m(log2(2K¯) + 1).
Case B.1.
Suppose that for some j ∈ {1, ..., L}, there is bˆj ∈ B
′
k+uj
with
uj ≥ 1000, bˆj ∩ 1.1λB = ∅.
Then by the arguments of Case A.1. in this proof, the second case of Prop-
erty P[J] is satisfied.
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Case B.2.
Suppose that for all j ∈ {1, ..., L} with uj ≥ 1000, and for all bˆj ∈ B
′
k+uj
with bˆj ⊂ (2λ− 2
−1000)B, one has
bˆj ∩ 1.1λB 6= ∅.
If for a certain i ∈ {1, ..., L} with ui ≥ 1000, there are two different balls
b1, b2 ∈ B
′
k+ui
with
3λb1 ∩ 3λb2 = ∅, b1 ∩ 1.1λB 6= ∅, b2 ∩ 1.1λB 6= ∅,
then we can set
bB = b1, b
′
B = b2.
Then clearly 3λbB ∪ 3λb
′
B ⊂ 1.5λB ⊂ 2λB. Again, note that if a ball Y
has radius less than 2−(k+1000) and 3λY ∩ (3λb1 ∪ 3λb2) 6= ∅, then 3λY ⊂
(2λ− 2−1000)B. By Fact 1, the size of
{bˆ ∈ B′k+u; 0 ≤ u ≤ ui, 3λbˆ ∩ (3λbB ∪ 3λb
′
B) 6= ∅}
is bounded by
1001.(2Υ1) +m(log2(2K¯) + 1).(2Υ1).
Case (2) of Property P[J] is then satisfied.
Case B.3.
Suppose again that for all j ∈ {1, ..., L} with uj ≥ 1000, and for all bˆj ∈
B′k+uj with bˆj ⊂ (2λ− 2
−1000)B, one has
bˆj ∩ 1.1λB 6= ∅.
The last case left is when for all j ∈ {1, ..., L} with uj ≥ 1000, there is at
most one ball b1 ∈ B
′
k+uj
with
b1 ∩ 1.1λB 6= ∅.
Then by Fact 2, the size of
{bˆ ∈ B′k+u; u ≥ 0, 3λbˆ ∩ λB 6= ∅}
is bounded above by
Υ2 +m(log2(2K¯) + 1)
and Case (1) of Property P[J] is then satisfied.

We prove the following proposition, which relies on a counting argument.
We are still assuming r¯ ∈ [1/2, 1).
Proposition 9. Let Σ ⊂ (M, g) be a closed embedded minimal hypersur-
face of n-volume at most A. Let
⋃
k≥1 B
′
k be a family of balls of the form
B(x, s1(x)) centered at x ∈ M\C, satisfying (9), and let B be a basis of
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⋃
k≥1 B
′
k so that (
⋃
k≥1 B
′
k,B) satisfies Property P[J] for an integer J > 0.
Then there exists an integer K(0) with
(10) K(0) ≥
1
2J
∑
k≥1
♯B′k +
1
2
♯B,
and a family of balls {bi}
K(0)
i=1 so that:
• ∀j ∈ {1, ..., K(0)}, bj is of the form B(x, s1(x)) for some x ∈ M and
s1(x) < r¯, and λbj is included in a ball 2λB where B ∈
⋃
k≥1 B
′
k,
• ∀i 6= j ∈ {1, ..., K(0)}, dist(λbi, λbj) > 0.
Proof. To find {bi}
K(0)
i=1 and prove (10), we use a backward induction argu-
ment on the smallest integer k1 such that B
′
k1
6= ∅. Necessarily, there is an
integer k0 such that for any point x ∈ M , s1(x) ≥ 2
−(k0+1) (the minimal
hypersurface Σ is fixed in this proof). In particular, k1 ≤ k0.
If k1 = k0, i.e. if B
′
k0
is the only non-empty B′k, then the basis B is B
′
k0
itself. Clearly one can take {bi}
K(0)
i=1 to be B
′
k0
, and
K(0) = B′k0 ≥
1
2J
∑
k≥1
♯B′k +
1
2
♯B.
Suppose that the proposition is true for any family (
⋃
k≥1 B
′
k,B) satisfying
the assumptions of the proposition, such that k1 ∈ [k0 −D, k0], where D is
a nonnegative integer. Let
⋃
k≥1 B
′
k be a family satisfying the assumptions
of the proposition, with basis B, such that k1 = k0 − (D+ 1). Let B
′ (resp.
B′′ ) be the balls in B satisfying Case (1) (resp. satisfying Case (2) but not
Case (1)) of Property P[J]. Write L := ♯B, L′ := ♯B′, L′′ := ♯B′′, so that
L = L′ + L′′. For a ball B ∈ B′′, there are two balls bB, b
′
B ∈ Fk+v as in
Case (2) of Property P[J].
Set
V = {bB; B ∈ B
′′} ∪ {b′B; B ∈ B
′′},
W ′ := {A; ∃B ∈ B′ ∩ Fk, ∃u ≥ 0, A ∈ B
′
k+u, 3λA ∩ λB 6= ∅},
W ′′ := {A; ∃B ∈ B′′ ∩ Fk, bB, b
′
B ∈ Fk+v,
∃u ∈ {0, 1, ..., v}, A ∈ B′k+u, 3λA ∩ (3λbB ∪ 3λb
′
B) 6= ∅}.
Note that B ⊂ W ′′∪W ′ and that Property P[J] implies thatW ′ (resp. W ′′)
contains at most JL′ (resp. JL′′) elements. Define also
Z := V ∪
⋃
k≥1
B′k\(W
′ ∪W ′′) and Zk := Z ∩ Fk.
Let BZ be any basis of
⋃
k≥1Zk. One can check that V ⊂ BZ by definition
of basis, so the fact that (
⋃
k≥1Zk,BZ) satisfies property P[J] follows from
Proposition 8. Now the key point is that the smallest integer k′1 such that
Zk′1 6= ∅ has to be strictly larger than k0 − (D + 1), so we can apply the
induction assumption to it.
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By construction, BZ has at least 2L
′′ balls. Next, let {b
(1)
i }
K(1)
i=1 be family
of balls as in the statement but associated to
⋃
k≥1Zk. By assumption,
K(1)⋃
i=1
λb
(1)
i ⊂
⋃
B∈
⋃
k≥1 B
′
k
\W ′
2λB ∪
⋃
B∈V
2λB.
Since
⋃
B∈V 2λB ⊂
⋃
B∈
⋃
k≥1 B
′
k
\W ′ 2λB (see Property P[J]),
K(1)⋃
i=1
λb
(1)
i ⊂
⋃
B∈
⋃
k≥1 B
′
k
\W ′
2λB ⊂
⋃
B∈
⋃
k≥1 B
′
k
2λB,
dist(
K(1)⋃
i=1
λb
(1)
i ,
⋃
B∈B′
λB) > 0.
Consequently, one sees that {b
(1)
i }
K(1)
i=1 ∪ B
′ satisfies the two bullets in the
statement of the proposition and one can take the family {bi}
K(0)
i=1 to be
{b
(1)
i }
K(1)
i=1 ∪B
′. Hence by induction
K(0) = K(1) + L′
≥
1
2J
♯Z +
1
2
2L′′ + L′
≥
1
2J
(♯
⋃
k≥1
B′k − JL
′ − JL′′) + L′′ + L′
≥
1
2J
∑
k≥1
♯B′k −
1
2
L+ L
≥
1
2J
∑
k≥1
♯B′k +
1
2
L
and (10) is proved for families (
⋃
k≥1 B
′
k,B) satisfying the assumptions of
the proposition, such that k1 = k0 − (D + 1). By induction the proof is
finished. 
Combining Proposition 8 and Proposition 9 yields the following key corol-
lary:
Corollary 10. Consider (Mn+1, g), 3 ≤ n + 1 ≤ 7, and the constants A,
r¯, λ, A¯, δ, K as above. There is a constant c ∈ (0, 1) depending on all
the previous data such that the following holds. Let Σ ⊂ M be any closed
embedded minimal hypersurface of n-volume at most A, and let C ⊂ M be
the associated almost conical region. Let {b¯j}
Q
j=1 be a family of Q geodesic
balls in M so that
• each b¯j is of the form B(x, s1(x)), with s1(x) < r¯
• the balls b¯j are pairwise disjoint,
• each b¯j is centered at a point of M\C.
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Then there exists an integer K(0) ≥ cQ and a family of geodesic balls
{B′j}
K(0)
j=1 in M so that
• each B′j is of the form B(x, λs1(x)), with s1(x) < r¯
• for any two different indices j1 and j2, we have dist(B
′
j1, B
′
j2) > 0.
In particular, the index and folding number satisfy
index(Σ) ≥ f(Σ) ≥ cQ.
Proof. Note that given {B′j}
K(0)
j=1 as in the statement of the corollary, the
conclusion for the folding number f(Σ) simply follows from the fact that if
B′ = B(x, λs1(x)) with s1(x) < r¯ then any open set of Σ containing the
closure of Σ ∩ B′ is unstable, and so f(Σ) ≥ K(0).
Let {b¯j}
Q
j=1 as in the statement. We can assume that r¯ = 1/2, and so the
balls in {b¯j}
Q
j=1 have radii less than 1/2. To prove the corollary, first note
that for a fixed k, given b ∈ Fk, the maximal number Q of disjoint balls
{b1, ..., bQ} ⊂ Fk such that
∀i ∈ {1, ..., Q}, 3λbi ∩ 3λb 6= ∅
is uniformly bounded independently of k. Thus we can find, for each k ≥ 1,
a subfamily B′k ⊂ Fk ∩ {b¯j}
Q
j=1 such that
∀b, b′ ∈ B′k, 3λb ∩ 3λb
′ = ∅,
and ♯(Fk ∩ {b¯j}
Q
j=1) ≤ c5♯B
′
k,
where c5 depends only on (M, g) and ♯ is the cardinality. In other words,⋃
k≥1 B
′
k satisfies (9) and
Q = ♯{b¯j}
Q
j=1 ≤ c5
∑
k≥1
♯B′k.
Then conclude by applying Proposition 8 and Proposition 9 to the family⋃
k≥1 B
′
k.

Using this corollary, we can finally conclude this section.
Proof of Theorem 1 in dimensions 4 ≤ n+ 1 ≤ 7. Let (Mn+1, g) and Σ be
as in the statement of Theorem 1, and suppose that r¯ = 1/2 by rescaling the
metric. Consider the family of balls B(1) constructed at the beginning of this
subsection. Note that the maximal number of disjoint balls in F0 is bounded
above by a constant depending only on (M, g). In particular, the size of
B(1) ∩ F0 is uniformly bounded independently of the minimal hypersurface
Σ. Then applying Corollary 10 to the family B(1)\F0, inequality (8) is proved
and so is Theorem 1. 
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3. Genus, Morse index and area in dimension 3
The goal of this section is to explain that in dimension 3, the factor CA
in Theorem 1 can be chosen to satisfy
CA ≤ C area(Σ)
where C is a constant depending on (M, g) but not on the area bound A for
the minimal surface Σ. The proofs are similar to the case of higher dimen-
sions, and we will point out the necessary modifications compared to Section
2. The main difference is that a curvature estimate for stable minimal sur-
faces independent of the area is available, unlike in higher dimensions ([49]).
Moreover stable minimal surfaces or minimal surfaces with curvature bounds
are much better understood in dimension 3. For instance we will make use
of the removable singularity theorem of Meeks-Pe´rez-Ros (see Theorem 12)
instead of the monotonicity formula.
3.1. The almost flat region C. We define a region which will play a similar
role as the almost conical region defined in Subsection 2.2. We will still
denote it by C for simplicity. Let ǫS > 0. Given a closed minimal surface
Σ, let s1 be the stability radius associated to Σ as defined in Subsection 2.1.
One essential difference with Section 2 is that there are curvature bounds
independent of the area due to Schoen [49]. If we suppose λ > 2 large
enough and λr¯ small enough (depending on (M, g) and ǫS, but not on the
area), for any closed embedded minimal surface Σ, for any x ∈ M and any
y ∈ Σ ∩ B(x, 2s1(x)),
s1(x)|A(y)| < ǫS.
Let ǫ > 0.
Let Σ ⊂ M be a closed embedded minimal surface. For 2s < t < r¯, we
will say that Σ ∩ A(p, s, t) is ǫ-flat if: for all r ∈ [s, t/2] and for any point
x ∈ Σ ∩A(p, r, 2r),
r|A(x)| ≤ ǫ.
We will say that A(p, s, t) is a pointed ǫ-flat annulus if
s1(p) < s
and if Σ ∩A(p, s, t) is ǫ-flat.
Consider a parameter K > 1000. Define
A¯ǫ := {A(p, s, 2s);A(p,
s
K
,Ks) is a pointed ǫ-flat annulus},
A¯bisǫ := {A(p, s, 2s);A(p,
100s
K
,
Ks
100
) is a pointed ǫ-flat annulus}.
LetA(p1, t1, 2t1), ..., A(pm, tm, 2tm) be annuli in A¯
bis
ǫ such that their bound-
aries ∂A(pi, ti, 2ti) intersect Σ transversely. We say that T :=
⋃m
i=1A(pi, ti, 2ti)
is an ǫ-telescope if for all i = 1, ..., m1,
B(pi, ti) ⊂ B(pi+1, ti+1) ⊂ B(pi, 2ti) ⊂ B(pi+1, 2ti+1).
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Note that if T is a telescope, ∂T has two spherical components ∂−T and
∂+T . Moreover if ǫ is small enough (which we will always suppose), then
Σ ∩ T is diffeomorphic to a union of 2-dimensional disks and annuli.
The following lemma is proved as Lemma 5:
Lemma 11. There exist K0 > 1000, ǫ0 > 0 so that the following is true for
any K > K0, ǫ < ǫ0.
Let (M3, g) be a closed manifold, Σ a closed smoothly embedded minimal
hypersurface, and let A¯ǫ be defined as above. Then there exist L ǫ-telescopes
T1, ..., TL such that Ti are pairwise disjoint, and
⋃
An∈A¯ǫ
An ⊂
L⋃
i=1
Ti.
We can now define the almost conical region (which depends on Σ).
Definition 3.1. Given a closed embedded minimal hypersurface Σ, we define
the almost flat region as
C :=
L⋃
i=1
Ti,
where Ti are the ǫ-telescopes given by Lemma 11.
The choice of the telescopes in the definition of C is not unique. From
now on we fix r¯, λ as above, ǫ < ǫ0 and K > K0 + 2
1000 where ǫ0, K0 are as
in Lemma 11.
3.2. Quantitative removable singularity theorem. We present the re-
movable singularity theorem of Meeks-Pe´rez-Ros [44] in a more quantitative
manner than the original statement. This will play the role of Theorem 6 in
dimension 3. Recall that r¯, λ > 2, s1, K, ǫ were introduced in the previous
Subsection.
Theorem 12 ([44]). There exist K¯ ≥ 12λK, µ > 0, and R¯ > 1000 such
that the following is true. Let g be a metric µ-close to the Euclidean metric
in the C3-topology on BEucl(0, K¯) ⊂ R
3, and let
(Σ, ∂Σ) ⊂ (BEucl(0, K¯), ∂BEucl(0, K¯)
be a compact embedded minimal surface with respect to g, such that
• s1(0) < K¯
−1,
• there is y′ ∈ B(0, 7λ) with s1(y
′) = 1.
Then
(i) either there are two balls b1 = B(z
′, s1(z
′)), b2 = B(z
′′, s1(z
′′)) such
that z′, z′′ ∈ B(0, K¯
2
), 3λb1 ∩ 3λb2 = ∅ and s1(z
′) = s1(z
′′) ∈
[2−(R+1), 2−R) for some R ∈ [1000, R¯],
(ii) or Σ ∩A
(
0, 1
2K
, 7λK
)
is ǫ-flat in the sense of Subsection 3.1.
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Proof. The essential ingredient is the result of Meeks-Pe´rez-Ros [44], which
has the role played by the monotonicity formula in the proof of Theorem 6.
If Theorem 12 is supposed to be not true, we want to derive a contra-
diction. For all k large so that 2k ≥ 12λK, let gk be a sequence of metrics
on BEucl(0, 2
k) converging to the Euclidean metric on compact sets, and
let Σk be a sequence of smooth embedded compact minimal surfaces as in
the statement, with possibly unbounded area, except that the first bullet is
replaced by
s1(0) <
1
2k
.
For clarity denote by Bk(., .) (resp. Bg(., .)) a geodesic ball for the metric gk
(resp. for a metric g). If l is large enough then observe that the definition
of s1 implies
Bk(y
′, 1) ⊂ Bg(0, 2
l − 1)\Bg(0,
1
2l
).
Let sl :=
1
2l+1
, this number satisfies the following. For l large, for any metric
g close enough to the Euclidean one, for any point z ∈ Bg(0, 2
l−1)\Bg(0,
1
2l
)
there exist two points u, v ∈ Bk(y
′, 1) and two continuous paths γ0,u from 0
to u, γz,v from z to v so that
γz,v ⊂ Bg(0, 2
l)\Bg(0,
1
2l
)
and the sl-neighborhoods (with respect to g) of γ0,u and γz,v are disjoint,
contained in Bg(0, 2
l). Let R¯l be defined as follows:
R¯l = log2(
3λ
sl
)+1000 (so that in particular 6λ2−(R¯l+1) < sl and R¯l > 1000)
and we can suppose it is larger than 1000. One can check that for two
positive integers l1, l2, sl1 = 2
l2−l1sl2 and R¯l1 = R¯l2 − l2+ l1. Similarly to the
proof of Theorem 6, one can prove that if (i) does not occur to gk and Σk
with R¯ = R¯k, then for any l ∈ {1, ..., k},
(11) ∀z ∈ Bk(0, 2
l−1)\Bk(0,
1
2l
), s1(z) ≥ 2
−(R¯l+1) = 2l.2−R¯1 .
Recall that Schoen’s 3-dimensional curvature bounds [49] (which are in-
dependent of the area) imply the following: for gk and Σk, in any ball of the
form B(x, s1(x)), one has
|A(y)|s1(x) ≤ ǫS
(see beginning of Subsection 3.1). Using this curvature bound and (11), we
conclude that if (i) does not hold for gk and Σk with R¯ = R¯k then there is a
constant independent of k so that for all k, for all y ∈ Bk(0, 2
k−1)\Bk(0,
1
2k
)
(12) |A(y)| ≤ C(1 +
1
distgk(0, y)
).
Then, Σk subsequently converges smoothly outside of 0 to a lamination
L of (R3\{0}, gEucl). Since L still satisfies the curvature bound (12), by
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[44], 0 is a removable singularity of L. Since for gk and Σk, s1(0) < 2
−k,
by monotonicity, L has a leaf L passing through 0. This leaf L cannot be
isolated and of multiplicity one, since by Allard’s regularity theorem, the
convergence would be smooth but it would contradict s1(0) < 2
−k for Σk.
Thus L is either isolated of multiplicity greater than one, or non-isolated. By
Corollaries 3.4 and 3.5 of [44], the closure L¯ is a flat plane. By the half-space
theorem for bounded curvature minimal surfaces of Xavier [58], any other
leaf of L is flat. But it means that for k large, Σk ∩ Bk(0, 7λK)\Bk(0,
1
2K
)
was ǫ-flat, a contradiction.

Let (M3, g), r¯, λ > 2, ǫ, K be as in the previous subsection, µ, R¯, K¯ ≥
12λK as in Theorem 12. We assume that for any ball of radius r less than
r¯ the metric 1
r2
g is µ-close to a flat metric in the C3-topology. The next
lemma corresponds to Corollary 7 and has the same proof, except that one
replaces Theorem 6 by Theorem 12.
Corollary 13. Let Σ ⊂M3 be a closed smoothly embedded minimal surface.
Consider x0, x1, x2 ∈M such that
• s1(x0) < r¯, s1(x1) ≤ s1(x0)K¯
−1, s1(x2) ≤ s1(x1)K¯
−1,
•
B(x0, 1.1λs1(x0)) ∩B(x1, s1(x1)) 6= ∅,
B(x0, 1.1λs1(x0)) ∩B(x2, s1(x2)) 6= ∅,
B(x1, 6λs1(x1)) ∩B(x2, 3λs1(x2)) 6= ∅,
• x1 is not contained in the almost conical region C.
Then there are two balls b1, b2 of the form B(y, s1(y)) such that
(i) 3λb1 ∩ 3λb2 6= ∅,
(ii) the radius of b1, b2 is the same and belongs to [2
−(R¯+1)s1(x1), 2
−1000s1(x1))
and
(iii) 3λb1 ∪ 3λb2 ⊂ B(x0, 1.7λs1(x0)).
3.3. Proof of Theorem 1 in dimension 3. The arguments are essentially
already explained in Subsection 2.4. Let us go through it briefly and insist
on the differences. Let Σ ⊂ (M3, g) be a closed embedded smooth minimal
surface. We will use the constants r¯ ∈ [1/2, 1), λ, ǫ, K, the functions f , s1,
and the almost flat region C defined previously in this section.
Before beginning the proof, note that we can choose λ large enough so that
the following is true: if x ∈ Σ\C, where C is the almost flat region defined
in Subsection 3.1, then B(x, s1(x)) ∩ Σ\C is a union of open disks (whose
topological boundaries are piecewise smooth). In general, by choosing λ
well, we can also guarantee that a finite intersection of subsets of the form
B(x, s1(x)) ∩ (Σ\C) is a contractible open set. Note also that C ∩ Σ is a
union of disks and annuli, and that the Euler characteristic of Σ\C is equal
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to or smaller than the Euler characteristic of Σ. In particular,
2 genus(Σ) ≤ 2 +
2∑
i=0
bi(Σ\C).
Recall that we previously defined the sheeting number as follows:
Definition 3.2. The sheeting number of Σ is the number N(Σ) defined by
N(Σ) := max{N ; ∃p ∈M,Σ ∩B(p, s1(p)) has N components}.
By the monotonicity formula, there is c1 only depending on (M, g) such
that N(Σ) ≤ c1 area(Σ).
As in Subsection 2.4, we find a finite family B(1) of pairwise disjoint geo-
desic balls of the form B(x, s1(x)) where x ∈ Σ\C and
(13) genus(Σ) ≤ c2N(Σ)♯B
(1) ≤ c2 area(Σ)♯B
(1),
for some c2 only depending on (M, g).
It remains to prove
(14) ♯B(1) ≤ c3(f(Σ) + 1)
for a constant c3 depending only on (M, g).
The following version of Proposition 8 is true in dimension 3 without the
dependency on the area of Σ. We restate it because its proof is a bit different.
Recall that Property P[J] was introduced in Subsection 2.4.
Proposition 14. There is a positive integer J depending only on (M3, g)
and on the constants r¯, λ, ǫ,K, such that the following is true. Let Σ ⊂
(M, g) be a closed embedded minimal surface. For each k ≥ 1, let B′k ⊂ Fk
be a family of balls of the form B(x, s1(x)) such that for any two different
balls b, b′ ∈ B′k, we have
3λb ∩ 3λb′ = ∅,
and let B be a basis of
⋃
k≥1 B
′
k. Assume additionally that any ball b =
B(x, s1(x)) ∈
⋃
k≥1 B
′
k\B is centered at x ∈M\C.
Then (
⋃
≥1 B
′
k,B) satisfies Property P[J].
Proof. The proof slightly differs from that of Proposition 8 so it deserves
some explanations.
Recall the definitions of r¯ ∈ [1/2, 1), A¯, λ, δ, K¯ ≥ 12λK (Subsections2.1,
2.2, 3.2).
Let Σ,
⋃
≥1 B
′
k, B be as in the statement. Let B ∈ B∩B
′
k for some k ≥ 1.
We denote the radius of a ball by rad.
Set
J := 2002Υ1 + 4(log2(2K¯) + 1)Υ1 + 2R¯Υ1 +Υ2,
where R¯ is given in Theorem 6, and Υ1,Υ2 are as in the proof of Proposition
8.
30 ANTOINE SONG
We can suppose that there is an integer v1 > log2(2K¯) and a ball b¯ ∈ B
′
k+v1
with 3λb¯∩λB 6= ∅, since otherwise Property P[J] is true by Fact 2. We can
assume v1 to be the smallest integer satisfying these properties.
Case A. First suppose that the number of u > 0 such that there is a
bˆ ∈ B′k+u with 3λbˆ ⊂ (2λ− 2
−1000)B is larger than 2(log2(2K¯) + 1). Instead
of introducing m balls as in the proof of Proposition 8, we just need two of
them.
Write for convenience k = u0. We can find two integers u1, u2 with
• ui ≥ ui−1 + log2(2K¯) for i = 1, 2,
• there is bˆi ∈ B
′
k+ui
with 3λbˆi ⊂ (2λ− 2
−1000)B,
• for u ∈ (ui−1 + log2(2K¯), ui), there is no bˆ ∈ B
′
k+u with 3λbˆ ⊂
(2λ− 2−1000)B.
Since for u ≥ log2(2K¯), any bˆ ∈ B
′
k+u with 3λbˆ ∩ λB 6= ∅ is such that
3λbˆ ⊂ (2λ− 2−1000)B, we have v1 ≥ u1. Note also that
rad(bˆ1) <
rad(B)
2K¯
<
rad(B)
K¯
and
rad(bˆ2) <
rad(bˆ1)
K¯
.
Case A.1.
Suppose that for some j ∈ {1, 2},
bˆj ∩ 1.1λB = ∅.
Then Case (2) of Property P[J] is satisfied (same proof as Case A.1. in the
proof of Proposition 8).
Case A.2.
Suppose that,
bˆ1 ∩ 1.1λB 6= ∅ and bˆ2 ∩ 1.1λB 6= ∅.
Assume also that
6λbˆ1 ∩ 3λbˆ2 = ∅.
Then Case (2) of Property P[J] is satisfied (same proof as Case A.2. in the
proof of Proposition 8).
Case A.3.
Suppose again that
bˆ1 ∩ 1.1λB 6= ∅ and bˆ2 ∩ 1.1λB 6= ∅.
but this time assume additionally that
6λbˆ1 ∩ 3λbˆ2 6= ∅.
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Since B is an element of the basis B and bˆ1 ∩ 1.1λB 6= ∅, bˆ1 is not in this
basis and is centered outside of the almost flat region C. We can thus apply
Corollary 13 with x0, x1, x2 being the centers of B, bˆ1, bˆ2: there are two
balls b1, b2 of the form B(x, s1(x)) with
3λb1 ∩ 3λb2 = ∅, 3λb1 ∪ 3λb2 ⊂ 1.7λB,
such that b1, b2 ∈ Fk+uj+R for some R ∈ [1000, R¯]. Note that if a ball Y
has radius less than 2−(k+1000) and 3λY ∩ (3λb1 ∪ 3λb2) 6= ∅, then 3λY ⊂
(2λ− 2−1000)B. So the size of
{bˆ ∈ B′k+u; 0 ≤ u ≤ uj +R, 3λbˆ ∩ (3λb1 ∪ 3λb2) 6= ∅}
is bounded above by
1001.(2Υ1) + 2(log2(2K¯) + 1).(2Υ1) + R¯.(2Υ1).
Consequently Case (2) of Property P[J] is satisfied.
Case B. Secondly, suppose that the number of indices u > 0 such that
there is a bˆ ∈ B′k+u with 3λbˆ ⊂ (2λ − 2
−1000)B is bounded above by
2(log2(2K¯) + 1). Then Case (1) or (2) of Property P[J] is satisfied (same
proof as Case B. in the proof of Proposition 8).

Combining Proposition 14 and Proposition 9 yields the following corollary
similar to Corollary 10 except that the constant now does not depend on
the area. The proof is completely similar to that of Corollary 10.
Corollary 15. Let (M3, g) and the constants r¯, λ, ǫ, K be as above. There
is a constant c ∈ (0, 1) depending on all the previous data such that the
following holds. Consider any closed embedded minimal surface Σ ⊂ M ,
and the associated almost flat region C ⊂ M . Let {b¯j}
Q
j=1 be a family of Q
geodesic balls in M so that
• each b¯j is of the form B(x, s1(x)), with s1(x) < r¯
• the balls b¯j are pairwise disjoint,
• each b¯j is centered at a point of M\C.
Then there exists an integer K(0) ≥ cQ and a family of geodesic balls
{B′j}
K(0)
j=1 in M so that
• each B′j is of the form B(x, λs1(x)), with s1(x) < r¯
• for any two different indices j1 and j2, we have dist(B
′
j1
, B′j2) > 0.
In particular, the index and folding number satisfy
index(Σ) ≥ f(Σ) ≥ cQ.
Proof of Theorem 1 in dimension 3. Let (M3, g) and Σ be as in the state-
ment of Theorem 1, and suppose that r¯ = 1/2 by rescaling the metric. Let
B(1) be the family of balls considered at the beginning of this subsection.
The size of B(1) ∩ F0 is uniformly bounded independently of the minimal
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surface Σ. Then we apply Corollary 15 to the family B(1)\F0: inequality
(14) follows and so Theorem 1 is proved in dimension 3.

4. A two-piece decomposition for minimal surfaces in
dimension 3
In this section, let (M3, g) be a closed Riemannian 3-manifold. We define
a two-piece decomposition for embedded minimal surfaces and refine the
results of Section 3.
4.1. The sheeted/non-sheeted decomposition. Let (M3, g) be a closed
Riemannian 3-manifold. A consequence of the previous sections is a “two-
piece decomposition” for minimal surfaces analogous to the usual thick-thin
decomposition for manifolds with bounded sectional curvature. Let r¯, λ be
fixed as before, then the radius s1 is well defined (see Subsection 2.1). Let
N0 ≥ 1 be a positive integer and let Σ ⊂ (M, g) be an embedded minimal
surface. Then we define the non-sheeted part Σ≤N0 and the sheeted part
Σ>N0 as follows:
Σ≤N0 := {q ∈ Σ;Σ ∩B(q, s1(q)) has at most N0 components},
Σ>N0 := {q ∈ Σ;Σ ∩B(q, s1(q)) has more than N0 components}.
Notice that
Σ = Σ≤N0 ⊔ Σ>N0 ,
and Σ≤N0 (resp. Σ>N0) is a closed (resp. open) subset of Σ. We will see in
the next subsections that both the genus and the area of the non-sheeted
part Σ≤N0 can be controlled by the Morse index of Σ. The sheeting number
N(Σ) defined in Subsection 3.3 is simply the smallest integer N so that
Σ = Σ≤N . By Schoen’s curvature estimates for stable minimal surfaces, the
sheeted part Σ>N0 looks like a large number of almost flat disks around any
point p of Σ>N0 , on the scale of stability s1(p). That decomposition can be
compared to the different one in [16, Lemma 2.15] for minimal surfaces with
bounded second fundamental form.
Note that the two-piece decomposition also makes sense in higher dimen-
sions. However, the sheeted part cannot for the moment be described as
neatly as in dimension 3, because the available curvature bounds for stable
minimal hypersurfaces only exist in dimensions 3 to 7 and they depend on
an a priori area bound in dimensions larger than 3, see [50].
4.2. Genus of Σ≤N0 . A closed subset X of a 2-dimensional surface Σ will be
said to have genus at most γ if there is a compact 2-dimensional submanifold
with boundary of Σ with genus at most γ and containingX . The non-sheeted
part Σ≤N0 has genus bounded linearly by the Morse index as follows:
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Theorem 16. There is a constant C depending only on (M, g) such that for
any integer N0 > 0, for any closed embedded minimal surface Σ ⊂ (M, g),
genus(Σ≤N0) ≤ CN0(index(Σ) + 1).
Proof. The proof essentially follows from the arguments of Sections 2 and
3, which imply that if C denotes the almost flat region associated to Σ (see
Subsection 3.1), the surface Σ≤N0\C can be covered by Q intrinsic smooth
convex 2-disks with controlled curvature in Σ so that:
• any finite intersection of them is diffeomorphic to R2 or is empty,
• the overlap (i.e. the maximal number of these disks intersecting non-
trivially) is bounded by a universal constant,
• Q ≤ CN0(index(Σ) + 1), where the constant C only depends on
(M, g).
Then, since Σ ∩ C is topologically just a union of annuli and disks with
controlled curvature, we deduce that
Σ≤N0 ⊂ R ⊂ Σ
where R is a compact 2-dimensional submanifold of Σ, whose genus is
bounded by
CN0(index(Σ) + 1),
with a possibly larger constant C (we do not know if the number of boundary
components of R can be controlled).

4.3. Area of Σ≤N0. We will call area of a closed subset of a 2-dimensional
surface Σ its 2-dimensional Hausdorff measure. The area of the non-sheeted
part Σ≤N0 can be bounded sublinearly by the Morse index as follows:
Theorem 17. There is a constant C depending only on (M, g) so that for
any integer N0 > 0, for any closed embedded minimal surface Σ ⊂ (M, g),
area(Σ≤N0) ≤ CN0(index(Σ) + 1)
1
3 .
Proof. Let N0 be a positive integer. Let C be the almost flat region associ-
ated with Σ (see Subsection 3.1). In this proof, C denotes a constant only
depending on (M, g).
We first estimate the area of Σ≤N0\C. We will use the notations of Subsec-
tions 2.4 and 3.3, and we can assume that r¯ = 1/2. Now as in Subsections 2.4
and 3.3, we use the Besicovitch covering lemma to get an intger c0 indepen-
dent of Σ, and families B(i) (i ∈ {1, . . . , c0}) of balls of the form B(x, s1(x))
with x ∈ Σ≤N0\C, such that:
∀i ∈ {1, . . . , c0}, ∀b1 6= b2 ∈ B
(i), b1 ∩ b2 = ∅,
and Σ≤N0\C ⊂
c0⋃
i=1
⋃
b∈B(i)
b.
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We can assume that B(1) is chosen so that
(15) area(Σ≤N0 ∩
⋃
b∈B(1)
b) ≥
1
c0
area(Σ≤N0\C).
Let rad(b) be the radius of b. By [49] and the definition of Σ≤N0 , for any
ball b ∈ B(1), the area of Σ ∩ b is bounded above by CN0 rad(b)
2. Then by
(15) and Ho¨lder’s inequality:
area(Σ≤N0\C) ≤ CN0
∑
b∈B(1)
rad(b)2
≤ CN0
(
♯B(1)
)1/3( ∑
b∈B(1)
rad(b)3
)2/3
.
We have shown in Corollary 15 that ♯B(1) is bounded above by C(index(Σ)+
1) and
∑
b∈B(1) rad(b)
3 is clearly less than C Vol(M, g) (recall that the balls
in B(1) are pairwise disjoint). Therefore we obtain
(16) area(Σ≤N0\C) ≤ CN0(index(Σ) + 1)
1/3.
Next, we estimate the area of Σ≤N0 ∩C. Let T1, . . . , TL be the ǫ-telescopes
(i.e. connected components) in C, see Definition 3.1. The closure of each
ǫ-telescope Tj has two boundary components, one inner 2-sphere and one
outer 2-sphere. Now consider balls b1, . . . , bL of the form bj = B(xj , s1(xj))
where xj is a point of the outer boundary of Tj . Observe the following:
• for an annulus A(p, t, 2t) ∈ A¯bisǫ (see Subsection 3.1), for any point
y ∈ A(p, t, 2t), we have
t/C ≤ s1(y) ≤ Ct,
so in particular the radius of bj is comparable to the radius of the
outer boundary 2-sphere of Tj,
• the maximal number of pairwise disjoint balls of the form B(x, s1(x))
with x ∈ A(p, t, 2t) is bounded by C,
• if b′1, . . . , b
′
Q are pairwise disjoint balls of the form B(x, s1(x)) cen-
tered at points of a given ǫ-telescope tj , then
Q∑
k=1
rad(b′k)
2 ≤ C rad(bj)
2.
Then by the geometry of C, the balls b1, . . . , bL are pairwise disjoint, and for
each j ∈ {1, . . . , L},
area(Σ≤N0 ∩ Tj) ≤ CN0 rad(bj)
2.
To see why this last inequality is true, one can apply the Besicovitch covering
lemma to the balls B(x, s1(x)) with x in the closure of Σ≤N0 ∩ Tj and use
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the previous observations. Hence by Ho¨lder’s inequality,
area(Σ≤N0 ∩ C) ≤ CN0
L∑
j=1
rad(bj)
2
≤ CN0L
1/3
( L∑
j=1
rad(bj)
3
)2/3
.
Since the bj are pairise disjoint,
∑L
j=1 rad(bj)
3 is bounded above by C Vol(M, g).
Moreover by Corollary 15, L ≤ C(index(Σ) + 1), so we derive the following
estimate:
(17) area(Σ≤N0 ∩ C) ≤ CN0(index(Σ) + 1)
1/3.
Putting (16) and (17) together, we conclude the proof.

Recall that the sheeting number N(Σ) of a minimal surface Σ is the small-
est integer N0 such that Σ = Σ≤N0 . We end this section with a few remarks.
If N(.) happens to be uniformly bounded along a sequence of minimal sur-
faces, then Theorem 17 and Ejiri-Micallef [20] imply that
area ≤ C(genus+1)1/3.
In fact Theorem 17 is optimal: H. Schwarz’s triply periodic minimal surfaces
give examples of minimal surfaces in a flat 3-torus for which N(.) is uniformly
bounded and area, index1/3, go to infinity at the same speed, while Lawson’s
minimal surfaces in S3 [36] show that in general N(.) is unbounded and
area ≤ C(index+1)1/3 does not hold. Theorem 17 more generally yields a
stronger result: for any sequence of minimal surfaces {Σk} for which
lim
k→∞
area(Σk) =∞ and index(Σk) = o(area(Σk)
3),
for any integer N0, we have
(18) lim
k→∞
area(Σk,≤N0)
area(Σk)
= 0.
The infinite sequence of minimal surfaces {Γ(p)} that we constructed in
compact manifolds with strictly stable minimal boundary [53, Theorem 10]
generically satisfy these assumptions on the area and the index∗. Thus The-
orem 17 sheds light on the geometric properties of the minimal surfaces
{Γ(p)}, which behave very differently from the min-max minimal surfaces
constructed in [39, 21]. See section 6 for further questions on the sheeting
number N(Σ).
∗See [54] where it is proved that these minimal surfaces generically “scar” along stable
surfaces
36 ANTOINE SONG
5. Singular set and Morse index in dimensions at least 8
In this section we prove Theorem 2. The estimates on the singular set of
area minimizing hypersurfaces of Naber-Valtorta [45] will replace curvature
estimates [49, 50] which were so useful in previous sections. The results of
Naber-Valtorta [45, Theorem 1.6 and Section 9] actually hold for minimal
hypersurfaces smooth outside a set of Hausdorff codimension at least 7 which
are stable (instead of area minimizing), since only the ǫ-regularity property
is used [45, Theorem 2.11], and the latter holds for stable hypersurfaces.
5.1. The case of dimension 8. It happens that in order to prove Theorem
2 in dimension 8, we can use arguments almost identical to those involved in
the proof of Theorem 1. Consider a closed manifold (M8, g) and a minimal
hypersurface Σ ⊂ M embedded smoothly outside of finitely many points,
and of finite index (see the Introduction for why these objects are natural).
Let r¯ < injradM , we can assume that r¯ ∈ [1/2, 2) and 6r¯ < injradM . In
Section 2, we conveniently used a large λ > 2 while here we can just take
λ = 2. Let s1 be the stability radius defined by (see Subsection 2.1)
s1(x) := sup{r ≤ r¯;B(x, 2r) ∩ Σ is stable}.
The following lemma, which holds in all dimensions n+1, ensures that s1
is bounded away from 0.
Lemma 18. If Σ is a minimal hypersurface in (Mn+1, g) whose singular set
has dimension at most n−7 and has finite Morse index, then for all x ∈M ,
we have s1(x) > 0.
Proof. If x is not on Σ or is a smooth point of Σ then the lemma is clear.
If x is in the singular set of Σ, suppose towards a contradiction that for
any small a > 0, Σ ∩ B(x, a) is unstable. Fix a0 > 0 small enough,
then by the usual cut-off argument, we get a number a1 < a0 so that
Σ ∩ (B(x, a0)\B¯(x, a1)) is unstable. We can continue with a1 instead of
a0, etc, and get a decreasing infinite sequence of positive radii {ak} so that
every piece Σ ∩ (B(x, ak)\B¯(x, ak+1)) is unstable. [52, Lemma 3.1] would
imply that Σ has infinite Morse index, a contradiction. 
Let A > 0. By Naber-Valtorta [45, Theorem 1.6], in dimension n+ 1 = 8
there is a constant cNV depending only on (M, g) and A, so that for any
closed minimal hypersurface Σ as above with 7-volume at most A, for any
x ∈M ,
(19) ♯ Sing
(
Σ ∩B(x, s1(x))
)
≤ cNV
where ♯ denotes as before the number of elements in a set, and Sing denotes
the (finite) singular set.
Let f(Σ) be the folding number of Σ (see Subsection 1.1). As already ob-
served previously, the maximal number of disjoint balls of the formB(x, 2s1(x))
with s1(x) < r¯, at positive distance to one another, is at most f(Σ), which
itself is at most index(Σ).
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In dimension 8, s1 is still continuous:
Lemma 19. Given (M, g), Σ as above, the stability radius s1 : M → (0, r¯]
is a continuous function.
Let A > 0 and define A¯ correspondingly as in Subsection 2.2. We can
define an almost conical region C as in Subsection 2.2. To see this, note the
following:
Lemma 20. Let A¯ > 0. If β0 is large enough, for any minimal cone Γ ⊂ R
8
tipped at 0 smooth outside of 0, with ΘEucl(0, 1) ≤ A¯ and with
max
y∈Γ∩∂BEucl(0,1)
|A(y)| ≥ β0,
there are two balls b1, b2 ⊂ BEucl(0, 1)\BEucl(0, 1/2) of the form B(x, s1(x))
such that 6b1 ∩ 6b2 = ∅ and the radii of b1, b2 are smaller than 2
−1000.
Proof. Let {Γm}m>0 be a sequence of cones as in the statement but also with
(20) max
y∈Γ∩∂BEucl(0,1)
|A(y)| ≥ m.
By the cone structure, it suffices to prove that s1 cannot be bounded away
from 0 on Γm ∩ ∂BEucl(0, 1). If this is the case, then by the work of Schoen-
Simon [50] on stable minimal hypersurfaces, Γm subsequently converges to
a minimal cone Γ∞ tipped at 0 with isolated singularities. In particular
Γ∞ is smooth outside of 0. Since s1 is bounded below away from 0 along
the sequence on Γm ∩ ∂BEucl(0,1), the sheeting theorem of Schoen-Simon
[50, Theorem 1] implies that Γm had curvature bounds away from 0 which
contradicts (20). 
Let δ,K > 0. We define Gβ0, “δ-close to a cone Γ ∈ Gβ0”, “pointed
δ-conical annulus”, Aδ, A
bis
δ , δ-telescopes as in Subsection 2.2. Lemma 5
holds in dimension 8:
Lemma 21. There exists K0 > 1000, δ0 > 0 so that the following is true
for any K > K0, δ < δ0.
Let (M8, g) be a closed manifold of dimension 8 and Σ a closed minimal
hypersurface embedded smoothly outside of finitely many points, of finite
index. Then there exist L δ-telescopes T1, ..., TL such that all Ti are disjoint
and
⋃
An∈Aδ
An ⊂
L⋃
i=1
Ti.
Proof. The proof is identical to the one of Lemma 5, except that we use
Lemma 18 to get that s1 is bounded away from 0 on Σ and that
s := inf{s; ∃p, A(p, s, 2s) ∈ Aδ} > 0.

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We can finally define the almost conical region C as in Subsection 2.2:
C :=
L⋃
i=1
Ti.
We fix r¯ ∈ [1/2, 1), A, A¯, δ < δ0, K > K0 + 2
1000, K¯ := 12λK.
With these definitions in place, one can check that Theorem 6 holds for n+
1 = 8, replacing λ by 2 in the statement. The proof is the same, but instead
of using the curvature bounds of Schoen-Simon in dimensions 3 to 7, we use
their sheeting theorem as in the proof of Lemma 20. As a consequence, the
analogue of Corollary 7 also holds true, as well as Proposition 8, Proposition
9, and Corollary 10 (always replacing λ by 2).
We can now complete the proof of Theorem 2 in dimension 8 as follows.
Let Σ ⊂ (M8, g) be an embedded closed minimal hypersurface with a finite
singular set, of finite Morse index and 7-volume at most A. Let C the almost
conical region of M defined above. In particular C is smooth and does not
contain any singular point. Recall that s1(x) > 0 for any x by Lemma 18.
By the Besicovitch lemma as in Subsection 2.4, and by using (19), we get a
finite family B(1) of pairwise disjoint geodesic balls of the form B(x, s1(x))
such that x ∈ Σ\C and
♯ Sing(Σ) ≤ c2♯B
(1),
for some c2 only depending on (M, g) and A.
Applying Corollary 10 here (with λ = 2), we conclude that
♯ Sing(Σ) ≤ c2♯B
(1) ≤ c3(f(Σ) + 1) ≤ c3(index(Σ) + 1)
for some c3 only depending on (M, g) and A, and Theorem 2 is proved in
dimension 8.
5.2. The case of dimension n+1 ≥ 9. Let Σ ⊂ Mn+1 be a closed minimal
hypersurface with n-volume bounded above by A > 0, where n ≥ 8. We
assume Σ to be embedded outside of a subset of dimension at most n−7. Let
Sing(Σ) be its singular set. In high dimensions, we do not need to introduce
an almost conical region C.
Let Fk and s1 be defined as before (with λ = 2). By Lemma 18, s1(x) >
0 for all x. By using a covering with balls of the form B(x, s1(x)), and
the Besicovitch lemma, we get (similarly to Subsection 2.4) a finite family⋃
k≥0 Bk of disjoint balls of the form B(x, s1(x)), x ∈ Σ, with Bk ⊂ Fk, such
that for all k and b 6= b′ ∈ Bk:
6b ∩ 6b′ 6= ∅,
and for which there is a constant c1 depending only on (M, g) satisfying
Hn−7(Sing(Σ)) ≤ c1
∑
k≥0
∑
b∈Bk
Hn−7(Sing(Σ) ∩ b).
But since for each b ∈ Bk and any ǫ ∈ (0, 1), Σ ∩ 2(1 − ǫ)b is stable, the
work of Naber-Valtorta [45, Theorem 1.6] implies that there is a constant c2
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depending only on (M, g) and A so that for all k, b ∈ Bk, if rad(b) denotes
the radius of b:
Hn−7(Sing(Σ) ∩ b) ≤ c2 rad(b)b
n−7.
We will make use of the notion of basis, whose definition is recalled here:
let B′ be a finite family of balls such that for all k and b 6= b′ ∈ B′ ∩ Fk,
6b∩ 6b′ = ∅, then a basis B′ of B′ is a subfamily such that for all i, B′ ∩Fi
is a maximal subset of B′ ∩ Fi satisfying for all j < i:
∀b ∈ B′ ∩ Fi, ∀b
′ ∈ B′ ∩ Fj, 6b ∩ 6b
′ = ∅.
Let m be an integer larger than 1000 (it will be useful later). We can
suppose that for a constant c3 depending only on (M, g) and m, and for an
integer k0 ∈ [0, m− 1],
(21) Hn−7(Sing(Σ)) ≤ c3
∑
j≥0
∑
b∈Bk0+mj
rad(b)n−7.
We can suppose that k0 = 0 since the other cases are treated in the same
way.
Let us modify once more the family
⋃
j≥0 Bmj by removing some of its
elements. The modification involves finitely many steps: we start with a
basis B0 of B
0 :=
⋃
j≥0 Bmj . Let B ∈ B0, let I(B) ⊂ N be the set of
integers such that for j ∈ I(B), there is at most one ball b ∈ B0 ∩Fmj with
6b ⊂ 3B. We set
B1 := (B0\B0)\{b; ∃B ∈ B0, ∃k ∈ I(B), b ∈ B
0 ∩ Fmk and 6b ⊂ 3B}.
Let B1 be a basis of B
1. We can repeat this procedure with B1,B
1 replacing
B0,B
0, remove some elements from B1, etc. Eventually we get a sequence
of families B0,B1,B2, ...,Bl with associated bases B0,B1,B2, ...,Bl where l
is the last integer for which Bml 6= ∅.
Consider
⋃
j≥0Bj . Note that for each i ≥ 0, Bi is a basis of
⋃
j≥iBj. The
point of this construction is the following lemma.
Lemma 22. For each i ≥ 0 and B ∈ Bi,
(1) either there is no ball b ∈ Bj with j > i and 6b ∩ 2B 6= ∅,
(2) or there are two ball b, b′ ∈ Bi+1 with 6b∩6b
′ = ∅, 6b ⊂ 4B, 6b′ ⊂ 4B.
Proof. To check this lemma, suppose that Item (1) does not happen, then
there is b ∈
⋃
j≥i+1Bj such that 6b ∩ 2B 6= ∅. By definition of basis, there
is bˆ ∈ Bi+1 with 6bˆ ∩ 6b 6= ∅. Note that bˆ ⊂ 3B by the choice of m. By
construction, there is also another ball bˆ′ in
⋃
j≥i+1 Bj of size comparable to
bˆ so that 6bˆ′ ⊂ 3B but 6bˆ∩ 6bˆ′ = ∅. So by definition of basis again, there is
another ball bˆ2 ∈ Bi+1 with 6bˆ
′ ∩ 6bˆ2 6= ∅ and 6bˆ∩ 6bˆ2 = ∅, so in particular
6bˆ2 ⊂ 4B by the choice of m. To conclude, 6bˆ∩ 6bˆ2 = ∅, 6bˆ ⊂ 4B, 6bˆ2 ⊂ 4B
and Item (2) is valid. 
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Before continuing, we remark the following basic fact for n > 7:
∀i ≥ 0,
∑
j≥i+1
(2−mj)n−7 =
1
1− 2−(n−7)m
(2−m(i+1))n−7 ≤ 2(2−m(i+1))n−7.
Hence, by construction of the Bi:
(22)
∑
j≥0
∑
b∈Bmj
rad(b)n−7 ≤ 3
∑
b∈
⋃
i≥0 Bi
rad(b)n−7.
To
⋃
i≥1Bi we associate a (not necessarily connected) tree T constructed
as follows: each element of
⋃
i≥1Bi is a vertex, and for each i ≥ 0, for a
B ∈ Bi such that (2) in Lemma 22 occurs, choose two balls b, b
′ ∈ Bi+1
as in (2), and join B to b, b′ with an edge for each. This indeed defines
a tree T and let {ba}
L
a=1 be the balls corresponding to the leaves (vertices
for which there are no b, b′ as above) of T . One checks that for a 6= a′,
dist(2ba, 2ba′) > 0, and since any open region of Σ containing the closure of
2ba ∩ Σ is unstable, this means that
(23) index(Σ) ≥ f(Σ) ≥ L.
Now since each vertex of T either has no descendants or has two of them,
(24) L ≥
1
2
♯T =
1
2
∑
i≥1
♯Bi
where ♯T is the total number of vertices in T , which is
∑
i≥1 ♯Bi.
By Ho¨lder’s inequality,
∑
b∈
⋃
i≥0 Bi
rad(b)n−7 ≤
(∑
i≥0
♯Bi
) 7
n
( ∑
b∈
⋃
i≥0 Bi
rad(b)n
)n−7
n .
We have just seen in (23), (24) that there is c5 depending only on (M, g) so
that
∑
i≥0
♯Bi = ♯B0 +
∑
i≥1
♯Bi ≤ c5(f(Σ) + 1) ≤ c5(index(Σ) + 1).
Moreover, since the balls of
⋃
k≥0 Bk are disjoint and centered at points of
the minimal hypersurface Σ, by the monotonicity formula
∑
b∈
⋃
i≥0 Bi
rad(b)n ≤ c5H
n(Σ) ≤ c5A.
Putting these estimates together with (21), (22), we get a constant CA
depending only on (M, g) and the area upper bound A such that
Hn−7(Sing(Σ)) ≤ CA(f(Σ) + 1)
7
n ≤ CA(index(Σ) + 1)
7
n .
This finishes the proof when n > 7.
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6. Open problems
We conclude with some conjectures and questions that naturally arose
during our work.
6.1. A general relation for area, index and genus in dimension 3.
In what follows, Ric (resp. R) denotes as usual the Ricci (resp. scalar)
curvature. If f1, f2 are two functions defined on the set of closed minimal
surfaces, write f1 ≈ f2 if there is a constant C > 0 depending only on (M, g)
so that C−1f1 ≤ f2 ≤ Cf1 and define . similarly. We conjecture the follow-
ing, which generalizes the conjecture of Marques-Neves-Schoen (stated in
the Introduction) and our results concerning bounded area minimal surfaces
(see Theorems 1, 16, 17).
C1 : Let (M
3, g) be a closed 3-manifold. There exists a constant C de-
pending only on (M, g) such that for any closed embedded minimal surface
Σ,
(1) genus(Σ) + area(Σ) ≈ index(Σ) + area(Σ),
(2) genus(Σ) + area(Σ) ≈ index(Σ) + 1 if R > 0,
(3) genus(Σ) + 1 ≈ index(Σ) if Ric > 0.
Note that Ejiri-Micallef [20] already proved half of these inequalities by
showing that index(Σ) . genus(Σ) + area(Σ), and if Ric ≥ c > 0, Choi-
Schoen [13] proved that area(Σ) . genus(Σ) + 1 so Item (3) above is just
a reformulation of the conjecture of Marques-Neves-Schoen (1). [10] implies
that for each item, if the right-hand side is bounded, then so is the left-hand
side. The relevance of Item (1) for min-max theory is that the sequence
of minimal surfaces {Σp} produced by [39, 21, 11] in any closed 3-manifold
should generically have genus growing linearly in p. This is reminiscent of
Yau’s conjecture for the size of nodal sets of eigenfunctions.
6.2. Quantitative estimates for complexities of stable minimal hy-
persurfaces. In this paper, we showed that to get quantitative estimates
for minimal hypersurfaces of high Morse index, it “suffices” in some sense
to get quantitative estimates for stable minimal hypersurfaces. We used
Schoen-Simon [50] and Naber-Valtorta [45], which are estimates for uni-
formly bounded n-volume stable minimal hypersurfaces. How do these es-
timates depend on the n-volume of the stable minimal hypersurfaces? Here
are two concrete questions:
Q1 : In dimensions 4 ≤ n+1 ≤ 7, if (Σ, ∂Σ) ⊂ (BEucl(0, 2), ∂BEucl(0, 2)) ⊂
Rn+1 is a stable minimal hypersurface, is the total Betti number of Σ ∩
BEucl(0, 1) bounded above linearly in terms of the n-volume of Σ?
Q2 : In dimensions n + 1 ≥ 8, if (Σ, ∂Σ) ⊂ (BEucl(0, 2), ∂BEucl(0, 2)) ⊂
Rn+1 is a stable minimal hypersurface with codimension 7 singular set, is
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the n−7-dimensional Hausdorff measure of the singular set of Σ∩BEucl(0, 1)
bounded above linearly in terms of the n-volume of Σ?
For Q1 in dimension n + 1 = 3, the answer is positive and follows from
Schoen’s curvature bound for stable minimal surfaces [49], (see also Maximo
[43], and alternatively Theorem 1).
6.3. Examples and counterexamples in higher dimensions. Answer-
ing the two following conjectures would be highly desirable. The first one
is related to the well-known scarcity of examples of minimal hypersurfaces
with small singular sets.
C2 : There are examples showing that Theorem 2 is optimal.
C3 : There are counterexamples to Theorem 1 in some high dimensions.
We were motivated to formulate Conjecture C3 in analogy with the case
of Einstein manifolds: Cheeger-Naber [9] proved that the family of closed
v-noncollapsed Einstein 4-manifolds with diameter bounded by D contains
finitely many diffeomorphism types, but Hein-Naber constructed in an un-
published work a sequence of Ricci-flat Ka¨hler geodesic unit balls of complex
dimension n ≥ 3 uniformly noncollapsed but with n-th Betti number going
to infinity.
6.4. Sheeting number of min-max minimal surfaces in dimension 3.
About the sheeting number in dimension 3, note that curiously in Theorem
17 the powers for the index and the area are exactly the ones predicted by
min-max theory for a sequence {Σp} of minimal surfaces produced by usual
min-max methods [39, 21]: the minimal surface Σp has generically index p
and area growing as p
1
3 [11, 60, 40]. We are led to ask the following question.
Q3 : If the metric g is generic or if Ricg > 0, is the sheeting number N(Σp)
uniformly bounded for the sequence {Σp} of minimal surfaces constructed
by min-max methods in [39][21]?
This question can be considered as an attempt to generalize the Multi-
plicity One conjecture of Marques-Neves [38] (which was solved in [11, 60]).
6.5. Accumulation phenomenon around stable minimal surfaces. In
our joint work with Marques and Neves [41], we formed the heuristic picture
that minimal surfaces obtained by usual min-max methods [39] in a closed
manifold (M3, g) should equidistribute. On the other hand, the sequence
of minimal surfaces {Γ(p)} constructed in our proof of Yau’s conjecture [53,
Theorem 10] seems to have the opposite behavior, as suggested by Theo-
rem 17 and (18) in Section 4. We conjecture that these surfaces accumulate
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around a stable minimal surface. More generally†:
C4 : For any strictly stable 2-sided closed embedded minimal surface Σ in
a closed manifold (M3, g) with a generic metric, there should be a sequence
{Γj} of closed embedded minimal surfaces different from Σ so that
[Γj ]
area(Γj)
→
[Σ]
area(Σ)
as varifolds when j →∞.
The reader can also compare this conjecture with the minimal surfaces
constructed by Colding-C. De Lellis in [14], which accumulate around a
stable minimal 2-sphere.
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