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FURTHER RESULTS ON THE ASYMPTOTIC BEHAVIOR
OF A 2D OVERHEAD CRANE WITH INPUT DELAYS:
EXPONENTIAL CONVERGENCE
KAI¨S AMMARI AND BOUMEDIE`NE CHENTOUF
Abstract. This article is concerned with the asymptotic behavior of a 2D overhead crane. Tak-
ing into account the presence of a delay in the boundary, and assuming that no displacement
term appears in the system, a distributed (interior) damping feedback law is proposed in order to
compensate the effect of the delay. Then, invoking the frequency domain method, the solutions
of the closed-loop system are proved to converge exponentially to a stationary position. This
improves the recent result obtained in [3], where the rate of convergence is at most of polynomial
type.
1. Introduction
Figure 1. The overhead crane model
In the present work, we consider an overhead crane system (see Fig. 1). It consists of a
motorized platform of mass m moving along a horizontal rail, where a flexible cable of unit length
is attached. Moreover, the cable is assumed to hold a load mass M to be transported. Taking into
consideration the effect of time-delay in the boundary, the system is governed by the following
coupled PDE-ODEs (for more details about the model, the reader is referred to [3, 4])
(1.1)

ytt(x, t)− (ayx)x (x, t) + F(x, t) = 0, 0 < x < 1, t > 0,
mytt(0, t)− (ayx) (0, t) = αyt(0, t− τ)− βyt(0, t), t > 0,
Mytt(1, t) + (ayx) (1, t) = 0, t > 0,
y(x, 0) = y0(x), yt(x, 0) = y1(x), x ∈ (0, 1),
yt(0, t− τ) = f(t− τ), t ∈ (0, τ),
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2 KAI¨S AMMARI AND BOUMEDIE`NE CHENTOUF
in which y is the displacement of the cable, F(x, t) is the external controlling force (distributed
control) which drives the platform along the rail. Furthermore, α > 0, β > 0, and τ > 0 is the
time-delay, whereas the space variable coefficient a(x) is the modulus of tension of the cable.
We would like to point out that the feedback gain α is assumed to be positive throughout
this article just for sake of simplicity. Otherwise, one can suppose that α ∈ R \ {0} and in this
case it suffices to replace α by |α| in the whole paper. In turn, the modulus of tension of the
cable a(x) satisfies the following standard conditions (see [4])
(1.2)
{
a ∈ H1(0, 1);
there exists a positive constant a0 such that a(x) ≥ a0 > 0 for all x ∈ [0, 1].
Overhead cranes have been extensively studied by many authors which gave rise to a huge
number of research articles (see for instance [3, 4, 5, 7, 8, 13, 16]). A pretty comprehensive litera-
ture review has been conducted in [3], where the reader can have a broad idea about stabilization
outcomes achieved in different physical situations. Nonetheless, the effect of the presence of a
delay term has been disregarded in those works and this has motivated the authors in [3] to treat
such a case. Specifically, the system (1.1) with F = 0 has been considered in [3], where it has
been showed that the solutions can be driven to an equilibrium state with a polynomial rate
of convergence in an appropriate functional space. On the other hand, it has been proved that
exponential convergence of solutions cannot be reached when F = 0.
In this article, we go a step further and improve the convergence result of [3] through the
action of the additional distributed (interior) control
(1.3) F(x, t) = σyt(x, t),
where σ > 0. Specifically, the main contribution of the present work is to show that despite the
presence of the delay term in one boundary condition of (1.1), the solutions of the closed-loop
system (1.1)-(1.3) converge exponentially to an equilibrium state which depends on the initial
conditions. It is also worth mentioning that another interesting finding of the current work is to
prove that the presence of the boundary velocity (in addition of the interior control) is crucial for
the convergence of solutions. Indeed, a non-convergence result is established when the boundary
velocity is omitted (β = 0 in (1.1)) despite the action of the interior control (1.3). This shows that
the ”destabilizing” effect of the delay term in (1.1) cannot be compensated through the action of
only the interior control.
Now, let us briefly present an overview of this paper. In Section 2, we present a comprehensive
study of the closed-loop system (1.1)-(1.3) without boundary velocity (β = 0). The study includes,
inter alia, well-posedness and more importantly a non-convergence result for the system with
β = 0. In turn, an exponential convergence outcome is proved for a shifted system associated to
(1.1)-(1.3) with β = 0. In Section 3, we go back to our initial problem (1.1)-(1.3) and prove that
it is indeed well-posed in the sense of semigroups theory of linear operators. LaSalle’s principle
is used in Section 4 to show that the solutions of the closed-loop system (1.1)-(1.3) converge to
an equilibrium state whose expression is explicitly determined. In Section 5, the convergence
of solutions to the stationary position is showed to be exponential. The proof is based on the
frequency domain method. Lastly, the paper ends with a conclusion.
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2. The closed-loop system (1.1)-(1.3) without boundary velocity
The main concern of this section is to provide a complete study of the closed-loop system
(1.1)-(1.3) with β = 0, namely,
(2.1)

ytt(x, t)− (ayx)x (x, t) + σyt(x, t) = 0, 0 < x < 1, t > 0,
mytt(0, t)− (ayx) (0, t) = αyt(0, t− τ), t > 0,
Mytt(1, t) + (ayx) (1, t) = 0, t > 0,
y(x, 0) = y0(x), yt(x, 0) = y1(x), x ∈ (0, 1),
yt(0, t− τ) = f(t− τ), t ∈ (0, τ).
Primary emphasis is placed on the study of the asymptotic behavior of solutions to (2.1). In fact,
we shall prove that the solutions of (2.1) do not converge to their equilibrium state. This outcome
justifies why the boundary velocity yt(0, t) has to be present in (2.1) if one would like to have a
convergence result.
2.1. Well-posedness of the system (2.1). Thanks to the useful change of variables [9]
u(x, t) = yt(0, t− xτ),
the system (2.1) writes
(2.1)

ytt(x, t)− (ayx)x(x, t) + σyt(x, t) = 0, (x, t) ∈ (0, 1)× (0,∞),
τut(x, t) + ux(x, t) = 0, (x, t) ∈ (0, 1)× (0,∞),
mytt(0, t)− (ayx) (0, t) = αu(1, t), t > 0,
Mytt(1, t) + (ayx) (1, t) = 0, t > 0,
y(x, 0) = y0(x), yt(x, 0) = y1(x), x ∈ (0, 1),
u(x, 0) = yt(0,−xτ) = f(−xτ), x ∈ (0, 1).
Then, consider the state variable Φ = (y, z, u, ξ, η), where z(·, t) = yt(·, t), ξ(t) = yt(0, t) and
η(t) = yt(1, t). Next, the state space of our system is
H0 = H1(0, 1)× L2(0, 1)× L2(0, 1)× R2,
equipped with the following real inner product
(2.2)
〈(y, z, u, ξ, η), (y˜, z˜, u˜, ξ˜, η˜)〉H0 =
∫ 1
0
(ayxy˜x + zz˜) dx+Kτ
∫ 1
0
uu˜ dx+mξξ˜ +Mηη˜
+$
[∫ 1
0
(σy + z)dx+mξ +Mη − αy(0) + τα
∫ 1
0
u dx
]
×
[∫ 1
0
(σy˜ + z˜) dx+mξ˜ +Mη˜ − αy˜(0) + τα
∫ 1
0
u˜ dx
]
,
where K > 0 satisfies the condition
(2.3) α ≤ K,
and $ is a positive constant sufficiently small so that the norm induced by (2.2) is equivalent to
the usual norm of H0. The proof of this claim runs on much the same lines as that of the article
[3] and hence the details are omitted.
Now, one can write the closed-loop system (2.1) as follows
(2.4)
{
Φt(t) = A0Φ(t),
Φ(0) = Φ0,
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in which Φ = (y, z, u, ξ, η), Φ0 = (y0, y1, f(−τ ·), ξ0, η0) and A0 is a linear operator defined by
(2.5)
D(A0) = {(y, z, u, ξ, η) ∈ H0; y ∈ H2(0, 1), z, u ∈ H1(0, 1), ξ = u(0) = z(0), η = z(1)} ,
A0(y, z, u, ξ, η) =
(
z, (ayx)x − σz,−ux
τ
,
1
m
[(ayx)(0) + αu(1)] ,−(ayx)(1)
M
)
,
for each (y, z, u, ξ, η) ∈ D(A0).
The well-posedness result is stated below:
Theorem 1. Assume that (1.2) and (2.3) hold. Then, the operator A0 defined by (2.5) is densely
defined in H0 and generates a C0-semigroup etA0 on H0. Consequently, if Φ0 ∈ D(A0), then the
solution Φ of (2.4) is strong and belongs to C([0,∞);D(A0) ∩ C1([0,∞);H0). However, for any
initial condition Φ0 ∈ H0, the system (2.4) has a unique mild solution Φ ∈ C([0,∞);H0).
Proof. Given Φ = (y, z, u, ξ, η) ∈ D(A0), and using (2.2) as well as (2.5), we obtain after simple
integrations by parts
〈A0Φ,Φ)〉H0 = −σ
∫ 1
0
z2 dx+(ayx)(1)z(1)− (ayx)(0)z(0)−K
2
(u2(1)−u2(0))+ξ(ayx)(0)+αξu(1)
−η(ayx)(1) +$
(∫ 1
0
z dx+ τα
∫ 1
0
u dx+mξ +Mη
)
(αu(0)− αz(0))
= −σ
∫ 1
0
z2 dx+ αξu(1)− K
2
u2(1) +
K
2
u2(0).
Applying Young’s inequality, we have
(2.6) 〈A0Φ,Φ)〉H0 ≤ −σ
∫ 1
0
z2 dx+
K + α
2
ξ2 +
α−K
2
u2(1).
Thenceforth, the operator
(2.7) P := A0 − K + α
2
I
is dissipative due to the assumption (2.3).
Now, let us show that the operator λI −P is onto H0 for λ > 0. To do so, let (f, g, v, p, q) ∈
H0, and let us look for (y, z, u, ξ, η) ∈ D(A0) such that (λI − A0)(y, z, u, ξ, η) = (f, g, v, p, q).
This problem reduces to
(2.8)

λ(λ+ σ)y − (ayx)x = (λ+ σ)f + g,
λ
[
mλ− αe−τλ] y(0)− (ayx)(0) = mp+ (mλ− αe−τλ)f(0) + τα ∫ 1
0
e−τλ(1−s)v(s) ds,
λ2My(1) + (ayx)(1) = Mq + λMf(1),
whose weak formulation is∫ 1
0
[(λ+ σ)φy + ayxφx] dx+ λ
[
mλ− αe−τλ] y(0)φ(0) + λ2My(1)φ(1)
=
∫ 1
0
[(λ+ σ)f + g]φ dx+
[
mp+ (mλ− αe−τλ)f(0) + τα
∫ 1
0
e−τλ(1−s)v(s) ds
]
φ(0)
+ [Mq + λMf(1)]φ(1).
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Applying Lax-Milgram Theorem [6], there exists a unique solution y ∈ H2(0, 1) of (2.8), for λ > 0
and hence the range of λI−A0 is H0. Now, since P := A0−K + α
2
I, one can deduce that λI−P
is also onto H0. Combining the latter with (2.6) and evoking semigroups theory [14], the operator
P generates generates on H0 a C0-semigroup of contraction etP . Lastly, utilizing classical results
of bounded perturbations [14], we conclude that A0 also generates a C0-semigroup on H0. The
other assertions of the theorem directly follow from semigroups theory of linear operators [14]. 
Remark 1. Obviously, λ = 0 is an eigenvalue of A0 whose eigenfunction is (C, 0, 0, 0, 0), where
C ∈ R\{0}. Thus, the system (2.4) is not stable. Notwithstanding, one may expect a convergence
result of the solutions of (2.4) to some equilibrium state (C, 0, 0, 0, 0) as in [3] (see also [2]). It
turned out that this is not the case. The proof of this claim will be given in the next section.
2.2. Lack of convergence. As stated before, we shall prove that the solutions of the solutions
of the system (2.1) do not converge to their equilibrium state (C, 0, 0, 0, 0). First, consider the
following subspace
(2.9) H˜0 =
{
(y, z, u, ξ, η) ∈ H0;
∫ 1
0
(σy(x) + z(x) + ατu(x)) dx− α y(0) +mξ +Mη = 0
}
,
and the operator
A˜0 : D(A˜0) := D(A0) ∩ H˜0 ⊂ H˜0 → H˜0,
(2.10) A˜0(y, z, u, ξ, η) = A0(y, z, u, ξ, η), for any (y, z, u, ξ, η) ∈ D(A˜0).
Based on the outcomes of Section 2.1, the operator A˜0 generates a C0-semigroup etA˜0 . Notwith-
standing, 0 is not an eigenvalue of A˜0.
Furthermore, in order to reach our target (the solutions of the system (2.1) do not converge
to their equilibrium state (C, 0, 0, 0, 0)), it suffices to prove that the semigroup etA˜0 generated by
the operator A˜0 (see (2.10)) is not stable on H˜0. To do so, let assume that a(x) = 1, for all
x ∈ [0, 1]. Then, consider a nonzero complex number λ and a nonzero function of f in H2(0, 1).
The immediate task is to seek a solution y(x, t) = eλtf(x) of the system associated to the operator
A˜0 on H˜0, namely,
(2.11)
 ytt(x, t)− yxx(x, t) = 0, 0 < x < 1, t > 0,mytt(0, t)− yx(0, t) = αyt(0, t− τ)− βyt(0, t), t > 0,Mytt(1, t) + yx(1, t) = 0, t > 0,
with
∫ 1
0
yt(x, t) dx+ατ
∫ 1
0
yt(0, t−xτ) dx+(β−α) y(0)+myt(0, t)+Myt(1, t) = 0. A straightforward
computation gives the following system
(2.12)
 fxx − (λ
2 + σλ) f = 0,
fx(0) + λ
(
αe−λτ −mλ) f(0) = 0,
fx(1) +Mλ
2f(1) = 0.
Solving the differential equation of (2.12) yields y(x) = k1e
−√λ2+σλx + k2e
√
λ2+σλ, where k1 and
k2 are constants to be determined via the boundary conditions in (2.12). The latter leads us to
claim that f is a nontrivial solution of (2.12) if and only if λ is a nonzero solution of the following
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equation: [
λ
(
αe−λτ − λm)−√λ2 + σλ] [Mλ2 +√λ2 + σλ] e√λ2+σλ
−
[
λ
(
αe−λτ − λm)+√λ2 + σλ] [Mλ2 −√λ2 + σλ] e−√λ2+σλ = 0.(2.13)
For sake of simplicity, we shall pick up λ = σ > 0. Next, we choose τ =
√
2 and M =
√
2/σ.
Thereby, (2.13) yields
α =
√
2
(
1 +
m
M
)
e
2
M .
Whereupon, (2.13) holds for λ = σ > 0 and the above values of the time-delay τ as well as the
physical parameters M and α. Thus, y(x, t) = eσtf(x) is a solution of (2.11), which clearly does
not tend to zero in H˜0. To summarize, we have showed the following result:
Theorem 2. Let τ =
√
2 and M =
√
2/σ and α =
√
2
(
1 + m
M
)
e
2
M . Although the assumption
(2.3) hold, the solutions of (2.11) are unstable in H˜0. In other words, the solutions of the closed-
loop system (2.1) do not converge in H0 to their equilibrium state as t −→ +∞.
2.3. Asymptotic behavior result of etP . In this section, we are going to study the asymptotic
behavior of the semigroup etP generated by the operator P (see (2.7)) which has been evoked in
the proof of Theorem 1. First, going back to the proof of Theorem 1, one can claim that the
operator (λI − P)−1 exists and maps H0 into D(P). Thereafter, Sobolev embedding [1] leads to
assert that (λI − P)−1 is compact and hence the spectrum of P consists of isolated eigenvalues
of finite algebraic multiplicity only [12]. Moreover, the trajectories set of solutions {Φ(t)}t≥0 of
the shifted system
(2.14) Φt(t) = PΦ(t), Φ(0) = Φ0
is bounded for the graph norm and thus precompact by means of the compactness of the operator
(λI − P)−1, for λ > 0. Now, let Φ(t) = (y(t), yt(t), u(t), ξ(t), η(t)) = etPΦ0 be the solution of
(2.14) stemmed from Φ0 = (y0, y1, f, ξ0, η0) ∈ D(P). By virtue of LaSalle’s principle [10], it follows
that the ω-limit set
ω (Φ0) =
{
Ψ ∈ H; there exists a sequence tn →∞ as n→∞ such that Ψ = lim
n→∞
etnPΦ0
}
is non empty, compact, invariant under the semigroup etP . Moreover, the solution etPΦ0 −→
ω (Φ0) as t → ∞ [10]. Next, let Φ˜0 =
(
y˜0, y˜1, f˜ , ξ˜, η˜
)
∈ ω (Φ0) ⊂ D(P) and consider Φ˜(t) =(
y˜(t), y˜t(t), u˜(t), ξ˜(t), η˜(t)
)
= etPΦ˜0 ∈ D(P) as the unique strong solution of (2.4). Since ‖Φ˜(t)‖H0
is constant [10, Theorem 2.1.3 p. 18], we have
< PΦ˜, Φ˜ >H0= 0.
This, together with (2.6), gives z˜ = y˜t = 0, and u˜(1) = y˜t(0, t − τ) = 0 as long as K > α.
Consequently, y˜ is constant and hence the ω-limit set ω (Φ0) reduces to (ζ, 0, 0, 0, 0). Now, it
remains to find ζ. To do so, let (ζ, 0, 0, 0, 0) ∈ ω (Φ0), which yields
(2.15)
Φ(tn) = (y(tn), yt(tn), u(tn), ξ(tn), η(tn)) = e
tnPΦ0 −→ (ζ, 0, 0, 0, 0), for some tn →∞, asn→∞.
In turn, any solution of (2.14) stemmed from Φ0 = (y0, y1, f, ξ0, η0) verifies
d
dt
[∫ 1
0
(σy(x, t) + yt(x, t) + ατyt(0, t− xτ)) dx+myt(0, t) +Myt(1, t)− αy(0, t)
]
= 0,
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for each t ≥ 0, and thus∫ 1
0
(σy(x, t) + yt(x, t) + ατyt(0, t− xτ)) dx+myt(0, t) +Myt(1, t)− αy(0, t)
=
∫ 1
0
(σy(x, 0) + yt(x, 0) + ατyt(0,−xτ)) dx+myt(0, 0) +Myt(1, 0)− αy(0, 0)
=
∫ 1
0
(σy0(x) + y1(x) + ατf(−xτ)) dx+mξ0 +Mη0 − αy0(0).(2.16)
Finally, the desired value of ζ can be obtained by simply letting t = tn in (2.16) with n → ∞,
and then using (2.15).
Whereupon, the following result has been showed:
Theorem 3. Assume that (1.2) holds and K satisfies K > α. Then, for any initial data Φ0 =
(y0, y1, f, ξ0, η0) ∈ H0, the solution Φ(t) =
(
y, yt, yt(0, t− xτ), yt(0, t), yt(1, t)
)
of (2.14) tends in
H0 to (ζ, 0, 0, 0, 0) as t −→ +∞, where
(2.17) ζ = − 1
α
[∫ 1
0
(σy0(x) + y1(x) + ατf(−τx)) dx− αy0(0) +mξ0 +Mη0
]
.
2.4. Exponential convergence result for etP . This subsection addresses the problem of de-
termining the rate of convergence of solutions of the shifted system (2.14) to their equilibrium
state (ζ, 0, 0, 0, 0) as t −→ +∞ previously obtained (see Theorem 3). To proceed, we recall the
following result (see Huang [11] and Pru¨ss [15]):
Theorem 4. There exist two positive constant C and ω such that a C0-semigroup e
tL of contrac-
tions on a Hilbert space H satisfies the estimate
||etL||L(H) ≤ Ce−ωt, for all t > 0,
if and only if
(2.18) ρ(L) ⊃{iγ; γ ∈ R} ≡ iR,
and
(2.19) lim sup
|γ|→∞
‖(iγI − L)−1‖L(H) <∞,
where ρ(L) denotes the resolvent set of the operator L.
Let us first define another operator on the subspace H˜0 (see (2.9)) as follows
P˜ : D(P˜) := D(P) ∩ H˜0 ⊂ H˜0 → H˜0,
(2.20) P˜(y, z, u, ξ, η) = P(y, z, u, ξ, η), ∀ (y, z, u, ξ, η) ∈ D(P˜).
Recalling the results obtained in the previous sections, the operator P˜ defined by (2.20)
generates on H˜0 a C0-semigroup of contractions etP˜ and its spectrum σ(P˜) consists of isolated
eigenvalues of finite algebraic multiplicity only.
Then, we have the following result:
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Theorem 5. Assume that (1.2) hold and K satisfies K > α. Then, there exist C > 0 and ω > 0
such that for all t > 0, we have ∥∥∥etP˜∥∥∥
L(H˜0)
≤ Ce−ωt.
One direct consequence of the above theorem is: the solutions of the system (2.14) exponen-
tially tend in H0 to (ζ, 0, 0, 0, 0) as t −→ +∞, where ζ is given by (2.17).
Proof. In the first lieu, we are going to check that (2.18) holds. Consider the eigenvalue problem
(2.21) P˜Z = iγZ,
where γ ∈ R and Z = (y, z, u, ξ, η) = 0H˜0 . The latter writes
z − K + α
2
y = iγy(2.22)
(a yx)x −
(
σ +
K + α
2
)
z = iγz(2.23)
−ux
τ
− K + α
2
u = iγu(2.24)
1
m
[(ayx)(0) + αu(0)]− K + α
2
ξ = iγξ .(2.25)
−(ayx)(1)
M
− K + α
2
η = iγη,(2.26)
Taking the inner product of (2.21) with Z and recalling (2.6), we get:
(2.27) 0 = Re
(
< P˜Z,Z >H˜0
)
≤ −σ
∫ 1
0
z2 dx− K − α
2
u2(1)(≤ 0).
Thereby, z = 0 in L2(0, 1), and u(1) = 0. Amalgamating z = 0 and (2.22) gives y = 0 and hence
z(1) = η by (2.26). Exploiting (2.24) together with u(1) = 0, we get u = 0. Finally, ξ = z(0) = 0
by (2.25). Whereupon, (2.18) is fulfilled by the operator P˜ .
We turn now to the proof of the fact that the resolvent operator of P˜ obeys the condition
(2.19). Suppose that this claim is not true. Then, thanks to Banach-Steinhaus Theorem [6], there
exist a sequence of real numbers γn → +∞ and a sequence of vectors Zn = (yn, zn, un, ξn, ηn) ∈
D(P˜) with
(2.28) ‖Zn‖H˜0 = ‖yn‖H1(0,1) + ‖zn‖L2(0,1) + ‖un‖L2(0,1) + |ξn|C + |ηn|C = 1
such that
(2.29) ‖(iγnI − P˜)Zn‖H˜0 → 0 as n→∞,
that is, as n→∞, we have:
(2.30)
(
iγn +
K + α
2
)
yn − zn ≡ fn → 0 in H1(0, 1),
(2.31)
(
σ + iγn +
K + α
2
)
zn − (aynx)x ≡ gn → 0 in L2(0, 1),
(2.32)
(
iγn +
K + α
2
)
un +
unx
τ
≡ vn → 0 in L2(0, 1),
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(2.33)
(
iγn +
K + α
2
)
ξn − 1
m
[(aynx)(0) + αu
n(1)] ≡ pn → 0 in C,
(2.34)
(
iγn +
K + α
2
)
ηn +
(aynx)(1)
M
≡ qn → 0 in C.
Exploring the fact that ∥∥∥(iγnI − P˜)Zn∥∥∥H˜0 ≥
∣∣∣Re 〈(iγnI − P˜)Zn, Zn〉H˜0∣∣∣ ,
together with (2.27)-(2.29), we have
(2.35) zn → 0, γnyn → 0, and yn → 0, in L2(0, 1)
and
(2.36) un(1)→ 0 in C.
Combining (2.32) and (2.36) yields
(2.37) un −→ 0 in L2(0, 1).
It follows from (2.31) that
(aynx)x
γn
=
σ + K + α2
γn
+ i
 zn − gn
γn
.
This together with (2.35) give
(2.38)
(aynx)x
γn
−→ 0 in L2(0, 1).
Applying Gagliardo-Nirenberg interpolation inequality [6], we have
‖aynx‖22 ≤ c
‖(aynx)x‖2
|γn| ‖γny
n‖2 ,
where ‖ · ‖2 is the usual norm in L2(0, 1), and c is a positive constant independent of n. Thereby,
(2.39) ‖aynx‖2 −→ 0 in L2(0, 1),
due to (2.38) and (2.35).
Furthermore, we have
(2.40)
(aynx)(1)
γn
−→ 0 in C,
by means of (2.28) and (2.38). Amalgamating (2.34) and (2.40), we have
(2.41) ηn = zn(1)→ 0, in C.
Similarly, it follows from (2.33) that
(2.42) ξn = zn(0)→ 0, in C.
To recapitulate, it follows from (2.35)-(2.37), (2.41), and (2.42) that ‖Zn‖H˜0 −→ 0, which con-
tradicts the fact that ‖Zn‖H˜0 = 1, ∀ n ∈ N. Thus, the conditions (2.18) and (2.19) are fulfilled.
This completes the proof of Theorem 5. 
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Now, we go back to our original system (1.1)-(1.3) and investigate in the next sections the
existence and uniqueness of its solutions as well as their behavior.
3. Well-posedness of the closed-loop system (1.1)-(1.3)
Letting u(x, t) = yt(0, t− xτ), the closed-loop system (1.1)-(1.3) becomes
(3.1)

ytt(x, t)− (ayx)x(x, t) + σyt(x, t) = 0, (x, t) ∈ (0, 1)× (0,∞),
τut(x, t) + ux(x, t) = 0, (x, t) ∈ (0, 1)× (0,∞),
mytt(0, t)− (ayx) (0, t) = αu(1, t)− βu(0, t), t > 0,
Mytt(1, t) + (ayx) (1, t) = 0, t > 0,
y(x, 0) = y0(x), yt(x, 0) = y1(x), x ∈ (0, 1),
u(x, 0) = yt(0,−xτ) = f(−xτ), x ∈ (0, 1).
Then, consider the state variable Φ = (y, z, u, ξ, η), where z(·, t) = yt(·, t), ξ(t) = yt(0, t) and
η(t) = yt(1, t). Next, the state space of our system is
H = H1(0, 1)× L2(0, 1)× L2(0, 1)× R2.
The immediate task is to equip H with an inner product that induces a norm equivalent to
the usual one. To do so, let K be a positive constant to be determined and define the energy
associated to (3.1) as follows:
(3.2) E(t) = E0(t) + E1(t),
where
(3.3) E0(t) =
1
2
[∫ 1
0
[
y2t (x, t) + a(x)y
2
x(x, t) +Kτy
2
t (0, t− xτ)
]
dx+my2t (0, t) +My
2
t (1, t)
]
,
and
(3.4)
E1(t) =
1
2
[∫ 1
0
[σy(x, t) + yt(x, t) + ατyt(0, t− xτ)] dx+myt(0, t) +Myt(1, t) + (β − α)y(0, t)
]2
.
Differentiating E1 in a formal way, using (3.1) and integrating by parts, we obtain after a straight-
forward computation
(3.5) E ′(t) ≤ −σ
∫ 1
0
y2t (x, t) dx+
(
K
2
+
α
2
− β
)
y2t (0, t) +
1
2
(α−K) y2t (0, t− τ).
Clearly, the energy E(t) is decreasing if we assume that
(3.6) α < β,
and then choose K such that
(3.7) α ≤ K ≤ 2β − α.
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Whereupon, the space H shall be equipped with the following real inner product
(3.8)
〈(y, z, u, ξ, η), (y˜, z˜, u˜, ξ˜, η˜)〉H =
∫ 1
0
(ayxy˜x + zz˜) dx+Kτ
∫ 1
0
uu˜ dx+mξξ˜ +Mηη˜
+$
[∫ 1
0
(σy + z)dx+mξ +Mη + (β − α)y(0) + τα
∫ 1
0
u dx
]
×
[∫ 1
0
(σy˜ + z˜) dx+mξ˜ +Mη˜ + (β − α)y˜(0) + τα
∫ 1
0
u˜ dx
]
,
where K > 0 satisfies the condition (3.7) and $ is a positive constant sufficiently small so that
the norm induced by (3.8) is equivalent to the usual norm of H. In fact, arguing as in [3] one can
prove the following lemma
Lemma 1. The state space H endowed with the inner product (3.8) is a Hilbert space provided
that $ is small enough and the hypotheses (1.2), (3.6) and (3.7) are fulfilled.
Now, one can write the closed-loop system (3.1) as follows
(3.9)
{
Φt(t) = AΦ(t),
Φ(0) = Φ0,
in which A is a linear operator defined by
(3.10)
D(A) = {(y, z, u, ξ, η) ∈ H; y ∈ H2(0, 1), z, u ∈ H1(0, 1), ξ = u(0) = z(0), η = z(1)} ,
A(y, z, u, ξ, η) =
(
z, (ayx)x − σz,−ux
τ
,
1
m
[(ayx)(0)− βξ + αu(1)] ,−(ayx)(1)
M
)
;
whereas Φ = (y, z, u, ξ, η) and Φ0 = (y0, y1, f(−τ ·), ξ0, η0).
The well-posedness result is stated below:
Theorem 6. Assume that (1.2), (3.6) and (3.7) hold. Then, the operator A defined by (3.10)
is densely defined in H and generates on H a C0-semigroup of contractions etA. Consequently, if
Φ0 ∈ D(A), then the solution Φ is strong and belongs to C([0,∞);D(A)∩C1([0,∞);H). However,
for any initial condition Φ0 ∈ H, the system (3.9) has a unique mild solution Φ ∈ C([0,∞);H).
Finally, the spectrum of A consists of isolated eigenvalues of finite algebraic multiplicity only.
Proof. Given Φ = (y, z, u, ξ, η) ∈ D(A), and recalling (3.8) as well as (3.10), we obtain after
several integrations by parts
〈AΦ,Φ)〉H = −σ
∫ 1
0
z2 dx+ (ayx)(1)z(1)− (ayx)(0)z(0)− K
2
(u2(1)− u2(0)) + ξ(ayx)(0)− βξ2
+ $
(∫ 1
0
z dx+ τα
∫ 1
0
u dx+mξ +Mη
)
(αu(0) + βξ + (β − α)z(0))
+ αξu(1)− η(ayx)(1)
= −σ
∫ 1
0
z2 dx+ αξu(1)− K
2
u2(1) +
K
2
u2(0)− βξ2.
Invoking Young’s inequality, we deduce that
(3.11) 〈AΦ,Φ)〉H ≤ −σ
∫ 1
0
z2 dx+
[
−β + K + α
2
]
ξ2 +
α−K
2
u2(1).
Thenceforth, the operator A is dissipative due to the assumptions (3.6)-(3.7).
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On the other hand, one can show that the operator λI−A is onto H for λ > 0. Indeed, given
(f, g, v, p, q) ∈ H, we seek (y, z, u, ξ, η) ∈ D(A) such that (λI −A)(y, z, u, ξ, η) = (f, g, v, p, q). A
classical argument leads us to solve the following elliptic problem
(3.12)

λ(λ+ σ)y − (ayx)x = (λ+ σ)f + g,
λ
[
(mλ+ β)− αe−τλ] y(0)− (ayx)(0) = mp+ (mλ+ β − αe−τλ)f(0)
+τα
∫ 1
0
e−τλ(1−s)v(s) ds,
λ2My(1) + (ayx)(1) = Mq + λMf(1),
whose weak formulation is∫ 1
0
[(λ+ σ)φy + ayxφx] dx+ λ
[
(mλ+ β)− αe−τλ] y(0)φ(0) + λ2My(1)φ(1)
=
∫ 1
0
[(λ+ σ)f + g]φ dx+
[
mp+ (mλ+ β − αe−τλ)f(0) + τα
∫ 1
0
e−τλ(1−s)v(s) ds
]
φ(0)
(3.13) + [Mq + λMf(1)]φ(1).
Applying Lax-Milgram Theorem [6], there exists a unique solution y ∈ H2(0, 1) of (3.12) for λ > 0
and hence λI − A is onto H. Therefore, (λI −A)−1 exists and maps H into D(A). Thereafter,
Sobolev embedding [1] implies that (λI −A)−1 is compact and hence the spectrum of A consists
of isolated eigenvalues of finite algebraic multiplicity only [12]. In turn, semigroups theory [14]
permits to vindicate the other assertions of our proposition. 
4. Asymptotic behavior of the closed-loop system (1.1)-(1.3)
By virtue of (3.10), λ = 0 is an eigenvalue of A whose eigenfunction is ν(1, 0, 0, 0, 0),
where ν ∈ R \ {0}. Hence the energy E(t) (see (3.2)) of the system (3.1) corresponding to
Φ = ν(1, 0, 0, 0, 0) is constant and so will not tend to zero as t −→ +∞. In turn, we have the
following convergence result
Theorem 7. Assume that (1.2), (3.6) holds and K satisfies |α| < K < 2β − α. Then, for any
initial data Φ0 = (y0, y1, f, ξ0, η0) ∈ H, the solution Φ(t) =
(
y, yt, yt(0, t − xτ), yt(0, t), yt(1, t)
)
of the closed-loop system (3.9) tends in H to (ζ, 0, 0, 0, 0) as t −→ +∞, where
(4.1) ζ =
1
β − α
[∫ 1
0
(σy0x) + y1x) + ατf(−τx)) dx+ (β − α)y0(0) +mξ0 +Mη0
]
.
Proof. Let Φ(t) = (y(t), yt(t), u(t), ξ(t), η(t)) = e
tAΦ0 be the solution of (3.1) stemmed from
Φ0 = (y0, y1, f, ξ0, η0) ∈ D(A). It follows from Theorem 6 that the trajectories set of solutions
{Φ(t)}t≥0 is bounded for the graph norm and thus precompact by virtue of the compactness of
the operator (λI −A)−1, for λ > 0. Thanks to LaSalle’s principle [10], it follows that the ω-limit
set
ω (Φ0) =
{
Ψ ∈ H; there exists a sequence tn →∞ as n→∞ such that Ψ = lim
n→∞
etnAΦ0
}
is non empty, compact, invariant under the semigroup etA. Moreover, the solution etAΦ0 −→
ω (Φ0) as t → ∞ [10]. Next, let Φ˜0 =
(
y˜0, y˜1, f˜ , ξ˜, η˜
)
∈ ω (Φ0) ⊂ D(A) and consider Φ˜(t) =
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(
y˜(t), y˜t(t), u˜(t), ξ˜(t), η˜(t)
)
= etAΦ˜0 ∈ D(A) as the unique strong solution of (3.9). Exploiting
the fact that ‖Φ˜(t)‖H is constant [10, Theorem 2.1.3 p. 18], we have
(4.2) < AΦ˜, Φ˜ >H= 0.
Combining (3.11) with (4.2), we obtain z˜ = y˜t, ξ˜ = y˜t(0, t) = 0 and u˜(1) = y˜t(0, t − τ) = 0.
Consequently, y˜ is constant and hence the ω-limit set ω (Φ0) reduces to (ζ, 0, 0, 0, 0).
Now, the proof will be completed once we find ζ. This can be done by arguing as in the
proof of Theorem 3. Indeed, let (ζ, 0, 0, 0, 0) ∈ ω (Φ0), which yields
(4.3)
Φ(tn) = (y(tn), yt(tn), u(tn), ξ(tn), η(tn)) = e
tnAΦ0 −→ (ζ, 0, 0, 0, 0), for some tn →∞, asn→∞.
In turn, any solution of the closed-loop system (3.9) stemmed from Φ0 = (y0, y1, f, ξ0, η0) verifies
(4.4)
d
dt
[∫ 1
0
(σy(x, t) + yt(x, t) + ατyt(0, t− xτ)) dx+myt(0, t) +Myt(1, t) + (β − α)y(0, t)
]
= 0,
for each t ≥ 0, and thus∫ 1
0
(σy(x, t) + yt(x, t) + ατyt(0, t− xτ)) dx+myt(0, t) +Myt(1, t) + (β − α)y(0, t)
=
∫ 1
0
(σy(x, 0) + yt(x, 0) + ατyt(0,−xτ)) dx+myt(0, 0) +Myt(1, 0) + (β − α)y(0, 0)
=
∫ 1
0
(σy0(x) + y1(x) + ατf(−xτ)) dx+mξ0 +Mη0 + (β − α)y0(0).(4.5)
Lastly, letting t = tn in (4.5) with n → ∞ and then exploring (4.3), one can get the expression
of ζ. 
5. Exponential convergence rate for the closed-loop system (1.1)-(1.3)
The main result of this section is to show that the rate of convergence of the solutions of
the system (3.1) is exponential. The proof depends on an essential way on the application of the
frequency domain theorem (see Theorem 4).
Firstly, let us denote by Hˆ the closed subspace of H and of co-dimension 1 defined as follows
Hˆ =
{
(y, z, u, ξ, η) ∈ H;
∫ 1
0
(σy(x) + z(x) + ατu(x)) dx+ (β − α) y(0) +mξ +Mη = 0
}
.
Subsequently, we consider a new operator associated to the operator A (see (3.10))
Aˆ : D(Aˆ) := D(A) ∩ Hˆ ⊂ Hˆ → Hˆ,
(5.1) Aˆ(y, z, u, ξ, η) = A(y, z, u, ξ, η), ∀ (y, z, u, ξ, η) ∈ D(Aˆ).
By virtue of Theorem 6, the operator Aˆ defined by (5.1) generates on H˙ a C0-semigroup of
contractions etAˆ under the conditions (3.6) and (3.7). Also, σ(Aˆ), the spectrum of Aˆ, consists of
isolated eigenvalues of finite algebraic multiplicity only.
Our main result is
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Theorem 8. Assume that (1.2) and (3.6) hold and K satisfies α < K < 2β − α. Then, there
exist C > 0 and ω > 0 such that for all t > 0 we have∥∥∥etAˆ∥∥∥
L(Hˆ)
≤ Ce−ωt.
Proof. For sake of clarity, we shall prove our result by proceeding by steps.
Step 1: The task ahead is to check that Aˆ satisfies (2.18), that is, if γ is a real number,
then iγ is not an eigenvalue of Aˆ, that is, the equation
(5.2) AˆZ = iγZ
with Z = (y, z, u, ξ, η) ∈ D(Aˆ) and γ ∈ R has only the trivial solution. In other words, one should
verify from (5.2) that the system
z = iγy(5.3)
(a yx)x − σz = iγz(5.4)
−ux
τ
= iγu(5.5)
1
m
[(ayx)(0)− βξ + αu(0)] = iγξ .(5.6)
−(ayx)(1)
M
= iγη,(5.7)
has only the trivial solution. To do so, if γ = 0, then (5.3) gives z = 0 and hence ξ = η = 0 as
z(0) = ξ and z(1) = η. In turn, if γ 6= 0 then exploiting (5.2) and (3.11), we obtain
(5.8) 0 = Re
(
< AˆZ,Z >Hˆ
)
≤ −σ
∫ 1
0
z2 dx+
[
−β + K + α
2
]
ξ2 +
α−K
2
u2(1)(≤ 0).
Hence z = 0 in L2(0, 1), z(0) = ξ = 0 and u(1) = 0. Going back to (5.2), we deduce our desired
result.
Step 2: We turn now to prove that the resolvent operator of Aˆ obeys the condition (2.19).
Otherwise, Banach-Steinhaus Theorem (see [6]) leads us to claim that there exist a sequence of
real numbers γn → +∞ and a sequence of vectors
Zn = (yn, zn, un, ξn, ηn) ∈ D(Aˆ) with
(5.9) ‖Zn‖Hˆ = ‖yn‖H1(0,1) + ‖zn‖L2(0,1) + ‖un‖L2(0,1) + |ξn|C + |ηn|C = 1
such that
(5.10) ‖(iγnI − Aˆ)Zn‖H˙ → 0 as n→∞,
that is, as n→∞, we have:
(5.11) iγny
n − zn ≡ fn → 0 in H1(0, 1),
(5.12) (iγn + σ)z
n − (aynx)x ≡ gn → 0 in L2(0, 1),
(5.13) iγnu
n +
unx
τ
≡ vn → 0 in L2(0, 1),
(5.14) iγnξ
n − 1
m
[(aynx)(0)− βξn + αun(1)] ≡ pn → 0 in C,
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(5.15) iγnη
n +
(aynx)(1)
M
≡ qn → 0 in C.
Exploring the fact that∥∥∥(iγnI − Aˆ)Zn∥∥∥Hˆ ≥ ∣∣∣Re 〈(iγnI − Aˆ)Zn, Zn〉Hˆ∣∣∣ ,
together with (5.8)-(5.10), we get
(5.16) zn → 0, γnyn → 0, and yn → 0, in L2(0, 1),
as well as
(5.17) ξn = zn(0) = un(0)→ 0 , un(1)→ 0 in C.
In the light of (5.13), we have
un(x) = un(0) e−iτγnx + τ
∫ x
0
e−iτγn(x−s)vn(s) ds.
Recalling that vn converges to zero in L2(0, 1) and invoking (5.17), the latter yields
(5.18) un −→ 0 in L2(0, 1).
Returning to (5.12), we get
(aynx)x
γn
=
(
σ
γn
+ i
)
zn − g
n
γn
,
which implies by virtue of (5.16)
(5.19)
(aynx)x
γn
−→ 0 in L2(0, 1).
Furthermore, we have
(aynx)(1) =
∫ 1
x
(aynr )r dr + ay
n
x ,
and hence
|(aynx)(1)|2 ≤ c
(‖(aynx)x‖22 + ‖aynx‖22) ,
where ‖ · ‖2 is the usual norm in L2(0, 1), and c is a positive constant (independent of n). For
convenience, we shall use, in the sequel, the same letter c to represent a positive constant which
is independent of n. Whereupon,
(5.20)
(aynx)(1)
γn
−→ 0 in C,
by means of (5.9) and (5.19). Amalgamating (5.14) and (5.20), we have
(5.21) ηn = zn(1)→ 0, in C.
Evoking Gagliardo-Nirenberg interpolation inequality [6], we have
‖aynx‖22 ≤ c
‖(aynx)x‖2
|γn| ‖γny
n‖2 ,
for some positive constant c. Thereby,
(5.22) ‖aynx‖2 −→ 0 in L2(0, 1),
due to (5.19) and (5.16).
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Lastly, the findings in (5.16)-(5.18), (5.21), and (5.22) contradicts the fact that ‖Zn‖Hˆ =
1, ∀ n ∈ N. Whereupon, we managed to show that the conditions (2.18) and (2.19) are fulfilled.
This achieves the proof of Theorem 8. 
Note that one immediate consequence of Theorem 8 is the exponential convergence of the
solutions of the closed-loop system (3.1) in H to (ζ, 0, 0, 0, 0) as t −→ +∞, where Ω is given by
(4.1).
5.1. Lack of convergence when α ≥ β. This subsection is intended to provide an answer
to the following question: what happens to the solutions of the closed-loop system (3.1) if the
condition (3.6) used to get the convergence results of the system (3.1) is violated, that is, if α ≥ β?
Obviously, the answer to such a question could be provided once the semigroup etAˆ is showed to
be unstable in Hˆ, for some delays τ . For sake of simplicity and without loss of generality, we shall
suppose that a = 1. Then, let us look for a solution y(x, t) = eγtg(x), with γ is a positive real
number and g is a nonzero function of H2(0, 1), of the system associated to the operator Aˆ (see
(5.1) on Hˆ, namely,
(5.23)
 ytt(x, t)− yxx(x, t) + σyt(x, t) = 0, 0 < x < 1, t > 0,mytt(0, t)− yx(0, t) = αyt(0, t− τ)− βyt(0, t), t > 0,Mytt(1, t) + yx(1, t) = 0, t > 0,
with
∫ 1
0
yt(x, t) dx + ατ
∫ 1
0
yt(0, t − xτ) dx + (β − α) y(0) + myt(0, t) + Myt(1, t) = 0. Then, one
can claim ‖y‖L2(0,1) = eγt‖g‖L2(0,1) → +∞ and thereby the solution of (5.23) is unstable.
One can readily verify that y(x, t) = eγtg(x) is a solution to (5.23) if g is a nontrivial solution
to
(5.24)
 gxx − (γ
2 + σγ) g = 0,
gx(0) + γ (αe
−γτ −mγ − β) g(0) = 0,
gx(1) +Mγ
2g(1) = 0.
Solving the differential equation of (5.24) yields y(x) = c1e
−
√
γ2+σγx+ c2e
√
γ2+σγ, where c1 and c2
are constants to be determined by the boundary conditions in (5.24). Indeed, the latter implies
that g is a nontrivial solution of (5.24) if and only if γ is a nonzero solution of the following
equation: [
γ
(
αe−γτ − γm− β)−√γ2 + σγ] [Mγ2 +√γ2 + σγ] e√γ2+σγ
−
[
γ
(
αe−γτ − γm− β)+√γ2 + σγ] [Mγ2 −√γ2 + σγ] e−√γ2+σγ = 0.(5.25)
Now let us take γ = σ > 0 and M =
√
2/σ. Thereafter, (5.25) gives
αe−
√
2
M
τ − β −
√
2
M
m−
√
2 = 0.
Lastly, solving the above equation, we get τ = M√
2
ln
(
αM
(β+
√
2)M+
√
2m
)
> 0 provided that α ≥
β+
√
2
(
1 + m
M
)
. Bearing in mind this choices, we conclude that (5.25) is satisfied with γ = σ > 0.
Therefore, we have
Theorem 9. If the assumption (3.6) is not satisfied, then there exists a delay τ for which the
convergence of solutions of the closed-loop system (3.1) does not hold.
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6. Concluding discussion
This article has addressed the problem of improving the convergence rate of solutions of an
overhead crane system modeled by a hyperbolic PDE coupled with two ODEs and subject to the
effect of a time-delay in the boundary. First, an interior damping control is proposed. Then, the
system is showed to be well-posed in a functional space with an appropriate norm. Next, it is
proved that the solutions converge to an equilibrium state. Last but not least, we show that the
convergence rate of solutions is exponential. This finding improves that of the authors in a recent
work [3], where the convergence is only polynomial.
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