In this paper we consider a generalized version of Carleman's inequality. An equivalent version of it states that f A 2α α ≤ f H 2 , where f is a holomorphic function and α > 1. If the norms f A 2α α are decreasing in α, then the inequality holds for f . For a dense set of functions, we calculate the derivative of the norms f A 2α α in α and give sufficient conditions for this derivative to be non-positive. As an application, we prove the inequality for linear combinations of two reproducing kernels. Some numerical evidences are also provided.
Introduction
In this paper we consider a sharp inequality concerning the weighted Bergman norms and the Hardy norm on the unit disc D. Recall that for 0 < p < ∞, the Hardy space H p consists of all holomorphic functions f on D such that f H p := sup is the Möbius invariant measure of the unit disc. The inequality we are considering in this paper is the following. In the case when p = 1, (1.1) is the Carleman's inequality (cf. [14] ). For p = 1/k where k is any positive integer, Burbea [9] showed that (1.1) holds true. If one releases the restriction on the controlling constants, that is, if one asks whether
for some constant C, then using interpolation techniques, Brevig, Ortega-Cerdà, Seip and Zhao has proved that (1.2) holds for 0 < p < 1 and C as close to 1 as C = (2/(e log 2)) 1/2 = 1.030279 . . .. In [6] , the authors also gave and discussed about several interesting related conjectures and questions.
In the case when p = 1, inequality (1.1) becomes
This is known as the Carleman's inequality. In 1921, Carleman [10] proved this inequality and used it to give the first complex-analytic proof of the famous isoperimetric theorem. For a different purpose, in 1932, Hardy and Littlewood showed that H p ⊂ A 2p 2 (in particular,
2 ) in [11] . See [14] for an excellent exposition of the relation between the two problems. Various generalizations were proved, for example, in [1] [7] [8] [9] [13] [15] .
In recently years, Inequality (1.1) has regained attention because of its application in number theory. Via an iterating process [2] [12] , contractive inequalities like (1.1) may "lift" multiplicatively to interesting inequalities for Hardy spaces on the infinite-dimensional torus, which in turn, by the Bohr transform, translates into inequalities of Dirichlet polynomials [3] [4] [5] .
Next, let us go to the technical side. An immediate observation is that for Conjecture 1, it suffices to consider any outer function f , because multiplying an inner function on f does not make a difference on the right hand side of (1.1), but makes the left hand side smaller. For an outer function, one can consider its powers. By replacing f with f α where α = 2/p, it is easy to show that Conjecture 1 is equivalent to the following (cf. [6] ).
Conjecture 2. For any α > 1 and any f ∈ H 2 ,
Then Burbea's result [9] is equivalent to that (1.3) holds when α is any integer that is greater than 1. A straight-forward proof was given in [6, Corollary 3] . In the case when α is not an integer, the problem becomes very hard. The following computation may give us a clue. In the case when α > 1 is an integer, and suppose that f is an outer function, f = ∞ n=0 a n z n and a 0 = 1. Then one can compute that
This gives an alternative proof of Burbea's result. For non-integer valued α, we have the same equation (under some convergence assumption). However, the coefficients α k and α l may be negative. Similar obstructions occur when one tries to extend other proofs of Burbea's result to a non-integer valued α.
In [6] , the authors gave several related conjectures (including the Conjectures 1 and 2 above) and questions. In particular, in [6, Question 1], they asked whether f 2α A 2α α is nonincreasing in the parameter α, for an outer function f with f H 2 = 1. A positive answer to the question above will lead to a positive answer to Conjecture 2. In this paper, we will mainly consider the following similar question, which allows us to drop the assumption " f H 2 = 1" (see Remark 2.6).
Question 3. Suppose that f is an outer function. For α > 1, denote
.
Is it true that
In Section 2, we will first show that a positive answer to Question 3 implies Conjecture 2. Then we will give a discrete formula of ∂ ∂α N f (α) for a dense set of functions. Based on the formula, in Section 3, we give some sufficient conditions for ∂ ∂α N f (α) to be non-positive. As an application, in Section 4, we obtain the following result. Theorem 1.1 (Theorem 4.1 ). Suppose f ∈ H 2 and f = ηF , where η is inner and F has no zeros in D. Suppose
for some α > 1, and c ∈ C 2 , w ∈ D 2 . Then for any 1 ≤ β ≤ α, we have
Equality holds if and only if F α = cK w,α for some c ∈ C and w ∈ D. As a consequence, we have
Equality holds if and only if f = cK w,1 for some c ∈ C and w ∈ D.
Some further remarks and numerical evidences are provided in Section 5.
A Discrete Formula
It is well-known that lim
for p > 0 and f ∈ H p [16] . Similarly, we have the following lemma.
Lemma 2.1. Let O * denote the set of holomorphic functions f defined in some open neighborhood of D such that f (z) = 0 for all z ∈ D. Then for any f ∈ O * and any p > 0,
As a consequence, if f ∈ O * and
Proof. Without loss of generality, we assume f H p = 1. Since f ∈ O * , there exists C > c > 0 such that c ≤ |f (z)| ≤ C for z ∈ D. It is easy to find a constant M > 0 such that
On the other hand, since N f (α) ≤ 0 looks like a stronger statement than Conjecture 2. However, we are still optimistic enough to expect a positive answer. One of the evidences is the following. In [6] , the authors proved a lemma ([6, Lemma 2]) which implies
for any positive integer k, and used this lemma to prove (1.3) in the case when α > 1 is an integer. In Section 5, we will also provide some numerical evidences that support a positive answer to Question 3.
Denote Logz the single-valued branch of log z on C\{z ∈ R : z ≤ 0} such that Log1 = 0. By direct computation, we have
where 
where
Before proving Theorem 2.4, let us use an example to illustrate our idea. 
Here dm denotes the Lebesgue measure. Using the polar coordinates and applying an integration by parts, we have
Similar computations give
From this and Proposition 2.3, it is easy to see that
By Example 2.5, 
As in Example 2.5, in order to calculate ∂ ∂α N f (α), we need to find out I f (α) as defined in (2.4). Compared with Example 2.5, the main difficulty here is that we can not use the Möbius transform. We will get around by applying the Stoke's Theorem and the Residue Theorem.
Let
By (2.4), it is easy to see that
Taking advantage of the fact that log f α (z) is a holomorphic function in D, we have
Next, we calculate III.
Here
and
(2.14)
Since Logz = Logz, we have
It remains to calculate IV ij . Let
By direct computation, we havē
For any ε > 0 sufficiently small, define
Applying the Stokes's Theorem on D ε,j , we get
The second equality is because ϕ ij ψ ij = 0 on the unit circle T. Therefore
To calculate V I ij , notice that
Standard estimates will give us
By (2.18) and (2.19), we have
By (2.15), (2.20) and (2.19), we get
Then combining (2.9), (2.10), (2.11) and (2.21), we have
The last equality is because
Finally, plugging in (2.22) and (2.23) into (2.3), we get (2.5) and (2.6). This completes the proof. Remark 2.6. In [4] , the authors raised the question whether
α is nonincreasing in α given that f H 2 = 1. Using our method, we can also compute the derivative
2α . In fact, by direct computation, we get
Using (2.24), one can easily check that if we drop the condition f H 2 = 1, then there exists
An immediate consequence of Theorem 2.4 is the following.
Suppose further that set of points {w 1 , · · · , w k } belong to a single real line, and that
Proof. The proof simply an application of the Jensen's inequality. Note that under our assumption,
Without loss of generality, let us assume that N f (α) = 1. That is
Then by the Jensen's inequality, we have
The second equality is because
By (2.23) and (2.25), we have ∂ ∂α N f (α) ≤ 0. This completes the proof.
From the proof of Theorem 2.7 we know that the inequality ∂ ∂α N f (α) ≤ 0 holds true if we can "formally" apply the Jensen's inequality. However, in general, the coefficients involved are not positive, and one needs to find other ways.
Sufficient Conditions
In this section, we give some other sufficient conditions for ∂ ∂α N f (α) to be non-positive. We want to consider the right hand side of (2.6) under a suitable general setting. For this, let us first discuss about how Theorem 2.4 can be used to answer Question 3.
In (2.6), the term log f α (w i ) depends on the fact that f is an outer function: the imaginary part of log f α (w i ) depends on the formula (assuming
However, it is unclear how this formula could enter the estimates. Things are relatively easy if we are able to apply the single-valued branch Logz to all f α (w i ). It turns out that such special cases are enough for our purpose (See Proposition 3.3). Before going into details, let us fix some notations.
Notations:(1) In the rest of this paper, we use k to denote a positive integer. If not otherwise specified, c denotes a k-tuple of complex numbers, and w denotes a k-tuple of points in D. that is, c = (c 1 , c 2 , · · · , c k ), c i ∈ C, w = (w 1 , w 2 , · · · , w k ), w i ∈ D. Given c, w and α > 0, we use W α to denote the k × k matrix with entry 1 (1−w i w j ) α in the i-th row and j-th column. Thinking of c as a row vector, we reserve the notation f α = (f 1,α , · · · , f k,α ) for the row vector defined by
(1−w i w j ) α . If α is specified, then we drop the subscription α.
(2) It is well-known that for α > 0 and w ∈ D, the functions We find it convenient to consider the following general setting. 
(2) For any α > 0 and 0 < ε ≤ 1, define
For (c, w) ∈ Γ and α > 0, define
Note that since xLogx tends to 0 as x tends to 0, the definition above makes sense even if f i = 0 for some i = 1, · · · , k. It is also easy to see that (3.4) coincides with (3.2) when , w) . However, if one knows that {w 1 , · · · , w k } is contained in a connected open subset Ω of D which is mapped, by f α , into H, then by standard argument, the function Logf α (z)| Ω differs from the function given in (3.1), by an integer multiple of 2πi. Then from the expression of (2.6) one can see that D f (α) = D α (c, w). We will use this fact later.
It turns out that we only need to consider the case when f α ∈ K α,ε for ε small enough. The proof is based on the following two lemmas.
Lemma 3.4. Suppose α > 1 and 0 < ε ≤ 1. Then for any g ∈ O * such that g(0) = 1, there exists 0 < δ ≤ ε and a sequence {g n } ∈ K α,δ such that g n converges uniformly on D to g. Moreover, g n (z) ∈ H for all n and all z ∈ D with |z| < δ.
Proof. Since g(0) = 1, we can choose 0 < δ ≤ ε such that Reg(z) > 1 2 for any z ∈ D with |z| < δ. Choose r > 1 such that g is defined on {z ∈ C : |z| ≤ r}. Define
Obviously, g r ∈ A 2 α . The subspace span{K w,α : w ∈ (−δ, δ)} is dense in A 2 α . Choose a sequence {g n } ⊂ span{K w,α : w ∈ (−δ, δ)} such thatg n → g r in A 2 α norm. Theng n converge uniformly to g r on {z ∈ C : |z| ≤ 1 r }. Define
Then g n converge uniformly to g on D. By construction, eachg n is of form
where w n,i ∈ (−δ, δ), ∀i. Therefore
Since r > 1 we have w n,i r ∈ (−δ, δ). Also, since g n converge uniformly to g and Reg(z) > 1 2 if |z| < δ, by passing to a subsequence, we have g n (z) ∈ H for any n and any z with |z| < δ. In particular, g n ( w n,i r ) ∈ H. Therefore g n ∈ K α,δ for any n. This completes the proof.
The following lemma is simply a consequence of the fact that, for f ∈ H 2 , f r (z) := f (rz) converges to f in H 2 norm as r → 1−.
Lemma 3.5. Suppose f is an outer function in H 2 . Then there exists a sequence {f n } ⊂ O * such that f n tends to f in the Hardy norm · H 2 .
Proof of Proposition 3.3. Assume that for some α > 1 and 0 < ε ≤ 1 we have D α (c, w) ≤ 0 for all (c, w) ∈ Λ α,ε . For any f ∈ O * , we want to show
Without loss of generality we can assume f (0) = 1. By Lemma 3.4, there exists 0 < δ ≤ ε and a sequence {g n } in K α,δ such that g n converges uniformly to f α on D and g n maps {z ∈ D : |z| < δ} to H. Also, since |f α | is bounded away from 0 on D, for n large enough, g n is outer and we can define f n = g 1/α n . By Remark 3.2, we have
, where g n corresponds to (c n , w n ). In particular, we have (1) w 1 < w 2 < · · · < w k , where k is the number of entries in w; We will need the following lemma in the proof of Theorem 3.6. 
Proof. The proof is, again, an application of the Jenson's Inequality. If some f i equals zero then the left hand side is −∞ and the inequality always holds. Assume f i are all non-zero. Without loss of generality, we can also assume that k i,j=1 x i x j a ij = 1. Applying the Jenson's Inequality, we get k i,j=1
Choose e i ∈ C such that |e i | = 1 and e i f i = |f i |. Then the right hand side of (3.6) becomes
, which is less than or equal to Log k i,j=1 x i e i x j e j a ij by the fact that A is semi-positive definite. Since x i ≥ 0 and a ij > 0, we have k i,j=1 x i e i x j e j a ij ≤ k i,j=1 x i x j a ij = 1. Therefore the left hand side of (3.5) is less than or equal to 0. This completes the proof.
Proof of Theorem 3.6. We will prove the theorem in the case when (c, w) ∈ Λ α . The proof when (c, w) ∈ Γ is similar. First, we notice that if we let −w = (−w 1 , · · · , −w k ), then D α (c, w) = D α (c, −w). From this, it is easy to see that it suffices to consider the case when w 1 < w 2 < · · · < w k and {c 2 , · · · , c k } are real and have the same sign.
Let us further reduce the cases. Suppose
Using the well-known formula 1
it is easy to check that , z) . Therefore, in order to prove Theorem 3.6, we only need to consider the case when 0 = w 1 < · · · < w k and {c 2 , · · · , c k } are real and have the same sign.
Assume that (c, w) ∈ Λ α , 0 = w 1 < · · · < w k and c i ≥ 0, ∀i = 2, · · · , k. The case when c 2 = · · · = c k = 0 is trivial. Thus we can assume that c i > 0 for some i = 2, · · · , k. Define f and W as before. The idea is to find a non-increasing function that takes value D α (c, w) at α and 0 at 0.
and f t = cW t . Since only c 1 may have imaginary part, the signs of the imaginary part of each f i,t depend only on that of c 1 . Assume, without loss of generality, that Imc 1 ≥ 0. Then
Notice that since w 1 = 0, we have
So the points t such that f i,t = 0 for some i, are isolated. Also, zLogz → 0 if z tends to 0. From this we can see that D t is a continuous, piecewise differentiable function.
Next, we show that D t is non-increasing. By the previous argument, it suffices to show that d dt D t ≤ 0 at the points where each f i,t is non-zero. By direct computation, we get
Since w 1 = 0 and
Here the last inequality is by Lemma 3.7. If {c 2 , · · · , c k } are all non-positive, simply replace c i with −c i in the above argument. Thus in either case we have that D t is non-increasing. It is obvious that D α = D α (c, w). By straight-forward computation it is also easy to show that D 0 = 0. Therefore D α (c, w) = D α ≤ D 0 = 0. This completes the proof.
Moreover, D α (c, w) = 0 if and only if c 1 = 0, or c 2 = 0, or w 1 = w 2 .
Proof. The proof is similar as that of Theorem 3.
a 22
otherwise.
It is easy to check that the following hold.
(ii) By (i), the paths f 1,t and f 2,t stay in H. Define
Then D t is a differentiable function on (0, 1). From (iv) it is easy to compute that D 1 = 0. By direct computation, we have
Since W t is positive definite, by Lemma 3.7, it is easy to see that Here e 1 = (1, 0, · · · , 0). Since W 0 is positive definite, this occurs only when c 2 = 0. This completes the proof.
In terms of ∂ ∂α N f (α), we summarize our results as follows.
Suppose one of the following holds.
(1) c i ≥ 0, i = 1, · · · , k.
(2) w 1 < · · · < w k , and either {c 2 , · · · , c k } or {c 1 , · · · , c k−1 } are real and have the same sign.
(3) k = 2.
Then we have
Norm Inequalities for Linear Combinations of Two Reproducing Kernels
Recall that in Lemma 2.1, we showed that if
for some f ∈ O * , then Conjecture 2 holds for f . In this section, we provide an alternative way of proving results on Conjecture 2, using results obtained in Section 3. As a consequence, we prove the following theorem.
Theorem 4.1. Suppose f ∈ H 2 and f = ηF , where η is inner and F has no zeros in D.
The proof is based on a different way of viewing D α (c, w). Recall that in Definition 3.1, for α > 0 and (c, w) ∈ Λ α ∪ Γ, we defined W α = [
is defined using f α and W α . In the case when {w i : i = 1, · · · , k} are distinct points, the matrix W α is invertible. Therefore we have c = f α W −1
α . This means we can define D α (c, w) using f α . 
, and α > 0. Define
and P w,α the orthogonal projection from A 2 α onto K w,α . For f ∈ A 2 α , if we denote f (w) = (f (w 1 ), · · · , f (w k )), then it is easy to compute that
Proof of Theorem 4.1. It is easy to see that (4.2) follows from (4.1). Thus we only need to prove (4.1).
(1) First, we prove (4.1) under the following conditions.
(ii) There is a connected open neighborhood Ω, of {0, w}, such that
Assume the above, then we can choose log F α such that log
). Then by straight-forward computation, we have
The last inequality is because of Theorem 3.8. Therefore we have
If we assume that w = 0, then by Theorem 3.8, we also know that the equality holds if and only if for each β, either c 1,β = 0 or c 2,β = 0. In particular, either c 1 = 0 or c 2 = 0. On the other hand, if either c 1 = 0 or c 2 = 0, then it is easy to check that the equality in (4.1) holds. This completes the proof for case (1).
(2) Next, we consider the case when
. Inequality (4.1) for F follows from (4.1) for F θ . Thus we may assume that w ≥ 0 in the beginning. Suppose F has no zeros in D and F α = c 1 + c 2 K w,α with w ≥ 0. We will show that after multiplying F by a non-zero constant, the condition (ii) in case (1) will be satisfied. This will lead to (4.1) for case (2) . We may as well assume that 
Notice that (4.1) is equivalent to
So it suffices to prove G
which is in turn, equivalent to
By straight-forward computation we have
Thus G satisfies case (2) . This completes the proof of (4.1) in the general case. Tracing back to the proof of (1), we also see that the equality in (4.1) holds if and only if F α = cK w,α for some c ∈ C and w ∈ D. Then (4.2) follows immediately. This completes the proof.
In terms of Conjecture 1, (4.2) becomes the following. Equality holds if and only if f = cK w,α for some c ∈ C and w ∈ D.
5 Remarks and Numerical Evidences
Some Further Remarks
(1) In Proposition 3.3, we give a sufficient condition for Conjecture 2 to hold. In its most general form, we list the conjecture below. Another interesting question to ask is the following. In general, we ask the following question. c i c j a ij Loga ij ≤ 0?
Numerical Evidences
One of the advantages that Theorem 2.4 offers is that we can now test Question 3 using numerical methods. We have tested for a wide range of values of c and w. We list a few graphs for the interested readers. (1) In the proof of Theorem 3.6, we showed that D α (c, w) is non-increasing in α under the given conditions. However, Figure 1 shows that this is not always true. 
