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Abstract 
Convolutional Neural Networks (CNNs) have been increasingly deployed in many applications, including safety critical system 
such as healthcare and autonomous vehicles. Meanwhile, the vulnerability of CNN model to soft errors (e.g., caused by radiation 
induced) rapidly increases, thus reliability is crucial especially in real-time system. There are many traditional techniques for 
improve the reliability of the system, e.g., Triple Modular Redundancy, but these techniques incur high overheads, which makes 
them hard to deploy. In this paper, we experimentally evaluate the vulnerable parts of Alexnet mode (e.g., fault injector). Results 
show that FADD and LD are the top vulnerable instructions against soft errors for Alexnet model, both instructions generate at 
least 84% of injected faults as SDC errors. Thus, these the only parts of the Alexnet model that need to be hardened instead of 
using fully duplication solutions.  
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1. Introduction 
Convolutional Neural Networks (CNNs) are become widely use in computational approach in many fields such as 
object detection [1] and image classification [2]. CNNs have high massive parallelism structure and require high 
computational capabilities such as Graphics Processing Units (GPUs). GPUs very suitable to accelerate the CNN-
models [3],  for example, NVIDIA GPUs used in autonomous robotic surgery [4]. Consequently, the reliability 
investigation becomes imperative, particularly in safety-critical application, as any performance failure may lead to 
catastrophic consequences such as medical fields [5]. While the CNN model has been increasingly used in safety 
critical application such as diagnosis [6] and surgical [7]. However, still the reliability of these models one of the big 
challenging [8][9][10]. Mainly, reliability disturbance in model come from the soft errors [11]. These errors are able 
to impact the behaviours of the GPU dramatically [12], thus, may corrupt the data values or logic operations and can 
cause errors. For instance, application crash or system hang (i.e., Detected Unrecoverable Error, DUE), Silent Data 
Corruptions (SDCs), nevertheless maybe can cause no observable error and masked [13]. These errors may lead to 
serious adverse problems, including injurie or death [14]. There are several works on CNNs model reliability issues 
have been published. Overall, [9] [12] they proposed techniques to mitigation the soft error in GPUs and fault tolerance 
algorithms. Unfortunately, these techniques have overheads [15] [8] [3].  Convolutional Neural Networks (CNNs) are 
become widely use in computational approach in many fields such as object detection [1] and image classification [2]. 
CNNs have high massive parallelism structure and require high computational capabilities such as Graphics Processing 
Units (GPUs). GPUs very suitable to accelerate the CNN-models [3], for example, NVIDIA GPUs used in autonomous 
robotic surgery [4]. Consequently, the reliability investigation becomes imperative, particularly in safety-critical 
application, as any performance failure may lead to catastrophic consequences such as medical fields [5]. While the 
CNN model has been increasingly used in safety critical application such as diagnosis [6] and surgical [7]. However, 
still the reliability of these models one of the big challenging [8][9][10]. One of the main sources to disturb the 
reliability in the CNN model come from the soft-errors [11]. These soft-errors impact the behaviors of the DNN 
accelerator (GPU) dramatically then propagate to application-level (CNN models) [12]. Thus it may produce corrupt 
in the data values or logic operations and cause errors such as SDCs (data silent data corruption), DUEs (detected 
unrecoverable errors). In addition, it can be masked (cause no observable errors). [13]. These errors may lead to serious 
adverse problems, including injurie or death [14]. There are several works on CNNs model reliability issues have been 
published. Overall, [9] [12] they proposed techniques to mitigation the soft error in GPUs and fault tolerance 
algorithms. Unfortunately, these techniques have overheads [15] [8] [3].   
This paper aims at defining the error propagation in CNNs model to mitigate error propagation in GPUs. To achieve 
this, we are proposed analysis methodology to inject the model to identify the vulnerability instructions to soft errors.  
As the first aim, we proposed technique to mitigate soft errors, and we implement it on CNN model Alexnet. The main 
contributions of this work are: (1) a methodology to evaluate the probability of fault in specific parts of the source 
code that likely to errors at the output; (2) an extensive analysis of Alexnet characteristics under SASSIFI fault-
injection. This paper organized as follows. Section 2 background and previous works. Then in section 3 we analyze 
and discuss the results. Finally, in section 4 concludes the paper.  
2. Background and Previous Works 
In this section, we provide a brief background on the convolutional networks an Alexnet. Then, some previous 
works on the CNNs reliability. 
2.1. Convolutional Neural Networks 
Recently, CNNs have been used as powerful tool have achieved great success in many issues of machine learning 
and computer vision [16]. In addition, CNNs a wide range structure type using in Deep Learning architecture [17].  
The convolutional operation is key component in CNNs. Therefore, CNNs consists of three different types of layer: 
convolution layers, subsampling layers, and fully-connected layers as shown in Fig 1 in feed-forward structure. and 
each of these layers have task in the network. For example, convolutional layers are responsible to extract the features 
using two key concepts of receptive local fields and mutual weights.  Thus, detected the characteristics in exact location 
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is less critical, compare to the relative position to other characteristics is significant. Therefore, a local average and 
subsampling is performed by the subsequent subsampling layer. A detailed description behind these layers of the 














Fig. 1: A simple CNN architecture [19] 
2.2. Alexnet  
Alexnet, a CNN model developed by [20], is the winner of the ILSVRC-2012 ImageNet competition and has 
achieved a 15.3 % top five test error rate. The model consists of eight layers of learning, five layers of convolution, 
and three fully connected layers. This model has been widely used in numerous applications, including healthcare 
[21], which is a pure safety critical application, for automatic features extraction and classification. The main structure 
is as of the model shown in figure 2; first convolutional layer filters an input picture of (224x224x3) with 96 kernels 
of size (11x11x3) with a 4-pixel phase. The second convolutional layer takes as its input the output of the first 
convolutional layer and filters it with 256 kernels of size (5x5x48). The third convolution layer has 384 size (3x3x256) 
kernels connected to the second convolutional layer's (normalized, pooled) outputs. The fourth convolution layer has 
384 kernels of size (3x3x192), and the fifth convolution layer has 256 kernels of size (3x3x192). In the fully connected 
layers, there are 4096 neurons. Thus, our goal is to analyze and evaluate the vulnerability and resilience of instructions, 
to distinguish between reliable and vulnerable instructions to soft errors. 
 
 
Fig. 2: Architecture of Alexnet: Convolution, max-pooling, LRN and fully connected (FC) layer  
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2.3. Previous Works 
Previous studies [12][15][8] the accelerators have been used to evaluating and measure the reliability of 
applications and devices. In addition, different abstraction levels are also generally used for estimation the resilience 
of applications and hardware, by using software fault injection techniques. While new architectures such as DNN 
accelerators (e.g., GPUs) came into the market for high-performance computing, intense research was conducted to 
understand and enhance their reliability. Previous studies indicated early assessment of reliability of parallel devices 
[10] [3]. Also reported is the reliability evaluation of GPUs running high-performance computing codes and safety 
critical applications through radiation-induced experiments [22] or error injection [23]. Within modern architectures, 
preliminary studies find certain inherent weaknesses within reliability [14][24]. The accuracy of kernels or multiple 
parallel threads can be affected by a single particle-induced failure in the parallel computer shared memory or 
hardware scheduler, which leads to corruption in output values.[10]. Additionally, a corrupted single thread can feed 
thousands of future parallel threads with faulty data, resulting in output errors [11]. Consequently, the vast majority 
of transient errors affects output components. Therefore, to best of our knowledge, this is first study that characterizes 
the reliability of Alexnet on GPUs. This paper, analysis of the classification (Alexnet), from perspectives of 
instruction's vulnerability. 
3. Experimental Results and Discussion 
3.1. Settings 
We used PC with the following configuration in this experiment; GeForce GTX 750 Ti form NVIDIA, core i7, 4 
GB main memory and SASSIFI “fault injector”. We inject errors at the GPU to test the Program Vulnerability Factor 
(PVF), which is the likelihood that the performance of a program will be propagated by a single fault that modifies 
the outcome of instruction. Thus, to measure PVF of the program we inject errors with IOA and IOV modes. 
Instruction Output Address (IOA) to study the probability that the address instruction has errors, and Instruction 
Output Value (IOV) to study the probability that the value executed instruction has errors. Then, we injected 1000 
injections at IOA and IOV and we are interested in faults that are not masked and make their way to the application 
(e.g., SDC).   
3.2. Results  
Here we analyze and discuss the results we have obtained using the SASSIFI framework. Specifically, we analyze 
the vulnerability of various instruction types while the GPU executing AlexNet model. We evaluate the error resilience 
of individual instructions and their contribution to the overall error resilience of our model. Based on SASSIFI, there 
are ten instruction groups as follows: (1) Store instructions (STORE), (2) Single-precision floating-point fused 
multiply-add instructions (FFMA), (3) Load instructions (LD), (4) Integer add and multiply instructions 
(IADD_IMUL), (5) Instructions that write to condition-code registers (CC), (6) Instructions that write to general-
purpose registers (GPR), (7) Instructions that write to predicate registers (PR), (8) Single-precision floating-point add 
and multiply instructions (FADD_FMUL),  (9) Integer fused multiply and add instructions (MAD), and (10) Register 
(SETP). Fig. 3 shows the results obtained by injecting faults into instruction with IOA mode. It is important to notice 
that for IOA injections, only two instructions (i.e., GPR and STORE) are used to accomplish the task. By taking a 
look at Fig. 1, we can observe that most of the faults have been injected into GPR instruction were masked (58%), 
while still producing a considerable amount of SDC (28.3%) and DUEs (13.7%) errors. STORE instruction group, on 
the other hand, seems more vulnerable than GPR. Where it masked only (39.9%) of the errors, while produced (46.7%) 
SDC and (13.4%) DUE errors.  
Fig. 4 we show the results obtained by injecting faults into instruction with IOV mode. In contrast to IOA mode, 
with this injection site, we use all the instruction groups (as listed above) to evaluate the error resilience of the model. 
Starting with FADD and LD, they appear to be the most vulnerable instructions at all. Where both of them produced 
at least 84% SDC errors, which is an extremely high percentage and it is unacceptable for safety- compliant systems. 
Injections with these two instructions masked only 15.8% and 11.8% of the errors, respectively. While they do not 
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produce DUEs at all. These findings make FADD and LD are the top vulnerable instructions against soft errors. There 
are two reasons as we believe: (1) as CNN models are basically built of many layers (i.e., computationally hungry), 
they load data (i.e., with LD instructions) as many times as number from layers in the model; (2) most of the CNN 
architectures including AlexNet are greatly rely on FADD instructions in their operations. This require attention from 
researchers who work on GPU architecture designing or CNN model building to take the reliability issue into 
considerations. Especially when the CNN model is intended to be used in some safety-critical environments. IADD, 
MAD, GPR instructions have moderate error resilience, where each of which produced number of SDC errors on the 
average of 25% and masked almost the same percentage. Injecting fault into the value (IOV) of the STORE instruction 
is not as injecting into its address (IOA). At least 60% of the injected faults became SDCs, while masking about 38% 
but surprisingly there is no DUE has been generated. SETP and FFMA instructions also have approximately the same 
characteristics as STORE, they produce 61% and 39% SDCs, respectively. 
It is worth mentioning that CC and PR instructions are one-bit operations. In other words, they only perform toggle 
between zero and one, thus, we can only inject single-bit-flip faults into them. From a reliability perspective, every 
single fault has been injected to CC instruction was masked, therefore, there is no SDC or DUE has been observed. 
While for PR, it has a similar behavior as CC in terms of DUEs. Nevertheless, it produces a large amount of SDC 
errors (58%). To conclude it, as most of the instructions generate errors, our findings highly suggest developing a 























































Fig. 4. Instruction output value groups (IOV mode) 
4. Conclusions 
In this paper, we have analyzed the error resilience of Alexnet, a well-known CNN model, from the perspective of 
architecture-level instructions. Our analysis showed that Alexnet is more prone to SDC than DUE errors, which are 
more crucial because they modify model’s final output. Accordingly, we found that FADD and LD are the top 
vulnerable instructions against soft errors for Alexnet model, both instructions generate at least 84% of injected faults 
as SDC errors. While other instructions including STORE, SETP and FFMA have relatively high vulnerability, and 
thus, they produce amount of SDC errors that could be addressed. CC instructions, on the other hand, have shown to 
have very high resilience against soft errors, they do not produce SDC or DUE errors. Therefore, GPU low-level 
instructions can properly be selected to mitigate SDC or DUE errors for Alexnet model. 
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