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QUENCHED ASYMPTOTICS FOR A 1-D STOCHASTIC HEAT
EQUATION DRIVEN BY A ROUGH SPATIAL NOISE
PRAKASH CHAKRABORTY, XIA CHEN, BO GAO, SAMY TINDEL
Abstract. In this note we consider the parabolic Anderson model in one dimension with
time-independent fractional noise W˙ in space. We consider the caseH < 1
2
and get existence
and uniqueness of solution. In order to find the quenched asymptotics for the solution
we consider its Feynman-Kac representation and explore the asymptotics of the principal
eigenvalue for a random operator of the form 1
2
∆+ W˙ .
Contents
1. Introduction 1
2. Preliminaries 4
2.1. Besov spaces 5
2.2. Description of the noise 6
3. Pathwise solution 8
4. Feynman-Kac representation 11
5. Principal eigenvalues 16
5.1. Basic results 17
5.2. Upper Bound 22
5.3. Lower Bound 27
6. Lyapounov exponent 33
6.1. Preliminary Results. 33
6.2. Upper Bound. 35
6.3. Lower Bound. 39
References 41
1. Introduction
The non trivial effects of random perturbations on the spectrum of the Laplace operator
has been a fascinating object of research in the recent past. While a direct spectral analysis
of perturbed Laplacians is possible in simple and regular enough cases [13, 17], the problem is
X. Chen is partially supported by a grant from the Simons Foundation #244767.
S. Tindel is supported by the NSF grant DMS-1613163.
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often addressed through the large time behavior of the so-called parabolic Anderson model.
More specifically the parabolic Anderson model is a stochastic heat equation of the following
form:
∂ut(x)
∂t
=
1
2
∆ut(x) + ut(x) W˙ (x), (1)
where the noise W˙ is a stationary spatial random field. Because of the linear form of the noise
term, it is possible under certain regularity conditions to express the solution of (1) using
a Feynman-Kac representation. Related to this representation, the asymptotic behavior of
ut(x) as t goes to ∞ gives some insight on the spectrum of the operator 12∆+ W˙ .
In the spatially discrete setting with a discrete Laplacian, asymptotic equivalents for the
solution of equation (1) have been studied at length in [5] and [18]. In particular, if ut(x) is
the solution under the discrete setup in Zd and U(t) =
∑
z∈Zd ut(x) is the total mass, then it
has been proven that both 1
t
log(ut(x)) and
1
t
log(U(t)) converge almost surely under certain
regularity assumptions. Any information about those limits can then be translated into an
information about the principal eigenvalue of 1
2
∆+ W˙ .
In the spatially continuous setting, the picture is not as clear. Indeed, the large time be-
havior of the solution u to equation (1) has been analyzed in [4] and [11]. In particular, when
the noise is Gaussian with a smooth covariance structure given by γ(x) = Cov(W˙ (0)W˙ (x))
satisfying lim|x|→∞ γ(x) = 0, then we have for x ∈ Rd
lim
t→∞
1
t
√
log t
log ut(x) =
√
2dγ(0) a.s. (2)
The fact that the renormalization in (2) is of the form t
√
log t suggests that the principal
eigenvalue of 1
2
∆ + W˙ is divergent, which is confirmed in [3, 19] by asymptotics on large
boxes performed for the white noise.
Motivated by the examples above, non-smooth cases of equation (1) under the setting of
generalized Gaussian fields have been analyzed in [8]. Namely, the reference [8] handles the
case of a centered Gaussian noise W whose covariance function Λ is defined informally (see
Section 2.2 for more precise definition) by
E [W (φ)W (ψ)] =
∫
R2
φ(x)ψ(y)Λ(x− y)dxdy, (3)
for all infinite differentiable functions φ with compact support. The class of functions Λ
considered in [8] are continuous on Rd \ {0}, bounded away from 0 with a singularity at 0
measured by Λ(x) ∼ c(Λ)|x|−α with α ∈ (0, 1) as x ↓ 0. In this framework, the following
almost sure renormalization result is proved in [8] for any x ∈ Rd:
lim
t→∞
1
t(log t)
2
4−α
log ut(x) = cα a.s. , (4)
with an explicit constant cα. Notice that this result is also applicable under a fractional white
noise with Hurst parameter H > 1
2
. Namely, considering d = 1 for simplicity, relation (4)
holds for a fractional Brownian noise W with α = 2 − 2H (that is a renormalization of the
form t(log t)
1
1+H ).
In this note we aim to carry forward the asymptotic result (4) to very singular envi-
ronments. Specifically, we consider a fractional noise W as in [8], but we allow the Hurst
SHE DRIVEN BY ROUGH SPATIAL NOISE 3
parameter to be less than 1
2
(so that our noise is rougher than white noise). Going back to
expression (3), we assume that Λ is a positive definite distribution whose Fourier transform
FΛ = µ is a tempered measure given by µ(dξ) = CH |ξ|1−2Hdξ. That is for test functions φ
and ψ we have
E [W (φ)W (ψ)] =
∫
R
Fφ(ξ)Fψ(ξ)µ(dξ). (5)
Let us first notice that equation (1) driven by a fBm with H < 1
2
is not explicitly solved
in the literature. As we will see, one can give a pathwise meaning, in a Young type sense,
to the solution of equation (1). Namely we show that t 7→ ut can be seen as a continuous
function with values in a weighted Besov space (we refer to [20] for a complete definition of
weighted Besov spaces). We will set up a fixed point argument in those weighted spaces and
obtain the following result (see Theorem 3.11 for a more precise formulation).
Theorem 1.1. Let W be the Gaussian noise considered in (5) with H ∈ (0, 1
2
)
. Let u0 be
an initial condition lying in a weighted Besov Hölder space (see Definition 2.5 or a more
detailed description). Then there exists a unique solution to (1) in a space of continuous
functions with values in Besov spaces, and where the integral with respect to W is understood
in the Young sense.
Once we have solved (1) , we will give a property of the (formal) operator 1
2
∆+ W˙ which
is reminiscent of the density of states results contained e.g. in [13, 17]. The result we obtain
can be summarized informally in the following theorem:
Theorem 1.2. Let λW˙ (Qt) be the principal eigenvalue of the random operator
1
2
∆+ W˙ over
a restricted space of functions having compact support on (−t, t). Then the following limit
holds:
lim
t→∞
λW˙ (Qt)
(log t)
1
1+H
= (2cHE)
1
1+H a.s, (6)
with a strictly positive constant E defined by
E = sup
g∈G(R)
∫
R
∣∣∣∣
∫
R
eıλxg2(x)dx
∣∣∣∣
2
|λ|1−2Hdλ (7)
where G(R) is the space of all Schwartz functions satisfying ‖g‖22 + 12‖g′‖22 = 1.
Using a Feynman-Kac representation for the solution u of (1), our next step will be to
relate the logarithmic behavior of ut to the principal eigenvalue λW˙ (Qt). This is the contents
of the following theorem:
Theorem 1.3. Let W be the Gaussian noise defined by (5) for H < 1
2
, and consider the
unique solution u to (1). Then for all x ∈ R we have
lim
t→∞
1
t
log(ut(x))
λW˙ (Qt)
= 1, a.s.
As the reader might conceive, our main asymptotic result will be a simple consequence of
Theorems 1.2 and 1.3. It gives a generalization of (4) to the case H < 1
2
.
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Theorem 1.4. Under the same conditions as in Theorem 1.3 and for H < 1
2
we have
lim
t→∞
log(ut(x))
t(log t)
1
1+H
= (2cHE) 11+H , a.s.
Let us say a few words about the methodology we have resorted to in order to get our
main results.
(i) Theorem 1.2 is obtained by splitting the eigenvalue problem into small intervals, similarly
to what is performed in other parabolic Anderson model studies (see e.g [18] and [8]). Then
on each subdomain we combine some variational arguments with supremum computations
for Gaussian processes. An extra care is required in our case, due to the singularity of our
noise.
(ii) Theorem 1.3 relies on a Feynman-Kac representation of ut(x), whose main ingredient is
an integrability property established thanks to a subtle sub-additive argument (see Propo-
sition 4.4 below). Once this Feynman-Kac representation (involving a Brownian motion B)
is given, a probabilistic cutoff procedure on the underlying Brownian motion B allows to
reduce the logarithmic behavior of ut(0) to the quantity λW˙ (Qt).
(iii) As mentioned above, Theorem 1.4 is an easy consequence of Theorems 1.2 and 1.3.
Eventually let us highlight the fact that Theorem 1.4 provides a rather complete descrip-
tion of the asymptotic behavior of log(ut(x)) in dimension 1. A very challenging situation
would be to handle the case of a rough noise in dimension 2 or higher. In this case it is a
well known fact that a renormalization procedure is needed to define the solution u of (1),
as shown e.g. in [10]. The effect of this kind of renormalization procedure on the principal
eigenvalue of 1
2
∆ + W˙ has been partially investigated for the space white noise when d = 2
in [3].
Notations. We denote by pt(x) the one-dimensional heat kernel pt(x) = (2pit)
−1/2 e−|x|
2/2t,
for any t > 0, x ∈ R. The space of real valued infinitely differentiable functions with compact
support is denoted by D(R). The space of Schwartz functions is denoted by S (R). Its dual,
the space of tempered distributions, is S ′(R). The Fourier transform is defined as
Fu(ξ) = uˆ(ξ) =
∫
R
e−ι〈x,ξ〉u(x)dx.
The inverse Fourier transform is F−1u(ξ) = (2pi)−1F(−ξ). Denote by l the following proba-
bility density function in S(R):
l(x) = c exp
(
− 1
1− x2
)
1(|x|<1),
where c is a normalizing constant such that
∫
R
l(x)dx = 1. For every ε > 0, let the set of
mollifiers generated by l be given by lε(x) = ε
−1l(ε−1x). Observe that, owing to the fact
that l is a probability measure, we have limξ→0F l(ξ) = 1 and F l(ξ) ≤ 1 for all ξ ∈ R.
2. Preliminaries
This section is devoted to introduce the basic Besov spaces notions which will be used
in the remainder of the paper. Observe that since we are dealing with a variable x in the
SHE DRIVEN BY ROUGH SPATIAL NOISE 5
whole space R, we will need to deal with weighted Besov spaces. The definitions and main
properties of those spaces are borrowed from [20].
2.1. Besov spaces. In this subsection we define some classes of weights which are compat-
ible with our heat equation (1). Two scales of weights will be used: stretched exponential
weights and polynomial weights.
Definition 2.1. Let |x|∗ =
√
1 + |x|2. Fix δ ∈ (0, 1) and θ ∈ (1, 1/δ). Denote by W the
class of weights consisting of:
(i) the weights wγ of the form wγ(x) = e
−γ|x|δ
∗, with γ > 0.
(ii) the weights wˆσ of the form wˆσ(x) = |x|−σ∗ , with σ > 0.
The definition of our Besov spaces depends heavily on a dyadic partition of unity. In order
to handle weights as in Definition 2.1 we have to work (as done in [20]) with functions in the
so-called Gevrey class, that we now proceed to define.
Definition 2.2. Let θ ≥ 1. We call Gθ, the set of infinitely differentiable functions f : R→ R
satisfying
for every compact K, there exists C <∞ such that for every n ∈ N,
sup
K
|∂nf | ≤ Cn+1(n!)θ.
We let Gθc be the set of compactly supported functions in Gθ.
We are now ready to state the existence of a partition of unity in the Gevrey class Gθc .
Proposition 2.3. One can construct two functions χ˜, χ ∈ Gθc , taking values in [0, 1] and
such that
(i) Supp χ˜ ⊆ [0, 4
3
]
and Supp χ ⊆ [3
4
, 8
3
]
.
(ii) For all ξ ∈ R, we have χ˜(ξ) +∑∞k=0 χ(2−kξ) = 1.
In the sequel we also set χk(ξ) = χ(2
−kξ) for k ≥ 0.
With the partition of unity in hand, the blocks ∆ku of the Besov type analysis can be
defined as follows.
Definition 2.4. Set χ−1 = χ˜, and define for k ≥ −1 and u ∈ S(R),
∆ku = F−1(χkuˆ).
Our analysis will rely on Besov spaces defined through the weighted blocks introduced in
Definition 2.4.
Definition 2.5. Let χ and χ˜ be the functions introduced in Proposition 2.3. For any κ ∈ R,
w ∈ W, p, q ∈ [1,∞] and f ∈ S(R), we define weighted norms of f in the following way:
‖f‖Bκ,wp,q :=
[ ∞∑
j=−1
(
2κj‖∆jf‖Lpw
)q] 1q
, (8)
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where Lpw is the weighted space L
p(R, w(x)dx). Denote the weighted Besov space Bκ,wp,q as
Bκ,wp,q =
{
f ∈ S(R); ‖f‖Bκ,p,q <∞
}
.
Remark 2.6. Notice that as in [21], we define ‖f‖Lp(Rd;w(x)dx) as ‖fw‖Lp(Rd). This is slightly
different from [20], but yields similar results.
In the next section we will solve the heat equation in a weighted Besov space whose weight
is varying with time. We now define this kind of space.
Notation 2.7. Let λ and σ be two strictly positive constants. For t ≥ 0 we define v as the
function vt = wλ+σt, where we recall that wγ is introduced in Definition 2.1. We consider an
additional parameter κu > 0 and p ∈ [1,∞). Then the space Cκu,λ,σp is defined by
Cκu,λ,σq =
{
f ∈ C([0, T ]× R); ‖ft‖Bκu,vtq,∞ ≤ cf
}
.
2.2. Description of the noise. The noise driving equation (1) is considered as a cen-
tered Gaussian family {W (φ), φ ∈ D(R)} on a complete probability space (Ω,F ,P) with the
following covariance structure:
E [W (φ)W (ψ)] =
∫
R2
φ(x)ψ(y)Λ(x− y)dxdy, (9)
where Λ : R 7→ R+ is a non-negative definite distribution. In fact the covariance structure
of W is better described in Fourier modes. Indeed, the distribution Λ can be seen as the
inverse Fourier transform of a measure µ on R defined by
µ(dξ) = cH |ξ|1−2Hdξ.
Then for φ, ψ ∈ D(R) we have
E [W (φ)W (ψ)] =
∫
R
Fφ(ξ)Fψ(ξ)µ(dξ). (10)
It can be shown that (10) defines an inner product on D(R). We call H the completion
of D(R) with this inner product. It also holds that the variance of our noise W has an
alternate direct-coordinate representation (see e.g. [15, relation (2.8)]) in addition to the
one suggested by (10). Namely for φ ∈ H, we have
E[W (φ)]2 = cH
∫
R
∫
R
|φ(x+ y)− φ(x)|2
|y|2−2H dxdy. (11)
The mapping φ 7→W (φ) defined in D(R) extends to a linear isometry between H and the
Gaussian space spanned by W . This isometry will be denoted by
W (φ) =
∫
R
φ(x)W (dx). (12)
Remark 2.8. Notice that the measure µ(dξ) = cH |ξ|1−2Hdξ satisfies the following condition∫
R
µ(dξ)
1 + |ξ|2(1−α) <∞, for α < H. (13)
This relation will be crucial in order to see that W belongs to a weighted Besov space in the
proposition below.
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Proposition 2.9. For all κ ∈ (1−H, 1) and every arbitrary σ > 0, W has a version in
B−κ,wˆσ∞,∞ , where wˆσ is given in Definition 2.1 and B−κ,wˆσ∞,∞ is introduced in Definition 2.5. In
addition the random variable ‖W‖B−κ,wˆσ∞,∞ has moments of all orders.
Proof. Consider κ, κ′ such that κ > κ′ > 1 − α, where α is defined by (13). Due to (13)
observe that this implies that we can consider any κ > 1−H . For q ≥ 1, denote the Besov
space B−κ′,wˆσ2q,2q by Aq. The proof relies on the fact that for large enough q, Aq is continuously
embedded in B−κ,wˆσ∞,∞ , i.e.,
‖W˙‖B−κ,wˆσ∞,∞ . ‖W˙‖Aq . (14)
Hence it is enough to work with ‖W˙‖Aq .
Let us now evaluate the quantity ‖W˙‖Aq . To this aim, notice that ∆jf(x) = [Kj ∗ f ] (x)
where Kj(z) = 2
jdF−1χ(2jz). Therefore, using the notation Kj,x(y) = Kj(x− y) we obtain:
E
[
‖W˙‖2qAq
]
=
∑
j≥−1
2−2qjκ
′
∫
R
E
[|W (Kj,x)|2q] wˆ2qσ (x)dx. (15)
Using the fact that W (Kj,x) is Gaussian we thus have
E
[|W (Kj,x)|2q] ≤ cqEq [|W (Kj,x)|2] .
Consequently, (15) can be recast as:
E
[
‖W˙‖2qAq
]
≤ cq
∑
j≥−1
2−2qjκ
′
∫
R
E
q
[|W (Kj,x)|2] wˆ2qσ (x)dx. (16)
Now let us work with E
[|W (Kj,x)|2]. According to (9) we have
E
[|W (Kj,x)|2] =
∫
R
|FKj,x(ξ)|2µ(dξ).
Let us introduce a new measure ν on R defined by ν(dξ) = µ(dξ)
1+|ξ|2(1−α) . Notice that due
to (13), ν is a finite measure. Since Kj = F−1χj and the support of χ is in a closed interval,
say [a, b], we obtain:
E
[|W (Kj,x)|2] =
∫
R
∣∣χ(2−jξ)∣∣2µ(dξ) ≤ ∫
R
1[0,2jb](|ξ|)
(
1 + |ξ|2(1−α)
)
ν(dξ) (17)
≤ ν ([0, 2jb]) (1 + (2jb)2(1−α)) ≤ cµ22(1−α)j . (18)
Therefore plugging (17) into (16) and recalling that 1− α < κ′ < κ, we get:
E
[
‖W˙‖2qAq
]
≤ cq
∑
j≥−1
2−2qjκ
′
∫
R
cqµ2
(1−α)jqwˆ2qσ (x)dx
= Cq,µ
(∫
R
wˆ2qσ (x)dx
) ∑
j≥−1
22qj(1−α−κ
′). (19)
Owing to the Definition 2.1 of wˆσ, it is now readily checked that the right hand side of (19)
is convergent whenever q is large enough.
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Similar calculations as the ones leading to (19) also show that the random variable
‖W‖B−κ,wˆσ∞,∞ has moments of all orders. 
3. Pathwise solution
Now that we have proved that our noise W˙ is almost surely an element of B−κ,wˆσ∞,∞ , we
will transform our stochastic eq. (1) into a deterministic one, which will be solved in the
Riemann-Stieltjes sense. We first label an assumption on a general distribution driving the
heat equation.
Hypothesis 3.1. Let δ ∈ (0, 1) be a fixed constant and σ > 0 be an arbitrarily small constant.
We consider a distribution W on R such that W ∈ B−κ,wˆσδ∞,∞ with κ ∈ (0, 1).
Remark 3.2. The constant δ ∈ (0, 1) in Hypothesis 3.1 is related to the exponential weights
in Definition 2.1.
We now introduce the notion of solution for equation (1) which will be considered in the
sequel.
Definition 3.3. Let W be a distribution satisfying Hypothesis 3.1. Let u ∈ Cκu,λ,σq for
λ, σ > 0 and κu ∈ (κ, 1), where Cκu,λ,σq is introduced in Notation 2.7. Consider an initial
condition u0 ∈ Bκu,v0q,p where we recall vt = wλ+σt. We say that u is a mild solution to equation
∂u
∂t
=
1
2
∆u+ uW (20)
with initial condition u0, if it satisfies the following integral equation
ut = ptu0 +
∫ t
0
pt−s(usW )ds. (21)
Remark 3.4. In (21), we implicitly assume that the product of distributions u · W is well
defined. This will be treated in the forthcoming Lemma 3.8.
Before we can solve equation (21), we list a few results which would prove useful later.
The first one recalls the action of the heat semigroup on weighted Besov spaces.
Lemma 3.5. The following smoothing effect of the heat flow is valid in Besov spaces: Let
κˆ ≥ κ be real numbers, γ0 > 0 and q ∈ [1,∞]. Then there exists C <∞ such that uniformly
over γ ≤ γ0 and t > 0,
‖ptf‖Bκˆ,wγq,∞ ≤ Ct
− κˆ−κ
2 ‖f‖Bκ,wγq,∞
Proof. See [20, Proposition 3.11]. 
We now give a result on comparison of Besov norms for different weights w.
Lemma 3.6. Let w1, w2 ∈ W be such that w1 ≤ w2. Then for every f ∈ Bκ,w2p,q we have
‖f‖Bκ,w1p,q ≤ ‖f‖Bκ,w2p,q
Proof. Follows easily from Definition 2.5. 
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Our next preliminary lemma is an elementary comparison between the weights correspond-
ing to Definition 2.1.
Lemma 3.7. Recall that the weight vt = wλ+σt has been defined for t ≥ 0 in Notation 2.7.
Then for 0 ≤ s < t we have
vt ≤ cσ|t− s|−σvswˆδσ
Proof. For 0 ≤ s < t, observe that vt = vse−σ(t−s)|x|δ∗ . Then we use the fact that there exists
a constant cα such that
0 ≤ xαe−sx ≤ cα
sα
for x, α, s ∈ R+
Consequently e−σ(t−s)|x|
δ
∗ ≤ cσ|t− s|−σ|x|−σδ∗ which implies vt ≤ cσ|t− s|−σvswˆσδ 
Let us recall the definition of products of distributions within the weighted Besov spaces
framework.
Lemma 3.8. Let α < 0 < β be such that α+ β > 0. In addition, consider p, q ∈ [1,∞] and
ν ∈ [0, 1]. Let p1, p2 ∈ [1,∞] be such that
1
p1
=
ν
p
,
1
p2
=
1− ν
p
and w = wγwˆσ.
Then the mapping (f, g) 7→ fg can be extended to a continuous linear map from Bα,wγp1,q ×Bβ,wˆσp2,q
to Bα,wp,q . Moreover there exists a constant C such that
‖fg‖Bα,wp,q ≤ C‖f‖Bα,wγp1,q ‖g‖Bβ,wˆσp2,q .
Proof. The proof is similar to that of [20, Corollary 3.21]. 
We also include the following extension of Gronwall’s Lemma taken from [9, Lemma 15]
which will be required in order to show existence of our solution.
Lemma 3.9. Let g : [0, T ] 7→ R+ be a non-negative function such that
∫ T
0
g(s)ds < ∞.
Let (fn, n ∈ N) be a sequence of non-negative functions on [0, T ] and k1, k2 be non-negative
numbers such that for 0 ≤ t ≤ T ,
fn(t) ≤ k1 +
∫ t
0
(k2 + fn−1(s))g(t− s)ds. (22)
If sup0≤s≤T f0(s) <∞, then supn≥0 sup0≤t≤T fn(t) <∞, and if k1 = k2 = 0, then
∑
n≥0 fn(t)
converges uniformly on [0, T ].
We are ready to state our main result about existence and uniqueness of solution for our
abstract heat equation (20).
Proposition 3.10. Let W be a distribution as in Hypothesis 3.1. Consider λ > 0 and q ≥ 1.
Then there exists a unique solution to equation (21) lying in Cκu,λ,σq where κu ∈ (κ, 1) and
where Cκu,λ,σp is defined in Notation 2.7.
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Proof. We will follow a standard Picard iteration scheme to prove our result. Consider a
small time interval [0, τ ] where τ is to be fixed later. We restrict all spaces and corresponding
norms on this time interval. Define u(0) ≡ u0 and for n ≥ 0 set
u
(n+1)
t =
∫ t
0
pt−s(u(n)s W )ds. (23)
Fix κu ∈ (κ, 1) and consider δu(n)t = u(n+1)t −u(n)t . Observe that from (23) and then applying
Lemma 3.5 we obtain
‖δu(n+1)t ‖Bκu,vtq,∞ ≤
∫ t
0
‖pt−s(δu(n)s W )‖Bκu,vtq,∞
≤ C
∫ t
0
|t− s|−κu+κ2 ‖δu(n)s W ‖B−κ,vtq,∞ ds.
where here and in the following C is a generic constant which may change in subsequent
steps. Now applying Lemmas 3.6 and 3.7 we get
‖δu(n+1)t ‖Bκu,vtq,∞ ≤ C
∫ t
0
(t− s)−κu+κ2 −σ‖δu(n)s W ‖B−κ,vswˆδσq,∞ ds.
Using ν = 1 in Lemma 3.8 and observing κu > κ, we find
‖δu(n)s W ‖B−κ,vswˆδσq,∞ ≤ ‖δu
(n)
s ‖Bκu,vsq,∞ ‖W ‖B−κ,wˆδσ∞,∞ .
Consequently,
‖δu(n+1)t ‖Bκu,vtq,∞ ≤ C‖W ‖B−κ,wˆδσ∞,∞
∫ t
0
‖δu(n)s ‖Bκu,vsq,∞
|t− s|(κu+κ)/2+σ
ds. (24)
Observe that
sup
0≤s≤τ
‖δu(0)s ‖Bκu,vsq,∞ = sup
0≤s≤τ
‖u(1)s − u(0)s ‖Bκu,vsq,∞ = sup
0≤s≤τ
‖psu0 − u0‖Bκu,vsq,∞ .
Also recall that vs = wλ+σs, where the weight wλ+σs has been defined in Definition 2.1 above.
Consequently ‖psu0‖Bκu,vsq,∞ ≤ ‖psu0‖Bκu,v0q,∞ . Thus, owing to Lemma 3.5 and 3.6, we have
sup
0≤s≤τ
‖δu(0)s ‖Bκu,vsq,∞ ≤ sup
0≤s≤τ
‖psu0 − u0‖Bκu,v0q,∞ ≤ C‖u0‖Bκu,v0q,∞
which is finite by our assumption on the initial condition. We can thus apply Gronwall’s
Lemma as stated in Lemma 3.9 to equation (24). As a consequence we find
∑
n≥0 ‖δu(n)s ‖Bκu,vsq,∞
converges uniformly on [0, τ ] and thus u(n) converges uniformly in Cκu,λ,σq . This proves exis-
tence of a solution on [0, τ ] (observe that we don’t need τ to be small for this step).
In order to prove uniqueness, we can resort to the same techniques. Consider two solutions
u1 and u2 in Cκu,λ,σq and set u12 = u1 − u2. We have to show u12 ≡ 0. Since we have
u12t =
∫ t
0
pt−s(u12s W )ds,
we obtain similarly to (24)
‖u12t ‖Bκu,vtq,∞ ≤ C‖W ‖B−κ,wˆδσ∞,∞
∫ t
0
‖u12s ‖Bκu,vsq,∞
|t− s|(κu+κ)/2+σ
ds.
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Therefore, choosing σ small enough we get:
‖u12t ‖Bκu,vtq,∞ ≤
(
C‖W ‖B−κ,wˆδσ∞,∞ τ
η
)
sup
0≤s≤τ
‖u12s ‖Bκu,vsq,∞ .
where η = 1 − (κu+κ
2
+ σ
)
. Then choosing τ small enough so that (‖W ‖B−κ,wˆδσ∞,∞ τ
η) < 1, we
find ‖u12t ‖Bκu,vtq,∞ = 0 for all t ∈ [0, τ ]. This achieves uniqueness on the small interval [0, τ).
In order to get global existence and uniqueness we observe that our considerations above
do not depend on the initial condition of the solution. Hence one can repeat the proof on
subsequent intervals of size τ to get the result. 
We can now apply our general Proposition 3.10 in order to solve our original equation (1).
Theorem 3.11. Let W be the centered Gaussian noise defined by (10), with H ∈ (0, 1
2
)
and
consider κ ∈ (1−H, 1). Let u0 ∈ Bκu,wλq,∞ for a given λ > 0 and κu ∈ (κ, 1), where wλ = e−λ|x|δ∗
is defined in Definition 2.1. Consider the space Cκu,λ,σq introduced in Notation 2.7. Then
equation (1) admits a solution which is unique in Cκu,λ,σq .
4. Feynman-Kac representation
In this section we shall establish a Feynman-Kac representation for the solution of (1),
which will be at the heart of our Lyapounov computations. We first introduce some addi-
tional notations about random environments.
Notation 4.1. Let B be a Brownian motion defined on a probability space (Ωˆ, Fˆ ,P), inde-
pendent of the space (Ω,F ,P) on which W is defined. In the sequel we denote by E (resp.
E) the expectation on (Ω,F ,P) (resp. (Ωˆ, Fˆ ,P)). We will also write Ex when we want to
highlight the initial value x of the Brownian motion B.
We now introduce the Feynman-Kac functional we shall use in order to represent the
solution of (1).
Notation 4.2. Let W be the Gaussian noise defined by (10). For ε > 0 we set
V εt (x) =
∫ t
0
∫
R
lε(B
x
r − y)W (dy)dr, (25)
where lε stands for the ε-mollifier generated from the standard bump function l as given in
the general notation of the Introduction. We will also write, somehow informally
Vt(x) =
∫ t
0
W (δBxs )ds =
∫ t
0
∫
R
δ0(B
x
r − y)W (dy)dr, (26)
which will be seen as a L2-limit of the random variables V εt .
We state the following lemma taken from [6] which will be used in the proof for Proposi-
tion 4.4
Lemma 4.3. For any non-decreasing sub-additive process Zt defined on (Ωˆ, Fˆ ,P) with con-
tinuous path and with Z0 = 0, the following inequality holds true for all θ > 0 and t > 0:
E [exp (θZt)] <∞ ∀θ, t > 0.
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In addition,
lim
t→∞
1
t
log (E [exp (θZt)]) = Ψ(θ),
where Ψ is a function from (0,∞) to [0,∞).
We now give a rigorous meaning to the quantity Vt(x) by showing that it can be seen as
a L2−limit of V εt (x). We also include some exponential bounds which are crucial for the
Feynman-Kac representation of (1).
Proposition 4.4. For ε > 0, t ≥ 0 and x ∈ R, let V εt (x) be defined by (25). Then
(i) {V εt (x); ε > 0} is a convergent sequence in L2(Ω× Ωˆ). We call its limit Vt(x), where
Vt(x) is defined by (26).
(ii) For all q ≥ 1 we have
lim
ε↓0
E⊗ E [∣∣eqV εt − eqVt∣∣] = 0.
Proof. We divide this proof in several steps.
Step 1: Proof of (i). Observe that V εt (x) can be written as
∫ t
0
W (lε(B
x
r − ·))dr, where
W (lε(B
x
r − ·)) has to be understood as a Wiener integral conditionally on B (see (12)). In
the following we try to find limε1,ε2→0E ⊗ E [V ε1t (x)V ε2t (x)], which is enough to ensure the
L2 convergence of V εt (x). To this aim, we invoke the isometry (10) in order to get
E⊗ E [V ε1t (x)V ε2t (x)] = E
[∫ t
0
∫ t
0
W (lε1(B
x
u − ·))W (lε2(Bxv − ·))du dv
]
= E
∫ t
0
∫ t
0
∫
R
F lε1(Bxu − ·)(ξ)F lε2(Bxv − ·)(ξ)µ(dξ) du dv.
Taking into account the expression for F lε(Bxu − ·) we thus get
E⊗ E [V ε1t (x)V ε2t (x)] = E
[∫ t
0
∫ t
0
∫
R
F l(ε1ξ)e−ι〈ξ,Bxu〉F l(ε2ξ)eι〈ξ,Bxv 〉µ(dξ) du dv
]
= E
[∫
R
(
e−ι〈ξ,B
x
u−Bxv 〉du dv
)F l(ε1ξ)F l(ε2ξ)µ(dξ)
]
. (27)
We can now use the fact that Bxu − Bxv ∼ N (0, v − u) to write
E⊗E [V ε1t (x)V ε2t (x)] =
∫
R
(∫
[0,t]2
ψε1,ε2(u, v; ξ)dudv
)
µ(dξ), (28)
where ψε1,ε2(u, v; ξ) is defined by
ψε1,ε2(u, v; ξ) = e
− 1
2
|ξ|2|v−u|F l(ε1ξ)F l(ε2ξ).
Moreover, setting ψ(u, v; ξ) = e−
1
2
|ξ|2|v−u|, it is readily seen that
lim
ε1,ε2→0
ψε1,ε2(u, v; ξ) = ψ(u, v; ξ), and |ψε1,ε2(u, v; ξ)| ≤ |ψ(u, v; ξ)| .
In addition, the reader can check that∫
R
∫
[0,t]2
ψ(u, v; ξ) du dv µ(dξ) ≤ c µ(dξ)
1 + |ξ|2 <∞.
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Therefore, a standard application of the dominated convergence theorem to relation (28)
proves that for every sequence εn converging to zero, V
εn
t (x) converges in L
2 to a limit
denoted by Vt(x) as mentioned before.
Step 2: Conditional law of Vt(x). We will next show that Vt is conditionally Gaussian for all
t ≥ 0 with conditional variance given by
E
[
V 2t
]
=
∫
R
∣∣∣∣
∫ t
0
eıξBsds
∣∣∣∣
2
µ(dξ). (29)
This will follow from similar calculations as before. First observe that V εt is conditionally
Gaussian, with conditional variance given by
E[V εt ]
2 = E
[(∫ t
0
W (lε(B
x
r − ·))dr
)2]
(30)
The right hand side of (30) can be simplified by using the covariance structure of our noise
as follows, using the same computations as for (27):
E
[
(V εt )
2] = ∫ t
0
∫ t
0
E [W (lε(B
x
r − ·))W (lε(Bxs − ·))] drds =
∫
R
|F l(εξ)|2
∣∣∣∣
∫ t
0
eıξBsds
∣∣∣∣
2
µ(dξ).
Since Vt is the L
2 limit of V εt and L
2 limits of Gaussian processes remain Gaussian, we now
have that conditioned on the Brownian motion, Vt is Gaussian with zero mean and variance
given by (29).
Step 3: Exponential moments of Vt. Our next aim is to show that Vt entertains exponential
moments. Specifically we will prove that for all q > 0 we have
E⊗ E [eqVt] <∞. (31)
Since we have already shown that Vt is conditionally Gaussian, we have
E
[
eqVt
]
= exp
(
q2
2
∫
R
∣∣∣∣
∫ t
0
eıξBsds
∣∣∣∣
2
µ(dξ)
)
. (32)
Hence, the unconditional expectation of eqVt is given by
E⊗E (eqVt) = E
[
exp
(
q2
2
∫
R
∣∣∣∣
∫ t
0
eıξBsds
∣∣∣∣
2
µ(dξ)
)]
.
To see that this quantity is finite let us define the following random variable
Zt =
1
t
∫
R
∣∣∣∣
∫ t
0
eıλBudu
∣∣∣∣
2
µ(dλ).
Observe that we can write:
Zs+t
s+ t
=
1
(s+ t)2
∫
R
∣∣∣∣
∫ s+t
0
eıλBudu
∣∣∣∣
2
µ(dλ)
=
∫
R
∣∣∣∣ ss+ t
(
1
s
∫ s
0
eıλBudu
)
+
t
s+ t
(
1
t
∫ s+t
s
eıλBudu
)∣∣∣∣
2
µ(dλ). (33)
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Using Jensen’s inequality in (33) we now obtain:
Zs+t
s+ t
≤
∫
R
(
s
s+ t
∣∣∣∣1s
∫ s
0
eıλBudu
∣∣∣∣
2
+
t
s+ t
∣∣∣∣1t
∫ s+t
s
eıλBudu
∣∣∣∣
2
)
µ(dλ)
=
Zs + Z
′
t
s+ t
where Z ′t =
1
t
∫
R
∣∣∣∣
∫ s+t
s
eıλBudu
∣∣∣∣
2
µ(dλ).
We have thus obtained that Z satisfies the following sub-additive property:
Zs+t ≤ Zs + Z ′t. (34)
Moreover, notice that Z ′t above can be written as
Z ′t =
1
t
∫
R
∣∣∣∣
∫ s+t
s
eıλ(Bu−Bs)du
∣∣∣∣
2
µ(dλ),
due to the fact that |e−iλBs |2 = 1. Hence, it is readily checked that Z ′t is independent of
{Bu; 0 ≤ u ≤ s} and thus also independent of {Zu; 0 ≤ u ≤ s}. In addition, Z ′t d= Zt. Let us
now slightly generalize those considerations. Namely, consider a new process Z˜ defined as
Z˜T = max
t≤T
Zt. (35)
It is easily seen that the new process Z˜t is also sub-additive in nature. In other words, for
all T1, T2 ≥ 0, we have
Z˜T1+T2 ≤ Z˜T1 + Z˜ ′T2,
where Z˜ ′T2 is independent of {Z˜t; 0 ≤ t ≤ T1} with Z˜ ′T2
d
= Z˜T2 . In addition, since Z˜0 = 0 and
Z˜ has continuous paths, we can apply Lemma 4.3 in order to obtain for all θ > 0 and t > 0:
E
[
exp
{
θZ˜t
}]
<∞,
and as a direct consequence we also have:
E [exp {θZt}] <∞.
This proves the boundedness of the unconditional expectation of the exponential moments
of Vt as expressed in (31).
Step 4: Conclusion. Observe that using the mean value theorem in its integral form and
then Cauchy-Schwarz inequality one can write:
E⊗ E [∣∣eqV εt − eqVt∣∣] = E⊗E [∣∣∣∣q (Vt − V εt )
∫ 1
0
eλqV
ε
t +(1−λ)qVt
∣∣∣∣
]
≤ q(E⊗E [|Vt − V εt |2]) 12
(
E⊗ E
[∣∣∣∣
∫ 1
0
eλqV
ε
t +(1−λ)qVtdλ
∣∣∣∣
2
]) 1
2
. (36)
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Using Cauchy-Schwarz inequality on two consecutive occasions separated by Fubini, the
object on the right hand side in (36) can be further decomposed as:
E⊗E
[∣∣∣∣
∫ 1
0
eλqV
ε
t +(1−λ)qVtdλ
∣∣∣∣
2
]
≤
∫ 1
0
E⊗ E [e2λqV εt +2(1−λ)qVt] dλ
≤
∫ 1
0
(
E⊗ E [e4λqV εt ]) 12 (E⊗ E [e4(1−λ)qVt]) 12dλ (37)
Observe from the variance of V εt calculated earlier in (32) that
E
[
eqV
ε
t
]
= exp
[
q2
2
∫
R
e−εξ
2
∣∣∣∣
∫ t
0
eıξBsds
∣∣∣∣
2
µ(dξ)
]
,
and consequently
E⊗ E [eqV εt ] ≤ E⊗E [eqVt] .
Plugging this observation into (37) we obtain
E⊗E
[∣∣∣∣
∫ 1
0
eλqV
ε
t +(1−λ)qVtdλ
∣∣∣∣
2
]
≤ E⊗E [e4qVt] , (38)
which is finite by our considerations in Step 3 (see (31)). Using (38) in (36) we have
E⊗ E [∣∣eqV εt − eqVt∣∣] ≤ q(E⊗ E [|Vt − V εt |2]) 12(E⊗E [e4qVt]) 12 .
Since {V εt (x); ε > 0} is a convergent sequence in L2(Ω × Ωˆ), our conclusion now follows by
taking limits. 
With the exponential moments of Vt(x) in hand, we can now obtain the announced
Feynman-Kac representation of u.
Proposition 4.5. Consider the Gaussian noise W˙ defined by (10). Let u be the unique
solution of equation (1) with initial condition u0(x) = 1, written in its mild form as:
ut(x) = 1 +
∫ t
0
pt−s(usW˙ )ds. (39)
Then u can be represented as
ut(x) = Ex [exp (Vt(x))] , (40)
where Vt(x) is the Feynman-Kac functional defined by (26).
Proof. For ε > 0, let lε be the approximation of the identity given in the Introduction. We
define a smoothed noise W˙ ε by W˙ ε = W˙ ∗ lε, as well as the approximation uε of u as the
solution of
uεt(x) = 1 +
∫ t
0
pt−s(uεs W˙
ε)ds. (41)
Along the same lines as for Proposition 3.10 we can prove that
lim
ε↓0
uε = u in Cκu,λ,σq ,
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where κu, λ and q are defined in Proposition 3.10. In addition, since u
ε solves (41) in the
strong sense, it also admits a Feynman-Kac representation of the form
uεt(x) = E
[
eV
ε
t (x)
]
,
where V εt (x) is defined by (25). For any p ≥ 1, we are now claiming that for all T > 0 we
have
lim
ε↓0
sup
(t,x)∈[0,T ]×R
E [|uεt(x)− ut(x)|p] = 0. (42)
In order to get (42), notice that
E [|uεt(x)− ut(x)|p] = E
[∣∣E [eVt(x) − eV εt (x)]∣∣p]
≤ E⊗ E [|Vt(x)− V εt (x)|p (epVt(x) + epV εt (x))] .
An elementary application of Cauchy-Schwarz inequality and the fact that Vt(x), V
ε
t (x) are
conditionally Gaussian yield
E [|uεt(x)− ut(x)|p]
≤ cp
(
E⊗ E [|Vt(x)− V εt (x)|2])p2 [(E⊗ E [e2pV εt (x)]) 12 + (E⊗ E [e2pVt(x)]) 12] .
We can now apply directly Proposition 4.4 in order to get
lim
ε↓0
E [|uεt(x)− ut(x)|p] = 0.
The proof of (40) is now achieved. 
5. Principal eigenvalues
Recall that we have shown in Proposition 4.5 that the unique solution u of our stochastic
heat equation (39) can be written as
ut(x) = Ex [exp(Vt(x))] = Ex
[
exp
(∫ t
0
W (δBs)ds
)]
,
where the second identity stems from (26).
Furthermore, W being a homogeneous noise, the asymptotic behavior of u does not depend
on the space parameter x ∈ R. For sake of simplicity we will thus consider x = 0 and
investigate the quantity
ut(0) = E0
[
exp
(∫ t
0
W (δBs)ds
)]
.
As we will see later on the following equivalence holds true as t→∞:
E0
[
exp
(∫ t
0
W (δBs)ds
)]
≈ exp (tλW˙ (QRt)) (43)
for a given region Rt and a principal eigenvalue type quantity λW˙ defined as
λW˙ (D) = sup
g∈K(D)
{
W (g2)− 1
2
∫
D
|g′(x)|2dx
}
. (44)
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In (44), K(D) is a set of functions defined by
K(D) = {g ∈ S(D) : ‖g‖2 = 1 and g′ ∈ L2(R)} , (45)
where S(D) is the space of infinitely smooth functions that vanish at the boundary of an
open domain D. Notice that K(D) can be seen as a subset of the classical Sobolev space
W 1,2(R). In addition, observe that the set K(D) is not compact, so that the reader might
think that the sup defining λW˙ (D) in (44) is ill-defined. However, as we will see in the proof
of Proposition 5.9, our optimization can be reduced by scaling to a compact set G(D) defined
by
G(D) :=
{
g ∈ S(D) : ‖g‖22 +
1
2
‖g′‖22 = 1
}
. (46)
Before establishing relation (43), we will try to get some information about the limiting
behavior of λW˙ (D) as the size of the box D becomes large.
5.1. Basic results. In this section we establish some Gaussian and analytic results which
will be building blocks in the asymptotics (43). We start by noting thatW (g) is a well-defined
Gaussian field on the space K(D) defined by (45).
Lemma 5.1. Let g ∈ K(D) for any D ⊂ R. Then
W (g2)− 1
2
‖g‖22 <∞ a.s.
Proof. Note that the variance of W (g2) is given by
Var
[
W (g2)
]
= cH
∫
R
∣∣Fg2(ξ)∣∣2|ξ|1−2Hdξ. (47)
Also observe that for g ∈ K(D) we have
∣∣Fg2(ξ)∣∣ = ∣∣∣∣
∫
R
e−ıξxg2(x)dx
∣∣∣∣ ≤
∫
R
∣∣g2(x)∣∣dx = 1.
In addition, an elementary integration by parts argument shows that∫
R
e−ıξxg2(x)dx = −i
∫
R
(
1
ξ
dg2
dx
)
e−iξxdx.
Hence for any ξ ∈ R and g ∈ K(D) we get
∣∣Fg2(ξ)∣∣ ≤ |ξ|−1 ∫
R
∣∣∣∣dg2dx (x)
∣∣∣∣dx = 2|ξ|−1
∫
R
|g(x)||g′(x)|dx ≤ 2|ξ|−1‖g′‖2,
where the last inequality follows from Cauchy-Schwarz inequality and observing that ‖g‖2 =
1 for g ∈ K(D). Let us now break up the variance in two parts by utilizing the two bounds
just established.∫
R
∣∣Fg2(ξ)∣∣2|ξ|1−2Hdξ ≤ ∫ 1
−1
|ξ|1−2Hdξ + 4‖g′‖22
∫
|ξ|≥1
|ξ|−(1+2H)dξ = 1
1−H +
4‖g′‖22
H
(48)
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We thus get that the variance of W (g2) is bounded and consequently W (g2) is finite almost
surely. Coupled with the fact that ‖g′‖2 <∞ whenever g is an element of K(D), we get that
W (g2)− 1
2
‖g′‖22 <∞ a.s.

Remark 5.2. The following variational quantity will play a prominent role in our limiting
results (see also (7) in Theorem 1.2):
E ≡ sup
g∈G(R)
∫
R
∣∣∣∣
∫
R
eıλxg2(x)dx
∣∣∣∣
2
|λ|1−2Hdλ, where G is defined by (46). (49)
The computations of Lemma 5.1 imply that E is a finite quantity. Moreover, if we denote
E = E(W˙ ), then it is easily seen from relation (47) that
E(pW˙ ) = p2E(W˙ ) (50)
The first result we need on Gaussian processes is an entropy type bound.
Lemma 5.3. Let W˙ be the noise defined by (10), and recall that G(−ε, ε) is given by (46)
for all ε > 0. Then we have:
lim
ε→0+
E
[
sup
g∈G(−ε,ε)
W (g2)
]
= 0.
Proof. The beginning of the proof is similar to [8, Lemma 2.2], and we will skip the details
for sake of conciseness. Indeed, one can mimic the entropy arguments developed in [8,
Proposition 2.1] and show that
lim
δ↓0
E sup
{
W (g2); g ∈ G(Q1) and E[W (g2)]2 ≤ δ
}
= 0.
Then, still following the steps of [8, Lemma 2.2], it suffices to show that
lim
ε↓0
sup
g∈G(Qε)
E
[
W (g2)
]2
= 0. (51)
To establish (51) we use the alternate expression for our covariance function as in (11), which
yields the following expression for all functions g ∈ G(Qε):
E
[
W (g2)
]2
= cH
∫
R
∫
R
|g2(x+ y)− g2(x)|2
|y|2−2H dxdy. (52)
Since the domain of any function g ∈ G(Qε) is contained in Qε, let us break the right hand
side of (52) into three parts by integrating over three regions {Ri}i=1,2,3, where
R1 = {(x, y) : |x| ≤ ε, |x+ y| ≤ ε} ,
R2 = {(x, y) : |x| ≤ ε, |x+ y| > ε} ,
R3 = {(x, y) : |x| > ε, |x+ y| ≤ ε} .
Consequently,
E[W (g2)]2 = I1,ε + I2,ε + I3,ε,
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where
Ii,ε = cH
∫
Ri
|g2(x+ y)− g2(x)|2
|y|2−2H dxdy.
Let us now work with each integral Ii,ε in succession. In order to upper-bound I1,ε, observe
that ∣∣g2(x+ y)− g2(x)∣∣ = |g(x+ y) + g(x)| |g(x+ y)− g(x)| ,
and that
|g(x+ y)− g(x)| =
∣∣∣∣
∫ x+y
x
g′(z)dz
∣∣∣∣
≤
√∣∣∣∣
∫ x+y
x
|g′(z)|2dz
∣∣∣∣ |y| ≤ ‖g′‖2√|y|, (53)
by an application of the Cauchy-Schwarz inequality. Thus the integrand in I1,ε can be
upper-bounded as follows:
|g2(x+ y)− g2(x)|2
|y|2−2H =
|g(x+ y) + g(x)|2|g(x+ y)− g(x)|2
|y|2−2H
≤ 2 (g
2(x+ y) + g2(x)) ‖g′‖22|y|
|y|2−2H , (54)
where we have used (53) and the fact that |a+ b|2 ≤ 2(a2 + b2). Plugging (54) in I1,ε and
using the fact that ‖g′‖22 ≤ 2 for every g ∈ G(Qε), we obtain:
I1,ε ≤ 4cH
∫
R1
g2(x+ y) + g2(x)
|y|1−2H dxdy
= 4cH
[∫ ε
−ε
dx
∫ ε−x
−ε−x
dy
g2(x+ y)
|y|1−2H +
∫ ε
−ε
dx
∫ ε−x
−ε−x
dy
g2(x)
|y|1−2H
]
≤ 4cH
[∫ ε
−ε
dx
∫ ε
−ε
dz
g2(z)
|z − x|1−2H +
∫ ε
−ε
dx g2(x)
∫ 2ε
−2ε
dy
1
|y|1−2H
]
. (55)
Let us now recall some basic analytic facts taken from [1, Chapter 4]: the Sobolev space
W 1,2 is embedded in any Lk(R) for all k ≥ 2. More specifically, for all k ≥ 2 we have
‖g‖Lk(R) ≤ ck‖g‖W 1,2(R), (56)
where ck is a positive constant independent of g.
We shall invoke (56) in order to bound the first integral in the right hand side of (55).
Namely, apply Hölder’s inequality with two conjugate numbers p and q, which gives∫
(−ε,ε)2
g2(z)
|z − x|1−2H dxdz ≤
(∫
(−ε,ε)2
|g(z)|2pdxdz
) 1
p
(∫
(−ε,ε)2
dxdz
|z − x|(1−2H)q
) 1
q
.
We now take a small constant δ > 0 and q = 1−δ
1−2H , which means that p =
1−δ
2H−δ . Then
inequality (56) plus some elementary computations show that for ε < 1∫
(−ε,ε)2
g2(z)
|z − x|1−2H ≤ cH,δ‖g‖
2
W 1,2(R)ε ≤ 3cH,δε,
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where we resort to the fact that ‖g‖2W 1,2(R) ≤ 3 whenever g ∈ G(Qε) for the last inequality.
Using this information in (55) and noting that the second term in (55) is bounded thanks
to elementary considerations, we obtain:
I1,ε ≤ cH
(
3cH,δε+ ‖g‖22ε2H
) ≤ cH,δε2H . (57)
Let us now work with I2,ε and I3,ε. Observe that I2,ε can be expressed as follows:
I2,ε = cH
∫
R2
|g2(x+ y)− g2(x)|2
|y|2−2H dxdy
= cH
∫
R2
g4(x)
|y|2−2H dxdy
= cH
∫ ε
−ε
g4(x)
[∫ −ε−x
−∞
dy
|y|2−2H +
∫ ∞
ε−x
dy
|y|2−2H
]
dx
=
cH
1− 2H
∫ ε
−ε
g4(x)
[
1
(ε− x)1−2H +
1
(ε+ x)1−2H
]
dx.
We let the patient reader check that the same kind of identity holds for I3,ε. Thus, we find
that
I2,ε + I3,ε ≤ 2cH
1− 2H
∫ ε
−ε
g4(x)
[
1
(ε− x)1−2H +
1
(ε+ x)1−2H
]
dx. (58)
In order to bound the right hand side of (58), we use the same strategy as for I1,ε. Namely,
for p, q ≥ 1 satisfying 1
p
+ 1
q
= 1, Hölder’s inequality imply
I1,ε + I2,ε ≤ 2cH
1− 2H
(∫ ε
−ε
g4p(x)dx
) 1
p
[(∫ ε
−ε
dx
(ε− x)(1−2H)q
) 1
q
+
(∫ ε
−ε
dx
(ε+ x)(1−2H)q
) 1
q
]
.
As before, let us now fix q = 1−δ
1−2H . This implies that the integrals
∫ ε
−ε (ε± x)−(1−2H)qdx
are finite and each is equal to cδε
1−δ for a universal constant cδ. Putting together this
information, we find
I2,ε + I3,ε ≤ cH,δ‖g‖44pε
δ
q .
Moreover, a second usage of equation (56) plus the fact that ‖g‖W 1,2(R) ≤
√
3 yield:
‖g‖4p ≤ cp‖g‖W 1,2 ≤ cp
√
3.
Thus, we obtain:
I2,ε + I3,ε ≤ cH,δε
δ
q . (59)
Combining the inequalities (57) and (59) we find that
I1,ε + I2,ε + I3,ε ≤ cH,δεν ,
for a given ν > 0, uniformly for all g ∈ G(Qε). Therefore we get
lim
ε↓0
I1,ε + I2,ε + I3,ε = 0.
We have thus proved (51). 
We now introduce the scalings which will be needed in our future computations.
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Notation 5.4. For fixed u > 0 and t > 0 we introduce a scaling coefficient ht defined as:
ht =
√
u(log t)
1
2(1+H) . (60)
Then for each g ∈ S(R), we define a L2(R)-rescaled function gt as follows:
gt(x) =
√
htg(htx). (61)
Also, denote by Qr the open interval (−r, r).
We now see how to rescale the principal eigenvalues related to W˙ in boxes of the form Qr.
Lemma 5.5. Let W˙ be the Gaussian noise defined by (10). For a box Qt = (−t, t), recall
that λW˙ (Qt) is given by formula (44). Then the following relation holds true:
λW˙ (Qt) = h
2
t sup
g∈K(Qtht )
{
1
h2t
W (g2t )−
1
2
∫
Qtht
|g′(x)|2dx
}
, (62)
where the quantities ht and the function gt are introduced in Notation 5.4.
Proof. Notice that the map g 7→ gt when defined from K(Qtht) to K(Qt) is a L2(R)-
isomorphism between the two spaces. As a consequence, supg∈K(Qt)A(g) = supg∈K(Qtht )A(gt)
for any general functional A defined on a domain included in L2(R). Hence,
λW˙ (Qt) = sup
g∈K(Qt)
{
W (g2)− 1
2
∫
Qt
|g′(x)|2dx
}
= sup
g∈K(Qtht )
{
W (g2t )−
1
2
∫
Qt
|g′t(x)|2dx
}
.
Also, since g′t(x) = ht
3/2g′(htx), we get∫
Qt
|g′t(x)|2dx =
∫
Qt
h3t |g′(htx)|2dx = h2t
∫
Qtht
|g′(y)|2dy,
where the second identity is due to an elementary change of variable. Consequently,
λW˙ (Qt) = sup
g∈K(Qt)
{
W (g2)− 1
2
∫
Qt
|g′(x)|2dx
}
= h2t sup
g∈K(Qtht )
{
1
h2t
W (g2t )−
1
2
∫
Qtht
|g′(x)|2dx
}
, (63)
which is our claim. 
Remark 5.6. One can justify the scaling by ht given by (60) in the following way: let us
start with the rescaled version (62) of λW˙ (Qt), which is valid for any weight ht. In ad-
dition, we will see in Section 5.2 that the main quantity we should handle in (62) is the
family
{
h−2t W (g
2
t ); t ≥ 0
}
and we want this family of Gaussian random variables to remain
stochastically bounded in t as t→∞. Next an elementary computation (see (77) below for
more details) reveals that for all g ∈ K we have
σ2t,g ≡ Var
[
h−2t W (g
2
t )
]
= cH,gh
−2(1+H)
t . (64)
Due to the Gaussian nature of h−2t W (g
2
t ), we thus have (for all x > 0)
P
(
h−2t
∣∣W (g2t )∣∣ > x) ≤ c1e−c2x2/σ2t,g . (65)
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A natural way to have the family {h−2t W (g2t ); t ≥ 0} stochastically bounded is thus to pick
the minimal ht such that one can use Borel-Cantelli in the right hand side of (65). It is readily
checked that this is achieved as long as σ−2t,g is of order log t. Recalling the expression (64)
for σ2t,g, this yields ht of order (log t)
1/2(1+H).
In the following two subsections we explore the long-time asymptotics of λW˙ (Qt). More
precisely, we will try to prove the following:
lim
t→∞
λW˙ (Qt)
(log t)1/(1+H)
= (2cHE)1/1+H a.s. (66)
5.2. Upper Bound. In order to get the upper bound part of (66) we rely on the general idea
that principal eigenvalues over a large domain can be essentially bounded by the maximum
value among the principal eigenvalues on some sub-domains. See [12, Proposition 1] where
this result is proved when the potential is defined pointwise. In [8] the same result is stated
to be true for generalized functions as well. We start with an elementary lemma whose proof
is very similar to the aforementioned references.
Lemma 5.7. Let r > 0. There exists a non-negative continuous function Φ(x) on R whose
support is contained in the 1−neighborhood of the grid 2rZ, such that for any R > r and
any generalized function ξ,
λξ−Φy(QR) ≤ max
z∈2rZ∩QR
λξ(z +Qr+1), for all y ∈ Qr, (67)
where Φy(x) = Φ(x+ y). In addition Φ(x) is periodic with period 2r, namely
Φ(x+ 2rz) = Φ(x), x ∈ R, z ∈ Z, (68)
and there is a constant K > 0 independent of r such that
1
2r
∫
Qr
Φ(x)dx ≤ K
r
. (69)
We now show how to split the upper bound for the principal eigenvalue λW˙ (Qt) into small
subsets.
Lemma 5.8. Let W be the noise defined by (9) and Qt = (−t, t). We consider the principal
eigenvalue λW˙ (Qt) given by (44). Recalling that ht is given by (60), the following inequality
holds true:
λW˙ (Qt) ≤ h2t
(
K
r
+ max
z∈2rZ∩Qtht
Xz(t)
)
, (70)
where the random field {Xz(t); z ∈ 2rZ, t ≥ 0} is defined by:
Xz(t) = sup
g∈K(z+Qr+1)
{
W (g2t )
h2t
− 1
2
∫
Qtht
|g′(x)|2dx
}
. (71)
In (71), the set K(z +Qr+1) is given by (45) and the function gt is defined by (61).
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Proof. Let {Wt(ψ), ψ ∈ D(R)} be the generalized Gaussian field defined as Wt(ψ) = W (ψˆt)
where ψˆt(x) = htψ(htx). Then with the definition (61) of gt in mind, notice that W (g
2
t ) =
Wt(g
2). Thus invoking Lemma 5.5 we have:
1
h2t
λW˙ (Qt) = sup
g∈K(Qtht )
{
1
h2t
W (g2t )−
1
2
∫
Qtht
|g′(x)|2dx
}
= sup
g∈K(Qtht )
{
1
h2t
Wt(g
2)− 1
2
∫
Qtht
|g′(x)|2dx
}
= sup
g∈K(Qtht )
{〈
1
h2t
W˙t − 1
2r
∫
Qr
Φydy, g2
〉
+
〈
1
2r
∫
Qr
Φy(x)dy, g2
〉
− 1
2
∫
Qtht
|g′(x)|2dx
}
,
where 〈W˙t, g2〉 is understood in the distribution sense. Hence inequality (69) and the fact
that 〈g2, 1〉 = 1 if g ∈ K(Qtht) yields
1
h2t
λW˙ (Qt) ≤
K
r
+ sup
g∈K(Qtht )
{〈
1
h2t
W˙t − 1
2r
∫
Qr
Φydy, g2
〉
− 1
2
∫
Qtht
|g′(x)|2dx
}
.
Therefore bounding sup
∫
by
∫
sup and invoking the definition (44) of the principal eigen-
value, we end up with:
1
h2t
λW˙ (Qt) ≤
K
r
+
1
2r
∫
Qr
sup
g∈K(Qtht )
{〈
1
h2t
W˙t − Φy, g2
〉
− 1
2
∫
Qtht
|g′(x)|2dx
}
dy
≤ K
r
+
1
2r
∫
Qr
λ W˙t
h2t
−Φy(Qtht)dy.
We can now resort to (67) in order to get:
1
h2t
λW˙ (Qt) ≤
K
r
+ max
z∈2rZ∩Qtht
λ W˙t
h2t
(z +Qr+1) .
Recall again that W˙t is defined by Wt(ψ) = W (ψˆt) where ψˆt(x) = htψ(htx). Thus we have
1
h2t
λW˙ (Qt) ≤
K
r
+ max
z∈2rZ∩Qtht
Xz(t),
where the random fields {Xz(t); z ∈ 2rZ, t ≥ 0} are defined by (71). Our claim (70) is thus
easily deduced. 
We are ready to state the desired lower bound on our principal eigenvalue.
Proposition 5.9. Let λW˙ (Qt) be the principal eigenvalue of the random operator
1
2
∆ +
W˙ over the restricted space K(Qt) of functions having compact support on (−t, t), defined
by (46). Then the following limit holds:
lim sup
t→∞
λW˙ (Qt)
(log t)
1
1+H
≤ (2cHE)
1
1+H , a.s.
where we recall that E is defined by (49).
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Proof. We shall rely on relation (70) and bound maxz∈2rZ∩Qtht Xz(t) thanks to Gaussian
entropy methods. We divide the proof in several steps.
Step 1: Reduction to a Gaussian supremum. By homogeneity of the Gaussian field {W (φ);φ ∈
D(R)}, the random variables {Xz(t)}z∈2rZ∩Qtht are identically distributed. Consequently we
have
P
[
max
z∈2rZ∩Qtht
Xz(t) > 1
]
≤ # {2rZ ∩Qtht}P [X0(t) > 1]
≤
(
tht
r
)
P [X0(t) > 1] . (72)
Recalling the definition (71) of X0(t), we thus get
P
[
max
z∈2rZ∩Qtht
Xz(t) > 1
]
≤
(
tht
r
)
P
[
sup
g∈K(Qr+1)
{
1
h2t
W (g2t )−
1
2
∫
Qtht
|g′(x)|2dx
}
> 1
]
. (73)
Notice that in (73) the Gaussian supremum for the family (W (g2t )) is taken over the set
K given by (45). However, this set is not compact, which is not suitable for Gaussian
computations (see e.g. the discussion after [2, Lemma 1.3.1]). In the following steps we
will reduce our computations to an optimization over a compact set of the form G (see
equation (46)). To this aim, for any g ∈ K(Qr+1), set
φ =
g√
1 + 1
2
‖g′‖22
.
Notice that since ‖g‖2 = 1, we have
φ ∈ G(Qr+1), and φt = gt√
1 + 1
2
‖g′‖22
,
where the notation φt is given by (61). Therefore the following rough estimate holds true
for the parameter ht defined by (60):
1
h2t
W (φ2t ) ≤
1
h2t
sup
f∈G(Qr+1)
W (f 2t ).
Moreover, recalling that φ2t =
(
1 + 1
2
‖g′‖22
)−1
g2t , we find
1
h2t
W (g2t ) ≤
(
1 +
1
2
‖g′‖22
)
h2t
sup
f∈G(Qr+1)
W (f 2t ).
SHE DRIVEN BY ROUGH SPATIAL NOISE 25
Thus, subtracting ‖g′‖22 on both sides of the above equation we get the following relation for
all g ∈ K(Qr+1):
(
1
h2t
W (g2t )−
1
2
∫
Qr+1
|g′(x)|2dx
)
≤
(
1 +
1
2
‖g′‖22
)
h2t
sup
f∈G(Qr+1)
W (f 2t )−
1
2
‖g′‖22
Taking supremum over g ∈ K (Qr+1), this yields
X0(t) ≤ sup
g∈K(Qr+1)


(
1 +
1
2
‖g′‖22
)
h2t
sup
f∈G(Qr+1)
W (f 2t )−
1
2
‖g′‖22

 .
Consequently, if X0(t) ≥ 1, we also have
sup
g∈K(Qr+1)
(
supf∈G(Qr+1)W (f
2
t )
h2t
− 1
)(
1 +
1
2
‖g′‖22
)
≥ 0,
or otherwise stated: [
sup
f∈G(Qr+1)
W (f 2t )
h2t
− 1
]
sup
g∈K(Qr+1)
(
1 +
1
2
‖g′‖22
)
≥ 0.
It is readily checked that the above condition is met iff supf∈G(Qr+1)W (f
2
t ) ≥ h2t . Summa-
rizing, we have shown that
{X0(t) ≥ 1} ⊂
{
sup
f∈G(Qr+1)
W (f 2t ) ≥ h2t
}
,
which implies
P (X0(t) ≥ 1) ≤ P
[
sup
g∈G(Qr+1)
W (g2t ) ≥ h2t
]
. (74)
We are now reduced to the desired sup over a compact set.
Step 2: Gaussian concentration. We now evaluate the right hand side of (74) by standard
Gaussian supremum estimates. Namely, some elementary scaling arguments show that for
each g ∈ G (Qr+1), (
1 +
(h2t − 1)
2
‖g′‖22
)−1/2
gt ∈ G(Q(r+1)/ht).
Moreover by the linearity of Gaussian fields and due to the fact that ‖g′‖22 ≤ 2 whenever
g ∈ G(Qr+1), we get
E
[
sup
g∈G(Qr+1)
W (g2t )
]
≤ h2t E
[
sup
f∈G(Q(r+1)/ht)
W (f 2)
]
≡ h2t δt. (75)
In addition, Lemma 5.3 asserts that limt→∞ δt = 0 (notice that the fact of working on a box
with finite size r + 1 is crucial for this step). We are now in a position to invoke Borell-TIS
26 P. CHAKRABORTY, X. CHEN, B. GAO, S. TINDEL
concentration inequality for Gaussian fields (See [2, Theorem 2.1.2]) and our inequality (75),
which yields
P
[
sup
g∈G(Qr+1)
W (g2t ) ≥ h2t
]
= P
[
sup
g∈G(Qr+1)
W (g2t )− E
(
sup
g∈G(Qr+1)
W (g2t )
)
≥ h2t (1− δt)
]
≤ exp
[
−h
4
t (1− δt)2
2σ2t
]
, (76)
where σ2t is a parameter defined by σ
2
t = supg∈G(Qr+1)Var [W (g
2
t )].
We now find an upper bound for the term σ2t in (76). This is achieved as follows: Owing
to the definition (10) of the covariance of W , we have
σ2t = cH sup
g∈G(Qr+1)
∫
R
∣∣Fg2t (ξ)∣∣2|λ|1−2Hdλ
= cH sup
g∈G(Qr+1)
∫
R
∣∣∣∣
∫
R
eıλxg2t (x)dx
∣∣∣∣
2
|λ|1−2Hdλ.
Therefore, recalling the definition (61) of gt and invoking some easy scaling arguments we
obtain:
σ2t = cHh
2−2H
t sup
g∈G(Qr+1)
∫
R
∣∣∣∣
∫
R
eıλxg2(x)dx
∣∣∣∣
2
|λ|1−2Hdλ
≤ cHh2−2Ht sup
g∈G(R)
∫
R
∣∣∣∣
∫
R
eıλxg2(x)dx
∣∣∣∣
2
|λ|1−2Hdλ = cHh2−2Ht E , (77)
where we recall that E is a finite quantity according to (49). We can plug our upper
bound (77) for the item σ2t in (76) and replace ht by its value
√
u(log t)1/(2(1+H)). We end up
with:
P
[
sup
g∈G(Qr+1)
W (g2t ) ≥ h2t
]
≤ exp
(
−(1− δt)
2u1+H
2EcH log t
)
.
We wish the series
∑
k P
(
supg∈G(Qr+1)W (g
2
2k) ≥ h22k
)
to be convergent. To this aim, owing
to the fact that limt→∞ δt = 0, for t sufficiently large we get
P
(
sup
g∈G(Qr+1)
W (g2t ) ≥ h2t
)
≤ exp [− (1 + ν) log t] = 1
t1+ν
, (78)
where ν > 0 is a small enough constant, provided the following condition is met:
u > (2cHE)1/(1+H). (79)
Here we highlight the fact that t−(1+ν) is obtained in the right hand side of (78). This
exponent lead to our choice of scaling by ht =
√
u(log t)
1
2(1+H) in our computations (see
Remark 5.6).
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Step 3: Conclusion. Now, we summarize our steps so far. Thanks to (72), (74) and (78) we
have
P
[
max
z∈2rZ∩Qtht
Xz(t) ≥ 1
]
≤
(
tht
r
)
P [X0(t) ≥ 1]
≤
(
tht
r
)
P
[
sup
g∈G(Qr+1)
W (g2t ) ≥ h2t
]
≤
(
tht
r
)
exp (−(1 + ν) log t) = ht
r
1
tν
.
Take the sequence tk = 2
k. Then we have
P
[
max
z∈2rZ∩Qtkhtk
Xz(tk) ≥ 1
]
≤
√
u
r
(log tk)
1
2(1+H)
tνk
=
√
u
r
(k log 2)
1
2(1+H)2−kν,
and the right hand side of the above inequality is the general term of a convergent series.
By Borell-Cantelli Lemma, we thus have
lim sup
k→∞
max
z∈2rZ∩Qtkhtk
Xz(tk) < 1, a.s. (80)
We now draw conclusions on the principal eigenvalue itself. Indeed, from (70) and (80), it
is readily checked that
lim sup
k→∞
λW˙ (Qtk)
(log tk)
1
(1+H)
<
(
K
r
+ 1
)
u, a.s.
Thus some elementary monotonicity arguments show that
lim sup
t→∞
λW˙ (Qt)
(log t)
1
(1+H)
<
(
K
r
+ 1
)
u a.s. (81)
Since the constant K in (81) is independent of r, and r can be arbitrarily large, we also get
lim sup
t→∞
λW˙ (Qt)
(log t)
1
(1+H)
≤ u a.s.
Eventually recall that we had to impose the condition (79) on u. However u can be taken
as close as we wish to the value (2cHE)
1
1+H . As a consequence we get
lim sup
t→∞
λW˙ (Qt)
(log t)
1
(1+H)
≤ (2cHE)1/1+H a.s.

5.3. Lower Bound. This section is devoted to a lower bound counterpart of Proposition 5.9.
We start by a lemma asserting that λW˙ (Qt) cannot get too small with respect to an order
of magnitude of h2t .
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Lemma 5.10. Let λW˙ (Qt) be the principal eigenvalue of the random operator
1
2
∆+ W˙ over
the restricted space K(Qt) of functions having compact support on (−t, t). Then we have the
following upper bound:
P
[
λW˙ (Qt) ≤ h2t
] ≤ P
[
sup
g∈G(Qtht )
W (g2t )
h2t
≤ 1
]
. (82)
Proof. Observe that from (62),
P
(
λW˙ (Qt) ≤ h2t
)
= P
[
sup
g∈K(Qtht )
{
W (g2t )
h2t
− 1
2
∫
Qtht
|g′(x)|2dx
}
≤ 1
]
. (83)
Moreover,
P
[
sup
g∈K(Qtht )
{
W (g2t )
h2t
− 1
2
∫
Qtht
|g′(x)|2dx
}
≤ 1
]
≤ P
[
sup
g∈G(Qtht)
W (g2t )
h2t
≤ 1
]
. (84)
This is proved similarly to our considerations in Step 1 of the proof of Proposition 5.9, details
are included here for sake of clarity.
Namely, in order to prove (84), notice that for g ∈ G (Qtht), we have φ = g‖g‖2 ∈ K(Qtht).
Consequently
W (φ2t )
h2t
− 1
2
∫
Qtht
|φ′(x)|2dx ≤ sup
f∈K(Qtht )
{
W (f 2t )
h2t
− 1
2
∫
Qtht
|f ′(x)|2dx
}
.
Thus the bound
sup
f∈K(Qtht )
{
W (f 2t )
h2t
− 1
2
∫
Qtht
|f ′(x)|2dx
}
≤ 1 (85)
implies, still with φ = g/‖g‖2,
W (φ2t )
h2t
− 1
2
∫
Qtht
|φ′(x)|2dx ≤ 1.
This in turn gives the following inequality when we write down φ in terms of g:
W (g2t )
h2t
− 1
2
∫
Qtht
|g′(x)|2dx ≤ ‖g‖22.
Therefore we have obtained, for every g ∈ G(Qtht),
W (g2t )
h2t
≤ ‖g‖22 +
1
2
‖g′‖22 = 1,
where the last equality follows from the fact that g ∈ G(Qtht). Taking supremum and
recalling that we have assumed (85), we get{
sup
g∈K(Qtht )
{
W (g2t )
h2t
− 1
2
∫
Qtht
|g′(x)|2dx
}
≤ 1
}
⊂
{
sup
g∈G(Qtht )
W (g2t )
h2t
≤ 1
}
.
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Thus, (84) is proved and (83) can be further reduced to
P
[
λW˙ (Qt) ≤ h2t
] ≤ P
[
sup
g∈G(Qtht )
W (g2t )
h2t
≤ 1
]
,
which proves our result (82). 
Our next lemma is a general bound for Gaussian vectors with nontrivial covariance struc-
ture. It is borrowed from [8, Lemma 4.2] and will be used in a discretization procedure which
is part of our strategy for the lower bound on λW˙ (Qt).
Lemma 5.11. Let (ξ1, . . . , ξn) be a mean-zero Gaussian vector with identically distributed
components. Write R = maxi 6=j |Cov(ξi, ξj)| and assume that Var(ξ1) ≥ 2R. Then for any
A,B > 0, the following inequality holds true:
P
[
max
k≤n
ξk ≤ A
]
≤
(
P
[
ξ1 ≤
√
2R + Var(ξ1)
Var(ξ1)
(A+B)
])n
+P
[
U ≥ B√
2R
]
where U is a standard normal random variable.
We can now state our lower bound on the principal eigenvalue λW˙ (Qt).
Proposition 5.12. Under the same conditions as for Lemma 5.10, the following lower bound
is fulfilled:
lim inf
t→∞
λW˙ (Qt)
(log t)
1
(1+H)
≥ (2cHE)
1
1+H a.s.
Proof. We divide the proof in several steps.
Step 1: Reduction to a discrete Gaussian supremum. Let the constant r > 0 be fixed but
arbitrary and set Nt = 2rZ ∩Qt−r. When t is large enough (namely t > r and ht > 1), it is
readily checked that htz +Qr ⊂ Qtht for each z ∈ Nt. Hence,
sup
g∈G(Qtht )
W (g2t ) ≥ max
z∈Nt
sup
g∈G(htz+Qr)
W (g2t ).
and thus owing to (82),
P
[
λW˙ (Qt) ≤ h2t
] ≤ P
(
max
z∈Nt
sup
g∈G(htz+Qr)
W (g2t ) ≤ h2t
)
.
For any g ∈ G(Qr) and z ∈ Nt, notice that gz(·) ≡ g(· − htz) ∈ G(htz + Qr). Hence
maxz∈Nt supg∈G(htz+Qr)W (g
2
t ) ≥ maxz∈NtW ((gzt )2), for any g ∈ G(Qr). The consequent in-
equality is therefore:
P
[
λW˙ (Qt) ≤ h2t
] ≤ P(max
z∈Nt
W ((gzt )
2) ≤ h2t
)
. (86)
for any given (but arbitrary) g ∈ G(Qr).
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Step 2: Control of covariance. For ease of presentation let us denote W ((gzt )
2) by ξz(t). We
will try to control the covariance Cov(ξz(t), ξz′(t)) for z, z
′ ∈ Nt in order to show that the
assumptions of Lemma 5.11 are met. First notice that F((gz)2t ) can be also expressed as:
F ((gz)2t) (ξ) =
∫
R
e−ıξx{gzt (x)}2dx =
∫
R
e−ıξx
{√
htg
z(htx)
}2
dx =
∫
R
e−ıξxhtg2(ht(x− z))dx.
Therefore, with change of variable s = ht(x− z) we get:
F ((gz)2t ) (ξ) = e−ıξz
∫
R
e
−ıξ s
ht g2(s)ds = e−ıξzFg2
(
ξ
ht
)
(87)
Hence, the covariance of the random field ξz(t) is given by
Cov (ξz(t), ξz′(t)) =
∫
R
F(gz)2t (ξ)F(gz′)2t (ξ)µ(dξ)
= cH
∫
R
eıξ(z−z
′)
∣∣∣∣Fg2
(
ξ
ht
)∣∣∣∣
2
|ξ|1−2Hdξ,
where the last equality follows by using (87) and by plugging in the value of µ. Changing
variable, we can rewrite the covariance as
Cov (ξz(t), ξz′(t)) = cHh
2(1−H)
t
∫
R
eıhtu(z−z
′)
∣∣Fg2(u)∣∣2|u|1−2Hdu. (88)
In particular, we have
Var (ξ0(t)) = cHh
2(1−H)
t σ
2(g) (89)
where σ2(g) =
∫
R
|Fg2(u)|2|u|1−2Hdu, which is a finite quantity when g ∈ G(Qr) according
to (48).
Recall that ht =
√
u(log t)
1
2(1+H) and thus ht → ∞ as t → ∞. In addition, ht|z − z′| ≥
2htr uniformly for z 6= z′ in Nt. Also observe again that g ∈ G(Qr) and hence G(u) =
|Fg2(u)|2|u|1−2H is in L1 thanks to (48). By Riemann-Lebesgue lemma, we get the following
assertion uniformly for z 6= z′ in Nt:
lim
t→∞
∫
R
eıhtu(z−z
′)
∣∣Fg2(u)∣∣2|u|1−2Hdu = 0.
Therefore, plugging this information into (88), we end up with
Rt = max
z,z′∈Nt
z 6=z′
|Cov (ξz(t), ξz′(t))| = o(h2(1−H)t ). (90)
Furthermore observe that (89) implies limt→∞[Var(ξ0(t))/h
2(1−H)
t ] = cHσ
2(g) > 0. Thus we
also get Var(ξ0(t)) ≥ 2Rt for t sufficiently large. Summarizing our considerations so far, we
have proved that the family {ξz(t); z ∈ Nt} satisfies the conditions of Lemma 5.11 if t is large
enough. We now introduce an additional parameter v > 0 (to be chosen small enough later
on) and we resort to Lemma 5.11 with A = h2t and B = vh
2
t in order to write:
P
[
max
z∈Nt
ξz(t) ≤ h2t
]
≤ V 1t + V 2t (91)
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where Rt is defined by (90), and
V 1t =
(
P
[
ξ0(t) ≤ (1 + v)h2t
√
2Rt + Var(ξ0(t))
Var(ξ0(t))
])|Nt|
, V 2t = P
[
U ≥ vh
2
t√
2Rt
]
.
We now bound these two terms separately.
Step 3: Bound on V 2t . First, we bound the term V
2
t on the right hand side in (91). By a
classical bound on the normal tail probabilities:
P
[
U ≥ vh
2
t√
2Rt
]
≤ 1√
2pi
√
2Rt
vh2t
exp
(
−v
2h4t
4Rt
)
. (92)
Since by (90), Rt
h
2(1−H)
t
→ 0 as t→∞ we have for t sufficiently large
1√
2pi
√
2Rt
vh2t
< 1. (93)
As for the term inside the exponential in (92), observe that (recall ht =
√
u(log t)
1
2(1+H) again)
v2h4t
4Rt
=
v2h
2(1+H)
t
4
h
2(1−H)
t
Rt
=
v2u1+H
4
h
2(1−H)
t
Rt
log t,
and that for t sufficiently large
Rt
h
2(1−H)
t
4
v2u1+H
<
1
2
. (94)
Plugging (93) and (94) into (92), for t sufficiently large we have
V 2t = P
[
U ≥ vh
2
t√
2Rt
]
≤ 1√
2pi
√
2Rt
vh2t
exp
(
−v
2h4t
4Rt
)
≤ exp (−2 log t) = 1
t2
. (95)
Step 4: Bound on V 1t . Let us now bound V
1
t in (91), which can be written as
V 1t =
(
P
[
ξ0(t)√
Var(ξ0(t))
≤ (1 + v)h
2
t
√
2Rt + Var(ξ0(t))
Var(ξ0(t))
])|Nt|
. (96)
Therefore according to relation (89), we have
V 1t = (P [U ≤ lt])|Nt|
where we have set
lt =
(1 + v)h1+Ht
cHσ2(g)
√
2
Rt
h
2(1−H)
t
+ cHσ2(g).
In order to work with this last term we can rewrite it as:
V 1t = (P [U ≤ lt])|Nt| = (1−P [U > lt])|Nt|
=
[
exp
(
1
P[U > lt]
log (1−P[U > lt])
)]|Nt|P[U>lt]
. (97)
32 P. CHAKRABORTY, X. CHEN, B. GAO, S. TINDEL
Owing to (90) and the fact that limt→∞ ht = ∞, it is easily checked that limt→∞ lt = ∞.
Therefore,
lim
t→∞
exp
(
1
P[U > lt]
log (1−P[U > lt])
)
= e−1 (98)
Let us now concentrate on |Nt|P[U > lt] in (97). We use the following elementary facts
about lt:
(i) limt→∞ Rt
h
2(1−H)
t
= 0, and thus
lim
t→∞
(
lt − cv,gh1+Ht
)
= 0, where cv,g =
(1 + v)
c
1/2
H σ(g)
. (99)
(ii) Since limt→∞ lt =∞, we have limt→∞ ltel2t /2P[U > lt] = 1√2pi .
Using this information it is easy to see that
P[U > lt] ∼ e
− l
2
t
2
lt
∼
exp
(
− c2v,g
2
h
2(1+H)
t
)
√
2picv,gh
1+H
t
With the expression ht =
√
u(log(t))
1
2(1+H) in mind, this yields
P[U > lt] ∼
exp
(
− c2v,gu1+H
2
log(t)
)
√
2picv,g [u1+H log(t)]
1/2
and thus
P[U > lt] ∼ 1√
2picv,g[u1+H log(t)]
1/2t
c2v,gu
1+H
2
In addition, we also have |Nt| ∼ tr , which yields
|Nt|P[U > lt] ∼ t
1− c
2
v,gu
1+H
2√
2picv,g[u1+H log(t)]
1/2r
Recall now that cv,g is given by expression (99). Hence, choosing v small enough and provided
u <
(
2cHσ
2(g)
)1/1+H
, (100)
we can check that
c2v,gu
1+H
2
< 1. Consequently, for t large enough we obtain:
|Nt|P[U > lt] ≥ tβ, for some β > 0. (101)
Plugging (98) and (101) into (97), we get the following relation for t sufficiently large:
V 1t =
(
P
[
ξ0(t) ≤ (1 + v)h2t
√
2Rt + Var(ξ0(t))
Var(ξ0(t))
])|Nt|
≤ e−tβ . (102)
Step 5: Conclusion. Reporting inequalities (95) and (102) into (91), we find:
P
[
max
z∈Nt
W ((gz)2t ) ≤ h2t
]
≤ 1
t2
+
1
etβ
,
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for some β > 0 whenever
u <
(
2cHσ
2(g)
) 1
1+H .
Now appealing to (86) and using Borel-Cantelli Lemma:
lim inf
k→∞
h−2tk λW˙ (Qtk) > 1 a.s.
for some increasing sequence tk of integers. Thus the expression ht =
√
u(log t)
1
2(1+H) and
some elementary monotonicity arguments show that
lim inf
t→∞
λW˙ (Qt)(log t)
−1/(1+H) > u a.s.
Now thanks to (100) and taking u ↑ (2cHσ2(g))
1
1+H , we have for every g ∈ G(Qr),
lim inf
t→∞
λW˙ (Qt)(log t)
−1/(1+H) ≥ (2cHσ2(g)) 11+H a.s.
Recall that E = supg∈G(R) σ2(g). Hence taking supremum over g ∈ G(Qr) and letting r →∞
gives the needed lower bound
lim inf
t→∞
λW˙ (Qt)(log t)
−1/(1+H) ≥ (2cHE)
1
1+H a.s.

6. Lyapounov exponent
In this section we will combine the Feynman-Kac representation of u and our preliminary
study of the principal eigenvalue λW˙ (Qt) in order to get the logarithmic behavior of ut(x),
achieving the proof of our main Theorem 1.4.
6.1. Preliminary Results. Recall that V ε is defined by (25), and observe that one can
also write
V εt (x) =
∫ t
0
W˙ ε(Bs)ds,
where W˙ ε is the regularized noise given by
W˙ ε(x) =
∫
R
lε(x− y)W (dy). (103)
The following lemma will allow us to extend the domains on which principal eigenvalues
are computed. The interested reader is referred to [8, Lemma 2.2] for a proof.
Lemma 6.1. Let W be the Gaussian noise whose covariance is defined by (9), and let W˙ ε
be defined by relation (103). For a bounded measurable set D ⊂ R we write Dε = (−ε, ε)+D
and define for positive θ the eigenvalue type quantity λ+
θW˙
(D) by:
λ+
θW˙
(D) := lim
ε↓0
λθW˙ (Dε)
Then λθW˙ ε(D) is bounded as follows:
λθW˙ (D) ≤ lim inf
ε↓0
λθW˙ ε(D) ≤ lim sup
ε↓0
λθW˙ ε(D) ≤ λ+θW˙ (D) a.s.
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The second lemma below is a first relation between Feynman-Kac representations of equa-
tion (1) and principal eigenvalues. It is stated for a general potential ξ which is pointwise
defined but not necessarily bounded.
Lemma 6.2. Let ξ : R 7→ R be a potential, not necessarily bounded. Let τD be the stopping
time defined by τD = inf {t ≥ 0 : Bt /∈ D} for a measurable bounded set D ⊂ R. Then the
following inequalities hold where λξ(D) is defined similarly to (44):
(i) We have: ∫
D
Ex
[
exp
{∫ t
0
ξ(Bs)ds
}
1{τD≥t}
]
dx ≤ |D| exp {tλξ (D)} (104)
(ii) For any α, β > 1 satisfying 1
α
+ 1
β
= 1 and λ(β/α)ξ(D) <∞ we have for 0 < δ < t:∫
D
Ex
[
exp
{∫ t
0
ξ(Bs)ds
}
1{τD≥t}
]
dx ≥ (2pi)α/2δ1/2tα/(2β)|D|−2α/β×
exp
{−δ(α/β)λ(β/α)ξ(D)} exp {α(t+ δ)λα−1ξ(D)} . (105)
Proof. The proof of (104) relies on classical Feynman-Kac representations of semigroups.
Namely if Ttg is the semigroup on L
2(D) defined by
Ttg(x) = Ex
[
exp
{∫ t
0
ξ(Bs)ds
}
g(Bt)1{τD≥t}
]
, t ≥ 0, x ∈ D, (106)
it can be shown that the generator A of Tt admits a Dirichlet form defined by
〈g, Ag〉 =
∫
D
ξ(x)g2(x)dx− 1
2
∫
D
|∇g(x)|2dx.
One can prove that
λ0 ≡ sup
g∈D(A)
‖g‖=1
〈g, Ag〉 = sup
g∈K(D)
〈g, Ag〉 = λξ(D).
Then (104) is obtained thanks to some spectral representation techniques. The reader is
referred to [6] for further details and to [7] for the lower bound (105). 
The following lemma holds as a consequence of the Markov property for the Brownian
motion B, and will yield a second relation between Lyapounov exponent and our principal
eigenvalue. It is borrowed from [7, Section 4].
Lemma 6.3. Let ξ be a potential from R to R and D be a measurable bounded set. Let
0 < δ < t and assume 0 ∈ D. Let 1
α
+ 1
β
= 1.
(i) The following upper bound holds true:
E0
[
exp
{∫ t
0
ξ(Bs)ds
}
1{τD≥t}
]
≤
(
E0 exp
{
β
∫ δ
0
ξ(Bs)ds
})1/β
×
(
1
(2piδ)d/2
∫
D
Ex
[
exp
{
α
∫ t−δ
0
ξ(Bs)ds
}
1{τD≥t−δ}
]
dx
)1/α
.
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(ii) We also have the corresponding lower bound:
E0
[
exp
{∫ t
0
ξ(Bs)ds
}]
≥
(
E0 exp
{
−β
α
∫ δ
0
ξ(Bs)ds
})−α/β
×(∫
D
pδ(x)Ex
[
exp
{
1
α
∫ t−δ
0
ξ(Bs)ds
}
1{τD≥t−δ}
]
dx
)α
,
where we recall that pδ designates the heat kernel in R (see Notations in the Intro-
duction).
6.2. Upper Bound. We can now apply the preliminary results on exponential functionals
of B recalled in the last section, in order to get a first comparison between log(ut(0)) and
the principal eigenvalue λW˙ (Qt). The logarithmic asymptotic behavior of ut(x) can be upper
bounded thanks to the following result.
Proposition 6.4. Let {ut(x); t ≥ 0, x ∈ R} be the field defined by (40). Then the following
holds:
lim sup
t→∞
1
t
log(ut(0))
λW˙ (Qt)
≤ 1, (107)
where Qt = (−t, t) and λW˙ (D) is defined by (44) for a domain D.
Proof. Step 1: Decomposition of ut(0). To implement the upper bound (107), let us introduce
a constant M to be specified later on and for k ≥ 1 let Rk be defined by
Rk =
{
Mt(log t)
1
2(1+H)
}k
. (108)
Also recall that, according to (40), we have ut(x) = Ex [exp (Vt(x))], where Vt(x) and V
ε
t (x)
are defined by (26). We now set Vt(0) = Vt and V
ε
t (0) = V
ε
t . With these notations in hand,
we decompose ut(0) as:
ut(0) = E0 [exp (Vt)]
= E0
[
exp (Vt) 1{τQR1≥t
}
]
+
∞∑
k=1
E0
[
exp (Vt) 1{
τQRk
<t≤τQRk+1
}
]
(109)
In order to upper bound the terms in our decomposition (109), we apply Hölder’s inequality
to each term in the sum. We get:
ut(0) ≤ Ut,0 +
∞∑
k=1
P0(τQRk < t)
1/2Ut,k (110)
where
Ut,0 = E0
[
eVt1{
τQR1
≥t
}
]
, (111)
and for k ≥ 1
Ut,k = E
1/2
0
[
e2Vt1{
τQRk+1
≥t
}
]
. (112)
We will now bound the terms Ut,k separately.
36 P. CHAKRABORTY, X. CHEN, B. GAO, S. TINDEL
Step 2: Regularization. Let us replace the quantities Vt by V
ε
t in the definition of Ut,k for
k ≥ 0. The corresponding random variables are denoted by Uεt,k. We start by getting a
uniform bound for Uεt,0. Namely using Lemma 6.3(i) write
Uεt,0 = E0
[
eV
ε
t 1{
τQR1
≥t
}
]
= E0
[
exp
(∫ t
0
W˙ ε(Br)dr
)
1{
τQR1
≥t
}
]
≤
(
E0
[
exp(q
∫ 1
0
W˙ ε(Bs)ds)
])1/q(
1√
2pi
∫
QR1
Ex
[
exp
(
p
∫ t−1
0
W˙ ε(Bs)ds
)
1{
τQR1
≥t−1
}
]
dx
)1/p
=
(
E0
[
eqV
ε
1
])1/q( 1√
2pi
∫
QR1
Ex
[
epV
ε
t−1(x)1{
τQR1
≥t−1
}
]
dx
)1/p
(113)
We can now apply Lemma 6.2(i) to the right hand side of the above equation. This yields∫
QR1
Ex
[
epV
ε
t−1(x)1{
τQR1
≥t−1
}
]
dx ≤ |QR1 | exp
[
(t− 1)λpW˙ ε(QR1)
]
Computing the volume |QR1 | and plugging into (113) we obtain:
Uεt,0 ≤ (E0 [exp (qV ε1 )])
1
q
(
2R21
pi
) 1
2p
exp
[
(t− 1)
p
λpW˙ ε(QR1)
]
. (114)
We now take limits in equation (114). In order to handle the left hand side of (114), we
observe that the random variable E0
[
eV
ε
t
]
converges in any Lq(Ω) to E0
[
eVt
]
thanks to
Proposition 4.4. Therefore for all q ≥ 0, an easy application of Hölder’s inequality shows
that
Lq(Ω)− lim
ε↓0
E0
[
eV
ε
t 1{
τQR1
≥t
}
]
= E0
[
eVt1{
τQR1
≥t
}
]
,
where Lq(Ω) is the space of Lq random variables on (Ω,F ,P), see Notation 4.1. It follows
that there exists a subsequence {εn;n ≥ 0} such that P− a.s. we have
lim
n→∞
E0
[
eV
εn
t 1{
τQR1
≥t
}
]
= E0
[
eVt1{
τQR1
≥t
}
]
,
and in particular
E0
[
eVt1{
τQR1
≥t
}
]
≤ lim inf
ε↓0
E0
[
eV
ε
t 1{
τQR1
≥t
}
]
.
The same kind of arguments applied to the right hand side of (114) yield the following
relation (recall that Ut,0 = E0[e
Vt1{τQR1≥t}
] according to (111)):
Ut,0 ≤
(
E0
[
eqV1
]) 1
q
(
2R21
pi
) 1
2p
exp
[
(t− 1)
p
λ+
pW˙
(QR1)
]
. (115)
We can proceed similarly in order to bound the terms Ut,k in (112). Indeed applying
Cauchy-Schwarz inequality and following the same steps as for (113)-(114) we get, for all
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k ≥ 1
E0
[
exp(2Vt)1{
τQRk+1
≥t
}
]
≤ (E0 [exp(4V1)])
1
2
(
2R2k+1
pi
) 1
4
exp
[
(t− 1)
2
λ+
4W˙
(
QRk+1
)]
. (116)
Consequently plugging (115) and (116) into (110), we end up with:
ut(0) ≤ a1,p,qMp,t + a2Rt, (117)
where
Mp,t = exp
(
(t− 1)
p
λpW˙ (QR1)
)
and Rt =
∞∑
k=1
αk exp
(
(t− 1)
4
λ+
4W˙
(
QRk+1
))
, (118)
and where we also recall that Rk is defined by (108), and the constants a1,p,q and a2 are given
by
a1,p,q =
(
2R21
pi
) 1
2p
(E [exp(qV1)])
1
q , a2 = (E0 [exp(4V1)])
1
4 .
In (117), the constants αk for k ≥ 1 are also defined by:
αk =
(
P0
(
τQRk < t
)) 1
2
(
2R2k+1
pi
) 1
8
. (119)
We will now treat the terms in (117) separately.
Step 3: Bound on ut(0). Let us first bound the constants αk in (119). To this aim, we can
invoke the reflection principle for Brownian motions (see e.g. [16, section 2.6]), which asserts
that
P0
(
τQRk < t
)
≤ 4√
2pit
∫ ∞
Rk
e−
y2
2t dy ≤ 4
√
t√
2piRk
e−
R2k
2t .
Furthermore when t is large enough, it is readily checked from the expression (108) of Rk
that
4
√
t√
2piRk
≤ 1,
uniformly in k ≥ 1. Therefore we get
P0
(
τQRk < t
)
≤ e−R
2
k
2t .
Plugging this inequality in equation (119) and designating by c a universal constant which
can change from line to line, we get
αk ≤ cR
1
4
k+1e
−R
2
k
4t . (120)
We now prove the convergence of the weighted sum defining Rt in (118). To this aim,
recalling the asymptotic relation proved in Proposition 5.9, we can say that for t sufficiently
large:
exp
[
(t− 1)
4
λ+
4W˙
(
QRk+1
)] ≤ exp [(t− 1)
4
(
16(2cHE) 11+H + 1
)
(log(Rk+1))
1
1+H
]
. (121)
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Consequently, using our bound (120) on αk and the expression (108) for Rk we have the
following:
Rt ≤
∞∑
k=1
Ak,tBk,tCk,t, (122)
where
Ak,t = cR
1
4
k+1 = cM
k+1
4 t
k+1
4 (log t)
k+1
8(1+H) ≤ cM k2 tk2 (log t) k4(1+H) , (123)
Bk,t = exp
(
−R
2
k
4t
)
= exp
[
−1
4
M2kt2k−1(log t)
k
1+H
]
,
Ck,t = exp
[
(t− 1)
4
λ+
4W˙
(
QRk+1
)]
.
Furthermore, thanks to (121) for t large enough we have:
Ck,t ≤ exp
[
c t(logRk+1)
1
1+H
]
.
Thus, plugging the value (108) of Rk into the above inequality we get
Ck,t ≤ exp
[
c t(k + 1)
1
1+H
(
logM + log t +
1
2(1 +H)
log log t
) 1
1+H
]
.
It is then readily checked for large enough t, that
Ck,t ≤ exp
[
c(k + 1)
1
1+H t(log t)
1
1+H
]
.
In addition, it is easily seen that for any arbitrary constant c > 0, there exists M large
enough such that M2k > 8c(k + 1)
1
1+H uniformly in k. Therefore for this value of M and for
all k ≥ 1 we have
Bk,tCk,t ≤ exp
[
c(k + 1)
1
1+H t(log t)
1
1+H − 1
4
M2kt2k−1(log t)
2k
2(1+H)
]
≤ exp
[
−1
8
M2kt2k−1(log t)
2k
2(1+H)
]
≤ exp
[
−1
8
Mktk(log t)
k
2(1+H)
]
. (124)
Combining (123) and (124) we have thus obtained
Ak,tBk,tCk,t ≤ c1ηkt e−c2η
2k
t , where ηt =
√
Mt(log t)
1
2(1+H) .
Furthermore, we have that η2kt > kηt for all positive integers k if ηt >
√
2. Thus, for
sufficiently large t:
Ak,tBk,tCk,t ≤ c1ηkt e−c2kηt .
Recalling (122), the following bound holds true for the term Rt defined by (117)-(118):
Rt ≤ c1
∞∑
k=1
(
ηte
−c2ηt)k < 2 (125)
for all sufficiently large t such that ηte
−c2ηt < 1
2
.
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Now let us work with the term Mp,t in the expression (117). Observe that using Theo-
rem 1.2 we have:
lim
t→∞
λpW˙ (QR1)
λW˙ (Qt)
= lim
t→∞
λpW˙ (QR1)
(log(R1))
1
1+H
(log(t))
1
1+H
λW˙ (Qt)
(log(R1))
1
1+H
(log(t))
1
1+H
=
(2cHp
2E)1/(1+H)
(2cHE)1/(1+H)
= p
2
1+H , (126)
where we have also used the form of Rk from (108) to show that the limit of log(R1)/ log(t)
as t goes to infinity is 1. Plugging this identity into the definition (118), we get that
1
t
log(Mp,t) ∼ p 1−H1+H λW˙ (Qt), (127)
as t goes to infinity. In particular, owing to Theorem 1.2 we have
lim
t→∞
1
t
log(Mp,t) =∞ a.s.
Finally, going back to (117) we write
1
t
log (ut(0)) ≤ 1
t
log (Mp,t) + 1
t
log
(
a1,p,q + a2
Rt
Mp,t
)
. (128)
Due to (125) and the fact that limt→∞Mp,t =∞, we have
lim
t→∞
1
t
log
(
a1,p,q + a2
Rt
Mp,t
)
= 0.
Therefore, thanks to (127), relation (128) entails the following upper bound:
lim sup
t→∞
1
t
log(ut(0))
λW˙ (Qt)
≤ p 1−H1+H . (129)
At the very end, notice that the parameter p > 1 in (129) can be chosen arbitrarily close to
1. Therefore, taking limits as p ↓ 1 in (129), we end up with
lim sup
t→∞
1
t
log(ut(0))
λW˙ (Qt)
≤ 1. a.s.,
which is our claim (107). 
6.3. Lower Bound. This section is devoted to finding a lower bound for log (ut(0))matching
the upper bound (107). Specifically we will get the following result.
Proposition 6.5. Let ut be the field defined by (40). Then the following holds:
lim inf
t→∞
1
t
log(ut(0))
λW˙ (Qt)
≥ 1, (130)
where we recall that Qt = (−t, t) and λW˙ (D) is introduced in (44).
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Proof. Let p, q > 1 satisfy 1
p
+ 1
q
= 1 with p close to 1 and let 0 < b < 1 be close to 1. From
Lemma 6.3(ii), taking α = p, q = β, δ = tb and ξ = W˙ ε, we get
uεt(0) = E0
[
exp
(∫ t
0
W˙ ε(Bs)ds
)]
≥
(
E0
[
exp
(
−q
p
∫ tb
0
W˙ ε(Bs)ds
)])− p
q
×
{∫
Q
tb
ptb(x)Ex
[
exp
(
1
p
∫ t−tb
0
W˙ ε(Bs)ds
)
1{
τQ
tb
≥t−tb
}
]
dx
}p
, (131)
where we recall that pδ is the heat kernel in R. Hence some elementary bounds on pδ over
Qtb yield
uεt(0) ≥ Dε,b,p,tFε,b,p,t, (132)
where
Dε,b,p,t =
(
E0
[
exp
(
−q
p
∫ tb
0
W˙ ε(Bs)ds
)])− p
q
,
Fε,b,p,t =
{
e−t
b/2
√
2pitb
∫
Q
tb
Ex
[
exp
(
1
p
∫ t−tb
0
W˙ ε(Bs)ds
)]
dx
}p
.
We will now bound Dε,b,p,t and Fε,b,p,t separately. In order to bound Fε,b,p,t we apply
Lemma 6.2(ii), taking α = p, β = q, t = t− tb and δ = tb:
∫
Q
tb
Ex
[
exp
(∫ t−tb
0
W˙ ε(Bs)ds
)]
dx
≥ (2pi) p2 t b2 (t− tb) p2q (2tb)− 2pq exp
(
−tb p
q
λ p
q
W˙ ε (Qtb)
)
exp
(
ptλ W˙ε
p
(Qtb)
)
.
Using (132) and replacing e−
tb
2 by e−Ct
b
for a larger C to absorb all bounded-by-polynomial
quantities, we thus get
Fε,b,p,t ≥ e−Ctb exp
(
−p
2tb
q
λ p
q
W˙ ε (Qtb)
)
exp
(
tλ W˙ε
p
(Qtb)
)
. (133)
We now take limits as ε ↓ 0 in relation (132). Invoking Proposition 4.4, we use our bound
(133) and Lemma 6.1 which gives
ut(0) ≥ Db,p,tFb,p,t (134)
with
Db,p,t = e
−Ctb
(
E0
[
exp
{
−q
p
∫ tb
0
W (δBs)ds
}])− p
q
,
Fb,p,t = exp
(
−p
2tb
q
λ+p
q
W˙
(Qtb)
)
exp
(
tλ W˙
p
(Qtb)
)
.
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We will now prove that
lim
t→∞
1
t
log(Db,p,t) = 0 (135)
Indeed, it is easily seen that
1
t
log(Db,p,t) = − C
t1−b
− p
qt1−b
log
(
E0
[
exp
{
−q
p
∫ tb
0
W (δBs)ds
}])
tb
. (136)
Moreover combining (107) and Proposition 5.9 we get the following bound for t large enough:
log
(
E0
[
exp
{
−q
p
∫ tb
0
W (δBs)ds
}])
tb
≤ c(log t) 11+H
Plugging this information into (136), we obtain (135).
Let us now analyse the term Fb,p,t in (134). We have
1
t
log(Fb,p,t) = −p
2
q
λ+p
q
W˙
(Qtb)
t1−b
+ λ W˙
p
(Qtb) .
Taking into account the behavior of λ W˙
p
(Qt) given by Proposition 5.9, we get
lim inf
t→∞
1
t
log(Fb,p,t)
λ W˙
p
(Qtb)
≥ 1 a.s. (137)
In conclusion, plugging (137) and (135) into (134), we end up with
lim inf
t→∞
1
t
log(ut(0))
λ W˙
p
(Qtb)
≥ 1 a.s. (138)
Now taking b ↑ 1 and then p ↓ 1 in (138), and observing that λ is monotonic under both
maneuver, we get our desired lower bound (130):
lim inf
t→∞
1
t
log(ut(0))
λW˙ (Qt)
≥ 1 a.s.

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