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The quantum speed limit (QSL), or the energy-time uncertainty relation, gives a fundamental
speed limit for quantum dynamics. Recently, Kieu [arXiv:1702.00603] derived a new class of QSL
which is not only formal but also suitable for actually evaluating the speed limit. Inspired by his
work, we obtain a similar speed limit for the imaginary-time Schro¨dinger equation. Using this new
bound, we show that the optimal computational time of the Grover problem in imaginary-time
quantum annealing is bounded from below by logN , which is consistent with a result of previous
study.
Introduction
It is an essential problem to pursue a limit of physical
law. In the theory of relativity, objects can not exceed
the speed of light. The quantum speed limit (QSL) gives
a fundamental limit on time evolution of quantum sys-
tem and prohibits a state from changing infinitely quickly
[1, 2]. The existence of limitation in quantum dynamics
is very important both theoretically and experimentally,
and is still attracting a lot of interest [3–24].
The result of QSL is geometrically clear [4, 22] and it
means that, when the distance between two states is de-
fined properly, the time evolution along the geodesic line
is the shortest path. Although these results are mathe-
matically elegant, it is, in general, very difficult to eval-
uate the bound for a given time-dependent Hamiltonian
and initial state because it requires information on the
middle state of time evolution.
On the other hand, there is another class of QSL and
it is not only formal but also suitable for actually evalu-
ating the speed limit [6, 25, 26]. For example, for a given
Hamiltonian Hˆ(t), initial state |ψ0〉 and state |ψ(τ)〉 fol-
lowing the Schro¨dinger equation, Kieu [26] derived the
following inequality
h¯‖|ψ(τ)〉 − e−i
∫
τ
0
dsα(s)|ψ0〉‖ ≤
∫ τ
0
dt‖(Hˆ(t)− α(t))|ψ0〉‖,
(1)
where α(t) is a time-dependent arbitrary function. Note
that Eq. (1) contains only the initial state and given
Hamiltonian, and does not require the information on the
middle state of the dynamics. This enables us to easily
evaluate the right hand side of Eq. (1). In addition, Eq.
(1) is not only computable but also tight. Recent study
[27, 28] shows that, using Eq. (1), the optimal computa-
tional time of the Grover problem [29, 30] is order
√
N
in quantum annealing [31, 32].
While we have focused on quantum system so far, QSL
is not a purely quantum phenomenon and, recently, is
extended to classical system such as the classical Liou-
ville equation [33, 34]. Furthermore, similar speed lim-
its are also obtained for the imaginary-time Schro¨dinger
equation such as the classical master equation and the
Fokker-Planck equation [34]. In this study, we extended
the Kieu bound to the imaginary-time Schro¨dinger equa-
tion. We obtained a fundamental speed limit for the
imaginary-time Schro¨dinger equation which is very sim-
ilar to the Kieu bound. However, in the imaginary-time
Schro¨dinger equation, the norm of the state is not pre-
served and it is not clear whether the new bound is tight.
Then, we applied it to the Grover problem in imaginary-
time quantum annealing. Recent study [35] shows an-
alytically and numerically that the Grover problem in
imaginary-time quantum annealing can be solved by or-
der logN . Here, using our new bound, we showed that
the optimal computational time is order logN . This re-
sult means that our new bound for the imaginary-time
Schro¨dinger equation is also tight and useful.
Speed limit for the imaginary-time Schro¨dinger
equation
We consider two imaginary-time Schro¨dinger equations
and assume that Hˆ is a real positive-semidefinite matrix
and |ψ(t)〉 and |φ(t)〉 are real vectors,
−∂t|ψ(t)〉 = Hˆ(t)|ψ(t)〉, (2)
−∂t|φ(t)〉 = β(t)1|φ(t)〉, (3)
|ψ(0)〉 = |φ(0)〉 = |ψ0〉, (4)
where β(t) is a time-dependent arbitrary function and
1 is the identity matrix. Taking the difference between
Eqs. (2) and (3), we obtain
∂t(|ψ(t)〉 − |φ(t)〉) = −Hˆ(t)(|ψ(t)〉 − |φ(t)〉)
−(Hˆ(t)− β(t))|φ(t)〉. (5)
Considering the distance between |ψ(t)〉 and |φ(t)〉, we
obtain
∂t‖|ψ(t)〉 − |φ(t)〉‖2
= 2(〈ψ(t)| − 〈φ(t)|)∂t(|ψ(t)〉 − |φ(t)〉). (6)
2Substituting Eq. (5) into Eq. (6), we obtain
∂t‖|ψ(t)〉 − |φ(t)〉‖2
= −2(〈ψ(t)| − 〈φ(t)|)Hˆ(t)(|ψ(t)〉 − |φ(t)〉)
−2(〈ψ(t)| − 〈φ(t)|)(Hˆ(t)− β(t))|φ(t)〉
≤ −2(〈ψ(t)| − 〈φ(t)|)(Hˆ(t)− β(t))|φ(t)〉
≤ 2‖|ψ(t)〉 − |φ(t)〉‖‖(Hˆ(t)− β(t))|φ(t)〉‖, (7)
where we use Hˆ(t) being positive-semidefinite in the first
inequality and the second inequality is a result of the
Schwarz inequality. Furthermore, the left hand side of
Eq. (7) can be represented by
∂t‖|ψ(t)〉 − |φ(t)〉‖2
= 2‖|ψ(t)〉 − |φ(t)〉‖∂t‖|ψ(t)〉 − |φ(t)〉‖. (8)
Then, eliminating ‖|ψ(t)〉−|φ(t)〉‖ from Eqs. (7) and (8),
we get the following inequality
∂t‖|ψ(t)〉 − |φ(t)〉‖ ≤ ‖(Hˆ(t)− β(t))|φ(t)〉‖. (9)
Integrating both the sides with respect to time, we ob-
tain a fundamental speed limit for the imaginary-time
Schro¨dinger equation as
‖|ψ(τ)〉 − |φ(τ)〉‖ ≤
∫ τ
0
dt‖(Hˆ(t)− β(t))|φ(t)〉‖, (10)
where |φ(t)〉 = exp(− ∫ t
0
dsβ(s))|ψ0〉.
Equation (10) is the main result of this Letter which
corresponds to Eq. (1). However, we note that |ψ(τ)〉
and |φ(τ)〉 are not normalized, which is a great difference
from the case for quantum system.
Speed limit for time-independent system
First, we consider the time-independent system Hˆ(t) =
Hˆ . We can evaluate the right hand side of Eq. (10) as
‖(Hˆ(t)− β(t))|φ(t)〉‖
= ‖(Hˆ − β(t))|ψ0〉‖e−
∫
t
0
dsβ(s)
=
√
〈ψ0|Hˆ2|ψ0〉 − 〈ψ0|Hˆ |ψ0〉2 + (β(t)− 〈ψ0|Hˆ |ψ0〉)2
×e−
∫
t
0
dsβ(s)
. (11)
Setting β(t) = 〈ψ0|Hˆ |ψ0〉, we obtain∫ τ
0
dt‖( ˆˆH(t)− β(t))|φ(t)〉‖
=
√
〈ψ0|Hˆ2|ψ0〉 − 〈ψ0|Hˆ |ψ0〉2 1− e
−τ〈ψ0|Hˆ|ψ0〉
〈ψ0|Hˆ|ψ0〉
.(12)
Therefore, we find that Eq. (10) is reduced to
‖|ψ(τ)〉 − e−τ〈ψ0|Hˆ|ψ0〉|ψ(0)〉‖
≤
√
〈ψ0|Hˆ2|ψ0〉 − 〈ψ0|Hˆ |ψ0〉2 1− e
−τ〈ψ0|Hˆ|ψ0〉
〈ψ0|Hˆ|ψ0〉
.(13)
Speed limit for imaginary-time quantum annealing.
Next, we consider the following Hamiltonian for appli-
cation to imaginary-time quantum annealing,
Hˆ(t) = f(t/τ)HˆI + g(t/τ)HˆP (14)
|ψ0〉 = |GI〉, (15)
HˆI |GI〉 = 0, (16)
where 0 ≤ f(t/τ), g(t/τ) ≤ 1, f(0) = g(1) = 1, f(1) =
g(0) = 0, and |GI〉 is the ground state of HˆI . In quantum
annealing, the ground state of the initial Hamiltonian HˆI
is trivial and the ground state of the target Hamiltonian
HˆP represents an optimal solution of a combinatorial op-
timization problem.
We specify the time dependency of β(t) as follows,
β(t) = β0g(t/τ), (17)
where β0 is a time-independent any constant. Then, we
find that the right hand side of Eq. (10) is reduced to∫ τ
0
dt‖(Hˆ(t)− β(t))|φ(t)〉‖
= ‖(HˆP − β0)|GI〉‖
(∫ τ
0
dtg(t/τ)e
−β0
∫
t
0
dsg(s/τ)
)
=
√
〈GI |Hˆ2P |GI〉 − 〈GI |HˆP |GI〉2 + (〈GI |HˆP |GI〉 − β0)2
×1− e
−β0
∫
τ
0
dtg(t/τ)
β0
. (18)
Therefore, by setting β0 = 〈GI |HˆP |GI〉, we obtain a fun-
damental speed limit for imaginary-time quantum an-
nealing,
‖|ψ(τ)〉 − e−〈GI |HˆP |GI〉
∫
τ
0
dtg(t/τ)|GI〉‖
≤
√
〈GI |Hˆ2P |GI〉 − 〈GI |HˆP |GI〉2
1− e−〈GI |HˆP |GI〉
∫
τ
0
dtg(t/τ)
〈GI |HˆP |GI〉
.
(19)
Although this result is general, it is not clear whether
Eq. (19) is useful for estimating the performance of
imaginary-time quantum annealing. Then, in the follow-
ing, we use Eq. (19) to show that the optimal time of the
Grover problem in imaginary-time quantum annealing is
order logN .
Applicaton to the imaginary-time Grover problem:
optimality of logN
The Hamiltonian of the Grover problem is given by
HˆI = 1− |gI〉〈gI |, (20)
HˆP = 1− |m〉〈m|. (21)
3In the Grover problem, we start from the ground state
of HˆI , which is |gI〉, at initial time t = 0, and hope that
the state |ψ(t)〉 reaches the ground state of HˆP , which is
|m〉, at final time t = τ . The relation between |gI〉 and
|m〉 is as follows,
〈gI |m〉 = 1√
N
, (22)
whereN means the size of the problem. The Hamiltonian
Hˆ(t) is a real positive-semidefinite matrix because the
eigenvalues are given by
0 ≤ E± = 1
2
(
1±
√
1− 4fg
(
1− 1
N
))
≤ 1. (23)
We immediately find that the following relations hold,
〈gI |HˆP |gI〉 = 1− 1
N
, (24)√
〈gI |Hˆ2P |gI〉 − 〈gI |HˆP |gI〉2 =
√
1
N
− 1
N2
. (25)
Setting the initial state |φ0〉 to |gI〉, we find that Eq. (19)
is reduced to
‖|ψ(τ)〉 − e−(1− 1N )
∫
τ
0
dtg(t/τ)|gI〉‖
≤ 1− e
−〈gI |HˆP |gI〉
∫
τ
0
dtg(t/τ)
1− 1N
√
1
N
− 1
N2
. (26)
We consider the case where the state |ψ(t)〉 reaches the
target state ‖|ψ(τ)〉‖ · |m〉 at time τ . In the following,
we will find the condition that the computational time
τ must satisfy. The left hand side of Eq. (26) can be
evaluated as
‖|ψ(τ)〉 − e−(1− 1N )
∫
τ
0
dtg(t/τ)|gI〉‖
= ‖‖ψ(τ)〉‖ × |m〉 − e−(1− 1N )
∫
τ
0
dtg(t/τ)|gI〉‖
=
(
‖ψ(τ)〉‖2 + e−2(1− 1N )
∫
τ
0
dtg(t/τ)
− 2√
N
‖ψ(τ)〉‖e−(1− 1N )
∫
τ
0
dtg(t/τ)
)1/2
=
((
1− 1
N
)
e
−2(1− 1
N
)
∫
τ
0
dtg(t/τ)
+
(
1√
N
e
−(1− 1
N
)
∫
τ
0
dtg(t/τ) − ‖ψ(τ)〉‖
)2)1/2
≥
√(
1− 1
N
)
e
−2(1− 1
N
)
∫
τ
0
dtg(t/τ)
≥
√(
1− 1
N
)
e−2τ , (27)
where we use 0 ≤ g(t/τ) ≤ 1 in the last inequality. Then,
from Eqs. (26 ) and (27), we find the following inequality√(
1− 1
N
)
e−2τ ≤ 1− e
−〈gI |HˆP |gI〉
∫
τ
0
dtg(t/τ)
1− 1N
√
1
N
− 1
N2
≤ 1
1− 1N
√
1
N
− 1
N2
, (28)
where we use also the fact that 0 ≤ g(t/τ) ≤ 1 in the last
inequality. Therefore, taking a large limit of N , we find
τ ≥ 1
2
log(N), (29)
which is the necessary condition satisfied by the compu-
tational time τ . On the other hand, Ref. [35] finds the
explicit schedule which can solve the Grover problem by
order logN in imaginary-time quantum annealing. Com-
bining these results, we conclude that the optimal com-
putational time of the Grover problem is order logN in
imaginary-time quantum annealing.
Conclusions
We have provided a fundamental speed limit for the
imaginary-time Schro¨dinger equation. We apply it to
imaginary-time quantum annealing, and show that the
optimal time of the imaginary-time Grover problem is
order logN , which is consistent with the previous study
[35]. This result means that the new bound (10) is not
only computable but also tight.
In real-time dynamics, the schedule obtained from the
adiabatic theorem is optimal [30] and it is possible to
prove the optimality of order
√
N by the fundamental
speed limit (1). On the other hand, in imaginary-time
dynamics, the adiabatic theorem is merely a sufficient
condition, and the transition from excited states to the
ground state strongly influences and can not be ignored.
Thus, the imaginary time adiabatic theorem [36, 37] does
not give the optimal schedule [35]. Even in such a case,
the fundamental speed limit (10) can prove the optimal-
ity of order logN . This result means that the adiabatic
time evolution has nothing to do with the optimality in
imaginary-time dynamics, although the adiabatic time
evolution is closely related to the optimality in real-time
dynamics. In addition, Ref. [35] pointed out that the
imaginary-time annealing is not physically realistic. Our
result shows that there is a fundamental limit even in
such non-physical systems.
Although we have focused on imaginary-time quan-
tum annealing which corresponds to population anneal-
ing [38], it is also expected that the new bound can be
applied to estimate the performance of the classical mas-
ter equation and the Fokker-Planck equation. It is a fu-
ture problem to apply the new bound to other classical
algorithms.
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