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Indonesia merupakan salah satu produsen ikan tuna terbesar 
di dunia dan menduduki urutan kedua pengekspor ikan tuna 
terbesar. Pada tahun 2014, Indonesia menargetkan untuk ekspor 
ikan tuna hingga USD 800 juta. Namun target ekspor ikan 
nasional masih belum tercapai karena harga jual ikan tuna di 
pasar internasional yang menurun. Hal ini berdampak pada 
menurunnya produksi ikan tuna meskipun permintaan untuk ikan 
tuna tetap tinggi. Salah satunya yaitu permintaan untuk ekspor 
ikan tuna dari Jepang. Untuk mencegah terjadinya kelangkaan 
produk, dibutuhkan sebuah peramalan untuk mengetahui 
permintaan ekspor ikan tuna ke Jepang yang akan datang. 
Sehingga berdasarkan pemikiran tersebut, dilakukan penelitian 
metode fungsi transfer single input untuk permintaan ekspor ikan 
tuna ( ty ) dengan variabel input yaitu harga ekspor ikan tuna 
( tx ). Model fungsi transfer yang terbentuk untuk meramalkan 
pemintaan ekspor ikan tuna ke pasar Jepang adalah 
30,0008338 −= tt xy . Hasil penelitian ini diharapkan dapat 
memberikan tambahan informasi kepada pemerintah khususnya 
Kementerian Kelautan dan Perikanan sebagai pertimbangan 
dalam menentukan kebijakan dalam mengatasi ketersediaan tuna 
Indonesia sehingga dapat memenuhi permintaan pasar. 
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Indonesia is one of the largest producers of tuna in the 
world and ranked as a second largest exporters of tuna. In 
2014, Indonesia has a terget to export tuna until USD 800 
million. But the target of national exports of fish still yet to be 
reached because the selling price of tuna in the international 
market is declining. This impact on decreasing the production 
of tuna although demand for tuna remained high. One of the 
highest export demand of tuna is come from Japan. To prevent 
the occurrence of scarcity of the product, a forecasting needed 
to know the demand for the next export of tuna to Japan. Based 
on that idea, research carried out the single input transfer 
function method to model demand for tuna exporting ( ty ) with 
input variable is export price of tuna ( tx ). Transfer function 
model formed to foresee tuna demand is 30,0008338 −= tt xy . 
The result of this research is expected to provide additional 
information to the government especially the ministry of 
fisheries and marine as a consideration in determining policy in 
overcoming the availability of tuna Indonesia that can meet 
market demand. 
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1.1 Latar Belakang 
Indonesia sebagai negara yang sebagian besar wilayahnya 
berupa perairan, memiliki sumber daya hayati yang beragam, 
terutama ikan (CITES, 2001). Ikan dan produk perikanan 
merupakan salah satu komoditi potensial ekspor (Kementerian 
Perdagangan, 2012). Indonesia merupakan salah satu produsen 
ikan tuna terbesar di dunia dan menduduki urutan kedua 
pengekspor ikan tuna terbesar (FAO, 2015).  
Pada tahun 2014, Indonesia menargetkan untuk ekspor ikan 
tuna hingga USD 800 juta. Namun target ekspor ikan nasional 
masih belum tercapai karena harga jual ikan tuna di pasar 
internasional yang menurun (SindoNews, 2014). Hal ini 
berdampak pada menurunnya produksi ikan tuna meskipun 
permintaan untuk ikan tuna tetap tinggi (Okezone, 2014). Salah 
satunya yaitu permintaan untuk ekspor ikan tuna dari Jepang. 
Negara Jepang masih termasuk negara tujuan ekspor dengan 
volume ekspor yang tinggi walaupun mengalami penurunan 
dibandingkan tahun 2011 (Direktorat Pemasaran Luar Negeri, 
2013). Untuk mencegah terjadinya kelangkaan produk, 
dibutuhkan sebuah peramalan untuk mengetahui permintaan 
ekspor ikan tuna ke Jepang yang akan datang. Beberapa metode 
peramalan yang sering digunakan diantaranya adalah ARIMA 
(Permatasari, 2009), Fungsi Transfer (Nurina, 2013), dan 
Neural Network  (Fithriasari, Iriawan, Ulama, dan Sutikno, 
2013 a; Fithriasari, dkk., 2013 b). Fungsi transfer merupakan 
salah satu alternatif untuk menyelesaikan permasalahan jika 
terdapat lebih dari satu deret berkala dimana salah satu variabel 
berpengaruh terhadap variabel lain (Wei, 2006). Sehingga 
berdasarkan pemikiran tersebut, dilakukan penelitian metode 
fungsi transfer single input untuk permintaan ekspor ikan tuna ke 
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pasar Jepang ( ty ) dengan variabel input harga ekspor ikan tuna    
( tx ).  
Penelitian sebelumnya yang berhubungan dengan ekspor 
sektor perikanan pernah dilakukan oleh Muhardini (2009) dengan 
judul determinants of Indonesia’s shrimp exports: a cross country 
analysis from main Indonesia’s shrimp export destination in the 
EU yang menggunakan metode regresi data panel. Salah satu 
tujuan penelitian tersebut untuk melihat bagaimana model dapat 
menjelaskan faktor-faktor yang mempengaruhi ekspor udang 
Indonesia di Uni Eropa. Hasil peneletian tersebut menunjukkan 
bahwa PDB per kapita, harga ekspor, dan dummy 2 (peraturan 
baru tentang kebersihan makanan) berpengaruh signifikan 
terhadap ekspor udang Indonesia ke Uni Eropa. Penelitian oleh 
Anindya (2013) dengan judul anallisis faktor-faktor yang 
mempengaruhi nilai ekspor udang dan ikan ke Eropa 
menggunakan metode regresi data panel dan gravity model. Hasil 
penelitian terssebut menunjukkan bahwa faktor-faktor yang 
signifikan terhadap nilai ekspor udang beku Indonesia adalah 
jarak, nilai tukar, jumlah penduduk (populasi), dan harga. 
Hasil penelitian ini diharapkan dapat memberikan tambahan 
informasi kepada pemerintah khususnya Kementerian Kelautan 
dan Perikanan sebagai pertimbangan dalam menentukan 
kebijakan dalam mengatasi ketersediaan tuna Indonesia sehingga 
dapat memenuhi permintaan pasar. 
 
1.2 Rumusan Masalah 
Berdasarkan latar belakang yang telah dipaparkan diatas, 
rumusan masalah dalam penelitian ini adalah sebagai berikut. 
1. Bagaimana karakteristik ekspor ikan tuna ke Jepang? 





1.3 Tujuan Penelitian 
Rumusan masalah diatas menghasilkan tujuan yang akan 
dicapai dalam penelitian ini adalah sebagai berikut. 
1. Mendiskripsikan karakteristik ekspor ikan tuna Indonesia. 
2. Mendapatkan model dan ramalan permintaan ekspor ikan 
tuna ke pasar Jepang berdasarkan harga ekspor ikan tuna. 
 
1.4 Manfaat Penelitian 
Manfaat yang dapat diperoleh dalam penelitian ini yaitu 
diharapkan dapat memberikan tambahan informasi kepada 
pemerintah khususnya Kementerian Kelautan dan Perikanan 
sebagai pertimbangan dalam menentukan kebijakan dalam 
mengatasi ketersediaan tuna Indonesia sehingga dapat memenuhi 
permintaan pasar.  
 
1.5 Batasan Masalah 
Batasan masalah pada penelitian ini adalah data ekspor 
ikan tuna ke Jepang. Data yang digunakan merupakan data 
permintaan (kg) dan harga (US$/kg) ekspor ikan tuna ke Jepang 
























2.1 Time Series Analysis 
Time series adalah serangkaian pengamatan terhadap varia-
bel yang akan diamati secara berurutan dari waktu ke waktu dan 
antar pengamatan yang berdekatan saling berhubungan. Peng-
ambilan data dilakukan pada interval waktu dan sumber yang 
sama (Wei, 2006). Analisis time series merupakan suatu metode 
peramalan untuk masa depan yang dilakukan berdasarkan nilai 
atau data masa lalu dari suatu variabel dan kesalahan (error) masa 
lalu. Tujuan dari metode peramalan time series ini adalah untuk 
menemukan pola data time series dan mengekstrapolasikan pola 
tersebut ke periode yang akan datang. 
Setiap pengamatan yang dilakukan dapat dinyatakan dalam 
bentuk variabel random tZ yang didapatkan berdasarkan indeks 
waktu tertentu ti dengan ni ,,2,1 =  sebagai urutan waktu 
pengamatan, sehingga penulisan dari data time series adalah 
nttt ZZZ ,,, 21  . Ada beberapa hal yang harus diperhatikan dalam 
melakukan analisis data time series, antara lain yaitu 
kestasioneran data, fungsi autokorelasi, dan fungsi autokorelasi 
parsial. 
2.1.1 Stasioneritas Data 
Proses Stokastik adalah himpunan variabel random ),( tZ ω  
yang berindeks waktu, dimana ω  adalah semua nilai yang 
mungkin untuk tZ  (sample space) dan t  adalah indeks waktu.  
Populasi yang terdiri dari semua realisasi yang mungkin disebut 
ansambel dalam proses stokastik dan analisis time series. Dengan 
demikian, time series adalah sebuah realisasi atau fungsi sampel 
dari proses stokastik (Wei, 2006).  




),,(),,( 1,,1,, 11 nZZnZZ xxFxxF kntktntt   ++=  (2.1) Suatu proses dikatakan stasioner jika persamaan (2.1) benar untuk 
setiap n, dimana n= 1,2,3,....  
Proses dikatakan real-valued jika diasumsikan hanya nilai 
nyata. Untuk sebuah proses real-valued { },2,1,0: ±±=tZt , 




dan fungsi varians dari proses adalah sebagai berikut. 
( )22 ttt ZE µσ −=
 
(2.3) 
Stasioneritas dalam data time series ditunjukkan apabila ra-
ta-rata dan variansnya konstan setiap waktu. Untuk mensta-
sionerkan data terhadap varians digunakan transformasi Box-Cox. 
Rumus umum dalam melakukan transformasi Box-Cox adalah 






ZZT , berlaku untuk 0≠λ
 (2.4) 
Untuk melihat mengapa 0=λ sesuai dengan logaritmik transfor-













λλ  (2.5) 
dimanaλ merupakan parameter transformasi dari transformasi 
Box-Cox. Tabel 2.1 merupakan beberapa nilai λ  yang biasanya 
digunakan pada transformasi Box-Cox. 
Tabel 2.1Transformasi Box-Cox 
Nilai Estimasi 𝝀𝝀 Transformasi 
-1 tZ/1  
-0,5 tZ/1  
0 tZln  
0,5 tZ  




Selanjutnya dilakukan identifikasi kestasioneran data teha-
dap mean. Identifikasi kestasioneran terhadap mean dapat dilaku-
kan secara visual dengan menggunakan time series plot dan 
menggunakan plot ACF. Data time series bersifat stasioner terha-
dap mean jika plot time series berfluktuasi disekitar nilai rata-rata 
yang konstan. Apabila data time series tidak stasioner dalam 
mean, maka langkah selanjutnya adalah melakukan differencing. 
Rumus differencing adalah sebagai berikut (Wei, 2006). 
t
d




Wt : Data hasil differencing 
Zt : Data time series pada waktu ke-t 
d  : Orde differencing 
2.1.2 Autocorrelation Function (ACF) 
ACF digunakan untuk melihat kestasioneran data terhadap 
mean dan juga digunakan untuk menunjukkan hubungan linier 
yang terjadi diantara pengamatan tZ dengan ktZ + . Korelasi antara 















Nilai autokovarians antara tZ  dengan t kZ + adalah sebagai beri-
kut: 




)()(0 ktt ZVarZVar +==γ  
kγ = fungsi autokovarians pada lag ke-k 
kρ = fungsi autokorelasi (ACF) pada lag ke-k 
untuk proses stasioner, syarat yang harus dipenuhi oleh fungsi 
autokorelasi dan autokovarians pada proses kestasioneran adalah 




1. )(0 tZVar=γ  ; 10 =ρ  
2. 0γγ ≤k  ; 1≤kρ  
3. kk −= γγ  ; kk −= ρρ  
2.1.3 Partial Autocorrelation Function (PACF) 
PACF digunakan untuk mengukur tingkat keeratan 
hubungan antara pengamatan tZ  dengan ktZ +  setelah dependensi 
linier dalam variabel 121 ,,, −+++ kttt ZZZ   dihilangkan, maka 
korelasinya adalah sebagai berikut: 
),,,|,( 121 −++++ ktttktt ZZZZZCorr 
 
(2.9) 
Secara umum fungsi autokorelasi parsial dirumuskan 















dimana :  
kP  : fungsi parsial autokorelasi 
tZ  : nilai pada waktu ke- t  
ktZ +  : nilai pada waktu ke- k  
tZˆ  : dugaan variabel Z pada waktu ke- t  
2.2 Model ARIMA Box-Jenkins 
ARIMA Box-Jenkins merupakan salah satu metode yang 
paling sering digunakan dalam meramalkan data time series. Pro-
sedur ini meliputi identifikasi model, penaksiran parameter, pe-
meriksaan asumsi residual dan peramalan. 
2.2.1 Identifikasi Model ARIMA 
Mengidentifikasi suatu model ARIMA berdasarkan pada 
suatu pendekatan pola ACF dan PACF yang dapat ditabelkan se-




Tabel 2.2 Karakteristik ACF dan PACF 
 AR(p) MA(q) ARMA (p,q) 
ACF Turun cepat secara 
eksponensial 
Cut off  setelah lag 
ke-p 
Turun cepat 
setelah lag (q-p) 
PACF Cut off  setelah lag 
ke-p 
Turun cepat secara 
eksponensial 
Turun cepat 
setelah lag (p-q) 
Identifikasi model ARIMA dapat dilakukan dengan melihat 
time series plot, plot ACF, dan plot PACF. Model yang diguna-
kan dalam analisis time series yaitu model Autoregresif (AR), 
Moving Average (MA), Autoregressive Moving Average 
Processes (ARMA) dan Autoregressive Integrated Moving Aver-
age Processes (ARIMA).  
Model Autoregresif (AR) menunjukkan nilai suatu variabel 
yang dipengaruhi oleh variabel itu sendiri pada periode sebelum-
nya. Model AR (p) dapat dituliskan pada persamaan (2.11) beri-
kut (Wei, 2006). 
tptptt aZZZ +++= −− φφ 11
 
(2.11) 
Model Moving Average (MA) menunjukkan bahwa nilai 
suatu variabel pada waktu t dipengaruhi oleh residual pada saat 
ini dan pada periode sebelumnya (Makridakis dkk, 1999). Model 
MA (q) dapat dituliskan pada persamaan (2.12) berikut (Wei, 
2006). 
qtqttt aaaZ −− −−−= θθ 11
 
(2.12) 
Time series non stasioner dapat dikatakan sebagai proses 
autoregressive integrated moving average processes atau ARIMA 
(p,d,q) yang merupakan gabungan dari model AR dan model MA 
dengan differencing orde d. Bentuk umum dari model ARIMA 
(p,d,q) dapat dituliskan sebagai berikut (Wei, 2006).  
tqt
d
p aBZBB )()1)(( 0 θθφ +=−
 
(2.13) 
Jika 0=d maka model berdasarkan data stasioner menjadi 
ARMA (p,q). Model ARMA (p,q) dapat dituliskan sebagai beri-
kut (Wei 2006). 







)(Bpφ  : koefisien AR pada variabel Z pada waktu ke t-p 
)(Bqθ  : koefisien MA pada variabel Z pada waktu ke t-q 
tZ   : variabel Z pada waktu ke-t 
ta   : residual pada waktu ke-t 
d   : orde differencing 
)(Bpφ  : )1( 1
p
p BB φφ −−−   
)(Bqθ  : )1( 1
q
q BB θθ −−−   
2.2.2 Estimasi Parameter 
Perhitungan estimasi parameter pada software SAS meng-
gunakan estimasi least squares dan maximum likelihood estima-
tion. Penelitian ini menggunakan metode estimasi conditional 
maximum likelihood. Metode maximum likelihood estimation ada-
lah metode dengan meminimumkan nilai error. Berikut adalah 
model ARMA (p,q) yang terbentuk (Wei 2006). 
qtqttptptt aaaZZZ −−−− −−−+++= θθφφ  1111
 
(2.15) 
Ketika ta  = white noise serta berdistribusi normal (0,
2
aσ ) dengan 
µ−= tt ZZ , dari persamaan (2.12) dapat dituliskan sebagai be-
rikut: 
ptpttqtqtt ZZZaaa −−−− −−−+++=  φφθθ 1111
 
(2.16) 
Probabilitas bersama dari a = )',,,( 21 naaa  dinyatakan dalam 

























































sum of squares function.  
dengan:  
)',,,( 011 ZZZZ p −−∗ =   
)',,,( 011 aaaa p −−∗ =   
=2aσ varians error 
Paramater φ , µ , dan θ  disebut sebagai conditional maxi-
mum likelihood estimators. Karena ),,,(ln 2aL σθµφ∗ melibatkan 
( )θµφ ,,∗S , estimasi ini sama dengan conditional least squares 
yang diperoleh dari menyederhanakan sum of squares function 
( )θµφ ,,∗S .  
Berdasarkan asumsi bahwa tZ  telah stationer dan ta me-
menuhi asumsi residual ),0( 2aiidN σ , random variabel, maka tZ
dapat diganti dengan Z dan ta  yang memiliki nilai ekspektasi 
sama dengan 0. Diasumsikan bahwa 011 ==== −+− qppp aaa   
dan ta  untuk )1( +≥ pt sehingga persamaan conditional sum of 











setelah memperoleh estimasi parameter φ , µ , dan θ , estimasi 
2











( )=∗ θµφ ˆ,ˆ,ˆS conditional sum of squares function 





2.2.3 Uji Signifikansi Parameter 
Uji signifikansi parameter model dilakukan untuk me-
nentukan parameter yang signifikan terhadap model. Berikut pen-
gujian signifikasi parameter (Bowerman, 1993). 
Hipotesis : 
H0 : 0=pφ  atau 0=qθ  (parameter tidak signifikan) 
H1 : 0≠pφ  atau 0≠qθ  (parameter signifikan) 




















= , ni ,,2,1 =
 
(2.21) 
Daerah Kritis  : Tolak H0 jika )(2/ mnhit tt −> α  
Dengan : 
φˆ   : dugaan parameter AR 
θˆ   : dugaan parameter MA 
n  : banyaknya pengamatan  
m  : banyaknya parameter dalam model 
2.2.4 Uji Asumsi Residual White Noise 
Residual dari suatu model dikatakan white noise apabila re-
sidual bersifat identik (memiliki varians yang konstan) dan saling 
independen (antar residual tidak saling berkorelasi) (Bowerman, 
1993). 
a. Asumsi Residual Identik  
Residual identik berarti bahwa varians dari residual bersifat 
konstan (homogen) yakni tidak terjadi kasus heteros kedastisitas. 
Pendeteksian sifat identik pada residual dapat dilakukan secara 
visual dengan cara melihat plot – plot residual pada Versus Fit. 
Selain itu, pendeteksesian sifat identik dapat pula dilakukan mele-
lui plot ACF (Autocorrelation Function). Suatu data dikatakan 
identik apabila plot residualnya menyebar secara acak dan tidak 




b. Asumsi Residual Independen 
Hipotesis : 
H0 : 0...21 ==== Kρρρ  (residual memenuhi asumsi residual 
independen) 
H1 : minimal ada satu 0≠kρ , Kk ,...,2,1= (residual tidak meme-
nuhi asumsi residual independen) 
















Daerah Kritis  : Tolak H0 jika 2 ))(( qpKQ +−> αχ  
Dengan : 
n  : banyaknya pengamatan  
kρˆ  : autokorelasi residual pada lag ke-k 
K  : maksimum lag 
2.2.5 Uji Asumsi Residual Berdistribusi Normal 
Pengujian asumsi residual berdistribusi normal mempunyai 
tujuan untuk mengetahui apakah residual data tersebut telah men-
gikuti distribusi normal atau belum. Pengujian data normal dapat 
dilakukan dengan membuat normal probability plot serta melalui 
uji Kolmogorov-Smirnov. Adapun analisis pengujian distribusi 
normal melalui uji Kolmogorov-Smirnov dilakukan dengan hipo-
tesis sebagai berikut (Daniel, 1989). 
Hipotesis : 
H0 : ( ) ( )xFxF =0  (residual data berdistribusi normal) 
H1 : ( ) ( )xFxF ≠0  (residual data tidak berdistribusi normal) 
Statistik Uji : 
( ) ( )xFxSSupD x 0−=
 
(2.23) 
Daerah Kritis :  Tolak H0 jika ( )nDD ,1 α−>  
Keterangan  : 
S(x)  : Fungsi peluang kumulatif yang dihitung dari data sampel 




xSup : Nilai maksimum dari )()( 0 xFxS −  
Ketika asumsi residual berdistribusi normal tidak terpenuhi, maka 
dilakukan pendeteksian outlier. Deteksi outlier dilakukan untuk 
mendeteksi dan menghalangi penyebab outlier tersebut. Terdapat 
empat tipe outlier yaitu additive outlier (AO), innovational out-
lier (IO), level shift (LS), dan temporary change (TC) (Wei, 
2006). 
2.2.6 Pemilihan Model Terbaik 
Setalah semua asumsi terpenuhi, kemudian memilih model 
yang terbaik. Model terbaik dapat dipilih berdasarkan kriteria in-
sampel dan out-sampel. Pemilihan model untuk kriteria in-sampel 
diantaranya adalah Akaike’s Information Criterion (AIC) dan 
Schwartz’s Bayesian Criterion (SBC). Pemilihan model untuk 
kriteria out-sampel diantaranya adalah Mean Absolute Percentage 
Error (MAPE) dan Root Mean Square Error (RMSE).  
Akaike’s Information Criterion (AIC) merupakan kriteria 
pemilihan model yang mempertimbangkan banyaknya parameter 





Pemilihan model untuk kriteria in-sampel lainnya adalah 
Schwartz’s Bayesian Criterion (SBC). SBC dapat dirumuskan 






m : banyaknya parameter pada data in-sampel 
2
aσ  : varians error 
n  : jumlah observasi data time series 
Mean Absolute Percentage Error (MAPE) merupakan 
salah satu penentuan model terbaik untuk kriteria out-sampel. 































Pemilihan model untuk kriteria out-sampel lainnya adalah 
Root Mean Square Error (RMSE). RMSE dapat dirumuskan 












n  : jumlah observasi data time series 
te  : residual pada waktu ke-t 
tZ  : variabel Z pada waktu ke-t  
tZˆ  : nilai ramalan variabel Z pada waktu ke-t  
2.3 Fungsi Transfer 
Model fungsi transfer merupakan suatu model yang meng-
hubungkan deret output ( ty ), deret input ( tx ), dan noise ( tn ) 
(Makridakis, Wheelwright, & Mcgee, 1999). Penelitian ini 
menggunakan fungsi transfer single input. Perbedaan fungsi trans-
fer dengan regresi linier terdapat pada jenis data yang digunakan. 
Fungsi transfer menggunakan data deret waktu yang tidak saling 
bebas antar periodenya. Data deret waktu mengandung unsur sea-
sonality, trend, dan cycle. Sehingga perhitungan korelasi antara X 
dan Y pada fungsi transfer berbeda dengan regresi linier. Bentuk 
umum model fungsi transfer single input ditunjukkan pada per-
samaan (2.28) sebagai berikut (Wei, 2006). 




ty  = variabel y pada waktu ke-t  
tx  = variabel x pada waktu ke-t 
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Untuk memahami fungsi transfer, yang mengubah deret in-
put ( tx ) menjadi deret output ( ty ), akan sangat membantu jika 
model deret input dibuat sesederhana mungkin. Deret input pada 
masalah-masalah di bidang ekonomi dan bisnis biasanya tidak 
dapat dikontrol. Deret input akan lebih mudah diatur dengan 
pemutihan (prewhitening). Prewhitening dilakukan untuk meng-
hilangkan seluruh pola yang diketahui sehingga tersisa hanya 
white noise (Makridakis dkk, 1999). Misalkan deret input tx  
mengikuti model ARMA sebagai berikut: 
txtx BxB αθφ )()( = ,
 
(2.30) 













Prewhitening diterapkan pula pada deret output untuk memperta-
hankan integritas hubungan fungsional (Makridakis dkk,1999). 













Cross-Correlation Function (CCF) merupakan ukuran yang dida-
patkan dari hubungan antara dua variabel random. 
Fungsi cross-covariance antara tx  dan ty  adalah sebagai berikut: 
[ ]))(()( yktxtxy yxEk µµγ −−= +
 
(2.33) 
[ ]))(()( xktytyx xyEk µµγ −−= +  (2.34) 
















untuk ,2,1,0 ±±=k  dimana )( tx xE=µ  dan )( ty yE=µ . 
Sedangkan CCF yang dihitung berdasarkan sample data dapat 














Orde b, r, dan s ditentukan berdasarkan pola CCF antara tα dan 
tβ . Nilai b menyatakan bahwa y tidak dipengaruhi oleh nilai xt 
hingga periode bt + . Nilai s menyatakan untuk berapa lama deret 
output (y) secara terus menerus dipengaruhi oleh nilai-nilai baru 
dari deret input (x). Sedangkan nilai r menunjukkan bahwa ty  
berkaitan dengan nilai-nilai masa lalunya (Makridakis dkk, 1999). 













Penetapan parameter deret noise ( tn ) dilakukan dengan menggu-
nakan metode ARIMA untuk menentukan apakah terdapat model 
ARIMA (p,0,q) yang tepat untuk menjelaskan deret noise. Deret 
noise ( tn ) dapat dimodelkan dengan ARMA (p,q) sebagai beri-
kut: 







































b = banyaknya periode sebelum deret input (xt) mulai berpen-




s = derajat fungsi )(Bω  
r = derajat fungsi )(Bδ  
)...()( 2210
s
ss BBBB ωωωωω −−−−=  
)...1()( 221
r





p BBB φφφ −−−−   
)1()( 211
q
qq BBBB θθθθ −−−−=    
2.4 Ekspor Ikan Tuna 
Perikanan merupakan salah satu komoditas potensial ekspor 
(Kementerian Perdagangan, 2012). Pada tahun 2013, volume eks-
por hasil perikanan mencapai 802 ribu ton. Sumbangan terbesar 
nilai ekspor hasil perikanan Indonesia yaitu berasal dari komodi-
tas udang dan ikan tuna (Kementerian Kelautan dan Perikanan, 
2013). Sebagian besar ikan tuna Indonesia diekspor ke Jepang. 
Negara Jepang masih termasuk negara tujuan ekspor dengan vo-
lume ekspor yang tinggi walaupun mengalami penurunan diban-







3.1 Sumber Data 
Data yang digunakan dalam penelitian ini merupakan data 
sekunder yang didapatkan dari Badan Pusat Statistik. Data 
volume permintaan ekspor ikan tuna ke Jepang (kg) dan harga 
ekspor ikan tuna ke Jepang (US$/kg). Data yang digunakan 
merupakan data bulanan dari bulan Januari 2010 sampai dengan 
Desember 2014. 
 
3.2 Variabel Penelitian 
Variabel penelitian yang digunakan pada penelitian ini 
adalah harga ekspor ikan tuna ke Jepang (US$/kg) sebagai deret 
input ( tx ) dan permintaan ekspor ikan tuna Indonesia ke pasar 
Jepang (kg) sebagai deret output ( ty ). Data dibagi menjadi data 
in-sample yaitu data dari bulan Januari 2010 hingga Desember 




Adapun langkah-langkah penelitian dari laporan ini adalah 
sebagai berikut. 
1. Mengidentifikasi karakteristik ekspor ikan tuna ke pasar 
Jepang. 
2. Menentukan model ARIMA. 
a. Mengidentifikasi pola data secara visual dengan meng-
gunakan time series plot. 
b. Menganalisis stasioneritas data harga ekspor ikan tuna ke 
Jepang.  
c. Melakukan transformasi Box-Cox jika data belum stasioner 
terhadap varians. 
d. Melakukan differencing jika data belum stasioner terhadap 
mean. 




f. Menguji dan menaksir parameter model ARIMA. 
g. Melakukan pengujian asumsi residual white noise dan 
residual berdistribusi normal. 
h. Menentukan model ARIMA yang sesuai. 
3. Membangun model dengan metode fungsi transfer single 
input. 
a. Prewhitening dari tx  ke ty  
b. Menghitung sampel cross-correlation antara tα  dan tβ . 
c. Menentukan orde b,s,r. 
d. Menguji dan menaksir parameter model fungsi transfer. 
e. Identifikasi dari model deret noise tn  pada model fungsi 
transfer. 
f. Menguji asumsi residual white noise dan residual 
berdistribusi normal. 
4. Melakukan peramalan dengan menggunakan model fungsi 
transfer. 
5. Menarik kesimpulan. 
Tahapan proses analisis berdasarkan langkah penelitian dapat 























Plot ACF dan PACF 
Menentukan Model 
Estimasi dan Uji Parameter 




























Model Deret Noise ARMA (p,q) 
Penentuan b, r, s 
 
Estimasi dan Uji Parameter 
 
Penaksiran Parameter dan Uji Residual white 













ANALISIS DAN PEMBAHASAN 
Penelitian ini menggunakan metode statistika deskriptif dan 
metode fungsi transfer single input untuk pemodelan permintaan 
ekspor ikan tuna ke pasar Jepang.  
4.1 Karakteristik Ekspor Ikan Tuna ke Pasar Jepang 
Karakteristik ekspor ikan tuna perlu dideskripsikan untuk 
mengetahui pola ekspor ikan tuna ke pasar Jepang. Berikut adalah 
karakteristik ekspor ikan tuna ke pasar Jepang pada bulan Januari 





















Gambar 4.1 Permintaan Ekspor Ikan Tuna ke Jepang 
Gambar 4.1 menunjukkan bahwa permintaan ekspor ikan 
tuna ke pasar Jepang berfluktuasi setiap bulannya. Permintaan 
ekspor ikan tuna paling tinggi terjadi pada bulan November 2011 
yaitu sebesar 5.978.848 kg. Permintaan ekspor ikan tuna paling 
rendah terjadi pada bulan Februari 2013 yaitu sebesar 1.185.163 
kg. Kemudian untuk melihat rata-rata permintaan ekspor ikan 





Gambar 4.2 Rata-Rata Permintaan Ekspor Ikan Tuna ke Jepang per Bulan 
Gambar 4.2 menunjukkan bahwa rata-rata permintaan 
ekspor ikan tuna ke Jepang tertinggi terjadi pada bulan Oktober 
yaitu sebesar 4.154.966,4 Kg dan permintaan terendah terjadi 
pada bulan Februari yaitu sebesar 1.544.055 Kg.  
Kemudian karakteristik dari harga ekspor ikan tuna ke 




















Gambar 4.3 Harga Ekspor Ikan Tuna ke Jepang 
Pada Gambar 4.3 dapat diketahui bahwa harga ekspor ikan 
















6,03 US$/Kg dan harga ekspor ikan tuna paling rendah terjadi 
pada bulan Juli 2014 yaitu sebesar 2,22 US$/Kg. Gambar 4.2 juga 
menunjukkan bahwa pada tahun 2014 harga ekspor ikan tuna 
relatif rendah dibandingkan dengan tahun-tahun sebelumnya.  
 
Gambar 4.4 Rata-Rata Harga Ekspor Ikan Tuna ke Jepang per Bulan 
Gambar 4.4 menunjukkan bahwa rata-rata harga ekspor 
ikan tuna ke Jepang tertinggi terjadi pada bulan Januari yaitu 
sebesar 4,19 US$/Kg dan harga terendah terjadi pada bulan 
Oktober yaitu sebesar 2,96 US$/Kg.  
4.2 Model Fungsi Transfer 
Hal pertama yang dilakukan adalah pemilihan model 
ARIMA yang sesuai untuk Deret Input (harga ekspor ikan tuna ke 
pasar Jepang) yang meliputi identifikasi model, penaksiran 
parameter, pemeriksaan asumsi residual. Sebelum melakukan 
pemilihan model ARIMA, asumsi kestasioneran data harus 
terpenuhi.  
4.2.1 Stasioneritas Data Pada Deret Input 
Identifikasi stasioneritas terhadap mean dapat dilakukan 
secara visual dengan menggunakan time series plot dan plot ACF. 











Rata-Rata Harga Ekspor Ikan Tuna
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dilakukan dengan plot Box-Cox. Time series plot dari data harga 
















Gambar 4.5 Time Series Plot Pada Deret Input 
Gambar 4.5 menunjukkan bahwa harga ekspor ikan tuna  ke 
Jepang telah stasioner terhadap mean. Kemudian dilakukan 
identifikasi stasioneritas terhadap varians dengan plot Box-Cox. 
Berikut adalah hasil identifikasi stasioneritas terhadap varians 




















Gambar 4.6 Box-Cox Plot Pada Deret Input 
Pada Gambar 4.6 diketahui bahwa nilai upper control limit 





Sehingga dapat diketahui bahwa harga ekspor ikan tuna ke Jepang 


























Gambar 4.7 Box-Cox Plot Pada Deret Input Setelah Ditransformasi 
Gambar 4.7 menunjukkan bahwa nilai upper control limit 
telah melewati angka satu dan nilai estimasi (λ ) sebesar 1,19. 
























Gambar 4.8 Plot ACF Pada Deret Input Setelah Ditransformasi 
Gambar 4.8 menunjukkan bahwa nilai autokorelasi harga 
ekspor ikan tuna turun dengan cepat membentuk pola ekspo-
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nensial (dies down), hal ini menunjukkan bahwa deret harga 


























Gambar 4.9 Plot PACF Pada Deret Input Setelah Ditransformasi 
Gambar 4.8 menunjukkan plot ACF dan Gambar 4.9 
menunjukkan plot PACF pada harga ekspor ikan tuna ke Jepang 
setelah ditransformasi. Pada plot ACF diketahui bahwa signifikan 
pada lag ke-1 dan pada plot PACF diketahui bahwa signifikan 
pada lag ke-1. Sehingga dapat ditentukan beberapa dugaan model 
ARIMA untuk deret input yaitu ARIMA (1,0,1), AR(1), dan 
MA(1). 
4.2.2 Uji Signifikansi Paremater Model Pada Deret Input 
Langkah selanjutnya yaitu melakukan pengujian signifikan-
si parameter. Hasil uji signifikansi parameter dari penduga model 
ARIMA ditunjukkan pada Tabel 4.1. 
Tabel 4.1 Uji Signifikansi Parameter Pada Deret Input 
Model Parameter Estimasi P-value Keputusan 
ARIMA 
(1,0,1) 
1θ  -0,11894 0,6450 Tidak Signifikan 
1φ  0,49677 0,0313 Signifikan 
AR(1) 1φ  0,57329 < 0,0001 Signifikan 





Table 4.1 menginformasikan bahwa model ARIMA (1,0,1) 
memiliki estimasi parameter 1θ  sebesar -0,11894, estimasi 
parameter 1φ  sebesar 0,49677. Karena p-value lebih besar dari
05,0=α , maka dapat disimpulkan bahwa parameter 1θ  tidak 
signifikan atau berpengaruh terhadap model ARIMA (1,0,1). 
Model AR(1) memiliki estimasi parameter 1φ sebesar 0,57329 dan 
p-value α< , sehingga dapat disimpulkan bahwa parameter 1φ
signifikan terhadap model. Model MA(1) memiliki estimasi 
parameter 1θ  sebesar -0,45367 dan p-value α<  sehingga dapat 
disimpulkan bahwa parameter 1θ  signifikan terhadap model. 
4.2.3 Uji Asumsi Residual Pada Deret Input 
Pengujian asumsi residual digunakan untuk mengetahui 
kelayakan model. Hasil pengujian asumsi residual white noise 
ditampilkan pada Tabel 4.2 dan hasil pengujian asumsi residual 
berdistribusi normal ditampilkan pada Tabel 4.3. 
Tabel 4.2 Uji Asumsi Residual White Noise Pada Deret Input 
Model Lag P-value Keputusan 
AR(1) 
6 0,6014 




White Noise 12 0,4443 18 0,1010 
24 0,1674 
Table 4.2 menunjukkan bahwa dengan 05,0=α ,pada 
model AR(1) dan MA(1) p-value semua lag bernilai lebih besar 
dari α . Sehingga dapat disimpulkan bahwa residual model AR(1) 





Tabel 4.3 Uji Asumsi Residual Berdistribusi Normal Pada Deret Input 
Model P-value Keputusan 
AR(1) >0,1500 Berdistribusi Normal 
MA(1) >0,1500 Berdistribusi Normal 
Pada Table 4.3 dapat diketahui bahwa residual model 
AR(1) dan MA(1) telah memenuhi asumsi berdistribusi normal, 
karena p-value lebih besar dari 05,0=α . Sehingga selanjutnya 
dilakukan pemilihan model terbaik untuk deret input. 
4.2.4 Pemilihan Model Terbaik Untuk Deret Input 
Pemilihan model terbaik berdasarkan kriteria in-sample 
menggunakan kriteria AIC dan SBC. Serta analisis MAPE untuk 
mengetahui kesalahan peramalan. Semakin kecil nilai AIC, SBC, 
dan MAPE maka model yang digunakan semakin baik. 
Tabel 4.4 Kriteria Model Terbaik Pada Deret Input 
Model AIC SBC MAPE 
AR(1) -156,42 -152.677 4,5097 
MA(1) -151,86 -148.118 4,2730 
Pada Tabel 4.4 menunjukkan bahwa model AR(1) memiliki 
nilai AIC dan SBC minimum masing-masing sebesar -156,42 dan 
-152,677. Namun nilai MAPE minimum dimiliki oleh model 
MA(1) yaitu sebesar 4,2730. Selanjutnya untuk melihat per-
bedaan hasil peramalan deret input antara model AR(1) dan 





















Gambar 4.10 memberikan informasi bahwa pada model 
MA(1), hasil peramalan yang terbentuk cenderung konstan. 
Sehingga disimpulkan bahwa lebih baik menggunakan model 
AR(1) untuk memodelkan data harga ekspor ikan tuna ke Jepang. 
4.2.5 Prewhitening Deret Input dan Deret Output 
Setelah mendapatkan model terbaik dari deret input, 
selanjutnya dilakukan pemodelan fungsi transfer. Berdasarkan 
pemilihan model terbaik dari deret input didapatkan model AR(1) 





























x 1=  
Dilakukan prewhitening deret input dan deret output sehingga 
didapatkan persamaan deret tα  dan deret tβ  sebagai berikut: 
157329,0 −−= ttt xxα  
157329,0 −−= ttt yyβ  
Kemudian menentukan orde (b,s,r) berdasarkan fungsi korelasi 
silang (Crosscorrelation Function) antara deret tα  dan deret tβ . 
4.2.6 Identifikasi Orde (b,s,r) Pada Model Fungsi Transfer 
Melakukan identifikasi orde (b,s,r) untuk model fungsi 
transfer berdasarkan plot CCF (Crosscorrelation Function) antara 
deret tα  dan deret tβ . Berikut adalah plot CCF (Cross-
correlation Function) antara deret tα  dan deret tβ  . 
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Gambar 4.11 Plot CCF (Crosscorrelation Function) 
Berdasarkan Gambar 4.11 plot CCF, dapat diketahui 
dugaan orde b=0 s=0 r=0 dan b=3 s=0 r=0. Berikut ini adalah 
estimasi dan signifikansi parameter model fungsi transfer. 
Tabel 4.5 Estimasi dan Uji Signifikansi Parameter Orde b,s,r 
b,s,r Parameter Estimasi P-value 
0,0,0 0ω  -0,00154 < 0,0001 
3,0,0 0ω  0,0008338  0,0163 
Tabel 4.5 menunjukkan bahwa model fungsi transfer 
dengan orde b=0 s=0 r=0 dan orde b=3 s=0 r=0 memiliki 
parameter 0ω  dengan nilai estimasi parameter masing-masing 
sebesar -0,00154 dan 0,0008338 dan p-value masing-masing 
sebesar < 0,0001 dan 0,0163 sehingga dapat dikatakan bahwa 
parameter signifikan terhadap model fungsi transfer karena p-
value lebih kecil dari 05,0=α .  
Kemudian identifikasi deret noise residual pada model 
fungsi transfer dengan melakukan uji residual white noise. Hasil  
Lag    Covariance    Correlation    -1 9 8 7 6 5 4 3 2 1 0 1 2 3 4 5 6 7 8 9 1 
 
-12    -6.4172E-7        -.10632    |              .   **|     .              | 
-11    1.39712E-7        0.02315    |              .     |     .              | 
-10    -4.6703E-7        -.07738    |              .   **|     .              | 
-9     2.46817E-7        0.04089    |              .     |*    .              | 
-8     7.62827E-8        0.01264    |              .     |     .              | 
-7     1.08613E-6        0.17995    |              .     |**** .              | 
-6     8.22106E-7        0.13621    |              .     |***  .              | 
-5     -4.4917E-7        -.07442    |              .    *|     .              | 
-4     -5.2212E-8        -.00865    |              .     |     .              | 
-3      1.0288E-6        0.17045    |              .     |***  .              | 
-2     7.31434E-7        0.12118    |              .     |**   .              | 
-1     -3.0015E-7        -.04973    |              .    *|     .              | 
0      -1.8582E-6        -.30786    |              ******|     .              | 
1      -1.3084E-6        -.21678    |              . ****|     .              | 
2      -4.7172E-7        -.07815    |              .   **|     .              | 
3      1.91591E-6        0.31743    |              .     |******              | 
4       1.9996E-7        0.03313    |              .     |*    .              | 
5      8.02887E-7        0.13302    |              .     |***  .              | 
6      -9.7041E-7        -.16078    |              .  ***|     .              | 
7      -3.5035E-7        -.05805    |              .    *|     .              | 
8      3.93442E-7        0.06519    |              .     |*    .              | 
9      1.31456E-6        0.21780    |              .     |**** .              | 
10     -5.7962E-7        -.09603    |              .   **|     .              | 
11     -6.5826E-7        -.10906    |              .   **|     .              | 






pengujian residual white noise pada model fungsi transfer 
ditampilkan pada Tabel 4.6 sebagai berikut. 
Tabel 4.6 Uji Residual White Noise 
Orde 
b,s,r Lag Chi-Square DF P-value Keputusan  
0,0,0 
6 13,47 5 0,0194 
Tidak 
white noise 
12 26,41 11 0,0056 
18 34,33 17 0,0076 
24 48,86 23 0,0013 
3,0,0 
6 8,00 5 0,1561 
white noise 12 14,28 11 0,2178 18 25,20 17 0,0903 
24 33,78 23 0,06085 
Tabel 4.6 memberikan informasi bahwa pada model fungsi 
transfer dengan orde b,s,r (0,0,0), residual model tidak memenuhi 
asumsi white noise karena p-value semua lag bernilai lebih kecil 
dari α . Sedangkan residual model fungsi transfer dengan orde 
b,s,r (3,0,0) telah memenuhi asumsi white noise. Karena p-value 
semua lag bernilai lebih besar dari 05,0=α .  
Kemudian dilakukan uji asumsi residual berdistribusi 
normal pada model fungsi transfer. Hasil pengujian asumsi 
residual berdistribusi normal ditunjukkan pada Tabel 4.7. 
Tabel 4.7 Uji Asumsi Residual Berdistribusi Normal 
Model Fungsi 
Transfer D P-value Keputusan  
b,s,r (0,0,0) 0,128709 0, 0453 Tidak Berdistribusi Normal 
b,s,r (3,0,0) 0,083036 >0,1500 Berdistribusi Normal 
Tabel 4.7 menunjukkan bahwa residual dari model fungsi 
transfer dengan orde b,s,r (0,0,0) tidak berdistribusi normal 
karena memiliki p-value < 0,05. Sedangkan residual dari model 
fungsi transfer dengan orde b,s,r (3,0,0) memiliki p-value >0,05 
sehingga dapat disimpulkan bahwa residual telah berdistribusi 
normal. Sehingga model fungsi transfer yang sesuai dan 
memenuhi semua asumsi yaitu model fungsi transfer dengan orde 
34 
 
b,s,r (3,0,0). Model fungsi transfer yang terbentuk adalah sebagai 
berikut: 
30 )( −= tt xy ω  
30,0008338 −= tt xy  
Model fungsi transfer ini memiliki makna bahwa harga ekspor 
ikan tuna ke Jepang pada 3 bulan sebelumnnya mempengaruhi 
permintaan ekspor ikan tuna ke Jepang. 
Selanjutnya uji kesesuaian model fungsi transfer yag 
dilakukan dengan uji independensi antara residual model dengan 
deret tα . Hasil pengujian residual crosscorelation ditunjukkan 
pada Tabel 4.8.  
Tabel 4.8 Uji Kesesuaian Model Fungsi Transfer 
Lag  Chi-Square DF P-value 
5 2,18 6 0,9024 
11 8,52 12 0,7436 
17 17,76 18 0,4716 
23 19,47 24 0,7264 
Tabel 4.8 memberikan informasi bahwa hasil uji 
crosscorelation residual model dengan deret input memiliki p-
value lebih besar dari 05,0=α  pada semua lag. Sehingga dapat 
disimpulkan bahwa residual model dengan deret input setelah 
prewhitening dikatakan independen. 
4.2.7 Peramalan Deret Output (Permintaan Ekspor Ikan 
Tuna ke Pasar Jepang) 
Dilakukan perhitungan MAPE dan RMSE untuk 
mengetahui seberapa baik model yang terbentuk untuk me-
ramalkan permintaan ekspor ikan tuna ke pasar Jepang. Berikut 
adalah hasil perhitungan MAPE dan RMSE pada deret output. 
Tabel 4.9 Kriteria Model Terbaik Pada Deret Output 
Model MAPE RMSE 
b,s,r (3,0,0) 29,5155 616116,793 
Tabel 4.9 menunjukkan bahwa model fungsi transfer 
memiliki nilai MAPE dan RMSE yang sangat besar yaitu masing-





melihat perbedaan kedekatan antara hasil peramalan model fungsi 

















Gambar 4.12 Time Series Plot Pada Hasil Peramalan Model Fungsi Transfer 
Gambar 4.12 memberikan informasi bahwa hasil peramalan 
model fungsi transfer telah mengikuti pola data in-sample namun 
pada data out-sample, hasil peramalan model fungsi transfer 
belum dapat mengikuti pola data out-sample.  
Selanjutnya adalah meramalkan pemintaan ekspor ikan tuna 
ke pasar Jepang pada bulan Januari hingga Desember 2015. Hasil 
peramalan pemintaan ekspor ikan tuna ke pasar Jepang ditam-
pilkan pada Tabel 4.10. 







Januari 2015 2438357 7163356 1215130 
Februari 2015 2437672 7159906 1214889 
Maret 2015 2437292 7157991 1214755 
April 2015 2436987 7156459 1214648 
Mei 2015 2436835 7155693 1214594 
Juni 2015 2436759 7155310 1214567 












Agustus 2015 2436683 7154927 1214541 
September 2015 2436607 7154545 1214541 
Oktober 2015 2436607 7154545 1214514 
November 2015 2436607 7154545 1214514 
Desember 2015 2436607 7154545 1214514 
Kemudian hasil peramalan dapat ditunjukkan dalam time 
series plot untuk mengetahui pola pemintaan ekspor ikan tuna  
kepasar Jepang pada tahun 2015 berdasarkan model fungsi 
transfer yang terbentuk. Permintaan ekspor ikan tuna tertinggi 
terjadi pada bulan Januari 2015 yaitu sebesar 2.438.357 kg. 
Berikut adalah time series plot pemintaan ekspor ikan tuna ke 





























Gambar 4.13 Time Series Plot Pada Hasil Peramalan Permintaan Ekspor Ikan 
Tuna ke Pasar Jepang Tahun 2015 
Pada Gambar 4.13 dan Tabel 4.10 menunjukkan hasil 
ramalan pemintaan ekspor ikan tuna  ke pasar Jepang pada bulan 
Januari hingga Desember 2015. Hasil ramalan menunjukkan 
bahwa pemintaan ekspor ikan tuna ke pasar Jepang pada 2015 
terus mengalami penurunan dan cenderung konstan. Permintaan 





Juli dan Agustus 2015 permintaan ekspor ikan tuna sama yaitu 
sebesar 2.436.683 kg serta pada bulan September hingga 
Desember 2015 permintaan ekspor ikan tuna ke Jepang yaitu 




























KESIMPULAN DAN SARAN 
5.1 Kesimpulan 
Bardasarkan hasil analisis dan pembahasan, maka dapat 
diambil kesimpulan sebagai berikut. 
1. Permintaan ekspor ikan tuna ke pasar Jepang mengalami 
fluktuasi setiap bulannya. Permintaan ekspor ikan tuna 
paling tinggi terjadi pada November 2011 yaitu sebesar 
5.978.848 kg. Harga ekspor ikan tuna paling tinggi terjadi 
pada Agustus 2010 yaitu sebesar 6,03 US$/Kg. Rata-rata 
permintaan ekspor ikan tuna ke Jepang tertinggi terjadi pada 
bulan Oktober dan rata-rata harga ekspor ikan tuna ke Jepang 
tertinggi terjadi pada bulan Januari. 
2. Model fungsi transfer yang terbentuk untuk meramalkan 
pemintaan ekspor ikan tuna Indonesia ke pasar Jepang adalah 
30,0008338 −= tt xy . Hasil ramalan menunjukkan bahwa 
pemintaan ekspor ikan tuna ke pasar Jepang pada 2015 
mengalami penurunan dan cenderung konstan. Dari hasil 
peramalan, permintaan ekspor ikan tuna tertinggi terjadi pada 
bulan Januari 2015 yaitu sebesar 2.438.357 kg dan paling 
rendah pada bulan September hingga Desember 2015 yaitu 
sebesar 2.436.607 kg. 
 
5.2 Saran 
Saran yang dapat diberikan untuk penelitian selanjutnya 
yaitu dapat menggunakan metode lain karena kriteria pemilihan 
model terbaik (MAPE dan RMSE) yang dihasilkan dengan pada 
model fungsi transfer single input masih besar. Selain itu juga 
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Lampiran A : Data Ekspor Ikan Tuna ke Pasar Jepang 
Tahun Periode Permintaan (kg) Harga (US$/ kg) 
2010 
Januari 1600594 3.85 
Februari 2011955 3.02 
Maret 2087411 4.09 
April 2773016 3.43 
Mei 3052815 3.06 
Juni 3773012 2.85 
Juli 2147354 5.06 
Agustus 1409256 6.03 
September 1845165 4.83 
Oktober 3585441 3.71 
November 3723700 3.62 
Desember 2272598 4.41 
2011 
Januari 1540308 4.77 
Februari 1414640 4.08 
Maret 1539728 5.31 
April 3180364 3.54 
Mei 1743971 5.43 
Juni 2073585 4.21 
Juli 1945629 4.18 
Agustus 2398686 3.94 
September 1978160 3.33 
Oktober 5487654 2.74 
November 5978848 2.39 
Desember 5728651 2.45 
44 
 
Lampiran A (Lanjutan). 
Tahun Periode Permintaan (kg) Harga (US$/ kg) 
2012 
Januari 2289329 3.65 
Februari 1689805 4.55 
Maret 1454024 4.42 
April 1627995 4.56 
Mei 1817365 4.30 
Juni 2421995 3.40 
Juli 2136533 3.75 
Agustus 2385416 3.14 
September 3104534 3.39 
Oktober 4395890 3.37 
November 3138893 3.92 
Desember 2774838 4.30 
2013 
Januari 2155193 4.53 
Februari 1185163 4.00 
Maret 1759884 3.24 
April 2823566 3.46 
Mei 3087626 3.24 
Juni 3025263 3.09 
Juli 2803252 3.56 
Agustus 2005341 2.98 
September 3394379 2.53 
Oktober 4843048 2.56 
November 3365129 3.11 






Lampiran A (Lanjutan). 
Tahun Periode Permintaan (kg) Harga (US$/ kg) 
2014 
Januari 1516556 4.16 
Februari 1418712 3.42 
Maret 1983978 3.25 
April 2270116 3.62 
Mei 1929413 3.31 
Juni 1548346 4.07 
Juli 3033920 2.22 
Agustus 1883972 2.38 
September 2259858 2.50 
Oktober 2462799 2.43 
November 2144730 2.84 




Lampiran B : Syntax Software SAS  





data ekspor;                                                                                                                               
input harga;                                                                                                                         





0.515376;                                                                                                                                        
proc arima data=ekspor;                                                                                                                    
identify var=harga;                                                                                                            
estimate p=1 q=0 method=cls;                                                                               
forecast out=ramalan lead=12;                                                                                                            
run;                                                                                                                                     
proc print data=ramalan;                                                                                                                 
run;                                                                                                                                     
proc univariate data=ramalan normal;                                                                                                     








2. Syntax CCF Fungsi Transfer 
 
data ekspor;                                                       
input x y;                                                 




...  ... 
0.208891 0.000285 
0.190247 0.000300 
;                                                               
proc arima data=ekspor;                                           
identify var=x;                                      
run;   
identify var=y crosscorr=(x);                         




3. Syntax Estimasi Model Fungsi Transfer 
 
 
data ekspor;                                                      
input x y;                                                
datalines;   
0.509605 0.000790 
0.575389 0.000705 
...  ... 
0.593480 0.000683 
0.605630 0.000612 
;                                                    
proc arima data=ekspor;                                            
identify var=x;                                      
estimate p=(1) method=ml;  
identify var=y crosscorr=(x);                         
estimate input=(3$(0)/(0)x) plot method=ml;       
estimate p=(1)  input=(3$(0)/(0)x) plot method=ml; 
forecast out=ramalan lead=24 printall; 
run; 












The ARIMA Procedure 
Name of Variable = x 
Mean of Working Series    0.523509 
Standard Deviation        0.055521 
Number of Observations          48 
 
Autocorrelations 
Lag    Covariance    Correlation    -1 9 8 7 6 5 4 3 2 1 0 1 2 3 4 5 6 7 8 9 1     Std Error 
0     0.0030826        1.00000    |                    |********************|             0 
1     0.0017657        0.57280    |              .     |***********         |      0.144338 
2    0.00076410        0.24788    |             .      |***** .             |      0.185753 
3    -0.0001393        -.04518    |            .      *|       .            |      0.192521 
4    -0.0002293        -.07439    |            .      *|       .            |      0.192742 
5    -0.0002841        -.09217    |            .     **|       .            |      0.193339 
6    -0.0003032        -.09837    |            .     **|       .            |      0.194252 
7    -0.0002545        -.08257    |            .     **|       .            |      0.195287 
8    2.59558E-6        0.00084    |            .       |       .            |      0.196013 
9    2.20893E-6        0.00072    |            .       |       .            |      0.196013 
10   0.00018625        0.06042    |            .       |*      .            |      0.196013 
11   0.00002627        0.00852    |            .       |       .            |      0.196401 
12   8.26544E-6        0.00268    |            .       |       .            |      0.196409 
"." marks two standard errors 
 
Inverse Autocorrelations 
Lag    Correlation    -1 9 8 7 6 5 4 3 2 1 0 1 2 3 4 5 6 7 8 9 1 
1       -0.46514    |           *********|     .              | 
2       -0.12989    |              .  ***|     .              | 
3        0.28673    |              .     |******              | 
4       -0.09537    |              .   **|     .              | 
5       -0.09950    |              .   **|     .              | 
6        0.13659    |              .     |***  .              | 
7        0.00810    |              .     |     .              | 
8       -0.12975    |              .  ***|     .              | 
9        0.15754    |              .     |***  .              | 
10      -0.10787    |              .   **|     .              | 
11       0.02764    |              .     |*    .              | 
12       0.00914    |              .     |     .              | 
 
Partial Autocorrelations 
Lag    Correlation    -1 9 8 7 6 5 4 3 2 1 0 1 2 3 4 5 6 7 8 9 1 
1        0.57280    |              .     |***********         | 
2       -0.11940    |              .   **|     .              | 
3       -0.20492    |              . ****|     .              | 
4        0.10699    |              .     |**   .              | 
5       -0.06108    |              .    *|     .              | 
6       -0.08442    |              .   **|     .              | 
7        0.02540    |              .     |*    .              | 
8        0.07846    |              .     |**   .              | 
9       -0.09227    |              .   **|     .              | 
10       0.09753    |              .     |**   .              | 
11      -0.06496    |              .    *|     .              | 
12      -0.01494    |              .     |     .              | 
 
Autocorrelation Check for White Noise 
To        Chi-             Pr > 
Lag      Square     DF     ChiSq    --------------------Autocorrelations-------------------- 
6        21.40      6    0.0016     0.573     0.248    -0.045    -0.074    -0.092    -0.098 







Conditional Least Squares Estimation 
      Standard                 Approx 
Parameter      Estimate         Error    t Value    Pr > |t|     Lag 
MU              0.52206       0.01448      36.06      <.0001       0 
MA1.1          -0.11894       0.25641      -0.46      0.6450       1 
AR1.1           0.49677       0.22350       2.22      0.0313       1 
 
Constant Estimate      0.262721 
Variance Estimate       0.00219 
Std Error Estimate     0.046795 
AIC                     -154.83 
SBC                    -149.216 
Number of Residuals          48 
* AIC and SBC do not include log determinant 
 
Correlations of Parameter Estimates 
Parameter        MU     MA1.1     AR1.1 
MU            1.000    -0.003    -0.019 
MA1.1        -0.003     1.000     0.815 
AR1.1        -0.019     0.815     1.000 
 
Autocorrelation Check of Residuals 
To        Chi-             Pr > 
Lag      Square     DF     ChiSq    --------------------Autocorrelations-------------------- 
 6        3.34      4    0.5022     0.014     0.094    -0.224    -0.011    -0.042    -0.039 
12        6.87     10    0.7377    -0.089     0.078    -0.067     0.116    -0.063     0.141 
18       19.45     16    0.2462    -0.190     0.082    -0.309     0.010    -0.034     0.181 
24       21.90     22    0.4661     0.010     0.006     0.057     0.123     0.088    -0.011 
 
Model for variable x 
Estimated Mean    0.522064 
 
Autoregressive Factors 
Factor 1:  1 - 0.49677 B**(1) 
 
Moving Average Factors 
Factor 1:  1 + 0.11894 B**(1) 
 
Forecasts for variable x 
Obs       Forecast    Std Error       95% Confidence Limits 
49         0.5154       0.0468         0.4237         0.6072 
50         0.5188       0.0550         0.4111         0.6265 
51         0.5204       0.0568         0.4091         0.6317 
52         0.5213       0.0572         0.4091         0.6334 
53         0.5217       0.0573         0.4093         0.6340 
54         0.5219       0.0574         0.4094         0.6343 
55         0.5220       0.0574         0.4095         0.6344 
56         0.5220       0.0574         0.4096         0.6345 
57         0.5220       0.0574         0.4096         0.6345 
58         0.5221       0.0574         0.4096         0.6345 
59         0.5221       0.0574         0.4096         0.6345 
60         0.5221       0.0574         0.4096         0.6345 
 
Obs       x       FORECAST       STD        L95        U95      RESIDUAL 
1     0.50961     0.52206    0.046795    0.43035    0.61378    -0.01246 
2     0.57539     0.51439    0.046795    0.42268    0.60611     0.06100 
3     0.49472     0.55581    0.046795    0.46409    0.64753    -0.06109 
4     0.54025     0.50122    0.046795    0.40950    0.59293     0.03903 
5     0.57157     0.53574    0.046795    0.44402    0.62745     0.03583 
6     0.59254     0.55092    0.046795    0.45920    0.64263     0.04163 
7     0.44448     0.56203    0.046795    0.47031    0.65374    -0.11755 
8     0.40710     0.46954    0.046795    0.37782    0.56126    -0.06244 







10    0.51926     0.48844    0.046795    0.39672    0.58015     0.03083 
11    0.52581     0.52434    0.046795    0.43262    0.61606     0.00147 
12    0.47605     0.52410    0.046795    0.43239    0.61582    -0.04805 
13    0.45789     0.49349    0.046795    0.40177    0.58521    -0.03560 
14    0.49528     0.48595    0.046795    0.39424    0.57767     0.00932 
15    0.43401     0.50987    0.046795    0.41815    0.60158    -0.07586 
16    0.53172     0.46930    0.046795    0.37758    0.56101     0.06242 
17    0.42898     0.53429    0.046795    0.44257    0.62600    -0.10531 
18    0.48732     0.46330    0.046795    0.37158    0.55501     0.02403 
19    0.48897     0.50766    0.046795    0.41595    0.59938    -0.01869 
20    0.50390     0.50340    0.046795    0.41168    0.59512     0.00050 
21    0.54805     0.51310    0.046795    0.42138    0.60482     0.03495 
22    0.60401     0.53913    0.046795    0.44741    0.63085     0.06488 
23    0.64740     0.57049    0.046795    0.47877    0.66220     0.07691 
24    0.63939     0.59347    0.046795    0.50176    0.68519     0.04592 
25    0.52354     0.58581    0.046795    0.49409    0.67753    -0.06227 
26    0.46859     0.51539    0.046795    0.42367    0.60711    -0.04680 
27    0.47571     0.48993    0.046795    0.39822    0.58165    -0.01423 
28    0.46815     0.49734    0.046795    0.40563    0.58906    -0.02919 
29    0.48206     0.49181    0.046795    0.40009    0.58353    -0.00975 
30    0.54264     0.50103    0.046795    0.40931    0.59275     0.04161 
31    0.51671     0.53723    0.046795    0.44552    0.62895    -0.02052 
32    0.56459     0.51696    0.046795    0.42525    0.60868     0.04763 
33    0.54282     0.54886    0.046795    0.45714    0.64057    -0.00603 
34    0.54434     0.53166    0.046795    0.43994    0.62337     0.01269 
35    0.50502     0.53464    0.046795    0.44292    0.62636    -0.02962 
36    0.48200     0.51007    0.046795    0.41836    0.60179    -0.02807 
37    0.46993     0.49882    0.046795    0.40711    0.59054    -0.02890 
38    0.50029     0.49273    0.046795    0.40101    0.58444     0.00756 
39    0.55566     0.51215    0.046795    0.42043    0.60386     0.04351 
40    0.53765     0.54393    0.046795    0.45221    0.63565    -0.00628 
41    0.55550     0.52906    0.046795    0.43735    0.62078     0.02644 
42    0.56921     0.54182    0.046795    0.45010    0.63353     0.02739 
43    0.52999     0.54874    0.046795    0.45703    0.64046    -0.01876 
44    0.57932     0.52377    0.046795    0.43205    0.61548     0.05555 
45    0.62863     0.55711    0.046795    0.46539    0.64883     0.07152 
46    0.62488     0.58351    0.046795    0.49179    0.67522     0.04137 
47    0.56713     0.57806    0.046795    0.48634    0.66978    -0.01093 
48    0.51538     0.54315    0.046795    0.45143    0.63487    -0.02777 
49     .          0.51544    0.046795    0.42372    0.60715      . 
50     .          0.51877    0.054953    0.41107    0.62648      . 
51     .          0.52043    0.056787    0.40913    0.63173      . 
52     .          0.52125    0.057230    0.40908    0.63342      . 
53     .          0.52166    0.057339    0.40928    0.63404      . 
54     .          0.52186    0.057366    0.40943    0.63430      . 
55     .          0.52196    0.057372    0.40952    0.63441      . 
56     .          0.52201    0.057374    0.40956    0.63447      . 
57     .          0.52204    0.057374    0.40959    0.63449      . 
58     .          0.52205    0.057375    0.40960    0.63450      . 
59     .          0.52206    0.057375    0.40961    0.63451      . 
60     .          0.52206    0.057375    0.40961    0.63451      . 
 
The UNIVARIATE Procedure 
Variable:  RESIDUAL  (Residual: Actual-Forecast) 
Moments 
N                          48    Sum Weights                 48 
Mean               0.00052639    Sum Observations    0.02526685 
Std Deviation      0.04578529    Variance            0.00209629 
Skewness           -0.4700791    Kurtosis            -0.1301882 
Uncorrected SS     0.09853906    Corrected SS        0.09852576 





Basic Statistical Measures 
Location                    Variability 
Mean      0.00053     Std Deviation            0.04579 
Median   -0.00102     Variance                 0.00210 
Mode       .          Range                    0.19446 
      interquartile Range      0.06869 
 
Tests for Location: Mu0=0 
Test           -Statistic-    -----p Value------ 
Student's t    t  0.079653    Pr > |t|    0.9369 
Sign           M         0    Pr >= |M|   1.0000 
Signed Rank    S        33    Pr >= |S|   0.7389 
 
Tests for Normality 
Test                  --Statistic---    -----p Value------ 
Shapiro-Wilk          W     0.969028    Pr < W      0.2321 
Kolmogorov-Smirnov    D     0.091959    Pr > D     >0.1500 
Cramer-von Mises      W-Sq  0.055634    Pr > W-Sq  >0.2500 
Anderson-Darling      A-Sq  0.396865    Pr > A-Sq  >0.2500 
 
Quantiles (Definition 5) 
Quantile         Estimate 
100% Max       0.07691123 
99%            0.07691123 
95%            0.06488080 
90%            0.06099613 
75% Q3         0.04020051 
50% Median    -0.00102265 
25% Q1        -0.02848453 
10%           -0.06227045 
5%            -0.07585850 
1%            -0.11754853 
0% Min        -0.11754853 
 
Variable:  RESIDUAL  (Residual: Actual-Forecast) 
Extreme Observations 
-------Lowest------        ------Highest------ 
Value      Obs             Value      Obs 
-0.1175485        7         0.0609961        2 
-0.1053098       17         0.0624233       16 
-0.0758585       15         0.0648808       22 
-0.0624397        8         0.0715190       45 




Missing                            Missing 
Value       Count     All Obs         Obs 





Lampiran C (Lanjutan). 
 2. ARIMA(1,0,0) The ARIMA Procedure 
Name of Variable = x 
Mean of Working Series    0.523509 
Standard Deviation        0.055521 
Number of Observations          48 
 
Autocorrelations 
Lag    Covariance    Correlation    -1 9 8 7 6 5 4 3 2 1 0 1 2 3 4 5 6 7 8 9 1     Std Error 
0     0.0030826        1.00000    |                    |********************|             0 
1     0.0017657        0.57280    |              .     |***********         |      0.144338 
2    0.00076410        0.24788    |             .      |***** .             |      0.185753 
3    -0.0001393        -.04518    |            .      *|       .            |      0.192521 
4    -0.0002293        -.07439    |            .      *|       .            |      0.192742 
5    -0.0002841        -.09217    |            .     **|       .            |      0.193339 
6    -0.0003032        -.09837    |            .     **|       .            |      0.194252 
7    -0.0002545        -.08257    |            .     **|       .            |      0.195287 
8    2.59558E-6        0.00084    |            .       |       .            |      0.196013 
9    2.20893E-6        0.00072    |            .       |       .            |      0.196013 
10   0.00018625        0.06042    |            .       |*      .            |      0.196013 
11   0.00002627        0.00852    |            .       |       .            |      0.196401 
12   8.26544E-6        0.00268    |            .       |       .            |      0.196409 
"." marks two standard errors 
 
Inverse Autocorrelations 
Lag    Correlation    -1 9 8 7 6 5 4 3 2 1 0 1 2 3 4 5 6 7 8 9 1 
1       -0.46514    |           *********|     .              | 
2       -0.12989    |              .  ***|     .              | 
3        0.28673    |              .     |******              | 
4       -0.09537    |              .   **|     .              | 
5       -0.09950    |              .   **|     .              | 
6        0.13659    |              .     |***  .              | 
7        0.00810    |              .     |     .              | 
8       -0.12975    |              .  ***|     .              | 
9        0.15754    |              .     |***  .              | 
10      -0.10787    |              .   **|     .              | 
11       0.02764    |              .     |*    .              | 
12       0.00914    |              .     |     .              | 
 
Partial Autocorrelations 
Lag    Correlation    -1 9 8 7 6 5 4 3 2 1 0 1 2 3 4 5 6 7 8 9 1 
1        0.57280    |              .     |***********         | 
2       -0.11940    |              .   **|     .              | 
3       -0.20492    |              . ****|     .              | 
4        0.10699    |              .     |**   .              | 
5       -0.06108    |              .    *|     .              | 
6       -0.08442    |              .   **|     .              | 
7        0.02540    |              .     |*    .              | 
8        0.07846    |              .     |**   .              | 
9       -0.09227    |              .   **|     .              | 
10       0.09753    |              .     |**   .              | 
11      -0.06496    |              .    *|     .              | 
12      -0.01494    |              .     |     .              | 
 
Autocorrelation Check for White Noise 
To        Chi-             Pr > 
Lag      Square     DF     ChiSq    --------------------Autocorrelations-------------------- 
 6       21.40      6    0.0016     0.573     0.248    -0.045    -0.074    -0.092    -0.098 









Conditional Least Squares Estimation 
      Standard                 Approx 
Parameter      Estimate         Error    t Value    Pr > |t|     Lag 
MU              0.52247       0.01503      34.76      <.0001       0 
AR1.1           0.57329       0.12086       4.74      <.0001       1 
Constant Estimate       0.22294 
Variance Estimate      0.002161 
Std Error Estimate     0.046482 
AIC                     -156.42 
SBC                    -152.677 
Number of Residuals          48 
* AIC and SBC do not include log determinant. 
 
Correlations of Parameter 
Estimates 
Parameter        MU     AR1.1 
MU            1.000    -0.020 
AR1.1        -0.020     1.000 
 
Autocorrelation Check of Residuals 
To        Chi-             Pr > 
Lag      Square     DF     ChiSq    --------------------Autocorrelations-------------------- 
 6        3.65      5    0.6014     0.070     0.040    -0.239    -0.033    -0.038    -0.046 
12        6.44     11    0.8426    -0.082     0.070    -0.051     0.109    -0.038     0.128 
18       17.76     17    0.4044    -0.166     0.052    -0.301    -0.014    -0.013     0.181 
24       20.42     23    0.6167     0.017    -0.006     0.055     0.129     0.092    -0.016 
 
Model for variable x 
Estimated Mean    0.522467 
 
Autoregressive Factors 
Factor 1:  1 - 0.57329 B**(1) 
 
Forecasts for variable x 
Obs       Forecast    Std Error       95% Confidence Limits 
49         0.5184       0.0465         0.4273         0.6095 
50         0.5201       0.0536         0.4151         0.6251 
51         0.5211       0.0557         0.4119         0.6303 
52         0.5217       0.0564         0.4112         0.6322 
53         0.5220       0.0566         0.4111         0.6330 
54         0.5222       0.0567         0.4111         0.6333 
55         0.5223       0.0567         0.4112         0.6335 
56         0.5224       0.0567         0.4112         0.6336 
57         0.5224       0.0567         0.4112         0.6336 
58         0.5224       0.0567         0.4113         0.6336 
59         0.5225       0.0567         0.4113         0.6336 
60         0.5225       0.0567         0.4113         0.6336 
 
Obs       x       FORECAST       STD        L95        U95      RESIDUAL 
1     0.50961     0.52247    0.046482    0.43136    0.61357    -0.01286 
2     0.57539     0.51509    0.046482    0.42399    0.60620     0.06030 
3     0.49472     0.55281    0.046482    0.46170    0.64391    -0.05808 
4     0.54025     0.50656    0.046482    0.41546    0.59766     0.03368 
5     0.57157     0.53266    0.046482    0.44156    0.62376     0.03891 
6     0.59254     0.55062    0.046482    0.45951    0.64172     0.04193 
7     0.44448     0.56264    0.046482    0.47154    0.65374    -0.11816 
8     0.40710     0.47776    0.046482    0.38665    0.56886    -0.07066 







10    0.51926     0.48378    0.046482    0.39268    0.57488     0.03549 
11    0.52581     0.52063    0.046482    0.42953    0.61173     0.00518 
12    0.47605     0.52439    0.046482    0.43328    0.61549    -0.04834 
13    0.45789     0.49586    0.046482    0.40475    0.58696    -0.03796 
14    0.49528     0.48545    0.046482    0.39435    0.57655     0.00983 
15    0.43401     0.50688    0.046482    0.41578    0.59798    -0.07287 
16    0.53172     0.47175    0.046482    0.38065    0.56286     0.05997 
17    0.42898     0.52777    0.046482    0.43667    0.61887    -0.09880 
18    0.48732     0.46887    0.046482    0.37777    0.55997     0.01845 
19    0.48897     0.50232    0.046482    0.41122    0.59342    -0.01335 
20    0.50390     0.50326    0.046482    0.41216    0.59437     0.00064 
21    0.54805     0.51182    0.046482    0.42072    0.60293     0.03623 
22    0.60401     0.53713    0.046482    0.44603    0.62824     0.06688 
23    0.64740     0.56922    0.046482    0.47811    0.66032     0.07818 
24    0.63939     0.59409    0.046482    0.50299    0.68519     0.04530 
25    0.52354     0.58950    0.046482    0.49840    0.68060    -0.06596 
26    0.46859     0.52308    0.046482    0.43198    0.61418    -0.05449 
27    0.47571     0.49158    0.046482    0.40048    0.58268    -0.01587 
28    0.46815     0.49566    0.046482    0.40456    0.58676    -0.02751 
29    0.48206     0.49133    0.046482    0.40023    0.58243    -0.00927 
30    0.54264     0.49930    0.046482    0.40820    0.59040     0.04334 
31    0.51671     0.53403    0.046482    0.44293    0.62513    -0.01732 
32    0.56459     0.51917    0.046482    0.42806    0.61027     0.04543 
33    0.54282     0.54662    0.046482    0.45552    0.63772    -0.00380 
34    0.54434     0.53414    0.046482    0.44303    0.62524     0.01021 
35    0.50502     0.53501    0.046482    0.44391    0.62611    -0.02999 
36    0.48200     0.51246    0.046482    0.42136    0.60357    -0.03046 
37    0.46993     0.49927    0.046482    0.40817    0.59037    -0.02934 
38    0.50029     0.49235    0.046482    0.40124    0.58345     0.00795 
39    0.55566     0.50975    0.046482    0.41865    0.60086     0.04591 
40    0.53765     0.54150    0.046482    0.45040    0.63260    -0.00384 
41    0.55550     0.53117    0.046482    0.44007    0.62228     0.02433 
42    0.56921     0.54140    0.046482    0.45030    0.63251     0.02781 
43    0.52999     0.54926    0.046482    0.45816    0.64037    -0.01928 
44    0.57932     0.52678    0.046482    0.43567    0.61788     0.05254 
45    0.62863     0.55506    0.046482    0.46396    0.64616     0.07357 
46    0.62488     0.58333    0.046482    0.49223    0.67443     0.04155 
47    0.56713     0.58118    0.046482    0.49008    0.67228    -0.01405 
48    0.51538     0.54807    0.046482    0.45697    0.63917    -0.03270 
49     .          0.51840    0.046482    0.42730    0.60950      . 
50     .          0.52014    0.053578    0.41512    0.62515      . 
51     .          0.52113    0.055714    0.41193    0.63033      . 
52     .          0.52170    0.056398    0.41116    0.63224      . 
53     .          0.52203    0.056621    0.41105    0.63300      . 
54     .          0.52222    0.056694    0.41110    0.63333      . 
55     .          0.52232    0.056718    0.41116    0.63349      . 
56     .          0.52238    0.056726    0.41120    0.63357      . 
57     .          0.52242    0.056729    0.41123    0.63361      . 
58     .          0.52244    0.056730    0.41125    0.63363      . 
59     .          0.52245    0.056730    0.41126    0.63364      . 
60     .          0.52246    0.056730    0.41127    0.63365      . 
 
The UNIVARIATE Procedure 
Variable:  RESIDUAL  (Residual: Actual-Forecast) 
Moments 
N                          48    Sum Weights                 48 
Mean                0.0003597    Sum Observations    0.01726572 
Std Deviation      0.04598316    Variance            0.00211445 
Skewness           -0.4417694    Kurtosis            -0.2374137 
Uncorrected SS     0.09938541    Corrected SS         0.0993792 





Basic Statistical Measures 
Location                    Variability 
Mean      0.00036     Std Deviation            0.04598 
Median   -0.00035     Variance                 0.00211 
Mode       .          Range                    0.19635 
                   Interquartile Range      0.06990 
 
Tests for Location: Mu0=0 
Test           -Statistic-    -----p Value------ 
Student's t    t  0.054196    Pr > |t|    0.9570 
Sign           M         0    Pr >= |M|   1.0000 
Signed Rank    S        32    Pr >= |S|   0.7465 
 
Tests for Normality 
Test                  --Statistic---    -----p Value------ 
Shapiro-Wilk          W     0.973103    Pr < W      0.3329 
Kolmogorov-Smirnov    D     0.099013    Pr > D     >0.1500 
Cramer-von Mises      W-Sq  0.050853    Pr > W-Sq  >0.2500 
Anderson-Darling      A-Sq  0.359129    Pr > A-Sq  >0.2500 
 
Quantiles (Definition 5) 
Quantile          Estimate 
100% Max       0.078184842 
99%            0.078184842 
95%            0.066876942 
90%            0.059967524 
75% Q3         0.040229137 
50% Median    -0.000354429 
25% Q1        -0.029666360 
10%           -0.065960016 
5%            -0.072871619 
1%            -0.118163197 
0% Min        -0.118163197 
 
Variable:  RESIDUAL  (Residual: Actual-Forecast) 
Extreme Observations 
-------Lowest------        ------Highest------ 
Value      Obs             Value      Obs 
-0.1181632        7         0.0599675       16 
-0.0987963       17         0.0602957        2 
-0.0728716       15         0.0668769       22 
-0.0706554        8         0.0735723       45 




Missing                             Missing 
Value       Count     All Obs         Obs 









The ARIMA Procedure 
Name of Variable = x 
Mean of Working Series    0.523509 
Standard Deviation        0.055521 
Number of Observations          48 
 
Autocorrelations 
Lag    Covariance    Correlation    -1 9 8 7 6 5 4 3 2 1 0 1 2 3 4 5 6 7 8 9 1     Std Error 
0     0.0030826        1.00000    |                    |********************|             0 
1     0.0017657        0.57280    |              .     |***********         |      0.144338 
2    0.00076410        0.24788    |             .      |***** .             |      0.185753 
3    -0.0001393        -.04518    |            .      *|       .            |      0.192521 
4    -0.0002293        -.07439    |            .      *|       .            |      0.192742 
5    -0.0002841        -.09217    |            .     **|       .            |      0.193339 
6    -0.0003032        -.09837    |            .     **|       .            |      0.194252 
7    -0.0002545        -.08257    |            .     **|       .            |      0.195287 
8    2.59558E-6        0.00084    |            .       |       .            |      0.196013 
9    2.20893E-6        0.00072    |            .       |       .            |      0.196013 
10   0.00018625        0.06042    |            .       |*      .            |      0.196013 
11   0.00002627        0.00852    |            .       |       .            |      0.196401 
12   8.26544E-6        0.00268    |            .       |       .            |      0.196409 
"." marks two standard errors 
 
Inverse Autocorrelations 
Lag    Correlation    -1 9 8 7 6 5 4 3 2 1 0 1 2 3 4 5 6 7 8 9 1 
1       -0.46514    |           *********|     .              | 
2       -0.12989    |              .  ***|     .              | 
3        0.28673    |              .     |******              | 
4       -0.09537    |              .   **|     .              | 
5       -0.09950    |              .   **|     .              | 
6        0.13659    |              .     |***  .              | 
7        0.00810    |              .     |     .              | 
8       -0.12975    |              .  ***|     .              | 
9        0.15754    |              .     |***  .              | 
10      -0.10787    |              .   **|     .              | 
11       0.02764    |              .     |*    .              | 
12       0.00914    |              .     |     .              | 
 
Partial Autocorrelations 
Lag    Correlation    -1 9 8 7 6 5 4 3 2 1 0 1 2 3 4 5 6 7 8 9 1 
1        0.57280    |              .     |***********         | 
2       -0.11940    |              .   **|     .              | 
3       -0.20492    |              . ****|     .              | 
4        0.10699    |              .     |**   .              | 
5       -0.06108    |              .    *|     .              | 
6       -0.08442    |              .   **|     .              | 
7        0.02540    |              .     |*    .              | 
8        0.07846    |              .     |**   .              | 
9       -0.09227    |              .   **|     .              | 
10       0.09753    |              .     |**   .              | 
11      -0.06496    |              .    *|     .              | 
12      -0.01494    |              .     |     .              | 
 
Autocorrelation Check for White Noise 
To        Chi-             Pr > 
Lag      Square     DF     ChiSq    --------------------Autocorrelations-------------------- 
 6       21.40      6    0.0016     0.573     0.248    -0.045    -0.074    -0.092    -0.098 







Conditional Least Squares Estimation 
      Standard                 Approx 
Parameter      Estimate         Error    t Value    Pr > |t|     Lag 
MU              0.52262       0.01013      51.58      <.0001       0 
MA1.1          -0.45367       0.13166      -3.45      0.0012       1 
Constant Estimate      0.522618 
Variance Estimate      0.002376 
Std Error Estimate     0.048743 
AIC                     -151.86 
SBC                    -148.118 
Number of Residuals          48 
* AIC and SBC do not include log determinant. 
 
Correlations of Parameter 
Estimates 
Parameter        MU     MA1.1 
MU            1.000     0.015 
MA1.1         0.015     1.000 
 
Autocorrelation Check of Residuals 
To        Chi-             Pr > 
Lag      Square     DF     ChiSq    --------------------Autocorrelations-------------------- 
 6        7.37      5    0.1947     0.164     0.276    -0.163     0.008    -0.098    -0.036 
12       10.99     11    0.4443    -0.109     0.065    -0.072     0.123    -0.082     0.120 
18       24.73     17    0.1010    -0.225     0.029    -0.320     0.006    -0.064     0.174 
24       29.40     23    0.1674     0.043     0.086     0.100     0.149     0.098     0.019 
 
Model for variable x 
Estimated Mean    0.522618 
 
Moving Average Factors 
Factor 1:  1 + 0.45367 B**(1) 
 
Forecasts for variable x 
Obs       Forecast    Std Error       95% Confidence Limits 
49         0.5164       0.0487         0.4208         0.6119 
50         0.5226       0.0535         0.4177         0.6275 
51         0.5226       0.0535         0.4177         0.6275 
52         0.5226       0.0535         0.4177         0.6275 
53         0.5226       0.0535         0.4177         0.6275 
54         0.5226       0.0535         0.4177         0.6275 
55         0.5226       0.0535         0.4177         0.6275 
56         0.5226       0.0535         0.4177         0.6275 
57         0.5226       0.0535         0.4177         0.6275 
58         0.5226       0.0535         0.4177         0.6275 
59         0.5226       0.0535         0.4177         0.6275 
60         0.5226       0.0535         0.4177         0.6275 
 
Obs       x       FORECAST       STD        L95        U95      RESIDUAL 
1     0.50961     0.52262    0.048743    0.42708    0.61815    -0.01301 
2     0.57539     0.51671    0.048743    0.42118    0.61225     0.05867 
3     0.49472     0.54924    0.048743    0.45370    0.64477    -0.05451 
4     0.54025     0.49789    0.048743    0.40235    0.59342     0.04236 
5     0.57157     0.54183    0.048743    0.44630    0.63737     0.02973 
6     0.59254     0.53611    0.048743    0.44057    0.63164     0.05644 
7     0.44448     0.54822    0.048743    0.45269    0.64376    -0.10374 
8     0.40710     0.47555    0.048743    0.38002    0.57109    -0.06845 
9     0.45498     0.49156    0.048743    0.39603    0.58710    -0.03658 
10    0.51926     0.50602    0.048743    0.41049    0.60156     0.01324 
11    0.52581     0.52863    0.048743    0.43309    0.62416    -0.00281 
12    0.47605     0.52134    0.048743    0.42581    0.61688    -0.04529 
13    0.45789     0.50207    0.048743    0.40654    0.59760    -0.04418 
14    0.49528     0.50258    0.048743    0.40704    0.59811    -0.00730 
15    0.43401     0.51931    0.048743    0.42377    0.61484    -0.08530 
16    0.53172     0.48392    0.048743    0.38839    0.57945     0.04780 







18    0.48732     0.47030    0.048743    0.37476    0.56583     0.01702 
19    0.48897     0.53034    0.048743    0.43481    0.62588    -0.04137 
20    0.50390     0.50385    0.048743    0.40832    0.59938     0.00005 
21    0.54805     0.52264    0.048743    0.42711    0.61817     0.02541 
22    0.60401     0.53414    0.048743    0.43861    0.62968     0.06987 
23    0.64740     0.55431    0.048743    0.45878    0.64985     0.09309 
24    0.63939     0.56485    0.048743    0.46931    0.66038     0.07454 
25    0.52354     0.55644    0.048743    0.46090    0.65197    -0.03290 
26    0.46859     0.50769    0.048743    0.41216    0.60323    -0.03910 
27    0.47571     0.50488    0.048743    0.40935    0.60041    -0.02917 
28    0.46815     0.50938    0.048743    0.41385    0.60492    -0.04123 
29    0.48206     0.50391    0.048743    0.40838    0.59945    -0.02186 
30    0.54264     0.51270    0.048743    0.41717    0.60824     0.02993 
31    0.51671     0.53620    0.048743    0.44066    0.63173    -0.01949 
32    0.56459     0.51378    0.048743    0.41824    0.60931     0.05082 
33    0.54282     0.54567    0.048743    0.45014    0.64121    -0.00285 
34    0.54434     0.52133    0.048743    0.42579    0.61686     0.02302 
35    0.50502     0.53306    0.048743    0.43753    0.62859    -0.02804 
36    0.48200     0.50990    0.048743    0.41436    0.60543    -0.02789 
37    0.46993     0.50996    0.048743    0.41443    0.60550    -0.04004 
38    0.50029     0.50445    0.048743    0.40892    0.59999    -0.00416 
39    0.55566     0.52073    0.048743    0.42520    0.61626     0.03493 
40    0.53765     0.53847    0.048743    0.44293    0.63400    -0.00081 
41    0.55550     0.52225    0.048743    0.42672    0.61778     0.03325 
42    0.56921     0.53770    0.048743    0.44217    0.63324     0.03151 
43    0.52999     0.53691    0.048743    0.44138    0.63245    -0.00693 
44    0.57932     0.51948    0.048743    0.42394    0.61501     0.05984 
45    0.62863     0.54977    0.048743    0.45423    0.64530     0.07886 
46    0.62488     0.55840    0.048743    0.46286    0.65393     0.06648 
47    0.56713     0.55278    0.048743    0.45725    0.64831     0.01435 
48    0.51538     0.52913    0.048743    0.43359    0.62466    -0.01375 
49     .          0.51638    0.048743    0.42085    0.61191      . 
50     .          0.52262    0.053524    0.41771    0.62752      . 
51     .          0.52262    0.053524    0.41771    0.62752      . 
52     .          0.52262    0.053524    0.41771    0.62752      . 
53     .          0.52262    0.053524    0.41771    0.62752      . 
54     .          0.52262    0.053524    0.41771    0.62752      . 
55     .          0.52262    0.053524    0.41771    0.62752      . 
56     .          0.52262    0.053524    0.41771    0.62752      . 
57     .          0.52262    0.053524    0.41771    0.62752      . 
58     .          0.52262    0.053524    0.41771    0.62752      . 
59     .          0.52262    0.053524    0.41771    0.62752      . 
60     .          0.52262    0.053524    0.41771    0.62752     . 
 
The UNIVARIATE Procedure 
Variable:  RESIDUAL  (Residual: Actual-Forecast) 
Moments 
N                          48    Sum Weights                 48 
Mean               0.00052321    Sum Observations    0.02511384 
Std Deviation      0.04821829    Variance              0.002325 
Skewness           -0.2148061    Kurtosis            -0.3091682 
Uncorrected SS     0.10928831    Corrected SS        0.10927517 
Coeff Variation      9215.945    Std Error Mean      0.00695971 
 
Basic Statistical Measures 
Location                    Variability 
Mean      0.00052     Std Deviation            0.04822 
Median   -0.00283     Variance                 0.00233 
Mode       .          Range                    0.20841 
      Interquartile Range      0.06883 
 
Tests for Location: Mu0=0 
Test           -Statistic-    -----p Value------ 
Student's t    t  0.075176    Pr > |t|    0.9404 
Sign           M        -2    Pr >= |M|   0.6655 






Tests for Normality 
Test                  --Statistic---    -----p Value------ 
Shapiro-Wilk          W     0.982025    Pr < W      0.6648 
Kolmogorov-Smirnov    D     0.066842    Pr > D     >0.1500 
Cramer-von Mises      W-Sq  0.036353    Pr > W-Sq  >0.2500 
Anderson-Darling      A-Sq  0.255251    Pr > A-Sq  >0.2500 
 
Quantiles (Definition 5) 
Quantile        Estimate 
100% Max       0.0930865 
99%            0.0930865 
95%            0.0745448 
90%            0.0664847 
75% Q3         0.0340915 
50% Median    -0.0028311 
25% Q1        -0.0347385 
10%           -0.0545136 
5%            -0.0852989 
1%            -0.1153273 
0% Min        -0.1153273 
 
Variable:  RESIDUAL  (Residual: Actual-Forecast) 
Extreme Observations 
-------Lowest------        ------Highest------ 
Value      Obs             Value      Obs 
-0.1153273       17         0.0664847       46 
-0.1037434        7         0.0698653       22 
-0.0852989       15         0.0745448       24 
-0.0684522        8         0.0788649       45 




Missing                             Missing 
Value       Count     All Obs         Obs 











Correlation of y and x 
 
Variance of input =       0.003086 





Lag    Covariance    Correlation    -1 9 8 7 6 5 4 3 2 1 0 1 2 3 4 5 6 7 8 9 1 
 
-12    -6.4172E-7        -.10632    |              .   **|     .              | 
-11    1.39712E-7        0.02315    |              .     |     .              | 
-10    -4.6703E-7        -.07738    |              .   **|     .              | 
-9     2.46817E-7        0.04089    |              .     |*    .              | 
-8     7.62827E-8        0.01264    |              .     |     .              | 
-7     1.08613E-6        0.17995    |              .     |**** .              | 
-6     8.22106E-7        0.13621    |              .     |***  .              | 
-5     -4.4917E-7        -.07442    |              .    *|     .              | 
-4     -5.2212E-8        -.00865    |              .     |     .              | 
-3      1.0288E-6        0.17045    |              .     |***  .              | 
-2     7.31434E-7        0.12118    |              .     |**   .              | 
-1     -3.0015E-7        -.04973    |              .    *|     .              | 
0      -1.8582E-6        -.30786    |              ******|     .              | 
1      -1.3084E-6        -.21678    |              . ****|     .              | 
2      -4.7172E-7        -.07815    |              .   **|     .              | 
3      1.91591E-6        0.31743    |              .     |******              | 
4       1.9996E-7        0.03313    |              .     |*    .              | 
5      8.02887E-7        0.13302    |              .     |***  .              | 
6      -9.7041E-7        -.16078    |              .  ***|     .              | 
7      -3.5035E-7        -.05805    |              .    *|     .              | 
8      3.93442E-7        0.06519    |              .     |*    .              | 
9      1.31456E-6        0.21780    |              .     |**** .              | 
10     -5.7962E-7        -.09603    |              .   **|     .              | 
11     -6.5826E-7        -.10906    |              .   **|     .              | 
12     -1.5769E-6        -.26127    |              .*****|     .              | 
 
"." marks two standard errors 
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 Lampiran E : Output SAS untuk Model Fungsi Tranfer 
 
1. b=0 s=0 r=0 
Model for variable y 
 
Estimated Intercept    0.001481 
 
Input Number 1 
Input Variable                      x 
Overall Regression Factor    -0.00159 
 
Maximum Likelihood Estimation 
 
Standard                 Approx 
Parameter      Estimate         Error    t Value    Pr > |t|     Lag    Variable    Shift 
MU            0.0014562     0.0001296      11.24      <.0001       0    y               0 
AR1,1           0.39320       0.14001       2.81      0.0050       1    y               0 
NUM1         -0.0015400     0.0002454      -6.28      <.0001       0    x               0 
 
Constant Estimate      0.000884 
Variance Estimate      6.022E-9 
Std Error Estimate     0.000078 
AIC                    -769.245 
SBC                    -763.631 
Number of Residuals          48 
 
Correlations of Parameter Estimates 
 
Variable                  y         y         x 
Parameter                MU     AR1,1      NUM1 
y              MU     1.000     0.202    -0.990 
y           AR1,1     0.202     1.000    -0.207 
x            NUM1    -0.990    -0.207     1.000 
 
Autocorrelation Check of Residuals 
 
To        Chi-             Pr > 
Lag      Square     DF     ChiSq    --------------------Autocorrelations-------------------- 
6        13.47      5    0.0194     0.117    -0.222    -0.197    -0.201    -0.109     0.303 
12       26.41     11    0.0056     0.064    -0.203    -0.184    -0.188     0.081     0.287 
18       34.33     17    0.0076     0.203    -0.065    -0.085    -0.180     0.125     0.089 
24       48.86     23    0.0013     0.042    -0.106    -0.149    -0.251     0.045     0.234 
 
Autocorrelation Plot of Residuals 
 
Lag    Covariance    Correlation    -1 9 8 7 6 5 4 3 2 1 0 1 2 3 4 5 6 7 8 9 1      Std Error 
0    6.02243E-9        1.00000    |                    |********************|             0 
1    7.0648E-10        0.11731    |              .     |**   .              |      0.144338 
2    -1.3367E-9        -.22195    |              . ****|     .              |      0.146310 
3    -1.1893E-9        -.19748    |              . ****|     .              |      0.153164 
4    -1.2133E-9        -.20146    |              . ****|     .              |      0.158380 
5    -6.555E-10        -.10885    |             .    **|      .             |      0.163631 
6    1.82333E-9        0.30276    |             .      |******.             |      0.165133 
7    3.8458E-10        0.06386    |             .      |*     .             |      0.176318 
8    -1.2253E-9        -.20346    |             .  ****|      .             |      0.176799 
9    -1.1098E-9        -.18428    |             .  ****|      .             |      0.181612 
10   -1.1297E-9        -.18758    |             .  ****|      .             |      0.185466 
11   4.8593E-10        0.08069    |            .       |**     .            |      0.189378 
12   1.72775E-9        0.28689    |            .       |****** .            |      0.190092 
 







Lampiran E (Lanjutan). 
 
1. b=0 s=0 r=0 
Inverse Autocorrelations 
 
Lag    Correlation    -1 9 8 7 6 5 4 3 2 1 0 1 2 3 4 5 6 7 8 9 1 
1        0.15953    |              .     |***  .              | 
2        0.36156    |              .     |*******             | 
3        0.29504    |              .     |******              | 
4        0.20063    |              .     |**** .              | 
5        0.39910    |              .     |********            | 
6        0.03566    |              .     |*    .              | 
7        0.19647    |              .     |**** .              | 
8        0.21419    |              .     |**** .              | 
9        0.10362    |              .     |**   .              | 
10       0.18457    |              .     |**** .              | 
11      -0.01998    |              .     |     .              | 




Lag    Correlation    -1 9 8 7 6 5 4 3 2 1 0 1 2 3 4 5 6 7 8 9 1 
1        0.11731    |              .     |**   .              | 
2       -0.23900    |              .*****|     .              | 
3       -0.14752    |              .  ***|     .              | 
4       -0.23162    |              .*****|     .              | 
5       -0.17004    |              .  ***|     .              | 
6        0.22355    |              .     |**** .              | 
7       -0.13504    |              .  ***|     .              | 
8       -0.19902    |              . ****|     .              | 
9       -0.17801    |              . ****|     .              | 
10      -0.26696    |              .*****|     .              | 
11       0.02987    |              .     |*    .              | 
12      -0.01760    |              .     |     .              | 
 
Crosscorrelation Check of Residuals with Input x 
 
To        Chi-             Pr > 
Lag      Square     DF     ChiSq    --------------------Crosscorrelations------------------- 
5         8.52      6    0.2026     0.056    -0.321    -0.133     0.207    -0.003     0.105 
11       13.27     12    0.3498    -0.156     0.040     0.168     0.162    -0.092    -0.101 
17       21.25     18    0.2668    -0.158    -0.248    -0.023     0.242     0.119     0.081 
23       24.40     24    0.4388    -0.180    -0.024    -0.035     0.084     0.156    -0.001 
 
Model for variable y 
 
Estimated Intercept    0.001456 
Autoregressive Factors 
Factor 1:  1 - 0.3932 B**(1) 
 
Input Number 1 
Input Variable                      x 
Overall Regression Factor    -0.00154 
 
Forecasts for variable y 
Obs       Forecast    Std Error       95% Confidence Limits           Actual       Residual 
1     0.00067139    0.0000844     0.00050597     0.00083682     0.00079000     0.00011861 
2     0.00061672    0.0000776     0.00046462     0.00076882     0.00070500     0.00008828 
3     0.00074736    0.0000776     0.00059526     0.00089946     0.00069200    -0.00005536 
4     0.00062330    0.0000776     0.00047120     0.00077540     0.00060100    -0.00002230 




Lampiran E (Lanjutan). 
 
1. b=0 s=0 r=0 
6     0.00054211    0.0000776     0.00039000     0.00069421     0.00051500    -0.00002711 
7     0.00076042    0.0000776     0.00060832     0.00091252     0.00068200    -0.00007842 
8     0.00079398    0.0000776     0.00064188     0.00094609     0.00084200     0.00004802 
9     0.00076053    0.0000776     0.00060842     0.00091263     0.00073600    -0.00002453 
10     0.00064885    0.0000776     0.00049674     0.00080095     0.00052800    -0.00012085 
11     0.00059590    0.0000776     0.00044380     0.00074800     0.00051800    -0.00007790 
12     0.00067257    0.0000776     0.00052047     0.00082467     0.00066300    -9.56987E-6 
13     0.00072741    0.0000776     0.00057531     0.00087951     0.00080600     0.00007859 
14     0.00071508    0.0000776     0.00056297     0.00086718     0.00084100     0.00012592 
15     0.00084583    0.0000776     0.00069373     0.00099793     0.00080600    -0.00003983 
16     0.00064449    0.0000776     0.00049238     0.00079659     0.00056100    -0.00008349 
17     0.00076555    0.0000776     0.00061345     0.00091765     0.00075700    -8.54789E-6 
18     0.00069055    0.0000776     0.00053844     0.00084265     0.00069400    3.454948E-6 
19     0.00069857    0.0000776     0.00054647     0.00085067     0.00071700     0.00001843 
20     0.00068562    0.0000776     0.00053352     0.00083772     0.00064600    -0.00003962 
21     0.00059875    0.0000776     0.00044665     0.00075085     0.00071100     0.00011225 
22     0.00056486    0.0000776     0.00041276     0.00071696     0.00042700    -0.00013786 
23     0.00042026    0.0000776     0.00026816     0.00057236     0.00040900    -0.00001126 
24     0.00045178    0.0000776     0.00029968     0.00060389     0.00041800    -0.00003378 
25     0.00062889    0.0000776     0.00047679     0.00078099     0.00066100     0.00003211 
26     0.00073891    0.0000776     0.00058680     0.00089101     0.00076900     0.00003009 
27     0.00073714    0.0000776     0.00058504     0.00088924     0.00082900     0.00009186 
28     0.00077668    0.0000776     0.00062457     0.00092878     0.00078400    7.323566E-6 
29     0.00073300    0.0000776     0.00058089     0.00088510     0.00074200    9.004788E-6 
30     0.00063160    0.0000776     0.00047950     0.00078371     0.00064300     0.00001140 
31     0.00066929    0.0000776     0.00051719     0.00082139     0.00068400     0.00001471 
32     0.00059597    0.0000776     0.00044387     0.00074807     0.00064700     0.00005103 
33     0.00064395    0.0000776     0.00049184     0.00079605     0.00056800    -0.00007595 
34     0.00059735    0.0000776     0.00044525     0.00074946     0.00047700    -0.00012035 
35     0.00062306    0.0000776     0.00047095     0.00077516     0.00056400    -0.00005906 
36     0.00066890    0.0000776     0.00051680     0.00082100     0.00060000    -0.00006890 
37     0.00068771    0.0000776     0.00053561     0.00083981     0.00068100    -6.71285E-6 
38     0.00066549    0.0000776     0.00051339     0.00081759     0.00091900     0.00025351 
39     0.00069219    0.0000776     0.00054008     0.00084429     0.00075400     0.00006181 
40     0.00068857    0.0000776     0.00053647     0.00084067     0.00059500    -0.00009357 
41     0.00058766    0.0000776     0.00043556     0.00073976     0.00056900    -0.00001866 
42     0.00056713    0.0000776     0.00041503     0.00071923     0.00057500    7.868943E-6 
43     0.00063820    0.0000776     0.00048610     0.00079030     0.00059700    -0.00004120 
44     0.00054713    0.0000776     0.00039503     0.00069923     0.00070600     0.00015887 
45     0.00054391    0.0000776     0.00039181     0.00069602     0.00054300    -9.13398E-7 
46     0.00051546    0.0000776     0.00036336     0.00066756     0.00045400    -0.00006146 
47     0.00056713    0.0000776     0.00041503     0.00071923     0.00054500    -0.00002213 
48     0.00064764    0.0000776     0.00049554     0.00079974     0.00061200    -0.00003564 
49     0.00063754    0.0001056     0.00043063     0.00084445              .              . 
50     0.00064672    0.0001170     0.00041735     0.00087609              .              . 
51     0.00064985    0.0001198     0.00041505     0.00088464              .              . 
52     0.00065080    0.0001206     0.00041450     0.00088710              .              . 
53     0.00065102    0.0001208     0.00041428     0.00088777              .              . 
54     0.00065103    0.0001209     0.00041415     0.00088790              .              . 
55     0.00065098    0.0001209     0.00041406     0.00088790              .              . 
56     0.00065093    0.0001209     0.00041400     0.00088787              .              . 
57     0.00065090    0.0001209     0.00041396     0.00088784              .              . 
58     0.00065088    0.0001209     0.00041394     0.00088782              .              . 
59     0.00065086    0.0001209     0.00041392     0.00088780              .              . 






Lampiran E (Lanjutan). 
 
1. b=0 s=0 r=0 
The UNIVARIATE Procedure 
Variable:  RESIDUAL  (Residual: Actual-Forecast) 
 
Moments 
N                          48    Sum Weights                 48 
Mean                -9.717E-7    Sum Observations    -0.0000466 
Std Deviation      0.00007623    Variance            5.81147E-9 
Skewness           0.92597351    Kurtosis            1.61800315 
Uncorrected SS     2.73184E-7    Corrected SS        2.73139E-7 
Coeff Variation    -7845.2914    Std Error Mean        0.000011 
 
Basic Statistical Measures 
Location                    Variability 
Mean     -9.72E-7     Std Deviation          0.0000762 
Median   -9.06E-6     Variance              5.81147E-9 
Mode            .     Range                  0.0003914 
Interquartile Range    0.0000794 
 
Tests for Location: Mu0=0 
Test           -Statistic-    -----p Value------ 
Student's t    t  -0.08831    Pr > |t|    0.9300 
Sign           M        -3    Pr >= |M|   0.4709 
Signed Rank    S       -69    Pr >= |S|   0.4849 
 
Tests for Normality 
Test                  --Statistic---    -----p Value------ 
Shapiro-Wilk          W     0.951392    Pr < W      0.0454 
Kolmogorov-Smirnov    D     0.128709    Pr > D      0.0453 
Cramer-von Mises      W-Sq  0.117287    Pr > W-Sq   0.0670 
Anderson-Darling      A-Sq  0.652755    Pr > A-Sq   0.0865 
 
Quantiles (Definition 5) 
Quantile          Estimate 
100% Max       2.53513E-04 
99%            2.53513E-04 
95%            1.25925E-04 
90%            1.12250E-04 
75% Q3         3.11024E-05 
50% Median    -9.05888E-06 
25% Q1        -4.82799E-05 
10%           -8.34852E-05 
5%            -1.20355E-04 
1%            -1.37862E-04 
0% Min        -1.37862E-04 
 
The UNIVARIATE Procedure 
Variable:  RESIDUAL  (Residual: Actual-Forecast) 
Extreme Observations 
--------Lowest-------        -------Highest------- 
Value      Obs               Value      Obs 
-1.37862E-04       22         0.000112250       21 
-1.20847E-04       10         0.000118606        1 
-1.20355E-04       34         0.000125925       14 
-9.35682E-05       40         0.000158871       44 




Missing                             Missing 
Value       Count     All Obs         Obs 





Lampiran E (Lanjutan). 
 
2. b=3 s=0 r=0 
Model for variable y 
Estimated Intercept     0.00049 
 
Input Number 1 
Input Variable                      x 
Shift                               3 
Overall Regression Factor    0.000296 
 
Maximum Likelihood Estimation 
 
Standard                 Approx 
Parameter      Estimate         Error    t Value    Pr > |t|     Lag    Variable    Shift 
MU            0.0002046     0.0001864       1.10      0.2723       0    y               0 
AR1.1           0.61571       0.13082       4.71      <.0001       1    y               0 
NUM1          0.0008338     0.0003471       2.40      0.0163       0    x               3 
 
Constant Estimate      0.000079 
Variance Estimate      1.014E-8 
Std Error Estimate     0.000101 
AIC                    -697.232 
SBC                    -691.812 
Number of Residuals          45 
 
Correlations of Parameter Estimates 
 
Variable                  y         y         x 
Parameter                MU     AR1.1      NUM1 
y              MU     1.000    -0.375    -0.979 
y           AR1.1    -0.375     1.000     0.372 
x            NUM1    -0.979     0.372     1.000 
 
Autocorrelation Check of Residuals 
 
To        Chi-             Pr > 
Lag      Square     DF     ChiSq    --------------------Autocorrelations-------------------- 
6         8.00      5    0.1561     0.194    -0.093    -0.167    -0.168    -0.145     0.182 
12       14.28     11    0.2178    -0.071    -0.162    -0.136     0.050     0.153     0.168 
18       25.20     17    0.0903     0.147    -0.098    -0.201    -0.225     0.105     0.136 
24       33.78     23    0.0685     0.009    -0.053     0.013    -0.162     0.171     0.175 
 
Autocorrelation Plot of Residuals 
 
Lag    Covariance    Correlation    -1 9 8 7 6 5 4 3 2 1 0 1 2 3 4 5 6 7 8 9 1     Std Error 
0    1.01393E-8        1.00000    |                    |********************|             0 
1    1.96929E-9        0.19422    |              .     |**** .              |      0.149071 
2    -9.459E-10        -.09329    |              .   **|     .              |      0.154592 
3    -1.6912E-9        -.16679    |              .  ***|     .              |      0.155838 
4     -1.701E-9        -.16777    |              .  ***|     .              |      0.159756 
5    -1.4694E-9        -.14492    |             .   ***|      .             |      0.163624 
6    1.84639E-9        0.18210    |             .      |****  .             |      0.166452 
7    -7.174E-10        -.07076    |             .     *|      .             |      0.170822 
8    -1.6458E-9        -.16232    |             .   ***|      .             |      0.171472 
9    -1.3838E-9        -.13647    |             .   ***|      .             |      0.174853 
10   5.0888E-10        0.05019    |             .      |*     .             |      0.177205 
11   1.54652E-9        0.15253    |             .      |***   .             |      0.177520 
12   1.69916E-9        0.16758    |             .      |***   .             |      0.180409 
 






Lampiran E (Lanjutan).  
 2. b=3 s=0 r=0 (lanjutan) Inverse Autocorrelations 
 
Lag    Correlation    -1 9 8 7 6 5 4 3 2 1 0 1 2 3 4 5 6 7 8 9 1 
1       -0.19884    |              . ****|     .              | 
2        0.10444    |              .     |**   .              | 
3        0.05990    |              .     |*    .              | 
4        0.07635    |              .     |**   .              | 
5        0.28607    |              .     |******              | 
6       -0.24466    |              .*****|     .              | 
7        0.14625    |              .     |***  .              | 
8        0.05126    |              .     |*    .              | 
9        0.08600    |              .     |**   .              | 
10      -0.00464    |              .     |     .              | 
11      -0.10097    |              .   **|     .              | 




Lag    Correlation    -1 9 8 7 6 5 4 3 2 1 0 1 2 3 4 5 6 7 8 9 1 
1        0.19422    |              .     |**** .              | 
2       -0.13615    |              .  ***|     .              | 
3       -0.12681    |              .  ***|     .              | 
4       -0.12838    |              .  ***|     .              | 
5       -0.12949    |              .  ***|     .              | 
6        0.20047    |              .     |**** .              | 
7       -0.23858    |              .*****|     .              | 
8       -0.13816    |              .  ***|     .              | 
9       -0.11409    |              .   **|     .              | 
10       0.06262    |              .     |*    .              | 
11       0.11413    |              .     |**   .              | 
12      -0.03838    |              .    *|     .              | 
 
Crosscorrelation Check of Residuals with Input x 
 
To        Chi-             Pr > 
Lag      Square     DF     ChiSq    --------------------Crosscorrelations------------------- 
5         2.18      6    0.9024     0.022     0.027     0.108    -0.088     0.132     0.118 
11        8.52     12    0.7436     0.178    -0.172    -0.096    -0.205    -0.154     0.120 
17       17.76     18    0.4716     0.381     0.138     0.031    -0.210    -0.099     0.033 
23       19.47     24    0.7264    -0.069     0.075    -0.122    -0.115    -0.003     0.049 
 
Model for variable y 
Estimated Intercept    0.000205 
 
Autoregressive Factors 
Factor 1:  1 - 0.61571 B**(1) 
 
Input Number 1 
Input Variable                      x 
Shift                               3 
Overall Regression Factor    0.000834 
 
Forecasts for variable y 
 
Obs       Forecast    Std Error       95% Confidence Limits           Actual       Residual 
4     0.00062950    0.0001278     0.00037904     0.00087997     0.00060100    -0.00002850 
5     0.00066680    0.0001007     0.00046944     0.00086416     0.00057200    -0.00009480 
6     0.00054792    0.0001007     0.00035056     0.00074528     0.00051500    -0.00003292 
7     0.00059219    0.0001007     0.00039483     0.00078955     0.00068200     0.00008981 
8     0.00069776    0.0001007     0.00050040     0.00089511     0.00084200     0.00014424 
9     0.00079768    0.0001007     0.00060033     0.00099504     0.00073600    -0.00006168 





Lampiran E (Lanjutan).  
 2. b=3 s=0 r=0 (lanjutan) 11     0.00051498    0.0001007     0.00031762     0.00071233     0.00051800    3.022848E-6 
12     0.00056793    0.0001007     0.00037057     0.00076529     0.00066300     0.00009507 
13     0.00068622    0.0001007     0.00048886     0.00088358     0.00080600     0.00011978 
14     0.00074673    0.0001007     0.00054937     0.00094409     0.00084100     0.00009427 
15     0.00072343    0.0001007     0.00052607     0.00092078     0.00080600     0.00008257 
16     0.00071229    0.0001007     0.00051493     0.00090964     0.00056100    -0.00015129 
17     0.00060192    0.0001007     0.00040457     0.00079928     0.00075700     0.00015508 
18     0.00065233    0.0001007     0.00045497     0.00084969     0.00069400     0.00004167 
19     0.00072646    0.0001007     0.00052911     0.00092382     0.00071700    -9.46268E-6 
20     0.00060480    0.0001007     0.00040744     0.00080216     0.00064600     0.00004120 
21     0.00066247    0.0001007     0.00046512     0.00085983     0.00071100     0.00004853 
22     0.00067392    0.0001007     0.00047656     0.00087127     0.00042700    -0.00024692 
23     0.00051066    0.0001007     0.00031330     0.00070801     0.00040900    -0.00010166 
24     0.00052872    0.0001007     0.00033136     0.00072608     0.00041800    -0.00011072 
25     0.00055825    0.0001007     0.00036090     0.00075561     0.00066100     0.00010275 
26     0.00071532    0.0001007     0.00051796     0.00091268     0.00076900     0.00005368 
27     0.00075287    0.0001007     0.00055551     0.00095022     0.00082900     0.00007613 
28     0.00069733    0.0001007     0.00049997     0.00089469     0.00078400     0.00008667 
29     0.00068328    0.0001007     0.00048592     0.00088064     0.00074200     0.00005872 
30     0.00069156    0.0001007     0.00049420     0.00088892     0.00064300    -0.00004856 
31     0.00062065    0.0001007     0.00042330     0.00081801     0.00068400     0.00006335 
32     0.00066137    0.0001007     0.00046401     0.00085873     0.00064700    -0.00001437 
33     0.00068196    0.0001007     0.00048460     0.00087932     0.00056800    -0.00011396 
34     0.00058060    0.0001007     0.00038325     0.00077796     0.00047700    -0.00010360 
35     0.00057781    0.0001007     0.00038045     0.00077516     0.00056400    -0.00001381 
36     0.00058864    0.0001007     0.00039128     0.00078600     0.00060000     0.00001136 
37     0.00062325    0.0001007     0.00042589     0.00082061     0.00068100     0.00005775 
38     0.00063955    0.0001007     0.00044220     0.00083691     0.00091900     0.00027945 
39     0.00078709    0.0001007     0.00058973     0.00098445     0.00075400    -0.00003309 
40     0.00068725    0.0001007     0.00048989     0.00088460     0.00059500    -0.00009225 
41     0.00062086    0.0001007     0.00042351     0.00081822     0.00056900    -0.00005186 
42     0.00063543    0.0001007     0.00043808     0.00083279     0.00057500    -0.00006043 
43     0.00059569    0.0001007     0.00039833     0.00079305     0.00059700    1.312097E-6 
44     0.00063336    0.0001007     0.00043600     0.00083071     0.00070600     0.00007264 
45     0.00070274    0.0001007     0.00050538     0.00090010     0.00054300    -0.00015974 
46     0.00056264    0.0001007     0.00036528     0.00075999     0.00045400    -0.00010864 
47     0.00056910    0.0001007     0.00037175     0.00076646     0.00054500    -0.00002410 
48     0.00064093    0.0001007     0.00044357     0.00083828     0.00061200    -0.00002893 
49     0.00065374    0.0001007     0.00045638     0.00085109              .              . 
50     0.00063321    0.0001183     0.00040144     0.00086497              .              . 
51     0.00060707    0.0001243     0.00036352     0.00085061              .              . 
52     0.00062030    0.0001323     0.00036107     0.00087954              .              . 
53     0.00062830    0.0001348     0.00036405     0.00089256              .              . 
54     0.00063315    0.0001357     0.00036723     0.00089907              .              . 
55     0.00063608    0.0001360     0.00036960     0.00090256              .              . 
56     0.00063786    0.0001361     0.00037120     0.00090453              .              . 
57     0.00063895    0.0001361     0.00037221     0.00090568              .              . 
58     0.00063960    0.0001361     0.00037285     0.00090636              .              . 
59     0.00064000    0.0001361     0.00037324     0.00090677              .              . 
60     0.00064025    0.0001361     0.00037348     0.00090702              .              . 
61     0.00064040    0.0001361     0.00037363     0.00090717              .              . 
62     0.00064049    0.0001361     0.00037372     0.00090726              .              . 
63     0.00064054    0.0001361     0.00037377     0.00090731              .              . 
64     0.00064058    0.0001361     0.00037381     0.00090735              .              . 
65     0.00064060    0.0001361     0.00037383     0.00090737              .              . 
66     0.00064061    0.0001361     0.00037384     0.00090738              .              . 
67     0.00064062    0.0001361     0.00037385     0.00090739              .              . 
68     0.00064062    0.0001361     0.00037385     0.00090739              .              . 






Lampiran E (Lanjutan).  
5. b=3 s=0 r=0 (lanjutan) 
 
70     0.00064063    0.0001361     0.00037386     0.00090740              .              . 
71     0.00064063    0.0001361     0.00037386     0.00090740              .              . 
72     0.00064063    0.0001361     0.00037386     0.00090740              .              . 
 
 
The UNIVARIATE Procedure 
Variable:  RESIDUAL  (Residual: Actual-Forecast) 
 
Moments 
N                          45    Sum Weights                 45 
Mean               3.90373E-7    Sum Observations    0.00001757 
Std Deviation      0.00009841    Variance             9.6853E-9 
Skewness           0.11658443    Kurtosis            0.57804762 
Uncorrected SS      4.2616E-7    Corrected SS        4.26153E-7 
Coeff Variation    25210.2232    Std Error Mean      0.00001467 
Uncorrected SS      4.2616E-7    Corrected SS        4.26153E-7 
 
Basic Statistical Measures 
 
Location                    Variability 
Mean     3.904E-7     Std Deviation          0.0000984 
Median   -9.46E-6     Variance               9.6853E-9 
Mode            .     Range                  0.0005264 
Interquartile Range    0.0001343 
 
Tests for Location: Mu0=0 
 
Test           -Statistic-    -----p Value------ 
Student's t    t  0.026609    Pr > |t|    0.9789 
Sign           M      -0.5    Pr >= |M|   1.0000 
Signed Rank    S      -3.5    Pr >= |S|   0.9690 
 
Tests for Normality 
 
Test                  --Statistic---    -----p Value------ 
Shapiro-Wilk          W     0.983645    Pr < W      0.7677 
Kolmogorov-Smirnov    D     0.083036    Pr > D     >0.1500 
Cramer-von Mises      W-Sq  0.039391    Pr > W-Sq  >0.2500 
Anderson-Darling      A-Sq  0.280344    Pr > A-Sq  >0.2500 
 
Quantiles (Definition 5) 
 
Quantile          Estimate 
100% Max       2.79446E-04 
99%            2.79446E-04 
95%            1.44242E-04 
90%            1.02746E-04 
75% Q3         7.26429E-05 
50% Median    -9.46268E-06 
25% Q1        -6.16825E-05 
10%           -1.10719E-04 
5%            -1.51287E-04 
1%            -2.46916E-04 




Lampiran E (Lanjutan).  
 
2. b=3 s=0 r=0 (lanjutan) 
 
The UNIVARIATE Procedure 




--------Lowest-------        -------Highest------- 
 
Value      Obs               Value      Obs 
 
-0.000246916       22         0.000102746       25 
-0.000159739       45         0.000119778       13 
-0.000151287       16         0.000144242        8 
-0.000113959       33         0.000155075       17 





Missing                             Missing 
Value       Count     All Obs         Obs 
 





Lampiran F : Perhitungan manual MAPE dan RMSE 
1. Perhitungan MAPE Pada Model ARIMA deret input  
t harga 













49 4.16 3.76 3.72 3.75 0.0952 0.1057 0.0987 
50 3.42 3.72 3.70 3.66 0.0860 0.0806 0.0703 
51 3.25 3.69 3.68 3.66 0.1377 0.1346 0.1281 
52 3.62 3.68 3.67 3.66 0.0156 0.0141 0.0106 
53 3.31 3.67 3.67 3.66 0.1084 0.1071 0.1046 
54 4.07 3.67 3.67 3.66 0.0980 0.0990 0.1004 
55 2.22 3.67 3.67 3.66 0.6506 0.6487 0.6468 
56 2.38 3.67 3.66 3.66 0.5395 0.5372 0.5360 
57 2.50 3.67 3.66 3.66 0.4681 0.4658 0.4647 
58 2.43 3.67 3.66 3.66 0.5072 0.5054 0.5043 
59 2.84 3.67 3.66 3.66 0.2921 0.2901 0.2897 
60 2.73 3.67 3.66 3.66 0.3456 0.3435 0.3430 
    
Jumlah 0.5410 0.5412 0.5128 
    
MAPE 4.5083 4.5097 4.2730 
2. Perhitungan RMSE Pada Model ARIMA deret input  
t harga 
Forecast  













49 4.16 3.76 3.72 3.75 0,157057 0,193379 0,168814 
50 3.42 3.72 3.70 3.66 0,086629 0,076054 0,057837 
51 3.25 3.69 3.68 3.66 0,199712 0,190949 0,172946 
52 3.62 3.68 3.67 3.66 0,003207 0,002600 0,001471 
53 3.31 3.67 3.67 3.66 0,129156 0,126139 0,120228 
54 4.07 3.67 3.67 3.66 0,159025 0,162406 0,166961 
55 2.22 3.67 3.67 3.66 2,092394 2,080218 2,068099 
56 2.38 3.67 3.66 3.66 1,654115 1,639696 1,632522 
57 2.50 3.67 3.66 3.66 1,369056 1,355941 1,349418 
58 2.43 3.67 3.66 3.66 1,523952 1,513570 1,506678 
59 2.84 3.67 3.66 3.66 0,687880 0,678598 0,676291 
60 2.73 3.67 3.66 3.66 0,887671 0,877122 0,874499 
    
Jumlah 8,949854 8,896673 8,795763 
    




Lampiran D (Lanjutan). 
3. Perhitungan MAPE dan RMSE Pada Model Fungsi Transfer 
b=3 s=0 r=0 
t actual output forecast MAPE RMSE 
49 1516556 2339860 0,542877 677829559846 
50 1418712 2494046 0,757965 1156343346988 
51 1983978 2713454 0,367683 532135173362 
52 2270116 2598941 0,144849 108125948383 
53 1929413 2533179 0,312927 364533393250 
54 1548346 2494519 0,611086 895242926392 
55 3033920 2471591 0,185348 316214454772 
56 1883972 2457815 0,304592 329296259831 
57 2259858 2449437 0,08389 35940148598 
58 2462799 2444461 0,007446 336286967 
59 2144730 2441406 0,138328 88016797314 
60 2665740 2439500 0,084869 51184529287 
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