Introduction
The problem of "optimum" tests has two aspects: (1) the choice of a definition of "optimum," and (2) the mathematical problem of constructing the test. The second problem may be difficult, but at least it is definite once an "optimum" test has been defined. But the definition itself involves a considerable amount of arbitrariness. Clearly, the definition should be "reasonable" from the point of view of the statistician (which is a very vague requirement) and it should be realizable, that is, an "optimum" test must exist, at least under certain conditions (which is trivial). Furthermore, even a theoretically "best" test is of no use if it cannot be brought into a form suitable for applications. When deciding which of two tests is "better" one ought to take into account not only their power functions but also the labor required for carrying out the tests.
The problem of "optimum" tests was first stated and partially solved by Neyman and E. S. Pearson. They, and most later writers, considered the parametric case, where the distributions are of known functional form which depends on a finite number of unknown parameters. A survey of the present status of the theory of testing hypotheses in the parametric case, with several extensions, will be found in a recent paper of Lehmann [3] . For the nonparametric case, where the functional form of the distributions is not specified, the problem has been attacked only recently. Wald 's general theory of decision functions (see, for example, [8] ) covers both the parametric and the nonparametric case, but its application to specific problems is often far from being trivial. The first (and at this writing only) publication which explicitly solves the problem of constructing tests of certain nonparametric hypotheses which are optimum in a specified sense is the paper of Lehmann and Stein [4] which appeared in 1949.
Many of the definitions formulated in parametric terms can easily be extended to the nonparametric case. I shall here mention some of these extensions which will be used in this paper.
Let Q be a set of probability functions P(A) = Pr{ XE A } of a random variable (usually a vector) X. Let X be a subset of Q, and let H be the hypothesis that P is in w. A test is determined by a function 4(x), 0 <_ O(x) < 1, measurable with respect to P, which is interpreted as the probability of rejecting H when X = x. If +(x) can take only the values 0 and 1, it is the characteristic function of a set which is commonly known as the critical region. The probability that the test 4 rejects H when P is the true distribution equals
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and is called the power function of the test 4 (defined over Q). The least upper bound of Ep(4)) for all P in w is called the size of the test 4 (with respect to w).
Let P1 be a probability function in Q-w and H1 the hypothesis that P = P1. Restrictions other than similarity are sometimes imposed on tests (see, for example, section 3). Other types of tests will be considered in section 4 .
If Q is a set of absolutely continuous functions P(A) andf(x) denotes the density of P(A), it will sometimes be convenient to refer to Q as a set of densities f and to write Es(+) for Ep (4) ). This will cause no confusion if we agree to regard two densities as equal when they are densities of the same function P(A).
This paper presents a survey of known and some new results on "optimum" nonparametric tests. Section 2 on most powerful and most stringent tests is based on the paper of Lehmann and Stein [4] . In section 3 
for all x in W has been called a test of structure S(a) by Scheff6 [7] and Lehmann and Stein [4] .
It is easily shown that a test of structure S(a) is similar with respect to W' and of size a.
Let H1 be the hypothesis that f(x) = g(x), a probability density over X not in w'. For each x in W denote the points of T(x) by x(l), . . . , x() in such a way
where [Ma] is the largest integer _ Ma and a(x) is uniquely determined by the condition
It is easily seen that 0 _ a(x) < 1, and that +(x) is measurable. Hence +(x) is a test of structure S(a). Lehmann reduces to the characteristic function of a critical region. Now let H be the hypothesis that f(x) is of the form
This type of hypothesis is frequent in applications. H implies, but is not equivalent to H'. It follows from a result of Feller [1] (see also Scheffe [7] ) that any similar test of H is of structure S(a). (In fact, this holds even for much more restricted hypotheses than H, for instance a parametric set of distributions each of which differs arbitrarily little from a normal distribution.) On the other hand, since E(4) > E,(4"') for any test 0' of size a with respect to w', this inequality is afortiori true for all 4' of structure S(a). It follows that , is a most powerful similar test of H against H1.
For example, let k = 1, ni = n, and 1 (3) g (x) = g (x, A, v, a) = 2 e-(1/2f)(xiiA-)2 X where al,... , a, are given numbers, not all equal. If A > 0, the most powerful test 40 of H can be expressed by (2) with g(x) replaced by L = S (ai -a) (xi-), where a = : ai/n, x = E xi/n. Hence the test is uniformly most powerful (uniformly most powerful similar) for testing H'(H) against the set of alternatives g(x) with ,u > 0, v and a arbitrary.
Lehmann and Stein also give a method which in certain cases enables one to find a most stringent (most stringent similar) test of H'(H) against a set of alternatives. The method will be described in section 4 in connection with a related problem. In the last example the most stringent test against g(x) with ,u $ 0, v and aarbitrary is found to be the test (2) Thus we can express MP1(R) as the expected value of a function of the order statistics, permuted according to R, the function being the ratio of the two probability densities involved.
As an example, let k = 1, let g(x) = g(x, u, v, a) be defined as in (3) , and let f(x) = g(x, 0, v -a,, a). After some simplification we obtain n! P1 (R) = eC (82/2)2z(-a-)E I e (ai-a-) where 8 = ./la and X'n) < . . . < Xn,n) are the standard normal order statistics.
Whereas the most powerful (similar) test depends only on the sign of ju, the most powerful rank order test depends on the value of S. Also the evaluation of P1(R) presents considerable difficulties. We have n!Pi (R) = 1 + 8c1 (R) + 0 (62), where cl(R) =X(n) 1-i Hence the rank order test which is most powerful against 6 positive and "small" is based on the statistic ci(R), large values being significant. This kind of rank order test is essentially equivalent to one described by Fisher and Yates [2] , where a table of EX(") is given.
The distribution of (ai -a)E(rni) i\z(a a) 2 E (E X §n)) 2 when H is true can be approximated by the probability density
This approximation was suggested by Pitman [6] for statistics of a similar type and is apparently implied by Fisher and Yates [2] . The The tests to be considered in this section are based on the minimax principle which underlies Wald's theory of decision functions.
Let Q be a set of probability functions P, w a subset of Q, H the hypothesis that P is in w. The set of alternatives is Q -co.
We still confine ourselves to tests which are of size a for testing H, and by a test we shall always mean a test of size a for testing H. Suppose there is given a nonnegative weight function W(P), defined for all P in Q -w; it may be interpreted as expressing the loss caused by accepting H when the true distribution is P. The expected loss when P (in Q-w) is the distribution and test 4 is used is W(P)[l -Ep(4)] and is called the risk. The maximum risk associated with test q is
We assume that there exists a 4 for which R(4)) is finite.
A test 4 which minimizes the maximum risk, so that R(4)) _ R(O') for all 4 ' of size a, will be called a test of minimax risk with respect to the weight function W(P). This is the immediate extension to the nonparametric case of a test considered by Lehmann [3] .
In statistical practice it is often impossible without undue arbitrariness to assign a numerical weight W(P) to any alternative. But in many cases one will be able to decide of any two alternatives P1, P2 whether they should be assigned equal weights or which of them should have greater weight. This leads to a partition of -co into disjoint sets Q(d), where d is a real parameter such that d < d' implies that the P in Q(d) have smaller weight than the P in Q(d'), and all P in Q(d) have equal weight.
If a weight function W(P) is given and { Q(d) } is a partition of Q -co such that W(P) is constant over each set Q(d), we shall say that {Q(d)} is a partition induced by W(P). [Q(d) need not consist of all P for which W(P) equals a constant value.] The same weight function induces more than one partition, and the same partition is induced by more than one function. In particular, a partition induced by W(P) is also induced by any strictly monotone function of W(P). As an example, let g(y) denote any density with respect to a fixed measure v on the real line such that v{(y _ 0)} > 0 and v{(y > 0)} > 0, let ,u be the n-th power of v, and let Q be the set of all densities with respect to , of the form (4) (x)= g (xi) If the size a is so chosen that a = 0, the test ¢ is essentially unique. This follows from the fact that for any test q' which differs from 4 on a set of positive jumeasure we can choose b so large that Efd (0 ) < Efd(4,) Now let Q be the set of all densities of the form (4) with no restriction on G(0), It has yet to be investigated whether the tests here discussed can be applied to more complicated nonparametric problems, or whether different types of tests will be required.
