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Abstract
We propose a new extension of splicing systems, called multiple splicing systems, based on a
kind of logic grammars. First, we introduce a class of Elementary formal systems, called simple
H-form EFS, and show that its generative power is equivalent to the class of basic splicing
systems (the original Head’s splicing system) and is more adequate as a representation device
for formal languages. Next, we gradually extend the simple class of EFSs and get a very natural
extension of splicing systems, multiple splicing systems. We show that multiple splicing systems
have universal computability. c© 2001 Elsevier Science B.V. All rights reserved.
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1. Introduction
Splicing system is proposed to model the recombinant behavior of double-stranded
DNA molecules in a test tube with the existence of restriction enzymes and ligases in
it [5]. The chemical reaction invoked in such a test tube is summarized as follows:
1. Double-stranded DNAs are digested with restriction enzymes and cut into two
double-stranded DNAs with sticker ends.
2. Two DNA molecules with sticker ends complementary to each other anneal together
and are ligated to produce a new concatenated double strand.
3. The above biochemical reaction is repeatedly invoked for the DNA molecules in
the test tube.
In this framework, each DNA molecule is encoded as a string, and the recombinant
behavior of DNAs is represented by the splicing rule of the form: u1#u2$v1#v2, where
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u1; u2; v1; v2 are strings over some Dnite alphabet , say = {A,C,G,T}, 1 and #; $ are
markers not in . Suppose that there are some DNA strands represented by xu1u2y
and zv1v2w. Then, the application of the splicing rule u1#u2$v1#v2 to these strings
are deDned to produce xu1v2w and zv1u2y. The generative power of this operation is
extensively studied by many works [4, 8, 9, 12, 13], etc. 2
In this paper, we extend the original splicing system based on a kind of logic
grammars, called elementary formal systems (EFS). Elementary formal system is a
sort of logic system over strings on , where each term is represented as a pattern
over  and a set of variables. For instance, the splicing operation u1#u2$v1#v2 is nicely
formulated by an EFS expression: P(x1u1v2y2)←P(x1u1u2x2)P(y1v1v2y2), where P is
called a predicate, and x1; x2; y1; y2 are distinct symbols not in , called variables.
A variable is able to be substituted to any string and the same variables are substituted
to the same string. This sort of expression is called H-form EFS formula and interpreted
as follows: if you know that the facts P(s1u1u2s2) and P(t1v1v2t2) are true for some
strings s1; s2; t1; t2 ∈∗, then the fact P(s1u1v2t2) is also true. Thus, this formula can
be used to produce a new string which is exactly generated by the splicing operation
above.
This example shows that the elementary formal system is adequate as a representation
device for splicing operations. Motivated by this observation, we Drst introduce a class
of Elementary formal systems, called simple H-form EFS, and show that its generative
power is equivalent to the class of basic splicing systems (the original Head’s splicing
system).
Next, we will consider H-form EFSs with multiple predicate symbols, say, P1; : : : ; Pk .
This extended version of splicing systems could be potentially utilized by using mul-
tiple test tubes, each of which is corresponding to a predicate in {P1; : : : ; Pk}, and a
magnetic bead system to separate biotinylated DNA molecules from other ones [1].
For representing a string, we will use a double-stranded DNA molecule one of whose
5′ end, corresponding to the Drst symbol of the string, is biotinylated. Let us think of
a DNA implementation of the following set of H-form EFS rules:
P(xu1t1y)← Q(xu1v1z1) R(z2s1t1y)
P(xu2t2y)← Q(xu2v2z1) R(z2s2t2y)
...
P(xuntny)← Q(xunvnz1) R(z2sntny)
where P;Q; R∈{P1; : : : ; Pk}, x; y; z1; z2 are distinct variables, and ui; vi; si; ti (i=1; : : : ; n)
are strings in ∗. Then, we prepare two test tubes TQ and TR, each of which is
corresponding to the predicate Q and R, respectively. The test tube TQ (TR) is used to
1 A,C,G,T represent adenine, cytosine, guanine, thymine, respectively.
2 See [6] for the detailed results on the computational power of the splicing operation.
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Fig. 1. DNA Implementation of H-form EFS.
store DNA strands s such that Q(s) (R(s)) holds true in the given H-form EFS. One
step derivation of the EFS is accomplished as follows (see Fig. 1):
1. Put a set of restriction enzymes corresponding to the recognition sites uivi (i=
1; : : : ; n) into TQ, and digest DNA molecules with them.
2. Put a set of restriction enzymes corresponding to the recognition sites siti (i=
1; : : : ; n) into TR, and digest DNA molecules with them.
3. Extract biotinylated double strands from TQ and extract non-biotinylated double
strands from TR.
4. Put the above products together into the test tube TP and ligate them using ligase.
This operation is repeatedly invoked to generate a language. We call this extended
version of splicing system as a multiple splicing system.
Our approach is related to a distributed splicing system using multiple test tubes
introduced in [2], where each test tube is associated with a Dlter, more precisely, a
set of symbols, and contents of each test tube are distributed to the other test tubes
simultaneously so that strings which contain only letters in the associated set may be
accepted in each tube. In [10], it was proved that only seven test tubes are enough to
obtain the Turing computability. Further, PIaun [11] tries to solve a problem of reducing
the number of splicing rules in a test tube, and shows that one splicing rule for each
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test tube is enough for generating recursively enumerable languages. In contrast to
these approaches, our DNA implementation is based on the 5′-end biotinylation of
each DNA strand and does not require the Dltration with letters.
Another related work was recently presented by Manca [7], where an intentional
analysis of various types of string rewriting systems is made based on a logical for-
malization. His general theory on the monoidal representability is closely related to
elementary formal systems. In this paper, we only focus on the use of elementary for-
mal systems in order to generalize splicing operations, and discuss on its computational
power.
2. Elementary formal systems
We give the notion of Smullyan’s elementary formal systems [16] and deDne their
languages. Let  be an alphabet of terminal symbols and elements in it be denoted by
a; b; c; : : : : By , we denote an empty string over . By |w|, we denote the length of the
string w. Let V be a countable set of symbols and D be an alphabet, where , V and D
are mutually disjoint. Elements in V are called variables and denoted by x; y; z; x1; x2; : : :,
and elements in D are called predicates and denoted by P;Q; R; P1; P2; : : : ; Q1; Q2; : : :,
each of which is assigned a unique positive integer called its degree.
An elementary formal system (EFS) over an alphabet  is a triple E=(D;;M),
where M is a Dnite set of expressions called (well-formed) formulas deDned below,
which are called rules of E.
1. A term t of E is a string in ( ∪ V )∗, and by t(x1; x2; : : : ; xr) we denote a term
which exactly contains the variables x1; x2; : : : ; xr . (The variables are not necessarily
distinct.)
2. An atomic formula of E is an expression of the form P(t1; t2; : : : ; tm), where P is
a predicate in D with degree m and t1; t2; : : : ; tm are terms of E. If t1; t2; : : : ; tm are
terminal strings in ∗, then P(t1; t2; : : : ; tm) is said to be ground.
3. A (well-formed) formula of E is an expression of the form
R← R1R2 · · ·Rn (n¿0)
where R; R1; R2; : : : ; Rn are atomic formulas of E, and R1; R2; : : : ; Rn are called the
premises of the formula and R is called the conclusion of the formula. In case of
n=0, the formula is called a fact. In case of n¿1, it is called a rule.
In the following, we assume that all predicates are monadic, that is, the degrees of
predicates are all one.
Let  be any homomorphism (with respect to concatenation) from terms to terms.
We denote the image of a term t by t. If  maps any terminal symbol a in  to itself,
then  is called a substitution. Thus, a variable will be substituted to any term (string)
in substitution. For a formula F =P(t)←P1(t1) · · ·Pn(tn), we deDne F=P(t)←P1
(t1) · · ·Pn(tn).
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We say that a formula F =P(t)←P1(t1) · · ·Pn−1(tn−1) is provable from E if F
satisDes one of the following conditions:
1. F is in M ,
2. F =F ′ for some formula F ′ provable from E and some substitution , and
3. two formulas of the forms F =P(t)←P1(t1) · · ·Pn(tn) and Pn(tn)← are provable
from E.
We say that a formula F is provable from E with n steps if F is provable from
E by applying any of the above three rules n times. We say that an atomic formula
P(t) is provable from E if the formula of the form P(t)← is provable from E.
The language deDned by an EFS E and a predicate P, denoted L(E; P), is the set
{w |w is in ∗ and P(w) is provable from E}. For a predicate P, two EFSs E and E′
are said to be P-equivalent if and only if L(E; P)=L(E′; P).
We introduce a restricted form of EFSs whose generative power is equivalent to the
splicing system. A formula F in M is called an H-form formula if it is of the form
P(x1u1v2y2)← Q(x1u1u2x2) R(y1v1v2y2)
or
P(w)←
where x1; x2; y1; y2 are distinct variables, and u1; u2; v1; v2 and w are strings in ∗.
The strings u1u2, v1v2 and u1v2 are called sites of the Drst atomic formula, the second
atomic formula in the premises and the conclusion, respectively. An EFS E=(D;;M)
is called an H-form EFS if every formula in M is of H-form.
Example 1. We can consider the following four types of rules according to the strings
u1; v2:
1. In the case of u1; v2 ∈+,
P(x1u1v2y2)← Q(x1u1u2x2) R(y1v1v2y2)
2. In the case of u1 =  and v2 ∈+,
P(x1v2y2)← Q(x1u2x2) R(y1v1v2y2)
3. In the case of v2 =  and u1 ∈+,
P(x1u1y2)← Q(x1u1u2x2) R(y1v1y2)
4. In the case of u1 = v2 = ,
P(x1y2)← Q(x1u2x2) R(y1v1y2)
An H-form EFS E=(D;;M) is called a simple H-form EFS if there is only one
predicate symbol in D (say P in D).
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Example 2. Let E=({P}; ;M) be a simple H-form EFS over = {a; b} where
M =


P(x1aby2)← P(x1aax2) P(y1bby2)
P(aaaa)←;
P(bbbb)←


:
The string aabb is generated by E as the following derivation:
P(aabb)← P(aaaa) P(bbbb) and P(aaaa)←
⇒ P(aabb)← P(bbbb) and P(bbbb)←
⇒ P(aabb)←
3. Splicing system and EFS
A splicing rule r over  is a word of the form u1#u2$v1#v2, where u1; u2; v1; v2 are
strings over  and #; $ are markers not belonging to .
We say that z and w are obtained by splicing x and y according to the splicing rule
r= u1#u2$v1#v2, and we write
(x; y)⇒r (z; w)
if and only if
x = x1u1u2x2
y = y1v1v2y2
and
z = x1u1v2y2
w = y1v1u2x2
for some x1; x2; y1; y2 ∈∗.
The strings u1u2 and v1v2 are called sites of the splicing. Note that the site u1u2 can
occur more than once in x while the site v1v2 can occur more than once in y.
A splicing system over an alphabet  is a triple S =(; A; R), where A is a set of
strings (called axioms) and R is a set of splicing rules. We deDne
"(A) = {z ∈ ∗ | (x; y)⇒r (z; w) for some x; y ∈ A; r ∈ R}:
We also deDne the iterated splicing as follows:
"0(A) = A;
"i+1(A) = "i(A) ∪ "("i(A)); i¿0;
"∗(A) = ∪
i¿0
"i(A):
We say "∗(A) is a language generated by a splicing system S =(; A; R), and denoted
by L(S).
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We show the generative power of the class of simple H-form EFSs is equivalent to
the class of splicing systems.
Theorem 1. For a splicing system S =(; A; R); there is a simple H-form EFS E=
({P}; ;M) such that L(E; P)=L(S). Conversely; for a simple H-form EFS E=({P};
;M); there is a splicing system S =(; A; R) such that L(S)=L(E; P).
Proof. For the Drst part of the theorem, given a splicing system S =(; A; R), we
construct the corresponding simple H-form EFS E=({P}; ;M) as follows:
1. for an axiom w in A, we put the fact of the form P(w)← to M;
2. for a splicing rule r= u1#u2$v1#v2, we put the rule of the form
P(x1u1v2y2)← P(x1u1u2x2) P(y1v1v2y2);
where x1; x2; y1; y2 are distinct variables.
By a simple induction on i of "i, it is straightforward to show that L(S)=L(E; P).
For the converse, given a simple H-form EFS E=({P}; ;M), we construct the
corresponding splicing system S =(; A; R) as follows:
1. for a fact of the form P(w)← in M , we put the axiom w to A,
2. for a rule of the following form in M
P(x1u1v2y2)← P(x1u1u2x2) P(y1v1v2y2);
we put the splicing rule r= u1#u2$v1#v2 to R.
By induction on the step of derivations of E, it is straightforward to show that
L(E; P)=L(S).
Thus the usual splicing systems are exactly equal to the simple H-form EFSs. Now
we can consider non-restricted H-form EFSs as an extension of splicing systems. The
H-form EFSs have more than one predicate symbols and we consider each predicate
corresponds to one test tube. It turns out that the H-form EFS corresponds to the
splicing system with multiple test tubes, as described in Section 1. Hence, we call the
H-form EFSs multiple splicing systems.
4. Generative capacity of H-form EFS
4.1. Left-linear H-form EFS
In this section, we will introduce a subclass of H-form EFSs which is equivalent to
the class of regular languages.
A predicate P ∈D is said to be basic if it does not appear in a conclusion part of
any rule of M . A rule r of an EFS is said to be left linear (right linear) if the Drst
(the second) atomic formula of the premises of r has a basic predicate. An H-form
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EFS E is said to be left linear (right linear) if every rule of E is left linear (right
linear).
We will show that the class of left linear H-form EFSs is equivalent to the class
of regular languages. The theorem is based on the simulation of regular Post systems
[14].
A regular Post system is a triple G=(; Pr; Ax), where  is a Dnite alphabet, Pr
is a Dnite set of regular Post rules of the form: uX ⇒wX , where u; w∈∗, and X
is a unique variable not in , and Ax (⊂∗) is a Dnite set of axioms. Given strings
x; y∈∗, a binary relation ⇒ is deDned as follows:
x ⇒ y iL ∃uX ⇒ wX ∈ Pr∃ z ∈ ∗ such that x = uz and y = wz:
By ⇒∗, we denote the reMective and transitive closure of ⇒. For any regular Post
system G, we deDne:
L(G) = {w ∈ ∗: ∃u ∈ Ax [u⇒∗ w]};
where L(G) is called a language generated by G. For any string x∈L(G), we deDne
ds(x) as the minimum number of steps of ⇒ to obtain x from some element in Ax.
By REG and PR, we denote the class of regular languages and the class of languages
generated by regular Post systems, respectively.
Theorem 2 (Salomaa [15], Frazir and Page Jr. [3]). REG=PR holds.
Theorem 3. For any regular language L; there exists a left-linear H-form EFS E
and a predicate P such that L(E; P)=L holds.
Proof. Let G=(; Pr; Ax) be a regular Post system. We will construct an H-form EFS
E=(D;′; M) simulating G as follows:
D = {A; P; R}
′ =  ∪ {@1;%1;%2}
M = MA ∪MR
MA = A0 ∪ A1 ∪ A2
A0 = {R(@1u)← | u ∈ Ax}
A1 = {A(@1w%1)← | r : uX → wX ∈ Pr}
A2 = {A(@1%2)←}
MR = M1 ∪M2
M1 = {R(x1@1wy2)← A(x1@1w
...%1x2) R(y1@1u
...y2) | r : uX → wX ∈ Pr}
M2 = {P(x1y2)← A(x1
...@1%2x2) R(y1@1
...y2)}
where the notation
... is introduced for improving the readability. Note that E is left-
linear.
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During the simulation of G, we will use a string which starts with a special symbol
@1. The simulation is performed using well-formed formulas in M1 and atomic for-
mulas in A0 ∪A1, and all the strings generated by G are maintained with the predicate
R as will be shown in the following claim:
Claim A. {@1w |w∈L(G)}=L(E; R) holds.
Proof of claim A. Let v be a string in L(G). We will prove @1v∈L(E; R) by induction
on ds(v). In case of ds(v)= 0, v∈Ax holds. By deDnition of A0, we have @1v∈L(E; R).
Suppose that for any string v∈L(G) with ds(v)6i, @1v∈L(E; R) holds and consider
a string v′ with ds(v′)= i + 1. Then, there are strings u; z; w∈∗ and a regular Post
rule r : uX ⇒ wX such that v= uz ∈L(G), v′=wz and ds(v)6i. By the induction
hypothesis, we have @1v=@1uz ∈L(E; R). Therefore, R(@1uz)← is provable from E.
Applying to it a formula in M1 and an axiom A(@1w%1) ← in A1, we will obtain
R(@1v′)←. Therefore, @1v′ ∈L(E; R) holds.
Converse direction can be proved by induction on the number of derivation steps
of E.
Using M2 with axioms in A2, we can delete the Drst letter, @1, of the strings
maintained with the predicate R. It is straightforward to see the following:
Claim B. For any string w in ∗; w∈L(E; P) if and only if @1w∈L(E; R).
By Claims A and B, we have the theorem.
By duality, we have the following.
Theorem 4. For any regular language L; there exists a right-linear H-form EFS E
and a predicate P such that L(E; P)=L holds.
The remainder of this section is devoted to show the following theorem:
Theorem 5. Let E=(D;;M) be any left-linear H-form EFS. Suppose that for any
Q∈D; {w |Q(w) is a fact in M} is regular. Then; for any P ∈D; L(E; P) is also
regular.
For the proof of Theorem 5, we need the following deDnitions, notations and some
preliminary results.
A labeled directed graph (LDG) G is a triple G=(V; ; E), where V is a Dnite set
of vertices,  is a Dnite alphabet, and E is a subset of V×(∪{})×V whose elements
are called edges. A union G1 ∪G2 of LDGs G1 = (V1; ; E1) and G2 = (V2; ; E2) is de-
Dned as an LDG G=(V1 ∪V2; ; E1 ∪E2). We write G1⊆G2 if V1⊆V2, E1⊆E2 hold.
A bridge with a string w= a1 · · · an (ai ∈, i=1; : : : ; n) is a linear LDG G=(V; ; E)
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such that V is a Dnite set of distinct vertices p1; : : : ; pn+1 and E is deDned as follows:
E= {(pi; ai; pi+1) | 16i6n}:
A sequence of vertices p1 · · ·pn of an LDG G is said to be a path from p1 to
pn of G with a string w= a1 · · · an−1 if for any i with 16i6n− 1, (pi; ai; pi+1)∈E
holds. For a path p, we write l(p)=w, if p is a path with a string w.
A 8nite automaton is a triple A=(G; I; F), where G is an LDG, and I and F are
subsets of the vertex set of G. A path from an element of I to an element of F is
called an accepting path of A. A language recognized by A is the set of strings deDned
as follows:
L(A) = {w ∈ ∗ | there is an accepting path of A with w}:
For automata A1 = (G1; I1; F1) and A2 = (G2; I2; F2), we deDne A1 ∪A2 as an automaton
(G1 ∪G2; I1 ∪ I2; F1 ∪F2). We write A1⊆A2 if G1⊆G2, I1⊆ I2, and F1⊆F2 hold.
Let E=(D;;M) be an EFS. Let MR be the set of all rules in M . For a predicate
P ∈D, we associate a minimal automaton AP which recognizes a language {w∈∗ |
P(w)←∈M}, if it is not empty, otherwise, we associate an empty automaton ((∅; ∅);
∅; ∅). For each rule r : P(x1)′y2)←Q(x1)x2)R(y1*y2)∈M , with ); )′; *∈∗, we as-
sociate a bridge b(r) with a string )′. (Note that all of the associated automata
AP for P ∈D and bridges b(r) for r ∈MR are mutually disjoint.) For two automata
A1 = (G1; I1; F1) and A2 = (G2; I2; F2) and a rule r : P(x1)′y2)←Q(x1)x2)R(y1*y2)
∈M , we deDne a multiplication of A1 and A2 with r using the following procedure:
(1) Let A=(G1 ∪G2 ∪ b(r); I1; F2) and b1 and bk be the Drst and the last vertices of
b(r), respectively.
(2) Find a path p=p1 · · ·pm of A1 with ) which is a subsequence of some accepting
path of A1, and a path q= q1 · · · qn of A2 with * which is a subsequence of some
accepting path of A2. Then, add an edge (p1; ; b1) and an edge (bk ; ; qn). If there
exists no new pairs of such p and q in the original A1 and A2, then output A and
halt.
(3) Go to the step (2).
It is clear that the above procedure halts, since the number of vertices is not changed
during the multiplication. Furthermore, we have the following:
Lemma 6. For any input of A1 = (G1; I1; F1) and A2 = (G2; I2; F2) and a rule r ∈M;
the output of the above procedure is independent of the order of edges added at the
step (2).
Proof. Let A′=(G′; I1; F2) and A′′=(G′′; I1; F2) be the outputs of the above procedure
based on diLerent orders of edges. Let e1 : : : ; en be the order of edges added at the
step (2) for constructing A′′. Then, by induction on i, we can show that ei should also
be contained in G′. In a similar manner, we can show that all edges of G′ should be
contained in G′′. Thus, we have G′=G′′.
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Lemma 6 says that the output of the procedure is determined uniquely. For inputs
of A1 = (G1; I1; F1) and A2 = (G2; I2; F2) and a rule r ∈M , by A1
r×A2, we denote the
unique output of the procedure.
A left-linear H-form EFS is said to be normal if (1) the Drst predicates of premises
of each rule are diLerent from each other, and (2) the second predicates of premises
of each rule are not basic. Then, it is straightforward to see the following proposition:
Proposition 7. For any left-linear H-form EFS E and a predicate P; there exists a
normal left-linear H-form EFS E′ such that L(E; P)=L(E′; P).
Now, we will prove Theorem 5.
Proof of Theorem 5. Let D= {P1 : : : ; Pk}. Let c; f; s be maps from MR to {1 : : : ; k}
such that for each rule r ∈MR, Pc(r) is the predicate of conclusion part of r, Pf(r) is
the 8rst predicate of premises of r, and Ps(r) is the second predicate of premises of r.
By Proposition 7, without loss of generality, we may assume that E is normal. For a
positive integer i with 16i6k and a nonnegative integer t, we deDne Ai(t) recursively
as follows:
Ai(0) = APi
Ai(t + 1) =
(
∪
r∈MR s:t: c(r)=i
(Af(r)(0)
r×As(r)(t))
)
∪ Ai(t):
Note that for each t¿0, Ai(t)⊆Ai(t+1) holds. Since the number of vertices is bounded
by some positive integer, at some point t∗¿0, each Ai() converges to some Dnite
automaton, denoted by Ai(∗), i.e., Ai(∗)=Ai(t) holds for every i=1; : : : ; k and t¿t∗.
We deDne A(t)= ∪16i6k Ai(t) and A(∗)= ∪16i6k Ai(∗).
Note that the following equation holds for every i=1; : : : ; k:
Ai(∗) =
(
∪
r∈MR s:t: c(r)=i
(Af(r)(0)
r×As(r)(∗))
)
∪ Ai(∗): (1)
Let i be a positive integer with 16i6k. Let e be a new edge which is added by
the following operation at some stage t=0; 1; 2; : : : ; t∗:
Ai(t + 1) =
(
∪
r∈MR s:t: c(r)=i
(Af(r)(0)
r×As(r)(t))
)
∪ Ai(t):
Then, we say that e is added during the construction of Ai(∗). Further, by EGi, we
denote the set of all new edges added during the construction of Ai(∗). Note that EGi
and EGj are disjoint for every i; j with 16i¡j6k, since E is of normal form.
Lemma 8. For every integer i with 16i6k and for any string u ∈ ∗; if Pi(u)← is
provable from E; then u is an element of L(Ai(∗)).
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Proof of lemma. Assume that Pi(u)← is provable from E in at most l steps. We
will prove the claim by induction on l. In case of l=1, Pi(u)← ∈M holds. Then, by
deDnition of Ai(0), the claim holds.
Assume that the claim holds for the case of l6j and consider the case of
l= j + 1. There exists a rule r :Pc(r)(x1)′y2)←Pf(r)(x1)x2)Ps(r)(y1*y2)∈M , and a
string x; y; z; w∈∗ such that c(r)= i, x)′w= u, Pf(r)(x)y)← ∈M , and Ps(r)(z*w)←
is provable at most j derivations. By the induction hypothesis, z*w is contained in
As(r)(∗). Furthermore, by Pf(r)(x)y)← ∈M , we have x)y∈L(Af(r)(0)). Therefore,
using Eq. (1), we can show u= x)′w∈L(Ai(∗))(=L(Ac(r)(∗))). This completes the
proof.
The converse direction is proved using the following propositions.
Proposition 9. Let Pi (16i6k) be a predicate symbol which is not used as the 8rst
predicate of premises of any rules. Then; there is no edge in A(∗) going out from
Ai(∗).
Proof of proposition. Let Pi (16i6k) be a predicate symbol which is not used as the
Drst predicate of premises of any rules. Note that new edges added at each stage t¿0
are not going out from As(r)(t − 1) for any rule r. Therefore, it is straightforward to
see the following claim based on induction on t:
Claim. For every t¿0; there is no edge in A(t) going out from Ai(t).
Proposition 10. In A(∗); every edges going out from a bridge must start from the
last vertex of the bridge.
Proof of proposition. Edges are added only when applying the operation of the form
(Af(r)(0)
r×As(r)(t)) for some rule r. There are two types of edges added during this
operation: the one is an edge from a vertex of Af(r)(0) to a bridge, and the other is
an edge from the bridge to a vertex of As(r)(t). The latter edge always starts from the
last vertex of the bridge. The former edge does not start from a vertex of any bridges,
since Af(r)(0) does not contain any bridges. This completes the proof.
The following lemma is the converse of Lemma 8.
Lemma 11. For every integer i with 16i6k and for any string u ∈ ∗; if u is an
element of L(Ai(∗)); then Pi(u)← is provable from E.
Proof of lemma. Let n be the total number of edges added to A1(0); : : : ; Ak(0), when
constructing A1(∗); : : : ; Ak(∗). Let e1; : : : ; en be the order of edges added during the
construction.
For a path p of A(∗) with a given string u∈∗; we deDne a complexity measure
following the deDnition in [13]: the complexity measure of p is (l1; : : : ; ln) if and
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only if for each j=1; : : : ; n, lj is the number of occurrences of ej in p. Further, we
introduce a lexicographic order over Nn, where N is the set of nonnegative integers,
as follows: (l1; : : : ; ln)¡(m1; : : : ; mn) if and only if there exists some i with 16i6n
such that lj =mj for j¿i + 1 and li¡mi.
We will show the following claim by induction on the complexity measure of ac-
cepting paths:
Claim. Let i be any integer with 16i6k and u be any string in ∗. If there exists
an accepting path p of Ai(∗) with the string u; then Pi(u)← is provable from E.
In case that the complexity measure of p is (0; : : : ; 0), the claim holds by deDnition
of Ai(0).
Suppose that for any complexity measure which is less than d, the claim holds, and
consider an accepting path p with a string u in Ai(∗) with complexity measure d. Let
ej be the edge in {e1; : : : ; en} that appears Drst in p. Then, by Proposition 10, we can
write p=p1bp2, where p1 is a path which does not have any edges in {e1; : : : ; en} and
b is a bridge corresponding to some rule r :Pc(r)(x1)′y2)←Pf(r)(x1) x2) Ps(r)(y1*y2).
Note that l(b)= )′. Let v1 be the last vertex of p1 and v2 be the Drst vertex of p2.
By deDnition of the operation
r×, v1 is a vertex of Af(r)(0) and v2 is a vertex of
As(r)(∗). Since there is no edges of {e1; : : : ; en} in the path p1, p1 is a path in Af(r)(0).
Further, by Proposition 9, p2 is a path in As(r)(∗). Let ej′ be the edge from the last
vertex of b to the vertex v2, and set j∗=max(j; j′). The existence of edges ej and ej′
implies that there exist an accepting path xs1y in Af(r)(0) and an accepting path zs2w in
As(r)(∗) such that the last vertex of x is v1, the Drst vertex of w is v2, and l(v1s1)= ) and
l(s2v2)= * hold. (See Fig. 2.) Since the paths xs1y and zs2w should exist before adding
the edge ej∗ , there exist no edges of {el | l¿j∗} in the paths xs1y and zs2w. Then,
consider the accepting paths p1s1y in Af(r)(0) and zs2p2 in As(r)(∗). Since p1s1y is in
Af(r)(0), Pf(r)(l(p1s1y))← ∈M holds. It is straightforward to see that the complexity
measure of the path zs2p2 is less than d. Therefore, by the induction hypothesis,
Ps(r)(l(zs2p2))← is provable from E. Therefore, Pc(r)(l(p1bp2))←=Pi(u)← is also
provable using r, Pf(r)(l(p1s1y))← and Ps(r)(l(zs2p2))← . This completes the induction
step of the proof.
By Lemmas 8 and 11, we have
L(E; Pi) = L(Ai(∗)):
Since L(Ai(∗)) is regular, we have that L(E; Pi) is also regular, which is the claim of
Theorem 5.
By similar discussion, we have the following.
Theorem 12. Let E=(D;;M) be any right-linear H-form EFS. Suppose that for
any Q∈D; {w |Q(w) is a fact in M} is regular. Then; for any P ∈D; L(E; P) is also
regular.
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Fig. 2. Induction process of the proof.
4.2. Universality of H-form EFS
It is interesting to investigate the computational power of H-form EFSs with relation
to the number of predicate symbols.
For a positive integer n, by HEn, we denote the class of languages generated by
some H-form EFS with at most n predicate symbols. We deDne HE∗= ∪i¿1 HEi.
Similarly, by L-HEn (by R-HEn), we denote the class of languages generated by
some left-linear (right-linear) H-form EFS with at most n predicate symbols, and by
L-HE∗ (by R-HE∗), we denote the set ∪i¿1L-HEi (∪i¿1R-HEi).
The following lemma shows that L-HE2 does not contain some regular languages.
Thus, by Theorem 3, n=3 is the minimum integer such that L-HEn includes REG.
Similar discussion can also be applied to the classes R-HEn.
Lemma 13. REG-L-HE2 = ∅.
Proof of lemma. Consider a regular language L= {a2n | n¿1}. We will show L ∈
L-HE2.
Assume that there exists some left-linear H-form EFS E=({P; A}; ;M) such that
L=L(E; P). (Note that a∈.) Without loss of generality, we may assume that every
rule of M is used at least once to prove a fact not in M . Since both A and P cannot
be non-basic predicates at the same time, either A or P is a basic predicate. Since
L=L(E; P) is an inDnite language, P should not be basic. Therefore, A is basic.
Let AF be the set of atomic formulas which appear as the Drst premise of some rule
in M . Let A(xu1u2y) be an atomic formula in AF . We say that a string s∈∗ is a left
string of a fact A(w) in M and A(xu1u2y), if and only if there exists a substitution 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such that xu1u2y=w and xu1= s. Let S = {w∈∗ |w is a left string of some fact
in M and some element in AF}. Note that S should not be empty, since every rule is
used at least once to prove a new fact not in M .
In case that S ∩ (−{a})∗ is not empty, L(E; P) contains some string not in {a}∗,
which is a contradiction. Therefore, S ⊆{a}∗ holds. In case that S = {}, the applica-
tion of any rule to a fact of the form P(w)← always produces a fact P(w′)← such
that the length of w′ is less than or equal to that of w. Therefore, L(E; P) is Dnite, a
contradiction. Thus, S contains some string an (n¿1).
Let A(w) be a fact in M and r :P(x1u1v2y2)←A(x1u1u2x2) P(y1v1v2y2) be a rule
in M such that a left string of A(w) and A(x1u1u2x2) is an. We can write w= anw′.
Since r is used at least once, v1v2 ∈{a}∗ holds. Let l be the length of v1 and consider
an element al
′ ∈L with l′¿ | v2 | + l+ 1. Note that l′ is even.
In case that n− l is even, the following derivation will produce a string not in L.
A(an
...w′)←; P(al+1...al′−l−1)←; and P(anal′−l−1)← A(an...w′)P(al+1...al′−l−1)
⇒ P(an+l′−l−1)←
In case that n− l is odd, the following derivation will produce a string not in L.
A(an
...w′)←; P(al...al′−l)←; and P(anal′−l)← A(an...w′)P(al...al′−l)
⇒ P(an+l′−l)←
In both cases, we have contradictions. This completes the proof.
The next example shows that HE2 contains some non-regular language.
Example 3. Let E=({P;Q}; ;M) be an H-form EFS over = {a; b;@1;@2;%}
where
M =


r1 : Q(x1ay2)← Q(x1@1a
...%x2)P(y1@1
...y2);
r2 : P(x1b@2y2)← Q(x1
...@2x2)P(y1%
...b@2y2);
P(@1@2)←; Q(@1a%)←; P(%b@2)←


:
The string @1ab@2 and @1aabb@2 are generated by E as the following derivation:
P(@1@2)←; Q(@1a%)←; and Q(@1a@2)← Q(@1a
...%)P(@1
...@2)
⇒ Q(@1a@2)←; P(%b@2)←; and P(@1ab@2)← Q(@1a
...@2)P(%
...b@2)
⇒P(@1ab@2)←; Q(@1a%)←; andQ(@1aab@2)← Q(@1a
...%)P(@1
...ab@2)
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⇒ Q(@1aab@2)←; P(%b@2)←; and
P(@1aabb@2)← Q(@1aab
...@2)P(%
...b@2)
⇒ P(@1aabb@2)←
In this way, the rule r1 is used to add a symbol ‘a’ at the beginning of the string,
and r2 is used to add a symbol ‘b’ at the end of the string. Thus, we have:
L(E; P) ∩ {@1}{a}∗{b}∗{@2} = {@1anbn@2 | n¿0}:
Therefore, L(E; P) is not regular.
In this section, we will show that HE∗ is equivalent to the class RE of recursively
enumerable languages. The theorem is based on the simulation of Post normal systems
[14].
A Post normal system is a quadruple G=(; N; Pr; Ax), where  and N are mutually
disjoint Dnite alphabets, Pr is a Dnite set of Post normal rules of the form uX ⇒Xv,
where u∈ (∪N )+, v∈ (∪N )∗ and X is a unique variable not in ∪N , and Ax
(⊂ (∪N )+) is a Dnite set of axioms. Given strings x; y∈ (∪N )∗, a binary relation
⇒ for a given Post normal system is deDned in a similar manner as in the previous
subsection. For any Post normal system G, we deDne
T (G) = {w ∈ ( ∪ N )∗ | ∃u ∈ Ax[u⇒∗ w]};
L(G) = T (G) ∩ ∗;
where L(G) is called a language generated by G. By PN, we denote the class of
languages generated by Post normal systems.
Theorem 14 (Post [14]). RE = PN holds.
The next example shows that HE3 contains some language which is not context
free.
Example 4. This example is based on the simulation of a Post normal system G=
(; N; Pr; Ax), where = {a; b}, N = ∅, Pr= {aX →Xbb; bX →Xa}, and Ax= {a}.
Note that L(G)∩{b}∗= {b2n | n¿1} holds. Therefore, L(G) is not context free.
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Let E=({P;Q; R}; ;M) be an H-form EFS over = {a; b;@1;@2;%} where
M =


r1: Q(x1@1y2)← Q(x1@1
...%x2)P(y1@1a
...y2);
r2: P(x1bb@2y2)← Q(x1
...@2x2)P(y1%
...bb@2y2);
r3: R(x1@1y2)← Q(x1@1
...%x2)P(y1@1b
...y2);
r4: P(x1a@2y2)← R(x1
...@2x2)P(y1%
...a@2y2);
P(@1a@2)←; Q(@1%)←;
P(%bb@2)←; P(%a@2)←;


:
The rules r1 and r2 are used to simulate the application of Post normal rule aX →
Xbb, and r3 and r4 are used to simulate the application of the rule bX →Xa. Thus, we
obtain:
L(E; P) ∩ {@1}{b}∗{@2} = {b2n | n¿1}:
Therefore, L(E; P) is not context free.
The simulation of the above example is based on the idea that each Post normal
rule can be simulated by the use of two H-form rules of elementary formal systems.
Although this idea could be used for showing the Turing computability of H-form
EFSs, the size of EFS that simulate a given Post normal system G is dependent on
the number of rules in G. The following theorem shows that the simulation could be
done independent of the number of rules in G.
Theorem 15. For any recursively enumerable language L; there exists an H-form
EFS and a predicate P such that L=L(E; P).
Proof. Let G=(; N; Pr; Ax) be a Post normal system such that L(G)=L. Let =
{a1; : : : ; am}, N = {A1; : : : ; An}, and B1; B2; B3; B4 be new symbols not in ∪N . Then,
we deDne a homomorphism 2 from (∪N )∗ to {B1; B2; B3; B4}∗ such that for every
ai ∈; 2(ai)=B3Bi2B4 holds and for every Ai ∈N; 2(Ai)=B1Bi2B1 holds. We will
construct an H-form EFS E=(D;′; M) simulating G as follows:
D = {Q;C; R; QB1 ; QB2 ; QB3 ; QB4 ; S; SB2 ; SB3 ; SB4 ; T; P}
R′ = R ∪ {B1; B2; B3; B4;@1;@2;@3;%}
M = MA ∪MR
MR = M0 ∪M1 ∪M2 ∪M3 ∪M4 ∪M5 ∪M6 ∪M7 ∪M8
MA = A0 ∪ A1 ∪ A2 ∪ A3 ∪ A4 ∪ A5 ∪ A6 ∪ A7 ∪ A8
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M0 = {Q(x1@12(w)@3y2)← C(x1@12(w)@3
...x2) R(y1@12(u)
...y2)
| r : uX → Xw ∈ Pr}
A0 = {R(@12(u)@2)←| u ∈ Ax} ∪ {C(@12(w)@3)←| uX → Xw ∈ Pr}
M1 = {Qa(x1@1y2)← C(x1@1
...%x2) Q(y1@1a
...y2) | a ∈ {B1; B2; B3; B4}}
A1 = {C(@1%)←}
M2 = {Q(x1a@2y2)← Qa(x1
...@2x2) C(y1%
...a@2y2) | a ∈ {B1; B2; B3; B4}}
A2 = {C(%a@2) | a ∈ {B1; B2; B3; B4}}
M3 = {R(x1@1y2)← C(x1@1
...%x2) Q(y1@1@3
...y2)}
A3 = A1
M4 = {S(x1@3@2y2)← R(x1
...@2x2) C(y1%
...@3@2y2)}
A4 = {C(%@3@2)←}
M5 = {Sa(x1@1y2)← C(x1@1
...%x2) S(y1@1a
...y2) | a ∈ {B2; B3; B4}}
A5 = A1
M6 = {S(x1a@2y2)← Sa(x1
...@2x2) C(y1%
...a@2y2) | a ∈ {B2; B3}}
A6 = {C(%a@2) | a ∈ {B2; B3}}
M7 = {S(x1a@2y2)← SB4 (x1
...B3Bi2@2x2) C(y1%
...a@2y2) | 2(a) = B3Bi2B4; a ∈ R}
A7 = {C(%a@2)←| a ∈ R}
M8 =


T (x1y2)← C(x1
...@1%x2) S(y1@1@3
...y2);
P(x1y2)← T (x1
...@2x2) C(y1%@2
...y2)


A8 = {C(%@2)←; C(@1%)←}
During the simulation, we will use a string which starts and ends with special sym-
bols @1 and @2, respectively. Further, each symbol in ∪N is encoded by 2.
The simulation of Post normal system is accomplished by the use of formulas in
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M0 ∪M1 ∪M2 ∪M3 and atomic formulas in A0 ∪A1 ∪A2 ∪A3. The homomorphic im-
ages of the strings generated by G are maintained with the predicate symbol R as
follows:
Claim C. {@12(w)@2 |w∈T (G)}=L(E; R) holds.
Proof of Claim C. Let v be a string in T (G). We will prove @12(v)@2 ∈T (G) by
induction on ds(v). In case of ds(v)= 0, v∈Ax holds. By deDnition of A0, we have
@12(v)@2 ∈L(E; R).
Suppose that for any string v∈T (G) with ds(v)6i, @12(v)@2 ∈L(E; R) holds and
consider a string v′ with ds(v′)= i+1. Then, there are strings u; v; z; w∈ (∪N )∗ and a
Post normal rule r : uX ⇒ Xw such that v= uz; v′= zw and ds(v)6i. By the induction
hypothesis, we have @12(v)@2 =@12(uz)@2 ∈L(E; R). Therefore, R(@12(uz)@2)←
is provable from E. Applying to it a formula in M0 and an axiom C(@12(w)@3) ←
in A0, we will obtain Q(@12(w)@32(z)@2) ←. By the iterated use of M1 and M2
with the facts C(@1%)← (∈A1) and C(%a@2)← (∈A2), we can rotate the substring
2(w)@32(z) and obtain Q(@1@32(z)2(w)@2) ←. The use of a rule in M3 with
the fact C(@1%) ← in A3 will produce R(@12(z)2(w)@2) ←. Therefore, we have
@12(v′)@2 =@12(z)2(w)@2 ∈L(E; R). This completes the induction step.
Converse direction can be proved by induction on the number of derivation steps
of E.
The rules in M4 ∪M5 ∪M6 ∪M7 and facts in A4 ∪A5 ∪A6 ∪A7 are used for the pur-
pose of collecting strings over the terminal alphabet .
The rule in M4 and the fact in A4 initiates the procedure which collects strings over
, by putting the symbol @3 at the end of the string. Then, by applying repeatedly
the rules in M5 ∪M6 ∪M7 and the facts in A5 ∪A6 ∪A7, we can rotate only the letters
in . More precisely, the rules in M5 ∪M6 and the facts A5 ∪A6 rotate the letters B3
and B2, and the rule in M7 and the fact in A7 are used to decode the encoded terminal
letter.
Finally, by applying M8 and A8, we can delete the symbols @1 and @2 and obtain
the strings over  with the predicate symbol P.
More precisely, we can show the following claim:
Claim D. For any string w in (∪N )∗; w∈L(E; P) if and only if @1w@2 ∈L(E; R)∩
{@1}∗{@2}.
By Claims C and D, we have the theorem.
Corollary 16. RE=HE13.
By H and by CF, we denote the class of languages generated by splicing systems,
and the class of context free languages, respectively. It is known that H is a subclass
of regular languages [13]. Then, the next theorem summarizes the results obtained in
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this section. (Note that L-HE1 =R-HE1 =Fin, where Fin is the class of all Dnite
languages.)
Theorem 17. (1) H=HE1⊂HE2⊆HE3⊆ · · · ⊆HE13 = · · · =HE∗=RE.
(2) HE2 −REG = ∅.
(3) HE3 − CF = ∅.
(4) L-HE1⊂L-HE2⊂L-HE3 =L-HE4 = · · · =L-HE∗=REG.
(5) R-HE1⊂R-HE2⊂R-HE3 =R-HE4 = · · · =R-HE∗=REG.
5. Conclusions
In this paper, we discussed the computational power of multiple splicing systems in
terms of H-form elementary formal systems. We showed the existence of some regular
subclass of H-form EFSs and the universality of general H-form EFSs. In particular, we
investigated its computational power with relation to the number of predicate symbols.
We showed that 13 predicates are enough for generating all recursively enumerable
languages. However, the minimal number of predicates for generating all recursively
enumerable languages is left open.
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