Abstract This paper describes the results of the analysis of specific 'corner detection' algorithms within a Machine Vision approach for the problem of aerial refueling for unmanned aerial vehicles. Specifically, the performances of the SUSAN and the Harris corner detection algorithms have been compared. A critical goal of this study was to evaluate the interface of these feature extraction schemes with the successive detection and labeling, and pose estimation schemes in the overall scheme. Closed-loop simulations were performed using a Simulink ® -based simulation environment to reproduce docking maneuvers using the US Air Force refueling boom.
boom operator to connect with the fuel receptacle of the aircraft to be refueled. The second configuration, known as 'Probe and Drogue' system, used by the US Navy and features a flexible hose with an aerodynamically stabilized perforated cone. The effort described in this paper is relative to the US Air Force refueling boom system, within the general goal of extending the use of this system to the refueling of UAV's. For this purpose, a key issue is represented by the need of accurate measurement of the 'tanker-UAV' relative position and orientation from the 'pre-contact' to the 'contact' position and during the refueling. Although sensors based on laser, infrared radar, and GPS technologies are suitable for autonomous docking [11] , there might be limitations associated with their use. For example, the use of UAV GPS signals might not always be possible since the GPS signals may be distorted by the tanker airframe. Therefore, the use of Machine Vision (MV) technology has been recently proposed in addition-or as an alternative-to these technologies [6, 10] . Furthermore, a MV-based system has been investigated for close proximity operations of aerospace vehicles [14] and for the navigation of UAV's [17] .
The focus of the study in this paper is to evaluate the usage of specific feature extraction algorithms within a general MV-based AR approach. Particularly, in this context the MV system has to detect and correctly identify features (specifically corners) on the tanker airframe. This information is then used to evaluate the relative distance and orientation between the tanker and the UAV aircraft, assuming that the position of the detected features in the tanker reference frame is constant and known.
This study has been performed using an AR simulation environment developed in Simulink and interfaced with Virtual Reality Toolbox (VRT). Additional information about this AR simulation environment is available in [6] . This closed loop simulation interacts with a Virtual Reality (VR) environment by moving visual 3D models of the aircraft in a virtual world and by acquiring a stream of images from the environment. A "feature extraction" algorithm uses these images for the detection of corners resulting from specific features on the tanker aircraft. Specifically, both the Harris [8] and SUSAN [18] methods have been evaluated as "Corner Detection" (CD) algorithms. The detected corners are then matched with a set of physical features on the tanker through the use of a Detection and Labeling (DAL) algorithm. Finally, the positions of the matched corners are used by a pose estimation (PE) algorithm to evaluate the position and the orientation of the UAV with respect to the tanker. The general block diagram of the MV scheme is shown in Fig. 1 , while the Virtual image of the tanker as seen from the simulated UAV camera is shown in Fig. 2 . The paper is organized as follows. The AR problem and the AR simulation environment are briefly described in the initial sections. The two corner detection methods proposed for feature extraction purposes are then reviewed. The labeling and the pose estimation algorithms are then briefly explained. Finally, the performances of the corner detection algorithms are compared in terms of speed, accuracy, and robustness using closed-loop simulations.
The MV-based AR Problem
The geometric distances and the reference frames used for the MV-based AR problem are shown in Fig. 3 .
Reference frames and notation
The study of the AR problem requires the definition of the following reference frames (RFs):
• ERF earth-fixed reference frame.
• TRF body-fixed tanker reference frame located at the aircraft center of gravity (CG).
• URF is the body-fixed UAV reference frame located at the aircraft CG.
• CRF is the body-fixed UAV camera reference frame.
Within this study, geometric points are expressed using homogeneous (4D) coordinates and are denoted with a capital letter and a left superscript indicating the reference frame in which the point is expressed. For example, a point P expressed in the F reference frame, has coordinates F P = [x, y, z, 1] T , (where the right 'T' superscript indicates transposition). Vectors are defined as difference between points; therefore, their 4th coordinate is always '0'. Also, vectors are denoted by two uppercase letters, indicating the two points at the extremes of the vector; for example, E BR = E B − E R is the vector from the point R to the point B, expressed in the Earth Reference Frame. Transformation matrices are (4 × 4) matrices that transform points and vectors expressed in an initial reference frame to points and vectors expressed in a final reference frame. They are denoted with a capital T, with a right subscript indicating the "initial" reference frame and a left superscript indicating the "final" reference frame. For example the matrix E T T represents the homogeneous transformation matrix that transforms a vector/point expressed in TRF to a vector/point expressed in ERF.
Geometric formulation of the AR problem
The objective is to guide the UAV such that its fuel receptacle (that is point R in Fig. 3 ) is transferred to the center of a 3-dimensional window (3DW) under the tanker (point B).
Once the UAV fuel receptacle reaches and remains within this 3DW, it is assumed that the boom operator can take control of the refueling operations. It should be underlined that point B is fixed within the TRF, and that the dimensions of the 3DW (δx, δy, δz) are considered to be assigned design parameters. It is also assumed that the tanker and the UAV can share a short-range data communication link during the docking maneuver. Furthermore, it is assumed that the UAV is equipped with a digital camera along with an on-board computer hosting the MV algorithms acquiring the images of the tanker. Finally, the 2D image plane of the MV is defined as the 'y-z' plane of the CRF.
Receptacle-3DW-center vector
The reliability of the AR docking maneuver is based on the accuracy of the measurement of the vector T RB, which is the distance between the UAV fuel receptacle and the center of the 3D refueling window, expressed in TRF
where
Since the fuel receptacle and the 3DW center are located at fixed and known positions with respect to center of gravity of the UAV and tanker, respectively, both U R and T B are known and constant. The matrix C T U expresses the position and attitude of CRF with respect to the URF, and therefore is also known and generally constant. The transformation matrix C T T can be evaluated either "directly"-that is using the relative position and orientation information provided by the MV system-or "indirectly"-that is by using the matrices E T U and C T T , which in turn can be evaluated using information from the position and attitude sensors of the tanker and UAV, respectively.
The AR simulation environment
The AR simulation scheme was developed in Simulink ® . The mathematical models of the tanker and UAV aircraft were developed using conventional modeling approaches, as outlined in [19] . Specifically the UAV was modeled with the parameters of the ICE-101 aircraft [1] while the tanker was modeled with the parameters of a KC135 aircraft [2] . First order dynamic models were used for the actuators dynamics using typical values for aircraft of similar size and/or weight. Both the tanker and UAV feature a typical set of autopilot systems designed using a conventional LQR approach. The simulation includes a detailed modeling of the elastic behavior of the boom [6] , the wake effects from the tanker on the UAV [5] , as well as atmospheric turbulence models acting on both tanker and UAV [16] . Details on the design of the tracking and docking control scheme are also provided in [6] . The simulation outputs were linked to a Virtual Reality Toolbox ® (VRT) interface to provide typical scenarios associated with the AR maneuvers. The interface allows the positions of the simulated objects, that is the 'UAV' and the 'tanker', to drive the position and orientation of the corresponding objects in a Virtual World. From this Virtual World, images of the tanker as seen from a virtual camera placed on the UAV (Fig. 2 ) are continuously acquired and processed during the simulation. Specifically, after the images are acquired, they are scaled and processed by a corner detection algorithm. The corner detection algorithm finds the 2D coordinates, on the image plane, of the points that correspond to particular physical corners and features of the tanker aircraft.
Corner detection methods
Two corner detection methods were evaluated, that is the Harris corner detector [8] -specifically the version revised by Noble [13] -and the SUSAN [18] . A brief review of the two methods is provided below.
Harris corner detector
This method is based on the assumption that corners are associated with the maximum values of the local autocorrelation function. Let I be the gray level intensity of the image, while I X , I Y , I XY , and I YX are its directional derivatives. The matrix of the intensity derivatives can then be defined as follows:
The derivatives of the intensity of the image are determined by convolving the image by a kernel of the correspondent derivative of a Gaussian. If at a certain point the eigenvalues of the matrix M are large, then a small change in any direction will cause a substantial change in the gray level. This indicates that the point is a corner. Hence a "cornerness" value C for each pixel of the image is calculated
If the value of C exceeds a certain threshold, the pixel is declared a corner. The sensitiveness of the detector is proportional to the value of k. The generally used value of k is 0.04. The main drawback of the method is that the parameter k needs to be tuned manually. This drawback was overcome by a modified version of the Harris "cornerness" function proposed by Noble [13] 
The small constant ε is used to avoid a singular denominator in case of a rank zero auto-correlation matrix (M).
In both Harris detector method [8] and its variation by Noble [13] a local maxima search is performed as a final step of the algorithm with the goal of maximizing the value of C for the selected corners.
SUSAN corner detector
The SUSAN (smallest univalue segment assimilating nucleus) corner detection method [18] uses an entirely different approach to low-level image processing than most other corner detection algorithms. A specific characteristic of the method is that no image derivative is used. Furthermore, noise reduction is not required in this algorithm. Within this approach, each image point is associated with a local area of similar intensity. For example, let us consider a dark rectangle on a white background, as shown in Fig. 4 . A circular mask (having a central pixel which is also referred to as "the nucleus") is shown at four image positions. If the intensity of each pixel of the image within the mask is compared with the intensity of the mask's nucleus, then an area of the mask can be defined which has the same (or similar) intensity as the nucleus. Specifically, the "brightness" value C of each pixel of the mask is computed
where r o is the position of the nucleus in the two dimensional image, r is the position of any other point within the mask, I( r) is the intensity of the point r, and t is the intensity difference threshold. The area of the mask containing pixels of similar intensities is computed using the equation
This area is also called the USAN, that is, "Univalue Segment Assimilating Nucleus". A pixel is considered a corner when the USAN area of the pixel-delimited by the gray color within the circular mask, seen in Fig. 4 -is less than half of the maximum possible n max area. Therefore, the thresholds affecting the corner detection performance are the geometric threshold g = n max /2 and the brightness threshold t. The former affects mainly the "quality" of the detected corners while the latter instead affects exclusively the number of detected corners.
Labeling algorithm
Once the 2D coordinates of the detected corners on the image plane have been found, the problem is to correctly associate each detected corner with its physical feature/corner on the tanker aircraft, whose position in tanker reference frame (3D coordinates) is assumed to be known. The general approach is to identify a set of detected markers [u j , v j ] to be matched to a subset of estimated markers positions [û j ,v j ].
Projection equations
The subset [û j ,v j ] is simply a projection in the camera plane of the markers P (j) using the standard "pinhole" projection model [5, 9] . Specifically, according to the "pin-hole" model, given a marker 'j' with coordi-
T in the CRF frame, its projection into the image plane can be calculated using the projection equation
where f is the camera focal length, T P (j) are the components of the marker P (j) in TRF, which are fixed and known 'a priori', and C T T (X) is the transformation matrix between camera and tanker reference frames, which is a function of the current position and orienta-
For labeling purposes X is assumed to be known. In fact, the camera-tanker distance-i.e. the first three elements of X-can be provided by the GPS measurements on both the tanker and UAV, if GPS coverage is available. Alternatively, the MV-based estimation of the cameratanker distance at previous time instants can be used as a good approximation of the current distance (assuming a fast sampling rate for the MV system). The relative orientation between camera and tanker-that is, the last three elements of X-can be obtained from the yaw, pitch, and roll angle measurements of both UAV and tanker, which are provided by conventional gyros. As for the distance, if the sampling rate of the MV system is adequate, the last MV estimation of the camera-tanker relative orientation can be used as a good approximation of the current orientation. In the simulation, the modeling of the sensors also included a white noise with power spectral density of 10 −9 dB/rad/sample for the measurement of the roll, pitch, and yaw Euler angles for both aircraft. The distance and orientation of the camera in UAV body frame was assumed to be constant and known.
The 'Points Matching' problem
Once the "projections" subset [û j ,v j ] is available, the problem of relating the points extracted from the camera measurements to the actual features on the tanker can be formalized in terms of matching the set of points
is the generic 'to be matched' point from the camera-to the set of points p 1 ,p 2 , . . . ,p n , wherep j = [û j ,v j ] is the generic point obtained by projecting the known nominal corners in the camera plane through Eq. (7). Since the two data sets represents the 2D projections of the same points on the same plane-either at the same time instant (when GPS is used for relative position measurement) or at the previous time instant (when the last MV estimation is used as an approximation of the current relative position)-a high degree of correlation between the two sets is expected. In fact, due to the relative motion between camera and tanker, as well as to the presence of different sources of system and measurement noise, a certain displacement between the two point sets is always observed; therefore, a matching problem has to be defined and solved. A detailed technical literature describes a number of robust matching techniques between point sets [15] . Usually, the degree of similarity between two data sets is defined in terms of a cost function or a distance function derived on general principles as geometric proximity, rigidity, and exclusion [20] . The best matching is then evaluated as the result of an optimization process exploring the space of the potential solutions. Often, the problem can be set as a classical assignment problem, and therefore solved using standard polynomial Network Flow algorithms. A definition of the point-matching problem as an assignment problem, as well as an extensive analysis of different labeling algorithms was performed by some of the authors in a previous effort [7] . In the current effort, the authors have implemented an 'ad-hoc' labeling algorithm, which solves the matching problem using an heuristic procedure [4] . The algorithm is reviewed below.
The labeling algorithm
The implemented labeling algorithm has the purpose of detecting the points corresponding to real corners and arranging the vector of detected corner coordinates in the format
If the kth corner is not detectable the overflow value 100 is used instead in the position 2 * k and 2 * k + 1. LetP = p 1 ,p 2 , . . . ,p n denote the set of the n 'projected' corners, and let P = {p 1 , p 2 , . . . , p m } denote the set of the m 'detected' corners. The labeling function creates a matrix Err of dimension n × m, whose entries are all the Euclidian distance betweenP and P. The three vectors MinR, MinC and Index-with dimensions n, m and m, respectively-are also created (as shown in Table 1 ).
The minimum element of every column of Err is stored in the row vector MinC while the index of the row in which the function founds the minimum is stored in another row vector Index. The minimum element of every row of Err is instead stored in the column vector MinR. The position of the detected corner 'j in Pis deemed "valid" if
Detected corners that satisfy the validity condition are assigned to their nearest projected corner, while detected corners that do not satisfy the validity condition are discarded. In other words, the validity condition ensures that only one detected corner-among the set of detected corners that are closer to a certain projected corner than to other projected corners-is assigned to that projected corner. The other detected corners in the same set are not assigned to any other projected corner.
The resulting algorithm has a computational complexity proportional to n 2 and avoids the typical problems associated with a labeling function that simply assigns the detected corners P to the nearest corners inP [4] .
Pose estimation algorithm
Following the solution of the labeling problem, the information in the set of points must be used to derive the rigid transformation relating CRF to TRF (1) . Within this study, the Gaussian Least Squares Differential Correction (GLSDC) pose estimation method [4, 10] was used.
The GLSDC is based on the application of the GaussNewton method for the minimization of a non-linear cost function formulated in terms of the difference between estimated and detected corners positions. Within the GLSDC algorithm, at every sample time k, the matrix C T T is expressed as a function of an estimatē X(k) of the unknown vector X(k)
UsingX(k) to project of the corner 'j' in the camera plane we have the following 2D coordinates:
By rearranging the coordinates of all the projected corner, the following vector is obtained
At this point, the following MV estimation error can be defined at the time k
where G DAL (k) contains the coordinates of the detected and labeled points extracted from the camera
The GLSDC algorithm iteratively refines the initial value ofX(k) by repeating the following steps for a number of iterations (with index i)
and W(k) is usually set to the (2m × 2m) covariance matrix of the estimation error. The initial guessX 0 (k) at k is the final estimation at the previous sample time k-1. The basic algorithm outlined in Eqs. (15) (16) (17) was designed to work with a fixed number of m corners. Simple modifications have been introduced for dealing with 
a time-varying number of corners. Specifically, at each time step, the nominal corners that are not visible are removed from the estimation process. This implies that at each time step Eq. (15) is modified with the appropriate number of rows and the dimensions and the values of A and W in Eqs. (16) (17) are adjusted accordingly.
Results of the simulation studies
The following performance criteria were introduced for a detailed comparison of the two algorithms in terms of computational speed, accuracy, and robustness.
Speed performance
The computational speed of the Harris and SUSAN routines depends in general on the usage of system resources. Within this study the corner detector algorithms were coded in C and implemented as a 'Level 2 Simulink S-Function blocks'. A Pentium 4, 3.20 GHz desktop with 1 GB of RAM was used for this analysis. The speed performance was measured with the Simulink ® "profiler" tool, which provides the running time in seconds for each called function and sub-function. On average, the SUSAN and the Harris algorithms require 0.0182 and 0.1249 s, respectively for each simulation step. Therefore, the SUSAN algorithm is approximately seven times faster than the Harris algorithm.
Accuracy
A reliable corner detection algorithm should satisfy the following criteria:
(1) All the true corners should be detected. (2) No false corners should be detected.
(3) Corner points should be well localized.
Therefore, the accuracy of a corner detection algorithm can be assessed in terms of the number of corners detected (true positives), undetected (true negatives), and false alarms (false positives plus outliers). In other words, if the "nominal" physical corners specified in the simulation are detected by the corner detection algorithm, then they are counted as the "detected corners", or "true positives". If the algorithm misses some of these "nominal" physical corners then the missed corners are counted as the "undetected corners", or "true negatives". Hence, the number of undetected corners is equal to the number of "nominal" corners minus the number of "detected corners". The rest of the corners identified by the algorithms will be either the "false positives" (corners on the edges, corresponding to points on the tanker) or the "outliers" (corners from the background).
The false positives and the outliers are grouped together as the "false alarms". Receiver Operating Characteristic (ROC) curves [3, 11] , are typical graphic tools used for the assessment of the accuracy of general receivers. These curves feature the False Alarm rate versus the False Positives rate in different operating conditions. ROC curves have been obtained for both corner detection methods by comparing the detected corners versus the specified corners, while varying the threshold parameters of the two algorithms. The ROC curves in Fig. 5 show that the Harris algorithm provides better performance. The two algorithms were also compared in terms of total number of corners detected throughout the simulation. Figure. 6 and 7 show the respective plots for the two algorithms. The analysis reveals that the false alarm rates are fairly similar. The Harris algorithm successfully detects only seven physical corners in every image and hence the total number of "nominal" corners specified for the Harris algorithm is set to seven. The SUSAN algorithm instead detects up to nine physical corners in most of the images and hence the total number of "nominal" corners for the SUSAN algorithm is set to nine. However, although the Harris algorithm fails to detect nine corners, it detects its seven nominal corners at every frame. On the other side, the SUSAN algorithm fails to detect its specified nine nominal corners every time. Furthermore, even when the number of "nominal" corners for SUSAN is set to seven, the algorithm does not always detect them. This occurs because the SUSAN algorithm detects many corners on the round edges of the tanker engines leading to a cluster of corners around each nominal corner, from which any corner can be selected by the labeling algorithm.
This selected corner can vary from frame to frame leading in general to large values of the estimation error. Finally, regarding the distribution and density of the corners detected by the two algorithms, it should be emphasized that the spacing among the detected corners is usually greater than 6% of the horizontal image range. On the other hand, the position estimation error due to the relative movement between camera and tankertogether with the effect of measurement and system noise-normally causes a 2D corner displacement within 3% of the horizontal image range. This minimizes the possibility that the labeling algorithm could mistakenly assign a certain projected corner to the wrong detected corner. The two algorithms were also compared in terms of the closed-loop performance of the Aerial Refueling 'tracking & docking' control laws. Figures 8-9 show the linear position estimation obtained by the pose estimation algorithm when Harris (Fig. 8) and SUSAN (Fig. 9 ) are used as corner detection algorithms. Within these figures, 'x real', 'y real', and 'z real' are the reference values-which would be provided in real life by GPS measurements-whereas 'x MV', 'y MV' and the 'z MV' are instead the values provided by the Pose Estimation algorithm. The corners detected during the initial phase (0-20 s) of the simulation by the Harris algorithm are slightly different from the "nominal" corners due to poor localization of the corner points. The occurrence of this problem is due to the large size of the Gaussian filter mask. The problem is also caused by the fact that the corners are "closely packed". When the image of the tanker is small this error could be avoided by using a filter of smaller size. However, the size of the filter mask needs to be set to a larger value to allow the localization of the corners during the docking phase. Once the UAV is within the MV range, the image of the tanker has reached a considerable size; therefore the physical corners are well separated.
Thus the "nominal" corners are correctly detected allowing, in turn, a reduction of the error.
This problem does not occur with the SUSAN algorithm due to the fact that the algorithm is capable of detecting in general a larger number of corners. In fact, a substantial number of physical corners are detected even in the initial phase of the docking. On the other hand, as previously discussed, the fact that the SUSAN algorithm does not detect its nominal corners every time leads in general to a larger estimation error during the last part of the docking phase. Figure 10 shows the total estimation error, along with the number of detected corners for both the algorithms. The total estimation error at the time instant t is evaluated using the equation
where x, y and z are the estimation errors in the x, y and the z coordinates. The largest source of this error is usually from the estimation error in the x-axis. A general conclusion is that the Harris algorithm provides better performance.
Robustness
A robustness analysis was conducted by evaluating the performance of the corner detection algorithms in the event of the following image perturbations:
• Presence of noise in the image • Variations in image contrast • Motion blur
Noise addition to the input image
This analysis was performed to evaluate the stability of the corner detection algorithms in the presence of Gaussian white noise in the image. Specifically, the presence of the noise was simulated using the Matlab command "imnoise". Figure 11 shows the total MV estimation error, along with the number of detected corners, for both algorithms. Similarly to the nominal (no noise) case, the Harris algorithm shows a larger error in the initial phase (from 0 to 20 s); however, the performance of the Harris algorithm will then improve leading to an error rapidly approaching zero. On the contrary, the SUSAN algorithm yields large spikes in the total estimation error.
Poor contrast image
This analysis was performed to evaluate the robustness of the corner detection algorithms in the presence of poor contrast conditions. These conditions can be induced by different factors such as the lightning effect from the sun, or foggy weather. Figure 12 shows the total MV estimation error, along with the number of detected corners, in a simulation in which the contrast of the image was decreased (using the Matlab "imadjust" command). It can be seen that the Harris algorithm generally provides better performance during the docking phase. 
Motion blur
Image blurring occurs when there is a substantial relative movement of the object within the timeframe of the image capture. An analysis was performed to compare the performance of the CD algorithms to blurred images. Specifically, the Matlab command 'imfilter' was used to generate a motion blur on every captured image. Figure 13 shows the total MV estimation errors, along with the number of detected corners under the above conditions. Consistently with previous robustness results, the Harris algorithm seems to provide better performance. Table 2 summarizes the results of the robustness study through the root mean square error of the x, y and z coordinates, along with the average numbers of corners detected, and the Max number of false alarms, for both algorithms, under nominal and perturbed conditions. 
Application of the approach to 'real' images
The previously introduced algorithms have been applied-with the same settings-to 'real' images of a scaled static model of a Boeing 747/400 aircraft. This static model has an approximate 62 cm. wing span. The image is taken so that it resembles the view of a tanker from the camera on the UAV. The results in terms of detection and labeling are summarized in Fig. 14 . The 'o' marks indicate the corners being detected by the SUSAN algorithm; the '+' marks indicate the projected nominal corners while the '*' marks represent the correctly detected and labeled corners. The consistency of the results in terms of feature extraction, detection and labeling between the 'real' and the 'synthetic' images confirmed the validity of using 'virtual' VRTgenerated images-such as the image shown in Fig. 2 for the purpose of investigating specific MV algorithms for close proximity operations.
Conclusions
The paper described different feature extraction algorithms that were implemented and tested within a simulation environment developed for the study of the UAV Aerial Refueling problem using a Machine Vision-based approach. In particular, the attention was focused on the analysis of the performance of two widely used corner detection algorithms-the SUSAN and the Harris algorithms-in terms of accuracy and robustness. The Harris algorithm provided, in general, better performance with respect to the SUSAN algorithm, in detecting the same corners in every frame, and in yielding a smaller number of "false positives". Furthermore, a separate study comparing the robustness and the computational speed of both algorithms showed that the Harris algorithm provides a higher level of robustness at the expense of a larger required computational effort.
The study has also confirmed the capabilities of the corner detection algorithms for interfacing with detection and labeling and pose estimation algorithms for a full MV-based approach for the autonomous docking of the UAV's for Aerial Refueling.
