Introduction.
We denote by C the space of all real-valued functions x(/) which are continuous for 0^t = i and which vanish at t = 0. Let T be the (possibly nonlinear) transformation (1) yit) = Txit) = xit) + Aix\t)
defined over some Wiener-measurable subset r of C and having the property that T takes T into a set 7T in a one-one manner.
In an earlier paper [l],1 two of the present authors have studied the behavior of Wiener integrals over V under one-one transformations of the form (1) which possess certain smoothness properties. In another paper [3] , they have shown (for the case T = C) that the pre-image, x(i) = T~1yit), can be expressed in terms of y(¿) as a limit in the mean of a series of "Fourier-Hermite" functionals. In this note we wish to indicate a minimizing process which will produce approximate solutions of (1) in terms of simpler Wiener integrals. These approximate solutions approach the true solution in the sense of the Li(C) limit in the mean.
Specifically, these approximate solutions are obtained as follows. The linear equations giving A^(t) will necessarily be consistent.
The conditions which we wish to impose on the transformation T are precisely those of Theorem V of [l] . Since they are lengthy and are stated there explicitly, we shall not repeat them here. However, in the formulation of our result we shall use three functionals introduced in [l] related to A(x|i); we define these here, using the nota- 
The linearization theorem. We are now in a position to state our theorem.
Theorem. Let T, given by (1), be a transformation which satisfies the conditions in Theorem V of [l] . Further, let it have the properties that D2(x) exp { -2<£(x)} and | D(x) \_1 exp {<J>(x)} both be summable on T. Let {ak(t)} be any closed set of real functions in L2[0, l]. For fixed t on [0, l] and for each positive integer n let the constants Am}...¡mn (t) be determined so as to minimize 
An outline of the proof of the first of these results will be given following the proof in the next section.
3. Proof of the theorem. We notice first that the functional T~lyit) belongs, for each /, to L4(7T) ; for, applying (5), we have from Schwarz' inequality .e*(r-%V)\D(T-iy)[-Hwy, using (5), we see that (7) is equal to (2), and that hence (7) is less than Çie1/2. Once again employing Schwarz' inequality, we have But then using (5) again, we see that C% =f^,e~2^x) \ D(x) \ 2dax, which we are assuming to be finite. Thus (3) is established. We discuss next the closure of (4). We assume that the {a&(/)} are orthonormal as well as closed. The Schmidt process shows that this involves no loss of generality.
It was shown in [2] that the "Fourier-Hermite" sequence is complete in relation to Lp-(-co, oo)n. But this completeness implies4 closure of (9) in Lp(-», oo)n. The method of [2] in showing closure in L2(C) of (8) can then be carried over essentially unchanged to show closure of (8) in LP(C). Finally, since Hk(u) is a polynomial, the closure of (4) becomes evident upon rearranging the terms in the approximating linear combinations of Fourier-Hermite functionals. Remark. In the theorem the constants {^4^'} were determined so as to minimize (2). We may, if we wish, alter this procedure and determine constants { C%\t)} lor each / so as to minimize One of the unsolved problems of% the calculus of variations is to find a proof of the multiplier rule for the case of partial differential equations as side conditions. The essential difficulty lies in the fact that the theory of partial differential equations is not sufficiently developed to allow the use of the same proecedure which worked in the case of ordinary differential equations. Hence, it would be desirable to have a proof of the multiplier rule which made no appeal to the theory of differential equations, even in the case of ordinary differential equations. A proof of this type is the object of this paper.
Let us consider the problem of making stationary the functional J[y] defined by F(x, yi ■ ■ ■ yn, yl ■ ■ ■ yñ )dx sounder boundary conditions which need not be specified here and under side conditions 
