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Abstract
The n-Queens problem is to place n chess queens on an n by n chessboard so that no
two queens are on the same row, column or diagonal. The n-Queens Completion problem is
a variant, dating to 1850, in which some queens are already placed and the solver is asked
to place the rest, if possible. We show that n-Queens Completion is both NP-Complete
and #P-Complete. A corollary is that any non-attacking arrangement of queens can be
included as a part of a solution to a larger n-Queens problem. We introduce generators of
random instances for n-Queens Completion and the closely related Blocked n-Queens and
Excluded Diagonals Problem. We describe three solvers for these problems, and empirically
analyse the hardness of randomly generated instances. For Blocked n-Queens and the
Excluded Diagonals Problem, we show the existence of a phase transition associated with
hard instances as has been seen in other NP-Complete problems, but a natural generator for
n-Queens Completion did not generate consistently hard instances. The significance of this
work is that the n-Queens problem has been very widely used as a benchmark in Artificial
Intelligence, but conclusions on it are often disputable because of the simple complexity of
the decision problem. Our results give alternative benchmarks which are hard theoretically
and empirically, but for which solving techniques designed for n-Queens need minimal or
no change.
1. Introduction
The n-Queens problem is to place n chess queens on an n by n chessboard so that no
two queens are on the same row, column or diagonal. This puzzle dates to 1848, and
only two years later a variant was introduced by Nauck (1850) in which some number of
queens are pre-placed and the solver is asked to place the rest, if possible. This is the n-
Queens Completion problem and Figure 1 shows the ﬁrst known instance studied. We will
show that the n-Queens Completion problem is NP-Complete and #P-Complete, discuss
solvers for the problem, and empirically analyse randomly generated instances. The n-
Queens Completion problem may be one of the simplest NP-Complete problems to explain
to people who understand the rules of chess. The problem is “Given an n × n chessboard
on which some queens are already placed, can you place a queen in every remaining row so
that no two queens attack each other?”
The n-Queens problem has an extraordinary history for such an apparently unassum-
ing problem, both generally and inside Artiﬁcial Intelligence. Formerly, and incorrectly,
attributed to Gauss, the problem’s history was clariﬁed by Campbell (1977). The 8-Queens
problem was introduced by Bezzel (1848) and by Nauck (1850) (possibly independently).
The latter publication attracted the interest of Gauss, who even made a small mistake in
c©2017 AI Access Foundation. All rights reserved.
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Figure 1: This is the ﬁrst published instance of the n-Queens Completion problem, by Nauck
(1850). The reader may enjoy attempting to place 6 more queens on the chess-
board so that no two queens attack each other. Is it possible? If so, how many
diﬀerent ways are there to do it? The answers to these questions are given below
in Figure 12.
studying the problem.1 The generalisation to n-Queens has attracted the interest of many
other mathematicians, whose results are surveyed by Bell and Stevens (2009). The ﬁrst paper
to describe backtracking search on computer, presented in 1958, does so for the n-Queens
problem (Walker, 1960). Since then it has been used as an example and/or benchmark
problem in many classic AI papers, for example at least six with more than 400 citations
on Google Scholar at time of writing (Golomb & Baumert, 1965; Bitner & Reingold, 1975;
Mackworth & Freuder, 1985; Minton, Johnston, Philips, & Laird, 1992; Selman, Levesque,
& Mitchell, 1992; Crawford, Ginsberg, Luks, & Roy, 1996).
The complexity of the n-Queens problem is often misunderstood. The decision problem
is solvable in constant time since there is a solution for all n > 3 so is only NP-hard if P=NP.
A witnessing solution can be constructed easily (Bell & Stevens, 2009) but note that the
witness (a set of n queens) requires n log n bits to specify but this is not polynomial in the
size of the input, which is only log n bits. The n-Queens problem has often been incorrectly
called NP-hard, even in well-cited papers (Mandziuk, 1995; Martinjak & Golub, 2007; Shah-
Hosseini, 2009; Nakaguchi, Kenya, & Tanaka, 1999, each with at least 29 citations). The
counting version of the problem, i.e. to determine how many solutions to n-Queens there
are, is sequence A000170 of the Online Encyclopedia of Integer Sequences (Sloane, 2016).
The sequence is currently known only to n = 27, for which the number of solutions is more
than 2.34× 1017. No approach better than optimised exhaustive search seems to be known:
e.g. the n = 27 total was counted using a massively parallel search using FPGAs (Preußer,
2016). Hsiang, Hsu, and Shieh (2004) show that solving the n-Queens counting problem is
“beyond the #P-class”. Bell and Stevens (2009) states that this means that there is no closed
form expression in n for the number of solutions, but Chaiken, Hanusa, and Zaslavsky (2015)
1. He reported finding 76 solutions but later realised that four of those were erroneous so had only 72.
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claim to give one.2 Cadoli and Schaerf (2006) studied the n-Queens Completion problem
without studying its decision or counting complexity. The most closely related work to ours
is by Martin (2007), who proves a rather diﬀerent generalisation of n-Queens to be NP-
complete, the key diﬀerence being that some squares can be marked as stopping attacks.
In particular, this means that solutions to Martin’s problem need not be solutions to the
n-Queens problem, unlike n-Queens Completion.
We are contributing to a rich literature on the complexity of puzzles and games. One of
the earliest results in the area is that generalised chess is EXPTIME-complete (Fraenkel &
Lichtenstein, 1981). Amongst other games to have been proved NP-complete or harder are
the card solitaire games Klondike (Longpré & McKenzie, 2009), Freecell (Helmert, 2003) and
Black Hole (Gent, Jeﬀerson, Kelsey, Lynce, Miguel, Nightingale, Smith, & Tarim, 2007), the
Sudoku puzzle (Takayuki & Takahiro, 2003), video games like Pac-Man (Viglietta, 2014),
and casual games such as Minesweeper (Kaye, 2000), Candy Crush Saga and Bejeweled
(Walsh, 2014; Guala, Leucci, & Natale, 2014). Many other games are surveyed by Kendall,
Parkes, and Spoerer (2008) and by Demaine and Hearn (2009). In each case, the complexity-
theorist must deﬁne a generalised class of instances. Unlike some of the examples above,
this step is completely natural for n-Queens Completion.
Because of the ease of ﬁnding a solution, the n-Queens problem has been subject to re-
peated controversy in AI over whether it should be used as a benchmark at all. For example
a sequence of papers argued the point in the pages of SIGART Bulletin in the early 1990s
(Sosic & Gu, 1990; Johnson, 1991; Bernhardsson, 1991; Gu, 1991; Valtorta, 1991), and then
in 2014 the issue was raised again in a blog post by Smet (2014). We resolve this issue in
the sense that, as an NP- and #P-Complete problem, n-Queens Completion does provide
a valid benchmark problem. Similarly, the Quasigroup Completion Problem (which is to
complete a partially ﬁlled latin square) is NP-Complete (Colbourn, 1984) and is a challeng-
ing and popular benchmark (Gomes & Selman, 1997), whereas constructing a latin square
from scratch is trivial. A very closely related problem, “Blocked n-Queens”, has previously
been used for benchmarking without complexity guarantees (Namasivayam & Truszczynski,
2009). Our results show as a corollary that Blocked n-Queens is NP-Complete and #P-
Complete. We explore the practical diﬃculty of these problems, and a new variant, the
Excluded Diagonals Problem. For Blocked n-Queens and the Excluded Diagonals Problem,
we show the existence of a phase transition associated with hard instances, but we were not
able to generate consistently hard instances for the n-Queens Completion problem.
The remainder of this paper is structured as follows. We introduce a number of basic
terms and concepts in Section 2. We give deﬁnitions of a sequence of problems in Sec-
tion 3, where the ﬁrst problem is n-Queens Completion, and the last is a variant of Boolean
Satisﬁability (SAT) that is NP- and #P-Complete, with the Excluded Diagonals Problem
at an intermediate stage. The proof proceeds by a sequence of polynomial reductions in
Section 4, starting with the last problem and ending with n-Queens Completion. Finally,
we present an empirical study of random n-Queens Completion, Blocked n-Queens, and
Excluded Diagonals Problems in Section 5.
2. It is unclear to us if this is a mathematical dispute or simply a dispute on what it means to be a closed
form expression, but in any case Chaiken et al.’s formula has not been used to extend knowledge of the
number of solutions beyond n = 27.
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2. Background and Definitions
We will represent a queen as an ordered pair of integers. Since these represent coordinate
positions in a grid, we will use vector notation where appropriate, although we will not use
any signiﬁcant vector algebra. Given a queen represented by an ordered pair (α, β), the
value α represents the queen’s column, and β its row on the chessboard. The values α + β
and α − β represent the two diagonals the queen is on. It may not be intuitively obvious
that chessboard diagonals correspond to sums and diﬀerences, but consider moving one
square along the two orthogonal diagonals: in one direction the sum of the coordinates does
not change, while in the other direction the diﬀerence does not change. To avoid possible
confusion about which direction is which, we follow Bell and Stevens (2009) in simply calling
α+ β the ‘sum-diagonal’ and α− β the ‘diﬀerence-diagonal’.
Definition 1. A queen q is a pair of integers (α, β) with 0 ≤ α, 0 ≤ β. For the rest of
these definitions we assume q = (α, β) and where appropriate a second queen q1 = (α1, β1).
• The “column of q”, written col(q), is α. The “row of q”, written row(q), is β. The
“sum-diagonal of q” is α+β or equivalently col(q)+ row(q). The “diﬀerence-diagonal
of q” is α− β or equivalently col(q)− row(q).
• The “size of q”, written ‖q‖ is defined by ‖q‖ def= max(α, β) = max(col(q), row(q)).
We say that q “ﬁts on board size n” iff ‖q‖ < n. We extend this to sets of queens, so
that ‖Q‖ def= maxq∈Q(‖q‖). As normal, we write |Q| for the number of elements in Q.
• We say that “q attacks q1” if they are not equal and any of the row/column/sum-
diagonal/difference-diagonal is the same in q and q1; i.e. q attacks q1 iff q 6= q1 and
any of α = α1, β = β1, α+ β = α1 + β1, or α− β = α1 − β1.
• Given an integer i, we write iq def= (iα, iβ) for the product of i and q. We write
q+ q1
def
= (α+ α1, β + β1). We extend these notations to sets of queens Q and Q1 in
the natural ways: iQ
def
= {iq | q ∈ Q}, Q+q1
def
= {q+q1 | q ∈ Q}, Q+Q1
def
= {q+q1 |
q ∈ Q,q1 ∈ Q1}.
Problem 1 (n-Queens). Problem: 〈n〉 where n is an integer ≥ 1. Solution: A set
Q of queens which all fit on board size n such that: |Q| = n; and for any two distinct
queens q1,q2 ∈ Q, q1 does not attack q2. If, additionally, for any two distinct queens
(α1, β1), (α2, β2) ∈ Q, both α1 + β1 6= α2 + β2 mod n and α1− β1 6= α2− β2 mod n, then Q
is said to be a “modular” solution to the n-Queens problem.
The modular n-Queens problem can be thought of as the n-Queens with the top and
bottom edges of the board identiﬁed, and similarly the left and right edges identiﬁed, so the
board forms a torus. Bell and Stevens (2009, Thm. 6) give the following result of Pólya. In
terms of chessboards it says that we can obtain a solution to the n×m-Queens by taking a
standard m-Queens solution and replacing each empty square with an n× n empty board,
and replacing each queen with a copy of a solution to the modular n-Queens problem. It
can be expressed in our terms as follows.
818
Complexity of n-Queens Completion
Theorem 2 (Pólya). If we have a modular solution Q1 to the n-Queens problem, and any
solution Q2 to the m-Queens problem, then Q1 + nQ2 is a solution to the n × m-Queens
problem.
In Theorem 2 the same modular solution is n-embedded at each one of m positions. We
will need to embed distinct sets of queens to create one board so we deﬁne embedding at a
single position.
Definition 3. Given any queen q1, a set of queens Q2, and a natural number n (where
‖Q2‖ < n), the n-embedding of Q2 at position q1 is defined as nq1 +Q2.
3. A Sequence of Problems
In order to prove that n-Queens Completion is both NP-Complete and #P-Complete, we will
use a sequence of parsimonious reductions as described by Papadimitriou (1994, Chapter
18). A parsimonious reduction maps instances of one problem to another such that the
number of solutions is exactly preserved and the reduction can be computed in polynomial
time.
In this section we deﬁne n-Queens Completion and three increasingly general problems
that generalise n-Queens Completion. We also deﬁne a restricted form of 1-in-3-SAT that
is NP-Complete and #P-Complete. The proof (in the following section) is a sequence of
four parsimonious reductions, starting with restricted 1-in-3-SAT and ending with n-Queens
Completion.
For each problem we deﬁne the parameters and the space of solutions. There is de-
liberately no distinction made between the decision form of the problem (does a solution
exist?) and the counting form (how many solutions are there?). When it is important,
the distinction will usually be clear from context (for example, whether we are discussing
NP-Completeness or #P-Completeness).
Problem 2 (n-Queens Completion). Problem: M2 = 〈n, P 〉 where n is an integer and
P is a set of queens that all fit on board size n and no two queens in P have the same column
or row as each other. Solution: A set S2 of queens which is a solution to the n-Queens
Problem for n and such that P ⊆ S2.
Note that this deﬁnition of n-Queens Completion does not require the input set P of
queens to be mutually non-attacking, but does insist that they are all on separate rows and
columns. This choice makes some cases in our later proofs easier, but makes no signiﬁcant
diﬀerence to solving complexity: if two queens in P attack each other on a diagonal, the
answer ‘no’ can be given trivially.
We next generalise n-Queens Completion by allowing restrictions that queens may only
appear in a subset of the rows and columns (and must appear in each speciﬁed row and
column).
Problem 3. Problem: M3 = 〈n, P,C,R〉 where 〈n, P 〉 is an instance of Problem 2, and
C, R are sets of integers such that |R| = |C| and for any queen (α, β) ∈ P , α 6∈ C and
β 6∈ R. Solution: A set S3 of queens such that: |S3| = |C| + |P |; P ⊆ S3; no two queens
in S3 attack each other; and for any pair (α, β) ∈ S3 \ P we have α ∈ C, β ∈ R.
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The reason that we exclude elements of P from C and R is to simplify later proofs.
We next generalise Problem 3 by giving sets of sum-and diﬀerence-diagonals that must not
appear. Unlike the row and column restrictions of Problem 3, there may be diagonals which
are permitted but contain no queen in a given solution.
Problem 4 (Excluded Diagonals). Problem: M4 = 〈n,C,R,D−, D+〉, where M3 =
〈n, {}, C,R〉 is an instance of Problem 3 and D−, D+ are sets of integers with D− ⊆ {−(n−
1), . . . , n− 1}, D+ ⊆ {0, . . . , 2n− 2}. Solution: A set of queens S4 which is a solution to
M3 and additionally: for any queen (α, β) ∈ S4 we have α− β 6∈ D−, α+ β 6∈ D+.3
Each of the problems above has a board size parameter n. We assume that the size of
the encoding of a problem instance to a Turing machine input has size bounded below by n
and polynomial in n.
Our next problem class contains a set of instances of Problem 4, and ignores constraints
between problems except for the sum-diagonals. Two queens placed within diﬀerent sub-
problems in the set are allowed to have the same row, column, or diﬀerence-diagonal, but
not the same sum-diagonal. Thus we can compose instances of Problem 4 with control over
their interactions.
Problem 5. Problem: A set M5 = {M4,a | 0 ≤ a < |M5|}, where each M4,a is an instance
of Problem 4 with D+ = {}. Solution: A set S5 = {S4,a | 0 ≤ a < |M5|}, where each S4,a
is a solution to M4,a, and additionally: for any {S4,a, S4,b} ⊆ S5, and any (αa, βa) ∈ S4,a,
(αb, βb) ∈ S4,b, we have αa + βa 6= αb + βb.
We will use a restriction of the 1-in-3-SAT problem, in which all literals are positive, no
variable occurs in the same clause twice, and no variable occurs in more than three clauses.
Problem 6 (Restricted 1-in-3-SAT). Problem: A pair M6 = 〈V,C〉 where C is a set (of
clauses) such that each c ∈ C is a set of size 3 of variables, c = {vi, vj , vk}; and where
V = {v | ∃c ∈ C . v ∈ c} is the set of all variables that are contained in any clause.
Each variable v ∈ V occurs in at most three clauses in C. Solution: A truth assignment
S6 : V → {true, false} such that for all c = {vi, vj , vk} ∈ C, S6 maps exactly one of vi, vj , vk
to true and the other two to false.
Theorem 4. Restricted 1-in-3-SAT is NP-Complete and #P-Complete.
Proof. Porschen, Schmidt, Speckenmeyer, and Wotzlaw (2014, Lemma 4) prove that this
problem is NP-Complete. The #P-Completeness of 1-in-3-SAT limited to positive literals
(Monotone 1-in-3-SAT) is a corollary of Creignou and Hermann’s (1996) general results. This
does not apply to the restriction on variable occurrences, so we must prove that Restricted
1-in-3-SAT is #P-Complete.
We will give a parsimonious reduction of Monotone 1-in-3-SAT to Restricted 1-in-3-SAT.
Let nx be the number of occurrences of variable x. We will create new variables that we
3. Note that the sets D−, D+ are diagonals that may not be used, while the sets R and C are rows and
columns that must be used. This disparity is because we find ourselves specifying which columns are
allowed (and implicitly the rest are disallowed), while usually specifying which diagonals are disallowed
(and implicitly the rest are allowed).
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force to be true and false, speciﬁcally {txi , fx3i−2, fx3i−1, fx3i | i = 1 . . . ⌈2nx/3⌉}. For each i we
add the three clauses
{txi , fx3i−2, fx3i−1}, {txi , fx3i−1, fx3i}, {txi , fx3i, fx3i−2}
If some txi were false, then exactly three variable occurrences in the set of pairs {fx3i−2, fx3i−1},
{fx3i−1, fx3i} and {fx3i, fx3i−2} would have to be true, which is impossible since each literal
occurs twice. So these clauses force each tx to be true and each fx to be false, using only
three occurrences of each t variable and two of each f . For each occurrence of variable x in
the original clause set we introduce two new variables xi and x¯i. We create the clauses:
{x1, x¯1, fx1 }, {x2, x¯2, fx2 }, . . . , {xnx , x¯nx , fxnx},
{x¯1, x2, fxnx+1}, {x¯2, x3, fxnx+2}, . . . , {x¯nx−1, xnx , fx2nx−1}
Since each f is false, the ﬁrst line of clauses ensures that each xi and x¯i take opposite values,
while the second line of clauses ensures that all variables xi take the same value. Note that
the clauses use at most two occurrences of each xi and x¯i, leaving one xi to be used for a
positive occurrence of x in the original clause set. We construct a clause set by replacing
the ith (necessarily positive) occurrence of variable x in the original clause set with the
variable xi, and then adding the clauses introduced above. A solution in which all xi are
true corresponds with x being true in the original, while a solution in which all xi are false
corresponds with x being false. This reduction is parsimonious because all values of xi and
x¯i in the new problem are uniquely determined by the value of x in the original while all
t variables are true and all f variables false. This uses at most three occurrences of each
new variable and all are positive. Finally note that the translated problem has no variable
repeated in a single clause: this is by inspection in all the new clauses, and for the translated
versions of original clauses, note that every literal in every clause is replaced by a diﬀerent
variable.
4. A Sequence of Reductions
We will give a series of reductions from Problem 6 to Problem 2. Each reduction will be
polynomial. Each will also be parsimonious, i.e. the number of solutions to the reduced prob-
lem will be the same as the number of solutions to the original, thus simultaneously proving
Problem 2 to be NP-complete and #P-complete. If we were interested in NP-completeness
alone, we could use a simpler non-parsimonious reduction from 3-SAT to Problem 5 (as
described in Section 4.4), but we are not aware of a way to simplify the sequence of reduc-
tions from Problem 5 to Problem 2. Therefore the proof of NP-completeness alone would
be almost as complex as the proof of both properties together.
4.1 Filling in the Gaps: Reduction from Problem 3 to n-Queens Completion
First we deﬁne sets of queens Q19, An, Bn for use later in the reduction.
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19 0Z0Z0Z0Z0Z0Z0Z0Z0Z0Z
18 Z0Z0Z0Z0Z0ZqZ0Z0Z0Z0
17 0ZqZ0Z0Z0Z0Z0Z0Z0Z0Z
16 Z0Z0Z0ZqZ0Z0Z0Z0Z0Z0
15 0Z0Z0l0Z0Z0Z0Z0Z0Z0Z
14 Z0Z0Z0Z0Z0Z0Z0Z0l0Z0
13 0Z0Z0Z0ZqZ0Z0Z0Z0Z0Z
12 ZqZ0Z0Z0Z0Z0Z0Z0Z0Z0
11 0Z0Z0Z0Z0Z0Z0ZqZ0Z0Z
10 Z0Z0l0Z0Z0Z0Z0Z0Z0Z0
9 0Z0Z0Z0Z0Z0Z0Z0l0Z0Z
8 l0Z0Z0Z0Z0Z0Z0Z0Z0Z0
7 0Z0l0Z0Z0Z0Z0Z0Z0Z0Z
6 Z0Z0Z0Z0Z0l0Z0Z0Z0Z0
5 0Z0Z0Z0Z0Z0Z0l0Z0Z0Z
4 Z0Z0Z0Z0Z0Z0Z0Z0Z0l0
3 0Z0Z0Z0Z0Z0ZqZ0Z0Z0Z
2 Z0Z0Z0Z0ZqZ0Z0Z0Z0Z0
1 0Z0Z0ZqZ0Z0Z0Z0Z0Z0Z
0 Z0Z0Z0Z0Z0Z0Z0Z0ZqZ0
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19
m
m
Figure 2: The solution Q19 to the 19-Queens problem with an additional column and row
marked in red. Two squares (17,19) and (19,8) on the additional column and row
are marked with ‘m’, and are not on the same or adjacent diagonals to each other.
Also emphasised are squares (0,0), (0,8) and (17,0). A number of squares are
outlined to show that no queen is placed on the diagonal (0,0) to (18,18) or either
adjacent diagonal and that no queen is on the diagonals or adjacent diagonals of
squares (17,19) and (19,8).
Definition 5. We define the following sets of queens, illustrated in Figures 2 and 3.
Q19
def
= {(0, 8), (1, 12), (2, 17), (3, 7), (4, 10), (5, 15), (6, 1), (7, 16), (8, 13), (9, 2),
(10, 6), (11, 18), (12, 3), (13, 5), (14, 11), (15, 9), (16, 14), (17, 0), (18, 4)}
An
def
= {(i, 2i mod n) | 0 ≤ i < n}
Bn
def
= {(2i mod n, i) | 0 ≤ i < n}
Next we observe some properties of Q19 that will be used in later proofs.
Observation 6. Q19 is a solution to the 19-Queens problem. It has no queen on difference-
diagonals 1, 0 or -1. For the queens (0, y), (x, 0), consider the pairs (19, y) and (x, 19): that
is, in Q19 consider (19, 8) and (17, 19) (marked with ‘m’ in Figure 2). Their sum-/difference-
diagonals are not within 1 of each other, (0, 0) or any queen in Q19.
All these properties can be checked by inspection. They can also be visually seen in
Figure 2. Q19 was found by a search using Savile Row (Nightingale, Akgün, Gent, Jeﬀerson,
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12 Z0Z0Z0L0Z0Z0Z
11 0Z0Z0Z0Z0Z0ZQ
10 Z0Z0ZQZ0Z0Z0Z
9 0Z0Z0Z0Z0Z0L0
8 Z0Z0L0Z0Z0Z0Z
7 0Z0Z0Z0Z0ZQZ0
6 Z0ZQZ0Z0Z0Z0Z
5 0Z0Z0Z0Z0L0Z0
4 Z0L0Z0Z0Z0Z0Z
3 0Z0Z0Z0ZQZ0Z0
2 ZQZ0Z0Z0Z0Z0Z
1 0Z0Z0Z0L0Z0Z0
0 L0Z0Z0Z0Z0Z0Z
0 1 2 3 4 5 6 7 8 9 10 11 12
12 Z0Z0Z0Z0Z0ZQZ
11 0Z0Z0Z0Z0L0Z0
10 Z0Z0Z0ZQZ0Z0Z
9 0Z0Z0L0Z0Z0Z0
8 Z0ZQZ0Z0Z0Z0Z
7 0L0Z0Z0Z0Z0Z0
6 Z0Z0Z0Z0Z0Z0L
5 0Z0Z0Z0Z0ZQZ0
4 Z0Z0Z0Z0L0Z0Z
3 0Z0Z0ZQZ0Z0Z0
2 Z0Z0L0Z0Z0Z0Z
1 0ZQZ0Z0Z0Z0Z0
0 L0Z0Z0Z0Z0Z0Z
0 1 2 3 4 5 6 7 8 9 10 11 12
Figure 3: Two modular solutions A13 (left) and B13 (right) to the 13-Queens problem as
deﬁned in Deﬁnition 5 with each queen in A13 at (i, 2i mod 13) and in B13 at
(2i mod 13, i) (right.) The ﬁrst seven columns on the left have no two queens
in adjacent rows, while the ﬁrst seven rows on the right have no two queens in
adjacent columns. The two solutions are mirror images along the diagonal (0,0)-
(12,12), and also use exactly the same sets of both sum- and diﬀerence-diagonals.
Miguel, & Spracklen, 2017) and Minion (Gent, Jeﬀerson, & Miguel, 2006) from a model
available online.4 Further Savile Row/Minion searches show that there is no n < 19 for
which a solution to n-Queens can have all the properties of Observation 6.
Lemma 7. If n = 1 mod 6 or n = 5 mod 6 then An and Bn are modular solutions to the
n-Queens problem, and use the same sets of sum-/difference-diagonals as each other.
Proof. Bell and Stevens (2009, Thm. 9) prove that An is a modular solution to the n-queens
problem for n = 1 mod 6 or n = 5 mod 6. As Bn is symmetrically equivalent to An
(reﬂected about the longest diﬀerence-diagonal), this implies Bn is modular as well.
Because (x, y) ∈ An iﬀ (y, x) ∈ Bn, the sets of sum-diagonals in An and Bn are the same.
As n is odd, the diﬀerence-diagonals of An are
{
i − 2i | i ∈ {1..n−12 }
} ∪ {i − (2i − n) | i ∈
{n+12 ..n}
}
, which simpliﬁes to
{− i | i ∈ {1..n−12 }
}∪{n− i | i ∈ {n+12 ..n}
}
= {−n−12 ..n−12 }.
Because (x, y) ∈ An iﬀ (y, x) ∈ Bn the diﬀerence-diagonals of An are the negation of the
diﬀerence-diagonals of Bn, therefore the diﬀerence-diagonals of An and Bn are the same.
Lemma 8 (Rivin and Zabih). Suppose we have a solution Q to the n-Queens problem, a
subset of queens P ⊆ Q, and a set of queens P1 which uses the same set of rows, columns,
sum-diagonals and difference-diagonals as P . Then (Q \ P ) ∪ P1 is also a solution to the
n-Queens problem.
Proof. This result is due to Rivin and Zabih (1992, Thm. 2.4). Since P1 uses the same rows,
columns and diagonals as P , no queen in Q \ P can attack any queen in P1.
4. https://ipg.host.cs.st-andrews.ac.uk/n-queens-completion-experiments-code.tgz
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The following lemma proves that if two queens are not in the same row, not in the same
column, not on the same diagonal, and not on two adjacent diagonals in the same direction,
then: if we multiply these two queens by n and add to each one any queen that ﬁts on board
size n then the resulting two queens will not attack each other.
Lemma 9. Consider any two queens q1,q2 which both fit on board size n, and two queens
q3,q4 of any size. Then: if the columns (respectively rows) of q3,q4 are different, then
the columns (rows) of q1 + nq3 and q2 + nq4 are different. Also: if the sum-diagonals
(respectively difference-diagonals) of q3,q4 differ by more than one, then the sum-diagonals
(difference-diagonals) of q1 + nq3 and q2 + nq4 are different. If all the just-mentioned
properties hold for q3,q4 then q1 + nq3 does not attack q2 + nq4.
Proof. Let each qi = (αi, βi). For columns, suppose α3 6= α4. Since 0 ≤ α1, α2 < n,
α1 + nα3 6= α2 + nα4, so the columns of q1 + nq3 and q2 + nq4 are diﬀerent. The case of
rows is similar. For sum-diagonals, suppose that |(α3 + β3) − (α4 + β4)| ≥ 2. The range
of sum-diagonals on a board of size n is from 0 to 2n− 2, so |(α1 + β1)− (α2 + β2)| < 2n.
But |n(α3 + β3)−n(α4 + β4)| ≥ 2n. Hence the sum-diagonals of q1 +nq3 and q2 +nq4 are
diﬀerent. The case of diﬀerence-diagonals is similar, since their range is −(n− 1) to n− 1,
so |(α1 − β2) − (α1 − β2)| < 2n. If all these cases apply then q1 + nq3 does not attack
q2 + nq4, by deﬁnition of not attacking.
We can now provide a reduction from Problem 3 to Problem 2. This reduction takes
an instance of Problem 3 and n′-embeds it at location (0, 0) of a large board based on
Figure 2 (where n′ is deﬁned as part of the construction). The other queens in Figure 2
are also replaced with chessboards of queens, which ensure the problem is a valid instance
of Problem 2 and block the rows and columns required of the copy of Problem 3 in the
bottom-left corner. To solve the constructed instance of Problem 2, queens must be placed
within the embedded instance of Problem 3 and nowhere else, hence a solution of Problem 2
maps back to Problem 3 very easily.
Definition 10 (Reduction from Problem 3 to Problem 2). Given an instance of Problem 3,
M3 = 〈n3, P3, C,R〉, we construct an instance of Problem 2, M2 = 〈n2, P2〉 as follows:
• If a pair of queens {q1,q2} ⊆ P3 attack each other, then we simply drop R and C and
set n2 = n3, P2 = P3. Otherwise:
1. If n3 mod 3 = 2 then set n
′ = 2n3 + 1, otherwise set n
′ = 2n3 − 1, so Lemma 7 may
be applied.
2. Form the set of queens Q1 = An′+n
′(Q19 \{(17, 0)}). Set Q2 = Q1∪ (Bn′+n′(17, 0)).
That is, n′-embed a copy of An′ at position q for every q ∈ Q19, except for queen
(17, 0), for which we n′-embed a copy of Bn′ .
3. Set C ′ = C ∪ {col(q) | q ∈ P3}, R′ = R ∪ {row(q) | q ∈ P3}. Set Q3 = {q | q ∈
Q2, col(q) 6∈ C ′, row(q) 6∈ R′}. That is, we remove queens from Q2 if they are in one
of the columns in C, rows in R, or one of the same rows or columns as a queen in P3.
This can only remove queens from the copy of An′ that is n′-embedded at (0, 8) or the
copy of Bn′ that is n′-embedded at (17, 0) in Q2.
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4. Put the columns in C ′ in ascending order α0 < α1 < . . . < α|C′|−1. Form the set of
queens QC = {(i, 2αi) | 0 ≤ i < |C ′|}. Similarly order the rows β0 < β1 < . . . <
β|R′|−1 in R
′ and set QR = {(2βi, i) | 0 ≤ i < |R′|}.
5. Set n2 = 19n
′ + |C ′|, P2 = Q3 ∪ (QC + n′(19, 8)) ∪ (QR + n′(17, 19)) ∪ P3.
We will now prove that the construction in Deﬁnition 10 is correct, and explicitly show
how to map from solutions of Problem 2 to Problem 3 and vice-versa.
Lemma 11. If S2 is a solution to M2, then S3 = {q | q ∈ S2 & ‖q‖ < n3} is a solution to
M3.
Proof. No queens in S3 attack each other since S2 is a solution. Certainly P3 ⊆ P2 by
construction and P2 ⊆ S2 since S2 is a solution. Since ‖P3‖ < n3 this gives us P3 ⊆ S3.
It remains to show that |S3| = |C| + |P3|, and for every q ∈ S3 \ P3, both col(q) ∈ C and
row(q) ∈ R. For a given column α ∈ C, we have α < n3, and there must be qα ∈ S2 with
col(qα) = α, and this has row(qα) = β + jn
′ for some 0 ≤ β < n′ and 0 ≤ j ≤ 19. We
will show that j = 0 and β ∈ R. The only possible nonzero value of j is 8, since all other
rows are excluded by copies of An′ : the possible values of β for j = 8 are the rows occupied
by queens deleted at step 3, i.e. the rows {2α | α ∈ C ′} by construction of An′ . But each
of these is excluded by one of the queens in QC + n′(19, 8) added at step 5, speciﬁcally by
(i, 2αi) + n
′(19, 8) if αi is the ith element in C ′ in ascending order. So we have j = 0. To
check β ∈ R, ﬁrst note that all rows outside R′ are excluded by queens from Bn′ +n′(17, 0),
and rows from queens in P3 are excluded by P3 ⊆ P2. So β ∈ R′ \ {row(q) | q ∈ P3} = R.
That is, we have shown that for all columns α ∈ C there is a queen (α, β) ∈ S3 with
β ∈ R. This gives |S3| ≥ |C| + |P3|. But n′ − (|C| + |P3|) possible columns are ruled out
by queens remaining from An′ + n′(0, 8), so |S3| ≤ n′ − (n′ − (|C|+ |P3|)) = |C|+ |P3|. So
|S3| = |C| + |P3| as required, and no queens in S3 \ P3 can use a column not in C or row
not in R.
Lemma 12. If S3 is a solution to M3, then S2 = S3 ∪ P2 is a solution to M2.
Proof. We note that S2 = S3∪ (QC +n′(19, 8))∪ (QR+n′(17, 19))∪Q3. We will prove that
no two queens within one of these four subsets attack each other, and that no queen in one
subset attacks any queen in the other subsets.
First we consider attacks within one of the subsets. S3 is a solution to M3, so no two
queens in it attack each other. By Lemma 7, An′ is a modular solution to n′-Queens, so by
Theorem 2, Q1 is a subset of a solution to 19n′-Queens (Q1 ∪ An′ + n′(17, 0) is a solution
to 19n′-Queens). Lemma 7 applies since n′ is constructed to be = 1 or = 5 mod 6, and
with Lemma 8 shows that Q2 is a solution to 19n′-Queens, and Q3 ⊆ Q2, so no queens in
Q3 can attack each other. Attacks within QC + n′(19, 8) are equivalent to attacks within
QC . The queens in QC are (i, 2αi), with i = 0, 1, 2, . . . and αi strictly increasing with i.
Queens within QC are trivially on diﬀerent rows and columns; the sum-diagonal i + 2αi
is strictly increasing with i; and ﬁnally 2αi+1 − 2αi ≥ 2 so i + 1 − 2αi+1 < i − 2αi, so
the diﬀerence-diagonals are strictly decreasing with i. So no queens within QC attack each
other. The case of QR + n′(17, 19) is similar, with the queens being {(2βi, i) | 0 ≤ i < |R′|}
and βi strictly increasing.
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Now we consider attacks between queens in diﬀerent subsets. By the properties of Q19
in Observation 6, and from Lemma 9, no queen in QC + n′(19, 8) attacks any queen in the
rest of S2 except possibly queens in An′ + n′(0, 8). But any queen in An′ + n′(0, 8) on the
same row as a queen in QC + n′(19, 8) is not in Q3 by step 3. The case of QR + n′(17, 19)
is similar. The only remaining case is a queen in S3 attacking a queen in Q3. Again, we
use Observation 6 and Lemma 9 to show that no queen in S3 can be on the same diagonal
as any queen in Q3. Finally, all queens in S3 must be in a column in C ′ and a row in R′,
but the queens in those columns and rows were removed at step 3 to form Q3, so no attack
along a row or column is possible.
Theorem 13. The reduction of Definition 10 is a parsimonious reduction from Problem 3
to Problem 2.
Proof. From Lemma 11 and Lemma 12, and the fact that the maps deﬁned in those lemmas
are inverses of each other, since if S2 = S3 ∪P2, we have S3 = {q | q ∈ S2 & ‖q‖ < n3}.
4.1.1 Including Arbitrary n-Queens Partial Solutions
Lemma 12 has simple corollaries that show any set of nonattacking queens can be found as
a part of a solution to a larger n-Queens problem. While a brief detour from our complexity
results, we ﬁnd the result attractive and it may help illuminate the structure of the n-Queens
problem. For example, it shows that no local arrangement of nonattacking queens can cause
global unsolvability for all n. First we deﬁne inclusion of a set of queens P within a larger
set Q. Inclusion is an embedding with the additional requirement that no queens that are
not part of P occur in that subgrid of Q.
Definition 14. If P is a set of queens with ‖P‖ < n, we say that P is n-included at location
(x, y) in a set of queens Q if P +(x, y) ⊆ Q and there does not exist a queen q with ‖q‖ < n
such that q 6∈ P and q+ (x, y) ∈ Q.
Corollary 15. For any set of queens P , where n = ‖P‖, with no two queens in P attacking
each other, P may be n-included at (0, 0) in a solution of the n2-Queens problem for some
n2.
Proof. Set M3 = 〈n, P, {}, {}〉, and construct an n-Queens Completion problem M2 =
〈n2, P2〉 as in Deﬁnition 10. P is a solution of M3, therefore (by Lemma 12) P2 is a so-
lution of M2 that n-includes P at position (0, 0). All solutions of M2 = 〈n2, P2〉 are also
solutions of the n-Queens problem M1 = 〈n2〉 so the corollary holds.
Not only can we include P at (0, 0), it can also be included at an arbitrary position on a
larger grid simply by applying Corollary 15 to P +(i, j) for any position (i, j). Furthermore,
we can include as many copies of P as we want in a single solution to a larger n-Queens,
and do so in exponentially many diﬀerent ways. First, consider the four sets P + (0, 0),
P + (0, 1), P + (1, 0), P + (1, 1). Assuming P is non-empty, these four sets are distinct and
all include P . Second, consider the set of k queens K = {(3i, i) | 0 ≤ i < k}. The queens in
K are all on diﬀerent rows and columns and their sum-diagonals all diﬀer by more than one
from each other, as do their diﬀerence-diagonals. By Lemma 9 we can (n + 1)-include any
one of the four sets that include P in positions in (n + 1)K, giving a larger set of queens
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P ′. There are 4k ways of constructing P ′. By applying Corollary 15 to P ′ we have 4k ways
of including k copies of P in a solution to a larger n-Queens problem.
4.2 Ruling out Diagonals: Reduction from Problem 4 to Problem 3
Definition 16 (Reduction from Problem 4 to Problem 3). For the instance of Problem 4
M4 = 〈n,C,R,D−, D+〉, set QD− = {(6n − 3 − d, 3n − 1 − 2d) | d ∈ D−}, set QD+ =
{(2n− 2− d, n+2d) | d ∈ D+}, and set M3 = 〈7n− 3, QD− ∪QD+ , {c+3n− 2 | c ∈ C}, R〉.
The reduction is illustrated in Figure 4. The key point of this construction is that the
diﬀerence-diagonal of (6n − 3 − d, 3n − 1 − 2d) is 3n − 2 + d, and the sum-diagonal of
(2n− 2− d, n+ 2d) is 3n− 2 + d. The oﬀset of 3n− 2 in both cases explains why we shift
the set C by 3n− 2 in M3.
First we conﬁrm that M3 is a well-deﬁned instance of Problem 3, assuming M4 is itself
well-deﬁned. The range of possible values of D− is −(n−1) . . . n−1, and hence the extreme
possible placements for queens in QD− are (7n− 4, 5n− 3) and (5n− 2, n+ 1); D+ ranges
from 0 to 2n− 2, so the extreme possible placements for queens in QD+ are (0, 5n− 4) and
(2n−2, n). These certainly have no overlap with the sets R and {c+3n−2 | c ∈ C}, and all
ﬁt on the board size 7n−3 of M3. No queen in QD− ∪QD+ is on the same row or column as
any other: the only non-trivial observation necessary is that if n is odd (even), then queens
in QD− are all on even (odd) rows and QD+ on odd (even) rows. So M3 is well-deﬁned.
Lemma 17. If S4 is a solution to M4, then S3 = (S4 + (3n − 2, 0)) ∪ QD− ∪ QD+ is a
solution to M3.
Proof. Within each subset of S3, no pair of queens attack each other. In the case of S4 +
(3n − 2, 0) this is because S4 is a solution, and in the other subsets by construction. We
also noted above that queens in QD− and QD+ are on diﬀerent rows from each other, and
their columns and diagonals are far apart. So we only need to consider potential attacks
between QD− ∪ QD+ and S4 + (3n − 2, 0). But if (α, β) ∈ S4 then α − β 6∈ D− and so
(6n − 3 − (α − β), 3n − 1 − 2(α − β)) 6∈ QD− , therefore (α + 3n − 2, β) is not attacked by
any queen in QD− . Similar reasoning applies for QD+ . Finally we note that constraints on
columns and rows in S3 are obeyed because they are in M4.
Lemma 18. If S3 is a solution to M3, then S4 = {(α − 3n + 2, β) | (α, β) ∈ S3, β < n} is
a solution to M4.
Proof. No two queens in S4 attack each other since S3 is a solution. They all come from the
ﬁrst n rows of S3, so the range of α− 3n+ 2 is 0 to n− 1, so ‖S3‖ < n. The constraints on
membership of C and R are satisﬁed since they are in M3. For any d ∈ D−, a queen in QD−
is on diﬀerence-diagonal 3n− 2 + d, so no queen in S3 is on that diagonal, hence no queen
in S4 is on diﬀerence-diagonal d. Similarly for diagonals in D+, so the diagonal constraints
in M4 are obeyed.
Theorem 19. The reduction of Definition 16 is a parsimonious reduction from Problem 4
to Problem 3.
Proof. From Lemma 17 and Lemma 18, and the fact that the maps deﬁned in those lemmas
are inverses of each other.
827
Gent, Jefferson, & Nightingale
17 0Z0Z0Z0Z0Z0Z0Z0Z0Z0Z0Z0ZQ
16 l0Z0Z0Z0Z0Z0Z0Z0Z0Z0Z0Z0Z
15 0Z0Z0Z0Z0Z0Z0Z0Z0Z0Z0Z0L0
14 ZqZ0Z0Z0Z0Z0Z0Z0Z0Z0Z0Z0Z
13 0Z0Z0Z0Z0Z0Z0Z0Z0Z0Z0ZQZ0
12 Z0l0Z0Z0Z0Z0Z0Z0Z0Z0Z0Z0Z
11 0Z0Z0Z0Z0Z0Z0Z0Z0Z0Z0L0Z0
10 Z0ZqZ0Z0Z0Z0Z0Z0Z0Z0Z0Z0Z
9 0Z0Z0Z0Z0Z0Z0Z0Z0Z0ZQZ0Z0
8 Z0Z0l0Z0Z0Z0Z0Z0Z0Z0Z0Z0Z
7 0Z0Z0Z0Z0Z0Z0Z0Z0Z0L0Z0Z0
6 Z0Z0ZqZ0Z0Z0Z0Z0Z0Z0Z0Z0Z
5 0Z0Z0Z0Z0Z0Z0Z0Z0ZQZ0Z0Z0
4 Z0Z0Z0l0Z0Z0Z0Z0Z0Z0Z0Z0Z
3 0Z0Z0Z0Z0Z0Z0Z0Z0Z0Z0Z0Z0
2 Z0Z0Z0Z0Z0Z0Z0Z0Z0Z0Z0Z0Z
1 0Z0Z0Z0Z0Z0Z0Z0Z0Z0Z0Z0Z0
0 Z0Z0Z0Z0Z0Z0Z0Z0Z0Z0Z0Z0Z
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24
Figure 4: Ruling out the diagonals of the 4 × 4 square in bottom centre of the grid by
Deﬁnition 16. A n × n square has 2n − 1 diagonals in each direction. In this
example we see 7 queens from (0,16) to (6,4) ruling out the sum-diagonals, and
7 queens from (18,5) to (24,17) ruling out the diﬀerence-diagonals. For example,
the queen at (4,8) rules out the sum-diagonal 12, while the queen at (21,11) rules
out the diﬀerence-diagonal 10. Note that none of these queens attack any squares
in the 4 × 4 square except those in the intended diagonal, and also that no two
of the 14 queens attack each other. Therefore we can use any subset of these 14
queens to rule out exactly and only a selected set of diagonals in the 4× 4 square.
4.3 Arrangement of Gadgets: Reduction from Problem 5 to Problem 4
The reduction from Problem 5 to Problem 4 is relatively straightforward. Since an instance
of Problem 5 is made up of multiple instances of Problem 4 with interacting sum-diagonals,
it is enough to lay those instances out on the same long diagonal of a larger grid, separated
enough that their rows, columns, and diﬀerence-diagonals do not have any eﬀect on each
other. Apart from combining the separate subproblems correctly, we must ensure that no
queens can be wrongly placed in any square oﬀ the intended long diagonal. To do this, we
exclude all sum-diagonals which do not intersect with any of the instances. Figure 5 gives a
high-level illustration of the reduction.
Definition 20 (Reduction from Problem 5 to Problem 4). LetM5 = {M4,a | a = 0, 1, 2 . . . k−
1} be an instance of Problem 5 where k = |M5| and each M4,a = 〈na, Ca, Ra, D−a , {}〉. We
first set n′ = max{na | 0 ≤ a < k}. We will place each gadget M4,a at position (αa, βa) in a
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M0
M1
M3
M2
M4
Key
Instance of Problem 4
Ruled out by sum-
diagonal constraint
Ruled out by row or 
column constraint
0       1       2        3       4       5        6        7       8    
0
  
  
  
 1
  
  
  
 2
  
  
  
  
3
  
  
  
 4
  
  
  
 5
  
  
  
  
6
  
  
  
  
7
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Figure 5: A schematic view of the reduction from Problem 5 to Problem 4 in Deﬁnition 20
for an instance of Problem 5 containing 5 instances M0 to M4 of Problem 4.
Each square shown represents an n′ × n′ cell, where n′ is the size of the largest
subproblem. The instances M0 to M4 are placed on the long sum-diagonal, from
n′(0, 8) for M0 to n′(8, 0) for M4, indicated by red outlines. Green areas indicate
that all cells on odd-numbered rows and odd-numbered columns are disallowed.
Sum-diagonals that are not on the long diagonal are excluded, and this is indicated
by the grey areas. The additional rows, columns and diagonals excluded within
each red cell are not shown.
n× n grid and define the instance Problem 4 as M4 = 〈n,C,R,D−, D+〉, where:
αa
def
= 2n′a
βa
def
= 2n′(k − 1− a)
n
def
= n′(2k − 1)
C
def
=
⋃
0≤a<k
{c+ αa | c ∈ Ca}
R
def
=
⋃
0≤a<k
{r + βa | r ∈ Ra}
D−
def
=
⋃
0≤a<k
{d+ αa − βa | d ∈ D−a }
D+
def
= {0, 1, 2, . . . 2n′(k − 1)− 1} ∪ {2n′k, 2n′k + 1, . . . 4n′k − 2}
The deﬁnition of D+ is very diﬀerent from the others, which are simple aggregations.
The role of D+ is to exclude all diagonals which are outside the range [2n′(k−1), 2n′k). The
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reason for this is to exclude queens at positions which cannot be excluded by either C or R
but which cannot be allowed: these are seen as grey cells in Figure 5. The well-deﬁnedness
of M4 is straightforward, given the well-deﬁnedness of each component M4,a.
Lemma 21. If S5 = {S4,a | 0 ≤ a < k} is a solution to M5, then S4 =
⋃
0≤a<k(S4,a +
(αa, βa)) is a solution to M4.
Proof. The queen qa = (α, β) ∈ S4,a maps to q4,a = (α+αa, β+βa) ∈ S4. First we show no
two queens in S4 attack each other. Two queens in S4 mapped from the same S4,a both have
the same oﬀset (αa, βa), so cannot attack each other since no queens in S4,a do. For queens
not from the same S4,a, ﬁrst consider columns, rows and diﬀerence-diagonals, and queens
qa ∈ S4,a, qb ∈ S4,b, a 6= b. Lemma 9 applies with (in terms of that lemma) n = n′, q1 = qa,
q2 = qb, q3 = (2a, 2(k − 1 − a)), q4 = (2b, 2(k − 1 − b)), so qa and qb can only possibly
attack each other along sum-diagonals. Note that the sum-diagonal for qa is α + β, while
q4,a has sum-diagonal α+αa+β+βa = α+β+2n
′a+2n′(k− 1− a) = α+β+2n′(k− 1).
Thus the sum-diagonal in S4 is the constant 2n′(k − 1) plus the value of the sum-diagonal
in S4,a. So two sum-diagonals in S4 are equal iﬀ the corresponding sum-diagonals are equal
in S5. Since S5 is a solution, that is not the case, so no two sum-diagonals in S4 are equal.
Hence no two queens in S4 attack each other.
We must also show that all restrictions based on C, R, D−, D+ are obeyed by q4,a. For
C note that α ∈ Ca since S5 solves M5, and so α + αa ∈ C, as required. The case of R is
similar. The diﬀerence-diagonal of q4,a is (α + αa) − (β + βa). But α − β 6∈ D−a because
D−a represents the forbidden diﬀerence-diagonals of M4,a. Therefore (α+ αa)− (β + βa) 6∈
{d + αa − βa | d ∈ D−a }. We need to check that we cannot have (α + αa) − (β + βa) ∈
{d+αb−βb | d ∈ D−b } for some b 6= a, i.e. the diﬀerence (α+αa)− (β+βa)− (d+αb−βb)
cannot be zero. Rearranging we have α − β − d + 2n′(a − b − (k − 1 − a) + (k − 1 − b))
= α − β − d + 4n′(a − b). |α − β − d| ≤ 2n′ and |4n′(a − b)| ≥ 4n′, so the sum cannot
be zero. Therefore the diﬀerence-diagonal of q4,a is not in D
−. The sum-diagonal of q4,a
is (α + αa) + (β + βa) = α + 2n
′a + (β + 2n′(k − 1 − a)) = α + β + 2n′(k − 1). But
0 ≤ α + β ≤ 2(n′ − 1) so 2n′(k − 1) ≤ α + β + 2n′(k − 1) < 2n′k, so the sum-diagonal of
q4,a is not in D
+.
Lemma 22. If S4 is a solution to M4, then S5 = {S4,a | 0 ≤ a < k} where S4,a = {(α, β) |
0 ≤ α, β < n′, ((α, β) + (αa, βa)) ∈ S4} is a solution to M5.
Proof. The key point is to show that all queens q ∈ S4 are of the form q = (α+αa, β+ βa)
with 0 ≤ α, β < n′, for some a. The construction of C and R gives q = (α + αa, β + βb)
with 0 ≤ α, β < n′, but we have to show that a = b. The sum-diagonal d of q is d =
α + αa + β + βb = α + β + 2n
′a + 2n′(k − 1 − b) = α + β + 2n′(k − 1 + (a − b)). But
0 ≤ α + β ≤ 2n′ − 2, so if a < b then d < 2n′(k − 1) − 1, while if a > b then d ≥ 2n′k.
In either case d ∈ D+, so we must have a = b. All of α ∈ Ca, β ∈ Ra, α − β 6∈ D−a
now follow immediately from the corresponding facts for S4. We have ‖S4,a‖ < na because
each max(Ca ∪ Ra) < na. Certainly no two queens in any S4,a can attack each other since
none in S4 do. Finally, no two queens in S4,a, S4,b can be on the same sum-diagonal since
the corresponding queens in S4 are not and the sum-diagonals in S4 are the constant value
2n′(k − 1) greater than the sum-diagonals in each of S4,a, S4,b.
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Theorem 23. The reduction of Definition 20 is a parsimonious reduction from Problem 5
to Problem 4.
Proof. From Lemma 21 and Lemma 22, and the fact that the maps deﬁned in those lemmas
are inverses of each other.
4.4 Gadgets for Clauses and Variables: Reduction from 1-in-3-SAT to
Problem 5
For an instance M6 = 〈V,C〉 of Restricted 1-in-3-SAT, we will construct an instance M5 =
{Ga} of Problem 5. Recall that each Ga = 〈na, Ca, Ra, D−a , {}〉 is an instance of Problem 4.5
We assume that V = {vi | i = 0, 1, . . . |V | − 1} and C = {ci | i = 0, 1, . . . |C| − 1}. The
ordering of both variables and clauses is arbitrary but must be ﬁxed before the reduction is
performed. We introduce the notation Ga⊕δa, which can be thought of as shifting Ga by δa
places along the x-axis.
Definition 24. For an integer δa ≥ 0 and Ga = 〈na, Ca, Ra, D−a , {}〉, we define Ga⊕δa
def
=
〈na + δa, {c+ δa | c ∈ Ca}, Ra, {d+ δa | d ∈ D−a }, {}〉.
Lemma 25. A set of queens Qa is a solution to Ga iff Qa + (δa, 0) is a solution to Ga⊕δa
Proof. The addition of (δa, 0) does not aﬀect attacks between two queens, so we only have
to consider the other properties of Qa+(δa, 0), and each is easy. Qa ﬁts on board size na iﬀ
Qa + (δa, 0) ﬁts on size na + ‖(δa, 0)‖ = na + δa. For queen (α, β) ∈ Qa, we have α ∈ Ca iﬀ
α+δa = col((α, β) + (δa, 0)) ∈ {c+δa | c ∈ Ca}, and similarly for Ra. Finally, (α−β) 6∈ D−a
iﬀ col((α, β) + (δa, 0))− row((α, β) + (δa, 0)) = α− β + δa 6∈ {d+ δa | d ∈ D−a }.
G0: A gadget for a SAT variable. A copy of the same gadget G0 is used for each SAT
variable in a problem. Each copy of G0 has two solutions, and we will arrange that one
solution will indicate that the corresponding SAT variable should be true, while the other
solution will indicate that the SAT variable should be false. The gadget G0 is illustrated in
Figure 6 and deﬁned in Deﬁnition 26. G0 has only two solutions, as can be checked by a very
small search. The two solutions are {(0, 0), (1, 3), (3, 2)}, which we call the ‘red solution’, and
{(0, 2), (1, 0), (3, 3)}, the ‘blue solution’. These use disjoint sets of sum-diagonals. These are
respectively {0, 4, 5} (the ‘red diagonals’) and {1, 2, 6} (the ‘blue diagonals’). The gadget
G0 was found by a search using Savile Row (Nightingale et al., 2017) and Minion (Gent
et al., 2006) from a model available online.6
For a variable vi in a clause c we will use one red diagonal and one blue diagonal from
the ith copy of G0. We will write dri,c for the red diagonal being used, and d
b
i,c for the blue
diagonal, and dxi,c for a diagonal of indeterminate colour (i.e. x ∈ {b, r}). Note that in
Restricted 1-in-3-SAT, vi occurs in at most three clauses, and no more than once in any
clause. Because of this, for any given variable v, the value dxv,c determines the values c and
x.
5. We use the letter G instead of M4 for gadgets in M5 to avoid proliferation of subscripts and to emphasise
that these are gadgets, which will be used to encode different parts of a 1-in-3-SAT instance.
6. https://ipg.host.cs.st-andrews.ac.uk/n-queens-completion-experiments-code.tgz
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3 0Z0Z
2 Z0Z0
1 0Z0Z
0 Z0Z0
0 1 2 3
⇒⇒⇒⇒
⇒
⇒
⇒
⇒
3 0lq0Z
2 Z0Zq
1 0Z0Z
0 lq0Z0
0 1 2 3
3 0Z0LQ
2 LQ0Z0
1 0Z0Z
0 ZQZ0
0 1 2 3
3 0Z0Z
2 Z0Z0
1 0Z0Z
0 Z0Z0
0 1 2 3
1
1
2
2
2
6
0
4
4
4
5
5
Figure 6: Illustration of the 4× 4 gadget G0. The ﬁrst diagram shows a board with arrows
barring the second row and third column. The second and third boards show the
only two ways that three queens can be placed in the remaining squares with no
two queens attacking each other. The ﬁrst, red, solution will be used to indicate
that the corresponding SAT variable is true, with the second, blue, solution for
false. The ﬁnal board shows that the red and blue solutions occupy disjoint
sets of sum-diagonals. Each square is labelled with the sum-diagonal it is on, with
diagonals 0, 4, and 5 being red and 1, 2, and 6 being blue. The other sum-diagonal
(3) is not used in either solution.
Definition 26 (Gadget G0). We define G0
def
= 〈4, {0, 1, 3}, {0, 2, 3}, {}, {}〉. For a variable
vi where 0 ≤ i < |V |, we define δvi
def
= 21i. (We sometimes write δi for δvi to avoid the
double subscript.) Each variable vi is associated with one copy of G
0 named G0i , which is
defined as follows: G0i
def
= G0⊕δvi .
We allocate red and blue diagonals as follows. If vi occurs in clauses c1 < c2 < c3, then
for c1 we set d
r
i,c1
def
= 0, dbi,c1
def
= 1; for c2 we set d
r
i,c2
def
= 4, dbi,c2
def
= 2; and for c3 we set
dri,c3
def
= 5, dbi,c3
def
= 6. If vi occurs in fewer than three clauses we simply define the relevant
subset of the dxi,c.
G1, G2, G3: Three gadgets for a 1-in-3-SAT clause. Now we present the gadgets
associated with a clause c = {vi, vj , vk}, namely G1c , G2c , G3c . G1c will ensure that at least
one of the G0i , G
0
j and G
0
k takes its red solution, while G
2
c and G
3
c will each ensure that at
least one of them (diﬀerent in each case) takes its blue solution. Combined they will force
exactly one of G0i , G
0
j and G
0
k to take its red solution: thus variables assigned true in SAT
will correspond precisely with G0 gadgets using their red solutions. The gadgets G1c , G
2
c
and G3c will vary from clause to clause, unlike G
0, where the gadgets are the same for each
variable. For a variable v ∈ {vi, vj , vk} and colour x ∈ {b, r} we deﬁne colxv
def
= δv + d
x
v,c: all
columns in G1c , G
2
c , G
3
c will be of this form. The rows in G
1
c , G
2
c , G
3
c will also be of standard
form, drawn from {7a | a ∈ 0, 1, 2} = {0, 7, 14}.
Definition 27 (Gadget G1c). Suppose we have a clause c = {vi, vj , vk} of Restricted 1-in-3-
SAT where i < j < k, so also δi < δj < δk.
• G1c
def
= 〈colbk + 1, C1, R1, D−1 , {}〉 where: C1 = {colbi , colbj , colbk}, R1 = {0, 7, 14}, and
D−1 = {colbk − 7, colbi − 14}.
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Figure 7: Illustration of G1c showing the seven positions where queens may be placed.
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Interaction on sum-
diagonal between two
gadgets
Figure 8: Illustration ofG2c andG
3
c and their interaction through one sum-diagonal (col
r
j+0).
Gadget G1c is illustrated in Figure 7. There are three solutions of G
1
c , and each solution
places a queen in row 0 at a diﬀerent column. G1c interacts with the three relevant G
0
gadgets through the position of the queen on row 0. For example, if the queen is placed at
(colbj , 0) then the G
0 gadget for variable vj is forced to take its red solution. G1c does not
directly interact with any other gadget.
Definition 28 (Gadgets G2c and G
3
c). Suppose c = {vi, vj , vk} where i < j < k, so δi <
δj < δk.
• G2c
def
= 〈colrj + 1, C2, R2, {}, {}〉 where: C2 = {colri , colrj}, and R2 = {0, 7}.
• G3c
def
= 〈colrk + 1, C3, R3, {}, {}〉 where: C3 = {colrj , colrk}, and R3 = {0, 14}.
Gadgets G2c and G
3
c are illustrated in Figure 8. Both these gadgets have two solutions.
They both interact with G0 gadgets via the queen placed on row 0. They each force one
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of the G0 gadgets to take its blue solution. G2c and G
3
c cannot both use the speciﬁc pair
(colrj , 0) because both have the same sum-diagonal. Taken together, G
2
c and G
3
c have three
solutions, each of which forces two G0 gadgets to take their blue solutions.
It is natural to ask whether we could encode 3-SAT clauses using only G1c (adapted to
use blue diagonals for the positive literals and red diagonals for negative literals), making
G2c and G
3
c redundant. 3-SAT with at most 3 occurrences of each variable is NP-complete.
However, a 3-SAT clause c is allowed to be satisﬁed by more than one of its literals. In
this case the corresponding G1c gadget would have more than one solution, so the reduction
would not be parsimonious. Supposing we wished to prove only NP-Completeness we could
use the simpler reduction from 3-SAT. However, we know of no way to simplify the other
three reductions in Deﬁnitions 10, 16, and 20.
The sum-diagonals for row 0 in G1c are δi + d
b
i,c, δj + d
b
j,c, δk + d
b
k,c, in each case a blue
sum-diagonal from the relevant G0 gadget. Similarly, the sum-diagonals for row 0 in G2c , G
3
c
are δi + dri,c, δj + d
r
j,c, δk + d
r
k,c, each a red sum-diagonal from the relevant G
0.
The separations of 7 between rows and 21 between columns were chosen to make the
following simple arithmetical fact true:
Observation 29. Suppose that we have integers a1, a2, c1, c2, d1, d2 with 0 ≤ a1, a2 ≤ 2,
0 ≤ d1, d2 ≤ 6, and suppose that 21(c1 − c2) ± 7(a1 − a2) ± (d1 − d2) = 0. Then c1 = c2,
a1 = a2 and d1 = d2.
Proof. If c1 6= c2 then |21(c1 − c2)| ≥ 21, while | ± 7(a1 − a2)± (d1 − d2)| ≤ (2− 0)7 + 6 =
20 < 21. This makes it impossible to make the sum equal to zero unless c1 = c2, and also
7(a1−a2)± (d1−d2) = 0. By similar reasoning, we must have a1 = a2 since if a1 6= a2 then
|7a1 − 7a2| ≥ 7, and |d1 − d2| ≤ 6 < 7. Since we have c1 = c2, a1 = a2, we must also have
d1 = d2.
Before presenting the reduction itself, we prove (for all three gadget types) that the
possible locations of the queens do not attack each other diagonally.
Lemma 30. Within each of G1c , G
2
c , G
3
c , where the gadget has columns Ci and rows Ri, the
difference-diagonals α − β with α ∈ Ci, β ∈ Ri are all distinct. The same applies for the
sum-diagonals α+ β.
Proof. We can deal with both cases at once by writing ± where necessary. For v1, v2 ∈
{i, j, k}, x ∈ {b, r}, a1, a2 ∈ {0, 1, 2} we have α = colxv1 , β = 7a1. This makes α ± β =
δv1 + d
x
v1,c
± 7a1. If two sum-/diﬀerence-diagonals within one G1c , G2c , or G3c are the same
then we have (since values of x and c are ﬁxed within a clause): 0 = 21(v1 − v2) ± 7(a1 −
a2)+d
x
v1,c
−dxv2,c. Observation 29 gives v1 = v2 and a1 = a2. In each gadget G1c , G2c , G3c the
value of v and a uniquely determines α and β. Thus the value of α±β uniquely determines
α and β, which can only happen if all sum-/diﬀerence-diagonals are distinct.
Definition 31 (Reduction from Restricted 1-in-3-SAT to Problem 5). Consider an instance
M6 = 〈V,C〉 of Restricted 1-in-3-SAT. For a clause c = {vi, vj , vk} ∈ C we will write M5,c
for the instance of Problem 5, M5,c
def
= {G0i , G0j , G0k, G1c , G2c , G3c}. For the reduction of the
entire instance M6 we set:
M5
def
=
⋃
c∈C
M5,c
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Each G0v can occur in the union up to three times, if v is in three clauses. However,
each copy is identical since G0v does not depend on c, so in the ﬁnal set M6, each G
0
v occurs
exactly once.
Lemma 32. The possible sum-diagonals in M5 are all of the form δv + d
x
v,c + 7a with
0 ≤ a ≤ 2, and additionally: a = 0 in G0v; x = b in G1c ; and x = r in G2c , G3c . Furthermore,
if δv1 + d
x1
v1,c1
+ 7a1 = δv2 + d
x2
v2,c2
+ 7a2, then we have all of v1 = v2, c1 = c2, x1 = x2,
a1 = a2.
Proof. The ﬁrst statement follows from a straightforward case analysis. In G0v the possible
values are exactly δv + dxv,c. In each of G
1
c , G
2
c , G
3
c we have C ⊆ {colxi , colxj , colxk}, R ⊆
{7a | 0 ≤ a ≤ 2}, and so the sum-diagonal is colxv + 7a = δv + dxv,c + 7a. In G1c , x = b
and in G2c , G
3
c , x = r, as required by the statement. For the second statement, suppose
21(v1 − v2) + 7(a1 − a2) + (dx1v1,c1 − dx2v2,c2) = 0. Observation 29 applies to immediately give
v1 = v2, a1 = a2, and also dx1v1,c1 = d
x2
v2,c2
= dx2v1,c2 . By construction of G
0, for a given variable
v1, the values c and x are uniquely determined from the value of dxv1,c. Hence c1 = c2 and
x1 = x2.
Lemma 33. For a clause c = {vi, vj , vk} from M6, M5,c has exactly three solutions. In one,
G0i takes its red solution and G
0
j , G
0
k take their blue solutions; in a second G
0
j is red and
G0i , G
0
k blue; and in the third G
0
k is red and G
0
i , G
0
j blue.
Proof. We work by case analysis on where the queen in row 0 in G1c is placed. This can be
one of the pairs (colbi , 0), (col
b
j , 0), or (col
b
k, 0). In each case we will construct a solution set
of queens S4(G) for each G ∈M5,c, and show that S5,c = {S4(G) | G ∈M5,c} is the unique
solution to M5,c for that case. In the case for (colbx, 0), the corresponding gadget G
0
x will use
its red solution and the other two G0 their blue solutions.
First consider the case (colbi , 0) ∈ S4(G1c). This has the sum-diagonal colbi = dbi,c + δi,
the same value as a blue sum-diagonal of G0i , so we set S4(G
0
i ) to its red solution. The
other two pairs in S4(G1c) must use the columns col
b
j and col
b
k. However, the pair (col
b
k, 7)
is excluded by D−1 . Hence we set S4(G
1
c) = {(colbi , 0), (colbj , 7), (colbk, 14)}. Now consider
G2c . The columns available in row 0 are col
r
i and col
r
j . But the pair (col
r
i , 0) has the sum-
diagonal colri = d
r
i,c + δi, and this is the same value as one red sum-diagonal of G
0
i , and
we are using the red solution for G0i so we cannot use the pair (col
r
i , 0) in G
2
c . So we set
S4(G
2
c) = {(colrj , 0), (colri , 7)}. But the sum-diagonal value of (colrj , 0) is the same as a red
diagonal in G0j , so we set S4(G
0
j ) to its blue solution. Now consider G
3
c . The pair (col
r
j , 0)
is disallowed because it is on the same sum-diagonal as the pair (colrj , 0) ∈ S4(G2c). Hence
we set S4(G3c) = {(colrk, 0), (colrj , 14)}. The sum-diagonal value of (colrk, 0) forces us to set
S4(G
0
k) to its blue solution.
The above has deﬁned S5,c completely for this case, and shown that there were no
alternative choices at any point. This establishes uniqueness, but it is still necessary to
show that S5,c is indeed a solution to M5,c, i.e. that each S4(G) is a solution to G and that
there are no sum-diagonal clashes between gadgets. The values S4(G0v) are already known
to be solutions. Each S4(G1), S4(G2), S4(G3) places exactly one queen in each allowed row
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and column. Lemma 30 shows that no two queens can be placed on the same diﬀerence- or
sum-diagonal within G1c , G
2
c , G
3
c . Also S4(G
1
c) correctly does not contain the pairs (col
b
k, 7)
and (colbi , 14) which are disallowed by D
−
1 . We now consider sum-diagonals from diﬀerent
gadgets. From Lemma 32, if two sum-diagonals have the same value of δv + dxv,c + 7a, they
have the same values of v, c, x, a. We only have to consider a = 0, since from Lemma 32,
G0 only has a = 0, G2c and G
3
c do not share a non-zero value of a, and G
1
c does not share a
value of x with G2c , G
3
c . For a = 0 the only cases of duplicate values of δv+d
x
v,c are: between
G0v and G
1
c , G
2
c , G
3
c ; and the value δj + d
r
j,c between G
2
c and G
3
c . The construction of S5,c
above avoided using any of these sum-diagonals twice, and thus is indeed a solution.
We omit details of the cases (colbj , 0) and (col
b
k, 0) in G
1
c , which force G
0
j and G
0
k (re-
spectively) to take their red solutions with the other copies of G0 blue. The case (colbk, 0)
is exactly similar to the case above except that D−1 rules out the pair (col
b
i , 14). There is a
slight diﬀerence for the pair (colbj , 0) in G
1
c : the solution of G
1
c is ﬁxed by the exclusion of
both diagonals in D−1 , while the solutions of G
2
c and G
3
c are unique because (col
r
j , 0) cannot
be used in either since it has the same sum-diagonal as the red solution to G0j .
Lemma 34. For any truth assignment S6 which solves M6 then S5 is a solution to M5,
where S5 = {S4(G) | G ∈ M5}; and where S4(G0i ) is the red solution iff S6(vi) = true and
the blue solution otherwise; and where values of S4(G
1), S4(G
2), S4(G
3) are set as in the
proof of Lemma 33.
Proof. Because S6 is a solution to M6 = 〈V,C〉, for any clause c = {vi, vj , vk} ∈ C we know
that S6 assigns exactly one of the literals in c to true. Hence exactly one of S4(G0i ) is red
and the other two are blue, and, by Lemma 33, the values of S4(G1c), S4(G
2
c), S4(G
3
c) are
well-deﬁned solutions and unique. It remains to show that for any two gadgets G,G′ ∈M5,
and any two queens q 6= q′, q ∈ S4(G), q′ ∈ S4(G′), the sum-diagonals of q and q′ are
diﬀerent. Lemma 32 shows that if q and q′ have the same sum-diagonals, then they have the
same values (in terms of that lemma) of v1 and v2, and of c1 and c2, that is they arise from
the same combination of clause and variable. Hence either G = G′ = G0v or G,G
′ ∈M5,c, or
both. In either case, their sum-diagonals must be diﬀerent according to Lemma 33. Finally
we note that S5 is well deﬁned and unique because each S4(G0i ) is forced to be either the
red or blue solution by the truth value of vi, even if vi appears in no clauses.
Lemma 35. For any solution S5 = {S4(G) | G ∈M5} to M5, then S6 is a solution to M6,
where S6(vi) = true iff S4(G
0
i ) is the red solution and S6(vi) = false iff S4(G
0
i ) is the blue
solution.
Proof. S6 is well deﬁned since eachG0i can only take its red or blue solution. From Lemma 33,
exactly one variable from each clause in M6 is set to true by S6.
Theorem 36. The reduction of Definition 31 from Restricted 1-in-3-SAT to Problem 5 is
a parsimonious reduction.
Proof. From Lemma 34 and Lemma 35, and the fact that the maps deﬁned in those lemmas
are inverses of each other.
Theorem 37. The n-Queens Completion problem (Problem 2) is NP-Complete and #P-
Complete.
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Proof. Theorems 36, 23, 19, and 13 give successive parsimonious reductions starting from
Restricted 1-in-3-SAT and ending with n-Queens Completion. By inspection each reduction
can be computed in polynomial time. Restricted 1-in-3-SAT is NP-Complete and #P-
Complete by Theorem 4 so this gives NP- and #P-hardness. NP- and #P-easiness follow
since potential solutions to n-Queens Completion are straightforward to check.
As an intermediate problem, the Excluded Diagonals Problem (Problem 4) is also NP-
and #P-Complete. As a straightforward corollary we obtain the NP-Completeness of the
“Blocked n-Queens” problem, which has been used as a benchmark for answer set program-
ming (ASP). In this problem, some squares are blocked from holding queens (Namasivayam
& Truszczynski, 2009).
Problem 7 (Blocked n-Queens). Problem: M7 = 〈n, P 〉 where n is an integer and P is
a set of queens (possibly attacking each other) that all fit on board size n. Solution: A set
S7 of queens which is a solution to the n-Queens Problem for n and such that P ∩ S7 = {}.
Corollary 38. The Blocked n-Queens problem is NP-Complete and #P-Complete.
Proof. The reduction from n-Queens Completion to Blocked n-Queens is straightforward.
For a problem M2 = 〈n, P2〉 we block each queen on the same row as one of the queens in
P2. That is, we form the set P7 =
⋃
(α,β)∈P2{(i, β) | 0 ≤ i < n, i 6= α}. Any solution to M7
= 〈n, P7〉 necessarily contains each queen in P2 so is a solution to M2. This establishes NP-
and #P-hardness, while -easiness is true because potential solutions to Blocked n-Queens
problems can be checked easily.
5. Empirical Study
We have shown that n-Queens Completion and Blocked n-Queens are NP-Complete, but
how hard are they to solve in practice? This is an important question given the repeated
controversy surrounding the use of n-Queens as a benchmark problem discussed in Sec-
tion 1. We ﬁrst describe solvers based on three diﬀerent technologies: a special purpose
solver; a SAT solver; and a constraint solver. We describe methods of generating random
benchmark instances of three problem classes: Blocked n-Queens, n-Queens Completion,
and the Excluded Diagonals Problem (Problem 4). We looked for phase transitions (Hogg,
Huberman, & Williams, 1996) between solvable and unsolvable instances, in common with
other NP-Complete problems, for example Boolean satisﬁability (SAT) (Mitchell, Selman, &
Levesque, 1992; Achlioptas, 2009; Altarelli, Monasson, Semerjian, & Zamponi, 2009). It is
common in NP-Complete problems to see that randomly generated instances are hardest at
the transition from solvable to unsolvable instances (Cheeseman, Kanefsky, & Taylor, 1991;
Mitchell et al., 1992; Gent, MacIntyre, Prosser, & Walsh, 1995). We do see this pattern
for every solver in two of our generators but not in the third: a straightforward generation
method for n-Queens Completion appears unable to produce instances that are hard to solve
using SAT.
Experiments were performed on a 32-core AMD Opteron 6272 at 2.1 GHz with 256 GB
RAM. Savile Row was executed in OpenJDK Java 1.7.0_131 with the 64-bit server VM. For
random instances, we solved 1000 randomly generated instances per data point, and solvers
were allowed to run to completion. We have made available our code including the adapted
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version of Savile Row that we used,7 detailed results including some additional graphs,8 and
experimental instances.9
5.1 Three Solvers
We constructed three types of solver, each of which is complete, i.e. is guaranteed to either
ﬁnd a solution or conﬁrm that there are none. We make no claim as to how good these
methods are compared to other possible methods: we wrote solvers using three diﬀerent
technologies to ensure that if we found hard instances, they were hard for at least a variety
of solvers.
The ﬁrst approach is a special-purpose solver written in C++. It is based on bit manip-
ulation techniques previously used for counting solutions of n-Queens (Richards, 1997). It
searches exceptionally fast per search state although the intelligence of the search process
is limited. The algorithm is a backtrack search that constructs a solution starting at row
0 and moving up the board. It uses three bit patterns to represent attacks on the current
row β via the sum-diagonals (ldβ), columns (colsβ) and diﬀerence-diagonals (rdβ). Each
bit pattern contains a 1 in position α iﬀ a queen attacks position (α, β) via the respective
diagonal or column. When a queen (α, β) is placed on the board, bit α is set in ldβ , colsβ ,
and rdβ . When moving from row β to β+1, ldβ+1 = ldβ << 1 (i.e. ld is shifted one position
left), rdβ+1 = rdβ >> 1 (rd is shifted one position right) and colsβ+1 = colsβ . The attacked
positions of row β+1 are given by the bitwise OR of ldβ+1, colsβ+1, and rdβ+1. Another bit
pattern technique is used to ﬁnd the rightmost non-attacked position that has not yet been
tried. We made simple adaptations to account for the fact that some queens are already
placed in n-Queens Completion. First, we skip rows that contain a queen. Second, ld0,
cols0, and rd0 are populated with attacks of the pre-placed queens. Third, when shifting
ld (rd) the least (most) signiﬁcant bit is populated from an array to allow for a pre-placed
queen attacking diagonally from above. A diﬀerent adaptation was made for Blocked n-
Queens where the blocked positions of a row β are masked out using a bitwise AND before
attempting to place a queen on row β. A third adaptation was made to solve the Excluded
Diagonals Problem, in which ld0 and rd0 are pre-populated with excluded diagonals, and
when shifting ld (rd) the least (most) signiﬁcant bit is populated from an array containing
the excluded diagonals that do not intersect row 0.
The second approach is to encode to SAT and apply a CDCL SAT solver. We use the
SAT solver Lingeling (Järvisalo, Heule, & Biere, 2012) which was winner of the Sequential,
Application SAT+UNSAT track of the SAT competition 2014.10 We wrote two Python pro-
grams to encode n-Queens Completion and Blocked n-Queens into SAT. SAT variables are
added for each square which is not attacked by a preplaced queen (for n-Queens Completion)
or not blocked (for Blocked n-Queens). We use the commander-variable encoding (Klieber
& Kwon, 2007) for Boolean sum ≤ 1 constraints (using a group size of 3) to add ‘exactly-one’
constraints for each row and column, and ‘at-most-one’ constraints for each diagonal. To
solve the Excluded Diagonals Problem we implemented the reduction to n-Queens Comple-
tion (Deﬁnition 10 and Deﬁnition 16) with a separate Python program. While this approach
7. https://ipg.host.cs.st-andrews.ac.uk/n-queens-completion-experiments-code.tgz
8. https://ipg.host.cs.st-andrews.ac.uk/n-queens-completion-experiments-results.tgz
9. https://ipg.host.cs.st-andrews.ac.uk/n-queens-completion-experiments-instances.tgz
10. Lingeling version ayv 86bf266b9332599f1b876e28a02fe8427aeaa2db
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Figure 9: Random Blocked n-Queens instances: y axis shows probability of a solution ex-
isting (left) and mean nodes searched by Lingeling (right) against κn,b on x axis.
The colour and plot symbol indicate the value of n.
generates large n-Queens Completion instances, the number of non-attacked squares (and
therefore the SAT encoding) is small. Further, since we can generate hard instances of the
Excluded Diagonals Problem, this approach gives us conﬁdence that we can also generate
hard instances of n-Queens Completion.
The third approach uses the constraint solver Minion 1.8 (Gent et al., 2006), with a
constraint model optimised by Savile Row 1.6.4 (Nightingale et al., 2017). For each row
β, the model has three variables representing the column, sum- and diﬀerence-diagonal
of the queen placed on row β. The model exploits powerful constraint propagation by
using three all-diﬀerent constraints to enforce non-attacks on columns, sum- and diﬀerence-
diagonals. Two table constraints are used on each row to connect the column variable to the
other two variables. Savile Row preprocesses each instance with Minion which may assign
variables. Then it applies partial evaluation to simplify the constraints before generating the
Minion input ﬁle. n-Queens Completion is implemented by assigning the appropriate column
variables, Blocked n-Queens by removing values of the column variables, and Excluded
Diagonals Problem by removing values of the variables representing diagonals.
5.2 Blocked n-Queens
We start with Blocked n-Queens (Problem 7) since it has previously been used as a bench-
mark for ASP solvers (Namasivayam & Truszczynski, 2009; Gebser, Liu, Namasivayam,
Neumann, Schaub, & Truszczyński, 2007). We proved the problem NP-Complete and #P-
Complete in Corollary 38. The competition instances came from a set of 100 for each
n ∈ {28, 48, 50, 56}.11 The SAT solver was able to solve all instances within 8 minutes CPU
time, the hardest taking 431.4s total time and 2,890,435 nodes.
To investigate further we designed our own generator, since the generation method for
the competition instances is not published. A row or column with zero unblocked squares
11. Thanks to Martin Gebser for providing the 400 instances.
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makes an instance trivially unsolvable. Nine of the ASP competition instances (5 at n = 56)
are trivial for this reason. More subtle problems remain with up to 3 unblocked squares.
For example, if the only three unblocked squares in row 1 were in columns 5, 6, and 7,
then row 2 could not have a queen in column 6. This is an implicit unary constraint
which might combine with others to make a problem trivial: similar issues with ‘ﬂawed’
instances have been seen in generation methods for several other combinatorial problems
(Achlioptas, Molloy, Kirousis, Stamatiou, Kranakis, & Krizanc, 2001; Gent & Walsh, 1999;
Gent, Nightingale, Rowley, & Stergiou, 2008). To avoid this danger, we require each row
and column to have at least 4 free squares. We generate an instance with b blocked squares
as follows. We start with an empty set of blocked squares. We select a non-blocked square
uniformly at random, rejecting any that leave a row or column with 3 or fewer unblocked
squares, and add it to the set. Squares are added to the set until we have b blocked squares,
or all remaining non-blocked squares are rejected (in which case we restart with an empty
set).
We calculated a constrainedness parameter κ (Gent, MacIntyre, Prosser, & Walsh, 1996).
The expectation is that there should be a phase transition at a critical value of κ ≤ 1, with
search hardness peaking near that value. For a random ensemble with state space S and
probability ps that a given state s ∈ S is a solution, κ = −log2 ps/log2 |S|. We take S
to be the set of solutions to the n-Queens problem. It is conjectured that |S| ∼ n!/2.54n
(Cloitre, 2002): by Stirling’s formula, |S| ≈ √2pin(nn)/(2.54e)n. With b blocked squares,
each queen in s ∈ S has probability b/n2 of being disallowed, so ps ≈ (1− b/n2)n. Putting
the approximations together and simplifying, we get:
κn,b
def
=
n(log2 n− log2(n− b/n))
n(log2 n− log2 2.54e) + 12(1 + log2 pi + log2 n)
(1)
Figure 9 shows experimental results using the SAT solver. We see a transition in solvabil-
ity at a critical value of κ ≈ 0.97, with the transition sharpening as n increases. There is a
hardness peak associated with the solvability transition in each solver. We only show results
for the SAT solver as it is much better than the other two, being able to solve instances
up to n = 60 in reasonable time (peak mean time 681.9s, peak mean nodes ≈ 3.5 × 106).
The Minion-based solver solves only up to 40 (peak mean time 358.9s, peak mean nodes
≈ 1.8 × 106), and the special purpose solver up to 35 (peak mean time 126.7s, peak mean
nodes ≈ 2.6×109). Increasing n by 5 above these values made the experiments prohibitively
expensive to run with expected peak mean CPU times above 1000s in each case. Examining
Equation (1), the only inﬂuence that b has is in the term n− b/n, which is a natural param-
eter, i.e. the mean number of unblocked squares in each row. Given the observed critical
value κ ≈ 0.97, solving for n − b/n shows that as n increases the critical value of n − b/n
grows very slowly, ∼ (2.54e)0.97n0.03 ≈ 6.5n0.03. Figure 10 shows our experimental results
for SAT plotted against n − b/n instead of κn,b. Results are consistent with this analysis
but are over too limited a range to comment on the scaling.
5.3 Random Placement of Queens
The most natural way to generate random instances of n-Queens Completion is to place
queens at random positions. Given n and a number p of pre-placed queens, we start with
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Figure 10: Random Blocked n-Queens instances: y axis gives probability of a solution ex-
isting (left) and mean nodes searched by Lingeling (right) against n− b/n (mean
number of unblocked squares per row) on x axis. The colour and plot symbol
indicate the value of n.
an empty list P = {} of pre-placed queens, adding queens iteratively until |P | = p. At each
step a queen q is chosen uniformly at random from the set of queens that do not attack
any queen already in P . If we allowed queens in P to attack each other then the birthday
paradox would mean that we could only generate instances with p = O(
√
n) before almost
all instances contained attacks: this would be a ﬂawed generator. We typically experimented
with ﬁxing the diﬀerence n−p, the number of queens to be placed. We do not show detailed
results here but graphs and detailed results are included in our online archive. Results
with the special purpose solver were encouraging. We saw a transition between solvable
and unsolvable regions, associated with hard instances. The hardest instances can require
an astronomical number of search nodes: one instance at n − p = 30, n = 108 required
≈ 6.64 × 1012 nodes, search taking ≈ 1.8 days despite ≈ 42 million nodes being searched
per second in a single thread. There was also an apparent hard region with very small
values of p, similar to clusters of diﬃcult instances in the mainly satisﬁable region in other
problems (Hogg & Williams, 1994; Gent & Walsh, 1994). However, when using the SAT
solver there are very few diﬃcult instances. Brief investigation of much larger instances (e.g.
n − p = 500) failed to ﬁnd any the SAT solver could not solve in a short time and even
instances with n in the millions had solutions. While not deﬁnitive, these results suggest
that this generation method does not lead to instances that are intrinsically hard, and it
may not have a phase transition at all for large n. Therefore we conclude it is not a suitable
generator for n-Queens Completion benchmarks.
5.4 The Excluded Diagonals Problem
While the simple and natural generator for random n-Queens Completion seems to be unable
to generate hard instances, we found that the following generation method for Problem 4
(the Excluded Diagonals Problem) generates consistently hard instances for the three solver
types we consider. Given n, we allow all rows and columns but select d diﬀerent diagonals to
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Figure 11: Random instances of the Excluded Diagonals Problem. The x axis represents d/n
on all plots, and the colour and plot symbol indicate the value of n. Probability
of a solution existing on y axis (upper left), mean nodes searched using special
purpose solver (upper right), Lingeling (lower left) and Minion (lower right).
The key is the same for all plots and the range of the y axis is the same for all
hardness plots.
exclude out of the 4n−2 possible diagonals (i.e. 2n−1 each of sum- and diﬀerence-diagonals).
That is, we construct an instance M4 = 〈n, {}, {}, D−, D+〉 subject to |D−| + |D+| = d.
Diagonals are selected one by one, randomly from those remaining, but rejected if excluding
the diagonal leaves any row or column with 3 or fewer unblocked squares. For d > 2n − 2
instances are trivially unsolvable: a solution requires 2n allowed diagonals.
Results with our three solver types are shown in Figure 11. We do observe a transition in
solvability. It appears to be sharper as n increases. For these sizes the transition in solvability
occurs at d/n ≈ 1, though we cannot say if that trend continues as n increases. All of the
solvers show a hardness peak associated with the solvability transition. It is interesting that
solving is so hard that we could only experiment up to n = 21. The maximum mean time
taken for the constraint solver was 262.7s, 78.3s for the SAT solver, but only 4.6s for the
special purpose solver. The special purpose solver searches many times more nodes than the
more intelligent methods, but it searches so fast that for these instances it is the fastest.
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The Excluded Diagonals Problem may be translated to both n-Queens Completion and
Blocked n-Queens so can be used to provide hard random instances of both problems. Some
interesting questions remain for this generator. We do not know if this generator continues to
produce hard instances for larger n, and if so where the phase transition point is. Although
the instances can easily be translated to Blocked n-Queens, the deﬁnition of κ above is
not applicable here because the resulting instances are not drawn from the same random
distribution: it would be interesting to ﬁnd an appropriate deﬁnition of κ.
6. Conclusions
We have shown that the n-Queens Completion problem, the Blocked n-Queens problem,
and the Excluded Diagonals Problem are NP-Complete and #P-Complete. For anybody
who understands the rules of chess, n-Queens Completion may be one of the most natural
NP-Complete problems of all: “Given an n×n chessboard on which some queens are already
placed, can you place a queen in every remaining row so that no two queens attack each
other?”
We have presented generators for hard random instances of the Blocked n-Queens and
Excluded Diagonals problems, shown that this hardness persists across three solvers using
very diﬀerent technologies, and that the hardness is associated with a phase transition in
solvability. A natural model for n-Queens Completion does not appear to generate consis-
tently hard instances. We have also shown that care must be taken in generation methods
to avoid ﬂaws which can be found in extant benchmarks. Our experiments raise many inter-
esting questions for future research. These include the asymptotic scaling of the transition
in Blocked n-Queens and the Excluded Diagonals problems. An interesting open problem is
to ﬁnd a direct generator of hard random instances for n-Queens Completion which works
by randomly placing queens on a chessboard without using reductions.
The importance of our work is that the n-Queens problem has been a very widely used,
but often criticised, benchmark in Artiﬁcial Intelligence. Our work shows that the n-Queens
Completion problem or the closely related Blocked n-Queens problem can serve as valid
benchmark problems. We implemented three complete methods using diﬀerent underly-
ing technologies. The best of these in our experiments is to translate into SAT using the
commander encoding and solve with a modern SAT solver, but it would be interesting to
compare this with more of the very many techniques that have been applied to the n-Queens
problem. Solvers for n-Queens typically require minimal adaptation to work on the variants
in this paper. By providing random instance generators we hope to encourage researchers to
test their n-Queens algorithms on variants that can better discriminate between good and
bad solvers than the original problem.
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