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Abstract 
Risky Driving Behavior in Young Adults: Decision Making and Executive Functioning 
Correlates 
Anna C. Graefe 
Maria T. Schultheis, Ph.D. 
 
 
Young adults aged 18-24 account for a disproportionate number of motor vehicle 
accidents, yet the factors that contribute to increased crash risk are not often studied in 
this age group. Retrospective studies of crashes have found that risky driving behavior 
contributes to a large percentage of crashes, and certain risky behaviors have been found 
to differentiate the driving behavior of young adults from those who are 25 and above. 
Measures of risky decision making have been found to predict other types of risk taking 
behavior, such as drug use and risky sexual behavior. However, few studies have related 
this construct directly to driving behaviors in young adults.  Similarly, executive 
functioning has been hypothesized be involved in crash and increased driving errors in 
this age group, yet reliance on retrospective studies of crash has prevented driving 
research from relating executive functions to driving behavior. The present study sought 
to remedy these gaps in the literature by investigating the relationship between decision 
making, executive functioning, and performance on a risky driving task. Forty-nine 
young adults completed a measure of general risky decision making propensity and 
neuropsychological testing of executive functions. They then completed a baseline drive 
and a challenging simulated driving task, the Risky Driving Task, in which they had the 
choice to compromise their driving behavior in order to receive a reward. Results of a 
global measure of driving behavior showed participants’ driving was riskier in the Risky 
Driving Task than in the baseline drive. Specifically, participants drove faster in the 
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Risky Driving Task. When risky decision making and executive functioning correlates of 
risky driving behaviors in the Risky Driving Task were examined, greater risky decision 
making propensity predicted higher speeds in a curved residential segment. Executive 
functioning measures were not predictive of risky driving behaviors. Results are 
considered within the context of both transportation and developmental neuroscience 
literature on risk taking behavior in young adults.!  
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1. INTRODUCTION 
1.1 Specific Aims 
The overarching aim of this research proposal is to examine executive 
functioning, risky decision making and risky driving behaviors in young adult drivers. 
Statistics show that there is an increase in risk behavior that starts in adolescence and 
continues through early adulthood (Eaton et al., 2010). Moreover, studies have found that 
risk takers in one area of behavior tend to also take risks in other areas (Butters, Smart, 
Mann, & Asbridge, 2005). For example, a teen that drinks heavily may be more likely to 
also be a risky driver. Thus, in order to design effective interventions, risky decision 
making needs to be understood both overall as a construct, as well as within each area of 
risk taking behavior.  
Driving is one area of particular concern, due to both the complexity of the task 
and the protracted timeline for learning to drive, starting at 16 – 17 years in the United 
States and 18 years in most European countries. Young adults aged 18-24 account for a 
disproportionate number of serious and fatal crashes in the United States (U.S. Census 
Bureau, 2011). A large percentage of these crashes are caused by decision errors and 
risky driving behavior (Clarke, Ward, & Truman, 2005; Curry et al., 2010). However, 
retrospective studies of crash statistics can only give limited information about these 
risky driving behaviors, as they often look only at the most prominent or most proximate 
contributor to the crash. Driving simulation offers a unique tool to study in situ driving 
behavior, allowing us to measure these behaviors while closely approximating situations 
related to real life driving. The proposed study would use a risky driving scenario in 
which drivers would be tempted to compromise their driving behavior in order to receive 
12 
a reward. The study will investigate executive functioning and risky decision making as 
contributors to risky driver behavior. Although researchers have hypothesized that both 
are linked to risky driving behavior, they have not been previously researched together.  
1.2 Risky behavior in young adults 
 Evidence of increased risk behavior throughout adolescence has been well 
documented, and increased risk taking is viewed as an important developmental feature 
in this age group (Schoenborn & Adams, 2010; Steinberg, 2004; 2005; U.S. Census 
Bureau, 2011). Although the continuation of this behavior into young adulthood is less 
studied, there is no shortage of statistics that illustrate that risk behavior in the early 20s 
is a serious public health issue. For example, 32% of young adults aged 18-24 reported 
drinking 5 or more drinks on one day out of the past year, and 17% reported drinking 5 or 
more drinks on 12 or more days out of the past year (Schoenborn & Adams, 2010). In 
2009, over 34% of fatal car crashes in young drivers aged 21-24 involved alcohol (U.S. 
Census Bureau, 2011). 
More generally, risk behaviors are particular behaviors that may potentially lead 
to unhealthful consequences. They can be thought of as the outcome of the process of a 
choosing one behavior from a set of alternatives, which we call decision making. In the 
study of risk behaviors, the process of deciding to engage in these behaviors is known as 
“risky decision making” (Reyna & Farley, 2006). Although risk behaviors are recognized 
as a serious public health issue, our understanding of the decision making processes that 




1.2.1 Behavioral measures of risk taking in young adults 
Most recently, behavioral tasks of decision making have been used to measure 
risk taking propensity, and may give clues to the risky decision making process. These 
tasks are meant to mimic reward, punishment, and uncertainty that appear in real-life 
situations. The most well known of these is the Iowa Gambling Task (IGT), which was 
originally developed to study a patient with a ventromedial prefrontal cortex lesion who 
exhibited intact performance on neuropsychological tasks but impaired decision making 
(Bechara, Damasio, Damasio, & Anderson, 1994; Bechara, Damasio, Tranel, & Damasio, 
1997). In this task, participants choose cards from four decks. Each card has an 
associated financial gain and loss, which is tracked over the course of the task in a 
“bank.” Two of the decks produce large immediate rewards but are ultimately 
disadvantageous, resulting in a net loss. The remaining two decks give smaller financial 
gains, but ultimately are advantageous, resulting in a net gain. Thus, at the beginning of 
the task, the participant must make choices with no knowledge of the riskiness of the 
decks. As the task progresses, participants gain knowledge regarding the riskiness of each 
deck, and ideally alter their choices to maximize gains and minimize losses. 
Studies looking at IGT performance across development have shown a pattern 
that mimics the rise of risky decision making in adolescents and young adults, finding 
that they do not maximize gains and minimize losses in the same ways as adults until age 
17 or later (Cauffman et al., 2010; Hooper et al., 2004; Overman et al., 2004). In one of 
these studies, Cauffman and colleagues (2010) used a modified IGT in order to further 
understand IGT performance in adolescence and adulthood. They found that after age 14, 
there was no difference in net score among the age groups. However, adolescents aged 
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14-17 learned the most quickly of all age groups to play often from the advantageous 
decks, and until age 22 participants reached their net score solely by playing more from 
the advantageous decks. After age 22, participants both played more from the 
advantageous decks and decreased playing from disadvantageous decks over the course 
of the task, a pattern that continued through adulthood. 
The tendency of adolescents and young adults to choose from the advantageous 
decks has been tied to increased sensitivity to reward. Imaging studies of adolescents 
have found that brain areas sensitive to reward processing, particularly the nucleus 
accumbens, mature earlier than the orbitofrontal cortex, which is instrumental in 
cognitive control and self-regulation (Bjork, et al., 2004; Ernst, Pine & Hardin, 2005, 
Galvan et al., 2006). In an imaging study in which adolescents and adults were trained to 
associate a visual stimulus with a reward, adolescents showed increased activation of the 
nucleus accumbens as compared to adults (Galvan et al., 2006). Thus, adolescents might 
be more influenced than adults by immediate rewards of their behavior, and may lack the 
self-regulatory ability to moderate the influence of rewards. Unfortunately, existing 
functional imaging studies have neglected young adults by leaving a gap between 
“adolescents” (commonly, ages 13-17) and “adults” (age 20-23 and older). As Casey, 
Jones, and Hare (2008) note, future conceptualizations of neurobiological and cognitive 
development must emphasize a “period of transition” rather than a “single snapshot in 
time” (p. 112). 
A frequent critique of the IGT is that it is not strongly predictive of real-world 
risky decision making, and that it lacks convergent validity with self-report measures of 
risk behavior. A second commonly used task, the Balloon Analog Risk Task (BART), 
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was developed to address these concerns (Lejuez et al., 2002; 2003a). This task requires 
participants to earn money by making choices under conditions of risk. The computerized 
task presents several trials of balloons with different probabilities of exploding. 
Participants must pump up the balloon, making sure that is does not explode. Each pump 
earns $.05, which is stored in a temporary bank during the trial, and is lost if the balloon 
explodes. The participant can decide at any time that they would like to cash out their 
earnings into a permanent bank and move on to the next balloon trial. Unlike the IGT, 
where the amount of risk is ambiguous, risk in the BART is clearly defined as the amount 
of money in the temporary bank that will be lost if the balloon pops. Although the BART 
has not been as widely studied as the IGT, it has been shown to be predictive of self-
reported risk taking behavior in adolescents, healthy adults, and substance users (Lejuez 
et al., 2002, 2003a, 2003b, 2007). 
1.2.2 Risky decision making and executive functioning 
Executive functions are a constellation of abilities that underpin planning, 
initiation, sequencing, and monitoring of complex goal-directed behavior (Miyake et al., 
2000). Although there is no one unifying definition of executive functions, they are 
commonly divided into the domains of inhibition, set shifting, and working memory 
(Miyake et al., 2000). Development of executive functions is heterogeneous and difficult 
to measure, as tasks rarely tap into only one domain. Generally, inhibition increases until 
age 12, although one study has found improvement in a Stroop-like task through age 21 
(Best & Miller, 2010; Huizinga, Dolan, & van der Molen, 2006). Set shifting has a 
slightly more lengthy development, with researchers finding mature shifting ability at age 
15 (Huizinga et al., 2006). Lastly, working memory continues to develop throughout 
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adolescence, with studies finding performance and working memory tasks comparable to 
adults by age 14-17 (Conklin et al., 2007; Luciana et al., 2005; Luna et al., 2004). Thus, 
the majority of laboratory-based studies have found that executive functioning peaks by 
age 17, and therefore protracted development of executive functions as measured by 
current neuropsychological assessment cannot explain continued risky behavior in early 
adulthood.  
The Iowa Gambling Task is often considered an executive functioning task in 
studies of cognition and risk taking; however, the differentiation of risky decision making 
from executive functioning is still debated. Toplak et al. (2010) recently reviewed the 43 
existing studies that included measures in each of these domains, including studies across 
several clinical populations and age ranges. They grouped executive functioning 
measures into the categories of inhibition, set shifting, and working memory, and also 
considered measures of general intellectual ability. They found that the majority of 
studies reported non-significant relationships, and of those that did, the effects were small 
to moderate. Of the nonclinical studies with adolescents and adults, only one significant 
correlation between the IGT and perseverative errors on a measure of set shifting was 
reported. 
1.2.3 Summary 
In summary, evidence from studies using the IGT has shown that attention to 
advantageous decks on the IGT follows the same trajectory as risk taking behavior in late 
adolescence and early adulthood. Despite these findings, it is not highly predictive of 
real-world risk taking behavior. Thus, although the IGT may be useful for investigating 
the underlying mechanisms of decisions involving risk, its predictive abilities are limited. 
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In contrast, the BART has been shown to predict both self-reported and real-world risk 
taking behaviors. Evidence from both the IGT and imaging studies suggests that 
sensitivity to reward might underlie developmental differences in risky decision making. 
Finally, the literature may support the differentiation of risky decision making from 
executive functions across a variety of clinical and developmental populations. 
1.3 Driving behavior in young adults 
Young drivers have a disproportionately high crash rate from licensure through 
age 24. In 2009, drivers between the ages of 18 and 24 comprised 11% of all licensed 
drivers, but were responsible for 21% of all motor vehicle crashes, and 20% of all fatal 
crashes. Over the last three decades, the introduction of seatbelt laws and the increase in 
the drinking age from 18 to 21 have significantly reduced the number of fatal crashes in 
this age group (Cohen & Einav, 2003; Voas, Tippetts, & Fell, 2003). Despite these 
changes, the crash rate in this age group still remains unacceptably high. The list of 
factors that have been found to account for this increase is extensive. Two of the most 
commonly investigated driver-related contributors are inexperience and developmental 
factors, such as risk taking behavior and cognitive skills, as mentioned in the previous 
section (Arnett, 2002). As most young drivers are also novice drivers, it is difficult to 
differentiate the relative contributions of inexperience and developmental factors to 
driver errors that lead to crash. 
Several studies have attempted to disentangle this relationship by comparing 
young novice drivers and older novice drivers. Mayhew, Simpson, and Pak (2003) 
studied police crash records of novice drivers for 24 month post-licensure, dividing teen 
novice drivers into one group, and novice driver 20 years and older into a second group. 
18 
They found that crash rate was highest in the first six months of licensure in both groups, 
however it was still considerably higher in the 16-19 year old group. For the first month, 
crash rate for the 16-19 year old group was nearly double that of the 20 years and older 
group, and even at 24 months it was still 45% higher in 16-19 year olds. Similarly, 
Laapotti, Keskinen, Hatakka, & Katila (2001) studied accidents and violations in a 
sample of 28,500 young (18-20 years) and older (21-51 years) novice drivers. They found 
that younger novice drivers, and in particular young males, had more accidents and 
driving offenses than older novice drivers. Thus, increased crash rates cannot be 
explained solely by inexperience, and must in part be due to age-related factors. 
1.3.1 Defining risky driving behaviors 
It can be difficult to differentiate driving errors that are due to risky driving 
behavior from errors due to inexperience. Studies of risky behavior often measure seat 
belt use, driving while under the influence of alcohol or drugs, and speeding as typical 
driving “risk behaviors” (Reyna & Farley, 2006). However, it is important to also 
understand what types of driving errors constitute risky driving, the frequency of these 
errors, and whether or not they often lead to crash. Thus, when defining risky driving 
behaviors for the purpose of the proposed study, we will distinguish between “behaviors” 
and “errors.” Driving behaviors are those that the driver chooses to do, while driving 
errors are the mistakes in driving performance that result from these choices. For 
example, a driver might choose to tailgate a car, and the driving errors that might result 
from this behavior are simply driving to close too the car, or failing to break, resulting the 
driver rear-ending the car in front of them. 
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The National Highway Traffic Safety Administration (NHTSA, 2008a; 2008b) 
has defined four categories of driving errors, which they have used in their National 
Motor Vehicle Crash Causation Survey in order to categorize proximate causes of serious 
crash. The first, recognition errors, includes inadequate surveillance, inattention, and 
distraction both inside and outside the car. The second, decision errors, includes driving 
too fast for conditions and driving aggressively, defined as “specific patterns of behavior 
that includes speeding, tailgating, weaving, red-light running, and abrupt speed changes” 
(p. 310). The third, performance errors, includes loss of vehicle control and 
overcompensation. All other errors were included in a final category, non-performance 
errors, comprised of physical impairments and sleeping at the wheel. A recent study of 
over 8,000 crashes involving 15-19 year old drivers using these classifications found that 
recognition errors and decision errors accounted for 46.3% and 40.3% respectively of 
driving errors (Curry et al., 2010). Thus, decision errors, comprised of risky driving 
behaviors, are a significant contributor to crash in young drivers. 
Using similar methodology, Clarke, Ward & Truman (2005) investigated accident 
reports in drivers aged 17-25, dividing driving behaviors into “risk taking” and “skill 
deficit” categories. The most common risk taking behaviors were speed, alcohol, 
recklessness (e.g., racing another vehicle), and risky overtakes. The most common skill 
factors were looking but not seeing, ignorance of correct speed, close following out of 
ignorance, restricted view, and distraction. They concluded that risk behaviors accounted 
for nearly 50% of all accidents, and together were the largest contributing factor to crash. 
When combined with the findings of Curry and colleagues, we see that 40-50% driving 
20 
errors that most directly caused a crash were due to risky driving behaviors on the part of 
the driver. 
Several researchers have raised concerns about the reliability of crash reports and 
their usefulness in understanding the causal chain of errors that lead to crash (Kim & 
Bishu, 2004; Ranney, 1994). Thus, in situ observation of driving behavior, either through 
driving simulator or on-road observation, may be more likely to yield information that 
can be readily implemented in interventions. One such study has been conducted using a 
video-monitored “smart car” (Boyce & Geller, 2002). Analysis of video footage revealed 
that young drivers (aged 18-25) drove at unsafe speeds (at least 5 mph over the posted 
speed limit), at closer following distances to other cars, and had more off-task behaviors, 
such as using a cell phone or eating while driving, than both middle-aged and older 
drivers, aged 35-45 and 65 and over, respectively. Also of note, young drivers committed 
more of these driving errors during the second half of the drive than during the first. 
Thus, risky driving behavior can be defined as a general pattern of driving 
behavior that includes excess speed, close following behavior, risky overtakes, weaving 
in traffic, running red lights, and making abrupt changes in speed. Studies of crashes have 
found that these behaviors lead to driving errors that account for 40-50% of vehicle 
crashes in young drivers. Moreover, they are not due to directly to inexperience but rather 
to deliberate, risky choices. Lastly, these behaviors have been found to differentiate 
young drivers’ driving behavior from that of older drivers. 
1.3.2 Hierarchical model of driving behavior 
Because of the complexity of driving, there is still no one widely accepted 
conceptual framework used to inform research. The proposed study will use a modified 
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hierarchical model that has been used to conceptualize driving in young, novice drivers 
(Figure 1). Michon (1985, 1989) proposed a three-level model, which was later altered to 
add a fourth level (Laapotti et al., 2001). At the first level are operational skills, seen in 
vehicle maneuvering. The second level comprises tactical skills needed to adapt to new 
driving situations. The third and highest level in Michon’s hierarchy is a strategic level, 
consisting of planning and goals for driving. The fourth level, called “goals for life and 
skills for living,” links driving behavior to general human behavior.  
The model assumes that processes are occurring at each level concurrently, and 
that each level builds on the level below (Ranney, 1994). Deficits in the higher levels, 
such as choosing to text while driving, can have effects at lower levels, such as abrupt 
changes in speed and not staying within the proper lane. Due to this relationship among 
the levels of the hierarchy, deficits in the higher levels may not be evident when only 
examining the lower levels. Thus, when measuring driving behavior, it is important to 
consider higher-level behaviors in addition to those at lower levels. 
Laapotti and colleagues (2001) applied this hierarchical model of driving to the 
study of young drivers’ accidents and violations. They collected both accident and 
driving offense data from a sample of 28,500 novice drivers, ranging in age from 18-51. 
They divided their participants into younger driver (18-20) and older driver (21-51) 
groups, and operationalized crash and driving offense data by hierarchical level. They 
found that younger drivers’ crashes and offenses were more likely to occur in a higher 
level of driving than a lower, operational or tactical level. 
An additional model that can be useful in understanding the study of driving 
describes driving as an iceberg, in which only a small number of driving errors can be 
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seen, as those are the errors that lead to crashes (Maycock, 1997; Figure 2). However, the 
majority of driving errors do not lead to crash and thus are not visible when using crash 
as a metric of driving performance and behavior. Studying only errors that lead to crash, 
therefore, does not give a complete picture of driving errors and may lead to incomplete 
interventions. In situ measures of driving, such as driving simulators or on-road 
instrumented vehicles, are necessary for understanding the complete range of driving 
behaviors and the errors to which they contribute. 
1.3.3 Neuropsychological correlates of driving in young adults 
Currently, there are very few studies that have investigated neuropsychological 
functioning and driving in young adults. The existing studies that have examined the 
relationship between cognition and driving in this age group have mostly concentrated on 
teens and adults with attention deficit hyperactivity disorder (ADHD). Both teens and 
adults with ADHD have been found to have more repeated driving offenses, particularly 
for speeding, and a four times greater crash risk than their same-age peers (Barkley et al., 
1993; 1996). A more recent study investigated executive functions and driving behavior 
in teens and adults with ADHD (Barkley & Cox, 2007; Barkley, Murphy, DuPaul, & 
Bush, 2002). Executive functioning tasks were analyzed using factor analysis, and then 
used to predict driving outcome. Results showed that an “inhibition” factor, mainly 
comprised of a continuous performance task, predicted the number of self-reported 
accidents, and that an “interference control” factor, mainly comprised by the Stroop 
Color-Word Test and WAIS-III Digit Span, predicted self-reported traffic violations. 
In the only existing study of driving and neuropsychological test performance in 
late adolescence, Mantyla, Karlsson, and Marklund (2009) examined the relationship 
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between performance on a simulated driving task and executive functions in 15- to 19-
year-old with minimal driving experience. Participants completed a simulated lane 
shifting task, in which they counted backwards while shifting lanes when cued by a road 
sign. They also completed six executive functioning tasks, which, when analyzed using 
factor analysis, loaded onto three components of executive functioning: set shifting, 
working memory, and response inhibition. Results showed that the working memory 
component of executing functions was the only significant predictor of driving 
performance. However, lane management is only one small part of driving behavior, and 
it is possible that more complex driving tasks would be related to other aspects of 
executive functioning. 
Thus, the existing studies of neuropsychological functioning, and specifically 
executive functioning, have focused mainly on clinical samples of young adults rather 
than normal young adults. These studies indicated that, in a population in which attention 
and impulsivity exist at problematic levels, inhibition and interference control predict 
problematic driving behavior. In normal young adults, working memory might be a 
contributor to driving performance. However, performance in this domain has never been 
related to a challenging driving scenario, and risky driving behaviors have never been 
targeted specifically. More complex driving tasks, such as those proposed here, may 
require increased cognitive resources and thus may be related to other domains of 
executive functioning. 
1.3.4 Behavioral measures of risky decision making and driving 
Despite the high occurrence of risky driving behaviors in young adults, behavioral 
measures of risky decision making have not been used in conjunction with driving tasks. 
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This oversight may be because many driving studies research crashes, and thus drivers 
are not able to complete assessment measures. Thus, assessment of risky driving behavior 
is limited to self-report, driving observation, and simulated driving. As reported 
previously, the BART has been found to be correlated to self-reported risk taking 
behaviors in young adults; however, the only driving related item queried was seatbelt 
use (Lejuez, 2002a). Use of the BART with simulated driving, therefore, will allow us to 
look more specifically at the relationships between risky decision making and specific 
driving behaviors.  
1.4 Purpose of the present study 
 The present study seeks to unify research in driving, risky decision making, and 
executive functions in order to better inform our understanding of driving behavior in 
young adults. Although there is little research on executive functioning and driving in this 
age group, existing studies provide evidence that working memory might be instrumental 
in driving behavior, and that other components of executive functioning might be 
involved in more complex driving tasks. However, research using laboratory-based tasks 
of executive functioning and risky decision making supports the differentiation of these 
constructs. Thus, although driving is a cognitively complex task, risky driving behavior 
might be better predicted by a measure of general risky decision making propensity. 
Evidence from studies using the IGT and neuroimaging provide one explanation for this 
separation, suggesting that risk taking behaviors result from increased sensitivity to 
reward, rather than reduced avoidance of punishment. The proposed study seeks to assess 
both general risk taking propensity, using a behavioral measure of risky decision making, 
and domain-specific risk taking, using a simulated driving task in which participants are 
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faced with both reward and punishment. Combined with measures of executive 
functioning, these tasks will provide a more complete picture of the underlying 
mechanisms of risky driving behavior in young adults. 
Aim 1: Demonstrate that the Risky Driving Task results in differences in driving 
behaviors associated with risky driving. 
Hypothesis 1a: Participants will show significantly more risky driving behaviors in the 
RDT as compared to the baseline drive. It is hypothesized that global risky driving 
behavior, as measured by the Miles checklist, will be significantly lower for the Risky 
Driving Task than for the baseline drive. This hypothesis was examined using t-tests for 
repeated measures. 
Hypothesis 1b: It is hypothesized that participants will drive at significantly faster 
speeds, exhibit a significantly greater number of lane busts, that significantly more 
participants will complete a risky overtake, and that significantly more participants will 
fail to stop for the boy and ball, school bus, and stop signs during the Risky Driving Task 
than in the baseline drive. 
Aim 2: Examine contributing factors to driving behaviors associated with risky 
driving on the Risky Driving Rask. 
Hypothesis 1a: Performance on a measure of risky decision making will be the greatest 
predictor of global risky driving behavior as measured by the Miles checklist score, 
followed by performance on the executive functioning measures. 
Hypothesis 1b: Performance on a measure of risky decision making will be the greatest 
predictor of risky driving behavior as measured by individual driving variables, followed 
by performance on the executive functioning measures. 
26 
2. METHOD  
2.1 Study overview 
 The data used in this study was collected as part of the author’s original master’s 
thesis. The study aimed to examine the relationship between decision making, executive 
functioning, and driving outcome in a simulated driving task. A total of 49 participants 
were be recruited from a larger study of the role of age and experience in simulated 
driving. Data collection for the present study was conducted during the same session as 
the larger study; the total time commitment for participants three hours. 
Neuropsychological and risky decision making measures are shared between the two 
studies, as are driving data for the baseline drive; participants of the present study also 
completed a separate risky driving task (RDT).  The primary goals of the present study 
were to 1) compare driving performance in the baseline drive to that in the RDT; and 1) 
examine the relationship among RDT driving outcome measures, the decision making 
measure, and the executive functioning measures. 
2.2 Participants 
Forty-nine participants were recruited between January and November 2012. 
Inclusion criteria were: 1) current licensure; 2) between the ages of 18-24, as driving in 
the age range have increased crash risk; 3) no less than 12 months and 100 hours of 
independent driving, to reduce the effects of inexperience during the driving task. Due to 
the increased rate of risky driving behaviors in adolescents and adults with attention 
deficit-hyperactivity disorder (ADHD; Barkley et al., 2002; Barkley & Cox, 2007), 
participants were also be excluded if they self-reported a current diagnosis of ADHD or 
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are taking stimulant medication. They were also excluded if they had a history of any 
neurological illness or injury (i.e., stroke, epilepsy, moderate-severe head injury).  
Participants were recruited from a larger study of the role of driving experience in 
simulated driving in collaboration with Johns Hopkins University. They were recruited 
from Philadelphia area colleges and universities and community meeting places (coffee 
shops, gyms) via flyers and Facebook. They were compensated $20-25 for participation 
in the larger study, and an additional $5-10 for participation in the present study. 
2.3 Power analysis 
Power analyses were conducted to determine the sample size needed to achieve 
80% power for t-tests for repeated measures and for linear regression models. An alpha 
level of .05 was used to determine significance. Because the analyses being conducted 
are exploratory, no effect sizes or odds ratios exist on which to base a power analysis. 
G*Power (Faul, Erdfelder, Lang, & Buchner, 2009) was used to calculate sample size for 
t-tests for repeated measures. A sample size of 34 is required to achieve power of 80%. 
Cohen’s (1992) guidelines were used to calculate sample size for the linear regressions. 
For a linear regression with three predictor variables and a medium effect size, a sample 
size of 76 is required to achieve power of 80%. 
For first aim, the observed sample size of N = 38 produced a power of 99.77% to 
detect a large effect (d = .8), a power of 85.11% to detect a medium effect (d = .5), and a 
power of 22.47% to detect a small effect (d = .2). There was sufficient power to detect the 
observed effect for analyses conducted under this aim, and therefore results are directly 
interpretable. With regards to the second aim, for linear regression models with three 
predictor variables, the observed sample size of N = 43 produced a power of 88.66% to 
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detect a large effect (f2 = .35), a power of 50.59% to detect a medium effect (f2 = .15), 
and a power of 10.01% to detect a small effect (f2 = .02). For linear regression models 
with seven predictor variables, the observed sample size of N = 43 produced a power of 
72.78% to detect a large effect (f2 = .35), a power of 33.60% to detect a medium effect (f2 
= .15), and a power of 7.74% to detect a small effect (f2 = .02). For both models, there 
was not sufficient power to detect the observed effect for analyses conducted under this 
aim, and therefore effect sizes are emphasized rather than relying on observed p-values. 
2.4 Assessment measures 
A table of assessment measures is presented in Table 1. 
2.4.1 Demographic information 
Demographic variables of age, gender, race/ethnicity, and education level were 
collected for each participant. The Family Affluence Scale (Curry, Elton, Todd, & Platt, 
1997) and maternal education level and occupation was collected to provide and measure 
of socioeconomic status. In addition, time since licensure and hours spent driving per 
week were collected as measures of driving experience and frequency. Employment 
information, ADHD history, and current stimulant medication use were collected using a 
background questionnaire. 
2.4.2 Decision making measure 
 Risky decision making will be assessed using the Balloon Analog Risk Task 
(BART; Lejuez et al., 2003). In this computerized task, participants pump a balloon on 
the computer screen. They earn $0.05 for each pump, stored in a temporary bank but 
must not pop the balloon or they will lose their earnings in the temporary bank. At any 
point during the trial, they can “cash out” to bank their earnings to a permanent bank, and 
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move on to the next balloon. The total number of pumps minus pumps for exploded 
balloons was calculated. 
2.4.3 Neuropsychological measures 
The Wisconsin Card Sorting Test – 64 card version (WCST-64; Heaton, Chelune, 
Talley, Kay, & Curtiss, 1993) was used to measure set shifting and problem solving. The 
total number of errors (WCST total errors) on the task was used. The Stroop Test 
provided a measure of response inhibition (Trenerry, Crosson, DeBoe, & Leber, 1989). 
The interference score (Stroop interference) was used. The Symbol Digit Modalities Test 
(SDMT; Smith, 1982) provided a measurement of complex scanning and working 
memory. The total number of correct responses (SDMT total correct) was used. The 
Attention Network Task (ANT; Fan, McCandliss, Sommer, Raz, & Posner, 2001) is a 
computerized task that measures alerting, orienting, and executive control (conflict) 
aspects of attention. Executive control raw scores measured in milliseconds (ANT 
conflict) were used. 
2.4.4 Simulated driving 
The present study used the current version of a Virtual Reality Driving Simulator 
(VRDS) as developed by Digital Media Works, Inc. The VRDS was designed to be a 
clinically accessible simulator, and as such it relies on commercially available software 
and hardware and does not require specialized training or large space. The simulator uses 
real-world dynamics and a variety of pre-programmed driving scenarios. Driving input is 
provided via a commercially available steering column and foot pedals. Three monitors 
provide visual feedback to the participant. 
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Administration of the VRDS component of the present study took approximately 
1 hour and 15 minutes, and consistent of training, a baseline drive, and a risky driving 
task (RDT). Participants first completed a training drive in order to acclimate to the 
simulator and familiarize themselves with the controls. They then drove a baseline route 
that followed a similar route to the one they would take for the risky driving task. The 
RDT was administered immediately after all other driving components. The virtual 
environment used in the baseline and risky driving task consists of five different types of 
driving environments: a rural road, a divided highway, a commercial area, a residential 
area and a school zone.  These zones were specifically selected from clinical driving 
specialists in an attempt to capture real life driving situations. Within each zone, 
challenging driving situations appeared along the route and create other opportunities for 
risky driving behavior that are similar to those that might be experienced during real-life 
driving. For example, in a school zone, a bus unloads pupils, and in a residential zone, a 
boy chases a ball into the street. 
2.4.4.1 Baseline drive 
 The baseline drive took approximately 30 minutes and consisted of a drive 
through all five driving environments. The rural component of the baseline drive was 
slightly longer than that in the RDT, as it also served as a baseline for a component of the 
larger study. During the baseline route, the examiner was in the room with them and gave 
verbal directions for navigating through the virtual environment. Participants completed 
the baseline drive before the RDT so that they were familiar with the virtual environment 
and the route they would have to drive for the task, and to minimize the possibility of 
simulator sickness occurring while the examiner was out of the room for the RDT. They 
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were queried for symptoms of simulator sickness before and after the training and 
baseline driving components. 
2.4.4.2 Risky Driving Task 
The risky driving task (RDT) used both time pressure and challenging driving 
situations to create a scenario that mimicked what participants might experience in real-
world driving. The route that participants were instructed to follow should take 
approximately 12:30 minutes to complete if obeying the speed limit, coming to a 
complete stop at all stop signs, and avoiding hazards that appear along the route. 
Participants were told that their time and driving performance would be rewarded, 
receiving $10 if they complete the task with no driving errors and within 10 minutes, but 
with unspecified reductions in the reward if they got “caught” breaking the rules or 
driving poorly. They were instructed that they would receive $5 for good driving. As 
participants were navigating throughout the virtual environment without direction from 
the examiner, some minor navigation errors were expected. The following protocol for 
navigation errors was in place: participants were allowed to drive for 10 minutes, even if 
they were driving in the wrong direction. If they had not corrected their navigation error 
at 10 minutes, the examiner intervened to discontinue the task. The route and challenges 
are presented in Figure 3. 
For the administration of this task, participants were given the following 
instructions: “In this task you will have ten minutes to reach the McDonald’s, as shown 
on this timer [examiner points to timer]. If you park in front of the McDonald’s before 
the timer reaches zero, you will receive an additional $10. If you arrive after the timer 
reaches zero, you will receive $5. You should obey normal traffic conventions, such as 
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following the posted speed limit and driving safely, just as you would if you were driving 
in a normal car. You may lose a portion of your reward each time you break the rules, 
just like you would if you got a ticket; however, you will not know if you’ve been caught 
until you reach McDonald’s.  
I’ve outlined your route on this map and on this sheet [examiner presents both 
map and directions]. This driving environment is the same as the first one you drove 
through. Start here [examiner points to start on map] and driving through the rural, 
highway, residential, and school zones to reach McDonald’s on Center Street in the 
commercial zone [examiner points to finish on map]. You may spend as much time 
looking at the map and directions as you need to before you start driving. Once you are 
ready, start the car and press start on the timer. Remember, in order to receive the full 
$10 you must arrive within the time limit while obeying the rules of the road. For this 
task, I’ll be in the room next door. Once you’ve finished, put the car in park and open the 
door to let me know you’re done.” 
The map of the route participants will take is presented in Appendix A, and the 
sheet of directions they were given is presented in Appendix B. After the examiner reads 
the instructions to the participant, they answered any questions. When the participant 
indicated that he or she is did not have any questions, the examiner left the room. After 
the RDT was completed and the participant opened the door, the examiner asked the 
participant to complete a post-session questionnaire, and then debriefed the participant 
and answered any questions the participant had about the task. All participants received 
$5 once they had completed the task. 
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As the examiner was not in the simulator room with the participant, monitoring of 
the participant and manual recording of some behavioral observations occurred via a 
closed-circuit wireless surveillance system. The surveillance system allowed the 
examiner to observe the participant during the drive so that they could quickly address 
any technological problems that might occur. It also allowed the examiner to monitor the 
participant for any indications of simulator sickness, an uncommon side effect of 
exposure to virtual environments. Lastly, monitoring allowed the examiner to step in if 
the participant became lost in the virtual environment. The session was not recorded for 
future viewing. 
2.4.4.3 Driving outcome measures 
Driving outcomes were measured within several categories that have been found 
to distinguish driving behavior in young drivers from that of older drivers, and have been 
found to contribute to crash in young drivers. Driving behavior was subdivided into 
several different categories (Table 2). These categories are: 
• Basic driving behavior – Driving behaviors that involve basic control and 
management of the vehicle comprise the basic driving category. This category 
roughly corresponds to the operational level of Michon’s (1985, 1989) driving 
hierarchy. Behaviors falling in this category are: 
o Speed – A national study of crashes in which the driver was between 
15 and 19 years of age found that excess speed was a factor in 20.7% 
of crashes (Curry et al., 2010). Another study of crashes involving 
drivers aged 18-25 found that speed was a factor in 25.92% of crashes 
(Clarke et al., 2005). Finally, a study using an instrumented vehicle 
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found that drivers ages 18-25 drove at safe speeds (within 5 mph over 
the speed limit) 62% of the time, while middle aged (35-45 years) and 
older (65 years and older) drivers drove at safe speeds for 81% and 
90% of the time, respectively (Boyce & Geller, 2002). Maximum 
speed reached during each pre-determined road segment was 
calculated. 
o Lane management – Lane deviation serves as a measurement of 
variability in driving, where increased variability is related to greater 
risk of crash. It is often compromised as speed increases. Number of 
times the participant leaves the lane (also called “lane busts”) was 
calculated. 
o Stopping behavior – Clarke et al. (2005) found that running a red light 
contributed to .93% of crashes in young drivers. Stopping behavior 
(i.e., stopped at stop sign/light) was calculated. 
• Complex driving behavior – Driving behaviors that involve maneuvering within 
traffic and adjusting to meet changing demands od the driving environment 
comprise the complex driving category. This category roughly corresponds to the 
tactical and strategic levels of Michon’s (1985, 1989) driving hierarchy. 
Behaviors falling in this category are: 
o Challenge task behavior – Several challenges are present in the driving 
environment. For the task in which a boy follows a ball into the road, 
stopping behavior (i.e., stopped/did not stop) was calculated. For the 
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school bus unloading task, stopping behavior (i.e., stopped/did not stop) 
was used. 
o Risky overtakes – Clarke et al. (2005) found that risky overtakes 
contributed to a 1.98% of crashes in which a young driver was to blame. 
There is only one opportunity to overtake another vehicle in the virtual 
driving scenario. This behavior was measured using a dichotomous yes/no 
of whether the participant committed a risky overtake, defined as passing 
another vehicle at speeds of 10 miles above the speed limit or higher on 
the highway section. 
Data for both the baseline drive and RDT were exported using Windshield. 
Summary driving outcome variables were extracted using Excel macro programs and 
imported into IBM SPSS 20 for data analyses. Each driving measure was sampled from 
several pre-determined areas along the route for both the baseline drive and the RDT. 
Four road segments were chosen from which to take measurements of speed and lane 
management. The segments were chosen by location and segment characteristics, and 
consist of a straight highway segment, a curved highway segment, a straight residential 
segment, and a curved residential segment. Three stop signs and one stop light were 
chosen from locations throughout the route. These consistent of one rural stop sign, two 
residential stop signs, and one commercial stop light. Locations from which the driving 
measures were taken are presented in Figure 3. For ease of interpretation, road segments 
are numbered (1)-(4) in the order that participants encountered each segment along the 
route. Similarly, stop signs and lights are lettered (A)-(D), representing the ordered that 
they are encountered in the virtual environment.  
36 
An additional, global driving score was also calculated using the Miles checklist 
(Appendix C) to provide a summary measure of overall driving throughout the baseline 
drive and the RDT. The Miles checklist rates risky driving behaviors within each of the 
above categories to create a total score of driving behaviors through the driving 
environment. In the scale, the maximum number of points is awarded for the riskiest, 
least safe behavior. For example, maximum speed within five miles per hour of the speed 
limit in highway and residential sections is awarded zero points; participants gain points 
for additional miles above the speed limit. The number of possible points ranges from 0-
25, with 0 representing the safest behavior and 25 representing the riskiest, least safe 
behavior. Total Miles checklist scores for both the baseline drive and the RDT were 
calculated and used as outcome variables. 
2.4.5 Other measures 
 Simulator sickness was screened for using the Modified-Simulator Sickness 
Questionnaire (M-SSQ; Kennedy et al., 1993) and symptoms of simulator sickness were 
measured before and after driving. A post-session questionnaire, presented in Appendix 
D, was administered after the risky driving task to measure effort of participants during 
the risky driving task, and query how much they valued the $10 reward. The 
questionnaire also asked them to give a subjective appraisal of their driving performance 
during the task. 
2.5 Procedures 
 A diagram of study visit procedures is presented in Figure 4. Participants were 
recruited from a larger study of driving experience in teens and young adults in 
collaboration with Johns Hopkins University. The present study was approved as a 
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subcomponent of the larger study by the Drexel University Institutional Review Board, 
and therefore only one informed consent document was required. During consent, 
participants were informed that they had the opportunity to complete an additional 
driving task if they met certain criteria. Participants were told the task would take an 
additional 20 minutes and would be administered at the end of the simulated driving 
component. Participants who met criteria were offered the opportunity to participate at 
when they had finished the simulated driving portion of the larger study. All testing was 
conducted at Drexel University. 
Data collection for all study procedures, including those needed for both the 
present study and the larger study, took approximately three hours and fifteen minutes. 
The neuropsychological and decision making measures and background questionnaires 
took approximately two hours, and the driving component took approximately one hour 
and fifteen minutes, consisting of a 15-minute training drive, a 25-minute challenge 
drive, a 15-minute dual-task drive for the larger study, and the 20-minute RDT. After 
informed consent, participants completed the background questionnaire. Then they 
completed either the neuropsychological and decision making measures, or the simulated 
drive; these measures were counterbalanced. For the neuropsychological and decision 
making measures, participants completed the Stroop Test, followed by the WASI, 
SDMT, WCST-64, ANT and BART. For the simulated drive, the initial M-SSQ 
components were administered first. Participants then completed training, the baseline 
drive, and an additional simulated drive for the larger study. After finishing these driving 
components, participants were queried for symptoms of simulator sickness and complete 
the post-session questionnaire. Participants then completed the RDT at the end of all 
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simulated driving required for the larger study. Upon completion of the RDT, they were 
debriefed. Participants were compensated at the end of the session. 
2.5 Summary of modifications 
The overarching aim of the present study was to understand the relationship 
between risky decision making measures, executive functioning measures, and driving 
behavior on a simulated driving task, the Risky Driving Task (RDT). However, upon 
conducting statistical analyses it became clear that additional steps were required to meet 
this aim. First, an aim was added in order compare driving behavior in the RDT to a 
baseline drive, and therefore better understand the ways in which participants altered 
their driving during the task. Second, in the final sample recruited, age and driving 
experience were highly correlated (r = .79, p < .01). Therefore, the original second aim, 
which had proposed to look at the relationship between gender, age, and driving 
experience, was eliminated. 
Although a power analyses indicated that 76 participants were needed in order to 
achieve a medium effect size and power of 80%, only 49 participants completed testing 
in this study. The reduction in sample size occurred due to unforeseen difficulties in 
recruitment, as well as to deadlines associated with the funding agency of the larger 
study. 
2.6 Hypotheses and plan of analysis 
All analyses were performed with IBM SPSS 20.0. The aim of these analyses was first to 
determine whether participants changed their driving behaviors during the risky driving 
task, and second to determine whether performance on decision making and executive 
functioning measures predicts risky driving behavior during the RDT. 
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Aim 1: Demonstrate that the Risky Driving Task results in differences in driving 
behaviors associated with risky driving. 
This aim sought to compare driving behaviors during the risky driving task to 
those during the baseline drive. To understand whether there are global differences in 
driving behaviors across the two simulated drives, the Miles checklist score for each 
drive were compared. Then, to better understand the specific driving behaviors that 
differed between the two simulated drives, the same analyses were completed with each 
of the driving variables that contribute to the Miles checklist score. 
Hypothesis 1a: Participants will show significantly more risky driving behaviors in the 
RDT as compared to the baseline drive. It is hypothesized that global risky driving 
behavior, as measured by the Miles checklist, will be significantly lower for the Risky 
Driving Task than for the baseline drive. This hypothesis was examined using t-tests for 
repeated measures. 
Hypothesis 1b: It is hypothesized that participants will drive at significantly faster 
speeds, exhibit a significantly greater number of lane busts, that significantly more 
participants will complete a risky overtake, and that significantly more participants will 
fail to stop for the boy and ball, school bus, and stop signs during the Risky Driving Task 
than in the baseline drive. 
 This hypothesis examined the specific driving variables that contribute to the 
Miles checklist to determine whether driving behaviors differ between the groups. The 
continuous variables of maximum speed were examined using t-tests for repeated 
measures. Because lane busts often have a restricted range, lane busts for each section 
were dichotomized using the same criteria as in the Miles checklist.  Lane busts, risky 
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overtake, failure to stop for the boy and ball task, school bus task, and stop signs were 
examined using Chi-square test for independence. For models with expected cell values 
less than five, Fisher’s exact test was used. 
Aim 2: Examine contributing factors to driving behaviors associated with risky 
driving on the Risky Driving Task. 
This aim investigated the factors that contributed to driving behaviors on the 
RDT. Specifically, it examined the degree to which executive functioning and risky 
decision making measures predicted driving behaviors. As in the analyses above, models 
first examined whether performances on measures of executive functioning and decision 
making predict global risky driving behavior throughout the risky driving task, as 
measured using the Miles checklist. Then, analyses investigated whether performances on 
measures of executive functioning and decision making predicted specific driving 
behaviors that contribute to the Miles checklist score. Examining these variables 
independently allowed us to compare results of the present study to those of previous 
studies of risky driving behavior in young adults.  These studies have consistently found 
that speed is the mostly frequently occurring risky driving behaviors, thus it was expected 
that risk taking propensity would be a contributing factor to speed within the risky 
driving task. 
Hypothesis 1a: Performance on a measure of risky decision making will be the greatest 
predictor of global risky driving behavior as measured by the Miles checklist score, 
followed by performance on the executive functioning measures. 
This hypothesis was analyzed using three sets of linear multiple regression 
analyses. To control for participants’ differing appraisals of the worth of the $10 reward, 
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Pearson’s correlation between self-reported worth of the $10 reward and the Miles 
checklist score were examined, and reward worth was added as a covariate if a significant 
relationship exists. Preliminary regression analyses were run to analyze the relationship 
between risky decision making and the Miles checklist score with age and gender and, if 
indicated, reward worth entered as covariates. Miles checklist score was regressed on 
BART adjusted pumps. 
A second set of preliminary analyses was run to analyze that relationship between 
executive functioning and risky driving behavior, with age, gender and, if indicated, 
reward worth entered as covariates. It was hypothesized that poorer performance on 
measures of executive functioning would predict risky driving behaviors.  
If both of the two preliminary models yielded significant findings, a final, main 
set of analyses was conducted to compare the magnitude of the relationship between 
risky decision making and risky driving behavior to that of executive functioning and 
risky driving behavior. It was hypothesized that performance on the measure of risky 
decision making would be the greatest predictor of risky driving behavior. To examine 
this hypothesis, a final hierarchical multiple linear regression model was run. Covariates, 
executive functioning measures, and the BART measure were simultaneously regressed 
on the Miles checklist score, and effect size for each variable was calculated for each 
predictor variable. 
Hypothesis 1b: Performance on a measure of risky decision making will be the 
greatest predictor of risky driving behavior as measured by individual driving variables, 
followed by performance on the executive functioning measures. 
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The regression models used to examine this hypothesis will follow those 
described for Hypothesis 1a, but, instead, using the individual driving variables used to 
calculate the Miles checklist score as predictor variables. Binary logistic regressions were 
used for dichotomous outcome variables and linear regressions were used for continuous 
outcome variables. For logistic regressions, odds ratios for each model were calculated. 
For linear regressions, effect size for each variable was calculated for each predictor 
variable. Correlations between self-reported worth of the $10 reward and each of the 
driving variables were conducted, and reward worth was controlled for if any significant 
relationships exist. Pearson’s correlations were conducted for continuous driving 
variables, and point-biserial correlations were conducted for dichotomous variables. 
3. RESULTS 
3.1 Analytical strategy 
All analyses were performed in IBM SPSS Statistics 20.0. Analyses in the current 
study include descriptive analyses, comparison of repeated measures means, and linear 
and logistic regressions. For measures of executive functioning and decision making, raw 
scores were used rather than demographically corrected scores, as prior literature has 
shown that demographically corrected scores are less accurate than raw scores in 
predicting performance in real-world activities with absolute cognitive demands, such as 
driving (Barrash et al., 2010; Silverberg & Millis, 2009).  Descriptive analyses were 
performed for demographic variables, executive functioning and decision making 
variables, the post-session questionnaire, and RDT and baseline driving variables. The 
distribution for each variable was tested for skewness and kurtosis, and several violations 
were found. SDMT total correct, WCST total errors, ANT conflict and BART adjusted 
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pumps were transformed using square root transformations, which resulted in normal 
distributions. Histograms and skewness and kurtosis statistics for continuous driving 
variables indicated that all of the RDT maximum speed variables and all maximum speed 
variables in the baseline drive except for the straight residential section were not 
normally distributed. For these variables, both square root and logarithmic 
transformations were attempted, but the variables remained non-normally distributed. 
Therefore, the untransformed values for these variables will be used for all analyses. All 
continuous variables were examined for univariate outliers, and several extreme outliers 
(±3 SD) were found in the RDT driving variables. Where appropriate, analyses were re-
run with outliers excluded, and differences are reported. Non-directional hypotheses were 
tested using two-tailed tests. Due to the exploratory nature of these analyses, no 
corrections to alpha were used, and the criterion for statistical significance was set at p < 
.05. 
3.2 Recruitment 
Participants were recruited from a larger study on cognition and driving in teens 
and young adults. Of 71 possible participants from the larger study, 60 participants met 
inclusion and exclusion criteria. Of the individuals not meeting criteria, five were less 
than 18 years of age, four had a current diagnosis of ADHD, and two had a current 
diagnosis of epilepsy. Eleven participants met inclusion and exclusion criteria but 
declined to participate. Forty-nine participants completed the study protocol. 
3.3 Missing data 
Forty-nine participants attempted the RDT; however five participants were 
excluded from further analyses. Of these five, three made navigation errors that resulted 
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in early termination of the RDT and two participants’ data were lost due to technological 
errors with the driving simulator. Behavioral observations made during the drive were 
still available for these two participants. Those for whom complete data was not available 
(n = 5) did not significantly differ from those for whom complete data was available (n = 
44) on age, years of education, years of driving experience, Stroop interference, SDMT 
total correct, WCST total errors, or ANT conflict scores. They had significantly fewer 
BART adjusted pumps (M = 491.00, SD = 272.62) than those who were included (M = 
668.61, SD = 173.63; t(47) = -2.04, p < .05). Further analysis of participants who made 
navigation errors during the RDT will be presented below. 
Of the 44 participants for whom complete RDT data was available, complete 
baseline drive data were not available for six participants. Therefore, baseline Miles 
checklist scores are only calculated for a subgroup (n = 38) of those who completed the 
RDT. Four participants’ data was completely lost due to technological error, one 
participant’s data was partially lost due to technological error, and one participant 
terminated the baseline drive early due to vestibular complaints but was able to complete 
the RDT after a short break. Those for whom complete baseline data was not available (n 
= 6) did not significantly differ from those with complete baseline drive data (n = 38) on 
age, years of education, years of driving experience, Stroop interference, SDMT total 
correct, WCST total errors, ANT conflict scores, or BART adjusted pumps. 
Finally, one participant was an extreme outlier in the majority of driving 
variables, and therefore was excluded from all analyses conducted for Aims 1 and 2. Two 
participants’ WCST data could not be scored due to examiner error. 
3.3 Characteristics of the sample 
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The sample (N = 49) was roughly split between males (n = 26) and females (n = 
23). Participants’ mean age was 20.14 years (SD = 1.99) and mean education was 13.82 
years (SD = 1.51). The sample was 69.4% Caucasian (n = 34), 8.2% black (n = 4), 18.4% 
Asian (n = 9), and 4.1% Hispanic (n = 2). Participants from high SES families accounted 
for the majority of the sample (65.3%, n = 32), while 32.7% were from moderate SES 
families (n = 16), and 2.0% were from low SES families (n = 1). The majority of the 
sample was full-time students (93.9%, n = 46). Twenty-three participants (47.0%) were 
employed part time or full time. Five participants worked full-time (40 hours per week). 
Of the 18 participants who worked part-time, mean number of hours worked per week 
was 12.82 (SD = 6.52, range [4.00-24.00]). 
All participants were current licensed drivers with at least one year and 100 hours 
of driving experience, as required by inclusion criteria. Mean driving experience was 
3.27 years (SD = 1.77). A subset of participants reported driving less due to not having a 
car while at college (32.7%; n = 16). All participants whose licenses stipulated that they 
drive with corrected vision were wearing prescribed glasses or contacts on the day of 
testing. No participants had a history of license suspension, and none used adaptive 
equipment to drive. 
3.4 Decision making and executive functioning measures 
 Mean number of BART adjusted pumps was 650.49 (SD = 190.13, range [87.00-
902.00]). Mean Stroop interference score was 5.19 (SD = 8.27, range [-11.90-23.34]). 
Mean SDMT total correct score was 58.22 (SD = 9.89, range [39.00-86.00]). Mean 
WCST total errors score was 12.67 (SD = 6.35, range [5.00-29.00]). Mean ANT conflict 
score was 121.85 ms (SD = 65.66, range [56.61-408.41]). 
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3.5 Risky Driving Task 
3.5.1 Task completion 
Of 49 participants who attempted the RDT, 46 (93.4%) successfully completed 
the task. Mean time to complete the RDT was 817.87 seconds (SD = 160.21, range 
[652.00-1717.00]). One extreme outlier (±3 SD) was found; when this participant was 
excluded, mean completion time was 797.89 seconds (SD = 86.42). At 10-minute mark, 
2.2% of participants were in the rural section (n = 1), 19.6% were in the highway section 
(n = 9), 56.5% were in the residential section (n = 26), 10.9% were in the school section 
(n = 5), and 10.9% were in the commercial section (n = 5). For comparison, a driver who 
follows the speed limit and comes to a complete stop at all stop signs should finish the 
route in 750 seconds, and would be in the residential section at the 10-minute mark. 
3.5.2 Navigation errors 
Some navigation errors during the RDT were expected. Participants committed 
errors ranging from very minor to major errors that resulted in termination of the task. To 
better understand the types of errors, they were classified into three categories: minor 
errors that were corrected in less than 1:00 of driving time (e.g., missing a turn and 
quickly turning around); major errors that were corrected in 1:00 or more of driving time 
(e.g., missing a turn and driving for several minutes before correcting the error); and 
major errors that resulted in discontinuation of the task. Of all participants (N = 49), 
38.8% made some kind of navigation error (n = 19). Minor errors were the most common 
(24.5%, n = 12), followed by major errors that were corrected (8.2%, n = 4). Major errors 
that resulted in task discontinuation were least common (6.1%, n = 3). All three 
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participants made the decision to stop the task independently of the examiner before 
10:00 and reported that they had become lost in the virtual environment. 
3.5.3 Post-session questionnaire 
Participants were administered a post-session questionnaire to obtain information 
about the worth of the $10 reward, their effort on the task, and their appraisal of own 
driving during the task. Mean rating of overall performance was 65.44 (SD = 18.63, range 
[0-90]). Participants rated themselves as quite effortful (M = 78.96, SD = 16.38, range 
[30-100]), and valued the $10 reward (M = 64.12, SD = 23.96, range [10-100]). Mean 
rating of obeying the rules of the road was 69.29 (SD = 18.61, range [20-100]). Mean 
rating of safe driving was 65.49 (SD = 19.63, range [10-100]). 
Aim 1: Demonstrate that the risky driving task results in differences in driving 
behaviors associated with risky driving. 
3.6 Hypothesis 1a 
T-tests for repeated measures were used to determine if there was a difference 
between baseline and RDT Miles checklist scores. As predicted, results showed that RDT 
Miles checklist scores (M = 6.97, SD = 3.81, range [1-16]) were significantly higher than 
baseline Miles checklist scores (M = 4.00, SD = 1.81, range [1-10]), t(36) = 5.17, p < .01, 
indicating compromised performance during the RDT as compared to baseline. 
3.7 Hypothesis 1b 
Individual risky driving variables that comprise the Miles checklist were further 
analyzed to determine which driving behaviors differed between the baseline drive and 
the RDT.  
3.7.1 Speed 
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Maximum speed variables for the four driving segments were examined using t-
tests for repeated measures. Results are presented in Table 3. Results indicated that 
participants drove at significantly higher speeds during the RDT than during the baseline 
drive in all segments but the straight highway section (1).  
3.7.2 Lane management 
Because the number of times participants drove outside of the lane had a 
restricted range, scoring criteria from the Miles checklist were used to dichotomize lane 
management variables. For straight road segments (1) and (3), participants were divided 
into those who had no lane busts, and those who had one. For curved segments (2) and 
(4), two or more lane busts was used as a cut point. For all models, some cells with 
expected counts less than five were found, so Fisher’s exact test was used to examine 
whether the number of lane busts in each section differed between the baseline drive and 
the RDT. Frequencies for all variables and results of Chi-square and Fisher’s exact tests 
are presented in Table 4. Results for the all sections did not reveal significant differences 
between lane busts for the two drives. 
3.7.3 Stopping and intersections 
Chi-square tests for independence and Fisher’s exact tests were used to examine 
whether the number of drivers who stopped at the three stop signs and one stop light 
differed between the RDT and baseline drive. Frequencies for all variables and results of 
Chi-square and Fisher’s exact tests are presented in Table 4. Fisher’s exact test showed 
that the distribution of stopping for the residential stop sign (B) in the baseline drive (n = 
13) and the RDT (n = 15) was significantly different (p = .034. Results for rural stop sign 
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(A), residential stop sign (C), and commercial stop light (D) did not show significant 
differences between baseline and RDT stopping behaviors. 
3.7.4 Complex driving 
Three complex driving variables were examined: the boy and ball scenario, the 
school bus scenario, and overtake of the truck. Frequencies for all variables and results of 
Chi-square and Fisher’s exact tests are presented in Table 4. In both the boy and ball task 
and the school bus task, the number of participants who did not stop was not significantly 
different for the two tasks. In the truck task, the number of participants who overtook the 
truck in the RDT was not significantly different from the number who overtook the truck 
during the baseline task. Of note, during the baseline drive, participants are instructed to 
follow the truck, while no such instructions are given in the RDT. In both drives, 
participants had to drive at speeds greater than 10 mph above the speed limit in order to 
pass the truck. 
Aim 2: Examine contributing factors to driving behaviors associated with risky 
driving on the risky driving task. 
For linear regression models, assumptions of regression were examined for all 
models. The assumption of homoscedasticity was examined using visual inspection of the 
scatterplot of the standardized residuals. If this plot seemed to violate the assumption, 
Levene’s Test for Equality of Variances was used to examine the variance of the standard 
error for all predictor variables. The assumption of normal distribution of error variance 
was evaluated through visual inspection of histograms of the residuals and normal 
probability plots, and skewness and kurtosis statistics of standard errors. Models were 
examined for multicollinearity using correlation matrices of all variables, as well as with 
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tolerance and VIF. For all models, violations of assumptions and any resulting alterations 
to models or statistical methods are noted. DFBETA values for each predictor variable 
were used to detect multivariate outliers, which were then removed and analyses were re-
run. Age and gender were controlled for in all models. 
For all logistic regression models, assumptions of logistic regression were 
evaluated for all models. Age and gender were controlled for in all but two of the models; 
changes to the models are noted below. 
3.8 Hypothesis 1a 
Descriptive statistics for neuropsychological, decision making measures, and 
driving measures are presented in Table 5. Pearson’s correlations indicated that the worth 
of the $10 reward as measured by the post-session questionnaire and Miles checklist 
score were not correlated, and so reward worth was not controlled for in these analyses.  
This hypothesis was addressed with a series of linear regression models. Results 
are presented in Table 6. In the first model, the RDT Miles score was regressed on BART 
adjusted pumps, controlling for age and gender. In the second model, RDT Miles scores 
was regressed on WCST total errors, Stroop interference, ANT conflict, and SDMT total 
correct, controlling for age and gender. In both analyses, no significant relationships 
between the predictor variables and RDT Miles checklist scores were observed. Because 
both preliminary analyses yielded non-significant results, the final regression model was 
not run. Contrary to predictions, neither decision making nor executive functioning 
measures predicted RDT Miles checklist score.  
3.9 Hypothesis 1b 
3.9.1 Speed 
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Pearson’s correlations indicated that worth of the $10 reward from the post-
session questionnaire and Miles checklist score were not correlated, and so reward worth 
was not controlled for in these analyses. 
Linear regression models were used to evaluate the relationship between risky 
decision making, executive functioning and maximum speed. Violations of the 
assumption of normally distributed error variance were observed in models for straight 
highway, curved highway, and straight residential models. All models were re-run with 
log-transformed dependent variables, as recommended by Fox (1991). However, the 
assumption was still violated. As least squares is thought to be robust to the violation of 
this assumption, original models are reported. One model for the straight residential 
section violated the assumption of heteroscedasticity. For this model, bootstrapping was 
used to generate standard errors, a technique which is more robust to violations of this 
assumption in small samples (Field, 2013). 
In straight highway section (1), curved highway section (2), and straight 
residential section (3), when maximum speed was regressed on BART adjusted pumps, 
no significant relationships were found between BART scores and speed in each section. 
Similarly, when maximum speed was regressed on WCST total errors, Stroop 
interference, ANT conflict, and SDMT total correct, while controlling for age and gender, 
no significant relationships were found. The third regression model was not run because 
these preliminary models were not significant. Results for all regression models are 
presented in Tables 7-9. 
When maximum speed in the curved residential section (4) was regressed on 
BART adjusted pumps, there was a significant, positive relationship between maximum 
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speed and BART adjusted pumps, (b = 0.59, ! = 0.37, SE = 0.23, t = 2.53, p = .02).  This 
model accounted for 19.9% of the variance of maximum speed in the section, and BART 
adjusted pumps accounted for 14.2% of the model variance, or a medium effect size (f2 = 
.17). When maximum speed was regressed on WCST total errors, Stroop interference, 
ANT conflict, and SDMT total correct, no significant relationships were found. The third 
model was not run because these preliminary models were not significant. Results are 
presented in Table 10. 
Taken together, these results give some support to the hypothesis that greater 
risky decision making, as measured by the BART, will predict greater speeds. However, 
as none of the executive functioning measures predicted maximum speed, the amount of 
variance accounted for by these measures as compared to the BART was not evaluated. 
3.9.2 Lane management 
Results for all road segments are presented in Tables 11-14. Of note, in the curved 
residential section (4), the lane busts variable was changed slightly because no 
participants had more than two lane busts. Instead, participants were dichotmozed based 
on whether they had one (n = 39) or two lane busts (n = 5). 
To examine how much variance in lane management was explained by risky 
decision making, Lane buses were regressed on BART adjusted pumps using forced entry 
logistic regression. For all four road segments, straight highway (1), curved highway (2), 
straight residential (3), and curved residential (4), there were no significant relationships 
between BART adjusted pumps and lane busts. In the second model, lane busts were 
regressed on WCST total errors, Stroop interference, ANT conflict, and SDMT total 
correct using forced entry logistic regression for all four road segments. Similarly, there 
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were no significant relationships between the predictor variables and lane busts. The third 
regression models were not run because preliminary models were not significant. 
3.9.3 Stopping and intersections 
Point biserial correlations revealed that the worth of the $10 reward from the post-
session questionnaire was significantly, negatively correlated with stopping at residential 
stop (C) (r = -.41, p = .01), and, therefore, it was included as a covariate in these 
analyses. Results showed that, when stopping at residential stop (C) was regressed on 
BART adjusted pumps, worth of the reward was a significant predictor of stopping 
behavior, b = -0.04, SE = .02, p = .02, Wald = 5.75. The odds of stopping for those who 
gave a lower score for worth of the reward were about three times higher than for those 
who gave a higher score. When stopping was regressed on WCST total errors, Stroop 
interference, ANT conflict, and SDMT total correct, reward worth was a significant 
predictor of stopping behavior, b = -0.06, SE = .02, p = .02, Wald = 5.67. The odds of 
stopping for those who gave a lower score for worth of the reward were almost 
equivalent to those who gave a higher score. Results of these analyses are presented in 
Table 17. 
Gender and age were entered as covariates in all models. Results showed that, 
when stopping at the rural stop sign (A) was regressed on BART adjusted pumps, gender 
was a significant predictor of stopping, b = -1.48, SE = .74, p < .05, Wald = 3.98. Odds 
ratios indicated that a male participant is almost twice as likely as a female participant to 
stop at the rural stop sign (OR = 1.81). When WCST total errors, Stroop interference, 
ANT conflict, and SDMT total correct were regressed on stopping at rural stop sign (A), 
gender was a significant predictor of stopping, b = -1.61, SE = .76, p = 0.03, Wald = 4.51. 
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Odds ratios indicated that a male participant is more than twice as likely as a female 
participant to stop at the rural stop sign (OR = 2.11; see Table 15). 
To examine how much variance in stopping behavior was explained by risky 
decision making, stopping was regressed on BART adjusted pumps using forced entry 
logistic regression. Results are presented in Tables 15-17. For rural stop sign (A), 
residential stop sign (B), and residential stop sign (C), the relationship between BART 
adjusted pumps and stopping was not significant. Models for commercial stop light (D) 
were not evaluated due to the small number of participants who did not stop at the stop 
light. When stopping was regressed on WCST total errors, Stroop interference, ANT 
conflict, and SDMT total correct, there were no significant relationships between 
stopping and the predictor variables. The third regression models were not run because 
these preliminary models were not significant. 
3.9.4 Complex driving 
Results for complex driving analyses are presented in Tables 18 and 19. Logistic 
regression models for the bus stop task could not be performed because the small number 
of participant who did not stop for the bus (n = 2) created a large number of zero cells in 
the models. Models for the boy and ball task were altered slightly because the distribution 
of gender and stopping data was such that gender could not be covaried in the model. 
Thus, gender was removed from the model and analyzed separately with stopping data 
using a Chi-square test for independence. Results showed that the distribution of stopping 
on the task was different for males and females, !2 (1, N = 43) = 12.44, p < .01. 
Inspection of the standardized residuals using ± 1.96 as a cutoff indicated that the number 
of female participants who did not stop (n = 0) was significantly fewer than expected, and 
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that the number of male participants who did not stop (n = 10) was significantly greater 
than expected. Of those who stopped, both the number of female participants (n = 22) and 
the number of male participants (n = 12) did not differ significantly from expected 
values. 
Logistic regression models were then completed as planned, with gender removed 
and age controlled for in all models. Results are presented in Table 18. When stopping 
for the boy was regressed on BART adjusted pumps, no significant relationships were 
found. When stopping for the boy was regressed on WCST total errors, Stroop 
interference, ANT conflict, and SDMT total correct, no significant relationships were 
found. The third regression model was not run because these preliminary models were 
not significant. 
When risky overtake of the truck was regressed on BART was regressed, no 
signficant relationships were found. When risky overtake was regressed on WCST total 
errors, Stroop interference, ANT conflict, and SDMT total correct, there were no 
significant relationships between risky overake and the predictor variables. The third 
regression model was not run because these preliminary models were not significant. 
Results of these analyses are presented in Table 19. 
4. DISCUSSION 
4.1 Summary and interpretation of results 
The present study sought to better understand the underlying mechanisms of risky 
driving behavior in young adults, and to develop a simulated driving task that would 
mimic real-world conditions under which risky driving behavior might occur. Specific 
aims included first comparing driving behaviors on the Risky Driving Task to those in a 
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baseline simulated drive. Previous studies of driving in young adults have focused on 
crash risk; however, the majority of driving errors do not lead to crash (Maycock, 1997). 
Use of a driving simulator allows in situ measurement of driving behaviors, permitting 
for study of a broader range of behaviors than those that lead to crash. In addition, as the 
present study sought to create a more challenging and ecologically valid driving task 
using the driving simulator, examining the change in driving behavior from a baseline, 
examiner-monitored simulated drive and the unmonitored, faster-paced RDT was one of 
the primary aims of the study. 
As anticipated, the findings showed that participants changed their driving 
behavior from the baseline drive to the RDT. A global measure of risky driving behavior, 
the Miles checklist, was significantly lower in the RDT than in the baseline drive, 
representing riskier driving during the RDT. More specifically, participants drove at 
faster average speed in three of the four driving segments, and completed fewer stops in 
at a residential stop sign. Lane management and stopping for the boy and for the bus did 
not change significantly from the baseline drive to the RDT. This pattern of results 
partially supported specific predictions. Overall, driving was riskier: driver’s speeds were 
faster and they came to fewer complete stops. Additionally, the domains in which 
differences were found are those which have been found previously to comprise a subset 
of risky driving behaviors that both lead to crash and differentiate young adult drivers 
from their older counterparts (Boyce & Geller, 2002; Clarke et al., 2005; Curry et al., 
2010). 
The second specific aim of the present study was to investigate the relationship 
between risky decision making measures, executive functioning measures, and driving 
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behavior. Although many factors have been hypothesized to contribute to the continued 
increased crash risk in young adults ages 18-24, we theorized that increased risk taking 
propensity throughout this period might be an important factor in perpetuating high crash 
rates in this age group. In contrast, adolescents perform comparably to young adults on 
measures of executive functioning by the late teens (Conklin et al., 2007; Luciana et al., 
2005; Luna et al., 2004). Studies of young adults with ADHD have shown some 
relationships between inhibition and interference control and driving behaviors (Barkley 
& Cox, 2007; Barkley, Murphy, DuPaul, & Bush, 2002); however, there are few studies 
of executive functioning and driving outside of this clinical group. The one study that has 
examined executive functioning and simulated driving in young adults found that a 
“working memory” factor was related to lane management in a simulated driving task 
(Mantyla, Karlsson, & Marklund 2009). However, while we expected there might be 
some relationships between executive functions and risky driving behaviors during the 
RDT, we theorized that risk taking propensity, as measured using a behavioral measure 
of risky decision making, would account for the largest amount of variance in risky 
driving behaviors. 
Results provided some partial support for the relationship between risk taking 
propensity and risky driving behaviors. No relationship was found between a global 
measure of risky driving throughout the task and risky decision making and executive 
functioning measures. In one section, a relationship was found between higher maximum 
speed and greater risky decision making. Results from other models did not find 
significant relationships between specific driving behaviors in the RDT and either risky 
decision making or executive functioning measures. Overall, results from analyses in the 
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second aim give some indication that risky decision making might be one contributor to 
risky driving behavior in young adults. However, measures of executive functioning were 
not significant predictors of driving performance. The lack of significant findings for 
most models indicate that other explanations for risky driving behavior must be further 
investigated. 
4.2 Measurement of risky driving behaviors in the Risky Driving Task 
 In light of the results, some considerations must be given to the variables chosen 
to represent risky driving behavior from the RDT. Results showed that, when compared 
to the baseline drive, participants significantly changed the speed at which they drove and 
their stopping behavior; however, their lane management and risky overtakes did not 
differ between the two drives. These findings suggest that not all driving behaviors are 
equally likely to be compromised in the face of a manipulation like the RDT. In addition, 
we examined a range of driving behaviors that were represented by literature to be 
representative of risky driving behaviors. However, within the driving simulator a huge 
amount of data is generated, and most of the categories of behaviors we examined 
generate multiple variables. Using continuous variables to represent behaviors of interest 
might capture more information than dichotomous variables. For example, we examined 
lane management using a count of lane busts; however, this variable might be better 
investigated by examined lane position, a continuous variable. Secondly, measures of 
variability within the driving environment  (e.g., standard deviation of speed or lane 
deviation) might also have captured more information about participants’ risky driving 
behaviors. 
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No relationship was found between a global measure of risky driving, the Miles 
checklist, in the RDT and risky decision making or executive functioning measures. As 
the Miles checklist was comprised of variables representing several different driving 
behaviors, it might have included some variables that are less likely to be compromised 
in “risky” driving (e.g., stopping behavior). Variables in the Miles checklist that were not 
naturally categorical were converted to categorical variables to create a scoring system, 
and conversion of these variables might have lost important information. Still, when the 
individual variables that comprised the Miles checklist were analyzed separately, only 
speed in one segment was related to risky decision making. 
Additionally, the RDT may be best conceptualized as one continuous task, rather 
than several disparate samples of driving behavior. When specific road segments and stop 
signs were chosen for analysis, we considered the possibility that participants might alter 
their driving behavior in different ways as they continued on the task and became more 
pressured. This hypothesis offers one possible explanation as to why the BART was 
predictive of maximum speed in only the last of the four sections: this residential section 
is close to the location of many participants as the reached the 10 minute time limit. In 
order to explore this hypothesis, we computed Pearson’s correlations between BART 
adjusted pumps and both mean speed and maximum speed for all available section on the 
route, and then plotted the correlation coefficients in the order in which participants drove 
through the virtual environment (Figure 5). This graph shows that as participants exit the 
highway section and enter the residential section, BART and speed change from negative, 
small correlation coefficients to positive, small-to-medium correlations. Thus, further 
examination of residential and commercial sections that immediately precede 
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participants’ position at the 10-minute mark might yield significant results with regards to 
the relationship between risky decision making and speed. 
4.3 Risky Driving Task and behavioral manipulations in simulated driving 
The present study sought to develop a task with elements of risky and reward that 
would produce risky driving behaviors similar to those that participants might experience 
in their everyday lives. There is some precedent for using behavioral manipulations with 
rewards and punishments in driving simulators. Jongen and colleagues (2011) asked two 
groups of young adults drivers, teens aged 17-19 and young adults aged 20-24, to 
complete a simulated driving route as they would normally drive, and then with a 
manipulation similar to that used in the RDT. They instructed participants that they 
would receive a monetary award for driving the route as fast as possible, but for every 
collision and traffic violation, with the exception of speeding, a penalty time would be 
imposed. The researchers found that speed and red-light running differed in the reward 
condition. These results echo those of the present study, although it should be noted that 
they did not impose a penalty for speeding, while the instructions of the RDT specifically 
cite speed limit as one of the “rules of the road” that participants will lose money for 
breaking.  
Reimer and colleagues (2006) also used a driving manipulation, and compared 
driving simulator data with self-reported driving behaviors in order to validate their task. 
In this study, the manipulation was carried out in order increase ecological validity by 
increasing the element of risk in the simulated driving paradigm. Participants were 
instructed that they had 45 minutes to complete a route, and that $1 would be deducted 
from a $20 bonus for each minute they were late. However, they were told that they 
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would be penalized $5 for each crash and $1 for each traffic ticket from an additional $20 
bonus. The researchers found evidence for convergent validity between the simulator and 
self-reported driving behaviors in the areas of lane weaving, speeding, pausing but failing 
to stop at a stop sign, and simulator crash/accident history. They concluded that driving 
data collected using a behavioral manipulation is a valid method of measurement of these 
driving domains. 
Taken together, these studies establish a small research base for the type of 
manipulation used in the RDT. Despite some fundamental differences in the 
manipulations, results from the present study mimicked those found by Jongen et al. 
(2011), particularly with regards to an increase in speed as a risky driving behavior. 
Importantly, one of the criticisms that could be made regarding use of incentives in 
simulated driving is that they are rewarding risky behavior, without punishments similar 
to those present in the real world. However, the results of Reimer et al.’s (2006) study 
seem to give evidence to the contrary, showing that when drivers are incentivized to 
balance speed and safe driving in a simulated driving task, their behavior is related to 
similar behaviors in self-reported data of on-road driving history. 
In considering the RDT in contrast to these other tasks, the RDT offer several 
advantages over these other tasks. First, the aim of the RDT was to create a manipulation 
in which participants must choose which driving behaviors, if any, they will compromise 
in order to reach the end of the task within the allotted time. Second, the time allowed to 
finish the RDT is deliberately set at less than the time it will safely drive the entire route, 
so that participants are pushed to compromise their driving behaviors. Finally, within the 
design of the present study, the RDT was completed after participants had been driving 
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for about 50 minutes and were therefore acclimated to the virtual environment and the 
vehicle controls. This additional time removes some of the variability in driving behavior 
that might be accounted for by unfamiliarity with the simulator or the virtual 
environment. 
4.3 Executive functioning and risky decision making 
The present study did not find that any executive functioning measures were 
predictive of risky driving behavior. This result may be, in part, due to the small and 
restricted number of executive functioning measures used, and a more extensive battery 
of neurocognitive measures might allow for better measurement of the constructs of 
interest. In addition, the relationships between executive functioning and risky decision 
making measures may be more complex than conceptualized in the present study. 
Specifically, from a developmental perspective, risk taking behaviors seen in adolescence 
and early adulthood seem to be a result of both cognitive and affective influences that 
interact throughout the decision making process. 
Although the literature on this topic is complex, Ernst, Pine, & Hardin (2006) 
have proposed a triadic model based in cognitive neuroscience that models the brain 
structures involved in adolescent and adult motivational processes. Within this model, 
three systems can be distinguished: approach (reward-driven); avoidant (harm-avoidant); 
and regulatory. Each system is underpinned by separate brain structures: ventral striatum 
circuits, particularly the nucleus accumbens, are responsible for approach behavior; the 
amygdala is responsible for avoidant behavior; and the medial and ventral prefrontal 
cortex serves a regulatory function. Broadly, this conceptual model suggests that high 
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levels of approach or avoidance, when not appropriately moderated by the prefrontal 
regulatory system, can lead to higher risk-taking behavior. 
Translating this neurobiological model into behavioral measures that are reliant 
on the respective neuroanatomical and neurochemical systems is challenging. Measures 
that rely on prefrontal cortex functioning are the best understood, and are typically 
conceptualized as working memory and inhibitory control tasks (Ernst et al., 2006). 
Flanker tasks, such as the Attention Network Task used in the present study, in which 
participants must make a judgment about congruence or incongruence of a stimulus to a 
target, are often used to measure inhibitory control, as are go-no-go tasks, in which 
participants are told to respond (i.e., click the mouse) to all stimuli except for one when 
they are presented serially on computer screen (Ernst et al., 2006; Patrick, Blair, Maggs, 
2008). Within the present study, the Stroop Color Word Test also provides a measure of 
response inhibition. However, the present study did not include measures of working 
memory. Although we used the SDMT, this test is most commonly conceptualized as a 
measure of processing speed and is designed to be sensitive to neurologically impaired 
populations (Smith, 1982). A measure such as the n-back task would serve as a more 
specific measure of working memory in future studies. 
Within the literature, a wide variety of self-report questionnaires and tasks could 
be conceptualized as measuring approach/reward and avoidance/withdrawal. 
Reinforcement sensitivity has been used to provide a measure of approach and avoidance 
constructs (Carver & White, 1994; Gray, 1987; Patrick et al., 2008). Reinforcement 
sensitivity holds that sensitivity to and desire for rewarding situations and avoidance of 
punishment are two distinct, measurable personality constructs. A similar construct, 
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sensation seeking, or the degree to which individuals are drawn to stimulating activities 
and the positive affect associated with these activities, is another such construct that has 
been associated with risk behaviors, including risky driving (Dunlop & Romer, 2010; 
Jonah, 1997; Schwebel, Severson, Ball, & Rizzo, 2006). Additionally, behavioral 
measures of risk taking, such as the BART and the Iowa Gambling Task (IGT), have 
been used to measure reward systems. Although both measures are often conceptualized 
as measures of emotional or affective decision making, the BART was designed to be a 
measure of risk taking propensity that predicts real world decision making, while the IGT 
was not (Aklin et al., 2005; Lejuez et al., 2003; Skeel et al., 2005). In contrast, the IGT 
may be a better measure for understanding the role of approach and avoidance systems 
from a neurobiological perspective due to its sensitivity to unconscious somatic cues 
involved in decision making processes, and its reliance on ventromedial prefrontal cortex 
processing (Bechara et al., 1994, 1997). However, as expected due to its complexity, 
some researchers have found that IGT performance also relies on working memory and 
cognitive control processes (Busemeyer & Stout, 2002). 
Finally, the relationships between these neurobiological systems are complex, 
and, as is suggested by Ernst et al.’s conceptual model, may include interactions. For 
example, Patrick and colleagues (2008) found that in female college students, higher 
working memory scores on an n-back task predicted risk behaviors of alcohol use, drug 
use, and delinquency in those with higher approach/reward sensitivity. The researchers 
theorized that greater approach/reward sensitivity in combination with increased 
executive functioning might increase risk behaviors, because these individuals construe 
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the risks associated with these behaviors as positive, and are better able to handle or 
avoid negative consequences. 
Taken together, this research provides several recommendations for the present 
study from a risk-taking perspective. First, the limited battery of executive functioning 
measures, specifically with regards to working memory and response inhibition, might 
have restricted our ability to find relationships between EF and risk taking behaviors on 
the RDT. Second, better measurement of approach and avoidance networks through both 
behavioral tasks and self-report questionnaires might have aided our ability to predict 
specific risk taking behaviors. Finally, considering the interactions of EF, approach, and 
avoidance in contributing to risk taking behaviors rather than conceptualizing them as 
independent predictors is a necessity for further research. 
4.4 Personality and risky driving behaviors in young adults 
Sensation seeking and impulsivity have consistently been found to contribute to 
risky driving behaviors, and are often conceptualized as personality measures (Arnett, 
1990, 1996; Dahlen et al., 2005; Jonah, 1997; Machin & Sankey, 2008; Schwebel et al., 
2008; Zuckerman, 2008). Research supports both direct relationships between personality 
and risky driving behaviors, as well as indirect relationships through perception of the 
amount of risk in different driving behaviors (i.e., risk perception; Constantinou et al., 
2011; Harbeck & Glendon, 2013; Ulleburg & Rundmo, 2003). The construct of approach 
sensitivity has also been applied to risky driving behaviors, revealing that higher scores 
on self-reported approach/reward sensitivity was both directly and indirectly (through 
risk perception) related to increased engagement in risky driving (Carver & White, 1994; 
Gray, 1987; Harbeck & Glendon, 2013). However, researchers did not find either direct 
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or indirect relationships between self-reported avoidance/withdrawal constructs and 
decreased risky driving behaviors. Thus, when considered together with the evidence 
from the preceding section on the contributions of neuroscience to our understanding of 
risk taking behavior, these results give convincing evidence that measurement of these 
aspects of personality are integral to understanding risky driving behaviors in young 
adults. 
4.5 Gender and risky driving behaviors in young adults 
Although we did not aim to investigate the relationships between gender and risky 
driving behavior in the RDT, gender was entered as covariates in our analyses. These 
variables were not conceptualized as predictor variables, but in light of some significant 
findings, a discussion of their contributions is warranted. The odds of a male participant 
stopping was almost twice that for a female participant. In contrast, all participants who 
did not stop for the boy and ball were male.  
U.S. driving statistics show that the fatality rate for male drivers is more than 
triple that more female drives, and male drivers in fatal accidents are more likely to have 
been speeding than female drivers (NHTSA, 2007; 2009). Interestingly, “high-risk” 
driver subtypes identified in studies of personality, risk perception, and driving behavior 
are often predominately male, although this does not hold in all studies. For example, 
Ulleburg (2002) used personality measures, self-reported driving anger, and self-reported 
driving behaviors to identify six groups of drivers. Of the two high-risk groups identified, 
one group, comprised of “thrill seekers” who were “irresponsible, non conforming, and 
egoistic” (p. 286) were 80.9% male, while the other, described as “easily frustrated and 
irritated” and who had high levels of anxiety and aggression, was 59.0% female. In 
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contrast, Ludici and colleagues (2011) repeated Ulleburg’s methods, with the addition of 
a measure of locus of control, and found three groups of drivers. In this sample, the 
“risky” group was comprised of 75.4% males. One interpretation of our results might be 
that the gender difference seen at the rural stop sign, which is the first stop sign in the 
RDT, is reflective of an anxious response to the task. In contrast, the gender difference 
seen in the boy and ball task, which occurs in the residential section close to the location 
of many participants as the reached the 10-minute cutoff, might be more reflective of risk 
taking behavior. 
4.6 Limitations 
 As previously discussed, a primary limitation of the present study was the small 
number of neurocognitive measures used. Specifically, as mentioned in a previous 
section, use of a measure of working memory should have been included in the study. 
Moreover, use of multiple measures for each cognitive domain of interest would have 
provided additional data to ensure that we are measuring the construct, and therefore 
allow us to make more definitive claims about the relationships between risky driving 
behaviors and these constructs. Without more thorough measurement, we are restricted to 
limiting our conclusions to only the measures taken.  
Based on other studies that have used behavioral manipulations in simulated 
driving, a few basic alterations to the rewards and punishments offered in the RDT might 
have made the balance between completion of the task and punishment for not obeying 
traffic rules clearer for participants. For example, participants were instructed that their 
reward would be reduced by an unspecified amount if the broke the rules. Specification 
of the amount to be lost, for completion time past 10 minutes, as in Reimer et al. (2006), 
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might have incentivized participants to continue to try to reach the end of the task as 
quickly as possible. Thus alteration would more closely mimic real-world driving 
situations. Additionally, future use of the RDT should incorporate questions into the post-
session questionnaire that would allow for a more thorough manipulation check. For 
example, questions about participants’ understanding of the task, and to what degree they 
tried to avoid getting penalized would yield information that would inform the task 
design and interpretation of driving measures gathered. 
Finally, the small sample size might have restricted power and increased chance of 
Type II error in the results. That is, there may be relationships between risky decision 
making, executive functioning, and driving that we were not able to detect due to the 
small sample size. Furthermore, statistical issues might have hindered our ability to find 
significant results. Specifically, several of the maximum speed variables were not 
normally distributed, even when transformed. Given the amount of data that the driving 
simulator yields, additional statistical methods such as time series analysis should be 
considered for future projects using this data set. 
4.7 Conclusion 
 Despite these limitations, the primary strength of the present study is the 
development of a new behavioral manipulation using a driving simulator, and the 
demonstration that this manipulation causes changes in driving behavior in a young adult 
sample. Comparison of the changes in behavior produced by the RDT to the literature 
shows that two of the domains in which these changes occurred, speed and risky 
overtake, are also areas commonly found in the literature to be compromised in young 
adults (Boyce & Geller, 2002, Clarke et al., 2005; Curry et al., 2010). These results 
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provide evidence for the utility of behavioral manipulations in future simulator studies of 
risky driving behavior. Future use of the RDT should continue to collect baseline data, as 
well as attempt to validate the RDT with self-reported data, similar to Reimer et al., 
(2006), and, ideally, on-road measurement of driving behavior. Taking additional steps to 
validate the task would allow us to establish its relationship to real-world driving 
behaviors, and determine to which degree it can be used as a tool to further investigate 
risky driving behaviors in healthy and clinical populations. 
 The present study only found limited evidence for a relationship between risk 
taking propensity and risky driving behaviors on the RDT. However, the conclusions that 
we can draw from these results are limited by our small sample size and therefore 
reduced power. Furthermore, analysis of driving behaviors immediately proximate to the 
10-minute mark on the RDT might reveal stronger relationships between risk taking 
propensity and risky driving behaviors. Further investigation of alternative data analysis 
and scoring methods should be undertaken to determine the best way to use data from the 
RDT. 
 More generally, an expanded battery of measures based in both developmental 
neuroscience and driving literatures might better target risky driving behaviors in this 
population. The relationships between personality, cognitive factors, and risk taking 
behaviors are not well understood. An understanding of the interaction of these factors is 
essential for designing interventions that are tailored both to this age group in general, 
and specifically for populations of young adults who engage in risky driving behaviors at 
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Figure 1. Driving hierarchy 
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Table 3. Differences in Miles checklist score and maximum speed (mph) between RDT 
and baseline drives 
 
Baseline RDT t d 
 
Mean (SD) Mean (SD) 
 
 
Miles checklist (n = 37) 4.00 (1.81) 6.97 (3.81) 5.17*** 0.85 
Straight Highway (n = 40) 59.89 (5.31) 61.97 (7.82) 1.48 0.23 
Curved Highway (n = 40) 53.82 (5.78) 58.26 (4.65) 4.88*** 0.77 
Straight Residential (n = 39) 21.76 (3.01) 29.06 (4.50) 8.58*** 1.37 
Curved Residential (n = 39) 18.72 (4.12) 25.66 (6.04) 7.96*** 1.27 




Table 4. Differences in frequencies for lane management, stopping and interactions, and 
complex driving between RDT and baseline drives 
Variable n Baseline RDT !2 P-value Phi 
Lane management (# lane busts)       
   Straight highway (# " 1) 39 6 9  .607  
   Curved highway (# " 2) 39 23 31  1.000  
   Straight residential (# " 1) 38 10 28  .225  
   Curved residential (# " 2) 38 4 5  1.000  
Stopping and intersections        
   Rural stop sign (# did not stop) 41 14 17 2.15 .142 .23 
   Residential stop sign 1 (# did not stop) 41 13 15  .038*  
   Residential stop sign 2 (# did not stop) 40 22 22 0.33 .750 .09 
   Commercial stop light (# did not stop) 39 0 2  n/a  
Complex driving       
   Boy and ball (# did not stop) 39 3 9  1.000  
   Bus stop (# did not stop) 39 1 1  1.000  
   Risky overtake (# overtakes) 40 2 10  .442  
Note. * p < .05, ** p < .01, *** p < .001; Chi-square value reported when computed, all 
other variables analyzed with Fisher’s exact test. 
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Table 5. Descriptive statistics for decision making, neuropsychological, and driving 
variables 
Variable Mean (SD) 
Demographic variables  
   Age 20.30 (2.03) 
   Gender (# male/# female) 22/21 
Executive functioning  
   WCST total errors 12.72 (6.60) 
   Stroop interference  5.70 (8.31) 
   ANT conflict (ms) 125.36 (69.16) 
   SDMT total correct 58.40 (9.97) 
Risky decision making  
   BART adjusted pumps 666.47 (175.09) 
Speed (maximum speed mph)  
   Straight highway 61.79 (7.58) 
   Curved highway 58.42 (4.60) 
   Straight residential  28.61 (4.57) 
   Curved residential 25.99 (6.36) 
Lane management  
   Straight highway (# " 1) 12 
   Curved highway (# " 2) 33 
   Straight residential (# " 1) 30 
   Curved residential (# " 2) 5 
Stopping and intersections   
   Rural stop sign (# did not stop) 18 
   Residential stop sign 1 (# did not stop) 16 
   Residential stop sign 2 (# did not stop) 22 
   Commercial stop light (# did not stop) 2 
Complex driving  
   Boy and ball (# did not stop) 10 
   Bus stop (# did not stop) 2 














Table 6. Results of linear regressions predicting RDT Miles checklist scores 
Predictors R2 R2adj b SEb ƒ2 
Model 1 0.04 -0.03 
      Age 
  
-0.42 0.33 0.04 
   Gender 
  
0.21 1.34 0.00 
   BART Adjusted Pumps 
  
0.05 0.17 0.00 
    Model 2 0.12 -0.02 
      Age 
  
-0.41 0.34 0.04 
   Gender 
  
0.53 1.38 0.00 
   Stroop Interference 
  
-0.15 0.08 0.09 
   SDMT Total Correct 
  
0.03 1.11 0.00 
   WCST Total Errors 
  
-0.62 0.81 0.02 
   ANT Conflict   -0.02 0.27 0.00 





Table 7. Results of linear regressions predicting maximum speed in the straight highway 
(1) section 
Predictors R2 R2adj b SEb ƒ2 
      Model 1 0.03 -0.04 
      Age 
  
-0.33 0.62 0.01 
   Gender 
  
1.75 2.47 0.01 
   BART Adjusted Pumps 
  
-0.16 0.30 0.01 
    Model 2 0.13 -0.01 
      Age 
  
-0.10 0.62 0.00 
   Gender 
  
2.80 2.54 0.03 
   Stroop Interference 
  
-0.07 0.15 0.01 
   SDMT Total Correct 
  
-2.84 2.06 0.05 
   WCST Total Errors 
  
0.49 1.44 0.00 
   ANT Conflict   -0.82 0.49 0.08 









Table 8. Results of linear regressions predicting maximum speed in the curved highway 
(2) section 
Predictors R2 R2adj b SEb ƒ2 
      Model 1 0.01 -0.06 
      Age 
  
0.19 0.38 0.01 
   Gender 
  
-0.46 1.52 0.00 
   BART Adjusted Pumps 
  
0.03 0.19 0.00 
    Model 2 0.15 0.01 
      Age 
  
0.21 0.37 0.01 
   Gender 
  
0.35 1.53 0.00 
   Stroop Interference 
  
-0.15 0.09 0.07 
   SDMT Total Correct 
  
-0.97 1.24 0.02 
   WCST Total Errors 
  
-1.60 0.86 0.10 
   ANT Conflict   -0.12 0.29 0.01 





Table 9. Results of linear regressions predicting maximum speed in the straight 
residential (3) section 
Predictors R2 R2adj b SEb ƒ2 
      Model 1 0.09 0.02 
      Age 
  
-0.32 0.36 0.02 
   Gender 
  
1.95 1.45 0.05 
   BART Adjusted Pumps 
  
-0.06 0.18 0.00 
    Model 2 0.21 0.07 
      Age 
  
-0.22 0.36 0.01 
   Gender 
  
2.76 1.47 0.10 
   Stroop Interference 
  
-0.10 0.09 0.03 
   SDMT Total Correct 
  
-2.08 1.19 0.09 
   WCST Total Errors 
  
-0.15 0.83 0.00 
   ANT Conflict   -0.24 0.28 0.02 






Table 10. Results of linear regressions predicting maximum speed in the curved 
residential (4) section 
Predictors R2 R2adj b SEb ƒ2 
      Model 1 0.20* 0.14* 
      Age 
  
-0.87 0.47 0.09 
   Gender 
  
0.39 1.89 0.00 
   BART Adjusted Pumps 
  
0.59* 0.23 0.17 
    Model 2 0.09 -0.06 
      Age 
  
-0.79 0.53 0.06 
   Gender 
  
0.98 2.19 0.01 
   Stroop Interference 
  
-0.06 0.13 0.01 
   SDMT Total Correct 
  
0.69 1.78 0.00 
   WCST Total Errors 
  
-1.00 1.24 0.02 
   ANT Conflict   0.13 0.42 0.00 





Table 11. Results of logistic regression predicting lane management in straight highway 
(1) section 
 Predictors b S.E. Wald 
Odds 
Ratio 
95% C.I. for 
Odds Ratio 
     Lower Upper 
Model 1 
    
  
   Age 0.13 0.19 0.46 1.14 0.78 1.67 
   Gender -0.13 0.73 0.03 0.88 0.21 3.66 
   BART Adjusted Pumps 0.09 0.09 1.12 1.09 0.93 1.30 
Model 2 
    
  
   Age 0.14 0.20 0.53 1.16 0.78 1.70 
   Gender -0.09 0.75 0.01 0.91 0.21 3.99 
   Stroop Interference  0.02 0.04 0.12 1.02 0.93 1.11 
   SDMT Total Correct 0.23 0.62 0.14 1.26 0.38 4.20 
   WCST Total Errors 0.19 0.43 0.18 1.20 0.51 2.82 
   ANT Conflict 0.06 0.15 0.15 1.06 0.79 1.43 






Table 12. Results of logistic regression predicting lane management in curved highway 
(2) section 
 Predictors b S.E. Wald 
Odds 
Ratio 
95% C.I. for 
Odds Ratio 
     Lower Upper 
Model 1       
    Age -0.37 0.23 2.46 0.69 0.44 1.10 
   Gender 0.54 0.82 0.44 1.72 0.35 8.53 
   BART Adjusted Pumps 0.28 0.17 2.88 1.33 0.96 1.84 
Model 2       
   Age -0.39 0.25 2.45 0.68 0.42 1.10 
   Gender 0.27 0.86 0.10 1.31 0.25 7.02 
   Stroop Interference  0.05 0.05 0.83 1.05 0.95 1.17 
   SDMT Total Correct -0.37 0.70 0.27 0.69 0.17 2.76 
   WCST Total Errors -0.52 0.56 0.86 0.59 0.20 1.78 
   ANT Conflict 0.15 0.15 0.97 1.16 0.87 1.55 
Note. * p < .05, ** p < .01, *** p < .001; BART, SDMT, WCST, and ANT measures are square root 
transformed. !
 
Table 13. Results of logistic regression predicting lane management in straight residential 
(3) section 
 Predictors b S.E. Wald 
Odds 
Ratio 
95% C.I. for 
Odds Ratio 
     Lower Upper 
Model 1       
   Age 0.06 0.17 0.12 1.06 0.76 1.48 
   Gender -0.18 0.70 0.07 0.83 0.21 3.29 
   BART Adjusted Pumps 0.06 0.10 0.34 1.06 0.87 1.28 
Model 2       
   Age 0.13 0.19 0.46 1.14 0.79 1.64 
   Gender -0.04 0.77 0.00 0.96 0.21 4.39 
   Stroop Interference 0.01 0.05 0.08 1.01 0.93 1.11 
   SDMT Total Correct 0.30 0.64 0.22 1.35 0.39 4.72 
   WCST Total Errors 0.82 0.44 3.40 2.27 0.95 5.41 
   ANT Conflict -0.16 0.17 0.92 0.85 0.61 1.18 






Table 14. Results of logistic regression predicting lane management in curved residential 
(4) section 
 Predictors b S.E. Wald 
Odds 
Ratio 
95% C.I. for 
Odds Ratio 
     Lower Upper 
Model 1       
   Age -0.07 0.25 0.08 0.93 0.57 1.53 
   Gender 0.59 1.01 0.34 1.80 0.25 13.07 
   BART Adjusted Pumps 0.01 0.12 0.00 1.01 0.80 1.27 
Model 2       
   Age 0.09 0.27 0.11 1.10 0.65 1.86 
   Gender 0.08 1.06 0.01 1.08 0.14 8.57 
   Stroop Interference  0.05 0.07 0.45 1.05 0.92 1.20 
   SDMT Total Correct -2.10 1.29 2.67 0.12 0.01 1.52 
   WCST Total Errors -0.13 0.63 0.04 0.88 0.26 3.01 
   ANT Conflict -0.09 0.22 0.16 0.92 0.60 1.40 
Note. * p < .05, ** p < .01, *** p < .001; BART, SDMT, WCST, and ANT measures are square root 
transformed. !!
Table 15. Results of logistic regression predicting stop at rural stop (A) 
 Predictors b S.E. Wald 
Odds 
Ratio 
95% C.I. for 
Odds Ratio 
     Lower Upper 
Model 1       
   Age 0.15 0.18 0.64 1.16 0.81 1.66 
   Gender -1.48* 0.74 3.98 0.23 0.05 .98 
   BART Adjusted Pumps 0.18 0.11 2.73 1.20 0.97 1.48 
Model 2       
   Age 0.19 0.18 1.04 1.20 0.84 1.72 
   Gender -1.61* 0.76 4.51 0.20 0.05 0.88 
   Stroop Interference 0.02 0.04 0.23 1.02 0.94 1.11 
    SDMT Total Correct -0.24 0.59 0.17 0.79 0.25 2.48 
   WCST Total Errors -0.15 0.41 0.13 0.86 0.38 1.94 
   ANT Conflict -0.05 0.14 0.11 0.96 0.73 1.25 








Table 16. Results of logistic regression predicting stop at residential stop (B) 
 Predictors b S.E. Wald 
Odds 
Ratio 
95% C.I. for 
Odds Ratio 
     Lower Upper 
Model 1       
   Age -0.03 0.17 0.04 0.97 0.70 1.34 
   Gender 0.31 0.67 0.21 1.36 0.37 5.08 
   BART Adjusted Pumps -0.10 0.10 1.06 0.90 0.74 1.10 
Model 2       
   Age -0.04 0.18 0.05 0.96 0.67 1.38 
   Gender 0.37 0.76 0.24 1.45 0.33 6.41 
   Stroop Interference -0.07 0.05 2.07 0.93 0.84 1.03 
   SDMT Total Correct 0.51 0.62 0.68 1.66 0.50 5.56 
   WCST Total Errors -0.75 0.45 2.77 0.47 0.19 1.14 
   ANT Conflict -0.23 0.17 1.72 0.80 0.57 1.12 
Note. * p < .05, ** p < .01, *** p < .001; BART, SDMT, WCST, and ANT measures are square root 
transformed. !!
Table 17. Results of logistic regression predicting stop at residential stop (C) 
 Predictors b S.E. Wald 
Odds 
Ratio 
95% C.I. for 
Odds Ratio 
     Lower Upper 
Model 1       
   Age 0.28 0.19 2.09 1.32 0.91 1.92 
   Gender 0.70 0.72 0.93 2.01 0.49 8.32 
   Worth of $10 Reward -0.04* 0.02 5.75 0.96 0.93 .99 
   BART Adjusted Pumps -0.05 0.11 0.26 0.95 0.77 1.17 
Model 2       
   Age 0.35 0.21 2.68 1.42 0.93 2.17 
   Gender 0.90 0.84 1.15 2.45 0.48 12.58 
   Worth of $10 Reward -0.06* 0.02 5.67 0.94 0.90 0.99 
   Stroop Interference 0.05 0.05 1.35 1.06 0.96 1.16 
   SDMT Total Correct 0.07 0.06 1.39 1.07 0.96 1.20 
   WCST Total Errors -0.11 0.23 0.23 0.90 0.57 1.40 
   ANT Conflict -0.05 0.05 0.88 0.95 0.86 1.06 
Note. * p < .05, ** p < .01, *** p < .001; BART, SDMT, WCST, and ANT measures are square root 
transformed. !!!
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Table 18. Results of logistic regression predicting stop for boy and ball 
 Predictors b S.E. Wald 
Odds 
Ratio 
95% C.I. for 
Odds Ratio 
     Lower Upper 
Model 1       
   Age 0.11 0.19 0.33 1.12 0.80 1.62 
   BART Adjusted Pumps -0.04 0.10 0.14 0.96 0.80 1.17 
Model 2       
   Age 0.13 0.22 0.38 1.14 0.75 1.74 
   Stroop Interference -0.01 0.06 0.01 0.99 0.88 1.12 
   SDMT Total Correct -1.00 0.68 2.18 0.37 0.10 1.39 
   WCST Total Errors -0.86 0.51 2.83 0.42 0.16 1.15 
   ANT Conflict -0.34 0.18 3.72 0.71 0.50 1.01 
Note. * p < .05, ** p < .01, *** p < .001; BART, SDMT, WCST, and ANT measures are square root 
transformed. !!
Table 19. Results of logistic regression predicting risky overtake 
 Predictors b S.E. Wald 
Odds 
Ratio 
95% C.I. for 
Odds Ratio 
     Lower Upper 
Model 1       
   Age 0.11 0.18 0.39 1.12 0.78 1.60 
   Gender -0.02 0.77 0.00 0.98 0.22 4.39 
   BART Adjusted Pumps 0.08 0.12 0.43 1.08 0.86 1.35 
Model 2       
   Age 0.12 0.19 0.39 1.13 0.77 1.64 
   Gender -0.01 0.83 0.00 0.99 0.20 5.03 
   Stroop Interference -0.04 0.05 0.82 0.96 0.87 1.05 
   SDMT Total Correct 0.25 0.66 0.14 1.28 0.35 4.66 
   WCST Total Errors 0.26 0.43 0.37 1.30 0.56 3.04 
   ANT Conflict 0.08 0.15 0.32 1.09 0.81 1.46 
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Appendix D 
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