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Abstract. Let K be an algebraically closed field. We classify all of the qua-
dratic twisted tensor products A⊗τ B in the cases where (A,B) = (K[x],K[y])
and (A,B) = (K[x, y],K[z]). We determine when a quadratic twisted tensor
product of this form is Koszul, and when it is Artin-Schelter regular.
1. Introduction
Let K be an algebraically closed field, and let A and B be associative K-algebras.
In [13], Caˇp, Schichl, and Vanzˇura introduced a very general notion of product for
A and B called a twisted tensor product, denoted A⊗τ B. (For precise definitions
of terminology we refer the reader to Section 2.) Efforts to understand how ring-
theoretic and homological properties behave with respect to this product have been
the source of several recent papers. In the article [6], we initiated a detailed study
of the Koszul property for graded twisted tensor products. The current paper grew
out of our efforts to address two problems left unresolved in [6].
Problem 1.1. If A and B are Koszul algebras and A ⊗τ B is quadratic, must
A⊗τ B be a Koszul algebra?
Problem 1.2. Classify quadratic twisted tensor products of K[x] and K[y] up to
isomorphism (of twisted tensor products).
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Our solutions to these problems are related. By [6, Proposition 5.5], all quadratic
twisted tensor products of K[x] and K[y] are Koszul. By [6, Theorem 5.3], the same
is true if K[x] or K[y] is replaced by K[x]/〈x2〉 or K[x]/〈y2〉. Hence a negative answer
to Problem 1.1 would require A⊗τ B to have at least three algebra generators. This
requirement is the impetus for our study, and subsequent classification, of graded
twisted tensor products of K[x, y] and K[z]. A significant part of this classification
reduces to Problem 1.2.
In [6, Section 6], we partially settled Problem 1.2, but we were unable to handle
one case. Our partial result described possible isomorphism types of K[x]⊗τ K[y]
in terms of a one-parameter family of algebras. The parameter could take on any
value, except the zeros of an interesting family of polynomials related to the Catalan
numbers. The appearance of these polynomials motivated us to completely resolve
Problem 1.2, which we do in Section 3. Our first result is the following.
Theorem 1.3 (Proposition 3.1 and Theorem 3.4). Every quadratic twisted tensor
product of K[x] and K[y] is isomorphic to either C(a, b, 1) = K〈x, y〉/〈yx − ax2 −
bxy − y2〉 or C(a, b, 0) = K〈x, y〉/〈yx− ax2 − bxy〉 for some a, b ∈ K. Moreover,
(1) C(a, b, 0) is a graded twisted tensor product of A = K[x] and B = K[y] for
any a, b ∈ K;
(2) C(a, b, 1) is a graded twisted tensor product of A = K[x] and B = K[y] if
and only if a, b ∈ K satisfy fn(a, b) 6= 0 for all n ≥ 0.
The fn(t, u) are a family of polynomials generalizing the family described in [6,
Section 6]. In Proposition 3.6, we classify the algebras C(a, b, 0) and C(a, b, 1) up to
isomorphism of graded twisted tensor products. We classify the algebras C(a, b, 1)
and C(a, b, 0) up to isomorphism of graded algebras in Theorem 3.9.
Section 4 is concerned with the classification of graded twisted tensor products
of A = K[x, y] and B = K[z]. The analysis is considerably more complicated than
that of Section 3. We describe twisted tensor products A⊗τ B in terms of a graded
twisting map τ : B ⊗ A → A ⊗ B. By [6, Theorem 1.2], in the case of quadratic
twisted tensor products, it suffices to describe a graded twisting map on the algebra
generators:
τ(zx) = ax2 + bxy + cy2 + dxz + eyz + fz2,
τ(zy) = Ax2 +Bxy + Cy2 +Dxz + Eyz + Fz2.
Our main results in Section 4 are summarized in the following theorem.
Theorem 1.4 (Lemma 4.1, Lemma 4.6). A quadratic twisted tensor product of
A = K[x, y] and B = K[z] is determined, up to isomorphism of twisted tensor
products, by a twisting map τ of the form
τ(zx) = ax2 + bxy + cy2 + dxz + eyz + fz2,
τ(zy) = Ax2 +Bxy + Cy2 + Eyz,
where e, f, A ∈ {0, 1}. Moreover, τ belongs to of one of the following types:
(1) (Ore type) f = F = 0,
(2) (Reducible type) f = 1, A = 0,
(3) (Elliptic type) f = 1, A = 1, d = −1.
Not all combinations of the parameters produce twisted tensor products. For
detailed descriptions of parameter restrictions in each case, see Theorems 4.3, 4.10,
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and 4.14 respectively. The reason for the “reducible” and “elliptic” terminology is
due to the fact that, generically, a reducible type algebra has a reducible point
scheme and an elliptic type algebra has an elliptic curve as its point scheme.
(Here we are considering point schemes as in [1].) We intend to study the non-
commutative algebraic geometry of these algebras, and of twisted tensor products
in general, in a forthcoming paper.
In [6, Example 5.4] we presented an example of Koszul algebras A and B such
that A ⊗τ B is not Koszul. However, Koszul algebras are necessarily quadratic
algebras, and, in the example we provided, the algebra A ⊗τ B is not quadratic.
This motivated Problem 1.1. In Section 5 we consider the Koszul property for the
algebras classified in Section 4 and present a family of examples that provide a
negative answer to Problem 1.1.
Theorem 1.5 (Theorem 5.1, Theorem 5.6). Let T be a quadratic twisted tensor
product of K[x, y] and K[z]. If T is Ore type or reducible type, then T is Koszul. If
T is elliptic type, then T is Koszul if and only if c− (a− 1)(C + a− 1) 6= 0.
The non-Koszul elliptic type algebras provide examples of non-Koszul quadratic
twisted tensor products of Koszul algebras, solving Problem 1.1. These counterex-
amples seem interesting in their own right, so we also study the Yoneda algebra of
the non-Koszul elliptic type algebras. In particular, Theorem 5.7 gives an explicit
finite presentation of these algebras, in terms of generators and relations.
The classification of algebras appearing in Theorem 1.3 includes all skew poly-
nomial algebras and the Jordan plane K〈x, y〉/〈yx− xy − y2〉. These are the two-
dimensional Artin-Schelter regular algebras. Having classified quadratic twisted
tensor products of K[x, y] and K[z] in Section 4, we take up the question of Artin-
Schelter regularity in Section 6, where we prove the following result.
Theorem 1.6 (Theorem 6.2). Let T denote a quadratic twisted tensor product of
R = K[x, y] and S = K[z].
(1) If T is an algebra of Ore type, then T is AS-regular if and only if T ∼=
R[z;σ, δ] where σ ∈ End(R) is invertible.
(2) If T is an algebra of reducible type, then T is AS-regular if and only if
E 6= 0 and a+ d 6= 0.
(3) Assume that charK 6= 2. If T is an algebra of elliptic type, then T is
AS-regular if and only if c− (a− 1)(C + a− 1) 6= 0.
Finally, we remark that the graded twisted tensor product A⊗τ B defined by a
twisting map τ : B⊗A→ A⊗B and a graded twisted tensor productB⊗τ ′A defined
by a twisting map τ ′ : A⊗B → B⊗A are not the same, and need not be related in
general. However, if A = K[x, y] and B = K[z], then A⊗τ B ∼= (B⊗τop A)op where
τop = sτs is a graded twisting map with s : A⊗B → B⊗A given by s(a⊗b) = b⊗a.
Thus, by considering opposite algebras, our results characterize all graded twisted
tensor products of K[x, y] and K[z], in either order.
2. Preliminaries
Throughout the paper, letK denote an algebraically closed field. Tensor products
taken with respect to K are denoted by ⊗. We write K∗ for K− {0}.
We work extensively in categories where the objects are graded K-vector spaces.
If V andW are N-graded K-vector spaces, then V ⊗W is N-graded by the Ku¨nneth
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formula
(V ⊗W )m =
⊕
k+l=m
Vk ⊗Wl.
Whenever we refer to V ⊗W as a graded space, we assume this Ku¨nneth grading.
The term graded algebra refers to a unital, associative K-algebra, A = ⊕n≥0An,
that is connected (A0 = K) and generated by finitely many homogeneous elements.
These assumptions imply the graded algebras we consider are N-graded and locally
finite (dimAn <∞ for all n ≥ 0). Almost all of the graded algebras in this paper
are generated in homogeneous degree 1. If A is a graded algebra, we denote the
(graded) multiplication map A⊗A→ A by µA. The kernel of the canonical graded
algebra homomorphism A→ K is the graded radical of A, denoted A+ =
⊕
i>0Ai.
2.1. Twisted tensor products and twisting maps. Let A and B be graded
algebras. A graded twisted tensor product ofA and B is a triple (C, iA, iB) consisting
of a graded algebra C and injective homomorphisms of graded algebras iA : A→ C
and iB : B → C such that the graded K-linear map A ⊗B → C given by a⊗ b 7→
iA(a)iB(b) is an isomorphism of K-vector spaces.
Suppose that T = (C, iA, iB) and T ′ = (C′, i′A, i′B) are two twisted tensor prod-
ucts of A and B. We say that T and T ′ are isomorphic if there exist graded algebra
isomorphisms α : A → A, β : B → B and γ : C → C such that γiA = i′Aα and
γiB = i
′
Bβ. Note that this notion of isomorphism is stronger than that of algebra
isomorphism. Indeed it is possible to have non-isomorphic triples T and T ′ where
C and C′ are isomorphic as graded algebras (see Proposition 3.6 and Theorem 3.9).
As shown in [13], the study of twisted tensor products is greatly facilitated by the
notion of a twisting map. We adopt the most general graded version for our work
below. By a graded twisting map we mean a graded K-linear map τ : B⊗A→ A⊗B
such that τ(1 ⊗ a) = a⊗ 1 and τ(b ⊗ 1) = 1⊗ b and
τ(µB ⊗ µA) = (µA ⊗ µB)(1⊗ τ ⊗ 1)(τ ⊗ τ)(1 ⊗ τ ⊗ 1).
The condition that τ is graded is simply that τ((A⊗B)n) ⊆ (B⊗A)n for all n ≥ 0
with respect to the Ku¨nneth grading. It is common in the literature to see the phrase
“graded twisting map” refer to the more restrictive condition: τ(Bi⊗Aj) ⊆ Aj⊗Bi
for all i, j ≥ 0. Since a graded twisting map τ satisfies
τ(B+ ⊗A+) ⊆ (A+ ⊗K)⊕ (A+ ⊗B+)⊕ (K ⊗B+),
we call τ one-sided if either
τ(B+ ⊗A+) ⊆ (A+ ⊗K)⊕ (A+ ⊗B+)
or
τ(B+ ⊗A+) ⊆ (A+ ⊗B+)⊕ (K⊗B+).
The relationship between twisting maps and twisted tensor products was estab-
lished in the ungraded case in [13] and in the graded case in [6].
Proposition 2.1. [6, Proposition 2.3] Let A and B be graded algebras. Let τ :
B⊗A→ A⊗B be a graded K-linear map. Define µτ : A⊗B⊗A⊗B → A⊗B by
µτ = (µA ⊗ µB)(1 ⊗ τ ⊗ 1). Then τ : B ⊗ A→ A⊗ B is a graded twisting map if
and only if µτ defines an associative multiplication giving A⊗B the structure of a
graded algebra.
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If τ : B ⊗A→ A⊗B is a graded twisting map, we use the notation A⊗τ B for
the algebra (A⊗B, µτ ). Note that the triple (A⊗τB, iA, iB), where iA : A→ A⊗B
and iB : B → A⊗B are the canonical inclusions, is a twisted tensor product of A
and B. We will abuse notation and also write A⊗τ B for this triple.
The ungraded version of the following fundamental result first appeared in [13,
Proposition 2.7].
Proposition 2.2. [6, Proposition 2.4] Let (C, iA, iB) be a graded twisted tensor
product of graded algebras A and B. Then there exists a unique graded twisting map
τ such that (C, iA, iB) is isomorphic to A ⊗τ B as graded twisted tensor products
of A and B.
The graded twisted tensor product A⊗τ B can also be identified with a certain
quotient of the free product algebra A ∗B. As a K-vector space
A ∗B =
⊕
i≥0; ǫ1,ǫ2∈{0,1}
Aǫ1+ ⊗ (B+ ⊗A+)⊗i ⊗Bǫ2+ .
The algebra A ∗B is N-graded by the usual Ku¨nneth grading. Moreover, there are
natural inclusions of A and B into A ∗B. Define an ideal of A ∗B by
Iτ = 〈b⊗ a− τ(a ⊗ b) : a ∈ A, b ∈ B〉.
By [6, Proposition 2.5], we have A⊗τ B ∼= (A ∗B)/Iτ as graded algebras.
2.2. Quadratic twisted tensor products. Let C be a graded algebra that is
generated in degree 1, and let T (C1) denote the tensor algebra on the vector space
C1. The algebra C is called quadratic if the kernel of the canonical projection
T (C1)→ C is generated in degree 2. Let τ : B ⊗A→ A⊗B be a graded twisting
map. In [6], the authors characterized when the algebra A ⊗τ B is quadratic in
terms of the structure of τ . We briefly recall the relevant definitions to state this
result.
If V and W are graded vector spaces and f : V → W is a graded linear map,
we denote the degree n component of f by fn and define f≤n = ⊕ni=0fi and f>n =
⊕i>nfi.
We say a graded linear map t : (B ⊗ A)≤n → (A ⊗ B)≤n is graded twisting in
degree n if t(1⊗ a) = a⊗ 1 and t(b⊗ 1) = 1⊗ b for all a ∈ An and b ∈ Bn, and
tn(µB ⊗ µA) = (µA ⊗ µB)(1 ⊗ t≤n ⊗ 1)(t≤n ⊗ t≤n)(1 ⊗ t≤n ⊗ 1)
as maps defined on (B ⊗ B ⊗ A ⊗ A)n. If t is graded twisting in degree i for all
i ≤ n, we say t is graded twisting to degree n.
Definition 2.3. [6, Definition 4.2] A graded twisting map τ : B ⊗A→ A⊗B has
the unique extension property to degree n if, whenever τ ′ : B ⊗ A → A ⊗ B is a
graded linear map that is twisting to degree n such that τi = τ
′
i for all i < n, it
follows that τn = τ
′
n.
The graded twisting map τ has the unique extension property if τ has the unique
extension property to degree n for all n ≥ 3.
We note that every one-sided graded twisting map has the unique extension
property ([6, Proposition 5.2]).
Theorem 2.4. Let A and B be quadratic algebras and let τ : B ⊗ A → A ⊗ B be
a graded twisting map. The following are equivalent:
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(1) the graded algebra A⊗τ B is quadratic,
(2) the graded twisting map τ has the unique extension property,
(3) the ideal Iτ of A ∗B is generated in degree 2.
Proof. The equivalence of (1) and (2) is [6, Theorem 1.2]. Statements (1) and (3)
are equivalent by [6, Proposition 2.5]. 
When the algebra A ⊗τ B is quadratic we will refer to it as a quadratic twisted
tensor product of A and B.
The following result is very helpful in classifying twisted tensor products up to
isomorphism.
Proposition 2.5. [6, Proposition 2.2] Let A and B be algebras, and let α : A→ A
and β : B → B be algebra automorphisms. If τ : B⊗A→ A⊗B is a twisting map,
then the map τ ′ : B⊗A→ A⊗B defined by τ ′ = (α⊗β)τ(β−1⊗α−1) is a twisting
map. Furthermore, A⊗τ B and A⊗τ ′ B are isomorphic as twisted tensor products
of A and B.
2.3. Koszul algebras. There are many equivalent ways to define the notion of a
Koszul algebra, see the book by Polishchuk and Positselski [8]. To conclude this
section we state the definition we will use throughout this paper.
A graded algebra A is called Koszul if the trivial module AK = A0 = A/A+
admits a graded projective resolution
· · · → P3 → P2 → P1 → P0 → K→ 0,
where, for all i ≥ 0, Pi is generated in degree i. It is well-known, see [8] for example,
that every Koszul algebra is quadratic.
3. Quadratic twisted tensor products of K[x] and K[z]
In this section we classify all of the quadratic twisted tensor products of two
polynomial rings of one variable. This completes the work begun in [6, Section 6];
see especially Theorems 6.2, 6.5 and Proposition 6.6 of that paper. We also use
this classification in the next section.
Throughout this section we fix the following notation. Let A = K[x], B = K[z],
and let τ : B ⊗A→ A⊗B be a graded twisting map. Then
τ(z ⊗ x) = ax2 ⊗ 1 + bx⊗ z + 1⊗ cz2
for some a, b, c ∈ K. Let
C = K〈x, z〉/〈zx− ax2 − bxz − cz2〉.
To indicate dependence on the parameters we will also write C = C(a, b, c).
Proposition 3.1. If a = 0 or c = 0, then τ has the unique extension property,
hence A⊗τ B is quadratic.
Proof. The hypotheses imply the graded twisting map τ is one-sided. The result
follows from [6, Proposition 5.2] and Theorem 2.4. 
Henceforth we assume ac 6= 0. Applying Proposition 2.5 to the automorphism
of B, z 7→ z/c, there is no loss of generality in assuming c = 1. Let
C = C(a, b) = K〈x, z〉/〈zx− ax2 − bxz − z2〉.
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By Theorem 2.4, determining when τ has the unique extension property is equiva-
lent to determining when C is a graded twisted tensor product of A and B. Note
that for the latter to hold, it is necessary that the Hilbert series of C be (1− t)−2.
Lemma 3.2. The Hilbert series of the algebra C(a, b) = K〈x, z〉/〈zx−ax2−bxz−z2〉
is (1− t)−2 unless a = 1 and b = −1.
Proof. By [8, p. 126], the Hilbert series ofC(a, b) is either (1−t)−2 or the “Fibonacci
series”
∑
n Fnt
n, where F0 = 1, F1 = 2 and Fn+2 = Fn+1 + Fn, for n ≥ 0. We
claim the Hilbert series is
∑
n Fnt
n if and only if a = 1 and b = −1.
To see this, order the generators of C as x < z, and order monomials using left-
lexicographic order. By the Diamond Lemma (see, for example, [5]), the element
G = (1 + b)zxz + (a− 1)zx2 + (b2 − a)x2z + a(b+ 1)x3
of the free algebra K〈x, z〉 is (up to scaling) the only degree 3 element of a Gro¨bner
basis with respect to the chosen monomial term order.
It follows that dimC3 = 5 if and only if G = 0, which happens if and only if
a = 1 and b = −1. 
Next we define some sequences of polynomials that are the key to the rest of
the classification problem. Let {en(t, u)}, {fn(t, u)}, {gn(t, u)}, {hn(t, u} in K[t, u]
be defined as follows.
e0(t, u) = 1, f0(t, u) = 1
en(t, u) = uen−1(t, u) + fn−1(t, u), fn(t, u) = −ten−1(t, u) + fn−1(t, u) n ≥ 1
gn(t, u) = (1 − u)en(t, u)− fn(t, u), hn(t, u) = −ten(t, u). n ≥ 0
Lemma 3.3.
(1) For all n ≥ 0, fn(t,−t) = (1− t)n.
(2) For all n ≥ 0, the relation
enzx
nz = fnzx
n+1 + gnx
n+1z + hnx
n+2
holds in C, where en = en(a, b), fn = fn(a, b), gn = gn(a, b), and hn =
hn(a, b).
(3) If fi(a, b) 6= 0 for all 1 ≤ i ≤ n − 1, then zxk ∈ Span{xizj : i, j ≥ 0} ⊆ C
for 1 ≤ k ≤ n.
Proof. From the recursive formulas it is clear that en(t,−t) = fn(t,−t) for all n ≥ 0.
We have f1(t, u) = 1− t, so
fn(t,−t) = −ten−1(t,−t) + fn−1(t,−t)
= −tfn−1(t,−t) + fn−1(t,−t)
= fn−1(t,−t)(1 − t),
and hence (1) follows by induction.
The relation in (2) holds for n = 0 by definition of C. Suppose that the relation
(∗) en−1zxn−1z = fn−1zxn + gn−1xnz + hn−1xn+1
holds for some n ≥ 1. Multiplying through by z on the right and using the defining
relation of C yields
en−1zxn−1(zx− bxz − ax2) = fn−1zxnz + gn−1xn(zx− bxz − ax2) + hn−1xn+1z.
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Next, using the relation (∗) on the first term, rearranging and collecting terms we
have
(ben−1+fn−1)zxnz = (−aen−1+fn−1)zxn+1+(bgn−1−hn−1)xn+1z+(hn−1+agn−1)xn+2.
By the recursive definitions
gn = (1− b)[ben−1 + fn−1]− [−aen−1 + fn−1]
= b[(1− b)en−1 − fn−1] + aen−1
= bgn−1 − hn−1,
hn = −aen
= −a(ben−1 + fn−1)
= −aen−1 + a[(1− b)en−1 − fn−1]
= hn−1 + agn−1,
therefore we see that we have
enzx
nz = fnzx
n+1 + gnx
n+1z + hnx
n+2,
as desired.
Statement (3) now follows by a straightforward induction.

Theorem 3.4. The algebra C = K〈x, z〉/〈zx− ax2 − bxz − z2〉 is a graded twisted
tensor product of A = K[x] and B = K[z] if and only if a, b ∈ K satisfy fn(a, b) 6= 0
for all n ≥ 0.
Proof. For all n ≥ 1, write en, fn, gn, hn for en(a, b), fn(a, b), gn(a, b), hn(a, b), re-
spectively.
First suppose fn 6= 0 for all n ≥ 0. Let iA : A→ C and iB : B → C be the graded
algebra homomorphisms determined respectively by iA(x) = x and iB(z) = z. Let
S = Span{xizj : i, j ≥ 0} ⊆ C.
By Lemma 3.3(3), since fn 6= 0 for all n ≥ 0, we know zxk ∈ S for all k ≥ 0. It
follows that C = S. In particular, the canonical linear map
(iA, iB) : A⊗B → C
given by a⊗ b 7→ iA(a)iB(b) is surjective.
Since f1 = 1− a 6= 0, we know a 6= 1. Thus by Lemma 3.2, the Hilbert series of
C is (1 − t)−2. Hence iA and iB are injective and (iA, iB) : A⊗B → C is a linear
isomorphism. It follows that C is a twisted tensor product of A and B.
Conversely, suppose that a, b ∈ K are such that fn(a, b) = 0 for some n ≥ 1.
If f1 = 0, then a = 1. If b = −1, then by Lemma 3.2 the Hilbert series of C
is not (1 − t)−2, so C is not a twisted tensor product of A and B. If b 6= −1, the
relation in Lemma 3.3 yields
(1 + b)zxz + (b2 − 1)x2z + (b + 1)x3 = 0;
substituting zx = ax2 + bxz + z2 results in
(1 + b)(ax2 + bxz + z2)z + (b2 − 1)x2z + (b+ 1)x3 = 0.
Considering that the coefficient of x3 is nonzero we see that this is a nontrivial
dependence relation in S. Thus C is not a twisted tensor product of A and B. This
concludes the case f1 = 0.
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Henceforth we assume n ≥ 2 is minimal such that fn = 0. Since f1 6= 0, we have
a 6= 1. Thus Lemma 3.3(1) implies b 6= −a. We claim that en 6= 0.
Suppose, to the contrary, that en = 0. Then the recurrence formulas for fn and
en give fn−1 = aen−1 and fn−1 = −ben−1. Since b 6= −a, we have en−1 = 0 and
hence fn−1 = 0, contradicting the minimality of n. Thus en 6= 0.
By Lemma 3.3(2) the relation
(∗∗) enzxnz − gnxn+1z − aenxn+2 = 0
holds in C, and since f1, · · · , fn−1 are all nonzero we know that zxn ∈ S by Lemma
3.3(3). The coefficient of xn+2 in (∗∗) is nonzero, so (∗∗) is a nontrivial dependence
relation in S. Thus C is not a twisted tensor product of A and B.

Noting that under the change of variables z 7→ z/c employed above, the coeffi-
cient of x2 in τ(z ⊗ x) becomes ac, we have the following.
Corollary 3.5. Let A = K[x], B = K[z], and let τ : B ⊗ A → A ⊗ B be a graded
twisting map. Let a, b, c ∈ K be given by
τ(z ⊗ x) = ax2 ⊗ 1 + bx⊗ z + 1⊗ cz2.
Then A⊗τ B is quadratic unless fn(ac, b) = 0 for some n ≥ 0.
To end this section we will classify the quadratic graded twisted tensor products
of A = K[x] and B = K[z] up to: (1) isomorphism of twisted tensor products of A
and B, and (2) isomorphism of graded algebras.
3.1. Classification up to isomorphism of graded twisted tensor products.
Recall that
C(a, b, c) = K〈x, z〉/〈zx− ax2 − bxz − cz2〉.
By Corollary 3.5, the algebra C(a, b, c) is a twisted tensor product of A and B with
respect to the obvious inclusions of A and B if and only if fn(ac, b) 6= 0 for all
n ≥ 0. In the classification that follows, we assume that fn(ac, b) 6= 0 for all n ≥ 0.
Above we showed that if c 6= 0, then C(a, b, c) ∼= C(ac, b, 1) as graded twisted
tensor products. Similarly, if c = 0 6= a, the automorphism x 7→ x/a induces an
isomorphism C(a, b, 0) ∼= C(1, b, 0). Otherwise, as twisted tensor products of A and
B, the C(a, b, c) are completely rigid in the following sense.
Proposition 3.6. If C(a, b, 1) ∼= C(a′, b′, 1) as twisted tensor products of A and
B, then a = a′ and b = b′. If C(1, b, 0) ∼= C(1, b′, 0) or C(0, b, 0) ∼= C(0, b′, 0) as
graded twisted tensor products of A and B, then b = b′.
Proof. By definition, any isomorphism of twisted tensor products γ : C(a, b, 1) →
C(a′, b′, 1) must commute with the inclusions. It follows that γ(x) = αx and
γ(z) = βz for some α, β ∈ K∗. Considering the defining relations of C(a, b, 1) and
C(a′, b′, 1) makes it evident that a = a′ and b = b′. An analogous argument holds
in the c = 0 case. 
3.2. Classification up to isomorphism of graded algebras. By Proposition
3.6, it suffices to classify the twisted tensor products: C(a, b, 1), C(1, b, 0), and
C(0, b, 0) up to isomorphism.
Let R = K〈x, z〉/〈f〉, where 0 6= f is homogeneous of degree 2. It is well-known,
see for example [9, Exercise 2.4.3 (2)], that R is isomorphic (as a graded algebra)
to exactly one of:
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(i) Kq[x, z] = K〈x, z〉/〈zx− qxz〉, for some q ∈ K∗;
(ii) J(x, z) = K〈x, z〉/〈zx− xz − z2〉, (the Jordan plane);
(iii) K〈x, z〉/〈zx〉;
(iv) K〈x, z〉/〈x2〉.
We handle the c = 0 case first.
Proposition 3.7. The following graded algebra isomorphisms hold.
(1) C(1, b, 0) ∼= Kb[x, z] if b 6= 1,
(2) C(0, b, 0) = Kb[x, z] if b 6= 0
(3) C(1, 1, 0) = J(x, z)
(4) C(1, 0, 0) ∼= C(0, 0, 0) = K〈x, z〉/〈zx〉.
Proof. The first isomorphism can be obtained by x 7→ (1− b)x and z 7→ x+ z. The
rest are obvious. 
To determine the graded algebra isomorphism type of C(a, b, 1) we use the fol-
lowing result.
Lemma 3.8. [9, Exercise 2.4.3] Let R = K〈x, z〉/〈f〉, where 0 6= f is homogeneous
of degree 2. Write f = xφ(x) + zφ(z), for some unique linear transformation
φ : Kx⊕Kz → Kx⊕Kz. If φ(x) = m11x+m12z and φ(z) = m21x+m22z, define
a matrix M(φ) = (mij). Then R(φ) ∼= R(φ′) as graded algebras if and only if there
exists an invertible matrix N such that M ′ = N tMN .
Theorem 3.9. Suppose that C(a, b, 1) is a quadratic twisted tensor product of A
and B. In particular, (a, b) is not a zero of any of the polynomials fn(t, u). Then,
as graded algebras,
(1) C(a,−a, 1) ∼= K〈x, z〉/〈zx〉;
(2) C(a,−1, 1) ∼= K−1[x, z];
(3) if b 6= −1 and 4a− (b − 1)2 = 0, then C(a, b, 1) ∼= J(x, z);
(4) if b 6= −1, a+ b 6= 0 and 4a− (b− 1)2 6= 0, then C(a, b, 1) ∼= kq[x, z], where
q satisfies (a+ b)q2 + (2a+ b2 − 1)q + a+ b = 0.
Proof. We use the notation of the previous lemma. For kq[x, z], J(x, z), and
C(a, b, 1) we have
Mq =
[
0 −q
1 0
]
, MJ =
[
0 −1
1 −1
]
, and MC =
[
a b
−1 1
]
respectively.
First, note that z2−zx−axz+ax2 = (z−ax)(z−x). Since C(a, b, 1) is quadratic,
f1(a, b) 6= 0. Thus a 6= 1 and (1) follows.
To prove (2), (3) and (4) we simply write down an invertible matrix N and check
the condition of Lemma 3.8.
For (2), let
N =
[ −1−√1−a
2
1
2
−1 +√1− a 1
]
.
The determinant of N is −√1− a, which is nonzero since a 6= 1, so N is invertible.
It is straightforward to check that N tM−1N =MC .
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For (3), assume that b 6= −1 and 4a− (b− 1)2 = 0. Let i ∈ K such that i2 = −1.
Let
N =
[
i(d+1)
2 0
i(d−1)
2 i
]
.
Clearly N is invertible and one checks that N tMJN =MC .
Finally, for (4) assume that b 6= −1, a+b 6= 0 and 4a−(b−1)2 6= 0. Suppose that
q ∈ K satisfies (a+b)q2+(2a+b2−1)q+a+b = 0. We claim that q ∈ K−{0, 1,−1}.
To see this suppose q ∈ {0, 1,−1}. If q = 0, then a + b = 0; if q = 1, then
4a − (b − 1)2 = 0; if q = −1, then b = −1. We conclude that q ∈ K − {0, 1,−1}.
Define
N =
[−1+qB
1+q 1
b−q
1−q2
1
1−q
]
.
Then detN = −(1+b)/(1+q) 6= 0, soN is invertible and one checks that N tMqN =
MC .

4. Quadratic twisted tensor products of K[x, y] and K[z]
Throughout this section, and for the rest of the paper, we fix the notation R =
K[x, y] and S = K[z]. For readibility, henceforth, when we write T is a (quadratic)
graded twisted tensor product, we mean T is a (quadratic) graded twisted tensor
product of R and S. Also, if T and T ′ are graded twisted tensor products and
we write T is isomorphic to T ′, then we mean that T and T ′ are isomorphic as
graded twisted tensor products of R and S. The main result of this section is
the determination of all of the isomorphism classes of the quadratic twisted tensor
products of R and S. Let a, b, c, d, e, f ;A,B,C,D,E.F ∈ K and define elements of
the tensor algebra K〈x, y, z〉 (suppressing tensors)
τ(zx) = ax2 + bxy + cy2 + dxz + eyz + fz2,
τ(zy) = Ax2 +Bxy + Cy2 +Dxz + Eyz + Fz2.
The problem under consideration is to determine when the algebra
T = K〈x, y, z〉/〈zx− τ(zx), zy − τ(zy), xy − yx〉
is a graded twisted tensor product of R and S relative to the obvious inclusions
iR : R → T and iS : S → T . To indicate the dependence of T on the parameters,
we will also use the notation
T = T (a, b, c, d, e, f ;A,B,C,D,E, F ).
We begin with a reduction in the number of parameters.
Lemma 4.1. If T is a graded twisted tensor product, then T is isomorphic to
T (a′, b′, c′, d′, e′, f ′;A′, B′, C′, 0, E′, 0) where e′, f ′, A′ ∈ {0, 1}. Furthermore, if e′ =
A′ = 0, then C′ ∈ {0, 1}, and if e′ = 1, then d′ = E′.
Proof. We will apply Proposition 2.5 repeatedly to automorphisms of R and S.
If F = 0 6= f , applying Proposition 2.5 to the automorphism of S given by
z 7→ f−1z, we see that T ∼= T (a′, b′, c′, d′, e′, 1;A′, B′, C′, D′, E′, 0).
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If F 6= 0, then applying Proposition 2.5 to the automorphism of R given by
x↔ y, if necessary, and the automorphism z 7→ f−1z, we have
T ∼= T (a′, b′, c′, d′, e′, 1;A′, B′, C′, D′, E′, F ′).
Then we use the automorphism of R given by x 7→ x, y 7→ y + F ′x to see that,
without loss of generality, F ′ = 0 and f ′ = 1.
We have proved that if T is any twisted tensor product of R and S, then
T ∼= T (a′, b′, c′, d′, e′, f ′;A′, B′, C′, D′, E′, 0)
for f ′ ∈ {0, 1}, so we assume henceforth that F = 0 and f ∈ {0, 1}.
The graded automorphism group of R is GL2(K), and since K is algebraically
closed we choose an automorphism P of R so that the matrix P
[
d e
D E
]
P−1 is in
Jordan normal form. Applying Proposition 2.5 to this automorphism, we have
T ∼= T (a′, b′, c′, d′, e′, f ;A′, B′, C′, 0, E′, 0)
where e′ = 0 or e′ = 1 and d′ = E′. Note that this isomorphism does not affect the
coefficients of z2. Then if A′ 6= 0, we may rescale x 7→ A′−1x to obtain
T ∼= T (a′′, b′′, c′′, d′′, 0, f ; 1, B′′, C′′, 0, E′′, 0).
To complete the proof, if e′ = A′ = 0, and C′ 6= 0, we may rescale y 7→ C′−1y to
obtain
T ∼= T (a′′, b′′, c′′, d′′, 0, f ; 0, B′′, 1, 0, E′′, 0).

We refer to the isomorphism class of Lemma 4.1 as the Jordan normal form of
the twisted tensor product T .
Let us first dispense with the case f = 0. Let σ ∈ End(R) be a graded
ring endomorphism and let δ be a graded left σ-derivation, meaning δ(r1r2) =
σ(r1)δ(r2) + δ(r1)r2 for all r1, r2 ∈ R. Then one may construct the graded (left)
Ore extension R[z;σ, δ], which is freely generated as an R-algebra by z, subject to
the relations zr = σ(r)z + δ(r) for r ∈ R.
Proposition 4.2. The algebra T is a graded twisted tensor product with f = F = 0
if and only if T is a graded Ore extension.
Proof. Suppose σ is a graded ring endomorphism of R and δ is a graded left σ-
derivation. From the relations of R[z;σ, δ] it is clear that the set S = {xiyjzk :
i, j, k ≥ 0} is a K-linear spanning set. Since z is a free generator and {xiyj : i, j ≥ 0}
is a K-basis for R, it follows that S is a K-basis for R[z;σ, δ]. Hence the K-linear
map R⊗ S → R[z;σ, δ] given by r⊗ zi 7→ rzi is an isomorphism, and R[z;σ, δ] is a
graded twisted tensor product. The graded twisting map associated to R[z;σ, δ] is
given by τ(z ⊗ r) = σ(r) ⊗ z + δ(r) ⊗ 1, and it follows that f = F = 0.
Now suppose T is a graded twisted tensor product of R and S with f = F = 0.
Since T is quadratic, the definitions of τ(z ⊗ x) and τ(z ⊗ y) uniquely determine
a one-sided graded twisting map τ for T by Theorem 2.4. Since τ respects multi-
plication in R, we have τ(z ⊗ r) ∈ (R ⊗ Kz) ⊕ (R ⊗ K1S) for all r ∈ R. Define
graded K-linear maps σ, δ : R → R by τ(z ⊗ r) = σ(r) ⊗ z + δ(r) ⊗ 1S . Then for
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any r1, r2 ∈ R, we have
σ(r1r2)⊗ z + δ(r1r2)⊗ 1S = τ(z ⊗ r1r2)
= (µR ⊗ 1)(1⊗ τ)((σ(r1)⊗ z + δ(r1)⊗ 1S)⊗ r2)
= σ(r1)σ(r2)⊗ z + (σ(r1)δ(r2) + δ(r1)r2)⊗ 1S.
This shows σ is a ring endomorphism and δ is a (left) σ-derivation. By Theorem
2.4(3), for all r ∈ R, the relations ziR(r) = σ(iR(r))z + δ(iR(r)) hold in T . Since
T is a graded twisted tensor product, S = {xiyjzk : i, j, k ≥ 0} is a K-basis for
T , thus T is freely generated as an iR(R)-algebra by z. Thus T is a graded Ore
extension. 
When T is isomorphic to a graded twisted tensor product with f = F = 0, we
say T is of Ore type.
4.1. The Ore type case. Let σ ∈ End(R) be the ring endomorphism given by
σ(x) = dx+ey and σ(y) = Dx+Ey. Proposition 4.2 shows that to determine which
values of the parameters ensure T is a graded twisted tensor product, it suffices to
characterize when
δ(x) = ax2 + bxy + cy2, δ(y) = Ax2 +Bxy + Cy2
determine a well-defined left σ-derivation δ : R → R. In turn, the definitions in
the last display determine a well-defined left σ-derivation δ : R → R if and only if
δ(xy) = δ(yx), or equivalently if
σ(x)δ(y) + δ(x)y = σ(y)δ(x) + δ(y)x,
holds in the ring R.
Theorem 4.3. Suppose T is an Ore type twisted tensor product in Jordan normal
form.
(1) If e = D = 0, then one of the following mutually exclusive cases is true:
(i) d = E = 1 and a, b, c;B are arbitrary;
(ii) d 6= 1, E = 1, A = B = C = 0, and a, b, c are arbitrary;
(iii) d = 1, E 6= 1, a = b = c = 0, and B is arbitrary;
(iv) d 6= 1, E 6= 1, A = c = 0, a = B(d− 1)/(E− 1), b = C(d− 1)/(E− 1),
C ∈ {0, 1} and B is arbitrary.
(2) If e = 1 and d = E, then one of the following mutually exclusive cases is
true:
(i) d = 1, A = B = C = 0, and a, b, c are arbitrary;
(ii) d 6= 1, A = 0, B = a, a = (b − C)(d − 1), c = C/(d − 1), C ∈ {0, 1}
and b is arbitrary.
Proof. For (1), suppose that e = D = 0. Equating coefficients in σ(x)δ(y)+δ(x)y =
σ(y)δ(x) + δ(y)x yields the system of equations
A(d− 1) = 0
B(d− 1) + a(1− E) = 0
C(d− 1) + b(1− E) = 0
c(E − 1) = 0.
from which the result follows by considering the possible normal forms and whether
d or E equals 1.
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The proof of (2) is similar, and is left to the reader. 
This completes the classification, up to isomorphism, of twisted tensor products
of Ore type.
We now turn our attention to the case where T is a quadratic twisted tensor
product in Jordan normal form with f = 1. As the associated twisting map is no
longer one-sided, this case is more difficult. Surprisingly, as we will show, knowing
dimT3 = 10 is sufficient for proving T is a quadratic twisted tensor product. For
this reason, the remainder of this section relies upon a Gro¨bner basis calculation.
First we record two useful facts. We note that the following does not require
that the algebras are graded.
Proposition 4.4. Let A and B be (graded) algebras and let τ : B ⊗ A → A ⊗ B
be a (graded) twisting map. Let iA : A→ A⊗τ B be the natural inclusion. Suppose
y ∈ A is a normal element such that iA(y) is normal in A ⊗τ B. (In the graded
context, also assume y is homogeneous.) Then τ induces a (graded) twisting map
τ : B ⊗A/yA→ A/yA⊗B.
Proof. Since y is normal in A, 〈y〉 = yA. The assumption that iA(y) is normal
implies that for all b ∈ B there exists some bτ ∈ B such that τ(b ⊗ y) = y ⊗ bτ .
This, together with the fact that τ respects the multiplication of A, yields
τ(B ⊗ 〈y〉) = τ(B ⊗ yA) ⊆ yA⊗ B = 〈y〉 ⊗B.
The result now follows from [6, Theorem 3.7].

Corollary 4.5. If T is a twisted tensor product in Jordan normal form with A = 0
and f = 1, then y is normal in T and (a, d) is not a zero of fn(t, u) for all n ≥ 1.
In particular, a 6= 1.
Proof. Let T be a twisted tensor product in Jordan normal form with A = 0 and
f = 1. Then T may be presented as
K〈x, y, z〉/〈xy − yx, zx− ax2 − byx− cy2 − dxz − z2, zy −Byx− Cy2 − Eyz〉.
It is then clear from this presentation that y is normal in T .
Next, note that
T/〈y〉 = K〈x, z〉/〈zx− ax2 − dxz − z2〉.
By assumption, T has {yixjzk : i, j, k ≥ 0} as a K-basis, so it follows that T/〈y〉
has {xjzk : j, k ≥ 0} as a K-basis. Hence T/〈y〉 is a twisted tensor product of
K[x] and K[z]. Then Theorem 3.4 implies that (a, d) is not a zero of fn(t, u) for all
n ≥ 1.
Finally, recall that f1(t, u) = 1− t, so we have a 6= 1. 
We briefly recall some terminology and notation for Gro¨bner basis calculations,
loosely following [5].
Let K〈X〉 be the free algebra on a (finite) set X . Fix a total order on X and
well-order monomials in K〈X〉 using degree-lexicographic order. Let B be a set
of homogeneous elements of the form W − fW where W is a monomial in K〈X〉
and fW ∈ K〈X〉 such that f is a linear combination of monomials less than W .
Denote the set of all monomialsW such that W −fW ∈ B for some fW ∈ K〈X〉 by
ht(B); this is the set of high terms of B. For simplicity, and to suit our purposes,
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we assume B has been chosen so that W ∈ ht(B) implies no subword of W is in
ht(B).
If m and m′ are monomials andW −fW ∈ B, let rmWm′ : K〈X〉 → K〈X〉 be the
K-linear map that is the identity on all monomials ofK〈X〉 except rmWm′(mWm′) =
mfWm
′. We refer to the maps rmWm′ as reductions. Note that any infinite sequence
of reductions applied to an element of K〈X〉 eventually stabilizes, though two such
sequences need not result in the same element of K〈X〉. An overlap occurs when
there exist monomials m,m′,m′′ and elements W1 − fW1 ,W2 − fW2 ∈ B such that
W1 = mm
′ and W2 = m′m′′. An overlap is resolvable if there are sequences of
reductions r and r′ such that r(fW1m
′′) = r′(mfW2).
Consider the graded algebraR = K〈X〉/〈B〉. If all overlaps of B in homogeneous
degrees ≤ d are resolvable, then monomials of degree ≤ d that do not contain any
element of ht(B) as a subword form a K-basis for R≤d. In this case we say B is
a Gro¨bner basis to degree d. If an overlap does not resolve, one may “force” it to
resolve by adding to B a new element W − fW where W is the largest monomial
such that λ(W − fW ) = r(fW1C − AfW2) for some λ ∈ K∗ and any sequence of
reductions r that eventually stabilizes on fW1C − AfW2 . Note that adding such
elements to B does not change R.
We apply this theory to the algebra T in Jordan normal form. Order the mono-
mials in K〈x, y, z〉 with left lexicographical order determined by y < x < z. Let
B = {xy−yx, z2−(zx−ax2−byx−cy2−dxz−eyz), zy−(Ax2+Byx+Cy2+Eyz)}.
Under the chosen term order there are two overlaps in degree 3: z3 and z2y. Re-
ducing the differences (fz2)z−z(fz2) and (fz2)y−z(fzy) as much as possible yields
the following expressions:
G1 = (1 + d)zxz + (a− 1)zx2 − (a− d2 − eA)x2z + (a+ ad+ bA)x3 + (b+ e)Eyzx
+ (eB − deE + 2de− b)yxz + (b + bd+ bB + cA+ cAE + ae− aeE)yx2
+ (cE2 − c+ eC − e2E + e2)y2z + (c+ cd+ bC + cB + cBE − beE + be)y2x
+ (cC + cCE − ceE − ce)y3,
G2 = −Azx2 −AEx2z + (A− dA−AB)x3 + (E − BE − E2)yzx
− (dE +BE − dE2)yxz + (B − a− dB −B2 −AC −ACE + aE2 − eA)yx2
− (CE2 + CE + eE − eE2)y2z + (C − b− dC − 2BC −BCE + bE2 − eB)y2x
− (c+ C2 + C2E − cE2 + eC)y3.
Lemma 4.6. We have dim T3 = 10 if and only if dimSpanK{G1, G2} = 1. If T is
a twisted tensor product in Jordan normal form with f = 1, then either
(1) G2 = 0 6= G1 in K〈x, y, z〉 and (a, d) is not a root of any fn(t, u), or
(2) G2 6= 0, d = −1, A = 1 and G1 = (1− a)G2.
Proof. There are 11 monomials of degree 3 in K〈x, y, z〉 that do not contain an
element of ht(B) = {xy, zy, z2} as a subword. If G1 = G2 = 0, then B is a Gro¨bner
basis for T to degree 3 and dimT3 = 11. If G1 and G2 are linearly independent,
then in order for both overlaps z3 and z2y to resolve, suitable rescalings of both G1
and G2 must be appended to B, implying dimT3 = 9. The first statement follows.
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If T is a twisted tensor product, then the Hilbert series of T is (1 − t)−3, hence
dimT3 = 10. If G2 = 0, then A = 0, so (a, d) is not a root of any fn(t, u) by
Corollary 4.5. In particular, a 6= 1 and thus G1 6= 0.
If G2 6= 0, then G1 = λG2 for some scalar λ. Since G2 has no zxz term, we must
have d = −1. Since T is in Jordan normal form, A ∈ {0, 1}. We claim A = 1. On
the contrary, if A = 0, then note that
G2 = E(1−B − E)yzx+ E(1−B − E)yxz + sum of terms in {yixjzk}.
Since T is a twisted tensor product, the first two terms in the last expression cannot
vanish, thus, the high term of G2 is yzx. Since G1 = λG2, it follows that a− 1 = 0,
contradicting Corollary 4.5. Thus A = 1, and the fact that λ = 1 − a follows by
considering the coefficients of the zx2 terms. 
In a forthcoming paper we will study the geometry, in the sense of [1], of twisted
tensor products. In the case f = 1, G2 = 0, the point scheme of T is reducible;
whereas in the case f = 1, G2 6= 0, generically, the point scheme of T is an elliptic
curve. We refer to quadratic twisted tensor products (in Jordan normal form) where
f = 1 and G2 = 0 as reducible and those where f = 1 and G2 6= 0 as elliptic.
We consider the two cases in the following subsections.
4.2. The reducible case, f = 1, G2 = 0. In this subsection we fix
T = T (a, b, c, d, e, 1;A,B,C, 0, E, 0)
and show that if G2 = 0 and if (a, d) is not a root of any fn(t, u), then T is a
quadratic twisted tensor product.
We define a filtration on T following Section 4.2.1 of [7]. Let V1 = Ky and
V2 = Kx⊕Kz, so T1 = V1 ⊕ V2. Then the natural identification
(T1)
⊗n ∼=
⊕
(i1,...,in)∈{1,2}n
Vi1 ⊗ · · · ⊗ Vin
endows the tensor algebra T (T1) with the structure of a K-vector space graded by
the ordered monoid M = ⋃∞n=0{1, 2}n of all tuples with entries in {1, 2}. The set
M is a monoid under concatenation of tuples and the left-lexicographic order
∅ < (1) < (2) < (1, 1) < (1, 2) < (2, 1) < (2, 2) < · · ·
is compatible with concatenation. It is clear that the M-grading respects the
multiplication in T (T1). Observe that this is a refinement of the N-grading given
by tensor degree.
The filtration naturally associated to this M-grading is given by
F(i1,...,in)T (T1) =
⊕
(j1,...,jm)≤(i1,...,in)
Vj1 ⊗ · · · ⊗ Vjm .
The canonical projection T (T1) → T induces a filtration on T , and we denote the
associated M-graded algebra by grFT or just gr T .
There is a canonical M-graded algebra homomorphism T (T1) → gr T , and we
denote the kernel of its restriction to T1 ⊗ T1 by Rlead. Let T ◦ = T (T1)/(Rlead).
Noting that G2 = 0 implies A = 0, we have
T ◦ = K〈y, x, z〉/〈zx− ax2 − dxz − z2, zy, xy〉.
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Lemma 4.7. Assume G2 = 0 and (a, d) is not a root of any fn(t, u). Then the
algebra T ◦ is Koszul with Hilbert series HT◦ = (1− t)−3. The set {yixjzk : i, j, k ≥
0} is a K-basis for T ◦.
Proof. Let D = K〈x, z〉/〈zx − ax2 − dxz − z2〉 and define a graded twisting map
ρ : D ⊗ K[y] → K[y]⊗D by ρ(1 ⊗ y) = y ⊗ 1, ρ(x ⊗ 1) = 1 ⊗ x, ρ(z ⊗ 1) = 1 ⊗ z,
and ρ≥2 = 0. Note that K[y]⊗ρ D and T ◦ are isomorphic as N-graded algebras.
Since (a, d) is not a root of any fn(t, u), [6, Theorem 6.2] and our results in
Section 3 imply that D = K[x] ⊗σ K[z] for the obvious twisting map σ. Thus
T ◦ ∼= K[y]⊗ρ (K[x] ⊗σ K[z]). This shows {yixjzk : i, j, k ≥ 0} is a K-basis for T ◦
and hence the Hilbert series of T ◦ is (1 − t)−3.
Finally, by [6, Theorem 6.2 and Theorem 5.5] we see that D is Koszul. By [6,
Theorem 5.3 (2)], K[y]⊗ρ D is Koszul, hence T ◦ is Koszul. 
Theorem 4.8. If G2 = 0 and (a, d) is not a root of any fn(t, u), then
T = T (a, b, c, d, e, 1;A,B,C, 0, E, 0)
is a quadratic twisted tensor product. Moreover, T is Koszul.
Proof. Since (a, d) is not a root of f1(t, u) = 1 − t, a 6= 1 and hence G1 6= 0. By
Lemma 4.6, dimT3 = 10. As graded vector spaces, T and gr T are isomorphic,
so dim(gr T )3 = 10. Lemma 4.7 gives the Hilbert series of T
◦ as (1 − t)3, so the
canonical graded projection T ◦ → gr T is injective in homogeneous degree 3.
Lemma 4.7 also shows that the algebra T ◦ is Koszul, so, by [7, Theorem 4.2.4],
the canonical graded projection T ◦ → gr T is an isomorphism and T is Koszul.
By Lemma 4.7, the algebra T ◦ has a linear basis of the form {yixjzk : i, j, k ≥ 0}.
Since the projection T ◦ → gr T is an isomorphism, gr T also has this basis, and
consequently T does as well. It follows that T is a twisted tensor product. 
We conclude this subsection by recording the solution set of the system of equa-
tions determined by setting G2 = 0, and consequently, the parameter values for
which T is a twisted tensor product of R and S. The following is immediate from
the form of the expression G2.
Lemma 4.9. The expression G2 = 0 if and only if A = 0 and all of the following
hold:
(1) E(1−B − E) = 0,
(2) E(−d−B + dE) = 0,
(3) B(1− d−B)− a(1− E2) = 0,
(4) E(C + CE + e− eE) = 0,
(5) C(1 − d− 2B −BE)− b(1− E2)− eB = 0,
(6) (1 + E)(−c(1 − E)− C2)− eC = 0.
Theorem 4.10. Suppose that T = T (a, b, c, d, e, 1;A,B,C, 0, E, 0) is a quadratic
twisted tensor product in Jordan normal form. If G2 = 0, then A = 0, (a, d) is
not a zero of fn(t, u) for all n ≥ 1, and the parameters satisfy one of the following
cases:
(1) a = B(1− d−B), b = −eB, c = 0, C = E = 0;
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(2) B = C = 0, d = e = E = 1;
(3) e = B = C = 0, E = 1;
(4) d = −1, e = 0, B = 2, C = 0, E = −1;
(5) a = B(1− d−B), b = 1− d− 2B − eB, c = −1− e, C = 1, E = 0;
(6) d = E = −1, e = 0, B = 2, C = 1.
Conversely, if (a, d) is not a zero of fn(t, u) for all n ≥ 1, and the parameters
satisfy the conditions in one of (1)–(6), then T is a twisted tensor product of R and
S.
Moreover, all of the algebras described in (1)-(6) are Koszul.
Proof. Since G2 = 0, A = 0 and, from the Jordan normal form, we can assume
C ∈ {0, 1}. If C = 0, then the equation (4) in Lemma 4.9 implies E ∈ {0, 1} or
e = 0. Case (1) results from setting C = E = 0 in the equations of Lemma 4.9. If
C = 0 and E 6= 0 then the third equation of Lemma 4.9 implies B + E = 1 hence
the last equation becomes eB = 0. Recall that in Jordan normal form e ∈ {0, 1}.
If e = 1 then B = 0 and d = E = 1; this is case (2). If e = 0, then from the fourth
equation of Lemma 4.9 we see that B(1 + d) = 0 so B = 0 or d = −1. These are
cases (3) and (4), respectively.
If C = 1 then E = 0 or B + E = 1. If E = 0, we have case (5). If E 6= 0, then
B + E = 1 and, from the last equation of Lemma 4.9, 1 + E + eB = 0. These two
equations imply B 6= 0 so d = −1. Since a 6= 1, the first equation implies E = −1
and hence B = 2. This is case (6).

4.3. The elliptic case, f = 1 and G2 6= 0.
Lemma 4.11. If T is a graded twisted tensor product in Jordan normal form such
that G2 6= 0, then A = 1, d = E = −1, e = 0, and b = (1− a)(2 −B).
Proof. By Lemma 4.6, we have A = 1, d = −1 and G1 = (1 − a)G2. Recall that
either, e = 0 or e = 1 and d = E. Suppose the latter holds. Comparing the
coefficients of x2z in G1 and G2, we see that a− 2 = a− 1, a contradiction. Thus
e = 0. Now G1 and G2 simplify to:
G1 = (a− 1)zx2 − (a− 1)x2z + bx3 + bEyzx− byxz
+ (bB + c+ cE)yx2 + (cE2 − c)y2z + (bC + cB + cBE)y2x
+ (cC + cCE)y3
G2 = −zx2 − Ex2z + (2 −B)x3 + (E −BE − E2)yzx
− (−E +BE + E2)yxz + (2B − a−B2 − C − CE + aE2)yx2
− (CE2 + CE)y2z + (2C − b− 2BC −BCE + bE2)y2x
− (c+ C2 + C2E − cE2)y3.
Since G1 = (1− a)G2, it follows that E = −1 and b = (1− a)(2 −B). 
We note that the conditions A = 1, d = E = −1, e = 0 and b = (1 − a)(2 − B)
imply G1 = (1− a)G2, so there are no additional restrictions on the parameters to
consider.
Now we will prove that the conditions of Lemma 4.11 ensure that T is a graded
twisted tensor product.
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Proposition 4.12. Let T = T (a, (1 − a)(2 − B), c,−1, 0, 1; 1, B, C, 0,−1, 0), so
b = (1− a)(2 −B). Let β = 2−B. The algebra T has a finite Gro¨bner basis:
z2 = zx− ax2 − byx− cy2 + xz
zy = x2 +Byx+ Cy2 − yz
xy = yx
zx2 = x2z − βyxz + βx3 +Bβyx2 + Cβy2x− βyzx.
In particular, {yixj(zx)kzl : i, j, k ≥ 0, l ∈ {0, 1}} is a linear basis for T , and the
Hilbert series of T is 1/(1− t)3.
Proof. Since the conditions A = 1, d = E = −1, e = 0 and b = (1−a)(2−B) imply
G1 = (1−a)G2, adding w = zx2− (x2z−βyxz+βx3+Bβyx2+Cβy2x−βyzx) to
the set B makes both overlaps z3 and z2y reducible. Two new overlaps are created:
z2x2 and zx2y. These overlaps both resolve as well. Thus B ∪ {w} determines a
finite Gro¨bner basis for T .
The stated basis is precisely the set of monomials that do not contain any of
xy, zy, z2, or zx2 as subwords. The Hilbert series follows by an easy counting
argument. 
Proposition 4.13. The set S = {yixjzk : i, j, k ≥ 0} is a K-basis for T .
Proof. Let U denote the K-linear span of S. To show that U = T , it suffices to
prove that for all k ≥ 0, that (zx)k and (zx)kz are in U .
To start we recall that zy = x2 + Byx + Cy2 − yz, and note that it is easy to
show that
z2y = x2z + βx3 + (B − a)βyx2 + (C − b)βy2x− cβy3 − βyz2.
Next we claim that z2xj and zxj are in U . One checks that
z2x = f(x, y) + (x− βy)z2,
where f(x, y) = βx3 + (Bβ − a)yx2 + (Cβ − b)y2x− βcy3. Now for j > 1,
z2xj = (f(x, y) + (x− βy)z2)xj−1,
so inductively we see that z2xj ∈ U . Furthermore, zx = ax2+byx+cy2+z2−xz ∈ U
and hence
zxj = (ax2 + byx+ cy2 + z2 − xz)xj−1,
so inductively zxj ∈ U .
Now we claim that (zx)iz and (zx)i are in U . Suppose, inductively, that (zx)i ∈
U . Then obviously (zx)iz ∈ U . Write (zx)i =∑ ajklyjxkzl. Then
(zx)i+1 = (zx)(zx)i = (ax2 + byx+ cy2 + z2 − xz)
∑
ajkly
jxkzl,
and it is apparent from the observations above that (zx)i+1 ∈ U .
The fact that the Hilbert series of T is 1/(1 − t)3 implies that S is linearly
independent.

Theorem 4.14. The algebra T = T (a, (1 − a)(2 − B), c,−1, 0, 1; 1, B, C, 0,−1, 0)
is a twisted tensor product of R and S. Moreover, the generators x, y, z of T are
left and right regular.
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Proof. The first statement follows from Proposition 4.13 and the Hilbert series of
T . For the second statement, note that T ∼= T op, as graded algebras. It follows
that an element of T is left regular if and only if it is right regular. It is clear from
the basis {yixjzk : i, j, k ≥ 0}, and the fact that x and y commute, that x and y
are right regular and that z is left regular.

We conclude this section by remarking that, up to isomorphism, all of the qua-
dratic twisted tensor products of R and S are described in Theorem 4.3 (Ore type),
Theorem 4.10 (reducible type), Theorem 4.14 (elliptic type).
5. The Koszul property and Yoneda algebras
We continue to use the notation R = K[x, y], S = K[z] and
T = T (a, b, c, d, e, f ;A,B,C,D,E, F ).
In this section we determine which of the quadratic twisted tensor products of R
and S are Koszul. In [6] it was asked if there exist Koszul algebras: R and S, and
a twisting map τ : S ⊗ R → R ⊗ S such that the algebra R ⊗τ S is quadratic,
but not Koszul. Theorem 5.6 below affords examples of this phenomenon. We also
compute the structure of the Yoneda algebra for these non-Koszul examples. (Recall
that for a Koszul algebra, the Yoneda algebra and the quadratic dual algebra are
isomorphic; see [8, Definition 1, p. 19] for example.)
5.1. The Koszul property. In the case of an Ore-type or reducible twisted tensor
product, the Koszul property follows immediately from the results in the preceding
section.
Theorem 5.1. Let T be a quadratic twisted tensor product of R and S. If T is
Ore type or reducible type, then T is Koszul.
Proof. If T is Ore type, then T is a graded Ore extension of R by Proposition 4.2.
Since R is Koszul, it is well-known that T is Koszul; see [8, Chapter 4, Section 7,
Example 2], for example.
If T is reducible type, then T is Koszul by Theorem 4.8. 
It remains to consider the quadratic twisted tensor products where A = 1. Recall
that these are described in Theorem 4.14. It is convenient, for this section and the
remainder of the paper, to change the presentation of the algebras of this type. This
change of presentation, albeit motivated by easing computations, is also natural in
a certain sense: the cubic equation defining the point scheme (generically an elliptic
curve) is in Weierstrass form (see, for example, [11, Chapter III.1]). In order to
make this change of presentation it is necessary to assume that charK 6= 2. We
note that our main results, Theorem 5.6 and Theorem 6.2(3) below, can be proved
by the exact same methods without changing presentation, hence they can be seen
to hold over any field.
Lemma 5.2. Suppose that charK 6= 2. Define
β = 2−B, γ = C + 2(a− 1), g = γ + β2/4, h = c− (a− 1)(C + a− 1).
The algebra T (a, (1− a)(2−B), c,−1, 0, 0; 1, B, C, 0,−1, 0) can be presented as
K〈x, y, w〉
〈wy + yw − x2 − gy2, w2 + hy2, xy − yx〉 .
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Proof. This is a straightforward computation using the invertible change of vari-
ables: x 7→ x+ (β/2)y, y 7→ y, z 7→ w + x− (a− 1)y. 
Using this lemma, we change notation and write
T (g, h) = T (a, (1− a)(2 −B), c,−1, 0, 0; 1, B, C, 0,−1, 0).
When we use this notation, implicitly we are assuming that charK 6= 2. Below we
will establish when the Koszul property holds for T (g, h) by computing a minimal
graded free resolution of the trivial module TK. That calculation makes use of the
Gro¨bner basis described in the next lemma.
Lemma 5.3. Order the generators of T (g, h) as y < x < w and use left lexico-
graphical on monomials in K〈y, x, w〉. Then T (g, h) has a finite Gro¨bner basis:
xy − yx
wy + yw − x2 − gy2
w2 + hy2
wx2 − x2w.
Consequently, {yixj(wx)kwl : i, j, k ≥ 0, l ∈ {0, 1}} is a K-basis for T (g, h). The
elements x2 and y2 are central in T (g, h).
Proof. The proof of the first statement is a straightforward computation using
Bergman’s diamond lemma. The second and third statements follow immediately
from the Gro¨bner basis. 
For later reference, we fix the following sequences of graded free modules, which
we will prove are resolutions of T/T+ = TK.
Definition 5.4. Let T = T (g, h).
(1) If h 6= 0, define (Q•, dQ• ) to be the sequence
0→ T (−3) d
Q
3−−→ T (−2)3 d
Q
2−−→ T (−1)3 d
Q
1−−→ T,
where
dQ3 =
[
hy w −hx] , dQ2 =

−x w − gy y0 hy w
−y x 0

 , dQ1 =

xy
w

 .
(2) If h = 0, define for each i ≥ 0 a graded free left T -module by
Pi =


T i = 0
T (−1)3 i = 1
T (−2)3 i = 2
T (−i)⊕ T (−i− 1) i ≥ 3.
Also, define a map dPi : Pi → Pi−1 via
dP1 =

xy
w

 , dP2 =

−x w − gy y0 0 w
−y x 0

 , dP3 =
[
0 w 0
wy −y2 −wx
]
, dP4 =
[
w 0
y2 w
]
,
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and for all i ≥ 5,
dPi =
[
w 0
y2 −w
]
.
Using Lemma 5.3, it is easy to check that (Q•, d
Q
• ) and (P•, dP• ) are complexes
of graded free modules with coker dQ1 and coker d
P
1 isomorphic to T/T+ = TK.
The following standard fact is very useful for proving exactness of complexes of
locally finite graded modules.
Lemma 5.5. Let C• : 0 → Vn → Vn−1 → · · · → V1 → V0 → 0 be a finite complex
where the Vi are finite-dimensional vector spaces. Then
n∑
i=0
(−1)i dim(Vi) =
n∑
i=0
(−1)i dim(Hi(C•)).
Now we are ready to use Lemma 5.3 to prove the main theorem of this section.
Theorem 5.6. Let T = T (g, h). The complexes (Q•, d
Q
• ) and (P•, dP• ) are graded
free T -module resolutions of TK when h 6= 0 and h = 0, respectively. In particular,
the algebra T (g, h) is Koszul if and only if h = c− (a− 1)(C + a− 1) is nonzero.
Proof. Let T = T (g, h). Since each Qi is generated in degree i, but Pi is generated
in degrees i and i + 1 for i ≥ 3, it suffices to prove that (Q•, dQ• ) and (P•, dP• ) are
exact in homological degrees > 0.
Assume that h 6= 0. We claim that the map dQ3 is injective. Suppose that t ∈
ker(dQ3 ). Then tx = ty = tw = 0. Notice that we recover the original presentation
of the algebra T if we set z = w+x−(a−1)y. Thus t left annihilates the generators
x, y, z of T . Then Theorem 4.14 implies that t = 0, as desired. We have shown
that the complex
0 −→ T (−3) d
Q
3−−→ T (−2)3 d
Q
2−−→ T (−1)3 d
Q
1−−→ T
is exact at T (−3); since T is quadratic, the complex is exact at T (−1)3. Because
the Hilbert series of T is (1 − t)−3, it follows that the complex is exact. Since TK
has a linear free resolution, we conclude that T is Koszul when h 6= 0.
Now assume that h = 0. Notice that w2 = 0 in T so the map
[
0 w 0
]
is not
injective. Since T is quadratic, the complex (P•, dP• ) is exact at T (−1)3.
Now we prove exactness at T (−3). Suppose that [u1 u2] ∈ ker(dP3 ). Then
it follows that u2wx = 0. From the K-basis described in Lemma 5.3 we see that
u2 = rw for some r ∈ T . We also have u1w − u2y2 = 0, so, using the fact that
y2 is central, we have (u1 − ry2)w = 0. The left annihilator ideal of w is Tw, so
u1 − ry2 = uw for some u ∈ T . Therefore[
u1 u2
]
=
[
ry2 + uw rw
]
= u
[
w 0
]
+ r
[
y2 w
] ∈ im(dP4 ).
We conclude exactness at T (−3).
A similar, and easier, argument is used to show exactness in homological degree
i for all i ≥ 4. We leave this argument to the reader.
To show exactness at T (−2)3, note that for any fixed homogeneous degree j, the
complex (P•, dP• ) restricts to a finite complex of finite-dimensional vector spaces.
Let q(t) denote the Hilbert series of the homology group H2(P•), and let HT denote
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the Hilbert series of T . Then the Hilbert series of T (−i) is tiHT . Appending
T → TK→ 0 to (P•, dP• ) and applying Lemma 5.5 yields
1−HT + 3tHT − 3t2HT + t3HT = −q(t).
Rearranging and using the fact that HT = (1− t)−3 we have
1 + q(t) = HT (1− 3t+ 3t2 − t3) = 1,
so q(t) = 0. We conclude exactness of P• at T (−2)3. Thus, (P•, dP• ) is a graded
free resolution of TK.

5.2. The Yoneda algebra of T (g, h). For any graded algebra A, the graded Hom
functor for graded left A-modules is
HomA(M,N) =
⊕
n∈Z
HomnA(M,N) =
⊕
n∈Z
homA(M,N [n]),
where homA(M,N [n]) is the space of degree 0 graded A-module homomorphisms
M → N [n]. This functor is left exact, and its i-th right derived functor is denoted
ExtiA(M,N). The space Ext
i
A(M,N) inherits a grading from the graded Hom
functor, and we denote the homogeneous degree j component by Exti,jA (M,N).
One may compute the space ExtiA(M,N) as the homology group H
i(P•, N)
where (P•, d•) is a graded free resolution of M . Thus
ExtA(M,N) =
⊕
i
ExtiA(M,N) =
⊕
i,j
Exti,jA (M,N)
is bigraded. When M = N = AK, we abbreviate E
i,j(A) = Exti,jA (K,K), E
i(A) =⊕
j E
i,j(A) and E(A) =
⊕
i E
i(A). The vector space E(A) = ExtA(K,K) admits
the structure of a bigraded algebra called the Yoneda algebra via the Yoneda com-
position product. We briefly recall the definition of this product, see [8, p. 4] for
more details.
Let α ∈ Ei(A) and β ∈ Ej(A). The product α ⋆ β ∈ Ei+j(A) is defined as
follows. Choose representatives f ∈ HomA(Pi,K) and g ∈ HomA(Pj ,K) for the
classes α and β, respectively. Using projectivity, one lifts g as in the first two rows
of the following diagram to obtain a map gi ∈ HomA(Pi+j , Pi). Then α ⋆ β is
defined to be [f ◦ gi] ∈ E(A)i+j .
Pi+j //
gi

Pi+j−1 //
gi−1

· · · // Pj
g0

g

❄
❄
❄
❄
❄
❄
❄
Pi //
f

Pi−1 // · · · // P0 ǫ // K
K
We conclude this section by establishing a presentation for the Yoneda algebra of
T (g, h). This family of examples illustrates that, in general, relationships between
the Yoneda algebras of R, S and R⊗τ S may not be simple or obvious.
Let T = T (g, h). Let (Q•, d
Q
• ) and (P•, dP• ) be the complexes of graded free
T -modules constructed in Definition 5.4. Recall that by Theorem 5.6, these are
graded free resolutions of TK when h 6= 0 and h = 0, respectively. Since im dQi ⊂
T+Qi−1 and im dPi ⊂ T+Pi−1, these resolutions are minimal : all differentials in
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the complexes HomT (Q•,K) and HomT (P•,K) are trivial. Thus by Theorem 5.6,
we may take Ei(T ) = HomT (Qi,K) and E
i(T ) = HomT (Pi,K) as our models of
ExtiT (K,K), according to whether or not h = 0.
Let χ, ν, ω ∈ E1,1(T ) denote dual basis vectors to x, y, w ∈ T1, respectively. In
the case h = 0, let ρ ∈ E3,4(T ) denote the graded T -linear map: ρ : T (−3) ⊕
T (−4)→ K given by ρ(1, 0) = 0, ρ(0, 1) = 1.
Theorem 5.7. Retain the notation of the previous paragraph. Then the Yoneda
algebra E(T ) of T (g, h) can be presented as follows.
(1) If h 6= 0, then E(T ) is generated by χ, ν, ω subject to the quadratic relations:
χν + νχ, χω, ωχ, ων − νω, νω + χ2, ν2 − hω2 − gχ2.
(2) If h = 0, then E(T ) is generated by χ, ν, ω, ρ subject to the quadratic rela-
tions:
χν + νχ, χω, ωχ, ων − νω, νω + χ2, ν2 − gχ2,
quartic relations:
χρ, νρ, ρχ, ρν, ωρ+ ρω,
and one sextic relation: ρ2.
Moreover, for all i ≥ 3, Ei,i(T ) = Kωi and Ei,i+1(T ) = Kωi−3ρ.
Proof. By Theorem 5.6, T is Koszul if h 6= 0. In this case it is well-known, for
example see [8, Chapter 2, Definition 1 (c)], that E(T ) is isomorphic to the quadratic
dual algebra, T !. This algebra is generated by the space T ∗1 , and its defining
(quadratic) relations are those elements of T ∗1 ⊗ T ∗1 orthogonal to all quadratic
relations of T under the natural pairing. Thus statement (1) follows by checking
orthogonality of the stated relations with those of T , and a simple dimension count.
Now we prove (2). Assume that h = 0, and set T = T (g, 0). It follows from [8,
Proposition 3.1, p. 7] that the diagonal subalgebra, ⊕Ei,i(T ) ⊂ E(T ) is isomorphic
to the quadratic dual algebra, T !. The quadratic relations of T !, in this case, are
obtained from the quadratic relations in (1) by setting h = 0.
In order to prove that the quartic expressions given in (2) are in fact relations of
E(T ), we use the model Ei(T ) = HomT (Pi,K) for Ext
i
T (K,K), where (P•, d
P
• ) is
the graded free resolution of TK constructed in Definition 5.4. The differentials are
written in terms of matrices with respect to the natural canonical bases for the free
modules appearing in the resolution. Let ξ ∈ E4,5(T ) denote the graded T -linear
map: ξ : T (−4) ⊕ T (−5) → K given by ξ(1, 0) = 0, ξ(0, 1) = 1. With respect to
these bases, we have
χ =

10
0

 , ν =

01
0

 , ω =

00
1

 , ρ = [0
1
]
, ξ =
[
0
1
]
.
Now we check that ρω+ωρ = 0 in E(T ). We will show that ωρ = ξ and ρω = −ξ.
In order to compute ωρ, we must lift ρ as in the first two rows of the following
diagram.
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· · · // P7
ρ4

dP7
// P6
ρ3

dP6
// P5
ρ2

dP5
// P4
ρ1

dP4
// P3
ρ0

ρ

❅
❅
❅
❅
❅
❅
❅
❅
· · · // P4
dP4
// P3
dP3
// P2
dP2
// P1
dP1
//
ω

P0 ǫ
// K
K
Let
ρ0 =
[
0
1
]
, ρ1 =
[
0 0 0
0 0 1
]
, ρ2 =
[
0 0 0
0 −1 0
]
,
and
ρi =
[
0 0
(−1)i+1 0
]
, for all i ≥ 3.
Then it is straightforward to check that these maps do indeed complete the above
diagram. The map ω ◦ ρ1 is given by the matrix
[
0 1
]t
, so we conclude that
ωρ = ξ.
Now we compute ρω. We must lift ω through the first two rows of the following
diagram.
· · · // P5
dP5
//
ω4

P4
dP4
//
ω3

P3
dP3
//
ω2

P2
dP2
//
ω1

P1
ω

❅
❅
❅
❅
❅
❅
❅
❅
ω0

· · · // P4
dP4
// P3
dP3
//
ρ

P2
dP2
// P1
dP1
// T
ǫ
// K
K
Let
ω0 =

00
1

 , ω1 =

0 1 00 0 1
0 0 0

 , ω2 =
[
0 1 0
−y 0 x
]
, ω3 =
[
1 0
0 −1
]
,
and
ωi =
[
1 0
0 1
]
, for all i ≥ 4.
One checks that these maps complete the last diagram. The map ρ ◦ ω3 is
given by the matrix
[
0 −1]t, so we conclude that ρω = −ξ. It follows that
ρω + ωρ = 0 in E(T ), as claimed. The other quartic relations can be proved via
similar computations.
Note that because the Yoneda algebra is bigraded, ρ2 ∈ E6,8(T ). The mini-
mal resolution (P•, dP• ) constructed in Definition 5.4 has P6 = T (−6)⊕ T (−7), so
E6,8(T ) = 0. Hence ρ2 = 0 in E(T ).
Now we prove the last statement of (2). Using the definitions of the maps ρi, ωi
given above, it is easy to compute that for all i ≥ 3, ωi ∈ Ei,i(T ) is given by
the matrix
[
1 0
]t
; and for all j ≥ 1, ωjρ ∈ Ej+3,j+4(T ) is given by the matrix[
0 (−1)j−1]t. Therefore, since we know by Definition 5.4 (2) that Ei,i(T ) and
Ej+3,j+4(T ) are both 1-dimensional, we have Ei,i(T ) = Kωi for all i ≥ 3 and
Ej+3,j+4(T ) = Kωjρ for all j ≥ 0.
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Using the minimal resolution (P•, dP• ), we know the Hilbert series of E(T ). Then
a straightforward Gro¨bner basis argument shows that the algebra with generators
χ, ν, ω, ρ and defining relations as in (2) has the same Hilbert series as E(T ). Hence,
the relations given in (2) are in fact a complete set of defining relations for E(T ).

When T (g, h) is Koszul, it is natural to ask if E(T ) is isomorphic to a twisted
tensor product of the Yoneda algebras E(R) and E(S), since at least as graded
vector spaces: E(T ) = E(R)⊗ E(S).
Proposition 5.8. If T (g, h) is Koszul, then E(T (g, h)) is not isomorphic to a
twisted tensor product of E(R) and E(S).
Proof. Let T = T (g, h) and assume T is Koszul. Suppose, to the contrary, that
E(T ) is isomorphic to a twisted tensor product of E(R) and E(S). By the standard
fact that the polynomial ring R is a quadratic Koszul algebra, E(R) is isomorphic
to the exterior algebra Λ(x, y) = K〈x, y〉/〈x2, y2, xy+ yx〉. It follows that E(T ) has
a subalgebra isomorphic to Λ(x, y).
Therefore there exist linearly independent elements α, β ∈ E1(T ), such that
α2 = β2 = αβ + βα = 0. However, now we rule out the existence of such elements.
We use the presentation for E(T ) given in Theorem 5.7 (1). Order the generators
by ω < χ < ν, and order monomials in the free algebra K〈χ, ν, ω〉 by degree and
left-lexicographic order. Then the associated Gro¨bner basis in degree 2 is:
νχ+ xν, χω, ωχ, νω − ων, χ2 + ων, ν2 − gχ2 − hω2.
Consider an element γ = aχ + bω 6= 0, where a, b ∈ K. Then, in terms of the
monomial basis determined by the Gro¨bner basis,
γ2 = −a2ων + b2ω2,
so γ2 6= 0.
Write α = aωω+aχχ+aνν and β = bωω+bχχ+bνν for some aω, aχ, aν , bω, bχ, bν ∈
K. It follows from the last paragraph, that aν and bν are both nonzero. Without
loss of generality, by multiplying α and β by appropriate scalars, we may assume
that aν = bν = 1. Since α and β are linearly independent, α − β 6= 0, and the ν
component of α− β is zero. Thus, (α− β)2 6= 0. However, computing directly and
using our assumptions,
(α − β)2 = α2 − αβ − βα− β2 = 0,
a contradiction.
Hence, E(T ) is not isomorphic to a twisted tensor product of E(R) and E(S). 
Remark 5.9. It is also natural to ask if the algebra T (g, 0) becomes Koszul after
regrading: deg(ρ) = 1. However, this is not the case. For example, if g ∈ {0, 1},
then, after regrading, T (g, 0) is not Koszul. Nevertheless, further study of E(T )
seems interesting when h = 0.
6. Artin-Schelter regularity
We continue to use the notation R = K[x, y] and S = K[z]. In this section we
determine when a quadratic twisted tensor product of R and S is Artin-Schelter
regular. This notion was introduced by Artin and Schelter in [4].
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Definition 6.1. [4] A graded algebra, A, is called AS-regular of dimension d if (i)
gldim(A) = d <∞; (ii) GKdim(A) <∞; and (iii) A is Gorenstein: ExtnA(K, A) = 0
if n 6= d, and ExtdA(K, A) ∼= K.
Recall that every quadratic twisted tensor product of R and S is isomorphic as
a twisted tensor product of R and S to one of the algebras described in Theorem
4.3 (Ore type), Theorem 4.10 (reducible type), and Theorem 4.14 (elliptic type).
The property of AS-regularity is an algebra-isomorphism invariant, so the following
result completely determines when a quadratic twisted tensor product of R and S
is AS-regular.
Theorem 6.2. Let T denote a quadratic twisted tensor product of R and S.
(1) If T is an algebra of Ore type, then T is AS-regular if and only if T ∼=
R[z;σ, δ] where σ ∈ End(R) is invertible.
(2) If T is an algebra of reducible type, then T is AS-regular if and only if
E 6= 0 and a+ d 6= 0.
(3) Assume that charK 6= 2. If T is an algebra of elliptic type, then T is
AS-regular if and only if h = c− (a− 1)(C + a− 1) 6= 0.
Proof. Let us begin by showing that an algebra in the context of (1) or (2) has
global dimension equal to 3. If T is an algebra of Ore type or reducible type, then
T is Koszul by Theorem 5.1. Then the fact that the Hilbert series of T is (1− t)−3
implies that gldim(T ) = 3.
Let T denote an algebra of Ore type. By Proposition 4.2, T is an Ore extension
of the form R[z;σ, δ]. If σ is not invertible, then T is not a domain. It is known
that every global dimension 3 AS-regular algebra is a domain, see [1, Theorem 8.1]
and [2, Theorem 3.9], so if σ is not invertible, then T is not AS-regular. Conversely,
by [3, Proposition 2], if σ is invertible, then T is AS-regular.
Now we prove (2). Let T be an algebra of reducible type. First we show that
the conditions E 6= 0 and a + d 6= 0 are necessary for T to be AS regular. If
E = 0, then the equation (z − Bx− Cy)y = 0 holds in T , showing that T is not a
domain. As noted above, all AS-regular of global dimension 3 are domains, so T is
not AS-regular when E = 0.
The element y ∈ T is normal, and the quotient algebra T/〈y〉 is isomorphic to
K〈x, z〉/〈z2 − zx+ dxz + ax2〉. Notice that if a+ d = 0, we have
z2 − zx+ dxz + ax2 = (z − ax)(z − x).
By Theorem 4.10, we have a 6= 1 since a is not a zero of f1 = 1 − t. Therefore
the algebra T/〈y〉 is isomorphic to K〈x, y〉/〈xy〉, which is not noetherian. Hence T
is not noetherian. As shown in [1, Theorem 8.1], all AS-regular algebras of global
dimension 3 are noetherian. Consequently, if a+ d = 0, then T is not AS-regular.
Finally, we show that a+ d 6= 0 is a sufficient condition for T to be AS-regular.
Suppose that a + d 6= 0. By Theorem 3.9(2, 3, 4), the quotient algebra T/〈y〉 is
noetherian. It follows, see for example [1, Lemma 8.2], that T is noetherian. Then
a result of Stephenson and Zhang, [12, Corollary 0.2], implies that T is AS-regular.
For (3), we use the notation T (g, h) introduced in Section 5 for the algebra
T . It is well-known, see [10, Theorem 2.2] for example, that quadratic AS-regular
algebras are Koszul, so by Theorem 5.6, if h = 0, then T is not AS-regular. Now
suppose that h 6= 0. Recall from Theorem 5.6 that
0 −→ T (−3) d
Q
3−−→ T (−2)3 d
Q
2−−→ T (−1)3 d
Q
1−−→ T,
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where
dQ3 =
[
hy w −hx] , dQ2 =

−x w − gy y0 hy w
−y x 0

 , dQ1 =

xy
w

 ,
is a minimal resolution of TK by graded free T -modules. In particular, the global
dimension of T is 3.
Since the Hilbert series of T is (1 − t)−3, we know that the Gelfand-Kirillov
dimension of T is 3. Hence to show that T is AS-regular, we only need to verify the
Gorenstein condition; it is clear that this condition is equivalent to the exactness
of the dual complex of graded right T -modules
0→ T d
Q
1−−→ T (1)3 d
Q
2−−→ T (2)3 d
Q
3−−→ T (3)→ KT (3)→ 0.
Since h 6= 0, this complex is exact at T (3). It is straightforward to check that
in the tensor algebra T 〈x, y, w〉, the entries of dQ3 dQ2 give a basis for the space of
defining relations of T . Thus the complex is exact at T (2)3. By Theorem 4.14, we
know that x is left regular, so the complex is exact at T . Finally, using Lemma 5.5
and the fact that the Hilbert series of T is (1 − t)−3 (as in the proof of Theorem
5.6) shows the complex is exact at T (1)3.

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