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1 Introduction
In doing hypothesis test in quantum mechanical setting, key part is choice of
measurement which maps given pair {ρ, σ} of quantum states to a pair {p, q}
of probability distributions. Its inverse operation, or a CPTP map form {p, q}
to {ρ, σ} is called reverse test, and plays an essential role in characterizing
largest monotone quantum analogue of relative entropy [7][8]. In this paper, we
exploit the same line of argument in studying quantum analogues of affinity,
or classical fidelity F (p, q) =
∑
x
√
p (x)
√
q (x), and more generalized fidelity
Ff (p, q) :=
∑
x p (x) f (q (x) /p (x)), where f is an operator monotone function
on [0,∞). (For example, f (t) = xα (0 < α < 1.)
In the paper, based on reverse test, we define Fmin (ρ, σ), which turns out
to equal tr ρ
√
ρ−1/2σρ−1/2. This quantity is monotone increasing by the ap-
plication of TPCP maps, and in fact is the smallest one among the numbers
satisfying these properties, while F (ρ, σ) is the largest. It is also proved that
Fmin satisfies strong joint concavity using reverse test.
For generalized fidelity, we also introduce Fminf (ρ, σ) in the similar manner,
which turns out to equal tr ρf
(
ρ−1/2σρ−1/2
)
. Again, this quantity is monotone
increasing and is the smallest one among the numbers satisfying these properties.
Joint concavity of Fminf (ρ, σ) is also proved using reverse test.
It is known that fidelity between infinitesimally different states gives rise to
SLD Fisher information metric JS , or the smallest monotone metric, and that
cos−1 F (ρ, σ) equals the integral of JS along the geodesic, or the curve which
minimize the integral, connecting ρ and σ.
Correspondingly, Fmin (ρ, σ) gives rise to RLD Fisher information metric J
R,
or the largest monotone metric. However, the integral of RLD Fisher informa-
tion metric along the geodesic does not equal cos−1 Fmin (ρ, σ). In fact, cosine
of the integral, denoted by FR (ρ, σ), is another monotone quantum analogue
of classical fidelity, and is the smallest one among those which satisfy triangle
1
inequality. On the other hand, Fmin (ρ, σ) is the integral of RLD Fisher in-
formation along the curve which minimize the integral for all the curves with
commutative RLD.
An upper and a lower bound of the quantum statistical distance ∆ (ρ, σ) =
1
2 ‖ρ− σ‖1 using F (ρ, σ) is one of notable feature of this quantity. It turns out
that Fmin (ρ, σ) gives analogous bounds of ∆max (ρ, σ), which is another quan-
tum version of statistical distance ∆ (p, q) = 12 ‖p− q‖1, defined using reverse
test.
2 Classical fidelity and fidelity
We consider probability distributions over finite set X with |X | = d′, and quan-
tum states S (H) over d-dimensional Hilbert space H. Define classical and
quantum fidelity F by
F (p, q) : =
∑
x∈X
√
p (x)
√
q (x),
F (ρ, σ) : = max
U :unitary
tr
√
ρ
√
σU
= tr
√√
σρ
√
σ.
Known facts about them are :
•
F (ρ, σ) = min
M :measurement
F (M (ρ) ,M (σ)) (1)
where M (ρ) is the probability distribution of measurement M applied to
ρ.
•
F (ρ, σ) = trW †ρWσ, (2)
where Wρ and Wσ are d× d matrices with
WρW
†
ρ = ρ, WσW
†
σ = σ,
W †ρWσ = W
†
σWρ ≥ 0.
• Given parameterized family {pt} and {ρt}, define Fisher information Jt
and symmetric logarithmic derivative (SLD) Fisher information JSt by
Jt : =
∑
x∈X
(lt (x))
2 pt (x) ,
JSt : = tr
(
LSt
)2
ρt,
2
where lt, called logarithmic derivative, is defined by lt (x) :=
d
dt log pt (x),
and LSt , called symmetric logarithmic derivative (SLD), is a solution to a
linear equation
dρt
dt
=
1
2
{
LSt ρt + ρt L
S
t
}
.
Then,
F (pt, pt+ε) = 1− 1
8
Jtε
2 + o
(
ε2
)
,
F
(
ρt, ρt+ε
)
= 1− 1
8
JSt ε
2 + o
(
ε2
)
,
and
F (p, q) = cosmin
C
1
2
∫
C
√
Jtdt, (3)
F (ρ, σ) = cosmin
C
1
2
∫
C
√
JSt dt, (4)
where minimum is taken for all the paths with p0 = p, p1 = q, and ρ0 = ρ,
ρ1 = σ, respectively.
• (symmetry)
F (ρ, σ) = F (σ, ρ) .
• (Monotonicity)
F (ρ, σ) ≤ F (Λ (ρ) ,Λ (σ)) . (5)
• (triangle inequality)
cos−1 F (ρ, σ) ≤ cos−1 F (ρ, τ ) + cos−1 F (τ, σ) , (6)
F (ρ, σ) ≥ 2F (ρ, τ )F (τ , σ)− 1. (7)
• (strong joint concavity)
F

∑
y∈Y
λyρy,
∑
y∈Y
µyσy

 ≥ ∑
y∈Y
√
λyµyF
(
ρy, σy
)
(8)
• (Multiplicativity)
F
(
ρ⊗n, σ⊗n
)
= F (ρ, σ)
n
In the paper, we consider quantities satisfying:
(N) FQ (p, q) = F (p, q), for all the probability distributions p, q.
(M) FQ (ρ, σ) ≤ FQ (Λ (ρ) ,Λ (σ))
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3 Another quantum analogue of classical fidelity
A triplet (Φ, {p, q}) of a CPTP map Φ and probability distributions p, q over
the set X (|X | = d′) with
Φ (p) = ρ,Φ (q) = σ, (9)
is called reverse test of {ρ, σ}. A reverse test (Φ, {p, q}) with (9) is said to be
minimal satisfying when |X | = d = dimH. Define
Fmin (ρ, σ) := max
(Φ,{p,q}):(9)
F (p, q) . (10)
Theorem 1 Suppose FQ (p, q) (N) and (M). Then, Fmin (ρ, σ) ≤ FQ (ρ, σ) ≤
F (ρ, σ). Also, Fmin (ρ, σ) satisfies (N) and (M).
Proof. Let M be a measurement achieving the minimum of (1). Then,
FQ (ρ, σ) ≤
(M)
FQ (M (ρ) ,M (σ)) =
(N)
F (M (ρ) ,M (σ))
= F (ρ, σ) .
Let Φ be a CPTP map achieving the maximum of (10). Then
FQ (ρ, σ) = FQ (Φ (p) ,Φ (q)) ≥
(M)
FQ (p, q) =
(N)
F (p, q)
= Fmin (ρ, σ) .
Obviously, Fmin (p, q) ≥ F (p, q). Also, for any p′, q′ with p = Φ(p′), q = Φ(q′),
F (p′, q′) ≤ F (p, q), by (5). Therefore, Fmin (p, q) ≤ F (p, q), and we have (N).
That Fmin satisfies (M) is proved as follows.
Fmin (Λ (ρ) ,Λ (σ)) = max {F (p, q) ; Φ: CPTP, Φ (p) = Λ (ρ) ,Φ (q) = Λ (σ)}
≥ max {F (p, q) ; Φ = Φ′ ◦ Λ, Φ′ (p) = ρ,Φ′ (q) = σ}
= max {F (p, q) ; Φ′ (p) = ρ,Φ′ (q) = σ}
= Fmin (ρ, σ) .
Theorem 2 Suppose ρ and σ are strictly positive. Then,
Fmin (ρ, σ) = tr ρ
√
ρ−1/2σρ−1/2,
and the maximum of (10) is achieved by any minimal reverse test (Φ, {p, q}).
The proof will be given later.
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Remark 3 Using geometric mean A#B =
√
A
√
A−1/2BA−1/2
√
A [1],
Fmin (ρ, σ) = tr (ρ#σ) . (11)
Hence, the well-known property of #
Λ (ρ)#Λ (σ) ≥ Λ (ρ#σ)
immediately implies that Fmin satisfies (M).
Remark 4 In [7][8], minimization of D(p||q) := ∑x∈X p (x) ln p(x)q(x) over all
the reverse tests (Φ, {p, q}) is considered, and it is shown that the minimum is
achieved also by any minimal reverse test.
4 Listing all reverse tests
In this section, to solve maximization (10), we give full characterization of all
reverse tests (Φ, {p, q}) of {ρ, σ} with Φ (δx) being a pure state, where δx0 (x)
denotes a probability distribution concentrated at x = x0 (x, x0 ∈ X ).
The reason for such a restriction to be made is as follows. If
Φ (δx) = ρx =
∑
y∈Y
s (y|x)
∣∣ϕxy〉 〈ϕxy∣∣ ,
let Φ′ a CPTP map from probability distributions over X × Y to S (H) such
that
Φ′
(
δ(x,y)
)
=
∣∣ϕxy〉 〈ϕxy∣∣ .
Then if Φ (p) = ρ and Φ (q) = σ, Φ′ (p′) = ρ and Φ′ (q′) = σ, where
p′ (x, y) = p (x) s (y|x) , q′ (x, y) = q (y) s (y|x) .
Hence, (Φ′, {p′, q′}) is a reverse test of {ρ, σ} with Φ (δx) being a pure state,
and p = Ψ1 (p
′), q = Ψ1 (q
′), where Ψ1 is taking marginal over Y. Hence,
F (p.q) ≥ F (p′, q′). Also, observe p′ = Ψ2 (p), q′ = Ψ2 (q), where
Ψ2 : r (x)→ r (x) s (y|x) .
Therefore, after all,
F (p.q) = F (p′, q′) .
Therefore, we can replace Φ by Φ′.
Below, we indicate Φ by a matrix N , whose xth column vector is |ϕx〉 with
|ϕx〉 〈ϕx| = Φ(δx). Then the condition (9) is rewritten as∑
x∈X
p (x) |ϕx〉 〈ϕx| = ρ,
∑
x∈X
q (x) |ϕx〉 〈ϕx| = σ (12)
Here note in general, d′ can be larger than d = dimH.
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Lemma 5 WW † = ρ if and only if
W =
√
ρU,
with U being isometry, UU † = 1.
Proof. We only have to show ‘only if’. Suppose WW † = ρ. Then, letting√
ρ−1 be the (Moore-Penrose) generalized inverse of
√
ρ, we have
(√
ρ
−1
W
)(√
ρ
−1
W
)†
= P,
where P is the projector on the support of ρ. Observe
(1− P )W ((1− P )W )† = (1− P ) ρ (1− P ) = 0
implies
(1− P )W = 0
Therefore, √
ρ−1
(√
ρ−1W
)
= PW =W.
Let U ′ be a partial isometry from ker
(√
ρ−1W
)†
to kerρ,
U =
√
ρ
−1
W ⊕ U ′
satisfies the requirement. Hence, we have the assertion.
In the reminder of the section, we suppose ρ > 0. Let Dp and Dq be
Dp =
√
diag (p1, · · · , pd′), Dq =
√
diag (q1, · · · , qd′). (13)
Then, by (12), NDp (NDp)
†
= ρ and NDq (NDq)
†
= σ. Also,
T :=
√
ρ−1/2σρ−1/2 (> 0) (14)
satisfies
(√
ρT
) (√
ρT
)†
= σ. Therefore,
[
√
ρ 0]V = NDp, [
√
ρT 0]U = NDp, (15)
for some U ,V ∈ U(H′), dimH′ = d′. Then,
NDqDpN
† = [
√
ρ T 0]UV †
[ √
ρ
0
]
=
√
ρTA
√
ρ ≥ 0, (16)
where, with P being the projector onto H, A = PUV †P . Therefore,
TA = A†T ≥ 0. (17)
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Also, by (15),
[
√
ρ 0]V
(
D−1p Dq
)
V † = [
√
ρT 0]UV †
= [
√
ρ 0]
[
TA TA′
A′†T C
]
,
where A′ := PU (1− P ) and C > 0. If C˙ > 0 satisfy
kerTA′ ⊂ kerC, (TA)−1/2 (TA′)C−1/2 ≤ 1, (18)
we have
T˜ :=
[
TA TA′
A′†T C
]
≥ 0. (19)
Note {A; ‖A‖ ≤ 1} is identical to the totality of matrices with the form
A = PUP , where U ∈ U(H′), H ⊂ H′, dimH′ = d′ and P is the projector onto
H . Then, a reverse test can be composed as indecated in the following (i)-(v):
(i) Choose A ∈ {A; ‖A‖ ≤ 1} with (17).
(ii) Compose A′ such that [AA′] is isometry.
(iii) Let T˜ as of (19), V is diagonalize it :T˜ = V DV †.
(vi) Define |ϕx〉 (x ∈ X ) as the normalized column vectors of [
√
ρ 0]V .
Finally, p (x) and q (x) is the square of the magnitude of the xth column
vector of [
√
ρ 0]V and
[√
ρTA
√
ρTA′
]
, respectively. p and q are obtained also
as follows. Define ρ′,σ′ ∈ S (H′) by
ρ′ =
[
ρ 0
0 0
]
, σ′ = T˜ ρT˜ ,
and let the measurement M be projectors onto eigenspaces of T˜ . Then, p =
M (ρ′) and M = (σ′). So, the last step of the composition is:
(v) Let p =M (ρ′) and q =M (σ′), whereM is the projectors onto eigenspaces
of T˜ .
5 Proof of Theorem2
Proof. of Theorem2. By (16),
tr
√
ρTA
√
ρ = trNDqDpN
†
= trDqN
†NDp
= trDqDp,
7
where the last identity is due to
(
N †N
)
ii
= 1. On the other hand, (17) implies,
T 2 − (TA)2 = T 2 − TAA†T = T (1−AA†)T ≥ 0. (20)
where the last inequality is due to ‖A‖ ≤ 1. Since √t is operator monotone,
TA ≤ T.
Therefore,
Fmin (ρ, σ) = max
p,q:(12)
∑
x∈X
√
p (x) q (x)
= trDqDp
= tr
√
ρTA
√
ρ
≤ tr√ρT√ρ
= tr ρ
√
ρ−1/2σρ−1/2.
The inequality is achieved when A = 1, which corresponds to minimal reverse
tests.
6 Seeing from ‘behind’
By Theorem2 ,,
Fmin (ρ, σ) = trWρW
†
σ ,
where Wρ :=
√
ρ and Wσ :=
√
ρT , with T being as of (14). Observe
WρW
†
σ =WσW
†
ρ .
Therefore, by (2), we have
Fmin (ρ, σ) = F (ρ
′, σ′) , (21)
where
ρ′ :=W †ρWρ = ρ, σ
′ :=W †σWσ = TρT.
A meaning of (21) is given in the sequel. Letting
Wρ =
d∑
i=1
∑
x∈X
wρ,i x |i〉 〈ex| , Wσ =
d∑
i=1
∑
x∈X
wσ,i x |i〉 〈ex| ,
define
|Wρ〉 :=
d∑
i=1
∑
x∈X
wρ,i x |i〉 |ex〉 , |Wσ〉 :=
d∑
i=1
∑
x∈X
wσ,i x |i〉 |ex〉 .
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Then, one can easily check
ρ = trH′ |Wρ〉 〈Wρ| , σ := trH′ |Wσ〉 〈Wσ|
ρ′ = trH |Wρ〉 〈Wρ| , σ′ = trH |Wσ〉 〈Wσ|
hold. Hence, Fmin (ρ, σ) equals fidelity of ‘hidden’ part of the purification of ρ
and σ.
7 Fmin for pure states
Any reverse test (Φ, {p, q}) of {ρ, |ϕ〉} is in the following form:
Φ (δx) = |ϕ〉 〈ϕ| , x ∈ supp q ,
ρ = Φ(p) = c |ϕ〉 〈ϕ|+
∑
x/∈supp q
p (x) Φ (δx) , (22)
where c :=
∑
x∈supp q p (x). Therefore, by monotonicity of Fidelity by CPTP
maps, ∑
x∈X
√
p (x) q (x) ≤
√
c · 1 +
√
c · 0 = √c,
and the inequality is achieved by the following q (x) and p (x):
q (x) = δx0 , p (x) = cδx0 (x ∈ supp q),
where x0 is a point in supp q.
Therefore, we maximize c with ρ − c |ϕ〉 〈ϕ| ≥ 0, or equivalently, if |ϕ〉 ∈
supp ρ,
1− cρ−1/2 |ϕ〉 〈ϕ| ρ−1/2 ≥ 0.
Therefore, if |ϕ〉 ∈ supp ρ,
Fmin (ρ, |ϕ〉) =
√(
tr ρ−1/2 |ϕ〉 〈ϕ| ρ−1/2)−1
=
∥∥∥√ρ−1 |ϕ〉∥∥∥−1 .
In case |ϕ〉 /∈ supp ρ, the maximum of c with ρ− c |ϕ〉 〈ϕ| ≥ 0 is zero, and
Fmin (ρ, |ϕ〉) = 0.
In particular,
Fmin (|ψ〉 , |ϕ〉) = 0. (23)
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8 Properties of Fmin
Proposition 6 Fmin (ρ, σ) does not satisfy triangle inequalities: there is ρ, σ,
and τ with
cos−1 Fmin (ρ, σ) > cos
−1 Fmin (ρ, τ) + cos
−1 Fmin (τ, σ) ,
Fmin (ρ, σ) < 2Fmin (ρ, τ )Fmin (τ , σ)− 1.
Proof. We let
ρ = |ψ〉 〈ψ| , σ = |ϕ〉 〈ϕ| ,
|ψ〉 =
[
cos θ2
sin θ2
]
, |ϕ〉 =
[
cos θ2
− sin θ2
]
,
τ =
1∣∣cos θ2 ∣∣ + ∣∣sin θ2 ∣∣
[ ∣∣cos θ2 ∣∣ 0
0
∣∣sin θ2 ∣∣
]
.
Then,
Fmin (|ψ〉 , |ϕ〉) = 0,
Fmin (|ψ〉 , τ ) = Fmin (|ϕ〉 , τ ) = 1∣∣cos θ2 ∣∣+ ∣∣sin θ2 ∣∣ .
Hence, letting θ be small enough, we have asserted inequalities. (In fact, the
inequality is satisfied all θ lying between 0 and pi2 .)
Proposition 7 Fmin (ρ, σ) = Fmin (σ, ρ), Fmin (ρ
⊗n, σ⊗n) = Fmin (ρ, σ)
n
.
Proof. Trivial by definition.
Theorem 8 (Strong concavity)
Fmin

∑
y∈Y
λyρy,
∑
y∈Y
µyσy

 ≥ ∑
y∈Y
√
λyµyFmin
(
ρy, σy
)
Proof. Let (Φy, {py, qy}) be a reverse test of
{
ρy, σy
}
with
F (py, qy) = Fmin
(
ρy, σy
)
,
where py, qy are probability distributions over X with |X | = d′ = d (minimal).
Define p˜y0 (x, y) := py0 (x) δy0 (y), q˜y0 (x, y) = qy0 (x) δy0 (y), and Φ˜
(
δ(x,y)
)
:=
Φy (δx). Then,
Φ˜ (p˜y0) =
∑
x∈X ,y∈Y
py0 (x) δy0 (y) Λy (δx) = ρy0 ,
Φ˜ (q˜y0) = σy0 ,
F (p˜y0 , q˜y0) =
∑
x∈X ,y∈Y
√
py0 (x) qy0 (x)δy0 (y)
= F (py0 , qy0) = Fmin
(
ρy0 , σy0
)
.
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Therefore,
∑
y∈Y
√
λyµyFmin
(
ρy, σy
)
=
∑
y∈Y
√
λyµyF (p˜y, q˜y)
≤ F

∑
y∈Y
λy p˜y,
∑
y∈Y
µy q˜y

 ≤ Fmin

Φ˜

∑
y∈Y
λy p˜y

 , Φ˜

∑
y∈Y
µy q˜y




= Fmin

∑
y∈Y
λyρy,
∑
y∈Y
µyσy

 ,
where the second line is due to (8) for classical fidelity, and the third and the
fourth line is due to (N) and (M), respectively.
Remark 9 Alternative proof is given using (11) and the following property of
# [1]:
A#C +B#D ≤ (A+B)# (C +D) .
9 Generalization to Ff
As noted before, both of the minimum of D (p||q) and the maximum of F (p, q)
are achieved by minimal ones. This section tries generalization of
Let f be operator monotone function on [0,∞). Then one can define
Ff (p, q) :=
∑
x∈X
p (x) f
(
q (x)
p (x)
)
.
An example is f (t) = tα (0 < α < 1),
Fα (p, q) =
∑
x∈X
p1−α (x) qα (x) .
Note
D (p||q) = lim
α→1
−1
1− α lnF1−α (p, q) .
Thus, this family interpolates between D (p||q) and F (p, q).
Their quantum analogue is defined as follows.
Fminf (ρ, σ) = maxFf (p, q)
here the maximum is taken over all the reverse tests (Φ, {p, q}) of {ρ, σ}.
Theorem 10 If FQf (ρ, σ) satisfies F
Q
f (p, q) = Ff (p, q) for all probability dis-
tributions p,q, and monotone increasing by any CPTP map,
Fminf (ρ, σ) ≤ FQf (ρ, σ) .
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Proof. Almost parallel with the proof of Theorem1, thus omitted.
Theorem 11
Fminf (λρ0 + (1− λ) ρ1, λσ0 + (1− λ)σ1) ≥ λFminf (ρ0, σ0)+(1− λ)Fminf (ρ1, σ1) .
Proof. Almost parallel with the proof of Theorem8, thus omitted.
Also, we define
F ′f (ρ, σ) := tr ρ
1
2 f
(
T 2
)
ρ
1
2 ,
where T is as of 14.
Due to the main result (the equation (3.8) ) of [1], one find an operator
connection ♮ with
ρ
1
2 f
(
T 2
)
ρ
1
2 = ρ ♮ σ (ρ > 0) ,
thus
F ′f (ρ, σ) = tr ρ ♮ σ (ρ > 0) .
Any operator connection ♮ satisfies
S (A♮B)S† ≤ (SAS†) ♮ (SBS†) ,
A♮B + C♮D ≤ (A+ C) ♮ (B +D) ,
(see Theorem3.5 of [1]) which implies
Λ (A♮B) ≤ Λ (A) ♮Λ (B) ,
for any TPCP map Λ. This implies
F ′f (Λ (ρ) ,Λ (σ)) ≥ F ′f (ρ, σ) .
Since F ′f (p, q) = F (p, q), by Theorem10,
Fminf (ρ, σ) ≤ F ′f (ρ, σ) . (24)
Theorem 12 Suppose ρ > 0. Then,
Fminf (ρ, σ) = F
′
f (ρ, σ) .
Moreover, this number is achieved by any minimal reverse test.
Proof. By (24), we only have to show ‘≥’. Let (Φ, {p, q}) be a minimal reverse
test. Then, by the argument in Section 4, p = M (ρ) and q = M (TρT ), where
M is the projectors onto the eigenvectors {|ex〉} of T = T =
∑
x∈X λx |ex〉 〈ex|,
p (x) = 〈ex| ρ |ex〉 , q (x) = λ2x 〈ex| ρ |ex〉 .
Therefore,
Fminf (ρ, σ) =
∑
x∈X
〈ex| ρ |ex〉 f
(
λ2x
)
=
∑
x∈X
〈ex| ρf
(
T 2
) |ex〉 = F ′f (ρ, σ) .
Therefore, we have Ff (ρ, σ) ≥ F ′f (ρ, σ), and the proof is complete.
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10 RLD Fisher information and tangent reverse
estimation
Given a parameterized family {ρt}, we define right logarithmic derivative (RLD)
Fisher information JRt by
JRt := tr
(
LRt
)†
LRt ρt,
where LRt is called right logarithmic derivative and is the unique solution to the
linear equation
dρt
d t
= LRt ρt.
(LRt exists if and only if supp
dρ
t
d t ⊂ supp ρt.)
A triplet
(
Λ, pt,
dpt
d t
)
is said to be tangent reverse estimation of ρt at t if it
satisfies
Λ (pt) = ρt , Λ
(
dpt
d t
)
=
dρt
d t
.
With Λ (δx) = |ϕx〉 〈ϕx|, we have∑
x∈X ′
pt (x) |ϕx〉 〈ϕx| = NPtN † = ρt,
∑
x∈X ′
dpt (x)
d t
|ϕx〉 〈ϕx| = N
dPt
d t
N † =
dρt
d t
,
where N = [|ϕ1〉 , · · · , |ϕd′〉] and Pt = diag (pt (1) , · · · , p (d′)). When d′ = d =
dimH, we say the tangent reverse estimation is minimal. It is known that
JRt = min Jpt ,
where the minimum is taken for all the tangent reverse estimation of ρt at t.
It is also known that the minimum is achieved by any minimal tangent reverse
estimation, and RLD satisfies
LRt = NLtN
−1 (25)
with Lt = diag (lt (1) , · · · , lt (d)) and lt = dpt/d tpt .
11 Fmin, RLD Fisher information and the short-
est distance
Consider a smooth curve {ρt}. Suppose {ρt} is lying interior of S (H) we have
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Fmin
(
ρt, ρt+ε
)
= tr ρt
√
ρ
−1/2
t ρt+ερ
−1/2
t
= tr ρt
√
1+ ερ
−1/2
t
dρt
d t
ρ
−1/2
t +
ε2
2
ρ
−1/2
t
d2ρt
d t2
ρ
−1/2
t +O (ε
3)
= 1 + tr ρt
{
ε
2
ρ
−1/2
t
dρt
d t
ρ
−1/2
t +
ε2
4
ρ
−1/2
t
d2ρt
d t2
ρ
−1/2
t −
1
8
(
ερ
−1/2
t
dρt
d t
ρ
−1/2
t
)2}
+O
(
ε3
)
= 1− ε
2
8
JRt +O
(
ε3
)
.
To evaluate the O
(
ε3
)
-term above, we compute d
3
d s3Fmin (ρt, ρs) in the sequel.
Abbreviate Xt,s := ρ
−1/2
t ρt+sρ
−1/2
t (> 0), and define At,s, Bt,s, and Ct,s by√
Xt,s+ε =
√
Xt,s + εAt,s + ε
2Bt,s + ε
3Ct,s + o
(
ε3
)
.
They are determined by comparing the both ends of
Xt,s+
dXt,s
d s
ε+
1
2
d2Xt,s
d s2
ε2+
1
3!
d3Xt,s
d s3
ε3+o
(
ε3
)
=
{√
Xt,s + εAt,s + ε
2Bt,s + ε
3Ct,s + o
(
ε3
)}2
,
and thus
At,s
√
Xt,s +
√
Xt,sAt,s =
dXt,s
d s
,
Bt,s
√
Xt,s +
√
Xt,sBt,s =
1
2
d2Xt,s
d s2
− (At,s)2 ,
Ct,s
√
Xt,s +
√
Xt,sCt,s =
1
3!
d3Xt,s
d s3
− (At,sBt,s +Bt,sAt,s) .
Since
√
Xt,s > 0, the first equation determines At,s uniquely, and by Theo-
remVII.2.12 of [2],
sup
t≤s≤t+ε
‖At,s‖ ≤ ‖Xt,s‖−1/2
∥∥∥∥dXt,sd s
∥∥∥∥ .
Then the second and third equality determines Bt,s and Ct,s uniquely, and
sup
t≤s≤t+ε
‖Bt,s‖ ≤ f1
(
‖ρt‖ ,
∥∥∥∥dρsd s
∥∥∥∥ ,
∥∥∥∥d2ρsd s2
∥∥∥∥
)
,
sup
t≤s≤t+ε
‖Ct,s‖ ≤ f2
(
‖ρt‖ ,
∥∥∥∥dρsd s
∥∥∥∥ ,
∥∥∥∥d2ρsd s2
∥∥∥∥
)
,
where f1, f2 is a continuous function. Therefore,
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Fmin
(
ρt, ρt+ε
) ≤ ε2
2
sup
t≤s≤t+ε
∣∣∣∣ d2d s2Fmin (ρt, ρs)
∣∣∣∣
≤ ε
2
2
sup
t≤s≤t+ε
|trBt,sρt|
≤ ε
2
2
sup
t≤s≤t+ε
f1
(
‖ρt‖ ,
∥∥∥∥dρsd s
∥∥∥∥ ,
∥∥∥∥d2ρsd s2
∥∥∥∥
)
,
and∣∣∣∣Fmin (ρt, ρt+ε)−
(
1− ε
2
8
JRt
)∣∣∣∣ ≤ ε36 supt≤s≤t+ε
∣∣∣∣ d3d s3Fmin (ρt, ρs)
∣∣∣∣
=
ε3
6
sup
t≤s≤t+ε
|trCt,sρt|
≤ ε
3
6
sup
t≤s≤t+ε
f2
(
‖ρt‖ ,
∥∥∥∥dρsd s
∥∥∥∥ ,
∥∥∥∥d2ρsd s2
∥∥∥∥
)
.(26)
Let us define
FR (ρ, σ) := cos
(
min
C
∫
C
√
JRt d t
)
, (27)
where minimization is taken over all the smooth paths connecting ρ and σ. Ob-
viously, FR (ρ, σ) satisfies (N) and (M), and a triangle inequality (6). Therefore
we have:
Proposition 13
Fmin (ρ, σ) ≤ FR (ρ, σ) ≤ F (ρ, σ) ,
and Fmin (ρ, σ) does not coincide with FR (ρ, σ).
Proof. Since FR (ρ, σ) satisfies (N) and (M), the first assertion is obtained by
Theorem1. Since Fmin does not satisfy (6) while FR (ρ, σ) does, we have the
second assertion.
Theorem 14
Fmin (ρ, σ) = cos
(
min
C
1
2
∫
C
√
JRt d t
)
, (28)
where minimization is taken over all the smooth paths C = {ρt} with ρ0 = ρ
and ρ1 = σ, with
[
LRs , L
R
t
]
= 0, 0 ≤ ∀s, t ≤ 1.
Proof.
[
LRs , L
R
t
]
= 0 and (25) imply LRt = NLtN
−1, ∀t, where Lt is a diagonal
real matrix and the column vectors |ϕx〉 (x = 1,· · · ,d′) of N are normalized.
Define P0 := N
−1ρ0
(
N †
)−1
, then
LR0 ρ0 = NL0P0N
†.
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Therefore, L0P0 is Hermitian, and P0 is also diagonal.
Therefore,
ρt = NPtN
†, 0 ≤ ∀t ≤ 1,
where Pt is a real diagonal matrix. Writing the xth diagonal element of Pt
as pt (x),
∑d
x=1 pt (x) = 1, and thus pt (x) is a probability distribution over
{1, · · · , d}. One can check that Lt is the logarithmic derivative of pt, and that
JRρ
t
= Jpt . Therefore,
cos
(
min
C
1
2
∫
C
√
JRρ
t
d t
)
= cos
(
min
C
1
2
∫
C
√
Jptd t
)
,
where the minimum is taken over all the smooth curves C = {pt} in probability
distributions connecting p0 and p1. By (3), the LHS equals cos
−1 F (p0, p1).
Define Φ (δx) = |ϕx〉 〈ϕx|, then (Φ, {p0, p1}) is a minimal reverse test of
{ρ, σ}. Therefore, cos−1 F (p0, p1) equals cos−1 Fmin (ρ, σ), and we have the
assertion.
Theorem 15 Suppose that FQ (ρ, σ) satisfies (M), (N), and
cos−1 F (ρ, σ) ≤ cos−1 F (ρ, τ ) + cos−1 F (τ, σ) .
Then,
FR (ρ, σ) ≤ F .Q (ρ, σ) ≤ F (ρ, σ) .
Proof. We only have to show the lowerbound. Since any bounded and closed
subset of interior of S (H) is compact, there is the unique shortest Riemanian
geodesic C = {ρt} with respect to RLD Fisher information metric connecting
any ρ0 = ρ > 0 and ρ1 = σ > 0 (see Theorem1.7.1 of [4].) Then, by (6),
cos−1 FQ (ρ, σ) ≤
1/ε−1∑
k=0
cos−1 FQ
(
ρkε, ρ(k+1)ε
)
≤
1/ε−1∑
k=0
cos−1 Fmin
(
ρkε, ρ(k+1)ε
)
where the second line is due to Theorem1. By elementary calculus, one can
verify
cos−1 F ≤
√
2 (1− F )
(
1 +
1
6
(1− F )
)
, (0 ≤ F ≤ 1). (29)
Due to the smoothness of geodesic, (26), and (29), letting
fi,t,s := fi
(
‖ρt‖ ,
∥∥∥∥dρsd s
∥∥∥∥ ,
∥∥∥∥d2ρsd s2
∥∥∥∥
)
, (i = 1, 2) ,
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we have
1/ε−1∑
k=0
cos−1 Fmin
(
ρkε, ρ(k+1)ε
)
≤
1/ε−1∑
k=0
√
2
(
1− Fmin
(
ρkε, ρ(k+1)ε
))√
1 +
1
6
(
1− Fmin
(
ρkε, ρ(k+1)ε
))
≤
1/ε−1∑
k=0
√
ε2
4
JRkε +
1
3
sup
kε≤s≤(k+1)ε
f1,t,sε3
√
1 +
ε2
12
sup
kε≤s≤(k+1)ε
f2,t,s
=
1/ε−1∑
k=0
ε
2
(
JRkε
) 1
2
√√√√(1 + 4
3
1(
JRkε
)1/2 sup
kε≤s≤(k+1)ε
f1,t,sε
)(
1 +
ε2
12
sup
kε≤s≤(k+1)ε
f2,t,s
)
≤
1/ε−1∑
k=0
ε
2
(
JRkε
) 1
2
√
1 + εf3,
where
f3 := sup
t,s,t′,s′,u∈[o,1]
(
1 +
4
3
1
(JRu )
1/2
f1,t,s
)(
1 +
1
12
f2,t′,s′
)
− 1 <∞.
Here, taking ε→ 0, we have the assertion.
12 Differential equation for shortest paths
In this section, a differential equation satisfied by the geodesic, or the path
achieving the minimum in (27) is derived, supposing that ρt is an invertible
matrix. Let
L
(
ρt,
d ρt
dt
, λt
)
: =
∫
C
{
JRt − λt (tr ρt − 1)
}
d t
=
∫
C
{
tr
(
d ρt
dt
)2
ρ−1t − λt (tr ρt − 1)
}
d t.
Taking t proportional to arc length, this is equivalent to finding the extremal
of
∫
C
{√
JRt − λt (tr ρt − 1)
}
d t [4]. Then, letting {Xt} be an arbitrary smooth
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curve with X0 = X1 = 0,
d
dε
L
(
ρt + εXt,
d ρt
dt
+ ε
dXt
dt
, λt
)∣∣∣∣
ε=0
=
∫
C
[
tr
dXt
dt
(
LRt + L
R†
t
)
+ trXt
{
−LR†t LRt + λt
}]
d t
=
[
trXt
(
LRt + L
R†
t
)]1
t=0
+
∫
C
trXt
{
− d
dt
(
LRt + L
R†
t
)
− LR†t LRt + λt
}
d t
Hence, we have
− d
dt
(
LRt + L
R†
t
)
− LR†t LRt + λt = 0, (30)
where the first identity is by JRt = 1. In the sequel, the following identity is
used frequently.
ρtL
R†
t =
(
LRt ρt
)†
=
(
d ρt
dt
)†
= LRt ρt. (31)
Multiplying ρ and taking trace of both ends of (30),
−tr ρt
d
dt
(
LRt + L
R†
t
)
− 1 + λt = 0,
where we used JRt = 1, (31), and tr ρtL
R
t = tr ρtL
R†
t = tr
d ρ
t
dt = 0. Observe
tr ρt
d
dt
(
LRt + L
R†
t
)
=
d
dt
tr ρt
(
LRt + L
R†
t
)
− tr d ρt
dt
(
LRt + L
R†
t
)
= −tr
(
ρtL
R†
t L
R
t + L
R
t ρtL
R†
t
)
= −2.
Therefore, λt = −1, and we obtain
d
dt
(
LRt + L
R†
t
)
+ LR†t L
R
t + 1 = 0, (32)
which gives only determines time derivative of only Hermitian part of LRt . Ob-
viously, we need another equation. By (31), we have
dρt
dt
LR†t + ρt
dLR†t
dt
= LRt
dρt
dt
+
dLRt
dt
ρt.
Observing
dρt
dt
LR†t = L
R
t ρtL
R†
t = L
R
t
dρt
dt
,
we obtain
ρt
dLR†t
dt
=
dLRt
dt
ρt,
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and
ρt
dLRt
dt
+
dLRt
dt
ρt + ρtL
R†
t L
R
t + ρt = 0. (33)
(33) and
dρt
dt
= LRt ρt ,
determine time evolution of ρt.
The differential equation satisfied by the curve achieving minimum in (3) is
derived by applying these to commutative case,
2
dlt
dt
+ (lt)
2
+ 1 = 0,
dpt
dt
= lt pt. (34)
From these, the differential equation for the curve achieving minimum in (28)
is derived as follows. Along the curve, we should have
LRt = NLtN
−1, ρt = N (Dt)
2
N †,
where (Dt)
2 = diag (pt (1) , · · · pt (d)), Lt = diag (lt (1) , · · · lt (d)). Since Fmin (ρ0, ρ1) =
F (p0, p1), (pt, lt) should satisfy (34). Therefore, dynamics of (ρt, L
R
t ) is deter-
mined by
2
dLRt
dt
+
(
LRt
)2
+ 1 = 0,
dρt
dt
= LRt ρt . (35)
13 Another quantum analogy of statistical dis-
tance
Statistical distance ∆ (p, q) is defined by
∆ (p, q) :=
1
2
‖p− q‖1 =
1
2
∑
x∈X
|p (x) − q (x)| .
Its frequently used quantum analogy is
∆ (ρ, σ) :=
1
2
‖ρ− σ‖1 ,
and also called statistical distance. Known facts about them are [3][5][6][9][11]:
•
∆(ρ, σ) = max
M :measurement
∆(M (ρ) ,M (σ)) .
• (Monotonicity by CPTP maps) If Λ is a CPTP map,
∆ (Λ (ρ) ,Λ (σ)) ≤ ∆(ρ, σ)
• (Joint convexity)
∆ (λρ0 + (1− λ) ρ1, λσ0 + (1− λ)σ1) ≤ λ∆(ρ0, σ0) + (1− λ)∆ (ρ1, σ1)
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• (Triangle inequality)
∆ (ρ, σ) ≤ ∆(ρ, τ) + ∆ (τ , σ)
• With D (ρ||σ) := tr ρ (ln ρ− lnσ) being relative entropy,
1− F (ρ, σ) ≤ ∆(ρ, σ) ≤
√
1− F (ρ, σ)2, (36)
D (ρ||σ) ≥ 1
2
∆ (ρ, σ)
2
. (37)
Here we introduce a new quantum analogue of statistical distance is:
∆max (ρ, σ) := min
(Φ,{p,q}):reverse test of {ρ,σ}
∆(p, q) .
Theorem 16 Suppose ∆Q (ρ, σ) satisfies monotonicity by CPTP maps and
∆Q (p, q) = ∆ (p, q) for any probability distributions p, q. Then
∆(ρ, σ) ≤ ∆Q (ρ, σ) ≤ ∆max (ρ, σ) .
Also, ∆max is monotone by CPTP maps and ∆min (p, q) = ∆ (p, q).
Proof. Almost parallel with the proof of Theorem1, thus omitted.
Theorem 17 Defining DR (ρ||σ) := tr ρ ln√ρσ−1√ρ,
∆max (λρ0 + (1− λ) ρ1, λσ0 + (1− λ)σ1) ≤ λ∆max (ρ0, σ0) + (1− λ)∆max (ρ1, σ1) ,(38)
1− Fmin (ρ, σ) ≤ ∆max (ρ, σ) ≤
√
1− Fmin (ρ, σ)2, (39)
DR (ρ||σ) ≥ 1
2
∆max (ρ, σ)
2 . (40)
Proof. The proof of (38) is almost parallel with the one of Theorem8, thus
omitted. To prove the first inequality of (39), consider the optimal reverse test
with ∆ (p, q) = ∆max (ρ, σ). Then, by (36), we have
∆max (ρ, σ) = ∆ (p, q) ≥ 1− F (p, q) ,
On the other hand, by definition of Fmin, 1−F (p, q) ≥ 1−Fmax (ρ, σ). After all,
we have ∆max (ρ, σ) ≥ 1 − Fmin (ρ, σ). The second inequality of (39) and (40)
are proved almost parallelly,recalling the following characterization of DR (ρ||σ)
(Theorem2.4 in [8]):
DR (ρ||σ) = minD (p||q) ,
where minimum is taken over all the reverse test (Φ, {p, q}) of {ρ, σ}.
It follows from (39) and (23) that
∆max (|ϕ〉 , |ψ〉) = 1,
for all |ϕ〉,|ψ〉. Another consequence of (39) is:
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Proposition 18 The triangle inequality for ∆max does not hold, i.e., there is
ρ, σ, and τ with
∆max (ρ, σ) > ∆max (ρ, τ) + ∆max (τ , σ) .
Proof. Let ρ and σ be as of the proof of Proposition6. Then,
∆max (ρ, σ) = 1,
∆max (ρ, τ ) + ∆max (τ , σ) ≤
√
1− Fmin (ρ, τ)2 +
√
1− Fmin (τ , σ)2
= 2
√
1− 1(∣∣cos θ2 ∣∣+ ∣∣sin θ2 ∣∣)2 .
Hence, making θ close enough to 0, we have the assertion.
In general, ∆max (ρ, σ) is hard to compute. But when σ = |ϕ〉 〈ϕ|, one can
compute the number as follows. Any reverse test (Φ, {p, q}) of {ρ, |ϕ〉} is in the
form of (22). Then, with c :=
∑
x∈supp q p (x),
‖p− q‖1 ≥
1
2
|c− 1|+ 1
2
|(1− c)− 0| = 1− c,
where the inequality is due to monotonicity of ‖·‖1, and is achieved by p (x) =
cq (x)( x ∈ supp q ). Therefore, to minimize ‖p− q‖1, one has to maximize c,
which can be any positive number satisfying ρ− c |ϕ〉 〈ϕ| ≥ 0, or equivalently,
1− cρ−1/2 |ϕ〉 〈ϕ| ρ−1/2 ≥ 0.
Therefore,
∆max (ρ, |ϕ〉) = 1− 1∥∥ρ−1/2 |ϕ〉∥∥2 = 1− F (ρ, |ϕ〉)2 .
Also, by the argument in Section , we have the following upperbound to ∆max (ρ, σ):
∆max (ρ, σ) ≤ ∆(M (ρ) ,M (TρT )) ≤ ∆(ρ, TρT ) ,
where T is as of (14), and M is the projectors onto eigenspaces of T . (Note the
left most end is upperbounded by√
1− F (ρ, TρT )2 =
√
1− Fmin (ρ, σ)2,
and gives a better bound than (39).)
14 Discussions
Fminf introduced in this paper resembles g-quasi relative entropy [10]
Sg (ρ, σ) := tr ρ
1/2g
(
LσR
−1
ρ
) (
ρ1/2
)
,
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where g is operator convex function (thus, −g is operator monotone ) on [0,∞),
and
Lσ (A) = σA, Rρ (A) = Aρ.
For example, with g = 1− x1/2, it gives rise to Sα (ρ, σ) := 1− tr ρ1−ασα. This
quantity satisfies
Sα (ρ, σ) ≥ 1− Fminα (ρ, σ) ,
where
Fminα (ρ, σ) := tr ρ
1/2T 2(1−α)ρ1/2 = tr ρ1/2
(
ρ−1/2σρ−1/2
)1−α
ρ1/2,
and the equality does not hold in general.
It is interesting that both of the maximum of Ff (p, q) are achieved by min-
imal reverse tests. Some numerics suggests that this is not the case for the
minimum of ∆ (p, q).
An open question is weather FR satisfies strong joint convexity or not. Also,
,more explicit formula for FR and ∆max would be, even for some special cases,
of importance.
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