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Let A and B be two N by N deterministic Hermitian matrices and let U be an N by N Haar
distributed unitary matrix. It is well known that the spectral distribution of the sum H = A+UBU∗
converges weakly to the free additive convolution of the spectral distributions of A and B, as N tends
to infinity. We establish the optimal convergence rate 1
N
in the bulk of the spectrum.
1. Introduction
In the influential work [21], Voiculescu showed that two independent large Hermitian matrices are
asymptotically free if one of them is conjugated by a Haar distributed unitary matrix. This observation
identifies the law of the sum of two large Hermitian matrices in a randomly chosen relative basis. More
specifically, if A = A(N) and B = B(N) are two sequences of deterministic N by N Hermitian matrices
and U is a Haar distributed unitary matrix, then the empirical eigenvalue distribution, µH , of the
random sum H = A + UBU∗ is asymptotically given by the free additive convolution, µA ⊞ µB , of the
eigenvalue distributions of A and B. A quantitative control of the closeness between µH and µA ⊞ µB ,
or the convergence rate of µH , has been out of reach until very recently. The first convergence rate
(logN)−1/2 was obtained by Kargin in [15] by using the Gromov-Milman concentration inequality for
the Haar measure. Later, Kargin improved in [16] his result to N−1/7 in the bulk of the spectrum by
studying the Green function subordination property down to the scale N−1/7. Recently, we used in [1] a
bootstrap argument to successively localize the Gromov-Milman inequality from larger to smaller scales,
whereby we improved the convergence rate to N−2/3.
In the current paper, we establish the convergence rate N−1+γ , for any given γ > 0, in the bulk
regime. Since the typical eigenvalue spacing in the bulk of the spectrum is N−1, our result is optimal,
up to the Nγ factor. In our recent work [2] on the local law of H we showed that the Green function
subordination property holds down to the optimal scale N−1+γ ; cf. Proposition 3.2 below. In particular,
the fluctuations of the matrix elements of the Green function G(z) = (H − z)−1 were shown to be of
order N−1/2+γ for any fixed z in the upper half plane, Im z > 0. To get the optimal convergence rate,
we need to show that the fluctuations of the normalized trace of the Green function, 1NTrG, are at most
of order N−1+γ . Thus the main task is to establish the fluctuation averaging of the diagonal entries of
the Green function, i.e. that the fluctuations of the (weighted) average of the Gii’s are typically as small
as the square of the fluctuation of the Gii’s; cf. (2.23).
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2Alongside with the convergence rate of µH to µA⊞µB, the concentration rate of µH to its expectation
EµH is of interest. An order N
−1/2 estimate up to logarithmic corrections on the fluctuations of the
distribution function was obtained by Chatterjee in [9] by studying mixing times of random walks on
the unitary group. Using the Gromov-Milman concentration inequality, Kargin removed the logarithmic
corrections [15]. More recently, a rate of order N−2/3 in the L1-Wasserstein distance was obtained by
E. Meckes and M. Meckes in [18]. From our main result it follows that µH , when restricted to the bulk,
has concentration rate N−1.
The fluctuation averaging mechanism is a key ingredient in proving the optimal convergence rate of
local laws for random matrices. It was first introduced in [14] and substantially extended later in [12, 13]
to generalized Wigner matrices. In all previous works, however, the proofs heavily relied on the indepen-
dence (up to symmetry) of the matrix elements. Our matrix H = A + UBU∗ lacks this independence
since the columns of a Haar unitary matrix are dependent. This fact was already a major obstacle in the
proof of the optimal local law [2], where independence of columns was replaced with a specific partial
randomness decomposition of the Haar unitaries; see Section 3.2. This decomposition, however, is not
directly compatible with taking matrix elements of the Green function, thus the fluctuation averaging
mechanism in the average 1N
∑N
i=1Gii remains hidden. In fact, our proof does not attack this average
directly, we first prove fluctuation averaging for an auxiliary quantity Zi, a carefully chosen linear com-
bination of Gii and (UBU
∗G)ii; see (5.1). In the quantity Zi certain fluctuations of order N−1/2 cancel
for an algebraic reason. When passing from Zi to the original Gii, we need to introduce an additional
specially chosen quantity Υ, see (4.1), that averages the effect of the fluctuations of order N−1/2. Only
a posteriori we show that Υ is in fact one order better than its naive size indicates. Identifying these
somewhat counter-intuitive quantities for the fluctuation averaging is one of the main novelties of the
current work.
Another key feature of the proof is that we do not directly compute high moments of the averages
as it was customary in the previous proofs that led to involved expansions whose bookkeeping was
quite tedious. Instead, we estimate the higher moments recursively, in terms of the lower moments,
see Lemma 6.2, whose proof relies on integration by parts for Gaussian variables. This method to
prove fluctuation averaging was recently introduced in [17] in the context of sparse Wigner matrices.
In the current setup, circumventing the high moment calculation is a very important asset, due to the
complexity of the partial randomness decomposition of the Haar measure and the numerous error terms
involved in the necessary Gaussian approximation.
Notation: We use C to denote strictly positive constants that do not depend on N . Their values may
change from line to line. For a, b ≥ 0, we write a . b, a & b if there is C ≥ 1 such that a ≤ Cb, a ≥ C−1b
respectively. We denote for z ∈ C+ the real part by E = Re z and the imaginary part by η = Im z.
We use bold font for vectors in CN , denote their components by v = (v1, . . . , vN ) ∈ CN and their
Euclidean norm by ‖v‖2. The canonical basis of CN is denoted by (ei)Ni=1. We denote by MN (C) the
set of N × N matrices over C. For A ∈ MN (C), we denote by ‖A‖ its operator norm and by ‖A‖2 its
Hilbert-Schmidt norm. The matrix entries of A are denoted by Aij = e
∗
iAej . We use trA to denote the
normalized trace of A, i.e. trA = 1N
∑N
i=1 Aii.
Let g = (g1, . . . , gN ) be a real or complex Gaussian vector. We write g ∼ NR(0, σ2IN ) if g1, . . . , gN
are i.i.d. N(0, σ2) normal variables; and we write g ∼ NC(0, σ2IN ) if g1, . . . , gN are i.i.d. NC(0, σ2)
variables, where gi ∼ NC(0, σ2) means that Re gi and Im gi are independent N(0, σ22 ) normal variables.
Finally, we use double brackets to denote index sets, i.e. for n1, n2 ∈ R, Jn1, n2K := [n1, n2] ∩ Z.
2. Main results
2.1. Free additive convolution. For the reader’s convenience we recall from [1] some basic notions
and results for the free additive convolution.
Given a probability measure µ on R, its Stieltjes transform, mµ, on the complex upper half-plane
C+ := {z ∈ C : Im z > 0} is defined by
mµ(z) :=
∫
R
dµ(x)
x− z , z ∈ C
+.
Note that mµ : C
+ → C+ is an analytic function such that
lim
ηր∞
iη mµ(iη) = −1. (2.1)
3Conversely, if m : C+ → C+ is an analytic function such that limηր∞ iηm(iη) = −1, then m is the
Stieltjes transform of a probability measure µ. Let Fµ be the negative reciprocal Stieltjes transform of µ,
Fµ(z) := − 1
mµ(z)
, z ∈ C+. (2.2)
Observe that
lim
ηր∞
Fµ(iη)
iη
= 1, (2.3)
as follows from (2.1). Note, moreover, that Fµ is analytic on C
+ with nonnegative imaginary part.
The free additive convolution is the symmetric binary operation on probability measures on R char-
acterized by the following result.
Proposition 2.1 (Theorem 4.1 in [3], Theorem 2.1 in [10]). Given two probability measures, µ1 and µ2,
on R, there exist unique analytic functions, ω1, ω2 : C
+ → C+, such that,
(i) for all z ∈ C+, Imω1(z), Imω2(z) ≥ Im z, and
lim
ηր∞
ω1(iη)
iη
= lim
ηր∞
ω2(iη)
iη
= 1 ; (2.4)
(ii) for all z ∈ C+,
Fµ1(ω2(z)) = Fµ2(ω1(z)), ω1(z) + ω2(z)− z = Fµ1 (ω2(z)). (2.5)
It follows from (2.4) that the analytic function F : C+ → C+ defined by
F (z) := Fµ1(ω2(z)) = Fµ2(ω1(z)), (2.6)
satisfies the analogue of (2.3). Thus F is the negative reciprocal Stieltjes transform of a probability
measure µ, called the free additive convolution of µ1 and µ2, usually denoted by µ ≡ µ1 ⊞ µ2. The
functions ω1 and ω2 of Proposition 2.1 are called subordination functions and F is said to be subordinated
to Fµ1 , respectively to Fµ2 . To exclude trivial shifts of measures, we henceforth assume that both, µ1
and µ2, are supported at more than one point. Then the analytic functions F , ω1 and ω2 extend
continuously to the real line [4, 5]. The subordination phenomenon was first observed by Voiculescu [22]
in a generic situation and extended to full generality by Biane [8].
We next recall the notion of regular bulk of µ1 ⊞ µ2 introduced in [2]. Let
Uµ1⊞µ2 := int
{
supp(µ1 ⊞ µ2)
ac
∖ {x ∈ R : lim
ηց0
Fµ1⊞µ2(x+ iη) = 0}
}
, (2.7)
where supp(µ1 ⊞ µ2)
ac denotes the support of the absolutely continuous part of µ1 ⊞ µ2. We denote the
density function of (µ1 ⊞ µ2)
ac by fµ1⊞µ2 . Then the regular bulk of µ1 ⊞ µ2 is defined as
Bµ1⊞µ2 := Uµ1⊞µ2 \
{
x ∈ Uµ1⊞µ2 : fµ1⊞µ2(x) = 0
}
. (2.8)
In short, regular bulk is the regime where the density is nonzero but finite. Finally, by general results
of [6], the regular bulk contains at least one open interval; see Section 2.1 in [1] for detail.
2.2. Random matrix model. Let A ≡ A(N) and B ≡ B(N) be two sequences of deterministic real
diagonal matrices in MN(C), whose empirical eigenvalue distributions are denoted by µA and µB, re-
spectively. More precisely,
µA :=
1
N
N∑
i=1
δai , µB :=
1
N
N∑
i=1
δbi , (2.9)
with A = diag(ai), B = diag(bi). The matrices A and B actually depend on N , but we omit this from
our notation. Throughout the paper, we assume that
‖A‖, ‖B‖ ≤ C, (2.10)
for some positive constant C uniform in N . Proposition 2.1 asserts the existence of unique analytic
functions ωA and ωB satisfying the analogue of (2.4) such that, for all z ∈ C+,
FµA (ωB(z)) = FµB (ωA(z)), ωA(z) + ωB(z)− z = FµA(ωB(z)). (2.11)
4We will assume that there are deterministic probability measures µα and µβ on R, neither of them
being a single point mass, such that the empirical spectral distributions µA and µB converge weakly, as
N →∞, to µα and µβ, respectively. More precisely, we assume that
dL(µA, µα) + dL(µB , µβ)→ 0, (2.12)
as N → ∞, where dL denotes the Le´vy distance. Proposition 2.1 asserts that there are unique analytic
functions ωα, ωβ satisfying the analogue of (2.4) such that, for all z ∈ C+,
Fµα(ωβ(z)) = Fµβ (ωα(z)), ωα(z) + ωβ(z)− z = Fµα(ωβ(z)). (2.13)
Proposition 4.13 of [7] states that dL(µA⊞µB , µα⊞µβ) ≤ dL(µA, µα)+dL(µB , µβ), i.e. the free additive
convolution is continuous with respect to weak convergence of measures.
Denote by U(N) the unitary group of degree N . Let U ∈ U(N) be distributed according to Haar
measure (in short a Haar unitary), and consider the random matrix
H ≡ H(N) := A+ UBU∗. (2.14)
Our results also hold for the real setup when U is Haar distributed on the orthogonal group, O(N), of
degree N . For definiteness, we work with the complex setup in this paper.
2.3. Statement of main results. To state our main results, we rely on the following definition for
high-probability estimates, which was first used in [12].
Definition 2.2. Let X ≡ X(N), Y ≡ Y (N) be N -dependent nonnegative random variables. We say
that Y stochastically dominates X if, for all (small) ǫ > 0 and (large) D > 0,
P
(
X(N) > N ǫY (N)
) ≤ N−D, (2.15)
for sufficiently large N ≥ N0(ǫ,D), and we write X ≺ Y . When X(N) and Y (N) depend on a parameter
v ∈ V (typically an index label or a spectral parameter), then X(v) ≺ Y (v), uniformly in v ∈ V , means
that the threshold N0(ǫ,D) can be chosen independently of v.
In Appendix A we collected some properties of the relation ≺.
Let H be given in (2.14) and denote by (λi)
N
i=1 its eigenvalues. Let µH stand for the empirical
eigenvalue distribution of H , i.e.
µH :=
1
N
N∑
i=1
δλi . (2.16)
Our result on the convergence rate of µH to µA⊞B in the bulk is as follows.
Theorem 2.3 (Convergence rate). Let µα and µβ be two compactly supported probability measures on R,
and assume that neither is supported at a single point and that at least one of them is supported at more
than two points. Assume that the sequence of matrices A and B in (2.14) satisfy (2.10). Fix any
nonempty compact interval I ⊂ Bµα⊞µβ . Then there is a (small) constant b > 0, depending only on the
measures µα and µβ, on the interval I and on the constant C in (2.10), such that whenever
dL(µA, µα) + dL(µB , µβ) ≤ b, (2.17)
then
sup
I′⊆I
∣∣∣µH(I ′)− µA ⊞ µB(I ′)∣∣∣ ≺ 1
N
, (2.18)
where the supremum ranges over all subintervals of I.
The proof of Theorem 2.3 is based on an optimal local law for the Stieltjes transform of the empirical
eigenvalue distribution of H which is the main technical result of this paper. Denote the Green function
(or the resolvent) of H and its normalized trace by
G(z) ≡ GH(z) := 1
H − z , m(z) = mH(z) := trG(z) =
1
N
N∑
i=1
Gii(z), z ∈ C+, (2.19)
5where Gij(z) are the matrix entries of G(z). Note that mH is the Stieltjes transform of µH ,
mH(z) = trGH(z) =
1
N
N∑
i=1
1
λi − z =
∫
R
dµH(x)
x− z , z ∈ C
+. (2.20)
To state our next result, we introduce the following domain of the spectral parameter z: For b ≥ a ≥ 0,
and I ⊂ R, let
SI(a, b) :=
{
z = E + iη ∈ C+ : E ∈ I, a < η ≤ b}. (2.21)
Throughout the paper, we use the control parameter
Ψ ≡ Ψ(z) := 1√
Nη
, z = E + iη ∈ C+.
We next state the local law for the Stieltjes transform of µH .
Theorem 2.4 (Local law for the Stieltjes transform). Let µα, µβ, A and B satisfy the assumption of
Theorem 2.3. Fix any nonempty compact interval I ⊂ Bµα⊞µβ . Let d1, . . . , dN ∈ C be any deterministic
complex numbers satisfying
max
i∈J1,NK
|di| ≤ 1. (2.22)
Then there is a (small) constant b > 0, depending only on the measures µα and µβ, on the interval I
and on the constant C in (2.10), such that whenever (2.17) holds, then
∣∣∣ 1
N
N∑
i=1
di
(
Gii(z)− 1
ai − ωB(z)
)∣∣∣ ≺ Ψ2, (2.23)
holds uniformly on SI(0, 1). In particular, choosing di = 1 for all i ∈ J1, NK,∣∣∣mH(z)−mµA⊞µB (z)∣∣∣ ≺ Ψ2, (2.24)
holds uniformly on SI(0, 1).
Remark 2.5. The constant b > 0 in Theorem 2.3 and Theorem 2.4 is the same.
Remark 2.6. In (2.21) of [2] we obtained the bound |mH(z)−mµA⊞µB (z)| ≺ Ψ, uniformly on SI(0, 1),
under the same assumptions as above. The improvement to Ψ2 in (2.24) is essentially due to the averaging
of the fluctuation of Gii’s in the normalized trace of the Green function.
Remark 2.7. Note that the control parameter Ψ(z) is small when the spectral parameter z satisfies
η ≫ N−1. Thus (2.23) and (2.24) are effective when η is slightly above N−1, while for even smaller η
the terms are simply estimated using monotonicity of the Green function. We further remark that the
N ǫ corrections in probability estimates ≺ can be improved to logarithmic corrections by pushing our
estimates, yet we do not pursue this direction here.
Remark 2.8. In Theorem C.1 of Appendix C, we collect the counterparts of the results in Theorem 2.4
and Theorem 2.3 for the case that both µα and µβ are convex combinations of two points masses. In
fact, the result is exactly the same as in the general case, unless µα = µβ when a possible singularity at
one particular energy E needs to be incorporated in the estimates.
Theorem 2.3 follows from Theorem 2.4. It relies on the formula (2.20) and a standard application of
the Helffer-Sjo¨strand functional calculus. We omit the proof here and refer to, e.g. , Section 7.1 of [13]
for a very similar argument.
3. Preliminaries
In this section, we collect some basic tools and necessary results from [1] and [2].
63.1. Local stability of the system (2.11). We first consider (2.5) in a general setting: For generic
probability measures µ1, µ2, let Φµ1,µ2 : (C
+)3 → C2 be given by
Φµ1,µ2(ω1, ω2, z) :=
(
Fµ1(ω2)− ω1 − ω2 + z
Fµ2(ω1)− ω1 − ω2 + z
)
, (3.1)
where Fµ1 , Fµ2 are the negative reciprocal Stieltjes transforms of µ1, µ2; see (2.2). Considering µ1, µ2
as fixed, the equation
Φµ1,µ2(ω1, ω2, z) = 0, (3.2)
is equivalent to (2.5) and, by Proposition 2.1, there are unique analytic functions ω1, ω2 : C
+ → C+,
z 7→ ω1(z), ω2(z) satisfying (2.4) that solve (3.2) in terms of z. Choosing µ1 = µα, µ2 = µβ Equation (3.2)
is equivalent to (2.13); choosing µ1 = µA, µ2 = µB it is equivalent to (2.11).
We call the system (3.2) linearly S-stable at (ω1, ω2) if∥∥∥∥∥
( −1 F ′µ1(ω2)− 1
F ′µ2(ω1)− 1 −1
)−1∥∥∥∥∥ ≤ S, (3.3)
for some positive constant S.
We recall a result from [1] showing that the system ΦµA,µB (ωA, ωB, z) = 0 is S-stable for all z ∈
SI(0, 1). In Section 4 we will use Proposition 4.1 of [1], where we showed that S-stability implies linear
stability of the system in the sense that if
ΦµA,µB (ω1(z), ω2(z), z) = r˜(z)
holds and ω1, ω2 are sufficiently close to ωA, ωB at some z0 ∈ SI(0, 1), then
|ω1(z0)− ωA(z0)| ≤ 2S‖r˜(z0)‖2, |ω2(z0)− ωB(z0)| ≤ 2S‖r˜(z0)‖2.
Lemma 3.1 (Lemma 5.1 and Corollary 5.2 of [1]). Let µA, µB be the probability measures from (2.9)
satisfying the assumptions of Theorem 2.3. Let ωA, ωB denote the associated subordination functions
of (2.11). Let I be the interval in Theorem 2.3 and assume that (2.17) holds. Then for N sufficiently
large, the system
ΦµA,µB (ωA, ωB, z) = 0
is S-stable with some positive constant S, uniformly on SI(0, 1). Further, we have
max
z∈SI(0,1)
|ω′A(z)| ≤ 2S, max
z∈SI(0,1)
|ω′B(z)| ≤ 2S, (3.4)
for N sufficiently large. Moreover, there exist two strictly positive constants K and k such that, for N
sufficiently large,
max
z∈SI(0,1)
|ωA(z)| ≤ K, max
z∈SI(0,1)
|ωB(z)| ≤ K, (3.5)
min
z∈SI(0,1)
ImωA(z) ≥ k, min
z∈SI(0,1)
ImωB(z) ≥ k. (3.6)
3.2. Partial randomness decomposition. In the sequel, we recall some notations on the partial
randomness decomposition and some related results from [2]. We use a decomposition of Haar measure
on the unitary groups obtained in [11] (see also [19]): For any i ∈ J1, NK, there exists an independent
pair (vi, U
i), with vi ∈ SN−1C := {x ∈ C : x∗x = 1} a uniformly distributed complex unit vector and
with U i ∈ U(N − 1) a Haar unitary matrix, such that
U = −eiθiRiU 〈i〉, ri :=
√
2
ei + e
−iθivi
‖ei + e−iθivi‖2 , Ri := I − rir
∗
i , (3.7)
where U 〈i〉 is a unitary matrix with ei as its ith column and U i as its (i, i)-matrix minor, and where θi
is the argument of the i-th component of vi. Since U
〈i〉ei = ei, one can easily check
Uei = −eiθiRiei = vi (3.8)
using the definition of Ri in (3.7). Hence, vi is actually the i-th column of U , and Ri = R
∗
i is the
Householder reflection sending ei to −e−iθivi.
With the decomposition of U in (3.7), we can write
H = A+ B˜ = A+RiB˜
〈i〉Ri,
7for any i ∈ J1, NK, where we introduced the shorthand notations
B˜ := UBU∗, B˜〈i〉 := U 〈i〉B
(
U 〈i〉
)∗
. (3.9)
Clearly, we have B˜〈i〉ei = biei and e∗i B˜
〈i〉 = bie∗i . We further define
H〈i〉 := A+ B˜〈i〉, G〈i〉(z) := (H〈i〉 − z)−1, z ∈ C+. (3.10)
Note that B〈i〉, H〈i〉 and G〈i〉 are independent of vi.
It is known that for the uniformly distributed complex unit vector vi ∈ SN−1C , there exists a Gaussian
vector g˜i ∼ NC(0, N−1IN ) such that
vi =
g˜i
‖g˜i‖2
.
We further define
gi := e
−iθi g˜i, hi :=
gi
‖gi‖2
= e−iθivi, ℓi :=
√
2
‖ei + hi‖2 . (3.11)
Note that the components of gi are independent. In addition, for k 6= i, gik is a NC(0, 1N ) random
variables while gii is a χ-distributed random variable with E[g
2
ii] =
1
N . With the above notations, we
can write the vector ri defined in (3.7) as
ri = ℓi(ei + hi). (3.12)
Two simple estimates are∣∣∣‖gi‖2 − 1− 12(‖gi‖22 − 1)
∣∣∣ ≺ 1
N
,
∣∣∣ℓ2i − (1− gii)∣∣∣ ≺ 1N , (3.13)
where in the first estimate we used
∣∣‖gi‖22 − 1∣∣ ≺ N−1/2 and in the second we used ℓ2i = (1 + e∗ihi)−1;
cf. (3.11). Moreover, according to (3.8), the fact R2i = I, and the definition of hi in (3.11), we also have
Riei = −hi, Rihi = −ei, (3.14)
which further imply the identities
h∗i B˜
〈i〉Ri = −e∗i B˜, e∗i B˜〈i〉Ri = −bih∗i = −h∗i B˜, (3.15)
where in the first step of the second equation above we used the fact e∗i B˜
〈i〉 = bie∗i .
Since gii is χ-distributed, rather than Gaussian as the gik’s, it is convenient to kick it out of many
arguments in the sequel where Gaussian integration by parts is repeatedly used. To this end, we denote
by g˚i the vector obtained from gi via replacing gii by zero, i.e.
g˚i := gi − giiei.
Correspondingly, we set
h˚i :=
g˚i
‖gi‖2
. (3.16)
Throughout the paper, without loss of generality, we assume that
trA = trB = 0. (3.17)
3.3. Approximate subordination and weak local law. We next briefly discuss the approximate
subordination property of the Green function. In addition to H = A+ UBU∗, we also use
H ≡ H(N) := U∗AU +B
and denote the Green function of H by
G(z) ≡ GH(z) := (H− z)−1, z ∈ C+. (3.18)
Note that the normalized traces of the Green functions G and G are equal,
mH(z) := trG(z) = trG(z), (3.19)
and agree with the Stieltjes transform of the empirical spectral measure µH . Recall B˜ introduced in (3.9).
For brevity, we set
A˜ := U∗AU. (3.20)
8Following [2], we define the approximate subordination functions by
ωcA(z) := z −
tr A˜G(z)
mH(z)
, ωcB(z) := z −
tr B˜G(z)
mH(z)
, z ∈ C+. (3.21)
These are slight modifications of the approximate subordination functions used by Pastur and Vasilchuck
in [20] and by Kargin in [16]. By cyclicity of the trace, we also have
ωcA(z) = z −
trAG(z)
mH(z)
, z ∈ C+. (3.22)
A simple observation from (3.21), (3.22) and the definition of the Green function is that
− 1
mH(z)
= z − ωcA(z)− ωcB(z). (3.23)
This suggests that ωcA and ω
c
B approximately solve (2.11). This is indeed the case as is confirmed by the
next result obtained in [2]. We need some more notation. For any (small) γ > 0, set
ηm ≡ ηm(γ) := N−1+γ . (3.24)
Proposition 3.2. (Theorem 2.6 and (7.12) in [2]) Suppose that the assumptions in Theorem 2.3
and (2.17) hold. Fix any (small) γ > 0 and recall ηm ≡ ηm(γ) from (3.24). Then we have∣∣ωcA(z)− ωA(z)∣∣ ≺ Ψ, ∣∣ωcB(z)− ωB(z)∣∣ ≺ Ψ (3.25)
and
max
i,j∈J1,NK
∣∣∣Gij(z)− δij 1
ai − ωB(z)
∣∣∣ ≺ Ψ, (3.26)
uniformly on SI(ηm, 1).
From (3.26), we directly get the following non-optimal estimate by taking the normalized trace,∣∣trG(z)−mµA⊞µB (z)∣∣ ≺ Ψ, (3.27)
uniformly on SI(ηm, 1). While the estimate in (3.26) is essentially optimal, the estimate in (3.25) is
improved by the fluctuation averaging as is asserted by the next result.
Theorem 3.3. Suppose that the assumptions in Theorem 2.3 and (2.17) hold. Fix (small) γ > 0. Then
|ωcA(z)− ωA(z)| ≺ Ψ2, |ωcB(z)− ωB(z)| ≺ Ψ2 (3.28)
hold uniformly on SI(ηm, 1) with ηm ≡ ηm(γ); see (3.24).
Next, recalling the notations introduced in Section 3.2, we introduce the following key quantities
Si ≡ Si(z) := h∗i B˜〈i〉Gei, Ti ≡ Ti(z) := h∗iGei. (3.29)
Note that here Si, Ti are slightly different from the counterparts in (5.1) of [2], where we used a Gaussian
vector to approximate hi and 1 to approximate ℓi. Such a modification of the definition does not alter
the estimate on Si and Ti obtained in [2]; see (3.31) below. More specifically, we have the following
lemma.
Lemma 3.4. Suppose that the assumptions in Theorem 2.3 and (2.17) hold. Letting Qi, Q
′
i stand for
the matrix I or B˜〈i〉, and letting αi,βi stand for hi or ei. Fix any (small) γ > 0 and recall ηm ≡ ηm(γ)
from (3.24). Then, we have the bound
max
i∈J1,NK
∣∣α∗iQiG(z)Q′iβi∣∣ ≺ 1 (3.30)
uniformly on SI(ηm, 1). For Si and Ti, we have the more precise estimates
max
i∈J1,NK
∣∣∣Si(z) + z − ωB(z)
ai − ωB(z)
∣∣∣ ≺ Ψ, max
i∈J1,NK
∣∣Ti∣∣ ≺ Ψ (3.31)
uniformly on SI(ηm, 1).
9Proof. Using the last inequality in (3.25) and the lower bound in (3.6), we see that (3.31) is equivalent to
max
i∈J1,NK
∣∣∣Si(z) + z − ωcB(z)
ai − ωcB(z)
∣∣∣ ≺ Ψ, max
i∈J1,NK
∣∣Ti∣∣ ≺ Ψ. (3.32)
The counterparts of (3.30) and (3.32) in [2], with hi replaced by a Gaussian approximation and ℓi
replaced by 1 in the quantity α∗iQiG(z)Q
′
iβi, are (5.43) and (6.3) of [2], respectively. Hence, it suffices
to show that the replacement of hi by its Gaussian approximation in [2] and ℓi by 1 in the quantity
α∗iQiG(z)Q
′
iβi only causes an error of order Ψ. This estimate was obtained in Lemma 4.1 of [2] for
the case αi = βi = ei and Qi = Q
′
i = I, i.e. α
∗
iQiG(z)Q
′
iβi = Gii. For the other choices of αi,βi, Qi
and Q′i, the proof is nearly the same. We leave the details to the reader. 
4. Proof of Theorem 2.4
In this section, we prove Theorem 2.4 with the aid of the following Proposition 4.1, which will be
proved in Section 5. We introduce the tracial quantity Υ by setting
Υ ≡ Υ(z) := tr (B˜G)− (tr (B˜G))2 + trG tr (B˜GB˜). (4.1)
Fix a (small) γ > 0. Using the identities
B˜G = I − (A− z)G, B˜GB˜ = B˜ −A+ z + (A− z)G(A− z), (4.2)
and the estimate in (3.26), it is straightforward to check the a priori bound
|Υ| ≺ Ψ, (4.3)
uniformly on SI(ηm, 1), with ηm as in (3.24). Theorem 2.4 then follows from the following key estimate.
Proposition 4.1. Suppose that the assumptions in Theorem 2.3 and (2.17) hold. Fix any (small) γ > 0.
Then, ∣∣∣∣ 1N
N∑
i=1
di
(
Gii(z)− 1
ai − ωcB(z)− Υ(z)trG(z)
)∣∣∣∣ ≺ Ψ2, (4.4)
uniformly on SI(ηm, 1) with ηm ≡ ηm(γ). By switching the roˆles of A and B, a similar statement holds
for Gii defined in (3.18) if ai and ωcB are replaced with bi and ωcA, respectively.
With Proposition 4.1, we prove Theorem 2.4 and Theorem 3.3 at once.
Proof of Theorem 2.4 and Theorem 3.3. Fix a (small) 0 < γ < 1/2. Recall the a priori bound of Υ
in (4.3). First, with Proposition 4.1, we show that the improved bound
|Υ| ≺ Ψ2 (4.5)
holds uniformly on SI(ηm, 1). Using the identities in (4.2), the convention (3.17), the a priori bound (4.3),
and the bound (4.4) with di = 1, ai − z and (ai − z)2 in the estimate of trG, tr (B˜G) and tr (B˜GB˜),
respectively, we get
trG =tr
(
A− ωcB −
Υ
trG
)−1
+O≺
(
Ψ2
)
=
1
N
N∑
i=1
1
ai − ωcB
+
1
N
N∑
i=1
1
(ai − ωcB)2
Υ
trG
+O≺
(
Ψ2
)
=mA(ω
c
B) +m
′
A(ω
c
B)
Υ
trG
+O≺
(
Ψ2
)
, (4.6)
tr (B˜G) =1− tr
(
(A− z)(A− ωcB − ΥtrG)−1
)
+O≺
(
Ψ2
)
=1− 1
N
N∑
i=1
ai − z
ai − ωcB
− 1
N
N∑
i=1
ai − z
(ai − ωcB)2
Υ
trG
+O≺
(
Ψ2
)
=(z − ωcB)mA(ωcB)−
(
mA(ω
c
B) + (ω
c
B − z)m′A(ωcB)
) Υ
trG
+O≺
(
Ψ2
)
, (4.7)
tr (B˜GB˜) =z + tr
(
(A− z)2(A− ωcB − ΥtrG)−1
)
+O≺
(
Ψ2
)
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=z +
1
N
N∑
i=1
(ai − z)2
ai − ωcB
+
1
N
N∑
i=1
(ai − z)2
(ai − ωcB)2
Υ
trG
+O≺
(
Ψ2
)
=ωcB − z + (ωcB − z)2mA(ωcB)
+
(
1 + 2(ωcB − z)mA(ωcB) + (ωcB − z)2m′A(ωcB)
) Υ
trG
+O≺
(
Ψ2
)
, (4.8)
where we also used |ai − ωcB(z)|−1 ≤ (ImωcB(z))−1 ≺ 1 that follows from the facts |ωcB(z)− ωB(z)| ≺ Ψ
and ImωB(z) ≥ k uniformly on SI(ηm, 1) from (3.25) and (3.6), respectively. Here, m′A(z) denotes the
derivative with respect to z of mA(z).
Recall the definition of Υ in (4.1). Using (4.6)–(4.8) and the a priori bound |Υ| ≺ Ψ of (4.3), we write
Υ = tr
(
B˜G
)− (tr (B˜G))2 + trG tr (B˜GB˜) =: C1 + C2 Υ
trG
+O≺
(
Ψ2
)
, (4.9)
where C1 ≡ C1(z) and C2 ≡ C2(z) are coefficients collected from (4.6)–(4.8). It is easy to check that
C1(z) =(z − ωcB)mA(ωcB)− (z − ωcB)2
(
mA(ω
c
B)
)2
+mA(ω
c
B)
(
ωcB − z + (ωcB − z)2mA(ωcB)
)
= 0,
and
C2(z) =−
(
mA(ω
c
B) + (ω
c
B − z)m′A(ωcB)
)
+ 2(z − ωcB)mA(ωcB)
(
mA(ω
c
B) + (ω
c
B − z)m′A(ωcB)
)
+mA(ω
c
B)
(
1 + 2(ωcB − z)mA(ωcB) + (ωcB − z)2m′A(ωcB)
)
+m′A(ω
c
B)
(
ωcB − z + (ωcB − z)2mA(ωcB)
)
= 0,
for all z ∈ C+, i.e. C1 and C2 vanish identically. Hence, from (4.9) we verified (4.5).
Now, applying (4.5), the facts |ωcB(z) − ωB(z)| ≺ Ψ, and ImωB(z) ≥ k uniformly on SI(ηm, 1)
from (3.25) and (3.6), we see from (4.4) that∣∣∣∣ 1N
N∑
i=1
di
(
Gii(z)− 1
ai − ωcB(z)
)∣∣∣∣ ≺ Ψ2. (4.10)
Switching the roˆles of A and B, U and U∗, we also have∣∣∣∣ 1N
N∑
i=1
di
(
Gii(z)− 1
bi − ωcA(z)
)∣∣∣∣ ≺ Ψ2, (4.11)
where G is defined in (3.18).
Setting di to be 1 for all i ∈ J1, NK in (4.10) and (4.11), and using (3.19), we obtain
mH(z)−mA(ωcB(z)) = O≺(Ψ2), mH(z)−mB(ωcA(z)) = O≺(Ψ2). (4.12)
Recalling (3.23) and applying the a priori estimate on ωcA(z) and ω
c
B(z) in (3.25) and the lower bound
for ImωA(z) and ImωB(z) in (3.6), we can rewrite (4.12) as∥∥ΦµA,µB (ωcA, ωcB, z)∥∥2 ≺ Ψ2,
where ΦµA,µB is defined in (3.1). Then, by Proposition 4.1 of [1], we have the improved bound
|ωcA(z)− ωA(z)| ≺ Ψ2, |ωcB(z)− ωB(z)| ≺ Ψ2. (4.13)
This completes the proof of Theorem 3.3.
Applying (4.13) to (4.10), we further get (2.23) on SI(ηm, 1). To extend the conclusion to all of SI(0, 1),
we use the monotonicity of the Green function. Since G′ii(z) =
∑N
k=1Gik(z)Gki(z), we have
|G′ii(z)| ≤
N∑
k=1
|Gik(z)|2 = ImGii(z)
η
,
as follows from the spectral decomposition of H . Note next that the function s → sImGii(E + is) is
monotone increasing. Thus for any η ∈ (0, ηm], we have
|diGii(E + iη)− diGii(E + iηm)| ≤ |di|
∫ ηm
η
sImGii(E + is)
s2
ds
11
≤ 2|di|ηm
η
ImGii(E + iηm) ≤ CN
γ
Nη
≤ CNγΨ2 , (4.14)
with high probability, for any E ∈ I, where we used Proposition 3.2 to bound ImGii(z) ≺ 1, z ∈
SI(ηm, 1). On the other hand, by Lemma 3.1, ω′A(z) is uniformly bounded from above on SI(0, 1) and
|ai − ωB(z)| is uniformly bounded from below on SI(0, 1). Thus∣∣∣di 1
ai − ωA(E + iη) − di
1
ai − ωA(E + iηm)
∣∣∣ ≤ C(ηm − η) ≤ Ψ2, η ∈ (0, ηm], E ∈ I, (4.15)
since γ < 1/2. Hence, from (4.15) and (4.14), we conclude by triangle inequality that (2.23) holds
uniformly on SI(0, 1) since it holds on SI(ηm, 1). This proves (2.23) and concludes the proof of Theo-
rem 2.4. 
5. Proof of Proposition 4.1
In this section, we prove Proposition 4.1, assuming the validity of Lemma 5.1 below, whose proof is
postponed to Section 6. Let us introduce the notation
Zi := (B˜G)iitrG−Gii(tr B˜G−Υ). (5.1)
We have the following lemma.
Lemma 5.1. Suppose that the assumptions in Theorem 2.3 and (2.17) hold. Then, for any fixed integer
p ≥ 2, we have
E
[∣∣∣ 1
N
N∑
i=1
diZi
∣∣∣2p] ≺ Ψ4p, (5.2)
uniformly on SI(ηm, 1).
Next, we prove Proposition 4.1, with the aid of Lemma 5.1.
Proof of Proposition 4.1. Recall the definition of ωcB(z) in (3.21). Using the identity
(ai − z)Gii = −(B˜G)ii + 1, (5.3)
we can write
1
N
N∑
i=1
di
(
Gii(z)− 1
ai − ωcB(z)− ΥtrG
)
=
1
N
N∑
i=1
di
Gii(tr B˜G−Υ)− (B˜G)iitrG
(ai − z)trG+ tr B˜G−Υ
. (5.4)
Recall the definition of Υ in (4.1) and the a priori bound (4.3). Using (5.3), (4.2) and (3.26), it is
straightforward to check that∣∣tr B˜G− (z − ωB)mA(ωB)∣∣ ≺ Ψ, |Zi| = ∣∣Gii(tr B˜G−Υ)− (B˜G)iitrG∣∣ ≺ Ψ. (5.5)
Hence, using (3.25), (4.3) and (5.5), we obtain from (5.4) that
1
N
N∑
i=1
di
(
Gii(z)− 1
ai − ωcB(z)− ΥtrG
)
=
1
N
N∑
i=1
di
(ai − ωB)mA(ωB)
(
Gii(tr B˜G−Υ)− (B˜G)iitrG
)
+O≺
(
Ψ2
)
=
1
N
N∑
i=1
di
(ωB − ai)mA(ωB)Zi +O≺
(
Ψ2
)
.
From Lemma 3.1 we have ImωB(z) ≥ k and mA(ωB) & 1 uniformly on SI(0, 1), which imply∣∣∣ di
(ωB − ai)mA(ωB)
∣∣∣ . 1,
uniformly on SI(0, 1). Thus to prove (2.23), we need to show that, for any deterministic numbers
d˜1, . . . , d˜N ∈ C satisfying maxi |d˜i| ≤ 1, ∣∣∣∣ 1N
N∑
i=1
d˜iZi
∣∣∣∣ ≺ Ψ2 (5.6)
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holds uniformly on SI(ηm, 1).
For fixed z ∈ SI(ηm, 1), the estimate (5.6) follows from Lemma 5.1 and Markov’s inequality. To get
a uniform bound on SI(ηm, 1), we choose |I|N8 lattice points z1, z2, . . . , z|I|N8 in SI(ηm, 1) such that
for any z ∈ SI(ηm, 1) there exists zn satisfying |z − zn| ≤ N−4. Then using the Lipschitz continuity
of Zi(z) in z with Lipschitz constant bounded by Cη
−3, for C sufficiently large, and using (5.6) for all
lattice points we get (5.6) uniformly on SI(ηm, 1) from a union bound. This completes the proof of
Proposition 4.1. 
6. Proof of Lemma 5.1
In this section, we prove Lemma 5.1. Let Zi and di be as in Lemma 5.1. For k, l ∈ N, set
q(k, l) :=
( 1
N
N∑
i=1
diZi
)k( 1
N
N∑
i=1
diZi
)l
. (6.1)
To prove Lemma 5.1 we then need to show that E[q(p, p)] ≺ Ψ4p, uniformly on SI(ηm, 1). This is
accomplished by using a recursive estimate for E[q(p, p)], see Proposition 6.1 below. The use of recursive
moment estimates for the fluctuation averaging mechanism was introduced in [17].
In the rest of the paper, we use the following convention: the notation O≺(Ψk), for any given positive
integer k, stands for a generic (possibly) z-dependent random variable X ≡ X(z) that satisfies
X ≺ Ψk and E[|X |q] ≺ Ψqk, (6.2)
for any given positive integer q. In the earlier works, the notation O≺(Ψk) referred only to the first
bound, X ≺ Ψk, but in this paper it is convenient to require the second one as well. Nevertheless,
in the sequel, we usually only check the first bound in (6.2) for various X ’s. It will be clear that the
second bound in (6.2) follows from the first one in all our applications. The reason is that the random
variables X to be estimated below are either bounded by O(η−k1 ) = O(Nk1) for some nonnegative
constant k1 deterministically, or finite products of quadratic forms of the form
f(z)α∗Q(z)β.
Here f(z) : C+ → C is a generic function satisfying |f(z)| ≤ Cη−k2 and Q(z) : C+ →MN (C) satisfying
‖Q‖ ≤ Cη−k3 for some finite positive constants C, k2 and k3, and where α and β are either Gaussian
or deterministically bounded in the ‖ · ‖2-norm. Then it is elementary to get the second bound in (6.2)
from the first one by using the definition of ≺ in (2.2) together with the above deterministic bounds or
the Gaussian tail of α or β.
Our main aim in this section is to show the following proposition.
Proposition 6.1. (Recursive moment estimate) Suppose that the assumptions in Theorem 2.3 and (2.17)
hold. For any fixed integer p ≥ 2, we have
E
[
q(p, p)
]
= E
[
O≺(Ψ2)q(p− 1, p)
]
+ E
[
O≺(Ψ4)q(p− 2, p)
]
+ E
[
O≺(Ψ4)q(p− 1, p− 1)
]
. (6.3)
Proof of Proposition 6.1. According to (3.14), we see that e∗iRi = −h∗i . Hence, using the decomposi-
tion (3.7) with (3.12) and recalling the notations defined in (3.9) and (3.29), we have
(B˜G)ii = e
∗
iRiB˜
〈i〉RiGei = −h∗i B˜〈i〉RiGei
= −h∗i B˜〈i〉
(
I − ℓ2ieie∗i − ℓ2ihie∗i − ℓ2ieih∗i − ℓ2ihih∗i
)
Gei
= −Si + ℓ2i
(
h∗i B˜
〈i〉ei + h∗i B˜
〈i〉hi
)(
Gii + Ti
)
. (6.4)
Now, recalling the definition of hi in (3.11) and using the large deviation inequalities in (A.1), we get
|h∗i B˜〈i〉ei| ≺
1√
N
, |h∗i B˜〈i〉hi| ≺
1√
N
, (6.5)
where we also used the convention tr B˜〈i〉 = trB = 0 from (3.17). According to Lemma 3.4, (3.26) and
Lemma 3.1, we also have
|Ti| ≺ Ψ, |Gii| ≺ 1. (6.6)
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In addition, by (3.13), we have the elementary estimate
ℓi = 1 +O≺(
1√
N
). (6.7)
Now, using (6.5)-(6.7) to bound several small terms in (6.4), we obtain
(B˜G)ii = −Si + h∗i B˜〈i〉eiGii + h∗i B˜〈i〉hiGii +O≺(Ψ2). (6.8)
Moreover, using the fact B˜〈i〉ei = biei, we can write
(B˜G)ii =−
∑
k:k 6=i
h¯ike
∗
kB˜
〈i〉Gei + h∗i B˜
〈i〉hiGii +O≺(Ψ2)
=− h˚∗i B˜〈i〉Gei + h∗i B˜〈i〉hiGii +O≺(Ψ2), (6.9)
where in the last step we used the notation introduced in (3.16).
Recalling the definition of Zi in (5.1), with (6.9), we can write
E
[
q(p, p)
]
=E
[( 1
N
N∑
i=1
diZi
)
q(p− 1, p)
]
=E
[( 1
N
N∑
i=1
di(B˜G)iitrG
)
q(p− 1, p)
]
− E
[( 1
N
N∑
i=1
diGii(tr B˜G−Υ)
)
q(p− 1, p)
]
=− E
[( 1
N
N∑
i=1
dih˚
∗
i B˜
〈i〉GeitrG
)
q(p− 1, p)
]
− E
[( 1
N
N∑
i=1
diGii(tr B˜G−Υ)
)
q(p− 1, p)
]
+ E
[( 1
N
N∑
i=1
dih
∗
i B˜
〈i〉hiGiitrG
)
q(p− 1, p)
]
+ E
[
O≺(Ψ2)q(p− 1, p)
]
. (6.10)
Next, we claim that the following lemma holds.
Lemma 6.2. Suppose that the assumptions in Theorem 2.3 and (2.17) hold. Then, for any fixed integer
p ≥ 2, we have
E
[( 1
N
N∑
i=1
dih˚
∗
i B˜
〈i〉GeitrG
)
q(p− 1, p)
]
+ E
[( 1
N
N∑
i=1
diGii(tr B˜G−Υ)
)
q(p− 1, p)
]
= E
[
O≺(Ψ2)q(p− 1, p)
]
+ E
[
O≺(Ψ4)q(p− 2, p)
]
+ E
[
O≺(Ψ4)q(p− 1, p− 1)
]
. (6.11)
Similarly, we have
E
[( 1
N
N∑
i=1
dih
∗
i B˜
〈i〉hiGiitrG
)
q(p− 1, p)
]
= E
[
O≺(Ψ2)q(p− 1, p)
]
+ E
[
O≺(Ψ4)q(p− 2, p)
]
+ E
[
O≺(Ψ4)q(p− 1, p− 1)
]
. (6.12)
The proof of Lemma 6.2 will be postponed. Combining (6.10), (6.11) and (6.12), we can conclude the
proof of Proposition 6.1. 
With Proposition 6.1, we can prove Lemma 5.1.
Proof of Lemma 5.1. Fix any (small) ǫ > 0. Then applying Young’s inequality to (6.3) we get
E
[
q(p, p)
] ≤ 3 1
2p
E
[
O≺(N2pǫΨ4p)
]
+ 3
2p− 1
2p
N−
2pǫ
2p−1E
[
q(p, p)
]
. (6.13)
Hence absorbing the second term on the right side into the left side and recalling (6.2) we get
E
[
q(p, p)
] ≺ Ψ4p, (6.14)
uniformly on SI(ηm, 1), since ǫ > 0 was arbitrary. 
In the rest of this section, we prove Lemma 6.2.
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Proof of Lemma 6.2. We use integration by parts for the Gaussian variables: regarding g and g¯ as
independent variables for computing ∂gf(g, g¯), we have∫
C
g¯f(g, g¯) e−
|g|2
σ2 dg ∧ dg¯ = σ2
∫
C
∂gf(g, g¯) e
− |g|2
σ2 dg ∧ dg¯, (6.15)
for differentiable functions f : C2 → C.
Let us start with (6.11). First, we can get rid of the gi-dependence of the factor trG, namely,
E
[( 1
N
N∑
i=1
dih˚
∗
i B˜
〈i〉GeitrG
)
q(p− 1, p)
]
=E
[( 1
N
N∑
i=1
dih˚
∗
i B˜
〈i〉GeitrG〈i〉
)
q(p− 1, p)
]
+ E
[
O≺(Ψ2)q(p− 1, p)
]
, (6.16)
where we used the finite rank perturbation estimate in (A.3) and
|h˚∗i B˜〈i〉Gei| ≺ 1, ∀i ∈ J1, NK, (6.17)
which follows from h˚
∗
i B˜
〈i〉Gei = Si− bihiiGii and the bounds in Lemma 3.4. Further, for brevity, we let
di,1 ≡ di,1(z) := ditrG〈i〉. (6.18)
Recalling the definition in (3.16) and using the integration by parts formula (6.15) for the Gaussian
variables g¯ik, i 6= k, we get
E
[( 1
N
N∑
i=1
di,1h˚
∗
i B˜
〈i〉Gei
)
q(p− 1, p)
]
= E
[( 1
N2
N∑
i=1
di,1
1
‖gi‖2
∑
k:k 6=i
∂(e∗kB˜
〈i〉Gei)
∂gik
)
q(p− 1, p)
]
+ E
[( 1
N2
N∑
i=1
di,1
∑
k:k 6=i
∂‖gi‖−12
∂gik
(e∗kB˜
〈i〉Gei)
)
q(p− 1, p)
]
+ E
[(p− 1
N3
N∑
i=1
di,1
1
‖gi‖2
∑
k:k 6=i
e∗kB˜
〈i〉Gei
N∑
j=1
dj
∂Zj
∂gik
)
q(p− 2, p)
]
+ E
[( p
N3
N∑
i=1
di,1
1
‖gi‖2
∑
k:k 6=i
e∗kB˜
〈i〉Gei
N∑
j=1
dj
∂Zj
∂gik
)
q(p− 1, p− 1)
]
. (6.19)
Using (3.7) and (3.12), it is elementary to compute
∂Ri
∂gik
= − ℓ
2
i
‖gi‖2
ek(ei + hi)
∗ +
ℓ2i
2‖gi‖22
g¯ik
(
eih
∗
i + hie
∗
i + 2hih
∗
i
)− ℓ4i
2‖gi‖32
giig¯ik(ei + hi)(ei + hi)
∗
=: − ℓ
2
i
‖gi‖2
ek(ei + hi)
∗ +∆R(i, k), (6.20)
where we introduced
∆R(i, k) :=
ℓ2i
2‖gi‖22
g¯ik
(
eih
∗
i + hie
∗
i + 2hih
∗
i
)− ℓ4i
2‖gi‖32
giig¯ik(ei + hi)(ei + hi)
∗. (6.21)
The ∆R(i, k)’s are irrelevant error terms. Their estimates will be easy and kept separate in Appendix B.
We focus on the other terms in the sequel. For convenience, we introduce
ci :=
ℓ2i
‖gi‖2
=
1
‖gi‖2
− gii +O≺( 1
N
) = ‖gi‖2 − gii − (‖gi‖22 − 1) +O≺(
1
N
), (6.22)
where the last step follows from (3.13). Using (6.20), we have
∂G
∂gik
= −G ∂B˜
∂gik
G = −G∂Ri
∂gik
B˜〈i〉RiG−GRiB˜〈i〉 ∂Ri
∂gik
G
=: ci
[
Gek(ei + hi)
∗B˜〈i〉RiG+GRiB˜〈i〉ek(ei + hi)∗G
]
+∆G(i, k), (6.23)
15
where we set
∆G(i, k) := −G∆R(i, k)B˜〈i〉RiG−GRiB˜〈i〉∆R(i, k)G. (6.24)
Hence, applying (6.23), we obtain, for any i ∈ J1, NK,
1
N
∑
k:k 6=i
∂(e∗kB˜
〈i〉Gei)
∂gik
=
1
N
∑
k:k 6=i
e∗kB˜
〈i〉 ∂G
∂gik
ei
= ci
[
tr (B˜〈i〉G)(ei + hi)∗B˜〈i〉RiGei + tr
(
B˜〈i〉GRiB˜〈i〉
)
(ei + hi)
∗Gei
]
− ci 1
N
[
e∗i B˜
〈i〉Gei(ei + hi)∗B˜〈i〉RiGei + e∗i B˜
〈i〉GRiB˜〈i〉ei(ei + hi)∗Gei
]
+
1
N
∑
k:k 6=i
e∗kB˜
〈i〉∆G(i, k)ei
= ci
[
− tr (B˜〈i〉G)(biTi + (B˜G)ii)+ tr (B˜〈i〉GRiB˜〈i〉)(Gii + Ti)]
+
1
N
∑
k:k 6=i
e∗kB˜
〈i〉∆G(i, k)ei +O≺(Ψ2), (6.25)
where in the last step we used (3.15) and thus
e∗i B˜
〈i〉RiGei = −biTi, h∗i B˜〈i〉RiGei = −(B˜G)ii, e∗i B˜〈i〉GRiB˜〈i〉ei = −b2ie∗iGhi, (6.26)
whose bounds can be obtained from Lemma 3.4 and the identity (B˜G)ii = 1− (ai − z)Gii.
For the second term of the right side of (6.25), we use the next lemma, which is proved in Appendix B.
Lemma 6.3. Suppose that the assumptions in Theorem 2.3 and (2.17) hold, we have
1
N
∑
k:k 6=i
e∗kB˜
〈i〉∆G(i, k)ei = O≺(Ψ2). (6.27)
With the aid of Lemma 6.3, we get from (6.25) that
1
N
∑
k:k 6=i
∂(e∗kB˜
〈i〉Gei)
∂gik
= ci
[
tr
(
B˜〈i〉GRiB˜〈i〉
)(
Gii + Ti
)− tr (B˜〈i〉G)(biTi + (B˜G)ii)]+O≺(Ψ2)
= ci
[
tr
(
B˜GB˜
)(
Gii + Ti
)− tr (B˜G)(biTi + (B˜G)ii)]+O≺(Ψ2), (6.28)
where in the last step we used the estimates in (6.6) and the facts that the differences tr (B˜G)−tr (B˜〈i〉G)
and tr
(
B˜GB˜
) − tr B˜〈i〉GRiB˜〈i〉 can be written as the linear combination of the terms of the form
1
N r
∗
iQiGQ
′
iri for Qi, Q
′
i = I or B˜
〈i〉, which implies according to (3.30) that
tr (B˜G)− tr (B˜〈i〉G) = O≺( 1
N
), tr
(
B˜GB˜
)− tr B˜〈i〉GRiB˜〈i〉 = O≺( 1
N
).
Analogously to (6.28), we can get
1
N
∑
k:k 6=i
∂(e∗kGei)
∂gik
=ci
[
tr
(
B˜G
)(
Gii + Ti
)− (trG)(biTi + (B˜G)ii)]+O≺(Ψ2). (6.29)
Combining (6.28) and (6.29), and recalling the definition of Υ in (4.1), we obtain
1
N
∑
k:k 6=i
∂(e∗kB˜
〈i〉Gei)
∂gik
trG− 1
N
∑
k:k 6=i
∂(e∗kGei)
∂gik
tr (B˜G)
= ci(Gii + Ti)
(
trGtr
(
B˜GB˜
)− (tr B˜G)2)+O≺(Ψ2)
= −ci(Gii + Ti)(tr B˜G−Υ) +O≺(Ψ2). (6.30)
Now, we set
T˚i := g˚
∗
iGei =
∑
k:k 6=i
g¯ike
∗
kGei = Ti − giiGii +O≺(Ψ2), (6.31)
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where in the last step we used the definition of Ti in (3.29), the bound |Ti| ≺ Ψ from (3.31), and the
estimate ‖g2i ‖−1 = 1 +O≺(N−1/2). Using (6.22) and (6.31), we rewrite (6.30) as
1
N
∑
k:k 6=i
∂(e∗kB˜
〈i〉Gei)
∂gik
trG
=− ci(Gii + Ti)(tr B˜G−Υ) + T˚itr (B˜G) +
( 1
N
∑
k:k 6=i
∂(e∗kGei)
∂gik
− T˚i
)
tr (B˜G) +O≺(Ψ2)
=−
(
‖gi‖2 − gii − (‖gi‖22 − 1)
)
(Gii + Ti)(tr (B˜G)−Υ) +
(
Ti − giiGii
)
tr (B˜G)
+
( 1
N
∑
k:k 6=i
∂(e∗kGei)
∂gik
− T˚i
)
tr (B˜G) +O≺(Ψ2)
=− ‖gi‖2Gii(tr B˜G−Υ) +
( 1
N
∑
k:k 6=i
∂(e∗kGei)
∂gik
− T˚i
)
tr (B˜G)
+
(‖gi‖22 − 1)Giitr (B˜G) +O≺(Ψ2), (6.32)
where in the last step we used the bound |Ti| ≺ Ψ, |Υ| ≺ Ψ from (3.31) and (4.3), and |gii| ≺ N−1/2 and
‖gi‖2 = 1 +O≺(N−1/2). Notice that the two potentially dangerous terms giiGiitr (B˜G) of order N−1/2
cancel exactly. Recalling from (6.18) that di,1 = ditrG
〈i〉 = ditrG+O(Ψ2), and using (6.32), we have
1
N2
N∑
i=1
di,1
1
‖gi‖2
∑
k:k 6=i
∂(e∗kB˜
〈i〉Gei)
∂gik
= − 1
N
N∑
i=1
diGii(tr B˜G−Υ)
+
1
N
N∑
i=1
di
1
‖gi‖2
( 1
N
∑
k:k 6=i
∂(e∗kGei)
∂gik
− T˚i
)
tr (B˜G)
+
1
N
N∑
i=1
di
(‖gi‖22 − 1)
‖gi‖2
Giitr (B˜G) +O≺(Ψ2). (6.33)
Substituting (6.33) into (6.19) and recalling (6.16), we obtain
E
[( 1
N
N∑
i=1
dih˚
∗
i B˜
〈i〉GeitrG
)
q(p− 1, p)
]
+ E
[( 1
N
N∑
i=1
diGii(tr (B˜G)−Υ)
)
q(p− 1, p)
]
= E
[( 1
N
N∑
i=1
di
1
‖gi‖2
( 1
N
∑
k:k 6=i
∂(e∗kGei)
∂gik
− T˚i
)
tr (B˜G)
)
q(p− 1, p)
]
+ E
[( 1
N
N∑
i=1
di
(‖gi‖22 − 1)
‖gi‖2
Giitr (B˜G)q(p− 1, p)
]
+ E
[( 1
N2
N∑
i=1
di,1
∑
k:k 6=i
∂‖gi‖−12
∂gik
(e∗kB˜
〈i〉Gei)
)
q(p− 1, p)
]
+ E
[(p− 1
N3
N∑
i=1
di,1
1
‖gi‖2
∑
k:k 6=i
e∗kB˜
〈i〉Gei
N∑
j=1
dj
∂Zj
∂gik
)
q(p− 2, p)
]
+ E
[( p
N3
N∑
i=1
di,1
1
‖gi‖2
∑
k:k 6=i
e∗kB˜
〈i〉Gei
N∑
j=1
dj
∂Zj
∂gik
)
q(p− 1, p− 1)
]
+ E
[
O≺(Ψ2)q(p− 1, p)
]
. (6.34)
Hence, for (6.11), it suffices to estimate the right side of (6.34). We start with the first term on the right
side of (6.34). First, by (6.29), one can easily check that 1N
∑
k:k 6=i
∂(e∗kGei)
∂gik
= O≺(Ψ) for any i from the
estimate of Gii’s and Ti’s (cf. (3.26) and (3.31)), and the first identity in (4.2) that expresses (B˜G)ii in
terms of Gii. In addition, we also have T˚i = O≺(Ψ) from (6.31) and the estimate of Gii and Ti (cf. (3.26)
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and (3.31)). These facts, together with ‖gi‖2 = 1+O≺( 1√N ) and the finite rank perturbation bound for
the tracial quantities of Green function in Corollary A.3, we have
E
[( 1
N
N∑
i=1
di
1
‖gi‖2
( 1
N
∑
k:k 6=i
∂(e∗kGei)
∂gik
− T˚i
)
tr (B˜G)
)
q(p− 1, p)
]
= E
[( 1
N2
N∑
i=1
∑
k:k 6=i
(
ditr (B˜
〈i〉G〈i〉)
)∂(e∗kGei)
∂gik
)
q(p− 1, p)
]
− E
[( 1
N
N∑
i=1
(
ditr (B˜
〈i〉G〈i〉)
)
T˚i
)
q(p− 1, p)
]
+ E
[
O≺(Ψ2)q(p− 1, p)
]
, (6.35)
For brevity, for each i ∈ J1, NK, we set
di,2 ≡ di,2(z) := ditr (B˜〈i〉G〈i〉) ,
which is independent of gi. Recall the definition of T˚i in (6.31). Using the integration by parts for-
mula (6.15) for the second term on the right side of (6.35), we have
E
[( 1
N
N∑
i=1
di,2T˚i
)
q(p− 1, p)
]
= E
[( 1
N
N∑
i=1
∑
k:k 6=i
di,2g¯ike
∗
kGei
)
q(p− 1, p)
]
= E
[( 1
N2
N∑
i=1
∑
k:k 6=i
di,2
∂(e∗kGei)
∂gik
)
q(p− 1, p)
]
+ E
[(p− 1
N3
N∑
i=1
∑
k:k 6=i
di,2e
∗
kGei
N∑
j=1
dj
∂Zj
∂gik
)
q(p− 2, p)
]
+ E
[( p
N3
N∑
i=1
∑
k:k 6=i
di,2e
∗
kGei
N∑
j=1
dj
∂Zj
∂gik
)
q(p− 1, p− 1)
]
, (6.36)
where the first term on the right side cancels the first term on the right side of (6.35). Hence, for (6.11),
it suffices to estimate the second term to the fifth term of the right side of (6.34) and the last two terms
of (6.36). Note that the fourth and fifth terms of the right side of (6.34) have a very similar form as the
last two terms in (6.36), respectively. In addition, for the second term on the right side of (6.34) we use
‖gi‖22 − 1
‖gi‖2
= g˚∗i gi − 1 +O≺
( 1
N
)
.
Moreover, we can replace tr B˜G by tr B˜〈i〉G〈i〉 in the second term on the right side of (6.34), up to an
error O≺(Ψ2), according to Corollary A.3. Let Qi = I or B˜〈i〉. In addition, we use the notation Q˚i to
denote the matrix obtained from Qi via replacing its (i, i)-th entry by zero. Choosing Qi = I, we see
that for the second term on the right side of (6.34) is of the form
E
[( 1
N
N∑
i=1
d˜i
(˚
g
∗
iQigi − tr Q˚i
)
Gii
)
q(p− 1, p)
]
+ E
[
O≺(Ψ2)q(p− 1, p)
]
, (6.37)
for some gi-independent quantities d˜i ≡ d˜i(z) satisfying |d˜i(z)| ≺ 1 uniformly on SI(ηm, 1) and in
i ∈ J1, NK. Now, using Lemma 6.4 below to estimate third term to the fifth term of the right side
of (6.34) and the last two terms of (6.36), and using Lemma 6.5 below to estimate the second term on
the right side of (6.34), we can conclude the proof of (6.11).
To prove (6.12), we use the approximation
h˚
∗
i B˜
〈i〉hi = g˚
∗
i B˜
〈i〉gi +O≺
( 1
N
)
.
Moreover, we can replace trG by trG〈i〉 in the left side (6.12), up to any error O≺(Ψ2), according to
Corollary A.3. Similarly, choosing Qi = B˜
〈i〉, we see that the left side of (6.12) is of the form (6.37), in
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light of the fact tr B˜〈i〉 = trB = 0. Hence, (6.12) follows from Lemma 6.5 below directly. This completes
the proof of Lemma 6.2. 
It remains is to prove the following two lemmas.
Lemma 6.4. Suppose that the assumptions in Theorem 2.3 and (2.17) hold. Letting d̂1, · · · , d̂N ∈ C
be any possibly z-dependent random variables satisfying maxi∈J1,NK |d̂i| ≺ 1 uniformly on SI(ηm, 1), and
letting Qi = I or B˜
〈i〉, we have the estimates
1
N2
N∑
i=1
∑
k:k 6=i
d̂i
∂‖gi‖−12
∂gik
e∗kB˜
〈i〉Gei = O≺(Ψ2), (6.38)
1
N3
N∑
i=1
∑
k:k 6=i
d̂ie
∗
kQiGei
N∑
j=1
dj
∂Zj
∂gik
= O≺(Ψ4), (6.39)
and the same estimates hold if we replace dj and Zj by their complex conjugates in (6.39).
Lemma 6.5. Suppose that the assumptions in Theorem 2.3 and (2.17) hold. Let d˜1, . . . , d˜N ∈ C be any
possibly z-dependent random variables satisfying maxi∈J1,NK |d˜i| ≺ 1 uniformly on SI(ηm, 1). Assume
that d˜i is independent of gi for each i ∈ J1, NK. Let Qi = I or B˜〈i〉. We have the estimate
E
[( 1
N
N∑
i=1
d˜i
(˚
g
∗
iQigi − tr Q˚i
)
Gii
)
q(p− 1, p)
]
= E
[
O≺(Ψ2)q(p− 1, p)
]
+ E
[
O≺(Ψ4)q(p− 2, p)
]
+ E
[
O≺(Ψ4)q(p− 1, p− 1)
]
.
Proof of Lemma 6.4. For (6.38), we have
1
N2
N∑
i=1
∑
k:k 6=i
d̂i
∂‖gi‖−12
∂gik
e∗kB˜
〈i〉Gei = − 1
2N2
N∑
i=1
∑
k:k 6=i
d̂i
‖gi‖32
g¯ike
∗
kB˜
〈i〉Gei
= − 1
2N2
N∑
i=1
d̂i
‖gi‖32
g˚
∗
i B˜
〈i〉Gei = O≺(
1
N
) = O≺(Ψ2),
where in the third step we used (6.17).
In the sequel, we prove (6.39). By the definition of Zj in (5.1) and Υ in (4.1), and the identities
in (4.2), we can write
Zj =(B˜G)jjtrG−Gjj(tr (B˜G)−Υ) = (B˜G)jjtrG−Gjj
((
tr (B˜G)
)2 − trGtr (B˜GB˜))
=trG−Gjj
((
1− tr ((A− z)G))2 − trG(tr ((A− z)2G)− aj + 2z)
)
Hence, we have
∂Zj
∂gik
=tr
( ∂G
∂gik
)
− e∗j
∂G
∂gik
ej
(A1 + ajtrG)+A2Gjjtr((A− z) ∂G
∂gik
)
+Gjjtr
( ∂G
∂gik
)(A3 − aj)+GjjtrGtr((A− z)2 ∂G
∂gik
)
, (6.40)
where we introduced the shorthand notations
A1 ≡ A1(z) :=
(
1− tr (A− z)G))2 − trG(tr ((A− z)2G)+ 2z),
A2 ≡ A2(z) := 2
(
1− tr ((A− z)G)),
A3 ≡ A3(z) := tr
(
(A− z)2G)+ 2z
to denote some O≺(1) tracial quantities whose explicit formulas are irrelevant for our analysis below. In
addition, recalling the notation ∆G(i, k) from (6.24), we denote
∆Zj (i, k) :=tr
(
∆G(i, k)
)− e∗j∆G(i, k)ej(A1 + ajtrG)+A2Gjjtr ((A− z)∆G(i, k))
+Gjjtr
(
∆G(i, k)
)(A3 − aj)+GjjtrGtr ((A− z)2∆G(i, k)). (6.41)
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For convenience, we introduce the matrix
D := diag(di), (6.42)
and the shorthand notation
wi := ci(ei + hi), (6.43)
where ci is defined in (6.22).
Substituting (6.23) into (6.40) and using the notations defined in (6.41)-(6.43), we obtain
N∑
j=1
dj
∂Zj
∂gik
=
(
w∗i B˜
〈i〉RiG2ek +w∗iG
2RiB˜
〈i〉ek
)(
trD + tr
(
DG
)A3 − tr (ADG))
−
(
w∗i B˜
〈i〉RiGDGek +w∗iGDGRiB˜
〈i〉ek
)
A1
−
(
w∗i B˜
〈i〉RiGADGek +w∗iGADGRiB˜
〈i〉ek
)
trG
+
(
w∗i B˜
〈i〉RiG(A− z)Gek +w∗iG(A− z)GRiB˜〈i〉ek
)
tr
(
DG
)A2
+
(
w∗i B˜
〈i〉RiG(A− z)2Gek +w∗iG(A− z)2GRiB˜〈i〉ek
)
trGtr
(
DG
)
+
N∑
j=1
dj∆Zj (i, k). (6.44)
Since |Gii| ≺ 1 for all i ∈ J1, NK (cf. (3.30)), we have |tr (QG)| ≺ 1 for all diagonal matrix satisfying
‖Q‖ ≺ 1. Therefore, except for the last term, all the other terms in (6.44) are of the form
d̂
(
w∗i B˜
〈i〉RiGQGek +w∗iGQGRiB˜
〈i〉ek
)
for some z-dependent quantity d̂ ≡ d̂(z) satisfying |d̂| ≺ 1 uniformly on SI(ηm, 1), and some diagonal
matrix Q with ‖Q‖ . 1, which can be I, D, AD, A− z or (A− z)2. Hence, to establish (6.39), it suffices
to estimate
1
N3
N∑
i=1
∑
k:k 6=i
d̂ie
∗
kQiGei
(
w∗i B˜
〈i〉RiGQGek +w∗iGQGRiB˜
〈i〉ek
)
(6.45)
and
1
N3
N∑
i=1
∑
k:k 6=i
d̂ie
∗
kQiGei
N∑
j=1
dj∆Zj (i, k) (6.46)
for any possibly z-dependent random variables d̂1, · · · , d̂N ∈ C which satisfy maxi∈J1,NK |d̂i| ≺ 1 uniformly
on SI(ηm, 1).
The following lemma provides the bound on the quantity in (6.46).
Lemma 6.6. Suppose that the assumptions in Theorem 2.3 and (2.17) hold. Letting d̂1, . . . , d̂N ∈ C
be any possibly z-dependent random variables satisfying maxi∈J1,NK |d̂i| ≺ 1 uniformly on SI(ηm, 1), and
letting Qi = I or B˜
〈i〉, we have
1
N3
N∑
i=1
∑
k:k 6=i
d̂ie
∗
kQiGei
N∑
j=1
dj∆Zj (i, k) = O≺(Ψ
4) (6.47)
uniformly on SI(ηm, 1).
The proof of Lemma 6.6 will also be postponed to Appendix B.
With Lemma 6.6, it suffices to estimate (6.45) below. Note that
1
N3
N∑
i=1
∑
k:k 6=i
d̂ie
∗
kQiGei
(
w∗i B˜
〈i〉RiGQGek +w∗iGQGRiB˜
〈i〉ek
)
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=
1
N3
N∑
i=1
d̂i
(
w∗i B˜
〈i〉RiGQGQiGei +w∗iGQGRiB˜
〈i〉QiGei
)
− 1
N3
N∑
i=1
d̂ie
∗
iQiGei
(
w∗i B˜
〈i〉RiGQGei +w∗iGQGRiB˜
〈i〉ei
)
. (6.48)
Recall the fact that Qi = I or B˜
〈i〉. Now, using the facts B˜〈i〉 = RiB˜Ri and R2i = I, we have the
following relations
B˜〈i〉 = B˜ − rir∗i B˜ − B˜rir∗i + rir∗i B˜rir∗i , B˜〈i〉Ri = B˜ − rir∗i B˜,
RiB˜
〈i〉 = B˜ − B˜rir∗i , Ri(B˜〈i〉)2 = B˜2 − B˜2rir∗i , (6.49)
i.e. the i-dependence of these quantities are shifted to ri. Recalling the notations wi = ci(ei + hi) and
ri = ℓi(ei+hi), and using (3.15) and (6.49) to (6.48) for either Qi = I or B˜
〈i〉, it is not difficult to check
that the right side of (6.48) is the sum of terms in the form
1
N3
N∑
i=1
yie
∗
i (⋆ G ⋆ G ⋆ G)ei,
1
N3
N∑
i=1
yih
∗
i (⋆ G ⋆ G ⋆ G)ei, (6.50)
1
N3
N∑
i=1
yie
∗
i (⋆ G ⋆ G ⋆)αiβ
∗
iQ
′
iGei,
1
N3
N∑
i=1
yih
∗
i (⋆ G ⋆ G ⋆)αiβ
∗
iQ
′
iGei, (6.51)
where y1, . . . , yN ∈ C are some random variables (which can be different from line to line) satisfying
maxi∈J1,NK |yi| ≺ 1, and where each ⋆ either stands for one of the matrices I, A, A − z, B˜, D or the
product of some of them (which can be different from one to another), but are all i-independent and
their operator norms are O≺(1). In addition, αi,βi = ei or hi and Q
′
i = I, B˜
〈i〉 or B˜ in (6.51).
Now, recall the fact that vi is the i-th column of U , i.e. Uei = vi, and hi = e
−iθivi from (3.11).
Therefore we have the following identities: for any diagonal matrix Y := diag(yi),
N∑
i=1
yieie
∗
i = Y,
N∑
i=1
yihih
∗
i = UY U
∗,
N∑
i=1
yihie
∗
i = UYΘ
∗,
N∑
i=1
yieih
∗
i = YΘU
∗, (6.52)
where Θ := diag(eiθi). Applying (6.52) to the quantities in (6.50), and using ‖G(z)‖ ≤ η−1, we get
1
N3
N∑
i=1
yie
∗
i
(
⋆ G ⋆ G ⋆ G
)
ei =
1
N2
tr
(
⋆ G ⋆ G ⋆ GY
)
= O≺
( tr |G|2
N2η
)
= O≺
( Im trG
N2η2
)
= O(Ψ4),
1
N3
N∑
i=1
yih
∗
i
(
⋆ G ⋆ G ⋆ G
)
ei =
1
N2
tr (⋆G ⋆ G ⋆ GYΘU∗) = O≺
(tr |G|2
N2η
)
= O(Ψ4).
For the terms in (6.51), we set ŷi = yiβ
∗
iQ
′
iGei and Ŷ := diag(ŷi). First, we claim |ŷi| ≺ 1. Such a
bound follows from (3.30) in case Q′i = I or B˜
〈i〉. In case of βi = ei and Q
′
i = B˜, we have ŷi = yi(B˜G)ii
which is O≺(1), according to (B˜G)ii = 1 − (ai − z)Gii and |Gii| ≺ 1; in case of βi = hi and Q′i = B˜,
we can use (3.15) to get ŷi = yih
∗
i B˜Gei = −yibih∗iRiGei = yibiGii and thus |ŷi| ≺ 1. Consequently, we
have ‖Ŷ ‖ ≺ 1. Applying this fact together with (6.52) to the quantities in (6.51), we obtain
1
N3
N∑
i=1
yie
∗
i
(
⋆ G ⋆ G ⋆
)
αiβ
∗
iQ
′
iGei =
1
N3
N∑
i=1
ŷie
∗
i
(
⋆ G ⋆ G ⋆
)
αi
=
1
N2
tr
(
⋆ G ⋆ G ⋆
( N∑
i=1
ŷiαie
∗
i
))
= O≺
( Im trG
N2η
)
= O≺(Ψ4),
and
1
N3
N∑
i=1
yih
∗
i
(
⋆ G ⋆ G ⋆
)
αiβ
∗
iQ
′
iGei =
1
N3
N∑
i=1
ŷih
∗
i
(
⋆ G ⋆ G ⋆
)
αi
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=
1
N2
tr
(
⋆ G ⋆ G ⋆
( N∑
i=1
ŷiαih
∗
i
))
= O≺
( Im trG
N2η
)
= O≺(Ψ4),
where we used the fact αi = ei or hi and the identities in (6.52) to show ‖
∑N
i=1 ŷiαiβ
∗
i ‖ ≺ 1 for
αi,βi = ei or hi. Hence, we conclude the proof of Lemma 6.4. 
Proof of Lemma 6.5. By assumption, both d˜i and Qi are independent of gi for each i ∈ J1, NK. Hence,
using integration by parts formula (6.15), we obtain
E
[( 1
N
N∑
i=1
d˜i
(˚
g
∗
iQigi − tr Q˚i
)
Gii
)
q(p− 1, p)
]
= E
[( 1
N
N∑
i=1
d˜i
∑
k:k 6=i
g¯ike
∗
kQigiGii
)
q(p− 1, p)
]
− E
[( 1
N
N∑
i=1
d˜itr Q˚iGii
)
q(p− 1, p)
]
= E
[( 1
N2
N∑
i=1
d˜i
∑
k:k 6=i
e∗kQigie
∗
i
∂G
∂gik
ei
)
q(p− 1, p)
]
+ E
[(p− 1
N2
N∑
i=1
d˜i
∑
k:k 6=i
e∗kQigiGii
1
N
N∑
j=1
dj
∂Zj
∂gik
)
q(p− 2, p)
]
+ E
[( p
N2
N∑
i=1
d˜i
∑
k: 6=i
e∗kQigiGii
1
N
N∑
j=1
dj
∂Zj
∂gik
)
q(p− 1, p− 1)
]
. (6.53)
We start with the first term of the right side of (6.53). Recalling (6.22) and (6.23), and using the
shorthand notation d̂i := d˜ici, we have
1
N2
N∑
i=1
d˜i
∑
k:k 6=i
e∗kQigie
∗
i
∂G
∂gik
ei
=
1
N2
N∑
i=1
d̂i
∑
k:k 6=i
e∗kQigi
[
e∗iGek(ei + hi)
∗B˜〈i〉RiGei + e∗iGRiB˜
〈i〉ek(ei + hi)∗Gei
]
+
1
N2
N∑
i=1
d̂i
∑
k:k 6=i
e∗kQigie
∗
i∆G(i, k)ei
=
1
N2
N∑
i=1
d̂i
[
− e∗iGQigi
(
biTi + (B˜G)ii
)
+ e∗iGRiB˜
〈i〉Qigi
(
Gii + Ti
)]
− 1
N2
N∑
i=1
d̂ie
∗
iQigi
[
−Gii
(
biTi + (B˜G)ii
)− bie∗iGhi(Gii + Ti)]
+
1
N2
N∑
i=1
d̂i
∑
k:k 6=i
e∗kQigie
∗
i∆G(i, k)ei
=
1
N2
N∑
i=1
d̂i
∑
k:k 6=i
e∗kQigie
∗
i∆G(i, k)ei +O≺(Ψ
2),
where in the second step we separated the sum
∑
i
∑
k:k 6=i =
∑
k,i−
∑
k=i and used (6.26), and in the
last step we used the bound (3.30) again. Then the estimate
1
N2
N∑
i=1
d˜i
∑
k:k 6=i
e∗kQigie
∗
i
∂G
∂gik
ei = O≺(Ψ2) (6.54)
is implied by the following lemma, whose proof will be postponed to Appendix B.
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Lemma 6.7. Suppose that the assumptions of Theorem 2.3 and (2.17) hold. Let d̂1, · · · , d̂N be any
possibly z-dependent complex random variables satisfying maxi∈J1,NK|d̂i| ≺ 1 uniformly on SI(ηm, 1),
and let Qi = I or B˜
〈i〉. Then,
1
N2
N∑
i=1
d̂i
∑
k:k 6=i
e∗kQigie
∗
i∆G(i, k)ei = O≺(Ψ
2). (6.55)
Now we investigate the last two terms of (6.53). Let d̂1, . . . , d̂N be any possibly z-dependent complex
random variables satisfying |d̂i| ≺ 1 uniformly on SI(ηm, 1). Let Qi = I or B˜〈i〉. We claim that
1
N3
N∑
i=1
∑
k:k 6=i
d̂ie
∗
kQigi
N∑
j=1
dj
∂Zj
∂gik
= O≺(Ψ4) (6.56)
holds uniformly on SI(ηm, 1), and the same estimate holds if we replace dj and Zj by their complex
conjugates. The proof of (6.56) is nearly the same as (6.39). The only difference is a missing G in the
factor e∗kQigi which played no essential roˆle in the proof of (6.39). We omit the details of the proof
of (6.56).
Using (6.54) and (6.56) to (6.53), we can conclude the proof of Lemma 6.5. 
Appendix A.
In this appendix, we collect some basic tools from random matrix theory.
A.1. Stochastic domination and large deviation properties. Recall the stochastic domination in
Definition 2.2. The relation ≺ is a partial ordering: it is transitive and it satisfies the arithmetic rules
of an order relation, e.g., if X1 ≺ Y1 and X2 ≺ Y2 then X1 +X2 ≺ Y1 + Y2 and X1X2 ≺ Y1Y2. Further
assume that Φ(v) ≥ N−C is deterministic and that Y (v) is a nonnegative random variable satisfying
E[Y (v)]2 ≤ NC′ for all v. Then Y (v) ≺ Φ(v), uniformly in v, implies E[Y (v)] ≺ Φ(v), uniformly in v.
Gaussian vectors have well-known large deviation properties. We will use them in the following form
whose proof is standard.
Lemma A.1. Let X = (xij) ∈MN (C) be a deterministic matrix and let y = (yi) ∈ CN be a deterministic
complex vector. For a Gaussian real or complex random vector g = (g1, . . . , gN ) ∈ NR(0, σ2IN ) or
NC(0, σ2IN ), we have
|y∗g| ≺ σ‖y‖2, |g∗Xg − σ2NtrX | ≺ σ2‖X‖2. (A.1)
A.2. Rank-one perturbation formula. At various places, we use the following fundamental pertur-
bation formula: for α,β ∈ CN and an invertible D ∈MN (C), we have(
D +αβ∗
)−1
= D−1 − D
−1αβ∗D−1
1 + β∗D−1α
, (A.2)
as can be checked readily. A standard application of (A.2) is recorded in the following lemma.
Lemma A.2. Let D ∈MN (C) be Hermitian and let Q ∈MN (C) be arbitrary. Then, for any finite-rank
Hermitian matrix R ∈MN(C), we have∣∣∣∣tr(Q(D +R− z)−1)− tr(Q(D − z)−1)
∣∣∣∣ ≤ rank(R)‖Q‖Nη , z = E + iη ∈ C+. (A.3)
Using Lemma A.2, we also have the following corollary.
Corollary A.3. With the notations in (3.9) and (3.10), we have∣∣trG− trG〈i〉∣∣ ≤ CΨ2, ∣∣tr B˜〈i〉G〈i〉 − B˜G∣∣ ≤ CΨ2, ∣∣tr B˜〈i〉G〈i〉B˜〈i〉 − B˜GB˜∣∣ ≤ CΨ2. (A.4)
Proof. Recalling the Hermitian matrix H〈i〉 defined in (3.10), we see that H is a finite rank perturbation
of H〈i〉 and the perturbation H −H〈i〉 is obviously Hermitian. Using (A.3) with Q = I, D = H〈i〉 and
R = H −H〈i〉 = B − B˜〈i〉, it is straightforward to get the first bound in (A.4). For the second bound,
at first, we see that
tr (B˜〈i〉G)− tr (B˜G) = tr (B˜〈i〉G)− tr (RiB˜〈i〉RiG)
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=
1
N
r∗i B˜
〈i〉Gri +
1
N
r∗iGB˜
〈i〉ri − 1
N
r∗i B˜
〈i〉ririGri = O≺(
1
N
), (A.5)
where in the last step we used the fact ri = ℓi(ei + hi), the estimates in (6.5), and the bound in (3.30).
Then applying (A.3) with Q = B˜〈i〉, D = H〈i〉 and R = H −H〈i〉 = B − B˜〈i〉, we obtain∣∣tr (B˜〈i〉G〈i〉)− tr (B˜〈i〉G)∣∣ ≤ CΨ2. (A.6)
Combining (A.5) and (A.6) yields the second estimate in (A.4). The third one in (A.4) can be verified
similarly. We omit the details. So we complete the proof of Corollary A.3. 
Appendix B.
In this appendix, we estimate the terms with ∆R(i, k)’s involved. More specifically, we will prove
Lemmas 6.3, 6.6 and 6.7.
According to (6.21), we see that ∆R(i, k) is the sum of terms of the form
d̂ig¯ik αiβ
∗
i ,
for some d̂i ∈ C satisfying |d̂i| ≺ 1 uniformly on SI(ηm, 1), and αi,βi = ei or hi. Hereafter d̂i can
change from line to line, up to the bound |d̂i| ≺ 1 uniformly on SI(ηm, 1). Then, by (6.24), we see that
∆G(i, k) is a sum of the terms of the form
d̂ig¯ikGαiβ
∗
i B˜
〈i〉RiG, d̂ig¯ikGRiB˜〈i〉αiβ∗iG. (B.1)
Recalling the definition of ∆Zj (i, k) in (6.41) and the matrix D in (6.42), we see that
N∑
j=1
dj∆Zj (i, k) =Ntr∆G(i, k)trD −NA1tr
(
∆G(i, k)D
)
−Ntr (∆G(i, k)AD)trG+NA2tr (DG)tr ((A− z)∆G(i, k))
+Ntr∆G(i, k)
(
A3tr
(
DG
)− tr (GAD))
+NtrGtr
(
GD
)
tr
(
(A− z)2∆G(i, k)
)
. (B.2)
Then, according to (B.1) and (B.2), we see that
∑
j dj∆Zj (i, k) is the sum of the terms of the form
Nd̂ig¯iktr
(
QGαiβ
∗
i B˜
〈i〉RiG
)
= d̂ig¯ikβ
∗
i B˜
〈i〉RiGQGαi,
Nd̂ig¯iktr
(
QGRiB˜
〈i〉αiβ∗iG
)
= d̂ig¯ikβ
∗
iGQGRiB˜
〈i〉αi, (B.3)
for some random variables d̂i, with |d̂i| ≺ 1, for all i ∈ J1, NK, and some i-independent diagonal matrix Q
with ‖Q‖ ≺ 1, which can be A, D, A− z, (A− z)2 or the product of some of them.
With the above facts, we can prove Lemmas 6.3, 6.6 and 6.7 in the sequel.
Proof of Lemma 6.3. Using the fact that ∆G(i, k) is a sum of the terms of the form in (B.1), we see that
the left side of (6.27) is the sum of the terms of the form
1
N
d̂i
∑
k:k 6=i
g¯ike
∗
kB˜
〈i〉Gαiβ∗i B˜
〈i〉RiGei =
1
N
d̂ig˚
∗
i B˜
〈i〉Gαiβ∗i B˜
〈i〉RiGei = O≺(
1
N
),
1
N
d̂i
∑
k:k 6=i
g¯ike
∗
kB˜
〈i〉GRiB˜〈i〉αiβ∗iGei =
1
N
d̂ig˚
∗
i B˜
〈i〉GRiB˜〈i〉αiβ∗iGei = O≺(
1
N
),
where we used g˚i = gi − giiei, the identities in (3.15) and the bound in (3.30). Hence, we conclude the
proof of Lemma 6.3. 
Proof of Lemma 6.6. Using that
∑
j dj∆Zj (i, k) is a sum of such terms as in (B.3) and
∑
k:k 6=i g¯ike
∗
k = g˚
∗
i ,
we see that the left side of (6.47) is the sum of the terms of the form
1
N3
N∑
i=1
d̂ig˚
∗
iQiGeiβ
∗
i B˜
〈i〉RiGQGαi = O≺(Ψ4),
24
1
N3
N∑
i=1
d̂ig˚
∗
iQiGeiβ
∗
iGQGRiB˜
〈i〉αi = O≺(Ψ4),
where we used g˚i = gi − giiei, (3.15) and (3.30). This completes the proof of Lemma 6.6. 
Proof of Lemma 6.7. Using that ∆G(i, k) is the sum of such terms as in (B.1) and
∑
k:k 6=i g¯ike
∗
k = g˚
∗
i ,
we see that the left side of (6.55) is the sum of the terms of the form
1
N2
N∑
i=1
d̂ig˚
∗
iQigie
∗
iGαiβ
∗
i B˜
〈i〉RiGei = O(
1
N
),
1
N2
N∑
i=1
d̂ig˚
∗
iQigie
∗
iGRiB˜
〈i〉αiβ∗iGei = O(
1
N
),
where we used the fact g˚i = gi−giiei, (3.15) and (3.30). Hence, we conclude the proof of Lemma 6.7. 
Appendix C.
In this appendix, we discuss the case when both µα and µβ (cf. (2.12)) are convex combinations of
two point masses. Without loss of generality (up to shifting and scaling), we may assume that µα and µβ
have the form
µα = ξδ1 + (1− ξ)δ0, µβ = ζδθ + (1 − ζ)δ0, (C.1)
with real parameters ξ, ζ and θ satisfying
θ 6= 0, ξ, ζ ∈
(
0,
1
2
]
, ξ ≤ ζ, (θ, ξ, ζ) 6=
(
− 1, 1
2
,
1
2
)
.
Recall the domains SI(a, b) in (2.21). For given (small) ς, γ > 0, we set
SςI(a, b) :=
{
z ∈ SI(a, b) : ς |z − 1| ≥ max
{√
dL(µA, µα),
√
dL(µB, µβ)
}}
(C.2)
S˜ςI(a, b) := SςI(a, b) ∩
{
z ∈ C : |z − 1| ≥ N
γ
(Nη)
1
4
}
. (C.3)
The following theorem presents the local law under the setting (C.1).
Theorem C.1 (Local law in the two point masses case). Let µα, µβ be as in (C.1), with fixed ξ, ζ and θ.
Assume that the sequence of matrices A and B satisfy (2.10). Fix any compact nonempty interval
I ⊂ Bµα⊞µβ . Then there is a constant b > 0 such that if
dL(µA, µα) + dL(µB , µβ) ≤ b, (C.4)
holds, then the following statements hold:
(i) If µα 6= µβ, then ∣∣∣ 1
N
N∑
i=1
di
(
Gii(z)− 1
ai − ωB(z)
)∣∣∣ ≺ Ψ2 (C.5)
holds uniformly for all z ∈ SI(0, 1). Consequently,
sup
I′⊂I
∣∣∣µH(I ′)− µA ⊞ µB(I ′)∣∣∣ ≺ 1
N
, (C.6)
where the supremum is over all subintervals of I.
(ii) If µα = µβ, then, for sufficiently small ς > 0,∣∣∣ 1
N
N∑
i=1
di
(
Gii(z)− 1
ai − ωB(z)
)∣∣∣ ≺ Ψ2|z − 1|2 (C.7)
holds uniformly for all z ∈ S˜ςI(0, 1). Thus, for any nonempty compact interval I˜ ⊂ I \ {1},
sup
I′⊂I˜
∣∣∣µH(I ′)− µA ⊞ µB(I ′)∣∣∣ ≺ 1
N
, (C.8)
where the supremum is over all subintervals of I˜.
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Notice that the result deviates from the general case from only if µα = µβ due to an instability at
z = 1 in the free convolution µα ⊞ µα.
Remark C.2. For µα, µβ given in (C.1), the regular bulk Bµα⊞µβ can be written down explicitly, in
terms of ξ, ζ and θ, see (B.2) and (B.3) in [2] for more detail.
Proof. For (C.5) and (C.7), analogously to (2.23), one needs to exploit the fluctuation average of the
Gii’s, namely, that the fluctuation of the (weighted) average of Gii’s is typically as small as the square
of the fluctuation of Gii’s. Note that the estimate of the individual Gii’s of the two point masses case
has been obtained in Proposition B.1 of [2]. Since the proofs of (C.5) and (C.7) are nearly the same
as (2.23), given Proposition B.1 of [2], we omit the details. Then the convergence rates (C.6) and (C.8)
follow from (C.5) and (C.7), respectively, via a routine application of the Helffer-Sjo¨strand functional
calculus; see e.g. Section 7.1 of [13]. This completes the proof. 
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