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Abstract  
Decision-making procedure based on fuzzy relational composition may require that 
the involved connectives are not idempotent tohandle significant information properly. 
Yet, non-idempotence may result in meaningless inference when the universes of dis- 
course are dense. Here we propose a novel kind of connective and a formal definition 
of relational composition for dense universes of discourse which allow the aggregation 
of different path of reasoning confirming each other without incurring in total loss of 
information. © 1998 Elsevier Science Inc. All rights reserved. 
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1. I n t roduct ion  
Since the first seminal works [1,2] the concept of fuzzy relational equation 
has been widely applied to classification and decision-making tasks. The main 
reason for these applications i probably the ability of fuzzy relational equa- 
tions to handle goals and constraints in a uniform way and to ease the solution 
of both direct and inverse problems. 
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For example, a general decision problem with one goal and one constraint 
can be handled efining auniverse U~ of possible goals, a universe Uc spanned 
by a variable to be constrained and a universe Uo of possible decisions. The 
imprecise goal G is a fuzzy set on Uo discriminating various goals by means 
of different membership values. A smooth constraint is modeled with a fuzzy 
set C on Uc giving higher membership values to more acceptable values of 
the constrained variable. 
Ideally [3,4], a relation R defined on Up × U~ × Uc exists linking decisions 
with achieved goals and with outcomes of the constrained variable. We may 
then use common sup-min composition to define a fuzzy decision D on Uo as 
D(d)= sup min{G(g) ,C(c ) ,R(g ,c ,d )}  
gCU G cEUc 
which achieves higher membership values for decisions d that may correspond 
to higher satisfaction of the goal G and of the constraint C. Such a decision 
process applies direct relational composition to the relation R which may be 
not known a-priori. Hence, the estimation of R from a collection of successful 
decisions and corresponding achieved goals is an inverse problem of great rel- 
evance which can be often tackled with known methods [5]. 
Another reason for the wide applicability of fuzzy relational equations i
their ability of incorporating conjunctive and disjunctive connectives with dif- 
ferent properties. The idea of adopting different fuzzy connectives to meet he 
needs of different real-world applications has been thoroughly investigated 
[3,6-8] and offers many advantages. 
In the relational composition framework, sup - t  composition may have 
some advantage over the conventional sup-min [9,10] as they avoid the non-in- 
teraction of the min connective allowing, for example, the processing of repet- 
itive information. Further on, the generalization to s-t composition [6] provides 
interaction between the information coming from different "pieces" of the re- 
lation, i.e. from different path of reasoning that occasionally confirm the same 
consequence. 
Though these generalizations may bring additional computational complex- 
ity and their advantages have to be discussed on a case-by-case basis, decision- 
making problems are favorite candidates to benefit from information i terac- 
tion, especially from the correct management of repetitive information which 
have a well definite meaning. Think, for example, on how the two real-world 
data "cold weather" and "windy weather" affect one's decision towards an 
heavier coat when just one of the two is 0.5 true or both are. 
It can be intuitively accepted that the ability of considering repetitive infor- 
mation comes from the non-idempotence of the adopted connectives. Regret- 
tably, if not cautiously administrated, non-idempotence has an undesirable 
saturation effect preventing a straightforward extension to dense or finely sam- 
pled universes. 
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Such a phenomenon will be described in Section 2 while Section 3 recalls 
some formal properties of continuous-norm-based connectives. Section 4 de- 
fines the new quantized connectives and analyzes their relationship with the 
more conventional ones. Section 5 and Section 6 defines and discusses the con- 
cept of infinite and possibly dense aggregation specializing some results for the 
newly introduced connectives. Some conclusions are finally drawn. 
2. Universe sampling in direct and inverse reasoning 
Consider the universe of discourse U= [-1, l] on which the fuzzy set 
A(x) = max{0, 1 -  1.5Ix-0.51} is defined. Consider also the fuzzy relation 
R : U 2 ~ T such that R(u, v) = e -4(u-0"2)2-n(v-0"3)2 and the generalized s-t com- 
position with the s-norm x±y=x+y-xy  and the s-conorm (t-norm) 
xTy = xy. 
The universe U is dense in the topological sense but, as we have not yet 
introduced a proper definition of disjunctive aggregation of an infinite collec- 
tion of truth values, we extend the finite case [6] in the most intuitive way. 
Thus, we consider the values of fuzzy sets and relations in certain points 
evenly distributed on U. Say that there are n of these points distributed so 
that each of them is 2In away from the next one, clearly as n increases the 
sampling refines. 
Consider the composition B=RoA for n=10,20 , . . . ,90 ,  then for 
n = 100,200,.. . ,900, n = I000,2000,. . . ,9000 and finally for n = 10 000, 
20 000, . . . ,  90 000. The resulting fuzzy sets B are reported in Fig. l(a). From 
that figure we easily get that as n ~ e~, B grows to 1 in almost all U. This a 
monotonic phenomenon which appears to have a logarithmic trend as steps 
from n = 10 000 to n = 90 000 produce almost he same increase as steps from 
n -- 1000 to n = 9000, from n = 100 to n = 900 and from n = 10 to n = 90. 
Actually, this is due to the logarithmic generator of the adopted s-norm as 
we will see later and will be the topic of the following sections. By now, note 
that, for generalized s-t composition a paradoxical law seems to hold causing 
a loss of information with denser sampling. 
In fact, A could represent the uncertain but non-null knowledge about a fac- 
tor affecting a final decision and R a known relation between that factor and 
the optimal decision to be taken. According to our previous discussion, our in- 
ference relies on a non-idempotent s-norm to increase the validity of its deci- 
sions when stronger or multiple evidence confirms them. Nevertheless, as the 
universe of discourse is sampled with increasing density this mechanism in- 
creases the validity of every possible decision up to its maximum. 
This anomaly replicates also in inverse problems. To simplify the discussion 
assume that only a couple of fuzzy sets A and B is given to estimate R such that 
B=RoA.  
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Fig. 1. Every non-idempotent s-  composition saturates when the denser sampling is adopted. 
To see that cont inuous non- idempotent  s-norm are not  a proper  model  for 
t 4u+022 4v+03) 2 these tasks consider another elat ion R (U, v) = e-  < ' ) - ~ • defined on U 2. 
F rom Fig. 2 it is clear that R and R' represent two very distinct results for an 
Fig, 2. Two different results for an inverse problems. 
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inverse problem. I f  the s-t composition were an appropriate model to link this 
results with the observable information A and B, the two compositions R o A 
and R' o A should give two well-distinguishable outcomes. 
Regrettably, this is not the case as we can easily get from Fig. 1 (b) where the 
R' o A is reported for the same values ofn  to be compared with Fig. l(a). Fig. 3 
reports the comparison between R o A and R' o A for n = 90,900, 9000 showing 
how the two became indistinguishable as n increases. 
Non-idempotence of ± plays here a central role. In fact, as long as every two 
arbitrarily small pieces of information can be disjoint to obtain a statement 
which is strictly stronger than its components, enough circumstantial evidence 
may always overcome a full proof. 
Though the general validity of this point of view can be discussed, this is not 
the desired behavior whenever universes of discourse are dense or finely sam- 
pled. In this case, in fact, more "replicas" of the same piece of information 
can be obtained simply increasing sampling resolution, without conveying 
any real information. 
3. Continuous norms properties 
Let T = [0, 1] the range of the possible predicate truth values, with 0 < 1 two 
real numbers representing, respectively, the minimum and maximum truth val- 
ues of a predicate. Various models have been proposed to give a quantitative 
semantic to the disjunctive connection of more than one truth value, s-norms 
being by far the commonest. 
Recall [11] that a function ± : T 2 ~-~ T is an s-norm if and only if 
(sl) x '±y '  <~x"±y" ifx'~<x" and x' <~y", 
(s2) x_L y = y ±x ,  
(s3) (x±y)±z  = x±(y±z) ,  
(s4) x±O = x 
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Fig. 3. Comparison between R o A and R' o A for increasing n.
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and that a function T : T* H T is a t-norm if and only if 
(tl) x’TY’ <x”Ty if x’<x”andx’<y”, 
(t2) xTy = yTx, 
(t3) (xTy) lz = xT(yl_z), 
(t4) xT1 =x. 
The following discussion will also benefit from the knowledge of the structure 
of s-norms and t-norms which are continuous [12,13]. 
Property 1. If I is a continuous s-norm, then there is a countable collection of 
open disjoint intervals ]al, bl [,]a*, bz[, . . . c T and a countable collection of 
continuous and monotonically increasing functions (generators) gi : [ai, bi] H R 
such that gi(ai) = 0, gi(bi) = 1 or gi(bi) = CC and 
xl-y= 
{ 
gi*(gi(x) + gib)) ifx,~ E ]ai,bi[, 
-+,y) otherwise, 
where 
g;(5) = 
{ 
g;‘(C) if < Ggi(bi), 
b, 
I otherwise. 
Thus, continuous s-norms behave like the max operator with the exception 
of some open square zones along the diagonal of T* in which they are strictly 
greater than the maximum of their arguments. This structure is exemplified in 
Fig. 4 which depicts the behavior of a continuous s-norm defined by the two 
intervals IO, 1/2[ and ]3/4,1[ and by the two functions gl (x) = -log (1 - 2x) 
and g*(x) = x - 3/4. The two zones in which the connective increases faster 
than the max operator are evident from the contour plot where the regularly 
increasing pattern of the max operator is locally perturbed. 
0.8 
0.6 
Fig. 4. A continuous -norm: (a) 3D plot (b) contour plot with darker zones corresponding to lower 
points. 
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The s-norms for which al = 0 and bl = 1 are defined by a single generator and 
are called Archimedean. Note that the restriction of a continuous s-norm to any 
]ai, bi[ 2 is isomorphic to the restriction of an archimedean s-norm to ]0, 1 [2. 
Thus, the max operator gives a global skeleton on which scaled archimedean 
s-norms are correctly adjusted to specify the disjunction of similar truth values. 
In particular, from Property 1 we also have that continuous -norms are idem- 
potent only in T \ Ui ]ai, bi[ so that the max operator is the unique everywhere 
idempotent continuous -norm (actually, it is the unique everywhere idempo- 
tent s-norm [11]). 
Continuous t-norms feature a structure which is dual with respect o the s- 
norms ones. In fact the following property holds [12,13]. 
Property 2. I f  T is a continuous t-norm, then there is a countable collection of  
open disjoint intervals ]al,bl[,]a2,b2[,... C T and a countable collection of  
continuous and monotonically increasing functions (generators) hi : [ai, bi] ~ 
such that hi(ai) = 0 or hi(ai) = e -I and hi(bi) = 1 
{ h~(hi(x)hi(y)) i f  x ,y E ]ai, bi[, 
xq-y = min{x,y} otherwise, 
where 
fh;-l(~) i f~ ~> hi(ai), 
h~(~) 
[ ai otherwise. 
In perfect analogy with what happens for s-norms, the unique idempotent 
t-norm is the rain operator. This leads to the last Property. 
Property 3 [11]. The distributive property xT(y±z) = (xTy) ± (xTz) holds i f  and 
only if I is the max operator. Moreover, the distributive property 
x± (yTz) = (x± y)T (x±z)  holds if and only if T is the min operator. 
4. Quantized connectives 
We can now elaborate on the difference between the skeleton behavior and 
the local behavior to give the definition of quantized conjunction. To do so let 
us introduce a quantization operator [ : T ~ T defined on n open disjoint in- 
tervals ]al, bl [, ]a2, b2[,..., Jan, bn[ (bi ~ ai+l, i = 1 , . . . ,  n - 1) so that 
{ 0 ifx~<al, ai if ai < x <~ bi L x = bi if bi < x <~ ai+l, . i fbn~<x<l ,  
i fx = 1. 
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With this we may define other skeleton operators and the corresponding con- 
cepts of q-norm and r-norm. 
Definition 1. Let n open disjoint intervals ]ai,bi[ be given along with n 
continuous strictly increasing enerators gi : ]ai, bi[ ~ lI~ such that gi(ai) = 0 or 
gi(ai) =-oo  and gi(bi)= co. The corresponding q-norm is the function 
: T 2 ~-~ T such that 
x Gy  = ~ gi-l(gi(x) + gi(Y)) i fx ,y  E ]a,, bi[, 
L max{ Ix, Ly} otherwise. 
Definition 2. Let n open disjoint intervals ]ai,bi[ be given along with n 
continuous trictly increasing enerators hi : ]ai, bi[ H R such that hi(ai) = 0 
and hi(hi)= 1 or hi(bi)= oo. The corresponding r-norm is the function 
®:  T 2~Tsuchthat  
f< h/l(hi(x)hi(y)) i fx ,y  E ]ai, bi[, 
x®y 
L min{ Ix, [y} otherwise. 
Note that, as gT =g~-l whenever gi(bi)= c~, and h* = hr 1 whenever 
hg(ai) = 0 many s-norm and t-norm generators may qualify as q-norm and 
r-norm generators. Obviously, they are not the only acceptable generators. 
In [14] a different kind of generator is proposed along with a bipolar coding 
(0 = -1 and 1 =1) of truth values to handle positive and negative information 
about the truth of predicates. In the following we will refer to these generators 
as bipolar generators. Once brought into the q-norm and r-norm context, bipo- 
lar generators are defined by gi(bi) = oo but gi(ai -[- bi - x) = -gi(x), hi(ai) = 0 
and hi(bi) = oo so that the resulting connective may give raise to a "linear" 
space that processes local information [14]. In the following s-norm and bipolar 
generators will be used here to provide a more natural quantization of the ag- 
gregation of infinite collections of values. 
The link between conventional norms and quantized norms is strict as it can 
be seen from the following properties that compare quantized norms with ax- 
ioms (sl)-(s4) and (tl)-(t4). 
Property 4. Q-norms are such that: 
(ql) x'@y'<~x"@y" ifx'<~x 'r 
(q2) x@y=y~bx,  
(q3) (x~y)  ~z  =x@ (yOz), 
(q4) x @ 0 = Ix. 
and y' <<. y", 
Proof. Properties (ql), (q2) and (q4) are trivial to verify. Moreover, (q2) allows 
us to verify associativity (Property (q3)) only in three distinct cases, namely 
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when x, y, z belong to the same interval ]a;, bi[, when only two of them belong to 
the same interval ]ai, bi[ and when none of them is in the same interval ]ai, bi[ 
with another. 
In the first case we have (x ~y)ez  = g~-l(gi(g71(gi(x ) + gi(y)))+ gi(z))= 
g~l (gi(x) + gi(y) q- gi(z)) = g~l (gi(x) q- gi(g~ 1 (gi(y)+ gi(z)))) --- x • (y G z). 
In the second case let x,y E]ai,bi[ so that also x@y C]ai, bi[ and 
(x @ y) ® z = max{ai, Lz}. Yet, y ® z = max{al, [z} ~ ]ai, bi[ SO that 
x @ (V @ z) = max{ai, max{ai, [z}} = max{ai, Lz}. 
In the last case, associativity is ensured by associativity of the max operator 
after quantization is performed. [] 
Property 5. R-norms are such that: 
(rl) x' ®y' <~x" ®y" if  x' 4x"  
(r2) x ® y = y ® x, 
(r3) (x®y) ®z =x® (y®z), 
(r4) x®l=L  x. 
and l <, l ' ,  
Proof. The proof follows straightforwardly from the proof of Property 4. [] 
As (sl) = (ql), (tl) - (rl), (s2) = (q2), (t2) =- (r2), (s3) -= (q3) and (t3) = (r3) 
quantized norms are almost conventional norms. Yet, as the skeleton operators 
themselves do not satisfy the equivalent of (s4) and (t4), these axioms do not 
appear among the properties of quantized norms. The analogy between quan- 
tized and conventional norms is further extended by the following Properties: 
Property 6. For any x,y E T, Q-norm satisfies the following inequality 
x @ y ~> max{ L x, [y}. 
Proof. The thesis follows immediately from axiom (ql), which gives 
x~y>>.xGO= LxandxOy>~OOy= [y. [] 
Property 7. For any x, y E T, R-norm satisfies the following inequality 
x@y<~ min{[x, [y}. 
Proof. The thesis follows immediately from axiom (rl), which gives 
x®y<~x®l= [xandx®y<~l®y= kv. [] 
It should be noted that the previous properties of q-norms and r-norms 
are analogous to the corresponding properties xYy<<, min{x,y} and 
x ± y >/ max {x,y}, which hold for any t-norm Y and s-norm _L [11]. 
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As an example, in Fig. 5 we report the behavior of a q-norm resulting from 
the four intervals ]0, 1/4[, ]1/4, 1/2[, ]1/2, 3/4[ and ]3/4, 1[ and from the gener- 
ators gt(x) = 1/2 + tan [rc(4x - i - 1/2)]. In strict analogy with the structure of 
continuous -norms, the contour plot of this non-continuous connective xhib- 
its four square zones aligned along the diagonal of T 2 where the regular pattern 
of the max{ Ix, [y} operator is perturbed. 
The analogy between quantized and conventional norms can be further ex- 
tended to the distributive properties, as the monotonicity of q- ad r-norms 
guarantees that the correspondent of Property 3 also holds. Yet, q- and 
r-norms are able to exhibit further distributive behaviors. 
Property 8. For any q-norm ® and x ,y ,z  E T 
min{ Ix, [{y ® z}} = min{ Lx, [y} @ min{ Ix, Lz}. 
Proof. Thanks to commutative property we need only to consider four cases. 
Namely, when x ,y ,z  belong to the same interval ]ai, bs[, when only x,y  E ]ai, bi[ 
but z f[ ]ai, hi[, when y, z E ]ai, bi[ and x q[ ]ai, bt[, when no interval ]ai, bi[ exists 
including two of the three variables x,y,  z. 
1. Let x, y, z E ]ai, bi[. As (3' ~3 z) E ]as, bi[, then min{ Ix, L{y @ z}} = min{at, ai} 
= ai. On the other hand min{ L x, [y} G rain{ L x, [z} = max { Lai, Lai} = at. 
2. Let x,y  E ]a ,  bi[, z ~]a,  bt[. In this case: min{[x , [{yGz}}=min{as ,  
[max{a/, [z}} = ai. On the other hand, rain{ Ix, Lv} @ min{ Ix, [z} = max{as, 
Lmin{a .  L:}} = ,,t. 
3. Let y, z E ]at, bt[ and x f[ ]ai, b,[. As (y ® z) E ]as, bs[, then min{ L x, L{y @ z}} 
= min{ [x, a~}. On the other hand, min{ Lx, Ly} G min{ L x, L z} = 
max{ l{min{ Ix, as}}, L{min{ [x, as}}} = min{ Ix, ai}}. 
b) v" 6 o~2 014 0.6 0.8 i 1 
Fig. 5. A q-norm based on bipolar norm generators: (a) 3D plot (b) contour plot with darker zones 
corresponding to lower points. 
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4. Assumethat nointerval]ai, b~[existincludingtwoofthethreevariablesx,y,z. In 
this case the quantizing operator is first applied to all the variables, and distri- 
butivity depends on the distributivity of pure min and max operator. [] 
Property 9. For any r-norm ® and x, y, z E T 
max{ L x, L{y ® z}} = max{ Lx, [y} ® max{ Lx, [z}. 
Proof. The proof follows straightforwardly from the proof of Property 8. [] 
Property 10. I f  hi = gi, then for any x,y ,z  E T 
x® (yez)  = (x®y) (xoz) .  
Proof. Thanks to commutative property we need only to consider four cases. 
Namely, when x,y,z  belong to the same interval ]ai, bi[, when only x,y E ]ai, bi[ 
but z q[ ]ai, bi[, when y, z E ]ai, hi[ and x q[ ]ai, bi[, when no interval ]ai, bi[ exists 
including two of the three variables x,y, z. 
1. Let x,y ,z  E ]ai, bi[. In this case 
x ® (y @ z) -= g71 (gi(x)&(g~  (g,(y) + gi(z)))) 
= g71 (gi(x)gi(y) + gi(x)gi(z)) 
= gZ 1 (g,(gT' (g,(x)g~(y))) + g,(g~-i (gi(x)&(z)))) 
= gTl(gi(x ®y) +gi(x ®z)) 
= (x®y) • (x®z). 
2. Let x,y E]ai, bi[, z f[]ai, bi[ In this case: x® (y®z)=x®max{Lv ,  L z} = 
min{[x, max{Lv, [z}} = min{ai,max{ai, [z}} = ai. On the other hand, 
(x ® y) (9 (x ® z) = (x ® y) ® min{ Ix, [z} = max{ [(x ® y), min{ Ix, Lz}} = 
max{a,, min{a,, Lz}} = a,. 
3. Let y, zE]ai, b~[ and xf[]ai, b~[. As (y@z) E]a,,b~[, then x®(y@z)  
= min{[x, [(vq3z)} =min{[x ,  ai}. On the other hand as neither x,y nor 
x,z belong to the same interval, then (x ® y) ® (x ® z) = max { L{min 
{ L x, ai}, /{min{ Lx, ai}}} = min{ Ix, ai}}. 
4. Assume that no interval]a~, bi [ exist including two of the three variables x, y, z. In 
this case the quantizing operator is first applied to all the variables, and distri- 
butivity depends on the distributivity of pure min and max operator. [] 
5. Infinite aggregation 
Before discussing q-t compositions of relations defined on dense universes 
we need a formal definition of such operation. Conjunctions do not enter the 
problem as the t-norm is applied to a number of truth values equal to the 
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dimensionality of the relation which is always finite. Then, we assume that a 
q-norm • is given and define how a possibly infinite collection of truth values 
is aggregated. To do so, let ~u be the collection of all the finite subsets of a 
non-empty universe U and define a generalization of the s-norm aggregation 
in [13] considering a fuzzy set A on U and setting 
Definition 3. 
J A(u). = sup @)A(u), VE ~ u u~ V 
U 
so that the q-t composition becomes 
R(u, v) o A(u) = ~ R(u, v)ZA(u), 
U 
for a chosen t-norm -7: T 2 ~ T. The path followed in [13] can be exploited here 
to show that this is a well-posed efinition. 
The last element we need is a formal definition of what we mean with dense 
collection of truth values. 
Definition 4. The collection of values assumed by a fuzzy sets A defined on U 
said to be dense if and only if for each u E U and any e > 0 the crisp set 
A-1 (]A (u) - e, A (u) + e[) is infinite. 
Note that this definition introduces a more general concept han topological 
density of A(U) as the latter does not consider how many times each value is 
assumed by A. Actually, topological density of A(U) implies density of the col- 
lection assumed by A, the converse being not necessarily true. Nevertheless, the 
two concepts coincide in a very important case as when when U is topologically 
dense then the collection of values assumed by any continuous A is dense. 
6. Q-t composition on dense universes 
Intuitively speaking, to avoid almost negligible pieces of information to in- 
teract with stronger knowledge, q-norms provide a quantization of the truth 
levels. Actually, this can be achieved by simply adopting max{ Ix, [y} as a dis- 
junction but such a choice will completely spoil the inference mechanism of the 
ability to treat repetitive information. In fact, this quantized version of the max 
operator is even more non-interactive than the max itself as it makes no distinc- 
tion between entire ranges of values. 
Q-norms are introduced to address the trade-off between information inter- 
action and saturation avoidance when dense collection of truth values have to 
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be considered. The two following properties should clarify how this trade-off is
addressed. 
Property 11. Let U be partitioned into U' and U", then 
max { [fu, A(u), [fu,, A(u)}~< fuA(u) <~ ~u, A(u) ® fu,, A(u). 
Proof. The lower bound can be easily get from Definition 3 noting that for any 
U' and U" we have ~u',Pu" C Pu. The upper bound comes from the 
associativity of q-norms which allows us to write 
su. • [ ® • 
r~Pu uO e v~u [.u~znu uOznu ,, J 
SO that we may recall (ql) to see that the second term is not greater than 
ve~v~evnu j LVe~v ~vnu,, j 
As max and @ are associative, Property 11 can be trivially generalized toany 
partition of U into a finite number of subsets. Exploiting this observation we 
may also prove the following property 
Property 12. 
.j,A(u) -- max / sup{[a [a E A(U),a f[ ]ai, bi[}, 
Proof. From Definition 3 we have that ~_,(]%b, DA(U) and ~_l(]ain,b.ttDA(U) 
cannot be in the same ]a;, bi[. Hence, if we generalize Property 11 to a p~rtition 
of U in the n + 1 subsets U0 = U \ Ui"=l ui and Ui = A-l(]ai, biD, the lower and 
upper bound for 9~bA(u) coincide and give the thesis. [] 
Property 12 reveals the mechanism governing the trade-off between global 
non-interactivity and local interaction. The first being provided by the skeleton 
operator max which appears also at the aggregation level, while the second is 
due to the local additive behavior of the q-norms which is controlled by the 
generators g;. 
To finish the characterization f q-t compositions, let us finally clarify how 
generators may influence the aggregation and compare s-norm generators with 
bipolar generators when they are immersed in the same skeleton. 
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To this aim, consider again the four intervals ]0, 1/4[, ]1/4, 1/2[, ]1/2, 3/4[ 
and ]3/4,1[ and adopt the generators gi(x)=-log(i-4x) which cause 
the q-norm to be locally isomorphic to the Archimedean s-norm 
x_t_y =x +y-xy  [11]. Fig. 6 reports the behavior of the resulting q-norm 
highlighting the analogy between its structure and the one of the q-norm in 
Fig. 5. 
Consider now the family of fuzzy sets R(u, v)-l-A(u) parameterized by u and 
defined on the universe U = [-1, 1] of our previous examples. To ease our ex- 
ample assume here that R(u, v)TA(u) = (1 - lul)(1 + v)/2, i.e. that the compu- 
tation B(v)= ~uR(u,v)q-A(u) is the aggregation of the membership values 
assumed by a triangular membership function whose height is (1 + v)/2 (see 
Fig. 7 for two profiles with v : -0.6 and v = 0.2). 
Fig. 8 reports B(v) in the two cases of q-norm with bipolar generators and 
with s-norm generators. In both cases this trivial inference gives a quantized 
shape with no saturation. Yet, bipolar generators and s-norm generators oper- 
ate a different quantization. Fig. 7 shows the two profiles whose aggregation 
results in B(-0.6) and B(0.2) along with the quantization boundaries for a 
q-norm with bipolar generators (dashed horizontal ines) and s-norm genera- 
tors (solid horizontal ines). As the aggregation always results in one of the five 
values 0, 1/4, 1/2, 3/4, 1, from the analysis of such quantization boundaries we 
get that s-norm generators are locally "optimistic", i.e. any dense collection of 
values not less than (i - 1)/4 surely produces a result not less than i/4. On the 
other hand, bipolar generators provide a more balanced local behavior. In fact, 
dense collections of values between i /4 -  1/8 and i/4 + 1/8 are aggregated to 
i/4. Hence, different generators may model different grade of "optimism" in 
the local aggregation, i.e. in how repetitive information is handled. 
o.7'51 
0.5 
0.25 
a) ~ b)~ 0 0.2 0.4 0.6 0.8 
Fig. 6. A q-norm based on s-norm generator: (a) 3D plot (b) contour plot with darker zones cor- 
responding to lower points. 
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Fig. 7. R(u,v)TA(u) = (1 - luF)(1 + v)/2 for u C U = [-1, 1] and for different values of v. 
a) o I b) 
Fig. 8. The result of ~: (1  - lu[)(1 + v)/2 for v E U = [-1, 1] when the q-norm is based on (a) bi- 
polar generators or (b) s-norm generators. 
7. Conclusion 
Quantized norms are non-continuous connectives with the same locally ad- 
ditive structure of continuous norms. Their properties allow the definition of a 
relational composition operator between relations on dense universes of dis- 
course. 
Being non-continuous, quantized norms do not suffer from the saturation 
effect when an infinite number of pieces of information must be aggregated 
and avoid a total loss of information as they still distinguish a certain number 
of truth or membership levels. Nevertheless, their locally additive behavior en- 
sures that repetitive information is still taken into account and influences the 
final result. Finally, local aspects of such connectives can be adjusted to model 
locally "optimistic" as well as "balanced" aggregations. 
Let us now conclude noting that, thanks to the complete duality between q- 
norm and r-norm, the definition, properties and characterizations we derived 
for aggregations based on q-norm, can be translated with no difficulty in terms 
of r-norm aggregations and applied to the generalization of the inf-s fuzzy re- 
lational composition. 
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