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Abstract
For large n, take a random n×n permutation matrix and its associated
discrete copula Xn. For a, b = 0, 1, . . . , n, let yn(
a
n
, b
n
) = 1
n
(
Xa,b − abn
)
;
define yn : [0, 1]
2 → R by interpolating quadratically on squares of side
1
n
. We prove a Donsker type central limit theorem:
√
nyn approaches a
bridged Brownian sheet on the unit square.
MSC2010: Primary 60C05, 60F05, 60J65; Secondary 60B20.
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1 Introduction
Mostly following [7], a discrete copula is a square matrix C with indices a, b ∈
{0, 1, . . . , n} and integer entries satisfying
(i) Ca,0 = C0,b = 0 for all a, b;
(ii) Ca,n = Cn,a = a for all a;
(iii) C is 2-increasing, i.e., if 0 ≤ a ≤ a′ ≤ n and 0 ≤ b ≤ b′ ≤ n, then
Ca′,b′ + Ca,b ≥ Ca′,b + Ca,b′ .
Let Sn be symmetric group interpreted as the set of all n × n permutation
matrices; also, denote the set of discrete copulas by Sn. As is well known ([7]),
there is a natural bijection Sn → Sn with M 7→ C where C is obtained by
(discrete) integration:
Ca,b =
∑
a′≤a; b′≤b
Ma′,b′ .
Notice that if a = 0 or b = 0 the sum is empty and Ca,b = 0.
A continuous copula is a 1-Lipschitz function c : I2 → I which describes
the joint distribution of two real-valued random variables z0 and z1, assumed
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Figure 1: Two permutation matrices, their associated discrete copula C and the
(scaled) difference D = C − C0; n = 32 and n = 512.
here to be both uniform in I = [0, 1] (for basic information about copulas, see
[8]). If z0 and z1 are independent then c is the product copula c0(u, v) = uv.
Being associated with a permutation matrix, a discrete copula describes the
joint distribution of two discrete random variables Z0 and Z1, both uniform in
{1, 2, . . . , n}, when one is a function of the other. Let C0, the product copula,
be the baricenter of Sn, so that (C0)a,b = abn ; it is analogous to the (continuous)
product copula and indicates that Z0 and Z1 are independent. Clearly, C0 is
not a discrete copula: it is an example of Birkhoff copula, a concept to which we
shall return in Section 8. We scale each discrete copula C to obtain a continuous
copula c : I2 → I satisfying
c
(
a
n
,
b
n
)
=
Ca,b
n
,
and interpolated on small squares [a−1n ,
a
n ]×[ b−1n , bn ] by a polynomial of the form
c(u, v) = a00 +a10u+a01v+a11uv. The statistics of the differences D = C−C0
and d = c− c0, appropriately scaled, are the main subject of this paper.
In Figure 1, the nonzero entries of a permutation matrix are represented
by solid black squares. For the associated discrete copula C, each entry is
represented by a grey square, with 0 being white and n (the largest value)
black. Finally, for the difference D, entries with Di,j ≥
√
n/2 are painted black
and with Di,j ≤ −
√
n/2, white.
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One of our aims is to obtain a concentration result: a typical discrete copula
is near C0. Indeed, in Figure 1 the central squares are almost indistinguishable.
We shall consider discrete random variables Xn assuming matrix values in the
finite set Sn with uniform distribution and entries (Xn)a,b = Xn,a,b. We also
consider the differences Yn = Xn − C0. Just as we extended C or D to c or d,
we define the extensions xn ∈ C0(I2) and yn ∈ C00 (I2) (i.e., yn|∂I2 = 0) of Xn
and Yn.
We shall see that, with high probability, the values assumed by yn have order
at most 1/
√
n. More:
√
n yn approaches a bridged Brownian sheet, compatibly
with the patterns in the rightmost squares in Figure 1.
Recall that a Brownian sheet is a process yielding continuous functions f∗ :
I2 → R (see [6]); this generalizes to a two-dimensional domain the more familiar
Brownian motion or Wiener process (see [2]). In order to select f∗, first generate
white noise η in the unit square I2 and then integrate it:
f∗(u, v) =
∫∫
[0,u]×[0,v]
η .
In particular, f∗|((I×{0})∪({0}×I)) = 0. We are interested in the bridged Brownian
sheet, a modified process which obtains functions f ∈ C00 (I2). In order to select
f from f∗, define
f(u, v) = f∗(u, v)− uf∗(1, v)− vf∗(u, 1) + uvf∗(1, 1). (1)
It turns out that the values of f on a fixed set of points follow a joint normal
distribution (see Equation 8). We are particularly interested in the square grid
I = J = m, ui =
i
m , vj =
j
m . Large permutation matrices satisfy similar
statistics on coarse m×m grids: for α = 19/20, if m < n(1−α) then the function√
n yn behaves as f in such grids (Lemmas 5.1 and 5.2). Still, the grid is fine
enough for errors to be controlled (Lemma 4.2).
We are ready to state our main result. As with Donsker’s theorem, this is
a kind of central limit theorem, in which a Brownian bridge or bridged sheet is
obtained as a limit of discrete processes. We use Dudley’s framework as in [3].
Theorem 1.1. There exist probability spaces Ωn with the following properties.
(a) On Ωn there exists a random variable Xn uniformly distributed in Sn.
(b) On Ωn a bridged Brownian sheet process f in C
0
0 (I2) is defined.
(c) For all  > 0,
lim
n→∞Pr
[∥∥√n yn − f∥∥C0 > ] = 0,
where yn is defined from Xn as above.
In Section 2 we study the pointwise behavior of y for the case of discrete
copulas. One of the main results is Lemma 2.5; its Corollary 2.6 shows that,
3
given (u, v) ∈ I2, the distribution of √n yn(u, v) approaches a normal distri-
bution, in accordance with the results for bridged Brownian sheets mentioned
above. In Section 3 we state and prove Theorem 3.1: if m ∈ N and points
(u1, v1), . . . , (um, vm) ∈ I2 are fixed and n goes to infinity, then the joint distri-
bution of
√
n yn(ui, vi) converges to the corresponding distribution for bridged
Brownian sheets. Section 4 is centered on Lemma 4.2, a Ho¨lder type estimate for
|Da2,b2−Da1,b1 | provided |a2−a1| and |b2−b1| are small; this goes together with
the fact that Brownian sheets are Ho¨lder continuous for any exponent smaller
than 12 (see Lemma 4.1). In Section 5 we complete the proof of Theorem 1.1: the
key difference from Section 3 is that now the size of the grid goes to infinity as
m ≈ n 120 . Section 6 contains, as an application of Theorem 1.1, a concentration
result which makes no reference to bridged Brownian sheets. In Section 7 we
briefly discuss a formulation of our result in terms of lozenge tilings of a regular
hexagon. Finally, in Section 8, we present a conjecture analogous to Theorem
1.1 for Birkhoff copulas, which are real valued matrices with a definition similar
to that of discrete copulas.
The authors are thankful for the generous support of CNPq, CAPES and
FAPERJ and for fruitful conversations with Felipe Pina.
2 Pointwise convergence
For a positive integer n, let Xn be a random discrete copula with uniform distri-
bution, that is, for each copula C ∈ Sn (or, equivalently, for each permutation
matrix M ∈ Sn) we have Pr[Xn = C] = 1/n!. Given a, b, c ∈ N, write
P (n, a, b, c) = Pr[Xn,a,b = c],
the probability that the upper left a×b submatrix of M ∈ Sn contains precisely
c entries equal to 1. We introduce some heavy handed notation preparing the
way to grids, to be considered in later sections.
0 0 0 1 0 0 0 0
1 0 0 0 0 0 0 0
0 0 0 0 0 1 0 0
0 0 1 0 0 0 0 0
0 0 0 0 1 0 0 0
0 1 0 0 0 0 0 0
0 0 0 0 0 0 0 1
0 0 0 0 0 0 1 0


0 0 0 1 1 1 1 1
1 1 1 2 2 2 2 2
1 1 1 2 2 3 3 3
1 1 2 3 3 4 4 4
1 1 2 3 4 5 5 5
1 2 3 4 5 6 6 6
1 2 3 4 5 6 6 7
1 2 3 4 5 6 7 8

Figure 2: A permutation matrix and its discrete copula: C4,5 = 3.
A quadruple b = (n, a, b, c) ∈ N4 is a blocking if it satisfies the following
condition:
n > 0, 0 ≤ a, b ≤ n, max(0, n− a− b) ≤ c ≤ min(a, b). (2)
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A blocking b = (n, a, b, c) describes a partitioning of the n× n square into four
rectangles of sizes a˙i × b˙j , 1 ≤ i, j ≤ 2, where
a˙1 = a1 = a, a˙2 = n− a, b˙1 = b1 = b, b˙2 = n− b,
together with the number of nonzero entries c˙i,j , where
c˙1,1 = c1,1 = c, c˙1,2 = a− c, c˙2,1 = b− c, c˙2,2 = n− a− b+ c,
to fit the (i, j)-rectangle for any matrix M ∈ Sn with Ci,j = c. In Figure 2,
c˙1,1 = 3, c˙1,2 = 1, c˙2,1 = 2, c˙2,2 = 2
are indeed the number of nonzero entries in each box. Notice that Condition
(2) is equivalent to c˙i,j ≥ 0 (for all i, j).
An expression for this probability is a simple combinatorial problem.
Lemma 2.1. Let b = (n, a, b, c) be a blocking; then
E[Xn,a,b] = (C0)a,b =
ab
n
;
P (b) = P (n, a, b, c) =
a!b!(n− b)!(n− a)!
n!c!(a− c)!(b− c)!(n− b− a+ c)! =
a˙1!a˙2!b˙1!b˙2!
n!c˙1,1!c˙1,2!c˙2,1!c˙2,2!
.
Proof. For the expected value, each one of the first a rows contributes with a 1
with probability b/n, obtaining the desired result.
There are a columns in the matrix M ∈ Sn with a 1 in the first a rows. The
total number of ways to choose those columns is
(
n
a
)
. In order to have Xn,a,b = c,
c columns must be chosen from the first b columns, and a− c columns from the
remaining n− b columns. Thus
P (b) =
(
b
c
)(
n−b
a−c
)(
n
a
) ,
and the result follows by expanding the binomial coefficients.
Let xl t = t log t; we use Stirling’s approximation formula with tail st(k):
log(k!) = xl k − k + 1
2
log k +
1
2
log(2pi) + st k, 0 < st k <
1
12k
. (3)
We define the rescalings on I
aˆi =
a˙i
n
, bˆj =
b˙j
n
, cˆi,j =
c˙i,j
n
,
the auxiliary real numbers
C = aˆ1aˆ2bˆ1bˆ2 ∈ [0, 1/16], D = cˆ1,1cˆ1,2cˆ2,1cˆ2,2,
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and the factorial-free approximation
P˜ (b) =
√C√
2piDn
aˆaˆ1n1 aˆ
aˆ2n
2 bˆ
bˆ1n
1 bˆ
bˆ2n
2
cˆ
cˆ1,1n
1,1 cˆ
cˆ1,2n
1,2 cˆ
cˆ2,1n
2,1 cˆ
cˆ2,2n
2,2
=
√C√
2piDn exp
(
n
( ∑
1≤i≤2
xl aˆi +
∑
1≤j≤2
xl bˆj −
∑
1≤i,j≤2
xl cˆi,j
))
.
The sparsity of a blocking b = (n, a, b, c) is λ(b) = mini,j c˙i,j .
Lemma 2.2.
lim
λ(b)→∞
P (b)
P˜ (b)
= 1.
That is, given  > 0 there exists λ such that, if λ(b) > λ then∣∣∣∣P (b)P˜ (b) − 1
∣∣∣∣ < .
Proof. Use Stirling’s formula on Lemma 2.1. Notice that λ(b) is the smallest
integer whose factorial is taken in the formula of Lemma 2.1.
We will use another formula for P˜ , more amenable to Taylor approxima-
tions. From Lemma 2.1, the expected value of (Xn,a,b)/n, the random variable
corresponding to cˆ1,1, equals aˆbˆ. Inspired by this, we introduce new variables
lˆ =
√
n (cˆ− aˆbˆ) = (c− abn )/
√
n and, similarly, lˆi,j such that cˆi,j = aˆibˆj + lˆi,j/
√
n.
Notice that ∑
i
aˆi =
∑
j
bˆj = 1,
∑
j
cˆi,j = aˆi,
∑
i
cˆi,j = bˆj (4)
and therefore
lˆi,j = (−1)i+j lˆ,
∑
j
lˆi,j =
∑
i
lˆi,j = 0. (5)
We also introduce the corresponding random variables:
hˆ =
1√
n
(
Xa,b − ab
n
)
;
the random variables hˆi,j are defined similarly; thus,
P (b) = Pr[Xa,b = c] = Pr[hˆ = lˆ].
Lemma 2.3.
log(P˜ (b)) = −1
2
log
(
2piDn
C
)
− n
∑
i,j
aˆibˆj xl
(
1 +
lˆi,j√
n aˆibˆj
)
.
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Proof. Write
log(P˜ (b)) = −1
2
log
(
2piDn
C
)
− nA
where
A =
∑
i,j
xl cˆi,j −
∑
i
xl aˆi −
∑
j
xl bˆj .
We have
xl cˆi,j =
(
aˆibˆj +
lˆi,j√
n
)(
log aˆi + log bˆj + log
(
1 +
lˆi,j√
n aˆibˆj
))
= bˆj xl aˆi + aˆi xl bˆj +
lˆi,j√
n
log aˆi +
lˆi,j√
n
log bˆj
+ aˆibˆj xl
(
1 +
lˆi,j√
n aˆibˆj
)
.
From equations 4 and 5 we have
A =
∑
i,j
aˆibˆj xl
(
1 +
lˆi,j√
n aˆibˆj
)
.
We expect that appropriate scalings asymptotically yield normal distribu-
tions. Consider the residuals Yn = Xn − C0 and their extension y ∈ C00 (I2).
Notice that the values at two points in the the same small square satisfy
|y(u0, v0)− y(u1, v1)| < 4
n
.
We shall prove in Corollary 2.6 that, for fixed (u, v) ∈ (0, 1)2 and n → ∞,√
n y(u, v) has normal distribution centered at 0 with variance C = u(1 −
u)v(1− v). Consistently with Theorem 1.1, this is precisely the distribution of
f(u, v) if f is a bridged Brownian sheet.
As a warm-up, we compute an approximation for P (b) = Pr[Xn,a,b = c]
near the mean.
Lemma 2.4. Let Xn be a random discrete copula with uniform distribution in
Sn. Given constants 0 < u, v < 1, let bn = (n, a, b, c) for a = bunc, b = bvnc
and c = buvnc, with the other variables defined as above. Then
lim
n→∞
√
2piCn P (bn) = 1.
Proof. Clearly, the sparsity λ(bn) goes to ∞ when n → ∞; in particular, bn
satisfies Condition (2). In the notation of Lemma 2.3, we claim that
lim
n→∞
D
C2 = 1, limn→∞nA = 0,
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which, given Lemma 2.2, obtains the desired result (we occasionally omit the
dependency in n). We have aˆ → u and bˆ → v so that C → u(1 − u)v(1 − v)
and D → (u(1 − u)v(1 − v))2, from which the first limit follows. Standard
manipulation of integer parts yields
− 2√
n
< lˆi,j <
2√
n
.
From the Taylor approximation
xl(1 + t) = (1 + t) log(1 + t) = t+
t2
2
+O(t3), (6)
we may write
nA = n
∑
i,j
aˆibˆj xl
(
1 +
lˆi,j√
n aˆibˆj
)
=
√
n
∑
i,j
lˆi,j +
1
2
∑
i,j
lˆ2i,j
aˆibˆj
+O
( 1
n2
)
.
Equations 4 and 5 imply that the first summation in the expansion equals zero.
The second summation tends to zero.
We denote the Gaussian centered at 0 with variance C by
gaC t =
1√
C
ga
(
t√
C
)
=
1√
C
1√
2pi
exp
(
− t
2
2C
)
,
with ga t = ga1 t; in particular,
∫
R gaC = 1.
The following lemma gives an estimate for P (b) for large n, when a and b
are not too close to the boundary values 0 and n (controlled by a parameter α)
and when c is relatively near its average value abn (controlled by η). The lemma
is rather technical and requires additional notation.
A grid is a triple g = (n, a, b); we identify a blocking with a pair b = (g, c).
Given a grid g, we relate a blocking b = (g, c) with a normalized blocking
bˆ = (g, lˆ). Notice that lˆ and hˆ must belong to the lattice
Lg =
1√
n
(
Z− ab
n
)
⊂ R,
with spacing 1/
√
n. We now introduce the first instance of parameters which
shall be restricted to smaller regions along the text. Let α ∈ ( 78 , 1); a grid g is
α-regular if
nα < a, b < n− nα.
Consider the open triangle
∆1 = {(α, η) ∈ R2 | 0 < 6η < 8α− 7 < 1}; (7)
for (α, η) ∈ ∆1, a normalized blocking bˆ = (g, lˆ) is (α, η)-standard, or bˆ ∈ Ξα,η,
if g is α-regular and
lˆ ∈ Lg, |lˆ| < nη.
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Lemma 2.5. For fixed (α, η) ∈ ∆1,
lim
n→∞; bˆ∈Ξα,η
√
n P (bˆ)
gaC lˆ
= 1.
We must clarify the meaning of the above limit. In general, let Ξ be a set
with a function n : Ξ→ N. Let f : Ξ→ R be a function and A ∈ R. Then
lim
n→∞; bˆ∈Ξ
f(bˆ) = A
means that given  > 0 there exists n0 such that, if bˆ ∈ Ξ and n(bˆ) > n0 then∣∣∣f(bˆ)−A∣∣∣ < ;
in the above lemma, the function n is the obvious one. The set Ξα,η is implicit
(and hopefully clear from context) whenever we use notations ∼ and little oh.
Thus, for instance, the lemma may be stated as
P (bˆ) ∼ 1√
n
gaC lˆ or P (bˆ) = (1 + o(1))
1√
n
gaC lˆ.
Proof. The hypotheses imply η < 2α− 32 and therefore
|lˆi,j | < nη < n(2α− 32 ) <
√
n aˆibˆj
so that cˆi,j = aˆibˆj(1 + o(1)). In particular, λ(bˆ) → ∞ when n → ∞ and
therefore, by Lemma 2.2, P (bˆ) ∼ P˜ (bˆ). We also have D ∼ C2. In the notation
of Lemma 2.3, write
log(P (bˆ)) = −1
2
log(2piCn)− nA+ o(1),
A =
∑
i,j
aˆibˆj xl
(
1 +
lˆi,j√
naˆibˆj
)
,
∣∣∣∣∣ lˆi,j√naˆibˆj
∣∣∣∣∣ < n 32+η−2α = o(1)
and we may use the Taylor approximation in Equation 6 (with a universal
constant in the O) to obtain
nA =
∑
i,j
√
n lˆi,j +
∑
i,j
lˆ2i,j
aˆibˆj
+O
∑
i,j
n−
1
2
|lˆi,j |3
aˆ2i bˆ
2
j
 .
The first summand equals zero from equation 5. The second equals lˆ2/C. The
third summand goes to zero since each of the four terms is bounded by
n−
1
2 · n3η · n4(1−α) = n 72+3η−4α = o(1).
Thus
log(P (bˆ)) = −1
2
log(2piCn)− lˆ
2
2C + o(1),
completing the proof.
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Corollary 2.6. Let (u, v) ∈ (0, 1)2 be fixed. For real numbers t− < t+, let
pn = Pr
[
t− <
√
n yn(u, v) < t+
]
.
Then
lim
n→∞ pn =
∫ t+
t−
gaC(t)dt.
Proof. Take fixed (α, η) ∈ ∆1. Given n, set a = bunc, b = bvnc. Notice
that |yn(u, v) − yn( an , bn )| < 2. Let gn = (n, a, b). For sufficiently large n, the
conditions lˆ ∈ Lgn , t− < lˆ < t+ imply that the normalized blocking bˆn = (gn, lˆ)
is (α, η)-standard. From Lemma 2.5, since the spacing of Lgn is 1/
√
n, we have
lim
n→∞ pn = limn→∞
1√
n
∑
t−<lˆ<t+
lˆ∈Lgn
gaC(lˆ) =
∫ t+
t−
gaC(t)dt.
The following corollary gives an example of an application of Lemma 2.5 for
a sequence of blockings bn. The ∼ notation below is therefore used in the more
traditional sense of a sequence limit.
Corollary 2.7. For fixed (u, v) ∈ (0, 1)2, let a = bnuc, b = bnvc, C = u(1 −
u)v(1 − v). Let 0 ≤ r < 1/6 and g(n) be a function such that g(n) = o(nt) for
any t > 0. Then we have
Pr
[
Xn,a,b =
⌊
nuv + g(n)nr+1/2
⌋]
∼ 1√
n
gaC (g(n)n
r) .
Proof. Take (α, η) ∈ ∆1 with r < η. For sufficiently large n, the blocking
bn =
(
n, a, b,
⌊
nuv + g(n)nr+1/2
⌋)
is (α, η)-standard. The result now follows directly from Lemma 2.5.
Lemma 2.5 above gives a good estimate for P (bˆ) when c is relatively near
ab
n , or, equivalently, when lˆ is small. In other words, the probability of |Yn,a,b|
(or |lˆ|) being large is small, but we shall need something more precise. The
following lemma addresses these concerns. Notice also that Lemma 2.8 below is
not a corollary of Lemma 2.5.
Lemma 2.8. Let (α, η) ∈ ∆1 be fixed. Then there exists n0 such that, if n > n0,
for any α-regular grid g = (n, a, b) and H ∈ (1, 2nη), then
Pr
[
|Yn,a,b| > H
√
Cn
]
<
1
H
exp
(
−H
2
2
)
.
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Proof. We prove that
Pr
[
Yn,a,b > H
√
Cn
]
<
1
2H
exp
(
−H
2
2
)
.
Let
pl = P (g, c); c0 =
⌊
ab
n
+H
√
Cn
⌋
;
so that
p˜ = Pr
[
Xn,a,b >
ab
n
+H
√
Cn
]
= pc0+1 + pc0+2 + · · ·+ pc0+k + · · · .
The blocking (g, c0 + 1) is (α, η)-standard and therefore, from Lemma 2.5,
pc0 < (1 + o(1))
1√
2piCn exp
(
−H
2
2
)
.
Let λl = pl+1/pl. From Lemma 2.1,
λl =
(a− c)(b− c)
(l + 1)(n− a− b+ c+ 1) ,
a decreasing function of c. Thus, pc0+k ≤ λkc0pc0 and therefore
p˜ < (1 + o(1))
1
1− λc0
1√
2pinC exp
(
−H
2
2
)
.
We now proceed to estimate λc0 . Set cˆ0 = c0/n ≈ aˆbˆ+H
√Cn−1/2.
λc0 =
(a− c0)(b− c0)
(c0 + 1)(n− a− b+ c0 + 1)
≈ (aˆ− cˆ0)(bˆ− cˆ0)
cˆ0(1− aˆ− bˆ+ cˆ0)
≈ (aˆ− aˆbˆ−H
√Cn−1/2)(bˆ− aˆbˆ−H√Cn−1/2)
(aˆbˆ+H
√Cn−1/2)(1− aˆ− bˆ+ aˆbˆ+H√Cn−1/2) .
The approximations here are due to taking integer parts and can safely be
disconsidered. Expanding, we have
λc0 =
C + (2aˆbˆ− aˆ− bˆ)H√Cn−1/2 +H2Cn−1
C + (1 + 2aˆbˆ− aˆ− bˆ)H√Cn−1/2 +H2Cn−1
= 1−
(
H√Cn (1 +O(n
−))
)
where  > 0. We therefore have
1
1− λc0
= (1 +O(n−))
√Cn
H
,
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which yields the desired estimate. A similar argument proves that
Pr
[
Yn,a,b < −H
√
Cn
]
<
1
2H
exp
(
−H
2
2
)
,
completing the proof.
3 Grids and joint distributions
In this section we generalize some of the results of Section 2 to grids.
Recall that a bridged Brownian sheet is a process yielding continuous func-
tions f ∈ C00 (I2). We provide a characterization which will be appropriate to
our proof. Consider a I × J grid g of points (ui, vj) ∈ I2 where
0 = u0 < u1 < · · · < uI = 1, 0 = v0 < v1 < · · · < vJ = 1.
In order to generate the values f (ui, vj) of a bridged Brownian sheet on the grid,
take independent and normally distributed numbers Zi,j , 1 ≤ i ≤ I, 1 ≤ j ≤ J ,
with average 0 and variance 1, to obtain a vector z ∈ RIJ . Let Vg ⊂ RIJ be the
subspace of dimension (I − 1)(J − 1) defined by∑
i
√
ui − ui−1 zi,j = 0,
∑
j
√
vj − vj−1 zi,j = 0.
Project z ∈ RIJ orthogonally to z˜ ∈ Vg. Set
f (ui, vj) =
∑
i′≤i; j′≤j
√
(ui′ − ui′−1)(vj′ − vj′−1) z˜i′,j′ . (8)
Thus, the values of f on a fixed set of points follow a joint normal distribution.
In particular, for fixed (u, v) ∈ I2, the random variable f(u, v) has normal
distribution with average 0 and variance u(1−u)v(1−v). In Section 5 we focus
on square grids I = J = m, ui =
i
m , vj =
j
m .
This section is dedicated to the following result.
Theorem 3.1. Given (u1, v1), . . . (um, vm) ∈ (0, 1)2, the joint distribution of√
nyn(ui, vi) converges (when n → +∞) to the joint distribution of f(ui, vi)
for a bridged Brownian sheet f .
Notice that the case m = 1 of this theorem follows from Section 2.
As before, n is a positive integer and X is a random discrete copula with
uniform distribution. A I × J grid is a pair g = (a, b) of families, (ai)0≤i≤I and
(bj)0≤j≤J of integers with
0 = a0 < · · · < ai < · · · < aI = n, 0 = b0 < · · · < bj < · · · < bJ = n.
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As in Figure 3, the values of ai and bj should be interpreted as horizontal and
vertical lines dividing a matrix M into boxes of dimensions a˙i × b˙j defined by
a˙i = ai − ai−1, ai0 =
∑
i≤i0
a˙i, b˙j = bj − bj−1, bj0 =
∑
j≤j0
b˙j .
Given a discrete copula C and a grid g = (a, b), the number of 1’s (of M) in box
(i, j) is Cai,bj −Cai−1,bj −Cai,bj−1 +Cai−1,bj−1 ; we are interested in the statistics
of such numbers.
b˙j
a˙i
a0 = 0
aI = n
b0 = 0 bJ = n
l˙ij
ai−1
ai
bj−1 bj
Figure 3: The box (i, j)
Let c = (ci,j) be a family of integers with
i0 ≤ i1, j0 ≤ j1 ⇒ ci0,j0 + ci1,j1 ≥ ci0,j1 + ci1,j0 ,
ci,0 = c0,j = 0, ci,J = ai, cI,j = bj .
Define
c˙i,j = ci,j − ci−1,j − ci,j−1 + ci−1,j−1, ci0,j0 =
∑
i≤i0
j≤j0
c˙i,j .
For a blocking b = (g, c), we are interested in estimating
P (b) = Pr
[∀i,∀j,Xai,bj = ci,j] ;
this is the probability that each box (i, j) contains precisely c˙i,j 1’s. The situa-
tion described in Section 2 corresponds to I = J = 2 (the old a is the new a1;
the old c is the new c1,1). A careful estimate of P (b) will prove Theorem 3.1 for
the special case of points in a grid. This special case implies the general one:
indeed, it suffices to add points in order to complete a grid.
First a simple remark which shall be used several times: there is nothing
special about the upper left corner, and we can count nonzero entries is any
rectangular submatrix.
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Lemma 3.2. Let 0 < a1 < a2 < n, 0 < b1 < b2 < n and c be integers. Then
Pr [Xa2,b2 −Xa2,b1 −Xa1,b2 +Xa1,b1 = c] = P (n, a2 − a1, b2 − b1, c).
Proof. Cyclically permute rows and columns of the corresponding matrix M .
The following lemma generalizes Lemma 2.1.
Lemma 3.3.
P (b) =
(∏
0<i≤I a˙i!
)(∏
0<j≤J b˙j !
)
n!
(∏
0<i≤I
0<j≤J
c˙i,j !
) .
Proof. We consider the corresponding permutation matrix by columns: these
are the vectors e1, . . . , en, and we have to choose their order. There are a˙i
vectors of type i: eai−1+1, . . . , eai . The wide column j is the union of the b˙j
columns bj−1 + 1 to bj ; there are therefore J wide columns. We have to place
c˙i,j vectors of type i in the wide column j. Thus, for each i, we have to choose
c˙i,j vectors to go inside each wide column: there are (
∏
i a˙i!) /
(∏
i,j c˙i,j !
)
ways
of choosing. Inside each wide column, vectors may be permuted, obtaining the
desired count of suitable permutation matrices.
Rescale to introduce
aˆi = a˙i/n ∈ I, bˆj = b˙j/n ∈ I, cˆi,j = c˙i,j/n ∈ I,
Ca =
∏
i
aˆi, Cb =
∏
j
bˆj , D =
∏
i,j
cˆi,j
and the factorial-free approximation
P˜ (g, c) =
√
CaCb
(2pin)(I−1)(J−1)D
(∏
i aˆ
(aˆin)
i
)(∏
j bˆ
(bˆjn)
j
)
∏
i,j cˆ
(cˆi,jn)
i,j
,
or, equivalently, with xl(t) = t log t,
log(P˜ (g, c)) = − (I − 1)(J − 1)
2
log (2pin)− 1
2
log
(CaCb
D
)
+n
∑
i
xl(aˆi) +
∑
j
xl(bˆj)−
∑
i,j
xl(cˆi,j)
 .
The following lemma generalizes Lemma 2.2. The sparsity of a blocking
b = (g, c) is λ(b) = mini,j c˙i,j .
Lemma 3.4. Let I and J be fixed. Then, when λ(b)→∞, P (b) ∼ P˜ (b).
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Proof. Use Stirling’s formula on Lemma 3.3:
a˙i! ∼ (n/e)aˆinaˆaˆini
√
aˆi
√
2pin, b˙j ! ∼ (n/e)bˆjnbˆbˆjnj
√
bˆj
√
2pin,
n! ∼ (n/e)n
√
2pin, c˙i,j ! ∼ (n/e)cˆi,jncˆcˆi,jni,j
√
cˆi,j
√
2pin.
We have
∑
i aˆi =
∑
j bˆj =
∑
i,j cˆi,j = 1 and therefore(∏
i(n/e)
aˆin
) (∏
j(n/e)
bˆjn
)
(n/e)n
(∏
i,j(n/e)
cˆi,jn
) = 1.
The result follows.
At this point in Section 2 we introduce the variable lˆ and random variable
hˆ. Here we have reason to introduce slightly different variables l˜i,j (and corre-
sponding variables h˜i,j) defined by
cˆi,j = aˆibˆj +
√
aˆibˆj
n
l˜i,j = aˆibˆj
1 + l˜i,j√
naˆibˆj
 . (9)
We relate a blocking b = (g, c) with a normalized blocking b˜ = (g, l˜). Notice
that l˜ belongs to the vector subspace Vg ⊂ RIJ of dimension (I − 1)(J − 1)
defined by ∑
i
√
aˆi l˜i,j = 0,
∑
j
√
bˆj l˜i,j = 0. (10)
Furthermore, l˜ belongs to the lattice Lg ⊂ Vg defined by
l˜i,j ∈ 1√
naˆibˆj
(
Z− a˙ib˙j
n
)
. (11)
Thus, the random variable h˜ assumes values in Lg.
Lemma 3.5.
log(P˜ (g, l˜)) =
1
2
log
(CaCb
D
)
− (I − 1)(J − 1)
2
log(2pin)
− n
∑
i,j
aˆibˆj xl
1 + l˜i,j√
n aˆibˆj
 .
Proof. Up to notation, like the proof of Lemma 2.3.
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We now extend Lemma 2.5 to grids. As in Section 2, let α ∈ ( 1112 , 1); a grid
g is α-regular if
∀(i, j) a˙i, b˙j > nα.
Consider the open triangle
∆2 = {(α, η) ∈ R2 | 0 < 12η < 12α− 11 < 1} ⊂ ∆1. (12)
For (α, η) ∈ ∆2, a normalized blocking b˜ = (g, l˜) is (α, η)-standard (denoted by
b˜ ∈ Ξα,η) if g is α-regular, l˜ ∈ Lg, and
∀(i, j) |l˜i,j | < nη.
Lemma 3.6. Fix I, J and (α, η) ∈ ∆2. If we restrict ourselves to Ξα,η then,
as λ(b) goes to infinity,
P (g, l˜) ∼ 1√
(2pin)(I−1)(J−1)C(J−1)a C(I−1)b
exp
(
−|l˜|
2
2
)
.
Here |l˜|2 = ∑i,j l˜2i,j . The notation ∼ here means the same as discussed in
detail between the statement and proof of Lemma 2.5. Notice that when λ(b)
goes to infinity, so does n. We shall prove in Lemma 3.7 below that, for α-
regular grids, the condition |h˜i,j | < nη holds with probability 1− o(1) (when n
goes to infinity).
Proof. Notice that the conditions imply
l˜i,j√
naˆibˆj
< nη−α+
1
2 = O(n−
5
12 );
l˜3i,j√
naˆibˆj
< n3η−α+
1
2 = O(n−
1
4 ).
Let
P˜0(g, c) =
√
CaCb
(2pin)(I−1)(J−1)D , P˜1(g, c) =
(∏
i aˆ
(aˆin)
i
)(∏
j bˆ
(bˆjn)
j
)
∏
i,j cˆ
(cˆi,jn)
i,j
.
Lemma 3.4 gives the uniform estimate P (g, c) ∼ P˜0(g, c)P˜1(g, c).
We first estimate P˜0. As before,
cˆi,j = aˆibˆj
1 + l˜i,j√
naˆibˆj
 = aˆibˆj (1 +O(n− 512 )) .
We have that cˆi,j ∼ aˆibˆj (uniformly) and therefore
D =
∏
i,j
cˆi,j ∼
∏
i,j
(aˆibˆj) =
(∏
i
aˆi
)J ∏
j
bˆj
I = CJa CIb .
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Thus
P˜0(g, c) ∼ 1√
(2pin)(I−1)(J−1)C(J−1)a C(I−1)b
.
We now consider P˜1. From Lemma 3.5, using the Taylor approximation for
xl(1 + t) (Equation 6),
log
(
P˜1(g, c)
)
= −
∑
i,j
(naˆibˆj) xl
1 + l˜i,j√
naˆibˆj

= −√n
∑
i,j
√
aˆibˆj l˜i,j −
∑
i,j
l˜2i,j
2
+O(n−
1
4 )
or, since
∑
i,j
√
aˆibˆj l˜i,j =
∑
i
√
aˆi
(∑
j
√
bˆj l˜i,j
)
= 0,
P˜1(g, c) ∼ exp
−∑
i,j
l˜2i,j
2
 ,
completing the proof.
Lemma 3.7. Fix I, J and (α, η) ∈ ∆2. Then there exists n0 such that, if
n > n0 and if g is an α-regular I × J grid, then
Pr
[
∀(i, j) |h˜i,j | < nη
]
> 1− IJ
nη
exp
(
−n
2η
2
)
= 1− o(1).
Proof. The idea is to use Lemma 2.8 with H = nη. Fix i and j. Notice that
h˜i,j =
Yn,ai,bj√
n aˆi bˆj
; C = aˆi(1− aˆi)bˆj(1− bˆj).
We have
Pr
[
|h˜i,j | > nη
]
= Pr
[
|Yn,ai,bj | > H
√
n aˆi bˆj
]
≤ Pr
[
|Yn,ai,bj | > H
√
C n
]
<
1
H
exp
(
−H
2
2
)
.
Adding up for the IJ pairs we complete the proof.
Proof of Theorem 3.1. Fix (α, η) ∈ ∆2. By projection onto an appropriate sub-
space, if Theorem 3.1 holds for the finite family (u1, v1), . . . , (um, vm) it also
holds for any subfamily. Assume therefore without loss that the family forms a
grid g0 of points (ui, vj), with i < I, j < J . Write u0 = v0 = 0, uI = vJ = 1.
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For a positive integer n, set ai = bnuic and bj = bnvjc. For large n, this de-
fines an α-regular grid g with aˆi ≈ ui−ui−1 and bˆj ≈ vj−vj−1. Thus Vg ≈ Vg0 .
The bridged Brownian sheet defines a normal distribution on Vg0 as in Equa-
tion 8. Lemma 3.7 shows that, with probability 1−o(1), a random permutation
obtains an (α, η)-standard normalized blocking (g, h˜). From Lemma 3.6, such
h˜ follow a normal distribution in the lattice Lg ⊂ Vg. Since these lattices get
finer when n goes to infinity it follows that the distributions of
√
nyn converge
to that of f , completing the proof.
4 Ho¨lder estimates
Theorem 1.1 claims that yn approaches a bridged Brownian sheet. As is well
known, Brownian sheets are (almost surely) Ho¨lder continuous for any exponent
smaller than 1/2 (bridged or not). The following lemma is a formal version of
this fact and will be needed in the proof of Theorem 1.1. We use the following
technical definition: given r, δ, C > 0, a continuous function g : I2 → R is
(r, δ, C)-Ho¨lder if, for all (u0, v0), (u1, v1) ∈ I2,
|u0 − u1|, |v0 − v1| < r ⇒ |f(u0, v0)− f(u1, v1)| < C(|u0 − u1|+ |v0 − v1|) 12−δ.
Lemma 4.1. Let f : I2 → R be a bridged Brownian sheet. Fix δ, C > 0. Let pr
be the probability that f be (r, δ, C)-Ho¨lder. Then
lim
r↘0
pr = 1.
The proof is analogous to the well known case of Brownian motion and is
omitted.
Lemma 4.2 below obtains a related estimate for Y , to be used in the proof
of Theorem 1.1. A discrete copula C is (α, )-Ho¨lder if
∀(a1, a2, b1, b2),
(|a2 − a1|, |b2 − b1| < nα ⇒ |Da2,b2 −Da1,b1 | < nα2 +)
(where, as usual, Da,b = Ca,b − abn ).
Lemma 4.2. Let α ∈ ( 78 , 1) and  > 0 be fixed. Then, a.a.s., X is (α, )-Ho¨lder.
In other words,
lim
n→∞Pr [X is (α, )-Ho¨lder] = 1.
Proof. Notice first that it suffices to consider the case b1 = b2. That is, we prove
that a.a.s., for all a1, a2, b, if |a1− a2| < nα then |Ya1,b−Ya2,b| < n
α
2 +. Indeed,
symmetry then implies a similar result in the case a1 = a2. But then, a.a.s.,
|Ya2,b2 − Ya1,b1 | ≤ |Ya2,b2 − Ya2,b1 |+ |Ya2,b1 − Ya1,b1 | < 2n
α
2 +;
changing  obtains the desired result.
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Fix η such that (α, η) ∈ ∆1 (as defined in Equation 7). We may assume that
 < η/4. We first consider a1 < a2 and b fixed. From Lemma 3.2 we have
Pr
[|Ya2,b − Ya1,b| > nα2 +] = Pr [|Ya2−a1,b| > nα2 +] .
Assume first that nα < b < n − nα. Let a3 = a2 − a1 + bnαc + 1 so that
nα < a3 < 2n
α. We apply Lemma 2.8 with a = a3, b = b and H = n
/2: here
C < 2nα−1 and H√Cn < 14n
α
2 +. We have
Pr
[
|Ya3,b| >
1
4
n
α
2 +
]
< Pr
[
|Ya3,b| > H
√
Cn
]
<
< n−/2 exp
(
−n

2
)
< exp(−n/2).
Again from Lemma 3.2,
Pr
[
|Ya3,b − Ya2−a1,b| >
1
4
n
α
2 +
]
= Pr
[∣∣Ya3−(a2−a1),b∣∣ > 14nα2 +
]
;
a computation similar to the previous one gives
Pr
[
|Ya3,b − Ya2−a1,b| >
1
4
n
α
2 +
]
< exp(−n/2)
and therefore
Pr
[
|Ya2−a1,b| >
1
2
n
α
2 +
]
< 2 exp(−n/2).
Consider now b ≤ nα; let b3 = b+ bnαc+ 1. From our previous results,
Pr
[
|Ya2−a1,b3 | >
1
2
n
α
2 +
]
< 2 exp(−n/2);
Pr
[
|Ya2−a1,b3−b| >
1
2
n
α
2 +
]
< 2 exp(−n/2).
But again from Lemma 3.2,
Pr
[
|Ya2−a1,b3−b| >
1
2
n
α
2 +
]
= Pr
[
|Ya2−a1,b3 − Ya2−a1,b| >
1
2
n
α
2 +
]
,
and we have
Pr
[|Ya2−a1,b| > nα2 +] < 4 exp(−n/2).
The case b ≥ n− nα is similar.
We now consider all valid triples (a1, a2, b): there are fewer that n
3 such
triples. Thus
Pr
[∃(a1, a2, b), |a1 − a2| < nα, |Ya2−a1,b| > nα2 +] < 4n3 exp(−n/2)→ 0,
completing the proof.
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The following result can be seen as a concentration of measure: almost every
X is near the product copula C0. The exponent 1/2 is sharp; we shall prove a
stronger result later.
Proposition 4.3. Let X be a random discrete copula with uniform distribution.
Then, a.a.s.,
∀(a, b), |Yn,a,b| <
√
n log(n).
Proof. Consider γ ∈ (1/2, 1). Consider a subset M of {0, 1, . . . , n} with m ≈
n(1−γ) elements and gaps between consecutive elements at a bounded distance
from nγ . With α = γ, given an arbitrary pair (a1, b1) there exists (a2, b2) ∈M2
with |a1 − a2|, |b1 − b2| < nα and therefore, from Lemma 4.2 (a.a.s.),
|Ya1,b1 − Ya2,b2 | < n(1+γ)/4.
Set α = (2 + γ)/3, η = (1 − γ)/5 and H = 2√log(n). For (a, b) ∈ M2 we
have C ≤ 1/16 so that H√Cn < 12
√
n log(n). From Lemma 2.8,
Pr
[
|Yn,a,b| > 1
2
√
n log(n)
]
< Pr
[
|Yn,a,b| > H
√
Cn
]
<
1
2
√
log(n)
n−2.
We now have
Pr
[(
max
(a,b)∈M2
|Yn,a,b|
)
>
1
2
√
n log(n)
]
≤
≤
∑
(a,b)∈M2
Pr
[
|Yn,a,b| > 1
2
√
n log(n)
]
≤ 1
2
√
log(n)
m2n−2 → 0.
Thus, a.a.s.,
max
(a,b)
|Yn,a,b| ≤ 1
2
√
n log(n) + n(1+γ)/4 <
√
n log(n),
as desired.
The weak point in the above proof is handling all points in M2 indepen-
dently, which we know to be far from true. In the next section we study joint
distributions in order to improve this result and our understanding of X and Y .
5 Large grids
In order to complete the proof of Theorem 1.1, we now consider special grids
with I = J growing as a function of n. Given γ ∈ (5/6, 1), we construct the
γ-grid gγ . Let m = I = J = bn(1−γ)c; for 0 ≤ i ≤ n, let ai = bi = b inm + 12c so
that gaps are approximately equal: a˙i = ai − ai−1 ∈ (nγ − 1, nγ + 1).
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We already established a correspondence between families (ci,j) and (c˙i,j).
Recall that the same information is given by the family (l˜i,j) of real numbers
with l˜ ∈ Lgγ ⊂ Vgγ . Notice that
∑
i l˜i,j ≈
∑
j l˜i,j ≈ 0 and that
c˙i,j ≈ n(2γ−1) + l˜i,jn(γ− 12 ) = n(2γ−1)(1 + l˜i,jn(−γ+ 12 ));
the small errors arise from taking integer parts in the definition of ai, bj . As
usual, we write P (gγ ; l˜) = P (n, a, b, c).
In Section 3, we needed Lemma 3.7 in order to prove Theorem 3.1. We follow
a similar strategy here, and the analogue of Lemma 3.7 is Lemma 5.1 below.
Let Lgγ ,η ⊂ Lgγ be the finite set of vectors l˜ such that, for all (i, j), we have
|l˜i,j | < nη.
Lemma 5.1. Consider γ ∈ (5/6, 1) and η > 0 fixed; then
lim
n→∞Pr[h˜ ∈ Lgγ ,η] = 1.
Proof. We will use Lemma 2.8 with α slightly smaller than our γ. We have
nα < a1 = b1 < n− nα and |a1 − nγ | < 1 and therefore∣∣∣∣a1b1n − n2γ−1
∣∣∣∣ < 2nγ−1 + n−1 < 1.
We have
|h˜1,1|n(γ− 12 ) = |Xa1,b1 − n(2γ−1)| ≤ |Ya1,b1 |+
∣∣∣∣a1b1n − n(2γ−1)
∣∣∣∣ < |Ya1,b1 |+ 1.
Also,
√Cn < n(γ− 12 ). Set H = 12nη: from Lemma 2.8,
Pr
[
|h˜1,1| ≥ nη
]
≤ Pr
[
|Ya1,b1 | >
√
CnH
]
< 2n−η exp
(
−n
2η
8
)
.
From Lemma 3.2 we know that the other cases are similar, that is,
Pr
[
|h˜i,j | ≥ nη
]
< 2n−η exp
(
−n
2η
8
)
.
for all (i, j) and therefore
Pr
[
∃(i, j), |h˜i,j | ≥ nη
]
< 2n2−η exp
(
−n
2η
8
)
→ 0,
completing the proof.
We present a result similar to Lemmas 2.3 and 3.5. For simplicity, from now
on we take γ = 19/20 and η = 1/20.
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Lemma 5.2. Set γ = 19/20 and η = 1/20. For n ∈ N, consider the γ-grid gγ .
If l˜ ∈ Lgγ ,η then
log(P (gγ , l˜)) = Cn − |l˜|
2
2
+ o(1),
Cn = − (m− 1)
2
2
log(2pi) +
(
m2 − 1
2
−m(m− 1)γ
)
log n.
Notice that the little oh notation is employed in the sense discussed after
the statement of Lemma 2.5.
Proof. We know from Lemma 3.3 that
log(P (gγ , l˜)) =
∑
i
log(a˙i!) +
∑
j
log(b˙j !)− log(n!)−
∑
i,j
log(c˙i,j !);
the idea is again to use Stirling approximation but since the number of terms is
unbounded we must proceed more carefully. Expand using Equation 3,
log(k!) = xl(k)− k + 1
2
log(k) +
1
2
log(2pi) + st(k), 0 < st(k) < 1/(12n),
and consider the five such terms from right to left.
|T5| =
∣∣∣∣∣∣
∑
i
st(a˙i) +
∑
j
st(b˙j)− st(n)−
∑
i,j
st(c˙i,j)
∣∣∣∣∣∣ <
<
1
12
∑
i
1
a˙i
+
∑
j
1
b˙j
+
1
n
+
∑
i,j
1
c˙i,j
 <
<
1
6
(
n(1−γ) + 1
nγ − 1 +
n(1−γ) + 1
nγ − 1 +
1
n
+
(n(1−γ) + 1)2
n(2γ−1) − n1/20n(γ− 12 )
)
→ 0,
so the usual Stirling approximation is safe after all. The next term T4 equals∑
i
log(2pi)
2
+
∑
j
log(2pi)
2
−
(
log(2pi)
2
)
−
∑
i,j
log(2pi)
2
= − (m− 1)
2
2
log(2pi).
Also, since | log(n−γ a˙i)| < 2n−γ and | log(n(1−2γ)c˙i,j)| < Cn( 1120−γ),
T3 =
∑
i
log a˙i
2
+
∑
j
log b˙j
2
−
(
log n
2
)
−
∑
i,j
log c˙i,j
2
=
=
∑
i
γ log n
2
+
∑
j
γ log n
2
−
(
log n
2
)
−
∑
i,j
(2γ − 1) log n
2
+
+
∑
i
log(n−γ a˙i)
2
+
∑
j
log(n−γ b˙j)
2
−
∑
i,j
log(1 + l˜i,jn
(−γ+ 12 ))
2
=
=
(
m2 − 1
2
−m(m− 1)γ
)
log n+ o(1).
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We have
T2 = −
∑
i
a˙i −
∑
j
b˙j + n+
∑
i,j
c˙i,j = 0.
Simplifications similar to the proof of Lemma 2.3 yields that T1 equals
∑
i
xl(a˙i) +
∑
j
xl(b˙j)− xl(n)−
∑
i,j
xl(c˙i,j) = −
∑
i,j
a˙ib˙j
n
xl
(
1 +
√
n
a˙ib˙j
l˜i,j
)
.
In preparation to use Equation 6, xl(1 + t) = t+ t2/2 +O(t3), notice that
m = O(n(1−γ)),
∣∣∣∣∣
√
n
a˙ib˙j
l˜i,j
∣∣∣∣∣ = O(n 1120−γ).
Thus
T1 = −
∑
i,j
√
a˙ib˙j
n
l˜i,j −
∑
i,j
l˜2i,j
2
+O(n(
53
20−3γ)) = −
∑
i,j
l˜2i,j
2
+ o(1),
completing the proof.
Use the lattice Lgγ to define the Voronoi decomposition of the space Vgγ :
Vgγ =
⋃
l˜∈Lgγ
Rl˜;
v ∈ Rl˜ ⇐⇒
(
∀ l˜′ ∈ Lgγ , |v − l˜| ≤ |v − l˜′|
)
.
Notice that the interiors of the cells Rl˜ are pairwise disjoint. We only need a
crude estimate of the diameter diam(Rl˜) of a Voronoi cell.
Lemma 5.3. Set γ = 19/20. We have diam(Rl˜) = O(n
( 52−3γ)).
Proof. Given a point z˜ ∈ Vgγ , we obtain a nearby l˜ ∈ Lgγ (usually not the
nearest one!). We shall use the conditions in displays 10 and 11 which define
Vgγ and Lgγ . Set, for 1 ≤ i, j < m (that is, for entries in the (m− 1)× (m− 1)
leading principal minor), l˜i,j to be the element of the set
1√
naˆibˆj
(
Z− a˙ib˙j
n
)
nearest to z˜i,j . Use all but two of the equations defining Vgγ ,∑
j
√
bˆj l˜i,j = 0,
∑
i
√
aˆi l˜i,j = 0,
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for 1 ≤ i < m and 1 ≤ j < m, to obtain l˜i,m and l˜m,j . Finally, set l˜m,m to
satisfy the two remaining equations,∑
i
√
aˆi l˜i,m =
∑
j
√
bˆj l˜m,j = 0,
thus defining l˜ ∈ Lgγ . For 1 ≤ i, j < m,
|z˜i,j − l˜i,j | < 1/
√
naˆibˆj < 2n
( 12−γ).
For 1 ≤ i < m, thus, |z˜i,m − l˜i,m| < 2mn( 12−γ) < 4n( 32−2γ). A similar estimate
holds for |z˜m,j − l˜m,j | (with 1 ≤ j < m). Finally, |z˜m,m− l˜m,m| < 8n( 52−3γ) and,
computing the euclidean norm of the difference,
|z˜ − l˜| < 16n( 52−3γ),
completing the proof.
Endow the vector space Vgγ with a unit normal measure: for an open subset
A ⊆ Vgγ , set
µ(A) = (2pi)−
(m−1)2
2
∫
A
exp
(
−|w˜|
2
2
)
dw˜.
Lemma 5.4. Set γ = 19/20 and η = 1/20. For n ∈ N, consider the γ-grid gγ .
If l˜ ∈ Lgγ ,η then
P (gγ , l˜) ∼ µ(Rl˜).
The ∼ symbol above is used in the sense discussed after the statement of
Lemma 2.5. More explicitly: given  > 0 there exists N such that if n > N and
l˜ ∈ Lgγ ,η then
1−  < P (gγ , l˜)
µ(Rl˜)
< 1 + .
Proof. Notice that the condition that |l˜i,j | < nη for all (i, j) implies that |l˜|2 <
m2n2η < 4n(2−2γ+2η) and therefore |l˜| < 2n(1−γ+η). In this region,∫
Rl˜
exp
(
−|w˜|
2
2
)
dw˜ ∼ Vol(Rl˜) exp
(
−|l˜|
2
2
)
.
Indeed, for w˜ ∈ Rl˜, we have (from Lemma 5.3) |w˜− l˜| < Cn(
5
2−3γ) and |l˜|, |w˜| <
4n(1−γ+η). Thus ||w˜|2−|l˜|2| < ||w˜|+ |l˜|| · ||w˜|− |l˜|| < 8Cn( 72−4γ+η) → 0, proving
the claim.
Thus, from Lemma 5.2, assuming l˜ ∈ Lgγ ,η,
P (gγ , l˜) ∼ C˜n µ(Rl˜) = C˜n (2pi)−
(m−1)2
2
∫
Rl˜
exp
(
−|w˜|
2
2
)
dw˜
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Vgγ
Lgγ
Figure 4: Projecting Ωn on Vgγ and Lgγ
for some positive constant C˜n. On the other hand, we know from Lemma 5.1
that ∑
l˜∈Lgγ,η
µ(Rl˜)→ 1,
∑
l˜∈Lgγ,η
P (gγ , l˜)→ 1.
Thus, C˜n can be taken to be 1, completing the proof.
Notice that we computed the approximate value of Vol(Rl˜):
Vol(Rl˜) ∼ n
(
m2−1
2 −m(m−1)γ
)
.
We are ready to present the proof of Theorem 1.1.
Proof. We describe the space Ωn and define the random variables Xn (which
obtains a discrete copula) and f (the bridged Brownian sheet). First, we obtain
random variables z˜ ∈ Vgγ and h˜ ∈ Lgγ (towards samplings of f and
√
n yn)
with
PrΩn [z˜ ∈ A] = µ(A), A ⊂ Vgγ ; PrΩn [h˜ = l˜] = P (gγ , l˜).
These two random variables are far from independent. In a way, we would
like to always have z˜ ∈ Rh˜ but that is not quite possible since in principle
µ(Rl˜) 6= P (gγ , l˜).
Figure 4 shows the beginning of the construction of Ωn and these two random
variables. Sometimes, as in the figure, we have µ(Rl˜) > P (gγ , l˜). For some
values of z˜ ∈ Rl˜, we must therefore have h˜ 6= l˜. In the second step, µ(Rl˜) <
P (gγ , l˜) and, for some values of z˜ in other Voronoi cells, we have h˜ = l˜. We
know, however, from Lemmas 5.1 and 5.4 that, following this construction,
lim
n→∞PrΩn [z˜ ∈ Rh˜] = 1.
Let ui = vi = ai/n so that gγ can be interpreted as a grid in the unit square
[0, 1]2. Given h˜ = l˜ ∈ Lgγ , uniformly select Xn from the set of discrete copulas
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C for which, as in Equation 9,
cˆi,j = aˆibˆj +
√
aˆibˆj
n
l˜i,j
and therefore √
n yn(ui, vj) =
∑
i′≤i; j′≤j
√
aˆi′ bˆj′ h˜i′,j′ .
As in Equation 8, set the values of f on gγ to be
f (ui, vj) =
∑
i′≤i; j′≤j
√
aˆi′ bˆj′ z˜i′,j′ .
From this point on, obtain a bridged Brownian sheet f in the usual way. This
completes the construction of Ωn and of the random variables Xn and f . Items
(a) and (b) in the statement of the theorem are trivial; we are left with proving
(c).
We may disregard subsets of Ωn whose probability tends to zero (as a func-
tion of n). We may therefore assume that z˜ ∈ Rh˜ and, from Lemma 5.3, that
|z˜ − h˜| < n( 52−3γ). For a point (ui, vj) on the grid gγ we have
√
n yn(ui, vj)− f (ui, vj) =
∑
i′≤i; j′≤j
√
aˆi′ bˆj′ (h˜i′,j′ − z˜i′,j′)
and therefore, from Lemma 5.3,∣∣√n yn(ui, vj)− f (ui, vj)∣∣ = ∣∣∣〈M, (h˜− z˜)〉∣∣∣ ≤ 2|(h˜− z˜)| ≤ 2n( 52−3γ). (13)
Here Mi′,j′ =
√
aˆi′ bˆj′ for i
′ ≤ i, j′ ≤ j and 0 otherwise; clearly, |M |2 =∑
(Mi′,j′)
2 ≤ 4.
For an arbitrary point (u, v) ∈ I2, let (ui, vj) be the point in the grid gγ
closest to (u, v). Apply Lemma 4.2 with α = γ = 19/20 and  = 1/100 to
deduce that, a.a.s., Xn is (α, )-Ho¨lder and therefore, for all (u, v) ∈ I2,
|√n yn(u, v)−
√
n yn(ui, vj)| < n(
γ
2 +− 12 ). (14)
Furthermore, from Lemma 4.1 with r = 4n−
1
20 , δ = 15 and C =
1
4 , a.a.s. we
have that, for all (u, v) ∈ I2,
|f(u, v)− f(ui, vj)| < n(
γ
2 +− 12 ). (15)
Thus, from Equations 13, 14 and 15, we a.a.s. have
|√nyn − f |C0 < 2n(
γ
2 +− 12 ) + 2n(
5
2−3γ) → 0,
completing the proof.
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6 A concentration result
In this section we present some applications of the main theorem. We recall
some basic statistics for a bridged Brownian sheet f ∈ C00 (I2) ([2], [3]). For any
fixed p ∈ [1,+∞]
Pr [‖f‖Lp < r] = ρp(r)
defines a strictly increasing continuous function ρp : [0,+∞)→ I with
lim
r→0
ρp(r) = 0; lim
r→+∞ ρ
p(r) = 1.
Theorem 1.1 obtains similar results for discrete copulas. For C ∈ Sn and p ∈
[1,+∞) define
dp(C) =
 1
n2
∑
a,b
∣∣∣∣∣Ca,b − abn√n
∣∣∣∣∣
p
1/p ; d∞(C) = max
a,b
∣∣∣∣∣Ca,b − abn√n
∣∣∣∣∣ .
Corollary 6.1. Let p ∈ [1,+∞] and r ∈ (0, 1) be fixed. Then
lim
n→∞Pr [d
p(X) < r] = ρp(r).
Proof. Theorem 1.1 directly yields the case p =∞. For the general case, notice
that ‖√n yn − f‖C0 <  implies ‖
√
n yn − f‖Lp < .
A weaker statement is the following concentration result, which makes no
reference to bridged Brownian sheets.
Corollary 6.2. Let g : N→ R be a function with lim g(n) = +∞. Let Xn be a
random discrete copula in Sn. Then
lim
n→∞Pr
[
‖yn‖C0 >
g(n)√
n
]
= 0.
Proof. The result follows from Corollary 6.1 and limr→+∞ ρ∞(r) = 1.
7 Discrete copulas and lozenge tilings
The graph of a discrete copula can also be seen as a pile of cubes. Figure 5
exemplifies this correspondence for a permutation in S8. The north-east corner
of the square on the left is taken to the south vertex of the bottom of the cube.
The bullets correspond to the black squares.
This defines a bijection between Sn and a certain set of tilings of a regular
hexagon of side n − 1. Clearly, not every gravitationally stable pile of cubes
corresponds to a permutation: the grey walls are forced and the three configu-
rations to the right of Figure 5 are forbidden (in the white part). It is not hard
to prove that these conditions characterize tilings corresponding to copulas.
Theorem 1.1 implies that if we randomly select a tiling corresponding to a
copula the surface of the pile of cubes is essentially an affine transformation of a
Brownian sheet. The reader may contrast this result with the celebrated Arctic
circle theorem (see [5]): in our scenario there are no “frozen” regions.
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Figure 5: A permutation and its representation as a lozenge tiling of a subset
of the hexagon; the configurations to the right are forbidden.
8 Birkhoff copulas
A Birkhoff copula is a matrix C with real entries satisfying conditions (i), (ii)
and (iii) in the definition of discrete copula. Discrete copulas are associated with
permutation matrices. The more general Birkhoff copulas correspond to doubly
stochastic matrices. More precisely, the Birkhoff polytope Bn is the convex set of
n× n doubly stochastic matrices, whose vertices are the permutation matrices.
The counterpart to Sn is its convex hull Bn, the polytope of Birkhoff copulas.
The natural bijection Bn → Bn takes M to C, where again C is obtained by
integration:
Ca,b =
∑
a′≤a; b′≤b
Ma′,b′ .
Thus, a Birkhoff copula indicates the joint distribution of two discrete random
variables Z0 and Z1, both uniform in {1, 2, . . . , n} but usually not independent.
For the Birkhoff case, numerical experiments (using a Metropolis style algo-
rithm) obtain uniformly distributed random elements of Bn, the set of Birkhoff
copulas. We then study their statistics, particularly the analogue of Theorem
3.1. The results ratify the following conjecture, a counterpart of Theorem 1.1.
Conjecture 8.1. There exist probability spaces Ωn with the following properties.
(a) On Ωn there exists a random variable Xn uniformly distributed in Bn.
(b) On Ωn a sample-continuous bridged Brownian sheet process f in C
0
0 (I2) is
defined.
(c) For all  > 0, limn→∞ Pr [‖n yn − f‖C0 > ] = 0.
More precisely: we select points (u1, v1), . . . , (um, vm) ∈ (0, 1)2 and compare
the empirically observed joint distribution of yn(ui, vi) with the joint normal
distribution predicted by the conjecture: they match.
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