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Abstract
The construction of manifold structures and fundamental classes on the (com-
pactified) moduli spaces appearing in Gromov-Witten theory is a long-standing
problem. Up until recently, most successful approaches involved the imposi-
tion of topological constraints like semi-positivity on the underlying symplectic
manifold to deal with this situation. One conceptually very appealing approach
that removed most of these restrictions is the approach by K. Cieliebak and K.
Mohnke via complex hypersurfaces, [CM07]. In contrast to other approaches
using abstract perturbation theory, it has the advantage that the objects to be
studied still are spaces of holomorphic maps defined on Riemann surfaces.
In this thesis this approach is generalised from the case of surfaces of genus 0
dealt with in [CM07] to the general case.
In the first section the spaces of Riemann surfaces are introduced, that take
the place of the Deligne-Mumford spaces in order to deal with the fact that the
latter are orbifolds. Also, for use in the later parts, the interrelations of these
for different numbers of marked points are clarified.
After a preparatory section on Sobolev spaces of sections in a fibration, the
results presented there are then used, after a short exposition on Hamilto-
nian perturbations and the associated moduli spaces of perturbed curves, to
construct a decomposition of the universal moduli space into smooth Banach
manifolds. The focus there lies mainly on the global aspects of the construction,
since the local picture, i. e. the actual transversality of the universal Cauchy-
Riemann operator to the zero section, is well understood.
Then the compactification of this moduli space in the presence of bubbling is
presented and the later construction is motivated and a rough sketch of the
basic idea behind it is given.
In the last part of the first chapter, the necessary definitions and results are
given that are needed to transfer the results on moduli spaces of curves with
tangency conditions from [CM07]. There also the necessary restrictions on the
almost complex structures and Hamiltonian perturbations from [IP03] are in-
corporated, that later allow the use of the compactness theorem proved in that
reference.
In the last part of this thesis, these results are then used to give a definition of
a Gromov-Witten pseudocycle, using an adapted version of the moduli spaces
of curves with additional marked points that are mapped to a complex hyper-
surface from [CM07]. Then a proof that this is well-defined is given, using the
compactness theorem from [IP03] to get a description of the boundary and the
constructions from the previous parts to cover the boundary by manifolds of
the correct dimensions.

Zusammenfassung
Die Konstruktion von Mannigfaltigkeitsstrukturen und Fundamentalklassen auf
den in der Gromov-Witten Theorie auftretenden (kompaktifizierten) Modulra¨umen
ist ein lange wa¨hrendes Problem. Bis vor kurzem beinhalteten die meisten erfol-
greichen Lo¨sungsansa¨tze die Auferlegung topologischer Einschra¨nkungen, wie
zum Beispiel Semipositivita¨t, an die dem Problem zu Grunde liegende sym-
plektische Mannigfaltigkeit. Ein konzeptuell sehr interessanter Zugang der die
meisten dieser Einschra¨nkungen unno¨tig machte ist der Zugang von K. Cieliebak
und K. Mohnke mit Hilfe komplexer Hyperfla¨chen, [CM07]. Im Unterschied zu
anderen Zuga¨ngen unter Verwendung von abstrakter Sto¨rungstheorie hat dieser
den zusa¨tzlichen Vorteil dass die betrachteten Objekte immer noch Ra¨ume holo-
morpher Abbildungen auf Riemannschen Fla¨chen sind.
In dieser Arbeit wird dieser Zugang von der Betrachtung von Fla¨chen von
Geschlecht 0 auf den allgemeinen Fall verallgemeinert.
Im ersten Abschnitt werden die Ra¨ume von Riemannschen Fla¨chen eingefu¨hrt
die die Stelle der Deligne-Mumford Ra¨ume einnehmen, um mit der Tatsache
umgehen zu ko¨nnen dass die letzteren Orbifaltigkeiten darstellen. Des weiteren
werden zur spa¨teren Verwendung die Beziehungen zwischen diesen Ra¨umen fu¨r
unterschiedliche Anzahlen von markierten Punkten beleuchtet.
Im Anschluss an einen vorbereitenden Abschnitt u¨ber Sobolev Ra¨ume von
Schnitten in einer Faserung werden diese Resultate dann, nach einer kurzen
Darstellung u¨ber Hamiltonsche Sto¨rungen und die zugeho¨rigen Modulra¨ume
gesto¨rter Kurven, verwendet um eine Zerlegung des universellen Modulraums
in glatte Banachmannigfaltigkeiten zu konstruieren. Der Blick wird hierbei vor
allem auf die globalen Aspekte der Konstruktion gerichtet, da das lokale Bild,
d. h. die eigentliche Transversalita¨t des universellen Cauchy-Riemann Operators
gut verstanden ist.
Danach wird die Kompaktifizierung dieses Modulraumes unter Beru¨cksichti-
gung der Blasenbildung vorgestellt und die spa¨tere Konstruktion wird motiviert
sowie ein grober Umriss der zugrundeliegenden Idee gegeben.
Im letzten Teil des ersten Kapitels werden die beno¨tigten Definitionen und
Ergebnisse fu¨r die U¨bertragung der Resultate aus [CM07] pra¨sentiert. Ebenfalls
werden dort die notwendigen Einschra¨nkungen an die fast komplexen Struk-
turen und Hamiltonschen Sto¨rungen aus [IP03] beru¨cksichtigt, die spa¨ter die
Verwendung des dort bewiesenen Kompaktheitssatzes ermo¨glichen.
Im letzten Teil dieser Arbeit werden diese Resultate verwendet um eine Def-
inition eines Gromov-Witten Pseudozykels zu geben, unter Verwendung einer
angepassten Version des Modulraumes von Kurven mit zusa¨tzlichen markierten
Punkten die in eine komplexe Hyperfla¨che abgebildet werden, wie in [CM07].
Hierauf wird ein Beweis gefu¨hrt dass dies wohldefiniert ist, unter Verwen-
dung des Kompaktheitssatzes aus [IP03] fu¨r die Beschreibung des Randes wie
2auch unter Verwendung der Ergebnisse der vorhergehenden Abschnitte um eine
U¨berdeckung des Randes mit Mannigfaltigkeiten der korrekten Dimension zu
erhalten.
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CHAPTER I
Introduction
A much studied question in contemporary symplectic geometry concerns the
existence of holomorphic curves. In its simplest form, this means that given
a closed symplectic manifold (X,ω) and an ω-compatible (or tame) almost
complex structure J on X, as well as a Riemann surface (S, j) and a homology
class A ∈ H2(X), does there exist a holomorphic map u : S → X, i. e. J ◦
du = du ◦ j, that represents the homology class A (if A = 0, then a trivial
answer to this question is provided by the constant maps)? The usual strategy
to answer this question is the following: Find a way to “count” holomorphic
curves (in homology class A) for a set of almost complex structures on X that
are dense (at least in a connected neighbourhood of the given J) in Jω(X)
(the set of ω-compatible almost complex structures on X) and in a way that
is invariant under deformations of the almost complex structures. Invariance
here means that for a homotopy/deformation (Jt)t∈[0,1], the counts of J0- and
of J1-holomorphic curves coincide. Then by Gromov’s compactness theorem,
cf. [Hum97] and the references therein, one can conclude the existence of an,
although broken, J-holomorphic curve. The way this question is studied is
usually the following:
Fix numbers g, n ∈ N0 with 2g− 2 + n > 0. Then (see Definitions II.1 and II.2
for the notation used in the following)
Mg,n(X,A, J) := {(S, j, r∗, u) | (S, j, r∗) smooth marked Riemann surface
of type (g, n), u : S → X j-J-holomorphic,
[u] = A}/∼,
where (S, j, r∗, u) ∼ (S′, j′, r′∗, u′) iff there exists a diffeomorphism
φ ∈ Diff((S, j, r∗), (S′, j′, r′∗)) with φ∗u′ = u. This comes with two maps
ev : Mg,n(X,A, J)→ Xn
[(S, r∗, j, u)] 7→ [u(r1), . . . , u(rn)],
1
2 Chapter I. Introduction
and
piMM : Mg,n(X,A, J)→Mg,n
[(S, j, r∗, u)] 7→ [(S, j, r∗)],
where Mg,n is the moduli space of smooth marked Riemann surfaces of type
(g, n), defined by
Mg,n := {(S, j, r∗) | (S, j, r∗) smooth marked Riemann
surface of type (g, n)}/∼,
where (S, j, r∗) ∼ (S′, j′, r′∗) iff Diff((S, j, r∗), (S′, j′, r′∗)) 6= ∅.
“Counting invariant under deformations” then usually refers to the question of
whether, for a dense subset of J in Jω(X), Mg,n(X,A, J) is an oriented manifold
of a certain expected dimension that carries a fundamental class s. t.
piMM × ev : Mg,n(X,A, J)→Mg,n ×Xn (I.1)
defines a (singular or otherwise) chain and hence homology class in the image.
One asks that for any two such almost complex structures J0, J1 there exists a
deformation (Jt)t∈[0,1] s. t.
⋃
t∈[0,1]Mg,n(X,A, Jt) defines a cobordism between
Mg,n(X,A, J0) and Mg,n(X,A, J1) that via pi
M
M × ev induces a chain equiva-
lence between the chains defined by these two spaces so that the corresponding
homology classes coincide. Assuming that one can construct a well-defined ho-
mology class in this way, one would then like to use Poincare´-duality in the
image, in the form of intersection theory in homology, to define numerical in-
variants.
Unfortunately none of the above is true if taken literally. The two most bla-
tantly obvious reasons the above can’t work (for any X) are that neither is Mg,n
a manifold nor is it compact, so one can’t expect there to be Poincare´-duality
in singular homology. This also applies, e. g. by taking X to be a point, to
Mg,n(X,A, J), since in general only closed oriented manifolds can be expected
to carry a fundamental class in singular homology.
To fix the second problem, one has to compactify Mg,n and Mg,n(X,A, J). For
Mg,n this is done via the Deligne-Mumford compactification
Mg,n := {(S, j, r∗, ν) | (S, j, r∗, ν) stable marked nodal
Riemann surface of type (g, n)}/∼,
where (S, j, r∗, ν) ∼ (S′, j′, r′∗, ν ′) iff Diff((S, j, r∗, ν ′), (S′, j′, r′∗, ν ′)) 6= ∅. The
compactification of Mg,n(X,A, J) by Gromov is a more difficult concept that
requires some more preparation. But a first step is to define the moduli space
of nodal holomorphic curves in X,
Mg,n(X,A, J) := {(S, j, r∗, ν, u) | (S, j, r∗, ν) stable marked nodal Riemann surface
of type (g, n), u : S → X j-J-holomorphic,
u(n1) = u(n2) ∀ {n1, n2} ∈ ν, [u] = A}/∼,
3where (S, r∗, j, ν, u) ∼ (S′, r′∗, j′, ν ′, u′) iff there exists a diffeomorphism φ ∈
Diff((S, j, r∗, ν), (S′, j′, r′∗, ν ′)) with φ∗u′ = u.
Analogously to before there are then also canonical extensions
piMM : Mg,n(X,A, J)→Mg,n
and
ev : Mg,n(X,A, J)→ Xn.
This still leaves the first problem, namely that (for g > 1) Mg,n (as well as
Mg,n) is not a manifold but only a complex orbifold, as is shown in [RS06]. So
Mg,n (as a topological space) can be decomposed in two ways: By signature,
i. e. by homeomorphism type of the underlying surface, and via the stratifica-
tion coming from the orbifold structure. Since the morphisms in the groupoids
(from [RS06]) defining the orbifold structure are given by ismorphisms of nodal
surfaces, which in particular preserve the signature, this stratification is com-
patible with the decomposition by orbit type. More explicitely, if as in [RS06],
esp. Definitions 6.2 and 6.4, (pi : Σ→M,R∗) is a universal marked nodal family
of type (g, n) and (M,Γ, s, t, e, i,m) is the associated groupoid, then M has a
stratification by locally closed submanifolds. Here, two points b, b′ ∈ M lie on
the same stratum iff Σb and Σb′ have the same signature (as marked nodal Rie-
mann surfaces). If an orbit of the groupoid structure on M intersects a stratum
of this stratification, then it is completely contained in that stratum. Although
this givesMg,n a stratification with a connected top-dimensional stratum and all
other strata of codimension at least two, this does not suffice to have Poincare´-
duality in singular homology (examples for this can be found e. g. in [Mac90]).
The standard way, started in [Mum83], to remedy this is to regard, instead of
Mg,n, certain closed complex manifolds M
λ
with maps piλ : M
λ → Mg,n that
are, in a certain sense, branched coverings (for existence results, see e. g. [Loo94]
or [BP00] and the references therein). Since one of the goals in this text is to
keep to manifolds and smooth maps, esp. to the description of Mg,n provided
in [RS06], it is hard to make this precise. But at least the part Mλ of such a
manifold M
λ
that maps to Mg,n ⊆Mg,n has an easy description: Remembering
that if Tg,n denotes Teichmu¨ller space and Γg,n denotes the mapping class group
(both of smooth surfaces of type (g, n)), then Mg,n ∼= Tg,n/Γg,n . If Γλ ⊆ Γg,n is a
finite index normal subgroup that operates freely on Tg,n, then M
λ := Tg,n/Γλg,n
is a smooth manifold on which the finite group Gλ := Γg,n/Γλg,n operates and
the canonical projection Mλ = Tg,n/Γλg,n → (Tg,n/Γλg,n)/Gλ = Tg,n/Γg,n = Mg,n
is an orbifold covering. Now assume that such a manifold M = M
λ
has been
picked and let υ : M →Mg,n be the projection.
This requires to also modify the definition of Mg,n(X,A, J), for there is no a
priori reason for the map piMM : Mg,n(X,A, J) → Mg,n to factor through M .
Also, since the goal is to define a manifold of maps, it stands to reason to first
of all fix the domains on which the maps that are the elements of this mani-
fold are defined. Since Mg,n contains equivalence classes of surfaces of different
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homeomorphism types, one first of all has to define a notion of smooth fam-
ily of such nodal surfaces. The notion used in this text is that of a (regular)
marked nodal family of Riemann surfaces as in [RS06]. So the goal is not only
to have a manifold M as above together with a map υ : M → Mg,n, but for
this map to be defined via a regular marked nodal family of Riemann surfaces
(pi : Σ → M,R∗) i. e. the map υ : M → Mg,n is supposed to map b ∈ M to
the equivalence class of the fibre Σb of Σ over b. Or, in the reverse direction,
(pi : Σ→M,R∗) is a smooth choice of a marked nodal Riemann surface in the
equivalence class υ(b) for each b ∈ M . Collecting the basic definitions for and
properties of such families is done at the beginning of this thesis in Section II.1.
Aside from this, that section also contains two results, Propositions II.2 and
II.1, that are not found in [RS06], but will be important in the later parts of
this text, esp. in the definition of the Gromov compactification in Section II.4.
Namely first there is a natural operation on a stable marked nodal Riemann
surface of type (g, n + 1), that forgets the last marked point and stabilises,
i. e. contracts every component that becomes unstable after removing the last
marked point. This provides a well-defined map
fn+1stab : Mg,n+1 →Mg,n.
And second, there is an action
Sn ×Mg,n →Mg,n
of the permutation group Sn of {1, . . . , n} on Mg,n by permuting the labels of
the marked points of a marked nodal Riemann surface. The question addressed
in Propositions II.2 and II.1 then is, assuming that for every n a marked nodal
family (pin : Σn → Mn, Rn∗ ) with induced map υn : Mn → Mg,n as above has
been chosen, of whether or not one can lift these maps and actions to smooth
ones on the manifolds Mn which are covered by bundle morphisms on the Σn,
i. e.
Σn+1
pin+1

// Σn
pin

Mn+1
υn+1

//Mn
υn

Mg,n+1
fn+1stab //Mg,n
Sn × Σn
id×pin

// Σn
pin

Sn ×Mn
id×υn

//Mn
υn

Sn ×Mg,n //Mg,n
This has the additional advantage that along the way the question of existence of
the regular marked nodal family of Riemann surfaces (pi : Σ→M,R∗) defining
υ is reduced to the case n = 0 and given such a choice, for all other values
of n there is then a natural one. Also, it gives concrete differential-geometric
meaning to the adages that “the universal curve over Mg,n is isomorphic to
Mg,n+1” and that adding marked points to a marked nodal Riemann surface
kills automorphisms and doesn’t add new ones. Section II.1 concludes with
a remark about the construction of invariants, given the data that has been
established so far.
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can for b ∈M and a desingularisation ιˆ : S → Σb ⊆ Σ make the definition
Mb(Σ, X,A, J) := {u : Σb → X | ιˆ∗u : S → Xˆ is j-J-holomorphic, [u] = A},
M(Σ, X,A, J) :=
∐
b∈M
Mb(Σ, X,A, J).
The important difference to the definitions from before is that the elements of
M(Σ, X,A, J) now are actual maps defined on the fibres of Σ and not equiv-
alence classes of maps any more (“all automorphisms have been fixed”). By
definition there are canonical maps
M(Σ, X,A, J)

//Mg,n(X,A, J)

M //Mg,n.
Now that one has an actual set of maps to work with, there is a better chance
to equip this set with a manifold structure using the usual methods from the
Fredholm-theory of the Cauchy-Riemann operator.
To do so, in Section II.2 the technical results needed for this are presented. That
section is largely independent of the rest of the text. It mainly deals with the
necessary analytical results that need to be proved in order to be able to give a
rigorous definition of Banach manifolds of sections of a Riemannian submersion.
It is actually easily possible to skip that section and just take notice of the main
results in Subsection II.2.3. In case of a trivial (topologically and geometrically)
bundle, i. e. when dealing with maps from one Riemannian manifold to another,
this has been done e. g. in [Eic07]. It is most likely actually possible to use this
to define spaces of sections via the implicit function theorem as subspaces of
the space of maps from the base to the total space that when composed with
the projection to the base give the identity. This is not done here in this way
for a couple of reasons. For one, it is usally nicer to have intrinsic definitions
that make use of a naturally given structure instead of making noncanonical
choices and these results may be of independent interest. Also, when done as
suggested above, one does not get an explicit description for the charts on this
manifolds. First, this makes it harder to calculate the coordinate expressions
and their linearisations, of the Cauchy-Riemann operator. And second, charts
on the moduli space of holomorphic sections as zero set of the Cauchy-Riemann
operator are now given via the implicit function theorem applied to an operator
defined on a manifold that is defined via the implicit function theorem itself.
When dealing with questions of elliptic regularity which constitute a large part
of the construction of the manifold structure on the moduli spaces of curves
studied later, this causes some unwanted complications, since one has to com-
pare Sobolev spaces of different types. The intrinsic definition from Section
II.2 on the other hand allows for rather straightforward proofs, which usually
boil down to calculating some coordinate expression and then applying some
result from the theory of linear Cauchy-Riemann operators (on vector bundles).
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The fact that all the manifolds of sections constructed are subsets of the same
topological space and the manifold structures are all defined using transition
functions that all come from the set-theoretically same maps, then makes the
transition from these local coordinate calculations to global statements work.
Using this setup, in Section II.3 the construction of a smooth structure on
M(Σ, X,A, J), or rather a generalisation of that space, is examined. First
of all, remember that on M there is the stratification by signature, where a
stratum is defined by the condition that the homeomorphism type of the fibres
does not change. Since general gluing results are quite difficult to prove and
outside of the scope of the methods employed in this text, smooth structures
will only be defined on the restrictions of the (universal) moduli spaces to these
strata. Over one of these strata the situation then basically can be reduced to
the consideration of a smooth fibre bundle ρ : S → B with typical fibre a fixed
smooth surface. Also, a smooth bundle endomorphism j : V S → V S (V S is the
vertical tangent bundle) with j2 = −id is given, that turns every fibre Sb into
a Riemann surface (Sb, jb), together with sections Ri : B → S, i = 1, . . . , n. If
this bundle is (topologically) trivial, then the construction follows the lines of
the discussion in [MS04] or [CM07] rather closely: For a fixed Riemann surface
(i. e. the case where B is a point), one constructs the universal Cauchy-Riemann
operator w. r. t. an appropriately chosen Banach manifold of perturbations and
hence the universal moduli space just as in these references. At this point
some familiarity with (universal) Cauchy-Riemann operators, and this line of
argument via the Sard-Smale theorem is assumed. Since we allow surfaces of
arbitrary genus, this necessitates the use of Hamiltonian perturbations as in
Chapter 8 in [MS04]. For the constant maps are always holomorphic, w. r. t. to
any holomorphic structure on the target and it is easy to see that this also holds
for domain dependent complex structures as used in [CM07]. But the Fredholm
index of the Cauchy-Riemann operator at a constant map in the case of genus
greater than 1 is negative, which contradicts transversality. So instead of the
space M(Σ, X,A, J) one considers spaces M(X˜, A, J,H), where X˜ := Σ × X
is the trivial bundle and H is a Hamiltonian perturbation on X˜ as defined in
Subsection II.3.1 and the references therein.
If B is not a point but the bundle S over B is topologically trivial, then the
construction of the universal moduli space is essentially a parametrised version
of the previous one.
In the case of varying complex structures that is not dealt with in [MS04]
(which only deals with a fixed complex structure and varying marked points
and [CM07] restricts to the genus 0 case, where there is essentially only one
complex structure) one has to consider the case of a topologically nontrivial
family of surfaces. The problem here is that there no longer is a globally defined
Banach manifold on which to define a universal Cauchy-Riemann operator (see
the explanation on page 72 and the references there) due to the failure of the
diffeomorphism group of the base to act smoothly on the Sobolev spaces of
sections of a fibre bundle over that base. This requires one to patch together
universal moduli spaces obtained via a trivialisation after restricting to an open
subset of B “by hand”. This is done in the discussion leading up to Corollary
7II.5. Similar but slightly less difficult problems also arise for the smoothness
of the evaluation maps at the varying marked points, which are dealt with in
Subsection II.3.4.
At that point, what one has achieved is the following: A universal moduli space
M(X˜, A, J,H(X˜)) has been defined that comes together with three maps
piMM : M(X˜, A, J,H(X˜))→M ,
ev : M(X˜, A, J,H(X˜))→ Xn
and
piMH : M(X˜, A, J,H(X˜))→ H(X˜)
s. t. if B ⊆ M is a stratum of the stratification on M by signature, then
(piMM )
−1(B) is a smooth Banach manifold and the restriction of piMH to (pi
M
M )
−1(B)
is a Fredholm map of the correct expected index dimC(X)χ+2c1(A)+dimR(B),
where χ is the Euler characteristic of the surfaces in the family Σ (which is
2(1− g)).
Section II.4 then first of all equips this space with a topology that makes all
of the above maps continuous, which is basically a variation of the classical
Gromov topology.
Unfortunately, with this topology M(X˜, A, J,H) is not compact, due to the
well-known bubbling phenomena. Usually, these are dealt with by imposing
topological conditions like semipositivity on X, see e. g. [MS04], Section 6.4. In
[CM07] a different approach was first introduced for the genus 0 case, which in
this text will be extended to the case of positive genus. To do so first of all a
description of the problem is given: Remember that there were the operations
of forgetting the last marked point and stabilising and permuting the marked
points on the Deligne-Mumford moduli spaces Mg,n. These lift to maps and
actions, for ˜`≥ `,
Σ
˜`
pi
˜`

pˆi`` // Σ`
pi`

M
˜`
pi
˜`
` //M `
S` × Σ`
id×pi`

σˆ` // Σ`
pi`

S` ×M ` σ
`
//M `,
where pi` : Σ` → M ` is obtained from pi : Σ → M by adding ` ≥ 0 additional
marked points. There are then induced maps
(pˆi
˜`
`)
∗ : (pi ˜``)
∗M((pˆi`0)
∗X˜, A, J, (pˆi`0)
∗H(X˜))→M((pˆi ˜`0)∗X˜, A, J, (pˆi ˜`0)∗H(X˜))
and actions
σ˜` : S` ×M((pˆi`0)∗X˜, A, J, (pˆi`0)∗H(X˜))→M((pˆi`0)∗X˜, A, J, (pˆi`0)∗H(X˜)).
Using these structures one can define the Gromov compactificationM(X˜, A, J,H(X˜))
of M(X˜, A, J,H(X˜)) as the colimit of the spaces M((pˆi`0)
∗X˜, A, J, (pˆi`0)∗H(X˜))
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over the above maps and actions (cf. Definition II.26 and Remark II.11). More
explicitely, this compactification consists of the union over all the spaces
M((pˆi`0)
∗X˜, A, J, (pˆi`0)∗H(X˜)) for ` ≥ 0, where two holomorphic sections u′ and
u′′ with domains Σ`′b′ and Σ
`′′
b′′ are identified if there exists the following: An
˜` ≥ `′, `′′ and a b ∈ M ˜` as well as a holomorphic section u with domain Σ˜`b
s. t. Σ`
′
b′ is obtained from Σ
˜`
b by forgetting the last
˜`− `′ marked points and the
corresponding map Σ
˜`
b → Σ`
′
b′ pulls u
′ back to u. Also, after possibly reordering
the last ˜` marked points, Σ`
′′
b′′ is obtained from Σ
˜`
b by forgetting the last
˜`− `′′
marked points and the corresponding map Σ
˜`
b → Σ`
′′
b′′ pulls u
′′ back to u.
As before, M(X˜, A, J,H(X˜)) comes with natural maps piMM : M(X˜, A, J,H(X˜))→
M and piMH : M(X˜, A, J,H(X˜)) → H(X˜). Roughly, the transversality problem
then is that the Hamiltonian perturbations (pˆi`0)
∗H ∈ (pˆi`0)∗H(X˜) vanish on
ghost components, i. e. those components of Σ` that are mapped to a point
under pˆi`0 or equivalently those that become unstable after forgetting the last `
marked points. The solution to this problem, first applied in the genus 0 case
in [CM07] and which will be extended to the present situation in the rest of
this text, can now roughly be described as follows:
Construct subsets K` ⊆ H((pˆi`0)∗X˜) of Hamiltonian perturbations, compat-
ible under pˆi`` in the sense that (pˆi
`
`)
∗K` ⊆ K`, and for every ` sufficiently
large a subset N`(K`) ⊆ M((pˆi`0)∗X˜, A, J,K`) with piMM (N`(K`)) ⊆
◦
M ` (the
part corresponding to smooth curves, as in Section II.1) s. t. the closure of
N`(K`) in M((pˆi`0)
∗X˜, A, J,K`), which then in particular is compact, lies in
M((pˆi`0)
∗X˜, A, J,K`).
Since over
◦
M `, pˆi`0 is an isomorphism on every fibre, for every H ∈ K0 there is
a well-defined map (pˆi`0)∗ : N`((pˆi`0)∗H) → M(X˜, A, J,H) (the left-hand side is
defined in the obvious way) given by u 7→ ((pˆi`0,b)−1)∗u, where piMM (u) = b.
Then for generic H ∈ K0 the above will be s. t. N`((pˆi`0)∗H) is a manifold of
the correct dimension, invariant under the S`-action and the map (pˆi
`
0)∗ is an `!-
sheeted covering on the complement of a subset of codimension at least 2 (see
Lemma III.1). For Hamiltonian perturbations of this form, apart from com-
pactness, unfortunately not much can be said about the closure of N`((pˆi`0)
∗H).
But for generic H ∈ K` it will be shown that the boundary of N`(H) can be
covered by manifolds of real dimension at least 2 less than that of N`(H), which
suffices for the definition of a pseudocycle.
Roughly speaking, the N`(K`) will be defined as follows:
Under the assumption that [ω] ∈ H2(X;Z), N`(K`) and K` depend on a choice
of J ∈ Jω(X) and a closed J-complex submanifold Y ⊆ X of real codimension
2 with PD(Y ) = D[ω] for some integer D ∈ N. Then for ` := Dω(A), let
X˜` := Σ`×X, Y˜ ` := Σ`×Y . The K` then are spaces of Hamiltonian perturba-
tions on X˜` that are compatible with Y˜ ` in a certain way, see Definition II.28. If
◦
Σ` and
◦
M ` denote the parts of Σ` and M `, respectively, that correspond to the
smooth curves, then the N`(K`) are defined to be those holomorphic sections
with domains in
◦
Σ` that map the last ` markings to Y˜ `.
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above. A major point in showing this is the positivity of intersection numbers
of a holomorphic curve with a complex hypersurface. Namely one can show
that a (connected) holomorphic curve either has only a finite number of inter-
section points with a complex hypersurface or is completely contained in the
hypersurface. Furthermore, at each intersection point, the holomorphic curve
is tangent to the hypersurface of some finite order k and each such intersection
point contributes by k + 1 to the (homological) intersection number. That all
this still holds in a suitable sense in the presence of a Hamiltonian perturbation
that satisfies suitable compatibility conditions is shown in Subsection II.4.2.
Since for a holomorphic curve u in the homology class A, [Y ] · [u] = [Y ] · A =
PD(Y )(A) = Dω(A) = `, it follows that if there are ` disjoint intersection
points, then these are unique up to reordering. So for H ∈ K0, N`((pˆi`0)∗H) de-
fines an `!-sheeted covering of its image in M(X,A, J,H). To show that, after
a suitable perturbation, the complement of this image has codimension at least
2, one has to consider spaces of holomorphic curves that intersect Y in fewer
than ` points. But, as was stated above, these then need to have a tangency
of higher order at one of the intersection points. It was shown in [CM07] that
these tangency conditions cut out, again after a suitable perturbation, subman-
ifolds of the moduli space of holomorphic curves that have the correct (i. e. high
enough) codimensions.
Another major point is that, extending a result from the same reference, one
can show that for suitably chosen Y , J and H, K`(H) has compact closure
in M(X˜`, A, J,H). The boundary of K`(H) in M(X˜`, A, J,H) can then be
described in terms of nodal holomorphic curves that have some components
mapped into Y and some components intersecting the complement of Y in X.
Via a transversality argument, one then has to show that the spaces of such
curves can be covered by manifolds of codimension at least 2. To do so, one
first of all shows that, again for suitably chosen H, any component that lies in
Y needs to represent homology class 0.
In the genus 0 case this suffices, for a result in [CM07] shows that one can
choose J s. t. any holomorphic sphere with image in Y is constant (which is
used in the proof of the compactness statement above). This means that one
can actually replace each such component with a point, i. e. such a curve factors
through a nodal curve with fewer components. It is then shown in [CM07] that
this implies a tangency condition to Y for this curve which suffices to give the
necessary estimates on the dimension.
In the case of higher genus curves, this argument does not suffice for the fol-
lowing reason:
Assume the domain S of a curve in the boundary of N`(H) has several com-
ponents, some of which are mapped to Y , denoted by SYi , say, and the others,
denoted SXj , intersect Y only in a finte number of points. Then this curve lies
in a moduli space that is the subset, cut out by the matching conditions at the
nodes, of the product of the moduli spaces of curves defined on the SYi with
target Y and of the moduli spaces of curves defined on the SXj with target X.
The reason one has to regard moduli spaces of curves in Y (naively, a curve in
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Y is in particular a curve in X) is that because of the compatibility condition
of the Hamiltonian perturbations with Y , one otherwise can’t achieve transver-
sality.
If the genus of SYi is g
Y
i then the contribution to the dimension formula of the
moduli space of curve on SYi in Y by the Riemann-Roch theorem is (for vanish-
ing homology class) given by dimC(Y )(2−2gYi ) = dimC(X)(2−2gYi )+2gYi −2,
which is larger than that for curves in X. Hence although these moduli spaces
then cover the boundary of N`(H), their dimensions are too large.
A further problem is that some of the additional ` marked point may lie on
a component that is mapped to Y . This means that the condition that these
marked points lie on Y does not provide for a nontrivial condition on these
curves and does not serve to cut down the dimension of the moduli space any
more.
The solution to this problem is to use an SFT-type compactness theorem, in
this text from [IP03], for related results see also [BEH+03], esp. the “stretch-
ing of the neck” construction. This provides a more detailed description of the
boundary of N`(H). The important consequence of this result here is that every
component that is mapped to Y comes together with a nonvanishing meromor-
phic section of the normal bundle of Y in X along the image of the curve. First
of all this provides an additional condition on the moduli spaces associated to
the parts of a curve that are mapped to Y , which serves to cut down the di-
mension by exactly the factors 2(1− gYi ) above by which these were too large.
Additionally, these meromorphic sections are known to have zeroes only at
the nodes and at the additional marked points and to have poles only at the
nodes. Also these satisfy the following matching conditions: If at a node, both
components of the curve that border on the node are mapped into Y and the
meromorphic section over one has a zero of order k, then the other has a pole
of order k and vice versa. If one component is mapped to Y and the other
intersects Y only in a finite number of points, then the meromorphic section
over the first has a pole of some order k and the other has a tangency to X at
the node of order k. Since every component in Y represents homology class 0,
the first Chern number of the pullback of the normal bundle to Y in X under
the holomorphic map vanishes. Hence the total order of the poles equals the
total order of the zeroes of a meromorphic section on every component. The
matching conditions above then imply that the total order of tangency to Y of
the part of the curve that is not mapped into Y is still given by `.
CHAPTER II
Construction of smooth structures and the main
transversality results
II.1 Families of complex curves
When regarding moduli spaces of holomorphic curves in a symplectic manifold,
where the complex structure on the domain is not fixed, as e. g. in [MS04],
Chapter 8, but is allowed to vary, before one can hope to define a smooth
structure on such a moduli space, first of all one has to decide on a smooth
space over which the complex structure on the domain is allowed to vary. To
a certain extent this is a matter of choice, the following constructions certainly
work for an arbitrary family ρ : S → B, where B is any manifold, S → B
is a smooth fibre bundle and j ∈ Γ(End(V S)) is a smooth family of (almost)
complex structures on the vertical tangent bundle V S = ker ρ∗ of S. On the
other hand, usually one would like to use the “universal family” of Riemann
surfaces of a given genus g and a given number of marked points n, the moduli
space Mg,n of Riemann surfaces of genus g with n marked points, or to get
a compact moduli space, the Deligne-Mumford moduli space Mg,n of nodal
Riemann surfaces. But unless one is in the genus g = 0 case, neither Mg,n,
nor Mg,n is a smooth manifold (not even a set in certain interpretations), but
depending on point of view an orbifold, Deligne-Mumford-stack, etc. To make a
definite choice in notation, without further qualification Mg,n will always denote
the (compact Hausdorff) topological space underlying the Deligne-Mumford
orbifold. Then, at least locally, a function B → Mg,n for a manifold B should
be given by a family of (nodal) Riemann surfaces of genus g over B together
with n sections defining the marking. Regarding Mg,n simply as the quotient
space of the groupoid with objects all nodal Riemann surfaces of genus g with n
marked points and morphisms biholomorphic maps that respect the markings,
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the map corresponding to a family simply maps a point in B to the equivalence
class of the fibre over b. The for the present purpose best way to make the
above precise can be found in [RS06] and hence all the notions of (proper e´tale)
Lie groupoid, (universal, marked) nodal family and related concepts used in
this text are exactly the ones from [RS06], Sections 2–6. More explicitely, the
following are the basic notions to be dealt with here, all taken from [RS06]:
Definition II.1.
1. A surface is a closed oriented 2-dimensional manifold S.
2. A nodal surface is a pair (S, ν), consisting of a surface S together with a
set of unordered pairs
ν = {{n11, n21}, . . . , {n1d, n2d}}
of pairwise distinct points, called the nodal points, n11, . . . , n
2
d ∈ S. The
points n1i and n
2
i defining one of the unordered pairs in ν will be said
to correspond to the same node. Note that S in this definition is still a
smooth surface.
A surface S is considered as the nodal surface (S, ∅).
3. A marked nodal surface is a triple (S, r∗, ν), where (S, ν) is a nodal surface
and
r∗ = (r1, . . . , rn)
is an ordered tuple of pairwise distinct points on S, called the marked
points, that are disjoint from all the nodal points.
The marked and nodal points are also called special points.
A nodal surface (S, ν) is considered as the nodal surface (S, ∅, ν).
4. The signature of a marked nodal surface (S, r∗, ν) is the labelled graph
with vertices {Si}i∈I the connected components of S and for every pair of
nodal points n1j , n
2
j corresponding to the same node an edge from Si1 to
Si2 , where n
1
j ∈ Si1 and n2j ∈ Si2 . Each vertex Si is labelled by the genus
gi of Si and the subset {rj ∈ {r1, . . . , rn} | rj ∈ Si}.
5. The Euler characteristic χ(S, ν) of a nodal surface (S, ν) is defined as
the Euler characteristic of the smooth surface obtained by removing disk
neighbourhoods of each pair of nodal points corresponding to the same
node and gluing the resulting boundary components by an orientation
reversing diffeomorphism. If that same smooth surface is connected, then
(S, ν) is called connected.
6. A marked nodal surface (S, r∗, ν) is said to be of type (g, n), where g, n ∈
N0, if (S, ν) is connected, χ(S, ν) = 2(1− g) and r∗ = (r1, . . . , rn).
Its signature is then also said to be of type (g, n).
7. An isomorphism of marked nodal surfaces (S, r∗, ν) and (S′, r′∗, ν ′) is an
orientation preserving diffeomorphism φ : S → S′ s. t. φ(r∗) = r′∗ and
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φ∗ν = ν ′ in the sense that if r∗ = (r1, . . . , rn), then r′∗ = (φ(r1), . . . , φ(rn))
and φ maps each pair of nodal points on S correponding to the same node
to a pair of nodal points on S′ corresponding to the same node.
An automorphism of (S, r∗, ν) is an isomorphism from this marked nodal
surface to itself.
The sets consisting of these will be denoted by Diff((S, r∗, ν), (S′, r′∗, ν ′))
and Aut(S, r∗, ν) (which is a group), respectively.
Remark II.1. 1. Two marked nodal surfaces are isomorphic iff their signa-
tures are isomorphic as labelled graphs.
2. If the number of pairs of nodal points of a marked nodal surface (S, r∗, ν)
is d ∈ N0 and {Si}i∈I are the connected components of S, then χ(S, ν) =∑
i∈I χ(Si)− 2d =
∑
i∈I 2(1− gi)− 2d, where gi is the genus of Si.
Definition II.2. 1. A marked nodal Riemann surface is a tuple (S, j, r∗, ν)
consisting of a marked nodal surface (S, r∗, ν) together with a complex
structure j ∈ Γ(End(TS)), j2 = −id, that induces the given orientation
on S.
2. An isomorphism of marked nodal Riemann surfaces (S, j, r∗, ν) and
(S′, j′, r′∗, ν ′) is an isomorphism φ of the marked nodal surfaces (S, r∗, ν)
and (S′, r′∗, ν ′) s. t. φ∗j = j′. The set of these will be denoted
Diff((S, j, r∗, ν), (S′, j′, r′∗, ν)).
An automorphism of (S, j, r∗, ν) is an isomorphism of this marked nodal
Riemann surface to itself. The group of automorphisms of (S, j, r∗, ν) will
be denoted by Aut(S, j, r∗, ν).
3. A marked nodal Riemann surface is called stable, if Aut(S, j, r∗, ν) is finite.
This is the case iff every component of S of genus zero contains at least
three special points and every component of S of genus one contains at
least one special point.
The signature of a stable marked nodal Riemann surface is called a stable
signature.
4. For g, n ∈ N0 with n > 2(1 − g), as a set, the Deligne-Mumford moduli
space (of type (g, n)) Mg,n is the set of isomorphism classes of stable
marked nodal Riemann surfaces of type (g, n).
Remark II.2. That Mg,n indeed is a set is shown by picking, for every isomor-
phism class of stable signature of type (g, n), a marked nodal surface of this
signature. There are only finitely many choices of ismorphism classes of stable
signatures of fixed type. For each such choice one then considers ismorphism
classes of complex structures on a fixed surface, which, as sections of a bundle,
form a set.
The above only defines Mg,n as a set, so next a description of the smooth (or
holomorphic) structure is required. One way to define such a structure is by
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describing holomorphic functions from complex manifolds into Mg,n. Because
Mg,n is supposed to serve as a kind of moduli space for marked nodal Rie-
mann surfaces, a holomorphic map into Mg,n should correspond to holomorphic
families of marked nodal Riemann surfaces, where by family of marked nodal
Riemann surfaces, the following is meant:
Definition II.3. 1. A marked nodal family of Riemann surfaces is a pair
(pi : Σ→ B,R∗), where Σ and B are complex manifolds with dimC(Σ) =
dimC(B) + 1, pi : Σ → B is a proper holomorphic map and R∗ =
(R1, . . . , Rn) is a sequence of pairwise disjoint complex submanifolds of Σ
s. t. the following hold:
For every z ∈ Σ, there exist holomorphic coordinates (t0, . . . , ts), s :=
dimC(B) = dimC(Σ − 1), around z in Σ and (v1, . . . , vs) around pi(z) in
B, mapping z to 0 ∈ Cs+1 and pi(z) to 0 ∈ Cs, respectively, s. t. in these
coordinates, pi is given by either
(t0, . . . , ts) 7→ (t1, . . . , ts) (II.1)
or
(t0, . . . , ts) 7→ (t0t1, t2, . . . , ts). (II.2)
In the first case, p is called a regular point, in the second case, p is called
a node of nodal point.
Furthermore, for each i = 1, . . . , n, pi|Ri : Ri → B is assumed to be a
diffeomorphism. Each Ri hence defines a section of pi : Σ → B, with
which it will usually be identified.
2. A desingularisation of a fibre (Σb, R∗,b), for b ∈ B and R∗,b := R∗ ∩Σb, of
a marked nodal family of Riemann surfaces (pi : Σ→ B,R∗) is a marked
nodal Riemann surface (S, j, r∗, ν) together with a surjective holomorphic
immersion ιˆ : S → Σb ⊆ Σ, that is an embedding from the complement of
the nodal points on S onto the complement of the nodes on Σb and maps
every pair of nodal points on S corresponding to the same node to a node
on Σb. Furthermore, if R∗ = (R1, . . . , Rn), then r∗ = (r1, . . . , rn) and for
each i = 1, . . . , n, ιˆ(ri) = Σb ∩Ri.
3. A morphism between marked nodal families of Riemann surfaces (pi : Σ→
B,R∗) and (pi′ : Σ′ → B′, R′∗) is a pair of holomorphic maps φ : B → B′
and Φ : Σ → Σ′ s. t. pi′ ◦ Φ = φ ◦ pi : Σ → B′. Furthermore, for every
b ∈ B, if (S, j, r∗, ν) is a marked nodal Riemann surface and ιˆ : S → Σb
is a desingularisation of the fibre of Σ over b, then Φ ◦ ιˆ : S → Σ′φ(b) is a
desingularisation of the fibre of Σ′ over φ(b).
4. The signature of a fibre (Σb, R∗,b), for b ∈ B, of a marked nodal family
of Riemann surfaces (pi : Σ → B,R∗) is the (isomorphism class of the)
signature of a desingularisation of (Σb, R∗,b).
(Σb, R∗,b) is said to be stable (of type (g, n)), if a desingularisation of
(Σb, R∗,b) is stable (of type (g, n)).
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(pi : Σ→ b, R∗) is called stable (of type (g, n)), if every fibre is stable (of
type (g, n)).
The above is well-defined by Lemma 4.3 in [RS06], i. e. every fibre of a marked
nodal family of Riemann surfaces has a desingularisation and for any two desin-
gularisations of the same fibre, there is a unique isomorphism of the marked
nodal Riemann surfaces that commutes with the maps to the fibre.
Hence every stable marked nodal family of Riemann surfaces of type (g, n)
comes with a well-defined map to Mg,n, mapping a point in the base to the
isomorphism class of a marked nodal Riemann surface of a desingularisation
of the fibre over the point. The requirement that the maps obtained in this
way are smooth then gives a criterion by which one can define a topology on
Mg,n, namely the finest one s. t. all the maps of this form are continuous. This
abstract way of defining the topology does not provide a way to deal with the
usual questions of topology like the verification of the Hausdorff property, 2nd-
countability and compactness. To deal with these, one singles out a special type
of stable marked nodal family that serve as charts for an orbifold structure on
Mg,n and define the topology as well:
Definition II.4. Let (S, j, r∗, ν) be a stable marked nodal Riemann surface of
type (g, n). A (nodal) unfolding of (S, j, r∗, ν) is a stable marked nodal family
of Riemann surfaces of type (g, n) (pi : Σ→ B,R∗) together with a point b ∈ B
and a desingularisation ιˆ : S → Σb ⊆ Σ of the fibre over b.
The unfolding is called universal, iff for every other nodal unfolding (pi′ : Σ′ →
B′, R′∗), b′ ∈ B′, ιˆ′ : S → Σ′b′ , there exists a unique germ of a morphism (Φ, φ) :
(pi : Σ→ B,R∗)→ (pi′ : Σ′ → B′, R′∗) s. t. φ(b) = b′ and Φ ◦ ιˆ = ιˆ′.
Some of the main theorems from [RS06] can now be summed up as follows:
Theorem II.1. 1. A marked nodal Riemann surface admits a universal un-
folding iff it is stable.
2. If (pi : Σ→ B,R∗), b ∈ B, ιˆ : S → Σb is a universal nodal unfolding of the
marked nodal Riemann surface (S, j, r∗, ν), then there exists a neighbour-
hood U ⊆ B of b s. t. it is a universal unfolding of every desingularisation
of every fibre Σb′ for b
′ ∈ U .
Definition II.5. A local universal marked nodal family of Riemann surfaces of
type (g, n) is a stable marked nodal family of Riemann surfaces (pi : Σ→ B,R∗)
of type (g, n) with the property that for every b ∈ B and every desingularisation
ιˆ : S → Σb of Σb by a stable marked nodal Riemann surface (S, j, r∗, ν) of type
(g, n), (pi : Σ→ B,R∗), b, ιˆ : S → Σb is a universal unfolding of (S, j, r∗, ν).
If the canonical map B →Mg,n is surjective, then it is called a universal marked
nodal family of Riemann surfaces of type (g, n).
A further important result about universal unfoldings, apart from the existence
result above and uniqueness result built into the definition is that one can
actually give a fairly explicit construction for them. The relevant results can
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be found in the proof of Theorem 5.6 in [RS06], which comes in two parts, in
Section 8 in the proof of Theorem 8.9 for the case of a marked Riemann surface
without nodes and in Section 12 in the presence of nodes:
Construction II.1. 1. For a marked (nodal) Riemann surface (S, j, r∗, ∅)
of type (g, n) with S connected and g ≥ 2, one can choose (pi : Σ →
B,R∗), b ∈ B, ιˆ : S → Σb in the following way:
• B = D3(g−1) × Dn ∼= D3(g−1)+n;
• b = {0, 0};
• Σ = B × S;
• The complex structure on Σ is of the form T(b,z)Σ = TbB × TzS 3
(X, ξ) 7→ (iX, jˆ(b0)ξ), for b = (b0, (b1, . . . , bn)) ∈ B = D3(g−1) × Dn,
where i is the standard complex structure on D3(g−1) × Dn and jˆ :
D3(g−1) → J(S) is a holomorphic map to the set of complex structures
on S with jˆ(0) = j.
• The markings are of the formRi(b) = (b, ιi(b0, bi)), for b = (b0, (b1, . . . , bn)) ∈
B = D3(g−1) × Dn, where ιi(b0, 0) = ri and for every b0 ∈ D3(g−1),
the ιi(b0, ·) : D→ S are jˆ(b0)-holomorphic embeddings with pairwise
disjoint images.
2. For a marked (nodal) Riemann surface (S, j, r∗, ∅) of type (1, n) with S
connected and n ≥ 1, one can choose (pi : Σ → B,R∗), b ∈ B, ιˆ : S → Σb
in the following way:
• B = D× Dn−1 ∼= D3(g−1)+n;
• b = {0, 0};
• Σ = B × S;
• The complex structure on Σ is of the form T(b,z)Σ = TbB × TzS 3
(X, ξ) 7→ (iX, jˆ(b0)ξ), for b = (b0, (b1, . . . , bn−1)) ∈ B = D × Dn−1,
where i is the standard complex structure on D×Dn−1 and jˆ : D→
J(S) is a holomorphic map to the set of complex structures on S
with jˆ(0) = j.
• The markings are of the form R1(b) = (b, r1) and for i = 2, . . . , n,
Ri(b) = (b, ιi(b0, bi)), for b = (b0, (b1, . . . , bn)) ∈ B = D × Dn−1,
where ιi(b0, 0) = ri and for every b0 ∈ D, the ιi(b0, ·) : D → S are
jˆ(b0)-holomorphic embeddings with pairwise disjoint images that do
not contain r1 in their closures.
3. For a marked (nodal) Riemann surface (S, j, r∗, ∅) of type (0, n) with S
connected and n ≥ 3, one can choose (pi : Σ → B,R∗), b ∈ B, ιˆ : S → Σb
in the following way:
• B = Dn−3 ∼= D3(g−1)+n;
• b = {0};
• Σ = B × S;
II.1. Families of complex curves 17
• The complex structure on Σ is the product of the standard complex
structure on Dn−3 and j.
• The markings are of the form Ri(b) = (b, ri) for i = 1, 2, 3 and for
i = 4, . . . , n, Ri(b) = (b, ιi(bi)), for b = (b1, . . . , bn) ∈ B = Dn−3,
where ιi(0) = ri and the ιi : D → S are j-holomorphic embeddings
with pairwise disjoint images that do not contain r1, r2, r3 in their
closures.
4. In the general case (S, j, r∗, ν), choose a numbering ν = {{n11, n21}, . . . , {n1d, n2d}}
and consider the marked Riemann surface (without nodes) (S, j, (r∗, n1∗, n2∗), ∅)
where all the nodes have been replaced by marked points. Denote by
{Si}i∈I the connected components of S and by gi their genera. Then for
every i ∈ I, (Si, j|Si , (ri∗, n1,i∗ , n2,i∗ )) is a marked Riemann surface of one of
the types above, where ri∗ consists of those rj with rj ∈ Si and analogously
for n1,i∗ and n
2,i
∗ . Let (pii : Σi → Bi, (Ri∗, N1,i∗ , N2,i∗ )), 0 ∈ Bi, ιˆi : Si → Σi,0
be the corresponding universal unfolding from above. If ni := |ri∗|, d1,i :=
|n1,i|, d2,i := |n2,i|, then dimC(Bi) = 3(gi − 1) + ni + d1,i + d2,i. Define
B :=
(
i∈I Bi
)×Dd and Σˆ := ⊔i∈I pr∗iΣi, where pri : B → Bi is the pro-
jection. B has dimension dimC(B) =
∑
i∈I dimC(Bi) + d =
∑
i∈I(3(1 −
gi)+ni+d
1,i+d2,i)+d = 3(
∑
i∈I(gi−1)+d)+n = 3(g−1)+n. Denote by
pˆi : Σˆ→ B the obvious projection. This comes with markings Rˆ∗, Nˆ1∗ , Nˆ2∗ ,
which are the pullbacks of the markings of the Ri∗, N
1,i
∗ , N
2,i
∗ above. Also,
one can choose disjoint open sets Ui, Vi ⊆ Σˆ, i = 1, . . . , d that are tubular
neighbourhoods of the Nˆ1∗ , Nˆ2∗ that do not meet the Rˆ∗ and come with
holomorphic functions xi : Ui → D and yi : Vi → D s. t. xi(Nˆ1i ) = 0,
yi(Nˆ
2
i ) = 0 and (pˆi, xi) and (pˆi, yi) are coordinates on Σˆ. For each i =
1, . . . , d, let Ki := {ξ ∈ Ui | xi(ξ) ≤ |zi|, pˆi(ξ) = (b, z1, . . . , zd), zi 6= 0}
and Li := {ξ′ ∈ Vi | yi(ξ′) ≤ |zi|, pˆi(ξ′) = (b, z1, . . . , zd), zi 6= 0}. Also let
Σˆ′ := Σˆ\⋃di=1Ki∪Li. Now define Σ := Σˆ′/∼, where the equivalence rela-
tion on Σˆ′ is generated by the following identification, for ξ ∈ Ui, ξ′ ∈ Vi:
ξ ∼ ξ′ :⇔ pˆi(ξ) = pˆi(ξ′) = (b, z1, . . . , zd)
and either xi(ξ)yi(ξ
′) = zi 6= 0
or xi(ξ) = yi(ξ
′) = zi = 0.
The projection pi : Σ→ B is given by pi([ξ]) := pˆi(ξ) and the markings are
given by the images of the Rˆ∗ under the projection onto the quotient.
The above differs from the construction in the proof of Theorem 5.6 in
[RS06] by the removal of the subsets Ki and Li from Σˆ. But otherwise it
seems to me the map pi : Σ→ B thus constructed does not have as fibres
nodal surfaces.
The existence and explicit construction of the universal unfoldings above is
useful for a number of reasons:
1. Let pi : Σ → B be the unfolding of a marked nodal Riemann surface
(S, j, r∗, ν) with d nodes from case 4. above. Then B is of the form
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B = B0 × Dd, so has coordinates (b0, z1, . . . , zd) and is stratified by the
following locally closed submanifolds: Let N ⊆ {1, . . . , d} be a subset.
Then one can look at the subset BN := {(b0, z1, . . . , zd) ∈ B | zi =
0 for i ∈ N}. These are precisely the subsets for which all Σb, b ∈ BN ,
have the same signature. Since the signatures of the fibres are preserved
under morphisms of nodal families, these stratifications of the universal
unfoldings of all stable marked nodal Riemann surfaces of type (g, n)
induces a stratification of Mg,n, called the stratification by signature.
Also, if (pi : Σ → B,R∗) is any local universal marked nodal family of
Riemann surfaces of type (g, n), it also carries an induced stratification
by signature.
2. If (pi : Σ → B,R∗) is a local universal marked nodal family of Riemann
surfaces of type (g, n), then over every stratum of the stratification by sig-
nature one has the following parametrised version of a desingularisation.
Namely let b ∈ B and let (S, j, r∗, ν), ιˆ : S → Σb be desingularisation of
Σb. Associated to this desingularisation is the universal unfolding from
4. above, which defines a smooth (trivial) fibre bundle pˆi : Σˆ→ C, where
C = C0×Dd, d being the number of nodes on Σb. Making B small enough,
this comes with a unique pair of maps φ : C → B and Φ : Σˆ→ Σ. If Σˆ/∼ is
the quotient that defines the universal unfolding as in 4. above, then there
is a unique morphism (Φ′, φ) from Σˆ/∼ to Σ s. t. φ maps (0, 0) ∈ B0×Dd
to b ∈ B and one can define Φ as the composition of Φ′ with the projec-
tion from Σˆ to Σˆ/∼. Then C ′ := C0 × {0} ⊆ C is precisely the part of
C that gets mapped to the stratum B′ of the stratification by signature
on B that corresponds to the signature of (S, j, r∗, ν). Also, the restric-
tion Sˆ := Σˆ|C′ is a holomorphic family ρ : Sˆ → C ′ of smooth Riemann
surfaces, with a complex structure jˆ on Sˆ, that comes with n sections
Rˆ∗ corresponding to the markings on S and d pairs of section Nˆ1∗ , Nˆ2∗
corresponding to the nodes. Furthermore, it comes with canonical maps
ι : C ′ → B and ιˆ : Sˆ → Σ that have the property that for every c ∈ C ′,
(Sˆc, jˆc, Rˆ∗,c, {{Nˆ1i,c, Nˆ2i,c}}di=1) together with ιˆc : Sˆ → Σι(c) is a desingu-
larisation of Σι(c). By the universal properties of a universal unfolding
and local universal marked nodal family, one can do this for every b ∈ B′,
and the resulting (trivial) fibre bundles as above patch together to a fibre
bundle over ρ : Sˆ → B′ with fibres smooth Riemann surfaces and that
comes with n sections Rˆ∗. Furthermore, the N1∗ , N2∗ define a discrete sub-
bundle Nˆ ⊆ Sˆ with structure group S(d, 2) defined to be the subgroup of
permutations of a set (n11, n
2
1, . . . , n
1
d, n
2
d), generated by the permutations
in the lower indices, (n11, n
2
1, . . . , n
1
d, n
2
d) 7→ (n1σ(1), n2σ(1), . . . , n1σ(d), n2σ(d))
for σ ∈ S(d) and switching a pair of upper indices, (n11, n21, . . . , n1d, n2d) 7→
(n11, n
2
1, . . . , n
τ(1)
j , n
τ(d)
j , . . . , n
1
d, n
2
d) for τ ∈ S(2). So
(ρ : Sˆ → C ′, Rˆ∗, Nˆ)
is a triple consisting of a smooth fibre bundle with fibre S and structure
group Aut(S, r∗, ν), an n-tuple of sections of Sˆ and a discrete subbundle
with fibre a d-tuple of pairs of points and structure group S(d, 2).
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Definition II.6. A (parametrised) desingularisation of a marked nodal
family of Riemann surfaces is a tuple (ρ : Sˆ → C ′, Rˆ∗, Nˆ , ι, ιˆ), where
ρ : Sˆ → C ′ is a smooth fibre bundle equipped with a smooth family
of complex structures j. Rˆ∗ = (Rˆ1, . . . , Rˆn) is an n-tuple of sections of
ρ : Sˆ → C ′, N ⊆ Sˆ is a S(d, 2)-subbundle and ι : C ′ → B is an embedding
of C ′ as a locally closed submanifold of B. Furthermore, for every b ∈ C ′,
(Sˆb, jb, Rˆ∗(b), Nb), ι(b), ιˆb : Sˆb → Σι(b) is a desingularisation in the original
sense.
3. It allows to single out “especially nice” maps to Mg,n that come from
nodal families. The most desirable case here would be the (local) universal
marked nodal families. Unfortunately, for the definition of invariants, one
would like for the base of the (universal) family of marked nodal Riemann
surfaces to be compact, which in general is not possible. The next best
kind of maps are the following: Let pi : Σ → B be a nodal family, b ∈ B
and let (S, j, r∗, ν), κ : S → Σb be a desingularisation of Σb. Associated
to (S, j, r∗, ν) is a universal unfolding (p˜i : Σ˜ → B˜, R˜∗), b˜ = (0, 0) ∈ B˜, ι˜ :
S → Σ˜b, where B˜ = D3(g−1)+n−d × Dd and d is the number of nodes on
Σb. By the universal property there then exists a neighbourhood U ⊆ B
of b and a morphism
Σ|U Φ //
pi

Σ˜
p˜i

U
φ // B˜.
Choosing U to be a coordinate neighbourhood of b, holomorphically equiv-
alent to Dr, r := dimC(B), with complex coordinates (z1, . . . , zr), φ is
equivalent to a map Dr → D3(g−1)+n−d×Dd. A requirement one can then
pose on the nodal family pi : Σ→ B is that dimC(B) = 3(g − 1) + n and
that around every point b ∈ B one can choose the coordinate system as
above s. t. in these coordinates φ is given by the map
D3(g−1)+n → D3(g−1)+n−d × Dd
(z1, . . . , z3(g−1)+n) 7→ ((z1, . . . , z3(g−1)+n−d), (zl13(g−1)+n−d+1, . . . , zld3(g−1)+n))
for some constants l1, . . . , ld ∈ Nd (depending on b ∈ B), or in other
words a branched covering that branches exactly over the strata of the
stratification by signature.
Definition II.7. A marked nodal family of Riemann surfaces of type
(g, n) with the properties above is called an orbifold branched covering of
Mg,n that branches over the Deligne-Mumford boundary.
This implies that on B there also is a well-defined stratification by sig-
nature, where each stratum is a locally closed submanifold of complex
codimension given by the number of nodes of a surface of that signature
(i. e. the number of edges of the graph). If φ, U and B˜ are as above, then
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the restriction of φ to every stratum of the stratification by signature on
U is a (non-branched) covering of the corresponding stratum on B˜. Also,
one can pull back the parametrised desingularisations from 2. above over
the strata on each B˜ to the strata on B to get over each such stratum Bi
a parametrised desingularisation (ρ : Sˆ → Bi, Rˆ∗, Nˆ).
4. Last, one can examine the interactions between universal families of type
(g, n), where g is fixed, but for different values of n, in these local models.
In the genus g = 0 case, it is well known that M0,n is a closed complex
manifold itself (follows from the results in [RS06] because a stable sphere
carries no nontrivial automorphisms) and there is a well-defined smooth
map M0,n+1 → M0,n that is defined by forgetting the (n + 1)st marked
point and stabilising. Furthermore, this map M0,n+1 → M0,n defines a
universal marked nodal family, see [RS06], Example 6.7.
In the higher genus case, the situation is built around the following model:
Let (S, j, r∗, ν) and (S˜, j˜, r˜∗, ν˜) be stable marked nodal Riemann surfaces
of types (g, n) and (g, n+1), respectively. (S, j, r∗, ν) is said to be obtained
from (S˜, j˜, r˜∗, ν˜) by forgetting the last marked point and stabilising, if the
following holds: Let S˜i be the connected component of S˜ with r˜n+1 ∈ S˜i.
One has to distinguish three cases:
(a) If S˜i together with the special points on it other than r˜n+1 is still
stable, then define S˜′ := S˜, j˜′ := j˜, r˜′∗ := (r˜1, . . . , r˜n) and ν˜ ′ := ν˜.
Otherwise, define S˜′ := S˜ \ S˜i and j˜′ := j˜|S˜′ . S˜i then is a sphere with
three special points, for if the genus of S˜i is ≥ 2, then it is stable without
any special points and if the genus is 1, then because (g, n) is also a stable
type, i. e. n ≥ 1, and S˜ is connected, S˜i either contains a marked point
other than r˜n+1 (if S˜ = S˜i is connected) or a nodal point. The other two
special points apart from r˜n+1 then are either a nodal point and another
marked point or two nodal points.
(b) In the first case, let r˜l be the second marked point on S˜i and let n˜
2
d
be the nodal point on S˜i. Define r˜
′∗ = (r˜1, . . . , n˜1d, . . . , r˜n), where n˜
1
d
replaces r˜l, and ν˜
′ := {{n˜11, n˜21}, . . . , {n˜1d−1, n˜2d−1}}.
(c) In the second case, the two nodal points cannot correspond to the
same node, for that would imply by connectedness of S˜ that S˜ = S˜i,
so g = 1 and there would be at least two marked points. So assume
ν˜ = {{n˜11, n˜21}, . . . , {n˜1d, n˜2d}} and that the two nodal points on S˜i are
n˜2d−1 and n˜
1
d. Define r˜
′∗ := (r˜1, . . . , r˜n) and
ν˜ ′ := {{n˜11, n˜21}, . . . , {n˜1d−2, n˜2d−2}, {n˜1d−1, n˜2d}}.
In all of these cases, (S˜′, j˜′, r˜′∗, ν˜ ′) is a stable marked nodal surface of type
(g, n). If (S˜′, j˜′, r˜′∗, ν˜ ′) and (S, j, r∗, ν) are isomorphic, then the latter is
said to be obtained from the former by forgetting the last marked point
and stabilising.
Furthermore, the choice of such an isomorphism defines a (open and
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closed) holomorphic embedding of S into S˜ that maps special points to
special points (but may map a marked point to a nodal point). Also,
this inclusion defines an injection of Aut(S˜, j˜, r˜∗, ν˜) into Aut(S, j, r∗, ν)
(because the automorphism group of a sphere with three special points
is trivial). More precisely, there is a one-to-one correspondence between
points on S that are not nodal points or pairs of nodal points correspond-
ing to the same node and stable marked nodal surfaces (S˜, j˜, r˜∗, ν˜) of type
(g, n+ 1) up to unique equivalence as above:
If z ∈ S is neither a marked point nor a nodal point, define S˜ := S, j˜ := j,
r˜i := ri for i = 1, . . . , n, rn+1 := z and ν˜ := ν. This corresponds to case
(a) above, which conversely defines z := r˜n+1.
If z = rl ∈ S for some l ∈ {1, . . . , n}, define S˜ := S q S2, where
S2 = C ∪ {∞}, j˜|S = j and j˜|S2 is the standard complex structure,
r˜i = ri for i = 1, . . . , n with i 6= l, r˜l = ∞ ∈ S2, r˜n+1 := 1 ∈ S2 and
ν˜ := ν ∪ {{rl, 0}} (0 ∈ S2). This corresponds to case (b) above, which
conversely defines z := r˜l.
If w. l. o. g. ν = {{n11, n21}, . . . , {n1d−1, n2d−1}} and z = {n1d−1, n2d−1}, define
S˜ := S q S2, j˜|S = j and j˜|S2 the standard complex structure, r˜i := ri
for i = 1, . . . , n, rn+1 := 1 ∈ S2 and
ν˜ := {{n11, n21}, . . . , {n1d−2, n2d−2}, {n1d−1, 0}, {∞, n2d−1}}.
This corresponds to case (c) above, which conversely defines z := {n˜1d−1, n˜2d}.
Marked nodal families of Riemann surfaces of type (g, n) that define an orbifold
branched covering of Mg,n that branches over the Deligne-Mumford boundary
(hence in particular local universal marked nodal families) are a special case of
a type of marked nodal family that is called regular in [RS06] (Definition 12.1)
and for which the above construction of forgetting the last marked point and
stabilising has a global generalisation.
Definition II.8. Let (pi : Σ → B,R∗) be a marked nodal family of Riemann
surfaces. Let C ⊆ Σ be the submanifold of nodal points, which comes with the
immersion pi|C : C → B. Given b ∈ B, (pi : Σ→ B,R∗) is called regular at b if
all self-intersections of pi(C) in b are transverse in the following sense: Either
b 6∈ pi(C) or if b ∈ pi(C), let Cb := C ∩ Σb = {n1, . . . , nd}, a finite set of points.
Then for all 1 ≤ m ≤ d, 1 ≤ i1 < · · · < im ≤ d
dimC(im(pi∗,ni1 ) ∩ · · · ∩ im(pi∗,nim )) = dimC(B)−m.
(pi : Σ→ B,R∗) is called regular if it is regular at all points b ∈ B.
By definition of a marked nodal family of Riemann surfaces, in the notation
of the previous definition and if b ∈ pi(C), the following hold: For i = 1, . . . , d
there exist neighbourhoods Ui ⊆ Σ of the ni not containing any of the marked
points, neighbourhoods Vi ⊆ B of b and holomorphic maps xi, yi : Ui → D,
zi : Vi → D obtained from a nodal coordinate system as in Equation II.2
s. t. (xi, yi) : Ui → D2 and zi : Vi → D are submersions and zi ◦ pi|Ui = xiyi :
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Ui → D. Also, C ∩ Ui = (xi, yi)−1(0, 0), pi∗ : ker((xi, yi)∗) → ker(zi,∗) is an
isomorphism and im(pi∗,ni) = ker(zi,∗). Making the Ui and Vi smaller, one
can assume that V1 = · · · = Vd =: V . The transversality condition above
then states that the zi,∗,b : TbB → T0D are linearly independent. By the
implicit function theorem, after possibly making V and the Ui smaller, one
hence can find holomorphic functions t1, . . . , tk : V → D, k := dimC(B) − d,
s. t. (z1, . . . , zd, t1, . . . , tk) : V → DdimC(B) is a holomorphic coordinate system on
B and s. t. (z1◦pi|Ui , . . . , zi−1◦pi|Ui , xi, yi, zi+1◦pi|Ui , . . . , zd◦pi|Ui , t1◦pi|Ui , . . . , tk◦
pi|Ui) : Ui → DdimC(Σ) is a holomorphic coordinate system on Σ.
Lemma II.1. Let (pi : Σ→ B,R∗) be a regular marked nodal family of Riemann
surfaces of type (g, n). Then there exists a regular marked nodal family of
Riemann surfaces (p˜i : Σ˜→ Σ, R˜∗) of type (g, n+1) together with a holomorphic
map pˆi : Σ˜→ Σ with the following properties:
Σ˜
pˆi //
p˜i

Σ
pi

Σ
pi // B
	
commutes. Also, let (S, j, r∗, ν), b ∈ B, ιˆ : S → Σ be a desingularisation of Σb
and let (S˜, j˜, r˜∗, ν˜) be a stable marked nodal Riemann surface of type (g, n+ 1)
s. t. (S, j, r∗, ν) is obtained from (S˜, j˜, r˜∗, ν˜) by forgetting the last marked point
and stabilising. Let κ : S → S˜ be the resulting embedding. Then there exists a
unique z ∈ Σb and a unique ι˜ : S˜ → Σ˜z ⊆ Σ˜ s. t. (S˜, j˜, r˜∗, ν˜), z ∈ Σ, ι˜ : S˜ → Σ˜
is a desingularisation and pˆi ◦ ι˜ ◦ κ = ιˆ:
S˜
ι˜ // Σ˜
pˆi

S
ιˆ //
κ
OO
Σ.
	
The stratification by signature on Σ as base space of the marked nodal family
(p˜i : Σ˜→ Σ, R˜∗) is given in the following way: For every stratum C ⊆ B of the
stratification by signature on B consider the following subsets of pi−1(C): The
complement of the markings and nodes in pi−1(C), for every marking Ri the
subset Ri(C) and the connected components of the set of nodes in pi
−1(C). In
particular, the restriction of pi to each of these is a submersion onto C.
If (pi : Σ → B,R∗) is a local universal family or defines an orbifold branched
covering of Mg,n, then so does (p˜i : Σ˜→ Σ, R˜∗) (of Mg,n+1).
Proof. Let (pi : Σ → B,R∗) be as in the statement of the lemma. The goal is
to show that for every z ∈ Σ there exists a neighbourhood U ′ ⊆ Σ of z that is
the domain of a (nodal) coordinate system as in Definition II.3, 1. and is also
the base of a marked nodal family of the type indicated in the statement of
the lemma. I will only indicate the definitions of Σ˜, p˜i, pˆi and the R˜i, which
are a variation of the constructions in the proof of Theorem 5.6 in [RS06]. The
smooth structure on Σ˜ is then also defined analogously to the smooth structures
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defined in that reference and the other properties of pˆi follow from the remarks
in 4. preceeding Definition II.8.
The statements about local universal families and orbifold branched coverings
then follow because applying the construction below to the explicit local models
from Construction II.1 produces again one of those local models.
If z ∈ Σb is not one of the marked or nodal points, let U ′ ⊆ Σ be a neighbour-
hood of z disjoint from all the marked or nodal points and s. t. pi|U ′ : U ′ → B is
a holomorphic submersion onto B. Define Σ˜|U ′ := (pi|U ′)∗Σ, p˜i|Σ˜|U′ : Σ˜|U ′ → U
′
is the canonical projection, R˜i := (pi|U ′)∗Ri for i = 1, . . . , n and R˜n+1(z′) :=
z′ ∈ Σpi(z′) = Σ˜z′ . The restriction pˆi|Σ˜|U′ : Σ˜|U ′ → Σ is given by the canonical
map (pi|U ′)∗Σ→ Σ.
If z = Rl(b) for some l ∈ {1, . . . , n}, then there exists a neighbourhood U ′ ⊆ Σ
of z that does not contain any nodal points or marked points aside from those
of the form Rl(b
′) for b′ ∈ B. Also, as in Construction II.1, 4., one can assume
that there exists a holomorphic function x′ : U ′ → D s. t. (pi|U ′ , x′) : U ′ →
B×D is a holomorphic coordinate system on U ′ and that x′(Rl) = {0}. Define
U := (pi|U ′)∗U ′ ⊆ (pi|U ′)∗Σ and x := x′ ◦ Φ : U → D, where Φ : U → U ′ is the
canonical bundle map covering pi|U ′ : U ′ → B. Consider V := U ′×D ⊆ U ′×S2
and the function y : V → D given by projection onto the second factor. Let
q1 : (pi|U ′)∗Σ → U ′, q2 : U ′ × S2 → U ′ be the projections and let K := {ξ ∈
U | |x(ξ)| ≤ |x′(q1(ξ))| 6= 0}, L := {ξ′ ∈ V | |y(ξ′)| ≤ |x′(q2(ξ))| 6= 0}. Denoting
Σˆ1 := (pi|U ′)∗Σ \ K, Σˆ2 := (U ′ × S2) \ L one can define Σ˜|U ′ := Σˆ1 q Σˆ2/∼,
where the equivalence relation is defined as in Construction II.1, 4. Namely
ξ ∼ ξ′ for ξ ∈ U , ξ′ ∈ V with q1(ξ) = q2(ξ′) and either x(ξ)y(ξ′) = x′(q1(ξ)) 6= 0
or x(ξ) = y(ξ′) = x′(q1(ξ)) = 0.
The projection p˜i|Σ˜|U′ : Σ˜|U ′ → U
′ is then induced by the map q1qq2 : Σˆ1qΣˆ2 →
U ′.
The markings R˜i for i ∈ {1, . . . , n} \ {l} are defined by R˜i := (pi|U ′)∗Ri ⊆
(pi|U ′)∗Σ \ U ⊆ Σ˜|U ′ . R˜l := U ′ × {∞} ⊆ U ′ × S2 \ V ⊆ Σ˜|U ′ and R˜n+1 :=
U ′ × {1} ⊆ U ′ × S2 \ V ⊆ Σ˜|U ′ .
The restriction pˆi|Σ˜|U′ : Σ˜|U ′ → Σ is given as follows: On (pi|U ′)
∗Σ \ U , pˆi|Σ˜|U′
is given by the canonical morphism (pi|U ′)∗Σ → Σ. To define pˆi|Σ˜|U′ on the
remaining part of Σ˜|U ′ , let ζ ∈ U ′. If x′(ζ) = 0, Σ˜ζ is the union of Σpi(ζ) with S2,
with Rl(pi(ζ)) ∈ Σpi(ζ) and 0 ∈ S2 identified. Let pˆi|Σ˜ζ be the identity on Σpi(ζ)
and on S2 the constant map to Rl(pi(ζ)). If x
′(ζ) 6= 0, Σ˜ζ is given by the union
of Σpi(ζ)\{z′ ∈ Σpi(ζ) | |x′(z′)| ≤ |x′(ζ)|} with S2\{z′ ∈ S2 | |z′| ≤ |x′(ζ)|}, where
w ∈ D \ {z′ ∈ S2 | |z′| ≤ |x′(ζ)|} ⊆ S2 \ {z′ ∈ S2 | |z′| ≤ |x′(ζ)|} is identified
with (x′|U ′
pi(ζ)
)−1
(
x′(ζ)
w
)
, where U ′pi(ζ) := U
′ ∩ Σ|pi(ζ). Let pˆi|Σ˜|U′ be the identity
on Σpi(ζ) \ {z′ ∈ Σpi(ζ) | |x′(z′)| ≤ |x′(ζ)|} and on S2 \ {z′ ∈ S2 | |z′| ≤ |x′(ζ)|}
be given by the map w 7→ (x′|U ′
pi(ζ)
)−1
(
x′(ζ)
w
)
. This is then a well-defined
holomorphic diffeomorphism that maps ∞ ∈ S2 to (x′|U ′
pi(ζ)
)−1(0) = Rl(pi(ζ))
and 1 ∈ S2 to (x′|U ′
pi(ζ)
)−1(x′(ζ)) = ζ.
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Finally, for z one of the nodes, let the notation be as in the remark just before
the statement of the lemma and assume w. l. o. g. that z = n1. Denote U
′ := U1,
(x, y) := (x1, y1) : U
′ → D2, z′ := z1 : V → D. Let Ci := C∩Ui, C ′ := C1. Note
that (pi|U ′)∗(Σ \C ′) is a well-defined complex manifold and the projection onto
U ′ at every point is either a holomorphic submersion or has a neighbourhood
that is the domain of nodal coordinates as in II.2. I. e. (pi|U ′)∗(Σ \ C ′) → U ′
satisfies the definition of a marked nodal family of Riemann surfaces, apart
from the properness condition and the fibres are punctured marked nodal sur-
faces instead of marked nodal surfaces. This is clear away from the subsets
(pi|U ′)∗Ci, for the projection pi is a submersion away from the nodes. In a
neighbourhood of one of the (pi|U ′)∗Ci for i ≥ 2, i = 2, say, w. r. t. the co-
ordinates described before the statement of the lemma, an explicit descrip-
tion of (pi|U ′)∗(Σ \ C ′) → U ′ is the following: pi|U ′ : U ′ → V in coordi-
nates is the map f1 : Dk+1 → Dk, (x, y, z2, . . . , zk) 7→ (xy, z2, . . . , zk), k :=
dimC(B), whereas pi|U2 : U2 → V in coordinates is the map f2 : Dk+1 → Dk,
(z1, x2, y2, z3, . . . , zk) 7→ (z1, x2y2, z3, . . . , zk). The pullback of the latter by the
former hence explicitely is given by the map with domain
{(w1, w2) ∈ Dk+1 × Dk+1 | f1(w1) = f2(w2)}
= {((x, y, x2y2, z3, . . . , zk), (xy, x2, y2, z3, . . . , zk)) ∈ Dk+1 × Dk+1 |
(x, y, x2, y2, z3, . . . , zk) ∈ Dk+2} ∼= Dk+2
and projection given by (x, y, x2, y2, z3, . . . , zk) 7→ (x, y, x2y2, z3, . . . , zk). Now
to turn (pi|U ′)∗(Σ\C ′) into a marked nodal family, work in the local coordinates
as before and consider the subset
K := {(ζ, z′) ∈ U ′ × S2 | x(ζ) 6= 0, |z′| ≤ |x(ζ)|}
∪ {(ζ, z′) ∈ U ′ × S2 | y(ζ) 6= 0, |z′| ≥ 1|y(ζ)|}
of U ′×S2. Then Σ˜|U ′ := (pi|U ′)∗(Σ\C ′)q(U ′×S2\K)/∼, where the equivalence
relation is defined as follows:
If ζ ∈ U ′ has coordinates (x(ζ), y(ζ), z1(ζ), . . . , zk(ζ)) with x(ζ) 6= 0, y(ζ) 6= 0,
then z′ ∈ {ζ}×S2\K is identified with the point on ((pi|U ′)∗(Σ\C ′))ζ = Σpi(ζ)\C ′
with coordinates
(
x(ζ)
z′ , z
′y(ζ), z2(ζ), . . . , zk(ζ)
)
.
If ζ ∈ U ′ has coordinates (x(ζ), y(ζ), z1(ζ), . . . , zk(ζ)) with x(ζ) = 0, y(ζ) 6= 0,
then z′ ∈ {ζ} × S2 \K with z′ 6= 0 is identified with the point on ((pi|U ′)∗(Σ \
C ′))ζ = Σpi(ζ) \ C ′ with coordinates (0, z′y(ζ), z2(ζ), . . . , zk(ζ)).
Analogously, if ζ ∈ U ′ has coordinates (x(ζ), y(ζ), z1(ζ), . . . , zk(ζ)) with x(ζ) 6=
0, y(ζ) = 0, then z′ ∈ {ζ} × S2 \K with z′ 6=∞ is identified with the point on
((pi|U ′)∗(Σ \ C ′))ζ = Σpi(ζ) \ C ′ with coordinates
(
x(ζ)
z′ , 0, z2(ζ), . . . , zk(ζ)
)
.
Finally, if ζ ∈ U ′ has coordinates (0, 0, z1(ζ), . . . , zk(ζ)), then no identification
takes place.
The projection p˜i|Σ˜|U′ : Σ˜|U ′ → U
′ is induced by the projections (pi|U ′)∗(Σ \
C ′)→ U ′ and U ′ × S2 → U ′.
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The markings R˜i for i = 1, . . . , n are given by the images of the pullbacks
(pi|U ′)∗Ri under the projection to the quotient Σ˜|U ′ and R˜n+1 is the image of
U ′ × {1} under the projection to Σ˜|U ′ .
The restriction pˆi|Σ˜|U′ : Σ˜|U ′ → Σ to the image of (pi|U ′)
∗(Σ \ C ′) is given
by the canonical map to Σ. This covers all of Σ˜|U ′ apart from the points
{(ζ, 0) ∈ U ′ × S2 | x(ζ) = 0}, {(ζ,∞) ∈ U ′ × S2 | y(ζ) = 0} and {(ζ, z′) ∈
U ′ × S2 | x(ζ) = y(ζ) = 0}. Each such point (ζ, z′) is mapped to the point
Σpi(ζ) ∩ C ′ in Σpi(ζ).
Note that by construction, under pˆi|Σ˜|U′ , the point corresponding to (ζ, 1) ∈
U ′ × S2, i. e. R˜n+1(ζ) is mapped to ζ.
The important thing here is the following: In the notation from before, lo-
cally the projection in a neighbourhood of the first node looks like the map
f1 : Dk+1 → Dk, (x, y, z2, . . . , zk) 7→ (xy, z2, . . . , zk), and analogously for the
other nodes. In these local coordinates, the pullback of fi for i ≥ 2 by f1
gave a well-defined nodal coordinate system. But for i = 1 this is not the
case, because both the subset {x = 0} and the subset {y = 0} get mapped to
{0} × Dk−1, the stratum along which the first node perseveres. So the set of
nodes in the naive pullback of f1 by itself would have a set of nodes that looks
like two hyperplanes intersecting transversely at the origin, which is not a sub-
manifold, hence there can’t exist a nodal coordinate system at this intersection.
The construction above then “resolves” this intersection by inserting a sphere,
producing two different nodes at (0, 0, z2, . . . , zk), one corresponding to the one
which perseveres along (0, y, z2, . . . , zk), the other to the one that perseveres
along (x, 0, z2, . . . , zk).
As long as one does not impose any compactness condition, the existence of a
local universal family s. t. the induced map to Mg,n is surjective is shown in
[RS06], Proposition 6.3. In the genus g = 0 case, one can also find such a family
even with compact base space, for M0,n itself is a complex manifold. In the
case of genus g > 0, such a result will not hold true. But one can ask instead
for the existence of a marked nodal family (pi : Σ → B,R∗) that defines an
orbifold branched covering of Mg,n that branches over the Deligne-Mumford
boundary, maps B surjectively onto Mg,n and has a compact base space B. By
the previous lemma, if one can show such a result for Riemann surfaces of type
(g, n), then the result also holds for all (g, n′) with n′ ≥ n. First results in this
direction were proved by Looijenga in [Loo94], where it is shown that Mg has
a finite branched covering by a smooth projective variety. The difference to the
result that I would like to use here is that this covering morphism does not come
from a marked nodal family (which requires in particular the total space Σ to be
smooth), which is not the case for the branched covering constructed in [Loo94].
But, although the construction in [Loo94] doesn’t produce the desired result, see
Proposition 1.4 in [BP00], there seems (to the author’s limited understanding
of algebraic geometry) to be a generalisation of that construction, see Theorem
3.9 in op. cit. This shows, in conjunction with the previous lemma, i. e. apply
Theorem 3.9 in [BP00] to get the marked nodal family (pi : Σ→M,R∗) below
and then apply the previous Lemma to get the families (pi` : Σ` →M `, R`∗, T `∗)
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for ` ≥ 1, the following conjecturally stated result.
Proposition II.1. There exists a sequence of marked nodal families (pi` : Σ` →
M `, R`∗, T `∗) for ` ≥ 0 of Riemann surfaces of type (g, n + `), with markings
R`1, . . . , R
`
n, T
`
1 , . . . , T
`
` s. t. Σ
` = M `+1 for all ` ≥ 0, together with maps pˆi` :
Σ`+1 → Σ` s. t.
· · · pˆi`+1 // Σ`+1 pˆi
`
//
pi`+1

Σ`
pˆi`−1 //
pi`

Σ`−1
pˆi`−2 //
pi`−1

· · · pˆi1 // Σ1 pˆi
0
//
pi1

Σ0
pi0

Σ
pi
· · · pi`+1 //M `+1 pi
`
//M `
pi`−1 //M `−1
pi`−2 // · · · pi1 //M1 pi
0
//M0 M
Σ`
pˆi`−1 //
pi`

Σ`−1
pi`−1

M `
pi`−1 //
R`j
CC
M `−1
R`−1j ∀ j = 1, . . . , n
[[
Σ`
pˆi`−1 //
pi`

Σ`−1
pi`−1

M `
pi`−1 //
T `j
CC
M `−1
T `−1j ∀ j = 1, . . . , `− 1
[[
all commute,
pˆi`−1 ◦ T `` = id : Σ`−1 →M `
and where M is assumed to be closed, and hence so are the M ` for all ` ≥ 0.
Furthermore, for all ` ≥ 0, (pi` : Σ` →M `, R`∗, T `∗) defines an orbifold branched
covering of Mg,n+` that branches over the Deligne-Mumford boundary and for
every z ∈ Σ` = M `+1, putting b := pi`(z) ∈M `, the map
pˆi`−1z : (Σ
`
z, R
`
1(z), . . . , R
`
n(z), T
`
1(z), . . . , T
`
`−1(z))→
→ (Σ`−1b , R`−11 (b), . . . , R`−1n (b), T `−11 (b), . . . , T `−1`−1 (b))
is stabilising, i. e. biholomorphic on every stable component of
(Σ`z, R
`
1(z), . . . , R
`
n(z), T
`
1(z), . . . , T
`
`−1(z))
and constant on every unstable component (of which there is at most one). For
` > k denote the compositions
pˆi`k := pˆi
k ◦ pˆik+1 ◦ · · · ◦ pˆi`−1 : Σ` → Σk
and
pi`k := pi
k ◦ pik+1 ◦ · · · ◦ pi`−1 : M ` →Mk.
If M `i is a stratum of the stratification of M
` by signature, then for k ≤ ` there
exists a signature j(i) s. t. pi`k|M`i : M
`
i →Mkj(i) is a submersion.
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Definition II.9. In the notation of the proposition above, a component of Σ`b,
for any b ∈M ` and ` ∈ N, that is mapped to a point under pˆi`0 is called a ghost
component.
On the spaces in Proposition II.1 there are also canonical actions of permutation
groups of the last ` markings, as follows directly from the construction of the
spaces Σ`, M ` and maps pi`, pˆi`.
Proposition II.2. In the notation of the previous proposition:
For ` ≥ 1, let S` be the group of permutations {1, . . . , `}. Then there exist
actions σ` and σˆ` of S` on M
` and Σ` s. t.
S` × Σ` σˆ
`
//
id×pi`

Σ`
pi`

S` ×M ` σ
`
//M `
(II.3)
commutes.
Furthermore, for any g ∈ S` and k ∈ {1, . . . , `},
σˆ`g−1 ◦ T `k ◦ σ`g = T `g(k) (II.4)
and under the inclusion S` ⊆ S`+1 as permutations of {1, . . . , `+1} leaving `+1
fixed and the identification Σ` = M `+1,
Σ`+1
σˆ`+1g //
pˆi`

Σ`+1
pˆi`

Σ`
σˆ`g // Σ`
M `+1
σ`+1g //
pi`

M `+1
pi`

M `
σ`g //M `
(II.5)
commute and
σˆ` = σ`+1|S`×M`+1 : S` × Σ` → Σ`. (II.6)
Denoting by τ`,`+1 ∈ S`+1 the transposition exchanging ` and `+ 1,
pˆi`−1 = pi` ◦ σ`+1τ`,`+1 : M `+1 = Σ` →M ` = Σ`−1. (II.7)
Proof. Again, not a complete proof, just a description of the construction of
the actions.
Actually, the above characterisation serves at the same time as definition of
these actions by induction: Because S1 = {id}, the actions on M1 and Σ1 are
automatically the identity. Now assume that the actions of Sk for k = 1, . . . , `
have been defined. Equation II.6 defines the restriction of σ`+1 to S` ×M `+1.
Equation II.4 requires that, for g ∈ S`, i. e. g(` + 1) = ` + 1, and b ∈ M `+1,
σˆ`+1g (T
`+1
`+1 (b)) = T
`+1
`+1 (σ
`+1
g (b)). Equation II.5 then gives σˆ
`
g ◦ pˆi`(T `+1`+1 (b)) =
pˆi`(T `+1`+1 (σ
`+1
g (b))) ∈ Σ`pi`(b). Defining z := pˆi`(T `+1`+1 (b)) ∈ Σ`pi`(b), this shows that
Σ`
pi`(b)
is obtained from Σ`+1b by forgetting the last marked point and stabilising
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associated to the point z and Σ`
pi`(σ`+1g (b))
is obtained from Σ`+1
σ`+1g (b)
by forgetting
the last marked point and stabilising associated to the point σˆ`g(z). Lemma II.1
then gives a unique lift σˆ`+1g : Σ
`+1
b → Σ`+1σ`+1g (b) of σˆ
`
g : Σ
`
pi`(b)
→ Σ`
σ`g(pi
`(b))
that
maps T `+1`+1 (b) to T
`+1
`+1 (σ
`+1
g (b)).
Because S`+1 is generated by S` and τ`,`+1, it suffices to define σ
`+1
τ`,`+1
and σˆ`+1τ`,`+1 .
Now M `+1 by definition in Lemma II.1 is the union of (Σ` ×pi`,M`,pi` Σ`) \ C,
where C is the diagonal in this fibre product over the nodes and markings in
Σ`, with a collection of spheres. The action of σ`+1τ`,`+1 is then the one induced
by the action on Σ`×pi`,M`,pi` Σ` exchanging the factors, and the identity on the
spheres filling in C.
σˆ`+1τ`,`+1 is then defined analogously to σˆ
`+1
g for g ∈ S` before.
The compactness statement in Proposition II.1 is important for the following
reason: In the genus g = 0 case, M0,n is a compact complex manifold, hence
in particular it is oriented and carries a fundamental class in its top homology
group (with any coefficient group). Hence any smooth (or continuous) map
from M0,n to another manifold defines a homology class in that manifold. Now
in the case of positive genus this holds no longer true for Mg,n itself. But for
any universal marked nodal family (pi : Σ → M,R) of type (g, n), Mg,n is the
quotient space of the associated groupoid as in Definition 6.4 in [RS06]. As such
both Mg,n as its quotient space and M as the space of objects of this groupoid
carry a stratification by orbit type, see [PPT10], esp. Section 5. A stratum
of M in this stratification is a connected component of an equivalence class
of the relation on M given by abstract isomorphism of automorphism groups.
The stratification on Mg,n is then the one induced by the quotient map. Since
the morphisms of the associated groupoid are given by isomorphisms of nodal
surfaces, this stratification respects the stratification by signature. Now let (pi :
Σ→M,R∗) be a marked nodal family of Riemann surfaces of type (g, n) with
M closed and s. t. the induced map υ : M →Mg,n defines an orbifold branched
covering that branches over the Deligne-Mumford boundary. Let
◦
M be the top-
dimensional part of the stratification by signature, i. e. the set of those b ∈ M
s. t. Σb is a smooth Riemann surface. Let correspondingly Mg,n be the part of
Mg,n consisting of the equivalence classes of smooth Riemann surfaces. Then
Mg,n is an orbifold, an orbifold structure (in the sense of Definition 2.4 in [RS06])
being defined by the restriction of the orbifold structure for Mg,n constructed
in [RS06]. By definition,
◦
υ := υ| ◦
M
:
◦
M →Mg,n defines a (finite non-branched)
orbifold covering. Defining
◦
Σ := Σ| ◦
M
,
◦
R∗ := R∗| ◦
M
, one can hence form the
associated groupoid to the marked family of Riemann surfaces (
◦
Σ→
◦
M,
◦
R∗) as
in Definition 6.4 in [RS06], which defines a groupoid structure on Mg,n. υ as a
branched orbifold covering is an open map and since M is assumed compact,
it is also a closed map. Since Mg,n is connected, the restriction of υ to every
connected component of M is surjective and one can assume w. l. o. g. that M is
connected as well. Since the complement of
◦
M in M consists of submanifolds of
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real codimension at least two,
◦
M is then connected as well. Since the groupoid
associated to (
◦
Σ→
◦
M,
◦
R∗), being complex is oriented, the stratification by orbit
type on
◦
M has a unique connected top-dimensional stratum and all other strata
have codimension at least two in
◦
M . Denote this top-dimensional stratum by
◦◦
M .
Because M is compact, one can assign two well-defined numbers, |O(
◦◦
M)|, the
length of the orbit O(b) of any point b ∈
◦◦
M (by compactness of M this is
a finite number) and |Aut(
◦◦
M)|, the order of the automorphism group Aut(b)
of any point b ∈
◦◦
M (which is a finite number by properness of the groupoid,
irrespective of whether M is compact or not). With the help of these, to any
map f : Mg,n → X, where X is any manifold, s. t. f ◦ piMMg,n : M → X
is smooth, piMMg,n being the quotient projection, one can assign a well-defined
rational pseudocycle (as defined in Section 1 of [CM07])
1
|Aut(
◦◦
M)||O(
◦◦
M)|
f ◦ piMMg,n |◦◦M .
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II.2 Spaces of sections
This section is preparatory in nature. Since it is also largely independent of the
rest of the text, it is suggested to only read the necessary definitions in Sub-
section II.2.1 and then skip to the definitions of the Sobolev spaces of sections
defined in Subsections II.2.3 and II.2.4.
II.2.1 Riemannian submersions and the vertical exponential map
Definition II.10. A Riemannian submersion is a surjective submersion pi :
W → Σ between Riemannian manifolds (W, g) and (Σ, h) s. t. the distribution
HW := VW⊥ ⊆ TW (i. e. HwW := (VwW )⊥ ⊆ TwW for all w ∈ W ) given
by the orthogonal complement to the vertical distribution VW = kerDpi has
the property that Dpi|HW : HW → TΣ is a fibrewise isometry and hence in
particular defines the horizontal distribution of a connection on pi : W → Σ.
Denote by prTWVW : TW → VW the orthogonal projection along HW .
For 0 ≤ k ≤ ∞, denote by Γk(W ) the space of sections of pi : W → Σ of class
Ck, Γ(W ) := Γ∞(W ).
Remark II.3. Denote by piTWW : TW → W the tangent bundle projection and
by piVWW := pi
TW
W |VW : VW → W that of VW . The latter then defines a
Riemannian vector bundle equipped with a Riemannian connection: The metric
is simply the restriction of the metric on TW and the covariant derivative is
given by ∇⊥Xξ := prTWVW (∇WX ξ), for ξ ∈ Γ(VW ), X ∈ TW , where on the right
hand side the Levi-Civita covariant derivative on W features. This gives a
well-defined covariant derivative that is compatible with the metric: Linearity
is immediate, the Leibniz rule follows from prTWVW |VW = id and for X ∈ TW ,
ξ, ζ ∈ Γ(VW ),
X〈ξ, ζ〉 = 〈∇WX ξ, ζ〉+ 〈ξ,∇WX ζ〉
= 〈prTWVW (∇WX ξ), ζ〉+ 〈ξ,prTWVW (∇WX ζ)〉
= 〈∇⊥Xξ, ζ〉+ 〈ξ,∇⊥Xζ〉.
It follows that for u ∈ Γ(W ), u∗VW is a Riemannian vector bundle equipped
with a Riemannian connection. The covariant derivative on sections Γ(u∗VW ) =
{ξ : Σ → VW | piVWW ◦ ξ = u} is given by ∇Xξ = prTWVW (∇WDu(X)ξ). This
is well-defined (remember that u, being a section, is an embedding), for if
γ : (−ε, ε) → Σ is a path with γ˙(0) = X, then u ◦ γ is a path in W with
γ˙(0) = Du(X) and ξ ◦ γ defines a vector field along this path.
The main goal in the following is to define Sobolev spaces of sections of a
Riemannian submersion pi : W → Σ. The rough guide to this is to define charts
around smooth sections u : Σ → W of pi by considering the Sobolev space of
sections of the pullback vector bundle u∗VW . The Riemannian structure is
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as defined above and the Sobolev class high enough for this Sobolev space to
consist of continuous sections. These are mapped to Γ0(W ) via the vertical
exponential map exp⊥ : VW →W , which for ξ ∈ VwW , w ∈W , pi(w) = z ∈ Σ,
i. e. ξ ∈ TwWz, is given by the exponential map in the fibre Wz with the induced
metric. The main result to be proved for this to be well-defined is smoothness
(or differentiability of class Ck for some k ≥ 0) of the transition functions.
Definition II.11. Let pi : W → Σ be a Riemannian submersion. The vertical
exponential map is the map
exp⊥ : VW →W
ξw 7→ expWpi(w)w (ξw),
where exp
Wpi(w)
w : TwWpi(w) = VwW → Wpi(w) ⊆ W is the exponential map on
the Riemannian manifold (with the induced metric as a submanifold of W )
Wpi(w) = pi
−1(pi(w)).
To compute the differentials of the transition functions mentioned above, one
needs to consider the differential of this vertical exponential map, D exp⊥ :
TVW → TW . The range TW of this map, as a bundle over W , decomposes
into the subbundles HW and VW given by the structure of a Riemannian
submersion. The domain TVW of this map, as a vector bundle over VW ,
decomposes into a number of subbundles, the decomposition being given by the
connection on VW and structure of Riemannian submersion in the following
way: First, because the vector bundle piVWW : VW → W carries a connection,
TVW ∼= HVW ⊕ V VW ∼= ((piVWW )∗TW ) ⊕ ((piVWW )∗VW ). Second, because
one has the decomposition TW = HW ⊕ VW , one can further decompose
(piVWW )
∗TW ∼= ((piVWW )∗HW )⊕ ((piVWW )∗VW ) and hence
TVW ∼= ((piVWW )∗HW )⊕ ((piVWW )∗VW )⊕ ((piVWW )∗VW ). (II.8)
Denote the first of these summands by HhHW , the second one by HvHW , i. e.
HhHW := {X ∈ HVW | (piVWW )∗(X) ∈ HW}
HvHW := {X ∈ HVW | (piVWW )∗(X) ∈ VW}.
For z ∈ Σ, one has the inclusion Wz ↪→W which results in an inclusion TWz ↪→
TW , with image (by definition of VW ) VW |Wz ⊆ TW and hence another
inclusion TTWz ↪→ TVW . Now TTWz, Wz being a Riemannian manifold
with the induced metric, and hence equipped with the Levi-Civita connection,
decomposes into horizontal and vertical subspaces HTWz and V TWz as well.
A basic result about Riemannian submersions, see e. g. [Sak96], Section II.6,
Proposition 6.1, p. 75, shows that this decomposition coincides with the second
and third summand of the above decomposition:
TVW |Wz ∼= HhVW |TWz ⊕HTWz ⊕ V TWz, (II.9)
or in other words, TTWz ∼= HvVW |TWz⊕V VW |TWz Also, the second and third
summand above, under D exp⊥ : TVW → TW ∼= HW ⊕ VW , get mapped to
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VW .
The reason this is relevant is the following: Let u : Σ→W be a smooth section
and let ξ ∈ Γ(u∗VW ), i. e. ξ : Σ → VW with piVWW ◦ ξ = u. Then one in par-
ticular wants to compute D(exp⊥ ◦ξ) = D exp⊥ ◦Dξ : TΣ → TW . Now Dξ :
TΣ → TVW with respect to decomposition II.8 is given by (Dhu,Dvu,∇·ξ),
where Dhu := prTWHW ◦Du is given by horizontal lift from TΣ to TW , because
u is a section, and Dvu := prTWVW ◦Du. That this decomposition coincides with
decomposition II.9 means that for X ∈ TzΣ, to evaluate D exp⊥ on Dξ(X) =
(Dhu(X), Dvu(X),∇Xξ), one can regard (Dvu(X),∇Xξ) ∈ HTWz⊕V TWz =
TTWz, where Wz is regarded as a Riemannian manifold by itself and evaluate
the differential of its exponential map on this vector.
Also, because exp⊥ : VW → W is a fibrewise map, i. e. pi ◦ exp⊥ = pi ◦
piVWW : VW → Σ, for z ∈ Σ, w ∈ W with pi(w) = z and ξ ∈ VW with
piVWW (ξ) = w, if X ∈ TzΣ with horizontal lift X˜w ∈ HwW and further hori-
zontal lift ˜˜Xξ ∈ HhVW as well as horizontal lift X˜exp⊥(ξ) ∈ Hexp⊥(ξ)W , then
prTWVW
(
D exp⊥( ˜˜Xξ)
)
= X˜exp⊥(ξ).
To summarise:
Lemma II.2. Let pi : W → Σ be a Riemannian submersion and let z ∈ Σ.
Then under the decompositions
TVW |TWz ∼= HhVW |TWz ⊕HvVW |TWz ⊕ V VW |TWz
∼= HhVW |TWz ⊕HTWz ⊕ V TWz
∼= HhVW |TWz ⊕ TTWz
and
TW ∼= HW ⊕ VW ,
the differential
D exp⊥ : TVW → TW
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of the vertical exponential map exp⊥ : VW → W satisfies D exp⊥ |TTWz ⊆
VW |Wz ∼= TWz and
D exp⊥ |TTWz : TTWz → TWz
is given by the differential of the exponential map
expWz : TWz →Wz
on the Riemannian manifold Wz (with the induced metric).
Furthermore, for ξ ∈ VW with pi(piVWW ξ) = z = pi(exp⊥(ξ)) ∈ Σ, under the
identifications Hhξ VW
∼= TzΣ and Hexp⊥(ξ)W ∼= TzΣ given by the differentials
of the projections and horizontal lifts,
prTWHW ◦D exp⊥ |HhVW : HhVW → HW
corresponds to the identity.
Definition II.12. Denote by
τ := prTWVW ◦D exp⊥ |HhVW : HhVW → VW
the annoying part of the differential of the vertical exponential map.
For z ∈ Σ, u ∈ Wz, ξ ∈ VuW and X ∈ TzΣ with horizontal lift X˜ ∈ HW |Wz
and second horizontal lift ˜˜Xξ ∈ Hhξ VW , denote
τξ(X) := τ(
˜˜Xξ).
Corollary II.1. Let u ∈ Γ1(W ), ξ ∈ Γ1(u∗VW ). Then the section exp⊥u (ξ) ∈
Γ1(W ) satisfies, for z ∈ Σ, X ∈ TzΣ,
(Dv exp⊥u (ξ))(X) = D
v expWzu(z)(∇Xξ) +Dh expWzu(z)(Dvu(X)) + τξ(X).
Now let the following be given: u ∈ Γ(W ) a section and a neighbourhood
U ⊆ W of u(Σ) s. t. for every z ∈ Σ, Uz := U ∩ Wz is a neighbourhood of
u(z). Assume that Uz is the diffeomorphic image under the exponential map
on Wz of a ball around 0 ∈ Tu(z)Wz = VW |Wz , i. e. U is diffeomorphic to a
neighbourhood of the zero section in u∗VW via exp⊥. Then one can consider
the map (exp⊥u )−1 : W ⊇ U → VW , w 7→ (exp
Wpi(w)
u(pi(w)))
−1(w) and the next goal
is to compute its differential
D(exp⊥u )
−1 : TW |U ∼= HW |U ⊕ VW |U → TVW ∼= HhVW ⊕HvVW ⊕ V VW .
Actually, one is only interested in prTVWV VW ◦D(exp⊥u )−1 : TW |U → V VW . If one
denotes by Dh expWz : HTWz → TWz ∼= VW |Wz and Dv expWz : V TWz →
TWz the horizontal and vertical parts, respectively, of D exp
Wz : TTWz → TWz
(again using HvVW |TWz ∼= HTWz, V VW |TWz ∼= V TWz and TWz ∼= VW |Wz),
then one can use that Dv expWz at a point ξ ∈ TWz with piTWzW (ξ) = u(z) is
given by the differential (D expWzu(z))ξ : TξTu(z)Wz
∼= VξTWz → TWz of the map
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expWzu(z) : Tu(z)Wz → Wz. This map is a diffeomorphism on a neighbourhood of
0, hence if ξ ∈ Vu(z)W , then (Dv expWz)ξ is invertible if ξ ∈ Vu(z)W = Tu(z)Wz
is s. t. exp⊥(ξ) ∈ U ⊆W .
Now first of all, one can observe that D(exp⊥u )−1|VW |U takes values in V VW
and is given by the differential D(expWzu(z))
−1 : TWz|Uz → V TWz on every fibre
Wz. Now let ξ ∈ Vu(z)W be s. t. w0 := exp⊥(ξ) ∈ U and let X˜w0 ∈ HwW be
the horizontal lift of X ∈ TzΣ. Let w : [0, 1] → W be a horizontal path with
w(0) = w0 and w˙(0) = X˜w. Then exp
⊥ ◦(exp⊥u )−1(w) = w is horizontal, so
d
dt |t=0 exp⊥ ◦(exp⊥u )−1(w) = D exp⊥ ◦D(exp⊥u )−1(X˜w0) has vanishing vertical
part. From the calculations in the previous lemma, hence,
0 = Dv expWz(prTVWV VW ◦D(exp⊥u )−1(X˜w0)) +
+ Dh expWz(Dvu(X)ξ) +
+ τξ(X).
It follows that
prTVWV VW ◦D(exp⊥u )−1(X˜w0) = −(Dv expWz)−1
(
Dh expWz(Dvu(X)ξ) + τξ(X)
)
.
Again summarising,
Lemma II.3. Let pi : W → Σ be a Riemannian submersion and let u ∈ Γ(W ).
Let furthermore U ⊆ W be a neighbourhood of u(Σ) which is diffeomorphic
under exp⊥ to a neighbourhood of the zero section in u∗VW . Let ξ ∈ Vu(z)W ,
for some z ∈ Σ, be from this neighbourhood of 0 s. t. exp⊥(ξ) = w ∈ U . Then
for (X˜w, ζ) ∈ TwW ∼= HwW ⊕ VwW ,
prTVWV VW ◦ (D(exp⊥u )−1)w(X˜w, ζ) =
((Dv expWz)ξ)
−1
(
ζ −Dh expWz(Dvu(X)ξ)− τξ(X)
)
Combining these results yields the following:
Proposition II.3. Let pi : W → Σ be a Riemannian submersion, let u, v ∈
Γ(W ) and let ζ ∈ Γ(v∗VW ) be s. t. exp⊥(ζ) lies in a neighbourhood of u(Σ)
which is the diffeomorphic image under exp⊥ of a neighbourhood of the zero
section in u∗VW . Thus
ξ := (exp⊥u )
−1 ◦ exp⊥(ζ) ∈ Γ(u∗VW )
is well-defined and for X ∈ TΣ,
∇Xξ = ((Dv expWz)ξ)−1
(
(Dv expWz)ζ(∇Xζ) +
+ (Dh expWz)ζ(D
vv(X))− (Dh expWz)ξ(Dvu(X)) +
+ τζ(X)− τξ(X)
)
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II.2.2 Jacobi equations and the higher derivatives of the vertical
exponential map
The sole purpose of this subsection is to calculate or rather estimate the higher
derivatives of the map (exp⊥u )−1 ◦ exp⊥v for u, v ∈ Γ(W ), mapping an appropri-
ately defined subset of Γ(v∗VW ) to Γ(u∗VW ). To do so, a number of constants
have to be introduced, that are the supremums-norms of certain curvature
quantites associated to the Riemannian submersion and will be defined on the
following pages. Because this subsection is very technical, the main result and
the definition needed for its formulation are presented here, so the reader can
skip the rest of this subsection more easily.
Definition II.13. Let pi : W → Σ be a Riemannian submersion. Define for
r ∈ N0, z ∈ Σ and any u ∈ Γr(W ),
C∼,rz := sup
{
(∇>)rX˜(ξ1, . . . , ξr)
‖X‖‖ξ1‖ · · · ‖ξr‖
∣∣∣∣∣ X ∈ TzΣ, ξi ∈ VwW,w ∈Wz
}
CR
Σ,r
z := ‖(∇Σ)rRΣz ‖
CR
W ,r
z := sup{‖(∇rRW )w‖ | w ∈Wz}
CΩ
⊥,r
z := sup{‖(∇rΩ⊥)w‖ | w ∈Wz}
CT,rz := sup{‖(∇rT )w‖ | w ∈Wz}
CA,rz := sup{‖(∇rA)w‖ | w ∈Wz}
Cu,rz := ‖((∇⊥)r−1Dvu)z‖,
where X˜ denotes the horizontal lift of X ∈ TΣ, ∇Σ and RΣ denote the Levi-
Civita covariant derivative and Riemannian curvature tensor on Σ, respectively.
∇⊥ and ∇> are as in Equations II.10, ∇ denotes the induced covariant deriva-
tive on tensors, RW is the Riemannian curvature on W , Ω⊥ is the curvature of
VW →W and T and A are as in II.11. If U ⊆ Σ is any subset and C∗z denotes
any of the constants above, define C∗U := sup{C∗z | z ∈ U} and C∗ := C∗Σ.
Additionally, define the following quantities:
R⊥ := Ω⊥|VW , i. e. for w ∈ Wz is R⊥w the Riemannian curvature tensor of Wz
at the point w under VwW ∼= TwWz.
R> is as in Proposition II.5, explicitely given in terms of prTWVWR
W , T and ∇⊥T
in Lemma II.6.
With these define
κ⊥z := sup{‖R⊥w‖ | w ∈Wz}
κ>z := sup{‖R>w‖ | w ∈Wz}
δz := min
(
1√
κ⊥z
,
1√
κ>z
)
and
δ := inf{δz | z ∈ Σ}.
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Remark II.4. Note that the above constants are not mutually independent, see
e. g. Lemma II.4.
Remark II.5. If Wz is compact, then the C
∗,r
z ∈ [0,∞] are all finite. If Σ and
W are both compact, then the C∗,r ∈ [0,∞] and C∗,rz ∈ [0,∞] for all z ∈ Σ are
finite.
Proposition II.4. Let pi : W → Σ be a submersion.
Let g, g˜ be Riemannian metrics on W that each turn pi : W → Σ into a Rie-
mannian submersion. Denote all quantities associated to g˜ by adding ˜ to the
symbol.
Consider the identity as a map idW : (W, g)→ (W, g˜) and define for z ∈ Σ and
r ∈ N0
Cg,g˜,rz := sup {‖(∇rDidW )w‖ | w ∈Wz} .
DidW : TW → TW here is considered as a bundle morphism, where the left-
hand side is equipped with the metric g and Levi-Civita connection associated
to g and the right hand side is equipped with the metric g˜ and Levi-Civita con-
nection associated to g˜. Assume that both (Wz, gz) and (Wz, g˜z) are complete.
Let u, v ∈ Γk(W ), let z ∈ Σ and let ζ ∈ Γk(v∗VW ). Assume that δz, δ˜z > 0 and
that ‖ζ(z)‖ < δz, d˜(exp⊥(ζ(z)), u(z)) < δ˜z.
Then ξ := ( ˜exp⊥u )−1 ◦ exp⊥(ζ) is a well-defined section of u∗VW in a neigh-
bourhood of z. Assume w. l. o. g. that ξ is well-defined everywhere (otherwise
restrict to an open subset of Σ).
Then there are constants Ek,`z ∈ [0,∞] that are universal expressions in the
constants (∇Σ)rRΣ, (∇˜Σ)rR˜Σ for 0 ≤ r ≤ k + `− 3, Cu,rz , Cv,rz for 1 ≤ r ≤ k,
Cg,g˜,rz , C
RW ,r
z , C
R⊥,r
z , C
A,r
z and C˜
RW ,r
z , C˜
R⊥,r
z , C˜
A,r
z for 0 ≤ r ≤ k+` and C∼,rz ,
CT,rz and C˜
∼,r
z , C˜
T,r
z for 0 ≤ r ≤ k + `+ 1 s. t. at the point z ∈ Σ∥∥∥∥ ∂`∂η` · · · ∂η1 ∇˜kξ
∥∥∥∥ ≤ Ek,`z k∑
k′=0
∑
k′1+···+k′r +
+ i1+···+i`=k′
k′j>0, ij≥0, r∈N0
r∏
s=1
∥∥∥∇k′sξ∥∥∥ ∏`
s=1
∥∥∇isηs∥∥ .
Here, ∂
`
∂η`···∂η1 ∇˜kξ is defined recursively by
∂`+1
∂η`+1 · · · ∂η1 ∇˜
kξ :=
d
dλ
∣∣∣∣
λ=0
∂`
∂η` · · · ∂η1 ∇˜
k(ξ + λη`+1).
The rest of this subsection is dedicated to a sketch of the proof of this propo-
sition, which will then be used in the next subsection to define Sobolev spaces
of sections.
To do so, the first goal is to compute the terms appearing in Proposition II.3,
namely Dv expWz and its inverse, Dh expWz and τ . It is well known that
Dv expWz and Dh expWz satisfy the usual Jacobi equation. It will be shown
that τ satisfies a Jacobi equation, too, but this time an inhomogeneous one.
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This is a lengthy calculation, laid out over the course of the next three lemmas,
which the reader is strongly advised to skip over and to proceed to Proposi-
tion II.5 straight away, in which the main consequence, namely that the maps
above all satisfy Jacobi equations with coefficients expressions in the tensors
that appeared in Definition II.13, is summarised.
But for the actual calculation of τ , first, a bit of notation has to be introduced,
taken from [Sak96], Section II.6, p. 74 f. Given a Riemannian submersion pi :
W → Σ and vertical vector fields ξ, η ∈ X(W ) (i. e. ξw, ηw ∈ VwW for all
w ∈ W ), for every z ∈ Σ, one can regard ξ|Wz , η|Wz as tangent vector fields
to Wz. Proposition 6.1 in [Sak96] then shows that ∇⊥ξ η coincides with the
Levi-Civita derivative on the fibres. As before, ∇W denotes the Levi-Civita
derivative of the total space W of the fibration, so for a vertical vector field ξ
and any vector Z ∈ TW , by definition
∇⊥Zξ := prTWVW∇WZ ξ (II.10a)
and one can analogously define for a horizontal vector field X and any vector
Z ∈ TW ,
∇>ZX := prTWHW∇WZ X. (II.10b)
Then two tensor fields A and T are defined via
TY Z := pr
TW
HW (∇WprTWVWY pr
TW
VWZ) + pr
TW
VW (∇WprTWVWY pr
TW
HWZ) (II.11a)
AY Z := pr
TW
HW (∇WprTWHWY pr
TW
VWZ) + pr
TW
VW (∇WprTWHWY pr
TW
HWZ) (II.11b)
and if ξ, η are vertical, X,Y horizontal, vector fields, then
∇Wξ η = ∇⊥ξ η + Tξη ∇Wξ X = TξX +∇>ξ X (II.12a)
∇WX ξ = ∇⊥Xξ +AXξ ∇WX Y = AXY +∇>XY (II.12b)
hold, see Proposition 6.1 in [Sak96]. Let also R⊥ denote the Riemannian cur-
vature tensor in the fibres, i. e. for w ∈W , R⊥w is the curvature tensor of Wpi(w)
at w ∈ Wpi(w), let RW denote the Riemannian curvature tensor on W and let
finally Ω⊥ denote the curvature tensor of ∇⊥ on VW →W .
Lemma II.4. Let Y,Z ∈ TwW for some w ∈W . Then
(∇WY prTWVW )(Z) = −AprTWHWY (pr
TW
HWZ)− TprTWVWY (pr
TW
HWZ)︸ ︷︷ ︸
∈VW
+
+ AprTWHWY
(prTWVWZ) + TprTWVWY
(prTWVWZ)︸ ︷︷ ︸
∈HW
,
in particular ∇WY prTWVW (HW ) ⊆ VW and ∇WY prTWVW (VW ) ⊆ HW . Also, ∇WprTWHW =
−∇WprTWVW . If in addition ξ ∈ Γ(VW ), then the curvature Ω⊥ of ∇⊥ is given
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by
Ω⊥(Y,Z)ξ = prTWVWR
W (Y,Z)ξ −
−
(
AprTWHWY
(TprTWVWZ
ξ +AprTWHWZ
ξ)−AprTWHWZ(TprTWVWY ξ +AprTWHWY ξ)
+ TprTWVWY
(TprTWVWZ
ξ +AprTWHWZ
ξ)− TprTWVWZ(TprTWVWY ξ +AprTWHWY ξ)
)
Proof. For the claim on ∇WprTWVW , by the formulas II.12, for Y,Z ∈ HW ,
(∇WY prTWVW )(Z) = ∇WY (prTWVWZ︸ ︷︷ ︸
=0
)− prTWVW (AY Z + prTWHW (∇WY Z))
= −AY Z,
for Y ∈ HW , Z ∈ VW ,
(∇WY prTWVW )(Z) = ∇WY (prTWVWZ︸ ︷︷ ︸
=Z
)− prTWVW (∇WY Z)
= prTWHW∇WY Z
= AY Z,
for Y ∈ VW , Z ∈ HW ,
(∇WY prTWVW )(Z) = ∇WY (prTWVWZ︸ ︷︷ ︸
=0
)− prTWVW (TY Z + prTWHW (∇WY Z))
= −TY Z
and for Y ∈ VW , Z ∈ VW ,
(∇WY prTWVW )(Z) = ∇WY (prTWVWZ︸ ︷︷ ︸
=Z
)− prTWVW (∇WY Z)
= prTWHW∇WY Z
= TY Z.
The second claim follows immediately from prTWHW = id− prTWVW .
Now let Y, Z ∈ X(W ) with [Y,Z] = 0 and let ξ ∈ Γ(VW ). Then
Ω⊥(Y,Z)ξ = (∇⊥Y∇⊥Z −∇⊥Z∇⊥Y )ξ
= prTWVW (∇WY prTWVW∇WZ −∇WZ prTWVW∇WY )ξ
= prTWVW
(
(∇WY prTWVW )∇WZ + prTWVW∇WY ∇WZ −
− (∇WZ prTWVW )∇WY − prTWVW∇WZ ∇WY
)
ξ
= prTWVWR
W (Y, Z)ξ + prTWVW (∇WY prTWVW )prTWHW∇WZ ξ −
− prTWVW (∇WZ prTWVW )prTWHW∇WY ξ
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by the first part of the statement
= prTWVWR
W (Y,Z)ξ + prTWVW (∇WY prTWVW )(TprTWVWZξ +AprTWHWZξ) −
− prTWVW (∇WZ prTWVW )(TprTWVWY ξ +AprTWHWY ξ),
by formulas II.12. Applying the first part of the statement to this shows the
formula for Ω⊥.
Lemma II.5. Let pi : W → Σ be a Riemannian submersion, w ∈ W , pi(w) =
z ∈ Σ, X ∈ TzΣ and ξ ∈ VwW . Let X˜ be the horizontal lift of X to HW
along Wz,
˜˜Xξ that to H
h
ξ VW and denote by γ : [0,∞)→ W , γ(t) := exp⊥(tξ)
the vertical geodesic in the direction of ξ. Then τtξ(X) = pr
TW
VWJ(t), where J :
[0,∞)→ TW is a vector field along γ that satisfies the following homogeneous
2nd-order linear ordinary differential equation:
∇Wγ˙ ∇Wγ˙ J = T∇Wγ˙ J γ˙ + Tγ˙(∇
W
γ˙ J) +R
W (γ˙, J)γ˙ + (∇WJ T )γ˙ γ˙
J(0) = X˜w, ∇Wγ˙ J(0) = 0.
Proof. One proceeds as in the standard derivation of the Jacobi equation.
Notation is as in the statement of the lemma. Let w′ : (−ε, ε) → W be an
integral curve of X˜ ′, where X ′ is an extension of X to a vector field on Σ, with
w′(0) = w and w˙′(0) = X˜w. Let J0 : (−ε, ε) → VW be parallel transport of ξ
along w′. Consider the 2-parameter family α : (−ε, ε) × [0,∞) → W , (s, t) 7→
exp⊥(tJ0(s)). Then with J(t) := ∂α∂s (0, t), by definition, pr
TW
VWJ(t) = τtξ(X).
To show the initial conditions, first note that α(s, 0) = w′(s), hence J(0) =
∂w′
∂s
∣∣∣
s=0
= w˙′(0) = X˜w. To show the second initial condition, note that
∇γ˙J(0) = ∇γ˙ ∂
∂s
∣∣∣∣
s=0
exp⊥(tJ0(s))
∣∣∣
t=0
= ∇ ∂α
∂s
∣∣∣
s=0
∂
∂t
∣∣∣∣
t=0
exp⊥(tJ0(s))
by a standard result from Riemannian geometry, see [Sak96], Lemma 2.2 from
Chapter II, p. 35.
= ∇ ∂α
∂s
∣∣∣
s=0
J0(s)
= 0.
Now again using [Sak96], Lemma 2.2 from Chapter II, p. 35, and denoting for
40
Chapter II. Construction of smooth structures and the main
transversality results
shortness ∇t := ∇W∂α
∂t
and ∇s := ∇W∂α
∂s
,
∇t∇tJ = ∇t∇t ∂α
∂s
∣∣∣∣
s=0
= ∇t∇s∂α
∂t
∣∣∣∣
s=0
= ∇s∇t∂α
∂t
∣∣∣∣
s=0
+ RW
(
∂α
∂t
,
∂α
∂s
)
∂α
∂t
∣∣∣∣
s=0
= ∇s
(
T ∂α
∂t
∂α
∂t
)∣∣∣∣
s=0
+RW (γ˙, J)γ˙
by [Sak96], Lemma 6.1 from Chapter II, p. 75, since ∂α∂t is vertical and ∇⊥∂α
∂t
∂α
∂t =
0, the curves t 7→ α(t, s) being vertical geodesics
= (∇sT )γ˙ γ˙|s=0 + T∇s ∂α∂t
∂α
∂t
∣∣∣∣
s=0
+ T ∂α
∂t
∇s∂α
∂t
∣∣∣∣
s=0
+RW (γ˙, J)γ˙
= (∇WJ T )γ˙ γ˙ + T∇Wγ˙ J γ˙ + Tγ˙∇
W
γ˙ J +R
W (γ˙, J)γ˙,
using ∇s ∂α∂t = ∇t ∂α∂s as before.
Alternatively, one can derive τ from an inhomogeneous Jacobi equation:
Lemma II.6. Let pi : W → Σ be a Riemannian submersion, w ∈ W , pi(w) =
z ∈ Σ, X ∈ TzΣ and ξ ∈ VwW . Let X˜ be the horizontal lift of X to HW along
Wz,
˜˜Xξ that to H
h
ξ VW and denote by γ : [0,∞)→W , γ(t) := exp⊥(tξ) the ver-
tical geodesic in the direction of ξ. Then τtξ(X) = J
⊥(t), where J⊥ : [0,∞)→
VW is the vector field along γ that satisfies the following inhomogeneous Jacobi
equation:
∇⊥γ˙∇⊥γ˙ J⊥ = prTWVW
(
RW (γ˙, J⊥)γ˙ + (∇WJ⊥T )γ˙ γ˙ + (∇Wγ˙ T )γ˙J⊥ +
+ TTγ˙ γ˙J
⊥ + 2Tγ˙(Tγ˙J⊥)
)
+
+ prTWVW
(
RW (γ˙, X˜)γ˙ + (∇W
X˜
T )γ˙ γ˙ −
− (∇Wγ˙ T )γ˙X˜ − TTγ˙ γ˙X˜ + Tγ˙∇>γ˙ X˜
)
J⊥(0) = 0, ∇⊥γ˙ J⊥(0) = −TξX˜,
Proof. Using the notation of the previous lemma, let J⊥ := prTWVWJ . Because
by construction, for every t ∈ [0,∞), s 7→ α(s, t) is a section of W along the
path s 7→ pi(α(t, s)) in Σ, J(t) = J⊥(t) + X˜. With Lemma II.4, one calculates
∇Wγ˙ J⊥ = ∇Wγ˙ (prTWVWJ)
= (∇Wγ˙ prTWVW )J + prTWVW∇Wγ˙ J
= Tγ˙(J
⊥ − X˜) + prTWVW∇Wγ˙ J
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using J = J⊥ + X˜ and Lemma II.4;
∇Wγ˙ ∇Wγ˙ J⊥ = (∇Wγ˙ Tγ˙)(J⊥ − X˜) + Tγ˙(∇Wγ˙ (J⊥ − X˜)) +
+ (∇Wγ˙ prTWVW )∇Wγ˙ J + prTWVW∇Wγ˙ ∇Wγ˙ J
hence
prTWVW∇Wγ˙ ∇Wγ˙ J⊥ = prTWVW (∇Wγ˙ Tγ˙)(J⊥ − X˜) + prTWVWTγ˙(∇Wγ˙ (J⊥ − X˜)) +
+ prTWVWTγ˙(∇Wγ˙ (J⊥ + X˜)︸ ︷︷ ︸
= ∇Wγ˙ J
) + prTWVW∇Wγ˙ ∇Wγ˙ J
= prTWVW (∇Wγ˙ Tγ˙)(J⊥ − X˜) + 2prTWVWTγ˙(∇⊥γ˙ J⊥ + Tγ˙J⊥︸ ︷︷ ︸
= ∇Wγ˙ J⊥
) +
+ prTWVW∇Wγ˙ ∇Wγ˙ J
= prTWVW (∇Wγ˙ Tγ˙)(J⊥ − X˜) + 2prTWVWTγ˙Tγ˙J⊥ + prTWVW T∇Wγ˙ J γ˙︸ ︷︷ ︸
∈HW
+
+ prTWVWTγ˙(∇Wγ˙ J) + prTWVWRW (γ˙, J)γ˙ + prTWVW (∇WJ T )γ˙ γ˙
for Tγ˙∇⊥γ˙ J⊥ ∈ HW and by Lemma II.5
= prTWVW
(
∇Wγ˙ Tγ˙)(J⊥ − X˜) + 2Tγ˙Tγ˙J⊥ +RW (γ˙, J)γ˙ +
+ (∇WJ T )γ˙ γ˙
)
+ prTWVW Tγ˙(∇⊥γ˙ J⊥︸ ︷︷ ︸
∈VW
)
︸ ︷︷ ︸
∈HW
+prTWVWTγ˙Tγ˙J
⊥ +
+ prTWVWTγ˙(∇Wγ˙ X˜)
because ∇Wγ˙ J = ∇Wγ˙ (J⊥ + X˜) = ∇⊥γ˙ J⊥ + Tγ˙J⊥ +∇Wγ˙ X˜, hence
∇⊥γ˙∇⊥γ˙ J⊥ = prTWVW∇Wγ˙ prTWVW∇Wγ˙ J⊥
= prTWVW (∇Wγ˙ prTWVW )∇Wγ˙ J⊥ + prTWVW∇Wγ˙ ∇Wγ˙ J⊥
= −Tγ˙Tγ˙ + prTWVW∇Wγ˙ ∇Wγ˙ J⊥
because ∇Wγ˙ J⊥ = ∇⊥γ˙ J⊥︸ ︷︷ ︸
∈VW
+Tγ˙J
⊥︸ ︷︷ ︸
∈HW
= prTWVW
(
(∇Wγ˙ Tγ˙)J⊥ + (∇WJ⊥T )γ˙ γ˙ +RW (γ˙, J⊥)γ˙ +
+ 2Tγ˙Tγ˙J
⊥
)
+ prTWVW
(
(∇W
X˜
T )γ˙ γ˙ − (∇Wγ˙ Tγ˙)X˜ +
+ RW (γ˙, X˜)γ˙ + Tγ˙pr
TW
HW (∇Wγ˙ X˜)
)
.
Finally, note that ∇Wγ˙ γ˙ = ∇⊥γ˙ γ˙ + Tγ˙ γ˙ = Tγ˙ γ˙ and hence ∇Wγ˙ Tγ˙ = (∇Wγ˙ T )γ˙ +
TTγ˙ γ˙ . The lemma now follows from the Formulas II.12.
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Proposition II.5. Let pi : W → Σ be a Riemannian submersion. There are
tensors
R> ∈ Γ(Hom(VW ⊗ VW ⊗ VW, VW ))
V1 ∈ Γ(Hom(VW ⊗ VW ⊗HW,VW ))
V2 ∈ Γ(Hom(VW ⊗HW,VW ))
s. t. for every w ∈ W , pi(w) = z ∈ Σ, X ∈ TzΣ and ξ ∈ VwW , if γ : [0,∞) →
W , γ(t) := exp⊥(tξ), denotes the vertical geodesic in the direction of ξ, then
for every η ∈ VwW , there are vertical vector fields Jhη , Jvη , Jτ along γ with
(Dh expWz)tξ(η) = J
h
η (t)
∇⊥γ˙∇⊥γ˙ Jhη = R⊥(γ˙, Jhη )γ˙
Jhη (0) = η ∇⊥γ˙ Jhη (0) = 0
(Dv expWz)tξ(η) =
1
t
Jvη (t)
∇⊥γ˙∇⊥γ˙ Jvη = R⊥(γ˙, Jvη )γ˙
Jvη (0) = 0 ∇⊥γ˙ Jvη (0) = η
τtξ(X) = J
τ (t)
∇⊥γ˙∇⊥γ˙ Jτ = R>(γ˙, Jτ )γ˙ + V1(γ˙, γ˙, X˜) + V2(γ˙,∇>γ˙ X˜)
Jτ (0) = 0 ∇⊥γ˙ Jτ (0) = −TξX˜
Proof. This just sums up the discussion of the previous lemmas together with
the well known Jacobi equation for the derivative of the exponential map (ap-
plied here in one fibre Wz as a Riemannian manifold), which can be found in
any book on Riemannian geometry. Observe here, that the curvature R⊥ of the
fibre Wz is given by Ω
⊥|TWz .
The following corollary, the proof of which can be found in the Appendix,
Section A.2, now allows to give estimates on the Jacobi fields in the above
theorem and hence on the derivatives of the (vertical) exponential map.
Corollary II.2. Let M be a complete Riemannian manifold, p ∈ M and ξ ∈
TpM . Let γ : [0, 1] → M , t 7→ expp(tξ), be the geodesic through p in the
direction of ξ. Let κ ≥ 0 be s. t. ‖R(X,Y )Z‖ ≤ κ‖X‖‖Y ‖‖Z‖ for all t ∈ [0, 1],
X,Y, Z ∈ Tγ(t)M . Denote X˙ := ∇γ˙X for a vector field X : [0, 1]→ TM along γ
and let V : [0, 1]→ TM be a vector field along γ. Assume that J : [0, 1]→ TM
is another vector field along γ satisfying the inhomogeneous Jacobi equation
J¨ +R(J, γ˙)γ˙ = V .
Then for ‖ξ‖ ≤ 1√
κ
,
‖J(t)− (‖t0 γ)(J(0) + tJ˙(0))‖ ≤ t2
(
‖J(0)‖+ t‖J˙(0)‖+ 1 + t
2
t
∫ t
0
‖V (s)‖ ds
)
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and in particular,
‖J(t)‖ ≤ (1 + t2)
(
‖J(0)‖+ t‖J˙(0)‖+ t
∫ t
0
‖V (s)‖ ds
)
.
Furthermore,
‖J˙(t)− (‖t0 γ)J˙(0)‖ ≤ t(1 + t2)
(
‖J(0)‖+ t‖J˙(0)‖+ 1
t
∫ t
0
‖V (s)‖ ds
)
and in particular
‖J˙(t)‖ ≤ ‖J˙(0)‖+ t(1 + t2)
(
‖J(0)‖+ t‖J˙(0)‖+ 1
t
∫ t
0
‖V (s)‖ ds
)
.
Finally, if J(0) = 0, then∥∥(1
tJ(t)
)
˙
∥∥ ≤ 2(1 + t2)(t‖J˙(0)‖+ 1
t
∫ t
0
‖V (s)‖ ds
)
.
Before the estimates, one can simplify matters in the following way: In the nota-
tion and under the assumptions of Proposition II.4, for z ∈ Σ and X1, . . . , Xk ∈
TzΣ, one needs to calculate
∂`
∂η`···∂η1 ∇˜kX1,...,Xkξ.. Because ∂
`
∂η`···∂η1 is symmetric
in η1, . . . , η`, by polarisation one can write this as a sum over terms of the form
∂`
∂η`i
for certain ηi ∈ Γ(v∗VW ) that are linear combinations of the ηi with coef-
ficients that are universal constants (depending on ` but nothing else).
∇˜kX1,...,Xk on the other hand is not symmetric in the X1, . . . , Xk. But, it is “sym-
metric up to lower order terms involving the curvature”. This actually holds for
a general vector bundle E → M , where (M, g) is a Riemannian manifold with
Levi-Civita covariant derivative ∇M and Riemannian curvature tensor R, and
∇ is the covariant derivative associated to a connection on E, with curvature
form Ω. In the case k = 2 this then is simply the definition of the curvature
∇2X,Y −∇2Y,X = Ω(X,Y ),
for X,Y ∈ TxM for some x ∈M , or more explicitely for a section ξ ∈ Γ(E),
∇2X,Y ξ −∇2Y,Xξ = ∇X∇Y ξ −∇∇MX Y ξ − (∇Y∇Xξ −∇∇ΣYXξ)
= ∇X∇Y ξ −∇Y∇Xξ −∇∇ΣXY−∇ΣYXξ
= ∇X∇Y ξ −∇Y∇Xξ −∇[X,Y ]ξ
= Ω(X,Y )ξ.
This generalises to the general curvature identities for all k ∈ N in the sense
that for σ ∈ Sk, the group of permutations of {1, . . . , k},
∇kX1,...,Xk −∇kXσ(1),...,Xσ(k) = A(X1, . . . , Xk),
where A is given by a universal expression in ∇r, ∇rΩ and (∇M )rR for 0 ≤ r ≤
k − 2. Although it is possible to give explicit formulas for the tensors A, they
are exceptionally long and here only the consequences stated above are needed.
From this, by repeated polarisation, one can show the following lemma:
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Lemma II.7. Let E → M be a vector bundle over a Riemannian manifold
(M, g) with Levi-Civita covariant derivative ∇M and Riemannian curvature
tensor R. Let also ∇ be the covariant derivative associated to a connection on
E, with curvature form Ω. Then for any k ≥ 2 and X1, . . . , Xk ∈ TxM for
some x ∈M and ξ ∈ Γ(E),
∇kX1,...,Xkξ =
2k∑
i=1
Cki ∇kYi,...,Yiξ +
+
k−2∑
r=0
∑
{1,...,k} =
{i1,...,ir} q
{j1,...,jk−r}
N i∗,j∗r∑
s=1
Ai∗,j∗r,s (Xj1 , . . . , Xjk−r)∇rY i∗,j∗r,s ,...Y i∗,j∗r,s ξ,
where the Cki are constants that only depend on k and the Yi are linear com-
binations of the X1, . . . , Xk with coefficients only depending on k. Also, the
N i∗,j∗r only depend on k, r and the partition i∗, j∗ of {1, . . . , k} and the Ai∗,j∗r,s
are universal expressions in the tensors ∇tΩ for 0 ≤ t ≤ k− 2− r. Finally, the
Y i∗,j∗r,s = Y
i∗,j∗
r,s (Xi1 , . . . , Xir) are images of the Xi1 , . . . , Xir under multilinear
maps that are universal expressions in the (∇M )tR for 0 ≤ t ≤ k − 3− r.
Proof. Omitted.
A consequence of the above is that to give the estimates in Proposition II.4,
instead of ∂
`
∂η`···∂η1 ∇˜kX1,...,Xkξ for all k, ` ∈ N0 and general tuples η1, . . . , η` ∈
Γk(v∗VW ) and X1, . . . , Xk ∈ TzΣ, it suffices to estimate ∂`∂η` ∇˜kX,...,Xξ for a
single η ∈ Γk(v∗VW ) and a single X ∈ TzΣ. Furthermore, one can assume that
X ∈ TzΣ is the evaluation at z of a vector field on Σ with the property that
((∇ΣX)rX)z = 0 for all r ≥ 1, i. e. by assuming that the flow line of X through
z is a geodesic for some short time.
This has the added advantage that one can easily calculate ∇˜kX,...,Xξ = (∇˜X)kξ.
Lemma II.8. Given a Riemannian submersion pi : W → Σ, k, ` ∈ N0, u ∈
Γk(W ), ξ, η, ρ ∈ Γk(u∗VW ) and X ∈ X(Σ) s. t. ((∇ΣX)rX)z = 0 for all r ≥ 1.
Assume that Wz is complete for all z ∈ Σ and let
uξ := exp
⊥(ξ) ∈ Γk(W ).
Also define families of sections for ξ′ ∈ Γk(u∗VW ) by
Φvξ′(ρ)exp⊥(ξ′(z′)) := (D
v expWz)ξ′(z′)(ρ(z
′)),
Φhξ′(ρ)exp⊥(ξ′(z′)) := (D
h expWz)ξ′(z′)(ρ(z
′)),
Φτξ′(X)exp⊥(ξ′(z′)) := τξ′(X)exp⊥(ξ′(z′))
and
Φξ′(X)exp⊥(ξ′(z′)) := D
vuξ(X)exp⊥(ξ′(z′))
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along exp⊥(ξ′). Then for such a family of sections ρξ′ for ξ′ ∈ Γk(W ) define
∂⊥η ρξ :=
∇⊥
dλ
∣∣∣∣
λ=0
ρξ+λη,
where ∇
⊥
dλ
∣∣∣
λ=0
denotes the covariant derivative along the path exp⊥(ξ + λη).
Let z ∈ Σ and assume that δz > 0 and that ‖ξ(z)‖ < δz.
Then there are constants Ck,`z ∈ [0,∞] that are universal expressions in the
constants CR
W ,r
z , C
Ω⊥,r
z , C
A,r
z for 0 ≤ r ≤ k + ` and C∼,rz , CT,rz for 0 ≤ r ≤
k + `+ 1 and Cu,rz for 1 ≤ r ≤ k.
With these, at the point exp⊥(ξ(z)),
‖(∂⊥η )`(∇⊥Duξ(X))kΦvξ (ρ)‖ ≤
Ck,`z
k∑
r=0
∑
k1+···+kr
+i1+···+i`
+i=k, ks≥1,
i,is≥0
r∏
s=1
∥∥∥(∇X)ksξ∥∥∥ ∏`
s=1
∥∥(∇X)isη∥∥∥∥(∇X)iρ∥∥
‖(∂⊥η )`(∇⊥Duξ(X))kΦhξ (ρ)‖ ≤
Ck,`z
k∑
r=0
∑
k1+···+kr
+i1+···+i`
+i=k, ks≥1,
i,is≥0
r∏
s=1
∥∥∥(∇X)ksξ∥∥∥ ∏`
s=1
∥∥(∇X)isη∥∥∥∥(∇X)iρ∥∥
‖(∂⊥η )`(∇⊥Duξ(X))kΦτξ (X)‖ ≤ Ck,`z
k∑
r=0
∑
k1+···+kr
+i1+···+i`
+i=k, ks≥1,
i,is≥0
r∏
s=1
∥∥∥(∇X)ksξ∥∥∥ ∏`
s=1
∥∥(∇X)isη∥∥
‖(∂⊥η )`(∇⊥Duξ(X))kΦξ(X)‖ ≤ Ck,`z
k∑
r=0
∑
k1+···+kr
+i1+···+i`
+i=k, ks≥1,
i,is≥0
r∏
s=1
∥∥∥(∇X)ksξ∥∥∥ ∏`
s=1
∥∥(∇X)isη∥∥
(∥∥(∇X)i∇Xξ∥∥+ ∥∥(∇X)iDvu(X)∥∥+ 1) .
Proof. I will give only a very rough sketch of the proof, for doing all the details
would get out of hand very quickly.
The last inequality follows immediately from the previous three and Corollary
II.1.
The proof of the first three inequalities is by double induction over k and `.
46
Chapter II. Construction of smooth structures and the main
transversality results
The case k = ` = 0 for Φv(ρ), Φh(ρ) and Φτ (X) follows directly from Proposi-
tion II.5 and Corollary II.2.
Now for the induction step: Given η, X as above, let, for  > 0 some constant,
z(·) : (−, )→ Σ be a flowline of X. Depending on whether one is dealing with
η or X, let α : [0, 1]× (−, )→W be either the map α(t, λ) := exp⊥(t(ξ+λη))
or α(t, λ) := exp⊥(tξ(z(λ))). In either case, there are two commuting vector
fields along α, γ˙ := ∂α∂t and ρ :=
∂α
∂λ . By definition, ρ(t, 0) is either tΦ
v
tξ(η) or
Dutξ(X).
Claim. Let J be a vertical vector field on W along α that satisfies an inhomo-
geneous Jacobi equation of the form
∇⊥γ˙∇⊥γ˙ J = A(γ˙, γ˙)J + V (γ˙, γ˙)
J(0, λ) = J0(λ), (∇⊥γ˙ J)(0, λ) = J˙0(λ).
Then ∇⊥ρ J satisfies an inhomogeneous Jacobi equation of the form
∇⊥γ˙∇⊥γ˙ (∇⊥ρ J) = A(γ˙, γ˙)(∇⊥ρ J) + V0(γ˙, γ˙, ρ, J) +
+ V1(γ˙,∇⊥γ˙ ρ, J) + V2(γ˙, ρ,∇⊥γ˙ J) + (∇⊥ρ V )(γ˙, γ˙)
∇⊥ρ J(0, λ) = ∇⊥ρ J0(λ), (∇⊥γ˙ (∇⊥ρ J))(0, λ) = ∇⊥ρ J˙0(λ) + Ω⊥(γ˙, ρ)J0(λ),
where the Vi are tensorial expressions in V , A, ∇⊥A, Ω⊥ and ∇⊥Ω⊥.
Proof. One calculates using that [ρ, γ˙] = 0, in particular ∇⊥γ˙ ρ = ∇⊥ρ γ˙, and the
Jacobi equation for J
∇⊥γ˙∇⊥γ˙∇⊥ρ J = ∇⊥γ˙ (∇⊥ρ ∇⊥γ˙ J + Ω⊥(γ˙, ρ)J)
= ∇⊥ρ ∇⊥γ˙∇⊥γ˙ J + Ω⊥(γ˙, ρ)∇⊥γ˙ J + (∇⊥γ˙ Ω⊥)(γ˙, ρ)J +
+ Ω⊥(γ˙,∇⊥γ˙ ρ)J + Ω⊥(γ˙, ρ)∇⊥γ˙ J
= (∇⊥ρ A)(γ˙, γ˙)J +A(∇⊥γ˙ ρ, γ˙)J +A(γ˙,∇⊥γ˙ ρ)J +
+ A(γ˙, γ˙)(∇⊥ρ J) + (∇⊥ρ V )(γ˙, γ˙) + V (∇⊥γ˙ ρ, γ˙) +
+ V (γ˙,∇⊥γ˙ ρ) + Ω⊥(γ˙, ρ)∇⊥γ˙ J + (∇⊥γ˙ Ω⊥)(γ˙, ρ)J +
+ Ω⊥(γ˙,∇⊥γ˙ ρ)J + Ω⊥(γ˙, ρ)∇⊥γ˙ J .
Now resort all the terms above.
For k, ` ≥ 0, the estimates then follow by induction using the claim above
and Corollary II.2 for the estimate, where in each step the estimates from
the previous step are used to estimate all the terms appearing in the inho-
mogeneous Jacobi equations. When doing this for Φτξ (X), because of the
initial condition ∇⊥γ˙ Jτ (0) = −TξX˜ in Proposition II.5, one has to calculate
∇>Dutξ(X)X˜ = ∇>Dvutξ(X)+X˜X˜ = ∇
>
Dvutξ(X)
X˜ +∇>
X˜
X˜. Now ∇>
X˜
X˜ = ∇˜ΣXX (see
Proposition 6.1 in [Sak96]), which was assumed to vanish at z. The other term
∇>Dvutξ(X)X˜, and similar ones obtained by repeating this procedure, then are
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the reason for the appearance of the constants C∼,rz in Definition II.13 and
Proposition II.4.
Making all of the above precise is then just an extremely long, tedious and
annoying matter of bookkeeping.
In the induction step for ` ≥ 0 there is one caveat, because Φv(ρ)tξ is given
by 1tJ
v
ρ (t), where J
v
ρ (t) is as in Proposition II.5. Then ∇⊥Dutξ(X)
(
1
tJ
v
ρ (t)
)
=
1
t∇⊥Dutξ(X)Jvη (t), because Dutξ(X) is by definition parallel to {t = const}. The
same holds for Φvtξ(η) as long as η and ρ are perpendicular, by Gauss’ lemma.
The problem is hence the case where ξ and η are parallel. Then as before,
(∇⊥Dutξ(X))kΦvξ (ρ) is given by
1
tJ(t), where J(t) solves an inhomogeneous Jacobi
equation. Furthermore, one can show that J(0) = 0 and that J(t) has bounded
derivatives in t of all orders. The term to be estimated is then (∇⊥γ˙ )`(1tJ(t)),
which can be done via Taylor’s expansion.
Using the lemma above, one can then prove Proposition II.4.
Again, I will give a sketch of the proof here for g = g˜, making the general case
precise is then a straightforward, although quite substantial matter of book-
keeping.
In the notation and under the assumptions of the proposition, let ξ = ξ(ζ) :=
(exp⊥u )−1 ◦ exp⊥v (ζ) and let uξ := exp⊥u (ξ), vζ := exp⊥v (ζ). Then uξ = vζ and
hence Dvuξ(X) = D
vvζ(X). The estimation process then consists of two steps
which in turn each consist of an induction over three steps:
First, by induction over k, one gives the following estimates, where the induc-
tion start k = 0 is just the assumption ‖ξ(z)‖ < δz and the induction step is as
follows:
One estimates (∇⊥Duξ(X))kDvuξ(X) = (∇⊥Dvζ(X))kDvvζ(X) in terms of the ‖(∇X)iζ‖
for i = 0, . . . , k + 1 using Lemma II.8, applied to v and ζ instead of u and ξ.
Then one estimates (∇⊥Duξ(X))kDvuξ(X)− (∇⊥Duξ(X))kΦvξ (∇Xξ), which is given
by (∇⊥Duξ(X))kΦhξ + (∇⊥Duξ(X))kΦτξ (X), again using Lemma II.8, but this time
the estimate is in terms of the ‖(∇X)iξ‖, only for i = 0, . . . , k. By the induction
hypothesis, the ‖(∇X)iξ‖ then are estimated in terms of the ‖(∇X)iζ‖.
And third, one estimates (∇⊥Duξ(X))kΦvξ (∇Xξ) − Φvξ ((∇X)k∇Xξ), again using
Lemma II.8, in terms of the ‖(∇X)iξ‖, only for i = 0, . . . , k.
And again, by the induction hypothesis, the ‖(∇X)iξ‖ then are estimated in
terms of the ‖(∇X)iζ‖. Because of the assumption ‖ξ(z)‖ < δz, ‖((Dv expWz)ξ)−1‖ ≤
2 (see Corollary 4.6.1 in [Jos02]), so this gives an estimate for (∇X)k+1ξ in terms
of the ‖(∇X)iζ‖ for i = 0, . . . , k + 1.
These results one then uses as induction start for an induction over `, basically
going over the same three steps above, but this time involving ∂∂η and ∂
⊥
η .
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II.2.3 Definition of manifolds of sections of a Riemannian sub-
mersion
For similar notions of geometric boundedness in the linear case and for trivial
bundles, see e. g. [Aub82] or [Eic07].
Definition II.14. A Riemannian submersion pi : W → Σ is said to be of
bounded geometry up to order r, if the following hold for the constants from
Definition II.13:
inj(Σ) > 0, ι := inf { inj(Wz) | z ∈ Σ} > 0,
CΣ,s < ∞ for s = 0, . . . , r − 3, CRW ,s, CΩ⊥,r, CA,s < ∞ for s = 0, . . . , r,
C∼,s, CT,s <∞ for s = 0, . . . , r + 1 and δ > 0.
If pi : W → Σ is of bounded geometry up to order r for all r ≥ 0, then pi : W → Σ
is said to be of bounded geometry.
Remark II.6. The lower bound on the injectivity radii of the fibres in the defi-
nition above implies in particular that inj(Wz) > 0 for all z ∈ Σ and hence that
every fibre Wz is a complete Riemannian manifold.
Definition II.15. Let (Σ, h) be an oriented Riemannian manifold of dimension
n and let k ∈ N, 1 < p < ∞ with kp > n (so Lk,p(Σ) ⊆ C0(Σ,R)). A (k, p)-
Sobolev function on Σ is a continuous function sΣ,k,p : Σ→ (0,∞), z 7→ sΣ,k,pz ,
s. t.
|f(z)| ≤ sΣ,k,pz ‖f‖Lk,p ∀ f ∈ Lk,p(Σ), z ∈ Σ.
If this function is constant, then its image, again denoted by sΣ,k,p ∈ (0,∞), is
called a (k, p)-Sobolev constant.
Lemma II.9. Let (Σ, h) be an oriented Riemannian manifold of dimension n
and let k ∈ N, 1 ≤ p ≤ ∞ with kp > n (so Lk,p(Σ) ⊆ C0(Σ,R)). Then a (k, p)-
Sobolev function sΣ,k,p exists and has the property that for every Riemannian
vector bundle ρ : E → Σ equipped with a Riemannian connection,
‖ξ(z)‖ ≤ sΣ,k,pz ‖ξ‖Lk,p ∀ ξ ∈ Lk,p(E), z ∈ Σ.
Proof. See [MS04], Remark 3.5.1, p. 67 f.
Construction II.2. Let pi : W → Σ be a Riemannian submersion of bounded
geometry, let k ∈ N0, p > 1 with kp > dim Σ and let sΣ,k,p ∈ (0,∞) be a
(k, p)-Sobolev constant.
The basic idea behind the construction of Sobolev spaces of sections of pi :
W → Σ is to define Lk,p(W,pi, g) as a subset of Γ0(W ) (with the compact-open
topology) s. t. the inclusion is continuous. Having this explicit embedding of
the Sobolev spaces in the spaces of continuous sections already present in the
construction, as opposed to more abstract definitions of Lk,p(W,pi, g), has the
added advantage that one can always more easily compare the Sobolev spaces
for different k, p and their topologies and smooth structures. So take a section
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u ∈ Γk(W ) and consider the Riemannian vector bundle u∗VW → Σ. In addi-
tion, assume that u has bounded derivatives up to order k, i. e. Cu,r < ∞ for
all r = 1, . . . , k. There is then a Sobolev space Lk,p(u∗VW, h, g,∇⊥) that is
defined as a Banach space in one of the usual ways (completion of the space of
smooth section or via weak derivatives). The important properties these have
to satisfy are the following, irrespective of the precise definition:
First of all, the smooth sections of finite Lk,p-norm form a dense linear sub-
space, cf. Proposition 3.2, p. 15, in [Eic07].
Second, the Sobolev embedding theorems hold, cf. Theorem 3.4, p. 16, in
[Eic07].
And third, the module structure theorem holds, cf. Theorem 3.12, p. 20, in
[Eic07].
Apart from the fact that the boundedness assumption on the covariant deriva-
tives of Dvu are necessary for the embedding and module structure theorems
quoted above to hold, they are also necessary to be able to use Proposition II.4
in the construction of the transition functions later on.
But on the other hand, these are the only results about the (linear) Sobolev
space needed for the construction below, so one can easily replace them by
weighted Sobolev spaces, for example.
To shorten notation, in the following, Lk,p(u∗VW ) will be written instead of
Lk,p(u∗VW, h, g,∇⊥).
Since kp > n := dim Σ, the Sobolev embedding theorem shows the existence
of a canonical continuous injection Ψu : L
k,p(u∗VW ) ↪→ Γ0(u∗VW ). As a
consequence, the map Φu : L
k,p(u∗VW ) → Γ0(W ), ξ 7→ (z 7→ exp⊥u(z)(ξ(z))),
is well defined and continuous as it factors through Ψu. The next step is to
find a neighbourhood Vu of the zero section in L
k,p(u∗VW ) that gets mapped
injectively by Φu into Γ
0(W ), to serve as a chart of a Banach manifold structure.
Here a problem arises if Σ is noncompact. Ideally, injectivity should result
from pointwise injectivity, which requires that for every z ∈ Σ, ‖Ψu(ξ)(z)‖ ≤
injWz , where injWz denotes the injectivity radius of the fibre Wz over the point
z ∈ Σ. Because the existence of a Sobolev constant sΣ,k,p was assumed and
remembering that the constant δ from Definition II.13 bounds the injectivity
radii of the Wz from below, since the Wz are complete, one can take the open
subset Vu := {ξ ∈ Lk,p(u∗VW ) | ‖ξ‖Lk,p < δ/(3sΣ,k,p)}. Anyway, one can
tentatively define
Lk,p(W,pi, g) :=
⋃
u∈Γk(W )
Cu,r<∞,
r=1,...,k
Φu(Vu) ⊆ Γ0(W ).
The topology on this set is defined to be the topology generated by the union of
the induced topology on Lk,p(W,pi, g) as a subset of Γ0(W ) and the topologies
on the subsets Φu(Vu) induced by the Banach space topologies on the Vu ⊆
Lk,p(u∗VW ). This is clearly a Hausdorff space, the topology being finer than
the (Hausdorff) topology on Γ0(W ). But it is not yet clear that it is 2nd-
countable. At this point a caveat has to be issued, for it is not clear that
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the natural candidates for coordinate maps, the Φu, are homeomorphisms onto
their image, with continuity possibly failing (they are continuous w. r. t. the
C0-topology, but this does not imply continuity w. r. t. the finer topology on
Lk,p(W,pi, g)), although they are open injections by definition of the topology
on Lk,p(W,pi, g). Another way to phrase this is by noting that the natural
candidate for a transition function, Φ−1u ◦Φv for Φu(Vu)∩Φv(Vv) 6= ∅, restricted
to Φ−1v (Φu(Vu)) ⊆ Vv, need not be a homeomorphism between open subsets of
Vv and Vu.
So assume that there exist ζ ∈ Vv, ξ ∈ Vu with Φv(ζ) = Φu(ξ). As before,
denote Φu(ξ) =: uξ = vζ := Φv(ζ) ∈ Γ0(W ). Then for all ξ′ ∈ Vu and z ∈
Σ, d(v(z),Φu(ξ
′)(z)) ≤ d(v(z), vζ(z)) + d(uξ(z), u(z)) + d(u(z),Φu(ξ′)(z)) < δ
by definition of Vu. And analogously for ζ
′ ∈ Vv with the roles of u and v
exchanged. This implies that there are well-defined maps, by abuse of notation,
Φ−1u ◦ Φv : Vv → Γ0(u∗VW )
and
Φ−1v ◦ Φu : Vu → Γ0(v∗VW ).
Denote V kv := Vv ∩ Γk(v∗VW ) and analogously V ku := Vu ∩ Γk(u∗VW ). Then
for η ∈ Lk,p(v∗VW )∩Γk(v∗VW ) small enough, denote ζ ′ = ζ ′(η) := ζ+η ∈ V kv .
Then from Proposition II.4 follow pointwise estimates∥∥∥∥ ∂∂η∇mΦ−1u ◦ Φv(ζ ′)
∥∥∥∥p ≤ C m∑
k′=0
∑
r,i,k′j
r∏
s=1
‖∇k′sζ ′‖p‖∇iη‖p,
where C is a constant that depends on all the bounds above, esp. Cu,r and Cv,r
for r = 1, . . . , k, but not on anything else. Integration over Σ and applying the
module structure theorem, for m = 0, . . . , k, then gives a global estimate∥∥∥∥ ∂∂ηΦ−1u ◦ Φv(ζ ′)
∥∥∥∥
Lk,p
≤ C ′‖ζ ′‖Lk,p‖η‖Lk,p .
The mean value theorem then implies that for ζ ′ ∈ V ku , Φ−1u ◦Φv(ζ ′) ∈ Lk,p(u∗VW ).
In particular, for η small enough, i. e. ζ ′ close enough to ζ, in Lk,p-norm,
Φ−1u ◦ Φv(ζ ′) ∈ V ku . The same clearly also holds with the roles of u and v
interchanged. This implies that
Φ−1u ◦ Φv : Φ−1v (Φu(V ku ))→ V ku
is a well-defined Lipschitz continuous map that hence has a well-defined Lips-
chitz continuous completion to a map
Φ−1u ◦ Φv : Φ−1v (Φu(Vu))→ Vu.
In particular, Φ−1v (Φu(Vu)) ⊆ Vv is an open subset. Again, the same holds with
the roles of u and v interchanged and the resulting maps are inverses to each
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other.
Now the same line of arguments above using Proposition II.4 and the module
structure theorem implies that the map
Φ−1u ◦ Φv : Φ−1v (Φu(V ku ))→ V ku
has Lipschitz continuous derivatives of all orders. By Corollary A.1, this in turn
implies that the completion
Φ−1u ◦ Φv : Φ−1v (Φu(Vu))→ Vu.
is smooth.
So far, this turns Lk,p(W,pi, g) into an a priori non-2nd-countable Banach man-
ifold. If Σ is compact, then the standard argument via choosing a Ck-dense
countable subset {ui}i∈N of Γk(W ) and in the charts above around each ui
a Lk,p-dense countable subset applies, for the boundedness condition on the
covariant derivatives of the Dvui are automatically satisfied and any smooth
section of u∗VW lies automatically in Lk,p(u∗VW ).
In general, for the above to carry over, one immediate condition is that the
Banach spaces Lk,p(u∗VW ) need to be separable. But if u, u′ ∈ Γk(W ) satisfy
Cu,r, Cu
′,r <∞ for r = 1, . . . , r, then u and u′ Ck-close does not imply that one
lies in the chart around the other. So it does not suffice to take dense subsets
of the Vu for u in a C
k-dense subset of Γk(W ) as before.
In practice, it is then easier to just restrict the set of Ck-sections around which
Lk,p(W,pi, g) is constructed to a countable subset, tailored to the concrete prob-
lem.
An example for this would be the maps with cylindrical ends used in SFT-
Fredholm theory.
In the compact case, i. e. W and hence Σ compact, all of these problems vanish,
because all the assumptions on finiteness of the constants C∗,r are automatically
satisfied. Also in this case the constants Cg,g˜,r appearing in Proposition II.4,
in case pi : W → Σ is equipped with two different structures of Riemannian
submersion, are automatically finite, which implies that the Banach manifold
structure on Lk,p(W,pi, g) is independent of g.
Lemma II.10. If pi : W → Σ is a Riemannian submersion and W is compact,
then Lk,p(W,pi, g) is a 2nd-countable Hausdorff Banach manifold and the under-
lying set as well as the Banach manifold structure on this set are independent
of g.
Proof. Only independence of the Riemannian structure needs to be shown.
For this, what one wants to show is that the set-theoretic identity defines a
smooth map between the Banach manifolds built with respect to two different
choices of Riemannian structures, given by metrics g and g˜ on W . Expressing
the identity in local charts around a point u ∈ Γk(W ) means that one has to
look at maps of the form Φ˜−1u ◦ Φu, where Φ˜u is as in the construction above,
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but w. r. t. the metric g˜. The proof that this defines a smooth map between
open subsets then proceeds literally as the corresponding proof outlined in the
construction above using Proposition II.4.
One last easy consequence of the construction of Lk,p(W,pi, g) above is the non-
linear version of the Sobolev embedding theorem. For this, note that one can
construct Banach manifolds of sections of class Ck very analogously to the Lk,p-
spaces above. Given a vector bundle ρ : E → B together with a Riemannian
metric h on B, a fibre metric g on E and a metric connection ∇, the space of
sections of class Ck, for k ∈ N0, is the Banach space (‖ · ‖∞ denotes the usual
supremums-norm on functions)
Γk(E, h, g,∇) := {ξ ∈ Γk(E) |
k∑
i=0
‖|∇iξ|‖∞ <∞},
where |∇iξ| ∈ Ck(B) denotes the norm on (ΛiT ∗B)⊗ E induced by h and g.
Construction II.3. If pi : W → Σ is a Riemannian submersion of bounded
geometry, then in the notation of Definition II.13, for u ∈ Γk(W ) with Cu,r <
∞ ∀ r = 1, . . . , k, let
Uu := {ξ ∈ Γk(u∗VW, h, g,∇⊥) | ‖|ξ|‖∞ < δ}.
Then analogously to the previous construction, there are well-defined injective
maps
Ψu : Uu → Γk(W ).
Using these, one defines the space of sections of class Ck of pi : W → Σ as
Γk(W,pi, g) :=
⋃
u∈Γk(W )
Cu,r<∞,
r=1,...,k
Φu(Vu) ⊆ Γ0(W ).
It follows directly from Proposition II.4 that the maps Ψu define an atlas for a
Banach manifold structure on Γk(W,pi, g).
Then the following nonlinear version of the Sobolev embedding theorem is an
immediate consequence of the linear Sobolev embedding theorem and the con-
structions of the Banach manifolds involved.
Lemma II.11. Let pi : W → Σ be a Riemannian submersion of bounded geom-
etry. Let furthermore k, ` ∈ N0 an p ∈ (1,∞) with k − dim Σp > `. Then there
is a smooth embedding
Lk,p(W,pi, g) ↪→ Γ`(W,pi, g),
defined by the restriction of the set-theoretic identity on Γ0(W ).
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II.2.4 Bundles of sections of a vector bundle
Another important concept used in the next part of this thesis are the Banach
space bundles of sections of a vector bundle one constructs over the spaces of
sections of a Riemannian submersion from the previous subsection. So let pi :
W → Σ be a Riemannian submersion of bounded geometry and let ρ : E →W
be a vector bundle equipped with a fibre metric gE and a metric connection
∇E .
Definition II.16. Let ρ : E → W be a vector bundle over a Riemannian
manifold equipped with a fibre metric gE and a metric connection ∇E . Let ΩE
be the curvature of ∇E and denote for s ∈ N0
CΩ
E ,s := sup{‖(∇E)sΩEw‖ | w ∈W}.
ρ : E →W is said to be of bounded geometry up to order r ∈ N0, if CΩE ,s <∞
for all s = 0, . . . , r.
If this holds for all r ∈ N0, then ρ : E →W is said to be of bounded geometry.
Construction II.4. Assume now that ρ : E → W as well as pi : W → Σ
are of bounded geometry. For k, ` ∈ N0, p ∈ (1,∞) with k − dim Σp > `, by
Lemma II.11, Lk,p(W,pi, g) ⊆ Γ`(W,pi, g). In particular, for u ∈ Lk,p(W,pi, g),
u∗E → Σ is a vector bundle of class C`, equipped with a fibre metric and a
connection of class C`, as well. Furthermore, because by assumption (pi : W →
Σ geometrically bounded) there is a lower bound on the injectivity radius of Σ
and the CΣ,r are finite. So by Proposition 3.2, p. 15 in [Eic07], the sections of
class C` in L`,p(u∗E) := L`,p(u∗E, u∗gE , u∗∇E) are dense. So one can define,
as a set,
L`,p(E, gE ,∇E ,W, pi, g) :=
∐
u∈Lk,p(W,pi,g)
L`,p(u∗E),
which comes with a canonical projection
Π : L`,p(E, gE ,∇E ,W, pi, g)→ Lk,p(W,pi, g).
The goal is now to turn this into a smooth Banach space bundle. The standard
way to do so is to define local trivialisations over the charts on Lk,p(W,pi, g)
defined in Construction II.2 via parallel transport:
In the notation used there, let for u ∈ Γk(W ) with Cu,r <∞ for r = 0, . . . , k,
Φu : L
k,p(u∗VW ) ⊇ Vu → Lk,p(W,pi, g) ⊆ Γ0(W )
a chart. Then the trivialisation of L`,p(E, gE ,∇E ,W, pi, g) over Φu(Vu),
Vu × L`,p(u∗E) Φˆu //

L`,p(E, gE ,∇E ,W, pi, g)|Φu(Vu)

Vu
Φu // Φu(Vu),
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is given by
Φˆu(ξ, σ) := (‖1s=0 Φu(sξ))σ,
where for z ∈ Σ,
(‖1s=0 Φu(sξ))z : (u∗E)z = Eu(z) → E(Φu(ξ))(z) = ((Φu(ξ))∗E)z
denotes parallel transport along the path ((Φu(sξ)(z)))s∈[0,1] from u(z) to (Φu(ξ))(z) =
exp⊥(ξ(z)).
For the above to be well-defined, it has to be proved that the associated tran-
sition maps are smooth. In detail, for u, v ∈ Γk(W ) with Cu,r, Cv,r <∞ ∀ r =
0, . . . , k, let Vuv := Φ
−1
u (Φv(Vv)) ⊆ Vu and analogously Vvu := Φ−1v (Φu(Vu)) ⊆
Vv. Then smoothness of the map
Φˆ−1u ◦ Φˆv : Vvu × L`,p(v∗E)→ Vuv × L`,p(u∗E)
has to be proven, or equivalently, that of the map
Φˆvu := pr2 ◦ Φˆ−1u ◦ Φˆv : Vvu × L`,p(v∗E) = L`,p(u∗E).
This means that for η1, . . . , ηm ∈ Lk,p(v∗VW ), ξ ∈ Vvu and σ ∈ L`,p(v∗E), one
needs to estimate at some fixed z ∈ Σ, in analogy to Proposition II.4,
∂m
∂ηm · · · , ∂η1∇
iΦˆvu(ξ, σ).
The basic procedure here is the same as previously for the Banach manifold
structure on Lk,p(W,pi, g). One first of all makes pointwise estimates for σ ∈
L`,p(v∗E) of class C` and ξ ∈ Vvu of class Ck by setting up an induction scheme.
To do so, one first of all follows the line of reasoning on page 43 f. to reduce to
the calculation of
∂m
∂ηm
(∇X)iΦˆvu(ξ, σ) (II.13)
for η ∈ Lk,p(v∗VW ) and X ∈ TzΣ for a fixed z ∈ Σ. Then, by integrating and
using the module structure theorem one deduces the corresponding estimates
in Lk,p- and L`,p-norms. And finally one uses the density argument provided
by Corollary A.1 for the general case.
The main step in setting up the induction scheme, that takes the place of
Proposition II.4 is the following calculation, which replaces Proposition II.5:
Let ξ′ : (−ε, ε)→ VW for some ε > 0 be a path. The two cases of interest here
are the following:
First, for some ξ ∈ Vv and some η ∈ Lk,p(v∗VW ) as well as some z ∈ Σ,
ξ′(λ) := ξ(z) + λη(z).
And second, for some ξ ∈ Vv and a path z : (−ε, ε)→ Σ, ξ′(λ) := ξ(z(λ)).
Denote also for ρ ∈ VW ,
αρ : [0, 1]→W, t 7→ exp⊥(tρ).
Then one has the following property for the covariant derivative of a section of
E along the path exp⊥ ◦ξ′ : (−ε, ε)→W , where ∇dλ denotes the total covariant
derivative along a path:
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Lemma II.12. Let ξ′ : (−ε, ε)→ VW for some ε > 0 be a path. Then for any
section σ of E along exp⊥ ◦ξ′ : (−ε, ε)→W ,
∇
dλ
∣∣∣∣
λ=0
(‖10 αξ
′(λ))−1σ− (‖10 αξ
′(0))−1
∇
dλ
∣∣∣∣
λ=0
σ = H(ξ′(0), ∂ξ
′
∂λ (0))(‖10 αξ
′(0))−1σ,
where
H(ξ′(0), ∂ξ
′
∂λ (0)) :=
∫ 1
0
sH(s) ds
and
H(s) :=
(
‖10 αsξ
′(0)
)−1
ΩE
(
(D exp⊥)sξ′(0)(
∂ξ′
∂λ (0)), (D
v exp⊥)sξ′(0)(ξ′(0))
)(
‖10 αsξ
′(0)
)
Proof. Let u : (−ε, ε)→W be defined by u(λ) := prVWW ◦ξ′. Then by definition,
∇
dλ
∣∣∣∣
λ=0
(‖10 αξ
′(λ))−1σ =
d
dλ
∣∣∣∣
λ=0
(‖1r=0 v(rλ))−1(‖1r=0 exp⊥(rξ′(λ)))−1σ
and one can write
(‖1r=0 u(rλ))−1(‖1r=0 exp⊥(rξ′(λ)))−1 =
= (‖1r=0 u(rλ))−1(‖1r=0 exp⊥(rξ′(λ)))−1
(‖1r=0 exp⊥(ξ′(rλ)))(‖1r=0 exp⊥(rξ′(0)))
(‖1r=0 exp⊥(rξ′(0)))−1(‖1r=0 exp⊥(ξ′(rλ)))−1
= (‖4r=0 γλ(r))(‖1r=0 exp⊥(rξ′(0)))−1(‖1r=0 exp⊥(ξ′(rλ)))−1,
where γλ : [0, 4]→W is the piecewise smooth closed loop defined by
γλ(r) :=

exp⊥(rξ′(0)) 0 ≤ r ≤ 1
exp⊥(ξ′((r − 1)λ))) 1 ≤ r ≤ 2
exp⊥((3− r)ξ′(λ)) 2 ≤ r ≤ 3
u((4− r)λ) 3 ≤ r ≤ 4
.
This loop is contractible via a piecewise smooth contraction Hλ : [0, 1]×[0, 4]→
W , (s, r) 7→ Hλs (r), where
Hλs (r) :=

exp⊥(srξ′(0)) 0 ≤ r ≤ 1
exp⊥(sξ′((r − 1)sλ)) 1 ≤ r ≤ 2
exp⊥(s(3− r)ξ′(sλ)) 2 ≤ r ≤ 3
u((4− r)sλ) 3 ≤ r ≤ 4
and Hλ1 = γ
λ. By a result which can be found e. g. in [RW06], Corollary 3,
‖4r=0 γλ(r) can be expressed as
‖4r=0 γλ(r) = idEu(0)+
∫ 1
0
∫ 4
0
(‖4t=r Hλs (t))◦ΩE(Hλ∗
∂
∂r
,Hλ∗
∂
∂s
)◦(‖rt=0 Hλs (t)) drds,
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where ΩE ∈ Ω2(W,End(E)) denotes the curvature 2-form of the connection on
E. Now for 0 ≤ r ≤ 1 and 3 ≤ r ≤ 4, H∗ ∂∂r and H∗ ∂∂s are linearly dependent, so
for these values of r, the curvature term in the integrand of the above formula
vanishes. For 1 ≤ r ≤ 3 one calculates
Hλ∗
∂
∂s
=
{
Dv exp⊥(ξ′((r − 1)sλ)) + s(r − 1)λD exp⊥(∂ξ′∂λ ((r − 1)sλ) 1 < r < 2
(3− r)Dv exp⊥(ξ′(sλ)) + s(3− r)λD exp⊥(∂ξ′∂λ (sλ)) 2 < r < 3
Hλ∗
∂
∂r
=
{
s2λD exp⊥(∂ξ
′
∂λ ((r − 1)sλ)) 1 < r < 2
−sDv exp⊥(ξ′(sλ)) 2 < r < 3 .
Hence after reparametrising in r and again using that ΩE(X,Y ) = 0 for X and
Y parallel as well as the antisymmetry of ΩE ,
‖4r=0 γλ = idEu(0) + λ
∫ 1
0
s2
(
∫ 1
0
(‖4t=r+1 Hλs (t))◦ΩE(D exp⊥(∂ξ
′
∂λ (rsλ)), D
v exp⊥(ξ′(rsλ)))◦(‖r+1t=0 Hλs (t)) dr +
+
∫ 1
0
(1−r)(‖4t=r+2 Hλs (t))◦ΩE(D exp⊥(∂ξ
′
∂λ (sλ)), D
v exp⊥(ξ′(sλ)))◦(‖r+2t=0 Hλs (t)) dr
)
ds.
One also calculates for 0 ≤ r ≤ 1 and λ = 0,
‖r+1t=0 H0s (t) =‖1t=0 exp⊥(tsξ′(0))
‖r+2t=0 H0s (t) =‖1−rt=0 exp⊥(tsξ′(0))
‖4t=r+1 H0s (t) =‖1t=0 exp⊥((1− t)sξ′(0))
‖4t=r+2 H0s (t) =‖1t=r exp⊥((1− t)sξ′(0)).
So defining the path αsξ
′(0)(t) := exp⊥(tsξ′(0)),
d
dλ
∣∣∣∣
λ=0
‖4r=0 γλ =
∫ 1
0
s2
(
‖10 αsξ
′(0)
)−1
ΩE
(
(D exp⊥)sξ′(0)(
∂ξ′
∂λ (0)),
(Dv exp⊥)sξ′(0)(ξ′(0))
)(
‖10 αsξ
′(0)
)
ds +∫ 1
0
∫ 1
0
s2r
(
‖r0 αsξ
′(0)
)−1
ΩE
(
(D exp⊥)rsξ′(0)(
∂ξ′
∂λ (0)),
(Dv exp⊥)rsξ′(0)(ξ′(0))
)(
‖r0 αsξ
′(0)
)
dr ds
=
∫ 1
0
s2
(
‖10 αsξ
′(0)
)−1
ΩE
(
(D exp⊥)sξ′(0)(
∂ξ′
∂λ (0)),
(Dv exp⊥)sξ′(0)(ξ′(0))
)(
‖10 αsξ
′(0)
)
ds +∫ 1
0
∫ 1
0
rs
(
‖10 αrsξ
′(0)
)−1
ΩE
(
(D exp⊥)rsξ′(0)(
∂ξ′
∂λ (0)),
(Dv exp⊥)rsξ′(0)(ξ′(0))
)(
‖10 αrsξ
′(0)
)
sdr ds
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and denoting for simplicity
H(t) :=
(
‖10 αtξ
′(0)
)−1
ΩE
(
(D exp⊥)tξ′(0)(
∂ξ′
∂λ (0)),
(Dv exp⊥)tξ′(0)(ξ′(0))
)(
‖10 αtξ
′(0)
)
,
d
dλ
∣∣∣∣
λ=0
‖4r=0 γλ =
∫ 1
0
s2H(s) ds+
∫ 1
0
∫ 1
0
rsH(rs) sdr ds
=
∫ 1
0
(
s(sH(s)) +
∫ s
0
tH(t) dt
)
︸ ︷︷ ︸
d
ds
s
∫ s
0 tH(t) dt
ds
=
∫ 1
0
sH(s) ds.
Using this lemma together with Proposition II.4, one can now estimate the norm
of II.13, analogously to Proposition II.4. Since the details are quite analogous
to the discussion before, simpler, actually, they will be left out.
Example II.1. A canonical example of this is gained by applying the above
construction to the vector bundle Hom(TΣ, V W ) with Hom(TΣ, V W )w =
Hom(Tpi(w)Σ, VwW ) ∼= T ∗pi(w)Σ ⊗ VwW with the induced metric h∗ ⊗ g|VW and
connection ∇⊥.
Finally, note the following two results, which follow fairly easily from the defi-
nitions.
Lemma II.13. The vertical derivative Dv defines a section
Dv : Lk,p(W,pi, g)→ Lk−1,p(Hom(TΣ, V W ), h∗ ⊗ g|VW ,∇⊥,W, pi, g).
If u ∈ Γr(W,pi, g) then in the chart around u in Lk,p(W,pi, g), this section is
given by the formula from Lemma II.2, i. e. for ξ ∈ Lk,p(u∗VW ), choosing any
measurable section representing ξ and any measurable section representing ∇ξ,
for z ∈ Σ, X ∈ TzΣ, Dv exp⊥u (ξ) is represented by
X 7→ (Dv exp⊥u (ξ))(X) = D expWz(Dvu(X),∇Xξ) + τξ(X).
Lemma II.14. Let (ρ : E → W, gE ,∇E) and (σ : F → W, gF ,∇F ) be Rie-
mannian vector bundles over W of bounded geometry. Let Φ : E → F be a
(linear) bundle morphism (covering the identity on W ) s. t. ‖∇sΦ‖∞ < ∞ for
all s ∈ N0. Then the map
L`,p(E, gE ,∇E ,W, pi, g)→ L`,p(F, gF ,∇F ,W, pi, g)
e 7→ Φ ◦ e
is a Banach bundle morphism.
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II.3 Construction of smooth structures on moduli spaces
Throughout this section, fix a marked nodal family (pi : Σ → M,R∗) of type
(g, n) and choose a metric h on Σ that is hermitian on every fibre of Σ. Fur-
thermore, let (κ : X → M,ω) be a family of symplectic manifolds with fibres
symplectomorphic to a closed symplectic manifold (X0, ω0) (in other words a
fibre bundle with fibre X0 and structure group Symp(X0, ω0), the symplecto-
morphism group of (X0, ω0)). Define κ˜ : X˜ → Σ as the pullback of κ : X →M
to Σ via pi. As before, Jω(X) is the set of ω-compatible vertical almost complex
structures on X, i. e. bundle morphisms J ∈ End(V X) with J2 = −id and
s. t. ω(·, J ·) defines a metric on V X. In other words, for any b ∈ M , Jb is a
compatible almost complex structure on the symplectic manifold (Xb, ωb). Such
a J ∈ Jω(X) is chosen and X˜ is equipped with the almost complex structure
given by the pullback of J to Σ via the projection onto M (and again denoted
by J), and the metric gJ on V X˜ defined by ω and J . Finally, a locally trivial
family A of 2nd homology classes (Ab)b∈M , Ab ∈ H2(Xb;Z), in the fibres of X
is fixed in the sense that there exists a covering (Ui)i∈I of M and trivialisations
φi : X|Ui ∼= Ui × X0 s. t. (pr2)∗ ◦ (φi|Xb)∗Ab ∈ H2(X0;Z) is independent of
b ∈ Ui.
II.3.1 Hamiltonian perturbations
For almost all of the notions and results on Hamiltonian perturbations, see
[MS04], Section 8.1.
The basic Banach space from which all perturbations will be chosen is defined
in analogy with [CM07], Section 3.
Definition II.17. Let ε = (εi)i∈N0 be a fixed sequence of positive numbers.
Denote by κ˜ : X˜ → Σ the projection. The space of Floer’s Cε-sections of κ˜∗T ∗Σ
is
Γε(κ˜∗T ∗Σ) := {H ∈ Γ(κ˜∗T ∗Σ) |
∞∑
i=0
εi‖H‖Ci <∞}.
Let C ⊆ Σ be the set of special points, i. e. the union of all the markings and
nodal points, and define C˜ := κ˜−1(C) ⊆ X˜. C ⊆ Σ is a submanifold that
intersects every fibre of Σ in a finite number of points. Define (cl denotes the
closure)
Γε0(κ˜
∗T ∗Σ) := cl{H ∈ Γε(κ˜∗T ∗Σ) | supp(H) ⊆ X˜ \ C˜}.
Let 0 < δ < 14 . The space of Hamiltonian perturbations is defined to be the
open ball of radius δ in Γε0(κ˜
∗T ∗Σ), i. e.
Hε,δ(X˜) := {H ∈ Γε0(κ˜∗T ∗Σ) |
∞∑
i=0
εi‖H‖Ci < δ},
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where ε is chosen as in [Flo88], Lemma 5.1. The subscripts ε and δ will usually
be dropped, i. e. H(X˜) := Hε,δ(X˜).
The reason for the appearance of the constant δ in the above definition is
so one can apply Exercise 8.1.3 from [MS04], and for any desingularisation
ιˆb : Sb → Σb ⊆ Σ, for b ∈ M , of a fibre of Σ, equip the total space Xˆb of the
pullback of the fibration X˜ to Sb, with a symplectic form.
Construction II.5. Let (S, j, r∗, ν), b ∈M, ιˆ : S → Σb be a desingularisation of
Σb and let Xˆ := ιˆ
∗X˜ with projection κˆ : Xˆ → S. Using Xˆ ∼= S×Xb, an element
H ∈ H(X˜) defines a linear map Hb : TS →
∐
z∈S C
∞(Xˆz,R) ∼= S×C∞(Xb,R)
in the following way: If ζz ∈ TzSb = VzS ⊆ TzS, then Hb(ζz) : Xˆz = Xb → R,
x 7→ Hι˜(x)(ιˆ∗ζz), where ι˜ : Xˆ → X˜ is the canonical map covering ιˆ : S → Σ. In
this way, Hb is considered as a 1-form on S with values in the smooth functions
on the fibres of Xˆ.
Furthermore, for ζz ∈ TzS, to the function Hb(ζz) ∈ C∞(Xˆz,R) corresponds
a Hamiltonian vector field XHb(ζz) ∈ X(Xˆz). In this way one gets a fibrewise
linear function XH : TS →
∐
z∈S X(Xˆz), i. e. a 1-form with values in the space
of Hamiltonian vector fields on the fibres of Xˆ.
Hb then defines a connection on Xˆ with projection onto the vertical tangent
bundle given by
piTXˆ
V Xˆ
: TXˆ ∼= TS × TXb → V Xˆ ∼= S × TXb
(ζz, vx) 7→ (z, vx) + (z,XHb(ζz)(x)).
Definition II.18. For H ∈ H(X˜) and b ∈ M as above, XHb : TS → X(Xb)
from the previous construction is called the Hamiltonian vector field on S as-
sociated to H and
X0,1Hb :=
1
2
(XHb + Jb ◦XHb ◦ jb)
is its complex antilinear part.
Definition II.19. Let J ∈ Jω(X) and let H ∈ H(X˜), b ∈ M . Using the
notation from the previous construction, the almost complex structure JˆHb on Xˆ
defined by J and H is given by JˆHb |V Xˆ = Jb, using the canonical identification
V Xˆ ∼= S × VbX and JˆHb |HXˆ = ιˆ∗j w. r. t. the decomposition TXˆ ∼= V Xˆ ⊕HXˆ
defined by the connection associated to H.
Remark II.7. For (w, v) ∈ TXˆ ∼= TS × TXb,
JˆHb(w, v) = (jw, Jbv + 2JbX
0,1
Hb(w)
).
The main existence result for Hamiltonian perturbations:
Lemma II.15. Let (S, j, r∗, ν), b ∈M, ιˆ : S → Σb be a desingularisation of Σb ⊆
Σ. Given any z ∈ S\
(⋃n
i=1 ri ∪
⋃d
i=1{n1i , n2i }
)
, where ν = {{n11, n21}, . . . , {n1d, n2d}},
any x ∈ ιˆ∗X˜ with ιˆ∗κ˜(x) = z, any η ∈ Hom(TzS, Vxιˆ∗X˜) and any neighbourhood
U of x in ιˆ∗X˜, there exists an H ∈ H(X˜) s. t. ιˆ∗H ∈ H(ιˆ∗X˜) has support in U
and satisfies (Xιˆ∗H)x = η.
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Proof. Choose a coordinate neighbourhood V ⊆ M of B and a symplectic
trivialisation X|V ∼= V × X0 of X. Because z does not coincide with any
of the special points, there exists a coordinate neighbourhood V˜ ⊆ Σ that
is mapped by pi onto V and s. t. there exist coordinates (t0, . . . , tk) ∈ C ×
Ck, k := dimC(M) on V˜ and coordinates on V s. t. pi|V˜ : V˜ → V in these
coordinates is the map (t0, t1, . . . , tk) 7→ (t1, . . . , tk) and z corresponds to the
point (0, . . . , 0). Furthermore, let x′ := ι˜(x) ∈ X˜, where ι˜ : ιˆ∗X˜ → X˜ is the
canonical map covering ιˆ. Then there exists a neighbourhood of x′ in X˜|V˜ of the
form V˜ ×W , where W ⊆ X0 is a coordinate neighbourhood with coordinates
(x1, . . . , xl) ∈ Rl, l := dimR(X0), mapping x′ to zero. One can assume that
V˜ ×W ∩ κ˜−1(pi−1(b)) ⊆ ιˆ(U), so ιˆ−1(V˜ ×W ) ⊆ U . Choose two smooth cutoff
functions δX : R
dimX → [0, 1] and δΣ : C × Ck → [0, 1] which are identically 1
in a neighbourhood of 0 and have compact support inside the neighbourhoods
of 0 corresponding to W and V˜ , respectively. Let ∂
∂tij
, i = 0, . . . , k, j = 1, 2, be
the coordinate vector fields for the real coordinates associated to the complex
coordinates ti. Then t0 defines a complex coordinate in a neighbourhood of z
in S and one can evaluate ω(η( ∂
∂t0j
), ·) = ∑m λj,mdxm for some λj,m and define
H ∈ H(X˜) as the 1-form that vanishes identically outside V˜ ×W and in the
above coordinates maps the ∂
∂tij
for i > 0 to zero and maps the ∂
∂t0j (t0,t1,...,tk)
to
the function that vanishes identically outside W and maps
(x1, . . . , xl) 7→ δΣ(t0, t1, . . . , tk)δX(x1, . . . , xl)
∑
m
λj,mx
m.
For such Hamiltonian perturbations H ∈ H(X˜) and points b ∈ M , one can
define the moduli spaces of holomorphic curves in the family Σ with values in
X. These are the main objects to be studied in this thesis:
Definition II.20. Let H ∈ H(X˜), let b ∈ M and let (S, j, r∗, ν), b ∈ M, ιˆ :
S → Σb be a desingularisation, ιˆ∗X˜ := Xˆ. Then
Mb(X˜, A, J,H) := {u : Σb → X˜ | κ˜ ◦ u = idΣb , [pr2 ◦ u] = Ab ∈ H2(Xb;Z),
ιˆ∗u : S → Xˆ is j-JˆHb-holomorphic},
which is independent of the choice of desingularisation and where pr2 : X˜|Σb ∼=
Σb ×Xb → Xb is the projection. Hence
M(X˜, A, J,H(X˜)) :=
∐
b∈M
H∈H(X˜)
Mb(X˜, A, J,H)
is well-defined and comes with two projections
piMM : M(X˜, A, J,H(X˜))→M
and
piMH : M(X˜, A, J,H(X˜))→ H(X˜).
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The remainder of this chapter consists of defining (Banach) manifold structures
over certain subsets of this space (although not on all of M(X˜, A, J,H(X˜))) in
such a way that it reflects the stratified structure of M by the stratification by
signature (where well-defined) and to define a topology on M(X˜, A, J,H(X˜))
compatible with the manifold topologies on these parts.
II.3.2 The case of a fixed Riemann surface
In this first subsection, the case of a fixed Riemann surface and a fixed trivial
symplectic fibre bundle over this surface, equipped with (fixed) almost complex
and Hamiltonian structures, is treated. First, the respective Fredholm problem
is set up, i. e. a Banach space bundle E → B and a Cauchy-Riemann opera-
tor ∂ as a section of this bundle are defined. Then the linearisation of this
Cauchy-Riemann operator is calculated and using this, first, it is shown that
this operator is Fredholm of the expected index (Corollary II.3). Then a condi-
tion is derived for when the linearisation of ∂ is complex linear (Corollary II.4),
which will mainly be needed in the last third of this text. Finally, the well-
known elliptic regularity result will be derived, namely that the elements in the
solution set ∂
−1
(0) of the Fredholm problem actually consist of smooth sections.
Most of these are rather well-known results, but first of all, they are all crucial
for the later discussion, and second, using the results from the previous chapter
and assuming the standard results for linear Cauchy-Riemann operators, the
proofs are actually rather short. Most of the proofs here actually follow the
same scheme: By expressing everything in a chart for B and a trivialisation
for E, the problem is reduced to a known result about linear Cauchy-Riemann
operators.
Construction II.6. Let, for now, (X,ω) be a fixed closed symplectic manifold
and let A ∈ H2(X). Let (S, j) be a smooth Riemann surface of Euler character-
istic χˆ equipped with a hermitian metric h, let J ∈ Jω(X) and let H ∈ H(Xˆ),
where Xˆ := S×X. Then there are the connection defined by H as in Construc-
tion II.5, together with h and the metric on Xˆ defined via the connection by the
metric gJ := ω(·, J ·) on the fibres of Xˆ and the pullback of h via the projection
on the horizontal tangent bundle. These turn pr1 : Xˆ → S into a Riemannian
submersion. The covariant derivative on vertical vector fields will be denoted
by ∇H . Now over Xˆ there are the two vector bundles Hom(TS, V Xˆ) and its
subbundle of complex antilinear morphisms
Hom(j,J)(TS, V Xˆ) := {η ∈ Hom(TS, V Xˆ) | η ◦ j = −J ◦ η}.
Both of these inherit a metric from the metrics h and gJ on TS and V Xˆ,
respectively. Hom(TS, V Xˆ) also inherits a connection from the connections
on TS and V Xˆ. But in general, this connection does not restrict to a well
defined connection on Hom(j,J), since this subbundle is not invariant under
parallel transport. The problem here being that the Levi-Civita connection
on X (coming from gJ) is not hermitian (the metric h on S is automatically
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Ka¨hler, S being twodimensional). This can be solved by replacing the Levi-
Civita connection on X by the hermitian connection ∇˜ defined by gJ and J . It
is shown in [MS04], Appendix C.7, that
∇˜XY = ∇XY − 1
2
J(∇XJ)Y .
∇˜ preserves J and the metric gJ , but it is not torsion free, its torsion being
given by
T ∇˜(X,Y ) = −1
4
NJ(X,Y ),
where NJ denotes the Nijenhuis tensor of J . Also, the map
piHom
Hom(j,J)
: Hom(TS, V Xˆ)→ Hom(j,J)(TS, V Xˆ)
η 7→ 1
2
(η + J ◦ η ◦ j)
defines a smooth bundle morphism.
Using these structures, one can make the following definitions:
Fix, once and for all, a real number p > 2. Furthermore, let k ∈ N.
Bk,p(Xˆ, A, J,H) := {u ∈ Lk,p(Xˆ, pr1, gJ) | [pr2 ◦ u] = A},
where Lk,p(Xˆ, pr2, g
J) is the Sobolev space of sections of Xˆ, defined in Con-
struction II.2. This is a Banach manifold, since it is a union of connected
components, hence an open subset, of Lk,p(Xˆ, pr1, g
J). For a continuous path
in this space via the Sobolev embedding theorem defines a continuous path
of continuous functions, hence two sections in the same connected component
define the same homology class. Proceeding,
Ek−1,p(Xˆ, A, J,H) := {(η, u) ∈ Lk−1,p(Hom(j,J)(TS, V Xˆ), h∗ ⊗ gJ ,∇S ⊗∇H ,
Xˆ, pr1, g
J) | u ∈ Bk,p(Xˆ, A, J,H)},
which, as a restriction of the Banach space bundle Lk−1,p(Hom(j,J)(TS, V Xˆ), h∗⊗
gJ ,∇S ⊗ ∇H , Xˆ, pr1, gJ) from Construction II.4 and Example II.1 to an open
subset, is a Banach space bundle over Bk,p(Xˆ, A, J,H). The projection of this
bundle will be denoted by κk,p : Ek−1,p(Xˆ, A, J,H)→ Bk,p(Xˆ, A, J,H).
To define the Cauchy-Riemann operator, note that just the same way, there
also is the Banach space bundle
Fk−1,p(Xˆ, A, J,H) := {(η, u) ∈ Lk−1,p(Hom(TS, V Xˆ), h∗ ⊗ gJ ,∇S ⊗∇H ,
Xˆ, pr1, g
J) | u ∈ Bk,p(Xˆ, A, J,H)}
over Bk,p(Xˆ, A, J,H) which by Lemma II.13 comes with the section Dv :
Bk,p(Xˆ, A, J,H)→ Fk−1,p(Xˆ, A, J,H). Additionally, by Lemma II.14, the bun-
dle morphism piHom
Hom(j,J)
from above induces a morphism of Banach space bundles
from Fk−1,p(Xˆ, A, J,H) to Ek−1,p(Xˆ, A, J,H), hence the composition of the sec-
tion Dv with this morphism defines a section of Ek−1,p(Xˆ, A, J,H).
Finally, note that J induces almost complex structures on both V Xˆ and Hom(j,J)(TS, V Xˆ),
which via Lemma II.14 turn both TBk,p(Xˆ, A, J,H) and Ek−1,p(Xˆ, A, J,H) into
complex Banach space bundles over Bk,p(Xˆ, A, J,H).
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Definition II.21. The (nonlinear) Cauchy-Riemann operator on Xˆ is the sec-
tion
∂
J,H
S : B
k,p(Xˆ, A, J,H)→ Ek−1,p(Xˆ, A, J,H)
u 7→
(
1
2
(Dvu+ J ◦Dvu ◦ j), u
)
of the Banach space bundle
κk,p : Ek−1,p(Xˆ, A, J,H)→ Bk,p(Xˆ, A, J,H).
The next result is very technical, but necessary, for later the exact form of the
linearisation of the Cauchy-Riemann operator is needed. The relevant result
here is Corollary II.4. Still somewhat relevant to note may be the fact that
this lemma shows that the linearisation of the Cauchy-Riemann operator is a
(compact) perturbation of a linear Cauchy-Riemann operator (of some Sobolev
class) at all points, not just the differentiable ones.
The statement, as well as all the other statements in the corollaries and lemmas
following it, is to be read as follows: Pick measurable sections representing ξ,
∇ξ, η and ∇η. Then there is a measurable section ρ of Hom(TS, u∗V Xˆ) s. t. for
Z ∈ TzS, ρz(Z) ∈ Vu(z)Xˆ is given by the formula in the lemma. The equivalence
class of this section in the relevant Sobolev space gives a well-defined element
in Ek−1,p(Hom(TS, V Xˆ), A, J,H).
Alternatively, one can take the formula literally on differentiable sections and
use a standard density argument for differentiable sections in Lk,p-sections.
Lemma II.16. Let u ∈ Γk(Xˆ, pr1, g)∩Bk,p(Xˆ, A, J,H), ξ, η ∈ Lk,p(u∗V Xˆ) and
assume that ξ is small enough that it lies in the chart around u. Then w. r. t. the
chart for Bk,p(Xˆ, A, J,H) and the trivialisation of Ek−1,p(Hom(TS, V Xˆ), A, J,H)
around u from Constructions II.2 and II.4, respectively, the linearisation of ∂
J,H
S
at exp⊥u (ξ) in the direction η and evaluated on Z ∈ TzS is given by
(
‖s=1s=0 exp⊥u (sξ(z))
)−1{
(Dv expXˆz)ξ(z)
1
2
(∇Zη + Jξ∇jZη) +
+
1
2
(∇ηξAu,ξ(·, Z) + J∇ηξAu,ξ(·, jZ)) −
− 1
2
J(∇ηξJ)(Au,ξ(ξ, Z)− JAu,ξ(ξ, jZ)) +
+ H(η, ξ)∂
J,H
S exp
⊥
u (ξ)(Z)
}
,
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where
Jξ(z) := (D
v expXˆz)−1ξ(z) ◦ J ◦ (Dv expXˆz)ξ(z)
ηξ(z) := (D
v expXˆz)ξ(z)(η(z))
Au,ξ(ζ, Z) := (D expXˆz)ζ(D
vu(Z),∇Zξ) + τζ(Z)
H(η, ξ)(z) :=
∫ 1
0
t
(
‖s=1s=t exp⊥u (sξ)
)
◦R∇˜
(
(Dv expXˆz)tξ(z)η(z),
(Dv expXˆz)tξ(z)ξ(z)
)
◦
(
‖s=1s=t exp⊥u (sξ)
)−1
dt.
Proof. Let u, ξ and η be as in the statement of the Lemma and let λ ∈ R
be so small that ξ + λη lies in the open subset of Lk,p(u∗V Xˆ, h, gJ ,∇) on
which the chart around u is defined. For a vertical path α : [0, 1] → Xˆ,
i. e. pr1 ◦α ≡ const : [0, 1]→ S, denote by ‖s=1s=0 α(s) : Vα(0)Xˆ → Vα(1)Xˆ parallel
transport w. r. t. the connection ∇˜ on X that respects J . Here, the fibre Xˆz
of Xˆ over a point z ∈ S is identified with X. Note also that over each such
fibre, the connection on Hom(j,J)(TS, V Xˆ)|Xˆz is given by composition with ∇˜,
i. e. (∇˜η)(Z) = ∇˜(η(Z)) for η a section of Hom(j,J)(TS, V Xˆ)|Xˆz and Z ∈ TzS.
For this fibre is canonically identified with T ∗z S×TX, i. e. the covariant deriva-
tive in the first factor is the trivial one.
Then by definition, in the chart around u and the trivialisation of Ek−1,p(Xˆ, A, J,H)
over this chart, the derivative of (D∂
J,H
S ) at the point exp
⊥
u (ξ) ∈ Bk,p(Xˆ, A, J,H)
in the direction η and evaluated on Z ∈ TzS is given by
d
dλ
∣∣∣∣
λ=0
(
‖s=1s=0 exp⊥u (s(ξ + λη))
)−1
∂
J,H
S exp
⊥
u (ξ + λη)(Z) =
=
(
‖s=1s=0 exp⊥u (sξ)
)−1 d
dλ
∣∣∣∣
λ=0
(
‖s=1s=0 exp⊥u (ξ + sλη)
)−1
∂
J,H
S exp
⊥
u (ξ+λη)(Z) +
+ H(η, ξ)
(
‖s=1s=0 exp⊥u (sξ)
)−1
∂
J,H
S exp
⊥
u (ξ)(Z).
The right hand side is calculated in Lemma II.12, with ΩE in this case given
by the curvature of ∇˜. Here and in the following, a number of evaluations of ξ
and η on z ∈ S will be omitted, for otherwise the formulas become completely
unmanageable. E. g. above, instead of
d
dλ
∣∣∣∣
λ=0
(
‖s=1s=0 exp⊥u (s(ξ + λη))
)−1
∂
J,H
S exp
⊥
u (ξ + λη)(Z)
it should actually read
d
dλ
∣∣∣∣
λ=0
(
‖s=1s=0 exp⊥u (s(ξ(z) + λη(z)))
)−1
∂
J,H
S exp
⊥
u (ξ + λη)(Z).
The rule here is that ξ and η should be replaced by ξ(z) and η(z) unless they
appear behind a differential operator such as e. g. ∇Zξ or ∂J,HS exp⊥u (ξ)(Z).
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Proceeding,
d
dλ
∣∣∣∣
λ=0
(
‖s=1s=0 exp⊥u (ξ + sλη)
)−1
∂
J,H
S exp
⊥
u (ξ + λη)(Z)
=
d
dλ
∣∣∣∣
λ=0
(
‖s=1s=0 exp⊥u (ξ + sλη)
)−1 1
2
(
Dv exp⊥u (ξ + λη)(Z) +
+ J ◦Dv exp⊥u (ξ + λη)(jZ)
)
=
d
dλ
∣∣∣∣
λ=0
(
‖s=1s=0 exp⊥u (ξ + sλη)
)−1 1
2
Dv exp⊥u (ξ + λη)(Z) +
1
2
J ◦ d
dλ
∣∣∣∣
λ=0
(
‖s=1s=0 exp⊥u (ξ + sλη)
)−1
Dv exp⊥u (ξ + λη)(jZ),
because parallel transport w. r. t. the connection ∇˜ preserves J by definition.
Hence it suffices to calculate (and then use the same result with Z replaced by
jZ)
d
dλ
∣∣∣∣
λ=0
(
‖s=1s=0 exp⊥u (ξ + sλη)
)−1
Dv exp⊥u (ξ + λη)(Z) =
=
d
dλ
∣∣∣∣
λ=0
(
‖s=1s=0 exp⊥u (ξ + sλη)
)−1 (
(D expXˆz)ξ+λη(D
vu(Z),∇Z(ξ + λη)) +
+ τξ+λη(Z)
)
=
d
dλ
∣∣∣∣
λ=0
(
‖s=1s=0 exp⊥u (ξ + sλη)
)−1 (
(D expXˆz)ξ+λη(D
vu(Z),∇Zξ) +
+ τξ+λη(Z)
)
+
d
dλ
∣∣∣∣
λ=0
λ
(
‖s=1s=0 exp⊥u (ξ + sλη)
)−1
(Dv expXˆz)ξ+λη(∇Zη)
= ∇˜
(Dv expXˆz )ξ(η)
(
(D expXˆz)·(Dvu(Z),∇Zξ) + τ·(Z)
)
+ (Dv expXˆz)ξ(∇Zη)
= ∇˜ηξA(·, Z) + (Dv expXˆz)ξ(∇Zη)
= ∇ηξA(·, Z)−
1
2
J(∇ηξJ)A(ξ, Z) + (Dv expXˆz)ξ(∇Zη).
Now it only remains to sort all the different terms, noting that J(∇ηξJ) =
−(∇ηξJ)J (differentiate J2 = −id), and to relate H to H via an easy calculation
using the composition property of parallel transport to finish the proof.
Lemma II.17. Let u ∈ Γk(Xˆ, pr1, gJ) ∩ Bk,p(Xˆ, A, J,H). Then w. r. t. the
chart for Bk,p(Xˆ, A, J,H) and the trivialisation of Ek−1,p(Xˆ, A, J,H) around u
from Constructions II.2 and II.4, respectively, the linearisation of ∂
J,H
S at u is
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given by (for Z ∈ TS)
(D∂
J,H
S )u : TB
k,p(Xˆ, A, J,H)→ Ek−1,p(Xˆ, A, J,H)u
((D∂
J,H
S )u)η(Z) = ∇0,1Z η −
1
2
J
(
(∇ηJ)∂u(Z) + piTXˆV Xˆ(∇ˆHη JˆH)Z˜
)
= ∇0,1Z η − piTXˆV Xˆ
(
1
2
JˆH
(
∇ˆHη JˆH
)
(∂u(Z) + Z˜)
)
= ∇0,1Z η −KJˆH (η, ∂u(Z) + Z˜) −
− 1
8
piTXˆ
V Xˆ
NJˆH (η, ∂u(Z) + Z˜),
where
∇0,1Z η :=
1
2
(∇Zη + J∇jZη),
∂u(Z) :=
1
2
(Dvu(Z)− JDvu(jZ)),
KJˆH is the symmetric part of the bundle morphism
TXˆ ⊗ TXˆ → V Xˆ, (η, ξ) 7→ piTXˆ
V Xˆ
(
1
2
JˆH
(
∇ˆHη JˆH
)
ξ
)
and where Z˜ denotes the horizontal lift of Z ∈ TS to Xˆ, ∇ˆH denotes the Levi-
Civita connection on Xˆ and JˆH denotes the almost complex structure on Xˆ
defined by J , j and the connection given by H as in Definition II.19.
Proof. This is the special case of Lemma II.16 for ξ = 0. One checks easily that
in this case Jξ = J , ηξ = η and H(η, ξ) = 0 as well as (‖s=1s=0 exp⊥u (sξ(z)))−1 =
(D expXˆzu(z))ξ(z) = id. Also, by elementary properties of the differential of the
(full) exponential map together with Lemma II.5, Au,0(0, Z) = Dvu(Z). This
accounts for the first and second summand in the formula. Again by elementary
properties of the differential of the exponential map together with Lemma II.6,
∇ηAu,0(0, Z) = −piTXˆV Xˆ∇ˆHη Z˜, where Z˜ denotes the horizontal lift. So
1
2
(∇ηAu,0(·, Z) + J∇ηAu,0(·, jZ) = 1
2
(−piTXˆ
V Xˆ
∇ˆHη Z˜ − JpiTXˆV Xˆ∇ˆHη j˜Z)
= −piTXˆ
V Xˆ
1
2
(∇ˆHη Z˜ + JˆH∇ˆHη j˜Z).
Now
JˆH∇ˆHη j˜Z = ∇ˆHη ( JˆH j˜Z︸ ︷︷ ︸
= j˜jZ=−Z˜
)− (∇ˆHη JˆH)j˜Z
= −∇ˆHη Z˜ − (∇ˆHη JˆH)JˆHZ˜.
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So
1
2
(∇ηAu,0(·, Z) + J∇ηAu,0(·, jZ)) = 1
2
piTXˆ
V Xˆ
(∇ˆHη JˆH)JˆHZ˜
= −1
2
piTXˆ
V Xˆ
JˆHZ˜(∇ˆHη JˆH)
= −1
2
JpiTXˆ
V Xˆ
(∇ˆHη JˆH)Z˜,
which accounts for the remaining term in the formula.
The last equality follows from the decomposition of a linear morphism TXˆ ⊗
TXˆ → V Xˆ into its symmetric and antisymmetric part together with the right
formula in line (C.7.5) of Lemma C.7.1, p. 566, in [MS04].
This result seems to differ by the term involving Z˜ from the corresponding
formula in [MS04], Section 8.3, p. 257 f., esp. Remark 8.3.8. Although that is
not a real argument for why the formula above is correct, Corollary II.4 and
Lemma II.18 at least show that it produces the consequences one (or at least
the author) would hope for.
Corollary II.3.
∂
J,H
S : B
k,p(Xˆ, A, J,H)→ Ek−1,p(Xˆ, A, J,H)
is a Fredholm operator of index
dimC(X)χˆ+ 2c1(A).
Proof. By Lemma II.16, the differential ofD∂
J,H
S at a point exp
⊥
u (ξ) inB
k,p(Xˆ, A, J,H)
with u differentiable and ξ a Lk,p-section of u∗V Xˆ, in the trivialisations around
u, is given by the operator defined, on η ∈ Lk,p(u∗V Xˆ), by
TzS 3 Z 7→
(
‖s=1s=0 exp⊥u (sξ(z))
)−1{
(Dv expXˆz)ξ(z)
1
2
(∇Zη + Jξ∇jZη) +
+
1
2
(∇ηξAu,ξ(·, Z) + J∇ηξAu,ξ(·, jZ)) −
− 1
2
J(∇ηξJ)(Au,ξ(ξ, Z)− JAu,ξ(ξ, jZ)) +
+ H(η, ξ)∂
J,H
S exp
⊥
u (ξ)(Z)
}
.
Claim. The expression z 7→ (‖s=1s=0 exp⊥u (sξ(z)))−1◦(Dv expXˆz)ξ(z) defines an el-
ement Ψ of Lk,p(Hom(u∗V Xˆ, u∗V Xˆ)), with image in the bundle isomorphisms.
Proof. That for fixed z ∈ S this defines an isomorphism of Vu(z)Xˆ is clear from
the standing assumption on ‖ξ‖ in the chart for Bk,p(Xˆ, A, J,H) around u.
For ξ = 0, Ψ is clearly the identity. Using Lemma II.8 and Lemma II.12 and the
line of argument used in Subsection II.2.3, one then shows that, in the notation
used there, ∂∂ρ∇iΨ, for ξ, ρ ∈ Γk(u∗Xˆ) and i = 0, . . . , k, can be bounded in
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Lp-norm by a multiple of the Lk,p-norms of ξ and ρ. Hence the Lk,p-norm of
∂
∂ρΨ can be bounded by a multiple of the L
k,p-norms of ξ and ρ as well. The
claim then follows by the density argument via the mean value theorem used
before.
By the Sobolev multiplication theorem (remember that kp > 2), such a section
defines an isomorphism Lk−1,p(u∗V Xˆ) → Lk−1,p(u∗V Xˆ). One can hence dis-
regard this part of the first summand. The second part of the first summand,
η 7→ 12(∇·η + Jξ∇j·η), defines a linear Cauchy-Riemann operator of class Lk,p,
by the following claim:
Claim. If ξ is of class Lk,p, then so is Jξ.
Proof. The proof follows along the same lines of argument as the previous one.
All the remaining summands factor through the compact inclusion of Lk,p in
C0 (by the Sobolev embedding theorem, see [MS04], Theorem B.1.11, p. 517),
hence the above operator is a compact perturbation of a linear Cauchy-Riemann
operator of class Lk,p. By the Riemann-Roch theorem, see [MS04], Theorem
C.1.10, p. 545, this is a Fredholm operator of the given index.
Corollary II.4. Let u ∈ Bk,p(Xˆ, A, J,H), η ∈ TuBk,p(Xˆ, A, J,H). If ∂J,HS u =
0, then
(((D∂
J,H
S )u)(Jη)− J((D∂J,HS )u)η)(Z) = piTXˆV XˆNJˆH (η,Du(Z)),
where Du : TS → TXˆ is the usual differential. In particular, if NJˆH (η, v) = 0
for all η ∈ V Xˆ|imu and v ∈ imDu, then
(D∂
J,H
S )u : TuB
k,p(Xˆ, A, J,H)→ Ek−1,p(Xˆ, A, J,H)u
is a complex linear operator.
Proof. First, assume that η is of class Ck. Then by definition,∇Zη = piTXˆV Xˆ∇ˆHDu(Z)η
(in case k = 1, the right hand side of this formula does not make any literal sense
for sections of class Lk,p, whereas the left hand side does by definition of the
Lk,p-spaces), where one considers η as a vertical vector field on Xˆ on the image of
u. Furthermore, because η is a vertical vector field, Jη = JˆHη and piTXˆ
V Xˆ
JˆH = J .
Also, by definition of ∂
J,H
S u and ∂u, Du(Z) = ∂
J,H
S u(Z) + ∂u(Z) + Z˜, in par-
ticular Du(Z) = ∂u(Z) + Z˜ if ∂
J,H
S u = 0. With this, by the second formula for
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(D∂
J,H
S )u from Lemma II.17,
(((D∂
J,H
S )u)(Jη)− J((D∂J,HS )u)η)(Z) = piTXˆV Xˆ(((D∂
J,H
S )u)(Jˆ
Hη)− JˆH((D∂J,HS )u)η)(Z)
= piTXˆ
V Xˆ
(
∇ˆHDu(Z)(JˆHη)−
1
2
JˆH
(
∇ˆH
JˆHη
JˆH
)
Du(Z) −
− JˆH∇ˆHDu(Z)η −
1
2
(
∇ˆHη JˆH
)
Du(Z)
)
= piTXˆ
V Xˆ
((
∇ˆHDu(Z)JˆH
)
η −
(
∇ˆHη JˆH
)
Du(Z)
)
by the Leibniz rule and the left formula in line (C.7.5) of Lemma C.7.1, p. 566,
in [MS04]. The claim for η of class Ck now follows from the right formula in
line (C.7.5) of Lemma C.7.1, p. 566, in [MS04].
The general case (η of class Lk,p) then follows by the standard density argument.
The following lemma should motivate the appearance of the almost complex
structure JˆH in the lemma and corollary above.
Lemma II.18. In the notation of the above construction, for a section u ∈
Γk(Xˆ, h, gJ ,∇H)∩Bk,p(Xˆ, A, J,H), piTXˆ
HXˆ
◦∂JˆHS u = 0 and piTXˆV Xˆ ◦∂
JˆH
S u = ∂
J,H
S u,
where JˆH is the almost complex structure on Xˆ as in Construction II.5 and
∂
JˆH
S is the standard Cauchy-Riemann operator on functions between the almost
complex manifolds S and Xˆ. In particular, u satisfies ∂
J,H
S u = 0 iff u : S → Xˆ
is a (j, JˆH)-holomorphic map.
Proof. By definition of JˆH ,
∂
JˆH
S u =
1
2
(Du+ JˆH ◦Du ◦ j)
=
1
2
(piTXˆ
V Xˆ
◦Du+ J ◦ piTXˆ
V Xˆ
◦Du ◦ j +
+ piTXˆ
HXˆ
◦Du+ (pi∗|HXˆ)−1 ◦ j ◦ pi∗ ◦ (piTXˆHXˆ)∗ ◦Du ◦ j)
= ∂
J,H
S u+
1
2
((pi∗|HXˆ)−1 + (pi∗|HXˆ)−1 ◦ j ◦ j)
because by definition of a connection pi∗ ◦ (piTXˆHXˆ)∗ = pi∗ and pi∗ ◦Du = id as well
as piTXˆ
HXˆ
◦Du = (pi∗|HXˆ)−1
= ∂
J,H
S u+ 0.
Lemma II.19. Let v ∈ Bk,p(Xˆ, A, J,H) with ∂J,HS v = 0. Then v is smooth,
i. e. v ∈ Γ(Xˆ, pr1, gJ).
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Proof. In a chart around an element u ∈ Γk(Xˆ, h, g,∇), v is given by v =
expu(ξ) for some ξ ∈ Lk,p(u∗V Xˆ). By the formula given in Lemma II.13, for
Z ∈ TzS,
∂
J,H
S v(Z) =
1
2
(
D expXˆzξ (D
vu(Z),∇Zξ) + τξ(Z) +
+ JD expXˆzξ (D
vu(jZ),∇jZξ) + Jτξ(jZ)
)
,
hence ∂
J,H
S v(Z) = 0 ⇔
1
2
(Dv expXˆz(∇Zξ) + JDv expXˆz(∇jZξ)) =
− 1
2
(τξ(Z) + Jτξ(jZ) +
(
Dh expXˆz
)
ξ
(Dvu(Z)) + J
(
Dh expXˆz
)
ξ
(Dvu(jZ))).
Composing from the left with (Dv expXˆz)−1ξ(z) and defining Jξ := (D
v expXˆz)−1ξ(z)◦
J ◦ (Dv expXˆz)ξ(z) as before, yields
1
2
(∇Zξ + Jξ ◦ ∇jZξ) = −1
2
(Dv expXˆz)−1ξ(z)
(
τξ(Z) + Jτξ(jZ)c; +
+
(
Dh expXˆz
)
ξ
(Dvu(Z)) + J
(
Dh expXˆz
)
ξ
(Dvu(jZ))
)
.
By the second claim in the proof of Corollary II.3, Jξ is an almost complex struc-
ture on the vector bundle u∗V Xˆ of the same class as ξ (here, a priori Lk,p) and
the right hand side of the above equation defines a section of Hom(TS, u∗V Xˆ)
also of the same class (again a priori Lk,p) as ξ. This is shown using the same
proof as in that of smoothness of the transition functions in Subsection II.2.3.
After going to local charts of this bundle, one can apply the bootstrapping pro-
cedure from Appendix B.4 in [MS04], esp. Lemma B.4.6 and Proposition B.4.9,
to show the Lemma.
II.3.3 The case of a smooth family of Riemann surfaces
Construction II.7. In the course of this construction, it will very soon be
necessary to work with universal moduli spaces, in particular to fix some space
of perturbations. Hence it is easier to start out with two families, namely a nodal
family over which the perturbations are defined and a smooth desingularisation
of this family over some locally closed submanifold. So let (pi : Σ→M,R) be a
nodal family of Riemann surfaces of Euler characteristic χ with n markings and
let (ρ : S → B, Rˆ,N, ι, ιˆ) be a desingularisation of Σ over B as in Definition
II.6. Also, fix a metric h on S that induces a hermitian metric hb on every
fibre Sb := ρ
−1(b) over a point b ∈ B. As stated in the beginning of this
section, let (κ : X → M,ω) be a family of symplectic manifolds with fibres
symplectomorphic to a closed symplectic manifold (X0, ω0). Define κ˜ : X˜ → Σ
as the pullback of κ : X →M to Σ via pi and as before, let A be a locally trivial
family of 2nd homology classes in the fibres of X. Assume that M is connected,
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hence there is a well-defined first Chern class c1(A) := c
TXb
1 (Ab) for any b ∈M .
Let finally H ∈ H(X˜) be a Hamiltonian connection on X˜. Using ι : B → M
and ιˆ : S → Σ, one can pull all these structures back to B and S, i. e. ρˆ : Xˆ :=
ιˆ∗X˜ = S × X → S is again a symplectic fibre bundle on which ι∗J and ιˆ∗H
define almost complex and Hamiltonian structures, respectively. For simplicity
and by abuse of notation, ι∗J and ιˆ∗H will be denoted by J and H, respectively.
For b ∈ B, denote by Jb, gJb and Hb the pullbacks of J , gJ and H to Xˆb := Xˆ|Sb ,
considered as a symplectic fibration over Sb via the restriction ρˆb of ρˆ. Also
denote by jb the complex structure on the Riemann surface Sb. Denote
B
k,p
b (Xˆ, A, J,H) := B
k,p(Xˆb, A, Jb, Hb).
Also, denote
E
k−1,p
b (Xˆ, A, J,H) := E
k−1,p(Xˆb, A, Jb, Hb)
and denote the bundle projection by
κHb : E
k−1,p
b (Xˆ, A, J,H)→ Bk,pb (Xˆ, A, J,H).
The reason for the additional superscript H in comparison to the previous
notation will become clearer a little bit later.
With this define
Bk,p(Xˆ, A, J,H) :=
∐
b∈B
B
k,p
b (Xˆ, A, J,H),
Ek−1,p(Xˆ, A, J,H) :=
∐
b∈B
E
k−1,p
b (Xˆ, A, J,H)
and
κH :=
∐
b∈B
κHb : Ek−1,p(Xˆ, A, J,H)→ Bk,p(Xˆ, A, J,H).
Furthermore, one can define a section (set-theoretically, at this point) of κH by
∂
J,H
:=
∐
b∈B
∂
Jb,Hb
Sb
: Bk,p(Xˆ, A, J,H)→ Ek−1,p(Xˆ, A, J,H).
Definition II.22. The moduli space of (J,H)-holomorphic curves in the family
S and representing the homology class A is defined as the subset
M(Xˆ, A, J,H) :=
(
∂
J,H
)−1
(0)
of Bk,p(Xˆ, A, J,H) for any k ∈ N, p > 1 with kp > 2, where 0 denotes the
image of the zero section in Ek−1,p(Xˆ, A, J,H). This is well-defined by Lemma
II.19.
The goal now is to equip this set with a manifold structure. Following the usual
course of action, to achieve this one wants to turn κH : Ek−1,p(Xˆ, A, J,H) →
Bk,p(Xˆ, A, J,H) into a Banach space bundle and ∂
J,H
into a Fredholm section.
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The straightforward way to attempt to define charts on Bk,p(Xˆ, A, J,H) would
be, for a point a ∈ B, to pick an open neighbourhood U ⊆ B of a and a smooth
trivialisation
φa : U × Sa
∼=−→ S|U ⊆ S,
inducing maps
φab : Sa → Sb, z 7→ φa(b, z)
for b ∈ U . Defining
B
k,p
U (Xˆ, A, J,H) :=
∐
b∈U
B
k,p
b (Xˆ, A, J,H),
there is a bijection
φa : B
k,p
U (Xˆ, A, J,H)→ U ×Bk,pa (Xˆ, A, J,H)
B
k,p
b (Xˆ, A, J,H) 3 u 7→ (b, φ∗abu),
where for z ∈ Sb, if u(z) = (z, u(z)) ∈ Sb × X, then for w ∈ Sa, φ∗abu(w) =
(w, u(φab(w))). This map is well-defined, because first of all, it is clear that
for u ∈ Bk,p(Xˆ, A, J,H), φ∗abu ∈ Bk,p(Xˆ|(Sa,(φ∗aj)b), A, (φ∗aJ)b, (φ∗aH)b), where
Xˆ|(Sa,(φ∗aj)b) denotes Xˆa, but with the base space Sa now equipped with the
complex structure (φ∗aj)b instead of ja. But by Lemma II.10, as Banach mani-
folds,
Bk,p(Xˆ|(Sa,(φ∗aj)b), A, (φ∗aJ)b, (φ∗aH)b) = Bk,p(Xˆa, A, Ja, Ha),
in the sense of a literal equality of sets as well as of equivalence classes of
Banach manifold atlases. This raises the question why then to use the notation
Bk,p(Xˆa, A, Ja, Ha), and analogously E
k−1,p(Xˆa, A, Ja, Ha), instead of the much
shorter Bk,p(Xˆa, A) and E
k−1,p(Xˆa, A, Ja) (in the latter case Ja is actually part
of the definition). The reason is mainly due to the next construction where
a copy of Bk,p(Xˆa, A, J,H) appears for every H ∈ H(X˜), which would then
necessitate notation such as {H} ×Bk,p(Xˆa, A). Also this notation serves as a
reminder that every Bk,p(Xˆa, A, Ja, Ha) comes with a distinguished atlas.
Now for another such chart given by an open subset V ⊆ B, trivialisation
ψc : V × Sc ∼= S|V and corresponding trivialisation
ψc : B
k,p
V (Xˆ, A, J,H)→ V ×Bk,pc (Xˆ, A, J,H)
B
k,p
b (Xˆ, A, J,H) 3 u 7→ (b, ψ∗cbu),
the transition functions would be given by
(U ∩ V )×Bk,pc (Xˆ, A, J,H)→ (U ∩ V )×Bk,pa (Xˆ, A, J,H)
(b, u) 7→ (b, φ∗ab(ψcb∗u)),
where if u(w) = (w, u(w)) ∈ Xˆc for w ∈ Sc, then for z ∈ Sa, φ∗ab(ψcb∗u)(z) =
(z, u(ψ−1bc φab(z))). In other words, there is a map U ∩ V → Diff(Sc, Sa), b 7→
ψ−1bc ◦ φab and the transition functions are given in terms of the action of this
map. But as is explained e. g. in [Weh09] or [Weh12], the induced action of the
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diffeomorphism group on Sobolev spaces simply is not smooth. So the charts
that have just been defined do not patch together to give an atlas and it does
not even make sense to ask whether or not ∂
J,H
defines a smooth (Fredholm)
section. At this point one has to make a decision on how to proceed. The
more definitive way would be to use the sc-manifold/polyfold framework of
Hofer, Wysocki and Zehnder, for an introduction see e. g. the introduction by
the inventors themselves [HWZ10], the slides cited above, or [FFGW12].
Here, I will take a slightly different route. Namely remember that it is actually
the spaces of holomorphic curves one is interested in, i. e. the zero set of ∂
J,H
and
one should actually look at the restriction of the transition functions above to
this set. By this what is meant is the following: In analogy to Bk,pU (Xˆ, A, J,H),
define
E
k−1,p
U (Xˆ, A, J,H) :=
∐
b∈U
E
k−1,p
b (Xˆ, A, J,H),
κHU := κH |Ek−1,pU (Xˆ,A,J,H) : E
k−1,p
U (Xˆ, A, J,H)→ Bk,pU (Xˆ, A, J,H)
and
∂
J,H
U := ∂
J,H |
B
k,p
U (Xˆ,A,J,H)
: Bk,pU (Xˆ, A, J,H)→ Ek−1,pU (Xˆ, A, J,H).
Consequently,
MU (Xˆ, A, J,H) :=
(
∂
J,H
U
)−1
(0) = M(Xˆ, A, J,H) ∩Bk,pU (Xˆ, A, J,H).
B
k,p
U (Xˆ, A, J,H) can be turned into a Banach manifold, giving it the product
manifold structure of U ×Bk,pa (Xˆ, A, J,H) via the bijection above. This struc-
ture then obviously depends on a choice of trivialisation φa of S|U and will be
denoted by Bk,pU,φa(Xˆ, A, J,H). Analogously, E
k−1,p
U (Xˆ, A, J,H) can be given a
smooth Banach space bundle structure over Bk,pU,φa(Xˆ, A, J,H) by identifying it
with U × Ek−1,pa (Xˆ, A, J,H) via the map
φˆa : E
k−1,p
U (Xˆ, A, J,H)→ U × Ek−1,pa (Xˆ, A, J,H)
E
k−1,p
b (Xˆ, A, J,H) 3 (η, u) 7→ (b, (pi
Hom((φ∗aj)b,(φ∗aJ)b)
Hom(ja,Ja)
φ∗abη, φ
∗
abu)).
For this to be well-defined it is assumed that U is small enough s. t.
pi
Hom((φ∗aj)b,(φ∗aJ)b)
Hom(ja,Ja)
: Hom((φ∗aj)b,(φ∗aJ)b)(TSa, V Xˆa)→ Hom(ja,Ja)(TSa, V Xˆa)
is an isomorphism for all b ∈ U . Again, Ek−1,pU (Xˆ, A, J,H) equipped with this
smooth structure will be denoted Ek−1,pU,φa (Xˆ, A, J,H).
Finally, defining
∂
J,H
U,φa : U ×Bk,pa (Xˆ, A, J,H)→ U × Ek−1,pa (Xˆ, A, J,H)
(b, u) 7→ (b, piHom((φ∗aj)b,(φ∗aJ)b)
Hom(ja,Ja)
∂
(φ∗aJ)b,(φ∗aH)b
(Sa,(φ∗aj)b) u),
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all of the above fit into a commutative diagram
E
k−1,p
U,φa
(Xˆ, A, J,H)
κHU

φˆa // U × Ek−1,pa (Xˆ, A, J,H)
idU×κHa

B
k,p
U,φa
(Xˆ, A, J,H)
φa //
∂
J,H
U
FF
U ×Bk,pa (Xˆ, A, J,H)
∂
J,H
U,φa
YY
(II.14)
With this setup, ∂
J,H
U is a parametrised version of a Cauchy-Riemann operator,
which hence is a Fredholm operator itself and the Fredholm index can be com-
puted fairly easily. c1(A) here is the first Chern number as in the beginning of
this subsection.
Lemma II.20. In the notation of the previous construction,
∂
J,H
U : B
k,p
U,φa
(Xˆ, A, J,H)→ Ek−1,pU,φa (Xˆ, A, J,H)
is a Fredholm section of index
ind(∂
J,H
U ) = dimC(X)χˆ+ 2c1(A) + dimR(U).
Proof. (Sketch only) The result will follow from the following functional analytic
claim:
Claim. Let X,Y be Banach spaces, let V ⊆ X and U ⊆ Rn be open subsets
and let F : V ×U → Y be a continuously differentiable map with the property
that for every b ∈ U , the map F (·, b) : V → Y is a (nonlinear) Fredholm map
of index d. Then F is Fredholm of index d+ n.
Proof. Let (u, b) ∈ V × U . Denote by D1F(u,b) and D2F(u,b) the (partial)
derivatives of F at (u, b) in the direction of V and U , respectively. By as-
sumption, D1F(u,b) : X → Y is a Fredholm operator of index d. It follows
that D1F(u,b) ◦ pr1 : X × Rn → Y is a Fredholm operator of index d + n (it
clearly has the same image as D1F(u,b) and its kernel is ker(D1F(u,b))×Rn. The
operator D2F(u,b) ◦pr2 : X ×Rn → Y is compact, for the image of the unit ball
in X ×Rn is just the image of the (compact) unit ball in Rn, hence compact.
Hence DF(u,b) = D1F(u,b)◦pr1 +D2F(u,b)◦pr2 is the sum of a Fredholm operator
of index d + n and a compact operator, hence a Fredholm operator of index
d+ n by a standard result about Fredholm operators.
To apply this claim, around a point a ∈ B, consider diagram II.14 and the
definition of ∂
J,H
U,φa from the previous construction above. In that definition,
every
∂
(φ∗aJ)b,(φ∗aH)b
(Sa,(φ∗aj)b) : B
k,p
a (Xˆ, A, J,H) = B
k,p(Xˆa, A, Ja, Ha)→
Ek−1,p(Xˆ|(Sa,(φ∗aj)b), A, (φ∗aJ)b, (φ∗aH)b)
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is a Fredholm operator of index d = dimC(X)χ+2c1(A) by Corollary II.3. Com-
posing with the bundle isomorphism Ek−1,p(Xˆ|(Sa,(φ∗aj)b), A, (φ∗aJ)b, (φ∗aH)b) →
E
k−1,p
a (Xˆ, A, J,H) defined by pi
Hom((φ∗aj)b,(φ∗aJ)b)
Hom(ja,Ja)
does not change this. Choosing
a chart for Ba(Xˆ, A, J,H) and a local trivialisation for Ea(Xˆ, A, J,H) around
a given point then brings one to the situation of the claim above.
Construction II.8. Using the same notation as in the previous construction,
define
Bk,p(Xˆ, A, J,H(X˜)) :=
∐
H∈H(X˜)
Bk,p(Xˆ, A, J,H)
Ek−1,p(Xˆ, A, J,H(X˜)) :=
∐
H∈H(X˜)
Ek−1,p(Xˆ, A, J,H)
and
κH :=
∐
H∈H(X˜)
κH : Ek−1,p(Xˆ, A, J,H(X˜))→ Bk,p(Xˆ, A, J,H(X˜))
∂
J,H
:=
∐
H∈H(X˜)
∂
J,H
: Bk,p(Xˆ, A, J,H(X˜))→ Ek−1,p(Xˆ, A, J,H(X˜)).
There are natural projections
piBH : B
k,p(Xˆ, A, J,H(X˜))→ H(X˜)
and
piEH : E
k−1,p(Xˆ, A, J,H(X˜))→ H(X˜).
Definition II.23.
M(Xˆ, A, J,H(X˜)) :=
(
∂
J,H
)−1
(0).
Again, given an open neighbourhood U ⊆ B of a ∈ B and a smooth trivialisa-
tion φa : U × Sa ∼= S|U , define
B
k,p
U (Xˆ, A, J,H(X˜)) :=
∐
H∈H(X˜)
B
k,p
U (Xˆ, A, J,H)
E
k−1,p
U (Xˆ, A, J,H(X˜)) :=
∐
H∈H(X˜)
E
k−1,p
U (Xˆ, A, J,H)
and
κHU :=
∐
H∈H(X˜)
κH : Ek−1,pU (Xˆ, A, J,H(X˜))→ Bk,pU (Xˆ, A, J,H(X˜))
∂
J,H
U :=
∐
H∈H(X˜)
∂
J,H
U : B
k,p
U (Xˆ, A, J,H(X˜))→ Ek−1,pU (Xˆ, A, J,H(X˜))
MU (Xˆ, A, J,H(X˜)) := M(Xˆ, A, J,H(X˜)) ∩Bk,pU (Xˆ, A, J,H(X˜))
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as sets. Denote by Bk,pU,φa(Xˆ, A, J,H(X˜)) the set B
k,p
U (Xˆ, A, J,H(X˜)) equipped
with the product Banach manifold structure ofH(X˜)×Bk,pU,φa(Xˆ, A, J,H) for any
fixed chosen H ∈ H(X˜), again identifying all the Bk,pU (Xˆ, A, J,H) for different
H by the set theoretic identity. Ek−1,pU,φa (Xˆ, A, J,H(X˜)) is defined as a Banach
manifold in the same way. In the trivialisations of these spaces defining their
smooth structures, ∂
J,H
U is given by
∂
J,H
U,φa
:=
∐
H∈H(X˜)
∂
J,H
U,φa :
U ×Bk,pa (Xˆ, A, J,H)×H(X˜)→ U × Ek−1,pa (Xˆ, A, J,H)×H(X˜).
Lemma II.21. In the notation of the above construction,
∂
J,H
U : B
k,p
U,φa
(Xˆ, A, J,H(X˜))→ Ek−1,pU,φa (Xˆ, A, J,H(X˜))
is smooth.
Given (b, u,H) ∈ U × Bk,pa (Xˆ, A, J,H) ×H(X˜) with u ∈ Γk(Xˆ|Sa), w. r. t. the
charts on Bk,pU,φa(Xˆ, A, J,H(X˜)) from the previous construction and the stan-
dard chart for Bk,pa (Xˆ, A, J,H) around u, the linearisation of ∂
J,H
U at φ
∗
bau ∈
B
k,p
b (Xˆ, A, J,H) in the direction (e, ξ, h), where e ∈ TbU , ξ ∈ TuBk,pa (Xˆ, A, J,H)
and h is a Cε-section of pr∗1T ∗Σ, is given by(
D∂
J,H
U,φa
)
(b,u,H)
(e, ξ, h) =
pi
Hom((φ∗aj)b,(φ∗aJ)b)
Hom(ja,Ja)
((
D∂
(φ∗aJ)b,(φ∗aH)b
(Sa,(φ∗aj)b)
)
u
ξ +K(b,u,H)(e) + (φ
∗
aX
0,1
h )b
)
,
with
K(b,u,H)(e) :=
1
2
Db(φ
∗
aJ)(e) ◦Dvu ◦ (φ∗aj)b +
+
1
2
(
XDb(φ∗aH)(e) + (φ
∗
aJ)b ◦XDb(φ∗aH)(e) ◦ (φ∗aj)b
)
+
+
1
2
(φ∗aJ)b ◦Dvu ◦ (Db(φ∗aj)(e)) ,
where Dvu denotes the vertical derivative of u w. r. t. the connection on Sa×X
defined by (φ∗aH)b and b 7→ (φ∗aJ)b, b 7→ (φ∗aH)b and b 7→ (φ∗aj)b are regarded as
maps from U to the space of ω-compatible almost complex structures on X, the
space of Hamiltonian structures on Sa×X and the space of complex structures
on Sa, respectively.
Remark II.8. For the moment the only two important things about the map
K(b,u,H) above are that it defines a compact operator, for it factors through the
finite dimensional space TbU and that its image consists of C
r−1-sections if u
is of class Cr.
Lemma II.22. In the same situation as in the previous lemma, let V ⊆ φ∗aXˆ
be an open subset and let W ⊆ u−1(V ) be an open subset that intersects every
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connected component of {b}×Sa nontrivially. Let K ⊆ THH(X˜) be the closure
of the span of those Hamiltonian perturbations that have support in pr−11 (W )∩V
(as sections of pr∗1T ∗Σ). Let furthermore zi ∈ Sa, i = 1, . . . , r be a collection of
points on Sa. Then the following maps are surjective:
a) The restriction of
(
D∂
J,H
U,φa
)
(b,u,H)
to {0}×{ξ ∈ TUBk,pa (Xˆ, A, J,H) | ξ(zi) =
0 ∀ i = 1, . . . , r} ×K.
b) The map(
D∂
J,H
U,φa
)
(b,u,H)
× ev1∗× · · · × evr∗×
(
piBU
)
∗
:
TbU × TuBk,pa (Xˆ, A, J,H)×K→
Ek−1,pa (Xˆ, A, J,H)× (u∗V Xˆ)z1 × · · · × (u∗V Xˆ)zr × TbU
(e, ξ, h) 7→
((
D∂
J,H
U,φa
)
(b,u,H)
(e, ξ, h), ξ(z1), . . . , ξ(zr), e
)
Proof. b) follows immediately from a) and the proof of a) follows exactly the
same line of argument that appears several times in [MS04], e. g. Proposition
3.2.1, Proposition 3.4.2, Proposition 6.2.7, or the most closely related Theorem
8.3.1, or in [CM07] Lemma 4.1.
Definition II.24. For a closed affine subspace K ⊆ H(X˜), meaning the inter-
section of a closed affine subspace of the space of Cε-sections of pr∗1T ∗Σ with
H(X˜), see Definition II.17, define
M(Xˆ, A, J,K) :=
(
piMH
)−1
(K)
⊆M(Xˆ, A, J,H(X˜)),
where piMH := pi
B
H|M(Xˆ,A,J,H(X˜)) and analogously Mb(Xˆ, A, J,K) for b ∈ B and
MU (Xˆ, A, J,K) for U ⊆ B open.
Furthermore, given any open subset V ⊆ X˜, define
HV (X˜)
to be the closure of the set of those H ∈ H(X˜) that have support in V and
MV (Xˆ, A, J,K) := {u ∈Mb(Xˆ, A, J,K) | u(Sb,i) ∩ ι˜−1(V ) 6= ∅ for every
connected component Sb,i of Sb},
where ι˜ : Xˆ → X˜ is the canonical map and analogously MVb (Xˆ, A, J,K) and
MVU (Xˆ, A, J,K).
Lemma II.23. In the notation of the above construction,
∂
J,H
U : B
k,p
U,φa
(Xˆ, A, J,H(X˜))→ Ek−1,pU,φa (Xˆ, A, J,H(X˜))
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is split transverse to the zero section and MU (Xˆ, A, J,H(X˜)) is a split Banach
submanifold of Bk,pU,φa(Xˆ, A, J,H(X˜)).
Furthermore, with respect to this Banach manifold structure, piMH : MU (Xˆ, A, J,H(X˜))→
H(X˜) is a Fredholm map of index
ind(piMH ) = dimC(X)χˆ+ 2c1(A) + dimR(U).
Given an open subset V ⊂ X˜, for any H ∈ H(X˜),
MVU (Xˆ, A, J,H +H
V (X˜))
inherits a Banach manifold structure from MU (Xˆ, A, J,H(X˜)) s. t. the projec-
tion onto H +HV (X˜) is a Fredholm map of the same index as before.
Proof. Lemma A.3.6 in [MS04], and the previous Lemma together with Lemma
A.6.
The set MU (Xˆ, A, J,H(X˜)) equipped with the Banach manifold structure from
the previous lemma, which a priori does depend on k, p and φa, will be denoted
by
M
k,p
U,φa
(Xˆ, A, J,H(X˜)).
The goal now is to show that the Banach manifold structure onMk,pU,φa(Xˆ, A, J,H(X˜))
does not depend on the choice of k ≥ 1 and p > 1 with kp > 2 nor on
φa : U × Sa ∼= S|U . Hence writing MU (Xˆ, A, J,H(X˜)) makes sense, and
consequently given any trivialisation (Ui, φai)i∈I of S, the Banach manifolds
MU (Xˆ, A, J,H(X˜)) patch together to a Banach manifold structure onM(Xˆ, A, J,H(X˜)).
To sum the argument up in two words: Elliptic regularity.
Lemma II.24. Let k, ` ∈ N, 1 < p, q < ∞ with kp, `q > 2 and assume
that k > ` and k − 2p > ` − 2q . Then the inclusion Bk,pU,φa(Xˆ, A, J,H(X˜)) →
B
`,q
U,φa
(Xˆ, A, J,H(X˜)) defined via the Sobolev embedding theorem induces a dif-
feomorphism Mk,pU,φa(Xˆ, A, J,H(X˜))
∼= M`,qU,φa(Xˆ, A, J,H(X˜)).
Proof. By Lemma II.19, one has the set-theoretic identityMk,pU,φa(Xˆ, A, J,H(X˜)) =
M
`,q
U,φa
(Xˆ, A, J,H(X˜)).
Fair warning: In the following I will prove that the identity is a diffeomorphism,
so I likely am missing something obvious.
To show that this map also induces a diffeomorphism, one has to express it
in charts defining the differentiable structures on Mk,pU,φa(Xˆ, A, J,H(X˜)) and
M
`,q
U,φa
(Xˆ, A, J,H(X˜)), respectively. Said charts are given via the implicit func-
tion theorem, Theorem A.3, which unfortunately means that one has to go
through the proof of said theorem, since the standard formulation does not pro-
vide much control over the implicitely defined function. Given any (b, u,H) ∈
M
`,q
U (Xˆ, A, J,H(X˜)) = M
k,p
U (Xˆ, A, J,H(X˜)), first of all observe that the stan-
dard charts for the surrounding spacesB`,qU,φa(Xˆ, A, J,H(X˜)) andB
k,p
U,φa
(Xˆ, A, J,H(X˜))
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around (b, u,H) have the property that the coordinate map for the latter
space is just the restriction of the coordinate map of the former, with tar-
get U × TuB`,qa (Xˆ, A, J,H) ×H(X˜) = U × L`,q(u∗V Xˆ, . . . ) ×H(X˜) restricted
to the (non-closed) subspace U × Lk,p(u∗V Xˆ, . . . )×H(X˜). Also, the Cauchy-
Riemann operator on the latter space is just the restriction of the Cauchy-
Riemann operator on the former space. To shorten notation, the situation can
also be described as follows: Given Banach spaces Rn, X, Y, Z taking the roles of
U , Lk−1,p(u∗V Xˆ, . . . ), H(X˜) and L`−1,q(Hom(ja,Ja)(TSa, u
∗V Xˆ), . . . ), respec-
tively, and linear subspaces X ′ ⊆ X, Z ′ ⊆ Z (corresponding to Lk,p(u∗V Xˆ, . . . )
and Lk−1,p(Hom(ja,Ja)(TSa, u
∗V Xˆ), . . . )), but equipped with a finer topology
than the induced one, and a smooth map f : Rn × X × Y → Z that re-
stricts to a well-defined smooth map f ′ : Rn × X ′ × Y → Z ′ (corresponding
to the Cauchy-Riemann operator). Furthermore, f−1(0) = (f ′)−1(0). Both
f and f ′ are split surjective, so around every point (b, x, y) ∈ f−1(0) there
exist open neighbourhoods V ⊆ X and V ′ ⊆ X ′ around (b, x, y) together
with smooth maps ψ : V → X and ψ′ : V ′ → X ′ fixing (b, x, y) and that
are diffeomorphisms onto their images. Furthermore, ψ maps f−1(0) ∩ V to
kerD(b,x,y)f and ψ
′ maps (f ′)−1(0) ∩ V ′ to kerD(b,x,y)f ′. D(b,x,y)f is of the
form (e, ξ, h) 7→ Dbf(e) + Dxf(ξ) + Dyf(h), where in the notation of Lemma
II.23 in the formula for the linearisation of the universal Cauchy-Riemann op-
erator, Dxf(ξ) corresponds to the term involving D∂
(φ∗aJ)b,(φ∗aH)b
(Sa,(φ∗aj)b) , Dbf(e) to
that involving K(b,u,H)(e) and Dyf(h) to that involving (φ
∗
aX
0,1
h )b and corre-
spondingly for f ′, where actually Dbf ′(e) = Dbf(e) and Dyf ′(h) = Dy(h). For
any (e, ξ, h) ∈ kerD(b,x,y)f , ξ satisfies the equation Dxf(ξ) = Dbf(e) +Dyf(h)
and by Lemma II.23, Remark II.8 and Lemma II.19, the right hand side is
smooth. Because Dxf is a smooth Cauchy-Riemann operator by Lemma II.16
and Lemma II.19, it follows from the linear elliptic regularity theorem, that ξ
is smooth. Hence kerD(b,x,y)f = kerD(b,x,y)f
′ with the norms on both sides
being equivalent as well. The final piece of data needed for the construction
of ψ and ψ′ are right inverses Q : Z → X and Q′ : Z ′ → X ′ of D(b,x,y)f and
D(b,x,y)f
′, respectively. If Q′ can be chosen as the restriction of Q, then the
construction presented on p. 138 f. shows that indeed the resulting ψ′ is the
restriction of ψ. Now these splitting maps are produced via Lemma A.3.6 of
[MS04] in the following way, see the proof of said lemma: Consider the map
Dbf + Dxf : R
n × X → Z. This is a Fredholm operator, for the second
term is the Cauchy-Riemann operator and the first term is compact, since it
is defined on a finite dimensional domain. So one can choose complements
X˜ ⊆ Rn × X and Z˜ ⊆ Z of ker(Dbf + Dxf) ⊆ Rn × X and im(Dbf + Dxf),
respectively. Since Dbf + Dxf + Dyf is surjective, one can choose a sub-
space Y˜ ⊆ Y s. t. Dyf defines an isomorphism from Y˜ to Z˜. Then define
Q :=
(
(Dbf +Dxf)|X˜
)−1 ◦ prZim(Dbf+Dxf) + (Dyf |Y˜ )−1 ◦ prZZ˜ . Similarly, Q′ is
defined by choosing X˜ ′ ⊆ X ′ and Z˜ ′ ⊆ Z ′. The proof now finishes by ob-
serving that, because by elliptic regularity as above and because Dbf = Dbf
′,
ker(Dbf
′+Dxf ′) = ker(Dbf +Dxf). Hence given a choice of X˜, X˜ ′ := X˜ ∩X ′
is first of all an algebraic complement and because the topology on X ′ is finer
than the topology on X, it is a closed subspace as well. Also, given a choice
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of Z˜ ′, since the Fredholm indices of Dbf +Dxf and Dbf ′ +Dxf ′ coincide and
their kernels are the same, by dimension reasons Z˜ ′ is an algebraic complement
of im(Dbf + Dxf), as well. Being finite dimensional it is also a closed sub-
space of Z. With these choices, Q′ becomes the restriction of Q. Note that
the above argument via Fredholm indices in a sense turns the line of argument
upside down, for the fact that Z˜ and Z˜ ′ can be chosen as the same space is
actually used to show that their Fredholm indices coincide, see the proof of the
Riemann-Roch theorem, Theorem C.1.10 in [MS04].
Lemma II.25. Using the notation of Construction II.8, let φa, ψa : U×Sa
∼=−→
S|U be two smooth trivialisations and let r ∈ N. Then the set-theoretic inclusion
B
k+r,p
U,φa
(Xˆ, A, J,H(X˜)) ↪→ Bk,pU,ψa(Xˆ, A, J,H(X˜))
is a map of class Cr−1.
Proof. Let ρ := pr2 ◦ ψ−1a ◦ φa : U × Sa → Sa. In other words, ρ is a family
ρb : Sa → Sa, b ∈ U , of diffeomorphisms of Sa. Fix any H ∈ H(X˜). Then
in the trivialisations Bk+r,pU,φa (Xˆ, A, J,H(X˜))
∼= U × Bk+r,pa (Xˆ, A, J,H) ×H(X˜)
and Bk,pU,ψa(Xˆ, A, J,H(X˜))
∼= U×Bk,pa (Xˆ, A, J,H)×H(X˜) defining their smooth
structures, the coordinate expression for the inclusion is the map
U ×Bk+r,pa (Xˆ, A, J,H)×H(X˜)→ U ×Bk,pa (Xˆ, A, J,H)×H(X˜)
(b, u,H) 7→ (b, u ◦ ρb, H).
The only question about differentiability of this map arises from the middle
component, the map
Ψ : U ×Bk+r,pa (Xˆ, A, J,H)→ Bk,pa (Xˆ, A, J,H)
(b, u) 7→ u ◦ ρb.
Fix a point (b, u) ∈ U × Bk+r,pa (Xˆ, A, J,H) with u of class Ck+r. We want
to express Ψ in coordinates around (b, u) and Ψ(b, u) = u ◦ ρb. First, assume
that U is an open subset of some Rd. Then the coordinate expression Ψ˜ :
U × Lk+r,p(u∗V Xˆa)→ Lk,p((u ◦ ρb)∗V Xˆa) of Ψ is given by the string of maps
(b′, ξ) 7→ (b′, exp⊥u (ξ)) 7→ exp⊥u (ξ) ◦ ρb′ 7→ (exp⊥u◦ρb)−1(exp⊥u (ξ) ◦ ρb′).
For simplicity from now on I will drop the subscript a on Sa and consequently
Xˆa and denote by S the Riemann surface Sa and by Xˆ the trivial fibre bundle
S ×X over S with fibres Xˆz ∼= X at the points z ∈ S. Then the above formula
can be evaluated at some point z ∈ S and the definition of exp⊥ for the fibre
bundle Xˆ can be inserted to give
Ψ˜(b′, ξ)(z) =
(
expXˆzu◦ρb(z)
)−1(
exp
Xˆρb′ (z)
u◦ρb′ (z)(ξ ◦ ρb′(z))
)
.
First, note that the right hand side is well-defined for ‖ξ‖L1,p(u∗V Xˆ) small
enough, independent of b′, because by compactness, sup{inj(Xˆz) | z ∈ S} is
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finite and an L1,p-bound on ξ implies a pointwise bound by the Sobolev em-
bedding theorem. Second, this can be written as(
expXˆzu◦ρb(z)
)−1(
exp
Xˆρb′ (z)
u◦ρb′ (z)(ξ ◦ ρb′(z))
)
=((
expXˆzu◦ρb(z)
)−1 ◦ expXˆρb′ (z)u◦ρb(z)
)
︸ ︷︷ ︸
(∗)
◦
((
exp
Xˆρb′ (z)
u◦ρb(z)
)−1 ◦ expXˆρb′ (z)u◦ρb′ (z)
)
︸ ︷︷ ︸
(∗∗)
(ξ ◦ ρb′(z)),
which can be interpreted as follows: Over U ×S, consider the two fibre bundles
ρ∗Xˆ and pr∗2Xˆ, where pr2 : U ×S → S is the projection. Both of these bundles
are canonically identified with the trivial one, but carry two different structures
of Riemannian submersion. Furthermore u is a section of Xˆ, and so is u ◦ ρb.
Hence ρ∗u and pr∗2(u◦ρb) are sections of ρ∗Xˆ and pr∗2Xˆ, respectively, and ρ∗ξ is
a section of V ρ∗Xˆ = ρ∗V Xˆ (along ρ∗u). Then the first term (∗) above is the co-
ordinate expression for the identification Lk+r,p(pr∗2Xˆ) ∼= Lk+r,p(ρ∗Xˆ) induced
by the canonical identification of pr∗2Xˆ ∼= ρ∗Xˆ in charts around the section
pr∗2(u ◦ ρb), whereas the second one (∗∗) is the usual coordinate transformation
on Lk,p(ρ∗Xˆ) from the chart around ρ∗u to the chart around pr∗2(u◦ρb). So the
above map Ψ˜ can be interpreted as mapping ξ to ρ∗ξ ∈ Lk+r,p((ρ∗u)∗V ρ∗Xˆ),
then applying the two coordinate transformations above and finally restricting
to the slice {b}× Xˆ ⊆ pr∗2Xˆ. A derivative of Ψ˜(b′, ξ) in the first variable b′ then
corresponds to a covariant derivative of ρ∗ξ in a direction tangent to the first
factor of U × S. The maps (∗) and (∗∗) have bounded derivatives of all orders
after restricting to V × S, where V ⊆ U is a precompact open subset of U , by
Lemma II.10.
Now ∇sρ∗ξ can be expressed (by the Leibniz rule, basically) as a linear combi-
nation of ξ, . . . ,∇sξ with coefficients depending on the s-jet of ρ. Again after
restricting to a precompact subset V ⊆ U , these coefficients can be bounded.
Combining the above, at least for ξ ∈ Γs(u∗V Xˆ) and b′ ∈ V , via these pointwise
estimates one can estimate ‖(DsΨ˜)(b′, ξ)‖Lk,p ≤
∑s
j=0 cj‖∇jξ‖Lk,p ≤ c‖ξ‖Lk+s,p
for some constants cj , c. Applying the usual density argument, Lemma A.1,
which causes the loss of one derivative (hence it says Cr−1, not Cr, in the
statement), shows the lemma.
Corollary II.5. The set-theoretic identity defines a diffeomorphism
MU,φa(Xˆ, A, J,H(X˜))
∼=→MU,ψa(Xˆ, A, J,H(X˜)).
In particular, any choice of covering (Ui)i∈I of the base B of S and trivial-
isations (φi : Ui × Sai
∼=−→ S|Ui)i∈I defines a cocycle for a Banach manifold
structure on M(Xˆ, A, J,H(X˜)) independent of these choices.
If C is any other Banach manifold and f : Bk0,p(Xˆ, A, J,H(X˜))→ C, for some
k0 ∈ N and p > 1 with k0p > 2, a map with the property that there exists an
r ∈ Z, r ≤ k0 s. t. f |Bk,p(Xˆ,A,J,H(X˜)) : Bk,p(Xˆ, A, J,H(X˜))→ C is of class Ck−r
for every k ≥ k0, then f |M(Xˆ,A,J,H(X˜)) : M(Xˆ, A, J,H(X˜))→ C is smooth.
With respect to this Banach manifold structure,
piMH : M(Xˆ, A, J,H(X˜))→ H(X˜)
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is a Fredholm map of index
ind(piMH ) = dimC(X)χˆ+ 2c1(A) + dimR(B).
Given an open subset V ⊆ X˜ and any H ∈ H(X˜), the same holds for MV (Xˆ, A, J,H+
HV (X˜)) and the projection onto H +HV (X˜).
Proof. Immediate from the preceding three lemmas.
II.3.4 Evaluation maps and nodal families
Of interest are two kinds of evaluation maps: Evaluation at the marked points
Rˆi and at the points corresponding to the nodes of Σ|B. While the former
can be defined as maps on M(Xˆ, A, J,H(X˜)), the latter can not. For the
nodes only form a discrete subbundle of Σ|B or their desingularisations one
of S. The evaluations at these points are of importance since in the desin-
gularisation S of Σ|B all the nodes are resolved to pairs of points and hence
the space M(Xˆ, A, J,H(X˜)) contains “too many” curves in the sense that one
is only interested in those which map each pair of points corresponding to a
node to a single point. For only on this set does there exist an inclusion into
M(X˜, A, J,H(X˜)). But one can still choose a covering (Ui)i∈I and triviali-
sations (φi : Ui × Sai → S|Ui)i∈I with the property that φi trivialises N |Ui
as well, i. e. after choosing some numbering N i,1j (ai), N
i,2
j (ai), j = 1, . . . , d,
of Nai s. t. N
i,1
j (ai) and N
i,2
j (ai) correspond to the same node and defining
N i,1j (b) := φi(b,N
i,1
1 (ai)), N
i,2
j (b) := φi(b,N
i,2
j (ai)), for b ∈ Ui, j = 1, . . . , d, one
has Nb = {N i,1j (b), N i,2j (b) | j = 1, . . . , d}. N i,1j (b) and N i,2j (b) here naturally
are always supposed to correspond to the same node. This allows the definition
of evaluation maps (as always, kp > 2)
evN
i,1,N i,2 : Bk,pUi (Xˆ, A, J,H(X˜))→ (X ⊕X)⊕d
B
k,p
b (Xˆ, A, J,H) 3 u 7→ ((pr2(u(N i,11 (b))), pr2(u(N i,11 (b)))), . . . ,
(pr2(u(N
i,1
d (b))), pr2(u(N
i,1
d (b))))).
In contrast, the marked points Rˆ1, . . . , Rˆn : B → S allow the definition of a
globally defined evaluation map
evRˆ : Bk,p(Xˆ, A, J,H(X˜))→ Rˆ∗1Xˆ ⊕ · · · ⊕ Rˆ∗nXˆ
B
k,p
b (Xˆ, A, J,H) 3 u 7→ (u(Rˆ1(b)), . . . , u(Rˆn(b)))
with a well-defined restriction to M(Xˆ, A, J,H(X˜)). The target space of the
above map is the fibre bundle over B which is the Whitney sum of the fibre
bundles Rˆ∗i Xˆ. Writing u ∈ Bk,pb (Xˆ, A, J,H) in the form z 7→ (z, u(z)) ∈ Sb ×
X = Xˆb, then ev
Rˆ(u) = (b, u(Rˆ1(b)), . . . , u(Rˆn(b))). As before for the N
i,1
j , N
i,2
j ,
assume that the φi preserve the markings in the sense that φi(b, Rˆj(ai)) = Rˆj(b)
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for all b ∈ Ui, i ∈ I. The reason for this is the following: If f : M → N is
a map between manifolds, and γ : R → M is a path in M , then ddtf(γ(t)) =
df(γ˙(t)) depends on the first derivative of f , and correspondingly for the higher
derivatives. If f is of some Sobolev class, then this is only well defined by
the Sobolev embedding theorem as long as f has enough weak derivatives.
This problem is circumvented here, because with the choices of φi above, the
markings and nodal points under the φi correspond to constant points on the
Sai . Hence the restriction ev
Rˆ : Bk,pUi,φi(Xˆ, A, J,H(X˜)) → Rˆ∗1Xˆ ⊕ · · · ⊕ Rˆ∗nXˆ|Ui
is actually smooth w. r. t. to the smooth structure defined via φi and hence by
the previous corollary
evRˆ : M(Xˆ, A, J,H(X˜))→ Rˆ∗1Xˆ ⊕ · · · ⊕ Rˆ∗nXˆ
is a smooth map. Analogously, all the restrictions
evN
i,1,N i,2 : MUi(Xˆ, A, J,H(X˜))→ (X ⊕X)⊕d
are smooth maps.
Letting ∆ := {(x, x) ∈ X ⊕ X | x ∈ X}, the space of holomorphic curves, at
least over one of the Ui, is the preimage
(
evN
i,1,N i,2
)−1
(∆d), which is the space
of those curves mapping each pair of points in a desingularisation corresponding
to a node to a single point. Furthermore,
(
evN
i,1,N i,2
)−1
(∆d) is independent
of the choice of the N i,1j and N
i,2
j , since any compatible reordering (in j or
switching N i,1j and N
i,2
j for a fixed j) leaves the set ∆
d invariant. Hence there
are well-defined sets
MUi(X˜|B, A, J,H(X˜)) :=
(
evN
i,1,N i,2
)−1
(∆d)
which patch together to a well-defined set
M(X˜|B, A, J,H(X˜)) :=
⋃
i∈I
MUi(X˜|B, A, J,H(X˜))
in the sense that for any i, j ∈ I and for any b ∈ Ui∩Uj , the sets of those points
in MUi(X˜|B, A, J,H(X˜)) and MUj (X˜|B, A, J,H(X˜)) lying over b coincide and
furthermore, M(X˜|B, A, J,H(X˜)) is independent of choices. Given V ⊆ X˜ and
H ∈ H(X˜), there are analogously defined sets
MVUi(X˜|B, A, J,H +HV (X˜)) and MV (X˜|B, A, J,H +HV (X˜)).
Also, one can restrict evRˆ to the above subsets. At this point it also makes sense
to introduce what is mainly a change in notation. Namely remember that Xˆ
was the pullback of X˜ under the desingularisation ιˆ : S → Σ of the restriction
of the nodal family Σ to the subset ι : B → M , where M was the base of the
family Σ. Also, the markings Rˆ of S were the pullbacks of the markings R of
Σ. So one can canonically identify Rˆ∗1Xˆ ⊕ · · · ⊕ Rˆ∗nXˆ ∼= R∗1X˜ ⊕ · · · ⊕ R∗nX˜|B.
Note that because X˜ was defined to be the pullback pi∗X and because the Ri
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are sections, every R∗i X˜ is canonically identified with X. But to distinguish the
factors, the above notation is kept. Using this, write
evR := evRˆ |M(X˜|B ,A,J,H(X˜)) : M(X˜|B, A, J,H(X˜))→ R∗1X˜ ⊕ · · · ⊕R∗nX˜|B
Lemma II.26. For any choice of Ui, φi and N
i,1, N i,2 as above, the maps
evN
i,1,N i,2 × evRˆ : MUi(Xˆ, A, J,H(X˜))→ (X2)d × Rˆ∗1Xˆ ⊕ · · · ⊕ Rˆ∗nXˆ
are submersions.
The sets MUi(X˜|B, A, J,H(X˜)) are split submanifolds of MUi(Xˆ, A, J,H(X˜))
that define a cocycle that equips M(X˜|B, A, J,H(X˜)) with the structure of a
split Banach submanifold of M(Xˆ, A, J,H(X˜)) of codimension dimR(X) d =
dimC(X) 2d.
Furthermore,
evR : M(X˜|B, A, J,H(X˜))→ R∗1X˜ ⊕ · · · ⊕R∗nX˜|B
is a submersion and in particular so are
piMB : M(X˜|B, A, J,H(X˜))→ B,
the composition of evR with the projection R∗1X˜⊕· · ·⊕R∗nX˜|B → B, and every
evRi : M(X˜|B, A, J,H(X˜))→ R∗i X˜|B
for 1 ≤ i ≤ n, the composition of evR with the projection R∗1X˜⊕· · ·⊕R∗nX˜|B →
R∗i X˜|B.
Finally,
piMH : M(X˜|B, A, J,H(X˜))→ H(X˜)
is a Fredholm map of index
ind(piMH ) = dimC(X)χ+ 2c1(A) + dimR(B).
Given an open subset V ⊆ X˜ and any H ∈ H(X˜), the same statements hold with
MUi(Xˆ, A, J,H(X˜)) replaced by M
V
Ui
(Xˆ, A, J,H+HV (X˜)), M(X˜|B, A, J,H(X˜))
replaced by MV (X˜|B, A, J,H +HV (X˜)) and H(X˜) replaced by H +HV (X˜).
Proof. Lemma II.22, Lemma A.6, Lemma A.7.
Corollary II.6. For generic H ∈ H(X˜), M(X˜|B, A, J,H) is a manifold of
dimension
dimM(X˜|B, A, J,H) = dimC(X)χ+ 2c1(A) + dimR(B).
Proof. Sard-Smale and Lemma II.26.
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II.4 Compactification and transversality via hyper-
surfaces
II.4.1 The Gromov compactification of M(X˜, A, J,H(X˜))
So far, a topology has only been defined on M(X˜|B, A, J,H(X˜)), where B ⊆M
is a locally closed submanifold over which there exists a desingularisation of
Σ. But even if M has a well-defined stratification by signature, this does not
define a well-behaved topology on all of M(X˜, A, J,H(X˜)). Well-behaved here
is to mean at least that the maps piMM : M(X˜, A, J,H(X˜)) → M and piMH :
M(X˜, A, J,H(X˜))→ H(X˜) are to be continuous.
Furthermore, to be able to apply the compactness results from [Hum97] and
[BEH+03], this topology has to be chosen to be compatible in a sense to that of
Deligne-Mumford convergence. The relevant construction here can be found in
the proof of Theorem 13.6 in [RS06] (the direction (ii) ⇒ (i)). The implication
of this theorem can be stated as saying that the map M →Mg,n from the base
space of a marked nodal family of Riemann surfaces of type (g, n) to the Deligne-
Mumford space equipped with the topology of Deligne-Mumford convergence
(as defined e. g. in [Hum97] or [BEH+03]) is continuous. The topology on
M(X˜, A, J,H(X˜)) will be described in terms of convergence of sequences as in
Section 5.6 of [MS04]. To do so the following result from [RS06] will be used,
where still (pi : Σ → M,R∗) is an arbitrary family of marked nodal Riemann
surfaces of type (g, n):
Construction II.9. Let b ∈M . Then there exists a neighbourhood U ⊆M of
b with the following properties: Let n1, . . . , nd ∈ Σb be the nodal points on Σb.
For i = 1, . . . , d there are pairwise disjoint neighbourhoods Ni ⊆ Σ of the ni
with pi(Ni) = U and s. t. Rj∩Ni = ∅ ∀ j = 1, . . . n, i = 1, . . . , d and holomorphic
maps
(xi, yi) : Ni → D2, zi : U → D, ti : U → DdimC(M)−1
s. t.
(zi, ti) : U → DdimC(M)
(xi, yi, ti ◦ pi|Ni) : Ni → DdimC(Σ)
are holomorphic coordinate systems with
(xi, yi)(ni) = (0, 0) and xiyi = zi ◦ pi|Ni .
Denote for b′ ∈ U and i = 1, . . . , d
Γi(b
′) := {z ∈ Σb′ ∩Ni | |xi(z)| = |yi(z)| =
√
|zi(b′)|}
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and
Γ(b′) :=
d⋃
i=1
Γi(b
′), Γ :=
⋃
b′∈U
Γ(b′).
Then each Γ(b′) is a disjoint union of nodal points (one for each i with zi(b′) = 0)
and pairwise disjoint embedded circles (one for each i with zi(b
′) 6= 0) disjoint
from all the nodal and marked points. Especially Γi(b) = ni and hence Γ(b) =
{n1, . . . , nd}. Also, for every b′ ∈ U there exists a continuous map
ψb′ : Σb′ → Σb
with the following properties:
• ψb′(Γi(b′)) = ni for all i = 1, . . . , d.
• ψb′ |Σb′\Γ(b′) : Σb′ \ Γ(b′)→ Σb \ {n1, . . . , nd} is a diffeomorphism.
• The map
ψ : Σ|U \ Γ→ U × (Σb \ {n1 . . . , nd})
z 7→ (pi(z), ψpi(z)(z))
is a diffeomorphism.
These maps have the property that if (bi)i∈N ⊆ U is a sequence converging to b,
then the sequence (ji)i∈N of complex structures on Σb \ {n1, . . . , nd} defined by
ji := ψbi,∗jbi , where jbi denotes the complex structure on Σbi \ Γ(b′), converges
in the C∞-topology to the restriction of jb to Σb \ {n1, . . . , nd}.
With this one can define sequential convergence in M(X˜, A, J,H(X˜)).
Definition II.25. Let (ui)i∈N ⊆ M(X˜, A, J,H(X˜)) be a sequence. Then ui
converges to u ∈M(X˜, A, J,H(X˜)) iff the following hold:
• Let bi := piMM (ui) and b := piMM (u). Then bi i→∞−→ b in M .
• Let Hi := piMH (ui) and H := piMH (u). Then Hi
i→∞−→ H in H(X˜).
• In the notation of Construction II.9, for b′ ∈ U , let φb′ := (ψb′ |Σb′\Γ(b′))−1 :
Σb \ {n1, . . . , nd} → Σb′ . Let N ∈ N be s. t. bi ∈ U for all i ≥ N . Then
ui ◦ φbi : Σb \ {n1, . . . , nd} → X˜, for i ≥ N , converges uniformly to
u|Σb\{n1,...,nd}.
Due to bubbling, see [Hum97] Section V.3, even for M compact, the moduli
space M(X˜, A, J,H(X˜)) will not be compact. To remedy this situation and still
get a compact moduli space, the Gromov compactification of M(X˜, A, J,H(X˜))
has to be introduced. To describe this space, first of all assume that the marked
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nodal family of Riemann surfaces (pi : Σ → M,R∗) is regular. For ` ≥ 0, let
(pi` : Σ` → M `, R`∗, T `∗), Σ` = M `+1, and pˆi`−1 : Σ` → Σ`−1, pˆi`k : Σ` → Σk,
pi`k : M
` → Mk be the marked nodal families and maps from Lemma II.1 and
Proposition II.1. Also, for all ` ≥ 1, let σ` and σˆ` be the actions of S`, by
reordering the last ` marked points, on M ` and Σ`, from Proposition II.2.
Then the following is proved in the monograph [Hum97], Chapter V (esp. The-
orem 1.2, Theorem 3.3, Proposition 1.1 and the proofs of these results) as well
as, in a generalised version, in [BEH+03].
Proposition II.6. Let (ui)i∈N be a sequence in M(X˜, A, J,H(X˜)), bi := piMM (ui),
Hi := pi
M
H (ui), s. t. bi −→i→∞ b for some b ∈ M and Hi −→i→∞ H for some
H ∈ H(X˜). Then there exist the following:
• an integer ` ∈ N0,
• a subsequence (uij )j∈N of (ui)i∈N,
• bˆij ∈
◦
M ` with pi`0(bˆij ) = bij
• and an element uˆ ∈Mbˆ((pˆi`0)∗X˜, A, J, (pˆi`0)∗H),
for some bˆ ∈M ` with pi`0(bˆ) = b and
(pˆi`0)
∗
bˆij
uij −→
j→∞
uˆ.
Furthermore, the bˆij , bˆ and uˆ can be chosen s. t. the following holds: Let Σ
`
i,bˆ
be
a component of Σ`
bˆ
on which pˆi`0 is not a homeomorphism, i. e. either pˆi
`
0(Σ
`
i,bˆ
) =
{ni}, for some node ni ∈ Σb or pˆi`0(Σ`i,bˆ) = {Rj(b)} for some j = 1, . . . , n. Then
uˆ|Σ`
i,bˆ
has nonvanishing vertical homology class and hence defines a nonconstant
J-holomorphic sphere in X˜ni or X˜Rj(b).
Definition II.26. Let
(pˆi`0)
∗H(X˜) := {(pˆi`0)∗H | H ∈ H(X˜)}
⊆ H((pˆi`0)∗X˜)
and
M((pˆi`0)
∗X˜, A, J, (pˆi`0)
∗H(X˜)) := (piMH )
−1((pˆi`0)
∗H(X˜))
⊆M((pˆi`0)∗X˜, A, J,H((pˆi`0)∗X˜)).
Then for any `, ˜`∈ N0 with ` ≤ ˜` there is a canonical map
(pˆi
˜`
`)
∗ : (pi ˜``)
∗M((pˆi`0)
∗X˜, A, J, (pˆi`0)
∗H(X˜))→M((pˆi ˜`0)∗X˜, A, J, (pˆi ˜`0)∗H(X˜))
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of topological spaces, where
(pi
˜`
`)
∗M((pˆi`0)
∗X˜, A, J, (pˆi`0)
∗H(X˜)) = M((pˆi`0)
∗X˜, A, J, (pˆi`0)
∗H(X˜))×
piMM ,M
`,pi
˜`
`
M
˜`
is the fibred product of topological spaces.
Furthermore, for all ` ≥ 1, the actions σ` and σˆ` of S` on M ` and Σ`, respec-
tively, induce actions
σ˜` : S` ×M((pˆi`0)∗X˜, A, J, (pˆi`0)∗H(X˜))→M((pˆi`0)∗X˜, A, J, (pˆi`0)∗H(X˜)),
compatible via piMM with the actions σ
` in the obvious way.
Together, the spaces M((pˆi`0)
∗X˜, A, J, (pˆi`0)∗H(X˜)), maps (pˆi
˜`
`)
∗ and actions σ˜`
form a system of topological spaces, whose colimit is called the Gromov com-
pactification of M(X˜, A, J,H(X˜)) and denoted by
M(X˜, A, J,H(X˜)).
It is equipped with canonical maps
piMM : M(X˜, A, J,H(X˜))→M
and
piMH : M(X˜, A, J,H(X˜))→ H(X˜).
Remark II.9. For u ∈M((pˆi`0)∗X˜, A, J, (pˆi`0)∗H(X˜)) with piMM (u) = b, piMH (u) = H
and bˆ ∈M ˜` s. t. b = pi ˜``(bˆ),
(pˆi
˜`
`)
∗u ∈Mbˆ((pˆi
˜`
0)
∗X˜, A, J, (pˆi ˜``)
∗H) ⊆M((pˆi ˜`0)∗X˜, A, J, (pˆi ˜`0)∗H(X˜)).
For ˜` = ` + 1 this is clear, for on every component of Σ
˜`
bˆ
, pˆi
˜`
` is either a dif-
feomorphism or a constant map onto a point. On each component on which
pˆi
˜`
` is constant (which then is diffeomorphic to a sphere), (pˆi
˜`
`)
∗H vanishes, so
the restriction of a section u ∈ M((pˆi ˜`0)∗X˜, A, J, (pˆi ˜``)∗H) to such a component
is just given by a J-holomorphic map to Xb. In particular, the constant map
corresponding to the restriction of (pˆi
˜`
`)
∗u to such a component is holomorphic.
For ` ≥ 1, the claim follows by induction.
Remark II.10. Note that in the above definition, (pˆi`0)
∗ : H(X˜) → H((pˆi`0)∗X˜)
is an injection.
Remark II.11. The colimit over the above system of topological spaces is the
quotient space ∐
`≥0
M((pˆi`0)
∗X˜, A, J, (pˆi`0)
∗H(X˜))/∼,
where
M((pˆi`
′
0 )
∗X˜, A, J, (pˆi`
′
0 )
∗H(X˜)) 3 u′ ∼ u′′ ∈M((pˆi`′′0 )∗X˜, A, J, (pˆi`
′′
0 )
∗H(X˜))
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iff there exists an ˜` ≥ `′, `′′, an g ∈ S˜` and b ∈ M ˜` s. t. pi ˜``′(b) = piMM (u′),
pi
˜`
`′′(σ
˜`
g−1(b)) = pi
M
M (u
′′) and
(pˆi
˜`
`′)
∗
bu
′ = σ˜ ˜`g
(
(pˆi
˜`
`′′)
∗
σ
˜`
g−1 (b)
u′′
)
∈M((pˆi ˜`0)∗X˜, A, J, (pˆi ˜`0)∗H(X˜)).
In particular, this equivalence relation has the following property: If u ∈
M((pˆi`0)
∗X˜, A, J, (pˆi`0)∗H(X˜)) is constant on a ghost component (as in Defini-
tion II.9) of its underlying nodal Riemann surface, then there exists a k < `
and a u′ ∈M((pˆik0 )∗X˜, A, J, (pˆik0 )∗H(X˜)), s. t. u and u′ define the same point in
M(X˜, A, J,H(X˜)).
Remark II.12. Also, directly from the definition, there is a canonical injection
M(X˜, A, J,H(X˜)) ↪→M(X˜, A, J,H(X˜)).
Corollary II.7.
piMM × piMH : M(X˜, A, J,H(X˜))→M ×H(X˜)
is a proper map and M(X˜, A, J,H(X˜)) is a Hausdorff topological space. In
particular, if M is compact, then for any H ∈ H(X˜),
M(X˜, A, J,H) := (piMM × piMH )−1(M × {H})
is a compact Hausdorff topological space.
Lemma II.27. If M is compact, then there exists an ` ∈ N0 s. t. the canonical
map M((pˆi`0)
∗X˜, A, J, (pˆi`0)∗H(X˜))→M(X˜, A, J,H(X˜)) is surjective.
Proof. By the definition of M((pˆi`0)
∗X˜, A, J, (pˆi`0)∗H(X˜)) and the definition of
H(X˜), there exists a universal bound on the vertical energy of every element of
M((pˆi`0)
∗X˜, A, J, (pˆi`0)∗H(X˜)) independent of `, by Lemma 8.2.9 in [MS04], where
the vertical energy is defined as in Section 8.2 in [MS04], p. 249. By the usual
Gromov-Schwarz and Monotonicity lemmas, this implies a universal bound on
the number of components on which an element of M((pˆi`0)
∗X˜, A, J, (pˆi`0)∗H(X˜))
can be nonconstant, which by definition of the equivalence relation in the defi-
nition of M(X˜, A, J,H(X˜)) implies the lemma.
Furthermore, for ` ≤ ˜` denote by M ˜`,` the set
M
˜`,` := {b ∈M ˜` | pˆi ˜``,b : Σ˜`b → Σ`pi ˜`0(b) is a homeomorphism}
and by Σ
˜`,` := Σ
˜`|
M ˜`,`
.
In addition, let pi
˜`,` := pi
˜`|
M ˜`,`
: M
˜`,` →M ` and pˆi ˜`,` := pˆi ˜``|Σ˜`,` : Σ
˜`,` → Σ`.
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Lemma II.28. pi
˜`,` : M
˜`,` → M ` is a surjective submersion of complex fibre
dimension ˜`− ` and Σ˜`,` ∼= (pi ˜`,`)∗Σ` via pˆi ˜`,`.
Furthermore,
M((pˆi
˜`,`)∗(pˆi`0)
∗X˜, A, J, (pˆi
˜`,`
` )
∗(pˆi`0)
∗H(X˜)) ∼= (pi ˜`,`)∗M((pˆi`0)∗X˜, A, J, (pˆi`0)∗H(X˜))
via (pˆi
˜`,`)∗.
Proof. This again follows by induction from the case ˜` = ` + 1. But in this
case M
˜`
= M `+1 = Σ` and M
˜`,` by Lemma II.1 is the complement of the nodes
and markings in Σ`. The restriction Σ
˜`,` of Σ
˜`
to this subset, from the proof of
Lemma II.1, is by definition the pullback of Σ` via pi` and the restriction of pˆi
˜`
`
is by definition the canonical map covering pi`.
The second claim follows directly from the definitions.
To make sense of the following remark, remember that by definitionM((pˆi`0)X˜, A, J,K),
for any subset K ⊆ H((pˆi`0)X˜), is a disjoint union of subsets that are mapped
to the strata of M ` in the stratification by signature under piMM . By abuse of
language I will call these subsets strata, even though in general it is not claimed
that they are (Banach) manifolds or form any kind of reasonable stratification.
Also, by the codimension of such a subset I will mean the codimension of the
corresponding stratum in M `.
The transversality problem now can be formulated as follows:
Does there exist a (generic subset of) H ∈ H(X˜) s. t. for every ` ≥ 0 (and for
all generic H), M((pˆi`0)
∗X˜, A, J, (pˆi`0)∗H) is stratified by smooth manifolds as in
the previous section, induced from the stratification by signature on M `. And
in such a way that M(X˜, A, J,H) has a stratification by smooth manifolds, in-
duced by the canonical maps M((pˆi`0)
∗X˜, A, J, (pˆi`0)∗H) → M(X˜, A, J,H). So
that the stratification in particular coincides with the one from before on
M(X˜, A, J,H) under the inclusion from Remark II.12? Furthermore, there
should be a top-dimensional stratum which coincides with the top-dimensional
stratum in M(X˜, A, J,H), corresponding to the smooth curves, and the codi-
mension of every other stratum should coincide with the codimension of the
stratum in M((pˆi`0)
∗X˜, A, J, (pˆi`0)∗H) from which it arises.
In general, it is known that the answer to this question is no, for all the Hamil-
tonian perturbations of the form (pˆi`0)
∗H vanish on ghost components, so the
Banach space (pˆi`0)
∗H(X˜) is “too small” to achieve the transversality results in
Lemma II.22.
One hence is faced with two conflicting aims: On the one hand one would like to
enlarge the spaces of perturbations in the construction of the universal moduli
spaces from (pˆi`0)
∗H(X˜) ∼= H(X˜) to H((pˆi`0)∗X˜) to achieve transversality, on the
other hand one needs to restrict to perturbations coming from H(X˜) so that the
equivalence relation is preserved and the conditions on the dimensions of the
strata of the stratification one wants to construct have any chance of holding
true.
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The solution to this problem, first applied in the genus 0 case in [CM07] and
which will be extended to the present situation in the rest of this text, can now
roughly be described as follows (all these notions will be made precise later on):
For every ` ≥ 0 there exists a subset K` ⊆ H((pˆi`0)∗X˜) s. t. (pˆi ˜``)∗K` ⊆ K˜`.
There also exists an ` ∈ N0 and for every ˜`≥ ` a subsetN ˜`(K˜`) ⊆M((pˆi ˜`0)∗X˜, A, J,K˜`)
with piMM (N
˜`
(K
˜`
)) ⊆
◦
M
˜`
(the part corresponding to smooth curves, as in Section
II.1) s. t. the closure ofN
˜`
(K
˜`
) inM((pˆi
˜`
0)
∗X˜, A, J,K˜`) lies inM((pˆi ˜`0)∗X˜, A, J,K
˜`
).
Since
◦
M
˜` ⊆ M ˜`,` for all ` ≤ ˜`, for every H ∈ K0 there is a well-defined map
(pˆi
˜`
0)∗ : N
˜`
((pˆi
˜`
0)
∗H) → M(X˜, A, J,H) (the left-hand side is defined in the obvi-
ous way) given by u 7→ ((pˆi ˜`0,b)−1)∗u, where piMM (u) = b.
Then for generic H ∈ K0 the above will be s. t. N`((pˆi`0)∗H) is invariant under
the S`-action and the map (pˆi
`
0)∗ is an `!-sheeted covering on the complement
of a subset of codimension at least 2 (see Lemma III.1).
Roughly speaking, the N
˜`
(K
˜`
) will be defined as spaces of holomorphic sections
that map the first ` additional marked points to a subbundle Y˜ ⊆ X˜ with real
codimension 2 fibres and the setsK
˜`
will be spaces of Hamiltonian perturbations
satisfying a set of compatibility conditions with this subbundle. Making these
notions precise and showing the properties above will be pretty much the rest
of this work.
II.4.2 Hypersurfaces and tangency
Throughout this section, let (pi : Σ → M,R) be a stable marked nodal family
Riemann surfaces of type (g, n) and denote their Euler characteristic by χ.
Furthermore, let (κ : X → M,ω) be a family of symplectic manifolds together
with a family (κ|Y : Y → M,ω|Y ) of symplectic hypersurfaces in X. Define
κ˜ : X˜ → Σ as the pullback of κ : X → M to Σ via pi and likewise for Y˜ .
As before, Jω(X) is the set of ω-compatible vertical almost complex structures
on X, i. e. bundle morphisms J ∈ End(V X) with J2 = −id and s. t. ω(·, J ·)
defines a metric on V X. In other words, for any b ∈ M , Jb is a compatible
almost complex structure on the symplectic manifold (Xb, ωb).
To define the sets K` from the previous subsection, almost complex structures
and Hamiltonian perturbations compatible with the family of symplectic hyper-
surface Y in the sense of [IP03], Definition 3.2 are needed. The almost complex
structures are treated exclusively as parameters, i. e. they are never chosen by
applying the Sard-Smale theorem.
Definition II.27. The set of Y -compatible vertical almost complex structures
on X is defined as
Jω(X,Y ) := {J ∈ Jω(X) | J(V Y ) = V Y }.
The set of normally integrable Y -compatible almost complex structures on X
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is defined as
Jω,ni(X,Y ) := {J ∈ Jω(X,Y ) | piV XV Y ⊥ωNJ(v, ξ) = 0 ∀v ∈ VyY, ξ ∈ VyY ⊥ω , y ∈ Y },
whereNJ denotes the Nijenhuis tensor of J , VyY
⊥ω ⊆ VyX denotes the symplec-
tic orthogonal complement and piV X
V Y ⊥ω : V X → V Y ⊥ω denotes the projection
along V Y .
One considers Jω(X,Y ) and Jω,ni(X,Y ) as subsets of Jω(X˜, Y˜ ) and Jω,ni(X˜, Y˜ ),
respectively, via pullback.
The proof of Theorem A.2 in [IP03] shows:
Lemma II.29. Jω,ni(X,Y ) is nonempty and path-connected.
Now remember that if for b ∈M , Sb is a smooth Riemann surface and ιb : Sb →
Σb ⊆ Σ a desingularisation of the fibre of Σ over b, then ι∗bX˜ = (pi ◦ ιb)∗X is a
trivial bundle, for pi ◦ ιb is the constant map to b. Likewise for the subbundle
Y ⊆ X. Making the identification with the trivial bundle, Xˆb := Sb ×Xb and
Yˆb := Sb × Yb, one can pull back any H ∈ H(X˜) to Hb ∈ H(Xˆb). Given such
H and any J ∈ Jω(X), which induces a vertical almost complex structure on
every Xˆb, one hence gets an almost complex structure Jˆ
H
b on Xˆb as in Definition
II.19.
Definition II.28. Let H ∈ H(X˜). H is called a Y -compatible Hamiltonian
perturbation, H ∈ H(X˜, Y˜ ), if for every b ∈ M and every desingularisation
ιb : Sb → Σb ⊆ Σ, Yˆb ⊆ Xˆb is Hb-parallel, i. e. imXHb(ζ)|Yˆb ⊆ V Yˆb ∀ ζ ∈ TSb.
Given J ∈ Jω,ni(X,Y ), if furthermore for every b ∈M and every desingularisa-
tion ιb : Sb → Σb ⊆ Σ,
piV Xˆb
V Yˆ ⊥ωb
NJˆHb
(vˆ, ξˆ) = 0 ∀ vˆ ∈ VyˆYˆb, ξˆ ∈ VyˆYˆ ⊥ω , yˆ ∈ Yˆb,
where VyˆYˆ
⊥ω := {0} × TY ⊥ωb , then H is called a J-compatible normally inte-
grable Hamiltonian perturbation, H ∈ Hni(X˜, Y˜ , J).
This space has the two subspaces
H0ni(X˜, Y˜ , J) := {H ∈ Hni(X˜, Y˜ , J) | H|Y˜ = 0}
H00(X˜, Y˜ ) := cl
(
{H ∈ H(X˜) | supp(H) ⊆ X˜ \ Y˜ compact}
)
,
where cl denotes the closure in H(X˜).
In the course of the ensuing construction, Hamiltonian perturbations will be
chosen with increasing specialisation in the form H +H0 +H00, starting with
some H ∈ H(X˜, Y˜ , J) (which actually lies in some other yet to be defined
subspace ofH(X˜, Y˜ , J)) and then modifying it to H+H0 for H0 ∈ H0ni(X˜, Y˜ , J)
and subsequently to H +H0 +H00 for some H00 ∈ H00(X˜, Y˜ ).
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Remark II.13. If one endows, for b ∈ M , Xˆb with a symplectic form ωˆb that is
of the form pr∗1σ + pr∗2ωb for a symplectic form σb on Sb, then {0} × TyY ⊥ωb =
TyˆYˆ
⊥ωˆb
b for yˆ = (z, y) ∈ Yˆb, so the definition of Hni(X˜, Y˜ , J) is in complete
analogy to that of Jω,ni(X,Y ).
Lemma II.30.
H(X˜, Y˜ ) = {H ∈ H(X˜) | d(H(ζ))(v) = 0 ∀ ζ ∈ TΣ, v ∈ TY ⊥ω}.
defines a closed linear subspace of H(X˜).
Given any J ∈ Jω(X˜), for any b ∈ M and every desingularisation ιb : Sb →
Σb ⊆ Σ, Yˆb ⊆ Xˆb is a JˆHb -complex hypersurface.
The following is the reason for the above definition, which recovers Lemma 3.3
from [IP03] in the present notation:
Corollary II.8. Let J ∈ Jω,ni(X,Y ), let H ∈ Hni(X˜, Y˜ , J), let b ∈ M and
ιb : Sb → Σb ⊆ Σ a desingularisation. Then for any u ∈ M(Xˆb, A, Jb, Hb) with
im(u) ⊆ Yˆb,
piV Xˆb
V Yˆ ⊥ωb
◦
(
D∂
Jb,Hb
Sb
)
u
: Lk,p(u∗V Yˆ ⊥ωb )→ Lk−1,p(Hom(jb,Jb)(TSb, u∗V Yˆ ⊥ωb ))
is complex linear (for any k ∈ N, p > 1 with kp > 2).
Proof. This is a special case of Lemma II.4.
The following lemma and remark recover formulas (3.3) (b) and (c) from [IP03],
which will be used in Lemma II.32 below showing the existence of “enough”
normally integrable Hamiltonian perturbations:
Lemma II.31. Let J ∈ Jω(X), H ∈ H(X˜) and assume that X˜ = Σ × X
is a trivial bundle. Then w. r. t. the decomposition TX˜ = TΣ × TX, for
(w, v), (0, ξ) ∈ TX˜,
NJ˜H ((w, v), (0, ξ)) = (0, NJ(v, ξ))− (0, 2(LJX0,1
H(w)
J)ξ).
In particular, for J ∈ Jω,ni(X,Y ),
Hni(X˜, Y˜ , J) = {H ∈ H(X˜, Y˜ ) | piTXTY ⊥ω (LJX0,1
H(w)
J)ξ = 0
∀w ∈ TΣ, ξ ∈ TY ⊥ω}.
Also, for J ∈ Jω,ni(X,Y ),
piTXTY ⊥ω (LJX0,1
H(w)
J)ξ =
1
2
piTXTY ⊥ω
(
[XH(w), ξ] + J [XH(w), Jξ] +
+ J
(
[XH(jw), ξ] + J [XH(jw), Jξ]
))
.
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Proof. By definition of the Nijenhuis tensor and Remark II.7
NJ˜H ((w, v), (0, ξ)) = [(w, v), (0, ξ)] + J˜
H [J˜H(w, v), (0, ξ)] +
+ J˜H [(w, v), J˜H(0, ξ)]− [J˜H(w, v), J˜H(0, ξ)]
= (0, [v, ξ]) + J˜H [(jw, Jv + 2JX0,1H(w)), (0, ξ)] +
+ J˜H [(w, v), (0, Jξ)]− [(jw, Jv + 2JX0,1H(w)), (0, Jξ)]
= (0, [v, ξ]) + J˜H(0, [Jv, ξ] + 2[JX0,1H(w), ξ]) +
+ J˜H(0, [v, Jξ])− (0, [Jv, Jξ] + 2[JX0,1H(w), Jξ])
= (0, [v, ξ] + J [Jv, ξ] + J [v, Jξ]− [Jv, Jξ) +
+ 2(0, J [JX0,1H(w), ξ]− [JX0,1H(w), Jξ])
= (0, NJ(v, ξ))− 2(0, [JX0,1H(w), Jξ]− J [JX0,1H(w), ξ])
= (0, NJ(v, ξ))− (0, 2(LJX0,1
H(w)
J)ξ),
for [JX0,1H(w), Jξ]− J [JX0,1H(w), ξ] = LJX0,1
H(w)
(Jξ)− JL
JX0,1
H(w)
ξ = (L
JX0,1
H(w)
J)ξ +
JL
JX0,1
H(w)
ξ − JL
JX0,1
H(w)
ξ = (L
JX0,1
H(w)
J)ξ.
To show the last equation, one can explicitely write out X0,1H(w) to get
2([JX0,1H(w), Jξ]− J [JX0,1H(w), ξ]) = [JXH(w), Jξ]− J [JXH(w), ξ] −
− ([XH(jw), Jξ]− J [XH(jw), ξ]).
Now using that J ∈ Jω,ni(X,Y ), hence piTXTY ⊥ωNJ(v, ξ) = piTXTY ⊥ω ([v, ξ]+J [v, Jξ]−
([Jv, Jξ] − J [Jv, ξ])) = 0 for v ∈ TY , ξ ∈ TY ⊥ω , with v = XH(w), shows the
last equation in the statement of the lemma.
Remark II.14. If ∇ denotes any torsion-free connection on X, then the second
part in the above formula for the Nijenhuis tensor can also be written as
2(L
JX0,1
H(w)
J)ξ = 2J(∇ξ(JX0,1H(w)) + J∇Jξ(JX0,1H(w))− J(∇JX0,1
H(w)
J)ξ),
which recovers formula (3.3) (c) in Definition 3.2 from [IP03], although it will
not be used in this form in this text. For starting with the second to last line
in the string of equalities in the above proof, because ∇ is torsion-free,
[JX0,1H(w), Jξ]− J [JX0,1H(w), ξ] = ∇JX0,1
H(w)
(Jξ)−∇Jξ(JX0,1H(w)) −
− J∇
JX0,1
H(w)
ξ −∇ξ(JX0,1H(w))
= (∇
JX0,1
H(w)
J)ξ + J∇
JX0,1
H(w)
ξ −∇Jξ(JX0,1H(w)) −
− J∇
JX0,1
H(w)
ξ + J∇ξ(JX0,1H(w))
= J(∇ξ(JX0,1H(w)) + J∇Jξ(JX0,1H(w))− J(∇JX0,1
H(w)
J)ξ).
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Lemma II.32. There exists a continuous linear right inverse ι : H(Y˜ ) →
H(X˜, Y˜ ) to the restriction map H(X˜, Y˜ )→ H(Y˜ ), H 7→ (ζ 7→ H(ζ)|Y ), i. e. the
restriction map H(X˜, Y˜ )→ H(Y˜ ) is a split surjection.
Furthermore, ι can be chosen s. t. im ι ⊆ Hni(X˜, Y˜ , J) for any J ∈ Jω,ni(X,Y ).
Proof. First, choosing a locally finite covering of M over which X and Y are
trivial and a subordinate partition of unity, one can reduce to the case that X
and Y are trivial bundles, so assume that to be the case.
By the Weinstein symplectic neighbourhood theorem, Theorem 3.30, p. 101,
in [MS98], there exists a neighbourhood N(Y ) of Y in X, symplectomorphic
to an open neighbourhood V of the zero section in TY ⊥ω and mapping the
zero section to Y via the inclusion. ω turns TY ⊥ω into a symplectic vector
bundle. Choose any ω-compatible Riemannian metric g on TY ⊥ω and let ε > 0
be so small that for all y ∈ Y , the ball of radius (w. r. t. g) in TyY ⊥ω lies
in V . Now choose a smooth cutoff-function ρ : [0,∞) → [0, 1] s. t. ρ(r) = 1
for all 0 ≤ r ≤ ε/3 and ρ(r) = 0 for all r ≥ 2ε/3. Let τ : TY ⊥ω → Y
the projection. Given H0 ∈ C∞(Y,R), define Hˆ0 : TY ⊥ω → R, Hˆ0(v) :=
ρ(‖v‖)τ∗H(v). Then Hˆ0 has compact support in V and by identifying V with
N(Y ), Hˆ0 hence defines a functionH ∈ C∞(X,R). Furthermore, for v ∈ TY ⊥ω ,
dH(v) = 0, for again identifying N(Y ) with V , by construction and since ρ is
constant in a neighbourhood of zero, dH(v) = dH0(τ∗v) = dH0(0) = 0, for
v ∈ TY ⊥ω = ker τ∗. Also, by definition, H|Y = H0. Denote the resulting
map η : C∞(Y,R) → C∞(X,R). One can now define ι : H(Y˜ ) → H(X˜, Y˜ )
by H0 7→ (ζ 7→ η(H0(ζ))). By Lemma II.30, this defines a right inverse to
the restriction map. To show the second statement, let J ∈ Jω,ni(X,Y ) be
arbitrary. By Lemma II.31 it has to be shown that for the H just constructed
piTXTY ⊥ω
(
[XH(w), ξ] + J [XH(w), Jξ] + J
(
[XH(jw), ξ] + J [XH(jw), Jξ]
))
= 0
for all w ∈ TΣ, ξ ∈ TY ⊥ω . I will show that each of the four summands
[XH(w), ξ], [XH(w), Jξ], [XH(jw), ξ], [XH(jw), Jξ] vanishes separately for a suit-
ably chosen extension of ξ to a locally defined vector field. Here and in the
following it is used that J leaves TY and TY ⊥ω invariant and so in particular
piTX
TY ⊥ω ◦J = J ◦piTXTY ⊥ω . Let ξ ∈ TyY ⊥ω , y ∈ Y , and w ∈ TΣ. Choose local coor-
dinates around y in X of the form (y1, . . . , y2n−2, x1, x2) by use of the Weinstein
symplectic neighbourhood theorem. By a smooth change of trivialisation in the
corresponding trivialisation of TY ⊥ω over this neighbourhood one can assume
that J is the standard complex structure along Y in the coordinates x1 and x2,
i. e. J ∂
∂x1
|x1=x2=0 = ∂∂x2 and J ∂∂x2 |x1=x2=0 = − ∂∂x1 . Extend ξ = a1 ∂∂x1 + a2 ∂∂x2 ,
with a1, a2 ∈ R, locally by the same formula. Then XH(w) can be written in
these coordinates as XH(w) =
∑
j b
j ∂
∂yj
with ∂
∂xi
bj = 0 by construction of H.
Then
[XH(w), ξ]|x1=x2=0 =
∑
i
∑
j
bj
∂
∂yj
|x1=x2=0ai
∂
∂xi
−
∑
j
∑
i
ai
∂
∂xi
|x1=x2=0bj
∂
∂yj
= 0.
96
Chapter II. Construction of smooth structures and the main
transversality results
Similarly,
[XH(w), Jξ]|x1=x2=0 =
∑
j
bj
∂
∂yj
|x1=x2=0a1
∂
∂x2
−
∑
j
bj
∂
∂yj
|x1=x2=0a2
∂
∂x1
−
−
∑
j
(a1
∂
∂x2
− a2 ∂
∂x1
)|x1=x2=0bj
∂
∂yj
= 0.
The other two cases are completely analogous.
For Y -compatible almost complex structures and Hamiltonian perturbations
one can now define the sets N` from the previous subsection. The main obser-
vation used in the definition is the following, which for convenience subsequently
is summarised from Section 7, in [CM07].
Definition II.29. Let (S, j) be a Riemann surface, f : S → X a differentiable
map. An isolated intersection of f with Y is a point z ∈ f−1(Y ) s. t. there
exists a closed disk D ⊆ S around z and a closed disk B ⊆ Y around f(z) with
f−1(B) ∩D = {z}.
Given such an isolated intersection z ∈ f−1(Y ), the local intersection number
ι(f, Y ; z) of f with Y at z is defined as follows: Assume that f intersects Y in
z transversely. Then ι(f, Y ; z) = 1, if the orientation on Tf(z)X agrees with the
orientation induced (via Tf(z)X ∼= (f∗TzS)⊕Tf(z)Y ) by the orientations on TzS
and Tf(z)Y , and ι(f, Y ; z) = −1, otherwise. In general, choose a differentiable
perturbation ft : S → X, t ∈ [0, 1], of f with compact support in the interior
of D and s. t. f1|D is transverse to B. Then
ι(f, Y ; z) :=
∑
z′∈f−11 (B)∩D
ι(f1, Y ; z
′).
If S is compact and all intersections of f with Y are isolated (in particular by
compactness there are only finitely many), then the intersection number of f
with Y is defined as
ι(f, Y ) :=
∑
z∈f−1(Y )
ι(f, Y ; z).
The adaptation of Proposition 7.1, in [CM07] to the present situation.
Lemma II.33. Let u˜ ∈ M(X˜, A, J,H(X˜, Y˜ )). Define u := pr2 ◦ u˜ : Σb → X.
Then for every component (i. e. connected component of a desingularisation) Σib
of Σb, either u(Σ
i
b) ⊆ Y or (u|Σib)
−1(Y ) is finite. In the latter case,
ι(u|Σib , Y ) = [u|Σib ] · [Y ],
i. e. the intersection number of u|Σib with Y coincides with the topological inter-
section number of the homology classes in X defined by u|Σib and Y . Further-
more, at each intersection point z ∈ (u|Σib)
−1(Y ), u is tangent to Y of some
finite order s ≥ 0 with
ι(u|Σib , Y ; z) = s+ 1.
In particular, each local intersection number ι(u|Σib , Y ; z) is positive.
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Proof. (X˜|Σib , J˜
H) is a complex manifold with Y˜ |Σib as a complex submanifold
by definition of H(X˜, Y˜ ). Furthermore, u˜|Σib : Σ
i
b → X˜|Σib is a holomorphic
map. Now observe that u˜(z) ∈ Y˜ iff u(z) ∈ Y , and the orders of tangency
coincide. Now apply Proposition 7.1, in [CM07] to u˜|Σib .
This allows for the following definition:
Definition II.30. Let (`1, . . . , `n) ∈ (Z≥−1)n and denote `′j := min{0, `j}.
Given any open subset V ⊆ X˜ \ Y˜ and H ∈ H(X˜, Y˜ ), define
Y˜ `
′
j :=
{
X˜ `′j = −1
Y˜ `′j = 0
and note that HV (X˜) ⊆ H(X˜, Y˜ ). Then
M(X˜, Y˜ (`
′
1,...,`
′
n), A, J,H +HV (X˜)) :=
(
evR
)−1 (
R∗1Y˜
`′1 ⊕ · · · ⊕R∗nY˜ `
′
n
)
,
for
evR : MV (X˜, A, J,H +HV (X˜))→ R∗1X˜ ⊕ · · · ⊕R∗nX˜.
Furthermore for any subset B ⊆M ,
MV (X˜|B, Y˜ (`1,...,`n), A, J,H +HV (X˜)) :=
{u ∈MVb (X˜, Y˜ (`
′
1,...,`
′
n), A, J,H +HV (X˜)) | b ∈ B, ι(u, Y˜ |Σb ;Rj(b)} = `j}.
By the previous lemma, if u is a holomorphic curve in X˜ s. t. u intersects Y˜ at
each of ` different marked points, the last `, say, u is not contained completely
in Y˜ and [u] · [Y ] = `, then u intersects Y˜ transversely. Unfortunately one
cannot expect this behaviour to persevere under limits of sequences of such
maps. For example even for a fixed complex structure on the underlying curve,
two of the last ` marked points could converge on the domain forming a nodal
curve, built up of the original curve together with a sphere component that
gets mapped to Y˜ . Since the restriction of Y˜ to every fibre Σb of Σ is trivial
by definition, it makes sense to say that the sphere component is constant. In
this case this map actually factors through a map from the original surface,
but with the two converging marked points replaced by the point at which the
sphere component is attached and which gets mapped to Y˜ . At this new point,
the curve no longer needs to be transverse to Y˜ , but the previous lemma states
that, if the curve does not lie completely in Y˜ , the limit map can only have
tangencies of second order. So apart from moduli spaces of curves with marked
points lying on a given submanifold, a case already dealt with in Lemma II.26,
one should also construct moduli spaces of curves with tangencies to a given
complex hypersurface of (at least) a given order. The tangency of order 1-
condition is easy enough to define, if u ∈ Mb(X˜, A, J,H) with u(Ri(b)) ∈ Y˜ ,
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then u is tangent to Y˜ at Ri(b) to first order simply if im (D
vu)Ri(b) ⊆ V Y˜ .
For J ∈ Jω(X,Y ), V Y˜ ⊥ω is a Jb-complex subspace of complex dimension 1.
If H ∈ H(X˜, Y˜ ), then since ∂J,Hb u = 0, piV X˜V Y˜ ⊥ω (Dvu)Ri(b) is a jb-Jb-complex
linear map from VRi(b)Σ to Vu(Ri(b))Y˜
⊥ω . Hence over the subset of elements
of M(X˜, A, J,H(X˜, Y˜ )) that map the ith marked point to Y˜ (a submanifold
by Lemma II.26), one can consider the complex line bundle with line over u
given by Hom(j,J)(VRiΣ, Vu(Ri)V Y˜
⊥ω) and the section u 7→ piV X˜
V Y˜ ⊥ω (D
vu)Ri . In
case of transversality of this section to the zero section, the moduli space of
curves tangent to Y˜ at the ith marked point then has complex codimension
one in the submanifold of those curves that map the ith marked point to Y˜ .
Unfortunately the higher order tangency conditions do not seem to admit such
an easy description as global sections of a globally defined complex vector bundle
(of the “correct” rank) over the universal moduli space. [CM07], which allows
to use the transversality result (or rather a slight variation of its proof) from
[CM07].
Construction II.10. Let (ρ : S → B, Rˆ, ι, ιˆ) be a desingularisation of Σ over
B ⊆ M and as before denote Xˆ := ρ∗ι∗X = ιˆ∗X˜ and Yˆ := ρ∗ι∗Y = ιˆ∗Y˜ .
For a ∈ B, let U ⊆ B be an open neighbourhood of a s. t. both X|U and
Y |U are trivial, and hence so are Xˆ|U and Yˆ |U . Also let φa : U × Sa → S|U
be a trivialisation that preserves the marked points and nodes. Assume that
there are pairwise disjoint open neighbourhoods Dj ⊆ Sa of the marked points
Rˆj(a) ∈ Sa, biholomorphically equivalent to the unit disk D ⊆ C and disjoint
from all the nodal points. These are assumed to have the property that for all
b ∈ U , φab|Dj : Sa ⊇ Dj → Sb is a biholomorphic map from Dj onto a neigh-
bourhood of Rˆj(b) ∈ Sb. Let u0 ∈ Ma(X˜|B, A, J,H) for some H ∈ H(X˜, Y˜ ).
Fix some i ∈ {1, . . . , n} and assume that evRˆi (u0) ∈ Yˆ , but that the component
of Σa containing Rˆi(a) does not get mapped completely to Yˆ by u0. Using trivi-
ality of X and Y over U , pick a neighbourhood W ⊆ Xˆ of evRˆi (u0) diffeomorphic
to U ×Sa×Cr, where r := dimC(X), via a diffeomorphism Ψ that maps Yˆ ∩W
to U×Sa×Cr−1×{0}. Also assume that this diffeomorphism covers φa. On the
right hand side then for any H ∈ H(X˜, Y˜ ) and b ∈ U , {b}×Sa×Cr is equipped
with the pullback complex structure J
H
b of Jˆ
H which turns {b} × Sa ×Cr into
an almost complex manifold and {b}×Sa×Cr−1×{0} into a complex submani-
fold. Remember that the topology on MU (X˜|B, A, J,H(X˜, Y˜ )) is finer than the
topology induced by that on U × Bk,pa (Xˆ|B, A, J,H) ×H(X˜, Y˜ ) (for some k, p
with kp > 2) by the chart defined via φa from Construction II.8. And that the
topology on Bk,pa (Xˆ|B, A, J,H) in turn is finer than the C0-topology (which was
part of the definition of the topology onBk,pa (Xˆ|B, A, J,H) in Construction II.2).
Also, the intersection of u0 with Yˆ at Ri(a) is isolated by Lemma II.33. Hence
there is a neighbourhood V of u0 inM(X˜|B, A, J,H(X˜, Y˜ )) s. t. u(φab(Dj)) ⊆W
for all u ∈ V, piMB (u) = b. With the help of the above one can now assign, for
every j = 1, . . . , n and to every u ∈ V with piMB (u) = b and piMH (u) = H an
(i here is the standard complex structure on Dj ∼= D) i-JHb -holomorphic map
Dj → {b}×Dj×Cr. Now one is pretty much exactly in (a parametrised version
II.4. Compactification and transversality via hypersurfaces 99
of) the situation of Section 6 of [CM07] and can follow the discussion leading
up to Proposition 6.9 almost to the letter, dropping the simplicity requirement
and replacing the space of perturbations of the almost complex structures by
the space of Hamiltonian perturbations used in this text, esp. in Lemma 6.6,
to show the following result:
Lemma II.34. Let V ⊆ X˜ be an open subset s. t. V ∩ Y˜ = ∅, let H ∈ H(X˜, Y˜ )
and let B ⊆ M be a stratum over which Σ has a desingularisation. Then
for any n-tuple (`1, . . . , `n) ∈ (Z≥−1)n, MV (X˜|B, Y˜ (`1,...,`n), A, J,H + HV (X˜))
is a Banach submanifold of MV (X˜|B, A, J,H + HV (X˜)) of real codimension
2
∑n
i=1(`i + 1).

CHAPTER III
Construction of the rational pseudocycle
In this final part, it is made precise in which sense the map I.1 from the intro-
duction to this thesis defines a homology class, after suitable modifications.
To do so, the notion of a pseudocycle from [MS04], Section 6.5, will be used.
Also remember that in order to have a smooth moduli space of Riemann sur-
faces, the Deligne-Mumford space was replaced by a finite (branched) covering.
To get a well-defined count, the order of this covering has to be divided out,
so instead of integral pseudocycles, rational pseudocycles will be used, as in
[CM07].
Since quite a few different notions are involved in this definition, for convenience
they are presented in the first subsection.
After that, the definition is given and a few basic properties are shown.
The compactness result presented then is the first step in showing that this
indeed does define a pseudocycle.
Most of the rest of this text is concerned with showing that (after imposing
some restrictions on J and H) the Ω-limit set described by this compactness
result can be covered by manifolds of real codimension 2, hence showing that
the pseudocycle is indeed well-defined.
The thesis then concludes with a few words about independence of this defini-
tion of the choices made.
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III.1 Definition of the pseudocycle and questions of
compactness
III.1.1 The data involved in the definition
Given the following data (leaving questions of existence for the moment aside):
1. A closed symplectic manifold (X,ω) with integer symplectic form, [ω] ∈
H2(X,Z).
2. 0 6= A ∈ H2(X;Z), E := ω(A) + 1.
3. An orbifold branched covering (pi : Σ → M) of Mg,n and consequently
a sequence of marked nodal families (pi` : Σ` → M `, R`, T `) for ` ≥ 0 of
Euler characteristic χ with n + ` marked points R`1, . . . , R
`
n, T
`
1 , . . . , T
`
` ,
as in Lemma II.1 and Proposition II.1:
· · · pˆi`+1 // Σ`+1 pˆi
`
//
pi`+1

Σ`
pˆi`−1 //
pi`

Σ`−1
pˆi`−2 //
pi`−1

· · · pˆi1 // Σ1 pˆi
0
//
pi1

Σ0
pi0

Σ
pi
· · · pi`+1 //M `+1 pi
`
//
xxxxxxxxx
M `
pi`−1 //
xxxxxxxx
M `−1
pi`−2 // · · · pi1 //M1 pi
0
//
zzzzzzzz
M0 M
Σ`
pˆi`−1 //
pi`

Σ`−1
pi`−1

M `
pi`−1 //
R`j
CC
M `−1
R`−1j ∀ j = 1, . . . , n
[[
Σ`
pˆi` //
pi`

Σ`−1
pi`−1

M `
pi`−1 //
T `j
CC
M `−1
T `−1j ∀ j = 1, . . . , `− 1
[[
where M is assumed to be closed, and hence so are the M ` for all ` ≥ 0.
Furthermore, for every b ∈M `, putting b′ := pi`−1(b) ∈M `−1, the map
pˆi`−1b : (Σ
`
b, R
`
1(b), . . . , R
`
n(b), T
`
1(b), . . . , T
`
`−1(b))→
→ (Σ`−1b′ , R`−11 (b′), . . . , R`−1n (b′), T `−11 (b′), . . . , T `−1`−1 (b′))
is assumed to be stabilising, i. e. to be biholomorphic on every stable
component of (Σ`b, R
`
1(b), . . . , R
`
n(b), T
`
1(b), . . . , T
`
`−1(b)) and constant on
every unstable component. For ` > k denote the compositions
pˆi`k := pˆi
k ◦ pˆik+1 ◦ · · · ◦ pˆi`−1 : Σ` → Σk
III.1. Definition of the pseudocycle and questions of compactness103
and
pi`k := pi
k ◦ pik+1 ◦ · · · ◦ pi`−1 : M ` →Mk.
By the same argument as in Section II.1, assume that M and hence all
the M ` are connected.
4. Metrics h` on the Σ`, restricting to a hermitian metric on every Σ`b, b ∈
M `.
5. D ∈ N.
6. A Donaldson pair (Y, J0) of degree D, i. e. J0 ∈ Jω(X) and Y ⊆ X
an, in the sense of [CM07], Section 8, approximately J0-holomorphic, in
particular symplectic, hypersurface with PD(Y ) = D[ω].
7. ` := Dω(A).
The existence of the marked nodal families (pi` : Σ` → M `) from 3. above had
already been dealt with in Section II.1.
The necessary existence and uniqueness results for hypersurfaces as in 6. can
be found in Theorem 8.1 from [CM07] and the references quoted there.
Also, for later reference, introduce the following notation:
Denote by M `,i the strata (which are not assumed to be connected) of M `
by signature. The top stratum corresponding to the smooth surfaces will be
denoted by
◦
M ` = M `,0. Over every M `,i, there exists a desingularisation (ρ`,i :
S`,i → M `,i, Rˆ`,i, Tˆ `,i, ι`,i, ιˆ`,i) of Σ`,i := Σ`|M`,i . Cover each M `,i by finitely
many open subsets U `,ij ⊆M `,i s. t. there exist trivialisations φ`,ij : U `,ij ×S`,ij →
S`,i|
U`,ij
and assume that the φ`,ij have all the properties from the previous
chapter: There exist points R`,ij,s ∈ S`,ij , s = 1, . . . , n, and T `,ij,s ∈ S`,ij , s =
1, . . . , `, s. t. φ`,ij (b, R
`,i
j,s) = Rˆ
`,i
s (b) as well as φ
`,i
j (b, T
`,i
j,s) = Tˆ
`,i
s (b) and pairs of
points N `,i,1j,r , N
`,i,2
j,r , r = 1, . . . , d
`,i (for some d`,i ∈ N0), s. t. for all b ∈ U ij ,
φ`,ij (b,N
`,i,1
j,r ), φ
`,i
j (b,N
`,i,1
j,r ) is a pair of points corresponding to a single node
on Σ`b. Furthermore, all the R
`,i
j,s, N
`,i,1
j,r , N
`,i,2
j,r are assumed to have mutually
disjoint neighbourhoods all biholomorphically equivalent to the open unit disk
in C and s. t. for all b ∈ U `,ij , the restriction of (φ`,ij )b : S`,ij → S`,ib to every such
neighbourhood is holomorphic. Finally, assume that the U `,ij are compatible for
varying ` in the sense that for every ` ≥ k, given i and j there exist i′ and j′
s. t. pi`−1k−1|U`,ij : U
`,i
j → Uk,i
′
j′ is a submersion.
III.1.2 The definition of the pseudocycle
Let X˜` := Σ` × X, Y˜ ` := Σ` × Y , where ` = Dω(A). The pseudocycle in
question will be of the following form, for appropriately chosen H:
104 Chapter III. Construction of the rational pseudocycle
Definition III.1. For H ∈ H(X˜`), define
◦
M(X˜`, Y˜ `, A, J,H) := {u ∈M(X˜`| ◦
M`
, A, J,H) | im(u ◦ T `j ) ⊆ Y˜ `, j = 1, . . . , `,
im(u) ∩ X˜` \ Y˜ ` 6= ∅}
and as before, for any (affine) subspace K ⊆ H(X˜`),
◦
M(X˜`, Y˜ `, A, J,K) :=
⋃
H∈K
◦
M(X˜`, Y˜ `, A, J,H).
Also denote byM(X˜`, Y˜ `, A, J,H) the closure inM(X˜`, A, J,H) ofM(X˜`, Y˜ `, A, J,H).
Lemma III.1. For A 6= 0 and D large enough, for generic HY ∈ H(Y˜ ) ⊆
H(X˜, Y˜ ) there exists a generic subset (depending on HY ) of H00(X˜, Y˜ ) s. t. for
each H00 in this subset, outside a subset of M(X˜, A, J,HY +H00) with comple-
ment of codimension at least 2,
◦
M(X˜`, Y˜ `, A, J, (pˆi`0)
∗(HY +H00))→M(X˜, A, J,HY +H00)
u 7→ u ◦ ((pˆi`0)∗piMM (u))
−1
is an `!-sheeted covering.
Proof. As will be shown in Subsection III.2.2, for A 6= 0 and D large enough,
for generic HY ∈ H(Y˜ ) and for any H00 ∈ H(X˜, Y˜ ) one can assume that no
section in M(X˜, A, J,HY + H00) lies completely in Y˜ . Note that over
◦
M `, pˆi`0
is a fibrewise isomorphism, hence the space (pˆi`0)
∗(HY + H00(X˜, Y˜ )) is “large
enough” for all the transversality results in the following to hold for generic
H := HY + H00, in particular all the strata of M(X˜, A, J,H) can be assumed
to be manifolds of the correct dimensions. Now every element of M(X˜, A, J,H)
has intersection number ` with Y˜ , so M(X˜, A, J,H) is covered by a union of
spaces
M(X˜`
′ | ◦
M`′
, (Y˜ `
′
)(0,...,0,t1,...,t`′ ), A, J, (pˆi`
′
0 )
∗H)
for 1 ≤ `′ ≤ ` and ∑`′i=1(ti + 1) = `. For `′ = ` this is just the space◦
M(X˜`, Y˜ `, A, J, (pˆi`0)
∗H), where the fibre over a point is given by the `! choices
to label the ` intersection points with Y˜ . And for `′ < `, by Lemma II.34, this
space has dimension at least two less than
◦
M(X˜`, Y˜ `, A, J, (pˆi`0)
∗H).
Remember from Section II.1 that on every M `,i there is the induced stratifica-
tion from the stratification of M ` given by the groupoid structure. In particular,
because the M ` were assumed connected,
◦
M ` has a unique open and dense con-
nected stratum
◦◦
M ` as well as a number of strata
◦c
M `,j of codimension at least
2. Then for every H0 ∈ H(X˜`),
piMM :
◦
M(X˜`, Y˜ `, A, J,H0 +H
00(X˜`, Y˜ `))→
◦
M `
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is a submersion, so for every j,
(
piMM
)−1
(
◦c
M `,j) is a codimension at least 2 split
submanifold of
◦
M(X˜`, Y˜ `, A, J,H0 + H
00(X˜`, Y˜ `)) by Lemma A.6. Hence by
Lemma A.7 and the Sard-Smale theorem, for generic H ′ in H00(X˜`, Y˜ `), one
can assume that for every j,
◦◦
M(X˜`, Y˜ `, A, J,H0 +H
′) := {u ∈
◦
M(X˜`, Y˜ `, A, J,H0 +H
′) | piMM (u) ∈
◦◦
M `}
and
◦c
Mj(X˜`, Y˜ `, A, J,H0 +H
′) := {u ∈
◦
M(X˜`, Y˜ `, A, J,H0 +H
′) | piMM (u) ∈
◦c
M `,j}
are manifolds of the expected dimensions.
Furthermore, note that for such H := H0 + H
′,
◦◦
M(X˜`, Y˜ `, A, J,H) carries a
natural orientation: First, note that
◦
M(X˜`, Y˜ `, A, J,H(X˜`, Y˜ `)) carries a natu-
ral coorientation as split submanifold of
◦
M(X˜`, A, J,H(X˜`, Y˜ `)), since it is the
preimage under the evaluation map at the last ` marked points of Y˜ `, which is
cooriented in X˜`.
Second, for the Fredholm map
piMH :
◦
M(X˜`, A, J,H(X˜`, Y˜ `))→ H(X˜`, Y˜ `),
at a regular point the kernel of its differential is canonically oriented, since it is
identified with the kernel of the corresponding Cauchy-Riemann operator, by
Lemma A.3.6 in [MS04]. This in turn is oriented by the usual argument as in
the proof of Theorem 3.1.5, p. 50, in [MS04]. Hence the kernel of the restriction
piMH :
◦
M(X˜`, Y˜ `A, J,H(X˜`, Y˜ `))→ H(X˜`, Y˜ `),
at a regular point carries an induced orientation as well.
With this, the definition is as in Section II.1 (H = H0 +H
′):
Definition III.2. The pseudocycle associated to the above data is the rational
pseudocycle
1
`!
1
|Aut(
◦◦
M)||O(
◦◦
M)|
evR
`
:
◦◦
M(X˜`, Y˜ `, A, J,H)→M ×Xn,
where on the right-hand side X˜` = Σ`×X and the canonical map pi`0 : M ` →M
were used.
The remainder of this chapter now consists of the proof that, for appropriately
chosen H, the above is a well-defined pseudocycle. Following the course of ac-
tion as set out in [CM07], first it will be shown that for an appropriate choice of
J and any choice of H, M(X˜`, Y˜ `, A, J,H) is compact. The next order of busi-
ness then is to choose H appropriately s. t.
◦
M(X˜`, Y˜ `, A, J,H) is a smooth man-
ifold of dimension dimC(X)χ+ 2c1(A) + dimRM and s. t. M(X˜
`, Y˜ `, A, J,H) \
◦
M(X˜`, Y˜ `, A, J,H) can be covered by finitely many manifolds of dimension at
most dimC(X)χ+ 2c1(A) + dimRM − 2.
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III.1.3 The main compactness result
The appropriate conditions for compactness of M(X˜`, Y˜ `, A, J,H) to hold have
been formulated in [CM07], Section 8:
Definition III.3. Let, for E > 0, Jω(X,Y ;E) ⊆ Jω(X,Y ) be the subset of
almost complex structures J ∈ Jω(X,Y ) s. t.
1. All J-holomorphic spheres of energy ≤ E contained in Y are constant.
2. Every nonconstant J-holomorphic sphere of energy ≤ E in X intersects
Y in at least 3 distinct points in the domain.
Also, define
Jω,ni(X,Y ;E) := Jω(X,Y ;E) ∩ Jω,ni(X,Y ).
In the same reference, in Corollary 8.14, it has been shown that this condition
is non-void, which needs to be adapted to include the condition of normal
integrability:
Lemma III.2. There exists a constant D∗ = D∗(X,ω, J0) and a nonempty
C0-neighbourhood Jω(X; J0) ⊆ Jω(X) of J0 s. t. if D ≥ D∗, then
Jω,ni(X,Y ; J0, E) := Jω,ni(X,Y ;E) ∩ Jω(X; J0)
is nonempty for every E > 0.
Moreover, any two elements in Jω,ni(X,Y ; J0, E) can be connected by a path in
Jω,ni(X,Y ;E).
Proof. Let Jω(X; J0) be the C
0-ball around J0 in Jω(X) of radius θ2, where
θ2 is as in Corollary 8.14 of [CM07]. Then by that reference, there exists a
J ′ ∈ Jω(X,Y ;E)∩ Jω(X; J0). Applying the procedure in the proof of Theorem
A.2 in [IP03] yields an arbitrarily C0-close (to J ′, the endomorphism K in
equation (A.2) in said proof can be chosen arbitrarily small in C0, but not in
C1) J ′′ ∈ Jω,ni(X,Y ), in particular J ′′ ∈ Jω(X; J0), with J ′′|Y = J ′. Hence
J ′′ still satisfies condition 1. in Definition III.3. Now observe that condition
(ii) of Proposition 8.11 in [CM07] can be achieved by a perturbation J of J ′′
s. t. J−J ′′ lies in the closure of those endomorphisms of TX that have compact
support in the complement of Y . But such perturbations still lie in Jω,ni(X,Y ).
Now if J0, J1 ∈ Jω,ni(X,Y ; J0, E), then by Corollary 8.14 in op. cit. they can be
connected by a path (J ′τ )τ∈[0,1] in Jω(X,Y ;E). Again applying the procedure
from Theorem A.2 in [IP03] produces a path (J ′′τ )τ∈[0,1], arbitrarily close to
(J ′τ )τ∈[0,1] in C0-topology, that coincides with (J ′τ )τ∈[0,1] along Y and satisfies
J ′′0 = J ′0 = J0 as well as J ′′1 = J ′1 = J1. So in particular (J ′′τ )τ∈[0,1] still
satisfies condition 1. in Definition III.3. Now proceed as before: Condition (ii)
of Proposition 8.12 in [CM07] can be achieved by a perturbation (Jτ )τ∈[0,1] of
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(J ′′τ )τ∈[0,1] s. t. J ′′τ − Jτ vanishes for τ = 0, 1 and for τ ∈ (0, 1) lies in the closure
of those endomorphisms of TX that have compact support in the complement
of Y .
Finally, again in [CM07], Proposition 9.5, the necessary compactness result is
given, which can easily be adapted to the present situation to show:
Lemma III.3. Let J ∈ Jω(X,Y ;E) and let ` = [Y ] ·A. Then
piMM × piMH : M(X˜`, Y˜ `, A, J,H(X˜`, Y˜ `))→M ` ×H(X˜`, Y˜ `)
is a proper map.
Proof. Let (ui)i∈N ⊆M(X˜`, Y˜ `, A, J,H(X˜`, Y˜ `)) be a sequence s. t. bi := piMM (ui)→
b ∈ M ` and Hi := piMH (ui) → H ∈ H(X˜`, Y˜ `). By Proposition II.6, there
then exists an `′ ∈ N0 and a subsequence (uij )j∈N together with a sequence
bˆij ∈ (M `)◦`
′
and an element uˆ ∈ M((pˆi`′` )∗X˜`, A, J,H((pˆi`
′
` )
∗X˜`)), bˆ := piMM (uˆ)
s. t. piMH (uˆ) = H, pi
`′
` (bˆ) = b and
(pˆi`
′
` )
∗uij −→
j→∞
uˆ.
Furthermore, either bˆ ∈ (M `)◦`′ and hence uˆ defines an element (u, b,H) ∈
M(X˜`, Y˜ `, A, J,H(X˜`, Y˜ `)), or there exists a component (Σ`)◦`′
i,bˆ
with pˆi`
′
` ((Σ
`)◦`′
i,bˆ
) =
z for some z ∈ Σ`b either a node or a marked point. Furthermore, uˆ defines a
nonconstant J-holomorphic sphere in X˜`z
∼= X. Because J ∈ Jω(X,Y ;E), the
image of this sphere is not contained in Y and intersects Y in at least 3 distinct
points, at least one of which is not one of the last ` marked points T `j (b). Now
proceed literally as in the proof of Proposition 9.5 in [CM07].
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III.2 The pseudocycle is well-defined
III.2.1 A description of the boundary
The next order of business is a description of the boundary ∂M(X˜`, Y˜ `, A, J,H) :=
M(X˜`, Y˜ `, A, J,H) \
◦
M(X˜`, Y˜ `, A, J,H), where from now on it will be assumed
that D ≥ D∗ with D∗ from Lemma III.2 and that J ∈ Jω,ni(X,Y ; J0, E). As in
[IP03], ∂M(X˜`, Y˜ `, A, J,H) decomposes into a number of subsets. First of all,
the subsets defined analogously to
◦
M(X˜`, Y˜ `, A, J,H), but for the remaining
strata of M ` as in Definition III.1:
Mi(X˜`, Y˜ `, A, J,H) := {u ∈Mb(X˜`, A, J,H) | b ∈M `,i
u(T `j (b)) ∈ Y˜ `, j = 1, . . . , `,
im(u|Σb,s) ∩ X˜` \ Y˜ ` 6= ∅ for
every component Σb,s of Σb}.
Note that M0(X˜`, Y˜ `, A, J,H) =
◦
M(X˜`, Y˜ `, A, J,H) by the convention M `,0 =
◦
M `. This case is the easiest to deal with, because it already has been: From
Lemma II.22 and the ensuing discussion leading up to and including Lemma
II.26 shows the following lemma (H +H00(X˜`, Y˜ `) denotes the affine subspace,
for the definition of H00(X˜`, Y˜ `) see Definition II.28):
Lemma III.4. Let H ∈ H(X˜). Then Mi(X˜`, Y˜ `, A, J,H +H00(X˜`, Y˜ `)) is a
smooth Banach manifold and the projection
piMH : M
i(X˜`, Y˜ `, A, J,H +H00(X˜`, Y˜ `))→ H +H00(X˜`, Y˜ `)
is a Fredholm map of index
ind(piMH ) = dimC(X)χ+ 2c1(A) + dimR(M
`,i)− 2`.
Proof. Let
V := {u ∈Mb(X˜`, A, J,H ′) | b ∈M `,i, H ′ ∈ H +H00(X˜`, Y˜ `)
im(u|Σb,s) ∩ X˜` \ Y˜ ` 6= ∅ for
every component Σb,s of Σb}.
By Lemma II.22 and the lemmas up to and including Lemma II.26, V is a
Banach manifold and the map
evR
`,T ` |V : V→ (R`1)∗X˜` ⊕ · · · ⊕ (R`n)∗X˜` ⊕ (T `1)∗X˜` ⊕ · · · ⊕ (T `` )∗X˜`
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is a submersion. So by Lemma A.6 and Lemma A.7,
Mi(X˜`, Y˜ `, A, J,H +H00(X˜`, Y˜ `)) =(
evR
`,T ` |V
)−1 (
(R`1)
∗X˜` ⊕ · · · ⊕ (R`n)∗X˜` ⊕ (T `1)∗Y˜ ` ⊕ · · · ⊕ (T `` )∗Y˜ `
)
and piMH have the properties stated.
The next type of holomorphic sections in ∂M(X˜`, Y˜ `, A, J,H) is given by those
sections u in M(X˜`, Y˜ `, A, J,H) that do not satisfy the conditions defining the
Mi(X˜`, Y˜ `, A, J,H). The condition im(u ◦ T `j ) ⊆ Y˜ ` ∀ j = 1, . . . , ` is clearly
closed. So that leaves those sections with one or more components ending up
in Y˜ `.
III.2.2 Reduction to the case of vanishing homology classes
Although probably not strictly necessary, the first goal is to show that one
can choose H s. t. every component of a section in M(X˜`, Y˜ `, A, J,H) with
image contained in Y˜ ` needs to represent a vanishing homology class. Assum-
ing A 6= 0, this in particular implies that no section over a smooth curve in
M(X˜`, Y˜ `, A, J,H) has image contained in Y˜ `. The way this will be proved
is by following the line of argument in [CM07] leading up to Proposition 8.11.
First, the analogue of Lemma 8.9 in [CM07]:
Lemma III.5. Let Σ be a fixed smooth Riemann surface equipped with a com-
patible volume form dvolΣ s. t. volΣ(Σ) = 1, let (X,ω) be a closed symplectic
manifold, Xˆ := Σ × X, let J be an ω-compatible almost complex structure
and let H ∈ H(Xˆ) be a hamiltonian perturbation with corresponding almost
complex structure JˆH on Xˆ. Let u = (id, u2) : Σ → Xˆ be a JˆH-holomorphic
section of Xˆ with [u2] = A ∈ H2(W ;Z). Then for constants ρ, κ ≥ 0 there
exists a constant D∗ = D∗(X,ω, J, ρ, κ) s. t. if ‖H‖C1 < ρ and RH < κ, where
RH : Xˆ → R is s. t. RHdvolΣ is the curvature of the connection defined by H,
then 〈c1(TW ), A〉 ≤ D∗(ω(A) + κ).
Proof. Let H be as in the statement of the lemma. Then by [MS04], ωˆκ :=
pr∗2ω + pr∗1(κdvolΣ) is a symplectic form on Xˆ s. t. JˆH is ωˆκ-compatible. Now
proceed as in the proof of Lemma 8.9 in [CM07]: Let α ∈ Ω2(X) be a closed
2-form that represents c1(TX). Then
〈c1(TX), A〉 =
∫
Σ
u∗2α
=
∫
Σ
u∗pr∗2α
≤ ‖pr∗2α‖ωˆκ,JˆH
∫
Σ
u∗ωˆκ
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as in op. cit., because u is JˆH -holomorphic and JˆH is ωˆκ-compatible
= ‖pr∗2α‖ωˆκ,JˆH
(∫
Σ
u∗2ω + κ
)
= ‖pr∗2α‖ω˜κ,JH (ω(A) + κ).
‖pr∗2α‖ωˆκ,JˆH here denotes the norm w. r. t. the metric defined by ωˆκ and JˆH .
The claim now follows, because ‖pr∗2α‖ωˆκ,JˆH depends continuously on κ and on
JˆH , which in turns depends continuously on the C1-norm of H, and coincides
with ‖α‖ω,J for H = 0.
Now consider one of the open subsets U `,ij ⊆ M `,i. Assume that U `,ij is con-
nected and to simplify notation, drop the indices i and j, i. e. assume that
(ρ` = pr1 : Sˆ
` := U ` × S` → U `, Rˆ`, Tˆ `, ι` : U ` → M `, ιˆ` : U ` × S` → Σ`)
is a desingularisation, where S` is a smooth 2-dimensional manifold. Also, let
N `,1r , N
`,2
r : U ` → Sˆ` be sections parametrising the nodal points. Denote by S`i ,
i = 1, . . . , s, the connected components of S` and correspondingly Sˆ`i := U
`×S`i .
Then any
u′ ∈Mb(X˜`, Y˜ `, A, J,H(X˜`, Y˜ `)) :=
M(X˜`, Y˜ `, A, J,H(X˜`, Y˜ `)) ∩Mb(X˜`, A, J,H(X˜`, Y˜ `))
for b ∈ ι(U `) pulls back to a u ∈M(Xˆ`, A, J,H(X˜`, Y˜ `)), where Xˆ` := (ιˆ`)∗X˜`.
Denoting Xˆ`i := Xˆ
`|Sˆ`i and correspondingly Yˆ
`
i := Yˆ
`|Sˆ`i , one can identify
M(Xˆ`, A, J,H(X˜`, Y˜ `)) ∼=
∐
∑s
i=1 Ai=A
M(Xˆ`1, A1, J,H(X˜
`, Y˜ `))× · · ·
· · · ×M(Xˆ`s, As, J,H(X˜`, Y˜ `))
by mapping u ∈M(Xˆ`, A, J,H(X˜`, Y˜ `)) to
(u|S`1 , . . . , u|S`s) ∈M(Xˆ
`
1, [pr2(u|S`1)], J,H(X˜
`, Y˜ `))× · · ·
· · · ×M(Xˆ`s, [pr2(u|S`s)], J,H(X˜`, Y˜ `)).
Denoting ui := u|S`i , u
′ as above having a component lying in Y˜ ` then means
that its pullback u has one of its components ui lying in
M(Yˆ `i , [pr2(ui)], J,H(X˜
`, Y˜ `)) ⊆M(Xˆ`i , [pr2(ui)], J,H(X˜`, Y˜ `)).
One would now like to reproduce the argument in [CM07], Proposition 8.11
(a), to show that for generic H, M(Yˆ `i , Ai, J,H) = ∅ for D large enough. Doing
just that, by Lemma II.26, piMH : M(Yˆ
`
i , Ai, J,H(X˜
`, Y˜ `)) → H(X˜`, Y˜ `) has
Fredholm index given by
ind(piMH ) = dimC(Y )χ(S
`
i ) + 2c
TY
1 (Ai) + dimR(U
`)
≤ 2 dimC(Y ) + 2(cTX1 (Ai)−Dω(Ai)) + dimR(M `)
≤ 2 dimC(Y ) + 2D∗κ+ 2(D∗ −D)ω(Ai) + dimR(M `),
III.2. The pseudocycle is well-defined 111
where D∗ and κ are as in Lemma III.5. But dimR(M `) = dim(M) + 2` =
dim(M) + 2[Y ] ·A = dim(M) + 2Dω(A), choosing ` = [Y ] ·A to satisfy Lemma
III.3. So while the middle term in the above index formula decreases with
increasing D, the last term increases just as quickly, at least for Ai = A. This
is a case that one definitely would like to deal with in this way. But observe
that if S`i is a component of genus zero (a sphere) and H ∈ H(X˜`, Y˜ `) satisfies
(ιˆ`)∗H|Sˆ`i ≡ 0, then any ui ∈ M(Yˆ
`
i , Ai, J,H) defines a J-holomorphic sphere
in Y . But for J ∈ J(X,Y ;E), the only such spheres are the constant ones,
implying Ai = 0. This allows for the following construction, which first of all
requires the introduction of quite a bit of notation to signify the two parts of a
curve in the family Σ`|U` that lie in Y˜ ` and those that intersect X˜` \ Y˜ `:
1. Let I be the index set for the connected components of S`, i. e. S` =∐
i∈I S
`
i and let I = IX
∐
IY be an arbitrary decomposition of I into two
subsets.
2. Then S` = S`,X q S`,Y , where S`,X := ∐i∈IX S`i and S`,Y := ∐i∈IY S`i .
Correspondingly Sˆ` = Sˆ`,X q Sˆ`,Y =
(∐
i∈IX Sˆ
`
i
)
q
(∐
i∈IY Sˆ
`
i
)
.
3. Denote by Σ`
U`
the restriction of Σ` to U ` and by Σ`,X
U`
and Σ`,Y
U`
the image
of Sˆ`,X and Sˆ`,Y under ιˆ`, respectively, so that Σ`
U`
= Σ`,X
U`
q Σ`,Y
U`
.
4. Denote by χX and χY the Euler characteristics of the fibres of Σ`,X
U`
and
Σ`,Y
U`
, respectively.
5. Let {1, . . . , `} = KX qKY be the decomposition s. t. T `j (b) ∈ Σ`,XU` for all
j ∈ KX and b ∈ U ` and T `j (b) ∈ Σ`,YU` for all j ∈ KY and b ∈ U `.
6. Among the nodal points on Sˆ`, there is a subset of those pairs, where one
of the two points corresponding to a node lies on Sˆ`,X and the other lies
on Sˆ`,Y . Denote these by N `,XY,Xr , N
`,XY,Y
r , r = 1, . . . , d, the first one
lying on Sˆ`,X , the second one on Sˆ`,Y .
7. Denote by N `,Y,1r , N
`,Y,2
r , r = 1, . . . , d′, the nodal points where both lie on
Sˆ`,Y .
8. Regard both Σ`,X
U`
and Σ`,Y
U`
as families of nodal Riemann surfaces with
marked points ((T `j )j∈KX , (N
`,XY,X
r )r=1,...,d) and ((T
`
j )j∈KY , (N
`,XY,Y
r )r=1,...,d),
respectively.
Now fix some b ∈ U `. Under pˆi`0 ◦ ιˆ`|Sˆ`,Yb : Sˆ
`,Y
b → Σb, a certain number of
genus zero components of Sˆ`,Yb are mapped to points. This happens if and
only if a component contains fewer than three special points apart from the Tˆ `j ,
i. e. fewer than three nodal points or marked points among the Rˆ`j(b). These
can be grouped together into “collapsed subtrees” as in Section 2 in [CM07]
in the following way: Call two components of Sˆ`,Yb connected if there exists
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an r s. t. N `,Y,1r (b) lies on one of them, N
`,Y,2
r (b) on the other. Now take the
equivalence relation this generates on the set of components of Sˆ`,Yb on which
pˆi`0 is constant. Since U
` was assumed to be connected, this is independent of
b ∈ U `. An equivalence class of this equivalence relation then corresponds to a
collapsed subtree.
9. Denote the set of equivalence classes from above by C. This gives a de-
composition IY = IY,0 q
∐
C∈C IY,C , s. t. pˆi
`
0
(∐
i∈IY,C Sˆ
`,Y
i
)
= const, for
every C ∈ C, and pˆi`0|Sˆ`i,b is a biholomorphic map onto its image for every
i ∈ IY,0, b ∈ U `.
10. C can be further decomposed into subsets C0 and C1, where every C ∈ C0
has the property that there exists at least one (and at most two) i ∈ IY,C
s. t. for every b ∈ U , Sˆ`,Yi,b is connected to Sˆ`,Yj,b for some j ∈ IY,0 and C1 :=
C \ C0. Let Sˆ`,Y,0 be the subfamily of Sˆ`,Y consisting of the components
in IY,0 ∪
∐
C∈C0 IY,C .
11. Denote by Σ`,Y,0
U`
the image of Sˆ`,Y,0 in Σ`
U`
under ιˆ`, by χY0 the Euler
characteristic of the fibres of Σ`,Y,0
U`
and denote by U the open subset of
the stratum of M to which U ` gets mapped under pi`−1−1 .
12. Then pˆi`0 is a well-defined map from Σ
`,Y,0
U`
to a subfamily of ΣU (the
restriction of Σ to U), which will be denoted by ΣYU and has fibres of
Euler characteristic χY0 as well.
One can now for anyB ∈ H2(Y ) look at the moduli spacesM(Y˜ |ΣYU , B, J,H(Y˜ )),
which are equipped with the smooth structure from Lemma II.26. The cal-
culation from before then shows that the Fredholm index of the projection
piMH : M(Y˜ |ΣYU , B, J,H(Y˜ ))→ H(Y˜ ) can be bounded from above by
dimC(Y )χ
Y
0 + 2D∗κ+ 2(D∗ −D)ω(B) + dimR(M).
In particular, taking a bound for χY0 depending only on g and n, there is a
constant D0 only depending on g, n and D∗ but not depending on ` s. t. for
D ≥ D0 this is negative, provided that B 6= 0, due to integrality of ω. So
from now on assume that D ≥ D0. Also, due to the choices made, one has an
isomorphism
M(Y˜ `|
Σ`,Y,0
U`
, B, J, (pˆi`0)
∗H(Y˜ )) ∼= (pi`0)∗M(Y˜ |ΣYU , B, J,H(Y˜ )).
This means that by the Sard-Smale theorem there is a generic subset of H(Y˜ )
s. t. for every H in this subset, if B 6= 0, then
M(Y˜ |ΣYU , B, J,H) = M(Y˜
`|
Σ`,Y,0
U`
, B, J, (pˆi`0)
∗H) = ∅
and if B = 0, then M(Y˜ `|
Σ`,Y,0
U`
, 0, J, (pˆi`0)
∗H) is a smooth manifold of dimen-
sion dimC(Y )χ
Y
0 + dimR(U
`) that comes with a canonical map to the manifold
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M(Y˜ |ΣYU , 0, J,H) of dimension dimC(Y )χ
Y
0 +dimR(U). Analogously, for C ∈ C1,
let Sˆ`,Y,C :=
∐
i∈IY,C Sˆ
`,Y
i be the subfamily of Sˆ
`,Y consisting of the components
in IY,C and Σ
`,Y,C
U`
its image in Σ` under ιˆ. Then for any H ∈ H(Y˜ ), for B 6= 0
again M(Y˜ `|
Σ`,Y,C
U`
, B, J, (pˆi`0)
∗H) = ∅ and for B = 0,
M(Y˜ `|
Σ`,Y,C
U`
, 0, J, (pˆi`0)
∗H) ∼= Y˜ `|U` ∼= (pˆi`0)∗(Y˜ |U ),
the isomorphism given by evaluation at any special point on Σ`,Y,C
U`
. Note that
the Euler characteristic χYC of any fibre of Sˆ
`,Y,C is 2. So
dimR(M(Y˜
`|
Σ`,Y,C
U`
, 0, J, (pˆi`0)
∗H)) = dimC(Y )χYC + dimR(U
`).
Finally, one can take the intersection of all the generic subsets one gets via the
construction above, for all the countably many choices of data as above (i. e. U `,
IX and IY , B ∈ H2(Y ), and so on), to get a generic subset Hreg(Y˜ ) ⊆ H(Y˜ ).
So finally, one can summarise the results from this subsection:
Lemma III.6. There exists an integer D0 depending only on g, n and D∗
s. t. for D ≥ D0 there exists a generic subset Hreg(Y˜ ) ⊆ H(Y˜ ) with the property
that for every H ∈ Hreg(Y˜ ) and for any choice of data U `, IX , IY as above, for
0 6= B ∈ H2(Y ),
M(Y˜ `|
Σ`,Y
U`
, B, J, (pˆi`0)
∗H) = ∅
and M(Y˜ `|
Σ`,Y
U`
, 0, J, (pˆi`0)
∗H) is a smooth manifold diffeomorphic to
(pi`0)
∗
M(Y˜ |ΣYU , 0, J,H)q ∐
C∈C1
Y |U

and hence of dimension
dimR
(
M(Y˜ `|
Σ`,Y
U`
, 0, J, (pˆi`0)
∗H)
)
= dimC(Y )χ
Y + dimR(U
`).
Furthermore this manifold comes with the smooth evaluation map
evN
`,XY,Y
: M(Y˜ `|
Σ`,Y
U`
, 0, J, (pˆi`0)
∗H)→
d⊕
r=1
(
N `,XY,Yr
)∗
X˜`.
III.2.3 Construction of the manifolds covering the boundary
From now on, pick some H ∈ Hreg(Y˜ ) and use the inclusion from Lemma II.32
to find an HY ∈ Hni(X˜`, Y˜ `, J) restricting to (pˆi`0)∗H along Y˜ `.
One now has to turn ones attention to the second part Σ`,X
U`
of Σ`
U`
. Noting
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that for V := X˜` \ Y˜ `, HV (X˜`) = H00(X˜`, Y˜ `), by Lemma II.26, the moduli
space M(X˜`|
Σ`,X
U`
, A, J,HY +H00(X˜`, Y˜ `)) comes with a submersion
evT
`
KX
× evN`,XY,X : M(X˜`|
Σ`,X
U`
, A, J,HY +H00(X˜`, Y˜ `))→
⊕
j∈KX
(
T `j
)∗
X˜` ⊕
d⊕
r=1
(
N `,XY,Xr
)∗
X˜`.
Then
evT
`
KX
× evN`,XY,X × evN`,XY,Y :
M(X˜`|
Σ`,X
U`
, A, J,HY +H00(X˜`, Y˜ `))×M(Y˜ `|
Σ`,Y
U`
, 0, J, (pˆi`0)
∗H)→
⊕
j∈KX
(
T `j
)∗
X˜` ⊕
d⊕
r=1
((
N `,XY,Xr
)∗
X˜` ⊕
(
N `,XY,Yr
)∗
X˜`
)
(III.1)
is transverse to
⊕
j∈KX
(
T `j
)∗
Y˜ `⊕⊕dr=1 ∆, where ∆ denotes the diagonal. So
MIX ,IY (X˜
`, Y˜ `, A, J,HY +H00(X˜`, Y˜ `)) :=(
evT
`
KX
× evN`,XY,X × evN`,XY,Y
)−1⊕
j∈KX
(
T `j
)∗
Y˜ ` ⊕
d⊕
r=1
∆
 (III.2)
is a split submanifold of codimension dimR(U
`)+2|KX |+2ddimC(X) by Lemma
A.6 and by Lemma A.7,
piMH : MIX ,IY (X˜
`, Y˜ `, A, J,HY +H00(X˜`, Y˜ `))→ HY +H00(X˜`, Y˜ `)
is a Fredholm map of index
ind(piMH ) = dimC(X)χ
X + 2c1(A) + dimR(U
`) +
+ dimC(Y )χ
Y + dimR(U
`) −
− (dimR(U `) + dimC(X)2d+ 2|KX |)
= dimC(X)χ
X + dimC(X)χ
Y − dimC(X)2d+ 2c1(A) +
+ dimR(U
`)− 2|KX | − χY
= dimC(X)χ+ 2c1(A) + dimR(U
`)− 2|KX | − χY . (III.3)
So again by the Sard-Smale theorem there exists a generic subset ofH00(X˜`, Y˜ `)
s. t. for any H00 in this subset, MIX ,IY (X˜
`, Y˜ `, A, J,HY + H00) is a smooth
manifold of dimension ind(piMH ). The above can now be done for every U
` = U `,ij
for i 6= 0, and all partitions IX , IY of the set of components of a fibre of
Σ`
U`
and one can take the intersection of the generic subsets of H00(X˜`, Y˜ `)
from above to get a perturbation H00 of HY s. t. MIX ,IY (X˜
`, Y˜ `, A, J,HY +
H00) is a smooth manifold of the dimension above for all U ` and IX , IY as
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above. Also note that the Banach manifolds from Lemma III.4 are actually
the special case of the above for IY = ∅. These sets, for all U ` and IX , IY
now cover ∂M(X˜`, Y˜ `, A, J,HY + H00). Unfortunately, this does not suffice
to show that
◦
M(X˜`, Y˜ `, A, J,HY + H00) is a pseudocycle, because by formula
III.3, the dimensions of the above manifolds covering the boundary are not
of small enough dimension, i. e. real dimension at least 2 less than that of
◦
M(X˜`, Y˜ `, A, J,HY + H00). Comparing the dimension formula III.3 with the
formula from Lemma III.4 (in the case i = 0), the failure of this is due to two
effects:
1. The Euler characteristic χY of the fibres of Σ`,Y
U`
might be strictly nega-
tive, so the term −χY in the formula above contributes positively to the
dimension.
2. It can happen that |KX | < `, e. g. the case |KX | = 0 (all the marked
points T `j lie on components that are mapped completely into Y˜
`) and
d = 1 can’t be ruled out.
To deal with the first problem, if one denotes by gi the genus of the component
S`i of the surface S
`, the desingularisation of a fibre of Σ`
U`
, then
χY =
∑
i∈IY
2(1− gi)− 2d′.
Two kinds of terms contribute negatively to χY , the term d′ and the terms
2(1 − gi). The term 2d′ is not an issue, because the codimension of U ` in M `
is given by two times the total number of nodes in a fibre of Σ`
U`
, which is at
least d′ + d. And one can assume d ≥ 1, for A 6= 0, because by construction
of H, no curve in the family Σ`
U`
is mapped completely into Y˜ `. Also, if gi
is zero or one, then 2(1 − gi) ≥ 0, so the corresponding term contributes non-
negatively to χY . This leaves the components of genus gi ≥ 2. Remember that
the contribution of these to the dimension formula arises in the following way:
M(Y˜ `|
Σ`,Y
U`
, 0, J, (pˆi`0)
∗H) is the preimage in M(Yˆ `|Sˆ`,Y , 0, J, (pˆi`0)∗H), whereas Yˆ `
always is the pullback of Y˜ ` to Sˆ`, of the diagonal under the evaluation map at
the nodal points,
evN
`,Y,1,N`,Y,2 : M(Yˆ `|Sˆ`,Y , 0, J, (pˆi`0)∗H)→
d′⊕
r=1
(
N `,Y,1r
)∗
Yˆ ` ⊕
(
N `,Y,2r
)∗
Yˆ `.
Because Sˆ`,Y is the disjoint union of the Sˆ`,Yi for i ∈ IY , M(Yˆ `|Sˆ`,Y , 0, J, (pˆi`0)∗H)
is the fibre product over U ` of terms M(Yˆ `|
Sˆ`,Yi
, 0, J, (pˆi`0)
∗H) for i ∈ IY , each
of which has dimension
dimR
(
M(Yˆ `|
Sˆ`,Yi
, 0, J, (pˆi`0)
∗H)
)
= dimC(Y )2(1− gi) + dimR(U `)
= dimC(X)2(1− gi) + dimR(U `)− 2(1− gi).
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The important point now (which will be proved in the remainder of this section)
is that the image of M(X˜`, Y˜ `, A, J,H ′), for any H ′ ∈ H(X˜`, Y˜ `) that restricts
to (pˆi`0)
∗H on Y˜ `, inM(Yˆ `|
Sˆ`,Yi
, 0, J, (pˆi`0)
∗H) under the restriction can be covered
by countably many manifolds of codimension −2(1− gi) + 2. The proof of this
uses a refined compactness result, of the type that, among others, has been
studied in [BEH+03] and in [IP03] (which, as is stated in the introduction
of [BEH+03], is a special case of the “stretching of the neck” construction in
[BEH+03]). But in the following I will use a different transversality result from
[IP03]. The setup of the formulation of the compactnes results above is actually
quite involved and will never be used in full generality in this text. So instead
of reciting the whole story, I will only describe a corollary of this, which sums
up the results as needed in the following. To do so, first observe that for any
u ∈Mb(Yˆ `|Sˆ`,Yi , 0, J, (pˆi
`
0)
∗H), one can form the complex line bundle u∗(V Yˆ `b )
⊥ω
over the Riemann surface Sˆ`,Yi,b . If now H
′ ∈ Hni(X˜`, Y˜ `, J) is so that it restricts
to HY along Y˜ `, then by Corollary II.8, the operator (as usual for some kp > 2)
D
H′b
i,u := pi
V Xˆ`b
(V Yˆ `b )
⊥ω ◦
(
D∂
Jb,H
′
b
Sˆ`,Yi,b
)
u
:
Lk,p(u∗(V Yˆ `b )
⊥ω)→ Lk−1,p(Hom(jb,Jb)(T Sˆ`,Yi,b , u∗(V Yˆ `b )⊥ω))
is complex linear. By the Koszul-Malgrange integrability theorem, this means
that u∗(V Yˆ `b )
⊥ω is actually (can be identified with) a holomorphic line bundle
over Sˆ`,Yi,b with D
H′b
i,u as Cauchy-Riemann operator. Since [pr2(u)] = 0 ∈ H2(Y ),
the bundle u∗(V Yˆ `b )
⊥ω has vanishing first Chern class and it follows that every
meromorphic section of this bundle has the same order of poles as of zeroes.
The compactness result from [BEH+03] or [IP03] then implies the following:
Let (uj)j∈N ⊆M(X˜`, Y˜ `, A, J,H ′) be a sequence that converges to
u ∈ Mb(X˜`, Y˜ `, A, J,H ′), where b ∈ U `. Assume that there are IX , IY as
above s. t. the components of Σ`b in IX intersect X˜
` \ Y˜ ` nontrivially and the
components of Σ`b in IY are mapped into Y˜
`. Assume that IY 6= ∅. Then there
exist the following:
1. An integer k ∈ N and partitions IY = I−kY q I−k+1Y q · · · q I−1Y as well as
KY = K
−k
Y q · · · qK−1Y .
2. Up to reordering of the nodes N `,Y,1r , N
`,Y,2
r , i. e. reordering of the index
set {1, . . . , d′} and exchanging N `,Y,1r and N `,Y,2r for a fixed r, a partition
{1, . . . , d′} = D−k q · · · qD−2 q E−k q · · · q E−1, D−1 := {1, . . . , d}.
3. For every j = −k, . . . ,−1, r ∈ Dj , an integer pjr ∈ N.
For these, the following hold:
a) For all j = −k, . . . ,−1, r ∈ KjY , T `r lies on Sˆ`,Yi for some i ∈ IjY .
b) For all j = −k, . . . ,−1, r ∈ Ej , there are i, i′ ∈ IjY s. t. N `,Y,1r lies on Sˆ`,Yi
and N `,Y,2r lies on Sˆ
`,Y
i′ .
III.2. The pseudocycle is well-defined 117
c) For all j = −k, . . . ,−2, r ∈ Dj , N `,Y,1r lies on Sˆ`,Yi for some i ∈ IjY and
N `,Y,2r lies on Sˆ
`,Y
i for some i ∈ Ij+1Y . The N `,XY,Yr , r ∈ D−1, all lie on Sˆ`,Yi
for some i ∈ I−1Y .
d) For each j = −k, . . . ,−1, denote Sˆ`,Y
IjY
:=
∐
i∈IjY Sˆ
`,Y
i and by uIjY
the re-
striction of u to Sˆ`,Y
IjY ,b
. Analogously, denote by uIX the restriction of u to
Sˆ`,Xb . Then there exists a meromorphic section ξ
j
u of u∗
IjY
(V Yˆ `b )
⊥ω with the
following properties:
i) For all j = −k, . . . ,−1, ξju has simple zeroes at the points T `r for r ∈ KjY .
ii) For all j = −k, . . . ,−2, r ∈ Dj , ξj+1u has a zero of order pjr at the point
N `,Y,2r .
iii) For all j = −k, . . . ,−2, r ∈ Dj , ξju has a pole of order pjr at the point
N `,Y,1r .
iv) For every r ∈ D−1, ξ−1u has a pole of order p−1r at the point N `,XY,Yr .
v) Other than the above, the ξju have no zeroes or poles.
vi) For every r ∈ D−1, uIX is tangent to Y˜ ` to order p−1r − 1 at N `,XY,Xr .
Note that the above gives a countable number of choices: For the integer k, the
partitions I∗Y , K
∗
Y and D
∗ qE∗ and the orders of the zeros and poles p∗∗ of the
ξju. Also note that as remarked above, every ξ
j
u has the same (total) order of
zeroes as of poles, i. e. at each level j the total order of zeroes of ξju is given by
the total order of poles of ξj−1u , plus the number of marked points T `r and this
is the same as the total order of poles of ξju:∑
r∈D−k
pjr = |K−kY |∑
r∈Dj
pjr = |KjY |+
∑
r∈Dj−1
pj−1r ∀ j = −k + 1, . . . ,−1
In particular, the total order of poles of ξ−1u is given by |KY |.
This partially solves the problem in formula III.3 above of the term |KX | being
smaller than `: In the definition of MIX ,IY (X˜
`, Y˜ `, A, J,HY +H00(X˜`, Y˜ `)), the
part M(X˜`|
Σ`,X
U`
, A, J,HY +H00(X˜`, Y˜ `)) corresponding to the part of a curve
that does not get mapped into Y˜ `, with the zero order matching condition at
the nodal points N `,XY,X , see formulas III.1 and III.2, can now be replaced by
the subspace of those curves that also are tangent to Y˜ ` at the N `,XY,X of total
order given by |KY |, see Lemma II.34.
Lemma III.7. Let u ∈Mb(X˜`, Y˜ `, A, J,H ′) for some b ∈ U `, H ′ ∈ Hni(X˜`, Y˜ `, J).
Then there exist IX , IY , p
∗∗ as above s. t. the restriction u|Σ`,X
U`,b
lies in
MVb (X˜
`|
Σ`,X
U`
, (Y˜ `|
Σ`,X
U`
)(0,...,0,p
−1
1 ,...,p
−1
d ), A, J,H ′),
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for V := X˜` \ Y˜ `, with ∑dr=1 p−1r = |KY | − d.
Here Σ`,X
U`
has marked points T `j , j ∈ KX and N `,XY,Xr , r = 1, . . . , d.
Furthermore, it also allows for a solution of the problem of the terms 2(1− gi)
for gi ≥ 2 contributing negatively to the Euler characteristic χY :
For every U `, IX and IY , k ∈ N, partitions I∗Y , K∗Y , D∗, E∗ and integers
p∗∗ as above, consider the family of Riemann surfaces ρ : P → B, where the
base B is given by M(Y˜ `|
Σ`,Y
U`
, 0, J, (pˆi`0)
∗H) and the family P of (disconnected
smooth) Riemann surfaces over B is given by (piM
U`
)∗Sˆ`,Y . Fibrewise deleting
the nodal points N `,Y,1r and N
`,Y,2
r for r ∈ Dj as well as the T `r for r ∈ KjY ,
where applicable, gives a family of punctured Riemann surfaces ρ˙ : P˙ → B.
Over P and by restriction over P˙ , there is a complex line bundle Z → P ,
where for u ∈ B, Z|Pu = (uIY )∗(V Yˆ `)⊥ω . The complex structure is given by
the restriction of J to (V Yˆ `)⊥ω and is compatible with the restriction of ω. By
abuse of notation, both these structures will be denoted by J and ω again. This
complex line bundle can hence be regarded as a symplectic fibre bundle with
real 2-dimensional fibres and deleting the zero-section also gives a symplectic
fibre bundle Z˙ → P˙ . An important property of this bundle is that it comes with
a free action of (C∗)IY (C∗ := C\{0}) on the fibres of Z˙. For u ∈ B, piM
U`
(u) = b,
the i-th component of (C∗)IY acts fibrewise on (ui)∗(V Yˆ `)⊥ω , ui := u|Sˆ`,Yi,b . The
restriction of the ξju as above to the components of Pu then defines a section of
Z˙ over P˙u. Finally, this bundle also comes with a connection, induced by the
Levi-Civita connection on V Xˆ`. Next, observe that the operator D
H′b
i,u above is
a complex linear Cauchy-Riemann operator in the sense of [MS04], Appendix
C.1: Let u ∈Mb(Yˆ `|Sˆ`,Yi , 0, J, (pi
`
0)
∗H) for any component given by i ∈ IY , where
H ′ ∈ Hni(X˜`, Y˜ `, J) restricts to HY along Y˜ `. Then because J ∈ Jω,ni(X˜`, Y˜ `),
H ′ ∈ Hni(X˜`, Y˜ `), by Lemma II.17, for a section ξ of u∗(V Yˆ `)⊥ω , Z ∈ T Sˆ`,Yi,b ,
(D
H′b
i,uξ)(Z) = pi
V Xˆ`b
(V Yˆ `b )
⊥ω
(
∇0,1Z ξ −KJˆH′ (ξ,Du(Z))
)
. (III.4)
These observations allow one to define a Fredholm problem whose solutions
are the meromorphic sections from above. Basically, one now goes through the
steps of the previous chapter. What was the bundle pi : Σ→ B there now is the
bundle ρ : P˙ → B, and what was the bundle X˜ → Σ there now is the bundle
Z˙ → P˙ . For the most part, the noncompactness of P˙ and Z˙ is not a problem,
for the analytical results in Section II.2 never referenced any compactness but
only required universal bounds for the different curvatures and their covariant
derivatives, as well as for the covariant derivatives for the smooth curves around
which the charts are defined. These clearly are still satisfied, for the latter
see the definition below. One just has to be more careful in the definition of
the (linear) Sobolev spaces, see e. g. [Loc81] and [Loc87], but as long as the
definition is such that the usual embedding theorems, elliptic estimates for the
Cauchy-Riemann operator, etc., hold, the details are not that important. Also
remember that Sˆ` → U ` was a (topologically but not holomorphically) trivial
bundle and that there are tubular neighbourhoods of all the marked points and
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nodal points on which the trivialisation preserves the complex structure in the
fibres of Sˆ`. This allows one to use the SFT Fredholm theory from [Cie06]. To
this end, denote pullbacks to P of the N `,Y,1r , N
`,Y,2
r , for r ∈ Dj , and T `r for r ∈
KjY for some j, by N
+
r , r ∈ I+, and N−r , r ∈ I−, the latter incorporating the T `r ,
for index sets I±. Furthermore, denote by p+r ∈ N, r ∈ I+, and p−r ∈ N, r ∈ I−,
the orders of poles and zeroes at the N+ and N−, respectively. For this part of
the discussion, the matching conditions from above on the poles and zeroes are
irrelevant. Because Sˆ` → U ` was holomorphically trivial in a neighbourhood of
all the nodes, and hence so is P → B, one can pick holomorphic coordinates
defined on [0,∞) × S1 to punctured disk neighbourhoods D±r of the N±r in P˙
that are preserved under the (smooth) identification of the fibres of P˙ . Denote
the resulting maps σ±r : B × [0,∞)× S1 → P˙ . Also note that as was remarked
above, by the Koszul-Malgrange integrability theorem (and because everything
extends from a punctured disk to a disk), for every b ∈ B, over D±r,b one can
find a holomorphic trivialisation of Z˙|D±r,b with fibre E
±
r,b
∼= C\{0}, i. e. Z˙|D±r,b
∼=
D±r,b × E±r,b. This gives maps σ±r : B × ([0,∞) × S1) × (C \ {0}) → Z˙ covering
the maps σ±r . If [0,∞) × S1 → D \ {0}, (s, θ) 7→ e−(s+iθ) is the standard
identification, then a zero or pole of order p that is given in standard coordinates
on D by z 7→ czp, for some c = e−(a+iϑ) ∈ C, under this identification is the
map (s, θ) 7→ ce−p(s+iθ) = e−(ps+a+i(pθ+ϑ)). Fix some b ∈ B, l ∈ N, q > 1 with
lq > 2, and a weight δ > 0. Furthermore, fix a smooth function s : P˙ → (0,∞)
that in all the coordinates σ±r from above is given by the projection onto the
factor [0,∞). Then for any metric vector bundle with connection E → P˙b, one
can define the weighted Sobolev space
Ll,q,δ(E) := {η ∈ Ll,qloc(E) | eδsη ∈ Ll,q(E)}.
With these choices, let (cf. the first definition in Section 3 of [Cie06])
Bb := {ξ : P˙b → Z˙b | ξ a section of Z˙b → P˙b of class Ll,qloc s. t. ∀ r ∈ I±,
(pr2 ◦ (σ±r,b)−1 ◦ ξ ◦ σ±r,b)(s, θ) :
(s, θ) 7→ e−((t(s,θ)−(p±r s+a±r ))+i(ϕ(s,θ)−(p±r θ+ϑ±r )))
∈ Ll,q,δ([0,∞)× S1,C) for some
(a±r , ϑ
±
r ) ∈ [0,∞)× S1 and for all r}.
This is a Banach manifold, that around a smooth ξ ∈ Bb is modelled on the
Banach space Ll,q,δ(ξ∗V Z˙b), just with the Sobolev spaces used in the previous
chapter replaced by the weighted Sobolev spaces. Analogously to the situation
in the previous chapter there is then also a Banach space bundle Eb over Bb,
with fibre
(Eb)ξ := L
l−1,q,δ(Hom(jb,Jb)(T P˙b, ξ
∗V Z˙b))
over ξ ∈ Bb. Eb → Bb comes with a section ∇b, defined by the Cauchy-Riemann
operator from Equation III.4 and for an appropriate choice of δ > 0, this is a
Fredholm operator. By definition of Bb, the zero set of ∇b is given by the
meromorphic sections of Zb → Pb that have zeros and poles at the N− and N+,
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of orders given by the numbers p− and p+, respectively. Because ∇b is a linear
Cauchy-Riemann operator on Zb, its linearisation D∇b in the sense of Section 3
in [Cie06] is (modulo canonical identifications) given by ∇b itself. In particular
the operators Si(t) in op. cit. vanish identically, and the paths of symplectic
matrices Φi(t), as in the same reference, are the constant paths at the identity.
By Corollary 3.6 in [Cie06], again for δ > 0 sufficiently small, ∇b is a Fredholm
operator of index χ(Pb) =
∑
i∈IY 2(1 − gi) (not χ(P˙b)), as was expected from
the classical Riemann-Roch theorem from the start. Now as in the previous
chapter, remembering that P and hence P˙ were trivial, one can take the union
over all b ∈ B to get a Banach manifold B, together with a projection to B, and
a Banach space bundle E over B, together with a Fredholm section ∇ : B→ E
of index
∑
i∈IY 2(1 − gi) + dimR(B). Remembering that ∇ depends on the
choice of H ′ ∈ Hni(X˜`, Y˜ `, J), whereas B = M(Y˜ `|Σ`,Y
U`
, 0, J, (pˆi`0)
∗H) and hence
P and Z only depend on the restriction of H ′ to Y˜ `. So one can look at the
affine subspace HY +H0ni(X˜
`, Y˜ `, J) of Hni(X˜
`, Y˜ `, J). Making the dependence
on H ′ explicit and writing BH′ , EH′ and ∇H′ , one can then as in the previous
chapter look at the spaces
B(HY +H0ni(X˜
`, Y˜ `, J)) :=
∐
H′∈HY +H0ni(X˜`,Y˜ `,J)
BH
′
E(HY +H0ni(X˜
`, Y˜ `, J)) :=
∐
H′∈HY +H0ni(X˜`,Y˜ `,J)
EH
′
and the map
∇H :=
∐
H′∈HY +H0ni(X˜`,Y˜ `,J)
∇H′
Finally, note that because H ′ ∈ Hni(X˜`, Y˜ `, J), ∇H is equivariant w. r. t. the
free (C∗)IY -actions on B(HY + H0ni(X˜
`, Y˜ `, J)) and E(HY + H0ni(X˜
`, Y˜ `, J))
induced by the one on P˙ . Furthermore, the projections to B and HY +
H0ni(X˜
`, Y˜ `, J) are invariant under this action.
Definition III.4. Abbreviate D := (U `, IX , I
∗
Y ,K
∗
Y , D
∗, E∗, p∗∗).
MDY (X˜
`, Y˜ `, J,HY +H0ni(X˜
`, Y˜ `, J)) := (∇H)−1(0)
and for H0 ∈ H0ni(X˜`, Y˜ `, J),
MDY (X˜
`, Y˜ `, J,HY +H0) := (∇HY +H0)−1(0).
The proof (not the statement) of Proposition 6.4 in [IP03] shows that ∇H
is transverse to the zero section. One should note here that for any H ∈
H0ni(X˜
`, Y˜ `, J), dH|V X˜` vanishes along Y˜ `, because the condition that H lies
in H(X˜`, Y˜ `) implies that dH vanishes on (V Y˜ `)⊥ω and the condition that
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H vanishes along Y˜ ` implies that dH vanishes on V Y˜ `. From this it fol-
lows that in Formula III.4 for ∇H′ , the term involving ∇0,1 is independent
of H ′ ∈ HY + H0ni(X˜`, Y˜ `, J) since it only depends on the restriction of dH ′
to V X˜`|Y˜ ` . For transversality, the crucial term is the second one, involving
KJˆH′ , i. e. the symmetric part of the morphism
1
2 Jˆ
H′(∇ˆH′ JˆH′). Together with
the vanishing of certain components of its antisymmetric part, which is given
by the Nijenhuis tensor, to satisfy normal integrability, this gives a number
of conditions on the Hessian of H along Y˜ `. By the usual line of argument
using Lemma A.3.6 in [MS04], the universal moduli space (∇H)−1(0) hence
is a smooth Banach manifold and the projection onto HY + H0ni(X˜
`, Y˜ `, J)
is a Fredholm map of index
∑
i∈IY 2(1 − gi) + dimR(B). So by the Sard-
Smale theorem, for generic H ′ ∈ HY +H0ni(X˜`, Y˜ `, J), (∇
H′
)−1(0) is a smooth
manifold of dimension
∑
i∈IY 2(1 − gi) + dimR(B). Also, it comes with a free
(C∗)IY -action and projection/forgetful map (smooth for the generic H ′ above)
to M(Y˜ `|
Σ`,Y
U`
, 0, J, (pˆi`0)
∗H) invariant under this action.
The above discussion is summed up in the following two lemmas.
Lemma III.8. Let u ∈ Mb(X˜`, Y˜ `, A, J,HY + H0) for some b ∈ U `, H0 ∈
H0ni(X˜
`, Y˜ `, J). Then there exists D = (U `, IX , I
∗
Y ,K
∗
Y , D
∗, E∗, p∗∗) as above
s. t. the restriction u|
Σ`,Y
U`,b
lies in the image of the forgetful map of
MDY (X˜
`, Y˜ `, J,HY +H0)/(C∗)IY in M(Y˜
`|
Σ`,Y
U`
, 0, J, (pˆi`0)
∗H).
Lemma III.9. Given any H ∈ Hreg(Y˜ ), with extension HY ∈ Hni(X˜`, Y˜ `, J)
of (pˆi`0)
∗H, there exists a generic subset H0reg(X˜`, Y˜ `, J ;HY ) of H0ni(X˜
`, Y˜ `, J)
s. t. for every H0 ∈ H0reg(X˜`, Y˜ `, J ;HY ) and every choice of
D = (U `, IX , I
∗
Y ,K
∗
Y , D
∗, E∗, p∗∗),
MDY (X˜
`, Y˜ `, J,HY +H0)/(C∗)IY
is a smooth manifold of dimension
dimR
(
MDY (X˜
`, Y˜ `, J,HY +H0)/(C∗)IY
)
= dimC(X)χ
Y + dimR(U
`) + 2d′ − 2|IY |.
So finally, again for D = (U `, IX , I
∗
Y ,K
∗
Y , D
∗, E∗, p∗∗) and HY and H0 regular,
one can first of all look at the construction in Equations III.1 and III.2, where
by abuse of notation the pullback of evN
`,XY,Y
to MDY (X˜
`, Y˜ `, J,HY + H0)/C∗
via the forgetful map is denoted by the same symbol again:
evT
`
KX
× evN`,XY,X × evN`,XY,Y :
M(X˜`|
Σ`,X
U`
, A, J,HY +H0 +H00(X˜`, Y˜ `))×MDY (X˜`, Y˜ `, J,HY +H0)/(C∗)IY →⊕
j∈KX
(
T `j
)∗
X˜` ⊕
d⊕
r=1
((
N `,XY,Xr
)∗
X˜` ⊕
(
N `,XY,Yr
)∗
X˜`
)
(III.5)
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is transverse to
⊕
j∈KX
(
T `j
)∗
Y˜ `⊕⊕dr=1 ∆, where ∆ denotes the diagonal. So
M˜D(X˜`, Y˜ `, A, J,HY +H0 +H00(X˜`, Y˜ `)) :=(
evT
`
KX
× evN`,XY,X × evN`,XY,Y
)−1⊕
j∈KX
(
T `j
)∗
Y˜ ` ⊕
d⊕
r=1
∆
 (III.6)
is a split submanifold of codimension dimR(U
`)+2|KX |+2ddimC(X) by Lemma
A.6 and by Lemma A.7,
piMH : M˜
D(X˜`, Y˜ `, A, J,HY +H0 +H00(X˜`, Y˜ `))→ HY +H0 +H00(X˜`, Y˜ `)
is a Fredholm map of index
piMH = dimC(X)χ
X + 2c1(A) + dimR(U
`) +
+ dimC(X)χ
Y + dimR(U
`) + 2d′ − 2|IY | −
− (dimR(U `) + 2|KX |+ 2ddimC(X))
= dimC(X)χ+ 2c1(A) + dimR(U
`) + 2d′ − 2|KX | − 2|IY |.
By the same reasoning leading to Lemma II.34,
MD(X˜`, Y˜ `, A, J,HY +H0 +H00(X˜`, Y˜ `)) :=
{u ∈ M˜Db (X˜`, Y˜ `, A, J,HY +H0 +H00(X˜`, Y˜ `)) |
b ∈ U `, ι(u, Y˜ `|Σb ;N `,XY,Xr (b)) = p−1r ∀ r = 1, . . . , d}
is a smooth submanifold of real codimension 2
∑d
r=1 p
−1
r = 2(|KY |− d) and the
projection
piMH : M
D(X˜`, Y˜ `, A, J,HY +H0 +H00(X˜`, Y˜ `))→ HY +H0 +H00(X˜`, Y˜ `)
is Fredholm of index (|KX |+ |KY | = `)
ind(piMH ) = dimC(X)χ+ 2c1(A) + dimR(U
`) + 2d′ + 2d− 2`− 2|IY |.
Because dimR(U
`) is dimR(M
`) = dimR(M) + 2` minus 2 times the total num-
ber of nodes, which is at least 2(d′ + d),
ind(piMH ) ≤ dimC(X)χ+ 2c1(A) + dimR(M)− 2|IY |.
So by the Sard-Smale theorem, there exists a generic subset of H00(X˜`, Y˜ `)
s. t. for every H00 in this subset, MD(X˜`, Y˜ `, A, J,HY +H0 +H00) is a smooth
manifold of dimension at most dimC(X)χ+ 2c1(A) + dimR(M)− 2|IY |. Taking
the intersection of all these generic subsets for the countably many choices of
D as well as the countably many generic subsets one gets via the Sard-Smale
theorem from Lemma III.4, making all the Mi(X˜`, Y˜ `, A, J,HY + H0 + H00)
smooth manifolds of the expected dimension, one gets a generic subset
H00reg(X˜
`, Y˜ `;HY +H0) ⊆ H00(X˜`, Y˜ `).
III.2. The pseudocycle is well-defined 123
Theorem III.1. There exists an integer D s. t. for every D ≥ D and A ∈
H2(X) with ω(A) > 0, E := ω(A) + 1, there exists a symplectic hypersurface
Y ⊆ X, PD(Y ) = D[ω], and J ∈ Jω,ni(X,Y ;E) s. t. the following hold:
1. Let pij : Σj → M j, j ≥ 0 be as in Subsection III.1.1 and let ` := Dω(A).
Then there exist
• a generic subset Hreg(Y˜ ), identified with a subset of Hni(X˜`, Y˜ `, J)
by taking, for HY ∈ Hreg(Y˜ ), the image of (pˆi`0)∗HY in Hni(X˜`, Y˜ `, J)
under the inclusion from Lemma II.32.
• For every HY ∈ Hni(Y˜ ), a generic subset H0reg(X˜`, Y˜ `, J ;HY ) ⊆
H0ni(X˜
`, Y˜ `, J).
• For every HY ∈ Hreg(Y˜ ) and H0 ∈ H0reg(X˜`, Y˜ `, J ;HY ) a generic
subset H00reg(X˜
`, Y˜ `;HY +H0) ⊂ H00(X˜`, Y˜ `).
And, for HY ∈ Hreg(Y˜ ), H0 ∈ H0reg(X˜`, Y˜ `, J ;HY ) and H00 ∈ H00reg(X˜`, Y˜ `;HY +
H0), H := HY +H0 +H00, the pseudocycle from Definition III.2 is well-
defined.
2. Furthermore, let Y be as above and let Jt ∈ Jω(X), t ∈ R, be a family
of almost complex structures s. t. Jt ∈ Jω,ni(X,Y ;E) for all t ∈ R and
Jt = J0 for t ≤ 0 as well as Jt = J1 for t ≥ 1. Then for any choice of
HYi ∈ Hreg(Y˜ ), H0i ∈ H0reg(X˜`, Y˜ `, Ji;HYi ) and H00i ∈ H00reg(X˜`, Y˜ `;HYi +
H0i ), for i = 1, 2, the pseudocycles associated to Y, J0, H
Y
0 +H
0
0 +H
00
0 and
Y, J1, H
Y
1 +H
0
1 +H
00
1 are rationally cobordant.
In particular, given Y and J as above, the pseudocycle is independent of
the choice of Hamiltonian perturbation.
Proof. 1. Is just a summary of the results of this chapter so far.
2. For this consider the marked nodal families (pi′` : Σ′` → M ′`, R′`), where
Σ′` := Σ`×R, M ′` := M `×R, pi′` := pi`× idR, (R′`)j := (R`j× idR). These
space are stratified by taking the product of a stratum of the original space
with R. Correspondingly, define X˜ ′` := Σ′` × X and Y˜ ′` := Σ′` × Y so
that J· defines an ω-compatible vertical almost complex structure on X˜ ′`.
But, instead of the spaces H(Y˜ ′), H0ni(X˜
′`, Y˜ ′`, J·) and H00(X˜ ′`, Y˜ ′`), now
consider the spaces
H(Y˜ ′, HYi ) :=
{
HY ∈ H(Y˜ ′) | HY |Y˜×{t} =
{
HY0 t ≤ 0
HY1 t ≥ 1
}
H0ni(X˜
′`, Y˜ ′`, J,H0i ) :=
{
H0 ∈ H0ni(X˜ ′`, Y˜ ′`, J) | H0|X˜`×{t} =
{
H00 t ≤ 0
H01 t ≥ 1
}
H00(X˜ ′`, Y˜ ′`, H00i ) :=
{
H00 ∈ H00(X˜ ′`, Y˜ ′`) | H00|X˜`×{t} =
{
H000 t ≤ 0
H001 t ≥ 1
}
.
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These spaces of Hamiltonian perturbations are large enough for all the
transversality results to hold, because for t ≤ 0 or t ≥ 1, transversality
holds by choice of HYi , H
0
i and H
00
i and for 0 < t < 1 one is free in
the choice of perturbation. For the analogue of Lemma III.6 to hold, one
possibly has to replace D by D+1. So for generic choices of perturbations
in these spaces, as above, one gets strata-wise cobordisms between the
moduli spaces associated to HY0 , H
0
0 , H
00
0 and H
Y
1 , H
0
1 , H
00
1 .
Finally, one should say a few words about independence of the remaining choices
made. An easy consequence, which follows immediately from the way the pseu-
docycle was constructed is the following:
Lemma III.10. Let (pi : Σ → M,R∗), (pi′ : Σ′ → M ′, R′∗) and (pi′′ : Σ′′ →
M ′′, R′′∗) be orbifold branched coverings of Mg,n that branch over the Deligne-
Mumford boundary and assume that there are morphisms
Σ
pi

Φ′′
!!D
DD
DD
DD
D
Φ′
}}{{
{{
{{
{{
Σ′
pi′

M
φ′′
!!C
CC
CC
CC
C
φ′
}}{{
{{
{{
{{
Σ′′
pi′′

M ′ M ′′
of marked nodal families. Then the rational pseudocycles from Definition III.2
associated to (pi : Σ→ M,R∗) and (pi′ : Σ′ → M ′, R′∗) , but with all other data
as in Subsection III.1.1 the same, are equivalent in the sense that the maps
(X˜` = Σ` ×X, etc.)
◦◦
M(X˜`, A, J,Φ′∗H)
evR
`
//M ×Xn
φ′×id
◦◦
M(X˜ ′`A, J,H)
Φ′∗
OO
evR
′`
//M ′ ×Xn
induce equivalences between the corresponding pseudocycles.
By the analogous statement for (pi : Σ → M,R∗) and (pi′′ : Σ′′ → M ′′, R′′∗), the
rational pseudocycles associated to (pi′ : Σ′ →M ′, R′∗) and (pi′′ : Σ′′ →M ′′, R′′∗)
then are equivalent as well.
The final choice that has been made and that one would like to show indepen-
dence of is that of the integer D ∈ N and hypersurface Y . Since most of this
consists of adapting the methods from [CM07], Section 10, by methods that
have been presented in this chapter before, I will only present a sequence of
steps one has to take to show this.
The first step is to describe in which sense the choice of Donaldson hypersurface
and adapted ω-compatible almost complex structure is unique.
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Lemma III.11. Let (Yi, Ji) be Donaldson pairs of degrees Di, i = 0, 1. Then
there exist
• an isotopy φ· : [0, 1]×X → X, φ0 = id, through symplectomorphisms,
• an integer D ∈ N,
• a hypersurface Y ⊆ X of degree D,
• a path (J t)t∈[0,1] ⊆ Jω(X) s. t. Y is approximately J t-holomorphic for all
t ∈ [0, 1],
• a constant ε > 0,
s. t. the following hold:
1. Jω,ni(X,Y ; J t, E) 6= ∅ for all t ∈ [0, 1],
2. Jω,ni(X,Y0; J0, E) ∩ Jω,ni(X,Y ; J0, E) 6= ∅ and Y0 and Y intersect ε-
transversely,
3. Jω,ni(X,φ1(Y1); (φ1)∗J1, E) ∩ Jω,ni(X,Y ; J1, E) 6= ∅ and φ1(Y1) and Y
intersect ε-transversely.
Here, Jω,ni(X,Y0; J0, E), etc., are as in Lemma III.2. For the proof, use the
methods from the proof of Lemma III.2 to adapt Corollary 8.18 in [CM07] and
the relevant steps laid out in the proof of Theorem 1.3 in Chapter 10 of that
reference.
The remaining steps are then to show that from 1.–3. above it follows that the
pseudocycles associated to (Y0, J0) and (Y1, J1) are equivalent.
First of all one can note that the pseudocycles associated to (Y1, J1) and
(φ1(Y1), (φ1)∗J1) are equivalent. For (φ1)∗A = A, since φ1 is isotopic to the
identity, and φ1 induces a well defined map between the corresponding moduli
spaces. Hence one can assume that φ· ≡ id.
Next, one shows that it follows from 1. that the pseudocycles associated to
(Y , J0) and (Y , J1) are equivalent. To do so, one chooses a subdivision 0 =
t0 < t1 < · · · < tk = 1 of [0, 1] s. t. there exist J ′i ∈ Jω,ni(X,Y ; J ti , E) ∩
Jω,ni(X,Y ; J ti+1 , E), i = 0, . . . , k − 1, and then connects, by Lemma III.2, J ′i
and J ′i+1 by a path in Jω,ni(X,Y ;E). Theorem III.1 then shows equivalence of
the pseudocycles associated to (Y , J0) and (Y , J1).
Finally, and most difficult, one shows that from 2. in the lemma above follows
equivalence of the pseudocycles associated to (Y0, J0) and (Y , J0), and analo-
gously for (Y1, J1) and (Y , J1) from 3.
To simplify notation, write from now on (Y, J) for (Y0, J0) and (Y , J) for (Y , J0).
Also, let ` := Dω(A), ` := Dω(A) and ˆ` := `+ `.
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Then define H(X˜
ˆ`
, Y˜
ˆ`
, Y˜
ˆ`
) := H(X˜
ˆ`
, Y˜
ˆ`
) ∩ H(X˜ ˆ`, Y˜ ˆ`) and analogously for
H00(X˜
ˆ`
, Y˜
ˆ`
, Y˜
ˆ`
) as well as with ˆ`replaced by `. With these definitions, (pˆi
ˆ`
`)
∗H(X˜`, Y˜ `, Y˜ `) ⊆
H(X˜
ˆ`
, Y˜
ˆ`
, Y˜
ˆ`
) and analogously for H00.
Then, one considers the moduli spaces
◦
M(X˜
ˆ`
, Y˜
ˆ`
, Y˜
ˆ`
, A, J,H ′) := {u ∈M(X˜ ˆ`| ◦
M ˆ`
, A, J,H ′) | im(u ◦ T ˆ`j ) ⊆ Y˜ ˆ`, j = 1, . . . , `,
im(u ◦ T ˆ`j ) ⊆ Y˜ ˆ`, j = `+ 1, . . . , ˆ`,
im(u) ∩ X˜ ˆ`\ (Y˜ ˆ`∪ Y˜ ˆ`) 6= ∅}
and defines pseudocycles (yet to be shown to be well-defined for generic choices
of H H ′ and H ′′ as below)
1
`!`!
1
|Aut(
◦◦
M)||O(
◦◦
M)|
evR
ˆ`
:
◦◦
M(X˜
ˆ`
, Y˜
ˆ`
, Y˜
ˆ`
, A, J,H)→M ×Xn, (III.7)
as well as the ones from before,
1
`!
1
|Aut(
◦◦
M)||O(
◦◦
M)|
evR
`
:
◦
M(X˜`, Y˜ `, A, J,H ′)→M ×Xn (III.8)
and
1
`!
1
|Aut(
◦◦
M)||O(
◦◦
M)|
evR
`
:
◦
M(X˜`, Y˜ `, A, J,H ′′)→M ×Xn (III.9)
for J ∈ Jω,ni(X,Y ; J,E)∩Jω,ni(X,Y ; J,E), H ∈ H(X˜ ˆ`, Y˜ ˆ`, Y˜ ˆ`), H ′ ∈ H(X˜`, Y˜ `, Y˜ `)
and H ′′ ∈ H(X˜`, Y˜ `, Y˜ `).
It is important to note here that the factors 1
|Aut(
◦◦
M)||O(
◦◦
M)|
in all three cases
coincide, i. e. do not depend `, ` and ˆ`.
Compactness of the closures ofM(X˜
ˆ`
, A, J,H), M(X˜`, A, J,H) andM(X˜`, A, J,H),
respectively, has already been shown in the latter two cases and in the former,
◦
M(X˜
ˆ`
, Y˜
ˆ`
, Y˜
ˆ`
, A, J,H) ⊆ M(X˜ ˆ`, Y˜ ˆ`, A, J,H) by definition, which in turn has
compact closure in M(X˜
ˆ`
, A, J,H). To be more exact w. r. t. the last state-
ment, one may note that Σ
ˆ`
and M
ˆ`
are canonically identified with (Σ`)` and
(M `)`, respectively, so one can literally apply Lemma III.3, where (pi : Σ→M)
is replaced by (pi` : Σ` →M `).
Then as before, the proof being the same as that of Lemma III.1, one can show
that given any H ′0 ∈ H(X˜`, Y˜ `, Y˜ `) for generic H ′ ∈ H00(X˜`, Y˜ `, Y˜ `),
◦
M(X˜
ˆ`
, Y˜
ˆ`
, Y˜
ˆ`
, A, J, (pˆi
ˆ`
`)
∗(H ′0 +H
′))→
◦
M(X˜`, Y˜ `, A, J,H ′0 +H
′)
is an `!-sheeted covering outside a subset of codimension at least 2.
Because this is symmetric in Y and Y , in the same way given any H ′′0 ∈
III.2. The pseudocycle is well-defined 127
H(X˜`, Y˜ `, Y˜ `) for generic H ′′ ∈ H00(X˜`, Y˜ `, Y˜ `),
◦
M(X˜
ˆ`
, Y˜
ˆ`
, Y˜
ˆ`
, A, J, (pˆi
ˆ`
`
)∗(H ′′0 +H
′′))→
◦
M(X˜`, Y˜ `, A, J,H ′′0 +H
′′)
is an `!-sheeted covering outside a subset of codimension at least 2.
The difficulty then is to show the following two things:
First, that for generic H ∈ H(X˜ ˆ`, Y˜ ˆ`, Y˜ ˆ`), III.7 is a well-defined pseudocycle
and that for every two choices of generic H, one can find a generic path con-
necting them that gives a cobordism between the corresponding pseudocycles.
And second, that the statements in Theorem III.1 also hold when restricting to
Hamiltonian perturbations from H(X˜`, Y˜ `, Y˜ `).
Once these two statements have been shown, one can finish the proof of equiv-
alence of the pseudocycles III.8 and III.9:
First, choose generic H ′ ∈ H(X˜`, Y˜ `, Y˜ `) and H ′′ ∈ H(X˜`, Y˜ `, Y˜ `) s. t. III.8 and
III.9 define pseudocycles and s. t. (possibly after perturbing further by elements
of H00(X˜`, Y˜ `, Y˜ `) and H00(X˜`, Y˜ `, Y˜ `), respectively)
◦
M(X˜
ˆ`
, Y˜
ˆ`
, Y˜
ˆ`
, A, J, (pˆi
ˆ`
`)
∗H ′)→
◦
M(X˜`, Y˜ `, A, J,H ′)
and
◦
M(X˜
ˆ`
, Y˜
ˆ`
, Y˜
ˆ`
, A, J, (pˆi
ˆ`
`
)∗H ′′)→
◦
M(X˜`, Y˜ `, A, J,H ′′)
define `!- and `!-sheeted coverings, respectively. In particular for the two
choices H = (pˆi
ˆ`
`)
∗H ′, (pˆi ˆ`
`
)∗H ′′, III.7 defines pseudocycles, since the correspond-
ing evaluation maps factor through those of III.8 and III.9. But (pˆi
ˆ`
`)
∗H ′
and (pˆi
ˆ`
`
)∗H ′′ may not be generic choices in general, but only for the stra-
tum over
◦
M
ˆ`
. Now connect (pˆi
ˆ`
`)
∗H ′ and (pˆi ˆ`
`
)∗H ′′ by a path (Ht)t∈[0,1] in
H(X˜
ˆ`
, Y˜
ˆ`
, Y˜
ˆ`
) with H0 = (pˆi
ˆ`
`)
∗H ′ and H1 = (pˆi
ˆ`
`
)∗H ′′ that induces a cobor-
dism
∐
t∈[0,1]
◦
M(X˜
ˆ`
, Y˜
ˆ`
, Y˜
ˆ`
, A, J,Ht) between
◦
M(X˜
ˆ`
, Y˜
ˆ`
, Y˜
ˆ`
, A, J, (pˆi
ˆ`
`)
∗H ′) and
◦
M(X˜
ˆ`
, Y˜
ˆ`
, Y˜
ˆ`
, A, J, (pˆi
ˆ`
`
)∗H ′′) and is generic for t ∈ (0, 1).
I. e. the boundary of
∐
t∈[0,1]
◦
M(X˜
ˆ`
, Y˜
ˆ`
, Y˜
ˆ`
, A, J,Ht) is the union of three parts.
Namely those parts for t = 0, 1, where the evaluation maps factor through
the boundary of
◦
M(X˜
ˆ`
, Y˜
ˆ`
, Y˜
ˆ`
, A, J, (pˆi
ˆ`
`)
∗H ′) and
◦
M(X˜
ˆ`
, Y˜
ˆ`
, Y˜
ˆ`
, A, J, (pˆi
ˆ`
`
)∗H ′′),
which can be covered by manifolds of codimension at least 2. And the part of
the boundary for t ∈ (0, 1), which can be covered by manifolds of codimension
at least 2 by a generic choice of (Ht)t∈[0,1].
This finishes the proof of the equivalence of the pseudocycles III.8 and III.9,
modulo showing the two claims above.
The reason this is more difficult is that in contrast to the situation before, one
can only use Hamiltonian perturbations in the smaller sets H(X˜`, Y˜ `, Y˜ `) and
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H(X˜
ˆ`
, Y˜
ˆ`
, Y˜
ˆ`
), for which the transversality statements from before no longer
hold true. This is due to the fact that along the intersection Y˜ ` ∩ Y˜ ` all Hamil-
tonian perturbations need to be compatible with both Y˜ ` and Y˜ `. So in the
boundary of the pseudocycles one wishes to construct, where before one had to
deal with curves that have components lying in Y˜ `, one now has to deal with
curves that have components lying in Y˜ `, components lying in Y˜ ` and com-
ponents lying in Y˜ ` ∩ Y˜ `. Before, the dimensions of the corresponding moduli
spaces were cut down by the existence of (meromorphic) sections of the normal
bundle, which also provided the necessary matching conditions for the tangen-
cies of the part of the curve that does not lie in Y˜ `. And this still suffices
to deal with components in Y˜ ` and Y˜ `, but do not lie completely in Y˜ ` ∩ Y˜ `.
But to deal with components that lie in Y˜ ` ∩ Y˜ ` and to achieve the necessary
matching conditions that provide the correct order of tangency of the part of
the curve that lies in the complement of Y˜ `∪Y˜ `, a refined compactness theorem
as in [Ion11] is needed. Once that is established, the methods used here before
should extend in a rather straightforward way and the main challenge should
be in keeping the notation in check.
APPENDIX A
Notation and technical results
A.1 Notation and basic results on Banach manifolds
and -bundles
A.1.1 Banach manifolds, Banach bundles and tangent spaces
For the following basic results about differentiable maps between normed spaces,
see [Wer00], Section III.5.
For Banach spaces (X, ‖ · ‖X), (Y, ‖ · ‖Y ), B(X,Y ) is the Banach space of
bounded linear operators T : X → Y equipped with the operator norm ‖T‖ :=
sup{‖T (x)‖Y‖x‖X | 0 6= x ∈ X}. Their product (X × Y, ‖ · ‖X×Y ) is the Banach
space given by the vector space X×Y equipped with the norm ‖(x, y)‖X×Y :=
max(‖x‖X , ‖y‖Y ). With this choice, for another Banach space (Z, ‖ · ‖Z), the
canonical map B(Z,X × Y )→ B(Z,X)×B(Z, Y ), f 7→ (pr1 ◦ f,pr2 ◦ f), is an
isometry.
Definition A.1. Let (X, ‖ · ‖X), (Y, ‖ · ‖Y ) be Banach spaces and let U ⊆ X be
an open subset. A map f : U → Y is called (Fre´chet-)differentiable at a point
x0 ∈ U , if there exists a continuous linear operator Dfx ∈ B(X,Y ) s. t. the
continuous map r : U − x→ Y , where U − x := {u− x | u ∈ U}, defined by
f(x+ v) = f(x) +Dfx(v) + r(v), for v ∈ U − x
satisfies lim
v→0
r(v)
‖v‖ = 0.
f is called differentiable if it is differentiable at every point x ∈ U . If the
resulting map Df : U → B(X,Y ), x 7→ Dfx, is continuous, then f is called
continuously differentiable.
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Recursively one defines: f is n-times (continuously) differentiable if it is differ-
entiable and Df is (n− 1)-times (continuously) differentiable.
f is called smooth, if it is n-times (continuously) differentiable for all n ∈ N.
For n ∈ N, let B(n)(X,Y ) := {T ∈ B(X × · · · ×X︸ ︷︷ ︸
n-times
, Y ) | T multilinear} be the
Banach space of multilinear maps from Xn to Y . Then B(X,B(n−1)(X,Y )) ∼=
B(n)(X,Y ) via T 7→ ((x, y1, . . . , yn−1) 7→ (T (x))(y1, . . . , yn−1)) and one can in-
ductively define the higher derivatives of a n-times differentiable map f : U → Y
as
Dnf : U → B(n)(X,Y )
via Dnf = D(Dn−1f) : U → B(X,B(n−1)(X,Y )) ∼= B(n)(X,Y ).
Remark A.1. Differentiable maps are continuous, so the above definition makes
sense.
For the following, see [Wer00], Satz III.5.4, p. 120.
Theorem A.1. Let X,Y, Z be normed spaces U ⊆ X, V ⊆ Y , be open subsets.
1. If f, g : U → Y are n-times (continuously) differentiable, then so are f+g
and λf (λ ∈ R) with
D(f + g) = Df +Dg, D(λf) = λDf .
2. If f : U → Y , g : V → Z are n-times (continuously) differentiable with
f(U) ⊆ V , then so is g ◦ f with
D(g ◦ f)x = Dgf(x) ◦Dfx ∀x ∈ U .
3. A map f : U → Y ×Z is n-times (continuously) differentiable iff the maps
pr1 ◦ f : U → Y and pr2 ◦ f : U → Z are.
4. The evaluation map
ev : B(X,Y )×X → Y
(T, x) 7→ T (x)
is smooth.
5. (Mean value theorem) Let f : U → Y be differentiable, x ∈ U and let
u ∈ X be s. t. x+ λu ∈ U ∀λ ∈ [0, 1]. Then
‖f(x+ u)− f(x)‖Y ≤ sup{‖Dfx+λu‖ | λ ∈ [0, 1]}‖u‖X .
6. (Taylor’s theorem) Let f : U → Y be (n + 1)-times differentiable, x ∈ U
and let u ∈ X be s. t. x+ λu ∈ U ∀λ ∈ [0, 1]. Then
‖f(x+ u)−
n∑
k=0
1
k!
Dkfx(u, . . . , u)‖Y ≤
1
(n+ 1)!
sup{‖Dn+1fx+λu‖ | λ ∈ [0, 1]}‖u‖n+1X .
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The following lemma will be used repeatedly to construct differentiable maps
between open subsets of Banach spaces.
Lemma A.1. Let (X, ‖ · ‖X), (Y, ‖ · ‖Y ) be Banach spaces, let U ⊆ X be an
open subset and let X0 ⊆ X be a dense normed subspace. Define U0 := U ∩X0
(which is an open subset of the normed space (X0, ‖ · ‖X0 := ‖ · ‖X |X0)) and
let a map f0 : U0 → Y be given. If f0 is 2-times differentiable with bounded
first and second derivatives, then there exists a unique (Lipschitz) continuously
differentiable map f : U → Y with f |U0 = f0. Under the canonical isometry
ι : B(X0, Y ) ∼= B(X,Y ), with Df0 := ι ◦Df0 : U0 → B(X,Y ), Df |U0 = Df0.
Proof. Let x ∈ U . Then for r > 0 small enough, the ball (in X) of radius r
around x is contained in U , and since the statement of the lemma is local (on
X!), one can replace U by this ball. In particular one can assume that U , and
hence U0, is convex. Then by the mean value theorem above, since the derivative
of f0 is bounded, f0 is Lipschitz continuous and hence has a unique Lipschitz
continuous completion to f : U → Y . It remains to show that f is continuously
differentiable. Now via the canonical isometry B(X0, Y ) ∼= B(X,Y ), given by
the completion of a bounded linear operator in one direction and restriction to
a subspace in the other, one can regard Df0 as a map Df0 : U0 → B(X,Y ).
Again by the mean value theorem and because f0 is assumed to have a bounded
second derivative, this map is Lipschitz continuous and has a unique Lipschitz
continuous completion D˜f0 : U → B(X,Y ). It remains to show that D˜f0 is
the derivative Df of f . So let x ∈ U and let u ∈ X be so small that x+ u ∈ U .
Pick sequences (xn)n∈N ⊆ U0, (um)m∈N ⊆ X0, s. t. xn + um ∈ U0 and xn → x
as well as um → u. Then
f(x+ u)− f(x)− (D˜f0)x(u) = f(x+ u)− f(xn + um) + f(xn + um) −
− f(xn) + f(xn)− f(x) −
− (Df0)xn(um) + (Df0)xn(um)− (Df0)xn(u) +
+ (Df0)xn(u)− (D˜f0)x(u)
and so
‖f(x+ u)− f(x)− (D˜f0)x(u)‖Y ≤ ‖f0(xn + um)− f0(xn)− (Df0)xn(um)‖Y +
+ ‖f(x+ u)− f(xn + um)‖Y +
+ ‖f(xn)− f(x)‖Y +
+ ‖(Df0)xn(um)− (Df0)xn(u)‖Y +
+ ‖(Df0)xn(u)− (D˜f0)x(u)‖Y .
In the above expression on the right hand side, because the second derivative of
f0 is assumed to be bounded by a constant c > 0, say, by Taylor’s theorem the
first summand on the right hand side can be estimated from above by c2‖um‖2X ,
independent of xn. Now first taking the limit m → ∞ and then the limit
n → ∞, the first summand on the right hand side is estimated from above
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by c2‖u‖2X , whereas the 2nd to 5th summand vanish, by continuity of f , the
definition of Df0 and the definition of D˜f0. In conclusion, ‖f(x+ u)− f(x)−
(D˜f0)x(u)‖Y ≤ c2‖u‖2X , showing that f is differentiable with differential given
by Df = D˜f0.
Corollary A.1. Let (X, ‖ · ‖X), (Y, ‖ · ‖Y ) be Banach spaces, let U ⊆ X be an
open subset and let X0 ⊆ X be a dense normed subspace. Define U0 := U ∩X0
(which is an open subset of the normed space (X0, ‖ · ‖X0 := ‖ · ‖X |X0)) and let
a map f0 : U0 → Y be given. If for some k ∈ N, f0 is r+ 1-times differentiable
with bounded first and second derivatives, then there exists a unique r-times
(Lipschitz) continuously differentiable map f : U → Y with f |U0 = f0.
Proof. Follows from the lemma by induction, noting that B(n)(X0, Y ) is canon-
ically isomorphic to B(n)(X,Y ) just as in the case n = 1.
Definition A.2. Let B be a topological space. A (smooth) Banach manifold
atlas on B is given by the following data:
1. A covering (Ui)i∈I of B by open sets,
2. a collection (Bi, ‖ · ‖i)i∈I of separable Banach spaces and
3. a collection (φi)i∈I of homeomorphisms φi : Ui → Vi ⊆ Bi onto open
subsets Vi ⊆ Bi,
s. t. for all i, j ∈ I, φij := φi ◦ φ−1j : φj(Ui ∩ Uj) → φi(Ui ∩ Uj) is a smooth
map (i. e. infinitely many times Fre´chet-differentiable) between open subsets of
Banach spaces.
The maps φi : B ⊇ Ui → Vi ⊆ Bi are called charts.
A continuous map f : B → B′ between topological spaces equipped with Ba-
nach manifold atlases (Ui, (Bi, ‖ ·‖i), φi)i∈I) and (U ′j , (B′j , ‖ ·‖′j), φ′j)j∈J is called
smooth, if for all i ∈ I, j ∈ J , φ′j ◦f ◦φ−1i : φi(f−1(U ′j))→ B′j is a smooth map
between open subsets of Banach spaces.
A diffeomorphism is a smooth map between topological spaces equipped with
Banach manifold atlases that has a smooth inverse.
Two atlases on the same topological space are called equivalent if the identity
is a diffeomorphism, where the space is equipped with one atlas on the domain
and the other atlas on the image.
The above defines an equivalence relation on the class of Banach manifold at-
lases on a given topological space. A smooth map between topological spaces
equipped with Banach manifold atlases still defines a smooth map if any of the
two atlases (on the domain or target) are replaced by an equivalent one. So the
following makes sense:
Definition A.3. A (smooth) Banach manifold is a 2nd-countable Hausdorff
topological space together with an equivalence class of Banach manifold atlases.
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Remark A.2. Clearly, open subsets of Banach manifolds are Banach manifolds
in a canonical way.
Construction A.1. Given a Banach manifoldB with atlas (Ui, (Bi, ‖·‖i), φi)i∈I .
Let Vi := φi(Ui) ⊆ Bi and Vij := φj(Ui ∩Uj) ⊆ Vj . Define B˜ :=
∐
i∈I
Vi/∼, where
for vi ∈ Vi, vj ∈ Vj , vi ∼ vj :⇔ vi ∈ Vji, vj ∈ Vij and φij(vj) = vi. Then there
is a canonical homeomorphism ρ : B˜ → B induced by the map ∐
i∈I
Vi → B,
Vi 3 vi 7→ φ−1i (vi).
Now define (as a topological space) TB :=
∐
i∈I
Vi × Bi/∼, where Vi × Bi 3
(vi, ei) ∼ (vj , ej) ∈ Vj × Bj :⇔ vi ∈ Vji, vj ∈ Vij and (φij(vj), D(φij)vj (ej)) =
(vi, ei). This topological space is second countable Hausdorff by general point
set topology.
Define TUi := [Vi×Bi] ∈ TB, TBi := Bi×Bi, and dφi : TUi → Vi×Bi ⊆ TBi
as the inverse of the canonical map Vi × Bi → TB on its image TUi. This
defines a Banach manifold atlas on TB, making it a Banach manifold.
Furthermore, the canonical map
∐
i∈I
Vi×Bi →
∐
i∈I
Vi induces a map p˜i : TB→ B˜
and hence a smooth map pi := ρ ◦ p˜i : TB→ B of Banach manifolds.
The fibres TbB := pi
−1(b), called the tangent space at the point b ∈ B, for b ∈ B
are topological vector spaces in a canonical way, but in general, over points in
different connected components, are nonisomorphic. Furthermore, there is no a
priori distinguished norm on the fibre TbB making it a Banach space, but only
an equivalence class of norms making it a topological vector space.
The above definition depends on the choice of atlas, but if p˜i : T˜B → B is de-
fined by a different choice of atlas, then one can see that there exists a canonical
diffeomorphism ρ : T˜B→ TB making
T˜B
p˜i

ρ // TB
pi

B B
commute and that is linear on each fibre. One can hence think of these choices
for different atlases on B as giving different but equivalent atlases on one fixed
space TB.
Definition A.4. A Banach space bundle over a Banach manifold B is a Banach
manifold E together with the following:
1. A smooth map pi : E→ B,
2. for every b ∈ B a vector space structure on Eb := pi−1(b) and
3. a continuous map (the norm) ‖ · ‖ : E→ R,
s. t. the following hold:
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1. For every b ∈ B, ‖ · ‖b := ‖ · ‖|Eb : Eb → R makes (Eb, ‖ · ‖b) a Banach
space;
2. for every open subset U ⊆ B and every section σ : U → pi−1(U) (i. e. smooth
map σ : U → E with pi◦σ = idU ), the map U → R, b 7→ ‖σ(b)‖b is smooth;
3. there exists a covering (Ui)i∈I of B together with a collection ((Ei, ‖ ·
‖i))i∈I of Banach spaces and a collection (ψi : pi−1(Ui) → Ui × Ei)i∈I of
diffeomorphisms making
pi−1(Ui)
pi

ψi // Ui × Ei
pr1

Ui Ui
commute s. t. ψi,b := pr2 ◦ ψi|Eb : Eb → Ei defines a linear map for each
b ∈ Ui.
The covering (Ui)i∈I together with the Banach spaces (Ei)i∈I and the diffeo-
morphisms (ψi)i∈I is called a trivialisation of the Banach space bundle.
A diffeomorphism ψ : pi−1(U) → U × E where U is an open subset of B and
E a Banach space, that appears as a member of a trivialisation is called a local
trivialisation.
Definition A.5. Let pi : E → B and ρ : F → C be Banach space bundles. A
(smooth) morphism between them is a pair (f, fˆ) of smooth maps f : B → C
and fˆ : E→ F making the diagram
E
fˆ //
pi

F
ρ

B
f // C
commute and s. t. for every b ∈ B the induced map fˆb := fˆ |Eb : Eb → Ff(b) is
linear.
Composition of morphisms and isomorphisms are defined the usual way.
Remark A.3. Any Banach space bundle is in particular a topological vector
bundle.
Lemma A.2. 1. Let pii : Ei → B, for i = 1, 2, be Banach space bundles.
Their Whitney sum as topological vector bundles, E1⊕E2 → B is a Banach
space bundle and the canonical maps pri : E1⊕E2 → Ei define morphisms
(pri, idB) between E1⊕E2 → B and Ei → B which for every b ∈ B induce
an isometry (E1 ⊕ E2)b ∼= (E1)b × (E2)b.
2. Let pi : E → B be a Banach space bundle and let f : C → B be a smooth
map of Banach manifolds. Then the pullback bundle as a topological vec-
tor bundle, f∗pi : f∗E → C is a Banach space bundle and the induced
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morphism fˆ , where
f∗E
f∗pi

fˆ // E
pi

C
f
// B
commutes, is a fibrewise isometry.
Construction A.2. Let B,B′ be Banach manifolds and let f : B → B′ be
a smooth map. Then there exists, as in the finite dimensional case, a map
Df : TB → TB′ defined in the usual way: Let (Ui, (Bi, ‖ · ‖i), φi)i∈I be an
atlas on B, (U ′j , (B
′
j , ‖ · ‖′j , φ′j)j∈J an atlas on B′ and assume that for every
i ∈ I there exists a ji ∈ J s. t. f(Ui) ⊆ U ′ji and for i 6= i′, ji 6= ji′ (otherwise
replace the atlases on B and B′ by compatible ones). Define Vi := φi(Ui) ⊆ Bi,
V ′j := φ
′
j(U
′
j) ⊆ B′j and fi := φ′ji ◦f |Ui ◦φ−1i : Vi → V ′ji . Then there is an induced
map
∐
i∈I Vi × Bi →
∐
i∈I V
′
ji
× B′ji →
∐
j∈J V
′
j × B′j given on each summand
by Ui × Bi 3 (x, e) 7→ (fi(x), (Dfi)x(e)) ∈ Vji × B′ji . One can check that this
map is compatible with the equivalence relation on these disjoint unions as in
Construcion A.1, hence inducing a smooth map Df : TB→ TB′.
Furthermore, Df induces, for every b ∈ B, a linear map Dfb : TbB→ Tf(b)B′.
Lemma A.3. If B,B′ are Banach manifolds equipped with compatible Banach
norms and f : B → B′ is a smooth map then the pair (f,Df) defines a mor-
phism between the Banach space bundles TB→ B and TB′ → B′.
Lemma A.4. Let B be a Banach manifold. For every b ∈ B and ξb ∈ TbB
there exists an ε > 0 and a smooth map γ : (−ε, ε) → B s. t. γ(0) = b and
γ˙(0) := (Dγ)0
∂
∂t = ξb.
Construction A.3. Let pi : E → B be a Banach space bundle. For e ∈ E let
VeE := kerDpie ⊆ TeE. There is the usual canonical identification VeE ∼= Epi(e),
where Epi(e) 3 v 7→ γ˙v(0), with γv(t) := e + tv. Hence VeE carries an induced
Banach norm and V E :=
∐
e∈E VeE ⊆ TE becomes a Banach space bundle.
Lemma A.5. Let pi : E → B be a Banach space bundle. Then there is a
canonical isomorphism pi∗E→ V E which is a fibrewise isometry.
A.1.2 Submanifolds, transversality and Fredholm maps
Definition A.6. Let B be a Banach manifold. A subset C ⊆ B is called a
(Banach) submanifold if for every b ∈ C there exists a chart φ : U → V ⊆
B defined on an open neighbourhood U ⊆ B of b, mapping onto an open
neighbourhood V of 0 in a Banach space B, and a closed subspace C ⊆ B
s. t. φ(U ∩ C) = V ∩ C.
If in addition C splits B, i. e. there exists a closed subspace C ′ ⊆ B s. t. B ∼=
C ⊕C ′, then C is called a split submanifold of B. If furthermore the dimension
of C ′ is a finite number k, independent of the point b ∈ C, then C is called a
submanifold of codimension codimB C = k.
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Remark A.4. Dropping the adjective “split” in the definition of a submanifold
of codimension k < ∞ is consistent, for if, in the notation of the definition
above, the Banach space B/C is finite dimensional, then one can choose a finite
number of ei ∈ B s. t. the [ei] ∈ B/C are a basis. Then C ′ := span{ei} is a
complement of C in B which is closed by virtue of being finite dimensional.
Remark A.5. Note that the usual holds: A Banach submanifold C of a Banach
manifold B is a Banach manifold itself, the inclusion ι : C → B is a smooth
map that is an embedding of topological spaces and there is a corresponding
inclusion TC ⊆ TB s. t. for every b ∈ C, TbC is (more precisely can be identified
with) a closed subspace of the topological vectorspace TbB. In case of a split
submanifold, the subspace TbC splits TbB along a closed subspace NbC and one
can fit these together to a subbundle NC ⊆ ι∗TB.
Example A.1. If pi : E → B is a Banach space bundle and σ : B → E is a
section, then σ(B) ⊆ E is a split submanifold with Nσ(B) ∼= ι∗V E.
Definition A.7. Let B,B′ be Banach manifolds of class Cr and let f : B→ B′
be a Cr-smooth map. Let C′ ⊆ B′ be a submanifold. Then f is called a split
transverse to C′, if for all b ∈ f−1(C′)
a) Tf(b)B
′ = Tf(b)C′ + imDfx.
b) Df−1x (Tf(x)C′) splits TbB, i. e. there exists a closed subspace Nb ⊆ TbB
s. t. TbB ∼= Df−1x (Tf(b)C′)⊕Nb.
Remark A.6. Note that condition b) is redundant in case that C′ ⊆ B′ is a split
submanifold of finite codimension codimB′ C
′ < ∞, for one can then choose,
for all b ∈ f−1(C′), a basis (ei) of Nf(b)C′ and lift the ei by condition a) to
e˜i ∈ TbB. Then define Nb := span{e˜i}, which is a closed subspace, because it
is finite dimensional.
Lemma A.6. Let B,B′ be Banach manifolds of class Cr and let f : B → B′
be a Cr-smooth map that is split transverse to a submanifold C′ ⊆ B′. Then
C := f−1(C′) is a split submanifold of B s. t. for b ∈ C, TbC = Df−1b (Tf(b)C′).
In particular, if C′ ⊆ B′ is a split submanifold of codimension codimB′ C′ <∞,
then C ⊆ B is a split submanifold of codimension codimB C = codimB′ C′.
Proof. The same as in finite dimensions, but using the implicit function theorem
from the next subsection.
Definition A.8. Let B,B′ be Banach manifolds and let f : B → B′ be a
Cr-map, r ≥ 1. f is called Fredholm of index ind(f) ∈ Z if for every b ∈ B,
Dfb : TbB→ Tf(b)B′ is a Fredholm operator of index ind(f).
If pi : E → B is a Banach space bundle equipped with a connection HE ⊆ TE,
then a section σ : B → E is called a Fredholm section of index ind(σ) ∈ Z, if
for every b ∈ B, (dσ)b : TbB→ Vσ(b)E is a Fredholm operator of index ind(σ).
Lemma A.7. Let f : B → B′ be a Fredholm map. Let C ⊆ B be a split
submanifold of codimension codimB C < ∞. Then f |C : C → B′ is a Fredholm
map of index ind f |C = ind f − codimB C.
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Proof. Let X,Y be Banach spaces and let φ : X → Y be a Fredholm operator.
Assume that X ∼= X0 ⊕X1 splits into two closed subspaces X0, X1 ⊆ X with
dimX1 < ∞. Then φ|X0 : X0 → Y is Fredholm of index indφ|X0 = ind f −
dimX1. For if ι : X0 → X is the inclusion, then ι is Fredholm iff dimX1 <∞,
in which case ind ι = −dimX1 (for ker ι = {0} and coker ι = X/X0 ∼= X1).
Hence in this case ind f |X0 = ind(f ◦ ι) = ind f + ind ι = ind f − dimX1 by a
standard result about the composition of Fredholm operators.
Note the following trivial consequence/extension of Lemma A.3.6 in [MS04]:
Lemma A.8. Let X,Y, Z be Banach spaces, where Y = Y0⊕Y1 splits into two
closed subspaces with projections pri : Y → Yi. Let D : X → Y be a bounded
operator s. t. D1 := pr1 ◦D : X → Y1 is Fredholm. Let furthermore L : Z → Y
be a bounded linear operator s. t. (D ⊕ L)1 = D1 ⊕ L1 : X ⊕ Z → Y1 is onto,
where D⊕L : X⊕Z → Y , (x, z) 7→ Dx+Lz. Then (D⊕L)1 has a right inverse.
Moreover, the projection Π : (D ⊕ L)−1(Y0) = ker(D ⊕ L)1 → Z is Fredholm
with ker Π ∼= kerD1 = D−1(Y0) and coker Π ∼= cokerD1. In particular,
ind Π = indD1.
Proof. Apply Lemma A.3.6 from [MS04] to D1 : X → Y1 and L1 : Z → Y1.
Remark A.7. In the following, two applications of this lemma will be relevant.
First of all, of course, the special case Y0 = {0}, reproducing Lemma A.3.6 from
[MS04] and second the case dimX,dimY1 <∞ s. t. indD1 = dimX − dimY1.
A.1.3 The implicit function theorem in Banach spaces
Since heavily used in the construction of moduli spaces, and since the proof
is referenced in Lemma II.24, here is a short layout of the implicit function
theorem in Banach spaces.
The one recurring theme in this text is the construction of charts for (i. e. dif-
feomorphisms onto open subsets of) the zero set of a section of a vector bundle.
In its simplest form, the relevant result is the following corollary of the constant
rank theorem (which in turn follows from the inverse function theorem):
Theorem A.2. Let pi : E → B be a vector bundle over a manifold B, equipped
with a linear connection and hence a covariant derivative ∇. Let σ : B → E be
a section and let b ∈ B. If the map Db : TbB → Eb, Xb 7→ ∇Xbσ, is surjective,
then there exists an open neighbourhood U ⊆ B of b, an open neighbourhood
V ⊆ TbB of 0 ∈ TbB and a bundle trivialisation (φ,Φ) of E over U mapping b
to 0 and making the following diagram commute:
pi−1(U)
pi

Φ // V × Eb
pr1

U
φ //
σ
DD
V
(id,Db+σb)
[[
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Here, (id, Db + σb) : TbB → TbB × Eb, Xb 7→ (Xb, Db(Xb) + σb).
An easy consequence of this is that if σ t 0, then σ−1(0) is a closed submanifold
of B of dimension n−k, where n := dimB, k := rankE, a chart around a point
b ∈ σ−1(0) being given (in the notation of the theorem) by φ : U ∩ σ−1(0) →
V ∩ kerDb ⊆ kerDb ∼= Rn−k.
The main goal of this chapter is a quantitative version of this result in a Banach
manifold setting. To explain what is meant by “quantitative”, take a look at
the result in finite dimensions, first:
Let again pi : E → B be a vector bundle with linear connection and covariant
derivative ∇. Let σ : B → E be a section and for b ∈ B let Db : TbB → Eb,
Xb 7→ ∇Xbσ.
In some applications (specifically when it comes to gluing of holomorphic curves),
one is not only interested in charts for σ−1(0) as above, given by the theorem
and centered around a point b ∈ σ−1(0), but rather around a point b ∈ B with
“σ(b) small”. Here is how this works: Let b ∈ B be such that Db is surjective
and let (φ,Φ), U, V be as in the theorem. Define s := Db + σb : V → Eb,
i. e. pr2 ◦ Φ ◦ σ|U = s ◦ φ|U , in particular φ(U ∩ σ−1(0)) = s−1(0). Pick a right
inverse Qb : Eb → TbB of Db. Then imQb ⊆ TbB is a complementary subspace
to kerDb in TbB and Qb ◦Db : TbB → TbB defines the projection of TbB onto
imQb along kerDb. Likewise, id − Qb ◦Db defines the projection of TbB onto
kerDb along imQb. If ξb := −Qb(σb), then Pb : TbB : TbB, v 7→ (1−QD)v + ξb
defines the projection of TbB onto s
−1(0) along Qb. Now if ξb ∈ V , then
V0 := s
−1(0) ∩ V is a neighbourhood of ξb in s−1(0) ∩ V , V ′ := P−1b (V0) ∩ V is
a neighbourhood of 0 in V , and Pb|V ′ defines the projection V ′ → V0 along Qb.
In particular, if f : M → V ′ is a map from a manifold to V ′ that is transverse
to f(x)+imQb for some x ∈M , then φ−1◦Pb◦f defines a diffeomorphism from
a neighbourhood of x in M onto an open neighbourhood of φ−1(Pb(f(x))) in
σ−1(0). “Quantitative” now refers to giving conditions for this (i. e. for ξb ∈ V )
to hold.
As a first step and for future reference, the model situation for a smooth map
between Banach spaces:
Let (X, ‖ · ‖X), (Y, ‖ · ‖Y ) be Banach spaces, let U ⊆ X be open and let f :
U → Y be a smooth map. W. l. o. g. assume that U = Bd(0) for some d > 0 and
assume that the differential of f at 0, D := Df0 : X → Y , has a bounded right
inverse Q : Y → X. The goal is to find open neighbourhoods U ′ ⊆ U, V ⊆ X of
0 and a diffeomorphism φ : V → U ′ with f ◦φ(x) = D(x) + f(0). Furthermore,
one wants to find a good (i. e. depending on as little as possible) estimate for
sup{r > 0 | Br(0) ⊆ V }. The construction of φ proceeds as follows: Let
fˆ : U → Y , fˆ(x) := f(x)− f(0). Then fˆ(0) = 0 and Dfˆx = Dfx. Consider the
function φ˜ : U → X, x 7→ (Q ◦ fˆ)(x)︸ ︷︷ ︸
∈imQ
+ (id−Q ◦D)(x)︸ ︷︷ ︸
∈kerD
. This function satisfies
φ˜(0) = 0 and Dφ˜0 = idX, so by the inverse function theorem there exist open
neighbourhoods U ′ ⊆ U, V ⊆ X of 0 s. t. φ˜|U ′ : U ′ → V is a diffeomorphism.
Define φ := (φ˜|U ′)−1 : V → U ′. Furthermore, φ˜(x) ∈ imQ ⇔ x ∈ imQ
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and φ˜(x) ∈ kerD ⇔ fˆ(x) = 0. This implies that φ˜ restricts to a map
φ˜|imQ : imQ → imQ and that (note that Q : Y → imQ is bijective, although
Q : Y → X is not) fˆ ◦ φ(x) =
{
Q−1(x) = D(x) , x ∈ imQ
0 , x ∈ kerD , so together with
the definition of fˆ , f ◦ φ(x) = D(x) + f(0), as desired.
To arrive at the desired estimate for sup{r > 0 | Br(0) ⊆ V } one needs to
examine the proof of the inverse function theorem, as presented e. g. in [Con01],
Appendix B:
Let ψ := id − φ˜. Then V can be taken to be Bη/2(0), where η > 0 is so
small that (a) Bη(0) ⊆ U , (b) Dφ˜x is nonsingular for x ∈ Bη(0) and that
(c) ‖ψ(x1) − ψ(x2)‖X ≤ 12‖x1 − x2‖X for x1, x2 ∈ Bη(0). Condition (a) just
says that η ≤ d (d as above). Condition (b) is satisfied (by a general result
about operators on Banach spaces) if ‖idX − Dφ˜x‖ = ‖Dψx‖ < 1 (‖ · ‖ now
denotes the norm on B(X,Y )) and condition (c) is satisfied, by the mean value
theorem, if ‖Dψx‖ ≤ 12 for x ∈ Bη(0), which also implies (b). To examine this
further, calculate Dφ˜x = Q ◦ Dfx + (idX − Q ◦ D) = idX − Q ◦ (D − Dfx)
and hence Dψx = idX −Dφ˜x = Q ◦ (D −Dfx). The condition hence becomes
‖Q(D − Dfx)‖ ≤ 12 . For this to hold it is sufficient that ‖D − Dfx‖ ≤ 12‖Q‖ .
Again applying the mean value theorem, this time to the function Df(η) : U →
B(X,Y ), x 7→ Dfx(η), and remembering thatD = Df0, gives ‖(D−Dfx)(η)‖ ≤
sup{‖D(Df(η))λx(x)‖ | λ ∈ [0, 1]}. Hence if there is a bound on the second
derivative of f , i. e. a constant c > 0 s. t. sup{‖D(Df(η))λx(x)‖ | λ ∈ [0, 1]} ≤
c‖x‖‖η‖ for all x ∈ U , λ ∈ [0, 1], or more generally if there is a constant c > 0
s. t. ‖D −Dfx‖ < c‖x‖ for all x ∈ U , then one can choose any 0 < η ≤ 12c‖Q‖ .
Putting everything together, one arrives at the following theorem:
Theorem A.3. Let (X, ‖ · ‖X), (Y, ‖ · ‖Y ) be Banach spaces, let U ⊆ X be an
open neighbourhood of 0 and let f : U → Y be a smooth map. Assume that
Df0 : X → Y , has a bounded right inverse Q : Y → X and that there exists
a constant c > 0 s. t. ‖Df0 − Dfx‖ < c‖x‖ for all x ∈ U . Let d := sup{r >
0 | Br(0) ⊆ U} and define
ρ := min
(
1
4c‖Q‖ , d
)
.
Then there exists a map φ : Bρ(0)→ U that is a diffeomorphism onto an open
neighbourhood U ′ ⊆ U of 0 with φ(0) = 0 and that satisfies ‖Dφx‖ ≤ 2 and
f ◦ φ(x) = Df0(x) + f(0) for all x ∈ Bρ(0).
The aforementioned condition ξb := −Qbσb ∈ V in the terminology of the the-
orem then becomes (here, σ,Qb, V, ξb get replaced by f,Q,Bρ(0), ξ := −Qf(0))
‖Qf(0)‖ < ρ, which is satisfied if ‖f(0)‖ < 1
4c‖Q‖2 and ‖f(0)‖ < d‖Q‖ .
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A.2 Jacobi estimates
In the following, a variant of Theorems 4.5.2 and 4.5.3 of [Jos02], for inhomoge-
neous Jacobi equations instead of homogeneous ones, is proved. Actually, the
proofs (and statements) of the following lemma and theorem are pretty much
literally taken from the proof of Theorem 4.5.2 of [Jos02].
Lemma A.9. Let τ > 0 and let g1, g2 ∈ C0([0, τ),R) be continuous functions.
Let furthermore ρ ≥ 0 and let f1, f2 ∈ C2([0, τ),R) be solutions to the ODEs
f¨i − ρfi = gi, i = 1, 2,
with f1(0) = f2(0), f˙1(0) = f˙2(0). Then if g1(t) ≤ g2(t) for all t ∈ [0, τ), then
f1(t) ≤ f2(t) for all t ∈ [0, τ).
Proof. Let sρ : R → R, t 7→
{
t ρ = 0
1√
ρ sinh(
√
ρt) ρ > 0
, be the solution to the
equation f¨−ρf = 0 with f(0) = 0, f˙(0) = 1. Define d := (f1−f2)˙sρ−(f1−f2)s˙ρ.
Then on [0, τ),
d˙ = (f1 − f2)¨sρ − (f1 − f2)s¨ρ
= (ρ(f1 − f2) + g1 − g2)sρ − (f1 − f2)ρsρ
= (g1 − g2)sρ
≤ 0,
since for t ∈ [0, τ), sρ(t) ≥ 0 and g1(t) ≤ g2(t) by assumption. It follows that for
t ∈ (0, τ) (hence sρ(t) > 0), ddt( 1sρ (f1− f2)) = ds2ρ ≤ 0 and since (f1− f2)(0) = 0
as well as ddt(f1 − f2)(0) = 0, limt↘0 1sρ(t)(f1 − f2)(t) = 0. This shows that
1
sρ
(f1 − f2) ≤ 0 and since sρ > 0 on (0, τ), f1 − f2 ≤ 0 on [0, τ).
Theorem A.4. Let M be a complete Riemannian manifold, p ∈ M and ξ ∈
TpM . Let γ : [0, 1] → M , t 7→ expp(tξ), be the geodesic through p in the
direction of ξ. Let κ ≥ 0 be s. t. ‖R(X,Y )Z‖ ≤ κ‖X‖‖Y ‖‖Z‖ for all t ∈ [0, 1],
X,Y, Z ∈ Tγ(t)M . Denote X˙ := ∇γ˙X for a vector field X : [0, 1]→ TM along γ
and let V : [0, 1]→ TM be a vector field along γ. Assume that J : [0, 1]→ TM
is another vector field along γ satisfying the inhomogeneous Jacobi equation
J¨ +R(J, γ˙)γ˙ = V .
Then for κ = 0
‖J(t)− (‖t0 γ)(J(0) + tJ˙(0))‖ ≤
∫ t
0
‖V (s)‖(t− s) ds
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and for κ > 0
‖J(t)− (‖t0 γ)(J(0) + tJ˙(0))‖ ≤ (cosh(
√
κ‖ξ‖t)− 1)‖J(0)‖ +
+
1√
κ‖ξ‖
(
sinh(
√
κ‖ξ‖t)−√κ‖ξ‖t) ‖J˙(0)‖ +
+
∫ t
0
‖V (s)‖ 1√
κ‖ξ‖ sinh(
√
κ‖ξ‖(t− s)) ds.
Proof. Let A : [0, 1] → TM be the vector field along γ defined by A(t) := (‖t0
γ)(tJ˙(0) + J(0)), i. e. A¨ = 0, A(0) = J(0), A˙(0) = J˙(0) and the goal is to
estimate ‖J(t)−A(t)‖. Let furthermore a : [0, 1]→ R be the solution of
a¨− κ‖ξ‖2a = κ‖ξ‖2‖A‖+ ‖V ‖, a(0) = a˙(0) = 0
and let b : [0, 1]→ R be the solution of
b¨ = κ‖ξ‖2‖J‖+ ‖V ‖, b(0) = b˙(0) = 0.
If P : [0, 1]→ TM is a parallel vector field along γ with ‖P‖ = 1, then
〈J −A,P 〉¨ = 〈J¨ , P 〉 = −〈R(J, γ˙)γ˙ + V, P 〉 ≤ κ‖ξ‖2‖J‖+ ‖V ‖.
So by the previous lemma, 〈J −A,P 〉 ≤ b, and hence ‖J −A‖ ≤ b on [0, 1]. It
follows that
b¨ = κ‖ξ‖2‖J‖+ ‖V ‖
≤ κ‖ξ‖2‖J −A‖+ κ‖ξ‖2‖A‖+ ‖V ‖
≤ κ‖ξ‖2b+ κ‖ξ‖2‖A‖+ ‖V ‖,
so
b¨− κ‖ξ‖2b ≤ κ‖ξ‖2‖A‖+ ‖V ‖.
Again by the previous lemma, b ≤ a and hence ‖J −A‖ ≤ a.
Let again sρ : R → R, t 7→
{
t ρ = 0
1√
ρ sinh(
√
ρt) ρ > 0
, be the solution to the
equation f¨ − ρf = 0 with f(0) = 0, f˙(0) = 1. Then a is given by a(t) =∫ t
0 (κ‖ξ‖2‖A(s)‖+‖V (s)‖)sκ‖ξ‖2(t−s) ds. If κ = 0, this is just a(t) =
∫ t
0 ‖V (s)‖(t−
s) ds. For κ > 0, one can estimate ‖A(s)‖ ≤ s‖J˙(0)‖+ ‖J(0)‖ and thus
a(t) ≤ ‖J˙(0)‖
∫ t
0
s
√
κ‖ξ‖ sinh(√κ‖ξ‖(t− s)) ds +
+ ‖J(0)‖
∫ t
0
√
κ‖ξ‖ sinh(√κ‖ξ‖(t− s)) ds +
+
∫ t
0
‖V (s)‖ 1√
κ‖ξ‖ sinh(
√
κ‖ξ‖(t− s)) ds
=
‖J˙(0)‖√
κ‖ξ‖ (sinh(
√
κ‖ξ‖t)−√κ‖ξ‖t) +
+ ‖J(0)‖(cosh(√κ‖ξ‖t)− 1) +
+
∫ t
0
‖V (s)‖ 1√
κ‖ξ‖ sinh(
√
κ‖ξ‖(t− s)) ds.
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Corollary A.2. Let M be a complete Riemannian manifold, p ∈ M and ξ ∈
TpM . Let γ : [0, 1] → M , t 7→ expp(tξ), be the geodesic through p in the
direction of ξ. Let κ ≥ 0 be s. t. ‖R(X,Y )Z‖ ≤ κ‖X‖‖Y ‖‖Z‖ for all t ∈ [0, 1],
X,Y, Z ∈ Tγ(t)M . Denote X˙ := ∇γ˙X for a vector field X : [0, 1]→ TM along γ
and let V : [0, 1]→ TM be a vector field along γ. Assume that J : [0, 1]→ TM
is another vector field along γ satisfying the inhomogeneous Jacobi equation
J¨ +R(J, γ˙)γ˙ = V .
Then for ‖ξ‖ ≤ 1√
κ
,
‖J(t)− (‖t0 γ)(J(0) + tJ˙(0))‖ ≤ t2
(
‖J(0)‖+ t‖J˙(0)‖+ 1 + t
2
t
∫ t
0
‖V (s)‖ ds
)
and in particular,
‖J(t)‖ ≤ (1 + t2)
(
‖J(0)‖+ t‖J˙(0)‖+ t
∫ t
0
‖V (s)‖ ds
)
.
Furthermore,
‖J˙(t)− (‖t0 γ)J˙(0)‖ ≤ t(1 + t2)
(
‖J(0)‖+ t‖J˙(0)‖+ 1
t
∫ t
0
‖V (s)‖ ds
)
and in particular
‖J˙(t)‖ ≤ ‖J˙(0)‖+ t(1 + t2)
(
‖J(0)‖+ t‖J˙(0)‖+ 1
t
∫ t
0
‖V (s)‖ ds
)
.
Finally, if J(0) = 0, then
∥∥(1
tJ(t)
)
˙
∥∥ ≤ 2(1 + t2)(t‖J˙(0)‖+ 1
t
∫ t
0
‖V (s)‖ ds
)
.
Proof. For κ > 0 and ‖ξ‖ ≤ 1√
κ
one can apply the estimates sinh(x)− x ≤ x3,
cosh(x)−1 ≤ x2 and sinh(x) ≤ x(1+x2) ≤ 2x to the formula from the previous
theorem to get
‖J(t)− (‖t0 γ)(J(0) + tJ˙(0))‖ ≤ t2‖J(0)‖+ t3‖J˙(0)‖+
∫ t
0
‖V (s)‖(t− s)(1 + (t− s))2 ds
≤ t2‖J(0)‖+ t3‖J˙(0)‖+ t(1 + t2)
∫ t
0
‖V (s)‖ds.
This estimate clearly also holds for κ = 0 by the previous theorem and the
second inequality in the statement then simply follows by the triangle inequality.
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For the following cf. the proof of Corollary 4.5.1 of [Jos02].
Let P (t) := (‖t0 γ)P (0) for P (0) ∈ TpM with ‖P (0)‖ = 1 be a parallel unit
length vector field along γ. Then for ‖ξ‖ ≤ 1√
κ
|〈J˙(t)− (‖t0 γ)J˙(0), P (t)〉˙| = |〈−R(J, γ˙)γ˙ + V, P 〉(t)|
≤ κ‖ξ‖2‖J(t)‖+ ‖V (t)‖
≤ (1 + t2)‖J(0)‖+ (t+ t3)‖J˙(0)‖+ 2t
∫ t
0
‖V (s)‖ ds +
+ ‖V (t)‖,
so by integration
‖J˙(t)− (‖t0 γ)J˙(0)‖ ≤ (t+
1
3
t3)‖J(0)‖+ (1
2
t2 +
1
4
t4)‖J˙(0)‖ +
+
∫ t
0
2r
∫ r
0
‖V (s)‖ ds︸ ︷︷ ︸
≤ ∫ t0 ‖V (s)‖ ds
dr +
∫ t
0
‖V (s)‖ ds
≤ t(1 + t
2
3
)‖J(0)‖+ 1
2
t2(1 +
t2
2
)‖J˙(0)‖ +
+ (1 + t2)
∫ t
0
‖V (s)‖ ds
≤ (1 + t2)
(
t‖J(0)‖+ t2‖J˙(0)‖ +
+
∫ t
0
‖V (s)‖ds
)
.
The estimate on ‖J˙(t)‖ then also follows simply by the triangle inequality.
For the last inequality, write(
1
tJ(t)
)
˙ =
1
t
J˙(t)− 1
t2
J(t)
=
1
t2
(tJ˙(t)− J(t))
=
1
t2
(tJ˙(t)− t(‖t0 γ)J˙(0) + (‖t0 γ)(J(0)︸︷︷︸
= 0
+tJ˙(0))− J(t))
=
1
t
(J˙(t)− (‖t0 γ)J˙(0))−
1
t2
(J(t)− (‖t0 γ)(J(0) + tJ˙(0))).
The last inequality then follows easily from this and the previous estimates.
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