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Abst ract - -The  boundary element method has its origins in the boundary integral equation 
method [1] and has, in the past two decades, become a well-established technique for the solu- 
tion of problems in engineering and applied science. A significant amount of work has been focused 
on the development of computer programs, the vast majority of which have been written to run on 
sequential computers. However, the boundary element method exhibits inherent parallelisms which 
may be mapped onto a variety of parallel architectures. Over the past few years, boundary element 
researchers have started to realize the possibilities that parallel computing environments offer. Ap- 
plications from elasticity, electromagnetics, fluid dynamics, etc., have had implementations on both 
fine-grained and coarse-grained architectures. 
Keywords - -Boundary  elements, Integral equations, Boundary-value problems, Potential prob- 
lems, Parallel computing. 
1. INTRODUCTION 
Integral  formulat ions of boundary-value problems provide an alternat ive to the more well-known 
part ia l  differential formulations. In many circumstances, the integrals involved are taken over 
the boundary  of interest only, which leads to the boundary  element method.  The development 
of paral lel  computers  has found a variety of appl icat ions in the areas of finite differences [2] and 
finite elements [3]. The implementat ion of the boundary  element method on paral lel  comput ing 
architectures has only recently been at t ract ing interest. The first use was described by Symm [4], 
and this work was continued by Davies [5-7]. Since then, there has been a considerable increase 
in the use of paral lel  architectures. 
2. INTEGRAL FORMULATIONS OF 
BOUNDARY-VALUE PROBLEMS 
A boundary-value problem defined by a partial differential equation in a domain, V, together 
with suitable conditions on the closed boundary, S of V, may be written in the form 
L¢ = f in V, (1) 
subject  to 
B¢  = g on S. (2) 
Such boundary-va lue problems can be wr i t ten as integral equations. 
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3. THE BOUNDARY ELEMENT FORMULATION 
FOR POTENTIAL  PROBLEMS 
3.1. Boundary  Integra l  Equat ion  
Since we shall be able to identify the principal features of the boundary element method, we 
shall illustrate the approach by considering two-dimensional potential problems. 
Suppose that the potential problem is defined over the plane region D bounded by the closed 
curve C and that we have a Dirichlet boundary condition on a section Co together with a Neumann 
boundary condition on a section C1, where C = Co + C1. If we write the flux variable as q, i.e., 
o¢ _ q, then the boundary integral equation corresponding to Laplace's equation is given by [5] On 
2~rc¢ = /c {¢ o~(lnR') -qlnR'} ds', (3) 
and the internal potentials are given, in terms of the boundary values, by 
1 ¢= ~-~r /c {¢ O~(lnR')-qlnR'} ds'. (4) 
3.2. Boundary  E lement  Formulat ion  
We develop a set of algebraic equations as an approximation to the boundary integral equa- 
tion (3). 
Choose a set of N collocation (or nodal) points on the boundary at which we seek the values 
of the potential, ¢, and the flux, q. 
Associated with each collocation point is a suitable basis function, so that we have the set 
{uj(s): j = 1,2, . . .  ,N} of linearly independent functions defined in terms of the distance, s, 
around the boundary. 
We now consider approximations to ¢ and q on the boundary given by 
N N 
¢(s) = Eu j ( s )¢ j  and {(s) = Euj(s)qj, (5) 
j=l j=l 
where Cj and qj are the nodal values of ¢ and q, respectively. 
Substitute ¢ and ~ in equation (3) and choose the boundary field point, r, to be successively 
each of the N nodes to obtain 
2~rci¢~jc{¢(s')o~(lnR,)-(t(s')lnR,}ds', i = 1 ,2 , . . . ,N ,  (6) 
where 1~ is the position vector of a point on the boundary relative to the node i. 
Using equations (5) and (6), we obtain 
2~rei¢i ~ ~._ (s')¢j (lnRi) - E (s')qj lnR~ ds', i = 1, 2,..., N, (7) 
JC '  
j=l 
and we can write this as 
N N 
EH{jcj+ EGijqj=O, i= l,2,...,N, (8) 
j= l  3=1 
where 
H~j =/v uj(s') o~(lnP~)ds' - 27rcieij (9) 
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and / *  
= - ~C uj (s') In Ri dJ. Gij 
In matrix form we write the set of equations (8) as 
H~b + Gq = O, (10) 
and we partition the matrices in equation (10) according to the type of boundary condition which 
occurs at the node i, i.e., we write 
[,<0, r+< 0, ,0, 
[~(1) 1 + [G(0) G(1) 1 [q(l)] =0,  (11) 
where the superscripts 0 and 1 refer to Dirichlet and Neumann conditions, respectively. Since 
¢(0) and q(1) are known, we rearrange the set of equations (11) as 
[G (°) HO)] [ q(°) °<,,] _-_ r° [q(1)], 
i.e., we have a system of equations of the form 
Ax = b, (12) 
where A = [G (°) H(1)], a matrix which depends only on the geometry of the boundary, x = 
[q(O) ~b(1)] m, a vector of unknown fluxes and potentials, and b [H(0) G(1)] [~b(0) q(1)] m 
vector of known values on the boundary. We note here that A is a fully populated matrix which, 
in general, is not symmetric. 
The solution of the system of equations (12) leads to pairs of values (¢i,qi) at node i, i = 
1, 2 , . . . ,  N, from which we can obtain the interior potentials using equation (4) 
1 ~ In Rk } ds', 
where Rk is the position vector of the boundary point r' relative to the interior field point rk. 
Using equation (5) for q$ and ~ we obtain 
q~k ~ ~1 j=l ~ {/cUJ(J) O~ (lnRk)ds'} Cj_ ~1 j=l ~ { /cUj(s') lnRk dsl} qj' 
N N (13) 
= Oj + 0kjq , say. 
j=l j=l 
3.3. Overv iew of the  Boundary  E lement  Method  
Although we have considered the relatively simple potential problem, it serves as a suitable 
model for the method since we see that there are three distinct phases in the boundary element 
method: 
(i) the set-up hase in which the coefficients Hij, G~j,/tkj and Gkj are evaluated, 
(ii) the solution of the system of algebraic equations, 
(iii) the recovery of the internal potentials. 
All three phases exhibit a parallelism which may be mapped onto a suitable parallel architecture. 
We shall consider the various parallelisms inherent in the method in Section 4. 
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4. PARALLEL  BOUNDARY ELEMENTS 
4.1. Para l le l  App l i ca t ion  Areas  
The boundary element method has been widely used for the solution of engineering problems 
since the early 1960's. However, it took nearly twenty years before the first parallel implementa- 
tion was described in the literature by Symm [4]. Simkin [8] had suggested that parallel computers 
should provide a suitable environment for integral formulations of electromagnetic problems, but 
he did not give details. Symm's implementation, on the ICL DAP, comprised a short feasibility 
study of the solution to the Dirichlet problem in a circle. This work indicated that an array 
processor provides a suitable environment for boundary element method computations. 
In many of the early applications, workers confined their attentions to the system-equation so-
lution phase. For example, the method of substructures in elastostatics provides a coarse-grained 
parallelism which has been exploited using a vector processor [9-11]. Calitz and du Toit [12] used 
an integrated array processor to affect the solution phase in an axisymmetric electromagnetic 
problem. Guru Prasad et al. [13] consider a variety of equation solvers, including preconditioned 
conjugate gradient methods. At the same time, other specific aspects of the boundary element 
method were considered for implementation a vector processor, e.g., numerical quadrature [14]. 
A parallel solution of the system of equations in the area of micro-hydrodynamics is given by 
Kim and Amann [15], using the method of asynchronous iterations. Interactions between elements 
on neighboring boundaries are stronger than between those on distant boundaries, consequently 
"neighboring" information is updated at each iteration and "distant" information is updated less 
frequently. 
Fine-grained implementations on the ICL DAP, for a variety of linear and quadratic element 
problems in which all phases exploit the parallelism, are described by Davies [5-7]. A coarse- 
grained implementation f the potential problem on a network of transputers was considered by 
Davies [16], and on the QCDPAX machine by Effendi et al. [17]. Drake and Gray [18] also consid- 
ered a coarse-grained implementation f Laplace's equation using a row oriented ecomposition 
strategy. The potential problem, applied to problems with a free-surface, has been considered by 
Ramesh, Hsu et al. [19] using a network of SUN workstations run in parallel, using the Parallel 
Virtual Machine (PVM) parallel toolkit. 
Parallel implementations of the panel method for flow around an aerofoil has been studied 
by Lai [20], Hu and Jackson [21], and by Hu and Paysour [22]. Baddour et al. [231 consider 
three-dimensional nonlinear ship waves on a transputer network. 
McDowall et al. [24] investigated electromagnetic problems using constant elements. Linear 
elements have been used by Davies [25] on the DAP and by Bryant et al. [26], by Daoudi and 
Lobry [27,28], and by Lobry [29] on a network of transputers. The PVM environment has been 
used by Ramesh, Shaw et al. [30] for charge transport calculations. Charge transport prob- 
lems require the solution of Poisson's equation for the electrostatic potential together with the 
current continuity equation, and this solution can be developed using a hybrid boundary ele- 
ment/method of characteristics approach [31]. A parallel implementation f this hybrid method, 
using Parallel Basic Linear Algebra Subprograms on the Intel Hypercube, is described by Elster 
and Ramesh [32]. 
Song et al. [33] describe a parallel implementation f a quadratic element approach to the 
solution of axisymmetric elastostatic problems. The approach suggested by Drake and Gray [18] 
was extended by Flanery et al. [34] for applications in elastodynamics, using an implementation 
on the INTEL iPSC/860 hypereube. 
Kumar et al. [35] describe a three-dimensional stress analysis implementation the Connec- 
tion Machine in which the parallelism of all three boundary element phases are exploited. Nu- 
merical quadrature is a significant computational feature in large-scale three-dimensional stress 
analysis, and Kane et al. [36] describe a parallel implementation the Connection Machine. 
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Miccoli [37] describes an implementation f the Galerkin boundary element method on a Meiko 
Computing Surface. 
The dual reciprocity technique provides a boundary element formulation for the Poisson prob- 
lem; a fine-grained implementation of this method is described by Davies [38]. 
4.2. F ine -Gra ined  Arch i tectures  
A possible mapping to the DAP is described for the potential problem with linear elements 
by Davies [5]. The square system of equations is mapped directly to the processor array, i.e., 
processor i , j  holds all the information ecessary for calculating the coefficients associated with 
base node i and target element j. The fine-grained parallelism is conveniently illustrated by the 
calculation of Hij and Gij using equation (9). In order to calculate these coefficients, three loops 
are required: an outer loop over the base nodes, an intermediate loop over the target elements, 
and an internal loop over the Gauss points. On the array processor, the two outer loops are 
affected simultaneously in parallel and the inner loop only is performed sequentially [5]. If the 
b~e node, i, is in the target element, j ,  then the integrals in equation (9) are singular. These 
singular integrals are evaluated analytically and are accumulated into H.ij and Gi 3 using a suitable 
logical mask. 
4.3. Coarse -Gra ined  Arch i tectures  
Davies [16] considers an implementation on five transputers arranged in a tree configuration. 
The parallelism again centers on the three nested loops described previously, but in this case 
we consider the loops in a different order. The outer loop is taken over the Gauss points, with 
the intermediate loop over the base nodes and the interior loop over the target elements. Each 
Gauss point is associated with a single transputer, and the implementation described uses a four- 
point quadrature. Daoudi and Lobry [27] describes an implementation which comprises a ring 
of up to 32 transputers on a Meiko Computing Surface. The boundary is mapped to tile ring 
of processors in such a way that each boundary element is mapped to a single transputer in a 
cyclic manner, and material and geometrical symmetries are exploited using a group theoretic 
approach. Lobry [29] and Lobry and Broche [39] describe implementations with a variety of 
parallel strategies. 
In the implementation for electromagnetic problems described by McDowall et al. [24], con- 
figurations incorporating a transputer pipeline and a three-level ternary tree are used and the 
corresponding load balancing problems are discussed. 
A domain decomposition method for the boundary element method is described by Davies and 
Mushtaq [40,41]. 
5. COMPUTATIONAL PERFORMANCE 
5.1. F ine -Gra ined  Arch i tectures  
A variety of potential, Poisson and electromagnetic problems has been considered by Davies 
[5,6,25,38] with both linear and quadratic elements and problem sizes ranging from 64 × 64 to 
128 × 128. Speed-ups vary and depend on the problem; typically they are in the range 30 to 100. 
The elastostatic problem described by Song et al. [33] comprised 32 boundary nodes with a 
run time of about 1 s on the AMT DAP and about 20 s on the ICL 2988, a speed up of the order 
of 20. 
For large-scale three-dimensional stress analysis problems, Kumar et al. [35] shows that the 
computation time on the Connection Machine increases linearly with respect o the number of 
boundary elements, compared with the quadratic increase for sequential and vector processors. 
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5.2. Coarse-Grained Architectures 
The transputer implementation f r potential problems described by Davies [16] was concerned 
only with how the parallel algorithm performed in the set-up and field recovery phases. Effi- 
ciencies of between 0.91 and 0.99 were observed for problems ranging in size from 64 x 64 to 
128 x 128 using four transputers. This high efficiency is a result of the very good load balance 
between the transputers. No consideration f inter-processor c mmunication time is taken in this 
paper. Daoudi and Lobry [27,28] develop theoretical measures ofthe communication time, and 
they indicate that when such time is considered, the efficiency ofthe transputer implementation 
decreases from about 0.9 with four processors toabout 0.75 with sixteen processors. However, 
they consider sixteen transputers only and it is not clear whether or not the communication 
overhead will become prohibitive as the number of processors increases. McDowall et al. [24] 
obtain efficiencies ofabout 0.7 for four processors. 
The Galerkin boundary element analysis described by Miceoli [37] involves an implementation 
of two-dimensional elastostatic problems on a Meiko Computing Surface. He indicates approxi- 
mately linear speed-up, using up to sixteen processors, with an efficiency of about 0.7. 
The implementation of amagnetostatic problem described by Bryant et al. [26] concentrates 
on the solution phase and some aspects of the field recovery. Significant time improvements are 
reported as the number of processors increases. 
Drake and Gray [18] give details of the computational performance forthe potential problem 
modelling an electroplating problem on the INTEL iPSC/2 hypercube. Results for up to 64 
processor implementations aredescribed and an approximately linear speed-up is reported. 
The scattering ofelastic waves is considered byFlanery et al. [34] using the INTEL iPSC/860 
hypercube. For 128 node calculations, they consider a coarse-grain parallelism and report a 
significant deterioration in efficiency as the number of processors increases; however, the speed- 
up is of the order of 25 and is compared with a sequential mplementation on an IBM RISC/530 
workstation on which the authors report a speed-up ofthe order of 5. An implementation of a
charge transport problem using Parallel BLAS on the INTEL iPSC/2 hypercube is reported by 
Elster and Ramesh [32] who consider a variety of tests with the number of processors varying from 
1 to 32. The efficiencies vary from about 0.85 with 4 processors toabout 0.5 with 32 processors. 
Effendi et al. [17] use up to 16 processors for the implementation of apotential problem with 
128 nodes and 960 internal points on the QCDPAX. They indicate aroughly constant efficiency 
of about 0.75 for 4, 8 and 16 processors. 
Zucchini and Mukherjee [42] consider axisymmetric stress analysis using a six-processor IBM- 
3090/600E machine. They report speed-ups varying from about 2.5 for a I00 boundary node 
problem to about 5 for a 768 boundary node problem. 
Ramesh, Hsu et al. [19] and Ramesh, Shaw et al. [30] give performance values for implemen- 
tations of the PVM over a network of SUN SPARC Stations for breaking waves and charge 
transport, respectively. Once again, efficiency decreases with increasing number of processors. 
For the nonlinear wave problem, Baddour et al. [23] considered 4 to 24 processors with efficiencies 
decreasing from 0.73 to 0.59. 
6. CONCLUDING REMARKS 
We have seen that the boundary element method has inherent parallelisms which may be 
mapped very conveniently to both fine-grained and coarse-grained parallel architectures. It is 
surprising that only recently have researchers been working in this area. However, even though 
there is an increase in attention being paid to parallel computing, in particular for the paral- 
lelization of existing sequential code [43], current activity is still predominately sequential. The 
reason for this is probably due to the high cost of most parallel machines, and to the possible 
need to learn new programming skills. It is also the case that when it appears that the only 
way forward in the search for improved performance is to consider parallel implementations, we 
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see significant improvements in sequential hardware and, consequently, users do not consider the 
initial investment to be worthwhile. However, there is a limit to the progress that  will be made 
sequential ly and, eventually, we shall see parallel machines being used routinely in many areas of 
applied numerical computation. The way in which parallel machines will be used is by no means 
clear. There is such a wide choice of possibilities, each option having some part icular attraction. 
Most likely candidates are environments which are relatively inexpensive and which offer porta- 
bil ity of code. This would mean that  only organizations with very large resources will be able 
to afford the large massively parallel machines or the big vector processors. The recent financial 
problems of some of the manufacturers of such hardware may also mitigate against hem. The 
way forward for the boundary element method, as well as for other numerical methods, may 
well involve much more modest processing units linked together in suitable configurations via 
software such as PVM. There is still much to be done to improve inter-processor communicat ion 
performance in such situations, but certainly for small research groups, this approach appears to 
be very attractive. 
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