We present a deep-learning-based approach to maximize the accuracy and reliability of vision-based fall detection and alert systems.
INTRODUCTION
With the advent of Internet of ings (IoT), smart homes are envisioned to provide various convenient services including health care. Among many health care services, fall detection and alert services have a ained public a ention since more than one out of four elderly people experiences fall accidents at least once a year.
e fact that there are 46 million community-dwelling elderly in United States and about 30% of them are living alone, aggravates the risks of falls. Since fall incidents may cause serious injuries is work was supported in part by the National Research Foundation of Korea(NRF) grant funded by the Korea government (MSIP) (No. NRF-2016R1E1A2A01939769).
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Most of elderly people su er from poor muscle conditions, decreased strengths, and loss of exibility. Hence, they are prone to falling down, possibly slowly, while bending, reaching, or rising from a furniture. But, to the best of our knowledge, previous works cannot adequately address this kind of slow falls, a serious threat to the elderly people. Clearly, it is important to consider all kinds of fall incidents including slow falls.
State-of-the-art camera-based fall detection solutions can be categorized into either inactivity analyses, 3D head motion analyses, or detection of body shape changes [3] . e inactivity-based solutions trigger an alarm when the resident is found to be motionless for a certain period of time, while those based on 3D head motion analyses rely on the fact that a vertical portion of motion is faster than the horizontal portion when falling down. e methods based on body shapes, on the other hand, analyze the body shape changes monitored throughout a fall (i.e., from standing to lying down), thus producing more accurate results that the former two solutions.
More speci cally, Ma et al. [2] proposed a fall detection method that extracts curvature scale space features of human silhoue es and classi es them with an extreme learning machine to achieve up to 86.83% accuracy. Yoon et al. [4] presented a system using 3D skeletal joint data from Microso Kinect to analyze the fall behavior when the body shape of the resident has changed over a certain amount of time. However, the 3D skeletal joint data cannot accurately keep track of changes to the body shape when the resident is lying down. Most importantly, these solutions lack in the capability of detecting slow falls.
To counter the de ciencies of existing systems, we propose an approach to maximize the accuracy and reliable of vision-based fall detection and alert systems by exploiting deep learning. at is, we employ a 3D Convolutional Neural Network to directly analyze a video stream of continuous motions of a subject obtained when falling down. Accordingly, the proposed system is resilient against distortions of the skeletal structure as opposed to ones based on skeletal information. e proposed system is also capable of detecting slow falls once trained, because it captures subjects' behavior by using 3D-CNN. In general, a huge amount of training data significantly enhances the performance of 3D-CNN without over ing (i.e., ing much closely to the training data), but it is very costly to collect enough data from actual falls. To address this issue, we reinforce our proposed system with a data augmentation technique that randomly generates training data in a virtual space. Our preliminary results demonstrate that the proposed system achieves the classi cation accuracy of up to 96.9%. We plan to further evaluate our system to show it produces accurate results regardless of speed of falls, body orientations, and sensing distances.
PROPOSED APPROACH
As shown in Fig. 1 , our proposed system includes the depth camera deployed in the house or nursing home captures depth video frames and sends them to a local computer. A er receiving the depth video, the computer: 1) resizes (or down-samples) the input video to produce video frames with a dimension of 52×43×24; 2) executes an inference/classi cation process by using a pre-trained 3D-CNNs model; and 3) if detecting a fall, generates an alarm by transmi ing the classi cation results to the health care provider.
For system development and evaluation, we use a fall detection dataset v2 from the Telecommunication Systems Team (TST) as the input video [1] . e dataset contains 264 actions which is comprised of 8 categories, 4 activities of daily living (si ing, grasping, walking, and laying down), and 4 types of simulated falls (fall forward, fall backward, fall to the side, and fall backward ending up si ing) performed by 11 young actors. Depth frames, acceleration streams, skeleton joints are available but we utilize only the depth frames which have a resolution of 512 × 424 captured by the Microso Kinect v2.
e 3D-CNN in our proposed system consists of two convolution layers, two max-pooling layers and three fully-connected layers. We use a recti ed linear unit (ReLU) activation function for maxpooling layers and a sigmoid activation function for fully-connected layers. Because the sigmoid activation may su er from gradient vanishing caused by repeated multiplications of small values, it has a range between 0 and 1. By contrast, the ReLU activation function is free of the gradient vanishing problem and even accelerates the convergence of gradient because it's linear. e fully-connected layer performs so max computation for classi cation between fall and fall-like normal behavior.
As mentioned earlier, if we do not have an adequate amount of real data, the proposed 3D-CNN model would su er from the overing problem. To avoid this problem, we apply data augmentation before training by using one of the existing methods, e.g., [? ] , to signi cantly amplify the amount of data allowing spatial diversity. With data augmentation, depth videos are translated into 4 pixels along the 4 directions (le , right, up, down) to generate four virtual frames from each real frame.
To e ectively train the 3D-CNN model, it is important to minimize a cost function by optimizing weights and biases. We use cross-entropy as a cost function to make training faster because the computational complexity of cross-entropy is much lower than ones based on mean squared errors. It performs optimization via a gradient descent optimizer with mini batches. We also apply a process of drop-out (with a ratio of 0.5) to the fully-connected layer.
e drop-out randomly sets outputs as 0 during back propagation to reduce over ing by preventing complex co-adaptations.
PRELIMINARY RESULTS
We conducted a total of 5 random trials. For each trial, we randomly extracted 240 and 24 videos for training and evaluation purposes, respectively, from the TST fall detection dataset.
We rst evaluated the performance of our proposed system without applying data augmentation. As detailed in Table 1 , the preliminary evaluation results reveal that it achieves 69.6∼78.7% accuracy in 5 trials. We then applied data augmentation before 3D-CNN training to generate 5× larger training dataset and evaluated the system under the same conditions. e results of this evaluation show that its performance is signi cantly improved and achieves the classi cation accuracy of 92.4∼96.9%. 
CONCLUSION
We proposed a novel approach for constructing reliable fall detection and alert systems, which is based on the 3D-CNN model to directly process the continuous motion data from depth cameras. e proposed system overcame the over ing issue by applying the data augmentation technique and achieved the classi cation accuracy of up to 96.9%. As a future work, we plan to apply a background subtraction method as well as optimize/validate our system for detecting all kinds of falls including slow falls in a robust manner.
