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Summary
Understanding where people look in images is an interesting quest, both for the
scientific implications in terms of visual and cognitive processing and behaviour as
well as due to its potential applications such as smart image cropping. The field
has a long history of computational modeling, resulting in a substantial number of
so-called “saliency models” trying to predict where people look in images.
Here, two aspects of the problem are being considered: the one of benchmarking
and comparing models and the one of building better models. The previous state
of model benchmarking in the field was somewhat problematic: researchers used
many different metrics to asses the quality of so-called saliency maps and depending
on the chosen metric, the same model could be state-of-the-art or close to chance.
This inconsistency was generally attributed to the metrics measuring substantially
different things. Depending on the intended application, one would need to decide
for the metric. This made it very hard to asses progress and state-of-the-art in
the field. Here, we show that the underlying cause for the disagreement between
saliency metrics is actually that they interpret saliency maps in highly different
ways. By formulating saliency models as probabilistic models of fixation density
prediction and optimizing them using suitable loss functions like log-likelihood, one
can encode the model predictions into different metric-specific saliency maps that
account for how the metric interprets the saliency maps. Doing this results in highly
consistent metric scores and ranks and mostly solves the benchmarking problem in
saliency, allowing for a clearer picture of state-of-the-art and what’s still missing.
Besides benchmarking, this thesis focuses on building better models of fixation
prediction and on understanding which features are relevant for predicting fixations
well. We introduce transfer learning from deep convolutional features to the field
of saliency modeling to create saliency models that utilize recent advances in the
field of deep learning. With our saliency models “DeepGaze I” and “DeepGaze II”,
we were able to increase the percentage of explained information on the MIT1003
dataset from previously 34% first to 46.1% and subsequently to 80.3%. This sets a
new state-of-the-art in the MIT Saliency Benchmark and shows the importance of
high-level features for fixation prediction.
The model architecture of DeepGaze II allows for a principled comparison of the
predictive power of different features for fixation locations. We show that while
complex deep features are crucial to reach high performance, even very simple
intensity-contrast features still can perform better than all previous models that
don’t use transfer-learning.
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Zusammenfassung
Welche Bereiche von Bildern Menschen anschauen ist eine interessante Fragestellung.
Sie hat wissenschaftliche Implikationen im Bereich der visuellen und kognitiven
Verarbeitung und des Verhaltens, ermo¨glicht aber auch Anwendungen wie zum
Beispiel das intelligente Zuschneiden von Bildern. Es ist bereits seit langer Zeit
u¨blich, sogenannte “Salienz-Modelle” zu konstruieren, die versuchen vorherzusagen,
wo Menschen in Bildern hinschauen.
Die vorliegende Arbeit bescha¨ftigt sich mit zwei verschiedenen Aspekten des Prob-
lems: zum einen mit dem Aspekts des Bechmarkings und Vergleichs von Modellen
und zum anderen mit dem Aspekt der Konstruktion besserer Modelle. Der bisherige
Stand des Benchmarkings im Feld der Salienzforschung war teilweise problematisch:
Forscher nutzten viele verschiedene Metriken um die Qualita¨t der Modellvorher-
sagen in Form sogenannter ”Salienzkarten” zu bewerten. Je nach verwendeter
Metrik kann das selbe Modell oft sowohl als State-of-the-art als auch als nahe an
Chance erscheinen. Diese Inkonsistenz wurde u¨blicherweise mit der Annahme
erkla¨rt, dass die Metriken grundverschiedene Dinge messen. Dementsprechend
mu¨sste man sich je nach geplanter Anwendung eines Modelles fu¨r die eine oder
andere Metrik entscheiden und schlechtes Abschneiden in anderen Metriken akzep-
tieren. Dadurch wurde es aber sehr schwer, Fortschritt und Stand der Forschung zu
bewerten. Hier zeigen wir, dass der eigentliche Grund fu¨r die inkonsistenten Mo-
dellbewertungen darin liegt, dass die Metriken Salienzkarten auf sehr verschiedene
Art und Weise interpretieren. Wenn man Salienzmodelle als probabilistische Mod-
elle formuliert, die Fixationsdichten fu¨r Bilder vorhersagen, und diese Modelle
mit geeigneten Kostenfunktionen wie zum Beispiel log-likelihood trainiert, ist es
mo¨glich, die Modellvorhersagen in verschiedenen metrik-spezifischen Salienzkarten
zu kodieren. Dadurch ko¨nnen die Salienzkarten beru¨cksichtigen, wie einzelne
Metriken die Salienzkarten interpretieren. Im Ergebnis erha¨lt man Modellbewer-
tungen, die u¨ber verschiedene Metriken hinweg sehr konsistent sind. Dies lo¨st das
Problem des Benchmarkings im Bereich der Salienzmodelle weitgehend und erlaubt
einen klareren Blick darauf, wie gut Modelle bereits sind und wieviel besser sie noch
werden ko¨nnten.
Neben dem Benchmarking bescha¨ftigt sich diese Arbeit auch damit, bessere
Modelle zur Vorhersage von Fixationen zu finden und zu verstehen, welche Features
relevant sind, um Fixationen gut vorherzusagen. Dazu fu¨hren wir das Konzept
des Transfer-Learnings mit Features von tiefen neuronalen Netzen in das Feld
der Salienzmodellierung ein. Dies erlaubt uns Modelle zu konstruieren, die die
Fortschritte im Bereich des tiefen Lernens ausnutzen ko¨nnen, die in den letzten
Jahren erziehlt wurden. Mit unseren Salienzmodellen “DeepGaze I” und “DeepGaze
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II” konnten wir den Anteil der erkla¨rten Information im MIT1003-Datensatz von
vorher 34% erst auf 46.1% und schließlich auf 80.3% erho¨hen. Dies setzt einen
neuen State-of-the-art im MIT Saliency Benchmark und zeigt, wie wichtig high-level-
features fu¨r die Vorhersage von Fixationen sind.
Die Architektur von DeepGaze II erlaubt es, verschiedene Features daraufhin zu
vergleichen, wie gut sie sich zur Vorhersage von fixierten Orten in Bildern eignen.
Wir zeigen, dass komplexe tiefe Features zwar notwendig sind um hohe Performanz
zu erreichen, gleichzeitig aber sogar einfachste Intensita¨ts- und -Kontrast-Features
zu ho¨herer Performanz fu¨hren ko¨nnen als sie von allen vorigen Modellen erreicht
wurde, die noch nicht Transfer-Learning verwendet haben.
12
Contents
1 Introduction 17
1.1 Vision and Eye Movements . . . . . . . . . . . . . . . . . . . . . . . . . 17
1.2 Eye Movement Research . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
1.3 Saliency and the Effect of Visual Features on Eye Movements . . . . . 19
1.4 Evaluating and Benchmarking Saliency Models . . . . . . . . . . . . . 24
2 Papers 29
2.1 Information-theoretic Model Comparison Unifies Saliency Metrics . . 29
2.2 Deep Gaze I: Boosting Saliency Prediction with Feature Maps Trained
on ImageNet . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
2.3 Understanding Low- and High-Level Contributions to Fixation Pre-
diction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
2.4 Saliency Benchmarking Made Easy: Separating Models, Maps and
Metrics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
3 Discussion 43
3.1 Formulating and Benchmarking Models of Fixation Prediction . . . . 43
3.2 Improving Models of Fixation Prediction . . . . . . . . . . . . . . . . . 48
3.3 What Drives Fixations in Free-Viewing? . . . . . . . . . . . . . . . . . . 51
3.4 Beyond Fixation Prediction: Readout Networks . . . . . . . . . . . . . 53
3.5 Applications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
3.6 Outlook . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
References 57
Appendix 67
Information-Theoretic Model Comparison Unifies Saliency Metrics . . . . . 67
Deep Gaze I: Boosting Saliency Prediction with Feature Maps Trained on
ImageNet . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
Understanding Low- and High-Level Contributions to Fixation Prediction . 95
Saliency Benchmarking Made Easy: Separating Models, Maps and Metrics 109
13

hic, ne deficeret, metuens avidusque videndi
flexit amans oculos; et protinus illa relapsa est,
bracchiaque intendens prendique et prendere certans
nil nisi cedentes infelix arripit auras.
To dowt him lest shee followed not, and through an eager love
Desyrous for to see her he his eyes did backward move.
Immediatly shee slipped backe. He retching out his hands,
Desyrous to bee caught and for to ketch her grasping stands.
Jetzo besorgt, sie bleibe zuru¨ck, und begierig des Anschauns,
Wandt’ er die Augen voll Lieb’; und sogleich war jene versunken.
Streckend die Arm’, und ringend, gefaßt zu sein und zu fassen,
Haschte der Unglu¨ckselige nichts, als weichende Lu¨fte.
Ovid’s Metamorphes, Book X, Orpheus et Eurydice
quoted after Magnus 1892 (Latin), Golding 1567 (English) and Voss 1798 (German)
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1 Introduction
1.1 Vision and Eye Movements
From all known senses, the visual sense stands out: it is the only sense that allows
one to locate objects very precisely from a distance (Palmer 1999). It is easy to
imagine that having this possibility gives a substantial evolutionary advantage and
indeed most types of eyes that we know today evolved within only 5 million years,
during the Cambrian explosion around 530 million years ago. This development was
paralleled by increasing body size and speed and together enabled visually-guided
predation (Land and Nilsson 2012, p. 21). Additional support for the evolutionary
benefit of vision is given by the fact that while only six of the more than 30 animal
phyla have developed eyes with some acuity, these contribute about 96% of the
known species (Fernald 2008). It is estimated that 40% of human cortex receive at
least some visual input, underlining how crucial vision is for humans (Felleman and
Van Essen 1991).
The retinas of many species don’t sample the full field of view at a constant
resolution, but instead have some part where the receptor density is higher than
in other parts. Most likely, this is due to an information bottleneck problem: the
amount of information that the eye can transmit to the brain is limited by the capacity
of the visual nerve. Humans have around one million retinal ganglion cells which
are estimated to transmit roughly 10 bit/s, putting the capacity of the human optical
nerve at around 10Mbit/s (Curcio and Allen 1990; Koch et al. 2006). It can be useful
to use most of this capacity for the part of the field of view that is behaviourally
most relevant. For example the retina of rabbits has higher resolution in those parts
that perceive the horizon, while the parts directed towards the ground and towards
the sky have much lower resolution (Land and Nilsson 2012, Figure 5.13).
Instead of adapting the density of the retina to the average relevance of a corre-
sponding gaze direction in the visual environment such as sky, horizon or ground,
other animals, including primates, evolved a different solution to the bottleneck
problem: their retinas have a very small area central in the field of view (the fovea)
with much higher resolution than the peripheral parts of the retina (receptor density
is up to a factor of 100 higher than in the periphery, Curcio et al. 1990). This allows
the organism to perceive the central part of the field of view in very high detail
while maintaining a broad gist of a much larger visual angle. The information of the
peripheral part can be used to direct the fovea sequentially at whatever is considered
most relevant at that moment. This can either be done by moving the head (the
dominant case, e.g., for owls; Steinbach and Money 1973) or additionally by moving
the eyes inside the head (e.g., humans). Interestingly, these changes of gaze direction
usually don’t happen in a smooth way. Instead, the fovea is fixated on some point
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in the visual field for some time and then changed rapidly to a different point in a
so-called saccade. The reason for this is most likely that it takes some time to process
the visual input: it takes the photoreceptors around 10ms to fully adapt to the visual
input, (Land and Nilsson 2012, p. 218) and moving the gaze during this time would
induce motion blur. Besides fixations and saccade there are some other types of eye
movements, which include smooth pursuit where the eyes track a moving target and
vergence movements where the eyes move in opposite direction to adapt to closer or
farther visual targets.
Understanding how gaze is directed is of central importance for understanding
visually-guided behaviour in a large number of organisms. Eye movements are a
form of visual attention that is, in contrast to covert attention, comparatively easy
to measure, and usually closely tied to the latter in natural behaviour (Hender-
son 2003). Therefore, eye movements can be used to better understand cognitive
processes. Especially, eye movements allow to observe decision making in natural
behaviour, e.g., the strategies employed to solve a task and what is considered
relevant for solving that task. Examples of such studies have explored how people
make sandwiches (Hayhoe 2000) and tea (Land et al. 1999). Besides attention and
decision making, there are more reasons to be interested in eye movements. The
efficient coding hypothesis (Barlow 2012) suggests that information processing is
adapted to statistics of the input. For the visual system this means that in order
to understand the visual system, one needs to understand the statistics of natural
images (Hyva¨rinen et al. 2009). However, the statistics of the data processed by the
visual system might be different from the statistics of natural images due to selective
sampling (Reinagel and Zador 1999). Finally, there are many applications where
understanding eye movements can help, e.g., when optimizing warning signs or
advertisements, cropping images, scene understanding, or in robotics.
1.2 Eye Movement Research
Eye movement research is a large and diverse field that has produced a substantial
body of literature, not least due to the many implications of eye movements, some
of which have been detailed above. The field of eye movement research has a long
history (see Wade (2010) for an extensive overview). As early as in the fourth
century BC Aristotle observed that the movement of both eyes is tightly linked and
that only certain movement combinations are possible (Aristotle et al. 1908–1952,
pp. 957b-960a, Problemata book XXXI “Problems connected with the eyes”). In
the second century AD, Ptolemy did experiments on binocular vision, while the
Greek physician and philosopher Galen dissected rhesus monkeys to understand
the muscles of the oculomotor system (Galen et al. 1956) Perhaps unsurprisingly,
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Leonardo da Vinci, too, tried to understand anatomy and movement of the eyes
(MacCurdy 1938, p. 186). The fact that eye movements are usually not smooth but
discontinuous was already observed by Porterfield (1737) and described in more
detail by Brown (1878). The term “saccade” for the fast eye movements between
phases of very little movement was first used by E´mile Javal in 1879 in his research
on reading and is the french term for “jerk”.
The quest of understanding eye movements in reading also spurred most progress
in the recording of eye movements. Javal tried unsuccessfully to attach a pointer
to the eye that was supposed to record eye movements on a kymograph. In 1879,
both Lamare and Hering attached a tube to the eye lid that generated sounds when
the eye moved (Wade and Tatler 2009). Finally, at the beginning of the 20th century,
Dodge developed the photographic eye tracker that didn’t need any attachment to
the eye and allowed much more natural viewing behaviour.
This progress in recording eye movements is what eventually allowed the explo-
ration of not only how we move our eyes but also where we actually look. For
inferring the gaze position relative to a stimulus from eye position, it is necessary
to precisely measure the eye position and transform this position into image coor-
dinates. The question where we look first gained interest in the context of reading
and was then extended to picture viewing by George Malcom Stratton. He recorded
eye movements while subjects viewed simple geometric patterns and noticed that
symmetric patterns do not result in symmetric eye movements (Stratton 1906). The
question how fixation locations are selected gained substantial momentum in 1935
with Guy Buswell’s foundational work in How people look at pictures (Buswell 1935).
He already looked into many effects that still interest the field to the present day,
including where people look spatially, how the spatial fixation distribution changes
over presentation time, fixation durations, inter-observer consistency and the influ-
ence of instructions given to the subjects. The question about the influence of tasks
on eye movements was made famous by Yarbus, who explored this effect in great
depth (Yarbus 1967).
1.3 Saliency and the Effect of Visual Features on Eye Movements
The locations of fixations are influenced by many factors, including oculomotor
biases and tasks. One factor gained particular interest over time: the influence of
the observed visual stimulus. Already Buswell noticed that people attract fixations
(Buswell 1935) and Yarbus showed that depending on the task, different areas of an
image are fixated, while confirming the overall tendency towards looking at persons
(Yarbus 1967). As opposed to those semantic image features, people later investigated
the low-level properties of fixated image locations. For example, Mannan found that
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Figure 1: In visual search experiments, there are cases where the targets seem to pop
out among the distractors (left: horizontal bar among vertical bars) while
in other cases the target doesn’t immediately pop-out and requires serial
search (right: horizontal black bar among horizontal and vertical black and
gray bars). These differences motivated the Feature Integration Theory.
fixated locations typically have higher spatial contrast (Mannan et al. 1996; Mannan
et al. 1997) and other researchers explored similar statistical properties of fixation
locations (Reinagel and Zador 1999; Krieger et al. 2000; Parkhurst and Niebur 2003).
The term saliency is often used in the context of the interaction between image
features and fixation placement. The notion of saliency originated in the field of
attention and visual search, and subsequently heavily influenced the field of fixation
modeling as will be outlined in the following.
When visually searching for targets among distractors, the search durations behave
qualitative differently for different combinations of targets and distractors. There are
certain combinations of targets and distractors where the average search duration
doesn’t seem to depend on the number of distractors. For other combinations the
search takes the longer, the more distractors are present. The former kinds of targets
seem to pop out immediately (e.g., a horizontal bar among vertical bars, Figure 1
left) while the latter kinds of targets require a serial search (e.g., a black horizontal
bar among many horizontal or vertical gray or black bars, Figure 1 right). Treisman
and Galade proposed an explanation for this effect in their Feature Integration Theory
(Treisman and Gelade 1980). They hypothesized a two stage attentional system,
where a first stage computes feature maps, registering elementary features highly
parallel over the full field of view while objects being defined as a conjunction of
multiple features can only be detected with focused attention and therefore require
serial shifts of this focused attention over candidate locations.
In 1985, Koch and Ullmann suggested a computational mechanism of how the
feature integration theory could be implemented. They proposed that for many
elementary features like color and orientation of motion, conspicuity maps are
computed. These conspicuity maps single out locations that differ significantly
20
feature maps
saliency map
winner-take-all
central representation
Figure 2: The model of Koch and Ullman proposes to combine multiple feature maps
into a single saliency map where a winner-take-all mechanism selects the
most salient location which is then fed to a central representation for
further processing. Figure reproduced and adapted from Koch and Ullman
(1985) with permission from Springer-Nature.
from their surrounding locations with respect to that feature and are subsequently
combined into one global conspicuity map, which they termed a saliency map. How
exactly different elementary features contribute to the saliency map is not specified
and might be influenced by the current task. They propose that a winner-take-all
mechanism selects the most conspicuous location in the saliency map. After a
location has been selected, the visual information of that location is copied into a
central representation where, e.g., it can be checked whether it is the actual search
target. After the location has been processed, the saliency map is suppressed at
that location, leading to a “shift of attention”. Koch and Ullman proposed a neural
algorithm for the winner-take-all mechanism that is consistent with experimental
findings such as the one that attentional shifts over a larger spatial distance take
longer time.
After Koch and Ullman outlined the described computational mechanism for the
feature integration theory, it was implemented by Itti et al. (1998). The model extracts
color, intensity and edge filter responses at different scales, takes center-surround
differences and normalizes to detect feature pop-out. The results over different
features and scales are then combined linearly to yield the final saliency map. The
model of Itti et al. is an image-computable model, i.e., a model that can not only
process artificial stimuli for which the elementary features were known a priori (such
as Didday and Arbib 1975), but any arbitrary image. This allowed a wide range of
applications and is one of the reasons for the large impact this model had on the
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field. Itti and Koch (2000) evaluated the model on search durations when searching
for military vehicles in natural images. The feature integration theory and the model
of Itti et al. were proposed to understand covert shifts of attention and were not
intended to predict eye movements. However, the assumption that eye movements
are closely related to covert attention (e.g., Henderson 2003) motivated to compare
the model predictions to eye movements. This comparison was suggested by Itti
and Koch (2001a) and Itti and Koch (2001b) and eventually done by Parkhurst et al.
(2002): they recorded fixations on natural images, computed saliency maps with
the model of Itti and Koch for those images and compared the saliency of fixated
locations with the average saliency of the image. They found that fixated locations
have above-average model saliency and that earlier fixations have higher model
saliency than later fixations (although the latter finding was shown to be an artifact
by Tatler et al. 2005).
The model of Itti and Koch together with its evaluation on fixations by Parkhurst
et al. established saliency maps as the standard framework for modeling the effects
of image features on spatial fixation placement. Until the present day, most models
of the spatial fixation distribution compute a saliency map that is then evaluated on
fixations. What changes from model to model is how the saliency map was proposed
to be computed from the image input. Since the model of Itti and Koch, an ever
growing zoo of models propose computational mechanisms for computing saliency
maps. With the influential MIT saliency benchmark listing around 90 models and
new models being published monthly it is not easy to keep track of the field. Here
we give a brief overview, focusing on the developments and concepts which are
most important for this thesis. For a more extensive overview of existing models see,
e.g., Borji and Itti (2013) and Borji et al. (2013a).
The oldest category of saliency models could be called “classic saliency models”.
In the tradition of the original model of Itti and Koch, these models are usually
inspired by the classic idea of saliency as feature pop-out. They use hand-crafted
low-level features for computing saliency maps and either operate purely locally (Itti
et al. 1998; Zhang et al. 2008), or more often add some global features or statistics
(Torralba et al. 2006; Harel et al. 2007; Hou and Zhang 2007; Bruce and Tsotsos
2009; Goferman et al. 2012; Erdem and Erdem 2013; Riche et al. 2013a). Also some
simple heuristics turned out to work surprisingly well: thresholding color channels
and selecting components that are not connected to the image border (Zhang and
Sclaroff 2013) gave rise to the best model on the MIT Saliency Benchmark until late
2014.
Besides handcrafted models an increasing number of models apply machine
learning to learn the relevant features from fixation data. Likely the first example of
this class of models was proposed by Itti and Koch (2001b) via extending the model
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of Itti and Koch with learned linear weights. Baddeley and Tatler (2006) modeled
fixation density as a generalized linear model (GLM) with different feature maps
such as high and low-frequency edges and contrast and trained the model with the
maximum a posteriori estimator. Shortly after, Kienzle et al. (2007) trained an kernel
support vector machine (SVM) with radial basis functions (RBF) to distinguish
fixated locations from nonfixated locations. Subsequently they showed that the
model can massively be simplified to just four basis units with center-surround
features (Kienzle et al. 2009). Peters and Itti (2007) used a least squares regression to
predict low resolution binary fixation maps and Zhao and Koch (2011) learned linear
weights for the features of the original model of Itti and Koch with an additional
face detector by minimizing the l2 distance to empirical saliency maps (i.e., blurred
fixation maps). Judd et al. (2009) trained an SVM that combines the saliency model
of Torralba et al. (2006) and several preexisting object detectors for, e.g., faces, people,
cars and the horizon. Finally, deep learning reached the field of saliency modeling
when Vig et al. (2014) trained three layer neural networks to distinguish fixated
locations from non-fixated locations. In our model DeepGaze I described in Section
2.2 of this thesis (Ku¨mmerer et al. 2015a) we used transfer learning for fixation
prediction by training a linear readout on top of the last convolutional layer of the
object detection model AlexNet (Krizhevsky et al. 2012). Since DeepGaze I, most
high-performing saliency models are using transfer learning, such as SALICON
(Huang et al. 2015), DeepFix (Kruthiventi et al. 2017), SalGAN (Pan et al. 2017) and
our model DeepGaze II (Ku¨mmerer et al. 2017) presented in Section 2.3 of this thesis.
At this point, it is crucial to point out that the term “saliency” is heavily overloaded.
The term changed and multiplied its meaning over the last two decades, starting
from the classic low-level feature pop-out in attention and in fact by now there are at
least four different notions of saliency that are used in closely related fields. In vision
science and psychology, saliency usually still denotes low-level feature pop-out.
In computer vision, saliency or saliency prediction is equated with the prediction
of fixations in images with whatever features are helpful and explicitly allowing
high-level semantic features. Additionally, computer vision uses the term saliency in
the context of salient object detection, which is essentially a foreground/background
object segmentation task (Borji et al. 2015) that in most cases does not involve any
eye movement data. Finally, in deep learning, the term “saliency map” has been
established for visualization techniques that try to quantify which areas of an input
image are how relevant for the final network decision, e.g., in object recognition
(Simonyan et al. 2013; Zhou et al. 2016; Kindermans et al. 2018). In this thesis,
saliency will be used in the meaning of “whatever drives fixations” and use the
term “classical saliency” to refer to the concept of low-level feature pop-out in vision
science.
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Also, the distinction between bottom-up/top-down and low-level/high-level
is used with different meanings. Sometimes these terms are used to differentiate
between involuntary and task-driven effects, sometimes they are used to differentiate
between simple, mostly linear features that could be computed early in the visual
hierarchy and complex potentially semantic features. In this thesis, bottom-up and
top-down will be used to differentiate between involuntary and task-driven effects,
while low-level and high-level will be used to differentiate between simple and
complex features, as suggested in Schu¨tt (2018).
1.4 Evaluating and Benchmarking Saliency Models
As detailed above, the research community working on saliency modeling has grown
large studying a variety of diverse models. As a consequence, the topic of model
comparison has become increasingly important to develop a precise notion of how
to judge the usefulness of different models. As it turns out, for the field of saliency
models, this problem is surprisingly complex. A large part of this thesis is dedicated
to organizing this complexity and suggesting principled solutions.
In general, there are multiple ways to judge whether a model is “good”. Originally,
researchers often checked whether the model reproduces certain qualitative effects,
e.g., constant duration in elementary feature search versus linear search duration
in conjunction search. Alternatively, especially in computer vision there is often an
explicit task and objective function that allows one to measure model performance
quantitatively on this task, e.g., search performance in the search for military vehicles
in images (Itti and Koch 2000).
In the absence of a specific task, discriminative modeling is not possible. One
usually resorts to generative modeling and one can try to quantify how well the
model predicts the ground truth data that it is supposed to model, such as human
eye movement data on images. This could be advantageous because it should result
in just one performance number instead of having to decide which effects or tasks
are most important, and one would hope that a model that is good at predicting
the actual data is also good on all sorts of tasks and applications. Also, information
theory provides very principled notions of what it means to predict data well. The
field of fixation prediction usually chooses the approach of quantifying how well
models predict fixation data since there is no obvious effect or application.
Quantifying how well a saliency map predicts ground truth fixation data is not
straight-forward. The concept of saliency maps was originally not intended to be
evaluated on human fixation data at all but was supposed to explain certain effects
found in visual search (see Section 1.3). Saliency maps, i.e., two-dimensional arrays
of values or scalar fields, and fixation data, i.e., sets of locations on images, live in
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very different spaces and therefore many classic measures of prediction performance
cannot directly be applied to them, such as mean squared error, variance explained
or correlation. Additionally, there is not even a clear notion of what the saliency
value of an image location is supposed to mean – again, because saliency maps were
originally not intended to be evaluated on fixation data. The only real common
ground among researchers is that areas of higher salience should be associated with
more fixations.
Given this lack of an obvious performance measure, researchers came up with
many different solutions to this question. With more than twenty metrics, there are
too many metrics to go into detail about all of them. Instead I will introduce the
ones that are either very relevant for historical or other reasons or that are commonly
used. For more details, see Wilming et al. (2011), Riche et al. (2013b), Meur and
Baccino (2013), Borji and Itti (2013), and Judd et al. (2012), discussing a total of
close to 20 metrics, and two papers included in this thesis (Ku¨mmerer et al. 2015b;
Ku¨mmerer et al. 2018).
In the first ever comparison of saliency maps and fixation data, Parkhurst et al.
(2002) compared the saliency of fixated locations to the average image saliency. How-
ever, they only tested for significance but didn’t establish a performance measure. In
2005, Tatler et al. established a metric that is now usually called the “shuffled AUC”
metric.
The area under the ROC (receiver operating characteristic) curve is a standard
metric from signal detection theory and measures the performance of a binary
classifier. Given a classifier that assigns to each data point x a score c(x) where high
scores should correspond to class A and low scores to class B, for a threshold θ
one classifies datapoints with c(x) < θ into class B and datapoints with c(x) ≥ θ
into class B. This yields a hit rate hθ and a false positive rate fθ and one would
hope to have a high hit rate and a low false positive rate. In order to remove the
dependency on the threshold θ, one can compute the integral over the ROC curve
given by the points ( fθ , hθ) for all θ which goes from (0, 0) to (1, 1). This integral is
called the “area under the ROC curve” or “AUC” and is a number between 0 and
1. An AUC of 0.5 corresponds to a classifier operating at chance performance. An
AUC of 1 is a perfect classifier and 0 a classifier that is always wrong. The AUC
metric can seem hard to interpret, but actually it has a very intuitive meaning: One
can use the classifier score not to classify single datapoints into the classes A and B
but instead to classify pairs of datapoints (x, y) into classes (A, B) and (B, A). The
AUC is exactly the accuracy of this classifier. This task is effectively a 2AFC (two
alternative forced choice, Fechner 1860) task where the classifier has to decide which
one of two image locations has been fixated.
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Tatler et al. applied the AUC score to saliency metrics by treating the saliency
map as binary classifier score for image locations with one class being the fixated
locations and the other class (“nonfixations”) being locations fixated in another
random image from the dataset at hand.
By now there are multiple versions of the AUC metric in use for saliency model
evaluation. Most prominent are the one originally used by Tatler et al. (2005) and
another version where instead of fixated locations from other images, all pixels in
the same image that haven’t been fixated are used as second class (Cerf et al. 2009;
Wilming et al. 2011; Judd et al. 2012).
Another popular metric is the normalized scanpath salience (NSS). It is essentially
the z-score of saliency values at fixated locations compared to all locations and was
introduced by Peters et al. (2005) as a refinement of the approach used by Parkhurst
et al. (2002).
The AUC-type metrics and NSS can be categorized as value based metrics since
they operate on the saliency values of fixated locations. There is a second class of
metrics, often called distribution based metrics. Instead of bringing saliency maps
into the space of fixation locations like AUC and NSS, these metrics transform the
fixation locations into the space of saliency maps and apply metrics there. The
transformation from fixation locations to a saliency map is usually done by counting
the number of fixations for each image pixel and convolving the resulting map
with a Gaussian of usually one degree of visual angle. This essentially computes a
Gaussian kernel density estimate of the fixation distribution. The convolved map is
often called empirical saliency map and is treated as ground truth in all distribution
based metrics.
The most prominent distribution based metric is the correlation coefficient (CC,
Ouerhani et al. 2003; Pomplun 2006; Hwang et al. 2007): it uses the pearson correla-
tion coefficient to compare a model saliency map with an empirical saliency map.
The perfect model would exactly reproduce the empirical saliency map and score
a correlation coefficient of 1. Another frequently used distribution based metric
is similarity (SIM, Judd et al. 2012). This metric treats saliency map and empirical
saliency map as probability distributions, takes for each pixel the smaller value
of both maps and computes the sum of those values (essentially computing an `1
distance).
KL divergence (KLDiv, Rajashekar et al. 2004; Meur and Baccino 2013) also treats
saliency map and empirical saliency map as probability distributions and computes
the KL divergence between both distributions. Unfortunately, there is another
completely different metric that computes the KL divergence between histograms
of saliency values at fixated and non-fixated locations and that is also usually just
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referred to as KL divergence (Itti and Baldi 2006; Borji and Itti 2013) which often
leads to some confusion. Finally, occasionally the Earth Mover’s Distance (EMD, Zhao
and Koch 2011; Judd et al. 2012) is used to compare saliency maps to empirical
saliency maps.
Besides value based and distribution based metrics, there are also completely
different approaches. For example, Li et al. (2015) and Xia et al. (2018) learn saliency
metrics to reproduce human similarity judgments between model saliency maps
and empirical saliency maps as a way to quantify the common practice of visually
comparing saliency maps (e.g., done in Cornia et al. 2018; Borji et al. 2013a; Borji
and Itti 2013).
Metrics are not the only important ingredient for evaluating models. For making
model comparisons fair, it is vital to compare models on the same dataset. In
order to do so, the field of saliency modeling uses benchmarks to assess progress
in the field. This serves to exclude differences in subjects, choice of images or the
experimental setup as confounding factors for the model performance. Benchmarks
in saliency modeling usually mainly consist of a hold-out dataset of fixations where
the actual fixations are not published to keep models from overfitting to the dataset.
Often there is a second training dataset collected in the same experiment that is
made public to allow matching experiment specific biases. Researchers can submit
model predictions to the benchmark and be informed about how well their model
does on the hold-out dataset. Additionally, often there is a leaderboard where the
performance of submitted models is listed as a quick way to asses progress and state
of the art.
By far the most widely used and accepted saliency benchmark is the MIT Saliency
Benchmark (mit.saliency.edu). Its main benchmarking dataset MIT300 (Judd et al.
2012) consists of 300 natural images with indoor scenes, outdoor scenes, natural
scenes, portraits and more together with free-viewing fixation data from 45 observers
over three seconds presentation time. Its leaderboard shows the performances of
around 100 models. Additionally, since 2015 there is a second benchmark dataset
CAT2000 (Borji and Itti 2015) with 2000 images from 20 different categories like
natural scenes, fractals or satellite images. Other relevant benchmarks are the
SALICON challenge and the LSUN challenge.
Despite these benchmarking efforts, keeping track of progress and state of the art in
the field of saliency prediction is a huge problem. There is no clear agreement about
where the field stands. For example, Einha¨user and Ko¨nig (2010) wrote “Recent
elaborations of such stimulus-driven models are now approaching the limits imposed
by intersubject variability” while Borji et al. (2013a) wrote “the main conclusion of
this study is that a significant gap still exists between the best models and human
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inter-observer agreement”. The reason for having such strongly opposed opinions in
a field that puts great value on quantitative benchmarking is that the many different
commonly used metrics in the field (see above) give rise to highly inconsistent
model rankings. Different metrics do not necessarily pose a problem on their own.
For example, in image segmentation, both per-pixel accuracy and intersection-over-
union are commonly used metrics, however, model rankings are roughly correlated
between those metrics. Models being substantially better in one metric usually are
also substantially better in the other metric. Rankings might be different only for
models with similar performance. This is what researchers intuitively expect from
different metrics. For example, Borji et al. (2013a) write “A model that works well
should score high (if not the best) at almost any score”. This intuition fails for
saliency models: it is quite common that one model is state-of-the-art in one metric
and below baseline in another metric while the same holds in reverse for another
model (“To the disappointment of the authors, many recent models overall perform
worse than the Itti-CIO2 model published in 1998”, (Borji and Itti 2013)). The field is
very aware of this “metric confusion” and there is a substantial body of literature
seeking to address it. Le Meur et al. (2007), Wilming et al. (2011) and Borji and Itti
(2013) catalog metrics by conceptual similarities. Other researchers have tried to
analyze weaknesses of some metrics, such as the saturation of AUC metrics (Zhao
and Koch 2011) or edge effects of AUC and KL-Div (Zhang et al. 2008) and check
extreme cases (Bylinskii et al. 2018).
On a more general level, metrics have been ranked and classified based on certain
principles: Emami and Hoberock (2013) selected a best metric based on how well
different metrics can differentiate between empirical saliency maps and random
saliency maps, Xia et al. (2018) compared saliency metrics to human similarity
judgments between model saliency maps and empirical saliency maps and Wilming
et al. (2011) classify metrics based on properties like intuitive scales and robustness.
Riche et al. (2013b) analyze the statistical differences between metrics over a large
number of models and apply PCA to suggest three metrics that explain most of
the variance, but do not discuss whether using multiple inconsistent metrics is a
worthwhile goal in the first place.
There is one common element in all existing research on saliency metrics: all
works accept the massive differences between saliency metrics as a given and suggest
different ways to cope with them. Interestingly, there is no attempt to mitigate the
disagreement between metrics altogether.
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2 Papers
This chapter will summarize the papers that resulted from the research done in my
PhD. For each paper, I will detail what motivated the work, state the main results
and discuss those results shortly. The following chapter 3 will combine the papers
into a bigger picture to discuss the overall outcome of the research presented here.
2.1 Information-theoretic Model Comparison Unifies Saliency Metrics
Matthias Ku¨mmerer, Thomas S.A. Wallis & Matthias Bethge
PNAS 2015
2.1.1 Motivation
Despite there being a long tradition of modeling spatial fixation placement, the
field of fixation prediction is very unsure about its own progress. While some
researchers viewed the problem as basically solved (Einha¨user and Ko¨nig 2010),
other researchers showed disappointment about bad model performances (Borji et al.
2013a). The main consensus in the field seems to be that this problem is due to
disagreeing metrics and that this problem cannot really be solved (Wilming et al.
2011; Borji and Itti 2013; Li et al. 2015; Li et al. 2015; Bylinskii et al. 2018).
Starting from this state of the field, we decided to go back to first principles to
think about how saliency models should be formulated and evaluated. To us it
seemed natural to model fixation placement as a probabilistic process since the
fixation data is inherently probabilistic: even the same person won’t make the same
fixations twice. While in theory the biological fixation placement process might be
deterministic, most likely it depends on many unknown internal state variables and
noise, making the data at least appear stochastically. While modeling fixation data
in a probabilistic framework is not novel (Baddeley and Tatler 2006; Barthelme´ et al.
2013), it has never been applied in the setting of benchmarking existing saliency
models. This is not straightforward since existing models have to be converted to
probabilistic models in a fair way.
When it comes to comparing models, probabilistic models have a striking ad-
vantage because they come with a natural performance metric. Information gain
quantifies how much better a posterior predicts data than a prior (Shannon 1948).
It is essentially the difference in log-likelihood between the prior distribution (a
baseline model) and the posterior distribution (a model to be evaluated) and can be
expressed in bits/fixation.
The goal of this study was to establish a fair way to convert existing saliency
map models into probabilistic models predicting fixation densities, to establish
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information gain as a principled performance metric for such models, to test how
our proposed measure of information gain relates to commonly used existing
saliency metrics and their inconsistency when applied to a variety of existing models
and to quantify the progress of the field in a principled way.
2.1.2 Results
We converted fifteen existing influential saliency model into probabilistic models that
predict fixation densities for images. This conversion was done by postprocessing
saliency maps with a Gaussian blur, a pixelwise monotone nonlinearity and adding
a centerbias. For each model, the parameters of these postprocessing steps were
jointly optimized over the full dataset. Additionally, we build two baseline models
to estimate lower and upper limits of how well models should and could perform:
the first was a centerbias model: a non-parametric model predicting the fixations for
one image from the fixations on all other images. The second was a gold standard
model: a non-parametric model that predicted each subject’s fixations on a given
image from all other subjects fixations on the same image.
We evaluated all models using the proposed information gain metric and found
that the eDN model (Vig et al. 2014) performed best by explaining 0.41 bit/fix more
than the centerbias model. To estimate the overall state of the field, we put the model
performances into relation to this estimate of the explainable information gain: the
gold standard explained 1.21 bit/fix more than the centerbias model and therefore
the best model explained 34% of the explainable information gain. Additionally we
showed how the information gain metric can be used to pinpoint on different levels
from dataset to individual fixations where models fail to predict fixations which
should be helpful for model analyses and future research.
To understand the relation of information gain to the existing saliency metrics,
we evaluated all included models with several common saliency metrics. When
evaluating the saliency models on their original saliency maps as produced from
their original implementation, the saliency metrics showed the usual strong in-
consistency that motivated us in the first place to work on this project. However,
when evaluating existing saliency metrics using the log-density predictions of the
postprocessed models as saliency maps and putting the model scores into relation
to the corresponding performances of the centerbias model and the gold standard
model, we found the metrics to be highly correlated both in ranks and values1.
1This is slightly simplified. Please check the paper for details
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2.1.3 Discussion
When we started this study, our goal was to establish what we considered to be
“the right” metric for evaluating models of fixation prediction, not to unify saliency
metrics. Only later on and to our own surprise, we noticed that formulating
saliency models as probabilistic models that are optimized for information gain
and evaluating existing saliency metrics on the log-density predictions of those
models removes most of the disagreement between different saliency metrics. While
previously researchers mostly agreed that the different existing saliency metrics
measure substantially different things and therefore large differences in metric
scores are unavoidable, this pointed to a different underlying reason: it appeared
that the metric inconsistencies are mainly due to metrics interpreting saliency maps
differently and models encoding their predictions into saliency maps in different
ways. By evaluating all metrics on log densities post-processed for information
gain we made sure that all models encoded their predictions in the same way
and subsequently avoided most of the metric disagreement. Saliency metrics still
interpret saliency maps differently and therefore some saliency metrics penalized
the log densities. For example, the sAUC metric penalized the log densities for
including a center bias. But those penalties were applied to all compared models
and this turned out to keep the model rankings and relative performances quite
consistent.
A crucial step to reach this unification of saliency metrics was the model specific
post processing via blur, nonlinearity and centerbias: depending on which met-
ric the models where originally intended for, the absolute saliency values might
be meaningless besides their rank (AUC, sAUC), they might not model the very
dominant centerbias (sAUC) or they might have been overconfident in their spatial
predictions (visual comparison of fixations and saliency maps) while all these factors
are important for a probabilistic model evaluated under information gain. Opposed
to that, previously researchers usually just normalized saliency maps to have unit
sum when requiring fixation distributions (e.g., the KLDiv and SIM metrics in Judd
et al. 2012). This imposes a lot of meaning on the absolute saliency values that they
might have never had, resulting in potentially arbitrary model scores.
Our results showed that most existing saliency metrics behave very similar if
evaluated as we suggested. Nevertheless we argued that information gain is the most
natural way to evaluate probabilistic models for fixation prediction, i.e., comparing
the average log-likelihood of the model to that of a baseline model. Besides being
based on first principles from information theory, we considered this measure much
more intuitive than many other metrics since it defines a ratio scale (Stevens 1946)
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with a well defined zero and well-defined performances differences, hence allowing
to reason about the explained ratio of the explainable information gain.
Our suggested approach of unifying saliency metrics has two main drawbacks.
Firstly, the approach requires considerable computational efforts: it is necessary to
compute saliency maps for all relevant saliency models (if the model implementation
is available at all), optimize the parameters of the post-processing and compute
centerbias and gold standard models. Secondly, our approach is mostly incompatible
with the existing benchmarking practices and literature results. It is impossible to
compare model scores as resulting from evaluating a model’s log density under
a certain saliency metric with literature results on that metric. Published model
scores will usually be computed on saliency maps that are not log densities and
therefore might give rise to different penalties on different metrics. Together, these
drawbacks made it very hard for the saliency community to adopt our approach
and we addressed this problem in our follow up paper (Ku¨mmerer et al. 2018, see
below).
2.2 Deep Gaze I: Boosting Saliency Prediction with Feature Maps
Trained on ImageNet
Matthias Ku¨mmerer, Lucas Theis & Matthias Bethge
ICLR Workshop Track, ICLR 2015
2.2.1 Motivation
From our work on saliency model evaluation (Section 2.1 and Ku¨mmerer et al.
2015b) we learned that existing saliency models failed to explain a substantial part
of the inter-observer consistency present in the spatial distribution of fixations. One
potential reason for that is stated by the hypothesis that fixations in free-viewing
are mainly driven by objects and semantic content as put forward by Henderson
et al. (1999) and Einha¨user (2013). Until 2012, existing computational approaches for
detecting objects were mostly far from human performance. Einha¨user manually
annotated objects in their study. In 2012 this changed: With AlexNet (Krizhevsky
et al. 2012), for the first time a deep convolutional neural network won the ImageNet
Large Scale Visual Recognition Challenge (Deng et al. 2009), reducing the remaining
error substantially and kicking off what is now often referred to as the deep learn-
ing revolution: since then deep learning based models have outperformed classic
computer vision models on many tasks.
Deep learning had already been applied to saliency modeling in the eDN model
(Vig et al. 2014) that used ensembles of many convolutional networks with up to
three layers. While the model performed at state-of-the-art, it was not significantly
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better than existing models. We attributed this to a lack of training data: while
AlexNet had been trained on the ImageNet dataset with more than a million images,
eDN was trained on the MIT1003 dataset with fixation data for 1003 images.
Shortly after AlexNet won the ImageNet Challenge, it became evident that the in-
ternal image representations learned by deep neural networks for object recognition
is of much more general use than being just applicable to object recognition. Instead
the representations can be used for many other tasks by so called transfer learning
(Donahue et al. 2014). Here, one usually trains a model on object recognition using
the large available datasets like ImageNet or downloads a pretrained model. Then
the top layers of the DNN, which are very specific to the object recognition task, are
removed. Instead, some new layers are added that enable the model to predict the
task of interest. Finally, the full model or just the added layers are finetuned on the
new task using the potentially much smaller dataset available. Often this results
in better performance than training the model from scratch on the new task: the
deep features generalize to the new task. Transfer learning enabled deep learning to
outperform classic computer vision algorithms on many other tasks such as object
detection or semantic image segmentation and even gave rise to better predictors of
neural activity than previous models in neuroscience (Yamins et al. 2014).
This made us wonder whether transfer learning might be a promising technique
for improving models of fixation prediction. The goal of this study was to test
whether deep features from neural networks trained on object recognition hold
information relevant to spatial fixation prediction. This way we intended to test
whether a model with access to high-level features and object information performs
better at fixation prediction and to understand which features are most important
for model performance.
2.2.2 Results
Our proposed model DeepGaze I processed an in input image with the AlexNet
deep neural network up to the last convolutional layer. After that, a weighted linear
sum converted the deep feature maps given by the activations from the last layer
of AlexNet into a single saliency map. Subsequently, the saliency map was blurred,
combined with a centerbias and passed through a softmax to yield a predicted
fixation density for the input image. The linear weights, the weight of the centerbias
and the blur size were learned by training the model on a subset of the MIT1003
dataset for maximum likelihood.
DeepGaze I explained 54% of the explainable information gain in the spatial
fixation structure on the validation set compared to 34% for the previously best
model eDN. On the MIT Saliency Benchmark, DeepGaze I set a new state-of-the-art,
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raising the performance w.r.t AUC from 82.6% to 84.4%. Additionally we found
that deep layers from AlexNet yield better performance than early layers and that
convolutional and relu layers generalize better than pooling and normalization layers.
The three features from AlexNet that DeepGaze I put most weight on were sensitive
to faces, text and something best described as pop-out effect.
2.2.3 Discussion
With DeepGaze I, we could show that deep features trained on object recognition
are useful for predicting fixations and can substantially improve model performance.
The high-level semantic information present in the deep layers seemed to be an
important factor for this performance gain since deep layers that contain more
semantic information yielded better performance than early layers. Further evidence
for this conclusion is that the two most important features from AlexNet were
sensitive to faces and text. Nevertheless, low-level factors might also contribute to
fixation selection: the third most important feature seemed to detect some kind of
pop-out that could be either low-level or high-level.
2.3 Understanding Low- and High-Level Contributions to Fixation
Prediction
Matthias Ku¨mmerer, Thomas S.A. Wallis, Leon Gatys & Matthias Bethge
ICCV 2017
2.3.1 Motivation
With DeepGaze I (Ku¨mmerer et al. 2015a), we showed that transfer learning holds
great potential for predicting free-viewing fixations. Nevertheless, the prediction
performance still left a substantial margin to the limit of inter-observer consistency
and in the mean time new transfer learning models significantly outperformed
DeepGaze I in the MIT Saliency Benchmark. The better performance of these
new models seemed to stem from two main advances: First, since AlexNet a
new generation of DNNs substantially improved object recognition accuracy in
the ImageNet challenge and served as transfer basis for recent saliency models.
Second, an new dataset was published: In the SALICON dataset (Huang et al.
2015) subjects viewed blurred images on the screen and could use the mouse to
move a high-resolution “fovea” over the image. The recorded mouse traces were
shown to be highly correlated with the spatial free-viewing fixation distribution but,
unlike recording eye movements, this task could easily be scaled up on Amazon
mechanical turk to 10000 images, collecting much more data than in most public
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fixation datasets. The SALICON dataset had been used for pretraining the recent
saliency models before finetuning them on actual fixation data.
The generation of top-performing saliency models after DeepGaze I had an
important difference to DeepGaze I: in training, they finetuned the full neural
network, including the transferred part. Opposed to that, we preferred to keep the
transferred features unchanged to be able to use what is known about them, e.g., in
terms of the extracted information since we were interested in understanding which
features contribute to fixation selection. It could have well been the case that the
features of more recent DNNs generalized worse to fixation prediction than AlexNet
without finetuning them. So we were interested to test whether that is the case.
In addition to these straight-forward improvements to DeepGaze II, we had an
additional idea that we hoped could improve our understanding of which features
contribute to fixation selection. DeepGaze I used only a linear combination of deep
feature maps. This made it very dependent on the scale of those used features and
made it impossible to exploit interactions between different features. At the same
time, overfitting problems showed the importance of keeping the number of trained
parameters low. We hypothesized that replacing the linear readout with a few layers
of 1× 1 convolutions might be a good trade-off between high computational power
and low number of parameters.
Besides improving prediction performance, this work had an additional motivation
rooted in the long-going discussion on whether low-level or high-level features
primarily drive fixations in free-viewing. Many researchers hypothesized free-
viewing fixations to be mainly driven by classical saliency, i.e., low-level features and
primarily feature pop-out (Itti et al. 1998; Parkhurst et al. 2002). Other researchers
claimed that objects and semantic information play a more important role than local
contrast (Einha¨user et al. 2008; Vincent et al. 2009).
The performance increase that DeepGaze I gained over classic saliency models
by using deep features trained on object recognition seemed to support the second
point of view. However, while the deep layers of neural networks contain a lot of
semantic information, they still carry substantial low-level information too, such
as size, color and rotation (Hong et al. 2016). It was possible that the performance
of DeepGaze I was exclusively due to low-level information. On the other hand,
there were very few low-level models that were trained on empirical data. Also,
compared to recent models, they had very limited capacity. We decided that for
getting a better understanding of the relevance of high-level information, we needed
a better comparison model that uses simple low-level features but gives them the
best changes at predicting fixations. To do so, we planned to complement our new
model DeepGaze II with a model using the same architecture, but replacing the
transferred high-level features with simple low-level features as a principled way of
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comparing how well these different features predict fixation locations. The features
we used encoded local intensity and intensity contrast (intensity contrast features,
ICF) on different scales and therefore the essence of the classic saliency idea as, e.g.,
found in Kienzle et al. (2009).
To summarize, the goal of this study was to provide a fair comparison of the
predictive power of low-level and high-level features for fixation prediction. Also
we aimed to to quantify how much model performance is affected by using deep
VGG features better at object recognition instead of AlexNet features, how much
performance is affected by pretraining on the SALICON dataset and how much
performance is affected by using a pixelwise nonlinear readout instead of a linear
readout.
2.3.2 Results
The final model architecture used for DeepGaze II first extracted deep features for
an input image from several of the conv5 layers from the VGG convolutional neural
network (Simonyan and Zisserman 2014), processed them with a readout network
of 4 layers of 1× 1 convolutions yielding a single final saliency map that was then
blurred, combined with a center bias prediction and converted into a fixation density
prediction with a softmax. The ICF model replaced the VGG features with ICF
features that were computed by converting the input image into a grayscale channel
and two opponent color channels that then were blurred with Gaussians of five
different size to yield local intensity maps. The local intensity contrast maps were
computed by blurring the squared differences between input channels and local
intensity maps with the same kernel again. Both local intensity and local intensity
contrast maps were used as input features for the readout network. DeepGaze II and
ICF were trained using maximum likelihood optimization, first on the SALICON
dataset and then on the MIT1003 dataset using 10-fold crossvalidation over images.
DeepGaze II set a new state-of-the-art for free-viewing fixation prediction with
80.3% explainable information explained on MIT1003 and 88% AUC on the MIT
Saliency Benchmark, while DeepGaze I explained 46.1% on MIT10032 and the best
previous models on the MIT Saliency Benchmark all reached 87% AUC. Detailed
evaluation showed that using VGG features instead of AlexNet, pretraining on
SALICON, using a multi-layer readout network and crossvalidating over images
instead of subjects all had substantial influence on the performance gain from
DeepGaze I to DeepGaze II.
2in Ku¨mmerer et al. 2015a we used only a subset of MIT1003, therefore the numbers differ slightly
between the two papers
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ICF set a new state-of-the-art for free-viewing fixation prediction without use of
transfer learning from explaining 31.3% of the explainable information for eDN (Vig
et al. 2014) to 37.2%.
Comparing the predictions of DeepGaze II and ICF in more detail, we found that
there is a substantial number of images where the predictions of the low-level are
better than those of the high-level model (about 10% of all images). By comparing
model predictions on individual fixations we were able to find images where some
clusters of fixations seemed to be driven by low-level features and other clusters
seemed to be driven by high-level features.
2.3.3 Discussion
In this paper we were able to show that it is possible to improve state-of-the-art
prediction performance with a model that is much simpler than all previous top-
performers and has much fewer trainable parameters. Key to that was three factors:
firstly, using VGG features, secondly, the readout network that could learn nonlinear
pixelwise transformations and make use of interactions between features and finally,
pretraining on the SALICON dataset.
Our comparison of ICF and DeepGaze II confirmed the intuition that high-level
features are crucial for high-performing models of fixation prediction and outper-
form low-level features even in a fair comparison where as much information as
possible is extracted from the low-level features. Nevertheless, low-level features
can give rise to models that are substantially better than thought so far and still
might contribute significantly to fixation placement in some images, especially in
the absence of faces. It is an important caveat of the results in this work that the
dataset itself makes it hard to differentiate between high-level and low-level effects
since they are correlated. For example, faces are correlated with the colors of skin.
To mitigate that problem, one would need to design a dataset that reduces the
correlation between high-level features and low-level features. At the same time, the
stimuli should not be too different to natural images to be able to draw conclusions
about free-viewing in natural scenes.
The comparison of DeepGaze II and ICF showed that our architecture with fixed
features and a readout network can be used as a feature testing framework for
evaluating in a fair way which features are how predictive of the spatial fixation
distribution. The readout network, while sufficiently flexible to learn nonlinearities
and interactions, is still heavily constrained by the input features and therefore
allows to conclude about their predictive power. For a more general discussion of
readout networks, see Section 3.4.
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2.4 Saliency Benchmarking Made Easy: Separating Models, Maps and
Metrics
Matthias Ku¨mmerer, Thomas S.A. Wallis & Matthias Bethge
ECCV 2018
2.4.1 Motivation
In this paper, we follow up on the work summarized in Section 2.1 (Ku¨mmerer
et al. 2015b). In this previous work we showed that the disagreeing saliency metrics
can be unified by optimizing models for information gain and computing saliency
metrics using log density maps as input saliency maps. However, we failed to make
a significant impact on how the community evaluates saliency models. We attributed
this to the fact that our proposed solution for saliency benchmarking was not fully
satisfactory. Evaluating saliency metrics on log density predictions makes saliency
metrics consistent because all models incur similar penalties under a given metric.
The log density of a very good model can perform very bad under certain metrics
and therefore the results are not comparable with published results evaluated on
saliency maps directly optimized for such a metric.
We wondered whether there is a way for a good model to reach state-of-the-
art scores in each metric. It had been noticed before that given a certain fixation
distribution and a certain nonfixation distribution, the quotient of both fixation
densities yields the best possible sAUC score (Barthelme´ et al. 2013). This motivated
us to think about whether one should evaluate a model using different saliency maps
for different metrics.
Given a certain fixation distribution, a saliency map and a saliency metric, one
can compute (at least in theory) the expected score of the saliency map under the
saliency metric, assuming that ground truth fixations are distributed according to
the given fixation distribution. We reasoned that the correct saliency map to use
for evaluating a model under a certain saliency metric is that saliency map which
has highest expected metric score with respect to the model’s fixation distribution:
for each other saliency map, the model itself would expect to be penalized and
therefore being treated unfair. At the same time, a model correctly predicting the true
fixation distribution would actually on average yield the best scores in all metrics.
Essentially this is an application of Bayesian Decision Theory where one uses a
posterior distribution over all possible events in the world (fixation distribution) to
make a decision (which saliency map to evaluate) that maximizes some expected
utility (the metric score).
Coming from these considerations, the goal of this study was to first derive
optimal saliency maps for different saliency metrics under arbitrary given fixation
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distributions and to find out whether these saliency maps can even computed
analytically from the fixation density or whether numerical approximations are
required. Next, we wanted to understand how these derived saliency maps behave
and look like in an experiment with toy data where the true fixation distribution
was known. Finally, we wanted to understand to which degree these effects transfer
to empirical data: in real life the true fixation distribution will be different from
the model distribution and it is possible that the wrong model fixation distribution
influences the model score more than the differences between saliency maps derived
for different metrics It this would be the case, it would remove the practical value of
using different saliency maps for different metrics.
2.4.2 Results
For the most influential saliency metrics (AUC, sAUC, NSS, CC, KL-DIV, SIM) as
well as the IG metric we proposed in Ku¨mmerer et al. (2015b), we derived which
saliency map has highest expected metric score under any given fixation distribution.
We found that for AUC, sAUC, NSS, KL-DIV these saliency maps can be computed
analytically, for CC they can be approximated analytically up to high precision and
for SIM they can be approximated iteratively. For a toy fixation distribution, we
computed these optimal saliency maps and evaluated all saliency maps under all
metrics with data sampled from the toy fixation distribution. It turned out that when
evaluating saliency maps optimal for different metrics all under the same metric, the
performances can be very different, easily on the scale that is considered to separate
very bad models from very good models. Also, these saliency maps can appear
very different visually. For example, CC and KL-Div require saliency maps to be
smoother than NSS and AUC, the SIM metric expects it to have more zeros and
sAUC requires the saliency map to not include a center bias while all other metrics
do.
The final goal of the study was to test whether the results transfer from the
case where the ground truth distribution is used to compute the saliency maps to
the actual benchmarking case where the saliency maps are derived from model
distributions that can be very different from the ground truth fixation distribution.
To do so, we converted several existing saliency models into probabilistic models
using the same method as we did in Ku¨mmerer et al. (2015b). Then, for each
model, we computed saliency maps for each metric. Finally, for each each model
we evaluated the original saliency map and all derived saliency maps under each
metric using actual human fixation data.
We found that when evaluating each saliency metric under the saliency map
predicted to be optimal by the evaluated model, all metrics agreed in their model
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ranking and the metric values were highly correlated. Also, for each metric, the
saliency map predicted to be optimal by a model performed better than all other
evaluated saliency maps for that model, including the original saliency map that
might have been optimized for that metric – except for rare cases of old models
where the predictions are far from the ground truth fixations. Opposed to that, when
using other saliency maps than the ones predicted to be optimal for a certain metric,
models often incurred heavy penalties that could be bigger than the difference
between the best and worst evaluated model. Additionally in many cases the model
rankings became inconsistent if not using the correct saliency maps for each metric.
2.4.3 Discussion
From our results in Ku¨mmerer et al. (2015b), we concluded that main reason for
saliency maps being inconsistent is that they interpret saliency maps in different
ways. The results in this paper show that this is indeed the case: even when knowing
the true fixation distribution, it is impossible to perform optimal in all metrics using
the same saliency map. Even more, a saliency map that is optimal for one metric
often performs worse than baselines in other metrics.
The results of evaluating actual models postprocessed to predict fixation densities
optimized for information gain show that our proposed framework of separating
saliency models from metric-specific saliency maps is not merely of theoretical
interest: Evaluating a state-of-the-art model using the wrong saliency map can easily
yield a worse score than evaluating a model with very bad predictions but using the
right saliency map for the metric in question. This illustrates that the differences
in how saliency metrics interpret saliency maps affect model scores more than the
quality of the evaluated models themselves. Also the saliency optimal for different
metrics maps look visually very different, hence visually comparing saliency maps
(as, e.g., done in Cornia et al. 2018; Borji et al. 2013a; Borji and Itti 2013) is dangerous
if one doesn’t make sure that saliency maps are optimized for the same metric.
Formulating models as probabilistic models predicting fixation densities, opti-
mizing them for information gain and evaluating each metric using the correct
metric-specific saliency map allows a good model to perform at state-of-the-art in all
metrics and additionally removes all inconsistencies between different metrics, even
when including models whose predictions are far from ground truth. Using only one
type of saliency maps for all metrics (as we did with log-densities in Ku¨mmerer et al.
2015b) doesn’t fully solve the problem since there are still inconsistencies in addition
to the penalties in some metrics. Opposed to our proposal from Ku¨mmerer et al.
(2015b), the approach in this paper allows a researcher to compare their model to all
classical models with their published metric results. There is no need to convert old
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models into probabilistic models – only we had to do it here to show the validity of
our approach for which we needed several saliency models of different quality.
It should be mentioned that by optimizing a saliency map model directly for a
certain metric of interest, of course one should be able to get results at least as good
as optimizing the model for information gain and evaluating the correct saliency
map. However, one conclusion of our results is that this usually will give only a
minor performance gain. Our study included models directly optimized for some
metric and after converting these models into probabilistic models and evaluating
the derived saliency maps these models did not perform worse than originally under
the metric they had been optimized for.
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3 Discussion
In the papers summarized in this thesis we investigated the question how well we can
we predict where people look in images. By the nature of their contributions, these
papers fall into two categories: the first category (summarized above in Sections
2.1 and 2.4; Ku¨mmerer et al. 2015b; Ku¨mmerer et al. 2018) investigates how to
formulate and benchmark models of fixation prediction, while the second category
(summarized above in Sections 2.2 and 2.3; Ku¨mmerer et al. 2015a; Ku¨mmerer et al.
2017) focuses on how to improve models of fixation prediction and what we can
learn from the models. In this section, we will look at those results in a broader
perspective.
3.1 Formulating and Benchmarking Models of Fixation Prediction
There is a general agreement that the field of saliency modeling has a substantial
problem with evaluating models due to highly inconsistent saliency metrics. Re-
searchers have stated that “studies use a wide variety of performance measures with
markedly different properties, which makes a comparison difficult” (Wilming et al.
2011), “Regarding fair model comparison, results often disagree when using different
evaluation metrics” (Borji and Itti 2013), “it becomes somehow confusing on which
metrics should be used and which models should be compared with in designing
new saliency models.” (Li et al. 2015), and “The inconsistency in how different
metrics rank saliency models can often leave performance up to interpretability”
(Bylinskii et al. 2018).
We addressed this problem in two articles summarized above: Ku¨mmerer et al.
(2015b) and Ku¨mmerer et al. (2018). Previously, the disagreement between saliency
metrics was interpreted to be due to the metrics measuring fundamentally different
things that cannot and should not be made consistent (e.g., Riche et al. 2013b).
Consequently, depending on the intended application, one would have to decide
which metric is the right one to use and it would be impossible to have an overall
state-of-the-art. By looking at fixation prediction from the principled perspective of
probabilistic modelling and Bayesian Utility Theory, our work pinpoints a funda-
mentally different reason for the benchmarking problem: the field is missing a clear
definition of what a saliency model is. There are many different implicit definitions
with contradicting behaviour, resulting in ”apples to oranges” comparisons being
common in the literature (see below for some examples).
The results presented in Ku¨mmerer et al. (2015b) and Ku¨mmerer et al. (2018)
summarized in this thesis lay out a strategy which allows researchers to avoid
problems with model evaluation that were common before while keeping backwards
compatibility with the existing literature. The strategy can be separated into two
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parts. The first part concerns how to formulate and train models and how to
evaluate them in inhouse analyses. The second part concerns how these models can
be benchmarked using existing saliency metrics that are common in the literature.
The first part of the strategy (mainly presented in Ku¨mmerer et al. 2015b) suggests
to formulate saliency models as models of fixation density prediction, train them
using log-likelihood or similar loss functions and use information gain or log-
likelihood, resp., for internal evaluations (i.e., when not comparing to existing
saliency models). We consider fixation density prediction the right framework for
spatial fixation prediction because the fixation density is a measurable physical
quantity which underlies the fixation data collected in eye tracking experiments (see
also Barthelme´ et al. 2013). Information gain or other versions of log-likelihood are
suitable metrics to train and evaluate such models of fixation density prediction.
As variants of the Kullback-Leibler-Divergence and well-founded in information
theory, they naturally quantify how well a model predicts the fixation data in bits
per fixation. By comparing to a baseline model such as the center bias or a uniform
model, information gain provides a ratio scale where both performance numbers
as well as differences in performance are meaningful and can be compared. While
several traditional saliency loss functions are invariant to properties of the model
prediction such as monotone transformations and the center bias, log-likelihoods are
sensitive to all these properties. Therefore, it is important to make models sufficiently
complex to be able to capture these properties of the fixation density. In Ku¨mmerer
et al. (2015b) we suggest a simple but general way of accomplishing this by adding
a pixelwise monotone nonlinearity and a center bias component to models.
We argue that, as long as possible, researchers should stay in the framework
of probabilistic models and information theoretic model evaluation due to their
advantages. For example, inhouse model comparisons can be done using information
gain as we did when comparing the DeepGaze II and ICF models in Ku¨mmerer et al.
(2017).
However, sometimes one cannot stay within the framework of probabilistic models
and information theoretic model comparison. Especially, this is the case when
comparing to existing models that are not predicting fixation densities. We addressed
this situation in Ku¨mmerer et al. (2018): whenever researchers need to evaluate
metrics that operate on classic saliency maps instead of fixation densities, one should
apply Bayesian Utility Theory to select the saliency map that is predicted by the
probabilistic model to have highest performance in the metric of interest. Evaluating
the metric on this saliency map avoids penalties due to not adhering to how the
metric interprets saliency maps. Following this approach for all metrics of interest
results in adequate performance numbers in all metrics that can be compared to
published results in the literature.
44
Many apparently confusing results can now be explained by taking into account
that different saliency metrics require different saliency maps even when evaluating
the same model. Previously, the community identified saliency models with their
saliency maps and implicitly defined saliency models via the metrics they trained or
evaluated a saliency model on. When benchmarking different models, this results
in a clash of definitions. The definition according to which the saliency model was
formulated by the authors and the definition according to which the saliency model
is evaluated by a metric in the benchmark are likely not the same. Since we show
in Ku¨mmerer et al. (2018) that no single saliency map can perform optimally in all
metrics, this creates the impression that saliency metrics are fundamentally different.
One case where this affected results is the debate between Einha¨user and Borji
about whether low-level features or high-level objects are more relevant for fixation
placement (Einha¨user et al. 2008; Borji et al. 2013b; Einha¨user 2013). Einha¨user
et al. (2008) compare a saliency model without a centerbias with an object model
which shows a substantial centerbias. Since they use AUC, the saliency model is
penalized for not having a centerbias and performs worse than the object model.
Borji et al. (2013b) instead use the sAUC metric, which penalizes the object model
for having a centerbias and conclude that the saliency model performs better than
the object model. In order to resolve this, one could either add a centerbias to the
saliency model and evaluate with AUC or, alternatively, remove the centerbias from
the object model and evaluate with sAUC.
As another example, it can be easily explained now why Riche et al. (2013b) found
three distinct clusters of model rankings when comparing model rankings resulting
from different metrics. The model ranking given by KL-DIV is a separate cluster
because it is sensitive to the centerbias and to absolute saliency values. The sAUC
metric also forms a separate cluster since it is invariant to monotone transformations
and penalizes modeling a centerbias. The third, large cluster contains metrics that
are invariant to global contrast and require a centerbias (NSS, AUC, CC, . . . ). The
three clusters could only emerge because saliency maps formulated for different
saliency metrics have been compared. Had all evaluated models been optimized for
IG, most likely no clusters would have appeared at all, even if all models had been
evaluated using the fixation density as saliency map (or the log-density, as we did
in Ku¨mmerer et al. 2015b). Only by using different metrics and different kinds of
saliency maps, the large disagreements between metrics become visible.
Finally, our results also allow explanation of the large diversity of opinions about
progress of state-of-the-art. One overestimates state-of-the-art when comparing a
model to a gold standard that doesn’t adhere to the requirements of the metric used.
For example, using the sAUC metric, Borji et al. (2013a) find that AWS performs
at the level of inter-observer consistency. However they use empirical saliency
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maps to estimate the inter-observer consistency. Those include the centerbias and
consequently get penalized by sAUC, unlike AWS which doesn’t include a centerbias.
In the reversed case state-of-the-art can be underestimated: the gold standard adheres
to the metric requirements, but the models don’t.
The reasons that the field currently works with saliency maps in this somewhat
confusing way are most likely historical in nature. Saliency maps were first conceived
as a module of covert attention in visual search (see Section 1.3).They were not a
model themselves, but part of a model which was not directly evaluated on whether
the focus of attention did indeed move to the maximum of the saliency map. Rather,
researchers were interested whether the model predicted certain effects like the
dependency of search durations on different target types. Only later the question
was raised whether saliency also influences fixation placement and therefore had
to compare saliency maps to fixation locations. People suggested ways to do so
(Parkhurst et al. 2002; Tatler et al. 2005) and it became common practice to formulate
models of fixation prediction as saliency maps and evaluate them on one or multiple
existing metrics without specifying what the saliency values in the saliency map
precisely mean, leading to the current situation.
An advantage of our evaluation approach is that already existing models will be
scored fairly – the approach is “backwards compatible”. Previously, researchers
usually tried to solve the benchmarking problem by deciding for one metric or
proposing a new one, penalizing all models that had been trained with a metric
requiring different saliency maps. Using our suggested approach, researchers can
phrase their new saliency model as a probabilistic model and evaluate each metric
on the correct saliency map, while they don’t have to do the same for all models
they want to compare to. Of course these existing models will be penalized in some
metrics as they always were, but each existing model will be scored fairly at least in
the metric the model was originally formulated for and here the comparison will be
fair as well. Therefore, the researchers can compare their new probabilistic model
to existing models optimized for any existing metrics without being penalized in
any metric. Effectively this means that their model will perform better on many
metrics and we hope that this encourages more and more researchers to adopt our
approach, increasing the number of models that are phrased as models of fixation
density prediction that can be fairly compared in any metric.
To facilitate the transition towards probabilistic models, we are teaming up with
the MIT Saliency Benchmark. The benchmark will allow the submission of models
as fixation densities instead of jpeg-encoded saliency maps as common so far. When
evaluating models, we will compute the correct saliency maps for each metric and
evaluate on them. This will result in more consistent model scores and therefore
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a better assessment of progress and state-of-the-art in the field. We hope this has
the chance to spur new progress in the field of fixation prediction, which some
considered to be stagnating in the last years due to the mistaken impression that
models were approaching the noise ceiling of predictable performance.
The presented strategy of formulating models probabilistically and deriving
different saliency maps from predicted fixation densities is of course not without
limitations. Firstly, there are certainly cases where it might make sense not to
formulate models as models of fixation density prediction. This is most likely
the case when a model is formulated for a specific application with quantifiable
performance. In this case there is no need to use information-theoretic metrics like
information gain or evaluate established metrics other than the performance on
the application task. Besides the computational overhead, training the model on a
different metric than the performance measure relevant for the application can make
the model perform suboptimal on this performance measure.
But even in the setting of comparing models of fixation prediction on many
different established metrics, at some point in the future the method of deriving
different saliency maps for different metrics might not be able to remove all metric
inconsistencies anymore. The result that saliency metrics agree in their ranking of
models of fixation prediction when evaluated using the correct saliency map is only
empirical in nature and there is no theoretical guarantee for it to hold. In fact it
is very easy to construct counter examples. For example, assume that two models
predict the real fixation distributions with two modifications: Model A changes the
temperature of the predicted fixation density. This doesn’t affect AUC scores but
will affect NSS scores. Model B switches the fixation density values between a few
fixated and unfixated pixels, which will slightly decrease both AUC and NSS scores.
If the temperature change in model A is large enough, model A will score higher in
AUC than model B but model B will score higher in NSS than model A. As model
predictions get closer to the ground truth fixation distribution, they will be able to
capture the most important properties of the fixation density and more subtle effects
like the one just shown might become apparent. Since free-viewing conditions are
by definition not very well controlled, the community might consider the problem
solved and move on to more challenging tasks before effects like the one above
become a problem. However, the approach of applying Bayesian Decision Theory to
evaluating multiple metrics is not constrained to free-viewing. In more controlled
settings models should be able to come very close to the true data distribution and at
some point our approach might not be sufficient to make model rankings consistent
across metrics. In this case researchers will again have to decide which metric is
most important to them.
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On the conceptual side we want to emphasize that we do not imply that the fixation
density is implemented as such in the brain when we recommend that researchers
should model spatial fixation placement via fixation densities. We do not suggest
that the brain internally first computes a fixation density over the full field of view,
subsequently samples one location from the density and then moves the gaze to this
location, even less that it samples multiple fixation locations that are then attended
sequentially. This is an important conceptual difference between our approach
and the original concept of saliency maps (Koch and Ullman 1985; Itti et al. 1998),
which were explicitly made to be ”biologically plausible” and hypothesized to be
implemented in the brain (Li 2002). They were usually thought of as being the input
to a winner-take-all mechanism with inhibition of return that selects subsequent
fixations. When we propose to model prediction with probabilistic models that
predict fixation densities, this is merely a framework that allows one to make explicit
how sure the model is about fixation locations. Besides many other advantages, this
is what allows us to choose the best saliency map for each saliency metric and solve
the problem of disagreeing metrics.
Although we just emphasized the differences between the approaches of prob-
abilistic fixation prediction and biologically-plausible saliency maps, they are far
from mutually exclusive. Biological fixation selection with saliency maps was always
thought of as depending on previous fixations, e.g., via inhibition of return. A
principled way to combine concepts like this with probabilistic models is to extend
the probabilistic model from predicting scanpath independent fixation densities
p(x, y | I) to scanpath dependent fixation densities p(xi+1, yi+1 | I, x0, y0, . . . , xi, yi),
i.e., predictions that take into account where the subject has looked before. A
scanpath dependent fixation distribution can model mechanisms such as inhibition
of return and allows to formulate a model that computes an internal (potentially
biological plausible) saliency map as an intermediate step before some kind of
fixation selection mechanism chooses a new fixation location depending on previous
fixations. This has been done previously, e.g., in the SceneWalk model (Engbert et al.
2015; Schu¨tt et al. 2017). In ongoing work we are extending our model DeepGaze II
to DeepGaze III, which is also such a model of scanpath prediction that consists of
an internal saliency map and a subsequent fixation selection stage.
3.2 Improving Models of Fixation Prediction
In the first paper summarized in this thesis (Ku¨mmerer et al. 2015b) we showed
that models up to 2014 still left a substantial amount of inter-observer consis-
tency unexplained. From the roughly 1.2 bit/fixation that constitute the difference
in cross-entropy between an image-independent baseline centerbias model and a
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nonparametric cross-validated gold standard model of inter-observer consistency,
the best model in 2014 (eDN; Vig et al. 2014) explained 34% (see Section 2.1 and
Ku¨mmerer et al. 2015b for details on the used metrics). Two papers summarized in
this thesis (Ku¨mmerer et al. 2015a; Ku¨mmerer et al. 2017) are dedicated to reducing
this gap between model performance and inter-observer consistency. With our two
models DeepGaze I and DeepGaze II, we were able to increase the percentage of
explained information on the MIT1003 dataset first to 46.1% and eventually to 80.3%.
Our key contribution to reaching that performance gain was introducing transfer
learning to the problem of fixation prediction. While transfer learning from deep
features trained on ImageNet had previously been applied successfully to a variety
of computer vision tasks (e.g., Donahue et al. 2014), the only previous model using
deep learning for fixation prediction, eDN (Vig et al. 2014), trained shallow neural
networks from scratch and had to invest substantial effort to avoid overfitting on
the comparatively small datasets available with fixation data. Since we showed with
DeepGaze I that transfer learning from features trained on object recognition can
substantially boost fixation prediction performance, all subsequent high-performing
saliency models such as SALICON (Huang et al. 2015), DeepFix (Kruthiventi et al.
2017) and SalGAN (Pan et al. 2017) use transfer learning. An important difference
between the DeepGaze models and most subsequent transfer learning saliency mod-
els in the literature is that we don’t retrain the transferred features themselves. Only
the part of the models that computes fixation predictions from the pretrained deep
features is fitted to empirical data. Instead, other models like the ones mentioned
above usually retrain the full deep neural network, with a notable exception being
DeepFeat (Mahdi and Qin 2017) which does not only keep the transferred features
fixed, but has in fact no trainable parameters at all.
Our second crucial contribution towards improving prediction performance be-
sides the use of transfer learning is the concept of readout networks. The small
number of 1× 1 convolutions on top of fixed features seems to constitute a ”sweet
spot” between the limitations of purely linear readout and the complexity of full
convolutional layers (with their large number of parameters). Readout networks will
be discussed in more detail below in Section 3.4.
Finally, the correct choice of cross-validation for early stopping is crucial for
training reasonably deep models of fixation prediction. In DeepGaze I we used cross-
validation over subjects, however, this turned out to lead to substantial overfitting to
the images (see Ku¨mmerer et al. 2015a, Figure 5b). Deep features from networks like
AlexNet and VGG encode a great variety of high-level and semantic features and
apparently there is more diversity in the features at locations fixated across different
images (often by many subjects), than there are differences between the features that
different subjects look at in one image (although recent results suggest that there
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can be substantial differences in semantic preferences between subjects, cf. Haas
et al. 2019).
DeepGaze II is, more than three years since its initial submission, still listed as the
top-ranking saliency model in the MIT Saliency Benchmark (according to the AUC
metric and – when using the correct saliency maps – also under sAUC). This is
somewhat surprising, given that since then a substantial number of new models
have been published in the benchmark. These models often have substantially larger
model capacity and make use of the latest advances in deep learning. So what is the
reason for the performance of DeepGaze II? We suggest several possibilities below.
First, it could be that the lower capacity of DeepGaze II is actually an advantage
more than a disadvantage since it regularizes the model and might therefore help
generalization. This seems likely, given that the most popular datasets like MIT1003
usually don’t consist of substantially more than 1000 images. Additionally, we
assume that using log-loss as a training objective is an important factor. In Ku¨mmerer
et al. (2018) we argue that information gain (a.k.a. log loss) is an optimal loss function
that forces the model to extract as much information about the training distribution
as possible, which in turn allows to perform well on all saliency metrics. Jetley
et al. (2016) compared different probabilistic training objectives with respect to their
generalization to other saliency metrics but without the Bayesian Decision Theory
framework and also without including log-loss. Besides the DeepGaze models, log-
loss has been rarely used as a training objective in the saliency field (see Baddeley
and Tatler 2006 for a notable exception). Instead, many contemporary models use
loss functions that compare to empirical saliency maps and therefore produce overly
smooth predictions, such as the KL-DIV metric as training objective (e.g., Huang
et al. 2015; Oyama and Yamanaka 2018) or euclidean loss (e.g., Kruthiventi et al.
2017).
The choice of centerbias might be an additional advantage of DeepGaze over other
models. While many models either don’t model the centerbias at all and therefore
rely on extracting it from border artifacts in the convolutional layers (Huang et al.
2015; Pan et al. 2017) or give the model ways to learn it implicitly (Vig et al. 2014;
Kruthiventi et al. 2017), we use a nonparametric model of the actual centerbias and
build it explicitly into the model as an interaction term. Besides making the model
more interpretable, this might help avoid overfitting.
As a last minor detail, we contrast normalize the saliency maps evaluated in
the MIT Saliency Benchmark to minimize the effect of 8bit quantization and JPEG
artifacts on the AUC scores.
It should be stressed that all listed reasons are just hypotheses for which we don’t
have any conclusive evidence. More research with controlled experiments would be
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necessary to test which of those possibilities contribute most to the lasting top rank
of DeepGaze II in the MIT Saliency Benchmark.
3.3 What Drives Fixations in Free-Viewing?
Saliency maps were introduced to the field of eye movements to test whether low-
level feature pop-out drives fixations under free-viewing conditions. Starting from
this point, different kinds of features were experimented with and a debate started
whether it might actually be high-level features and semantic content that drive
fixations even in free-viewing conditions (Einha¨user et al. 2008; Vincent et al. 2009;
Borji et al. 2013b; Einha¨user 2013).
Over the course of our work, we accumulated additional evidence in support
of both sides, adding to a more nuanced picture. In Ku¨mmerer et al. (2015b) we
showed that classic saliency models miss a substantial part of the inter-observer
consistency present in free-viewing fixations on natural scenes. However, this could
be due to low-level features only marginally contributing to fixation placements
or to models not making use of those features in the correct way, not least due to
the disagreeing saliency metrics. Our model DeepGaze I (Ku¨mmerer et al. 2015a)
showed that the three most relevant features from AlexNet are sensitive to faces,
text and some kind of quite general pop-out that might include semantic pop-out.
Finally, in Ku¨mmerer et al. (2017) we tried to contribute to the question of which
kind of features drive fixations in a more principled way. We trained models to
predict fixations by extracting features from an image and predict fixation densities
from those features. By using fixed sets of low-level (intensity-contrast) and high-
level (VGG) features instead of retraining them as most state-of-the-art saliency
models do, we made sure that the models were constrained by those features.
By using the same architecture for the low-level ICF model and the high-level
DeepGaze II model we were able to compare those features in a fair way. Finally,
the architecture of the readout network made sure that both models could make
most use of the provided features but were not able to learn new spatial features.
Altogether this allows us to reason about the predictive power of those features for
fixation prediction.
The high-level features overall yielded much higher predictive performance than
the low-level features, supporting the view that semantic content is crucial for
fixation placement. However, the low-level features still performed substantially
better than all classic saliency models. We found that if there is high-level content
present in a scene (mainly in the form of faces and text), then low-level features
mostly fail to predict fixation locations. However, in the absence of faces and text,
low-level features seem to influence fixation placement.
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These results have to be taken with a grain of salt, though. First, the VGG features
are not purely high-level but still contain substantial low-level information (Hong
et al. 2016). At the same time, many low-level features are strongly correlated
with semantic content, e.g., skin color and faces. We could only test the predictive
power of those features but not whether they causally drive fixations. More detailed
experiments in future work are required to understand exactly how and when
semantic content overwrites classic saliency. This will have to involve much more
diverse datasets that include color images, grayscale images, line drawings and other
image types that separate low-level features from content.
It is sometimes argued that deep learning based models cannot really contribute to
a better understanding of the modeled processes (e.g., Marcus 2018; Henderson et al.
2019). While we agree that one has to be careful when interpreting results of deep
learning methods in scientific contexts, we don’t think that deep learning principally
cannot create scientifically valuable results. The previously discussed results of the
work with DeepGaze II on low-level and high-level features are a concrete example
of how deep learning can yield scientific results. However, there are also more
general ways in which complex and potentially uninterpretable models can advance
understanding.
Since image-computable models can be probed on arbitrary input images, analyz-
ing high-performing deep learning models can reveal subtle patterns that might be
hard to find in the training dataset alone. These insights can allow one to formu-
late hypotheses about contributing mechanisms, and thereby simpler models. An
example of this approach (using nonparametric models instead of deep learning) is
the model of Kienzle et al. (2009). The authors first trained a nonparametric model
on fixation data, then applied nonlinear system identification to this model to find
attractors and repellors in the model space. This subsequently allowed them to
formulate a much simpler and very intuitive model, which explained almost as
much variance in the data as the more complex model.
Another useful application of deep learning models can be the estimation of ex-
plainable information in the modeled distribution. In the case of 2d spatial fixation
prediction it is comparatively easy to estimate the level of explainable information
by means of a gold standard model (often some kind of kernel density model) and
therefore judge how much of that information is explained by models. However, in
the case of scanpath prediction, estimating an upper limit of model performance
becomes much harder: instead of estimating a 2d distribution p(x, y), now a mul-
tidimensional distribution p(x0, y0, . . . , xn, yn) or p(xi, yi | x0, y0, . . . , xi−1, yi−1) has
to be estimated. Methods that work well in the 2d case quickly fail in the higher
dimensional case, even when using huge amounts of data. Here, deep learning
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based models such as the scanpath extension of DeepGaze (ongoing work) can be
used as an alternative means of getting estimates or at least lower bounds of the
explainable information. This can then be used to quantify how much the principled
mechanisms of interpretable models such as SceneWalk (Engbert et al. 2015; Schu¨tt
et al. 2017) contribute to the structure of scanpaths.
3.4 Beyond Fixation Prediction: Readout Networks
While the research presented here focused on the question of how well we can
predict where people look in images, some contributions from our work may apply
more generally. One such contribution is the concept of readout networks that
we established with the DeepGaze II and ICF models in Ku¨mmerer et al. (2017).
Readout networks, as we defined them here, are small convolutional neural networks
consisting only of a few layers of 1× 1 convolutions. We argue that they provide a
very intuitive sweet spot between purely linear readouts and full DNNs. The strong
constraints of a linear readout can be problematic, especially when used on top of
potentially unintuitive features that might contribute to prediction on an unknown
and nonlinear scale (e.g., logarithmic, squaring, exponential, or including mixing
effects). Full DNNs on the other hand are often too underconstrained. In the worst
case they could compute predictions by first reconstructing the original input image
from the input features and therefore not depend on the used features at all.
Our readout networks try to combine the best of both worlds. Using only 1× 1
convolutions, they are equivalent to a nonlinear function defined by a fully connected
neural network that is applied pixel by pixel to a vector of input features. Therefore,
they are able to learn the best nonlinear transformations adjusting the scale of the
input features and make use of interactions between those features. But, since
they are applied to each pixel individually, they cannot learn new spatial features.
Essentially, given enough capacity, they can make use of all the pixelwise mutual
information between input features and predicted quantities such as fixation density,
and therefore provide a way to compare this mutual information between different
sets of features.
This makes readout networks a powerful tool for testing the predictivity of
arbitrary features for arbitrary tasks. One such example has been presented here:
the comparison of low-level and high-level features with respect to their predictivity
for fixation distributions. Other researchers have already applied readout networks
to other tasks, such as comparing the ability of humans and DNNs to recognize
closed contours in cluttered images (Funke et al. 2018). Because this task doesn’t
require an image-shaped prediction, a linear readout is added to the output of the
last 1× 1 convolution.
53
3.5 Applications
The work presented in this thesis has already had some applications within and
beyond science. DeepGaze II has been tested for its applicability to comic reading
(Laubrock et al. 2018) and was used in a study exploring the influence of scene
content on gaze (Damiano et al. 2019). Rothkegel et al. (2019) used DeepGaze II
when classifying different types of saccades in visual search. Engineers at Twitter
used DeepGaze II as a starting point when building a saliency model used for
smartly cropping images to required aspect ratios (Speedy Neural Networks for Smart
Auto-Cropping of Images 2018). There is a public website of DeepGaze II3 which
allows to compute model predictions on uploaded images. Among other cases, it
has been used in design courses at TU Delft to evaluate and change designs.
3.6 Outlook
After decades of research, we now have models that are able to predict spatial
fixation patterns in free-viewing of natural scenes with performance approaching
the inter-observer consistency. However, this performance boost came at the price of
loosing a large part of the interpretability of classic models such as Itti et al. (1998),
Bruce and Tsotsos (2009) and Kienzle et al. (2009). Therefore, now it makes sense
to move from making interpretable models better at predicting fixations to making
models that are good at predicting fixations more interpretable.
Starting from the work presented here, there are several ways to approach model
interpretability. Instead of using VGG features as a deep feature space for predicting
fixations, there now exist features that are much more straight-forward to interpret.
One example is semantic segmentation prediction (Chen et al. 2018a; Chen et al.
2018b). While the intermediate layers of semantic segmentation networks are as hard
to interpret as are VGG features, the semantic segmentation predictions themselves
are interpretable by design and spatial. This makes them suitable for fixation
prediction by, e.g., feeding logits or semantic masks into a readout network. Another
interesting possibility is provided by BagNets (Brendel and Bethge 2019), which
have very restricted receptive fields and therefore allow a very local computation of
saliency.
While the models DeepGaze I and II predict the spatial distribution of fixation
locations, it is known that a lot of relevant information is contained in the sequence
of fixations and in their timing. This will be the case especially when moving from
free-viewing to other tasks such as visual search. Therefore, extending the models to
predict sequences of fixations could lead to new insights and is already the focus of
ongoing work. Finally, static images themselves are restricted and do not represent
3https://deepgaze.bethgelab.org
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the majority of natural behaviour. Moving on to model gaze in dynamic stimuli,
i.e., videos, will allow to explore how visual patterns and temporal changes of those
patterns interact in driving eye movements. This will also allow investigation of eye
movements during natural tasks such as walking (Matthis et al. 2018).
The saliency community is – due to its connection to computer vision – to a certain
degree motivated by benchmarks. This means the benchmarks can guide community
efforts to some extent. As a result of the work on saliency benchmarking presented
above (Ku¨mmerer et al. 2018), the author is becoming part of the MIT Saliency
Benchmark team and has the chance to add some of the ideas mentioned in this
outlook to the benchmark which is most widely used in the community. In a first
step, the submission of fixation densities as proposed above will be implemented
while still also allowing for the submission of classical saliency maps. Since we
expect this to make model scores for future submission more consistent, we hope
that this spurs further progress in the field of free-viewing spatial fixation prediction.
Furthermore, we are already planning to add a scanpath prediction track to the
benchmark, where models of scanpath prediction can be evaluated and compared on
the same well-known dataset that is already used for the spatial fixation prediction.
In the longer term we are considering adding benchmark tracks for predicting eye
movements in different tasks than free-viewing, such as visual search.
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Abstract
Learning the properties of an image associated with human gaze placement is
important both for understanding how biological systems explore the environment
and for computer vision applications. There is a large literature on quantitative eye
movement models that seeks to predict fixations from images (sometimes termed
“saliency” prediction). A major problem known to the field is that existing model
comparison metrics give inconsistent results, causing confusion. We argue that the
primary reason for these inconsistencies is because different metrics and models use
different definitions of what a “saliency map” entails. For example, some metrics
expect a model to account for image-independent central fixation bias whereas
others will penalize a model that does. Here we bring saliency evaluation into the
domain of information by framing fixation prediction models probabilistically and
calculating information gain. We jointly optimize the scale, the center bias, and
spatial blurring of all models within this framework. Evaluating existing metrics on
these rephrased models produces almost perfect agreement in model rankings across
the metrics. Model performance is separated from center bias and spatial blurring,
avoiding the confounding of these factors in model comparison. We additionally
provide a method to show where and how models fail to capture information in the
fixations on the pixel level. These methods are readily extended to spatiotemporal
models of fixation scanpaths, and we provide a software package to facilitate their
use.
Contributions
The idea of converting existing saliency map models into probabilistic models of
fixation density prediction by optimizing a pointwise monotone nonlinearity, a
center bias and a blur radius was my own (center bias and blur radius have been
applied earlier, but without a nonlinearity and not for converting saliency maps into
probabilistic models, see Judd et al. 2012). The concept of evaluating these models
using information gain was developed in joint discussions with Thomas Wallis and
Matthias Bethge. I did all the experiments and analyses. The paper was written
jointly by Thomas Wallis and me. All authors contributed to scientific discussions
and paper revisions.
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Learning the properties of an image associated with human gaze
placement is important both for understanding how biological
systems explore the environment and for computer vision applica-
tions. There is a large literature on quantitative eye movement
models that seeks to predict fixations from images (sometimes
termed “saliency” prediction). A major problem known to the field is
that existing model comparison metrics give inconsistent results,
causing confusion. We argue that the primary reason for these in-
consistencies is because different metrics and models use different
definitions of what a “saliency map” entails. For example, some
metrics expect a model to account for image-independent central
fixation bias whereas others will penalize a model that does. Here
we bring saliency evaluation into the domain of information by
framing fixation prediction models probabilistically and calculating
information gain. We jointly optimize the scale, the center bias, and
spatial blurring of all models within this framework. Evaluating
existing metrics on these rephrased models produces almost perfect
agreement in model rankings across the metrics. Model perfor-
mance is separated from center bias and spatial blurring, avoiding
the confounding of these factors in model comparison. We addition-
ally provide a method to show where and how models fail to cap-
ture information in the fixations on the pixel level. These methods
are readily extended to spatiotemporal models of fixation scan-
paths, and we provide a software package to facilitate their use.
visual attention | eye movements | probabilistic modeling | likelihood |
point processes
Humans move their eyes about three times/s when exploringthe environment, fixating areas of interest with the high-
resolution fovea. How do we determine where to fixate to learn
about the scene in front of us? This question has been studied ex-
tensively from the perspective of “bottom–up” attentional guidance
(1), often in a “free-viewing” task in which a human observer ex-
plores a static image for some seconds while his or her eye positions
are recorded (Fig. 1A). Eye movement prediction is also applied in
domains from advertising to efficient object recognition. In com-
puter vision the problem of predicting fixations from images is often
referred to as “saliency prediction,” while to others “saliency” refers
explicitly to some set of low-level image features (such as edges or
contrast). In this paper we are concerned with predicting fixations
from images, taking no position on whether the features that guide
eye movements are “low” or “high” level.
The field of eye movement prediction is quite mature: Begin-
ning with the influential model of Itti et al. (1), there are now over
50 quantitative fixation prediction models, including around 10
models that seek to incorporate “top–down” effects (see refs. 2–4
for recent reviews and analyses of this extensive literature). Many
of these models are designed to be biologically plausible whereas
others aim purely at prediction (e.g., ref. 5). Progress is measured
by comparing the models in terms of their prediction perfor-
mance, under the assumption that better-performing models must
capture more information that is relevant to human behavior.
How close are the best models to explaining fixation distri-
butions in static scene eye guidance? How close is the field to
understanding image-based fixation prediction? To answer this
question requires a principled distance metric, yet no such metric
exists. There is significant uncertainty about how to compare sa-
liency models (3, 6–8). A visit to the well-established MIT Saliency
Benchmark (saliency.mit.edu) allows the reader to order models
by seven different metrics. These metrics can vastly change the
ranking of the models, and there is no principled reason to prefer
one metric over another. Indeed, a recent paper (7) compared 12
metrics, concluding that researchers should use 3 of them to avoid
the pitfalls of any one. Following this recommendation would
mean comparing fixation prediction models is inherently ambig-
uous, because it is impossible to define a unique ranking if any two
of the considered rankings are inconsistent.
Because no comparison of existing metrics can tell us how close
we are, we instead advocate a return to first principles. We show
that evaluating fixation prediction models in a probabilistic frame-
work can reconcile ranking discrepancies between many existing
metrics. By measuring information directly we show that the best
model evaluated here (state of the art as of October 2014) explains
only 34% of the explainable information in the dataset we use.
Results
Information Gain. Fixation prediction is operationalized by mea-
suring fixation densities. If different people view the same image,
they will place their fixations in different locations. Similarly, the
same person viewing the same image again will make different
eye movements than they did the first time. It is therefore natural
to consider fixation placement as a probabilistic process.
The performance of a probabilistic model can be assessed
using information theory. As originally shown by Shannon (9),
information theory provides a measure, information gain, to
quantify how much better a posterior predicts the data than a prior.
Significance
Where do people look in images? Predicting eye movements
from images is an active field of study, with more than 50
quantitative prediction models competing to explain scene
viewing behavior. Yet the rules for this competition are unclear.
Using a principled metric for model comparison (information
gain), we quantify progress in the field and show how formu-
lating the models probabilistically resolves discrepancies in other
metrics. We have also developed model assessment tools to re-
veal where models fail on the database, image, and pixel levels.
These tools will facilitate future advances in saliency modeling
and are made freely available in an open source software
framework (www.bethgelab.org/code/pysaliency).
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In the context of fixation prediction, this quantifies how much better
an image-based model predicts the fixations on a given image than
an image-independent baseline.
Information gain is measured in bits. To understand this metric
intuitively, imagine a game of 20 questions in which a model is
asking yes/no questions about the location of a fixation in the data.
The model’s goal is to specify the location of the fixation. If model
A needs one question less than model B on average, then model
A’s information gain exceeds model B’s information gain by one
bit. If a model needs exactly as many questions as the baseline,
then its information gain is zero bits. The number of questions the
model needs is related to the concept of code length: Information
gain is the difference in the average code length between a model
and the baseline. Finally, information gain can also be motivated
from the perspective of model comparison: It is the logarithm of
the Bayes factor of the model and the baseline, divided by the
number of data points. That is, if the information gain exceeds
zero, then the model is more likely than the baseline.
Formally, if p^Aðxi, yijIiÞ is the probability that model A assigns to
a fixation in location ðxi, yiÞ when image Ii is viewed, and pblðxi, yiÞ
is the probability of the baseline model for this fixation, then the
information gain of model A with respect to the image-indepen-
dent baseline is ð1=NÞPNi log p^Aðxi, yijIiÞ− log pblðxi, yiÞ (to be pre-
cise, this value is the estimated expected information gain). Although
information gain can be rewritten in terms of Kullback–Leibler
(KL) divergence, our approach is fundamentally different from
how KL divergence has previously been used to compare saliency
models (SI Text, Kullback–Leibler Divergence).
For image-based fixation prediction, information gain quantifies
the reduction in uncertainty (intuitively, the scatter of predicted
fixations) in where people look, given knowledge of the image they
are looking at. To capture the image-independent structure in the
fixations in a baseline model, we use a 2D histogram of all fixations
cross-validated between images: How well can the fixations on one
image be predicted from fixations on all other images?
In addition to being principled, information gain is an intuitive
model comparison metric because it is a ratio scale. Like the dis-
tance between two points, in a ratio-scaled metric “zero” means the
complete absence of the quantity (in this case, no difference in code
length from baseline). Second, a given change in the scale means
the same thing no matter the absolute values. That is, it is mean-
ingful to state relationships such as “the difference in information
A
C
B
D
E
Fig. 1. Evaluation of fixation prediction models in
terms of information. (A, Upper) Two example images
with fixation locations (black points) and scanpaths
(red). (A, Lower) Corresponding fixation predictions
from an example model (AIM). Warmer colors de-
note more expected fixations. (B) Model rankings
by seven metrics on the MIT Saliency Benchmark.
Models are arranged along the x axis, ordered by
“AUC-Judd” performance (highest-performing model
to the right). Relative performance (y axis) shows
each metric rescaled by baseline (0) and gold stan-
dard (1; higher is better). If the metrics gave con-
sistent rankings, all colored lines would monotonically
increase. (C ) Different model comparison metrics
evaluated on the raw model predictions (as in the
MIT Benchmark), compared with information gain
explained. Each color corresponds to a different
metric (see key); each model forms a distinct col-
umn. The gray diagonal line shows where a metric
would lie if it was linear in information. Many metrics
are nonmonotonically related to information, explain-
ing ranking inconsistencies in B. (C, Inset) Pearson
(below diagonal) and Spearman (above diagonal)
correlation coefficients in relative performance
under the different metrics. (D) The same as C but
for model predictions converted to probability densities,
accounting for center bias and blurring. All metrics are
now approximately monotonically related to informa-
tion gain explained; correlations in relative per-
formance between metrics are now uniformly high
(D, Inset). Note that information gain is the only metric
that is linear, because all metrics must converge to the
gold standard model at (1, 1). (E) How close is the field
to understanding image-based fixation prediction?
Each model evaluated in the current study is arranged
on the x axis in order of information gain explained.
The best-performing model (eDN) explains about one-
third of the information in the gold standard.
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gain between models A and B is twice as big as the difference be-
tween models C and D.” Many existing metrics, such as the area
under the ROC curve (AUC), do not meet these criteria.
To know how well models predict fixation locations, relative to
how they could perform given intersubject variability, we want to
compare model information gain to some upper bound. To esti-
mate the information gain of the true fixation distribution, we use a
nonparametric gold standard model: How well can the fixations of
one subject be predicted by all other subjects’ fixations? This gold
standard captures the explainable information gain for image-de-
pendent fixation patterns for the subjects in our dataset, ignoring
additional task- and subject-specific information (we examine this
standard further in SI Text, Gold Standard Convergence and Fig.
S1). By comparing the information gain of models to this explain-
able information gain, we determine the proportion of ex-
plainable information gain explained. Like variance explained
in linear Gaussian regression, this quantity tells us how much of the
explainable information gain a model captures. Negative values
mean that a model performs even worse than the baseline.
Reconciling the Metrics.Now that we have defined a principled and
intuitive scale on which to compare models we can assess to what
extent existing metrics align with this scale. In Fig. 1B we show the
relative performance on all metrics for all saliency models listed on
the MIT Saliency Benchmark website as of February 25, 2015. If all
metrics gave consistent rankings, all colored lines would mono-
tonically increase. They clearly do not, highlighting the problem
with existing metrics.
Fig. 1C shows how the fixation prediction models we evaluate in
this paper perform on eight popular fixation prediction metrics
(colors) and information gain explained. As in Fig. 1B, the metrics
are inconsistent with one another. This impression is confirmed in
Fig. 1C, Inset, showing Pearson (below the diagonal) and Spearman
(above the diagonal) correlation coefficients. If the metrics agreed
perfectly, this plot matrix would be red. When considered relative to
information gain explained, the other metrics are generally non-
monotonic and inconsistently scaled.
Why is this the case? The primary reason for the inconsis-
tencies in Fig. 1 B and C is that both the models and the metrics
use different definitions of the meaning of a saliency map (the
spatial fixation prediction). For example, the “AUC wrt. uni-
form” metric expects the model to account for the center bias
(a bias in free-viewing tasks to fixate near the center of the im-
age), whereas “AUC wrt. center bias” expects the model to ig-
nore the center bias (10). Therefore, a model that accounts for
the center bias is penalized by AUC wrt. center bias whereas a
model that ignores the center bias is penalized by AUC wrt.
uniform. The rankings of these models will likely change be-
tween the metrics, even if they had identical knowledge about
the image features that drive fixations.
To overcome these inconsistencies we phrased all models proba-
bilistically, fitting three independent factors. We transformed the
(often arbitrary) model scale into a density, accounted for the
image-independent center bias in the dataset, and compensated
for overfitting by applying spatial blurring. We then reevaluated
all metrics on these probabilistic models. This yields far more
consistent outcomes between the metrics (Fig. 1D). The metrics
are now monotonically related to information gain explained,
creating mostly consistent model rankings (compare the corre-
lation coefficient matrices in Fig. 1 C and D, Insets).
Nevertheless, Fig. 1D also highlights one additional, critical
point. All model relative performances must reconverge to the
gold standard performance at (1, 1). That all existing metrics
diverge from the unity diagonal means that these metrics remain
nonlinear in information gain explained. This creates problems
in comparing model performance. If we are interested in the
information that is explained, then information gain is the only
metric that can answer this question in an undistorted way.
How Close Is the Field to Understanding Image-Based Fixation
Prediction? We have shown above that a principled definition of
fixation prediction serves to reconcile ranking discrepancies between
existing metrics. Information gain explained also tells us how much
of the information in the data is accounted for by the models. That
is, we can now provide a principled answer to the question, “How
close is the field to understanding image-based fixation prediction?”.
Fig. 1E shows that the best-performing model we evaluate here,
ensemble of deep networks (eDN), accounts for about 34% of the
explainable information gain, which is 1.21 bits per fixation (bits/fix)
in this dataset (SI Text, Model Performances as Log-Likelihoods and
Fig. S2). These results highlight the importance of using an intuitive
evaluation metric: As of October 2014, there remained a significant
amount of information that image-based fixation prediction models
could explain but did not.
Information Gain in the Pixel Space. The probabilistic framework
for model comparison we propose above has an additional ad-
vantage over existing metrics: The information gain of a model
can be evaluated at the level of pixels (Table S1). We can ex-
amine where and by how much model predictions fail.
This procedure is schematized in Fig. 2. For an example image,
the model densities show where the model predicts fixations to
occur in the given image (Fig. 2A). This prediction is then divided
by the baseline density, yielding a map showing where and by how
much the model believes the fixation distribution in a given image
is different from the baseline (“image-based prediction”). If the
ratio is greater than one, the model predicts there should be more
fixations than the center bias expects. The “information gain”
images in Fig. 2 quantify how much a given pixel contributes to the
model’s performance relative to the baseline (code length saved in
bits/fix). Finally, the difference between the model’s information
gain and the possible information gain, estimated by the gold
standard, is shown in “difference to real information gain”: It
shows where and how much (bits) the model wastes information
that could be used to describe the fixations more efficiently.
The advantage of this approach is that we can see not only how
much a model fails (on an image or dataset level), but also exactly
where it fails, in individual images. This can be used to make in-
formed decisions about how to improve fixation prediction models.
In Fig. 2B, we show an example image and the performance of
the three best-performing models [eDN, Boolean map-based
saliency (BMS), and attention based on information maximiza-
tion (AIM)]. The pixel space information gains show that the
eDN model correctly assigns large density to the boat, whereas
the other models both underestimate the saliency of the boat.
To extend this pixel-based analysis to the level of the entire
dataset, we display each image in the dataset according to its pos-
sible information gain and the percentage of that information gain
explained by the eDN model (Fig. 3). In this space, points to the
bottom right represent images that contain a lot of explainable in-
formation in the fixations that the model fails to capture. Points
show all images in the dataset, and for a subset of these we have
displayed the image itself. The images in the bottom right of the
plot tend to contain human faces. See SI Text, Pixel-Based Analysis
on Entire Dataset for an extended version of this analysis including
pixel-space information gain plots and a model comparison.
Discussion
Predicting where people look in images is an important problem,
yet progress has been hindered by model comparison uncer-
tainty. We have shown that phrasing fixation prediction models
probabilistically and appropriately evaluating their performance
cause the disagreement between many existing metrics to dis-
appear. Furthermore, bringing the model comparison problem
into the principled domain of information allows us to assess
the progress of the field, using an intuitive distance metric. The
best-performing model we evaluate here (eDN) explains about
16056 | www.pnas.org/cgi/doi/10.1073/pnas.1510393112 Kümmerer et al.
34% of the explainable information gain. More recent model
submissions to the MIT Benchmark have significantly improved
on this number (e.g., ref. 11). This highlights one strength of in-
formation gain as a metric: As model performance begins to ap-
proach the gold standard, the nonlinear nature of other metrics
(e.g., AUC) causes even greater distortion of apparent progress.
The utility of information gain is clear.
To improve models it is useful to know where in images this
unexplained information is located. We developed methods not
only to assess model performance on a database level, but also to
show where and by how much model predictions fail in individual
images, on the pixel level (Figs. 2 and 3). We expect these tools
will be useful for the model development community, and we
provide them in our free software package.
Many existing metrics can be understood as evaluating model
performance on a specific task. For example, the AUC is the per-
formance of a model in a two-alternative forced-choice (2AFC)
task, “Which of these two points was fixated?”. If this is the task of
interest to the user, then AUC is the right metric. Our results do not
show that any existing metric is wrong. The metrics do not differ
because they capture fundamentally different properties of fixation
prediction, but mainly because they do not agree on the definition
of “saliency map.” The latter case requires only minor adjustments
to move the field forward. This also serves to explain the three
metric groups found by Riche et al. (7): One group contains among
others AUC with uniform nonfixation distribution (called AUC-
Judd by Riche), another group contains AUC with center bias
nonfixation distribution (AUC-Borji), and the last group contains
image-based KL divergence (KL-Div). We suggest that the highly
uncorrelated results of these three groups are due to the fact that
one group penalizes models without center bias, another group
penalizes models with center bias, and the last group depends on
the absolute saliency values. Compensating for these factors ap-
propriately makes the metric results correlate almost perfectly.
Although existing metrics are appropriate for certain use cases,
the biggest practical advantage in using a probabilistic framework is
its generality. First, once a model is formulated in a probabilistic way
many kinds of “task performance” can be calculated, depending on
problems of applied interest. For example, we might be interested in
whether people will look at an advertisement on a website or
whether the top half of an image is more likely to be fixated than the
bottom half. These predictions are a simple matter of integrating
over the probability distribution. This type of evaluation is not well
defined for other metrics that do not define the scale of saliency
values. Second, a probabilistic model allows the examination of any
statistical moments of the probability distribution that might be of
practical interest. For example, Engbert et al. (12) examine the
properties of second-order correlations between fixations in scan-
paths. Third, information gain allows the contribution of different
factors in explaining data variance to be quantified. For example, it is
possible to show how much the center bias contributes to explaining
fixation data independent of image-based saliency contributions (10)
(SI Text, Model Performances as Log-Likelihoods and Fig. S2).
Fourth, the information gain is differentiable in the probability
density, allowing models to be numerically optimized using gradient
techniques. In fact, the optimization is equivalent to maximum-
likelihood estimation, which is ubiquitously used for density esti-
mation and fulfills a few simple desiderata for density metrics (13).
In some cases other loss functions may be preferable.
If we are interested in understanding naturalistic eye movement
behavior, free viewing static images is not the most representative
condition (14–18). Understanding image-based fixation behavior
is not only a question of “where?”, but of “when?” and “in what
order?”. It is the spatiotemporal pattern of fixation selection that is
A
B
Fig. 2. Calculation of information gain in the pixel
space. (A) For the hypothetical example image shown
(Left), hypothetical fixation densities of the gold
standard (“true”) and model predictions are shown
in the “density” column. These are divided by the
baseline model (prior) to get the “image-based pre-
diction” map. Both maps are then log-transformed
and multiplied by the gold standard density to cal-
culate information gain for each pixel. Subtracting
the gold standard information gain from the model’s
information gain yields a difference map of the pos-
sible information gain: that is, where and by how
much the model’s predictions fail. In this case, the
model overestimates (blue contours) the fixation
density in the left (red) spot in the image, underesti-
mates (red contours) the center (green) spot, and
predicts the rightmost (yellow) spot almost perfectly.
(B) For an example image from the Judd dataset
(Left), the pixel space information gains are shown as
in A for the gold standard (first row), eDN (second
row), BMS (third row), and AIM (fourth row). eDN
performs best for the image overall (3.12 bits/fix
compared with 2.59 bits/fix and 2.28 bits/fix). By ex-
amining the pixel space information gains, we see this
is because it correctly assigns large density to the
boat, whereas the other models both underestimate
the saliency of the boat. For the eDN model, the dif-
ference plot shows that it slightly overestimates the
saliency of the front of the boat relative to the back.
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increasingly of interest to the field, rather than purely spatial pre-
dictions of fixation locations. The probabilistic framework we use in
this paper (10, 19) is easily extended to study spatiotemporal effects,
by modeling the conditional probability of a fixation given previous
fixations (Materials and Methods and ref. 12).
Accounting for the entirety of human eye movement behavior in
naturalistic settings will require incorporating information about
the task, high-level scene properties, and mechanistic constraints
on the eye movement system (12, 15–17, 20–22). Our gold stan-
dard contains the influence of high-level (but still purely image-
dependent) factors to the extent that they are consistent across
observers. Successful image-based fixation prediction models will
therefore need to use such higher-level features, combined with
task-relevant biases, to explain how image features are associated
with the spatial distribution of fixations over scenes.
Materials and Methods
Image Dataset and Fixation Prediction Models. We use a subset of a popular
benchmarking dataset (MIT-1003) (23) to compare and evaluate fixation pre-
diction models. We used only the most common image size (1,024 × 768 px),
resulting in 463 images included in the evaluation. We have verified our results
in a second dataset of human fixations (24) (SI Text, Kienzle Dataset and Fig. S3).
We evaluated all models considered in ref. 25 and the top-performing
models added to the MIT Saliency Benchmarking website (saliency.mit.edu)
up to October 2014. For all models, the original source code and default
parameters have been used unless stated otherwise. The included models
are Itti et al. (1) [here, two implementations have been used: one from the
Saliency Toolbox and the variant specified in the graph-based visual saliency
(GBVS) paper], Torralba et al. (26), GBVS (27), saliency using natural statistics
(SUN) (28) (for “SUN, original” we used a scale parameter of 0.64, corre-
sponding to the pixel size of 2.3′ of visual angle of the dataset used to learn
the filters; for “SUN, optimal” we did a grid search over the scale parameter;
this resulted in a scale parameter of 0.15), Kienzle et al. (24, 29) (patch size
195 pixels corresponding to their reported optimal patch size of 5.4°). Hou
and Zhang (30), AIM (31), Judd et al. (23), context-aware saliency (32, 33),
visual saliency estimation by nonlinearly integrating features using region co-
variances (CovSal) (34), multiscale rarity-based saliency detection (RARE2012)
(35), BMS (5, 36), and finally eDN (37). Table S2 specifies the source code used
for each model.
Information Gain and Comparison Models. Given fixations ðxi , yiÞ on images Ii
and predictions of a probabilistic model p^ðx, yjIÞ, the average log-likelihood
for the data is ð1=NÞPNi log p^ðxi , yi jIiÞ and the information gain with respect
to an image-independent baseline model pblðx, yÞ is
IGðp^kpblÞ= 1N
XN
i
log p^ðxi , yi jIiÞ− logpblðxi , yiÞ.
The explainable information gain is the information gain of the gold stan-
dard model IGðpgoldkpblÞ. Finally, explainable information gain explained
(called simply “information gain explained” in the paper) for model p^ is
IGðp^kpblÞ=IGðpgoldkpblÞ.
In this paper we use the logarithm to base 2, meaning that information
gain is in bits. Model comparison within the framework of likelihoods is well
defined and the standard of any statistical model comparison enterprise.
The baseline model is a 2D histogrammodel with a uniform regularization
(to avoid zero bin counts) cross-validated between images (trained on all
fixations for all observers on all other images). That is, reported baseline
performance used all fixations from other images to predict the fixations for
a specific image: It captures the image-independent spatial information in
the fixations. Bin width and regularization parameters were optimized by
gridsearch. If a saliency model captured all of the behavioral fixation biases
but nothing about what causes parts of an image to attract fixations, it would
do as well as the baseline model.
Fixation preferences that are inconsistent between observers are by
definition unpredictable from fixations alone. If we have no additional
knowledge about interobserver differences, the best predictor of an ob-
server’s fixation pattern on a given image is therefore to average the fixa-
tion patterns from all other observers and add regularization. This is our
gold standard model. It was created by blurring the fixations with a Gaussian
kernel and including a multiplicative center bias (Phrasing Saliency Maps
Probabilistically), learned by leave-one-out cross-validation between sub-
jects. That is, the reported gold standard performance (for information gain
and AUCs) always used only fixations from other subjects to predict the fixa-
tions of a specific subject, therefore giving a conservative estimate of the ex-
plainable information. It accounts for the amount of information in the spatial
structure of fixations to a given image that can be explained while averaging
over the biases of individual observers. This model is the upper bound on
prediction in the dataset (see ref. 8 for a thorough comparison of this gold
standard and other upper bounds capturing different constraints).
Existing Metrics.We evaluate the models on several prominent metrics (Fig. 1C):
AUC wrt. uniform, AUC wrt. center bias, image-based KL divergence, fixation-
based KL divergence, normalized scanpath saliency, and correlation coefficient.
For details on these metrics, their implementation, and their relationship to in-
formation gain see SI Text, Existing Metrics, Fig. S4, and Table S3.
Phrasing Saliency Maps Probabilistically. We treat the normalized saliency
map [sðx, yjIÞ denotes the saliency at point ðx, yÞ in image I] as the predicted
gaze density for the fixations: p^ðx, yjIÞ∝ sðx, yjIÞ. This definition marginalizes
over previous fixation history and fixation timings, which are not included in
any evaluated models.
Because many of the models were optimized for AUC, and because AUC is
invariant to monotonic transformations whereas information gain is not, we
cannot simply compare the models’ raw saliency maps to one another. The
saliency map for each model was therefore transformed by a pointwise
monotonic nonlinearity that was optimized to give the best log-likelihood for
that model. This corresponds to picking the model with the best log-likelihood
from all models that are equivalent (under AUC) to the original model.
Every saliencymapwas jointly rescaled to range from0 to1 (i.e., over all images
at once, not per image, keeping contrast changes from image to image intact).
Then a Gaussian blur with radius σ was applied that allowed us to compensate
in models that make overly precise, confident predictions of fixation locations (25).
Next, the pointwise monontonic nonlinearity was applied. This non-
linearity was modeled as a continuous piecewise linear function supported in
20 equidistant points xi between 0 and 1 with values yi with 0≤ x0 ≤ . . . ≤ x19:
pnonlinðx, yÞ∝ fnonlinðsðx, yÞÞ with fnonlinðxÞ= ðyi+1 − yiÞ=ðxi+1 − xiÞðx − xiÞ+ yi for
xi ≤ x ≤ xi+1.
Finally, we included a center bias term (accounting for the fact that human
observers tend to look toward the center of the screen) (25).
The center bias was modeled as pcbðx, yÞ∝ fcbðdðx, yÞÞpnonlinðx, yÞ.
Here, dðx, yÞ=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðx − xcÞ2 + αðy − ycÞ2
q
=dmax is the normalized distance of
ðx, yÞ to the center of the image ðxc, ycÞwith eccentricity α, and fcbðdÞ is again
a continuous piecewise linear function that was fitted in 12 points.
Fig. 3. Distribution of information gains and explained information (both
relative to a uniform baseline model) over all images in the dataset for the
eDN model. Each black circle represents an image from the dataset. These plots
allow model performance to be assessed on all images in the dataset. Points in
the lower right of the scatterplots are images where a lot of information could
be explained but is not; these are where the model could be best improved for a
given dataset. See Fig. S5 for an extended version of this plot, including an ad-
ditional model and pixel-space information gain plots showing where the model
predictions fail in individual images.
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All parameters were optimized jointly, using the L-BFGS SLSQP algorithm
from scipy.optimize (38).
Evaluating the Metrics on Probabilistic Models. To evaluate metrics described
above on the probabilisticmodels (the results shown in Fig. 1D), we used the log-
probability maps as saliency maps. All other computations were as described
above. An exception is the image-based KL divergence. Because this metric
operates on probability distributions, our model predictions were used directly.
The elements of Fig. 2 are calculated as follows: First, we plot the model
density for each model (column “density” in Fig. 2). This is p^ðx, yjIÞ. Then we
plot the model’s image-based prediction p^ðx, yjIÞ=pblðx, yÞ. It tells us where
and how much the model believes the fixation distribution in a given image
is different from the prior pðx, yÞ (baseline).
Now we separate the expected information gain (an integral over space) into
its constituent pixels, as pgoldðx, yjIÞlogðp^ðx, yjIÞ=pblðx, yÞÞ [using the gold stan-
dard as an approximation for the real distribution pðx, yjIÞ]. Weighting by the
gold standard pgoldðx, yjIÞ results in a weaker penalty for incorrect predictions in
areas where there are fewer fixations. Finally, the last column in Fig. 2 shows the
difference between the model’s information gain and the possible information
gain, estimated by the gold standard, resulting in pðx, yjIÞlogðp^ðx, yjIÞ=pðx, yjIÞÞ.
Note that this detailed evaluation is not possible with existing saliency
metrics (Table S1).
Generalization to Spatiotemporal Scanpaths. The models we consider in this
paper are purely spatial: They do not include any temporal dependencies.
A complete understanding of human fixation selection would require an
understanding of spatiotemporal behavior, that is, scanpaths. The model
adaptation and optimization procedure we describe above can be easily
generalized to account for temporal effects. For details see SI Text, Gener-
alization to Spatiotemporal Scanpaths.
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SI Text
Model Performances as Log-Likelihoods
In Fig. S2, we report the average log-likelihoods of the tested
models. All reported log-likelihoods are relative to the maximum
entropy model predicting a uniform fixation distribution.
The gold standard model shows that the total mutual in-
formation between the image and the spatial structure of the
fixations amounts to 2.1 bits/fix. To give another intuition for this
number, a model that would for every fixation always correctly
predict the quadrant of the image in which it falls would also have
a log-likelihood of 2 bits/fix.
The lower-bound model is able to explain 0.89 bits/fix of this
mutual information. That is, 42% of the information in spatial
fixation distributions can be accounted for by behavioral biases
(e.g., the bias of human observers to look at the center of the image).
The eDN model performs best of all of the saliency models
compared, with 1.29 bits/fix, capturing 62% of the total mutual
information. It accounts for 19% more than the lower-bound
model or 34% of the possible information gain (1.21 bits/fix)
between baseline and gold standard.
Fig. S2 also shows performances where only a subset of our
optimization procedure was performed, allowing the contribution
of different stages of our optimization to be assessed. Considering
only model performance (i.e., without also including center bias
and blur factors; the pink sections in Fig. S2) shows that many of
the models perform worse than the lower-bound model. This
means that the center bias is more important than the portion of
image-based saliency that these models do capture (39). Readers
will also note that the center bias and blurring factors account
for very little of the performance of the Judd model and the
eDN model relative to most other models. This is because these
models already include a center bias that is optimized for the
Judd dataset.
Gold Standard Convergence
The absolute performance level of the gold standard (the estimate
of explainable information gain) depends on the size of the
dataset. With fewer data points, the true gold standard perfor-
mance will be underestimated because more regularization is
required to generalize across subjects. With enough data, our
estimate of the gold standard will converge to the true gold
standard performance.
To examine the convergence of our gold standard estimate in
the dataset we use, we repeated our cross-validation procedure
using, for each subject, only a subset of the other 14 subjects. Fig.
S1 shows the average gold standard performance (in bits per
fixation) as a function of the number of other subjects used for
cross-validation. The curve rapidly increases and then begins to
flatten as we reach the full dataset size. This result indicates that
more data would be required to gain a precise estimate of the
true gold standard performance. Nevertheless, that the curve
begins to saturate indicates that more data are unlikely to
qualitatively change the results we report here. If anything, the
gold standard performance would increase, reducing our esti-
mate of the explainable information gain explained (34%) even
further.
Kienzle Dataset
We repeated the full evaluation on the dataset of Kienzle et al.
(24). It consists of 200 grayscale images of size 1,024× 678 px and
15 subjects. This dataset is of special interest, as the authors
removed the photographer bias by using random crops from
larger images. The results are shown in Fig. S3.
In this dataset, with 22% even less of the possible information
gain is covered by the best model (here, GBVS. Note that we
were not able to include eDN into this comparision, as the
source code was not yet released at the time of the analysis).
Removing the photographer bias leads to a smaller contribution
(34%) of the nonparametric model compared with the increase
in log-likelihood by saliency map-based models. The possible
information gain is with 0.92 bits/fix smaller than for the Judd
dataset (1.21 bits/fix) There are multiple possible reasons for
this. Primarily, this dataset contains no pictures of people, but a
lot of natural images. In addition, the images are in grayscale.
Pixel-Based Analysis on Entire Dataset
In Fig. S5, we display each image in the dataset according to its
possible information gain and the percentage of that information
gain explained by the model. In this space, points to the bottom
right represent images that contain a lot of explainable in-
formation in the fixations that the model fails to capture. Points
show all images in the dataset, and for a subset of these we have
displayed the image itself (Fig. S5 A and C) and the information
gain difference to the gold standard (Fig. S5 B and D). For the
eDN model (Fig. S5 A and B), the images in the bottom right of
the plot tend to contain human faces. The Judd model contains
an explicit face detection module, and as can be seen in Fig. S5 C
and D, it tends to perform better on these images. In terms of the
whole dataset, however, the eDN model performs better on
images with a moderate level of explainable information (around
3 bits/fix).
Existing Metrics
We evaluate the models on several prominent metrics. The area
under the curve (AUC) metrics are the most widely used. They
calculate the performance of the model when using the saliency
map as classifier score in a two-alternative forced-choice (2AFC)
task where the model has to separate fixations from nonfixations.
There are several variants of AUC scores, differing by the
nonfixation distribution used and in approximations to speed up
computation. We use all sample values as thresholds, therefore
using no approximation. AUC wrt. uniform uses a uniform
nonfixation distribution, i.e., the full saliency map as nonfixations
[this corresponds to “AUC-Judd” in the MIT Benchmark (25)].
AUC wrt. center bias uses the fixations from all other images as
nonfixations, thus capturing structure unrelated to the image
[behavioral biases, primarily center bias (3, 4, 39)]. This corre-
sponds to “sAUC” in the MIT benchmark (“shuffled AUC”).
Confusingly, there are two completely independent measures
referred to as “Kullback–Leibler divergence” used in the saliency
literature. We discuss the precise definitions of these metrics and
their relationship to information gain as used in this paper in SI
Text, KL Divergence. What we refer to as image-based Kullback–
Leibler (KL) divergence treats the saliency maps as 2D proba-
bility distributions and calculates the KL divergence between the
model distribution and an approximated true distribution (8, 39).
To compute this metric, the saliency maps were rescaled to have
a maximum of 1 and a minimum of at least 10−20 over all maps.
The saliency maps are then divided by the sum of their values to
convert them into probability distributions. We use our gold
standard as the true distribution.
The other variant of KL divergence, here called fixation-
based KL divergence, calculates the KL divergence between the
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distribution of saliency values at fixations and the distribution of
saliency values at some choice of nonfixations (40). We use
histograms with 10 bins to calculate the KL divergence. For the
nonfixations, we use all saliency values [fixation-based (f.b.) DKL
wrt. uniform] or the saliency values at the fixation locations of the
fixations from all other images (f.b. DKL wrt. center bias).
Normalized scanpath saliency (NSS) normalizes each saliency
map to have zero mean and unit variance and then takes the mean
saliency value over all fixations.
The correlation coefficient (CC) metric normalizes the saliency
maps of the model and the saliency maps of the approximated
true distribution (gold standard) to have zero mean and unit
variance and then calculates the correlation coefficient of these
maps over all pixels.
Detailed Comparison of Log-Likelihoods, AUC, and KL
Divergence
Here we consider the relationship between log-likelihoods and
prominent existing saliency metrics: AUC and KL divergence.
AUC. The most prominent metric used in the saliency literature is
the area under the receiver operating characteristic curve (AUC).
The AUC is the area under a curve of model hit rate against false
positive rate for each threshold. It is equivalent to the perfor-
mance in a 2AFC task where the model is “presented” with two
image locations: one at which an observer fixated and another
from a nonfixation distribution. The thresholded saliency value is
the model’s decision, and the percentage correct of the model in
this task across all possible thresholds is the AUC score. The
different versions of AUC used in saliency research differ pri-
marily in the nonfixation distribution used. This is usually either
a uniformly selected distribution of not-fixated points across the
image (e.g., in ref. 25) or the distribution of fixations for other
images in the database [the shuffled AUC (3, 4, 39)]. The latter
provides an effective control against center bias (a tendency for
humans to look in the center of the screen, irrespective of the
image content), by ensuring that both fixation and nonfixation
distributions have the same image-independent bias. It is im-
portant to bear in mind that this measure will penalize models
that explicitly try to model the center bias. The AUC therefore
depends critically on the definition of the nonfixation distribu-
tion. In the case of the uniform nonfixation distribution, AUC is
tightly related to area counts: Optimizing for AUC with uniform
nonfixation distribution is equivalent to finding for each per-
centage 0≤ r≤ 100 the area consisting of r% of the image that
includes most fixations (10).
One characteristic of the AUC that is often considered an
advantage is that it is sensitive only to the rank order of saliency
values, not their scale (i.e., it is invariant under monotonic
pointwise transformations) (39). This allows the modeling process
to focus on the shape (i.e., the geometry of iso-saliency points) of
the distribution of saliency without worrying about the scale,
which is argued to be less important for understanding saliency
than the contour lines (39). However, in certain circumstances
the insensitivity of AUC to differences in saliency can lead to
counterintuitive behavior, if we accept that higher saliency values
are intuitively associated with more fixations.
By using the likelihood of points as a classifier score, one can
compute the AUC for a probabilistic model just as for saliency
maps. This has a principled connection with the probabilistic
model itself: If the model performed the 2AFC task outlined
above using maximum-likelihood classification, then the model’s
performance is exactly the AUC. Given the real fixation distri-
bution, it can also be shown that the best saliency map in terms
of AUC with uniform nonfixation distribution is exactly the gaze
density of the real fixation. However, this does not imply that a
better AUC score will yield a better log-likelihood or vice versa. For
more details and a precise derivation of these claims, see ref. 10.
Kullback–Leibler Divergence.KL divergence is tightly related to log-
likelihoods. However, KL divergence as used in practice in the
saliency literature is not the same as the approach we advocate.
In general, the KL divergence between two probability dis-
tributions p and q is given by
DKL½pkq=
Z
log

pðxÞ
qðxÞ

pðxÞdx
and is a popular measure of the difference between two probabil-
ity distributions. In the saliency literature, there are at least two
different model comparison metrics that have been called Kullback–
Leibler divergence. Thus, when a study reports a KL metric, one
needs to check how this was computed. The first variant treats
the saliency map as a 2D probability distribution and computes
the KL divergence between this predicted distribution and the
empirical density map of fixations (8, 39); we call this image-
based KL-divergence. The second metric referred to as Kullback–
Leibler divergence is the KL divergence between the distribution of
saliency values at fixations and the distribution of saliency values at
nonfixation locations; we call this fixation-based KL divergence
(40). This is calculated by binning the saliency values at fixations
and nonfixations into a histogram and then computing the KL di-
vergence of these histograms. Like AUC, it depends critically on the
definition of the nonfixation distribution and additionally on the
histogram binning. In Table S3 we list a number of papers using
one of these two definitions of KL divergence.
We now precisely show the relationship between these mea-
sures and our information theoretic approach. Very generally,
information theory can be derived from the task of assigning code
words to different events that occur with different probabilities
such that their average code word length becomes minimal. It
turns out that the negative log-probability is a good approxi-
mation to the optimal code word length possible, which gives rise
to the definition of the log-loss:
lðxÞ=−log pðxÞ.
In the case of a discrete uniform distribution pðxÞ= 1n the log-loss
for any possible x is simply log n, i.e., the log of the number of
possible values of x. Accordingly, the more ambiguous the pos-
sible values of a variable are, the larger its average log-loss,
which is also known as its entropy:
H½X =E½−log pðxÞ.
If pðxÞ denotes the true distribution that accurately describes the
variable behavior of x and we have a model qðxÞ of that distri-
bution, then we can think of assigning code words to different
values of x that are of length −log qðxÞ and compute the average
log-loss for the model distribution
E½−log  qðxÞ=−
Z
pðxÞlog qðxÞdx
=H½X +DKL½pðxÞkqðxÞ.
That is, the KL divergence measures how much the average log-
loss of a model distribution qðxÞ exceeds the average log-loss of
the true distribution. The KL divergence is also used to measure
the information gain of an observation if p(x) denotes a posterior
distribution that correctly describes the variability of x after the
observation has been made whereas q(x) denotes the prior dis-
tribution. In a completely analog fashion we can measure how
much more or less information one model distribution q1ðxÞ
provides about x than an alternative model q2ðxÞ does by com-
puting how much the average log-loss of model 1 is reduced (or
increased) relative to the average log-loss of model 2. This can
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also be phrased as an expected log-likelihood ratio (ELLR; the
concept of log-likelihood ratios is familiar to readers with knowl-
edge of model comparison using, e.g., χ2 tests):
ELLR := ½E− log q2ðxÞ−E½−log q1ðxÞ
=E½log q1ðxÞ−E½log q2ðxÞ
=
Z
pðxÞlog q1ðxÞ
q2ðxÞ dx.
In other words, very generally, the amount of informationmodel 2
provides about a variable relative to model 1 can be measured by
asking how much more efficiently the variable can be encoded
when assuming the corresponding model distribution q2ðxÞ in-
stead of q1ðxÞ for the encoding. Note that this reasoning does
not require any of the two model distributions to be correct. For
example, in the context of saliency maps we can ask what the best
possible model distribution is that does not require any knowl-
edge of the actual image content. This baseline model can cap-
ture general biases of the subjects such as the center bias. To
evaluate the information provided by a saliency map that can be
assigned to the specific content of an image we thus have to ask
how much more the model distribution of that saliency model
provides relative to the baseline model.
Our information gain metric reported in the main text is exactly
the ELLR, where q1 is the model, q2 is the baseline, and we esti-
mated the expectation value using the sampling estimator. The
ELLR can be rewritten as a difference between KL divergences:
ELLR  =  E½logðq1ðxÞ=q2ðxÞÞ
=E½log q1ðxÞ−E½log q2ðxÞ
=DKL½pðxÞkq2ðxÞ−DKL½pðxÞkq1ðxÞ.
This naturally raises the question: Is our measure equivalent to
the KL divergence that has been used in the saliency literature?
The answer is no.
It is crucial to note that in the past the scale used for saliency
maps was only a rank scale. This was the case because AUC was
the predominant performance measure and is invariant under
such transformations. That is, two saliency maps S1ðxÞ and S2ðxÞ
were considered equivalent if a strictly monotonic increasing
function g :R→R exists such that S1ðxÞ = gðS2ðxÞÞ. In contrast, in
the equation for ELLR, the two distributions q1 and q2 are di-
rectly proportional to the saliency map times the center bias
distribution and well defined only if the scale used for saliency
maps is meaningful. In other words, if one applies a nonlinear
invertible function to a saliency map, the ELLR changes.
Fixation-based KL divergence is the more common variant in
the literature: Researchers wanted to apply information theoretic
measures to saliency evaluation while remaining consistent with
the rank-based scale of AUC (40). Therefore, they did not in-
terpret saliency maps themselves as probability distributions, but
applied the KL divergence to the distribution of saliency values
obtained when using the fixations to that obtained when using
nonfixations. We emphasize that this measure has an important
conceptual caveat: Rather than being invariant under only mono-
tonic increasing transformations, KL divergence is invariant
under any reparameterization. This implies that the measure
cares only about which areas are of equal saliency, but does not
care about which of any two areas is actually the more salient
one. For illustration, for any saliency map Sðx, yÞ, its negative
counterpart Sðx, yÞ :  =  supðSÞ− Sðx, yÞ is completely equivalent
with respect to the fixation-based KL metric, even though for any
two image regions S would always make the opposite prediction
about their salience (see Fig. S4 for this as well as other ex-
amples). Furthermore, the measure is sensitive to the histogram
binning used, and in the limit of small bin width all models have
the same KL divergence: the model-independent KL divergence
between pðxfixÞ and pðxnonfixÞ.
Image-based KL-divergence requires that the saliency maps are
interpreted as probability distributions. Previous studies using this
method (Table S3) simply divided the saliency values by their
sum to obtain such probability distributions. However, they did
not consider that this measure is sensitive to the scale used for
the saliency maps. Optimization of the pointwise nonlinearity
(i.e., the scale) has a huge effect on the performance of the dif-
ferent models. More generally, realizing that image-based KL
divergence treats saliency maps as probability distributions means
that other aspects of density estimation, like center bias and reg-
ularization strategies (blurring), must also be taken into account.
The only conceptual difference between image-based KL di-
vergence and log-likelihoods is that for estimating expected log-
likelihood ratios, it is not necessary to have a gold standard. One
can simply use the unbiased sample mean estimator (SI Text,
Estimation Considerations). Furthermore, by conceptualizing sa-
liency in an information-theoretic way, we can not only assign
meaning to expected values (such as ELLR or DKL) but also know
how to measure the information content of an individual event
(here, a single fixation), using the notion of its log-loss (see our
application on the individual pixel level in the main text). Thus,
although on a theoretical level log-likelihoods and image-based
KL divergence are tightly linked, on a practical level a funda-
mental reinterpretation of saliency maps as probability distribu-
tions is necessary.
Estimation Considerations
One principle advantage of using log-likelihoods instead of
image-based KL divergence is that for all model comparisons
except comparing against the gold standard we do not have to
rely on the assumptions made for the gold standard but can
simply use the unbiased sample mean estimator:
E^½log q1ðxÞ=q2ðxÞ= 1N
XN
k=1
log q1ðxkÞ=q2ðxkÞ.
This is why we used the sample mean estimator for all model com-
parisons rather than the gold standard to estimate the ELLR.
However, estimating the upper limit on information gain still
requires a gold standard [an estimate of the true distribution pðxÞ].
Image-based KL divergence requires this not only for estimating
the upper bound, but also for calculating the performance of any
model. There, it has usually been done using a 2D histogram or
Gaussian kernel density estimate (Table S3), and the hyper-
parameters (e.g., bin size, kernel size) have commonly been cho-
sen based on fovea size or eye tracker precision. In our framework
of interpreting saliency maps as probability distributions, a prin-
cipled way of choosing these hyperparameters is to cross-validate
over them to get the best possible estimate of the true distribution.
For our dataset, the optimal cross-validated kernel size was
27 pixels, which is relatively close to the commonly used kernel
size of 1∘ (37 pixels). However, with more fixations in the dataset
the optimal cross-validated kernel sizes will shrink, because the
local density can be estimated more precisely. Therefore, choosing
these hyperparameters on criteria other than cross-validation will
produce inaccurate estimates of the ELLR in the large data limit.
Because we conclude that our understanding of image-based
saliency is surprisingly limited, we have been using a conservative
strategy for estimating the information gain of the gold standard
that is downward biased such that we obtain a conservative upper
bound on the fraction of how much we understand about image-
based saliency. To this end, we not only used the unbiased sample
estimator for averaging over the true distribution but also resorted
to a cross-validation strategy for estimating the gold standard that
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takes into account how well the distributions generalize across
subjects,
E^

pgold

=
XM
j=1
1
Nj
XNj
k=1
log pgold

xjkjj

,
where the first sum runs over all subjects j and pgoldðxjkjjÞ denotes
a kernel density estimator that uses all fixations but the one of
subject j. For comparison, if one would simply use the plain
sample mean estimator for the gold standard, the fraction ex-
plained would drop to an even smaller value of only 22%. Our
approach guarantees that it is very likely that the true value falls
into the range between 22% and 34%.
Generalization to Spatiotemporal Scanpaths
The models we consider in this paper are purely spatial: They do
not include any temporal dependencies. A complete understanding
of human fixation selection would require an understanding of
spatiotemporal behavior, that is, scanpaths. The model adaptation
and optimization procedure we describe above can be easily
generalized to account for temporal effects, as follows.
A scanpath consists of N fixations with positions xi, yi, ti, where
xi and yi denote the spatial position of the fixation in the image
and ti denotes the time of the fixation. A scanpath can be
viewed as a sample of a 3D point process (12). Conceiving of
scanpaths as 3D point processes allows us to model the joint
probability distribution of all fixations of a subject on an image.
In general, a model’s average log-likelihood is 1N
P
klog p^ðxkÞ,
where p^ is the probability distribution of the model and xk,
k= 1, . . . ,N are samples from the probabilistic process that we
would like to model. Our likelihoods are therefore of the form
p^ðx1, y1, t1, . . . , xN , yN , tN ,NjIÞ, where N is part of the data distri-
bution (not a fixed parameter) and I denotes the image for which
the fixations should be predicted. By chain rule, this is decom-
posed into conditional likelihoods p^ðx1, y1, t1, . . . , xN , yN , tN ,NjIÞ=
p^ðNjIÞQNi=1pðxi, yi, tijN, x1, y1, t1, . . . , xi−1, yi−1, ti−1, IÞ.
The above holds true for any 3D point process. In this way, the
model comparison framework we propose in this paper is general in
that it can account for spatiotemporal fixation dependencies (see
ref. 12 for a recent application of spatiotemporal point processes to
the study of scanpaths).
Fig. S1. Dependence of gold standard performance on the number of subjects used to predict one subject’s data.
Fig. S2. Average log-likelihoods of all tested models as differences in log-likelihood compared with the maximum-entropy model predicting a uniform
fixation distribution. Model performance indicates the model performance if only the nonlinearity has been fitted. Centerbias and blur+centerbias indicate the
model performances if the centerbias alone or the blur and centerbias have been fitted together with the nonlinearity.
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Fig. S3. Average log-likelihoods of all tested models on the Kienzle dataset as in Fig. S2.
Fig. S4. Fixation-based Kullback–Leibler divergence for saliency maps. Upper Left shows a real saliency map (from eDN), Upper Right is inverted, Lower Left is
the same map with binned saliency values, and in the Lower Right map, the saliency assigned to each bin is shuffled. These maps have identical fixation-based
KL divergence (and very different log-likelihoods).
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Fig. S5. Distribution of information gains and explained information (both relative to a uniform baseline model) over all images in the dataset. Each black dot
represents an image from the dataset. For some images we show the actual image (A and C) and the information gain difference from the gold standard (B
and D). These plots allow model performance to be assessed on all images in the dataset. Points in the lower right of the scatterplots are images where a lot of
information could be explained but is not; these are where the model could be best improved for a given dataset. The pixel-space information gain scatter
plots (B and D) show exactly where in the images the model predictions fail.
Table S1. Finest resolution for different metrics
Resolution Metrics
Dataset Fixation-based KL divergence
Image Image-based KL divergence, CC
Fixation AUC, NSS
Pixel Information gain
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Table S3. Papers using KL divergence to evaluate saliency models
Ref. KL divergence Estimate of true distribution
(40) Fixation based
(41) Fixation based
(42) Fixation based
(43) Fixation based
(28) Fixation based
(31) Fixation based
(44) Fixation based
(45) Fixation based
(2) Fixation based
(3) Fixation based
(4) Fixation based
(46) Image based Gaussian kernel, width of fovea
(39) Image based 2D histograms, bins of 2°× 2° and 10−5 added as prior
(47) Image-based Precision of the eye tracking
(8) Image based Gaussian with 2°, motivated by fovea + eye tracker
(48) Image based, fixation based Gaussian kernel density estimate, kernel size 1°
of visual angle
(7) Image based Not stated
(49) Image based “Kernel-density estimates with bandwidth parameters
chosen according to Scott’s rule”
Table S2. Evaluated models and their sources
Model Source
Itti et al. (1) www.saliencytoolbox.net (IttiKoch)
www.vision.caltech.edu/~harel/share/gbvs.php (IttiKoch2)
Torralba et al. (26) people.csail.mit.edu/tjudd/SaliencyBenchmark/Code/torralbaSaliency.m
GBVS (27) www.vision.caltech.edu/~harel/share/gbvs.php
SUN (28) cseweb.ucsd.edu/∼l6zhang
Kienzle et al. (24, 29) Code provided by Simon Barthelmé
Hou and Zhang (30) www.klab.caltech.edu/∼xhou/projects/spectralResidual/spectralresidual.html
AIM (31) www-sop.inria.fr/members/Neil.Bruce/
Judd (23) people.csail.mit.edu/tjudd/WherePeopleLook/index.html
Context-aware saliency (32, 33) webee.technion.ac.il/labs/cgm/Computer-Graphics-Multimedia/Software/Saliency/Saliency.html
CovSal (34) web.cs.hacettepe.edu.tr/∼erkut/projects/CovSal/
RARE2012 (35) www.tcts.fpms.ac.be/attention/?categorie17/rare2012
Boolean map-based saliency (BMS) (5, 36) cs-people.bu.edu/jmzhang/BMS/BMS.html
Ensemble of deep networks (eDN) (37) github.com/coxlab/edn-cvpr2014
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Abstract
Recent results suggest that state-of-the-art saliency models perform far from optimal
in predicting fixations. This lack in performance has been attributed to an inability
to model the influence of high-level image features such as objects. Recent seminal
advances in applying deep neural networks to tasks like object recognition suggests
that they are able to capture this kind of structure. However, the enormous amount
of training data necessary to train these networks makes them difficult to apply
directly to saliency prediction. We present a novel way of reusing existing neural
networks that have been pretrained on the task of object recognition in models of
fixation prediction. Using the well-known network of Krizhevsky et al. (2012), we
come up with a new saliency model that significantly outperforms all state-of-the-art
models on the MIT Saliency Benchmark. We show that the structure of this network
allows new insights in the psychophysics of fixation selection and potentially their
neural implementation. To train our network, we build on recent work on the
modeling of saliency as point processes.
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The original idea of using pretrained deep features to predict fixations was suggested
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ABSTRACT
Recent results suggest that state-of-the-art saliency models perform far from op-
timal in predicting fixations. This lack in performance has been attributed to an
inability to model the influence of high-level image features such as objects. Re-
cent seminal advances in applying deep neural networks to tasks like object recog-
nition suggests that they are able to capture this kind of structure. However, the
enormous amount of training data necessary to train these networks makes them
difficult to apply directly to saliency prediction. We present a novel way of reusing
existing neural networks that have been pretrained on the task of object recognition
in models of fixation prediction. Using the well-known network of Krizhevsky
et al. (2012), we come up with a new saliency model that significantly outper-
forms all state-of-the-art models on the MIT Saliency Benchmark. The structure
of this network allows new insights in the psychophysics of fixation selection and
potentially their neural implementation. To train our network, we build on recent
work on the modeling of saliency as point processes.
By understanding how humans choose eye fixations, we can hope to understand and explain human
behaviour in a number of vision-related tasks. For this reason human eye movements have been
studied for more than 80 years (e. g. Buswell, 1935). During the last 20 years, many models have
been developed trying to explain fixations in terms of so called “saliency maps”.
Recently, it has been suggested to model saliency maps probabilistically using point processes
(Barthelme´ et al., 2013) and to evaluate them using log-likelihood (Ku¨mmerer et al., 2014). This
evaluation revealed that state-of-the-art models of saliency explain only one third of the explainable
information in the spatial fixation structure (Ku¨mmerer et al., 2014).
Most of the existing models use low-level cues like edge-detectors and color filters (Itti et al., 1998)
or local image statistics (Zhang et al., 2008; Bruce & Tsotsos, 2009). However, human fixations
are largely clustered around objects (see Figure 1 for examples). This has led to some models
trying to incorporate more high level features: Cerf et al. (2008) combined existing saliency map
models with a face detector, while Judd et al. (2009) included detectors for faces, people, cars and
horizon. Nevertheless, current saliency models mostly fail to capture these high-level influences
which might be the main reason for the poor overall performance of state-of-the-art models. This
analysis raises the question whether there are any computational systems capable of capturing such
high-level influences.
Independent of these developments, the last two years have seen the rise of deep neural networks to
solve multifarious tasks like object detection, speech recognition or automatic translation. Provided
with enough training data, deep neural networks show impressive results, often outperforming all
competing methods. It has also been shown that deep convolutional networks that have been opti-
mized for object classification can be used to predict neuron responses in higher brain areas of the
visual system (Yamins et al., 2014; Razavian et al., 2014). Deep neural networks have also proven
to generalize well over tasks (Donahue et al., 2013): a network trained for some task like object
detection can often be easily retrained to achieve state-of-the-art performance in some other only
loosely related task like scene recognition.
Motivated by these developments, we here try to use pretrained deep neural networks to model fix-
ation selection. The results of Yamins et al. (2014) connect neural network representations with IT
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Figure 1: Example saliency maps: The top row shows example images from the dataset by Judd
et al. (2009). The fixations of the subjects are indicated by dots. The middle row shows the log-
densities produced by Deep Gaze I for these images when assuming a uniform prior distribution
instead of a center bias. The bottom row shows the log-densities for the same images when using
the center bias of the full dataset. Note that only the first two images were included in the set of
images used to train Deep Gaze I.
and similar neural representations. This suggests that we can hope not only to improve prediction
performance, but also to improve our understanding of the internal implementation of fixation selec-
tion in the brain by formulating new hypotheses that lead to new experimental paradigms. Finally,
results from Zeiler & Fergus (2013) show ways to interpret the filters of deeper layers in a way that
would allow to formulate predictions that can be tested psychophysically.
A first attempt at modelling saliency with deep convolutional networks has been performed recently
by Vig et al. (2014) (eDN), yielding state-of-the-art performance. However, training deep neural
networks on fixations suffers from the usually small training sets compared to the training data used
in other tasks. To reach their state-of-the-art performance, neural networks trained for object or
speech recognition need massive amounts of training data. Most fixation datasets have at most 1000
images with usually not significantly more than 100 fixations per image. Deep neural networks
can easily have millions of parameters, which would lead to massive overfitting on these small
datasets. Therefore, eDN uses only three convolutional layers, while the Krizhevsky network uses 5
convolutional layers and the most recent networks used in the ImageNet challenge (ILSVRC2014)
use around 20 layers.
Here we present a new model of fixation prediction that builds on these results: it uses the well
known deep network from Krizhevsky et al. (2012) to generate a high-dimensional feature space,
which is then used for the actual fixation prediction. This deep network has been optimized for
object recognition using a massive dataset consisting of more than one million images (Deng et al.,
2009). Keeping the parameters of the deep network fixed, we train our model on half of the MIT1003
dataset (Judd et al., 2009) and show that it outperforms state-of-the-art models by a large margin,
increasing the amount of explained information by 67%. Furthermore, we analyze how the model
exploited the feature space provided by the Krizhevsky network.
1 METHODS
In Figure 2, the model architecture is visualized. After an initial downsampling, the RGB input
image is fed into the Krizhevsky network. The Krizhevsky architecture consists of stacked con-
volutions, each one followed by a rectifiying nonlinearity and optional maxpooling and response
normalization. The final three fully connected layers of the Krizhevsky network were removed as
we are only interested in spatially located features. Each layer (convolution, rectifier, pooling and
normalization) results in a single image of response for each filter in the layer. To predict fixations,
2
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Figure 2: The model structure of Deep Gaze I: The image is first downsampled and preprocessed
with the Krizhevsky network. The responses of the layers that are included in the model are then
scaled up to the size of the largest network layer and normalized to have unit standard deviation.
This list of maps is then linearly combined and blured with a Gaussian kernel. To compensate for
the central fixation bias, an estimate of the prior distribution is added. Finally, the model output is
fed through a softmax rectification, yielding a two dimensional probability distribution.
we first select one or multiple layers from the network. We rescale all the response images that we
want to include in our model to the size of the largest layer of the network, resulting in a list of
up to 3712 responses for each location in an image. Each of these responses is then individually
normalized to have unit standard deviation on the full dataset. After this preprocessing, the features
are fed into the following model.
At leach image location, our saliency model linearly combines the responses rk(x, y) using weights
wk. The resulting image is then convoled with a Gaussian kernel whose width is controlled by σ,
yielding the saliency map
s(x, y) =
∑
k
wkrk(x, y) ∗Gσ.
It is well known that fixation locations are strongly biased towards the center of an image (Tatler,
2007). To account for this center bias, the saliency prediction is linearly combined with a fixed
center bias prediction c(x, y):
o(x, y) = αc(x, y) + s(x, y)
To predict fixation probabilities, this output is finally fed into a softmax, yielding a probability
distribution over the image:
p(x, y) =
exp (o(x, y))∑
x,y exp (o(x, y))
For generalization, `1-regularization on the weights is used to encourage sparsity. For training fixa-
tions (x1, y1), . . . , (xN , yN ) this yields the cost function
c(µ, α,w) = − 1
N
N∑
i
log p(xi, yi) + λ
‖w‖1
‖w‖2
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To quantify which layers help most in predicting the fixations and lead to least overfitting, we trained
models on a variety of subsets of layers (see subsection 2.3 and Figure 5). We checked the general-
ization performance of these models on the remaining 540 images from MIT1003 that have not been
used in training. As performance measure we use shuffled area under the curve (shuffled AUC) here
(Tatler et al., 2005). In AUC, the saliency map is treated as a classifier score to separate fixations
from “nonfixations”: presented with two locations in the image, the classifier chooses the location
with the higher saliency value as fixation. The AUC measures the classification performance of this
classifer. The standard AUC uses a uniform nonfixation distribution, while in the case of shuffled
AUC, fixations from other images are used as nonfixations. As shuffled AUC assumes the saliency
maps not include the biases of the prior distribution (see Barthelme´ et al., 2013) we had to use a
uniform center bias for this evaluation.
1.1 IMPLEMENTATION DETAILS
For training, we used roughly half of the dataset MIT1003 (Judd et al., 2009). By using only the
images of the most common size of 1024 × 768 pixels (resulting in 463 images), we were able to
use the nonparametric estimate of the center bias described in Ku¨mmerer et al. (2014) (mainly a 2d
histrogram distribution fitted using the fixations from all other images).
Our implementation of the Krizhevsky network uses the architecture and trained filters as published
by Jia et al. (2014) with the following modifications: the original architecture uses a fixed input size
of 224× 224. As we removed the fully connected layers, we do not need to restrict to a fixed input
size but can feed arbitrary images into the network. Furthermore we use convolutions of type full
(i.e. zero-pad the input) instead of valid which would result in convolution outputs that are smaller
than the input. This modification is useful, because we need saliency predictions for every point in
the image. Note that the caffe implementation of the Krizhevsky network differs slightly from the
original architecture in Krizhevsky et al. (2012), as the pooling and the normalization layers have
been switched. The subsampling factor for the inital downsampling of the images was set to 2.
The sparsity parameter λ was chosen using grid search and turned out to be 0.001 in the final
model. However, even setting it to much smaller values did have very little effect on training and
test performance (see subsection 6.1 for more details). All calculations of log-likelihoods, cost
functions and gradients were done in theano (Bergstra et al., 2010). To minimize the cost function
on the training set of fixations, the mini-batch based BFGS method as described in Sohl-Dickstein
et al. (2014) was used. It combines the benefits of batch based methods with the advantage of
second order methods, yielding high convergence rates with next to no hyperparameter tuning. To
avoid overfitting to the subjects, leave-one-out cross-validation over the 15 subjects contained in the
database was used.
The code for our model including training and analysis will be published at http://www.
bethgelab.org/code/deepgaze/.
2 RESULTS
2.1 PERFORMANCE RESULTS
We use an information theoretic measure to evaluate our model: log-likelihood. Log-likelihood is
a principled measure for probabilistic models and has numerous advantages. See Ku¨mmerer et al.
(2014) for an extensive discussion.
Log-likelihoods are much easier to understand when expressed as difference of log-likelihood rel-
ative to a baseline model. This information gain1 expresses how much more efficient the model is
in describing the fixations than the baseline model: if a model with an information gain of 1 bit/fix
is used to encode fixation data, it can save on average one bit per fixation compared to the baseline
model.
The information gain is even more intuitive when compared to the explainable information gain,
i.e., the information gain of the real distribution compared to the baseline model. This comparison
yields a ratio of explained information gain to explainable information gain which will be called
1To be more precise, this value is an estimated expected information gain
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Figure 3: Performance of Deep Gaze I compared to a list of other influential models, expressed as
the ratio of explained information (see text for details). All models except for Deep Gaze I have
been postprocessed to account for a pointwise nonlinearity, center bias and blurring (see Ku¨mmerer
et al. (2014) for details).
“explainable information gain explained” or just “information gain explained” in the following. See
Ku¨mmerer et al. (2014) for a more thorough explanation of this notion.
The baseline model is a non-parametric model of the image-independent prior distribution p(x, y),
while the explainable information is estimated using a non-parametric model of the fixation distri-
bution p(x, y | I) for a given image I (which we call the gold standard model). The gold standard
model is cross-validated between subjects and thus captures all the structure in the fixations that
is purely due to the spatial structure of the image. See Ku¨mmerer et al. (2014) for details on the
baseline model and the gold standard model.
By expressing the information gain of a model as a percentage of the possible information gain,
we can asses how far we have come in describing the fixations. It is important to note that this
interpretation is only possible due to the fact that information gain is on a ratio scale (Michell,
1997): differences and ratios of information gains are meaningful – opposed to other measures like
AUC.
In Figure 3, the percentage of information gain explained is plotted for our model in comparison
to a range of influential saliency models, including the state-of-the-art models. Of the possible
information gain, the best existing model (eDN) is able to explain only 34%. Deep Gaze I is able to
increase this information gain to 56%.
2.2 RESULTS ON MIT SALIENCY BENCHMARK
We submitted our model to the MIT Saliency Benchmark (Bylinskii et al.). The benchmark evaluates
saliency models on a dataset of 300 images and 40 subjects. The fixations are not available to make
training for these fixations impossible.
The MIT Saliency Benchmark evaluates models on a variety of metrics, including AUC with uniform
nonfixation distribution and shuffled AUC (i.e. AUC with center bias as nonfixation distribution).
The problem with these metrics is that most of them use different definitions of saliency maps.
This hold especially for the two most used performance metrics: AUC and shuffled AUC. While
AUC expects the saliency maps to model the center bias, shuffled AUC explicitly does not so and
penalizes models that do (see Barthelme´ et al. (2013) for details). As Deep Gaze I uses an explicit
representation of the prior distribution, it is straightforward to produce the saliency maps according
to both definitions of AUC: For AUC we use a nonparametric prior estimate, for shuffled AUC we
use a uniform prior distribution. As the images of the dataset are of different size, we could not
use our non-parametric center bias as is. Instead, we took all fixations from the full MIT-1003
dataset and transformed their position to be relative to a image of size 100 × 100. Then we trained
a Gaussian kernel density estimator on these fixations. This density estimate was then rescaled and
renormalized for each image.
Doing so, we beat the state-of-the-art models in the MIT Saliency Benchmark by a large margin
in AUC as well as shuffled AUC (see Figure 4): For shuffled AUC, we reach 71.69% compared to
67.90% for the best performing model AWS (center bias is at 50%). For AUC we reach 84.40%
5
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Figure 4: Performance results on the MIT benchmark. (a): Shuffled AUC performance of Deep
Gaze I (green bar, 71.69%) compared with all other models in the MIT benchmark. The x-axis is at
the level of the center bias model. The three top performing models after Deep Gaze I are in order
of decreasing performance: AWS (67.90%, Garcia-Diaz et al. (2012)), RARE2012 (66.54%, Riche
et al. (2013)), and AIM (65.64%, Bruce & Tsotsos (2009)). (b) AUC performance of Deep Gaze
I (green bar, 84.40%) compared with all other models in the MIT benchmark that performed better
than the center bias. The x-axis is at the level of the center bias model. The three top performing
models after Deep Gaze I are in order of decreasing performance: BMS (82.57%, Zhang & Sclaroff
(2013)), Mixture of Saliency Models (82.09%, Han and Satoh, 2014), and eDN (81.92%, Vig et al.
(2014)). Notice that AUC and shuffled AUC use different definitions of saliency map: While AUC
expects the saliency maps to model the center bias, shuffled AUC explicitly does not and penalizes
models that do. Therefore, for the shuffled AUC performances of Deep Gaze I the saliency maps
have been calculated with a uniform prior distribution, while for the AUC performances the saliency
maps have been calculated with a nonparametric prior (see text for details) 2. Performances of other
models from the MIT benchmark as of September 2014.
compared to 82.57% for the best performing model BMS (center bias is at 78.31%). Relative to the
center bias, this is an increase of AUC performance by more than 40%.
2.3 LAYER SELECTION
The final model used only the convolutions of the top-most layer of the Krizhevsky-architecture.
This is a principled choice: the top layer can be expected to include most high-level influences and
the relu, pool and norm units are often viewed mainly as the nonlinearities needed to provide a new
feature space for the next level of convolutions.
But this choice was also backed by a series of comparison models where more or other layers have
been included in the model: In Figure 5, performance results are reported for models including
layers from a given depth upwards (Figure 5a), layers up to a given depth (Figure 5b), layers of a
given depth (Figure 5c) and layers of a given type (Figure 5d). It can be seen that the architecture
chosen finally (layer 5 convolutions) generalizes best to the images of the test set in terms of shuffled
AUC.
It is also worth noting that models including more layers are substantially better at predicting the
test subjects fixations on the images used in training (Figure 5a, left plot): when using all layers, a
performance of 83% information gain explained is reached for the test subjects. This suggests that
the generalization problems of these models are not due to intersubject variability. They most prob-
ably suffer from the fact that the variety of objects in the training images is not rich enough, leading
to overfitting to the images (not to the subjects). Therefore we can expect improved performance
from using a larger set of images in training.
2Note that the MIT Saliency Benchmark webpage reports only performances for the saliency maps with the
nonparametric prior. Therefore, there the shuffled AUC performance is lower.
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Figure 5: Performance of Deep Gaze I when trained on different subsets of the Krizhevsky layers:
(a): Results for models that use layers from a given depth upwards. The left plot shows the percent-
age of explainable information gain explained on the images used in training for training subjects
and test subjects (refer to subsection 2.1 for an explanation of this measure). The dotted line indi-
cates the performance of the model we used in the MIT Saliency Benchmark (which only used the
output of the convolutions of layer 5). The right plot shows the shuffled AUC on the images used in
training and on the remaining test images. Here, the models have been averaged over all test subjects
and the saliency maps assume uniform center bias, as expected by shuffled AUC (see subsection 2.2
for details). The dotted line indicates the performance of the final model on the test images. (b),
(c), (d): Results for models that use layers up to a given depth (b), layers of a certain depth (c) and
layers of a certain type (d). The plots are as in (a).
2.4 ANALYSIS OF USED FEATURES
In this section we analyze which features of the Krizhevsky architecture contributed most to the
fixation predictions. By getting a solid understanding of the involved features, we can hope to
extract predictions from the model that can be tested psychophysically in the future.
In Figure 6, we took the 10 most weighted features from the 256 convolution features in layer 5. For
each of these 10 features, we plotted the 9 patches from the dataset that led to the highest response
(resp. lowest response for features with negative weight). In Figure 7, the first four patches of the
first four features are shown in more detail: The patches are shown in the context of the entire image
and also the feature’s response to this image is shown.
Clearly, the most important feature is sensitive to faces. The second most important feature seems
to respond mainly to text. The third most important feature shows some sort of pop-out response: it
seems to respond to whichever feature sticks out from an image: the sign of a bar in the first patch,
two persons in a desert in the second patch and, most notably, the target in a visual search image in
the fourth patch. Note that the salient feature depends heavily on the image context, so that a simple
luminance or color contrast detector would not achieve the same effect.
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1.00 0.85 0.76 0.72
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Figure 6: Analysis of used features I: (a) Patches of maximum response: Each square of patches
shows for a specific feature of the Krizhevsky architecture the nine patches that led to highest re-
sponse (resp. smallest response, if the feature has a negative weight in the model). Each patch
corresponds to exactly the part of the image that contributes to the response in the location of maxi-
mum response. The features used have been choosen by the absolute value of the weight that Deep
Gaze I assigned to them. The numbers over the patches show |wk|/maxk |wk|.
This shows that Deep Gaze I is not only able to capture the influence of high level objects like faces
or text, but also more abstract high-level concepts (like popout).
3 DISCUSSION
Deep Gaze I was able to increase the explained information gain to 56% compared to 34% for state
of the art models. On the MIT Saliency Benchmark we were also able to beat the state of the art
models by a substantial margin. One main reason for this performance is the ability of our model
to capture the influence of several high-level features like faces and text but also more abstract ones
like popout (2.4).
It is important to note that all reported results from Deep Gaze I are direct model performances, with-
out any fitting of a pointwise nonlinearity as performed in Ku¨mmerer et al. (2014). This indicates
that the deep layers provide a sufficiently rich feature space to enable fixation prediction via simple
linear combination of the features. The convolution responses turned out to be most informative
about the fixations.
While features trained on ImageNet have been shown to generalize to other recognition and detection
tasks (e. g. Donahue et al., 2013; Razavian et al., 2014), to our knowledge this is the first work where
ImageNet features have been used to predict behaviour.
Extending state-of-the-art neural networks with attention is an exciting new direction of research
(Tang et al., 2014; Mnih et al., 2014). Humans use attention for efficient object recognition and we
showed that Krizhevsky features work well for predicting human attention. Therefore it is likely that
these networks could be brought closer to human performance by extending them with Krizhevsky
features. This could be an interesting field for future research.
4 CONCLUSIONS
Our contribution in this work is twofold: First, we have shown that deep convolutional networks
that have been trained on computer vision tasks like object detection boost saliency prediction.
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(a) (b)
(c) (d)
Figure 7: Analysis of used features II: Details for some of the patches from Figure 6 The four double
columns (a) to (d) correspond to the first four features shown Figure 6. In each double column, the
four rows correspond to the first four patches shown for this feature in Figure 6. The left column of
each double column shows the patches in the context of the full image, while the feature’s response
over the full image is shown in the right column. The position of the maximum is indicated by a dot.
Using the well-known Krizhevsky network (Krizhevsky et al., 2012), we were able to outperform
state-of-the-art saliency models by a large margin, increasing the amount of explained information
by 67% compared to state-of-the art. We believe this approach will enable the creation of a new
generation of saliency models with high predictive power and deep implications for psychophysics
and neuroscience (Yamins et al., 2014; Zeiler & Fergus, 2013). An obvious next step suggested by
this approach is to replace the Krizhevsky network by the ImageNet 2014 winning networks such as
VGG (Simonyan & Zisserman, 2014) and GoogLeNet (Szegedy et al., 2014).
A second conceptual contribution of this work is to optimize the saliency model by maximizing the
log-likelihood of a point process (see Barthelme´ et al., 2013; Ku¨mmerer et al., 2014).
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We believe that the combination of high performance feature spaces for object recognition as ob-
tained from the ImageNet benchmark with principled maximum likelihood learning opens the door
for a “Deep Gaze” program towards explaining all the explainable information in the spatial image-
based fixation structure.
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Figure 8: Performance of Deep Gaze I when trained on the conv5-layer with different regularization
parameters. The left plot shows the percentage of explainable information gain explained on the
images used in training for training subjects and test subjects (refer to subsection 2.1 for an expla-
nation of this measure). The dotted line indicates the performance of the model we used in the MIT
Saliency Benchmark (λ = 0.001). The right plot shows the shuffled AUC on the images used in
training and on the remaining test images. Here, the models have been averaged over all test subjects
and the saliency maps assume uniform center bias, as expected by shuffled AUC (see subsection 2.2
for details). The dotted line indicates the performance of the final model on the test images.
6 SUPPLEMENTARY MATERIAL
6.1 REGULARIZATION
The model uses a regularization parameter λ to encourage sparsity in the feature weights (see sec-
tion 1). This parameter was choosen using grid search. In Figure 8, training and test performances
are shown for different choices of λ when fitting the model using only the final convolutional layer
(as done in the final model). It can be seen that the choice of the regularization parameter had a
visible but only very small effect on the test performance (especially if compared to the influences
of the different layers used, see Figure 5).
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Abstract
Understanding where people look in images is an important problem in computer
vision. Despite significant research, it remains unclear to what extent human
fixations can be predicted by low-level (contrast) compared to high-level (presence
of objects) image features. Here we address this problem by introducing two novel
models that use different feature spaces but the same readout architecture. The first
model predicts human fixations based on deep neural network features trained on
object recognition. This model sets a new state-of-the art in fixation prediction by
achieving top performance in area under the curve metrics on the MIT300 hold-out
benchmark (AUC = 88%, sAUC = 77%, NSS = 2.34). The second model uses purely
low-level (isotropic contrast) features. This model achieves better performance than
all models not using features pre-trained on object recognition, making it a strong
baseline to assess the utility of high-level features. We then evaluate and visualize
which fixations are better explained by low-level compared to high-level image
features. Surprisingly we find that a substantial proportion of fixations are better
explained by the simple low-level model than the state-of-the-art model. Comparing
different features within the same powerful readout architecture allows us to better
understand the relevance of low- versus high-level features in predicting fixation
locations, while simultaneously achieving state-of-the-art saliency prediction.
Contributions
The idea of improving DeepGaze I with a nonlinear readout network, pretraining on
SALICON and replacing AlexNet with VGG was mine. Matthias Bethge suggested
to compare to a parsimonious low-level baseline model which developed into what’s
now the ICF model. I designed, implemented and trained all models and ran all
experiments and analyses. The paper was written jointly by Thomas Wallis, Leon
Gatys and me. All authors contributed to scientific discussions and paper revisions.
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Figure 1: Representative examples for fixation prediction. Fixations are colored depending on whether they are better predicted by the
high-level deep object features (DeepGaze II) model (blue) or the low-level intensity contrast features (ICF) model (red). This separates
the images into areas where fixations are better predicted by high-level and low-level image features respectively. DeepGaze II is very good
at predicting the human tendency to look at text and faces (first and second image), while ICF is better at predicting fixations driven by
low-level contrast (third image). In particular, DeepGaze II fails if fixations are primarily driven by low-level features, although high-level
features like text are present in the image (fourth image).
Abstract
Understanding where people look in images is an im-
portant problem in computer vision. Despite significant re-
search, it remains unclear to what extent human fixations
can be predicted by low-level (contrast) compared to high-
level (presence of objects) image features. Here we ad-
dress this problem by introducing two novel models that
use different feature spaces but the same readout architec-
ture. The first model predicts human fixations based on
deep neural network features trained on object recognition.
This model sets a new state-of-the art in fixation predic-
tion by achieving top performance in area under the curve
metrics on the MIT300 hold-out benchmark (AUC = 88%,
sAUC = 77%, NSS = 2.34). The second model uses purely
low-level (isotropic contrast) features. This model achieves
better performance than all models not using features pre-
trained on object recognition, making it a strong baseline
to assess the utility of high-level features. We then evaluate
and visualize which fixations are better explained by low-
level compared to high-level image features. Surprisingly
we find that a substantial proportion of fixations are bet-
ter explained by the simple low-level model than the state-
of-the-art model. Comparing different features within the
same powerful readout architecture allows us to better un-
derstand the relevance of low- versus high-level features in
predicting fixation locations, while simultaneously achiev-
ing state-of-the-art saliency prediction.
1. Introduction
Humans make several eye movements per second, fixat-
ing their high-resolution fovea on things they want to see.
Understanding the factors that guide these eye movements
is therefore an important component of understanding how
humans process visual information and thus has a wide
range of applications in image processing. In computer vi-
sion this problem is framed as saliency prediction1: predict-
ing human fixation locations for a given image [21, 26, 25].
Saliency prediction performance has rapidly improved in
the last few years, driven by the advent of models based on
pre-trained deep neural networks. The models make use of
convolutional filters that have been learned on other tasks,
most notably object recognition in the ImageNet dataset
[10]. The success of these saliency prediction models sug-
gests that the high-level image features encoded by deep
networks (e.g. sensitivity to faces, objects and text) are ex-
tremely useful to predict human fixation locations.
Despite recent advances, state-of-the-art models remain
below the gold standard model of predicting one human’s
fixations from all others. Given the success of deep learn-
ing approaches, it may be tempting to believe that achiev-
ing gold standard performance simply requires employing
even deeper, more abstracted feature sets. Here, we instead
suggest that saliency prediction models may be neglecting
low-level image features (local contrast) and overweighting
1 Note that the term saliency prediction is sometimes also used in dif-
ferent context not related to eye movements.
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Figure 2: (a) The architecture of our models. Each model has a fixed feature space that feeds into the readout network: DeepGaze II uses
VGG-19 features, ICF uses simple local intensity and contrast at different scales and the pixel model uses the raw pixel values. These
feature activations are passed to a second neural network (the readout network) that is trained for fixation prediction. The readout network
consists of four layers of 1 × 1 convolutions implementing a pixelwise nonlinear function. This results in a saliency map, which is then
blurred, combined with a center bias and converted into a probability distribution by means of a softmax. (b) The ICF feature space. The
network projects an RGB image onto the luminance and two color channels. For each channel we compute local intensities on 5 different
scales using Gaussian convolutions. Additionally we square and blur the high-pass residuals from each scale to extract local contrast. The
resulting 30 output channels are concatenated and constitute the input to the readout network.
the contribution of high-level features (the presence of ob-
jects such as faces or text) in explaining human fixations.
We come to this conclusion via three novel contributions:
• A new state-of-the-art model for saliency prediction
(the DeepGaze II model) that is based on deep neu-
ral network features pre-trained on object recognition
[39].The model achieves top performance in area un-
der the curve metrics on the MIT300 hold-out bench-
mark (AUC = 88%, sAUC = 77%, NSS = 2.34).
• A strong low-level baseline model for saliency predic-
tion (Intensity Contrast Feature or ICF) that is based
on local intensity and contrast. The model achieves
top performance among all models not using features
pre-trained on object recognition.
• Extensive quantitative and qualitative analysis to com-
pare the predictions of these models. While DeepGaze
II tends to perform better on images containing faces
or text, the ICF model still performs better than
DeepGaze II on about 10% of the images in the dataset.
Importantly, because both models use the same well-
constrained readout architecture (see below), our compar-
ison only reflects differences in the feature spaces (low- vs
high-level).
2. Related Work
Beginning with the seminal image-computable model by
Itti and Koch [21], many models have been proposed to
predict fixations using local low-level features [52, 27], in-
corporating global features and statistics [15, 47, 18, 6, 14,
12, 37, 36], using simple heuristics [51] or combinations
of low- and high-level features [26] (see [3] for a com-
prehensive review of saliency models before the advent of
pre-trained deep features). In parallel, the effects of biases
[42, 43, 45, 7] and tasks [38, 28, 44] on fixation placement
have been studied. While these considerations are crucial,
in this paper we are concerned not with top-down influences
such as task, but rather we seek to understand to what extent
fixations in free viewing are driven by low-level features or
by high-level features [49, 11, 4, 9, 20, 5].
The state-of-the-art in saliency prediction improved
markedly since 2014 with the advent of models using deep
neural networks. The first model to use deep features (eDN;
[48]) trained them from scratch to predict saliency. Subse-
quently, the DeepGaze I model showed that DNN features
trained on object recognition (AlexNet [29] trained on the
ImageNet dataset [10]) could significantly outperform train-
ing from scratch [32]. The success of this transfer-learning
approach is exciting because it captializes on the presum-
ably tight relationship between high-level tasks such as ob-
ject recognition and human fixation location selection.
Since the initial success of transfer learning for saliency
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prediction, a variety of new models followed this example
to further improve saliency prediction performance. The
SALICON model [19] fine tunes a mixture of deep fea-
tures from AlexNet [29], VGG-16 [39] and GoogLeNet
[41] for saliency prediction using the SALICON and OSIE
[50] datasets. DeepFix [30] and PDP [22] fine-tune fea-
tures from the VGG-19 network [39] for saliency prediction
using the SALICON and the MIT1003 dataset. FUCOS
[5] finetunes features trained on PASCAL-Context. SAL-
ICON and DeepFix substantially improved performance
over DeepGaze I in the MIT benchmark ([8]; see below).
The main difference of the new state-of-the art model we
introduce here is that rather than fine-tuning the VGG-19
features for saliency prediction, we train a read-out network
that uses a point-wise nonlinear combination of deep fea-
tures. Furthermore we train our model in a probabilistic
framework optimising the log-likelihood [31] and model the
center bias as an explicit prior (as in Deep Gaze I [32]).
3. Models
We formulate our models as probabilistic models that
predict fixation densities. Building on previous work ap-
plying probabilistic modelling to fixation prediction [2, 49],
Ku¨mmerer et al. [31, 33] recently showed that formulat-
ing existing models appropriately can remove most of the
inconsistencies between existing model evaluation metrics.
Furthermore, they argued that using log-likelihood as an
evaluation criterion represents a useful and intuitive loss
function for model evaluation, with close ties to information
theory (though other loss functions may have advantages for
some use cases [22]). Therefore we train and evaluate our
models using the framework of log-likelihood (specifically
reported as information gain explained, see [31]) and addi-
tionally report key metrics (AUC, sAUC and NSS) on the
MIT1003 dataset and from the MIT Saliency Benchmark.
3.1. Deep Object Features (DeepGaze II) model
Here we describe the architecture of our saliency predic-
tion model that is based on deep features that are trained on
object recognition (Fig. 2). A given input image is subsam-
pled by a factor 2 and passed through the normalized VGG-
19 network for which all filters have been rescaled to yield
feature maps with unit mean over the ImageNet dataset
[13]. Next, the feature maps of a selection of high-level
convolutional layers (conv5 1, relu5 1, relu5 2, conv5 3,
relu5 4; selected via random search, see supplement) are
up-sampled by a factor of 8 such that spatial resolution is
sufficient for precise prediction. These feature maps are
then combined into one 3-dimensional tensor with 2560
(5×512) channels, which is used as input for a second neu-
ral network that we term the readout network. This readout
network consists of four layers of 1 × 1 convolutions fol-
lowed by ReLu nonlinearities. The first three layers use 16,
32, and 2 features (see supplement for details). The last
layer has only one output channel O(x, y). Crucially, the
readout network is only able to represent a point-wise non-
linearity in the VGG features. This means that the readout
network is only able to learn interactions between existing
features across channels but not across pixels—i.e. it cannot
learn new spatial features.
The final output from the readout network is convolved
with a Gaussian to regularize the predictions:
S(x, y) = O(x, y) ⋆ Gσ (1)
Fixations tend to be near to the center of the image in
a way which is strongly task and dataset dependent [42].
Therefore we explicitly model the center bias as a prior dis-
tribution that is added to S:
S′(x, y) = S(x, y) + log pbaseline(x, y) (2)
We use a Gaussian Kernel density estimate over all fixations
from the training dataset for pbaseline (for more details see
3.4). Finally, S′(x, y) is converted into a probability dis-
tribution over the image by the means of a softmax (as for
DeepGaze I and for PDP):
p(x, y) =
exp(S′(x, y))∑
x,y exp(S
′(x, y))
(3)
3.2. Intensity Contrast Feature (ICF) model
The architecture of our low-level ICF model closely fol-
lows that of DeepGaze II (Fig. 2). The main difference
is that we replace the VGG features that were trained on
object recognition by a feature space that can only extract
purely low-level image information (intensity and intensity
contrast).
To that end we first subsample the image by a factor of
2 and project the RGB color channels onto their principal
components for natural images (computed on the MIT1003
dataset, see supplement), which yields the luminance chan-
nel and two color channels. For each of these channels we
independently compute local intensity and contrast at dif-
ferent spatial scales. For local intensity we simply compute
a Gaussian Pyramid with 5 different scales. The standard
deviations the Gaussian kernels are 5,10,20,40,80 px and
the window size is 171 px. We use nearest-padding so that
the output feature map has the same spatial dimensions as
the input feature map. For local contrast we first compute
5 high-pass residuals by subtracting each level of the Gaus-
sian Pyramid from the input channel. Then we square these
residuals to compute pixel-wise contrast and finally we blur
the squared residuals with the same Gaussian kernel that
was used to compute the residual (Fig. 2). This procedure
yields 5 intensity and 5 contrast feature maps for each input
channel and thus results in 30 feature maps that constitute
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the input to the readout network. The readout network and
the following stages (blurring and adding of center bias) are
the same as for DeepGaze II.
3.3. Pixel model
To compute a baseline that evaluates how powerful the
readout network is on its own, we also trained a model that
applies the readout network and the following stages di-
rectly to the RGB pixel values. This model computes no
spatial features and can only learn non-linear combinations
of the color channels.
Our models are implemented using Lasagne and Theano
[1]. For the computation of the VGG features we used the
caffe toolbox [23].
3.4. Model Training
Our models are trained using maximum likelihood learn-
ing (see [31] for an extensive discussion of why log-
likelihoods are a meaningful metric for saliency modelling).
If p(x, y | I) denotes the probability distribution over coor-
dinates x and y predicted by our model for an image I , the
log-likelihood of a dataset is
1
N
N∑
i
log p(xi, yi|Ii), (4)
where i indexes theN fixations in the groundtruth data: The
ith fixation occured in the image refered to by Ii, at location
(xi, yi). For both models we minimize this loss function
only with respect to the parameters of the readout network
and the kernel size of the Gaussian used to regularize the
prediction. Since the loss function is differentiable in these
parameters, we can use the of-the-shelf Sum-of-Functions-
Optimizer (SFO, [40]), a mini-batch-based version of L-
BFGS.
The feature representations that feed into the readout net-
work (VGG for the high-level and local mean and contrast
for the low-level model) are kept fixed during training.
In the pretraining phase, the readout network is ini-
tialized with random weights and trained on the SALI-
CON dataset [24]. This dataset consists of 10000 images
with pseudofixations from a mouse-contingent task and has
proven to be very useful for pretraining saliency models
[19, 22, 30]. All images are downsampled by a factor of
two. We use 100 images per mini-batch for the SFO. All
fixations from the SALICON dataset are used to compute
the centerbias.
The MIT1003 dataset is used to determine when to stop
the training process. After each iteration over the whole
dataset (one epoch) we calculate the performance of the
model on the MIT1003 (test) dataset. We wish to stop train-
ing when the test performance starts to decrease (due to
overfitting). We determine this point by comparing the per-
formance from the last three epochs to the performance five
Model AUC sAUC NSS
DeepGaze I [32] 84% 66% 1.22
DSCLRCN [34] 87% 72% 2.35
DeepFix [30] 87% 71% 2.26
SALICON [19] 87% 74% 2.12
DeepGaze II 88% 77% 2.34
Table 1: DeepGaze II performance in theMIT300 Saliency Bench-
mark. DeepGaze II achieves top performance in both AUC and
sAUC, and comes a close second in NSS. Note that we use saliency
maps without center bias for the sAUC result (see text for more de-
tails).
epochs before those. Training runs for at least 20 epochs,
and is terminated if all three of the last epochs show de-
creased performance or if 800 epochs are reached. As it is
more expensive to use images of many different sizes, we
resized all images from the MIT1003 dataset to either a size
of 1024× 768 or 768× 1024 depending on their aspect ra-
tio, before downsampling by a factor of two. All fixations
from the MIT1003 dataset except the ones from the image
in question are used to compute the centerbias.
After pre-training, the model is fine-tuned on the
MIT1003 dataset and performance is cross-validated over
images: the images from the dataset are randomly split into
10 parts of equal size. Then ten models are trained start-
ing from the result of the pre-training, each one using 8 of
the 10 parts for training, one part for the stopping criterion
(following the stopping criterion as above) and keeping one
part for testing. All fixations from the training set are used
to compute the centerbias for training, validation and test
purposes. We use 10 images per mini-batch in the SFO. For
evaluation on the MIT300 benchmark dataset we train on
MIT1003 using a ten-fold 9-1 training-validation split and
average the predictions from the resulting models, using all
fixations from the MIT1003 dataset for the centerbias.
3.5. Model Evaluation
To evaluate model performance we focus on comput-
ing information gain for its intuitive information-theoretic
properties. We additionally report more classic metrics
(AUC, sAUC and NSS) to compare to other recent mod-
els. Finally, we also report the performance of DeepGaze II
on the MIT300 hold-out test set [8].
Information gain tells us what the model knows about
the data beyond a given baseline model [31], for which we
use the image-independent center bias, expressed in bits /
fixation:
IG(pˆ‖pbaseline) = 1
N
∑
i
log pˆ(xi, yi|Ii)−log pbaseline(xi, yi)
(5)
Here pˆ(x, y|I) is the density of the model at location (x, y)
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Model IG IGE AUC sAUC NSS
Centerbias 0.00 0.0 79.6 50.0 1.22
Pixel 0.13 10.7 81.2 60.2 1.38
IttiKoch [16] 0.23 18.6 82.3 64.1 1.41
AIM [6] 0.27 22.6 82.9 65.6 1.50
eDN [48] 0.38 31.1 83.8 68.7 1.61
ICF 0.45 37.2 84.4 70.1 1.74
DeepGaze I [32] 0.56 46.1 85.8 73.0 1.92
OpenSALICON [46] 0.73 59.7 86.4 74.2 2.14
DeepGaze II 0.98 80.3 88.3 77.7 2.48
Gold Standard 1.22 100.0 89.9 81.2 2.82
(a) (b)
Figure 3: Performance on the MIT1003 dataset. (a) Ranking of the models according to information gain explained. Our models are
marked by the colored bars. All models to the right of ICF use pre-trained deep features. (b) Detailed results for a larger set of metrics. IG
= information gain (bits / fixation), IGE = information gain explained (%), AUC = area under the ROC curve (%), sAUC = shuffled area
under the ROC curve (%), NSS = normalized scanpath saliency.
when viewing image I , and pbaseline is the density of the
baseline model.
To evaluate the absolute performance of a model we
also compute information gain explained. This relates the
model’s performance to the performance of a gold standard
model that predicts one subject’s fixations for a given im-
age from the fixations of all other subjects using a Gaussian
kernel density estimate.
In particular, it is the proportion of the gold standard in-
formation gain accounted for by the model:
IG(p‖pbaseline)
IG(pgold‖pbaseline) (6)
where pgold is the density of the gold standard model. Thus
it intuitively ranks a model on a scale from 0 to 1, where 0
is a model that does not know the image and 1 is a perfect
model that is only limited by inter-subject variablility.
Additionally, we evaluate the traditional area under the
ROC curve metrics AUC and sAUC and the more recent
Normalized Scanpath Saliency (NSS, [35]). For AUC and
NSS the model’s density prediction is the right saliency map
to use for evaluation. For sAUC we need to divide the den-
sity prediction by the center bias density (which is the non-
fixation density in that case) [33].
In all our results we report the test performance of
the models. Specifically, for each image in the MIT1003
dataset there is exactly one model from the fine-tuning
crossvalidation procedure that did not use that image for
training or validation. We use the density prediction
from this model to evaluate model performance for that
image. For the gold standard model we report leave-
one-subject-out crossvalidation performance (which is an
image-specific prediction crossvalidated over subjects).
To obtain meaningful results for other models on the in-
formation gain metric, we applied the procedure suggested
by [31] to convert them to probabilistic models. Specifi-
cally, this involves optimizing a pointwise nonlinearity and
a center bias (unlike [31], here we do not optimize a blur
kernel for the models because all state-of-the-art models
produce smooth saliency maps). The conversion usually
improves the performance of the models also on the clas-
sic metrics. Thus we only report the post-conversion model
performances for these models below.
4. Results
4.1. MIT300 Saliency Benchmark
Here we report the performance of our Deep Object
Feature model DeepGaze II on the MIT saliency bench-
mark (the held-out MIT 300 set) (Table 1). DeepGaze
II beats the nearest competitors SALICON, DeepFix and
DSCLRCN [34] by one percent in AUC. For shuffled AUC,
our model beats the nearest competitors by a larger mar-
gin. DSCLRCN beats our model by a small margin on NSS
(note that this model was optimized for NSS).
Because the MIT Benchmark requires submission of
model predictions as JPEG images, one must decide how
to store the saliency maps as JPEG images. For AUC,
we quantized the density for each image into 256 values
such that each value receives the same number of pix-
els. For sAUC, we divided the density by the density
of the MIT1003 center bias and quantized as above. For
NSS we quantized the density without histogram normal-
ization. Note that this does not mean we report the results
of three different models. The different metrics interpret
the saliency maps differently and we translated the predic-
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Figure 4: Example images and predictions. For both DeepGaze II and the ICF model we present the best (left) and worst (right) four images
with respect to information gain. Ground-truth fixations are plotted in blue over the images. Below each image we show the prediction of
the corresponding model. Above each stimulus we report the information gain performance of the model on this image.
tions of our model into the language of the different metrics
(without any retraining, see [33] for details). This could par-
tially explain the larger difference between our model and
competitor models on sAUC: most state-of-the-art models
include a center bias and evaluate sAUC on the saliency
maps with a center bias, resulting in a penalty.
4.2. MIT1003 dataset
The MIT300 hold-out set determines the state-of-the-
art in saliency prediction. However, precisely because its
ground-truth fixations are not publicly available, it is not
useful for understanding why models perform the way they
do. To develop a deeper understanding of the performance
of DeepGaze II and compare it to the ICF model, we there-
fore evaluate test performance for the MIT1003 dataset.
This also allows us to compare models using the intuitive
information gain measure described above. Unfortunately
we cannot include some recent and competitive models in
this analysis (SALICON and DeepFix) because their code
is not publicly available. To give at least an approximate re-
sult for the previous state-of-the-art, we include results for
the OpenSALICON implementation [46].
We evaluate a number of important saliency models us-
ing information gain explained (Fig. 3). We display the
ranking of the models in Figure 3(a). Our Pixel Model
performs the worst, but still remarkably well, accounting
for 10% of the information gain of the gold standard over
the center bias. Next are models that use hand-crafted low-
level features (AIM and BMS) and a convolutional network
that is trained from scratch (eDN). Our low-level baseline,
the ICF model performs best among all models that do not
use pre-trained deep features and accounts for a remarkable
37% of the information gain. Top performance is achieved
by models that use pre-trained deep neural network features
such as DeepGaze I, OpenSALICON and our new state-of-
the-art model DeepGaze II, which can explain 81% of the
information gain. Additionally we report the classic mea-
sures, AUC, sAUC and NSS to show their consistency with
information gain (Fig. 3(b)).
See the supplement for details on how the readout net-
work, the VGG features and pretraining on SALICON con-
tribute to the performance of DeepGaze II.
4.3. What features drive human fixation locations?
Here we compare our low-level ICF and high-level
DeepGaze II saliency models to improve our understanding
of the features that can explain human fixation locations.
First we look at the images for which each model per-
forms best and worst compared to the center bias and show
the respective saliency predictions of the models (Fig. 4).
We find that the ICF model performs best on images for
which fixations are localized in high contrast regions, for
example when there is a single plane in the blue sky (Fig.
4, bottom left panel, first image). At the same time it per-
forms worst when there is a high contrast region that does
not attract human fixations or attracts them only in part. For
example, it expects people to fixate exclusively on the col-
ored sticker on the bike whereas true fixations are more scat-
tered in the image (Fig. 4, bottom right panel, first image).
Note that even though the model only extracts low-level fea-
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Figure 5: Images for which DeepGaze II has the largest improve-
ment over ICF. Fixations that are better explained by DeepGaze
II are colored in blue. Fixations that are better explained by ICF
are colored in red. Fixations best explained by the center bias are
omitted. Predicted fixation densities for both models are plotted
below the images. Above each stimulus we report the difference
in information gain between DeepGaze II and ICF for this image.
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Figure 6: Images for which ICF has the largest improvement over
DeepGaze II. Other elements as in Figure 5.
tures, it can still perform well on images where fixations
are driven by high-level features such as human faces—if
the presence of a face is correlated with the local intensity
or contrast of the image (Fig. 4, bottom left panel, second
image).
We find that DeepGaze II excels at predicting fixations
that are driven by the presence of objects, such as controls
in a car, a roadsign or human faces (Fig. 4, top left panel).
It fails for images where high-level content is not associated
with fixations (e.g. the text in Fig. 4, top right panel, first
and last image) or images that are texture-like without any
particular objects (Fig. 4, top right panel, second image).
Even though the best images for ICF and DeepGaze II
are partly the same, the predicted saliency maps clearly sep-
arate the models. While DeepGaze II is extremely accurate
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Figure 7: Images for which DeepGaze II and ICF show similar
performances but predict the fixations in different locations, sep-
arating the image into areas of low-level and high-level fixations.
Other elements as in Figure 5, except that in the second image ICF
fixations are colored orange and DeepGaze II light blue to better
separate them from the blue and red elements in the image.
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Figure 8: Performances of DeepGaze II and ICF on MIT1003.
Each point corresponds to one image, with the performance of
DeepGaze II (y-axis) and the ICF model (x-axis) on that image
expressed as information gain relative to the center bias. For im-
ages above the diagonal (blue dots) DeepGaze II is better than the
ICF model, while for images below the diagonal (red dots) the ICF
model is better.
at predicting fixations at the location of the important high-
level objects (faces, text), the ICF model also predicts fixa-
tions at other high-contrast locations in the images.
The difference between the models is made more explicit
by looking at the images for which DeepGaze II is maxi-
mally better than ICF (Fig. 5). One advantage of training
two separate models is that we can easily assess which in-
dividual fixations within an image are better explained by
each of the models. This allows us to better understand
which features drive fixations. In Figure 5, DeepGaze II
correctly predicts a concentration of fixations over text (two
leftmost images) and faces (two rightmost images) whereas
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the ICF model is ‘distracted’ by high-contrast regions of
the image that do not correspond to the presence of objects
[49]. For example, ICF strongly predicts fixations in the
high-contrast gap between the stacks of papers in the sec-
ond image. It also predicts high fixation probability for skin
on a dark background no matter whether it is the face or the
hand of a person (third image). In contrast, DeepGaze II
only predicts high fixation probability for the face, in agree-
ment with the ground-truth data.
On the other hand, in Figure 6, we show images where
the ICF model performs better than DeepGaze II. In two
examples (first and fourth images), DeepGaze II seems to
be distracted by high-level features that humans tend not to
fixate. For example, in the first image, DeepGaze II predicts
that humans will look at the text printed in the book whereas
ICF correctly predicts that humans will fixate the padlock
lying over the page (forming a high-contrast region). Simi-
larly, in the fourth image, DeepGaze II predicts fixations on
the text on the runner’s shirt whereas the runner’s head and
shoulders happen to correspond to higher-local-contrast re-
gions (which are picked up by the ICF model). The middle
two images show abstract patterns (motion blur and clouds)
for which human fixations appear to be better explained by
local contrast in the absence of high-level features.
Finally, we show a sample of images in which DeepGaze
II and ICF show similar performance at the image level
but predict fixations in different locations (Figure 7). In
the first image, DeepGaze II correctly predicts fixations to
the baby’s eyes and to the text on the arm, but ICF cor-
rectly predicts fixations to the pacifier. In the second image,
ICF correctly predicts fixations to the color-singleton search
item (blue element amongst red) but fails to predict fixa-
tions elsewhere. DeepGaze II predicts fixations to the glass
window whereas ICF predicts fixations to the high-contrast
border of the escalator in the third image, and DeepGaze II
predicts fixations to text but not the needle of the speedome-
ter in the fourth image.
The comparison images we have highlighted above show
that DeepGaze II can correctly predict fixations to high-
level features such as text and faces (see also examples in
Figure 1), in accordance with its status as a far more power-
ful model than ICF (more parameters with pre-trained fea-
tures). However, there are striking failure cases when com-
paring against the ICF model, in particular when high-level
features are present in the image but are not fixated (e.g.
the text and padlock image in Figure 6). On the MIT1003
dataset as a whole, we find that there is a substantial subset
of images (94 of 1003) for which the ICF model produces
better predictions than DeepGaze II (Figure 8). In terms
of individual fixations this proportion is even higher, with
around 25% of the fixations in the dataset being better ex-
plained by ICF than either DeepGaze II or the center bias.
Given the simplicity of the ICF model relative to DeepGaze
II, this is remarkable. Because in principle DeepGaze II
should also have access to low-level features [17], this re-
sult suggests that DeepGaze II may be underweighting the
importance of low-level features in guiding fixations.
5. Discussion
In this paper we compare the predictive performance
of low- and high-level features for saliency prediction by
introducing two new saliency models that use the same
readout architecture on top of different feature spaces.
DeepGaze II uses transfer learning from the VGG-19 deep
neural network to achieve state-of-the-art performance on
the MIT300 benchmark. The ICF model uses simple inten-
sity contrast features to achieve better performance than all
models that do not use pre-trained deep features.
While the high-level DeepGaze II model significantly
outperforms low-level ICF for the dataset as a whole, we
find a surprisingly large set of images for which the ICF
model is better than DeepGaze II. Thus, while high-level
features (the presence of objects, faces and text) are very
important for explaining free viewing behaviour in natural
scenes [11, 44], our results show that low-level local con-
trast features do make a small but dissociable contribution
over a representative scene database (see also [7, 5]).
The fact that the simple ICF model outperforms all mod-
els before transfer learning of deep features shows that the
predictive value of low-level features has been historically
underestimated. One possible reason for this is that many
historical models were not trained on data but rather hand-
tuned. On the other hand, the ICF model is isotropic—
it does not even have access to orientation filters—which
makes its performance improvement relative to earlier mod-
els even more remarkable.
Our results suggest that explicitly modelling low-level
contributions to saliency could be used to improve the ro-
bustness of saliency models. In future work it may prove
fruitful to train the DeepGaze II and ICF models jointly, re-
ducing DeepGaze II’s tendency to over-emphasize the im-
portance of high-level image structure. Ultimately how-
ever, we believe that improvements will come from a better
understanding of what features causally drive fixation be-
haviour, including different task constraints [44, 28].
We provide a webservice to test our models on arbitrary
stimuli at deepgaze.bethgelab.org.
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Understanding Low- and High-Level Contributions to Fixation
Prediction: Supplementary Material
1 Contributions of architectural
components to performance
Our DeepGaze II model uses a similar architecture to
DeepGaze I [1], with four primary changes: replacing
AlexNet features by VGG features, using a readout net-
work instead of a linear readout, pre-training on the SAL-
ICON dataset, and using image-wise crossvalidation over
the full MIT1003 dataset rather than subject-wise cross-
validation over only a subset. We quantified the con-
tributions of these changes to achieving our model per-
formance using the full MIT1003 dataset. As seen in
Table 1, switching to image-wise crossvalidation on the
full dataset (DeepGaze I′) provides a substantial perfor-
mance boost over the original DeepGaze I model. After
considering this change, the largest single improvement
over DeepGaze I′ comes from using the pre-trained VGG
features in place of AlexNet (though note that we also
include more channels from VGG than from AlexNet).
Training DeepGaze I′ on the SALICON dataset does not
change performance, suggesting that the 258 parameters
of this model are already sufficiently constrained by the
MIT1003 dataset. Combining SALICON pre-training
with the VGG features yields the largest intermediate
model performance improvement. Using the readout net-
work without additional pre-training on the SALICON
dataset never gives substantially better performance (com-
pare DeepGaze I′ to “readout network”, or “VGG” to
“readout net + VGG”), suggesting that SALICON pre-
training is required for the readout network to avoid over-
fitting.
Model IG IGE AUC sAUC NSS
Centerbias 0.00 0.0 79.6 50.0 1.22
DeepGaze I 0.56 46.1 85.8 73.0 1.92
DeepGaze I′ 0.76 62.3 86.9 75.0 2.16
readout network 0.75 62.0 87.0 75.0 2.16
SALICON 0.76 62.6 86.9 75.0 2.16
VGG 0.84 69.3 87.7 76.4 2.32
Readout net+SALICON 0.82 67.5 87.3 75.6 2.25
Readout net+VGG 0.85 70.0 87.3 76.2 2.34
SALICON+VGG 0.90 74.3 88.0 76.9 2.42
DeepGaze II 0.98 80.3 88.3 77.7 2.48
Gold Standard 1.22 100.0 89.9 81.2 2.82
Table 1: Contributions of changes between DeepGaze I and
DeepGaze II to performance. DeepGaze I′ is the DeepGaze
I model trained with image-wise crossvalidation over the full
MIT1003 dataset just like our models. “Readout network” =
replacing a linear readout with a nonlinear readout network,
“VGG” = replacing AlexNet with VGG features, “SALICON”
= pre-training on the SALICON dataset. Metrics as in main
paper. The primary improvement in our model compared to
DeepGaze I′ comes from using VGG features.
1
2 Readout network
Our model architecture uses a readout network consist-
ing of multiple layers of 1 × 1 convolutions on top of
a fixed set of features. This allows the models to learn
nonlinear combinations of the features and fit the scale of
the final log density better while still being comparatively
constrained. We estimate how much these two features
contribute to the performance when compared to a simple
linear readout for ICF and DeepGaze II. In Figure 1, we
show models with different readout networks: first, we
just use a linear readout as baseline to compare to. Then
we use a readout network with layers of 1, 128 and 1 chan-
nels (“LN”). Since the first layer has only one feature, this
allows the readout network only to learn a nonlinear trans-
formation of a saliency map but keeps it from exploiting
interactions between features. Finally we show the perfor-
mance of the model with the full readout network, which
therefore is able to fit the log density scale as well as make
use of interactions between features.
We find that the linear DeepGaze II model already ac-
counts for roughly 74% of the explainable information
gain. The LN readout network manages to close around
two thirds of the performance gap to the full readout net-
work, indicating that DeepGaze II mainly uses the readout
network to transform the scale of the saliency prediction
and not so much to exploit interactions between features.
For the ICF model on the other hand, the LN readout
network increaes the performance only by one third of the
difference between the linear readout and the full readout.
This shows that the ICF model makes much more use of
interactions between features and DeepGaze II.
In Figure 2 we compare the performance of DeepGaze
II when using different depths for the readout network.
Going from a purely linear readout to one hidden layer
gives more than half of the performance gain to the final
model with three hidden layers. Two hidden layers yields
a performance which is only slightly worse than three hid-
den layers.
3 VGG features
In DeepGaze II presented in the main paper, we use
the conv5 1, relu5 1, relu5 2 conv5 3 and relu5 4 layers
from VGG-19 as feature space. These layers have been
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Figure 1: Performances of ICF and DeepGaze II when using
either a linear readout, a linear-nonlinear readout network with
layers of 1, 128 and 1 channels which cannot exploit feature in-
teractions and the full readout network as described in the main
paper.
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Figure 2: Influence of the depth of the readout network. We
show the performance of DeepGaze II when using a linear read-
out, one hidden layer (16 units), two hidden layers (16 and 32
units) and the final readout network with three hidden layers of
16, 32 and 2 units.
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Figure 3: Performance of DeepGaze II when using features from
different levels in VGG.
choosen with a random search which trained models us-
ing a random selection of layers from the conv4 and conv5
blocks. To compare the predictive power of the different
layer blocks in VGG-19, in Figure 3 we show the perfor-
mance of DeepGaze II when using features from conv2,
conv3, conv4 or conv5. For conv3 and conv4 we used
convn 1, relun 1, relun 2 convn 3 and relun 4, corre-
sponding to the layers from conv5 used in the final model.
For conv2 we used conv2 1, relu2 1, conv2 2, relu2 2.
The performances increase steadily from the conv2 model
to the conv5 model, but already the conv2 model is signif-
icantly better than the ICF model.
4 Principal component analysis for
ICF features
The ICF model projects the RGB color channels onto their
principal components for natural images. We computed
the principal components using all pixels in the MIT1003
dataset. The resulting compontents are up to small de-
viations: 1) grayscale intensity 2) 50/50 Red/Green 3)
25/50/25 Red/Blue/Green. This color space is not likely
to be overfit to the MIT1003 datset, because the SALI-
CON dataset gave almost identical numbers.
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Abstract
Dozens of new models on fixation prediction are published every year and compared
on open benchmarks such as MIT300 and LSUN. However, progress in the field can
be difficult to judge because models are compared using a variety of inconsistent
metrics. Here we show that no single saliency map can perform well under all
metrics. Instead, we propose a principled approach to solve the benchmarking
problem by separating the notions of saliency models, maps and metrics. Inspired
by Bayesian decision theory, we define a saliency model to be a probabilistic model
of fixation density prediction and a saliency map to be a metric-specific prediction
derived from the model density which maximizes the expected performance on that
metric given the model density. We derive these optimal saliency maps for the most
commonly used saliency metrics (AUC, sAUC, NSS, CC, SIM, KL-Div) and show
that they can be computed analytically or approximated with high precision. We
show that this leads to consistent rankings in all metrics and avoids the penalties
of using one saliency map for all metrics. Our method allows researchers to have
their model compete on many different metrics with state-of-the-art in those metrics:
“good” models will perform well in all metrics.
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Abstract. Dozens of new models on fixation prediction are published
every year and compared on open benchmarks such as MIT300 and
LSUN. However, progress in the field can be difficult to judge because
models are compared using a variety of inconsistent metrics. Here we
show that no single saliency map can perform well under all metrics.
Instead, we propose a principled approach to solve the benchmarking
problem by separating the notions of saliency models, maps and metrics.
Inspired by Bayesian decision theory, we define a saliency model to be
a probabilistic model of fixation density prediction and a saliency map
to be a metric-specific prediction derived from the model density which
maximizes the expected performance on that metric given the model den-
sity. We derive these optimal saliency maps for the most commonly used
saliency metrics (AUC, sAUC, NSS, CC, SIM, KL-Div) and show that
they can be computed analytically or approximated with high precision.
We show that this leads to consistent rankings in all metrics and avoids
the penalties of using one saliency map for all metrics. Our method al-
lows researchers to have their model compete on many different metrics
with state-of-the-art in those metrics: “good” models will perform well
in all metrics.
Keywords: saliency, benchmarking, metrics, fixations, Bayesian deci-
sion theory, model comparison
1 Introduction
Humans have a foveated visual system: only a small central part of the retina has
high receptor density allowing the perception of the details of a scene. Therefore
humans make eye movements to place the high resolution fovea on things they
want to see. Understanding where they choose to look is therefore an important
component of understanding behaviour.
A long-standing account of bottom-up attentional guidance posits the exis-
tence of a “saliency map” (or maps) in the human brain [48,26]. Here, a saliency
map represents spatial importance, usually defined to be local contrast in low-
level features such as luminance, color or orientation. Since Itti and Koch for-
mulated this concept into their seminal image-based model [17], a large number
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of models have been proposed for predicting fixations from image features, e.g.
[15,56,25,6,24,55,1] and more recently many models based on deep learning, e.g.
[49,30,16,28,36,31]; see [4,19] for extensive reviews of the literature. New models
are published on a regular basis with contributions coming mainly from the com-
munities of computer vision and psychology. It has been extensively discussed
which effects are important for fixation prediction, from low and high-level in-
fluences [50,14,3,12,18,7,31] to biases [44,45,46,8], tasks [41,27,43] and semantic
effects [11]. Over time, the concept of a saliency map has moved away from its
origins in low-level feature integration, and can now refer more generally to “a
map that predicts fixations”. In practice, saliency maps are now synonymous
with saliency models.
The large number of models created the need for quantitative metrics to
assess progress in the field and compare models. Many different metrics have
been proposed. The AUC-type metrics [45] used to be most common while the
last years have seen a shift towards metrics like CC [22], NSS [37] and SIM [23],
and recently the information gain metric has been proposed [32]. For an overview
of the different metrics in use see e.g. [4,23]. The community uses these metrics
in benchmarks to keep track of the progress: the MIT Saliency Benchmark [9,23]
and the LSUN Challenge [53,54,52,21].
The most widely accepted MIT benchmark evaluates submissions in eight
different metrics. Depending on which metric one chooses, the model rankings
and performances change dramatically. This fact has lead to substantial research
analyzing the differences between metrics and giving recommendations in which
situation to use which metric [33,51,40,10,38,39]. Other authors have instead pro-
posed new approaches to modeling and evaluation: Modeling as point processes
[2,42], other loss functions [20] and GLMMs [35].
The general conclusion in the field is that the metrics measure qualitatively
different things [51,40,10], and that it is even conceptually impossible to deter-
mine a best model independent of the different metrics. Recently, Ku¨mmerer et
al. [32] tried to argue for a unique ranking between different models by show-
ing that much of the disagreement between different metrics can be removed
via postprocessing of the saliency maps by optimizing the saliency scale and
smoothing kernel for information gain (IG, essentially log-likelihood).
However, this does not seem to be a satisfactory solution: For one, this ap-
proach requires access to all models one wants to compare to and needs tedious
postprocessing for each of them. In addition to this practical barrier the ap-
proach also suffers from the major conceptual shortcoming that optimizing for
IG cannot be optimal for all metrics. In fact, we show below that the log densi-
ties proposed in [32] perform suboptimally on most metrics and can still produce
inconsistent rankings. Ideally one would like a model to be able to compete in all
metrics on the metric’s original scale with other models, even with models that
are directly optimized for that metric and where only the metric performances
are known. This is not possible when evaluating on log densities as proposed in
[32].
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In fact, we show in this paper that even with knowledge of the true fixation
distribution, no single saliency map can perform well in all metrics. In practice
however, researchers must still decide on a particular saliency map to submit
to the benchmark. Therefore, their model cannot compete with state-of-the-
art models in all metrics – not because the model is intrinsically bad on those
metrics, but because different metrics require the saliency maps to look different,
independent of the encoded information about fixation placement (see Figure 1).
As long as one evaluates all saliency metrics on the same saliency maps, it is
impossible to solve the benchmarking problem.
Here, we argue that the fundamental problem is that saliency models and
saliency maps are considered to be the same. A major insight from Bayesian
decision theory is that the derivation of optimal decisions can be decomposed
into a task-independent probability distribution over possible outcomes of an ex-
periment and a task-dependent error metric. In the saliency setting, one decides
on a saliency map to submit to a certain metric. Correspondingly, saliency mod-
els should be defined as metric-independent probability densities over possible
fixations and subsequently many different metric-dependent saliency maps can
be derived from the same density for different error metrics.
We show that saliency maps for the most influential metrics AUC, sAUC,
NSS, CC, SIM, and KL-Div can be derived from fixation densities in a principled
way. We demonstrate the validity of our approach on real models and real data.
By decoupling the notions of saliency models and saliency maps, saliency models
can be meaningfully compared on all metrics in their original scale, and the MIT
saliency benchmark will implement our suggested approach.
2 Theory
Motivated by the line of thoughts presented above we here propose to use the
following definitions:
1. a saliency model predicts a fixation probability density p(x, y | I) given an
image I.
2. a saliency metric is a performance measure for a saliency map on ground
truth data.
3. a saliency map sp,metric(x, y, I) is a metric-specific prediction derived from
the model density.
It has been argued before that formulating saliency models as probabilistic
models is advantageous (e.g. [2,32]). In this definition, a saliency model predicts
a fixation probability density, that is, the probability p(x, y | I) of observing
a fixation at a given pixel in a given image3. The three definitions we propose
above follow the rationale of Bayesian decision theory: the saliency model is
a posterior density over all possible events and the saliency metric is a utility
3 Note that we use the fixation probability density for single fixations (as in [32])
whereas [2] define a point process density for a whole scanpath.
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Fig. 1: No single saliency map can perform best in all metrics even when the true fixa-
tion distribution is known. This problem can be solved by separating saliency models
from saliency maps. a) Fixations are distributed according to a ground truth fixation
density p(x, y | I) for some stimulus I (see supplementary material for details on the
visualization). b) This ground truth density predicts different saliency maps depend-
ing on the intended metric. The saliency maps differ dramatically due to the different
properties of the metrics but always reflect the same underlying model. Note that the
maps for the NSS and IG metrics are the same, as are those for CC and KL-Div. c)
Performances of the saliency maps from b) under seven saliency metrics on a large
number of fixations sampled from the model distribution in a). Colors of the bars cor-
respond to the frame colors in b). The predicted saliency map for the specific metric
(framed bar) yields best performance in all cases.
function. Based on the posterior density and the utility function, a saliency map
is then chosen to maximize the expected utility.
2.1 Predicting saliency maps from saliency models
From the predicted fixation density of a model, one can use expected utility
maximization to derive the saliency map which the model expects to yield highest
performance in some metric4.
Evaluating a saliency metric involves a saliency map s(x, y | I) for a stimulus
I and ground truth fixation data (xi, yi). Therefore, we can phrase a metric
4 Note that the term “metric” is a slight abuse of notation: strictly speaking, a metric
measures the distance between two objects and is usually desired to be minimal.
However, in saliency, the term “metric” denotes the performance that one wants to
maximize (with a few exceptions, e. g., KL-Div and earth mover’s distance).
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as a function M [s(x, y | I); (x1, y1), . . . , (xn, yn)]. Note that some metrics as
CC or SIM use an empirical saliency map instead of ground truth fixations
(distribution-based metrics,richeSaliency2013 ). However, the empirical saliency
map is always constructed from ground truth fixations, usually by convolving
them with a Gaussian. This can be taken to be part of the metric evaluation, as
we will demonstrate below. Simplifying notation with D = (x1, y1), . . . , (xn, yn),
the metric evaluation can be written as
M [s(x, y | I);D].
Assuming that the fixations are distributed according to some distribution (xi, yi) ∼
p(x, y | I) and therefore D ∼∏n1 p(x, y), the expected performance of the metric
on a saliency map is EDM [s(x, y | I);D]. One should choose the saliency map
which is expected to yield highest performance for the metric M : that is, the
solution of
max
s(x,y|I)
EDM [D, s(x, y | I)]
Solving this optimization problem for a fixation distribution p given by a
model of interest essentially answers the following question: if we assume that
the unknown fixations, on which the saliency map later will be evaluated, come
from the model density p (and therefore D =
∏n
i p), what would be the best
saliency map to use for metric M? For a metric M the solutions to the optimiza-
tion problem give rise to a transformation p(x, y | I) 7→ sM (x, y | I) from fixation
densities to derived metric-specific saliency maps. While the optimization prob-
lem might be hard in general, for most commonly-used saliency metrics it can
be solved exactly or approximately, as we show below. Importantly, the methods
we outline here are deterministic transformations depending only on the model’s
density prediction. No optimization using ground truth data is necessary.
In the following we give exact or approximate solutions for six of the most
widely used metrics, including three metrics which operate directly on ground
truth fixations (AUC, sAUC, and NSS) and three distribution-based metrics
which first convert the ground truth fixations into a empirical saliency map (CC,
SIM, KL-Div). Additionally we include the IG metric introduced in [32] since
we use this metric for converting existing saliency map models to probabilistic
models.
AUC, sAUC The AUC-type metrics (“Area Under the Curve”, [45]) measure
the model performance in a 2AFC (2 alternative forced choice) task where the
model has to decide which one of two locations has been fixated: in a 2AFC task,
a system is presented with one signal and one noise stimulus and chooses which
stimulus is the “signal”. In the case of the AUC in saliency, signal and noise cor-
respond to fixated and non-fixated image locations respectively (See supplemen-
tary material for a proof of the equivalence between the ROC curve and the 2AFC
task). Denoting the model’s fixation distribution pfix(x, y), the nonfixation distri-
bution pnonfix(x, y) (which is uniform for AUC and the image independent center
bias for sAUC) and denote the two locations by (x1, y1) resp. (x2, y2). The 2AFC
task reduces to deciding whether these points are sampled from pfix × pnonfix or
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from pnonfix × pfix. The likelihoods of the two points given these two distri-
butions are pfix(x1, y1)pnonfix(x2, y2) resp. pnonfix(x1, y1)pfix(x2, y2). The model
expects optimal performance by choosing the distribution which has higher like-
lihood, or equivalently, the point for which pfix(x, y)/pnonfix(x, y) has the higher
value. Therefore the model should expect the saliency map pfix(x, y)/pnonfix(x, y)
to yield highest performance. In the special case of the standard AUC metric,
pnonfix is constant and the saliency map boils down to pfix. An additional prac-
tical consideration is that the MIT benchmark currently only accepts submis-
sions as JPEG images. To compensate for this limited precision and possible
JPEG-artefacts, one should additionally histogram-equalize the saliency map
(see Supplementary Material).
NSS The Normalized Scanpath Saliency (NSS, [37]) performance of a saliency
map model is defined to be the average saliency value of fixated pixels in the
normalized (zero mean, unit variance) saliency maps (i.e., the average z-score of
the fixated saliency values).
We can show analytically that one should expect the highest NSS score
from the predicted fixation density itself: given an image with N pixels let the
probability for a single fixation falling onto pixel i be pi. Then the expected
NSS of a saliency map q = (q1, . . . , qN ) with
1
N
∑
i qi = q¯ = 0, ‖q‖22 = 1 is∑N
i pi · qi = 〈p, q〉. Finding the saliency map with the best possible NSS is
equivalent to finding the solution of the problem
max〈p, q〉 s.t. q¯ = 0, ‖q‖2 = 1
Since q 7→ q′ = p¯+αq with α =√‖p‖2 − 1/N induces a maximum-preserving
bijection between {q | q¯ = 0, ‖q‖2 = 1} and {q′ | q¯′ = p¯ = 1/N, ‖q‖2 = ‖p‖2},
we can look for the maximum of 〈p, q′〉 s.t. q¯′ = p¯, ‖q′‖2 = ‖p‖2 instead (and
normalize q afterwards to get the normalized saliency map). Because of 〈x, y〉 =
1
2 (‖x‖2 + ‖y‖2| − ‖x − y‖2), the maximum under these conditions is identical
with the minimum of ‖p− q‖2, which is p.
Therefore, the best possible saliency map with respect to NSS is the density
of the fixation distribution.
IG The information gain (IG, [32]) metric requires the saliency map to be a
probability distribution and compares the average log-probability of fixated pix-
els to that given by a baseline model (usually the centerbias or a uniform model).
The optimal saliency map for IG depends on how the metric interprets saliency
maps as probability densities. We normalize the saliency maps to be probability
vectors (nonnegative, unit sum) and in this case the predicted density itself yields
the highest expected performance: Let p = (p1, . . . , pN ) with p ≥ 0,
∑
i pi = 1
denote the predicted probabilities for each pixel and q with q ≥ 0, ∑i qi = 1 a
saliency map. Let pbl = (pbl,1, . . . , pbl,N ) be the pixel probabilities of the base-
line model. Then the expected IG of q is EpIG(q) =
∑
i pi(log qi − log pbl,i)
and its maximum is arg maxq EpIG(q) = arg maxq
∑
i pi(log qi − log pbl,i) =
arg maxq
∑
i pi log qi = arg maxq
∑
i pi(log qi − log pi) = arg minq
∑
i pi(log pi −
log qi) = arg minqKL[p, q] = p.
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CC The correlation coefficient (CC, [22]) measures the correlation between
model saliency map and empirical saliency map after normalizing both saliency
maps to have zero mean and unit variance. This is equivalent to measuring
the euclidean distance between the predicted saliency map and the normalized
empirical saliency map. The expected euclidean distance to a random variable
is minimized by its expectation value. Therefore the optimal saliency map with
respect to CC is the expected normalized empirical saliency map.
This shows that predicting the optimal saliency map for CC crucially depends
on how the empirical saliency maps are computed. Empirical saliency maps are
typically computed by blurring observed fixation positions from eye movement
data with a Gaussian kernel of a certain size. In this case the expected empirical
saliency map would be Exi∼p
1
N
∑N
i Gσ(x) =
1
N
∑N
i Ex∼pGσ(x) =
1
N
∑N
i Gσ ∗
p = Gσ ∗ p, that is, the density blurred with a Gaussian kernel of size σ.
Unfortunately, the expected empirical saliency map is not the expected nor-
malized empirical saliency map which was earlier shown to be optimal for CC.
Normalization involves subtracting the mean and dividing by the standard de-
viation, and the latter is nonlinear. Effectively, normalizing the variance just
changes the weight by which the different empirical saliency maps are averaged
in the expectation value. As long as the variances of the different empirical
saliency maps don’t differ too much, this won’t have much of an effect and our
simulations suggest that this is the case (Supplementary Material). Therefore,
as an approximation to the expected normalized empirical saliency map, we use
the expected saliency map in this paper, which is computed by convolving the
expected density by a Gaussian.
Obviously, if more involved techniques are used to compute the empirical
saliency maps (e.g. cross validation of the kernel size as in [32]), then the ex-
pected empirical saliency map is harder or impossible to calculate analytically.
However, one can still approximate it numerically by sampling normalized empir-
ical saliency maps from the expected fixation distribution and averaging them.
KL-Div The KL-Div metric computes the Kullback-Leibler divergence between
the empirical saliency maps and the model saliency maps after converting both
of them into probability distributions (by making them nonnegative and nor-
malizing them to have unit sum) Therefore, unlike for most other metrics, in
KL-Div lower values are better.
We can show that for the KL-Div metric, the expected empirical saliency map
expects the best performance: let e = (e1, . . . , eN ) with e ≥ 0,
∑
i ei = 1 denote
the random variable which represents the empirical saliency map and q with
q ≥ 0, ∑i qi = 1 the model saliency map. Then we are looking for the q which
minimizes EpKL[e, q]. Since Ep[KL[e, q]] = Ep
[∑
i ei
log ei
log qi
]
= Ep [
∑
i ei log ei]−∑
iEp[ei] log qi, this is equivalent to finding the maximum of
∑
iEp[ei] log qi,
which is again equivalent to finding the minimum of∑
iEp[ei] logEp[ei]−
∑
iEp[ei] log qi = KL[Ep[e], q]. This is obviously minimized
by q = Ep[e], the expected empirical saliency map. As for CC, this is the density
blurred by the same kernel size as used for the empirical saliency map.
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SIM The Similarity (SIM, [23]) metric normalizes the model saliency map and
the empirical saliency map to be probability vectors (in the same way as KL-
Div) and sums the pixelwise minimum of two saliency maps. As opposed to the
CC-metric, which can be interpreted as measuring the l2-distance between nor-
malized saliency maps, this effectively measures the l1-distance between saliency
maps (
∑
i min(pi, qi) =
∑
i
1
2 (pi + qi − |pi − qi|) = 1 − 12‖p − q‖1,) This opti-
mization problem cannot be solved analytically in general. Instead we solve it
numerically: we perform a constrained stochastic gradient descend on sets of fix-
ations sampled from the probability density (see Section 3 for details). Note that
the optimal saliency map for SIM, unlike all other saliency maps presented here,
depends on the number of fixations per image (see the Supplement for details
on this effect).
3 Experiments and Results
We use the pysaliency toolbox [29] to compute saliency metrics (see Supplement
for details). From a probability density over an image we compute five types
of saliency maps: AUC saliency maps are created by equalizing the prob-
ability density to yield a uniform histogram over all pixels. sAUC saliency
maps are created by dividing the probability density by the center bias den-
sity and again equalizing the saliency map to yield a uniform histogram over all
pixels. The center bias density was estimated using a Gaussian kernel density
estimate over all fixations from the MIT1003 dataset and crossvalidated across
images. NSS/IG saliency maps are simply the probability density. CC/KL-
Div saliency maps are calculated by convolving the probability density with a
Gaussian kernel with σ = 35px (corresponding to 1dva, as commonly used on the
MIT1003 dataset). SIM saliency maps: We divide the CC saliency map by its
sum to normalize it. Starting from there, we perform constrained (nonnegative,
unit sum) stochastic gradient descend on fixations sampled from the predicted
density to maximize the expected SIM performance (see Supplementary Material
for implementation details).
3.1 No saliency map to rule them all
Here we illustrate using simulated data that even if the true fixation density is
known, no single saliency map can win in all saliency metrics. From a fictional
fixation density (Figure 1a) we compute the saliency maps that we predict to be
optimal for the seven saliency metrics AUC, sAUC, NSS/IG, CC/KL-Div and
SIM (Figure 1b). We sample 1000 sets of 100 fixations from the fixation density
and evaluate all five saliency maps using the seven different saliency metrics on
this dataset (Figure 1c, raw data in the Supplement).
Although the saliency maps in Figure 1b all are predicted by the same model,
they appear visually different: while the AUC saliency map is essentially just the
normalized density, the sAUC saliency map removes the center bias contribution
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(see above). The NSS/IG saliency map is exactly the density and shows large ar-
eas with very low values. The CC/KL-Div saliency map, being a blurred version
of the density, is much smoother than the NSS saliency map. The SIM saliency
map looks mostly like the CC/KL-Div saliency map but is slightly more sparse.
The ranking of the five saliency maps is highly inconsistent across metrics
(Figure 1c): even with knowledge of the real fixation distribution, no saliency
map can be optimal for all saliency metrics. However, each saliency map is
optimal for exactly those metrics for which it has been predicted to be opti-
mal (framed bars). This illustrates our main result: By deriving metric-specific
saliency maps in a principled way from fixation densities, one model can perform
optimally in all metrics. Notice that in current practice, the situation faced by
an individual research team is rather to pick from one of the maps in Figure 1b
and be penalized accordingly on other metrics in Figure 1c.
3.2 MIT1003
In our main experiment, we use our approach to evaluate six saliency models on
the popular benchmarking dataset MIT1003 (freeviewing fixations of 15 subjects
on 1003 images, [24]). For all evaluated models, the original source code and
default parameters have been used. The included models are AIM [6], Boolean
Map-based Saliency (BMS) [55], the Ensemble of Deep Networks (eDN) [49],
OpenSALICON [47], SalGAN [36] and DeepGaze II [31].
Converting existing models that produce arbitrary saliency maps into proba-
bilistic models is not straightforward [32]. We used the method described in [32]
and implemented in the pysaliency toolbox as optimize for information gain:
we fitted a pixelwise monotone nonlinearity and a center bias for each model to
yield maximum information gain for the MIT1003 dataset (see supplementary
material for details). Unlike [32] we did not optimize an additional Gaussian
convolution to smooth the predictions. Since DeepGaze II is already formulated
as a probabilistic model, there was no need to convert this model. For showing
the “original saliency map” we use the log density in this case.
Example saliency maps. In Figure 2, we show the probability distribution
and the predicted saliency maps (columns) for the saliency models (rows) for one
example stimulus. Comparing the saliency maps within and between columns,
i.e. metrics, one notices that the process of predicting saliency maps for certain
metrics has a strong effect on the shape of the saliency maps that is consistent
across models. It influences the visual appearance of the saliency map to a larger
degree than the actual model does: the AUC and sAUC maps are very high
contrast, while the NSS and CC saliency maps have large areas of very little
saliency. The CC and SIM saliency maps are much smoother than all other
saliency maps. It is a quite common technique in the field to compare the saliency
maps of different models visually (e.g., see [13], Figure 6; [5], Figure 6; [4], Figure
9). Figure 2 shows that this technique can be very misleading unless the saliency
maps are of the same type (i.e. intended for the same saliency metric).
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Fig. 2: The predicted saliency map for various metrics according to different models,
for the same stimulus. For six models (rows) we show their original saliency map (first
column), the probability distribution after converting the model into a probabilistic
model (second column) and the saliency maps predicted for seven different metrics
(columns three through seven). The predictions of different models for the same metric
(column) appear more similar than the predictions of the same model for different
metrics (row). In particular, note the inconsistency of the original models (what are
typically compared on the benchmark) relative to the per-metric saliency maps. It
is therefore difficult to visually compare original model predictions, which have been
formulated for different metrics.
Comparing model performance. In Figure 3 we evaluate the saliency maps
of the saliency models (AIM, BMS, eDN, OpenSALICON, SalGAN, DeepGaze
II; x-axis) on the seven saliency metrics (subplots, raw data in the Supplement).
Each line indicates the models’ performances in the evaluated metric when using
a specific type of saliency map. The dashed lines indicate performance using
the models’ original saliency maps (i.e. not transformed into true probability
densities). The performances are very inconsistent between the different metrics
on the original saliency maps. The solid lines indicate the metric performances
on the five types of derived saliency maps (red: AUC, pink: sAUC, blue: NSS and
IG, green: CC and KL-Div, orange: SIM). Additionally, we included log-density
saliency maps as proposed in [32] (purple dotted lines).
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Fig. 3: We reformulated several saliency models in terms of fixation densities and eval-
uated AUC, sAUC, NSS, IG, CC, KL-Div and SIM on the original saliency maps
(dashed line) and the saliency maps derived from the probabilistic model for the dif-
ferent saliency metrics (solid lines) on the MIT1003 dataset. Saliency maps derived for
a given metric always yield the highest performance for that metric(thick line), and
for each metric the model ranking is consistent when using the correct saliency maps –
unlike for the original saliency maps and some other derived saliency maps. Note that
AUC metrics yield identical results on AUC saliency maps, NSS saliency maps and
log-density saliency maps, therefore the blue and purple lines are hidden by the red
line in the AUC and sAUC plots. Also, the CC metric yields only slightly worse results
on the SIM saliency map than on the CC saliency map, therefore the orange line is
hidden by the green line in the CC plot. OpnS=OpenSALICON, DGII=DeepGaze II.
For each metric, the saliency map predicted for that metric (thick line in
each sub plot) yields highest performance for all models. Conversely, saliency
maps derived for other metrics often incur severe penalties (except for very few
borderline cases, see below). While the model rankings given by the different
metrics on each saliency map type are much more consistent than on the original
saliency maps, there is still disagreement between metrics left when evaluating
all metrics on the same saliency map type.
Interestingly, the AIM model reaches better NSS performance with the CC
saliency map than with the NSS saliency map. This is easy to explain: the AIM
model’s predicted density improves after blurring. For the better models this
effect vanishes. For example, DeepGaze II reaches significantly higher NSS scores
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with the NSS saliency map than with the CC saliency map and vice versa for the
CC metric. The SIM metric seems to show only slighly better performance on
the SIM saliency map than on the CC saliency map, with the average difference
being just 0.006. However, the best five models with respect to SIM in the MIT
Saliency Benchmark perform within a range of less than 0.02. A difference of
0.006 could easily change a model’s ranking by multiple places.
Figure 3 also serves to illustrate a key difference between the metric unifica-
tion proposed in [32] and our method of predicting saliency maps from fixation
densities: the metric results presented in [32] correspond to the purple dotted
log-density lines for AUC, sAUC, NSS and to the blue density lines for IG and
KL-Div (in our implementation taking the logarithm of the density is part of
the metric itself). As reported in [32], the model rankings are more consistent
for those lines than for the original saliency maps. However, except for AUC and
IG, in all other metrics the models are penalized when evaluated like this and
additionally for the best models even the agreement between metric rankings
is lost (SalGAN vs DeepGaze II, AUC/sAUC/IG vs NSS/CC/KL-Div). This
shows that the method proposed in [32], while managing to remove a significant
amount of the disagreement between metrics, is not perfect.
To summarize, Figure 3 illustrates the main result of this paper: No matter
what saliency map type you decide for, even state-of-the-art models will perform
suboptimally in some metrics and rankings will still be inconsistent. Only by
using the right saliency map for each metric given the model density, every
model performs as well as it can theoretically and all model rankings agree.
Consequently, our evaluation yields a unique winner of the benchmark: from all
included models, DeepGaze II performs best in all considered metrics.
4 Discussion
Despite much progress in fixation prediction in recent years, comparing saliency
models to each other can be confusing due to the large number of benchmarking
metrics, giving inconsistent model rankings. Here we argue that benchmarking
can be simplified by considering saliency models to be probability density pre-
dictors, saliency metrics to be performance measures that assess saliency maps
against ground truth fixations, and subsequently saliency maps to be metric-
specific predictions derived from the model’s density. We have shown that prob-
abilistic models can predict good saliency maps for the most common saliency
metrics: “good models” perform well in many metrics.
Importantly, this metric-specific prediction reflects the same underlying model.
It is not the case that the model is being re-trained for each metric. Rather, the
saliency maps we show are derived deterministically from the fixation density
predicted by a model. In this way it is possible to obtain optimal predictions from
a given saliency density for arbitrary metrics without retraining. The saliency
model density captures all necessary information in the training data and repre-
sents it in a way that it can readily be used in combination with arbitrary error
metrics. Information gain (equivalently, log-likelihood) is an ideal optimization
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metric because it reflects all information in the structure of the fixation density,
independent of any particular metric. Therefore, it should lead to good results
in all metrics.
The fact that metrics impose strong constraints on saliency maps means that
it is misleading to visually compare saliency maps intended for different metrics
(see Figure 2)—but this is commonly done in the field ([13,5,4]) For example, the
optimal saliency maps for distribution-based metrics like CC, SIM and KL-Div
require blurring unlike those for NSS and IG.
Another consequence of the present work is that the eight metrics available
on the MIT benchmark can now be seen as a benefit rather than a possible
source of confusion. Since each metric assesses different aspects of the fixation
prediction, the benchmark would now allow fair comparison over a number of
tasks of interest, which may be more or less relevant for certain applications. For
example, sAUC is most relevant when one is interested in a model’s predictive
performance once the center bias is excluded (e.g., in applying to a setting with
a different center bias from the MIT1003 training data).
While the saliency maps we have derived give the optimal metric-specific
saliency map for a given fixation density, it is nevertheless still possible that a
given model could do better on a metric with a saliency map not intended for
that metric, rather than the metric-specific saliency map itself. If the model’s
density is not the correct one (i.e. does not reflect the data-generating density),
then the derived saliency maps can be suboptimal. If the model’s density is
especially bad, some metrics might even perform better on saliency maps not
predicted for this metric than on the one predicted for this metric. For example: if
a model’s density prediction is too sparse, the AUC metric will perform better on
the smoothed CC saliency map than it will perform on the actual AUC saliency
map. Therefore, actually optimizing model predictions for each specific metric
may yield insights into the differences between the metrics (by comparing the
underlying densities). Indeed, this could in practice produce better performance
on the training metric than an information gain optimized density. The fact that
we don’t observe this effect on the original saliency maps (which were trained in
the case of eDN, OpenSALICON, SalGAN and DeepGaze II: Figure 3, dashed
lines) suggests any improvement is likely small, and can come at the price of
performing substantially worse in other metrics.
Finally, we would like to note that the distinction between saliency models
and saliency maps we draw here does not contradict ideas that a “saliency map”
or maps may be instantiated in the human brain, as a corollary of bottom-up
attentional guidance or an importance map for (e.g.) choosing the next place to
fixate in a scene [34,48,26]. Our nomenclature is rather independent and intended
for saliency model benchmarking.
The code for evaluating saliency models as demonstrated in this work has
been released as part of the pysaliency python library (available at https:
//github.com/matthias-k/pysaliency).
Conclusion Our work solves the problem that one saliency model cannot reach
state-of-the-art performance in all relevant saliency metrics. Our key theoretical
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contribution is to decouple the notions of saliency models and saliency maps. For
benchmarking practice, this means that saliency models can be meaningfully
compared on all metrics in their original scale. Therefore, our method allows
comparing to traditional models that do not use this method; it works even if
only metric scores of other models are known (as for example in cases where
metric scores are published in a paper). Practically, this means that there is no
need to revise an existing benchmark: researchers who submit model densities
can have their performance fairly evaluated, but existing models can remain in
the table. The MIT saliency benchmark will implement this option.
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Fig. 4: AUC metrics measure the performance of the saliency map in a 2AFC task where
the saliency values of two locations are used to decide which of these two locations is
a fixation and which is a nonfixation. a) An example saliency map is shown consisting
of five saliency values (s1 < · · · < s5) and with five fixations (f1, . . . , f5) and four
nonfixations (n1, . . . , n4). b) The performance in the 2AFC task can be calculated by
going through all fixation-nonfixation pairs (fi, nj): The saliency map decides correct if
the saliency value of fi is greater than nj (green), incorrect if it is smaller (red) and has
chance performance if the values are equal (orange). Below the thick line are all correct
predictions (green) and half of the chance cases (orange). c) The ROC curve of the
saliency map with respect to the given fixations and nonfixations. For each threshold θ
all values of saliency value greater or equal to θ are classified as fixations. Comparing
b) and c) shows that the area under the curve in c) is exactly the performance in the
2AFC task in b).
5 Supplementary Material
5.1 Implementation details on the saliency metrics
We use the pysaliency toolbox [29] to compute metrics. AUC: We use all pixels
as nonfixations. As thresholds we use the combined saliency values of all fixa-
tions and nonfixations. sAUC: We use the fixations of all other images of the
dataset as nonfixations. As for AUC, we use the combined saliency values of all
fixations and nonfixations as thresholds. NSS computes the mean saliency of
fixation locations after normalizing the saliency map to have zero mean and unit
variance. IG computes the mean log density of fixation locations for a model’s
predicted fixation density and substracts the average log density of fixation lo-
cations for a baseline model’s predicted fixation density. To convert a saliency
map to a probability distribution, we check whether any values of the saliency
map are negative. If so, we subtract the minimal value from the saliency to make
it non-negative. Afterwards we divide the saliency by the sum of all values. For
the baseline model we transform the coordinates of all fixations in the MIT1003
dataset to range from 0 to 1. From these points a Gaussian kernel density es-
timator with a bandwidth of 0.22 is computed (the bandwidth has been tuned
with leave-one-image-out crossvalidation). The baseline model scales the density
predicted by the estimator to the size of the image in question. For images in
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Saliency Map Model Binning Difference
None 8bit
density AIM 0.82883 0.82855 0.00028
BMS 0.83712 0.83676 0.00035
eDN 0.83836 0.83810 0.00026
OpenSALICON 0.86350 0.86200 0.00150
SalGAN 0.86973 0.86845 0.00128
DeepGazeII 0.88355 0.87931 0.00424
equalized AIM 0.82883 0.82882 0.00001
BMS 0.83712 0.83710 0.00002
eDN 0.83836 0.83834 0.00001
OpenSALICON 0.86350 0.86347 0.00003
SalGAN 0.86973 0.86970 0.00003
DeepGazeII 0.88355 0.88351 0.00004
Table 1: AUC and low precision: While AUC metrics in theory depend only on the
ranking of the saliency values and therefore are invariant to monotone transformations,
this does not hold anymore when the saliency map is saved with limited precision (e.g.
as 8bit PNG/JPEG as common). In this case, the saliency map should be rescaled to
have a uniform histogram before saving.
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Fig. 5: Visualizing fixation densities: a) an example stimulus with N = 97 ground truth
fixations. b) DeepGaze II predicts a fixation density for this stimulus. The contour lines
separate the image into four areas of decreasing probability density such that each area
has the same total probability mass. c) The number of ground truth fixations in each of
the four areas. The model expects the same number of fixations for each area (horizontal
line: 24.25 fixations for N fixations total). The gray area shows the expected standard
deviation from this number. DeepGaze II overestimates the how peaked the density is:
there are too few fixations in darkest area. Vice versa, it misses some probability mass
in the second to last area. However, the large error margin (gray area) indicates that
substantial deviations from the expected number of fixations are to be expected.
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the MIT1003 dataset (i.e. for Figure 3), only fixations from all other images in
the dataset are used to compute the baseline density for the image. CC: As sug-
gested for the MIT1003 dataset used by us [24], we convolve the fixation maps
of the ground truth fixations with a gaussian kernel with σ = 35px to compute
empirical saliency maps. KL-Div: We use the same empirical saliency maps as
for CC and the same normalization procedure as for IG. SIM: We use the same
empirical saliency maps as for CC and the same normalization procedure as for
IG.
5.2 Converting saliency map models to fixation density models
To convert existing saliency-map based models to probabilistic models, we used
the method described in [32] and implemented in the pysaliency toolbox in the
method optimize for information gain:
It first rescales all saliency maps for the dataset in question jointly to range
from 0 for the smallest saliency value (over the full dataset) to 1 for the largest
saliency value. The a pixelwise montone nonlinearity is applied to each saliency
map. This nonlinearity is implemented as a continous piecewise linear function
with 20 equidistant segments from 0 to 1.
The result is multiplied pixelwise with a centerbias which is parametrized
with another piecewise linear function applied to√
(x− 12xmax)2 + α(y − 12ymax)2/
√
1
4x
2
max +
1
4αy
2
max
where xmax and ymax are the maximal x and y coordinates for the image in
question. The piecewise linear function for the centerbias is parametrized as a
continous piecewise linear function with 12 equidistant segments from 0 to 1. The
resulting product is divided by its sum over all pixels to make it a probability
distribution.
The parameters for both piecewise linear functions and the eccentricity pa-
rameter α are jointly optimized for maximum likelihood on the MIT1003 dataset.
Note that unlike [32] we did not optimize an additional Gaussian convolution to
smooth the predictions.
5.3 Computing saliency maps for SIM
To compute the saliency map for the SIM metric from a model density, we
first divide the CC saliency map (density convolved with a Gaussian of size
35px=1dva) by its sum to normalize it. Starting from there, we perform a con-
strained stochastic gradient descend on fixations sampled from the predicted
density to maximize the expected SIM performance. The (linear) constraints
that are enforced in every step of the gradient descend are nonnegativity and
unit sum. Each sample consists of 100 fixations (in correspondence to the dataset
we are using). We use a batchsize of 50 samples and start with a learning rate of
10−7. We use a fixed set of 1000 samples as validation data. Every 1000 training
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samples we compute the validation performance. Whenever it decreases com-
pared to the last epoch, we go back to the point of best validation performance
so far and decrease the learning rate by a factor of 13 and continue the gradient
descend. We stop when the learning rate is smaller than 10−9.
5.4 The AUC metrics: Digitizing saliency maps
Digitizing the saliency map e.g. by storing them as 8bit images can obviously
affect metric performance. The AUC type metrics are sensitive only to the rank-
ing of the saliency values and therefore especially sensitive to mapping similar
saliency values to the same value. In Table 1, we evaluate the AUC metric for all
included models in four different ways: We use either the model fixation density
or we additionally transform it to have a uniform histogram. Also, we option-
ally bin the saliency values to 256 different values using equidistant bins. Since
the AUC metrics are invariant to monotonic transformations, both density and
equalized density should have the same AUC performance, as is indeed the case if
no binning is applied. In the case of binning, however, the performances change:
while for the normalized density binning does not affect performance a lot, for
the density it does so. The performance loss after binning the density seems to
be the stronger for better models. This is likely the case since better models will
map larger areas of the image to very small values that all end up in the lowest
bin.
5.5 The CC metric: mean normalized empirical vs normalized mean
empirical saliency maps
We use the mean empirical saliency map for the CC metric. As explained in
the main text, this is an approximation: the optimal saliency map would be the
mean normalized empirical saliency map (i.e. one has to normalize the empirical
saliency maps to zero mean and unit variance before taking the mean).
To check the validity of our approximation, we sampled fixations from a
distribution (Figure 6a) and used those fixations to compute average empiri-
cal saliency maps (Figure 6b) and average normalized empirical saliency maps
(Figure 6c) for different numbers of fixations per sample and kernel sizes in the
computation of empirical saliency maps.
We evaluated both types of saliency maps on newly sampled fixations and
compared the CC performances (Figure 6d). The performances for both saliency
maps are very close in all cases, suggesting that the mean empirical saliency
map is an adequate approximation for the mean normalized saliency map when
computing CC performances.
5.6 The SIM metric depends on the number of fixations per image
Unlike all other metrics presented in this work, the optimal saliency map for
the SIM metric depends on how many fixations per image are in the dataset in
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question. If ignoring the constraint that the values of the saliency map should
sum up to one, this effect is easy to see: The SIM metric effectively measures
the l1 distance between empirical saliency map and model saliency map and
this distance is minimized by the median empirical saliency map, which will be
mostly zero if there are only very little fixations used to compute each empirical
saliency map.
This effect is still present when constraining the saliency map to have unit
sum, as we demonstrate in Figure 7. For a sample density (Figure 6a), we com-
puted the optimal saliency maps for different numbers of fixations per sample
according to our method detailed in Section 3. The resulting saliency maps are
shown in Figure 7a. If there are only few fixations per sample, the resulting
saliency maps have much larger areas of zeros, effectively being more sparse.
For more fixations per sample, the saliency maps visually converge to the CC
saliency map (blurred density).
Subsequently, we evaluated those saliency maps (Figure 7b, rows) on newly
sampled fixations, again for different numbers of fixations per sample (Figure
7b, columns). Additionally, we included the CC saliency map.
The columns in Figure 7 show that the number of fixations used to compute
the saliency map affects the performance: The saliency map computed using the
same number of fixations per sample always performs best (bold numbers), and
all other saliency maps perform worse – often dramatically. Even in the case of
1000 fixations, there are still measurable differences between the saliency maps
computed using 500 fixations, 1000 fixations and the CC saliency map.
5.7 Visualizing probability densities
Visualizing two dimensional densities is harder than it appears to be at the first
glance: Although the absolute density values have a very precise meaning, it
is hard to read substantially more than the ranking of the values and maybe
a very rough idea about the peakyness of the distribution from a color map.
When visualizing two dimensional probability densities, we add three contour
lines separating the image into four areas of decreasing probability density such
that each area has the same total probability mass (i.e. the density predicts
each area to receive the same number of fixations, see Figure 5b). If the darkest
area is very small, this means the density predicts on fourth of the fixations to
be clustered in a very small area. If all areas are roughly of the same size, the
density is nearly uniform. Comparing the number of fixations in each area can
serve as a simple heuristic to asses a model’s quality (see Figure 5c).
5.8 Data
The raw data for Figure 1 can be found in Table 2, the raw data for Figure 3
can be found in Table 3.
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fixations
kernel size CC scores (mean empirical/mean normalized empirical)
1 5 10 20 30
1 0.0127/0.0127 0.0632/0.0633 0.1210/0.1214 0.2227/0.2242 0.3066/0.3100
10 0.0412/0.0412 0.1928/0.1929 0.3488/0.3491 0.5630/0.5641 0.6855/0.6874
50 0.0920/0.0920 0.3960/0.3960 0.6120/0.6121 0.7728/0.7731 0.8198/0.8206
100 0.1295/0.1295 0.5191/0.5191 0.7307/0.7307 0.8464/0.8465 0.8707/0.8709
200 0.1817/0.1817 0.6509/0.6509 0.8313/0.8314 0.9074/0.9074 0.9203/0.9204
a) b) c)
d)
Fig. 6: Predicting optimal saliency maps for the CC metric: Starting from a density
(a) we sampled 100000 sets of either 1, 10 or 100 fixations and used them to create
empirical saliency maps. Using these empirical saliency maps, we calculated the mean
empirical saliency map (shown for 10 fixations per empirical saliency map in (b)).
Additionally, we normalized the empirical saliency maps to have zero mean and unit
variance to compute the mean normalized empirical saliency map (c) which is optimal
with respect to the CC metric. Then we sampled another 100000 empirical saliency
maps from the original density and evaluated CC scores of the mean empirical and
mean normalized empirical saliency maps (d). The mean normalized saliency map yields
slighly higher scores in all cases but the difference to the mean empirical saliency map is
tiny, indicating that the expected empirical saliency map is a very good approximation
of the optimal saliency map for the CC metric.
Saliency Map AUC sAUC NSS IG CC KL-Div SIM
AUC 0.897325 0.842109 1.369418 0.826523 0.675036 0.644968 0.541042
sAUC 0.863243 0.875880 1.246049 0.741960 0.618483 0.700238 0.520718
NSS/IG 0.897325 0.842109 2.106131 1.865231 0.907441 0.221233 0.778510
CC/KL 0.892173 0.831612 2.024991 1.765046 0.939149 0.137458 0.824498
SIM 0.891833 0.831888 2.024197 1.700093 0.939007 0.253121 0.827775
Table 2: The raw data plotted in Figure 1
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1 5 10 50 100 200 500 1000 CC
Fixations/sample 1 5 10 50 100 200 500 1000
Saliency Map
SIM 1 0.0936 0.2662 0.3679 0.5260 0.5526 0.5657 0.5736 0.5761
SIM 5 0.0912 0.2715 0.3869 0.6107 0.6598 0.6865 0.7022 0.7070
SIM 10 0.0887 0.2697 0.3892 0.6426 0.7057 0.7438 0.7684 0.7760
SIM 50 0.0814 0.2566 0.3779 0.6713 0.7583 0.8203 0.8742 0.8994
SIM 100 0.0795 0.2521 0.3725 0.6694 0.7607 0.8271 0.8866 0.9159
SIM 200 0.0785 0.2496 0.3692 0.6669 0.7599 0.8282 0.8900 0.9211
SIM 500 0.0780 0.2482 0.3674 0.6653 0.7588 0.8278 0.8906 0.9223
SIM 1000 0.0778 0.2478 0.3668 0.6647 0.7583 0.8275 0.8905 0.9224
CC 0.0776 0.2473 0.3662 0.6640 0.7578 0.8272 0.8903 0.9223
a)
b)
Fig. 7: The optimal SIM saliency map depends on the number of fixations. (a) For a
sample density (see Figure 6), we calculated the optimal SIM saliency map for different
numbers of fixations per sample (numbers on top) and additionally the mean empiri-
cal saliency map (CC). (b) average performance of those saliency maps (rows) when
repeatedly sampling a certain number of fixations (columns) and computing SIM. The
best performing saliency map for each sampled dataset (columns) is printed in bold-
face. It’s always the saliency map calculated with the same number of fixations. Note
that the CC saliency map – although looking identical – always performs slighly worse
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Evaluating AUC
Saliency Map AIM BMS eDN OpenSALICON SalGAN DeepGaze II
AUC 0.828831 0.837118 0.838357 0.863505 0.869729 0.883548
sAUC 0.649100 0.677084 0.711299 0.741588 0.762972 0.792404
NSS/IG 0.828831 0.837118 0.838357 0.863505 0.869729 0.883548
CC/KL 0.830038 0.835026 0.835490 0.862059 0.865807 0.880673
SIM 0.829635 0.834474 0.835117 0.861701 0.865361 0.879561
Evaluating sAUC
Saliency Map AIM BMS eDN OpenSALICON SalGAN DeepGaze II
AUC 0.595972 0.618699 0.623781 0.695496 0.705236 0.736911
sAUC 0.656440 0.681188 0.687451 0.742167 0.756413 0.778136
NSS/IG 0.595972 0.618699 0.623781 0.695496 0.705236 0.736911
CC/KL 0.581381 0.605622 0.610651 0.681168 0.693121 0.722245
SIM 0.581674 0.605807 0.610982 0.681571 0.693439 0.722389
Evaluating NSS
Saliency Map AIM BMS eDN OpenSALICON SalGAN DeepGaze II
AUC 1.139104 1.167812 1.172103 1.259217 1.280780 1.328648
sAUC 0.516497 0.613439 0.731962 0.836885 0.910961 1.012916
NSS/IG 1.501131 1.600230 1.613635 2.143965 2.215962 2.493238
CC/KL 1.521584 1.575962 1.581050 2.051697 2.097997 2.326005
SIM 1.518022 1.572937 1.578647 2.046154 2.092357 2.314424
Evaluating IG
Saliency Map AIM BMS eDN OpenSALICON SalGAN DeepGaze II
AUC -0.197452 -0.176460 -0.174687 -0.125959 -0.117584 -0.083175
sAUC -0.697486 -0.603408 -0.497874 -0.500561 -0.399373 -0.333968
NSS/IG 0.273559 0.361184 0.376803 0.724795 0.785096 0.984600
CC/KL 0.277253 0.331602 0.342154 0.658744 0.702166 0.884041
SIM 0.202053 0.213307 0.206090 0.593686 0.569699 0.812878
Evaluating CC
Saliency Map AIM BMS eDN OpenSALICON SalGAN DeepGaze II
AUC 0.475165 0.491929 0.492461 0.519783 0.536314 0.543618
sAUC 0.172271 0.223996 0.278215 0.295418 0.345583 0.369579
NSS/IG 0.565561 0.607264 0.614484 0.684224 0.749480 0.733241
CC/KL 0.606328 0.624457 0.624698 0.737745 0.764947 0.806748
SIM 0.605789 0.624148 0.624524 0.737826 0.764842 0.804570
Evaluating KL-Div
Saliency Map AIM BMS eDN OpenSALICON SalGAN DeepGaze II
AUC 0.991749 0.971731 0.971401 0.945121 0.933347 0.922326
sAUC 1.387180 1.294242 1.218003 1.244400 1.152025 1.125674
NSS/IG 0.756034 0.681768 0.673484 0.554681 0.482559 0.488775
CC/KL 0.696111 0.661160 0.659918 0.493419 0.463078 0.385972
SIM 0.762872 0.757106 0.774335 0.550407 0.571039 0.451175
Evaluating SIM
Saliency Map AIM BMS eDN OpenSALICON SalGAN DeepGaze II
AUC 0.442354 0.447864 0.447482 0.453846 0.458399 0.461371
sAUC 0.352552 0.368417 0.382886 0.376842 0.393249 0.402880
NSS/IG 0.536597 0.562841 0.565940 0.606866 0.643872 0.634031
CC/KL 0.550810 0.566335 0.566567 0.628707 0.648602 0.680294
SIM 0.557526 0.572131 0.571724 0.636311 0.655191 0.684973
Table 3: The raw data plotted in Figure 3

