Abstract-In this paper a new method is suggested for risk management by the numerical patterns in data-mining. These patterns are designed using probability rules in decision trees and are cared to be valid, novel, useful and understandable. Considering a set of functions, the system reaches to a good pattern or better objectives. The patterns are analyzed through the produced matrices and some results are pointed out. By using the suggested method the direction of the functionality route in the systems can be controlled and best planning for special objectives be done.
A. Terminology
Data mining is a popular technique in searching for interesting and unusual patterns in data, has also been enabled by the construction of data warehouses, and there are claims of enhanced sales through exploitation of patterns discovered in this way. In other words, data mining is extraction of interesting (non-trivial, implicit, previously unknown and unexpected and potentially useful) information or patterns from data sources, e.g. databases, texts, web, images, etc [4, 5, 6] .
Data mining is not data warehousing, (deductive) query processing, SQL/reporting, software agents, expert systems, Online Analytical Processing (OLAP), statistical analysis tool, statistical programs or data visualization. Further definitions are available in [7, 8, 9, 10, 11] .
Pattern is a local feature of the data, departure from general run of data, a group of records that always score the same on some variables, a pair of variables with very high correlation and unusual combination of products purchased together. Patterns must be valid, novel, potentially useful and understandable; validity is holding on new data with some certainty; novelty is to be non-obvious to the system; usefulness is to be possible to act on the item and understandability is being interpretable by humans [12] .
In data-bases relation has the same meaning with table. In this paper relation is used instead of using the word table.
B. Problem
The data which are the result of system operation and the reflex of policies and strategies of the stakeholders are stored in data-bases during the system runtime. Some guesses and suppositions may be represented for the success or failure of the system; but the problem is that, the weak and strong points of that guesses and suppositions can not be recognized so easily. This problem can be solved by using patterns in datamining, but the main job is to manage the information gained by data-mining.
C. Solution
As mentioned above, designing patterns and relating each of them by numbers, help us select our required queries from patterns so easily. New attributes turning up from the databases presents the fact that, the prime guesses were unable to recognize them. In this paper, Intra-nodes play this role. weights related to the edges of the trees. System managers can observe the information gained by data-mining by using risk management rules and direct system to be on a route to reach to a safe, active and efficient mode.
D. The Claim
We claim that such a solution does exist. By drawing a graph, computing the values and priorities of each part, performing them in a decision tree and concluding a pattern from it, we reach to a point that we can do our deductive datamining so clearly. The information we gather from the patterns will help stakeholders manage the system easily, with least amount of risk or errors.
E. Objective
As described above, expansion of data-mining is growing rapidly due to the large amount of data in data-bases and starvation for information in other parts. The objectives we want to achieve by suggesting a new method for designing patterns is using probability in data-mining to gain a simple, understandable and novel pattern. This pattern can give numerical information about the attributes in data-bases and help managers of a system in risk management and correct guidance.
F. Paper Outline
This paper is organized in four sections. In Section 1 we started the problem, an idea solution to the problem and our claim regarding the solution. In Section 2 we present a brief survey of the previous work, their strength and weaknesses, and the areas, requiring further improvements. In Section 3 we present our work under the title of Probability-Based Patterns and describe how the job can be done. In section 4 the steps of risk management is explained. Finally we conclude the paper in Section 5 with an evaluation of our work and some future topics of research.
II. PREVIOUS WORK
Although the pattern suggested in this paper is new and there is no previous work done on it, but here some information in given about a number of previous models presented in articles.
A. Decision Tree
Many data mining methods generate decision trees-trees whose leaves are classifications and whose branches are conjunctions of features that lead to those classifications. One way to learn a decision tree is to split the example set into subsets based on some attribute value test. The process then repeats recursively on the subsets, with each splitter value becoming a sub-tree root. Splitting stops when a subset gets so small that further splitting is superfluous or a subset contains examples with only one classification.
A good split decreases the percentage of different classifications in a subset, ensuring that subsequent learning generates smaller sub-trees by requiring less further splitting sorting out the subsets. Various schemes for finding good splits exist [13] . For further information about decision trees refer to [14] .
B. Declarative Networking
In Declarative Networking, the data and query model proposed for declarative networking are introduced. The language presented is Network Datalog (NDlog), a restricted variant of traditional Datalog intended to be computed in distributed fashion on physical network graphs. In describing the model, the NDlog query which performed distributed computation of shortest paths was used. In that model, one of the novelties of our setting, from a database perspective, is that data is distributed and relations may be partitioned across sites. To ease the generation of efficient query plans in such a system, NDlog gives the query writer explicit control on data placement and movement. Specifically, NDlog uses a special data type and address, to specify a network location. For further information refer to [15] .
C. Databases and Logic
Logic can be used as a data model in databases. In frame of such a model we can distinguish:
Data Structures, Operators and Integrity Rules. All these three elements are represented in the same unique way as axioms in the logic language. As a deductive database system we can treat such a system, which has the ability to define deductive rules and can deduce or infer additional information from the facts stored in a database. Deductive rules are often referred to as logic databases. A deductive database (DDB) can be defined as: DDB= {I, R, F}, where: F -a fact set, R -a deductive rule set, I -an integrity constraints. For further information refer to [16] .
In [17] a data-mining is surveyed in an artificial intelligence perspective that presents a new and interesting view to readers. Avoiding prolongation it is not noted here.
III. PROBABILITY-BASED PATTERNS
In the previous work done for representing a pattern in data-mining and risk management, a new step was put forward that some points of them are mentioned here. For the perfect information about the job, refer to [18] .
Using probability in the pattern makes it so sensible, understandable and easy to be performed. The description of the pattern is kept on by representing an example:
Data-bases are considered as relations with logic relationships between them. The objective is to concentrate on the special data and to reach to a point that there exists desired amount of them or it grows with a special norm increasingly or decreasingly. In some cases such as profit, revenue, sale amount and etc the increasing growth is requested and in other cases such as withdrawal, warranty time, absolute produce cost and etc the decreasing growth is requested.
Because of the relationship between the relations, fluctuations of the amounts of a field may influence the amounts of other fields. So, by designing an appropriate pattern from the data-base, fluctuations of the amounts of a field could be managed in a way that it goes up and down, in the manner we want.
In the supposed data-base some relations exist as shown in Fig. 1 .
The relation R 1 is supposed as the source and the relation R 5 is supposed as the destination. Other relations play the role of interfaces and are the connection terminals between the source and destination. However they can be supposed as independent destinations too.
As it is shown in Fig. 1 , some relations are directly or indirectly related to R 1 and a change in their amounts can be affective in the change of the amounts of a field like A 1 .
Some points are considered: 1-The relations that are related to a relation like R 1 directly or with less number of hops can have more affect on it. So the dependency amount of near relations is more than the far ones (from the perspective of hop amounts of relationships).
Although the presupposition 1 is a basic rule in designing the pattern, but it never causes the far relations to be worthless. The exit of a far relation from the set of relations which are affective in the pattern depends on its dominant and related data.
2-The relation which includes more relationships is an important relation and should be set in higher priority in designing the pattern.
3-The R set includes dominant and affective attributes in the pattern. These attributes are selected through the prime and experienced guess which becomes perfect during pattern designing period and possibly some attributes would be less important (not affective).
4-An attribute is considered as a head or a key attribute and pattern is designed according to it.
The following steps explain how the pattern is designed: 1-Firstly a graph is drawn based on the R set; 2-Then importance and priority of the nodes should be computed;
3-The decision tree is drawn based on the graph and the statistics gathered from the data-base, for designing the pattern;
4-Deduction of superior patterns is done from the graph. The Fig. 2 is given as an example for a designed graph.
A. Giving name to the nameless vertexes
If there is a vertex that has no name, this means that no attribute or component of it has been used in designing the pattern. Therefore the related relation would be filtered according to the recognized major amounts or the father relations or the ones which there is a dependency to them. For example, R 2 is named as the father relation of R 3 ; according to the clustering in R2 the selected data are the ones which are in connection with at least one of the clusters.
B. Computing the Importance and Priority
The formula below is used in computing the value of a node in which, Pr is the priority computed by the formula; c 1 and c 2 are two constants; d i and d o are respectively input and output degree; h is the hop number or the distance from the vertex A. While computing h the direction of edges is not considered. The result of computing the priorities produces a list which includes the members of R and some that are not members. In that list A is the head and other members are tails. There, fields may be put together with the relations. Non of the fields from the intermediate relations are selected this time, but while designing tree from the existing data in the data-base and extracting operation, some fields of them might be chosen. Fig. 3 shows a sample of designed tree through the graph and relations. It is supposed in the figure that dominant amount in R 3 gained by statistics is the attribute c 2 which is called the license.
C. Designing the Pattern
After producing the tree, if M 1 is named as the maximum degree of a tree and M 2 as the maximum number of the nodes in the pattern, then uttermost we will have M 1 *M 2 trees. For each tree all the routes to the leaves are gathered in a list. Each list performs a route. For each list a number, resulted by the multiply of the edges of that route, will be considered as the value of the pattern and each list itself becomes a pattern.
Some of the superior patterns are selected from the patterns created by the variety of the trees, either considering the weight or the requested attributes. Selection of the patterns can be a new approach in the data-base survey. Subscription between the patterns can also become a new step for surveying till the operation of new pattern producing gets start with a new set of attributes. These attributes are the ones called R' and are gathered or produced from a subset from R and a subset from superior attributes in patterns other than R. This job will be affective in maintaining the heuristic (by guess) attributes of R 4 which is the destination.
As it is shown above in Fig. 4 , the value of the head A is always 1 in presupposition. It is better to order the data according to the coefficients.
D. Pattern Evaluation
This part consists two parts: -Computing the weight of patterns, -Maintaining the weight of patterns. The weight computation is shown in Fig. 4 which is the product of weights. As the number of attributes may increase or decrease during pattern designing, the comparison of products would not be correct if the numbers of cases differ. So maintaining before data-mining is very important. In maintaining the a product like P 1 , it is multiplied with a number which equals with the number of P 1 attributes divided to the product of numbers of all other attributes of patterns. The result will be the maintained value of pattern 1 which can be compared with other maintained values of patterns [18] .
IV. RISK MANAGEMENT
When the pattern production is done, data entrance to the database doesn't stop; in order to make the job dynamic, other patterns can be produced frequently. By observing new patterns and comparing them with the old ones, some points can be noticed:
1. It can be know that which attributes are considered amongst the important parameters of the pattern. However these parameters are the ones which can change the whole structure of the pattern, if there is a shortage.
2. Production of new parameters at the pattern is the affection of policy related to the system. If these parameters use the expected ones, then it shows that the policy used in the system is correct; otherwise the policy should be revised. This case of study can be considered as knowledge.
3. The amount of patterns growth and revision in coefficients can view the weak and strong points of the policies. If the length of pattern decreases and the coefficients increase, it is the time that system has focused on the major parameters.
On the other hand, along with finding vital patterns and important attributes, the objective attribute which is known as the head of the pattern, should also grow well. If the pattern becomes optimized but the head doesn't grow, again we can say that the management is done well.
Therefore risk management or policy & technique maintenance can be introduced as below:
It is considering a set of functions to reach to a good pattern or better objectives. So, if a pattern is supposed as a set which consists of several members with special values, union, intersection, and subtraction of patterns can give us the information that we can control the direction of the route in the subject and manage the name of it. This management can be changed into knowledge after a period of time considering the membership of novel attributes or strengthening & weakening coefficients and the pattern attributes.
V. MATRIX ANALYSIS
In this part the pattern is analyzed through a matrix. Suppose p is the number of patterns and k is the number of distinct attributes in the pattern. We have: The greatest N i determines that the pattern has the least covering with other patterns and the greatest S i determines that the attribute number i at the column i is the attribute that has the least repetition in the pattern. Therefore it can be concluded that some of the greatest N i and S i can be deleted. It means that the M pk matrix can be reduced and recreated by the existing attributes. This job is done over and over till the growth interval of the N i and S i becomes limited. When the maximum value of N i is 3 then it means that there is 3 unrelated attributes. When the maximum value of S i is 3 then it means that there is an attribute which cannot be found in 3 patterns and the patterns are independent from it.
Resistance in a matrix is the confirmation in a pattern and come to a resistant conclusion in patterns. After reach in a resistant state in the matrix, it can be supposed that the numbers loose their value and importance and the average of numbers in the columns can be used as the coefficient of that attribute in the major pattern. The pattern will be produced through the matrix and all the attributes will be used in that process with the average of values in the pattern. The numerical analysis on the pattern will represent the resistance of the final pattern and its fluctuation will be at the least amount because of using the average value.
VI. CONCLUSION
There are so many problems for great systems by the huge amount of data in data-bases. Data-mining by using patterns from data-bases can solve the problem very much, as describe in the first section. So many kinds of patterns are suggested, designed and used in systems that we have introduced some in section 2. The new pattern designing suggested in this paper, is done using probability and decision trees. It is valid, novel, useful and very understandable because of giving mathematical information. The relationship between the relations (tables) is done according to system analysis and the designing and gathering of data is based on that analysis. Various analysis give various designing. As described in section 3 it can be used in risk management operations and guide great systems to increase their profitable attributes and reduce the harmful ones. In section 4 the way to use these patterns in risk management is explained and some important points are mentioned.
A. Future Work
The method we presented in this paper sets the stage ready for two interesting topics of research:
• Knowledge production along with the risk management by probability based patterns in datamining.
A New Approach:
A method can be suggested, in which using patterns in risk management can lead us to change the direction of job from data-mining to the knowledge bases in expert systems. In this case the control of mankind managers on the system will be given to the programmed machines and the rate of errors surely come down. 
