Introduction
The Internet and other advancements in information technology (IT) have changed the workplace (e.g., Brynjolfsson 1993 , Kelly 1994 , Dewan and Kraemer 2000 . The impact of IT arguably plays a particularly important role in the production of knowledge, given that scientific inquiry is highly dependent on equipment, materials, and the knowledge and skills of others, access to which can be greatly enhanced by IT.
Despite the conviction that IT has brought about major changes in scientific research and contributed to increased productivity in science, few studies have looked at how the adoption of IT directly affects productivity and collaboration patterns of individual scientists. Instead, investigation of the relationship between IT and productivity has largely been inferred using time-period measures of the availability of IT rather than actually establishing the availability or use of IT. (A notable exception in this regard is Agrawal and Goldfarb 2008.) Moreover, some of these studies rely on data aggregated at the journal or institutional level. The few studies that have investigated the impact of IT on productivity and collaboration patterns of individual scientists with access to IT have generally relied on self-reported data on IT usage. Although this approach has much to recommend it, a weakness is that it is almost impossible to date accurately when the technology initially became available to the scientists surveyed in the studies. Another weakness is that these studies generally rely on cross-sectional data, thereby making the proper identification of causal effects a challenge.
This paper addresses many of these deficiencies. Namely, this study combines longitudinal data on individual scientists with explicit measures of whether IT was available at the scientist's institution in order to examine whether the availability of IT led to systematic differences in the scientist's research outcomes. The longitudinal data come from a random sample of over 3,000 research-active life scientists working at universities and colleges between the years 1969 and 1993. These data are linked to explicit information regarding the date that the institution adopted one of two early innovations in IT: BITNET and a domain name (e.g., http://www.gsu.edu). The data also contain detailed information on institutional and individual characteristics related to productivity.
Our empirical work is based on a model of scientific productivity that postulates that scientific output depends upon inputs such as effort, materials, equipment, and knowledge. We argue that IT affects access to inputs and reduces communication costs. Three specific hypotheses follow from the theoretical framework: (1) IT has a productivity-enhancing effect; (2) IT has a collaboration-enhancing effect; and (3) IT has a "democratizing" effect. The latter is tested by examining the extent to which IT increases the productivity of individuals at the margin of the profession, defined here to be women and individuals working at nonelite institutions. Our hypotheses are tested using our longitudinal sample. Productivity is measured using counts of publications, and collaboration is measured using the gain in new coauthors. The empirical work closely matches the theoretical model set forth. Controlling for institutional and individual characteristics related to productivity, we find evidence for productivity and collaboration enhancing effects of IT. Our results also support the democratizing effects of IT: women benefit from IT relative to men; individuals at nonelite institutions benefit relative to those at elite institutions.
Our results inform policy and practice in several respects. First, although the lag may be long, the evidence is convincing that scientific research contributes to economic growth (Adams 1990 ). Thus, innovations that contribute to increased research output such as IT arguably contribute to growth. Second, there is a long history of studying the "outer circle" of scientists, and policies such as affirmative action have been created to try to lower barriers between the outer and inner circle. IT, to the extent it has a democratizing effect, can be a powerful tool to accomplish this. Third, the IT revolution continues. A starting point for understanding how new innovations will affect productivity is to study how early advances in IT contributed to productivity and collaboration.
The plan of this paper is as follows: Section 2 presents the theoretical framework and our hypotheses. Section 3 reviews the extant literature concerning the impact of IT on publishing outcomes and collaboration. Democratizing effects of IT are also discussed. Section 4 provides information on BITNET and the Domain Name System (DNS). Section 5 describes the data, estimation strategy, and variables. Section 6 presents the empirical findings. Section 7 provides the conclusions and discussion.
Scientific Productivity, Collaboration, and IT
We use a simple model of scientific productivity (Stephan and Levin 1992) to formalize how IT affects productivity and collaboration. We assume that the production of scientific knowledge requires effort, materials, equipment, skills, and knowledge. The relative proportions are discipline dependent: P = f (effort, materials, equipment, skills, knowledge),
where P is some measure of output such as an article, measured at the individual level. Effort, materials, equipment, skills (which includes ability), and available knowledge represent the inputs. We assume the marginal product of each argument to be positive; we also assume that the scientist does not supply all of the arguments directly but can draw on others to increase resource intensity. For example, equipment can be augmented by using that in another lab, materials can be borrowed or exchanged, and graduate students can provide expertise that they learned working in another scientist's lab. From (1) it follows that other things being equal, an increase in any argument increases P . A challenge for studies of scientific productivity is that most of the arguments in the production function are difficult to measure directly. As a result, studies of scientific productivity usually rely on proxies to measure inputs. The skill and knowledge base of the scientist, for example, is often inferred by characteristics of the institution where the scientist trained. Access to materials and equipment is generally proxied by a measure of the quality of the institution where the scientist works. Other things being equal, higher quality institutions have more equipment and can provide access to materials more readily. If an individual does not have a needed piece of equipment, it is likely that it can be found in another's lab. The same is true for materials. Johns Hopkins School of Medicine's Transgenic Core Laboratory, for example, can custom-make a mouse genetically altered to suit a scientist's research purpose (Anft 2008) . Scientists working at highly rated programs also have access to colleagues who possess greater knowledge and skills than those working at lower-tier institutions. The knowledge and skills of others who may work in the lab can be proxied by measures of quality of the graduate program and the availability of graduate research assistants by the size of the graduate program. Moreover, because many of the resources used in research (including the scientist's time) are funded through external grants, one would 1 We argue that IT, by lowering the cost of communication, provides increased access to the knowledge of others. Prior to the advent of IT, the knowledge of others who were not in the same geographic space was available to a researcher only through face-to-face contact or via telephone exchange. Both were relatively expensive.
IT also lowers the cost of accessing codified knowledge. Again, prior to the availability of IT, accessing codified knowledge required physically going to the library or making a request for material to be sent from another library or host. Innovations in IT also improve the way knowledge is stored and retrieved. Journal articles are now available online through services such as JSTOR and PubMed, and data can be transmitted more quickly and at a lower cost.
IT also has the potential of increasing access to equipment and materials. The Internet, for example, allows for remote access to equipment such as synchrotrons and telescopes (Stephan 2010) . It also enhances access to materials by allowing individuals to request materials online.
Thus, other things being equal, IT is expected to lead to an increase in P .
2 The effects are expected to be discipline dependent given that the relative importance of the arguments in the production function are discipline specific. Moreover, Walsh and Bayma (1996) and Walsh et al. (2000) find that the way researchers incorporate IT into their work varies by field. The way in which IT enhances research has also changed over time. For example, the degree to which IT is used to access codified knowledge only began to take off after the development of the World Wide Web.
Hypothesis 1 (H1). Access to IT increases productivity.
Both the knowledge and material/equipment effect come about through increased interaction with others, leading to a second hypothesis that access to IT increases collaboration. It is not only that IT provides greater access to materials and equipment, but also that IT allows researchers to share ideas with each other at a lower rate and across greater distances, holding other resources constant.
1 Funding is arguably based on cumulative productivity, not current productivity (Xie and Shauman 1998) , mitigating the concern that funding is endogenous in a reduced form estimation of Equation (1).
2 Our theoretical underpinnings for how IT affects the output of individual scientists is consistent with the theoretical framework developed by DeLone and McLean (2003) . In their model of information systems success, they emphasize the downstream impact of technology on job outcomes such as satisfaction and performance. They also discuss how outcomes depend on organizational factors such as system quality and service quality, factors which we are unable to control for in our empirical analysis.
Hypothesis 2 (H2). IT leads to increased collaboration.
Access to the knowledge and skills of others has arguably become increasingly important because of the rate of growth in the breadth and depth of scientific inquiry. Jones (2009) , for example, argues that scientists are acquiring narrower expertise and that scientific production has become increasingly specialized. At the same time, many of the breakthroughs in scientific research have come about through interdisciplinary research, and scientific discoveries have become more dependent on access to specialized materials and equipment (Stephan 2010) . Because of these changes, collaboration has become increasingly important in science as scientists with differing skills, 3 knowledge, materials, and equipment work together on a question of joint interest. This suggests that the effect of IT on collaboration may have become increasingly important over time, a hypothesis which the relatively short span of our data precludes us from testing.
There is also a strong argument to be made that the effects of IT may differ across subsets of the target population. Barley (1986) and Orlikowski's (1992) work suggests that whether a technological innovation is adopted and how it is used depends on the type of individuals using it and the organizational environment in which the innovation is introduced. We further argue that the relative incremental effect that access to IT has on productivity and collaboration depends on how marginally positioned a scientist is in the scientific hierarchy.
4 Those at the "top" have access to strong colleagues, excellent graduate students, and state-of-the-art equipment. Those at the "bottom" have considerably less access. Thus, the effect of IT is greater for those at the margin than those at the top.
5
To investigate the democratizing effect of IT, we focus on two attributes of a scientist: employer's institutional tier (elite versus nonelite) and gender. 6 To 3 Rosenblat and Mobius (2004) as well as Van Alstyne and Brynjolfsson (2005) argue, on the other hand, that the Internet tends to encourage individuals who share narrow expertise and interests to work together. 4 Our hypothesis is consistent with the work of Sproull and Kiesler (1992, p. xii) who find that "computer-based communication can reduce the isolation of physically and socially peripheral workers through increasing organizational participation and personal ties."
5 Our hypothesis is that those at the margin benefit relatively more from the availability of IT than those who are not at the margin. A related hypothesis that builds on the work of Burkhardt and Brass (1990) focuses on who within an organization in terms of power and social network position is the first to adopt when a new technology is introduced. 6 Our choice of dimensions of stratification to investigate is informed by prior research on scientific careers (for a review, see Long and Fox 1995) . Another dimension worthy of investigation is minority status, but the data do not permit such an inquiry.
further elaborate, and building upon Equation (1), scientists who come from top-tier institutions usually have access to more research inputs than those at lower-tier institutions. As a result, the incremental effect that IT has on productivity and on collaboration should be greater for those at lower-tier institutions, leading to the following hypotheses.
Hypothesis 3A (H3A). Access to IT has a greater positive effect on productivity for scientists employed at lowertier universities than for those at higher-tier universities.
Hypothesis 4A (H4A). Access to IT has a greater positive effect on collaboration for scientists employed at lowertier universities than for those at higher-tier universities.
We also expect the effect of IT to differ by gender. In addition to their lack of access to resources due to their positions in the academic hierarchy, women also face obstacles arising from family and child-care obligations (Ginther and Khan 2009) . For example, women scientists may travel less often to conferences and seminars, where academic networking takes place, ideas are exchanged, and collaboration opportunities emerge. Another way of expanding one's academic network is through job mobility. However, there is evidence that the mobility of women scientists is more constrained than that of men (Marwell et al. 1979) , particularly when they have children (Shauman and Xie 1996) . Thus, we expect that women scientists, who traditionally are marginally positioned in academia, have less extensive networks, and face greater mobility constraints, benefit more from IT in terms of increased productivity (H3B) and gains in coauthors (H4B).
Hypothesis 3B (H3B).
Access to IT has a greater positive effect on productivity for female scientists than for male scientists.
Hypothesis 4B (H4B).
Access to IT has a greater positive effect on collaboration for female scientists than for male scientists.
Literature on the Relationship
Between IT, Productivity, and Collaboration
Our hypotheses regarding the impact of IT on the productivity of scientists have received some previous attention. Specifically, empirical research has looked at how advancements in IT enhance scientists' productivity and collaboration regardless of their "location" in the profession and the extent to which IT enhances the productivity and collaboration of some subgroups (e.g., women or those employed by lowertier institutions) more than others. The review that follows offers a representative sampling of this prior research and places the data and methodology used in this study in the context of this earlier work.
IT and Research Productivity
Investigations of the relationship between IT and research productivity generally have found support for the view that IT enhances productivity. Hesse et al. (1993) surveyed the subset of oceanographers who used the electronic network SCIENCEnet and found a positive relationship between frequency of use and both publication counts and professional recognition. Subsequent research by Cohen (1996) and Walsh et al. (2000) , among others, expanded the number of disciplines surveyed to include philosophy, political science, and sociology, as well as math and a number of natural sciences, and found a relationship between IT usage and productivity. Winkler et al. (2010) found limited evidence of a positive IT-productivity relationship, using information on life scientists from the Survey of Doctorate Recipients (SDR) and institutional-level information on the adoption of various indicators of IT. Evidence of a positive IT-productivity relationship, where IT was measured using concurrent computer usage, was also reported by Kaminer and Braunstein (1998) .
IT and Research Collaboration
A number of studies have identified a significant increase in the number of coauthored papers by individuals at different academic institutions and in different countries, as well as in the number of coauthors per paper. An analysis of approximately 13 million published papers in science and engineering from 1955 to 2000, for example, found an increase in team size in all but one of the 172 subfields studied, and average team size was found to have nearly doubled, going from 1.9 to 3.5 authors per paper (Wuchty et al. 2007 ). 7 Adams et al. (2005) found similar results for the top-110 research universities in the United States, reporting that the average number of authors per paper in the sciences grew by 53.4%, rising from 2.77 to 4.24 over the period 1981-1999. Growth in the number of authors on a paper is due not only to a rise in collaboration within a university-and an increase in lab size-but more importantly to an increase in the number of institutions collaborating on a research project. A study of 662 U.S. institutions that had received National Science Foundation (NSF) funding one or more times found that collaboration across these institutions in science and engineering, which was rare in 1975 , grew in each and every year between 1975 , reaching approximately 40% by 2005 (Jones et al. 2008 . Collaboration has increased internationally as well. The Levin et al. (2009) study of authorship patterns across a wide array of four-year colleges and universities in the United States found that the percentage of papers with one or more international authors went from 6.6% in 1991 to 19.2% in 2007.
The coincidence of the increase in collaboration since the 1990s with the diffusion of several innovations in information technologies has not gone unobserved. Some of this research has focused on the field of economics. For example, Hamermesh and Oster (2002) compared publishing activity in three economics journals for the period [1970] [1971] [1972] [1973] [1974] [1975] [1976] [1977] [1978] [1979] with that for the period 1992-1996. They found almost 20% of authors of jointly produced articles to be located at distant locations in the more recent period compared to 5% in the earlier period. Rosenblat and Mobius (2004) looked at coauthorship patterns in economics from 1969 to 1999 based on papers published in eight top economics journals. A novel feature of their study is they also look at the changing nature of the coauthorship-the degree of similarity of the author's research fields. Their analysis found that, at least in the field of economics, as communication costs fall, researchers seek to collaborate with more distant colleagues who share similar interests. Adams et al. (2005) also identified a growing mean distance among coauthors in their analysis of 2.4 million scientific papers for a number of disciplines, going from 77.7 miles in 1981 to 159.4 miles in 1999. They attributed the change to the improvement in electronic networks connecting scientists after 1987.
Differential Effects of IT
Studies have also looked at the degree to which IT has a "democratizing" effect and may have benefited some subgroups (e.g., women and those at lowertier institutions) relative to others, thereby helping to level the research "playing field." In these studies, the role of IT is often inferred from period effects. Kim et al. (2009) , for example, examined publishing productivity of faculty in economics and finance who were located at an elite institution at some point in time during the period 1970-2001. They found that the advantage to being located at an elite institution fell starting in 1970 and had, in fact, disappeared by the 1990s. Butler et al. (2008) examined collaboration (measured as coauthorship) across universities in the fields of economics and political science using publication data from three top journals in each field. They inferred the time that IT became available based on a review of NBER working papers published during the 1990s. They found that prior to January 1997 an e-mail address was never included; since January 1999 almost all papers have an e-mail address. Using this indicator of IT, they found that coauthorship increased with IT, especially at lower-ranked institutions. They also examined whether IT differentially affected women relative to men, but found no significant difference. Hesse et al. (1993) used geographic location to proxy for institutional status, given that the more prestigious departments in oceanography tend to be located closer to the coasts and the less prestigious ones more inland. They found that geographically disadvantaged scientists received a higher productivity gain from IT. However, Cohen's (1996) survey of scientists from a broader set of disciplines found no support for the hypothesis of disproportionate benefits for scientists employed at lower-tier institutions. Agrawal and Goldfarb (2008) examined the impact of BITNET, as measured by date of institutional adoption, on collaboration (coauthorship) at the institutional level. In their study, they used publication data from seven top journals in the field of electrical engineering for the period 1977-1991 and separated out institutional affiliations of authors into three groups: elite, medium, and lower tier. They found that faculty at medium-ranked research universities benefited the most from the adoption of BITNET in the form of increased collaboration with top-tier institutions and increased publishing productivity. Winkler et al. (2010) appended this same institutional-level measure of BITNET (plus several others) to individual-level data on a cross-section of life scientists drawn from the SDR. They found some evidence, albeit modest, that individuals at lower-tier institutions benefited relatively more from IT, but found no significant differences by gender.
Our study links detailed longitudinal data on life scientists to explicit measures of IT that reflect institutional adoption of IT, thereby advancing the extant literature in several ways. First, only with detailed data on the personal characteristics of scientists and the institutions in which they are located (e.g., Ph.D., tier, career stage, gender, research funding) can one adequately investigate the effect of IT on an individual scientist's productivity and collaboration network. Second, in such investigations longitudinal data is strongly preferred to cross-sectional data because it permits identification through differences in timing (Walsh et al. 2000) . This is a major deficiency of the studies that estimate productivity as a function of a self-reported measure of IT use. Third, short of knowing the actual date that an individual adopts IT, it is far better to use the date that an institution adopted IT as an independent variable rather than to infer adoption of IT via time-period effects.
Early IT Innovations:
BITNET and DNS
In this study, we analyze the research impact of two early indicators of IT: the availability of BITNET and a domain name (DNS) at a scientist's employing institution. 8 Previous work by Agrawal and Goldfarb (2008) used BITNET data and work by Winkler et al. (2010) examined both indicators.
The IT revolution can be dated to the creation of the Advanced Research Projects Agency Network (ARPANET) by the Department of Defense in 1969. Restricted access to ARPANET, however, led to the development of other networks (NSF 2009). Among these was BITNET, conceptualized by the vice chancellor of University Systems at the City University of New York (CUNY), and first adopted by CUNY and Yale University in May 1981. BITNET provided electronic communications across a range of scientific disciplines and universities. At its peak in 1991-1992, BITNET connected about 1,400 organizations (almost 700 academic institutions) in 49 countries (Corporation for Research & Educational Networking (CREN) 1997). Indeed, BITNET (plus connected networks) has been referred to as "the embryonic Internet" (Humphrys n.d.) . By the mid-1990s BITNET was eclipsed by the Internet as we know it today and began to fade away.
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Different from the present-day Internet, BITNET linked university scientists using mainframe computers. It was a "store and forward" network built in a tree structure with only a single path from one computer (node) to another (node) (CREN 1997) . BITNET enabled researchers to send messages and mail, transfer documents and data, and conduct online discussions (LISTSERVE). Nonetheless, the early "Internet" as characterized by BITNET was a forbidding, uninviting technology. Moreover, much of what is taken for granted today could not be done: researchers could not "attach" files to messages, access library resources, or search for information online. Indeed, it was not until 1991 that the World Wide Web became the first widely used global hypertext system making it possible to simply click on a hot spot in one document to jump to another, and it was not until 1993 that the first graphical Web browser, Mosaic (the forerunner to Netscape), was introduced.
An early and essential development in the Internet's evolution that contributed to its growth was the development of the Domain Name System (DNS) in 1984 (Zakon 2005) . This system, which became the industry standard, classified addresses initially according to whether the host computer connecting 1 9 8 9 1 9 9 0 1 9 9 0 1 9 9 1 1 9 9 2 1 9 9 3
Notes. Cumulative percentage of institutions adopting BITNET and DNS. Diffusion patterns are graphed for all institutions (black with squares), institutions ranked in the top 25 (grey with circles), institutions ranked between 26 and 50 (light grey with triangles), and institutions not ranked (dark grey with diamonds), by the Gourman Reports (Gourman 1980 (Gourman -1997 .
to the network was an educational (edu), commercial (com), governmental (gov), or international (org) institution; it also provided for a series of country codes. No longer did every host on the Internet need to know the exact name and IP address 10 of every other system on the network, nor did it need to continuously update the file containing this information as the number of hosts on the Internet grew exponentially (DNS History, http://www.livinginternet.com). Figure 1 shows the diffusion of BITNET over the period [1981] [1982] [1983] [1984] [1985] [1986] [1987] [1988] [1989] [1990] and the diffusion of DNS over the period 1985-1993 at the 314 academic institutions where the research-active life scientists in our study are located.
11 Both figures exhibit the typical S-curve associated with diffusion of an innovation over time (Rogers 2003 )-especially among the nontop institutions; adoption first rises at an increasing rate and then levels off. Diffusion patterns vary considerably by tier. Among the top 25 research institutions, BITNET and DNS diffused rapidly; in the case of DNS, approximately all of the top institutions had adopted the technology within a span of two years. The diffusion of BITNET was a bit slower, but among the top institutions, approximately all had access within five years. Diffusion was somewhat slower among the mid-tier institutions and considerably slower among those institutions outside the top 50. Across all tiers, 82% of institutions had access to BITNET and 83% had access to DNS by the end of 1993.
Data, Estimation Strategy, and Variables

Data
We use individual level data to analyze whether institutional availability of BITNET and DNS led to systematic differences in scientists' research outcomes. We begin our analysis with a random sample of 12,000 life scientists in the United States, drawn from the UMI ProQuest Dissertations database. 12 We restrict our sample to those who earned Ph.D.'s between 1967 and 1990 to isolate the effects of the first two major information technologies, BITNET and DNS, on research productivity and collaboration. We use the Web of Science's Science Citation Index to collect the publications, coauthors, and employment affiliations. Because our interest lies in the research outcomes of academic scientists, we retain only individuals who have publishing experience in academic institutions after receiving the doctorate, creating a data set of scientist-year observations from 1969 to 1993 with annually updated covariates for the individual and the employer institution.
13 12 The 12,000 scientists' names are randomly drawn from UMI's ProQuest Dissertations database. The fields and degree years sampled were chosen in proportions that matched the distribution of Ph.D. fields and graduation years for faculty serving on the Scientific Advisory Board (SAB) of biotechnology companies that made initial public offerings between the years 1970 and 2002. The sampling frame was structured in this way because the initial research project was designed to study university faculty members' commercialization activities. Despite the sampling method, our sample is highly representative of the underlying population of academic life scientists. See Appendix A for more information on how our sample compares to the NSF and Scientists and Engineers Statistical Data System's (SESTAT's) definition of life sciences. 13 We start our estimation window before the onset of BITNET rather than in 1980, when BITNET was first available. We use this window because our goal is to assess how availability of IT affects a scientist's research patterns, not to study the diffusion of BITNET or DNS per se. In our models, we compare a scientist who has access to some form of IT (e.g., BITNET) with one who does not, either because BITNET has not yet been introduced or because his or her employer has not adopted it.
Each scientist begins in the data the year he or she receives a Ph.D. and continues until (i) there is a five-year interval during which that scientist does not publish, (ii) the scientist starts publishing exclusively under a corporate affiliation, or (iii) the year is 1993. We also exclude employment spans when a scientist temporarily affiliates with a nonuniversity research institution (e.g., one of the NIH-affiliated research institutes) because status of IT in such institutions cannot be determined. These restrictions result in a data set of 3,114 scientists with 32,398 scientistyear observations.
Estimation Strategy
We use a Poisson quasi-maximum likelihood estimator (PQMLE) to examine the effects of BITNET and DNS availability on a scientist's campus on his or her research productivity and collaboration. PQMLE is preferred to ordinary least squares regression because our dependent variables-count of research publications and count of new coauthors-are discrete variables. In addition, because the Poisson model is in the linear exponential family, the coefficient estimates remain consistent as long as the mean of the dependent variable is correctly specified. Thus, the PQMLE does not impose an equi-dispersion condition as in a standard Poisson estimator (Wooldridge 2002) . Furthermore, "robust" standard errors are consistent even if the underlying data generating process is not Poisson. In fact, the PQMLE can be used for any nonnegative dependent variable, whether integer or continuous, as long as our conditional mean is correctly specified (Gourieroux et al. 1984, Santos Silva and Tenreyro 2006) . Thus, PQMLE is chosen as our main estimator because it imposes less restriction on the distribution of the data and provides more robust results than alternative models.
Let y be our outcome variable in a given year. We want to explain the expected value of y i given the distribution of a set of covariates. Because our outcome is a count variable, we assume it follows a Poisson distribution. The conditional density function of y i is
The functional form for i can be parameterized as below. For each individual scientist i in year t his or her expected level of research productivity y it can be expressed as
E y it x it z i w it t u it
where x it are our IT variables of interest, z i is a vector of time-invariant variables controlling for individual characteristics and for doctoral-degree-granting institutions, w it is a vector of time-varying controls for characteristics of scientists, their collaboration networks, and their employer institutions. The model also includes a series of calendar year dummies (t . Year dummies control for other structural changes in academe that may have occurred during the observation period: these might include a rise in the number of publication outlets as well as a general increase in collaboration networks. In addition, we also include the institutional fixed effects (u to control for unobserved influences introduced by differences across institutions. The random error is it .
5.3. Variables 5.3.1. Dependent Variables. Two dependent variables are examined: (a) research productivity, defined as the number of research papers published by a scientist in a given year; and (b) coauthorship gain, which measures the increase in the number of new coauthors found in a scientist's publications in a given year. The estimated models also include a large number of individual-level and institutional-level covariates, including the availability of the two IT-related technologies, namely BITNET and DNS. Variable descriptions are provided below and in Table 1 .
The first dependent variable, research productivity, measures the flow of scientific publications and is updated every year.
14 This "count" measure directly tests the hypothesis set forth in §2: with reduced communication costs and greater access to specialized materials and knowledge, the annual volume of a researcher's output increases. 15 This measure has been frequently used in previous studies of scientific productivity (e.g., Hesse et al. 1993 , Cohen 1996 , Kaminer and Braunstein 1998 , Walsh et al. 2000 , Azoulay et al. 2009 . The other dependent variable examined, coauthorship gain, measures the number of new coauthors found in papers published by a scientist in a given year. For example, if A and B appear for the first time in year t as a coauthor to John Doe, Doe's coauthorship gain value is 2 in year t. In the case when A and B have appeared in Doe's papers before t, they are not counted as new coauthors, and Doe's coauthorship gain measure for year t is zero. This count measure tracks changes in a scientist's coauthor network and is used to test the second hypothesis set out above. Inclusion of a new coauthor arguably reflects access to new expertise, equipment, or materials brought along by a new collaborator. 16 5.3.2. IT Measures. IT availability is coded as the availability of IT at the university where the scientist is employed. Information on if and when the scientist's university adopted BITNET and DNS comes from the Atlas of Cyberspaces and ALLWHOIS (http://www.networksolutions.com/whois/index.jsp) websites, respectively. BITNET is coded 1 for the years when BITNET is available at the scientist's university and 0 otherwise. The same coding scheme is used for DNS. Both BITNET and DNS variables are lagged by one year in the estimated publication and collaboration models.
As discussed in the literature review, the explicit measure of IT employed here is strongly preferred to inferring IT availability from period effects because the latter may capture confounding factors and does not reflect the fact that diffusion occurs over time. Furthermore, information on the timing of institutional access to IT combined with longitudinal individual-level data permit identification of causal effects. Nevertheless, the IT measures used here are not ideal. The ideal measure would consist of information on when (and if) individual scientists adopted IT, given institutional availability of IT. To the best of our knowledge, no such data are available for a longitudinal sample of scientists. Such a measure, if available, would be preferred because scientists may differ in their speed of adoption within a given institution (Walsh and Bayma 1996) .
17 Thus, the relationship between IT availability on a campus and a scientist's productivity estimated here may reflect factors other than the scientist's use of IT. Nonetheless, we believe the reach of this concern to be limited, given that the scientists in our data set are active researchers who presumably would adopt IT innovations offering research advantages sooner than would nonactive researchers.
5.3.3. Scientist's Characteristics. The scientist's characteristics captured in this study include gender, subfield, professional experience, number of jobs held, stock of publications, citation count, coauthorship history, research funding, and Ph.D. training. Gender of scientists is primarily determined based on first names. 18 When a first name is androgynous, we searched the Web for the scientist's vita, bio-sketch, or pictures, and code gender accordingly. This strategy permits us to confidently identify gender for 98% of the scientists in our data. All remaining scientists with androgynous first names and no gender-related information from the Web are assumed to be male. Our rationale is that most of the gender-ambiguous names 18 The literature on conventions regarding naming suggests that gender is the primary characteristic individuals seek to convey in the selection of given names (Alford 1988, Lieberson and Bell 1992 ).
belong to foreign-born scientists of East Asian decent. It is reasonable to assume that the vast majority of these are male given the well-documented gender imbalance in science education in these countries. Such a method for determining gender was previously used by Ding et al. (2006) .
Apart from gender, we control for other characteristics about the scientist that may affect her productivity. First, because IT usage can differ substantially across fields (Walsh and Bayma 1996) , we collected information on the scientific field in which a scientist was trained and used a series of field dummy variables to tease out productivity differences across fields.
Second, to control for life-cycle effects (Levin and Stephan 1991), we include a scientist's professional experience and its squared terms. Experience is defined as the number of years lapsed since a scientist obtained her Ph.D. degree.
Third, a scientist who has held jobs at different universities might have broader research networks. Job mobility may also be an indicator of productivity, because research active scientists may have more job offers. Hence we control for the number of jobs a scientist has held.
Fourth, the production of scientific knowledge is a cumulative process. Past research performance may have an impact on current productivity. To control for factors related to past research performance, we include two variables-lagged publication stock and lagged average citation per paper to all published papers by the scientist. Explanation of the construction of these variables is found in Table 1 . Details on how the citation count variable is computed can be found in Appendix B.
Fifth, collaboration has been found to have a positive relationship with count of research publications (Lee and Bozeman 2005, Fox and Mohapatra 2007) . Hence, we control for a scientist's past research collaboration network. Specifically, we take all of a scientist's published papers during the past five years and add up the total number of coauthoring ties reflected in these papers. Note that this variable does not discount repeated coauthoring ties. If a collaborator has coauthored with a focal scientist twice in the last five years, two coauthoring ties will be counted in this measure. In short, this measure captures the intensity of a scientist's collaboration rather than the breadth of her network.
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Sixth, to control for the resources a scientist has available for conducting research, we collected data from the Consolidated Grant/Applicant File (CGAF) from the U.S. National Institutes of Health (NIH). This data set records information about grants awarded to extramural researchers funded by the NIH since 1938; it has been used previously to control for input of scientific research (Azoulay et al. 2010 ). For each scientist, the variable total NIH grant measures the total amount of direct and indirect costs (in real U.S. dollars) of funding she has received from NIH by a given year. This variable is also lagged when entered in the models.
Seventh, to control for the scientist's training and thus implicitly to control for the scientist's knowledge base, we include a measure of the ranking of the scientist's Ph.D-granting institution based on the Gourman Reports, which began ranking graduate schools in 1980. For all periods prior to 1980 we assign universities the 1980 Gourman ranking. We group institutions into three categories-top 25, between 26 and 50, and below 50. We also control for whether the scientist received her Ph.D. from an institution that had adopted BITNET or DNS by the time she graduated. Our rationale is that access to IT while a graduate student can influence productivity at the employer university even if the faculty member takes a position at a university that does not have IT.
20 Moreover, controlling for whether the individual had access to IT as a graduate student distinguishes cohorts that early in their careers had access to IT from cohorts who did not.
Institutional Characteristics.
In addition to information on the availability of IT at the university where a scientist works, we also include several other institutional-level variables that proxy other inputs in the knowledge-production function presented in §2.
First is the tier of the current university (Gourman Reports). As in the case of Ph.D-granting institutions, universities are grouped into three categories: top 25, between 26 and 50, and below 50. We check for robustness by defining alternative groupings of universities in the empirical work. Tier is a measure of the quality of colleagues, graduate students, and postdocs with whom the scientist interacts on a regular basis.
We also include the number of doctoral degrees awarded by the scientist's university, 21 as a proxy for the availability of graduate students working in the labs. Further, we control for the amount (in real U.S. dollars) of federal obligations for supporting science and engineering at the employer university. Although this variable does not measure the actual science and engineering research expenditures in a given year, it serves as a crude proxy of the available resources at a scientist's employer university.
Descriptive statistics of the variables are provided in Table 2 , and the correlation matrix is in Table 3 . We see that the scientists in our sample publish on average 1.62 articles a year and gain 2.44 coauthors a year. Approximately one-fifth are women. Almost one-fifth work at mid-tier institutions; 50% work at lower-tier institutions. 20 For instance, it could have helped the researcher build strong networks prior to leaving graduate school that she could take with her when she transitioned to a faculty position. 21 We also experimented with the alternative of including a dummy variable indicating whether a scientist's current university grants doctoral degrees in the life sciences. The result does not differ significantly from those reported in the paper. 6. Results
Effect of IT on Research Productivity
The PQML regression results are reported in Table 4 (a) (for BITNET) and Table 4(b) (for DNS). The baseline model 1 includes a set of control variables: calendar-year dummies, Ph.D. subject-field dummies, university fixed effects, and individual and institutional factors that can affect productivity.
The baseline results are consistent with major findings of previous studies of scientific productivity (e.g., Stephan 1991, Xie and Shauman 1998; see Fox 1983 and Long and Fox 1995 
for reviews).
Research productivity is a concave function of a scientist's professional age and peaks about 18 years after she has received her Ph.D. 22 Women scientists have lower productivity than men. Number of jobs 22 Professional age (experience) is highly correlated with a scientist's actual age (Stephan and Levin 1992 ).
held, publication stock, past coauthoring ties and NIH grants all show a positive and significant association with the current year's publication count. None of the variables relating to institution of employment are significant. This is due in part to the inclusion of university fixed effects in this model, as demonstrated in model 4 (discussion to follow). Rank of the institution of Ph.D. training is not significant and neither is whether one had access to IT during one's Ph.D. program.
We hypothesize in H1 that access to IT increases research productivity. We first test this hypothesis for BITNET and report findings in model 2 of Table 4 (a). Holding baseline factors constant, we find that the availability of BITNET at a scientist's institution, measured with a one-year lag, was associated with a 7.6% (= exp 0 073 ) increase in publication count.
To test H3A regarding differential IT effects across scientists employed at different tiers of universities, we include an interaction term between BITNET and employer ranking. To be more specific, model 3 includes two employer-rank categories (26-50, and outside top 50, with the rank category 1-25 used as the reference group), the BITNET variable, and interaction terms between BITNET and the two employerrank categories. The coefficients for employer-rank categories describe the effects of being employed at a university of a particular rank category when BITNET was not yet available. From model 3 we see that when BITNET is not yet on a campus, the productivity of scientists employed at mid-and lower-tiered universities does not differ significantly from those employed at top-tier universities. The coefficient for the variable BITNET describes the effect of BITNET for those employed at top-tier universities (ranked 1-25) relative to the reference category (top-tier universities that do not have BITNET). The results suggest that the availability of BITNET does not lead to a difference in productivity for those at top-tier institutions. The interaction terms reflect the differential effect of BITNET across tiers. We find no evidence of a differential effect for those employed at mid-tier (26-50) universities. We find that the availability of IT leads to a gain of 18% (= exp 0 169 ) in publication counts for those employed at the lowest tier.
Thus far, the models presented include university fixed effects, thereby controlling for unobserved differences across institutions. For comparison purposes, we reestimate model 3 without university fixed effects and report results in model 4. As one would expect, university-ranking effects are larger in magnitude when institutional fixed effects are removed. Scientists working at lower-tier universities (outside of top 50) publish significantly less than the base group of top-tier university scientists. In addition, positive and significant interaction effects with BITNET Notes. Number of observations = 32 398; number of researchers = 3 114; number of institutions = 314. Robust standard errors are in parentheses, clustered around scientists. † Significant at 10%; * significant at 5%; * * significant at 1%.
are found for both mid-and lower-tier universities, though the size of the BITNET effect is larger for the lower-tier than for the mid-tier universities. Most important, the main message that IT boosts productivity more for nonelite-university scientists remains unchanged regardless of whether or not institutional fixed effects are included.
To test H4A that access to IT has a greater positive effect for women, model 5 includes an interaction term between female and BITNET. We find that women with access to BITNET enjoy a 12.3% [= exp 0 116 ]) edge over men who have access to BITNET. We find that BITNET does not lead to a significant increase in productivity for men (reflected in Notes. Number of observations = 32 398; number of researchers = 3 114; number of institutions = 314. Robust standard errors are in parentheses, clustered around scientists. † Significant at 10%; * significant at 5%; * * significant at 1%.
the nonsignificant coefficient for the BITNET variable in the model). Table 4 (b) reports the same set of tests using DNS as the IT variable. 23 The main effect of DNS is positive but not significant (model 2). This may be because DNS was a "successor" technology to BITNET and 23 The DNS model also controls for availability of BITNET, since DNS was a "successor" technology. most of the productivity-enhancing effect was realized through BITNET rather than through DNS. The insignificance of the main effect of DNS does not preclude differential effects of this technology across subgroups such as we have hypothesized. Indeed, this is exactly what we observe in the next three models. Models 3 and 4 test the effects of DNS across different tiers of universities, with and without institutional fixed effects, respectively. We find the same pattern of Notes. Number of observations = 32 398; number of researchers = 3 114; number of institutions = 314. Robust standard errors are in parentheses, clustered around scientists. † Significant at 10%; * significant at 5%; * * significant at 1%.
results as with BITNET: nonelite-university scientists benefit more from DNS than do scientists at elite universities. Model 5 tests the effect of DNS for women. As in the case of BITNET, we also find stronger effect of DNS for women than for men.
Effect of IT on Research Collaboration
Tables 5(a) and 5(b) report estimations concerning the effect of IT on scientists' collaboration networks.
To test H2, we examine how the availability of IT changes the number of new coauthors in a scientist's Notes. Number of observations = 32 398; number of researchers = 3 114; number of institutions = 314. Robust standard errors are in parentheses, clustered around scientists. † Significant at 10%; * significant at 5%; * * significant at 1%.
collaboration network. We first focus on BITNET in Table 5 (a). The baseline model shows that women are less likely to gain a coauthor, as are more experienced scientists (the term on experience-squared is negative and significant). An increase in coauthors is related to the number of jobs one has held, publication stock, and past coauthoring ties. Consistent with the finding of Bozeman and Corley (2004) , collaboration is positively related to the presence of research funding.
Model 2 indicates that, holding constant the control variables, BITNET leads to a 12.5% (= exp[0.118]) increase in the number of new coauthors. There are also substantial and significant differences in the effect of BITNET on collaboration across subsets of the scientists in our sample. First, a positive and significant difference in the effect of BITNET for lowertier-university scientists is found in model 3, which includes institutional fixed effects in the estimation. The effect is larger in model 4 (which does not include institutional fixed effects) and shows that scientists employed at lower-tier (outside top 50) universities with access to BITNET have 27.9% (= exp 0 246 ) more new coauthors than do those working at elite universities with access to BITNET. Second, as in the case of research productivity, the effect of BITNET is significantly higher for women than for men (model 5 of Table 5 (a)). Women gain 12.3% (= exp 0 116 ) more coauthors than men do when their university has access to BITNET in the previous year.
24
Table 5(b) reports estimations using DNS as the IT variable. We find no significant coauthorship gain associated with the availability of DNS (see model 2 of Table 5 (b)). Again, the lack of a DNS effect may be because DNS was a successor technology. However, results in models 3 and 4 show that lower-tieruniversity (outside top 50) scientists gain significantly more coauthors from DNS than their counterparts at higher-tier universities gain from DNS. With regard to gender, access to DNS expands the collaboration network for women considerably more than it does for men.
Robustness Checks
We conducted several alternative estimations to test the robustness of our results. Table 6 reports these for models estimated using BITNET. 25 For ease of comparison we also include results from the corresponding models previously reported in the main tables (Tables 4(a) and 5(a)) at the top of Table 6 .
In panel A, we estimate research productivity models using an author-count-deflated publication measure of productivity. This measure differs from the count measure used in the main estimations because it discounts publications that have multiple authors on the production team, implicitly assuming that single-authored publications are worth more (in terms of scientific output) than multiauthored publications. Though we believe this to be inferior to the publication 24 Although the coefficients and standard errors of the female-BITNET interactions appear the same (model 5, Tables 4(a) and 5(b)), this is a result of rounding. Also, note that the main effects of IT (captured by the coefficients for BITNET) differ. 25 Results for DNS-related models differ minimally from those for BITNET. These results are available upon request. count measure we currently use, 26 it is of interest to know how IT affects a scientist's net publication count after accounting for coauthors. The results show that the direct impact of BITNET on this publication measure is not significant (column (1) of panel A). This suggests that the observed gain in research productivity in our main model comes primarily through collaboration. Nevertheless, the interaction effects in the next two columns indicate that the BITNET effect varies among scientists. Scientists at mid-to lowertier universities and female scientists gained more than top-tier and male scientists in terms of net publication count when BITNET became available on their campuses.
Panel B tests the IT-collaboration hypothesis with an alternative measure of scientists' collaboration networks. Rather than using a measure of collaboration that tracks the addition of new coauthors and hence captures the breadth of a scientist's collaboration network, we use an alternative approach that measures the number of coauthoring ties (or incidences) found in a scientist's published papers in a given year (i.e., tie flow). Because this measure counts each coauthoring tie reflected in the papers without eliminating repeated collaborations with the same persons, it might be argued that it does a better job of capturing the intensity of collaboration than our original measure does. We find that estimations with this collaboration variable yield results similar to those reported in our main models, except that the gender-IT interaction effect becomes slightly weaker, falling just below the 95% confidence level.
In panel C, we experiment with an alternative specification of professional experience. Specifically, instead of using a linear and a quadratic form of professional experience, we use 26 annual professional experience dummies (26 years is the maximum number of professional years of experience in our data). These dummies offer a more flexible way of specifying professional-experience effect. The results remain similar to those in our main models.
In panels D and E, we use alternative groupings of the ranking of the employer university. Panel C uses ranking groups 1-20, 21-50, and outside 50. Panel D uses ranking groups 1-10, 11-50, and outside 50. The magnitudes of ranking-related effects change somewhat, particularly with the ranking specifications in panel D. However, the conclusions remain the same: women and nonelite scientists benefit more from BITNET. 26 The assumption that single-authored publications are worth more than multiauthored publications could be problematic as a priori there is no reason to expect that single-authored papers are more valuable than multiauthored ones, or that each author's time input into the production of a paper is strictly proportional to the total number of coauthors on a team. Tables 4(a) In panel F, we replace calendar-year dummies with the total number of institutions that have adopted BITNET. The rationale is that the effect of BITNET on collaboration and productivity is realized only when other scientists' universities have adopted it, because it takes two scientists on different ends of the BIT-NET terminals to collaborate. Hence, we include the number of BITNET adopters by a given year as an indication of the extent of the diffusion of BITNET in academe. This specification does not change the findings of our main models.
Conclusion and Discussion
The Internet and other advancements in IT are changing the practice of science. Yet our knowledge concerning how advancements in IT have affected research productivity over time is limited. In large part this is because of the absence of longitudinal data linking information on the availability of IT technology to the productivity of scientists. Here we remedy this situation by creating a database that combines information on the institutional diffusion of BITNET and the DNS with career history data on the publishing patterns of research-active academic life scientists. The data also contain information on the scientists such as gender, professional age, quality of doctoral program, field of expertise, collaboration network, and NIH funding. In addition, characteristics of the employing institution are controlled for in the analysis.
Two dimensions of scientific research are measured: counts of publications and increase in coauthorship. We test whether the adoption of IT by an institution enhanced the research of individual scientists at that institution, and whether the enhancement effect is stronger for two specific subgroups of the scientific labor force: faculty at nonelite institutions and female faculty members.
We find some support for H1 that access to IT increases research productivity. We also find support for H2 that access to IT enhances collaboration. The latter finding is consistent with the frequent inference that IT has been a major contributing factor to the increase in the number of coauthors in science observed since the 1980s.
Our findings also support the hypotheses that the availability of IT has differential effects on productivity depending on a scientist's individual characteristics and position in academe. Specifically, women scientists benefit more than their male colleagues in terms of overall output and an increase in new coauthors. This is consistent with the idea that IT is especially beneficial to individuals who face greater mobility constraints. We also find that the tier of the research organization matters. The availability of IT has a greater effect on the productivity of scientists at nonelite institutions than it does for scientists at elite institutions. The finding is consistent with the idea that faculty at nonelite institutions have relatively more to gain, having fewer in-house colleagues and resources. The gender and research tier results suggest that IT has been an equalizing force, at least in terms of the number of publications and gain in coauthorship, enabling scientists outside the inner circle to participate more fully.
Our findings have implications for the management of scientific research, suggesting that innovations in IT technology contribute to scientific productivity. This is important given that the IT revolution continues. Whereas early investments in IT focused on connectivity, later investments have focused on enhancing the quality and speed of connectivity and the resources available online. For example, NIH, along with several other government agencies, has invested millions in building the Protein Data Bank, which is available online; 27 Google has set the goal of digitizing a number of major libraries; and JSTOR has 27 The Protein Data Bank website (http://www.pdb.org) is accessed by about 140,000 unique visitors per month from nearly 140 different countries. Approximately 500 gigabytes of data are transferred each month (http://www.rcsb.org/pdb/static.do?p= general_information/about_pdb/index.html).
made a wide array of journals available to institutions that might otherwise not be able to afford a subscription. Moreover, in recent years, equipment, such as synchrotrons and telescopes, has become available for online use. Our research suggests that such investments can lead to an increase in productivity.
Our findings also provide support for the concept that technology can be especially enabling for those situated at the margin. This finding suggests that administrators at lower-tier universities can use IT as one tool for catching up with more elite universities. Our findings also suggest that universities committed to increasing equality among their labor force can use IT as an instrument in narrowing the gap among their scientists, at least between men and women.
Our democratizing findings are consistent with research on two policy innovations that have increased accessibility to research material and have had a similar democratizing effect on the practice of science. Murray et al. (2008) , for instance, studied the impact of two Memoranda of Understanding (MoU) between DuPont and the National Institutes of Health that removed many of the restrictions related to working with certain genetically engineered mice. They found post-MoU citations to the original mouse articles to grow at a faster rate from institutions that had previously not done research with the mice than from institutions that had previously done research using the mice. The logic for their finding is that prior to the MoUs, accessibility to mice was considerably more restricted by intellectual property protection. 28 As a second example, Furman and Stern (2009) studied the effect of biological research centers (BRCs) by examining citations in articles written post-deposit to articles associated with materials that had been exogenously shifted to a research center. Consistent with a democratizing effect, they found the rate of citations from new institutions, new journals, and new countries to increase post deposit. They also found that researchers at institutions outside the top-50 U.S. research universities benefited more than those at the top 50 in terms of a post-deposit citation boost to papers that used materials that had subsequently been transferred to a BRC. The policy implication of this research on mice and BRCs, as well as of our own research on IT, is clear: innovations that promote accessibility level the playing field and broaden the base of individuals doing science.
We would be remiss if we did not point out several limitations of our study that we hope future 28 Researchers at institutions where a colleague had either engineered a mouse or accessed a mouse were likely to share the benefits whereas researchers at institutions that did not have a mouse found access more difficult. Furthermore, agreements made prior to the MoU allowed follow-on research for all faculty at the institution. research can address. First, although tracking institutional adoption of BITNET and DNS is an improvement over previous studies, allowing one to date when an individual was able to first access IT, we cannot determine whether and when an individual actually used the technology. As a result, our estimates may be biased, although the direction of bias is unclear without empirical investigation of scientists' IT adoption behavior. We attempted to address the question of actual use by determining whether and when the scientists in our sample used an e-mail or other electronic address. But because the inclusion of an e-mail or other electronic address only became widely accepted in the scientific community in the mid-to-late 1990s (outside our period of analysis), this approach is not viable. 29 We hope future research can address the problem with data that captures IT use at the individual level.
Second, the magnitude and nature of IT effects may differ somewhat for other technologies that have come online, such as those that enhance access to journals, materials, and equipment. It is even possible that certain technologies such as e-mail may create "information overload" and reduce productivity, as researchers spend increasing amounts of what would have been productive time managing their virtual mail. The effect of more contemporary IT and how it varies across subsets of the scientific labor force is a topic we hope to investigate in future research.
Third, the "outer circle" is fairly narrowly defined in our research, excluding in particular underrepresented minorities in science and engineering. This exclusion was data driven: we do not know minority status and, given the underlying distribution of the life-science workforce, we would not have had a sufficient number of observations for analysis if we did know the minority status. Nevertheless, whether IT provides differential advantage to underrepresented minorities is an important question that deserves attention.
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Appendix A. Sample Representativeness
We randomly drew scientists' names from UMI's ProQuest Dissertations database, which includes the names, fields, and degree-granting institutions for almost all doctoral degree recipients from accredited U.S. universities. The field and degree years sampled were chosen in proportions that matched the distribution of Ph.D. fields and graduation years for faculty serving on the Scientific Advisory Board (SAB) of biotechnology companies that made initial public offerings between the years 1970 and 2002. The sampling frame was structured in this way because the initial research project was designed to study university faculty members' engagement in the commercialization of academic science. Table A .1 reports, in order of their representation in the sample, the 15 scientific disciplines that appear most frequently in our data. To determine the degree to which our sample reflects the underlying population of life scientists, we compare these fields to NSF data (see column (4)). We first note that with the exception of organic chemistry and psychobiology, all fields are considered to be in the life, or related sciences, according to NSF's standardized codes used in SESTAT (see http://sestat.nsf.gov/docs/ educode2.html for detailed information of the fields in this Source. "Education Codes and Groups," http://sestat.nsf.gov/docs/educode2.html; NSF codes are more broadly defined, and some of the subfields are grouped into the "other" category, e.g., bacteriology (301), anatomy (287) health sciences-immunology (982), and health sciences-pathology (571).
b Source. Statistical tables based on NSF's Survey of Earned Doctorates (1965 Doctorates ( -1990 reported in Science and Engineering Doctorates: 1960-1986 (NSF 88-303) and Selected Data on Science and Engineering Doctorate Awards: 1994 (NSF 95-337). There is no "health sciences" category in SED, but some of the fields listed under "health sciences" in our (UMI ProQuest) sample do correspond to SED's subfields under "biological sciences." For example, health sciencespharmacology (419) in our data corresponds to SED's human/animal pharmacology; health sciences-immunology (982) corresponds to SED's biological immunology; health sciences-pathology (571) corresponds to SED's human/animal pathology. group). We also compare the distribution of degrees in our sample to the classification and distribution of degrees awarded at U.S. universities between 1965 and 1990 as measured in the Survey of Earned Doctorates (SED). See column (5). We find that, with the exception of organic chemistry, psychobiology, and health sciences/pharmacy, our fields are classified by the SED as part of the life sciences. Column (6) of the table reports the ranking of a field in terms of degrees awarded during the period as reported by the SED. We find considerable, although not complete overlap, between our top fields and SED's top fields. For example, biochemistry contributes the largest number of cases to our sample (23%), and it is also the field in the life sciences with the largest number of doctoral awards in the SED data from 1965 to 1990. The second largest group of doctoral awards in the SED data is microbiology, which ranks third in our data. We conclude that our sample does not differ markedly from the underlying population of life scientists working in academe. To the extent that there is a bias, it is toward fields that are at the forefront of technological developments. We see this as an advantage in our study because scientists in such fields tend to have more extensive information about new technologies (including innovations in IT) and thus may be more disposed to put them to use.
Appendix B. Computation of Average Citation Measure
Following Stuart and Ding (2006) , we use the average citation count to control for professional recognitions received by a scientist. Average citation is measured by predicted number of citations received per paper for the papers published by a scientist up through a given year. The total citation count for each published article at the time we assembled our database (2002) was obtained from the Web of Science. Because we wish to estimate a scientist's annually updated, cumulative citation count, we distribute each paper's total citation count as of 2002 back through time, assuming that citations arrive according to an exponential distribution with hazard rate equal to 0.1. Our logic is based on the bibliometric literature (for example, Redner 1998), showing that citations follow an exponential distribution, and we find this to be true for the typical paper in our study. We identified the specific parameter, 0.1, by manually coding 50 randomly selected papers in each of three publication years : 1970, 1980, and 1990 , and then choosing the parameter that yielded the best fit to the actual time path of citations to these randomly chosen papers. The predicted, cumulative citation count is then divided by the publication stock to obtain the average citation count per paper.
