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Abstract
We analyze transitions between heterotic vacua with distinct gauge bundles using two comple-
mentary methods – the effective four-dimensional field theory and the corresponding geometry. From
the viewpoint of effective field theory, such transitions occur between flat directions of the potential
energy associated with heterotic stability walls. Geometrically, this branch structure corresponds
to smooth deformations of the gauge bundle coupled to the chamber structure of Ka¨hler moduli
space. We demonstrate how such transitions can change important properties of the effective theory,
including the gauge symmetry and the massless spectrum. Geometrically, this study is divided into
deformations of the vector bundle which preserve the rank of the gauge bundle and those which
change the rank. In the latter case, our results provide explicit solutions to a class of Li-Yau type
deformation problems. Finally, we use the framework of stability walls and their effective theory to
study Donaldson-Thomas invariants on Calabi-Yau threefolds.
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1 Introduction
The choice of an N = 1 supersymmetric heterotic vacuum [1–7] is, in fact, a choice of geometry;
specifically, a Calabi-Yau threefold, X, with a holomorphic, slope-stable vector bundle, V , defined
over it. In this paper, we explore a long-standing question in heterotic geometry – given X and
V , what geometries are closely connected in the “neighborhood” of this compactification? From
the point of view of effective field theory, this neighborhood is defined by fluctuations around the
vacuum. By giving small vacuum expectation values (vevs) to massless particles, the flat directions
of the potential define a local neighborhood that can be perturbatively explored. Geometrically,
this is associated with changing the geometry of both the manifold and the gauge field configuration
in the internal dimensions. In this paper, we describe how such changes can correspond to smooth
transitions between different vector bundles.
Understanding such changes in geometry can yield important insights into string phenomenology
[8–15]. For example, following flat directions in the potential away from a given geometric vacuum
can change the phenomenological features of the low-energy theory – including the gauge symmetry
and the massless spectrum. Examples include moving a heterotic orbifold model away from the
orbifold point by blowing up singularities (see [16,17] for recent examples), and finding a flat direction
which removes vector-like exotics from the massless spectrum of a smooth compactification [18–22].
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There is a substantial advantage to understanding the geometry, rather than just the local
vacuum space, associated with flat directions in the four-dimensional theory. The effective theory
of heterotic string and M-theory is constructed as a perturbative expansion in the matter fields.
Hence, one has a good description of the physics only in a small portion of moduli space, where the
vevs of fields are relatively small. There is no guarantee that a moduli stabilization mechanism, if
one could be found, would place the system in this region. Furthermore, it can be hard to decide
when a flat directions might be “obstructed”; that is, when the flat direction is lifted by higher-order
terms in the effective Lagrangian. In any case, if the choice of a stringy vacuum corresponds to a
particular geometry, it is natural to ask what other “nearby” geometries are connected to it by flat
directions? And if certain flat directions lead to more phenomenologically desirable theories, why
not simply start with the more suitable geometry in the first place? The answer, of course, is that
it is frequently difficult to determine the explicit form of these nearby geometries.
Mathematically, perturbations of the field theory vacuum corresponds to small deformations of
the initial geometry; that is, to small topology preserving deformations of the manifold and the
holomorphic vector bundle. The presence of flat directions can be easily observed in the effective
theory, but what vector bundles these directions correspond to (and whether they really exist) is,
in general, a difficult problem in deformation theory. In this paper, we study one aspect of this by
providing concrete geometric descriptions of deformation neighborhoods (that is, flat directions in
the effective theory) associated with heterotic compactifications exhibiting Ka¨hler cone substructure
and stability walls [23–26]. We find that it is possible to completely determine not only the vacuum
structure of the effective field theory, but to fully describe the geometry of a local deformation as
well. This yields new insights into the full vacuum structure of heterotic theories and the moduli
space of stable bundles, including the computation of Donaldson-Thomas invariants [27–35].
In Section 2, we give a brief review of Ka¨hler cone substructure and stability walls, from both
a geometric and field theoretic standpoint [23–26]. A vector bundle need not be slope-stable ev-
erywhere in Ka¨hler moduli space. Instead, V may be stable only in certain “chambers” of Ka¨hler
moduli space, separated from regions where it is unstable by co-dimension one boundaries called
“stability walls”. As we review below, at a stability wall a bundle can only preserve supersym-
metry by decomposing into a poly-stable sum of sub-sheaves. This decomposition leads to new
anomalous U(1) symmetries [36–39] in the effective theory. The associated D-terms, along with the
holomorphicity of V , determine the supersymmetric vacuum structure.
In Section 3, we explore flat directions of the effective theory associated with the anomalous U(1)
symmetries. Unlike previous discussions in the heterotic literature, these flat directions correspond to
non-isomorphic, slope-stable bundles in different chambers of Ka¨hler moduli space. For bundles with
stability walls, we study the full geometric deformation theory of these “rank-preserving” transitions
[40, 41], and explicitly construct the relevant vector bundles. As discussed in Subsection 3.2, the
possible branches in each chamber of Ka¨hler moduli space are characterized by the structure of S-
equivalence classes on the stability walls [23, 29–31]. We provide examples in which the low-energy
physics dramatically changes between different vacuum branches. In addition, we illustrate the
correspondence between obstructions to these flat directions (including higher-order contributions
to the superpotential) and obstructions to deformations of the corresponding vector bundles.
In Section 4, we extend our results to include so-called “rank-changing” transitions [3, 42, 43],
which occur along flat directions that break the four-dimensional symmetry, G, to a subgroup
H ⊂ G. Geometrically, these correspond to deforming not the original rank n bundle V but, rather,
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the direct sum V ⊕O⊕mX . For a fixed Ka¨hler modulus for which V is slope-stable, the deformations
of this direct sum were definitively studied by Li and Yau in [43], who proved that a properly stable
deformation of V ⊕ O⊕mX exists under certain conditions. However, despite this existence proof, it
is often hard to explicitly construct the deformed rank n + m bundle, Vn+m. In Subsection 4.2,
we show that when V has a stability wall, it is possible to use the presence of the stability wall –
specifically, the decomposition of V into sub-sheaves on the wall – to infer the form of the deformed
Li-Yau solution everywhere within a stable chamber of Ka¨hler moduli space. In Subsection 4.4,
we extend our consideration of rank-changing deformations to different chambers of Ka¨hler moduli
space. That is, we consider branches of the effective theory that satisfy D- and F-flatness that can
be found by giving vevs to G-charged matter. These correspond to deformations of the bundle V
which change not only the structure group, but also the slope-stable regions of Ka¨hler moduli space.
Finally, in Section 5 we investigate stability walls as a tool for computing Donaldson-Thomas
invariants. On a threefoldX, a Donaldson-Thomas (DT) invariant is a geometric invariant, λω(X, c),
whose absolute value counts the number of holomorphic vector bundles V with fixed total Chern
class c = (rank, c1, c2, c3) that are stable for a given Ka¨hler form ω [28]. That is, a DT-invariant
counts the number of heterotic vacua corresponding to a given set of topological data and a Ka¨hler
form. In Subsection 5.1, we demonstrate that stability walls can provide a powerful tool to compute
DT-invariants within a chamber of Ka¨hler moduli space [30–32]. Moreover, we relate wall-crossing
formula for DT-invariants to the vacuum branch counting of the effective field theory described
throughout this paper, and provide an explicit example. In the final Subsection 5.2, we demonstrate
that stability walls can also be used to recursively compute DT-invariants for higher-rank vector
bundles. To date, very few examples of DT-invariants have been computed for either compact
Calabi-Yau threefolds or for vector bundles of rank ≥ 2. In Subsection 5.2, we use Ka¨hler cone
substructure to determine the DT-invariants of a rank 3 bundle in terms of similar invariants for
specific rank 2 and rank 1 sub-sheaves. In a specific rank 3 example, we succeed in computing a
wall-crossing formula for the DT-invariant.
In the Appendix, we provide a proof that the deformed vector bundles used thorough this paper,
derived as the geometries corresponding to flat directions in the effective theory, are uniquely defined.
2 Review of Stability Walls and Ka¨hler Sub-Structure
In this paper, we investigate holomorphic vector bundles V over Calabi-Yau (CY) threefolds X
that give rise to N = 1 supersymmetric vacua in four-dimensions and, in particular, analyze the
rich branch structure associated with them. To begin, we briefly review the relationship between
slope-stability of holomorphic bundles and supersymmetric vacua in heterotic theory.
The conditions for supersymmetry [3] require that the background E8 gauge field configuration
satisfies the Hermitian Yang-Mills equations
gab¯Fab¯ = 0 , Fab = Fa¯b¯ = 0 . (2.1)
Here F is the two-form field strength of the gauge field and gab¯ is the CY metric. By the Donaldson-
Uhlenbeck-Yau theorem [44], holomorphic vector bundles admitting a connection satisfying (2.1)
are in one-to-one correspondence with slope poly-stable vector bundles. The quantity µ, called the
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slope, is defined for any coherent sheaf F as
µ(F) =
1
rk(F)
∫
X
c1(F) ∧ ω ∧ ω =
1
rk(F)
drstc1(F)
rtstt , (2.2)
where ω is the Ka¨hler form (expanded in a basis of harmonic (1, 1) forms, ω = trωr) and drst are
the triple intersection numbers. A vector bundle is called stable if for all sub-sheaves F ⊂ V with
0 < rk(F) < rk(V ),
µ(F) < µ(V ) . (2.3)
V is poly-stable if it can be written as a direct sum of stable bundles, all with the same slope; that
is,
V =
⊕
i
Vi with µ(Vi) = µ(V ) (2.4)
for all i with each Vi satisfying (2.3). Note that all stable bundles are trivially poly-stable. When
µ(F) > µ(V ) for some sub-sheaf F , the bundle V is called unstable. Finally, if V is not poly-stable
but
µ(F) = µ(V ) (2.5)
for some sub-sheaf F ⊂ V , then the bundle is called semi-stable. Since the existence of an Hermitian-
Yang-Mills connection, that is, one satisfying (2.1), is in one-to-one correspondence with poly-stable
bundles, it is clear that both unstable and semi-stable bundles fail to give supersymmetric vacua.
It follows from the definition of slope in (2.2) that whether or not (2.1) has a solution can depend
on the choice of Ka¨hler moduli. In addition, at each point in a supersymmetric region of Ka¨hler
moduli space the solution to (2.1) has a number of arbitrary integration constants, the vector bundle
moduli. These are elements of H1(X,V ⊗ V ∗). In the following sections, we will see that it is the
combined Ka¨hler/vector bundle moduli space in which we need to carry out our analysis. In the
presence of a given vector bundle, Ka¨hler moduli space divides into chambers where supersymmetric
vacua are possible and chambers where they are not; that is, where the bundle is stable and unstable
respectively. A stability wall is a co-dimension one boundary between any two such chambers. On a
stability wall, the bundle can split into a poly-stable direct sum, although for generic bundle moduli,
it is semi-stable. Such a division of the Ka¨hler cone is referred to in the mathematics literature as
“Ka¨hler cone sub-structure”.
In [23] and in recent work [24–26], this sub-structure was explored from the point of view of
effective field theory. In this description, as the fields are varied into the supersymmetry breaking
region of moduli space, a new potential – generated by D-terms associated with Green-Schwarz
anomalous U(1) gauge factors [36–39]– appears for the scalar fields of the four-dimensional effective
theory. The slope stability properties of the bundle are described in terms of this potential. As
we review below, the form of this potential can be understood by noting that, on a stability wall
between stable/unstable regions of the Ka¨hler cone, a particular sub-sheaf of V becomes important.
A sub-sheaf F ⊂ V de-stabilizes V in the regions of Ka¨hler moduli space for which µ(F) ≥ µ(V ).
In this case, one can always define V as an “extension” of F via the short exact sequence
0→ F → V → V/F → 0 . (2.6)
Such an extension sequence is called “split” (or trivial) if V = F ⊕ V/F . The non-triviality of this
extension is measured by the Ext group,
Ext1(V/F ,F) = H1(X,F ⊗ (V/F)∗) . (2.7)
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That is, 0 ∈ H1(X,F ⊗ (V/F)∗) corresponds to the bundle V = F ⊕ V/F . This cohomology group
is a subset of the vector bundle moduli space. Note that V is not necessary stable anywhere in
moduli space, even at the split point.
Let us now assume that V is slope-stable somewhere in Ka¨hler moduli space. Then there must
exist a stability wall, defined by µ(F) = µ(V ), between the stable and unstable regions. By the
Donaldson-Uhlenbeck-Yau theorem, the only way for V to preserve supersymmetry on the wall is
for it to be poly-stable. That is, its bundle moduli must be chosen so that V can be written as a
direct sum of two stable pieces with the same slope. In terms of the extension sequence (2.6), this
means that V will only preserve supersymmetry on the stability wall if the extension splits. We
can gain insight into this by writing down the low energy effective theory for V = F ⊕ V/F , and
considering small fluctuations in the vacuum space away from this split locus.
The low energy gauge symmetry of the heterotic theory associated with an indecomposable
(non-split) bundle V with structure group H = SU(n) is given by the commutant G of H inside
E8. In this paper, we will be interested in n = 2, 3, 4, 5 for which the low-energy gauge groups are
G = E7, E6, SO(10) and SU(5). We will refer to zero-modes that transform non-trivially under G as
“matter” multiplets. The remaining fields are the geometric and vector bundle moduli. Generically,
these two types of fields will be denoted by f and φ respectively. Associated with the gauge group
G will be a D-term of the form
DGa =
∑
gij¯f
iT af j¯ , a = 1, . . . ,dimG (2.8)
where the sum is over all matter multiplets, T a are the Lie algebra generators of G and the Ka¨hler
metric gij¯ has positive definite eigenvalues. Here, and for every D-term in this paper, we suppress
the gauge coupling parameter since it does not effect our conclusions.
If the bundle V is chosen to be a direct sum of two pieces, as it is at a stability wall, its commutant
inside E8 will be enhanced by at least one extra U(1) factor from G to G × U(1). This U(1) is
anomalous in the Green-Schwarz sense [36,37]. Near the stability wall, a subset of both the matter
multiplets and the moduli in the effective field theory can become charged under this U(1). While
continuing to refer to all matter multiplets and uncharged moduli as f and φ respectively, we now
generically denote the U(1) charged bundle moduli as C. The D-term associated with this enhanced
U(1) can be written as a sum of a Fayet-Illiopolous (FI) term, the U(1) charged matter fields f i
(with charge qi), and the U(1) charged bundle moduli CL (with charge QL) as [24]
DU(1) =
3
16
ǫSǫ
2
R
κ24
µ(F)
V
−
∑
QLGLM¯C
LCM¯ −
∑
qiGij¯f
if j¯ . (2.9)
Here κ24 is the four-dimensional Planck constant, ǫS, ǫR are constants related to the perturbative
expansion parameters of heterotic M-theory [4–7], V is the volume of the Calabi-Yau threefold and
µ(F) is the slope of the de-stabilizing sub-sheaf F . The Ka¨hler metrics GLM¯ and Gij¯ all have
positive definite eigenvalues. Note that these metrics can be different for each type of C and f field.
Nonetheless, this does not effect our analysis and, hence, when multiple Ka¨hler metrics appear, we
will not distinguish between them. Importantly, note that the FI term is a function of the Ka¨hler
moduli through both the Calabi-Yau volume and the slope.
The simplest possible example is when V is an SU(2) bundle destabilized by a line bundle
F = L with locally-free quotient V/F = L∗. In this case, the SU(2) bundle must decompose on
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a stability wall, where µ(L) = 0, to V → L ⊕ L∗ with structure group S[U(1) × U(1)]. Locally,
S[U(1) × U(1)] ≃ U(1) and so, near the stability wall, the spectrum of the low-energy E7 × U(1)
theory is obtained from the decomposition
248→ (56)+1/2 ⊕ (56)−1/2 ⊕ (1)−1 ⊕ (1)+1 (2.10)
of the adjoint representation of E8 under E7 × U(1). The zero-modes of this decomposition are
given by the bundle cohomology groups associated with the line bundle L. These are presented in
Table 1.
To illustrate the moduli dependence of slope stability from the point of view of effective field
theory, consider the simple case in which L is chosen so that only one sign of U(1) charge is present
in the low-energy spectrum. For example, take the line bundle L = OX(−1, 1) on the Calabi-Yau
threefold [
P
1 2
P
3 4
]2,86
, (2.11)
where the superscripts denote the Hodge numbers h1,1 and h2,1, respectively. Then (2.6) becomes
0→ OX(−1, 1)→ V → OX(1,−1)→ 0 . (2.12)
The space of SU(2) extension bundles V is given by
Ext1(L∗,L) = H1(X,L2) = H1(X,OX (−2, 2)) (2.13)
of dimension 10. For the CY threefold (2.11), the triple intersection numbers are
d122 = d212 = d221 = 4, d222 = 2, all others zero . (2.14)
Using these intersection numbers and (2.2), we find that the quantities relevant to the FI term in
(2.9) are
µ(F) = µ(OX(−1, 1)) = −2(t
2)2 + 8t1t2 , V = 2t1(t2)2 +
1
3
(t2)3 . (2.15)
Hence, on the line in Ka¨hler moduli space given by t2/t1 = 4 for which µ(OX(−1, 1)) = 0, the
line bundle OX(−1, 1) de-stabilizes V . That is, V is stable for all Ka¨hler moduli with t
2/t1 > 4
and unstable for all t2/t1 < 4. The locus t2/t1 = 4 defines the stability wall. In order to preserve
supersymmetry on the wall itself, V must be poly-stable and, hence, decompose into the direct sum
V → OX(−1, 1) ⊕OX(1,−1) . (2.16)
Writing the low energy theory associated with this bundle, we find the spectrum given in the last
column of Table 1. Note that it consists only of bundle moduli1 CL2 ∈ H
1(X,L2) with U(1) charge
−1. Clearly, the E7 D-terms of the form (2.8) trivially vanish. It follows from (2.9) and (2.15) that
the U(1) D-term is of the form
DU(1) ∼
4t1 − t2
t2(t1 + 16t
2)
+GLM¯C
L
2 C
M¯
2 . (2.17)
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Representation Field Name Cohomology Multiplicity
1+1 C1 H
1(X,L∗2) 10
1−1 C2 H
1(X,L2) 0
56+1/2 f1 H
1(X,L∗) 0
56−1/2 f2 H
1(X,L) 0
Table 1: The representations, fields and the associated cohomology groups for the E7×U(1) stability wall
theory given in Section 2. The multiplicities for the rank 2 vector bundle V defined in (2.12) are given
in the fourth column.
What happens when the Ka¨hler moduli are chosen so that µ(OX(−1, 1)) < 0 and, hence, the FI term
is negative? In this case, a linear combination of the charged CL2 fields can acquire a non-vanishing
vev which cancels the FI term in vacuum. This preserves D-flatness and, hence, the supersymmetry
of the theory. This is a description, in field-theoretic language, of the fact that in such a region of
moduli space V in (2.12) is slope-stable. Since CL2 ∈ H
1(X,L2), such a field acquiring a non-zero
vev is equivalent to choosing a non-trivial element of the extension group Ext1(L∗,L) = H1(X,L2).
That is, we are defining an indecomposable SU(2) bundle V of the form (2.12). Furthermore, as
a CL2 field acquires a vev, the mass of the anomalous U(1) vector multiplet increases as we move
deeper into the stable region of Ka¨hler moduli space. At some distance from the stability wall, this
reaches the compactification scale and must be integrated out of the effective theory [24]. Thus,
the purely E7 gauge group one would expect from the indecomposable SU(2) bundle in (2.12) is
obtained. Finally, we note that as a charged bundle modulus CL2 acquires a vev, its fluctuations also
obtain a mass from the DU(1) contribution to the potential. As a result, one expects the number
of vector bundle moduli in the stable region to be the number of C2-fields −1. Direct computation
yields
h1(X,V ⊗ V ∗) = h1(X,L2)− 1 = 10− 1 = 9 , (2.18)
as required. A general argument that guarantees the matching of h1(X,V ⊗V ∗) with massless mode
counting in the supersymmetric region is given in the Appendix of [24].
Similarly, in the region of moduli space where µ(OX(−1, 1)) > 0, that is, where V is unstable,
the field theory correctly describes the geometry. In this region, we find that since there are only
negatively charged C2 fields, there is nothing that can cancel the positive FI term. As a result,
DU(1) 6= 0 and supersymmetry is spontaneously broken in this region. The potential energy forces
the vacuum back towards the supersymmetric region of moduli space. The chamber structure of
the Ka¨hler cone associated with (2.12) and the non-trivial D-term potential are shown in Figure 1.
As demonstrated above, the algebraic geometry of slope-stability and Ka¨hler cone substructure
can be simply understood from the point of view of effective field theory as the properties of an
anomalous U(1) D-term. In this language, whether or not supersymmetric vacua exist in a given
region of moduli space can be decided by considering the effective theory near the stability wall and,
in particular, the U(1)-charged moduli content of the theory. When charged moduli exist with the
appropriate sign to cancel the FI term, DU(1) = 0 and the vacuum is supersymmetric. However, if no
1For simplicity, when a 4-dimensional field, C, is counted by a cohomology H1(X,U), for some bundle U , we denote
this relationship informally as C ∈ H1(X,U).
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Figure 1: An example of a stability wall associated with the bundle (2.12) in Section 2. In the two
chambers of the Ka¨hler cone (shown at left) the bundle V , is respectively, stable/unstable. The non-
trivial potential (shown at right) forces the system back into the supersymmetric region of moduli space.
such moduli are available, the potential is non-zero and the bundle is unstable. What happens when
we have more than one sign of charged moduli? Naively, this seems strange since the bundle under
consideration is clearly unstable when µ(F ) > 0, but the positively charged matter indicate that
D-flatness (that is, stability) can be maintained everywhere in Ka¨hler moduli space. A geometric
analysis resolves this confusion. As we will see in the next section, the different U(1) charged moduli
will correspond to branch structure in the theory. In fact, stability walls and the simple effective
field theory description of them can provide insight into transitions between distinct geometries.
The study of these transitions will be the subject of the remainder of this paper.
3 Rank-Preserving Transitions and S-Equivalence Classes
As discussed in the previous section, the slope-stability properties of a bundle can be accurately
described in effective field theory by an enhanced U(1) symmetry at a stability wall and the D-
term associated with it. Specifically, whether or not a bundle is stable in a given region of moduli
space is decided by the sign of the FI term and the U(1) charges of the matter fields and bundle
moduli. In the simple example of an SU(2) bundle with a stability wall, the E7×U(1) “wall-theory”
spectrum contained no matter fields and only CL2 charged bundle moduli. The vevs of these fields
can cancel the FI term, setting the U(1) D-term to zero in the region t2/t1 > 4 where the slope of
the de-stabilizing sub-sheaf (and, hence, the FI term) are negative. However, the absence of any
bundle moduli with positive charge makes it clear that D-flatness cannot be preserved in the region
of Ka¨hler moduli space with t2/t1 < 4.
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What happens if bundle moduli with more than one sign are present? To answer this, again
consider the general case of an SU(n) bundle V de-stabilized by a single sub-bundle F . Then
0→ F → V → K → 0 , (3.1)
where V/F = K. Assume, for simplicity, that F and K are both stable bundles. At the stability
wall defined by µ(F) = µ(V ) = 0, V will break into a sum of two pieces
V = F ⊕K where n1 = rk(F), n2 = rk(K) and n1 ⊕ n2 = n . (3.2)
At this locus, the structure group changes from SU(n) to S[U(n1)× U(n2)] ≃ SU(n1)× SU(n2)×
U(1). This induces an enhancement of the low energy gauge group from G (the commutant of SU(n)
in E8) to G× U(1).
Now suppose that there are two types of charged bundle moduli present, namely, the C1 and C2
associated with the cohomology groups
C1 ∈ H
1(X,K ⊗ F∗) and C2 ∈ H
1(X,F ⊗K∗) . (3.3)
Generically these two types of fields have opposite U(1) charge, which we denote by q and −q
respectively. Here, q is a positive number whose magnitude depends on the rank n of the structure
group. Furthermore, in this section we will take the vevs of all G charged matter multiplets to
vanish.2 In this case, the G D-term is trivially zero and the U(1)-D-term takes the form
DU(1) ∼
µ(F)
V
− qGLM¯C
L
1 C
M¯
1 + qGLM¯C
L
2 C
M¯
2 . (3.4)
Note that, in addition to this D-term, one must also consider the moduli contribution to the super-
potential. This is given by
W ∼ λ0(C1C2)
2 . . . , (3.5)
where the indices on both fields and couplings are suppressed. Here and elsewhere in this paper,
higher dimension contributions to W that do not change the conclusions are ignored.
To begin our analysis of the vacuum structure, consider the region of Ka¨hler moduli space for
which V is slope-stable; that is, when µ(F) < 0. As before, one can cancel the FI term and, hence,
the entire U(1) D-term (3.4) via a vev 〈C2〉 6= 0. This cancellation does not, by itself, preclude
the possibility that C1 also has a non-vanishing vev. However, we now show generically that in the
presence of superpotential terms such as (3.5), one must take 〈C1〉 = 0 in the slope-stable region
of V . To see this, note that in addition to the vanishing of the U(1) D-term, the supersymmetric,
Minkowski vacua we are seeking must satisfy the equations
∂C1W = λ0C2(C1C2) = 0 ,
∂C2W = λ0C1(C1C2) = 0 , (3.6)
W = λ0(C1C2)
2 .
2Note that there are several circumstances for which this naturally occurs: 1) there are no matter multiplets in the
spectrum, as in our previous example, and 2) there are matter multiplets present, but their vevs are set to zero to assure G
D-flatness and/or F-flatness. Our analysis will also apply more generally to any vacua where we simply focus our attention
on the locus of vanishing matter vevs.
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That is, they must be F-flat with vanishing cosmological constant. With µ(F) < 0 in (3.4), one
might suppose that, to preserve supersymmetry, the fields C1 and C2 could both get vevs so that
the last two terms in DU(1) cancel the FI term. However, substituting these two non-zero vevs into
equations (3.6), it is clear that no such solution is generically possible. Thus, to move into the stable
region of V and obtain a Minkowski vacuum, the only clearly unobstructed choice available is to
take all 〈C1〉 = 0 and choose non-vanishing C2 vevs to cancel the FI term in (3.4). Now consider the
region where V is unstable; that is, when µ(F) > 0. Here, can set the D-term to zero by choosing
〈C1〉 6= 0. In this case, to obtain vanishing F-terms and W it is necessary to take 〈C2〉 = 0. In
general then, F-flatness and W = 0 require that the vevs of C1 and C2 cannot be simultaneously
non-trivial.
It is clear that when both charged moduli in (3.3) are present in the spectrum, one can cancel
the FI term in the region in Ka¨hler moduli space for which µ(F) < 0 via a vev 〈C2〉 6= 0, as well as
when µ(F) > 0 with 〈C1〉 6= 0. Recall however, that a direct analysis of bundle (3.1) shows that V
is manifestly unstable in the region of moduli space where µ(F) > 0. How then do the geometry
and field theory match? The answer is that D- and F-flatness actually define two “branches” of
the vacuum space, separated by the stability wall. These branches, namely 〈C1〉 6= 0, 〈C2〉 = 0 and
〈C1〉 = 0, 〈C2〉 6= 0, respectively correspond to two different vector bundles. The bundle described by
re-mixing the decomposed sum F⊕K via a non-trivial element C1 ∈ H
1(X,K⊗F∗) is not isomorphic
to the bundle V in (3.1). By crossing the stability wall and canceling the FI term in (3.4) with the
moduli in H1(X,K⊗F∗), we are defining a new geometry. Specifically, the Ext1 groups determining
the C-moduli correspond to the moduli spaces of two different extension bundles [45–47],
0→ F → V → K → 0 ⇔ Ext1(K,F) (3.7)
0→ K → V˜ → F → 0 ⇔ Ext1(F ,K) (3.8)
respectively. The sequences, (3.7) and (3.8), are referred to as an extension sequence and its “reverse”
extension3. Note that these two types of bundle deformations – corresponding to turning on vevs
for charged bundle moduli in Ext1(F ,K) or Ext1(K,F) respectively – preserve the rank of the
structure group and, hence, the gauge symmetry of the four-dimensional effective theory. Except
at the zero of their Ext1 groups, where each splits into the direct sum F ⊕ K, V and V˜ are not
isomorphic.
To see this, note that for an SU(n) structure group c1(V ) = 0 and, hence, from (3.1) that
c1(F) = −c1(K) . (3.9)
It follows from the definition of slope in (2.2) that, away from the stability wall, µ(F) and µ(K) are
both non-vanishing with opposite sign. We then see from sequences (3.7) and (3.8) that
V stable ⇔ µ(F) < 0 ⇔ µ(K) > 0 ⇔ V˜ unstable . (3.10)
That is, at a point in Ka¨hler moduli space if one extension bundle is stable its reverse bundle is
unstable and vice versa. Hence, V and V˜ are never isomorphic. It follows that the stable moduli
spaces of V and V˜ touch at only one point – namely the shared zero of the two extension groups
3Note that in the literature (3.8) is frequently referred to as the “dual” extension to (3.7). Here, we use different
terminology to avoid confusion with the dual, V ∗, of a bundle V .
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Ext1(K,F) and Ext1(F ,K). These moduli spaces are represented schematically4 in Figure 2. That
is, generically, we can supersymmetrically define only one of V and V˜ for a give chamber in Ka¨hler
moduli space. Why one cannot give non-vanishing vevs to C1 and C2 simultaneously can be explained
geometrically by the correspondence between higher-order superpotential terms, such as (3.5), and
constraints on the the vector bundle arising from holomorphicity – specifically, an obstruction to
the Kodaira-Spencer class in H1(X,V ⊗ V ∗). We will discuss such obstructions in future work [53].
We conclude that, at the stability wall, if the relevant cohomologies are all non-zero, then there
are always at least two ways of transforming the split S[U(n1)×U(n2)] bundle into an SU(n) bundle.
One can move smoothly between them along D- and F -flat directions in Ka¨hler and vector bundle
moduli space. We refer to a transition from a bundle of the form (3.7) to that in (3.8), and vice
versa, as a “rank preserving transition”.
3.1 An Example
In this section, we consider a simple example of a rank preserving transition. The effective field
theory contains two branches, corresponding to two distinct geometries of the form shown in (3.7)
and (3.8). This example will clearly illustrate that while the topology of the bundle is preserved in
these transitions, many properties of the the low energy theory, including the massless spectrum,
can change dramatically.
For this example, we use the same complete intersection Calabi-Yau (CICY) threefold as in the
previous section; that is, the degree {2, 4} hypersurface in P1×P3. Over this threefold, consider the
split rank 4 bundle
V = Q⊕Q∗ , (3.11)
where Q is itself a stable rank 2 bundle defined by
0→ Q→ OX(1, 0) ⊕OX(0, 1)
⊕2 → OX(2, 1)→ 0 (3.12)
with c1(Q) = (−1, 1). V has the reduced structure group S[U(2)×U(2)] ≃ SU(2)×SU(2)×U(1) and
is poly-stable along the co-dimension one line in Ka¨hler moduli space defined by µ(Q) = µ(Q∗) = 0.
This corresponds to a stability wall at t2/t1 = 4, as in our previous example. The associated effective
field theory here has enhanced SO(10)×U(1) symmetry (the commutant of the structure group in
E8). To determine which indecomposable, stable SU(4) bundles can be obtained by deforming the
split bundle, one must examine the SO(10)×U(1) particle content of the stability wall theory. This
is given in Table 2. By inspection, we find that there are two types of U(1)-charged bundle moduli,
C1 : h
1(X,Q⊗Q) = 27 and C2 : h
1(X,Q∗ ⊗Q∗) = 1 , (3.13)
with charges +2 and −2 respectively. Giving a vev to C1 or C2 defines two branches,
〈C1〉 6= 0 : 0→ Q→ V1 → Q
∗ → 0 (3.14)
〈C2〉 6= 0 : 0→ Q
∗ → V2 → Q→ 0 , (3.15)
in the vacuum space. Let us analyze each branch from a both a geometrical and effective field theory
point of view.
4A detailed discussion of birational transitions between such moduli spaces (similar to flips) can be found in [29].
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Representation Field Name Cohomology Multiplicity
10 φ1 H
1(X,Q⊗Q∗) 8
1+2 C1 H
1(X,Q⊗Q) 27
1−2 C2 H
1(X,Q∗ ⊗Q∗) 1
16+1 f1 H
1(X,Q) 2
16+1 f˜2 H
1(X,Q∗) 2
10+2 h1 H
1(X,∧2Q) 0
10−2 h2 H
1(X,∧2Q∗) 0
Table 2: The representations, fields and the associated cohomology groups for the SO(10)×U(1) stability
wall theory given in Subsection 3.1. The multiplicities for the specific decomposable rank 4 vector bundle
V = Q⊕Q∗ defined in (3.11) are presented in the fourth column. The field labels are chosen to match
Appendix A of [26].
Branch 1: In this branch, we consider the extension sequence
0→ Q→ V1 → Q
∗ → 0 ⇔ Ext1(Q∗,Q) = H1(X,Q ⊗Q) . (3.16)
We see from this and (3.13) that giving a vev to at least one of the 27 C1-fields defines an inde-
composable SU(4) bundle V1. Furthermore, this bundle will be stable when µ(Q) < 0. This occurs
in the region of Ka¨hler moduli space with t2/t1 < 4. From the long exact sequence in cohomology
associated with (3.16), we find that
h1(X,V1) = h
1(X,Q) = 2 , h1(X,V ∗1 ) = h
2(X,Q∗) = 2 (3.17)
and
h1(X,V1 ⊗ V
∗
1 ) = 34 . (3.18)
The latter result is simply
h1(X,V1 ⊗ V
∗
1 ) = h
1(X,Q ⊗Q)− 1 + h1(X,Q ⊗Q∗) = 27− 1 + 8 = 34 . (3.19)
It follows from (3.17), (3.18) and Table 3 that there are 2 16 and 2 16 matter multiplets and 34
vector bundle moduli in the zero-mode spectrum of bundle V1. How does one interpret (3.19) in
terms of the effective field theory? To define V1, we are using 〈C1〉 to cancel the FI term in (3.4).
As a result, we expect one C1 superfield to become massive through the super-Higgs mechanism as
one moves from the stability wall into the V1-branch. In addition, the single C2 field gains a mass
through the (C1C2)
2 term in the superpotential. As a result, after integrating out the massive fields
one would expect the number of remaining massless bundle moduli to be the number of C1-fields
−1 + number of φ1-fields. This is precisely the counting given in (3.19).
Branch 2: In this branch, we consider the reverse extension sequence
0→ Q∗ → V2 → Q→ 0 ⇔ Ext
1(Q,Q∗) = H1(X,Q∗ ⊗Q∗) . (3.20)
From this and (3.13), we see that giving a vev to the C2-field defines an indecomposable SU(4)
bundle V2. This bundle will be stable when µ(Q
∗) < 0. This occurs in the region of Ka¨hler moduli
13
Representation Cohomology of V1 Cohomology of V2
1 h1(X, V1 ⊗ V
∗
1 ) = 34 h
1(X, V2 ⊗ V
∗
2 ) = 8
16 h1(X, V1) = 2 h
1(X, V2) = 0
16 h1(X, V ∗1 ) = 2 h
1(X, V ∗2 ) = 0
10 h1(X,∧2V1) = 0 h
1(X,∧2V2) = 0
Table 3: The representations and associated cohomology groups for the two SO(10) theories corresponding
to the branch structure described in Subsection 3.1. The particle multiplicities for each of the rank 4 vector
bundles, V1 and V2, defined in (3.16) and (3.20) are given in the second and third columns.
space with t2/t1 > 4. What is the low energy spectrum on this side of the stability wall? From the
long exact sequence in cohomology associated with (3.20), we find that
0→ H1(X,V2)→ H
1(X,Q)
h
→ H2(X,Q∗)→ H2(X,V2)→ 0 . (3.21)
Furthermore, the co-boundary map h is an element of H1(X,Q∗ ⊗ Q∗). Since this space is one-
dimensional, then h = 〈C2〉 and the map is an isomorphism. As a result,
h1(X,V2) = h
1(X,V ∗2 ) = 0 (3.22)
and
h1(X,V2 ⊗ V
∗
2 ) = 8 . (3.23)
It follows from (3.22), (3.23) and Table 3 that there are no 16 or 16 matter multiplets and 8 vector
bundle moduli in the zero-mode spectrum of bundle V2. In terms of the effective theory, we expect
the result (3.23) since the single C2 field becomes massive through the super-Higgs effect and the 27
C1 fields get mass through the (C1C2)
2 term in the superpotential, analogously to Branch 1. The 8
uncharged φ1 fields are all that remain of the bundle moduli, as in (3.23).
Having analyzed both supersymmetric branches in moduli space, it is of interest to ask how the
low-energy field theory describes the transition between the two? More specifically, from the point
of view of the effective theory, how does one reconcile the change in spectrum between the two
branches? To understand this, consider the following contributions to the superpotential near the
stability wall,
W ∼ f1f˜2C2 + . . . + (C1C2)
2 + . . . , (3.24)
where f1 and f˜2 are the 16 and 16 fields respectively in Table 2. We have suppressed the coupling
parameters and indices for simplicity. The first term in W produces F-term contributions to the
potential energy of the form
|f˜2|
2|C2|
2 + |f1|
2|C2|
2 . (3.25)
For the V1-branch of the vacuum, in which 〈C2〉 = 0, these F-terms are trivial and the 2 16 and 2
16 fields remain massless. However, in the branch associated with V2, where 〈C2〉 6= 0, it follows
from (3.25) that both f1 and f˜2 acquire mass. This is consistent with the results in Table 3. While
the topology is preserved throughout the smooth deformation of V1 into V2, this example illustrates
how the low energy spectrum can change significantly.
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3.2 Branch Structure and S-Equivalence Classes
The branch structure possible near a stability wall can be considerably more complex than the
examples presented above. Depending on the properties of the de-stabilizing sub-sheaves of a bundle,
there can be many more than two branches to the effective theory at a stability wall. In general, a
rank n bundle can decompose into a direct sum of m ≤ n sheaves on the stability wall; that is,
V →
m⊕
i
Vi , µ(Vi) = µ(V ) = 0 . (3.26)
If there are m terms in the decomposition of V , the low-energy gauge group G will be enhanced by
m− 1 anomalous U(1) factors to G × U(1)m−1. Each of these U(1) symmetries will contribute its
own D-term, with a Ka¨hler moduli-dependent FI parameter, to the effective potential.
How many branches in the moduli space do we expect? As a first step, note that generically
there will be m2 − m different types of U(1)-charged bundle moduli. These are described by the
cohomology groups of the form
Ext1(Vj , Vi) = H
1(X,Vi ⊗ V
∗
j ) , i 6= j . (3.27)
Hence, considering D-flatness only, to determine a branch it is clear that one must choose m − 1
moduli from the m2 −m types in (3.27) to acquire vevs to cancel the m − 1 FI terms. However,
we must satisfy both D-flatness and F-flatness. To count the actual number of branches, the su-
perpotential and its associated F-terms must be taken into account, as well as possibly equivalent
directions. This counting can rapidly become complicated and dependent on the particular U(1)
charges of the fields associated with (3.27). Several examples of constraints from F-terms will be
presented below.
To organize the study of such branch structure, we will make use of mathematical statements
concerning the form that the direct sum (3.26) can take and use them to classify possible bundles
arising at a stability wall. To begin, note that on the stability wall itself a bundle V is semi-stable
for generic values of its moduli. It is only for special choices of the moduli (that is, for 〈Ci〉 → 0
as discussed in the previous section) that V becomes poly-stable and splits into the direct sum
in (3.26). To understand the chamber structure of Ka¨hler moduli space away from the stability
wall (and, hence, the stable bundles which live in each chamber), we will use results about the
wall itself and the classification of semi-stable bundles. In particular, the family of distinct bundles
(describing different vacuum branches) that we hope to classify share a stability wall. While the
structure of their sub-sheaves may be very different, the decomposition of each bundle on the wall
where it becomes semi-stable is in fact, universal. The following theorem makes this idea explicit
and explains how unstable sheaves may be described in terms of semi-stable sheaves, and semi-stable
sheaves in terms of stable sheaves [41].
THEOREM 3.1 (Harder-Narasimhan) Given a holomorphic bundle V over a closed Ka¨hler manifold
X (with Ka¨hler form ω), there is a filtration (called the Harder-Narasimhan filtration) by sub-sheaves
0 = F0 ⊂ F1 ⊂ . . .Fm = V (3.28)
such that Fi/Fi−1 are semi-stable sheaves for i = 1, . . . m and the slope of the quotients are ordered
µ(F1) > µ(F2/F1) > . . . µ(Fm/Fm−1) . (3.29)
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If V is semi-stable, then there is a filtration by sub-sheaves (called the Jordan-Ho¨lder filtration)
0 = F0 ⊂ F1 ⊂ . . .Fm = V (3.30)
such that the quotients Fi/Fi−1 are all stable sheaves and have slope µ(Fi/Fi−1) = µ(V ). In addition
Gr(V ) = F1 ⊕F2/F1 ⊕ . . .Fm/Fm−1 (3.31)
is uniquely determined up to isomorphism (and is called the ‘graded sum’).
One consequence of Theorem 3.1 is a description of the moduli space of semi-stable sheaves.
Two semi-stable bundles V1 and V2 are called S-equivalent if Gr(V1) = Gr(V2). The concept of
S-equivalence arises when trying to define the notion of a moduli space of sheaves. Stable bundles
correspond to unique points in their moduli space, while a moduli space of semi-stable sheaves can
only be made Hausdorff if each point corresponds to an S-equivalence class [41]. Note that each
S-equivalence class contains a unique poly-stable representative, namely, the graded sum (3.31). In
the following, we will see that this is relevant to stability wall branch structure because, at the
stability wall, the direct sum decomposition in (3.26) is the unique graded sum (3.31) associated
with each of the possible branches. As a result, all stable bundles that can be constructed away
from a stability wall sweep out an S-equivalence class on the wall.
As discussed above, the possible branches of supersymmetric vacua are determined by the Ext1
groups which mix together various pieces of the direct sum (3.26). The charged bundle moduli in
(3.27), that is, those which can appear in some U(1) D-term, are described by
Ext1(Fi/Fi−1,Fj/Fj−1) (3.32)
for i < j ≤ m associated with terms Fi/Fi−1 in the graded sumGr(V ) of (3.31). It is straightforward
to verify that any extension bundle built this way will be semi-stable at the stability wall and have
a wall-decomposition Gr(V ) of form (3.31). This will be demonstrated with an explicit example in
the following subsection.
The central observation is that, at a stability wall, the mathematical and physical notions of a
moduli space coincide. The effective field theory is entirely described by the decomposed form of the
bundle on the stability wall; that is, the unique poly-stable description of a semi-stable bundle. On
the other hand, the S-equivalence class is uniquely determined by the graded sum (3.31).5 Since the
wall decomposition and the graded sum are the same object, it follows that the physical description
is identical to the mathematical notion of an S-equivalence class. The web of connected, rank-
preserving vacua arising from a stability wall is simply related to an S-equivalence class, a point in
the moduli space of semi-stable sheaves. We will see this explicitly in the following example.
3.3 An Example of More Complicated Branch Structure
To illustrate the more complicated types of branch structure possible, we now consider a bundle
whose poly-stable decomposition at a stability wall consists of multiple factors. In particular, we
5This description of semi-stable (and unstable) bundles in terms of S-equivalence classes has been of use [48] in classifying
the behavior of holomorphic bundles under numerical implementations of the generalized Donaldson Algorithm [49,50]. In
that classification, the gauge connection on an arbitrary bundle is described by its decomposition into a graded sum of the
form (3.31).
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Figure 2: An illustration of a stability wall connecting two bundles, V1 and V2. In the two chambers of
the Ka¨hler cone (shown at left), V1 and V2, respectively, are stable. The moduli spaces of the two stable
bundles (shown at right) are connected at only at a point, corresponding to the shared zero of the two
Ext1 groups in (3.8).
examine an SU(3) bundle which decomposes into a sum of three line bundles,
V → L1 ⊕ L2 ⊕ L3 , (3.33)
with structure group S[U(1) × U(1) × U(1)] ≃ U(1) × U(1) at the stability wall. In the four-
dimensional theory, the symmetry will be enhanced from E6 to E6 × U(1) × U(1). As a result,
on the stability wall, the multiplets in the four-dimensional theory will carry two additional U(1)
charges. The 248 of E8 decomposes as
E8 ⊃ E6 × U(1) × U(1) , (3.34)
248 = 10,0 + 1 1
2
,3 + 1− 1
2
,3 + 1 1
2
,−3 + 1− 1
2
,−3 + 11,0 + 1−1,0 + 780,0
+270,−2 + 27 1
2
,1 + 27− 1
2
,1 + 270,2 + 27 1
2
,−1 + 27− 1
2
,−1 ,
where the bold face number is the dimension of the E6 representation and the subscripts are the
two U(1) charges, q1, q2. The multiplicity of each such multiplet is given by the dimensions of
bundle-valued cohomology groups associated with (3.33). The representations, field names and the
cohomology groups for a generic sum of three line bundles are listed in the first three columns of
Table 4.
Without loss of generality, one can write the two anomalous D-terms as functions of the slopes
of any two of the line bundles in (3.33). We choose L1 and L2 for specificity. The D-terms are then
of the generic form
D
U(1)
1 ∼
µ(L1)
V
− q1GIJC
IC¯J , D
U(1)
2 ∼
µ(L2)
V
− q2GIJC
IC¯J (3.35)
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Figure 3: An example of a stability wall connecting multiple bundles Vi. The local moduli spaces of the
stable extension bundles, shown above, are connected at only at a point, corresponding to the shared zero
of the Ext1 groups in (3.27) and (3.32).
where the charged bundle moduli and their two U(1) charges q1 and q2 are given in (3.34) and Table
4. Although both slopes vanish on the stability wall, the assumption that the associated line bundles
L1 and L2 destabilize V implies that their slopes become negative in the interior of some stable
chamber. Note that there are now six different types of charged bundle moduli, that is, C-fields in
the Ext1 groups (3.27). Hence, we could consider all 15 pair-wise combinations of the six C-fields
which would satisfy D-flatness and attempt to determine the separate branches. However, as we
now show, this number is generically reduced to only 6 branches once full D- and F-flatness is taken
into account.
In addition to the two D-terms in (3.35), one must consider the superpotential. Focusing only
on the E6 singlets, this can be written as
W = λ1C1C˜2C˜3 + λ2C˜1C2C3 + λ3(C1C˜1)
2 + λ4(C2C˜2)
2 + λ5(C3C˜3)
2 + . . . . (3.36)
For simplicity, we suppress indices and include terms only to the dimension required for our analy-
sis. In any stable region, the four-dimensional effective theory has a supersymmetric vacuum with
vanishing cosmological constant. Therefore, as we vary the Ka¨hler moduli away from the stability
wall into the µ(L1) < 0, µ(L2) < 0 region, in addition to the vanishing of the two D-terms we
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require
∂CiW = ∂C˜jW =W = 0 , i, j = 1, 2, 3 . (3.37)
Terms of the form (CiC˜i)
2, i = 1, 2, 3 in (3.36) ensure that, for each index i, either Ci or C˜i, but
not both, can have a non-zero vev. The terms of the form C1C˜2C˜3 and C˜1C2C3 in (3.36) generically
ensure that only one of C1, C˜2 and C˜3, and only one of C˜1, C2 and C3, obtains a non-zero vev.
Combining these results with the requirement that D
U(1)
1 = D
U(1)
2 = 0, we find that for generic
regions of moduli space there are six supersymmetric branches associated with this stability wall
in the Ka¨hler cone – each branch specified by a pair of non-vanishing C fields. It is worth noting
that for special values of the complex structure moduli or special choices of C-field vevs, these F-
term obstructions may not be present and more branches may be accessible to the effective theory.
We first consider the form of the six generically present branches before discussing any additional
branches that might appear at special loci in moduli space.
In terms of sequences, the different possible C field vevs correspond to the different ways of
building a bundle V from the three constituent line bundles L1, L2 and L3. As a specific example,
take the case where
〈C˜2〉 6= 0 , 〈C3〉 6= 0 (3.38)
with all other 〈Ci〉 = 0. That is, we will use the fields C˜2 and C3 to cancel the FI terms in (3.35)
and set the D-terms to zero. Geometrically, this corresponds to defining a stable indecomposable
rank 3 bundle via the two sequences
0→ L1 →W → L3 → 0 , (3.39)
0→ L2 → V →W → 0 . (3.40)
The space of possible extensions associated with the first sequence is given by Ext1(L3, L1) ∼=
H1(X,L1 ⊗ L
∗
3). Therefore, this extension is non-trivial, that is, W 6= L1 ⊕ L3, if and only if one is
at a non-zero element of this cohomology group. We see from Table 4 that this corresponds, in field
theory language, to < C˜2 > 6= 0 . Similarly, sequence (3.40) is a non-trivial extension if and only
if one is at a non-trivial element in Ext1(W, L2) ∼= H
1(X,L2 ⊗W
∗). To see how the cohomology
H1(X,L2⊗W
∗) is related to 〈C3〉, consider the dual sequence to (3.39). Tensoring with L2, we find
0→ L2 ⊗ L
∗
3 → L2 ⊗W
∗ → L2 ⊗ L
∗
1 → 0 . (3.41)
The long exact sequence associated with (3.41) is
0→ H1(X,L2 ⊗ L
∗
3)→ H
1(X,L2 ⊗W
∗)→ H1(X,L2 ⊗ L
∗
1)
δ
→ . . . . (3.42)
From this, it follows that H1(X,L2 ⊗W
∗) takes the form
H1(X,L2 ⊗W
∗) = H1(X,L2 ⊗ L
∗
3) +Ker(δ) . (3.43)
In the chosen vacuum, we note that all vevs for the C1 fields vanish. It then follows from Table
4 that this branch is confined to the zero-element of H1(X,L2 ⊗ L
∗
1) and, hence, to the zero in
Ker(δ) ∈ H1(X,L2⊗L
∗
1). As a result, the non-triviality of the extension sequence (3.40) is controlled
precisely by an extension class inH1(X,L2⊗L
∗
3), the cohomology associated with the fields C3. That
is, any non-zero element of H1(X,L2 ⊗ L
∗
3) defines a unique non-zero element of H
1(X,L2 ⊗W
∗).
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Hence, the deviation of the bundle V away from its split point in sequence (3.40) is controlled by
the 〈C3〉 6= 0 condition in the field theory, as expected. Putting everything together, we conclude
that V in (3.39) and (3.40) is indeed the bundle corresponding to the branch of the vacuum space
where 〈C˜2〉 6= 0, 〈C3〉 6= 0 and all other C vevs vanish. That being said, we want to point out that
the pair of sequences, (3.39) and (3.40), leading to this result are not unique. There is at least one
different set of sequences that also corresponds to this branch. However, one can show that the
bundle described is isomorphic to V in (3.40). See the Appendix for a detailed discussion. A similar
analysis can be performed for any other allowed branch.
Representation Field Name Cohomology Multiplicity
1 1
2
,3 C1 H
1(X,L∗1 ⊗ L2) 8
1− 1
2
,−3 C˜1 H
1(X,L1 ⊗ L
∗
2) 8
1− 1
2
,3 C2 H
1(X,L∗1 ⊗ L3) 8
1 1
2
,−3 C˜2 H
1(X,L1 ⊗ L
∗
3) 8
11,0 C3 H
1(X,L2 ⊗ L
∗
3) 8
1−1,0 C˜3 H
1(X,L∗2 ⊗ L3) 8
270,−2 f1 H
1(X,L1) 0
27 1
2
,1 f2 H
1(X,L2) 0
27− 1
2
,1 f3 H
1(X,L3) 0
270,2 f˜1 H
1(X,L∗1) 4
27− 1
2
,−1 f˜2 H
1(X,L∗2) 4
27 1
2
,−1 f˜3 H
1(X,L∗3) 4
Table 4: The representations, fields and cohomology groups of a generic E6×U(1)×U(1) theory associated
with a poly-stable bundle V = L1 ⊕ L2 ⊕ L3 on the stability wall. The multiplicities for the explicit
bundle defined by (3.46) are given in the fourth column.
To illustrate more concretely the possible branch structure, we turn now to a specific manifold
and rank 3 vector bundle.
A Specific Example
As an example of a stability wall of the type discussed in this section, consider the bundle
0→ OX(−1,−1, 2, 0) ⊕OX(2,−1,−1, 0) → V → OX(−1, 2,−1, 0) → 0 (3.44)
defined on the CICY threefold


P
1 2
P
1 2
P
1 2
P
1 2


4,68
. (3.45)
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Equation (3.44) describes V as an extension of direct sums of line bundles. This bundle has a
stability wall defined by a co-dimension 1 hyperplane in its four-dimensional Ka¨hler cone. On this
locus, the bundle splits as
V = OX(−1,−1, 2, 0) ⊕OX(2,−1,−1, 0) ⊕OX(−1, 2,−1, 0) . (3.46)
Hence, we can identify L1, L2 and L3 of the previous discussion as OX(−1,−1, 2, 0), OX(2,−1,−1, 0)
and OX(−1, 2,−1, 0) respectively. Within this explicit example, one can calculate the multiplicity
of each multiplet described in (3.34). These are presented in the fourth column of Table 4. This
bundle provides an example of a maximal and highly symmetric U(1)-charged moduli content. Note
that all six of the possible Ci fields in Table 4 are present. In addition, there are 12 generations of
27 multiplets. The E6 D-term associated with these f˜i fields will set their vevs to zero in vacuum.
Hence, one need only be concerned with the charged bundle moduli.
Let us analyze the possible branch structure. According to the general discussion above, the six
types of C-moduli listed in Table 4 can be pair-wise combined in (3.35) to give rise to
(6
2
)
= 15
(potentially equivalent) D-flat directions. However, we must also address the F-terms in (3.37) as
well. Generically, this produces only 6 possible D- and F-flat branches. These six branches are
listed in Table 5, along with the bundles they correspond to. As mentioned above, for each fixed
set of C-field vevs there are actually several equivalent sets of extension sequences that can be used
to define the bundle in that branch. In Table 5 (and elsewhere in the text) we present only one
set of sequences without loss of generality. The necessary isomorphism results are presented in the
Appendix.
Branch Field vevs Bundle Ext
1 〈C1〉, 〈C2〉 6= 0 0→ L2 →W1 → L1 → 0 H
1(X,L2 ⊗ L
∗
1)
0→ L3 → V1 →W1 → 0 H
1(X,L3 ⊗ L
∗
1)
2 〈C1〉, 〈C3〉 6= 0 0→ L2 →W1 → L1 → 0 H
1(X,L2 ⊗ L
∗
1)
0→W1 → V2 → L3 → 0 H
1(X,L2 ⊗ L
∗
3)
3 〈C˜2〉, 〈C˜1〉 6= 0 0→ L1 →W2 → L3 → 0 H
1(X,L1 ⊗ L
∗
3)
0→W2 → V3 → L2 → 0 H
1(X,L1 ⊗ L
∗
2)
4 〈C˜2〉, 〈C3〉 6= 0 0→ L1 →W2 → L3 → 0 H
1(X,L1 ⊗ L
∗
3)
0→ L2 → V4 →W2 → 0 H
1(X,L2 ⊗ L
∗
3)
5 〈C˜3〉, 〈C˜1〉 6= 0 0→ L3 →W3 → L2 → 0 H
1(X,L3 ⊗ L
∗
2)
0→ L1 → V5 →W3 → 0 H
1(X,L1 ⊗ L
∗
2)
6 〈C˜3〉, 〈C2〉 6= 0 0→ L3 →W3 → L2 → 0 H
1(X,L3 ⊗ L
∗
2)
0→W3 → V6 → L1 → 0 H
1(X,L3 ⊗ L
∗
1)
Table 5: The possible rank-preserving branches for the split bundle associated with (3.46).
While all branches in Table 5 correspond to different vector bundles (with different low-energy
particle spectra and other features), they are in the same S-equivalence class as discussed in Sub-
section 3.2. That is, although, as in Theorem 3.1, each is “filtered” by sub-sheaves differently,
they all have the same graded sum (3.31) and, hence, share the unique poly-stable representative
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L1 ⊕ L2 ⊕ L3 in (3.46). To see this, consider the branch given by
〈C1〉 6= 0 , 〈C3〉 6= 0 (3.47)
where all other 〈Ci〉 = 0. The associated vector bundle is defined by
0→ L2 →W1 → L1 → 0 , (3.48)
0→W1 → V2 → L3 → 0 . (3.49)
At the stability wall, the D-terms in (3.35) force the vevs of C1 and C3 to zero and V2 must split
as the direct sum of three line bundles in (3.46) so as to be poly-stable. However, at this fixed
value of Ka¨hler moduli, V2 is not supersymmetric for a generic value of its bundle moduli; that is,
if 〈C1〉 6= 0, 〈C3〉 6= 0. Instead, it is only semi-stable (rather than poly-stable). For such moduli, the
filtration of V2 shown in (3.30) is given by
0 ⊂ L2 ⊂ W1 ⊂ V2 . (3.50)
In terms of the notation of Theorem 3.1 we have the following stable quotients
F1 = L2,
F2
F1
=
W1
L2
,
F3
F2
=
V2
W1
. (3.51)
However, by the definitions of the short exact sequences in (3.48) we see that these quotients are
simply W1L2 = L1 and
V2
W1
= L3. As a result, the graded sum in (3.31) is just
Gr(V2) = F1 ⊕
F2
F1
⊕
F3
F2
= L1 ⊕ L2 ⊕ L3 . (3.52)
That is, the graded sum and the poly-stable decomposition at the stability wall coincide. A similar
calculation can be done for each of the 6 bundles in Table 5 at the stability wall. In each case, the
bundle Vi, i = 1, . . . 6 is filtered by different sub-bundles. However, each of these will produce the
same graded sum (3.52). As a result, all six bundles in Table 5 are in the same S-equivalence class.
Finally, let us briefly consider the additional branch structure possible for special values of the
complex structure moduli. The six branches listed in Table 5 were selected by imposing restrictions
arising from the superpotential – specifically, from the tri-linear terms C1C˜2C˜3 and their associated
F-terms. Let us analyze these F-term obstructions in more detail. Consider, for example, the branch
direction defined by 〈C1〉, 〈C˜2〉 6= 0. It is clear by direct substitution that this choice will set both
DU(1) = 0, but it is not one of the six allowed branches listed in Table 5. In the effective field theory,
there are F-terms of the form
∂W
∂C˜3
= λ1〈C1〉〈C˜2〉 . (3.53)
As long as the Yukawa parameter is not zero, this F-term is non-trivial and obstructs the 〈C1〉, 〈C˜2〉
branch from being a supersymmetric bundle. However, the coupling parameter λ1 is generically
a function of the complex structure moduli of the CY manifold. That is, λ1 = λ1(za) with
zav
a ∈ H2,1(TX). More precisely, λ1(za) is the triple product (Yoneda pairing) in cohomology [51]
associated with C1C˜2C˜3,
λ1 : H
1(X,L2 ⊗ L
∗
1) ∪H
1(X,L1 ⊗ L
∗
3) ∪H
1(X,L3 ⊗ L
∗
2)
λ1−→ C . (3.54)
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Generically, this is non-vanishing. However, there may exist certain higher co-dimensional loci on
which λ1(z0a) = 0 and the F-term in (3.53) vanishes. Over such loci in complex structure moduli
space, one can construct additional stable branches – in this case, the 〈C1〉, 〈C˜2〉 branch – at the
stability wall. The complex structure dependence of such bundles and the geometric interpretation
of these obstructions via the Atiyah class is explored in detail in [52,53]. However, in this paper we
focus on generic points in complex structure space for which coupling parameters, such as λ1, are
non-zero.
4 Rank-Changing Transitions
In the previous section, rank-preserving deformations of a poly-stable bundle away from its split
locus (moving in both bundle and Ka¨hler moduli space) were described in effective field theory
through anomalous U(1) D-terms. In that section, we studied the branch-structure that arises when
the vevs of all matter fields vanish. There the vacuum U(1) D-terms consisted soley of the Ka¨hler
moduli dependent FI parameters and terms containing U(1) charged bundle moduli of the form
(3.27). In the various vacua, such moduli acquired vevs to preserve N = 1 supersymmetry, thus
guaranteeing that the deformed vector bundles were slope-stable.
In this section, we enlarge the analysis to include stable bundle deformations associated with the
space of charged matter fields; that is, fields charged not only under anomalous U(1) symmetries,
but also under the “visible” G = E6, SO(10), SU(5) gauge symmetry of the four-dimensional theory.
These fields can acquire non-zero vevs consistent with the vanishing of the U(1) and G D-terms, as
well as F-flatness. This corresponds to deformations of the vector bundle that change not only the
matter spectrum of the four-dimensional theory, but its gauge symmetry as well. We refer to these
as rank-changing deformations.
4.1 The Geometry of Rank-Changing Deformations
The notion of rank-changing deformations of holomorphic bundles is familiar both in the physics
and mathematics literature and we briefly review the geometry here. Such deformations have been
explored extensively [3, 42, 43], with the most notable application being to deformations of the
tangent bundle of a Calabi-Yau threefold [21, 22, 42, 43]. Generically, however, one is interested in
such deformations of any rank n holomorphic vector bundle V over a Calabi-Yau manifold X. For
specificity (and since it includes the tangent bundle on a threefold), in this section we illustrate
these concepts for n = 3, although the results are applicable to any rank n bundle. In terms of
four-dimensional physics, a rank-changing deformation of a bundle corresponds to Higgsing vector-
like pairs. For example, by giving vevs to vector-like pairs of the E6 theory associated with a rank
3 bundle V , it is possible to obtain new theories with more realistic SO(10) or SU(5) symmetry.
Specifically, a vacuum configuration is chosen in which E6 non-singlets in a 27 ∈ H
1(X,V ) and
27 ∈ H1(X,V ∗) are given expectation values for which the E6 D-term vanishes. This breaks the
gauge group to some subgroup while removing components of the associated 27,27 pair from the
low-energy spectrum. Clearly this deformation changes the rank of the vector bundle – but what is
its geometrical interpretation?
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In rank-preserving transitions, we saw that giving a vev to a field associated with the cohomology
group H1(X,U1 ⊗ U
∗
2 ) corresponds geometrically to turning on a non-trivial extension of the form
0→ U1 → V → U2 → 0 (4.1)
specified by a non-vanishing element of Ext1(U2, U1) = H
1(X,U1 ⊗ U
∗
2 ). In the case of the rank-
changing deformations described above, giving a vev to a 27 field associated with H1(X,V ) can be
similarly interpreted. Beginning with the rank 3 bundle V , we can define a rank 4 bundles V4 via
the exact sequence
0→ V → V4 → OX → 0 (4.2)
specified by
Ext1(OX , V ) = H
1(X,V ⊗O∗X) = H
1(X,V ). (4.3)
It follows that a chosen 27 vev in H1(X,V ) is simply an extension class of this sequence; that is, a
non-trivial deformation of the split rank 4 bundle
V ⊕OX . (4.4)
Such a bundle breaks the low energy gauge group from E6 to SO(10). In general, it is possible to
iterate this procedure in order to change rank a number of times. This would correspond to deforming
V ⊕O⊕mX , that is, including m copies of the trivial bundle OX via an element of Ext
1(O⊕mX , V ) =
H1(X,V )⊕m. Taking m = 2, for example, would correspond to rank 5 extension bundles V5 which
would break E6 to SU(5). Such summands are always available as sub-bundles of E8. Note that
the rank of the full bundle is preserved in such processes. Nonetheless, we refer to deformations of
this sort as “rank-changing”, since the bundle changes from a rank 3 bundle V trivially extended by
O⊕mX , to a non-trivial, rank 3 +m extension, V3+m, of V by O
⊕m
X . Since c1(V ) = c1(OX ) = 0, it
follows that c1(V3+m) = 0. Hence
µ(Vm+3) = µ(V ) = µ(OX) = 0 (4.5)
and any rankm+3 bundle Vm+3 constructed using non-trivial extensions 27 ∈ H
1(X,V ) of V ⊕O⊕mX
is at best semi-stable. That is, such bundles do not preserve N = 1 supersymmetry.
Similarly, giving vevs to 27 fields associated with H1(X,V ∗) in the above example can be
interpreted as a deformation of the split rank 4 bundle (4.4) via the reverse extension sequence
0→ OX → V˜4 → V → 0 (4.6)
specified by
Ext1(V,OX) = H
1(X,OX × V
∗) = H1(X,V ∗). (4.7)
Any such V˜4 bundle breaks the low energy gauge group from E6 to SO(10). Again, it is possible to
iterate this procedure so as to change rank a number of times. This would correspond to deforming
V ⊕ O⊕mX ; now, however, via the reverse extension Ext
1(V,O⊕mX ) = H
1(X,V ∗). It follows from
(4.5) that any rank m + 3 bundle V˜m+3 constructed as non-trivial extensions 27 ∈ H
1(X,V ∗) of
V ⊕O⊕mX is semi-stable.
Since the bundles associated with turning on either 27 or 27 vevs are not properly stable, neither
branch contains supersymmetric vacua. From the field theory perspective, this is due to the fact
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that G D-flatness can only be achieved when both 27 and 27 have non-vanishing vevs. Furthermore,
even when G D-flatness is satisfied, other D-terms (for example, anomalous U(1)-Dterms associated
with stability walls) must also be considered. One is led to ask: how do we geometrically describe a
deformation of the split poly-stable bundle V ⊕O⊕mX that 1) involves turning on non-zero elements
in both H1(X,V ) and H1(X,V ∗) and 2) is strictly slope-stable? This question was definitively
answered by Li and Yau [43]. They demonstrated that a connection satisfying the Hermitian Yang-
Mills equations can always be obtained as a small deformation of a connection of a semi-stable bundle
“near” the poly-stable point V ⊕ O⊕mX in moduli space. This stable bundle exists only if the two
extensions, (4.2) and (4.6), are non-trivial, and relies heavily on the semi-stability of both extensions.6
Although providing a powerful existence theorem, [43] does not present an explicit construction of
the stable rank m+3 bundle for a general rank 3 bundle V . However, the sought after stable bundle
can be described, by differing means, in several important cases. In [42,43], explicit solutions were
found for deformations of the tangent bundle (that is, non-trivial vevs for both 27 and 27) of certain
simple Calabi-Yau threefolds. In future work [54], we will explicitly construct the rank-changing
deformations of the tangent bundles of all complete intersection Calabi-Yau threefolds.
In the following subsection, we move beyond tangent bundles and instead use detailed knowledge
of Ka¨hler cone sub-structure and stability walls to study deformations of more general bundles.
Specifically, we show that if the original bundle V contains a stability wall somewhere in it’s Ka¨hler
moduli space, one can explicitly construct the bundle corresponding to the Li-Yau connection.
That is, we can solve the Li-Yau problem explicitly and construct stable rank-changing deformations
of general holomorphic vector bundles. The presence of at least one enhanced anomalous U(1)
symmetry, and the associated D-terms, gives us the extra insight needed to construct bundles that
are automatically slope-stable in some chamber of Ka¨hler moduli space. Specifically, we will give vevs
to G-charged fields in such a way as to satisfy not only G D-flatness, but also D-flatness associated
with the anomalous U(1) factors (as well as any new F-terms present). Unlike previous examples
of rank-changing deformations in the literature, those associated with stability walls are inherently
linked to the Ka¨hler moduli and Ka¨hler cone sub-structure and, moreover, will be slope-stable by
definition.
4.2 Determining the Li-Yau bundle
To illustrate this, consider an indecomposable SU(3) bundle V3 with Ka¨hler cone substructure. We
will use our knowledge of the effective field theory near the stability wall to derive a stable rank-
changing deformation of the bundle everywhere in a chamber of Ka¨hler moduli space. To begin,
suppose that a rank 3 bundle V3 has a stability wall somewhere in the Ka¨hler cone for which its
poly-stable decomposition is a direct sum of sub-bundles. For example, we can consider the case
when a rank 2 bundle F is the de-stabilizing sub-bundle. In this case one can always construct V3
from the extension sequence,
0→ F → V3 → K → 0 , (4.8)
where K has rank 1. At the stability wall, defined by the condition µ(F) = µ(K) = 0, the bundle
splits into the two pieces
V3 = F ⊕K . (4.9)
6Note that this differs from the related discussion for rank-preserving transitions in Section 3. There, if one branch was
stable the other branch was strictly unstable, containing a sub-sheaf with positive definite slope.
25
On this locus, the structure group changes to S[U(2)×U(1)] ≃ SU(2)×U(1) and the visible gauge
symmetry is enhanced from E6 to E6 × U(1). The relevant decomposition of the 248 of E8 is
E8 ⊃ E6 × SU(2)× U(1) , (4.10)
248 = (1,1)0 + (1,2)3 + (1,2)−3 + (1,3)0 + (78,1)0 (4.11)
+(27,1)−2 + (27,2)1 + (27,1)2 + (27,2)−1 .
To determine the multiplicity of each multiplet, one must compute the cohomology groups given in
Table 6.
Representation Field name Cohomology Multiplicity
(1, 2)3 C1 H
1(X,F∗ ⊗K) 0
(1, 2)−3 C2 H
1(X,F ⊗ K∗) 93
(1, 3)0 φ H
1(X,F∗ ⊗ F) 19
(27, 1)2 f1 H
1(X,K) 0
(27, 2)−1 f2 H
1(X,F) 12
(27, 1)−2 f˜1 H
1(X,K∗) 9
(27, 2)1 f˜2 H
1(X,F∗) 1
Table 6: The matter decomposition of an SU(3) bundle at a stability wall into the direct sum of two
pieces F ⊕ K with rank 2 and 1 respectively. The multiplicities in the last column correspond to the
explicit bundles presented in Subsection 4.3.
The potential of the effective theory has two D-terms, corresponding to the anomalous U(1) and
the E6 factors of the gauge group. They have the form
DU(1) =
3
16
ǫSǫ
2
R
κ24
µ(F)
V
− 3GLM¯C
L
1 C
M¯
1 + 3GLM¯C
L
2 C
M¯
2
−2GLM¯f
L
1 f
M¯
1 + GLM¯f
L
2 f
M¯
2 + 2GLM¯ f˜
L
1 f˜
M¯
1 − GLM¯ f˜
L
2 f˜
M¯
2 (4.12)
and
DE6 = GLM¯f
L
1 f
M¯
1 +GLM¯f
L
2 f
M¯
2 −GLM¯ f˜
L
1 f˜
M¯
1 −GLM¯ f˜
L
2 f˜
M¯
2 (4.13)
respectively. Let us explore the possibility of having D-flat vacua that, in addition to breaking
the anomalous U(1) factor as in the previous section, also break the E6 symmetry to its SO(10)
subgroup. To do this, one must give a vev to an element of a 27 and/or 27 multiplet that is charged
under E6 but is an SO(10) singlet. With respect to SO(10) × U(1)
′ ⊂ E6, the 27 and 27 of E6
decompose as
E6 ⊃ SO(10) × U(1)
′ , (4.14)
27 = 161 + 10−2 + 1−4 , (4.15)
27 = 16−1 + 102 + 14 . (4.16)
We will consider giving vevs to the pair of SO(10) singlet fields, 1±4. As seen below, turning on
such vevs in pairs is required for E6 D-flatness.
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In terms of the full symmetry SO(10) × SU(2) × U(1)′ × U(1) ⊂ E8, let us focus on singlets
transforming as the pair of fields
(1,2)−4,−1 ⊂ f2 ∈ H
1(X,F) and (1,1)4,−2 ⊂ f˜1 ∈ H
1(X,K∗) , (4.17)
where the first U(1) charge subscript corresponds to E6 → SO(10) × U(1)
′ and the second to the
anomalous U(1) arising from the stability wall. Note that each such field has negative charge under
the anomalous U(1). Choose non-vanishing vevs for the fields in (4.17), and set all other vevs to
zero. Then, in the region of Ka¨hler moduli space in which µ(F) < 0, we find that one can satisfy
D-flatness for both the original anomalous U(1) D-term in (4.12),
DU(1) ∼
µ(F)
V
+ |f2|
2 + 2|f˜1|
2 , (4.18)
as well as the E6 D-term (4.13). Note that, in this case, (4.13) reduces to a simple U(1)
′ D-term of
the form
DE6 → DU(1)
′
∼ −4|f2|
2 + 4|f˜1|
2 . (4.19)
That is, by choosing vevs of the form (4.17) we can set both D-terms to zero. But, what about the
F-terms? The superpotential is given by
W ∼ C1f2f˜1 + C2f1f˜2 + f1f2f2 + f˜1f˜2f˜2 + (C1C2)
2 . . . (4.20)
Clearly all F-terms immediately vanish, with the notable exception of
FC1 =
∂W
∂C1
∼ 〈f2〉〈f˜1〉 (4.21)
which, if present, would be non-zero. It follows that to obtain supersymmetric vacua of this type, for
a generic region of moduli space, the charged bundle moduli C1 must not appear in the spectrum.
That such vacua indeed exist is explicitly demonstrated in the following subsection. We conclude
that we have Higgsed both U(1) factors so as to reduce the visible gauge group to SO(10).
Geometrically, this corresponds to deforming the rank 3 bundle V3 into a stable rank 4 configu-
ration, V4, of the form
0→ OX → U → K → 0 ⇔ H
1(X,K∗) (4.22)
0→ F → V4 → U → 0 ⇔ H
1(X,F ⊗ U∗) (4.23)
Clearly, choosing a non-trivial element of the first extension sequence (4.22) corresponds to turning
on a vev 〈f˜1〉 6= 0. The meaning of the second sequence, however, requires further clarification.
Taking the dual of sequence (4.22) and tensoring with the rank 2 bundle F gives the short exact
sequence
0→ F ⊗K∗ → F ⊗ U∗ → F → 0 . (4.24)
The associated long exact cohomology sequence is
0→ H1(X,F ⊗K∗)→ H1(X,F ⊗ U∗)→ H1(X,F)
δ
→ H1(X,F∗ ⊗K)∗ → . . . , (4.25)
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where we have used Serre duality and the fact that the canonical bundle is trivial on a CY threefold
to relate
H2(X,F ⊗K∗) = H1(X,F∗ ⊗K)∗ . (4.26)
It follows from the exactness of sequence (4.25) that
H1(X,F ⊗ U∗) = H1(X,F ⊗K∗) +Ker(δ) . (4.27)
Note from Table 6 that C2 ∈ H
1(X,F ⊗ K∗) and C1 ∈ H
1(X,F∗ ⊗ K). If the vev of C2 vanishes
in vacuum, the only non-trivial elements of H1(X,F ⊗U∗) must come from Ker(δ) in (4.27). As a
result, as long as Ker(δ) ⊂ H1(X,F) is non-trivial, then so is H1(X,F ⊗U∗) and we can define the
non-trivial extension in (4.23). Thus, choosing a non-trivial element of H1(X,F ⊗U∗) corresponds
to turning on a vev 〈f2〉 6= 0.
We conclude that the pair of sequences (4.22),(4.23) deform the rank 3 bundle V3 defined by
(4.8) into the rank 4 bundle V4 associated with the vanishing of the U(1) and E6 D-terms in (4.18)
and (4.19) respectively. It should be emphasized that, although motivated by the decomposition
V3 = F ⊕K and the spectrum at the stability wall, the construction of V4, via the exact sequences
(4.22) and (4.23), depends only on the sub-sheaves F and K and their cohomology groups, and
is valid everywhere in the Ka¨hler cone. Note that, as with V3, the SU(4) bundle V4 is properly
slope-stable only in the region of Ka¨hler moduli space for which µ(F) < 0. This V4 represents an
explicit construction of the Li-Yau bundle.
As a check on this result, we show that it is possible to recover the original rank 3 bundle, V3,
from V4 in (4.22) and (4.23) by setting the E6-charged matter vevs in (4.17) to zero. While keeping
the Ka¨hler moduli fixed in the stable region, consider tuning 〈f2〉, 〈f˜1〉 → 0. In this case, the defining
sequences for V4 reduce to
U = OX ⊕K (4.28)
0→ F → V4 → OX ⊕K → 0 (4.29)
By definition, the first extension splits. What about the second? It is clear that, in this case,
the extension class in H1(X,F ⊗ U∗) associated with (4.29) is non-trivial only for non-zero 〈C2〉 ∈
H1(X,F ⊗ K∗). Recall that a given 〈C2〉 6= 0 specifies an indecomposable bundle V3 through
sequence (4.8). Choose a non-zero vev of C2 and take 〈f2〉 = 0 ∈ H
1(X,F). Then the OX term
must be a trivial part of the extension (that is, that portion of the sequence splits). As a result, in
the presence of non-vanishing 〈C2〉 but vanishing f2, f˜1 vevs, V4 reduces to
V4 = V3 ⊕OX . (4.30)
Therefore, we have shown that beginning with the Li-Yau solution bundle V4, if we set the defining
field vevs (4.17) to zero, we recover V3 ⊕OX , as expected! Generically then, having fixed 〈C2〉 and,
hence, the rank 3 bundle V3, the deformed bundle V4 describes the geometry associated with the
f2, f˜1 vevs in (4.17).
A final observation: as with rank-preserving transitions, the extension sequences (4.22) and
(4.23) used to construct V4 are not unique. In the Appendix, we use the Snake Lemma to show
that V4 could equivalently be built using another pair of short exact sequences. To make the above
ideas more concrete, in the next subsection we present an specific example of a rank 3 bundle with
a stability wall which can be deformed into a rank 4 bundle.
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4.3 An Example
Consider the SU(3) monad [55–58] bundle
0→ V3 → OX(2, 0, 0) ⊕OX(1, 0, 1)
⊕2 ⊕OX(2,−2, 1)→ OX(2, 2, 1) → 0 (4.31)
defined on the CICY threefold

 P
1 2
P
1 2
P
2 3


3,75
. (4.32)
The bundle V3 in (4.31) is destabilized by the rank 2 sub-bundle
0→ F → OX(2, 0, 0) ⊕OX(1, 0, 1)
⊕2 → OX(2, 2, 1) → 0 (4.33)
in the region of Ka¨hler moduli space for which µ(F) > 0. On the µ(F) = 0 plane, there is a unique
poly-stable decomposition F⊕K, where K = OX(−2, 2,−1). As before, the gauge group is enhanced
by an anomalous U(1) symmetry (with a D-term as in (4.12)). The zero-mode E6 ×U(1) spectrum
is given in the last column of Table 6. Note that both U(1) charged bundle moduli C2 (but not C1)
and E6 non-singlets are present in the massless spectrum. As a result, it is, in principle, possible to
deform away from the stability wall defined by µ(F) = 0 into a stable chamber of Ka¨hler moduli
space by defining either a rank 3 or a rank 4 bundle.
Note that the initial rank 3 configuration of the bundle, (4.31), could equivalently be expressed
by the extension sequence
0→ F → V3 → K → 0 ⇔ H
1(X,F ⊗K∗) . (4.34)
Choosing a non-trivial extension corresponds to setting the U(1) D-term in (4.12) to zero by giving
a vev to a charged bundle modulus C2 in Table 6, while setting all other vevs, including matter
fields charged under E6, to zero. It follows from expression (4.13) that these vacua are also D
E6-flat
and from (4.44) that all F-terms, as well as W itself, vanish. Note that V3 is stable when µ(F) < 0.
Let us consider another branch of the low energy theory. Instead of the configuration (4.34), we
could, for example, have moved into the same chamber in Ka¨hler moduli space by canceling the FI
term in (4.12) with the vevs
〈f2〉 ∈ H
1(X,F) , 〈f˜1〉 ∈ H
1(X,K∗) . (4.35)
As described above, by giving vevs to elements of such a 27,27 pair one can set to zero both the
anomalous U(1) D-term (4.12) as well as the E6 D-term in (4.13). In addition, one must consider
the superpotential in (4.44). By inspection, we see that for the D-flat vevs 〈f2〉, 〈f˜1〉 6= 0, and the
other vevs set to zero, all F-terms vanish; that is, ∂CiW = ∂fiW = ∂f˜jW = 0, and that W = 0. As
discussed above, this new SU(4) bundle is described geometrically by the pair of sequences.
0→ OX → U → K → 0 ⇔ H
1(X,K∗) (4.36)
0→ F → V4 → U → 0 ⇔ H
1(X,F) (4.37)
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Once again, this bundle is stable in the region of Ka¨hler moduli space for which µ(F) < 0. This
is to be expected since, in this example, both the deformed SU(3) and SU(4) bundles were defined
by extension classes which were negatively charged under the anomalous U(1) symmetry.
To conclude, we see that this explicit bundle provides an example of the type described in
Subsection 4.2. Using the fact that the monad bundle V3 given in (4.31) gives rise to a stability
wall in Ka¨hler moduli space, we were able to construct a rank 4 deformation, V4, of V3 that is
stable in the same chamber of Ka¨hler moduli space. V4 provides an explicit solution to the Li-Yau
construction outlined in Subsection 4.1 and 4.2 and illustrates the powerful tools that stability walls
provide in analyzing such deformations.
4.4 More General Rank-Changing Deformations
In this subsection, we move beyond the type of rank-changing deformations discussed above and
consider more general branches which are associated with different chambers of Ka¨hler moduli space.
In the previous section, we analyzed a rank 3 bundle V3 that was stable in the chamber of
Ka¨hler moduli space for which µ(F) < 0 for some sub-sheaf F . Using the effective theory near
the stability wall, we were able to derive a rank 4 deformation of V3 which was stable in the same
chamber of Ka¨hler moduli space and realize the Li-Yau solution. What happens in the chamber
where µ(F) > 0? To answer this question, we note that it in this region there might exist a reverse
extension rank 3 bundle defined by
0→ K → V˜3 → F → 0 . (4.38)
Recall that this shares the same stability wall as V3, where it again splits as
V˜3 = F ⊕K . (4.39)
However, even in the case when (4.38) does not exist (that is, Ext1(F ,K) = 0), there may still exist
important branch structure in the region where µ(F) > 0. To see this, we once again begin with
the theory on the wall defined by the split bundle in (4.39).
Similarly to the above discussion, here we may give vevs to the U(1)
′
-singlets in the matter fields
(1,2)4,1 ⊂ f˜2 ∈ H
1(X,F∗) and (1,1)−4,2 ⊂ f1 ∈ H
1(X,K) (4.40)
that are positively charged under the anomalous U(1). All other vevs are chosen to vanish. Geo-
metrically, these vevs correspond to defining a stable rank 4 configuration V˜4 of the form
0→ OX → U˜ → F → 0 ⇔ H
1(X,F∗) (4.41)
0→ K → V˜4 → U˜ → 0 ⇔ H
1(X,K ⊗ U˜∗) (4.42)
A non-trivial extension of sequence (4.41) clearly corresponds to a vev 〈f˜2〉 6= 0. Furthermore, an
argument similar to the one above shows that for vanishing C1 and C2 vevs, H
1(X,K ⊗ U˜∗) is
determined by
H1(X,K) ⊂ H1(X,K ⊗ U˜∗) . (4.43)
Hence, choosing a non-zero element of this cohomology corresponds to a vev 〈f1〉 6= 0. We conclude
that the pair of sequences (4.41),(4.42) deform the rank 3 bundle V˜ defined by (4.38) into the rank
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4 bundle V˜4 associated with the vanishing of the U(1) and E6 D-terms respectively. The bundle V˜4
is clearly stable when µ(K) < 0. This corresponds to the “reverse” chamber of Ka¨hler moduli space
to the one defined by (4.22), (4.23).
The vacua in this subsection are D-flat. What about the F-terms? Recall from (4.20) that
W ∼ C1f2f˜1 + C2f1f˜2 + f1f2f2 + f˜1f˜2f˜2 + (C1C2)
2 . . . (4.44)
For the vacuum defined by (4.41), (4.42) with 〈f1〉, 〈f˜2〉 6= 0 and the other vevs zero, all F-terms
vanish with the exception of
FC2 =
∂W
∂C2
∼ 〈f1〉〈f˜2〉 . (4.45)
If there are no C2 fields present in the massless spectrum, then this F-term doesn’t appear. Examples
of such vacua are easily constructed. Otherwise, generically, such vacua break supersymmetry. We
note that there is an important caveat to this. As discussed in previous sections and in [53], it
may be possible to move to a special locus in complex structure moduli space (or a special locus in
bundle moduli space) for which the coupling parameter for C2f1f˜2 vanishes. This is similar to the
moduli-specializing structure that we saw in the rank-preserving deformations of Subsection 3.3.
On this higher-codimensional locus of moduli space, such vacua remain supersymmetric.
In summary, we see that given a decomposition V1⊕V2⊕ . . . at a stability wall, one must consider
all possible rank-preserving and rank-changing branches generated not only by the vevs of charged
bundle moduli Cij ∈ Ext
1(Vi, Vj) (as in (3.27)), but also by the G-charged matter fields
fi ∈ H
1(X,Vi) . (4.46)
Considering the possible choices of vevs for both the Cij and fi fields, it is clear the branch structure
associated with a stability wall is very rich indeed! However, for any given example, the possible web
of deformations can be straightforwardly enumerated by considering the “wall theory” and choosing
vevs for any combination of fields in such a way that D- and F- flatness are preserved.
Considering the simplest case of a Ka¨hler cone with two chambers separated by a stability wall,
one would generically expect there to be both rank-changing and rank-preserving deformations in
each chamber. However, it can be shown that the existence of rank-preserving and rank-changing
branches can, in some cases, be correlated by certain topological obstructions . As an example, one
might ask whether there exist stability walls with the property that 1) on one side of the stability
wall only rank-changing deformations are possible while 2) on the other, only rank-preserving defor-
mations exist. In the case of a single anomalous U(1) this would, for example, occur for field content
with only positively charged bundle moduli C1 and negatively charged E6 non-singlets f2, f˜1. This
corresponds geometrically to
H1(X,F∗ ⊗K) 6= 0 (4.47)
H1(X,F) 6= 0 , H1(X,K∗) 6= 0 (4.48)
with all other such cohomology groups vanishing. However, a simple index argument tells us that
such configurations cannot occur. First, note that
Ind(F ⊗K∗) = Ind(F) + 2Ind(K∗) . (4.49)
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Then, if
Ind(F) < 0 , Ind(K∗) < 0 , (4.50)
as assumed in (4.48), then Ind(F ⊗ K∗) < 0 as well. As a result, the field content postulated
above cannot occur. There must be additional negatively charged bundle moduli C2 or additional
positively charged E6 matter f1, f˜2 (and, hence, rank-preserving branches) in the low energy spec-
trum. From this index argument, one can infer that at stability walls either 1) only one type of
either rank-preserving or rank-changing branches is possible, or 2) at least two types (that is, both
rank-changing/preserving) of branches are available in some chamber of the Ka¨hler cone.
5 Donaldson-Thomas Invariants and Wall-Crossing
Formulae
In this section, we turn to a different application of stability walls in heterotic compactifications –
counting the number of possible string vacua that lead to realistic low energy particle physics. More
precisely, given a Calabi-Yau threefold X how many holomorphic vector bundles V exist that satisfy
the required phenomenological conditions on their Chern classes [3, 57] listed in Table 7? We note
that the number of distinct Chern classes of physical interest [47,59–65] is bounded and, generally,
quite small.
Constraint on a Chern class Physical Implication
c1(V ) = 0 (mod 2) Spinor representations
c2(TX)− c2(V ) = [W ] ([W ] an effective curve class) anomaly cancellation
c3(V ) = 3|G| (G a discrete automorphism of X) three chiral generations
V slope-stable N=1 supersymmetric vacua
Table 7: Necessary conditions on the Chern classes of stable holomorphic bundles associated with realistic
four-dimensional theories.
To proceed, we must be able to count how many stable bundles there are with fixed “total”
Chern class c = (rank, c1, c2, c3) and Ka¨hler “polarization” ω
7. Fortunately, this question has been
addressed in the mathematics literature in recent years. In particular, it is known that the number
of such bundles is always finite [66,67]. Furthermore, the exact number is counted by the absolute
value8 of a geometric invariant of the Calabi-Yau threefold – known as a Donaldson-Thomas (DT)
invariant [27,28] – defined by
λω(X, c) = ctop(TM
∗
ω(c)) . (5.1)
Here, Mω(c) is the moduli space of stable bundles at ω with total Chern class c and ctop is the
integer value of the highest Chern class of this space. Note that λω(X, c) is not to be confused with
7By polarization ω we mean the entire line in Ka¨hler moduli space passing through a point ω. In the remainder of this
paper, we use the same notation for a point and its one-dimensional polarization.
8 The Donaldson-Thomas invariant can be negative in some cases. Hence, one must take its absolute value to compute
the number of stable bundles.
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the Yukawa couplings discussed earlier. The mathematics literature on this topic is vast, and we will
not attempt to review it here (see [31,68], for example). We note, however, that Donaldson-Thomas
invariants are notoriously difficult to compute since few examples of total moduli spaces Mω(c) are
known. Areas in which some examples are understood include the spectral cover construction [70] for
elliptically fibered spaces, the work of [71] on Fourier-Mukai transforms for elliptic and K3-fibrations,
and Thomas’ original examples [28], constructed using K3-fibrations and the Serre construction.
In recent years, stability walls have appeared in the mathematics literature as a powerful tech-
nique for determining moduli spaces and, hence, DT-invariants. They have been used in a variety of
contexts [29–33]. These include the computation of DT-invariants for rank 1 and 2 bundles defined
on surfaces [29,30,33] and for bundles defined on certain Calabi-Yau threefolds [31,32]. In particu-
lar, there has been considerable interest in both the mathematics and physics literature [34, 35, 69]
in understanding “wall-crossing” formulae involving DT-invariants defined on distinct polarizations;
that is, formulae relating λω1(X, c) and λω2(X, c) for two different polarizations ω1 and ω2 respec-
tively. In this section, we review the relationship between Ka¨hler cone substructure, stability walls
and DT-invariants and extend the results. Specifically, we relate the computation of these geometric
invariants to the field theoretical picture developed in the preceding sections. We also extend the
mathematical results to Calabi-Yau threefolds and certain higher rank vector bundles.
In broad outline, our computations will proceed as follows. First, fix a total Chern class c and
consider all bundles with this topological data. Next, we note that the slope stability of any such
bundle can be related to its topological data via a criterion known as the Bogomolov-Lu¨bke inequal-
ity [41]:
Bogomolov-Lu¨bke Criterion: If a rank n bundle V is slope-stable with respect to a chosen Ka¨hler
form ω = tkωk, then ∫
X
(
2nc2(V )− (n− 1)c
2
1(V )
)
∧ ω ≥ 0 . (5.2)
This condition is necessary, but not sufficient, for stability. Now, consider a total Chern class for
which c1 and c2 violate this condition for some polarization ω. Then there exists a co-dimension one
wall in the Ka¨hler cone, call it the BL-wall, on one side of which any bundle with this topological
data cannot be slope-stable. Let V be such a bundle. Then, in this region there must exist a sub-
sheaf F which de-stabilizes V . It follows that, as discussed previously, the bundle can be described
everywhere in Ka¨hler moduli space by the extension sequence
0→ F → V →
V
F
→ 0 . (5.3)
Thus, the number of different bundles V can be counted by determining all non-isomorphic sub-
sheaves F , and locally free quotients V/F , with the property that V has total Chern class c. In
special cases, all such F and V/F sheaves can indeed be determined.
To continue, note that computing λω(X, c) requires one to specify all such bundles which are
slope-stable for polarization ω. To do this, we proceed as follows. Consider one such bundle V ,
specified by extension (5.3), and the slopes of both F and V . We already know µ(F) > µ(V ) in the
BL unstable region. If µ(F) > µ(V ) everywhere in the Ka¨hler cone, then V is nowhere stable and,
hence, never contributes to a DT-invariant. If, however, µ(F) becomes equal to µ(V ) somewhere in
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the Ka¨hler cone, then there will exist a co-dimension one stability wall – not to be confused with the
BL-wall – on which V can split as F ⊕ V
F
. Then, using the formalism developed in this paper, one
can compute the stable chambers associated with this bundle as well as the dimension of the bundle
moduli space in each chamber. This dimension will be the contribution of this specific bundle V to
the DT-invariant for a polarization in that chamber. The total DT-invariant λω(X, c) will be the
sum over all such bundles which are stable for this polarization. That is, the stability wall formalism
we have developed in this paper can be used to study DT-invariants.
To make these concepts more concrete, we now turn to a specific example.
5.1 An SU(2) Example
Once again consider the CICY threefold X with h(1,1) = 2 defined by a degree {2, 4} hypersurface
in P1 × P3. Following [31,32], let us analyze SU(2) bundles on X with the fixed total Chern class
c = (2, 0, crs2 drst = (−4, 6), 0) , (5.4)
where the second Chern class, crs2 is expressed as a vector c
rs
2 drst = (−4, 6) using the intersection
numbers drst in (2.14). Then, the Bogomolov-Lu¨bke inequality (5.2) gives∫
X
(
2nc2(V )− (n− 1)c
2
1(V )
)
∧ ω = 4drstc2(V )
rstt (5.5)
= 4(2d122c
12
2 t
2 + d221c
22
2 t
1 + d222c
22
2 t
2) = 4(6t2 − 4t1) ≥ 0 . (5.6)
This inequality is saturated at the one-dimensional BL-wall given by t
2
t1 =
2
3 . It follows that in the
region of Ka¨hler moduli space defined by
t2
t1
<
2
3
, (5.7)
any bundle with total Chern class (5.4) must be unstable. If V is one such bundle, there must
exist a rank 1 sub-sheaf, F , which de-stabilizes V everywhere in region (5.7). Typically, F is a
rank 1 torsion-free sheaf. However, by taking the double-dual of both sides of F ⊂ V , we find that
this induces a line bundle L = F∗∗ ⊂ V ∗∗ ≃ V (since V is a vector bundle, it is isomorphic to its
double-dual [45]). As a result, each such V can be defined by the sequence
0→ L → V → L∗ ⊗ IZ → 0 , (5.8)
where Z is a (possibly empty) co-dimension 2 sub-scheme. In the following discussion we shall
consider the case when Z is empty (and hence IZ is not present) since it was shown in [32] that the
results are unchanged even when it is non-trivial9. The defining sequence then simplifies to
0→ L → V → L∗ → 0 . (5.9)
We now want to find all line bundles L with the property that extension bundle V has total
Chern class (5.4). To do this, start with the general line bundle L = OX(m,n), compute the total
9Note that in general, such ideal sheaves do contribute to DT-invariants and must be carefully analyzed.
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Chern class of V using (5.9) and set it equal (5.4). It is trivially true that c1 = c3 = 0. Using the
additivity of the Chern character
Ch(V ) = Ch(OX(m,n)) + Ch(OX(−m,−n)) , (5.10)
it follows that c2(V )t = c1(L)
rc1(L)
sdrst with c1(L)
r = (m,n) and drst given in (2.14). Setting this
equal to (−4, 6), we find
− 2(m2 + n2) = −4 , 3(m2 + n2) = 6 (5.11)
and, hence,
m2 + n2 = 2 . (5.12)
Therefore, there are four possible line bundles, specified by
c1(L) = {(1, 1), (1,−1), (−1, 1), (−1,−1)} , (5.13)
for which V has total Chern class (5.4).
To compute DT-invariants, one must decide which of these four bundles V is slope-stable some-
where in Ka¨hler moduli space. To do this, let us compute the slope of a general line bundle
L = OX(m,n). We find that
µ(L) = 4m(t2)2 + 8nt1t2 + 2n(t2)2 . (5.14)
Note that each of the four line bundles L in (5.13) satisfies µ(L) > µ(V ) = 0 everywhere in the
unstable region specified by the BL criterion, as it must. Furthermore, for three of these line
bundles, namely (1,1), (1,-1) and (-1,-1), the associated bundle, V , is unstable everywhere in the
Ka¨hler cone (in fact, the extension (5.9) splits in these three cases). Hence, these three possibilities
do not contribute to the DT-invariant. On the other hand, using (5.14) it is straightforward to see
that µ(OX(−1, 1)) = µ(V ) = 0 on the line defined by
t2
t1
= 4 . (5.15)
Note that this is above the BL-wall given in (5.7). For any polarization with t2/t1 > 4, the
associated bundle V is slope-stable and contributes to the DT-invariant. Hence, (5.15) defines the
stability wall of V . It follows that the entire DT-invariant arises from one bundle V constructed
from L = OX(−1, 1) via the extension
0→ OX(−1, 1)→ V → OX(1,−1)→ 0 . (5.16)
Given this result, the DT-invariant for any polarization ω in the stable chamber of V , that is,
where t2/t1 > 4, can be determined geometrically as follows. It is well known [23, 31] that for any
rank 2 bundle V defined by
0→ L1 → V → L2 → 0 , (5.17)
its moduli space is
Mω = P
m (5.18)
where
m = h1(X,V ⊗ V ∗) = dim(Ext1(L2, L1))− 1 . (5.19)
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The Chern classes of this space can be computed using the defining sequence for the cotangent
bundle [45,46] given by
0→ (TPm)∗ → OPm(−1)
m+1 → OPm → 0 , (5.20)
where OPm(1) denotes the hyperplane bundle in P
m. In particular, we find that the top Chern class
of TM∗ω is given by
cm((TP
m)∗) = −
(
m+ 1
m
)
= −(m+ 1) . (5.21)
It then follows from (5.1) that
λω(X, c) = −(m+ 1) . (5.22)
Applying these results to the specific example above, with extension sequence (5.16), we conclude
that the total moduli space of stable bundles with fixed Chern class (5.4) and polarization ω in the
stable chamber t2/t1 > 4 is
Mω = P
9 (5.23)
and, hence,
λω(X, c) = c9((TP
9)∗) = −10 . (5.24)
In summary: we find that for fixed Chern class (5.4) the Ka¨hler cone is divided into two chambers
by a stability wall with slope t2/t1 = 4. The DT-invariant for any polarization is defined simply
by the chamber containing that polarization. Let ωr = ω1 + sω2 be the Ka¨hler form. Then the
wall-crossing formula is simply
{
λωs(X, c) = ctop(TM
∗
ω) = −10 4 < s <∞
λωs(X, c) = 0 0 < s ≤ 4
(5.25)
Having provided this direct computation of a Donaldson-Thomas invariant, we can now ask – how
does this relate to the effective field theory description of stability walls and branch structure
developed in previous sections of this paper?
In Section 2, we have already seen the low-energy E7 × U(1) theory associated with the bundle
0→ OX(−1, 1)→ V → OX(1,−1)→ 0 (that is, (2.12)) and its stability wall at t
2/t1 = 4. We found
that, at the stability wall, the bundle decomposes as OX(−1, 1)⊕OX (1,−1) and an additional U(1)
gauge factor appears in the effective theory. Furthermore, we showed that the only fields charged
under this U(1) in the spectrum are the bundle moduli,
C2 ∈ H
1(X,L2) = H1(X,OX(−2, 2)) , (5.26)
in Table 1. As a result, the FI parameter in the U(1)-Dterm, (2.17), can be canceled in the vacuum,
and, hence, supersymmetry preserved, by a single 〈C2〉 6= 0 in the region for which µ(OX(−1, 1)) < 0.
However, when µ(OX(−1, 1)) > 0, there are no positively U(1)-charged fields available to cancel the
FI term. Hence, a non-zero DU(1)-term potential forbids any vacua in this region of Ka¨hler moduli
space. Moreover, in Section 2, the number of heterotic vacua in the stable region of Ka¨hler moduli
space was simply counted by the h1(X,O(−2, 2)) = 10 independent choices of 〈C2〉 vevs available
to cancel the FI-term. Further, the flat directions in the potential in the stable region corresponded
to (2.18) which gave us
h1(X,V ⊗ V ∗) = h1(X,OX (−2, 2)) − 1 = 9 . (5.27)
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which exactly matches the dimension of the local tangent space TP9. Thus, the results of Section 2
are simply the DT wall-crossing formula in (5.25), phrased in terms of the effective field theory!
As a final comment, note that the effective field theory and geometrical methods introduced in
this paper can only be used to compute the branch structure and DT-invariants of a set of bundles if
they have Chern classes such that they are guaranteed to be unstable somewhere in Ka¨hler moduli
space. One cannot, in general, guarantee that every bundle on a Calabi-Yau threefold will have a
stability wall or, if it does, that it is described by the same effective theory. In the above example, we
saw that the presence of a stability wall in certain cases of rank 2 bundles can be used to compute
the Donaldson-Thomas invariants. But what about higher-rank bundles? For realistic heterotic
compactifications, we are interested in rank n bundles with n = 3, 4, 5. However, to date, no DT-
invariants have ever been computed for rank n > 2 bundles over a compact Calabi-Yau threefold.
While this problem remains a difficult one, in the following subsection we outline how, in principle,
the branch structure of stability walls can be used to recursively construct higher-rank Donaldson-
Thomas invariants. We illustrate this by computing the DT-invariants of a specific rank 3 bundle
on a CY threefold.
5.2 Donaldson-Thomas Invariants By Recursion
In this section, we show how the structure of heterotic stability walls can, in principle, be used to
recursively construct Donaldson-Thomas invariants. To illustrate the idea, suppose that we attempt
to apply the same reasoning as the previous section to a rank three bundle over the same threefold?
Consider for example the following total Chern class,
c = (3, 0, c2, c3) . (5.28)
We will refer to any bundle with this topological data as V .
Once again, we shall apply the Bogomolov-Lu¨bke inequality to a bundle of this form. Let us
suppose that as before, the Bogomolov inequality indicates that this rank three bundle must be
de-stabilized somewhere in the Ka¨hler cone. Applying (5.2), it follows that
∫
X
c2(V ) ∧ ω ≥ 0 ⇒
t2
t1
≥ ρ (5.29)
for some positive rational number ρ, is a necessary condition for stability of V . As a result, there
must exist a sub-sheaf, F ⊂ V which de-stabilizes V in the region t
2
t1
< ρ . Hence, each V is either
stable no-where or has a stability wall at some fixed ray, t2/t1 = r in Ka¨hler moduli space, where
r ≥ ρ (recall that the Bogomolov bound is necessary but not sufficient and the stable region could
in fact be smaller than that indicated by (5.29) alone). However, unlike in Section 5.1, where we
could be assured that the sub-sheaf was rank 1, here we could have either rk(F) = 1 or 2.
As we saw in the previous subsection, in order to find the DT-invariant, we must determine all
possible sub-sheaves, F , and quotients, V/F . If an F is found that de-stabilizes its associated bundle
V everywhere in Ka¨hler moduli space, we discard it, since it will not contribute to the DT-invariant.
For the remaining sub-sheaves, F , we will proceed further using the techniques developed in this
work.
Suppose that upon determining all possible sub-sheaves, some sub-sheaf F exists which does
not destabilize V everywhere, but instead leaves some stable region (t2/t1 > r). Then, as we saw
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in Section 3, we can infer the full structure of the theory in the stable region from the Harder-
Narasimhan filtration of V at the stability wall (t2/t1 = r) generated by F . At the wall defined by
µ(F) = 0, the graded sum in (3.31) could take one of two possible forms:
1) V →
3⊕
i=1
Li with rk(Li) = 1 , µ(Li) = 0 ∀ i (5.30)
2) V → Q⊕ L with rk(Q) = 2, rk(L) = 1 , µ(Q) = µ(L) = 0 (5.31)
where all the sheaves are torsion-free and stable for t
2
t1 ≥ r. These two possibilities each constitute
a “wall theory” of the kind we have studied throughout this work. If it were possible to classify
all possible vacua corresponding to these two Harder-Narasimhan graded sums (That is, “wall
decompositions”) in (5.30) and (5.31) then in principle the DT-invariant associated with (5.28)
could be determined. In particular for the stable chamber of Ka¨hler moduli space the DT-invariant
would be determined by the sum no. of vacua1 + no. of vacua2 where 1, 2 refer to the branches of
the wall theories described above. That is,
Mtotalω (c) =M
1
ω(c)×M
2
ω(c) (5.32)
where M1ω(c) corresponds to the stable branches (that is, moduli space) determined by (5.30) and
M2ω(c) to the branches associated with (5.31) (one or both of which could be trivial or contain
multiple components of its general form). Thus, the DT-invariant associated with the polarization
ωs = tω1 + stω2 and the total Chern class in (5.34) would be
{
λωs(X, c) = ctop(TM
1
ω
∗
) + ctop(TM
2
ω
∗
) r < s <∞
λωs(X, c) = 0 0 < s ≤ r
(5.33)
for some integer r.
The difficulty in explicitly analyzing this system comes in the fact that there could in principle be
many different rank 1 sub-sheaves, L and many rank 2 sub-sheaves, Q, consistent with the structure
described above (which would lead to many components to (5.32) and integers r in (5.33)). We
must first ask, can the problem be bounded? That is, can we reduce the possible wall components,
Li, L,Q to a set of sheaves with bounded Chern classes? If so, can we then find all possible sub-
sheaves in (5.30) and (5.31)? In this section, it is important to observe that if the moduli spaces
(and DT-invariants) associated with all possible sub-sheaves L,Q, Li were already known, then in
principle we could use this information to recursively compute the moduli spaces (5.32) via the
techniques outlined in Section 3.
Whatever technique one employs to determine the sub-DT-invariants, λω(X, cL,Q,Li) (character-
izing L,Q, Li, respectively) once they are obtained, they can be used with the decompositions in
(5.30) and (5.31) to determine the DT-invariant associated with (5.28). In this work however, we do
not have a “black box” for determining these λω(X, cL,Q,Li). Instead, we have only the Bogomolov-
Lu¨bke bound and we will consider cases where it is possible to obtain information by applying this
condition recursively on possible rank 2 sub-sheaves. This will be illustrated below in the following
sections. However, because the analysis involves the details of integer systems and is necessarily
quite convoluted, we shall outline the basic approach here before we begin.
We will employ the following algorithm:
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1. Consider all possible rank 2 and rank 1 bundles which do not de-stabilize V everywhere in the
Ka¨hler cone.
2. For each, enumerate the possible stability wall decompositions (that is, graded sums) in (5.30)
and (5.31)
3. In the case of (5.30), solve for all possible rank 1 sheaves Li. Enumerate all possible V using
the extension bundle techniques described in this work.
4. In the case of (5.31), recursively apply the Bogomolov-Lu¨bke bound, (5.2), to the Chern class
of all possible rank 2 sheaves Q.
5. If the Bogomolov-Lu¨bke bound is violated somewhere in Ka¨hler moduli space, classify Q using
all possible rank 1 sub-sheaves as in the previous section.
6. Solve for all possible V of each type to determine the moduli space in (5.32).
To see how this could be possible, and to illustrate the algorithm in a concrete case, we will
investigate the given total Chern class
c = (3, 0, crs2 drst = (−12, 18),−20) , (5.34)
We will consider in turn each the possibilities in (5.30) and (5.31) and recursively apply the
Bogomolov-Lu¨bke bound to show that in fact, only one of them is possible. In this simple case, we
will find that it is possible to fully determine the moduli space of stable, rank 3 bundles with total
Chern class given by (5.34).
Case 1
First, we consider the case shown in (5.30), where the rank 3 bundle V decomposes as a sum
of three rank 1 sheaves. What constraints can we place on the three rank 1 sheaves Li? Let
c1(Li) = (n
1
i , n
2
i ) for some integers n
1
i , n
2
i , i = 1, 2, 3. Given the topological data in (5.34) we can
constrain these integers as follows.
Recall the that the Chern character is additive. That is,
ch(V ) =
3∑
i=1
ch(Li) (5.35)
and hence we can use the topological data in (5.34) to constrain the integers n1i , n
2
i via
c1(V ) = 0 =
3∑
i=1
c1(Li)⇒
∑
i
n1i = 0 ∀i (5.36)
drstch2(V )
st = −drstc2(V )
st = (12,−18) =
∑
i
ch2(Li) =
∑
i
(2(n2i )
2,
1
2
((n2i )
2 + 8n2in
1
i ) (5.37)
ch3(V ) =
c3(V )
2
= −10 =
∑
i
ch3(Li) =
∑
i
1
3
((n2i )
3 + 6(n2i )
2(n1i )) (5.38)
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As it turns out this integer system is highly constrained and in fact not only bounds the integers
n1i , n
2
i , but produces a unique solution! This system can be straightforwardly solved to find that
c1(L1) = (−2, 2) , c1(L2) = (1,−1) , c1(L3) = (1,−1) (5.39)
In general then, the rank 1 sheaves take the form
L1 = O(−2, 2) ⊗ IZ1 , L2 = O(1,−1)⊗ IZ2 , L3 = O(1,−1) ⊗ IZ3 (5.40)
where IZi are ideal sheaves associated with co-dimension (at least) 2 sub-schemes Zi. In [32], a
detailed analysis was given for the conditions under which the Zi can be taken trivial without
effecting the final structure of the moduli space. The present example is a special case of this
analysis and as a result, we shall take Zi = ∅ in the following discussion. In this case, the filtration
in (5.30) is given by
V → L1 ⊕ L2 ⊕ L3 = OX(−2, 2) ⊕OX(1,−1) ⊕OX(1,−1) (5.41)
Direct computation of µ(OX(−2, 2)) = 0 shows that in fact the position of this stability wall is
at r = 4 as in the previous subsection (once again the Bogomolov bound gives a weaker region of
stability than the real Ka¨hler cone sub-structure). In terms of the effective field theory, at this wall,
two enhanced anomalous U(1) symmetries appear in the low energy theory as described in Section
3.3. Moreover, we have U(1)-charged bundle moduli of the form
(C˜1)(−1/2,−3) ∈ H
1(X,L1 ⊗ L
∗
2) , (C˜2)(1/2,−3) ∈ H
1(X,L1 ⊗ L
∗
3) (5.42)
where h1(X,L1 ⊗ L
∗
2) = h
1(L1 ⊗ L
∗
3) = 40 and all other charged bundle moduli Ci vanish.
Since there are two types of U(1) charged bundle moduli available to satisfy the anomalous U(1)
D-terms, we see that we can construct a stable bundle in the region t2/t1 > 4 (where µ(L1) < 0),
as expected. Explicitly, we construct a stable SU(3) bundle with total Chern class (5.34) as
0→ L1 →W → L2 → 0 (5.43)
0→W → V → L3 → 0 (5.44)
Note that this bundle is equivalent to the bundle referred to as ‘branch 3’ in Table 5. The bundle
moduli space of V has dimension
h1(X,V ⊗ V ∗) = h1(X,L1 ⊗ L
∗
2) + h
1(X,L1 ⊗ L
∗
3)− 2 = 78 (5.45)
As a result, by the correspondence established in the previous section between the effective field
theory and the DT-Invariants we would expect ctop(TM
1
ω) = 80 for ω in the region t
2/t1 > 4. If
there were no other ways in which the bundle V could decompose at its stability wall, we would
have the complete answer here. But what about the second possibility given in (5.31)?
Case 2
Next we must consider the decomposition V → Q⊕ L at the stability wall. We must be careful at
this point, because a priori, the stability wall associated with this decomposition need not be the
same as that in Case 1. All that we can infer from the topological data is that the the bundle is
certainly unstable for t2/t1 < 2/3. Let us assume that the real stability wall lies at t2/t1 = r ≥ 2/3.
As in the previous case, we will try to determine r explicitly. At this stability wall, we require that
µ(Q) = µ(L) = 0, however, only one of Q, L can destabilize V in the unstable region. We must
treat each of these cases in turn
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Case 2a
We will begin by considering Q to be the de-stabilizing sub-sheaf and parameterize its unknown
first Chern class as c1(Q) = (−n,m) for some positive integers, n,m (c1(L) = (n,−m). The slope
of Q is then
µ(Q) = t2(−2nt2 + 4mt1 +mt2) (5.46)
From the condition that µ(Q) = 0 at some polarization t2/t1 = r ≥ 2/3 we infer that
m < 2n ≤ 7m , n,m > 0 (5.47)
Next, we must attempt to bound the full topological data (that is, Chern classes) of L and Q.
From the topological data in (5.34) we have first a constraint on the first Chern class
c1(V ) = 0⇒ c1(L) = −c1(Q) (5.48)
and next a condition that is most easily phrased in terms of the second Chern character
drstch2(V )
st = drst(ch2(L) + ch2(Q))
st = (12,−18) ⇒ (5.49)
ch2(L) =
1
2
c1(L)
2 and drstch2(Q)
st = (12− 2m2,−18− (m2 − 4mn))
and finally, the condition on the third Chern character (or Ind(V))
ch3(V ) = ch3(Q) + ch3(L) = −10 (5.50)
⇒
1
2
c1(Q)c2(Q) = −6m
2n+ 6n+ 9m+m3 = 10
Once again, the integer system given by (5.47)-(5.50) proves remarkably restrictive. Simply combin-
ing the condition in (5.47) with the final condition, (5.50), we find that there are only three positive
integer solutions given by
n = m = 1 , n = 2,m = 1 , n = 3,m = 1 (5.51)
and we find that in fact the stability walls (defined by µ(Q) = 0) in these three cases would be give
by given by r = 4, 4/3, 4/5 respectively.
As a result, we have the possibility of three different SU(3) bundles of the form 0→ Q→ V →
L→ 0,
0→ Q1 → V1 → OX(1,−1)→ 0 (5.52)
0→ Q2 → V2 → OX(2,−1)→ 0 (5.53)
0→ Q3 → V3 → OX(3,−1)→ 0 (5.54)
where Q is a still-unknown rank 2 sheaf. However, to decide if such bundles can really occur, we
must verify that in each case it is possible for Q to be slope-stable at the given stability wall defined
by µ(Q) = 0. If Q is not stable, then we do not have a graded sum of the form assumed in (5.31)
and instead we could further decompose Q into its own graded sum, returning us to the case of three
rank 1 sheaves in (5.31). To decide whether each Qi in is stable, we must apply to the Bogomolov
bound, (5.2), to Qi directly.
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For each of the three possibilities, we can read off the second Chern class of Qi via (5.49) to
obtain
c2(Q1)r = drstc2(Q1)
st = (−18, 27) (5.55)
c2(Q2)r = drstc2(Q2)
st = (−18, 15)
c2(Q3)r = drstc2(Q3)
st = (−18, 3)
Directly substituting into (5.2), the Bogomolov bound tells us that necessary though not sufficient
conditions for the stability of each Qi are given by
Q1 : t
2/t1 ≥ 2/3 r = 4 (5.56)
Q2 : t
2/t1 ≥ 6/5 r = 4/3
Q3 : t
2/t1 ≥ 6 r = 4/5
where we have listed the position of the stability wall associated with Vi immediately after the stable
region for Qi. From the above, we immediately see that since Q3 is only stable for t
2/t1 ≥ 6 it
cannot be stable at the stability wall of V3 located at t
2/t1 = 4/5. As a result, we can immediately
disregard this possibility! Similarly, we can look more closely at the possible rank 1 sub-sheaves
which could de-stabilize Q1 and Q2 to determine if these two possibilities are valid.
Applying the same arguments to Q1,Q2 that we did to the rank 2 bundle in Section 5.1 and
solve for de-stabilizing rank 1 sheaves
0→ Li1 → Qi → L
i
2 → 0 i = 1, 2 (5.57)
where c1(L
i
1) + c1(L
i
2) = c1(Qi), consistent with the second Chern classes in (5.55) the and the
stable regions in (5.56). It is straightforward to check that for Q2 no such rank 1 objects exist.
Once again, the stability of Q2 has eliminated it from consideration. Finally, for Q1, we can solve
for L11 and L
1
2 explicitly and that the two solutions are
c1(L
1
1) = (−2, 2), c1(L
1
2) = (1,−1) . c1(L
1
1) = (1,−1), c1(L
1
2) = (−2, 2). (5.58)
That is, Q1 is not stable at the stability wall given by r = 4 and in fact must decompose itself.
Thus, the possibility of Q1 has reduced exactly to Case 1 in (5.41) above!
Having dramatically reduced the possible structure of the moduli space in (5.32) we turn now
to our final possibility.
Case 2b
To finish our analysis, we must at last consider the possibility that L in (5.31) is the de-stabilizing
sub-sheaf. As before, we parameterize its unknown first Chern class as c1(L) = (−n,m) for some
positive integers, n,m. As before the slope of L is
µ(L) = 2t2(−2nt2 + 4mt1 +mt2) (5.59)
and as in Case 2a), the condition that µ(L) = 0 at some polarization t2/t1 = r ≥ 2/3 leads to
m < 2n < 7m , n,m > 0 (5.60)
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Next, we must attempt to bound the total Chern characters of L and Q. From the topological
data in (5.34) we have the following conditions on the Chern classes. The first Chern class gives us
c1(V ) = 0⇒ c1(L) = −c1(Q) (5.61)
and next the second Chern character
drstch2(V )
st = drst(ch2(L) + ch2(Q))
st = (12,−18) ⇒ (5.62)
ch2(L) =
1
2
c1(L)
2 and drstch2(Q)
st = (12− 2m2,−18 + (m2 − 4mn))
and finally, the condition on the third Chern character
ch3(V ) = ch3(Q) + ch3(L) = −10 (5.63)
⇒
1
2
c1(Q)c2(Q) = 6m
2n− 6n− 9m−m3 = 10
In this final scenario, the integer system given by (5.60)-(5.63) once again gives us a firm bound on
the integers in question. From the condition in (5.60) and the final condition, (5.63), we find that
the unique positive integer solution is given by
n = m = 2 (5.64)
and unsurprisingly, the stability wall is located at r = 4 as in the previous sections.
As a result, in principle we have the stable bundle
0→ L→ V → Q→ 0 (5.65)
However, once again we must ask whether the rank 2 quotient sheaf Q is slope-stable at r = 4?
Checking the Bogomolov bound for this Q with c1(Q) = (2,−2) leads us to our final result. At the
stability wall this rank 2 sheaf is unstable and must decompose into the poly-stable sum of rank 1
sheaves
Q → L1 ⊕ L2 with c1(L1) = (1,−1), c1(L2) = (1,−1) (5.66)
Thus, this possibility too reduces to the case of the graded sum in (5.30). Since both Case 2a)
and Case 2b) reduce in this way, we conclude that no wall decompositions of the form (5.31) are
possible, and hence the component M2ω of the moduli space is trivial.
To conclude then, we have found something significant. As we hoped, the Bogomolov bound,
(5.2), and the topological data in (5.34) provided bounds on the possible sub-sheaves appearing
in the wall theories in (5.30) and (5.31). Moreover, the recursive nature of our stability analysis
provided a unique solution for the stability wall structure of any bundle with the the total Chern
class given in (5.34). Any such bundle must possess a stability wall, located at t2/t1 = 4 in Ka¨hler
moduli space and at this wall the bundle takes the poly-stable form
V → OX(−2, 2) ⊕OX(1,−1)⊕OX(1,−1) (5.67)
Furthermore, in the stable region of Kahler moduli space, V can be described by the extension
sequences
0→ OX(−2, 2)→W → OX(1,−1)→ 0 (5.68)
0→W → V → OX(1,−1)→ 0 (5.69)
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As we saw in Case 1), this set of extension sequences, formed by giving vevs to the U(1) charged
matter in (5.42) is the only stable rank 3 branch to theory. Thus, the dimension of the total moduli
space is simply counted by (5.45), that is, h1(X,V ⊗ V ∗) = 2h1(X,W ⊗W∗) = 2 · 39 = 78. More
precisely, the moduli space in this case is P39 × P39.
To conclude then, recursively applying the techniques outlined in this section we have computed
the Donaldson-Thomas invariant associated with the topological data in (5.34). For the polarization
ωs = ω1 + sω2 the complete formula is
{
λωs(X, c) = ctop(TM
1
ωs
∗
) = 80 4 < s <∞
λωs(X, c) = 0 0 < s ≤ 4
(5.70)
Thus, we have computed a DT-invariant associated with a rank 3 SU(3) bundle on a compact
Calabi-Yau threefold.
The above example illustrates that stability walls are a versatile tool for the study of Donaldson-
Thomas invariants. Even in cases of higher rank bundles, a recursive analysis of the structure
possible at the stability wall can yield information about the total moduli space of stable bundles
and shed light on the structure of realistic heterotic vacua.
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A Appendix: Extension Bundles, Isomorphisms and
the Snake Lemma
In this section, we clarify the correspondence between giving vevs to a fixed set of C-fields in the
vacuum and the local construction of the bundle in that branch using extension sequences. In
particular, we prove that while there may appear to be many different bundles corresponding to the
same fixed choices of Ci vevs, these naively different extension bundles are, in fact, isomorphic.
A.1 An Isomorphism Theorem
As an example, consider the system described in Subsection 3.3. There, at a stability wall we
began with the direct sum of three line bundles L1⊕L2⊕L3 and the two anomalous U(1) D-terms
associated with them
D
U(1)
1 ∼
µ(L1)
V
− q1GIJC
IC¯J , D
U(1)
2 ∼
µ(L2)
V
− q2GIJC
IC¯J . (A.1)
As discussed in Subsection 3.3, one can preserve vacuum supersymmetry by giving a vev to two
C-fields in Table 4 to cancel the non-trivial FI terms (in some chamber of Ka¨hler moduli space)
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while setting all other vevs to zero. For example, as in (3.38), we can choose
〈C˜2〉 6= 0 ∈ H
1(X,L1 ⊗ L
∗
3) , 〈C3〉 6= 0 ∈ H
1(X,L2 ⊗ L
∗
3) (A.2)
with all other 〈Ci〉 = 0. The vevs of fields C˜2 and C3 are adjusted so that the two D-terms in
(A.1) vanish. Following the arguments of Subsection 3.3, we can describe this vacuum configuration
geometrically. For, example, it was shown that this choice of field vevs corresponds to defining a
stable indecomposable rank 3 bundle V via the two sequences
0→ L1 →W → L3 → 0 , (A.3)
0→ L2 → V →W → 0 . (A.4)
However, one might ask: is this the only consistent possibility? Could we not, for example, have
written down
0→ L2 →W
′
→ L3 → 0 , (A.5)
0→ L1 → V
′
→W
′
→ 0 . (A.6)
The first of these sequences is clearly defined by the extension group Ext1(L3, L2) = H
1(X,L2⊗L
∗
3).
Likewise, the second sequence is defined by Ext1(W
′
, L1) = H
1(X,L1 ⊗W
′∗
). A simple analysis –
similar to (3.41) and (3.42) – shows that this second extension group is determined byH1(X,L1⊗L
∗
3).
That is, these sequences correspond to non-zero values of 〈C3〉 and 〈C˜2〉 respectively, as in (A.2).
To compare the two apparently different bundles V in (A.4) and V ′ in(A.6), we will make use of
the following well-known result [58] and its corollary.
THEOREM A.2 (Morphism Lemma) Let φ : V1 → V2 be a non-trivial sheaf homomorphism between
semi-stable bundles V1, V2. If at least one of the bundles is properly stable and µ(V1) = µ(V2), then
φ is a monomorphism or generically, an epimorphism.
THEOREM A.3 (Corollary) Let φ : V1 → V2 be a nontrivial sheaf homomorphism between two
semistable vector bundles V1, V2 with rk(V1) = rk(V2) and c1(V1) = c1(V2). Let at least one of
the bundles be properly stable. Then φ is an isomorphism.
We will use these results to establish an isomorphism between the two bundles in (A.4) and (A.6).
In particular, since V and V
′
are properly stable in a given region of Ka¨hler moduli space, we
have only to establish that there exists some non-vanishing homomorphism, φ : V → V
′
(that is,
dim(Hom(V,V
′
)) = h0(X,V
′
⊗ V∗) 6= 0) in order to show that the two descriptions are indeed
equivalent.
To begin then, we must compute h0(X,V
′
⊗ V ∗). Combining the sequences in (A.4) and (A.6)
we find that
0 0 0
↓ ↓ ↓
0 → L1 ⊗W
∗ → L1 ⊗ V
∗ → L1 ⊗ L
∗
2 → 0
↓ ↓ ↓
0 → W∗ ⊗ V
′
→ V ∗ ⊗ V
′
→ L∗2 ⊗ V
′
→ 0
↓ ↓ ↓
0 → W
′
⊗W∗ → W
′
⊗ V ∗ → L∗2 ⊗W
′
→ 0
↓ ↓ ↓
0 0 0
(A.7)
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where W
′
⊗W∗ is determined by (A.3) and (A.5), which lead to the array
0 0 0
↓ ↓ ↓
0 → L2 ⊗ L
∗
3 → L2 ⊗W
∗ → L2 ⊗ L
∗
1 → 0
↓ ↓ ↓
0 → L∗3 ⊗W
′
→ W∗ ⊗W
′
→ L∗1 ⊗W
′
→ 0
↓ ↓ ↓
0 → OX → L3 ⊗W
∗ → L∗1 ⊗ L3 → 0
↓ ↓ ↓
0 0 0
(A.8)
We will consider here the generic case in which Hom(Li, Lj) = 0 for i, j = 1, 2, 3 (that is, all three
line bundles are distinct with mixed sign c1)
10. Now, from the last column of (A.7), we have the
following long exact sequence in cohomology
0→ H0(X,L∗2 ⊗ V
′
)→ H0(X,L∗2 ⊗W
′
)
δ
→ H1(X,L1 ⊗ L
∗
2)→ . . . (A.9)
By tensoring (A.5) by L∗2 it is clear that H
0(X,L∗2⊗W
′
) = H0(X,OX ) = C. Now, we must analyze
the co-boundary map δ : H0(X,OX) → H
1(X,L1 ⊗ L
∗
2) in the chosen vacuum. The map, δ, is
determined by the vacuum value of the fields, in this case those corresponding to H1(X,L1 ⊗ L
∗
2).
However, since we have chosen the vacuum configuration given in (A.2), which has only 〈C˜2〉 and
〈C3〉 non-zero, it is clear that δ is the zero element of H
1(X,L1 ⊗L
∗
2) (that is, δ = 〈C˜1〉 = 0). As a
result, Ker(δ) = C and
H0(X,L∗2 ⊗ V
′
) = C . (A.10)
A similar analysis can be applied to the first column in (A.7) (using the defining sequences in
(A.8)). The long exact sequence in cohomology associated with this first column gives usH0(X,W∗⊗
V
′
) = 0 and
0→ H1(L1 ⊗W
∗)→ H1(X,W∗ ⊗ V
′
)→ H1(X,W
′
⊗W∗)→ . . . (A.11)
where
H1(X,L1 ⊗W
∗) =
H1(X,L1 ⊗ L
∗
3)
C
, H1(X,W
′
⊗W∗) =
H1(X,L2 ⊗ L
∗
3)
C
. (A.12)
Substituting back into (A.11), we then find
H1(X,W∗ ⊗ V
′
) =
H1(X,L1 ⊗ L
∗
3)
C
⊕Ker(β) , (A.13)
β :
H1(X,L2 ⊗ L∗3)
C
→ H2(X,L1 ⊗W
∗) . (A.14)
With these results in hand, we are in a position to analyze H0(X,V ∗ ⊗ V
′
) directly. From the
middle row of (A.7) we take the short exact sequence
0→W∗ ⊗ V
′
→ V ∗ ⊗ V
′
→ L∗2 ⊗ V
′
→ 0 . (A.15)
10In the case that Hom(Li, Lj) 6= 0 for some i, j, the isomorphism result is straightforward to prove. As a result, we
consider the more difficult, non-trivial case above.
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Next, using the results above, the long exact sequence in cohomology associated with (A.15) gives
us
0→ H0(X,V ∗ ⊗ V
′
)→ H0(X,L∗2 ⊗ V
′
)
γ
→ H1(X,W∗ ⊗ V
′
)→ . . . (A.16)
which, combing the results from (A.10) and (A.13), reduces to
H0(X,V ∗ ⊗ V
′
) = Ker(γ) , (A.17)
γ : C→
H1(X,L1 ⊗ L
∗
3)
C
⊕Ker(β) , (A.18)
Ker(β) ∈
H1(X,L2 ⊗ L
∗
3)
C
. (A.19)
However, the coboundary map γ = (γ1, γ2) is precisely given by the vevs
γ1 = 〈C˜2〉 ∈ H
1(X,L1 ⊗ L
∗
3) , γ2 = 〈C3〉 ∈ H
1(X,L2 ⊗ L
∗
3) . (A.20)
However, as we have seen in previous sections, by construction of the extension sequences11 these two
vev choices (that is, maps) correspond exactly to the zero elements in the quotientsH1(X,L1⊗L
∗
3)/C
and H1(X,L2 ⊗ L
∗
3)/C, respectively! In terms of field theory, these are the two degrees of freedom
that are removed from the zero-mode spectrum by the U(1) D-terms in (A.1).
As a result, the map γ automatically has a zero image and the kernel of γ is simply C. Hence,
H0(X,V ∗ ⊗ V
′
) = Ker(γ) = C (A.21)
and we have reached a conclusion. Since there exists a non-trivial homomorphism between V and
V
′
, by the Corollary, Theorem A.3, the two bundles are isomorphic.
A.2 Isomorphism via the Snake Lemma
We illustrate below another method that can be used to analyze some of the redundant descriptions
of the extension bundles used in this paper. As a concrete example, we consider the system described
in Subsection 4.2. There, we began with both U(1) and E6 D-terms and explored flat directions
corresponding to Li-Yau bundles for rank-changing deformations. Specifically, we choose as an
example non-vanishing vevs of the matter fields
〈f2〉 ∈ H
1(X,F) and 〈f˜1〉 ∈ H
1(X,K∗) , (A.22)
with all other vevs set to zero. These satisfy D-flatness for
DU(1) =
3
16
ǫSǫ
2
R
κ24
µ(F)
V
− 3GLM¯C
L
1 C
M¯
1 + 3GLM¯C
L
2 C
M¯
2
−2GLM¯f
L
1 f
M¯
1 + GLM¯f
L
2 f
M¯
2 + 2GLM¯ f˜
L
1 f˜
M¯
1 − GLM¯ f˜
L
2 f˜
M¯
2 (A.23)
and
DE6 = GLM¯f
L
1 f
M¯
1 +GLM¯f
L
2 f
M¯
2 −GLM¯ f˜
L
1 f˜
M¯
1 −GLM¯ f˜
L
2 f˜
M¯
2 (A.24)
11See Appendix A of [24] for a detailed discussion.
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in the region of moduli space for which µ(F) < 0. We showed in Subsection 4.2 that geometrically
this solution corresponds to
0→ OX → U → K → 0 ⇔ H
1(X,K∗) (A.25)
0→ F → V4 → U → 0 ⇔ H
1(X,F ⊗ U∗) (A.26)
However, as in the previous subsection, there is more than one way that we could imagine defining
V4. For example, the bundle V4 could also be described by another pair of sequences
0→ F → U
′
→ OX → 0 ⇔ H
1(X,F) (A.27)
0→ U
′
→ V
′
4 → K → 0 ⇔ H
1(X,U
′
⊗K∗) (A.28)
The first of these sequences is clearly defined by the extension group Ext1(OX ,F) = H
1(X,F).
Likewise, the second sequence is defined by Ext1(K, U
′
) = H1(X,U
′
⊗ K∗). As we have seen
previously, this second extension group is determined by Ker(δ) ∈ H1(X,U
′
⊗ K∗) where δ :
H1(X,K) → H2(X,F ⊗K∗).
We now demonstrate explicitly that these two descriptions are equivalent. To prove that the
bundles V4 in (A.26) and V
′
4 in (A.28) are isomorphic, we can make use of the following well-known
Lemma [45,46].
THEOREM A.4 (Snake Lemma) Given a commutative diagram involving two exact sequences of vec-
tor bundles and morphisms φA, φB , φC
0 → A
f1
−→ B
f2
−→ C → 0
↓ φA ↓ φB ↓ φC
0 → A
′ g1
−→ B
′ g2
−→ C
′
→ 0
(A.29)
there exists a long exact sequence
0→ Ker(φA)→ Ker(φB)→ Ker(φC)→ Coker(φA)→ Coker(φB)→ Coker(φC)→ 0 . (A.30)
We can use the Snake lemma to verify the equivalence of (A.26) and (A.28). To establish the
isomorphism between V4 and V
′
4 , consider the following commutative diagram
0 → F
f1
−→ V4
f2
−→ U → 0
↓ φF ↓ φV4 ↓ φU
0 → U
′ g1
−→ V
′
4
g2
−→ K → 0
(A.31)
where we have chosen the morphisms φF and φU to be those induced from the extension sequences
(A.25) and (A.27) respectively. The map φV4 we will be taken to be any non-trivial morphism
defined to be consistent with the commutative diagram. Using (A.30) this leads to
0→ Ker(φF )→ Ker(φV4)→ Ker(φU )→ Coker(φF )→ Coker(φV4)→ Coker(φU )→ 0 . (A.32)
To proceed, we note that from (A.27), that
Ker(φF ) = 0 , Coker(φF ) = OX (A.33)
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while from (A.25) we have
Ker(φU ) = OX , Coker(φU ) = 0 . (A.34)
Substituting this into (A.32), we get
0→ 0→ Ker(φV4)→ OX
g
→ OX → Coker(φV4)→ 0→ 0 . (A.35)
A simple analysis verifies that the induced map g is non-trivial, an isomorphism and that
Ker(φV4) = Coker(φV4) = 0 . (A.36)
As a result, the map φV4 is an isomorphism, V4 ≃ V
′
4 . A similar analysis can be performed for many
of the extension bundles we define throughout this paper.
The results of this Appendix demonstrate that the choice of vevs uniquely determines a vector
bundle and, as a result, we are free to choose whichever description is most convenient.
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