While there are continuous efforts to introduce new communication systems and standards, it is legitimate to ask the question: how can one send additional bits by minimally changing the systems that are already operating? This is of a significant practical interest, since it has a potential to generate additional value of the systems through, for example, introduction of new devices and only a software update of the access points or base stations, without incurring additional cost for infrastructure hardware installation. The place to look for such an opportunity is the communication protocol and we use the term protocol coding to refer to strategies for sending information by using the degrees of freedom available when one needs to decide the actions taken by a particular communication protocol. In this paper we consider protocol coding that gives a rise to secondary communication channels, defined by combinatorial ordering of the user resources (packets, channels) in a primary (legacy) communication system. We introduce communication models that enable us to compute the capacity of such secondary channels under suitable restrictions imposed by the primary systems. We first show the relation to the capacity of channels with causal channel state information at the transmitter (CSIT), originally considered by Shannon. By using the specific communication setup, we develop an alternative framework for achieving the capacity and we discuss coding strategies that need to be used over the secondary channels. We also discuss some practical features of the secondary channels and their applications that add value to the existing wireless systems.
primary system consists of transmission of a frame of F packets. The set of packets that needs to be transmitted within a given time frame is determined by the primary system, however, the order in which the packets from the same frame are sent is irrelevant for the primary. The secondary system takes advantage of this fact and transmits information by rearranging the order in which the packets are sent in a frame. The most general communication model for such a system is termed combinatorial model, where the number of different packets m in a frame is not restricted, i. e. it can be from 1 to F . For example, for F = 10 there can be 3 packets for user A, 5 packets for user B and 2 packets for user C, and by rearranging that frame one can send log 2 10!3!5!2! = 11.3 bits. A special case of this model is the permutation model, where each packet has different labels and can be rearranged in F ! ways.
The present work differs from the existing works in several important aspects. While in the other works packet reordering has a steganographic usage, here we introduce other scenarios in which protocol coding can bring a new system feature and/or performance improvement.
Furthermore, in [14] there are preliminary capacity results on the combinatorial communication model, where capacity was derived by using the result of Shannon on channels with causal side information at the transmitter (CSIT) [15] . Here we introduce a new framework for computing the secondary capacity, which decreases the required size of the input alphabet and provides an insight on the coding methods cope with packet errors.
The paper is organized as follows. The next section introduces the unique features and applications of the secondary channels. The system model is introduced in III. Section IV provides capacity analysis by using the model of Shannon for channels with causal CSIT. By using the specific communication setup, in Section V we develop an alternative framework for achieving the capacity and we discuss the coding strategies. The presented concepts are illustrated by quantitative examples in Section VI, which is followed by a section that discusses the limitations of the presented models and provides directions for generalization of the results.
The last section concludes the paper.
II. SECONDARY COMMUNICATION CHANNELS: FEATURES AND APPLICATIONS
The primary/secondary terminology bears resemblance to the concepts used in cognitive radio (CR) [16] , which is allowed to reuse the frequencies licensed to another, primary, system. The usual view is that the primary systems operate with certain interference margin [17] , such that they can receive additional interference from the secondary (cognitive) users. This margin is converted in a secondary data rate achieved by a CR network. The secondary communication can be seen as a form of CR: it is possible since the primary system has a delay margin and tolerates certain delay in serving the users. On Fig. 2 , where two cognitive devices, C 1 and C 2 are relaying on behalf of a primary BS to the primary terminals (PTs). At first C 1 relays M packets to the PTswhile C 2 receives this relay transmission, then the C 2 acts as a relay for the next M packets, then again C 1 , and so on. When relaying the M packets, C 1 can permute them in a way to send message to the C 2 (and vice versa), either by using the packet number or the user identifier (if the packets are intended for different PTs). This is de facto cognitive radio, as C 1 and C 2 communicate in the same spectrum used by the primary system.
The following features are noted. First, for delay-constrained systems, the secondary data rate is relatively low, so it is hard to argue that this method brings a significant rate advantage.
Second, the secondary rate depends on the current load (traffic, number of users) in the primary system, e. g. the best secondary rate on Fig. 1 is obtained when each channel can be allocated to a different user. Interestingly, this is desirable-it is when the primary system is fully loaded that we need additional capacity; otherwise we can use the original system to send data. Third, the new secondary devices, depicted on Fig. 1 , do not need to have the full protocol stack implemented, but rather only to decode the primary headers. This brings opportunity for a lowcomplexity, low-power reception on the secondary channel. In the extreme case, protocol coding reckons only with two transmission states: packet transmitted and idle slot, i. e. "no packet" is a valid secondary information. For example, assume that Alice sends packets in frames of size F , and has only two packets in each frame, such that F − 2 slots of the frame are empty. Then Alice can send log 2
≈ 2 log 2 F [bits/slot] by using protocol coding. If Carol decodes only secondary information, needs then she only needs to use power detector for presence of a packet, but not its content, which significantly lowers the complexity.
Header compression [18] may appear as a competitor as it works in a somewhat opposite way:
tries to compress the overhead whenever the actual communication scenario allows it. However, this is not always canceling the opportunity for secondary communication, and vice versa. On Fig. 1 the MAC-layer identifiers may be compressed, but in the end all the users have to be differentiated and the secondary channel arises from reordering those identifiers.
An interesting dividend is that the secondary capacity can be used to assess the performance November 29, 2010 DRAFT margin of a certain primary protocol/system. Intuitively, if in a given scenario the secondary capacity is non-zero, then the operation of the primary system is not optimal.
In general, we can expect that the secondary channel can deliver low data rates, but the delivered bits are usually much more reliable than the "normal" data bits, as they are sent through the robustly encoded part of the primary system. This hints that a generic application of the secondary communication is sending of additional control data. The first usage of such a control data can be as expanded "future use" bits: in many standardized protocols there are unspecified, free bits for future use and protocol coding practically unleashes "hidden" future use bits in the protocol, which may become indispensable during the evolution of the system.
Another usage can be signaling for efficient spectrum sharing. The main concern in cognitive radio is the interference that the cognitive (secondary) users are causing to the incumbent (primary) user. Hence, a secondary user should sense if the spectrum resource is available for communication. Spectrum sensing is facilitated by a Cognitive Pilot Channel (CPC) [19] , which conveys the necessary information to the terminals about the status of radio spectrum. Protocol coding inherently introduces a possibility to define an in-band CPC. For example, assume that on Fig. 1 , besides the module that can decode the secondary channel, the secondary devices have an additional cognitive radio interface to communicate with each other. Then the primary BS can dynamically send information about the available resources for cognitive radio. For example, if the primary system is a digital TV broadcaster, then secondary channel can be defined by reordering of the TV packets, which empowers the TV broadcast tower to dynamically control the spectrum usage. To the best of our knowledge, such a possibility to turn the TV broadcasters from victims into spectrum controllers has not been observed before.
In the emerging machine-to-machine (M2M) communication [20] , cellular networks embrace a large number of low-cost, low-power devices, that have different traffic/behavior from the usual cellular users. Such a device device is mostly in a low-power "sleep" mode. We conjecture that, due to the simple codebooks used to send the primary control information, it can be decoded with a low power. A sleeping device may be tuned receive on the secondary channel and, upon receiving a downlink trigger from the BS, it can wake up another radio interface to send information. Thus, protocol coding offers an opportunity to introduce universal wake-up beacons.
The reliable secondary bits can be used as an additional "diagnostic channel" and supplementary error-correction for the original information sent in the primary system. An interesting application is range stretching, see Fig. 3 . Assume that the transmitters use maximal power.
Alice can communicate with Bob using the primary system. Communication between Alice and Carol is perhaps possible, but there may be long runs of incorrect packets that stall the protocol.
With protocol coding over the packet headers, Alice may still be able to deliver a low, but stable, bit rate to Carol. Even when the header detection has many errors, protocol coding may be implemented by using binary symbols through packet/no packet. Using protocol coding, bit rate can gracefully degrade at larger distances without changing the physical layer.
III. SYSTEM MODEL
We consider a primary Base Station (BS) that communicates with K primary users using time division in frames with F packet transmissions, addressed to m ≤ F primary users. Each packet carries the address a i ∈ {1, 2, · · · K} of the user to whom the packet is destined, see Fig. 4 . In principle, in a given frame there may be less than F packets, see the second frame on Fig. 4 .
This does not affect the model, as one can think of the empty packet slots being addressed to an "empty" user address, which is valid secondary data. In the combinatorial communication model
there are no restrictions on the number of packets in a frame that can belong to the same user.
A special case is the permutation model, in which all the F packets in a frame are addressed to different users. We consider a simplified model by having only two possible packet labels, i. e. each packet in a frame is addressed either to user 0 or user 1. This setup is sufficient to illustrate the main strategies for protocol coding with resource ordering.
The key assumption is that the set of packets that are scheduled in a frame is decided by the primary system, i. e. the primary system decides s, 0 ≤ s ≤ F , where s packets are sent to user 1 and (F − s) packets to user 0. This assumption captures the fact that the secondary communication is restricted and can only rearrange the set of packets selected by the primary. If the secondary system had the freedom to select s and the packet arrangement, then in a frame it could trivially send F bits. The packets that are sent in a frame are decided by the primary system according, e. g. to the QoS requirements of the primary users. It should be noted that by having F > 1, the primary has a delay margin, which can be used for secondary communication.
The number of packets s addressed to user 1 in a given frame is called state of the frame. The primary system selects packets for transmission through a memoryless random process: in each frame, a packet is addressed 1 with probability q and 0 with probability 1 − q, independently of the other packets and the previous frames. Hence, the probability that a frame is in state s is
Unless stated otherwise, it will be assumed that q = 1 2 . This model simplifies the scheduling process in the primary system, since in practice packet buffering is likely to produce memory in the selection of s across frames. The freedom left to the secondary transmitter is to re-arrange the packets in a frame. For example, if F = 4 and the primary system decides to send 1 packet for user 0 and 3 packets for user 1, then the possible secondary symbols are 1110, 1101, 1011, 0111. But, if s = 4, no secondary information can be sent in that frame.
This unpredictable amount of information carried in a frame is the key property of the model.
Note that in the permutation model is somehow easier as each frame can send log 2 F ! bits.
The error model is based on erasures: the secondary receivers decode only the header, such that the packet address is either correctly received or is deemed unknown. An srased packet is denoted by α, while a correctly received packet is denoted by its address, 0 or 1. Other error models are also possible. If protocol coding works only with presence/absence of a packet, corresponding to 1 and 0, respectively, then a packet may not be detected and thus 1 is interpreted as 0. Conversely, the probability that noise can produce detection of a valid packet is practically zero, such that it would be suitable to use an asymmetric binary channel model, e. g. Z-channel [21] .
If not stated otherwise, we will always refer to the symbols, bits, etc. sent over the secondary communication channel. We use the vectors x = (x 1 , x 2 , . . . consider a discrete memoryless channel with equivalent capacity that has a larger input alphabet.
The input variable of the equivalent channel is denoted by T and each possible input letter t, termed strategy [22] , represents a mapping from the state alphabet S to the input alphabet X of the original channel. Thus, a particular strategy t ∈ T is defined by the vector of size |S| and represented as (t (1), . . . t(|S|)) for all s for which t(s) ∈ X . If each possible state s ∈ S can map to any possible x ∈ X , then the total number of possible strategies is |X | |S| . In that case the cardinality of the input alphabet |T | ≤ |X | |S| may be much larger than the cardinality |X |.
The capacity of the equivalent channel can be found as:
where P T (·) is defined over the set T and is independent of the state S. The maximization is performed across all the joint distributions that satisfy [22] :
where δ(x, t(s)) = 1 if x = t(s) and δ(x, t(s)) = 0 otherwise. From [21] (Section 8.3), the required cardinality of T to achieve the capacity in (1) is at most |Y|.
Note that our model is a special case of Shannon's model with CSIT, since for a given state S = s only a subset X s ∈ X of symbols x may be produced. For example, when F = 4 and s = 2 it is not possible to send x = 1011. In general, the set of transmittable secondary symbols X can be partitioned in |S| = F + 1 different subsets, defined as:
x i = s However, the distribution P Y|X,S (y|x, s) needs to be defined for all pairs (x, s), irrespective of the fact that in the original model some x cannot be actually sent for a given s. In order to deal with this situation, we need to extend the model. We assume that the channel X − Y is defined through P Y|X (y|x). For example, if the erasure probability is p and
etc. Given P Y|X (y|x), we need to define P Y|X,S (y|x, s). Clearly, the following holds:
but there is no unique P Y|X,S (y|x, s) when x / ∈ X s . From (2), we should allow strategies t(s) = x where x / ∈ X s , but P Y|X,S (y|x, s) has to be defined such that the capacity in the original model is unchanged. A possible approach is as follows. For example, with F = 4, s = 0 only x = 0000
can be sent, but we can alternatively interpret that for s = 0 only y = 0000 can be received when there are no errors (and its corresponding versions when erasures occur), regardless of which x has been sent. In general, for each x u / ∈ X s we pick one x v ∈ X s and define:
and in that case picking a strategy t in which t (s) = x u is equivalent to picking the strategy t in which t (s) = x v . In short, we define P Y|X,S in order, for given s, to discourage selection of symbols x for which x = y in absence of channel errors.
Proposition 1:
The capacity of the secondary channel with memoryless state change across frames is given by (1) where the cardinality of the set of reduced strategies T satisfies:
Proof: In order to specify the distribution P Y|X,S , we define
where x is can be an arbitrary element of X s , but for given f (·, ·) this choice is fixed. We can now define P Y|X,S (y|x, s) = P Y|X (y|f (x, s)) by specifying P Y|T for the channel T − Y. Let us take an arbitrary strategy t , where for at least one s ∈ S the strategy is defined such that t (s) / ∈ X s . for given t , let us define t * as follows:
such that, by definition (6), it is always t * (s) ∈ X s . Then we write:
where this is valid for all y ∈ Y. Therefore, for the channel T − Y the input symbol t is completely identical with the symbol t * and we can remove t from the input symbols without changing channel capacity. Using the same argument, we can eliminate all input symbols t(·)
for which there is at least one s ∈ S such that t(s) / ∈ X s . This leads to a reduced set of strategies with cardinality
, which completes the proof.
V. CAPACITY ANALYSIS THROUGH A CASCADE OF CHANNELS

A. Model and Terminology
As pointed out in [22] , expressing the capacity in terms of strategies might pose some conceptual and practical problems for code construction and implementation when F is large.
Motivated by this observation, as well as by the specific communication setup, we create a different framework for computing the capacity. Recall that T is the auxiliary random variable defined over the reduced set of possible strategies T , where reduction is done according to Proposition 1. For given T = t and each s ∈ S there is a single t(s) ∈ X s . Due to the randomized state change, each fixed t ∈ T induces a distribution on X . For example, if F = 2 and the strategy is defined as t(0) = 00, t(1) = 01, t(2) = 11, then we can define the transition probabilities
, P X|T (x = 01|t) = 1 2 and P X|T (x = 10|t) = 0, where it is assumed P S (s) = . More generally, we can define the following transition probabilities:
where δ(x, t(s)) = 1 if x = t(s) and is 0 otherwise. It is easily seen that:
such that we avoid the channel state and instead model with a cascade of two channels T −X−Y,
where P X|T and P Y|X are well-defined. The mutual information I(T ; Y) is expressed via
where the last equation follows from the Markovian properties and the conditional independence of T and Y given X, which implies I(T ; Y|X) = 0. Let us define:
as the capacity of X − Y and P X is the set of all possible distributions P X (·) defined over X .
Note that in our model P X (·) is induced through P T (·) and P X|T (x|t). Let P X |T be the set of all distributions P X (·) that can be induced by all possible P T (·) and P X|T (x|t), the latter under the conditions in (10). These observations lead to the following proposition:
Proposition 2: For any P T (·) the following inequality is satisfied:
Proof: Since P X |T ⊂ P X , it follows that:
where I P T (·) (X; Y) is the mutual information calculated for a particular distribution P T (·).
Fig . 6 illustrates the cascade of channels in the case F = 2 for the case in which the channel X − Y is defined based on packet erasures. It can be seen that if P T (·) is uniform, then the induced P X (·) is uniform. On the other hand, the capacity of the vector channel with erasures X − Y is achieved when P X (·) is uniform, such that the equality in (13) holds. In fact, as the subsequent theorems show, this choice of T and P X|T is capacity-achieving for F = 2.
We will use the following terminology: If the probability P X|T (x|t) > 0, then x is a representative of t. According to the capacity results for channels with causal CSIT, each T = t has a single representative in each X s , which will be denoted by x s (t). In order to avoid further confusion, instead of speaking about which strategies out of T that are chosen with non-zero probability, we can equivalently speak of which representatives to choose for given T = t. The set of representatives {x} for given t will be called a multisymbol of t.
B. Minimization of I(X; Y|T )
In the mutual information (11), the second member I(X; Y|T ) needs to be minimized. The question is how to choose the representatives {x s (t)} that constitute the multisymbol of t in order to minimize I(X; Y|T = t), which can be written:
The term H(X|T = t) is constant and does not depend on the choice of the multisymbol:
Therefore, the multisymbol of T = t should be chosen such that H(X|Y, T = t) is maximized.
The example with F = 3 on Fig. 7 provides some intuition. Only some of the possible inputs y are shown. H(X|Y = y, T = t) is maximized if the number of representatives x that can produce y with nonzero probability is maximized. Thus, for each t, the representatives in the multisymbol should be chosen with minimal possible Hamming distances among them, such that they "look alike" as much as possible. This is proven in Lemma 2. We first need to prove a technical lemma, which we state without proof:
Lemma 1: If the multisymbol {x s (t)} for given t is selected such that for each s = 0 . . . F −1 the Hamming distance is d H (x s (t), x s+1 (t)) = 1, then for any s and any
If the i−th components of x s (t) and x s+k (t) are equal x s,i (t) = x s+k,i (t), then x s,i (t) = x s+j,i (t) for each 0 < j < k.
Lemma 2:
The value of I(X; Y|T = t) is minimized if the multisymbol {x t (s)} is chosen such that the Hamming distance d H (x s (t), x s+1 (t)) = 1 for each s = 0 . . . F − 1.
Proof: We show that the lemma is true by construction. For brevity, we do not always write explicitly conditioning on T = t, although it is assumed. Then we need to minimize I(X; Y) = H(X)−H(X|Y). As stated through equation (16), H(X) is constant and independent of the choice of the representatives, such that in order to minimize I(X; Y) one needs to maximize H(X|Y). For a chosen set of F + 1 representatives, we denote
which outlines the fact that the occurrence of certain x depends only on the number os ones s contained in x. The probability of observing the output y = y 1 y 2 . . . y F is given by
where p is the erasure probability, B(y) is the number of erased packets in y, and g(x, y) = 1 if P Y|X (y|x) > 0 and is 0 otherwise. Clearly, g(x, y) = 1 if for each i = 1 . . . F either y i = x i or y i = α. Then, for each y for which P (Y = y|T = t) = P (Y = y) > 0, we can write:
Thus, for fixed set {p s }, it can be easily checked that H(X|Y = y) is maximized when the number of representatives x that have g(x, y) = 1 is maximized. The average entropy is
If if B(y) = 0, then H(X|Y = y) = 0. When B(y) = 1, there are two types of outputs:
(1) y for which there is a single s = 0 . . . F such that g(x s , y) = 1, and (2) y for which there is s = 0 . . . (F − 1) such that g(x s , y) = g(x s+1 , y) = 1. Namely, the Hamming distance
) is either 1 or 3 and if d H (x s , x s+1 ) = 1, then the output y in which the symbol x i at which x s and x s+1 differ is erased has g(x s , y) = g(x s+1 , y) = 1. Then it follows that Assume now that the set of representatives is selected such that for each s the Hamming distance is d H (x s , x s+1 ) = 1. From the first part of Lemma 1 it follows that d H (x s , x s+k ) = k.
Using the second part of Lemma 1 it can be shown that if there is y such that g(x s , y ) = g(x s+k , y ) = 1, then it must be g(x s+j , y ) = 1 for each 0 < j < k. This follows from the fact that if the erasures in y are covering the positions where x s and x s+k differ, then these erasures will cover also the positions where x s differs from any x s+j , where 0 < j < k.
Consider now the set of outputs with B(y)
and y 2 with the same pattern of erasures (i. e. the erasures are at the same positions), such that the set {x s , x s+1 , · · · x s+d } is partitioned in two subsets, where the elements of one subset can produce y 1 with nonzero probability, but not y 2 , and vice versa for the other subset. It can be easily checked that such a partitioning cannot increase the contribution to the entropy H(X|Y) from y 1 and y 2 . Applying the same argument for all possible outputs y proves the lemma.
An example of a multisymbol with representatives that have minimal possible Hamming distances when F = 5 is {00000, 00001, 00011, 00111, 01111, 11111}. We call this multisymbol basic and, in general, is defined as follows:
Next, let X r be a particular multisymbol. Let us pick one permutation of size F and define the operation Π(X r ) over the set X r in the following way: each element x ∈ X r is obtained from one element x of X r by rearranging the components of x according to the same selected permutation. For example, if F = 3, the set of representatives is X r = {000, 001, 101, 111} and the permutation used to define Π(X r ) is 132, then the obtained set of permuted representatives is X r = {000, 010, 110, 111}. The permuting operation does not change the set of Hamming distances among the elements of X r , which implies that H(X|Y) is invariant under such a permutation. Next, we want to show that any set of representatives of t that minimizes I(X; Y|T = t) must be obtained by a permutation of the basic multisymbol.
Lemma 3: Any multisymbol that achieves the minimal value of of I(X; Y|T = t) must be one of the F ! possible permutations Π(X b ) of the basic multisymbol X b .
Proof:
The proof is given in Appendix 1.
Combining Lemma 2 and 3, we have proved the following:
Theorem 1: A necessary and sufficient condition to minimize I(X; Y|T = t) is that the multisymbol of t is a permutation of the basic set of representatives.
Corollary 1: The number of different multisymbols that have minimal I(X; Y|T = t) is F !.
If the multisymbol for each t is a permutation of the basic multisymbol, then I(X; Y|T = t) = I m is constant (minimal) and independent of t, such that
C. Achieving the Capacity with Uniformly Distributed Input Set T Our objective is to find T and a multisymbol for each t such that (22) is satisfied with equality. For the erasure channel C XY = F (1−p) which is achieved with uniform P X (x) = 2 −F .
Consider the example with F = 4. The set X has 2 F = 16 elements partitioned in five subsets, X s , s = 0, 1, . . . , 4 with cardinalities |X s | = clarity, we have denoted how the columns are corresponding to the subsets X s . For given T = t and s there is only one x ∈ X s for which P X|T (x|t) > 0. In this example it can be checked that T the uniformly distributed P (T = t) = 1 12 results in uniformly distributed X, but this is not possible if |T | < 12, as proved with the following theorem. However, as the example in as Section V-D shows, with |T | < 12, it is possible to get an uniform P (x) = 1 16 using a non-uniform distribution over T .
Theorem 2:
The minimal size of uniformly distributed input T that can achieve the capacity in the combinatorial model with packet erasures and m = 2 packet types is lcm
Proof: We denote L = |T | and P (T = t) = 1 L for each t ∈ T . The transition matrix of T −X is P = P 0 P 1 · · · P F , where P is L×(F +1) matrix and for given s = 0 . . . F , P s is an L × F s matrix. Since for each T = t there is a single representative in each X s , each row of P s has one nonzero element and the sum of each row is P S (s). Furthermore, all the nonzero elements of a single column of P s are equal to P S (s). Assume that x corresponds to the k−th column of P s and l k is the number of non-zero elements in that column, then
which follows from the uniformity of the the distribution over
needs to be an integer for any s, the minimal L that satisfies it is lcm
Next we investigate whether all the multisymbols {x s (t)} can be selected to be permutations of the basic multisymbol, as requested by theorem 1, such that I(X; Y|T ) = I m . This in principle should be possible, as the number of permutations of the basic set is F !, while we use only
multisymbols and clearly L ≤ F . For the example with F = 4, the set of L = 12 multisymbols can be selected as on Fig. 9(a) . Multisymbols can be represented by a directed graph, see Fig. 9(a) . Each node in the graph represents a particular x ∈ X . An edge exists between x s ∈ X s and x s+1 ∈ X s+1 if and only if the Hamming distance is d H (x s , x s+1 ) = 1.
The edge is directed from x s to x s+1 : two nodes are connected if they can belong to the same multisymbol for given t, such that the multisymbols attains I(X; Y|T = t) = I m . A multisymbol is represented by a path of length F that starts at 00 · · · 0 and ends at 11 · · · 1.
To each edge in the graph we can assign a nonnegative integer, which denotes the number of multisymbols that contain that edge in the correspondent path. On Fig. 9(b) , each edge that starts from 0000 has a weight 3, each edge between an element of X 1 and X 2 has a weight 1, etc.
The weight of each edge between x s and x s+1 can be treated as an outgoing weight for x s and incoming weight for x s+1 . Now the proof that it is always possible to select the multisymbols such that I(X; Y|T ) = I m , when the number of input symbols is L = lcm and the distribution over T is uniform, then the multisymbols can be chosen such as to achieve the capacity of the secondary channel.
Proof: The proof is given in the Appendix.
If F = 4 it turns out that ms F −s is always an integer, such that all the outgoing/incoming weights to the same node are identical. This is not the case if, e. g., F = 7, then L = 105, m 1 = 15 and
, such that each node from X 1 has 3 outgoing edges of weight 3 and 3 of weight 2.
D. Non-uniform Distribution over the Input Symbols
In this section we show that if non-uniform distribution is used over T , then capacity can be achieved even with |T | < L = lcm . We show an example with F = 4 and |T | = 8 < 12. The probability distribution of the input symbols T is P T (t) = 1 6 for t = 1, 2, 3, 4
and P T (t) = 1 12 for t = 5, 6, 7, 8. In the following we specify only the nonzero members P, the transition matrix for the channel T − X. Note that the notation is slightly abused, with e. g.
P (0001|T = 1, 5) meaning P (0001|T = 1) or P (0001|T = 5)): P (0000|T = t) = P (1111|T = t) = 1 16 for any t = 1 . . . 8; P (0001|T = 1, 5) = P (0010|T = 2, 6) = P (0100|T = 3, 7) = P (1000|T = 4, 8) = 4 16 P (0011|T = 1) = P (0110|T = 2) = P (1100|T = 3) = P (1001|T = 4) = 6 16 ; P (0101|T = 5, 7) = P (1010|T = 6, 8) = 6 16 , and P (0111|T = 1, 5) = P (1110|T = 2, 6) = P (1101|T = 3, 7) = P (1011|T = 4, 8) = 4 16 .
The general case of T − X with non-uniform distribution on T and minimal required size |T | to achieve the capacity is outside of the scope for this paper and is a topic of ongoing work.
E. A Case Without Errors, an Outer Bound, Asymptotic Capacity, and the Permutation Model
In absence of errors Y = X, such that I(T ; Y) = I(T ; X) and the capacity is
When there are no errors, the state s is always known also at the receiver and for that case [7] describes an alternative communication strategy: Each state is seen as a different sub-channel and both the transmitter X and the receiver Y know which sub-channel is used in a frame. Let times. The sender segments the message into sub-messages and each sub-messages is sent over a separate sub-channel. The sub-message that is to be sent over the sub-channel defined by s contains approximately nP (s)r ( F, s) bits. If during the i−th channel use the sender observes that the state s, then it takes the next r(F, s) bits from the corresponding sub-message. Thus, the whole message is sent by time-interleaving of all the available sub-channels.
To derive a simple outer bound on the capacity with p > 0, let us assume that the receiver Y always knows perfectly s. Then again the strategy with sub-messages and time-interleaving can be used. However, each sub-channel experiences packet erasures, and the capacity is
This provides an outer bound on the capacity in the original system, in which the receiver cannot observe perfectly the current frame state.
For the asymptotic case F → ∞ we consider a single frame (channel use). and let us consider a single frame. The state becomes typical and, with high probability, s ∈
, where → 0 as F → ∞ . We sketch how the capacity can be achieved in this case. First note that it suffices that the T is
, where the latter is assumed to be integer. Then a multisymbol for each T = t has representatives in the sets X s , where s ∈
. If a state s outside of that interval occurs, then an arbitrary x is sent. With this strategy, there are some x ∈ X s with s >
that are unused, but this is asymptotically negligible, and it can be shown that
where C F is the capacity when the frame size is F . In other words, the normalized capacity approaches the capacity of a binary erasure channel, which is expected.
We briefly consider the special case of the permutation model, discussed in [7] . Now in each frame there are F ! possible arrangements of the packets and thus C = log 2 (F !) information bits.
The key feature is that the state of the frame is constant and does not change randomly. As the analysis in [7] shows, when erasures occur with probability p, the capacity is:
where
When F → ∞, the capacity converges to [7] :
The following remark is in order. When F → ∞, reliable communication does not need to use coding over multiple frames, but it can be done by allowing restricted set of permutations within a frame. In other words, one can select randomly 2 C out of F ! possible permutations and each of them can be transmitted with arbitrarily low probability of error as F → ∞.
VI. NUMERICAL RESULTS AND EXAMPLES
In this section we provide some illustrative results. Fig. 10 compares the capacity of the combinatorial model with two packet types 0, 1 with its outer bound (24) as functions of the probability of packet erasure. When the probability of packet erasure goes to zero, the capacity converges to the outer bound, since the knowledge of the state at the receiver has less significance. Fig. 11 shows the capacity of the combinatorial model and the outer bound with two packet types, as well as the capacity of the permutational model. The reference is the capacity of F channel uses of a binary erasure channel, which is equal to F (1 − p). As F increases the difference between the models that use only two possible inputs stays almost fixed, while the capacity of the permutational model increases rapidly due to the large number of possible inputs.
We now illustrate the application of protocol coding with reordering of user resources to the WiMAX system. In WiMAX [1] , the downlink and uplink control information is transmitted at the beginning of each frame, which includes preamble, frame control header (FCH) and and UL MAP (Uplink Medium Access Protocol) messages in the beginning of each frame [23] .
Protocol coding is implemented by reordering the slots allocated in a frame. The secondary users for which this information is intended have only to read the broadcast DL MAP and UL MAP messages. For example, when the number of slots reserved for each of the SSs is 6,9,2,10,7,6,10,15,15,20 respectively, 289 secondary bits can be sent by reordering of the resources. Assuming a frame duration of 5ms, this translates to we can have ≈ 58 [kbps] of additional information, which is in the frame headers that are robustly protected [24] . In order to get an idea about the the distance where the MAP message is "detectable", compared to the information data, we resort to the propagation model in [24] , with the total path loss is given 
VII. DISCUSSION
We used a simplified model, in which the set of packets sent in a given frame is independent from the other frames. In practice this is rarely satisfied, since buffering at the primary scheduler and/or packet retransmission due to errors creates dependencies between consecutive frames. In such a case, Shannon's result is not directly applicable and instead we need to use a more general model in which the sequence of frame states is not memoryless (see Section 6 in [22] ).
Another aspect is the freedom of in reordering user resources. For example, if in the case of WiMAX the scheduler puts each user on a channel where she can achieve a high data rate, then the freedom to permute users across channels becomes restricted. It is incorrect to say that protocol coding is not applicable once such restrictions are put by the primary system, but it should rather be observed that the secondary capacity is decreased. This reiterates the observation that protocol coding can be used as a measure of how optimally given primary system operates.
We have mainly discussed the case of the combinatorial model with two possible packet values 0, 1. In general, the number m of possible packets in a frame can be 1 ≤ m ≤ F , where the special case m = F corresponds to the permutation model. As coding strategies, it is relevant to consider the permutation codes used in power line communication(PLC) [12] . The main idea is to send information by using M −ary Frequency Shift Keying (FSK). There are M available orthogonal frequencies and transmission is done by creating a time sequence by which the frequencies are activated. This corresponds to a permutation without repetitions of size M and the correspondent codes can be used as coding strategies in our permutation model. The main idea is to define a Hamming distance between two permutations and only permutations that are sufficiently distant are eligible for transmission in order to minimize the probability of error.
A more general case is the one where the transmission symbol (frame) has F > M frequencies and the i−th frequency appears f i times, such that
The codes used in that case are termed constant composition codes [13] . However, the main design constraint for permutation codes in PLC scenarios is not to create a disturbance to the electric power. This implies that there is a freedom to choose the set {f i } as long as the power constraint is satisfied; on the contrary, in our model the secondary transmitter must reckon with the set {f i } provided by the primary communication system. Nevertheless, the code design from frequency permutation arrays in PLC may be used to select the components of the multisymbols for protocol coding.
VIII. CONCLUSION
We have introduced a novel class of communication channels with protocol coding, i. e. the information is modulated in the actions taken by the communication protocol of an existing, primary system. In particular, we have considered strategies in which protocol coding is done by combinatorial ordering of the user resources (packets, channels) in the primary system. This creates a secondary communication channel. The possible applications leverage on the fact that the secondary channel relies on transmission of robustly encoded control data in the primary system, such that a secondary channel can be used as a low-rate reliable channel. That is the main difference with respect to the existing works, in which communication using user resources has a steganographic usage. Another contribution is that we have introduced communication models for computing the capacity of such secondary channels under suitable restrictions imposed by the primary systems. We have related this capacity to Shannon's results on channels with causal channel state information at the transmitter (CSIT). Next, using the specific structure of our model, we have devised an alternative framework that helps to compute the capacity, but also gives an insight in the coding strategies that are approaching the capacity.
A question for future work is how to compute the capacity and which coding strategies to use when the scheduling process in the primary system is generalized (buffering, retransmission, etc.). Another direction is to compute the capacity under error models different from erasures.
In practice, a secondary channel can be defined over virtually any existing wireless system and it is of interest to find the coding strategies that are suited to a certain primary system. Lemma 2 is not satisfied, which contradicts the assumption that X r minimizes I(X; Y|T = t).
2) Proof of Theorem 3: Since L divides each F s , the number of multisymbols that contain
. The number of outgoing edges from x s is (F − s), while the number of incoming edges to x s is s. The sum of incoming weights and the sum of outgoing weights for x s is equal to m s . Note that the average outgoing weight for x s is ms F −s , while the average incoming weight for any x s+1 ∈ X s+1 is m s+1 s+1
. However, the following holds
i. e. the average outgoing weight from X s is equal to the average incoming weight at X s+1 , which is a necessary condition for the multisymbols that achieve the secondary capacity. We now prove that for each outgoing weight from X s there is a matched incoming weight at X s+1 .We choose the weight of each edge to be either
. Then b weights have to be chosen to be equal to
, where b is given by
We need to ensure that the sum of incoming weights for x s+1 is m s+1 . There are s + 1 incoming edges at x s+1 . The weight of each incoming edge is also either w 1 or w 2 , since
. In order to satisfy the condition that the total incoming weight of x s+1 is m s+1 , d weights should be chosen to be equal to w 2 , where d is given by
If (28) and (29) are satisfied, then b
needs to be fulfilled, which follows from
and the equality of average incoming/outgoing weights. For each outgoing weight from X s there is a matched incoming weight at X s+1 . Since L ≤ F !, it will be always possible to select L different paths. Fig. 6 . Example choice of the probability distribution P X|T with F = 2 and T = {1, 2}. The transition probabilities on the channel X − Y are not marked, but it is assumed that each packet 0 or 1 can become erased independently with probability p. Fig. 11 . Comparisons of the capacity for the combinatorial model, outer bound, permutation model, and the capacity of F channel uses for a a binary erasure channel. The probability of packet erasure is p = 0.1.
