Absrracr-We study the problem of localizing repair packets when packets are lost during multicasts. When repair packets are multicasted, a highly l w y receiver may swamp the entire multicast "group" with duplicate repair packets thereby wasting bandwidth; thus, the protocols need repair locality.
I. INTRODUCTION ELIABLE multicast protocols need to address the issue of R recovering from packet losses. The crux is to design a protocol that scales to tens of thousands, or even millions of receivers since the added controI complexity of multicast has a greater payoff with such large numbers of receivers. Scalability is thus an important problem in reliable multicast, and it is a well-studied one. Many clever protocols have been proposed, e.g., SRM [5] , RMTP[18] , SHARQFEC [Ill, TMTP [28] , to name a few; the resource web site [ 11 gives an extensive background.
A natural approach to recover from packet losses is to make the sender retransmit the lost packets to individual receivers. However, such sender-centric retransmission does not scale well. In a large-scale multicast session, the probability that a given packet is lost by any one of receivers is rather high; thus, the sender may end up retransmitting every packet. Additionally, if a packet is lost near the sender in the multicast tree, most receivers would lose that packet. This leads to repair traffic that is proportional to the session size, which is prohibitive. We may avoid this problem by allowing the sender to multicast the retransmission. However, as recent MBone studies [27] This work is suppoxted in part by NSF CAREER ANI-987565 1.
0-7803-5880-5/00/$10.00 (c) 2000 IEEE indicate, many packet losses are not correlated, and different receivers may experience different loss rates. This leads to the repair-locality problem wherein repair traffic is not localized to its desired receivers, but rather multicasted to all. When retransmission is multicasted, receivers may thus end up receiving many "unwanted" packets in the repair traffic. Sender-centric retransmission schemes also suffer from the well-known implosion problem in which the sender is potentially flooded by control traffic (request for packets, negative acknowledgment from receivers, status requests, etc). Much of the research in multicasting addresses the repair locality and implosion problems.
The popular consensus for addressing these problems now seems to be to effectively delegate the responsibility of recovery to the receivers. SRM [SI. perhaps the most popular scheme for reliable multicast, allows receivers to multicast requests to the entire group. Any receiver with requested packets can multicast it. With clever use of randomized timers and suppression, SRM effectively solves the implosion problem. Unfortunately, S F W does not solve the repair locality problem. This problem is alleviated, but not entirely solved, by local and hierarchical scoping (grouping of receivers) [22] .
There are tree-structured protocols such as Rh4TP [18], TMTP [28], and LBRM [SI that solve the implosion and repair locality problems by imposing a logical tree structure to the multicast session. Specialized receivers located at the root of the sub-trees of the logical tree receive requests and effect retransmission only to.their own children in the tree. These protocols work without any router support, but they need specialized receivers. There are other protocols such as PGMP [24] and LMS [I71 which propose to modify the routers in order to localize repair packets to the region where they can be most effective.
For these protocols to be effectively used, "special" receivers (or routers) need to be widely deployed. Managing the logical tree involving a large number of specialized receivers under network partition or machine failure would create an enormous administrative burden.
Another approach to solving both the implosion and repair locality problems is to use forward error correction (FEC) The FEC approach can be employed in any of the protocols [211, [201, u11. we have described so far such as SRM, tree-based protocols etc.
A noteworthy example is the SHARQFEC protocol [ l l ] that combines hierarchical scoping and hybrid FEC/ARQ. It breaks the entire multicast group into hierarchically nested scopes and designates a receiver within each scope as the "zone closest receiver" (ZCR). After receiving each data block, each ZCR proactively multicasts FEC packets to the receivers in its scope. Since proactive FEC packets and SRM-style suppression can reduce much of repair and request traffic, a scope can contain many more receivers than a sub-tree in tree-based protocols. Therefore, the number of ZCRs needed is fewer than the number of designated receivers needed in tree-based protocols. In [ 1 11, it is shown that with scopes as large as 500 receivers, SHAR-QFEC can potentially scale to millions of receivers.
To summarize, scoping and employing FEC together with suppression techniques, leads to reliable multicast protocols that are suitably scalable. However, two main issues remain unresolved, namely, how many FEC packets need to be transmitted in a scope, and what is the suitable protocol to schedule the transmission of these FEC packets. Most existing schemes force the sender to multicast as many FEC packets as that needed by the most lossy receiver. This is effective only if all the receivers within a scope have similar loss rates. Unfortunately, in most existing protocols, scopes are not defined by the loss rates of receivers. In [ 6 ] , [22] , scopes are defined to be receivers within a certain "hop count" or time-to-live (TTL), and hence based on physical locations. Administrative scoping incorporated into multicast addresses [9] is likewise based on physical locations. SHARQFEC [ 1 I] also defines scopes based on the physical regions, cities, suburbs, etc. Inevitably, a large scope defined only by physical locations comprises receivers with widely varying loss rates; thus, receivers with low loss rates receive far too many redundant repair packets, and the overall repair traffic is excessive.
We present a novel protocol called Layered Multicast Recovery (LMR). Briefly, it works as follows. A multicast session is allocated multiple (a small number of) multicast group addresses. The sender proactively multicasts different amounts of FEC packets to different multicast groups. Each receiver joins a subset of the groups that together provide at least as many FEC packets as it needs under its current estimate loss rate. (Most receivers would receive a few more than what they seek.) If its transient loss rate exceeds the estimate and the number of received FEC packets is not sufficient, a default reliable multicast protocol is initiated to obtain the rest of the FEC packets needed through retransmission (we call the traffic generated by the retransmission protocol reactive).
A technical issue that arises is how to determine the number of repair packets to be sent in each multicast group. This must be done judiciously in order to minimize the number of "redundant" or excess repair packets received by the receivers. We present two algorithms for this. The first is a highly efficient algorithm that provably minimizes the redundant traffic; its running time is independent of the number of receivers in the session. However, the algorithm requires the source to know the repair requirements of every receiver in the multicast group, and is subject to the acknowledgment implosion problem. To remedy the implosion problem, we develop a second algorithm Our Contributions.
which is a heuristic. This algorithm achieves similar repair locality as the optimal algorithm in most network topologies, but does not require as much global knowledge.
We can employ the LMR scheme with existing reliable multicast protocols to enhance their repair locality, and scalability.
We have integrated our solutions with SRM, a tree-based protocol, and a hierarchically scoped protocol. The resulting protocols are substantially enhanced versions of their original in their scalability, as our experiments show. In this paper, we describe in detail our implementation based on SRM.
We review the repair locality problem in Section 2. We present our protocol Section 3. We present our simulation results in Section 4. There is a rather large body of work related to scalable, reliable multicasting; we discuss some relevant ones in Section 5. We present concluding remarks as well as potential limitations of our work in Section 6.
Organization.

THE LMR PROTOCOL
We first outline LMR for a single scope where the sender is the only node that can proactively multicast FEC repair packets. Then we show how it can be integrated with SRh4 [ 5 ] . Details of how LMR can be applied to hierarchical scopes and tree protocols can be found in [ 191.
A. Outline of LMR protocol
The sender has a fixed number of multicast groups go,g1,. . . , gK, where K is a small constant ( K is at least 2).
K is typically less than B , where B is the number of packets in a block (typically less than 100). The sender multicasts data blocks to multicast group go which we call the base group. The other multicast groups are called repair groups.
Depending on the number of multicast groups allocated to the sender, the protocol runs in one of two modes: static or dynamic.
Typically, if K is larger than B / c where cis a small constant and a protocol parameter, the static mode is chosen; otherwise, the dynamic mode is chosen. The mode of LMR is determined at the beginning of the session. Static Mode. In the static mode, the sender always transmits 4z = [B/K1 FEC packets to group gi. No feedback is necessary. If there are sufficiently many repair groups, the sender can transmit the groups of repair packets in a fine granularity; hence, the redundant traffic is minimal. For example, when K 2 B/2, each receiver gets at most one more repair packet per block than it requires since at most two repair packets can be sent to each repair group. Dynamic Mode. Each receiver i periodically estimates the number of repair packets fi it needs. fi is computed based on i's loss rate that is estimated through a simple exponential weighted moving average; this estimation is based on the assumption that persistent loss rates tend to vary slowly. The sender determines the number of repair packets to send to each group based on feedback from receivers indicating the number of repair packets that is needed.
The sender includes the information about the distribution of repair packets in each packet it sends out. We call this the repair group information (RGI) We assume that the transmission rate of data and repair packets is governed by a flow and congestion control mechanism which is outside the scope of this paper. It might seem counterintuitive for a receiver to be subject to more repair traffic under higher packet loss rates. However, it is quite natural that an error recovery protocol (that runs on top of a flow and congestion control protocol) adds more repair traffic as more packets are lost. For instance, in TCP, the sender retransmits more repair packets under higher loss rates than new data packets. It is the job of flow control to determine the rate that packets (regardless of data or repair) are transmitted to each receiver, The error recovery protocol merely dictates which packets to send. Transmission protocol. The overall transmission protocol works as follows. The sender multicasts the data to the base group go. Immediately after that, the sender multicasts a group of q5j FEC encoded repair packets to gj, in increasing order of j's. Two consecutive repair packets are delayed by Af units of time in order to reduce the effect of burst losses (in our simulation, we set it to three packet intervals). this scheme ensures that the transmission rate of the sender must be about the same as that in non-layered hybrid ARQ protocols. Receiver's Protocol. Based on the latest RGI, a receiver i decides to be in a subset of repair groups as described below. It always belongs to the base group go. Then it finds the minimum T, T 5 K , such that the sum of 41 to 4,-is at least as large as fi, and joins multicast groups gl, 92,. . . , gr. Thus if a receiver joins gj, then it has to join groups from g1 to gj-1. Since repair packets in gk, 1 5 k 5 K -1 are always transmitted before those in gk+1, this rule allows receivers to recover from losses as soon as possible. This is the layering aspect of our protocol. As network loss rates vary, a receiver dynamically join or leave multicast groups to tailor the number of repair packets received. The cost of joining and leaving a multicast group would require the subnet router of the receiver to send one graft or prune message propagating up to the nearest turning point (branch). The join and leave cost is much cheaper than the cost for the receiver to multicast a retransmission request.
If the number of packets lost per block by a receiver (including data and repair packets) is larger than the incoming repair packets from its current repair groups, then the packet losses are irrecoverable. In that case, the receiver initiates a request for additional transmission of FEC repair or data packets from the sender or other receivers who recover the same block. The specifics of how this request is handled depends on the type of reliable multicast protocols being integrated with LMR. More details can be found in Sections 11-D.
B. Estimating proactive repair packets needed
The number of FEC packets a receiver needs depends on the rate and pattern of its losses. We adopt the standard model for packet losses found in the literature [3] , [21] , [14] . The data packet losses are assumed to undergo burst losses which are described by a two-state model: one state (referred to as state l ) represents a packet loss, and the other state (referred to as state 0) represents the successful receipt of the packet. If the system is in state 0, the probability of staying in state 0 is CY, and the probability of switching to state 1 is 1 -CY. If the system is in state 1, the probability of staying in state 1 is p and the probability of moving to state 0 is 1 -/3. Both parameters CY and p can be obtained from the measured mean loss rate and burst length.
Each FEC packet belonging to the same block is separated by A, time distance. A, is set large enough to force the losses of FEC packets to be almost independent. (It was reported in [3] that periodic UDP packets separated by as little as 40 msec tend to undergo near-independent losses.) Thus, we assume that FEC repair packets undergo independent random losses. Hence, they are described using a binomial distribution; again, the independent loss probability is known from measurements. The losses of data packets (in multicast group 0) and those of FEC packets are assumed to be independent.
We can calculate the following two quantities efficiently. Let P(f, i) denote the probability of receiving j packets out of f FEC repair packets; it can be computed simply from the definition of the binomial distribution. Let D(B, i) be the probability of receiving i data packets out of a block of B data packets under the two-state model. D ( B , i) can be computed using dynamic programming in time O(B2) using the recursive definition of D in [Zl] .
Two parameters are relevant. The first is p. the probability of recovering a block when the total number of repair packet in the multicast groups the receiver belongs to is f . That is, if i packets are received from the base group, at least (B -j,) FEC packets are needed from the repair groups in order to recover the block.
The second parameter of relevance is the expected wasted bandwidth due to redundant FEC repair packets. Let E X ( B , f ) be the expected number of packets received when f FEC packets are used to protect B data packets. It is easy to see
the normalized expected bandwidth wastage is E W ( B , f ) = One approach to estimate the FEC repair packets for a receiver would be to set p very close to 1; that would give a value for f . This approach requires FEC repair packets to protect transmission even from very rarely occurring events such as a large number of data packets in the block being lost and/or FEC packets being continually lost. Thus, it tends to ask for far too many packets and wastes bandwidth. A more appropriate approach is the one we adopt here, namely, find the number of FEC repair packets that would maximize the probability of recovery given the expected wasted bandwidth is bounded by an acceptable amount for a receiver. Since different receivers may be able LO tolerate different amounts of wasted bandwidth, this approach would allow receivers to wage their own "risk" in getting FEC repair packets. In our simulation, we vary the tolerable wasted bandwidth between 5% to 20% of the total forward bandwidth.
C. Luyering nlgorithnis
The issue we left open in the previous section is how to determine the 4i's for various repair groups. We first describe the optimal algorithm, and then describe a heuristic algorithm for 0-7803-5880-5/00/$10.00 (c) 2000 IEEE determining F that minimizes the "redundant" traffic sent to all receivers.
C.1 Optimal layering
Formally our problem is as follows. We have n receivers; the ith receiver has a demand ft >_ 1 (of FEC packets). Say maxi fi 5 U. We are given a parameter K which is the number of repair groups. Our goal is to choose $ l , # z , . . . , #I(, 4% 2 1. Here, q5i is the number of FEC packets sent to the multicast group i by the sender. All 4i.s and fi's are integers. Each receiver i joins the multicast groups 1, --. , j such that $! 2 fi and j is the smallest integer with this property. The cost for the ith receiver is #[) -ft, where j is as above, and the total cost is the sum of the cost for each receiver. (Note that the cost for a receiver is the number of redundant packets received by it.) The problem is to find the solution (4i's and their ordering Although the session size n is large, U is substantially small; typically U 5 20. K is small as described earlier.
This problem is somewhat related to the facility location problems which have been a subject of intense study even recently in the Theoretical Computer Science community. There the focus is on the case when U is much larger than n and the "distance function" between fi's is fairly sophisticated. These problems are often NP-hard, that is, polynomial time solutions are unlikely unless P = N P , a outcome not suspected to be true.
Hence, much of the research has focused on developing good approximate solutions [23]. In contrast, in our problem, n is very large compared to U and the distance function is simple. In this paper, we show that our problem can be solved in running time which is a small polynomial in U and K , independent of n; the solution we obtain is guaranteed to be optimal.
It suffices to consider the problem of finding the cost C in the optimal solution -recall the definition of the cost from above. A particular solution of 4i's with this cost C can be easily retrieved from our description below.
For now, let us consider the subproblem in which our goal is to find the optimal solution using C repair groups for receivers which request at most i FEC packets, that is, f3's, 1 5 f j 5 i 5 U . Say this solution is $1,. . . , #e. We denote its cost by S(i,C). We denote cizf by SS(i,C), which is the total number of FEC packets sent out by the sender in the optimal solution of the subproblem under consideration. The following observation, although simple, proves to be the key. Informally, it says that the number of FEC repair packets sent by the sender in the optimal solution of the subproblem summed over all the multicast groups 1, . . . , is the maximum number of FEC repair packets requested by any receiver which requested no more than i packets. Formally (proof is simple and omitted), It is easy to see that C ( a . . . b ) = Colfy5b (SS(b) -f,,) . In order to solve our problem, it suffices to compute S(U, K).
We compute S(U, K ) using dynamic programming. We ini- 
Thus it takes O(U2) time to compute the 2 table.
I
Based on the arguments above, we have our main result:
Theorem 11.3: The optimal solution S(U, K) can be determined in time O ( U 2 K ) . We make two remarks about our result. 
C. 2 Heuristic layering
The sender needs to know the number of repair packets needed by each receiver in order to compute the optimal layering, and thus, requires feedback from every receiver. As the number oE receivers increases, feedback implosion limits the scalability of the protocol. To avoid feedback implosion, heuristics can be used to compute F = {$I, . . . #K} without relying on as much global knowledge as the optimal algorithm. In latter sections, we use the performance of the optimal algorithm as a yardstick to gauge the performance of the heuristics.
Many heuristics are possible. Here, we suggest a simple protocol that runs in rounds. At the beginning of each round, the sender multicasts a repoil message. Upon receiving the report message, each receiver i computes an estimate fi, and sets its is the current maximum delay from a receiver to the sender, and Di,s is the current delay from receiver i to the sender. When the timer expires, the receiver multicasts feedback containing fi if and only if it has not received any feedback containing a value larger than fi in the interim. The sender selects the maximum f i received within time period D,,, after sending the report message to be f m o x . Note that it is possible to compute delays between every pair of receivers E161 in a scalable fashion.
In this algorithm, receivers are subject to no more than [ f m a x / K ] -1 redundant repair packets (if the same loss rate persists). The performance of the algorithm degrades when the distribution of loss rates within a scope is highly skewed between l and fmas. For instance, while one receiver requires 16 repair packets (note that fmar cannot be bigger than B), say the rest of receivers requires one repair packet. If K is two (which is the minimum), then all other receivers will be subject to 7 redundant repair packets per block. However, the performance improves linearly with K . In the above example, if K = 4 , then the maximum number of redundant packets reduces to four.
D. Integrating with a reactive protocol
Since receivers cannot predict the transient loss rates accurately, they may be times when they need more repair packets than what they receive from their repair multicast groups. Then LMR may fail to recover a block. When that happens, we need to employ a reactive repair protocol which gets repair packets upon requests from receivers. In this section we describe how to use SRM to recover the blocks that cannot be recovered by LMR. (The description on the integration of LMR with a treebased protocol is omitted due to the space constraint.)
When a receiver fails to recover a block, it multicasts the request for additional transmission as in the SRh4 protocol.' We now describe the SRM-style protocol in detail. Requests. When a receiver T fails to recover a block, it sets its request timer in the same manner as specified by the SRM protocol. That is, the delay is chosen uniformly from the interval
21[Clds,r, (C, + C~)ds,,]
, where C1 are C2 are protocol parameters typically set to 2; here, ds,,. is the receiver r's estimate of the one-way network delay time from the sender (5') to T during a multicast, and i is the backoff factor, which is described below. When the timer expires, it multicasts a request for FEC repair packets for its incomplete block. The number of repair packets requested is a tunable parameter that depends on the receiver's past experience on the number of duplicate repair packets, denoted d, it gets for each request. If a receiver requires y packets, then it may request [p/zl repair packets. If the receiver receives a request from another receiver for the same block before the timer expires, it increments its backoff factor i by one, and resets the request timer. NT packets from packets with sequence number between F and ( F + l)N,., This scheme increases the chance that receivers will get unique FEC-encoded repair packets. Note that the sender would not transmit more than B repair packets, and every node uses the same FEC-encoding scheme.
Repairs
SIMULATION
A. Siniulation setup
We implemented our LMR protocol using the UCBIVINT network simulator ns. We incorporated it into three well-known protocols, namely, the basic SRM, a hierarchical SRM, and a tree-based protocol; we compared their performance to that of SRM [ 5 ] , SHARQFEC [ 113, and ECSRh4 [7] respectively. Our overall experimental setup is very similar to the one in [ 1 I]. Topology. Our simulation experiments were run using variants of the hybrid mesh tree topology used in [l 13. The topology used in our experiments are shown in Figure 1 . Their configuration is identical to the ones in [ 1 I ] except for the loss rates assigned to each link. The sender at node 0 feeds data to a three level hierarchy of 112 receivers arranged as a mesh of 7 receivers each of which feeds balanced trees. Each of seven trees in the topology is an exact copy of one another, and three subtrees within each tree are also a copy of others. The links connecting the source to the top 7 nodes in each tree are 45
Mbits/s with all other links set to IO Mbits/s. The latency between any two receivers located within each tree was set to 20 ms for each link while the latencies used for the backbone links are shown in the figures. The loss rates for the links are varied over different parts of the networks. The loss model. To simulate a realistic loss behavior, we conducted transmission experiments over a transpacific link every 45 minutes between Oct. 10 and Oct. 13, 1998 , and recorded all the packets being received and lost. We gathered over 100 traces each 15 minutes long, and extracted the profile information of each trace which comprises the loss characteristics of every non-overlapping 300 ms segment. The loss characteristics include the number of instances of loss bursts of lengths from I to over 200. For each link in the networks shown in Figure  1 . we find a trace that undergoes the same average loss rate as that of the link, and use the trace to pick packets to drop during each 300 ms period. The loss rates for links are shown in Figure 1. The loss rates that receivers experience can be obtained by compounding the loss rates on the links from the sender to the receivers. In our topologies, they vary from 1% to 27.5%. 
IQ Reactive I
Every packet passing through a link -data, repair, request, and session -is subject to the same loss rate indicated on that link.
Transmission. Each simulation experiment starts the session at time 1 second, at which time nodes begin sending session messages, and after the initial bootstrap phase of 6 seconds, node 0 starts sending traffic at a constant bit rate of 800 Kbits/s. Each data packet is 1024 bytes. The sender stops transmitting data packets at time 16 seconds. The sender transmits 1024 packets for the 10 second period, and the total number of data packets received by all receivers is 114688 (1024 x 112 receivers). For all LMR experiments, unless we specify them otherwise, LMR uses the dynamic mode, K is set to 5, and B is 16. Note that at this transmission rate, each receiver will get approximately 10 packets over a 100 ms period. In LMR, every receiver, unless specified, determines the required number of FEC packets based on 5% bandwidth wastage threshold as described in Section II-B.
We focus on three categories of traffic: data (this comprises the original data packets), proactive (this is the traffic transmitted by the sender over and above the data packets without an explicit request from the receivers), and reactive (this is the traffic introduced by the sender or other receivers in response to the retransmission requests). The total redundant proactive (reactive) traffic is the total number of proactive (reactive respectively) packets that reach the receivers in excess of their requirements; total redundant traffic includes both. All ratios and percentages are with respect to the total data traffic received by all the receivers.
Parameters of interest.
B. Simulation result
Impact of layering.
We measure the impact of LMR in proactive FEC transmission schemes. We tested single-scoped SRM, LMWSRM with one repair group (denoted LMFUSRM( l)), and LMWSRM with five repair groups (denoted LMFUSRM (5)). The result of the simulation runs with block size 64 over 5%, lo%, 15%, and 20% of wasted bandwidth that each receiver chooses when computing the number of proactive FEC (5) is more than 20 times less than that of SRM. Since SRM does not add any FEC packets, its redundant proactive traffic is zero. However, its reactive redundant traffic soars to 41 1474 packets.
Since there are totally 114688 data packets, assuming that every packet is lost by some receiver, about 5 repair packets (including one repair packet that is not redundant) per data packet are multicasted to the entire session. We also note from the runs that having more repair groups tends to add more reactive traffic. This is because LMWSRM( 1) aggressively subjects receivers to a large amount of proactive traffic and successfully reduces the chance that further repair packets are needed. Furthermore, as receivers request more proactive repair packets (i.e., increases wasted bandwidth), the effectiveness of LMR reduces. This is the case in that under 20% wasted bandwidth, the proactive redundant traffic of LMWSRM( 1) is about 2 times more than that of LMIUSRM (5) whereas under 5 % wasted bandwidth, the proactive redundant traffic of LMWSRM(1) is about 3 times more than that of LMWSRM(5).
Comparison of FEC recovery techniques.
We now compare the performance of LMR with that of other existing FEC recovery schemes. Figures 5, and 6 show this comparison in terms of the average number of packets (of all categories stated above) per receiver received during each 100 ms period. In all simulation tests, the transmission finished at approximately the same time for all the protocols; thus, their throughput is similar. However, they differ in how efficiently they use the bandwidth as described below.
We first compare the performance of LMWSRM (5) to SHAR-QFEC in Figure 5 . SHARQFEC forms three-level hierarchy with 29 nesting scopes from the simulation topology in Figure 1 where each bounding circle represents a separate scope, and the roots of 7 trees forms another scope. The root of all the trees in the topology and the sender are ZCRs. SHARQFEC generates only 15% less redundant traffic than LMWSRM. This result is very encouraging for LMWSRM because it is only a single scoped protocol while SHARQFEC is extensively scoped. Since SHARQFEC uses 29 scopes of less than five members, the simulation experiment shows excellent repair locality. However, these scopes come with additional cost of maintaining the scopes and ZCRs. This result suggests that LMR can enhance the repair locality of SRM -without scoping -up to the level comparable to that of SHARQFEC which relies on scoping. as SHARQFEC in the same topology. The total traffic in scoped LMR is far less than that of SHARQFEC. Overall, scoped LMR has only 19% redundant traffic while SHARQFEC has about 40% redundant traffic. This result strongly suggests that when combined with hierarchical scoping, LMR can achieve excellent repair locality. Performance of heuristic, optimal and static layering protocols. In this section, we compare the performance of three layering protocols we presented in this paper: optimal, static, and heuristics. We integrated LMR into RMTP, a tree-based protocol, and use the implementation for this experiment. We ran LMWRMTP over various numbers of repair groups on the same topology shown in Figure I three times, each with different layering protocols over various numbers of repair groups. We measure the redundant repair packets that each protocol generates. We chose LMR/RMTP because it does not generate any global reactive repair traffic, and thus it is suitable for studying the effect on proactive repair traffic. Figure 7 shows the total number of redundant repair packets received by all receivers during a simulation experiment. Recall that the static allocation (i.e., in The adverse effect of the static allocation is evident when only a small number of repair groups are available. For example, when only one repair group is available, the static protocol multicasts all B repair packets per block to that repair group while the dynamic protocol multicasts less than 10 repair packets per block. Thus, in the static protocol, many receivers with low loss rates are subject to many redundant repair packets. However, when the number of repair groups gets larger than B/2 (currently 8), then the performance advantage of the optimal protocol quickly diminishes, favoring the static protocol because of the overhead of the optimal protocol involved in collecting feedback from all receivers. Figure 7 shows excellent performance of the heuristic algorithm; the performance of the heuristic algorithm is comparable to the optimal over the entire range of repair group numbers. For one case, around 9 groups, heuristic performs better than optimal. This is because the number of required proactive repair packets chosen by each receiver is computed based on the prediction that the same loss rate seen in the current period will persist in the next period, but this prediction may not always hold. We also have tested the algorithm on other topologies with large degree of skew in loss rates. However, we have not so far observed a significant performance difference between the optimal and heuristic algorithms except in extremely skewed loss rates.
IV. RELATED WORK
In this section, we review related work in multicasting using multiple groups, as well as the use of FEC in reliable multicasting Use of multiple multicast groups. It is a natural idea to consider using multiple multicast groups for reliable multicasting, and it has appeared before. Previously, it has been applied to congestion control Layering has the potential to work better for loss recovery than congestion control because loss recovery does not need any synchronization with other receivers on the common path. The known uses of multiple multicast groups differ from our LMR in the p: rticular layering technique and in their specific applications. In particular, none of the prior work considers the dynamic allocation of repair packets to different multicast groups to optimize repair locality.
In what follows, we review previous applications of multiple multicast groups. Ammar and Wu [2] first applied the idea of destination set grouping for improving fairness among receivers with different capabilities. Their scheme divides receivers into groups with similar capabilities; in each group, the sender transmits data at a suitable rate. Later, Cheung et al. [4] extended the work €or multicasting real-time video. In both cases, the receivers do not belong to more than one group. McCanne et al. [ 131 applied a technique calIed Receiver-driven LuyeredMulticast (RLM) to control congestion in real-time video transmission. The sender multicasts different layers of video signals to different multicast groups. Each receiver chooses a subset of multicast groups and controls the amount of its incoming traffic. RLM and LMR are similar since they both allow receivers to adjust the amount of incoming traffic based on receivers' capability (be it loss rate or its power), but they differ in crucial ways. First, LMR is applied to error recovery whereas RLM is applied to congestion control; also, LMR layers FEC repair packets while RLM layers video data. Hence, the optimization concerns are very different. Second, LMR has a provably optimal way to layer the number of FEC packets while RLM, as it stands, does not have a provably optimal layering strategy. Nevertheless, LMR may be considered as an example of a technique similar to RLM applied successfully to error recovery.
Vicisano er al.
[25], [26] also developed a technique to layer bulk data using linear block coding, and applied it to reliable multicast for error recovery and congestion control. The technique is applicable primarily when a large portion of the data is available for encoding prior to transmission. The amount of redundant data in each multicast channel is statically allocated, and it is exponentially spaced amongst channels. Their layering technique replicates data periodically over a fixed time interval, called the window, while keeping every packet within a unique window. Thus, a packet lost in a window can only be recovered from the subsequent windows in the same multicast channel. Therefore, it seems best suited for delay-insensitive applications. In contrast, LMR uses a very different layering technique where the amount of data transmitted to each group is dynamically allocated to minimize the redundant repair traffic.
Combined with an ARQ technique, LMR can easily accommodate delay-sensitive applications.
A work closely related to LMR is in [lo] . Like us, the authors in 1101 use multiple multicast groups to solve the repair locality problem. Although both protocols achieve the same objective (repair locality), the approaches are fundamentally different. LMR uses layering whereas their protocol uses "grouping" where receivers who lost the same packets join the same multicast group for retransmitted packets. In addition, their protocol requires a receiver to join and leave a group for every data packet loss, thus potentially creating unreasonably large mem-bership control (IGMP) [ I 11, [21] , [20] etc. In this paper, we offer an additional tool, namely, an efficient protocol (LMR) to proactively transmit FEC repair packets in layers with minimal redundant repair traffic. We presented simulation results that show that using our LMR protocol with known reactive multicast protocols makes them more scalable.
Many aspects of our work remain to be refined further and studied experimentally, or by building a testbed. For example, what is the appropriate interval between feedbacks. This depends on the ability to predict the loss patterns, and insights into this process will greatly help our protocols. Another example is to understand the effect of loss of RGI (repair group information), and the delays associated with joining and leaving multicast groups. Yet another issue is to understand the overall effect of the nesting levels on the number of repair groups. We are currently studying some of these issues.
