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Closed-form analytic solutions for proximity management strategies are of great impor-
tance as a design benchmark when validating both automated systems and procedures
associated with the design of air trafﬁc rules. Merz (1973) ﬁrst presented a solution for a
set of optimal strategies for resolving co-planar co-operative encounters between two air-
craft (or ships) with identical linear and rotational speeds. This paper extends the solution
domain for turning aircraft beyond that of identical aircraft by presenting a rigorous anal-
ysis of the problem through a generalised optimisation approach. This analysis provides a
dependable method for determining the location of the point of closest approach. This is
achieved by using a vector form of Fermat’s equation for stationary points. A characteristic
of this solution is the identiﬁcation of a ﬁxed reference point lying on the vector between
the aircraft turn centres or on one of its extensions. This point is then used to determine
where the location of the minima in the relative range between the aircraft will occur.
Bounds for the domain of the solution are constructed in terms of the rotational angles of
the aircraft on their turn circles. Four distinct topologies are required to characterise the
types of minima that can occur. Themethodology has applications in an operational context
permitting a more detailed and precise speciﬁcation of proximity management functions
when developing algorithms for aircraft avionics and air trafﬁc management systems.
 2012 Elsevier Inc. All rights reserved.1. Introduction
Systems that provide aircraft proximity management functions are currently under intensive review. This is due to the
expected increase in trafﬁc ﬂow rates from three major areas: public demand for air travel, the introduction of uninhabited
aerial vehicle operations (without a human pilot) and from the introduction of personalised jets. Concomitant with these
increases is an expected increase in the frequency of aircraft proximity incidents. Close proximity situations can occur,
for example, in the missed approach, in the circuit area, and for operations in uncontrolled airspace where aircraft routinely
ﬂy in close proximity and where air trafﬁc management (ATM) services may be unavailable. These situations require
dependable proximity management at physical limits well below the more commonly understood ATM separation standards
used in the present controlled airspace and well below those presently proposed for situations such as Free Flight airspace.
The assurances that minimum miss-distances as well as available response times will be preserved during close proximity
situations are important objectives for engineering design (Refs. [1,2]) and for the conduct of ﬂight operations (Refs. [3,4]).
The need for this research also arises within the airspace planning groups. Programmes such as NextGen in the USA and
SESAR in Europe will require at least some re-design and validation of both conﬂict resolution and proximity management
functions. Further, aircraft guidance that enhances the tracking and the prediction of ﬂight paths is being investigated under
new avionics architectures such as: ‘‘Pathway-in-the-Sky’’, ‘‘Tunnel-in-the-Sky’’, ‘‘Highway-in-the-Sky’’ (Refs. [5–15]) and
‘‘Cockpit Display for Trafﬁc Information (CDTI)’’ initiatives (Refs. [16–20]).. All rights reserved.
n).
Nomenclature
a turn radius of aircraft-A
b turn radius of aircraft-B
r ¼ ab ratio of turn radii (a non-dimensional quantity)
R relative range from aircraft-A to aircraft-B
t time variable
f rotational angle of aircraft-A
c rotational angle of aircraft-B
f0 initial angle of aircraft-A
c0 initial angle of aircraft-B
f⁄ optimal rotational angle of aircraft-A
c⁄ optimal rotational angle of aircraft-B
xA,xA rotational speed (velocity) of aircraft-A
xB,xB rotational speed (velocity) of aircraft-B
x ¼ xAxB ratio of rotational speeds (a non-dimensional quantity)
Arcsin () principal value of the inverse sine
Arctan () principal value of the inverse tangent
CA turning circle of aircraft-A
CB turning circle of aircraft-B
C turn centre vector of turn circles from aircraft-A to aircraft-B
C = kCk turn centre distance
kk the L2 or Euclidean Norm of a vector
m n the magnitude of m is much, much less than the magnitude of n
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collision risk is minimised. Such reﬁnement needs to be based on a much improved understanding of the required optimal
behaviour when aircraft are manoeuvring in close proximity. Rigorous models are therefore required to consolidate and ex-
tend the physical andmathematical foundation onwhich the present Rules of the Air are based and onwhich new rulesmay be
constructed. Further background is provided in Ref. [21] as to the international development in ATM systems, and as to the
engineering processes required based on both rigorous mathematics and formal methods. The most signiﬁcant observation is
that in the design of real, complex engineering systems it is not always possible to achieve the goal of ﬁnding closed-form
solutions to a problem but the engineering imperative is always to seek to do so. We pursue this imperative in this paper.
A more precise speciﬁcation of the location of the point of closest approach (PCA) between the trajectories of two vehicles,
together with its associated evaluation of a miss distance, D, are important and necessary requirements for managing close
proximity and for resolving conﬂict situations for both aircraft and ships (Refs. [22–32]). A common implementation has
been to use DSS the estimated minimum 3D miss-distance between the linear extrapolations of the instantaneous velocity
vectors of two vehicles. This speciﬁc measure has had long standing within the aerospace industry (Refs. [3,4,23,27,33–
37]). It is also identiﬁed within the international literature as the basis of various guidance laws (Refs. [23,27,34,35]).
However, in some situations DSS may not be the appropriate measure to use. Such a case is during the simultaneous ar-
rival of two aircraft to parallel runways. One aircraft can be on a left base for the left runway, the other on a right base for the
right runway each ﬂying a mirror-symmetric ﬂight-path to the other. In this situation DSS is zero for some duration in the
turns yet operations are normal. Similar situations arise within the circuit area where aircraft turn circles are established
in close proximity by well deﬁned and prescribed spatial procedures. In these circumstances pilots need to be able to dynam-
ically predict the miss distance, DTT, between both aircraft while turning, and where this will occur in the turn, PCATT (not
PCASS). This measure has been the subject of studies on the optimal resolution of both ship and of aircraft conﬂicts (Refs. [22–
32]). While considerable advances based on numerical optimization techniques have been made making it possible to study
complex scenarios involving many participants, the fact remains that the underlying mathematical essence has not be fully
recovered. It is therefore important that such results be validated against analytic or semi-analytic syntheses of optimal solu-
tions for realistic scenarios. To this end the research of this paper reﬁnes and elaborates the speciﬁcation of the termination
conditions found in Refs. [3,4,36], by removing the constraints of both a unity speed ratio and a unity turn-rate ratio thus
augmenting the rigorous speciﬁcation of termination conditions as found in Ref. [21]. Four fundamental cases for the termi-
nation criteria are identiﬁed and then examined with the intent of contributing to a suite of mathematical models that will
more adequately support the assessment of performance and the validation of both the present Rules of the Air and of future
proximity management procedures and systems.
1.1. Domain of the problem
The situation where two aircraft are both turning in close proximity is considered. The speciﬁc problem is to specify the
nature of the spatial termination criteria under which PCATT occurs for the planar, non-intersecting turn-centric mode.
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h, the instantaneous relative direction of motion being the difference between the two aircraft headings. The relative range
between aircraft is R expressed as a function of ﬁve independent variables:
1. C – the distance between the turn centres of the aircraft,
2. a and b – the individual turn radii, and
3. t and x – the two parameters of the problem, that represent the ratio of the linear speeds and the ratio of the maximum
turn rates, respectively. Note that in this formulation of the problem x can be a signed quantity and that t can be non-
unity.
The domain of t and x can be characterized via the Cartesian product:CX ¼ fðt; xÞ : t 2 C; x 2 X; C  R; X  Rg
We note that there is a choice in the selection of parameters and equally r andx could have been chosen, which, in that case,
would represent the ratios of the turn radii and of the turn rates, respectively. The domain of the parameters of the problem
would then have been characterized as:PX ¼ fðr; xÞ : r 2 P;x 2 X; P  R; X  Rg
An important example of the problem of this paper was ﬁrst studied by Merz (Refs. [3,4]) for t = 1, x = 1 (aircraft or ships of
identical speed and turn capabilities). A more rigorous analysis is presented in Ref. [36] while Ref. [37] extends the Merz case
to the situation in which the aircraft have different turn capabilities (i.e., t = 1, x > 0). In Refs. [36,37] t = 1 and therefore
1
r 6 x 6 r where r is the ratio of the turn radii. The serious limitation of ‘‘identical aircraft’’ in which the respective turn radii
and turn speeds are identical are removed in the present paper. In an operational context typical bounds and constraints can
be placed on the parameters as follows.
The turn rates for individual aircraft can vary signiﬁcantly from zero (in straight ﬂight) to over 90 degrees/s in a tight turn.
Thus, in general the turn rate ratio, x, is such that 0 6 jxj <1.
The turn radii are positive and ﬁnite, speciﬁed as 0 < a,b <1. There is a minimum feasible turn radius for a given aircraft,
but the actual radii achieved are dependent on the aircraft conﬁguration (position of the ﬂaps and the landing gear); design
limitations imposed on the angle of bank (e.g., 60 degrees is common); and on the true airspeed at the time of banking. Broad
consideration of these factors would suggest that the turn radii will typically fall in the range of a few metres to 30 km. The
case of an inﬁnite turn radius (with ownaircraft travelling in a straight line, the intruder circling) is addressed in Ref. [38].
To conclude this section we draw upon the research of Park, Deyst and How (Ref. [39]) who demonstrated guidance logic
to control unmanned aerial vehicles when ﬂying in a circle. In this trial the radius was ca. 250 m, with an aircraft controlled
to within 1.6 m RMS while ﬂying the circular path. The same logic was used for air rendezvous bringing the aircraft to within
12 m separation with 1.4 m RMS relative position error. The precision of navigation achieved in this experiment provides a
pragmatic context for the research of this paper. The most general situation between two aircraft both turning in a plane in
close proximity (0 6 t <1 and 0 6 jxj <1) is now considered.
1.2. The mathematical approach
The strategy of solution presented in the paper is based on three stages, the ﬁrst two of which are straightforward.
Stage 1: The problem is ﬁrst cast in terms of the square of the relative range, R, (the distance along the line of sight between
the aircraft).
Stage 2: Fermat’s method for Stationary Points (Refs. [40–43]) is applied. This leads to complex transcendental equations
but since the starting point is the square of R one might expect a linear relationship to be embedded in the solution.
The identiﬁcation and speciﬁc characterisation of this relationship is a novel aspect of this research (as reported in
Ref. [21]). It is important because its discovery permits a direct link to be made between the geometrical (opera-
tional) situation and the vector formulation. It permits a more intuitive and direct identiﬁcation of four special cat-
egories of minima that can arise in real operations. These categories subsequently require careful attention in the
development of both the rigorous and formal proofs that underpin the design of proximity management systems.
This level of attention to detail is required so that these systems will continue to function correctly in all opera-
tional situations that might be encountered.
Stage 3: The linear relationship can be made explicit by casting the transcendental equation for R2 in the form of a vector
equation. A novel feature in the construction is that a ﬁxed reference point for stationary states, F, is identiﬁed that
lies on the vector between the aircraft turn centres or on one of its extensions. This brings new insight as to an
invariant geometrical condition under which a minimum in relative range will occur and thus brings further utility
as to how to best test such systems from a safety critical systems perspective.
The point, F, is used to determine the location of the minima in relative range, PCATT, between the aircraft. Bounds in
terms of the rotational angles of the aircraft on their turn circles are constructed for the domain of the solution for PCATT.
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imum (M2); and a transverse minimum (M3). Straightforward procedures for calculating the closed form solutions are
presented.
The remainder of this paper is organized as follows:
Section 2: Formulation of the optimisation problem.
Section 3: Geometrical relations associated with stationary points.
Section 4: Categorisation of the minima.
Section 5: Sufﬁcient condition for determination of aircraft miss-distances.
2. Formulation of the optimisation problem
2.1. Conventions and their application
One of the most common earth reference coordinate frames in aerospace design is that of the North, East, Down (NED)
frame (Ref. [44]). This frame has been established to facilitate the navigation of aircraft over the earth’s surface. Two of its
axes are embedded in the local earth tangential plane, and the direction of the third is derived by application of vector cross
product to the North and East vectors respectively. However, while this is a very common co-ordinate system it may not be
the best system in which to derive a tractable closed form solution for the candidate problem. For this reason a new co-ordi-
nate system was deﬁned that simpliﬁes the problem and assures tractability. It is a routine engineering procedure to trans-
late from one coordinate frame to another as may be required in an actual system design. We also note that the NED
coordinate system embraces the convention of compass degrees, whereas our selection of coordinate system remains with
the standard mathematical convention of angular measure. This choice is deliberate to ensure that mathematical conven-
tions embodied in the speciﬁcations of the circular functions and their inverses are more easily respected throughout the
derivation. Again it is a matter of simple transformation to adapt the conventions on which the solution is based to the alter-
native compass paradigm. Finally, in the derivations that follow, we make explicit, and distinguish, the cases such as a < b
and b < a. This is because during actual operations of a speciﬁed aircraft navigation system (ownaircraft versus an intruder)
it will not be known a priori which particular case will be encountered. Both must be accommodated in the design as the
algebraic approach and the numerical conditions required for solution may be quite different for each case and role.
2.2. The planar turn centric mode
We now pose the problem in earth coordinates as shown in Fig. 1. Two aircraft are turning uniformly in a planar turn
centric mode. The coordinate system’s origin is set at point OA, the centre of aircraft-A’s turning circle, CA. The X axis is
aligned parallel to, and coincident with, the line (OAOB) joining the centres of each aircraft’s turn circle. The Y axis is set per-
pendicular to the X axis at OA. The Z axis is constructed by the Right-Hand rule to be perpendicular to the turning plane
ðOAX
!
;OAY
!Þ at the origin OA as shown in Fig. 1. By mathematical convention, the positive direction of increasing angles is rep-
resented by a left (anti-clockwise) turn. The angle, f, has its vertex at OA, and is measured from the reference OAX
!
. Similarly,
the angle, c, has its vertex at the centre OB, and is measured from the reference OBX
!
. The angular turn rates, xA, and, xB, for
aircraft-A and B respectively, are independent constants. Both phase angles, f and c, are linear functions of time with initial
values: f0 and c0. Thus,f ¼ xAt þ f0
c ¼ xBt þ c0
Let a and b be the radii of the turning circles CA and CB respectively.
LetC ¼ OAOB!) C ¼ kCk
a ¼ OAPA!) a ¼ kak
b ¼ OBPB
!) b ¼ kbk
PA ¼ ðxA; yAÞ ¼ ða cos f; a sin fÞ
PB ¼ ðxB; yBÞ ¼ ðC þ b cos c; b sin cÞ
R ¼ PAPB!) R ¼ kRk ¼ ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃðxA  xBÞ2 þ ðyA  yBÞ2qGiven the instantaneous turn-radius vectors a and b, and the known turn-centre vector C then the relative range vector, R,
can be expressed as:R ¼ C  aþ b
Fig. 1. Cartesian coordinate system.
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RY
 
¼ C
0
 
 a cos f
a sin f
 
þ b cos c
b sin c
 
¼ C  a cos fþ b cos c
b sin c a sin f
 
) R2 ¼ C2 þ a2 þ b2  2Ca cos fþ 2Cb cos c 2ab cosðf cÞ ð1Þ3. Geometrical relations associated with the stationary points
Expressions for the geometrical relations between the aircraft positions are derived in this section and a classiﬁcation of
the possible proximity termination conditions presented.
It is of interest to ﬁnd the pair of phase angles ðf; cÞ so as to minimise R2. This is a nonlinear and unconstrained opti-
misation problem in the two time dependent variables f and c. The problem can be solved by a formulation of Fermat’s
method for stationary points (Refs. [40–43]). The method generally depends in its expression on the total differential (Refs.
[45,46]), as cast, in this case, with respect to the phase angles. However, due to the temporal dependency of each phase angle
the total derivative (Ref. [47]) of the function R2 is required to determine the stationary points and to extract the nature of
the solution.
3.1. Fermat’s vector equation and the ﬁxed reference point
Assume that the two angular velocities (xA,xB) are given together with the geometry of the two turning circles. Then, the
relative range vector is written as: R = C + b  a
) _R ¼ _b _a where the over-dot represents the dð:Þdt operator and C is constant,with _R ¼ dR
dt
_a ¼ da
dt
¼ ðxAa sin f; xAa cos fÞ by a ¼ ða cos f; a sin fÞ
_b ¼ db
dt
¼ ðxBb sin c; xBb cos cÞ by b ¼ ðb cos c; b sin cÞ) dR2dt ¼ 2 _R  R ¼ 2ð _b _aÞ  R.
Fermat’s method for stationary points (Refs. [40–43]) states that the stationary points of R2 can be found as the roots of
the following equation:dR2
dt
¼ 0Fermat’s vector equation for the stationary points now becomes:ð _b _aÞ  R ¼ 0
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(xBb xAa) is also orthogonal to the vector ð _b _aÞ. Thus, in the planar case, (xBb xAa) is parallel to R. Then, Fermat’s vec-
tor equation, written in a general form, is:ðxBbxAaÞ  R ¼ 0) ½xBðR C þ aÞ xAa	  R ¼ 0 by b ¼ R C þ a ð2ÞReducing Eq. (2) we obtain:½xBC þ ðxA xBÞa	  R ¼ 0 ð3Þ
A number of special cases of Eq. (3) provide further insight as to the fundamental relationships involved.
If xB = 0, then Eq. (3) becomes:a R ¼ 0 ðprovided xA – 0Þ ) OA; PA and PB are collinear:
If xB– 0, then Eq. (3) can be represented in the form of:½C  ð1xÞa	  R ¼ 0 where x ¼ xA
xBIf x = 1, then Eq. (3) is reduced to:C  R ¼ 0) C and R are parallel:
Otherwise, for x – 1 and ﬁnite, then Eq. (3) can be written as:1
1x
 
C  a
 
 R ¼ 0 ð4ÞInterpretation of Eq. (4) shows that the straight lines generated by the vectors R and C are transverse and intersect at a ﬁxed
reference point, F, corresponding to a speciﬁc value of x. Then F is given by C1x ; 0
	 

. The importance of this result is that
when the point, F is determined it can then be used to construct the aircraft positions at which the minimum of R2 will occur.
A corollary of this property is that, in general, aside from the few special cases, the points PA, PB and F will be collinear at the
minimum relative range.
A further case of interest is when xA = xB then x = 1, and then F is C2 ; 0
	 

, the midpoint of the turning centres OA and
OB.
If xA = 0 then the point F is located at OB, and if xB = 0 then F is located at OA.
We can also prove for x < 0 that F will be an interior point of the interval joining the turning centres, OAOB. The length of
the interval OAOB is always equal to C and F will be an interior point of this interval, if and only if0 < C1x < C () 0 < 11x < 1 by C > 0
() 1 < 1x
() x < 0Finally, and inversely, for x > 0, it is possible to verify that F will be located on the straight line generated by vector C and
exterior to the interval OAOB.
Several important conclusions from this section are as follows:
1. the ﬁxed reference point for stationary states F is a function of x,
2. if x = 0, that is, xA = 0, the point F will coincide with the centre OB,
3. if x =1, that is, xB = 0, the point F will coincide with the centre OA, and
4. the sign ofx determines where the point Fwill be spatially located in relation to the two turning centres OA and OB (forx
negative, the point F will be an interior point of the interval OAOB. Otherwise, if x positive, it will be located outside that
interval).
3.2. Bounds on the solution domain for the minima
The positions of the two aircraft and the vector R are always determined by reference to the pair (f,c). The solution do-
main expressed through this pair is bounded since our interest is only in the pairs for which a minimum occurs. This permits
attention to be restricted to those regions of CA and CB that are delimited by the two inner and the two outer common
tangents.
The process followed in this section also shows that two further points on the extension of the interval OAOB are important
in the construction of a solution. These points are, respectively, I and J being the intersection points of the two inner and the
two outer common tangents to the two turning circles. By symmetry of the tangents with respect to the line joining the turn-
ing centres, all points: J, OA, I and OB are collinear. Their order on the X axis is established by the relative size of the radius a
with respect to the radius b.
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of R2 occurs. In the following, an algorithm to determine all such possible domains is discussed.
3.2.1. Case a < b
In the case of a < b, and by symmetry of the tangents with respect to C, all points: J, OA, I and OB are collinear and are estab-
lished on the X axis in this order. From Fig. 2, we obtain: I ¼ aCaþb ; 0
 
and J ¼ aCab ; 0
	 

. Clearly, points I and J can be determined
by the radii and turning centres as ﬁxed reference points.
There are three possible cases for the location of the ﬁxed reference point F:
(i) When F is located on the left hand side of point J, we haveC
1x 6
aC
a b
) 1
1x 6
a
a b ðby C > 0Þ
) 1
1x 6
1
1 1r
where r ¼ a
b
> 0
 In this case the phase angle f is bounded by the two tangents constructed from point C1x ;0
	 

to CA. Thus, from Fig. 2, jfj 6 f,
where f be the absolute bound of f. By Trigonometry, we havesin f p
2
 
¼ aC
ð1xÞ
¼ að1xÞ
C
ðsee Fig: 2Þ
) jfj 6 p
2
þ Arc sin að1xÞ
C
 
(ii) When F is located between points J and I, that is: aCab 6 C1x 6 aCaþb) a
a b 6
1
1x 6
a
aþ b ðby C > 0Þ
) 1
1 1r
6 1
1x 6
1
1þ 1r
ðwhere r ¼ a
b
> 0ÞIn this case the phase angle c, is bounded by the two tangents, constructed from point C1x ; 0
	 

to CB. Similarly, Fig. 2 gives:
p
2 þ c 6 c 6 3p2  c, where sinðcÞ ¼ bCð1xÞ ¼
bð1xÞ
C) p
2
þ Arc sin bðx 1Þ
xC
 
6 c 6 3p
2
 Arc sin bðx 1Þ
xC
 
(iii) When F is located on the right hand side of point I, then: aCaþb 6 C1x.Fig. 2. Geometry for ﬁxed reference points I and J.
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aþ b 6
1
1x ðby C > 0Þ
) 1
1þ 1r
6 1
1x where r ¼
a
b
> 0
 In this case the phase angle f is again bounded by the two tangents constructed from point C1x ; 0
	 

to CA. By using similar
logic, as in Section 3.2.1 (i), we ﬁnd that:jfj 6 p
2
 Arc sin að1xÞ
C
 3.2.2. Case a = b
If a = b, then point J does not exist because the outer common tangents of CA and CB are parallel. Point I is located at the
midpoint of the turning centres: I ¼ C2 ;0
	 

.
 If C 6 C ) 1 6 1 ðby C > 0Þ
1x 2 1x 2) p
2
þ Arc sin bðx 1Þ
C
 
6 c 6 3p
2
 Arc sin bðx 1Þ
C
 
C C 1 1 If 6 ) 6 ðby C > 0Þ
2 1x 2 1x) jfj 6 p
2
 Arc sin að1xÞ
C
 3.2.3. Case a > b
Finally, if a > b, the case may be developed in a similar fashion as the case for a < b.3.3. Construction of the solution
In general we have one of two situations: either, for a given position of aircraft-B, PB, the position of aircraft-A, PA, can be
constructed on CA by the intersection of the straight line from position, PB to F extrapolated to CA; or, alternatively, and sim-
ilarly, for the case in which PA is given, then the point PB can be determined using the same approach by interchanging the
roles of points PA and PB.
Recall that the domain for one of the angles in the pair (f ,c) is given directly. This domain is bounded by the two tangents
constructed from the stationary ﬁxed reference point F ¼ C1x ; 0
	 

to a speciﬁed turning circle. We only need to construct the
domain of the remaining angle based on the ﬁrst known angle and the ﬁxed reference point, F (see Fig. 3).
As an example, assume that a 6 b and that F is located between the two ﬁxed reference points I and J. That is:
1
11r
6 11x 6 11þ1r.
The domain for the angle c is determined from the bounds of two tangents constructed from F to CB:p
2
þ Arc sin b x 1ð Þ
xC
 
6 c 6 3p
2
 Arc sin b x 1ð Þ
xC
 LetcT ¼
p
2
þ Arc sin bðx 1Þ
xC
 We havexA  C1x
xB  C1x
¼ yA
yB
ðby similar trianglesÞ
) a cos f
C
1x
C þ b cos cT  C1x
¼ a sin f
b sin cT
ðfor the limiting case c ¼ cTÞClearly, this equation presented in the form of: a0 + a1cosf + a2sinf = 0, can be solved analytically. Let fT be a root such that
0 < fT < p2, then the domain of f can be written as: jfj 6 fT.
Fig. 3. Construction of domains, given the ﬁxed reference point.
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In this section, the four categories of minima are identiﬁed. Their speciﬁcation is based on Eq. (2) (or one of its simpliﬁed
forms) and formulated as an analytical geometry result. The categories are referenced as M0, M1, M2 and M3. The possible
solutions are now described.
4.1. Global minima (M0)
The global minimum occurs at the minimum physical distance between the turning circles. Hence, the principal domain
value of the global minimum is: ðf; cÞ ¼ ð0; pÞ.
A phase map of (f,c) can be constructed by writing the equations for f and c in terms of the rotational velocities and initial
phase shifts.f ¼ xAt þ f0
c ¼ xBt þ c0

) c c0
xB
¼ f f0
xA
) f ¼ xA
xB
ðc c0Þ þ f0Then the value of c when f = 0 is given by:xA
xB
c c0ð Þ þ f0 ¼ 0 ) cjf¼0 ¼ c0 
xB
xA
f0The global minimum exists for the following condition:c0 
xB
xA
f0 ¼ p or c0 ¼
f0
x
þ p where x ¼ xA
xB
In ﬂight this condition can be tested when the rate of change of heading of each aircraft and the initial phase angles on the
respective turn circles are known. The condition can be constantly recomputed and checked as the turn rates, speeds and
even turn radii change throughout the manoeuvres.
4.2. Parallel minima (M1)
The parallel minimum occurs when the vector rotational velocities are equal, i.e.,xA =xB. The two aircraft will move with
generally opposite linear velocity vectors within the collision zone. Hence, the comparative rate of change of relative range
contributed by both aircraft on R2(f,c) can be approximated as the sum of differential rates from each aircraft moving on
their respective turning circles according to the variables f and c. The equivalent equation of the stationary points, for the
whole system, is then represented by:@R2
@f
þ @R
2
@c
¼ 0Clearly, for this case, where x = 1 Fermat’s vector equation (Eq. (2)) can be written as:C  R ¼ 0
Interpreted geometrically, this is the case where the vector R is parallel to C (on the X-axis). Thus, the slope of R is zero.
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b cos c a cos 1 ¼ 0
) a sin f ¼ b sin c where
f ¼ xAt þ f0
c ¼ xBt þ c0
(
ðwith xA ¼ xBÞ
) sin f
sin c
¼ b
a
¼ m ¼ 1
r
ða constantÞApplying the identity on fractions (addition or subtraction of the numerators and the denominators of equal fractions to ob-
tain a new but equal fraction) yields:sin f
m
¼ sin c
1
¼ sin f sin c
m 1 ¼
sin fþ sin c
mþ 1
) sin f sin c
sin fþ sin c ¼
m 1
mþ 1 ¼
1 r
1þ rUse the identities for the sum and differences of sines:sin f sin c
sin fþ sin c ¼
2 sin fc2
	 

cos fþc2
	 

2 sin fþc2
	 

cos fc2
	 
 ¼ 1 r
1þ r
) tan
fc
2
	 

tan fþc2
	 
 ¼ 1 r
1þ r
) tan fþ c
2
 
¼ 1þ r
1 r tan
f c
2
 
provided r – 1Because the turn rates are equal with the same sign:x ¼ 1 ) xA ¼ xB ) f c ¼ f0  c0 ðit is a constantÞ
) tan fþ c
2
 
¼ 1þ r
1 r tan
f0  c0
2
 
provided r – 1The RHS is known. Then tan a, in this case, is given by:tan
fþ c
2
 
¼ tana where a ¼ Arc tan 1þ r
1 r tan
f0  c0
2
  
) fþ c ¼ 2aþ 2kp for k ¼ 0; 
1; 
2; 
3; . . .Thusf ¼ aþ f0c02 þ kp
c ¼ a f0c02 þ kp
(
for k ¼ 0; 
1; 
2; 
3; . . .Fig. 4. Case for xA =xB and r = 1.
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2xA
¼ 2a ðf0 þ c0Þ þ 2kp
2xB
for k ¼ 0; 
1; 
2; 
3; . . .In the case r = 1, then tan fc2
	 
 ¼ 0, thus f = c and f0 = c0 (by xA =xB), as shown in Fig. 4, the relative range between aircraft
will remain constant if the aircraft are in phase, and so there are an inﬁnite number of solutions to the equation.
(Section 4.4 considers the case where the aircraft are not in phase.)
4.3. Radial minima (M2)
Consider now the cases for which one aircraft turns more rapidly compared with the other aircraft. The domain for x
partitions into four regimes delimited byx = ±1 and characterised by jxAj  jxBj and jxBj  jxAj. Each regime has a limiting
case for which a radial minimum occurs. The limiting cases in terms of aircraft turn rate are either j xBj = 0, jxj =1 or
jxAj = 0,x = 0. For each of the limiting cases in each regime the whole differential rate, for R2(f,c), can be approximated
by the differential rate for the faster turning aircraft alone as it moves on its turning circle. For example, in the regimes
for which jxAj becomes very large compared with jxBj (jxBj  jxAj), when aircraft-A is turning rapidly, the equivalent equa-
tion for the stationary points for the whole system can be written simply as:@R2
@f
¼ 0
) @R
2
@f
¼ 2ab sinðf cÞ þ 2aC sin f ¼ 0
) b sinðf cÞ þ C sin f ¼ 0 ða – 0Þ
The limiting case for this regime is xB = 0, and Eq. (3) becomes: a  R = 0. The geometrical interpretation of this expression
shows that the positions of the two aircraft (points PA, PB) and the centre of turning circle OA are collinear at the minimum,
see Fig. 5.
A second regime is when jxAj  jxBj and aircraft-B is turning more rapidly compared to aircraft-A. Now the whole dif-
ferential rate, for R2(f,c), can be approximated by the differential turn rate of aircraft-B alone. The equivalent equation of sta-
tionary points for the whole system is:@R2
@c
¼ 0
) @R
2
@c
¼ 2ab sinðf cÞ þ 2bC sin c ¼ 0
) a sinðf cÞ þ C sin c ¼ 0 ðb – 0Þ
The limiting case for this regime is given by xA = 0. Fermat’s vector equation (Eq. (2)) becomes: (a  C)  R = 0. Clearly, PA, PB
and OB are collinear.
The third and fourth regimes can be treated similarly.
In summary, caseM2 is characterized by PA, PB and the centre of one of the turning circles being collinear. Mathematically,a R ¼ 0 for PA; PB and OA collinear:Fig. 5. The radial minima.
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) sinðxBt þ f0  c0Þ ¼ 
C
b
sin f0 ða constantÞTherefore,t ¼ ð1Þ
kþ1Arc sin  Cb sin f0
	 
 f0 þ c0 þ kp
xB
for k ¼ 0; 
1; 
2; 
3; . . .If xB = 0, then bsin (xAt + f0  c0) + Csin (xAt + f0) = 0) sin2ðxAt þ f0Þ ¼
b2 sin2 c0
b2 þ C2 þ 2bC cos c0
ða constantÞTherefore,t ¼
ð1ÞkArc sin 
 bj sin f0 jﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
b2þC2þ2bC cos c0
p
 
 f0 þ kp
xA
for k ¼ 0; 
1; 
2; 
3; . . .4.4. Transverse minima (M3)
Finally, a transverse minimum occurs for cases which are not: the parallel case (xA =xB); or the radial cases (either
xB = 0, jxj =1 or for jxAj = 0,x = 0). Recall that here x is ﬁnite and x – 1. Eq. (3) reduces to Eq. (4):1
1x
 
C  a
 
 R ¼ 0Thus, the straight lines generated by vectors R and C are transverse and intersect at the ﬁxed reference point C1x ; 0
	 

. The
equivalent equation for stationary points for the whole system is represented by:@R2
@f
xþ @R
2
@c
¼ 0
) 2xðab sinðf cÞ þ aC sin fÞ  2ðab sinðf cÞ þ bC sin cÞ ¼ 0
) ðx 1Þab sinðf cÞ þ Cðxa sin f b sin cÞ ¼ 0 where f ¼ xAt þ f0
c ¼ xBt þ c0
In this general case it appears that a numerical solution is required.
A special case is when xA = xB, then x = 1. The two aircraft will be moving in approximately the same general direc-
tion within the collision zone (but inverse angular velocities). Hence, the relative rate of change of R2(f,c) for the whole sys-
tem is equivalent to the difference of the differential rates in relative range contributed by each aircraft moving around its
turning circle. The equivalent equation of the stationary points for the whole system is then represented by:@R2
@f
 @R
2
@c
¼ 0
) 4ab sinðf cÞ þ 2Cða sin fþ b sin cÞ ¼ 0
In this particular case, the ﬁxed reference point is C2 ;0
	 

. Therefore, vector R crosses at the midpoint between the turning
centres, as shown in Fig. 6. Mathematically,2ab sinðf cÞ þ Cða sin fþ b sin cÞ ¼ 0 where f ¼ xAt þ f0
c ¼ xBt þ c0

ðwith xA ¼ xBÞ
) 2ab sinð2xAt þ f0  c0Þ þ Cfa sinðxAt þ f0Þ þ b sinðxAt þ c0Þg ¼ 0
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Type of
r
r < 1
r = 1
r > 1c0 þ c1 sinuþ c2 cosuþ c3 sinu cosu ¼ 0
The constants c0,c1,c2 and c3 are determined by use of a new variable: u =xAt = xBt
Second, a cubic equation is obtained in terms of the variable s, by using the following three transformations: s ¼ tan u2;
sinu ¼ 2s1þs2 and cosu ¼ 1s
2
1þs2.
Clearly, in this particular form, the equation can again be solved analytically.
In summary, categories for the minima versus characteristics of (r,x) are shown in Table 1.
5. Sufﬁcient condition for determination of aircraft miss-distances
In this section, a sufﬁcient condition for the minimum aircraft-to-aircraft miss-distance is found.
5.1. Derivation of the sufﬁcient condition
The squared relative range, R2 is given in Eq. (1) as:R2 ¼ C2 þ a2 þ b2  2Ca cos fþ 2Cb cos c 2ab cosðf cÞ where f ¼ xAt þ f0
c ¼ xBt þ c0

) 1
2
dR2
dt
¼ xAðab sinðf cÞ þ aC sin fÞ xBðab sinðf cÞ þ bC sin cÞ
) 1
2
d2R2
dt2
¼ x2A½ab cosðf cÞ þ aC cos f	  2xAxBab cosðf cÞ
þx2B½ab cosðf cÞ  bC cos c	
) 1
2x2B
d2R2
dt2
¼ ð1xÞ2ab cosðf cÞ þx2aC cos f bC cos c by x ¼ xA
xB
) 1
2x2B
d2R2
dt2
¼ ð1xÞ2ðxAðxB  CÞ þ yAyBÞ þx2CxA  CðxB  CÞ
) 1
2x2B
d2R2
dt2
¼ ð1xÞ2ðxAxB þ yAyBÞ þ C½C þ ð2x 1ÞxA  xB	Fig. 6. The transverse minima.
minimum categorised according to (r,x).
x
x = 1 x = 1 x = 0 x = 1 x = +1
M0,2 M0,3 M0,2,3 M0,1 M0,2
M0,2 M0,3 M0,2,3 M0,1 M0,2
M0,2 M0,3 M0,2,3 M0,1 M0,2
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2R2
dt2
> 0) ð1xÞ2ðxAxB þ yAyBÞ þ C½C þ ð2x 1ÞxA  xB	 > 0
) xAxB þ yAyB þ
C
ð1xÞ2
½C þ 2x 1ð ÞxA  xB	 > 0 provided x– 1Let u ¼ C1x. Thus, u is the X-coordinate of the ﬁxed reference point F. Clearly, the position of point F, on the X-axis, is com-
pletely determined by u. In terms of u, the sufﬁcient condition can be presented in the form of a quadratic expression:CðxAxB þ yAyB þ u2Þ þ uðu 2CÞxA  u2xB > 0
It suggests that the discriminant D, for this quadratic condition, can be used to determine the topologies of the trajectories of
the two turning aircraft under the sufﬁcient condition.
5.2. Operational regions for the point of closest approach
The possible regions for the point of closest approach between the two turning aircraft are determined by the three quan-
tities: a, b and C. Consider the three possible cases:
(i) a 6 C and b 6 C
(ii) a > b > C or a > CP b
(iii) b > C and a 6 b
5.2.1. The case of a 6 C and b 6 C
In this case, the region in which the points of closest approach occur is located on the right hand side of the turning centre
OA and on the left hand side of the turning centre OB. The special extreme case for R2 occurs when both aircraft are located on
the X axis: f = 0 and c = p, hence xA = a, xB = C  b and yA = yB = 0. Thus, the sufﬁcient condition becomes: C(a(C  b) + u2)
+ u(u  2C)a  u2(C  b) > 0
This has a simple quadratic form (with respect to u) of:ðaþ bÞu2  2aCuþ aCðC  bÞ > 0
LetQ ¼ ðaþ bÞu2  2aCuþ aCðC  bÞ
(Q is a quadratic polynomial with respect to the variable u)
Clearly, the sufﬁcient condition will be satisﬁed, if: Q > 0. Consider all possible signs for Q by solving the quadratic equa-
tion: Q = 0) ðaþ bÞu2  2aCuþ aCðC  bÞ ¼ 0
Let D be the discriminant of the quadratic equation, thusD ¼ a2C2  ðaþ bÞaCðC  bÞ ¼ abCðaþ b CÞ If C > a + b (two circular trajectories of aircraft are separated) then the value of the discriminant is D < 0. Thus, the qua-
dratic equation (Q = 0) has no solution. Furthermore, the quadratic coefﬁcient of Q is positive (it equals a + b) thus
implying that Q > 0.
 If C = a + b (two circular trajectories of aircraft are touching) then the value of the discriminant is D = 0. Hence, the
quadratic equation has a double root: u0 ¼ aCaþb. Thus, QP 0 (by the quadratic coefﬁcient of Q is positive).
 If C < a + b (two circular trajectories of aircraft are overlapping) then the value of the discriminant D > 0. Hence, the
quadratic equation has two real roots:u1 ¼ aC 
ﬃﬃﬃﬃ
D
p
aþ b and u2 ¼
aC þ
ﬃﬃﬃﬃ
D
p
aþ b
Therefore, Q > 0 for u < u1 (or u > u2). Otherwise, Q 6 0 for u1 6 u 6 u2.
5.2.2. The case of a > b > C or a > CP b
Clearly, the region of closest points of approach is located on the right hand side of both circular trajectories. In the ex-
treme case, put f = 0 and c = 0, hence xA = a, xB = b + C and yA = yB = 0. Thus, the sufﬁcient condition becomes:Cðaðbþ CÞ þ u2Þ þ uðu 2CÞa u2ðbþ CÞ > 0
This has a simple quadratic form (with respect to u) of:
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Let Q = (a  b)u2  2aCu + aC(b + C)
(Q is a quadratic polynomial with respect to the variable u).
Similarly, the sufﬁcient condition will be satisﬁed, if: Q > 0. Consider all possible signs for Q by solving the quadratic equa-
tion: Q = 0) ða bÞu2  2aCuþ aCðbþ CÞ ¼ 0
Let D be the discriminant of the quadratic equation, thusD ¼ a2C2  ða bÞaCðbþ CÞ ¼ abCðbþ C  aÞ If a > b + C (then one aircraft’s circular trajectory lies inside the other aircraft’s circular trajectory). The value of the
discriminant is D < 0. Thus, the quadratic equation (Q = 0) has no solution. Furthermore, since the quadratic coefﬁcient
of Q (a  b > 0) this implies that Q > 0.
 If a = b + C (two circular trajectories of aircraft are touching) then the value of the discriminant is D = 0. Hence, the
quadratic equation has a double root: u0 ¼ aCab. Thus, QP 0 (by the quadratic coefﬁcient of Q is positive).
 If a < b + C (two circular trajectories of aircraft are overlapping) then the value of the discriminant is D > 0. Hence, the
quadratic equation has two real roots:u1 ¼ aC 
ﬃﬃﬃﬃ
D
p
a b and u2 ¼
aC þ
ﬃﬃﬃﬃ
D
p
a b by a > bTherefore, Q > 0 for u < u1 or u > u2. Otherwise, Q 6 0 for u1 6 u 6 u2.
5.2.3. The case of b > C and a 6 b
In this case, the closest points of approach are located on the left hand side of both circular trajectories. For the extreme
cases, put f = p and c = p, hence xA = a, xB = C  b and yA = yB = 0.
Thus, the sufﬁcient condition becomes:CðaðC  bÞ þ u2Þ  uðu 2CÞa u2ðC  bÞ > 0
which has a simple quadratic form (with respect to u):ðb aÞu2 þ 2aCuþ aCðb CÞ > 0
Let Q = (b  a)u2 + 2aCu + aC(b  C)
(Q is a quadratic polynomial with respect to the variable u).
Thus, the sufﬁcient condition will be satisﬁed, if: Q > 0. Consider all possible signs for Q by solving the quadratic equation:
Q = 0) ðb aÞu2 þ 2aCuþ aCðb CÞ ¼ 0
Let D be the discriminant of the quadratic equation, thusD ¼ a2C2  ðb aÞaCðb CÞ ¼ abCðaþ C  bÞ If b > a + C (one aircraft’s circular trajectory lies inside the other aircraft’s circular trajectory) then the value of the
discriminant is D < 0. Thus, the quadratic equation (Q = 0) has no solution. Furthermore, if the quadratic coefﬁcient
of Q is positive (that is a < b) this implies that Q > 0. Otherwise, Q < 0 for a > b.
 If b = a + C (two circular trajectories of aircraft are touching) then the value of the discriminant is D = 0. Hence, the
quadratic equation has a double root: u0 ¼ aCab. Thus, QP 0 for a < b or Q < 0 for a > b (the quadratic coefﬁcient of Q
is either positive or negative).
 If b < a + C (two circular trajectories of aircraft are overlapping) then the value of the discriminant is D > 0. Hence,
the quadratic equation has two real roots:u1 ¼ aC 
ﬃﬃﬃﬃ
D
p
b a and u2 ¼
aC þ
ﬃﬃﬃﬃ
D
p
b a provided a – bTherefore, if a < b then Q > 0 for u < u1 (or u > u2). Thus, Q 6 0 for a < b and u1 6 u 6 u2. Otherwise, Q > 0 for a > b and
u1 < u < u2. Hence, Q 6 0 for u < u1 (or u > u2) and a > b.
Fig. 7. Lead and lag for PCA.
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In this section the temporal aspects of the application of this methodology are illustrated. For each of three situations, the
constants OA, a, OB and b (and by implication C) are all assumed to be known, thus the turn circles CA and CB are prescribed
for aircraft-A and aircraft-B respectively.
6.1. Situation 1: Aircraft-A as reference
First consider that the aircraft are turning such that x is negative and therefore F is located on the interior interval be-
tween turn centres. The condition under which a minima occurs is established through the theory presented, however, the
phase relationship for which the minima occurs must be determined. Aircraft-A needs to determine where, along its turn
circle, the minima in relative range will occur. The situation is speciﬁed by PA, xA andxB as known whereas PB⁄ is unknown.
The trajectory (path) of aircraft-A is taken as reference. The solution domain for the minima is a bounded arc of CA. At any
instant, given the positions of aircraft-A, PA(t) and F, there corresponds a point PB⁄(t) on CB that can be found through the
condition of co-linearity for the minima. Considering successive instants establishes a locus of the optimum points for PB⁄(t)
on CB each of which is a candidate at which the minimum in relative range could occur. A second sequence is formed of suc-
cessive instantaneous positions, PB(t), that locates the actual positions that Aircraft-B takes on CB. The minima, denoted as
PB⁄, will occur when, for a given instant of time t, the point PB⁄(t) is coincident with the point PB(t).
6.2. Situation 2: Aircraft-B as reference
The converse to Situation 1 (withx still negative) is one in which the locus of positions PB(t) is taken as a reference. Now
the location of PA⁄(t) that represents the minima in relative range is required. The method of solution is the same as Situation
1 but with the roles of the reference and intruder aircraft interchanged. In this situation PB,xA andxB as known whereas PA⁄
is unknown.
6.3. Situation 3: Determine the Lead/Lag for the Point of Closest Approach
A third situation is where, at a time taken to be t = 0, the instantaneous positions of aircraft-A, PA(0), and of aircraft-B,
PB(0) and its rotation rate, xB, are known. Also known are two critical points: PA(⁄) and PB(⁄), one on each trajectory. The
objective is to determine the lag or lead of aircraft-A through PA(⁄). This situation is illustrated in Fig. 7.
Given that positions PB(0) and PB (⁄) are known then the change in heading,dc, for aircraft-B can be found. Then the time
dt for aircraft-B to reach PB(⁄) is given by dt ¼ dcxB. Further given PA (
⁄) and PB(⁄) are known then the ﬁxed reference point, F,
can be found which in turn permits the optimum turn ratexA to be found. Note that df
 ¼ xA  dt. Now aircraft-A may not be
at the position df⁄ at t = 0 neither may it be travelling at xA. If the actual time of aircraft-A to reach PA(
⁄) is dt ¼ dfxA ¼
dc
xB
then
the prescribed minima in range occurs. If dfxA <
dc
xB
then aircraft-A passes through PA(⁄) before aircraft-B passes through PB(⁄).
Conversely if dfxA >
dc
xB
the roles are reversed. The change of heading dfref ¼ xA  dt can be used as a reference point in the turn
for guiding aircraft-A.7. Discussion and conclusion
The Point of Closest Approach (PCA) between two aircraft, each turning in a plane, has been studied for several decades.
The earlier research based on a unity speed ratio had only identiﬁed a parallel minima (xA =xB) expressed as a relative
heading of zero and transverse minima (xA = xB) for pairwise turns with opposite angular directions. However the present
research shows that in a more general situation there are four categories of minima: M0, the Global minima; M1, the Parallel
minima; M2, the Radial minima; and M3, the Transverse minima.
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strong dependency of the solution on the turn rate ratio, x. Implicit in, and characterising the equation, is the identiﬁcation
of a ﬁxed reference point, F, that plays a central role in the geometric construction used to determine the location of the min-
ima. The spatial location of F is on the vector joining the aircraft turn centres, or one of its extensions. The location of this
point provides deeper geometric intuition for identifying the precise operational conﬁguration under which the minimum
will occur. This enables a more detailed classiﬁcation of the type of minima to be encountered. Further classiﬁcation is
through the second order sufﬁciency condition which is shown to be characterised by relationships based on the norms
of the two turn radii vectors and on the distance between turn centers.
Thus the Fermat vector equation and its associated geometrical constructions provide the means to more precisely specify
and distinguish operational situations so that the nature of aircraft interaction in the turn can be uniquely categorised by
reference to the classiﬁcation of cases presented. This classiﬁcation better facilitates the careful attention required in the de-
sign and test of proximity management systems. In practical applications the theory enables more detailed speciﬁcation of
designs and of the algorithms to be employed together with the ability to provide greater focus in specifying the domain
coverage of the stress-testing strategies required for the veriﬁcation and validation processes.
The rigorous mathematical solutions can also be used as the basis of developing higher level proofs based on formal
methods approaches that are needed to assure that design implementations can achieved the level of integrity required.
Such evidence is required in the presentation of safety cases associated with the development of navigation and guidance
equipment used in the management of aircraft proximity that are part of the design of both the next generation air trafﬁc
management systems and of future aircraft avionics systems.
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