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We propose a scheme for generating arbitrary quantum states in a mechanical resonator using
tuneable three-body interactions with two superconducting qubits. The coupling relies on embedding
a suspended nanobeam in one of the arms of a superconducting quantum interference device that
galvanically connects two transmon qubits, in combination with an in-plane magnetic field. Using
state-of-the-art parameters and single-qubit operations, we demonstrate the possibility of ground-
state cooling as well as high-fidelity preparation of arbitrary mechanical states and qubit-phonon
entanglement, significantly extending the quantum control toolbox of radio-frequency mechanical
oscillators.
Introduction.– The ability to control massive mechan-
ical oscillators at the quantum level constitutes a very
interesting task for many technological applications and
fundamental studies, ranging from microwave-to-optical
conversion and quantum memories to experimental tests
of gravity-induced wavefunction collapse theories [1–3].
The rapid development of cavity optomechanics over the
last decade has enabled the exploration of acoustic oscil-
lators [4] and micromechanical resonators [5, 6] in regimes
where quantum effects become prominent. The former
approach employs piezoelectric materials to resonantly
couple acoustic phonons with qubit excitations and has
shown great success recently [7], however, the amplitude
of the lattice vibrations in these systems is very small.
On the other hand, opto- and electromechanical setups
rely on parametric coupling to optical cavities [5] or mi-
crowave fields in superconducting circuits [6], to control
low-frequency mechanical drums and nanobeams that
typically exhibit very high quality factors [8].
Recently, quantum superpositions of the ground and
first excited state were also generated in an optomechan-
ical system by using the linearised interaction with a mi-
crowave resonator to transfer excitations from a qubit [9].
It is recognised, however, that this method has limita-
tions due to the unavoidable losses during the state trans-
fer and the detrimental effects of strong driving on the
qubit [10]. A different scheme, implemented in the op-
tical domain, uses entanglement and post-selective mea-
surements to generate single-photon states [11], although
the non-deterministic nature of the protocol in combi-
nation with low count rates severely limits the types of
states that can be prepared.
A promising route to high-fidelity mechanical quan-
tum control is the ability to operate in the single-
photon strong-coupling, where the interaction strengths
are larger than the losses in the system, which however
still remains a very challenging experimental task [10, 12].
Operating in this regime is predicted to give rise to
non-classical photon correlations [13] and non-Gaussian
states [14, 15], as well as macroscopic mechanical super-
positions [16]. Moreover, using the radiation-pressure
coupling to qubits can enable the creation of mechanical
Schro¨dinger cat states [17, 18]. Generating Fock states in
this regime could also be possible by additionally employ-
ing a microwave resonator to create an effective tripartite
coupling, as predicted in Ref. [18], which is however sub-
ject to low state preparation fidelities mainly due to the
limitations of capacitive coupling architectures even with
optimistic parameters. In spite of the experimental and
theoretical advances in the field, high-fidelity quantum
state preparation of mechanical systems appears to be
limited to a small class of engineerable states which are,
to a large degree, architecture-dependent.
Here, we analyse a new scheme for synthesizing ar-
bitrary mechanical states by employing tuneable three-
body interactions between two superconducting qubits
and a nanobeam in the single-photon strong-coupling
regime. The coupling relies on embedding a suspended
nanobeam in one of the arms of a superconducting quan-
tum interference device (SQUID) in combination with
an externally applied magnetic field, which has been pre-
dicted to give significantly increased optomechanical in-
teractions [19–21] and has recently been demonstrated
experimentally [22]. By connecting two superconduct-
ing transmon qubits [23] directly via this mechanical
SQUID, a tuneable three-body interaction arises as the
qubit-qubit flux-mediated coupling is modulated by the
mechanical displacement. Using parameters compatible
with recent flux-based optomechanical experiments [22],
we model the system in the single-photon strong-coupling
regime and demonstrate the possibility of high-fidelity co-
herent quantum control of the nanobeam. More specifi-
cally, we demonstrate ground-state cooling using single-
qubit operations, circumventing the problems associated
with sideband driving in typical optomechanical sys-
tems. Furthermore, we demonstrate fast and high-fidelity
preparation of mechanical Fock states, as well as Bell-
type and GreenbergerHorneZeilinger entanglement. Fi-
nally, we devise a protocol consisting of qubit flux pulsing
and post-selective measurements for synthesizing arbi-
trary mechanical superpositions, significantly extending
the plurality of quantum states that can be created in
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FIG. 1. Tripartite coupling architecture. (a) Circuit dia-
gram of the electromechanical system comprising two trans-
mon qubits directly coupled via a SQUID coupler with an
embedded nanobeam that can oscillate out of plane. Tun-
ing the coupler to its filter frequency, where linear currents
through the capacitor and the SQUID cancel out, and apply-
ing an in-plane magnetic field B, results in a dominant tri-
partite coupling as the beam oscillations modulate the qubit-
qubit interaction. (b) Flux-mediated couplings as a function
of flux bias Φb for in-plane magnetic field B = 10 mT and
circuit parameters used in this work. The red curve repre-
sents the tripartite coupling strength, while the solid/dashed
blue curves correspond to the radiation-pressure coupling of
the nanobeam with each qubit.
parametrically coupled mechanical oscillators.
Circuit description.– The proposed circuit, shown in
Fig. 1(a), comprises two transmon qubits coupled di-
rectly via a superconducting quantum interference de-
vice (SQUID) shunted by a capacitor, Cc. This tune-
able coupling scheme has recently been realised in circuit
QED setups using transmons [24] and LC resonators [25].
The coupling is controlled by tuning the Josephson en-
ergy of the SQUID, EcJ(Φb) = E
c
J,Σ| cos(piΦb/Φ0)|, with
an out-of-plane flux bias, Φb, where Φ0 = h/2e is the
magnetic flux quantum and EJ,Σ is the sum of the two
junction Josephson energies in the SQUID. The mechan-
ical part of the circuit consists of a nanobeam of length
l that is embedded in one of the arms of the SQUID
loop and can oscillate out of plane. By applying an in-
plane external magnetic field B, the loop can pick up
an additional flux β0BlX due to the beam displacement
X, resulting in a flux- and motion-dependent Josephson
energy EcJ(Φb, X) = E
c
J,Σ| cos(piΦb/Φ0 + αX)|, where
α = piβ0Bl/Φ0 and β0 is a geometric factor depend-
ing on the mode shape [21, 22, 26].
The Hamiltonian describing the circuit is
H =
P 2
2m
+
mω2mX
2
2
+
2∑
i=1
[
Q2i
2C˜i
− EJi cos
(
φi
φ0
)]
+
Cc
C1C2
Q1Q2 − EcJ(X) cos
(
φ1 − φ2
φ0
)
, (1)
where {X, P} and {φi, Qi} are conjugate variable pairs
describing the mechanical and the electrical degrees of
freedom at circuit node i, and φ0 = Φ0/(2pi) is the
reduced flux quantum. m, ωm denote the mass and
frequency of the nanobeam and EJi , C˜i represent the
Josephson energy and loaded capacitance of each trans-
mon, respectively [27].
When the flux bias is close to a half-integer flux quan-
tum, the coupler Josephson energy is well-approximated
by
EcJ = E
c
J,Σ [cJ cos(piΦb/Φ0)− sJ sin(piΦb/Φ0)αX] , (2)
assuming a micrometer-long beam, such that αX  1.
The correction factors cJ =
√
1 + a2J| tan (piΦb/Φ0)| and
sJ = (1 − a2J)/cJ, stem from the finite asymmetry aJ of
the SQUID loop [27]. EcJ is maximally susceptible to
mechanical movement close to a half-integer flux quan-
tum. At this point, only the dynamical displacement of
the beam, X, modulates the superconducting currents
through the SQUID and, therefore, the qubit-qubit cou-
pling, resulting in hybrid electromechanical interactions.
System dynamics.– At Φb ' Φ0/2 the Hamiltonian of
the system is well-described by
Hˆ = Hˆ0 + Hˆint, (3)
Hˆ0 = ~ωmbˆ†bˆ+
2∑
i=1
~ωicˆ†i cˆi −
ECi
2
cˆ†i cˆ
†
i cˆicˆi, (4)
Hˆint = ~g(cˆ†1cˆ2 + cˆ1cˆ
†
2)(bˆ+ bˆ
†)
−
2∑
i=1
~gicˆ†i cˆi(bˆ+ bˆ
†) + Hˆ
′
12, (5)
where bˆ(†) and cˆ(†)i are bosonic operators describing the
annihilation (creation) of phonons and qubit excitations,
respectively. The effective electromechanical frequencies
are ωm and ωi =
1
~
(√
8E˜JiECi − ECi
)
, where E˜Ji is
the modified transmon Josephson energy due to the cou-
pler. The full quantum mechanical treatment of the cir-
cuit, including higher-order nonlinear interaction terms,
is presented in the Supplemental Material [27].
The first term in Eq. (5) describes a three-body in-
teraction involving hopping of qubit excitations together
with mechanical displacements of the nanobeam. The
coupling strength is given by
g =
α
√
Z1Z2
2φ20
sJE
c
J,Σ sin(piΦb/Φ0)XZPF, (6)
where Zi =
~
e2
√
ECi/2E˜Ji denote the transmon
impedances. The next interaction term describes the
radiation-pressure coupling of each qubit with the
nanobeam at a rate g1(2) = g
√
Z1(2)/Z2(1). In Fig. 1(b)
we plot these electromechanical coupling strengths as a
function of Φb. Note that all couplings become zero ex-
actly at a half-integer flux quantum due to the finite
SQUID asymmetry aJ, which is inevitable in any real-
istic scenario. In our calculations an asymmetry of 0.01
3is included, reflecting a 2% spread in junction fabrication
targeting.
The last term in Eq. (5) describes the qubit-qubit in-
teraction
Hˆ
′
12 = ~(JC − JL)(cˆ†1cˆ2 + cˆ1cˆ†2) + ~V cˆ†1cˆ1cˆ†2cˆ2, (7)
where JC, JL are exchange-type coupling strengths aris-
ing from the coupling capacitor and SQUID, respectively,
and V is the cross-Kerr coupling strength, which is min-
imised at Φb ' Φ0/2 [27]. A significant advantage of
this architecture is that the linear coupling between the
qubits can be suppressed with the right choice of coupling
capacitance Cc [24, 25], such that qubit-qubit hopping
only takes place when the nanobeam is modulated. This
makes the three-body interaction dominant and ensures
the ability to manipulate the state of each qubit indi-
vidually by local driving, which is crucial for the state
engineering protocols discussed below.
We model the dynamical evolution of the system, in-
cluding environmental dissipation, with the Lindblad
master equation
ρ˙ =
i
~
[ρ, Hˆ] + (nth + 1)γmL[bˆ]ρ+ nthγmL[bˆ†]ρ
+
2∑
i=1
1
T1
L[cˆi]ρ+ 1
T2
L[cˆ†i cˆi]ρ, (8)
which is numerically solved using QuTiP [28].
Here, L[oˆ]ρ .= (2oˆρoˆ† − oˆ†oˆρ − ρoˆ†oˆ)/2 are super-
operators describing each dissipation process, and
nth = 1/[exp(~ωm/(kBT )) − 1] is the thermal phonon
number at temperature T . More specifically, we consider
qubit decay and dephasing times T1 = T2 = 30 µs, which
are consistent with measured values in a similar tuneable
coupling transmon architecture [24]. The coupling of
the mechanical mode to the environment is determined
by γm = ωm/Q, where the quality factor Q = 10
6 is
chosen in agreement with experimental observations in
recently fabricated SQUID-embedded nanobeams [22].
For completeness, we additionally include O(φ4X) terms
in the interaction Hamiltonian [27], which nevertheless
cause insubstantial corrections to the system dynamics.
Ground-state cooling.– Typically, the types of mechan-
ical oscillators considered here lie in the radio-frequency
regime (∼ 10 MHz) and thermal fluctuations are dom-
inant even at mili-Kelvin temperatures, achieved with
conventional cryogenic techniques. An essential element
of control is, therefore, the ability to cool these systems
to their quantum ground state before manipulating them
further. Typical optomechanical experiments involve a
resonator coupled to the mechanical element and cool-
ing is enabled by a red-detuned drive in continuous-wave
(CW) mode [6]. In our system, however, despite being
in the single-photon strong coupling regime (g  1/Ti)
cooling the mechanical resonator via one of the qubits
 
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FIG. 2. Ground-state cooling. (a) Schematic of the time-
domain protocol to cool the mechanical resonator to its
ground state using the three-body interaction. In each cycle,
qubit 1 is excited with a microwave pulse, then its frequency
is tuned at ω1 = ω2−ωm for a variable time ∆tcool followed by
a reset on both qubits. (b) Numerical results after ∼ 100 cy-
cles demonstrating cooling to a 0.05 phonon occupancy for a
10 MHz oscillator at T = 10 mK (nth ' 20) using the system
parameters presented in Table I.
can be a challenging task, requiring multiple tones and
eventually limited by the critical number of photons in
the junction [29, 30].
We show that it is possible to overcome the challenges
of CW sideband cooling with qubits by employing a time-
domain protocol to cool the mechanical oscillator to its
quantum ground state, using the three-body interaction.
The scheme, depicted in Fig. 2(a), consists of a sequence
of qubit operations such that thermal excitations of the
mechanical mode are transferred to the environment via
the qubits. At first, we bring one qubit (q1) to its excited
state and then tune its frequency such that ω1 = ω2−ωm.
Since g  ωm the interaction (cˆ1bˆcˆ†2 + H.c.) is resonant
at this condition, such that a phonon combined with the
excitation in q1 can be transferred to the other qubit (q2)
after variable time ∆tcool. The cycle is then completed
by resetting both qubits, which can be done either by
natural qubit decay or by using active reset protocols
that are significantly faster [31, 32].
In Fig. 2(b) we plot the average number of phonons
and qubit excitations as a function of time after ∼ 100
cooling cycles, for a mechanical nanobeam oscillating at
ωm/(2pi) = 10 MHz and a tripartite coupling strength
g/(2pi) ' 0.3 MHz. At the end of the protocol the me-
chanical oscillator is cooled down to the ground state
with a phonon occupancy of 0.05, assuming an envi-
ronment temperature of T = 10 mK (nth ' 20). We
model the mechanical oscillator using forty levels and
each transmon as a three-level system with an anhar-
monicity given by ECi/h ' 320 MHz. The qubit
(ω1/(2pi) = 7 GHz) is excited with a 200 ns Gaus-
sian pulse, while the reset and cooling times are set to
∆treset = ∆tcool = 200 ns. We assume an in-plane mag-
netic field B = 10 mT which is well-below the critical
field for thin Al beams [33] and does not compromise the
4qubit coherence [34]. All system parameters used in the
simulations are listed in Table I.
Parameter Value
ωm/(2pi) 10 MHz
ω1,2/(2pi) ∼7 GHz
g/(2pi) 0.3 MHz
B 10 mT
Φb 0.495 Φ0
l 14.7 µm
Cc 9.7 fF
EcJ,Σ/EJi ∼ 10
ECi/h 320 MHz
nth (T) ∼ 20 (10mK)
T1, T2 30 µs
Qm 10
6
TABLE I. Parameter set used in numerical simulations.
Mechanical Fock states and qubit-phonon
entanglement.– Following ground-state preparation,
we present a protocol employing the tripartite coupling
to deterministically generate mechanical Fock states and
maximally entangled states. As schematically depicted
in the inset of Fig. 3(a), it consists of preparing q2 in
the excited state and tuning it to ω2 = ω1 + ωm, such
that the interaction (cˆ†1bˆ
†cˆ2 + H.c.) is again resonant.
The excitation is then transferred both to q1 and to
the nanobeam, leading to the final state |111m02〉 after
time t = pi/(2g). The evolution of the average number
of phonons and qubit excitations is plotted in Fig. 3(a),
using the same simulation parameters as before (see
Table I). In Fig. 3(b) we plot the Wigner function of
the final state in the mechanical oscillator, revealing
a single-phonon Fock state with 97% (99%) fidelity
starting from an attainable (ideal) ground state. Higher
phonon states can also be prepared by resetting and
repeating the protocol with modified transfer times
tn = n
−1/2
m pi/(2g).
The quantum state preparation scheme described
above, can also be used to generate bipartite and tripar-
tite maximally entangled states between the mechanical
oscillator and the qubits. In particular, in the middle of
the protocol in Fig. 3(a), at t = pi/(4g), the system is in
a GreenbergerHorneZeilinger (GHZ) state
|ψ〉f = 1√
2
(|010m12〉 − i|111m02〉) , (9)
with the corresponding density matrix shown in Fig. 3(c).
Such states are particularly interesting for applications in
quantum information science [35, 36] and fundamental
tests of quantum theory [37]. Using the same protocol
for q2 in a superposition state 〉 1√2 (|02〉 + |12〉), the Bell
state
|ψ〉f =
(
1√
2
(|010m〉+ |111m〉)
)
|02〉, (10)
 
 
ω1
ω2
ωm
FIG. 3. Protocol for Fock-state preparation and maximally
entangled hybrid states. (a) Time evolution after exciting
qubit 2 and tuning into the operating point ω2 = ω1 + ωm
(schematically presented in the inset) such that the interac-
tion cˆ1bcˆ
†
2 is resonant. Starting from a phonon occupancy of
0.05, a mechanical Fock state is generated with 97% fidelity
after time t = pi/(2g). (b) Wigner function of the result-
ing mechanical state. (c) Density matrix of a Greenberger-
HorneZeilinger state that is generated in the middle of the
protocol, at t = pi/(4g). The notation (010m12) is followed
in labelling the axes and matrix elements with a magnitude
larger than 0.005 are shown. (d) Resulting density matrix
after repeating the same protocol with qubit 2 initialised in
the superposition state 1√
2
(|02〉+ |12〉), leading to a Bell state
with 96% fidelity.
is generated after time pi/(2g) with 96% fidelity (98% for
ideal ground state), as depicted in Fig. 3(d). The pre-
pared state is a maximally entangled pair of a phonon
and a qubit excitation, which could be used to interface
mechanical resonators with other systems via the trans-
mon (e.g. spin qubits) and can provide a testbed for
checking the validity of quantum mechanics at macro-
scopic scales [38].
Arbitrary quantum states.– We now extend the pro-
tocol described above to create arbitrary superposition
states in the mechanical oscillator, using single-qubit op-
erations. In the protocols discussed previously, the qubit
frequencies are tuned at ω2 = ω1+ωm such that the states
|01nm12〉 and |11(n+1)m02〉 are coupled. However, when
tuned at ω2 = ω1−ωm the interaction term (cˆ1bˆ†cˆ†2+H.c.)
becomes resonant, which couples |01(n + 1)m12〉 and
|11nm02〉. Therefore, by interchanging the qubit fre-
quencies with flux pulses accordingly during each cycle
it is possible to create higher phonon Fock states and
non-trivial superpositions, as depicted schematically in
Fig. 4(a).
As a proof-of-concept, we demonstrate the creation of
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FIG. 4. Synthesizing non-trivial mechanical superpositions.
(a) Level diagram of the system indicating the resonant
three-body interactions when the qubits are tuned such that
ω±2 = ω1±ωm. (b), (d) Evolution of phonon and qubit pop-
ulations starting with |010m12〉 and alternating the qubit fre-
quencies to ω±2 , where dashed vertical lines denote the appli-
cation of a square tuning flux pulse. (c), (e) Wigner functions
of the resulting states 1
2
(|0〉+√2|2〉+ |4〉) and 1√
2
(|0〉+ |4〉)
with preparation fidelities 95% and 91%, respectively.
superposition states |ψm〉′ = 12 (|0〉 +
√
2|2〉 + |4〉) and
|ψm〉′′ = 1√2 (|0〉+ |4〉), starting from |010m12〉 and apply-
ing three flux pulses that interchange the qubit frequen-
cies at variable times t1, t2 and t3. Figs. 4(b), (d) show
the evolution of the qubit and mechanical populations,
where the dashed lines indicate the times that a flux pulse
is applied. The corresponding Wigner functions at the
end of each protocol, are shown in Figs. 4(c), (e), with
95 % (97 %) and 91 % (93 %) preparation fidelities, re-
spectively, starting from attainable (ideal) ground states
and post-selecting on |0112〉. Starting from an entangled
qubit state α|0112〉+β|1102〉 and using flux pulses in addi-
tion to projective measurements, provides a powerful tool
for generating arbitrary mechanical states. However, for
higher phonon numbers the qubit dissipation eventually
poses a limit on the state preparation fidelities. Alter-
natively, using the radiation-pressure coupling with one
qubit in combination with a sequence of pi pulses, could
enable the creation of mechanical cat states as discussed
in Ref. [18].
In conclusion, we have analysed a hybrid circuit archi-
tecture for controlling a radio-frequency mechanical oscil-
lator at the quantum level using tripartite single-photon
strong couplings with two superconducting qubits. We
have presented several protocols for cooling the oscilla-
tor to its quantum ground state, as well as preparing
interesting hybrid entangled states and non-trivial me-
chanical superpositions. Readout of the prepared states
including Wigner tomography could be performed using
similar techniques to the ones developed in Ref. [39]. Our
results indicate the possibility of high-fidelity preparation
of arbitrary mechanical quantum states, using realistic
parameters obtained from recent experiments with sim-
ilar devices. This work significantly extends the quan-
tum control toolbox of parametrically coupled radio-
frequency mechanical oscillators and provides a versa-
tile interface with transmon-based processors, offering
rich opportunities for technological applications as well
as fundamental tests of quantum mechanics.
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7Supplementary Information
LAGRANGIAN-HAMILTONIAN DESCRIPTION OF THE CIRCUIT
The Lagrangian describing the electromechanical system in Fig.1(a) is
L = mX˙
2
2
− mω
2
mX
2
2
+
2∑
i=1
[
1
2
Ciφ˙
2
i + EJi cos
(
φi
φ0
)]
+
1
2
Cc(φ˙1 − φ˙2)2 + EcJ cos
(
φ1 − φ2
φ0
)
, (S11)
where X, φi are variables representing the nanobeam diplacement and the flux on circuit node i [40], respectively, and
φ0 = ~/2e is the reduced flux quantum. Ci, Cc and EJi , EcJ denote the capacitances and Josephson energies of each
transmon and the coupler, respectively, and m, ω0 are the mass and frequency of the beam. Following a Legendre
transformation H =
∑
i φiQi − L we obtain the system Hamiltonian
H =
P 2
2m
+
mω2mX
2
2
+
2∑
i=1
[
Q2i
2C˜i
− EJi cos
(
φi
φ0
)]
+
Cc
C1C2
Q1Q2 − EcJ cos
(
φ1 − φ2
φ0
)
, (S12)
where P = ∂L
∂X˙
is the mechanical conjugate momentum and Qi =
∂L
∂φ˙i
are the electrical conjugate momenta
representing charges on each circuit node. C˜2 = C2 +
C1Cc
C1+Cc
and C˜1 = C1 +
C2Cc
C2+Cc
denote the modified transmon and
resonator capacitances due to the coupling capacitance Cc.
In the presence of an in-plane magnetic field, B, the SQUID loop can pick up a flux, β0BlX, due the nanobeam
displacement, where l is the length of the suspended arm and β0 a geometric constant associated with the mode shape
of the beam. For the first mechanical mode, considered here, we assume β0 ∼ 1 which is consistent with experimental
measurements in similar devices [26]. In combination with an applied out-of-plane flux, Φb, the Josephson energy of
the coupling SQUID is given by
EcJ(Φb, X) = E
c
J,Σ[cos
2(piΦb/Φ0 + αX)
+ a2J sin
2(piΦb/Φ0 + αX)]
1/2, (S13)
where α = piβ0Bl/Φ0 and Φ0 = h/2e is the magnetic flux quantum. E
c
J,Σ = E
c
J,1 + E
c
J,2 denotes the sum of the
Josephson energies of the two coupling junctions and aJ = |E
c
J,1−EcJ,2
EcJ,1+E
c
J,2
| is the SQUID asymmetry [23]. Using basic
trigonometric relations and expanding to lowest order in X, since αX  1, we find
EcJ = E
c
J,Σ [cJ cos(piΦb/Φ0)− sJ sin(piΦb/Φ0)αX] , (S14)
where cJ =
√
1 + a2J tan
2 (piΦb/Φ0), sJ = (1− a2J)/cJ.
Flux-mediated interactions
Expanding the last term in Eq. (S12) up to O[(φ/φ0)4], in combination with Eq. (S14), yields the following flux-
mediated interaction terms
H
(flux)
int = H3-body +HRP +H
{φ2} +H{φ
4} +H{φ
4X}. (S15)
The first term describes a three-body interaction, between the two qubits and the nanobeam
H3-body = α E
c
J,ΣsJ sin(piΦb/Φ0)
φ1φ2
φ20
X, (S16)
8while the second term
HRP = − α EcJ,ΣsJ sin(piΦb/Φ0)
(φ21 + φ
2
2)
2φ20
X, (S17)
describes a radiation-pressure type coupling of the mechanical mode with each qubit. The next two terms describe
flux-mediated qubit-qubit interactions, where
H{φ
2} = − EcJ,ΣcJ cos(piΦb/Φ0)
φ1φ2
φ20
, (S18)
is a linear dipole coupling term, and
H{φ
4} = EcJ,ΣcJ cos(piΦb/Φ0)
(
−φ
2
1φ
2
2
4φ40
+
φ31φ2 + φ1φ
3
2
6φ40
)
, (S19)
is a non-linear interaction including cross-Kerr as well as pair- and correlated-hopping terms. The last term
H{φ
4X} = α EcJ,ΣsJ sin(piΦb/Φ0)
(φ1 − φ2)4
24φ40
X (S20)
describes non-linear interactions between the qubits and the mechanical mode, which are much weaker and do not
contribute significantly in the dynamics compared to the leading order electromechanical terms of Eq. (S16) and
(S17).
Similarly, the last two terms in Eq. (S15),
H{φ
2X2} = − α2 EcJ,Σ cos(piΦb/Φ0)
(φ1 − φ2)2
2φ20
X2 (S21)
and
H{φ
4X2} = α2 EcJ,Σ cos(piΦb/Φ0)
(φ1 − φ2)4
24φ40
X2, (S22)
also describing non-linear tripartite interactions, are vanishingly small and do not affect the system dynamics for
α XZPF  1.
In addition, the last term in Eq. (S12) leads to corrections in the bare subsystem Hamiltonians. More specifically,
the inductive energy term
EcJ,ΣcJ cos(piΦb/Φ0)
(
φ21 + φ
2
2
2φ20
− φ
4
1 + φ
4
2
24φ40
)
, (S23)
results in an effective qubit Josephson energy
E˜Ji = EJi + E
c
J,ΣcJ cos(piΦb/Φ0), (S24)
while the potential energy term
EcJ,ΣαXsJ sin(piΦb/Φ0) (S25)
leads to a displaced rest position
X0 =
αEcJ,ΣsJ sin(piΦb/Φ0)
2mωm
. (S26)
The latter does not affect the dynamics and can be absorbed in a redefinition of X → (X −X0).
9CIRCUIT QUANTISATION
We now switch to a quantum mechanical description of the circuit, promoting all canonical variables to quantum
operators
Xˆ = XZPF (bˆ+ bˆ
†), Pˆ = PZPF i(bˆ† − bˆ),
φˆi =
√
~Zi
2
(cˆi + cˆ
†
i ), Qˆi =
√
~
2Zi
i(cˆ†i − cˆi), (S27)
where cˆ
(†)
i and bˆ
(†) are ladder operators describing the annihilation (creation) of photons and phonons, respectively,
and satisfy bosonic commutation relations [cˆi, cˆ
†
j ] = δij and [bˆ, bˆ
†] = 1. The zero-point fluctuations in the
mechanical displacement and momentum are given by XZPF =
√
~/(2mωm) and PZPF =
√
~mωm/2, respectively.
Zi =
~
e2
√
ECi/2E˜Ji denotes the impedance of each transmon, where ECi =
e2
2C˜i
is its charging energy. Since the
qubits are in the transmon regime [23], E˜Ji  ECi , the uncoupled electromechanical system is well-described by
Hˆ0 = ~ωmbˆ†bˆ+
2∑
i=1
~ωicˆ†i cˆi −
ECi
2
cˆ†i cˆ
†
i cˆicˆi, (S28)
with qubit frequencies ωi =
1
~
(√
8E˜JiECi − ECi
)
.
Tripartite coupling
Following Eq. (S16) we can now write the Hamiltonian operator describing the three-body interaction
Hˆ3-body = ~g (cˆ1 + cˆ†1)(cˆ2 + cˆ
†
2)(bˆ+ bˆ
†),
= ~g (cˆ†1cˆ2 + cˆ1cˆ
†
2)(bˆ+ bˆ
†), (S29)
where, in the second step, we have made a rotating-wave approximation (RWA) to neglect fast rotating terms cˆ1cˆ2bˆ
(†)
and cˆ†1cˆ
†
2bˆ
(†), which do not contribute to the dynamics since ω1, ω2  ωm, g. The tripartite coupling strength is given
by
g =
α
√
Z1Z2
2φ20
EcJ,Σ sin(piΦb/Φ0)XZPF. (S30)
Radiation-pressure couplings
The radiation-pressure interaction between each qubit and the nanobeam, in Eq. (S17), can be expressed in second
quantisation form as
HˆRP = ~g1 cˆ†1cˆ1(bˆ+ bˆ
†) + ~g2 cˆ†2cˆ2(bˆ+ bˆ
†), (S31)
following a RWA. The radiation-pressure coupling strengths are given by
gi =
αZi
2φ20
EcJ,Σ sin(piΦb/Φ0)XZPF. (S32)
Qubit-qubit couplings
Following circuit quantisation and a RWA, the linear qubit-qubit interaction Hamiltonian in Eq. (S18) becomes
H{φ
2} = − ~JL (cˆ†1cˆ2 + cˆ1cˆ†2) (S33)
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where
JL =
√
Z1Z2
2φ20
EcJ,Σ cos(piΦb/Φ0), (S34)
The qubits also couple via their charge degrees of freedom (Q1Q2 term in Eq. (S12)), which results in the same type
of linear interaction with coupling strength
JC =
Cc
2C1C2
(Z1Z2)
−1/2
. (S35)
Combining these together leads to an overall exchange-type interaction
H12 = ~(JC − JL) (cˆ†1cˆ2 + cˆ1cˆ†2), (S36)
which can be suppressed at the desired operating point (Φb) with the right choice of coupling capacitor Cc.
The nonlinear interaction between the two transmons in Eq. (S19) is given by
Hˆ{φ
4} =
~V
4
(cˆ†1 + cˆ1)
2(cˆ†2 + cˆ2)
2
+
~Jn1
3
(cˆ†1 + cˆ1)
3(cˆ†2 + cˆ2)
+
~Jn2
3
(cˆ†1 + cˆ1)(cˆ
†
2 + cˆ2)
3. (S37)
The first term, following a RWA, results in pair-hopping V/4(cˆ†1cˆ
†
1cˆ2cˆ2 + H.c.) and cross-Kerr V cˆ
†
1cˆ1cˆ
†
2cˆ2 interactions,
with coupling strength
V = − ~Z1Z2
4φ40
EcJ,Σ cos(piΦb/Φ0). (S38)
The other two terms result in correlated hopping interactions [cˆ†1(Jn1 cˆ
†
1cˆ1 + Jn2 cˆ
†
2cˆ2)cˆ2 + H.c.], with
Jn1(2) = −
~
√
Z31(2)Z2(1)
24φ40
EcJ,Σ cos(piΦb/Φ0). (S39)
In addition, they contribute to the linear coupling in Eq. (S36 ) J → J + Jn1 + Jn2 .
The next-to-leading order electromechanical interactions are given by
Hˆ{φ
4X} = ~gφ21φ22x(cˆ
†
1 + cˆ1)
2(cˆ†2 + cˆ2)
2(bˆ+ bˆ†)
+ ~gφ31φ2x(cˆ
†
1 + cˆ1)
3(cˆ†2 + cˆ2)(bˆ+ bˆ
†)
+ ~gφ1φ32x (cˆ
†
1 + cˆ1)(cˆ
†
2 + cˆ2)
3(bˆ+ bˆ†), (S40)
with nonlinear coupling strengths
gφ21φ22x =
~αZ1Z2
16φ40
EJ,Σ sin(piΦb/Φ0)XZPF, (S41)
gφ31φ2x =
~αZ3/21 Z
1/2
2
24φ40
EJ,Σ sin(piΦb/Φ0)XZPF, (S42)
and
gφ1φ32x =
~αZ1/21 Z
3/2
2
24φ40
EJ,Σ sin(piΦb/Φ0)XZPF. (S43)
The last two terms also lead to a small correction of the tripartite coupling strength g → g + 3gφ31φ2x + 3gφ1φ32x.
