An approach to non-linear Bayesian forecasting problems with applications by Migon, Helio dos Santos
  
 
University of Warwick institutional repository: http://go.warwick.ac.uk/wrap  
 
A Thesis Submitted for the Degree of PhD at the University of Warwick 
 
http://go.warwick.ac.uk/wrap/60491  
 
This thesis is made available online and is protected by original copyright.  
Please scroll down to view the document itself.  
Please refer to the repository record for this item for information to help you to 
cite it. Our policy information is available from the repository home page.  
 
 
 
 
An Approach to Non-Linear Bayesian 
Forecasting Problems with Applications. 
by 
Re1io dos Santos MIGON 
Thesis submitted to the University of Warwick for the degree 
of Doctor of Philosophy, April 1984. 
CONTENTS 
CHAPTER 1 INTRODUCTION 
1.1 - General 
1.2 - Outline of Thesis 
1.3 - Terminology and Notation 
CHAPTER 2 A REVIEW OF DLM AND ARIMA MODELS 
2.1 - Introduction 
2.2 - Normal Dynamic Linear Model 
2.3 - Model Design 
2.4 -
2.3.1 - Introduction and Definitions 
2.3.2 - Similar models and Reparameterization 
2.3.3 - Canonical form Models 
Constant DLM and Arima Models 
2.4.1 - Arima Model 
2.4.2 - The State Space Representation 
2.4.3 - The Relationship between CDLM and Arima Models 
CHAPTER 3 NORMAL DYNAMIC NON-LINEAR MODEL 
3.1 - Introduction 
3.2 - The Normal Discount Bayesian Model (NDBM) 
3.2.1 - Normal Weighted Bayesian Model 
3.2.2 - Normal Discount Bayesian Model 
3.2.3 - Modified Normal Discount Bayesian Model 
3.3 - Reformulation of the DLM 
3.4 -
3.5 -
Normal Dynamic Non-Linear Hodel 
3.4.1 - The Updating Procedure 
3.4.2 - Model Summary and Forecasting 
3.4.3 - Normal Dynamic Non-Linear Model with Unknown Variance 
3.4.4 - A Practical Procedure for Estimating the Observational Variance 
The Seasonal Growth Multiplicative Model 
3.5.1 - General 
3.5.2 - Notation and Definitions 
3.5.3 - The Multiplicative Model 
3.5.4 - Examples 
Appendix 3.1 - General moments for the multivariate 
normal distribution 
Appendix 3.2 - Artificial data generation 
CHAPTER 4 AN APPLICATION OF NON-LINEAR BAYESIAN MODELS TO TV-ADVERTISING. 
4.1 - Introduction 
4.2 - The Advertising Project 
4.2.1 - Objectives of the Study 
4.2.2 - The Measurements 
4.3 - System Model - Basic Assumptions 
4.3.1 - Facilities Required 
4.3.2 - The Basic Assumptions 
4.4 - Dynamic Linear Models 
4.4.1 - Introduction 
4.4.2 - Broadym Model 
4.4.3 - The Local Linear Model 
4.4.4 - Comments 
4.5 -
4.6 -
Dynamic Non-Linear Models 
4.5.1 - General 
4.5.2 - The Assumed Relationship Between Awareness and Advertising 
4.5.3 - Notation and Observational Model 
4.5.4 - Non-Linear Model with Variable Half Effect 
4.5.5 - Non-Linear Model with Fixed Half Effect 
Examples 
4.6.1 - General 
4.6.2 - Examples 
4.6.3 - Comparison 
Appendix 4.1 - Memory decay of a population 
4.2 - The initial setting for parameters 
4.3 - Posterior distribution at the end of the data 
4.4 - A comparison of the four models 
CHAPTER 5 GENERAL NON-LINEAR MODEL 
5.1 - Introduction 
5.2 - A Review of Static Generalized Linear Model 
5.2.1 - General 
5.3 -
5.2.2 - The Linear Model for Systematic Effects 
5.2.3 - The Genear1ized Exponential Family 
5.2.4 - Notation and Some Special Cases 
5.2.5 - Comments 
Dynamic Generalized Linear Models 
5.3.1 - Introduction 
5.3.2 - The Model Structure 
5.3.3 - The Posterior Distribution for the State Vector 
4.3.4 - Special Cases and Applications 
5.4 -
CHAPTER 6 
6.1 -
6.2 -
6.3 -
6.4 -
CHAPTER 7 
7.1 -
7.2 -
7.3 -
7.4 -
7.5 -
General Dynamic Non-Linear Model 
5.4.1 - General 
5.4.2 - The Guide Relationship 
5.4.3 - Updating Recurrence for. the State Vector 
5.4.4 - Examples 
TRANSFER RESPONSE: MODELLING AND ESTIMATION 
Introduction 
Transfer Function Modelling and Estimation 
6.2.1 - Classical Formulation 
6.2.2 - The Box-Jenkins Modelling Procedure 
Bayesian Stochastic Transfer Response 
6.3.1 - General 
6.3.2 - Transfer Response Hodelling 
6.3.3 - Stochastic Transfer Response Estimation 
Simulation Study 
LONG TERM FORECASTING 
Introduction 
The General Modified Exponential Family of Curves 
Characterising the Variation about Trend Curves 
The Non-Linear Bayesian Model Applied to Growth Curves 
7.4.1 - Trend Plus Random Shock 
7.4.2 - The General Model with AR Disturbances 
Applications 
7.5.1 - General 
7.5.2 - Examples 
CHAPTER 8 - SUMMARY AND CONCLUSIONS 
8.1 -
8.2 -
8.3 -
Introduction 
Model Summary and Applications 
Limitations and Directions for Further Research 
Abstract 
This thesis is devoted to the analysis and modelling of time series 
and it is concentrated on models and techniques which are of practical value. 
In particular we developed a wide class of non-linear dynamic models which 
are useful in the handling of real life problems. 
Initially we review the basic principles of Bayesian forecasting and 
the design of Dynamic Linear Models. The main body of the thesis attacks 
the problem of Normal non-linear estimation and forecasting. Some applications 
to the seasonal multiplicative model are exhaustively discussed. Following 
this we present the results of an application of Bayesian transfer response 
in Market Research. This application worked as the very first stimulus to 
extend the non-linear models to the exponential family. 
Finally we discuss the concepts of stochastic transfer response 
modelling and associated sequential estimation, and we report some applications 
of the method and models for long term forecasting. 
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Chapter 1: Introduction. 
1.1 General. 
This thesis is concerned with the analysis and modelling of time series 
and it 1S concentrated on models and techniques which are of practical value. 
It· was our decision to develop new models but emphasize the applied and method-
ological aspects of the problem rather than to look for theoretical results. 
Time series models can be interpreted as models which are constructed 
without drawing on any theories concerning possible behavioural relationship 
between variables. This is a distinguishing feature of a time series, as opposed, 
say to an econometric model. This field has received an enormous amount of 
interest from workers in socio-economics studies, physical and engineering 
sciences and in areas such as demography and medicine. 
The classical models for time series have been developed since the 40's 
and they are based on ARMA processes. A full strategy for time series analysis 
was developed by Box and Jenkins in the 70's. 
It is worth pointing out that they have started with results of Kolmogorov 
and Wiener and are based on the hypothesis of derivable stationarity with 
predictors as linear functions of the past observations and mean square error as 
criterion of optimality. 
The works of Harrison and Stevens (1971, 1976) on Bayesian Forecasting 
overcome some of the restrictive hypotheses and opened a very new area for: 
practical and theoretical investigation. The approach gives a logically 
consistent description of the way in which a forecasting method should deal 
with a wide class of situations. 
The principle of superposition enables an easy way of building linear models 
from separate components, which are structured and facilitates the meaning. 
The Bayesian approach to statistics, although still somewhat controversial, 
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provides a rich and logical framework for mathematical modelling. This is, for 
example, the natural way to blend subjective information with data in order to 
produce inference. Furthermore, the combination of prior and experimental 
information is rigorous and natural. 
The Dynamic Linear Models and the Bayesian Forecasting of Harrison and 
Stevens have been extended by Ameen and Harrison (1983). The introduction of a 
class of Normal Discount Bayesian Models, founded upon the discount concept, 
has overcome some difficulties found by practitioners. The innovation or 
variance matrix is replaced by a set of discount factors which are invariant to 
the measurement scale of the independent and the control variables. This 
introduces conceptual simplicity and also removes much of the ambiguity. 
The flexibility of these models and their potential as aid to understanding 
physical systems as well as forecasting, suggests that more interest will be 
centred on their application to diverse fields in the near future. 
This thesis is devoted to the examination of a wide class of non-linear 
models which, in particular, extends the work of Nelder and Wedderburn (1972) 
in Generalized Linear Models. The appropriate sampling distribution should be 
used as in West, Harrison and Migon (1983). Some direct application of the 
non-linear dynamic models to the estimation of stochastic response is also 
discussed. 
1.2 Outline of the thesis. 
Chapter 2 is concerned with a review of Dynamic Linear Model (D.L.M.) 
design and the relationship between constant DLM's and ARIMA models. The main 
point is concerned with the design of canonical models which produce desired 
forecasting functions. These canonical models can be transformed using similar 
linear operators in order to produce a convenient meaningful parametrization. 
In Chapter 3 we present a class of non-linear normal dynamic models which 
provides a much wider class of applications of the dynamic models to real 
life problems. This chapter begins with a review of the normal weighted Bayesian 
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model and reformulates it in order to put forward the non-linear model. 
Finally, we present an application to the linear growth seasonal model in a 
multiplicative form which avoids transformations and so relates the parameters 
in the original measurement scale which is preferred by practitioners. 
Chapter 4 consists of a report on an application of Bayesian transfer 
response modelling to a marketing problem. At the very beginning of our 
study on transfer response, an opportunity to participate in a project involving 
the Statistics Department at Warwick University and Millward-Brown Marketing 
Research Co. arose. The models developed have been working successfully for 
more than two years in their computers and an early practical evaluation can 
be found in Colman and Brown (1983). Altogether we developed four models, being 
two linear and two non-linear. The basic linear model is a dynamic extention 
of Broadbent's model (Broadbent (1979»). This fortunate application acted as the 
very first stimulus for the methodological developments presented in this thesis. 
An extention of the Normal non-linear models is presented in Chapter 5. 
This model can be viewed as a dynamic version of the generalized linear model 
of NeIder and Wedderburn (1972). 
The linear Bayes approach developed by Hartigan (1969) is extensively used. 
This method is appropriate to problems of inference when only the first two 
moments of the prior distribution and the likelihood are specified. Some 
applications for the log-normal and binomial cases are discussed and for 
additional applications the paper of West, Harrison and Migon (1983) is 
recommended. 
Chapter 6 considers the on-line estimation of transfer response. The concept 
of stochastic transfer response is discussed and some parallels drawn with the 
classical approach. The performance of the estimation method was assessed by 
a simulation experiment. 
Finally, in Chapter 7, we present an application of the non-linear Bayesian 
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forecasting method to the long-term forecasting problem. The low frequency or 
trend is represented by a growth curve such as the modified exponential and 
the high frequency as an autoregressive process of order p. The parameters are 
estimated on-line and it ~s worth pointing out that the principle of superposition 
is again used. This method was applied to some real data and the main results 
are reported. 
The paper of Harrison and Akram (1982) is recommended for a theoretical 
discussion of the problem. 
1.3 Terminology and Notation 
In general we tried to keep the notation as close as possible to other 
related works. Throughout the thesis all probability distributions are defined 
via densities with respect to Lebesque measure, and they will be represented by 
the generic symbol p(.). Some special densities are denoted as: 
(i) N8(m,~) is the multivariate normal density of ~, with mean vector 
m and variance matrix ~; 
(ii) Ge(a,b) is the Gamma density for 8; 
(iii) Be(r,s) is the Beta density for e; and 
(iv) B(n,p) is the Binomial mass probability function. 
The general exponential family has a density given as: 
where ~>O and ~ is the natural parameter of the distribution. It includes as 
special cases the Normal, Gamma, Poisson and Binomial distributions. 
No distinction is made between random variables and their observed value 
since, generally, the context will be clear. By x ~ p(.) we mean that x has 
density p(.). For example: (x/~)~N[m,£] represents the conditional multi-
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variate normal density of x given z; and, in general, (x/z) ~ [~,~J means that 
the conditional density is partially specified with mean m and variance matrix C. 
All the vectors are underlined, as ~, for example; and matrices appear as 
capital letters. 
The following abbreviations represent the classes of models discussed in 
this thesis. 
DLM 
CDLM 
NDLM 
NDBM 
NWBM 
ARlMA 
GLM 
Dynamic Linear Models; 
Constant Dynamic Linear Models; 
Normal Dynamic Linear Models; 
Normal Discount Bayesian Models; 
Normal Weighted Bayesian Models; 
Autoregressive integrated moving average models; and 
Generalized Linear Models 
Finally, it is worth remarking that the equations are numbered according 
to the chapters and sections. For example: equation number 4.3.2 means 
equation number two in section 3 of Chapter 4. Further notation will be 
introduced as necessary. 
- 5 -
Chapter 2: A Review of DLM and ARIMA Models. 
2.1 Introduction 
This chapter is concerned with a review of the Dynamic Linear Model, 
model design and the relationship between the class of constant DLM and ARIMA 
models. 
In Section 2.2 the Bayesian forecasting approach of Harrison-Stevens 
(1971 & 1976) is discussed. A more suitable Bayesian formulation is presented. 
The concept of similar models which is very useful in model design is 
introduced in Section 2.3, as well as a strategy to DLM modelling. 
Finally in Section 2.4 we show the link between CDLM and ARIMA models. 
The Box-Jenkins strategy is briefly discussed and a state space representation 
is introduced. 
2.2 Normal Dynamic Linear Model 
The Bayesian forecasting approach developed by Harrison & Stevens (1976), 
a reference which we shall abbreviate HS(1976), is based on a complete parametric 
description of the process, which is incorporated into a dynamic linear set of 
equations describing: 
(i) the process observation, and 
(ii) the parameter evolution 
The parametric structure reduces ambiguity in the model building and so 
increases the meaning, which permits communication between the decision maker, 
the forecaster and the forecast method in both directions. When building larger 
models the forecaster is almost forced into model decomposition, and again 
the structure has a great deal to offer. 
The dynamics of the system is described by the evolution of the parameters 
in time, both as a result of the inherent process and from random shocks as 
disturbances. 
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In its general form the Dynamic Linear Model is stated in terms of an 
ordered index which may be regarded as discrete points of time. Such a model 
is defined by a quadruple {F,G,V,W} for each time index. The model may then be 
t 
written: 
observation equation: 
system equation: 
where: Y 
-t is an mx1 vector 
8 
-t is an px1 vector 
F 
-t 
is an mxp matrix 
y 
-t 
e 
-t 
of 
of 
of 
F 8 + \I 
-t -t -t 
G 8 + W 
- -t-1 -t 
observations 
parameters at 
at time t· ,
time t· ,
independent variables, known at time 
G is a known pxp matrix defining the parameter evolution; 
'V is an mxl vector representing the observation noise; 
-t 
~ is an pxl vector representing the parameter noise. 
(2.2.1) 
t; 
In general ~ is assumed N(Q'~t) and_w t is assumed N(Q, ~t) with each 
being a series of independent random vectors. We should emphasize that the DLM 
can be generalized by allowing G to vary throughout the time and by considering 
a non zero expected value for 'V and w . 
-t -t 
An alternative formulation. 
Equation 2.2.1 can be rewritten in a more appropriate Bayesian statement 
for the DLM {F, G, V, W}t,as: 
{
observation equation: 
parameter relation: 
Information 
~ Ie t) '" N[ It ~t; ~t ] 
(~tl~t-l) '" N[~ ~t-l' ~tJ (2.2.2) 
Definition 2.1: D represents all the available information at t-l. t-l 
This includes all available data and subjective information. 
However, unless otherwise stated Dt = {Dt _l , Yt' It}· 
At time t-l assume that the posterior parameter information is 
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it then follows that given the DLM a future joint forecast distribution can be 
obtained for any required time. Further, on reception of the actual observation, 
Bayes Theorem can be applied to obtain the posterior parameter distribution 
Updating and Forecasting. 
The Markovian nature of the model lends itself naturally to a sequential 
estimation of -t8 , forecasting future Y k' k~l, and smoothing or filtering, 
-t+ 
Le. "forecasting" into the past values of ~t+k' k = -1, -2 ... 
The two major operations in the sequential analysis are: 
(i) Time update 
(ii) Prior to posterior update 
where D 1 is as in definition 2.1 and represents all the information up to 
t-
and including time t-l. 
If p(~tIDt-l) is a N(~~t_l' ~t) then once we observe !t = ~t' the 
parameter posterior distribution at time t is obtained by applying Bayes Theorem:-
L(Yt I ~t) is the likelihood function. This immediately gives (~tIDt) ~ 
N(~t' ~t) with the following recurrence relationship for ~t and ~t: 
-1 ~t -1 = R + F' V F 
--t. -t -:....t -t 
m = G m + A e (2.2.3) 
-t -t-l -t-t 
where as usual in Bayesian Normal Theory e t Yt -!t ~~t-l is the one step 
ahead forecast error and At is the multiple regression vector of ~t on It' 
often called the gain vector in control engineering. Alternative forms for 
the precision recurrence in terms of variances are: 
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(.!.-At !t) Rt 
or 
c = R - A Y A' 
-t -t -t -t -t' 
(2.2.4) 
where 
lt = var(YtIDt _1)· The latter variance equation together with equation for 
~t are often referred to as the Kalman filter recurrence equations [H.S.(1976)]. 
Forecasting distribution. 
The predictive distribution is easily obtained, in an extrapolative way, as 
soon as the posterior distribution of the parameter vector e at any time 
-t 
t~l is evaluated. The predictions are distributional in nature and derived 
from the current parameters uncertainty, future observation noise ~t+k and 
the disturbances W k' k=1,2 .•• 
-t+ 
From the DLM equation (2.2.1), a future observation variable is written 
as: 
Y = F e + '" 
-t+k -t+k -t+k -t+k 
e = G e + w 
-t+k - -t+k-l -t+k 
(2.2.5) 
Defining 
~,t = E(!t+kIDt' !t+k) 
~t = var(Q.t+kIDt' .!t+k) , (2.2.6) 
where: ~o t = m , -t 
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C = C are known from the recurrence equations (2.2.3). 
-0, t -t 
Then from (2.2.5) we obtain 
~,t = G ~-l t , 
C = G C G' + W ~,t - ~-l,t -t+k (2.2.7) 
with V k and W k known. 
-t+ -t+ 
The prediction mean and variance of the k-steps-ahead process are 
written as 
and two cases must be considered in order to calculate these values. 
Case I: F k' k=1,2 ••. known 
-t+ 
From (2.2.5) and (2.2.6) we get: 
~ 
with m and C obtained recursively for k=1,2 •.• from (2.2.6). 
Case II: F k' k=1,2 ••• not known. 
-t+ 
(2.2.8) 
Let F k be expressed by an expected value F plus a stochastic term a!, 
-t+ 
where for simplicity we drop the suffix t+k. 
of '" N (0 ; 4> ) 
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Then using a result of Feldstein (1971) we get 
~,t 
~t , 
F,. t TIl. 
-r.., -K,t 
~ 
~,t ~,t ~,t + ~t+k + U 
where: U = (u .. ) is a pxp matrix with elements 
1.J 
u .. = tr{4J .• em. t m.' t + e,. ]} 1.J 1.J -K, -1<., -r.., t 
Finally we would emphasize the basic characteristics of the DLM, 
some of which will be largely used in this thesis: 
(i) its easy physical interpretation for the parameters, designed 
to the requirements of the decision makers; 
(ii) its probabilistic information on the parameters at any time; 
(iii) its sequential nature which permits a description of systematic 
changes in the parameters of a system; 
(iv) its freedom from stationarity which allows a better description of 
"reality", and 
(v) its distributional predictive nature. 
To complete this section it should be mentioned some new theoretical and 
methodological developments in the area of Bayesian Forecasting as the Normal 
Discount Bayesian Model [Ameen and Harrison (1983)]; the Generalized Exponential 
Weight Regression [Harrison and Akram (1982)]; and the work in robustification 
of DLM [West (1981)], the non-normal steady state models of Smith (1979) and 
Souza (1981). In the applications of DLM and Bayesian forecasting the papers 
of Johnston and Harrison(1980) and Harrison et al (1977) are related with our 
thesis. 
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2.3 Model Design 
2.3.1 Introduction and definitions. 
The aims of this section are to show how to design models with a desired 
forecast function. The meaning of forecast function is the expected value of 
the forecast distribution and it is a local form description of the expected 
process trajectory. It is clear that the forecast function is completely 
determined by the evolution matrix G, assuming ~+k' k=I,2, ••• known. 
A general Normal Dynamic Linear Model is denoted by {!, G, V, ~}t' 
with parameterization e, where (e ID ) ~ N[m , C J. Following the same 
- -tt -t-t 
notational principals a Constant Normal Dynamic Linear Model is {~, ~, V, W} 
In order to characterize a class of similar models we have to introduce 
the concept of observability. Loosely a deterministic system 
is said observable if knowledge of Yt'S over a finite period of time completely 
determine the parameter~. Consequently for a constant D.L.M. one can think of 
unobservable model as an over-specified model. 
Definition 2.1: The deterministic model {~, ~, Q, Q} is said to be observable 
if and only if 1. = <!, !.G, ... F GP- 1), is a pxp matrix of full rank p. 
The definition 2.1 is extended for a constant Normal DLM {~, G, ~, W} 
in a natural way saying that the constant NDLM is observable if the associated 
deterministic model is observable. 
2.3.2. Similar Models and Reparametrization. 
In practice it is very important to transform models in order to get a 
meaningful parameterization, so that forecast and information are easily 
understood, and subjective knowledge can be incorporated smoothly. 
Definition 2.2: Two observable constant NDLM, say 
are defined as similar models if and only if: 
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(i) G is similar to Q.l' i.e. there exist a full matrix H such that G1 = HG Hl 
(ii) ~l = !! ~ !!-l , 
= F H-1 
where H ~s a full rank matrix such that H G H- 1 = Q.l' and 
(iii) !l 
Theorem 2.3: Let e be the parameterization of the model M and y be that of 
model MI' Suppose that (6 ID ) ~ N[m , C J and (~ ID ) ~ N[m t' C tJ 
-t t -t -t -t t -1 , -1 , 
and that M and Ml are similar observable models. Then these models have the same 
forecasting function if: 
Proof: 
!!!.1 t , = H ro • with - -t' 
-1 -1 
H = T T, T ,exist because Ml is observable 
- -1 
( ';) Gk H-L- k -1 J k ... !J. -1 !!!.1, t = F _ LH G H H mt = !. G !!!.t' :Yk~O 
Cii) Because Ml is observable the inverse of !.l exists, and from (i) 
-1 
we can write: T ~ = 2J. ~,t' Then follows that H = ~ T 
To complete this section we emphasize that having a model M with para-
meterization 8 we can reparametrize it through the transformation H: ~~ y, 
obtaining the similar model M1 = {! H-1, H G !!-1, V, H ~ !!-1} with parametrization 
it as stated in Ameen and Harrison (1983). 
2.3.3 Canonical form models. 
The design of a DLM with some g1ven form to the forecast function, i.e. the 
trajectory of the process, can be done in two steps: 
(i) write down the canonical design with paramet~ization !, and 
(ii) reparametrize to any required parametrization, ~ = g y, as 
discussed in section 2.3.2. 
For the model {!.' Q., ~, ~} with parametrization (~tIDt) ~ N(ro , ~t) 
t 
assuming ~+k known, the forecast function 
= F Ok m 
-- -t t+k 
is completely described by the system matrix G. 
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Using the well known Jordan Decomposition theorem we find a non-singular 
matrix~, such that 
has p distinctive eigenvalues Xl ••• Xp ' and the model M is similar to the model 
Ml - {!l G1 ~ ~l}· Hence these models have the same forecast function. 
It is not difficult to show that: 
= F H- l Ak ~~t 
= i a. t X~ , with a. t = i=l ~,~ ~, m. t ~, 
Now if ~ is of rank p and has r<p distinctive eigenvalues Xl ••• Xp p 
each one with multiplicity p., i=l, ••• ,r, with 
~ 
L p. = p, there exist H 
i=l 1 
non-singular such that 
A. (X.) 
1 ~ 
A. I o ••• 0 
~ 
o A. 1. •. 0 
1 
o 0 O ••• ft.. 
1: 
is a Jordan block of dimension P .• 
1 
In this case the forecast function is: 
= 
r 
L 
i=l 
r 
= L P. t (k) X ~ , where P. t 
i=O 1, 1 1, 
is a polynomial of order p. in k, with degree p.-l. 
1 1 
Example: A simple cycle is characterized by a pair of distinct eigenvalues 
iw -iw . (e ,e ). The model 1n canonical form is completely undesirable since the 
parameters and the random disturbances are complex random variables. Denoting 
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the model in canonical form as M ~ {(I ,1); ~ iw ~ -i~; V, W} with paramet r-
ization ~, where (~tIDt) ~ N[~t' ~tJ follows that the forecasting function is: 
where: 
F (k) = m e iwk 
t 
a .b d 
m = 2" + 12 an m a 2 
b 
1 2' 
- -iwk 
+ me, 
The forecasting function can be rewritten as: 
Ft(k) = a cos(kW) - b sin(kw) 
and it motivates the following model: 
- { Ccos (w) M1 ::: (1,0); . ( ) -S1n w 
sin(w)l. V w} 
cos (w)J ' , -1 • 
Of course these models are similar and the transformation is defined as: 
H = . . = T T. ~l D -1 1 -1 -1- The new parametrization is 
.it = H e 
--t 
= lee 1 , t + e 2 , t 1 
- i e 1,t 2,t 
and 
Finally it is worth showing that the forecast function for the model 
M = {I, ~, ~, w} can be written as a linear function of ~t = (Ft(O) ••• Ft(p-l»)' 
Let T = (F, I G ••• F ~p-l), be of full rank p (the model is observable). 
Then Ft(O) ••• Ft(p-l) are linearly independent and Vk>O exist 
~ = (~O"'~P-l)k E ~p such that: 
Proof: S = T m implies m 
-t - -t -t 
-1 
= T S. 
-t 
Hence Ft(k) = F Gk T- 1 ~t = ~ ~t 
p-l 
Example: 
E ~i,k Ft(i) 
i=o 
M = {(I,D); flo 1 llll; V, W} and (e ID ) ~ N(m ; C ). U Ij -t t -t-t 
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For this example 
T = n ~) , Gk 11 kl and St [Ft(O>] , -1 G~ ~. Hence = L9 lJ = T = F t (1) 
Ft(k) F Gk T-1 S 
-- - -t 
= F (0) + k~ (l)-F (08 t t t 
= m1 t + k m , 2, t as is well known. 
2.4 Constant DLM and ARlMA Models. 
2.4.1 ARlMA Models. 
Since the developments of Wiener and Kolmogorov in 1940's many studies 
have been done based in the hypothesis of stationarity or derivable stationarity, 
with predictors as linear functions of the past observations and mean square 
error as criterion of optimality. 
Box and Jenkins in a series of papers and a book (1976) describe a full 
strategy for the construction of linear stochastic difference equations 
describing the behaviour of a time series. Briefly, they assume that the 
given series Y can be reduced to stationarity by differencing a finite 
t 
number of times, i.e. by determining the stationary series Z as: 
t 
z = (1-B)d Y 
t t with d>O integer 
and B the backward shift operator in the time index of Y
t
' i.e. B Yt = Yt - 1 
An ARMA model is assumed for the stationary time series Zt and it is 
written as: 
where: 
(2.4.1) 
at' t=1,2 ••• is a sequence of uncorrelated random variables 
wi th E [aJ = 0 and Y
a 
(B) = 0 2 is the auto covariance 
generating function; 
¢i' i=1,2 ••• p are the autoregressive parameters, and 
ai, i=l .•• q are the moving average parameters. 
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In terms of the original time series we can write: 
(2.4.2) 
where ~(B) and G(B) are polynomials in B of degree p and q respectively. 
These models are the well known ARIMA(p,d,q). 
It is worth mentioning the Box-Jenkina procedure to fit a model of the 
above form (2.4.2) to a given set of data. It consists of a three steps 
procedure: 
(i) identification of the order of the model; 
(ii) estimation of parameters, i.e. ~'s, e's and 0 2 , and 
(iii) a diagnostic check. 
These three steps are used iteratively and the popularity of the method 
is mainly based in the large quantity of software and relevant literature available. 
It is straightforward to show that the mean square error forecast of Yt +k 
from 2.4.2 is its conditional expectation. So rewriting 2.4.2 as ~(B)Yt+k-G(B)at 
and taking conditional expectation noting that the conditional expectation 
of Yt , Yt - 1 , ••• , at' at-I ••• are their known values at time t, and those for 
a
t
+k are zero, we get the forecasting as a step by step procedure, taking 
in turn k=1,2, •.• 
2.4.2 The state space representation. 
There is a simple and interesting way of obtaining a state space or 
Markovian representation for the models described in sec. 2.4.1. The basic 
ideas rest on the well known result that any finite order difference or 
differential equation can be rewritten as a vector first order equation. 
Thus we may rewrite 2.4.2 in an algebraically equivalent form: 
e = G e + r u 
-t - -t-l - t (2.4.3) 
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where: 6 is a vector (n+l)xl called the state space vector and _F, C 
-t 
and r are suitably defined matrices. 
It should be emphasized that the specific expressions for ~, G and £ 
provide merely one way of writing the state space form. Even if we fix the 
dimension of !, we may still obtain an equivalent state space representation 
by making a similarity transformation as described in section 2.3.2. 
Following Harrison and Akram (1983) a canonical state space representation 
for the model: 
, where 
~(B) and 8(B) are polynomial in B of degree p and q respectively, can be 
constructed using: 
F = (1,0 ••• 0) 
6.=0 if j>q. 
J 
• G = La: 1
1
. , - - n ' 
° ° 
max(p,q) and ~.=O if i>p, 
1 
2.4. The Relationship between CDLM and AR1MA Models. 
To complete this chapter we show that any closed Dynamic Linear Model 
can be represented as an AR1MA model. The proof of the theorem 2.7 follows 
from a straightforward application of the following lemmas. 
Lemma 2.5: If in the deterministic CDLM, i.e. {!, Q, 0, O} , the matrix G 
has eigenvalues A1 ••• A not necessarily distinct nor necessarily non zero then p 
Proof: 
P 
II 
i=l 
(l-A. B) Y = 0 
1 t 
(l-A i B)Yt = F[C-A i IJ!t-l and hence 
i~l (1-\ B)Yt = FG~l (£-'i I~£..:_p but 
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f(x) = 
P 
II (X-A.) = ° is the characteristic equation of G and by the Cayley-
1. i=l 
Hamilton theorem f(G) = 0. 
Lemma 2.6: Let E be independent identically distributed qxl random vector with 
-t 
zero expectation and let ~. E Rq be (q+l) constant vectors, i=O,l, ••• q. Then 
.-:1. 
q 
Zt = L Q" € • i=l -1. -t-1 
(2.4.4) 
and cov (Zt' Z ) t-q :f 0, then z t is a Hoving Average Process of order q and 
can be written 
q 
Zt e + L b. e t-i' where t i=l 1. 
the e 's are i.Ld. random variables with zero expectation, and b. 's, i=1,2 ••• p t 1. 
are constants. 
A proof of Lemma 2.6 is found in Harrison (1967). 
The next theorem shows the representation of a CDLM in the ARMA form. 
Theorem 2.7: Given an observable constant DLM 
Y =F6 +\1 
t - -t t 
8 = G 6 + W 
-t - -t-l -t 
\I '" [0, V] t 
wt '" [O,,ill 
with V>O, dim! = p and G with eigenvalues Al ••• Ap not necessarily distinct 
nor necessarily non zero 
p P 
II (l-A. B) Y = e + L b. e t . , where i=l 1. t t j=l J -J 
the e 's t are LLd. random variables with zero mean. 
Comment: From sections 2.4.2 and 2.4.3 follows that the class of DLM contains the 
ARMA class. Since some of the A's can be zero and so can the b.'s, the class 
J 
of all ARIMA models is a subset of those described by constant DLM's. 
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Chapter 3: Normal Dynamic Non-Linear Model. 
3.1 Introduction 
The D.L.M.'s described in the previous chapter provide a comprehensive 
framework for the modelling and analysis of a wide class of observed time series. 
It is worth pointing out the great flexibility of these models as 
components of structural forecasting systems and their potential as aids to 
interpreting the observed behaviour of the process. 
Although the Dynamic Bayesian Linear Models of HS(1976) have provided 
a simple and elegant model formulation and extended the classical models by 
offering a reformulisation which includes many facilities which are not 
elegantly available in the classical formulation, they have still some limit-
ations. 
Indeed, the N.D.L.M. provides a useful approximation to a more general 
structure, perhaps after transforming the original data. The problem with 
this approach are twofold. First we lose the interpretability of the 
parameters, and secondly when transformations are used the requirements of 
linearity, constant variance and normality may conflict. In such cases it 
is desirable that the appropriate non-normal sampling distribution should be 
used, and transformations avoided. 
In this chapter we present a class of Normal Dynamic Non-linear Models 
which provides a much wider class of applications of the dynamic models to 
real life problems. The extension to the general case, i.e. non-normal 
sampling distributions, will be developed in chapter 5. 
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In section 3.2 we introduce the Normal Weighted Bayesian Model 
[Ameen-Harrison (1983)J, which overcomes some practical 
disadvantages associated with Dynamic Linear Models. A discount vector 
replaces the DLM system variance matrix; introduces conceptual simplicity; 
removes ambiguity and provides a system transition model which is invariant 
to the measurement scale of independent and control variables. 
As a basis for the development of Normal Non-linear Models in section 
3.4, a reformulation of the Normal Discount Bayesian Models is discussed in 
section 3.3. 
Finally, section 3.5 is concerned with the applications of Normal Non-
linear Models. The construction of models is briefly discussed and the discount 
concepts used. Some examples of intervention are presented and practical 
procedures for estimating the observation variance on-line are discussed; in 
particular, slowly changing variances and variance power laws are presented. 
3.2 The Normal Discount Bayesian Models (NDBM). 
The Normal Dynamic Linear Models presented in chapter 2 require mode1lers 
to be familiar with parametric modelling, state space stochastic difference 
equations and the Normal probability representation of innovations. The 
specification of the associated system variance matrices has proved a major 
obstacle in the applications. In general, people have little quantitative 
insight for the elements of these matrices. The aim of this section is to 
introduce a class of Normal Dynamic Bayesian Models which replaces the 
system variance matrix by a set of discount factors. 
3.2.1 Normal Weighted Bayesian Model. 
A Normal Weighted Bayesian Model is defined by a quadruple {F, G, V, ~}t 
for each integer t>O. Let D be the available data at time t-l and suppose t-l 
that the posterior distribution for e ~s 
-t-l 
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Then the model is described by: 
(ii) prior distribution: 
where: 
R = H C H' 
-t -t -t-1 -t 
It follows that the predictive distribution is: 
where 
Further defining et 
for !t is: 
A 
(Y ID 1) ~ N[y , YtJ t t- t 
Yt F G !!!.t-l 
-t -t 
Yt F R F' + V -t -t -t t 
= y -y and A = R I~/Yt ' t t -t 
(~tIDt) ~ N[m , C ] 
-t -t 
where ~t and ~t may be calculated recursively by 
m = G m + A e 
-t -t -t-1 -t t 
C = [I-A F ] R 
-t - -t -t -t 
the posterior distribution 
It is worth commenting that the class of Normal D.L.M. is contained in 
the class of Normal W.B.M. To see this define 
W = H C H' - G C G' 
-t -t -t-1 -t -t -t-1 -t· 
If Wt 1S positive definite for all t>O then the N.D.L.M. {I, G, V, W}tis 
defined. (see Ameen and Harrison (1983)). 
- 22 -
3.2.2 Normal Discount Bayesian Models. 
A N.D.B.M. is defined by a quadruple {F, G, V, S} and is a particular 
- - - t 
N.W.B.M. where always H = B-! G = G' B-!. Interest will be centered on models 
-t -t -t-
structured such that 
Qt = diag{Q.l···~} t has a block diagonal form. 
I. - is an identity matrix of dimension p.; 
1 1 
8. 
1 
- are 
H 
-t = B 
-! 
the 
G ' 
-t = 
discount 
~ B -! 
factors satisfying O<8.~1 ~i=l, ••• p , and 
1 
the NDBM is obtained. 
We have used these ideas in our applications (section 3.5) and a full 
account of these models is presented in Ameen and Harrison (1983). 
3.2.3 Modified Normal Discount Bayesian Models. 
A further class of NWBM's called Modified NDBM's is introduced in this 
section. The reason for introducing this model class is that there may be a 
requirement that the system evolution for the different blocks G. be considered 
-1 
as independent of one another. The information from the observation series 
Y
t 
is distributed amongst the components of ! introducing parameter covariances. 
However this does not signify that covariances should be developed over time 
by discounting or by any other means. 
In order to define the modified NDBM consider (~-l/Dt-l) '" N[~t_l ' £t-l] 
where, corresponding to any diagonal block structure for G = diag{G1 ••• G }, 
- --p 
at time t-1, the partitioned structure of C is {C •• }, of R is {R •• }. 
-t-l -1J -t -lJ 
for i,j=1,2, ••• p, and Bt = diag{l:p E.z ••• ~}. 
Then a modified NDBM {F, G, V, !l t defines (~t I D t-l) '" N (2,. !!!.t-l' !t) where 
but R .. = G. C •. G! 
-1J -1 -1J -1 for i;j. 
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i=1,2, ..... ,p, 
3.3 Reformulation of the DLM. 
In order to obtain an extension of the Normal DLM for the non-linear case 
we commence by a reformulation of the standard normal analysis. 
Suppose we write the NDBM as 
(ii) Linear guide relationship: ¢t = Fe, where e 1S a vector of 
-t -t -t 
the underlying parameters. 
(iii) Prior distribution for ¢t given the information up to and including 
time t-l 
(iv) Finally, the prior distribution for e given D 
-t t-l 
(3.3.1) 
If, in addition, we assume that the likelihood of Yt given ~ and ¢t depends 
on e only through ¢t' then using Bayes theorem we obtain 
-t 
(3.3.2) 
Note that the product of the first two terms in the right hand side of (3.3.2) 
is proportional to the posterior density of ~t' so 
The posterior density of ¢t has the standard form 
r 
all = r+ V V t 
t 
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(3.3.3) 
On the other hand the second term in the RHS of (3.3.3) is calculated from 
the joint prior distribution for (~ ,8 ): 
t -t 
where: 
cov(F e ; e In ) = F R 
-t -t -t t-l -t -t 
var(F e In 1) = F R F' 
-t -t t- -t -t -t 
Using the standard Normal theory it follows that the posterior for e 
-t 
where: 
r' ,.. 
~t = ~t + =- [~ -ljJ ] r t t 
~t = ~t - r' r /r (3.3.4) 
Now following West, Harrison and Migon (1983), we show that these updating 
relations coincide with the Kalman filter equations in the Normal linear case. 
First we note that: 
where: 
r' 
= e t + r+ V [y t -Yt ] 
- t 
Yt = E[Y ID ] t t-l 
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(3.3.5) 
(3.3.6) 
r 
Which are the Kalman filter recurrence relations with At r+V-
t 
The main conclusions from this sort of analysis, which will help us in the 
extension to the non-linear normal case are: 
(i) the updating of the distribution of the underlying parameter vector 
(ii) 
e follows from the use of Bayes theorem on ~t and from the filtering 
-t 
back of information via the conditional distribution of e given 
-t 
e and ljit; 
-t-l 
from equation (3.3.4) it is clear that e depends on D 1 only 
-t: t-
through the change in the mean of ljit' and similarly C depends only on 
-t 
D . through changes in the variance of IjJ • t-l t' 
(iii) in the normal case the first and second moments completely characterise 
the probability distribution; 
(iv) finally the forecast distribution for (YtIDt - 1 ) depends on the prior 
for !t only through the parameters of (IjJtIDt-l)· 
In the coming section we present non-linear analogues for this model where 
the prior and posterior for the underlying parameters are only partially 
specified in order to obtain a tractable sequential analysis. 
3.4 Normal Dynamic Non-linear Model. 
Let e be a parameter vector with (~t_lIDt-l) "" N[mt _1 '£t-l J, and consider 
a specified dynamic model, which may be non-linear, applied to this posterior 
distribution. The prior distribution for ~ will be 
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Let tjJ be a parameter related to e through a stated "guide relationship". 
g-non-linear, 
which may be deterministic or stochastic. 
The joint prior distribution for (tjJ ,8 )' is then defined such that: 
t -t 
(3.4.1) 
where: 
(3.4.2) 
Comment: In general the marginal distribution of tjJt does not need to be 
normal as we see in chapter 5, even though we consider only the normal 
case in this chapter. 
In many non-linear models the higher moments of e are needed and often we 
take the marginal distribution of 8 as normal. In this way we can use the 
-t 
results about the general moments of products of normal random variables (see 
appendix 3.1) in order to use a Taylor expansion including moments of higher 
order. 
Let the posterior mean and variance of (tjJtIDt) be: 
and this information is then conveyed back to 8 as in section 3.3. 
-t 
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The resulting updating equation derived from (3.4.1) are: 
where: 
(8 I D ) 'V N[m ,C ] 
-t t -t -t 
m 
-t 
h 
8 t + r' (m-lji ) / r 
- t 
C = R - r' _r(r-011)/r 
-t -t 
3.4.2: Model summary and forecasting 
3.4.3 
For reference purposes the full system of recursions is summarized here: 
(i) observational model 
(ii) The guide relationship 
(iii) Prior distribution 
(iv) Posterior distribution 
(v) Underlying parameter updating 
h 
~ = ~t + E..' (m-ljit)/r or ~t = !t + r' 
r+V 
t 
f t = Rt-E' !.(r-a11)/r 2 
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(vi) Underlying parameter evolution 
8 = G m 
-t --t-l 
!t 
-~ G C G' -~ = B B 
-t - -t-l -t 
The predictive distribution for Wt +k and Yt +k , k>O, for forecasting purposes, 
are available in the following form: 
(i) From a practical point of view (Ameen and Harrison (1983») it is most 
useful to approximate (~t+k/nt) by 
(8 In) ~ N[mt(k); Rt(k)], where: 
-t+k t - -
~(k) = Q ~t(k-l), k>O 
(3.4.4) 
" (ii) Hence (Wt+k1nt) ~ N[Wt(k); rt(k)]; k>O, where: 
" Wt(O) = Wt and rt(O) = r. 
" " (iii) Finally p(Yt+kln t ) ~ N[Yt(k); Yt(k)], where: 
A 
wt(k); k>O; and 
- 29 -
3.4.3. Normal Non-linear Model with unknown variance 
A simple modification of the model provides a tractable learning procedure 
for unknown variance in the normal case. A number of approaches have been 
adopted for estimating the observation variance as for example Smith (1977), 
Smith and West (1983), Ameen and Harrison (1983). 
It is assumed that the variance V = ~-I where ~ is an unknown constant. 
The probability model may be rewritten as: 
"-
(ii) (wtIDt-l) '" N[w t , r/~J 
. nt-J 
, 2J 
where the Gamma pdf has the kernel 
n
t
_ 1 log¢ - -2-
It follows that the recurrence relationships for the updating procedure 
and the predictive distribution are exactly as defined in 3.4.2 with the setting 
V =1 and: 
t 
(i) Joint prior for (\jJt'~)' 
(ii) Posterior distribution for \jJ , ¢ and e 
t -t 
r 
r+l 
¢ -1 
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(c) 
--------------~ ------
a + e 2 / 
t-1 t (r+l) 
Note that the point estimates of ~ or l/~ can then be calculated 
ex 
sequentially; for example 02 = ~ is the posterior harmonic 
t n
t 
mean of the observational variance. 
(~IDt ,<p) IV N[~t' ~/~J 
( mt 
... 
= e + r' [m-ljJ J/r 
-t - t 
l~ = Rt - r'r(r-cr )/r2 - - 11 
The marginal posterior of e can be obtained as a multi-
-t 
variate t-student using standard Bayesian analysis. 
(d) Finally, the marginal predictive distribution is obtained 
from the joint distribution (Y ,¢In) integrating out 
t+1 t 
~, given: 
3.4.4 A practical procedure for estimating the observational variance. 
Although the full Bayesian treatment given in 3.4.3 provides a tractable 
learning procedure for unknown observational variance, practitioners would 
appreciate some simple but effective robust procedure. In particular, slowly 
changing variances and power laws are two important aspects in applications. 
A number of approaches have been adopted for estimating the observational 
variance, for example Smith and West (1983), Harrison and Stevens (1976), 
Cantarelis and Johnston (1983) and Leonard and Harrison (1977). 
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For a NORMAL DLM (F,G,W,V) , as we have shown in Chapter 2, the predictive 
--- t 
" " distribution is (YtID t - 1) ~ N(yt,Yt ), where: 
" 
Remembering the definition of ~, i.e. ~t = ! ~'/Yt' it follows that: 
" V = [1 - F A Jy t -t-t t 3.4.5 
Using (3.4.5) a simple and effective procedure for variance learning can be 
obtained. 
an unknown constant V's natural estimate is 
where: 
x = x + d 2 
t t-l t 
n + 1 t-l 3.4.6 
In order to robustify the procedure we suggest the practical method: 
where k is generally 
chosen in the interval [4,6J. 
Initial values for (xo,no) in (3.4.6) may be chosen such that Vo 
is a point estimate for V and nO is the accuracy expressed in terms of a number 
of degrees of freedom or of equivalent observations. 
Cases in which it is suspected that V varies slowly over time, a discount 
factor can be introduced so that 
3.4.7 
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Since ¢t has a skew distribution it is wise to choose .95<8<1. Further, 
if the initial prior of the parameters vector! is vague, then it is 
recommended that variance learning commences at time (p+l) where p is the 
vector dimension. 
Stevens (1974) g~ves a theoretical basis for the popular empirical variance 
law which is often applied in stock control. With positive observations, the 
law is: 
Empirically a value of b = .75 is often appropriate. An estimate of a, at' 
is then derived from 
nt = 8 n v t-1 + 1 
z t 
at = nt 
3.4.8 
. f V V -- a"'t+k{E[Y
t
+k \D t ]}1' .. 5 Future est~mates 0 are k t+ If the power is 
'" 2b 
unknown and the variance law written Vt = a Yt 
may be defined 
the support for (a,b) 
S(a,b\D ) = S(a,b\Dt ) + t~ b - loga - 2 b 109;J/2 t -1 2 t 
aY t 
The best supported values may be used as in Harrison and Pearce (1971). 
Ameen and Harrison (1983) recommend that with such a method: 
'" d~ = (l-!t~t) min(e~,4 Yt ), S~.98, and that strong prior support must be applied. 
It is worth pointing out that in our case F ~s equal to the scalar 
-t 
r 
1 and ~t is just r+ V 
t 
3.5. The Seasonal Growth Multiplicative Model. 
3 • 5. 1 GeneraL 
In previous studies, Harrison (1965) and Harrison-Scott (1965) have 
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pointed out the importance of the multiplicative model formulation for analysing 
seasonal data in forms of separate trend and seasonal components. 
Our dynamic non-linear model, when applied to the seasonal growth multi-
plicative case, avoids the inconvenience of transforming the data. The 
practitioners may operate with parameters relating to the current level, growth 
rate and seasonal effects rather than to transformed mixtures of these 
parameters. For example a linear growth on original scale cannot be easily 
obtained when a logarithmic transformation is taken - the linear growth 
component then produces an exponential growth in the original observations. 
Another point we would like to focus on is the often recommended trans-
formation in order to apply stationary time series theory. The work with 
X
t 
= y~-p, the transformed series is a clear case of mathematical convenience 
leading the modeller to adopt an undesirable model whose meaning is not at all 
clear to the decision maker. With the Bayesian approach there is no need to 
operate with transformed variables nor to lose interpretability. 
Furthermore, it seems to us a quite serious drawback to transfonmed 
variables the fact that they may not be robust to departures in the assumptions 
on which they are derived. For example if a logarithmic transformation is 
taken and a zero or near zero observation occur then the value of x t =logYt 
is _00. This means that protection rules need to be introduced to guard against 
such occurrences. In general there may be a danger of assigning the much 
importance to small values, say at a seasonal trough, compared to the important 
values which occur at seasonal peaks. 
3.5.2 Notation and Definitions 
Let the vector of the underlying parameter ~t be 
~ = [il t ' where: ~t = [~lt and ~ = (p,oooPr)' 
The vector ~t represents the trend component, with ~ being the level and n the 
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growth; and p ~s the vector of seasonal factors. 
The guide relationship is defined as: 
where: F = (1,0) and ~ (1,0,1,0, ••• ,1,0). 
We describe the system evolution by the structure: 
(i) systematic evolution - let G be a (T+2) x (T+2) matrix. 
where G 
~ = diag{~l; ~2"" '~tTJ } 
- +1 2 
d G = [.:os (kw) an -=1<+1 
. -sin(kw) 
rTl = ~ for k=l,2, •.• L2J; w T 
sin (kw>l 
cos (kw)J 
3.5.1 
(ii) Let B be a (T+2) x (T+2) matrix of discount factors defined as: 
B = diag{!l; !2""'! rTJ } 
LI +1 
where: 
matrix of dimension 2, with O<Bi~l, and often Bk+ 1 = B2 for all 
k=l, ••• [~ 
3.5.3 The mUltiplicative model. 
(i) Observational distribution 
h "b 'h l' d 'd' were Vt a a Yt ' w~t a earn~ng proce ure for a as d~scusse ~n 
section 3.4.4 
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(ii) Prior distribution for 8 
-t 
Given the information up to and including time t-l, 
where: e 
-t 
'V N[m ,C ] 
-t-l -t-l 
m = [ml] and C 
-t-l ~2 -t-l 
are partitioned to represent the trend and seasonal components. 
Let I = ~ ~t-l ~I be in a corresponding partitioned form. Then 
define R •• 
-11 
-~ -! B. I .. B. and, for i I j, R .. = L •. (the modified NDBM). 
-1 -11 -1 -1J -1J 
(iii) Let X
t 
F IT and U 
- -t t 
1 + H p , then it follows that: 
--t 
where: x = !. ~1 
u = H m +1 and 
- -2 
!. !.II F I ; = F R HI = V 
- -12 21 
The joint prior distribution for (~,8) is 
- t 
where: 
= x u + v 
t t 12 
r = v[~ ID ] = V· +v v + v2 + x2 v + u2 vII + 2x ~ v I2 t t-l t 11 22 12 22 
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(iv) The updating 
(a) The posterior distribution of Wt is 
where: 
l/i t + 
r 
m = r+V e t , e t t 
Yt-Yt 
all = 
_r_v 
r+V t t 
and, 
(b) The posterior for ~t: 
where 
3.5.4 Examples 
(a) Artificial Data 
" 
m = e + r' [m-'" ] /r 
-t -t - 'l't 
c 
-t R -t r' r 
2. [r-011]/r 
For an assessment of the effectiveness of the model an artificial 
data series is used comprising 108 months observations. The generating 
model, which is described in the Appendix 3.2, combines a linear trend 
dynamic model and a 12 period seasonal effect derived from a single 
first harmonic. 
The model is defined as: 
sinew) I} with w = n 
cos(w)l ' 6 
and S = diag{Sl I z ' SZ I Z}' 61 = .99 and Sz = .91 and Vt 
A relatively vague prior specification was made: 
7 -
2500 1ft. 
N[ 450.0 10000 0 0 jL (~IDo) 'V 5.0 0 4.0 which _1- -
0.0 0 I .1 I 
1 2 
0.0 
corresponds to a specification of no seasonal pattern! In figure 3.5.1 
we can see the observations and the one-step-ahead forecast • 
• 
1600 
1400 
• 
1200 
1000 
800 •• 
600 
400 
• • • • • 
200 • 
0 
0 12 24 36 48 60 72 84 96 
Fig. 3.5.1. Artificial data (*) and one step 
ahead forecast ('V) 81 = .99 82 = .91. 
The performance in terms of the mean absolute desviation (MAD) for each 
of the last six years is: 
year 
MAD 
1 
53.8 
2 
33.3 
3 
49.7 
4 
47.0 
5 
40.9 
6 
46.0 
The observational variance was estimated sequentially given an estimate 
of 2510.7. It is worth pointing out that no protection against outliers is 
used in the variance estimation. 
The final estimates for level and growth are 
mean variance 
level 988.12 145.55 
growth 5.09 .06 
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(b) The Turkey Poult Data 
The main characteristics of this data set are: 
(i) There is clearly a growth in sales over the 10 years and an 
annual seasonal pattern. 
(ii) Many events, as discussed in Ameen and Harrison (1981) took 
place, such as changes in feed price and some promotional 
campaigns. 
The desirability of incorporating informatiom on these events either by 
modelling them or through intervention emphasizes the importance of a flexible 
operational system. For illustration purposes an intervention on the level 
was made at observation 29. The following seasonal linear growth was applied 
to the original data: 
F = (1,0) H = (l,0 ... 1.0), G = diag{G 1 ···G6 } 
B = diag(B 1 I 2 ; 82 IIO} 
~ 1] G cos kw sin k~ w rr/6 G 1 ' ~+l • -sin kw cos kw , k .. 1, ••• 6. 
The initial information was: 
mean variance 
level 80 400.0 
growth 1.0 .0625 
seas. compo 0.0 .18 
and the pair of discount factor (B1S2) = (.95, .93). 
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The power law, with b=l, was estimated on line using a discount factor 
B = .98 v 
From Fig. 3.5.2 it is evident that, like most practical series, this data 
is far from stationarity. Variables such feed price might beneficially be 
introduced but they also need to be estimated. Many of the events which 
contribute large variation could be anticipated but can only be subjectively 
described. 
The performance of the non-linear Bayesian model in this case was 
quite good. In terms of the MAD for each year we have: 
year 6 7 8 9 10 11 
MAD 17.5 18.8 21.2 35.7 40.0 23.9* 
*This figure is the mean for nine months 
The average run length of errors with same sign is 2.16, the MSE for the 
last 5 years is 1236.87 and the percentual MAD is 23.5%. 
At observation number 29 we drop the level by 30 units and raise the 
discount factor to some power in order to represent our extra uncertainty about 
the new level. This means that the model is very adaptive with respect to the 
trend, and in order to keep the seasonal block unchanged a modified discount 
model was used. 
Finally it is worth pointing out that the discount factors were not chosen 
to optimise a performance criterion but are rounded figures which were thought 
to be appropriate. 
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Fig. 3.5.2. Turkey data (*); one-step-ahead forecast 
and variance learning. 
Sl = .95 and ~2 = .93. 
(c) An example of transfer response: Champagne Data. 
The main purpose to present this example is the opportunity to 
• 
introduce an application of transfer response. This data corresponds to the 
monthly champaign sales of a French Company, in millions of bottles, from 
Jan. 1964 up to Sept. 1972. 
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Since the demand for champagne follows a marked seasonal pattern during 
the course of the year a linear growth seasonal model in mUltiplicative form 
was fitted to the data. 
The non-linear model is applied with F = (1,0), H = (1,0, •.• 1,0) and 
= n
o
l 
2.1 ~ il r cos (kw) ~' ~+l = L:sin(kw) sin (kw51 _ _ 'IT cos(kwll ' k-l, ••• 6 and w - 6· 
A vague initial prior: (eolDo) '\, N[(28, .lO,.0 ••• 0)'];diag(2500.0, .04, .10 112 ) 
was adopted. The discount matrix was set as 
! = diag(.93 12 , .97 1 12 ) and the residual variance was estimated on-line. 
After the fitting of the above model the residuals for the period 72 to 78 
exhibit a quite uncommon structure which might be interpreted as an anticipation 
of demand. This extra demand at observation 72 (Dec. 69) is followed by a 
return to the original level as suggested by fig. 3.5.3. 
residual Fig. 3.5.3 
1& 
. 
72 
Mathematically this effect could be modelled as: 
= [1 if t 
lO if t 
= 
'" 
78 
to 
A-known; 
to 
and the guide relationship (5.1) is rewritten as: 1J!~ = t t + 
1J! -t 
time 
y '\, N[r, V ] y 
Et if t~to 
Et if t>to 
This transfer response model was added to the basic model in order to improve 
it. Fig. 3.5.4 shows the one month ahead mean forecast and the actual figures. 
In this application of transfer response A was assumed known as .90 and 
y '\, N[20,400]. The MSE for the last 6 years was 41.65 andpercentual MAD 11.2%. 
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As an assessment of the effect of the transfer response we have estimated 
the model with and without this component and the MAD were as follows: 
Year 3 4 5 6 7 8 
Without intervention 4.2 4.8 4.9 10.0 3.8 2.4 
With intervention 4.2 4.8 3.8 5.3 4.5 2.6 
These figures were obtained with a fixed variance (to avoid interaction 
from this latter effect), and the final results presented in fig. 3.5.4 
include variance learning. 
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Appendix 3.1 General Moments for the Multivariate Normal Distribution. 
(i) General Moments about the mean. 
Let X = (X1 .•. X
n
)' ~ N(O, C) so that without loss of generality E(X) = o. 
The moment generating function of X is: 
<j> <.~) = exp{ -!. C' t/2} 
with the expansion 
00 
<j>(t) = ~ (-t' ~!.)v/v! 
v=o 
Theorem: All odd order moments about the mean are zero, and the even 
order moments about the mean are: 
= ~(c .. c l ••• c 2) where the 1J k x 
2k! 
sum is taken over all pennutations of the subscripts giving ~--
2k k: 
terms in the sum, each being the product of k covariances. 
Proof: We know it is true for k=l. By finite induction 
\.1 2k 
Since t' C t = 
1 
2kk! 
We have: 
~ ~ c .. 
i j 1J 
a (t' C 
at. 1 
1 a2k 
2k k! dt 1···at2k 
t. t. 1 J 
t)k 
= 
and 
2k (t' k! C t) 
(!.' ~ !.) k-l 
2k- 1 (k_l)! 
'" 
k-l ~ C •. 
j 1J 
~ C .. t. j 1J J 
\.1 2k = ~ c .. \.I2(k-l)(ij) j 1J where 
t. 
J 
~2k-l (i~j) is the 2(k_l)th moment not involving one i and one j term. 
Hence the result follows by induction. 
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Example: Fourth order moments about the mean. 
E(X~) = 3 c~. 
~ ~~ 
3 E (X. X.) = 3 c.. c .. 
~ J ~~ ~J 
E X~ X~ 
~ J 
E X. X. 
~ J 
c .. c .. + 
11 JJ 
2 2 c .. 
~J 
(ii) Ordinary moments of Multivariate Normal. 
Let n be a set of n r.v.'s {Xl ••• X } and Q. 
n n ~ 
such that A. is any subset of i of the elements} 
~ 
Define G . = 
n,~ 
Lennna: TT X. = 
~ 
n 
L 
i=o 
L ~A. PA. Q. ~ ~ 
~ 
G . 
n,~ 
Definition: s . = E[G .] = 
n,~ n,~ 
i=1 •••• n-1 with 
n 
G = n llA. 
n.n ~ 
L l!AC • E [ P A. ] 
Q • ~ • 1 ~ 
E(PA.) are given from i 
Theorem: EI ~ :l = ~ S . ~=l ~ i=o n,~ 
Appendix 3.2: Artificial Data Generation. 
{W-A. ;A.) 
~ ~ 
A sample of 108 observations was generated in the following way: 
(i) Le t [t} be defined as: 
[i] t - G [~ t-1 + ~t ; where £ • ~l ~ wi th 
G = [~ D and ~2 = Ccos(rr/6) Sin('/6~ and 
-1 
-sin(n/6) cos(n/6 
w 
-t 'V IN[ 0 ,.!iJ 
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(iO 
(iv) 
The initial setting was: 
~ = (450,5)'; ~ = (144, .11)' and 
_w1 = diag(13.l6;.019), w = .00005 I and -2 2 
w = diag{~l ,w
2
} 
V = 2500.0 
Let X and U be defined as: X F e and U ~ ~ + 1.0, F = (1,0) 
so that 
Finally the conditional distribution of (Ytl ~ t) is obtained as: 
tt/[illJ '" N~12 + x u + At W G[TI) E "- At w A~J p - p '33 t t-l 
H, 
(v) Using the conditional data in (iv) a sample of 108 observations were 
generated. 
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Chapter 4: An Application of Dynamic Non-Linear Bayesian Models to 
T.V. Advertising. 
4.1: Introduction. 
This chapter comprises a report on some work developed for a Market Research 
Company [Millward-Brown Co.]. The problem is one of exploring the relationship 
between advertising awareness and advertising weight. The objective is to 
evaluate the effectiveness of TV-Advertising and to provide information on the 
response and decay of advertising effects. 
The descriptive model relating TV-Advertising and consumer awareness has 
been successfully used for two years both for retrospective and prospective 
analysis. 
Previous analyses of advertising data have focused on the relation between 
sales and advertising, and discussed the existence of feedback causal relationship. 
The classical method of transfer functions has been used as in Bhattacharrya 
et al (1982) and Caines et a1 (1977). A good survey of the econometric models 
applied to the measurement of the duration of advertising effect was done by 
Clarke, D.G. (1976). Mahajan, V. et al (1980) have developed models which can adjust 
automatically to changing data patterns in the postulated response function. 
In particular, Broadbent (1979) has applied lagged polynomial econometric models 
in fitting the relationship between awareness and advertising. 
Our approach to this application involves the concept of stochastic transfer 
response in the context of dynamic linear and non-linear models. The performance 
of these models are assessed and discussed. The method developed in Chapter 3 is 
used with the evolution of state parameters as a DLM. The performance of these 
models are assessed and discussed. 
In the coming sections we discuss aspects of the data and state the bases 
of the models. Section 2 shows the objectives of the study and discusses some 
aspects of the two measurements. The basic assumptions as well as the facilities 
required by the Millward Brown are discussed in Section 3. 
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Section 4 shows how extra facilities and improvements can be obtained within 
the class of Dynamic linear models, Bayesian Forecasting, [Harrison-Stevens 
(197l-1976)J and Kalman Filtering, [Kalman (1963)J. These models are extent ions 
of Broadbent (1979). 
Section 5 states some conclusions derived from the basic assumptions. The 
effect of advertising and of consumer memory ageing are modelled and combined to 
produce a basic guide relationship on which the non-linear models are based. 
The observational model is discussed and measures for assessing the effectiveness 
of advertising and for comparing different advertisements are presented. 
Section 6 shows applications of the models and gives a comparison between 
the performance of the linear and non-linear models over a set of fast moving 
consumer goods. The general conclusion is that the non-linear models provide 
a significantly better description of the relationship and give marked improve-
ments in forecast performance. 
4.2: The Advertising Project. 
This project was developed for the Millward Brown Company which has various 
clients in about 16 different markets of fast moving consumer goods such as 
lager, chocolate bar, breakfast cereal etc. 
In any market,where a company has one or more brands supported by a substantial 
amount of advertising, at least some of which is on television (T.V.), there is 
considerable benefit to be derived from setting up a vehicle for continuously 
monitoring the consumer response to advertising, say Millward Brown (1983). 
Such data is valuable for reviewing previous advertising; for correcting the 
tendency of many current pre-testing methods to give a systematically misleading 
feed-back to the creative team; and for leading to more rational advertising 
decisions. Measures of brand image, intention tobuy and so on are often derived 
from the data. However, this thesis is concerned with the relationship between 
consumer awareness and television advertising. 
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It is worth noting that such advertising usually takes place in bursts or 
waves, so that the population consumer awareness varies considerably, creating 
a dynamic situation which merits frequent and perhaps continual study. For 
some products a sample of around one hundred people in selected regions of the 
country is taken by Millward Brown in many weeks. 
4.2.1: Objectives of the Study 
The main objectives of such analysis are: 
(i) to define a relationship between TV advertising and consumer's 
awareness; 
(ii) to separate the effects of advertising spending from that of advertise-
ments' content, and so to evaluate the effectiveness of the advertising; 
(iii) to assess the merits of different advertising campaigns; 
and 
(iv) to provide information on the response and decay of advertising effects 
in order to help in scheduling decisions. 
4.2.2: The Measurements 
The two measures we deal with are the percentage of people aware of a brand 
and the advertising weight. 
Advertising weight: 
T.V. advertising is measured by JICTAR as weekly T.V. ratings (T.V.R.'s) 
over populations which are usually different from those in the consumer survey. 
They are taken over the same T.V. areas. A common measure for commercials 
of different lengths is required. This is usually standardised on 30 seconds, 
increasing the T.V.R. 's for longer advertisements and decreasing them for shorter 
ones in proportion to their costs. Further discussion of T.V.R. 's may be found in 
Broadbent (1979). 
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Consumer Awareness: 
Awareness may be measured in a variety of ways. Each person may be shown a 
list of brands and each respondent asked "which of these have you seen advertised 
on T.V. recently?". One awareness measure for a brand may be based upon the 
sampled number and the number of positive responses for that brand. 
4.3: System Model - Basic Assumptions. 
It is important to emphasize here that the models were developed having in 
mind some desired facilities in order to attain the objectives in 4.2.1, and 
are based on stated hypotheses. In this section we explore these aspects. 
4.3.1 
(i) 
Facilities required. 
a capability for handing weeks where no sample data is collected, 
missing observations; 
(ii) a means of including subjective information, so that: 
a) initially modelling and prediction can begin with no data; 
i.e. 
b) at any time the parameter estimates and their associated uncertainties 
can be changed; 
(iii) an ability to respond quickly to signalled changes in advertisement and to 
measure the effect of such changes; 
(iv) a "what/if" facility for obtaining an estimate of a projected 
advertising campaign and also for assessing the model adequacy; 
(v) a filtering facility for estimating the underlying weekly awareness 
for week t based upon data up to and possibly including week t+5. 
This filters the random variation and aims to give a smoother 
retrospective picture of underlying awareness. 
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4.3.2: The Basic Assumptions. 
The models referred above were based on the following propositions: 
(i) A diminishing return rate from increased advertising. Consider a moment of 
time at which the awareness effect E is derived from an advertising stock a, then 
the hypothesis of diminishing returns expresses the relationship 'as: 
E d {l - exp(-Ka)}, where: 
E - effect of the advertising 
d - is a "ceiling" factor 
K - is a measure of the resistance to advertising 
a - the amount of advertising which is effective. 
E 
- - - -
.------------
_~C-----~-------------~--~ a" a 
1/2 
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It ~s worth mentioning that this is the shape of the response function advocated 
by Simon and Arndt (1980) in their review of studies in the area. 
(ii) The decay of awareness. 
Let Et be the effective awareness derived from T.V. advertising at time t. 
Assuming that after this week, t=O, there is no further advertising, it is 
hypothesised that the awareness (not the adstock) decays exponentially to some 
threshold value, so that Et decays to zero. The decay rate is denoted as A, 
where O~A~l, giving: 
where: 
EO is the initial response 
--~--~--------====-----? 
o time (weeks) 
Some alternative ways of considering the memory decay of a population are 
discussed in the appendix 4.3.1 where we suppose that the memory decay of an 
individual randomly selected has a beta distribution. 
- 52 -
(iii) A sampling variation which is dependent upon the sample size and also the 
awareness level; 
(iv) All the parameters of the model have a clear physical interpretation, 
as follows: 
a) threshold awareness, or a base line, in the absence of advertisement - ~ -
b) a maximum level or asymptotic level of awareness - ~+d -
c) the exponential decay rate - A -; 
(v) A general slow change in the quantities described in (i) to (iv), and 
(vi) In response to a major change in advertisement, a likelihood of a sudden 
marked change in the awarensss response. 
The last proposition is essentially the concept of stochastic transfer 
response described in Chapter 6. 
4.4: Dynamic Linear Models. 
4.4.1: Introduction 
The effect of advertising on awareness is essentially non-linear and, although 
linear models can capture local descriptions of the relationship, the quantities 
involved in the local linear descriptions need to vary according to the effective 
advertising level. Consequently misinterpretation is quite likely and, in 
estimating the effects of different advertising levels, extrapolation will be 
misleading. 
Broadbent (1979) discusses the relationship between awareness and T.V. 
advertising and although he acknowledges the non-linearity, his operational 
methods use linear relationships and least squares. One of his main concepts 
is that of adstock which, at any time t, may be thought of as measuring the 
current effect of all the advertising effort that has been expended. Denoting 
the adstock at time t by a , the actual TVR's for week t by x , and a known 
t t 
discount factor by A, where O<A<l, Broadbent calculates adstock recurrently by 
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at = A a +x. • . •• ( 4. 4. I) 
t-l t 
Hence in the absence of further advertising the adstock decreases exponentially 
to zero as time increases. In practice x
t 
may be some function of the actual 
TVR's for weeks t-l and t reflecting the sampling period with its timing variation 
and delayed effects. He then models the expected awareness as a linear function 
of adstock. For example, letting Yt be the percentage awareness of the sample 
for week t, a and n be unknown constants and v
t 
a random error term with zero 
mean, the statistical model is: 
Yt = a + nat + vt ••••• (4.4.2) 
Given historic values of the Yt's as Yt'S, A and the xt's the pairs (Yt,a t ) are 
known. The two constants (a,n) are then calculated using ordinary least squares. 
This model has given satisfactory results in some cases, presumably those in 
which the adstock did not vary greatly. However, in many others it is far from 
satisfactory. The effect of advertising on awareness is essentially non-linear. 
Although linear models can capture local descriptions, the range over which such 
a description is adequate is often far too small to be of practical value. This 
can be partly overcome by making (a,n) dynamic as in the following Dynamic Linear 
Models. However there are still major disadvantages in interpreting the linear 
model and great dangers in using such models to extrapolate to predict the outcome 
of proposed advertising campaigns. A number of other points also need to be made. 
Ordinary least squares is questionable in these applications since the random error 
term does not have a constant variance. Given a fixed sample size and simply 
arguing on a Binomially distributed response it is seen that the variance 
associated with an awareness level of about 50% is roughly three times as large 
as the variance associated with a 10% or 90% awareness level. Further the variance 
obviously depends upon the sample size, varying roughly in proportion to it. This 
indicates that sequential dynamic regression with an appropriate variance law, 
should improve performance. The need for A to be known is a disadvantage. So 
too is the fact that a change in the televised advertisement can lead to a major 
sudden change in awareness. 
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This section considers how, by reformulating Broadbent's models, in terms of 
Bayesian forecasting using Dynamic Linear Models (D.L.M. 's), improvements can be 
obtained. 
Proportional awareness varies between 0 and 1. Hence its relationship with 
adstock at can be thought of as non-linear. For example, for a given advertisement, 
a generally acceptable form of the relationship is as shown in Fig. 3. 
Figure 3 
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Linear models approximate the graph by straight lines. In Broadbent's original 
model a single line is proposed. Its descriptive and predictive powers are 
obviously limited. With a Bayesian D.L.M. the appropriate line is continually 
updated so that in different regions of adstock, different lines are proposed. 
Since adstock varies relatively slowly some improvements can be obtained. When 
a totally different form of T.V. advertisement is used, this usually has the 
effect of completely altering the quantitative relationship as can be seen from 
Fig. 1. The Bayesian approach can be very effective in assessing such major 
changes. 
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4.4.2: The BROADYM Model. 
It is a simple matter to extend Broadbent's original model to a dynamic 
model. Note that the original regression model of Section 2 can be written as 
a. 1 0 0 
= o 1 0 
00" 
The dynamic form of this model 1S then: 
a. I 1 0 0 
" J 
o 1 0 
a t 00" 
where [::J ~ N[w ;W J. -t -t 
t 
a. 
a t-l 
a. 
n 
a t-l 
+ 
o 
o , with A known 
w1 
+ w2 
x t 
The variance V may more properly reflect the sampling situation by setting 
t 
Vt = qft.(l-f t ) where f t = E[YtIDt_1J is the expected awareness for time t based 
upon the information D up to time t-l. q is either specified as a constant, 
t-l 
I 
a function of the sample number or it is estimated on line. Except at times of 
intervention v and ware zero. One important use of changing (-_wt ' ~) is when t -t 
a completely new type of advert replaces an existing one. The variance W can 
-t 
be enlarged to reflect the extra uncertainty that then exists concerning the 
effect of the new advertisement and if required ~t can convey the expected 
"improved effect" of the new advertisement as estimated by a marketing department. 
This is a simple example of stochastic transfer response and their estimation is 
dealt with in Chapter 6. 
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Although we have used NDLM the ideas of discount can be introduced. As an example 
the normal discount Bayesian Model for the Broadyrn may be written as 
Let the posterior distribution be 
Ir[a] / J. '" N~t_l; £t-~ U T) t-l Dt _ 1 
Let O<S:s1 be an appropriate discount factor, then the model is 
If'[a] / J IV N Gnt - 1 ; f t - 1 / sJ Un t Dt - 1 
Defining at = A a t _ 1 + xt ' F = (1, at) and R = ~t-l/S, the one step ahead 
forecast distribution is 
F m 
--t-l 
Y = F R F' +V 
t - - - t 
where 
Writing ~ = R ~'/Yt and e t = Yt - Yt ' where Yt is the observed percentage 
awareness at time t, the necessary recurrence relationships are 
'V N~ ; cJ t:t -t 
with 
~~ = m + A e t -... -t-l -t 
If variance learning is required let Nt be the number sampled at time t, ut the 
number aware and ~t the expected percentage of people aware. Then a variance 
law can be formulated as 
'" 
Vt = qt-l Yt (100 - yt)/N t 
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wherp. qt = Stint 1S recurrently calculated as 
nt = n + N t-l t 
St = S + d2 t-l t 
IN I ;; 
A 
dt (y t - Y ) (lOO-y t) t t t 
Yt 100 ut/N t 
Further details of variance learning can be found in West (1983), Ameen and 
Harrison (1983), and Discount Bayesian Regression is discussed in Harrison and 
Johnston (1983). 
4.4.3: The Local Linear Model. 
A weakness of the previous models is the need to pre-specify the unknown 
decay factor A. It is an advantage if A can be estimated on-line and possibly 
be allowed to vary with time and type of advertisement. Taking equations 4.4.1 
and 4.4.2 of Broadbent's original model, given in Section 4.4.1, it is easily 
seen that 
Y t - A Y t-l = 1-1 + 11 x t + v t - A \) t-l (4.4.3) 
where 1-1 = (l-A)o.. This leads to the proposal of the DLM {.!t' I, Vt , }It} where 
as: 
+ W 
-t 
The model may be written in full 
(4.4.4) 
where e t is the usual one step ahead forecast error, \)t ~ N(vt ; Vt ) and 
~t ~ N(wt ; ~t)' Generally ~t is a small variance matrix allowing the parameter 
vector ~ to vary through time. However, when exceptional events occur, such as 
changes in the form of advertisement, the appropriate elements of Ware enlarged 
-t 
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to provide a rapid means of estimating the effect of the event. 
4.4.4: Comments 
The D.L.M. 's can adapt well to slow changes in the intercept and slope of 
the local line but obviously, from Fig. 1, their extrapolative validity is 
unsatisfactory, as is their global description of the true relationship. Never-
theless for short-term description and short term retrospection, the model will 
be reasonable for the greater part of the time. Further the models are designed 
to deal quickly with sudden major changes in awareness, which for example, may 
occur with a qualitative change in advertising. Referring to Fig. 3, if advert 
1 is to be replaced by advert 2 whose awareness response form is unknown, a 
signal of the new advertisement can raise the uncertainty associated with this 
response and provide a very fast means of adaptation. Even so, comparisons 
between adverts is not easy. If linear characteristics are used, the estimated 
difference may be confounded by differing amounts of expenditure on the two 
adverts. Missing observations cannot be properly handled by many classical 
time series models but, as it is well known, Bayesian methods have no difficulty 
with them. Further, observed awareness 1S more properly modelled based on the 
Binomial distribution. The varying variance Vt can be designed to reflect this 
and provided the sample is sufficiently large a Normal distribution can be assumed 
for Yt • However, for smaller samples and either low or high awareness levels it 
may be desired that a Binomial Distribution is used. An example of such a linear 
model is given as a particular case of the non-linear models in section 5.3. 
Further that example demonstrates how the extra variation due to sampling in 
what might often be an unrepresentative T.V. region can be modelled. 
4.5: Dynamic Non-Linear Models. 
4.5.1: General. 
In this particular application the non-linear models have been developed based 
on the propositions described in Section 4.3. Some consequences of the basic 
hypothesis are derived and the Dynamic Non-Linear Models of Chapter 3 are applied. 
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4.5.2: The Assumed Relationship Between Awareness and Advertising. 
The relationship between awareness and advertising is derived as a consequence 
of the hypothesis of diminishing return and the exponential decay of awareness 
in the absence of further advertising (Section 4.3). An interesting relation 
between adstock at time t-l and at time t is also concluded. 
(i) In the absence of an advertising input in week t, the adstock reduces from 
a to at as a consequence of relations 4.3.2 (i) and (ii). These quantities 
t-l 
are related according to: 
-1 
a = - log 
t k
t 
[dt~EtJ 
t 
= -1-_ log r;. -A {I - exp (- ka )}l 
k t L c: t t-l :J 
Hence, in these models, adstock does not reduce exponentially with time: it is 
the memory effect of adstock that decays exponentially. 
(ii) Let E
t 
be the effect of advertising at time t-l, so from 4.3.2 (ii) this 
-1 
effect will decay to AE t _ 1 at time t. The equivalent adstock at time t-l is 
obtained from (i) above, as: 
6-
Effect 
e 
a 
t-l 
In this way the adstock at time tis: 
e 
a = a + x 
t t-l t 
where x t is the advertising input at time t. 
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Adstock 
(4.5.1) 
The final relationship between advertising and awareness effect is: 
(4.5.2) 
4.5.3: Notation and Observational Model. 
t denotes week t; 
).Jt the threshold awareness or base level, which awareness falls to when there 
is no ad-stock. 
J.1 t + d t the asymptotic awareness; 
A t the memory decay rate; 
x t the number of TVR's in week t (possibly delayed); 
Nt the number of people sampled in week t; 
ut the number of people "aware" in week t; 
the proportional awareness in the population; 
lOQU t Y = the observed percentage awareness in week t; 
t Nt 
the effect of TV advertising up to and including time t on the 
awareness at time t; 
the advertising response factor. 
The Population Awareness 
The population awareness Pt is then modelled using a derived guiding 
relationship 
(4.5.3) 
Since the weekly awareness sample is taken in selected T.V. regions the relevant 
regional awareness ~t will vary around Pt and is modelled as 
This can be expressed as ~t = Pt + 15 with 15 '" @; a~. 
The Observed Awareness 
Letting Nt people be sampled in week t, the number of aware people U
t 
is 
modelled as a conditional Binomial 
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If Nt is sufficiently large, as is often the case, both Ut and the percentage 
awareness Yt can be well approximated by a Normal Distribution with 
Measuring the Effect of an Advertisement. 
One measure of a given advertisement is T = (log 2)/K = o.7/k. This may 
e 
be regarded as a measure of the resistance to advertising. The interpretation 
is that T is the number of T.V.R. 's required to achieve a half of the possible 
remaining potential awareness which at any time t is d - E This measure t t· 
allows a comparison between different advertisements. 
In one of the later models, K is fixed for all advertisements and then 
different advertising campaigns may be compared using the quantities ~t + d t • 
Further discussion of measures used in practice is to be found in Colman and 
Brown (1983). 
4.5.4: Non-Linear Model with Variable Half-Effects. 
The non-linear model is completely specified by a set of guide relationships 
and the observational distribution. with the normality assumption for the marginal 
distribution for the underlying parameters e there is no technical problem since 
-t 
the first two moments of the guide relationship can be calculated. 
In this model the value of the asymptote ~t + d t = constant is to be 
specified, although ~ and d are allowed to vary along the time. 
t t 
Guide Relationships: Following 4.5.3 the guide relationship for the regional 
proportional awareness Wt is to be taken as 
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The corresponding guide relationship for Et ~s 
However, for computational ease, in this model, a Taylor series expansion is 
used just in updating, so that we use: 
(4.5.4) 
Systems Evolution: Let the information up to and including time t-l be 
(8 /D ) I\,N [m ,C ], withC 1 
-t-l t-l -t-l -t-l -t-
constrained by ell = c22 = c, c l2 = c21 = -c, to ensure that ~+d is fixed equal 
a constant, and suppose that the link between (8 t /D t _l ) and (~-l/Dt-l) is: 
+ w 
-t 
The distribution of LEt /D ] is then derived 
8 t-l 
-t 
using the above guide 
relationship for ~t; and ~t g(!t) provides 
'" ~t ~ / rr ~ Et I\, E D t l~' t-l 8 
'" 
-t 8t 
Observational Model: the observation model may be specified as Binomial or as a 
Normal using a variance governed by the Binomial characterization. Following 
the principles described in the sections dealing with linear models all the 
request facilities as given in 4.2 are provided. 
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Forecast Function: In obtaining the forecast function which provides future 
point estimates of consumer awareness the full non-linear form 
is used with modal estimates e being used for all future point estimates. Note 
-t 
that this is one application of the global form forecasting function as discussed 
in Harrison-Leonard-Gazard (1977). 
4.5.5: Non-Linear Model with Fixed Half-Effect. 
Guide Relationship: In this model the guide relationships are defined as: 
4.5.5 
where 
System evolution: The evolution is described by the relation 
e = G e + w 
-t - -t-l -t 
where: 
So the prior distribution is obtained using the guide relationships as: 
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Observational Model: The observational model may be specified as normal with the 
following variance-law 
Finally it is worth commenting that the updating procedure is as described in 
Chapter 2 for the non-linear normal models and, if desired, the variance learning 
discussed in Section 4.4.2 can be used. 
4.6 Examples and Comparison. 
4.6.1: General 
A number of examples of the application of the models are given in Colman 
and Brown (1983) where they are discussed from a practitioners viewpoint. 
Estimates of some of the parameters as they evolve throughout time and of the 
effectiveness of different types of advertisement may be found in that paper. 
In this thesis we concentrate on comparing the relative performance of the 
linear and non-linear models. It is shown that, over a sample of products, 
there is little to choose between the two linear models and that there is 
also little difference between the two non-linear models. However, the 
predictive performance and the descriptive power of the non-linear models is 
seen to be far better than that of the linear models. 
The initial setting of the parameters and the posterior mean and standard 
deviation for each data set and each model can be found in the appendix 4.2 
and 4.3 respectively. 
4.6.2: Examples 
In the following examples we present the data for the main products involved 
in this evaluation study. The performance of the models is assessed on a 
qualitative basis, that is to say emphasising the descriptive power of the models. 
The observed weekly percentage consumer awareness and the weekly TVR's on 
product PI are plotted for a period of 70 weeks. The one week ahead point 
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predictions uS1ng model 2 (the non-linear model with half-effect fixed) are 
also plotted. The non-linear relationship between TVR and awareness can be 
appreciated and the decay in awareness when no further advertising is coming 
in is evident. 
In Fig. 4.6.2 the data on product P5 is given. This is a fast moving 
consumer good. Both the observed weekly percentage consumer awareness and the 
weekly TVR's are plotted for a period of more than three years. Periods of 
m1ss1ng observations, which correspond to no awareness samples, are indicated. 
Plotted also are the one week ahead point predictions derived using Modell. 
The decay in awareness during periods of no advertising is evident on a number 
of occasions and the sharp non linear response to an advertising burst can also 
be appreciated. For this product, there are five periods of missing observations. 
A comparison between the Local Linear model and the non-linear model 1 is 
shown in Fig. 4.6.3 using data on Product P2. The point predictions are for four 
weeks ahead. Fig. 4.6.4 shows a similar comparison for the linear model Broadym 
and the non-linear model 2. The data here relates to a chocolate bar which is 
also examined in Colman and Brown (1983) whose later data is included. The 
interesting feature of this product is the use of three distinct advertising 
campaigns. The first advertisement was successful in generating consumer aware-
ness. However in weeks it was replaced by a qualitatively different advertise-
ment which unfortunately was soon assessed by the models to be relatively poor. 
In fact this latter advertisement was estimated to require almost 5 times as 
many TVR's as the former advertisement in order to achieve the same increase in 
awareness response. In turn this advertisement was replaced in week 158 by 
another qualitatively different advertisement that was estimated to improve 
the awareness response over its immediate predecessor by a factor of about 3. 
Figures 4.6.5 and 4.6.6 show the extrapolative inadequacy of the linear models. 
In Fig. 4.6.5 product P2 is shown with the point predictions made at week 39 
for the future advertising programme over the next 31 weeks. Clearly compared 
to the performance of the non-linear model, the linear model fails to give a 
satisfactory prediction. 
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Similarly in Fig. 4.6.6 with product PS, the point predictions made at week 129 
for the future advertising programme over the next year of 53 weeks is g1ven. 
Again the performance of the linear model is totally unsatisfactory and shows 
that for "what if" analyses the linear models are not to be recommended. 
Finally in Fig. 4.6.7 we have the data on product Pl and the extrapolative 
performance of the models. For this particular data set the four models are 
quite similar. 
4.6.3: Comparison 
Tables 1 and 2 give a comparison of the four models relative to that of 
the non-linear model 1. The criteria is the inverted normal loss function, 
which was used in order to avoid the effect of some outliers. 
As we see from tables a and b, in the appendix 4.4, the two criteria, when 
expressed as integers, give identical results. In the appendix 4.3 we present 
some additional results using the point prediction for the future advertising 
programmes. 
The performance for four steps ahead using non-linear model 1 was assessed 
without signalling the change in the quality of advertisement by increasing 
the uncertainty of the relevant parameters. The loss was 32% greater showing 
the large benefits to be gained by considering the response to different 
advertisements as stochastic. 
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TABLE 1. A COMPARISON OF THE FOUR MODELS. 
The tabulated entries are the percentage loss in excess of that incurred by 
model 1, using an inverted Normal loss function. 
One week ahead point forecast performance 
PRODUCT BROADYM LOCAL LINEAR MODEL 2 MODEL 1 
PI 35 47 2 0 
P2 21 26 5 0 
P3 18 9 1 0 
P4 2 -1 -5 0 
P5 8 20 6 0 
MEAN 17 20 2 0 
Four week ahead point forecast performance 
PRODUCT BROADYM LOCAL LINEAR MODEL 2 MODEL 1 
PI 31 30 0 0 
P2- 31 41 11 0 
P3 56 15 -7 0 
p4 4 21 -9 0 
P5 31 32 3 0 
MEAN 41 38 0 0 
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Appendix 4.1 Memory Decay of a Population 
We suppose that the memory decay A of an individual randomly selected is 
distributed over (0,1) as a Beta, so that 
f (A) 
It follows that 
1 a-I b-I 
= B(a,b) A (I-A) ; a>O, b>O 
Mode{A) = a-I 
a+b-2 or ° or 1 
E (A) a = 
a+b 
V(A) ab and = (a+b+l) (a+b) 
E(Ak) = r(k+a) • r(a+b) 
rea) . r{k+a+b) 
The case b=l is worth considering since the mode is at 1. In this case the 
expectation of Ak reduces to 
a 
= --k+a 
which shows that the memory decay for the population is slightly bigger than a 
simple exponential decay as we can see in the following table 
K A=,9 
° 
1 1 
1 .9 .9 
2 .81 .818 
3 .73 .75 
4 .59 .69 
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Appendix 4.2: The Initial Setting for Parameters. 
This appendix contains the initial setting of the parameters for the various 
products and models. 
BROADYM: 
MEAN VARIANCE DISTURBANCE 
level 10.0 100.00 .04 
slope .10 .04 .04 E-4 
A .90 
a .00 
a 
except for products P and P where the level mean are: 0.0 1 2 
LOCAL LINEAR: 
MEAN VARIANCE DISTURBANCE 
level 4.00 4.00 0.1 
slope .04 .0004 .01 E-4 
A .90 .0025 .01 E-4 
Y - .80 .0025 .01 E-4 
200.0 
except for products £1 and P
2 
where ~ = 0.0 and E = 0.0 
MODEL 2 
level 
D 
A 
E 
H 
MEAN 
16.00 
44.00 
.90 
16.00 
200.00 
VARIANCE 
64.00 
64.00 
.0064 
64.00 
DISTURBANCE 
.04 
.04 
.01 E-4 
.00 
except for PI and P2 where il = 0.0 E = 0.0 and H = 11k. 
MODEL 1 
MEAN VARIANCE DISTURBANCE 
~ 0.00 64.00 .04 
D 45.00 64.00 .04 
A .90 .0064 .01 E-4 
H 200.00 1000.00 2.40 
E 0.00 64.00 0.00 
except for products P3 ~ = 10 d = 35 
p ~ = 30 d= 55 
4 
P ~ = 5 10 d = 35 
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Appendix 4.3 
For each product and each model we present below the posterior mean and 
standard deviation at the end of the data set. 
BROADYM 
LEVEL SLOPE 
with It = .90 fixed PRODUCT MEAN SD MEAN SD 
P1 3.32 1.54 .058 .01 
P2 4.52 1. 73 .043 .01 
P3 13.32 6.32 .024 .01 
P4 42.53 2.60 .036 .01 
P5 8.52 1.69 .074 .01 
LOCAL LINEAR 
LEVEL SLOPE DECAY GAMMA 
MEAN SD MEAN SD MEAN SD MEAN SD 
PI .29 1.03 .07 .02 .88 1.04 -.75 .05 
P2 .58 1.07 .06 .01 .87 .05 -.79 .05 
P3 .41 1.90 .06 .02 .84 .04 -.76 .05 
P4 6.35 1. 75 .08 .02 .84 .03 -.62 .04 
P5 1.45 1.21 .07 .02 .87 .04 -.76 .05 
- 79 -
MODEL 1 
~ d H A 
MEAN SD MEAN SD MEAN SD MEAN SD 
PI 3.62 2.01 41.38 2.01 261.19 36.8 .89 .02 
P2 4.82 2.05 40.18 2.05 201.67 49.4 .84 .04 
P3 9.87 1.53 55.13 1.53 743.17 134.4 .86 .02 
P4 31.37 4.07 53.63 4.07 494.40 114.9 .95 .01 
P5 7.99 1. 70 37.01 1. 70 210.17 23.9 .90 .02 
MODEL 2 
j.J d A 
MEAN SD MEAN SD MEAN SD 
PI 3.25 2.12 35.48 3.80 .89 .02 
P2 4.05 2.19 35.75 3.81 .85 .04 
P3 6.92 1.99 26.08 3.44 .91 .02 
P4 23.93 4.93 41. 72 6.20 .96 .01 
P5 7.98 1. 74 37.00 3.58 .90 .02 
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Appendix 4.4: A Comparison of the Four Models. 
The tabulated entries are the percentage loss in excess of that incurred 
by modell, using an inverted Normal and quadratic loss function. 
Table a: Inverted Normal Loss Function 
One week ahead point forecast performance 
PRODUCT 
PI 
P2 
P3 
P4 
PS 
BROADYM 
34.79 
20.69 
17.75 
2.09 
8.48 
LOCAL LINEAR 
46.87 
25.90 
9.23 
-1.06 
20.12 
Four week ahead point forecast performance 
PRODUCT BROADYM LOCAL LINEAR 
PI 81.20 79.85 
P2 31.43 41.02 
P3 55.94 14.88 
P4 4.15 20.85 
P5 31.31 31. 79 
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MODEL 2 
2.09 
4.63 
.42 
-5.38 
6.27 
MODEL 2 
- .29 
11.17 
-6.91 
-9.15 
3.23 
MODEL 1 
o 
o 
o 
o 
o 
MODEL 1 
0 
0 
0 
0 
0 
TABLE b - QUADRATIC LOSS FUNCTION 
One Week ahead 
PRODUCT BROADYM 
PI 
P2 
P3 
P4 
PS 
34.83 
20.72 
17.78 
2.09 
8.49 
Four Week ahead 
PRODUCT BROADYM 
PI 81.43 
P2 31.48 
P3 56.17 
P4 4.16 
PS 31.43 
LOCAL LINEAR 
36.90 
25.95 
9.24 
-1.07 
20.14 
LOCAL LINEAR 
79.99 
41.08 
14.88 
21.08 
31.82 
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MODEL 2 
2.10 
4.63 
.91 
-5.39 
6.29 
MODEL 2 
-.28 
11.18 
-6.90 
-9.34 
3.22 
MODEL 1 
o 
o 
o 
o 
o 
MODEL 1 
0 
0 
0 
0 
0 
Chapter S.A general Non-Linear Model. 
5.1: Introduction. 
The class of dynamic non-linear normal model developed in Chapter 3 is 
extended to the non-normal case. The approach is based on dynamic extention of 
non-linear regression models in the one parameter exponential family of distri-
butions, the class of generalized linear models. 
Conjugate prior and posterior distributions for the exponential family are 
used leading to the calculation of predictive distributions for forecasting in 
closed standard form. 
A review of the static GLM is introduced, emphasizing the structure of 
the models, as a base for the extent ion to the non-normal case. In Section 5.3 
we discuss the dynamic generalized linear model and we present the method of 
feedback of observational information to the state parameters. The linear Bayes 
prediction method is used. 
Finally in Section 5.4 the class of general dynamic non-linear model is 
developed and some examples are discussed. 
5.2: A review of the static generalized linear model. 
5.2.1: General. 
A general approach to the analysis of static regression problems in the 
exponential family was given by NeIder and Wedderburn [1972]. The generalized 
linear model, as they called it, comprises a wide class of models suitable for 
application in many practical problems and the methodology has spread rapidly 
due to the availability of comprehensive computer packages (Baker and NeIder [1978]). 
A Bayesian inference and data analysis for the generalized linear model is 
discussed in West [1983J. 
The class of generalized linear models includes techniques developed for 
non-normal data such as probit analysis, where a binomial variate has a parameter 
related to an assumed underlying distribution; contingence tab'les, where the 
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distribution is multinomial or Poisson with constraints and the systematic 
part of the model usually multiplicative; and estimation of variance component 
from independent quadratic forms, where the distribution and the systematic 
component has a linear structure. 
In all the above mentioned examples the following characteristics are 
present: 
(i) a dependent variable, say Y, whose distribution, with parameter ~ , 
(ii) 
is a member of the exponential family; 
a set of independent variables, x1 ,x2 ••• x , and a linear systematic p 
component: 
P 
A = [ 
i=1 
e. x. 
1 1 
(iii) a linking function g(W) connecting the parameter ~ of the distribution 
of Y with the A's of the linear model. 
In the remainder of this section we briefly discuss the linear model for 
the systematic effects, and some properties of the exponential family as a useful 
class of distributions to represent the random part of the model. 
5.2.1: The linear model for sytematic effects. 
Suppose that x
1
, ••• ,xp are p-independent variables whose values are known 
and denote bye., i=1,2, ••• p, a set of p unknown parameters whose estimate is 
1 
required. 
The linear model is: 
or quantitative. 
5.2.2: The error structure. 
P 
A = [ 
i=1 
e. x., where the x variates may be qualitative 
1 1 
In order to represent the random component of the GLM a general class of 
distributions is introduced. Suppose that the observation Y comes from a distri-
but ion with density function given by: 
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5.2.1 
where ¢>O and W is the natural parameter of the distribution. 
The class of the densities of the type 5.2.1 will be called the general 
exponential family, and the mean and variance of Y can be expressed in terms of 
¢ and W as: 
(i) E[Y/W,¢] = ~ = a' (W) 
(ii) V[Y/W,Ijl] a"(lji)/¢, where' means the derivative of a. 
The results in (i) and (ii) can be easily proved using the identities (see 
Cox and Hinkley (1979); pp. 107-108). 
E[aa
w 
19 p(y/1jJ,p~ = 0 
E[ ~~:2 Ig p(YN.<I>~ - - E[~~<I> Ig P(YN.<I>~2 
where some regularity conditions are assumed to guarantee the interchangeability 
of the order of integration and differentiation. 
Then it follows that: 
(i) E \adw {HYlji-a(lji)] + le b(y,<jl)}\ = 
= E[¢{Y-a' (lji)}] = 0; 
~ = E[Y/lji,<jl] = a'(w) 
(U) -E[<jla" (lji)] = -¢a" (W) 
v (Y /1jJ ,<jl) = a" (1jJ) / <p. 
5.2.3: Notation and Examples. 
and so: 
The notation for some special cases of interest is as follows: 
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(a) Normal Distribution 
Here we have: 
1 exp[- _1_ {Y-j.d~, 
al2'iT 202 J 
E(Y/W.~) =~ and v(Y/w,~) = 0 2 
(b) Gamma Distribution. 
Let (Y/8,¢) ~ G(8,~). The density function is: 
= exp ~{lg8-ey} b(y,~) 
where: b(x,8) = ~~ y~-l/r(~); ~ is a index. 
aCe) = 19(8), which implies: a'(8) lIe and 
a"(8) = 1/e2 , so that: 
-1 E(y/e,¢) = e and v(Y/8,¢) ::: 1/e 2 • 
(c) Poisson Distribution. 
The density in this case is: 
y -y 
= .:...~_~e_ 
y! y=O,l ,2 ••• ; ~>O 
::: exp[y 1e ~-yJ J:... y! 
a (9) e = e , 8 = 19 II and ¢=l. Then 
E[Y/e,q,J ::: a'(a) ::: e8 = II and v[y/a,<jl ] 
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where: 
a" (8 ) 
= ..:..-..:......;:.. = j.l 
<jl 
xElR 
(d) Binomial Distribution. 
Let (Y/p,n) ~ B(n,p). The density function in this case is: 
p[Y/p,n) = [;} py(l_p)n-y ; O<p<l, y=O,l, .•. ,n 
Exp ~ 19 (n~\1j + n 19 (n-\1 ~ b(y,¢) 
with np=\1, and: 
,I, = 19 \1 
'I' 1-\1 a(lji) = - n 19 n + n 19(1+elji). 
Then a' (I/J) and a"(I/J) , and so: 
E (y/lj!,<j» np and v(Y/I/J,<j» = np(l-p) 
5.2.5: Comments 
At this point it is worth making the following comments: 
(i) Wedderburn (1976) eives some properties of the MLE for the four standard 
members of the exponential family of error distribution handled by GLM 
combined with a variety of link functions. In particular, the estimates 
are unique for link functions giving sufficient statistics, for example 
the log-linear model in the Poi.sson case and the Logit model in the 
Binomial case. 
(ii) Although the GLM framework provides a class of models suitable for application 
in many different problems it provides only approximate inferences based on 
asymptotic results mainly due to the complexity of the resulting likelihood. 
(iii) When the data are continuous (for ego normal and gamma) learning about 
¢ provides information about variation in the data that is not accounted 
for by the regression of the x's on A's. The adequacy of particular member 
of the general exponential family can be examined by making inference about 
cp [West, (1983)J. 
By contrast the discrete distribution do not have this flexibility for 
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modelling the random variation; the binomial and Poisson models have 
¢ fixed. The scale parameter can be used to model extra variation in 
the data. West (1983) reviews some approaches to this problem as, for 
example, the beta-binomial models of Crowder (1978) in the context of 
biological bio-essay and the approximate analysis developed by Williams 
(1982), and extend these analyses considering the general exponential 
family with the scale parameter ¢ unrestricted (¢>O). The scale factor 
can be interpreted as simple discount factor to the likelihood when ¢<l, 
and as an expansion factor when ¢>1. 
(iv) Since our aim is to extend the GLM to include dynamic models in which, of 
course, asymptotic results do not apply, it will be necessary to look for 
some other way of providing precise inferences about regression parameters 
and future observations [West, Harrison and Migon (1983)J. In Section 
5.3 we discuss the extention of GLM to the dynamic linear case. 
5.3: Dynamic Generalized Linear Model. 
5.3.1: Introduction. 
In order to extend the generalized linear model it is natural to replace 
8 throuehout by ~t and to adopt a linear time evolution for !t as in DLM. A 
class of models with these features is introduced in this section. 
A basic condition to get a tractable model is to use the closed Bayesian 
analysis. The conjugate family of distribution is discussed and the forecast 
distribution in standard form is presented. 
It is worth pointine out once more that the main advantage of this class 
of models is in its use of the appropriate non-normal sampling distribution. 
Sampling models in the one parameter exponential family of distributions for 
steady models, that is models in which e is one dimensional with e = ~ for 
-t -t t 
all t, are discussed in Smith [1979J and related approaches are taken by Souza 
[1981] and Azzalini [1983 J. 
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Although the analysis for the dynamic regression model is somewhat more 
complex, a tractable solution is presented in this section, and the same method 
of analysis may be used for a much wider class of non-linear models [Migon and 
Harrison (1983)]to be introduced in section 5.4. 
5.3.2: The model structure. 
The general exponential family sampling model for the observation Yt is 
specified by the density: 
with ~t the natural parameter of the distribution, which satisfies: 
where ~ is a scale factor. 
a"(ljI )/~ 
t 
(5.3.1) 
(5.3.2) 
The prior distribution for the natural parameter has the conjugate form 
(5.3.3) 
and it will be denoted as (ljIt/Dt_14)~CP[at,et]' Using the usual conjugate 
analysis we obtain the posterior distribution as: 
(5.3.4) 
and the predictive distribution is: 
1 
The natural extension of the static generalized linear model consists of defining 
the systematic component of the model as a DLM, that is: 
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At = F e ~ -t (5.3.6) 
Suppose furthermore that (_8
t
_
I
/Dt _ l ) ~ [m ,C ] and, by analogy with -t-l -t-l 
the DLM, define the time evolution of the model on the first two moments of the 
state variables as: 
e = G m 
-t - -t-l 
R = B-! G C G' B-! 
-t -t -t -t-l -t -t 
with the transition matrix G and the discount matrix -tB known. 
-t 
(5.3.6) 
Note that the full distribution of the state vector is unspecified since the 
evolution is defined on the moments of the state vector. The natural restriction 
we impose is that the marginal distribution of At' a linear function of the 
elements of 8 , is such that Wt has the conjugate prior distribution of (5.3.3), -t 
From the linear structure of the model it follows that: 
and St are uniquely determined as function of At and r. Finally, the covariance 
between At and e is easily calculated as: 
-t 
The posterior for (~t/Dt) and the predictive distribution for (Yt/D t - l ) 
are given by 5.3.4 and 5.3.5 respectively. In order to complete the full 
Bayesian analysis we would require the posterior distribution for [!t/DtJ, but 
the model, as developed so far, does not require the full specification of the 
prior for (-t6 ID ), and so the posterior distribution for (8 ID ) is not t-l -t t 
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available. The central point is that only the mean vector and the covariance 
matrix are required, and they satisfy the identities: 
(5.3.7) 
Since, as in the Normal case, (6 /~ ,D ) is conditionally independent of (Yt,F t ), -t t t -
Chapter 3 section 3, all the information available to update the moments of !t' 
which are unknown non-linear function of ~t' is that concerning the joint moments 
r 
r' 
-t 
r tJ Rt 
In the coming section an approach to filter back the information {Y ,F t } t -
is developed. 
5.3.3 The posterior distribution for the state vector. 
As we have discussed in Chapter 3 the main assumptions of our model are: 
~t is conditionally independent of Yt ; 
(ii) the prior distribution for e given D is only partially 
-t t-l 
specified; and 
(iii)the marginal distribution for At = F
t 
6 is such that the mean and 
- -t 
variance of At are linked to the parameters of the conjugate prior for 
(Wt/Dt _1) ~ CP(at,St) 
From assumption (ii) it is clear that our model does not satisfy the 
requirement for a full Bayesian analysis, that is we cannot get the posterior 
for (~/Dt). On the other hand, all we need is to calculate the mean and covariance 
of this random vector. 
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Since the mean of (~/~t,Dt-l) is the optimal predictor in the sense of 
minimizing the quadratic risk function, and the covariance matrix is just the 
value of A(d) = E[(e-d) (e-d)'/~ ,D J at the maximum, our problem is, in resume, 
- - - - - - t t-l 
to find this mean value. Note that p(e /~ ,D ) is an unknown predictive 
-t t t-l 
distribution of e given ,J, and that the mean is not known. We must use 
-t 'l't' 
some alternative approach to predict it. 
The linear Bayes method was used by Hartigan (1969) to problems of 
inference in linear models when only the first two moments of the prior and 
likelihood are specified, rather than the complete probability model. A 
similar approach is discussed by Goldstein (1976) in the context of non-linear 
regression problem. 
The application the the linear Bayes approach to our case is straightforward 
and it provides the feedback of the information in (Yt'~) to~. 
Let d be a linear predictor defined as: ~ = ~O + ~l X and let the overall 
quadratic risk be given by: 
where: A (d) 
-t -
E [ (e -d) (e -d)' / ~ , D ] • 
-t - -t - t t-l 
The minimization of 5.3.8 gives: 
,.. 
,.. ,.. 
mt = ~t + r' ex -X J/r -t t t t 
R = E[At(~)/Dt-l)t ~ 
-t d=m 
--t 
r'r 
= R 
- -t:"t/ 
-t ' r t 
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(5.3.8) 
(5.3.9) 
It is worth noting that 5.3.9 are exactly the mean vector and the covariance 
matrix of (8 /~ ,D ) in the normal model (Chapter 3) and so will be close to 
-t t t-l 
the true momen~s in non-normal models if (~ ,6 In ) is approximately normal. To 
t t t-l 
complete the feedback of information we need to substitute the conditional mean 
A 
and variance matrices in (5.3.7) by rot and Rt to obtain: 
A 
~t = mt + ~'[gt-AtJ/ 
C = R - r'r [r -p J/r 2, 
-t -t -t-t t t t 
where 
gt = E[At/DtJ and Pt = v[At/Dt ] are calculated from the fully specified 
conjugate posterior for (~t/Dt) using the appropriate link function. 
Now we have the complete updating system for the dynamic Generalized 
Linear Model and in the coming paragraph we present some operational aspects 
of the proposed method for special cases. Numerical examples are presented in 
West, Harrison and Migon (1983). 
5.3.4 Special cases and applications. 
Two special cases of importance are the discrete binomial and Poisson 
Models. As we have pointed out before, suitable models are often obtained taking 
g(.) to be the identity function, so that the linear evolution is defined for the 
natural parameter, i.e: ~t=At' This leads to the logistic-linear and log-linear 
models in the binomial and Poisson cases respectively. 
(a) Poisson Model: 
For this member of the exponential family ~t = log(~t)' where ~t is the 
mean or Poisson rate. Since ~t>O, then ~t is a real value. 
A 
a gamma distribution and the parameters (~t,St) are functions of (At,r t ), with 
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where: 
0. -1 
At = E[lg(~t)/Dt_1] = f: 19 ~t ~tt 
(5.3.10) 
d y(o.) = do. 19 r(o.), r(·) - gamma function, is the digamma function. 
Therefore, of course, some approximation and recurrence relations in order 
A 
to get at and ~\ as functionof (At'r t ). From Abramovitz, M. and Stegun, LA. 
handbook we have; 
(i) recurrence relationships: 
f Y (0.) 
~ y' (0.) 
= y(o.+l) 1 
0. 
(ii) approximation formulas: 
"" 
y'(o.+l) + 1 
0. 2 
19(o.) 1 20. «OJ 
y' (0.) 1 1 
- - +-2 0. 20. which are based on Stirling 
formulas. 
A better approximation for the digamma function is: 
y(o.) = 19(0.-.5) for a>3.0. 
Using this approximation with r t <.4 the values of at and Bt follow: 
Finally the predictive distribution is: 
(l-R./t 
0. 
R. t where 
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Bt 9, =--1+13 
y = 0,1,2, .•. ; that is a negative-binomial. The forecast for 
t 
t 
Y
t
+
k
, given data up to time t, is taken to be the mode of the one step ahead 
~egative binomial predictive distribution. 
(b) Binomial model. 
In this example the natural parameter W is linked to the parameter ~ of t t 
the binomial as: 
~t 1 Wt = 19(1_~ ; which is the logistic transformation. t 
The parameter ~t has a beta prior distribution with: 
y(a ) - y«(3 ) 
t t 
r t = Y'(a t ) + y'(St)' and using the approximations 
described above we get: 
The predictive distribution is a Beta-Binomial distribution and we 
suggest the use of the mean value as a lead time point forecast. 
5.4 A Class of Dynamic Non-Linear Models. 
In this section we extend further the model described in 5.3. A useful 
class of Dynamic non-linear models is introduced as a generalization of the 
Normal dynamic non-linear models of Chapter 3 [Migon and Harrison (1983)]. 
This class of models relate the mean of the observational model with the 
state vector through a general link function, often non-linear, as was done 
in Chapter 3 for the normal case. We do not need to be restricted to the 
exponential family of distribution, neither to the conjugacy analysis, even 
though the analysis is much simpler in this case. 
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This class of models offers a wider extent ion of the dynamic generalized 
linear model. The breaking back of information is justified by two different 
ways and some examples are presented. 
5.4.2 The guide relationship. 
Let ~t be a parameter vector with [~-l/Dt-l J ~ [mt _ l , ft_IJ. Suppose 
that a specific dynamic model, which may be non-linear, applied to this posterior 
distribution gives the prior (~/Dt-l) ~ [~t' RtJ. Note that posterior and prior 
for 8 are partially specified. 
-t 
Let ¢t be a parameter related to e through the guide relationship g('), 
-t 
which can be deterministic or stochastic, such that: 
and, 
[
rt .:~ ~ 
r' R 
-t -t 
where 0t introduces some extra variation. Again, the joint prior for (¢t'~t)' 
is only partially specified. 
The marginal distribution of ¢t is defined for each application, say, as 
p(¢t/Dt-l)' It will often be taken to have a conjugate form to that of the 
observation Yt or to be such that a bijective function of ¢t has the conjugate 
distribution. 
As in the dynamic GLM, we assume that the information that Yt gives on 
~t is conveyed only through ~t' and the posterior of ~t is derived by Bayes 
theorem as: 
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Let the posterior mean and variance of (~t/Yt,Dt-l) be 
In the coming section we discuss the breaking back of the information. 
5.4.3 Updating recurrence for the state parameters. 
The linear Bayes procedure of Section 5.3.4 can be used straightforwardly. 
Note that the structure of both models is the same; so the updating relationships 
are: 
m 
-t 
R 
-t 
A 
= ~t + ":t [~t-~tJ/rt 
= R
t 
- r' r / 
-t -t r
t 
Taking the expectation, as in 5.3.7, we get: 
(5.4.2) 
The identities in 5.4.2 are exactly the recurrence obtained in the normal 
case. The linear Bayes solution, apart from providing the optimal predictor in the 
sense of minimizing the quadratic risk function, is the exact solution for the 
normal case. In any case we have a reasonable approximation for the first moments 
of the posterior distribution of e . 
-t 
A different justification for the identities in 5.4.2 is based on the 
following optimization principles: 
(i) Let m be the value of a which minimizes 
L (a) U 
-t = ~t 
r' 
-t 
subject to the constraint a1=m, the first component of ~; and 
(ii) Let E = (0 .. ) be that variance matrix M which minimizes 1J 
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-r 
-1 
o 
~ ~ E ~n, subject to the leading element being 011' 
Some interesting comments are as following: 
(i) I Note that --
all 
I 
r 
is the gain in precision for ~t from prior 
to posterior 
(ii) It is easily checked that, ~ -1 R + 
t 
is such that L(G) = 0; 
(iii) From (i) follows, using the Lagrangian multipliers, that 
a (a) = a - m = 0 a>: - 1 
so: 
-1 -1 ~ A 0 
[
lJ U a = U ~ + 2 ~ or 
a - [~~] • [i] +; [j 
Then using the constraint equation we got: 
A - / • 2 = (m-~) r, and, f1na11y: 
5.4.4 Examples 
(a) The log-normal model. 
Let Yt be distributed as a log-normal, Yt ~ LN(~,a), where ~ and a are 
the mean and variance of the associated normal distribution. It is well known 
but worth remembering that: 
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M = ECY) = exp{~ + ~} 
s = v(Y) = M2{exp(0)-1}; and the square of the coefficient 
of variation is: 
K2 Exp(o)-l 
The dynamic non-linear model may be easily applied to this probabilistic 
situation as follows: 
(i) Observational model and joint prior 
A 
as usual ~t = [E g(~t/Dt_l)J; r = var[g(~t)/Dt_lJ and 
r = cov[g(!t), !t/Dt-IJ. 
(ii) Let the marginal disLribution (~t/D ) ~ LN[m ,s J, where: 
t-l a a 
A 1 [T~,~~~J mo = 19 (~t) - "2 19 ~ 
(iii) The posterior marginal distribution of ~ given D is 
t t 
(~t/Dt-l'Yt) ~ LN[ml,ol] , with 
[lg y - m ] 
So 
ml = rna + t U S +0 o a 
s2 
= So 
0 
s1 sa +0 0 
and it follows that: 
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(iv) The 
s 
{E(<Pt!D t) = m = exp (m1 + -f) 
v(1)it /D t) = 0 = {exp(s )-l} m2 11 1 
updating for the underlying parameter 
(~/Dt) 
'" 
[m ,C ] , where: 
-t -t 
f 
m = e + r' [m-~ ] I r 
-t -t - t 
C = R - r' r [ r-o ] I r 2 
-t -t - - 11 . 
is 
If the variance of (Yt/1)it) is unknown we can learn about it 
on-line using, as in Chapter 3, 
n + 1 
t-1 
" 
0 2 = ex. In 
ott 
So 
sO+o 0 
and defining 
It is worth pointing out that a discount factor, B , can be used 
v 
for the variance learning procedure and that some protection against 
outliers can be introduced as in Chapter 3. 
a.l) A numerical example. 
We present a seasonal growth model with log-normal observational distribution 
and some numerical results for two data sets. 
Let the evolution of ~ be: 
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400 
300 
200 
100 
o 
• 
Key: 
~ - 1 step ahead 
mean forecast 
o - actual data 
• 
• 
• • 
• 
o 12 24 36 48 60 72 84 96 108120 
Fig. 1: Turkey poult sales (*) and one-step-ahead 
mean forecast. ~1 = .95; 
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~ =.93. 
2 
where: 
G = diag(G G ••• G ), G 
-1 L 7 -1 = ~01 11J ' 
= r cos (iw) 
Gi +1 L:sin(iw) 
sin(iwn w 
cos (iw~J ' 
Now consider the guide relationships: 
21T 
12' 
with 
i=1, ••• 6, and 
F = (1,0 ••• 0) and H = (0,0,1,0,1,0, ••• ,1,0) 
The 129 observations plotted in Fig. 1 are the month sales data of turkey 
poult, as in Chapter 3. The full line in Fig. 1 provides the one-step-ahead 
mean value. At observation number 29 we have intervened in the model dropping 
the level of the process by 20 units. As in Chapter 3 we have fitted a seasonal 
model with 5 harmonics, and we have used the same values for the discount factor, 
As a second example for the loa-normal model we used the monthly sales 
data of an engineering company discussed by Chatfield and Prothero (1973) and West-
Harrison and Migon (1983). The log-normal seasonal growth model with 6 harmonics 
performs very well. In Fig. 2 we present the one-step-ahead forecast for the 
period January 1965, as t=l, to May 1971 as t=77, and then forecasts for the next 
12 months from t=77 using this model. 
The year ahead forecast in Fig. 2 are lower than those of the models 
mentioned in Chatfield and Prothero. For t=78 to 84 the actual observations and 
forecasts from t=77 are given by: 
time 78 79 80 81 82 83 84 
observation 260 304 390 614 783 872 540 
forecast 253 336 434 664 882 927 709 
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1100 
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900 
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400 
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o 
Key: 
.. 
o - actual figure 
~ - one step ahead 
mean forecast. 
L-----.L.-----'---'--_--..L __ ~_~____... •••••• J ••••• 
o 12 24 36 48 60 
Fig. 2: Engineering Co. Sales data (*) 
and one-step-ahead mean forecast 
81 = .85; 82 = • 97 
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72 84 
b) The Beta-Binomial case. 
In this section we present an illustration of the dynamic non~linear model 
to the Beta-Binomial case, and in particular to the non-linear model - model 1 -
of Chapter 4. 
(i) Let (!t-l/Dt-l) ~ [mt-l'~t-l]' Then (~t/Dt-l) ~ [!t,RtJ is obtained 
via the relationship, e = G e + w , w ~ [O,wJ; 
-t -t-l -t-t 
(ii) Consider the following guide relationships: 
IJI t 
where the notation is as in Chapter 4. 
(iii) The joint prior distribution is obtained as: 
~J, where: 
IJI t = E(lJIt/Dt _ 1), are calculated using the formulas for the general 
moments of a normal distribution. 
(iv) Let the marginal distribution (~t/Dt-l) ~ Be(s,t), where: 
A 
ensures that the first two moments are <1JI,r) and 
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N -y 
( ,I, / N) ,I,Y t (1-,1, ) t t L ~t Yt' t OC ~t ~t 
(vi) Using Bayes' theorem the posterior for 1/J t follows: 
(vii) 
{ 
sl = s+Yt 
t = t+N -y 
1 t t 
So that the mean and variance are: 
The updating equation for the state vector, !t' is: 
f
om = e + r' 
-t -t 
C = R - r'r 
-t -t 
[r-a J/r2 11 
It is worth pointing out that the random variable 0 introduces any required 
t 
extra variation arising from the sample TV region being unrepresentative of the 
country as a whole. 
Finally in Fig. 3 the data for product P3 is given. Both the observed 
weekly number of people aware in a sample of 66 and the weekly T.V.R. are plotted 
for a period of more than three years. Periods of missing observations are 
indicated and the one week ahead point forecast, in this example the prior mean, 
are plotted. In this example Nt was assumed fixed and 0t identically zero. 
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60 
so 
40 
30 
20 
10 
o 
Key: 
80 
Ihl 
- T.V.R. 
*** - missing observation 
* - observation 
~ - 1 week ahead point 
forecasting. 
Fig. 3: Weekly number of people aware (*) - Product P3 -
and one week ahead point forecast. 
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Chapter 6 Transfer Response; modelling and estimation. 
6.1 Introduction 
This chapter is concerned with the on-line extimation and modelling of 
transfer response. Over the last two decades a great effort has been concentrated 
on this problem by statisticians, system theorists and econometricians. 
In the chapters 11 and 12 of Box-Jenkins (1970) the bases of transfer 
functions models are stated. It is worth pointing out that the unknown 
parameters are assumed constant in their analysis. Some very important 
applications to analysis of intervention can be found in Box-Taio (1975), 
and a good survey of the methods that have been developed primarily in system 
theory is found in Astrom and Eykhoff (1971). In econometrics the rational 
lag models are discussed in the book of Harvey (1981) and the works of Sarris 
(1973) and Cooley and Prescott (1976) are related to our work. 
Our aim is to show how a transfer response can be modelled as a full 
probability distribution and to apply the results presented in Chapters 3 and 
5 to the on-line estimation of stochastic transfer response. 
The DLM structure is used and the principle of superposition for linear 
models permits the addition of an "effect model" to a base model. There is, 
of course, a great deal of scope for mathematically modelling any subjective 
opinion on form effects and additional uncertainty. For example in Chapter 4 the 
base model is a first order polynomial (the level) and the effect model was 
developed based on ·the hypothesis of diminishing returns from advertising and 
an exponential decay for awareness. 
In the next section we present the classical models and discuss the Box-
Jenkins approach. The Bayesian method is described in section 6.3 and some 
simulation results presented in section 6.4. 
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6.2 Transfer function modelling and estimation. 
An important problem in many areas of application is that of the identification 
or estimation of a transfer response. For example in economics, engineering or 
physical sciences we frequently meet this sort of problem. Much of the literature 
assumes that the system can be adequately approximated over the range of interest 
by a linear model whose parameters do not change with time. Our interest is with 
models with parameters varying through the time, and we consider only systems in 
open-loop form in order to avoid discussions about the direction of causality. 
6.2.1 Classical formulation 
Suppose that the variations of Yt and Xt over the range of interest can be 
well approximated by a linear steady-state relationship: 
(6.2.1) 
where g is the gain factor, and, Yt and xt represent the variations of Yt and 
In general with xt varying along the time we can represent the system by a 
linear filter of the form. 
or 
(6.2.2) 
where B is the back shift operator, i.e.: B Yt = Yt-l' 
The weights {vO v 1 v2 ••• } are called the impulse response function of the 
system. These weights provide a description of the system in the time domain. 
For example, suppose that the input x
t 
is zero for all t except at time to when 
it takes the value unity, i.e.: Then the output at time t is eiven 
by Y = E v x 
t k~O k t-k = V t - to • 
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An alternative way of describing a linear system in the time domain is by 
means of a function called the step response function. Suppose that xt = 0 ¥ 
t<to and xt = 1 V t~to then: 
= v t-k 
Since a discrete dynamic system is often parsimoniously represented by the 
general difference equation 
where: o(B) = 1 - a B-1 
r s a Band w ( B) = w - w B .... ' • -w B 
r 0 1 s 
are polynomials of degree rand s respectively. Assuming that o(B) is 
(6.2.3) 
invertible, it follows from (6.2.3) that the transfer function for this model 
is: 
This is called a rational transfer response. In general, for stability, we 
require that the roots of the characteristic equation o(B) = 0 with B regarded 
as a variable lie outside the unit circle. 
The gain factor g is obtained from (6.2.3) holding x t fixed, without 
loss of generality, at the value 1, as 
w -w •... -w 
o 1 s g = 1-° 1 ,,, :=0;-
Note that the time invariancy of the parameters implies that the 
gain factor is fixed. In the coming section we present the Bayesian formulation 
for transfer response and we show different ways of modelling the gain factor 
as a stochastic component. 
6.2.2 The Box-Jenkins Modelling Procedure. 
Generally, a Box-Jenkins transfer function analysis follows the steps of 
identification, estimation and diagnostic check as in the univariate case. 
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Identification: 
(a) impose some particular transformation (say logarithmic or a 
Box-Cox transformation) upon the time series involved; 
(b) fit an ARMA model to the (differenced) input. For example: 
8(B) xt = weB) at' at purely random process. 
(c) transform the output using the same operators identified in (b) 
-1 
w (B) 8(B) Yt = St' St purely random process; 
(d) calculate the cross-covariance function of the filtered input and 
(e) use the univariate identification procedure to establish a stochastic 
model for the effects unaccounted for random shocks, past as well as 
present. 
Let N e (B) (l-B)d at where t = <p(B) 
e(B), <p(B) are operator of degree q and p respectively; at is a 
normal random variable. 
Estimation: 
Maximum likelihood estimates are derived for the parameters in weB) and 
o (B), for each model identified before, and in e(B) and <p(B) for the 
corresponding noise model. 
Diagnostic check: 
The residuals, at' of the tentative model are checked to determine whether 
they are correlated with the unsystematic changes in the input. If the 
correlations are significant it indicates that the tentative transfer function 
is inadequately using the explanatory power of the input variable. 
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6.3 Bayesian Stochastic Transfer Response. 
6.3.1 General. 
As discussed in Chapter 2 the systematic dynamic component or trajectory 
of a DLM is completely characterized by the eigenvalues of the system matrix G. 
A transfer function can be modelled in DLM form as 
observation equation - Y = F e + Et t --t 
system equation - ~t = G (~) ~t-l + r. xt (6.3.1) 
where: E
t 
~ IN(O,Vt ) and, without loss of generality, we suppose that 
if 
if 
function is: 
t=l 
til 
With this setting the forecasting 
k 
= ! £ .!: x, k~ (6.3.2) 
Note that only the case with E t independent normal is considered although 
any structure can be used for the residual component. If A and r are known the 
DLM can be applied without problems. Our main interest in this chapter is to 
show how, using the results of Chapter 3, we can estimate sequentially the 
unknown value of A. First of all it is worth showing that the gain factor 
r can be modelled in many different ways. 
6.3.2 Transfer Response Modelling. 
In order to show different ways of modelling the gain factor we eencentrate 
on a first order model. 
(i) locally constant model. 
Suppose that r = r; Vt. This is just the classical model discussed in ~ -
previous sections. For example the first order model with decay factor A known 
and gain y fixed and known can be written as: 
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Y = a + E: t t t 
at >.. e + y x or, equivalently as: t-l t 
Y - >.. y = y Xt + E: - A E t t-l t t-l 
or 
Yt = 
-y- x + E t l->..B t (6.3.3) 
The estimation of >.. and y will be discussed later in this chapter. 
(ii) time varying gain 
In this case we state: 
~t = ~t-l + 0 ~t' where 
The model in 6.3.3 can be rewritten as: 
(6.3.4) 
and >.. is known. 
(iii) stochastic gain factor. 
Since often the gain is stochastic we can phrase the model as: 
The interpretation is that many other variables are omitted in the model 
and so the gain is described as a full probability distribution. The first 
order model 6.3.4 is rewritten as: 
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,. 
It is worth mentioning one interesting example of application of these 
ideas in intervention analysis. For example in the champagne data analyzed in 
Chapter 3 xt = if 
if 
A component intervention model is such that 
the transfer response graph is like: 
• 
~----+---------~~~----~ 
time 
Of course the general case of a hierarchical model (Lindley and Smith (1972») 
can be handled without any additional problem. That is to say: 
= r + 0 r 0 r ~ N(O W ) 
-t-l -t' -t ' r 
6.3.3 Stochastic Transfer Response Estimation. 
In this section we will present a general method for on-line estimation 
of transfer response and the first order model and the 2nd order model are 
discussed. The second order model is important because this is the minimum 
order in which oscillatory phenomena of general periodicity occur. 
(i) the observational distribution 
(6.3.5) 
where: 
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!t = ~(~t) ~-1 + It xt are the guide relationships. 
In this notation G is a matrix pxp (in canonical form); 
r 
-t is 
A 
-t 1S 
a vector pxl of gain factors 
a vector rxl representing the 
each one with multiplicity p. , 
1 
eigenvalues of G. 
r 
such that ~ p. = p. 
1 1 
Now, let us define !t = (~t' It' !t-1)' and consider the guide relationship 
e = G* [:t-l] -t 
-t-1 
where: ~r 0 0 ;] G* = I 0 P 
0 0 
(ii) The joint prior distribution is obtained as: 
where: 
[ 1 
~ 
~t W ~ rv N[ : 
e D e 
-t t-1 
~t = F E 
--t 
e = G* m 
-t -t-l 
t 
[
:11 
-21 
!.31 
!.12 
r 
-22 
r 
-32 
r = F r 
-12 --22 
= B-! G* C G*' B-! + W 
-t-l -t 
:~: ]J 
-33, t 
r = F r 
-13 - -23 
with 
B = diag(e Ir' Ip' Ip)' ~ = diag(O, diag (O,O ••• O,Wr,O,O ••• O) 
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(6.3.6) 
(iii) The prior to posterior evolution 1S calculated using the methods 
of Chapter 3. Let the posterior distribution for ~t be: (~t/Dt-1;Yt) ~ N(m,011) 
which is calculated from (i) using the standard Bayesian analysis. 
The break back of information is: 
with: r = 
(iv) 
~ N(mt,C ), where: 
- -t 
~ m = e + r' " [m-~t J/r -t -t -
C = R - r' r[r-o J/r2 
-t -t 11 
(r r )'; and r = r and Rt 
-12 -13 11 
Examples: 
(a) The first order model 
~ :2~ = -22 £32 -33 
For this particular example the impulse response function represents 
an exponential decay; 
F (k) 
t 
t t+k 
The model can be described as: 
IrQ.I2 00 ~1 F = (1); G' - ~ ~ 
=). E +y x 
t -t-l t t' 
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(b) Second order model. 
This is a very useful model to represent (lIsci11atory phenomena which occur 
in equilibrium seeking systems involving human intervention. As pointed out 
before, the superposition principle can be used to model the complete system as 
a combination of 1st and 2nd order submode1s covering a wide range of applications. 
Since the eigenvalues of the system evolution matrix completely describe the 
forecasting function (or the response pattern) we must consider three different 
cases, that is: 
(i) Unequal Real Roots. 
The transfer response form in this case is: 
which is a combination of two exponential decay. The model can be phrased as: 
F = (1,1) G* = 14 0 0 0 
0 1.2 0 0 
0 0 0 I 
-L 
e (A 1 , t ' A2,t' Y1,t' Y2,t' E 1, t-1 ' E )' and the guide relationships: -t 2,t-l 
r·t = A1 t E + Y 1, t xt , 1,t-1 E2 t = A E + Y2 t x t , 2,t 2,t-1 , 
(ii) Equal Roots Case: 
The form is: 
F
t 
(k) = [y + k -Y JA k 
1 A 2 x t 
and the model is written as: 
guide: 
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F = (1,0) G* - ~ o 0 12 0 
o 0 
(iii) Finally the complex conjugate case has a forecast 
of the form: 
F t (k) 
and can be modelled as: 
guide: ~ E1 , t • <P t [cos (w) E + sinew) E 2,t-l J l,t-l 
E2,t = 
<pt[-sin(w) E + cos(w) E2,t_l J l,t-l 
with: ~ 0 0 ;] F = (1,1) , G* 12 0 0 0 
+ Y1,t xt 
+ y 2,t xt 
and 
parameterization !t 
w = ~ for T known. 
= o,t' Y1,t' Y2,t E l,t-l E )' 2,t-l • In this case 
T 
6.4 Simulation study. 
To illustrate and access the performance of the estimation method of 
Section 6.3 we performed a simulation study. We generated for the 1st and 
2nd order transfer response models 200 sequences of 35 observations each. 
The first order model is described in Section 6.3.3 and the simulation 
results are presented in tables 1, 2 and 3. We have simulated two different 
values for A, i.e. A = .5, .9 and in the static case the gain factor Y was 
fixed as 100. For the stochastic model Y was 
assumed to be N(lOO; 400) • For 
different values of the pair (A, y) , the cases of 1, 
'd d x = 1 if t = to and xt = 0 otherwise. cons~ ere; t 
2 and 7 unit inputs \.are 
These unit inputs were 
equally spaced in the sample interval. All the results presented below are 
based on a very flat initial prior. 
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For example initially the mean value of the gain was set equal zero with a 
variance of 1.0 E12. 
Table 1: Means and square roots of the MSE for the non-linear estimation: 
A 
.5 
.9 
Simulated 1st order static transfer response model; 
200 sequences of length 35 in each group. 
no. of inputs Parameters 
A 
mean s. error mean 
1 .4985 .025 100.99 
2 .4983 .022 100.97 
7 .4984 .020 100.30 
1 .8992 .004 100.90 
2 .8991 .004 100.90 
7 .8994 .004 100.53 
y 
s. error 
10.316 
6.902 
3.665 
5.758 
5.314 
4.347 
Looking at the figures in table 1 we notice that estimates are improved 
with the number of inputs and that systematically we under-estimate A and over 
estimate y. This is not a surprise since there is a strong correlation between 
A and y (-.6 and -.52 for 1 and 2 inputs respectively). 
The results for the stochastic model are similar to the static case, and 
it is worth pointinB out that with 7 inputs we get a really good estimate of the 
"true" y. 
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Table II: 
A 
.5 
.9 
Mean and square root of the MSE. Non-linear estimation; 
simulated 2nd order transfer response; 'stochastic'; 
200 sequences of length 35 in each group. 
no. of inputs Parameters 
A y 
mean s. error mean 
1 .4985 .025 103.120 
7 .4984 .025 99.998 
1 .8991 .004 102.973 
7 .8993 .005 100.317 
s. error 
21.641 
8.397 
19.397 
8.547 
Note: For 1 input the true y is equal to 102.12 and for 7 inputs it is 101.32 • 
Finally in table III we have some results for the posterior variance of 
y through the time. It is clear that this variance approaches a limiting value very 
fast and it depends upon the number of inputs. Note that the inputs occured at 
time 1 and 21. 
Table III: Posterior variance for y. 
Simulated 1st transfer response - "static", 
A = .5; two inputs. 
Time No. of inputs 
1 2 
5 117.834 117.839 
10 116.949 116.949 
15 116.944 116.944 
20 116.944 116.944 
25 116.944 51.206 
30 116.944 51. 156 
35 944 156 
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Conunents: (i) The distribution of the response ~ is very asymetric; 
(ii) The joint distribution of A, 'Y is well approximated by a Bivariate 
Normal with a high negative correlation. 
For the second order model we considered only the case of two distinct 
real roots. This model is described in example b of Section 6.3.3. 
The results for 200 sequences of size 35 each are presented in Table IV. 
These sequences were simulated with (AI' A2 , 'Y I , 'Y 2 ) = (.8, .4,67.0, 33.0) and the 
number of inputs considered were 1, 5 and 7. 
Table IV : 
Parameters 
A No. of inputs Al A2 'YI 'Y 2 
.8 ;.4 1 .794 .253 54.7 41.6 
(.011) (.055) (1. 64) (1. 74) 
5 .799 .345 68.1 32.0 
(.011) (.057) (6.06 ) (5.72) 
7 .792 .305 72.3 28.0 
(.011) (.056 ) (5.94) (5.50) 
Note: The figures inside brackets are the square root of the main square 
error. 
In table V we find the correlation among the parameters for the case of 1 
input. As we can see there is a strong negative correlation between 'Yl and 
'Y 2 , and a high negative correlation between '),2 & 'Yl • These correlations may 
explain the strong bias in the estimation of A2 and 'Y 2 • 
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Table V: Posterior Correlation at the end (observation 35); 1 input 
A2 Y1 Y2 
Al .30 -.24 .25 
A2 -.46 .47 
YI 
-.91 
The evolution through time for the posterior variance are present in 
Table VI for the cases of land 5 inputs. Again there is a strong evidence 
that these variance approaches to a limit which depends, among other things, 
upon the number of inputs. 
Table VI: Posterior variance for (Yl Y2 ); 
2nd order transfer response - "static" 
Al = .8, A2 = .4 
No. of inputs 
Time 1 5 
Y1 Y2 Y1 Y2 
5 461.60 458.92 461.60 458.92 
10 454.11 451.07 433.73 425.60 
15 452.69 449.59 415.93 410.29 
20 451.87 448.73 319.84 300.60 
25 451.40 448.24 118.20 107.74 
30 451. 23 448.06 78.70 71.87 
35 451.20 448.02 49.37 44.99 
It is worth commenting that all these results were obtained from a very 
vague prior at the beginning. That is: 
(AI A2 Y1 Y2)'/Do tV N[(.5, 0.0, .0, .0)'; diag(.25, .25,1000; 1000)]. 
More experience with this class of sequential estimator for transfer response 
is still needed. A study investigating the loss of efficiency when estimating the 
2nd order TR must consider the cases of equal roots and complex roots. 
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Chapter 7: Long Term Forecasting 
7.1 Introduction. 
In this chapter we present an application of non-linear Bayesian forecasting 
to long-term forecasting. The evolution of a given time series is approximated 
by means of a growth curve of the type used in biological statistics. This 
approach assumes that there is some sort of natural underlying process to be 
followed and that variables other than time only produce fluctuations about the 
long term trend. 
The models for long term forecasting are very important in economic 
forecasting. For example they provide a guide to management in analysis of 
investments and in other aspects of corporated forward planning, such as the 
estimate of the size of plants, capital outlay, etc. Although other methods 
are discussed in the literature (Pearce & Harrison (1972») we will be 
concerned only with mathematical trend curves applied to long term forecasting. 
A trend projection forecast is essentially an average estimate of the 
growth process of interest (for e.g. consumption or production) in a normal year 
or period of time. The actual process fluctuates above and below the trend 
line owing to the effects of variation in other variables (for e.g. the economy 
performance) and random fluctuations, new end uses, technological improvements, 
etc. 
Our method can simultanious1y deal with the short and long term components. 
For some theoretical results about the general exponential weighted regression, 
the paper of Harrison and Akram (1983) is referred. 
It is worth pointing out that the justification for the use of a particular 
trend representation is primarily empirical and so a trend forecast should be 
supported by other methods. 
In addition a lookout should be kept for major technological and sociological 
developments which may abruptly change the current trend. For example in economic 
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forecasting many factors which affect supply and demand, such as, the general 
state of the economy, the policy of the government and other qualitative factors 
(which we can think of as interventions in the process), must be taken in account. 
In general the economic and commercial intelligence provides information about 
the process of interest and the Bayesian modelling is useful for incorporating 
these subjective informations into the forecasting system. 
In section 7.2 we present the class of modified exponential curves and 
some of its properties. A brief discussion of the variation about trend curves 
is introduced in section 7.3. Finally in section 7.4 the non-linear Bayesian 
Model developed in Chapter 3 is applied as a method of estimation, and some 
examples are shown in section 7.5. 
7.2 The general modified exponential family of curves. 
Let us consider the family of curves defined by: 
(7.2.1) 
where a, b are real parameters, rE(O,l) and ~ is assumed known. It is clear 
that this growth curve has an asymptote at Y
t 
= a~ which is approached as t increases. 
Some special cases of particular interest are: 
(i) The Modified exponential curve (~=1) 
with O<r<1. 
t r . , 
(ii) The logistic curve (~=-l) 
1 t y-=a+br; 
t . 
(iii) The Gompertz curve 
log Y
t 
::: a + b t r . , 
where a, band r are constants 
As pointed out by Gregg et aI, it is difficult to estimate the parameter 
in the functional form 7.2.1. However some insight about ~ can be obtained 
plotting the rate of change (slope) against the time. For example, in the simple 
exponential case, the log of the slope when plotted against the time gives a 
straight line sloping down to the right: 
t ~ = b log r dt r , b<O 
therefore: log [~l = log (b log r) + t log r 
log slope 
tine time 
The general formula for the log of the slope can easily be obtained from 
7.2.1, so: 
log * -(¢;l) log Y = log(¢ b log r) + t log r (7.2.2) 
If the left hand side is plotted against t, it should show a linear trend if 
the modified exponential fits the data. The slope characteristic can be used 
to assess the most suitable transformation ¢ of the original data (see Gregg 
et al (1964»). 
Finally, it is worth pointing out that the general fitting of modified 
exponential must consider the variance varying on the time. In general we 
can state that 
AS 
V. = var(Y.) oc a y., 
J J J 
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To a first approximation 
V. = V (Y • 1/ <p ) :. 
J J 
or 
,!,2 "'£-2 (l-<p)/cp V. = 'i' a. y. 
J J 
'fH th <P=1 we have: AS V. = a. y. ; and wi th <P 
J J 
-1, we have: 
V. =,(,0. 
J 
7.3 Characterising the variation about trend curves. 
Many different ways for characterising the variation about trend have been 
discussed in the literature. After an initial trend fit the variation about 
the trend line may be related to an independent variable, modelled as a cyclical 
component or respresented by a non-stationary process. A complete discussion 
of these procedures can be found in Harrison and Pearce (1972). 
(a) Using an independent variable • 
. 
Let Zt be the variation about the trend and x t be the variations about 
the trend of a relevant variable of interest. The fitted relation is of the 
form: 
Zt = f(x t ), f is often a simple linear function. 
It follows then that the general prediction of Yt is only benefitted if 
Xt is easier to forecast than Yt • Of course these models can be viewed as 
examples of transfer response and they provide the basis for structural models 
as opposite to the conjunctura1 models. 
(b) The cyclical representation. 
A very useful way to model the variations about trend for economic 
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variables is to include a cyclical component. The main assumption is that 
the control of the economy through variables like unemployment, prices etc. 
produce a transfer response pattern common to many economic indicators which 
is a fairly consistent cycle. This representation may be used to obtain a 
better trend estimate and a short-term protection from the effects of the cycle 
for forecasts in the short-term. 
(c) The stochastic representation. 
The idea in this case is to represent the fluctuations about the trend 
as an ARMA process. Since in practice any ARMA process can be well approximated 
by an AR(p) , with p small, only this case will be considered. As in the cyclic 
representation we are looking for some sort of short term protection. 
In the coming section we present some applications of the non-linear 
Bayesian model to long term forecast in which the variations about trend are 
represented by a AR process. Besides the usual facilities associated with the 
Bayesian method it permits the joint estimation of all the parameters of the 
model in a sequential way. 
7.4 The non-linear Bayesian model applied to growth curves. 
The aims of this section are to present a class of models for long term 
forecasting and to develop an on-line (sequential) estimation procedure. The 
low and high frequency can be simultaneously estimated in a sequential way. 
The process trajectory is represented by one of the curves of the family 
described in section 7.2 and the variation about the trend curve is represented 
by an autoregressive process. 
It is worth pointing out that some cyclical components or medium frequency 
can be introduced without any difficulty. First we present a simple model for 
trend with random shock. The on-line variance estimation is discussed. In 
order to complete this section the general model is discussed and some practical 
comments and suggestions are left out for the coming section. 
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7.4.1. Trend plus random shock. 
Suppose that the trajectory of the process of interest is represented by 
one of the curves of the family in section 7.2: 
= m + m Ak 
l,t 2,t 
(7.4.1) 
This forecast function can be interpreted as a modified exponential as 
discu?sed before. The original observations are transformed using the desired 
value of ¢ as discussed in section 7.2. 
The recommended NDBM 
F = (1,1) 
With this formulation, the parameters ~t and nt are related to the asymptote 
and penetration, and A is interpreted as the penetration rate. Assuming A known 
the usual Kalman filter recurrence equations can be used, and the observational 
variance could be estimated on-line. / 
Since our interest is in the case of A unknown, the model is reformulated 
and the method presented in Chapter 3 is applied. The non-linear dynamic model is: 
(i) observational distribution. 
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(ii) guide relationships. 
(c) the system dynamics follows the relationship: 
where Q' ~2 o 
o 
(7.4.3) 
(iii) The link between (!t IDt-l) and (!t-lIDt-l) is obtained using (7.4.3) 
and the prior distribution for (!t,n t )' is: 
where: 
R = B-! C B-! 
-11 -t-l 
R 
-11 
~21 
and e = G m 
-t - t-l 
Remember that n ,R and R22 are calculated using the guide t -12 -
relationship and the moments of a normal. 
(iv) Joint prior distribution. 
Let 'IT = (e ,n )'. 
-t -t t 
where: 
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(7.4.4) 
(v) Updating procedure. 
Let the posterior distribution for ¢ be· t . 
(¢ Iy ,D ) ~ N[m,a J, which is obtained from (i) t t t-l 11 
using the standard Bayesian analysis. This information is then 
conveyed back to TI , so that: 
-t 
where: 
(_TItIDt) ~ N[m ,C J 
-t -t 
C = R - r' r[r-a J/r2 
-t -t - - 11 
(vi) k-steps ahead forecasting. 
(7.4.5) 
The predictive distribution for ¢ k and Y k' k>O can be t+ t+ 
obtained in the following steps: 
(a) 
where: 
and: 
m (k) = [8 (k)1 
-t -t 
A 
nt(k) 
Rt(k) 
= [~"ll' t (k) 
R t(k) 
Ll, 
, e (k) = G m (k-l) 
-t --t 
~t(k) = E(nt(k)/Dt ) 
R t(k
J -12, R (k) £2,t 
, with 
R (k) = B-!R (k-l) B-~ 
-11,t - -11,t -
(7.4.6) 
Although this set for R t(k) is not coherent it is useful for 
-11, 
practical purposes as commented in chapter 3. From the practical point 
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of view the variance, covariances and expected value of the non-linear 
guide relationship can be calculated by a first order approximation. 
(b) The prior distribution for Wt +k is: 
(7.4.7) 
where: 
A 
wt(O) = Wt and rt(O) = r 
(c) Finally the predictive distribution is 
A 
Yt(k) = E{E[Yt+kIWt+kJIDt} 
'" 
= E[wt+kIDtJ = wt(k), k>O 
7.4.2 The general model with autoregression disturbances. 
Using the principle of superposition we will add to the basic trend model 
discussed before an AR(p) model to describe the disturbances. 
The recommended practical extended DLM in this case is: 
e + w 
-t-1 
(7.4.4) 
where: J is a p square Jordan block with Joo = ~o i=1, ••• p and JO 0 ° =1, P 11 '1'1 1,1+1 
i=1, ••• p-1 and jik=O otherwise. 
(1,0) and ~ = (1,0 ..• 0) 
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w '\, N(O,~) with 
If A and ~'s are known a straightforward application of the KF recurrence 
provides the predictive distributions. 
In order to learn about A and ~'s the non-linear Bayesian model is used. 
Definitions and notation. 
(1) Let ~t be ~t = I~~l)l' 
8 (2) 
-t 
and 8(2) = (~ ,a )', where: 
-t -t -t-l 
~ is a px1 vector of autoregressive coefficients, and at is a px1 vector 
(2) Define the (3p+3) x 1 vector ~ as 
-t 
(3) Let G be ~ = diag (~l' G2 ) where 
~l 
(4) Guide relationships. 
(a) Parameter evolution: 
8 = G IT 
-t - -t-l 
(b) ljit = l.I t + ll t + a 1,t 
(c) ll t = At ll t - 1 and a. t = ~. t a. t-1 1, 1, 1, 
w i 
Prior distribution for e . 
-t 
=fo i=l and w '\, N(O, Vt ) i:fl 
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+ w., where 
1 
where: 
with: 
C 
-t-l 
B = diagUL.) with e .. =1, if i=4+p 
_ 11 11 
w - diag with Wii = {: if i=4+p 
U4+p 
(7.4.5) 
From a practical view point it is worth considering the modified discounting 
as in Chapter 3. 
Joint Prior distribution for !t' ~t 
where: 
~ and ! are calculated using the guide relationship and the general moments 
for a Normal. 
The updating. 
h non-linear method with some adaptation we can write: Using t e 
,.. 
~t = ~ + ~(Yt-Yt)/r 
~ = ~t - r' r/r. 
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7.5 Applications. 
7.5.1 General. 
The method developed in the previous section is applied to two data sets. 
In the first example we show an application to some annual data and in the second 
to a quarterly data set. The components of the later model are trend, seasonal 
and an autoregressive term, which are jointly estimated on line. 
From the discussions in section 7.2 we get some insight about the initial 
setting of the parameters for the trend component. Usually we have some initial 
information about the asymptotic level. For example it depends upon the size 
of the economic system as a whole and so it is not difficult to set its mean value. 
To estimate the initial mean value for A consider N as the time for the penetration 
to reach a half of the total. Then a good working approximation to the value of 
A is: 
A ~ (3N-l)/(3N+l) 
or precisely: 
For example if N=50 then A=.986. Finally the total penetration at the beginning 
can be roughly set as the difference between the asymptote and the first obser-
vation. 
with respect to the AR component we suggest an inspection of the residuals 
after the fitting of the trend to estimate the order of the AR component as well 
as the initial value of its components. 
Generally speaking the information at the beginning can be viewed as 
representing a vague initial prior. 
Finally the discount factors must be defined through the following rules: 
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(i) a high discount for the asymptote reflecting our views that it evolves 
smoothly through time. In general we suggest putting S = .99; 
(ii) the same sort of arguments are valid for the penetration rate A; 
(iii) for the current penetration level we generally follow the condition 
that S<IAI2 (see Harrison and Akram (1982)), and a reasonable working 
rule is St ~ .95 A~ V t=1,2, ••• T; and, 
(iv) if we want to learn about the AR pattern and its coefficients we 
must set the corresponding SIS equal 1. 
7.5.2 Examples. 
Example 1. Electricity data. 
The electricity data given in appendix 7.1 shows the annual available 
electricity in U.K. from 1907 to 1980. The model fitted to this data uses a 
Gompertz growth curve to represent the long-term trend plus an autoregressive 
order 1 to cover the short term variations. 
A model with only the trend component was initially fitted to the data 
and the autocorrelation function calculated in order to estimate the order 
of the autoregressive parameter within a 95% interval (.50, .90). 
The one step ahead mean point forecasts are plotted in fig. 7.1 and give 
an indication of the goodness of the fit. In figure 7.2 we present the trend 
projection for the next periods ahead made using the first 45 observation. The 
confidence bands associated with the long-term component projection. 
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Figs. 7.1 and 7.2. Log of availability electricity (*) and 
one-step-ahead forecast with confidence bands (~ = .7, S = .995) 
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Example 2. Chemical index. 
These 123 observations listed in appendix 7.2 correspond to the quarter 
index for industrial production for the chemical industries in U.K. from 195 
to 1982. A model involving a trend, a seasonal component and a AR(l) process is 
used to represent the data. 
The specification made at the beginning corresponds to a very weak prior 
setting with no seasonal pattern and an AR parameter within the 95% interval 
(.65, 1.0). The rate of penetration was set as .985 with a standard error of 
.01. The residual variance was assumed known and equal to .0001. 
In fig. 7.3·we can see the one-step ahead mean forecasting and in 
fig. 7.4 the 8-steps ahead forecasting (or 2 years-ahead). 
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Appendix 7.1: Availability of Electricity (G.B.). 
YEAR YEAR 
1907 1.015 1944 36.585 1908 1.153 1945 35.706 1909 1.337 1946 39.178 1910 1.426 1947 40.369 1911 1.509 1948 43,815 1912 1.684 1949 46.241 1913 1. 78 1950 51.877 1914 2.189 1951 56.658 1915 2.247 1952 58.816 1916 2.629 1953 61. 955 1917 3.08 1954 68.921 1918 3.502 1955 75.648 1919 3.931 1956 82.191 1920 4.065 1957 85.999 1921 3.664 1958 93.441 1922 4.376 1959 100.572 1923 5.177 1960 114.417 1924 5.899 1961 122.823 1925 6.492 1962 136.015 1926 6.788 1963 147.102 1927 8.102 1964 154.534 1928 8.979 1965 166.051 1929 9~979 1966 171.99 1930 10.475 1967 177 .309 1931 10.913 1968 190.166 1932 11. 701 1969 202.593 1933 12.964 1970 211.461 1934 14.769 1971 218.053 1935 16.817 1972 224.531 1936 19.404 1973 239.651 1937 21.841 1974 231. 726 1938 23.338 1975 232.431 1939 25.189 1976 234.458 1940 27.327 1977 241.174 1941 31.01 1978 246.642 1942 33.841 1979 258.045 1943 35.096 1980 246.053 
UNIT: 1000 GWH 
SOURCE: Digest of Energy Statistics (1934-1982) 
Ministry of Power, U.K. 
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Appendix 7.2: U.K. Chemical Industries Quarterly Index. 
YEAR 
1952 28.60 27.90 26.50 28.50 1953 31.10 31.10 30.30 33.00 1954 34.20 35.00 33.30 35.00 1955 36.60 36.30 34.50 37.00 1956 39.30 39.80 36.90 37.80 1957 39.90 41.10 39.00 40.80 1958 42.40 42.10 39.30 42.70 1959 45.00 47.00 44.20 47.70 1960 50.70 51.90 49.10 51.10 1961 53.40 52.90 48.80 51.20 1962 53.20 54.40 51.90 58.30 1963 55.30 58.50 55.70 58.30 1964 62.40 64.30 60.60 63.50 1965 67.90 69.40 64.40 66.20 1966 71.80 71. 70 68.80 70.70 1967 75.30 76.30 71.00 74.10 1968 80.10 81.60 77.50 81.10 1969 84.90 86.70 82.80 85.20 1970 88.00 92.20 88.80 90.80 1971 92.60 93.00 87.40 94.10 1972 93.20 99.30 92.80 100.60 1973 106.70 107.20 105.20 109.70 1974 112.60 114.60 108.20 106.20 1975 103.20 99.70 94.60 102.40 1976 109.30 111. 50 108.60 115.40 1977 118.70 115.80 109.30 112.80 1978 113.20 117.20 112.70 117.00 1979 115.90 121. 90 114.50 117.40 1980 119.00 109.60 99.10 103.00 1981 104.90 106.60 104.10 106.60 1982 107.30 106.20 101.10 
BASE: 1975 = 100 
SOURCE: I.C.I. - U.K. 
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Chapter 8: Summary and Conclusions 
8.1 Introduction 
The purpose of this dissertation has been to develop dynamic Bayesian models 
for application in non-linear, non-normal time series and transfer response 
problems providing extension of the standard DLM. The analysis use the conjugate prior 
to the posterior distribution for the exponential family parameters, which leads to 
the calculation of predictive distributions in closed standard form. 
The flexibility of the dynamic Bayesian linear models of Harrison-Stevens 
(1976) as components of structured forecasting systems and their potential as aids 
to interpreting the observed behaviour of real life processes, which make them 
suitable for applications in different fields, was kept by our proposed method. 
The standard normal DLM supposes that Yt is normally distributed with mean 
Yt = E(Ytl~t) = F ~t and known variance Vt , where 9 t is the underlying parameters 
vector, whose evolution in time determines the structure of the model. This 
linearity assumption has been substituted by a non-linear guide relationship. 
Although transformations of the data enable the normal DLM to provide a useful 
approximation to a more complex structure, we have pointed out that these trans-
formations cause conflict between the requirements of linearity, constant variance and 
normality (or, at least symmetry). It is clear that the use of the non-linear 
structure and the appropriate probability model avoid these problems. 
A wider class of non-linear guide relationship, relating to the underlying 
parameters and the parameter in the exponential family, have been described in this 
work, although only the particular product form have been extensively used. These 
guide relationships, in form of sum of products of the state parameters, have 
enabled us to develop applications for seasonal multiplicative models, estimation 
of transfer response and long term models. Some more investigation is necessary to 
validate the method for general non-linear guide relationships. 
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8.2 Model Summary and Applications 
The full system of recursion is summarised here 
(i) observational model 
(ii) guide relationship 
2 $t = g(~) + 0, 0 ~ [0,0 ] 
(iii) prior 
(a) ($tIDt-l) ~ CP[at,r:\] 
(b) (~tIDt-l) ~ [~t'~t] where 
CP is a conjugate prior and (~tIDt-l) is partially specified. 
The guide relationship is used to determine at and 8t 
That is to say, linking the mean and variance of 9 t and $t 
~t = E ($t I Dt-l) = E[g (9t ) I Dt - l ] 
r = V($tIDt-l) = V[g(~t)IDt-l] 
(iv) posterior 
($tIDt) ~ CP[a t + ~ Yt' 8t + ~] 
and so let m = E($tIDt) and 0" V($tIDt) be obtained as function of 
(v) underlying parameters vector update 
(9~/Dt) ~ [~t' ft] 
mt = at + r t [m-$tJ1r 
Ct = !t - ~t rt [r-ol l Jlr2 
where these recurrence relations were obtained from the application of the 
linear Bayes estimation {Hartigan (1969». 
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(vi) underlying parameters vector evolution 
Rt 
= Gm 
--t-l 
= B -! G ~t-l G' Btl , where 
B = diag {bl b2 ••• bp} ,o<bi s 1 and G is now an pxp matrix. 
Application to various members of the exponential family have been presented 
with special reference to the beta-binomial (advertising example in chap. 5), the 
lognormal seasonal growth and the normal multiplicative seasonal growth model of 
chapter 3. For special examples in the context of dynamic generalized linear models 
the paper of West, Harrison and Migon (1984) is referred. It is worth pointing out 
that the method was used for estimation of normal transfer response structures and for 
the estimation of low and high frequencies in models for long term forecasting. 
The performance of the estimation methods was extensively assessed through many 
applications to real and artificial data, some of which were reported in this thesis 
as examples of the models. 
Finally we should stress the performance of the method in the application 
described in chapter 4 which is reported in Migon and Harrison (1983). The models 
developed for the Millward Brown Marketing Research Company and the programmes we 
have implemented in their computers have been working sucessfully for more than 
two years. 
8.3 Limitations and directions for Further Research 
1. The linear Bayes procedure is an approximate method which kept the analysis 
tractable in our case. In particular it provides updating recurrenas that coincide 
with the Kalman filter in normal case as we have shown in chapter 3. Some more 
investigation is necessary for an evaluation of these approximations in other cases. 
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2. Multiprocess mulitplacative seasonal growth model need to be developed. In 
real life applications the models must be able of automatically accommodating 
outliers or adapting to structural changes in the observed series. 
3. The models relating TV advertising and awareness can be extended in dif-
ferent directions as pointed out by Broadbent (1979). For example we could analyse 
separately the effects of different sorts of time bought, as on peak and late off 
peak; we could consider the effect of advertising for other competitors etc. 
4. More experience with transfer response is needed both from a methodological and a 
practical point of view. The simulation results in chapter 6 would be extended 
specially for second order models. From a practical point of view we would intend 
to do some econometric application with real data. 
5. One shortcoming in the long term forecasting models of chapter 7 is con-
cerned with the variance estimation. We believe that the model can be rewrite in 
a suitable form which permits the sequential estimation of the observational variance. 
6. A more ambitious research is related to the extension of these univariate 
methods to multivariate forecasting, and perhaps to simultaneous equations econometric. 
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