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ABSTRACT 
A formal  a n a l y s i s  procedure f o r  p a r a l l e l  computer systems i s  
p resen ted .  The f low t a b l e  model presented  i n  a e a r l i e r  paper* i s  used 
t o  d e s c r i b e  a system. Each component t o  t h e  system i s  descr ibed  by a 
completely s p e c i f i e d  fundamental-mode f low t a b l e .  A l l  de l ays  i n  a 
p a r a l l e l  system a r e  assumed t o  be f i n i t e .  Component de lays  a r e  
assumed t o  be bounded and l i n e  de l ays  unbounded. The concept of an 
output  hazard is  in t roduced  t o  account f o r  t h e  e f f e c t s  of l i n e  de l ay  
and t h e  l ack  of synchroniza t ion  among components. Necessary and 
s u f f i c i e n t  c o n d i t i o n s  f o r  t h e  absence of ou tput  hazards  a r e  given.  
The s t a t e  of a p a r a l l e l  system i s  de f ined  by t h e  p re sen t  i n t e r n a l  
s t a t e  and inpu t  s t a t e  of each component. The ope ra t ion  of t h e  system 
is  desc r ibed  by a system s t a t e  graph which s p e c i f i e s  a l l  p o s s i b l e  s t a t e  
t r a n s i t i o n s  f o r  a s p e c i f i e d  i n i t i a l  s y s t e m  s t a t e .  A procedure f o r  
* Bred t ,  T. H. and McCluskey, E.  J. A model f o r  p a r a l l e l  computer 
systems.  Technica l  Report No. 5 ,  SEL D i g i t a l  Systems Laboratory,  
S tanford  Un ive r s i ty ,  S t an fo rd ,  C a l i f o r n i a  (Apr 1970) 
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c o n s t r u c t i n g  t h e  sys t em s t a t e  graph 1s given .  The a n a l y s i s  procedure 
may be summarized as  fo l lows .  A problem i s  s t a t e d  i n  terms of r e s t r i c t i o n s  
on sys t em ope ra t ion .  A p a r a l l e l  system is  s a i d  t o  ope ra t e  c o r r e c t l y  
with r e s p e c t  t o  t h e  g iven  problem i f  t h e  a s s o c i a t e d  r e s t r i c t i o n s  a r e  
always s a t i s f i e d .  The r e s t r i c t i o n s  s p e c i f y  e i t h e r  forb idden  s y s t e m  
s ta tes ,  which are never  t o  be e n t e r e d  dur ing  the ope ra t ion  of t h e  system, 
or forb idden  system s t a t e  sequences,  which must never  appear  dur ing  
system ope ra t ion .  The r e s t r i c t i o n s  a r e  t e s t e d  by examining t h e  s y s t e m  
s t a t e  graph. A p a r a l l e l  system f o r  t h e  two-process mutual exc lus ion  
problem is  analyzed and t h e  sys t em is  shown t o  ope ra t e  c o r r e c t l y  with 
r e spec t  t o  t h i s  problem. F i n a l l y ,  t h e  c o n d i t i o n s  of determinacy and 
output  f u n c t i o n a l i t y ,  which have been used i n  o t h e r  models of p a r a l l e l  
computing, a r e  d i scussed  as  they  r e l a t e  t o  c o r r e c t  s o l u t i o n s  t o  t h e  
mutual e x c l u s i o n  problem. 
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INTRODUCTION 
A major concern i n  computer s c i ence  i s  t h e  development of formal  
procedures  f o r  t h e  a n a l y s i s  of programs and a lgor i thms [ 1, l a ,  8 ,  1 2 ,  
18, 19 ,  20,  211. There i s  a l s o  much i n t e r e s t  i n  t h e  development of 
a common b a s i s  f o r  t h e  d e s c r i p t i o n  of programs and c i r c u i t s ,  t h a t  i s ,  
so f tware  and hardware. I n  [ 2 1 ,  we have def ined  a f low t a b l e  model 
f o r  p a r a l l e l  computer sys t ems  which u s e s  fundamental-mode f low t a b l e s  
t o  d e s c r i b e  t h e  ope ra t ion  of each system component. Procedures f o r  
syn thes i z ing  and ana lyz ing  s e q u e n t i a l  c i r c u i t s  u s ing  f low t a b l e s  a r e  
w e l l  known [ 22 1 .  I n  [ 3 3 ,  analogous procedures  a r e  developed 
f o r  a c l a s s  of s e q u e n t i a l  programs, a l lowing f low t a b l e s  t o  be used 
a s  a common l i n k  between programs and c i r c u i t s .  
The purpose of t h e  flour t a b l e  model i s  t o  a i d  i n  t h e  s tudy  of 
t h e  i n t e r a c t i o n s  of system components which a r e  operated concur ren t ly .  
Algorithms which c o n t r o l  t h e s e  i n t e r a c t i o n s  u s u a l l y  never  t e rmina te  
i n  t h e  way t h a t  an a lgor i thm f o r  s o r t i n g  or i n v e r t i n g  a ma t r ix  does 
and a s  a r e s u l t  d i f f e r e n t  a n a l y s i s  methods a r e  r equ i r ed .  
A c l a s s i c  problem i n  p a r a l l e l  systems is t h e  mutual exc lus ion  
problem s t a t e d  below f o r  two components. 
2 
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Problem: (Mutual Exclusion)  
Given two components , which ope ra t e  concur ren t ly  and which 
c o n t a i n  " c r i t i c a l  s e c t i o n s " ,  c o n t r o l  t h e s e  components s o  
t h a t  t h e  fo l lowing  two r e s t r i c t i o n s  a r e  always s a t i s f i e d :  
R e s t r i c t i o n  1: I t  i s  impossible  f o r  two components t o  be 
i n  t h e i r  c r i t i c a l  s e c t i o n s  s imul taneous ly .  
R e s t r i c t i o n  2: If a component wants t o  e n t e r  a c r i t i c a l  
s e c t i o n ,  i t  i s  even tua l ly  allowed t o  do so .  
The components i n  t h i s  problem u s u a l l y  r ep resen t  t h e  process  of ex- 
e c u t i n g  a program. The exac t  conten t  or na tu re  of t h e  c r i t i c a l  s e c t i o n s  
i s  not  important  i n  t h e  development of a s o l u t i o n  t o  t h i s  problem. 
T y p i c a l l y ,  a c r i t i c a l  s e c t i o n  con ta ins  an access  t o  a common memory 
l o c a t i o n ,  mod i f i ca t ion  of a system t a b l e ,  e t c . .  So lu t ions  t o  t h i s  
problem u s u a l l y  assume t h e  exc lus ive  execut ion  of c e r t a i n  p r i m i t i v e  
ope ra t ions  [ 4 ,  5 ,  6 ,  7 ,  1 2 ,  14 1 .  Components which u s e  t h e s e  p r i m i t i v e  
ope ra t ions  communicate by access ing  common memory l o c a t i o n s .  I n  t h e  
f low t a b l e  model, components communicate by changing values  on l i n e s  
(phys i ca l  wires) which in t e rconnec t  them. The l i n e s  c a r r y  b inary  l e v e l  
s i g n a l s  and it i s  assumed t h a t  t h e r e  i s  no bound on t h e  t i m e  f o r  
value changes t o  propagate  a long  t h e  l i n e s .  The p r i m i t i v e  ope ra t ions  
i n  t h e  f low t a b l e  model a r e  t h e  change of t h e  value on an in te rcon-  
nec t ing  l i n e  and t h e  r ecogn i t ion  of a value change on one of t h e s e  l i n e s .  
W e  do not  assume exc lus ive  execut ion  of t h e s e  p r i m i t i v e s .  
* This  is a s l i g h t l y  d i f f e r e n t  ve r s ion  of t h e  problem considered by 
Dykstra [ 5 ,  7 3 .  Dykstra d i d  not  r equ i r e  t h a t  a given program must  
e n t e r  i t s  c r i t i c a l  s e c t i o n  but  r a t h e r  t h a t  t h e  d e c i s i o n  a s  t o  which 
program would e n t e r  i t s  c r i t i c a l  s e c t i o n  could not  be postponed 
i n d e f i n i t e l y  e 
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I n  [ 2 ,  3 ] a s o l u t i o n  f o r  t h e  two-process mutual exc lus ion  
In  t h i s  pape r ,  problem was designed us ing  t h e  f low t a b l e  model. 
formal  a n a l y s i s  procedures  f o r  t h e  f low t a b l e  model a r e  given and 
t h e s e  procedures  a r e  used i n  t h e  a n a l y s i s  of t h i s  s o l u t i o n  f o r  t h e  
mutual exc lus ion  problem. 
PARALLFL SYSTEMS 
W e  begin by g i v i n g  a d e f i n i t i o n  of a p a r a l l e l  system. 
D e f i n i t i o n  1: 
A p a r a l l e l  s y s t e m  i s  a f i n i t e  c o l l e c t i o n  of com- -
ponents  = [C 1) c 2 , .  . . ,CN] and a f i n i t e  c o l l e c t i o n  
of l i n e s  p = { & , , R 2 , . .  . ,eM').  Each component C has  
i 
a se t  of d i s t i n c t  i n w t  v a r i a b l e s  c a l l e d  t h e  com- 
j = 1, . . . )  n and a set of d i s t i n c t  ou tput  v a r i a b l e s  
c a l l e d  t h e  component Output Set 0 = {xi ,xi J - - - )xi 3 2 
1 2  m i 
1 e i e M; - j- j = 1, - . . , m .  Each l i n e  & = ( X j , x j )  connects  J 
a component ou tput  v a r i a b l e  X .  with a component in -  
pu t  v a r i a b l e  x . The l i n e s  c a r r y  b inary  l e v e l  values  
and va lue  changes propagate  from component output  
t o  component i n p u t .  Each output  v a r i a b l e  must be 
connected by a l i n e  t o  e x a c t l y  one inpu t  v a r i a b l e  
and each inpu t  v a r i a b l e  m u s t  be connected by a l i n e  
J 
j 
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t o  e x a c t l y  one v a r i a b l e  i n p u t .  The ope ra t ion  of each 
component i s  descr ibed  by a completely s p e c i f i e d  f low 
t a b l e  r 22 1 with a des igna ted  i n i t i a l  i n t e r n a l  s t a t e .  
The i n i t i a l  value f o r  each l i n e  i s  t h e  value s p e c i f i e d  
for t h e  output  v a r i a b l e  a s s o c i a t e d  wi th  t h e  l i n e .  
- -  
The va lues  of component input  and output  v a r i a b l e s  d e f i n e  the component 
input  s t a t e  and output  s t a t e ,  r e s p e c t i v e l y .  The assumptions about 
p h y s i c a l  de lays  p r e s e n t  i n  a p a r a l l e l  system a r e  the  fol lowing:  
Assumption 1: 
The  t i m e  f o r  a va lue  change t o  propagate  from a component output  
t o  a component i npu t  ( l i n e  de l ay )  i s  f i n i t e  and unbounded. 
Assumption 2: 
Within a component, de l ays  a r e  f i n i t e  and bounded. 
The p a r a l l e l  system designed i n  [ 2 ] a s  a s o l u t i o n  f o r  the two-process 
mutual exc lus ion  problem is shown i n  F ig .  1. The i n i t i a l  i n t e r n a l  
s t a t e  for each component i s  i n t e r n a l  s t a t e  1. 
c o n t a i n  c r i t i c a l  s e c t i o n s  which a r e  en te red  and l e f t  e x a c t l y  once 
when t h e  component is  i n  i n t e r n a l  s t a t e  2 w i t h  t h e  1 input  s t a t e .  
Components C and C2 1 
Our d e f i n i t i o n  of a p a r a l l e l  system i s  s i m i l a r  t o  t h e  d e f i n i t i o n  
of a c i r c u i t  g iven  by David M u l l e r  i n  h i s  s tudy  of speed independence 
[ 23 3 .  Muller assumes t h a t  each component (element) has  a s i n g l e  
output  and al lows l i n e s  t o  t a k e  i n t e g e r  va lues  which a r e  not  r e s t r i c t e d  
t o  be b i n a r y .  The de lay  assumptions made i n  Mul le r ' s  model a r e  
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Figure  1, P a r a l l e l  system for t h e  
exc lus ion  problem. 
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d i f f e r e n t  from those  made here, Muller  assumes t h a t  
a l l  l i n e  de l ays  a r e  ze ro .  I n  c a s e s  where l i n e  de lays  can a f f e c t  
system o p e r a t i o n ,  he  assumes t h a t  s p e c i a l  de l ay  components (elements) 
a re  s p e c i f i e d  i n  t h e  model. I n  our  model, l i n e  de lays  a r e  e x p l i c i t l y  
accounted f o r .  
Our p a r a l l e l  systems a r e  a l s o  s i m i l a r  t o  t h e  d e f i n i t i o n  of a 
f i n i t e - s t a t e  computat ional  schema g iven  by Luconi [ 15 1. Luconi 
uses  func t ions  r a t h e r  t han  f low t a b l e s  t o  d e s c r i b e  component behavior  
and assumes t h a t  de l ays  are p resen t  on ly  i n  components and not  i n  
l i n e s .  I n  Luconi 's  model, components communicate by means of values  
s t o r e d  i n  memory cells  r a t h e r  t han  by l e v e l  s i g n a l s  on in t e rconnec t ing  
l i n e s .  Luconi assumes t h a t  component ope ra t ions  a r e  never  performed 
s imul taneous ly .  
The i n t e n t  of o u r  l i n e  de l ay  assumption is  t h a t  l i n e  de l ays  
cannot be c o n t r o l l e d .  I t  i s  not  assumed that ,  when a component C 
changes t h e  value of an output  v a r i a b l e ,  t h e  va lue  change n e c e s s a r i l y  
propagates  t o  t h e  component C a t  t h e  o t h e r  end of t h e  in te rconnec t -  
i n g  l i n e  or, if t h e  va lue  does propagate ,  t h a t  i t  is  recognized by 
c . When components ope ra t e  i n  t h i s  manner, it i s  not  c l e a r  what 
it means for a component t o  "recognizef t  an inpu t  change. The fo l lowing  
d i s c u s s i o n  i s  in tended  t o  c l a r i f y  t h i s  p o i n t .  Bas ic  component opera- 
t i o n ,  a s  descr ibed  i n  [ 2 ], c o n s i s t s  of two phases .  I n  t h e  f i r s t  
phase ,  the p resen t  i npu t  va lues  ( input  s t a t e )  a r e  recorded i n  a rank 
of f l i p - f l o p s  c a l l e d  t h e  input  rank. I n  t h e  second phase,  t h e s e  
input  va lues  and t h e  p re sen t  i n t e r n a l  s t a t e  of the component determine 
i 
j 
j 
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t h e  component response.  When t h i s  response i s  complete,  t h e  two- 
phase cyc le  of o p e r a t i o n  begins  aga in .  A d e f i n i t i o n  of t h e  re- 
c o g n i t i o n  of an inpu t  va lue  i s  g iven  below. 
D e f i n i t i o n  2: 
Given a va lue  change f o r  a component input  
v a r i a b l e ,  t h e  new va lue  i s  s a i d  t o  be recognized 
by t h e  component i f  t h e  new va lue  i s  recorded i n  
t h e  appropr i a t e  f l i p - f l o p  of t h e  inpu t  rank 
du r ing  t h e  f i r s t  phase of some c y c l e  of com- 
ponent o p e r a t i o n  a s  desc r ibed  above. 
The fo l lowing  example i l l u s t r a t e s  a s i t u a t i o n  i n  which an inpu t  
change may not  be recognized by a component. The p a r a l l e l  system i s  
def ined  i n  F i g .  2 .  I n i t i a l l y ,  component C is  uns t ab le  and w i l l  
e n t e r  i n t e r n a l  s t a t e  2 ,  s e t t i n g  X and X t o  1. A t  t h i s  p o i n t  t h e  
fo l lowing  sequence of even t s  may occur .  x becomes 1. C recognizes  
t h i s  i npu t  change and e n t e r s  i n t e r n a l  s t a t e  2 ,  s e t t i n g  X t o  1. x 
becomes 1. C recognizes  t h i s  i npu t  change and e n t e r s  i n t e r n a l  s t a t e  
1, s e t t i n g  X 
such t h a t  e i t h e r  x never  becomes 1 or i s  equa l  t o  1 f o r  such a s h o r t  
t i m e  t h a t  C never  recognizes  t h e  change i n  t h e  value of x from 0 t o  1. 
The p o s s i b i l i t y  of spu r ious  input  value t r a n s i t i o n s  is  
undes i r ab le  under  a l l  normal c i rcumstances and should be avoided. 
Before i n v e s t i g a t i n g  these  spu r ious  t r a n s i t i o n s  f u r t h e r ,  l e t  u s  con- 
s i d e r  t h e  n a t u r e  of t h e  d i f f i c u l t i e s  encountered i n  t h i s  example. 
3 
2 3 
2 1 
1 1 
3 
and X3 t o  0 .  This  e n t i r e  sequence may be completed 2 
3 
2 3 
8 
2 X 
x1 
0 
1 
(initial internal 
state is 1 for 
1 
2 
1 X 
~1 
3 
X 
1 ~-~~ 
2 
x x  
00 
2 3  
11 
Figure 2. Example parallel system, 
9 
An apparent  sou rce  of t r o u b l e  i s  t h e  l a c k  of an  i n t e r c o n n e c t i o n  
from component C t o  component C However, t he  e x i s t e n c e  of such a 
connect ion i s  no t  s u f f i c i e n t  t o  gua ran tee  t h a t  C recognizes  a l l  i npu t  
changes. I n  p a r t i c u l a r ,  C can ignore  a l l  i n p u t s  from C i n  dec id ing  
when t o  change t h e  va lue  of X A p r e c i s e  s ta tement  of s u f f i c i e n t  
c o n d i t i o n s  f o r  t h e  1 va lue  f o r  X t o  be recognized is  given la ter .  
While a connect ion from C t o  C can r e su l t  i n  t h e  r e c o g n i t i o n  of t he  
ou tpu t  va lue  f o r  X such a connect ion is  not always necessary if t h e  
component flow t a b l e s  are modified s l i g h t l y .  Consider t h e  three flow 
2 3" 
2 
3 2 
3' 
3 
2 3 
3' 
tables  i n  Table 1 as a l t e r n a t i v e s  t o  those  shown i n  F ig .  2. Now when 
c sets X t o  1, t h e  va lue  of X i s  not  changed for as long as the  
system con t inues  t o  ope ra t e ,  presumably an  i n f i n i t e  t i m e .  Since l i n e  
3 3 3 
and component de l ays  are f i n i t e ,  C must e v e n t u a l l y  recognize the  va lue  2 
3' change f o r  x 
Out ~u t Hazards 
The fo l lowing  d e f i n i t i o n s  and t h e o r e t i c a l  r e s u l t s  a r e  introduced 
t o  develop a more formal understanding of t h e  d i f f i c u l t i e s  p r e s e n t  i n  
t h i s  
f rom 
example. Consider components C and C and a l i n e  ek = (Xk,xk) 
i j 
ci t o  c . 
j 
* 
D e f i n i t i o n  3: 
L e t  a and b be i n t e r n a l  s t a t e s  of C f o r  which 
i 
output  var iaDle X has  t h e  values  1 and 0 ,  r e s p e c t i v e l y .  
An output  1 hazard i s  t h e  p o s s i b i l i t y  of a t r a n s i t i o n  
from a t o  b when inpu t  v a r i a b l e  x has  t he  value 0 .  
k 
k 
* Output hazards  a r e  examples of t r ans fo rma t ion - los ses  i n  l i n e s  i n  
the  terminology of Luconi [ 15, 16 ,  1 7  1 .  They a r e  v i o l a t i o n s  of 
t h e  semi-modularity c o n d i t i o n  of M u l l e r  [ 23 1 .  These hazards  
have been c a l l e d  " r e s o l u t i o n  hazards"  by Wood [ 26 1 .  
10 
Table 1. Alternative Flow Tables for  the Paral le l  System of Fig. 2 
a) Component 1 
1 
2 
b) Component 2 
3 0 1  
c )  Component 3 
++ Never entered during the operation of  the component. 
fl 
D e f i n i t i o n  4: 
Le t  a and b be i n t e r n a l  s t a t e s  of component C f o r  which 
i 
output  v a r i a b l e  X has  va lues  0 and 1, r e s p e c t i v e l y .  An output  
0 hazard i s  t h e  p o s s i b i l i t y  of a t r a n s i t i o n  from a t o  b when.in- 
pu t  v a r i a b l e  x has  t h e  va lue  1. 
k 
k 
D e f i n i t i o n  5:  
A component C i s  s a i d  t o  be connected t o  a component C .  i f  
1. There is  a l i n e  from an output  of C t o  an inpu t  of C . ,  or 
2 .  There i s  a l i n e  from an output  of C t o  some component 
i J 
i J 
i 
C and C i s  connected t o  C . 
k k j 
Theorem 1: ( S u f f i c i e n t  cond i t ions  f o r  an output  1 hazard)  
I f  component C changes output  v a r i a b l e  X from 0 t o  1 t o  0 
i k 
and component C w i t h  input  v a r i a b l e  x i s  not  connected t o  C 
an output  1 hazard e x i s t s .  
j k i’  
Proof : 
By Assumption 1, t h e r e  i s  no bound on the  t ime f o r  t h e  1 
value  t o  propagate  t o  x S ince  C i s  not  connected t o  C 
if Ci e v e r  changes X from 1 t o  0 it i s  p o s s i b l e  t h a t  t h e  1 value 
has  not  a r r i v e d  a t  x The cond i t ions  of Def in i t i on  3 a r e  s a t i s -  
f i e d  and an output  1 hazard e x i s t s .  
k ’  j i’  
k 
k ’  
Theorem 2: ( S u f f i c i e n t  cond i t ions  f o r  an output  0 hazard)  
I f  component C changes output  v a r i a b l e  X from 1 t o  0 t o  1 i k 
i’ and component C w i t h  input  v a r i a b l e  x i s  not  connected t o  C 
an output  0 hazard e x i s t s .  
j k 
12 
Proof ; 
S i m i l a r  t o  t h e  proof of Theorem 1. 
These two theorems, while  t r i v i a l ,  a i d  somewhat i n  understanding 
t h e  cond i t ions  i n  which output  hazards  w i l l  always e x i s t .  Of g r e a t e r  
i n t e r e s t  a r e  theorems g iv ing  necessary  and s u f f i c i e n t  cond i t ions  f o r  
t he  absence of output  hazards .  
Theorem 3: (Necessary and s u f f i c i e n t  cond i t ions  f o r  t he  absence 
of an output  1 hazard)  
L e t  component C change t h e  value of ou tput  v a r i a b l e  X from 
changes 5 from 1 t o  
i k 
0 t o  1. 
0 i f  and only i f  t h e  value of Xk i s  changed t o  0 only a f t e r  C 
recognizes  an inpu t  value produced i n  r ecogn i t ion  of t h e  1 value 
There i s  no output  1 hazard when C 
i 
i 
f o r  Xk. 
Proof: 
(Suff ic iency)  
S ince  C. does not  change X t o  0 u n t i l  i t  recognizes  an input  
1 k 
value  produced i n  r ecogn i t ion  of t h e  1 value  €or X the  1 value 
f o r  X must have propagated t o  a component i npu t  and x must k k 
have t h e  value 1. Thus t h e r e  i s  no output  1 hazard .  
(Necessi ty)  
k ’  
W e  prove t h e  c o n t r a p o s i t i v e .  L e t  C .  change X t o  0 without 
1 k 
first recogniz ing  an inpu t  va lue  produced i n  r ecogn i t ion  of t he  1 
value  f o r  X . Since  the  l i n e  de l ays  a r e  unbounded (Assumption 11, 
there can be no guarantee  t h a t  t h e  1 value has  propagated t o  t h e  
k 
component i npu t  and i t  i s  p o s s i b l e  t h a t  x i s  0 when C changes 
X k .  
k i 
By D e f i n i t i o n  3, an output  1 hazard e x i s t s .  
Theorem 4: (Necessary and s u f f i c i e n t  cond i t ions  f o r  t h e  absence 
of an output  0 hazard)  
Let component C change t h e  va lue  of output  v a r i a b l e  X from 
i k 
1 t o  0 .  changes 5 from 0 
t o  1 i f  and only i f  t h e  va lue  of 5 i s  changed t o  1 only a f t e r  
C .  recognizes  an inpu t  value produced i n  r ecogn i t ion  of t h e  0 
va lue  f o r  X 
There i s  no output  0 hazard  when C 
i 
1 
k '  
Proof:  
S i m i l a r  t o  t h e  proof of Theorem 3 .  
Suppose t h e r e  a r e  no output  hazards  i n  a p a r a l l e l  s y s t e m .  That 
i s ,  every output  va lue  produced mus t  propagate  t o  t h e  a s soc ia t ed  
component i n p u t .  S ince  t h e  ope ra t ion  of each component i s  descr ibed  
by a completely s p e c i f i e d  f low t a b l e ,  each component must have a s t a b l e  
s t a t e  i n  every column of t h e  f low t a b l e  and i n  p a r t i c u l a r  every column 
i n  which t h e  new inpu t  va lue  appears .  By Assumption 2 ,  t h e  component 
w i l l  recognize t h e  new va lue  i n  a f i n i t e  t i m e ,  i f  t h e  new va lue  remains 
p r e s e n t .  Consider t h e  p o s s i b i l i t y  t h a t  a new input  value must appear  
but  t h a t  it i s  not  p re sen t  long enough t o  be recognized by t h e  component. 
By Assumption 1, t h e  t i m e  f o r  t h e  inpu t  value change t o  reach t h e  
component is  a r b i t r a r y .  The re fo re ,  i f  i t  is  p o s s i b l e  f o r  t h e  new 
value t o  appear  and not  be recognized,  i t  must be p o s s i b l e  f o r  t h e  
new va lue  not  t o  have appeared a t  a l l .  That i s ,  an output  hazard 
14 
must e x i s t .  But t h i s  c o n t r a d i c t s  ou r  assumption t h a t  no output  
hazards  e x i s t e d  and hence it  must be impossible  f o r  a new inpu t  value 
t o  appear  but  no t  be recognized.  The r e s u l t  of t h i s  argument i s  t h e  
fo l lowing  theorem. 
Theorem 5: 
I f  a p a r a l l e l  system has  no output  haza rds ,  every output  
change produces an inpu t  value which must be recognized. 
The absence of ou tput  hazards  i s  not  only s u f f i c i e n t  t o  ensure  t h a t  
a l l  i npu t  changes are recognized,  i t  is  necessary  a s  w e l l .  
Theorem 6: 
If every output  change produces an inpu t  value which must 
be recognized ,  t h e  p a r a l l e l  s y s t e m  has  no output  hazards .  
Proof:  
This  proof a l s o  fo l lows  from t h e  f a c t  t h a t  l i n e  de lays  a r e  of 
a r b i t r a r y  d u r a t i o n .  Suppose a p a r a l l e l  system has  an output  1 
hazard  i n  l i n e  .ek = (X ,X ) which j o i n s  component C 
C . 
1 t o  0 when x has  t h e  value 0. But  by Assumption 1 l i n e  de lays  
a r e  a r b i t r a r y  and so it i s  a l s o  p o s s i b l e  t h a t  x w i l l  momentarily 
have t h e  va lue  1. There i s  no nonzero lower boucd on the  du ra t ion  
of t h e  1 value  f o r  x There fo re ,  r e g a r d l e s s  of t h e  i n t e r v a l  
between t h e  times C examines i t s  i n p u t s ,  t h e  1 value for x 
may not  be recognized.  The p o s s i b i l i t y  of an output  0 hazard 
t o  component. k k  i 
By D e f i n i t i o n  3 ,  it  i s  p o s s i b l e  f o r  C t o  change 5 from 
j i 
k 
k 
k' 
k j 
can s i m i l a r l y  be shown t o  always provide t h e  p o s s i b i l i t y  of a 
0 input  which i s  not  recognized and t h e  proof is complete.  
I n  g e n e r a l  t h e r e  may be many connec t ions  from t h e  component which 
recognizes  a new input  value back t o  t h e  component which produced 
i t .  Furthermore t h e s e  connect ions may be through many o t h e r  components 
and r e q u i r e  many more hazard-f ree  i n t e r a c t i o n s .  
DESCRIPTION OF SYSTEM OPERATION 
Given a p a r a l l e l  s y s t e m ,  we now g ive  a procedure which d e t e c t s  
a l l  ou tput  hazards  p re sen t  i n  t h e  system and i n  t h e  case  when no such 
hazards  e x i s t ,  produce6 a d e s c r i p t i o n  of t h e  ope ra t ion  of t h e  system. 
This  d e s c r i p t i o n  w i l l  be a d i r e c t e d  graph.  I f  output  hazards  a r e  
p r e s e n t ,  t h e  behavior  of t h e  s y s t e m  cannot be r e l i a b l y  p r e d i c t e d .  
That i s ,  momentary 1 output  values  may or may not  r e s u l t  i n  1 input  
va lues  and i f  1 inpu t  va lues  appear  t h e s e  va lues  may or may not  be 
recognized.  I n  such c a s e s ,  i t  i s  b e s t  t o  modify t h e  system t o  e l imi-  
n a t e  t h e s e  hazards  before  producing a graph d e s c r i p t i o n  of system 
ope ra t ion .  
D e f i n i t i o n  6: 
The component s t a t e  or t o t a l  component s t a t e  i s  def ined  by 
t h e  component i n t e r n a l  s t a t e  and component input  s t a t e .  
The i n i t i a l  i n t e r n a l  s t a t e  of t h e  c o n t r o l  component i n  F ig .  1 i s  1 and 
t h e  i n i t i a l  input  s t a t e  i s  00. The i n i t i a l  component s t a t e  i s  w r i t t e n  1-00. 
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Because t h e  output  s t a t e  of each component i s  determined by t h e  
component i n t e r n a l  s t a t e ,  i t  i s  unnecessary t o  inc lude  the  output  
s t a t e  i n  t h e  d e f i n i t i o n  of t o t a l  component s t a t e .  When a component 
i s  i n  an i n t e r n a l  s t a t e ,  i t  i s  assumed t h a t  t h e  output  v a r i a b l e s  
have t h e  va lues  des igna ted  f o r  t h a t  s t a t e .  I f  there i s  o b j e c t i o n  
t o  t h i s  assumption, w e  can d e f i n e  being "in an i n t e r n a l  s t a t e "  a s  
t h e  i n s t a n t  when t h e  output  v a r i a b l e s  a t t a i n  t h e  values  s p e c i f i e d  
f o r  t he  i n t e r n a l  s t a t e .  
D e f i n i t i o n  7; 
The system s t a t e  or t o t a l  s y s t e m  s t a t e  i s  def ined  by the  
N-tuple c o n s i s t i n g  of t h e  component s t a t e s  f o r  each of the N 
components i n  a p a r a l l e l  s y s t e m .  
The i n i t i a l  system s t a t e  f o r  t he  p a r a l l e l  s y s t e m  i d  F ig .  2 i s  w r i t t e n  
(l-O,l-O,l-O)a k s  a consequence of t h e  d e f i n i t i o n  of a p a r a l l e l  s y s t e m ,  
t h e  i n i t i a l  s y s t e m  s t a t e  i s  unique.  
A component i s  s t a b l e  if the f l o w  t a b l e  e n t r y  for t h e  p re sen t  
t o t a l  component s t a t e  is  t h e  same a s  t h e  p re sen t  i n t e r n a l  s t a t e ;  
o therwise  a component is  u n s t a b l e .  A l i n e  i s  s t a b l e  i f  t h e  value 
a t  every p o i n t  i n  t h e  l i n e  i s  the same; o therwise  t h e  l i n e  i s  u n s t a b l e .  
A s u f f i c i e n t  but  no t  necessary  cond i t ion  f o r  a l i n e  1 
5 and x be uns t ab le  is t h a t  
= (Xk,xk> t o  k 
have d i f f e r e n t  va lues .  k 
D e f i n i t i o n  8: 
Given two system s t a t e s  A and B ( A f B ) ,  B i s  s a i d  t o  be an 
immediate successo r  of A i f  t h e  fo l lowing  cond i t ions  a r e  s a t i s f i e d :  
1. I f  a component i npu t  has  a value i n  B d i f f e r e n t  from 
t h e  value i n  A ,  t h e  l i n e  was uns t ab le  i n  A .  
I f  a component i n t e r n a l  s t a t e  i n  B i s  d i f f e r e n t  from 
t h e  corresponding i n t e r n a l  s t a t e  i n  A ,  t h e  component 
2 .  
was uns t ab le  i n  A and t h e  B va lue  is t h e  next  s t a t e  
e n t r y  i n  t h e  component f low t a b l e  a s  determined by 
t h e  t o t a l  component s t a t e  i n  A .  
The i n i t i a l  system s t a t e  of t h e  p a r a l l e l  s y s t e m  f o r  t h e  two-process 
mutual exc lus ion  problem i n  F ig .  1 i s  ( l -091-O~l-OO).  I n  t h i s  s t a t e ,  
a l l  l i n e s  a r e  s t a b l e  but two components, C 
There a r e  t h r e e  immediate successor  s t a t e s  t o  t h i s  system s t a t e .  
and C2,  a r e  uns t ab le .  1 
(2-0 ) 1-0 ) 1-00) 
(1-0 ) 2-0 ) 1-00) 
(2-0 ) 2-0 ) 1-00) 
I n  s y s t e m  s t a t e  (2-0,1-0,1-00), l i n e  4 ,  = (X1,xl) and component C2 a r e  
u n s t a b l e .  The immediate successo r s  a r e  
(2-0 ) 2-0,l-00) 
(2-0, l -0 , l -10)  
(2-0 ) 2-0 ) 1-10) 
I n  g e n e r a l ,  i f  p l i n e s  and components a r e  uns t ab le  i n  a g iven  s y s t e m  
s t a t e )  t h e r e  a r e  2’-1 immediate successor  s t a t e s .  
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D e f i n i t i o n  9: 
The system s t a t e  graph i s  a d i r e c t e d  graph the  nodes of 
which a r e  t h e  s y s t e m  s ta tes  a t t a i n e d  du r ing  t h e  ope ra t ion  of 
t h e  s y s t e m .  Two system s t a t e s  A and B a r e  jo ined  by a d i r e c t e d  
a r c  from A t o  B i f  and only i f  B i s  an immediate successor  of A .  
D e f i n i t i o n  10: 
Given t w o  system s t a t e s  A and B ,  B i s  s a i d  t o  be a successor  
of A i f  
1. B is  an immediate successo r  of A ,  or 
2 .  B is  a successo r  of an immediate successo r  of A .  
W e  w i l l  use  t h e  system s t a t e  graph t o  desc r ibe  t h e  ope ra t ion  of a 
p a r a l l e l  s y s t e m .  The procedure f o r  ob ta in ing  t h i s  graph i s  a s  
fo l lows  : 
Procedure f o r  Finding System S t a t e  Graph 
1. Given t h e  i n i t i a l  s y s t e m  s t a t e ,  determine a l l  immediate successo r  
s t a t e s  
2 .  Consider each immediate successo r  s t a t e  a s  a s y s t e m  s t a t e  and de t -  
ermine a l l  immediate successo r s .  
3 .  The procedure t e rmina te s  when a l l  immediate successors  of a l l  
immediate successo r s  in t roduced  i n  s t e p s  1 and 2 have been 
de t e m i n e d .  
4 .  (Check f o r  ou tput  hazards)  
If a s y s t e m  s t a t e  A has  an immediate successo r  B such t h a t  i n t e r n a l  
s t a t e  a i n  A f o r  some component Ci and i n t e r n a l  s t a t e  b i n  B f o r  
t h e  same component s a t i s f y  t h e  cond i t ions  i n  D e f i n i t i o n  3 or 
4 ,  an output  hazard e x i s t s .  
This  procedure cons ide r s  a l l  p o s s i b l e  s t a t e  t r a n s i t i o n s  f o r  a p a r a l l e l  
system; t h e r e f o r e ,  a l l  ou tput  hazards  a r e  d e t e c t e d .  
An Example: The Buf fe r  Problem 
To i l l u s t r a t e  t h e  a p p l i c a t i o n  of t h e  a n a l y s i s  method, cons ide r  
1 
a p a r a l l e l  system wi th  two components, C 
r e p r e s e n t s  a C e n t r a l  Process ing  Unit  (CPTJ) which f i l l s  a b u f f e r .  
and C2.  Component C 1 
The b u f f e r  is  emptied by component C a Channel or Output C o n t r o l l e r .  
I n i t i a l l y  t h e  b u f f e r  i s  empty and t h e  Channel and CPTJ a r e  i d l e .  The 
2 '  
problem posed f o r  t h i s  s y s t e m ,  which w e  c a l l  t h e  b u f f e r  problem, i s  
t h e  fol lowing:  
Problem: (The Buf fe r  Problem) 
Design a system with a CPU and Channel, ope ra t ing  a s  descr ibed  
above, such t h a t  a t  a l l  times du r ing  t h e  ope ra t ion  of t h e  s y s t e m  
t h e  fo l lowing  r e s t r i c t i o n s  a r e  s a t i s f i e d :  
R e s t r i c t i o n  3": 
The CPTJ and t h e  Channel never  access  t h e  b u f f e r  s imul taneous ly .  
R e s t r i c t i o n  4: 
When t h e  CPU h a s  f i l l e d  t h e  b u f f e r ,  t h e  CPTJ must not  access  
t h e  b u f f e r  aga in  u n t i l  a f t e r  t h e  b u f f e r  has  been emptied by t h e  
channel .  
R e s t r i c t i o n  5: 
When t h e  b u f f e r  'has been emptied,  t h e  Channel must not  
access  t h e  b u f f e r  aga in  u n t i l  t h e  b a f f e r  has  been f i l l e d  by t h e  CPU. 
* R e s t r i c t i o n s  1 and 2 are a s s o c i a t e d  w i t h  t h e  mutual exc lus ion  problem. 
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T h i s  problem is  s i m i l a r  t o  t he  mutual exc lus ion  problem i n  t h a t  t h e  
CPU and Channel must not  access  t h e  b u f f e r  s imul taneous ly .  I t  d i f fe rs  
i n  t h a t  t h e  o r d e r  of access ing  t h e  b u f f e r  i s  f i x e d .  It  i s  not  neces- 
s a r y  t o  s p e c i f y  t h e  b u f f e r  a s  a component of the system i n  o r d e r  t o  
s tudy  t h e  c o n t r o l  i n t e r a c t i o n s  of the CPU and t h e  Channel. 
Consider  the p a r a l l e l  s y s t e m  s p e c i f i e d  i n  F ig .  3 .  The i n t e r p -  
r e t a t i o n s  of t h e  va lues  on t h e  in t e rconnec t ing  l i n e s  and t h e  component 
s t a t e s  a r e  a s  fo l lows .  
s t a t e  1-0. I n  t h i s  s t a t e ,  t h e  CPU i s  uns t ab le  and t h e  b u f f e r  i s  f i l l e d  
Eventua l ly  t h e  b u f f e r  becomes f u l l  and C e n t e r s  i n t e r n a l  s t a t e  2 ,  
a s t a b l e  s t a t e ,  and sets X t o  1. The 1 inpu t  t o  C causes  C t o  
become uns t ab le  and empty the  b u f f e r  (component s t a t e  1-1). When 
t h e  b u f f e r  is  empty, C2 e n t e r s  i n t e r n a l  s t a t e  2 ,  s e t t i n g  X2 t o  1. 
This  ou tput  va lue  propagates  t o  C n o t i f y i n g  C t h a t  t he  b u f f e r  has  
been emptied and p u t t i n g  C i n  component s t a t e  2-1. In  t h i s  uns t ab le  
s t a t e ,  t h e  CPU f i l l s  t he  b u f f e r  aga in .  When t h e  b u f f e r  i s  f u l l ,  t he  
CPU e n t e r s  i n t e r n a l  s t a t e  1, s e t t i n g  X2 t o  0 .  When x2 becomes 0 ,  t h e  
cycle begins  aga in .  Notice t h e  s i g n i f i c a n c e  of t h e  value t r a n s i t i o n s  
du r ing  t h e  ope ra t ion  of t h i s  system. The f i r s t  t i m e  t h e  CPU f i l l s  
t h e  b u f f e r ,  i t  u s e s  a 0 t o  1 t r a n s i t i o n  on l i n e  (X ,x ) t o  n o t i f y  t h e  
Channel. The second t i m e ,  t he  CPU uses  a 1 t o  0 t r a n s i t i o n  t o  n o t i f y  
t h e  Channel. The Channel a l s o  a l t e r n a t e s ,  first us ing  a 0 t o  1 
t r a n s i t i o n  on l i n e  (X x ) t o  i n d i c a t e  t h a t  t h e  b u f f e r  has  been emptied 
and t h e  next t i m e  u s ing  a 1 t o  0 t r a n s i t i o n .  I t  i s  p o s s i b l e  t o  g ive  
an i n t e r p r e t a t i o n  f o r  t h i s  system i n  which a 0 t o  1 t r a n s i t i o n  on l i n e  
I n i t i a l l y ,  t h e  CPu, C1, is  i n  t o t a l  component 
1 
1 2 2 
1 1 
1 
1 1  
2 ’  2 
21 
1 
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1 X 
2 
C 
(initial system state is (I-0,1-0)) 
Figure 3. Parallel system for the buffer problem. 
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(XI, xl> is  always used t o  i n d i c a t e  t h a t  t h e  b u f f e r  is  f u l l  and a 0 t o  1 
t r a n s i t i o n  on (X ,x ) i n d i c a t e s  t h a t  t h e  b u f f e r  has  been emptied.  2 2  
Programs of t h e  c l a s s  descr ibed  i n  [ 3 3 r ep resen t ing  t h e  CPU and 
Channel a c t i v i t y  a r e  g iven  i n  Table  2 .  An a n a l y s i s  of t h e s e  programs 
us ing  t h e  procedures  g iven  i n  [ 3 ] w i l l  v e r i f y  t h a t  t h e i r  ope ra t ion  
i s  c h a r a c t e r i z e d  by t h e  f low t a b l e s  shown i n  F ig .  3.  
Let us  now apply t h e  procedure descr ibed  e a r l i e r  t o  o b t a i n  t h e  
system s t a t e  graph f o r  t h e  p a r a l l e l  system of F ig .  3 .  A t a b l e  of t h e  
system s t a t e s  and t h e i r  immediate successo r s  a s  produced by t h e  proce- 
dure appears  i n  Table  3 .  The i n i t i a l  system s t a t e  is  (1-0,l-0) and t h e  
only immediate successo r  is (2-0,l-0).  This  s t a t e  has  only one immediate 
successo r  (2-091- l ) .  The procedures  cont inues  and t e rmina te s  when e i g h t  
system s t a t e s  have been produced. This  system may not  appear  t o  e x h i b i t  
much p a r a l l e l i s m  but  remember t h a t  i t  i s  p o s s i b l e  f o r  t h e  CPU t o  perform 
o t h e r  func t ions  a f t e r  it f i l l s  t h e  b u f f e r  and while  t h e  b u f f e r  i s  being 
emptied a s  long a s  i t  does no t  t r y  t o  add a d d i t i o n a l  in format ion  t o  t h e  
b u f f e r .  The system graph i s  shown i n  F ig .  4 .  S ince  t h e r e  a r e  no output  
haza rds ,  every  output  change r e s u l t s  i n  a new inpu t  value which must be 
recognized (Theorem 5) There fo re ,  l i n e  de lays  cannot a f f e c t  t h e  opera- 
t i o n - o f  t h i s  system. I f  t h e  l i n e  de lays  a r e  set t o  z e r o ,  t h e  s y s t e m  
s t a t e  graph i n  F ig .  4 can be reduced t o  t h e  system s t a t e  graph shown i n  
F ig .  5. 
Detec t ion  of an Output Hazard 
To i l l u s t r a t e  t h e  a p p l i c a t i o n  of t h e  a n a l y s i s  procedure t o  a 
system con ta in ing  an output  haza rd ,  we apply t h e  procedure t o  t h e  
p a r a l l e l  system given  i n  F i g ,  2 .  The i n i t i a l  system s t a t e  i s  ( l - 0 9 1 - 0 , 1 - o ) ~  
This  s t a t e  has  one immediate successo r  (l-0,1-092-O). 
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Table 2. CPU and channel Programs f o r  the Para l le l  Sys tem of Fig. 3. 
INPUT x2 
OUTPUT x1 ( i n i t i a l l y  x1 i s  0) 
1: DUMMY; ( f i l l  buf fer )  
2: xl: = 1 ;  
3: WAIT (1, 4 ) ;  
4: DUMMY; ( f i l l  buffer) 
3 :  xl: = 0;  
6: WAIT (0, 1). 
a )  CPU 
INPUT x1 
( i n i t i a l l y  x i s  0) 
2 OUTPUT X2 
1: WAIT (1, 2 ) ;  
2: DUMMY; (empty buffer) 
3: x2: = 1 ;  
4: WAIT (0, 3) ;  
3 :  DUMMY; (empty buffer) 
6: x2: = 0; 
7: GO TO 1. 
b) Channel 
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Table 3. System Sta tes  With Immediate Successors for  the Paral le l  
System of Fig. 3. 
system s t a t e  immediate sucessors 
( i n i t i a l  s t a t e )  (1-0,1-0) 
(2-0,l-0) 
(2-0,l-1) 
(2-0,2-1) 
( 2-1,2- 1) 
( 1- 1,2- 1) 
(1-192-0) 
(1-1,l-0) 
(2-0,l-0) 
(2-0,l-1) 
(2-0,2-1) 
( 2- 1,2- 1) 
(1-1,2-1) 
(1-1,2-0) 
( 1- 1,l-0) 
(1-0,l-0) 
(1-0,l-o)* - (2-0,1-0)-4- (2-0,l-1)- (2-0,2-1) 
* i n i t i a l  system state 
Figure  4. System state graph for t h e  p a r a l l e l  system i n  Fig.  3. 
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(1-0, L O ) *  -u (2-0,l-1) 
t I 
(1-1,2-0) - (2-1,2-1) 
* in i t ia l  system state 
Figure 3. System state graph for the parallel system i n  
, 3 when line delays are zero. 
27 
A p a r t i a l  t a b l e  of s y s t e m  s t a t e s  with immediate successors  i s  shown 
i n  Table  4 .  The hazard i s  d e t e c t e d  i n  determining t h e  immediate 
successo r s  of s t a t e  (2-1,1-0,2-1). It i s  p o s s i b l e  f o r  C t o  change 
from component s t a t e  2-1 t o  1-1 which changes X from 1 t o  0 .  B u t  
x has  t h e  va lue  0 and t h e r e f o r e  an output  1 hazard e x i s t s .  
System S t a t e  Graph f o r  t h e  Two-Process Mutual Exclusion Problem 
3 
3 
3 
Table 5 c o n t a i n s  t h e  64 system s t a t e s  wi th  immediate successors  
which a r e  a t t a i n e d  dur ing  t h e  ope ra t ion  of t h e  p a r a l l e l  s y s t e m  f o r  
t h e  two-process mutual exc lus ion  problem def ined  i n  F ig .  1. The 
system s t a t e  graph i s  g iven  i n  F i g .  6 .  If line de lays  are zero, t h e  
graph i n  F ig .  6 
CORRECT OPERATION FOR PARALLEL SYSTEMS 
can be reduced t o  t h e  graph shown i n  Fig.  7. 
W e  now cons ide r  what i t  means t o  say  t h a t  a p a r a l l e l  sys tem 
ope ra t e s  c o r r e c t l y .  The s y s t e m s  we have d iscussed  have been designed 
t o  s o l v e  p a r t i c u l a r  problems such a s  t h e  mutual exc lus ion  problem 
or t h e  b u f f e r  problem. A problem i s  a word s ta tement  with a number 
of r e s t r i c t i o n s  which mus t  be m e t  i f  t h e  problem is  t o  be so lved .  W e  
say  t h a t  a p a r a l l e l  s y s t e m  i s  c o r r e c t  wi th  r e spec t  t o  a g iven  problem 
i f  t h e  s y s t e m  ope ra t e s  so t h a t  t h e  r e s t r i c t i o n s  a r e  always s a t i s f i e d .  
Th i s  no t ion  d i f f e r s  from t h e  idea  of c o r r e c t n e s s  for a computation 
where c o r r e c t n e s s  u s u a l l y  means t h a t  t h e  computation h a l t s  and g ives  
t h e  d e s i r e d  answer [l, l a ,  8 ,  1 2 ,  18, 19 ,  201. S ince  t h e  systems 
we d e a l  with do not  h a l t  under o rd ina ry  c i rcumstances ,  w e  have found 
it  necessary  t o  formula te  a d i f f e r e n t  i n t e r p r e t a t i o n  of c o r r e c t  ope ra t ion .  
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Table 4. Par t ia l  Table of System States With Immediate Successors 
for the Para l le l  Sys t em i n  Fig. 2. 
system s t a t e  
( i n i t i a l  s t a t e )  (1-0,1-0,1-0) 
(1-0,l-0,2-0) 
(1-1,l-0,2-0) 
(2- 1,l-0,2-0) 
(2-1,l-0,2- 1) 
immediate successors 
(1-0,l-0,2-0) 
(1-1,l-0,2-0) 
(1-0,l-1,2-0) 
(1-1,l-1,2-0) 
(2-1,l-0,2-0) 
(1-1,1-1,2-0) 
( 2- 1,l- 1,2-0 ) 
(2-1,l-0,2-1) 
(2-1,l-1,2-0) 
(2- 1,l-1,2- 1 ) 
(2-1,1-0,1-1) (output hazard 
detected ) 
Table 3 .  System States  With Immediate Successors for the Para l le l  
System of Fig. 1 
system s t a t e s  
(1-0,l-0,l-00) 
(2-0,l-0,l-00) 
(1-0,2-0,l-00) 
(2-0,2-0,l-00) 
(2-0,l-0,l-10) 
(2-0,2-0,l- 10 ) 
(1-0,2-0,l-01) 
immediate successors 
(2-1,l-0,l-00) 
(1-0,2-0,l-00) 
(2-0,2-0,l-00) 
(2-0,2-0,l-00) 
(2-0,l-0,l-10) 
( 2- 0,2- 0,l-  10 ) 
(2-0,2-0,l-00) 
(1-0,2-0,l-01) 
(2-0,2-0,l-01) 
(2-0,2-0,l-10) 
(2-0,2-0,l-01) 
(2-0,2-0,l-11) 
(2-0,2-0,l-10) 
(2-0,i-0,3-10) 
(2-0,2-0,3-10) 
(2-0,2-0,3- i o )  
(2-0,2-0,l-11) 
( 2- 0,2- 0 , 3- 11 ) 
(2-0,2-0,l-01) 
(1-0,2-0,2-01) 
(2-0,2-0,2-01) 
Table 3 (cont )  
(2-0,2-0,l-01) 
(2-0,2-0,l-11) 
(2-0,i-0,3- 10 ) 
(2-0 , 2-0 , 3- io)  
(2-0,2-0,3-11) 
(1-0,2-0,2-01) 
(2-0,2-0,2-01) 
( 2-0,2-0,2- 11 ) 
(2-1,l-0,240) 
( 2- 1,2-0,3- 10 ) 
(2-0,2-0,l-11) 
(2-0,2-0,2-01) 
(2-0,2-0 > 2- 11 ) 
( 2- 0 , 2- 0 , 3- 11 ) 
(2-0,2-0,3-10) 
(2- 1,i-0,3- i o )  
(2-1,2-0,3-io) 
( 2-0 , 2- 0 , 3- 11 ) 
( 2- 1,2-0 , 3- 10 ) 
(2- 1,2-0,3- 11) 
(2-1,2-0,3-11) 
( 2-0,2- 0 , 2-01 ) 
(1-0,2-1,2-01) 
(2-0,2- 1 , 2-01 ) 
( 2- 0,2-0 , 2- 11 ) 
(2-0,2-1,2-01) 
(2-0,2- 1 , 2- 11 ) 
(2-0,2- 1,2- 11) 
(1-1,i-0,3-10) 
(2- 1 , 2-0,3- i o )  
( 1- 1,2-0,3- i o )  
( 1- 1,2-0,3- 10 ) 
(2- 1,2-0 , 3- 11 ) 
( 1- 1,2-0,3- 11) 
Table 7 (cont) 
( 2- 1,2-0,3- 11 ) 
(2-0,2- 1,2-01) 
( 1-0,2- 1,2-0 1 ) 
(2-0,2- 1,2- 11 ) 
(1-1,l-0,3-10) 
( 1- 1,2-0,3- 10 ) 
( 1- 1,2-0 , 3- 11 ) 
(2-0,l-1,2-01) 
(2-0,l-1,2-11) 
(1-0,l-1,2-01) 
(1-i,i-o, 3-00) 
(1-1,2-0,3-11) 
(2-0,2-1,2- 11) 
( 2-0,l- 1,2-01) 
(2-0,l-1,2-11) 
( 2-0 , 2- 1,2-01) 
(1-0,l-1,2-01) 
(2-0,l-1,2-01) 
(2-09-1,2-11) 
(1-1,2-0,3-10) 
(1-1,1-0,3-00~ 
(1- 1,2-0,3-00) 
(1-1,2-0,3- 11 ) 
( 1- 1,2-0,3-00 ) 
(1-1,2-0,3-01) 
( 1- 1,2-0,3-01) 
(2-0,l-1,2-11) 
(2-0,l-1,2-00) 
(2-0,l-1,2-10) 
(2-0,l-1,2-10) 
(2-0,l-1,2-01) 
(1-0j1-1,2-00) 
(2-0,l-1,2-00) 
(1-1,1-0,4-00) 
(1-1,2-0,3-00) 
( 1-1,2-0,4-00) 
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Table 3 (cont) 
(1-1,2-0,3-00) 
(i-i,2-0,3-01) 
(2-0,l-1,2-00) 
(2-0,l- 1,2- 10) 
( 1-0,l- 1,2-00 ) 
( 1- 1,2-0,4-00) 
( 1-1,2-0,4-01) 
( 1- 1 , 2- 0 , 2- 0 1 ) 
( 1- 1,2-0 , 4-00) 
(1-1,2-0,3-01) 
(1-1,2-0,4-01) 
(1-1,2-0,2-01) 
(2-0,l-1,1-00) 
( 2- 0,l- 1,2- 10 ) 
(2-0,l-1,l-10) 
(2-0,i-1,3-10) 
(2-0,l- 1,2-00) 
(1-0,l-1,l-00) 
(2-0,l-1,1-00) 
(1-0,1-0,4-00) 
( 1-1,2-0,4-00) 
( 1-0,2-0,4-00) 
(1-0,2-0,4-00) 
( 1- 1,2-0,4-01) 
(1-0,2-0,4-01) 
(1-0,2-0,4-01) 
(1-1,2-0,2-01) 
(1-0,2-0,2-01) 
(1-0,2-0,2-01) 
( 1- 1,2- 1,2-01) 
( 1-0 , 2- 1 , 2-0 1 ) 
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Table 5 (cont) 
(2-0,l-1,l-00) 
(2-0,1-1,1-l0) 
(1-0,l-1,l-00) 
(1-0,1-0,4-00) 
(1-0,2-0,4-00) 
(1-0,2-0,4-01) 
(1-1,2-1,2-01) 
(2-0,i-1,3- 10) 
(2-0,l-1,l-10) 
(2-0,l-0,l-00) 
(2-0,l-0,l-10) 
(2-0,1-0,1-l0) 
(2-0,i-1,3-io) 
(2-0,i-0,3-10) 
(2-09-1,l-00) 
(1-0,l-0,l-00) 
(2-0,l-0,l-00) 
(2-0,1-0,4-00) 
(1-0,2-0,4-00) 
(2-0,2-0,4-00) 
(2-0,2-0,4-00) 
(1-0,2-0,4-01) 
( 2-0,2-0,4- 0 1 ) 
(2-0,2-0,4-01) 
(1-0,2-0,2-01) 
(2-0,2-0,2-01) 
( 1-0 , 2- 1,2-0 1 ) 
(1-1,l-1,2-01) 
(1-0,l-1,2-01) 
(2-1,1-1,3- io )  
(2-0,i-0,3-10) 
(2-1,i-0,3-10) 
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Table 5 (cont) 
(2-0,1-0,4-00) 
(2-0,2-0,4-00) 
(2-0,2-0,4-01) 
(2-3, &-1,2-01) 
(2-1> 1-1,3-10) 
(2-0,1-0,4-10) 
(2-0 , 2-O,4- 10 ) 
(2-0,2-0,4-11) 
(1-1,1-1,2-00) 
(2-092-0,4-00) 
(2-0,1-0,4-10) 
(2-0,2-0 , 4- 10 ) 
(2-0,2-0,4--10) 
(2-0,2-0,4-01) 
(2-0,2-0,4-11) 
( 2-0 , 2-0,4- 11 ) 
( 2- 0,2- 0,2- 0 1) 
(2-0,2-0,2-11) 
(1-0,l-1,2-01) 
(1-1,l-1,2-00) 
~1-0,1-1,2-00) 
(1-1,i-1,3-io) 
(2-1, 1-0,3-10) 
(i-i,1-0,3-10) 
(2-0,2-0,4-10) 
(2-0,1-0,3-10) 
(2-0,2-0,3-10) 
(2-0,2-0,3-10) 
( 2-0 , 2-0,2- 11 ) 
(1-0,l-1,2-00) 
(1-1,l-1,l-00) 
(~-0,1-1,1-00) 
3.5 
Table 5 (cont) 
(i-i,1-1,3-10) 
(1-1,l-1,l-00) 
(1-1,i-1,3-00) 
(1-1,l-0,l-00) 
(1-1,1-1,4-00) 
(1-1,2-0,l-00) 
(1-0,1-1,4-00) 
(1-1,2-0,l-01) 
( 1- 1, LO, 3- 10 j 
(1-1,i-1,3-00) 
(i-i,i-o,3-00) 
(1-0,l-1,l-00) 
(1-1,l-0,l-00) 
(1-0,l-0,l-00) 
(1-1,i-0,3-00) 
(1-1,1-1,4-00) 
(1-1,1-0,4-00) 
(1-0,l-0,l-00) 
(1- 1,2-0,l-00) 
(1-0,2-0,l-00) 
(1-0,1-1,4-00) 
(1-1,1-0,4-00) 
(1-0,1-0,4-00) 
(1-0,2-0,l-00) 
( 1-1,2-0, 1-01) 
( 1-0,2-0,l-01) 
(2-0,1-1,4-00) 
(1-0,1-0,4-00) 
(2-0,1-0,4-00) 
(1-0,2-0,l-01) 
(1-1,2-0,2-01) 
( 1-0,2- 0,2-0 1 ) 
Table 5 (cont) 
(2-0,1-1,4-00) 
(2-0 1-1,4-10) 
(2-0,1-0,4-00) 
(2-0,1-1,4-10) 
(2-0,l-0,4-10) 
(2-0,1-0,4-10) 
(2-0,1-1,3-10) 
(2-0,i-0,3-10) 
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Correc tness  of t he  So lu t ion  t o  t he  Buffer  Problem 
Consider  t h e  p a r a l l e l  system shown i n  F ig .  3 proposed as  a 
s o l u t i o n  t o  t h e  b u f f e r  problem. R e s t r i c t i o n  3 s t a t e s  t h a t  t h e  CPU 
and t h e  Channel mus t  never  access  the  b u f f e r  s imul taneous ly .  The 
system s t a t e s  which r ep resen t  s imultaneous access  by t h e  CPU and 
Channel a r e  (1-0,l-l), (1-0,2-0), (2-1,1-1),  (2-1,2-0). The system 
s t a t e  graph i n  F ig .  4 ,  or t he  l i s t  of system s t a t e s  i n  Table  3 ,  
s p e c i f i e s  a l l  s y s t e m  s t a t e s  a t t a i n e d  du r ing  t h e  ope ra t ion  of t h e  
system. S ince  none of t he  above s y s t e m  s t a t e s  appear ,  it i s  impossible  
f o r  t he  s y s t e n  t o  v i o l a t e  R e s t r i c t i o n  3 .  Consider R e s t r i c t i o n  4 .  
When t h e  b u f f e r  has  been f i l l e d ,  t h e  CPU e n t e r s  e i t h e r  component s t a t e  
2-0 or 1-1. To determine i f  the  r e s t r i c t i o n  i s  always s a t i s f i e d ,  
w e  must examine pa ths  i n  t h e  system s t a t e  graph.  A path  i s  a sequence 
of system s t a t e s ,  s , s l ,  * * 9s i , s i+ l , . . .  , such t h a t  s t a t e  s 
0 
immediate successo r  of s t a t e  s f o r  i = O,l, ... . To v e r i f y  t h a t  
R e s t r i c t i o n  4 i s  s a t i s f i e d ,  we examine t h e  system s t a t e  graph and 
-
is  an i+l 
i 
determine t h a t  each t i m e  t h e  CPU e n t e r s  component s t a t e  2-0 ( i n  
system s t a t e  (2-0,l-0)) or component s t a t e  1-1 ( i n  system s t a t e  ( 1 - 1 , Z - 1 ) )  
t h a t  i n  every pa th  from t h e s e  system s t a t e s ,  t h e  Channel e n t e r s  
component s t a t e  1-1 or 2-0 before  t h e  CPU e n t e r s  component s t a t e  1-0 
or 2-1. The s t a t e  graph shows t h a t  t h i s  i s  the  c a s e  and consequent ly  
R e s t r i c t i o n  4 i s  s a t i s f i e d .  The v e r i f i c a t i o n  of R e s t r i c t i o n  5 
fo l lows  i n  a s i m i l a r  way. Each t i m e  t h e  Channel e n t e r s  component 
s t a t e  1-0 ( i n  s y s t e m  s t a t e  (1-1, 1-0)) or 2-1 ( i n  sys t em s t a t e  (2-0,2-1)), 
the  CPU e n t e r s  s t a t e s  1-0 or 2-1 before  t he  Channel e n t e r s  1-1 or 2-0. 
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Since  R e s t r i c t i o n s  3, 4 ,  and 5 a r e  s a t i s f i e d ,  w e  conclude t h a t  the  
p a r a l l e l  system of F ig .  3 i s  c o r r e c t  wi th  r e spec t  t o  t h e  b u f f e r  
problem. 
I n  t h i s  a n a l y s i s  of the b u f f e r  problem s o l u t i o n ,  two types  of 
tests were app l i ed .  The f i r s t  r equ i r ed  the  examination of t he  s y s t e m  
s t a t e  graph t o  determine i f  c e r t a i n  "forbidden s t a t e s "  were e n t e r e d .  
The second type  of test  c o n s i s t e d  of an examination of t h e  system 
s t a t e  graph f o r  t h e  p o s s i b i l i t y  of "forbidden paths" .  These two 
types  of tests a r e  a l s o  used i n  t he  a n a l y s i s  of t h e  p a r a l l e l  s y s t e m  
for t h e  two-process mutual exc lus ion  problem. 
Correc tness  of t h e  So lu t ion  t o  t h e  Two-Process Mutual Exclusion Problem 
The s y s t e m  s t a t e  graph for  t h i s  system was given i n  F i g .  6 .  The 
r e s t r i c t i o n s  f o r  t h i s  problem a r e  R e s t r i c t i o n s  1 and 2 .  The f i r s t  
r e s t r i c t i o n  s t a t e s  t h a t  a t  most one Component may be i n  a c r i t i c a l  
s e c t i o n  a t  a t i m e .  I n  terms of our p a r a l l e l  s y s t e m ,  t h i s  means 
t h a t  s y s t e m  s t a t e s  of t h e  form (2-1, 2-1,*) must never  occur .  The 
a s t e r i s k  i n d i c a t e s  t h a t  any component s t a t e  is acceptab le  f o r  component 
C3. 
i n  Table  5 ,  shows t h a t  no s t a t e s  wi th  t h i s  form a r e  e v e r  en te red ;  
t h e r e f o r e ,  R e s t r i c t i o n  1 i s  s a t i s f i e d .  R e s t r i c t i o n  2 s t a t e s  t h a t  
whenever a component, say C wants t o  e n t e r  i t s  c r i t i c a l  s e c t i o n  
(Cl is  i n  component s t a t e  2-0) t h a t  C must e v e n t u a l l y  e n t e r  ( the  
c r i t i c a l  s e c t i o n )  component s t a t e  2-1. Thus whenever t h e  system 
e n t e r s  a system s t a t e  of t h e  form (2-0,*,*-1*), t h a t  i s ,  component 
C has  requested access  t o  i t s  c r i t i c a l  s e c t i o n  and the  reques t  has  
An examination of t h e  system s t a t e  graph ,  or t h e  t a b l e  of s t a t e s  
1' 
1 
1 
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propagated t o  t h e  c o n t r o l  i n p u t ,  every pa th  with such a s t a t e  a s  
i t s  i n i t i a l  s t a t e  must c o n t a i n  a s t a t e  of t h e  form (2-1,*,*). There 
a r e  16 system s t a t e s  which have t h e  form (2-O,*,*-1*). Every pa th  
from t h e s e  s t a t e s  does con ta in  a s t a t e  of t h e  form (2-1,*,*). There fo re ,  
when C r eques t s  access  t o  i t s  c r i t i c a l  s e c t i o n ,  i t  must ga in  access .  
The argument t h a t  C must g a i n  access  t o  i t s  c r i t i c a l  s e c t i o n  when it 
d e s i r e s  fo l lows  i n  a s i m i l a r  manner. On t h e  b a s i s  of t h e s e  arguments, 
w e  say  t h a t  t h e  p a r a l l e l  s y s t e m  of F ig .  1 is  c o r r e c t  with r e spec t  t o  
t h e  mutual exc lus ion  problem. 
1 
2 
Cor rec tness ,  Determinacy, and Output F u n c t i o n a l i t y  
I n  t h i s  s e c t i o n ,  we c o n t r a s t  our  no t ion  of c o r r e c t  opera t ion  
with t h e  no t ions  of de t e rmina te ,  completely f u n c t i o n a l ,  and output  
f u n c t i o n a l  s y s t e m s  which have been proposed by Adams, Karp and Miller,  
Luconi,  Rogriquez,  and o t h e r s  [1,9,10,11,15,16,17,23,24,25]. I n  a l l  
of t h e s e  s y s t e m s  or models,  t h e  ope ra t ion  of a component is  s p e c i f i e d  
by a f u n c t i o n  r a t h e r  t han  by a f low t a b l e .  Our f low t a b l e s  can be 
represented  a s  f u n c t i o n s  i f  t h e  component i n t e r n a l  s t a t e  i s  added 
a s  an inpu t  and an ou tpu t .  The ope ra t ion  of t h e  component i s  then  
descr ibed  by a f u n c t i o n  which maps t h e  o r i g i n a l  i npu t  s t a t e  and i n t e r n a l  
s t a t e  i n t o  t h e  output  s t a t e  and next i n t e r n a l  s t a t e .  The d e f i n i t i o n  
of such f u n c t i o n s  f o r  t h e  mutual exc lus ion  problem f low t a b l e s  of 
F i g .  1 i s  g iven  i n  Table  6 .  These func t ions  a r e  p a r t i a l  func t ions  
which a r e  def ined  only when t h e  o r i g i n a l  f low t a b l e s  a r e  uns t ab le .  
Components become ready f o r  execut ion  when t h e i r  func t ions  become 
de f ined .  I n  t h e  Karp and M i l l e r  model [ l o ,  111 t h e r e  i s  an a d d i t i o n a l  
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Table 6. Functional Description of Component Operation for the 
Paral le l  System of Fig.  1 
f l :  2 I -.ax I f2: Z2I2 - X212 1 1  1 1  
0 1  1 2  0 1  1 2  
1 2  0 1  1 2  0 1  
f X X I  - x x i  
3: 1 2 3  3 4 3  
0 1 1  0 1 2  
1 1 1  1 0 3  
1 0 1  1 0 3  
0 0 2  
1 0 2  1 0 3  
0 0 3  0 0 4  
0 1 3  0 1 2  
0 1 4  0 1 2  
1 1 4  0 1 2  
1 0 4  1 0 3  
0 0 1  
c )  c3 (control) 
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p o r t i o n  of t h e  s y s t e m  c a l l e d  t h e  c o n t r o l  which is  used t o  r e g u l a t e  
when f u n c t i o n s  may be executed.  The effect  would be e s s e n t i a l l y  t h e  
same i n  t h i s  example however. A s y s t e m  i s  s a i d  t o  be de te rmina te  or 
completely f u n c t i o n a l  i f  t h e  h i s t o r y  or sequence of values  a s soc ia t ed  
wi th  each v a r i a b l e  i n  the  system is  unique. W e  now show t h a t  t he  
p a r a l l e l  system w e  have given i s  not  de te rmina te  i n  t h i s  s ense .  To 
s i m p l i f y  t h e  d i s c u s s i o n ,  assume t h a t  a l l  l i n e  de lays  a r e  ze ro .  That 
i s ,  when a component changes i t s  output  va lue ,  t h e  value immediately 
propagates  t o  t h e  input  a t  t h e  o t h e r  end of the  l i n e .  The i n i t i a l  
component s t a t e  i s  1-0 f o r  both C 
de f ined .  The i n i t i a l  component s t a t e  fo r  C i s  1-00 and f i s  
undefined.  
and now f and f a r e  de f ined .  I f  f i s  executed ,  the  va lue  of t h e  
i n t e r n a l  s t a t e  f o r  C w i l l  be 2 .  
f ,  i s  executed ,  t h e  value of t h e  i n t e r n a l  s t a t e  of C, w i l l  be 3 .  
and C2. Thus f l  and f 2  a r e  both 1 
3 3 
Suppose f2 is  executed.  
2 3 3 
The inpu t  t o  f 3  becomes 011 
However, i f  f 2  i s  executed and then  -3 
3 
This  means t h a t  t h e  sequence of 
s t a t e  of C3 is  dependent on t h e  
i n  t h e  system and t h e r e f o r e  the  
3 
values  a s soc ia t ed  w i t h  t he  i n t e r n a l  
speed of ope ra t ion  of t h e  components 
s y s t e m  i s  not  de te rmina te  or completely 
f u n c t i o n a l .  This  system v i o l a t e s  one of  t h e  cond i t ions  which have been 
shown t o  be s u f f i c i e n t  t o  guarantee  de te rmina te  (completely f u n c t i o n a l )  
ope ra t ion .  Therefore,  t h e  l ack  of determinacy is  no t  t oo  s u r p r i s i n g .  
The cond i t ion  states t h a t  i f  two f u n c t i o n s  are s imultaneously def ined,  
t h e  execut ion  of one of  t h e  func t ions  cannot a f f e c t  t h e  va lues  t o  be 
produced by t h e  o t h e r  func t ion .  Clear ly ,  t h e  execut ion  of  f 2 affects  
44 
t h e  va lue  of t h e  i n t e r n a l  s t a t e  of C produced when f i s  executed.  
Th i s  s i t u a t i o n  i s  ano the r  example of a t ransformat ion- loss  [l5] or a 
v i o l a t i o n  of  semi-modularity [ 2 3 ] .  
3 3 
The model of Karp and 
Miller d e a l s  w i t h  p a r a l l e l  program schemata which a r e  p a r a l l e l  
systems i n  which t h e  in t e rconnec t ions  a r e  known but t h e  f u n c t i o n a l  
behavior  of each component i s  n o t .  Determinacy i n  t h i s  model means 
t h a t  f o r  every p o s s i b l e  assignment of f u n c t i o n s  for t h e  components i n  
t h e  s y s t e m  (every p o s s i b l e  i n t e r p r e t a t i o n )  t h e  sequence of values  
a s s o c i a t e d  with each v a r i a b l e  m u s t  be unique.  I n  such a model, 
s u f f i c i e n t  c o n d i t i o n s  for determinacy r e q u i r e  t h a t  i f  two func t ions  
can be executed i n  p a r a l l e l ,  t h e  i n t e r s e c t i o n  of t h e  input  set  of 
each component w i t h  the output  set o f  t h e  o t h e r  must  be empty.  T h i s  
c o n d i t i o n  i s  a l s o  v i o l a t e d  by f a  and f 
ou tput  se t  of f 
s i n c e  t h e  i n t e r s e c t i o n  of the  
3 
{ X 2 , % }  w i t h  t h e  inpu t  set of  fg {x1,x2,13 } c o n t a i n s  
t h e  common l i n e  (X 2 ’  x2>. 
Luconi and Van Horn [25]  were aware of t h e  p o s s i b i l i t y  t h a t  
c e r t a i n  v a r i a b l e s ,  perhaps not  e s s e n t i a l  as fa r  as the  c o r r e c t  ope ra t ion  
of t h e  s y s t e m  was concerned, might not  have unique value sequences 
a s s o c i a t e d  with them. T o  a l low for t h i s  p o s s i b i l i t y ,  they introduced 
t h e  n o t i o n  of output  f u n c t i o n a l  sys t ems  or systems i n  which unique 
va lue  sequences were requi red  only for some des igna ted  subse t  of t h e  
set  of v a r i a b l e s  i n  t he  system. L e t  us  r e q u i r e  t h a t  only t h e  i n p u t s  
(and ou tpu t s )  of each component have unique value sequences and 
a l low the  sequences of va lues  a s soc ia t ed  w i t h  i n t e r n a l  s t a t e s  t o  
be non-unique. A l l  input  and output  va lues  a r e  i n i t i a l l y  0 .  An 
examination of t h e  system s t a t e  graph i n  F i g .  6 shows t h a t  t he  sequence 
of va lues  f o r  a l l  i n p u t s  and outputs  a r e  t h e  same and have t h e  form 
( O , l , O , l , O , l ,  ...). That i s ,  t h e  va lues  a r e  a l t e r n a t e l y  0 and 1 f o r  
a s  long a s  t h e  system ex is t s .  
W e  now c o n s i d e r  whether t h e r e  i s  any r e l a t i o n  between 
o u r  no t ion  of a c o r r e c t  system and an output  f u n c t i o n a l  system. W e  
show, by p r e s e n t i n g  two examples, t h a t  t h e  no t ions  are not  r e l a t e d .  
I n  t h e  f i r s t  example, we g ive  a s y s t e m  which has  t h e  same conf igu ra t ion  
a s  t h e  p a r a l l e l  system f o r  t h e  mutual exc lus ion  problem and which 
has  t h e  same va lue  sequences a s soc ia t ed  with t h e  input  and output  var- 
i a b l e s  ( O , l , O , l , O , l , O , l ,  ...) a s  t h e  c o r r e c t  system but  which is  not  
co r rec t  i n  t h e  sense  t h a t  i t  f a i l s  t o  so lve  t h e  mutual exc lus ion  
problem. Second, w e  g ive  a s y s t e m  which c o r r e c t l y  solves t h e  mutual 
exc lus ion  problem but  which i s  not  ou tput  f u n c t i o n a l .  
To o b t a i n  t h e  f i r s t  system use t h e  same p a r a l l e l  s y s t e m  a s  
be fo re  but r ep lace  t h e  c o n t r o l  (C ) f low t a b l e  shown i n  F i g .  1 by 
t h e  f low t a b l e  shown i n  Table  7. With t h i s  c o n t r o l  mechanism, i f  
one process  is  enabled and t h e  o t h e r  process  asks  t o  be enabled ,  t h e  
c o n t r o l  enables  both p rocesses .  This  a l lows both processes  t o  be i n  
c r i t i c a l  s e c t i o n s  s imul taneous ly ,  v i o l a t i n g  R e s t r i c t i o n  1. I f  t h e  
system s t a t e  graph were cons t ruc t ed  f o r  t h i s  s y s t e m ,  it would show t h a t  
t h e  inpu t  and output  v a r i a b l e s  s t i l l  have t h e  same value sequences a s  
be fo re  ( O , l , O , l , O , l ,  ...). The d i f f i c u l t y  with output  f u n c t i o n a l i t y  
i n  t h i s  example i s  t h e  f a c t  t h a t  t h e  s t a t e  of t h e  system has  been 
neg lec t ed .  
3 
The second example is  a l s o  obtained by s t a r t i n g  with t h e  p a r a l l e l  
system f o r  t h e  mutual exc lus ion  problem. This  t i m e  we modify t h e  f low 
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Table 7. Modified Control Flow Table For the Mutual Exclusion 
Problem 
x x  1 2  
a )  Flow Table ( C  ) 3 
x x I - X X I  €3: 1 2  3 3 4 3  
0 1 1  0 1 2  
1 1 1  1 1 4  
1 0 1  1 0 3  
0 0 2  0 0 1  
1 1 2  1 1 4  
1 0 2  1 0 3  
0 0 3  
0 1 3  0 1 2  
1 1 3  1 1 4  
0 0 4  0 0 1  
0 1 4  0 1 2  
1 0 4  1 0 3  
0 0 1  
x x  
00 
3 4  
01 
10 
11 
b) Function 
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t a b l e  f o r  C2 so  t h a t  t h e  component asks  t o  e n t e r  i t s  c r i t i c a l  
s e c t i o n  only once and when it  l eaves  t h e  c r i t i c a l  s e c t i o n  it h a l t s .  
A p o s s i b l e  f low t a b l e  f o r  C is  shown i n  Table 8 .  I n i t i a l l y ,  the 
component i s  i n  component s t a t e  1-0. Th i s  mod i f i ca t ion  alone 
2 
l eaves  a system which is  c o r r e c t  w i t h  r e s p e c t  t o  t h e  mutual exc lus ion  
problem and which i s  s t i l l  output  f u n c t i o n a l .  That i s  X4 ,  x4 ,  X2 
and x have t h e  f i n i t e  value sequence (0,1,0) and X x X1, and 2 3’ 3’  
x have t h e  value sequence (0,1,0,1 ,O ,1,. . .) . Suppose we add a 
connect ion from component C t o  component C so t h a t  when C e x i t s  
i t s  c r i t i c a l  s e c t i o n  it  n o t i f i e s  C which then  a l s o  h a l t s .  The 
1 
r e s u l t i n g  system i s  s t i l l  c o r r e c t  with r e s p e c t  t o  the  mutual exc lus ion  
1 
2 1 2 
problem (we omit t h e  d e t a i l s  but t h e  c o n t r o l  i s  s t i l l  t h e  same). 
Now, however, there a r e  many d i f f e r e n t  p o s s i b l e  value sequences f o r  
xl, x l ,  X3)  and x 
o p e r a t i o n  of C2.  
and t h e  exac t  sequence depends on t h e  speed of 
3 
These examples show t h a t  p a r a l l e l  s y s t e m s  which are c o r r e c t  w i t h  
r e s p e c t  t o  t h e  mutual exc lus ion  problem need no t  be ou tpu t  f u n c t i o n a l .  
While t h e  examples may be somewhat con t r ived ,  w e  b e l i e v e  they cast doubt 
on t h e  use  of ou tpu t  f u n c t i o n a l  or determinate  o p e r a t i o n  as a design 
c r i t e r i o n  f o r  p a r a l l e l  systems. A model i n  which t h e  speed o f  component 
o p e r a t i o n  has no affect i s  not  always d e s i r a b l e .  I t  is p o s s i b l e  f o r  a 
system t o  t a k e  a l t e r n a t i v e  a c t i o n s  p r e c i s e l y  as a r e s u l t  of t h e  time 
necessary t o  perform c e r t a i n  t a s k s .  
a computation two d i f f e r e n t  ways i n  p a r a l l e l  and use  the r e s u l t  t h a t  
i s  a v a i l a b l e  first.  
For example, a system might perform 
Table 8. Modified Flow Table for C (Fig, 1) to Allow 
Entering Critical Section Only Once 
2 
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CONCLUSIONS 
We have descr ibed  an a n a l y s i s  procedure f o r  p a r a l l e l  s y s t e m s .  
A block diagram summarizing t h e  a n a l y s i s  phases is  given i n  F ig .  8 .  
The a n a l y s i s  procedure can be app l i ed  t o  any system def ined  as  i n  
D e f i n i t i o n  1 i f  appropr i a t e  r e s t r i c t i o n s  on system ope ra t ion  can 
be s t a t e d .  More e f f i c i e n t  a n a l y s i s  procedures  a r e  necessary i f  
t o t a l  s y s t e m  a n a l y s i s  is t o  be p r a c t i c a l .  I n  a f u t u r e  pape r ,  w e  
cons ide r  a more problem-oriented approach t o  system a n a l y s i s .  
-
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A formal a n a l y s i s  procedure for  p a r a l l e l  computer systems i s  presented.  The  
flow t a b l e  model presented  i n  a n  earlier paper* i s  used t o  d e s c r i b e  a system. 
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of synchroniza t ion  among components. Necessary and s u f f i c i e n t  cond i t ions  f o r  t h e  
absence of  ou tput  hazards  are given, 
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The s t a t e  of  a p a r a l l e l  system i s  de f ined  by t h e  p re sen t  i n t e r n a l  s t a t e  and 
i n p u t  s ta te  of each component, The o p e r a t i o n  of  t h e  system i s  descr ibed  by a system 
s t a t e  graph which s p e c i f i e s  a l l  p o s s i b l e  s ta te  t r a n s i t i o n s  f o r  a s p e c i f i e d  i n i t i a l  
s y s t e m  state,  A procedure f o r  c o n s t r u c t i n g  t h e  system s t a t e  graph i n  given. T h e  
a n a l y s i s  procedure may b e  summarized as follows. A problem i s  s ta ted i n  terms of 
r e s t r i c t i o n s  on system opera t ion .  A pgallel system i s  sa id  t o  o p e r a t e  c o r r e c t l y  
wi th  r e s p e c t  t o  t h e  g iven  problem i f  t h e  a s s o c i a t e d  r e s t r i c t i o n s  a re  a lways  s a t i s f i e d ,  
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Abs t r ac t  (cont inued) :  
The  r e s t r i c t i o n s  s p e c i f y  either forb idden  system 
s ta tes ,  which are never  t o  be  en te red  du r ing  t h e  
o p e r a t i o n  of t h e  system, or forb idden  system 
s t a t e  sequences, which must never appear  dur ing  
system opera t ion .  The  r e s t r i c t i o n s  are  t e s t e d  
by examining t h e  system s t a t e  graph. A p a r a l l e l  
system f o r  t h e  two-process mutual exc lus ion  
problem i s  analyzed and t h e  system i s  shown t o  
o p e r a t e  c o r r e c t l y  w i t h  r e s p e c t  t o  t h i s  problem. 
F ina l ly ,  t h e  c o n d i t i o n s  of determinacy and output  
f u n c t i o n a l i t y ,  which have been used i n  o t h e r  
models of p r a l l e l  computing, are d i scussed  as 
t h e y  re la te  t o  c o r r e c t  s o l u t i o n s  t o  t h e  mutual 
exc lus ion  problem. 
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