1. In this paper we shall be concerned with two methods. The first one is that of conjugate gradients or least squares used for approximate computation of Ax = / where A is a positive definite (symmetric) n X n matrix [2, 3, 6, 11] . It amounts to minimizing (with respect to the a¡) the expression:
(1.1) A¿«iA*/-/ i=0 where A; is a predetermined integer (usually much smaller than n) and where || denotes the L2 norm. Then g = EílJ «<^*/ is taken as an approximate solution.
The second method is the generalized gradient or minimal iteration method used for an approximate computation of eigenvalues and eigenfunctions [3, 5] .
It can be described as follows : Denote by Hk the subspace spanned by the vectors /, A/, • • • , A*/; denote by P the orthogonal projection on Hk and by B the restriction of PA to Hk (it is a well-defined k -\-1 X k -\-1 matrix). Then /imai, the largest eigenvalue of B is an approximation to Xmax , the largest eigenvalue of A, likewise Mmin approximates Xmin (we exclude here certain singular cases). There are, though, quite a few computational techniques for a numerical solution of this problem. In Section 2 we shall discuss the matrix B. In Section 3 we shall establish a minimax property of general positive measure that will be needed in Sections 4 and 5.
In Section 4 we shall derive estimates for the conjugate gradients method. In Section 5 we shall discuss the rate of convergence of the generalized gradient method in terms of X¡ (the eigenvalues of A). It turns out that we get fast convergence for the leading eigenvalues of A (positive or negative) ; the convergence process for the positive eigenvalues is not perturbed so much by the existence of negative eigenvalues having large modulus and the effect of having two close eigenvalues is limited.
Let us note that there are some global estimates of the error that do not depend on the initial function / nor on the distribution of the eigenvalues of A. These estimates depend on k and || A || only [9] . However the "guaranteed" rate of convergence is very slow and can not serve as a basis for computational techniques. In these estimates the convergence is not necessarily towards the largest or smallest eigenvalue.
The reader will notice that the order of the matrix A does not play any role. Therefore the estimates presented in this paper can be carried to the more general case where A is a Hubert space operator. The theorems and proofs are exactly the same. Let us prove now : Theorem 2.1. Letpix) be a polynomial of degree at most k satisfying | pip¡) | g e where p, are the eigenvalues of B then : (2.1) \\pU)f\\*4fl
Proof. B operates in Hk a H so for any qix) : qiB)f is well defined and belongs to Hk .
We shall prove inductively that for i = 0, 1, • ■ • , k, A'f = B{f. Indeed:
Therefore if p(x) has degree at most k then p(A )/ = piB)f. Now by Proposition 1 :
|| p(-B)/|| Ú e/from which (2.1) follows. Proof. In view of the proof of Theorem 2.2 it is sufficient to establish (2.5). Indeed, since we can express the eigenfunction g as g = E'-oaA*/ where I 5= k it follows that the equation Ag -\g = 0 can be written in the desired form. Proof. Without loss of generality we can transform a to -1 and ß to 1. This way 7 will be transformed to v = (27 -iß -f a) )/iß -a).
Let us allow the function under the integral sign to be any polynomial p(x) of degree 2k that is nonnegative on [-1, 1] and satisfies piv) = 1. This set is convex and compact. The set of all positive measures V on [-1, 1 ] that satisfy I V I = C is convex and compact in the weak topology of C( -1, 1) (uniform convergence). Moreover:
These are the standard conditions [10] that insure: sup min / pix) dV = min max / pix) dV, piv) = 1.
For any fixed polynomial the measure that maximized the integral is C5(x0) where x0 is a maximum for pix). Hence:
It is well known that this minimum is attained for the polynomial [Tkix)/Tkiv)f. Thus the proof is complete. Remark. The theorem can be inferred from [13] . We believe that our proof, though not elementary, is shorter.
4. The Conjugate Gradients Method. In this section we shall use the theory of polynomials of best approximation.
Definition. Let/(z) be a continuous function on a closed set of complex numbers D. Let k be a fixed integer.
A polynomial tiz) of degree at most k is said to be the polynomial of best approximation to fix) on D if:
while for any polynomial riz) ^ tiz) of degree at most k:
If D contains at least k -\-1 points then tiz) exists and is unique. We shall use the following particular case: Conversely if tix) satisfies (4.1) for some a then it is the polynomial of best approximation to y i on Xi. This is a well-known theorem. For the proof cf.
[15]. Now we can restate the minimization problem as follows: Find the polynomial pix) that has degree at most k and satisfies p(0) = -1 so that || piA)f || is minimal. We can estimate the error || p(A)/|| by estimating || g(A)/|| where qix) is any polynomial satisfying: ç(0) = -1. In view of Theorem 2.1 a good choice of qix) will be the polynomial that has least deviation from zero on p¡ . In order to find it let us consider the polynomial of best approximation to -1 on 0 and to 0 on p(, i = 1, 2, • ■ • , k + 1 (fc 4-2 points in total). Define a polynomial r(x) :
It is easy to see that rip,) = ( -l)3 and that qix) = -r(x)/r(0) is the desired polynomial so we have : Theorem 4.2. Let g be the approximate solution of Ax = f which is constructed by The first estimate is obtained by taking into account only the middle term of (4.2), while the second estimate is obtained by approximating 7^(1 -f 8) by |(1 4-(25)1/2)*.
We did not assume a particularly favorable distribution. A look at (4.2) reveals that if two eigenvalues are close one to the other, then the right-hand side of (4.2) is very small. In the limiting case where the two eigenvalues coincide we get II Ag -f || = 0. This result can be inferred from Theorem (2.2).
Nevertheless, estimate (4.4) cannot be improved. This fact is known [13] . Let us use Theorem 3.1 in order to prove it. By the spectral decomposition theorem we can find for any operator A and any function / Ç H a positive measure V so that : 5. The Generalized Gradient Method. This method uses moments so like any other method of its kind [1] it detects only the eigenfunctions that are not orthogonal to the initial vector/. This means that we compute the eigenvalues of the restriction of A to some invariant subspace of H. In order to simplify the notations let us keep the same letter A for the reduced matrix. Therefore, we may assume that the eigenvalues of A are simple and that / is not orthogonal to any eigenfunction.
Let us denote the eigenfunctions of A corresponding to \,+ and X¡~ by <pi+ and <pi~, respectively. We shall also denote the eigenfunctions of B = PA corresponding to pi+ and pi" by \p¡+ and xpr. First of all let us establish an estimate for the approximation of the largest (smallest) eigenvalue. Let us try to estimate Xmax by constructing a polynomial p(x) that has the degree at most k, satisfies: p(Xmax) = 1 and minimizes the expression J\¡^* | pix) |2 dV.
Hence we have to use Theorem 3.1 for a = Xm¡n , ß = Xmax -d, y = Xmax and C = ||/||2-62 to get:
• Proof. Take the set L to be X2 and substitute in Lemma 5.1. We see in this example that if X2+ is close to Xmax then the rate of convergence is measured in terms of the distance to X3+. We start, of course, with a large initial error.
As another application of Lemma 5.1 let us consider the approximation to the few largest eigenvalues. For that we need the following. • || gi ||2)-1 á Pj+ from which the right-hand side of (5.5) follows. The left-hand side of (5.5) was proved in Section 2. We see that (5.5) involves errors in the eigenfunctions so we need a lemma that relates the errors in the eigenfunctions to the errors in the eigenvalues. Noting that e/ = E«*y «¿2 we ge* the desired result.
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