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Abstract
We study the dynamics, kinematics and statistics of resonant and quasi-
resonant three-wave interactions appearing in models of geophysical flow. In these
dispersive wave systems, the phenomenon of nonlinear resonance broadening plays
a significant role across all three different branches of wave turbulence theory: from
the statistical, to the discrete, and even the mesoscopic, formed as an intermediate
regime between the two. The principal aim of this thesis is to understand the pro-
cesses by which resonance broadening can induce a transition between each of these
three different regimes. Beginning with the discrete case, we study two variants
of the isolated triad: one with a constant additive forcing term; and the other in
the presence of detuning. We provide a detailed analysis of both of these systems,
covering their integrability and boundedness properties, showing that for almost
all initial conditions the motion remains quasi-periodic and periodic respectively.
Interestingly, we show that moderate amounts of detuning can actually promote
energy exchange, increase the period and in rare instances cease to be periodic at
all; each of these statements are contrary to what was previously thought. This
motivates a more detailed study into the kinematics of resonance broadening. By
analysing how the set of quasi-resonant modes develops under increased broaden-
ing, we show that a percolation-like transition exists, independent of the dispersion
relationship used. At critical levels of broadening, we see the emergence of a single
quasi-resonant cluster that begins to dominate the entire system. We argue that
the formation of this cluster provides a way of characterising the turbulent state of
the system, distinguishing between the discrete and statistical regimes. Through di-
rect numerical simulation of the Charney-Hasegawa-Mima equation, we then assess
whether this view is truly representative of the underlying dynamics. Here we find
that the generation of quasi-resonantly excited modes can be detected through the
statistical measures of total correlation and mutual information. We conclude by
suggesting that these techniques have an incredible potential to infer the signature
of both resonant and quasi-resonant clusters in fully realised turbulent systems, and
yet are also subtle enough to detect qualitative changes in the underlying dynamics
between different interacting modes.
vi
Chapter 1
Introduction
Systems of nonlinearly interacting dispersive waves are ubiquitous in nature. They
appear across a vast array of different scientific disciplines, covering everything from
applications in engineering [Kundu and Bauer, 2006; Graff, 1975], interfaces between
stratified fluids [Dyachenko et al., 2003; Craik, 1988], Rossby waves in geophysi-
cal fluid dynamics [Pedlosky, 1987], Alfve´n waves in the turbulence of solar winds
[Galtier et al., 2002], and even drift waves in magnetically confined plasmas [Hor-
ton and Hasegawa, 1994]. Intimately connected with the phenomenon of dispersive
wave propagation is that of nonlinear resonance. In each of these systems, waves
are characterised by both a wave vector, k, and a nonlinear frequency given in terms
of this wave vector, which we denote ω(k). Their dispersive name comes from the
fact each of these waves travel with different phase velocities, and so act to disperse
energy throughout the spatially extended system. Whey they interact, which they
do because of the nonlinearity present in the underlying evolutionary equations,
they exchange energy. What we generally find is that when this nonlinearity is
weak, there are select groups of modes that seem to preferentially exchange energy,
but only among themselves. Energy exchange between these modes appears orders
stronger than the surrounding background fluctuations of the rest of the system.
We find that these clusters of waves satisfy certain resonance conditions, dependent
on the wave number and frequency. If the system exhibits quadratic nonlinearity,
then three-wave interactions dominate, and these resonance conditions appear in
the form {
k3 = k1 + k2,
ω(k3) = ω(k1) + ω(k2).
(1.1)
At its heart, the concept is cunningly seductive. It promises that we can
take a system, which is an inherently complex, infinite-dimensional nonlinear prob-
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lem and reduce it down so that the dynamics of the problem can be captured by a
finite-dimensional set of resonant modes. The majority of clusters that appear in
most physical examples are typically small [Kartashova and L’vov, 2008], with the
systems of ordinary differential equations that govern them relatively straightfor-
ward to calculate. What adds to their appeal, is that the form of these equations
are completely generic across a host of different problems; they appear in a different
manner of systems used to describe different kinds of mode coupling, from their in-
ception in nonlinear optics [Armstrong et al., 1962], electronics [Manley and Rowe,
1956], and geophysical fluid dynamics [Gill, 1974; Connaughton et al., 2010]. The
smallest of these clusters, the resonant triad, which is formed by the interaction of
just three waves, is completely integrable with an explicit solution known in terms
of elliptic functions [Bustamante and Kartashova, 2009b]. It is by no means un-
surprising then that these factors have spurred on considerable research into the
categorisation and analysis of all the different types of resonant cluster that are
available. They have been enumerated for a variety of different systems [Kartashova
and Mayrhofer, 2007], numerical algorithms have been developed to solve various
resonance conditions [Kartashova and Kartashov, 2007; Kartashova, 1998], their
integrability properties assessed [Bustamante and Kartashova, 2011], and even a
graphical language has been built to describe them [Kartashova, 2009]. All of this
comes now comes under what is now known as Discrete Wave Turbulence [Kar-
tashova et al., 2010; Kartashova, 2009], and blossomed from the very appealing idea
that in some way, discrete and regular dynamics can still persist among the chaotic
and seemingly random ensemble of weakly interacting waves.
There is another slightly more prevalent and well-established description of
wave turbulence however. The problem is that general collections of modes in dis-
persive wave systems are not resilient to perturbation. Even if we take one mode, the
introduction of another causes the growth of a third, which in turn allows for the suc-
cessive generation of other modes through further three-wave interactions that form
a cascade-like effect. Rapidly, we can go from a situation where only a few modes
are populated with energy, to where this energy has dispersed throughout the entire
system. As the size of the problem grows, so do the number of degrees of freedom,
and so the underlying dynamics become more random in nature. In this situation,
a statistical description of the system becomes more appropriate, which is perfectly
encapsulated by the theory of Statistical Wave Turbulence [Nazarenko, 2011; Newell
and Rumpf, 2011]. In most physically relevant contexts, external forcing is applied
to modes at large scales, which acts as a source of energy for the system. Resonant
interactions then redistribute this energy throughout the system, along with other
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conserved quantities, until it dissipated at small scales. Kinetic equations can then
be derived, which describe how this ensemble evolves in time. One of the most cel-
ebrated aspects of this theory, is that these equations admit power-law stationary
solutions, k−α, known as the Kolmogorov-Zakharov energy spectra [Zakharov et al.,
1992]. Furthermore, in the continuous limit when the domain is unbounded, this
theory is known to be asymptotically exact in the weakly nonlinear limit. In this
case, the wave vectors characterising each mode are continuous.
The problem is that neither of these two descriptions of turbulence are actu-
ally complete in their own right. When the domain of our system is bounded, such
as we find when studying wave systems defined with periodic boundary conditions,
each of the wave vectors now becomes discrete. This is completely necessary when
considering any numerical studies of wave turbulence, but has the unfortunate con-
sequence of invalidating some of the key assumptions underpinning statistical wave
turbulence theory. There are now instances, however, when both statistical and
discrete turbulent regimes can mutually co-exist. We see that while the majority
of the system appears random, certain discrete, organised and persistent structures
emerge formed by independent clusters of resonant modes [Kartashova, 2006]. This
intermediate regime has been labelled as mesoscopic wave turbulence, and is induced
through the phenomenon of nonlinear resonance broadening [Zakharov et al., 2005;
L’vov and Nazarenko, 2010; Nazarenko, 2007]. The discreteness of the system acts
to apply a linear correction term to the frequency of each wave, which is dependent
on its amplitude [Whitham, 1974]. For small amplitudes, this broadening is likewise
small, and resonant triads remain isolated. However, by increasing the amplitude
and hence nonlinearity of the system, we can reach the point where this broadening
can overcome the lattice spacing between the wave vectors for each mode. This
allows for the generation of quasi-resonant interactions, which we account for by
allowing some degree of frequency mismatch, Ω, in the resonance conditions above,{
k3 = k1 + k2,
|ω(k3)− ω(k1)− ω(k2)| ≤ Ω.
(1.2)
Each of the two pre-existing turbulent regimes can therefore be classified
according to the strength of this resonance broadening alone. We see that for a
small degree of broadening, clusters of modes remain isolated and so the theory
discrete wave turbulence becomes applicable. However, when the broadening is
sufficiently large, all the modes become effectively part of one large quasi-resonant
structure, and so statistical wave turbulence theory becomes the more appropriate
description for the system. Finally, mesoscopic turbulence is the intermediate stage
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between these two regimes, consisting of both relatively small, isolated clusters, and
the highly connected, pervasive statistical component formed via quasi-resonant
interactions. It is now widely accepted that no theoretical description of dispersive
wave systems can be complete without considering the influence of quasi-resonant
interactions [Bustamante and Hayat, 2012; Janssen, 2003].
The outline of the thesis flows in a way that is in keeping with this transition
from the discrete to the statistical regimes of turbulence. After a precursory intro-
duction into the fundamentals of discrete wave turbulence, we begin by studying
two variants on the isolated triad. These consist of first the detuned triad. While
the isolated triad has been extensively studied, this system has been seemingly
overlooked. We will show that it is integrable and that an explicit solution for the
amplitudes and individual phases can be found. The most novel part of this work
is a detailed numerical study into the effect of detuning. We we will show that in
the limit of large detuning, the period of oscillations and variability in the ampli-
tudes vanish. This falls in line with what is expected from our discussion of discrete
wave turbulence, that in the presence of weak nonlinearity, resonant interactions
should exchange energy far more effectively than non-resonant ones. However, what
happens for intermediate degrees of detuning is far less clear. We will show that
for certain initial conditions, detuning can have the unexpected effect of promoting
greater energy exchange between modes and lengthen the period of oscillations. A
similar effect is noted in the example that follows on the forced triad. Here we
apply a constant forcing term to the unstable mode in the triad and ask whether
the system remains integrable. We prove that it in general the energy in the system
remains generally bounded, except for a specific set of initial conditions that is inde-
pendent on the strength of the forcing term. Even though an explicit solution can no
longer be computed, we will show that the system admits a novel one-dimensional
particle representation that can be exploited to reveal the existence of periodic and
quasi-periodic orbits for a general set of initial conditions.
We will argue that each of these relatively simple, low dimensional systems
serve to illustrate some key points when dealing with larger scale systems. This novel
effect of detuning, for instance, motivates a more careful consideration of resonance
broadening in general, which we will approach in Chapter 5. Here we consider a
kinematic overview of the wave system by analytically solving the broadened reso-
nance conditions given in equation (1.2) for the Charney-Hasegawa-Mima (CHM)
equation. We will show that the na¨ıve interpretation that broadening only serves to
‘thicken’ the resonant manifold is actually completely misleading. In fact, we will
show that it is entirely possible to characterise analytically the quasi-resonant set
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of modes interacting with a given mode. By doing so we show that a finite, critical
value of detuning does emerge from this analysis, at which point the curve bound-
ing this solution set diverges. We therefore consider how the set of quasi-resonant
clusters varies as a function of the broadening parameter, Ω. We will show that
a percolation-like transition occurs for a critical value of broadening Ω∗, at which
point one singular, large cluster begins to form. The existence of this critical point
we will argue has important consequences in terms of the classification of the three
different types of turbulent regime mentioned above.
Up to this point, we have only considered a kinematic representation of the
effects nonlinear broadening. The final chapter attempts to address this issue by
using the information theoretical ideas of total correlation and mutual information
to infer correlations between quasi-resonantly interacting modes. Using the en-
ergy contained within an isolated triad to regulate the amount of broadening, we
will show that we can use these techniques to capture the onset and generation of
quasi-resonantly excited modes. Furthermore, we will show that the signature of
a resonant clusters does actually persist despite the presence of large nonlinearity.
More importantly, however, we will show that exactly resonant clusters need not
form the most correlated sets of modes in the system. Here, quasi-resonant triads
can appear at least as influential to the dynamics of the entire wave system. We view
this as only adding weight to the continually mounting evidence that quasi-resonant
interactions form a crucial part in the evolution of dispersive wave systems. Above
anything else, the thesis in general should convince the reader of that.
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Chapter 2
Resonance, Integrability and
the Charney-Hasegawa-Mima
Equation
The phenomena of dispersive wave propagation nonlinear resonances are prevalent
in a wide variety of different physical systems. Depending on one’s approach, study-
ing them encompasses a range of different scientific disciplines, which to name but a
few includes: Hamiltonian systems; integrability of finite dimensional systems; the
inverse scattering transform and integration of nonlinear PDEs; stability analysis;
and, classical problems of existence and smoothness to certain Cauchy initial value
problems. In this sense it compounds any attempts to write a concise, yet informa-
tive, introduction to the topic that would prove sufficient for the following chapters.
The majority of the thesis, however, can be classified according to two broad ar-
eas. These are the integrability of small finite dimensional Hamiltonian systems,
consisting of single isolated triads of resonantly interacting waves, and the second
area, which attempts to offer a kinematic overview of the entire wave system that
incorporates the addition of quasi-resonant interactions.
Between each of these topics lies the concept of resonance. Using the Charney-
Hasegawa-Mima (CHM) equation as our archetypal dispersive wave system, we will
show that it admits selective groups of waves that preferentially exchange energy
only among themselves. These clusters of modes are characterised by satisfying cer-
tain resonance conditions, which we will motivate using a perturbative style analysis
based on the method of multiple time-scales. We will show that this technique allows
us to derive the dynamics of each cluster, and by doing so, acts as a starting point in
considering the dynamical properties of the most basic resonant clusters, such as the
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isolated triad, kite and butterfly. This forms the basis of what is known as discrete
wave turbulence. However, we will also argue that a more complete understanding
of wave coupling in dispersive systems requires the introduction of quasi-resonant
interactions. This is required for the percolation-like analysis on the kinematics of
nonlinear resonance broadening towards the end of the thesis.
The final two sections of this chapter deal with the related concepts of in-
tegrability and Hamiltonian systems. We know that both the CHM equation and
finite-dimensional systems of resonant clusters admit Hamiltonian representations.
However, it is the non-canonical representation of the infinite dimensional CHM
equation that can be exploited to reveal certain integrability properties of smaller
clusters of modes. It allows for the systematic construction of a Lax pair, and so in
turn, a sufficient number of conservation laws to prove integrability of the detuned
triad, which we will consider in the following chapter. The significance of finding a
Lax pair will be highlighted in the context of the determining integrability of both
finite and infinite dimensional nonlinear systems. Finally, we will discuss Jacobi’s
last multiplier theorem, also known as the (N − 2)-integrability theorem, which we
will later use for guaranteeing integrability of the forced triad under a restricted
class of initial conditions.
2.1 The role of resonant interactions
As we have mentioned in the introduction, dispersive waves form a pivotal role in
a host of different spatially extended physical systems, appearing across a range of
varied scientific disciplines. Such systems are called dispersive since whenever we
consider just the linear part of their evolution equation alone, they often admit har-
monic solutions of the form ψ(x, t) = <{Ak exp (i(x · k − ω(k)t))}, with nonlinear
frequency ω(k) written in terms of the wave vector k ∈ R2 [L’vov and Nazarenko,
2010]. For finite sized systems, each of these waves then becomes categorised by a
discrete wave vector instead, with form dictated by the boundary conditions. As
we have already discussed, the nonlinearity present in these dispersive wave systems
forces these modes to interact and couple together, exchanging energy as they do
so. It is those sets of modes that satisfy the resonance conditions given in equa-
tion (1.1), that should do this the most effectively. In principle, provided that the
nonlinearity is sufficiently weak, these modes should remain relatively isolated from
the rest of the system, evolving independently. This idea forms the basis of what
is known as Discrete Wave Turbulence, which throughout this section we will now
briefly summarise.
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Methodology does exist for tackling the dynamics of these systems of resonant
clusters. Say for the moment that our dispersive wave system admits a canonical
Hamiltonian structure [Bustamante and Kartashova, 2009b; L’vov and Nazarenko,
2010]:
i
dak
dt
=
∂H
∂a∗k
. (2.1)
We note that non-canonical Hamiltonian systems will be considered in the latter
half of this chapter. The standard approach then relies on finding pairwise canonical
coordinates {ak, a∗k}, which are typically the Fourier coefficients of the dependent
variables, and then expanding the resulting Hamiltonian in terms grouped by powers
of ak and a
∗
k combined,
H = H2 +H3 +H4 + . . . . (2.2)
The first of these terms gives the linear evolution of each mode, while the following
terms related to the nonlinear coupling of three and four-waves respectively. When
the amplitudes are small, the influence of each of these higher order terms diminishes.
We can therefore truncate this Hamiltonian accordingly. For this thesis, we will
consider systems where only three wave interactions are prominent. This gives a
Hamiltonian of the form
H =
∑
k
ω(k)aka
∗
k +
1
2
∑
k1,k2,k3
V 123a
∗
1a2a3δ
1
23 + c.c., (2.3)
where V 123 describes the three-wave interaction coefficient, and δ
1
23 is the short-
hand notation for the Kronecker delta symbol, δ(k1 + k2 − k3). The corresponding
equations of motion are therefore,
i
dak
dt
= ω(k)ak +
∑
k1,k2
[
1
2
V k12a1a2δ
k
12 + V
1
k2
∗
a1a
∗
2δ
1
k2
]
. (2.4)
We will consider just one such dispersive wave system throughout this thesis,
that governed by the CHM equation. It serves as an ideal way to introduce the
various concepts at the core of discrete wave turbulence, and yet is not so restrictive
as to suggest that the techniques elaborated upon in this section cannot be applied
to other problems.
2.1.1 The Charney-Hasegawa-Mima equation
The CHM equation is the archetypal model for quasi-geostrophic flow used through-
out this thesis. It is simple enough to be in some ways mathematically tractable, and
8
while it is two-dimensional, it still accounts for what could be considered typically
three-dimensional effects such as vortex tube stretching, or compression. Perhaps
more importantly, by introducing a background vorticity, it admits the existence of
plane wave solutions, called Rossby waves [Rossby, 1939]. These are thought to be
crucial in determining the large scale evolution of geophysical flows, exerting influ-
ence over the atmospheric circulation between different regions and the formation
of global circulation patterns [Ding et al., 2010; Lachlan-Cope and Connolley, 2006].
Since the CHM equation can effectively capture other meteorological features in
addition to Rossby waves, such as the formation of blocking regimes [Charney and
DeVore, 1979], it is an ideal candidate for both theoretical and numerical analy-
sis. From the perspective of this thesis, it offers the perfect setting to understand
the role of resonant and quasi-resonant interactions in models of geophysical flows,
especially in the context of understanding the different types of wave turbulence
theory.
We shall simply state the form of the CHM equation here, as it is written in
[Pedlosky, 1987]. For those looking for a more complete derivation, consult either
this reference or the more concise version given in [Swaters, 1999]. The CHM equa-
tion states that the scalar streamfunction ψ(x, y, t), or geopotential height, must
evolve according to
∂
∂t
(∆ψ − Fψ) + ∂ (ψ,∆ψ) + β∂ψ
∂x
= 0. (2.5)
In effect, it is used to describe the leading order, large scale dynamics of an in-
compressible, shallow layer of fluid on a rotating sphere. It has been derived inde-
pendently in two different contexts related to drift waves in magnetically confined
plasmas [Hasegawa and Mima, 1978], and that of geophysical fluid dynamics pre-
sented here [Charney, 1948]. Within this second context, it appears as a first-order
approximation to the shallow-water equations on the beta-plane. It is therefore a
localised approximation, restricted to the plane (x, y) ∈ R2, with a background vor-
ticity gradient introduced via the term β∂xψ. In this sense, we have that x denotes
the zonal, east-west direction while y corresponds to the meridional, north-south
direction.
The first term in the CHM equation captures the effect of vortex tube stretch-
ing. Here the parameter F is simply proportional to the inverse of the square of
the Rossby deformation radius. The last term left unaccounted for is the Jacobian
denoted by ∂ (ψ,∆ψ). This introduces a quadratic nonlinearity to the equation
that accounts for the nonlinear advection of vorticity. It is defined for any two
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differentiable, scalar functions f(x, y) and g(x, y), by
∂ (f, g) =
∂f
∂x
∂g
∂y
− ∂f
∂y
∂g
∂x
. (2.6)
Sometimes the CHM equation is referred to as the quasi-geostropic potential vortic-
ity equation in association with the shallow-water equations [Swaters, 1999]. This
stems from the fact that the potential vorticity, q = ∆ψ − Fψ + βy, must be con-
served [Lynch, 2003]. However, to keep things clear throughout the thesis, it will
only be referred to as the CHM equation.
Explicit solutions to the CHM equation do exist. These include the com-
pactly supported, travelling dipole vortex solutions called modons [Lerichev and
Reznik, 1976], which were initially thought to be the two-dimensional analogue of
solitons. Unfortunately, this was not the case and an inverse scattering procedure,
if it even exists, has yet to be found for the CHM equation. Recently it has been
found that other more exotic solutions can be constructed through the use of an
appropriate Ba¨cklund transformation [Xiao-Rui and Yong, 2010]. Rossby waves
are the other type of explicit solution. These are harmonic solutions of the form
ψ = A(k) cos(kxx+ kyy − ω(k)t), with k ∈ R2, that have the anisotropic dispersion
relationship,
ω(k) = − βkx
k2 + F
. (2.7)
Because of the chirality induced by the earth’s rotation, Rossby waves are charac-
terised by the fact that they must propagate in a westwardly direction. An example
of a numerically simulated solution of the CHM equation is included in figure (2.1).
2.1.2 The dynamics of resonant clusters
Even though a single Rossby wave is a solution to the CHM equation, a linear
superposition will not be. If we now perturb this single Rossby wave by adding
another. This perturbation would rapidly lead to the generation of other modes,
in a cascade-like effect, where additional waves are generated through successive
three-wave interactions. This is because of the quadratic nonlinearity present in
the Jacobian term, which allows the creation of a third wave with wavenumber,
k, that is a sum of the other two. If, however, the nonlinearity is weak, then we
observe that energy exchange between modes is effectively restricted to groups of
modes that are in resonance. This is what we will now demonstrate, using a special
perturbative technique, based on isolating the fast and slow time-scales. It will allow
us to derive both the necessary resonance conditions, and the equations of motion
10
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(d) t = 1000
Figure 2.1: Direct numerical simulation of the CHM equation on the torus, starting
from a random distribution of energy among modes. A hyper-viscosity term is
introduced to dissipate energy away from the system at small scales.
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governing each mode forming part of a resonant cluster. At first glance, this process
offers a great deal. It provides a way of representing complex, infinite dimensional
PDE problems in terms of a collection of possibly disjoint, low-dimensional systems
of ODEs. However, there are some key issues with this representation that we will
show throughout the course of this thesis.
Method of multiple time-scales
Let us consider the case when the nonlinearity is weak, corresponding to the case
when β >> 1. We proceed as suggested in [Pedlosky, 1987], by introducing the fast
and slow time variables, t¯ = βt and t, respectively. Since we have now cast the
problem in terms of two different time scales, the chain rule implies that we must
replace any time derivative in the CHM equation accordingly,
∂
∂t
→ ∂
∂t
+ β
∂
∂t¯
.
We now have that
∂
∂t¯
(∆ψ − Fψ) + ∂ψ
∂x
= − 1
β
[
∂ (ψ,∆ψ) +
∂
∂t
(∆ψ − Fψ)
]
. (2.8)
Written in this form, we have separated the each side according to the small param-
eter 1/β. Expanding our solution in terms of this small parameter gives
ψ(x, y, t, t¯) = ψ0(x, y, t, t¯) +
1
β
ψ1(x, y, t, t¯) + ... (2.9)
The idea is that the introduction of two time-scales avoids both the creation of an
infinite response in the wave amplitudes when the resonance conditions are met,
and the development of secular growth terms if we were to naively approach this
perturbative method in terms of one time variable alone.
Let us now substitute our series expansion into the modified CHM equation
(2.8). Equating different orders of the parameter 1/β, we see that to zeroth order,
ψ0 must satisfy the linear PDE given by
∂
∂t¯
(∆ψ0 − Fψ0) + ∂ψ0
∂x
= 0. (2.10)
If we now restrict our attention to the domain to the torus, Ω = T2, this has general
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solution given in terms of
ψ0(x, y, t, t¯) =
∑
k
A(k, t)ei(kxx+kyy−ωk t¯). (2.11)
However, for every term in this series, its complex conjugate is also a perfectly
valid solution. Since the stream function must be real-valued, we must impose the
additional requirement that for each wavenumber k,
A(−k, t) = A(k, t)∗. (2.12)
Using this constraint, we see that by pairwise grouping each term corresponding to
k and its negative value, the zeroth order solution is simply a linear superposition
of Rossby waves.
If we now substitute this leading order solution back into equation (2.8), we
see that ψ1 must satisfy the equation,
∂
∂t¯
(∆ψ1 − Fψ1) + ∂
∂x
ψ1 = −∂ (ψ0,∆ψ0)− ∂
∂t
(∆ψ0 − Fψ0). (2.13)
Expanding the Jacobian term fully, this is found to be equivalent to
∂
∂t¯
(∆ψ1 − Fψ1) + ∂ψ1
∂x
=
∑
k1,k2
B(k1, k2)A(k1, t)A(k2, t)e
i(θ(k1,t)+θ(k2,t))
+
∑
k1
(k21 + F )
∂A(k1, t)
∂t
eiθ(k1,t),
(2.14)
where for notational brevity we have defined
θ(k, t¯) = kxx+ kyy − ω(k)t¯. (2.15)
together with the interaction coefficient
B(k1, k2) =
1
2
(k1 × k2)Z
(
k21 − k22
)
. (2.16)
For those unfamiliar with the notation, we have that
(k1 × k2)Z = k1xk2y − k1yk2x. (2.17)
The structure of this interaction coefficient suggests that that two waves do not
interact if either they are either the same wavelength or have parallel wave vectors.
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Conditions for resonance
The idea now is to determine the evolution of the amplitudes, A(k, t), in the slow
time variable, t, that eliminate the appearance of secular growth terms at first order.
This can be done in a systematic way by asking that for any choice of test function,
φ, when averaging over space and the fast time variable, t¯, we get
lim
T→∞
1
T
∫ T
0
∫
T2
φLψ1 dx dy dt¯ = 0, (2.18)
for the differential operator L defined by
Lφ = ∂
∂t¯
(∆φ− Fφ) + ∂φ
∂x
. (2.19)
Using integration by parts, we see that this operator is in fact skew-adjoint:
lim
T→∞
1
T
∫ T
0
∫
T2
φLψ1 dx dy dt¯ = lim
T→∞
1
T
∫ T
0
∫
T2
ψ1L∗φ dx dy dt¯, (2.20)
where the adjoint operator is given simply by L∗ = −L. Choosing any test function
in the kernel of the adjoint means that both of these two limits evaluate to zero,
which we know consists of functions of the form φ = e±θ(k,t¯) for arbitrary k. If we
now substitute this into equation (2.18) and integrate, we are left with the following
system of ordinary differential equations given in terms of the slow time variable, t:
dAk
dt
= −
∑
k1,k2
B(k1, k2)
k2 + F
A(k1)A(k2)δ (k1 + k2 − k) δ (ω(k1) + ω(k2)− ω(k)) .
(2.21)
The crucial element of this result is that it suggests that initially over a time t¯ =
O(β), the dynamics of our wave system are dominated by three-wave interactions
satisfying the resonance conditions{
ω(k3) = ω(k1) + ω(k2),
k3 = k1 + k2.
(2.22)
In other words, the lowest order amplitudes are affected by an O(1) amount from
modes with whom they share resonance, while non-resonant modes should appear
as modest background fluctuations with influence O(1/β) [Pedlosky, 1987]. This
result forms the basis of much of the work behind discrete wave turbulence theory
[Kartashova, 2009]: if the non-linearity is weak, then it is sensible to truncate the
full system of modes to those being either resonant, or close to resonance, to a collec-
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tion of possibly disjoint finite-dimensional systems formed by resonantly interacting
clusters of modes. Initially, these systems should faithfully capture the dynamics of
the full wave system. However, it is worth keeping in mind that resonant interac-
tions alone do not form the complete description of how waves interact. In fact, it is
now considered that quasi-resonant interactions are essential to building a complete
description of turbulent behaviour in dispersive wave systems. This we will consider
in more detail in Chapter 5.
2.1.3 Examples of some typical, small resonant clusters
Once we assume that interactions in weakly nonlinear wave systems are dominated
by clusters of resonant interacting waves, the next step is to begin to classify each
of these clusters according to their dynamical behaviour and theoretical properties.
There is now an extensive wealth of literature devoted to the classification of these
clusters, analysing their Hamiltonian structure and discerning whether or not they
are integrable [Bustamante and Kartashova, 2011; Kartashova and L’vov, 2008;
Bustamante and Kartashova, 2009b]. Throughout the course of this thesis, we will
even add to this process by analysing two different variants of a known integrable
system, the isolated triad. In particular, we will assess how the integrable structure
is influenced by the presence of constant forcing in one chapter, and detuning in
another. Here, we will only briefly review the three most prevalent types of resonant
cluster: the isolated triad, the kite and the butterfly.
The process for calculating these resonant clusters is relatively straightfor-
ward. For discrete wave systems, one possibly way is to simply enumerate all possible
triplets, (k1, k2, k3) that satisfy the resonance conditions given by equation (2.22)
within some predefined cut-off in wave number space. Since the solution must be
real, we say that wavenumbers that differ only in sign are equivalent, and in fact
represent the same mode. The next step is then to test whether there are triplets
that share a common wave number, and if so, connect these triads together to form
even larger clusters and so on. This process defines an underlying graph structure
that forms a kinematic representation of our wave system. We will discuss this
representation in far greater detail in the later chapter on resonance broadening.
However, we will note that there are some far more sophisticated methods available,
based on some advanced concepts in number theory. These work on existing meth-
ods for solving Diophantine equations, an example being the resonance conditions
given above, such as the q-class decomposition method [Kartashova and Kartashov,
2007] for the power-law dispersion relationship, or methods based on the analysis of
quadratic forms for the CHM equation studied here [Bustamante and Hayat, 2012].
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The isolated triad
The isolated triad is by far the simplest primary cluster, consisting of just three
modes k1, k2 and k3 that satisfy the resonance conditions given in equation (2.22).
Enumerating each combination of these three modes, including their negative values,
and substituting them into equation (2.21), gives the following system:
A˙1 = T (k1, k2, k3)A
∗
2A3,
A˙2 = T (k2, k1, k3)A
∗
1A3,
A˙3 = −T (k3, k1, k2)A1A2,
(2.23)
together with their complex conjugates, which we have written in terms of general
interaction coefficient T (k1, k2, k3). For the CHM equation, this coefficient is given
by
T (k1, k2, k3) =
(k2 × k3)Z(k22 − k23)
k21 + F
. (2.24)
The integrability of this system is well-established, with solutions known in terms
of Jacobi elliptic functions, spanning across multiple different fields of study, includ-
ing optics [Armstrong et al., 1962], electronics [Jurkus and Robson, 1960], and of
course, fluid mechanics [Bretherton, 1964]. Following recent work on the effect of
the dynamical phase [Bustamante and Kartashova, 2011], their evolution is pretty
much completely understood. Constructing these solutions requires finding a num-
ber of functionally independent conservation laws, which we will discuss in more
detail throughout the rest of this chapter. Two of these, however, are defined as the
energy and enstrophy, which for each member of a triad corresponding to the CHM
equation are defined, respectively, as [Pedlosky, 1987]:
Ej = (k
2
j + F )|Aj |2, (2.25)
Vj = (k
2
j + F )Ej , (2.26)
for j = 1, 2, 3. What is perhaps surprising, is that it can be shown that both the
total energy and enstrophy are conserved properties for the full wave system and
any arbitrary resonant cluster as well. This means that on the advective time scale,
to first order, energy and enstrophy must remain confined to each resonant cluster.
As noted in the reference above, it is possible to write each of these conser-
vation statements in the form,
1
k22 − k23
∂E1
∂t
=
1
k23 − k21
∂E2
∂t
=
1
k21 − k22
∂E3
∂t
. (2.27)
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This means that since each member of the triad can be ordered according to scale,
for instance k21 < k
2
3 < k
2
2, that the flow of energy must always be passed from
one mode, in this case k3, and then shared with the remaining two. We can see
this since if ∂tE3 < 0, then both the remaining two gradients must be positive.
Similarly, we see that energy must flow from k1 and k2, and then back into k3. In this
instance, we call the k3 mode the active one, and the remaining two passive modes
[Kartashova and L’vov, 2008]. In terms of a more general discussion, we can instead
use the Hasselmann criterion for nonlinear instability [Hasselmann, 1967]. This
stipulates that the mode with the intermediate frequency, such as ω(k3) for example,
is unstable, while the remaining two are neutral. We can therefore interchangeably
use active and unstable, or passive and neutral, to mean equivalent things.
Canonical transformation of variables
There is a fundamental problem with how the dynamical system for the isolated
triad is currently written. The problem is that it remains context specific; we need
to the form of the interaction coefficient to calculate each factor, thus limiting the
scope of any analysis conducted on this system as applied to other wave systems.
The idea is to introduce a change of variables that makes the study of the dynamics
of resonant clusters completely generic. We can in fact exploit the concept of active
and passive modes to do this consistently.
While the transformation can be generalised to other wave systems, for the
CHM equation, we introduce a linear transformation Bj = λjAj , j = 1, 2, 3, where
each λj ∈ R is constant. We need only in fact define one of these constants,
λ21 = s2s3
(k22 + F )(k
2
3 + F )
(k21 − k22)(k21 − k23)
, (2.28)
and remark that the remaining two can be calculated by permuting the indices.
The three additional constants, sj ∈ {+1,−1}, represent the choice of sign required
to ensure that each λj is real-valued. We simply take s1 = sgn
(
k22 − k23
)
, s2 =
sgn
(
k21 − k23
)
and s3 = sgn
(
k21 − k22
)
. The resulting system reads,
B˙1 = (k2 × k1)Zs1B∗2B3,
B˙2 = (k1 × k2)Zs2B∗1B3,
B˙3 = (k2 × k1)Zs3B1B2.
(2.29)
There are now six possible cases to consider, depending on the all the possible ways
we can order the three wave vectors according to magnitude. The process is tedious
17
and so we spare the details. Suffice to say, by relabelling variables, and taking the
complex conjugates where necessary, it is always possible to reduce this system to
the canonical form 
B˙1 = ZB
∗
2B3,
B˙2 = ZB
∗
1B3,
B˙3 = −ZB1B2,
(2.30)
such that the mode B3 always corresponds to the unstable/active mode.
Kites and butterflies
A kite consists of two triads connected via two modes. We label these two different
triads as a and b, with corresponding variables Bja, Bjb, j = 1, 2, 3. There are four
different types of kite depending on the position of the two active modes, one from
each triad, that are present in the cluster [Bustamante and Kartashova, 2009b]. Let
us suppose that each triad in the kite shares both its passive modes, B1a = B1b and
B2a = B2b, then the dynamics of a PP-PP kite are given by the system,
B˙1a = B
∗
2a (ZaB3a + ZbB3b) ,
B˙2a = B
∗
1a (ZaB3a + ZbB3b) ,
B˙3a = −ZaB1aB2a, B˙3b = −ZbB1aB2a.
(2.31)
A butterfly on the other hand consists of just two triads, connected by one common
mode. This time there are three different types of butterflies corresponding to
the three different ways the two different triads can share one active/passive mode
[Kartashova and L’vov, 2008; Bustamante and Kartashova, 2009b]. Let us say that
they both share the active mode B3a = B3b, then the dynamics of an AA-butterfly
are given by 
B˙1a = ZaB
∗
2aB3a, B˙1b = ZbB
∗
2bB3a,
B˙2a = ZaB
∗
1aB3a, B˙2b = ZbB
∗
1bB3a,
B˙3a = −ZaB1aB2a − ZbB1bB2b.
(2.32)
It is worth noting that while the integrability of the kite follows relatively trivially,
the same cannot be said for any of the three types of butterfly. In all but the rarest
of trivial cases, butterflies are generally not integrable [Bustamante and Kartashova,
2009b].
Generally speaking, clusters consisting of modes numbering more than seven
are generally rare. We have calculated the distribution of cluster sizes for the CHM
equation with parameter F = 0, defined in the rectangular box |kx|, |ky| ≤ 512,
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Cluster Size Number of Clusters
3 1302
5 95
7 4
11 2
13 4
15 2
23 2
25 2
27 2
33 2
55 2
Table 2.1: Distribution of cluster sizes and their frequency for the CHM equation.
Here, we taken F = 0 and specified a cut-off wave number such that |kx|, |ky| ≤ 512.
Note that most clusters occur in pairs due to the symmetry property of the dispersion
relationship.
which can be seen in table (2.1). Due to the symmetry properties of the dispersion re-
lationship we know that if (k1, k2, k3) forms a resonant triad then other solutions can
be found under the transformations (kjx, kjy)→ (−kjx, kjy), (kjx, kjy)→ (kjx,−kjy)
and kj → −kj , for j = 1, 2, 3. Even after we discard copies of modes that are the
complex conjugates of others, most clusters will still occur in pairs, which can be
identified from the table. We see that approximately 98.4% of the clusters avail-
able consist of either isolated triads or butterflies. Since the dynamical systems
governing these clusters are relatively simple, and explicitly integrable in the case
of the isolated triad, the appeal is that each one can be integrated separately and
when combined should provide an accurate representation of the evolution for the
entire wave system. This approach of reducing an infinite-dimensional system to one
described by a few isolated, low dimensional ODEs is called the Clipping Method
[Bustamante and Kartashova, 2009b].
As part of the entire taxonomy of grouping and classifying different resonant
clusters, we note that a concise graphical representation has been developed, that
uniquely defines not only the number of modes in a cluster, but the number of
triads and the connections between them. This representation is called an NR-
diagram [Kartashova, 2009]. We make this remark only for a sense of completeness;
most, if not all, small clusters have been analysed theoretically and numerically,
when an explicit solution cannot be found. They have been enumerated and their
underlying network structure has been analysed for a variety of different dispersion
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relationships [Kartashova, 2007]; and a whole language, in terms of this graphical
representation, has been developed to describe them. What people now realise as
missing from this picture, is any discussion on quasi-resonant interactions. These
are now thought crucial to the understanding of the the different types of turbulent
regime: from the discrete, to the statistical, and an intermediate stage known as the
mesoscopic.
2.1.4 Introducing quasi-resonant interactions
While the method of multiple time-scales was effective in deriving conditions for
resonance, and equations of motion for the evolution of clusters of resonantly inter-
acting waves, it says little about the prominence of clusters that are near resonance.
In fact, it now considered that any complete theory of wave interactions and turbu-
lence should take into account the effect of quasi-resonant interactions [Bustamante
and Hayat, 2012]. Such interactions have been proposed both as crucial in the gen-
eration of freak waves [Janssen, 2003; Mori and Janssen, 2006], and are found to
play a role in the generation of zonal jets induced by a modulational instability
[Connaughton et al., 2010]. The problem with the perturbative approach taken
above, is that in reality the level of nonlinearity is always finite and not infinites-
imally small. As a consequence, rather than the distinct separation of time-scales
mentioned above, the time-scales between non-resonant and resonant interactions
can become comparable [Bustamante and Hayat, 2012]. For geophysical systems,
different types of forcing, either through heating or the effect of topography can also
induce some degree of resonance broadening [Dehai, 1998].
A slightly more heuristic method for deriving the interaction equations of
both resonant and quasi-resonant interactions are as follows. For simplicity, let
us consider that our domain is the torus, Ω = T2. We therefore know that we
can represent the stream function, ψ(x, y, t), for the CHM equation in terms of its
Fourier series, with coefficients given by
ψn =
1
(2pi)2
∫∫
T2
ψ(x, y)e−i n·(x,y) dxdy.
Each coefficient evolves according to the equation
∂ψk
∂t
+ iω(k)ψk =
1
2
∑
k1+k2=k
T (k, k1, k2)ψk1ψk2 , (2.33)
where the interaction coefficient, T (k, k1, k2), is defined according to equation (2.24).
Because of our choice of domain, each wavenumber is now discrete: we know that
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each wavenumber k must occupy the regular lattice
(2pinx/Lx, 2piny/Ly), nx, ny ∈ Z,
where Lx and Ly are the lengths of the sides in our bi-periodic, rectangular domain.
If we now make the substitution φk = e
iω(k)tψk, we derive the interaction form of
the dynamical system written above:
∂φk
∂t
=
1
2
∑
k1+k2=k
T (k, k1, k2)φk1φk2e
i∆ω(k,k1,k2)t, (2.34)
where ∆ω(k, k1, k2) = ω(k)−ω(k1)−ω(k2) represents the finite resonance width. It
is clear that in the context of the CHM equation, the variables φk can be identified
as Rossby waves.
We can readily identify the first resonance condition k = k1 + k2, and so
this system admits three-wave interactions only. The second resonance condition
takes a little more reasoning: using the Riemann-Lebesgue lemma [Gradshte˘ın et al.,
2007], integrating the right-hand-side over time, we see that three-wave interactions
with large resonance width should contribute little to the dynamics. This can be
interpreted on an intuitive level by noting that fast oscillations should average to
zero.
Much can be said for making this limiting argument more precise however.
In fact careful scrutiny of this limiting argument has led to recent discussion on the
validity and self-consistency behind the the derivation of the kinetic equation, which
broadly speaking defines the evolution of the statistical ensemble of interacting waves
[Lvov et al., 2011]. In this reference it is argued that quasi-resonant interactions can
potentially offer a way to address this discrepancy, as well as issues explain slower
than expected evolutionary rates for certain approximate stationary states. This
approach has also been applied to the study of Fermi-Pasta-Ulam chains [Gershgorin
et al., 2007] and that of acoustic turbulence [L’vov et al., 1997]. We will briefly
touch upon the theory of statistical wave turbulence in the upcoming chapter on
the kinematics of nonlinear resonance broadening. Here we simply state the results
found within these references: for Hamiltonian system of the form given in equation
(2.3) with canonical variables {ak, a∗k}, except defined over a continuous and not
discrete set of wavenumbers k ∈ Rn, the generalised kinetic equation describing the
evolution of the wave action nk =< aka
∗
k > reads,
dnk
dt
= 4
∫ ∣∣V kk1,k2∣∣2fk12δ(k−k1−k2)L(ω(k)−ω(k1)−ω(k2))dk1dk2−perms. (2.35)
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Here, the additional terms we have omitted can be accounted for by simply per-
muting the indices of the above expression, and have been removed for clarity. The
coefficient fk12 is quadratic in the wave action for each member in the triad and is
given by
fk12 = nk1nk2 − nk(nk1 + nk2).
We see that the only part of the generalised kinetic equation that is context specific
is the interaction coefficient, V kk1,k2 .
What is crucial about this equation in terms of the limiting argument de-
scribed above is the form of the “broadened” delta-function L(∆ω). Here, it is
defined simply as
L(∆ω(k, k1, k2)) = Ωk12
∆ω2 + Ω2k12
, (2.36)
where Ωk12 describes the total broadening of each particular resonance. In the limit
when this total broadening is small, we still recover that
lim
Ωk12→0
L(∆ωk12) = piδ(∆ωk12),
which is precisely what we expect both the Riemann-Lebesgue to tell us, and al-
lows us to recover the standard exactly resonant version of the kinetic equation.
Importantly, we note that the total resonance broadening is clearly wavenumber de-
pendent, and not actually applied uniformly across each triad. In fact, an analytical
value of this parameter has been proposed [L’vov et al., 1997], and is simply given
by
Ωk12 = γk + γk1 + γk2 , (2.37)
where each γk can be found by evaluating the right-hand-side of equation (2.35),
keeping only the terms proportional to the wave action nk. It is argued that by
doing so, the resonance broadening appears to act as a nonlinear dampening effect
applied to the evolution of each mode.
Computing the value of this total resonance broadening practically, however,
is another matter; the value of Ωk12 now appears implicitly within its own definition,
found in the integrand of each γk. To make matters considerably more tractable
for the analysis in the upcoming chapters, we consider only a constant level of total
broadening applied to each set of quasi-resonant interactions, modifying equation
(2.22) to get {
|ω(k1) + ω(k2)− ω(k3)| ≤ Ω,
k3 = k1 + k2.
(2.38)
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for some constant total broadening Ω > 0. Solutions to these quasi-resonance con-
ditions can be computed explicitly for the CHM dispersion relationship, as we will
discover in chapter 5. These solutions are in no way trivial or predictable. We will
show that the total resonance broadening must in fact be bounded for all possible
interactions, with bounds that can be computed explicitly. When we set Ω = 0,
the corresponding set of exactly resonant solutions forms a one-dimensional, closed
curve in wave number space. However, increasing the amount of broadening does
not simply result in a ‘thickening’ of this manifold. Instead, we show that a critical
value of detuning does exist at which point the continuous, closed curve bounding
the solution set of quasi-resonant modes diverges. Analysis of this critical point
leads to the idea that the network of quasi-resonant modes formed by these solving
these conditions undergoes a percolation-like transition. Existence of this percola-
tion threshold suggests a novel approach to characterising the turbulent state of the
wave system.
2.2 Hamiltonian fluid dynamics
The majority of this thesis deals with Hamiltonian systems of some description;
whether they be the finite dimensional, canonical ones governing the dynamics of
resonant clusters, or the infinite-dimensional, non-canonical representation of the
CHM equation. The Hamiltonian description provides an invaluable tool to under-
standing the various different concepts of fluid mechanics in general. It provides a
structured and clear method by which we can derive asymptotic approximations,
study stability theorems and undertake perturbation style analysis, as well as pro-
vide a freedom in the choice of variables [Lynch, 2002; Salmon, 1988]. Crucially,
however, is that Hamiltonian mechanics provides a clear and concise connection be-
tween symmetries and invariants of the system, as well as a means of generating
conservation laws through degeneracy of the Hamiltonian formulation [Shepherd,
1990]. As we will see in the following section, invariants of the dynamics are funda-
mental to many different concepts of integrability, especially in the classical context
of the Liouville integrability of Hamiltonian systems.
We begin this section by talking about the more familiar concept of finite
dimensional Hamiltonian systems in canonical form. This includes a brief review
of the least action principle, or Hamilton’s principle, and the intimate connection
between Hamiltonian and Lagrangian mechanics. The problem is that this canoni-
cal formulation is too restrictive; it has often been remarked that the fixation with
the canonical form has unduly held back progress in Hamiltonian fluid dynamics,
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especially when considered with the advances made in other fields where the gener-
alisation of Hamiltonian systems had already been applied to quantum mechanics
[Shepherd, 1990]. This motivates a more generalised, or abstract, notion of what
makes a Hamiltonian system. This is called the symplectic formulation, and induces
what is known as a Poisson bracket. In this more abstract language, Hamiltonian
systems can therefore be classified according to its phase space, and two additional
objects, which are the scalar Hamiltonian and this Poisson bracket [Lynch, 2002;
Bihlo, 2011]. We then need only check that this symplectic structure satisfies certain
algebraic properties alone, rather than being constrained to think only in terms of
the canonical equations of motion. Moreover, the advantage is that each of these
concepts have a natural analogue in the continuum limit, where we can discuss what
it means for certain partial differential equations to be Hamiltonian. Returning to
the archetypal example in this thesis of the CHM equation, we will show that this
in fact admits a Hamiltonian structure. Using this formalism, we will show that
the CHM equation admits an infinite hierarchy of conservation laws, similar to the
two-dimensional Euler equation, due to the degeneracy of this symplectic structure.
Finally, we discuss why spectrally truncating the CHM equation destroys this non-
canonical Hamiltonian structure, and what this means in terms of the Hamiltonian
representation of resonant and quasi-resonant clusters of modes.
2.2.1 Hamilton’s equations and the canonical form
Consider an N -dimensional system, described by a discrete set of generalised coor-
dinates, qn, n = 1, 2, . . . , N , each evolving in time. The evolution of this system is
given by Hamilton’s equations of motion, which are derived by considering solutions
that minimise the action
S[q] =
∫ t1
t0
L(qn, q˙n, t) dt. (2.39)
This is called Hamilton’s principle, and the associated variational problem yields
what are known as the Euler-Lagrange equations,
∂L
∂qn
− d
dt
(
∂L
∂q˙n
)
= 0, ∀n = 1, 2, . . . , N. (2.40)
The elegance of this result, and why physically it is so appealing, is that all we require
is knowledge of the Lagrangian, L(q, q˙n, t), to completely determine the evolution of
our system. Calculating this Lagrangian is typically straightforward, provided we
have the correct physical intuition, and is given simply as the difference between the
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kinetic and potential energies, respectively.
Since the body of this section deals with Hamiltonian mechanics, the question
to then ask is how the two representations are related. This is made clear once we
define the generalised momenta, pn = pn(q, q˙, t), by
pn =
∂L(q, q˙, t)
∂q˙
, (2.41)
for n = 1, 2, . . . , N . In principle, it is possible to solve these equations to calculate
q˙n as functions of the generalised positions and momenta, provided the Lagrangian
is non-singular [Lynch, 2002]. Fortunately, this is generally true for most physical
systems, which allows us to define the Hamiltonian through the Legendre transfor-
mation,
H(q, p, t) =
N∑
n=1
q˙npn − L(q, q˙, t). (2.42)
It is now trivial to show that the Euler-Lagrange equations are entirely equivalent to
the canonical form of Hamilton’s equations, by substituting this expression for the
Hamiltonian into the action given by equation (2.39) and considering an equivalent
variation problem. The resulting analysis gives the canonical form of Hamilton’s
equations,
q˙n =
∂H
∂pn
, p˙n = −∂H
∂qn
. (2.43)
We have therefore written what was effectively a 2N -dimensional, second order sys-
tem of ODEs described by the Euler-Lagrange equations, into a first order one. At
first, it is not immediately obvious why this is beneficial, especially when working
in finite dimensions. However, in infinite-dimensional systems, it is often difficult
to formulate a least action principle, let alone begin even attempt to solve the cor-
responding Euler-Lagrange equations [Swaters, 1999]. This motivates the definition
of a more abstract notion of what it means for a system to be Hamiltonian, which
we will now consider.
2.2.2 General Hamiltonian systems
For a system to be considered Hamiltonian, it need not be restricted to the canonical
form of Hamilton’s equations described above. Poisson brackets allow us to neatly
generalise what is meant for a system to be Hamiltonian, even when applied to
infinite dimensional phase spaces. Given a smooth manifold, M, and the space of
smooth scalar functions defined on this manifold, C∞(M), a Poisson bracket is a
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bilinear map,
{·, ·} : C∞(M)× C∞(M)→ C∞(M),
which for any F,G,Q ∈ C∞(M) satisfies the following [Karaso¨zen, 2004; Swaters,
1999]:
(i) Skew-symmetry, or {F,G} = −{G,F}.
(ii) Leibniz rule, or {FG,Q} = F{G,Q}+ {F,Q}G.
(iii) Jacobi identity, whereby {F, {G,Q}}+ {G, {Q,F}}+ {Q, {F,G}} = 0.
Often we see, as in the last of these references, the additional property of self-Poisson
commutation, namely {F, F} = 0. It is relatively trivial to see that this is in fact
implied by the skew-symmetry property and so need only be given implicitly.
This Poisson bracket then defines what is called a Poisson structure on the
manifold M. If locally this manifold has coordinates x = (x1, . . . , xN ), then the
Poisson bracket for two smooth functions F (x), G(x) ∈ C∞(M) is given by
{F,G} =
N∑
i=1
{xi, xj} ∂F
∂xi
∂G
∂xj
. (2.44)
When written in this form, the structure functions {xi, xj} naturally define what
is called a Poisson operator, J, a skew-symmetric (anti-Hermitian) matrix which
we define accordingly, Jij := {xi, xj} for each i, j = 1, . . . , N . The skew-symmetry
it inherits directly from the corresponding Poisson bracket property we have listed
above. In a similar fashion, we can prove that it must also satisfy an analogue of
the Jacobi identity [Abramov and Majda, 2003]:
N∑
l=1
(Jpl∂lJqr + Jrl∂lJpq + Jql∂lJrp) , ∀p, q, r ≤ N. (2.45)
Using the Poisson operator, J, the Poisson brackets given by equation (2.44) can
now be written concisely as
{F,G} =
〈
∂F
∂x
,J
∂G
∂x
〉
, (2.46)
which we have written in terms of the standard inner product defined on RN .
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For any given smooth function H, our Hamiltonian vector field XH takes the
form [Karaso¨zen, 2004]:
XH =
N∑
i,j=1
Jij
∂H
∂xj
∂
∂xi
. (2.47)
We can therefore write the total time derivative of any function, assuming they are
not explicitly time-dependent, simply as
dF
dt
= XH(F ) = {F,H}. (2.48)
As a consequence we see that any function is an invariant of motion if and only if it
Poisson commutes with the Hamiltonian. Since, the Hamiltonian trivially commutes
with itself, it must therefore be likewise invariant as well. This also means that
Hamilton’s equations now become
x˙ = {x,H}, (2.49)
or equivalently,
x˙ = J
∂H
∂x
. (2.50)
We have therefore motivated two equivalent definitions of what it means for
a system to be Hamiltonian. Both require the definition of a smooth manifold,
M, together with a function called the Hamiltonian, H : M → R, which must
necessarily be conserved by the dynamics. We can then either define a Poisson
operator J that is both skew-symmetric and satisfies the Jacobi identity, or take the
alternate approach and define a bilinear map called a Poisson bracket, that satisfies
the three key properties listed above.
Let us for a moment return to the canonical form of Hamilton’s equations
(2.43) derived in the previous section, writing a combined vector of canonical posi-
tion and momenta given as z = [q1, q2, . . . , qN , p1, p2, . . . , pN ]
T . Hamilton’s canonical
equations of motion are then
z˙ = Jc
∂H
∂z
, (2.51)
with Poisson operator defined according to
Jc =
[
0 I
−I 0
]
. (2.52)
Written in block form, we have that 0 and I represent the N ×N zero and identity
matrices respectively. One can readily verify in this instance that Jc is both skew-
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symmetric and satisfies the Jacobi identity. What is perhaps less obvious is that this
operator also transforms as a rank-2 covariant tensor [Morrison, 1998]. We can see
this by considering any general, time-dependent change of coordinates z¯i = z¯i(z),
along with transformed Hamiltonian H¯(z¯) = H(z). If we now differentiate each of
these new variables we find that
˙¯zl =
∂z¯l
∂zi
z˙i =
∂z¯l
∂zi
J ijc
∂H
∂zj
=
[
∂z¯l
∂zi
J ijc
∂z¯m
∂zj
]
∂H¯
∂z¯m
. (2.53)
Defining the new operator
J¯ lm =
∂z¯l
∂zi
J ijc
∂z¯m
∂zj
, (2.54)
we recover the same structure written in equation (2.50), suggesting that this new
symplectic representation is covariant under general coordinate transformations.
As we have just seen, our general description of a Hamiltonian system pro-
vides a certain transparency when dealing with variable transformations that means
we avoid the unnecessary task of finding the canonical position and momenta. Fur-
thermore, this assertion is given additional weight courtesy of Darboux’s theorem,
which tells us that if J is non-singular, then there exists at least locally, a transforma-
tion of variables where J can always be written in the canonical form [Salmon, 1988].
In fact, if it is invertible then J defines as symplectic structure onM if and only if its
inverse is both skew-symmetric and satisfies the Jacobi identity [Karaso¨zen, 2004],
meaning that Poisson and symplectic manifolds are not to be confused as being
one and the same. Darboux’s theorem therefore allows us to classify Hamiltonian
systems as non-canonical whenever J is singular, and canonical otherwise.
Degeneracy of the Poisson operator in fact allows for the creation of certain
invariants, that unlike Noether’s theorem, do not appear from some underlying
symmetry of our system. Let us suppose that it is possible to find a function,
C(x), that Poisson commutes with every element in our set of admissible functions.
Immediately we see that such a function would be a constant of motion, since it
must necessarily commute with the Hamiltonian. Extending this analysis, we see
that by exploiting the properties of inner products found in the definition given by
equation (2.46), we must also have that
∂C
∂x
∈ ker(J).
It follows that if J is invertible, then it must have a trivial kernel, and so the set of
such functions C(x) must be equally trivial. If however, this operator is singular,
then this set is non-empty, and has dimension equal to the co-rank of the operator
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J. We call these functions Casimirs. While not a topic in this thesis, we remark that
degeneracy of this type is important in the analysis of Hamiltonian fluid dynamics:
aside from being used to create invariants of seen here, it is considered a crucial
property behind much of the work on the stability of steady-state solutions [Swaters,
1999].
As a final remark we consider an important type of Poisson structure, given
when the structure functions Jij are linear,
Jij(x) =
N∑
k=1
ckijxk. (2.55)
Here, ckij form the structure constants associated with an N -dimensional Lie algebra
[McLachlan, 1993; Morrison, 1998]. Brackets with a Poisson operator of this form
are called Lie-Poisson brackets and so corresponds to what is called a Lie-Poisson
structure. Cited examples detailed in the references above include Euler’s equations
of a rigid body and the two-dimensional Euler equations governing inviscid flow.
These are intrinsically connected with two examples considered in this thesis: that
of the equations governing the evolution of a resonant triad and of course, the CHM
equation.
2.2.3 Hamiltonian formulation for the CHM equation
It is perhaps difficult to pinpoint the exact moment the non-canonical Hamiltonian
description was formalised in the context of fluid dynamics. Many of the systems
studied in continuum mechanics, such as the two-dimensional Euler equations, are
naturally expressed in terms of their Eulerian variables. While a suitable variational
principle follows naturally using the Lagrangian description, as shown in [Virasoro,
1981], the same cannot be argued when Eulerian variables are used. A solution
is available, but involves introducing Clebsch potentials at the cost of convenience
and clarity [Seliger and Whitham, 1968]. Applying the approach outline in the
preceding section, moving from the Lagrangian to Hamiltonian description, therefore
fails to work when we want to work with the more familiar Eulerian description.
We can sidestep these issues by simply defining what it means for a system to be
Hamiltonian as we did in the abstract definition given above. While it has been
suggested that this was first done for ideal magnetohydrodynamics in [Morrison
and Greene, 1980; Swaters, 1999], we know that the as a major step to proving
integrability of the Korteweg-de Vries equation, it was first formulated in terms of an
infinite-dimensional, non-canonical Hamiltonian system [Gardner, 1971; Zakharov
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and Faddeev, 1971]. This was almost a decade earlier than the work by Morrison
and Greene. A number of standard references then followed that made concrete
this Hamiltonian formulation for a system of PDEs, such as [Benjamin, 1984] and
[Morrison, 1982]. An excellent review of historical context behind the Hamiltonian
formulation of the CHM equation can be found in [Swaters, 1999], with only the
briefest summary of this material given above.
Put simply, a system of partial differential equations written in terms of de-
pendent variables u(x, t) = (u1(x, t), u2(x, t), . . . , uN (x, t))
T and defined on a spatial
domain x ∈ Ω ⊆ Rm, is said to be Hamiltonian if it can be expressed in the form
∂u
∂t
= J
δH
δu
, (2.56)
where H[u] is a conserved functional called the Hamiltonian. Additionally, for any
two smooth, arbitrary functionals F [u] and G[u], the Poisson bracket defined by
{F,G} =
〈
δF
δu
,J
δG
δu
〉
, (2.57)
must satisfy the three properties detailed in section (2.2.2). Here, J could be a
matrix of possible pseudo-differential operators, while typically the L2(Ω) inner
product used, as in for example,
{F,G} =
∫
Ω
(
δF
δu
)T
J
δG
δu
dx. (2.58)
In the transition from the discrete to the continuous case, we note that any function
has now become a functional, which means that any derivative must be replaced by
its corresponding variational, or Fre´chet, derivative. This means that for a functional
of the form
F [u] =
∫
Ω
F(u) dx, (2.59)
where F(u) is called the density, the variational derivative δFδu (u) is defined by
lim
→0
∂
∂
F [u+ δu] =
〈
δF
δu
, δu
〉
, (2.60)
where any variations δu vanish at the boundaries of Ω.
The Hamiltonian structure for the CHM equation in the plane was first
proposed by [Weinstein, 1983]. Through a simple modification of the Hamiltonian it
can readily be extended to account for arbitrary domains Ω ⊆ R2, whose boundaries
consist of a finite union of smooth, simply connected curves {∂Ωi}ni=1. This is
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acceptable provided we stipulate that there can be no normal flow of mass across
the boundary, which is equivalent to asking that the stream function on each section
of the boundary, with ψ|∂Ωi = λi. As stated in [Swaters, 1999], with these boundary
conditions the CHM equation can be cast into Hamiltonian form given by equation
(2.56), with Hamiltonian,
H =
1
2
∫
Ω
∇ψ · ∇ψ + Fψ2 dx−
n∑
i=1
λi
∮
∂Ωi
ni · ∇ψ ds, (2.61)
together with the operator,
J( · ) = −∂(q, · ). (2.62)
Here the variable q is simply the total vorticity,
q = ∆ψ − Fψ + βy. (2.63)
We know that the Hamiltonian must be conserved, comprising of a first term, which
is simply an expression that the sum of kinetic and potential energies is constant,
and a second term, which is a restatement of Kelvin’s Circulation Theorem.
In a perhaps unexpected connection with the classical notion of integrable
systems, the Lie-Poisson structure presented here actually forms part of what is a
Lax pair for the CHM equation. While this is discussed in greater detail in the fol-
lowing section, finding a Lax pair is thought to be central to the inverse scattering
transform used in the method of solving certain non-linear, integrable PDEs. This
Lax pair was first suggested as a natural extension to the one known for the two-
dimensional Euler equation in [Li, 2001, 2003]. However, knowledge of the existence
of a Lax pair does not necessarily imply that the CHM equation is integrable, or
that a solution can be calculated explicitly. While progress has been limited in this
area, to date we have seen this work develop such that an ergodic representation of
the eigenfunctions associated to the operator J is known [Li, 2005], as well as being
used to construct novel, explicit solutions for the two-dimensional Euler equation
using a Darboux transformation method [Sen-Yue and Yi-Shen, 2006]. Perhaps the
key issue, especially with any in terms of numerical validation, is that one must
be careful when naively truncating any infinite-dimensional Hamiltonian structure
into its finite dimensional counterpart; indeed, truncating the number of modes in
the CHM equation invalidates both the Jacobi identity and isospectral represen-
tation. This is crucial, especially with regards to this thesis, since it means that
any low-dimensional representation, say where we consider clusters of resonant and
quasi-resonant modes, do not necessarily inherit the same Lax pair and Hamiltonian
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structure of the parent equation. This has major implications for the integrability
of the dynamics of these reduced systems.
2.2.4 Hamiltonian description of resonant and quasi-resonant clus-
ters
Since we are primarily interested in discrete wave turbulence, let us now restrict our
attention to bi-periodic domain Ω = T2. Since the Hamiltonian structure introduced
above applies to a general class of domains, this is perfectly acceptable provided we
define the new periodic variable, q = ∆ψ − Fψ, which is known as the relative
vorticity. This allows us to reformulate the problem as infinite-dimensional, discrete
Hamiltonian system by expressing q in terms of its Fourier series, with coefficients
qn =
1
(2pi)2
∫∫
T2
q(x, y)e−i n·(x,y) dxdy.
Additionally, with this new domain, we can remove the circulation terms at the
boundary from the Hamiltonian. Once written in interaction form, φn = e
i ωntqn, in
these new variables we uncover the Hamiltonian system
φ˙n =
(
J
∂H
∂φ
)
n
, n ∈ Z2, (2.64)
with the reduced Hamiltonian, which is simply the total energy,
H =
1
2
∑
m
φmφ−m
m2 + F
, (2.65)
together with skew-symmetric operator
Jmn = −(m× n) ei δ(m,n)tφm+n, (2.66)
and where we have defined the resonance width δ(m,n) = ω(m) +ω(n)−ω(m+n).
Even though the Poisson structure is now time-dependent, it can still be shown to
satisfy the Jacobi identity in a fairly straightforward manner.
The temptation now would be to simply truncate the Hamiltonian given
above to some desired set of modes, such as those we know to be resonant or ex-
pect to dominate the evolution of the system. From the discussion in the previous
section, the hope would be that the effect of such a truncation would preserve the
non-canonical Hamiltonian structure and simultaneously provide the basis for con-
structing a Lax pair for the reduced set of modes. However, in all but the rarest of
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circumstances, this both invalidates Jacobi’s identity and the compatibility condi-
tion for the Lax pair.
The consequences of breaking this Hamiltonian structure also has a profound
effect any conserved quantities the system may have. For instance, we know that
the Hamiltonian structure for the CHM equation is singular; we can see that the
operator J has a non-trivial kernel since it must contain arbitrary functions of the
form F (q + βy). What this means is that the CHM equation must also admit
non-trivial Casimir invariants that are solutions to the equation
J
δC
δq
= 0. (2.67)
Integrating this equation, we see that any functional of the form
C[q] =
∫∫
T2
C(q + βy) dxdy (2.68)
satisfies these conditions for arbitrary density C(q + βy), that is periodic at the
boundaries. This periodicity is absolutely essential, since if we were to differentiate
the Casimir directly, we would find that
dC
dt
=
∮
∂T2
C(q + βy)∂ψ
∂s
ds. (2.69)
This periodicity guarantees that this integral along the boundary vanishes. If with-
out loss of generality, we assume that our periodic box has sides of equal length 2pi,
then we could for example take the infinite set of invariants,
Cn =
∫∫
T2
cos
(
n
β
(q + βy)
)
dxdy, n ∈ N. (2.70)
Truncating the Hamiltonian invalidates the Jacobi identity, which means that only
the Hamiltonian and enstrophy remain conserved and we lose each of the Casimir
invariants listed above. There are however finite mode truncations of the two-
dimensional Euler equations, for example, that preserve this Hamiltonian structure
[Zeitlin, 1991]. For instance, the sine-bracket approximation adopted in this refer-
ence takes the form,
Jmn =
1

sin (m× n) qm+n mod N , (2.71)
which is only accurate to first order in  := 2pi/N , where N is the number of modes
in our system. There is still debate over whether these higher order invariants have
any statistical significance in determining the long term evolution of geophysical
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flows [Abramov and Majda, 2003].
We have already noted that there are two additional quadratic invariants,
the energy and enstrophy, that apply to both the full wave system and arbitrarily
sized, exactly resonant clusters. Perhaps surprisingly, it was proposed that it is
possible to construct an additional cubic invariant, sometimes called the ’zonostro-
phy’ [Nazarenko and Quinn, 2009], that is actually an exact invariant of the kinetic
equation [Balk et al., 1991; Balk, 1991]. As such it is adiabatic, or approximate,
and not actually a conserved by the full underlying dynamics given by equation
(2.64). Moreover, it has been proven that this adiabatic, cubic invariant can never
be turned into an exact invariant through the introduction of higher order terms
[Balk and van Heerden, 2006].
We have established therefore that reduced mode approximations, such as
those consisting of clusters of resonant and quasi-resonant modes, do not gener-
ally inherit the same non-canonical Hamiltonian structure as the CHM equation.
This is generally true for all but the isolated triad, which exhibits both a non-
canonical Hamiltonian structure and Lax pair representation. The second of these
we will exploit in the following chapter, while the first follows naturally from other
systems with similar evolutionary equations, such as Euler’s equations for motion
of a rigid body [Shepherd, 1990], or the simple mechanical example of a swing-
ing spring [Lynch, 2001, 2002]. Exactly resonant clusters when written in general
form do however admit a canonical Hamiltonian representation [Bustamante and
Kartashova, 2009b]. For instance, we have that for the isolated triad
HT = ={ZB1B2B∗3} , (2.72)
while for a kite and butterfly we might, respectively, have
HK = ={B1aB2a(ZaB∗3a + ZbB∗3b)} , (2.73)
HB = ={B1(ZaB2aB∗3a + ZbB2bB∗3b)} , (2.74)
depending the connectivity between different modes in each triad. The correspond-
ing canonical equations of motion for each system are then given by
iB˙j =
∂H
∂B∗j
, (2.75)
together with their complex conjugates, so that the canonical operator J has been
scaled by a constant factor of i. Adding any detuning to these system so as to
make any one of the triads quasi-resonant, makes the Hamiltonian explicitly time-
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dependent by introducing a factor eiδt, for resonance width δ. While the canonical
equations of motion still hold, the Hamiltonian is no longer conserved, and so no
longer agrees with the definition of what it means for a system to be Hamiltonian
as found in the preceding sections. This issue is encountered when attempting to
find an explicit solution for the detuned triad in the following chapter: however,
in this case we find that the the now time-dependent Hamiltonian can be modified
to include a quadratic term so as to create a new cubic constant of motion. For
general wave systems, we need to resort to the unscaled equations of motion that
still include their interaction coefficients, and derive the canonical Hamiltonian form
in the original variables instead [L’vov and Nazarenko, 2010]. This means that while
it may still be possible to find on cubic conservation law related to the canonical
Hamiltonian form, the problem is now context specific.
2.3 Integrability of finite and infinite-dimensional dy-
namical systems
One major concept used throughout this thesis is that of integrability. On its own,
the term ‘integrability’ is ambiguous; there are a multitude of different definitions
surrounding what it means for either a finite or infinite dimensional system to be
integrable. In terms of finite dimensional systems, when we talk of integrability we
will principally mean that a solution can be obtained by quadratures. This itself
has no formal definition, but typically means that an explicit or closed-form solu-
tion can be found through a process of reduction, eliminating variables by solving
a finite number of algebraic equations and integrating directly what remains. Typ-
ically, these algebraic equations relate to conserved properties of the system, such
as energy for example, or by exploiting certain symmetries of the system. As we
have mentioned before this is not the only concept of integrability, but this idea
of obtaining a solution we can write explicitly remains a common theme running
through each one. For instance, we say that a finite, or infinite dimensional, non-
linear system is C-integrable if through a change of variables it can be made linear
[Kartashova and Shabat, 2005]. Once a system is linearised, it is then relatively
trivial to compute a solution explicitly. Perhaps unsurprisingly, the notion of C-
integrability is very closely connected with the other major topic of this thesis -
resonance. Poincare´’s theory of normal forms proves that any non-resonant vector
field can be reduced to linear form by constructing an appropriate diffeomorphism
[Arnol’d and Levi, 1988] using a formal power series representation. Here, a slightly
different concept of resonance is used applied to the eigenvalues for the first order
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term of this diffeomorphism.
The true worth of Poincare´’s theorem, and others like it, lies in its utilitarian
appeal. It demonstrates precisely how we can construct this diffeomorphism, and in
doing so it provides a systematic approach to integrating our problem explicitly. In a
similar vein, in the section we will introduce three other integrability theorems that
will be of practical significance in the upcoming chapters, especially with regards to
showing the integrability of relatively small clusters of interacting modes. We have
already seen how resonant clusters of these modes underpin much of the theory
behind discrete and statistical wave turbulence. It is understandable then that to
date, there has been an extensive body of work in classifying whether comparatively
small, Hamiltonian systems of resonant modes are integrable [Bustamante and Kar-
tashova, 2009b]. Central to much of this work lies the idea that certain conserved
quantities of the system act to restrict the flow to lower dimensional manifolds, and
thus reduce the system. If we know enough functionally independent conservation
laws, we can reduce the problem to one or two dimensions, for cases where we know
it to be explicitly solvable. This systematic approach is accredited to Jacobi, where
he showed that for N -dimensional system, knowledge of N − 2 functionally inde-
pendent conservation laws plus a what is now known as a Jacobi multiplier, can
be used to construct the integrating function for the final reduced two-dimensional
system [Boole, 1959]. Proof of this theorem is constructive and demonstrates how to
compute the integrating factor explicitly. Jacobi’s theorem is a fundamental result
that we will exploit in two following chapters regarding proof for integrability of the
detuned triad and the forced triad, and is worthy of the attention given below. For
a review on its application to the integrability of resonant clusters, see [Bustamante
and Kartashova, 2011].
Since the majority of work underpinning this thesis deals with Hamiltonian
systems, it would be amiss not to consider the classical notion of integrability as
introduced by Liouville. Here, we will only briefly review the concept of Liouville
integrability, demonstrating why we favour Jacobi’s approach instead, especially in
the treatment of small dimensional systems. We conclude this section by briefly
considering the ambiguity behind what it means for certain PDEs, or infinite di-
mensional systems, to be completely integrable. While formally this topic is never
addressed in this thesis, some of the techniques used in this field are readily appli-
cable to the study of finite dimensional systems. Particularly, we will discuss how
rewriting a system using a Lax Pair formalism allows one to indirectly prove inte-
grability by providing a way to systematically construct conservation laws that can
then be used in conjunction with Jacobi’s theorem detailed above.
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2.3.1 Jacobi’s Last Multiplier
For a domain Ω contained in RN let us consider the N -dimensional, autonomous
system of ordinary differential equations given by
x˙1 = X1 (x1, x2, . . . .xN ) ,
x˙2 = X2 (x1, x2, . . . .xN ) ,
...
x˙N = XN (x1, x2, . . . .xN ) ,
(2.76)
where each scalar function Xi, i = 1, . . . , N is continuously differentiable in Ω. For
compactness, we often write x˙ = X(x), where each term is implicitly treated as a
vector. We define a conservation law for this system as any scalar function f(xi, t)
that satisfies
d
dt
f(xi, t) =
N∑
k=1
∂f
∂xk
Xk +
∂f
∂t
= 0. (2.77)
From this definition we readily identify two different types of conversation law: those
that depend explicitly on time, and those that do not. To distinguish between the
two, the terminology often used in the literature is to define the first of these as
a dynamical invariant, while reserving the term conservation law for those that
remain time-independent [Bustamante and Kartashova, 2009b]. We see that each
conservation law has the effect of defining the invariant manifold to which the motion
is confined. The manifold corresponding to each conservation law therefore fibres
the phase space, with the motion restricted to the intersection of each of these level
sets. The role of the dynamical invariant therefore describes the evolution of the
system on this level manifold.
We say that a set of conservation laws, fk are functionally independent if at
arbitrary points in the phase space, we have that their gradients ∇fk are linearly in-
dependent. With each conservation law acting to restrict the motion of the system,
the question is then precisely how many invariants are required before the system is
integrable by quadratures. Clearly, if system (2.76) admits N independent invari-
ants, it must be integrable. In fact, knowledge of N − 1 independent conservation
laws allows us to construct a final dynamical invariant that must be functionally in-
dependent of the others. The system is therefore integrable, and the two statements
are precisely equivalent. This dynamical invariant can be constructed relatively
simply in practice. For instance, say that we label our N − 1 conservation laws
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fk(x1, x2, . . . , xN ), and define the function g : RN → RN−1 by
g(x1, x2, . . . , xN ) = (f1(x1, . . . , xN ), f2(x1, . . . , xN ), . . . , fN−1(x1, . . . , xN )) .
We clearly see that g must be constant along each trajectory of the system, so
g = g(x1(0), . . . , xN (0)) = c, say, where c is constant. If we now apply the Im-
plicit Function Theorem at this initial point, we obtain a continuously differen-
tiable function h : U → V , and two open sets U and V , with x1(0) ∈ U and
(x2(0), . . . , xN (0)) ∈ V , such that
g(x1, h1(x1), . . . , hN−1(x1)) = c
for x1 ∈ U . For sufficiently small time t1, this enables us to write each variable as a
function of x1 alone: xk(t) = hk−1(x1(t)) for k = 2, . . . , N and for all t ∈ [0, t1]. We
can analytically continue h at t1, and then along the remainder of the trajectory
since we know that g is constant under the flow. Functional independence of the
family of conservation laws guarantees that we can apply the Implicit Function
Theorem at any point in the phase space. Finally, we would have reduced system
(2.76) to what is effectively a one-dimensional manifold governed by
dx1
dt
= X1(x1, h(x1)).
Our dynamical invariant is then given simply by the integral
I =
∫ x1(t) du
X1(u, h(u))
− t.
We can in fact go one further, proving integrability in the case when we have
N − 2 conservation laws, plus an additional quantity known as the Jacobi multi-
plier. For a wide class of one and two-dimensional problems, integrating factors are
used as a way to uncover explicit solutions for these systems. The Jacobi multiplier
generalises this concept of an integrating factor but applied to higher dimensional
systems [Berrone and Giacomini, 2003]. Using this reference it can be defined ac-
cordingly: a continuously differentiable function, or in fact density, ρ(x1, . . . , xN )
defined on an open set Ω0 ⊆ Ω is said to be a Jacobi multiplier of system (2.76) in
Ω0 when ρ solves (in Ω0) the linear first order PDE
N∑
k=1
∂
∂xk
(ρXk) = div(ρX) = 0. (2.78)
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We immediately see that for divergence free vector fields, this multiplier is simply
the constant ρ = 1.
As we have alluded to in the definition, we could equally view ρ as a density
associated with some invariant measure. This is based on the highly regarded,
seminal work of Poincare on his analysis of the three-body problem [Barrow-Green,
1997]. Here, he formalised the concept of an invariant integral, that is, a conservation
law which takes the form ∫
φ(A;t)
ρ(x) dx, A ⊂ Ω0,
where φ(x; t) is the flow corresponding to the vector field X. We have that this
integral is conserved by the dynamics, meaning ρ(x) is the density of the invariant
measure
µ(A) :=
∫
A
ρ(x) dx,
if and only if ρ(x) satisfies the definition of a Jacobi multiplier given above. More-
over, we see that as a consequence of this theorem, by introducing the transformation
of variables y = G(x), we find that for any A ⊂ Ω0,∫
φ(A;t)
ρ(x) dx =
∫
G(φ(A;t))
(
ρ ◦G−1) (y)|det(DG−1)(y)| dy
must likewise be invariant. Since G(φ(x; t)) corresponds to the new flow under this
transformation of variables, we have that
ρˆ(y) =
(
ρ ◦G−1) (y)|det(DG−1)(y)| (2.79)
must be a Jacobi multiplier for our system written in terms of the new variable y.
Let us now consider the three-dimensional case where we have precisely one
conservation law, φ(x1, x2, x3) = C, and one Jacobi multiplier ρ(x1, x2, x3). A
similar account is given in the two references [Berrone and Giacomini, 2003] and
[Boole, 1959], which we will now briefly summarise. Suppose momentarily that our
system was in fact two-dimensional,
dx1
X1(x1, x2)
=
dx2
X2(x1, x2)
.
For any function ψ(x1, x2) to be invariant, it would necessarily mean that
∂ψ
∂x1
= µ(x1, x2)X2,
∂ψ
∂x2
= −µ(x1, x2)X1, (2.80)
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where the function µ is called the integrating factor for this system. A general
solution to this pair of equations is then simply
ψ(x1, x2) =
∫
µX2 dx1 −
∫ (
µX2 +
∂
∂x2
∫
µX1 dx1
)
dx2 + const.
As shown in the second of the references detailed above, if we are prudent in our
choice of integrating factor µ, we can calculate a closed-form solution for ψ even for
arbitrary choices of the functions X1 and X2.
Returning to our three-dimensional system, we can use our knowledge of one
conservation law, together with the Jacobi multiplier, to systematically reduce the
system to a two-dimensional manifold and then construct this integrating factor
explicitly. Using the Implicit Function Theorem as above allows us to write x3 =
F (x1, x2, C), whereby we derive the two relationships
∂F
∂xi
= − ∂φ
∂xi
/
∂φ
∂x3
, i = 1, 2.
We therefore have the two-dimensional system
dx1
X1(x1, x2, F (x1, x2, C))
=
dx2
X2(x1, x2, F (x1, x2, C))
.
If we were to now differentiate equation (2.80), we would see that any integrating
factor of this reduced system must satisfy(
∂
∂x1
(µX1) +
∂
∂x3
(µX1)
∂F
∂x1
)
+
(
∂
∂x2
(µX2) +
∂
∂x3
(µX2)
∂F
∂x2
)
= 0.
Substituting the two relationships given above, and with some simple application of
the product rule for derivatives we find that
∂
∂x1
(
∂φ
∂x3
µX1
)
+
∂
∂x2
(
∂φ
∂x3
µX2
)
− ∂
∂x3
(
µ
(
∂φ
∂x1
X1 +
∂φ
∂x2
X2
))
= 0.
However, knowing that φ is invariant, we obtain
∂φ
∂x1
X1 +
∂φ
∂x2
X2 +
∂φ
∂x3
X3 = 0,
and so this statement is precisely equivalent to saying that ρ = µ ∂φ∂x3 must be a
Jacobi multiplier for this reduced system. Conversely, using prior knowledge of this
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multiplier ρ, we can construct an integrating factor for this final system by setting
µ = ρ
[
∂φ
∂x3
]−1
. (2.81)
We remark that because of the way in which φ is used to construct this final in-
tegrating factor, it is often called Jacobi’s last multiplier. Using induction we can
then generalise this result to account for higher dimensional systems. This leads to
the following theorem courtesy of Jacobi, which we write as it appears in [Boole,
1959]:
Theorem (Jacobi): If a system of N − 2 functionally independent conservation
laws f1, f2, ..., fN−2 of system (2.76) be so reduced by elimination that the variable
x1 shall not appear in f2, the variables x1, x2 shall not appear in f3 and so on; then
the integrating factor for that first differential equation between xN−1 and xN will
be given by the formula
µ = ρ
[
∂f1
∂x1
∂f2
∂x2
· · · ∂fN−2
∂xN−2
]−1
(2.82)
in which ρ represents a Jacobi multiplier of system (2.76).
As we have seen, the proof of this theorem provides a constructive method by
which in theory, an explicit solution to system (2.76) can be obtained by quadratures.
This does not mean, however, that the actual calculations involved in deriving this
solution are in any way trivial. As we will see, even for the relatively simple example
in the following chapters on the detuned and forced triad, proving integrability and
finding these solutions explicitly are quite separate matters.
2.3.2 Liouville Integrability
Liouville integrability, as it is now known, is the classical concept of integrability as
applied to finite-dimensional Hamiltonian systems. We say that a 2N -dimensional
Hamiltonian system is Liouville integrable if it possesses N functionally independent
conserved quantities fi, i = 1, . . . , N , which are involution [Babelon et al., 2003].
By involution we mean that each invariant Poisson commutes with each and every
other conserved quantity: for any i and j we have that
{fi, fj} = 0. (2.83)
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We know that for this integrable system, the phase spaced can be deconstructed
into connected components formed by common level surfaces corresponding to each
of these conserved quantities. This is called the Liouville foliation for this integrable
system [Bolsinov and Fomenko, 2004].
Let us now assume that the flow is complete, and we choose one common
level set of this foliation, which is compact and connected, then it is possible to
prove that a solution for this Hamiltonian system can be obtained by quadratures
[Babelon et al., 2003; Bolsinov and Fomenko, 2004]. This theorem was first ac-
credited to Liouville. Specifically, it says that this level set is diffeomorphic to the
N -dimensional torus, and that in a neighbourhood U of this torus, the Liouville
foliation is trivially the direct product U = DN × TN , between an N -dimensional
torus and disc. What is crucial, however, is that it guarantees within this neigh-
bourhood there is a canonical change of co-ordinates si, ϕi, i = 1, . . . , N , called
the action-angle variables where each of the action variables, si, is constant. We
therefore have that
s˙j = 0, ϕ˙j =
∂H
∂sj
, (2.84)
which can be integrated trivially to see that each angle ϕj depends linearly on time
only. It is worth noting that Liouville’s theorem only guarantees that a solution can
be obtained locally. An amended version of this theorem was developed later by
Arnold that guarantees complete integrability across the entire phase space [Arnol’d
et al., 1989]. Unsurprisingly, this global version is called the Liouville-Arnold theo-
rem.
For Hamiltonian systems, we see that Liouville’s theorem guarantees inte-
grability, but does so requiring only half as many invariants as there are degrees of
freedom. Compare this with Jacobi’s theorem, where the best we could hope for is
two less than the total dimensionality of the system. This seems especially striking
considering that the majority of this thesis deals with Hamiltonian systems, namely
those formed by resonant clusters of interacting waves. While Liouville’s theorem
states that an action-angle representation does exist, for realistic problems, the map
defining these variables is often near impossible to find. For small systems, which
roughly speaking we count as less than ten in this thesis, the discrepancy between
the number of conservation laws required in each case diminishes. This is especially
so when we consider that order reduction methods can be applied to these resonant
clusters, where certain variables become ‘slave’ to others. Often these systems are
no longer in canonical form, even though they remain Hamiltonian. This is where
Jacobi’s theorem comes into its own, and marries neatly with the actual systematic
42
approach used to solve these systems explicitly.
2.3.3 Lax Pair Representation
We have already seen the definition of a Hamiltonian system can be naturally ex-
tended to the infinite dimensional case, which we demonstrated in terms of a non-
canonical formulation of the CHM equation. Applying periodic boundary conditions
and taking the Fourier transform, this system admits an equivalent non-canonical
representation with coordinates written in terms of each Fourier coefficient. We also
demonstrated some examples of typically small, exactly resonant clusters which ad-
mit a canonical Hamiltonian representation. Here we are free to use any of the
definitions of integrability covered above to determine the behaviour of these finite
dimensional systems. What is now unclear, however, is what these concepts of in-
tegrability mean when the dimensionality is no longer finite. Indeed, if we have
infinite degrees of freedom, simply counting the number of conservation laws seems
absurd. In contrast to Hamiltonian systems, it seems at first that many of the ideas
behind what makes a system integrable cannot be readily transferred to the infinite
dimensional case.
Many of the issues surrounding what it means for an infinite dimensional
system to be completely integrable were resolved with the introduction of what is
known as the Inverse Scattering Transform [Beals and Sattinger, 1991]. Thought
of as a nonlinear generalisation of the Fourier Transform, the problem is effectively
linearised, being completely determined by the evolution of the scattering data,
which is governed by a finite dimensional and linear system of ordinary differential
equations. The scattering map that transforms the field into the scattering data is
completely invertible, and so a solution can be recovered once we have determined
the evolution of the scattering data. In essence, what we have described here sounds
very familiar to the concept of C-integrability introduced earlier. This procedure
was first applied by Kruskal et al. in application to the Korteweg-de Vries equation
[Miura et al., 1968], where the associated linear problem was shown to be given
by the one-dimensional Schrodinger equation. However, formalising what it meant
for the KdV equation to be completely integrable came later. This came in two
steps: first it was shown that the KdV equation possesses a canonical Hamiltonian
structure, which can then be used to construct an infinite hierarchy of invariants
that are in involution [Gardner, 1971]; and finally, this Hamiltonian structure was
used to show that the scattering map in fact defines a transformation which reduces
the problem to its action-angle variables [Zakharov and Faddeev, 1971]. As such,
an explicit solution for the KdV equation can be obtained. This procedure laid the
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foundations for the study of other exactly solvable models, such as the nonlinear
Schrodinger equation, the Toda lattice and Sine-Gordon equation.
Central to this approach is the discovery of a Lax Pair for the problem in
question. We define a Lax Pair as a pair of one-parameter, once differentiable oper-
ators L(t) and A(t), mapping a Hilbert space onto itself, which satisfy compatibility
relation
Lt = [A,L]. (2.85)
Here, the operator [·, ·] denotes the commutator. P. D. Lax showed that L(t) is
smoothly unitarily equivalent to L(0) if and only if there exists an anti-Hermitian
operator A(t), which together with L(t) forms a Lax Pair [Lax, 1968]. By definition,
smoothly unitarily equivalent means there is a family of unitary once differentiable
operators g(t), with g(0) = Id, such that L(t) = g(t)L(0)g−1(t). Since L(t) and L(0)
are equivalent, it means that there eigenvalues must be identical, and so constant
for all t ≥ 0. The proof of this result is constructive as it gives g(t) explicitly in
terms of the solution to the initial value problem gt(t) = A(t)g(t), g(0) = Id.
For the KdV equation, L(t) is simply the Schrodinger operator
L(t) =
d2
dx2
+ u(t). (2.86)
The scattering data is then given simply by the eigenvalues of this operator, which
are invariant, the normalising coefficients, and the reflection coefficients. Once we
have determined the evolution of the eigenfunctions associated with each eigenvalue,
the solution is obtained by performing the inverse scattering procedure as defined
above.
The process underlying the inverse scattering transform is not actually of
chief concern in this thesis; the systems we will mainly deal with are of finite dimen-
sion, and depend on time only only. Even though the CHM equation does admit
a Lax Pair representation, and is Hamiltonian, we will never attempt to ascertain
whether this implies that this equation is completely integrable as done with the
KdV equation above. Indeed, it has already been established that existence of a Lax
Pair does not necessary imply integrability of the type described above, as shown in
[Chandre and Eilbeck, 2002]. What is significant is the isospectral property itself.
In the following chapter on the detuned triad, we will show how determining a Lax
Pair for this system provides a systematic approach to determining conservation
laws for this system. Once this is done, we will show that integrability does in fact
follow trivially, using Jacobi’s (N − 2)-integrability theorem.
It is worth noting that once a system is completely integrable in the Liouville
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sense, and we have found the canonical transformation defining the action-angle
variables, then it is fairly trivial to construct a Lax Pair for this system [Bolsinov
and Fomenko, 2004]. In effect this is the converse of the statement that existence
of a Lax Pair does not imply integrability. However, the knowledge of the Lax Pair
is now redundant if we already know that the system is exactly solvable.
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Chapter 3
The Detuned Triad
We have seen how a perturbation style analysis gives rise to clusters of resonantly
interacting modes thought crucial to the underlying dynamics of most dispersive
wave systems. These networks of interacting modes form the basis of discrete wave
turbulence theory; the idea that for some suitable low level nonlinearity, reduced
ODE systems of resonant modes effectively capture the dynamical behaviour of the
entire wave system. This will be elaborated on further in later chapters when we
start to consider the effect of resonance broadening, and how this categorises the
system into three different turbulent regimes: the discrete, the statistical, and an
intermixing of the two known as the mesoscopic. The transition between these
regimes may be loosely connected with the idea that we increase the degrees of
freedom in our system as we move from the regular discrete regime, towards a
system exhibiting randomness well captured by some underlying statistical process.
As we have discussed in the introduction and preliminary chapters, this transition
marks the main theme of the thesis, and so where better to start than by considering
the simplest cluster of interacting modes - the isolated triad.
In their most generalised form, after suitable re-scalings of the wave ampli-
tudes, the interaction equations can always be reduced to the form:
B˙1 = Ze
−iδtB∗2B3,
B˙2 = Ze
−iδtB∗1B3,
B˙3 = −ZeiδtB1B2,
(3.1)
where B1, B2 and B3 are the re-scaled complex amplitudes of the modes dependent
on time only. The real parameter δ = ω3 − ω1 − ω2 corresponds to some finite
resonant width. Equations (3.1) have been studied extensively for many years, even
dating back to Euler’s original work on motion of a rigid body. In a geophysical
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context, however, their derivation dates back to the work of [McGoldrick, 1965] for
studying the resonance of capillary-gravity waves. Shortly afterwards, while worthy
of praise for its pioneering influence, at its heart it was criticised for its misinter-
pretation of secular growth terms and is failure to account for modulation in space
as well as time. This was later made rigorous by the variational principle used
in [Simmons, 1969], itself a modification of a previous Lagrangian formulation by
[Whitham, 1965] and [Luke, 1967]. The elegance of this new derivation greatly sim-
plified the interaction coefficients involved, allowing proof of the local conservation
of wave energy and momentum. Naturally, this original work then allowed others to
derive interaction equations for a host of other systems, including stratified fluids
[Ball, 1964], barotropic Rossby waves [Ripa, 1981], and the development of reso-
nant theory accounting for three- and four-wave interactions in plasmas [Boyd and
Turner, 1978]. An excellent account of this history, including an outline of early
experiments to identify resonance in actual physical systems, can be found in A.
D. D. Craik’s exceptional monograph on wave interactions and fluid flows [Craik,
1988].
Due to the prevalence and importance of mode coupling in physical systems,
it is no wonder that solutions to equations (3.1) have been studied in a wide variety
of different fields. To date, the majority of this work concerns itself with the exactly
resonant case. Earliest examples date back to light waves in a nonlinear dielectric
[Armstrong et al., 1962], electronics [Jurkus and Robson, 1960], and of course, fluid
mechanics [Bretherton, 1964]. While the first of these two references give fully
comprehensive accounts of how these solutions can be constructed in terms of Jacobi
elliptic functions, the latter gave only asymptotic solutions but did account briefly
for the effect of detuning. More recently, corresponding explicit formulae for a
linear combination of the phases of each mode, the so-called dynamical phase, were
obtained in [Bustamante and Kartashova, 2011] for the exactly resonant case. This
was shown to have a remarkable effect on both the energy transfer, interaction
timescales and variability in amplitudes of the system [Bustamante and Kartashova,
2009a]. We have also seen this system given a novel mechanical interpretation based
on a spring pendulum [Lynch and Houghton, 2004; Lynch, 2003], with the thought
being that some intuition as to the dynamics of more complicated systems, such as
planetary waves, may be understood from simpler examples. This resurgence may
be accounted for by the relatively new line of thinking underlying mesoscopic and
discrete wave turbulence.
Certainly in the exactly resonant case, this work encompasses everything that
is effectively known about the dynamics of the isolated triad. However, there are
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certain exceptional cases when we see an explosive breakdown of solutions occurring
in finite time. Implicit in our reduction of equations (3.1) to canonical form was that
we could always assign the unstable mode to have a negative coefficient. As identified
by [Cairns, 1979] this is not always possible in plasmas where the concept of negative
wave energies allows the total energy of the system to remain conserved, but for
all three modes to increase indefinitely in what is called an ‘explosive instability’.
This concept was developed analytically by [Craik and Adam, 1979] and [Coppi
et al., 1969], where these explosive solutions were determined explicitly in addition
to certain limiting cases. We therefore have that the more generalised interaction
equations for the exactly resonant case, where we allow the signs of each coefficient to
be left indeterminate, can admit both periodic and non-periodic solutions, and admit
finite time singularities. This is definitely shown to be the case in the three-layer
Kelvin-Helmholtz flow, which supports both explosive and periodic types. While
explicit formulae detailing the solutions for the detuned triad, including analysis of
when this explosive instability occurs [Craik, 1988], no in-depth study has been done
to date that characterises fully this solution in terms of the strength of detuning.
This chapter attempts to remedy this issue, determining boundedness, variability
and periodicity of these solutions explicitly in terms of detuning.
As we have seen in the preceding chapter, system (3.1) admits a canonical
Hamiltonian representation in the exactly resonant case. In fact, a large class of non-
linear dispersive PDEs can be recast in terms of Hamilton’s equations, which then
naturally transfers to more general clusters of arbitrary size and connectivity pro-
vided we consider only exactly resonant interactions [Bustamante and Kartashova,
2009b]. Here, they considered three different types of small cluster - the triad, kite
and butterfly - consisting of three, four and five modes respectively. While the triad
and kite are completely integrable, the same can only be said for certain configura-
tions of the remaining butterfly. Historically, we find that the question of whether a
certain Hamiltonian system is integrable to be intimately connected with the three-
wave resonance equations, dating back to some of the the first work on the inverse
scattering method. As a nonlinear analogue to the Fourier transform, it provides
a way of solving certain nonlinear PDEs, as first applied to the Korteweg-de Vries
equation [Gardner et al., 1974]. It was noted in [Moser, 1975] that this equation, as
well other seemingly unrelated but explicitly solvable problems, are related simply
through the fact that they all admit a Lax Pair. Finding such a pair of operators
is essential to solving nonlinear problems of this type, and indeed the three-wave
resonance interaction equations. The solution to the (1+1)-dimensions, or two space
dimensions, three-wave interactions equations was first proposed by [Zakharov and
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Manakov, 1973, 1975], and simultaneously by [Kaup, 1976].
In this chapter, we will reformulate equations (3.1) in terms of this Lax Pair
representation. We will show that this provides a systematic approach to calculating
all the necessary conservation laws to prove integrability of the detuned triad in the
sense that a solution can be constructed explicitly in terms of quadratures. This is an
important distinction to make, since often existence of a Lax Pair is thought to imply
that a solution can be calculated explicitly, even though multiple counter-examples
are known to exist [Chandre and Eilbeck, 2002]. Indeed, we have already shown
in the preliminary chapters that both the 2D Euler equation and CHM equation
admit a Lax Pair, yet to date no-one has proposed whether an approach exists,
such as the inverse scattering techniques applied to the examples above, that can
be used to directly integrate either equation for arbitrary initial conditions. Akin
to the approach used to solve the exactly resonant triad, we will then re-derive an
explicit solution for the amplitudes, which are well-known in the literature, and
individual phases of the detuned triad, which appear often neglected. In contrast
to the work on the dynamical phase cited above, we will show that this variable no
longer remains bounded for sufficiently large detuning. The remaining part of the
chapter is devoted to a numerical investigation on the effect of large detuning on the
period and variation in amplitudes for the detuned triad. We will show that even
for fixed constants of motion, the detuning plays a dominant role in the underlying
evolution of the system, allowing us to set both the amplitudes of each mode and
the period arbitrarily small. However, we fail to find an instance of whether the
detuning produces the same kind of ’explosive instability’ as mentioned above, with
the solution remaining bounded for all values of detuning.
3.1 The Lax Pair
Lax Pairs for the N -wave interaction equations have been extensively studied, ap-
plied across a multitude of different domains and boundary conditions. As we have
stated above, their attractiveness lies in how they form the basis of various different
inverse scattering techniques, and so are fundamental to constructing an explicit
solution to our problem. Lax pairs for the general N-wave problem have been pro-
posed in [Pelloni and Pinotsis, 2009] and [Menyuk et al., 1982]. To account for
the addition of detuning, the Lax Pairs constructed in these references needs to be
modified, which has the effect of making each operator in the pair explicitly time-
dependent. However, as shown in the second of these references, they still provide a
practical means by which we can construct constants of motion for equations (3.1) in
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a systematic fashion, removing the element of guess work that usually accompanies
such a task.
To construct these conservation laws we use the isospectral property of the
Lax Pair formalism. To remind the reader, we define a Lax Pair as a pair of one-
parameter, once differentiable operators L(t) and A(t), mapping a Hilbert space
onto itself, which satisfy compatibility relation
Lt = [A,L]. (3.2)
Here, the operator [·, ·] denotes the commutator. P. D. Lax showed that L(t) is
smoothly unitarily equivalent to L(0) if and only if there exists an anti-Hermitian
operator A(t), which together with L(t) forms a Lax Pair [Lax, 1968]. By definition,
smoothly unitarily equivalent means there is a family of unitary once differentiable
operators g(t), with g(0) = Id, such that L(t) = g(t)L(0)g−1(t). Since L(t) and L(0)
are equivalent, it means that their eigenvalues must be identical, and so constant
for all t ≥ 0. The proof of this result is constructive as it gives g(t) explicitly in
terms of the solution to the initial value problem gt(t) = A(t)g(t), g(0) = Id.
Let us assume that B1, B2 and B3 are complex functions of time only. The
Lax pair for the canonical form of the detuned triad is given by the two time-
dependent operators:
L(t) =
i
2
 0 −5B3e
−iδt −3B2eiδt
5B∗3eiδt 0 −4B∗1eiδt
3B∗2e−iδt 4B1e−iδt 0
+ D
Z
, (3.3)
and
A(t) =
Z
2
 0 −B3e
−iδt B2eiδt
B∗3eiδt 0 −2B∗1eiδt
−B∗2e−iδt 2B1e−iδt 0
 . (3.4)
The constants Z and δ are assumed to be real with the latter corresponding to the
resonance width. Here we have defined the real diagonal matrixD = diag{d1, d2, d3},
with non-zero entries that must satisfy the linear system
d3 − d2 = −2δ,
d3 − d1 = 3δ,
d1 − d2 = −5δ.
(3.5)
This system does in fact possess infinitely many solutions, and as such the Lax
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pair for the detuned triad is not unique. However, choosing one of these solutions
guarantees that the compatibility condition for L(t) and A(t) is equivalent to the
dynamical system for the detuned triad given in equation (3.1).
3.1.1 Conservation Laws
Rather than calculating each eigenvalue explicitly, we can simply read off each con-
stant of motion directly from the coefficients of the characteristic polynomial for L.
Calculating this polynomial gives
p(λ) = det(L− λI)
= −λ3 + λ
2
Z
(d1 + d2 + d3) + λ
[
I1
4
− 1
Z2
(d1d2 + d1d3 + d2d3)
]
+
d1d2d3
Z3
− I2,
(3.6)
where because each dj is constant, we have found the two new conservation laws:
I1 = 16|B1|2 + 9|B2|2 + 25|B3|2, (3.7)
I2 = 15=
{
B1B2B
∗
3e
iδt
}
+
1
4Z
[
16d1|B1|2 + 9d2|B2|2 + 25d3|B3|2
]
. (3.8)
Other invariants often cited in the literature revolve around the idea of constructing
what appears to be an infinite number of conservation laws
Vn = tr(L
n) =
∑
i
λni , n ∈ N, (3.9)
by virtue that any function of any combination of eigenvalues for L must also be
conserved. While each may be functionally independent for an infinite dimensional
system, this is certainly not the case here. In fact we can calculate each Vn using a
third order linear recursion relationship, which we will now demonstrate. Using the
definition of Vn given above we have that
V1Vn+1 = Vn+2 + (λ1λ2 + λ1λ3 + λ2λ3)Vn − det(L)Vn−1. (3.10)
We can read both the V1 coefficient and the determinant directly from the charac-
teristic polynomial. Explicitly this gives
Vn+2 = V1Vn+1 −
[
1
Z2
(d1d2 + d1d3 + d2d3)− I1
4
]
Vn +
[
d1d2d3
Z3
− I2
]
Vn−1. (3.11)
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All that remains is to calculate the first three terms to seed this recurrence relation.
We find that
V1 =
1
Z
(d1 + d2 + d3), (3.12)
V2 =
1
Z2
(d21 + d
2
2 + d
2
3) +
1
2
I1, (3.13)
V3 =
1
Z3
(d31 + d
3
2 + d
3
3)− 3I2 +
3
4Z
(d1 + d2 + d3)I1. (3.14)
It follows that all higher order values of Vn can be expressed in terms of I1 and I2.
As such, this method proves fruitless in determining any genuinely new invariants
for the system.
As we will see in the following section, to show that the detuned triad is
locally integrable it is sufficient to have the two conservation laws I1 and I2 and to
find a Jacobi last multiplier, courtesy of the (N−2)-integrability theorem. However,
one final integral is still needed if we want to fully solve the system, which we can
derive using the symmetry in equation (3.1) with respect to a relabelling of B1 and
B2. This suggests that
J =
|B1|2 − |B2|2
2
(3.15)
must also be conserved, which is trivial to check by differentiating J explicitly. If
we now substitute J and I1 into I2 we uncover the simplified form
I = 2Z=
{
B1B2B
∗
3e
iδt
}
− δ
2
(|B1|2 + |B2|2) , (3.16)
as well as the pseudo-energy given by
E = |B3|2 + |B1|
2 + |B2|2
2
. (3.17)
We call this the pseudo-energy to distinguish between the actual energy of the triad,
before we re-scaled each complex amplitude. In the case when δ = 0 we recognise I
as the Hamiltonian for the exactly resonant triad. If we remove the quadratic term,
system (3.1) is equivalent to Hamilton’s equations
iB˙j =
∂H
∂B∗j
, j = 1, 2, 3, (3.18)
together with their complex conjugates, but with time-dependent Hamiltonian
H = 2Z=
{
B1B2B
∗
3e
iδt
}
, (3.19)
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which is clearly no longer conserved by the dynamics.
3.1.2 Ancillary System
As an alternative approach to solving system (3.1) one might consider trying to
compute the family of unitary transformations g(t) directly. In fact, we know that
since L(t) is Hermitian, it admits an orthonormal basis of eigenvectors that can
be used to diagonalise L(t). Each non-zero entry of this diagonal matrix would
consist of the real-valued eigenvalues of L(t), which we know to be constant through
the isospectral property detailed above. Computing these eigenvectors directly, we
would have g(t) explicitly in terms of each Bj . However, this is ultimately fruitless
if we want explicit formulae detailing the evolution of each amplitude and their
phases. Instead, one could consider solving the initial value problem
gt(t) = A(t)g(t), g(0) = I3, (3.20)
where I3 represents the 3 × 3 identity matrix. Doing so would give the solution to
the original problem as
L(t) = g(t)L(0)g−1(t). (3.21)
This gives the following dynamical system for the evolution of each column of g(t):
g˙1 =
Z
2
(
g3B2e
iδt − g2B3e−iδt
)
,
g˙2 =
Z
2
eiδt (g1B
∗
3 − 2g3B∗1) ,
g˙3 =
Z
2
e−iδt (2g2B1 − g1B∗2) ,
(3.22)
which must be solved subject to the three different initial conditions corresponding
to g(0) = I3. The fact that the detuned triad admits an explicit solution, and that
each eigenvector could be computed algebraically, suggests that this system is fully
solvable. However, solving this ancillary system without knowing these solutions
beforehand seems difficult as the only readily available conservation law appears to
be
|g1|2 + |g2|2 + |g3|2 = 1, (3.23)
which is just an expression that each column of g(t) must be normalised.
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3.2 Solution to the detuned triad
With the exactly resonant triad, we can know that system (3.1) can be reduced to a
four-dimensional, volume preserving one, and so integrability follows trivially using
any two conservation laws, such as E and J found above, for example. However,
for δ 6= 0, this system is now non-autonomous, suggesting that we might need
three conservation laws, together with a Jacobi multiplier, to satisfy the necessary
conditions for the (N − 2)-integrability theorem. This is because we can extend any
non-autonomous system to an autonomous one by treating time itself as a dependent
variable at the cost of one extra degree of freedom. However, writing each mode
in terms of its phase-amplitude representation Bj = Cj exp(iϕj), j = 1, 2, 3, with
Cj ∈ R and ϕj ∈ R we have
B˙j =
(
C˙j + iCjϕ˙j
)
eiϕj .
Using these new variables, we can still reduce system (3.1) to a four-dimensional,
volume preserving one
C˙1 = ZC2C3 cosϕ,
C˙2 = ZC1C3 cosϕ,
C˙3 = −ZC1C2 cosϕ,
ϕ˙ =
1
2
(
I +
δ
2
(C21 + C
2
2 )
)(
C−23 − C−22 − C−21
)
+ δ.
(3.24)
The variable ϕ is called the dynamical phase. It now differs from its usual definition
through the addition of a δ-dependent term to become ϕ = ϕ1 + ϕ2 − ϕ3 + δt.
By using this variable, each individual phase, ϕj , j = 1, 2, 3 becomes ‘slave’ to
the dynamical phase and the three different amplitudes; their solution can only be
obtained after we have found the solution for each remaining variable. Since the
Jacobi multiplier is trivially constant, we can now apply the (N − 2)-integrability
theorem with any two of the conservation laws found in the preceding section. In
fact, we know three functionally independent conservation laws and so integrability
follows trivially without even having recourse to use this theorem.
Using the three conservation laws, E, J and I, together with the order re-
duction above, suggests that system (3.24) has a one-dimensional representation.
The first step is to define the variable
u(t) =
C21 + C
2
2
2
, (3.25)
54
which when differentiated, we get
du
dt
= 2Z<
{
B1B2B
∗
3e
iδt
}
. (3.26)
The choice of this variable is then made clear: since the invariant I is naturally
written in terms of u and the imaginary part of its derivative, we have that[
du
dt
]2
+ (I + δu)2 = 4Z2C21C
2
2C
2
3 . (3.27)
Using the remaining conservation laws we can evaluate the right-hand side of this
equation in terms of u alone. For instance, we know that both
u2 − J2 = C21C22 , (3.28)
and trivially,
E − u = C23 . (3.29)
The choice of J over the standard Manley-Rowe invariants is also highlighted the
by the simplicity of relationship (3.28). Finally, so as to make the dependence on δ
explicit we introduce the re-scaled Hamiltonian for the exactly resonant triad,
G(t) = ={B1B2B∗3} . (3.30)
As you recall, this is not conserved, but allows us to write I(t) = 2ZG(0) − δu(0).
Finally, we can remove the explicit dependence on Z by rescaling both time, τ =
2|Z|t, and the detuning parameter, δ = 2Zδ¯. Combining each of these, we arrive at
the one-dimensional particle representation[
du
dτ
]2
+
[
G0 + δ¯(u− u0)
]2
+ (u− E)(u2 − J2) = 0 (3.31)
This is precisely the statement that the total energy of the particle trapped within
a cubic potential is conserved. To solve this system we need to find the roots of this
cubic potential, which if we now expand and make the linear transformation
v = u+
1
3
(δ¯2 − E), (3.32)
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gives the reduced cubic form [
dv
dτ
]2
= −(v3 + pv + q). (3.33)
Here we have defined the two constants
p = −1
3
[
(δ¯2 − E)2 + 3(2δ¯2u0 − 2δ¯G0 + J2)
]
,
q =
(δ¯2 − E)
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[
2(δ¯2 − E)2 + 9(2δ¯2u0 − 2δ¯G0 + J2)
]
+ EJ2 + (G0 − δ¯u0)2.
(3.34)
Let us define the cubic potential appearing in equation (3.33) by P (v) = v3 +pv+q.
Roots of this cubic determine the boundedness of the solution v(t). Returning to our
one-dimensional particle representation, if P admits three real roots, then depending
on the initial conditions, the particle is trapped, oscillating between two consecutive
roots of this cubic potential. The other option is that only one real root exists. Here
the motion is no longer bounded and we see a finite-time singularity develop. This
is identical to the ‘explosive instability’ witnessed in [Coppi et al., 1969].
For this cubic to admit three real roots, we require that both p ≤ 0, and for
the discriminant
D(p, q) = −1
2
q
(
3
|p|
) 3
2
(3.35)
to have absolute value less than or equal to one. In the exactly resonant case when
δ = 0 we find that
p = −1
3
[
E2 + 3J2
]
,
which is trivially negative for all initial conditions. It is relatively simple to prove
the corresponding condition for the discriminant in this case. However, what can be
said for δ¯ generally. As we will see, the fact that the pseudo-energy is constant does
not necessarily imply that each individual amplitude must also remain bounded.
3.2.1 The case when P (v) admits three real roots
Let us assume that the cubic P (v) admits three real roots, which we call βk for
k = 1, 2, 3. These roots have an elegant trigonometric representation as given by
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[Nickalls, 2006]. If we define θ ∈ [0, pi] by cos θ = D, then these roots are given by
β1 =
√
4
3
|p| cos
(
θ
3
)
,
β2 = −
√
4
3
|p| cos
(
θ
3
+
pi
3
)
,
β3 = −
√
4
3
|p| cos
(
θ
3
− pi
3
)
,
(3.36)
which we have written in the order β1 > β2 > β3. Once we have found these three
roots, it is relatively straightforward to integrate equation (3.33) using any of the
standard references such as [Abramowitz and Stegun, 1965]. We find that
v(t) = −(β1 − β2) sn2
(
|Z|
√
β1 − β3 t− t0
∣∣ m)+ β1, (3.37)
where the Jacobi elliptic function sn( · | m) is defined in terms of a parameter called
the modulus,
m =
cos
(
θ
3 +
pi
6
)
cos
(
θ
3 − pi6
) . (3.38)
The value of the constant t0 can be computed explicitly in terms of the incomplete
elliptic integral of the first kind:
t0 = sF
(
arcsin
(√
v(0)− β1
β2 − β1
)∣∣∣∣ m
)
, (3.39)
where we have defined the constants v(0) = 13
(
C1(0)
2 + C2(0)
2 − C3(0)2 + δ¯2
)
and
s = sgn (Z<{B1(0)B2(0)B∗3(0)}). Since sn2(u |m) is periodic in u with period
2K(m), where K(m) is the complete elliptic integral of the first kind, we have that
v(t) must be likewise periodic. Calculating this period we find that
T =
√
2K(m)
|Z||p|14
√
cos
(
θ
3 − pi6
) . (3.40)
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Solutions for the squared amplitudes
Now that we have an explicit solution for v(t), we can uncover a solution for each
of the amplitudes through the conservation laws E and J . We have that
C1(t)
2 = v(t) +
1
3
(E − δ¯2) + J,
C2(t)
2 = v(t) +
1
3
(E − δ¯2)− J,
C3(t)
2 = −v(t) + 1
3
(δ¯2 + 2E).
(3.41)
Because each of these squared-amplitudes must be positive, we find the following
bound on the largest root, β1:
1
3
(
δ¯2 − E)− |J | ≤ β1 ≤ 1
3
(
δ¯2 + 2E
)
. (3.42)
Similar bounds can be found for the remaining two roots. We have plotted this
solution in figures (3.1(a)) and (3.1(b)) for two different values of detuning.
Solutions for the individual phases
All that remains is to calculate the solution for each of the individual phases of Bj ,
j = 1, 2, 3. Using the same phase-amplitude representation we saw in the derivation
of the reduced system (3.24), we have that
ϕ˙1 = −1
2
I + δu(t)
u(t) + J
,
ϕ˙2 = −1
2
I + δu(t)
u(t)− J ,
ϕ˙3 = +
1
2
I + δu(t)
u(t)− E .
(3.43)
Since v(t) and hence u(t) is known explicitly, each of these differential equations
can be integrated, providing a solution in terms of the incomplete elliptic integral of
the third kind, Π(n; z |m). First we simplify notation by introduction the function
ω(t) = am
(|Z|√β1 − β3 t− t0 | m), known as the Jacobi amplitude. Let us also
define the three constants, called the elliptic characteristics, by
nj =
β1 − β2
β1 + (E − δ¯2)/3 + cj
, j = 1, 2, 3, (3.44)
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where c1 = J , c2 = −J and c3 = −E. The solution for the three phases is given by
ϕj(t) =
sj
2
δt+ nj(I − δcj)
m|Z|(β1 − β3)
3
2
Π
(
nj ;ω(t
′)
∣∣∣∣ m)∣∣∣∣t′=t
t′=0
+ ϕj(0), (3.45)
where we must choose s1 = s2 = −1 and s3 = +1, representing the different signs
present in equations (3.43). While each of the amplitudes are periodic, their phases
are clearly not. This can be identified in figures (3.1(c)) and (3.1(d)).
Solution for the dynamical phase
For the exactly resonant triad, it was shown in [Bustamante and Kartashova, 2009b]
that the dynamical phase remains confined to one of the intervals [npi, (n+ 1)pi],
n ∈ Z, where the choice of interval depends on the initial conditions. An explicit
solution was found for ϕ(t) that avoids evaluating each individual phase as detailed
above. The significance of the dynamical phase was highlighted in [Bustamante
and Kartashova, 2009a] where it was shown to significantly affect the timescales of
energy transfer and variability in the individual amplitudes of each mode. With this
in mind, we now find a solution for the dynamical phase that takes in account the
effect of non-zero detuning.
As was noted in the references above, we cannot simply rearrange the con-
servation law I and solve to find sinϕ. This is because the inverse-sine function
is ill-defined on any of the intervals [npi, (n+ 1)pi]. Instead, we can re-write the
equation of motion for C3 as
cotϕ = − 1
I + δu
d
dt
(
C23
)
. (3.46)
The derivative on the right-hand side of this equation can be found explicitly by
differentiating the result given in equations (3.41). We obtain
cotϕ = −2|Z|m (β1 − β3)
3
2
sn cn dn
(|Z|√β1 − β3 t− t0 |m)
I + δu
, (3.47)
where we have defined the function sn cn dn(u |m) = sn(u |m) cn(u |m) dn(u |m)
to simplify notation. We immediately identify a problem with this solution since
it is only well-defined if |I + δu(t)| > 0 for all t ≥ 0. This is clearly not an issue
with the exactly resonant triad since δ = 0. For sufficiently small δ this solution
remains correct, provided we define the inverse-cotangent as mapping to the correct
interval. For larger δ, this condition no longer holds, and a singularity develops
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at the times when ϕ(t) moves between the intervals [npi, (n+ 1)pi]. The solution
still remains T -periodic provided we take ϕ(t) mapping to the interval [0, 2pi] with
periodic boundary conditions. We have plotted these two different types of solution
for the dynamical phase in figures (3.1(e)) and (3.1(f)).
3.2.2 The case when only one root of P (v) is real
Let us assume that P (v) admits one real root, β1, and a pair of complex conjugate
roots, β2 = β
∗
3 . This case corresponds to the ‘explosive instability’ mentioned in
[Craik and Adam, 1979], and can occur in physical systems such as those modelling
three-layer fluid flow in plasmas where the concept of negative energy is used.
Without expressing each of the roots explicitly, equation (3.33) now reads[
dv
dτ
]2
= −(v − β1)(v2 − 2<{β2}v + |β2|2). (3.48)
We can still reduce this differential equation by a sequence of transformations to
recover a solution in terms of one of the Jacobi elliptic functions. For instance, in
this case we use a Moebius transformation of the form
w =
a− β1 + v
a+ β1 − v ,
where a > 0 is set by
a2 = β21 − 2<{β2}β1 + |β2|2. (3.49)
With some routine manipulation we uncover the solution
vs(t) = −a tan2
(
1
2
am
(
2|Z|√a t− u | ms
))
+ β1. (3.50)
where ms is the elliptic modulus given by
ms =
a+ β1 −<{β2}
2a
. (3.51)
Here we have used the s-subscript to distinguish between this case, where a sin-
gularity develops, and the previous one. It is trivial to show that 0 < ms < 1 as
required. The constant u can be calculated explicitly as
u = sF
(
2 arctan
(√
β1 − v(0)
a
) ∣∣∣∣ ms
)
, (3.52)
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Figure 3.1: Solutions for the individual amplitudes, phases and dynamical phases
for two different levels of detuning δ. We have chosen initial conditions E = 2,
u0 =
3
2 , J =
1
2 , ϕ(0) =
pi
4 and Z = 1. Individual phases cease to be monotonic for
larger detuning, and the dynamical phase no longer remains bounded. We also see
the period and variability in amplitudes decreasing as well.
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where the values of s and v(0) are the same as above.
The solution for the amplitudes given in equation (3.41) still holds, which
means that each amplitude diverges simultaneously whenever
tn =
2(2n− 1)K(m) + u
2|Z|√a , n ∈ Z. (3.53)
For the very same reason, however, this means that when calculating the pseudo-
energy directly from equation (3.17), this quantity remains constant by the virtue
that each time-dependent term cancels. This way we can still have a situation where
the total wave energy remains conserved, but where each amplitude in a triad of
modes can diverge simultaneously, as corroborated by [Coppi et al., 1969]. All
that remains to show therefore, at least numerically, is that this case is completely
redundant for arbitrary initial conditions and for all values of detuning.
3.3 Numerical study into the effect of detuning
The goal of this section is two-fold: first, we want to show that for arbitrary ini-
tial conditions and for all values of detuning, the explosive instability mentioned
above never occurs; and second, we want to characterise the limiting behaviour of
the solution when the detuning becomes large. Both are important in their own
right. However, the second gives us some insight into the collective role of resonance
broadening when we consider the wave system as a whole. For instance, whether
the dynamics of small clusters with sufficiently large resonance broadening can be
neglected, which is one of the principle arguments behind discrete wave turbulence
theory.
Let us now consider the first of these points. Building a case to support this
assertion relies on proving two key arguments. Namely, that p(δ¯) < 0 for all δ¯ ∈ R,
and that |D(p, q)| < 1 for all δ¯ ∈ R. Both of these statements must also be verified
for arbitrary initial conditions.
3.3.1 Parameterising our choice of initial conditions
Before we begin, we present a novel parameterisation of our initial conditions that
reduces the problem from one of infinite variability in each J , E and u0 to one
restricted to a domain of finite measure. This makes the problem both easier to
visualise and verify numerically. To do this, we introduce two new variables
γ1 =
u0
E
, γ2 =
J
E
. (3.54)
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These can be considered as being allowed to vary independently, and are restricted
to the domains 0 < γ1 < 1 and −1 < γ2 < 1. Moreover, once we have stipulated
the value of C3(0)
2, we can find the initial values for the remaining two amplitudes
simply by 
C1(0)
2 = C3(0)
2γ1 + γ2
1− γ1 ,
C2(0)
2 = C3(0)
2γ1 − γ2
1− γ1 .
(3.55)
For each of these amplitudes to be positive, we must also apply the additional
constraint γ1 ≥ |γ2|. Moreover we observe that we can write G20 purely in terms of
G20 = E
3(1− γ1)(γ21 − γ22) sin2 ϕ(0). (3.56)
This has some practical benefit, since G(t) represents the Hamiltonian of the exactly
resonant triad. Using this new parameterisation, we know that the choice of u0 that
maximises this Hamiltonian for fixed E can be determined by setting
γ∗1 =
1
3
(
1 +
√
1 + 3γ22
)
. (3.57)
Once this is done, the global maximum for this Hamiltonian can be found by simply
setting γ2 = 0 and trivially, sin
2 ϕ(0) = 1.
3.3.2 Proof for p(δ) < 0
We have already shown that p(0) < 0 for arbitrary initial conditions. It is also
clear to see that for sufficiently large |δ¯|, p(δ¯) must also be negative. What is less
clear, however, is what happens for intermediate values of δ¯. Since p(δ¯) is a quartic
polynomial in δ¯, if we can show that it admits only two pairs of complex conjugate
roots for all choices of initial condition then we are done. Let us write this quartic
polynomial, after expanding each term fully and eliminating common factors, as
R(x) = x4 + 2(3u0 − E)x2 − 6G0x+ 3J2. (3.58)
Fortunately, this quartic is already in reduced form with the cubic coefficient being
zero. As shown in [Nickalls, 2009], Euler’s solution to the quartic equation R(x) = 0
relies of finding roots to the resolvent cubic equation
z3 + 4(3u0 − E)z2 + 4
[
9u20 − 6u0E − 3J2
]
z − 36G20 = 0. (3.59)
63
It is then relatively straightforward to show that if this resolvent cubic admits three
real roots, one being positive and two negative, then R(x) can only have two pairs
of complex conjugate roots.
As before with our derivation of equation (3.31), the first step to finding
roots of this resolvent cubic is to make the transformation
y = z +
4
3
(3u0 − E). (3.60)
This now gives us the reduced cubic
y3 + p′y + q′ = 0, (3.61)
except with constants
p′ = −4
3
[
(3u0 − E)2 + 3(E2 + 3J2)
]
,
q′ = − 4
27
{
4(3u0 − E)
[
(3u0 − E)2 − 9(E2 + 3J2)
]
+ 243G20
}
.
(3.62)
We have therefore eliminated one degree of freedom related to the detuning, and
reformulated the problem in terms of conditions for p′ and q′. These conditions
equate to first showing that p′ < 0 for arbitrary initial values, which is trivial, and
finally, showing that the discriminant of the cubic equation given in (3.60) is always
bounded in absolute value by one. This discriminant we define by
C(p′, q′) = −1
2
q′
(
3
|p′|
) 3
2
. (3.63)
Once these conditions are shown to hold, we know that the resolvent cubic given in
equation (3.59) admits three real roots. The final part is then to show that precisely
one of these roots is positive, and the remaining two are negative.
Writing p′ and q′ in terms of our new variables γ1 and γ2 gives
C(γ1, γ2, ϕ0)
2 =
[
(3γ1 − 1)3 − 9(3γ1 − 1)(1 + 3γ22) + 2434 (1− γ1)(γ21 − γ22) sin2 ϕ0
]2[
(3γ1 − 1)2 + 3(1 + 3γ22)
]3 .
(3.64)
When restricted to the domain described above, one can readily verify that C attains
its maximum at the three points on the boundary (γ1, γ2) = (0, 0) and (γ1, γ2) =
(1,±1), independent of the value of ϕ(0). In all of these cases, the value of this
maximum is one, and so immediately we verify that C(γ1, γ2, ϕ(0))
2 < 1 for any
dynamically accessible choice of γ1, γ2 or ϕ(0). As an example, we have plotted the
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profile of this discriminant for two different values of ϕ(0) in figure (3.2).
Now we know that C < 1 is in fact true, it would imply that the resolvent
cubic given in equation (3.59) admits three real roots, which we label zk for k =
0, 1, 2. Since we have that z0z1z2 = 36G
2
0 > 0, the only possible outcomes are either
that they are all positive, or one positive and two negative. All that remains to
show, therefore, is that at least one of the zk is always negative. In fact, we know
that we can calculate these roots explicitly: if we define the angle α ∈ [0, pi] such
that cosα = C, then we have
zk =
4E
3
[√
(3γ1 − 1)2 + 3(1 + 3γ22) cos
(
α
3
+
2pik
3
)
− (3γ1 − 1)
]
. (3.65)
If we now consider just the root z1, we see that it achieves a maximum value of zero
at the point γ1 = γ2 = α = 0. Since we exclude this point by virtue that it would
imply that two of the amplitudes are identically zero, we have that z1 is strictly
negative. We conclude by saying that the quartic equation R(x) = 0 has two pairs
of complex conjugate roots and so p(δ¯) < 0 for all initial conditions and all values
of δ¯.
3.3.3 Numerical evidence for D(p, q)2 < 1
Unfortunately, D(p, q) does not lend itself to the same analytical treatment as we
saw for proving p < 0. We can, however, still rewrite D(p, q) in terms of two new
variables γ1 and γ2, making the problem more manageable, except that we have to
consider the two extra degrees of freedom corresponding to ϕ(0) and δ. To simplify
notation, we first define η1 = (δ
′)2 − 1,
η2 = γ1(δ
′)2 − (δ′)
√
(γ21 − γ22)(1− γ1) sinϕ0 + 12γ22 ,
(3.66)
where we have re-scaled the detuning parameter once more to get δ′ = δ¯/
√
E. We
see that η1 is not independent of η2 and vice-versa, leaving the problem incompletely
defined if we were to use these variables on their own. The problem remains four-
dimensional, therefore, where
D(γ1, γ2, δ
′, ϕ(0))2 =
[
η31 + 9η1η2 + 27
(
γ22
2 +
(η2−γ22/2)2
2(1+η1)
)]2
[
η21 + 6η2
]3 . (3.67)
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(a) ϕ(0) = 0
(b) ϕ(0) = pi/2
Figure 3.2: The discriminant C(γ1, γ2, ϕ(0)) plotted for two different values of ϕ0.
We see the appearance of maxima at the points on the boundary (γ1, γ2) = (0, 0)
and (γ1, γ2) = (1,±1) where C(γ1, γ2, ϕ(0))2 = 1, independent of the value of ϕ(0).
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We have plotted D(γ1, γ2, δ
′, ϕ(0))2 for different values of δ in figure (3.3). Since
both numerator and denominator are twelfth order polynomials in δ′, with identical
leading twelfth order coefficients, we see that D(γ1, γ2, δ
′, ϕ(0))2 → 1 uniformly as
|δ′| → ∞. This can already be seen in figure (3.3) for the relatively small value
of δ′ = 2. We readily identify what appears to be global maxima, independent of
either ϕ(0) or δ′, when (γ1, γ2) = (1,±1) and γ1 = γ2 = 0, with D2 = 1 evaluated
at these points.
The limiting behaviour seen here for large |δ| has a significant effect on the
behaviour of the detuned triad. It suggests that for sufficiently large |δ|, we should
expect the elliptic modulus to vanish. At this point each Jacobi elliptic function
begins to represent its regular trigonometric counterpart. Furthermore, this has
direct implications for the both variability in amplitudes and the period of motion,
which we will now investigate.
3.3.4 The limiting case when detuning is large
We have already found an explicit expression for the period given by equation (3.40).
To calculate the variability in the amplitude of each mode, we define
σ(p, θ) = β1 − β2 = 2
√
|p| cos
(
θ
3
+
pi
6
)
. (3.68)
This can be read directly from the solution for v(t) given in equation (3.37). It
represents how willingly energy is exchanged between the two passive modes and
the unstable B3 mode. Unlike the period, which we will consider momentarily, σ is
so far undetermined in the limit as |δ| becomes large. To resolve this issue we have
plotted σ in figure (3.4a), where we have allowed only J and δ to vary. Surprisingly,
we can clearly identify a maximum value at the point (δ, J) = (1, 0). We should
expect resonance broadening to typically diminish the quantity of energy transferred
between each mode, but this is clearly not always the case.
Finally we consider how the period responds in the presence of large detuning.
Since we know D → −1 uniformly as |δ| → ∞, we can assume that the elliptic
modulus vanishes in this limit. We can therefore make the approximation
T ≈ pi
|Z||3p| 14
, (3.69)
where we have substituted the values K(0) = pi2 and θ =
pi
3 . Asymptotically we
deduce that T ∼ |δ|−1 whenever the detuning is sufficiently large. However, this
is only half the picture. If we plot the period, as seen in figure (3.4b), we see the
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(a) δ′ = 1/2
(b) δ′ = 2
Figure 3.3: The discriminant D(γ1, γ2, δ
′, ϕ(0)), showing the behaviour as δ′ is in-
creased. Here we have fixed ϕ(0) = pi/2. Maxima can be identified at the boundary
points (γ1, γ2) = (1,±1) and γ1 = γ2 = 0, which are found to be independent of
either δ′ or ϕ(0).
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creation of a singularity at the same point of interest witnessed for σ. At this isolated
value, two of the roots, β2 and β3, become identical. This has the effect of setting
m = 1, which is precisely the point when the elliptic integral K becomes singular.
This corresponds to the creation of a homoclinic orbit where we now have solution
v(t) = −(β1 − β2) tanh2
(
|Z|
√
β1 − β3 t− t0
)
+ β1, (3.70)
along with new constant
t0 = s arctanh
(√
v(0)− β1
β1 − β2
)
. (3.71)
We can therefore use the detuning parameter to completely modulate the period of
the system, from arbitrarily large to vanishingly small, provided we set J = 0.
3.4 Chapter Summary
In this chapter we have provided an in-depth analysis of the evolution of the detuned
triad. Using the Lax Pair formalism, we showed that conservation laws for the sys-
tem can be derived in a systematic and constructive manner. This was necessary
since the Hamiltonian of the the exactly resonant case was no longer conserved. Us-
ing these conservation laws, integrability followed trivially and we derived explicit
solutions for both the amplitudes and individual phases, both in the case when the
solution was bounded and to account for the ‘explosive instability’ referred to in the
literature. Through an extensive numerical investigation, we were able to show that
for arbitrary initial conditions, and for all values of detuned, this unstable case can
be neglected. As a consequence of this analysis we were able to derive reasonable
limiting arguments for the period of the motion, as it behaves asymptotically under
the limit of large detuning. The most unexpected and welcomed consequence of this
work was the discovery of a homoclinic orbit in the presence of non-zero detuning.
Here we demonstrated a peak in the variability of amplitudes in the modes, sug-
gesting that near this homoclinic point, the amount of energy exchanged between
modes in the triad even surpasses that of the exactly resonant case. We also saw
that the period diverged at this point, and we provided an explicit solution for the
system in this non-periodic case.
The level of analysis provided in this chapter surpasses that already provided
in the literature. Until now we have seen a focus on the integrability of exactly reso-
nant clusters, where these are thought to form the building blocks of understanding
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(a) Variability, σ
(b) Period, T
Figure 3.4: Analysing the effect of detuning on the period, T , and the variability
in the amplitudes, σ. We have fixed E = 1, u0 =
1
2 and ϕ(0) =
pi
4 but allowed
the detuning and J to vary. The point (δ, J) = (1, 0) represents the creation of a
homoclinic orbit, where the period becomes singular and σ is maximised.
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discrete wave turbulence theory. As we will see towards the end of the thesis, with
the discovery of mesoscopic turbulence, quasi-resonant interactions have garnered
increasing levels of attention in recent years. In this context, we hope that under-
standing the significance of detuning applied to smaller, directly integrable systems
might provide insight into phenomena that manifests in the wave system as a whole.
For instance, we have shown that in some respects the ideas behind discrete wave
turbulence are true; if broadening is large, energy exchange between modes rapidly
diminishes and can be thought of as small size, small timescale fluctuations around
some mean value. Energy therefore remains confined to clusters of modes where the
broadening is small. However, we have shown that for intermediate values of de-
tuning energy transfer between quasi-resonant modes can become significant, even
greater than the exactly resonant case, and periods of interaction need not be as
small as we first thought. We see that quasi-resonant interactions can also be a
vehicle to promote interaction between modes, as well as diminish their capacity to
transfer energy throughout the system. What is clear, however, is that any study
into the dynamics of clusters of interacting modes would be severely undermined if
the significance of resonance broadening is not properly accounted for.
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Chapter 4
The Forced Triad
So far we have seen how resonant triads form the building blocks for understanding
mode coupling in systems of weakly interacting dispersive waves, with quadratic
leading order nonlinearity. In the preceding chapter, we discussed how the equa-
tions of motion governing the evolution of an isolated triad had been extensively
studied, dating back to earlier work on nonlinear optics, plasmas, and atmospheric
dynamics. This only emphasises their prevalence in nonlinear systems, being derived
simultaneously across three different disciplines. More generally, resonant interac-
tions form the basis of both discrete and statistical wave turbulence. In the latter,
energy transfer from large to small scales is thought to be mitigated by resonant
interactions to form the onset of an energy cascade. In summary, their importance
both theoretically and physically cannot be overstated.
It is somewhat surprising then, given their significance, that almost nothing
is known about the dynamics of an isolated triad in the presence of forcing. The
purpose of this chapter is to address this issue. We consider the simplest possible
forcing: an additive forcing of the unstable mode. We force the unstable, or active
mode, since experience with the unforced triad tells us this controls the transfer of
energy to the remaining two passive modes. Besides its ubiquity in the study of
wave turbulence at both the numerical and analytic level, the addition of forcing
to the equations of motion has direct physical meaning in certain applications. In
the case of Rossby waves, for example, an additive forcing term in equations (3.1)
describes orographic forcing of Rossby waves by an idealised periodic topography
[Pedlosky, 1987; Lynch, 2009]. For the swinging spring it would correspond to a
periodic oscillation of the point of support. A numerical study [Lynch, 2009] of the
forced triad equations suggested that the amplitudes of the modes remain bounded
in the presence of forcing, something which is not obvious a priori. Elsewhere, these
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equations have been studied in the context of random forcing applied to rotating
three-dimensional turbulence [Smith and Waleffe, 1999]. As with the previous ref-
erence, linear dampening terms were added to each mode. A simple fixed-point
analysis of the resulting system revealed a bifurcation point depending on the rela-
tive strength of the forcing term; only when the Reynolds number was sufficiently
high did the unstable mode exchange energy with the other two, while forcing the
passive modes did nothing to promote energy exchange regardless of the magnitude
of the forcing term.
In this chapter we provide a detailed study of the properties of an isolated
triad in the presence of forcing. The chapter is laid out as follows. We begin in
Section 4.1 by writing the equations of the forced triad in the general case and
studying their conservation laws. We then specialise in Section 4.2 to studying
the case H = 0. We prove that the system is generically bounded when H = 0
meaning that it is bounded for any choice of initial condition with the exception
of a single special initial condition for which the system is unbounded (see Section
4.2.4). We obtain an explicit solution in Section 4.2.3 of the forced triad evolution
equations for a particular choice of initial conditions. An explicit solution of the
evolution equations in terms of elliptic functions does not seem possible in general,
even in the integrable case H = 0. Instead, in Section 4.3 we provide formulae for
the period and maximum amplitude of the solution which are valid in general. We
perform a parametric study of the period and maximum amplitude of the triad as
key parameters are varied. Then in Section 4.4, we introduce a novel and accurate
scheme for approximating the H = 0 dynamics and compare it against numerical
solutions of the original system for a variety of initial conditions. Finally, in Section
4.5, we turn our attention to the case H 6= 0. We find that the dynamics can be
reduced to the one-dimensional motion of a particle in a time-periodic potential.
Numerical Poincare´ sections of the resulting dynamical system suggest that the
dynamics remain bounded when H 6= 0 and the motion is generally quasi-periodic
although periodic orbits can also be identified. The chapter then ends with a brief
summary and conclusions.
4.1 General Forced Triad
Let B1, B2 and B3 be complex functions of time. We assume they satisfy a system
of evolution equations derived from the real Hamiltonian
H = 2ZIm{B1B2B∗3} − 2F Im{iB3}, (4.1)
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where both F and Z are constant, real parameters. Here, we recognise Z as the
interaction coefficient for the exactly resonant triad obtained after scaling the am-
plitude of each mode. The canonical equations of motion for this system are given
by
iB˙j =
∂H
∂B∗j
, j = 1, 2, 3 (4.2)
along with their complex conjugates. The equations of motion are, therefore,
B˙1 = ZB
∗
2B3,
B˙2 = ZB
∗
1B3,
B˙3 = −ZB1B2 + iF ,
(4.3)
together with their complex conjugates. In this setting, the term ‘iF ’ is originated
from a forcing of the so-called ‘unstable’ mode represented by B3.
4.1.1 Amplitude-Phase Representation
We write Bj = Cje
iϕj , j = 1, 2, 3, with Cj ∈ R and ϕj ∈ R to obtain
B˙j =
(
C˙j + iCjϕ˙j
)
eiϕj .
Under this new representation, the equations of motion (4.3) become
C˙1 = ZC2C3 cosϕ,
C˙2 = ZC1C3 cosϕ,
C˙3 = −ZC1C2 cosϕ+ F sinϕ3,
ϕ˙1 = −ZC2C3
C1
sinϕ,
ϕ˙2 = −ZC1C3
C2
sinϕ,
ϕ˙3 = −ZC1C2
C3
sinϕ+
F
C3
cosϕ3,
(4.4)
where we have introduced the dynamical phase ϕ = ϕ1 + ϕ2 − ϕ3.
4.1.2 Conservation Laws of the General Forced Triad and reduc-
tions
The unforced triad (i.e., the case F = 0) is known to possess two independent
conservation laws that are quadratic in the amplitudes Cj , and one conservation
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law which is cubic in the amplitudes. In contrast, the forced triad possesses one
quadratic conservation law and one cubic conservation law. These are
J = C21 − C22 , (4.5)
H = 2C3 [ZC1C2 sinϕ− F cosϕ3] . (4.6)
Here, H is nothing but the Hamiltonian of the original system (4.3), written in
terms of the new variables.
Another important property of the unforced triad is that all the phases ϕ1,
ϕ2 and ϕ3 were ‘slave’ variables, i.e., they were obtainable by quadratures once the
solutions for C1, C2, C3 and ϕ were known. In contrast, in the forced triad only ϕ1
and ϕ2 are ‘slave’ variables, and the five real variables C1, C2, C3, ϕ and ϕ3 form
the reduced system
C˙1 = ZC2C3 cosϕ,
C˙2 = ZC1C3 cosϕ,
C˙3 = −ZC1C2 cosϕ+ F sinϕ3,
ϕ˙3 = − H
2C23
,
ϕ˙ = −ZC1C2C3 sinϕ
(
1
C21
+
1
C22
)
+
H
2C23
,
(4.7)
where H is defined as in equation (4.6). Numerical simulations of system (4.7) can
be interpreted as either using H as a constant or by explicitly using H as defined
in equation (4.6). The accuracy might be sensitive to this choice.
System (4.7) along with the two conservation laws, J and H, is effectively
a three-dimensional system and as such it might not be integrable. We notice,
however, that the system is volume-preserving, with Jacobi last multiplier
ρ =
C1C2, if H = constant,C1C2C3, if H is defined as in Eq.(4.6). (4.8)
Reminder: a Jacobi last multiplier, also known as a standard Liouville volume
density, is a scalar function ρ(x) of the dependent variables xa , a = 1, . . . , N,
defined by the equation ∇ · (ρV(x)) = 0 , equation to be valid for all values of x,
where V is the right-hand-side of the evolution equations x˙ = V(x). See either the
preliminary section for more details, or [Hojman, 1992; Bustamante and Hojman,
2003; Bustamante and Kartashova, 2011], [Nucci and Leach, 2008] and references
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therein.
4.1.3 Integrability of the case H = 0
We consider initial conditions for system (4.7) such that H = 0. We obtain
C˙1 = ZC2C3 cosϕ,
C˙2 = ZC1C3 cosϕ,
C˙3 = −ZC1C2 cosϕ+ F sinϕ3,
ϕ˙3 = 0,
ϕ˙ = −ZC1C2C3 sinϕ
(
1
C21
+
1
C22
)
.
(4.9)
We notice that the case C3 = 0 is trivially integrable. Assuming that C3 6≡ 0, we
obtain H = 0⇔ ZC1C2 sinϕ = F cosϕ3. But, according to the dynamics (4.9), ϕ3
is constant, so we derive the new conservation law
C1C2 sinϕ =
F cosϕ3
Z
.
This new constant, together with J = C21 − C22 , helps us reduce the system to an
effectively two-dimensional volume-preserving and therefore integrable system:
C˙1 = ZC2C3 cosϕ,
C˙2 = ZC1C3 cosϕ,
C˙3 = −ZC1C2 cosϕ+ F sinϕ3,
ϕ˙ = −F C3 cosϕ3
(
1
C21
+
1
C22
)
,
(4.10)
with ϕ3 being constant, together with the conservation laws
C1C2 sinϕ =
F cosϕ3
Z
, (4.11)
C21 − C22 = J, (4.12)
and Jacobi last multiplier given by
ρ =
C1C2, if F cosϕ3 = ZC1C2 sinϕ is used in Eq.(4.10),1, if F cosϕ3 = constant is used in Eq.(4.10). (4.13)
76
4.2 Generic boundedness of the integrable case H = 0
The goal within this section is to establish generic boundedness of the solutions to
the integrable system (4.10)–(4.12). By boundedness we mean that the ‘energy’ E(t)
of the system is bounded for all times. The energy is a positive-definite quadratic
function of the amplitudes Cj(t):
E(t) =
C1(t)
2 + C2(t)
2
2
+ C3(t)
2. (4.14)
This quantity is obtained from the kinetic energy of the original wave system and
should not be confused with the Hamiltonian H, which is a cubic function of the
amplitudes and equal to zero in this case. The time derivative of the energy is
obtained using equations (4.10):
E˙(t) = C1(t)C˙1(t) + C2(t)C˙2(t) + 2C3(t)C˙3(t)
= 2F sinϕ3C3(t) . (4.15)
This result suggests that we use a ‘local rescaled time’ variable τ(t) satisfying
dτ
dt
= C3(t) , τ(0) = 0 . (4.16)
This time transformation is well defined as long as C3(t) is not zero. Integrating
equation (4.15) we obtain
E(t) = E(0) + 2 τ F sinϕ3 , (4.17)
where τ = τ(t). We see that proving boundedness of energy is equivalent to proving
boundedness of τ(t).
4.2.1 Establishing boundedness for J 6= 0
The conservation law J = C21 − C22 naturally suggests a parameterisation of the
form: {
C1(t) =
√
J sgn(C1(0)) coshω(τ),
C2(t) =
√
J sinhω(τ),
(4.18)
in the case J > 0 and {
C1(t) =
√−J sinhω(τ),
C2(t) =
√−J sgn(C2(0)) coshω(τ),
(4.19)
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when J < 0. Substituting this parameterised solution into equations (4.10) and
using equations (4.11), (4.12) and (4.16), we deduce that the function ω(τ) must
satisfy, regardless of whether J is positive or not,
cosh 2ω(τ) =
2
|J | R cosh (2Zτ + ∆) , (4.20)
where R > 0 and ∆ ∈ R are constants, related to the initial conditions as follows:
R =
√(
J
2
)2
+
F 2 cos2 ϕ3
Z2
, (4.21)
R sinh ∆ = C1(0)C2(0) cosϕ(0) . (4.22)
Substituting the solution for ω(τ) into the parameterised forms for C1(t) and C2(t)
gives the result valid for J 6= 0 :
C1(t)
2 = R cosh (2Zτ + ∆) +
J
2
,
C2(t)
2 = R cosh (2Zτ + ∆) − J
2
.
(4.23)
The solution for the remaining amplitude C3(t) is found by using equations (4.14)
and (4.17). We get
C3(t)
2 = E(0) + 2Fτ sinϕ3 −R cosh (2Zτ + ∆) , (4.24)
and using equation (4.16) we derive the following equation for τ(t):[
dτ
dt
]2
+R cosh (2Zτ + ∆)− 2Fτ sinϕ3 = E(0). (4.25)
This is precisely the equation for a one-dimensional particle with position τ(t), total
energy E(0), kinetic energy
[
dτ
dt
]2
and potential energy
V (τ) = R cosh (2Zτ + ∆)− 2Fτ sinϕ3 . (4.26)
From the fact that R > 0 it follows that this potential is in fact attractive: V ′′(τ) > 0
for all τ ∈ R, and limτ→±∞ V (τ) = ∞. It follows that the particle must oscillate
about a unique minimum situated at the point
τ∗ = − ∆
2Z
+
1
2Z
sinh−1
(
F sinϕ3
ZR
)
, (4.27)
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with the motion of τ(t) being bounded between the two turning points τmin < τmax
defined by the solutions of
V (τmin) = V (τmax) = E(0). (4.28)
Since τ(t) is bounded, we conclude from equations (4.23) and (4.24) that the am-
plitudes of each mode must also be bounded.
Regarding the evolution of the dynamical phase ϕ(t), equation (4.11) could
at first sight be used to to find its solution. However this is not practical because
the dynamical phase generically oscillates about pi/2 (modulo npi) and therefore the
inverse sine is multivalued. It is better to integrate directly equation (4.10) for ϕ
using the auxiliary variable τ(t). The result is: if the initial condition ϕ(0) is in the
open interval (npi, (n+ 1)pi), for some n ∈ Z, then ϕ(t) remains in that interval and
ϕ(t) = cot−1
ZR sinh(2Zτ + ∆)
F cosϕ3
, (4.29)
where the branch is properly selected. In the special case when the constant ϕ3 is
equal to (m+ 1/2)pi , m ∈ Z, then ϕ is also constant and equal to m˜pi , m˜ ∈ Z .
4.2.2 Formulae for the turning points in terms of new special func-
tions
The turning points τmin /max of the evolution equation (4.25) are defined by the
solutions of the equation V (τ) = E(0) :
R cosh (2Zτ + ∆)− 2Fτ sinϕ3 = E(0). (4.30)
For physically admissible values of the parameters Z,F and initial conditions R, ϕ3,
E(0), this equation has either two real solutions or only one real solution. When
there is only one real solution, the physical system is “dynamically frozen” at τ =
constant. In order to study a less trivial nonlinear dynamics, it is better to restrict
the parameter space so that there are two real solutions, denoted by τmin, τmax, with
τmin < τmax.
Let us study the structure of these solutions as functions of the parameters.
Notice that if we replaced the hyperbolic cosine in equation (4.30) by an exponential,
the solution for τmin /max would be given in terms of two branches of the product log
function Wk(x), a function of one variable. In contrast, in our case such reduction
does not get too far: the solution is given in terms of a function of two variables.
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Defining the function ξ(x, y) by the implicit equation
cosh ξ = x ξ + y , (4.31)
we look for real solutions ξ ∈ R. Graphically, we want to find the intersections
between two graphs, cosh ξ and xξ + y, as function of x and y. We see that tangent
intersection occurs if in addition to the above equation, sinh ξ = x holds. Therefore,
a relation between the arguments is found in the tangent case: y =
√
1 + x2 −
x sinh−1 x . Therefore, the condition (of physical origin) to have two solutions is a
restriction on the parameter space:
y >
√
1 + x2 − x sinh−1 x , x ∈ R . (4.32)
With this condition, there will be two real solutions of equation (4.31), denoted
ξ−1(x, y) < ξ0(x, y) .
With these functions defined, the turning points τmin, τmax can be obtained via
proper rescalings:
2Z τmin /max + ∆ = ξk
(
F sinϕ3
RZ
,
E(0)
R
− F sinϕ3 ∆
RZ
)
, (4.33)
where k = 0 or −1. In practice, we resort to a numerical algorithm to compute
these solutions. It is worth noting however, that condition (4.32) is automatically
satisfied for any choice of real initial amplitudes and phases.
4.2.3 An explicit example of bounded motion: sinϕ3 = 0, J 6= 0
Continuing with the case H = 0, consider now a choice of initial conditions such
that ϕ3 ∈ {0,±pi} and J 6= 0. The differential equation for τ(t), equation (4.25),
now reads [
dτ
dt
]2
= E(0)−R cosh (2Zτ + ∆) . (4.34)
The particle interpretation is simple, given the fact that E(0) > R by virtue of
the condition H = 0. It turns out that the potential V (τ), apart from a shift, is a
symmetric well and therefore the motion should be bounded. This equation can be
explicitly integrated to give an analytical solution for τ(t) in terms of Jacobi elliptic
functions, with modulus m = E(0)−RE(0)+R ∈ (0, 1) . The procedure is analogous to the one
outlined for the detuned triad in the preceding chapter. The result can be checked
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directly by substitution into equation (4.34). We obtain the explicit solution
2Z τ(t) + ∆ = ln
([
dn
(
2K(m)
T
t+u
∣∣∣m)−√m cn( 2K(m)T t+u∣∣∣m)]2
1−m
)
,
where K(m) is the complete elliptic integral of the first kind, the period T of the
oscillations is defined by
T =
2K(m)
Z
√
E(0) +R
,
and the shift u is defined in terms of the incomplete elliptic integral of the first kind
by
u = F
(
C3(0)√
E(0)−R
∣∣∣∣∣m
)
.
To see that the above solution for τ(t) is indeed oscillatory, we compute its
time derivative:
dτ
dt
=
√
E(0)−R sn
(
2K(m)
T
t+ u
∣∣∣∣m) .
With this result, we readily obtain the squares of the amplitudes C1(t), C2(t), C3(t) :
C1(t)
2 = E(0) +
J
2
− (E(0)−R) sn2
(
2K(m)
T
t+ u
∣∣∣∣m) ,
C2(t)
2 = E(0)− J
2
− (E(0)−R) sn2
(
2K(m)
T
t+ u
∣∣∣∣m) ,
C3(t)
2 = (E(0)−R) sn2
(
2K(m)
T
t+ u
∣∣∣∣m) .
(4.35)
We plot these squares in figure 4.1, top panel. Finally, from equation (4.29) we
obtain the dynamical phase:
ϕ(t) = − cot−1
[
Z Rm1/2
F (1−m) cosϕ3 cn dn
(
2K(m)
T
t+ u
∣∣∣∣m)
]
, (4.36)
where we have defined cn dn(x|m) ≡ cn(x|m) dn(x|m). Depending on the initial
value ϕ(0), the dynamical phase remains bounded and oscillates about the value
(n+1/2)pi , for some n ∈ Z. The corresponding plot of the solution for the dynamical
phase is shown in figure 4.1, bottom panel.
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Figure 4.1: Solutions for the square amplitudes (top panel) and dynamical phase
(bottom panel) in the explicitly integrable case H = 0 and ϕ3 = 0. Choices for
parameters and initial conditions: F = 1, Z = 1, E(0) = 3, J = 1, and ϕ(0) is
obtained from equation (4.36).
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4.2.4 The limit J → 0: “almost always” bounded
Always in the case H = 0, we have established boundedness of the motion for the
case J 6= 0 in Section 4.2.1. Using the equations from that Section, it is possible to
establish boundedness in the case J = 0, cosϕ3 6= 0, by taking the limit of the J 6= 0
equations as J → 0. For example, the auxiliary function ω(τ) has a singularity in
the limit:
ω(τ) ≈ 1
2
log
[
4|F cosϕ3|
|J Z| cosh(2Z τ + ∆)
]
,
but the physical quantities such as amplitudes and phases behave well: in particular,
equations (4.23) and (4.29) hold, with the only changes J = 0 and R = |F cosϕ3||Z| .
Let us now consider the case J = 0 and cosϕ3 = 0. To get there by a limiting
procedure of the J 6= 0 equations, we need to be more careful. The condition
J = 0 implies C1(t)
2 = C2(t)
2, ∀ t ≥ 0. For simplicity, we take initial conditions
C1(0) = C2(0) 6= 0 so that C1(t) = C2(t), ∀ t ≥ 0. The condition cosϕ3 = 0 along
with the conservation law (4.11) then imply that sinϕ(t) = 0, ∀ t ≥ 0. For simplicity
we take ϕ(t) = 0, ∀ t ≥ 0.
Now, equation (4.21) determines R ≈ |J |/2→ 0 but equation (4.22) gives a
divergent shift: ∆ ≈ log [4C1(0)2/|J |]→∞. However a consistent limit is obtained
for the physical quantities. For example, from equations (4.23) we obtain the am-
plitudes C1(t)
2 ≈ C2(t)2 ≈ C1(0)2 exp(2Z τ) . The evolution equation for τ is still
of the form [
dτ
dt
]2
= E(0)− Vlim(τ) , (4.37)
but with a new potential Vlim(τ) = lim
J→0
V (τ), which reads
Vlim(τ) = C1(0)
2 exp(2Z τ)− 2F τ sinϕ3. (4.38)
As you recall, cosϕ3 = 0 . We conclude that the new potential Vlim(τ) is attractive
if and only if sinϕ3 = sgn (Z F ) . This gives two separate cases, depending on the
initial conditions: a bounded case and an unbounded case.
The bounded sub-case of J = 0, cosϕ3 = 0
The bounded sub-case is obtained if we set sinϕ3 = sgn (Z F ) . Although there is no
simple solution of the system (4.37) in terms of elliptic functions, it is illustrative to
obtain explicit expressions for the turning points, and consequently for the maximum
and minimum values of the total energy (4.14), in terms of product log functions.
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The equations Vlim(τmin) = Vlim(τmax) = E(0) have solutions
τmin /max = −
E(0)sgn (Z)
2|F | −
1
2Z
Wk
(
−|Z|C1(0)
2
|F | exp
(
−E(0)|Z||F |
))
, (4.39)
where k ∈ Z denotes the different branches of the product log function Wk(z), also
known as the Lambert W-function. Notice that the argument of Wk appearing
above is strictly negative in this case, restricted to the interval [−1/e, 0] , with the
lower bound being obtained only when C3(0) = 0. Since we require real solutions,
we are limited in choice to the two branches W0 and W−1.
Substituting these expressions for the turning points into equation (4.17), we
find the maximum and minimum values of the total energy of the system:
Emin /max = −
|F |
|Z|Wk
(
−|Z|C1(0)
2
|F | exp
(
−E(0)|Z||F |
))
, (4.40)
where we take k = 0 for the minimum energy and k = −1 for the maximum.
The unbounded sub-case of J = 0, cosϕ3 = 0
The unbounded sub-case is obtained if we set sinϕ3 = −sgn (Z F ) . In this case, the
potential Vlim(τ) in equation (4.38) has a slope of fixed sign. Depending on the initial
conditions, the motion can have one turning point but then the variable Z τ(t) will
tend to −∞ in the asymptotic way Z τ(t) ≈ −|Z F | t2, so that the corresponding
amplitudes’ squares will behave as C3(t)
2 ≈ 4F 2 t2, C1(t)2 = C2(t)2 ≈ K e−|Z F | t2 ,
corresponding to unbounded growth of the forced mode and fast decay of the other
two modes.
4.3 Periods and Maximum amplitudes: parametric study
Having established for H = 0 the general integrability of equations (4.7) and the
boundedness of the solution for almost all initial conditions (with the exception of
one sub-case), we turn our attention to two important physical questions:
(i) How does the physical period of oscillation depend on the parameters Z,F
and on the initial conditions J , ϕ3, E(0) of the problem?
(ii) How do the upper and lower bounds on the total energy of the system behave
as a function of the parameters Z, F and the initial conditions?
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4.3.1 Summary of analytic results
Before embarking on a numerical parametric study of the behaviour of the physical
period and maximum energy, it is useful to try to answer the above questions in the
few sub-cases where an explicit solution has been found:
• In the case H = 0, sinϕ3 = 0 and J 6= 0, as detailed in Section 4.2.3, the full
solutions for the amplitudes and phases are available explicitly. In particular, the
period of oscillations is given by
T =
2K(m)
Z
√
E(0) +R
,
where we have defined
m =
E(0)−R
E(0) +R
∈ (0, 1), R =
√(
J
2
)2
+
F 2
Z2
,
and K(m) is the complete elliptic integral of the first kind. In this case the total
energy (4.14) of the system happens to be constant, equal to E(0). This can be
clearly identified in figures (4.2) and (4.3) where the surfaces for maximum and
minimum energy coincide on the line given by sinϕ3 = 0.
• In the bounded sub-case of H = 0, cosϕ3 = 0 and J = 0, as detailed in Sec-
tion 4.2.4, although we do not have explicit expressions for the solutions for the
amplitudes or even for the period of oscillations, we do have an exact expression for
the maximum and minimum values of the total energy, from equation (4.40):
Emin /max = −
|F |
|Z|Wk
(
−|Z|C1(0)
2
|F | exp
(
−E(0)|Z||F |
))
,
where we take k = 0 for the minimum energy and k = −1 for the maximum, and
we have assumed for simplicity that C1(0) = C2(0) and ϕ = 0.
We now ask how these bounds obtained for the energy behave in the limit of
arbitrarily large forcing. Recall that the Hamiltonian in the case cosϕ3 = 0 reads
H = 2ZC1C2C3 sinϕ.
Assuming each amplitude to be non-zero, fixing H = 0 means that we have had to
set ϕ = 0, irrespective of the value of F. Therefore, by choosing appropriate initial
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amplitudes/phases so that J = 0, ϕ3 = ±pi/2 and H = 0, we can consider directly
the limiting case when F tends to infinity but with fixed initial conditions. Since
W0 is differentiable at zero, we have
lim
F→+∞
Emin = C1(0)
2.
Calculating an equivalent expression for Emax, is not quite so straightforward since
W−1 exhibits a singularity at 0. However, knowing the asymptotic behaviour of
W−1(x) as x→ 0− [DLMF], we find that to leading order as F → +∞,
Emax ≈ |F ||Z| ln
( |F |
|Z|C1(0)2
)
+ E(0). (4.41)
4.3.2 Numerical study for arbitrary values of J and ϕ3
Maximum energy. When neither of the two analytic cases detailed in the above
bullet points apply, the two roots τmin and τmax must be computed numerically from
equations (4.33). The resulting values of Emax against varying ϕ3 and J under fixed
forcing are shown in figure 4.2. The unbounded sub-case as J → 0, cosϕ3 = 0 can
clearly be identified. If instead we fix J > 0 and allow the strength of the forcing F
to vary, we obtain figure 4.3. Here we observe a less-than-quadratic growth in the
maximal energy in response to forcing, in a similar fashion as shown in the asymp-
totic result (4.41).
Period of oscillations. Since we only have an explicit expression for the period
when sinϕ3 = 0, this too must be calculated numerically. After calculating numer-
ically τmax and τmin, integrating Eq. (4.25) gives the period
T = 2
∫ τmax
τmin
du√
E(0)− V (u) .
This integral can be evaluated numerically, with special care being taken where the
integrand has singularities at the two end-points. The results are shown in figures
4.4 and 4.5.
One thing to note with regards to the figures, is that setting H = 0 restricts
the possible range of parameters that can be taken. The effect of this can be seen
in figures 4.3 and 4.5, where forbidden parameter values are indicated by ‘hashed’
regions at the base of the plot.
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Figure 4.2: Emax and Emin as a function of ϕ3 and J . As a choice of parameters
and initial conditions, we have fixed Z = 1, E(0) = 3, C3(0) = 1 and F = 1. Values
of C1(0), C2(0) and ϕ(0) can be found directly from the two conservation laws J
and H = 0.
Figure 4.3: Emax and Emin as a function of ϕ3 and F . As a choice of parameters and
initial conditions, we have fixed Z = 1, E(0) = 3, C3(0) = 1 and J = 0.1. Values of
C1(0), C2(0) and ϕ(0) can be found directly from the two conservation laws J and
H = 0.
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Figure 4.4: Period as a function of ϕ3 and J . As a choice of parameters and initial
conditions, we have fixed Z = 1, E(0) = 3, C3(0) = 1 and F = 1. Values of C1(0),
C2(0) and ϕ(0) can be found directly from the two conservation laws J and H = 0.
Figure 4.5: Period as a function of ϕ3 and F . As a choice of parameters and initial
conditions, we have fixed Z = 1, E(0) = 3, C3(0) = 1 and J = 0.1. Values of C1(0),
C2(0) and ϕ(0) can be found directly from the two conservation laws J and H = 0.
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4.4 Approximate Solutions in the integrable case H = 0
As we have seen in Sec. 4.2, in the integrable case H = 0 only certain choices
of parameter values lead to explicit formulae for the solution of equation (4.25),
in terms of elliptic functions. For other parameter values it is unlikely that such
formulae exist and we have to resort to finding an approximate solution for τ(t).
Since the potential V (τ) = R cosh (2Zτ + ∆)−2Fτ sinϕ3 is attractive, it is possible
to approximate this potential by a polynomial in τ. A quartic polynomial is the
best compromise between simplicity and accuracy: simplicity in that the resulting
approximate evolution equation for τ(t) can be explicitly integrated, and accuracy
in that one can capture nonlinear effects such as the dependence of the period on
the parameters of the problem.
The problem is then reduced to compute the coefficients of this approximate
potential. A natural place to start would be to obtain these coefficients directly
from the fourth-order Taylor expansion of equation (4.25), about the minimum of
the potential τ = τ∗. However, this ‘local’ approach is doomed because it does not
eliminate secular terms, and therefore the solution of the approximate equations
differs more and more from the exact solution after each period. Instead, the coeffi-
cients of this approximate potential must be chosen by a procedure that takes into
account the global character of the motion, i.e., the fact that the variable τ(t) can
oscillate with high amplitude.
A quartic polynomial in τ has five free coefficients. We will determine two
of them by requesting the approximated potential to have the same turning points
as the exact potential. Thus, our approximate system is defined as follows:[
dτ
dt
]2
= (τ − τmin)(τ − τmax)(α2τ2 + α1τ + α0) ,
where τmin, τmax are the turning points, defined in equation (4.30), and α0, α1, α2, are
some unknown coefficients. This approximate system replaces the exact evolution
equation (4.25). The remaining three coefficients will be determined by a minimi-
sation procedure of the L2 norm of the difference between the exact potential and
the approximation.
4.4.1 Approximate system, its solution and comparison with nu-
merical simulations of the exact system
In order to determine the unknown coefficients α0, α1, α2, we impose a procedure
that minimises the L2 error, globally over the interval [τmin, τmax]. Let us define the
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function to be minimised:
Φ(α0, α1, α2) =
1
2
∫ τmax
τmin
(P (τ)− E(0) + V (τ))2 dτ, (4.42)
where P (τ) ≡ (τ−τmin)(τ−τmax)(α2τ2 +α1τ+α0) and V (τ) is the potential energy,
defined in equation (4.26). The function Φ is a positive-definite quadratic function
of (α0, α1, α2) ∈ R3. It has a single minimum, attained at the point (α0, α1, α2) =
(α∗0, α∗1, α∗2) ∈ R3. This point is the solution of the linear system
∂Φ
∂αj
(α∗0, α
∗
1, α
∗
2) = 0 , j = 0, 1, 2. (4.43)
More explicitly, by defining the real coefficients
γj =
∫ τmax
τmin
τ j(τ − τmin)2(τ − τmax)2 dτ, j = 0, . . . , 4, (4.44)
δj =
∫ τmax
τmin
τ j(τ − τmin)(τ − τmax)[E(0)− V (τ)] dτ, j = 0, 1, 2 (4.45)
we obtain the system  γ0 γ1 γ2γ1 γ2 γ3
γ2 γ3 γ4

 α
∗
0
α∗1
α∗2
 =
 δ0δ1
δ2
 . (4.46)
Each coefficient can be calculated explicitly in terms of elementary functions of τmin
and τmax. Since the matrix consisting of all the γ-coefficients is invertible provided
we have τmin < τmax, the solution for α
∗
j is uniquely determined.
After calculating the coefficients α∗j for j = 0, 1, 2 as outlined above, we
return to the approximate nonlinear differential equation[
dτ
dt
]2
= (τ − τmin)(τ − τmax)(α∗2τ2 + α∗1τ + α∗0) . (4.47)
Solving this equation for τ(t) is now a matter of correctly evaluating an elliptic
integral. To do this we must first reduce equation (4.47) to Legendre normal form.
The method closely follows the approach detailed in [Abramowitz and Stegun, 1965]:
the quartic polynomial above is written as a product of two quadratics, Q1(τ) ≡
α∗2τ2 +α∗1τ +α∗0 and Q2(τ) ≡ (τ − τmin)(τ − τmax). We look for values of λ such that
Q1 − λQ2 is a perfect square of a first-degree binomial in τ. To that end we require
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that
4(α∗2 − λ)(α∗0 − λτminτmax)− (α∗1 + (τmin + τmax)λ)2 = 0. (4.48)
Solving this quadratic equation for λ we get
λ± =
−ω ±√ω2 − (τmax − τmin)2((α∗1)2 − 4α∗0α∗2)
(τmax − τmin)2 , (4.49)
where we have defined
ω = 2α∗0 + α
∗
1(τmax + τmin) + 2α
∗
2τmaxτmin. (4.50)
Having found λ+, λ− we can then write
Q1 − λ−Q2 = (α∗2 − λ−)
(
τ +
α∗1 + (τmax + τmin)λ−
2(α∗2 − λ−)
)2
, (4.51)
Q1 − λ+Q2 = (α∗2 − λ+)
(
τ +
α∗1 + (τmax + τmin)λ+
2(α∗2 − λ+)
)2
. (4.52)
Solving this system for Q1 and Q2 we obtain
Q1 =
λ+(α
∗
2 − λ−)
λ+ − λ− (τ + α)
2 − λ−(α
∗
2 − λ+)
λ+ − λ− (τ + β)
2, (4.53)
Q2 =
α∗2 − λ−
λ+ − λ− (τ + α)
2 − α
∗
2 − λ+
λ+ − λ− (τ + β)
2, (4.54)
where we have defined the two constants
α =
α∗1 + (τmax + τmin)λ−
2(α∗2 − λ−)
, (4.55)
β =
α∗1 + (τmax + τmin)λ+
2(α∗2 − λ+)
. (4.56)
The method will work if and only if λ± are real and distinct. Since the
coefficients α∗j , ω, τmax, τmin are all real, this is precisely equivalent to asking that
ω2 − (τmax − τmin)2((α∗1)2 − 4α∗0α∗2) > 0. We can restate this inequality in terms
of the zeroes τ+, τ− of Q1 and τmax, τmin of Q2, to find that we must stipulate
(τmax − τ+)(τmax − τ−)(τmin − τ+)(τmin − τ−) > 0. Graphically, the latter inequality
is equivalent to the statement that the zeroes of Q1 are either: complex, which
necessarily come in conjugate pairs; or real, but where the interval (τmin, τmax)
contains either both zeroes of Q1 or none of them.
We now ask whether it is possible to establish that the method will always
work for physically admissible values of the parameters Z, F and initial conditions
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R, ϕ3, E(0). Let us assume that τ+, τ−, the zeroes of Q1, are real. By looking at
the minimisation problem, notice that the potential V (τ) is convex. Therefore, if
any of the zeroes τ+, τ− were in (τmax, τmin), then the approximating polynomial
P (τ) = (τ − τmin)(τ − τmax)Q1(τ) would have a zero inside the interval (τmax, τmin),
and so P (τ) would not be concave on [τmin, τmax]. It follows that a deformation of the
coefficients αj could be found so that Φ(α0, α1, α2) would decrease, thus violating
the minimum principle that generated the point α∗j .
In practice, in numerical applications and for a wide range of parameters
we have found that the zeroes of Q1 are complex (and therefore, conjugate pairs).
In this case the method simplifies substantially because the quantities λ± satisfy
λ− < 0 < λ+. So let us assume from here on that this is true. If we now make the
substitution r = (τ +α)/(τ + β), we can reduce equation (4.47) to the normal form[
dr
dt
]2
=
λ+(α
∗
2 − λ−)2
(λ+ − λ−)2 (β − α)
2(a2 + r2)(r2 − b2), (4.57)
where a, b are positive parameters defined by
a2 = max
{
−(α
∗
2 − λ+)
(α∗2 − λ−)
,−λ−(α
∗
2 − λ+)
λ+(α∗2 − λ−)
}
, (4.58)
b2 = −min
{
−(α
∗
2 − λ+)
(α∗2 − λ−)
,−λ−(α
∗
2 − λ+)
λ+(α∗2 − λ−)
}
. (4.59)
For physically sensible solutions (i.e., τ(t) ∈ R) we must choose the branch r(t)2 > b2
for all t ≥ 0. We obtain, in terms of the Jacobi elliptic function,
r(t) = b nc
(
4K(m0)
T0
t+ u0
∣∣∣∣m0) , (4.60)
defined by the physical period,
T0 =
2K(m0)
|Z||β − α|
[
λ+α∗1(α
∗
2−λ−)2
(λ+−λ−)2 (a
2 + b2)
] 1
2
, (4.61)
and elliptic modulus
m0 =
a2
a2 + b2
. (4.62)
The value of the shift u0 can be found directly in terms of the incomplete elliptic
integral of the first kind:
u0 = s1F
(
arccos
(
b(∆ + β)
∆ + α
)∣∣∣∣m0) , (4.63)
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with s1 ∈ {−1,+1} being given by
s1 = sgn (ZC3(0)(β − α)) . (4.64)
Undoing the transformations applied to τ we finally uncover the solution
τ(t) =
bβ − α cn
(
4K(m0)
T0
t+ u0
∣∣∣m0)
cn
(
4K(m0)
T0
t+ u0
∣∣∣m0)− b . (4.65)
Approximate expressions for the squares of the amplitudes Cj(t)
2 are obtained di-
rectly from equations (4.23) and (4.24), and the dynamical phase is obtained from
equation (4.29). Plugging the solution (4.65) of our approximate system, into these
expressions, we generate plots that can be compared with the numerical solutions
of the original system (4.10). The results, shown in figures 4.6(a) to 4.6(d), show
excellent agreement. We have validated numerically, for a wide range of choices
of parameters, the following condition of boundedness of the approximate solution
(4.65): b > 1 or, equivalently, α∗2 < 0.
4.5 Boundedness when H 6= 0 : Analytical evidence and
Poincare´ sections
When the Hamiltonian is non-zero, we have no a priori guarantee over integrability
of the forced triad system, due to the system’s formal equivalence to an autonomous
volume-preserving 3-dimensional system of first order equations. If we try to reduce
the forced triad system to an explicit 3-dimensional system we face yet another diffi-
culty: the generic appearance of coordinate singularities, as exemplified in equations
(4.4) at C1C2 = 0.
Fortunately, we can solve this difficulty completely and simplify matters con-
siderably through an intelligent choice of variables. The procedure works only when
H 6= 0, and is based on the observation that ϕ3 is monotonic and so it becomes a
proxy for time. Let us define the new variables,
p = <{B1B2}, q = ={B1B2}, (4.66)
with ϕ3 = Arg B3 as before. Using the conservation law J , we observe that(|B1|2 + |B2|2)2 − J2 = 4|B1|2|B2|2,
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(c) ϕ(t) with F = 1
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(d) ϕ(t) with F = 10
Figure 4.6: Comparison of the L2-method approximate solutions for the square
amplitudes and dynamical phase. The corresponding numerically generated Runge-
Kutta solutions are also included as a direct comparison against different forcing
strengths. Choices for parameters: ϕ3(0) = −0.99pi2 , E(0) = 3, J = 1, Z = 1 and
ϕ(0) determined by setting H = 0.
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and rewriting the right-hand term |B1|2|B2|2 = p2 + q2, we derive the remarkable
formula
|B1|2 + |B2|2 =
√
J2 + 4(p2 + q2). (4.67)
Differentiating the new variables (p, q, ϕ3) with respect to time we obtain, after
straightforward computations, the following three-dimensional system:
p˙ = Z
√
J2 + 4(p2 + q2)|B3| cosϕ3,
q˙ = Z
√
J2 + 4(p2 + q2)|B3| sinϕ3,
ϕ˙3 = − H
2|B3|2 ,
(4.68)
where the amplitude |B3| is a simple function of (p, q, ϕ3) and the Hamiltonian H,
which now reads
H = 2Z|B3|
[(
q − F
Z
)
cosϕ3 − p sinϕ3
]
. (4.69)
In this representation, we see that the angle ϕ3 is not only monotonically
increasing or decreasing depending on H, but can also be read directly as the slope
of the parametric curve (p(t), q(t)). This follows simply from the relation
dq
dp
= tanϕ3.
Furthermore, we see from this new representation of H given in equation (4.69),
that the condition for |B3| to remain finite is equivalent to the statement that the
cross-product between the tangent vector, (p˙, q˙) and the off-centre radius vector
(p, q − F/Z) must remain non-zero. In essence, (p˙, q˙)× (p, q − F/Z) must point out
of the plane.
Using this equivalence it makes sense to shift the origin of (p, q) coordinates
and define a new pair of variables (r, φ) such that p = r cosφ and q = F/Z+ r sinφ,
or
r2 = (q − F/Z)2 + p2, (4.70)
tanφ =
q − F/Z
p
. (4.71)
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Differentiating these expressions with respect to time gives the following system:
r˙ =
H
2r
√
J2 + 4(p2 + q2) cot (φ− ϕ3) ,
φ˙ = − H
2r2
√
J2 + 4(p2 + q2),
ϕ˙3 = −2Z
2r2
H
sin2 (φ− ϕ3) .
(4.72)
The Hamiltonian now reads
H = 2Z|B3|r sin (φ− ϕ3) . (4.73)
Note here how both φ and ϕ3 are monotonic functions in time, decreasing for H >
0 and increasing otherwise. We can go further by showing that their difference,
θ ≡ φ − ϕ3, must be bounded for all time. For instance, with the Hamiltonian
now written in terms of these new variables, we can see that either sin θ > 0 when
ZH > 0, or, sin θ < 0 when ZH < 0. Without loss of generality, we therefore know
that θ must remain confined to one of the following intervals:θ ∈ (0, pi) if ZH > 0;θ ∈ (−pi, 0) if ZH < 0.
These bounds cannot be saturated, otherwise we violate the assumption H 6= 0.
Since we know the variable φ to be monotonic, it becomes a natural choice for our
new ‘time’, letting us derive the new system
dr
dφ
= −r cot θ,
dθ
dφ
= 1− 4Z
2r4 sin2 θ
H2
√
J2 + 4(p2 + q2)
,
(4.74)
which is non-autonomous, but one where the ‘time’-dependence appears only in the
J2 + 4(p2 + q2) term. Writing this term in these latest variables reads
J2 + 4(p2 + q2) = 4
[(
r +
F sinφ
Z
)2
+ c(φ)2
]
, (4.75)
where we have defined the φ-dependent, positive function c(φ) according to
c(φ)2 =
J2
4
+
F 2 cos2 φ
Z2
. (4.76)
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4.5.1 Novel one-dimensional particle interpretation.
One may ask what is gained by these successive transformations. After all, this
newest version of the system appears to offer little improvement over the original
one written in terms of the variables p and q. Surprisingly, however, this new system
has a novel one-dimensional particle interpretation similar to that obtained in the
H = 0 case described earlier. If we make one final transformation h(φ) = r(φ)−1,
we derive the one-dimensional particle representation:
d2h
dφ2
+ h =
2Z2
H2h3
√(
h−1 + F sinφZ
)2
+ c(φ)2
. (4.77)
This can be interpreted as a driven harmonic oscillator, with driving force that is
2pi-periodic in φ but also dependent on the position h. Alternatively, we can write
the system in terms of a potential V (h, φ):
h¨+ Vh(h, φ) = 0,
where the ‘dot’ now denotes derivative with respect to φ, and subscripts denote
partial derivatives. Integrating equation (4.77) with respect to h, we evaluate this
potential to be of the form,
V (h, φ) =
h2
2
+
2Z2
H2
√(
h−1 +
F sinφ
Z
)2
+ c(φ)2
− 2ZF sinφ
H2
arsinh
(
h−1 + F sinφZ
c(φ)
)
+ f(φ),
(4.78)
where f(φ) is a yet to be determined function that is dependent on φ only. This
potential is attractive for all values of φ, from which it follows that the solution
must at least be bounded for finite ‘time’.
The important question that remains is whether the solution remains bounded
for all time. Our analytical work is in progress, based on Levi’s theory [Levi, 1991],
and will be reported elsewhere. Our numerical studies suggest that the answer is
positive. We present now the evidence.
4.5.2 Poincare´ sections.
Due to the periodic nature of the forcing term, we define a Poincare´ map, P : S → S,
where S = R>0×R is the set of initial conditions of the form (h(0), hφ(0)), and the
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Figure 4.7: Poincare´ sections produced for varying values of H. Here we have fixed
the values of Z = 1, J = 1 and F = 1 in both panes. Closed invariant curves can
clearly be identified in each figure.
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transverse section is given by φn = 2npi corresponding to H < 0, and φn = −2npi if
H > 0, taking n ∈ N0. Successive iterations of the map P are then defined through
the equation
Pn(h(0), hφ(0)) = (h(φn), hφ(φn)), n ∈ N0. (4.79)
Examples of some numerically generated Poincare´ sections are given in figure 4.7.
There is clearly no chaotic behaviour in the system, with the motion being quasi-
periodic in nature, restricted to clearly visible closed invariant curves. Each of these
curves is in fact a loop, suggesting that the motion remains bounded indefinitely.
Furthermore, since the map is continuous when restricted to each of these one-
dimensional loops, Brouwer’s fixed-point theorem guarantees the existence of at
least one fixed-point. It therefore follows that the system contains infinitely many
periodic orbits, with period 2pi in φ, one of which can clearly be identified on the
line hφ = 0 where these loops converge to a point.
4.6 Chapter Summary
We have presented an in-depth analysis of the triad equations driven by external
forcing, equations (4.3). We obtained a complete understanding of the dynamics
when the Hamiltonian is zero by using conservation laws to reduce equations (4.3)
to the one-dimensional motion of a particle in a time-independent potential. In this
case, the dynamics are integrable for all initial conditions, and bounded for almost
all initial conditions with a single exception provided by the special initial condition
discussed in Sec. 4.2.4. Along the way, we presented several new explicit solutions,
analytic formulae for the period and maximum energy of the motion and a novel
scheme for approximating the dynamics when an explicit solution seems beyond
reach. Our results for the case H 6= 0 are more qualitative and based on reducing the
problem to the one-dimensional motion of a particle in an attractive time-periodic
potential. Finite-time boundedness is thus established. Poincare´ sections of the
dynamics provide strong empirical evidence that the amplitudes remain bounded
at all times, by a constant that depends on the initial conditions only, in the case
H 6= 0. These amplitudes are typically quasi-periodic although periodic orbits also
exist.
It is perhaps useful to discuss why the case H = 0 is so special. Mathemat-
ically, the case H = 0 leads to integrability directly as we showed in Section 4.1.3.
Physically, there is a coincidence of two different effects that lead to integrability
separately. Firstly, there is a phase-locking effect that follows from the fact that the
Hamiltonian, being a nonlinear function of the phases and amplitudes, depends “lin-
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early” on the amplitude C3(t) of the unstable mode, in the sense that H = C3× ∂H∂C3 .
In this case it follows that the time derivative of the phase ϕ3(t) is proportional to
the value of the Hamiltonian. Therefore when the Hamiltonian is zero the phase
ϕ3 becomes a constant. Secondly, there is a “partial initial-condition memory loss”
effect consisting of the fact that the Hamiltonian is zero when the amplitude C3 is
equal to zero (this is more general than being “linear” in C3), and therefore in the
case H = 0 the amplitude of the unstable mode C3(t) is allowed to vanish (see, e.g.,
equation 4.6)). In such a situation, generically, any given non-zero initial condition
for C3 will eventually lead to C3(T ) = 0 in a finite time T, due to the dynamics
(in fact, this is true in our case H = 0, for almost all initial conditions, with the
only exception of the unbounded sub-case). This means that generically the choice
of initial condition for the amplitude C3(t) is irrelevant, being equivalent to a time-
shifted case of the initial condition C3 = 0. Therefore, the case H = 0 is degenerate
in the sense that it reduces by an extra unit the dimension of the space of initial
conditions, thus rendering the system closer to integrability.
Throughout the introduction we mentioned a multitude of physical systems,
from nonlinear optics to plasmas, where resonantly interacting waves prominently
feature. It is, however, unsurprising that the main consequences fall within the
context of geophysical fluid dynamics. For instance, there has been much discus-
sion, both theoretical and experimental, on the role topographical forcing plays for
the onset of the extratropical intraseasonal oscillation [Dehai, 1998; Marcus et al.,
1994]. Going back even earlier, the work in [McEwan et al., 1972] studied how the
steady-state solution consisting of more than one triad responds to one mode un-
dergoing continuous forcing. Deriving different interaction equations from the ones
presented here, the work in [Cree and Swaters, 1991] examined how topographical
forcing induces a detuning effect on the resonance conditions. Whereas closer to the
work presented in this paper, the use of additive forcing has been directly applied
to modelling the resonant interactions among equatorial waves in the presence of
a periodic heat source [Raupp and Dias, 2009]. In this last paper, similar inter-
action equations to our own are derived but only studied numerically. This seems
like a general feature across much of the literature in this area, which emphasises
the consequences of our own work in providing explicit results pertaining to the
integrability of models of this type.
Broadly speaking, our results illustrate two important points which are likely
to have relevance beyond the particular problem studied in this article. The first is
that, as illustrated by our boundedness results, the addition of forcing to a nonlin-
ear wave system does not necessarily provide a continual source of energy for the
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system. This should provide pause for thought for researchers interested in perform-
ing numerical simulations of wave turbulence (where a constant source of energy is
often desirable in order to compare with theory) since such simulations are often
performed by adding an external forcing term to a Hamiltonian wave equation. Our
results are particularly relevant in situations when a deterministic forcing protocol is
adopted. Having said that, many turbulence simulations adopt a stochastic forcing
protocol. A study of the triad equation with stochastic forcing, along the lines of the
work presented in [Milewski et al., 2002], while likely to be illuminating is beyond
the scope of the present work. The detailed understanding of the deterministic case
presented here would, however, be an essential first step. The second general lesson
to be drawn from this work is the importance of phases in understanding the dynam-
ics of resonantly interacting nonlinear waves. Since the dynamics of phases are often
more difficult to obtain theoretically, they are often somewhat under-emphasised.
Our results present some of the most striking examples yet of how varying an initial
phase can result in completely different behaviour.
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Chapter 5
The Kinematics of Nonlinear
Resonance Broadening
There are currently two paradigms of thinking when it comes to tackling systems of
nonlinear interacting dispersive waves. The first, and comparatively most recent of
the two, devotes its attention to understanding the integrability of small clusters of
modes, typically say consisting of three and four modes, deriving analytical solutions
for these reduced dimensionality systems. We categorise these regular, discretised
systems under the name of Discrete Wave Turbulence (DWT). The second considers
when we have large sets, possibly infinite in the continuum limit, of interacting
modes, exhibiting some sense of collective randomness that can be well described by
statistical theory. While the first of these regimes is applicable when some measure of
the overall nonlinearity, or energy, in the system is small, perhaps with a few modes
dominating statistically over the rest, the second falls under the remit of what is
called Statistical Wave Turbulence (SWT). Intuitively, we know that increasing the
dimensionality of the wave system must introduce some sense of randomness, as
we move between the DWT and SWT regimes. However, what is unexpected is
that we can observe systems that exhibit both statistical and discrete layers of wave
turbulence, mutually coexisting at the same time. This new type of turbulence has
been given the title of mesoscopic wave turbulence, and it is here that quasi-resonant
interactions are thought to be crucial.
We have therefore categorised two different generic types of wave turbulence,
and a third, which is simply an intermixing of the two. One question to ask is
whether it is possible to categorise when precisely a wave system inhabits each
of these three regimes. First, we consider SWT and its underlying assumptions.
Discovered by Hasselmann and Zakharov independently, [Hasselmann, 1962] and
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[Zakharov and Filonenko, 1967] respectively, SWT was thought to represent the
complete understanding of weakly nonlinear wave systems. In fact, for infinitely
sized systems, it is known to be asymptotically exact [Nazarenko, 2011; Newell and
Rumpf, 2011]. Central to this theory are the assumptions of weak nonlinearity,
randomness of phases and an infinite box limit. This statistical regime is thought to
be characterised by asking that the degree of resonance broadening, Ω, is far greater
than the spacing between individual modes
Ω (∂ω/∂k)2pi/L, (5.1)
where L is the box size in the case of periodic boundary conditions [Kartashova,
2009]. An inertial interval (k0, k1) is assumed, where energy is conserved, and dissi-
pation suppresses nonlinear dynamics for k  k1. The wave system is then thought
to be adequately described by kinetic equations and their corresponding stationary
solutions, known as Kolmogorov-Zakharov (KZ) energy spectra, defined across this
inertial interval [Zakharov et al., 1992]. When k  k0, the dynamics are thought to
be attributed to finite-size effects, captured by some low-dimensional, chaotic dy-
namical system that can be considered separately. For discrete systems however, it
is now established that independent clusters of exactly resonant modes can leave a
readily identifiable signature way within this inertial interval, with organised struc-
tures being recognised across the entire spectrum [Kartashova, 2006]. Here it was
suggested that increasing the amplitude of this system allows energy to spread to
other modes in a selective way governed by ‘channels’ of quasi-resonant interactions.
Due to the fact that these two layers of turbulence can occur simultaneously, the
author of this reference called this phenomenon ‘laminated turbulence’. Further
evidence of this coexistence of regimes was found in numerical simulations of capil-
lary waves [Pushkarev and Zakharov, 2000] and for surface gravity waves [Zakharov
et al., 2005], where the now more commonly used expression ‘mesoscopic turbulence’
was first coined.
Some attempts have been made to attempt to modify the standard moment
closure approach at the heart of SWT that may account for these discrepancies. For
instance, when we first encountered the idea of quasi-resonant interactions in section
2.1.4, it is argued that they could be used to resolve what is thought to be an issue of
consistency with the derivation of the kinetic equations at the heart of SWT [Lvov
et al., 2011]. The addition of quasi-resonant interactions into SWT as a concept is
not unique to this reference. It has been applied in the context of gravity waves,
and corroborates the idea that two evolutionary timescales must exist in our wave
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system: a fast one where quasi-resonant interactions dominate, and then slower
resonant interactions follow [Janssen, 2003]. The resulting kurtosis in the wave
action is thought to agree well with the occurrence of freak waves in the system.
Similar arguments have been proposed elsewhere to suggest that only recently there
is now a shift of view that stresses any complete description of dispersive wave
systems must take account the influence of quasi-resonant interactions [Bustamante
and Hayat, 2012; Connaughton et al., 2010].
On the other hand, we can suitably classify DWT according to two different
kinds of interaction. As we have seen, these correspond to exact resonances, where
Ω = 0, and quasi-resonances, where instead we consider
0 < Ω . (∂ω/∂k)2pi/L. (5.2)
The gaps in the KZ-spectra we discussed above, are then shown to correspond
to the discrete dynamics of exact and quasi-resonant clusters [Kartashova, 2009].
Classifying the two prominent types of turbulent regime does in fact present what
can only be described as a ‘gap’. Here, we can find a situation where the broadening
satisfies neither condition (5.2) or (5.1). The existence of this gap was first suggested
by [Nazarenko, 2007] in the context of MHD wave turbulence, and was promptly
categorised as mesoscopic wave turbulence. Here a very nice analogy was made
with self-organised-criticality, which ties in nicely with the percolation result of this
chapter we will explore later. When this system was exposed to a certain kind
of external forcing, it was found that both regular and kinetic regimes statistically
alternate with time [Nazarenko, 2006]. The transition between these two regimes can
be characterised in terms of avalanche-like behaviour when the resonance broadening
becomes of the same order as the spacing between modes.
We note that the existence of these generic three types of turbulence has been
corroborated elsewhere in the literature. The mesoscopic regime, for example, has
being identified experimentally for gravity wave turbulence in a laboratory flume
[Denissenko et al., 2007]. Various experiments have detected the persistent pattern
attributed to DWT in gravity water waves [Hammack and Henderson, 2003], [Ham-
mack et al., 2005], as well as being used to describe interseasonal oscillations in
the Earth’s atmosphere [Kartashova and Lvov, 2007]. However, in certain physical
situations, such as found in a tidal channel, only SWT is found to be observable
[Grant et al., 1962]. The idea of implementing some tuneable parameter to induce
a transition between the DWT and SWT regimes has also been suggested, apply-
ing an underlying current to capillary water waves whose vorticity dictate whether
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three-wave resonances exist or otherwise [Constantin and Kartashova, 2009]. An
excellent summary of current the current theory and methodology behind discrete
and mesoscopic wave turbulence can be found in [Kartashova et al., 2010].
The question that remains therefore, is what precisely are the roles played by
resonant and quasi-resonant interactions in the full description of mesoscopic wave
turbulence. It is only relatively recently, that a new approach has been proposed
with the very specific objective of validating through direct numerical simulation
many of the quantitative and qualitative theoretical results underlying SWT. A key
milestone here being the observation of Kolmogorov-type spectra corresponding to
not only the direct, but also inverse cascade [Annenkov and Shrira, 2006b]. The key
to this approach is that instead of expressing our wave field in terms of discrete,
regular grids of Fourier harmonics, it builds a solution using a large ensemble of
what are referred to as ‘wave packets’ [Annenkov and Shrira, 2001]. Much like the
approach of DWT, each of these packets consists of clusters of resonant interactions
supplemented by a neighbourhood of quasi-resonantly interacting modes. Each wave
packet is endowed with a randomly chosen initial phase, with individual modes
contained with each packet evolving according to the full underlying evolutionary
equation, otherwise known as the Zakharov equation. Aside from showing strong
numerical agreement with much of what underlies SWT, it further corroborates the
existence of multiple evolutionary timescales and has even brought into question
the significance of exactly resonant interactions in the evolution of the wave field
[Annenkov and Shrira, 2006a]. If proven to be rigorous, one could hope this approach
might form the foundation of any unified description of wave turbulence that covers
each of the three regimes mentioned above: it combines both an account of the full
dynamics governing clusters of resonantly and quasi-resonantly interacting modes,
in a way that corroborates much of the quantitative and qualitative predictions
behind SWT.
The idea of connecting criticality and quasi-resonance is not a new subject.
For capillary waves, it has been demonstrated that no exactly resonant clusters can
exist, and so a local low boundary for resonance broadening can be found [Kar-
tashova, 2007]. Even when the number of modes tends to infinity, this boundary
may in fact be strictly non-zero and so suggests that a critical level of broadening
is required that must be in excess of this boundary so quasi-resonant interactions
can occur. A different approach is to consider a specific mode, [Pushkarev, 1999],
or indeed a group of modes defined within some small initial region [Lvov et al.,
2006; Connaughton et al., 2001], and then partition the remaining modes of the
system into those that lie within some allowed resonance width of our chosen set
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of modes, and those that do not. In both cases, only if the resonance broadening
was above some critical value do we see additional quasi-resonant modes become
permissible. In terms of a kinematic view of the system, we see that some critical
level of broadening is required to allow the onset of an energy cascade. This falls
neatly in line with the concept of ‘frozen turbulence’ as observed by [Pushkarev,
1999] and [Tanaka and Yokoyama, 2004] in the context of capillary waves.
The aim of this chapter is to expand further upon this notion of critical-
ity, except now applied to the dispersion relationship associated with the Charney-
Hasagawa-Mima (CHM) equation. Rather than follow the same procedure in the
literature, producing what are known as ‘cascade trees’ described above, we look to
characterise the connectedness of the entire system of modes as dictated by some
prescribed level of resonance broadening. For this particular dispersion relationship,
we will show that the quasi-resonant conditions can be solved analytically and that
the solution can appear degenerate for critical values of detuning. This allows us
to deduce global bounds on when the system becomes saturated, which in essence,
describes when all modes form part of one ‘percolating’ cluster through the entire
system. In fact, we will show that the size of the largest cluster depends critically
on the level of resonance broadening, and at this critical point we observe a peak in
the total number of distinct clusters. Numerically, we will show that there exists a
region of large scale modes that prove resilient to joining this cluster, corresponding
to results in the literature based on wave-turbulence boundaries and the generation
of zonal flow and jets. Finally, we will show that this critical behaviour is not unique
to just the CHM dispersion relationship, and can be applied to other systems where
three interactions are thought to dominate, such as those described by power-law
dispersion relationships. The thought is then that it may be possible to marry the
three different regimes of turbulence with this concept of criticality. In particular,
broadening less than this critical point would suggest that DWT should apply, un-
til the onset of criticality where mesoscopic turbulence appears. At saturation, no
discreteness should be present and so the system is aptly described by SWT.
5.1 Solving the Detuned Resonance Conditions for the
CHM Dispersion Relationship
Throughout this chapter, we will only consider wave systems where three-wave in-
teractions are thought to dominate the underlying nonlinear dynamics. A perfect
example of this is found in the CHM equation, which admits a cubic Hamiltonian
and so only three-wave interactions are permissible. Generally speaking, however,
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dissipative nonlinear wave systems admit a Hamiltonian expanded as series of terms
involving interactions of an increasing number of waves. In certain systems it is
possible to show that some of these terms are identically zero, such as three-wave
interactions in gravity waves at large scales. However, in most physical systems,
three and four wave interactions remain prominent. By retaining only those inter-
actions which solve the quasi-resonance conditions below we generate a kinematic
interpretation of the system. One where we have distinguished between modes that
should dominate the evolution of the system by courtesy of having some small finite
resonance width. As you recall, this quasi-resonance condition is given by{
k3 = k1 + k2,
|ω(k3)− ω(k1)− ω(k2)| ≤ Ω.
(5.3)
where Ω ≥ 0 is real and corresponds to the degree of resonance broadening as de-
scribed above. As such the detuning corresponds to a perturbation in the frequency
space only. The anisotropic dispersion relationship for the CHM equation is given
by
ω(k) = − βkx
k2 + F
. (5.4)
Here we take the two real and positive non-dimensional parameters F and β to be
positive. Their meaning in the context of geophysical fluid dynamics has already
been outlined in the preliminary chapter.
The objective is that for fixed k3 ∈ R2, can we define explicitly the corre-
sponding set of k1, k2 ∈ R2 that solve these conditions. When Ω = 0, an explicit
form of the resonant manifold is known and already well-documented [Longuet-
Higgins et al., 1967]. The idea is then to generalise the method outlined in this
reference to account for both arbitrary F > 0 and for the introduction of resonance
broadening. Instead of a one-dimensional closed and bounded curve, what we will
find is that the shape of the two-dimensional region defined by equation (5.3), which
we will denote R, is sensitively dependent on the level of resonance broadening. For
instance, we will show both how the regionR remains well-behaved in some respects,
remaining bounded and representing what could be considered a ‘thickening’ of the
exactly resonant manifold. However, some levels of broadening may present a sin-
gularity where the solution set becomes unbounded, enclosing the formation of two,
three or possible even four disjoint, bounded but open regions, where the conditions
above do not hold.
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5.1.1 Explicit solution for the detuned manifold
The approach is to consider the one-dimensional solution curve corresponding to a
fixed instance of δ, where |δ| < Ω, that solves
ω(k3)− ω(k1)− ω(k2) = δ, (5.5)
still keeping the relationship k3 = k1 + k2. We define these solution curves as the
detuned manifold corresponding to a particular value of the resonance width, δ. This
parameter can also naturally be called the detuning. Solutions to full quasi-resonant
conditions can then be found by integrating over all |δ| < Ω, with the boundary to
R defined by setting δ = ±Ω. To begin, let us substitute the explicit form of the
dispersion relationship for the CHM equation into the equality given by equation
(5.5). We get
k1x(k
2
2 + F )(k
2
3 + F ) + k2x(k
2
1 + F )(k
2
3 + F )− k3x(k21 + F )(k22 + F )
=
δ
β
(k21 + F )(k
2
2 + F )(k
2
3 + F ).
(5.6)
Since k3 = k1 + k2, it follows that the vectors 0, k1, k2 and k3 must form a paral-
lelogram whose diagonals bisect at the point 12k3. We can therefore write both k1
and k2 in terms of an additional vector k0 defined along one of these diagonals such
that {
k1 =
1
2(k3 + k0),
k2 =
1
2(k3 − k0).
(5.7)
If we were to consider fixed values of k3, we would effectively reduce the problem
to a two-dimensional one, since the solution can be fully described in terms of
the wavenumber k0. We now substitute these new expressions for k1 and k2 into
equation (5.6), which removes one more degree of freedom, and deal with each side
separately. First, the right-hand-side is the simplest to calculate, which after some
routine algebra gives
RHS ≡ δ(k
2
3 + F )
16β
[
k43 +k
4
0 +2k
2
0k
2
3 +16F
2+8F (k20 +k
2
3)−4(k0xk3x+k0yk3y)2
]
. (5.8)
The left-hand-side is a little more involved, but after simplifying we find
LHS ≡ 1
16
k3x
[
3k43 − k40 + 2k20k23 + 4F (3k23 − k20) + 4(k0xk3x + k0yk3y)2
]
− 1
2
k0x(k
2
3 + F )(k0xk3x + k0yk3y).
(5.9)
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In both of these expressions, we have introduced the notation kj = (kjx, kjy) to
distinguish between each component. Re-writing the problem in terms of the polar
co-ordinates
kj = rj (cos θj , sin θj) , j = 0, 1, 2, 3, (5.10)
the left-hand-side becomes
LHS =
1
16
r3 cos θ3
[
3r43 − r40 + 4F (3r23 − 2r20)
]
+
1
8
r3r
2
0
[
2(r23 + F ) sin θ3 sin 2φ− (r23 + 2F ) cos θ3 cos 2φ
]
.
(5.11)
Here, we have defined the new angle φ = θ0 − θ3 and applied the identity
cos θ0 cosφ =
1
2
[cos(2φ+ θ3) + cos θ3] . (5.12)
For the remaining side we derive the expression
RHS ≡ δ(r
2
3 + F )
16β
[
r43 + r
4
0 + 16F
2 + 8F (r20 + r
2
3)− 2r20r23 cos 2φ
]
. (5.13)
Say that we now fix our choice for k3. Equating both sides would now give a
quadratic equation in r20 as a function of the new angle φ. Roots of this quadratic
equation, provided that they were both real and positive, would then define our
solution for this particular choice of k3 and δ. After some routine manipulation we
are left with
γr40 + 2r
2
0
[
γ(4F − r23 cos 2φ) + 2r3 cos(2φ+ θ3)
]
+
(
r23 + 4F
)2 [
γ − 4r3 cos θ3
r23 + 4F
]
= 0,
(5.14)
where for the sake of brevity we have introduced the new parameter
γ =
r3 cos θ3
r23 + F
+
δ
β
. (5.15)
The value of this parameter can be allowed to vary independently as a function of δ
alone and corresponds neatly to γ = (δ − ω(k3)) /β. Naively one might expect that
allowing some degree of resonance broadening would result in a ‘thickening’ of the
solution set R. However, as we will now show, changing this value of γ results in a
complex array of different behaviour.
Assuming γ 6= 0, we now have an explicit solution to equation (5.14) and
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therefore, the resonance conditions as well. We get
r0(φ)
2 =
−B(φ)±∆(φ) 12
γ
, (5.16)
written in terms of the two φ-dependent functions,
B(φ) = γ(4F − r23 cos 2φ) + 2r3 cos(2φ+ θ3), (5.17)
and the discriminant
∆(φ) = B(φ)2 + (r23 + 4F )
2
(
4r3 cos θ3
r23 + 4F
− γ
)
γ. (5.18)
At this stage it makes sense to writeB(φ) in terms of two new constants, independent
of φ, an amplitude D and angle α, which are defined by
D2 = r23γ
2 − 4r3γ cos θ3 + 4, (5.19)
and
tan 2α =
2 sin θ3
2 cos θ3 − r3γ , |α| ≤
pi
4 . (5.20)
Note that since here we take the definition of arctan(x) mapping to the interval[−pi2 , pi2 ], we need to ensure that the correct sign is present when substituting α to
solve D cos 2α = 2 cos θ3 − r3γ and D sin 2α = 2 sin θ3. To do so, we simply take
α→ α+ pi2 if 2 cos θ3 − r3γ ≤ 0. We now have that
B(φ) = 4Fγ + r3D cos(2φ+ 2α). (5.21)
This has two distinct advantages over the previous form for B: first, we can now
identify the angle α that determines the lines of symmetry for each of the boundaries
of the region R, and hence their orientation; and secondly, we can readily read off
both the maximum and minimum values attained by the discriminant ∆(φ). The
latter of these will be useful in obtaining bounds of the resonance broadening used
in characterising the general shape of R.
5.1.2 Degenerate cases and the exactly resonant manifold
The solution for r0(φ) poses some interesting questions. For instance, we have yet to
consider the case when γ = 0, neither have we considered what happens in the other
situation when the discriminant is zero, namely when we set γ = 4r3 cos θ3/(r
2
3+4F ).
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For peace of mind, it also makes sense to check that setting δ = 0 recovers the form
of the exact manifold found in the literature [Longuet-Higgins et al., 1967]. We treat
each of these questions case-by-case as follows.
i) First, let us see what happens in the exactly resonant case by taking δ = 0.
Assuming cos θ3 6= 0, the quadratic equation given by equation (5.14) then simpli-
fies considerably to become
r40 + 2r
2
0B¯(φ)− 3r23(r23 + 4F ) = 0, (5.22)
where we have defined
B¯(φ) = 4F + (r23 + 2F ) sec 2α cos(2φ+ 2α). (5.23)
The definition of α found in equation (5.20) still applies here, but reduces to
tan 2α =
2(r23 + F ) tan θ3
r23 + 2F
. (5.24)
In this instance, the now simplified quadratic equation always has positive real roots
for any value of φ, which are given by
r20 = −B¯(φ) +
√
B¯(φ)2 + 3r23(r
2
3 + 4F ). (5.25)
This corresponds exactly with the one-dimensional closed manifold given in the liter-
ature cited above. This solution proves useful as a reference point when plotting the
solutions to the various quasi-resonant conditions given throughout figures (5.1(a))
- (5.1(d)).
ii) We now examine what happens in the degenerate case when γ = 0. This corre-
sponds to δ = ω(k3) and we quickly see that the detuned manifold no longer remains
bounded. Here, equation (5.14) reduces to a linear one in r20 with solution
r20 =
cos θ3(r
2
3 + 4F )
cos(2φ+ θ3)
. (5.26)
Again, let us assume that cos θ3 6= 0. We now have that r20 is only positive provided
we choose φ such that
cos θ3
cos(2φ+ θ3)
> 0.
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We readily see that r0(φ) diverges precisely when 2φ+θ3 = (2n+1)
pi
2 , where n ∈ Z.
An example of this case is shown in figure (5.1(b)).
iii) Finally, let us consider what happens when we take γ = 4r3 cos θ3/(r
2
3 + 4F ). In
this case equation (5.14) gives both the trivial solution r0 = 0 and
r20 = −
2
γ
[
4Fγ + r3D cos(2φ+ 2α)
]
. (5.27)
For this to be positive we require that γB(φ) < 0, which could potentially restrict
our range of viable φ for a solution to exist depending on our choice of k3. One
particular instance of this case is shown in figure (5.1(c)), where the boundary of R
intersects itself within the exactly resonant manifold.
From these three cases, we can clearly see that the shape of the detuned
manifold depends dramatically on this choice of γ: in case (i) the manifold was
well-defined for all values of φ with the manifold forming a closed curve in this case,
whereas in case (ii), this manifold is only defined for a limited range of φ, becoming
no longer bounded. Case (iii) in fact touches upon the third type of behaviour,
where we find that the solution for r0 remains valid only for a limited range of φ,
which is dependent on our choice of k3. Under these conditions, a point of transition
emerges where the manifold self-intersects and two disjoint closed curves begin to
form.
5.1.3 Calculating bounds on detuning
From these three cases, a natural question to ask is whether we can define the be-
haviour of the detuned manifold completely for all values of γ. As an aside, we will
show that the manifold is only well-defined for a finite range of γ, which we can
calculate explicitly provided F > 0. In the case when F = 0, the detuned manifold
is found to exist for any value of δ. Tackling this question comes in the form of two
propositions.
Proposition 1 : Let us define the set Γ1 as all γ such that the following conditions
hold: 
0 < γ <
4r3 cos θ3
r23 + 4F
, if cos θ3 > 0;
4r3 cos θ3
r23 + 4F
< γ < 0, if cos θ3 < 0.
(5.28)
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(d) Ω = 5
Figure 5.1: Solutions to the resonance conditions with varying degrees of broadening
Ω = 0.5. The solution set R is shaded in grey, calculated by solving the boundary
curves for corresponding values of γ. Here we have fixed the wavenumber k3 = (1, 0)
along with parameters F = 0 and β = 1. For comparison, the exactly resonant
manifold is plotted in red with axes of symmetry described by the red dashed lines.
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Figure 5.2: Solution to the resonance conditions with broadening Ω = 0.5. The
detuned manifold within the exactly resonant manifold no longer exists for this
value of detuning, as guaranteed by Proposition 1. Here we have set k3 = (1, 1) and
β = F = 1.
Then the solution r0 to equation (5.16) is both real and uniquely defined for all
values of φ if and only if γ ∈ Γ1.
Proof : First let us show that if γ ∈ Γ1 then r0(φ) has only one real solution for all
values of φ. Using these conditions, the discriminant ∆(φ) is clearly positive and
trivially, ∆(φ) > B(φ)2 for all values of φ. This proves that r20 must be real-valued.
Uniqueness follows simply now, where the choice of sign present in equation (5.16)
must be taken to be positive when γ > 0, and the negative otherwise.
We now deal with the converse statement. Expanding ∆(φ) and grouping
terms of the same power in γ gives the alternate expression
∆(φ) = −4r23 cos2 φ(4F + r23 sin2 φ)γ2 + 4r23 cos2(2φ+ θ3)
+ 8r3 cosφ
[
4F cos θ0 + r
2
3 sinφ sin(2φ+ θ3)
]
γ.
(5.29)
Let us now suppose we take φ such that cosφ = 0, ∆(φ) simplifies giving the two
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solutions, r20 = −(r23 + 4F ) and
r20 =
r23 + 4F
γ2
(
4r3 cos θ3
r23 + 4F
− γ
)
γ. (5.30)
Clearly, only this second solution can be positive provided that γ ∈ Γ1. We have
therefore shown that only for γ ∈ Γ1 can the detuned manifold be uniquely defined
for all values of φ and thus guaranteed to form a single closed and bounded curve.
These conditions cannot be extended to include the two end-points in (5.28) as
detailed in the three examples given above and so this concludes the proof.
Let us now assume that γ 6∈ Γ¯1, which are all points not in the closure
of Γ1. In this case we now have that ∆(φ) ≤ B(φ)2 for all values of φ. There
are now ultimately two possibilities: either, γB(φ) > 0 in which there exists no
real solutions to equation (5.16); or, γB ≤ 0 whereby two real, possibly distinct,
solutions now exist. We therefore have two conditions set on φ that must be satisfied
simultaneously for the detuned manifold to exist, namely, that γB(φ) ≤ 0 and
∆(φ) ≥ 0. Let us deal with the first of these two conditions. If you recall from the
notation above, we have that
γB(φ) = 4Fγ2 + r3γD cos(2φ+ 2α). (5.31)
For there to at least exist one value of φ for which this is negative, we require
that r3D ≥ 4F |γ|. Since both sides of this inequality are positive, this is precisely
equivalent to asking that
γ2
(
r43 − 16F 2
)− 4r33γ cos θ3 + 4r23 ≥ 0. (5.32)
The discriminant for this quadratic can be easily calculated and comes to
−16r23
(
r43 sin
2 θ3 − 16F 2
)
, (5.33)
which is negative only when r23| sin θ3| ≥ 4F . If this were the case, then it is trivial
to see that r3D ≥ 4F |γ| for any values of γ. Otherwise, we need to define the two
bounds
γ∗1,± =
2r3
r43 − 16F 2
(
r23 cos θ3 ±
√
16F 2 − r43 sin2 θ3
)
. (5.34)
If r23| sin θ3| < 4F and r23 > 4F then we must stipulate that either γ ≤ γ∗1,− and
γ ≥ γ∗1,+. If, however, we have that r23| sin θ3| < 4F and r23 < 4F then we must take
γ∗1,− ≤ γ ≤ γ∗1,+. Finally, we consider when r23 = 4F . The inequality defined in
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(5.32) is now solved simply by taking γ such that
1− r3γ cos θ3 ≥ 0. (5.35)
Once these conditions for γ have been met, it now becomes trivial to find the values
of φ that satisfy the inequality γB(φ) ≤ 0. For instance, if γ > 0, then we take{
φ∗ ≤ φ+ α ≤ pi − φ∗,
pi + φ∗ ≤ φ+ α ≤ 2pi − φ∗,
(5.36)
whereas if γ < 0, then, {
−φ∗ ≤ φ+ α ≤ φ∗,
pi − φ∗ ≤ φ+ α ≤ pi + φ∗,
(5.37)
where we have defined
φ∗ =
1
2
arccos
(
−4Fγ
r3D
)
, φ∗ ∈ [0, pi2 ] . (5.38)
This leaves just the final inequality ∆(φ) ≥ 0. We now restrict φ to the
intervals defined by (5.36) and (5.37) so as to ensure that γB(φ) ≤ 0. Once limited
to these intervals, ∆(φ) attains a minimum value of
∆min = γ(r
2
3 + 4F )
2
(
4r3 cos θ3
r23 + 4F
− γ
)
. (5.39)
As you would expect, when γ 6∈ Γ¯1 we must also have ∆min < 0. In this case,
it therefore follows that the restrictions placed on γ to guarantee γB ≤ 0 are not
alone always sufficient to ensure that ∆(φ) ≥ 0. If instead we were to calculate the
maximum attained by ∆(φ) we would find that
∆max = (4F |γ| − r3D)2 + ∆min. (5.40)
A necessary condition for there to exist φ such that both γB(φ) ≤ 0 and ∆(φ) ≥ 0
would be then to ask that ∆max ≥ 0. Expanding ∆max fully, this is equivalent to
2FDr3|γ| ≤ −2F (r3γ − cos θ3)2 + r23 + 2F cos2 θ3. (5.41)
As functions of γ, the left-hand-side of this equation is always positive, obtaining
its minimum of zero when γ = 0. The right-hand-side, however, is a parabola which
becomes negative for sufficiently large |γ|. Additionally, we know that when γ = 0,
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this side of the inequality evaluates to r23, which is strictly positive. We therefore
know that there must be at least two values of γ for which both sides are equal. In
fact, squaring each side and grouping terms of similar power in γ gives the following
quadratic equation:
4F
(
r23 + 4F sin
2 θ3
)
γ2 − 8Fr3 cos θ3γ − r23 = 0, (5.42)
which has two real roots given by
γ∗2,± =
r3
r23 + 4F sin
2 θ3
(
cos θ3 ±
√
1 +
r23
4F
)
. (5.43)
Clearly, we have that γ∗2,− < 0 < γ∗2,+, with both roots being undefined for F = 0.
Here, the inequality found in (5.41) holds trivially with r23 ≥ 0. We have therefore
proven the following proposition:
Proposition 2 : Let us assume that F > 0 and that γ 6∈ Γ¯1. Additionally, let us
define the set Γ2 according to the following conditions:
Γ2 =

R, if r23| sin θ3| ≥ 4F ;
R \ (γ∗1,−, γ∗1,+) , if r23| sin θ3| < 4F, r23 > 4F ;[
γ∗1,+, γ∗1,−
]
, if r23| sin θ3| < 4F, r23 < 4F ;(−∞, r−13 sec θ3] , if r23 = 4F, cos θ3 > 0;[
r−13 sec θ3,∞
)
, if r23 = 4F, cos θ3 < 0.
(5.44)
The two end-points γ∗1,± are defined according to equation (5.34). Furthermore, let
us also define the interval Γ3 =
[
γ∗2,−, γ∗2,+
]
, where γ∗2,± is given by equation (5.43).
For γ ∈ (Γ2 ∩ Γ3) \ Γ¯1, there exist φ such that both the positive and negative-root
solutions found in equation (5.16) are real. In this case, the detuned manifold is
formed by two disjoint closed curves.
Note that this proposition can be readily extended to the case when F = 0, since
we have both ∆max ≥ 0 and γB ≤ 0 holding trivially for any value of γ. Therefore,
F = 0 offers a unique case where the detuned manifold is well-defined for any value
of δ. Furthermore, this proposition does not guarantee that for certain choices of
k3, that Γ2 ∩ Γ3 is not the empty set. However, it does suggest that when F > 0,
there exists only a finite range of accessible γ where the solution to the detuned
resonance conditions exist.
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To cement the ideas presented in these two propositions we will go through
two simple examples. First, let us consider when k3 = (1, 0), F = 0 and β = 1.
Since F = 0 we know that the detuned manifold is defined for all values of γ, or
equivalently, for all values of δ. This corresponds to the complete solution set R
not covering the entire plane, with gaps appearing however small, for any choice
of broadening, Ω. For small resonance broadening, we simply see a thickening of
the exactly resonant manifold as seen in figure (5.1(a)). The area bounded by this
region diverges as we approach the value Ω = 1, or equivalently as we approach
γ = 0, as seen in figure (5.1(b)). We easily calculate Γ1 = (0, 4), and observe that
when γ = 4, the detuned manifold contained within the exactly resonant manifold
now self-intersects at the point (12 , 0). At this point, corresponding to Ω = 3, the
region R now covers the entire plane except for two disjoint regions external to the
exactly resonant manifold,and the figure-of-eight structure within, as seen in figure
(5.1(c)). Finally, increasing the resonance broadening further, four small disjoint
regions form, which shrink but always persist for any value of Ω. This is shown in
figure (5.1(d)).
As a final example, let us consider what happens when we choose F > 0 and
θ3 6= 0. To that end, let us choose k3 = (1, 1) and F = β = 1. Here, we have that
sin θ3 = 1/
√
2, and so it follows that r23| sin θ3| < 4F and r23 < 4F . Furthermore,
since F is non-zero we can calculate the two sets Γ2 and Γ3 and thus (Γ2 ∩ Γ3) \ Γ¯1.
We find that
Γ2 ∩ Γ3 =
[
−
√
3−1
4 ,
√
7−1
3
]
, (5.45)
and so,
(Γ2 ∩ Γ3) \ Γ¯1 =
[
−
√
3−1
4 , 0
)
, (5.46)
since 4r3 cos θ3/(r
2
3 + 4F ) =
2
3 . Summarising, we therefore have that for 0 < γ <
2
3 ,
the detuned manifold forms a single closed curve, becoming unbounded as γ tends
to 0. When −
√
3−1
4 ≤ γ < 0, two disjoint closed curves form, disappearing to a
point as gamma nears the left end-point of this interval. This can be seen in figure
(5.2) for the illustrative value of Ω = 0.5, where the detuned manifold that should
appear contained within the exactly resonant manifold is no longer defined. Beyond
these two intervals, no solution for the detuned manifold exists, and so the region
R occupies the entire plane. It therefore follows that only a finite level of resonance
broadening is required for this particular choice of k3 to become quasi-resonant with
all wavenumbers in the system..
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5.1.4 Asymptotic analysis for near critical values of detuning
As we have just discovered, the existence of this divergent point in the detuned
manifold has some strong implications for how the modes within the wave system
interact. If indeed a kinematic consideration of the system is correct, it would sug-
gest that only a finite level of resonance broadening is required before the majority
of modes in our system begin to interact quasi-resonantly. We will now show in
fact, that it is entirely possible to compute analytically the area of our solution set
R bounded by the detuned manifold, which we know to be well-defined whenever
γ satisfies the conditions of Proposition 1. Asymptotically we can then show pre-
cisely how this region diverges as the value of detuning approaches the critical point
corresponding to γ = 0. This is especially insightful since for a particular choice
of k3, the number of modes thought to be interacting quasi-resonantly with k3 is
proportional to the size of this region.
Keeping in mind the factor of 12k0 appearing in equation (5.7), the area
encompassed by the detuned manifold is given by
A = −piF + 1
8|γ|
∫ pi
−pi
√
∆(φ) dφ. (5.47)
We now need to determine the behaviour of this integral as |γ| → 0. Let us write
this integral out explicitly, exploiting the periodicity of ∆(φ), to get
4
∫ pi/2
0
√
(4Fγ + r3D cos 2φ)
2 + c(γ)2 dφ, (5.48)
where we have defined
c(γ)2 = (r23 + 4F )
2
(
4r3 cos θ3
r23 + 4F
− γ
)
γ. (5.49)
If we now assume that the conditions of Proposition 1 hold, we can take c(γ) to
be both real and positive, with c(0) = 0. It follows that in the case γ = 0, this
integral can be evaluated directly as 8r3, which means that formally A is infinite at
this point. In fact, it is fairly trivial to show, by considering minima and maxima
of the integrand, that the following bounds must hold for all values of γ:
pic(γ)
4|γ| < A+ piF <
pi
4|γ|
√
(4F |γ|+ r3D)2 + c(γ)2. (5.50)
Asymptotically, this lower limit diverges like |γ|−1/2, whereas for the upper limit,
we have simply that |γ|−1 as |γ| → 0.
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In fact, we can evaluate the integral appearing in the expression for A explic-
itly, giving an answer written in terms of the complete forms of the three different
kinds of elliptic integrals. There are multiple approaches to reducing our elliptic
integral A into standard form, such as for instance, found in either [Byrd and Fried-
man, 1954] or [Abramowitz and Stegun, 1965]. However, the algebra, while not
necessarily sophisticated, can be complicated and so we leave the derivation to the
Appendix. Here, we simply state the result. First, let us define the two γ-dependent
constants
a =
4Fγ
r3D
, b =
c(γ)
r3D
, (5.51)
so that
A = −piF + r3D
2|γ|
∫ pi
2
0
√
(a+ cos 2φ)2 + b2 dφ. (5.52)
Let us denote this simplified integral by I. If we were then to make the transforma-
tion x = a+ cos 2φ, we would find that
I =
1
2
∫ a+1
a−1
x2 + b2√
(a+ 1− x)(x− a+ 1)(x2 + b2) dx. (5.53)
This is clearly recognisable as an elliptic integral. To evaluate this integral we need
to define the two real constants λ1 and λ2 such that
λ1,2 =
1
2
[
a2 + b2 − 1±
√
(a2 + b2 − 1)2 + 4b2
]
, (5.54)
which we label so as to respect λ1 < 0 < λ2. The result is then simply
I√
λ2 − λ1
= E(m) + (1− n) Π(n|m)−K(m), (5.55)
where we have introduced the two new parameters known as the modulus, m, and
characteristic, n, defined by
m =
λ1
λ1 − λ2 , n =
1 + λ1
λ1 − λ2 . (5.56)
We immediately verify that 0 ≤ m < 1 and n < 0 for all values of a, b ∈ R. The
three functions K(m), E(m) and Π(n|m) defined in terms of these new quantities
are known as the complete elliptic integrals of the first, second and third kind
respectively.
While this formula is explicit, there are certain numerical issues that prove
problematic when evaluating these transcendental functions numerically, especially
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the elliptic integral of the third kind where the additional parameter n presents its
own difficulties. However, under some reasonable assumptions we can simplify this
expression for I. For instance, if we assume that the conditions within Proposition
1 were to hold, then this would be sufficient to ensure that
|γ| < 4r3| cos θ3|
r23 + 4F
. (5.57)
Since typically we are interested in discrete wavenumbers, we have that γ must
be comparatively small. In the limit as |γ| → 0, the characteristic n is likewise
small. Using the fact that Π(0|m) = K(m), the solution given in equation (5.55)
can therefore be approximated by
I ≈
√
λ2 − λ1E(m). (5.58)
Notice that this limiting argument lacks any formal rigour since as |γ| → 0, m→ 1
and K(m) develops a singularity at this value. However, near this singularity, E(m)
has a convergent series [DLMF], which to first order reads
E(m) = 1 +
1
2
(1−m)
[
ln
(
1
1−m
)
− 1
2
− 2 ln 2
]
+O
(
(1−m)2) . (5.59)
Substituting this expression, we therefore have the following asymptotic approxima-
tion for A:
A ≈ −piF + r3D
√
λ2 − λ1
4|γ|
[
2 + (1−m) ln
(
1
1−m
)]
. (5.60)
The accuracy of this approximation is shown figure (5.3), accompanied by the exact
solution for A derived from taking the value of I found in equation (5.55). For
comparison, we have included the two bounds computed in equation (5.50), as well
as the numerically evaluated result for A calculated using quadratures. As you
would expect, the result obtained using quadratures and the analytical answer are
exactly the same within numerical tolerance. The asymptotic approximation com-
petes favourably well across all values of γ, where the domain is defined by the
conditions set in Proposition 1. The solution diverges almost identically with the
upperbound, which we know diverges like |γ|−1.
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Figure 5.3: Area contained within the detuned resonance manifold calculated as a
function of γ. Here we have taken k3 = (1, 1), F = 1 and β = 1. The domain of γ is
defined by the conditions set within Proposition 1. For comparison, the analytical
solution is compared with the numerically computed result obtained by quadratures.
As expected, these are almost exactly identical within numerical tolerance. Lower
and upper bounds obtained in equation (5.50) are also included. The asymptotic
solution given in equation (5.60) compares favourably across all values of γ.
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5.2 Critical Phenomena and the CHM Dispersion Re-
lationship
So far we have shown that locally, that is for each wavenumber, there is some critical
value of broadening where the detuned manifold no longer remains bounded. At this
point, the mode becomes quasi-resonant with a set of modes comparable in size to
the entire system. We have also shown that increasing the resonance broadening
and eventually there is some finite limit where the mode is allowed to interact with
all modes in the system, at least for F > 0. If we now spectrally truncate our wave
system, this divergent behaviour for each mode suggests that there is a lower bound
of broadening required for all modes to act quasi-resonantly with each other. It is
obvious that by increasing the broadening, Ω, will lead to both an increase in the
total number of quasi-resonant clusters, but that some of these clusters must also
merge together. In a loose analogy with percolation, we ask whether a dominant
large cluster emerges at some critical value of Ω. Accompanying this question, we ask
how the total number of clusters behaves around this critical value, and whether we
can determine how this critical point scales as a function of both the system size and
other physically relevant parameters such as F and β. If such a critical point does
exist and if the kinematic representation of the wave system is truly representative
of the actual dynamics, then DWT is only applicable below this critical value, and
that the transition may be more abrupt than initial suspected.
We will now review the motivation and details behind how we construct a
network of discrete quasi-resonantly interacting modes for a given level of broad-
ening, Ω. As you recall, we argued that most dispersive wave systems admitted
harmonic solutions of the form
ψ(x, y, t) = Ak(t) cos(kxx+ kyy − ω(k)t), (5.61)
where the amplitude Ak is real, and ω(k) is the dispersion relationship defined by
the wave system itself. These wave solutions depend on the domain and boundary
conditions of the system. For the CHM equation, we showed that it can be written
in the interaction form,
∂φk
∂t
=
1
2
∑
k1+k2=k
T (k, k1, k2)φk1φk2e
iδ(k,k1,k2)t, (5.62)
where δ(k, k1, k2) = ω(k)−ω(k1)−ω(k2) represents the finite resonance width. Each
of these new variables, φk, represent a particular type of plane wave solution called a
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Rossby wave. We argued that averaged over long stretches of time, triads of modes
that have small resonance width should dominate the dynamics. In reality, however,
we showed that near resonant interactions can be comparatively just as significant
on relatively short timescales, corresponding to what appears as a ‘broadened’ delta
function in the generalised kinetic equation describing the evolution of the wave
action.
We can now build a kinematic overview of the system by exhaustively list-
ing all triplets of wavenumbers that satisfy the quasi-resonant conditions given by
equation (5.3). We count these triplets as the smallest cluster available, but each
wavenumber could appear in more than one instance of our list, and so generates
even larger clusters. Once this is done, a reduced dynamical system can be derived
for network of quasi-resonant clusters from the full system given by equation (5.62).
This spectral truncation serves to capture the dynamics at least on a sufficiently
short time scale if the nonlinearity is weak. There are some practical considerations
to consider. Since we can only deal with finite system sizes numerically, we intro-
duce a cut-off wavenumber, M , for which we consider only wavenumbers such that
|kx|, |ky| ≤M . Additionally, we know that for real fields ψ, each wave must satisfy
φ−k = φ∗k, where (·)∗ denotes complex conjugation. We can therefore halve the
number of modes in our system, which also avoids the issue of introducing superflu-
ous connections between modes representing k and the conjugate −k. We need also
remove the degenerate wavenumbers where kx = 0. Here the dispersion relationship
is likewise zero, and these zonal modes can be shown to be exactly resonant with
an arbitrary number of modes: for instance, any triplet of the form
k1 = (m,n), k2 = (−m,n), k3 = (0, 2n), m, n ∈ Z,
is an exactly resonant solution. Finally, we eliminate any clusters where the inter-
action coefficient, T (k, k1, k2), is zero for obvious reasons. This leaves the following
set of modes forming the vertices of our quasi-resonant network:
V =
{
(kx, ky) ∈ Z2
∣∣ 1 ≤ kx ≤M, −M ≤ ky ≤M} , (5.63)
where without loss of generality we have taken Lx = Ly = 2pi. Our set of edges are
then clearly defined as above by the clustering induced through the quasi-resonant
conditions. In practice, this is done in the most basic computational way, simply
by brute force enumeration of each possible triad in our system, although computa-
tionally more elegant and efficient methods exist for certain dispersion relationships,
such as those based on q-class decomposition [Kartashova, 1998].
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There are two measures of interest when building this cluster network. First,
in an analogy with percolation theory, we are interested in the density of the largest
cluster, ρ, which is simply the number of modes in the largest cluster normalised by
the system size, |V | = M(2M+1). The second is the total number of clusters, which
we normalise by the maximum number of possible isolated clusters, or b|V |/3c. This
acts as an unsophisticated measure of the total complexity of the system.
5.2.1 Approximating the saturation value
In the previous section, for each wavenumber we proved the existence of a critical
value of resonance width corresponding to γ = 0, where the detuned manifold
diverges. We then showed asymptotically how the solution set R diverged as the
broadening increased to include this critical value of γ. We concluded that at this
point, a quasi-resonant cluster formed of size comparable to the size of V . Once
one mode has hit this critical value, it is clear that the system should be close to
saturation, which we call the point when ρ = 1. Since V is finite, we only need to
know the minimum critical value over all wavenumbers in the system to estimate
the actual saturation value, and so we get
Ωsat ≈ min
k∈V
|ω(k)|. (5.64)
The reasons this is not an exact value are encoded in Proposition 2. Even when the
broadening is in excess of this critical point for each mode, gaps in the k-space still
remain, forming the complement of R. Using Propososition 2 we can calculate the
minimum value of resonance broadening required for a particular mode to become
quasi-resonant with all other modes in V . Minimising this value over all modes in the
system would then yield an upperbound on Ωsat. However, equation (5.64) proves
easier to implement numerically and does well to represent to the true saturation
value for large system sizes. This can be seen in figure (5.4).
5.2.2 Critical resonance broadening
While we have shown that locally each mode exhibits some sense of critical behaviour
described above, can the same be said about the system as a whole. In fact we can,
by plotting the density ρ and total number of clusters for a given level of broadening.
The results can be seen in figures (5.4) and (5.5) respectively, for varying system sizes
but fixed F = β = 1. As you would expect, ρ is a strictly monotonic function of Ω.
Critical values of broadening can clearly be identified, which we call Ω∗. The position
of this critical point then decreases with system size as you would expect, since large
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Figure 5.4: The density of the largest quasi-resonant cluster, ρ, plotted as a function
of resonance broadening Ω and varying system sizes, M . Here we have fixed F =
β = 1. A critical value of broadening, Ω∗, emerges whose value decreases as a
function of system size. The approximate values of Ωsat as described by equation
(5.64) are shown as dashed vertical lines.
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Figure 5.5: The normalised total number of clusters, N , plotted as a function of Ω
and varying system sizes, M . Here, we have fixed F = β = 1. Global maxima of N
correspond to the same values of critical detuning found for ρ. The values of these
maxima appear invariant to system size subject to finite-size system effects for small
M .
system sizes permit the possibility of additional connections between clusters not
available for smaller cut-off sizes. However, the profile of ρ seems relatively invariant
to changes in M , except for a shift suggesting some simple scaling involved. For
comparison, if we now calculate how the total number of clusters vary over the same
range of Ω, we obtain figure (5.5). Here, we have that for sufficiently large M ,
the same critical values of Ω∗ correspond to global maxima in the total number of
clusters. The existence of this maxima suggests that initially, for small values of
Ω, only small isolated clusters begin to form. Upon reaching this critical value in
detuning, these clusters begin to merge and consume new quasi-resonant clusters
at far more substantial rate than the creation of new ones until one large cluster
begins to dominate. Although this cluster formation is deterministic, the ‘noise’
appears from the competition between the creation of new clusters and coalescence
of existing ones, resulting in a fluctuation of total numbers. However, the normalised
maximum number of clusters appears independent of M .
Numerically, calculating the maxima of the total number of clusters offers a
more direct way of obtaining Ω∗, especially for large system sizes where the critical
transition is more abrupt. For smaller system sizes, we need to account for some
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degree of uncertainty in Ω∗, which cannot be obtained from any standard statistical
techniques since the underlying behaviour is deterministic. Instead, we average the
position of all local maxima appearing above a certain threshold to narrow the range
where we are certain this critical point is located. Here we take this threshold as half
the global maxima, for example. Using this approach, we can therefore see how Ω∗
scales with system size, which we have plotted in figure (5.6). We see that the value
of F becomes redundant for large M . This is to be expected since for sufficiently
large k, the significance of F is diminished by the dominating effect of the k2 term
in the denominator of the dispersion relation. Each of the curves converge to the
straight line indicated by the scaling
Ω∗ ∼M−σ1 , (5.65)
with exponent σ1 = 3.00 (2.97, 3.03) to 3 s.f., where 95% confidence intervals are
given in parentheses, obtained by bias-corrected bootstrapping. However, this does
not suggest that in the continuum limit, where M tends to infinity, we should see the
creation of relatively large exactly resonant clusters. For instance, setting F = 1,
even with system sizes in excess of M = 200, the largest exactly resonant cluster
consists of just five modes.
Since we know that for sufficiently large system sizes Ω∗ scales invariant to
F , can we also say the same about the profiles for ρ and N . These are plotted in
figures (5.7) & (5.8) and show almost identical curves across several different orders
of F . Only for F = 104 do we see any discrepancy, appearing identical in shape but
only shifted. Near the critical value, ρ appears linear in log Ω, and so suggests the
following scaling
ρ ∼ log
(
Ω
Ω∗
)σ2
(5.66)
where the new scaling exponent, σ, is independent of M and F for sufficiently large
systems. This exponent should also be independent of β for reasons we outline
below. Setting M = 1000 and F = 1, we calculated σ2 = 1.25 (1.22, 1.30) to 3
s.f., where 95% confidence intervals are given in parentheses obtained using bias-
corrected bootstrapping.
Each of these scaling exponents should be in fact independent of β, which can
readily be identified from the resonance conditions given in equation (5.3). Since the
dispersion relationship is linear in β, it can be factorized to obtain new conditions
|ω¯(k3)− ω¯(k1)− ω¯(k2)| ≤ (Ω/β), (5.67)
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Figure 5.6: The critical values of broadening, Ω∗, plotted against system size and
for varying values of F . Here, we have fixed β = 1. Error bars haven been included,
which are calculated by considering the positions of local maxima in N above a
certain threshold. For large system sizes, Ω∗ converges to the same curve for all
values of F . We observe the scaling Ω∗ ∼ M−σ1 , where numerically we find that
σ1 = 3.00 (2.97, 3.03), with 95% confidence intervals are shown in brackets.
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Figure 5.7: The density of the largest cluster, ρ, plotted against Ω near the critical
point. Here we have fixed M = 1000, but allowed F to vary. The profiles appear
identical except for a slight discrepancy with F = 104.
129
10−11 10−10 10−9
0
0.02
0.04
0.06
0.08
0.1
0.12
0.14
Ω
N
or
m
al
iz
ed
 T
ot
al
 N
um
be
r o
f C
lu
st
er
s
 
 
F = 100
F = 101
F = 102
F = 103
F = 104
Figure 5.8: Total number of clusters, N , plotted against Ω near the critical point.
Here we have fixed M = 1000, but allowed F to vary.
where our rescaled dispersion relationship reads
ω¯(k) = − kx
k2 + F
. (5.68)
This means we derive a new effective resonance broadening Ω/β, which suggests
that β should only appear multiplicatively in the scaling for Ω∗. Namely, we should
find that
Ω∗ = cβM−σ1 , (5.69)
where M is sufficiently large and c is some constant independent of both β and F .
5.2.3 Resilience at large scales
So far we looked locally at each mode, assessing a particular mode’s proclivity to
form quasi-resonant interactions with the rest of the modes in the system. However,
in effect this is only half the picture; while we have characterised how the largest
cluster grows, we have neglected to ask which modes remain isolated, resilient to
forming part of any cluster, even triads. This is addressed in figure (5.9), where we
have coloured each mode according to the minimal amount of resonance broadening
required for this mode to join a cluster of any size. In essence, the modes resilient to
quasi-resonant clustering. Rather than appearing homogeneous and random, we see
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the appearance of definite structure: the formation of region at large-scales reluctant
to form any quasi-resonant connections, and a larger encompassing, circular region
containing modes with a strong propensity to cluster. Additionally, we see a narrow
large-scale region of exactly resonant modes, accumulating near the kx = 0 axis.
The existence of these resilient large scales modes is not a new idea, where
it has already been suggested that the inherent anisotropy of Rossby waves can
be attributed to the formation of zonal flows and jets [Vallis, 2006]. In this refer-
ence, a wave-turbulence boundary could be computed explicitly by comparing the
CHM dispersion relationship directly against the inverse of the eddy-turnover time.
Clearly, no explicit connection with quasi-resonance is made in this argument, but
this boundary appears identical in position and shape as the region found above. It
is then argued that inside this region Rossby waves dominate, but with a frequency
incommensurate with that of the surrounding turbulence. While energy will cas-
cade to large scales, it is argued that this mismatch of frequency prevents energy
crossing the boundary, and it gets directed towards to kx = 0 axis, where we see
a higher proportion of exactly resonant modes. Furthermore, this phenomena was
shown to compare favourably with direct numerical simulation, where this empty
energy region could be clearly identified. We therefore have that the kinematic
view of quasi-resonant interactions could both distinguish between the DWT, meso-
scopic and SWT regimes, and correlate with explicit examples of known turbulent
phenomena.
5.3 Critical Phenomena and the Power-Law Dispersion
Relationship
So far we have shown that criticality is a prominent feature both within the resonance
conditions for individual modes, and as part of the system as a whole. One obvious
concern that needs addressing is that this type of behaviour may be unique to
the dispersion relationship attributed to the CHM equation. After all, the CHM
equation exhibits an array of properties relatively unique among different types of
wave systems. For instance, there exists a well-known non-canonical Hamiltonian
description of the CHM equation across a range of domains and varying boundary
conditions. For details see either, [Weinstein, 1983], [Sueyoshi and Iwayama, 2007]
or [Swaters, 1999] for a description of Hamiltonian fluid dynamics as the precursor
to stability theory. Furthermore, the CHM equation carries some weak concept of
integrability, possessing a Lax Pair, and hence an infinite hierarchy of conservation
laws to match [Li, 2003]. We therefore need to apply the same techniques and
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Figure 5.9: The minimal value of broadening required for a particular mode to be-
come a member of any cluster of any size. We see the appearance of a definite
structure: large scales seem resilient to forming quasi-resonant connections, requir-
ing a comparatively greater level of broadening to do so, while exactly resonant
modes tend to dominate within some circular region. Finite-size effects also take
place in the corners of this region, where the corresponding detuned manifolds ex-
tend beyond the confines of the boundaries. Otherwise, we also see a significant
number of exactly resonant modes at large-scale and near the kx = 0 axis. These
modes are responsible for the creation of zonal flow.
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analyses as before but to the power law dispersion relationship, ω(k) = kα, to test
whether this concept of criticality is a general component of systems where three-
wave interactions dominate.
Unfortunately, for general α, no explicit solution to the quasi-resonant con-
ditions (5.3) exists. We do know however, that in certain cases no exactly resonant
three-wave interactions can occur. This was proven in [Kartashova, 1998] in the con-
text of capillary waves in rectangular domains with periodic boundary conditions.
However, even without solving the quasi-resonance conditions explicitly as before,
we can still mathematically classify the shape of the detuned manifold depending
on the value of α. We will see that the characteristic shape of this manifold can be
described in two distinct ways, as well as being explicitly solvable for when α = 1
and α = 2. The first of these marks an interesting transition point, defining whether
the problem is convex or otherwise. Interestingly, when α = 2 we see degenerate
behaviour only when we consider the collective behaviour across all the modes in
the system, where just one large percolating cluster exists for all values of resonance
broadening.
5.3.1 Calculating bounds on detuning
Our goal is to produce something akin to propositions one and two above, except
applied to the power-law dispersion relationship. This is possible even when we
know that generally, no explicit solution exists for this type of system. We proceed
at first in an almost identical fashion as before by fixing k3 and then asking which
wavenumbers k1, k2 satisfy the quasi-resonance condition
ω(k3)− ω(k1)− ω(k2) = δ,
where we have chosen some δ ∈ R such that |δ| < Ω. One-dimensional solution
sets to this problem form what we call the detuned manifold for a particular choice
of the resonance width, δ. This can also be naturally described as the detuning
parameter. The complete solution to the problem is then found by integrating over
all |δ| < Ω, forming the two-dimensional solution set that we call S to distinguish
between this and the previous example. Again, we write write k1 and k2 in terms
of a new variable k0, such that {
k1 =
1
2(k3 + k0),
k2 =
1
2(k3 − k0),
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and define a new γ, which is no longer dependent on β, by γ = ω(k3) − δ. For
δ = 0, we readily identify the trivial solution k0 =
1
2k3, which we disregard since
this means one of k1 or k2 must be zero. Explicitly, the new resonance condition
now reads
2αγ = (k3 + k0)
α + (k3 − k0)α . (5.70)
If we introduce the polar co-ordinates
kj = rj (cos θj , sin θj) , j = 0, 1, 2, 3,
and the new angle φ = θ0 − θ3, we can reformulate the problem in terms of finding
roots of some positive function:
2αγ = g(r0, φ), (5.71)
where we have defined
g(r0, φ) =
[
(r0 + r3 cosφ)
2 + r23 sin
2 φ
]α
2
+
[
(r0 − r3 cosφ)2 + r23 sin2 φ
]α
2
. (5.72)
This new function g(r0, φ) is pi-periodic in φ, corresponding to the fact that the
problem is invariant to a relabelling of k1 and k2. This means that the detuned
manifold has two axes of symmetry: one about the angle θ0 = θ3 and one when
θ0 = θ3 ± pi/2.
The equation given in (5.71) can only be solved explicitly in a few cases:
either when cosφ = 0 and α can take any value; α = 1, where the manifold becomes
degenerate in the limiting case of δ → 0; or the final degenerate case, α = 2 where
the manifold is well-defined for individual modes but collectively all modes form one
percolating cluster. In the first of these cases, we find that
r20 =
(
2α−1γ
) 2
α − r23, (5.73)
which is a valid solution provided that the right-hand side is positive. This require-
ment places additional constraints on the the range of detuning, dependent on r3
and α, for a solution r0(φ) defined by equation (5.71) to exist. As we will now show,
these bounds can be computed explicitly for any value of α and are in fact optimal.
First we consider g(r0, φ) as a function of φ only. Differentiating with respect
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to φ gives
∂g
∂φ
= αr0r3 sinφ
{[
(r0 − r3 cosφ)2 + r23 sin2 φ
]α−2
2
− [(r0 + r3 cosφ)2 + r23 sin2 φ]α−22 }. (5.74)
Clearly, this derivative is zero for sinφ = 0. From the factor in parentheses, the
second set of zeros are found by setting cosφ = 0. We therefore have that
g (r0, (2n+ 1)pi/2) = 2
[
r20 + r
2
3
]α
2 , (5.75)
g (r0, npi) = |r0 + r3|α + |r0 − r3|α, (5.76)
where n ∈ Z, correspond to the maxima and minima, respectively, of the function
g(r0, φ). A solution to the detuned resonance condition, equation (5.71), exists
therefore, if we can find some value of r0 for which
|r0 + r3|α + |r0 − r3|α ≤ 2αγ ≤ 2
[
r20 + r
2
3
]α
2 . (5.77)
This is always possible provided the minimum of equation (5.76), as a function of r0,
is less than 2αγ. Calculating this minimum explicitly, we find the following bounds
on δ: δ ≤ 0, if α ≤ 1;δ ≤ rα3 (1− 21−α) , if α > 1. (5.78)
5.3.2 Characterising the shape of the detuned manifold
There are essentially two distinguishing cases to consider, marked by whether or not
the function g(r0, φ) is convex. In addition to these, there are two specific examples
of when the detuned manifold can be computed analytically, namely when α = 1
and α = 2.
The case α > 1
We now focus on characterising the shape of the detuned manifold in the case
α > 1. The point α = 1 is critical since it defines the transition between g(r0, φ)
being convex or otherwise. First, by differentiating once with respect to r0 we find
that
∂g
∂r0
= α
{
(r0 − cosφ)
[
(r0 − cosφ)2 + r23 sin2 φ
]α−2
2
+ (r0 + cosφ)
[
(r0 + cosφ)
2 + r23 sin
2 φ
]α−2
2
}
.
(5.79)
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Figure 5.10: Solution to the quasi-resonance conditions for the power-law dispersion
relationship with k3 = (1, 1), α = 3/2 and broadening Ω = 0.1. For α > 1 the exactly
resonant manifold forms a continuous closed curve, with the trivial solution k1 = 0
and k2 = k3 indicated by the small red circles. S corresponds to a thickening of this
manifold.
This has one of what could possibly be multiple zeros at the point r0 = 0. If we
differentiate again, we get
∂2g
∂r20
= α
{[
(α− 1)(r0 − cosφ)2 + r23 sin2 φ
] [
(r0 − cosφ)2 + r23 sin2 φ
]α−2
2
+
[
(α− 1)(r0 + cosφ)2 + r23 sin2 φ
] [
(r0 + cosφ)
2 + r23 sin
2 φ
]α−4
2
}
,
(5.80)
which, by virtue of each term being positive, is also strictly positive for all values
of r0 provided that α ≥ 1. This is sufficient to show that g(r0, φ) is a convex
function of r0 with a unique minimum situated at the point r0 = 0. It follows that
if g(0, φ) > 2αγ then equation (5.71) has a unique solution r0(φ) for all values of
φ. This condition is precisely the same as detailed in equation (5.78). In this case,
we therefore have that the detuned manifold is described by a single closed curve.
An example of this behaviour is included in figure (5.10), taking k3 = (1, 1) and
α = 3/2. The upper bounds on detuning for this example is δ ≤ 23/4(1 − 2−1/2),
where the manifold contracts to the point (1/2, 1/2) as δ approaches this upper
limit. The corresponding solution set S therefore corresponds to a neat thickening
of the exactly resonant manifold and so can be thought of as non-degenerate.
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The case α < 1
Unfortunately, since g(r0, φ) is no longer a convex function in r0, which suggests
that r0(φ) may be multivalued for certain values of δ. In terms of computing the
detuned manifold numerically, it is actually simpler to consider the inverse function
φ(r0) in this case. This is because we can find bounds on r0 by solving numerically
the interval of values for which the inequality given in equation (5.77) must hold.
Since g(r0, φ) is a monotonic function in φ when restricted to the separate intervals
[npi/2, (n+1)pi/2], where n ∈ Z, there exists a unique solution φ(r0) for each separate
interval. It follows that since we need only consider φ ∈ [−pi, pi], there are four
branches of solution for φ(r0), dictated by the symmetry of the manifold discussed
earlier.
We can continue this analysis further by noting that there is a unique value
of delta for which the lower bound on r0 can be zero: namely, when the stationary
points of g(r0, φ) coincide at the point r0 = 0, and g(0, npi/2) = 2
αγ. This happens
precisely when
δ = rα3 (1− 21−α), (5.81)
which is less than zero since α < 1. At this point the four branches of the solution
φ(r0) intersect. If δ is less than this value, the detuned manifold is formed by one
continuous closed curve. However, taking δ greater gives two disjoint curves, each
enclosing either the point 0 or the point k3. It is easy to show that the only exactly
resonant solutions for when α < 1 are the trivial ones when we take either k1 or
k2 equal to zero. We therefore have that when we initially start to increase the
broadening, Ω, the set S first consists of two isolated regions around the points 0
and k3. Eventually these two regions intersect when Ω is increased to the value
given by equation (5.81). This behaviour is shown in figure (5.11), where we have
chosen k3 = (1, 1) and α = 0.5.
The case α < 1 is a contentious for the very reason that it admits only trivial
exact resonances between three-waves. For example, in the case of gravity waves, we
have that α = 12 when k is small. Since no exactly resonant three-wave interactions
exist, formally we should ignore them and consider four-wave interactions or greater.
The explicitly solvable case of α = 1
If α = 1 then the function g(r0, φ) is still a convex function of r0 with a unique
minimum situated at the point r0 = 0. It follows that for equation (5.71) to have any
solution we would need to stipulate that g(0, φ) ≤ 2γ, which is precisely equivalent
to asking that δ ≤ 0. In fact, in this case we can calculate this solution explicitly to
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Figure 5.11: The detuned manifold for k3 = (1, 1), α = 0.5 and broadening set
to Ω = 0.5. In this case, the solution set S corresponds to two disjoint regions
surrounding the points 0 and k3. However, when Ω = 2
1/4(1 − 21/2) these two
regions intersect at the point (1/2, 1/2). No exactly resonant manifold exists for
this value of α, except the trivial solution 0 and k3, indicated by the red crosses.
get
r0 = |r3 − δ|
[
(r3 − δ)2 − r23
(r3 − δ)2 − r23 cos2 φ
] 1
2
. (5.82)
Clearly, δ < 0 immediately implies that r0 is both real and positive for all values
of φ, and so the detuned manifold forms one continuous closed curve. The final
matter to consider is when δ = 0, corresponding to the exactly resonant case. We
have that r0 = 0 at all points, even when cosφ = 0. This means that the only
non-trivial exactly resonant solutions for α = 1 is the solution k1 = k2 =
1
2k3. The
full solution set S simply expands around these exactly resonant points, forming
one simply-connected region. This behaviour is shown in figure (5.12).
The degenerate case of α = 2
In this case the solution to equation (5.71) is readily solvable. We find that
r20 = r
2
3 − 2δ, (5.83)
which is independent of φ. The detuned manifolds are therefore simply circles of
radius 12
√
r23 − 2δ, centred at the point 12k3. While S behaves well under broadening
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Figure 5.12: The detuned manifold for k3 = (1, 1), α = 1 and broadening set to
Ω = 0.01. In this case, the solution set S encloses the solution to the exactly
resonant conditions formed by the trivial points 0 and k3 as well as the solution
k1 = k2 =
1
2k3, indicated by the red crosses.
for any particular choice of mode, the system collectively does not. Here we can
generate arbitrarily many exactly resonant solutions of the form
k3 = (m,n), k1 = (m, 0), k2 = (0, n), m, n ∈ R.
The modes of the form k1 and k2 above therefore serve as a connecting point for
any other mode that shares either k1 or k2’s nonzero value. It follows that large
clusters are immediately present in the system before we add any broadening, or
even consider non-trivial solutions that are not of this type.
5.3.3 Critical Phenomena
We have already seen that unlike the CHM case, the detuned manifold for the
power-law dispersion relationship exhibits no divergent behaviour, nor is it explicitly
solvable. While we were able to calculate explicit bounds for the detuning, δ, because
of this lack of degeneracy it becomes a non-trivial matter if we want to predict
anything about the criticality of the entire wave system, such as estimating the
saturation point for the resonance broadening, for example. Regardless, we will
now show that the same notion of criticality present in the CHM equation is readily
transferable to other systems characterised by different dispersion relationships.
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Figure 5.13: Density of the largest cluster plotted against the value of resonance
broadening Ω, where we have allowed the exponent α to vary but fixed the system
size M = 512. A critical point Ω∗ can be identified, marked by the onset of a sudden
growth in the density. This transition is more abrupt for α < 2.
The motivation and clustering algorithm described previously still applies
here, except we include modes where kx = 0. Because no interaction coefficient is
given, we only omit clusters that have the trivial solution k1 = (0, 0) and k2 = k3,
or vice-versa, as well removing complex-conjugate copies of each mode, assuming
the solution to our wave system is real. If our domain is rectangular, with sides
of length 2pi, and assuming that periodic boundary conditions apply, we therefore
have the same set of vertices V , but with the addition of
{k ∈ Z2 | kx = 0, 1 ≤ ky ≤M}.
Our edge set is still generated using brute force computation, by checking all triplets
of wave numbers in our set of vertices, along with their negative counterparts, against
the resonance conditions stipulated in equation (5.3).
Let us first consider how the density of the largest cluster depends on the
exponent α. For the reasons we have cited above in the preceding section, we ignore
the case α < 1 since it has already been established that four-wave interactions
dominate in this regime. As you can see from figure (5.13), some resemblance of
critical phenomena still exists for α < 2, with the transition appearing less abrupt α
greater than this value. Furthermore, even relatively small changes in α corresponds
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Figure 5.14: The normalised total number of clusters plotted against broadening Ω,
shown for different values of the exponent α but where we have fixed the system
size M = 512. The positions of the maxima correlate to the existence of a critical
point, Ω∗ within the system.
to changes in this critical point over a range of different orders. Still, this critical
point remains, and can be more readily identified from the normalised total number
of clusters as seen in figure (5.14). Each maxima is seen to correspond with the
position of these critical points. We still therefore see the same kind of process
underlying the formation of this large ‘percolating’ cluster; smaller quasi-resonant
clusters form, initially independent, until some critical level of broadening is required
for connections to form between them. However, the maximum total number of
clusters diminishes for larger α, suggesting that relatively fewer smaller clusters are
required before sufficient connections are made for the system to begin saturating.
For all values of α it appears that the critical transition is the most abrupt
when α = 32 . This particular example has received substantial analysis due to its
connection with capillary waves, and for its significance in terms of number theory.
For instance, efficient algorithms based on the q-class decomposition method have
been developed [Kartashova and Kartashov, 2007], and generalisations of the Thue-
Siegel-Roth theorem can be used to prove that a lower boundary on Ω must exist
before quasi-resonances begin to form [Kartashova, 2007]. The existence of this
boundary can be attributed to this abrupt transition, which we have highlighted in
figure (5.15) against varying system sizes. By inspection, we see the same kind of
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Figure 5.15: Density of the largest cluster plotted against resonance broadening Ω,
where α = 32 and the system size M is allowed to vary. Here the onset of the growth
in the largest cluster appears atypically abrupt when compared to other values of
α, suggested by the existence of a definite lower bound on Ω before quasi-resonant
interactions can occur.
scaling dependent on system size, Ω∗ ∼M−σ3 , as detected with the CHM equation
although additional computation would be required to make this concrete.
5.4 Chapter Summary
We began this chapter by arguing that resonance broadening played a critical role in
categorising the wave system according to three different types of turbulent regime -
the discrete, the kinetic and the mesoscopic. The idea was the to marry each of these
different regimes with a kinematic overview of the wave system generated by solving
the quasi-resonance conditions for the CHM dispersion relationship. We showed
that these conditions could be solved explicitly in this case, exhibiting a divergent
point where a given choice of mode can become quasi-resonant with a set of modes
comparable to the size of the system. This allowed us to predict the amount of
resonance broadening required for the system to be saturated, drawing a connection
between the localised behaviour at each mode and the collective behaviour across
the system. Numerically we showed a critical point of resonance broadening exists,
marked by the onset of growth in one large cluster and maxima in total number of
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independent clusters. Additionally, we demonstrated how this critical point scaled
with system size and proposed a scaling argument for the growth in the largest
cluster around this point. Finally, we argued that this critical phenomena is not
unique to wave systems governed by the CHM dispersion relationship. Indeed, even
though we proved the power-law dispersion relationship presents no localised sense
of criticality, the full system observes the same hallmarks of criticality as found in
the CHM case.
It must be stressed that while it is appealing to draw connections between
the onset of the quasi-resonant energy cascade and percolation theory, it would be
incorrect to do so for the very reason that no stochasticity is present in the kinematic
approach presented here. Furthermore, the behaviour around the critical point does
not scale with the typical ρ ∼ (Ω−Ω∗)σ present in most types of critical phenomena
within the realms of percolation theory. What we can suggest however, is that we
have readily identified a point where DWT seems applicable. Namely, this is when
we can identify that the resonance broadening is below this critical point. Above
this point, as large clusters begin to appear, it is not hard to imagine that this
defines the onset of mesoscopic turbulence, where broadening is small enough for
some clusters to remain independent, but with the introduction of dominant cluster
introducing some element randomness. When the system saturates, we therefore
have the SWT regime, where no element of discreteness can be detected.
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Chapter 6
Mutual Information and the
Detection of Resonant Clusters
Since the pioneering work of [Phillips, 1960], much of what followed was dedicated
either to developing a theoretical basis for resonant interactions in different physical
systems, or validating this theory experimentally. With the latter, much of this
work was based on idealised assumptions surrounding simplistic topography, for
example, and is usually limited in scale. For instance, [McGoldrick, 1970] managed
to completely track the resonant interactions of capillary-gravity waves from their
inception to extinction through viscous dissipation, but their experimental set up
was limited to a simple rectangular box whose dimensions measured no greater than
a few metres. This was later corroborated experimentally by [Banerjee and Korpel,
1982], but again on even a smaller scale than the first reference. Both of these
experiments managed to show that the generated waveforms were well represented
by linear theory, including the effects of viscosity. Similar successes were replicated
for stratified fluids in the context of long and short internal gravity waves [Koop
and Redekopp, 1981]. Still, this kind of experimental setting remains idealised. The
main question we will be asking in this chapter is whether there exist statistical
techniques that can isolate the signature of resonant clusters either in simulated
models of realistic scope and complexity, or directly from data generated from real-
world examples. This is very much the converse of what we have considered up until
this point, where we have motivated the study of resonance through a perturbation
style analysis of the underlying equations of motion for our wave system in question.
Apart from the small scale experimental investigations detailed above, this
concept of directly inferring the signature of interacting waves is relatively a new
one. Some of the simplest statistical techniques revolve around the idea of decon-
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structing the data in terms of its wavenumber-frequency spectrum [Wheeler and
Kiladis, 1999]. Essentially, after some standard pre-processing techniques to filter
out the effects of background fluctuations, we apply a Fourier transform to the data
first spatially with respect to the longitudinal direction and then afterwards, applied
with respect to time. This has been done to great effect, for instance, in identifying
the signatures of equatorially trapped Rossby and Kelvin waves in the Pacific ocean
from TOPEX/POSEIDON satellite altimetry data for Sea Surface Height (SSH)
[Wakata, 2007; Shinoda et al., 2009]. The signature of these waves then appear as a
spectral peak in the data, which neatly aligns to the expected dispersion relationship
of these waves predicted from some underlying wave theory. As in the case of the
last of these references, prominent peaks along these curves can then be attributed
to interactions between different waves, such as those between tropical instability
waves and Rossby waves.
Another prominent statistical technique centres around the idea of Principal
Component Analysis (PCA), and its extension to both spatially and time dependent
data known as Empirical Orthogonal Function (EOF) decomposition [Preisendorfer
and Mobley, 1988]. Put simply, the idea is that these orthogonal functions can
deconstruct the data into eigenvectors representing spatial patterns that maximise
variance, along with principal components describing how the amplitude of these
eigenfunctions evolve with time [Hogg et al., 2006]. As shown in this reference, this
technique can be used to great effect in determining the dominant modes underlying
often rich and complex dynamical flows. In this instance it was shown that in a
coupled ocean-atmosphere quasi-geostrophic model, one can detect one dominant
interdecadal mode in oceanic variability that would then control the timescales over
which principal modes in the atmosphere would evolve. These techniques have been
applied elsewhere to similar effect. For example, [White, 2000] proposes that the use
of Complex Empirical Orthogonal Function (CEOF) analysis can be used to infer
a simple analytical model for the coupling of Rossby waves in the Indian Ocean
based on geophysical data generated throughout years from 1970 to 1998. This
model then captures the reasons why Rossby waves propagate slower than expected
for free Rossby waves. Elsewhere, this has been applied to coupled climate models
to explain periodicity in variations of the Antarctic Intermediate Water [Santoso,
2004], and how CEOF can extract the signature of dominant resonant modes in the
variability of the climate over the tropical ocean [Yang et al., 2004].
While these PCA techniques are shown to work effectively in isolating dom-
inant modes within a system, the real question is whether we can infer correlations
between them. In an analogy to how we constructed a network of resonant or
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quasi-resonant clusters, we can compare this against an inferred network of inter-
acting modes measured directly from the correlations between them. In terms of the
CEOF analysis above, this has only been briefly touched upon by [Farneti, 2007].
Here the author identified a clear coupling between a baroclinic Rossby wave and a
barotropic atmospheric wave in the same kind of coupled ocean-atmopshere model
detailed above. This was achieved through the linear statistical technique known
as Canonical Correlation Analysis, but only after the data had been deconstructed
in terms of its CEOFs. The question is now can we generalise this approach to
cover a more generalised notion of network structure underpinning the evolution of
the system, and whether there are any inherent limitations in use linear statistical
techniques such as CCA. Moreover, if we could sensibly reformulate such a problem
in terms of the language of graph theory, we would gain access to a new way of
characterising our system, using techniques and theory all ready well established
across other disciplines.
While it is certainly true that the abstract concepts of graph theory has been
applied to all manner of disciplines, from the study of social networks [Newman
et al., 2002], to modelling disease transmission [Keeling and Eames, 2005], the idea
of a ‘climate network’ was first introduced by [Tsonis and Roebber, 2004]. Here it
was proposed that the climate can be be thought of as being represented by a grid
of interacting, but individual in their own right, set of dynamical systems. As an
example, the NCEP/NCAR reanalysis of the global 500-hPa dataset was considered,
which gives the height of this pressure value at regularly spaced points of longitude
an latitude across Earth’s surface sampled at monthly intervals throughout the
years from 1950 to 2004. Each point therefore represented a node in a climate
network, whose edges were defined simply by thresholding the pairwise correlation
coefficient between nodes. This concept was developed further in [Tsonis et al.,
2006] and [Tsonis et al., 2008], where it was shown that the global climate network
actually consisted of two coupled subnetworks, with the tropics and extra-tropics
being characteristically fully connected or scale-free in nature, respectively. This
was achieved simply by measuring the area-weighted connectivity of each node. It
was suggested that this scale-free structure provided a way of guaranteeing stability
by allowing any localised fluctuations to rapidly diffuse throughout the system. It
was also shown that the appearance of super-nodes, that is nodes of substantially
higher connectivity, corresponded to known patterns of circulation the atmosphere.
Elsewhere, we have seen this approach applied to comparing the relative stabilities of
El Nin˜o and La Nin˜a based on surface temperature data [Tsonis and Swanson, 2008],
and understanding to what extent El Nin˜o affects other climate regions [Gozolchiani
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et al., 2008].
To date, most of these references use the linear correlation coefficient to define
edges when constructing this climate network. As a statistical measure of correlation
itself, CCA is known to be uncompetitive compared to other method when dealing
with small sample sets [Bretherton et al., 1992]. In this case, we also see several
different PCA based techniques, such as those using EOF decomposition, exhibiting
bias. There are additional issues when dealing with these classically linear methods
as they only typically uncover details about spatially localised interactions [Donges
et al., 2009a]. Here, this issue was resolved by quantifying energy transmission
across the network by introducing a concept of ‘betweeness’, where a given vertex
is given a value according to how frequently it appears in all shortest paths across
the entire network. Furthermore, it introduces the idea of using mutual information
to determine statistical interdependence between nodes. When compared with a
linear measure, such as the Pearson correlation coefficient, the underlying climate
network was found to differ significantly on a global scale, indicative of the mutual
information being better suited in determining nonlinear interactions between nodes.
This is elaborated upon in greater detail by [Donges et al., 2009b].
What is surprising is that to date no connections between discrete wave
turbulence and the construction of these climate networks has ever been made.
This is peculiar since discrete wave turbulence offers a natural way to kinematically
describe a wave system in terms of networks of quasi-resonantly interacting waves,
rather than the above way of defining nodes in terms of fixed reference points in
space. The aim of this chapter is to therefore determine whether mutual information
can be sensibly used to infer the relative strength of interactions between waves,
and more importantly, whether we see a correspondence with the strength of these
interactions and the amount of broadening between modes. In doing so, it will
provide a way of connecting the kinematic overview of turbulent systems discovered
in the preceding chapter, with the actual dynamics of quasi-resonantly interacting
waves.
The outline of this chapter is as follows. First we need to define mutual
information, discuss its properties and how it can be calculated numerically from
the time series of two different variables. We will then apply this technique to mea-
sure correlations in wave amplitudes for the CHM equation, but where dissipation
has been added through a hyper-viscous term applied at small scales. For certain
parameter values we know this equation admits an exactly resonant triad, with each
mode in the triad being uncharacteristically large scale in nature. This allows us to
choose an initial condition where all the energy is isolated in this triad alone. By
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varying the amplitude of this triad, we will then show that we can effectively tune
the resonance broadening, or equivalently the strength of nonlinearity in interaction
between the triad and surrounding modes. We will show that mutual information
effectively captures this increased broadening, with a corresponding decrease in pair-
wise mutual information between modes in the triad, and in the total correlation of
triad itself. Furthermore, we will show that the triad continues to remain strongly
correlated for significantly long integration times, even when compared to the cor-
relation between surrounding quasi-resonant three-wave interactions. We will then
show that the mutual information is sensitive enough to detect subtle qualitative
changes in the dynamics of the principal resonant triad. We argue that these changes
correspond to precisely when the nonlinear broadening becomes sufficient enough
for additional quasi-resonant connections to form between the isolated triad and
surrounding modes.
6.1 Mutual Information
Much of the analysis contained within this chapter will be based around the concept
of the mutual information between two random variables, and its generalisation to
multivariate distributions known as the ‘total correlation’. Broadly speaking, the
mutual information tells us the redundancy in information between two variables;
that is, given the average amount of information we known about one variable, what
does this tell us about the state of the other. More formally, say that X1 and X2
are two discrete random variables then the mutual information I(X1;X2) is defined
as [MacKay, 2003]:
I(X1;X2) =
∑
x1∈X1
∑
x2X2
p(x1, x2) log
(
p(x1, x2)
p(x1)p(x2)
)
. (6.1)
Equivalently, this is known as the Kullback-Leibler divergence between the joint
distribution p(x1, x2) and the independent distribution p(x1)p(x2). Typically, the
logarithm is taken base 2, giving the mutual information in units of bits, although
this is often left ambiguous. Some of the key properties of the mutual information
are:
(i) symmetry, I(X1, X2) = I(X2, X1);
(ii) non-negativity, I(X1, X2) ≥ 0;
(iii) I(X1;X2) = 0 iff X1 and X2 are independent.
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This last property is significant as it suggests that the mutual information offers a
means to measure the statistical correlation between two random variables. To this
end, it has already been exploited for determining global dependence in financial
time series among different stock market indices [Dionisio et al., 2004], and as we
have already suggested, as a method for determining transport patterns in climate
data [Donges et al., 2009b].
There are two significant points of contention often encountered when us-
ing mutual information. The first is found when dealing with continuous random
variables, where it can be shown that 0 ≤ I(X1;X2) ≤ +∞ and so the mutual
information may be unbounded. This is because an equivalent definition for the
mutual information is often given in terms of the joint entropy of X1 and X2:
I(X1;X2) = H(X1) +H(X2)−H(X1, X2), (6.2)
where
H(X1, X2) = −
∑
x1∈X1
∑
x2∈X2
p(x1, x2) log p(x1, x2), (6.3)
with analogous definitions given for the two marginal entropies. It can be shown that
these individual entropies can diverge in the continuous case even though the mutual
information remains well-defined. Often we find that a suitable transformation is
used to rescale he mutual information so that it lies in the interval [0, 1], thus
bringing it in line with the standard linear correlation coefficient so that an absolute
measure of correlation can be provided [Dionisio et al., 2004]. The second is that
the mutual information is that it is not a true ‘metric’ in the sense that it fails to
satisfy the triangle inequality. Several entropy based invariants have been proposed
elsewhere that correct this problem [Granger et al., 2004]. As we will see, neither
of these issues pose a problem in this chapter, as we only a require to measure only
the relative correlation between sets of different discrete random variables, neither
is it necessary to use a strict metric.
One measure that generalises this concept of mutual information to account
for larger sets of random variables is called ‘total correlation’ [Watanabe, 1960]. Its
definition appears as a natural extension to the one above: given a set of N discrete
random variables {X1, . . . , XN}, the total correlation C(X1, . . . , XN ) is defined as
C(X1, . . . , XN ) =
∑
x1∈X1
· · ·
∑
xN∈XN
p(x1, . . . , xN ) log
(
p(x1, . . . , xN )
p(x1) · · · p(xN )
)
. (6.4)
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In a similar fashion as before, we can write this in terms of a combination of marginal
and joint entropies:
C(X1, . . . , XN ) =
[
N∑
i=1
H(Xi)
]
−H(X1, . . . , XN ). (6.5)
In effect, we therefore see the total correlation as the redundancy in information
between the total information assuming each variable is independent, the first term,
compared to the actual information contained within the complete set of variables.
If they were truly independent, then this total correlation would be zero. Similar to
the mutual information, this measure can be seen as the Kullback-Leibler divergence
between the joint and independent distributions, and as such is guaranteed to be
non-negative.
For discrete random variables, the total correlation is guaranteed to be
bounded and is maximised when one of the variables is redundant to all the oth-
ers. This concept of redundancy falls perfectly in line with the idea of clustering,
suggesting that we can group variables by removing extraneous degrees of freedom
in the system. One example we have already seen is where equations of motion
for the detuned triad can be reduced to a one-dimensional system. Elsewhere, this
idea of inferring structure has been used to develop algorithms for learning Bayesian
networks [Cheng et al., 2002], and as a method for highlighting structure to help
visualise data [Jakulin and Bratko, 2003].
6.1.1 Methods for estimating mutual information
The question is once we have sampled from our random variables, how do we esti-
mate the mutual information, or indeed, the total correlation between them. There
are several approaches often cited in the literature of varying levels of sophistication,
each having their own advantages and disadvantages [Moddemeijer, 1999]. The three
prominent approaches in the literature include: histogram-based estimators, with
either equidistant or equiprobable cells [Darbellay and Vajda, 1999]; the use of ker-
nel density estimators to calculate the underlying joint and marginal distributions
[Moon et al., 1995]; and finally, a k-nearest neighbours approach [Kraskov et al.,
2004]. While the last of these has been praised for its accuracy and favourable bias,
it relies on the assumption that each of the samples has been generated indepen-
dently. For samples drawn from a dynamical system, this assumption does not hold
if the trajectories are suitably regular. The second of these estimators suffers from
the problem that they rely on the correct choice of parameters to work successfully.
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Finally, the use of histogram-based estimators are computationally the simplest and
conceptually the easiest to understand. However, they suffer from issues of bias,
variance and robustness.
Certain approaches have been suggested to solve some of these issues, such as
those where the additional correlations between samples in a time series can be ben-
eficial in estimating mutual information provided they are treated correctly [Galka
et al., 2006]. However, often these more sophisticated approaches are computation-
ally more expensive. If we were to measure the pairwise mutual information, or even
the total correlation across all triplets of variables and this set is comparatively large,
then the amount of computation involved grows explosively with the size of this set.
This leaves the histogram-based estimator as the only viable approach, but where
the cells are equidistant rather than equiprobable in size. A similar argument was
adopted in [Donges et al., 2009b] for the construction of climate networks, where it
was stressed that it was not necessary to accurately determine the mutual informa-
tion, but rather correctly estimate the relative mutual information between different
clusters of nodes. The point is that this approach remains credible provided that
the error is systematic and equally applied across all measurements.
6.2 Measuring correlations from Direct Numerical Sim-
ulation of the CHM equation
As you recall, the theory of discrete wave turbulence suggests that for systems of
weakly nonlinear dispersive waves, energy transfer between modes should be chiefly
governed by resonant interactions. This motivates the idea behind studying clusters
of exactly resonant modes and their corresponding dynamical systems; the under-
standing is that these reduced dynamical systems are sufficient alone to capture the
underlying dynamics of the entire wave system. In the preceding chapter we then
saw how increasing the nonlinearity, which we argued was equivalent to increasing
the resonance broadening between modes, induced the onset of a percolating cluster
of quasi-resonantly interacting modes. At this point, the system is no longer suit-
ably describe by these reduced resonant clusters, and its behaviour becomes more
random in nature. We had therefore married the idea of this critical behaviour with
the onset of statistical wave turbulence. We ask now whether we can capture this
transition through Direct Numerical Simulation (DNS) of the CHM equation. Using
these nonlinear measures of correlation we have described above, can we measure this
breakdown in correlation between exactly resonant clusters as broadening becomes
sufficient enough for energy to be exchanged through quasi-resonant interactions.
151
6.2.1 Scale Invariance and Controlling Nonlinearity
Throughout the thesis we have used the CHM equation as our archetypal dispersive
wave system, courtesy of its quadratic nonlinearity and application to a variety of
physical systems. Including the effects of dissipation, this equation now reads
∂
∂t
(∆ψ − Fψ) + ∂(ψ,∆ψ) + β ∂
∂x
ψ = µ(−∆)nψ. (6.6)
As we have seen, ignoring this hyper-viscosity term on the right-hand-side and
assuming that we have doubly-periodic boundary conditions, we can express the
stream function ψ in terms of its Fourier series, whose coefficients ψk evolve accord-
ing to an infinite dimensional system. Writing this system in terms of its interaction
form, φk = ψk exp(iωkt), we find that
∂φk
∂t
=
1
2
∑
k1+k2=k
T (k, k1, k2)φk1φk2e
iδ(k,k1,k2)t, (6.7)
where δ(k, k1, k2) = ω(k)− ω(k1)− ω(k2) represents the finite resonance width. We
saw how each propagating plane wave φk is itself a solution to the CHM equation,
called either drift or Rossby wave depending on the context.
Let us now consider the scaling transformation
φ¯k(τ) = Aφk(t), (6.8)
where A is some arbitrary real constant and τ = A−1t represents our re-scaled time.
Using this new variable we derive the system
∂φ¯k
∂τ
=
1
2
∑
k1+k2=k
T (k, k1, k2)φ¯k1 φ¯k2e
iδ(k,k1,k2)Aτ . (6.9)
This is almost identical to the equation above except we have re-scaled all of the
resonance widths by a constant factor. It follows that clusters of exactly resonant
modes, that is for those where δ(k, k1, k2) = 0 for each triad of modes in the cluster,
the corresponding dynamical systems are invariant under this scaling transforma-
tion. In effect, the amplitude A allows us to regulate the degree of broadening in the
system and hence the nonlinearity: if A is small then the detuning between modes
is likewise small and so clusters should remain isolated. The consequence of this
is that initial conditions of inherently small nonlinearity dramatically lengthen the
timescale over which interactions can occur.
The idea is that we can use this value of A to parameterise our initial con-
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ditions when we integrate the full CHM equation given in equation (6.7). Setting
F = 1, we know that the CHM equation admits an exactly resonant triad with wave
numbers k1 = (1,−4), k2 = (1, 2) and k3 = k1 + k2 = (2,−2). We now localise
the majority of the initial within just these three modes, along with their complex
conjugates. We can then tune the amount of broadening in the system by vary-
ing A, controlling the transfer of energy through quasi-resonant interactions to the
surrounding modes. For sufficiently small A we should see this energy remaining
confined to just the isolated triad, with a small loss to surrounding modes through
finite nonlinearity. The fact that the energy cascade cannot initialise gives this
phenomena the name “frozen turbulence” [Pushkarev, 1999].
6.2.2 Parameterising the initial conditions
First though, we need to find a way of parameterising the initial conditions for the
isolated triad in a sensible way. Fortunately, we can do this using the results from
the chapter on the detuned triad. After appropriate re-scalings of each complex
variable φk and assuming that the nonlinearity is sufficiently small, the dynamical
system governing this isolated triad is given by
B˙1 = ZB
∗
2B3,
B˙2 = ZB
∗
1B3,
B˙3 = −ZB1B2,
(6.10)
where B3 represents the unstable mode corresponding to k3 since k
2
2 < k
2
3 < k
2
1. As
we have seen, the evolution of this system is completely determined once we have
specified the the value of the pseudo-energy E, plus the two additional parameters
γ1 and γ2 and a value for the initial condition of the dynamical phase ϕ(0). Given
a solution Bj(t), j = 1, 2, 3, the scale invariance property derived above means that
bj(τ) = ABj(t), j = 1, 2, 3,
forms an infinite family of solutions parameterised by A 6= 0. Each of these solu-
tions inherits the rescaled conservation laws J = A2J , E = A2E, as well as the
Hamiltonian
I2 = 4Z2E3(γ21 − γ22)(1− γ1) sin2 ϕ(0). (6.11)
We immediately see that γ1 and γ2 must remain independent of A, and likewise
for the ratio I2/E3 provided we fix the initial value ϕ(0). Fixing these three values
and an initial reference value for E completely defines the evolution of our re-scaled
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system once we have specified the amplitude A.
6.2.3 Methodology
We proceed by numerically integrating equation (6.7) with the addition of the hyper-
viscosity acting to dissipate small scales. Since for each of the wave-numbers in
the isolated triad we have that k2 < 20, we spectrally truncate this equation by
introducing the cut-off |kx|, |ky| < 32. Initial conditions were chosen by localising
the majority of the energy in the isolated triad setting γ1 = 0.4, γ2 = 0.2 and
ϕ(0) = pi2 with reference energy E = 10
−4. All other modes in the system were
set to have randomised phases, but with a fixed energy of 1.0 × 10−8, where this
value corresponds to the actual energy (k2 + F )|φk|2 and not the pseudo-energy
defined after re-scaling each variable. System (6.7) was then integrated to a total
time of 20T , where T is the characteristic period of the isolated triad as given
by equation (3.40). This was found to be sufficient to allow us to deduce any
statistically meaningful measures of total correlation and mutual information, but
before the point energy loss from the system becomes significant through the effects
of dissipation. The time over which we integrate is therefore not fixed, but depends
on the nonlinearity A. Due to the scaling properties mentioned above, small values
of A therefore result in substantially longer run times.
The mutual information and total correlation was then estimated using the
amplitudes |φk(t)| of each wave. To remove inducing any additional correlations
through using fixed initial conditions, the first 2T of any trajectory was discarded.
We used the naive histogram method to estimate each of the joint and marginal
distributions, using 100 identically sized cells between the minima and maxima
attained by each trajectory, itself consisting of 1000 regularly sampled points. Since
we know that the dynamics are sufficiently regular, we use linear interpolation to
calculate the crossing times between each cell. Thus, each distribution corresponds
to the total time throughout the course of the simulation that the trajectory remains
in each cell. We calculate the 95% confidence intervals by running several instances
of the same initial conditions, with random background fluctuations, and then using
bias-corrected bootstrapping to quantify the error. Due to the long run time for
small values of nonlinearity, we are restricted to taking 20 samples for 1 < A < 10,
but this is value is increased to 50 whenever A ≥ 10.
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Figure 6.1: Mutual information calculated between three modes in the isolated triad
as a function of the amplitude A. This isolated triad is formed by the three modes
k1 = (1,−4), k2 = (1, 2) and k3 = k1 + k2. Initial conditions are chosen by setting
ϕ(0) = pi2 , γ1 = 0.4 and γ2 = 0.2. We have set a reference energy of E = 10
−4.
6.2.4 Detecting the resonant signature
We know when the resonance broadening is small, the isolated triad should evolve
according to the spectrally truncated system given by equation (6.10), at least ini-
tially. If this is true, because the system is explicitly integrable, we have induced a
level of redundancy that should mean that the total correlation is maximised. As we
increase the broadening and this isolated cluster forms quasi-resonant connections
with other modes in the system, this triad loses coherence as its motion becomes
less regular. We therefore expect both the total correlation and mutual informa-
tion to decrease in this case. As we continue to increase the amount of broadening,
or equivalently A, and the motion becomes more random the question is whether
each mode effectively becomes independent, and similarly does the total correlation
vanish to zero. Particularly, we ask whether the signature of the resonant cluster
remains in this statistical case.
The mutual information between the three modes in the isolated triad is
plotted in figure (6.1) as a function of A. We see that the mutually information
rapidly decreases across all modes as we increase the nonlinearity, indicating that
the triad itself begins to lose cohesion as the modes begin to interact quasi-resonantly
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Figure 6.2: The total correlation of the isolated exactly resonant triad, and of
surrounding quasi-resonant triads, as a function of the amplitude A. This isolated
triad is formed by the three modes k1 = (1,−4), k2 = (1, 2) and k3 = k1 + k2.
The surrounding quasi-resonant triads are formed by combinations of two of these
modes, plus the modes k4 = k2 + k3, k5 = k1 + k3 and k6 = k1 − k2. We have
magnified a section of the plot where there is abrupt change in total correlation.
Initial conditions are chosen by setting ϕ(0) = pi2 , γ1 = 0.4 and γ2 = 0.2. We have
set a reference energy of E = 10−4.
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with the surrounding modes. They do not become completely independent however,
with the mutual information appearing to tend to a constant value. This suggests
that correlations between modes in the resonant triad still persist even when the
strength of the nonlinearity is strong.
We can compare how resilient this resonant signature is by comparing the to-
tal correlation with that of the surrounding quasi-resonant, three-wave interactions.
Since the majority of the energy is initially localised to the isolated triad, we know
that any significant three-wave resonant interaction must consist of at least two of
the modes from this exactly resonant cluster. One mode is not sufficient, otherwise
we see that the right-hand-side of equation (6.7) must vanish. At least initially, we
see that energy must transfer to the three modes k4 = k2 + k3, k5 = k1 + k3 and
k6 = k1 − k2. We now have six modes of interest in total, so rather than consid-
ering the fifteen possible pairwise interactions, we use the four different triads as
the basis of calculating the total correlation. This can be seen in figure (6.2(a)).
Here, we see that for A < 10, the resonant triad appears the most correlated, de-
caying almost linearly on the semi-log scale. For the same amplitude, we see the
surrounding quasi-resonant triads becoming maximally correlated and then dimin-
ishing to what appears to be a near constant value. Importantly, the quasi-resonant
triad formed by the three-modes k2, k3 and k4 now becomes the most dominant.
However, the exactly resonant triad still persists for large nonlinearity, rather than
becoming completely uncorrelated.
This behaviour confirms the idea that A effectively controls the resonance
broadening between the modes. Initially, the total correlation of the exactly resonant
triad evolves independently, with only minimal transfer to the surrounding modes.
As we increase the amount of broadening, the immediate surrounding modes begin
to become correlated with two of the modes which formed part of the resonant triad.
We see a peak value in this correlation, before broadening becomes significant enough
for additional modes to begin interfering with the underlying dynamics of the six
modes described above. Correlation begins to decrease at this point before settling
at constant value. What is significant is that we have found evidence to suggest that
quasi-resonant triads can appear more correlated than exactly resonant ones. Even
for relatively small nonlinearity, it may be unwise to assume that the magnitude of
detuning and correlation are synonymous, or even proportional.
6.2.5 Correlation Anomaly
When measuring the total correlation we see a momentary and abrupt change in
both the resonant triad, and surrounding quasi-resonant triads, when A ≈ 101.6.
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Figure 6.3: Sample trajectories of the amplitudes of three modes in the isolated,
exactly resonant triad as function of A. This isolated triad is formed by the three
modes k1 = (1,−4), k2 = (1, 2) and k3 = k1+k2. The trajectory of the nearby quasi-
resonant mode k4 = k2 +k3 is included to monitor energy transfer from the isolated
triad. For comparison, we have included the solution of the dynamical system (6.10)
given by dotted lines. Values of A correspond to the anomaly identified in figure
(6.2). Initial conditions are chosen by setting ϕ(0) = pi2 , γ1 = 0.4 and γ2 = 0.2, with
reference energy E = 10−4.
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We have highlighted this phenomena in figure (6.2(b)) where we have magnified the
corresponding section of the plot. This is not just an isolated point, but acts as a
continuous deformation in the parameter A. The question is whether this anomaly
corresponds to a qualitative change in the underlying dynamics. To investigate, we
have plotted some sample trajectories in figure (6.3), choosing three values of A
located at and around this anomaly. For comparison we have also shown that for
a value of A = 1, the dynamics of the isolated triad correspond to the solutions of
the system (6.10). While qualitatively the behaviour of the two modes k2 and k3
remain unaffected at this point, this is not the case for the two modes k1 and k4. We
see a transition where the characteristic timescale for these two modes dramatically
shortens. Oscillations become more rapid and the variability in the amplitudes of
these two modes decreases. This may suggest that these modes are beginning to
form additional quasi-resonant interactions with other modes in the system. For
instance, where the dynamics of these modes are now governed by the formation
of an even larger quasi-resonant cluster, which suppresses energy transfer to these
modes. We saw this briefly when discussing the detuned triad in the limit when
broadening becomes large.
6.3 Chapter Summary
This chapter provided a precursory look into how the use statistical measures, such
as total correlation and mutual information, can be used detect the signature of
resonant interactions from direct numerical simulation of the CHM equation. We
demonstrated that the nonlinearity of the system can be tuned simply by changing
the energy contained within a single isolated triad. Using mutual information to
measure pairwise correlations between modes within the triad, we showed that for
small nonlinearity these correlations were initially strong and then diminished in
strength as we increased the amplitude of the system. However, these correlations
persisted even in the presence of large nonlinearity. It is the more generalised no-
tion of total correlation, however, which can be extended to measure correlations
between sets of modes, that can effectively measure the breakdown of cohesion in
the isolated triad. This breakdown occurs through the onset of mode coupling
between the isolated triad and the surrounding quasi-resonant modes. We demon-
strated that broadening progressively activates these modes, until these surrounding
quasi-resonant modes also lose coherence as even larger clusters begin to form. We
remarked that some quasi-resonant clusters may even in fact appear more correlated
than those that are exactly resonant. This puts into question the belief that in some
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way the broadening of the cluster and its correlation are one and the same thing.
Finally, we demonstrated that total correlation is a subtle enough measure to detect
qualitative changes in the underlying dynamics of quasi-resonant clusters. This was
marked by an abrupt and anomalous change in this measure that affected not only
the exactly resonant triad, but the surrounding quasi-resonant clusters as well.
It is perhaps due to the precursory approach adopted in this chapter, that
some outstanding issues undoubtably remain. For some it might appear unsettling
that apparently no physical meaning can really be attached to mutual information
as it is used here. Indeed, the naive histogram approach we have applied here
acts only as a proxy for mutual information; the relatively regular dynamics of the
small interacting cluster we used as a toy example throughout this chapter are not
amenable to any of the more sophisticated implementations of mutual information
that require independence of sampling, for example. Say we were able to apply this
technique to a fully evolved, turbulent wave system, one where we knew SWT was
appropriate, it would still be difficult to relate the quantity of mutual information
to a physical property of the system. What is important, however, is that it offers
a nonlinear measure of the relative strength of interactions between modes. In this
regard, it may even be difficult to even relate it to other statistical measures of
correlation used throughout the literature, most of which are either linear or rely on
a PCA-type approach. Where it may be physically meaningful, however, is that both
the mutual information and total correlation between modes for sufficiently large
levels of nonlinear appear constant. If this is not an artefact of either the method
employed or limited timescale used, it could have interesting implications for the
statistical modelling of random interactions between modes in either mesoscopic or
fully statistical turbulent regimes. Specifically, it would seem to tell us that these
interactions must be modelled in such a way that the pairwise mutual information
between modes must agree with this constant value.
The significance of this work is that it marries together two concepts that
so far have remained disconnected: that of the ‘climate network’, in the context of
real-world data driven problems connected with turbulence; and with the theoretical
study of the kinematics of nonlinear resonance broadening as it appears in the the-
ory of wave turbulence. As such, it extends upon this first na¨ıve network approach,
which to date has only been used to detect localised transport, confirming already
known circulation patterns in the atmosphere. Here, we have developed a technique
that has the potential to measure actual correlation between clusters of resonant and
quasi-resonant modes in fully-realised turbulent systems. As we have seen through-
out this thesis, understanding the onset of resonance broadening and generation of
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quasi-resonant interactions is in turn crucial to understanding discrete and statisti-
cal wave turbulence. As such it provides a way of validating these principles in both
more realistic settings, from real data for example, and direct numerical simulation
of fully turbulent systems. This is the direction this work needs to take. So far, we
have only looked at a very idealised and small scale system, with localised energy
confined to one isolated, exactly resonant triad at large scales. Applying forcing
at these scales, truly randomising the initial conditions, and allowing the system
to reach quasi-stationarity will be a true test of whether total correlation, or even
mutual information, can infer any meaningful about underlying dynamical network
of interacting modes.
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Chapter 7
Conclusions
Throughout the course of this thesis, we have studied the dynamics, kinematics and
statistics of three-wave interactions in models of geophysical flows. In particular,
we considered models described by spatially extended, nonlinear dispersive wave
systems, such as those appearing across a variety of different physical applications,
covering multiple scientific disciplines. We demonstrated how resonance interac-
tions formed a crucial component of these systems, and how the phenomenon non-
linear resonance broadening is paramount to the characterisation of three different
branches of wave turbulence theory. These being formed by the discrete description
of isolated, independently evolving and exactly resonant clusters; the classical sta-
tistical description of wave turbulence, which is asymptotically exact in the infinite
box and weakly nonlinear limit; and the mesoscopic regime, which because of the
discreteness inherited from finite sized systems, actually consists of an amalgama-
tion of both these two extremes. The principal aim of this thesis therefore, was to
understand the process by which nonlinear broadening induces a transition between
these three different turbulent regimes.
We proceeded by considering a variant of the isolated, exactly resonant triad,
created through the addition of non-zero detuning to the system. Since the exactly
resonant version is completely integrable, with explicit solutions known for both
the amplitudes and phases, we asked how the presence of broadening would affect
this. Using a Lax pair representation for the detuned triad, we demonstrated how
this could be used in a precise and systematic way for calculating invariants for the
system. Explicit solutions could then be readily calculated and compared with the
exactly resonant case. For sufficiently large values of detuning, we demonstrated
that each of the phases need no longer be monotonic, with the dynamical phase
being no longer confined to one bounded interval as it was before. In this limit, we
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found a vanishing asymptotic limit for the period of motion, and concluded that
variations in the amplitudes must likewise diminish. We therefore showed that for
large detuning, energy exchange between modes becomes almost insignificant, with
any temporal correlation between them only happening on vanishingly small scales.
This corroborates the existing idea of discrete wave turbulence; that energy exchange
is at its most efficient between sets of modes having zero or only slight amounts of
detuning. What is perhaps surprising, however, is that we showed intermediate
levels of detuning can actually promote energy transfer between modes for certain
choices of initial conditions, even surpassing that of the exactly resonant case. At
this point, we showed that the period diverged through the creation of a homoclinic
orbit, and so argued that broadening can in fact be used to tune the period of the
system from vanishingly small to arbitrarily large.
We then focused our attention on another variant of the isolated triad, which
we called the forced triad, where we applied a constant, additive forcing term to the
unstable mode. In contrast with the detuned triad, while the system still retained
a canonical Hamiltonian structure, it was only shown to be explicitly integrable
corresponding to the case when Hamiltonian was zero. An explicit solution for this
system could be then only be derived for very restricted set of initial conditions.
We did however show that generally speaking, the motion appeared to be bounded,
even when the Hamiltonian was non-zero. We demonstrated this by introducing a
novel-one dimensional particle representation for the system, described by a particle
trapped in a time-dependent, attractive potential. When the Hamiltonian was zero,
this potential was found to be no longer time-dependent and so could be exploited
to provide analytic formulae for the periods and maximal energies, even providing
a novel scheme for approximating the dynamics of the system when no explicit
solution was available. For the case when the Hamiltonian was non-zero, it was
possible to prove finite-time boundedness for solutions. By analysing Poincaree´
sections of the dynamics, we managed to find instances when the motion could be
both periodic and quasi-periodic depending on the initial conditions. We argued
that the general boundedness of the system had important implications in terms
of the ad hoc introduction of external forcing used in the numerical simulation of
wave turbulence. Particularly, that certain types of forcing need not act to supply
a continual source of energy to the system. Furthermore, this system provides a
striking example of how changing initial conditions for the phases alone can lead to
qualitatively different behaviour for the system. This has important implications in
the study of resonant and quasi-resonant dynamics in general, suggesting that the
phases cannot be simply neglected as is often the case with studies of this type.
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The novel type of phenomenon observed with the detuned triad then nat-
urally promoted a more detailed investigation into the kinematics of nonlinear
resonance broadening. Using the archetypal example of the CHM equation used
throughout this thesis, we were able to characterise analytically how the set of
quasi-resonantly interacting modes, corresponding to just one triad, developed un-
der increased levels of broadening. We found that while it was certainly true that
for small values of broadening, we observe a subtle ‘thickening’ of the exactly res-
onant manifold, for larger values, this idea became very misleading. We saw that
this solution set in fact diverges for a finite, critical value of broadening. Through
a series of propositions, we showed that this divergent behaviour naturally leads to
the idea that only a finite range of broadening is actually required for a single mode
to become quasi-resonantly connected with all modes in the system, regardless of its
size. We showed that the set of modes generated by triads sharing quasi-resonant
modes does in fact have very natural network based interpretation. By numerically
investigating how broadening affects the connectivity of this network, we managed
to show the existence of a percolation-like transition, where a single dominant clus-
ter begins to emerge. This was true independent of the dispersion relationship used,
both the for CHM equation, which we know exhibits this critical behaviour in the
detuned manifold, and for a more general class of power-law dispersion relationships
where no such behaviour provably exists. We argue that this phenomenon is there-
fore typical for a host of different dispersive wave systems, even those that do not
admit any resonant clusters, as seen in the context of capillary waves. If this is the
case, it suggests that the percolation phenomenon uncovered here could be used to
characterise the three different types of fundamental regimes found in the theory of
wave turbulence.
Up to this point, we had only considered a kinematic overview into the
effect of nonlinear resonance broadening. The question we then asked was whether
the view developed here is actually representative of the true underlying dynamics
between interacting modes. By direct numerical simulation of the CHM equation, we
showed that the generation of quasi-resonantly excited modes can in fact be detected
using the statistical measures of total correlation and mutual information. We did
this by confining all the energy in the wave system to just one isolated triad, which
we could then tune to affect a corresponding change in the nonlinearity. We showed
that the breakdown in cohesion of the isolated triad could actually be detected
through loss of correlation, met with an increasing measure of correlation in the
surrounding sets of quasi-resonant modes. Even when the system begins to become
progressively nonlinear, the signature of these resonant and quasi-resonant clusters
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was shown to persist. However, we observed that quasi-resonant clusters may in
fact appear more correlated than those that were exactly resonant, thus dispelling
any idea that correlation between modes and their degree of broadening are not
necessarily equivalent. Finally, we argued that total correlation may in fact be a
subtle enough measure to detect qualitative changes in the dynamics of interacting
modes, which could correlate to the onset of even larger clusters being formed as
the broadening is increased.
While the work presented in this final chapter is only in its infancy, its po-
tential is already clear. First, as we have mentioned it provides a mechanism by
which we can actually quantitatively measure the effect of nonlinear broadening, as
it induces correlations between quasi-resonantly interacting modes. This factor is
critical for any further numerical study into role of nonlinear resonance broadening.
Secondly, it provides away to infer the signature of resonant and quasi-resonant in-
teractions in fully-realised turbulent systems. This is central to the now emerging
topic of mesoscopic wave turbulence; it provides a way of detecting whether regular
dynamics actually exist among the background fluctuations of the statistical regime,
and if so, between which modes. Without doubt, this is a computationally involved
task for systems of physically realistic scale. It involves at least a pairwise com-
putation of the mutual information between every mode in the system, and this is
before we even consider enumerating over all possible triads. At least however, when
combined with the kinematic description of turbulence considered in this thesis, it
might at least provide a way in to this complex, and difficult, emerging field.
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Appendix A
Explicit form for the area
enclosed by the detuned
manifold
We present here the reduction to standard form of the elliptic integral A found
in the chapter on quasi-resonances. If you recall, we defined the two γ-dependent
constants
a =
4Fγ
r3D
, b =
c(γ)
r3D
, (A.1)
so that
A = −piF + r3D
2|γ|
∫ pi
2
0
√
(a+ cos 2φ)2 + b2 dφ. (A.2)
We named this simplified integral I. If we now make the transformation x = a +
cos 2φ, we find that
I =
1
2
∫ a+1
a−1
x2 + b2√
(a+ 1− x)(x− a+ 1)(x2 + b2) dx. (A.3)
This is clearly recognisable as an elliptic integral. Let us define
y2 = (a+ 1− x)(x− a+ 1)(x2 + b2), (A.4)
which is positive for a− 1 ≤ x ≤ a+ 1. This can be factorized as the product of two
quadratic polynomials, y2 = Q1Q2, where
Q1 = x
2 + b2, (A.5)
Q2 = −x2 + 2ax+ 1− a2. (A.6)
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The next step is to find two real constants λ1 and λ2 such that Q1−λjQ2 is a perfect
square, which is done by choosing λj such that the discriminant of this quantity is
zero. We find that
λ1,2 =
1
2
[
a2 + b2 − 1±
√
(a2 + b2 − 1)2 + 4b2
]
, (A.7)
labelling each of these constants so as to respect λ1 < 0 < λ2. We therefore have
that
Q1 − λ1Q2 = (1 + λ1)
(
x− aλ1
1 + λ1
)2
, (A.8)
Q1 − λ2Q2 = (1 + λ2)
(
x− aλ2
1 + λ2
)2
. (A.9)
It is now a simple case of solving this system for Q1 and Q2 to find that
Q1 =
λ2(1 + λ1)
λ2 − λ1 (x− α)
2 − λ1(1 + λ2)
λ2 − λ1 (x− β)
2, (A.10)
Q2 =
1 + λ1
λ2 − λ1 (x− α)
2 − 1 + λ2
λ2 − λ1 (x− β)
2 (A.11)
where we have defined the two constants
α =
aλ1
1 + λ1
, β =
aλ2
1 + λ2
. (A.12)
It is fairly trivial to show that 1 + λ1 > 0 for all values of a, b ∈ R. Written more
concisely, we therefore have Q1 ≡ A1(x− α)2 +B1(x− β)2 and Q2 ≡ A2(x− α)2 −
B2(x− β)2, where each Aj and Bj is strictly positive.
Now that we have found this alternate form for y2, the next stage is to make
the substitution t = (x− β)/(x− α). This gives
dx
y
=
1
β − α
dt√
(A1 +B1t2)(A2 −B2t2)
, (A.13)
where t is lies within the two roots of Q2, specifically −
√
A2/B2 ≤ t ≤
√
A2/B2.
For brevity, let us define this new quartic in t appearing inside the radical by
s2 = (A1 +B1t
2)(A2 −B2t2). (A.14)
Lastly, we need to find the inverse of this substitution to evaluate I in terms of t.
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We calculate
x =
α− β
t− 1 + α, (A.15)
from which it follows that
2(β − α)I = (α2 + b2)
∫
dt
s(t)
+ 2α(α− β)
∫
dt
(t− 1)s(t) + (α− β)
2
∫
dt
(t− 1)2s(t) .
(A.16)
Here, each of the integrals are to be evaluated between the two roots of Q2 defined
above. The first two of these integrals are complete elliptic integrals of the first and
third kind respectively. However, the third can be reduced further using integration
by parts to a combination of all three kinds of elliptic integral. To do this, note that
after repeated decomposition using partial fractions, we have that
d
dt
[
(t− 1)−1s(t)] = 1
(t− 1)2s(t) +
B1 +B2
(t− 1)s(t) +B1B2
1− t2
s(t)
. (A.17)
If we now integrate with respect to t between the two limits −√A2/B2 and√A2/B2
we have that∫
dt
(t− 1)2s(t) = −(B1 +B2)
∫
dt
(t− 1)s(t) +B1B2
∫
t2 − 1
s(t)
dt. (A.18)
We can now evaluate each of these integrals in turn, using any of the standard
references mentioned above. We find that∫
dt
s(t)
=
2√
A1B2 +A2B1
K(m), (A.19)∫
dt
(t− 1)s(t) =
2B2
(A2 −B2)
√
A1B2 +A2B1
Π(n|m), (A.20)∫
t2dt
s(t)
=
2
√
A1B2 +A2B1
B1B2
E(m)− 2A1
B1
√
A1B2 +A2B1
K(m). (A.21)
Here, we have introduced two new parameters known as the modulus, m, and char-
acteristic, n, defined by
m =
λ1
λ1 − λ2 , n =
1 + λ1
λ1 − λ2 . (A.22)
We immediately verify that 0 ≤ m < 1 and n < 0 for all values of a, b ∈ R. The three
functions K(m), E(m) and Π(n|m) defined in terms of these parameters are known
as the complete elliptic integrals of the first, second and third kind respectively.
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Substituting these integrals we derive the result
(β − α)
√
A1B2 +A2B1I = (α− β)2(A1B2 +A2B1) E(m)
+
[
α2 + b2 −B2(α− β)2(A1 +B1)
]
K(m)
+
(α− β)B2
A2 −B2 [2α− (B1 +B2)(α− β)] Π(n|m).
(A.23)
Surprisingly, this expression simplifies dramatically when rewriting each coefficient
back in terms of λ1 and λ2. Using the two relationships λ1λ2 = −b2 and (1+λ1)(1+
λ2) = a
2, we get
I√
λ2 − λ1
= E(m) + (1− n) Π(n|m)−K(m). (A.24)
It appears that this is a new result, certainly not appearing either in the definitive
tabulated reference on elliptic integrals [Byrd and Friedman, 1954], nor is this result
given when using any of the standard automatic integrators such as Mathematica.
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