A hypercomplex manifold is a manifold equipped with a triple of complex structures I, J, K satisfying the quaternionic relations. We define a quaternionic analogue of plurisubharmonic functions on hypercomplex manifolds, and interpret these functions geometrically as potentials of HKT (hyperkähler with torsion) metrics, and prove a quaternionic analogue of A.D. Aleksandrov and Chern-Levine-Nirenberg theorems.
1 Introduction.
The goal of this article is to introduce a class of (continuous) quaternionic plurisubharmonic functions on hypercomplex manifolds. We prove a version of A.D. Aleksandrov and Chern-Levine-Nirenberg theorems for it. Then we present a geometric characterization of smooth quaternionic strictly plurisubharmonic functions as (local) potentials of so called HKT-metrics on hypercomplex manifolds (HKT is the abbreviation of HyperKähler with Torsion). This interpretation is analogous to the well known interpretation of smooth complex strictly plurisubharmonic functions on complex manifolds as (local) potentials of Kähler metrics.
The class of quaternionic plurisubharmonic functions on the flat space H n was introduced by one of the authors in [A1] and independently by G. Henkin [He] (unpublished) . This class was studied in [A1] , [A2] , [A3] . Applications to the theory of valuations on convex sets were obtained in [A3] . In this article we extend some of those definitions and results to hypercomplex manifolds.
Other results related to quaternionic pluripotential theory on hypercomplex manifolds were obtained by one of the authors [V1] (e.g. a quaternionic version of Sibony's lemma [Sib] on extensions of positive currents and a version of the Skoda-El Mir theorem).
Let us discuss the main results of this article in greater detail.
Definition.
A hypercomplex manifold is a smooth manifold X together with a triple (I, J, K) of complex structures satisfying the usual quaternionic relations: IJ = −JI = K.
Remark.
(1) We will suppose in this article (in the opposite to much of the literature on the subject) that the complex structures I, J, K act on the right on the tangent bundle T X of X. This action extends uniquely to the right action of the algebra H of quaternions on T X.
(2) It follows that the dimension of a hypercomplex manifold X is divisible by 4.
(3) Hypercomplex manifolds were introduced explicitly by Boyer [Bo] Let (X 4n , I, J, K) be a hypercomplex manifold. Let us denote by Λ p,q I (X) the vector bundle of (p, q)-forms on the complex manifold (X, I). By the abuse of notation we will also denote by the same symbol Λ We will denote the subspace of real C ∞ -smooth (2k, 0)-forms on (X, I) by Λ 2k,0 I,R (X). 1.6 Lemma. Let X be a hypercomplex manifold. Let f : X → R be a smooth function. Then ∂∂ J f ∈ Λ 2,0 I,R (X). This lemma is proved in Section 3 as Lemma 3.3.
1.7 Definition. Let ω ∈ Λ 2,0 I,R (X). Let us say that ω is non-negative (notation:
for any (real) vector field Y on the manifold X. Equivalently, ω is nonnegative if ω(Z,Z • J) ≥ 0 for any (1, 0)-vector field Z.
Definition. A continuous function
h : X → R is called quaternionic plurisubharmonic if ∂∂ J h is a non-negative (generalized) section of Λ 2,0 I,R (X).
1.9 Remark. The non-negativity in the generalized sense is discussed in detail in Section 5.
Let us denote by P ′ (X) the class of continuous quaternionic plurisubharmonic functions on X. Let us denote by P ′′ (X) the subclass of functions from P ′ (X) with the following additional property: a function h ∈ P ′ (X) belongs to P ′′ (X) if and only if any x ∈ X has a neighborhood U ∋ x and a
→ h (where the convergence is understood in sense of the uniform convergence on compact subsets of U). Thus P ′′ (X) ⊂ P ′ (X). We conjecture that P ′ (X) = P ′′ (X). This conjecture is true when X is an open subset of H n . The first main result of the article is the following theorem.
1.10 Theorem. Let X be a hypercomplex manifold of (real) dimension 4n.
is uniquely characterized by the following two properties:
(
This theorem is proved in Section 7 as Theorem 7.9.
1.11 Remark. Theorem 1.10 is a quaternionic analogue of a (real) result of A.D. Aleksandrov [Al] and a (complex) result of Chern-Levine-Nirenberg [CLL] . When the hypercomplex manifold X is an open subset of the flat space H n Theorem 1.10 was proved by one of the authors in [A3] , and in a special case of k = n in [A1] . Some applications of this theorem in the flat case to the theory of valuations on convex sets were obtained in [A3] .
In order to formulate the second main result we have to remind the definition of an HKT-metric on a hypercomplex manifold X. Let g be a Riemannian metric on X. The metric g is called quaternionic Hermitian (or hyperhermitian) if g is invariant with respect to the group SU(2) ⊂ H * of unitary quaternions.
Given a quaternionic Hermitian metric g on a hypercomplex manifold X, consider the differential form
for any L ∈ H with L 2 = −1 and any vector fields A, B on X. It is easy to see that Ω is a (2, 0)-form with respect to the complex structure I.
1.12 Definition. The metric g on X is called HKT-metric if ∂Ω = 0.
1.13 Remark. HKT-metric on hypercomplex manifolds first were introduced by Howe and Papadopoulos [HP] . Their original definition was different but equivalent to Definition 1.12 (see [GP] ). Let us denote by S H (X) the vector bundle over X such that its fiber over a point x ∈ X is equal to the space of hyperhermitian forms on the tangent space T x X (see Definition 2.2 in Section 2). Consider the map of vector bundles t : Λ 2,0 I,R (X) → S H (X) defined by t(η)(A, A) = η(A, A • J) for any vector field A on X. The t is an isomorphism of vector bundles (this was proved in [V2]; see also Lemma 2.10 below).
The second main result is the following observation which provides a geometric interpretation of the notion of quaternionic (strictly) plurisubharmonic function on a hypercomplex manifold.
1.14 Proposition. (1) Let f be an infinitely smooth strictly plurisubharmonic function on a hypercomplex manifold (X, I, J, K). Then t(∂∂ J f ) is an HKT-metric. (2) Conversely assume that g is an HKT-metric. Then any point x ∈ X has a neighborhood U and an infinitely smooth strictly plurisubharmonic function f on U such that g = t(∂∂ J f ) in U.
In fact this proposition is an easy reformulation of the main result of [BS] (see also [B] ).
The article is organized as follows. In Section 2 we discuss some auxiliary constructions from quaternionic linear algebra.
In Section 3 we discuss differential operators ∂ and ∂ J on differential forms on general hypercomplex maifolds and the so called Dirac operators on H n . In Section 4 we make a comparison between differential operators on the flat space H n and on general hypercomplex manifolds; the goal is to rewrite some expressions on H n in a language working in the more general setting of hypercomplex manifolds.
In Section 5 we introduce a general notion of a vector bundle with a cone in order to have a notion of positive (with respect to this cone) section of the vector bundle.
In Section 6 we remind the definition and some results on quaternionic plurisubharmonic functions on the flat space H n following [A1] , [A3] . Section 7 contains the main definitions of this article and the proof of the first main result Theorem 1.10.
Section 8 describes the relation between quaternionic plurisubharmonic functions and HKT-geometry. Namely we prove Proposition 1.14.
Acknowledgements. The first named author is grateful to G. Henkin and V. Shevchishin for useful discussions.
2 Some linear algebra.
In this section we describe some facts from linear algebra.
Definition.
(1) Let A = (a ij ) be an (n × n)-matrix with quaternionic entries. Then A is called hyperhermitian if a ij =ā ji whereq is the usual conjugation of a quaternion q.
(2) A hyperhermitian matrix A is called non-negative definite (resp. positive definite) if for any ξ ∈ H n \{0} one has ξ * Aξ ≥ 0 (resp. ξ * Aξ > 0).
Let V be a right vector space over quaternions.
A hyperhermitian semilinear form on V is a map a : V × V → H satisfying the following properties: (a) a is additive with respect to each argument; (b) a(x, y · q) = a(x, y) · q for any x, y ∈ V and any q ∈ H; (c) a(x, y) = a(y, x).
2.3 Remark. It is easy to see that any hyperhermitian form a on H n can be written in the form a(X, Y ) = n i,j=1x i a ij y j where (a ij ) is a uniquely determined hyperhermitian n × n-matrix.
The space of hyperhermitian forms on V we will denote by S H (V ). For a quaternionic n × n-matrix A ∈ M n (H) let us denote by R A the realization matrix of A which is a real 4n × 4n-matrix. (To construct it, consider A as a matrix of a quaternionic transformation H n → H n . Identify H n→ R 4n in the standard way. Then R A is the matrix of this transformation with respect to the standard basis of R 4n .) The following result is classical (see [As] for the references).
2.4 Theorem. There exists a polynomial P defined on the space of all hyperhermitian n × n-matrices such that for any hyperhermitian n × n-matrix A one has det( R A) = P 4 (A) and P (Id) = 1. P is defined uniquely by these two properties. Furthermore P is homogeneous of degree n and has integer coefficients.
Thus for any hyperhermitian matrix A the value P (A) is a real number, and it is called the Moore determinant of the matrix A. The explicit formula for the Moore determinant was given by Moore [M] (see also the survey [As] and [GRW] ). From now on the Moore determinant of a matrix A will be denoted by detA. This notation should not cause any confusion with the usual determinant of real or complex matrices due to part (i) of the next theorem.
Theorem. (i) The Moore determinant of any complex hermitian matrix considered as quaternionic hyperhermitian matrix is equal to its usual determinant.
(ii) For any hyperhermitian matrix A and any quaternionic matrix C det(
For the proof we refer to [A1] though this result was known earlier and is probably a folklore.
2.6 Example. (a) Let A = diag(λ 1 , . . . , λ n ) be a diagonal matrix with real λ i 's. Then A is hyperhermitian and the Moore determinant detA = i λ i .
(b) A general hyperhermitian 2 × 2 matrix A has the form
where a, b ∈ R, q ∈ H. Then detA = ab − qq(= ab −qq).
Let V be a right H-module of quaternionic dimension n. Let 0 ≤ k ≤ n be an integer. Let us denote by
where V I is the space V equipped with the complex structure I, V * I is its dual. Note that J :
Let us denote by Λ 2k,0 I,R (V ) the real subspace fixed by this involution.
Lemma. The natural representation of the group
GL n (H) in Λ 2k,0
I,R (V ) is absolutely irreducible (in particular it is irreducible). The complexification of this representation has highest weight
To prove Lemma 2.7 we will need the following elementary lemma which is in fact a special case of Hilbert 90 Theorem.
where W σ is the (real) subspace of σ-fixed vectors.
Proof of Lemma 2.7 assuming Lemma 2.8. By Lemma 2.8 we have
The complexification of the group GL n (H) is the group GL 2n (C). But the representation of the group GL 2n (C) in Λ Proof of Lemma 2.7. Set
Proof. First let us check that B is real valued. Indeed
Let us check that B is invariant under I, J, K:
Thus Lemma 2.9 defines a map
Lemma ([V2]). The map t defined in (2.1) is an isomorphism. The inverse map is given by
Proof. Let us consider the map
We will show that φ is the inverse of t. But first let us check that indeed for any g ∈ S H (V ) we have
We have
Let us show that φ(g) is real. We have
Opening by bilinearity and making cancellations the last expression becomes
Thus Lemma 2.10 is proved. Q.E.D. Now we are going to define convex cones of strongly and weakly positive elements in Λ 2k,0
The exposition is analogous to the complex case as in Harvey [Ha] (see also Lelong [L] ). First observe that Λ 
It is clear that strongly and weakly positive elements form convex cones. Let us denote by C k (V ) (resp. K k (V )) the cone of strongly (resp. weakly) positive elements.
Remark. (1) Clearly we have (Λ
The duality of cones is understood in the standard sense: for a convex cone K in a vector space W one defines the dual cone
We will see below in Propositions 2.13(2), 2.18 that C 2 (V ) = K 2 (V ) and this cone coincides with the cone {η ∈ Λ 2,0
Let us state some basic properties of the cones
This proposition was proved in [A3] in a somewhat different language. Now we will do this comparison of languages.
First let us describe the relevant linear algebraic constructions from [A3] , Section 2. Remind that we denote by S H (V ) the space of hyperhermitian forms on V . Recall dim H V = n.
Proposition. [[A3], Section 2] Let
is irreducible and has highest weight ( 0, . . . , 0
be the canonical projection.
Define
Let us describe the algebra structure on Ω • (V ) following [A3] . Consider the composition µ of maps
It was shown in Proposition 2.1.11 of [A3] that µ factorizes (uniquely) via p k ⊗ p l , namely there exists a unique map
which makes the following diagram commutative:
This map m defines the product on Ω • (V ).
Proposition ([A3], Theorem 2.1.13). The correspondence
is a contravariant functor from the category of finite dimensional H-modules to the category of finite dimensional commutative associative graded algebras. For a fixed V the graded algebra Ω • (V ) satisfies the Poincaré duality.
Recall that we have the isomorphism t : Λ 2,0 I,R→ S H (V ). Clearly t commutes with the natural action of GL n (H). Fix an integer 0 ≤ k ≤ n. We have the canonical map
Lemma. There exists a unique map
the map τ k is an isomorphism and commutes with the action of GL n (H).
Proof. This lemma follows immediately from the following fact: 2.17 Proposition.
is an isomorphism of graded algebras where the algebra structure on
I,R (V ) is the usual wedge product. 
Proposition. The cone
Proof. Consider the cone t(C 2 (V )) ⊂ S H (V ). This is the cone of strongly positive elements in S H (V ) considered in [A3] . In the proof of Proposition 2.2.4 of [A3] it was shown that this cone coincides with the cone of nonnegative definite hyperhermitian matrices. But t(η)(A, A) = η(A, A • J). Proposition 2.18 is proved. Q.E.D.
3 Differential operators on hypercomplex manifolds.
Let (X 4n , I, J, K) be a hypercomplex manifold. Remind that we denote by Λ p,q I the vector bundle of (p, q)-forms on the complex manifold (X, I). By the abuse of notation we will denote by this symbol also the space of C ∞ -sections of this bundle. Let
be the usual ∂-differential of differential forms on the complex manifold (X, I). Set
Claim ([V2]; see also Claim 1.2). (1)J
: Λ p,q I (X) → Λ q,p I (X). (2) ∂ J : Λ p,q I (X) → Λ p+1,q I (X). (3) ∂∂ J = −∂ J ∂.
Definition ([V2]). Let
where the last equality is by Claim 3.1(3). Q.E.D. Notation: (1) We will denote the subspace of real C ∞ -smooth (2k, 0)-forms on (X, I) by Λ 2k,0 I,R (X). (2) We will denote by S H (X) the vector bundle over X with fiber over a point x ∈ X equal to the space of hyperhermitian quadratic forms on the tangent space T x X.
On the flat space H n one can introduce so called Dirac operators. Let us describe them. We will write a quaternion q in the usual form
where t, x, y, z are real numbers, and i, j, k satisfy the usual relations Let us also define the operator
It is easy to see that on
It is easy to see that if f : H n → R is a C 2 -smooth function then the matrix ∂ 2 f ∂q i ∂q j is hyperhermitian (see [A1] ).
Comparison with the flat case.
Consider H n as a right H-vector space equipped with the standard coordinate system.
Proposition. Let f : H
n → R be a real valued smooth function. Then
It is enough to prove the formula (4.1) pointwise. Since all the expressions involved are equivariant under translations it is enough to prove (4.1) at 0. It is enough to show that the hyperhermitian quadratic forms (t(∂∂ J f ))| 0 and ∂ 2 f ∂q i ∂q j (0) coincide on each quaternionic line . Since all the operators in (4.1) are equivariant under the group GL n (H) it is enough to assume that this quaternionic line is equal to {(q, 0, . . . , 0)| q ∈ H}. Thus we may assume that n = 1. Then we have
Let us compute the left hand side in (4.1). Let us identify H 1 ≃ C 2 as follows: for q = t + xI + yJ + zK = (t + xI) + J(y − zI) define
Thus q = z 1 + Jz 2 . We have
4.2 Claim.
Proof is a straightforward computation. Q.E.D. Next we have
Hence in order to finish the proof of Proposition 4.1 it remains to prove the following claim.
Proof is a straightforward computation. Q.E.D.
Let us denote by R the trivial real line bundle over H n . Let us consider the isomorphism of line bundles
Let us denote by
the natural map of vector bundles given by
Let us denote by det(X 1 , . . . , X n ) the mixed determinant of hyperhermitian matrices X 1 , . . . , X n ∈ S H (H n ). By definition, it is a polarization of the Moore determinant. More precisely, the mixed determinant is a map Sym n (S H (H n )) → R which is uniquely characterized by the following property: for any hyperhermitian matrix Y ∈ S H (H n ), det(Y, . . . , Y ) is equal to the Moore determinant det Y .
Proposition. The following diagram is commutative
Proof. It is enough to check the commutativity of this diagram fiberwise. On each fiber we have the natural action of the group SL n (H) and all the maps commute with the action of this group (note that the action of this group on the spaces of the bottom line is trivial). By Lemma 2.1.4 of [A3] and Proposition 2 of [Ho] (which is cited in Proposition 2.1.7 of [A3] ) the complexified representation of GL n (H) (and hence of SL n (H)) in fibers of Sym n (S H ) is multiplicity free. Since the map t commutes with the action of GL n (H), the complexified representation of SL n (H) in fibers of Λ 2,0 I,R is also multiplicity free. Thus the maps κ, det are characterized uniquely up to a constant by the property that they commute with the action of SL n (H). Hence the diagram (4.4) must be commutative up to a constant. To check the constant let us take (dz 1 ∧ dz 2 ) ⊗ · · · ⊗ (dz 2n−1 ∧ dz 2n ). We have On the other hand
Proposition 4.5 is proved. Q.E.D. From Propositions 4.1 and 4.5 we immediately get the following corollary.
4.6 Corollary.
5 Vector bundles with a cone.
5.1 Definition. Let E → X be a finite dimensional real vector bundle over a manifold X. We say that E has a cone if at each fiber E x , x ∈ X, we are given a convex cone C x ⊂ E x with the following property: any point x ∈ X has a neighborhood U, a trivialization φ : E| U→ X × V , and a convex cone C ⊂ V such that for any x ∈ U one has φ(C x ) = {x} × C.
Note that if a vector bundle E has a cone then the dual bundle E * has a cone (which is dual to the cone of E).
Let us denote by |ω X | the real line bundle of densities on X. It is canonically oriented. Hence if a bundle E has a cone then naturally E ⊗ |ω X | has a cone.
Definition.
(1) Let E be a vector bundle with a cone. A continuous section γ ∈ C(X, E) is called non-negative if at any point x ∈ X γ(x) ∈C x (whereC x denotes the closure of the cone C x ).
(2) A generalized section γ ∈ C −∞ (X, E) is called non-negative if for any non-negative section φ ∈ C ∞ 0 (X, E * ⊗ |ω X |) one has γ(φ) ≥ 0.
It is easy to see that a continuous section γ ∈ C(X, E) is non-negative if and only if it is non-negative as a generalized section.
5.3 Definition. Let E be a vector bundle. An E-valued measure is a continuous linear functional C 0 (X, E * ) → R.
Proposition. Let E be a vector bundle with a cone such that the dual bundle E * has a cone with non-empty interior at each point. Then any nonnegative generalized section of E is an
Proof. This proposition is essentially well known. (When E is the trivial line bundle this is proved in [GV] , Ch. II.) Using partition of unity the proof reduces to the case of a trivial bundle E. Q.E.D.
Let us describe the now the main examples of bundles with a cone which will be used in this article. Let (X 4n , I, J, K) be a hypercomplex manifold. Let 0 ≤ k ≤ n be an integer. The bundle Λ 2k,0 I,R (X) is equipped with the cones C k (X) (resp. K k (X)) of strongly (resp. weakly) positive elements as in Definition 2.11.
Let now X = H n be the flat space. Consider the bundle
is as in Proposition 2.14. This bundle is isomorphic to the bundle Λ 2k,0 I,R (X) via the isomorphism τ k from Lemma 2.16. In [A3] (see also the end of Section 2 of this article) we have described the cones of strongly and weakly positive elements in the bundle Ω k,k (X). These cones correspond to the cones C k (X) and
In this section we will remind the notion and basic facts on quaternionic plurisubharmonic functions on H n following [A1] , [A3] . Let X be an open subset in H n .
Definition.
A real valued function u : X → R is called quaternionic plurisubharmonic if it is upper semi-continuous and its restriction to any right quaternionic line is subharmonic.
Recall that upper semi-continuity means that u(x 0 ) ≥ lim sup u(x) x→x 0
for any x 0 ∈ X. We will denote by P (X) the class of plurisubharmonic functions in the open set X. The class of all quaternionic plurisubharmonic functions in X will be denoted by P (X).
Sometimes we will abbreviate the term "quaternionic plurisubharmonic" by just "plurisubharmonic".
Proposition ([A1]). Let X ⊂ H
n be an open subset. Let f : X → R be a C 2 -smooth function. Then
(1) the matrix
is hyperhermitian; (2) the function f is quaternionic plurisubharmonic if and only if this matrix
Thus for any C 2 -smooth function f : X → R the matrix
is a continuous section of the bundle Ω 1,1 (X). Let us denote for brevity
Thus by Proposition 6.2 f is quaternionic plurisubharmonic function if and only if D 2 f take values in the cone of weakly (= strongly) positive elements of Ω 1,1 (X). 
Theorem ([A3]). Let
where the convergence is understood is the sense of the weak convergence of measures, i.e. in the space (C c (X, (Ω k,k (X)) * ⊗|ω X |)) * equipped with the weak topology.
Remarks. (a) It is easy to see that if u N → u uniformly on compact subsets, and u N ∈ C(X) ∩ P (X) then u ∈ C(X) ∩ P (X).
(b) Note that the real analogue of this result was proved by A.D. Aleksandrov [Al] , and the complex analogue by Chern, Levine, and Nirenberg [CLL] .
(c) A special case of Theorem 6.3 with k = n was proved earlier by one of the authors [A1] .
7 Plurisubharmonic functions on hypercomplex manifolds.
Let (X 4n , I, J, K) be a hypercomplex manifold.
Definition. A continuous function
h : X → R is called quaternionic plurisubharmonic (or just psh) if ∂∂ J h is a non-negative (generalized) section of Λ 2,0 I,R (X) (where the non-negativity is understood in the sense of Section 5.
Let us denote by P ′ (X) the class of continuous psh functions on X. Let us denote by P ′′ (X) the class of functions from P ′ (X) with the following additional property: a function h ∈ P ′ (X) belongs to P ′′ (X) if and only if any x ∈ X has a neighborhood U ∋ x and a sequence {h
7.2 Remark. If X ⊂ H n is an open subset then it is easy to see using convolution with smooth non-negative functions that P ′′ (X) = P ′ (X) = P (X) ∩ C(X) where P (X) is the class of quaternionic plurisubharmonic functions as in Definition 6.1.
Conjecture. P
′′ (X) = P ′ (X) on any hypercomplex manifold X.
7.3 Proposition. P ′′ (X) is closed under taking maximums.
To prove Proposition 7.3 we will need a lemma.
Let us deduce Proposition 7.3 from Lemma 7.4. Let f, g ∈ P ′′ (X). Since the statement is local, adding a large constant we may assume that f, g > 0.
Hence Lemma 7.4 implies Proposition 7.3. Proof of Lemma 7.4.
Step 1. Let us reduce the statement to the flat case X = H n . The plurisubharmonicity of (f
The following lemma is well known (see e.g. [Sa] , [Br] ) though we will outline a proof for convenience of the reader. 
where I 0 , J 0 , K 0 are the standard quaternionic structures on H n .
Proof. The key point in the proof is the following result due to Obata [Ob] : on the tangent bundle of hypercomplex manifold (X, I, J, K) there exists unique torsion free connection ∇ preserving the complex structure I, J, K:
This connection is called the Obata connection. Let us consider the geodesic coordinates with respect to the Obata connection ∇ in a neighborhood of a point x 0 ∈ X. Let us denote by I 0 , J 0 , K 0 the flat complex structure in this neighborhood. Thus
Using this and the Stokes formula we get
Q.E.D.
Proof. Part (2) easily follows from part (1). Thus let us prove part (1). We have to check that h is psh.
) be a non-negative section. Then by Lemma 7.7 one gets
The following result is an analogue of the theorems of Aleksandrov [Al] and Chern-Levine-Nirenberg [CLL] .
7.9 Theorem. Let 0 < k ≤ n. For any h 1 , . . . , h k ∈ P ′′ (X) one can define a non-negative generalized section of Λ 2k I,R (X) denoted by ∂∂ J h 1 ∧ · · · ∧ ∂∂ J h k which is uniquely characterized by the following two properties:
7.10 Remark. Theorem 6.3 is a special case of Theorem 7.9.
To prove Theorem 7.9 we will need a lemma.
7.11 Lemma. Let 0 ≤ k ≤ n. Fix a compact subset K ⊂ X and its compact neighborhoodK ⊃ K. Then there exists a constant C such that for any h 1 , . . . , h k ∈ P ′ (X) ∩ C 2 (X) one has
Proof of Lemma 7.11. Let us prove the lemma by induction in k. For k = 0 the lemma is trivial. Let us assume that the lemma is true for k − 1 and let us prove it for k. Let us fix a compact neighborhoodK of K such thatK is a neighborhood ofK:
Let us fix γ ∈ C ∞ 0 (X, Λ 2n−2k,2n I (X)) which takes values in the cone of weakly positive elements, and moreover the restriction of γ to K takes values in the interior of this cone, and γ| X\K ≡ 0. Then
where the last inequality follows from the assumption of induction. Lemma 7.11 is proved. Q.E.D. Proof of Theorem 7.9. Let h 1 , . . . , h k ∈ P ′′ (X). Let us choose
converges weakly to a strongly non-negative measure with values in Λ (X)⊗|ω X | * -valued measure µ. Let us show that µ does not depend on a choice of a convergent subsequence. Let us show it by induction in k. For k = 0 this is trivial. Let us assume that the statement is true for k − 1 and let us prove it for k. Let ν be another weak limit of some subsequence of the sequence {
It is enough to check that for any φ ∈ C ∞ 0 (X, Λ 2n−2k,2n (X))
By the assumption of induction the sequence {g N :=
i } is weakly convergent. Let us denote its weak limit by g. The sequence {f N := h N k · ∂∂ J φ} has uniformly bounded support and converges uniformly (i.e. in C 0 -topology) to f := h k · ∂∂ J φ. Thus the existence of the limit in (7.5) follows from the following known lemma.
7.12 Lemma. Let M be a compact topological space. Let E → M be a vector bundle. Let {f N } ⊂ C(M, E) be a sequence of sections which converges to f ∈ C(M, E) uniformly on M. Let {g N } ⊂ C (M, E) * be a sequence in the dual space which is weakly convergent to g ∈ C(M, E) * . Then
Let us postpone the proof of this lemma which is well known. This lemma implies that lim N →∞ h
) ∧ ∂∂ J φ does exist, and by the same argument it should be equal to ν ∧ φ. Hence the equality (7.3) follows. Hence there exists a weak limit of the sequence
It remains to show that if h 1 , . . . , h k ∈ P ′ (X) ∩ C 2 (X) then the limit is equal to (X, Λ 2n−2k,2n (X)). We have
By Lemma 7.12 the last limit is equal to
Let us show that (7.6) is equal to k i=1 ∂∂ J h i ∧ φ. Using approximation and Lemma 7.12, we may assume that h 1 , . . . , h k ∈ P ′ (X) ∩ C 2 (X). This case follows from Lemma 7.7. Theorem 7.9 is proved. Q.E.D.
Proof of Lemma 7.12. By the Banach-Steinhauss theorem the sequence {g N } in bounded in the C(M, E) * -norm. Then we have
8 Quaternionic plurisubharmonic functions and HKT-geometry.
In this section we present a geometric interpretation of quaternionic strictly plurisubharmonic functions on hypercomplex manifolds as local potentials of HKT-metrics (see Definition 1.12). This result is analogous to the classical well known fact that the complex strictly plurisubharmonic functions on complex manifolds are precisely local potentials of Kähler metrics. Let (X 4n , I, J, K) be a hypercomplex manifold. Remind that we have the natural identification t : Λ 2,0 I,R (X)→S H (X) defined by (2.1) in Section 3. The following proposition is an easy reformulation of the main result of [BS] (see also [B] ).
