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The local theory of singular points is extended to a large class of linear, 
second-order, ordinary differential equations which can be physical Schroedinger 
equations, or govern the modulation of real oscillators or waves. In addition to 
Langer’s fractional turning points, such equations admit highly irregular points at 
which the coefficients of the differential equation can be almost arbitrarily multival- 
ued. (Genuine coalescence of singular points, however, is not considered.) A local 
representation of the solutions is established, which generalizes Frobenius’ method 
of power series, and reveals a remarkable, two-variable structure. Bounds are 
obtained on the departure of solution structure from the structure characteristic of 
regular points. 
1. I~JTR~DU~I~N 
The general linear second-order equation 
r2d2w/dz2 + q2w(z) = 0, (1) 
with parameter 6 and analytic coefficient function q(z), is central to a vast 
class of problems in the sciences. In turn, it has long been appreciated that 
an understanding of the singular points and turning points of EZq. (1) is 
central to the treatment of those problems, regardless of whether those 
points occur at real z. Despite many studies, no complete theory of such 
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points has been achieved, perhaps, because Eq. (1) encompasses too many 
disparate phenomena for a useful theory covering them all. 
The present study focusses on those forms of Eq. (1) which can describe 
the physical modulation of waves or oscillators. To attempt only one step at 
a time, moreover, it excludes questions involving genuine coalescence of 
singular points, and also singular points of Eq. (1) artificially introduced as 
representations of radiation conditions. This leaves a large class for study, 
none the less, because the coefficient functions q(z) of Fq. (1) in the 
sciences must be defined, if not by speculation, then by measurement, in 
which case they can be known only imperfectly. The characterization of 
q(z) cannot therefore be very specific, and arbitrarily irregular points must 
be admitted on physical grounds, particularly when they do not occur at the 
real values of z of direct physical meaning. Certainly, multivalued functions 
q(z) must be the norm, rather than the exception. All the same, modulation 
implies a certain structure for q(z) (Section 2). 
The main objective of the following is to extend to the general modula- 
tion equation the insight familiar from the theory of regular points that the 
local structure of the singularity can be expressed by a fundamental solution 
pair (w,+ w,) of Eq. (1) associated with different ‘exponents’ or “indices.” 
Thus, w,/w, + 0 as the singular point is approached, so that w,,,(z) has a 
milder singularity than w,(z). The structure of irregular points can be 
described similarly by distinct singularities, one stronger (Section 4) and the 
other, milder (Section 3), which are associated with a fundamental solution 
pair constructed below. 
In the general case of modulation, the coefficient function q(z) is so 
poorly specified that the characterization of singularity structure cannot be 
very specific either. For more concrete results, the general class of such 
equations is therefore slightly restricted (Section 2) by the hypothesis that a 
limit of 
be identifiable as the singular point z = 0 is approached. This still admits a 
much larger class than treated before [l] and makes possible a representa- 
tion extending the familiar one for regular points in terms of power series 
commonly associated with the name of Frobenius [2]. The representation 
established below is in terms of quasi-power-series with coefficients that are 
themselves multivalued functions. The results reported concentrate on cer- 
tain aspects of those functions and on structural properties which are 
important for the applications to scattering theory that motivate the present 
investigation. 
A clearer indication of the structure thus revealed will be aided by a 
comment on the role of the parameter E in Eq. (l), which is proportional to 
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Plan&s h in the quantum-mechanical interpretation of that equation. The 
results are local, in the first place, and as such, concern the “parameter-less 
case” in which c is merely a fixed complex number (say, unity, without loss 
of generality). Since all the proofs are on that basis, E could in fact be 
regarded as excess baggage. Quite the opposite is true, however, because 1~1 
will reveal itself as a homotopy parameter linking irregular points to regular 
ones, and thereby as a signpost to a broad avenue of approach to a general 
theory of irregular points. For modulation equations, moreover, z can also 
serve as an illuminating label for structural distinctions arising even 
in the parameter-less case. They reflect a distinction in the scientific 
meaning of the two terms of Eq. (1): the first-or more precisely, 
w-Ww/d(z/q* -represents the oscillatory mechanism of Newton’s law; 
by contrast, q*(z) represents the material potential. This is a little too naive, 
more rational variables x and EX must be introduced (Section 2) in the place 
of Z/E and z, respectively, but those do turn out to play fundamentally 
different roles of oscillation and modulation variables even in the parame- 
ter-less case. A third reason for treasuring 6 is that the structural results have 
a striking significance for the shortwave case 1~1 GZ 1. 
The distinction between the modulation role of z and oscillation role of 
z/e in Eq. (1) is an echo of the distinction between “gravitational” and 
“inertial” mass discussed by philosophers of physics in the late nineteenth 
century. It is therefore relevant to report that our comment on the benefits 
of E is purely mathematical hindsight. The present investigation set out 
merely to establish semiabstract existence constructions adequate to support 
a minimal connection theory [3] needed for scattering. That construction 
revealed a striking two-variable structure in terms of functions of x and 
functions of zx. The functions of x are related to powers; those of EX, by 
contrast, have a structure peculiarly different from powers; they are multi- 
valued “mild’ functions (Section 2) of a very general type, including 
logarithms as familiar examples. The label E thus helps to recognize the 
distinction between the roles of the mild functions and the power functions 
in the solution structure. 
A two-scale structure is thereby really.implied only when an asymptotic 
viewpoint is adopted (Section 5), where our representation is remarkable in 
providing information global in x, even though only local in cx. Conversely, 
the results for the parameter-less case (where z is a mere label) show that the 
multiscale or multivariate notion of asymptotics has roots deep in the purely 
local, structural elements of oscillation equations. 
Our approach is based on the recognition that any irregular point of the 
very general kind here considered can be linked by a diffeomorphism to a 
regular point of a related differential equation. This prompts natural 
questions about the gradual, qualitative and quantitative degree of depar- 
ture of irregular structure from the familiar solution structure of regular 
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points, as we follow the diffeomorphism by varying E. Two partial answers 
are given in Section 5 because they have useful applications [3]. The first 
relates to a symmetry characteristic of the solution structure of regular 
points of Schroedinger equations: oddness bounds on the solutions for 
irregular points accordingly furnish an intrinsic estimate of such structural 
departure. The second compares a solution for the irregular point with the 
corresponding solution for the associated, regular point by pointwise bounds 
on the difference. 
For regular points, certain exponent differences lead to the “Frobenius 
exceptions,” where the stronger solution contains logarithmic multiples of 
the milder one. Analogous features arise for irregular points (Section 4), 
where they are less pronounced because the structure is already pervaded by 
the “mild,” multivalued functions. However, they do spoil the symmetry of 
the stronger solution (Section 5) for a nongenetic subset of equations. The 
pointwise comparison then indicates that the relation of the Frobenius 
exceptions of regular points to the poles of the gamma function is also at the 
root of the exceptional structure of the nongenetic irregular points. 
One would naturally wish to extend to general irregular points Langer’s 
[l] triumph of uniform approximation of solutions. It, will indeed, emerge 
strikingly below how general modulation equations are a direct extension of 
Bessel’s equation. Beyond his class of fractional turning points, however, 
Bessel functions cannot serve as uniform approximands, because the branch 
points are more complicated, and it is not readily apparent yet how far the 
notion of uniform approximation could be extended to more general classes 
in a practically useful way. To some degree, at least, the “local” representa- 
tions established below do provide such an extension, because they are 
global enough to answer asymptotic questions [3]. 
Good error bounds for the approximations proved below are also very 
desirable, but it appears premature to consider them in detail in this first 
foray. There are many indications that the formulation and results devel- 
oped below are not definitive, but merely document an open road not 
noticed before. As it is explored further, better estimates may be found. 
Even the present ones, however, are based on the method of Volterra 
equations normally employed [4] to obtain error bounds, and to promote 
access to them, the symbol 6 will be used to denote the elements from which 
such bounds would have to be assembled. 
2. MODULATION EQUATIONS 
Equation (1) is only one of a family of normal forms of the general, 
linear, second-order differential equation, and constructive statements are 
awkward and cumbersome in such an indefinite frame. By contrast, the 
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Liouville-Green or WKB or Langer variable x such that 
dx/dz = iq/r 
has long been recognized as the natural one for the description of waves or 
oscillators, it measures length or time in units of (2s times) the local 
wavelength or period, and physical specifications, e.g., radiation conditions 
for scattering, relate directly to x or QX. Any simple and practical theory 
should emerge in terms of these variables, and continued reference to the 
independent variable z can only obscure matters, and will be abandoned 
after this section. 
For v(x) = w(z), Eq. (1) transforms into 
y” + 2fv’ = y, 2f(x) = -icq-* dq/dz, (2) 
which shows modulation to be controlled by the function f(x), rather than 
by q(z) directly. It explains also why roots of q(z) (“turning points”) which 
are ordinary points of Eq. (1) play the same role in the theory [4] as singular 
points of q(z); all are singular points of the modulation function f(x) and 
hence, are the singular points of Eq. (2) or of any other rational formulation 
of Eq. (1) as an equation describing modulation of waves. 
Since genuine coalescence of singular points [5] is excluded from consid- 
eration here, each can be studied separately. This does not exclude functions 
q(z; E) in Eq. (1) with pairs or clusters of singular points approaching each 
other as 1~1 decreases, provided only that they do not do so too rapidly for a 
resealing [6] to exist into a formulation of Eq. (1) in which they remain 
bounded apart independently of C. In order not to overload the presentation 
here, the resealing [6] is presumed a priori, and the remaining dependence of 
q on E (which is then immaterial for what follows) is ignored. Attention may 
then be directed to a single, singular point with an c-independent neighbor- 
hood N free of others. 
To define the subclass of Eqs. (1) that can describe wave modulation, two 
requirements now suffice. First, the natural variable x must be defined, for 
otherwise, not even the concepts of wavelength or period could exist for Eq. 
(1). Secondly, if q(z) be nonintegrable at a singular point, then that point 
corresponds to no cx E C, and hence represents not a genuine singularity of 
modulation, but a device for reinterpreting a radiation condition as a 
singular point in the z-plane. This will be excluded here to concentrate on 
the class of genuine modulation equations. For it, the singular point z must 
correspond to a definite point EX, and without loss of generality, both may 
be identified with the origin, so that 
cx = i J 0 ‘q t dt 0 
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exists on a neighborhood N’ c N of z = 0, even if not as a single-valued 
function, and this is the main premise of the present study. 
To make it effective still requires transformation to the framework of the 
natural variables, and a preliminary remark on notation may be helpful. 
Observe that Eq. (2) shows E-‘f to be a function of z, not of Z/C, and 
therefore by,Eq. (3), of EX, rather than of x. The primes in Eq. (2), of course, 
denote d/dx, and thus y must be anticipated to be a function both of x and 
of the parametric variable 
EX = 6. 
Explicit notation to that effect is cumbersome and technically redundant, 
because the proofs below are for fixed E * 0, but perception of the structure 
of the theory will be made easier by the convention that a notation such as 
q(x) denotes a function that may depend also on 4 while a notation such as 
#(I) denotes a function (such as e-If) only of the modulation variable 
( = zx. 
Now, the &image of N’ will contain a disc about 4 = 0. Since the analysis 
will be local in [, no generality is lost by subjecting its radius E also to a 
bound E(y) specified later for the convenience of the estimates. This disc, 
with a cut, will be the &domain A of the analysis; the corresponding 
x-domain D is the cut disc of radius E/ICI. An intrinsic statement of our 
premise (Eq. (3)) is therefore that a branch r(x) of 4; must be definable as 
an analytic function on D so that 
is integrable to E = 0. 
i dz/dt = re2 
It may be conjectured that this physical hypothesis is sufficient for a 
theory of irregular points of modulation. To obtain more concrete results, 
however, we add a second, lesser hypothesis that the function xf(x) = 
(x/r) dr/dx (which, lik e r-‘f, depends only on EX) has a limit, 
xf(x) + y E C as E --) 0, uniformly in A. 
Accordingly, 
q+ = r(x) = (cx)‘p(cx) (4 
and 
(t/p) dp/dt = d(x) - Y = +(t) (5) 
is analytic on A, and 
f/45)+0 as 6 + 0,uniformlyinA. (6) 
In view of the restrictions to be placed on the radius E of A for the 
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estimates, no further loss of generality arises from assuming I$([)] also to be 
bounded on A. 
To interpret the second hypothesis, note that, apart from a constant 
factor, 
p(t) = exp /‘TB1+(7) d7, 
whence it follows from (6) that p(t) is analytic on A and varies near .$ = 0 
more slowly than any nonzero power of [, 
Vu > 0, I(“p*‘I --) 0 as 5 + 0. (8) 
The postulated limit y is therefore the “nearest power” of x in r(x) = qf 
(and 4-i is recalled to be the familiar amplitude function of the WKB- 
approximations for Eq. (1)). The integrability premise is now equivalent to 
Rey G 5, (9) 
with an added restriction on p and # in case Re y = $. In turn, the term 
“mild function” would seem apposite for any function $J([) sharing the 
defining property of p(6) that it is analytic on A and (t/q) drl//d( + 0 as 
E + 0, uniformly in A, whence also (8) then follows for \cI. The second 
hypothesis thus postulates for r(x) an analytic analog of the “regular 
variation” property of probability theory [7, pp. 268-2761, and mild func- 
tions are similarly akin to the “slowly varying” functions of that theory. 
For further interpretation, note that the singular point is regular for E = 0 
because then + = 0 and the modulation function f(x) in Eq. (2) has a 
simple pole. The irregularity function +(zx) defined by the second hypothe- 
sis, however vaguely, identifies a diffeomorphism linking the irregular points 
to regular ones. A mathematical role of homotopy parameter is thereby 
revealed explicitly for ]E]. 
The class of singular points of Schroedinger equations admitted by the 
two hypotheses includes very irregular ones, due to the unrestricted multi- 
valuedness of +(Ex) and hence, also of r(x) and q(z), in addition to all the 
turning points of modulation covered in the literature. It extends even the 
class of [8] (where only an asymptotic approximation for Ix] -+ cc and 
(E] --, 0 is established) by abandonment of any restriction on how slowly 
+(I) + 0 with [. For Langer’s [l] class of fractional turning points, 
z2y~2Y-‘)q(z) is analytic and nonzero at z = 0, 
and the solutions of Eqs. (1) and (2) are approximable in terms of Bessel 
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functions. A weaker sense in which that holds even for the much larger class 
here studied is documented by Theorem 6 (Section 5). 
3. THE MILDER SOLUTION 
The regular singular points of Eq. (2) have Frobenius exponents or 
indices [4, p. 1501 0 and 1 - 2y, and the auxiliary function z(x) which Eq. 
(3) associates with each modulation equation (2) will turn out to generalize 
the Frobenius power x IezY to irregular points. Indeed, by (3) to (6) and 
L’Hopital’s rule, as x + 0 in D, 
x dz - icx --=- 
z dx r2z 
--, + lim d(r-*x)/dx 
X+0 dz/dx 
= ,“p,(l - 2?cf) = 1 - 2y 
so that 
z(x) = (~x)‘-2y~(cx), 
(10) 
(11) 
and {(I) is mild: 
uniformly in A. 
The idea behind most of the estimates to follow is that such mild 
functions can be controlled at the expense of arbitrarily small powers. For 
instance, if 
P(uE)T(u~)usl/CP(~)s(~>l = e,(u, 0, 
then 
Je,l< 1 foruE[O,l] and 6,(E)+Oas[-,O, (13) 
because w  and + + 0 with E, and 
log e,(u, t) = - f[h + @(TO + 4701$ 
24 
has nonpositive real part. A restriction 151 -C E, with an E, > 0 can there- 
fore assure S,( 6) < 1, and thereby, S, + Re y < 3/2, by (9). 
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THEOREM 1. For IQ -C E(y) so restricted that 
M = (312) - Y - 4(t) 04) 
has positive real part (and at worst, 161 < E,), Eq. (2) possesses a solution 
on D with z, S and 6, defined by (3), (1 l), and (12) and a, given recursively by 
a0 3 1 and 
a,(() = 4/‘u2”-’ 
0 
dui’[e,(h, u,$)]2an-,(hu~)A2M-3+2ndh. 
Proof. By Eqs. (2) and (3), r(x)/z(x) = p(x) obeys 
p” + 2( f + z’/z)jJ’ - p = 0, (16) 
which will be satisfied by a differentiable solution of the Volterra equation 
j’(x) = ix[ ;;$;;; *j(v) dv 
I 
p(x) = 1 + ix$‘(v) dv. 
Let m = ReMand 
(17) 
I 
2 
a,(v) dv 
a,= 1, U”(0) = 0 for n>, 1, 
then by (4), (1 l), and (12), 
x- ‘a’ n+l =i’[e,(u, S)~1-y-81]2u.(za) du, 
(18) 
(19) 
and the restriction on E(y) assures by (13) that 
ix-‘a;1 < (2m)-‘, a,(x) = $x2a,(t), IaIl G l/m 
and if u,(x) = a,(t>(x/2)*” with la,(l)l Q k,, that 
l(x/2)-2”-‘a;+,l d k,/(m f n), a,+&4 = a,+1Wb/2)2”+2 
la,+,(6)1 < k,(m + n)-‘(n f l)-’ = k,+,. 
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Inductively, therefore 
and these bounds show the series Cah( x) of functions analytic on D to 
converge uniformly on compact subsets of D to a function p’( x) analytic on 
D. The series Ca, converges similarly to p(x), and summation of (18) 
confirms that p(x) satisfies Eq. (17). The formula for a,([) follows from 
(18) and (19). 
COROLLARIES. Since z(0) = 0, by Eq. (3), also 
Y,(O) = 0. (20 
For z = 0 and Re y < f, in which case the singular point is regular, l and a, 
are constant and Eq. (15) is precisely the Frobenius series [4, p. 1491 for the 
solution of Eq. (2) with the property (21). (For Re y = 4, the integrability 
premise does not admit z = 0.) For E * 0, l(c) and a,,(E) are generally 
multivalued on full neighborhoods of the irregular point. L’Hopital’s rule 
shows (Appendix I) none the less that 
n!a,(O) = r($ - y)/l?(n + 4 - y). 
The sense in which j(x) tends to an even function of x as [ + 0 will be 
discussed in Section 5. Summation of the bounds (20) for Eq. (15) yields 
growth bounds 
lumW4x)l = IPWI d ~~~~l~/~l’~m~~-~~I~l~ 
]df/dx] Q r(m)]x/2]1-mI,(]x]), m - 1 = $ - Rey - 6,(C) 
for the milder solution y,,,(x) in terms of modified Bessel functions [4, p. 601. 
4. THE STRONGER SOLUTION 
T?IEOREM 2. If f - Re y is not a positive integer and E is suitably 
restricted, then Eq. (2) has a solution 
Y,(X) = %3pm/2)2p 
0 
analytic on D, with B. = 1 and B,(t) d f e ine recursively by Eqs. (23), (29), d 
and Lemmas 1, 2 below. 
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Remarks. Since y,(O) = 1, y,(x) represents a stronger solution. So does 
y,(x) + ar,(x) for any a E C, but the clearest representation of the branch 
structure of the singular point will be by a fundamental system (y,, y,,,), in 
which y, is free of such additive traces of the branch point of y,,,. Compari- 
son with Theorem 1 shows Theorem 2 to complete such a system because 
BP(O) exists and is nonzero (Appendix II) for allp 2 0. In fact, C&,(O)(X/~)*~ 
is the power series of (28) below [4, p. 601, but for E * 0, the /$,(r) are 
generally multivalued on a full neighborhood of the irregular point. Summa- 
tion of the bounds of Lemma 2 below again yields growth bounds for y, and 
y,’ in terms of modified Bessel functions. 
Proof: A twice differentiable solution y,(x) of 
r*y’(x) = Jblr*y(v) dv + const. 
y(x) = 1 + LX/( 0) do 
will satisfy Eq. (2). For Re y < - 4, however, the normalization toy,(O) = 1 
is seen by Eq. (5) to require a regularization of the first integral, and 
different regularizations will add different multiples of the milder solution 
to the stronger. A procedure avoiding it is to write this Volterra equation as 
r*y’(x) = 
J 
X’y(u) du + c,, 
cx=jnyr*(Y -YivPU 
y(x) = 1 +sb;‘(u) do, 
with a fixed regularization parameter X(e) * 0 and 
J+,,(X) = ?b,(x), 
cl 
r2bi+l = /:*b,(u) do 
y-,=b-,=O,b()= 1, b,+,(x) = p!;+,(o) dfJ 
for 
O<p<N< -$-Rey<N+l. 
This implies 
(r’yh)’ - r2yN = -r*b,. 
(22) 
(23) 
(24) 
(25) 
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To describe the structure of y, for N > 1, require 0 -C 1~x1 < E to assure 
definition of @(CC) for 1x1 6 1x1 and note that 
by (6), so that E Q E2 with an E, > 0 will assure S < 1. Appendix II 
outlines a proof of 
LEMMA 1. For)Q < E,andfor 1 QP G N, 
b,(x) = 4wb/2)2p (27) 
and lfiPl c ki = (k’)P/p!, with k’(y) independent of x and X. If 3 - Re y is 
not a positive integer, the result remains true also for p = N + 1 for suffi- 
ciently small E(y) > 0. 
This showsy,(x) to be a ‘polynomial’ in x2 of degree N with coefficients 
that are bounded, but generally multivalued, functions of [ = ex. For 
integer - f - Re y, the bound on I&+, I fails, indeed (Appendix II), p,(O) 
exists for 0 d p 6 N + 1, when - 3 - Re y is not integer, but only for 
0 G p G N when it is. For E = 0, in fact, y,(x) is the sum of the first N 
terms of the power series of the solution 
IQ + y)(x/2)(“2)-Yl,4x) (28) 
of Eq. (2) for +([) = 0. 
To attack Eq. (22), consider now a sequence 
Y”(X) = YNW + i bpW n=N+ l,N+2,..., 
p=N+ 1 
b;+,(x) = ix[ $j]2bp(v) dv, b,+,(o) = o, (29) 
with b N+, given by Lemma 1, and N defined by (24), so that - f < N + 1 
+ Re y, and these integrals converge for p 2 N + 1, by (4) to (6). Appendix 
II also gives a proof of 
LEMMA 2. If - 4 - Re y > 0 and not integer, and if 151 c E(y) with 
sufficiently small E(y) > 0, then 
b,(x) = /3,#)(~/2)~~> 
p!IS,I < p!k;, = (k’) N+‘I-( N + 1 - s)/I( p - s) 
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forp >, N + 2, with 
s = -f - Rey + S,(t) > 0, 
S,(5) = u~~,,l+(u5)l. 
(30) 
For - 3 < Re y d f , the construction simplifies because no regulariza- 
tion is needed. Then N = - 1, yN = 0, b, = 1, and the same proof leads to 
Lemma 2 for p > 1, except that s -C 0 and 
p!ki = r( -s)/r( p - s). 
The sequence (29) of functions analytic on D is therefore majorized by the 
partial sums of a power series convergent for all x, and converges uniformly 
on compact subsets of D to a function y,(x) analytic on D, which summa- 
tion of (29) shows to satisfy Eq. (22). 
For the sake of completeness, information on the nature of the stronger 
solution for non-positive integer values of Re y - 4 may be desired. For 
c = 0, where the singular point is regular, these are the exceptional exponent 
differences [4, p. 1501 for which the stronger solution has a logarithmic 
branch point. For irregular points the case y = t is somewhat special 
because the integrability premise does not then admit E = 0, but assures 
y,(O) = 0; by contrast, the construction of the stronger solution makes 
y,(O) = 1 also for Re y = f . For Re y < - t, a different representation of 
the stronger solution can help to elucidate its nature. 
THEOREM 3. If 
& z = c[ym(x)12 0 i /x[r(fd12~Nbbm(~) du, (31) 
then yN(x) + g(x)y,(x) solves Eq. (2). For noninteger f - Re y > 1, the 
additional specification 
p2x2y-1[g(x)ym(x) - &+,(O)(X/~)~~+~] --) 0 asx + 0, 
makes yN + gy, identical with the stronger solution of Theorem 2. 
Proof: For any twice differentiable function g(x), g(x)y,,,(x) solves 
[r2(gYm)‘]’ = r2am + r~‘(r2xk’)’ 
because y,,,(x) satisfies Eq. (2). The definition of dg/dx = g’(x) by the 
theorem and Eq. (3) makes (r2yig’)’ = r2y,b,, and by Eq. (25), therefore, 
y,,, + gv, solves Rq. (2) and must be a linear combination of y, and y,. But, 
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g(x) can be examined with the help of Theorem 1 and Lemma 1 (Appendix 
II). 
LEMMA 3. For noninteger 4 - Re y > 1, 
x-2N-2g(x)ym(x)+ 4-N-1&+,(0)asx + 0, 
with N defined by Eq. (24) and j&,+,(O), by Eq. (A7). 
Since N >, 0 and ~~(0) = b0 = 1, it follows from Eq. (21) that yN + gym 
represents a stronger solution y of Eq. (2) normalized to y(O) = 1. From 
(24), moreover, 2N + 2 < 1 - 2 Re y < 2 N + 4, while Theorem 1 shows 
y,,,(x) = 0(x’ -*Q, so by Lemma 3, yN + gym represents the same solution 
as Theorem 2 up to terms 0(x 2N’2). The choice of additive constant in g(x) 
specified in Theorem 3 extends this agreement sufficiently, by (10) and 
Theorem 1, to preclude a difference of a nonzero multiple of y,(x) between 
the stronger solutions of the two theorems. 
While Lemma 3 holds only on strips of it, Eq. (31) is defined by Theorem 
1 and Lemma 1 in the whole left half-plane of Re y - 3, and there depends 
analytically on y, by Eqs. (2) and (5), when x, c and e(t) are fixed so that 
y,(x) * 0. In the strips, the proof of Lemma 3 (Appendix II) shows 
(x/g)dg/dx+2N+2y+ 1 =2vasx+O, 
and as Re v t 0, so that the right-hand strip boundary is approached, g(x) is 
seen to approach a function varying less than any nonzero power of x 
(although it approaches a strictly mild function only as v + 0, y - f + 
integer). Thus g(x) extends the logarithms of Frobenius [4, p. 1501 to more 
general, irregular points; in the special case where p(t) + p(O) * 0, as for a 
fractional turning point and in particular, for a regular point, (All) below 
shows g(x) to have a purely logarithmic branch point when y - 5 is a 
negative integer. 
5. IRREGULARITY Bourns 
The coefficient of Eq. (16) depends continuously on e, at any fixed x * 0, 
by (3) to (6), and as E --, 0, the equation approaches a form of Bessel’s with 
solution 
r(t - Y)(x/2)7-“‘~)~~,,~,_,(x), 
normalized to p(O) = 1. At the same time, the restriction on 1x1 that had 
been needed to respect the merely local definition of G(t) disappears, so 
that D expands to the whole, cut plane of x. As 5 + 0, therefore, p( x) = y,,,/z 
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tends to an even analytic function of x on any compact C C. As long as 
4 - Re y is not an integer, a similar observation applies to the stronger 
solution, by (2) and (28), and both can be sharpened to detailed bounds on 
the oddness of the solutions for nonzero [ E A, which can serve as founda- 
tion of a theory of asymptotic connection [3]: 
THEOREM 4. For x and xeFni in D, and E(y) restricted as for Theorem 1, 
19(x) - jJ(xe+ >I G ~,~l~l~~~~~l~/~1*-“I,o~ 
and 8, -+ 0 as ]t] + 0. 
Here m = (3/2) - Re y - S,(t), as in Theorem 1, with S, defined by 
(12), and 1, denotes again the modified Bessel function [4, p. 601; a proof is 
given in Appendix I. In case the relation of the order m of the Bessel 
function to the variable E be considered more confusing than useful, it is of 
course permissible to proceed from (12) with 8, replaced throughout the 
proofs by 
to obtain Theorem 1 with M = (3/2) - y - 6, and Theorem 4, with 
m=3/2-Rey-6,. 
For fixed 4 E A, the oddness of y,/z = p(x) can therefore grow, at most, 
exponentially with (xl. 
The worst part of our story is a proof (Appendix II) of a similar bound on 
the first N terms of the stronger solution for Re y < - 3/2 (for Re y > 
- 3/2, y&x) is strictly even, because y- , = 0, y,, = 1). 
LEMMA 4. For x and xemni in D and sufficiently restricted E(y), 
IYNW -Yivb -q < s:(l~l~~[~‘(Y)l~*/41’/(P - 9 
1 
Finally, the bound is extended in Appendix II to the stronger solution: 
THEOREM 5. For noninteger 4 - Re y, x and xeeni in D and sufficiently 
restricted E( y ), 
Ivh) -Axe-“’ >I G C(Y) ~~~lEl~l~/~12+“~-,~l~l~~ 
and 6, + 0 as ]Q --, 0. 
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Here s is again defined by Eq. (30), but the same proof also yields the 
Theorem a fortiori with 
For integer 4 - Re y > 0, however, Theorem 3 and Lemma 3 show 
Theorem 5 to fail. 
Another approach to the characterization of the deviation of y,(x) from 
regular structure consists in direct comparison with (28) and will illuminate 
the relation between the different stronger solutions ysN(x) constructed in 
Section 4 in the respective strips S,,, = {y : 1 - N > Re y - 4 > -N}, N = 
1,2,... For a given domain A of the irregularity function cp([), let 
and for definiteness, consider ys, on the substrip 
T,=(y:+>Rey> -t-t&}cS,, 
on which it has been established in Section 4. 
THEOREM 6. Ifcx E A,x * 0, and y lies in any compact G c T,, then 
In,, - r(y + ~)(x/~)(“~)-~~~-~,,,)(X)I Q C,(G) ~2(~~)e~X~/I~YI~ 
This estimate furnishes rather detailed bounds on the pointwise difference 
between the respective, stronger solutions for an irregular point and regular 
point of Eq. (2) linked together by the diffeomorphism of the irregularity 
function. An analogous theorem, of course, holds for the milder solution, 
and similarly indicates a sense in which Bessel functions can furnish 
approximations to solutions even for very irregular points. 
COROLLARIES. Since the differential eq. (2) depends analytically on y, so 
do its stronger solutions ys,- everything else being fixed-but these different 
functions of y have been constructed in Section 4 on disjoint domains TN c S,. 
Since S,(l) --) 0 as E + 0, by (6), Theorem 6 shows y,,(x)/r(y + f) to 
approach (x/2)f-VY- t(x) as c + 0 (for fixed x * 0), uniformly in G. Since 
that limit is entire in y, it furnishes the analytic continuation of 
lim ,+dsl(x)/U~ + t> to all Y E C. 
Similar estimates hold for the other stronger solutions, if the regular&a- 
tionis arranged,asintheproofof Lemma4inAppendixII,withX= X(E) 
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such that Ix/X] + 0 and ]rX] --) 0 as EX 3 0. Then Theorem 6 holds for 
N > 1 in the slightly weaker form 
bsN(x) - r(u + t)(~/2)‘~“‘-~Iy~~,2)(~)I G C,(G) ~e~“~/lxYl 
on any compact G c TN = (y : 1 -N-S,,> Rey- i > -N+S,}with 
6 = lu’+,,,,,,l+Wl, which is still sufficient to sustain the continuation 
corollary in regard also to ys,. The limits as c --, 0, at least, of all the 
stronger solutions constructed in Section 4, are therefore analytic continua- 
tions of each other on the domain of r(y + 3). 
Characterization of the analytic continuation of Y&X) beyond the y-strip 
TN in a more than asymptotic sense is made difficult by the lack of 
definition of the differential equation (Section 2) in a more than asymptotic 
sense as ex + 0. On the other hand, the present corollaries relating to fixed 
x do not exhaust the value of the theorem [3]. 
Proof of Theorem 6. Section 4 constructs the stronger solution in the 
formy,, = Cp,(rx)(~/2)*~ and from Eq. (A6), 
P!bp(0) = r(u + W(P + Y + i), 
and [4, p. 601, 
( x/2) (WPY~ y-(1,2k4 = Cs,(wx/2)*P/r(Y + 4) 
for all complex y and x, so that 
ax; f, Y) = Y,,(X) - r(Y + f)(~/2)(“*)-yl,~,,,(~) 
= fi [/$#b, - 4(o)]w2)2p. 
Appendix II closes with a proof of the following estimate. 
LEMMA 5. For fixed z and domain A of cx = 4, the coefficient functions 
&B,(Ex) ofy,,(x) satisfv 
IBps,(O - BP@)1 d C’(G) ~2(t)lSp(0)l 
foryE GundIE A. 
It follows that 
WI Q C’(G) ~2(~)~IPp(0)ll~/212p with 
p!p,(o)I = Ip + y - +l-‘lp + y - $1 *a* Jy + 41-1 
Q (p + Rey - +)-I ... (Rey + +)-’ 
= lY(Rey + i)/I’(p + Rey + +), 
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whence 
IKl G C’(G) a2(5)r(ReY + f)1X/21’1’2’-Rey~Rey-(1,2)(IX1). 
Since larg x] is bounded on the domain D of x and G is compact, 
Ixyl/lxlRey = exd- (Iwbml 
and I’(Re y + f) are bounded for x E D and y E G by numbers dependent 
only on G. Moreover [9, p. 2031, 
WI 1’2e-‘x’~ReY~,/2)((x() + $r-“2 as 1x1 + mo, 
and therefore, e- X 1 I]xX]/~~(EX) has an upper bound C, dependent only G, 
provided only that EX E A and also that a fixed disc about the origin be 
excluded from D. This last proviso, however, is not needed when e-I”IIK I/S, 
is considered instead. 
APPENDIX I 
TO compute the limit of a,( I) as < -+ 0 in A, note that (Y,, E 1 by 
definition and suppose that (Y,- t(O) exists for some n > 1. By L’Hopital’s 
rule applied to (20), 
a,(t) + (22”-‘/n)xk3 [4(x)/x’“-‘] asc -+ 0, 
if that limit exists. In turn, by the same rule applied to (18), 
x’-*“u~(x) + 22-2nfim 
I 
Xr2z202”-2 
a,-, &J/(x*“-5222) 
0 I 
= 2*-*” lim [(Y,- ,/(2n - 1 + 2xr’/r + 2xz’/z)], 
and by (4) to (6) and (lo), 
a,(O)/a,-,(O) = n-‘(n + f  - y)-‘. 
Proof of Theorem 4. From (18), if emn’ be abbreviated by j, and if x and 
jx E D, 
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and by (41, VU, ad W, 
r(u)z(u)/[r(x)z(x)] = e,(u, ()~4’-~-*1, 
BY Eqs. (5) and (ll), 
Therefore 
4+&x) + a’ .+,(jx) = xJD’e~u2-2y~2’1[n,(ux) - ~2,(jux) 
(Al) 
+4.WNl - exp2Uu, 5))] df4 
and since p and c are mild, both p(t) and, for u E [O, 11, 
h(u, 5) = i Jo {p(l&ie) - p(luEle’e)} de 
--II 
tend to zero with 6, so that also 
Since a, = 1, Eq. (Al) gives @-‘[a;(x) + ai(j d @,,,/m with m = 
Re M = (3/2) - Re y  - 6, as in Theorem 1, and it now follows recursively 
from (Al) and (20) that 
~(x/2)‘-2”[a~(n) + u;(jx)]I d n2qJck,, 
~(%w2”bn(x) - %Wl1 G n %A, 
and Theorem 4 follows from (20) and Theorem 1. 
APPENDIX II 
Proof of Lemma I. From Eqs. (23), (4), and (5), 
b;(x) = re2 j:2 du = x ji,X[e2(u, 5)]2~2r+2Sd~, 
e2(u, 6) = exp ~‘T+C~l - 81s. 642) 
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Choose arg X so that larg 5 - arg(eX)( < ?r for all [ E A (Fig. 1 below), and 
the path in Eq. (A2), so that u< moves on an arc of constant modulus from 
rX to 5’ = leXlexp(i arg [) (Fig. 1) and thence, radially inward to 6. For u< 
on this path P, 
with 6 defined by (26). For fixed 4, u moves also along a path partly at 
constant modulus and partly radial, and since N 2 1 confines our attention 
to Re y 6 - 3/2, the restriction 161 < E, assures 
s, = ReS, > 0 for s, = -y - 3 - 6, 643) 
and from Eq. (A2) 
x-%;(x) = j;x/x[e2(f, [)]2f2S~e1df, 
with path again partly radial and partly around (at most half of) the unit 
circle, and it follows for Ix/Xl 6 1 that 
IX-‘b{(x)1 Q e2ns 
J 
‘lt2s1p1 dfl d +kA. 
0 
By Eq. (23), therefore, j4xm2b,(x)l d k&. If b,-,(x) = j3Ps,_,(<)(x/2)2P-2, 
moreover, then again by Eq. (23), 
i 1 f 2p-‘bi(x) = 21’ - e22~~Bp,((u6)u2(r+6+p-1)du X/x 
= “/; X’*e~~p_,(~/t)r2S~+1-2pdt, 
and the restriction 111 < E2 assures for p d N that 2s, + 1 - 2p 3 1 - 2 S 
> - 1, by (24) and (A3). Therefore 
and if IS,-,1 Q ki-, and 
k’ = 2e”” max 
/ ‘If 2s1-‘-2n 4 I<n<N-I 0 
with path as before, then 
(2/~)~~4(4 = Bps,(t), IP,I G k’k;-,/p = k;, (A4 
and for p Q iV, the Lemma follows by induction. 
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For non-integer 3 - Re y, (24) implies N + Re y c - 4, so by Eq. (A3), 
2s, - l-2N+26= -2(N + 1 + Rey) > -1, and for fixed Rey, (26) 
shows an E(y) > 0 to exist, which makes also 23, - 1 - 2N > - 1. The 
integral for (2/x) “J’-%;(x) then exists also for p = N + 1, and (A4) 
remains valid with k’ maximized over 1 d n G N. 
While the rough bound (A4) suffices for present purposes, it underesti- 
mates the decrease of l/3,1 with increasing p. A more representative indica- 
tion of it is obtained by computing /3,(O): As 5 + 0, by Lemma 1 and 
L’Hopital’s rule, 
BP(t) + 2’p-Ip-lx~o[x’-2p b;(x)] 
if that limit exists, and from (23), (5), and (6), 
x’-2p b;(x) = (r-2x’-2p)/;2bp-, du 
--, 22-2p lim [ /3,- ,(5)/(2p - 1 + Z&/r)] 
x-0 
= 2’-2pPp-,(o)/( P + Y - 4), 
if that exists. Since Is, = 1, it follows that 
Pps,O) = PTP + Y - f)-‘8,-m 
provided y - 2 1 is not a negative integer, and then by induction 
645) 
P!Bp(0) = r(i + Y)/F( P + t + Y) 646) 
for all p z 0. In any case, (24) implies N + 4 + Re y ( 0, so that the 
induction yields 
P!Pp(0) = (- opqe - Y - P)/W - Y) forO<pdN, (A7) 
even when y - $ is a negative integer, but &+ ,(O) is then seen not to exist. 
This calculation depends on the interpretation of CC + 0 as x + 0 and 
Rq. (A6) does not follow for the interpretation E + 0 at fixed x and X. It 
remains true, however, if the regularization parameter is linked to E so that 
IX(r)1 + 00 as E + 0 and x/X + 0 as EX --) 0. Such a choice is admitted by 
the requirement 1~x1 < E (and is consistent with a further choice cX(c) --, 0 
in the proof of Lemmas 4 and 5), and it will free Rq. (A6) even of the 
interpretation that 1x1 need be bounded. A method of proof will be clear 
from the following computation of /3,(O) for Re y < - 5: By (5) and 
(6), P(@/P(~) -+ 1 as 6 + 0 for fixed U, and therefore, by dominated 
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convergence, 
(2/x)&(x) = 2~~,~[P(~E)/P(E)1’~‘*du --) 2/‘&du = (y + t)-’ 
co 
as { --, 0 and x/X = I/ + 0. Similarly, 
/3,(E) = (4/x*@;(o) do + (y + +)-I as5 --) 0. 
Proof of Lemma 2. By (6), 
S,(t) d 6, = $+(t)l + 0 as E + 0, 648) 
and for fixed Re y < - f, a sufficient restriction of E(y) assures s > 0. If 
again 
b,-,(x) = &&h/~)*“-*~ IS,-,I 6 k;-*P 
for somep 2 N + 2, then from Eqs. (29), (4), and (7), 
b;(x) = 2(x/2p-‘~‘[e,(u, ~)]‘a,-,(u~)u*(y-~2+p-‘) du, 
q(u, 0 = u%(ul)/p(E) = exp [‘[S,(5) + +W)l$ 
and by Es. (3% 
lq(u, <>I G 1 for 24 E [o, 11. 649) 
For p 2 N + 2, (24) implies p - 1 > - f - Re y, and therefore also Re y 
- 6, + p - f = p - 1 - s > 0 for fixed y and sufficiently small 151 > 0. 
Hence, 
I(x/2)‘-*%J < I$-,/(p - 1 - s), 
and by Es. (291, 
l(2/~)-~~41 G k;-,/[p(p - 1 - s)] = k;, (AlO) 
and Lemma 2 follows inductively from the bound for bN+ , of Lemma 1. 
Proof of Lemma 3. By Lemma 1 and Eqs. (3), (4), and (15), the 
definition (31) may be written, with N + 4 + y = v, as 
~ 2-2N-l i 1 - 2~ 
(Al 1) 
;~+1&(0)=C~*Oasx-+0, 
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by (lo), (17), and (A7). Since (24) implies - 1 < Re Y G 0, and since p is 
mild, dg/dx is seen not to be integrable to x = 0 unless Re Y = 0 and 
p(t) --, 0 as 5 + 0. 
For Re v < 0, L’Hopital’s rule may therefore be applied to p*x*“/g and 
yields, by (All), (5), and (6), 
p*x*“/g + lim 
2xp-‘dg/dx + 2v 
P-~x’-*’ dg/dx 
= 2v/c, 
as x + 0, and by (Al l), (x/g) dg/d x + 2v, which therefore represents the 
nearest power in g(x). It then follows from (4), (lo), (1 l), (A6), and (Al 1) 
that 
x-2N-2g(x)ym(x) = @x-2”s 
ECN 
+ 2iv(l - 2y) 
= 4+-‘&+,(o) 
as x --, 0. 
Proof of Lemma 4. From Eq. (23), for 1 Q p < N defined by (24), and 
again with exp( - vi) = j, 
= b/2)*q1* + I* + I,), 
II(U) = (~)*‘-‘/~[ $&]*{6,-,(t) - b,-,( jt)} dr, 
To obtain bounds on these integrals, note from Eqs. (4) and (5) that, if W, 
am, jw, andjcuu are all in A, 
log r(iuu)r(u) = 
/ 
(O+(T) - +(jT) dT 
r(uu)r(ju) ctltl 7 
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say, and l+pl Q QX)), by (26). If 60 and cuu he on the path P of Fig. 1 from 
6 to r X, then the integral may be evaluated along the appropriate part of P, 
and from the first form of 0, the circular part is seen to contribute at most 
2n 6 to IS(. From the second form, the contribution of the radial part is seen 
to have the same bound, and together 
18) < 4776, 
S,(lcXl) = ,$tb~,l~bjl - c?*~( + 0 as 1~x1 --) 0. (A12) 
GC 
Moreover, if p(es)/p(jeu) = eq(cs, W) is considered for CO E A, and 
s = [Xlexp ia, 0 > u > -n, then (Fig. 1) 
and by (30), (26), and (6), 
le,l d @41X/u]*, 
~4(151) = y*(t) + 0 = IEI --, 0. (Al31 
From Lemma 1, bP--,(x) - b,-,(jx) = fi,-,([)(x/2)*f’-*, and if it be 
now supposed that I&.,([)1 d (p - I)h,-,k&,, then by Eqs. (4) and 
W)> 
II,\ = 21/~,v[e,(u, CU)]*~~~,(EUD)U*(~+~+~~‘~ dul 
FIGURE I 
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with S, defined by Eq. (A3), so that again Re S, + 1 - p 2 1 - 6 > 0, by 
(24) and if E(y) is restricted as for the first part of Lemma 1. As in the 
proof of that Lemma, therefore, it is deduced that 
II,( < (p - 1)X,-,k’k;-,. 
Similarly, by (A12), and as in the proof of Lemma 1, if k; = lubl/$ ( as there 
defined, 
(I,1 = 2 j’ e,‘{l - e28~u~‘D~)~p~,(j~u2))u2~y+G+p~‘~d~ 
X/x 
< k’&,k;-,. 
With path at constant ItI = 1x1, 
I, = 2 
/ 
‘x’“j~2y[e,(rl,ro)~28,~~(~t)(?/n)2(Y+P~’)d(l/~), 
X/v 
and again with s, =ReS,= -Rey-i-6, 
II31 < 2se2nS4k~_,IU/X12(S’+‘-P). 
Therefore, 
b,(x) - b,(jx) = /b;+(v)( ;)2p-idv = /5b(5)( ;)“, 
with 
I~p(S)l= 2 ~‘~l,(~X)ui’-‘du 
< [(p - 1)X,-, + S,]:k;e, + *e 
s, + 1 
2n8~k~_,JX/XJ2(~~+‘-P) 
= k; (p - 1)X,-, + S, + ~~2wE4~(~,~,2(s,+I-p) 
I I I 
by (A4). Since X, = 0 because b,(x) = 1, it follows recursively for 1 < p 6 
N that 
(-414) 
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where it should be recalled from (24) and Lemma 1 that 
0 c 1 - 6 <s, + 1 - N < 2 - 8, and k; = [k’(#/p! 
Finally, 
To prove Lemma 4, it therefore remains to establish a bound S,l on X, 
which tends to zero with I.$!. For sufficiently small Ix/XI, 
A, < Mf4) + k,(syn+ 1) Ix/xp+‘-p) 
by (A13), and E(y) has been restricted so that S, + 1 - p & 1 - 6 > 0 for 
1 < p < N, with S defined by (26). The requirements on the regularization 
parameter 1x1 used so far, are that it be independent of x and that 
161 Q 1~x1 < E(y), the radius of the cut disc A on which the estimates hold. 
For fixed y and E(y), envisage now a sequence of subdiscs about .$ = 0 of 
radius IeX,l < E(y) and tending to zero as n --) cc, and consider any point 
sequence (&} c A such that I&l --) 0 as i --) cc. Given n, the n th subdisc will 
contain all E, with sufficiently large i, and there is a subsequence {n(i)} such 
that n(i) + 00 and (xi/XnCijl --, 0 as i --) cc. For all IQ < I&l, regularization 
can be achieved with the choice IX,Ci,l for (Xl, and the bounds (A12) and 
(A16) then imply a sequence {Si> decreasing towards zero as i + cc and 
such that X, < Si for 161 f I&l and 1 Q p < N. A monotone positive func- 
tion 8,‘(l[l) therefore exists such that 
A, -z S,‘(lQ) for 1 d p Q N and S,l(ltl) + 0 as IQ/E + 0. (A17) 
Proof of Theorem 5. By Lemma 1, the computation of b,(x) for p G N 
from Eq. (23) extends to p = N + 1 when f - Re y is not integer. In that 
case, (24) implies - 4 - Re y = N + A with A(y) > 0, and for sufficiently 
small 1~x1, s, - N = A - 6 > 0, by (26), and the estimate (A14) then 
extends also to p = N + 1. For p 2 N + 2, on the other hand, bP is found 
from Eq. (29) and Lemma 2, so that then 
again withj = exp( -rri). As in the proof of Lemma 2, 
r(t)/r(u) = (t/u)Y-s2e,(t/u, eu), 
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and as in the proof of Lemma 4, 
log OMU) = 
/ 
1 +m) - @(E&Y) 
r(t)r(.F) i u 
da = O(t/u, w), 
and if 2) and ju are in D and t/u = u E [0, 11, then this integral may be 
evaluated at constant ((11 to see by (30) and (6), 
lqu, EU)( d 2~~,(4, 
,$c~x, uz$,Ill - exp2fl(u, cu)l = &‘(l51) -, 0 as I51 -+ 0. 6418) . 
Now suppose 
$A4 - b,-,(jx) = 4&)b/2)2p-2, l&,l G (p - w,-,q*, 
which is known for p - 1 = N + 1 from the extension of (A14), then since 
b;(u) + b;(ju) = u~‘e~{b,_,(uu) - e2e(U~~o)bp-l( juu)}u2Y-262du 
and by Lemma 2, for p z N + 2, 
where again p - 5 - 8, + Re y = p - 1 - s > 0 for fixed y and suffi- 
ciently small 151 > 0, by (24) and (30). By (A9), (AlO), and Lemma 2, 
therefore 
lWW2p[~3f4 + b;(ju)]l d P~;,[(P - 1)X,-, + 6,“], 
$b) - $(j4 = 4A-tW2)‘“~ 
l/q d kb[(P - Oh,-, + 6,“]. 
It now follows recursively from (A14), (A17), and (A18) that I/$,/ < G,(j,$l)pkl, 
for all p > 1, with 
WI) = =+X(lSl), Y(lSl)l + 0 as I4 + 0. 
From Theorem 2, therefore 
172 MEYER AND PAINTER 
with k; given by Lemmas 1 and 2 for p < N + 1 and p > N + 2, respec- 
tively, so that 
Epk;,x/y’P < C(y),x,2,2~,n,2,2”,[n!T(n + 1 - s)] 
1 0 
for some C(y) independent of x. 
For i>Rey> -3, the proof simplifies because Lemma 4 is not 
needed, and the same result is obtained with C(y) = I’( -s) and 8, = 8:‘. 
Proof of Lemma 5. In T,, the construction of Section 4 involves no 
regularization and gives y,, = D,(x) with b, = 1, and 
b;+,(x) = ix( $gZ( f)2yq4 do (P 2 Oh 
With the notation 
[ = EX, P,(E) = (x/2)-2%,(x), B,(5) = (x/2)‘-2pb;(x), 
this construction may be rephrased as 
and j?*(O) is given by Eq. (A6) for y E Tl, For any fixed u E (0, l), 
p(u[)/p(E) + 1 as 6 + 0 in A, by (6) and because Eq. (5) implies 
Since Re y > - f in T, and p 2 0, it follows by dominated convergence 
that 
B,+,(O) = 2j33P(0)~2y+2p du, 
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and the construction may be further rephrased as 
sp+,w - lrp+m 
Pp+SO) 
= 21 
l~p+,W -B,,I(o)u*p+*du 
a,+ do> 
3 
0 
- 1 1 &+2P du 
= (P + O(P + Y + ;){I, + JJ, 
by Eq. (A6), with 
and 
ap+,w - ls,+dO) < lub,I + q 
(P + Y + mp+m ’ [=A * p * 
Integration by parts gives 
Ip = 
and by (A9), lus2p(z@/p(Z)[ < 1, so that 
and if o and jv are in D and t/v = u E [0, 11, then this integral may be 
evaluated at constant Iul to see by (30) and (6), 
then 
I.$[ Q 2S2kf~11~liJu2’+2pl du < p + .,“:y ) _ *, Q 6,k;/p, 
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for p > 0, and J, = 0 because Is, = 1. Therefore 
P,+,(5) - /$+1(o) 
h$+ I(O) 
Q p-111 + (p + y + +)k;) = k;,, 
forp > 0, while k;’ 6 C,,(G). It follows that pki must ultimately grow, asp 
increases, and k& ,/k; + 1 as p + 00, so that some fixed multiple of k; 
must exceed all k;. 
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