In this paper, the performance of different optimization techniques namely, multi-objective dragonfly algorithm (MODA) and multi-objective differential evolution (MODE) are presented and compared. The uncertainty effect of a wind turbine (WT) on the performance of the distribution system is taken into account. The point estimate method (PEM) is used to model the uncertainty in wind power. Optimization methods are applied to determine the multi-objective optimal allocation of distributed generation (DG) in radial distribution systems at a different load level (light, normal, heavy load level). The multi-objective function is expressed to minimize the total power loss, total operating cost, and improve the voltage stability index of the radial distribution system (RDS). Multi-objective proposed algorithms are used to generate the Pareto optimal solutions; and a fuzzy decision-making function is used to produce a hybrid function for obtaining the best compromise solution. The proposed algorithms are carried out on 33-bus and IEEE-69-bus power systems. The simulation results show the effectiveness of installing the proper size of DG at the suitable location based on different techniques.
Introduction
The utilization of renewable power sources of late is expanding because of the decrease of contamination and inconsistent accessibility. Various forms of renewable energy sources (RESs) such as wind, solar, geothermal, and biomass are recognized as important sources of energy for distributed networks. The integration of RESs in the distribution system affects operating conditions and the characteristics of the distributed generation. One of the most common problems that must be dealt with when using renewable energy is the uncertainty effect, because the power produced from RESs depends on weather conditions [1, 2] . RES is a type of distributed generation (DG).
Distributed generation (DG) is a small energy source directly connected to the load part of electric networks. Integrating DG into the network with optimal allocation has an impact on the network i.
Presenting and comparing the performance of different optimization algorithms; ii.
Implementing proposed algorithms to find optimal allocation of DGs; iii.
Integrating different types of electric resources with suitable size and placement taking into account the uncertainty effect resulting from renewable energy resources; and iv.
Testing two study systems under different load levels (light, normal, and heavy). Table 1 presents a review of approaches implemented for the optimal allocation of DG in power distribution systems. Table 1 . Review of approaches implemented for the optimal allocation of distributed generation (DG) in power distribution systems.
Reference Optimization Algorithms IEEE-Bus System A Number of Objective Function

Load Level
Renewable DG Non-Renewable DG Uncertainty Effect [1] Cuckoo search algorithm (CSA) and Flower pollination algorithm (FPA) 57 Multi [3] Stud krill herd algorithm (SKHA) 33, 69, 94 Single [4] Circuit-based branch-oriented approach 33 SO [5] Pareto and fuzzy logic 13 MO [6] Whale optimization algorithm (WOA) 15 , 33, 69, 85, 118 SO [7, 8] Ant lion optimization algorithm (ALOA) 69 MO [9] Monte Carlo simulation (MCS) algorithm 33 MO [10] Non-dominated sorting genetic algorithm II (NSGA-II) 33 MO [11] Multi-objective particle swarm optimization 33 MO [12] Non-dominated sorting genetic algorithm (NSGA) 37 MO [13] Affine arithmetic-based non-dominated sorting genetic algorithm II (AA-NSGAII) 33 MO * Proposed algorithms 33,69 MO * The proposed algorithms used for developing the study goal.
The load variations were not taken into account in most of the studies. In practice, system loading varies according to the actual consumption. A fixed location and size of DG are not usually capable of developing optimal objective in the network. Therefore, assuming different load levels leads to a change in the optimum sizes and locations of DGs in the grid [13, 14] .
Sustainability 2019, 11, 5323 3 of 18 Optimization techniques are used to solve the network problem as a single-or multi-objective problem. DG placement is implemented as single-objective optimization through various optimization techniques to minimize either loss and cost or improve the voltage profile. DG placement is implemented as multi-objective optimization by two different methods of weighting sum techniques or by handling multiple objectives simultaneously to give a group of optimum results rather than a single optimum result [15] .
This paper presents and compares two optimization techniques, namely, multi-objective dragonfly algorithm (MODA) and multi-objective differential evolution (MODE). These techniques have been utilized for determining the optimum allocation and parameters of the DG in the electric grid, taking into account decreasing the network real losses, total operating cost, and improving the voltage stability index. This work covers the uncertainties effect produced from a renewable energy resource. The point estimate method (PEM) is used for representing the model of the wind power uncertainty.
The rest of the article is organized as follows: Section 2, the problem is described in detail. Section 3 presents the mathematical model of the distributed generation and the modeling of the point estimate method (PEM). Section 4 presents the mathematical model of the proposed methods. The simulation results for the proposed method are displayed in Section 5. The last paragraph contains the paper's conclusion.
Problem Formulation
Optimum location and capacity of renewable energy sources can be obtained using different optimization techniques to improve the network performance.
This section contains two parts: The various objective functions are explained in the first part; the constraints are presented in the second part.
Objective Function
Active Power Losses Minimization (P loss )
Installation of DGs has great effect on minimizing the real power losses of the electric grid, as follows:
Improving Voltage Stability Index (VSI):
The VSI of the distributed network will be increased after allocating DGs at best site and size, which can be calculated using the following equation [16] :
The objective function to improve voltage stability index is expressed as follows:
Minimizing the Operating Cost
The total operational cost of DG consists of two elements, total real losses cost and total size of DG unit's costs, this cost will be reduced after using DGs at optimal allocation. As shown in the following [16] :
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Constraints
Determining the optimum parameters and allocation of DGs in electric grid is an urgent need to satisfy the operational constraints, which are limiting the real and complex generated power, and bus voltages. These constraints are discussed, in detail, in the following sections.
Equality Constraints
This means that the incoming and outgoing flow of power is equal through the algebraic sum equations as follows:
Inequality Constraints
These constraints consider the borders imposed on the electric grid operation and can be explained as the following:
•
Generation limits: The limits of active and complex power delivered by DG are also limited by the following equations:
• Voltage limit: The constraints of the voltage absolute value of the load buses are exposed to the minimum and maximum values according to the following equation:
• Line thermal limits: The reactive power flow in lines should be lower than the rated value indicated as follows:
DG Modeling
In this paper, the DG units are represented to operate at unity power factor, delivering active power only to the electric grid. The controlling process of wind turbine (WT) in this article is exposed to operate at unity power factor, which means that the WT generates real power only.
Suggested Model for Wind Energy System (WES)
WTs have been used to convert wind energy into electrical energy. The availability and speed of wind, the power curve of wind turbines, and size and shape of the turbine are some parameters that have an effect on energy produced from WT. The Rayleigh distribution is the wind model used in this search, which is a particular form of Weibull distribution in which the shape index is equal to 2. The probability density function (PDF) and the cumulative distribution function (CDF) for the wind speed is expressed as follows [17] :
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The output power of WES is represented using the following equation:
The probability density function, f pw (P w ), for the output power of WES is expressed as follows:
Proposed Model for Fuel Cell (FC) Unit
The model of FC unit is expressed by the following equation [18] :
Proposed Model for Micro-Turbine (MT) Unit
The model for MT unit is expressed as the following equation [18] :
Model of Uncertainties Based on PEM Method
The approximate method that deals with uncertainties is the PEM method, which has high accuracy in computing and does not require information about the random variable PDF. The main idea of PEM is to know the statistical information about a random variable (p l ) at K points, there are input and output variables, the relationship between these variables is represented by a function (F), which depends on all input variables (m), F (Z = F(p 1 ; p 2 ; . . . ; p l ; . . . ; p m ; c)). In Hong's PEM, for each random variable (p l ), function F must be calculated K * m + 1 times where K is the number of points and l = 1, 2, 3, . . . , m. Statistical information and the PDF of the random variables (p lk , w lk ) are used to calculate the K points related to those variables. The location p lk is presented as follows [19] :
The standard location , ε lk , and weighting factors , w lk , are calculated using the following equations: where λ ij will be calculated using the following equation:
where M j (pl) is calculated using the following equation:
The output of Z is calculated for each element and for each concentrated point, Z(lk), based on F(M p1 , M p2 , . . . , p lk , . . . , M pm) after calculating all pairs (p lk , w lk ), this function can be determined by the following equation:
In this presentation, (2m + 1) Hong's PEM scheme (K = 3, ε lk = 0) is used for modeling WT power uncertainties. K = 3 is selected for each input random element, and the third point is located in the average value of the element (M p1 , M p2 , . . . , M pl , . . . , M pm ). ε lk and w lk can be calculated by the following equations:
From the last equation, it is concluded that the computation process for function F should stop, and the updated weighting factor is calculated (w 0 )
(26)
Proposed Algorithms
The mathematical model of the proposed optimization algorithms will be explained in this section.
Dragonfly Algorithm (DA)
DA is a meta-heuristic algorithm that has been presented by Mirjalili in 2016 [20] to simulate the flying movement of a dragonfly swarm during the hunting and migration mode.
The behavior of swarms follows three primitive principles that will be presented in this subsection:
• Separation This indicates avoiding static collisions among individuals in the neighborhood, which is calculated as follows;
• Alignment This refers to indicating the velocity matching of individuals to that of other individuals in the neighborhood, which is obtained from the following;
• Cohesion This indicates the tendency of individuals toward the center of the mass of the neighborhood, which is calculated as follows;
Attraction toward a food source is expressed as follows:
Distraction outward an enemy is calculated as follows:
The step vector shows the direction of the movement of the dragonflies, which is calculated as follows;
After the step vector is calculated, the position vectors are calculated as follows:
To enhance the randomness, stochastic behavior, and exploration of the artificial dragonflies, the artificial dragonflies are requested to fly around the search space using a random walk (Levy flight). The location of dragonflies is modified according to the following equation:
The pseudo-codes of the DA algorithm are provided in Table 2 [20] (https://arxiv.org/pdf/1905.06734). This indicates the tendency of individuals toward the center of the mass of the neighborhood, which is calculated as follows;
The pseudo-codes of the DA algorithm are provided in Table 2 [20] (https://arxiv.org/pdf/1905.06734). 
Differential Evolution (DE)
DE is a simple algorithm suggested by Price and Stone for optimizing approaches over a continuous domain, which generates new candidate solutions by merging the parent individual and various other individuals of the same population (mutation operation). The parameters of mutated vectors and the predetermined vector (target vector) are mixed together to yield the trial vector. Parameter mixing is often referred to as "crossover" in the evolution strategies. If the trial vector
DE is a simple algorithm suggested by Price and Stone for optimizing approaches over a continuous domain, which generates new candidate solutions by merging the parent individual and various other individuals of the same population (mutation operation). The parameters of mutated vectors and the predetermined vector (target vector) are mixed together to yield the trial vector. Parameter mixing is often referred to as "crossover" in the evolution strategies. If the trial vector yields (candidate) a lower cost function value than the target vector (parent), the trial vector replaces the target vector in the following generation. This last operation is called selection [21, 22] .
The strategy of DE can be described as follows:
• Mutation For each target vector x i,G , i = 1, 2, . . . . . . ., NP, a mutant vector is generated according to:
• Crossover The crossover is presented to raise the diversity of the perturbed variable factors. At the end, the trial vector is expressed according to:
• Selection The trial vector is parallel to the target vector. If the trial vector yields a lower cost function value than target vector, then the trial vector replaces the target vector.
The pseudo-codes of the DE algorithm are provided in Table 3 [22] . • Multi-objective solution strategy The Pareto optimization method is used for solving the multi-objective problem. Further explanations related to this method are presented in [20] .
There are four definitions of the Pareto solution as shown below:
Suppose that there are two vectors such as:
., x k ) and → y = (y 1 , y 2 , . . . ., y k ). Vector x dominates vector y (denote as > y) if:
That is, a solution dominates the other if it shows better or equal values on all objectives (dimensions) and has a better value in at least one of the objectives. The strong (weak) Pareto dominance relation can be easily defined. A vector x = (x 1 , x 2 , x k ) is said to strongly dominate x ∈ X is called Pareto optimal if:
Couples of solutions are non-dominated related to each other if neither of them dominates the other.
Definition 3. Pareto optimal set:
A set including all the non-dominated solutions of a problem is called Pareto optimal set and is defined as follows:
Definition 4. Pareto optimal front: A group including the related objective parameters of Pareto optimum goal in a Pareto optimal set is called a Pareto optimal front.
Fuzzy Approach The goal following the Pareto optimum goal obtained is to select the optimum compromise solution between the earned multi-objective solution sets. A fuzzy set theory, modeling the targets of the objective function, is used to calculate the accurate compromise solution related to gradual evaluation of the membership of solutions in a set. For each solution in the Pareto optimal solution m, a simple membership function is suggested for each of the objective functions. The membership function is defined as follows [23] [24] [25] :
The accurate compromised solution is chosen related to the following formula:
The normalized membership value, u m , is determined for all non-dominated solutions and then sorted according to their values.
Results and Discussion
This section demonstrates the effectiveness of different optimization techniques on the power flow of the electric grid. The suggested optimization techniques apply to the IEEE-33 bus, and IEEE 69-bus electric network. The different scenarios are tabulated in Table 4 . These scenarios discuss a different load level in the network. Normal load level scenario 6
Heavy load level
IEEE 33-Bus Electric Network
The IEEE 33-bus radial electric network includes 33 buses and 32 branches with a load of 3.7 MW and 2.3 MVAR, The MVA and kV base of the test system are 100 MVA and 12.66 kV. The total real and reactive power losses of this system are 210.9761 kW and 143.0171 KVAR, respectively. The test system is a hypothetical 12.66 kV system with a two feeder substation, and five looping branches (tie lines), the system data such as (active and reactive load at each node, impedances of each branch, and voltage at each bus) are taken from [26] . The optimal sizes and location of DGs obtained by the two optimization algorithms are tabulated in Table 5 . The optimal allocation of the DGs is based on developing the study objectives which are improving the voltage stability index, minimizing the power losses, and reducing the operating costs. MODA-multi-objective dragonfly algorithm; MODE-multi-objective differential evolution; MT-micro-turbine; FC-fuel cell; WT-wind turbine.
Scenario 1: Light Loading
In this scenario, the system operates at a low load level (p load = 0.5 p sys load ). From the results, it is clear that the behavior of MODA is accurate in comparison with the MODE technique for minimizing power losses and total operating cost, the better locations to place the DG of the MT type are buses 29 and 23, FC units are best placed at buses 12 and 18, and buses 12 and are the best location for WT. From the results it is clear that the location of WT obtained by MODA is better than the position obtained by MODE for reducing power loss and the cost so that it is near the critical bus (bus # 18). Figure 1 shows three objective functions together in three dimensional diagrams at light loading condition. 
Scenario 2: Normal Loading
In this scenario, the system operates at normal load (p load = p load sys ). From the algorithm results, it can be noted that the minimum power loss and voltage stability index enhancement was obtained by MODA method, the total power injected by MT and FC to the network is 0.133012 and 0.12303 KW, respectively. The location of the different DG type used is changed from those shown in previous case to compensate the change in the loading. The best estimation results for proposed methods are shown in Figure 2 . 
In this scenario, the system operates at normal load (p load = p sys load ). From the algorithm results, it can be noted that the minimum power loss and voltage stability index enhancement was obtained by MODA method, the total power injected by MT and FC to the network is 0.133012 and 0.12303 KW, respectively. The location of the different DG type used is changed from those shown in previous case to compensate the change in the loading. The best estimation results for proposed methods are shown in Figure 2 .
Scenario 3: Heavy Loading
In this scenario, the system operates at heavy load (p load = 1.6 p sys load ) due to increasing the system loading in this scenario, the power injected by DG based on different optimization methods must be increased to improve the system performance. From the results, it is regarded that the behavior of MODA is accurate in comparison with the MODE technique for minimizing the total power losses and improving the voltage stability index, power loss reduced by 12.3%. The Pareto solutions for proposed algorithms at 160% loading condition are shown in Figure 3 , the Pareto fronts, (PF)obtained by MODA is better than that of MODE as it produces wider Pareto fronts. 
In this scenario, the system operates at heavy load (p load = 1.6 p load sys ) due to increasing the system loading in this scenario, the power injected by DG based on different optimization methods must be increased to improve the system performance. From the results, it is regarded that the behavior of MODA is accurate in comparison with the MODE technique for minimizing the total power losses and improving the voltage stability index, power loss reduced by 12.3%. The Pareto solutions for proposed algorithms at 160% loading condition are shown in Figure 3 , the Pareto fronts, (PF)obtained by MODA is better than that of MODE as it produces wider Pareto fronts. 
IEEE 69-Bus Power System
The IEEE 69-bus power system includes 69 buses and 68 branches. The MVA and kV base of the test system are 100 MVA and 12.66 kV, respectively. The power loss of this case is 225 kW and 102.2 kVA respectively. The data of the system are drawn from [27] [28] . The optimal allocation of DGs obtained by different optimization algorithms is shown in Table 6 . The optimal allocation of the DGs is based on developing the study objectives; which are improving the voltage stability index, minimizing the transmission power losses, and reducing the operating costs. 
The IEEE 69-bus power system includes 69 buses and 68 branches. The MVA and kV base of the test system are 100 MVA and 12.66 kV, respectively. The power loss of this case is 225 kW and 102.2 kVA respectively. The data of the system are drawn from [27, 28] . The optimal allocation of DGs obtained by different optimization algorithms is shown in Table 6 . The optimal allocation of the DGs is based on developing the study objectives; which are improving the voltage stability index, minimizing the transmission power losses, and reducing the operating costs. The behavior of MODA is better than the behavior of MODE technique for minimizing the total operating cost and improving voltage stability index, the second objective in this scenario is reduced from 1.0001 PU obtained from an initial condition (without using DG) to 0.99603 PU. The Pareto fronts of combination of multi-objectives obtained by different optimization algorithms with light loading are shown in Figure 4 . The Pareto fronts obtained by MODA are better than those by MODE as it produces wider Pareto fronts near the central point.
Scenario 4: Light Loading
The behavior of MODA is better than the behavior of MODE technique for minimizing the total operating cost and improving voltage stability index, the second objective in this scenario is reduced from 1.0001 PU obtained from an initial condition (without using DG) to 0.99603 PU. The Pareto fronts of combination of multi-objectives obtained by different optimization algorithms with light loading are shown in Figure 4 . The Pareto fronts obtained by MODA are better than those by MODE as it produces wider Pareto fronts near the central point. 
Scenario 5: Normal Loading
The minimum power loss and the total operating cost are obtained by MODA, the best locations to place the DG are buses 20, 58, 3, 62, and 57 to reduce power loss by 11.78%. Figure 5 shows three objective functions together in three dimensional diagrams. 
The minimum power loss and the total operating cost are obtained by MODA, the best locations to place the DG are buses 20, 58, 3, 62, and 57 to reduce power loss by 11.78%. Figure 5 shows three objective functions together in three dimensional diagrams.
Scenario 6: Heavy Loading
The performance of MODA is the best to minimize the power losses and the total operating cost, the power loss reduced by 5.86%, and the saving in the cost objective obtained from MODA method and MODE method is $197.4568. The Pareto solutions for proposed algorithms with 160% of base loading condition are shown in Figure 6 . 
The performance of MODA is the best to minimize the power losses and the total operating cost, the power loss reduced by 5.86%, and the saving in the cost objective obtained from MODA method and MODE method is $197.4568. The Pareto solutions for proposed algorithms with 160% of base loading condition are shown in Figure 6 .
Conclusion
This article presents a comparative study of two optimization techniques that have been suggested to determine the optimum location for distributed generation (DG) in electric grid systems including the minimum of a multi-objective function considering the total power loss, total operating cost, and improving voltage stability index. The suggested techniques are examined on IEEE 33-bus, and 69-bus radial distribution system. This algorithm is applied to various scenarios, including load levels (light, normal, and heavy load) and uncertainty caused by the wind energy source. The PEM 
Conclusions
This article presents a comparative study of two optimization techniques that have been suggested to determine the optimum location for distributed generation (DG) in electric grid systems including the minimum of a multi-objective function considering the total power loss, total operating cost, and improving voltage stability index. The suggested techniques are examined on IEEE 33-bus, and 69-bus radial distribution system. This algorithm is applied to various scenarios, including load levels (light, normal, and heavy load) and uncertainty caused by the wind energy source. The PEM is implemented for representing the wind power uncertainties. It is observed from the obtained results that the performance of MODA is better than the performance of MODE for minimizing power loss and voltage stability index in IEEE 33-bus. In 69-bus, the minimum power loss and total operating cost are obtained by MODA algorithm. 
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