We consider the Harmonic crystal, a measure on
Introduction
The harnesses were introduced by Hammersley [9] to model the behaviour of a crystal and to introduce a multi-dimension version of a martingale. Let P = (p(i, j), i, j ∈ Z d ) be a homogeneous symmetric Markov transition matrix with p(i, i) = 0. A harness is a measure on R Z d with the property that the mean height at i given the heights at all sites different of i is a P -weighted mean of the heights of the other sites. The serial harness is a Markov process on R Z d updated at all discrete times at all sites by the rule: substitute the height at site i by a P -weighted mean of the neighbors plus a centered independent random variable (the noise). Hsiao [10] proposed a continuous-time version then called harness process in [6] . The heights are updated at Poisson times using the same rule as in the serial harness. If the noise is as a centered Gaussian random variable, the reversible measure of the process is the harmonic crystal, that is, the Gibbs measure with Hamiltonian 2 (1.1) where x ∈ R Z d is called a configuration, i, j ∈ Z d with couplings J i,j = p(i, j); the temperature 1/β is given by the variance of the noise.
We study a version of the harness process with a data term. We can think that each site i ∈ Z d has an additional "neighbor" with a fixed height d(i), the data. The updating of the height at i involves the data d(i) in the averaging. We show ergodicity of the harness process with data under a mild restriction on the growth of d(i); this extends the work of Hsiao [10] who considered the case d(i) ≡ 0. The unique invariant measure is reversible; it is a harmonic crystal with an external site-by-site field. The Hamiltonian has quadratic form, see (2. 2) below.
We construct a version of the process simultaneously for all boxes Λ as a function of a realization of the Poisson processes governing the updating times and the noise variables associated to them. As a consequence we show time ergodicity and space (thermodynamical limit) convergence of the stationary measures. In particular, we give sufficient conditions on the data d to guarantee existence and uniqueness of an (infinite-volume) Gibbs measure associated with the quadratic Hamiltonian (2.2). If the data is flat (i.e. constant) then we are in the case of massive lattice models in quantum field theory which are well known (see [7, 8, 5] ). This case has also been studied by Hsiao [10, 11] (it corresponds to his i U(i) < 1).
Main Results

Define the formal Hamiltonian
is an arbitrary fixed configuration which can be taken as data. Let Λ ⊂ Z d be a finite box. Let x Λ be the configuration x restricted to the set Λ. The the family of measures
where µ 0 Λ is the Lebesgue measure in R Λ , is called the specification associated to the Hamiltonian H.
We now introduce the harness processes
, be a homogeneous finite-range symmetric stochastic matrix, that is, p(i, j) ≥ 0, j p(i, j) = 1 for all i, p(i, i + j) = p(0, j), p(0, j) = 0 if |j| ≥ R > 0 and p(i, j) = p(j, i). The generator of the process is given by
where G β (dx) = β 2π 1/2 e −βx 2 /2 dx is the Gaussian distribution with zero mean and variance 1 β , P k x is the configuration defined by
otherwise and e k (j) = 1 {k} (j). In this process at rate 1 the height η i at site i is updated with a convex combination of the heights at the neighbors of i and the height d(i), plus an independent centered Gaussian variable.
The following three theorems are the aim of this work.
where F t is the sigma algebra of the past of η(s) up to time t.
Theorem 2.1 is a consequence of a general existence result of Basis [1] ; we provide here an alternative construction. Let S β (t) be the semigroup associated to L β defined by
Let Q t (i, j) be the probability that a continuous time random walk with rates P killed at rate 1 − α starting at i be at j at time t. The initial configurations will be restricted to the set Furthermore, µ β is reversible for L β i for all i ∈ Z d , in particular is reversible for L β . And µ β satisfies the DLR equations for the specifications (2.3) with J i,j = αp(i, j) and h = 1−α.
The time convergence was proven by Hsiao [10] and [11] in the case d(k) ≡ 0. The space convergence is contained in Spitzer [12] and Dobrushin [4] , see also Caputo [3] . Our approach permits to construct simultaneously (coupling) realizations of the measures in all finite boxes and the infinite volume measure in such a way that the convergence is almost sure.
The matrix αP in (2.4) corresponds to a Markov chain in discrete time that is killed at rate 1 − α. Let a(i, j) be the probability that it is killed at site j when starting at site i. The data will be restricted to the set 
Then m minimizes the Hamiltonian (2.2).
As expected, m(i) satisfies the equation
That is, m is a harmonic function for (P, α) in an extended graph with "boundary condi-
The boundary conditions are fixed in (Z d ) * equal to d; d(i) is the value of the boundary condition at i * and (1 − α) is the weight of the edge (i, i * ).
Harris graphical construction
The proof of the above theorems are based on an adaptation of the Harris graphical construction for the harness process proposed by Ferrari and Niederhauser in [6] . The core of the construction is a family of marked Poisson processes Ω
is defined by a set of event epochs τ i (n) ∈ R with τ i (0) < 0 < τ i (1). The variables −τ i (0), τ i (1) and τ i (n + 1) − τ i (n), n = 0 are iid exponentially distributed random variables with mean 1. The pairs (ξ i (n), ϕ * i (n)) are marks. For every i they consist of two independent sequences along n of independent identically distributed random variables. The variables ξ i (n) are Gaussian with mean 0 and variance 1. Before defining ϕ * i (n) we introduce the sequence ϕ i (n) of random variables with values in Z d and with distribution
For any i ∈ Z d let i * ( ∈ Z d ) be the copy of i in (Z d ) * ; we call it the shadow or the cemetery of i. The distribution of ϕ * i (n) is then defined by
where α ∈ (0, 1) will be chosen later. Next, we define the backward random walk σ γ,t (u) starting at a point γ at time t and moving backwards in time from t to 0. Values of γ are either points of Z d or cemetery
That is, the walk is absorbed at cemetery points. For γ = i ∈ Z d we define σ i,t (u) coupled to the sequence τ i (n). Let ν i = max{n : τ i (n) ≤ t}. The backward process is defined recursively:
That is, σ walks backwards in time and jumps according to the marked Poisson point process. We say that
Further we consider the conditioned process σ i,t given the Poisson epochs. Let N be the sigma algebra generated by the random variables {τ i (n)}. For any i ∈ Z d and t > 0 let T t 0 (i) be a finite set of points in [0, t]. Points T ∈ T t 0 (i) shall often be supplied by an index (T i ), and by an index and an argument (
be the event defined by sets of Poisson epochs
using however the fixed moments T i (·) instead of the random times τ i (·). Hence randomness enters σ N i,t only via the random variables ϕ * i (·). Note that the transition probability of σ N i,t at a Poisson epoch T is
We define the R Z d -valued process η i (·) at the moment t ≥ 0 conditioned on the event A t as
where ξ T (j) = ξ j (n), with T = T j (n), is a Gaussian random variable. For arbitrary initial configuration
Our goal is to prove the following facts about η 1. The process η(t) = {η i (t)} (see (3.16 )) is well-defined. Namely, the sum in (3.16) is finite with probability 1.
2. The process η(t) is Markov with generator L = L 1 (see (2.4) ).
3. The measure defined by the Hamiltonian (2.2) is invariant with respect to η(t).
Proofs
We start our considerations by introducing a finite-dimensional version of the process (3.16) with a boundary condition. Let
and y be a configuration outside of Λ. To define the finite-volume version η Λ,y of the process η we modify also the random walk σ i,t to σ i,t,Λ such that Λ c is an absorbing set of σ i,t,Λ . The finite-volume processes in Λ are thus
Λ is the (conditioned on N) random walk killed on Λ c , y(j) is the boundary condition configuration, and b t,Λ (i, j) = Pr(∃u ∈ [0, t] : σ N i,t,Λ (u) = j), for j ∈ Λ c , is the probability of σ N i,t,Λ being absorbed at the site j.
We shall also consider joint distributions of the processes (η Λ,y ) Λ by coupling (4.18) for different sites i ∈ Z d . For every Λ 1 ⊆ Λ let Σ Λ 1 = {σ i,t,Λ , i ∈ Λ 1 } be the set of joint random walks such that the following condition is satisfied:
by (4.18).
Finite dimension
In this section we study the process η Λ,y .
Generator
Lemma 4.1. The process η Λ,y is Markovian with generator
20)
where f is a test function defined on R Λ , x is a configuration in Λ, y is the boundary condition defined on Λ c , and x ∪ y is the juxtaposition of the two configurations.
from which the form of the generator follows readily from the poissonian nature of the point process. 
Invariant measure
in the volume Λ, is reversible for each of the generators
where G(dx) = G 1 (dx) (see (2.4) and below), and x Λ , y Λ c are the restrictions of the configurations to the subscripted sets.
Proof. We prove the relation of detailed balance
The reversibility of µ Λ,y is simple consequence of (4.23).
In the following, we use the notations
We represent the left-hand side in (4.23) as
Using (4.24), we obtain
Next we change the variables as follows Observe that v(k) = z(k). Therefore z(i) − z(k) = v(i) − v(k) for any i = k. Using first the above substitution and then relation (4.24) again yields 
we shall use the following notations:
Lemma 4.2 is used in the second equality.
Limiting Distributions
We shall prove in this section that the processes η Λ,y (4.18) have stationary distributions. We also show that the distributions of those processes converge to the stationary ones for any initial configuration. We introduce a new process ζ Λ,y (t) on Λ with boundary condition y outside of Λ whose properties help to find the stationary measure of η Λ,y (t).
Let κ i,Λ be a random walk similar to σ i,t,Λ , but evolving forward in time. More precisely, 1) ). There are two ways κ i,Λ can be absorbed: either it reaches a shadow point, ϕ * i (τ i (1)) = i * , or the boundary of Λ, ϕ * i (τ i (1)) ∈ Λ c . For u > τ i (1) we use the recursion formula κ i,Λ (u) = κ ϕ * i (τ i (1)),Λ (u − τ i (1)). Let a t (i, j) = Pr(κ i,Λ (t) = j|N). We use also κ N i,Λ to denote the walk κ i,Λ conditioned by the Poisson epochs.
Consider a process ζ Λ,y which is defined as follows,
where a t,Λ (i, j) = Pr(∃ u ∈ [0, t], κ N i,Λ (u) = j) is the probability κ N i,Λ to be absorbed at the site j ∈ Λ c before the time t.
In the same way the multidimensional process η Λ,y Λ 1 (t) was introduced in (4.19), we define a process ζ Λ,y Λ 1 (t) using the joint walks K Λ 1 = {κ i,Λ , i ∈ Λ 1 } (see (4.19) ).
Lemma 4.4. The distributions of η Λ,y Λ 1 (t) and ζ Λ,y Λ 1 (t) at a fixed t are the same.
Proof. It is enough to prove the lemma for
as in (3.14) . Hence η Λ,y
Observe that we have not proved that the processes η Λ,y i (·) and ζ Λ,y i (·) have identical distributions. In the sequel, we shall omit the breve˘in the notations connected to the process ζ.
Define a t (i, j) to be the probability of the random walk κ N i,Λ to be absorbed at the shadow point j * (associated to j ∈ Λ) before the time t. That is, a t (i, j)
We introduce a new process γ: Proof. Observe that F s = σ{γ Λ,y (u) : u ≤ s}. The proof is then completely similar to the case without the term D Λ t (Λ 1 ) (see [6] )
It follows from (4.27) and (4.37) that γ Λ,y
(see details in [6] ). Since the mean value of γ Λ,y i is 0 we obtain that the conditionless variance Vγ Λ,y i ≤ 1. 
Proof. For any i ∈ Λ by the martingale convergence theorem there exists lim t→∞ γ Λ,y i (t) with probability 1. Then it follows from (4.30), the existence of lim t→∞ a t,Λ (i, j) and the finiteness of j∈Λ c a t,Λ (i, j)y(j) that lim t→∞ ζ Λ,y i (t) also exists with probability 1. Since the distributions of η Λ,y i (t) and ζ Λ,y i (t) are the same we obtain (4.32).
Infinite dimension
In this section we prove the existence and uniqueness of the thermodynamical limit. In the next lemma we assume that there exists λ ≥ 1 such that αλ R < 1, and an integer r 0 such that |d(j)| ≤ λ |j| (4.33) 
where a(i, j) is the probability of the random walk κ i to be absorbed whenever at j.
Proof. Remark that a(i, j) ≤ α [ |i−j| R ] because at least |i−j| R + 1 jumps are needed to achieve the point j from i and during this time κ i is not absorbed. For a subset V ⊆ Z d let U(V ) ⊆ Z d be such that for any j ∈ U(V ) there exists i ∈ V such that p(i, j) > 0. Then U k+1 (i) = U(U k (i)) and U 1 (i) = U(i). Let k i be such that U k i (i) ⊇ Λ r 0 . We partition the sum j∈Z d a(i, j)d(j) in two parts to get
We rewrite the second term
Then
Since λ is such that αλ R < 1 we obtain |D 2 (i)| < ǫ if m is large enough. By assumption on |d(j)| we obtain |D m 1 (i)| < λ m j∈Z d ,|j|≤m a(i, j) < ∞. Since the distributions of ζ Λ,y Λ 1 (t) and η Λ,y Λ 1 (t) are the same we obtain Corollary 4.10. For any bounded y the distribution of η Λ,y Λ 1 (t) converges weakly as N → ∞.
We have proved two first claims in the program we asserted in the end of the section 3. The next corollary proves the third claim of the program. Proof. Let Λ n and y n be a sequence of volumes and a sequence of boundary conditions such that Λ n ↑ Z d as n → ∞ and µ Λn,yn ⇒ µ, where ⇒ means weak convergence. Then the detail balance for µ follows from that for µ Λn,yn .
From (4.35) we obtain that for any bounded y the thermodynamical limit gives the only measure in R Z d defined by the Hamiltonian (2.2).
Proof of Theorem 2.3
The Gaussian variables ξ T (j) in (4.18) have variance 1 β . Sending β to ∞ in (4.18) we get: It is known that η * i = lim t→∞ η * i (t) is the ground state.
Non-zero initial configuration
All results so far were obtained for zero initial configuration. The study the harness process at an initial configuration z satisfying (2.6) can basically be done in the way that was described above when the case z = 0 is studied. To this end we introduce processes which is a martingale. We can repeat all previous the considerations if z ∈ Z (see (2.6))
