Abstract-A distance metric of patterns is crucial to hotspot cluster analysis and classification. In this paper, we propose an improved tangent space (ITS)-based distance metric for hotspot cluster analysis and classification. The proposed distance metric is an important extension of the well-developed tangent space method in computer vision. It can handle patterns containing multiple polygons, while the traditional tangent space method can only deal with patterns with a single polygon. It inherits most of the advantages of the traditional tangent space method, e.g., it is easy to compute and is tolerant with small variations or shifts of the shapes. The ITS-based distance metric is a more reliable and accurate metric for hotspot cluster analysis and classification. We also propose a hierarchical density-based clustering method for hotspot clustering. It is more suitable for arbitrary shaped clusters.
I. INTRODUCTION
T HE LITHOGRAPHIC printability issue becomes more and more critical as the technology node continues to shrink. Although various resolution enhancement techniques have been proposed to improve the lithographic printability, there still exist lithographic hotspots which will cause manufacturability problems hence deterioration of the yield. Therefore, it is essential to detect and clear those problematic patterns at early design stages.
Traditionally, design rules are used to model the hotspots [1] , [2] . However, the more and more complex lithographic effects cannot be efficiently described by simple geometric rules. As a golden verification approach, lithographic simulation can also be used to detect the hotspots [3] , [4] . Its high computational cost makes it impractical for hotspot detection at early design stages.
In recent years, modern machine learning and pattern matching-based methods have been proposed for hotspot analysis and detection. In the machine learning-based methods [5] , [6] , neural network or support vector machine-based regression model is built from a set of training hotspot patterns. The regression models are then used to predict or detect the hotspots. The neural network or SVM-based methods can detect unseen hotspots that are not in the training sets, because the neural network or SVM-based model is fuzzy. However, the machine learning-based methods need special treatments to suppress the false alarms [7] , [8] .
Pattern matching-based methods employ explicit models rather than regression models to depict the hotspot patterns. The hotspot detection is actually a matching process based on these explicit models. These methods are believed to be faster and more accurate than the machine learning-based methods for hotspot detection, if an accurate model for the hotspot patterns is defined. In [9] and [10] , strings and modified transitive closure graph are used to encode the patterns. Pattern matching-based methods are fast and accurate for the precharacterized hotspot detection, but cannot detect the unseen hotspots.
In [11] , a hotspot classification and detection scheme is proposed. First, the extracted hotspots are classified into clusters by data mining methods. The representative hotspot in each cluster is then identified and stored in a hotspot library for future hotspot detection. Besides hotspot library generation, the classification approach also has tremendous application value for automatic hotspot correction and diagnosis. For hotspots of a cluster, engineers no longer need to manually analyze the failure reason and correct the hotspots one by one. Instead, they only need to focus on the representative hotspot in each cluster and the remaining hotspots in the same cluster can be corrected automatically according to the same correction template for the representative hotspot. In [12] and [13] , the hotspots are clustered into groups based on the spectrum of the patterns or the extracted features of the patterns. The representative hotspots are then selected from the clusters for the training of the hotspot detection engines. The clustering of the patterns is just used to reduce the number of hotspots. The clustering accuracy is not a main concern in such circumstance. The patterns are thus not accurately characterized in these methods.
A variety of clustering algorithms have been proposed in the past decades. These algorithms can be roughly divided into several categories, including hierarchical methods, partitionbased methods, model-based methods, density-based methods, and clustering methods for high-dimensional data. The hierarchical methods produce hierarchical representations of the data objects in bottom-up [14] or top-down manners [15] . A clustering of the data objects is obtained by cutting the hierarchical representations at the desired level. Although hierarchical clustering can produce nearly ideal clustering result, it is computation intensive and is thus not suitable for large-scale problems. Several algorithms, such as balanced iterative reducing and clustering using hierarchical method (BIRCH) [16] , CURE [17] , and CHAMELEON [18] , have also been proposed to improve the efficiency of the traditional hierarchical clustering algorithms by using clustering-feature trees and representative objects to describe the clusters or using dynamic models to measure the similarities of clusters. The incremental clustering method BIRCH [16] is more efficient than the hierarchical clustering method. However, it is more suitable for spherical shaped clusters but not suitable for the arbitrary shaped clusters in lithographic hotspot classification.
K-means clustering method is one of the most famous partition-based methods [19] . Given a predefined number of clusters k, K-means method finds the k cluster centers and assign the objects to the nearest cluster centers. PAM [15] , CLARA [15] , and CLARANS [20] algorithms have been proposed to improve the efficiency of the traditional K-means method. The drawback of the partition-based methods is that a predefined number of cluster k is required before clustering. The model-based methods [21] assume that the objects of a cluster follow a specified distribution. The parameters of the distributions are adjusted to best fit the data set. The main problem of model-based methods is that no explicit mathematical models can be defined for practical arbitrarily shaped clusters.
Density-based clustering method is based on the idea that the clusters can be viewed as data subsets with higher density, while the noises are thus regarded as those data subsets with lower density. The best-known density-based clustering method is density-based spatial clustering of applications with noise (DBSCAN) [22] , which employs the concept of "density-reachable" to find all the data subsets with higher density, i.e., the clusters. A series of variants of density-based clustering method were proposed after DBSCAN, such as incremental DBSCAN [23] , OPTICS [24] , and DENCLUE [25] . In recent years, considerable efforts were also made toward the clustering of high-dimensional data [26] - [28] .
The hotspot classification approach in [11] heavily relies on a distance metric of different pattern samples. The distance metric is a quantitative measure of the difference of a pair of pattern samples. With the distance metric, the pattern samples which are close to each other are clustered into a group by cluster analysis. This is the process of hotspot classification. For an ideal distance metric, it should have the ability to capture the sketch of the hotspot pattern and also be tolerant with small variations or shifts of the shapes. The distance metric proposed in [11] is defined as a weighted integral over the area, where a pair of hotspot patterns differs (XOR of patterns). This metric can exactly characterize the shapes of the hotspot patterns. If there are differences between two patterns, it will be reflected by the XOR operation directly. However, this distance metric is quite sensitive to the small variations or shifts of the shapes. With such a sensitive distance metric, the classification accuracy will be remarkably low. For hotspot classification, a hierarchical clustering algorithm [29] and an incremental clustering method BIRCH [16] are employed by the XOR method [11] to cluster the lithographic hotspots.
In the computer vision community, a well-developed tangent space method [30] , [31] has been successfully applied to polygon matching. The tangent space method defines a distance metric of a pair of polygons, which is the L 2 norm of the difference of the corresponding turning functions of the polygons. The turning function of polygon measures the angle of the counterclockwise tangent as a function of the normalized arc length, measured from some reference point of the polygon. Please refer to Section III for the details of the definition. The tangent space method has many superb advantages for shape matching. It is invariant under translation, rotation, and change-of-scale. More importantly, it is easy to compute and can deal with noise. This metric is a good candidate for hotspot classification, if the following difficulties can be overcome. First, this metric is invariant under change-of-scale. But for lithography, the distance metric should be sensitive to the change-of-scale. Second, this metric can only deal with a single polygon. But for lithography, the distance metric should deal with hotspot patterns containing multiple polygons.
In this paper, we propose an improved tangent space (ITS)-based explicit metric for pattern matching-based hotspot classification. The proposed distance metric is an important extension of the well-developed tangent space method. It can handle patterns containing multiple polygons. At the same time, it inherits some important advantages of the traditional tangent space method, e.g., it is easy to compute and is tolerant with small variations or shifts of the shapes. Although the computational cost of the ITS-based metric is a bit higher than that of XOR-based metric, we remark that the ITS-based distance metric is more reliable and accurate for hotspot cluster analysis and classification. It is more suitable for industry applications. A preliminary work of the proposed ITS distance metric is presented in [32] .
We also proposed a hierarchical DBSCAN method for clustering the hotspots. The traditional DBSCAN method [22] , [23] , [33] is based on the density of the objects in the space, and groups together the objects that are closed packed according to the density. The DBSCAN-like methods are suitable for arbitrary shaped clusters. However, for the traditional DBSCAN methods, O(n 2 ) pair-wise distance computations are required to find the neighbors of the objects. Here, n is the number of objects. The computational cost is thus extremely high. Our proposed hierarchical DBSCAN method reduces the number of pair-wise distance computations from O(n 2 ) to nearly O(nm), where m is the number of clusters and m n. The computational cost of hierarchical DBSCAN method is comparable to the incremental clustering method BIRCH [16] .
The rest of this paper is organized as follows. In Section II, a brief overview of cluster analysis and XOR-based distance metric [11] is presented. In Section III, we propose the ITS distance metric. In Section IV, we propose the hierarchical DBSCAN method. In Section V, we will show some experimental results. We conclude this paper in Section VI.
II. BACKGROUND REVIEW
We will give a brief introduction to cluster analysis in this section. We will also review the XOR-based distance metric [11] .
A. Cluster Analysis
Cluster analysis is defined as classification of objects into groups so that the objects within the same group are closer to each other than those from different clusters, according to the predefined distance metric. We will briefly review the clustering methods which are applied to hotspot classification in [11] .
1) Hierarchical Clustering Algorithm: Hierarchical clustering algorithms [29] produce a hierarchical representation of the data objects in which the clusters at each level of the hierarchy are created by merging clusters at the next lower level. The traditional representation of the hierarchy is a tree. At the lowest level of the tree, each cluster contains a single object. At the highest level, there is only one cluster containing all the objects. The tree can be built in two ways: 1) bottom-up or 2) top-down. Bottom-up strategies start at the bottom and at each level recursively merge a selected pair with the smallest interdistance into a single cluster. Top-down methods start at the top and at each level recursively split one of the existing clusters with the largest intradistance at that level into two clusters.
After the tree is built, it is still necessary to choose the number of clusters, because in practice it is unknown what number of clusters is most suitable before clustering. The number of clusters is chosen by quantitatively examining the quality of the clustering [34] , [35] . The final clustering result is derived such that the objects within the same group are more similar to each other than those from different clusters.
Hierarchical clustering can produce good clustering result. However, it requires a precomputed pair-wise distance matrix of all the objects, which is computation intensive.
2) BIRCH Method: The BIRCH [16] is a heuristic clustering algorithm, in which data objects are sequentially inserted into incrementally evolving clusters. In the BIRCH clustering algorithm, the cluster is represented using cluster feature (CF). CF consists of the main feature of the cluster including: the number of objects in the cluster, the central object of the cluster, and the radius of the cluster. A CF-tree is used to organize all the existing clusters. The CF-tree can be viewed as a search tree for incremental clustering to guide the new object to insert into the most appropriate cluster. The tree is updated every time a new object has been inserted.
The BIRCH method does not require computation of a complete pair-wise distance matrix, it is therefore time and space economic in clustering large datasets. However, the BIRCH method is more suitable for spherical shaped clusters but not suitable for the arbitrary shaped clusters in lithographic hotspot classification. The BIRCH method is also sensitive to the sequence of data inputs.
B. XOR-Based Distance Metric
In this section, we briefly review the XOR-based distance metric [11] . The limitations of XOR-based distance metric will also be discussed.
1) Definition of the Distance Metric:
From the viewpoint of lithography, the hotspots result from their local surrounding context. A hotspot and its local surrounding context are defined as a clip in [11] . Every pixel of the clip is either light or dark. If we overlay two clips, every pixel of the two clips either match (both are light or both are dark) or differ (if one is light and one is dark). In [11] , the distance metric ρ is defined as the square root of the weighted integral over the regions where two clips 1 and 2 differ (XOR of two clips)
(
The weighting function ω(x, y) is derived from lithographic system to describe the magnitude of the effect of each point of the clip on the hotspot at the center [11] . Patterns that are within certain distance have remarkable important effect on the hotspot, while the patterns that are several wavelengths or more away from the hotspot center have negligible contributions to the hotspot.
In order to address the rotations and reflections of the clips, the distance metric is redefined as
where D In order to accelerate the calculation of the weighted integral over the regions of the XOR results of two clips, a rectanglebased look-up-table algorithm is employed in [11] . Due to limited space of this paper, please refer to [11] for the details of the algorithm.
2) Limitations: The XOR-based distance metric is quite sensitive to the small variations or shifts of the patterns. With such a sensitive distance metric, the classification accuracy will be remarkably low and the hotspot detection process will also be error-prone. We use some simple patterns as shown in Fig. 1 to illustrate the limitations. In Fig. 1 , pattern #2 is derived by shifting pattern #1 to the right-bottom direction for less than 3.98% of the longest edge length in pattern #1. From the viewpoint of lithography, pattern #2 is similar to pattern #1. The distance between pattern #2 and pattern #1 should be quite small. However, according to the definition in [11] , the distance between pattern1 and pattern2 is 2.2468 (The average of intracluster distance is 0.341 in this testcase). For comparison, we show the XOR result of pattern #1 and a totally different pattern #3. According to the definition in [11] , the distance between pattern #1 and pattern #3 is 2.1047, which is even smaller than the distance between pattern #1 and pattern #2. The XOR-based distance metric does not match our intuition. The classification based on this distance metric would be error-prone.
III. IMPROVED TANGENT SPACE-BASED DISTANCE METRIC
In this section, we will first introduce the tangent space method in the community of computer vision. The ITS-based distance metric for hotspot classification will be proposed afterwards.
A. Tangent Space Method for Shape Matching
In the computer vision community, a well-developed tangent space method [30] has been successfully applied to shape matching.
Tangent space method uses a turning function A (s) to represent a polygon. The turning function A (s) of a polygon A gives the angle of the counterclockwise tangent as a function of the normalized arc length s, measured from some reference point O on the boundary of A. A (s) keeps track of the turning that takes place, increasing with left-hand turns and decreasing with right-hand turns. Samples of turning functions are shown in Fig. 2 .
The distance metric based on tangent space method is defined as the L 2 norm of the difference of the corresponding turning functions of the polygons
The distance metric should be insensitive to the rotation of the polygons and the choice of the referenced point O. Therefore, the distance metric is revised as the minimal distance over all the choices of rotations and referenced point
where t represents the shift amount from the reference point O along the boundary of polygon A. θ represents the rotation angle of polygon A. A (s + t) + θ represents the turning function of polygon A with the shift of referenced point O by t and rotation by angle of θ . An algorithm with complexity O(mn log (mn)) is proposed in [30] to calculate the minimal distance in (4), where m represents the number of vertices in one polygon and n represents the number in the other polygon. The piecewise-constant characteristic enables easy and fast calculation of the integral in (4). As the edge should be normalized to 1, noise on the boundary of polygon A may affect the shape matching, as shown in the left polygon in Fig. 3 . Latecki and Lakamper [31] introduced the following definition to recognize noise on the boundary of polygon: is smaller than a threshold, the edges s 1 and s 2 are regarded as noises and should be eliminated. This method can be applied to eliminate the bumps in hotspot pattern matching. As shown in Fig. 3 , the small bumps found with (5) can be eliminated to improve the accuracy of shape matching. In conclusion, the distance metric defined by tangent space method is invariant under translation, rotation, and change-ofscale. It can deal with noise, e.g., bumps in hotspots. It is also fast and easy to compute. These advantages make it a potential method for hotspot pattern clustering.
However, the tangent space-based distance metric encounters the following difficulties for hotspot pattern clustering. First, this metric is invariant under change-of-scale. But for hotspot pattern clustering, the distance metric should be sensitive to the change-of-scale. More importantly, this metric can only deal with a single shape. But for hotspot pattern matching, the distance metric should deal with hotspot patterns containing multiple shapes. In the following section, we will propose an ITS-based distance metric to overcome these difficulties.
B. Improved Tangent Space-Based Distance Metric
The limitations of traditional tangent space-based metric restrict its application in hotspot clustering. In this section, we make an important improvement to the basic tangent spacebased distance metric, which is referred as ITS-based distance metric.
Similar to [11] , we define a hotspot and its local surrounding context as a clip. In ITS-based distance metric, we define a polar coordinate system for each clip, as shown in Fig. 4 . The origin of the polar coordinate system is defined as the center of the clip. For each polygon in the clip, we use two functions to describe the polygon, i.e., the radial function and angular function. Radial function gives the radial coordinates of the turning vertices as a function R A (s) of the normalized polygon edge length s, measured from the bottom left point of the polygon. Angular function gives the angular coordinates of the turning vertices as a function A (s) of the normalized polygon edge length. For illustration, the radial and angular function representations of polygons shown in Fig. 4 are illustrated in Fig. 5 .
Based on the definitions of the radial and angular functions, we first define the ITS-based distance metric of a pair of polygons A and B
where Here, ω(x, y) is the weighting function the same as that defined in XOR-based distance metric [11] . It is also used to describe the magnitude of the effect of each point of the clip on the hotspot at the center. d R (A, B) is the square root of the weighted integral of the difference of the radial functions of polygons A and B over the normalized edge length s. d (A, B) is the square root of the integral of the difference of the angular functions of polygons A and B. One should note that both the radial function and angular function are piecewise constant functions. The integrals of radial function and angular function are easy to compute. We use the definition in [31] as shown in (5) to recognize and remove the noise on the boundary of the polygon. In order to deal with clips with multiple polygons, a distance metric should be able to capture not only the shapes of the polygons, but also the spacing between the polygons. In the ITS-based distance metric, both the absolute position and the shape information of the polygons are encoded into the distance by integrating the differences of radial and angular functions of polygons A and B. The difference in positions hence spacing or the difference in shapes of polygons will both be reflected by this distance metric directly. It is possible to deal with clips with multiple polygons based on the ITS-based distance metric. Now, we consider two clips containing multiple polygons. For illustration, we show two clips in Fig. 6. From Fig. 6 , we can find that the difference of Clips 1 and 2 consists of three parts, i.e., the difference of polygon A in 1 and polygon A in 2 , the difference of polygon B in 1 
the difference of polygon C in 1 and a null polygon in 2 . This is because polygon A /B in 2 is most similar to polygon A/B in 1 , while polygon C in 1 cannot find a matched polygon in 2 and polygon C in 2 cannot find a matched polygon in 1 . We can use the distance metric defined in (6) to judge whether two polygons are matched. If the distance is within a predefined threshold, then the two polygons are regarded as matched polygons. Otherwise, they are regarded as unmatched polygons. The distance of matched polygon pair A and A can be obtained by
The distance of polygon C in 1 and a null polygon in 2 can be expressed as
Similarly, if there is a polygon C in 2 that cannot find a matched polygon in 1 , the distance of polygon C in 2 and a null polygon in 1 can be expressed as a similar equation as (8) . This distance should also be included in dist(unmatched).
We summarize the process of computing ITS distance metric of Clips 1 and 2 in Algorithm 1.
To address the rotation and reflection of the clips, the ITSbased distance metric is redefined as
where D 8 represents the set of eight transformations. The eight transformations are combinations of four rotations (0 • , 90 • , 180 • , and 270 • ) and two mirrors (x mirror and y mirror). The ITS-based distance metric is sensitive to the changeof-scale because the distance metric definition includes the absolute position information of the polygons. It can handle patterns containing multiple polygons. At the same time, it inherits most of the advantages of the traditional tangent space method, i.e., it is easy to compute and can deal with noise. The ITS-based distance metric is a superb metric for hotspot classification.
IV. HIERARCHICAL DBSCAN METHOD
In this section, we will first give a brief introduction to the traditional DBSCAN [22] , [33] and Incremental DBSCAN methods [23] . Then, we will present our proposed hierarchical DBSCAN method for hotspot classifications.
A. DBSCAN and Incremental DBSCAN Methods
The DBSCAN method was first introduced in [22] and [33] . The key idea of DBSCAN is that for each data object (e.g., hotspot) of a cluster, the neighborhood of a given radius ( ) should contain a minimum number of data objects (MinPts). Clusters are connected through series of objects with minimal density. The objects with density lower than MinPts are viewed as noise.
In most applications, the data objects are not static but updated incrementally. For example, the hotspots are incrementally updated during the detection process. An incremental DBSCAN algorithm was thus proposed in [23] . It employs the basic ideas of DBSCAN but updated the clustering results incrementally. Only the affected objects are updated once a new data object is inserted. Before the discussion of the DBSCAN and the incremental DBSCAN methods, we introduce several definitions related to the density-based clustering methods first [23] .
Definition 1 (Core Object): A data object is a core object, if the number of data objects contained in the neighborhood of a given radius is greater than or equal to a specified number MinPts.
As shown in Fig. 7 , the objects B-G are core objects for MinPts = 4, because the number of data objects contained in the neighborhood of these objects is greater than or equal to 4. On the other hand, the objects A, H, and N are not core objects.
Definition 2 (Directly Density-Reachable [23] ): An object p is directly density-reachable from an object q with respect to and MinPts in the data set D if: 1) p ∈ N (q), where N (q) is the neighborhood of q with a given radius ; 2) the number of objects in N (q) is greater than or equal to MinPts. As shown in Fig. 7 , B is directly density-reachable from C, because B is contained in the neighborhood of C and C is a core object. A is directly density-reachable from B, although A is not a core object. Definition 3 (Density-Reachable [23] ): An object p is density-reachable from an object q in the set of D, if there is a chain of objects p 1 , . . . , p n , p 1 = q, p n = p such that p i ∈ D and p i+1 ∈ D is directly density-reachable from p i with respect to and MinPts.
The object H is density reachable from E, because F is directly density-reachable from E, and H is directly densityreachable from F, as shown in Fig. 7 . We can also find that A is density reachable from E. Note that objects A and H are not core objects.
Definition 4 (Density-Connected [23] ): An object p is density-connected to an object q with respect to and MinPts in the set of D if there is an object o ∈ D such that both p and q are density-reachable from o with respect to and MinPts.
As shown in Fig. 7 , H is density-reachable from E and A is also density-reachable from E. Thus, A is density-connected to H. Actually, the data objects A-H are density-connected. They belong to a cluster.
The DBSCAN algorithm [22] , [33] starts from a unclassified object p, finds all the objects that are density-reachable from p, and identifies these objects as a cluster. The process of finding the objects that are density-reachable from p can be viewed as a process of finding a connected component in a graph via breath-first search or depth-first search. If p is not a core object, no objects are density-reachable from p, and p is also not density-reachable from other objects, p is assigned to the noise. Please refer to [22] and [33] for the details of the DBSCAN algorithm.
As shown in Fig. 7 , starting from an object D, the DBSCAN algorithm finds the objects (A, B, C, E, F, G, H) which are density-reachable from D one by one. The data objects A-H are thus identified as a cluster. On the other hand, the data object N is not a core object, and N is also not density-reachable from other objects. N is assigned to the noise.
The incremental DBSCAN algorithm [23] analyzed the cases occurred during the insertion of a new object p. It can be classified into the following four cases as shown in Fig. 8 . 1) Noise: There are no "new" core objects created after the insertion of p. As a result, p is a noise object. 2) Creation: After the insertion of p, there is a new core object o, which does not belong to any cluster before A new cluster is thus created after the object p is inserted. 3) Absorption: There is a core object o which belongs to a cluster C before the insertion of p. p is in the neighborhood of radius of o. The object p and possibly some noise objects are absorbed into the cluster C. 4) Merge: After the insertion of p, there are several new core objects. p is in the neighborhood of radius of these core objects. These objects become new core objects because of the insertion of p. Several clusters which are not density-connected before are density-connected after the insertion of p. All these clusters and the object p are merged into one cluster. From Sections II and III, we know that the distances of the objects are obtained by pair-wise comparisons for either XOR or our proposed ITS metric. For both DBSCAN or incremental DBSCAN methods, we need to find the neighbors of each objects with respect to a radius . It means for n objects, O(n 2 ) pair-wise distance computations are required for either DBSCAN or incremental DBSCAN method. The computational cost would thus be extremely high.
B. Hierarchical DBSCAN
We propose a hierarchical DBSCAN method to reduce the computational cost of DBSCAN-like methods. In hierarchical DBSCAN method, we use a tree to organize all the existing objects. Each leaf of the tree is represented by a feature including the central object, the radius of the cluster, the flag of noise or core object and the contained objects in this leaf. If the number of data objects contained in a leaf is less than a specified number MinPts, this node is identified as a noise leaf. Otherwise, it is a core leaf. The objects of a core leaf belong to a cluster. The objects are sequentially inserted into the tree and the tree are evolved incrementally.
Once a new object p is inserted, the distances between p and the central objects of all the leafs are calculated. Denote N p the number of distances which is less than a given radius . Similar to the incremental DBSCAN method, after the insertion of p, the evolution of the tree can be classified into four cases, as shown in Fig. 9 . are removed, and all the leafs of them should be merged together. After the tree is evolved, the leaf nodes identified as noise need to be carefully checked. Take Fig. 10 as an example. In Fig. 10 , the object p is created as a noise leaf, because the distance between p and the central object O 1 of the leaf node L 1 is greater than . However, p is densityreachable from O 1 with MinPts = 3, because O 2 is directly density-reachable from O 1 and p is directly density-reachable from O 2 as indicated by the dashed circle. p is densityreachable from a core object O 1 and hence a fake noise. However, it is computation intensive to check whether a noise object is density-reachable from a leaf. Pair-wise distance computations are required to detect the neighbors of the objects in the core leafs and check whether the noise objects are density-reachable from any objects of the core leafs.
We propose a heuristic method to detect the fake noise. If an object of a noise leaf is in the neighborhood of radius of an object of a core leaf, this object has high probability to be a fake noise. Consider an object o of a noise leaf. Calculating the distances between object o and the objects of all the core leafs would be computation intensive. Instead, the distances between the object o and the central objects of all the other core leafs are calculated first. The core leafs the distances between whose central objects and the noise object o are less than the radii of the core leafs plus are selected first. The object o is possible to be in the neighborhoods of radius of certain objects of these core leafs. By checking the distances between object o and the objects of these selected core leafs, the noise object o is merged to one core leaf L i , if the noise object is in the neighborhood of radius of an object of the core leaf L i .
As shown in Fig. 11 , the noise object p is found probably to be in the neighborhood of radius of the objects of leaf L 1 . Then, the distances between p and all the objects of core leaf L 1 are calculated. If one of the distances is within , p is a neighbor of an object of L 1 , and p is thus merged into core leaf L 1 . Such a heuristic method works well in hotspot classifications as will be demonstrated in the experimental results. It can achieve high accuracy while significantly reduce the computational cost. With the proposed hierarchical DBSCAN method, for n objects, only O(nm) pair-wise distance computations are required, where m is the number of clusters. Note that m is significantly less than n. Although the fake noise detection would need more distance computations, the computational cost of hierarchical DBSCAM method is still remarkably lower than the traditional DBSCAN and incremental DBSCAN methods. 
V. EXPERIMENTAL RESULTS
In this section, we will present experimental results to demonstrate the advantages of ITS-based distance metric in the context of hotspot cluster analysis.
A. Sensitivity to Shifts and Bumps
In this section, we will test the sensitivities of XOR and ITS-based metric to noise (e.g., shifts and little bumps). For simplification, we use some simple testing patterns here.
In the first experiment, we will test the sensitivities of XOR and ITS-based metric to little shifts. We show three testing patterns in Fig. 12 . Clip #1 has only one "L" shape. Clips #2 and #3 both have two rectangles. Clip #3 is obtained by shifting the two polygons in Clip #2 toward right direction. We show the distance calculated by XOR and ITS metric in Tables I and II, respectively. From Tables I and II , we can find that the distance between Clips #2 and #3 is approximately the same as the distance between Clips #1 and #2 for XORbased metric. However, the distance between Clips #2 and #3 is only one seventh of the distance between Clips #1 and #2 for ITS-based metric, which matches the intuition of lithography.
In the second example, we will test the sensitivities of XOR and ITS-based metric to bumps. We show three clips in Fig. 13 . Clip #1 has only one L shape. Clip #2 has a small bump compared to Clip #1. Clip #3 has two rectangles. From the viewpoint of lithography, Clips #1 and #2 should be clustered into the same group, while Clip #3 should be Tables III and IV, respectively.  From Tables III and IV , we can find that the distance between Clips #1 and #2 is remarkably large by XOR-based metric, which is almost approximately equals to intercluster distance (distance between Clip #3 and Clip #1/Clip #2). However, with the ITS-based metric, the intercluster distance is about 20× of the intracluster distance, which provides great gap between intracluster distance and intercluster distance, making it accurate to distinguish clips of different clusters.
B. Comparison of Clustering Accuracy and Speed With Different Clustering Methods
In this section, we will provide the clustering speed and accuracy comparison of hierarchical clustering, BIRCH, incremental DBSCAN, and hierarchical DBSCAN methods with different distance metrics, i.e., XOR and ITS-based distance metrics. The testcases are derived from industry. The patterns of the testcases are obtained by modifying a number of main patterns. The modifications include adding noises, adding bumps and shifts, rotations, and mirrors. We show the typical clips of the test cases in Fig. 14 . It is possible to manually check the patterns of the test cases and assign classification labels to them from the viewpoint of lithography. The clustering methods with XOR and ITS-based distance metrics were implemented in MATLAB. The experiments were conducted on a Linux workstation with Intel i5 2.4 GHz CPU and 8GB memory.
We show the clustering time and accuracy comparison in Table VI. In Table VI , "xor" means XOR distance metric, "its" means ITS distance metric, "hier," "birch," "idbscan," and "hdbscan" mean the hierarchical, BIRCH, incremental [36] DBSCAN, and hierarchical DBSCAN clustering methods, respectively. We check each pattern and assign classification labels to them from the viewpoint of lithography manually. These patterns are then classified by the aforementioned cluster analysis methods. For a pattern, if the classification label obtained by cluster analysis matches the manually assigned one, we say the clustering result is correct for this pattern. The accuracy is defined as the number of the correctly classified patterns over the total number of patterns. From Table VI , we can find that the hierarchical clustering, incremental DBSCAN, and hierarchical DBSCAN methods with ITS metric can achieve ideal accuracy. However, the computational cost of the hierarchical DBSCAN method is significantly lower than hierarchical clustering and incremental DBSCAN methods. The runtimes of the incremental DBSCAN method are almost the same as those of hierarchical clustering method. This is because both hierarchical clustering method and incremental DBSCAN method require to compute the pairwise distances between all the objects. The BIRCH method with ITS metric cannot achieve ideal accuracy for test cases C15_640 and C16_1280. It is mainly due to the limitation of BIRCH method. Because the BIRCH method cannot handle the clusters with arbitrary shapes. The BIRCH method is also sensitive to the sequence of data inputs.
On the other hand, the accuracy of hierarchical clustering, BIRCH, incremental DBSCAN and hierarchical DBSCAN method with XOR metric are remarkably lower for some test cases. Statistically, the CPU time for computing an ITS-based distance metric is about 2-4 times of that for computing an XOR distance metric. However, we remark that ITS-based metric is more reliable and accurate for hotspot classification. It is more suitable for industry applications.
C. Experiment Results of the Testcases From ICCAD 2016 Contest
We reimplemented the clustering algorithms and ITS-based distance metric using C++ and used the testcases from ICCAD 2016 contest [36] to test these clustering algorithms. The experiments were conducted on a Linux workstation with 8 Intel Xeon 2.5 GHz CPU cores and 64GB memory. Note that the patterns of the testcases from the ICCAD 2016 contest are simpler than those we used in the previous examples.
By using a hash map with the coordinates of the polygons in the patterns as keys, the patterns of the ICCAD 2016 contest can be easily classified into groups such that the patterns in each group are identical. There are 10, 30, 221, 179, and 162 groups in testcase1, testcase2, testcase3w250, testcase3w200, and testcase4, respectively. It means that there are just 10, 30, 221, 179, and 162 different patterns in these testcases. As a result, the runtimes of clustering are negligible, compared to those of reading layout, building hash map. The runtimes of different clustering methods are thus almost the same in the experimental results.
There are two clustering modes, i.e., area-constrained clustering (ACC) and edge-constrained clustering (ECC) modes in the contest. Our ITS metric is different from these modes. However, we found from our experiments that the clustering results based on ITS metric is most similar to the ECC mode. Therefore, we compared our clustering results with the ECC reference results of the contest except testcase3w250 where the reference results of ECC mode are not provided. For testcase3w250, We compared our results with the ACC result with area constraint a = 0.95.
The testing results are shown in Table VI . For both testcase1 and testcase2, the results obtained by all the clustering methods with ITS metric are the same. The difference between our clustering result and the reference result is that we clustered the patterns shown in Fig. 15 into a single group while the reference ECC method clustered the patterns into two groups due to the edge shift constraint (edge shift should be less than 4 nm). For testcase3w250, testcase3w200, and testcase4, the results of our proposed method are also slightly different from the reference results, since our ITS metric is different from either ACC or ECC modes.
VI. CONCLUSION
In this paper, we propose an ITS-based distance metric for hotspot classification and detection. Compared with the existing XOR-based distance metric, the ITS method is less sensitive to the noises, e.g., geometric shifts and little bumps. It can achieve nearly ideal accuracy in the context of cluster analysis. Although the CPU time for computing ITS-based distance metric is higher than that for computing XOR-based distance metric, ITS metric is a more reliable and accurate metric for hotspot classification. We also propose a hierarchical DBSCAN method for hotspot clustering. It is more suitable for arbitrary shaped clusters.
