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Abstrakt
I denne rapport undersøges grundlaget for sandsynlighedsteorier med henblik
p˚a accept modtagelse og opstilling. Undersøgelsen udføres p˚a baggrund af to
teorier, henholdsvis Kolmogorovs ma˚lteoretiske aksiomatisering fra 1933 og
Shafer og Vovks spilteoretiske ramme fra 2001. Kolmogorovs aksiomatisering
repræsenterer den gængse tilgang til sandsynlighedsregning og Shafer og Vovks
ramme repræsenterer en nyere tilgang til sandsynlighedsregningen. Vi afdækker
den historiske udvikling af sandsynlighedsregningen og de forskellige tilgange
til hvordan sandsynlighedsregning skal opfattes. Derudover gennemg˚as de to
teorier, og elementerne i de to teorier sammenlignes. For begge teorier behandles
den centrale grænseværdisætning, hvor ogs˚a eksempler indenfor begge teorier
bliver præsenteret. I rapporten konkluderes det, at den historiske kontekst
har stor indflydelses p˚a hvordan sandsynlighedsteorier modtages og accepteres.
Dette ses tydeligt i forbindelse med den efterspørgsel der har været efter en
aksiomatisering. Derudover konkluderes det at det er muligt at aksiomatisere
sandsynlighedsregningen som følge af ens tilgang til sandsynlighed. Elementerne
i forskellige aksiomatiseringer og rammer kan alligevel godt minde om hinanden,
og der findes visse ligheder.
Abstract
In this paper we investigate probability theories on the basis of acceptance,
reception and setup. The investigation is based on the two theories respectively
Kolmogorov’s measure-theoretic approach from 1933 and on Shafer and Vovk’s
game-theoretic approach from 2001. The system of axioms made by Kolmogorov
represents the common approach to probability theory, and the framework made
by Shafer and Vovk represent the new approach to probability theory. We taking
into account the historic development of probability theory and to how the
different approaches to probability theory should be understood. In addition we
examine the two theories, and the elements in the two theories are compared to
each other. In the presentation of both theories we present the Central Limit
Theorem, and we also include some examples of the theorem. We are concluding
that the historic context has great influence on the reception and the acceptance
of probability theories. This is clearly shown in relation to the demand of a
new axiomatic system. Besides that it is concluded that it is possible to make
different axiomatic approaches to probability theory depending on one’s approach
to probability. The elements in different axiomatic systems and frameworks do
either way have some similarities.
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Symboloversigt
Vi opdeler symbolerne efter, hvilken teori de bliver benyttet i.
Ma˚lteoretisk:
Ω Udfaldsrum
ω Et udfald
F En algebra/legeme
A En hændelse
P (A) Sandsynligheden for hændelse A
P (A|B) Sandsynligheden for hændelse A givet hændelse B
p(ω) Punktsandsynlighed for udfald ω
X Stokastisk variabel
∅ Den tomme mængde
σ2 Varians
µ Middelværdi
Spilteoretisk:
Ω Udfaldsrum
ξ En sti
Ω♦ Mængden af alle situationer
t En situation
E En hændelse
∅ Den tomme mængde
S En martingal proces
K Kapital
E Den øvre pris
E Den nedre pris
P En strategi
 Initial situationen
P Den øvre sandsynlighed
P Den nedre sandsynlighed
V Øvre varians
V Nedre varians
I Indikatorvariabel
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Forord
Dette projekt er skrevet p˚a Roskilde Universitet i efter˚aret 2009. Projektet er
skrevet p˚a instituttet NSM og er et 1. kandidat modul p˚a matematik overbyg-
ningen.
Notationen, der er benyttet til at beskrive Andrey Kolmogorovs aksiomer,
er ikke den oprindelige notation, men er den mest gængse notation i nyere
sandsynlighedsregning. For eksempel skriver Kolmogorov at P (E +F ) = P (E) +
P (F ), hvor man nu skriver P (E ∪ F ) = P (E) + P (F ). Shafer og Vovk udvikler
et framework, hvilket vi har valgt at oversætte til ramme.
Projektet indeholder to sandsynlighedsteorier, og der vil formentlig være en
lille overvægt til fordel for den spilteoretiske tilgang. Dette skyldes, at vi ikke
tidligere har haft kendskab til spilteori, og derfor har forst˚aelsesarbejdet været
stort.
Projektet er vejledt af Lektor Jørgen Larsen fra RUC, som vi gerne vil takke
for hans store engagement og hjælp med projektet. Udover vejledning har Jørgen
Larsen ogs˚a bist˚aet os med hjælp til LATEX, hvilket vi ligeledes skylder en stor
tak for.
5
6
Indhold
1 Indledning 9
1.1 Problemformulering . . . . . . . . . . . . . . . . . . . . . . . . . 10
1.2 Læsevejledning . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2 Hvad er sandsynlighedsregning? 13
2.1 Historisk baggrund for sandsynlighedsregningen . . . . . . . . . . 13
2.2 Definition af sandsynlighed . . . . . . . . . . . . . . . . . . . . . 16
2.2.1 Sandsynlighed som frekvens . . . . . . . . . . . . . . . . . 16
2.2.2 Ligefordelte sandsynligheder . . . . . . . . . . . . . . . . . 17
2.2.3 Objektiv eller subjektiv sandsynlighed . . . . . . . . . . . 17
2.2.4 Bayesiansk tilgang . . . . . . . . . . . . . . . . . . . . . . 17
2.3 Ma˚lteori og spilteori som grundlag for sandsynlighedsregningen . 18
3 Modtagelse af teorierne 19
3.1 Kolmogorovs modtagelse . . . . . . . . . . . . . . . . . . . . . . . 19
3.2 Modtagelsen af Shafer og Vovk’s ramme . . . . . . . . . . . . . . 20
4 Begreber 23
4.1 Ma˚lteori . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
4.2 Spilteori . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
4.3 Mængdelegeme . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
4.4 Martingaler . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
5 Opstilling af sandsynlighedsregning 27
5.1 Kolmogorovs aksiomatisering . . . . . . . . . . . . . . . . . . . . 27
5.1.1 Statistikkens tolknings regel . . . . . . . . . . . . . . . . . 29
5.2 Shafer og Vovks ramme . . . . . . . . . . . . . . . . . . . . . . . 29
5.2.1 Opstilling af spillet . . . . . . . . . . . . . . . . . . . . . . 30
5.2.2 Protokollen for et spil . . . . . . . . . . . . . . . . . . . . 30
5.2.3 Fortolkning af et spil . . . . . . . . . . . . . . . . . . . . . 34
5.3 Sammenligning af Shafer og Vovks ramme og Kolmogorovs aksio-
matisering . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
5.4 Den centrale grænseværdisætning . . . . . . . . . . . . . . . . . . 38
5.4.1 Den klassiske central grænseværdisætning . . . . . . . . . 38
5.4.2 Shafer og Vovks version af den centrale grænseværdisætning 40
5.4.3 Lindeberg protokol . . . . . . . . . . . . . . . . . . . . . . 40
5.4.4 Eksempel af Shafer og Vovks Lindeberg sætning . . . . . 42
7
6 Diskussion 45
6.1 Historie og modtagelse . . . . . . . . . . . . . . . . . . . . . . . . 45
6.1.1 Shafer/Vovk og Kolmogorov som sandsynlighedsteoretikere 47
6.2 Sandsynlighedsteorier . . . . . . . . . . . . . . . . . . . . . . . . 49
6.2.1 Indholdet i teorierne . . . . . . . . . . . . . . . . . . . . . 49
6.2.2 Ramme versus Aksiomatisering . . . . . . . . . . . . . . . 50
6.2.3 Matematisk form˚al . . . . . . . . . . . . . . . . . . . . . . 50
6.3 Diskussion af den centrale grænseværdisætning . . . . . . . . . . 51
7 Konklusion 53
8 Perspektivering 55
8
Kapitel 1
Indledning
Sandsynlighedsregning er en disciplin, der igennem flere a˚rhundreder har væ-
ret behandlet og undersøgt. Matematikere og fysikere har diskuteret, hvordan
sandsynlighedsregning skulle udføres og forst˚as. [30] Sandsynlighedsregningens
rødder findes i en diskussion af, hvor meget man skal satse i forskellige spil givet
de forskellige konsekvenser udfald kan have i spillet. Korrespondancen foregik
mellem Pierre de Fermat og Blaise Pascal i 1600-tallet og danner baggrund for
kombinatorikken i dag. Senere opstod statistikken i form af matematiske analyser
af data om fødsler og dødsfald. Analyserne gav udtryk i m˚al for forventet levetid,
konsekvenser af epidemier mv. [28] Sandsynlighedsregning og statistik har store
sammenhænge, da statistikken udspringer fra sandsynlighedsregningen. Ofte
bruges resultater fra sandsynlighedsregningen i statistikken og omvendt. [19]
David Hilberts problemer blev fremlagt i 1900 og indholdt en efterlysning af
en aksiomatisering af sandsynlighedsregningen p˚a linje med geometri og algebra.
Herved ville disciplinen komme ind i en matematisk kontekst, hvor den kan
bruges i mange andre sammenhænge.
I den klassiske sandsynlighedsregning er det ofte i spil og fysiske problemstil-
linger, teorien bliver brugt og med den videre udvikling af feltet har sandsyn-
lighedsregningen f˚aet flere anvendelser for eksempel indenfor finans og indenfor
kvantefysik. I statistik bliver sandsynligheder ofte anvendt til at beskrive den
tilfældige variation inden for et datasæt. [28] Indenfor anvendelserne af sandsyn-
lighedsregningen er der stor forskel p˚a, hvordan sandsynlighed benyttes og det
giver anledning til forskellige opfattelser. Sandsynlighedsregningens forskellige
brug inden for forskellige felter har gjort, at der er forskellige opfattelser af teorien.
Man kan derfor adskille disse opfattelser og deres fortolkning af sandsynlighed.
[30]
I matematikken beskæftiger man sig som regel med aksiomatiske systemer
– det vil sige en række af aksiomer. N˚ar der sker en aksiomatisering af et ma-
tematisk emne, vil det sige, at der opstilles nogle grundlæggende rammer for
behandlingen af det konkrete matematiske emne. Aksiomerne behøver ikke
yderligere argumentation eller bevisførelse og er derfor antaget at være sande.
Ved den videre udvikling af det matematiske emne, er det muligt at udlede
sætninger, korollarer og definitioner. En sætning eller et korollar kan kun udledes
p˚a baggrund af aksiomer og tidligere udledte sætninger eventuelt med anvendelse
af opstillede definitioner. [10]
Ifølge Dennis Lindley er en aksiomatisering en m˚ade at tilskrive elementer i
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repræsentationen af matematikken egenskaber fra virkelighedens verden. En suc-
cesfuld aksiomatisering vil medføre, at der kan opst˚a nye ideer og videreudvikling
af matematikken. [20]
Det klassiske eksempel p˚a en succesfuld aksiomatisering er Euklids aksioma-
tisering af geometrien fra cirka 300 f.Kr. i bogen ”Elementer”, hvor han opstiller
fem aksiomer og fem notationer for at opbygge geometrien, som den var kendt
den gang. Aksiomerne kan opfattes som et sæt spilleregler for et spil og hvis du
ændre aksiomerne, ændre du spillet. Euklid opstillede for eksempel aksiomet:
Aksiom 1.0.1 for hvert to disjunkte punkter er der en eksakt linje, der g˚ar
gennem begge punkter
Her er punkter og linje ikke defineret, men byggesten. Aksiomet er et grund-
læggende element eller en grundlæggende antagelse om systemet. Euklids samlede
aksiomatisering er enkel, kort, præcis og videreudviklet af blandt andre Hilbert
[27].
Der er forskellige ma˚der at aksiomatisere sandsynlighedsregningen p˚a. Den
mest gængse er Andrey Kolmogorovs bud fra 1933, der fulgte efter Hilberts
efterlysning af en systematisk behandling af sandsynlighedsregningen p˚a linje
med geometrien. Andre fremgangsm˚ader har dog ogs˚a været p˚a banen, og i nyere
tid er der endnu mindst et forsøg p˚a at opbygge en konsistent matematisk ramme
for sandsynlighedsregningen. Glenn Shafer og Vladimir Vovk har skrevet bogen
”Probability and finance – it’s only a game”. Der er s˚aledes en sameksistens af
forskellige aksiomatiseringer for sandsynlighedsregningen.
I vores projekt tager vi udgangspunkt i to sandsynlighedsteorier henholdsvis
Shafer og Vovks ramme, der repræsenterer en ny spilteoretisk tilgang til sandsyn-
lighedsregning og Kolmogorovs aksiomatisering, der repræsenterer den gængse
sandsynlighedsregning. P˚a baggrund af disse vil vi undersøge følgende.
1.1 Problemformulering
• Hvorfor er det muligt at aksiomatisere sandsynlighedsregning p˚a forskellige
m˚ader?
• Hvordan og hvorfor bliver forskellige sandsynlighedsteorier modtaget og
accepteret?
1.2 Læsevejledning
Sandsynlighedsregning har gennem tiden ændret sig, idet det matematiske felt er
vokset. Der er under udviklingen af feltet samtidigt udviklet forskellige tilgange
til opfattelsen af sandsynlighed – dette er derfor beskrevet som det første i
rapporten.
Herefter ser vi p˚a, hvordan de to sandsynlighedsteorier er blevet modtaget,
dette giver et indblik i hvilken kontekst, de er opst˚aet og hvad, der har været
reaktionen p˚a deres opst˚aen.
Selve opbygningen af de forskellige teorier er vigtig for at kunne sammenligne
dem – Kolmogorov gennem sine aksiomer og Shafer og Vovk gennem deres
ramme. Efterfølgende er elementerne i teorierne sammenlignet for at analysere
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for ligheder og forskelle og for at f˚a en ide om elementernes betydning af ens
tilgang til sandsynlighedsregningen.
For at afprøve hvordan teorierne fungere, er den centrale grænseværdisæt-
ning beskrevet inden for de to teorier. Den centrale grænseværdisætning er en
anerkendt sætning og derfor er det interessant at se, hvordan begge teorier har
mulighed for at arbejde med denne – dette vises gennem eksempler.
P˚a baggrund af de ovenst˚aende skridt diskuteres modtagelsen af teorierne,
tilgangen til sandsynligheds betydning for teorierne, aksiomatisering og rammens
forskelle og ligheder og til sidst en diskussion af den centrale grænseværdisætning.
11
12
Kapitel 2
Hvad er
sandsynlighedsregning?
Vi vil i dette afsnit give en afklaring af hvad sandsynlighedsregning er. Dette
gøres ved først at gennemg˚a den historiske baggrund for sandsynlighedsregningen
for at se p˚a den udvikling, som den har gennemg˚aet. Herefter vil vi betragte
forskellige m˚ader at anskue sandsynlighed p˚a for at f˚a et overblik over, hvordan
sandsynlighedsregningen kan opdeles og kategoriseres. Det vil ogs˚a give et indblik
i, hvordan man ud fra forskellige tilgange betragter sandsynlighed.
2.1 Historisk baggrund for sandsynlighedsregnin-
gen
Den matematiske fremstilling af sandsynlighedsregningen har gennem tiden
udviklet sig fra at være problemorienteret til at være en del af matematik p˚a
højde med for eksempel analysen. Man kan derfor dele historien op i fire perioder:
den klassiske sandsynlighedsregning (frem til 1900), perioden fra 1900 til 1933,
modtagelsen af Grundbegriffe og den sideløbende og til dels overlappende periode
med udviklingen af spilteori som grundlag for sandsynlighedsregningen.
Her udover har forst˚aelsen af sandsynlighedsregningen ogs˚a ændret sig gennem
tiden.
Klassisk sandsynlighedsregning
Den klassiske sandsynlighedsregning er udviklet i perioden frem til 1900. Her er
matematikken ofte eksempler fra virkeligheden som kast med en mønt eller andre
fysiske forsøg. [8] Pierre de Fermat og Blaise Pascals breve til hinanden i 1654 ses
som det første almindelige matematik inden for sandsynlighedsregningen, hvor
de undersøger, hvordan man deler gevinster i et spil, der stopper før tid p˚a en
generel m˚ade. Herefter udviklede teorien sig blandt andet med Jacob Bernoulli’s
”store tals lov”(hvilket Poisson kaldte den senere) fra 1713 og Abraham De
Moivre’s sætning fra 1730’erne, som er en udgave af den centrale grænsevær-
disætning for møntkast. Udover dette kan Laplaces ”The´orie analytique des
probabilites”nævnes, hvor han samler den klassiske sandsynlighedsregning i en
mere præcis matematisk og praktisk fremstilling. [28] Teorien udvikler sig frem
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til a˚r 1900 og i den indg˚ar der mange matematiske problemer, som løses med
differentielligninger, kombinatorik og andre matematiske metoder. Feltet p˚a
dette tidspunkt kan opfattes som almindeligt matematik uden en tilhørende
analyse del. De problemer, der løses, er ofte i relation til fysiske og andre ikke
matematiske problemstillinger og selv om der indg˚ar matematik, danner det
ikke en basis for sandsynlighedsregning. Den matematiske kontekst bag sand-
synlighedsregningen blev alts˚a minimalt udviklet i denne periode og der var
ikke udviklet en overordnet matematisk struktur, hvor sandsynlighedsregningen
kunne placeres. [8] [31]
Hilberts sjette problem
Hilbert holdt en forelæsning for den internationale kongres for matematikere i
Paris i 1900. [15]
Blandt de 20 problemer, Hilbert opridsede, var nummer seks relateret til
matematikkens grundlag. Problemet handlede om, at fysikkens aksiomer skulle
behandles matematisk. Hilbert mente, at der skulle laves aksiomer, som man
kendte det fra geometrien i de grene af fysikken, hvor matematikken spiller en
væsentlig rolle – især for mekanikken og sandsynlighedsregningen. Der skulle
s˚aledes opstilles et matematisk grundlag for sandsynlighedsregningen. [15]
Grundlaget skulle som sagt laves efter samme model som geometriens ak-
siomatisering. Ifølge Hilbert medfører det, at der skal opstilles et s˚a lille antal
aksiomer som muligt for at beskrive s˚a mange fysiske fænomener som muligt.
Derefter kan der tilknyttes flere aksiomer for at komme frem til de mere specifikke
teorier. Matematikerens opgave er p˚a den ene side at sikre, at teorierne er s˚a
tæt p˚a at beskrive virkeligheden som muligt og p˚a den anden side at dække alle
logisk mulige teorier ud fra de opstillede aksiomer. Alle konklusioner, der kan
træffes p˚a baggrund af aksiomerne, skal undersøges. Endelig skal aksiomerne
testes, s˚a alle aksiomer er konsistente. [15]
Perioden mellem 1900 - 1933
Kolmogorovs udgivelse fra 1933 var blandt svarene p˚a den del af Hilberts
spørgsm˚al, der handler om at aksiomatisere sandsynlighedsregningen. De fleste
tidligere forsøg var enten forkerte eller utilstrækkelige. Forsøg blev lavet af blandt
andre: Sergei Bernstein, Uri Broggi og Richard Von Mises, som her beskrives.
Von Mises opstillede kollektiver som grundlag for sandsynlighedsteori. [31]
Kollektiverne defineres som enhver følge af observationer af den samme
hændelse der skal opfylde to aksiomer:
Aksiom 2.1.1 Den relative frekvens for hændelsen har en grænseværdi (sand-
synligheden for hændelsen)
Aksiom 2.1.2 Denne grænseværdi er den samme, hvis den første følge udskiftes
med en delfølge. [28]
P˚a den m˚ade s˚a Von Mises sandsynligheder som frekvenser, hvor det var muligt
at konstruere regneregler ud fra kollektiver – eksempelvis kan sandsynligheder
adderes, fordi frekvenser kan. [30] Von Mises gav ingen forklaring p˚a hvordan
delfølgerne skulle vælges. Dette lavede Artur Copeland, Karl Popper blandt
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andre forsøg p˚a, men det var kun, Abraham Wald i 1936 der gav en fortolkning
Von Mises accepterede. Fortolkningen blev modbevist af Jean Ville i 1939.
Efter Von Mises overbevisning kom kollektiverne før sandsynlighederne og
var derfor det mest grundlæggende, man kunne sige om sandsynlighedsregningen.
Hans tilgang til sandsynlighed var egentlig konsistent, men det var i realiteten
meget svært at bruge kollektiverne og aksiomerne var heller ikke rent matematiske
[30]. I 1938 blev der holdt et kollokvium af Maurice Fre´chet, hvor der var stor
kritik af kollektiverne fra blandt andre Willy Feller og Harald Crame´r. [28]
I samme periode blev m˚alteorien opfundet og udviklet hovedsageligt af E´mile
Borel ud fra Henri Lebesgues integral teori fra 1901 og derefter videre udviklet
af Johann Radon og Fre´chet. Borel lavede et rent matematiske beviser for
”Borels nul-et lov”, ”store tals stærke lov”og ”Borels sætning om brøkers brøk”.
Dette gøres ud fra ma˚lteori og beviser grundlæggende sætninger og love i den
klassiske sandsynlighedsregning. Den m˚alteoretiske tilgang kommer derfor med
rent matematiske grundlag for sandsynlighedsteorien – der er derfor her en
mulighed for at opstille aksiomer, der gælder for sandsynlighedsteorien. [1]
”Grundbegriffe der Wahrscheinlichkeitsrechnung”(1933)
Andrei Kolmogorov kom i 1933 med sin monografi ”Grundbegriffe der Wahrsche-
inlichkeitsrechnung”, som p˚a dansk kan oversættes til ”Sandsynlighedsregningens
grundbegreber”. Dette var en meget præcis og simpel fremstilling af de grund-
læggende aksiomer i sandsynlighedsteori og er i dag den mest udbredte tilgang
til sandsynlighedsregning. [30]
Kolmogorov opstiller sine aksiomer ud fra ma˚lteorien, som her er udviklet
og allerede bruges til at bevise grundlæggende sætninger som Borels ”store tals
stærke lov”. Med denne aksiomatisering bliver sandsynlighedsregningen til en
fuldstændigt matematisk disciplin. Som Kolmogorov skriver i introduktionen til
sit værk:
Sandsynlighedsteori, som matematisk disciplin, kan og skal udvikles fra aksiomer
p˚a nøjagtigt samme m˚ade som geometri og og algebra. oversat fra [17].
Hermed ligger Kolmogorovs aksiomatisering i forlængelse af Hilberts sjette
problem og den første fulde besvarelse af dette inden for sandsynlighedsregningen.
Videre diskussion af modtagelsen af Grundbegriffe der Wahrscheinlichkeitsre-
chnung findes i afsnit 3.1
Jean Ville og udviklingen af spilteori
Jean Ville(1910 - 1988) var en matematiker, der i 1939 kom med bogen ”E´tude
critique de la notion de collectif”. Her viser Ville at Walds ma˚de at udvælge
delfølger p˚a er forkert. Derudover videreudvikler Ville martingaler (se afsnit 4.4).
[31]
Ville var interesseret i spilteori frem for ma˚lteori og han kæmpede mod
kollektiver som aksiomatisering. Den nye ma˚de han ser martingaler p˚a bruger
han til at bevise flere sætninger. Villes ideer om martingaler inden for spilteori
udvikles ogs˚a inden for m˚alteorien hovedsageligt af Joseph Doob. [22] [30]
Spilteori er blevet studeret af sandsynlighedsteoretikere siden Bernoulli og er
blandt andet blevet udviklet af Borel. Men først i 1944 kommer bogen ”Theory
of Games and Economic Behavior”af John von Neumann og Oskar Morgenstern,
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hvor feltet udvikler sig til et selvstændigt matematisk emne. Inden havde von
Neumann bevist sin berømte minimax sætning i 1928 og Ville havde lavet
et simplere bevis 1938 [7]. I bogen laver von Neumann og Morgenstern en
aksiomatisering af spilteori og bygger teorien for et nulsum topersoners spil1[36].
Sidenhen er teorien blevet videreudviklet af John Nash med flere og udviklet
til spil med flere deltagere. Teorien er blevet anvendt inden for biologi, politisk
videnskab, social videnskab og finans teori [23].
Shafer og Vovk
Shafer og Vovk kom i 2001 med ”Probability and finance it’s just a game”, hvor de
benyttede sig af spilteori som ramme for at opstille sandsynlighedsteori og bevise
grundlæggende klassiske sætninger i sandsynlighedsteorien. De videreudviklede
Villes martingal og opstillede en ramme tilsvarende Kolmogorovs aksiomer.
De lavede derfor en ny matematisk basis for sandsynlighedsteorien tilsvarende
Kolmogorovs, men her p˚a baggrund af spilteori i stedet for m˚alteori.
Videre diskussion af modtagelsen af ”Probability and Finance: It’s just a
game”findes i afsnit 3.2.
2.2 Definition af sandsynlighed
I dette afsnit vil vi betragte tre indgangsvinkler til sandsynlighed, henholdsvis
sandsynlighed som frekvens, sandsynlighed som ligefordeling og en objektiv eller
subjektiv fortolkning af sandsynlighed. De tre opdelinger af sandsynlighed er
blandt andet udført tidligere af Morris DeGroot.[5] Derudover vil beskrive den
Bayesianske tilgang til sandsynlighedsregningen.
2.2.1 Sandsynlighed som frekvens
Hvis man forst˚ar sandsynlighed som en frekvens betegnes man som en frekventist.
Frekventisten mener, at sandsynligheden for et bestemt udfald af en proces er
givet ved den reletive frekvens med hvilken, det bestemte udfald opst˚ar. Processen
skal gentages mange gange under samme betingelse.
Et eksempel som tidligere nævnt er kast med en mønt med de to mulige
udfald – plat eller krone. Ved gentagelse af et kast med en mønt et stort antal
gange vil frekventisten sige at sandsynligheden for, at en mønt lander p˚a plat
og ikke krone er 12 eller 50%. Det kan godt være, at udfaldene af fem kast
med en mønt ikke repræsenterer denne sandsynlighed, men ved udførelse af
mange kast vil fordelingen af krone og plat nærme sig en lige fordeling af de to
mulige udfald. Svaghederne ved denne fortolkning er, at man ikke klart definerer,
hvad ”et stort antal gange”er og man heller ikke definerer, hvorn˚ar man har
”samme betingelser”for en gentagelse af et forsøg. Sandsynlighed forst˚aet som
relativ frekvens kan derfor kun anvendes i tilfælde med mange gentagelser af et
eksperiment. Betragter man som frekventist en type udfald kaldet X og lader n
være antallet af X og N være samlet antal eksperimenter, s˚a vil en frekventist
sige at: [11]
P (X) = lim
N→∞
n
N
(2.1)
1Et nulsum topersoners spil er et spil med to spillere, hvor summen af gevinster i hver
runde er nul.
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2.2.2 Ligefordelte sandsynligheder
Sandsynlighed kan ogs˚a fortolkes i en sammenhæng, hvor man har en mængde
”lige sandsynlige udfald”. S˚a vil udfaldene have samme sandsynlighed og i et
tilfælde med n mulige udfald med samme sandsynlighed, er sandsynligheden
for hvert udfald 1n , da summen af sandsynlighederne er 1. Denne fortolkning af
sandsynlighed er ikke empirisk funderet og svær at anvende uden for tilfælde
som kast med en mønt eller kast med en ægte terning.
2.2.3 Objektiv eller subjektiv sandsynlighed
Sandsynlighed forst˚aet subjektivt er et opgør med ideen om, at man objektivt
kan bestemme sandsynligheder for udfald, som ikke er p˚a forh˚and kendte. Det
er en persons egen bedømmelse, der tildeler en sandsynlighed. Forskeren er
altid den, der vælger hvilke objekter, som studeres og hvordan eksperimenterne
foreg˚ar. Derfor er det ogs˚a forskeren, som har ansvar for, hvordan numeriske
sandsynligheder tildeles. [4]
Forskellen p˚a den objektive og den subjektive tilgang forklares af Bruno
de Finetti, som er subjektiv sandsynlighedsteoretiker. Han mener, at man kan
skelne mellem tilfælde, hvor der findes en objektiv sandsynlighed og tilfælde,
hvor der ikke gør. Udsagn har en objektiv karakter, hvis man ved observation
kan fastsl˚a om de er sande eller falske.
Implikationer af at inddele i objektive og subjektive forst˚aelser af sandsynlig-
heder illustreres af de Finetti ved, at en objektivist og en subjektivist udtaler en
række udsagn. Et eksempel er:[4]
• Objektivist: To hændelser er stokastisk uafhængige, hvis den enes frem-
komst ikke p˚avirker sandsynligheden for den andens fremkomst.
• Subjektivist: To hændelser er for individet uafhængige, hvis individets
viden om den enes udfald ikke f˚ar individet til at ændre sin vurdering af
sandsynligheden for den anden.
Man kan alts˚a sige, at sandsynlighedsregningen kan bygge b˚ade p˚a empiriske
m˚alinger af hyppigheden ved mange forsøg eller ved logiske forudsigelser. [19]
2.2.4 Bayesiansk tilgang
Den Bayesianske tilgang til sandsynlighedsregningen er forbundet med den
subjektivistiske tilgang. Bayes’ sætning udtaler sig om betingede sandsynligheder:
P (B|A) = P (B) · P (A|B)
P (A)
(2.2)
Bayes’ sætning er generelt accepteret og anvendt mange steder uden for den
bayesianske sandsynlighedsregning. Sætningen kan ogs˚a udledes ud fra m˚alteorien,
som Kolmogorov gør det. Lindley anvender sætningen til at give en ramme for
sandsynlighedsregningen. [20]
Udgangspunktet herfor er, at alle sandsynligheder er betingede. For eksempel
sandsynligheden for, at en mønt lander med krone opad betinget af, at en mønt
kastes. Det ligger i tr˚ad med den subjektive tilgang til sandsynlighedsregningen.
Frekventisten vil derimod opfatte det som underforst˚aet, at mønten er kastet.[16]
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Lindley opererer med tre aksiomer i sin ”Introduction to Probability and
Statistics from a Bayesian Viewpoint”[20]:
Aksiom 2.2.1 0 ≤ P (A|B) ≤ 1
Aksiom 2.2.2 P (
∑
nAn|B) =
∑
n(P (An|B))
Aksiom 2.2.3 P (C|AB)P (AB) = P (AC|B)
Aksiom 2.2.2 gælder, hvis hændelserne {An} er givet af hændelsen B.
N˚ar man beskæftiger sig med betingede sandsynligheder, har hver sandsyn-
lighed en proposition – dvs. en forudsætning for, at hændelsen kan ske idet
dens fremkomst er givet af en seperat hændelse. En s˚adan proposition har ifølge
Lindley altid et element af overbevisning i sig. N˚ar man konfronteres med en
hypotese, skal man derfor m˚ale graden af overbevisning i hypotesen.
2.3 Ma˚lteori og spilteori som grundlag for sand-
synlighedsregningen
Frekventisten bygger sin sandsynlighedsregning p˚a et ma˚lteoretisk grundlag,
hvor imod den bayesianske sandsynlighedsregning bygger p˚a en spilteoretisk
tilgang. Det ses blandt andet, hvis man ser p˚a, hvordan sandsynligheden for en
hændelse X udregnes i den bayesiske sandsynlighedsregning. Her siges det, at
sandsynligheden for en hændelse X, P (X) kan ma˚les ved det som personen er
villig til at satse i forhold til den mulige gevinst. [11]
Tue Tjur giver et eksempel p˚a denne fortolkning af sandsynligheder. Ved et
kast med en mønt kan sandsynligheden betragtes som størrelsen p˚a den satsning
et individ vil foretage i forhold til den gevinst, vedkommende kan f˚a. Eksemplet
er, at man spiller et spil, hvor 100 mønter kastes. Alle mønter, der lander p˚a
krone, m˚a satseren beholde. Oplagt vil individet satse 50 kr. og i hvert fald ikke
mere end 50 kr. [34]
Det er muligt at benytte sig p˚a en s˚adan m˚ade af den spilteoretiske matematik,
at den ogs˚a kan passe under de aksiomer, der er beskrivende for den m˚alteoretiske
tilgang.
Herefter kan vi se p˚a Frekventisten i forhold til den bayesianske tilgang.
Frekventisten vil være placeret i den m˚alteoretiske matematik og den bayesianske
tilgang vil være placeret i den spilteoretiske tilgang. Men igen er der mulighed for
samspil og adoptering p˚a tværs af grænserne – dette ses blandt andet ved Bayes
formel, som benyttes i den m˚alteoretiske sandsynlighedsregning. [19] Opdelingen
i objektiv og subjektiv tilgang til sandsynlighedsregningen er placeret b˚ade i
den m˚alteoretiske tilgang og den spilteoretiske tilgang. Dog kan muligheden for
subjektive sandsynligheder være langt mere søgt i m˚alteoretisk sandsynligheds-
teori end i den spilteoretiske, hvor den har langt større autoritet. Omvendt vil
den objektive tilgang have større autoritet i forbindelse med den m˚alteoretiske
tilgang, hvilket kan ses som følge af den store rolle, som den frekventivistiske
tilgang til sandsynlighedregningen har i den m˚alteoretiske matematik.
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Kapitel 3
Modtagelse af teorierne
Udviklingen af et matematisk emne afhænger i stor grad af, at det bliver mod-
taget, analyseret og eventuelt ændret eller tilpasset. Selv om en modtagelse
ender negativt ud, er det stadig positivt for det matematiske emne, da dette
f˚ar opmærksomhed og ma˚ske bliver ændret eller tilpasset, s˚a dette opn˚ar en
anerkendelse. Hvis ikke det matematisk emne f˚ar opmærksomhed, er det ikke
sikkert, der er interesse i at videreudvikle det og det kan derfor ”forsvinde”. Vi
vil i dette afsnit se p˚a hvordan, modtagelsen er forløbet i forhold til Kolmogorovs
aksiomatisering og Shafer og Vovks ramme.
3.1 Kolmogorovs modtagelse
Som tidligere nævnt var der, da Kolmogorov kom med sin monograf, stadig forsøg
p˚a at aksiomatisere sandsynlighedsregningen p˚a andre ma˚der og derfor blev
Kolmogorovs aksiomatisering ikke set, som den eneste brugbare aksiomatisering.
Grunden til, at der var forskellige aksiomatiseringer skyldtes, at der var et ønske
om at modernisere sandsynlighedsregningen[30]. Blandt andre var der Von Mises
og Wald, der arbejdede med sandsynlighedsregning p˚a baggrund af kollektiver,
som heller ikke endnu var en anerkendt eller accepteret tilgang. [31] De forskellige
tilgange til sandsynlighedsregningen gjorde, at der opstod en rivalisering mellem
dem, der benyttede sig af tilgangene. Nogle matematikere benyttede sig af
Kolmogorovs aktiomatisering, der af flere blev set som en modernisering af
sandsynlighedsregningen og andre benyttede sig af Von Mises kollektiver som
grundlaget for sandsynlighedsregning.
Doob var en af de første til at bruge Kolmogorovs aksiomatisering i en artikel
fra 1934 kaldet ”Probability and Statistics”. Doob mente at, Kolmogorov havde
flyttet den klassiske sandsynlighedsregning til et fuldt matematisk emne p˚a højde
med geometrien. Andre, der havde anerkendt Kolmogorovs aksiomatisering og
derfor ogs˚a arbejdede med den, var blandt andre Zbigniew Lomnicki, Stanislaw
Ulam og Eberhard Hopf. En anden stor fortaler for Kolmogorov var Willy Feller,
der skrev et review i 1934, hvor han var meget begejstret for aksiomatiseringen
og Henry Rietz skrev i sit review fra 1934:
This littlebook seems to the reviewer to be an important contribution directed
towards securing a more logical development of probability theory. [26]
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Som tidligere nævnt blev Kolmogorovs aksiomatisering set som en modernise-
ring af den klassiske sandsynlighedsregning – blandt andet Le´vy og Borel havde
dette syn p˚a aksiomatiseringen, men de s˚a ikke aksiomatiseringen som svaret
p˚a Hilberts sjette problem, som vi beskriver i afsnit 2.1 p˚a side 14. I 1938 holdt
Freche´t et kollokvium, hvor ide´en om kollektiver blev meget kritiseret og de fleste
var p˚a dette tidspunkt enige om, at kollektiverne ikke var det bedste grundlag
for sandsynlighedsregningen. [28] Italienske Cantelli, der ligesom Kolmogorov
repræsenterede moderniseringen af sandsynlighedsregningen, udviklede sin egen
abstrakte sandsynlighedsteori og brugte ikke Kolmogorovs aksiomatisering. [31]
I perioden frem til 1937 var der mange, der ikke mente man skulle opfatte
en stokastisk variabel som en funktion og det var derfor svært for mange at se
aksiomatiseringen som en basis for sandsynlighedsregningen. [8]
Som opridset ovenfor er der i perioden mellem 1933 og 1938 delte meninger
om Kolmogorovs aksiomatisering og som Doob skriver:[8]
Mathematicians are no more eager than other humans to embrace new ideas,
and full acceptance of mathematical probability was not realized until the second
half of the century.
Aksiomatiseringen blev efter anden verdenskrig det gængse og accepterede
grundlag for sandsynlighedsregningen [8]. En del af denne succes skyldes blandt
andet Harald Crame´rs lærebog ”Random Variables and Probability Distribu-
tion”fra 1937, hvor aksiomatiseringen blev indkorporetret som grundlaget for
sandsynlighedsregningen [31]
Kolmogorovs aksiomatisering er idag den aksiomatisering, der ligger bag
mange lærebøger med mere og er derfor ogs˚a bredt accepteret, brugt og udviklet.
3.2 Modtagelsen af Shafer og Vovk’s ramme
Shafer og Vovk har i deres bog selv forsøgt at besvare mange af de potentielle
spørgsma˚l, der kunne opst˚a ved modtagelsen af deres teori. Derudover har de
ogs˚a lavet mange tillægspapirer, der redegøre for elementer i deres teori og beviser
at andre kendte fænomener i sandsynlighedsregning ogs˚a er gældende inden for
deres teori. Shafer og Vovks ramme kommer ikke som svar p˚a en efterspørgsel
af en aksiomatisering, men deres arbejde leder til nye muligheder og udvikling
inden for faget.
Professor Nick H. Bingham, der sammen med Shafer og Vovk, deltog i en
konference af Dansk Netværk for Matematikkens Historie og Filosofi i 1998,
bringer i bogen fra sammen konference en kritik af Shafer og Vovks sandsyn-
lighedsteori p˚a baggrund af udkast til deres færdige bog.[2] Bingham sidestiller
Shafer og Vovks ramme med Kolmogorovs aksiomatisering og siger ligeledes, at
de i deres teori har mulighed for b˚ade at bevise de klassiske grænse sætninger for
sandsynlighedsteori, men ogs˚a har mulighed for at eftervise Black-Scholes teori
inden for finansiel matematik, hvilket gør at deres teori ifølge Bingham, indgyder
til stor respekt. Bingham har ogs˚a negativ kritik til p˚astande, som Shafer og
Vovk har mod m˚alteoretisk tilgang til sandsynlighedsregning. For eksempel siger
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de, at m˚alteoretisk tilgang er kompleks og deres teori mindst kan gøre det samme
som den m˚alteoretisk tilgang kan og muligvis ogs˚a mere. Dette mener Bingham
er et problem, fordi det kritiserer en etableret aksiomatisering, der har været
accepteret i over 50 a˚r og gennemarbejdet over lige s˚a mange a˚r.[2]
Af bogen har der været flere reviews, hvor de fleste er entusiastiske. For
eksempel skriver David Hand i 2002:
This is a creative, entertaning and imaginative book. It will make intrigu-
ing for any statistician who wants something a little out of the ordinary, and
for anyone who is attracted by the challenge of the authors’ assertion that the
game-theoretic approach ’goes deeper in to probability’s conceptual roots than the
established measure-theoretic framework, [it] is better adapted to many practial
problems, and [it] clarifies the close, relation between probability theory and
finance theory. [14]
Som det ses, ser Hand deres ramme som et underholdende alternativ til den
m˚alteoretiske teori og det har den fordel, at det her spiller sammen med finans
teori. Han mener derfor ikke, at det direkte erstatte den standard m˚alteoretiske
tilgang. [14] En endnu mere entusiastisk reviewer er Gualtierotti, der i 2002
slutter sit review med[13]:
Reading this book will generously reward every person interested in randomness
and finance, and more generally in understanding some of the “representations
of reality” that are assumed in everyday life! [13]
Gualtierotti mener, at det nye ramme fanger problemer fra virkeligheden p˚a
en bedre m˚ade end m˚alteorien og er generelt meget positiv over den nye tilgang.
[13]
Tutubalin kommer med et langt review, hvor han generelt er positiv over for
Shafer og Vovks ramme, men har flere punkter, hvor han kommer med forslag til
nye tiltag og kritik af enkelte elementer af bogen. Det, at der allerede i et review
kommer nye tiltag, betyder, at deres ramme bliver vurderet og videreudviklet og
det viser, at der er store muligheder for videre arbejde med deres ramme. [35]
Et mere neutralt review er givet af Holst, der forsl˚ar, at den spilteoretiske
tilgang til sandsynlighedsregning bruges i den finansielle teori, da han mener,
den har sit potentiale inden for dette omr˚ade.
Et af de mere kritiske reviews kommer fra F. Delban, som udpeger afsnit i
bogen der er mindre gode. Specielt mener Delban, at beviserne er d˚arligt opstil-
let og det er svært at skelne mellem matematiske ræsonnement og et søgende
ræsonnement.[6] Shafer og Vovk mener ikke, at reviewet er relevant og Delbans
kritik er meget misvisende – derfor laver de et svar til Delban, hvor de skriver[29]:
Because it is so misleading, we cannot recommend Professor Delbaen’s review
to anyone who wants to know what our book is about. Fortunately, other reviews
are available. A comprehensive and accurate description of the contents of the
book, in a style suitable for professional mathematicians, can be found in Antonio
Gualtierotti’s review in Mathematical Reviews (2002k:60008). [29]
Hvor henvisningen er til det tidligere omtalte review af A. Gualtierotti, der
er yderst positiv og rosende i forhold til bogen.
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Ved Tokyo universitet er der flere gange udført arbejde med baggrund i
Shafer og Vovk’s sandsynlighedsteori og her refererer Kumon og Takemura i 2005
bland andet til Shafer og Vovk’s ramme som værende et ”attraktiv alternativt
grundlag for sandsynlighedsteori”[18] blandt andet fordi man i den spilteoretiske
tilgang har mulig for at lave beviser, hvor man indkluderer den tomme mængde,
hvori mod man i den ma˚lteoretiske tilgang bl˚at ignorer disse. I samme artikel
beviser Kumon og Takemura at man svagt kan forstærke store tals stærke lov
med en konvergens rate p˚a O(
√
log n/n). Dette betegnes af Takemura og Suzuki
i 2007 som en betragtelig forbedring i forhold til Shafer og Vovks oprindelige
arbejde med store tals stærke lov. [33]
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Kapitel 4
Begreber
Vi vil i dette afsnit uddybe og forklare nogle begreber, som vil blive brugt senere
i rapporten.
4.1 Ma˚lteori
Et ma˚l er en systematisk ma˚de at tilskrive delmængder et positivt tal, som
beskriver størrelsen p˚a delmængden ud fra en passende m˚alestok. Størrelsen af
denne delmængde kan for eksempel beskrive fysiske størrelser eller mere abstrakte
størrelser som sandsynligheder.
Ma˚lteori best˚ar af et rum S, som er ikke tomt hvor til, der er en σ-algebra S
– her er S er et mængdelegeme. Rummet (S, S) er et par og kaldes et ma˚leligt
rum. Som eksempel kan vi sige, at S = {a, b, c} og her ved kunne
S = {∅, {a}, {b}, {c}, {a, b}, {a, c}, {b, c}{a, b, c}} (4.1)
være den tilhørende σ-algebra, hvor delmængderne er de m˚alelige mængder af S.
Et m˚alrum er en tripel best˚aende af (S,S, µ), hvor m˚alet µ er en afbildning
fra S→ R og skal over holde følgende:
µ ≥ 0 (4.2)
µ(∅) = 0 (4.3)
µ(
∞⋃
i=0
Ai) =
∞∑
i=1
µ(Ai) (4.4)
hvor Ai er en parvis disjunkt følge fra S og den nederste ligning (4.4) kaldes for
σ-addivitet. Specielt operere man med en specieltype σ-algebra kaldet Borel-σ-
algebra B, som er den mindste algebra p˚a R, som indeholder alle a˚bne delmængder
af R og alle intervaller. [19] [12]
4.2 Spilteori
I spilteori beskæftiger man sig med spil og et spil defineres som: et spil er en
totalitet af alle reglerne, der beskriver det og et spil best˚ar af individuelle runder
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[36]. Et spil best˚ar af spillere, træk, alternative træk, gevinster, information,
strategier [25]. Træk kan deles op i to typer, hvor den første er et personligt
træk, hvor spilleren frit kan vælge at spille p˚a udfaldet (afgjort af spiller k) og
et tilfældigt træk, hvor sandsynligheder for udfaldene afgør valget (dette er dog
ikke generelt, da Shafer og Vovk ikke bruger sandsynligheder for træk, men den
m˚ade von Neumann og Morgenstern opstiller deres teori) [36].
• Antallet af spillere kan nummeres s˚aledes k = 1, ..., n hvor n ∈ N. Spilleren
er et individ, der afgør sine træk og prøver at maksimere sin kapital ved
de træk, han tager [36].
• Et træk er det valg en spiller tager og kan beskrives medMi, hvor indekset
beskriver, hvad runde spillet er i og det antages at spillet kører kronologisk
s˚aledes, at trækene kan beskrives som M1, ...,Mi [36].
• Til et hvert træk er der et antal alternative træk som kan benævnes med
Ak, hvor k er det k’ede træk Mk. Antallet af alternativer kan beskrives
ved Ak(1), ...,Ak(α). I tilfældet, hvor spilleren har et tilfældigt valg tildeles
hvert mulige udfald en positiv sandsynlighed og siden de alternative træk
er disjunkte, er summen af dem lig en [36].
Hver spiller tager et valg af de mulige træk Ak(1), ...,Ak(α), som kan benæv-
nes σk, hvor k er indekset for runden og σ er valget i den givende runde. For et
helt spil, som ender i runde v, vil en spillers træk kunne beskrives som følgen
σ1, ..., σα [36].
• En gevinst er det en spiller k m˚a betale eller det han vinder efter en runde
og beskrives ved Fk, hvor Fk er en funktion, der afhænger af σ1, ..., σα og
kan skrives som Fk(σ1, ..., σα) [36].
• Information er afgørende for en spillers valg i et træk – perfekt information
er n˚ar en spiller kender de andre spilleres træk med det samme, de udfører
dem og gælder i spil sekventielle spil (eksempelvis skak). Spil, hvor der
ikke er perfekt information, kan være silmultane spil (eksempelvis, hvor
man trækker et kort p˚a samme tid) [36].
• En strategi er en plan, der fortæller en spiller, hvilket træk han skal udføre
i en runde givet informationen i foreg˚aende spil [25].
4.3 Mængdelegeme
Definition. Lad X være en mængde. En samling A af delmængder af X kaldes
en algebra, hvis:
1. ∅ ∈ A
2. Hvis A ∈ A, s˚a er AC ∈ A
3. Hvis A ∈ A og B ∈ A, s˚a er A ∪B ∈ A
[3] Hvor X ∈ A. En legeme kaldes i nogle tilfælde en algebra. I sandsynligheds-
regning er det en ofte anvendt terminologi [3].
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4.4 Martingaler
Jean Ville’s martingaler
En martingal er et system, som en spiller kan benytte i et spil til at blive
rig, s˚aledes at spilleren fordobler sin indsats ind til han vinder. Dette bruger
Ville i et mønt-kast spil med 2 spillere og definerer det binære spil som en ikke
negativ kapital proces. Her er talfølgen L(X1, X2, ..., Xn) udfald af spillet, hvor
de stokastiske variable repræsentere udfaldet, Ln er en funktion, der beskriver
kapitalprocessen i spillet til ethvert X1, X2, ..., Xn. Da vi her snakker om en
stokastisk variabel, har den ogs˚a en sandsynlighedsfordeling, som man kan tage
middelværdien af [30] [22].
E(Ln(X1, X2, ..., Xn)|X1, X2, ..., Xn−1) = Ln−1(X1, X2, ..., Xn−1) (4.5)
Martingaler i spilteori
Martingaler i spilteori tager udgangspunkt i Jean Ville’s martingaler og minder
derfor meget om dem. Den eneste forskel er, at Shafer og Vovk bruger Jean
Ville’s martingal i en symmetrisk spilprotokol, hvilket vil sige, at Tvivlers kan
sælge en billet for det samme han købte den for (se afsnit 5.2.1 p˚a side 30).
Tvivlers kapitalproces for denne protokol kaldes derfor en spilteoretisk martingal
[30].
Martingaler i m˚alteori
Martingaler i ma˚lteori ligner igen meget Jean Ville’s martingaler. Her er en
række stokastiske variable X1, X2, ..., Xn, der beskriver udfaldet i det binære spil.
S(X1, X2, ..., Xn) er en følge, der beskriver spillerens kapital til spil nummer n.
Sn afhænger derfor af udfaldene for de stokastiske variable. Vi kan nu definere
en martingal som [12]:
Definition 4.4.1 En følge S(X1, X2, ..., Xn), n ≥ 0, er en martingal med hensyn
til følgen X1, X2, ..., Xn for alle n ≥ 0 hvis:
• E|S(X1, X2, ..., Xn)| <∞
• E(S(X1, X2, ..., Xn)|X1, X2, ..., Xn−1) = S(X1, X2, ..., Xn−1)
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Kapitel 5
Opstilling af
sandsynlighedsregning
I dette kapitel vil vi redegøre for Kolmogorovs ma˚lteoretiske aksiomatisering
fra 1933 og ligeledes redegøres for Shafer og Vovks spilteoretiske ramme for
sandsynlighedsregning. Efterfølgende vil vi forholde elementerne i de to teorier
til hinanden for p˚a den ma˚de at belyse, hvor de adskiller sig fra hinanden og
hvor, der er ligheder og forskelle.
5.1 Kolmogorovs aksiomatisering
Kolmogorov opstiller seks aksiomer, hvor af de første fem er for et endeligt
udfaldsrum Ω :[17]
Aksiom 5.1.1 F er en algebra.
Aksiom 5.1.2 F indeholder Ω.
Aksiom 5.1.3 Til hvert element E i F er tildelt et positivt reelt tal P (E), som
er kaldet sandsynligheden for hændelsen E
Aksiom 5.1.4 P (Ω) er lig 1.
Aksiom 5.1.5 Hvis E og F er disjunkte er P (E ∪ F ) = P (E) + P (F ).
Tilsammen udgør det et sandsynlighedsrum som er en tripel best˚aende af
(Ω,F , P), hvor P er en afbildning af F p˚a R, hvor F er en σ-algebra.
Aksiom 5.1.1 siger, at F er et mængdelegeme – dette kan forholdes direkte til
definition 4.3 p˚a side 24, der beskriver, hvad der gælder ved et mængdelegeme.
I aksiom 5.1.2 siges det, at F indeholder udfaldsrummet Ω, hvilket altid vil
gælde. Ved aksiom 5.1.3 begynder Kolmogorov at betragte de ting, der gælder
for elementerne i F . I dette aksiom oprettes en funktion P s˚aledes, at den til
en hver hændelse E, der er element i F laver en afbildning over i de reelle tal
P : F → R. Se figur 5.1 for en grafisk afklaring af aksiom 5.1.3.
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Aksiom 5.1.4 siger, at hvis alle udfald, det være sig et endeligt eller uendeligt
antal, bliver afbildet af P , s˚a vil sandsynligheden for alle udfaldene være 1.
Som følge af dette siger aksiom 5.1.5, at hvis en hændelse E er forskellig fra
F , alts˚a at E og F er disjunkte, s˚a vil deres fælles sandsynlighed være lig med
sandsynligheden for hændelsen E plus sandsynligheden for hændelsen F . Aksiom
5.1.1 og 5.1.2 definerer egenskaber for F og aksiom 5.1.3, aksiom 5.1.4 og aksiom
5.1.5 definerer egenskaber for P
Kolmogorov giver tre definitioner; uafhængighed, stokastiske variable og
betinget sandsynlighed:[17]
Definition 5.1.1 A1, A2, ..., Ak er uafhængige, hvis det for enhver delmængde
{Ai1 , Ai2 , ..., Aim} af disse hændelser gælder at P (∩mj=1Aij ) =
∏m
j=1 P (Aij )
Definition 5.1.2 X er en stokastisk variabel, hvis og kun hvis X er en funktion
fra Ω ind i R, som opfylder {ω ∈ Ω|X(ω) ≤ t} ∈ F ∀t ∈ R
Definition 5.1.3 Hvis E og F er hændelser og P (E) > 0, er den betingede
sandsynlighed for hændelsen F givet E defineret ved:
P (F |E) := P (E ∩ F )
P (E)
(5.1)
Det aksiomatiske system opstillet af Kolmogorov er konsistent. Dette kan
bevises med et enkelt eksempel, hvor F indeholder et element ω og F indeholder
F og ∅. Sandsynligheden for F er P (F ) = 1 og P (∅) = 0. P˚a den ma˚de kan
aksiomerne gennemg˚as og det ses, at de er konsistente.[17] Kolmogorov opstillede
et sidste aksiom s˚aledes, at det aksiomatiske system ogs˚a ville gælde tællelige
udfaldsrum: [17]
Aksiom 5.1.6 For en aftagende følge af hændelser {F1 ⊇ F2 ⊇ ...} ∈ F med
∩∞n=1Fn = ∅, er limn→∞ P (Fn) = 0
Hvis aksiom 5.1.4, 5.1.5 og 5.1.6 er opfyldt, da kaldes funktionen P for et
sandsynlighedsma˚l p˚a legemet F . Det gælder at, et sandsynlighedsma˚l p˚a en
algebra F altid kan udvides til et sandsynlighedsm˚al p˚a den mindste σ-algebra
indeholdende F . Udvidelsen vil altid være tælleligt additiv, det vil sige for enhver
følge (F1, F2, ...) fra F disjunkte hændelser er:
P (
∞⋃
n=1
Fn) =
∞∑
n=1
P (Fn) (5.2)
Her udover indførte han for tælleligt udfaldsrum definitionen for middelværdi
og variansen for en stokastisk variabel:
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Definition 5.1.4 Lad X være en stokastisk variabel X p˚a sandsynlighedsrummet
(Ω,F , P ). Hvis summen ∑ω∈Ω |X(ω)|P ({ω}) er endelig, s˚a siges X at have
middelværdi, og er i s˚a fald tallet EX =
∑
ω∈ΩX(ω)P ({ω}).
[19]
Definition 5.1.5 Hvis E(X2) <∞, s˚a siges X at have en varians, og variansen
af X er er tallet: V ar(X) = E(X2)− (EX)2.
[19]
5.1.1 Statistikkens tolknings regel
Kolmogorov bruger i sin udgave af store tals stærke lov statistikkens tolknings
regel, som her er beskrevet i en udgave lavet af Per Martin-Lo¨f i 1973. Reglen
siger:
• En hændelse med lille sandsynlighed indtræffer ikke.
Dette kan modsat fortolkes til, at en hændelse med sandsynlighed tæt p˚a 1
indtræffer sikkert. Man kan derfor sige, at hvis vi har et  > 0, s˚a indtræffer
hændelsen A ikke, hvis det gælder at: P (A) ≤ . Størrelsen af epsilon bestemmes
ud fra en betragtning, af hvad der skal modellers efter.  kan for eksempel
bestemmes ud fra Borels skala, der siger, at  ≈ 10−6 for menneskelig skala. [21]
Reglen bliver første gang beskrevet af Bernoulli i hans første udgave af store tals
lov, fra 1713. Her beskriver han, at en hændelse med meget lille sandsynlighed
er praktisk umulig. Siden er reglen blevet meget diskuteret p˚a grund af, det er
et ikke matematisk udsagn og man forholder den til realiteter fra ”den virkelige
verden”. En matematiker, der undersøgte dette, var Borel som før beskrevet.
Derudover er reglen brugt af blandt andet Kolmogorov, Le´vy, Shafer og Vovk
med flere.[31]
5.2 Shafer og Vovks ramme
De følgende afsnit vil give en præsentation af de metoder og begreber, som Shafer
og Vovk benytter sig af i deres ramme. Shafer og Vovks ramme indeholder tre
skridt henholdsvis:
1. Opstilling af et spil
2. Protokol for et spil
3. Fortolkning af et spil
Opstillingen af spillet indeholder en beskrivelse af de elementer, der skal være
p˚a plads før et spil kan spilles. Protokollen for et spil forklarer hvordan spillet
skal forløbe. Fortolkning af spillet forklarer, hvordan resultatet for et spil skal
fortolkes.
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5.2.1 Opstilling af spillet
I modsætning til den generelle spilteoretiske sandsynlighedsregning, er denne
ramme opstillet p˚a baggrund af to spillere – henholdsvis Spiller 1 og Spiller 2.
Der kan være uendelig mange runder eller træk i et spil. Men det vil altid gælde,
at begge spillere har en perfekt viden, hvilket vil sige, at spiller 1 ved, hvad
spiller 2’s træk var, lige s˚a snart Spiller 2 har udført trækket og omvendt. Spiller
1 kaldes ”Tvivler”. Spiller 1 vædder p˚a en hændelse, mens Spiller 2, der kaldes
”Verden”bestemmer, hvad der skal ske. Det vil altid være s˚adan, at Spiller 1 er
den spiller, der satser p˚a, hvad der vil ske og Spiller 2 bestemmer s˚a, hvad der
skal ske. [30]
Tvivler kan ses som en forsker, der tester en teori uden at p˚avirke hvilke
udfald der vil være i verden og vædder p˚a hvilke udfald, der er mulige for Verden
at tage. Verden beslutter sig s˚a for hvilket udfald, der skal være og hvordan
Tvivlers kapital skal udvikle sig. Denne procedure gentages og Tvivler ved derfor
at forskellige udfald eller gevinster/afkast kan indtræffe, men ved ikke hvorn˚ar,
de indtræffer. Det er alts˚a en sandsynlighedsmodel, hvor Tvivler spiller penge p˚a,
hvordan Verden opfører sig og gang p˚a gang tester teorien ved at spille. Tvivlers
kapital ændrer sig derfor hver gang Verden laver et træk og hvis kapitalen g˚ar
mod uendelig kastes der tvivl over teorien. [30]
Verden kan ses som et a˚bent system, hvor man deler spilleren op i flere
spillere. Eksempelvis kan Verden deles op i følgende spillere:[30]
• Eksperimentator, der bestemmer, hvad hver spille runde skal handle om
• Forudsiger, der sætter prisen
• Virkelighed, der bestemmer udfaldet
Denne opdeling af Verden gør, at spilleren kan være a˚ben overfor eksterne
p˚avirkninger og informationer.
5.2.2 Protokollen for et spil
Protokollen for spillet specificerer de mulige træk i spillet og de mulige værdier i
knuderne – ogs˚a kaldet situationerne, som p˚a figuren er de mulige værdier Verden
kan tage, se figur 5.1. De afsluttende knuder i figuren udgør udfaldsrummet Ω og
elementerne her i kaldes stier. Verdens træk er uafhængige af Tvivlers træk, men
kan godt afhænge af tidligere træk. I figuren er der et endeligt antal af afsluttede
stier. Hvis stierne er afsluttede kaldes spillet afsluttet og hvis der er et endelig
antal træk har spillet en endelig horisont, hvis ikke spillet har en grænse har det
en uendelig horisont. [30]
Hvis vi betragter en protokol kan vi sige, at det gælder at der findes et ikke
tomt udfaldsrum Ω. Elementerne i Ω er stier ξ der ved en afsluttende protokol
er givet ved ξ = (x0, ..., xN ), hvor xN er et tal, der beskriver udfaldet i det
n′te træk. Hvis 1 ≤ n < N s˚a findes der nogle situationer, der er givet ved
Yt = (x0, ..., xn), Yt betyder, at det er den t’te situation. Ved n = 0 findes
Y = {x0}, som ogs˚a kaldes Y = ∅ og som noteres med  og kaldes for
initialsituationen – alts˚a situationen inden spillet er p˚abegyndt. N˚ar n = N
vil stierne der er indeholdt i Ω ogs˚a kunne betragtes som situationer og kaldes
i dette tilfælde for afsluttende situationer. Situationerne (ikke de afsluttende
30
Figur 5.1: figuren viser et eksempel p˚a et endeligt spil. Spillet starter i , som
er start situationen og g˚ar via grenene i træet til knuderne (situationerne), hvor
alle forg˚aende situationer indg˚ar. [30]
situationer) vil IKKE være indeholdt i Ω. Der opstilles et rum Ω♦, der indeholder
alle situationer inklusiv initialsituationen og de afsluttende situationer. Da det
gælder, at stierne ξ indg˚ar i Ω♦, vil det medføre at Ω ⊂ Ω♦. [30]
Ved Yt gælder det, atWYt := {w|Ytw ∈ Ω♦}, hvor Ytw er Ytw = {x1, ..., xt, w},
hvilket alts˚a vil sige, at det er det træk, som Verden kan vælge at lave efter
situation Yt. WYt kaldes for Verdens mængde af tilgængelige træk. Igennem
resten af teksten vil situationen Yt blive refereret til som t.
Der ud over kan vi sige følgende[30]:
• hvis t = (x0, ..., xn) og u = (x0, ..., xn, ..., xn+m) vil man sige, at t kommer
forud for u eller at u følger t og det vil skrives som t v u
• N˚ar t v u og t 6= u eller at m > 0 siges det, at t g˚ar strengt forud for u
eller at u følger strengt efter t. Notationen vil være t @ u.
• u er barn af t, hvis t @ u uden en situation imellem, det ma˚ alts˚a IKKE
gælde, at der eksistere en situation v s˚a t @ v @ u. Det kan ogs˚a siges, at
m = 1.
• N˚ar t v ξ vil man sige at t er p˚a ξ eller at ξ g˚ar gennem t.
Det gælder altid at en variabel er enhver funktion, der afbilder Ω over i de
reelle tal.
Definition 5.2.1 En funktion f p˚a Ω kaldes en variabel, og f p˚a en delmængde
af Ω kaldes en t-variabel s˚a længe funktionen afbilder de stier hvori t er en
delmængde.
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Der ud over gælder det at
Definition 5.2.2 en funktion f p˚a Ω♦ kaldes en proces. f p˚a en delmængde
af Ω♦ kaldes en t-proces, hvis funktionen ogs˚a kan beskrive de situationer, der
ligger efter t
En variabel fremkommer ved at se p˚a de mulige værdier af afsluttende
processer, hvilket betyder værdierne, der ogs˚a indg˚ar i Ω. Det skrives som SΩ,
n˚ar det er en variabel fremkommet af en proces S i Ω. For en hver sti ξ skrives
SΩ(ξ) := S(ξ) og S er en martingal. [30]
Symmetriske protokoller
I spillet kan Tvivler vædde hver gang Verden har taget et træk s˚aledes, at
Tvivler vædder p˚a, hvad Verden gør. Tvivler betaler med det samme og udbyttet
afhænger af Verdens træk. Tvivler m˚a frit vædde p˚a flere mulige udfald og kan
selv bestemme, hvor mange penge han spiller p˚a. Han har derudover mulighed
for at l˚ane penge uden at skulle betale renter.[30]
Hvis Tvivler kan købe x (alts˚a han spiller p˚a et udfald) for prisen m og kan
sælge igen for x eller omvendt, at han kan købe −x for −m, s˚a kaldes protokollen
for symmetrisk. Spillet bliver her et lineært rum, hvor Tvivler kan byde p˚a de
linearkombinationer som i figur 5.2. Man kan alts˚a skrive at
Figur 5.2: Figuren viser hvordan Tvivler kan spille og f˚a udfaldene a, b, c ved at be-
tale m, eller omvendt kan Tvivler betale −m(alts˚a sælge m) og f˚a −a,−b,−c.[30]
s.12.
Definition 5.2.3 Hvis St er den mængde af træk, der er tilgængelige for Tvivler
til situationen t, i et ikke afsluttet spil og protokollen er symmetrisk, s˚a vil det
gælde, at St er et lineært rum, og det vil derved gælde at hvis α og β tilhører R
og s1 og s2 tilhører St, s˚a vil s1α+ s2β ogs˚a ligge i St
Tvivlers strategier
En strategi P er en plan, som Tvivler gennem spillet. Betragter man Tvivlers
kapital K til en situation t i spillet, s˚a vil denne være givet ved KP(t) givet,
at Tvivlers startkapital var 0. Hvis vi betragter Tvivlers kapital for en bestemt
strategi P efter et gennemført spil, hvor stien som Verden har benyttet, hedder
ξ, vil denne være givet ved KP(ξ), igen givet en startkapital p˚a 0.[30]
Der kan til situationen t oprettes en funktion λt p˚a St ×Wt, der ogs˚a kaldes
for en gevinstfunktion. Hvis Tvivler udfører et træk s og verden udfører et træk
w til situationen t, s˚a vil Tvivlers kapital ændres med λt(s, w). Tvivlers kapital
32
Betydning Afkast Simuleret tilfredsstillende af P hvis
Betal α for x Betal α, f˚a x x− α KP ≥ x− α
Sælge x for α F˚a α, betal x α− x KP ≥ α− x
Tabel 5.1: Hvordan en strategi P i et sandsynlighedsspil simulere et salg eller
køb af en variabel x (Citat [30])
er som følge af en strategi P givet ved KP , n˚ar KP() = 0. P er en partiel
proces (en t-proces), som til situationen t f˚ar Tvivler til at udfører træk P(t).
Tvivlers kapital K efter et af strategien P bestemt træk og Verdens modtræk w
kan gives ved:
KP(tw) = KP(t) + λt(P(t), w) (5.3)
Hvis KP() = γ, s˚a vil hans kapital proces kaldes være γ + KP . En proces
kaldes for en martingal, hvis den er lig med γ +KP for ethvert γ og P.
De processer og Strategier, der nu er nævnt, tager udgangspunkt i, at vi
starter i situationen . Men vi kan ligeledes snakke om, at de starter i en senere
situation – for eksempel situation s. Hvis der opstilles en s-strategi, beskriver den
hvilke træk Tvivler udfører efter situation s. Hvis Tvivlers kapital til situationen
s er nul, vil hans kapital proces kaldet s-proces hedde KP og det vil gælde,
at KP(s) = 0 og at KP(sw) = KP(s) + λs(P(s), w). Hvis Tvivlers kapital til
situationen s er forskellige fra 0, s˚a vil processen hedde KP + γ. Denne proces
vil hedde en s-martingal, der starter i situationen s.[30]
Dynamisk hedging indføres for, at Tvivleren i spillet kan køre med en strategi,
der sikre at α kroner senere i spillet giver et udbytte. Dette opn˚as ved at lade
priserne for et udfald være p˚avirket af tidligere træk, som Verden har udført.
Man kan alts˚a sige, at det simple spil kombineres over tid og fører til mere
komplekse spil og priser fra det simple spil bestemmer priser i det komplekse
spil. [30]
Øvre og nedre pris
Hvis Tvivler har en strategi P , som opfylder KP ≥ x− α, kan han købe x for
α, her er x− α afkastet og strategien skal producere mindst det afkast, der er
fra x− α, s˚aledes at strategien hypotetisk altid er bedre eller lige s˚a godt som
det aktuelle afkast. Omvendt kan han sælge x for α, hvis han følger strategien
KP ≥ α−x, her er α−x afkastet, hvilket gælder for alle stier i Ω.[30] Se tabel 5.2.2
Definition 5.2.4 Den øvre pris er defineret som:
E :=inf(α | der findes en strategi P s˚a KP ≥ x− α)
hvor x er en variabel. Dette fortolkes som den midste pris α Tvivler kan købe
x for uden at bærer sig ufornuftigt. Den nedre pris er defineret som:
Definition 5.2.5 E :=sup(α | der findes en strategi Q s˚a KQ ≥ α− x)
Her er det den højeste pris Tvivler kan sælge x for. Man kan derfor forstille
sig et eksempel, hvor α er den højeste pris Tvivler vil give for varen x (øvre pris),
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og samtidigt, at den nedre pris er, hvad sælgeren minimalt vil g˚a ned p˚a. I den
omvendte situation ville det være den minimale pris Tvivler kan sælge x for. [30]
Ud fra supremum og infimum definitionen gælder det at: Ex = −E− x
Etx og Etx bruges for under og over prisen for variablen x i situationen t.
Hvis Tvivler ikke er sikker p˚a at have et positivt afkast til situationen t, s˚a
gælder det, at Etx ≤ Etx og hvis det er opfyldt, kaldes denne situation kohærent
i t 1. Her udover gælder det, at Et0 = Et0 = 0, hvor 0 er variablen, der i hver
sti i Ω er 0.
Hvis Etx = Etx bruges betegnelsen Etx og er den eksakte værdi eller bare vær-
dien for x i t. Denne værdi kan sammenlignes med middelværdien i m˚alteoretisk
sandsynlighedsteori og har de samme egenskaber. [30]
Variansen defineres som:
Vtx := Et(x− Etx)2 og Vtx := Et(x− Etx)2
Vtx er den nedre varians og Vtx er den øvre varians. Variansen kræver, at
Etx eksistere og hvis Vtx = Vtx er Vtx benævnelsen for den fælles varians.
5.2.3 Fortolkning af et spil
Shafer og Vovk opstiller en hypotese kaldet den fundamental fortolknings hypotese
(The fundemental interpretative hypothesis). Det er valgfrit, hvorvidt hypotesen
benyttes, n˚ar spillet skal fortolkes, men Shafer og Vovk anbefaler, at den i
hvert fald benyttes n˚ar, der er tale om subjektivt opstillede sandsynligheder.
Hypotesen g˚ar ud p˚a, at et spil kan forkastes, hvis hændelser med meget lav
eller ingen sandsynlighed indtræffer. [30] Hypotesen er ikke et aksiom eller en
sætning, men det er en m˚ade at fortolke det opstillede spil. Der kan opstilles to
hypoteser, henholdsvis den endelige hypotese og den uendelige hypotese og spillet
bør forkastes hvis reglerne indenfor hypotesen ikke er overholdt. Hypoteserne
lyder som følger:
• Den endelige hypotese: Ingen strategi kan f˚a Tvivler til at undg˚a at g˚a
bankerot samtidigt med, at der er en rimelig chance for, at han mangedobler
sin startkapital. (bruges til et afsluttende spil)
• Den uendelige hypotese: Ingen strategi kan f˚a Tvivler til at undg˚a at g˚a
bankerot samtidigt med, at der er en rimelig chance for, at han bliver
uendelig rig. (Bruges til et spil med uendelig horisont)citat [30]
Termen en ”rimelig chance”kan ikke bruges som et matematisk udsagn og den
fundamental fortolknings hypotese er derfor ikke en matematisk definition.
1En protokol er sammenhængende i situationen, hvis Verden har en strategi der sikre at
Tvivler ikke har noget afkast efter et afsluttet spil. Protokollen er ligeledes sammenhængende i
en situation, hvis Verden kan sikre, at spillet begyndende i situation t ikke giver Tvivler et
samlet afkast for resten af spillet. Det kan siges, at ∀s ∈ St findes w ∈Wt s˚a λt(s, w) ≤ 0. [30]
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Lav og høj sandsynlighed
Med begreberne endelig hypotese og ”øvre og nedre priser”giver det mening at
beskæftige sig med lave og høje sandsynligheder. For at gøre dette indføres øvre
og nedre sandsynligheder, som tager udgangspunkt i høje og lave priser. Der
tages igen udgangspunkt i, at der findes et udfaldsrum Ω og en delmængde af
dette er en hændelse E. Der indføres herefter en indikatorvariabel, der antager
værdien:
IE(ξ) =
{
1 hvis ξ ∈ E
0 hvis ξ 6∈ E (5.4)
Definition 5.2.6 Den øvre sandsynlighed for en hændelse defineres som:
P(E) := EIE (5.5)
Definition 5.2.7 tilsvarende defineres den nedre sandsynlighed som:
P(E) := EIE (5.6)
Definition 5.2.8 For de to sandsynligheder vil det gælde at:
0 ≤ P(E) ≤ P(E) ≤ 1 (5.7)
og
P(E) = 1− P(EC) (5.8)
I de tilfælde, hvor P(E) = P(E) vil det gælde at der findes en P(E) og der vil alts˚a
være tale om en konkret sandsynlighed for hændelsen E. P˚a baggrund af nedre og
øvre sandsynlighed, kan der opstilles definitioner af høj og lav sandsynlighed. Hvis
den øvre sandsynlighed er tæt p˚a nul, s˚a vil den nedre sandsynlighed som følge af
ligning (5.7) ogs˚a være tæt p˚a nul og derved, er der en lav sandsynlighed. Hvis vi
har en nedre sandsynlighed, der er tæt p˚a 1 s˚a vil den øvre sandsynlighed, ifølge
ligning (5.8), ogs˚a være tæt p˚a 1, og derved er der tale om høj sandsynlighed.
Hvis P(E) ligger tæt p˚a 1, kan der ikke ud fra definitionerne konkluderes, at
P(E) ligeledes vil ligge tæt p˚a 1, og det er derfor ikke muligt at udtale sige om,
hvorvidt der er høj eller lav sandsynlighed. Tilsvarende gælder det, at det ikke
kan konkluderes, at P(E) ligger tæt p˚a 0 kun med viden om, at P(E) ligger tæt
p˚a 0 og derved er det heller ikke i dette tilfælde muligt at udtale sig om hvorvidt
sandsynligheden er høj eller lav. Der kan ogs˚a opst˚a tilfælde, hvor hverken P(E)
eller P(E) ligger tæt p˚a 0 eller 1 og her vil det ikke give nogen mening at udtale
sig om sandsynligheden.
Sandsynlighed 0 og 1
N˚ar man beskæftiger sig med den uendelige version af den fundamentale for-
tolknings hypotese, benytter man sig ikke af høje og lave sandsynligheder, men
i stedet benytter man sig af sandsynlighed 0 og sandsynlighed 1. Der indføres
begreberne ”Praktisk talt umuligt”og ”Praktisk talt sikkert”. Man siger, at en
hændelse E er praktisk talt sikker, hvis der er Ec, som er praktisk talt usikker.
Derudover defineres en hændelse E er praktisk talt umulig, hvis Tvivler starter
med en endelig positiv kapital og har en strategi, der garanterer at:
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• Hans kapital ikke bliver negativ og
• hvis E sker, at hans kapital s˚a vil vokse uden grænser
Hændelser, der er praktisk talt umulige, tildeles sandsynligheden 0 og hæn-
delser, der er praktisk talt sikre tildeles sandsynligheden 1. Hvis vi s˚a har en
hændelse, der er praktisk talt umulig, s˚a vil den øvre sandsynlighed være 0 og
derfor ogs˚a den nedre sandsynlighed og har vi tilsvarende en hændelse der er
praktisk talt mulig, s˚a vil den nedre sandsynlighed være 1 og det samme vil den
øvre sandsynlighed s˚a ogs˚a.
5.3 Sammenligning af Shafer og Vovks ramme
og Kolmogorovs aksiomatisering
I dette afsnit vil vi forholde elementer i Kolmogorovs aksiomatisering med
elementer i Shafer og Vovks ramme.
Udfaldsrum
Kolmogorov har samtlige udfald af et eksperiment i Ω, hvor et udfald kan for
eksempel kaldes for ω. Mængden af alle delmængder af Ω kaldes, hvis Ω er
tælleligt for F og indeholder alle de mulige hændelse der findes i Ω. Enhver
hændelse har en sandsynlighed, der er givet ved P (A) =
∑
ω∈A p(ω), hvor p
angiver punktsandsynligheden for ω.
Shafer og Vovk definerer Ω til at indeholde hele stier ξ. En sti er en række af
tal, der beskriver Tvivlers kapital udvikling gennem spillet. En sti viser alts˚a de
valg, som Verden har truffet til hver situation i den p˚agældende sti. Ligeledes
defineres der et alternativt udfaldsrum Ω♦, der indeholder alle situationer, stier
og initial situationen. En situation er en del af en sti, hvilket alts˚a betyder, at
det er en række af tal, der hvis flere skridt tages, ender med at blive en sti.
Vi har alts˚a to forskellige definitioner af udfaldsrum, Kolmogorovs, hvor vi har
Ω, der indeholder alle udfald og F , der er et legeme, der indeholder delmængder
(hændelser) af Ω. Hos Shafer og Vovk har vi et udfaldsrum Ω, der indeholder
alle stier og et alternativt udfaldsrum Ω♦, der indeholder alle stier, situationer
og initial situationen.
Sammenlignes et element i Ω i de to teorier, er der forskel p˚a, hvordan de
er bygget op – i Kolmogorovs teori, er det et udfald, der er et element i Ω ved
Shafer og Vovks er det en hel sti, alts˚a en hel række af situationer, der er et
element i Ω. Fælles for de to teorier gælder det at der, oprettes et element i
teorierne, henholdsvis F og Ω♦. Ved F samles udfaldene i Ω som hændelser,
derudover indeholdes ogs˚a udfaldene og ∅. Ved Ω♦ tages alle stierne fra Ω og
deles op i situationer. En situation indeholder i sin række ogs˚a information om
de forg˚aende situationer. Udover situationerne indeholder Ω♦ ogs˚a de fulde stier
og initialsituationen  eller ∅. Man kan alts˚a argumentere for, at der er visse
ligheder mellem elementerne i F og Ω♦. Det skal bemærkes at Shafer og Vovk
vælger at kalde et en delmængde af Ω for en hændelse p˚a samme ma˚de, som
Kolmogorov gør det. Det p˚ast˚aes ikke, at F og Ω♦ er ens, men der er en lighed
mellem indholdet i de to elementer p˚a trods af, at de kommer fra forskellige
udfaldsrum.
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Variabel
I Kolmogorovs aksiomatisering arbejdes der med begrebet stokastisk variabel,
som er en funktion, der afbilder Ω over i de reelle tal – den præcise definition kan
ses i definition 5.1.2 p˚a side 28. I Shafer og Vovks teori arbejder de ligeledes med
en variabel, som ogs˚a er enhver funktion, der afbilder Ω over i de reelle tal, dog
vælger Shafer og Vovk at kalde dette for en variabel, da der ikke er tilknyttet
et sandsynlighedsma˚l. Der defineres ligeledes en variabel der kaldes en partiel
variabel eller en t-variabel. Denne variabel indeholder de stier, der g˚ar gennem
situationen t, eller sagt p˚a en anden ma˚de: de stier, hvor t er en delmængde.
En funktion, der afbilder Ω♦ over i de reelle tal, kaldes for en proces og ikke en
variabel. Dette kan blandt andet ses i afsnit 5.2.2 p˚a side 30.
Det vil alts˚a sige, at vi i Kolmogorovs teori har en stokastisk variabel, der kan
have en sandsynlighed. Hvor der i Shafer og Vovks teori findes to slags variable;
henholdsvis en variabel og en t-variabel. Den t-variable kan for eksempel benyttes
til at udregne øvre og nedre priser til en situation t.
Middelværdi
I Kolmogorovs aksiomatisering findes begrebet middelværdi – definitionen kan
ses i definition 5.1.4 p˚a side 29, hvor der tages udgangspunkt i, at der findes
en middelværdi ved hjælp af sandsynlighed. I Shafer og Vovks teori tager
middelværdien udgangspunkt i øvre og nedre priser for x til situationen t,
ogs˚a kaldet for henholdsvis Etx og Etx. Øvre og nedre priser tager udgangspunkt
i, at der er en strategi s˚aledes, at der er en øvre og nedre pris til hvilken Tvivler
kan sælge x. N˚ar disse to priser er lig med hinanden, vil der findes en eksakt pris
Etx, som kan sammenlignes med middelværdien i ma˚lteorien. I Kolmogorovs
teori benyttes sandsynlighed til at udregne middelværdien, hvor det i Shafer og
Vovks teori er omvendt, at den eksakte pris eller den øvre og nedre pris ligger til
grund for sandsynligheden.
Sandsynlighed
I Kolmogorovs teori findes en funktion P , der afbilder sandsynligheden, defini-
tionen af sandsynligheden kan ses i aksiom 5.1.3, aksiom 5.1.4 og aksiom 5.1.5
p˚a side 27, hvor der st˚ar, hvad P skal opfylde for at være en sandsynlighedsaf-
bildning. I Shafer og Vovks teori findes ikke et sandsynlighedsma˚l p˚a samme
m˚ade – her er det situationer fra Ω♦, der ligger til grund for den sandsynlighed
der opst˚ar. Shafer og Vovk gør ved flere lejligheder opmærksom p˚a, at der ikke
er noget sandsynlighed for de enkelte stier, der er i Ω. Hvilket vil sige, at der
ikke er en vurdering af hvorvidt, der er større sandsynlighed for, at en sti sker
frem for en anden. I stedet er der en vurdering af hvilken sandsynlighed, der er
for, at Tvivler vil betale den nedre pris for x og tilsvarende sandsynlighed for at
Tvivler vil sælge x for den øvre pris.
Det skal bemærkes, at p˚a trods af at Shafer og Vovk siger, at deres teori ikke
giver plads til en funktion, der afbilder sandsynligheden af Ω over i de reelle tal.
S˚a gælder det, at der findes øvre og nedre priser s˚a længe man ikke er sikker
p˚a at have et positivt afkast og i denne situation er det ogs˚a muligt at regne
øvre og nedre sandsynlighed p˚a en hændelse. En hændelse er en delmængde af
Ω og der er ingen restriktioner p˚a, hvor mange stier en hændelse skal indeholde.
Vælges en hændelse til kun at indeholde e´n sti, s˚a vil hver sti i Ω have en øvre
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og nedre sandsynlighed. S˚a teorien har alligevel mulighed for at tildele hver sti
en sandsynlighed.
Varians
I Kolmogorovs teori er variansen bestemt ved definition 5.1.5 p˚a side 29 for det
endelige udfaldsrum. Hos Shafer og Vovk benyttes formlerne, der er beskrevet i
afsnit 5.2.2 p˚a side 30. Disse tager igen udgangspunkt i øvre og nedre pris for
x til situationen t og laver ligeledes en øvre og nedre varians. Opbygningen af
formlen er, som det kan ses meget ens for variansen i de to teorier, dog er det
indeholdet af dem forskelligt. Hvor Kolmogorovs teori beregner variansen p˚a
stokatiske variable, s˚a beregnes den variable i forhold til den øvre og nedre pris
for x til situationen t i Shafer og Vovks teori.
Statistikkens fortolknings regel og den fundamentale fortolknings hy-
potese
Den fundementale fortolknings hypotese minder meget om statistikkens fortolk-
nings regel, men er fortolket i forhold til spillet, der opstilles. Dette gøres ved at
sige, at Tvivler ikke kan blive uendeligt rig uden at have en rimelig chance for at
g˚a bankerot. Yder mere forklarer Shafer og Vovk, hvad de mener med sandsynlig-
heder tæt p˚a 1 og tæt p˚a 0. Her bruges den fundamentale fortolknings hypotese
til at beskrive, at sm˚a sandsynligheder for et spil, hvor Tvivler eksempelvis spiller
p˚a en hændelse E med meget lille sandsynlighed lad os sige, at P = 0, 0001. I
dette tilfælde kan han spille uden at g˚a bankerot og samtidigt mangedoble sin
kapital, hvis E skulle ske. Her bruges den fundamentale fortolknings hypotese
til at sige at hændelsen i praksis ikke sker p˚a samme ma˚de som statistikkens
fortolknings regel her ogs˚a ville sige at hændelsen E ikke ville ske i praksis. Det
viser, at der er stor sammenhæng mellem de to ma˚der at fortolke meget sma˚
sandsynligheder p˚a. Det samme ville gælde for det modsatte eksempel, hvor
en hændelse Ec med sandsynlighed tæt p˚a 1 altid vil ske i praksis. Her er Ec
komplementærmængden til E fra eksemplet før.
5.4 Den centrale grænseværdisætning
I dette afsnit vil vi se p˚a den centrale grænseværdisætning. Først vil vi gennemg˚a
sætningen, og derefter gennemg˚as den i et eksempel. Shafer og Vovk benytter
Lindeberg betingelsen til at bevise sætningen. Lindeberg betingelsen er en mere
generel udgave af den centrale grænseværdisætningen og de benytter sig af
den ved at fortolke betingelsen til deres spilteoretisk ramme. Efter sætningen
er gennemg˚aet p˚a baggrund af Shafer og Vovks ramme, vil vi komme med et
eksempel p˚a ,hvordan protokollen og sætningen kan benyttes. Beviset for den
centrale grænseværdisætning og Lindeberg betingelsen vil ikke indg˚a, men kan
findes i [30] og [9].
5.4.1 Den klassiske central grænseværdisætning
Den centrale grænseværdisætning er en anerkendt klassisk grænsesætning i
sandsynlighedsregningen. Den siger at:
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Sætning 5.4.1 [19][9][32] Lad X1, X2, ... være en følge af indbyrdes uafhængige
identiske fordelte stokastiske variable, med EXi = µ og var(Xi) = σ
2 > 0. Her
er µ og og σ2 ens for alle de stokastiske variable og Sn = X1 + ...+Xn. Defineres
(Sn − nµ)√
σ2n
= Zn (5.9)
s˚a gælder det, at n˚ar n→∞ vil fordelingen af Zn være svagt konvergerende mod
en standard normalfordelingen Zn d−→ N (0, 1).
Hvis vi indfører Φ(x) som den kumulerede fordelingsfunktion for N (0, 1), vil
det gælde at [19]
lim
n→∞P
(
Sn − nµ√
σ2n
≤ x
)
= Φ(x) (5.10)
for alle x ∈ R. Φ(x) er givet ved[9][32]
Φ(x) =
1√
2pi
∫ x
−∞
e
−u2
2 du (5.11)
Da standard normalfordelingen er en kontinuert fordeling vil integralet for
x = +∞ være lig 1. Standardnormalfordelingen har tæthedsfunktionen2 φ(x),
som er givet ved:
φ(x) =
1√
2pi
e
−x2
2 (5.12)
Eksempel
Et eksempel p˚a, hvordan man kan bruge den centrale grænseværdisætning,
kan være i det klassiske spil, hvor man kaster en mønt. Alle udfaldene vil her
kunne ses som stokastiske variable (X1, X2, ..., Xn), som hver giver et udfald
x1, x2, ..., xn. Udfaldene kan være krone(Kr) eller plat(Pl), hvor tilfældet Kr
tildeles værdien 1 og et udfald Pl tildeles værdien 0. Herved kan for eksempel
f˚a følgen 1101001... Tallet n angiver, hvor mange kast der er lavet. Der er en
punktsandsynlighed p for at Xi bliver 1(Kr) og sandsynligheden 1− p for, at
det bliver 0(Pl), hvilket kan skrives som:
P (X = 1) = p, P (X = 0) = 1− p (5.13)
I dette tilfælde defineres alle de stokastiske 01 variable til en ny stokastisk
variabel, Sn = X1 +X2 + ...+Xn, der er summen af de stokastiske 01 variable. 01
variablerne har middelværdi p og varians p(1−p), og Sn vil være binomialfordelt
med middelværdi np og varians np(1− p). Vi kan derfor indsætte middelværdi
og varians i den centrale grænseværdisætning og f˚a:
(Sn − np)
(
√
p(1− p))n = Zn (5.14)
Da Sn er en sum af 1’er og 0’er vil summen vise det antal gange udfaldet er Kr.
Ved at lade antallet af kast g˚a mod uendeligt vil fordelingen i grænsen af de
stokastiske 01 variable g˚a mod en standard normalfordeling med varians 1 og
middelværdi 0 [19].
2Tæthedsfunktionen er defineret som den afledte funktion af fordelingsfunktionen, i dette
tilfælde φ = Φ′.
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5.4.2 Shafer og Vovks version af den centrale grænsevær-
disætning
Den centrale grænseværdisætning siger, at hvis vi har en række af stokastiske
variable med samme middelværdi og varians vil fordelingerne af de stokastiske
variable i grænsen g˚a mod en standard normalfordeling Zn d−→ N (0, 1). Linde-
bergs central grænseværdisætningen siger mere generelt, at fordelingerne for
de stokastiske variable skal have samme middelværdi, men de kan godt have
forskellig endelig varians. For, at man er sikker p˚a at variansen for fordelingerne
ikke ”er for meget forskellige”, skal de opfylde Lindeberg betingelsen.
For at Shafer og Vovk kan bevise og bruge denne sætning, opstilles der
en protokol, der kaldes for Lindeberg protokollen. Protokollen er abstrakt og
behandler en martingal i enhver sammenhængende, afsluttende og symmetrisk
sandsynlighedsprotokol.
5.4.3 Lindeberg protokol
Form˚alet med en protokol er som tidligere nævnt at beskrive de træk, som der
er mulige for Tvivler og at beskrive Tvivlers fordel af de udførte træk som en
funktion. Lindeberg protokollen tager udgangspunkt i, at de i afsnit 5.2.2 p˚a side
30, sætninger, definitioner og regler, der gælder for en netop sammenhængende,
afsluttende og symmetrisk sandsynlighedsprotokol.
Pris og Sandsynlighed
Som følge af den definition vi i afsnit 5.2.2 p˚a side 30 har beskrevet af øvre og
nedre sandsynligheder og priser opstilles to sætninger.
Sætning 5.4.2 Hvis S er en t-martingal s˚a er EtSΩ ≤ S(t) og EtSΩ ≥ S(t).
Og ved at kombinere teori om pris og sandsynlighed med sammenhænge kan
følgende sætning opstilles.:
Sætning 5.4.3 Antag at protokollen er sammenhængende i situationen t
1. Hvis x er en t-variabel, s˚a er Etx ≤ Etx
2. Hvis S er en t-martingal, s˚a er EtSΩ = S(t)
3. Hvis r tilhører R og r betegner den variabel, der er lig med r p˚a enhver sti,
s˚a er Etr = r
I protokollen indg˚ar ogs˚a øvre og nedre sandsynligheder, som er beskrevet i afsnit
5.2.2 p˚a side 30
Afkast af en martingal
Findes der en martingal S givet ved [30]
S = S() +
∑
t ikke afsluttende
dtS (5.15)
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og en ikke afsluttende situation t, s˚a beskrives en proces dtS:
dtS(u) :=
{
S(t+u )− S hvis t @ u,
0 ellers
eller med S indsat:
dtS(u) :=
{
S(t+u )− S()−
∑
t ikke afsluttende dtS hvis t @ u,
0 ellers
t+u er den situation, der ligger et skridt væk fra t p˚a vej mod u uden at være u.
Vi har alts˚a en martingal dtS(u) der, n˚ar Tvivler er i en situation t, der
ligger inden situationen u, giver Tvivlers kapital givet ved S(t+u ) − S() −∑
t ikke afsluttende dtS – hvilket vil sige afkastet efter situatitionen t+u minus afka-
stet til initialsituationen og minus summen af alle de foreg˚aende afkast. [30]
Da dtS kun ændre værdi indenfor t, vil alle værdier ogs˚a være indeholdt i
(dtS)Ω, som er en variabel.
Vi kan se p˚a den øvre og nedre varians af martingalen, som er givet ved hhv.
V arS(ξ) :=
∑
t@ξ VtdtS og V arS(ξ) :=
∑
t@ξ VtdtS [30]
Lindeberg sætningen
Som nævnt tidligere er det en fortolkning af Lindeberg betingelsen, som Shafer
og Vovk opstiller[30]:
Sætning 5.4.4 Antag at U er en begrænset kontinuert funktion. S˚a vil initial
øvre og nedre priser af U(SΩ) være vilk˚arligt tæt p˚a
∫∞
−∞ U(z)N0,1(dz) for enhver
martingal S i enhver Lindeberg protokol, hvor den initial nedre sandsynlighed
for de to følgende betingelser
1− δ ≤ V arS ≤ V arS ≤ 1 + δ (5.16)
og
LS,δ ≤ δ (5.17)
er tilstrækkelig tæt p˚a 1 for et positivt tal δ tilstrækkelig tæt p˚a 0. Variablen
LS,δ er Lindeberg betingelsen og indg˚ar i sætningen. LS er givet ved[30]:
LS,δ =
∑
t@ξ
E[(dtS)2I|dtS|≥δ (5.18)
Denne variabel ma˚ler i hvor stor grad store forøgelser findes langs stien ξ.
Lindebergs betingelse kræver, at denne grad er lav.[30]
Hvis der vælges et interval [a, b] og der i stedet for I betragtes en funktion,
der er kontinuert og som er en aproksimation af I, s˚a kan vi udfra sætninger
slutte at b˚ade EU(SΩ) er tæt p˚a
∫∞
−∞ U(z)N (0, 1)dz, hvilket medfører at SΩ
approksimativt har en standard normal fordeling i starten af et spil.
I sætningen benyttes udtryk som ”vilk˚arlig tæt p˚a”og ”Tilstrækkelig tæt
p˚a”. Dette skal forst˚as p˚a den ma˚de, at for enhver begrænset funktion U og
 > 0 findes der et ζ > 0 og et η > 0 s˚adan, at hvis der i en sammenhængende
afsluttende sandsynlighedsprotokol findes en martingal S, som opfylder[30]
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P{1− δ ≤ V arS ≤ V arS ≤ 1 + δ og LS,δ ≤ δ} > 1− ζ , (5.19)
s˚a vil ∣∣∣∣EU(SΩ)− ∫ ∞−∞ U(z)N (0, 1)(dz)
∣∣∣∣ <  (5.20)
Shafer og Vovk opstiller Lindeberg betingelsen alternativ[30]:
Sætning 5.4.5 Antag at U er en begrænset kontinuert funktion og S1,S2, ... er
en følge af martingaler i en følge af sammenhængende afsluttende protokoller.
n er initialsituationen i den n′te protokol og ligeledes er Ωn udfaldsrummet
for den n′te protokol. Hvis V arSn og V arSn konvergerer mod 1 i sandsynlighed,
og hvis sandsynligheden for LSn,δ konvergerer i sandsynlighed mod 0 for ethvert
δ > 0. S˚a vil det gælde at:
EU(SnΩn)→
∫ ∞
−∞
U(z)N (0, 1)(dz) (5.21)
5.4.4 Eksempel af Shafer og Vovks Lindeberg sætning
Eksemplet, vi ser p˚a, er et endeligt spil med en endelig horisont. Spillerne har
perfekt information og kender derfor parametrene inden spillet. I eksemplet
er Verden begrænset af parameteren A. Protokollen er en begrænset prognose
protokol med konstante varians[30]:
Parametre:N,A ≥ 1,K0
Spillere: Tvivler, Verden
protokol:
FOR n = 1, .., N
Tvivler annoncere Mn ∈ R og Vn ∈ R
Verden annoncere xn ∈ [ −A√N , A√N ].
Kn := Kn−1 +Mnxn + Vn(x2n − 1/N).
Her er Mn det beløb, som Tvivler kan spille p˚a udfaldet xn, hvor xn er et tal,
der er begrænset af [−A√N,A√N ], som Verden vælger. Hvis Tvivler køber et
positivt Mn (han kunne eksempelvis spille p˚a krone) og Verden tager et positivt
tal (som er mindre end A
√
N), vinder Tvivler beløbet Mnxn. Hvis Tvivler køber
et negativt Mn spiller han p˚a det modsatte udfald (eksempelvis plat) og hvis
Verden igen vælger et positivt xn, taber Tvivler. x
2
n − 1/N betyder, at jo større
afstanden mellem xn og 1/N , jo højere et beløb giver Vn(x
2
n − 1/N).
Figur 5.3 viser, hvordan spillet forløber de steder hvor der er + er, hvor
(x2n − 1/N) er positiv og − viser hvor den er negativ. Præcist hvor Xn = 1/
√
N
vil gevinsten Vn(x
2
n−1/N) give 0, og hvis Verden vælger dette og modsat fortegn
end det Mn Tvivler har valgt, vil Tvivler f˚a en gevinst ≤ 0. Denne strategi
for Verden gælder i alle situationer og protokollen er derfor kohærent i hele
protokollen.
I dette spil er den eksakte pris 0 og spillet har i alle situationer x1, x2, ..., xn−1
denne værdi. Hvis Tvivler sætter alle sine Mi til 0 og i situationen n sætter
Mn = 1, vil han f˚a xn, med en investering p˚a 0. Hvis Tvivler satte alle sine
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Figur 5.3: Grafisk fortolkning af spillet, hvor A > 1
Mi og Vi lig 0 og Vn lig 1, ville han f˚a x
2
n − 1/N . Her betragter vi 1/N som
en investering vi har derfor en investering p˚a 0, som er den eksakte pris og
en investering p˚a 1/N , som er den fælles varians. Den ma˚de Shafer og Vovk
formenligt sigter efter kapital processen skal se ud er følgende Kn = Kn−1 +
Mn(xn−Exn)+Vn((xn−Exn)2−V ar(xn)) og da resultatet viser, at E(xn) = 0
og V ar(xn) = 1/N , f˚ar de den viste kapital process.[30]
Martingalen S(x1, x2, ..., xn) defineres som
∑n
i=1 xi, og hvis S() = 0, f˚ar vi
følgende:
Tilvæksten i martingalen i situationen n afhænger af tilvæksten i alle de
forg˚aende situationer – disse ændringer kender vi, da der er perfekt information og
man kan derfor skrive dx1,x2,...,xn−1S = xn, hvilket betyder, at tilvæksten i situa-
tionen n er alle de forg˚aende ændringer, plus ændringen xn. Da vi i hver situation
f˚ar variansen 1/N , kan man skrive det som Vx1,x2,...,xn−1dx1,x2,...,xn−1S = 1/N .
Det kan her nævnes, at den øvre og nedre varians er ens og det kaldes for den
fælles varians V. Vi kan derfor se p˚a definitionen V arS(ξ) :=
∑
t@ξ VtdtS, hvor
der st˚ar, at vi skal summere alle varianserne(1/N) i intervallet 1 til N , herved
f˚as
∑N
i=1(1/N) = 1. Da det er en fælles varians er der ogs˚a en fælles V arS(ξ).
Der er nu tilbage at vise, at protokollen overholder Lindeberg betingelsen
dette gøres ved at sætte x2n ≤ A2/N < δ2, dette gør, at x2n altid er mindre end
δ2 og LS,δ = 0, n˚ar A2/N < δ2 ⇔ N > A2/δ2 – s˚a vi skal bare vælge et stort
nok N , s˚a g˚ar eksemplet ind under Lindeberg begingelsen. [30]
Vi kan derfor konkludere, at SN g˚ar mod en standard normalfordeling i følge
Lindeberg sætningen.
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Kapitel 6
Diskussion
6.1 Historie og modtagelse
Vi vil i denne diskussion lave en analyse af historien for sandsynlighedsregningen
og af modtagelsen af de to sandsynlighedsteorier, der er bearbejdet i rapporten.
Grunden til, at de to elementer optræder i samme del af diskussionen skyldes, at
den historiske udvikling af sandsynlighedsregningen ogs˚a er en faktor i forhold
til den modtagelse, der finder sted.
I afsnit 2.1 fortæller vi om den historiske udvikling inden for sandsynligheds-
regningen. Sandsynlighedsregningen startede med Fermat og Pascal, der ønskede
at regne p˚a nogle fænomener fra virkeligheden. Ønsket fra deres side bestod ikke
i at opstille nogle generelle regler for sandsynlighed, men som nævnt i stedet
regne p˚a udfaldet af et spil. Der opst˚ar efterfølgende forsøg p˚a at lave sætninger,
der forklare fænomener, men ikke for at gøre sandsynligheden til et selvstændigt
matematisk emne. Det ses blandt andet med Bernoulli og De Moivre. Laplace
forsøger senere at samle disse sætninger og p˚a den ma˚de skabe et matematisk
felt, dog er der stadig mange forskellige discipliner, der benyttes for regne og
analysere feltet. Man kan sige, at der i lang tid er et ønske om at n˚a til bunds
med forklaringen af sandsynligheder og sandsynlighedsregningen. Men ønsket om
at opstille sandsynlighedsregningen som et matematisk felt med en underliggende
aksiomatisering opst˚ar først, da Hilbert i 1900 fremlægger sit sjette problem.
Det er dette problem, der er startskuddet til at sandsynlighedsaksiomatiserin-
gen bliver dannet p˚a mange forskellige ma˚der – mange siger, at der begynder
at opst˚a en modernisering af sandsynlighedsregningen. Der bliver dannet flere
aksiomatiseringer, hvor en af disse er von Mises kollektiver som vi beskriver
i afsnit 2.1 p˚a side 13. Von Mises kollektiver er bare et eksempel p˚a et af de
forsøg der er p˚a aksiomatiseringer af sandsynlighedsregningen, derudover bliver
ogs˚a sideløbende udviklet en ma˚lteoretisk tilgang til sandsynlighedsregningen
af blandt andre Borel og Lebesgue. De forskellige aksiomatiserings forsøg bliver
underlagt forskelligt arbejde med henblik p˚a enten at forkaste eller bekræfte
teorien. Von Mises kollektiver er en af de aksiomatiseringer, der bliver afvist. I
1933 kommer Kolmogorov med en aksiomatisering, der bygger p˚a ma˚lteorien.
Nogen mener, at det er den modernisering, der er brug for i sandsynligheds-
regningen. Andre mener ogs˚a, at aksiomatiseringen er den aksiomatisering som
Hilbert efterlyste i sit sjette problem. P˚a trods af dette bliver der i forskellige
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matematiske fora stadig arbejdet med andre forsøg p˚a aksiomatiseringen. Arbej-
det med Kolmogorovs aksiomatisering er dog den aksiomatisering, der bliver den
gængse aksiomatisering bygget p˚a den m˚alteoretiske tilgang og som vinder større
og større indpas ved bearbejdning af den. Den bliver ogs˚a gængs p˚a baggrund af
den lærebog som Crame´r udgiver. Det er vigtigt at p˚apege, at der ikke er nogen
aksiomatiseringer, der er de andre overlegne, da de alle er nye. Hele modtagelsen
af Kolmogorovs aksiomatisering bærer alts˚a tydeligt præg af, at der var et behov
for en aksiomatisering. Da der er en stor interesse i at f˚a et matematisk fodfæste
i sandsynlighedsteorien bliver Kolmogorovs aksiomatisering over 20 a˚r modtaget
og accepteret og derfor ogs˚a udviklet. Andre aksiomatiseringer viser sig at have
svagheder og bliver derfor skilt fra. Tilbage st˚ar Kolmogorovs aksiomatisering,
som er den gænge i for eksempel matematisk sandsynlighedsregning undervis-
ningsmateriale.
Ved Shafer og Vovks ramme er historien en anden. I forvejen var spilteori en
benyttet tilgang til sandsynlighedsregningen. I flæng kan blandt andre nævnes
von Neumann og Jean Ville, som ogs˚a tidligere er nævnt. Den spilteoretiske
tilgang har været benyttet ofte i finans og økonomiske sammenhænge. Shafer
og Vovks ramme blev ikke opstillet som følge af en efterspørgsel, men blev
opstillet som følge af interesse og flere a˚rs arbejde. B˚ade Shafer og Vovk havde
begge to en stor interesse for sandsynlighedsregning og Vovk har blandt andet
skrevet sit ph.d. under Kolmogorov. Begge to havde i flere tilfælde oplevet at
blive ledt over til en spilteoretisk tilgang til sandsynlighedsregningen. Det var
alts˚a i Shafer og Vovks tilfælde en personlig efterspørgsel p˚a en ny tilgang til
sandsynlighedsregningen og ikke en generel efterspørgsel, som ved Kolmogorov.
Der er som vist i afsnit 3.2 lavet en del reviews af Shafer og Vovks bog og derved
ogs˚a deres teori. Kritikken er blandet og spænder b˚ade over negative reviews
og positive. De positive reviews siger, at det er et spændende nyt alternativ til
netop den gængse ma˚lteoretiske tilgang og de vil anbefale andre at læse den,
hvis de ønsker at udvide deres horisont. Vi har dog kun kunne finde f˚a eksempler
p˚a artikler, der faktisk g˚ar ind og bearbejder Shafer og Vovks ramme og de
stammer hovedsagligt fra Tokyo universitet, som der ogs˚a er henvist til i afsnit
3.2 p˚a side 20. Shafer og Vovk forsøger selv at f˚a deres teori accepteret og det
gør de ved det store arbejde, de lægger i at f˚a deres ramme til at passe ind i
sætninger, der allerede er bredt accepteret og benyttet i sandsynlighedsregningen
– for eksempel som vist her i rapporten den centrale grænseværdisætning. Dette
indgyder ogs˚a til respekt i følge professor Nick Bingham, som sidestiller Shafer
og Vovks ramme med Kolmogorovs aksiomatisering.
Hele modtagelsen af de to teorier er meget forskelligt og vi mener, at den bærer
tydeligt præg af det behov eller den efterspørgsel, der var efter en aksiomatisering
af sandsynlighedsregningen. Havde der været lige s˚a stor efterspørgsel efter en
aksiomatisering ved udgivelsen af Shafer og Vovks bog som ved Kolmogorovs
udgivelse, er der ingen tvivl om, at modtagelsen af Shafer og Vovks ramme havde
været anderledes. Det var ikke nødvendigvis blevet en mere accepteret teori,
men gennemarbejdningen af teorien havde sikkert ligget i et andet leje end den
gør p˚a nuværende tidspunkt. I Shafer og Vovks bog prøver de i flere situationer
at hæve deres egen teori over den gængse ma˚lteoretiske tilgang ved at sige og
eftervise, at deres ramme kan gøre mindst det samme. Bingham s˚ar i sit review
tvivl om, hvorvidt det er smart at sige[2]. Det kan godt være, at Shafer og Vovks
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ramme kan det samme og kan mere, men Kolmogorovs aksiomatisering er bredt
anerkendt og virkelig gennemarbejdet. Hvilket kun kan gøre, at den har en fordel
i forhold til deres ramme. Om Shafer og Vovks ramme nogensinde opn˚ar samme
accept og brug, kan kun tiden vise os. Men arbejdet med deres ramme risikerer
at forsvinde, da det ikke p˚a samme ma˚de som med Kolmogorov, svarer p˚a en
stor efterspørgsel og derfor heller ikke giver incitament til videre arbejde med
teorien. Det skal forst˚as p˚a den ma˚de, at n˚ar Shafer og Vovks teori ikke giver
andet end et alternativ til den allerede eksisterende teori, s˚a er det ma˚ske ikke
interessant for en matematiker at beskæftige sig med det.
6.1.1 Shafer/Vovk og Kolmogorov som sandsynlighedste-
oretikere
Vi vil i dette afsnit diskutere henholdsvis Shafer og Vovk som sandsynlighedsteo-
retikere og ligeledes Kolmogorov som sandsynlighedsteoretiker. Diskussionen er
baseret p˚a afsnit 2.2 p˚a side 16 kombineret med den viden, vi har omkring de to
teorier.
Shafer og Vovk
Shafer og Vovk bygger deres ramme p˚a den spilteoretiske tilgang, dette fremg˚ar
tydeligt af opstillingen af spillet. Sandsynlighed i deres ramme bestemmes af
den øvre og nedre pris, som Tvivler ønsker at betale for x. Det vil alts˚a sige, at
sandsynligheden afhænger af Tvivlerens subjektive mening. Det kan overvejes
om teorien for sandsynlighederne følger enten det objektiviste udsagn i afsnit
2.2 eller det subjektive udsagn. Som udgangspunkt lader Tvivlers træk sig ikke
p˚avirke af det forrige træk, hvilket subjektivisten normalt ville sige. Dog indfører
Shafer og Vovk dynamisk hedging, hvilket gør, at Tvivlers træk kan afhænge af
det forrige træk. Desuden kan dette ogs˚a betragtes som et betinget træk, hvor
Tvivlers træk til situationen t afhænger af situationen t − 1. Derfor kan man
overveje om dette kan medfører, at Bayes formel kan benyttes til beregninger.
Overvejelsen ligger lige for, da Bayes formel, som vi skriver i afsnit 2.2, i første
omgang er udviklet til den spilteoretiske tilgang. Det kan dog ikke ses, hvordan
formlen skulle kunne benyttes. Shafer og Vovk p˚apeger flere gange, at der ikke
findes en afbildning af hverken Ω eller Ω♦, der viser sandsynligheden. Havde
en situation t haft en sandsynlighed P (t) og havde t været barn af u og u haft
sandsynligheden P (u), s˚a ville P (t|u) kunne findes, hvis ogs˚a P (u|t) var givet.
Men da sandsynlighedsafbildningen ikke findes, ma˚ det kunne konkluderes, at
Bayes formel ikke kan benyttes. Et eksempel p˚a hvordan Bayes formel kan bruges
i den spilteoretiske tilgang kan ses i figur 6.1. Her ses det at det, er nødvendigt,
at der er en sandsynlighed for hvert træk. Desuden ses det ogs˚a p˚a figuren, at der
vil være en sandsynlighed for enhver sti og dette er jo en modsætning til Shafer
og Vovks ramme, hvor en sti ikke har en afbildning, der giver en sandsynlighed.
Kolmogorov
Som tidligere beskrevet i afsnit 2.1 p˚a side 13, er Kolmogorovs aksiomatisering
og syn p˚a sandsynligheder, bygget p˚a den ma˚lteoretiske tilgang. Man kan ikke
sige, at Kolmogorovs aksiomatisering er lavet med henblik p˚a en situation,
hvor sandsynlighederne er lige store for hvert udfald og man kan heller ikke
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Figur 6.1: Viser et eksempel p˚a den Bayesianske tankegang i forhold til den
spilteoretiske tilgang. !E er her den komplimentære hændelse til E, !E = EC .
[24]
sige, at Kolmogorovs aksiomatisering er lavet med henblik p˚a Frekventister. Til
gengæld kan begge tilgange benyttes, n˚ar der tages udgangspunkt i Kolmogorovs
aksiomatisering s˚a længe, at sandsynlighederne bare opfylder aksiom 5.1.3,
aksiom 5.1.4 og aksiom 5.1.5 p˚a side 27. Hvorvidt Kolmogorovs aksiomatisering
a˚bner op for enten objektiv eller subjektiv sandsynlighed kan diskuteres. Som
udgangspunkt m˚a det antages at sandsynlighederne er objektive og som vi skriver
i afsnit 2.2 kan det virke meget søgt at have subjektive sandsynligheder inden for
den m˚alteoretiske tilgang. De Finetti, som vi referer til i afsnit 2.2, argumenterer
for, at alle sandsynligheder til en vis grad er subjektive – en diskussion af, hvad
der skal ligge i objektive versus subjektive sandsynligheder, vil blive lavet i senere
i afsnittet.
Sammenligning
De to sandsynlighedsteorier har to vidt forskellige indgangsvinkler til sandsynlig-
hedsregningen. Kolmogorov benytter sig af den m˚alteoretiske tilgang og Shafer og
Vovk af den spilteoretiske tilgang. Dog skiller Shafer og Vovks teori sig lidt ud fra
andre spilteoretiske sandsynlighedsteorier, der har mulighed for at benytte sig af
for eksempel Bayes formel. Man kan undre sig over, at Shafer og Vovk p˚a s˚a ivrig
vis forsøger at sammenligne deres ramme med Kolmogorovs aksiomatisering, n˚ar
indgangsvinklen er s˚a forskellig. Dette kan være en m˚ade at forsøge at opn˚a en
accept eller positiv modtagelse. For eksempel udtaler Professor Nick Bingham,
at det indgyder til respekt, at de kan eftervise nogen af de samme sætninger,
som man kan for Kolmogorovs aksiomatisering.
Som nævnt findes der objektive og subjektive sandsynligheder. Grænsen
mellem de to slags sandsynligheder, ma˚ s˚a at sige, trækkes som følge af ens
subjektive holdning. De Finetti siger blandt andet, at der kun findes subjektive
sandsynligheder. Det skyldes, at hvis et forsøg udføres, s˚a har eksperimentator
selv valgt hvordan eksperimentet udføres og derved er den sandsynlighed, der
fremkommer, ifølge de Finetti, ikke objektiv. Det kan overvejes om man eventuelt
vil kunne dele det s˚adan op og anerkende, at et eksperiment altid vil være
subjektiv i en hvis forstand, men at de udfald, der forekommer i eksperimentet
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enten kan være subjektive eller objektive. Ved denne p˚astand vil de Finetti
nok igen argumentere for, at der hele tiden er en p˚avirkning i forsøget fra
eksperimentators side ved udførelse af forsøget og derfor vil sandsynligheden
ogs˚a blive subjektiv. En tanke kan være om et forsøg eller et eksperiment kan
være objektivt, n˚ar man g˚ar ind som eksperimentator og styre eksperimentet.
6.2 Sandsynlighedsteorier
Vi vil i dette afsnit diskutere de to sandsynlighedsteorier. Diskussionen vil ikke
g˚a p˚a hvorvidt det er gode eller d˚arlige teorier, da dette er et mere filosofisk
spørgsma˚l. Diskussionen vil b˚ade omhandle indholdet af de to teorier, men vil
ogs˚a have en lidt dybere diskussion af fænomenet ramme som Shafer og Vovk
benytter sig af – i forhold til aksiomatisering som Kolmogorov benytter sig af.
Der udover vil vi diskuterer om de to teorier er lavet med henblik p˚a forskning,
eller hvad forma˚let med dem er i forhold til sandsynlighed som et matematisk
emne.
6.2.1 Indholdet i teorierne
Elementerne i de to teorier har i stor grad de samme navne og nogle elementer,
der minder meget om hinanden. Vi har i afsnit 5.3 p˚a side 36 sammenholdt de
grundliggende elementer i begge teorier og det er dette afsnit, der lægger til
grund for denne diskussion.
Udfaldsrummene i de to teorier er forskellige som vi ogs˚a nævner tidligere,
men hvor der oprettes F , som er en σ-algebra og det alternative udfaldsrum Ω♦,
begynder disse at minde om hinanden. Man kunne forestille sig, at der findes
specielt tilfælde, hvor de to rum er ens, men dette forsøges ikke eftervist.
Som sagt er der i begge teorier variable inkluderet. Ved Kolmogorovs aksio-
matisering er det en stokastisk variabel, der afbilder udfald over i de reelle tal
og ved Shafer og Vovks ramme, er det ligeledes en afbildning af elementerne i Ω,
der bliver afbildet over i de reelle tal. Dog er der forskel i deres egenskaber, som
vist i afsnit 5.3.
Middelværdien er ogs˚a eksisterende i begge teorier. I Kolmogorovs aksioma-
tisering bliver den udregnet ud fra en sandsynlighedsfordeling, hvorimod den i
Shafer og Vovks ramme er grundlag for at udregne en sandsynlighed.
Shafer og Vovk p˚apeger flere steder i deres bog, at der ikke er knyttet en
sandsynlighed til hver enkelt sti i udfaldsrummet Ω. Det, at Shafer og Vovk
p˚apeger det i deres bog, ma˚ selvfølgelig tolkes, som de ikke mener, at det er
meningen, at det skal kunne lade sig gøre eller i hvert fald, at det ikke er
nødvendigt. Som vi ogs˚a nævner i afsnit 5.3 er det faktisk muligt at udnytte et
smuthul i deres teori til at give hver enkelt sti en øvre og nedre sandsynlighed.
Dette skyldes, at det i følge deres teori er muligt i tilfældet, hvor der eksisterer
øvre og nedre priser at regne sandsynligheder af hændelser i Ω og da der ikke er
nogle restriktioner p˚a, hvor mange stier en eventuelt hændelse skal indeholde, vil
det være muligt at lave hændelser, der kun indeholder en sti. Det kan diskuteres
og overvejes, hvorvidt det har været Shafer og Vovks intention, at det skulle
være en mulighed eller om det er et overset element. Ma˚ske er det heller ikke
Shafer og Vovks intention, at man skal g˚a i dybden med det p˚a den m˚ade – det
kan for eksempel skyldes, at deres ma˚de at betragte sandsynligheden p˚a mere
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er opstillet for at give læseren en ide om hvordan de mener sandsynlighed skal
tolkes. Det skal alts˚a forst˚as p˚a den m˚ade, at de prøver at introducere læseren
til, at det er en subjektiv sandsynlighed af den øvre og nedre pris, Tvivler vil
give for α og stadig bærer sig fornuftigt ad. S˚a ma˚ske er deres matematiske
overvejelser i forbindelse med sandsynlighederne ikke s˚a store, men det er mere
overvejelser, der beskriver en anderledes m˚ade at opfatte sandsynligheden p˚a. I
Kolmogorovs aksiomatisering har ethvert udfald i Ω en sandsynlighed. Samtidig
regnes der ogs˚a sandsynligheder af hændelser, p˚a samme m˚ade som i Shafer og
Vovks teori, dog er det i Kolmogorovs aksiomatisering ikke en øvre og nedre
sandsynlighed der udtrykkes, men sandsynligheden bestemmes ud fra et m˚al.
Fortolknings reglen og fortolknings hypotesen er som det redegøres for i
afsnit 5.3 meget ens, og tager faktisk fat i de samme ræsonnementer i begge
teorier. Det m˚a alts˚a betyde, at reglen/hypotesen er nødvendig, n˚ar vi betragter
sandsynligheder.
6.2.2 Ramme versus Aksiomatisering
En fortolkning af ramme i forhold til aksiomatisering kan være, at en ramme er et
element under en aksiomatisering, alts˚a sætninger, der er opstillet p˚a baggrund af
aksiomatiseringen, som skaber deres egen ramme. Shafer og Vovk p˚apeger i deres
bog, at rammen delvist bygger p˚a den allerede eksisterende teori for spilteoretisk
sandsynlighedsregning dog med den undtagelse ,at der i deres ramme kun er
to spillere. Desuden er der en del af de ting de opstiller som tildeles allerede
er aksiomatiseret i sandsynlighedsteorien af Morgenstern og Von Neumann. I
og med, at deres teori ikke grundlæggende kommer med en ny aksiomatisering,
konkurrende med Morgenstern og Von Neumanns aksiomatisering, men bare
benytter den allerede opstillede aksiomatisering, ma˚ vi ogs˚a antage, at det er
den opdeling af ramme og aksiom som Shafer og Vovk benytter sig af. Ma˚ske
kan man overveje, hvorvidt det giver mening at sammenligne en ramme med en
aksiomatisering, da en ramme jo som sagt m˚a afspejle en del af en underliggende
aksiomatisering. Det m˚a dog antages som værende fuldt validt, da en ramme m˚a
indeholde flere væsentlige dele af den ovenliggende aksiomatisering.
6.2.3 Matematisk form˚al
Det kan, som vi ogs˚a har set i redegørelsen for historien og for modtagelsen godt
betale sig at vise, at ens teori kan svare p˚a tidligere opstillede problemer inden
for sandsynlighedsregning, hvis man vil have ens teori accepteret. Det kan ogs˚a
diskuteres om Shafer og Vovk i deres bog for tit sammenligner deres teori med
Kolmogorovs. Det er for eksempel ved indførelsen af de forskellige elementer
som ovenfor er diskuteret, hvor de ved hvert element gør opmærksom p˚a, at
det ikke er ligesom ved den ma˚lteoretiske tilgang eller ma˚ske, at det godt kan
minde om et tilsvarende element i ma˚lteorien. Derudover indeholder bogen et
afsnit, der redegøre for hele Kolmogorovs aksiomatisering p˚a en mere eller mindre
matematisk vis. S˚a det kan diskuteres om der ma˚ske er for stor fokus p˚a at
forholde deres teori til Kolmogorovs. Ma˚ske kan man endda sige at spontaniteten
og opfindsomheden i teorien forsvinder i de konstante sammenligninger og
referencer til Kolmogorov. I Shafer og Vovks teori benævner de for eksempel
Ω som ”sample space”eller udfaldsrum og skriver straks, at det endelig ikke
skal associeres med Kolmogorovs Ω – m˚aske ville det derfor give bedre mening
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for dem at kalde rummet for et ”path space”eller sti rum, da det jo, er hvad
rummet reelt indeholder. Dog er det vigtigt at p˚apege, at ved for eksempel
Morgenstern og Von Neumanns opstilling af sandsynlighedsregning p˚a baggrund
af den spilteoretiske tilgang, benytter de sig ogs˚a af ordet udfaldsrum og det er
ligeledes følger af tal (stier), der er indeholdt i rummet.
Vi ved, at Kolmogorov opstillede sin aksiomatisering som følge af en efter-
spørgsel fra det matematiske samfund og derfor ma˚ den oprindelige tanke bag
aksiomatiseringen ogs˚a havde været matematisk. Selvfølgelig har den skulle
afspejle virkeligheden, men hovedpointen har nok været at f˚a sandsynlighedsreg-
ningen moderniseret til at danne basis for sit eget felt.
Shafer og Vovk har ikke haft svaret p˚a en direkte efterspørgsel efter en
spilteoretisk ramme, men har i stedet opstillet rammen som følge af egen interesse.
Tue Tjurs skriver, at det var Shafer og Vovks pointe ved konferencen i 1998 at
give indblik i, hvordan sandsynligheder alternativt kunne opfattes[34]. Dette kan
tale for, at det ikke har været hovedform˚alet med Shafer og Vovks bog at opstille
en ramme, der skulle tilfredsstille en masse matematikere og danne sit eget felt,
men i stedet har det været form˚alet at give en alternativ fortolkning af begrebet
sandsynlighed, som bogen ogs˚a gør.
6.3 Diskussion af den centrale grænseværdisæt-
ning
Som vi ser i eksemplerne af den centrale grænseværdisætning kan begge tilgange
bruges. Begge tilgange er retfærdiggjort med et bevis og i begge tilfælde er der
ogs˚a opstillet eksempler. Der er forskel mellem hvordan de forskellige teorier
skal benyttes og det er for os ikke klart, hvordan vi eventuelt skulle benytte
os af Shafer og Vovks ramme ved et eksempel fra virkeligheden. Der er i den
m˚alteoretiske tilgang sammenhæng med statistik og der er derfor en klar relation
mellem eksempler fra ”den virkelige verden”og sandsynligheden. I Shafer og
Vovks teori tager man udgangspunkt i spil, hvor priser er den bestemmende
faktor og spillet best˚ar af sats og investeringer. Man kan derfor forestille sige, at
teorien er mere gennemskuelig i brancher, hvor dette er virkelig – for eksempel i
finansverden.
Den centrale grænseværdisætning er i sig selv gammel og der er ingen forskel
p˚a den Shafer og Vovk fremstiller og den ma˚lteoretiske. Der er derfor lighed
mellem SΩ, som er en martingal for længden af spillet og Sn − nµ/
√
σ2n. Shafer
og Vovk kalder deres fordelings funktioner U(z), hvilket man integrerer og derved
finder middelværdien af. Det samme gøres i det ma˚lteoretiske tilfælde, hvor
fordelings funktionerne(F1(x), F2(x), ..., Fn(x)) for alle de stokastiske variable
(X1, X2, ..., Xn) konvergerer svagt mod den kumulerede fordelingsfunktion F (x).
I Shafer og Vovks centrale grænseværdisætning er det de initiale øvre og nedre
priser i enhver martingal S, i en Lindeberg protokol, der svagt konvergere mod
en standard normalfordeling.
I den ma˚lteoretiske tilgang er den centrale grænseværdisætning ofte bevist
ved brug af karakteristiske funktioner og sætninger her for [9]. Shafer og Vovk
bruger i stedet deres Lindeberg protokol til at redegøre for beviset af sætningen.
Grunden til, at Shafer, Vovk og Kolmogorov vælger at bevise den centrale
grænseværdisætning og andre klassiske grænseværdisætninger er for at bevise
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teorierne begge er gyldige som grundlag for sandsynlighedsregning. Begge teorier
benytter sig af anerkendte metoder til beviset, ma˚lteoretisk tilgang ofte af de
karakteristisk funktioner, og Shafer og Vovk af Lindeberg betingelsen, men man
kan overveje hvorn˚ar, beviset kan godkendes. Forst˚aet p˚a den ma˚de, at hvis
man ønsker at bevise den centrale grænseværdisætning for sin egen opstillet
sandsynlighedsteori, vil den s˚a blive anerkendt, hvis man g˚ar ind og beviser
sætningen ved hjælp af regler og specielle sætninger, man selv opstiller. Man kan
blandt andet betragte Shafer og Vovks bevis, der tager udgangspunkt i deres
egen fortolkning af den m˚alteoretiske Lindeberg sætning.
Shafer og Vovk vælger at bevise den centrale grænseværdisætning med
udgangspunkt i Lindebergs sætning. Her er det ikke nødvendigt, at variansen er
den samme for alle fordelingerne bare de g˚ar under Lindeberg betingelsen. Det
er derfor positivt, at de direkte beviser en mere generel udgave af den centrale
grænseværdisætning.
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Kapitel 7
Konklusion
Som vi har set er der mange tilgange til forst˚aelsen af sandsynlighed og der
er mange forskellige anvendelser af sandsynlighedsteorien. Dette betyder, der
udviklet flere forskellige grundlag for teorien, hvor vi i dette projekt har undersøgt
et m˚alteoretisk og spilteoretisk. Shafer og Vovk opstiller en ramme indenfor den
spilteoretiske tilgang, hvorimod Kolmogorov opstiller en aksiomatisering. Vi har
fundet ud af, at en aksiomatisering er mere grundlæggende og en ramme i dette
tilfælde er en ramme indenfor et aksiom. Shafer og Vovks ramme fremst˚ar for os
langt mere svævende end Kolmogorovs konkrete aksiomatisering.
Vi har igennem projektet erfaret, at de forskellige tilgange til sandsynlig-
heden tillader hver deres aksiomatisering. Det er ikke muligt at forkaste den
spilteoretiske aksiomatisering i forhold til den m˚alteoretiske aksiomatisering eller
omvendt. Begge tilgange kan tages for gode varer indenfor hver deres tilgang.
Vi kan alts˚a konkludere, at det er muligt at aksiomatisere det samme felt p˚a
forskellige m˚ade som følge af overbevisning og tilgang til begrebet sandsynlighed.
For at bevise, at de forskellige aksiomatiseringer og tilgange til sandsynlighed
er reelle, bevises ofte anerkendte sætninger indenfor sandsynlighedsregning, for
eksempel den centrale grænseværdisætning, som vi ogs˚a viser her i rapporten.
Vi kan konkludere, at det er muligt for begge teorier at bevise dette og de ma˚
derfor begge accepteres.
Som vist i projektet kommer teorierne i en forskellig historisk kontekst, hvor
aksiomatiseringen af Kolmogorov kom som en efterspørgsel ud fra Hilberts sjette
problem og Shafer og Vovks ramme opstod af en personlig interesse. Vi har
konkluderet, at dette har haft stor betydning for den ma˚de, som teorierne er
modtaget p˚a. Hvor der ved Kolmogorov var stor efterspørgsel efter en aksio-
matisering, og derfor ogs˚a stor interesse n˚ar en s˚adan blev lavet. Ved Shafer
og Vovks frigivelse af deres teori var der ikke en stor efterspørgsel og vi har
ikke i litteraturen kunne finde en stor interesse. Vi kan alts˚a sige, at den histo-
riske kontekst har stor betydning for den modtagelse og accept, som en teori
eventuelt modtager. Derudover har vi erfaret, at teoriens egenskaber ogs˚a har
stor betydning for, hvordan teorien bliver modtaget og accepteret. Det er derfor
afgørende, at Shafer og Vovk g˚ar ind og beviser klassiske grænseværdisætninger,
som ogs˚a Kolmogorov gjorde det. Her rammer de i hjertet af den klassiske
sandsynlighedsteori og begge teorier m˚a derfor tages alvorligt.
Som vi har analyseret os frem til ser mange den spilteoretiske tilgang som
et alternativ til den gængse ma˚lteoretiske aksiomatisering og der er derfor den
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mulighed, at teorien ikke vil videreudvikles, da der allerede er en udviklet
og brugbar ma˚lteoretisk aksiomatisering. Herudover kan vi ikke se det store
sammenhæng mellem andre teorier som den bayerske og et stort sammenspil
med statistik, som det er med den m˚alteoretiske tilgang, men til gengæld er der
et større potentiale i finansteori, som ogs˚a er brugt i Shafer og Vovks bog. Det
betyder ogs˚a, at teorierne kan have forskellig anvendelse – man vil kunne forstille
sig, at den spilteoretiske tilgang kan f˚a større anvendelse indenfor for eksempel
finansverdenen.
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Kapitel 8
Perspektivering
Vi har i dette projekt valgt at beskæftige os med en ny alternativ ramme mod
en ældre og anerkendt aksiomatisering. Det blev gjort med det argument, at vi
ville se p˚a Kolmogorovs aksiomatisering som den etableret matematik og Shafer
og Vovks ramme som den nye tilgang til samme matematik. Vi har fundet ud af
en række ting i forhold til netop dette perspektiv.
I rapporten arbejder vi med at sammenligne en ny og gammel teori indenfor
to forskellige tilgange. Denne fremgangsma˚de skyldes især at Shafer og Vovk i
stor grad selv referere til og sammenligner deres teori med Kolmogorovs, desuden
ses deres teori af flere matematikere som et alternativ til Kolmogorovs aksioma-
tisering. I et fortsat projekt kunne det give mening at sammenligne Shafer og
Vovks ramme med aksiomatiseringen af Morgenstern og Von Neumann. Det vil
betyde, at sammenligningen ville foreg˚a indenfor samme spilteoretiske tilgang og
m˚aske bedre ville give et billede af hvor meget forskel, der er p˚a Shafer og Vovks
ramme og en aksiomatisering indenfor samme tilgang.
I rapporten har vi ligeledes den centrale grænseværdi sætning med. Her giver
den en basis for diskussion af hvilke tiltag, der er nødvendige for at n˚a til grænse
sætningerne indenfor sandsynlighedsregningen. Vi kunne alternativt have lagt
større vægt p˚a at inddrage beviser for sætninger som en vurderingsfaktor af
teorierne. Havde dette været fremgangsm˚ade skulle man ind og vurdere, hvad et
godt bevis er og hvorn˚ar sætningerne og beviserne bliver accepteret ud fra et
mere filosofisk perspektiv.
Igennem projektet omtales sandsynlighed og sandsynlighedsm˚al, der opstilles
ligeledes nogle definitioner af sandsynlighed, for eksempel von Mises tilgang til
sandsynlighed som relative frekvens og den Bayesianske tilgang med en subjektiv
tilgang til sandsynlighed. Med udgangspunkt i dette kan det overvejes, at man
normalt, n˚ar noget skal ma˚les, tager fat p˚a noget konkret. Skal vi ma˚le en
centimeter, tager vi en lineal, skal vi ma˚le en liter tager vi et ma˚lebæger. Men
hvordan ma˚ler vi en sandsynlighed? Dette er ligeledes et filosofisk spørgsma˚l,
der kunne være basis for et nyt projekt.
I projektet berører vi ogs˚a de forskellige tilgange til sandsynlighedsregningen,
men der er stadig masser af mulighed for at udvide denne del af projektet, for
eksempel kunne det ogs˚a være interessant at lave et projekt, der g˚ar mere i
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dybden med spørgsm˚alet om subjektiv og objektiv sandsynlighed. Dette bærer
selvfølgelig ogs˚a præg af en mere filosofisk tilgang.
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