Abstract: This paper aims to find a suitable decision rule for a binary composite hypothesis-testing problem with a partial or coarse prior distribution. To alleviate the negative impact of the information uncertainty, a constraint is considered that the maximum conditional risk cannot be greater than a predefined value. Therefore, the objective of this paper becomes to find the optimal decision rule to minimize the Bayes risk under the constraint. By applying the Lagrange duality, the constrained optimization problem is transformed to an unconstrained optimization problem. In doing so, the restricted Bayesian decision rule is obtained as a classical Bayesian decision rule corresponding to a modified prior distribution. Based on this transformation, the optimal restricted Bayesian decision rule is analyzed and the corresponding algorithm is developed. Furthermore, the relation between the Bayes risk and the predefined value of the constraint is also discussed. The Bayes risk obtained via the restricted Bayesian decision rule is a strictly decreasing and convex function of the constraint on the maximum conditional risk. Finally, the numerical results including a detection example are presented and agree with the theoretical results.
Introduction
Bayesian, Minimax, and Neyman-Pearson (NP) decisions are three common approaches in the applications of signal detection and processing [1] [2] [3] [4] [5] [6] [7] [8] . For instance, a Bayesian approach is proposed in [2] for the signal detection in compressed sensing (CS). In [4] , a Minimax framework is introduced for multiclass classification, which can be applied to general data including imagery and other types of high-dimensional data. In order to detect ultra-wideband signals in the presence of dense multipath channels and ambient noise, the NP theorem is used to derive the ultra-wideband (UWB) signal detector [5] . The NP and Bayesian framework are also utilized to access the performance of channel-aware binary-decision fusion over a shared Rayleigh flat-fading channel with multiple antennas at the Decision Fusion Center (DFC) [8] , and the DFC is widely used in the spectrum sensing for cognitive radio scenarios [9] .
In the classical hypothesis testing problem, a relevant part of uncertainty is usually represented by the prior probability distributions [10] . The aim of the Bayesian criterion is to minimize the Bayes risk [11] and the Bayesian decision rule is determined based on posterior probabilities, where the prior information is assumed to be completely known. On the other hand, no prior information is considered for the Minimax decision rule [12] , which minimizes the maximum of the conditional risks given over the parameter space. In addition, the Neyman-Pearson decision rule can be also conceived in the presence of prior distributions [13] [14] [15] . Therefore, the Bayesian, Neyman-Pearson, and Minimax approaches can be viewed as three different ways of exploiting prior information. In the former two cases, prior information is considered to be completely available, whereas no prior information is required in the latter. In practice, however, the extreme cases rarely happen, and the partial prior information or the prior information with uncertainty is often available, such as the adaptive vector subspace signal detection in partially homogeneous Gaussian disturbance and structured (unknown) deterministic interference within the framework of invariance theory [16] .
In most practical cases, the prior distributions are available with certain degree of uncertainty because they are usually obtained based on the previous decisions and experiences [8] . As a result, the Bayesian and Neyman-Pearson approaches are ineffective due to the absence of complete prior information, and the Minimax approach achieves a poor performance since the available partial prior information is ignored. In order to utilize the partial information and to achieve a better performance, several studies have been conducted [8, [17] [18] [19] [20] [21] [22] [23] [24] [25] , for example, maximum entropy (ME), Γ-minimax, restricted Bayes, and restricted Neyman-Pearson approaches, to name but a few. For instance, the ME method is utilized in [23] to translate the information contained in the known form of the likelihood into a prior distribution for Bayesian inference. The restricted NP approach is applicable for a binary composite hypothesis-testing problem in the presence of prior information uncertainty [10] . In [25] , the group minimax is obtained through the emergent theory of quantizing with Bregman divergences and a closed form Stolarsky mean expression is obtained by optimizing the minimax Bayes risk error divergence for the binary simple hypothesis testing with a partially known prior probability.
To the best of our knowledge, no previous work has focused on the optimal decision rule under the restricted Bayesian criterion for a binary composite hypothesis-testing problem in the presence of prior distribution uncertainty, where the uncertainties may exist not only in the prior probability of the null hypothesis, but also in the distribution probability of each parameter value under the null and the alternative hypotheses. In this paper, we utilize the constraints that the conditional risks should be less than a predefined value to reduce the negative effects of the uncertain prior information, thereby the focus of this paper is to find the optimal decision rule to minimize the Bayes risk on the basis of the constraints and then to explore the relations between the Bayes risk and the predefined value.
In order to solve the optimization problem, the Lagrange duality is applied to convert the minimization of the Bayes risk under the constraints on conditional risks to an unconstrained one. In doing so, the minimization of the Bayes risk under the constraints on conditional risks is equivalent to the minimization of the Bayes risk with a modified prior distribution based on this conversion. Finally, the corresponding theorems and algorithms are developed to search the restricted Bayes decision rule. If there is no uncertainty in the prior distribution, the constraint on the conditional risks is not necessary. In such a case, the classical Bayesian decision rule is applicable, which minimizes the Bayes risk without any constraints. If the value of the constraint is larger than the maximum conditional risk obtained in the classical Bayesian approach, the constraint on the conditional risks is ineffective and the restricted Bayesian decision rule is identical to the classical Bayesian decision rule. On the other hand, if the prior information is full of uncertainty, the Minimax decision rule can be utilized to minimize the worst-case (maximum) conditional Bayes risk. It should be noted that the lowest constraint achieved in the restricted Bayesian approach is equal to the Bayes risk obtained via the Minimax decision rule. Therefore, the classical Bayesian and Minimax approaches are two extreme cases of the restricted Bayesian approaches. In addition, the Bayes risk is a strictly decreasing and convex function of the constraint on conditional risks in the restricted Bayesian approach. The main contributions of this paper are summarized as follows:
• Formulation of the restricted Bayesian framework, which aims to minimize the Bayes risk under the constraint on the conditional risks. The remainder of this paper is organized as follows: in Section 2, a restricted Bayesian framework is formulated for a binary composite hypothesis-testing problem, which aims to minimize the Bayes risk under the constraint on the conditional risks. The optimal restricted Bayesian decision rule is explored in Section 3 and the corresponding algorithm is provided. Furthermore, the relation between the Bayes risk and the constraint is discussed in Section 4. Finally, numerical examples are presented in Section 5 to illustrate the theoretical results and conclusions are made in Section 6.
Problem Formulation
In the theory of signal detection, the detection problems such as radar and communication signal detection are usually formulated as a hypothesis testing problem, and the corresponding framework is developed to provide a theoretical and analytical basis for the detection of useful signal. In this paper, we consider a binary composite hypothesis-testing problem with partially known prior distribution, given by:
where H 0 and H 1 are the null and the alternative hypotheses, respectively, X is a random variable with the sample space Γ and a K-dimensional observation vector x ∈ R K , p θ (x) denotes the pdf of x for a given parameter value Θ = θ, Λ 0 and Λ 1 are the respective sets of all possible parameter values of Θ under H 0 and H 1 . Intuitively, the union of Λ 0 and Λ 1 forms the parameter set Λ, i.e., Λ = Λ 0 ∪ Λ 1 , and Λ 0 ∩ Λ 1 = ∅. In addition, the prior distribution of Θ is denoted by ω(θ), which is usually estimated based on previous observations and known up to a given degree of uncertainty due to the estimation errors. If the Bayes risk is calculated based on the estimated prior distribution and the minimization of the Bayes risk is performed under the classical Bayesian criterion, then it means that the estimation errors are ignored directly. In doing so, a poor performance is obtained if the estimated distribution differs significantly from the correct one. On the other hand, if the Minimax criterion is utilized and the maximum conditional risk is minimized, then it fails to take the advantage of the useful prior information contained in the estimated prior distribution. In order to utilize the estimated prior distribution and alleviate the negative impact caused by the mismatch between the estimated prior distribution and the correct one, the restricted Bayesian criterion is applied in this paper. More specifically, this paper aims to minimize the Bayes risk, calculated based on the estimated prior distribution, under the constraint that the maximum conditional Bayes risk stays below a significance level that can be adjusted based on the degree of uncertainty in the estimated prior distribution. Accordingly, the restricted Bayes optimization problem can be formulated by:
subject to: max
where r(φ) = Λ R θ (φ)ω(θ)dθ = E{R θ (φ)} denotes the Bayes risk, φ represents the decision rule which maps the observation vector to 0 or 1, α is the upper limit on the maximum conditional risk, and R θ (φ) represents the conditional risk of φ(·) for Θ = θ and θ ∈ Λ. Prior to calculating the conditional risk R θ (φ), a cost function C[i, θ] is used to assign costs to the decision results, where C[i, θ] denotes the cost of choosing H i when Θ = θ and θ ∈ Λ. The R θ (φ) can be calculated as the average cost of decision rule φ(x) for Θ = θ, given by: In order to solve the constrained optimization problem in (2) and (3), we introduce a regularization parameter λ to construct an unconstrained optimization problem as below:
which is also a transformation of the Lagrangian of the inequality-constrained optimization problem in (2) and (3), where λ is designed according to α and 0 ≤ λ ≤ 1. In particular, λ decreases as α decreases, and this fact can be utilized to adjust the value of λ. Accordingly, the unconstrained optimization problem in (5) with a suitable λ is an alternative representation of the constrained optimization problem in (2) and (3) according to the Lagrange duality, the equivalence of them will be proved in the next section.
Restricted Bayes Decision Rule
In this section, based on the problem formulation in Section 2, the characteristics of the optimal decision rule under the restricted Bayes criterion are investigated first, and then an algorithm for finding the restricted Bayes decision rule is developed.
Characteristics of the Restricted Bayes Decision Rule
According to the formulation in (5), the following theorems are developed to characterize the restricted Bayes decision rule under certain conditions.
, where v(θ) is any valid pdf. If φ * is the classical Bayes decision rule for the modified prior density g(θ) and satisfies following equality:
then φ * is a solution of the optimization problem in Equation (5).
The proof is presented in the Appendix A. Theorem 1 indicates that the solution of the unconstrained optimization problem in (5) is calculated as a classical Bayes decision rule for a modified prior density under certain conditions. In other words, the optimization problem in (5) can be equivalent to a classical Bayesian optimization problem for the modified prior distribution
satisfies the equality in (8) .
Next, in order to illustrate the equivalence between the optimization problem in (5) and that in (2) and (3), a proposition is developed as follows.
Proposition 1.
Under the conditions in Theorem 1, φ * is also the solution of the optimization problem in Equations (2) and (3) 
The proof is given in the Appendix A. Proposition 1 implies that if the decision rule φ * defined in Theorem 1 meets the constraint in (3) with equality, then it also provides a solution for the restricted Bayes optimization problem in (2) and (3). In other words, the minimum Bayes risk is achieved when the maximum conditional risk for θ ∈ Λ is equal to the upper limit α. Theorem 1 and Proposition 1 also build a relationship between λ and α. For any λ, the achievable upper limit α can be calculated by the equality in Proposition 1.
In addition, the modified prior distribution g(θ) specified in Theorem 1 is the least favorable distribution among a family of pdfs, which have the same form with g(θ). Explicitly, the achievable minimum Bayes risk corresponding to g(θ) specified in Theorem 1 is greater than or equal to that corresponding to any other distribution with the pdf form ofĝ(θ) =λω(θ) + (1 −λ)v(θ), wherê λ ≥ λ andv(θ) is any valid pdf. Theorem 2 further states this case.
Theorem 2.
Under the conditions in Theorem 1, the g(θ) specified in Theorem 1 maximizes the Bayes risk among all probability distributions in the form ofĝ(θ) =λω(θ) + (1 −λ)v(θ), whereλ ≥ λ andv(θ) is any valid pdf. Equivalently:
where φ * andφ * are the classical Bayes decision rules corresponding to g(θ) andĝ(θ), respectively.
The proof is presented in the Appendix A. As pointed out in Theorem 2, since g(θ) is the least favorable distribution, this property of g(θ) can be utilized to search its explicit expression. From the definitions of g(θ) andĝ(θ), λ is a special case ofλ and only the case ofλ = λ is concerned in practical applications.
For the rest of this section, we first present the solution to the classical Bayes decision rule, and then develop the algorithm for finding the g(θ) specified in Theorem 1 and the optimal decision rule for the restricted Bayesian optimization problem.
Classical Bayes Decision Rule
As discussed above, the classical Bayes decision rule φ * corresponding to g(θ) can be expressed by:
where
, the modified Bayes riskr(φ) is calculated by:
where the last equality holds due to the use of the iterated expectation of E{B} = E{E{B|A}}. Therefore,r(φ) can be simply viewed as the cost of using φ averaged overΘ and x. By using the iterated expectation again,r(φ) is rewritten as:
According to the Bayes lemma [11] , the optimal decision rule to minimizer(φ) is expressed by:
In many cases, the costs over sets Λ 0 and Λ 1 are uniform, i.e.:
Usually, the cost of a right decision is less than that of a wrong one, i.e., C 11 < C 01 and C 00 < C 10 . Then (11) is simplified as: where
, and P(Θ ∈ Λ j |x = x) represents the conditional probability forΘ ∈ Λ j given that x = x. Based on the total probability formula, P(Θ ∈ Λ j |x = x) is calculated by:
denotes the probability ofΘ ∈ Λ j , j = 0, 1. Based on the notation introduced in [11] , p(x|Θ ∈ Λ j ) is given as:
where g j (θ) denotes the pdf ofΘ given thatΘ ∈ Λ j , and it is:
Accordingly, Equation (13) is rewritten as:
. As a result, the classical Bayes decision rule is specified by the observation densities of (15), which depends on the probability density of the observation x and the conditional densities g j (θ), and the decision threshold is determined by the prior probabilities p(H j ) and the costs over sets Λ 0 and Λ 1 .
Algorithm for Finding the Restricted Bayes Decision Rule
Based on the analysis in Section 3.1, the function of g(θ) and the corresponding classical Bayes decision rule φ * specified in Theorem 1 are required in order to solve the constrained optimization problem in (2) and (3). It also implies that the explicit expression of v(θ) and the value of λ should be determined in advance. To achieve this, the condition in Theorem 1 can be expressed as:
with
It is obvious that v(θ) assigns non-zero probabilities only for the values of θ that correspond to the global maximum of R θ (φ * ) from Equation (18) . In fact, there could be unique, multiple or infinite number of maximizers that achieve global maximum. Therefore, in this work, the solution of the optimization problem in Equations (2) and (3) is discussed under three cases according to the number of the maximizers in the following subsection. First, assume that R θ (φ * ) has a unique maximizer that achieves the global maximum, then v(θ) can be expressed by:
where θ 1 denotes the unique value of θ corresponding to the maximum R θ (φ * ) and δ denotes the Dirac delta function, i.e., δ(x) = ∞ , x = 0 0 , x = 0 and δ(x)dx = 1. If φ * satisfies the conditions in Theorem 1 and Proposition 1, φ * is the solution of the restricted Bayesian optimization problem in (2) and (3). 
denotes the classical Bayes decision rule corresponding to g(θ) = λω(θ) + (1 − λ)δ(θ − θ 1 ) as determined in Section 3.2. 3: Calculate:
, terminate this algorithm, reset v(θ) and restart the algorithm. When
) and α is less than the predefined precision value, φ * θ * 1 is a solution of the restricted Bayes optimization problem in (2) and (3), and terminate the algorithm. Otherwise, continue to the next step.
) > α, λ and λ sup are replaced with (λ + λ inf )/2 and λ, respectively. If max
and λ inf are replaced with (λ + λ sup )/2 and λ, respectively. 6: If the difference between λ sup and λ inf is less than the predefined precision value, terminate the algorithm and reset v(θ) to restart the algorithm; else go to Step 2.
In Algorithm 1, Step 3 follows from Theorem 2 and Step 4 is developed according to Theorem 1 and Proposition 1. In Step 3, (θ 1 ) can be treated as the minimum Bayes risk without any constraints on conditional risks corresponding to g(θ) = λω(θ) + (1 − λ)δ(θ − θ 1 ). It should be noted that the value of λ is related to α through Proposition 1, and α increases with the increase of λ. Hence, the constraint α can be achieved by adjusting the value of λ. For any θ * 1 that satisfies (20) , if the corresponding classical Bayes decision rule φ *
) and α is less than the predefined precision value, the θ * 1 is the maximizer that achieves the global maximum of R θ (φ * ) and φ * θ * 1 can be viewed as the solution of the restricted Bayes optimization problem in (2) and (3). In addition, since the classical Bayes decision rule can be obtained based on Section 3.2 for any valid g(θ), the solution of the restricted optimization problem in (2) and (3) exists as long as α is properly defined. The effective interval of α will be discussed in Section 4.
Second, suppose that there are multiple values of θ corresponding to the global maximum of R θ (φ * ), v(θ) should be expressed as:
and θ l denote the number and the value of θ that achieve the maximum R θ (φ * ), respectively. For the convenience of analysis, let denote the vector of all unknown components of v(θ), i.e.:
In order to solve the restricted Bayes optimization problem in (2) and (3), the Step 3 should be replaced by:
where φ * represents the classical Bayes decision rule for the modified prior distribution g(θ) =λω(θ)
Step (4) should be updated by replacing 
) with R * (φ * * ) and max R (φ * * ), respectively. Obviously, compared with the case where R θ (φ * ) has only one maximizer, the computational complexity of multiple maximizers increases significantly. In such case, the global optimization algorithms such as the particle swarm optimization algorithm (PSO) and the ant colony algorithm (ACO) can be utilized to find * [26] [27] [28] .
Finally, if there are infinitely many values of θ that correspond to the global maximum of R θ (φ * ), it is difficult to obtain an accurate solution of the optimization problem in (2) and (3). In this case, an approximate solution can be obtained by employing the Parzen window density estimation to approximate the form of v(θ), where v(θ) is expressed approximately by a convex combination of many window functions, given by:
, and ϕ denotes a window function which could be a Rectangular, Gauss, or
Cosine window function. In order to solve the optimization problem in (2) and (3) 
In real applications, it may be difficult to know all the exact values of θ that achieve the global maximum of R θ (φ * ) in advance. The practical way is that we start with the assumption that there is a unique θ that achieves the global maximum. (2) and (3) is solved. Otherwise, the number of θ which are assumed to achieve the global maximum of R θ (φ * ) is increased incrementally until the φ * calculated through the updated Algorithm 1 is verified as the solution of the restricted Bayes optimization problem.
Relationship between Bayes Risk and the Constraint
In this section, the relationship between Bayes risk and the constraint on the conditional risks is explored. As the analysis in introduction, the constraint on the conditional risks is introduced from the uncertainty of ω(θ). Generally speaking, the classical Bayesian criterion is considered to minimize the average Bayes risk when ω(θ) is completely known, and the Minimax decision rule can be utilized to minimize the worst-case (maximum) conditional Bayes risk if the prior information is full of uncertainty. Therefore, the classical Bayesian and Minimax approaches can be viewed as two extreme cases of the restricted Bayesian approaches.
For the notational simplicity, here we respectively denote the classical Bayes and the Minimax decision rules by φ o b and φ o m , i.e.:
Then define B = max 
According to the definition of the Minimax criterion, M is the achievable minimum of the maximum conditional risk, which means that there is no solution for the optimization problem in (2) and (3) if the value of α is less than M. On the other hand, it is obvious that the constraint on the
conditional risks enforced by α is ineffective if α is greater than B. In other words, the restricted Bayes optimization problem in (2) and (3) is equivalent to the Bayes optimization problem in (25) for any
As a result, α should be defined in the interval of [M, B] ; otherwise the constraint is ineffective or meaningless.
For the restricted Bayes optimization problem formulated in (2) and (3), the maximum conditional risk max θ∈Λ R θ (φ α r ) and the Bayes risk r(φ α r ) are closely related to the value of the constraint α. When α ∈ [M, B], the following conclusion holds that:
A simple contradiction method can be used here to show this conclusion. Suppose that max
Obviously, it contradicts with the definition of φ α r . Therefore, the conclusion in (27) is true. Based on the discussions above, the relationship between the restricted Bayesian decision rule r(φ α r ) and the value of the constraint on the conditional risks is presented by the Theorem 3.
Theorem 3. The Bayes risk r(φ α r ) obtained by the restricted Bayes decision rule is a strictly decreasing and convex function of α for α ∈ [M, B].
The proof is provided in the Appendix A. Theorem 3 implies the relationship between Bayes risk and the constraint on conditional risks. Moreover, the value of α is closely related to the uncertainty of ω(θ). In general, a smaller value of α should be specified for a greater degree of the uncertainty. Therefore, based on these characteristics, one can predefine a suitable value of α to obtain the expected Bayes risk in practice. In addition, the restricted optimization problem in (2) and (3) is analyzed and solved in Section 3 from a special perspective that its solution is identical to a classical Bayes decision rule with a modified prior distribution as presented in Theorem 1 and Proposition 1. For any fixed prior distribution, the corresponding classical Bayes decision rule can be obtained from Section 3.2, thereby the solution of the restricted optimization problem in (2) and (3) exists as long as α is properly defined in [M, B] and can be obtained further by the algorithm in Section 3.3.
Numerical Results
In this section, a binary hypothesis-testing problem is studied to illustrate theoretical results. The hypotheses are defined as:
where x ∈ R, Λ 0 and Λ 1 denote the sets of all possible values of parameter Θ under H 0 and H 1 , respectively, which are specified as Λ 0 = {0} and Λ 1 = {A, −A}, where A is a known constant. In addition, n denotes a zero mean noise that is a mixture of Rayleigh distributed components; that is, 
In the numerical results, the same variance is assumed, i.e., σ i = σ for i = 1, . . . , N. Furthermore, the parameters are specified as N = 4, µ 1 
With the assumption, the detection problem in (28) is equivalent to the detection of a signal that employs binary phase shift keying (BPSK). Accordingly, the probability distribution of Θ under H 0 is directly expressed as ω 0 (θ) = δ(θ). On the other hand, the probability distribution of Θ under H 1 can be modeled as:
where ρ is estimated based on the previous experiences, and it is known with some uncertainty due to the presence of estimation errors. As a result, the probability distribution of Θ can be determined by:
p(H i ) = 1 and p(H i ) denotes the prior probability of H i for i = 0, 1. In order to obtain the optimal restricted Bayesian decision rule, the prior distribution ω(θ) should be modified via a pdf v(θ) according to Theorem 1. Since Λ = Λ 0 ∪ Λ 1 = {0, A, −A}, the complete form of v(θ) is expressed as:
where t 1 , t 2 and t 3 are the respective weights assigned for θ 1 = 0, θ 2 = A and θ 2 = A, t i ≥ 0 for i = 1, . . . , 3 and ∑ 3 i=1 t i = 1. First, it is assumed that any two of the three assigned weights are zero, i.e., v(θ) = δ(θ − θ i ). By employing the algorithm based on (20) , the optimal decision rule is obtained if the condition in the third step is satisfied. Otherwise, we assume that only one of the three assigned weights is zero, i.e., v(θ) = tδ(θ − θ i ) + (1 − t)δ(θ − θ j ), where t = t i , θ i , θ j ∈ Λ, and θ i = θ j . In such a case, as t is the only one unknown parameter in v(θ), the algorithm based on (21) and (22) is used to find the value of t and the corresponding g(θ) = λω(θ) + (1 − λ)v(θ) that maximizes the Bayes risk. If the corresponding decision rule satisfies the condition in (23), it is the optimal restricted Bayesian rule that we seek. Finally, if the condition is still not met in the second case, the v(θ) should be determined as v(θ) = t 1 δ(θ) + t 2 δ(θ − A) + t 3 δ(θ + A) and t i = 0 for i = 1, . . . , 3. If we find the values of t 1 and t 2 that maximize the Bayes risk corresponding to g(θ), the optimal restricted Bayesian rule is also obtained.
In Figure 1 , the achievable minimum Bayes risks obtained by the restricted Bayesian decision rule for different values of ρ are plotted against α, where p(H 0 ) = 0.45, A = 2 and σ = 0.5. As analyzed in Section 4, when α is equal to the Bayes risk of the Minimax decision rule, the restricted Bayesian decision rule is identical to the Minimax decision rule. When α is smaller than the Bayes risk of the Minimax decision rule, there is no restricted Bayesian decision rule that satisfies the limit established by α. On the other hand, the detection performance of the restricted Bayesian decision rule is the same with that of the classical Bayesian decision rule when α is greater than and equal to the maximum conditional risk of the classical Bayesian decision rule. As expected, the lowest Bayes risks are obtained by the classical Bayesian decision rule, but it also leads to the highest maximum conditional risk that are 0.3456, 0.3657, 0.3816, 0.4131 and 0.4325 for ρ = 0.6, 0.65, 0.686, 0.75 and 0.8, respectively. On the contrary, the Minimax decision rule achieves the lowest maximum conditional risk, but it produces the worst Bayes risk. It should be noted that the conditional risks of the Minimax decision rule are equal to each other, which are 0.2381. risks are obtained by the classical Bayesian decision rule, but it also leads to the highest maximum conditional risk that are 0.3456, 0.3657, 0.3816, 0.4131 and 0.4325 for 0.6 ρ = , 0.65, 0.686, 0.75 and 0.8, respectively. On the contrary, the Minimax decision rule achieves the lowest maximum conditional risk, but it produces the worst Bayes risk. It should be noted that the conditional risks of the Minimax decision rule are equal to each other, which are 0.2381. For the restricted Bayesian decision rule, the maximum conditional risk is equal to except for the linear part that corresponds to the classical Bayesian decision rule. In fact, the restricted Bayes decision rule makes a tradeoff between the maximum conditional risk and Bayes risk, and generalizes the Minimax and the classical Bayesian decision rules. It is also shown from the figure that with the increase of ρ , the performance difference of the classical Bayesian and the Minimax decision rules increases for 0.5518 ρ ≥
. Specifically, the maximum conditional risk of the classical Bayesian decision rule increases and the corresponding Bayes risk decreases as ρ increases.
Furthermore, when α is greater than the maximum conditional risk of the Minimax decision rule and smaller than that of the classical Bayesian decision rule, the Bayes risk is a strictly decreasing and convex function of α. This agrees with the conclusion made in Theorem 3. In addition, Figure 1 acts a guideline for the design of α in practice by observing the corresponding Bayes risk for each α. Hence, instead of assigning a value for α arbitrarily, Figure 1 can be utilized to choose a more appropriate α in practical problems. For the restricted Bayesian decision rule, the maximum conditional risk is equal to α except for the linear part that corresponds to the classical Bayesian decision rule. In fact, the restricted Bayes decision rule makes a tradeoff between the maximum conditional risk and Bayes risk, and generalizes the Minimax and the classical Bayesian decision rules. It is also shown from the figure that with the increase of ρ, the performance difference of the classical Bayesian and the Minimax decision rules increases for ρ ≥ 0.5518. Specifically, the maximum conditional risk of the classical Bayesian decision rule increases and the corresponding Bayes risk decreases as ρ increases. Furthermore, when α is greater than the maximum conditional risk of the Minimax decision rule and smaller than that of the classical Bayesian decision rule, the Bayes risk is a strictly decreasing and convex function of α. This agrees with the conclusion made in Theorem 3. In addition, Figure 1 acts a guideline for the design of α in practice by observing the corresponding Bayes risk for each α. Hence, instead of assigning a value for α arbitrarily, Figure 1 can be utilized to choose a more appropriate α in practical problems. Figure 2 compares the achievable lowest maximum conditional risk obtained by the restricted Bayes decision rule and the corresponding Bayes risk versus λ in (5) for ρ = 0.6, 0.686 and 0.8, where p(H 0 ) = 0.45, A = 2 and σ = 0.5. The maximum conditional risk is equal to the Bayes risk for 0 ≤ λ ≤ 0.7036 when ρ =0.8, for 0 ≤ λ ≤ 0.8207 when ρ = 0.6 and ρ = 0.686. This shows that the restricted Bayesian decision rules becomes identical to the Minimax decision rule when λ reduces to less than or equal to a certain value. For convenience, this value is denoted by λ m , and it is seen that λ m = 0.7036, 0.8207 and 0.8207 for ρ = 0.6, 0.686 and 0.8, respectively. In fact, the value of λ m increases from 0.7035 to 0.8207 when ρ decreases from 0.8 to 0.686 and maintains at 0.8207 when ρ ∈ [0.6, 0.686]. In addition, when λ ≥ λ m , the achievable lowest maximum conditional risk increases and the corresponding Bayes risk decreases with the increase of λ. In order to further illustrate the results in Figure 2 , Tables 1-3 are provided to show the parameters of t 1 , t 2 and t 3 in v(θ), the maximum conditional and Bayes risks of the restricted Bayesian decision rule for different values of λ for ρ = 0.6, 0.686 and 0.8. From the Tables 1-3 , it is observed that the maximum conditional risk is always equal to the conditional risk for A Θ = − . Actually, the maximum conditional risk can also be viewed as the achievable minimum α . Since 0 Θ = is independent on ρ , the weight 1 Table 3 . The parameters of v(θ) and different risks for various λ when ρ = 0.8. From the Tables 1-3 , it is observed that the maximum conditional risk is always equal to the conditional risk for Θ = −A. Actually, the maximum conditional risk can also be viewed as the achievable minimum α. Since Θ = 0 is independent on ρ, the weight t 1 of Θ = 0 in v(θ) is same for each λ when ρ = 0.6, 0.686 and 0.8. Conversely, parameters of t 2 and t 3 change with ρ. In the simulation results, the distribution of Θ based on the Minimax criterion can be calculated as ω m (θ) = 0.3693δ(θ) + 0.3096δ(θ − A) + 0.3211δ(θ + A). In order to achieve the same performance with the Minimax decision rule, the ω(θ) in (31) should be modified by making g(θ) equal to ω m (θ), i.e., Figure 2 and Tables 1-3 also provide a guideline to select a suitable value of λ. Figure 3a plots the achievable minimum α obtained via the restricted Bayesian decision rule versus σ for λ = 1, 0.8 and 0.6 when p(H 0 ) = 0.45 and A = 2, and the corresponding minimum Bayes risks are presented in Figure 3b . In general, with the increase of σ, the achievable minimum α and the Bayes risk increase first, and then decrease to troughs, and increase gradually again, all regardless of the values of λ. In fact, when λ = 1, the restricted Bayesian decision rule is identical to the classical Bayesian decision rule. In addition, the maximum conditional risk is equal to α for any λ, which agrees with the conclusion in (27) . As expected, the classical Bayesian decision rule achieves the highest maximum conditional risk and the minimum Bayes risk. It is also seen that the maximum conditional risk decreases and the Bayes risk increases with the decrease of λ. In this case, when λ = 0.6, it is the same with that of the Minimax decision rule when σ ∈ (0.26, 0.61), which implies λ m ≥ 0.6 for σ ∈ (0.26, 0.61). Similarly, the cases for λ ∈ (0.6, λ m ) are the same to that when σ ∈ (0.26, 0.61). From Figure 3a ,b, compared with the performance of the classical Bayesian decision rules, the maximum conditional risks obtained via the restricted Bayesian decision rules decrease significantly with much lower increase of the corresponding Bayes risks, especially for σ > 0.92 and λ = 0.8. To clearly investigate the results in Figure 3 , the restricted Bayes decision rules for different cases are presented. It should be noted beforehand that the form of the optimal decision rule can be determined as follows:
where Γ 1 represents a part of the sample space. The restricted Bayes decision rules, the constraint α and the Bayes risks for different values of σ are provided in Tables 4-6 In Figure 4a , the achievable minimum values of α are plotted versus A for λ = 1, 0.8 and 0.6 when p(H 0 ) = 0.45 and σ = 0.5, where the corresponding minimum Bayes risks are illustrated in Figure 4b . Similarly, the decision rule for λ = 1 is identical to the classical Bayesian decision rule, and the maximum conditional risk is equal to α. When A is small such as A ∈ (0, 0.2), the maximum conditional risk decreases significantly with a small increase of the Bayes risk via the restricted decision rule for both λ = 0.8 and 0.6. In general, a lower maximum conditional risk and a higher Bayes risk can be obtained for a smaller value of λ, but it is not true if λ ∈ (λ, λ m ) according to the results shown in Figure 2 . Especially, the Bayes risk obtained via the restricted Bayes decision rule when λ = 0.8 is almost equal to that obtained via the classical Bayes decision rule for some values of A, while it decreases significantly when λ = 0.6. The difference between λ = 0.8 and 0.6 is especially noticeable when A = 2.45. In addition, when A > 2.45, α and the Bayes risk decrease gradually to zero as A increases. 
Conclusions
In this paper, the restricted Bayes decision rule is developed for a binary composite hypothesis-testing problem with a partially known prior distribution. Generally, the prior distribution is estimated based on previous information and is not completely accurate due to the estimate errors. In order to utilize the useful prior information, the Bayes risk is calculated based on the estimated prior distribution. On the other hand, a constraint on the maximum conditional risk is applied to alleviate the negative impact caused by the mismatch between the estimated prior distribution and the correct one. By applying the Lagrange duality, the restricted Bayesian optimization problem is transformed to an unconstrained optimization problem. Based on the 
In this paper, the restricted Bayes decision rule is developed for a binary composite hypothesis-testing problem with a partially known prior distribution. Generally, the prior distribution is estimated based on previous information and is not completely accurate due to the estimate errors.
In order to utilize the useful prior information, the Bayes risk is calculated based on the estimated prior distribution. On the other hand, a constraint on the maximum conditional risk is applied to alleviate the negative impact caused by the mismatch between the estimated prior distribution and the correct one. By applying the Lagrange duality, the restricted Bayesian optimization problem is transformed to an unconstrained optimization problem. Based on the transformation, Theorems are derived to provide theoretical supports for the algorithms to find the optimal restricted Bayes decision rule. Specially, an additional conclusion is made that the Bayes risk obtained via the restricted Bayes decision rule is a strictly decreasing and convex function of the constraint on the maximum conditional risk. In addition, the constraint should be defined in an appropriate interval, otherwise the constraint is not effective. Finally, the numerical examples are provided to demonstrate the performance of the proposed decision rule, which are consistent with theoretical results.
The classical Bayes and Minimax decision rules are usually used in two different scenarios from the restricted Bayesian optimization problem, but they can be realized as two special cases of the restricted Bayes decision rule by defining two proper values of the constraint. In fact, the classical Bayesian decision rule achieves the lowest Bayes risk but with the highest maximum conditional risk, whereas the Maximum decision rule obtains the lowest maximum conditional risk but with a worst Bayes risk. By adjusting the constraint, the restricted Bayesian decision rule provides the ability to keep the balance between the maximum conditional risk and the Bayes risk.
