Abstract. Two methods for an automatic analysis of the temporal evolution of a multiphase polycrystalline sample are described:
Introduction
In real-time experiments a multi-phase polycrystalline sample is step-wise exposed to external impacts (heat, mechanical ones, etc.). A sequence of neutron-diffraction spectra from this sample is measured and, analyzed in an automatic mode, displays a picture of the crystallographic phase evolution of this sample in terms of the external influences.
Mathematically this involves the analysis of the temporal evolution of a non-stationary regression, strongly nonlinear with respect to parameters and independent variables and, besides, containing intuitively clear but, strictly speaking, informal elements. This paper is a description of the mathematical part of these experiments (DELPHI program SPEVA).
Here X j , b j , N j , B j denote the atomic coordinates, the coherent scattering length, the occupancy and the thermal parameter of the jth atom of the unit cell, respectively. U t are unitary transformations from a space group, specific for each type of the crystal symmetry.
In the diffraction pattern a visual illustration of a reflection is a peak-like figure with the center connected to the corresponding unit cell characteristics (1) and the area -with the atomic ones.
There are two ways of the diffraction evolution analysis.
1. The procedure of Upeak auto-indexing -to find peaks in an analyzed diffraction spectrum, sort them to phases, assign them their Miller indices, and estimate the parameters of the unit cells;
2. The Rietveld procedure -to fit the diffraction spectrum using an a priori information about the polycrystal (or powder) and estimate both cell and atomic parameters.
The Upeak method
Mathematically the problem of a spectrum analysis is the decomposition of the spectrum into its components -peaks and the background. Yet, the single strict method for the decomposition of a function
is the function expansion into a Fourier series, where the parameters -the coefficients a i -are the linear ones and the components are known orthonormal functions. However, in our case we can not use only linear parameters and orthonormal functions. Here the parametrization should satisfy the following necessary conditions
• a satisfactory number of physically meaningful parameters needs to be taken into account in order to make the component description as thorough as possible; • the parameters should be uncorrelated and their total number should be as small as possible so that the decomposition, performed through a fitting, would be successful.
In the present paper the method described in [1] was used. We assume that the peak shape preserves its main geometric properties along the spectrum, except for such fundamental characteristics as the amplitude A, the position c, and the width W [2] . If a function m(x) represents a typical peak shape, then each peak f (x) is connected with m(x) by
and thus the peak function is parametrized to f (x, A, c, W). The perfect and widely used peak shapes
2 ) (Lorentzian) satisfy the formula (4). However, m(x) can have quite an arbitrary irregular form too, with the single requirement that it must adequately describe the form of the real peaks.
Such functions can be differentiated with respect to the parameters A, c, and W:
where z = (x − c)/W and m (z) denotes the first order derivative with respect to z. However, the real peaks quite often significantly deviate from the ideal shape and to find other formulae with only 3 physically meaningful parameters is a difficult task. This task can be solved, e.g., by taking a curve m(x) which is a typical representation of the real peak shape and to parametrize it following (4). If m(x) is given numerically, it can be completed to a full analytical function by means of spline interpolation. A peak model with a minimum number of parameters is very important because the problem of function decomposition is, as a rule, an ill posed one and the the restriction of the number of parameters to minimum is an efficient means to substantially improve the matrix invertibility in the fitting procedure.
This approach can be applied to the model of the background as well, but usually it is easier to use polynomials as background model.
Auto-indexing of a neutron-diffraction spectrum
The first step in the spectrum analysis is the peak search -the identification of characteristic parts of the spectrum and the approximate evaluation of their TOF positions -parameters t j , j = 1, . . . , n. It is intuitively clear what a peak is, but it is difficult to define a peak formally. In mathematical terms the whole problem is that of the recognition of statistically distorted patterns.
Along with a peak there is another fundamental constituent of a spectrum -the background (which is also an informal notion and requires a formalization too).
The peaks can overlap with each other and with the background as well. The widely used methods of visual recognition based on neural networks meet here additional difficulties due to the fact that the essential properties of these objects relate not only to their geometry and topology but also to their statistics.
This paper is based on the peak and background formalization described in [2] , which treat both of them as combinations of special points of a function Q c (t) -quasi-curvature, which for a spectrum
The outcome of this step produces peaks and estimates of their centers t j and the errors of these centers Δt j , j = 1, . . . , n.
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The solution is obtained by the minimization of the autoindexing quality measures with respect to the unit cell parameters C i of n phases and m Miller indices H i j in the following functional,
Here d j plays the role of an experimental d-spacing which is connected with the corresponding peak center t j by the relationship
where r is the channel width, t 0 is the time delay, L is the flight path, θ is the Bragg angle, and the d(C i , H i j ) are calculated from the equations (1) and (2). The parameters such as L, θ, and t 0 are known from an experiment with a standard sample; this is a separate preliminary task.
The equation for the search of the minimum of (5) has m known variables (peaks) and (3m + 6) · n unknowns, which must be determined (the indices and parameters of the cells).
The solution is not unique. To secure the uniqueness, we have to reduce the search region with the help of the restrictions on the maximum value of the direct unit cell volume, the maximum size of its edges, and the region of the admissible hkl-indices. Additionally one can profit from the fact that the Miller indices are integer numbers.
The method used to solve it is a combination of trials of integer Miller indices and an iterative process of the analytical minimization of the residual (5).
The autoindexing yields approximate estimates of the cell parameters and the set d Hi j . The peak areas are connected with the atomic structure of the studied sample and can be used for the observation of the phase evolution; however, a much more powerful tool for the evaluation of the atoms is the Rietveld method.
The Rietveld method
An experimental time-of-flight diffraction spectrum y(t)) is written as follows:
Here t is the flight time channel, R i is the contribution of the ith phase, and B(t) is the background.
Here H ik is the Miller index of the kth reflection of the ith phase, and F H ik is its structure factor (3); μ H ik is the multiplicity of the H ik th reflection. M i (t) is the intensity function of a reflection of the ith phase, and W i and c i are parameters of its half-width.
With this parametrization we can now proceed to the parameter refinement by fitting the diffraction profile based on formula (8), i.e., minimizing the following functional for each kth spectrum in the evoluting sequence y k (t),
in the available (from both sides) range of the cell and atomic parameters, as well as of other parameters -background, kinematic, accounting for absorption and extinction ones, half-widths of the peaks, magnetic, etc. At each stage k of the evolution and at each iteration of the minimization process, we get from (9) a system of equations for the changes of the parameters ΔP:
where M i j is the matrix of the system, and the vector B j is the antigradient of the functional (9). This system is ill-conditioned, i.e., it is unstable to the data errors and to the inadequacy of the data models, which leads to a poor convergence of the iterations.
The following procedural steps can be undertaken to improve the output quality.
• Optimization of the parameter definitions. The replacement of the conventional unit cell parameters by the modified ones,
, results in a better conditionned matrix of normal equations M i j .
• The condition of phase separability. Mathematically, this means that a successful phase separation by the fitting leads to minimal correlatedness of the phase reflections (in the ideal case the orthogonality), i.e., to the minimum of the expression
where H il and H jl are Miller indices of the ith and the jth phases, and w i j are the weights, which are inversely proportional to the reflection errors.
• Optimum control of the process of the analysis. There should be a preliminary qualitative scenario of the structural evolution of the sample. Particularly, it is assumed that the initial sample state is known, and also it is known which structural phases can appear and/or disappear in the process of the evolution. All this information should be stored in a special ini-file -a compact base of crystallographic data, and the management process itself should contain elements of an artificial intelligence system. • Choice of the initial parameters for Rietveld analysis. There are three typical options:
-use of known a priori information (given within a certain confidence interval); this mode is suitable if the non-stationary features are not too strongly pronounced in the process, -the parameters of the current step of the evolution can be taken as initial values for the parameters of the next step. Such method allows larger fluctuations of the phase evolution than in the former case; here every previous evolution stage is preparatory to each subsequent one. Here the problem of reflection identification arises because slow peak fluctuations due to the cumulative effect can no longer correspond to the identifiers. -In the case of a strongly nonstationary evolution a special algorithm is needed for generating initial values based on the detailed analysis of the physical contents of the data.
• Selection of the minimization strategy. To guarantee the convergence of the minimization process the optimal length of parameter increments and of the damper value are needed at each step of the analysis in order to secure better conditionning of the matrix M i j of the normal equations. Also parameter bounds should correlate with the actual parameter changes at each step, and enabling or disabling dependences between the parameters are needed as well. 
Results of the analysis
We obtain the picture of the crystallographic phase evolution of the sample on the time (or directly on the external impacts -temperature, pressure, etc.), i.e. changes in the parameters of the unit cells, the atomic and thermal parameters, and the evolution of the different phase contributions to the total diffraction intensity.
The evolution of the magnetic moments of the atoms and the half-widths of the reflections may be of further interest.
As an example, we consider [3] the evolution of the polycrystalline compound in terms of the temperature T in the range from 300 to 500 degrees Celsius. The table 1 shows how the evolution was proceeding. Here {a 1 , c 1 } and {a 2 } are parameters of the tetragonal and cubic unit cell respectively; s 1 and s 2 are weights in the total scattering; f 1 , f 2 are their relative structure factors.
The table 1 points that the atoms of the both phases keep their characteristics approximately unchanged until the 17th spectrum where the tetragonal phase suddenly becomes insignificant, and a structural phase transition to the cubic phase occurs.
