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Abstract
Empirical analysis shows that, on average, the productivity of a group
log-normally depends on its size. The current explanations for this empirical fact are based on reasonably complex assumptions about the human
behavior. In this paper, we show that the same conclusion can be made in
eﬀect, from ﬁrst principles, without making these complex assumptions.
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Formulation of the Problem

How productivity changes with group size: a qualitative description.
Productivity of a group depends on its size. Usually, if ﬁrst a single person has
been working on a project, and then a second person arrives to help, the project
speeds up. Addition of the third helper also increases the productivity, etc.
However, this is only true until a certain threshold is reached. After that,
too many people just confuse each other – whether it is too many people trying
to help wash the dishes after a meal, or too many programmers trying to work
on a joint software project.
How productivity changes with group size: a quantitative description.
Several studies analyzed how exactly productivity c changes with the group size
n; see, e.g., [1, 4], and concluded that this dependence can be well described by
the log-normal formula
(
)
(ln(n) − µ)2
c(n) = const · exp −
(1)
2σ 2
for appropriate values µ and σ.
Why this is interesting. If we know how the productivity depends on the
group size, we will be able to select the group size that leads to the optimal
productivity.
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If we know the general formula with unknown parameters – like the above
log-normal expression – then we can use a few observations corresponding to
diﬀerent group sizes n to ﬁnd the corresponding parameters and thus, to ﬁnd
the optimal group size.
Existing explanations. How can we explain this interesting empirical fact?
In [1, 4], this fact is explained by invoking a rather complex description of
“information foraging”. Under proper additional assumptions, this description
indeed leads to the log-normal dependence.
Remaining problem. While the existing explanation is reasonable, it uses a
lot of complex assumptions. A natural question is: are these complex assumptions really necessary – or we can derive the log-normal dependence without
them, from ﬁrst principles?
What we do in this paper. In this paper, we show that the empirical lognormal dependence can indeed be derived from ﬁrst principles, without the need
to invoke additional complex assumptions.
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Our Explanation

Towards an explanation: main idea. Our main idea is that, unless a group
consists of two people, there is always some structure in this group: some pairs
of people collaborate (somewhat) more, other pairs collaborate (somewhat) less.
Crudely speaking, this means that within the group there is a kind of a hierarchy:
• the group as a whole can be divided into subgroups – so that within each
subgroup, there is a higher degree of collaboration, while between people
from diﬀerent subgroups, the level of collaboration is smaller;
• each subgroup, in its turn, can be subdivided into sub-sub-groups so that
within each such sub-sub-group, people collaborate slightly more, etc.
How to transform this idea into a precise description. Let us start with
the units (sub-. . . -groups) of the smallest size. Let c1 (n1 ) denote the average
productivity of such a unit when its size is n1 .
When several such units start working together, their productivity increases.
If we have n2 units working together, then the original productivity c1 (n1 )
is increased by some factor depending on n2 . Let us denote this factor by
c2 (n2 ). In this case, the resulting overall productivity is equal to the product
c1 (n1 ) · c2 (n2 ). Together, n2 units with, on average, n1 persons in each contain
n1 · n2 people.
When the number of people is large enough, these are several such “secondorder” units of size n1 · n2 . Let us denote the average number of such secondorder units by n3 . When we have n3 units working together, then the original
productivity c1 (n1 ) · c2 (n2 ) of each second-order unit is increased by some factor
depending on n3 . Let us denote this factor by c3 (n3 ). In this case, the resulting
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overall productivity is equal to the product c1 (n1 ) · c2 (n2 ) · c3 (n3 ). Together, n3
units with, on average, n1 · n2 persons in each contain n1 · n2 · n3 people.
We can repeat this construction again and again. If we already considered
k-th order units with productivity c1 (n1 ) · c2 (n2 ) · . . . · ck (nk ), then we can also
consider a situation in which we have several such units. Let us denote the
average number of such k-order units working together by nk+1 . When we have
nk+1 units working together, then the original productivity
c1 (n1 ) · c2 (n2 ) · . . . · ck (nk )
of each k-order unit is increased by some factor depending on nk+1 . Let us
denote this factor by ck+1 (nk+1 ). In this case, the resulting overall productivity
is equal to the product
c1 (n1 ) · c2 (n2 ) · . . . · ck (nk ) · ck+1 (nk+1 ).
Together, nk+1 units with, on average,
n1 · n2 · . . . · nk
persons in each contain
n1 · n2 · . . . · nk · nk+1
people.
In general, if we have ℓ hierarchical levels, then for the resulting group of
n = n1 · . . . · nℓ ,

(2)

the corresponding productivity is equal to the product
c(n) = c1 (n1 ) · . . . · cℓ (nℓ ).

(3)

Let us simplify these formulas. Formulas containing several consequent
multiplications can usually be simpliﬁed if we consider logarithms instead of the
original values. Logarithm of a product is equal to the sum of the logarithms,
and sums are easier to compute and easier to analyze than products – it is worth
mentioning that this simpliﬁcation is exactly what logarithms were originally
invented for.
In particular, from the formula (2), we get
N = N1 + . . . + Nℓ ,
def

(4)

def

where we denoted N = ln(n) and Ni = ln(ni ).
In terms of these new variables, we have n = exp(N ) ni = exp(Ni ), and so,
def

c(n) = C(N ) and ci (ni ) = Ci (Ni ), where we denoted C(N ) = c(exp(n)) and
def

Ci (Ni ) = ci (exp(ni )). So, we conclude that
C(N ) = C1 (N1 ) + . . . + Cℓ (Nℓ ), where N = N1 + . . . + Nℓ .
3

(5)

What can we deduce from this simplified formula? We are interested in
ﬁnding the productivity of a group of given size n, and thus, of given value of
the logarithm N = ln(n). This value N is all we know, we do not know a priori
what the values N1 , . . . , Nℓ are.
Since we do not know the values Ni , it is reasonable to consider them as
random variables – and take an average over all possible combinations of these
values. We have no reason to believe that some combinations of values are
more probable than others. So, following Laplace’s Indeterminacy Principle, it
is reasonable to assume that all these combinations have the same probability;
see, e.g., [3]. So, the resulting estimate for C(N ) is the average of all the sums
C1 (N1 ) + . . . + Cℓ (Nℓ )
over all combinations N1 , . . . , Nℓ for which
N1 + . . . + Nℓ = N.
The average is proportional to the sum, so we have
∑
C(N ) ∼
C1 (N1 ) + . . . + Cℓ (Nℓ ).

(6)

N1 +...+Nℓ

Let us simplify some more. Usually, we can simplify computations if we
replace the discrete sum by its continuous approximation – the corresponding
integral. This is how statistical physics works, when instead of considering a
diﬃcult-to-analyze collection of 1023 atoms, we consider an easier-to-analyze
continuous medium; see, e.g., [2]. This is how Stirling’s formula for approximating the factorial n! = 1 · 2 · ·n can be derived: we take a logarithm of both
sides, and then approximate the resulting sum ln(n!) = ln(1) + . . . + ln(n) with
the corresponding integral
∫ n
ln(x) dx = (x · ln(x) − x)|n1 = n · ln(n) − n + 1,
1

hence
n! = exp(ln(n!)) ≈ exp(n · ln(n) − n + 1) =
( n )n
exp(n · ln(n)) · exp(−n) · e =
· const.
e
For the above sum, the corresponding integral takes the form
∫
C(N ) ∼ C1 (N1 ) · . . . · Cℓ (Nℓ ) dN1 . . . dNℓ ,
where the integral is taken over all the tuples (N1 , . . . , Nℓ ) for which
N1 + . . . + Nℓ = N.
4

(7)

This implies log-normality. The above integral is nothing else but a convolution of ℓ functions C1 (N1 ), . . . , Cℓ (Nℓ ). This is easy to see when ℓ = 2: in
this case, N2 = N − N1 , and the integral takes the usual convolution form
∫
C1 (N1 ) · C2 (N − N1 ) dN1 .
Similarly, we can see that it is convolution for all ℓ.
In statistics, it is known that under some reasonable conditions, the approximation of the sum of a large number of reasonably small independent random
variables is close to Gaussian. This statement is known as the Central Limit
Theorem; see, e.g., [5].
When we have two independent random variables, with probability density
functions ρ1 (x1 ) and ρ2 (x2 ), then the probability density function ρ(x) of their
sum x = x1 + x2∫ is the convolution of the corresponding probability density
functions ρ(x) = ρ(x1 ) · ρ2 (x − x1 ) dx1 . Similarly, when we have ℓ independent
random variables, with probability density functions ρ1 (x1 ), . . . , ρℓ (xℓ ), then
the probability density function ρ(x) of their sum x = x1 + . . . + xℓ is the
convolution of the corresponding probability density functions
∫
ρ(x) = ρ(x1 ) · . . . · ρℓ (xℓ ) dx1 . . . dxℓ ,
where the integration is over all the tuples (x1 , . . . , xℓ ) for which x1 +. . .+xℓ = x.
So, in terms of probability density functions, the Central Limit Theorem
states that, under reasonable conditions, if we have a large number of nonnegative functions, then their convolution is close to the probability density
function of the Gaussian distribution
(
)
(x − µ)2
ρ(x) = const · exp −
,
2σ 2
for appropriate values µ and σ. (Of course, we need to normalize the corresponding non-negative functions, to make sure that their integral is equal to 1
and thus, that they can be interpreted as probability density functions.)
Thus, due to the formula (7), the dependence C(N ) of productivity c on
the logarithm N = ln(n) of the group size has the Gaussian form. And this
is exactly the deﬁnition of the log-normal dependence on n: when there is a
Gaussian dependence on ln(n).
So, we indeed derived log-normality of the dependence c(n) from ﬁrst principles.
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