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Unlike consistency-based diagnosis, which uses the natural way of reasoning from causes to effects, the abductive approach reasons from effects to causes. 4 Also unlike consistency-based diagnosis, abductive diagnosis deals with fault models (models of the system's faulty behavior). This approach defines a diagnosis as a set of abnormality assumptions that covers (or, in terms of logic, implies) the observations. (Luca Console, Daniele Dupré, and Pietro Torasso analyzed the logical definitions of model-based diagnosis in the literature and proposed a unified framework that describes the relationship between consistency-based and abductive reasoning. 5 ) Without denying the importance of diagnostic reasoning systems based on other techniques, such as causal reasoning and Bayesian approaches, we consider model-based diagnosis as one of AI's tremendous achievements in recent years.
A simple example
Consider the electrical circuit in Figure 1a , which connects a bulb to a switch (and a power supply, which is not shown). We know that if the switch is on, there is light, and if the switch is off, there is no light. We reason from causes ("The switch is on") to effects ("The light is on"). But in the case where we observe the symptom of a misbehavior, we must reason from effects to causes. We need knowledge about why something might fail, leading to an expected observation-for example, "The light is off although the switch is on." Specifically, in this case we require knowledge of components' faulty behavior.
To overcome the problems regarding effect-tocause reasoning and the availability of knowledge about faulty behavior, consistency-based diagnosis was born. Using this method, we remove assumptions to resolve the inconsistency between the system's observed and derived behavior.
For example, look again at the bulb-switch circuit. We can modify the system's behavioral model as follows: "If the switch and the bulb are working correctly and the switch is on, then there must be a light. If both components work correctly and the switch is off, then there is no light." Figure 1b correctness of the bulb and the switch, which we express by the negated "abnormal" predicates Ab(Bulb) and Ab(Switch). If we now have the observations that the switch is on but there is no light (which we can express as ¬light(Bulb) ∧ Pos_on(Switch)) and we assume that both components work correctly, then we get a contradiction because we can derive both ¬light(Bulb) and light(Bulb) from the rules. So, we must discard either the assumption that the switch is working correctly or the assumption that the bulb isn't broken. If we remove one of these assumptions and retain the other, we can't derive the fact that there is light. So, we have no contradiction with the observation that there is no light. From this we can conclude that either the switch is faulty or the bulb is broken.
Modeling and diagnosis
One requirement for model-based diagnosis is a component-oriented system model. Consider the digital circuit in Figure 2 , which comprises five digital NAND gates, N1, … , N5. To model the circuit's behavior, we first model the gates' behavior and then model the system's structure. Such modeling lets us reuse component models and easily change one or more models without problems.
Different ways exist to represent models of single components. We can express the behavior in terms of either constraints on their inputs and outputs or logical sentences. When using a constraint model, we must introduce variables to represent a given problem's quantities. Furthermore, we must formulate constraints on those variables that precisely represent the problem domain to be modeled. In essence, we thus build a constraint model from variables and constraints relating those variables.
For example, Table 1 shows the constraint model of a digital NAND gate. The ¬Ab(C) (not abnormal) column explicitly represents the assumption that component C is working correctly. A "1" entry indicates that this assumption is true; "0" indicates abnormal behavior. The "?" in the last row indicates that either value is possible.
Likewise, we can represent the same behavior in terms of logic. In particular, we can represent a NAND gate's behavior by a set of sentences in first-order logic:
For example, the first sentence states that if we assume that component C is correct and if both input gates of component C are set to true, then the component's output must be false. In this way, we can specify different components' behavior. Furthermore, these rules can map easily to propositional Horn clause logic after we ground the symbol Cthat is, replace the variables with constants. To model the digital circuit's structure, we add these logical facts:
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For example, the logical sentence in 1 (N2) = a represents the connection between signal a and the first input of the NAND gate N2. A similar interpretation exists for the other sentences we gave previously. The NAND gates' behavior together with the structural information captures the whole circuit's behavior. We now show how to use this model (the system description, SD) together with observations (OBS) to compute all diagnoses.
Assume that we've observed the following values on the digital circuit's inputs and outputs:
Obviously, SD and OBS are contradictory. We can prove this by computing the values for every gate's outputs (and inputs). From a = 0 and b = 1, we conclude that out(N2) = 1.
From c = 0 follows that in 2 (N3) = 1. This value together with b = 1 leads to out(N3) = 0. Consequently, h = 1 contradicts the observed value for h. So, we know that something must be wrong and that the assumption that all components together are correct can no longer be true. However, we can compute the values only because of the underlying assumption that the components are working correctly.
From this underlying assumption, we obtain two propositions. First, because the assumption that all components are correct can't be true, at least one component must be behaving incorrectly. Second, we can identify subsets of the set of components COMP that, when assumed to behave correctly, contradict OBS. We call these subsets conflicts because they are in conflict with the given observations. We can exploit conflicts to compute diagnoses by using the following relationship:
A conflict {C 1 , …, C n } says that the assumption that all components are correctthat is, ¬Ab(C 1 ) ∧ … ∧ ¬Ab(C n ) is true-is inconsistent with SD and OBS. However, SD together with OBS is consistent. Thus, the correctness assumptions are responsible for the contradiction and must change to eliminate the conflict. This means that we must invert at least one of the ¬Ab(C i ) assumptions. If we now have more than one conflict, we must invert at least one (not necessarily different) assumption from every conflict. These inverted assumptions are a diagnosis because they resolve all conflicts. So, a diagnosis is a set of components that, when assumed to behave incorrectly, leads to a consistent system state.
In practice, not all conflict sets are of interest; only minimal conflicts are. By minimality, we mean subset minimality; that is, a conflict or diagnosis is minimal if no subset is a conflict or diagnosis. Raymond Reiter introduced a hitting-set algorithm that computes all minimal diagnoses from (possibly nonminimal) conflict sets. 3 Other useful algorithms for computing diagnoses exist. 2, 6 The circuit in Figure 2 has two minimal conflicts; Figure 3 depicts them together with the computation of contradicting values. There are two conflict sets: A, whose components are N1, N3, and N5, and B, whose components are N2, N4, and N5.
From this follows immediately that {N5} is a single-fault diagnosis candidate because Ab(N5) resolves both conflicts A and B. Furthermore, {N1, N2}, {N1, N4}, {N2, N3}, and {N3, N4} are multiple-fault diagnosis candidates. From a logical perspective, we can describe the single-fault candidate by the logical formula Ab(N5).
We only need to compute the conflicts to compute all diagnoses. As we mentioned before, we use only the knowledge of the system's structure and behavior together with the given observations. We don't need to know how a misbehavior can be traced back to a root cause directly by some rules (for example, rules describing the gates' faulty behavior). Furthermore, the diagnosis result considers both single-and multiple-fault diagnoses without additional knowledge.
Empirical results
The ISCAS '85 benchmark suite (www. cbl.ncsu.edu/www/CBL_Docs/iscas85.html) is a test suite of combinatorial circuits also used in real-world designs. Many researchers in circuit analysis, test pattern generation, and debugging also use the suite as a basis for comparison of results.
We used ISCAS '85 to evaluate the diagnosis procedure's running times. By modifying the output values that correspond to specific input values, we introduced a contradiction between the observed and the expected behavior for every test case. We thereby modified the values of a circuit's outputs such that we could compute at least one single-fault diagnosis.
By using the modified outputs, we computed all single-fault diagnoses on a slightly loaded 1.8-GHz Pentium 4 machine (the machine is unstressed except for the system processes). To compute these diagnoses, we implemented Reiter's approach using a Smalltalk VisualWorks 5.4i noncommercial programming environment. For the theorem prover, we employed a version of the LTUR (Linear-Time Unit Resolution) algorithm 7 that is optimized for dealing with consecutive assumption sets. We repeated the measurement process for 100 test vectors and recorded the median of both the number of single-fault diagnoses and the running times. Table 2 outlines the results. (Circuits C499 and C1355 are functionally equivalent. We expanded all EXOR gates of C499 into their four NAND-gate equivalents in C1355.) For example, consider circuit C5315, which comprises 2,307 gates. After performing diagnosis, a circuit designer would have to take into account three components on average to localize the erroneous gate. By employing model-based diagnosis, we can obtain this result within 492 ms on a standard computer. Circuit C6288 implements a very hard problem not only for diagnosis but also for other techniques such as verification and test case generation. We can interpret the remaining circuits in the test suite similarly. However, as Table 2 shows, the average running times vary considerably depending on the circuit's structure. Moreover, no correlation exists between running times and the circuits' number of components.
To further improve the diagnosis procedure's running time, we can focus the algorithm when we create the model. To improve the quality of diagnosis results, we can employ probing: choosing the next measurement point in a way that best distinguishes the candidates. Johan de Kleer and Brian Williams introduced an algorithm that automatically computes an optimal probing strategy. 2 Their algorithm uses the computed diagnosis candidates together with their probabilities to compute entropy values for each measurement point. An optimal strategy will minimize the number of diagnosis-probing cycles needed to obtain a certain diagnosis.
For some examples of successful applications of model-based reasoning, see the sidebar.
Using model-based diagnosis
When using model-based diagnosis to solve a general diagnosis problem, we need two artifacts. The first is a diagnosis engine, which uses a model of the problem domain to compute diagnoses. 2, 3 We can also use the engine to determine the next optimal measurement via probing.
The second, more important, artifact for model-based diagnosis is the domainspecific model-that is, the formal description of the system's structure and behavior. Similar to physical models of the real world, such models can capture different aspects of the same physical system. Successfully applying model-based diagnosis involves representing the available knowledge of the problem domain in a way that allows for the desired coverage and quality of diagnoses while remaining computationally tractable. We obtain this model by assembling independent, context-free behavior models of clearly defined components. By identifying such components, we can predetermine the granularity of the coverage and quality of the obtainable diagnosis. For example, a system with many components might result in numerous diagnosis candidates. On the other hand, a model with only a few components might provide insufficient detail to produce adequate diagnoses.
Once we have identified appropriately sized components, we must introduce the domain-specific model. Consistency-based diagnosis determines diagnosis candidates (suspect components) from inconsistencies among model-based predictions. Obviously, this works best when models of the components describe their behavior as precisely as possible. Much like an engineer's ability to devise suitable representations when facing a certain problem, the level of a specific component's behavioral abstraction depends on the particular diagnosis task.
For instance, describing the components' behavior qualitatively in terms of abstract dependencies might influence the model's diagnosis capabilities differently than describing it with quantitative values. Although using dependencies might result in a more abstract and thus computationally less costly representation, the increased computational effort when employing the more concrete, value-based modeling might generate better diagnoses. However, the qualitative approach aims to represent only the necessary differences in modeling the components' behavior, whereas a quantitative approach often adds too much detail and therefore often might be computationally intractable for larger problems.
In general, both properties-the components' granularity as well as the way structure and behavior are represented-affect the diagnosis results' quality. Nevertheless, finding an appropriate model involves a trade-off between the model's abstraction level and diagnosis quality.
Modeling for diagnosis appears to be heading in two directions. One direction is to employ qualitative modeling, as some researchers have recommended for automotive-engineering diagnosis. 8 Moreover, a framework exists for finding a model that is suitable for a specific diagnosis task and that supports automated qualitative abstraction. The other direction is to employ a physical model because of such models' availability during product development. Whereas the first
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computer.org/intelligent direction requires only a relatively simple theorem prover for deriving conflicts, the second relies on the availability of highly sophisticated techniques that are based mainly on constraint satisfaction problem solvers. Besides describing components' behavior qualitatively or quantitatively, we can use hierarchical models. For example, consider Figure 4 , which divides a microprocessor µP into functional blocks. We can divide each functional block into several blocks-for example, one subblock of an arithmetic logic unit could be a block for implementing floating-point computations (FP ALU). At the bottom level are basic digital circuits such as inverters or storage elements. In principle, we can further represent these elements by analog elements such as resistors, capacities, or transistors.
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Most implementations allow the direct use of such hierarchical components for diagnosis. So, we can hierarchically organize systems that we want to diagnose. Once we have identified a higher-level component as a misbehavior's source, we can diagnose the system that corresponds to the component. In this representation, a component's behavior is given by the behavior of its corresponding subsystem.
Although rough guidelines for modeling exist, we know of no method for developing adequate diagnosis models. Instead, creating an appropriate diagnosis model is a rather iterative procedure. Once we create a model, we must evaluate it empirically. By changing the structural and behavioral description's abstraction level, the components' granularity, or both, we can evaluate the effects on computational effort and the obtained diagnoses. We must repeat this procedure until we obtain a model that suffices the diagnosis application's requirements. So, the hard task in model-based diagnosis is finding an appropriate model that is abstract enough to be computationally tractable but detailed enough to provide significant diagnosis results. 
Software debugging
Because the software systems that control modern society's infrastructure are vulnerable to attack, their survivability is extremely important. Model-based techniques for diagnosing potentially compromised software systems have successfully aided self diagnosis and failure recovery. 1 Model-based diagnosis has also successfully been applied to debug hardware designs. If verification or simulation identifies a faulty behavior, the error's location in the source code is of particular interest. However, in today's fast-paced economy, where time to market is increasingly important, fault localization and error correction take considerable time. So, automating this process is highly desirable. 2 Moreover, model-based techniques have been applied to software-debugging applications for specific programming languages. For example, Wolfgang Mayer and his colleagues recently presented results for debugging Java programs. 3 
Equipment configuration
Effective configuration development requires support for testing and debugging. Almost every vendor of enterpriseresource-planning or online-store systems applies knowledgebased configuration techniques. Because a configuration knowledge base is software that needs debugging during maintenance, it can benefit from consistency-based diagnosis. 4 
Vehicle diagnosis
In the automotive industry, Martin Sachenbacher, Peter Struss, and Claes M. Carlén presented a car prototype with onboard diagnosis. 5 Most work in onboard and off-board diagnosis focuses on the diagnosis of electronic components and involves Failure Mode and Effect Analysis (FMEA) or the creation of decision trees.
Space probes
NASA's Deep Space One used a model-based diagnosis unit and a reactive planner for control and automatic error correction. The diagnosis unit successfully employed Brian Williams and P. Pandurang Nayak's model-based diagnosis system. 6 Other areas Model- The only limitation of model-based diagnosis is that it requires a model. This model need not capture all the system's aspects. It needs to identify only those aspects that help to identify the system's malfunctioning parts and then model those aspects appropriately. When a model is unavailable, creating a simple model that fulfills the requirements is often possible. However, in some cases where no model is available but much data regarding faulty behavior and the corresponding faults is available, other approaches from machine learning (for example, decision trees or neural networks) are perhaps more appropriate for developing a diagnostic system. If no (or insufficient) data is available, modelbased diagnosis seems to work better. 
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