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We investigate low-temperature dephasing in several model systems, where a quantum degree
of freedom is coupled to a bath. Dephasing, defined as the decay of the coherence of inital non-
equilibrium states, also influences the dynamics of equilibrium correlation and response functions,
as well as static interference effects. In particular in the latter case dephasing should be distin-
guished from renormalization effects. For illustration, and because of its relevance for quantum
state engineering in dissipative environments, we first reconsider dephasing in spin-boson models.
Next we review Caldeira-Leggett models, with applications, e.g., to persistent currents in mesoscopic
rings. Then, we analyze the more general problem of a particle which interacts with a quantum
field V (t, r(t)), the fluctuations of which are characterized by a dielectric function ǫ(ω,k). Finally,
we compare this model, both the formulation as well as the results, to the problem of interacting
electrons in a diffusive conductor.
I. INTRODUCTION
A particle prepared in a non-equilibrium state and in-
teracting with an environment usually relaxes to equi-
librium. The decay of the off-diagonal elements of its
density matrix is denoted as dephasing. More generally,
any state of the particle described by mixture with den-
sity matrix ρˆ 6= ρˆ2 can be interpreted as manifestation
of dephasing. This applies for reduced density matri-
ces, obtained after tracing out the environment, also in
equilibrium and even in the ground state of the total
system. We further note that certain correlation and re-
sponse functions of the particle decay, a fact which may
be related to dephasing as well. Again this decay is ob-
servable although the expectation values are evaluated in
the ground state of the total system. All these manifesta-
tions of dephasing have the same origin: the interaction
and entanglement of the particle with an environment,
combined with the reduction of the description to a sub-
system of the total system. The interaction usually has
further consequences, incl. relaxation, dissipation, as well
as renormalization effects. These effects, while closely re-
lated, must be carefully distinguished from each other.
In this article we consider several model systems, which
in part can be analyzed exactly, with the idea to illustrate
different manifestations of dephasing and the distinction
to relaxation and renormalization effects. First we review
spin-boson models [1, 2]. Depending on the spectrum of
the bath one finds dephasing, manifest as the decay of
the coherence of an initial non-equilibrium state, even at
T = 0. We further show that equilibrium correlation and
response functions decay on a time scale which coincides
with the dephasing time [3]. On the other hand, some
effects of the coupling to the bath can be interpreted as
renormalization effects. The results are relevant, e.g., in
the context of quantum manipulations of quantum sys-
tems in a dissipative environment [4].
Next we review Caldeira-Leggett (CL) models [5] of a
particle coupled linearly to a bath of oscillators and arrive
at similar conclusions. As an application we consider
persistent currents in mesoscopic rings with interactions
[6, 7, 8, 9, 10]. We then analyze the problem of a particle
which interacts with a quantum field Vˆ as described by
the Hamiltonian
Hˆ =
pˆ2
2m
− eVˆ (t, rˆ) + Hˆenv(Vˆ , ψˆ) . (1)
The field Vˆ (t, rˆ) fluctuates due to the coupling to further
environment degrees of freedom ψ. Its fluctuations are
characterized by a frequency- and wave-vector-dependent
dielectric function ǫ(ω,k), thus generalizing the effect of
the bath in the CL model. In spite of the differences we
find results similar to those mentioned above, including
a finite dephasing time at T = 0.
The results for the dephasing time of the last model
coincide with those derived in Ref. [11] (GZ) for the prob-
lem of interacting electrons in a diffusive conductor. In-
deed, the interaction between electrons can be accounted
for by a fluctuating field Vˆ (t, rˆ), however, since the elec-
trons are indistinguishable one has to account for the
Pauli principle. An appropriately generalized formula-
tion of the problem has been presented by GZ [11, 12].
They argued that the modifications do not yield qualita-
tive changes for the dephasing time. This conclusion has
been challenged; for a discussion see, e.g., Refs. [13, 14].
II. SPIN-BOSON MODEL
The spin-boson model has been studied extensively be-
fore [1, 2]; the analysis of the following section is partially
based on work presented in Ref. [3]. The spin-boson
model describes a two-state quantum system coupled to
a bath of oscillators with Hamiltonian
Hˆ = −∆E
2
σˆz + Xˆ(cos θ σˆz − sin θ σˆx) +
∑
k
h¯ ωk aˆ
+
k aˆk .(2)
Here ∆E is the bare energy splitting between the lev-
els of the two-state system. The bath operator Xˆ =
2∑
k ck(aˆk+ aˆ
+
k ) couples ‘longitudinally’ to σˆz and ‘trans-
verse’ to σˆx, depending on the angle θ. In thermal equi-
librium the Fourier transform of the symmetrized corre-
lation function of this operator,
SX(ω) ≡
〈
[Xˆ(t), Xˆ(t′)]+
〉
ω
= 2h¯Js(ω) coth
h¯ ω
2kBT
, (3)
depends on the bath spectral density Js(ω) ≡
(π/h¯)
∑
k c
2
k δ(ω − ωk). At low frequencies it typically
follows a power-law up to a high-frequency cutoff ωc,
Js(ω) =
π
2
h¯α ω1−s0 ω
sΘ(ωc − ω) . (4)
The spin-boson model has been studied mostly for baths
with Ohmic spectrum (s = 1). In general, for dimen-
sional reasons a frequency scale ω0 has been introduced in
(4), although Js(ω) depends only the combination αω
1−s
0 .
We could choose ω0 equal to the high frequency cutoff ωc
of the bath [1], however for later discussion it is more
convenient to distinguish both.
A. Relaxation of a non-equilibrium state
Two different time scales describe the evolution in the
spin-boson model. The dephasing time τϕ characterizes
the decay of the off-diagonal elements of the spin’s re-
duced density matrix ρˆ(t) in the eigenbasis of H0. Fre-
quently one encounters an exponential long-time depen-
dence, ρˆ(t)12 ∼ e−t/τϕ , but other decay laws may emerge
as well. The second, the relaxation time scale τrelax, char-
acterizes how diagonal entries tend to their thermal equi-
librium values, ρˆii(t) − ρˆeqii ∼ e−t/τrelax . Both times were
evaluated in Refs. [1, 2] with the results
τ−1relax =
1
h¯2
sin2 θ SX (ω = ∆E/h¯) , (5)
τ−1ϕ =
1
2
τ−1relax +
1
h¯2
cos2 θ SX(ω = 0) . (6)
For transverse coupling (∝ sin θ) the fluctuating field in-
duces transitions between the eigenstates of the unper-
turbed system. For longitudinal coupling (∝ cos θ) it still
contributes to dephasing, since it leads to fluctuations
of the eigenenergies and, thus, to a random phase shift.
This is the origin of the second, “pure” dephasing term
Γ∗ϕ = SX(ω = 0)/h¯
2 in Eq. (6). For an Ohmic environ-
ment at T 6= 0 one finds Γ∗ϕ = 2παkBT/h¯. At T = 0, on
the other hand, for most spectra the expression (6) yields
a vanishing or divergent result for Γ∗, demonstrating the
need for a more detailed analysis.
In the limit of purely longitudinal coupling, θ = 0,
the analysis can be done exactly. Assuming a fac-
torized initial density matrix one finds ρˆ12 ∼ Pωc(t).
The function Pωc(t) (known from the “P (E)”-theory
[15, 16]) can be expressed as Pωc(t) = e
K(t), with
K(t) = 4πh¯
∫ ωc
0
dω J(ω)ω2
[
coth
(
h¯ω
2kBT
)
(cosωt−1)−i sinωt].
For an Ohmic bath (s = 1), finite temperatures, and
t > h¯/kBT it reduces to ReK(t) ≈ −π α 2kBTh¯ t, consis-
tent with Eq. (6). On the other hand, for lower temper-
atures or shorter times, 1/ωc < t < h¯/kBT , one finds
ReK(t) ≈ −2α ln(ωct), implying a power-law decay
ρˆ12(t) = (ωct)
−2αe−i∆Et/h¯ρˆ12(0) . (7)
Thus even at T = 0 the off-diagonal elements of the den-
sity matrix decay in time. It should be noted that all
oscillators up to the cutoff ωc contribute to this decay.
For sub-Ohmic baths (0 < s < 1) with high
density of low-frequency oscillators exponential de-
phasing is observed for all temperatures and times:
ρˆ12 ∝ exp[−α(ω0t)1−s] for t < h¯/kBT , while ρˆ12 ∝
exp[−αT t (ω0t)1−s] for t > h¯/kBT . Thus the dephas-
ing rate is Γ∗ϕ ∝ α1/(1−s)ω0 for T < α1/(1−s)ω0 and
Γ∗ϕ ∝ (αT/ω0)1/(2−s)ω0 for T > α1/(1−s)ω0.
In the super-Ohmic regime (s > 1) after an initial de-
cay on time scale ω−1c , the exponent ReK(t) saturates
at a finite value ReK(∞) = −α(ωc/ω0)s−1, and the off-
diagonal element ρˆ12 stays constant for t < h¯/kBT . At
longer times, t > h¯/kBT , if s < 2 an exponential decay
is observed, ρˆ12(t) ∝ exp[−αT t (ω0t)1−s], whereas for
s ≥ 2 there is almost no additional decay.
B. Renormalization effects
Above we assumed factorized initial conditions: the
bath was prepared in the equilibrium state characterized
by temperature T , while the spin was prepared in an ar-
bitrary initial state. Thus dephasing is to be expected
even at vanishing bath temperature. This initial con-
ditions can be achieved in principle by applying sudden
pulses to rotate the spin. In a real experiment, however,
the preparation pulse takes a finite time, τp, during which
the bath oscillators partially adjust to the changing spin
state. This will modify the results for dephasing [3].
For example, a π/2-pulse, which transforms the state
|↑〉 → 1√
2
(|↑〉 + |↓〉), is accomplished by applying a field
Hˆp = h¯ωpσˆx for a time τp = π/2ωp. In this case oscil-
lators with high frequencies, ωk ≫ ωp, follow the spin
adiabatically, while those with low frequency, ωk ≪ ωp,
do not change their state. Assuming that the oscillators
can be split into these two groups, we arrive at an initial
state where only the low-frequency oscillators are factor-
ized from the spin 1√
2
(
|↑〉 ⊗
∣∣∣gh↑〉+ |↓〉 ⊗ ∣∣∣gh↓〉) ⊗ ∣∣∣gl↑〉.
Here the superscripts ‘h’ and ‘l’ refer to high and low
frequencies and the states
∣∣g↑/↓〉 are the ground states of
the Hamiltonians Hˆ↑/↓ ≡
∑
k h¯ ωk aˆ
+
k aˆk ± Xˆ .
For the off-diagonal element of the density matrix we
now obtain ρˆ12 = Z(ωc, ωp)Pωp(t). Here Z(ωc, ωp) ≡
|〈gh↑ |gh↓〉| describes the effect of high-frequency bath os-
cillators and should be interpreted as a renormalization,
while the factor Pωp(t) =
〈
gl↑
∣∣∣ e−iH↓t/h¯ ∣∣∣gl↑〉, which re-
duces to the same form as Pωc(t) described before except
3that the high-frequency cutoff is reduced to ωp, describes
dephasing due to low-frequency modes.
The criterion to distinguish between both is the fact
that renormalization effects are reversible, as illustrated
by a continuation of the Gedanken experiment: After
the preparation π/2-pulse we allow for a free evolution
of the system for some time t, when the state evolves
as 1√
2
(
ei∆Et/2 |↑〉 ⊗
∣∣∣gh↑〉⊗ ∣∣∣gl↑〉+ e−i∆Et/2 |↓〉 ⊗ ∣∣∣gh↓〉⊗
e−iH↓t/h¯
∣∣∣gl↑〉). Then we apply a (−π/2)-pulse (also of
width π/2ωp) and measure σˆz . Without dissipation the
result would be 〈σˆz〉 = cos(∆Et), with dissipation we ob-
tain [3] 〈σˆz〉 = Re
[
Pωp(t)e
−i∆Et]. I.e., the amplitude of
the coherent oscillations is reduced by the factor |Pωp(t)|,
associated with slow oscillators. It describes dephasing,
since there is no way to reverse the time evolution con-
tained in this factor. In contrast, the factor Z(ωc, ωp)
does not appear in the final signal. It originates from
the overlap of the high-frequency oscillator wave func-
tions,
∣∣∣gh↑〉 and ∣∣∣gh↓〉. They have been manipulated adi-
abatically, and this effect can be reversed. This effect is
properly described by the concept of renormalization.
The distinction between both effects can also be
demonstrated if we discuss the Gedanken experiment us-
ing renormalized spins, |↑˜〉 ≡ | ↑〉|gh↑〉 and |↓˜〉 ≡ | ↓〉|gh↓〉,
and reduce the high-frequency cutoff of the bath to ωp.
C. Correlation functions
In the limit θ = 0 we can also calculate exactly the lin-
ear response of σˆx to a weak field H1 = −(1/2)δBx(t)σx:
χ(t) =
i
h¯
Θ(t)〈[σˆx(t), σˆx(0)]〉 . (8)
Using the equilibrium density matrix
ρˆeq =
|↑〉 〈↑| ⊗ ρˆ↑ + e−β∆E |↓〉 〈↓| ⊗ ρˆ↓
1 + e−β∆E
, (9)
where ρˆ↑ ∝ exp(−βH↑) is the bath density matrix ad-
justed to the spin state |↑〉, and similar for ρˆ↓, we obtain
the imaginary part of the Fourier transform of the sus-
ceptibility, describing dissipation,
χ′′(ω) =
P (h¯ω −∆E) + e−β∆EP (h¯ω +∆E)
2(1 + e−β∆E)
− ...(−ω) .
(10)
For an Ohmic bath (s = 1) at T = 0 and positive values
of ω we obtain [3, 15, 16]
χ′′(ω) = Θ(h¯ω −∆E)e
−2γα(h¯ω −∆E)2α−1
2Γ(2α)(h¯ωc)2α
. (11)
We observe that the dissipative part χ′′ has a gap ∆E,
corresponding to the minimum energy needed to flip the
spin, and a power-law behavior as ω approaches the
threshold. This behavior of χ′′(ω) parallels the orthog-
onality catastrophe scenario. It implies that the ground
states of the bath for different spin states, |g↑〉 and |g↓〉,
aremacroscopically orthogonal. The form of the response
function for s = 1 is also known from the X-ray absorp-
tion in metals. For sub-ohmic spectra, as s decreases
the T = 0 shape of χ′′(ω) gradually evolves towards a
bell shape with width given by the dephasing rate. At
s = 0 it becomes a Lorentzian, which corresponds to the
exponential decay of |P (t)| in this case.
As χ′′(ω) characterizes the dissipation it is interesting
to distinguish again the roles of high and low frequency
oscillators. We use the spectral decomposition at T = 0,
χ′′(ω) = π
∑
ν
| 〈0|σx |ν〉 |2 [δ(ω − Eν)− δ(ω + Eν)] ,
where ν denotes the eigenstates of the system. These
are |↑〉 |n↑〉 and |↓〉 |n↓〉, where
∣∣n↑/↓〉 denote the excited
oscillator states of the Hamiltonians H↑/↓. The ground
state is |↑〉 |g↑〉, and the only excited states contributing
to χ′′(ω) are |↓〉 |n↓〉 with H↓ |n↓〉 = (ω −∆E) |n↓〉. I.e.
all oscillators with frequencies ωk > ω −∆E have to be
in the ground state. Thus we find for ωp > ω −∆E
χ′′ωc(ω) = Z
2(ωc, ωp)χ
′′
ωp(ω) . (12)
To interpret this result we note that for a model in-
cluding a g−factor in the coupling to transverse fields,
H1 = −(g/2)δBx(t)σˆx, the energy absorption is propor-
tional to g2. Thus, the response function (12) of the spin
at frequencies ω < ωp + ∆E coincides with the one of
a model with g = Z(ωc, ωp) and cutoff ωp. Again, this
property of the high-frequency oscillators is naturally as-
sociated with a renormalization phenomenon.
III. PARTICLE PLUS OSCILLATOR BATH
In this section we consider an exactly solvable special
case of the Caldeira-Leggett model [5], namely a free par-
ticle coupled linearly to a bath of oscillators,
Hˆ =
pˆ2
2m
+
∑
k
[
Pˆ 2k
2mk
+
mkω
2
k
2
(
Rˆk − ck
mkω2k
xˆ
)2]
. (13)
The properties of this model strongly depend on the fre-
quency spectrum of the bath. Here we consider mostly
the Ohmic case with
J(ω) ≡ π
2
∑
k
c2k
mkωk
δ(ω − ωk) = mγωθ(ωc − ω), (14)
where γ is the damping rate in the equation of motion
derived from (13) in the classical limit.
A. Equilibrium density matrix at T = 0.
For an Ohmic spectrum (14) in the ground state
of the total system (particle plus bath) the re-
4duced density matrix of the particle ρˆ(x1 − x2) =∫
dRk Ψ0(x1, Rk)Ψ
∗
0(x2, Rk), is found to be
ρˆ(x1 − x2) = exp
[−(x1 − x2)2/2L2ϕ] . (15)
I.e. the density matrix decays if |x1−x2| exceeds a certain
length Lϕ, which for an Ohmic spectrum is
Lϕ =
√
πh¯
mγ ln(ωc/γ)
. (16)
This decay can be observed in equilibrium interference
experiments, e.g., in the persistent current of a particle
in a ring threaded by a magnetic flux. For a free particle
the amplitude of the current decays with increasing ring
radius R as I ∝ 1/mR2. If the particle is coupled to an
Ohmic bath, this amplitude decays exponentially [8, 17],
I ∝ exp(−R2/L2ϕ), on the scale given by Lϕ.
If the bath spectrum has a gap at low frequencies, then
with increasing radius the persistent current decreases
rapidly, but beyond some radius it crosses over to the
1/R2-dependence characteristic for free particles. Exam-
ples are provided by the models studied in Refs. [7, 8, 10].
In this case, the effect of the environment can be inter-
preted as a renormalization of the particle mass. On
the other hand, for an Ohmic bath [8, 9, 17, 18] such
an interpretation is not possible. In order to get fur-
ther insight and to distinguish between dephasing and
renormalization effects one should analyze the behavior
of other physical quantities, such as, e.g., fluctuations [6]
or the real-time decay of non-equilibrium states. Below
we will provide arguments why we interpret the reduc-
tion of the persistent current as evidence of dephasing
and justify denoting the length scale Lϕ as ‘dephasing
length’.
B. Relaxation of a non-equilibrium state
Above we illustrated effects of the bath in the ground
state of the total system. To examine the question
whether they are related to dephasing processes, we con-
sider the relaxation of an excited state. We start from
a factorized initial state ρˆtotal = ρˆ
(0)
particle ρˆbath(T = 0),
where initially the particle is in a superposition of two
plane waves with opposite momenta:
ρˆ
(0)
particle = ψ(x1)ψ
∗(x2), ψ(x) =
eikx + e−ikx√
2
. (17)
The time evolution of the reduced density matrix of
the particle can be expressed by an influence func-
tional [5] ρˆreduced(t, x1, x2) =
∫
J(t, x1, x2, x
(0)
1 , x
(0)
2 )
×ρˆ(0)particle(x(0)1 , x(0)2 ) dx(0)1 dx(0)2 , which in turn can be writ-
ten as a path integral
J =
∫
Dx1Dx2e ih¯ {S0[x1]−S0[x2]−SR[x1,x2]+iSI[x1,x2]}.
(18)
Here S0 is the action of a free particle, while SR and SI
are associated with the bath. For the sake of brevity we
do not present explicit forms of J and the actions SR/I.
We only note that the path integral (18) can be evaluated
exactly with the result [5]
ρreduced(t, x, x) = 1 + e
−F (t) cos[2kx], (19)
where
F (t) =
2k2
πmγ
∫ t
0
dt1
∫ t
0
dt2
∫ ωc
0
dω h¯ω coth
h¯ω
2T
× cos[ω(t1 − t2)](1 − e−γt1)(1− e−γt2). (20)
The exponent F (t) describes the suppression of inter-
ference, i.e. dephasing. We note that it contains only
coth h¯ω2T , rather than the combination coth
h¯ω
2T − 1 ex-
pected from Golden Rule type arguments. The function
F (t) arises as the imaginary part of the action SI (18)
evaluated on the saddle-point paths x1,2. It is, thus, af-
fected by SR through the damping of these paths, which
leads to the factors 1 − exp[−γt1,2] in (20). The role of
SR has been discussed recently also in Refs [13, 14].
The dephasing time is naturally defined from the con-
dition F (τϕ) = 1. For long and short times we find
F (t) =
4k2
πmγ
×
{
(γt)2 lnωct for γt≪ 1,
π ln(ωct) for γt≫ 1. (21)
Now we distinguish two cases:
(1) k ≫ 1/Lϕ. In this case the short-time asymptotic is
sufficient to determine the dephasing time. We find
τϕ ≈ 1
v
√
πh¯
2mγ ln(πh¯ω2c/4mγv
2)
, with v =
h¯k
m
. (22)
Comparing to Eq. (16) we observe Lϕ ∼ vτϕ, i.e., there
exists a simple relation between the dephasing time as-
sociated with the relaxation of a non-equilibrium state
and the ‘dephasing length’ Lϕ found as a ground state
property. For later use we also note that τϕ can be
obtained directly from SI, since for γt ≪ 1 we have
F (t) ≈ 1h¯SI(t, vt′,−vt′). (In this limit the real part of
the action SR (18) has no effect on τϕ. On the other
hand, it may be important in other contexts, e.g., for the
evaluation of the relaxation rates [11, 14].)
(2) k ≪ 1/Lϕ. This case is governed by the long-time
asymptotics of F (t). The classical relaxation, which is
influenced by SR, is strong. The interference pattern de-
cays as a power-law with exponentially long dephasing
time τϕ ≈ ω−1c exp
[
h¯2mγ/(4m2v2)
]
. No simple relation
between τϕ and Lϕ can be established in this limit.
C. Correlation functions
The dephasing in time can be observed also in the de-
cay of equilibrium correlation functions, such as C(t) =
5〈a1(xˆ(t))a2(xˆ(0))〉, where a1,2(x) are arbitrary func-
tions of coordinates. For translationally invariant sys-
tems we can express it by Fourier transforms C(t) =∫
dk
2π a˜1(k)a˜2(−k)K(t, k), depending on the correlator
K(t, k) = 〈eikxˆ(t)e−ikxˆ(0)〉. (23)
For a free particle K(t, k) = exp[− ih¯ h¯
2k2
2m t] evolves with
a pure phase factor, while a decay signals a dephasing
process. In the presence of the bath we find an expression
analogous to that appearing in the P (E)−theory [15, 16]
K(t, k) = exp
{
− h¯k
2γ
πm
∫ ∞
0
dω
ω(ω2 + γ2)
×
(
coth
h¯ω
2T
(1 − cosωt) + i sinωt
)}
. (24)
At T = 0 it reduces to
|K0(t, k)|2 ≃
{
exp
[− h¯γk2πm ln ( 1γt)t2] for γt≪ 1
exp
[− 2h¯k2πmγ (ln γt+ 0.5772..)] for γt≫ 1,
(25)
decaying on the time scale
τϕ ≈
{
(1/v)
√
πh¯/mγ ln[kLϕ] for k ≫ 1/Lϕ
γ−1 exp{πh¯γ/2mv2} for k ≪ 1/Lϕ. (26)
Again we find a simple relation Lϕ ∼ vτϕ for k ≫ 1/Lϕ,
but no simple relation in the opposite limit.
To illustrate the respective roles of high- and low-
frequency oscillators, it is useful to consider the coupling
to only one oscillator. In this case one finds at T = 0
K(t) = exp
{
− i
1 + α
h¯k2
2m
t− αh¯k
2
(
1− e−iΩt)
2mω(1 + α)3/2
}
, (27)
where α = c2/mMω4 is the coupling strength, and ω and
Ω = ω
√
1 + α are the bare and renormalized frequency of
the oscillator, respectively. The function K(t) now dis-
plays the phenomenon of beating. If the bath contains
many oscillators the beating adds up to an incoherent de-
cay. Clearly this effect cannot be interpreted in terms of
renormalization of the particle mass. On the other hand,
if the detector is not sensitive to the particle’s position
and the frequency of the external field is less than Ω,
then only the motion of the center of mass is important
and one can consider the system “particle+oscillator” as
a single particle, analogue to a molecule with the mass
M + m. This effect can be regarded as a mass renor-
malization. Finally, we note that the effect of oscillators
with very low frequencies can never be interpreted as a
mass renormalization.
IV. PARTICLE IN A QUANTUM FIELD
Next we consider a particle coupled to an electromag-
netic environment as described by the Hamiltonian (1).
In the classical limit the fluctuations of the field V (t, r)
are characterized by the dielectric function ǫ(ω,k). In
general the fluctuations are produced by a quantum en-
vironment and, hence, the field should be treated as a
quantum field itself. Therefore, within the path integral
formulation on the Keldysh contour, the fluctuating field
on the forward part of the contour V1(t, r) is to be dis-
tinguished from the one on the backward part V2(t, r).
Both fields are Gaussian distributed with correlators
〈Vi(t, r)Vj(0, 0)〉 = h¯I(t, r) + ih¯
2
[(−1)iR(t, r) +
+ (−1)jR(−t,−r)], (28)
where I(ω,k) = Im
(
−4π
k2ǫ(ω,k)
)
coth h¯ω2T and R(ω,k) =
4π
k2ǫ(ω,k) . We observe that Im(−1/ǫ(ω,k)) generalizes the
spectral density J(ω) in CL-like models. In what follows
we concentrate on the Drude model of a normal metal
with dielectric function
ǫ(ω,k) =
4πσ
−iω +Dk2 . (29)
Similar models have been discussed by Weiss [2], Guinea
[8, 19], and Cohen [20].
The evolution of the density matrix can be described
again by an influence functional
J =
∫
Dr1Dr2 e
i
h¯
∫
t
0
dt′ m
2
(r˙21−r˙22)
×
〈
e
i
h¯
∫
t
0
dt′ (eV1(t
′,r1)−eV2(t′,r2))
〉
V1,V2
,
which, after averaging over V1,2, acquires the form (18)
where (using the notation r′j = rj(t
′))
SR =
e2
2
∫ t
0
[R(t′ − t′′, r′1 − r′′1 )−R(t′ − t′′, r′2 − r′′2 )
+R(t′ − t′′, r′1 − r′′2)−R(t′ − t′′, r′2 − r′′1 )] dt′dt′′,
SI =
e2
2
∫ t
0
[I(t′ − t′′, r′1 − r′′1) + I(t′ − t′′, r′2 − r′′2 )
− I(t′ − t′′, r′1 − r′′2 )− I(t′ − t′′, r′2 − r′′1 )] dt′dt′′.
A. Equilibrium properties.
The partition function of the system with Hamilto-
nian (1) can expressed similar as the corresponding ex-
pressions in the real-time formalism by a path integral
Z ∼ ∫ Dr e−(S0[r]+Sint[r]), where S0[r] = ∫ h¯β0 dτ mr˙22 and
Sint[r] =
e2
2
∫ h¯β
0
dτ
∫ h¯β
0
ds T
∑
ων
∫
d3k
(2π)3
× 4π
k2ǫ(i|ων |,k)e
−iων(τ−s)+ik(r(τ)−r(s)). (30)
As an example we consider again the persistent current
of a particle on a ring with fluctuations characterized by
6a Drude dielectric function (29). This problem has been
addressed in Ref. [9]. A decay of the persistent current
has been found for radii exceeding a length scale, R >∼ Lϕ,
Lϕ ∼ l(kF l)2. (31)
Here l is the mean free path of electrons in the metal,
and kF the Fermi wave vector.
B. Decay of a non-equilibrium state
Continuing as in previous sections, we consider the
time evolution of a non-equilibrium state with factorized
initial density matrix. The initial state of the particle is
again assumed to be a sum of two counter-propagating
plane waves ψ0(r) ∝ eikr + e−ikr. The visibility of the
resulting interference pattern decays in time as e−F (t).
The exact solution of this problem is not possible, but
for short times we find
F (t) ≈ SI[vt′,−vt′]/h¯ ≈ t/τϕ , (32)
where the effective velocity is v = h¯k/m, and
1
τϕ
≈ 2e
2
vπh¯
∫ ∞
0
dk
k
∫ kv
0
dω Im
( −1
ǫ(ω,k)
)
coth
h¯ω
2T
. (33)
We stress that this form is valid only if the effective ve-
locity v is high enough, as only in this case the expression
(32) is applicable in the whole interval 0 < t < τϕ.
The Drude formula gives Im (−1/ǫ(ω,k)) = ω/(4πσ)
for k < kmax. Hence Eq. (33) reduces for T = 0 to
1
τϕ
=
e2vk2max
8π2h¯σ
, (34)
which allows us to define a velocity-independent dephas-
ing length
Lϕ = vτϕ =
8π2h¯σ
e2k2max
. (35)
If we choose kmax = 1/l, where l is the mean free path,
thus accounting for the fact that the Drude expression is
not valid at shorter length scales, we recover (31). I.e.,
as in the previous models, we observe a close relation
between dephasing in real time and the reduction of in-
terference effects in equilibrium.
For completeness, we mention that the correlation
function K(t) = 〈eikxˆ(t)e−ikxˆ(0)〉 also decays at the same
time scale τϕ.
V. INTERACTING ELECTRONS
The model considered in the previous section captures
essential features of the problem of interacting electrons
in disordered conductors. Both the particle in the exam-
ple studied above and the electron propagating in a disor-
dered conductor interact with a quantum field Vˆ (t, r) (in
the latter case produced by all other electrons). On the
other hand, an important and necessary extension is due
to the property that the interacting electron is indistin-
guishable from those producing the fluctuating quantum
field, and the Pauli principle has to be obeyed. A general
path integral formulation for this problem of interacting
electrons, which accounts for the Pauli principle, was for-
mulated in Ref. [11] (GZ). Here we do not attempt to re-
peat this derivation; we merely proceed with a summary
of the main conclusions:
The description of GZ yields effective actions SR and SI
similar to those found above. More precisely, SI is un-
changed, while the function R in the expression for SR
should be multiplied by 1 − 2f(H0(p, r)), where f(ξ) is
the Fermi function and H0 the Hamiltonian of a non-
interacting electron. This fact has a transparent physi-
cal interpretation. Since at low temperature the factor
1 − 2f(ξ) approaches sign(ξ − µ) it effectively implies
an energy-dependent dissipation: Above the Fermi level
(ξ > µ) the electron can lose energy due to the interac-
tion with the bath formed by all other electrons, whereas
the effect of the same bath for ξ < µ is to push up the
holes to the Fermi surface.
The above picture accounts for the difference between
the many-body Fermi system and that of a quantum par-
ticle distinguishable from its environment. However, as
GZ stress this difference is unimportant for the dephas-
ing effect produced by the interaction. The latter effect is
due to quantum noise rather than dissipation and it is de-
scribed by the term SI, which is not sensitive to the Pauli
principle. Accordingly, the expression for τϕ which they
derive [11] coincides with the one found in the previous
section if one sets v = vF. The Pauli principle may in-
fluence the quantum corrections to the classical electron
action. GZ had argued [11] that they only determine the
pre-exponent, and thus are irrelevant for the dephasing
time. On the other hand, von Delft recently conjectured
[13] that this effect may be responsible for the discrep-
ancy between the conclusion of GZ and others [21]. In
response, GZ [12] explicitly analyzed the quantum cor-
rections, thus confirming their earlier conclusions.
VI. SUMMARY
We have studied the effect of interactions and cou-
pling to baths in several model systems. This includes
spin-boson models, a particle interacting with a Caldeira-
Leggett bath, as well as more general baths with space
and time dependent fluctuation. In these models, in
contrast to the scattering problems discussed by Imry
[22], we have demonstrated that dephasing effects are
observable at low temperature in: (i) the decay of a
non-equilibrium initial state, (ii) the decay of certain
equilibrium correlation and response functions, and (iii)
7equilibrium properties: e.g., the suppression of persistent
currents.
Although details depend on the model, e.g. the spec-
trum of the bath, our main conclusions are: (a) In all
the models considered we find a reduction of interfer-
ence effects due to the coupling to the bath down to zero
temperature. (b) Similarly we find that dephasing, un-
derstood as the decay of non-equilibrium initial states,
persists down to zero temperature. (c) Response and cor-
relations functions decay on the same time scales, even if
evaluated in the ground state. (d) In some cases the dis-
tinction between dephasing and renormalization effects
is ambiguous. An example is the reduction of equilib-
rium interference effects. However, we observe that the
coupling to the bath which produces the dephasing in
nonequilibrium situations determines in the same combi-
nation of parameters the reduction of interference effects.
For this reason we associate these effects with dephasing
as well. (e) We observe similarities in formulation and
results between the model for a particle in a fluctuating
field and the problem of interacting electrons in disor-
dered metals.
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