Abstract-In this study, online identification of state delays is discussed. First, a novel adaptive time delay identification technique is proposed for general classes of autonomous nonlinear systems subject to state delays. As an extension, this technique is modified to design a tracking controller for general classes of nonlinear systems subject to state delays. The main novelty of this controller is that identification of unknown state delays is ensured while output tracking objective is satisfied. Extensive numerical simulations are presented that demonstrate the efficiency of the time delay identification algorithm and the tracking controller.
I. INTRODUCTION
Time delay, also named as time difference of arrival or dead time in different disciplines, is an important research area mostly due to its negative effects (such as instability or reduced performance) on systems [1] . Time delay may originate from the dynamics of systems, or may be introduced by feedback loops, sensors, and communication lines. Since time delay is a real problem that occurs in several systems, significant amount of research has been conducted on its effects on stability, and identification and control methods for time delayed systems. A broad overview on time delay and its effects on systems may be found in Richard's work [1] . Niculescu and Gu also presented a broad overview, that particularly focused on engineering applications and recent progresses of stability and control of time delay systems [2] . A significant amount of research was devoted to designing time delay identification algorithms [3] , [4] , [5] , [6] , [7] , [8] , [9] , [10] , [11] , [12] , [13] , [14] . Most of the past research on time delay identification were usually presented for linear or linearized systems and review of the relevant past research highlights the fact that there are no time delay identification algorithms for general classes of nonlinear systems. Due to the negative effects of time delay on stability and performance, a significant amount of research was devoted to designing controllers for systems subject to time delays. Gu et al. [2] and Zhong [15] investigated robust control and robust stability of time delay systems. Schoen investigated the stability of time delay systems by using Razumikhin theory, Lyapunov-Krasovskii theory, and eigenvalue consideration [16] . In [17] , Krstic focused on systems with input delays and converted the problem to boundary control of partial differential equations after introducing a transformation. Niculescu analyzed effects of time delays on stability of dynamical {alperbayrak,envertatlicioglu}@iyte.edu.tr systems [18] . In [19] , Mazenc et al. presented results of robustness with respect to delay in the input and gave proofs based on Lyapunov-Krasovskii functionals constructions. For nonlinear systems subject to state delays, accurate knowledge of time delays is advantageous for control development, however time delay is usually unknown. To overcome this problem, estimating time delay while controlling the system may be an effective method. In [20] , Peng et al. considered the Smith predictor based controller design for network control systems with time delay identification. Zhang and Li presented a fuzzy Smith predictor based controller for time-varying processes based on time delay identification for signal processing applications [21] . In [22] , Zhang and Li proposed a control method for teleoperation systems based on time delay identification. Review of the relevant literature highlights the fact that there are no notable control approaches based on time delay identification. The approaches in the literature are usually valid for some special cases, and not for general nonlinear systems. In this work, first, general classes of autonomous nonlinear systems subject to state delays is considered and a novel time delay identification technique is proposed. While designing the identification algorithm, the time delay is considered as a nonlinear parameter affecting the system, and the nonlinear parameter identification method in [23] is utilized as the time delay identification method. In the design of the time delay identification algorithm, auxiliary observer-like signals are designed. The stability of the closed-loop system and the convergence of the time delay identification can be proven via Lyapunov based methods. When compared with the literature, the proposed time delay identification is designed via Lyapunov based methods, it works online, and it can be applied to general classes of nonlinear systems without imposing any restrictions. As an extension, general classes of nonlinear systems subject to state delays is considered and a tracking controller is designed. The main novelty of this part is that while the controller ensures tracking of a desired trajectory, state delays can be identified online. Extensive numerical simulations are presented that demonstrate the validity of the time delay identification algorithm and the tracking controller.
II. SYSTEM MODEL
The following system is considereḋ
m is state vector, and τ ∈ R n denotes unknown constant time delay vector. In this system, derivative of m th component of state vector may consist of all components of the state vector and their delayed forms (for example, see (36) for the mathematical model of chattering phenomenon during metal cutting operation). It is assumed that the structure of f is known and the state vector x(t) is measurable. As a consequence of the properties of the differential model in (1), x(t) is continuous, bounded, and Lipschitz in time as
where L 1 ∈ R is a positive Lipschitz constant. Assumption 1: It is assumed that τ , the unknown time delay vector, is bounded and is in a known hypercube Ω ⊂ R n . Assumption 2: It is assumed that, for any x and t, the function f is either concave or convex on a simplex
1 Ω s in R n , and also Ω s ⊃ Ω. Assumption 3: It is assumed that f (τ 0 , x, t) is Lipschitz with respect to its arguments in the sense that
where ∆x
, and L 2 ∈ R is a positive Lipschitz constant.
III. TIME DELAY IDENTIFIER DESIGN
In this section, auxiliary observer-like signals will be designed to facilitate the error system design and the time delay identifier will be designed subsequently. Observer-like signals, denoted byx i (t) ∈ R i = 1, ..., m, are updated according to the following rulė
. . .
wherex i x i −x i ∈ R, i = 1, ..., m are the observer errors,
n is the estimate of τ , α ∈ R is a positive 1 A simplex in R n is a convex polyhedron with n + 1 vertices.
constant gain, a * (t) ∈ R is the tuning function, r(t),x ε (t) ∈ R are auxiliary error signals defined as
where ε ∈ R is the desired precision, and sat(·) ∈ R is the standard saturation function defined as follows
∀z ∈ R. Following expressions can be obtained for the time derivatives of the observer errorṡ
where (1) and (4) were utilized. The following update law is proposedτ
where the projection strategy P roj{·} ∈ R n guarantees that τ (t) always belongs to the hypercube Θ and defined aŝ (10) where the subscript j denotes the j th element of the corresponding vector ∀j = 1, 2, . . . n, τ j,min , τ j,max ∈ R are the minimum and maximum values of the j th component of τ , respectively, φ * (t) ∈ R n is the sensitivity function, and Γ ∈ R n×n is a positive diagonal gain matrix. The solutions for φ * (t) and a * (t) are obtained from a min-max optimization problem of the following form [23] 
where J(r, f,f , τ, φ) ∈ R is a performance index defined as follows
whereτ (t) ∈ R n is the identification error defined as follows
The solutions for φ * (t) and a * (t) are obtained as:
where A(t) ∈ R (n+1) is given as follows
where
where β(·) ∈ R is defined as follows
In (21), f sh f (τ sh , x) ∀h = 1, 2, . . . , n + 1 where τ sh ∈ R n are the vertices of the simplex Θ s . In (16) and (18),
n is the gradient of f (·) defined as follows
Remark 1: The tuning errorx ε (t) and the saturation function sat(r) assure that the estimator is continuous even if a discontinuous solution of the min-max algorithm is obtained [23] .
Remark 2: The projection strategy in (10) assures the boundedness of theτ (t); thus, φ * (t) can be upper bounded as follows φ
where L φ ∈ R is a positive constant. Theorem 1: The observer dynamics in (4) and the adaptive update law in (9) guarantee stability and global boundedness of the closed-loop system, and |x ε (t)| → 0 as t → ∞.
Proof: The proof of this theorem is lengthy, and due to space constraints is not presented in this paper, and instead the reader is referred to [24] . In [24] , it was proven that x ε (t) ∈ L 2 ∩ L ∞ andẋ ε (t) ∈ L ∞ ; thus, from Barbalat's Lemma [25] , |x ε (t)| → 0 as t → ∞. From its definition in (5), it is easy to see that |x m (t)| is ultimately bounded in the sense that |x m (t)| ≤ ε as t → ∞. Linear analysis tools can then be utilized to prove that |x i (t)| ≤ ε as t → ∞, i = 1, 2, ..., (m − 1); thus, proving ultimate boundedness of the observer errors.
Theorem 2: The estimator assures that τ (t)
√ γ as t → ∞ provided the following nonlinear persistent excitation condition holds
where ν is maximum eigenvalue of Γ, t 2 ∈ [t 1 , t 1 + T 0 ], t 1 > t 0 , and T 0 , ε u ∈ R are positive constants. Proof: The proof of this theorem is lengthy, and the reader is referred to [26] for the proof or to [24] for a similar proof. It should be noted that, unlike our work, there is no gain matrix in the adaptive update rule in [24] .
Remark 3: From the definition of γ in (26), it is clear that γ can be made smaller by choosing a smaller ε. It should be noted that, as the desired precision ε → 0, then γ → 0; thus, the observer errors and the time delay identification error are driven to zero.
Remark 4: This algorithm can be applied to systems subject to input delay. In this case, the system model can be described asẋ
where u(t) ∈ R is the control input. In the case of u(t) being exposed to time delay(s), this time delay can also be considered as a member of time delay vector τ and can be estimated along with the state delays.
IV. TRACKING CONTROLLER WHILE IDENTIFYING TIME DELAYS
In this section, we design a controller for the following general nonlinear systemṡ
where u(t) ∈ R is the control input. The control objective is to design u(t) to guarantee that x 1 (t) tracks a desired trajectory, while identifying time delays. We can achieve this objective by redefining the error signalx 1 (t) as follows
where x d (t) ∈ R is a desired trajectory. Auxiliary filtered error signals, denoted byx i (t) ∈ R i = 2, ..., m, are defined as followsx
where k i ∈ R, i = 1, ..., (m − 1) are control gains. To facilitate the control design the time derivative ofx m (t) can be obtained as follows,
where (29), m-th order time derivative of (30), and (31) were utilized. The control input u(t) is designed as follows
After substituting (33) into (32), we obtain the following closed-loop error systeṁ
The rest of the development is considered to continue from (9). Remark 5: It can be seen that the expression in (34) is exactly same as the one in (8), and since the rest of the development is same, the stability analysis is valid and the proofs of Theorems 1 and 2 are applicable for this case as well. Thus, the proof of Theorem 1 ensures ultimate boundedness of the output tracking errorx 1 (t), and the proof of Theorem 2 guarantees convergence of the time delay identification algorithm.
Remark 6: The technique presented in this paper can be considered as analogous nonlinear form of linear parameter identification. In linear parameter identification, the number of unknown parameters does not depend on the number of states [27] , [28] , [29] . Similarly, the dimension of the time delay vector τ in this paper does not depend on the number of states.
V. NUMERICAL SIMULATION RESULTS
The performance of the proposed technique was evaluated by conducting numerical simulations using Matlab/Simulink. Numerical simulation section was divided into two subsections: i) time delay identification, ii) control with time delay identification.
A. Time Delay Identification
The following model was considereḋ
where τ is the time delay. While conducting the simulations, the lower and upper bounds of unknown time delay τ were chosen as 0.1 and 1.1 seconds, respectively, the initial values of x(t) andx(t) were set to [0, 0
respectively, and the initial value ofτ (t) was set to its upper bound which was 1.1 seconds. Numerical simulation performance of the time delay identification technique was investigated for two cases. The performance of the proposed technique was evaluated with and without additive noise. In noisy case, additive white Gaussian noise with a 20 dB SNR was injected to f to demonstrate robustness against measurement noise. During the simulations, the update law in (9) was utilized with the desired precision ε = 10 −6 , and the gains were chosen as α = 6 and Γ = 0.7, and k 1 was chosen as 56 for the noise free case and as 52 for the noisy case.
1) Case I: The time delay was considered as constant and selected as τ = 0.4 seconds. In Figures 1 and 2 , the estimation performances are presented for noise free and noisy cases, respectively. 
In Figures 3 and 4 , the estimation performances are presented for noise free and noisy cases, respectively. 
B. Tracking Controller while Identifying Time Delays
The following model of chattering phenomenon during metal cutting operation was considered [30] 
where m, c, k, k c , b, f are the effective mass, damping coefficient, stiffness constant, cutting stiffness, width of cut, and feed rate, respectively, and τ is the time delay. Model parameters were m = 1.16kg, τ = 60/Ω, Ω = 550rpm, k = mω 2 , c = 2mηω, η = 0.1, ω = 83π, k c /k = 0.5, b = 2mm, and f = 0.25mm per revolution [30] . The performance of the proposed technique was evaluated with and without additive noise. In noisy case, additive white Gaussian noise with a 20 dB SNR was injected to f to demonstrate robustness against measurement noise. During the simulations, the lower and upper bounds of unknown time delay τ were chosen as 0.05 and 0.3 seconds, respectively, the initial values of both x(t) andx(t) were set to [2, 1] T , and the initial value ofτ (t) was set to its upper bound which was 0.3 seconds. The update law in (9) was utilized with the desired precision ε = 10 −6 , and the gains α, Γ, and k 1 were chosen as 150, 550, 180 for the noise free case and as 310, 105 and 90 for the noisy case, respectively. In Figures 5 and 7 , and 6 and 8 estimation performances, tracking errors are presented for noise free and noisy cases, respectively. In this work, a novel time delay identification algorithm was proposed for general classes of autonomous nonlinear systems subject to state delays. While designing the identification algorithm, different from most of the studies in the literature, the time delay was considered as a nonlinear parameter, and the nonlinear parameter identification method in [23] was utilized as the time delay identification method. Auxiliary observer-like signals were utilized when designing the time delay identification algorithm. As an extension, the time delay identification algorithm was modified to be applicable to general classes of nonlinear systems subject to state delays by designing a tracking controller. The main novelty of this design is that while the controller ensured tracking of a desired trajectory, state delays were identified online. Extensive numerical simulations were presented that demonstrated the validity of the time delay identification algorithm and the tracking controller.
