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Ice nucleation is a process of great relevance in physics, chemistry, technology and environmental
sciences, much theoretical and experimental efforts have been devoted to its understanding, but still
it remains a topic of intense research. We shed light on this phenomenon by performing atomistic
based simulations. Using metadynamics and a carefully designed set of collective variables, reversible
transitions between water and ice are able to be simulated. We find that water freezes into a
stacking disordered structure with the all-atom TIP4P/Ice model, and the features of the critical
nucleus of nucleation at the microscopic level are revealed. Our results are in agreement with recent
experimental and other theoretical works and confirm that nucleation is preceded by a large increase
in tetrahedrally coordinated water molecules.
Ice nucleation from water is an ubiquitous phe-
nomenon [1], relevant in many areas of science and tech-
nology, from atmospheric and environmental science, to
aviation technology and to biology. Understanding mi-
croscopically this process is of great value [2–4]. Inter-
est in homogeneous ice nucleation in undercooled water
stems also the fact that it occurs in the so called no man’s
land temperature region. Thus it offers a tool to investi-
gate the behavior of water in this part of the phase dia-
gram that is deemed to be important for the understand-
ing of water anomalies. Unfortunately a direct simulation
of this phenomenon is not possible given the time scale
over which crystallization takes place. This has made dif-
ficult to reproduce the pioneering work of Ohmine and
coworkers[5], in which one spontaneous nucleation event
was reported. For this reason a number of simulations
with different methods, i.e., seeding approaches [6–10],
enhanced sampling methods [9, 11–15] or forward-flux
sampling [16–18], have been carried out. However, re-
versible transitions between ice and water and direct nu-
cleation of ice remain a great challenge, especially when
using an all-atom water potential.
In this Letter we carry out metadynamics [19, 20] sim-
ulations to investigate ice nucleation, a well tested and
much used method whose validity has been rigorously es-
tablished [21]. In common with other enhanced sampling
methods [22, 23] metadynamics requires the introduction
of appropriate collective variables (CVs). If the CVs are
properly chosen, that is if they reflect the physics under-
lying the process, convergence is smooth. In a different
context, we have shown that the X-ray diffraction (XRD)
peak intensities are useful CVs in the study of crystalliza-
tion. For instance they have been successfully applied to
a system as complex as silica [24]. In some way silica has
a behavior not too dissimilar from water. For instance it
exhibits a density anomaly [25]. Thus it felt natural to
continue using the same class of CVs.
Here we propose two collective variables, one is a suit-
able combination of scattering peak intensities and has a
long range character. The other is a surrogate for trans-
lational entropy that has a more local nature. Impor-
tantly, these collective variables do not prejudice the ice
structure to be formed. Using the all-atom TIP4P/Ice
model [26] we find that water freezes into a stacking dis-
ordered structure. We can follow in detail the nucleation
process and the features of the critical nucleation nucleus
have been discussed.
Even though hexagonal ice (ice Ih) is the stable crys-
tal phase at ambient pressure, stacking-disordered ice (ice
Isd) consisting of random sequences of cubic and hexago-
nal ice layers are commonly observed both in experiments
and simulations [9, 15, 18, 27–29]. We chose a CV that is
blind with respect to the form of ice polytypes that can
be formed, Ih, Isd, or cubic ice Ic. To this effect one of
the CVs is constructed as a linear combination of seven
descriptors [30] (See the Supplemental Material [30] and
Fig. S1 for how we choose these descriptors):
sX = s100 + s002 + s101 +α(s
xy
100 + s
xy
1¯20
) + βsxz002 + γx
yz
002 ,
(1)
in which the first three descriptors correspond to the X-
ray diffraction intensities of the three main peaks of the
system, and sxy100 and s
xy
1¯20
correspond to the intensities
of the two main peaks of one single honeycomb bi-layer
which is projected into the x-y plane, the last two descrip-
tors sxz002 and s
yz
002 refer to the intensity of the first main
peak of the layers which are vertical to the honeycomb
bi-layer in the x-z and y-z planes. The coefficients α, β
and γ adjust the weights between different descriptors,
here in this work α = 2, β = 1 and γ = 1. This particu-
lar combination has proven to be efficient in accelerating
nucleation.
In addition we found useful to combine the long-range
order CV sX with another CV that has a more local char-
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2FIG. 1. Free energy surface in terms of collective variables
sX and sS with TIP4P/Ice model. a) Free energy surface
at 230K for a system of 1600 water molecules. b) Probabil-
ity distribution of the cubicity of the nucleated ice structure
obtained from simulations.
acter, that is the surrogate for translational entropy sS
which has been successfully used elsewhere [31, 32]. This
additional CV proved important in accelerating the sim-
ulation convergence. The simulation that use sX and sS
converge much faster than those using only sX in spite
of the higher dimensionality of the CV space (see Fig.
S2) [30]. This could be ascribed to the fact that sS ac-
celerates melting of ice and during crystallization helps
clearing defects. One the other hand, long-range order
based CVs are essential in simulating ice nucleation, since
sS alone cannot lead to nucleation.
Full technical details can be found in the Supplemen-
tal Material [30]. Here we only recall that we have used
the TIP4P/Ice model of water [26], that has been ex-
plicitly designed to describe the solid phases of water.
Our simulation were performed at 230 K, close to the
experimental homogeneous ice nucleation temperature.
The pressure has been set to its atmospheric value us-
ing a Parrinello-Rahman barostat [33] that allows only
orthorhombic fluctuations.
In Fig. S2-3 [30] we see how the two order parameters
allow to go reversibly from liquid to a stacking disordered
ice Isd, in consistent with experimental and other theo-
retical works [9, 15, 18, 27, 28]. The reversible transitions
allow us to draw in Fig. 1a the free energy surface(FES)
as a function the chosen CVs. As expected, at this tem-
perature the solid phase minimum is much lower than the
liquid one. On this surface an almost linear free energy
path can be tracked that goes from liquid to solid. The
barrier to this transition is 4G = 52.8 ±6 kBT , in agree-
ment with other theoretical predication based on classical
nucleation theory [18]. To quantify the characteristic of
the stacking disordered ice Isd that obtained from nucle-
ation, we have calculated the cubicity, i.e. the fraction of
cubic stacking sequences, of the obtained solids for over
60 nucleation events, the results shows the probability
follows a distribution as shown in Fig. 1b, with mean
cubicity value C∗ = 0.67 ± 0.10, comparably to that
(C∗ = 0.63±0.05) obtained with the coarse-grained MW
FIG. 2. Features of critical nucleus of ice nucleation. a)
Reweighted free energy as a function of ice cluster size n1/3
for system with N = 896, 1600 and 2880 water molecules. b-
c) A typical critical ice nucleus and an idealized crystalline
model of it. Here h and c refer to the hexagonal and cu-
bic sequences of Isd. d) Possible crystal shape of Isd with a
threefold rotational symmetry.
potential [9]. Furthermore, the cubic and hexagonal se-
quences are randomly arranged, which result into a lower
symmetry trigonal Isd structure with the space group of
P3m1(See Fig. S4) [30, 34].
Having harvested a large number of crystallization
events we have enough statistic to address the issue of
nucleation. In classical nucleation theory (CNT), that is
the theoretical cornerstone in nucleation studies, the free
energy as a function of the solid-like cluster size plays
a pivotal role. For this reason we first identify a vari-
able that is able to distinguish between solid-like and
liquid-like atoms. In the spirit of our work we sit on
each atom and calculate the instantaneous scattering in-
tensity of that particular atom to the CV sX (See Fig.
S5) [30, 35]. This fingerprint is able to distinguish well
between solid-like and liquid-like atoms. Then we iden-
tify all the solid-like atom cluster and make a histogram
as a function of n1/3 where n is the number of atom in
a solid-like cluster. The quantity n1/3 is proportional to
the cluster radius. In order to determine system size ef-
fects, we have performed calculations for three different
systems with N = 896, 1600 and 2880 water molecules
respectively. Fig. 2a shows that the curve of N = 1600
is indistinguishable with that of N = 2880, while diver-
gence can be noticed for that of N = 896 at relative higher
n. Thus system size effects can be ruled out for system
3sizes larger than 1600 since from this size on the criti-
cal nucleus fits into the simulation box. Our estimate
of the critical nucleus (see Fig. 2b) size gives a value of
Nc = 314 ± 20, in agreement with other theoretical esti-
mates [18]. This number is tempting close to Nc = 321
that is the number of water molecules contained in a mi-
crocrystallite whose shape is depicted in Fig. 2c. This
suggestion is strengthened by the fact that some faceting
can be observed in a visual inspection. We must add that
in the morphology of the typical critical nucleus, varia-
tions around this shape are seen. The microcrystallite in
Fig. 2c thus has to be thought of as an idealized repre-
sentation of the critical nucleus shape. According to this
picture the critical nucleus is close to to being spherical
and appears to have a threefold rotational symmetry in
accordance with the space group(P3m1) of Isd, which
can be expected to grown into a trigonal symmetry ice
(Fig. 2d) [36]. In order to check independently whether
this nucleus belongs to the transition state ensemble, we
have performed as many as 50 independent trajectories
starting from a water configuration that has been equili-
brated in the presence of the ideal crystalline in Fig. 2c.
In the equilibiration time the atomic positions of the crys-
talline were held into place by a restraining potential.
Once this potential was released, unbiased molecular dy-
namics simulations were performed. In 50 independent
simulations, around 56% and 44% trajectories show that
the ice nuclei grow and melt, respectively, which indi-
cates our estimation of the critical size is in the right
ballpark. Furthermore, some trajectories show that the
ice nuclei neither grow nor melt in 500 ns simulations,
which indicates that the potential energy surface around
the critical ice cluster is rather flat, coherent with the
transition state shape in Fig. 2.
Much theoretical and experimental works [37–45] have
been devoted to understand the mechanistic insight of
the structural transformation from water to ice. With
the coarse-grained MW potential, Molinero and cowork-
ers [39, 40] have uncovered that the rate of homogeneous
nucleation of ice is controlled by the structural transfor-
mation into a four-coordinated liquid, and ice nucleates
mostly within the four-coordinated liquid patches. In or-
der to analyze the nucleation process with the all-atom
TIP4P/Ice model, we have plotted the configuration
snapshots of one typical nucleation process (Fig. 3), in
which the tetrahedral-like and ice-like atoms are tracked.
The tetrahedral-like atom is identified by the tetrahedral
order parameter [46, 47], in which both the distances and
angles between the oxygen atoms are taken into account.
Our results show that the patches of tetrahedrally coor-
dinated water molecules play a central role as precursor
structure for ice nucleation and ice clusters nucleate from
these patches in agreement with experimental [37] and
other theoretical works [38–40, 44]. This can be seen in
Fig. 3d that before the critical nucleus size is reached the
number of tetrahedral-like water ∆Ntetra is much larger
FIG. 3. Homogeneous ice nucleation process. Configuration
snapshots at different stages of nucleation of tetrahedral-like
atoms (a), and solid-like atoms (b-c) are shown, respectively.
d) Relationship between the number of solid-like atoms ∆Nice
and tetrahedral-like atoms ∆Ntetra. Here ∆Ntetra refers to
the relative tetrahedral-like atom number to that of liquid
state. The dashed line is drawn only to guide the eyes.
than those that have a local solid-like environment, which
is in accordance with Moore and Molinero observations
with the coarse-grained MW potential [39]. As the nu-
cleation process ∆Nice - ∆Ntetra becomes smaller until
∆Nice ≈ ∆ Ntetra in the proximity of the critical size.
These results can also explains why the CV sS with local
structure nature is essential to enhance ice nucleation. In
our simulations, we also observed that several ice clusters
can be formed in the simulation box, in some cases one
cluster grows while others dissolve, in others two or even
more clusters can grow together until merging into one
cluster(See Fig. S6) [30]. The size of such merged clus-
ter can instantaneously surpass the size of the critical
cluster.
4In this Letter, our findings show that the formation
of ice from undercooled water can be successfully sim-
ulated with the all-atom TIP4P/Ice model by enhanced
sampling method. To induce this transition, we have pro-
posed two collective variables. They are the intensity of
properly selected scattering peaks that are more sensi-
tive to long range order and a surrogate for translational
entropy that gives local information. Our results demon-
strate that stacking disordered ice can be formed directly
from water at homogeneous conditions with a mean cu-
bicity C∗ = 0.67 ± 0.10 and critical size Nc = 314 ± 20 at
230 K. The barrier of ice nucleation at this temperature
is estimated to be 4G = 52.8 ±6 kBT . We also find that
ice nucleates from the tetrahedrally coordinated struc-
ture patches in agreement with experimental and other
theoretical works, and the ice embryo grows with three-
fold rotational symmetry. Our work makes the ice for-
mation study with all-atom water potential possible, and
is a starting point for more sophisticated ice nucleation
problem, such uncovering active sites in heterogeneous
ice nucleation and anti-freezing protein study.
This research was supported by the NCCR MAR-
VEL, funded by the Swiss National Science Foundation,
and the European Union Grant No. ERC-2014-AdG-
670227/VARMET. The computational time for this work
was provided by ETH Zurich and the Swiss National Su-
percomputing Center (CSCS) under Project mr22. The
Calculations were performed using the Piz Daint cluster
at CSCS and Euler cluster at ETH Zurich.
∗ haiyang.niu@phys.chem.ethz.ch
† parrinello@phys.chem.ethz.ch
[1] T. Bartels-Rausch, V. Bergeron, J. H. Cartwright, R. Es-
cribano, J. L. Finney, H. Grothe, P. J. Gutie´rrez, J. Haa-
pala, W. F. Kuhs, J. B. Pettersson, et al., Reviews of
Modern Physics 84, 885 (2012).
[2] T. Bartels-Rausch, Nature 494, 27 (2013).
[3] I. Coluzza, J. Creamean, M. J. Rossi, H. Wex, P. A.
Alpert, V. Bianco, Y. Boose, C. Dellago, L. Felgitsch,
J. Fro¨hlich-Nowoisky, et al., Atmosphere 8, 138 (2017).
[4] A. Kiselev, F. Bachmann, P. Pedevilla, S. J. Cox,
A. Michaelides, D. Gerthsen, and T. Leisner, Science
355, 367 (2017).
[5] M. Matsumoto, S. Saito, and I. Ohmine, Nature 416,
409 (2002).
[6] E. Sanz, C. Vega, J. Espinosa, R. Caballero-Bernal,
J. Abascal, and C. Valeriani, Journal of the American
Chemical Society 135, 15008 (2013).
[7] J. R. Espinosa, A. Zaragoza, P. Rosales-Pelaez,
C. Navarro, C. Valeriani, C. Vega, and E. Sanz, Physical
Review Letters 117, 135702 (2016).
[8] J. R. Espinosa, C. Vega, C. Valeriani, and E. Sanz, The
Journal of Chemical Physics 144, 034501 (2016).
[9] L. Lupi, A. Hudait, B. Peters, M. Gru¨nwald, R. G.
Mullen, A. H. Nguyen, and V. Molinero, Nature 551,
218 (2017).
[10] B. Cheng, C. Dellago, and M. Ceriotti, Physical Chem-
istry Chemical Physics 20, 28732 (2018).
[11] D. Quigley and P. Rodger, The Journal of Chemical
Physics 128, 154518 (2008).
[12] A. Reinhardt and J. P. Doye, The Journal of Chemical
Physics 136, 054501 (2012).
[13] A. Reinhardt, J. P. Doye, E. G. Noya, and C. Vega, The
Journal of Chemical Physics 137, 194504 (2012).
[14] P. Geiger and C. Dellago, The Journal of Chemical
Physics 139, 164105 (2013).
[15] S. Pipolo, M. Salanne, G. Ferlat, S. Klotz, A. M. Saitta,
and F. Pietrucci, Physical Review Letters 119, 245701
(2017).
[16] T. Li, D. Donadio, G. Russo, and G. Galli, Physical
Chemistry Chemical Physics 13, 19807 (2011).
[17] T. Li, D. Donadio, and G. Galli, Nature Communica-
tions 4, 1887 (2013).
[18] A. Haji-Akbari and P. G. Debenedetti, Proceedings of
the National Academy of Sciences 112, 10582 (2015).
[19] A. Laio and M. Parrinello, Proceedings of the National
Academy of Sciences 99, 12562 (2002).
[20] A. Barducci, G. Bussi, and M. Parrinello, Physical Re-
view Letters 100, 020603 (2008).
[21] A. Laio and F. L. Gervasio, Reports on Progress in
Physics 71, 126601 (2008).
[22] G. M. Torrie and J. P. Valleau, Journal of Computational
Physics 23, 187 (1977).
[23] O. Valsson and M. Parrinello, Physical Review Letters
113, 090601 (2014).
[24] H. Niu, P. M. Piaggi, M. Invernizzi, and M. Parrinello,
Proceedings of the National Academy of Sciences 115,
5348 (2018).
[25] M. S. Shell, P. G. Debenedetti, and A. Z. Panagiotopou-
los, Physical Review E 66, 011202 (2002).
[26] J. Abascal, E. Sanz, R. Garc´ıa Ferna´ndez, and C. Vega,
The Journal of Chemical Physics 122, 234511 (2005).
[27] B. J. Murray, D. A. Knopf, and A. K. Bertram, Nature
434, 202 (2005).
[28] T. L. Malkin, B. J. Murray, A. V. Brukhno, J. An-
war, and C. G. Salzmann, Proceedings of the National
Academy of Sciences 109, 1041 (2012).
[29] E. B. Moore and V. Molinero, Physical Chemistry Chem-
ical Physics 13, 20008 (2011).
[30] See Supplemental Material at http://link.aps.org for de-
tails about the computational setup and other materials.
[31] P. M. Piaggi, O. Valsson, and M. Parrinello, Physical
Review Letters 119, 015701 (2017).
[32] P. M. Piaggi and M. Parrinello, Proceedings of the Na-
tional Academy of Sciences 115, 10251 (2018).
[33] M. Parrinello and A. Rahman, Journal of Applied Physics
52, 7182 (1981).
[34] T. L. Malkin, B. J. Murray, C. G. Salzmann, V. Molinero,
S. J. Pickering, and T. F. Whale, Physical Chemistry
Chemical Physics 17, 60 (2015).
[35] L. Bonati and M. Parrinello, Physical Review Letters
121, 265701 (2018).
[36] B. J. Murray, C. G. Salzmann, A. J. Heymsfield, S. Dob-
bie, R. R. Neely III, and C. J. Cox, Bulletin of the Amer-
ican Meteorological Society 96, 1519 (2015).
[37] J. A. Sellberg, C. Huang, T. A. McQueen, N. Loh,
H. Laksmono, D. Schlesinger, R. Sierra, D. Nordlund,
C. Hampton, D. Starodub, et al., Nature 510, 381 (2014).
[38] H. Tanaka, The European Physical Journal E 35, 113
(2012).
5[39] E. B. Moore and V. Molinero, Nature 479, 506 (2011).
[40] G. Bullock and V. Molinero, Faraday Discussions 167,
371 (2013).
[41] M. Fitzner, G. C. Sosso, S. J. Cox, and A. Michaelides,
arXiv:1812.02266 (2018).
[42] J. R. Errington, P. G. Debenedetti, and S. Torquato,
Physical Review Letters 89, 215503 (2002).
[43] J. Russo, F. Romano, and H. Tanaka, Nature Materials
13, 733 (2014).
[44] S. Overduin and G. Patey, The Journal of Chemical
Physics 143, 094504 (2015).
[45] P. Pirzadeh, E. N. Beaudoin, and P. G. Kusalik, Chem-
ical Physics Letters 517, 117 (2011).
[46] P.-L. Chau and A. Hardwick, Molecular Physics 93, 511
(1998).
[47] J. R. Errington and P. G. Debenedetti, Nature 409, 318
(2001).
