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Abstract-In [l], we derived variable order, variable stepsize, one-step nonlinear methods in 
which global formulation is facilitated by defining some certain coefficients. The analysis has a 
broader application and facilitates the derivation of new formulae. The methods are based on a 
variant self-adjusting rational interpolant of Luke et al. [2] and Otunta and Ikhile [3,4]. In this paper, 
we motivate an extension of this analysis to obtain a more generalized class of the rational methods 
in [l] for an arbitrarily desired order. @ 2002 Elsevier Science Ltd. All rights reserved. 
Keywords-Rational interpolant, Coefficients, Extrapolation, Stability. 
1. INTRODUCTION 
We consider the numerical solution of the IVP 
Y’ = f6-h Y)? Y(U) = YO? x E k&b], ygRN, (1.1) 
in ODES. For the numerical solution of this IVP, we suggest to approximate the components of 
the solution by the perturbed polynomial interpolant 
y(x) M &+s+&) = &m(x) + 
xm+lP&s(x) 
1+ C;__l b# ’ 
(1.2) 
I 3=1 
k-s 
pk-s(x) = 1 + ~ajd, k > 1, s = -s(l)k, 
j=l 
which is a more general rational polynomial interpolant earlier considered in [l]. The points of 
singularities and zeros of the IVP (1.1) are approximated by the poles or singularities and zeros 
of &;k-s+l,k(z), respectively. Throughout it is assumed that the solution has derivative to the 
order we have desired. Fatunla [5-71, Fatunla and Aashekpelokhai [8], Lambert [9], Lambert and 
Shaw [lo], Luke et al. [2], van Niekerk [ll], and Otunta and Ikhile [3] have proposed nonlinear 
one-step methods based on rational approximations. The schemes of this form require the need 
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to generate high-order derivatives of the differential system involved. However, they are reliable 
to generate bounded solutions in the neighbourhood of the singular points when the interpolation 
is in some sense reasonable. 
2. ONE-STEP VARIABLE ORDER INTEGRATION FORMULAE 
Define the constants {C,!“‘}+Z, q > 0 as 
q+l 
= c @)xj, q 2 1. 
j=q+l 
(2.1) 
This definition motivates the derivation of the variable order one-step methods 
yn+r = Qmhz+d + 
~~~r%-&n+I) 
1+ 5 bjti;+, 
> kL1, sr1, s2m+l, (2.2) 
j=l 
based on (1.2), when it is assumed that yn approximates the theoretical solution y(z,) computed 
in steps of size h. The method parameters 
d={do,d1,d2,...,dm}, a = {a0,m,a2,. .-,~k-~), b= {bo,bl,h ,..., bk} (2.3) 
are computed from the order equations 
do = ynr x,+1& = hy;, 
h2 y” 
x;+ld2 = L hm yimm) 
2! 7 .+.y C++ldm= m!, 
x y ao= 
hm+lyim+l) 
m+2 
pi-2 y($+2) 
(m+l)! ’ %+I (~1 - aoh) = (m + 2), , 
xn"++l" ( (1) 02 -aI& - aobz +uoC2 > _ hm+3y;m+3) _ (m+3)! ’ 
Xcn”+fp ( ~3 - aobs - a162 - u2bl + uoc;‘) + u&) _ uoc~) > 
hm+4yAm+4) 
= 
(m+4)! ’ 
k-s k-s-l k-s-2 
m+k-s+l 
X,+1 ak-s - c bk-s-jaj + c CfJ,_jaj - c Cpj,_jUj + k-~m3C~8_jaj 
j=o j=O j=O j=O 
k-s-4 
- C cps_jUj + *.a + (-l)k-s-l &$k;~;2)uj + (_qk-Suoc~;d 
j=o j=O 
hm+k-s+lyim+k-s+l) 
= (m+k-s+l)! ’ 
k-s+1 k-s-l 
mtk-s+2 
k-s-2 
x,+1 
- c bk-+j+luj + E':')s-j+luj - C Cf_)8_j+luj + C cfds_j+luj 
j=O j=O j=o j=O 
k-s-3 
- 1 ‘pl,_j+lUj + "'+ (-l,k-s&$_;~;~luj +(_qk-s+luoc~_;;l 
j=O j=O 
hmtk-s+2 yim+k-s+2) 
= (m+k-s+2)! 7 
One-Step Rational Scheme.5 547 
/ k k-l k-2 k-3 
k-4 
- cCfjjai + . . . + (-I)“-’ &C&‘)aj + (-l)“aoC~-‘) 
j=o j=o 
“;‘“~$~~~‘), 
m 
k+l k-1 
m+k+2 
k-2 
X,+1 -Cbjak-j+l +k Cf!j+laj - CCFj+laj +CC~~+,~~ 
j=O j=O j=o j=O 
k-3 
-Cc~"'j+*aj+..'+(-lj"~~~~~:),aj +(_l)"+laoc~~, 
j=o j=o 
hm+k+2y~~+"+2) 
= (m+k+2)! ' 
2k-s 2k-s-1 2k-s-2 
m+2k-s+l 
x,+1 - c bja2k-s-j f c @$_s_jaj - c CiiLs_jaj $ 2kge3C$)_,_jaj 
j=o j=o j=O j=o 
2k-s-4 
- C Cii)_,_jaj +...+ (-‘)2k-s-1~~~~~~i;z)a/ + (_1)2k-~aoC~~;+1) 
j=o j=o 
hm+2k-s+l (m+2k-s+l) 
= (m+Zk~s+1)! . (2.4) 
We remark that 2 = a+nh, n = O,l, 2,. . . . These order conditions are obtained by the expansion 
of (2.2) by employing binomial series and matching with the Taylor series solution 
Ybn+d = in + h 
where p will indicate the order of the approximation. Their convergence, which is a consequence 
of being of order p 2 1 and consistent in the sense of Henrici 1121, has been considered in [l]. In 
the evaluation of the constants {C,‘4’}+2, q > 0, the meaning is that 
{4+, aj, &} = 
{A, aj, bt}, r = O(l)m, j = 0(1)/c - s, t = l(l)k, 
(070, 01, otherwise. (2.5) 
Now, from the recurrence relation given in [13, equation (2.9)] we could deduce that for a fixed q 
such that t - s < q, then the constants {C,‘“‘}+2, s > 0 are functions of the parameters b = 
@r,bz,bs,... , bk}, k > 1 with property defined as follows: 
C,‘S’ = 
( 
0, t<s+1, t=s, 821, 
I&b,) l<t-s<q, b,={bl,bz ,..., b+,}, 
&bz)’ 7 ’ t - s > q - 2 b2={bl,b2,...rbk), blcba. 
When it is convenient, we compute these coefficients from the recursive process 
(24 
(2.7) 
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It is interesting that we may reduce this to 
(2.8) 
with 
w 2 3, w=r-j-g-v-..._i_d, 
Il. 2 4, ~=~-j-g_~_..._~, 
n>s-1, n>r-j-g, 
m 2 s, m=r-j, 
rls+l, s > 4, 
(2.9) 
when it is, however, feasible to do so.’ An observation on (2.4) shows that the variable order 
method (2.2) has the local truncation error 
2k-s+l 2k-s 2k-s-1 
LTE[y(z); k] = Z,m++12k-3+2 
- c bja2k-s-j+l + c C$iL,_j+laj - c c$L,_jaj 
j=O j=O j=O 
2k-s-2 2k-s-3 
’ c ciiLs-j+laj - c C$4k)-s_j+laj + . . . + (-1)2k-s 2 ,$~_;~;:)laj 
j=O j=O j=O 
+ (-l)2k-g+1a&,$~~~$ 
/p+2k-s+2y(m+2k-s+2)(IC,) 
(m+2k-s+2)! ’ 
and deductively the variable order p = m + 2k + 1, k 1 1. 
3. SOLUTION OF THE ORDER EQUATIONS 
The order equations in (2.4) are analogous to that in [l]. We see that 
Yn, j = 0, 
dj = hj yF) 
h”+ly;“+l) 
-q--7 j = l(l)m, 
3*x*+1 
ao = (m + 1)!2::+ ’ 
(2.10) 
(3.1) 
from (2.4). By explicit computation of the constants {C,‘“‘}t=s, s > 0 in (2.4), we see then that 
the parameters b = {bl, b2,. . . , bk}, k 1 1 are to be found from the solution of the linear system 
Ab = -C, det(A) # 0, (3.2) 
where 
A = [Ai,j]i,j=l(l)kr c= {%C2r...rCk}T, b= hb2,...rbk)T, 
0, s+i-j+k+l<O, m+l<s, 
Ai,j = hm+k-s+i-j+l y~~+k-s+i-j+l) 
cm + k _ s + i _ j + I)! x;$k-s+i-j+l ’ Otherwise7 (3.3) 
ci = 
hm+k-s+i+l y;m+k-s+i+l) 
(m + k - s + i + l)! x;$/-~+~+’ ’ 
The constants a = {ai, as,. . . , ak+}, k 1 1 are obtained from 
aj = 2 ,mh~~~i~~$‘~~~~i+2 Cl+ aobj, bg = 1, b; = bj, j = l(l)k - S. (3.4) 
One-Step Rational Schemes 
Now, note that from the above relations the local truncation error in (2.9) reduces to 
LWy(z); hl = x,+1 m+Zk-s+2cTb _ 
hm+‘Jk-a+2 y(m+2k-s+2)(Z.) 
(m+21c-s+2)! . 
4. TABULAR REPRESENTATION OF THE 
RATIONAL METHODS 
We may wish to present scheme (2.2) in tabular form (see Table 1). 
Table 1. Tabular representation of the rational scheme (2.2). 
x,+1 
2 
%+1 
3 
%I+1 
4 
x,+1 
x:+1 
More compactly, this representation takes the form 
do 
a0 
cp 
& dz 
a1 a2 
dm 
as ... ak-s-1 ak-s 
h bz b3 b-1 bk 
549 
(3.5) 
44, 
h2yi2) 
2! 
h3yi3) 
3! 
h4yi4’ 
4! 
hP&) 
T! 
(4.1) 
where 
XL+,, = (ICn+1,2~+1,2~+1,...,~~+~)T, 
a = (~,a l,a2ra3,..., ak-dT> b=(bl,b2,b3r...,bk)T, 
d= (kW2,...,&dT, C= z 
1 
[ 1 &’ j=l(l)r-1, z=Z(l)r ’ j<i, r=p, 
0, _i 2 i, 
y = 
( 
hy’ h2yi2’ h3yi3) h4y$,? h’y;) T 
72 1! ‘-g--‘T’T’““-q-- . 
) 
In the general case, the integrator (2.2) takes the form 
Yn+l = yn + eTYn + 
Z,m++llpk-&n+l) 
1 + Bk(%+d > ’ 
e=(l,l,l,..., l)T, Bk=XL+,,b, r=k. 
The class of methods 
m 2 0, k 2 1, 
(4.2) 
(4.3) 
(4.4) 
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of order p = m + k + 1 based on 
&;l,k(x) = &m(x) + “trn+l 1 
1 + C bixj 
j=l 
has its parameters defined as 
di = 
hm+l yim+l) 
ao = (m + l)! CC~$~: ’
and 
bj,_d_ 
a0 
using (2.4). However, the specific method 
Yn+l = yn + h P2 1, (4.8) 
of (2.2) with order p + 1 based on 
was independently obtained by Lambert and Shaw [lo], but based on the interpolant 
(4.5) 
(4.6) 
(4.7) 
(4.9) 
(4.10) 
The parameters bo, c = {cg, cl,. . . , cP}, p 2 1 were determined from the conditions of interpola- 
tion 
R;; = f(s-l)(x,,y ) R 7 s = l(l)p+ 1, (4.11) 
%I(G) = ~ni %,I(G+I) = Y~+I. (4.12) 
Wambecq [14] also derived the above class of schemes. A simple example of (4.3) is the method 
~n+l = yn + hy:, + xi+la0 
1+ blx,+l + bz~:+~ ’ 
for k = 2, s = 2, m = 1 in (2.2). The order is p = 4 with 
(4.13) 
h2 yi2’ 
““=~~ bl=e3!~$~)+i> b2=-(z+aobf)L, 
a0 
(4.14) 
11 n+l 
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A representation of (4.3) may be given in the form 
with 
do 4 
a0 
hyn 
Xn+l T- 
2 cp 
h2y(2) 
x,+1 
n 
2! 
3 CF’ cp 
h3yA3) 
%I+1 3! 
4 
X*+1 cp) ,2) 
4 (4) 
Cj3) h 
4! 
h bz 
(4.15) 
C(l) 2 = /,2 11 Cj’) = 2blb2 
Cy) = 3b2b:: 
Cc2) = b;, 
Cp) = 2b3bl + b;, C:3) = bf, 
(4.16) 
4 b3 = 0. 
5. AN EXTRAPOLATION METHOD 
For m = 0, k = 1 in (4.3), we have the particular scheme 
2WJ2 
yn+l = Yn +- zy:, _ hy;’ 
\ 
(5.1) 
of order p = 2. A test on the scalar test problem y’ = Xy, Re(X) < 0, shows that the stability 
function is 
2fz 
P(Z) = 2-2’ Re(z) < 0, z = hX, (5.2) 
revealing its A-stability characteristics. We wish to consider extrapolation of (5.1). For this 
purpose, we define the sequence 
I = {n,} = {2,4,8,16,32,64,128,. . . }, (5.3) 
and the decreasing stepsize sequence 
S(h) = h, : h, = f, r = 1,2,3,4,5 ,... , (5.4) 
h is the basic stepsize. Adopting (5.1) as the integrator, the first column of the extrapolation in 
Table 2 is obtained by computing 
20 = Yin, (5.5) 
&+l=z~+(2;;:~;2,), s=O(l)?k r=l(l)L 
Then, we can set 
TV,0 = Y&+1; h,) = %., r i t, (5.6) 
where m is the maximum allowable value of extrapolation. The other columns T,,,, T = O(l)t - s, 
s = l(l)t are generated by the polynomial extrapolation scheme 
TT,S = Tr+l,s-1+ T;:h:;y+;)Ty I s = l(l)t, r = O(l)t - s. (5.7) 
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Table 2. Extrapolation table. 
zeroth col. 
Too 
Go 
Tz,o 
TOI 
TII To2 
Go Tt-I,I Tt-z,z To,t 
An alternative solution is the rational extrapolation scheme which adopts the rule 
(5.8) 
TT,__I = 0, s = l(l)& r = O(l)t - s. 
Deuflhard [15] has recommended polynomial extrapolation for reasons reiterated in [l], although 
Fatunla [6] has proposed rational extrapolation for higher degree of accuracy, especially in the 
vicinity of a singularity. Our computational experience in [16] strengthens this. The subdiagonal 
error estimation 
flo,j = lTo,j - To,j+ll < TOL, j 2 1, (5.9) 
provides a guide on the error, TOL, that is allowable. A variable stepsize can be obtained from 
the stepsize changing formula 
n’ 
ho = h. 
6. STABILITY OF THE METHODS 
The stability of the methods of (2.2) generally is given by 
(5.10) 
(6.1) 
obtained by application of (2.2) on the test problem y’ = Xy, Re(X) < 0, with 
z = Ah, P{_(z) = ‘&;it (6.2) 
j=o 
The absolute stability region of (2.2), therefore, is given by the set R, = {.z : Ipm;k,s(~)I 5 1). 
The stability function is given in (5.2). Now, from (5.4), one can get 
Applying this in (5.7), the result is 
Tt-,s = 
2’%+1,s-1 - TTp-1 
25-l ’ 
s= 1,2,..., T = 0, 1,2, . . . 
We deduce from (5.2), that 
h:r=l,2,3 ,... 
nT 
PY&,~(~) = (2 -I f)” (2 - $)-“‘, Re(z) < 0, z = hX. 
(6.3) 
(6.4) 
(6.5) 
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The T,.,,, T = O(l)t - s, s = l(l)t can be written as a linear combination (see [17]) 
where the constants {Cs,~_j}j,s are recursively given by 
Thus, 
Too 
To1 
7-02 
Toa 
To4 
To5 
Tot 
c _, = 2'Cs-l,s-j -Cs-1+-j-l 
8,s 3 
25 - 1 
7 
coo = 1, c+i,_i = 0, cS_i,S = 0, 
= 
1 
-1 2 
1 6 
3 
-- 
3 
1 14 -- 
21 21 
1 30 
315 
-- 
315 
1 62 -- - 
9765 9765 
Gt G,t-1 
8 
3 
56 64 -- 
21 21 
280 960 - -- 
315 315 
1240 9920 -- - 
9765 9765 
. . . . * . 
- 
(6.7) 
s=1,2,..., T = 0, 1,2,. . . . 
1024 
315 
31744 32768 - - 
9765 9765 
. . . . . C 60 
TIO 
T20 
T30 
T40 
T50 
(6.8) 
When the subsequent columns of the extrapolation in Table 2 are obtained by polynomial ex- 
trapolation, the stability function of the elements T,.,,, T = O(l)t - s, s = l(l)t is given by 
CLTO.,~ = f: CS,s-jW&)~ s = 1(1)t. (6.9) 
j=O 
Therefore, the complete stability function of the extrapolation scheme (5.7) is 
/KrO,,(z;k = 1) = &,,_, (2 + f)“’ (2 - $)_“’ ) Re(z) < 0, z = hX, t 2 0. (6.10) 
r=o 
The region of absolute stability of the polynomial extrapolation method (5.7) is thus defined 
as the region Rz = (2 : IPT&; k = 1)l 6 1). H owever, the graph of this function (6.10) is 
given in Figure 1, for t 5 4, along with the similar graph of the DIFEXZextrapolation scheme 
of Fatunla [6]. This is a modification of DEFEXl due to Deuflhard [15,18], which has the basic 
integrator by the L-stable method 
Yn = 
hY: 
in - hY;’ 
The graph of a similar extrapolation method in [16] is also given. 
(6.11) 
7. NUMERICAL EXPERIMENTS 
In this section, we present results on some test problems. First, we consider the following 
problem. 
PROBLEM 1. 
y’ = 1 + y2, Y(0) = 1, h = 0.05, Ola:<l. (7.1) 
Results of extrapolation on this IVP are presented in Table 6. 
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“‘*i 
-.. 
-1 
_- 
EC1 /l 
Figure 1. Stability plots of extrapolation methods. (a) The polynomial extrapo- 
lation method (5.5),(5.7). (b) The polynomial extrapolation method of Ikhile and 
Otunta [16]. (c) The inverse Euler polynomial extrapolation method of Fatunla [6]. 
See Table 4 for the purpose of comparing with existing results of Fatunla [5], van Niekerk Ill], 
and Lambert and Shaw [lo]. Note, that for k = 1,2, the scheme appears quite impressive in the 
neighbourhood of the singular point x = n/4. 
PROBLEM 2. Fatunla (191 and Norelli [20] considered the celebrated van der Pol’s equation 
y’= [ O 1 
-1 5(1 - $) 
1 
’ Y(O) 
= [I 2 
0 , OlSll. (7.2) 
The Jacobian is dependent on x, precisely on yi(x), and hence, the eigenvalue also depends on 
it. We give the solution of this system at II: = 1. This will be given in Table 5. 
As can be seen, the results of our scheme on the van der Pol’s equation may be compared 
with those of Fatunla [19] and others, although the theoretical solution of this IVP (7.2) is yet 
unknown. 
9. CONCLUSION 
We note that the rational methods presented in this paper are component applicable to IVP 
systems in the sense of Lambert [22], unlike the second derivative methods (SDM) of Enright [23] 
which need an LU-decomposition of the Jacobian matrix by linear algebraic methods. In fact, 
the convergence of the SDM depends on the exact computation of the Jacobian matrix. The 
efforts expended in the extrapolation processes (5.7),(5.8) need almost the same resources as 
the computations of the exact Jacobian in the SDM and the solution of the linear algebraic 
system involved by LU-decomposition. It is found that the computational complexity is more 
One-Step Rational Schemes 
Table 3. Performance of (2.2) on the IVP (7.1), (Error), h = 0.05, m = 0, Ic = s. 
555 
X K=l K=2 K=3 K=4 
0.1 2.07655(-4) 3.5( -8) 5.5605(-5) 5.9164(-5) 
0.2 5.44973(-4) 9.1(-8) 1.9037(-4) 2.0374(-4) 
0.3 1.1146(-3) 1.9(-7) 5.4881(-4) 5.9237(-4) 
0.4 2.3532( -2) 3.93(-7) 1.6591(-3) 1.81395(-3) 
0.5 5.2413(-2) 8.76(-7) 6.088(-3) 6.7976(-3) 
0.6 1.4653( -2) 2.541(-6) 3.4149(-2) 3.96384(-2) 
0.65 2.95206(-2) 4.952( -6) 1.110895(-l) 1.33202(-l) 
0.7 7.95206(-2) 1.3356(-5) 5.535921(-l) 6.92879( - 1) 
0.75 4.8962(-l) 8.3117(-5) 6.8830(O) 8.4934(O) 
0.8 3.27142(O) 5.2088(-4) 110.847(2) 9.88989(l) 
0.9 5.7645( -2) 9.554( -6) 7.10314(l) 4.9314(l) 
1.0 1.84178(-2) 3.061(-6) 8.0668( 1) 5.18712(l) 
Table 4. Performance of some existing algorithms on (7.1), h = 0.05, 0 5 2 5 1 
(Error). 
X Theoretical 
Fatunla [6] 
Solution P=l P=2 P=3 P=4 P=5 P=9 
0.00 1.000,000,000 
0.10 1.223048880 1.228( -2) 8.277(-4) 
0.20 1.508497647 2.99(-2) 1.894(-3) 2.298(-4) 5.93(-5) 
0.30 1.895765123 5.580(-2) 3.520(-3) 5.507(-4) 5.434(-5) 2.303( -5) 
0.40 2.464962757 1.045(-l) 6.473( -3) 6.726(-4) 1.681(-4) 2.408(-5) 
0.50 3.408,223442 2.134(-l) 1.312(-2) 1.754(-3) 2.238(-4) 7.234(-5) 1.337(-6) 
0.60 5.33185223 5.562(-l) 3.405(-2) 4.206(-3) 7.541(-4) 1.272(-4) 4.552(-6) 
0.65 1.340436575 1.160(O) 6.664(-2) 8.379(-3) 1.509( -3) 2.338(-4) 1.04(-5) 
0.70 11.681373800 3.092(O) 1.762(-l) 2.016(-2) 3.322( -3) 7.849( -4) 7.349(-5) 
0.75 28.238252850 2.903( 1) 1.074(-l) 1.181(-l) 1.893( -2) 4.902(-3) 1.017(-4) 
0.80 -68.479668346 3.776( 1) 8.284(O) 7.037(-l) 1.282( -1) 2.622(-2) 1.585(-2) 
0.90 -6.87629546 1.166(O) 1.952( -1) 6.093( -3) 2.108(-2) 6.158( -3) 4.204(-l) 
1.00 -4.588037825 3.421(-l) 2.34(-l) 9.291(-3) 1.610( -2) 1.054(-2) 2.127(O) 
X T Theoretical Solution 
0.00 1.000000000 
0.10 1.223048880 
0.20 1.508497647 
0.30 1.895765123 
0.40 2.464962757 
0.50 3.408223442 
0.60 5.33185223 
0.65 1.340436575 
0.70 11.681373800 
0.75 28.238252850 
0.80 -68.479668346 
0.90 -6.87629546 
1.00 -4.588037825 
T van Niekerk [ 1 l] 
P=l 
l.O(-4) 2.0(-6) 8(-8) 2(-4) 
4.0( -4) 2.0(-6) 8(-7) 5(-4) 
l.O(-3) 2.0(-5) 4(-7) l(-3) 
2.0(-3) 5.0( -5) 7(-7) 2(-3) 
5.0(-3) l.O(-4) 2(-6) 5(-3) 
1.0(2) 5.0(-4) 4(-6) l(-2) 
3.0(-3) l.O(-3) 8(-6) 2(-2) 
7.0(-2) 3.0(-3) 2(-5) 8(-2) 
5.0(-l) 2.0(-2) 2(-2) 4(-l) 
P=2 
T Lambert and 
Shaw [lo] 
Luke 
et al. [2] 
Ikhile 
[l, (2.4.12)] 
2.420(-7) 
2.893( -7) 
6.972(-7) 
1.601(-6) 
3.970( -6) 
1.562( -5) 
2.803(-5) 
6.866(-5) 
4.867(-4) 
2.828(-3) 
5.382(-5) 
1.807(-5) 
in the implementation of the SDM than in the extrapolation methods (5.7),(5.8), especially 
for a complicated f(z,y). If approximate Jacobian is employed, it is practical experience that 
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Table 5. Performance of (2.2) and various methods on the IVP (7.2). 
I Integrator, 
Aashek- 
Fatunla 
h pelohai 
Nor& (2.2); Fun 
[191 
PI 
PO1 K = s = 2, eval 
m=O 
Fatunla 
1191 
Integrator, 
Asshek- 
Norelli (2.2); pelohai 
WI PO1 
k=s=2, 
m=O 
0.0125 1.8694388 1.8694389 1.8692929 1.86966552 80 -0.14823588 -0.1482358 -0.149526 -0.148204777 
0.025 1.8694389 1.8694387 1.8691420 1.87024893 40 -0.14823587 -0.1482358 -0.149729 -0.1481248 
‘0.05 1.8994380 1.8694846 1.8688365 1.87213397 20 -0.14823599 -0.1482296 -0.150108 -0.1478670 
0.1 1.8705973 1.8695057 1.8682119 1.87757840 10 -0.14810294 -0.1482267 -0.150755 -0.1471280 
K=l K=l 
0.0125 1.8694388 1.8694389 1.8692929 1.86934576 80 -0.14823588 -0.1482358 -0.149526 -0.1482486 
0.025 1.8694389 1.8694387 1.8691420 1.86937097 40 -0.14823587 -0.1482358 -0.149729 -0.1482451 
0.05 1.8994380 1.8694846 1.8688365 1.87020864 20 -0.14823599 -0.1482296 -0.150108 -0.1481301 
0.1 1.8705973 1.8695057 1.8682119 1.87481214 10 -0.14812267 -0.1482267 -0.150755 -0.1484933 
Table 6. Results of extrapolation at z = 0.75, h = 0.05, m = 6 
Theoretical solution 
Inverse Euler + polynomial extrapolation: Fatunla [6] DIFEX2 
Inverse Euler + rational extrapolation: Fatunla (61 DIFEX2 
Euler scheme + rational extrapolation: Deuflhard [15,18] DIFEXl 
Solution Error 
28.23825285014160 - 
28.23948693 1.2(-3) 
28.264477616 2.6( -2) 
25.991812595 3.247 
Gragg-Bulirsch-Stoer extrapolation 1 27.315540959 1 9.2(-l) 
New rational method (5.2): Ikhile and Otunta [16] + polynomial 1 28.23825223062016 1 6.02(-7) 
extrapolation I I 
New rational method (5.2): Ikhile and Otunta [16] f rational 1 28.23825284833971 1 1.9(-8) 
extrapolation I I 
New rational method (5.7) + polynomial extrapolation 1 28.23825284323876 1 1.30( -8) 
New rational method (5.8) + rational extrapolation 28.23825285206817 1.9(-9) 
difficulties arise in convergence of the SDM, which can be avoided, though, by an overhead cost of 
continuously renewing its value. In this regard, therefore, the extrapolation methods considered 
may well be the compromise (see Table 6). 
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