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In this paper we treat several aspects related to time integration methods for the incompressible Navier–Stokes
equations that allow to uncouple the calculation of the velocities and the pressure. The first family of schemes consists
of classical fractional step methods, of which we discuss several possibilities for the pressure extrapolation and the time
integration of first and second order. The second family consists of schemes based on an explicit treatment of the pressure
in the momentum equation followed by a Poisson equation for the pressure. It turns out that this ‘‘staggered’’ treatment
of the velocity and the pressure is stable. Finally, we present predictor–corrector methods based on the above schemes
that aim to converge to the solution of the monolithic time integration method. Apart from presenting these schemes and
check its numerical performance, we also present a complete set of stability results for the fractional step methods that
are independent of the space stability of the velocity–pressure interpolation, that is, of the classical inf–sup condition.
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The uncoupling of the pressure from the velocity in the numerical approximation of the incompressible
Navier–Stokes equations has been traditionally attempted using different approaches. Perhaps the best
known is the use of fractional step methods, although there are other techniques based on the solution0045-7825/$ - see front matter  2005 Elsevier B.V. All rights reserved.
doi:10.1016/j.cma.2004.06.048
* Corresponding author.
E-mail addresses: ramon.codina@upc.es (R. Codina), sbadia@cimne.upc.es (S. Badia).
R. Codina, S. Badia / Comput. Methods Appl. Mech. Engrg. 195 (2006) 2900–2918 2901of a pressure Poisson equation (see [9] for a review of this type of methods) and predictor–multicorrector
algorithms (either using a single stage or a multistage time integration). The interest for this type of meth-
ods is their computational efficiency, since only scalar equations need to be solved (see e.g. [12,17]).
The objective of this paper is to study several aspects of some pressure segregation methods for the tran-
sient incompressible Navier–Stokes equations using a finite element approximation for the space discreti-
zation. Our reference will be the solution of the monolithic problem, that is, the coupled calculation of
the velocity and the pressure. Obviously, the fully discrete and linearized monolithic scheme leads to an
algebraic system the structure of which can be exploited so as to solve independently for the velocity
and pressure degrees of freedom. However, we consider this a particular algebraic treatment of the final
linear system that we will not study in this paper (even though it might have a counterpart at the space-
continuous level).
It is not the purpose of this paper to discuss how to deal with the pressure interpolation. Our discussion
will be based on a Galerkin finite element interpolation for the velocity and the pressure. If the velocity–
pressure pairs satisfy the classical inf–sup condition, that will yield a stable pressure approximation. Other-
wise, if for example equal velocity–pressure interpolation is used, the Galerkin formulation can be modified
to a stabilized finite element method for which all the discussion that follows could be easily adapted. Like-
wise, no stabilization methods for the convective term when it dominates the viscous one will be taken into
account, although these could also be easily incorporated to what follows. An example of this is the work
presented in [4], of which part of the present work is a continuation.
Referring to the time integration, we will concentrate on first and second order implicit finite difference
schemes. The backward Euler method will be used for the former, whereas for second order methods we
will consider both the Crank–Nicolson and backward differencing (or Gear) schemes. We will refer to
the first and second order backward differencing schemes as BDF1 (which coincides with backward Euler)
and BDF2, respectively.
After describing the problem and its time and space discretization in Section 2, the methods we wish to
consider are presented in Section 3. The first family is the classical fractional step methods. Our approach
here is to present the splitting at the pure algebraic level, as in [13,14], rather than at the space continuous
level as it was done in the original works of Chorin [3] and Temam [16] and which is still the most common
approach. The algebraic viewpoint obviates the discussion on the pressure boundary conditions (which nev-
ertheless it is obviously present).
The second family of methods is the one based on a particular pressure Poisson equation presented in
[11]. The momentum equation can be solved treating the pressure explicitly, and then updating the pressure.
Contrary to classical fractional step methods, in this case there is no intermediate velocity to deal with.
However, the velocity obtained with this scheme is not (weakly) divergence free for the discrete problem.
Our contribution here is to compare methods based on this approach with the fractional step methods dis-
cussed previously. We explicitly show the equivalence between this momentum–pressure Poisson equation
approach and classical splitting methods.
The third and last family of methods is of predictor–multicorrector type in the spirit of [1] (see also ref-
erences therein). Starting from fractional step methods, we propose an iterative scheme the goal of which is
to converge to the solution of the monolithic problem. The robustness of this scheme relies on the presence
of a term that is motivated precisely by the starting splitting method.
An important part of this paper is devoted to the stability analysis of the fractional step methods pre-
sented. This is done in Section 4. Four methods are considered. In the first two, a first order time integration
is used, both with a first and a second order splitting error. For the third and fourth methods the splitting
error is of second order, the same as the time integration error. In one case the time integration is performed
using the Crank–Nicolson method, whereas the BDF2 scheme is used in the last case. Two of these four
stability results were already presented in [4], whereas the other two are new. The important issue is that
we do not rely on the pressure interpolation, which leads to poor stability estimates for the pressure. They
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methods. Nevertheless, we consider important to point out that some pressure stability is obtained even if
none of these possibilities is used.
In the last two sections of the paper (Sections 5 and 6) we present some numerical examples and draw
some conclusions.2. Problem statement
2.1. Continuous problem
Let X be the domain of Rnsd occupied by the fluid, where nsd = 2 or 3 is the number of space dimensions,
C = oX its boundary and [0,T] the time interval of analysis. The Navier–Stokes problem consists in finding
a velocity u and a pressure p such thatotuþ u  ru mr2uþrp ¼ f in X; t 2 ð0; T Þ; ð1Þ
r  u ¼ 0 in X; t 2 ð0; T Þ; ð2Þ
u ¼ 0 on C; t 2 ð0; T Þ; ð3Þ
u ¼ u0 in X; t ¼ 0; ð4Þwhere m is the kinematic viscosity, f is the force vector and u0 is the velocity initial condition. We have con-
sidered the homogeneous Dirichlet boundary condition (3) for simplicity.
To write the weak form of problem (1)–(4) we need to introduce some notation. We denote by H1(X) the
Sobolev space of functions whose first derivatives belong to L2(X), and by H 10ðXÞ the subspace of H1(X) of
functions with zero trace on C. A bold character is used for the vector counterpart of these spaces. The L2
scalar product in X is denoted by ( Æ , Æ ), and the L2 norm by k Æk. To pose the problem, we also need the
functional spaces V st ¼ H10ðXÞnsd , and Qst = {q 2 L2(X) j Xq = 0}, as well as V = L2(0,T;Vst) and
Q = L2(0,T;Qst) for the transient problem.
Assuming for simplicity the force vector to be square integrable, the weak form of problem (1)–(4) con-
sists in finding (u,p) 2 V · Q such thatðotuþ u  ru; vÞ þ mðru;rvÞ  ðp;r  vÞ ¼ ðf ; vÞ; ð5Þ
ðq;r  uÞ ¼ 0 ð6Þfor all (v,q) 2 Vst · Qst, and satisfying the initial condition in a weak sense. For the stability analysis of Sec-
tion 4 it will be convenient to write the convective term u Æ $u in its skew-symmetric form, that is,
u Æ $u + (1/2)u$ Æ u, although this is irrelevant for the space continuous case, where $ Æ u = 0.
2.2. Monolithic time discretization
Let us introduce some notation that we will use throughout the paper. Consider a uniform partition of
the time interval of size dt, and let us denote by f n the approximation of a time dependent function f at time
level tn = ndt. For a parameter h 2 [0, 1], we will denotef nþh ¼ hf nþ1 þ ð1 hÞf n;
df nþ1  dð1Þf nþ1 ¼ f nþ1  f n;
dðiþ1Þf nþ1 ¼ dðiÞf nþ1  dðiÞf n; i ¼ 1; 2; 3; . . .
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D2f nþ1 ¼ 1
2
ð3f nþ1  4f n þ f n1Þ;as well as the backward extrapolation operatorsbf nþ1i ¼ f nþ1  dðiÞf nþ1 ¼ f nþ1 þ OðdtiÞ;bf nþ11 ¼ f n;bf nþ12 ¼ 2f n  f n1.
ð7ÞFor the time integration of problem (5) and (6) we consider two types of finite difference approximation.
The first is the generalized trapezoidal rule, which consists of solving the following problem: from known
un, find un+1 2 Vst and pn+1 2 Qst such that1
dt
D1unþ1 þ unþh  runþh; v
 
þ mðrunþh;rvÞ  ðpnþh;r  vÞ ¼ ðf nþh; vÞ; ð8Þ
ðq;r  unþhÞ ¼ 0; ð9Þ
for all (v,q) 2 Vst · Qst. The force term f nþh in (8) and below has to be understood as the time average of the
force in the interval [tn, tn+1], even though we use a superscript n + h to characterize it. The pressure value
computed here has been identified as the pressure evaluated at tn+h, although this is irrelevant for the velo-
city approximation. The values of interest of h are h = 1/2, corresponding to the second order Crank–
Nicolson scheme, and h = 1, which corresponds to the backward Euler method.
The second scheme is BDF2. In this case, u1 can be computed from the backward Euler method, whereas
for nP 1 the unknowns un+1 2 Vst and pn+1 2 Qst are found by solving the problem1
dt
D2unþ1 þ unþ1  runþ1; v
 
þ mðrunþ1;rvÞ  ðpnþ1;r  vÞ ¼ ðf nþ1; vÞ; ð10Þ
ðq;r  unþ1Þ ¼ 0 ð11Þ
for all (v,q) 2 Vst · Qst.
2.3. Finite element discretization
Let Th denote a finite element partition of the domain X of diameter h, from which we construct the
finite element spaces Qh and Vh,0, approximations to Qst and Vst, respectively. The former is made up with
continuous functions of degree kq and the other with continuous vector functions of degree kv satisfying the
homogeneous Dirichlet boundary conditions. In the following, finite element functions will be identified
with a subscript h.
The discrete problem is obtained by approximating u and p. We assume that unh and p
n
h are constructed
using the standard finite element interpolation from the nodal values. From problem (8) and (9), these are
solution of the nonlinear algebraic systemM
1
dt
D1U
nþ1 þ KðUnþhÞUnþh þ GPnþh ¼ Fnþh; ð12Þ
DUnþh ¼ 0; ð13Þwhere U and P are the arrays of nodal unknowns for u and p, respectively. If we denote the node indexes
with superscripts a, b, the space indexes with subscripts i, j, and the standard shape function of node a by
Na, the components of the arrays involved in these equations are
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KðUnþhÞabij ¼ ðNa; unþhh  rNbÞdij þ
1
2
Na; ðr  unþhh ÞNb
 
dij þ mðrNa;rNbÞdij;
Gabi ¼ ðNa; oiNbÞ;
Dabj ¼ ðNa; ojNbÞ;
Fai ¼ ðNa; fiÞ.It is understood that all the arrays are matrices (except F, which is a vector) whose components are obtained
by grouping together the left indexes in the previous expressions (a and possibly i) and the right indexes (b
and possibly j). Likewise, (12) and (13) need to be modified to account for the Dirichlet boundary
conditions (matrix G can be replaced by Dt when this is done). Observe also that we have used the
skew-symmetric form of the convective term, which yields the convective contribution to matrix K(Un+h)
skew-symmetric.
For problem (10) and (11) the resulting algebraic system is analogous to (12) and (13), simply replacing
D1U by D2U and evaluating the rest of the terms at n + 1 instead of n + h.3. Some pressure segregation methods
3.1. Fractional step methods
The first family of schemes we consider is classical fractional step methods. They can be introduced at
this point, applied to the fully discrete problem (12) and (13). This is exactly equivalent toM
1
dt
ð~Unþ1  UnÞ þ KðUnþhÞUnþh þ cGPn ¼ Fnþh; ð14Þ
M
1
dt
ðUnþ1  ~Unþ1Þ þ GðPnþ1  cPnÞ ¼ 0; ð15Þ
DUnþ1 ¼ 0; ð16Þ
where ~U
nþ1
is an auxiliary variable and c is a numerical parameter, whose values of interest are 0 and 1. At
this point we can make the essential approximationKðUnþhÞUnþh  Kð~UnþhÞ~Unþh; ð17Þ
where ~U
nþh
:¼ h~Unþ1 þ ð1 hÞUn. Expressing Un+1 in terms of ~Unþ1 using (15) and inserting the result in
(16), the set of equations to be solved isM
1
dt
ð~Unþ1  UnÞ þ Kð~UnþhÞ~Unþh þ cGPn ¼ Fnþh; ð18Þ
dtDM1GðPnþ1  cPnÞ ¼ D~Unþ1; ð19Þ
M
1
dt
ðUnþ1  ~Unþ1Þ þ GðPnþ1  cPnÞ ¼ 0; ð20Þwhich have been ordered according to the sequence of solution, for ~U
nþ1
, Pn+1 and Un+1. This uncoupling of
variables has been made possible by (17).
Even though problem (18)–(20) can be implemented as such, it is very convenient to make a further
approximation. Observe that DM1G represents an approximation to the Laplacian operator. In order
R. Codina, S. Badia / Comput. Methods Appl. Mech. Engrg. 195 (2006) 2900–2918 2905to avoid dealing with this matrix (which is computationally feasible only ifM is approximated by a diagonal
matrix), we can approximateDM1G  L; with components Lab ¼ ðrNa;rNbÞ. ð21Þ
Matrix L is the standard approximation to the Laplacian operator. Clearly, this approximation is only pos-
sible when continuous pressure interpolations are employed. Likewise, it introduces implicitly the same
wrong pressure boundary condition as when the splitting is performed at the continuous level (see [9]
for a discussion on boundary conditions for the pressure Poisson equation). In [10], the use of approxima-
tion (21) is referred to as ‘‘approximate projection’’.
After using (17) and (21) the problem to be solved isM
1
dt
ð~Unþ1  UnÞ þ Kð~UnþhÞ~Unþh þ cGPn ¼ Fnþh; ð22Þ
dtLðPnþ1  cPnÞ ¼ D~Unþ1; ð23Þ
M
1
dt
ðUnþ1  ~Unþ1Þ þ GðPnþ1  cPnÞ ¼ 0. ð24ÞIn Section 4 we will consider three possibilities depending on the choice of h and c. Formally, it is easy to see
that the splitting error, introduced by approximation (17), is of order OðdtÞ when c = 0 and of order Oðdt2Þ
when c = 1 (observe from (15) that OðkUnþ1  ~Unþ1kÞ ¼ dtOðkPnþ1  cPnkÞ in any norm k Æ k). Thus, we will
refer to the case c = 0 as the case with splitting error of order 1, called SE1 in the following, and the case
c = 1 as the case with splitting error of order 2, called SE2. The three possibilities mentioned are:
• h = 1, c = 0. Method BDF1-SE1.
• h = 1, c = 1. Method BDF1-SE2.
• h = 1/2, c = 1. Method CN-SE2.
Method BDF1-SE2 will obviously be first order, and thus the second order splitting error is unnecessary.
However, this method has some interesting properties that will be discussed below.
So far, we have considered the trapezoidal rule for the time integration. If, instead, we use BDF2 with a
second order splitting error, the final algebraic system will beM
1
2dt
ð3~Unþ1  4Un þ Un1Þ þ Kð~Unþ1Þ~Unþ1 þ GPn ¼ Fnþ1; ð25Þ
2
3
dtLðdPnþ1Þ ¼ D~Unþ1; ð26Þ
M
1
2dt
ð3Unþ1  3~Unþ1Þ þ GðdPnþ1Þ ¼ 0. ð27ÞWe will call this method BDF2-SE2.
3.2. Momentum–pressure Poisson equation methods
In this section we discuss a family of methods that allow us to segregate the pressure calculation recently
proposed in [11]. The idea is to start with a formulation of the continuous problem equivalent to (1) and (2)
obtained by replacing the continuity equation by a pressure Poisson equation. The system of equations to
be solved is thusotuþ u  ru mr2uþrp ¼ f ; ð28Þ
r2p ¼ r  ðf þ mr2u u  ruÞ. ð29Þ
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dient be equal to the normal component of the term within parenthesis in the right-hand-side of (29). The
viscous term in this equation could be deleted by assuming that the divergence and the Laplacian operator
commute, but this would lead to a non-physical pressure boundary condition.
The key point is the way the pressure appearing in (28) and (29) is treated in the time discretization. In
principle, to guarantee that the incompressibility condition holds, both pressures should be the same. How-
ever, another possibility is to use an explicit treatment of the pressure in (28). This implies that the incom-
pressibility constraint will be relaxed, but allows to uncouple the velocity and pressure calculation. Using a
BDF time integration method of order k, k = 1,2, the equations to be solved are1
dt
Dkunþ1 þ unþ1  runþ1  mr2unþ1 þrp;nþ1k ¼ f nþ1; ð30Þ
r2pnþ1 ¼ r  ðf nþ1  unþ1  runþ1 þ mr2unþ1Þ; ð31Þ
where p;nþ1k is an explicit approximation to p
n+1 of order k. The right-hand-side of (31) is cumbersome to
evaluate numerically. Making use of (30) in (31) we can alternatively solve1
dt
Dkunþ1 þ unþ1  runþ1  mr2unþ1 þrp;nþ1k ¼ f nþ1; ð32Þ
dtr2ðpnþ1  p;nþ1k Þ ¼ r  ðDkunþ1Þ. ð33Þ
Let us compare now these momentum–pressure Poisson equation methods with the fractional step meth-
ods of the previous subsection when the space discretization is carried out. For k = 1, problem (32) and (33)
leads toM
1
dt
ðD1Unþ1Þ þ KðUnþ1ÞUnþ1 þ GP;nþ11 ¼ Fnþ1; ð34Þ
dtLðPnþ1  P;nþ11 Þ ¼ DðD1Unþ1Þ; ð35Þ
whereas the algebraic equations of the BDF1-SE1 of the previous subsection can be rearranged to yieldM
1
dt
ðD1~Unþ1Þ þ Kð~Unþ1Þ~Unþ1 þ GPn ¼ Fnþ1; ð36Þ
dtLðPnþ1  PnÞ ¼ DðD1~Unþ1Þ. ð37Þ
It is observed that problems (34), (35) and (36), (37) are identical, provided the intermediate velocity of the
fractional step method is identified with the velocity to be computed at each time step and the following two
conditions hold: an initial pressure (which is unnecessary in fractional step methods) is obtained from the
equation dtLP0 = DU0 and the explicit first order approximation to the pressure is taken as P;nþ11 ¼ Pn.
In the case k = 2, problem (32) and (33) leads toM
1
dt
ðD2Unþ1Þ þ KðUnþ1ÞUnþ1 þ GðP;nþ12 Þ ¼ Fnþ1; ð38Þ
LðPnþ1  P;nþ12 Þ ¼ D
1
dt
D2U
nþ1
 
; ð39Þwhereas the algebraic equations of the BDF2-SE2 of the previous subsection, with an appropriate choice
for the initial conditions, can be written asM
1
dt
ðD2~Unþ1Þ þ Kð~Unþ1Þ~Unþ1 þ G bPnþ12  13 d2Pn
 
¼ Fnþ1; ð40Þ
L Pnþ1  bPnþ12  13 d2Pn
  
¼ D 1
dt
D2~U
nþ1
 
. ð41Þ
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tional step method with the velocity to be computed at each time step and taking P;nþ12 ¼ bPnþ12  13 d2Pn as
explicit second order approximation to the pressure at tn+1. Therefore, scheme BDF2-SE2 can be consid-
ered a particular case of (38) and (39).
3.3. Predictor corrector schemes
Starting from the fractional step method (22) and (24), a predictor multicorrector scheme is proposed in
[7] whose goal is to converge to the monolithic time discretized problem. We will omit the details of the
motivation. Denoting by a superscript i the ith iteration of the scheme, the resulting linearized system isM
1
dt
ðUnþ1;iþ1  UnÞ þ KðUnþh;iÞUnþh;iþ1 þ GPnþh;i ¼ Fnþh; ð42Þ
dtLðPnþh;iþ1  Pnþh;iÞ ¼ DUnþh;iþ1. ð43Þ
Apparently, this is a straightforward iteration procedure for solving the original monolithic problem (12)
and (13) freezing the pressure gradient in the momentum equation. However, there is a term whose presence
would be hardly motivated by looking only at this system, namely, the term dtL(Pn+h,i+1  Pn+h,i). The
motivation to introduce it comes from the inspection of what happens in the fractional step scheme.
If instead of starting from the generalized trapezoidal rule the second order BDF scheme is employed,
the iterative scheme we propose isM
1
2dt
ð3Unþ1;iþ1  4Un þ Un1Þ þ KðUnþ1;iÞUnþ1;iþ1 þ GPnþ1;i ¼ Fnþ1; ð44Þ
2
3
dtLðPnþ1;iþ1  Pnþ1;iÞ ¼ DUnþ1;iþ1; ð45ÞwithPnþ1;0 ¼ 2Pn  Pn1; ð46Þ
Unþ1;0 ¼ 2Un  Un1. ð47ÞBoth (42), (43) and (44), (45) are iterative schemes in which the pressure calculation is uncoupled from the
velocity. This is why we have included them in this section about pressure segregation methods. Their
numerical performance will be discussed in Section 5.4. Stability of fractional step methods
The goal of this section is to present stability estimates for the fractional step methods introduced pre-
viously. Let us first introduce some additional notation. If X, Y are arrays, {Xn}n=0, 1, . . . ,N is a sequence of
arrays of N + 1 terms and A a symmetric positive semi-definite matrix, we defineðX;YÞA :¼ X  AY;
kXkA :¼ ðX  AXÞ1=2;
kYkA :¼ sup
X6¼0
Y  X
kXkA
ðhere A is assumed to be positive definiteÞ;
fXng 2 ‘1ðAÞ () kXnkA 6 C < 1 8n ¼ 0; 1; ...;N ;
fXng 2 ‘pðAÞ ()
XN
n¼0
dtkXnkpA 6 C < 1; 1 6 p < 1.Here and in the following, C denotes a positive constant, not necessarily the same at different appearances.
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vective term, which is skew-symmetric, and the contribution from the viscous term, Kvisc, which is symmet-
ric and positive definite. We will simply write U  KðUÞU ¼ U  KviscU  kUk2K.
We will make use also of L+ :¼ L, which is the positive semi-definite matrix corresponding to the dis-
cretization of $2.
These definitions will allow us to express our stability results in a compact manner. The basic assumption
in all the cases will be thatXN
n¼0
dtkFnk2K 6 C <1; ð48Þwhich is the matrix version of the classical condition required for the problem to be well posed. Apart from
this, no other regularity assumptions will be required. Thus, the following estimates hold for the minimum
velocity–pressure regularity.
The first stability result we present was proved already in [4]. For method BDF1-SE1, we haveStability of BDF 1-SE1:
fUng 2 ‘1ðMÞ; f~Ung 2 ‘1ðMÞ \ ‘2ðKÞ; f ffiffiffiffidtp Png 2 ‘2ðLþÞ
The stability estimate for the pressure shows that the pressure gradient multiplied by dt is ‘2 bounded.
When dt is Oðh2Þ this is optimal [8,2,15]. For the velocity, the stability estimates are optimal.
Method BDF1-SE1 is first order because of the order of both the time integration and the splitting error.
However, if we consider method BDF1-SE2, with a second order splitting error, we obtain the same esti-
mates for the velocity but much weaker estimates for the pressure. The result is:Stability of BDF 1-SE2:
fUng 2 ‘1ðMÞ; f~Ung 2 ‘1ðMÞ \ ‘2ðKÞ; fdtPng 2 ‘1ðLþÞ
The stability estimate for the pressure is now multiplied by dt instead of
ffiffiffiffi
dt
p
as in the previous case,
which makes it weaker (even though the temporal norm is stronger). The way to improve it is by making
use of the inf–sup condition, if it holds for the velocity–pressure interpolation employed, or by using sta-
bilization techniques.
Let us prove this result. First, let us write the scheme asM
1
dt
ð~Unþ1  UnÞ þ Kð~Unþ1Þ~Unþ1 þ GPn ¼ Fnþ1; ð49Þ
dtLðdPnþ1Þ ¼ D~Unþ1; ð50Þ
M
1
dt
ðUnþ1  ~Unþ1Þ þ GðdPnþ1Þ ¼ 0. ð51ÞTaking the inner product of (49) with 2dt~U
nþ1
and using the identityð2a; a bÞ :¼ a2  b2 þ ða bÞ2;
we getk~Unþ1k2M  kUnk2M þ k~U
nþ1  Unk2M þ 2dtk~U
nþ1k2K þ 2dt~U
nþ1  GPn
¼ 2dt~Unþ1  Fnþ1 6 dtkFnþ1k2K þ dtk~U
nþ1k2K. ð52ÞMultiplying (51) by 2dtUn+1 we obtainkUnþ1k2M  k~U
nþ1k2M þ kUnþ1  ~U
nþ1k2M þ 2dtUnþ1  GdPnþ1 ¼ 0. ð53Þ
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nþ1k2M þ k~U
nþ1  Unk2M þ dtk~U
nþ1k2K
þ 2dtUnþ1  GdPnþ1 þ 2dt~Unþ1  GPn 6 dtkFnþ1k2K. ð54Þ
Since (51) impliesUnþ1  ~Unþ1 ¼ dtM1GðdPnþ1Þ;
and Gt = D with the boundary conditions considered, we have thatkUnþ1  ~Unþ1k2M ¼ dt2M1GðdPnþ1Þ  GðdPnþ1Þ ¼ dt2ðdPnþ1Þ  DM1GðdPnþ1Þ ¼ dt2kdPnþ1k2LþD ; ð55Þ
being LþD :¼ DM1G positive semi-definite.
From (50) we now obtain2dt~U
nþ1  GPn ¼ 2dtPn  D~Unþ1 ¼ 2dt2Pn  LþdPnþ1 ¼ dt2ðkPnþ1k2Lþ  kPnk2Lþ  kdPnþ1k2LþÞ. ð56ÞOn the other hand, using again (51) and (50) we get2dtUnþ1  GðdPnþ1Þ ¼ 2dtðdPnþ1Þ  Dð~Unþ1  dtM1GdPnþ1Þ
¼ 2dt2ðdPnþ1Þ  LþðdPnþ1Þ þ 2dt2ðdPnþ1Þ  DM1GðdPnþ1Þ
¼ dt2kdPnþ1k2Lþ þ dt2kdPnþ1k2B  dt2kdPnþ1k2LþD ; ð57Þbeing B :¼ DM1G L ¼ Lþ  LþD positive semi-definite (see [4]). Using (55)–(57) in (54), we find that
kUnþ1k2M  kUnk2M þ dtk~U
nþ1k2K þ dt2kPnþ1k2Lþ  dt2kPnk2Lþ 6 dtkFnþ1k2K;
and summing from n = 1 to n = N, an arbitrary time level, we obtainkUNk2M þ
XN
n¼1
dtk~Unk2K þ dt2kPNk2Lþ 6 C; ð58Þwhere C includes the norm of the force vector and the initial condition. This inequality (58) proves the de-
sired stability estimate for method BDF1-SE2, except for the ‘1(M) estimate for f~Ung, which is easily ob-
tained from (51), the ‘1(M) estimate for {Un} and noting that the right-hand-side of (57) is non-negative.
For the CN-SE2 the stability estimate was already obtained in [4]. The result is the following:Stability of CN -SE2:
fUng 2 ‘1ðMÞ; f~Ung 2 ‘1ðMÞ; f~Unþ1=2g 2 ‘2ðKÞ;
fdtPng 2 ‘1ðLþÞ; f ffiffiffiffidtp dPng 2 ‘2ðLþÞThe same remarks as those made concerning the stability of method BDF1-SE2 apply now. We therefore
conclude that the pressure stability depends on how the splitting is done rather than on the time integration
scheme. This is also confirmed by the stability estimate for method BDF2-SE2, which we present now:Stability of BDF 2-SE2:
fUng 2 ‘1ðMÞ; f~Ung 2 ‘2ðKÞ;
fdtPng 2 ‘1ðLþÞ; f ffiffiffiffidtp dPng 2 ‘2ðLþÞWe conclude this section by proving this result. Let us start by the method obtained without using
approximation (21). This method reads
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1
2dt
ð3~Unþ1  4Un þ Un1Þ þ Kð~Unþ1Þ~Unþ1 þ GPn ¼ Fnþ1; ð59Þ
DUnþ1 ¼ 0; ð60Þ
M
1
2dt
ð3Unþ1  3~Unþ1Þ þ GðdPnþ1Þ ¼ 0. ð61ÞIn this case, the velocity at the end of the step is divergence free (in the discrete weak sense). Alternatively,
(60) could be replaced by2
3
dtDM1GðdPnþ1Þ ¼ D~Unþ1; ð62Þin contrast with the pressure Poisson equation2
3
dtLðdPnþ1Þ ¼ D~Unþ1; ð63Þthat would be obtained making use of approximation (21).
To obtain the stability of problem (59) and (61), let us start by multiplying (59) by 4dt~U
nþ1
, gettingð2~Unþ1; 3~Unþ1  4Un þ Un1ÞM þ 4dtk~U
nþ1k2K þ 4dt~U
nþ1  GPn ¼ 4dt~Unþ1  Fnþ1
6 2dtkFnþ1k2K þ 2dtk~U
nþ1k2K. ð64ÞExpanding the first term of (64) we getð2~Unþ1;3~Unþ1  4UnþUn1ÞM ¼ ð2Unþ1 þ 2~U
nþ1 2Unþ1;3Unþ1 4UnþUn1þ 3~Unþ1 3Unþ1ÞM
¼ ð2Unþ1;3Unþ1 4UnþUn1ÞMþ ð2~U
nþ1 2Unþ1;3Unþ1 4UnþUn1ÞM þ ð2~U
nþ1
;3~U
nþ1 3Unþ1ÞM.
ð65ÞUsing the identityð2a; 3a 4bþ cÞ :¼ a2  b2 þ ð2a bÞ2  ð2b cÞ2 þ ða 2bþ cÞ2;
we can manipulate the first term in the right-hand-side of (65) as follows:ð2Unþ1; 3Unþ1  4Un þ Un1ÞM ¼ kUnþ1k2M  kUnk2M þ k2Unþ1  Unk2M  k2Un  Un1k2M þ kd2Unþ1k2M.
ð66ÞFrom (61) it follows that~U
nþ1  Unþ1 ¼ 2
3
dtM1GðdPnþ1Þ;which can be used to express the second term in the right-hand-side of (65) asð2~Unþ1  2Unþ1; 3Unþ1  4Un þ Un1ÞM ¼ 
4
3
dtðdPnþ1Þ  Dð3Unþ1  4Un þ Un1Þ ¼ 0; ð67Þwhich is zero because of (60).
For the last term in (65) we have3ð2~Unþ1; ~Unþ1  Unþ1ÞM ¼ 3k~U
nþ1k2M  3kUnþ1k2M þ 3k~U
nþ1  Unþ1k2M. ð68Þ
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nþ1  Unþ1k2M þ kUnþ1k2M  kUnk2M þ k2Unþ1  Unk2M  k2Un  Un1k2M
þ kd2Unþ1k2M þ 2dtk~U
nþ1k2K þ 4dt~U
nþ1  GPn 6 2dtkFnþ1k2K. ð69Þ
On the other hand, (61) can be reordered to get3
2dt
Unþ1 þM1GPnþ1 ¼ 3
2dt
~U
nþ1 þM1GPn.Squaring both terms of this equation with the inner product ( Æ , Æ )M we obtain3
2dt
Unþ1 þM1GPnþ1
 
 M 3
2dt
Unþ1 þ GPnþ1
 
¼ 3
2dt
~U
nþ1 þM1GPn
 
 M 3
2dt
~U
nþ1 þ GPn
 
.After expanding the terms of this equality and using the fact that the velocity at the end of step is divergence
free, it is found9
4dt2
kUnþ1k2M þ kPnþ1k2LþD ¼
9
4dt2
k~Unþ1k2M þ
6
2dt
~U
nþ1  GPn þ kPnk2LþD . ð70ÞRecall that LþD :¼ DM1G is positive semi-definite. Multiplying this equation by 43 dt2 and adding it to (69)
we obtainkUnþ1k2M  kUnk2M þ 3k~U
nþ1  Unþ1k2M þ k2Unþ1  Unk2M  k2Un  Un1k2M þ kd2Unþ1k2M
þ 4
3
dt2kPnþ1k2LþD 
4
3
dt2kPnk2LþD þ 2dtk~U
nþ1k2K 6 2dtkFnþ1k2K. ð71ÞUsing (61) we can express k~Unþ1  Unþ1kM as3k~Unþ1  Unþ1k2M ¼
4
3
dt2M1GðPnþ1  PnÞ MM1GðPnþ1  PnÞ
¼  4
3
dt2ðPnþ1  PnÞ  DM1GðPnþ1  PnÞ ¼ 4
3
dtk
ffiffiffiffi
dt
p
ðPnþ1  PnÞk2LþD .Using this in (71), adding the result up from n = 1 to an arbitrary time level N and neglecting some positive
terms we getkUNk2M þ
4
3
XN
n¼1
dtk
ffiffiffiffi
dt
p
dPnk2LþD þ
4
3
kdtPNk2LþD þ 2
XN
n¼1
dtk~Unk2K 6 C; ð72Þwhere C involves the norm of the force vector and the initial condition. Therefore, the stability results ob-
tained are:fUng 2 ‘1ðMÞ; f~Ung 2 ‘2ðKÞ; f
ffiffiffiffi
dt
p
dPng 2 ‘2ðLþDÞ; fdtPng 2 ‘1ðLþDÞ.Let us consider now scheme BDF2-SE2 using approximation DM1G ffi L. In this case, the velocity at the
end of the step is not divergence free. Making use of (27) in (26) the scheme can be written as follows:M
1
2dt
ð3~Unþ1  4Un þ Un1Þ þ Kð~Unþ1Þ~Unþ1 þ GPn ¼ Fnþ1; ð73Þ
DUnþ1 þ 2
3
dtBðdPnþ1Þ ¼ 0; ð74Þ
M
1
2dt
ð3Unþ1  3~Unþ1Þ þ GðdPnþ1Þ ¼ 0. ð75ÞRecall that B :¼ DM1G  L is positive semi-definite.
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free property of the end-of-step velocity has been used. This assumption has just been made in Eqs. (67) and
(70). Using (74), expression (67) in this case is 4
3
dtðdPnþ1Þ  Dð3Unþ1  4Un þ Un1Þ ¼ 4
9
dt2ð2dPnþ1Þ  ð3BdPnþ1  4BdPn þ BdPn1Þ
¼ 4
9
dt2  ðkdPnþ1k2B  kdPnk2B þ k2dPnþ1  dPnk2B
 k2dPn  dPn1k2B þ kd3PnkBÞ. ð76Þ
On the other hand, the following term has to be added to the left-hand-side of (70):6
2dt
Unþ1  GPnþ1 ¼  6
2dt
Pnþ1  DUnþ1 ¼ 2Pnþ1  BdPnþ1 ¼ kPnþ1k2B  kPnk2B þ kdPnþ1k2B. ð77ÞWith the change (76) in (67) and (77) in (70), inequality (71) has to be replaced bykUnþ1k2M  kUnk2M þ
4
3
dtk
ffiffiffiffi
dt
p
dPnþ1k2LþD þ
4
3
kdtPnþ1k2LþD 
4
3
kdtPnk2LþD þ
4
3
kdtPnþ1k2B 
4
3
kdtPnk2B
þ 4
3
dtk
ffiffiffiffi
dt
p
dPnþ1k2B þ 2dtk~U
nþ1k2K þ k2Unþ1  Unk2M  k2Un  Un1k2M þ kd2Unþ1k2M
þ 4
9
dt2  ðkdPnþ1k2B  kdPnk2B þ k2dPnþ1  dPnk2B  k2dPn  dPn1k2B þ kd3PnkBÞ 6 2dtkFnþ1k2K.Adding up from n = 1 to an arbitrary time level N and neglecting some positive terms we find thatkUNk2M þ
4
3
XN
n¼1
dtk
ffiffiffiffi
dt
p
dPnk2LþD þ
4
3
kdtPNk2LþD þ 2
XN
n¼1
dtk~Unk2K þ
4
3
XN
n¼1
dtk
ffiffiffiffi
dt
p
dPnk2B þ
4
3
kdtPNk2B 6 C.
ð78Þ
which, noting that Bþ LþD ¼ Lþ, yields the stability result we wished to prove.5. Numerical tests
In this section we present some numerical results to test the time integration schemes described in this
paper. Even though all the exposition has been based on the Galerkin method for the spatial discretization,
in the following examples we have used equal velocity–pressure interpolation and the pressure stabilization
technique presented in [5]. In particular, we have taken kq = kv = 1, with the notation of Section 2. Note
that the pressure stability results obtained would allow us to use the Galerkin approximation only for the
BDF1-SE1 scheme and using an appropriate choice of the time step (see [4]). Instead of using a stabilization
method, another possibility would be to use velocity–pressure interpolations satisfying the inf–sup
condition.
5.1. Convergence test
The first example we consider is a simple convergence test whose goal is to check numerically the rate of
convergence in time for some of the numerical methods described.
The computational domain is the unit square, discretized using a uniform triangular mesh of 11 · 11
nodal points (200 triangles). The boundary and initial conditions and the force term are prescribed so that
the analytic solution is u = (y,x)sin(pt/10)exp(t/25), p = 0. Note that the exact solution belongs to the
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term of the Navier–Stokes equations is neglected (it is zero for the exact solution), that is, we consider the
transient Stokes problem.
Results are shown in Fig. 1. The error E is measured in the ‘2 norm of the sequence {un  u(tn)}. It is seen
that all the methods show the expected rate of convergence. This is particularly relevant for the predictor–
corrector schemes, whose error is affected by the convergence tolerance adopted in the iterative loop of each
time step.
5.2. Flow in a cavity
In this second example we solve the classical cavity flow problem at a Reynolds number Re = 100. The
computational domain is the unit square, discretized using a mesh of 21 · 21 nodal points (400 triangles).
The velocity is fixed to zero everywhere except on the top boundary, where it is prescribed to (1,0).
Even though the solution in this simple example is stationary, we obtain it by stepping in time. The goal
of this test is precisely to check the properties of the schemes proposed for the long-term time integration of
stationary solutions (very often difficult to obtain in a stationary calculation) and, particularly, their numer-
ical dissipation. The time step employed is dt = 1.
Fig. 2 shows the evolution towards the steady state obtained. It is observed that the monolithic scheme is
more dissipative than the fractional step method, particularly for the second order scheme (BDF2-SE2). In
this particular example, BDF2 seems to be slightly more dissipative than BDF1 for the monolithic case.
When the predictor–corrector scheme is employed, the evolution towards the steady-state depends on
the final error of the iterative scheme within each time step. For loose convergence requirements, it is ex-
pected that the predictor–corrector method will behave in a way similar to the fractional step method,
whereas the behavior will approach that of the monolithic scheme as the iterative error per time step de-
creases. This is what is observed in Fig. 3. With a small tolerance (106) the error is directly given by
the number of iterations allowed per time step. It is observed that for 20 iteration the behavior in time
is similar to that of the monolithic scheme, whereas for five iterations it is much less dissipative. 0.01
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Fig. 1. Convergence test.
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The last example is also a classical benchmark, namely, the flow over a cylinder. The computational do-
main is X ¼ ½0; 16 	 ½0; 8 n D, with the cylinder D of diameter 1 and centered at (4,4). The velocity at x = 0
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ponent is left free. The outflow (where both the x- and y-components are free) is x = 16. The Reynolds
number is 100, based on the cylinder diameter and the prescribed inflow velocity. The finite element mesh
employed consists of 3604 linear triangles, with 1902 nodal points. A snapshot of the contours of the veloc-
ity norm and pressure isolines is shown in Figs. 4 and 5. The purpose of this example is not to compare the
quality of these results with those presented in the literature, but rather to discuss the time behavior of the
schemes proposed in this paper.
The evolution of the y-velocity component at the control point located at (6,4) is shown in Fig. 6. The
time step size used in all the cases is dt = 0.05. The tolerance of the iterative procedure of each time step has
been set to 0.0001 (0.01%), although a maximum of only five iterations has been permitted. It is observed
that the least dissipative scheme (with higher frequency and amplitude) is the second order monolithic
method (using BDF2 for the time integration), and the most dissipative one (with the smaller frequency
and smaller amplitude) is BDF1-SE1. This example serves to show that even though fractional step schemesFig. 4. Contours of velocity norm for the flow over a cylinder.
Fig. 5. Contours of pressure for the flow over a cylinder.
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Fig. 6. Temporal evolution of the y-velocity component at the control point.
Table 1
Number of iterations in terms of the initial guess
PC using BDF2 Monolithic using BDF2
dt = 0.10 dt = 0.01 dt = 0.10 dt = 0.01
Xn+1,0 = Xn 414 2025 300 2000
Xn+1,0 = 2Xn  Xn1 325 1046 204 1006
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monolithic methods. Likewise, for this particular example predictor–corrector methods lie in between
fractional-step and monolithic schemes (recall that only five iterations have been allowed per time step).
The improvement with respect to fractional step methods is particularly significant for the first order
method.
Finally, concerning the number of iterations performed (for a tolerance of 0.01%) it is interesting to
study the effect of the initial guess. Independently of the time integration employed, it is always possible
to use a second order extrapolation for the unknowns as given by (46) and (47) to start the iterative pro-
cedure. The following Table 1 shows the influence of how the initial guess is taken. The numbers listed are
the total number of iterations from t = 0 to t = 10 using two time steps sizes, predictor–corrector and
monolithic schemes of second order and first or second order extrapolations to take the initial guess (X re-
fers here to both velocity and pressure degrees of freedom). It is observed that the monolithic schemes need
fewer iterations, which can be easily explained since the iterations for the predictor–corrector scheme need
to deal not only with the nonlinearity of the problem but also with the velocity–pressure coupling to con-
verge to the monolithic solution. Nevertheless, what is interesting is that an important gain in the total
number of iterations is obtained using the second order extrapolation. For first order schemes, it implies
that the unknowns at two previous time steps need to be stored (which is unnecessary) but it certainly pays
off in view of the significant reduction in the calculation time.
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In this paper we have discussed several ways to implement first and second order time integration
schemes for the incompressible Navier–Stokes equations whose objective is to uncouple the calculation
of the velocity and the pressure.
Taking as a reference the monolithic approach, the advantage of all these methods is that they are more
effective from the computational point of view, although other aspects need to be taken into account.
Fractional step methods based on a pressure Poisson equation offer some pressure stability independent
of the space approximation. We have presented here stability results for four of these methods that show
this. However, numerical evidence also shows that they are less dissipative in the evolution towards a steady
solution, and thus less effective when a transient calculation is used to reach a steady state. Only one exam-
ple showing this effect has been presented here, but we have observed this in many cases. Likewise, for a
given time step they tend to be less accurate than monolithic methods, in spite of the fact that the rate
of convergence is optimal. Again, an example of this behavior has been presented in this paper.
Another family of methods discussed is what we have called momentum–pressure Poisson equation with
an explicit treatment of the pressure gradient in the momentum equation. Even though the derivation of
these methods is different, we have shown that the bottom line is a method that can be considered a frac-
tional step one.
Finally, predictor–corrector schemes can be considered as a way to avoid the shortcomings of fractional
step methods while allowing to uncouple the velocity and pressure calculations. As it has been shown in the
last numerical example presented, the price is a higher number of iterations to be done per time step. We
believe that in some cases this can be worthy (see also [6]). Also in this last example and as a by-product, we
have observed that using as initial guess for the iterations within each time step a second order extrapola-
tion of the unknowns leads to significantly fewer iterations. This also can be worthy in many cases and for
different methods.References
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