We present an analysis of the fundamental plane of black hole accretion, an empirical correlation of the mass of a black hole (M), its 5 GHz radio continuum luminosity (νL ν ), and its 2-10 keV X-ray power-law continuum luminosity (L X ). We compile a sample of black holes with primary, direct black hole-mass measurements that also have sensitive, high-spatial-resolution radio and X-ray data. Taking into account a number of systematic sources of uncertainty and their correlations with the measurements, we use Markov chain Monte Carlo methods to fit a mass-predictor function of the form log(M/10 8 M ) = µ 0 + ξ µR log(L R /10 38 erg s −1 ) + ξ µX log(L X /10 40 erg s −1 ). Our best-fit results are µ 0 = 0.55 ± 0.22, ξ µR = 1.09 ± 0.10, and ξ µX = −0.59
1. INTRODUCTION Accretion and outflows, including jets, are seen in many astrophysical objects and are thought to have an intimate, physical connection to each other. Among all of the objects seen to have accretion and outflows (e.g., protostars, white dwarfs, and neutron stars), black holes have the greatest range in mass so correlations with mass can be tested.
An important observational connection related to accretionjet phenomena was first noted by Hannikainen et al. (1998) in a power-law relation between the radio and X-ray fluxes of black hole candidate GX 339−4 at various levels of low/hard states. Compiling many such black hole X-ray binaries (XRBs), Gallo et al. (2003) found that many black hole XRBs followed a similar trend such that the radio luminosity (L R ) of a low/hard state XRB scales with the X-ray luminosity (L X ) as L R ∼ L 0.7 X . This same observational trend was examined in active galactic nuclei (AGNs) but found to depend on the mass of the black hole (M) as well (Merloni et al. 2003; Falcke et al. 2004) . Because the masses of XRB black holes are all within a factor of a few of each other, such a scaling is only apparent when it is examined across several orders of magnitude. This M-L R -L X relation is often called the fundamental plane of black hole activity because it occupies a two-dimensional manifold in the three-dimensional space.
The empirical relation of the fundamental plane has been used to generate insights about the physics of accretion onto black holes. Merloni et al. (2003) interpreted the fundamental plane as the result of scale invariant disk-jet coupling relating jet power probed by radio and mass accretion rate probed by X-rays. This interpretation was based on work by Markoff et al. (2003) , which was later generalized by Heinz & Sunyaev (2003) and then extended by Heinz (2004) to include the effects of synchrotron cooling. Falcke et al. (2004) interpreted the fundamental plane as arising from sub-Eddington jet-dominated systems in which the emission arises from the jet as optically thick radio synchrotron and optically thin Xray synchrotron. For a description of the similarities and differences among these interpretations, see the discussion by Plotkin et al. (2012) . An additional interpretation provided by Yuan & Cui (2005) argues for a critical X-ray Eddington ratio below which the fundamental plane switches from accretionflow-dominated X-ray to jet-dominated emission.
After the initial discovery studies, the empirical relation was pushed to a wider variety of accreting black hole sources. Wang et al. (2006) considered the fundamental plane in radioactive Type 1 active galactic nucleus AGN and found only a weak dependence on mass, opening the possibility that AGN with L X /L Edd > 10 −3 follow a completely different relation. Their work was followed up by Li et al. (2008) with a larger sample and showed a significant difference in fundamental plane fits for radio-quiet and radio-loud samples of Type 1 AGN. Panessa et al. (2007) found a significant correlation between L R and L X in a sample of Seyfert galaxies and low-luminosity radio galaxies. Although there were concerns that the fundamental plane was a manifestation of distance creating the illusion of a luminosity-luminosity relation, partial correlation analyses showed that the fundamental plane relations were not driven by distance (Merloni et al. 2003; Wang et al. 2006; Merloni et al. 2006) .
Work from the last five years has used even larger samples to further promote the understanding of the underlying physics of the fundamental plane. Plotkin et al. (2012) used a carefully selected sample of BL Lac objects to supplement a selection of low-luminosity AGNs and XRBs, arguing that when the radio spectrum is flat/inverted, the X-ray emission comes from jet synchrotron. Further examination of the L R -L X relation in XRBs has uncovered multiple tracks rather than a universal relation (Gallo et al. 2012) . The existence of multiple tracks raises the possibility of more complex physical underpinnings of the fundamental plane and led to work by Dong et al. (2014) to observe that radiatively efficient XRBs and AGNs follow their own, separate fundamental plane. Fan & Bai (2016) demonstrated that the fundamental plane for compact steep-spectrum radio sources was best explained by a hot corona origin for X-ray emission. In the faintest objects, with L X /L Edd < 10 −6 , the fundamental plane observed by Xie & Yuan (2017) argue for X-ray emission coming from hot thermal gas in the accretion flow as predicted by Yuan & Cui (2005) , though this idea was ruled out by Plotkin et al. (2013) .
In addition to the insights it may provide regarding accretion physics, the fundamental plane is also interesting because it relates two relatively simple electromagnetic observations, L R and L X , to a notoriously difficult one, M. A black hole's mass is of paramount interest, as mass and spin are the only two parameters intrinsic to an astrophysical black hole. It also sets the scale for accretion properties for such things as the Eddington luminosity, L Edd . The Eddington fraction f Edd ≡ L bol /L Edd , in fact, may be the most important parameter of an AGN (Boroson & Green 1992; Sulentic et al. 2000; Boroson 2002; Shen & Ho 2014) . Black hole mass also sets relative size scales, including the Schwarzschild radius, the innermost stable circular orbit radius, and the the black hole shadow size (Doeleman et al. 2008) .
Although black hole-mass estimation methods exist at varying levels of resource intensiveness (e.g., stellar dynamics, Gültekin et al. 2009b; reverberation mapping, Peterson 2014 ; and host scaling relations, Gültekin et al. 2009c) , the ability to use radio and X-ray observations to estimate black hole mass would be a useful additional method in cases where other methods do not work well. It may be useful, for example, for (i) distinguishing between XRBs, accreting intermediatemass black holes (IMBHs), and AGNs; (ii) determining the mass of a black hole in a Type 2 AGN in a host galaxy with disturbed morphology making host-galaxy scaling relations unusable; or (iii) investigating the evolution of host-galaxy scaling relations with redshift.
The fundamental plane has been used to estimate black hole masses in a number of cases where other methods were not viable. For instance, this plane was used to claim the presence of a 10 6 M black hole in the dwarf starburst galaxy Henize 2-10, which had no obvious spheroidal component from which one could use host scaling relations (Reines et al. 2011) . Mïller & Gültekin (2011) used the fundamental plane to estimate the mass of the black hole in the tidal disruption event Swift J164449.3+573451. The latter case assumes that the fundamental plane is appropriate at high -probably super-Eddington -accretion rates expected from a tidal disruption event.
In Gültekin et al. (2009a) , we looked at the fundamental plane for a sample of AGNs that have direct, primary measurements of black hole mass to eliminate this source of systematic uncertainty. We found a number of potentially interesting empirical results, but it was not clear whether these arose because of actual correlations or because of the relatively small number (18) of AGNs with direct, primary M measurements that also have suitable X-ray and radio data. In this current paper, we use new data to continue our study of the fundamental plane with black holes with direct, primary mass measurements. The use of such mass measurements enables us (i) to eliminate the systematic uncertainty of using secondary measurements and (ii) to calibrate the relation for use as a mass estimator. We use the X-ray data from Gültekin et al. (2012) as well as hitherto unpublished radio data plus archival and data from the literature to make the largest M-L R -L X analysis for black holes with dynamical mass measurements to date now including 30 AGN sources and 6 XRB sources. We discuss our sample selection and standards for mass, radio, and X-ray data inclusion in section 2. In section 3 we describe our fitting methodology and results from the fundamental plane fit to the data. We discuss our results in section 4 and conclude with advice for how to use the fundamental plane to estimate black hole mass in section 5. Appendices C-D contain details of the new and archival data analysis used in this paper.
SAMPLE
In this section we describe our sample. Because of the differences in the two, we discuss the AGN and XRB samples separately. The data are summarized in Figures 1-3 and listed completely in Tables 3-6 . We note here that there is significant improvement in the sample here over our earlier sample of Gültekin et al. (2009a) . We have increased the AGN sample from 18 to 30, and inclusion in the current expanded XRB sample required stricter mass and distance determinations changing the number from 3 to 6. We also have improved AGN classification (section 2.1.4).
AGNs
The ideal data set of AGNs will have a large number of sources with multiple, independent measurements of mass, strictly simultaneous measurements of the X-ray and radio fluxes at the highest possible spatial resolution in multiple bands. Such ideal data do not exist, and thus we have made a number of compromises in terms of simultaneity and multiple bands. To mitigate the impact of these comprimises, we have implemented a number of measures, which we describe below. Overall, these measures help ensure that our final results are robust and meaningful.
Mass estimates
We require our AGN sources to have primary, direct dynamical mass measurements. This requirement implies that all black hole-mass measurements were done using stellar dynamical (e.g., Gültekin et al. 2009b) , gas dynamical (e.g., Walsh et al. 2010) , or megamaser techniques (e.g., Kuo et al. 2011) . Because reverberation mapping techniques (Blandford & McKee 1982) mostly rely on normalizing the mass estimates to the primary measurements and thus are not independent, we do not include them. Requiring that mass measure-ments be independent is essential for using the fundamental plane as a mass estimator.
Our sample of AGNs begins with the compilation of primary, direct dynamical mass measurements in Kormendy & Ho (2013) . We supplement their compilation with upper limits compiled by Gültekin et al. (2009c) . We also adopt the distances determined by Kormendy & Ho (2013) , unless they are unavailable, in which case we use the value determined by Gültekin et al. (2009c) . We note that NGC 1399 has two stellar dynamical mass measurements (Gebhardt et al. 2007; Houghton et al. 2006 ) that are independently reliable but inconsistent with each other. Gültekin et al. (2009c) and Kormendy & Ho (2013) took both results into consideration, but given the larger number of tests done by the code used in the Gebhardt et al. (2007) result, we use only their mass value. All AGN sources are listed by host galaxy name in Table 5 including black hole masses (M) along with the references for the measurement.
Radio data
The ideal radio data for this project requires good spatial resolution to isolate the nuclear core flux with good pointsource sensitivity to reach as deep as possible to avoid having only an upper limit. This effectively requires sensitive radio interferometry, ideally with the Karl Jansky Very Large Array (VLA), which has a resolution of about 0. 4 at 5 GHz, corresponding to 40 pc at a distance of 20 Mpc. Whenever possible, we have used VLA data either from the modern epoch or from earlier epochs, but we have also used data from other radio interferometers and even single-dish data for a few sources. We use the 5 GHz band as the frequency of reference to be compatible with other fundamental plane studies, but we do not require that the observations be taken at this frequency. We do not make such a requirement because (i) the radio spectra near 5 GHz are almost always power-law spectra that can be relatively easily translated to 5 GHz, (ii) at higher frequencies the spatial resolution is superior, allowing better isolation of nuclear core flux from contaminants, and (iii) limiting ourselves to 5 GHz would severely limit the amount of archival and literature data at our disposal. We discuss how we translate to 5 GHz in further detail in section 3.1.3. The data in this paper come from (i) our previous analysis of archival data (Gültekin et al. 2009a ), (ii) results published in the literature, (iii) our analysis of previously unpublished data obtained for this project (Appendix A), and (iv) our analysis of archival data (Appendix B).
X-Ray data
The ideal X-ray data for our project requires good spatial resolution to isolate the nuclear flux as best as possible and good sensitivity to reach to low Eddington fractions. This effectively requires moderate to long exposures with the Chandra X-ray Observatory (Chandra), which has a 90% encircled energy radius of about 0. 8 at 1.5 keV. Therefore, we only use Chandra observations of our selected AGN. As with other fundamental plane studies, we use the 2-10 keV flux arising from a power-law spectral component of the continuum emission from the AGN. If present, we exclude any emission lines in the bandpass. By using the 2-10 keV bandpass, we avoid most problems arising from inferring intrinsic flux in the presence of absorption. The AGN X-ray data in this paper come from (i) our previous analysis of archival data (Gültekin et al. 2009a ), (ii) our previous analysis of Chandra data obtained for this project (Gültekin et al. 2012) , and (iii) an analysis of archival X-ray data presented in this paper in Appendix C.
AGN Classification
One of the goals of this project is to determine whether or not the X-ray and radio emission by Seyferts are explained by the same fundamental plane as low-luminosity AGNs (LLAGNs) and low-hard XRBs. Therefore we include data from both Seyferts and LLAGNs. We return to this topic in section 4.4 in which we discuss how we identify Seyferts based on classification by Ho et al. (1997) and inspection of the X-ray spectrum.
XRBs
We choose XRBs with well measured black hole masses and distances for which there are strictly or nearly simultaneous radio and X-ray data. It is obvious that an analysis of a relation among mass, radio luminosity, and X-ray luminosity requires mass measurements to be accurate and to have reliable measurement uncertainties. The distances to the XRBs are essential for turning the measured radio and X-ray fluxes into luminosities. The need for simultaneity arises from the variability of XRBs on timescales as short as hours. These selection requirements leave us with six black hole XRBs, which we list in Table 4 . While most of the XRB data come from accreting systems in the low/hard state, we also include a few data from XRBs that are in an intermediate, high/soft state, or very high state. Although XRBs are generally considered to have had their jets quenched when leaving the low/hard state and thus should not go on the fundamental plane, we include them even if they are in a state other than low/hard so long as they have measurable radio flux densities. We return to this topic in section 4. The XRB data come from a combination of literature mass, radio, and X-ray measurements with archival analysis of Rossi X-ray Timing Explorer (RXTE) data for a few sources (Appendix D). The requirement for Chandra Xray data for AGNs does not extend to XRBs as they do not suffer from the same level of contamination issues.
We note that the sample here differs from Gültekin et al. (2009a) in that we have increased our sample size from 3 XRBs to 6, keeping GRS 1915+105 and Cygnus X-1, dropping V404 Cyg because of questions raised about its nature during its outburst in 2015 (Barthelmy et al. 2015; Kuulkers et al. 2015; King et al. 2015) , and adding XTE J1118+480, 4U 1543−47, XTE J1550−564, and GRO J1655−40. The Gültekin et al. (2009a) sample had a total of 5 observations (2 of GRS 1915+105, 2 of Cygnus X-1, and 1 of V404 Cyg), whereas in this work we have 69 total observations split as shown in Table 6 with at least two observations of each.
3. FITTING THE FUNDAMENTAL PLANE The primary analysis of this paper is to fit the fundamental plane to the data gathered in section 2 with special consideration of uncertainties. In this section, we first describe our Markov chain Monte Carlo (MCMC) fitting methodology and our treatment of statistical and systematic uncertainties. Then, we present the results of the fits. The fitting and handling of uncertainties in this work is a significant improvement over our earlier analysis in Gültekin et al. (2009a) . Here, we include a treatment of correlated uncertainties, which avoids a source of systematic uncertainty. We also handle multiple observations of individual objects, which increases the information provided without unduly biasing results to the particulars . Probability density of black hole masses for the entire sample. We plot multiple realizations of our sample from the masses with uncertainties and their dependence on distance for the AGN sample. Thus, the distribution of the probability density of an individual black hole's mass combines the statistical measurement uncertainties of both the mass and the distance. We do not include distance uncertainty in the XRB mass probability density because it generally does not affect it. The range of masses included in our sample is illustrated in this figure. 
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Figure 2. Probability density of logarithmic 2-10 keV X-ray Eddington fraction. We plot multiple realizations of our sample using statistical uncertainties of X-ray flux, distance to source, and black hole mass. For AGN sources, we take into account the correlation between distance in the luminosity calculation and distance in the mass estimate. The multiple observations of individual XRBs are incorporated by weighting each as 1/N, where N is the number of observations of a given XRB. The probability density curves are colored according to mass category (red for AGNs and blue for XRBs) and the shade is given by the value of log(L X /L Edd ). AGNs are grouped into the following discrete bins: (−∞, −8), [−8, −6) , [−6, −4) , and [−4, +∞). XRBs are grouped into the following discrete bins: (−∞, −2.5), [−2.5, −1.5), [−1.5, −0.5), and [−0.5, +∞). We use this color scheme in figures throughout this paper. Note that the probability density plotted is the total probability density of all sources so that at, e.g., log(L X /L Edd ) = −4, the probability density is dominated by AGNs with a small contribution coming from XRBs. The nearly 10 orders of magnitude in X-ray Eddington fraction covered by our sample is illustrated in this figure. of an individual sources. We now mitigate the effects of contamination by XRBs on the AGN X-ray flux measurements statistically, which would produce a systematic uncertainty if we did not. We also handle non-simultaneous observations of X-ray and radio fluxes statistically to account for another source of systematic uncertainty. 
Figure 3. Probability density of logarithmic ratio of radio to X-ray luminosity. We plot multiple realizations of our sample using statistical uncertainties of radio flux and X-ray flux. As in the rest of this paper, radio "luminosity" is defined as L R ≡ νL ν for ν = 5 GHz, whereas the X-ray luminosity is a true 2-10 keV bandpass luminosity. The uncertainty in the radio luminosity also incorporates our estimate of systematic uncertainty in converting from other frequencies to 5 GHz. The nearly 8 orders of magnitude probed by our sample is evident in this figure as is the larger fractional uncertainties in the AGNs.
3.1. Statistical treatment We employ emcee, the Foreman-Mackey (2016) Python implementation of MCMC, with random sampling of the data from the measurement uncertainties self-consistently for each realization. First, we describe our treatment of statistical and systematic uncertainties in our realization of the data set, and then we describe the fitting of the realized data sets.
Our strategy for treating measurement uncertainties in our fits is to use Monte Carlo methods to randomly sample each of the data points from the measurement uncertainties, keeping track of correlated uncertainties. Thus, in the maximum likelihood or MCMC methods described below, every time that we compare the data to a model, we generate a full realization of the data set. Because of the large number of data-model comparisons done in MCMC methods, we fully sample the measurement uncertainties and their covariances. We outline our method of Monte Carlo data realization in the following subsections.
Distances
For each source we assign a distance, D, drawn from the measured distance and assumed normal distribution from the given 1σ measurement uncertainty. We assume a 10% uncertainty for all extragalactic distances. Note that we use this distance for all subsequent calculations in a given realization.
Masses
For each source we assign a black hole mass, M, drawn from the measured black hole mass and assumed normal distribution from the given 1σ measurement uncertainty. If the high and low measurement uncertainties are asymmetric, we approximate it by averaging the two and using as the 1σ measurement uncertainty. For AGNs, mass estimates depend on the assumed distances to the sources. To take this into account, we scale the mass to the distance realized in section 3.1.1 linearly, except for Sgr A*, which scales as D 2 . As an example, consider NGC 3607, which has a distance D = 22. For each source, we calculate a 5 GHz radio "luminosity" as L R ≡ νL ν = 5 GHz L 5 = (5 GHz)4πD 2 F 5 , where L 5 and F 5 are the 5 GHz luminosity density and flux density, respectively, and D is the distance simulated in section 3.1.1. Because we do not always have 5 GHz radio data, we use the following procedure. First, if we have 5 GHz data (as we do for eight sources), we use it. If not, we convert the ν = 5 GHz data using a literature value for the five available measured spectral index α (using the objectively superior sign convention that S ν ∝ ν −α ). The literature radio spectral index measurements are listed in Table 5 in the table notes. We simulate a value of α based on the 1σ measurement uncertainties, and use that to convert the observed F ν data to F 5 . For the 13 sources for which no literature α value is available, we use additional ν = 5 GHz data to calculate F 5 by interpolating between or extrapolating from the two F ν observations, each simulated from their corresponding 1σ measurement uncertainties and assuming a power-law spectral form. The data used for these simple spectral energy distributions in the 5 GHz region are listed in Table 5 in the table notes for the sources for which it was done. Finally, if no other usable data exist (four sources), we simulate α by drawing from a uniform distribution of [−0.5, +0.5) to calculate F 5 . We tried several different ranges of the uniform distribution of α and found that it had very little impact. Because we use high-angular resolution data as much as possible, we are generally insensitive to contamination from star formation at the galaxy nucleus. We note that there are two reasons to calculate α. First is to get 5 GHz flux density from measurements at other frequencies as mentioned above. Second is to determine whether the radio emission is due to core AGN activity, which would have a flat radio spectrum, or from extended jets, which would have a steep radio spectrum. We use the α estimates above for core-jet determination in section 4.3 so that we need an estimate of α even if we have ν = 5 GHz data in the same method as described above. The uncertainty of an α estimate when using two radio measurements is a combination of the uncertainties in flux densities and in the distance between the two frequencies. We assume that the uncertainty in frequency is negligibly small. While we could improve the precision of the α estimates by acquiring additional observations at other frequencies, the precision and accuracy of our estimates is sufficient for determining F 5 and for determining whether the emission is flat or steep. With two data points with arbitrarily small uncertainties in the flux density measurements, our α estimates will be very precise. As detailed in Table 5 and as can be seen in Figure 4 , most of our α estimates come from a measurement near 5 GHz and another near 8.5 or 15 GHz. This factor of ∼ 2-3 in frequency range is sufficient for our purposes.
X-Ray luminosities
For each source, we calculate a 2-10 keV X-ray luminosity from the measured 2-10 keV X-ray flux, simulated from symmetrized uncertainties and converted to a luminosity using the distance simulated in section 3.1.1. We incorporate an addi- Figure 4 . A summary plot of radio data for all AGN for which we have calculated radio spectral indexes (α). Each set of black lines was constructed by doing Monte Carlo simulations of the measurements of the source at each frequency assuming a Gaussian distribution with dispersion equal to their 1σ uncertainties. Because the sources are all at low redshift, the correlated uncertainties in distance do not come into effect here, and we just plot flux density. Then we calculate α for the two values. We do this for 10 5 realizations, but we only plot a random subset of 100 of them. For using a single value of alpha for our tables, we use the median value of alpha with the 68% intervals for our 1σ uncertainties. We plot, in red, the median value and the median interpolated/extrapolated value for the 5 GHz F ν value with 1σ error. Although we plot the medians for reference, we use the Monte Carlo realizations for each of our fit realizations. In this way, e.g., a source with α = 0.3 ± 0.1, will be classified and treated as a flat source for the roughly 84% of the time that α < 0.4.
tional systematic uncertainty based on the non-simultaneity of radio and X-ray observations. Because we only consider XRBs with strictly or very nearly simultaneous radio and Xray observations, we only consider this systematic uncertainty for AGNs. For radio and X-ray observations of AGNs that were taken more than 60 days apart, we include an additional 20% uncertainty. This accounts for the typical variability seen in AGNs with relatively low values of L X /L Edd as in our data set.
Background AGN contamination
For extragalactic sources, we must consider the possibility that a background AGN anti-serendipitously appears at the location of our source's nucleus. We calculate the background contamination probability as
where A PSF = 2.424 × 10 −7 is the area of Chandra's pointspread function (PSF) in square degrees, F X is measured in units of erg s −1 cm −2 , and F br = 6.4 × 10 −15 erg s −1 cm −2 is the location of the break. This comes from log N-log S cumulative number density of cosmic X-ray background sources from deep field surveys (e.g., Brandt et al. 2001; Hasinger et al. 2001; Cowie et al. 2002; Rosati et al. 2002; Moretti et al. 2003; Bauer et al. 2004; Brandt & Hasinger 2005) . Because of the low probabilities associated with the small value of A PSF , the exact form of Equation (1) does not significantly change our results.
XRB contamination
For extragalactic sources, we also need to consider contamination from low-mass X-ray binaries (LMXBs) and highmass X-ray binaries (HMXBs) intrinsic to the galaxy near the nucleus. LMXBs tend to scale with stellar mass (M * ), and HMXBs tend to scale with star formation rate (SFR) so that we consider them separately. We use the stellar masses calculated by Terrazas et al. (2016) , if available; otherwise we use that calculated by van den Bosch (2016). We also calculate f nuc , the fraction of total stellar light from the galaxy at the nucleus, defined by a circular radius equal to 1 , the combined astrometric uncertainty when registering optical images usually used to determine the galaxy center, radio observations of the nucleus, and Chandra observations of the nucleus. We calculate this with simple photometry of Two Micron All Sky Survey or DSS images of the galaxies. The expected number of LMXBs is then given by Kim & Fabbiano (2004) to be
To calculate HMXB contamination, we need the SFR of each host galaxy. We use the values calculated by Terrazas et al. (2016) , if available. If the source is not in Terrazas et al. (2016) , we calculate SFR using the same methods from similar available far infrared data. In particular, we estimate the SFR to be log(SFR/M yr −1 ) = log(2L FIR /erg s −1 ) − 43.41, where L FIR is the far infrared luminosity estimated from the 60 and 100 µm data as
where F FIR is the FIR flux, and S 60 and S 100 are the 60 and 100 µm flux densities as found in IRAS and other data. Because of the approximate nature involved in estimating SFR this way, we do not fold into it the distance uncertainty as the systematics of using this correlation dominate.
With the SFR estimated, we may calculate the expected number of HMXBs based on Grimm et al. (2003) to be
In our data set, only one of N LMXB and N HMXB is ever very large, we only consider the larger of the two to calculate the probability of XRB contamination as P XRB = 1 − exp(−max(N LMXB , N HMXB )].
Censoring data
When realizing each data set, we draw a pair of uniform random deviates from the semi-open interval [0, 1) for each source. If the first random deviate is smaller than P BG or the second random deviate is smaller than P XRB , then we discard the given source from that realization. Thus, a source that is very unlikely to be contaminated by either XRBs or background AGNs will be represented in almost all realizations, whereas a source that has a higher chance of contamination will be represented in a smaller fraction of realizations. This allows us to consider contamination in a probabilistic way. We also discard data in which the random normal deviates used in measurement uncertainty Monte Carlo simulations result in a negative mass, radio luminosity, or X-ray luminosity. Because most of the data are detected at 3σ or better, this is not a frequent occurrence.
Multiple observations of individual sources
As a final consideration of sources with multiple observations, primarily XRBs but also Sgr A*, we assign a weight equal to the reciprocal of the number of observations of that source that were not censored. This gives us the ability to use multiple observations as a probe of filling out the fundamental plane if, e.g., an XRB is observed at vastly different regions of the L R -L X plane without over-weighting a source that happens to have many observations.
MCMC Fitting
We use the following model, describing the plane
where µ ≡ log(M/10 8 M ), R ≡ log(L R /10 38 erg s −1 ), and X ≡ log(L X /10 40 erg s −1 ). The model parameters are the mass intercept (µ 0 ), radio slope (ξ µR ), X-ray slope (ξ µX ), and a Gaussian intrinsic scatter in the log-mass direction (ε µ ). In our fitting, we first find the maximum likelihood model by minimizing the negative of the following likelihood:
where w i is a weight for each of the N data points (µ i , R i , X i ) and θ is a vector of the model parameters. In practice, we use ln ε µ as a fit parameter to avoid numerical problems associated with negative values of ε µ in minimization techniques.
We use the results of the maximum likelihood finding as a starting location with the Foreman-Mackey (2016) implementation of the Goodman & Weare (2010) affine-invariant MCMC ensemble sampler. We start 100 walkers in a small region centered on the maximum likelihood results randomized in each parameter with a small (10 −4 ) deviation for each of the walkers. For all model parameters (µ 0 , ξ µR , ξ µX , and ln ε µ ) we use an uninformative uniform prior of (−5, +5). Tests with different priors showed no differences to the results. We ran the sampler for different numbers of steps, inspecting the chains visually to determine how many steps should be used for burn-in. We found that 200 steps was always sufficient for burn-in. We tried various numbers of steps, up to 10 6 to ensure robust results. These experiments showed that any number of steps above 10 times the autocorrelation time gave essentially the same median and 68% interval, and the only merit in increasing the number of steps above was smoother posterior figures. Thus, we present results with 10 6 steps to show the smoothest figures.
Fitting Results
The results of our MCMC fitting are summarized in Fig 
The posterior probability distributions are singly peaked with a roughly normal distribution, indicating robust results. Our results are also summarized in Figure 6 , which shows the edge-on projection of the fundamental plane with log M as the dependent variable. The figure shows no apparent residual trend with Eddington fraction, nor do the non-low/hard state XRBs appear to be outliers. There is, however, substantial intrinsic scatter of ε µ ≈ 1 dex, indicating a large amount of unexplained variance. The edge-on projection shows XRBs to be low compared to the projected median relation. As seen in the three-dimensional views in Figure 7 , this offset cannot be fixed by a simple adjustment of a slope in the edge-on projection. 4 . DISCUSSION In section 3.3 we found the best-fit mass-predictor relation for our full sample to be µ = 0.55 ± 0.22 + (1.09 ± 0.10)R + (−0.59
with an intrinsic scatter of ln ε µ = −0.04 +0.14 −0.13 . Here we consider alternative samples from our parent full sample and comment on the implications. In section 4.8, we compare the differences between this work and our earlier results in Gültekin et al. (2009a) .
Sgr A*
As the source with the lowest L X /L Edd value, Sgr A* deserves special consideration that its accretion properties may be different from the rest as it would be undetectable outside the Local Group. Sgr A* is listed in Table 5 three times for three different X-ray states. It has been argued previously that Sgr A* only approaches the fundamental plane during its Xray flare state (Plotkin et al. 2012) . To investigate this, we try fitting the fundamental plane using only the brightest X-ray flux from MJD = 51843. When doing so, the best-fit relation becomes µ = 0.53
+0.22
−0.23 + (1.08 ± 0.11)R + (−0.56 ± 0.18)X, (9) with an intrinsic scatter of ln ε µ = −0.02
−0.14 . This result is very close to the result in Eq. (8), which is unsurprising giving that we weight multiply observed sources as the reciprocal of the number of observations. Thus, it is difficult to tell if the degree to which Sgr A* is an outlier is a result of the relatively large intrinsic scatter or a result of substantially different ac- Figure 6 . Edge-on view of the fundamental plane with mass as dependent variable. Here we plot all data realized N times to show the correlated uncertainties. Colors are as in Fig. 2 , and symbols indicate whether the source is an AGN (red circles), a Seyfert AGN (red circle with cross), an XRB in a low/hard state (blue squares), or an XRB in an intermediate or high/soft state (blue triangles). Each source is sampled from its measurement uncertainties as is done in the fitting procedure and is plotted with a partially transparent symbol plus a dark outline symbol on top at the nominal values. We plot the best fit relation as a dark gray line with a light gray shaded region to indicate the 1σ region of the Gaussian intrinsic scatter, which has magnitude of 1 dex. This figure summarizes the results of the fits as well as indicates the fidelity with which one can use the fundamental plane to estimate black hole mass. cretion physics at low Eddington fractions. We also try fitting without Sgr A* represented at all, and the best-fit relation becomes µ = 0.49 ± 0.23 + (1.05 ± 0.11)R + (−0.50 ± 0.19)X, (10) with an intrinsic scatter of ln ε µ = −0.04
−0.13 . Again, there is no significant difference with the result in Eq. (8).
Radio-active high/soft state XRBs
The fundamental plane has generally been applied to low/hard state (and similar states) XRBs because in the high/soft states, jets are usually quenched (e.g., Tananbaum et al. 1972) . In our XRB sample selection, however, we have taken an inclusive approach by including all detections that meet our criteria set forth in section 2.2. This has resulted in two sources (4U 1543−47 and XTE J1550−564) with radio detections at nearly simultaneous epochs with X-ray spectra classifiable as very high or intermediate states. In both cases, the radio observations are less than 24 hr apart from the Xray observations, and the radio emission is compact. As can be seen in Figs. 6 and 7 the sources do not appear to be substantial outliers compared to the other XRBs. Nevertheless, we may exclude them and Sgr A* from the sample, and the best-fit relation becomes µ = 0.51
with an intrinsic scatter of ln ε µ = −0.02 +0.14 −0.13 . The small change from Eq. 10 is likely a result of a combination of the fact that (i) only two sources have a single observation each in non-low/hard state and (ii) the radio-active intermediate-and high-state observations in our sample do not deviate strongly from low/hard state XRBs.
Optically Thick versus Optically Thin Radio Emission
We may expand on our examination of different states in XRBs by considering the influence of including AGNs with optically thin radio emission, which may arise from substantially older synchrotron emission than the currently observable X-ray emission. In all cases, we only use the compact, unresolved emission from any AGN, but with the exception of this subsection, we include the sources regardless of radio optical depth as determined by the spectral index. We use Figure 7 . Three-dimensional view of the fundamental plane. The online version of this figure (http://kayhan.astro.lsa.umich.edu/supplementary_ material/fp/) has an interactive three-dimensional viewer to explore the data. We plot the median plane from the MCMC fits. Colors are as in Fig. 6 . Spheres are AGN, and spheres with axes drawn in them are Seyferts. Cubes are low/hard-state XRBs, and cones are intermediate or high/soft-state XRBs. The threedimensional view of the data reveals that the data encompass a primarily planar region rather than either a line or a three-dimensional solid within the M-L R -L X space. This indicates that it can, in fact, be used to estimate black hole mass.
the radio spectral index of α = 0.4 to delineate between optically thick α < 0.4 and optically thin α ≥ 0.4 radio emission, recalling that we use the S ν ∝ ν −α convention. The choice of α = 0.4 as the division is conservative compared to more widely used value of 0.5, but makes no difference as there are no sources in our sample with radio spectra index in the range 0.35 < α < 0.71. As discussed in section 3.1.3, some of our estimates of α come from two radio flux density measurements. The uncertainties in α (listed in Table 5 ) are generally small enough that we can determine whether a given source is flat or steep. There are, however, four sources with α estimates within 3σ of our flat/steep boundary (IC 4296, α = 0.1 ± 0.24; NGC 3607, α = 0.35 ± 0.10; NGC 5077, α = 0.32 ± 0.07; and NGC 5128, α = 0.33 ± 0.06). To account for these, we adopt the following method for estimating α from data for all AGNs. For each realization, we use flux densities sampled from the measurement with uncertainties assumed to be normally distributed with mean equal to the reported flux density and σ equal to the reported flux density uncertainty. Then, for each pair of flux density measurements, there is an implied α = log(S ν 1 /S ν 2 )/ log(ν 2 /ν 1 ). For each realization, we treat the object according to the realized α as described below. Finally, we note that identifying objects as cores or jets based on measurements of α alone is still a heuristic as there are a non-negligible fraction of AGN cores identified at Very Long Baseline Array resolution that have α = 0.5-1.6 (Hovatta et al. 2014) .
First, we remove all sources with α ≥ 0.4 as determined by the method described above. When doing so, our best fit is µ = 0.70 −0.16 . This result is very close to our full sample results. Eight of the sources in our sample, however, do not have multi-frequency radio data sufficient for a robust measurement of α. In those cases, as described in section 3.1.3, we have assumed an optically thick value α = 0 ± 0.5. If we remove those sources and only include AGNs with positive evidence for having a flat spectrum (α < 0.4), the best-fit result is µ = 0.28 (13) with the natural logarithm of the intrinsic scatter ln ε µ = −0.04
−0.21 . The difference between the above results and our full sample results is at slightly more than 1σ in the joint ξ µR -ξ µX posterior and is most likely a result of the decreased sample size when requiring positive evidence for optically thick radio emission. Our conclusion is that if the emission is sufficiently compact, as it is for our nearby sources at VLA resolution, then there is either unlikely to be substantial contamination from optically thin radio emission, or it makes little difference.
Seyferts on the Fundamental Plane
We consider whether Seyferts belong on the fundamental plane of black hole accretion. Some previous fundamental plane studies have restricted samples not to include Seyferts on the grounds that Seyferts are dominated by a radiatively efficient disk, which presumably will have a different correlation from low/hard state systems. In addition to this, at accretion rates high enough for an accreting black hole to be a Seyfert, the AGN should have quenched its jet and thus any radio emission seen is likely relic emission from an earlier epoch of low/hard state-like accretion. There are, however, Seyferts known to have compact flat or inverted-spectrum continuum radio emission at very long baseline interferometry resolution such as NGC 5033 (Giroletti & Panessa 2009 ). Thus, we have continued our empirical approach by including Seyferts as long as they met our criteria discussed in section 2. It is, however, possible that at different accretion rates, different physics manifests itself in the radio and X-ray accretion. For this reason we try fitting the fundamental plane without Seyferts and only with Seyfert AGNs to see if any differences arise.
To cull Seyferts from our sample, we must first identify them. This work improves on our previous Seyfert identification method (Gültekin et al. 2009a) , which relied solely on optical line ratios from Véron-Cetty & Véron (2006) . The Véron-Cetty & Véron (2006) catalog and related material (e.g., Véron-Cetty & Véron 2010) is generally reliable for bright AGNs, but at low Eddington ratios the contamination from starlight in the host galaxies is substantial. This leads to, e.g., NGC 3607's being identified as a Seyfert despite the fact that (i) there is no obvious optical AGN and (ii) it has a 2-10 keV X-ray luminosity of 7.7 × 10 38 erg s −2 , corresponding to an X-ray Eddington fraction below 10 −7 .
In this work we use the Ho et al. (1997) classification scheme if available for our sources and inspection of the Xray spectrum if not. Ho et al. (1997) use information about the luminosity to inform whether to identify a source as a Seyfert. The approach of using the X-ray spectrum has the advantage of probing the bands more closely associated with the accretion inflow and jet production physics involved and allows one to inspect the data at hand to see if it is appropriate for inclusion. We classify objects as Seyferts if their X-ray spectrum requires a soft-excess component, a warm absorber, a Seyfert-like Fe line, or a pexmon reflection spectrum (Nandra et al. 2007 ). For nearly all cases where the source was in the Ho et al. (1997) catalog, our X-ray spectrum classification agreed. We identify Seyferts in Table 5 .
When we remove Seyferts from our sample, the best-fit relation is µ = 0.53 (14) with an intrinsic scatter of ln ε µ = −0.06
−0.15 . This is very close to the results obtained from our full sample in Eq. 8. Because this may be a result of the fact that there are relatively few Seyferts in our sample, we also fit to a sample in which the only AGN we include are Seyferts. In this case, the best-fit relation is 
with an intrinsic scatter of ln ε µ = −0.18
−0.22 . Although the difference between this relation and the previous is large in absolute terms, it is still consistent at about the 2σ level in the joint posterior distribution of ξ µR and ξ µX . The differences most likely show the result of having only seven Seyferts in our sample. Thus, we do not have sufficient data to state that radio-active Seyferts decidedly do or do not belong on the same fundamental plane relation. In Gültekin et al. (2009a) we reported a difference between fundamental plane fits to an AGN-only sample and fits to samples with both AGNs and XRBs. Given the relatively few sources, it was not clear if AGNs and XRBs actually did not belong on the same relation or if small number statistics and the reduced dynamic range in mass can lead to fits of a 2D manifold in 3D space with an intrinsic scatter to a spurious result. Gültekin et al. (2014) tested for this by using some of the lowest-mass AGN available to put on the two different fundamental plane relations. These low-mass AGN were all Seyferts with masses determined from single-epoch Hα line widths. We discussed above in section 4.4 that we cannot definitively conclude that Seyferts belong on the same fundamental plane as the rest of the sample, but assuming that they do, the low-mass AGNs better followed the all black hole fundamental plane than the AGN-only fundamental plane. When limiting our current sample to only AGN, the best-fit relation is µ = 0.37 ± 0.18 + (0.56 +0.13 −0.14 )R + (−0.29 +0.14 −0.13 )X, (16) with an intrinsic scatter of ln ε µ = −0.30
Just AGN
−0.15 . This is noticeably different from the fit in Eq. (8) and very close to that found in Gültekin et al. (2009a) . This reintroduces the possibility that there are real differences in the coupled radio and X-ray emission in AGNs and XRBs. Note that while the AGNonly fit parameters fall outside the 1σ intervals of the posterior probability distributions seen in Fig. 5 , the covariance between ξ µR and ξ µX does allow a decrease in ξ µR coupled with an increase in ξ µX . Thus, the difference between the AGNonly fit and the full sample fit is at roughly the 2.4σ level. Given such a small difference, we cannot claim that the difference is significant as it is just as likely a result of the reduced dynamic range from limiting the sample to just AGNs. At 2.4σ , however, it is worth further investigation with a sample that expands the range of AGN masses.
Low Eddington rates
A series of works (Li et al. 2008; Fan & Bai 2016; Xie & Yuan 2016 Qian et al. 2017) suggests that at the lowest accretion rates, the fundamental plane will take a different form. To investigate this, we restrict our sample to only sources with L X /L Edd < 10 −6 . This has the effect of limiting the sample to only AGNs (see Fig. 2 ) so that the issues raised in section 4.5 apply here as well. The best-fit relation is µ = 0.69 ± 0.18 + (0.35
with an intrinsic scatter of ln ε µ = −0.67 
with an intrinsic scatter of ln ε µ = −0.67 ± 0.25. The difference in results between Eqs. (17) and (18) is not significant.
Regression in other directions
Because the focus of this work is to provide a mass estimator, we have until now only done a regression analysis with R and X as the independent variables. This results in a mean value of µ for given values of R and X. Inverting the best-fit plane found in this method to predict R or X from two other measurements, however, is not appropriate. In this section, we report results from regression with R or X as the dependent variable. In the case of using radio as the dependent variable, the best-fit relation is R = −0.62 (19) with an intrinsic scatter in the log-radio direction of ln ε R = −0.23 +0.14 −0.13 . In the case of using X-ray as the dependent variable, the best-fit relation is X = 0.58 ± 0.23 + (−0.59 ± 0.15)µ + (0.99 (20) with an intrinsic scatter in the log-X-ray direction of ln ε X = −0.03
−0.14 . The intrinsic scatters measured by regressing in the log-radio and log-X-ray directions are not significantly smaller, though there is a suggestion that it is smaller in the R direction.
4.8. Summary of differences between current work and Gültekin et al. (2009a) As this work is an extension of the work started by Gültekin et al. (2009a) , it is worth directly comparing and contrasting the work done here with the earlier work in terms of data, analysis, and conclusions. In this subsection we summarize the advances made in this work. First, and most importantly, we have increased the sample size of AGNs with primary direct mass measurements and requisite radio and X-ray data from 18 to 30, roughly doubling (Section 2.1). Second, we have improved our selection of XRBs so that our analysis is not hindered by poor distance or mass estimates (Section 2.2). Third, we improved our identification and handling of Seyferts (Section 4.4). Fourth, we have improved our analysis so that we now (i) include a treatment of correlated uncertainties (Section 3.1), (ii) handle multiple observations of individual objects to increase the information available (Section 3.1.8), (iii) have an improved handling of contamination of AGN X-ray flux measurements from background AGN (Section 3.1.5) and XRBs near the galaxy center (Section 3.1.6), (iv) statistically treat the effects of non-simultaneous observations of X-ray and radio fluxes, and (iv) use MCMC methods (Section 3.2) rather than a merit function, which has some disadvantages (Plotkin et al. 2012) .
The above improvements in data selection and analysis have allowed us to better consider two speculations raised in Gültekin et al. (2009a) . First, Gültekin et al. (2009a) compared fits to two subsamples of the earlier, smaller parent sample: one subsample whose AGN consisted only of LLAGN and LINERs and another subsample whose AGN consisted only of Seyferts. In doing so, they Gültekin et al. (2009a) found a much smaller intrinsic scatter in the LLAGN/LINER subsample as well as a statistically different fit. As mentioned above, we now have a larger sample and an improved identification of Seyferts. With the improved sample and identification, we no longer find a significant difference in the intrinsic scatter, nor in the fundamental plane fit parameters (section 4.4). Second, Gültekin et al. (2009a) compared an AGN-only sample to a sample with both XRBs and AGNs. In the comparing these two samples, Gültekin et al. (2009a) found a significant difference between the fits, suggesting the possibility that the fundamental plane was not fundamental to all black holes but that there were separate relations for XRBs and AGNs. Based on our improved sample and in combination with results of Gültekin et al. (2014) , we no longer have strong evidence supporting this speculation, though it is worth testing with as large a dynamic range in AGN mass as possible (section 4.5).
Finally, a major goal of this project is to give the best possible mass estimation tool. The mass-predictor relation we present in this work (given the discussion below in section 5) is more robust than the relation presented by Gültekin et al. (2009a) . The robustness comes from all of the abovementioned improvements in data and analysis.
As an example of the significant improvements made in this paper, we consider how the mass estimation tool we present in this paper better predicts the mass of the black holes in M87 and GRS 1915+104. The black hole in M87 has logarithmic mass in solar units of µ = 9.79 ± 0.03 , but see also Walsh et al. 2013 ). Based on the data provided in Table 5 , our current mass estimator based on the fundamental plane of black hole accretion is µ = 10.14 ± 0.96, well within the measured scatter of the relation. On the other hand, the mass predicted by equation 6 in Gültekin et al. (2009a) is µ8.90 ± 0.77. The discrepancy is even more apparent at the low-mass end, such as for GRS 1915+104, which would be predicted to have a logarithmic mass of µ = 2.2 ± 0.96 with our current relation but a mass of µ = 5.4 ± 0.96 with the older version. Thus, with the current relation, one would correctly identify it as consistent with a stellar mass black hole, while with the old relation one would conclude that it is either an IMBH or a low-mass AGN. The underlying reason for this is that the mass-predictor regressions in Gültekin et al.
(2009a) only used AGN sources as they were only intended to be used for AGNs. With the currently better measured intrinsic scatter of ln ε 0 = −0.04, it is clear that one of the best uses for this mass-predictor relation is for discerning between XRBs, IMBHs, and AGNs, and this requires a mass-predictor relation that uses XRB data as we have done here. We also reported regressions for the prediction of radio luminosity in Eq. (19) and of X-ray luminosity in Eq. (20), the latter of which has not been reported in the literature before.
Future Work
We finally note that we expect that further improvements of the fundamental plane can be made by including more XRBs and expanding the mass range of AGNs in the sample. The mass range of AGNs in the sample can be improved by targeting known high-mass AGNs with current instrumentation as well as future instrumentation. In particular, high-mass AGNs are difficult to measure black hole masses because of (i) their typical distances, which can be addressed with Atacama Large Millimeter Array and 30 m class infrared telescopes with adaptive optics and/or (ii) their low surface brightnesses, which can be addressed with 30 m class telescopes and the James Webb Space Telescope. With more high-mass AGNs, the lever arm of the fits will be better established. Low-mass AGNs also require high-angular resolution instrumentation in optical or infrared to measure black hole masses as well as sensitive and high-angular X-ray and radio instruments, e.g., Lynx (Gaskin et al. 2017) and Next Generation VLA (Carilli et al. 2015) , to probe the typically fainter sources and rule out contamination from XRBs.
HOW TO ESTIMATE BLACK HOLE MASSES WITH
THE FUNDAMENTAL PLANE For those who wish to use the fundamental plane of black hole accretion to estimate the mass of a black hole, we provide the following guidelines. First, the prospective mass estimator needs some assurances that the object in question is a black hole or should explicitly acknowledge that they are making such an assumption. The fundamental plane we have studied here only uses known black holes -at least to the extent that any given XRB or AGN is known to be a black hole. The fundamental plane does not, by itself, constitute a means for discriminating between black holes and other objects, though other means for such an exercise exist (Strader et al. 2012) .
Second, mass estimation from the M-L R -L X relation requires good L R and L X data. Because we do not use upper limits in our analysis, the data must be detections in both cases. The best data will have high-angular resolution to avoid contamination from other sources of radio or X-ray emission. This is especially important at low X-ray luminosities of AGNs, which could be confused with XRBs. Radio data should be converted to 5 GHz in a manner similar to the one described in section 3.1.3 and to use 2-10 keV power-law continuum flux. Obviously, one needs the distance to turn what assumes and hopes is isotropic flux into a luminosity. The radio and X-ray data ought to be from a similar epoch, the closer in time the better. As a very rough rule of thumb, we recommend they be observed within ∆t < (2+M/10 6 M )day. Obviously, without knowing the mass of the black hole one is trying to estimate, it is impossible to know how close to simultaneous one must schedule the observations, but one may see what masses they are sensitive to.
Finally, recognize that there is substantial intrinsic scatter in the relation of an assumed normal distribution with ε µ = 1 dex. This means, for example, that for a large collection of black holes with masses estimated from the fundamental plane to be 10 8 M , 5% of them will be below 10 6 M or above 10 10 M , assuming that all logarithmic black hole masses are equally represented. This makes it a relatively crude tool for black hole-mass estimation, but if it is the only tool available, it will be the best tool available.
The fundamental plane is most useful in mass estimation when one wants to discriminate between an XRB and an IMBH or AGN. The fundamental plane is also useful in estimating the mass of a Type 2 AGN (without broad lines) in a galaxy without a well-defined bulge from which to use hostgalaxy scaling relations. Given the above considerations, then we recommend the use of the following mass estimator: µ = 0.55 ± 0.22 + (1.09 ± 0.10)R + (−0.59
One source of data for which the fundamental plane could prove especially useful is that from extended Roentgen Survey with an Imaging Telescope Array (eROSITA) on the Spectrum-Röntgen-Gamma satellite (Predehl et al. 2010; Merloni et al. 2012 ). Expected to detect ∼ 3 × 10 6 AGNs in the 2-10 keV band, eROSITA will provide half of the needed data to use the fundamental plane for black hole-mass estimation. A radio survey of the detected AGNs would complete the necessary data to make a black hole-mass catalog. 6 . SUMMARY In this paper we have analyzed the dependence of an accreting black hole's mass on its radio and X-ray emission. Using only black holes with high-quality, direct, primary mass measurements and sensitive, high-spatial-resolution radio and X-ray data, we used MCMC methods to find the best masspredictor relation to be µ = 0.55 ± 0.22 + (1.09 ± 0.10)R + (−0.59 +0.16 −0.15 )X (22) with the natural logarithm of the intrinsic scatter ln ε µ = −0.04 +0.14 −0.13 . After considering a number of potential modifications to our original, inclusive sample, we conclude that the fundamental plane can be used to describe any accreting black hole with both X-ray and compact radio emission. In particular, we cannot rule out that radio-active high/soft state XRBs and radio-active Seyferts are inconsistent with the fundamental plane made up of low/hard state XRBs and LLAGNs and LINERs. The low numbers of radio-active high/soft state XRBs and radio-active Seyferts, however, make such conclusions tentative and warrant further study. Given the wide variety of sources that are included in our sample and the substantial intrinsic scatter we found, the fundamental plane is a useful -though relatively low precision -tool for estimating black hole masses.
K.G. acknowledges support provided by the NASA through Chandra Award Number GO0-11151X issued by the Chandra X-ray Observatory Center, which is operated by the Smithsonian Astrophysical Observatory for and on behalf of NASA under contract NAS8-03060. K. APPENDIX A. NEW RADIO DATA We obtained new VLA observations of the nuclei of 12 galaxies harboring massive black holes with direct dynamical mass measurement (Project ID SB0514). Our observations were centered at 8.46 GHz with a total bandwidth of 256 MHz while the array was in its most extended A configuration, leading to a typical angular resolution of 0. 3. With a total time of 60 minutes for each source, the time-on-source integration varied but ranged from 25-33 minutes for theoretical sensitivities in the range 15-22 µJy beam −1 . Each scheduling block began with scans of the corresponding flux calibrator source given in Table 1 to set the flux density scale to an accuracy of 5% and calibrate the bandpass (Perley & Butler 2013) . We performed phase-referencing using a nearby complex gain calibrator within 10 degrees. Standard VLA calibration and imaging procedures were followed using CASA version 5.3.0.
After inspecting for radio frequency interference, data were averaged in 30 s temporal bins and 8-or 10-channel frequency bins. We made images and processed with the CLEAN algorithm for imaging. For CLEAN we halted processing at a value of 2.5 times the dirty map rms, which was typically very close to the theoretical noise, using a gain of 0.1 and robust weighting with a robust parameter of 0.5. Our images (Fig. 8) used a cell size of 0. 05 with a total image size of 8192 × 8192, compared to our field of view of 5. 3. For NGC 4486A we used an image size of 32768 × 32768 in order to avoid side lobes coming from NGC 4486, but in the end we were unable to detect emission from NGC 4486A. For the choices above, we tried several different variations but found that it made very little difference.
For each of the processed images, we looked for emission at the location of the galaxy nucleus. Of the 12 galaxies, 6 had unambiguous point sources at the expected location. For the detections, we found that the radio flux was spatially coincident with the X-ray point source found. We attribute all of this emission to the central black hole. We calculated the flux density from these sources by fitting a two-dimensional elliptical Gaussian to the point source in a 20 × 20 pixel region and use the total flux returned by the CASA imfit tool. We list in Table 1 flux densities and their uncertainties, calculated as the quadrature sum of fit uncertainty, image rms noise, and a 3% uncertainty for absolute flux calibration (Perley & Butler 2013) . Undetected sources are reported as upper limits at 3 times the flux uncertainty.
B. ARCHIVAL RADIO DATA In addition to our new radio data, we also analyzed 21 archival VLA radio datasets. Some of the data in this had been previously published but had concentrated on radio emission that was not continuum core emission. We analyzed these datasets in the same way as outlined in Appendix A, and we present the results in Table 2. C. ARCHIVAL X-RAY DATA The X-ray data for our AGN sample consists of our archival X-ray analysis in Gültekin et al. (2009a) , analysis of new Chandra data in Gültekin et al. (2012) , and a separate analysis of archival data in this work, including analysis of archival data of NGC 4486 at two epochs, which we average into a single X-ray flux for our fundamental plane analysis. In this appendix we describe this most recent archival data analysis. When the source is securely detected, it is always consistent with a point source. We list the integrated flux densities and upper limits in Table 1. We use the same method of analysis as in Gültekin et al. (2009a) and Gültekin et al. (2012) , both of which can be consulted for further details but which we summarize here. All data reduction was performed with CIAO version 4.y and calibration database (CALDB) version 4.6.7 using newly created level 2 event files. Source identification was done with a combination of wavdetect and manual inspection of each Chandra image. Some sources, especially those in central early-type galaxies, did not register as a point source with wavdetect because of being surrounded by diffuse X-ray emission, presumably from hot gas. For such sources where any AGN emission was dominated by surrounding hot gas emission, the best that could be done was to estimate an upper limit on the flux by performing a background subtraction under the assumption that there was a point source at the center. This upper limit to nuclear flux is a combination of AGN and XRBs, but it does not affect the rest of our analysis in the paper. All source locations were compared with optical and near infrared images of the host galaxy to ensure that we were selecting the likely central X-ray source. In cases where there were multiple X-ray point sources consistent with the optical/nearinfrared center of the galaxy, we registered the Chandra image with the Sloan Digital Sky Survey or Deep Near Infrared Survey coordinates as best possible using common background AGNs. We then took the source closest to the peak of the galaxy starlight. Background regions were selected using an annulus with inner radius equal to the source region radius of between 1.5 and 3 , depending on potential contamination from surrounding X-ray emission. The outer radius of the background annulus was chosen to include sufficient counts to generate a background. We used the specextract tool provided by CIAO to extract spectra and to create auxiliary response files and response matrix files for the source and background spectra.
Spectral fitting was done with XSPEC version 12 (Arnaud 1996) . All spectra were fit with a photoabsorbed power law with N H column density set to the Galactic value toward the source Kalberla et al. (2005) . For the sources that had sufficient counts to warrant more detailed fitting, we also included a redshifted intrinsic photoabsorption component with a column density that was allowed to vary. When required by the spectra, we also included other components to fully explain the data, especially APEC, pexmon, and blackbody models to account for soft emission and Gaussian features to account for emission lines. In the vast majority of cases, the inclusion of the softer components did not make more than a 2σ difference in the 2-10 keV power-law flux. If we were unable to rule out zero flux from a power-law in the 2-10 keV band at the 3σ level, we considered it an upper limit. We report the results of our X-ray spectral fits in Table 3. D. XRB DATA We list our sample of XRBs with distances and masses in Table 4 . A recent examination of Gaia data has new distance estimates for 4 of our 6 XRBs (Gandhi et al. 2018) . Of those 4, three of the distance estimates are based on Gaia measurements with goodness of fit metrics greater than +3, which indicates a bad astrometric fit. The final source, 4U 1543−47, for which we use distance of 7.5 ± 1 kpc due to Park et al. (2004) , has new distance estimates of 24.72 ± 41.15, 7.02 +2.85 −1.86 , and 10.11 +4.33 −3.53 kpc, depending on the Bayesian priors assumed. Given the order of magnitude range in distances acceptable for this source, it is not clear that it is an improvement on our adopted distance. Nevertheless, we ran our analysis using distances for all four sources from Gandhi et al. (2018) based on their "r exp prior." The quantitative differences in the fit results for the full sample were less than 1% of the 68% uncertainty range, indicating no difference to the results of this paper.
Our data for XRBs consists of literature radio data and a combination of literature X-ray data and our analysis of archival RXTE data for sources 4U 1543−47, GRO J1655−40, XTE J1118+480, and XTE J15550−564.
X-ray spectral fitting to 4U 1543−47 for observation on MJD = 52490.14009 was done using a photoabsorbed power-law model (phabs(pow)) with an absorption column fixed to N H = 4.0 × 10 21 cm −2 . Our spectral fitting yielded a constraint on the power-law component's photon index of Γ = 1.82 ± 0.03. For the observation on MJD = 52445.60917, during which 4U 1543−47 was in a very high state, we used a photoabsorbed accretion-disk emission-line plus accretion-disk blackbody plus power-law model (phabs(laor + bbody + pow)) with an absorption column fixed to N H = 4.0 × 10 21 cm −2 . The power-law photon index was constrained to Γ = 2.51 ± 0.01.
X-ray spectral fitting to GRO J1655−40 was done using a model of a photoabsorbed accretion-disk emission-line plus powerlaw model (phabs(laor + pow)) with an absorption column fixed to N H = 9.0 × 10 21 cm −2 . The power-law varied slightly among the four observations from Γ = 1.32 ± 0.02 to 1.47 ± 0.01.
X-ray spectral fitting to XTE J1118+480 was done using an absorbed power-law model in the 3-25 keV range using standard data products in the archive. We added 0.6% systematic errors to all channels, and adopted an absorption column of N H = 1.4 × 10 20 cm −2 with Tuebingen-Boulder interstellar medium absorption model (tbabs). For all observations, the power-law Note. -This table lists X-ray spectral fits for nuclear sources from archival Chandra analysis. Columns list galaxy name, Chandra observation ID (ObsID), MJD of observation, Galactic absorption column density assumed toward each source, intrinsic absorption column density found from fits, power-law photon index, and logarithmic 2-10 keV unabsorbed flux arising from the power-law component. Uncertainties listed are 1σ , and values without uncertainties were held fixed. Fluxes without uncertainties indicate that because of low count rates the X-ray flux was estimated using PIMMS with the net count rate, assuming a Γ = 2 power law with Galactic absorption only. Such sources are treated as upper limits. We do not report intrinsic absorption column density if the best fit is less than 10 19 cm −2 . The final column indicates notes as follows: (1 photon index changed very little, from Γ = 1.715 ± 0.004 to 1.721 ± 0.004.
X-ray spectral fitting to XTE J15550−564 for the observation on MJD = 51664.42194, during which it was in a very high state, was done using a photoabsorbed accretion-disk emission-line plus accretion-disk blackbody plus power-law model (phabs(laor + bbody + pow)) with an absorption column fixed to N H = 9.0 × 10 21 cm −2 . The fit constrained the power-law photon index to be Γ = 2.22 ± 0.01. The observation on MJD = 51696.48361, during which the source was in a low/hard state, was fitted with a photoabsorbed power-law model (phabs(pow)) with the same fixed absorption column. The photon index was constrained to be Γ = 1.64 ± 0.01.
We list the radio and X-ray observational data in Table 6 . Note.
-This table shows the SMBH data we use in our fundamental plane analysis. The columns provide source name, distance in units of Mpc, a reference code for the distance measurement, the mass of the black hole in solar units, a reference code for the mass measurement, the MJD of the radio observation, the frequency of the radio observation, the core radio flux density, a reference code for the radio observation, the MJD of the X-ray observation, the 2-10 keV X-ray flux, a reference code for the X-ray measurement. c Radio data comes from observation with large beam and therefore may contain emission that is not solely core AGN emission. 
