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Η εκρηκτική ανάpiτυξη της τεχνολογίας, και piιο συγκεκριμένα της piληροφορικής,
τις τελευταίες δεκαετίες έχει καταστήσει εύκολη και ‘οικονομική’ την συσσώρευ-
ση τεράστιου όγκου piληροφορίας σχεδόν σε όλους τους τομείς της ανθρώpiινης
δραστηριότητας. Ωστόσο, οι βάσεις δεδομένων piου piροκύpiτουν αpiό οικονομικές
και εpiιστημονικές δραστηριότητες έχουν piυροδοτήσει νέες εξελίξεις στον τομέα
της στατιστικής, καθώς είναι αδύνατον να αναλυθούν με τις κλασσικές μεθόδους
στατιστικής συμpiερασματολογίας (pi.χ μέθοδος ελαχίστων τετραγώνων). Πιο συ-
γκεριμένα, το piρόβλημα της στατιστικής μοντελοpiοίησης και του εντοpiισμού των
σημαντικών μεταβλητών σε υψηλών διαστάσεων σύνολα δεδομένων έχει οδηγήσει
στην διαδικασία Εξόρυξης Δεδομένων (Data Mining). Η Εξόρυξη Δεδομένων
αpiοτελείται αpiό μια σειρά τεχνικών piου βασίζονται σε αλγορίθμους,αναλυτικές
και αριθμητικές μεθόδους piου εpiιτρέpiουν την piαραγωγή μοντέλων piρόβλεψης με
αρκετά μικρό σφάλμα. Στην piαρούσα διpiλωματική θα ασχοληθούμε με τα Δέντρα
Αpiοφάσεων (Decision Trees), τα Τεχνητά Νευρωνικά Δίκτυα (Neural Nets) και
τα Μηχανές Διανυσμάτων Υpiοστήριξης (Support Vector Machines).
Στο piρώτο κεφάλαιο, θα κάνουμε μια εισαγωγή στις έννοιες του Data Mining
piαρουσιάζοντας τις βασικές κατηγορίες του και θα piροχωρήσουμε σε ανάλυση της
διαδικασίας KDD (Knowledge Discovery in Databases). Στη συνέχεια θα γίνει
μια σύντομη piεριγραφή του piροβλήματος της ταξινόμησης αλλά και piαρουσίαση
των μεθόδων piου θα αναλυθούν στα εpiόμενα κεφάλαια.
Στο δεύτερο κεφάλαιο, αναλύθηκαν τα Δέντρα Ταξινόμησης ως τεχνική εξόρυ-
ξης γνώσης. Ειδικότερα μελετήσαμε τους αλγορίθμους των CHAID, CART, C4.5
και QUEST και αναλύσαμε τα χαρακτηριστικά τους, piου βασίζονται οι διαφορές
τους ενω στο τέλος piαρουσιάζονται κάpiοιες εφαρμογές τους σε piαλαιότερα σετ
δεδομένων.
Το τρίτο κεφάλαιο αναφέρεται στα Νευρωνικά Δίκτυα, εpiικεντρώνοντας στα
Single Layer Perceptrons και στα Multi Layer Perceptrons (MLPs), ενώ στο
τέταρτο κεφάλαιο αναλύονται οι Μηχανές Διανυσμάτων Υpiοστήριξης (Support
Vector Machines - SVMs). Για τους piαραpiάνω μη-piαραμετρικούς ταξινομητές piα-
ρουσιάζεται η κεντρική τους ιδέα καθώς εpiίσης και το μαθηματικό τους υpiόβαθρο
με ταυτόχρονη piαράθεση αpiοτελεσμάτων αpiό piαλαιότερες έρευνες.
Το piέμpiτο κεφάλαιο αφορά την αξιολόγηση των όλων των piαραpiάνω ταξινο-
μητών με την χρήση μεθόδων όpiως η piολλαpiλή εpiικύρωση (Cross-validation) και
οι καμpiύλες ROC (ειδικότερα το εμβαδόν κάτω αpiό την καμpiύλη ROC). Εpiιpiλέον
συζητάμε τους όρους ευαισθησίας και ειδικότητας καθώς και την αpiόδοση των
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μοντέλων piου piαρουσιάσαμε.
Το έκτο και τελευταίο κεφάλαιο της piαρούσας διpiλωματικής αpiοτελεί την piρα-
κτική εφαρμογή των piαραpiάνω μεθόδων σε piραγματικά δεδομένα, όpiως αυτά piα-
ρουσιάστηκαν στο ετήσιο διαγωνισμό για Data Mining KDD Cup το 2009. Τα
δεδομένα αυτά piαρασχέθηκαν αpiό την Γαλλική Εταιρεία Κινητής Τηλεφωνίας Or-
ange και αφορούν 100.000 piελάτες της εταιρείας. Μέσω των 230 μεταβλητών piου
αpiοτελούν την ‘piληροφορία’ για κάθε piελάτη έχουμε τρεις διαφορετικούς στόχους.
Πρώτον, να piροβλέψουμε την piιθανότητα κάpiοιος piελάτης να αλλάξει piάροχο τη-
λεφωνίας, δεύτερον να αγοράσει καινούρια piροιόντα και υpiηρεσίες και τρίτον αν
θα ανταpiοκριθεί στην piροβολή καινούριου διαφημιστικού υλικού. Πέραν των piροα-
ναφερθέντων, η εργασία μας θα εpiικεντρωθεί στην ανάδειξη των καταλληλότερων
ταξινομητών αpiό αυτούς piου piαρουσιάσαμε για μια ανάλυση δεδομένων μεγάλων
διαστάσεων όpiως αυτή piου θα εκτελέσουμε piροκειμένου να έχουμε όσο το δυνα-
τόν ακριβέστερες piροβλέψεις. Για την ανάλυση των δεδομένων χρησιμοpiοιήσαμε
τα λογισμικά SPSS 22 και το piακέτο R.
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Abstract
The exponential growth of technology, especially in computer science, in the
last decade, has made the accumulation of vast amounts of information on
almost every human activity, not only cheap but also easy to access. How-
ever, the databases that have occured from scientific and economic activities
have triggered new development in the field of statistics, since they cannot
be analyzed with conventional ways of statistical conclusion (for example least
squares method). Furthermore, the problem of statistical modelling and locat-
ing key variables in high dimensional datasets has led to the development of
Data Mining. Data Mining consists of a series of “techniques” that are based
on algorithms, analytical and numerical methods that allow the construction of
prediction models with minimal error. In this thesis, we will focus on Decision
Trees, Neural Nets and Support Vector Machines.
In the first chapter,the basic principles of Data Mining are introduced along
with the analysis of the KDD ( Knowledge Discovery in Databases ) procedure,
followed by a short discussion of the classification problem in addition to the
introduction of the methods that will be analyzed in the following chapters.
In the second chapter, Decision Trees are analyzed as a method of Data
Mining. Furthermore, the algorithms of CHAID, CART, C4.5 & QUEST were
studied and their key features were analyzed, their differences were underlined
and their implemention in older data sets was presented.
In the third chapter, Neural Nets were studied, focusing on Single Layer
Perceptrons and Multi Layer Perceptrons (MLPs), while on the fourth chapter
Support Vector Machines were introduced. The main aspect for the above non-
parametrical classifiers was explained along with their mathematical background
while in the same time their application in older studies was presented.
In the fifth chapter,it was discussed how a model produced by the above
classifiers can be assessed, referring to methods such as Cross-Validation and
ROC curves (especially the area under the curve). Additionally, the sensitivity
and specificity measures were discussed along with their role in the evaluation
process.
The sixth and final chapter of the current thesis is consisted of the practical
application of such models in real data sets , as those were introduced in the
annual competition of Data Mining KDD Cup for 2009. These datasets were
provided from the French Telecommunications Company Orange and involved
100.000 customers of the company. The information for each customer is con-
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sisted of 230 variables and three response variables. The chances of a customer
changing service provider was predicted (appetency) , along with the chances
of one purchasing new products and services (churn) and lastly, the customer
reaction to new advertisment material (up - selling) are our three response vari-
ables.
Moreover, this thesis will focus on revealing which of the above classifiers
fits the best to the above dataset in order to have the most reliable predictions.







1.1 Τι είναι η Εξόρυξη Δεδομένων (Data Mining) . . . . . . . . . . . 23
1.2 Η διαδικασία KDD . . . . . . . . . . . . . . . . . . . . . . . . . . 25
1.3 Κανόνες για σωστή εpiεξεργασία των δεδομένων . . . . . . . . . . 28
2 Δέντρα Αpiοφάσεων (Decision Trees) 31
2.1 Εισαγωγή στο piρόβλημα της ταξινόμησης . . . . . . . . . . . . . . 31
2.1.1 Το μαθηματικό piρόβλημα της ταξινόμησης . . . . . . . . . 31
2.2 Δέντρα Αpiοφάσεων (Decision Trees) . . . . . . . . . . . . . . . . 32
2.2.1 Ορισμός και λειτουργία δέντρων αpiοφάσεων . . . . . . . . 32
2.2.2 Ο αλγόριθμος κατασκευής των Δέντρων Αpiοφάσεων . . . 34
2.2.3 Μέθοδοι διαχωρισμού των δεδομένων ανάλογα με τον τύpiο
τους . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
2.2.4 Κατασκευή του βέλτιστου δέντρου αpiόφασης . . . . . . . . 38
2.2.4.1 Μέθοδοι εύρεσης των βέλτιστων κριτηρίων δια-
χωρισμού των μεταβλητών . . . . . . . . . . . . . 38
2.2.4.2 Υpiερpiροσαρμογή Μοντέλου (Overfitting) . . . . 41
2.2.5 Αξιολόγηση της αpiόδοσης των Δέντρων Αpiοφάσεων ως
ταξινομητές στο piρόβλημα της ταξινόμησης. . . . . . . . . . 45
2.2.6 Αλγόριθμοι Δέντρων Αpiοφάσεων . . . . . . . . . . . . . . 46
2.2.6.1 Αλγόριθμος CART . . . . . . . . . . . . . . . . . 47
2.2.6.2 Αλγόριθμος QUEST . . . . . . . . . . . . . . . . 47
2.2.6.3 Αλγόριθμος C4.5 . . . . . . . . . . . . . . . . . . 48
2.2.6.4 Αλγόριθμος CHAID . . . . . . . . . . . . . . . . 48
3 Τεχνητά Νευρωνικά Δίκτυα (Artificial Neural Networks) 51
3.1 Το βιολογικό piρότυpiο . . . . . . . . . . . . . . . . . . . . . . . . 51
3.2 Ταξινόμηση Τεχνητών Νευρωνικών Δικτύων. . . . . . . . . . . . . 54
11
Περιεχόμενα
3.3 Το μαθηματικό υpiόβαθρο των Τεχνητών Νευρωνικών Δικτύων. . . 56
3.3.1 Το Perceptron δίκτυο. . . . . . . . . . . . . . . . . . . . . 56
3.3.1.1 Αλγόριθμος εκμάθησης του Single-Layer Percep-
tron δικτύου . . . . . . . . . . . . . . . . . . . . 60
3.3.2 Perceptron piολλών στρωμάτων (Multilayer Perceptron) . . 62
3.3.2.1 Εκμάθηση ενός Τεχνητού Νευρωνικού Δικτύου . 62
3.3.2.2 Αλγόριθμος Back-propagation . . . . . . . . . . 63
3.4 Γεωμετρική ερμηνεία των Τεχνητών Νευρωνικών Δικτύων . . . . . 63
3.5 Πολυpiλοκότητα ενός Τεχνητού Νευρωνικού Δικτύου . . . . . . . 65
3.5.1 Κλάδεμα Τεχνητού Νευρωνικού Δικτύου . . . . . . . . . . 66
3.5.2 Εpiιλογή του αριθμού των νευρώνων στα κρυφά στρώματα
του δικτύου . . . . . . . . . . . . . . . . . . . . . . . . . . 66
4 Μηχανές Διανυσμάτων Υpiοστήριξης (Support Vector Ma-
chines) 69
4.1 Μια εισαγωγή στις Μηχανές Διανυσμάτων Υpiοστήριξης . . . . . . 69
4.2 Ταξινόμηση στις Μηχανές Διανυσμάτων Υpiοστήριξης (Support
Vector Classifier) . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
4.2.1 Γραμμικά SVMs . . . . . . . . . . . . . . . . . . . . . . . . 71
4.2.1.1 Διαχωρίσιμα δεδομένα . . . . . . . . . . . . . . . 73
4.2.1.2 Μη διαχωρίσιμα δεδομένα . . . . . . . . . . . . . 76
4.2.2 Μη-γραμμικές SVMs . . . . . . . . . . . . . . . . . . . . . 79
4.2.2.1 Εκμάθηση μη-γραμμικών SVMs . . . . . . . . . . 79
4.2.2.2 Συναρτήσεις Πυρήνα (Kernel Functions) . . . . . 81
4.3 Ταξινόμηση στις SVMs για piροβλήματα piολλαpiλών κατηγοριών . . 83
4.4 Βελτίωση της αpiόδοσης ενός μοντέλου SVM . . . . . . . . . . . . 84
5 Αξιολόγηση μοντέλου 87
5.1 Εισαγωγή . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
5.2 Μεροληψία, Διασpiορά και Πολυpiλοκότητα μοντέλου . . . . . . . . 87
5.3 Αpiόδοση Ταξινομητή . . . . . . . . . . . . . . . . . . . . . . . . . 90
5.4 Καμpiύλες ROC . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
5.4.1 Εισαγωγή . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
5.4.2 Ερμηνεία ROC γραφημάτων . . . . . . . . . . . . . . . . . 94
5.4.2.1 Χώρος ROC . . . . . . . . . . . . . . . . . . . . 94
5.4.2.2 Η piεριοχή κάτω αpiό την ROC καμpiύλη (Area Un-
der Curve - AUC) . . . . . . . . . . . . . . . . . 96
5.4.3 Γραφήματα ROC σε piροβλήματα με piολλαpiλές κατηγορίες . 97
5.4.3.1 Η piεριοχή κάτω αpiό την ROC καμpiύλη (AUC)
για piροβλήματα piολλαpiλών κατηγοριών. . . . . . 98
5.5 Διασταυρωμένη Εpiικύρωση (Cross - Validation) . . . . . . . . . . 99
6 Εφαρμογή σε piραγματικά δεδομένα 101
6.1 Εισαγωγή στα piακέτα SPSS 22 και R . . . . . . . . . . . . . . . . 101
6.2 Περιγραφή του piροβλήματος . . . . . . . . . . . . . . . . . . . . . 102
6.3 Μέτρα αξιολόγησης . . . . . . . . . . . . . . . . . . . . . . . . . . 104
12
Περιεχόμενα
6.4 Δέντρα Αpiοφάσεων . . . . . . . . . . . . . . . . . . . . . . . . . . 105
6.4.1 CHAID . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
6.4.2 Exhaustive CHAID . . . . . . . . . . . . . . . . . . . . . . 109
6.4.3 CRT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
6.4.4 QUEST . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
6.4.5 Σύγκριση αpiόδοσης των μεθόδων . . . . . . . . . . . . . . 119
6.5 Τεχνητά Νευρωνικά Δίκτυα . . . . . . . . . . . . . . . . . . . . . 120
6.5.1 Multi Layer Perceptron (MLP) . . . . . . . . . . . . . . . 120
6.5.2 Radial Basis Function (RBF) Perceptron . . . . . . . . . 133
6.5.3 Σύγκριση Τεχνητών Νευρωνικών Δικτύων . . . . . . . . . 146
6.6 Μηχανές Διανυσμάτων Υpiοστήριξης . . . . . . . . . . . . . . . . 148
6.6.1 Συγκεντρωτικοί piίνακες αpiόδοσης . . . . . . . . . . . . . . 149






1.1 Το data mining ως σύνθεση τριών διαφορετικών εpiιστημονικών
τομέων . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
1.2 Διαδικασία KDD . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.1 Σύνολο εκpiαίδευσης για το piρόβλημα ταξινόμησης σpiονδυλωτών
ζώων . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
2.2 Δύο piιθανά δέντρα αpiοφάσεων για τα δεδομένα του piίνακα . . . . 34
2.3 Σύνολο δεδομένων εκpiαίδευσης για το piρόβλημα piρόβλεψης του αν
μpiορούμε να piαίξουμε γκολφ . . . . . . . . . . . . . . . . . . . . . 36
2.4 Το δέντρο αpiόφασης για τα δεδομένα εκpiαίδευσης της Εικόνας 2.3 36
2.5 Πιθανοί διαχωρισμοί κατηγορικής μεταβλητής . . . . . . . . . . . . 37
2.6 Πιθανοί διαχωρισμοί συνεχούς μεταβλητής . . . . . . . . . . . . . 38
2.7 Πιθανοί διαχωρισμοί ταξικής μεταβλητής . . . . . . . . . . . . . . 38
2.8 Τα μέτρα μη καθαρότητας κόμβου για την ταξινόμηση δύο τάξε-
ων,ως συνάρτηση του piοσοστού p στην τάξη 2 . . . . . . . . . . . 40
2.9 Σύνολο δεδομένων εξέτασης για το piρόβλημα ταξινόμησης σpiον-
δυλωτών ζώων σε θηλαστικά και μη θηλαστικά . . . . . . . . . . . 42
2.10 Σύνολο δεδομένων εκpiαίδευσης για το piρόβλημα ταξινόμησης σpiον-
δυλωτών . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
2.11 Το δέντρο ταξινόμησης για τα δεδομένα της Εικόνας 2.9 . . . . . . 43
3.1 Αναpiαράσταση των ανθρώpiινων νευρώνων . . . . . . . . . . . . . 52
3.2 Σχηματική αναpiαράσταση ενός Τεχνητού Νευρωνικού Δικτύου με
ένα κρυφό στρώμα (hidden layer). . . . . . . . . . . . . . . . . . . 53
3.3 Μια ταξινόμηση των Feed-forward και Recurrent/Feedback δικτύων. 54
3.4 Διάγραμμα δικτύου για το Single Layer Perceptron . . . . . . . . 57
3.5 Γράφημα συνάρτησης βήματος . . . . . . . . . . . . . . . . . . . . 58
3.6 Γράφημα της λογαριθμο-σιγμοειδούς συνάρτησης για διάφορες τι-
μές της piαραμέτρου κλίμακας t. Βλέpiουμε ότι η piαράμετρος κλίμα-
κας t ρυθμίζει το piοσοστό ενεργοpiοίησης . . . . . . . . . . . . . . 59
3.7 Γράφημα σιγμοειδούς συνάρτησης υpiερβολικής εφαpiτομένης . . . . 59
3.8 Γραφήματα σιγμοειδών συναρτήσεων . . . . . . . . . . . . . . . . . 59
15
Κατάλογος Σχημάτων
3.9 ΄Ενα γραμμικό διαχωριστικό εpiίpiεδο piου αντιστοιχεί στην τιμή y (x) =
0 σε ένα δισδιάστατο χώρο μεταβλητών εισόδου. Το διάνυσμα των
συνατpiικών βαρών w αναpiαρίσταται ως διάνυσμα και στον χώρο
των μεταβλητών εισόδου και ορίζει τον piροσανατολισμό του εpiι-
piέδου. Το βάρος piου αντιστοιχεί στην μεροληψία wo ορίζει την
θέση του εpiιpiέδου μετρώντας την κάθετη αpiόστασή του αpiό την
αρχή των αξόνων . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
4.1 Γραφική αναpiαράσταση της μεθόδου SVM για γραμμικώς διαχω-
ρίσιμα δεδομένα με μεταβλητή αpiόκρισης δύο κατηγοριών. Τα ση-
μεία του γραφήματος piου είναι κόκκινα και για τις δύο κατηγορίες
είναι τα διανύσματα υpiοστήριξης (support vectors) . . . . . . . . . 70
4.2 Μερικά αpiό τα δυνατά διαχωριστικά εpiίpiεδα piου μpiορούν να piρο-
κύψουν για ένα σύνολο δεδομένων . . . . . . . . . . . . . . . . . . 72
4.3 Διαχωριστικό εpiίpiεδο και piεριθώριο μιας SVM . . . . . . . . . . . 73
4.4 Διαχωριστικό εpiίpiεδο για μια γραμμική μηχανή SVM μη διαχωρι-
ζόμενων δεδομένων . . . . . . . . . . . . . . . . . . . . . . . . . . 77
4.5 Αpiεικόνιση των δεδομένων αpiό τον χώρο των piαρατηρήσεων στον
χώρο των εpiεξηγηματικών μεταβλητών με την συνάρτηση Φ και
κατασκευή του γραμμικού διαχωριστικού εpiιpiέδου . . . . . . . . . 80
4.6 Αpiεικόνιση των δεδομένων με χρήση συνάρτησης piυρήνα . . . . . 82
5.1 Συμpiεριφορά του αναμενόμενου σφάλματος εκpiαίδευσης και του
αναμενόμενου σφάλματος δοκιμών καθώς μεταβάλλεται η piολυpiλο-
κότητα του μοντέλου. Η κόκκινη γραμμή αντιpiροσωpiεύει το α-
ναμενόμενο σφάλμα δοκιμών, ενώ η μpiλε το αναμενόμενο σφάλμα
εκpiαίδευσης . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
5.2 ΄Ενα τυpiικό γράφημα ROC όpiου αpiεικονίζονται piέντε ταξινομητές 94
5.3 Ο χώρος ROC με την αναpiαράσταση τεσσάρων ταξινομητών. . . . 96
5.4 Τυpiικό piαράδειγμα καμpiύλης ROC . . . . . . . . . . . . . . . . . 97
5.5 Δύο γραφήματα ROC. Το piρώτο γράφημα δείχνει την piεριοχή κάτω
αpiό δύο καμpiύλες ROC. Το δεύτερο γράφημα δείχνει την piεριοχή
κάτω αpiό τις καμpiύλες του διακριτού ταξινομητή Α και του piιθανού
ταξινομητή Β . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
6.1 Το δέντρο piου piροέκυψε εφαρμόζοντας τον CHAID για την μετα-
βλητή αpiόκρισης appetency . . . . . . . . . . . . . . . . . . . . . 106
6.2 Δέντρο piου piροέκυψε εφαρμόζοντας τον CHAID στο piρόβλημα
ταξινόμησης για την μεταβλητή churn . . . . . . . . . . . . . . . . 107
6.3 Δέντρο piου piροέκυψε εφαρμόζοντας τον CHAID στο piρόβλημα
ταξινόμησης για την μεταβλητή αpiόκρισης Up - selling . . . . . . . 108
6.4 Το δέντρο piου piροέκυψε εφαρμόζοντας τον Exhaustive CHAID
για την μεταβλητή αpiόκρισης appetency . . . . . . . . . . . . . . . 110
6.5 Δέντρο piου piροέκυψε εφαρμόζοντας τον Exhaustive CHAID στο
piρόβλημα ταξινόμησης για την μεταβλητή churn . . . . . . . . . . 111
16
Κατάλογος Σχημάτων
6.6 Δέντρο piου piροέκυψε εφαρμόζοντας τον Exhaustive CHAID στο
piρόβλημα ταξινόμησης για την μεταβλητή αpiόκρισης up - selling . 112
6.7 Δέντρο αpiόφασης της μεθόδου CRT στο piρόβλημα της ταξινόμη-
σης της μεταβλητής appetency . . . . . . . . . . . . . . . . . . . . 114
6.8 Δέντρο αpiόφασης της μεθόδου CRT στο piρόβλημα ταξινόμησης
της μεταβλητής churn . . . . . . . . . . . . . . . . . . . . . . . . . 115
6.9 Δέντρο ταξινόμησης της μεθόδου CRT για την μεταβλητή up - selling115
6.10 Δέντρο αpiόφασης για την μεταβλητή appetency κατά την εφαρμογή
του QUEST . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117
6.11 Δέντρο αpiόφασης για την μεταβλητή churn μετά την εφαρμογή του
QUEST . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118
6.12 Δέντρο αpiόφασης για την μεταβλητή up - selling κατά την εφαρ-
μογή της μεθόδου QUEST . . . . . . . . . . . . . . . . . . . . . . 119
6.13 Γραφική αpiεικόνιση του νευρωνικού δικτύου της μεταβλητής appe-
tency για τρεις νευρώνες στο κρυφό στρώμα . . . . . . . . . . . . 122
6.14 Γραφική αpiεικόνιση του νευρωνικού δικτύου της μεταβλητής appe-
tency για piέντε νευρώνες στο κρυφό στρώμα . . . . . . . . . . . . 123
6.15 Γραφική αpiεικόνιση του νευρωνικού δικτύου της μεταβλητής appe-
tency για εννιά νευρώνες στο κρυφό στρώμα . . . . . . . . . . . . 124
6.16 Καμpiύλες ROC για την μεταβλητή appetency για τρεις και piέντε
κρυφές μονάδες αντίστοιχα . . . . . . . . . . . . . . . . . . . . . . 125
6.17 Καμpiύλη ROC για την μεταβλητή appetency για εννιά κρυφές μο-
νάδες . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125
6.18 Νευρωνικό δίκτυο για την μεταβλητή churn με τρεις κρυφές μονάδες126
6.19 Νευρωνικό δίκτυο για την μεταβλητή churn με piέντε κρυφές μονάδες127
6.20 Νευρωνικό δίκτυο για την μεταβλητή churn με εννιά κρυφές μονάδες128
6.21 Καμpiύλες ROC για την μεταβλητή churn για τρεις και piέντε κρυφές
μονάδες αντίστοιχα . . . . . . . . . . . . . . . . . . . . . . . . . . 129
6.22 Καμpiύλη ROC για την μεταβλητή churn για εννιά κρυφές μονάδες 129
6.23 Νευρωνικό δίκτυο για την μεταβλητή up - selling με τρεις νευρώνες
στο κρυφό στρώμα . . . . . . . . . . . . . . . . . . . . . . . . . . 130
6.24 Νευρωνικό δίκτυο για την μεταβλητή up - selling με piέντε νευρώνες
στο κρυφό στρώμα . . . . . . . . . . . . . . . . . . . . . . . . . . 131
6.25 Νευρωνικό δίκτυο για την μεταβλητή up - selling με εννιά νευρώνες
στο κρυφό στρώμα . . . . . . . . . . . . . . . . . . . . . . . . . . 132
6.26 Γραφήματα ROC για την μεταβλητή up - selling με τρεις και piέντε
νευρώνες στο κρυφό στρώμα αντίστοχα . . . . . . . . . . . . . . . 133
6.27 Γράφημα ROC για την μεταβλητή up - selling με εννιά νευρώνες
στο κρυφό στρώμα . . . . . . . . . . . . . . . . . . . . . . . . . . 133
6.28 Νευρωνικό δίκτυο για την μεταβλητή appetency με τρεις κρυφές
μονάδες . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135
6.29 Νευρωνικό δίκτυο για την μεταβλητή appetency με piέντε κρυφές
μονάδες . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 136
6.30 Νευρωνικό δίκτυο για την μεταβλητή appetency με εννιά κρυφές
μονάδες . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137
17
Κατάλογος Σχημάτων
6.31 Καμpiύλες ROC για την μεταβλητή appetency για τρεις και piέντε
κρυφές μονάδες αντίστοιχα . . . . . . . . . . . . . . . . . . . . . . 138
6.32 Καμpiύλη ROC για την μεταβλητή appetency για εννιά κρυφές μο-
νάδες . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 138
6.33 Νευρωνικό δίκτυο για την μεταβλητή churn με τρεις κρυφές μονάδες139
6.34 Νευρωνικό δίκτυο για την μεταβλητή churn με piέντε κρυφές μονάδες140
6.35 Νευρωνικό δίκτυο για την μεταβλητή churn με εννιά κρυφές μονάδες141
6.36 Καμpiύλες ROC για την μεταβλητή churn για τρεις και piέντε κρυφές
μονάδες αντίστοιχα . . . . . . . . . . . . . . . . . . . . . . . . . . 142
6.37 Καμpiύλη ROC για την μεταβλητή churn για εννιά κρυφές μονάδες 142
6.38 Νευρωνικό δίκτυο για την μεταβλητή up - selling με τρεις κρυφές
μονάδες . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 143
6.39 Νευρωνικό δίκτυο για την μεταβλητή up - selling με piέντε κρυφές
μονάδες . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 144
6.40 Νευρωνικό δίκτυο για την μεταβλητή up - selling με εννιά κρυφές
μονάδες . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 145
6.41 Καμpiύλες ROC για την μεταβλητή up - selling για τρεις και piέντε
κρυφές μονάδες αντίστοιχα . . . . . . . . . . . . . . . . . . . . . . 146
6.42 Καμpiύλη ROC για την μεταβλητή up - selling για εννιά κρυφές
μονάδες . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 146
18
Κατάλογος Πινάκων
5.1 Πίνακας συνάφειας . . . . . . . . . . . . . . . . . . . . . . . . . . 90
5.2 Συγκεντρωτικός piίνακας συνάφειας με τα αντίστοιχα μέτρα . . . . 93
6.1 Πίνακας μεθόδων ταξινόμησης - μέτρων αξιολόγησης . . . . . . . 105
6.2 Πίνακας σύγκρισης δέντρων αpiοφάσεων για τα τρία piροβλήματα
ταξινόμησης . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119
6.3 Πίνακας σύγκρισης αριθμού κρυφών μονάδων,εκτιμώμενης ακρίβειας
και εμβαδού κάτω αpiό την καμpiύλη (AUC) . . . . . . . . . . . . . 147
6.4 Πίνακας σύγκρισης αριθμού κρυφών μονάδων,εκτιμώμενης ακρίβειας
και εμβαδού κάτω αpiό την καμpiύλη (AUC) . . . . . . . . . . . . . 147
6.5 Πίνακας σύγκρισης αριθμού κρυφών μονάδων, εκτιμώμενης ακρίβειας
και εμβαδού κάτω αpiό την καμpiύλη (AUC) . . . . . . . . . . . . . 148
6.6 Σύγκριση της αpiόδοσης για τις SVMs διαφορετικού piυρήνα με βάση
τα αpiοτελέσματα του grid search για την μεταβλητή appetency . . 149
6.7 Σύγκριση της αpiόδοσης για τις SVMs διαφορετικού piυρήνα με βάση
τα αpiοτελέσματα του grid search για την μεταβλητή churn . . . . . 149
6.8 Σύγκριση της αpiόδοσης για τις SVMs διαφορετικού piυρήνα με βάση
τα αpiοτελέσματα του grid search για την μεταβλητή up - selling . . 150
6.9 Αναλυτική σύγκριση των ταξινομητών για όλα τα piροβλήματα τα-





2.1 Αλγόριθμος κλαδέματος . . . . . . . . . . . . . . . . . . . . . . . 45






1.1 Τι είναι η Εξόρυξη Δεδομένων (Data Min-
ing)
Με τις αλματώδεις εξελίξεις στον τομέα της piληροφορικής, οι βάσεις δεδομένων
piολύ υψηλών διαστάσεων είναι piλέον ο κανόνας και όχι η εξαίρεση. Σε συνδυασμό
με τα τελευταία εργαλεία αυτοματοpiοιημένης συλλογής piληροφοριών, η ψηφιακή
αpiοθήκευση έχει piεράσει σε μια νέα εpiοχή αφού μpiορούμε piια με ελάχιστο κόστος
να συλλέξουμε όγκο piληροφορίας της τάξεως των terabytes. Ουδέν κακόν όμως
αμιγές καλού! Είναι εύκολα αντιληpiτό ότι η κατανόηση αυτής της piληροφορίας αpiό
piλευράς μας κινείται αντιστρόφως ανάλογα με την αύξηση του όγκου της. Αυτό
είναι αpiοτέλεσμα του γεγονότος ότι οι μέθοδοι της κλασσικής συμpiερασματολο-
γίας αpiοδεικνύονται ανεpiαρκείς αφού ο αριθμός των piρος εκτίμηση piαραμέτρων
είναι piολύ μεγαλύτερος αpiό των αριθμό των δεδομένων άρα ο οpiοιοσδήpiοτε υpiο-
λογισμός καθίσταται αδύνατος.
Αυτή η piρόκληση αpiοτέλεσε το έναυσμα για την δημιουργία ενός νέου εpiι-
στημονικού piεδίου γνωστό ως Εξόρυξη Δεδομένων (Data Mining), το οpiοίο έχει
ως αντικείμενο του την εύρεση ‘έξυpiνων’ μεθόδων piου θα μετατρέpiουν τα δεδο-
μένα σε χρήσιμες piληροφορίες. Σε ένα τυpiικό piρόβλημα data mining, έχουμε ένα
σύνολο δεδομένων εκpiαίδευσης (training set) για το οpiοίο γνωρίζουμε τις τιμές
των μεταβλητών και του αpiοτελέσματος και piροσpiαθούμε να κατασκευάσουμε ένα
μοντέλο piρόβλεψης. Το μοντέλο αυτό θα χρησιμοpiοιηθεί στη συνέχεια για την
piρόβλεψη του αpiοτελέσματος piαρόμοιων συνόλων δεδομένων piρος εξέταση (test
set), για τα οpiοία είναι γνωστές οι τιμές των μεταβλητών αλλά όχι του αpiοτε-
λέσματος. Αν και το Data Mining είναι ακόμα ένας εξελισσόμενος κλάδος έχει
καταφέρει να κερδίσει το ενδιαφέρον της εpiιστημονικής κοινότητας, με το MIT
Technology Review να την κατατάσσει στις 10 piιο ανερχόμενες τεχνολογίες piου
θα αλλάξουν τον κόσμο. Ο λόγος για τον οpiοίο είναι τόσο δημοφιλές δεν έγκει-
ται αpiοκλειστικά στην χρησιμότητα του αλλά και στο γεγονός ότι συνδυάζει την
στατιστική ανάλυση με την μηχανική εκμάθηση, την οpiοία μέχρι τώρα δεν είχαμε
συναντήσει στην ανάλυση μικρότερων συνόλων δεδομένων . Αυτοί οι δύο τομε-
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Σχήμα 1.1: Το data mining ως σύνθεση τριών διαφορετικών εpiιστημονικών το-
μέων
ίς αpiοτελούν τους piυλώνες του data mining και χωρίς αυτούς δεν θα μpiορούσε
να μας piροσφέρει ασφαλή αpiοτελέσματα. Αναλυτικότερα, τα piλεονεκτήματα piου
piροσφέρουν είναι τα εξής:
• Στατιστική: μαθηματική ερμηνεία των αpiοτελεσμάτων με την χρήση τεστ
υpiοθέσεων (hypothesis tests)
• Μηχανική Εκμάθηση: με την χρήση κατάλληλων αλγορίθμων εκμάθη-
σης αpiοκτούμε μια λειτουργική piεριγραφή του αpiοτελέσματος του εκάστοτε
piροβλήματος. Σε αντίθεση με τον σχετικά piεριορισμένο ρόλο της στατι-
στικής, οι αλγόριθμοι εκμάθησης καλούνται να εpiιλύσουν και μια σειρά αpiό
piολλά piροβλήματα όpiως: η piεραίωση της συνολικής ανάλυσης σε αpiοδεκτό
χρόνο ανάλογα με το μέγεθος των δεδομένων, η ανίχνευση του ‘θορύβου’
των δεδομένων, ο υpiολογισμός piιθανών σφαλμάτων.
Συνεpiώς βλέpiουμε ότι το data mining δεν είναι piαρά το σημείο τομής τριών
διαφορετικών κλάδων εpiιστημών. Ωστόσο, η εμpiλοκή αυτών των κλάδων έχει
piροκαλέσει μια σύγχυση ως piρος το τι θα ορίσουμε τελικά ως data mining. Ο
ορισμός piου αpiοδεχόμαστε σε αυτή την φάση είναι ο κάτωθι:
‘Εξόρυξη Δεδομένων είναι η ανάλυση, συνήθως τεράστιων, piαρατηρο-
ύμενων συνόλων δεδομένων, έτσι ώστε να βρεθούν μη piαρατηρηθείσες
σχέσεις και να συνοψιστούν τα δεδομένα με καινοφαινείς τρόpiους, οι
οpiοίοι να είναι κατανοητοί και χρήσιμοι στον κάτοχο των δεδομένων.’
Ο σκοpiός του data mining είναι η εξαγωγή piληροφορίας αpiό μια βάση δεδομένων.




1. Μέθοδοι με εpiίβλεψη (supervised methods): Αpiοτελούνται αpiό
αλγορίθμους piου χρησιμοpiοιούνται στην ταξινόμηση των μεταβλητών και
την piρόβλεψη της αpiόκρισης. Στόχος των συγκεκριμένων τεχνικών είναι η
μοντελοpiοίηση της μεταβλητής αpiόκρισης με βάση τις εpiεξηγηματικές με-
ταβλητές. Παραδείγματα τέτοιων τεχνικών είναι τα Δέντρα Ταξινόμησης
(Classification Trees) και τα Νευρωνικά Δίκτυα (Neural Nets) με τα οpiοία
θα ασχοληθούμε αναλυτικότερα στα εpiόμενα κεφάλαια.
2. Μέθοδοι χωρίς εpiίβλεψη (unsupervised methods): Αpiοτελο-
ύνται αpiό αλγορίθμους για τους οpiοίους δεν υpiάρχει μεταβλητή αpiόκρισης
για να piροβλεφθεί ή ταξινομηθεί. Ακριβέστερα, εpiικεντρώνονται στην εξε-
ρεύνηση της γενικότερης δομής των μεταβλητών και στην εύρεση piιθανών
εγγενών τους σχέσεων. Τέτοιες μέθοδοι είναι οι k-means και τα Kohonen
Networks.
1.2 Η διαδικασία KDD
΄Οpiως αναφέραμε και piαραpiάνω, μια βάση δεδομένων δεν έχει νόημα ύpiαρξης αν
δεν μpiορεί να μετασχηματιστεί σε γνώση. Η διαδικασία αpiόκτησης γνώσης αpiό
μια βάση δεδομένων KDD (Knowledge Discovery in Databases) κερδίζει όλο και
piερισσότερο έδαφος τα τελευταία χρόνια. Η KDD είναι μια συγκροτημένη διαδικα-
σία εντοpiισμού μοναδικών piροτύpiων ακριβείας σε μεγάλες και piερίpiλοκες βάσεις
δεδομένων με τελικό στόχο τα piρότυpiα αυτά να μας εξασφαλίζουν την μεγαλύτε-
ρη δυνατή κατανόηση του εκάστοτε piροβλήματος. Η γνώση piου piροκύpiτει αpiο
την διαδικασία αυτή κατηγοριοpiοιείται ανάλογα με τους στόχους piου έχουμε σε
κάθε piρόβλημα. Οι έξι βασικές εργασίες piου καλείται κάpiοιος να piραγματοpiοιήσει
ανάλογα με τον στόχο piου έχει θέσει είναι οι εξής:
• Ταξινόμηση (classification): εξέταση ενός νέου αντικειμένου και το-
piοθέτηση του ανάλογα με τις ιδιότητές του σε piροκαθορισμένες κλάσεις
δεδομένων.
• Ομαδοpiοίηση ή Συσταδοpiοίηση (clustering): η κατάτμηση του
συνόλου των δεδομένων σε συστάδες και καθορισμός των αντικειμένων piου
βρίσκονται μέσα σε κάθε συστάδα. Ουσιαστικά piρόκειται για την ανάδειξη
ομάδων με όμοια στοιχεία.
• Πρόβλεψη (prediction): μια καινούρια εγγραφή αξιολογείται με βάση
κάpiοιες piροβλεpiόμενες μελλοντικές τιμές ή τάσεις.
• Περιγραφή και οpiτικοpiοίηση (description and visualization):
διερευνητικό ή οpiτικό data mining.
Τα βήματα της εpiεξεργασίας των δεδομένων piου ακολουθεί η KDD διαδικασία
είναι αυτά piου piαρουσιάζονται στο (Εικόνα 1.2) και συνοψίζονται ως εξής:
1. Ανάpiτυξη και κατανόηση του piεδίου της εφαρμογής, συμpiερι-
λαμβανομένης ενδεχομένως και piαλαιότερης γνώσης σχετικά με το piρόβλη-
μα, καθώς εpiίσης και των στόχων των χρηστών.
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Σχήμα 1.2: Διαδικασία KDD
2. Δημιουργία του στοχευμένου συνόλου δεδομένων (target
data) το οpiοίο θα χρησιμοpiοιηθεί για την piεραιτέρω ανάλυση. Σε αυτό το
σημείο είναι piολύ κρίσιμο να γίνει μια σωστή εpiιλογή των μεταβλητών piου
θα χρησιμοpiοιηθούν διότι το piαραμικρό λάθος θα εpiηρεάσει αρνητικά την
αpiόδοση του μοντέλου piρόβλεψης.
3. Καθαρισμός και εpiεξεργασία των δεδομένων (data clean-
ing). Σε αυτό το σημείο αpiομακρύνονται μεταβλητές με μεγάλο piοσοστό
ελλιpiών piαρατηρήσεων ή οpiοιαδήpiοτε άλλη αιτία ‘θορύβου’.
4. Μείωση της piοσότητας των υpiό εξέταση μεταβλητών (data
reduction) για την εύρεση της καλύτερη αντιpiροσώpiευσης των δεδομένων.
Ειδικά όταν piρόκειται να χρησιμοpiοιηθούν μέθοδοι με εpiίβλεψη όpiως ε-
δώ, γίνεται εpiιpiλέον διαχωρισμός των μεταβλητών σε δεδομένα εκpiαίδευσης
(training set), δεδομένα εpiαλήθευσης (quiz-set validation) και δεδομένα
ελέγχου (test dataset).
5. Εpiιλογή της εργασίας εξόρυξης γνώσης (data mining) piου
θα χρησιμοpiοιήσουμε για τις ανάγκες του piροβλήματος (pi.χ ταξινόμηση,
piρόβλεψη, ομαδοpiοίηση κτλ).
6. Εpiιλογή των τεχνικών εξόρυξης γνώσης (pi,χ νευρωνικά δίκτυα,
λογιστική piαλινδρόμηση κτλ) και των αλγορίθμων εκμάθησης piου θα χρη-
σιμοpiοιήσουμε για την αναζήτηση piροτύpiων στα δεδομένα.
7. Ερμηνεία των piροτύpiων piου ανακαλύφθηκαν και αξιολόγη-
ση της αpiοτελεσματικότητάς τους όσον αφορά την γνώση piου θέλουμε με
βάση μια σειρά κριτηρίων. Σε αυτό το βήμα, εάν καταλήξουμε σε σημαντικό
piοσοστό λάθους στα αpiοτελέσματά μας θα piρέpiει να εpiιστρέψουμε σε piροη-
γούμενα βήματα για να υpiάρξει μια piεραιτέρω εpiεξεργασία των δεδομένων.
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8. Παρουσίαση της γνώσης piου έχει εξαχθεί και ενσωμάτωσή της
στο σύστημα. Τέλος, με την χρήση τεχνικών αντιpiροσώpiευσης αυτής, η
piληροφορία εξάγεται ευκρινώς στο χρήστη.
Θα piερίμενε κανείς ότι η χρήση της εξόρυξης δεδομένων piροορίζεται αυστηρά για
μαθηματικούς και οικονομικούς σκοpiούς. Κάτι τέτοιο ομώς είναι piολύ μακριά αpiό
την piραγματικότητα. Μpiορεί η βιομηχανία να αpiοτελεί την κύρια piηγή τεράστιων
βάσεων δεδομένων αλλά το data mining αpiοδεικνύεται εξαιρετικό εργαλείο και
για piληθώρα διαφορετικών τομέων όpiως η βιολογία, η χημεία, το μάρκετινγκ, η
ιατρική και γενικότερα οpiοιαδήpiοτε διαδικασία λήψης αpiοφάσεων η οpiοία έχει να
κάνει με βάση δεδομένων. Παραθέτουμε κάpiοια χαρακτηριστικά piαραδείγματα:
• Βιολογία,Χημεία,Ιατρική και άλλες εpiιστήμες:
1. Τα piειράματα γενετικής μελετούν χιλιάδες γονίδια σε ένα δείγμα ιστο-
ύ.Αυτό εpiιτρέpiει σε ένα ερευνητή να βρει piοια γονίδια είναι ιδιαίτερα
δραστήρια σε μια ομάδα piειραμάτων σε σχέση με μια άλλη.
2. ΄Ελεγχος διαχωρισμού του φυσικού αερίου αpiό το piετρέλαιο με την
βοήθεια κανόνων piου ρυθμίζουν τις piαραμέτρους της διαδικασίας.
3. Εκτίμηση piιθανότητας υpiοτροpiιασμού του καρκίνου.
4. Στην αστρονομία, κατασκευάστηκε ένα σύστημα αυτοματοpiοιημένης
καταχώρησης ουράνιων αντικειμένων τα οpiοία δεν είναι ορατά με το
ανθρώpiινο μάτι.
• Διαχείριση ρίσκου και ανάλυση αγοράς:
1. Consumer Relation Management : μελέτη της συμpiεριφοράς του piε-
λάτη.
2. Target management
3. Market Basket Analysis: Το γνωστό piείραμα ‘Diapers and Beers’.
΄Εχοντας piαρατηρήσει ότι οι καταναλωτές piου αγοράζουν piάνες αγο-
ράζουν και μpiύρα, εpiέτρεψε στο κατάστημα για το οpiοίο έγινε το piε-
ίραμα να τοpiοθετήσει κοντά τα δύο piροιόντα. Εpiιpiλέον, τοpiοθετώντας
ανάμεσα τους piατατάκια κατάφερε να αυξήσει τις piωλήσεις και στα τρία
είδη.
Βασική piρουpiόθεση για την λήψη ολοκληρωμένων αpiοφάσεων είναι τα δεδομένα
να έχουν οργανωθεί με συνέpiεια (data warehousing). Ειδικότερα, όταν το data
mining piου γίνεται αφορά piαλαιότερα δεδομένα piου χρησιμοpiοιούνται για piρόβλε-
ψη μελλοντικών τάσεων είναι σχεδόν εpiιτακτικό οι data warehouses να piεριέχουν
ακριβή ιστορική καταγραφή των δεδομένων.
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1.3 Κανόνες για σωστή εpiεξεργασία των δε-
δομένων
Κλείνοντας αυτό το κεφάλαιο, θεωρούμε ότι θα ήταν σωστό να piαραθέσουμε
κάpiοιους ‘χρυσούς’ κανόνες, οι οpiοίοι έχουν piροκύψει αpiό piειραματισμό, piου
piρέpiει να έχει κανείς υpiόψιν του όταν εpiεξεργάζεται δεδομένα υψηλών διαστάσε-
ων.
Η piιθανότητα να ανιχνεύσουμε τις piραγματικές εpiιδράσεις με μεγάλη
ακρίβεια είναι piολλές φορές τρομακτικά μικρή
Δεν θα piρέpiει να μας ξενίσει το γεγονός ότι στα piροβλήματα piου θα κληθούμε
να αντιμετωpiίσουμε δεν θα μpiορούμε να piροσεγγίσουμε piάντα με ικανοpiοιητική
ακρίβεια την λύση, καθώς ο όγκος των δεδομένων,η piοιότητα τους καθώς και
ένα ευρύ φάσμα piιθανών υpiολογιστικών αδυναμιών, λειτουργούν ως ανασταλτικοί
piαράγοντες. Χαρακτηριστικό piαράδειγμα είναι αυτό piου piαρουσιάζεται στην δια-
τριβή του Miller (2010) και αφορά piείραμα γενετικής με 6.319 αρχικές μεταβλητές.
Παίρνοντας τα 90%- διαστήματα εμpiιστοσύνης για την κατάταξη των 14 piιο ση-
μαντικών μεταβλητών βλέpiουμε ότι είναι αρκετά ευρεία, με αpiοτέλεσμα κατά την
εpiανάληψη του piειράματος να piροκύψει αλλαγή της κατάταξης των μεταβλητών ως
piρος την σημαντικότητα τους στο μοντέλο.
Η υpiόθεση της σpiοραδικότητας του μοντέλου είναι σχεδόν αντίθετη
με την piραγματικότητα αλλά είναι piάντα χρήσιμη
Ως σpiοραδικό μοντέλο ορίζουμε εκείνο το οpiοίο συμpiεριλαμβάνει σχετικά λίγες
μεταβλητές σε σχέση με τις αρχικώς διαθέσιμες. Οι piοινικοpiοιημένες μέθοδοι, οι
οpiοίες τείνουν να υpiολογίζουν ‘αραιά’ μοντέλα, είναι μια ανερχόμενη τάση ειδικά
για τα γραμμικά μοντέλα. Το σκεpiτικό με το οpiοίο λειτουργούν είναι ότι ακόμα
και αν η piραγματική κατάσταση δεν αντικατοpiτρίζεται αpiό ένα ‘αραιό’ μοντέλο , η
piιθανότητα να ενσωματωθούν σε ένα μοντέλο όλες οι μεταβλητές είναι piολύ μικρή
και εpiομένως ένα μοντέλο το οpiοίο θα συμpiεριλαμβάνει μόνο τις μεταβλητές με
την μεγαλύτερη εpiίδραση θα έχει καλύτερη αpiόδοση.
Σωστή εpiικύρωση των αpiοτελεσμάτων
Αpiό την μέχρι τώρα εμpiειρία μας στην στατιστική θεωρούμε ότι η φυσική
αpiόληξη της ανάλυσης ενός συνόλου δεδομένων, αφού έχουμε εντοpiίσει το κα-
τάλληλο μοντέλο, είναι η εpiικύρωση του μοντέλου. Αυτό όμως δεν ισχύει για
δεδομένα υψηλών διαστάσεων καθώς θα οδηγούσε σε εσφαλμένα αpiοτελέσματα.
Η συνήθης διαδικασία εpiεξεργασίας δεδομένων εpiιτάσσει ότι μετά τον εντοpiισμό
των σημαντικότερων μεταβλητών ακολουθεί η εpiιλογή του κατάλληλου μοντέλου.
Στην piερίpiτωση των δεδομένων υψηλών διαστάσεων όμως, αν η εpiιλογή των μετα-
βλητών με την μεγαλυτερη εpiίδραση γίνει αpiό ολόκληρο το σύνολο των δεδομένων,
ακόμα και αν το μοντέλο τελικά εpiικυρωθεί, θα έχει γίνει υpiερpiροσαρμογή (over-
fitting). Για τον λόγο αυτό λοιpiόν, σύμφωνα με την piρόταση του Stone (1974)




Δεν υpiάρχει μια και μοναδική piροσέγγιση piου να εpiιλύει όλα τα
piροβλήματα υψηλών διαστάσεων
Αν ψάξει κανείς στην piλούσια εγχώρια και διεθνή βιβλιογραφία piου αφορά piει-
ράματα ανάλυσης δεδομένων, εύκολα θα διαpiιστώσει ότι δεν υpiάρχει μια ‘συνταγή’
piου να δουλεύει εξίσου καλά για όλα τα piιθανά σύνολα δεδομένων. Αυτό οδηγε-
ί στην κατάρριψη της αντίληψης των ‘καλύτερων’ και ‘χειρότερων’ μεθόδων στα
piροβλήματα piου θα μας αpiασχολήσουν και ταυτόχρονα αpiοτελεί ώθηση για νέους







2.1 Εισαγωγή στο piρόβλημα της ταξινόμη-
σης
Η ταξινόμηση είναι μια αpiό τις βασικότερες τεχνικές του data mining. Πρόκειται
για μέθοδο με εpiίβλεψη (Supervised method) αφού οι κλάσεις ταξινόμησης και
το piραγματικό αpiοτέλεσμα είναι ήδη γνωστά. Τυpiικά piαραδείγματα ταξινόμησης
είναι ο εντοpiισμός spam emails με βάση τον τίτλο τους και το piεριεχόμενό τους,
η κατηγοριοpiοίηση κυττάρων ως κακοήθη ή καλοήθη με βάση τα αpiοτελέσματα
της μαγγνητικής τομογραφίας κ.α. Η κεντρική της ιδέα είναι η εξής: ένα νέο
άγνωστο αντικείμενο εξετάζεται με βάση τις ιδιότητες του και κατηγοριοpiοιείται
σε ένα σύνολο piροκαθορισμένων κλάσεων. Συνεpiώς η ταξινόμηση δεδομένων είναι
μια διαδικασία η οpiοία βρίσκει τις κοινές ιδιότητες σε ένα σύνολο υpiοδειγμάτων
σε μια βάση δεδομένων και ταξινομεί αυτά τα αντικείμενα σε διαφορετικές κλάσεις
σύμφωνα με ένα μοντέλο ταξινόμησης.
2.1.1 Το μαθηματικό piρόβλημα της ταξινόμησης
Στην piαραpiάνω piαράγραφο αναφερθήκαμε στο μοντέλο ταξινόμησης με το οpiοίο
κατηγοριοpiοιούμε τα νέα αντικείμενα. Η κατασκευή του μοντέλου γίνεται αpiό μια
δειγματική βάση δεδομένων E = {t1, t2, ...., tn} όpiου t1, t2, .., tn είναι piλειάδες
της μορφής ti1 , ti2 , ..., tip και καλούνται στοιχεία ή εγγραφές ή piαραδείγματα. Τα
στοιχεία tik με k = 1, ..., p είναι τιμές (αριθμητικές ή διακριτές) οι οpiοίες αναφέρο-
νται σε χαρακτηριστικά (features) X1, X2, .., Xp. Εpiομένως ένα διάνυσμα ti είναι
ένα διάνυσμα χαρακτηριστικών (features vector). Κάθε εγγραφή αpiοτελείται αpiό
το ίδιο σύνολο piολλαpiλών χαρακτηριστικών και έχει μια γνωστή ετικέτα (label).
Το σύνολο των κλάσεων το συμβολίζουμε ως C = {C1, C2, ..., Cm}.
Ο στόχος της ταξινόμησης είναι να αναλύσει τα δεδομένα του συνόλου εκpiα-
ίδευσης και να αναpiτύξει μια piεριγραφή/μοντέλο για κάθε κλάση χρησιμοpiοιώντας
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τα χαρακτηριστικά piου είναι διαθέσιμα στα δεδομένα. Στα μαθηματικά αυτό συ-
νίσταται στην εύρεση μιας συνάρτησης αντιστοίχισης:
f : E → C
όpiου κάθε ti αντιστοιχεί σε μια κλάση Cj . Η αpiεικόνιση αυτή ονομάζεται μοντέλο.






= Cj , 1 ≤ i ≤ n, ti ∈ D
}
.
Οι κλάσεις αναφέρονται και αυτές με την σειρά τους σε ένα χαρακτηριστικό
Xf piου ονομάζεται χαρακτηριστικό στόχου (target feature). Πιο συγκεκριμένα,
οι κλάσεις αντιστοιχούν στις διαφορετικές τιμές piου μpiορεί να piάρει το χαρακτη-
ριστικό στόχου. Οι piεριγραφές των κλάσεων piου piροκύpiτουν χρησιμοpiοιούνται
στη συνέχεια για να ταξινομήσουν μελλοντικά δεδομένα (test set) στη βάση δε-
δομένων ή για να αναpiτύξουν μια καλύτερη piεριγραφή, τις οpiοίες ονομάζουμε
‘κανόνες ταξινόμησης’, για κάθε κλάση στη βάση δεδομένων. Συνοψίζοντας συνε-
piώς, καταλήγουμε στο συμpiέρασμα ότι με την ταξινόμηση διαμερίζουμε την βάση
δεδομένων Ε σε κλάσεις ισοδυναμίας και ότι το piρόβλημα της piρόβλεψης ταυτίζε-
ται με το piρόβλημα της ταξινόμησης αλλά με άpiειρο αριθμό κλάσεων. Οι μέθοδοι
ταξινόμησης piου θα αναpiτύξουμε σε αυτή την εργασία είναι τα Δέντρα Αpiοφάσε-
ων, τα Νευρωνικά Δίκτυα και οι Μηχανές Διανυσμάτων Υpiοστήριξης.
2.2 Δέντρα Αpiοφάσεων (Decision Trees)
2.2.1 Ορισμός και λειτουργία δέντρων αpiοφάσεων
Το piρώτο σύστημα μηχανικής εκμάθησης piου θα piραγματευτούμε είναι τα Δέντρα
Αpiοφάσεων ή Ταξινόμησης (Desicion/ Classification Trees). Τα δέντρα αpiοφάσε-
ων είναι αpiό τα piλέον ισχυρά εργαλεία για την ταξινόμηση και piρόβλεψη δεδομένων
καθώς piροσφέρουν ταχύτητα στον υpiολογισμό και σαφήνεια ως piρος την γνώση
piου piαρέχει. Πρόκειται για μια μέθοδο λήψης αpiοφάσεων της οpiοίας το όνομα
βασίζεται στο ότι χρησιμοpiοιεί ένα δέντρο ως γραφική αναpiαράσταση του piρογνω-
στικού μοντέλου και χαρτογραφεί τις piαρατηρήσεις σχετικά με ένα αντικείμενο σε
συμpiεράσματα σχετικά με την τιμή στόχο του αντικειμένου.
Τα δέντρα λειτουργούν με την λογική του ‘διαίρει και βασίλευε’. Για να γίνει
piιο κατανοητή η λειτουργία τους piαραθέτουμε ένα piαράδειγμα. Θα δουλέψουμε με
το σετ των σpiονδυλωτών ζώων ,το οpiοίο αναλύεται στο αpiό τους Tan, Steinbach
και Kumar (2006) και εξετάζει σε piοια κατηγορία (θηλαστικό, μη θηλαστικό) α-
νήκει ένα σpiονδυλωτό ζώο έχοντας ως βάση κάpiοιες ιδιότητες του. ΄Εστω τώρα
ότι έχουμε ένα νέο σύνολο δεδομένων σpiονδυλωτών για το οpiοία όμως δεν ξέρου-
με σε piοια κατηγορία ανήκουν. ΄Ενας piιθανός τρόpiος piροσέγγισης της λύσης του
piροβλήματος θα ήταν να θέσουμε μια σειρά αpiό ερωτήσεις σχετικά με τα χαρακτη-
ριστικά του κάθε είδους. Για piαράδειγμα, θα μpiορούσαμε να ρωτήσουμε αρχικά αν
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eagle warm-blooded no no no
non-
mammal
guppy warm-blooded yes no no
non-
mammal
salamander cold-blooded no yes no
non-
mammal
python cold-blooded no no yes
non-
mammal
cat warm-blooded yes yes no mammal
bat warm-blooded yes no yes
non-
mammal
whale warm-blooded yes no no mammal
komodo dragon cold-blooded no yes no
non-
mammal
salmon cold-blooded no no no
non-
mammal
porcupine warm-blooded yes yes yes mammal
Σχήμα 2.1: Σύνολο εκpiαίδευσης για το piρόβλημα ταξινόμησης σpiονδυλωτών ζώων
το ζώο είναι θερμόαιμο ή ψυχρόαιμο. Αν είναι ψυχρόαιμο, τότε σίγουρα δεν είναι
θηλαστικό ενώ αν είναι θερμόαιμο δεν μpiορούμε να piούμε με βεβαιότητα σε piοια
κατηγορία ανήκει. Εpiειδή βλέpiουμε ότι δεν piαίρνουμε ένα σαφές συμpiέρασμα με
αυτή την ερώτηση θα piροχωρήσουμε σε μια ακόμα: τα θηλυκά αυτού του ζώου
γεννάνε τα μικρά τους; Αν ναι, τότε είναι αναμφισβήτητα θηλαστικά ενώ αν όχι
μpiορούμε να ισχυριστούμε αpiλά ότι δεν είναι θηλαστικά.
΄Οpiως βλέpiουμε, η μέθοδος των στοχευμένων ερωτήσεων για να ανακαλύψου-
με την τιμή της μεταβλητής αpiόκρισης του αντικειμένου είναι μια piιθανή λύση στο
piρόβλημα της ταξινόμησης. Αυτή η διαδικασία των ερωτήσεων-αpiαντήσεων εpiα-
ναλαμβάνεται μέχρι να καταλήξουμε σε μια αpiάντηση piου να αντιpiροσωpiεύει μια
τιμή της μεταβλητής αpiόκρισης. Μια piιο οργανωμένη piαρουσίαση της διαδικασίας
piου ακολουθήσαμε για να λάβουμε τις αpiοφάσεις μας είναι αυτή του δέντρου. Το
δέντρο είναι μια ιεραρχική κατασκευή piου αpiοτελείται αpiό κόμβους και αpiό κλαδιά.
Στο εpiόμενο γράφημα piαρουσιάζεται το δέντρο αpiοφάσεων για το piαράδειγμα
piου piαραθέσαμε piροηγουμένως:
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Σχήμα 2.2: Δύο piιθανά δέντρα αpiοφάσεων για τα δεδομένα του piίνακα
Το piαραpiάνω γράφημα μας βοηθάει με την σειρά του να ορίσουμε τις εξής
βασικές έννοιες για τα δέντρα αpiοφάσεων:
• Κόμβος-ρίζα: είναι ο μοναδικός κόμβος σε ένα δέντρο στον οpiοίο δεν
καταλήγει κανένα κλαδί αλλά αpiό τον οpiοίο ξεκινούν είτε κανένα είτε piερισ-
σότερα κλαδιά.
• Εσωτερικοί κόμβοι: είναι οι κόμβοι οι οpiοίοι είναι η κατάληξη ενός
κλαδιού και ταυτόχρονα η αρχή ενός ή piερισσότερων κλαδιών.
• Φύλλα-τερματικοί κόμβοι: είναι οι κόμβοι στους οpiοίους καταλήγει
ένα κλαδί αλλά δεν ξεκινάει κάpiοιο άλλο.
Είναι piροφανές ότι οι τερματικοί κόμβοι αντιpiροσωpiεύουν τις κατηγορίες της μετα-
βλητής αpiόκρισης. Οι μη τερματικοί κόμβοι, όpiως ο κόμβος-ρίζα και οι εσωτερικοί
κόμβοι αντιpiροσωpiεύουν τα γνωρίσματα με τα οpiοία γίνεται ο χωρισμός των δε-
δομένων διαφορετικών χαρακτηριστικών. Με αυτό τον τρόpiο, η ταξινόμηση ενός
αντικειμένου είναι μια αρκετά άμεση διαδικασία αφού κατασκευαστεί το δέντρο
αpiοφάσεων για το piρόβλημα.
2.2.2 Ο αλγόριθμος κατασκευής των Δέντρων Αpiο-
φάσεων
΄Εχοντας στην διαθεσή μας όλα τα γνωρίσματα (εpiεξηγηματικές μεταβλητές) ε-
νός συνόλου δεδομένων, είναι piροφανές ότι μpiορούμε να κατασκευάσουμε piολλά
διαφορετικά δέντρα αpiοφάσεων, τα οpiοία όμως δεν μας piαρέχουν όλα το ίδιο piο-
σοστό ακρίβειας στη λήψη των αpiοφάσεων. Αpiό την άλλη piλευρά, η εύρεση ενός
αλγορίθμου piου να υpiολογίζει το βέλτιστο δέντρο είναι μια αρκετά αpiαιτητική δια-
δικασία αφού ο όγκος των δεδομένων piου δουλεύουμε λειτουργεί ως τροχοpiέδη
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υpiολογιστικά. Παρολ΄ αυτα, έχουν piαρουσιαστεί κατά καιρούς αρκετοί αλγόριθ-
μοι οι οpiοίοι κατασκευάζουν δέντρα με ένα ικανοpiοιητικό piοσοστό ακρίβειας και
σε ένα εύλογο χρονικό piλαίσιο. ΄Ενας τέτοιος αλγόριθμος είναι αυτός του Hunt,
ο οpiοίος αpiοτελεί την βάση piολλών σύγχρονων μεθόδων κατασκευής δέντρων
αpiοφάσεων όpiως ο CART και ο C4.5 piου θα αναλύσουμε σε εpiόμενη piαράγραφο.
Ο αλγόριθμος του Hunt.
Σύμφωνα με τον αλγόριθμο του Hunt, ένα δέντρο αpiοφάσεων κατασκευάζεται
σταδιακά χωρίζοντας σε κάθε βήμα τα δεδομένα σε ‘καθαρότερα’ σύνολα. ΄Εστω
Dt το σύνολο των δεδομένων εκpiαίδευσης τα οpiοία σχετίζονται με τον κόμβο t
και yc = {y1, y2, ..., yc} το σύνολο των κατηγοριών της μεταβλητής αpiόκρισης.
Γνωρίζοντας αυτά, piροχωράμε στην piαρουσίαση του αλγορίθμου του Hunt:
• 1ο βήμα: Αν όλα τα δεδομένα του Dt ανήκουν στην ίδια κατηγορία yt ,
τότε ο tείναι τερματικός κόμβος και έχει την ετικέτα yt.
• 2ο βήμα: Αν το σύνολο Dt piεριέχει δεδομένα piου αντιστοιχούν σε διαφο-
ρετικές κατηγορίες της μεταβλητής αpiόκρισης, τότε εφαρμόζουμε μια συν-
θήκη δοκιμής ενός γνωρίσματος piροκειμένου να γίνει ένας διαχωρισμός δε-
δομένων σε μικρότερα υpiοσύνολα. Κάθε υpiοσύνολο εκφράζει κάθε δυνατό
αpiοτέλεσμα piου piροκύpiτει αpiό την συνθήκη δοκιμής και αντιστοιχεί σε ένα
κόμβο-αpiόγονο. Ο αλγόριθμος εpiαναλαμβάνεται αναδρομικά για κάθε κόμβο
αpiόγονο.
Μια αpiλή εφαρμογή του αλγορίθμου είναι το piρόβλημα piρόβλεψης για το αν μpiο-
ρούμε να piαίξουμε γκολφ βασιζόμενοι σε piιθανές καιρικές συνθήκες. Στον piα-
ρακάτω piίνακα βλέpiουμε τα μετεωρολογικά δεδομένα καθώς εpiίσης και το δέντρο
piου piροκύpiτει για αυτά τα δεδομένα.
Εξετάζοντας το δέντρο piου piροέκυψε, βλέpiουμε ότι το αρχικό κριτήριο δια-
χωρισμού των δεδομένων piου τοpiοθετείται στη ρίζα του δέντρου είναι ο καιρός.
Αpiό αυτό το διαχωριστικό κριτήριο piροκύpiτουν τρεις κόμβοι-αpiόγονοι, οι οpiο-
ίοι αντιστοιχούν στις κατηγορίες της μεταβλητής του καιρού. Ο δεύτερος κόμβος
αφορά όλες τις piαρατηρήσεις στις οpiοίες θα έχουμε συννεφιά και άρα αpiό την
Εικόνα 2.4 βλέpiουμε ότι θα μpiορούμε να piαίξουμε. Συνεpiώς ο κόμβος αυτός
είναι τερματικός. Ο piρώτος και ο τρίτος κόμβος αpiό τον piρώτο διαχωρισμό α-
φορά τις piαρατηρήσεις piου αντιστοιχούν σε ηλιοφάνεια και βροχή οι οpiοίες όμως
δεν μας piαρέχουν ικανό piοσό piληροφορίας και εpiομένως δεν μpiορούμε να γνω-
ρίζουμε αν μpiορούμε να piαίξουμε ή όχι. Για την piεραιτέρω διερεύνηση αυτών των
υpiοσυνόλων, θα εφαρμόσουμε ως κριτήρια διαχωρισμού την υγρασία και τον αέρα
αντίστοιχα, piροκειμένου να καταλήξουμε, όpiως φαίνεται και στην Εικόνα 2.4, σε
τερματικούς κόμβους.
2.2.3 Μέθοδοι διαχωρισμού των δεδομένων ανάλογα
με τον τύpiο τους
Σε αυτό το σημείο piρέpiει να piαρατηρήσουμε ότι ο αλγόριθμος κατασκευής του
δέντρου piρέpiει να διαθέτει μια μέθοδο piου να ανιχνεύει τον τύpiο των μεταβλητών
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Weather Temperature Humidity Windy Play
sunny hot high false no
sunny hot high true no
overcast hot high false yes
rain mild high false yes
rain cool normal false yes
rain cool normal true no
overcast cool normal true yes
sunny mild high false no
sunny cool normal false yes
rain mild normal false yes
sunny mild normal true yes
overcast mild high true yes
rain mild high true no
Σχήμα 2.3: Σύνολο δεδομένων εκpiαίδευσης για το piρόβλημα piρόβλεψης του αν
μpiορούμε να piαίξουμε γκολφ
Σχήμα 2.4: Το δέντρο αpiόφασης για τα δεδομένα εκpiαίδευσης της Εικόνας 2.3
36
Κεφάλαιο 2. Δέντρα Αpiοφάσεων (Decision Trees)
Σχήμα 2.5: Πιθανοί διαχωρισμοί κατηγορικής μεταβλητής
(αριθμητικές, κατηγορικές, ταξικές) και να εpiιτρέpiει τον σωστό διαχωρισμό στις
αντίστοιχες κατηγορίες τους. Ας δούμε αναλυτικά τι συμβαίνει για τους διάφορους
τύpiους των μεταβλητών:
• Κατηγορικές μεταβλητές: θα λέγαμε ότι είναι ο αpiλούστερος τύpiος
μεταβλητής, καθώς αν μια τέτοια μεταβλητή εpiιλεχθεί ως κριτήριο διαχωρι-
σμού, με αpiλή λογική διαφαίνεται ότι τα υpiοσύνολα piου θα piροκύψουν θα
αντιστοιχούν σε κάθε μια αpiό τις κατηγορίες της (multiway split). Ωστόσο,
αυτός δεν είναι ο μοναδικός διαχωρισμός καθώς αλγόριθμοι σαν τον CART
δέχονται μόνο δυαδικές μεταβλητές (binary split). Αυτό piρακτικά σημα-
ίνει ότι για μια μεταβλητή με k κατηγορίες θα έχουμε 2k−1 − 1 piιθανούς
διαχωρισμούς.
• Αριθμητικές μεταβλητές: ο διαχωρισμός στις αριθμητικές ή συνεχε-
ίς μεταβλητές εκφράζεται σε διαστήματα της μορφής A < u και A ≥ u με
διάσpiαση σε δύο υpiοσύνολα ή στη μορφή ui < A < ui+1. Η σταθερά u piου
χρησιμοpiοιείται για τον διαχωρισμό εpiιλέγεται αpiό τον αλγόριθμο ως εκείνη
piου piαρέχει τον βέλτιστο διαχωρισμό. ΄Οpiως και στις κατηγορικές μετα-
βλητές, ο διαχωρισμός μpiορεί να γίνει και σε piαραpiάνω αpiό δύο υpiοσύνολα.
Για τις αριθμητικές μεταβλητές αυτό εκφράζεται στην κατασκευή διαδοχικών
διαστημάτων, με την piροϋpiόθεση να διατηρείται αυστηρά η σειρά τους.
• Ταξικές μεταβλητές: οι ταξικές μεταβλητές, ως ένα είδος των κατηγο-
ρικών μεταβλητών, συμpiεριφέρονται ακριβώς όpiως οι κατηγορικές μεταβλη-
τές όσον αφορά τον διαχωρισμό τους, αν εpiιλεχθούν ως κριτήριο διαχωρι-
σμού αpiό τον αλγόριθμο. Κοινώς, μpiορούμε να έχουμε διάσpiαση σε δύο και
σε piαραpiάνω υpiοσύνολα. Η μόνη τους διαφορά εντοpiίζεται στο γεγονός ότι
στα υpiοσύνολα piου δημιουργούνται κάθε φορά δεν piρέpiει να piαραβιάζεται η
σειρά των τάξεων της μεταβλητής.
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Σχήμα 2.6: Πιθανοί διαχωρισμοί συνεχούς μεταβλητής
Σχήμα 2.7: Πιθανοί διαχωρισμοί ταξικής μεταβλητής
2.2.4 Κατασκευή του βέλτιστου δέντρου αpiόφασης
Το piαραpiάνω piαράδειγμα ήταν αρκετά αpiλό piροκειμένου να κατανοήσουμε την
λογική λειτουργίας των δέντρων αpiοφάσεων. Ωστόσο, η εpiεξήγηση piου έγινε
piαραpiάνω έχει κάpiοια ‘θολά’ σημεία. ΄Ενα αpiό αυτά είναι το ότι piαραλείψαμε να
αναφέρουμε με piοιο τρόpiο εpiιλέγονται τα κριτήρια διαχωρισμού των μεταβλητών
μας. Εpiιpiλέον, τα σύνολα δεδομένων piου θα αντιμετωpiίσουμε στην piραγματικότη-
τα είναι piολύ μεγαλύτερα σε όγκο με άμεση συνέpiεια ο αλγόριθμος να δίνει piολύ
μεγάλα σε μέγεθος δέντρα και άρα piολύ piερίpiλοκα μοντέλα. Στην εισαγωγή μας
όμως έχουμε εξηγήσει ότι ένα τέτοιο εξιδανικευμένο μοντέλο δεν είναι εpiιθυμητό
αφού δεν έχει μεγάλη piροβλεpiτική ικανότητα. Οι piαρατηρήσεις αυτές αpiοτελούν
τα δύο μέτρα βελτιστοpiοίησης ενός δέντρου αpiοφάσεων piου θα εξετάσουμε σε
αυτή την piαράγραφο.
2.2.4.1 Μέθοδοι εύρεσης των βέλτιστων κριτηρίων διαχωρι-
σμού των μεταβλητών
΄Εστω ότι βρισκόμαστε σε ένα κόμβο του δέντρου ο οpiοίος έχει ένα σύνολο με-
ταβλητών και piρέpiει να διαλέξουμε την μεταβλητή με την οpiοία θα διαχωρίσουμε
τα δεδομένα μας. Με piοιο τρόpiο όμως θα γίνει αυτή η εpiιλογή; Υpiάρχουν piολλές
piροτάσεις για αυτό το ερώτημα piροερχόμενες αpiό διαφορετικές σκοpiιές. Εμείς θα
εpiιλέξουμε να αpiαντήσουμε βασιζόμενοι στον piληθυσμό (σύνολο δεδομένων). Θα
θεωρήσουμε τον χώρο X ως τον χώρο των piαρατηρήσεών μας και τον χώρο C ως
τον χώρο των κλάσεων των μεταβλητών του συνόλου δεδομένων μας. Θεωρώντας
το χώρο X×C piου αντιpiροσωpiεύει τις piαρατηρήσεις piου θα υpiάρχουν σε αυτό το
κόμβο μpiορούμε να ορίσουμε piλέον μια γνωστή κατανομή piιθανότητας. Αυτό μας
δίνει μια οριακή κατανομή piιθανότητας pk στο χώρο C. ΄Εστω ότι εpiιλέγουμε την
μεταβλητή Α ως κριτήριο διαχωρισμού με κατηγορίες α1, α2, .., αm με i = 1, ...,m.
38
Κεφάλαιο 2. Δέντρα Αpiοφάσεων (Decision Trees)
Τότε έχουμε μια piιθανότητα κατανομής pik για τα γνωρίσματα και τις κλάσεις έτσι
ώστε κάθε κόμβος-αpiόγονος piου θα αντιστοιχεί στην A = ai να έχει κατανομή
piιθανότητας p (k|ai) = pik/pi σε κλάσεις k.
Τώρα είμαστε σε θέση να εξετάσουμε αν οι κόμβοι-αpiόγονοι είναι ‘καθαρότεροι’
αpiό τους αρχικούς.΄Ενα μέτρο για να ελέγξουμε την μη καθαρότητα είναι σύμφωνα
με τον Breiman et al. (1984 p.24) το μηδέν αν η piιθανότητα pj συγκεντρώνεται σε
μια κλάση, δηλαδή αν όλες οι piαρατηρήσεις βρίσκονται σε μια κλάση, ενώ γίνεται
μέγιστη και ίση με 1 όταν η pj είναι ομοιόμορφη, δηλαδή έχουμε ισόpiοσα σύνολα
piαρατηρήσεων. Τα piλέον γνωστά μέτρα μη καθαρότητας piου έχουν αναpiτυχθεί
είναι :
1. Εντροpiία (entropy):−∑ pj log pj





3. Δείκτης Twoing (Twoing Index): Φ (s, t) = pLpR [
∑ |p (j/tL)− p (j/tR)]2
4. Κόστος εσφαλμένης ταξινόμησης: 1−max [p (i/t)]
5. Κέρδος piληροφορίας (information gain).
Ο δείκτης Gini μpiορεί να μεταφραστεί ως ο αναμενόμενος βαθμός σφάλματος εάν
η κατηγορία έχει εpiιλεγεί τυχαία αpiό την κατανομή των κλάσεων του κόμβου.
Κατά συνέpiεια, ο δείκτης Gini piαίρνει την μεγαλύτερη τιμή του, η οpiοία ισούται
με 1 − 1k όpiου κ οι υpiοψήφιες κατηγορίες για το κόμβο αpiόγονο, όταν όλες οι
piαρατηρήσεις διανέμονται ομαλά διαμέσου των κατηγοριών, και την ελάχιστη τιμή
του όταν όλες οι piαρατηρήσεις σε ένα κόμβο καταχωρούνται σε μια κατηγορία.
Αpiό την άλλη piλευρά, ο δείκτης Twoing piεριορίζεται σε piροβλήματα διαχωρι-
σμού των κατηγοριών της μεταβλητής αpiόκρισης σε δύο μόνο κόμβους και έpiειτα
στην εύρεση του καλύτερου διαχωρισμού βασιζόμενος στους δύο αυτούς κόμβους.
Οι δύο κόμβοι piου piροκύpiτουν ορίζονται ως εξής:
C1 = {j : p (j/tL) ≥ p (j/tR)}
και
C2 = C − C1
όpiου C είναι το σύνολο των κατηγοριών της μεταβλητής αpiόκρισης και οι piιθα-
νότητες p (t/tL) , p (j/tR) είναι ουσιαστικά οι piιθανότητες p (j/t) piου αντιστοι-
χούν στους αριστερούς και δεξιούς κόμβους αντίστοιχα. Συνεpiώς, με βάση την
συνάρτηση piου ορίσαμε piαραpiάνω, ο καλύτερος διαχωρισμός ς είναι αυτός piου
μεγιστοpiοιεί την συνάρτηση αυτή.
Συνοψίζοντας τα piαραpiάνω κριτήρια ως piρος την χρήση τους για τις διάφορες
κατηγορίες μεταβλητών βλέpiουμε ότι οι δείκτες Gini και Twoing ενδείκνυται για
κατηγορικές μεταβλητές ενώ το σφάλμα εσφαλμένης ταξινόμησης για αριθμητικές.
Η εντροpiία, αντιθέτως δουλεύει εξίσου για όλους τους τύpiους μεταβλητών. ΄Οσον
αφορά τώρα την ακρίβεια των κριτηρίων, σύμφωνα με τις piροτάσεις της διεθνούς
βιβλιογραφίας, η εντροpiία και ο δείκτης Gini αναδεικνύονται ως τα piιο αξιόpiι-
στα, αφού piαρουσιάζουν μεγαλύτερη ευαισθησία στις μεταβολές piιθανότητας των
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Σχήμα 2.8: Τα μέτρα μη καθαρότητας κόμβου για την ταξινόμηση δύο τάξεων,ως
συνάρτηση του piοσοστού p στην τάξη 2
κόμβων σε σχέση με το σφάλμα εσφαλμένης ταξινόμησης. Για να γίνει αυτός ο
ισχυρισμός piερισσότερο κατανοητός θα δώσουμε ένα piαράδειγμα. ΄Εστω ένα σύνο-
λο 800 piαρατηρήσεων και μια μεταβλητή αpiόκρισης με δύο κατηγορίες. Σε κάθε
κατηγορία της αpiόκρισης αντιστοιχούν 400 piαρατηρήσεις. ΄Ενας piιθανός διαχωρι-
σμός των δεδομένων αυτών είναι σε δύο κόμβους των (300,100) και (100,300), ενώ
μια άλλη piιθανή διάσpiαση είναι piάλι σε δύο κόμβους των (200,400) και (200,0).
Και για τις δύο διασpiάσεις, το piοσοστό εσφαλμένης ταξινόμησης είναι 0.25, άρα
όpiοια διάσpiαση και να εpiιλέγαμε δεν θα υpiήρχε τυpiικά piρόβλημα. Ωστόσο στην
δεύτερη διάσpiαση βλέpiουμε ότι σύντομα θα piροκύψει καθαρός κόμβος (pure node)
οpiότε είναι piροτιμότερη. Η εντροpiία και ο δείκτης Gini για την δεύτερη διάσpiαση
είναι χαμηλότερα σε σχέση με το piοσοστό μη ταξινόμησης.
Συνεpiώς όταν αυξάνεται το δέντρο, είναι piροτιμότερο να χρησιμοpiοιούμε είτε
την εντροpiία είτε τον δείκτη Gini. Αν θέλουμε να μειώσουμε τώρα την piολυpiλο-
κότητα του δέντρου, οpiοιοδήpiοτε αpiό τα τέσσερα μέτρα piου piαρουσιάσαμε είναι
ικανοpiοιητικό, αλλά έχει εpiικρατήσει να χρησιμοpiοιείται το piοσοστό μη ταξινόμη-
σης.
Μια άλλη piροσέγγιση για να βρούμε το κατάλληλο κριτήριο διαχωρισμού είναι
να συγκρίνουμε το βαθμό μη καθαρότητας ενός κόμβου piριν τον διαχωρισμό με
τον βαθμό μη καθαρότητας των κόμβων-αpiογόνων του. ΄Οσο μεγαλύτερη είναι
η διαφορά τους τόσο καλύτερο το κριτήριο διαχωρισμού. Το κέρδος Δ είναι ένα







όpiου I (·) είναι το μέτρο μη καθαρότητας ενός τυχαίου κόμβου, N είναι ο αριθμός
των piαρατηρήσεων στον αρχικό κόμβο, uj ο κόμβος- αpiόγονος και k ο αριθμός
των μεταβλητών. Η αύξηση του κέρδους Δ είναι ισοδύναμη με την μείωση του
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ισοσταθμισμένων μέσων μέτρων μη καθαρότητας των κόμβων-αpiογόνων. Τέλος,
αν στην piαραpiάνω εξίσωση χρησιμοpiοιήσουμε ως μέτρο μη καθαρότητας την ε-
ντροpiία, τότε piαίρνουμε το κέρδος piληροφορίας Δinfo ( information gain).
2.2.4.2 Υpiερpiροσαρμογή Μοντέλου (Overfitting)
Το piιο συχνό piρόβλημα piου εμφανίζεται όταν εφαρμόζουμε τα δέντρα αpiοφάσεων
ως μέθοδο ταξινόμησης σε δεδομένα μεγάλων διαστάσεων είναι η piαραγωγή ενός
εκτενούς δέντρου και κατ΄ εpiέκταση ενός υpiερpiροσαρμοσμένου στα δεδομένα εκ-
piαίδευσης μοντέλου. Πολύ συχνά αυτού του είδους τα μοντέλα εμφανίζουν piολύ
μικρό σφάλμα piροσαρμογής, οpiότε θα piερίμενε κανείς ότι είναι ‘ιδανικά’.
Προτού όμως καταλήξουμε στο αν ένα μοντέλο είναι ιδανικό ή μη, θα piρέpiει
piρώτα να piροσδιορίσουμε για piοιό είδος σφάλματος μιλάμε. Σε ένα piρόβλημα
ταξινόμησης μεγάλων δεδομένων piαρατηρούνται δύο τύpiοι σφαλμάτων: τα σφάλ-
ματα εκpiαίδευσης (training errors) και τα γενικευμένα σφάλματα (generalization
errors). Αναλυτικότερα,το σφάλμα εκpiαίδευσης είναι ο αριθμός των σφαλμάτων
εσφαλμένης ταξινόμησης piου piαρατηρούνται στο σύνολο εκpiαίδευσης, ενώ το γε-
νικευμένο σφάλμα είναι τα αναμενόμενο σφάλμα κατά την εφαρμογή του μοντέλου
στο σύνολο δεδομένων εξέτασης.
Συνεpiώς, σε ένα piρόβλημα μεγάλων δεδομένων piου δεν εpiιζητούμε μόνο την
καλή piροσαρμογή ενός μοντέλου στο σύνολο εκpiαίδεσης αλλά και στο σύνολο
εξέτασης, εύκολα αντιλαμβάνεται κανείς ότι εpiιθυμητό μοντέλο είναι αυτό το οpiοίο
θα έχει εξίσου χαμηλά και τα δύο είδη σφαλμάτων piου αναφέραμε piαραpiάνω.
Στη συνέχεια θα piαρουσιάσουμε της βασικότερες αιτίες στις οpiοίες οφείλεται
η υpiερpiροσαρμογή μοντέλου. Για την μεγαλύτερη κατανόησή τους θα χρησιμο-
piοιήσουμε το σύνολο δεδομένων εκpiαίδευσης για το piρόβλημα ταξινόμησης των
σpiονδυλωτών ζώων σε θηλαστικά και μη θηλαστικά, όpiως αυτό piαρουσιάστηκε
αpiό τους Tan, Steinbach και Kumar (2006).
• ΄Υpiαρξη ‘θορύβου’ στα δεδομένα: ΄Εχοντας υpi΄όψιν το piρόβλημα
ταξινόμησης των σpiονδυλωτών ζώων piου piαρουσιάστηκε στην αρχή του
κεφαλαίου,piαραθέτουμε το αντίστοιχο σύνολο δεδομένων εξέτασης, όpiως
αυτό piαρουσιάζεται στην Εικόνα 2.9:
Στην Εικόνα 2.2, βλέpiουμε ότι το Μοντέλο 1 δίνει ένα piιο αναλυτικό δέντρο,
για το οpiοίο ενώ το σφάλμα εκpiαίδευσης είναι 0, ο ρυθμός σφάλματος για το σύνο-
λο εξέτασης είναι 30%. Με άλλα λόγια έχουμε piεριpiτώσεις λάθους ταξινόμησης
των δεδομένων, όpiως για piαράδειγμα οι άνθρωpiοι και τα δελφίνια ταξινομούνται ως
μη θηλαστικά διότι οι αντίστοιχες τιμές τους για τα γνωρίσματα Body Tempera-
ture, Gives Birth και Four-legged είναι piανομοιότυpiες με τις λάθος ταξινομημένες
piαρατηρήσεις στο σύνολο εκpiαίδευσης. Αpiό την άλλη, το Μοντέλο 2 δίνει ρυθμό
σφάλματος εκpiαίδευσης 20% (σαφώς μεγαλύτερο αpiό το Μοντέλο 1) αλλά ρυθμό
σφάλματος για το σύνολο εξέτασης 10% (χαμηλότερο αpiό το Μοντέλο 1). Αυτό
σημαίνει ότι εφόσον υpiάρχει ένα μοντέλο με χαμηλότερο ρυθμό σφάλματος, το
Μοντέλο 1 piροφανώς υpiερpiροσαρμόζεται στα δεδομένα εκpiαίδευσης. Πιο συγκε-
κριμένα το μόνο κριτήριο διαχωρισμού piου piροκαλεί το σφάλμα στην piερίpiτωση
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Name Body Temperature Gives Birth Four-legged Hibernates
Response
Variable
human warm-blooded yes no no mammal
pigeon warm-blooded no no no
non-
mammal
elephant warm-blooded yes yes no mammal
leopard shark cold-blooded yes no no
non-
mammal
turtle cold-blooded no yes no
non-
mammal
penguin cold-blooded no no no
non-
mammal
eel cold-blooded no no no
non-
mammal
dolphin warm-blooded yes no no mammal
spiny anteater warm-blooded no yes yes mammal
gila monster cold-blooded no yes yes
non-
mammal
Σχήμα 2.9: Σύνολο δεδομένων εξέτασης για το piρόβλημα ταξινόμησης σpiονδυλω-
τών ζώων σε θηλαστικά και μη θηλαστικά
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Name Body temperature Gives Birth Four-legged Hibernates
Response
Variable
eagle warm-blooded no no no
non-
mammal
guppy warm-blooded yes no no
non-
mammal
platypus warm-blooded no yes yes mammal
poorwill cold-blooded no no yes
non-
mammal
salamander cold-blooded no yes yes
non-
mammal
Σχήμα 2.10: Σύνολο δεδομένων εκpiαίδευσης για το piρόβλημα ταξινόμησης σpiον-
δυλωτών
Σχήμα 2.11: Το δέντρο ταξινόμησης για τα δεδομένα της Εικόνας 2.9
αυτή είναι το Four-legged, αφού η χρήση του οδηγεί στην εσφαλμένη ταξινόμηση
των δεδομένων εκpiαίδευσης.
• Αpiουσία ικανού αριθμού piαρατηρήσεων: Τα piολύ μικρά σύνολα
δεδομένων μpiορούν και αυτά με την σειρά τους να οδηγήσουν σε υpiερpiρο-
σαρμογή μοντέλου διότι οι αλγόριθμοι εκμάθησης έχουν κατασκευαστεί με
τέτοιο τρόpiο ώστε να εκτελούν εξαντλητικές μεθόδους piροκειμένου να μας
piαρέχουν το βέλτιστο μοντέλο ακόμα και αν δεν έχουν ένα εpiαρκή αριθμό
piαρατηρήσεων. Για να γίνει εμφανής ο piαραpiάνω ισχυρισμός αpiομονώνουμε
ένα κομμάτι του συνόλου εκpiαίδευσης piου piαρουσιάζεται στον piίνακα 2.10:
Με βάση το σύνολο δεδομένων εξέτασης piου δώσαμε piαραpiάνω piαρατηρούμε
ότι το μοντέλο piου piροκύpiτει αpiό την εκpiαίδευση είναι εσφαλμένο γιατί οδηγεί
σε λανθασμένη ταξινόμηση των δεδομένων εξέτασης. Πιο συγκεκριμένα, οι άν-
θρωpiοι,τα δελφίνια και οι ελέφαντες καταττάσονται στα μη θηλαστικά εpiειδή είναι
43
Κεφάλαιο 2. Δέντρα Αpiοφάσεων (Decision Trees)
θερμόαιμα και δεν piέφτουν σε χειμερία νάρκη. Ο λόγος piου piροκύpiτει αυτός ο
συλλογισμός στο δέντρο αpiόφασης είναι η ύpiαρξη μιας piαρατήρησης (αυτής του
αετού) η οpiοία έχει αυτά τα χαρακτηριστικά.
Η αντιμετώpiιση της υpiερpiροσαρμογής του μοντέλου γίνεται με την μείωση του
μεγέθους του δέντρου μέσω της διαδικασίας του κλαδέματος (pruning). Ουσιαστι-
κά piρόκειται για την αpiομάκρυνση κατώτερων κλάδων οι οpiοίοι δεν συνεισφέρουν
σημαντικά στην ακρίβεια του δέντρου ώστε το σφάλμα ταξινόμησης ενός μικρότε-
ρου δέντρου να μην διαφέρει σημαντικά αpiό αυτό ενός μεγαλύτερου δέντρου. Το
κλάδεμα μpiορεί να λάβει χώρα είτε κατά την διάρκεια της κατασκευής του δέντρου
είτε μετά την κατασκευή του. ΄Ομως, τις piερισσότερες φορές piροτιμάται να γίνει
μετά το piέρας της κατασκευής του δέντρου διότι piιθανώς να piροσφέρει καλύτερα
αpiοτελέσματα αpiό ένα piρόωρο τερματισμό της διαδικασίας όταν το κλάδεμα γίνεται
ταυτόχρονα με την κατασκευή του δέντρου.
΄Οpiως εισήχθη για piρώτη φορά αpiό τον Breiman et al.(1984), η διαδικασία του
κλαδέματος είναι ουσιαστικά μια διαδικασία μείωσης του κόστους της piολυpiλο-
κότητας του δέντρου χρησιμοpiοιώντας ένα δείκτη piου μετρά το ρίσκο εσφαλμένης
ταξινόμησης και την piολυpiλοκότητα του δέντρου, αφού θέλουμε να ελαχιστοpiοι-
ήσουμε και τα δύο. Ο δείκτης αυτός ορίζεται αpiό την κάτωθι σχέση:
Ra (T ) = R (T ) + a× size
όpiου ο όρος R (T ) είναι το ρίσκο λανθασμένης ταξινόμησης, το size το piλήθος
των τερματικών κόμβων του δέντρου Τ και το a το κόστος της piολυpiλοκότητας
ανά τερματικό κόμβο για το δέντρο, το οpiοίο υpiολογίζεται αpiό τον αλγόριθμο του
κλαδέματος. Στην τιμή a = 0 αντιστοιχεί το piλήρως αναpiτυσσόμενο δέντρο piριν
κλαδευτεί. ΄Οσο αυξάνει το a, τόσο μικραίνει ο αριθμός των τερματικών κόμβων του
δέντρου Ta και άρα τόσο μικρότερο το κόστος piολυpiλοκότητάς του. Ο αλγόριθμος
του κλαδέματος ουσιαστικά piαράγει μια ακολουθία δέντρων T1, T2,... με λιγότερους
τερματικούς κόμβους, αφαιρώντας κάθε φορά τον κόμβο {t} στον οpiοίο αντιστοιχεί
ο piιο ‘αδύναμος’ διαχωρισμός. Αν Tt είναι ο υpiο-κλάδος του κόμβου t, τότε με
βάση τις εξισώσεις:
Ra ({t}) = R (t) + a (2.1)
Ra (Tt) = R (Tt) + a× size (2.2)
θα piροχωρήσουμε σε αφαίρεση του υpiο-κλάδου Tt όταν Ra (Tt) > Ra ({t}) για
μια τιμή του a ,δηλαδή όταν η piολυpiλοκότητα του υpiο-κλάδου ξεpiεράσει την piο-
λυpiλοκότητα του κόμβου και συνεpiώς αυξάνει την συνολική piολυpiλοκότητα του
δέντρου. ΄Εχοντας piαραθέσει όλα τα piαραpiάνω ,μpiορούμε piλέον να δώσουμε τον
αλγόριθμο του κλαδέματος (Αλγόριθμος 1):
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Αλγόριθμος 2.1 Αλγόριθμος κλαδέματος
• ΄Ορισε a1 = 0 και ξεκίνα με το δέντρο για το οpiοίο T1 = T (0)(piλήρως
αναpiτυσσόμενο δέντρο).
• Αύξησε το a μέχρι το κλάδεμα ενός κλαδιού. Κλάδεψε το κλαδί αpiό το δέντρο
και υpiολόγισε την εκτίμηση του ρίσκου του δέντρου piου λεχει piροκύψει.
• Εpiανέλαβε το piροηγούμενο βήμα μέχρι να αpiομείνει μόνο ο αρχικός κόμβος-
ρίζα, αpiοδίδωντας μια σειρά αpiό δέντρα T1, T2, ..., Tk.
• Αν εpiιλεχθεί ο κανόνας του τυpiικού σφάλματος, διάλεξε το μικρότερο δέντρο
Topt για το οpiοίο R (Topt) ≤ mink R (Tk) +m× Std.Error (R (T )) .
• Αν δεν εpiιλεχθεί ο κανόνας του τυpiικού σφάλματος, τότε διαλέγεται το
δέντρο με την μικρότερη εκτίμηση ρίσκου R (T ).
2.2.5 Αξιολόγηση της αpiόδοσης των Δέντρων Αpiο-
φάσεων ως ταξινομητές στο piρόβλημα της ταξι-
νόμησης.
Ο υpiολογισμός των γενικευμένων σφαλμάτων piου αναφέραμε στην piροηγούμενη
piαράγραφο εpiιτρέpiει στον εpiαγωγικό αλγόριθμο κατασκευής δέντρων να εpiιλέξει
το καταλληλότερο μοντέλο1κατά την ανάλυση των δεδομένων εκpiαίδευσης, το οpiο-
ίο θα έχει ικανοpiοιητική αpiόδοση κατά την εφαρμογή του στα δεδομένα εξέτασης.
Συχνά, είναι ιδιαίτερα χρήσιμο να υpiολογίσουμε την αpiόδοση του μοντέλου piάνω
στα δεδομένα εξέτασης αφού αυτό μας piαρέχει μια αμερόληpiτη εκτίμηση του γε-
νικευμένου σφάλματος. Εpiιpiλέον, η ακρίβεια του μοντέλου piάνω σε ένα σύνολο
δεδομένων εξέτασης μpiορεί να χρησιμοpiοιηθεί με την σειρά της για την σύγκριση
της αpiόδοσης διαφορετικών ταξινομητών piάνω στο ίδιο σύνολο δεδομένων. Κάτι
τέτοιο όμως είναι εφικτό μόνο αν είναι γνωστές οι τιμές της μεταβλητής αpiόκρισης.
Στη συνέχεια piαραθέτουμε μερικές piολύ γνωστές μεθόδους αξιολόγησης:
Διασταυρωμένη Εpiικύρωση (Cross Validation)
΄Εστω ότι έχουμε ένα σύνολο δεδομένων το οpiοίο χωρίζουμε σε δύο ισόpiοσα υ-
piοσύνολα. Το ένα υpiοσύνολο είναι το σύνολο εκpiαίδευσης και το άλλο το σύνολο
εξέτασης. Αφού εκτελέσουμε την ανάλυση των δεδομένων κατά τα γνωστά, ε-
ναλλάσουμε τους ρόλους των δύο υpiοσυνόλων και εκτελούμε piάλι την ανάλυση.
΄Ετσι, κάθε piαρατήρηση έχει χρησιμοpiοιηθεί δύο φόρες: μια στην εκpiαίδευση και
μια στην εξέταση. Αυτή η piροσέγγιση είναι γνωστή και ως διpiλή διασταυρω-
μένη εpiικύρωση. Το συνολικό σφάλμα υpiολογίζεται αθροίζοντας τα εpiιμέρους
σφάλματα αpiό τις δύο αναλύσεις. Η γενίκευση της piαραpiάνω piροσέγγισης είναι
η k-οστή διασταυρωμένη εpiικύρωση, όpiου το σύνολο δεδομένων χωρίζεται σε k
1δηλαδή εκείνο με την χαμηλότερη piολυpiλοκότητα και piου δεν είναι ευάλωτο σε υpiερpiροσαρ-
μογή
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ισόpiοσα σύνολα. Σε κάθε ανάλυση, ένα αpiό τα k υpiοσύνολα χρησιμοpiοιείται ως
σύνολο εξέτασης και τα υpiόλοιpiα ως σύνολο εκpiαίδευσης. Αυτή η διαδικασία
εpiαναλαμβάνεται k φορές ώστε κάθε σύνολο να έχει χρησιμοpiοιηθεί μόνο μια φο-
ρά ως σύνολο εξέτασης. Ο υpiολογισμός των σφαλμάτων γίνεται piάλι με το ίδιο
σκεpiτικό, αθροίζοντας τα εpiιμέρους σφάλματα αpiό τις k αναλύσεις.
Μέθοδος Bootstrap
Η μέθοδος Bootstrap είναι μια εξαιρετικά διαδεδομένη μέθοδος στην στατιστική
καθώς μας εpiιτρέpiει να μελετήσουμε piολλές ιδιότητες του συνόλου των δεδομένων
μας. Αpiό θεωρία, η διασταυρωμένη εpiικύρωση είναι μια μέθοδος δειγματοληψίας
χωρίς αντικατάσταση, το οpiοίο σημαίνει ότι μια τυχαία piαρατήρηση του συνόλου
δεδομένων δεν μpiορεί να χρησιμοpiοιηθεί piαραpiάνω αpiό μια φορά είτε σε σύνολο
εκpiαίδευσης είτε σε σύνολο εξέτασης. Αντιθέτως η μέθοδος Bootstrap εκτελε-
ί δειγματοληψία με αντικατάσταση, δηλαδή μια τυχαία piαρατήρηση η οpiοία έχει
χρησιμοpiοιηθεί έστω στο σύνολο εκpiαίδευσης μpiορεί να αφαιρεθεί αpiό αυτό και
να τοpiοθετηθεί στα υpiόλοιpiα δεδομένα με την ίδια piιθανότητα να εpiιλεγεί για να
εpiανέλθει στο σύνολο εκpiαίδευσης. Το σύνολο εκpiαίδευσης piου piροκύpiτει αpiό
την piροσθαφαίρεση piαρατηρήσεων ονομάζεται bootstrap δείγμα. ΄Ο,τι δεν ανήκει
στο δείγμα αυτό ανήκει στο σύνολο εκpiαίδευσης. Εκτελώντας τον αλγόριθμο εκ-
μάθησης για το σύνολο εκpiαίδευσης, το μοντέλο piου piροκύpiτει εφαρμόζεται στο
σύνολο εξέτασης piροκειμένου να υpiολογιστεί η εκτιμήτρια της ακρίβειας εi. Η
διαδικασία piου piεριγράφηκε piαραpiάνω εpiαναλαμβάνεται b φορές κατά τις οpiοίες
δημιουργούνται b bootstrap δείγματα. Η συνολική ακρίβεια του μοντέλου υpiολο-
γίζεται συνδυάζοντας την ακρίβεια piου piροκύpiτει αpiό κάθε bootstrap δείγμα (εi)







(0.632× εi + 0.368× accs)
2.2.6 Αλγόριθμοι Δέντρων Αpiοφάσεων
Κλείνοντας αυτό το κεφάλαιο θα piαρουσιάσουμε μερικούς αpiό τους διασημότερους
αλγόριθμους δέντρων αpiοφάσεων με τους οpiοίους θα ασχοληθούμε σε αυτή την
διpiλωματική και θα αναλύσουμε τα τεχνικά χαρακτηριστικά τους:
1. Classification And Regression Trees (CART) ( βλ. Breiman et al.(1984) )
2. Quick Unbiased Efficient Statistical Tree (QUEST) ( βλ. Loh and Shih
(1997) )
3. Chi-Square Automatic Interaction Detection (CHAID) (βλ. Kass (1980) )
4. C4.5 (βλ. Quinlan (1993) )
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2.2.6.1 Αλγόριθμος CART
Ο αλγόριθμος CART piαρουσιάστηκε για piρώτη φορά στο ομώνυμο βιβλίο των
Breiman & Fisher (1984) και τα αρχικά του σημαίνουν δέντρα ταξινόμησης και
piαλινδρόμησης. Είναι ένας δυαδικός αλγόριθμος, piου σημαίνει ότι σε κάθε κόμβο
ο διαχωρισμός γίνεται αυστηρά σε δύο υpiοσύνολα. Η διαδικασία piου ακολουθεί ο
CART για την κατασκευή του δέντρου είναι η εξής: χρησιμοιpiοιώντας τον δείκτη
Gini ως κριτήριο μη καθαρότητας και θεωρώντας ότι για κάθε διαχωρισμό piρο-
κύpiτουν δύο κόμβοι-αpiόγονοι tL και tR με pL και pR οι αναλογίες των δεδομένων
στους κόμβους tL και tR αντίστοιχα, η μεταβλητή piου εpiιλέγεται ως βέλτιστο
κριτήριο διαχωρισμού είναι αυτή για την οpiοία η εξίσωση:
i (t)− pLi (tL)− pRi (tR)
piαίρνει την μεγαλύτερη τιμή. Ο CART δίνει την δυνατότητα αυτόματου ‘κλα-
δέματος’ του κόστους της piολυpiλοκότητας ενός δέντρου με την μέθοδο της δια-
σταυρωμένης εpiικύρωσης. Πιο συγκεκριμένα, υpiολογίζει το κόστος εσφαλμένης
ταξινόμησης για κάθε υpiο-δέντρο και κρατάει μόνο αυτά με το μικρότερο εκτιμώμε-
νο κόστος. Εν κατακλείδι, ο CART είναι μεροληpiτικός ως piρος τις μεταβλητές με
διακριτές τιμές αλλά και ως piρος τις ελλιpiείς τιμές. ΄Οσον αφορά τις μεταβλητές
και με δεδομένο ότι ο CART είναι δυαδικός, για μια μεταβλητή m τιμών έχουμε
(m− 1) piιθανούς διαχωρισμούς αν είναι αριθμητική και (2m−1 − 1) διαχωρισμούς
αν είναι κατηγορική. Ειδικά για τις κατηγορικές μεταβλητές, αν το m είναι μεγάλο
και η μεταβλητή αpiόκρισης έχει piαραpiάνω αpiό δύο κατηγορίες δημιουργούνται σο-
βαρά υpiολογιστικά piροβλήματα. Η μεροληψία του αλγορίθμου για τις μεταβλητές
με ελλιpiείς τιμές έχει να κάνει με το κριτήριο μη καθαρότητας, το οpiοίο βασίζεται
σε αναλογίες και όχι στο μέγεθος κάθε δείγματος. Για την ακρίβεια, οι ελλιpiείς
piαρατηρήσεις δεν συμpiεριλαμβάνονται στον υpiολογισμό του κριτηρίου μη καθα-
ρότητας. Με αυτό τον τρόpiο, διευκολύνεται η διαδικασία καθαρισμού ενός κόμβου
εpiιλέγοντας ως κριτήριο διαχωρισμού μια μεταβλητή με μεγάλο piοσοστό ελλιpiών
piαρατηρήσεων.2
2.2.6.2 Αλγόριθμος QUEST
Αpiό το όνομά του, ο αλγόριθμος QUEST κατασκευάζει γρήγορα, αμερόληpiτα,
αpiοτελεσματικά στατιστικά δέντρα και είναι αpiό τους νεότερους αλγορίθμους piου
χρησιμοpiοιούνται στα δέντρα αpiοφάσεων. ΄Οpiως και ο CART, ο QUEST ανήκει
και αυτός στην κατηγορία των δυαδικών αλγορίθμων αλλά με κάpiοιες σημαντικές
διαφορές αpiό τον CART. Αpiοφεύγοντας την μεροληψία εpiιλογής και τα piροβλήμα-
τα υpiολογισμού των κατηγορικών μεταβλητών piου εμφανίζονται στον CART, ο
QUEST piρώτα εpiιλέγει την μεταβλητή διαχωρισμού xi και μετά εpiιλέγει το σημείο
ή το σύνολο με βάση το οpiοίο θα διασpiαστεί η μεταβλητή. Αυτό είναι εξαιρετικά
οικονομικό αpiό piλευράς υpiολογισμών διότι ο αλγόριθμος δεν μpiαίνει στην διαδι-
κασία να ψάξει όλα τα δυνατά σύνολα ή τα σημεία διάσpiασης για κάθε μεταβλητή.
Η μεταβλητή διαχωρισμού εpiιλέγεται, ανάλογα με τον τύpiο της μεταβλητής, με
2H.Kim,W-Y.Loh (2001)
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χρήση τεστ υpiοθέσεων. Πιο συγκεκριμένα, για τις αριθμητικές μεταβλητές εκτε-
λείται ανάλυση διασpiοράς με χρήση F − tests και για τις κατηγορικές ανάλυση
διασpiοράς με X2−tests. Η μεταβλητή με την μικρότερη σημαντικότητα εpiιλέγεται
ως μεταβλητή διαχωρισμού για κάθε κόμβο. Τέλος,εpiειδή ο QUEST είναι δυα-
δικός αλγόριθμος, αν η μεταβλητή αpiόκρισης έχει piαραpiάνω αpiό δύο κατηγορίες
τότε αυτές χωρίζονται σε δύο υpiερκλάσεις, piριν ο αλγόριθμος piροχωρήσει στην
εpiιλογή μεταβλητών διαχωρισμού για τους κόμβους. Ο QUEST μpiορεί και αυτός
piολλές φορές να καταλήξει σε εκτενή δέντρα αλλά εpiιτρέpiει το αυτόματο κλάδεμα
του κόστους piολυpiλοκότητας για να μειωθεί το μέγεθός του.
2.2.6.3 Αλγόριθμος C4.5
Ο C4.5 είναι ένας αpiό τους γρηγορότερους αλγόριθμους για τα δέντρα ταξινόμη-
σης. Δεν ανήκει στην κατηγορία των δυαδικών αλγορίθμων, το οpiοίο σημαίνει
ότι εpiιτρέpiει στις κατηγορικές μεταβλητές να διασpiαστούν σε όσες κατηγορίες
διαθέτουν. Αντίστοιχα, οι αριθμητικές μεταβλητές διασpiώνται κατά τα γνωστά
σε διαστήματα της μορφής xi ≤ c. Ερχόμενοι στο ζήτημα της εpiιλογής των με-
ταβλητών piου θα χρησιμοpiοιηθούν ως κριτήρια διαχωρισμού,ο C4.5 εpiιλέγει την
μεταβλητή piου έχει την χαμηλότερη εντροpiία ή εντελώς ισοδύναμα το μεγαλύτερο
κέρδος piληροφορίας. ΄Οpiως και για τους piροηγούμενους αλγορίθμους, ο C4.5 μpiο-
ρεί να κατασκευάσει μεγάλα δέντρα αλλά μpiορεί να τα συρρικνώσει κλαδεύοντας
τα. Ωστόσο, κατά την διαδικασία του κλαδέματος δεν κάνει χρήση της διασταυ-
ρωμένης εpiικύρωσης αλλά σε κάθε κόμβο piου κλαδεύει υpiολογίζει μια εκτίμηση
του σφάλματος. Αυτό έχει ως συνέpiεια τα δέντρα piου piροκύpiτουν αpiό αυτό τον
αλγόριθμο να έχουν piερισσότερους τερματικούς κόμβους συγκριτικά με αυτά άλ-
λων αλγορίθμων. Τέλος, ο C4.5 θεωρείται ένας ‘μεροληpiτικός’ αλγόριθμος,αφού
piροτιμά τις μεταβλητές piου διασpiώνται σε piερισσότερες κατηγορίες ως κριτήρια
διαχωρισμού.
2.2.6.4 Αλγόριθμος CHAID
Ο αλγόριθμος CHAID αναpiτύχθηκε αpiό τον Kass το 1980. Τα αρχικά του ονόμα-
τος του σημαίνουν X2- Αυτόματος Ανιχνευτής Αλληλεpiίδρασης και ανήκει στις
μη δυαδικές, μεροληpiτικές μεθόδους. Ο CHAID piροσεγγίζει το piρόβλημα κα-
τασκευής δέντρου ταξινόμησης ως εξής: αξιολογεί τις piαρατηρήσεις του συνόλου
δεδομένων εκpiαίδευσης με βάση την σημαντικότητα ενος στατιστικού τεστ. Α-
νάλογα με τον τύpiο των μεταβλητών το στατιστικό τεστ αλλάζει: για αριθμητικές
μεταβλητές χρησιμοpiοιείται F -test και για τις κατηγορικές X2-test. Χρησιμοpiοι-
ώντας αυτό το κριτήριο, οι piαρατηρήσεις piου κρίνονται ως στατιστικά ομογενείς
σε σχέση με την μεταβλητή αpiόκρισης συγχωνεύονται ενώ οι υpiόλοιpiες μένουν
ως έχουν. Η κατασκευή του piρώτου κλάδου του δέντρου βασίζεται piάλι στα αpiο-
τελέσματα του τεστ piροκειμένου οι κόμβοι-αpiόγονοι να είναι ομοιογενείς και με
την ίδια λογική χτίζεται όλο το δέντρο. Πολλές φορές ωστόσο, ο CHAID δεν
μpiορεί να βρει τη βέλτιστη μεταβλητή για το κριτήριο διαχωρισμού ακόμα και αν
σταματάει τις συγχωνεύσεις όταν οι εναpiομείνασες κατηγορίες είναι στατιστικά
διαφορετικές.
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Εξαντλητικός CHAID
Τα piροβλήματα piου piαρουσιάζει ο CHAID έρχεται να διορθώσει ο εξαντλητικός
CHAID, ο οpiοίος αpiοτελεί μια τροpiοpiοίηση του αpiλού CHAID και piαρουσιάστηκε
αpiό τους Biggs, De Ville και Suen (1991). Για την εύρεση της βέλτιστης μετα-
βλητής διαχωρισμού, ο εξαντλητικός CHAID ακολουθεί διαφορετική τακτική σε
σχέση με τον αpiλό: συνεχίζει τις συγχωνεύσεις κατηγοριών των μεταβλητών μέχρι
να καταλήξει σε δύο υpiερκλάσεις. Αφού εξετάσει την σειρά των συγχωνεύσεων
piου piραγματοpiοιήθηκαν για μια μεταβλητή, θα βρει το σύνολο των κατηγοριών
piου έχουν την ισχυρότερη σχέση με την μεταβλητή αpiόκρισης και θα υpiολογίσει
μια τιμή της μεταβλητής για την σχέση αυτή. Συγκριτικά με τον CHAID, αυτή η
στρατηγική καθιστά την διαδικασία piεράτωσης του εξαντλητικού CHAID αρκετά
χρονοβόρα αλλά υpiερέχει σε αξιοpiιστία όσον αφορά τα αpiοτελέσματά της, ενώ
piολλές φορές τα αpiοτελέσματα των δύο αλγορίθμων τυχαίνει να ταυτίζονται.
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3.1 Το βιολογικό piρότυpiο
Ο όρος Νευρωνικά Δίκτυα έχει τις ρίζες του στην piροσpiάθεια piου έγινε piροκει-
μένου να βρούμε μαθηματικά μοντέλα τα οpiοία να piροσομοιάζουν τον τρόpiο εpiε-
ξεργασίας της piληροφορίας αpiό τον ανθρώpiινο εγκέφαλο (McCullogh and Pitts
,1943; Widrow and Hoff, 1960; Rosenblatt, 1962; Rumelhart et al ,1985). Η
εμpiλοκή του βιολογικού piαράγοντα έκανε τα Νευρωνικά Δίκτυα εξαιρετικά δη-
μοφιλή στην εpiιστημονική κοινότητα με αpiοτέλεσμα όμως το ενδιαφέρον να με-
τατοpiιστεί αpiό την εύρεση piρακτικών εφαρμογών για την αναγνώριση piροτύpiων
σε δεδομένα. Ειδικότερα τα Νευρωνικά Δίκτυα piεριλαμβάνουν ένα ευρύ φάσμα
μεθόδων οι οpiοίες έχουν μια ασθενή σύνδεση με το βιολογικό μοντέλο αφού συ-
νήθως δεν το ακολουθούν piιστά. Οι ορισμοί για τα νευρωνικά δίκτυα piοικίλλουν
όσο και οι τομείς στους οpiοίους χρησιμοpiοιούνται. Αν και δεν υpiάρχει κάpiοιος
ακριβής ορισμός piου να piεριγράφει όλη την οικογένεια μεθόδων piου ανήκουν στα
νευρωνικά δίκτυα, piαραθέτουμε μια γενική piεριγραφή, η οpiοία διατυpiώθηκε αpiό
τον Haykin (1998):
Νευρωνικό δίκτυο είναι ένας μαζικός piαράλληλος διανεμημένος εpiε-
ξεργαστής ο οpiοίος εκ φύσεως αpiοθηκεύει εμpiειρική γνώση και την
καθιστά διαθέσιμη για χρήση. Προσομοιάζει τον ανθρώpiινο εγκέφαλο
σε δύο τομείς:
• η γνώση αpiοκτάται αpiό το δίκτυο μέσω μιας διαδικασίας εκμάθησης,
• οι ενδονευρωνικές συνδέσεις χρησιμοpiοιούνται για την διαφύλαξη της γνώσης.
Ο ανθρώpiινος εγκέφαλος είναι ένας ιδιαίτερα piολύpiλοκος, μη γραμμικός και piα-
ράλληλος ηλεκτρονικός υpiολογιστής. ΄Εχει την ικανότητα να οργανώνει τους νευ-
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Σχήμα 3.1: Αναpiαράσταση των ανθρώpiινων νευρώνων
ρώνες με τέτοιο τρόpiο piροκειμένου να εκτελέσει συγκεκριμένους υpiολογισμούς
όpiως η αντίληψη (perception), η κίνηση, η αναγνώριση piροτύpiων με ασύγκριτη
ταχύτητα. Αpiοτελείται αpiό 100 δισεκατομμύρια νευρικά κύτταρα, τους νευρώνες,
τα οpiοία συνδέονται μεταξύ τους με την βοήθεια ινών, γνωστές και ως άξονες.
Οι άξονες λειτουργούν ως piύλη εξόδου, μεταφέροντας τα διάφορα νευρικά ε-
ρεθίσματα αpiό τον ένα νευρώνα στον άλλο, όταν οι νευρώνες διεγείρονται. Οι
νευρώνες-piαραλήpiτες συνδέονται με τους άξονες μέσω των δενδριτών, οι οpiοίοι
αpiοτελούν εpiεκτάσεις του κυτταρικού σώματος του νευρώνα. Το σημείο εpiαφής
ενός δενδρίτη με τον άξονα καλείται σύναψη. ΄Εχει αpiοδειχθεί ότι η εκμάθη-
ση του ανθρώpiινου εγκεφάλου piραγματοpiοιείται με την αλλαγή έντασης στην
συναpiτική σύνδεση μεταξύ των νευρώνων μετά αpiό εpiαναλαμβανόμενες διεγέρ-
σεις αpiό το ίδιο ερέθισμα. Πιο αναλυτικά, έστω ότι ένας νευρώνας Α συλλέγει ένα
ηλεκτρικό φορτίο piου δέχεται αpiό κάθε σύναψη στους δενδρίτες του ζυγίζοντας
το εισερχόμενο φορτίο με το αντίστοιχο συναpiτικό του βάρος. ΄Οσο piιο ισχυρή
είναι η συναpiτική σύνδεση τόσο piιο σημαντική είναι η συμβολή του φορτίου αυτού
στο συνολικό άθροισμα. Αν δε το συνολικό άθροισμα φορτίων αpiό τις συνάψεις
ξεpiερνάει κάpiοιο όριο, τότε ο άξονας του Α ξεκινάει να piαράγει ηλεκτρικούς piαλ-
μούς (firing) με μεγάλη συχνότητα. Στην piερίpiτωση piου το συνολικό φορτίο δεν
ξεpiερνάει το όριο αυτό, ο νευρώνας piαράγει piολύ αραιούς piαλμούς και χαρακτη-
ρίζεται ως αδρανής. Τέλος, κάθε piαλμός έχει ένα συγκεκριμένο χρονικό piλάτος
tp ενώ ο νευρώνας χρειάζεται ένα ελάχιστο χρόνο ανάpiαυσης tr. Συνεpiώς, ο





Στη συνέχεια οι piαλμοί μέσω του άξονα τροφοδοτούν τους νευρώνες piου συν-
δέονται με τον νευρώνα Α. Κλείνοντας, είναι βασικό να piαρατηρήσουμε ότι όλη η
διαδικασία piου piεριγράψαμε piαραpiάνω γίνεται αpiοκλειστικά piρος μια μόνο κατε-
ύθυνση και δεν υpiάρχει αμφίδρομη εpiικοινωνια των νευρώνων.
Εντελώς ανάλογα με την δομή του ανθρώpiινου εγκεφάλου λειτουργούν και τα
Τεχνητά Νευρωνικά Δίκτυα, χωρίς ωστόσο να καταφέρνουν να piροσομοιάσουν
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Σχήμα 3.2: Σχηματική αναpiαράσταση ενός Τεχνητού Νευρωνικού Δικτύου με ένα
κρυφό στρώμα (hidden layer).
piλήρως την piολυpiλοκότητά της ανθρώpiινης σκέψης. Τα Τεχνητά Νευρωνικά
Δίκτυα ανήκουν στην κατηγορία των μεθόδων εκμάθησης piου αναpiτύχθηκαν τόσο
αpiό την στατιστική όσο και αpiό τον τομέα της τεχνητής νοημοσύνης. Είναι ένα
εργαλείο με piοικίλες εφαρμογές στην εξόρυξη δεδομένων λόγω της δυναμικής
τους, της ευελιξίας τους και της ευκολίας στην χρήση τους. Στόχος τους είναι
η piαραγωγή γραμμικών μοντέλων με βάση τις εισροές, δηλαδή τις εpiεξηγημα-
τικές μεταβλητές, και στην piορεία η μοντελοpiοίηση της μεταβλητής αpiόκρισης
(μεταβλητή-στόχο) ως ένας μη γραμμικός συνδυασμός των εισροών.
΄Οpiως βλέpiουμε και αpiό την Εικόνα 3.2, τα Τεχνητά Νευρωνικά Δίκτυα είναι
ουσιαστικά μια μέθοδος ταξινόμησης ή αλλιώς μια μέθοδος δύο βημάτων piαλιν-
δρόμησης piου αντιpiροσωpiεύεται αpiό ένα διάγραμμα δικτύου. Το διάγραμμα αυτό
χωρίζεται σε τρία βασικά στρώματα. Σε κάθε στρώμα υpiάρχει ένα σύνολο κόμβων,
οι οpiοίοι αντιpiροσωpiεύουν τους νευρώνες:
• Στρώμα εισόδου ( input layer): στο σημείο αυτό εισάγονται στο δίκτυο όλες
οι εpiεξηγηματικές μεταβλητές του piροβλήματος piου μελετάμε μέσω των νευ-
ρώνων εισόδου. Το piλήθος των νευρώνων εισόδου ταυτίζεται με το piλήθος
των μεταβλητών.
• Κρυφό στρώμα (hidden layer): αυτά τα στρώματα piαρεμβάλλονται μεταξύ
του στρώματος εισόδου και εξόδου και η ύpiαρξη τους ή μη, καθώς και ο
αριθμός τους εξαρτάται αpiό το είδος δικτύου piου δουλεύουμε. Η λειτουρ-
γία τους είναι η κωδικοpiοίηση των δεδομένων piου εισάγονται στο στρώμα
εισόδου και ο καθορισμός των εξόδων του δικτύου.
• Στρώμα εξόδου (output layer): στο στρώμα αυτό piαρουσιάζονται οι έξοδοι
(αpiοτελέσματα) του δικτύου. Ο αριθμός των νευρώνων εδώ καθορίζεται αpiό
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Σχήμα 3.3: Μια ταξινόμηση των Feed-forward και Recurrent/Feedback δικτύων.
το piλήθος των μεταβλητών αpiόκρισης (αν είναι piοσοτικές) ή το piλήθος των
κατηγοριών μιας κατηγορικής μεταβλητής.1
Στις εpiόμενες piαραγράφους θα αναφερθούμε εκτενώς στις βασικές κατηγορίες των
νευρωνικών δικτύων καθώς και στο μαθηματικό υpiόβαθρο piου βρίσκεται piίσω αpiό
αυτές.
3.2 Ταξινόμηση Τεχνητών Νευρωνικών Δι-
κτύων.
Ο κλάδος των τεχνητών νευρωνικών δικτύων, όpiως αναφέρθηκε και piαραpiάνω,
είναι ταχύτατα αναpiτυσσόμενος, piεριλαμβάνοντας piλέον και μεθόδους οι οpiοίες
έχουν μόνο μια τυpiική σχέση με το ισοδύναμο βιολογικό μοντέλο αλλά χωρίς
ωστόσο να στερούνται αpiοτελεσματικότητας για τις χρήσεις piου piροορίζονται.
Για piαράδειγμα, κάpiοια νευρωνικά δίκτυα λειτουργούν ως piροσαρμοστικά συ-
στήματα και χρησιμοpiοιούνται με αρκετά καλή piροσέγγιση για την μοντελοpiο-
ίηση διαρκώς μεταβαλλόμενων piληθυσμών και piεριβαλλόντων. Οι διαφορές piου
εντοpiίζονται στους διάφορους τύpiους νευρωνικών δικτύων έχουν να κάνουν κυ-
ρίως με κάpiοιες αλλαγές στην αρχιτεκτονική τους αλλά και με μικρότερης κλίμακας
διαφορές, όpiως λόγου χάρη η χρήση ελαφρώς τροpiοιημένων αλγορίθμων εκμάθη-
σης. ΄Ενας αρχικός διαχωρισμός piου μpiορεί να γίνει στο σύνολο των νευρωνικών
δικτύων και οφείλεται στην διαφορετική αρχιτεκτονική, είναι σε feed-forward και
recurrent/feedback δίκτυα.
Τα feed-forward νευρωνικά δίκτυα είναι τα piρώτα νευρωνικά δίκτυα piου ανα-
piτύχθηκαν και είναι αναμφισβήτητα ο piιο αpiλός τύpiος νευρωνικού δικτύου piου
μpiορούμε να συναντήσουμε. Σε αυτά τα δίκτυα η piληροφορία, όpiως και στο βιο-
λογικό μοντέλο, κινείται μόνο piρος μια κατεύθυνση-piρος τα εμpiρός (εξ΄ ου και
1εξαιρείται η piερίpiτωση της piαλινδρόμησης, όpiου το δίκτυο μpiορεί να διαχειριστεί μόνο μια
μεταβλητή εξόδου (είτε piοσοτική είτε κατηγορική)
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ο όρος feed-forward). Αpiό τους εισερχόμενους κόμβους, τα δεδομένα κινούνται
piρος τους κρυφούς κόμβους (αν υpiάρχουν) και στη συνέχεια piρος τους κόμβους
εξόδου. Δεν υpiάρχουν κύκλοι ή βρόγχοι σε αυτό το είδος δικτύου. Γενικότερα,
τα feed-forward νευρωνικά δίκτυα είναι αpiό τα piλέον διαδεδομένα και αpiλά στην
χρήση τους και είναι κατάλληλα για μεγάλο εύρος εφαρμογών. Εξαιρώντας τα
Single -layer perceptron και Multilayer perceptron δίκτυα με τά οpiοία θα ασχο-
ληθούμε εκτενώς σε αυτή την διpiλωματική, θα piαρουσιάσουμε ένα ακόμα είδος
νευρωνικού δικτύου:
• Radial Basis Function (RBF) network : Τα RBF δίκτυα piαρουσιάστηκαν
για piρώτη φορά το 1988 αpiό τους Broomhead και Lowe. Πρόκειται για
ένα δίκτυο με στρώμα εισόδου, εξόδου και ένα κρυμμένο στρώμα. Σε κάθε
νευρώνα του κρυφού στρώματος εφαρμόζεται μια ακτινική συνάρτηση βάσης
(radial basis function). Η έξοδος του δικτύου είναι ένας γραμμικός συνδυα-
σμός των ακτινικών συναρτήσεων βάσης των εpiεξηγηματικών μεταβλητών
και των piαραμέτρων του δικτύου. Τέτοιου είδους δίκτυα εφαρμόζονται συ-
χνά για την piροσέγγιση συναρτήσεων, την piρόβλεψη χρονοσειρών και την
ταξινόμηση δεδομένων.
Σε αντίθεση με τα feed-forward δίκτυα, τα recurrent ή feedback δίκτυα είναι μο-
ντέλα τα οpiοία εpiιτρέpiουν την αμφίδρομη ροή της piληροφορίας. Ενώ στα feed-
forward δίκτυα η διάδοση των δεδομένων γίνεται γραμμικά αpiό την είσοδο στην
έξοδο, τα recurrent δίκτυα μpiορούν να διαδόσουν τα δεδομένα αpiό τα τελευταία
στάδια της διαδικασίας σε piροήγουμενα. Εpiιpiλέον, τα recurrent δίκτυα λειτουρ-
γούν ως εpiεργαστές γενικευμένων ακολουθιών δεδομένων. Αυτό σημαίνει ότι
μpiορούν να χρησιμοpiοιήσουν την εσωτερική τους μνήμη για να εpiεξεργαστούν
τυχαίες ακολουθίες εισερχόμενων δεδομένων. Το χαρακτηριστικό αυτό εpiιτρέpiει
την εφαρμογή τους σε θέματα όpiως η αναγνώριση άτμητου γραpiτού κειμένου (un-
segmented connected handwriting recognition), όpiου piροσφέρουν τα καλύτερα
δυνατά αpiοτελέσματα piου υpiάρχουν. Κάpiοια piολύ γνωστά είδη δικτύων piου υ-
piάγονται στην κατηγορία των recurrent νευρωνικών δικτύων είναι τα κάτωθι:
• Hopfield network : Τα Hopfield δίκτυα είναι αpiλά νευρωνικά δίκτυα ενός
στρώματος ο οpiοίος χρησιμοpiοιείται για αναγνώριση piροτύpiων. Ειδικότε-
ρα, ο αλγόριθμος εκpiαίδευσης piου χρησιμοpiοιεί εκpiαιδεύει το δίκτυο να
αναγνωρίζει piρότυpiα. Συνεpiώς, μόλις το δίκτυο αναγνωρίσει ένα piρότυpiο
στην έξοδο, ενημερώνει αυτόματα και το piροηγούμενο στρώμα .
• Kohonen Self-Organizing Map (SOM) network : Το SOM δίκτυο είναι ένα
νευρωνικό δίκτυο δύο στρωμάτων (εισόδου και εξόδου) piου εφαρμόζει την
στρατηγική ο νικητής τα piαίρνει όλα στο στρώμα της εξόδου. Αντί να
εμφανίζει το αpiοτέλεσμα του κάθε νευρώνα εξόδου, ο νευρώνας με το υψη-
λότερο αpiοτέλεσμα είναι αυτός piου κερδίζει και αpiοτελεί ουσιαστικά το
αpiοτέλεσμα αpiό την ανάλυση. Τα SOMs δίκτυα χρησιμοpiοιούνται κυρίως
σε piροβλήματα ταξινόμησης, όpiου οι νευρώνες εξόδου αντιpiροσωpiεύουν τις
κατηγορίες στις οpiοίες θα ταξινομηθούν τα δεδομένα.
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• Ανταγωνιστικά (Competitive) δίκτυα: Είναι η ευρύτερη κατηγορία δικτύων
στην οpiοία ανήκουν και τα SOM δίκτυα, η οpiοία χρησιμοpiοιεί ανταγωνιστι-
κή εκμάθηση (competitive learning). Στα δίκτυα αυτά, οι νευρώνες εξόδου
ανταγωνίζονται μεταξύ τους ως piρος το piοιος αpiό αυτούς θα ενεργοpiοι-
ηθεί. Συνεpiώς, κάθε στιγμή μόνο ένας νευρώνας εξόδου είναι ενεργός (η
στρατηγική του ο νικητής τα piαίρνει όλα). Μέσω της ανταγωνιστικής
εκμάθησης, τα δεδομένα συνήθως συσταδοpiοιούνται. Παρόμοιο μοτίβο ακο-
λουθεί και το δίκτυο, με τα αpiοτελέσματα της συσταδοpiοίησης να εκφράζο-
νται στον μοναδικό ενεργό νευρώνα εξόδου.Τέλος, piρέpiει να αναφερθεί ότι η
ανταγωνιστική εκμάθηση έχει αpiοδειχθεί ότι εμφανίζεται και στα βιολογικά
νευρωνικά δίκτυα.
• Adaptive Resonance Theory (ART) models:Τα ART μοντέλα αναpiτύχθη-
καν αpiό τους S.Grossberg και G.Carpenter και χρησιμοpiοιούνται κυρίως σε
piροβλήματα piρόβλεψης και αναγνώρισης piροτύpiων. Διαισθητικά,η κεντρική
ιδέα τους είναι η εξής: η αναγνώριση ενός αντικειμένου είναι αpiοτέλεσμα
της αλληλεpiίδρασης μεταξύ των piροσδοκιών piου έχει θέσει ένας piαρα-
τηρητής στο μοντέλο και των piραγματικών τιμών piου ανιχνεύονται για το
αντικείμενο. Στην piράξη, οι piροσδοκίες του piαρατηρητή piαίρνουν την
μορφή ενός piροτύpiου μνήμης ή αλλιώς piρωτοτύpiου (memory template or
prototype) το οpiοίο συγκρίνεται με τις piραγματικές τιμές του αντικειμένου
(piου έχουν ανιχνευθεί αpiό το μοντέλο). Εαν η διαφορά των δύο τιμών δεν
ξεpiερνά ένα όριο piου έχει τεθεί αpiό τον piαρατηρητή, τότε το αντικείμενο
ταξινομείται στην piροσδοκόμενη κατηγορία. Με αυτό το τρόpiο μpiορούμε
να κερδίζουμε νέα γνώση για ένα piρόβλημα χωρίς όμως να διαταρράσουμε
την ήδη υpiάρχουσα.
3.3 Το μαθηματικό υpiόβαθρο των Τεχνητών
Νευρωνικών Δικτύων.
Ξεκινώντας αpiό το piιο αpiλό τεχνητό νευρωνικό δίκτυο piου υpiάρχει, το Percep-
tron ή Single Layer Perceptron και καταλήγοντας στην εξέλιξη αυτού, piου είναι το
Multilayer Perceptron, σε αυτή την ενότητα θα piαρουσιαστεί αναλυτικά το μαθη-
ματικό μοντέλο piου εδράζεται piίσω αpiό αυτά τα δίκτυα καθώς και οι αντίστοιχοι
αλγόριθμοι εκμάθησης τους.
3.3.1 Το Perceptron δίκτυο.
Το Single Layer Perceptron δίκτυο εισήχθη για piρώτη φορά αpiό τον Frank Rosen-
blatt το 1962 και αpiοτελεί την piιο αpiλοpiοιημένη μορφή ενός βιολογικού νευρωνι-
κού δικτύου καθώς δεν διαθέτει κανένα κρυφό στρώμα (single layer). Λόγω αυτής
της αρχιτεκτονικής του, θα μpiορούσε να piει κανείς ότι ο όρος δίκτυο για το αpiλό
Perceptron είναι καταχρηστικός αφού δεν υpiάρχουν piαραpiάνω αpiό έναν νευρώνες
και η διασύνδεση γίνεται μόνο μεταξύ των νευρώνων εισόδου και εξόδου.
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Σχήμα 3.4: Διάγραμμα δικτύου για το Single Layer Perceptron
Η μετάφραση της λειτουργίας ενός βιολογικού νευρώνα σε μαθηματικά γίνεται
λαμβάνοντας υpi΄ όψιν μας τρεις βασικές συνιστώσες: τις συνάψεις, τους νευρώνες
αpiοστολείς και την συνάρτηση ενεργοpiοίησης. Σε piρώτη φάση, οι συνάψεις των
βιολογικών νευρώνων είναι υpiεύθυνες για την διασύνδεση μεταξύ των νευρώνων
και μάλιστα εκφράζουν την δύναμη των διασυνδέσεων. Σε ένα τεχνητό νευρώνα, οι
συνάψεις μοντελοpiοιούνται ως συναpiτικά βάρη (synaptic weights). Τα βάρη συμ-
βολίζονται ως wkj και είναι piραγματικοί αριθμοί piου το piρόσημο τους καθορίζει
το είδος της διασύνδεσης των νευρώνων. Για piαράδειγμα, ένα θετικό piρόσημο
αντιpiροσωpiεύει μια διεγερτική σύνδεση ενώ ένα αρνητικό μια ανασταλτική σύνδε-
ση. Εpiιpiλέον, piολλά μοντέλα νευρώνων χρησιμοpiοιούν και ένα εξωτερικό βάρος,
το οpiοίο δεν εξαρτάται αpiό καμία μεταβλητή εισόδου και ονομάζεται μεροληψία
(bias). Το piρόσημο της μεροληψίας εpiηρεάζει την τελική τιμή piου δίνει το δίκτυο
στη συνάρτηση ενεργοpiοίησης. Τέλος, η μεροληψία bk λογίζεται και αυτή ως μια
σύναψη με τιμή εισόδου xo = ±1 (ανάλογα αν αυξάνει ή μειώνει την τιμή εισόδου
στο δίκτυο). Συνοψίζοντας τα όσα έχουμε piει μέχρι στιγμής έχουμε:
• τα συναpiτικά βάρη wk1, wk2, ..., wkp,
• τις μεταβλητές εισόδου x1, x2, ...xp του νευρώνα k,
• και την μεροληψία bk.
Το άθροισμα του φορτίου piου δέχεται ο νευρώνας στο στρώμα εξόδου συμβολίζεται





Η piαραpiάνω έκφραση δεν αντιpiροσωpiεύει ωστόσο την τελική τιμή του νευρώνα
στο στρώμα εξόδου. Η έξοδος του νευρώνα yk είναι η εφαρμογή μιας συνάρτησης
ενεργοpiοίησης piάνω στην διαφορά του αθροίσματος uk και της μεροληψίας bk.
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Σχήμα 3.5: Γράφημα συνάρτησης βήματος
Αpiό την διαφορά uk − bk και το γεγονός ότι η μεροληψία αντιpiροσωpiεύει μια





Συνεpiώς, το αpiοτέλεσμα του δικτύου θα είναι μια συνάρτηση της μορφής:
yk = ϕ (uk − bk) ⇐⇒ yk = ϕ (vk)
Στα piαραpiάνω βήματα κάναμε συχνά αναφορά σε μια συνάρτηση ενεργοpiο-
ίησης. Ο λόγος piου γίνεται χρήση της συνάρτησης ενεργοpiοίησης (activation
function) είναι piροκειμένου να ελεγχθεί το εύρος των τιμών yk του νευρώνα ε-
ξόδου. Για piαράδειγμα, σε ένα νευρωνικό δίκτυο συνήθως θέλουμε οι τιμές yk του
νευρώνα εξόδου να piεριορίζονται στο διάστημα [0, 1] ή [−1, 1].Οι κυριότεροι τύpiοι
συναρτήσεων ενεργοpiοιήσης piου μpiορούμε να συναντήσουμε είναι οι piαρακάτω:
1. Συνάρτηση βήματος ( step function): Η συνάρτηση βήματος είναι η συνάρ-
τηση piου χρησιμοpiοιήθηκε στο piρώτο perceptron piου piαρουσιάστηκε και
χρησιμοpiοιείται κυρίως σε piροβλήματα ταξινόμησης όpiου η μεταβλητή α-
piόκρισης έχει δύο κατηγορίες. Οι τιμές piου piαίρνει είναι 0 (ή -1) αν το
άθροισμα vk είναι κάτω αpiό ένα όριο και 1, αν είναι μεγαλύτερο ή ίσο με
αυτό.
2. Σιγμοειδής συνάρτηση ( sigmoid function): Η οικογένεια των σιγμοειδών
συναρτήσεων χωρίζεται σε δύο τύpiους: την λογαριθμο-σιγμοειδή και την
σιγμοειδή υpiερβολικής εφαpiτομένης. Η λογαριθμο-σιγμοειδής συνάρτηση ή




και θεωρείται η piλέον διαδεδομένη στην χρήση της, ειδικά στα κρυφά στρώμα-
τα των Multilayer δικτύων. Αυτό οφείλεται στο γεγονός ότι οι συναρτήσεις
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Σχήμα 3.6: Γράφημα της λογαριθμο-
σιγμοειδούς συνάρτησης για διάφο-
ρες τιμές της piαραμέτρου κλίμακας t.
Βλέpiουμε ότι η piαράμετρος κλίμακας
t ρυθμίζει το piοσοστό ενεργοpiοίη-
σης
Σχήμα 3.7: Γράφημα σιγμοειδο-
ύς συνάρτησης υpiερβολικής εφαpiτο-
μένης
Σχήμα 3.8: Γραφήματα σιγμοειδών συναρτήσεων
αυτές μpiορούν να εκτιμηθούν γιατί οι piαράγωγοί τους μpiορούν να υpiολογι-
στούν εύκολα. Η εκτίμηση των συναρτήσεων αυτών είναι ιδιαίτερα χρήσιμη
για ορισμένους αλγορίθμους στους οpiοίους τα συναpiτικά βάρη ανανεώνονται
μέχρι να καταλήξουν στην τελική τιμή τους. Αpiό την άλλη, η σιγμοειδής
συνάρτηση υpiερβολικής εφαpiτομένης έχει piάρει το όνομά της piροφανώς αpiό
την υpiερβολική εφαpiτομένη piου έχει χρησιμοpiοιηθεί για την κατασκευή της.
Δίνεται αpiό την σχέση:
σ (t) = tanh (t) =
et − e−t
et + e−t
και χρησιμοpiοιείται εξίσου συχνά με την λογαριθμο-σιγμοειδή συνάρτηση,
αφού εμφανίζει την ίδια υpiολογιστική ευκολία.
3. Συνάρτηση Softmax : Πρόκεται για ένα σχετικά νέο τύpiο συνάρτησης ε-
νεργοpiοίησης, η οpiοία δρα συμpiιεστικά piάνω σε διάνυσμα με στόχο τον
piεριορισμό του εύρους των τιμών του στο διάστημα [0, 1]. Δίνεται αpiό την
σχέση:




όpiου Tk είναι το διάνυσμα piου piεριλαμβάνει τις τιμές των k−νευρώνων ε-
ξόδων. Αυτή η συνάρτηση χρησιμοpiοιείται στο μοντέλο multilogit (βλ.
Hastie et al.2001) καθώς και στο κρυφό στρώμα των κανονικοpiοιημένων
RBF δικτύων.
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Οι piροηγούμενοι τύpiοι συναρτήσεων ενεργοpiοίησης χρησιμοpiοιούνται αpiό όλους
τους άλλους τύpiους νευρωνικών δικτύων, εκτός του αpiλού Perceptron. Ειδικότε-
ρα, για το Single Layer Perceptron η συνάρτηση ενεργοpiοίησης piου χρησιμοpiοιε-
ίται είναι η συνάρτηση βήματος, με την μεταβλητή αpiόκρισης να εκφράζεται ως
εξής:
yˆ = sign (w1x1 + w2x2 + . . .+ wp−1xp−1 + wpxp − w0x0) = sign (w · x)
όpiου το w ·x είναι το εσωτερικό γινόμενο του διανύσματος των βαρών με το διάνυ-
σμα των εισερχόμενων μεταβλητών (συμpiεριλαμβανόμενης και της μεροληψίας).
3.3.1.1 Αλγόριθμος εκμάθησης του Single-Layer Perceptron δι-
κτύου
Αpiό την piαρουσίαση του μαθηματικού μοντέλου piου βρίσκεται piίσω αpiό τα νευ-
ρωνικά δίκτυα αντιλαμβανόμαστε ότι καθοριστικό ρόλο στην διαμόρφωση ενός
κατάλληλου μοντέλου για το εκάστοτε piρόβλημα έχουν τα συναpiτικά βάρη. ΄Α-
ρα το piρόβλημα ταξινόμησης ισοδυναμεί ουσιαστικά με την εύρεση του σωστού
συνδυασμού συναpiτικών βαρών. Κατά την εκpiαίδευση ενός perceptron δικτύου,
τα συναpiτικά βάρη w piροσαρμόζονται διαρκώς μέχρι οι μεταβλητές εξόδου piου
piαράγωνται αpiό αυτά να ταυτίζονται με τις μεταβλητές αpiόκρισης του συνόλου










όpiου w(k)j είναι το συναpiτικό βάρος piου αντιστοιχεί στην i−οστή μεταβλητή ει-
σόδου μετά αpiό την k−οστή εpiανάληψη του αλγορίθμου, λ είναι ο ρυθμός εκμάθη-
σης (learning rate) και το xij αντιστοιχεί στην τιμή xi της j−οστής εpiεξηγημα-
τικής μεταβλητής.
Η piροηγούμενη σχέση είναι αναδρομική, αφού το νέο συναpiτικό βάρος w(k+1)j





. Ο ρυθμός piρόβλεψης λ είναι μια piαράμετρος
του μοντέλου piου piαίρνει τιμές στο διάστημα (0, 1) και εκφράζει τον αριθμό των
τροpiοpiοιήσεων piου γίνονται σε κάθε εpiανάληψη του αλγορίθμου. Αν το λ είναι
κοντά στο 0 αυτό σημαίνει ότι το καινούριο βάρος θα είναι piολύ κοντά στο αμέσως
piροηγούμενο (δηλαδή θα εξαρτάται piερισσότερο αpiό τον όρο w(k)j ). Αντίθετα, αν
το λ είναι κοντά στο 1, το νέο συναpiτικό βάρος θα εξαρτάται piερισσότερο αpiό το
piοσό των τροpiοpiοιήσεων piου λαμβάνουν χώρα στην εκάστοτε εpiανάληψη.2
Εάν η piρόβλεψη για το καινούριο συναpiτικό βάρος είναι σωστή (δηλαδή έχουμε
μηδενικό σφάλμα piρόβλεψης), τότε το συναpiτικό βάρος piαραμένει σταθερό. Στην
αντίθετη piερίpiτωση, δουλεύουμε ως εξής:
2Σε μερικούς αλγόριθμους το λ είναι μεταβαλλόμενο: στις piρώτες εpiαναλήψεις piαίρνει σχετικά
μεγάλες τιμές και μετά σταδιακά φθίνει
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Αλγόριθμος 3.1 Αλγόριθμος εκμάθησης του δικτύου
1. ΄Εστω το σύνολο εκpiαίδευσης D = {(xi, yi) |i = 1, 2, ...N} .
2. Αρχικοpiοίησε το διάνυσμα συναpiτικών βαρών με τυχαίες τιμές, έστω w(0).
3. Εpiανάλαβε
(αʹ) Για κάθε ζεύγος (xi, yi) ∈ D,





(γʹ) Για κάθε συναpiτικό βάρος wj ,









5. μέχρι να ικανοpiοιηθεί η συνθήκη διακοpiής της διαδικασίας.
• Αν y = 1 και yˆ = −1 , το σφάλμα piρόβλεψης είναι (y − yˆ) = 2. Για να
αντισταθμιστεί αυτό το σφάλμα, θα piρέpiει να αυξηθεί η τιμή της εξόδου.
Αυτό εpiιτυγχάνεται αυξάνοντας τα συναpiτικά βάρη των θετικών μεταβλη-
τών εισόδου και μειώνοντας αντίστοιχα τα βάρη των αρνητικών μεταβλητών
εισόδου.
• Εντελώς ανάλογα, αν y = −1 και yˆ = 1 είναι (y − yˆ) = −2. Συνεpiώς, το
σφάλμα αυτό θα αντισταθμιστεί αν μειωθεί η τιμή της εξόδου, μειώνοντας τα
συναpiτικά βάρη των θετικών μεταβλητών εισόδου και αυξάνοντας αυτά των
αρνητικών μεταβλητών εισόδου.
Η εpiιλογή μεταβλητής αpiόκρισης με δύο κατηγορίες για την piαραpiάνω εpiεξήγηση
έγινε καθαρά λόγω ευκολίας στην κατανόηση για τον αναγνώστη. Με ακριβώς το
ίδιο σκεpiτικό δουλεύουμε και για άλλους τύpiους μεταβλητών. Αpiό την σχέση (1),
είναι piροφανές ότι οι εpiεξηγηματικές μεταβλητές piου συνεισφέρουν piερισσότερο
μέσω των βαρών τους στον όρο του σφάλματος, αpiαιτούν και τις piερισσότερες
τροpiοpiοιήσεις στα συναpiτικά βάρη τους. Αυτό ωστόσο δεν μας δίνει την ελευθε-
ρία να κάνουμε και δραστικές αλλαγές, διότι ο όρος του σφάλματος υpiολογίζεται
κάθε φορά για ένα σύνολο εκpiαίδευσης. Αν εpiιμέναμε σε μεγάλες αυξομειώσεις
των βαρών, τότε οι τροpiοpiοιήσεις στις αρχικές εpiαναλήψεις της εκpiαίδευσης θα
αναιρούνταν.
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3.3.2 Perceptron piολλών στρωμάτων (Multilayer Per-
ceptron)
΄Ενα τυpiικό Τεχνητό Νευρωνικό Δίκτυο δεν είναι τόσο αpiλό όσο το Perceptron
δίκτυο piου piαρουσιάσαμε. Αντίθετα, τα Perceptron δίκτυα piολλών στρωμάτων
(Multilayer Perceptron) τείνουν να είναι piερισσότερο ο κανόνας piαρά η εξαίρεση.
΄Οσον αφορά την αρχιτεκτονική τους, η βασική διαφορά τους με το αpiλό Percep-
tron είναι ότι διαθέτουν ένα ή και piερισσότερα ενδιάμεσα στρώματα μεταξύ των
στρωμάτων εισόδου και εξόδου. ΄Ενα τυpiικό piαράδειγμα Multilayer Perceptron
δικτύου είναι αυτό της Εικόνας 3.2.
Τα ενδιάμεσα αυτά στρώματα ονομάζονται κρυφά στρώματα (hidden layers)
και οι κόμβοι piου βρίσκονται μέσα σε αυτά κρυφοί κόμβοι (hidden nodes). Μια
ακόμα διαφοροpiοίηση των Perceptron δικτύων piολλών στρωμάτων είναι ότι δεν
χρησιμοpiοιούν εξ΄ ορισμού κάpiοια συγκεκριμένη συνάρτηση ενεργοpiοίησης αλλά
δίνεται η δυνατότητα στον χρήστη να εpiιλέξει εκείνος αυτή piου εpiιθυμεί. Αυ-
τές οι εpiιpiρόσθετες διαφοροpiοιήσεις piου αναφέρθηκαν καθιστούν τα Perceptrons
piολλών στρωμάτων ικανά να αντιμετωpiίσουν piολυpiλοκότερα piροβλήματα αφού
μpiορούν να μοντελοpiοιήσουν σύνθετες σχέσεις μεταξύ των μεταβλητών εισόδου
και εξόδου.
3.3.2.1 Εκμάθηση ενός Τεχνητού Νευρωνικού Δικτύου
Για να βρούμε τα συναpiτικά βάρη ενός τεχνητού νευρωνικού δικτύου piρέpiει να
έχουμε στα χέρια μας έναν αpiοτελεσματικό αλγόριθμο, ο οpiοίος θα συγκλίνει στη
σωστή λύση όταν δίνεται ένα εpiαρκές σύνολο δεδομένων. Μια μεθοδολογία piου
συναντάται piολύ συχνά για την εύρεση των βαρών του δικτύου είναι η μέθοδος
καθόδου κλίσεων (gradient descent) την οpiοία θα εξηγήσουμε αναλυτικά στις piα-
ρακάτω γραμμές. Ο στόχος του αλγόριθμου εκμάθησης του τεχνητού νευρωνικού








΄Οpiως έχει ήδη αναφερθεί, η έξοδος των piερισσότερων νευρωνικών δικτύων ε-
ίναι μια μη γραμμική συνάρτηση λόγω των διαφόρων συναρτήσεων ενεργοpiοίησης
piου συναντώνται. Συνεpiώς, η εύρεση των τιμών των βαρών w piου να δίνουν μια
ολικά βέλτιστη λύση δεν είναι και τόσο εύκολο ζήτημα. Αυτό το θέμα βελτιστο-
piοίησης piου ανακύpiτει έχει αντιμετωpiιστεί σε μεγάλο βαθμό αpiό αλγόριθμους οι
οpiοίοι χρησιμοιpiοιούν την άpiληστη μέθοδο της καθόδου κλίσεων. Η αντίστοι-
χη σχέση piου piεριγράφει τον υpiολογισμό νέων βαρών αpiό τον αλγόριθμο είναι:
wj ← wj − λ∂E (w)
∂wj
όpiου λ είναι ο ρυθμός εκμάθησης. Η piληροφορία piου μας δίνει αυτή η σχέση
είναι ότι το βάρος piρέpiει να αυξάνεται μέχρις ότου εpiιτευχθεί η αpiαραίτητη μείωση
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στον όρο του συνολικού σφάλματος. Πολλές φορές ωστόσο, εξαιτίας του ότι η
συνάρτηση σφάλματος είναι μη γραμμική, η μέθοδος καθόδου κλίσεων μpiορεί να
piαγιδευτεί σε ένα τοpiικό ελάχιστο.
3.3.2.2 Αλγόριθμος Back-propagation
Με τη μέθοδο καθόδου κλίσεων μpiορούμε να piροσδιορίσουμε τα τελικά βάρη των
εpiεξηγηματικών μεταβλητών στο στρώμα εξόδου. Τι γίνεται όμως αν θέλουμε να
γνωρίζουμε τις τιμές των βαρών στα κρυφά στρώματα του δικτύου; Για τα κρυφά
στρώματα, ο υpiολογισμός αυτός είναι ιδιαίτερα δύσκολος διότι ο αλγόριθμος εκ-
μάθησης δεν μας piαρέχει κάpiοιο τρόpiο piροσδιορισμού του όρου ∂E(w)∂wj σε αυτά.
Αυτό το piρόβλημα έρχεται να λύσει ο αλγόριθμος Back-propagation, ο οpiοίος
δημοσιεύθηκε σε μια εργασία των Rumerhalt, Hinton και Williams το 1986 .
Αpiό το όνομα του, καταλαβαίνουμε ότι ο αλγόριθμος έχει δύο στάδια σε κάθε
εpiανάληψή του: ένα μpiρος και ένα piίσω. Κατά την ευθεία διαδικασία, το βάρος
κάθε εpiανάληψης υpiολογίζεται με βάση το αμέσως piροηγούμενο και χρησιμοpiοιε-
ίται για τον υpiολογισμό της εξόδου κάθε νευρώνα του δικτύου. Σε αυτό το σημείο
piρέpiει να piαρατηρηθεί ότι ο υpiολογισμός των συναpiτικών βαρών των νευρώνων
εξόδου γίνεται με αύξουσα σειρά (δηλαδή δεν μpiορούν να υpiολογιστούν τα βάρη
του στρώματος k + 1 piριν αpiό αυτά piου αντιστοιχούν στο στρώμα k). Κατά την
piρος τα piίσω διαδικασία, εφαρμόζονται όσα piεριγράψαμε piαραpiάνω αλλά με
κατεύθυνση piρος τα piροηγούμενα στρώματα. Με άλλα λόγια, τα βάρη piου αντι-
στοιχούν στο στρώμα k + 1 υpiολογίζονται piριν τα βάρη του στρώματος k. Το
piραγματικό piλεονέκτημα piου μας piροσφέρει ο αλγόριθμος αυτός δεν piεριορίζεται
στο αpiλά να μας piαρέχει μια τιμή για τα κρυφά στρώματα. Αυτό piου μας εpiι-
τρέpiει είναι η καλύτερη εpiοpiτεία του δικτύου σε κάθε εpiίpiεδο αφού γνωρίζοντας
τα σφάλματα για το στρώμα εξόδου του δικτύου μpiορούμε να ελέγξουμε τις διαδι-
κασίες piου λαμβάνουν χώρα στα κρυφά στρώματα και άρα να ανιχνεύσουμε και να
διορθώσουμε το οpiοιοδήpiοτε σφάλμα έχει piαρουσιαστεί κατά την εκμάθηση του
δικτύου.
3.4 Γεωμετρική ερμηνεία των Τεχνητών Νευ-
ρωνικών Δικτύων
Μέχρι στιγμής, έχουμε αντιμετωpiίσει τα νευρωνικά δίκτυα ως μια κλάση piαραμε-
τρικών μη γραμμικών συναρτήσεων piου έχουν ως piεδίο ορισμού τις μεταβλητές
εισόδου xj και piεδίο τιμών τις μεταβλητές εξόδου yk. Προτού piροχωρήσουμε στην
γεωμετρική αναpiαράσταση των τεχνητών νευρωνικών δικτύων, θα κάνουμε τις ε-
ξής δύο piαραδοχές: piρώτον θα δουλέψουμε με το αpiλό Perceptron και δεύτερον
η μεταβλητή αpiόκρισης θα είναι κατηγορική με κατηγορίες τις y = 1 και y = −1.
Στην piροηγούμενη piαράγραφο, είδαμε ότι στο Single Layer Perceptron η α-
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Σχήμα 3.9: ΄Ενα γραμμικό διαχωριστικό εpiίpiεδο piου αντιστοιχεί στην τιμή
y (x) = 0 σε ένα δισδιάστατο χώρο μεταβλητών εισόδου. Το διάνυσμα των συ-
νατpiικών βαρών w αναpiαρίσταται ως διάνυσμα και στον χώρο των μεταβλητών
εισόδου και ορίζει τον piροσανατολισμό του εpiιpiέδου. Το βάρος piου αντιστοιχεί
στην μεροληψία wo ορίζει την θέση του εpiιpiέδου μετρώντας την κάθετη αpiόστασή
του αpiό την αρχή των αξόνων
Η piαραpiάνω έκφραση έχει την αpiλή γεωμετρική αpiεικόνιση (Duda and Hart,
1973) piου ακολουθεί. Αρχικά piαρατηρούμε ότι η τιμή y (x) = 0 αντιστοιχεί σε
ένα υpiερεpiίpiεδο (k − 1)−διαστάσεων στον k−διαστάσεων χώρο των μεταβλητών
εισόδου . Το υpiερεpiίpiεδο αυτό λειτουργεί ως διαχωριστικό για τις μεταβλητές διότι
τις κατατάσσει στην κατηγορία της μεταβλητής αpiόκρισης piου αντιστοιχούν. Αν ο
χώρος των x είναι δισδιάστατος, δηλαδή k = 2, τότε το διαχωριστικό υpiερεpiίpiεδο
θα είναι μια ευθεία γραμμή, όpiως φαίνεται και στο piαρακάτω σχήμα:









= 0 και αpiό την piροηγούμενη εξίσωση wT
(
xB − xA) = 0. Συνεpiώς
βλέpiουμε ότι το διάνυσμα των συναpiτικών βαρών w είναι κανονικό piρος κάθε
διάνυσμα του χώρου και κατ΄ εpiέκταση καθορίζουν τον piροσανατολισμό του δια-
χωριστικού εpiιpiέδου. ΄Εστω τώρα ότι x είναι ένα σημείο του εpiιpiέδου. Αpiό
αναλυτική γεωμετρία τότε, η κανονική αpiόσταση του εpiιpiέδου αpiό την αρχή των






η οpiοία piροκύpiτει αpiό την σχέση στην αρχή της piαραγράφου αν θέσουμε y (x) = 0.
΄Αρα βλέpiουμε ότι η μεροληψία wo ορίζει την θέση του εpiιpiέδου στον χώρο των
x.
Παραμένοντας στην piερίpiτωση του Single Layer Perceptron αλλά με κατηγορι-
κή μεταβλητή piερισσότερων κατηγοριών θα δούμε ότι δεν piαρουσιάζονται σοβαρές
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αλλαγές όσον αφορά την γεωμετρική αpiεικόνιση. Η συνάρτηση piου δίνει την έξοδο
yk (x) για κάθε κατηγορία k της y είναι:
yk (x) = w
T
k x+ wk0
Η ταξινόμηση των σημείων x του εpiιpiέδου των μεταβλητών εισόδου γίνεται με
την ακόλουθη λογική: ένα σημείο x ανήκει στην κατηγορία k της εξόδου y αν
yk (x) > yj (x) για οpiοιαδήpiοτε άλλη κατηγορία j 6= k. Το εpiίpiεδο piου διαχωρίζει
τις κατηγορίες k και j δίνεται αpiό την εξίσωση:
yk (x) = yj (x)⇐⇒ (wk − wj)T x+ (wk0 − wj0) = 0
Εντελώς ανάλογα με την piερίpiτωση των δύο κατηγοριών, το διάνυσμα των βαρών
(wk − wj)T καθορίζει piάλι τον piροσανατολισμό του εpiιpiέδου και η αpiόσταση του
εpiιpiέδου αpiό την αρχή των αξόνων είναι:
a = − (wk0 − wj0)‖wk − wj‖
όpiου wk0 − wj0 είναι η αντίστοιχη μεροληψία.
3.5 Πολυpiλοκότητα ενός Τεχνητού Νευρω-
νικού Δικτύου
Τα Τεχνητά Νευρωνικά Δίκτυα, όpiως έχουν piαρουσιαστεί μέχρι στιγμής, φαίνο-
νται σαν μια αpiλή μέθοδος ταξινόμησης piου δεν piαρουσιάζει ιδιαίτερα θέματα κατά
την εκτέλεσή της. Κάτι τέτοιο όμως δεν ισχύει. Αντιθέτως μάλιστα, η εκpiαίδευση
των νευρωνικών δικτύων μpiορεί να χαρακτηριστεί και ως τέχνη, αφού αpiαιτεί
αρκετή εμpiειρία αpiό έναν αναλυτή piροκειμένου να εντοpiιστούν κάpiοιες καλά κρυμ-
μένες piαράμετροι piου piροκαλούν τα τυχόν piροβλήματα. Προτού piροχωρήσουμε
στην piαράθεση των θεμάτων piου θα εξετάσουμε σε αυτή την piαράγραφο piρέpiει να
κάνουμε κάpiοιες piαρατηρήσεις piου θα μας βοηθήσουν στην καλύτερη κατανόηση
στην piορεία. Το μοντέλο piου piαράγεται αpiό ένα τεχνητό νευρωνικό δίκτυο είναι
υpiερpiαραμετρικό και κατά συνέpiεια το piρόβλημα βελτιστοpiοίησης piου καλείται να
εpiιλύσει το δίκτυο είναι ασταθές και μη κυρτό, εκτός και αν υpiάρχουν κάpiοιες
κατευθυντήριες γραμμές piου θα δούμε piαρακάτω.
Ποιες είναι αυτές οι κατευθυντήριες γραμμές όμως; Η αpiάντηση σε αυτή την
ερώτηση εξαρτάται αpiό την συνάρτηση piου piροσεγγίζει την μεταβλητή εξόδου yk
του νευρωνικού δικτύου. Υpiάρχουν τρεις τρόpiοι για να ελέγξουμε την piολυpiλο-
κότητα των συναρτήσεων piου piαράγονται αpiό ένα νευρωνικό δίκτυο:
• η αpiοκοpiή συνδέσμων μεταξύ των διαφόρων στρωμάτων του δικτύου (κλάδε-
μα δικτύου),
• η αλλαγή του αριθμού των νευρώνων στα κρυφά στρώματα του δικτύου,
65
Κεφάλαιο 3. Τεχνητά Νευρωνικά Δίκτυα (Artificial Neural Networks)
• η αλλαγή της piαραμέτρου κανονικοpiοίησης (regularization)3 του δικτύου.
Τα νευρωνικά δίκτυα λειτουργούν με την λογική του μαύρου κουτιού όσον αφο-
ρά την piρόβλεψη. Συνεpiώς, κατά την διαδικασία της piρόβλεψης είναι piροτιμότερο
να γίνονται ομαλές αλλαγές στο σύστημα (όpiως συρρίκνωση της τιμής των βαρών
ή συστηματοpiοίηση) αpiό το να αφαιρούνται ολόκληρα τμήματα του μοντέλου.
3.5.1 Κλάδεμα Τεχνητού Νευρωνικού Δικτύου
Με την έννοια του κλαδέματος σε ένα νευρωνικό δίκτυο υpiοδεικνύεται η κατάργη-
ση κάpiοιων συνδέσμων μεταξύ νευρώνων piου ανήκουν σε διαφορετικά στρώματα
του δικτύου. Μαθηματικά αυτό μεταφράζεται στο να θέσουμε κάpiοια μεμονωμένα
συναpiτικά βάρη ίσα με το μηδέν με συνέpiεια την piρόσθεση ή την διαγραφή ολόκλη-
ρων δομικών μονάδων (νευρώνων) του δικτύου. Η εpiιλογή των συνδέσμων piου θα
καταργηθούν γίνεται με κάpiοιες piολύ γνωστές μεθόδους στατιστικής ανάλυσης
όpiως η stepwise selection και ο δείκτης AIC.
Η εpiιστημονική κοινότητα piου έχει ως αντικείμενο έρευνας τα νευρωνικά δίκτυα
έχει αναpiτύξει για το piαραpiάνω σκεpiτικό κάpiοιες μεθόδους όpiως οι Optimal
Brain Surgeon (Hassibi and Stork · Hassibi et al.,1994 · Buntine and Weigend,1994
) και Optimal Brain Damage (Le Cun et al.,1990b)4, οι οpiοίες κλαδεύουν το
δίκτυο θέτοντας κάpiοια βάρη ίσα με το μηδέν. Ωστόσο δεν μpiορεί κανείς να piρο-
βεί σε μια μαζική εξίσωση βαρών με το μηδέν. Το γεγονός piου αpiοτρέpiει αυτή την
ενέργεια είναι οι κοντινές συγγραμμικότητες των βαρών. Αυτό piρακτικά σημαίνει
ότι αν θέσουμε ένα βάρος ίσο με το μηδέν αυτό μpiορεί να οδηγήσει σε σημαντική
μείωση των τυpiικών σφαλμάτων των υpiολοίpiων βαρών. Εpiιpiλέον, η χρήση μηδενι-
κών βαρών οδηγεί σε μηδενικές piαραγώγους και τέλεια συμμετρία με αpiοτέλεσμα
ο αλγόριθμος να μην κινείται.
Μια άλλη piροσέγγιση είναι η χρήση μικρών τιμών για τα βάρη κατά την εκ-
κίνηση της εκpiαίδευσης piου ενδεχομένως θα μηδενιστούν και θα οδηγήσουν στην
αpiομάκρυνση των αντίστοιχων συνδέσμων και νευρώνων. Η εpiιλογή τιμών κοντά
στο μηδέν για τα βάρη κατά την εκκίνηση δημιουργεί γραμμικά μοντέλα στην αρχή
το οpiοία στην piορεία εξελίσσονται σε μη γραμμικά με την αύξηση των βαρών.
3.5.2 Εpiιλογή του αριθμού των νευρώνων στα κρυφά
στρώματα του δικτύου
Αpiό την ανάλυση piου έγινε στην piροηγούμενη piαράγραφο είδαμε ότι η ύpiαρξη
αρκετών κρυφών στρωμάτων και αντίστοιχα μεγάλου αριθμού νευρώνων μέσα σε
αυτά λειτουργεί θετικά για την έκβαση της εpiεξεργασίας ενός συνόλου δεδομένων.
Πιο συγκεριμένα, με piολύ λίγες κρυφές μονάδες το μοντέλο δεν είναι αρκετά ευ-
έλικτο στο να εντοpiίσει μη γραμμικότητες των δεδομένων. Αντιθέτως, με μεγάλο
αριθμό κρυφών μονάδων, τα εpiιpiλέον βάρη θα μειωθούν σταδιακά μέχρι μηδενι-
σμού αν χρησιμοpiοιείται κατάλληλη κανονικοpiοίηση.
3οι τεχνικές κανονικοpiοίησης ενός τεχνητού νευρωνικού δικτύου αφορούν τον ορισμό piεριο-
ρισμών ομαλότητας στις συναρτήσεις εξόδου
4αpiοτελούν piροσεγγιστικές εκδοχές του κριτηρίου του Wald
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Μια συνηθισμένη μέθοδος για να εντοpiιστεί ο βέλτιστος αριθμός κρυφών
στρωμάτων ή νευρώνων σε αυτά θα μpiορούσε να είναι η διασταυρωμένη εpiικύρω-
ση. ΄Ομως εδώ θα piρέpiει να τονιστεί ότι η εκpiαίδευση των νευρωνικών δικτύων
δεν είναι μια καλά ορισμένη διαδικασία (Ripley,1996) αφού μpiορούν να εμφανι-
στούν piολλαpiλά τοpiικά ελάχιστα κατά την βελτιστοpiοίηση της συνάρτησης του
σφάλματος piου μpiορούν να οδηγήσουν σε διαφορετική κάθε φορά αpiόδοση του
μοντέλου. ΄Αρα η διασταυρωμένη εpiικύρωση δεν θα μpiορούσε να μας δώσει piο-
λύ καλά αpiοτελέσματα αφού ο οpiοιοσδήpiοτε χωρισμός των δεδομένων σε σύνολο
εκpiαίδευσης και εξέτασης θα ήταν μεροληpiτικός και θα κατέληγε κάθε φορά και
σε διαφορετική λύση.
Μια άλλη piροσέγγιση για το piρόβλημα της εύρεσης του αριθμού των νευρώνων
στα κρυφά στρώματα είναι η αυξητική κατασκευή δικτύου (incremental network
construction). Οι μέθοδοι piου ανήκουν σε αυτή την κατηγορία έχουν ως σκεpiτικό
την σταδιακή αύξηση των δικτύων piροσθέτοντας κάθε φορά ένα νευρώνα στο
ίδιο ή σε piερισσότερα κρυφά στρώματα. Η piροηγούμενη διαδικασία συνοψίζεται
στην κατασκευή ενός δικτύου -piυραμίδα (pyramid network), η οpiοία piεριγράφεται
αναλυτικά αpiό τον Gallant (1990 , 1993, Κεφ.10). Ιδιαίτερα διαδεδομένη μέθοδος
piου βασίζεται στην κατασκευή ενός δικτύου-piυραμίδα είναι η Cascade correlation
(Falhman and Lebiere, 1990). Ο αλγόριθμος piου piεριγράφει την μέθοδο είναι ο
κάτωθι:
1. Η μέθοδος ξεκινά με το piιο αpiλό δίκτυο piου αpiοτελείται αpiοκλειστικά α-
piό τα στρώματα εισόδου και εξόδου. Και τα δύο στρώματα είναι piλήρως
συνδεδεμένα.
2. Για κάθε νευρώνα εξόδου, το δίκτυο εκpiαιδεύεται κατά τα γνωστά μέχρι την
μη piεραιτέρω μείωση του σφάλματος δικτύου.
3. Εισαγωγή ενός υpiοψήφιου νευρώνα στο κρυφό στρώμα. Κάθε υpiοψήφιος
νευρώνας συνδέεται με όλες τις μεταβλητές εισόδου (και με όλους τους υ-
piόλοιpiους νευρώνες του κρυφού στρώματος). Σε αυτό το σημείο δεν έχουν
οριστεί ακόμα συνατpiικά βάρη μεταξύ των νευρώνων εξόδου και της δεξα-
μενής των υpiοψήφιων νευρώνων.
4. Προσpiάθησε να μεγιστοpiοιήσεις την συσχέτιση μεταξύ της συνάρτησης ε-
νεργοpiοίησης του υpiοψήφιου νευρώνα και του σφάλματος των υpiολοίpiων
του δικτύου εκpiαιδεύοντας όλους τους συνδέσμους piου καταλήγουν στο
υpiοψήφιο νευρώνα. Η εκpiαίδευση αυτή σταματά όταν οι τιμές για την συ-
σχέτιση δεν μpiορούν να βελτιωθούν άλλο.
5. Εpiέλεξε τον υpiοψήφιο νευρώνα με τη μεγαλύτερη τιμή συσχέτισης για εισα-
γωγή στο δίκτυο και piάγωσε τις τιμές όλων των εισερχόμενων σε αυτόν
συναpiτικών βαρών.
6. Για να μετατραpiεί ένας υpiοψήφιος νευρώνας σε νευρώνα του κρυφού στρώμα-
τος, piρέpiει να piαραχθούν συνδέσεις μεταξύ του εpiιλεγμένου νευρώνα και
των νευρώνων εξόδου. Εφόσον τα βάρη piρος τον νέο κρυφό νευρώνα
έχουν piαγώσει, βρες έναν νέο μόνιμο ανιχνευτή μεταβλητών. Η διαδικα-
σία εpiαναλαμβάνεται ξανά εpiιστρέφοντας στο βήμα 2.
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7. Ο αλγόριθμος εpiαναλαμβάνεται μέχρι το συνολικό σφάλμα του δικτύου piέσει
κάτω αpiό μια τιμή piου θα έχει piροσδιορίσει ο ερευνητής.
Ο αλγόριθμος αυτός είναι τουλάχιστον 10-φορές ταχύτερος αpiό ολους τους τυpiι-
κούς αλγόριθμους Back-propagation, ενώ εpiιτρέpiει στο δίκτυο να καθορίσει το
ίδιο το μέγεθός του. ΄Ενας άλλος εξίσου αpiοτελεσματικός αλγόριθμος είναι ο
SMART (Friedman,1984) ο οpiοίος μpiορεί να είναι piερισσότερο χρονοβόρος αpiό
τον Cascade Correlation αλλά piολλές φορές μpiορεί να piαράγει μοντέλα μικρότερα






4.1 Μια εισαγωγή στις Μηχανές Διανυσμάτων
Υpiοστήριξης
Οι μηχανές διανυσμάτων υpiοστήριξης (Support Vector Machines) ή αλλιώς SVMs
δεν μοιάζουν σε μια piρώτη ανάγνωση με τις τυpiικές μεθόδους στατιστικής ανάλυ-
σης piου έχουμε γνωρίσει μέχρι στιγμής καθώς όpiως θα δούμε σε εpiόμενη piα-
ράγραφο η θεωρία τους piεριλαμβάνει piερισσότερο γνώσεις μαθηματικής ανάλυσης
piαρά στατιστικής. Οι SVMs αναpiτύχθηκαν κυρίως στην piληροφορική ως μέθο-
δος ταξινόμησης (χρησιμοpiοιώντας βέβαια το ανάλογο τεχνικό υpiόβαθρο όpiως η
γλώσσα, ο τρόpiος σκέψης και χρήσης κτλ) βασιζόμενα στην θεωρία του Vapnik
(1995). Στα χρόνια piου ακολούθησαν ωστόσο το εύρος των εφαρμογών τους έχει
αμβλυνθεί με αpiοτέλεσμα οι SVMs να μοιάζουν με μια τυpiική μέθοδο piαλινδρόμη-
σης (Cortes & Vapnik,2000 · Cristianini & Shawe-Taylor, 2000).
Εστιάζοντας piερισσότερο τώρα στο αντικείμενο μελέτης αυτής της διpiλωμα-
τικής, οι Μηχανές Διανυσμάτων Υpiοστήριξης είναι μια μέθοδος εκμάθησης με
εpiίβλεψη η οpiοία χρησιμοpiοιείται τόσο για ταξινόμηση δεδομένων όσο και για piα-
λινδρόμηση. ΄Εχοντας ως δεδομένο ένα σύνολο εκpiαίδευσης, όpiου κάθε piαρατήρη-
ση1 ανήκει σε μια κατηγορία της μεταβλητής αpiόκρισης, ο αλγόριθμος εκpiαίδευσης
για τις SVM piαράγει ένα μη piιθανοθεωρητικό μοντέλο το οpiοίο ταξινομεί τις piαρα-
τηρήσεις του συνόλου εξέτασης στις αντίστοιχες κατηγορίες της αpiόκρισης. Αυτή
η ταξινόμηση γίνεται piιο κατανοητή διότι η μέθοδος δίνει την δυνατότητα γραφικής
1Πρέpiει να τονιστεί ότι δεν μας ενδιαφέρει σε αυτή την μέθοδο με piοιο τρόpiο έχουν αpiοκτηθεί
οι piαρατηρήσεις ούτε το κατά piόσο εpiηρεάζουν οι εpiεξηγηματικές μεταβλητές την μεταβλητή
αpiόκρισης. Το ενδιαφέρον εpiικεντρώνεται αpiοκλειστικά στην εύρεση ακριβών διαχωρισμών των
δεδομένων
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Σχήμα 4.1: Γραφική αναpiαράσταση της μεθόδου SVM για γραμμικώς διαχωρίσιμα
δεδομένα με μεταβλητή αpiόκρισης δύο κατηγοριών. Τα σημεία του γραφήματος
piου είναι κόκκινα και για τις δύο κατηγορίες είναι τα διανύσματα υpiοστήριξης
(support vectors)
αpiεικόνισης του μοντέλου.
Πιο συγκεκριμένα, οι piαρατηρήσεις αντιpiροσωpiεύουν σημεία στο χώρο piου
είναι τοpiοθετημένα με τέτοιο τρόpiο ώστε να είναι εμφανής ο διαχωρισμός τους σε
κατηγορίες αpiό ένα κενό χώρο. Με άλλα λόγια, η εύρεση του κατάλληλου μο-
ντέλου ταυτίζεται με την εύρεση του βέλτιστου διαχωριστικού εpiιpiέδου (seperat-
ing hyperplane) ή αλλιώς ορίου αpiόφασης (decision boundary) χρησιμοpiοιώντας
την piληροφορία piου piαρέχεται αpiό τις εpiεξηγηματικές μεταβλητές ούτως ώστε
ο διαχωρισμός των piαρατηρήσεων σε κατηγορίες να είναι όσο το δυνατόν piιο ο-
μογενής. Η διαδικασία ταξινόμησης ολοκληρώνεται όταν βρεθεί το διαχωριστικό
εpiίpiεδο piου αpiέχει την μεγαλύτερη δυνατή αpiόσταση2 αpiό όλες τις piιθανές κα-
τηγορίες. Το εpiίpiεδο αυτό είναι γνωστό και ως εpiίpiεδο μέγιστου piεριθωρίου
(maximal margin hyperplane).
Οι SVMs αν και δεν είναι μια μέθοδος piου αναpiτύχθηκε αρχικά με σκοpiό να
εξυpiηρετήσει την εpiίλυση στατιστικών piροβλημάτων έχει αpiοδειχτεί ότι μpiορεί
να piροσφέρει ιδιαίτερα ακριβή αpiοτελέσματα σε piρακτικές εφαρμογές όpiως η α-
ναγνώριση ή κατηγοριοpiοίηση κειμένου. Εpiιpiλέον, ενδείκνυται σαν μέθοδος για
την ανάλυση δεδομένων υψηλών διαστάσεων καθώς μας piαρέχει ένα piολύ σημα-
ντικό piλεονέκτημα: ο τρόpiος λειτουργίας της μας εpiιτρέpiει να αpiοφύγουμε την
κατάρα των διαστάσεων3.Αυτό οφείλεται στο γεγονός ότι το βέλτιστο διαχω-
ριστικό εpiίpiεδο δεν εξάγεται με χρήση όλου του όγκου των piαρατηρήσεων των
2όσο μεγαλύτερη είναι η αpiόσταση των κατηγοριών, τόσο μικρότερο το σφάλμα ταξινόμησης
3κατάρα των διαστάσεων (curse of dimensionality): σε αυτόν τον όρο συνοψίζονται όλα τα
piροβλήματα υpiολογιστικής φύσης piου μpiορούν να piροκληθούν λόγω του μεγάλου όγκου των
δεδομένων
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εpiεξηγηματικών μεταβλητών αλλά αpiό ένα υpiοσύνολο αυτών, οι οpiοίες είναι γνω-
στές και ως διανύσματα υpiοστήριξης (support vectors). Με την βοήθεια της
piαραpiάνω εικόνας, βλέpiουμε ότι τα διανύσματα υpiοστήριξης είναι ουσιαστικά οι
piαρατηρήσεις piου αpiέχουν την μικρότερη αpiόσταση αpiό το διαχωριστικό εpiίpiεδο
και αντιpiροσωpiεύουν τις piαρατηρήσεις piου είναι piιο δύσκολο να ταξινομηθούν.
Μέχρι στιγμής, θα μpiορούσε να έχει δημιουργηθεί στον αναγνώστη βάσει της
Εικόνας 4.1 η εντύpiωση ότι ο διαχωρισμός των δεδομένων σε κατηγορίες είναι α-
piοκλειστικά γραμμικός και ότι γίνεται piάντα στις δύο διαστάσεις. Και οι δύο αυτές
υpiοθέσεις όμως δεν ευσταθούν. ΄Οpiως θα piαρουσιαστεί εκτενώς στην εpiόμενη
piαράγραφο, κατά την εφαρμογή του αλγορίθμου της μεθόδου ο διαχωρισμός piου
piροκύpiτει τις piερισσότερες φορές δεν είναι γραμμικός. Αυτό όpiως γνωρίζουμε
και αpiό τις κλασσικές μεθόδους στατιστικής δεν είναι κάτι εpiιθυμητό και piιο συ-
γκεκριμένα στα SVMs δημιουργεί piρόβλημα ως piρος την ασφάλεια piρόβλεψης του
μοντέλου καθώς δεν μpiορεί να οριστεί ένα σαφές μέγιστο piεριθώριο αpiό το διαχω-
ριστικό εpiίpiεδο. Σε αυτό το piρόβλημα έρχονται να δώσουν λύση οι συναρτήσεις
piυρήνα (kernel functions) οι οpiοίες μετασχηματίζοντας καταλλήλως τα δεδομένα
εpiιτυγχάνουν τον γραμμικό διαχωρισμό τους όχι στον χώρο των piαρατηρήσεων
αλλά στο χώρο των εpiεξηγηματικών μεταβλητών, ο οpiοίος είναι υψηλότερης δι-
άστασης αpiό τον χώρο των piαρατηρήσεων.
Στις εpiόμενες piαραγράφους θα υpiάρξει μια αναλυτική piαρουσίαση της θεωρίας
των μηχανών διανυσμάτων υpiοστήριξης για τις διάφορες κατηγορίες piροβλημάτων
piου αναφέραμε piαραpiάνω καθώς και κάpiοια μέτρα αξιολόγησης της μεθόδου.
4.2 Ταξινόμηση στις Μηχανές Διανυσμάτων
Υpiοστήριξης (Support Vector Classifier)
Το piρωταρχικό βήμα για την ταξινόμηση των piαρατηρήσεων ενός συνόλου δεδο-
μένων κατά την εφαρμογή των SVMs είναι η αpiεικόνιση τους στον αντίστοιχο
διανυσματικό χώρο piαρατηρήσεων. Ωστόσο υpiάρχουν piολλές piεριpiτώσεις όσον
αφορά το διαχωριστικό εpiίpiεδο piου piροκύpiτει για την εκάστοτε χαρτογράφηση.
Στόχος της μεθόδου δεν είναι αpiοκλειστικά η piαραγωγή ενός γραμμικού διαχω-
ριστικού εpiιpiέδου αλλά του βέλτιστου piου μpiορεί να υpiάρξει για τις δεδομένες
τιμές μας. Στο υpiόλοιpiο της piαραγράφου, θα piαρουσιαστούν όλες οι δυνατές
piεριpiτώσεις piου μpiορεί να συναντήσει ένας ερευνητής κατά την χρήση της με-
θόδου καθώς και οι τρόpiοι υpiολογισμού αντίστοιχα του βέλτιστου διαχωρισμο-
ύ.Εpiιpiλέον, piρέpiει να τονιστεί ότι για τις piεριpiτώσεις piου θα εξετάσουμε θα χρη-
σιμοpiοιηθεί αpiοκλειστικά δυαδική μεταβλητή αpiόκρισης. Το piως συμpiεριφέρεται
η μέθοδος για μεταβλητές αpiόκρισης piολλαpiλών κατηγορίων θα εξεταστεί στην
τρίτη piαράγραφο του κεφαλαίου.
4.2.1 Γραμμικά SVMs
Μια γραμμική SVM είναι ένας ταξινομητής piου στόχος του είναι η εύρεση του εpiι-
piέδου piου η αpiόσταση/ piεριθώριο του αpiό τις ακραίες piαρατηρήσεις των διαφορε-
τικών κατηγοριών της μεταβλητής αpiόκρισης του piροβλήματος είναι η μεγαλύτερη
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Σχήμα 4.2: Μερικά αpiό τα δυνατά διαχωριστικά εpiίpiεδα piου μpiορούν να piρο-
κύψουν για ένα σύνολο δεδομένων
δυνατή. Για αυτό το λόγο piολλές φορές ο ταξινομητής αυτός αναφέρεται και ως
ταξινομητής μεγίστου piεριθωρίου (maximal margin classifier).
΄Οpiως βλέpiουμε και αpiό την Εικόνα 4.2 το να βρούμε ένα διαχωριστικό εpiίpiε-
δο είναι piολύ εύκολο. Υpiάρχουν άpiειρες ευθείες piου μpiορούμε να χαράξουμε
piροκειμένου να piετύχουμε έναν ομογενή διαχωρισμό των δεδομένων. Αυτό piου
ψάχνουμε όμως είναι η βέλτιστη ευθεία. Σε αυτή την μέθοδο το βέλτιστο δια-
χωριστικό εpiίpiεδο ορίζεται ως αυτό το οpiοίο αpiέχει την μεγαλύτερη αpiόσταση
αpiό την ευθεία piου ορίζεται αpiό τις ακραίες piαρατηρήσεις κάθε κατηγορίας της
μεταβλητής αpiόκρισης. Αυτή η αpiόσταση μεταξύ του διαχωριστικού εpiιpiέδου και
της κάθε ευθείας ή ισοδύναμα η αpiόσταση μεταξύ των δύο ευθειών ονομάζεται piε-
ριθώριο (margin) και piαίζει κυρίαρχο ρόλο στην θεωρία των SVMs. Ειδικότερα,
όσο μεγαλύτερο είναι το piεριθώριο τόσο καλύτερος θα είναι ο διαχωρισμός των
δεδομένων και άρα το μοντέλο θα έχει μικρότερο γενικευμένο σφάλμα. Αντίθετα,
μικρά piεριθώρια δεν είναι εpiιθυμητά διότι το μοντέλο piου piροκύpiτει αpiό αυτά συ-
χνά υpiερpiροσαρμόζει τα δεδομένα και μειώνει την piιθανότητα σωστής piρόβλεψης
στο σύνολο εξέτασης.
Σε μια piιο μαθηματική διατύpiωση, η συσχέτιση του piεριθωρίου με το γενι-
κευμένο σφάλμα του μοντέλου δίνεται αpiό την διαρθρωτική ελαχιστοpiοίηση του
κινδύνου (structural risk minimization-SRM). Το μέτρο αυτό ουσιαστικά piαρέχει
ένα άνω φράγμα στο γενικευμένο σφάλμα του ταξινομητή SVM, το οpiοίο δίνεται
αpiό την σχέση:








όpiου R είναι ο ταξινομητής, Re το σφάλμα εκpiαίδευσης, N ο αριθμός των piαρατη-
ρήσεων και ϕ μια αύξουσα μονότονη συνάρτηση της ικανότητας h του μοντέλου.
Η ικανότητα του μοντέλου είναι αντιστρόφως ανάλογη του piεριθωρίου. Δηλαδή,
μοντέλα με μικρά piεριθώρια έχουν μεγαλύτερη ικανότητα καθώς είναι piιο ευέλι-
κτα και μpiορούν να piροσαρμοστούν σε piερισσότερα του ενός σύνολα δεδομένων
εκpiαίδευσης. Αpiό την άλλη όμως, όσο αυξάνεται η ικανότητα ενός μοντέλου ταυ-
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Σχήμα 4.3: Διαχωριστικό εpiίpiεδο και piεριθώριο μιας SVM
τόχρονα αυξάνεται και το άνω φράγμα του γενικευμένου σφάλματος, κάτι το οpiοίο
είναι αpiευκτέο. Συνεpiώς, το piραγματικό piλεονέκτημα των γραμμικών SVM τα-
ξινομητών βρίσκεται στο γεγονός ότι μpiορούν να μεγιστοpiοιήσουν τα piεριθώρια
αpiό το διαχωριστικό εpiίpiεδο και άρα να ελαχιστοpiοιήσουν στο ελάχιστο δυνατό
το γενικευμένο σφάλμα του μοντέλου.
Προτού piροχωρήσουμε στον τρόpiο κατασκευής του διαχωριστικού εpiιpiέδου
καθώς και στις μεθόδους piου χρησιμοpiοιούνται για την βελτιστοpiοίηση αυτού
piρέpiει να εpiισημάνουμε ένα ακόμα διαχωρισμό στη μελέτη μας: το ότι μpiορούμε
piάντα να φέρουμε μια ευθεία piου να διαχωρίζει τα δεδομένα μας σε κατηγορίες
δεν σημαίνει ότι υpiάρχει piάντα και βέλτιστη ευθεία. Τα δεδομένα για τα οpiοία
ισχύει κάτι τέτοιο ονομάζονται μη διαχωρίσιμα και η μελέτη τους διαφοροpiοιείται
ελαφρώς αpiό αυτή των διαχωρίσιμων.
4.2.1.1 Διαχωρίσιμα δεδομένα
΄Εστω ότι έχουμε ένα δυαδικό piρόβλημα ταξινόμησης όpiου το σύνολο εκpiαίδευσης
αpiοτελείται αpiό N piαρατηρήσεις. Κάθε piαρατήρηση έχει μια τιμή για κάθε μια
αpiό τις p εpiεξηγηματικές μεταβλητές και μια τιμή για την μεταβλητή αpiόκρισης.
Συνεpiώς τα δεδομένα μας είναι ζεύγη της μορφής (x1, y1) , (x2, y2) , . . . , (xN , yN )
όpiου xi ∈ Rp και yi ∈ {−1, 1}. Το διαχωριστικό εpiίpiεδο θα είναι διάστασης p− 1
και θα δίνεται αpiό την σχέση:
f (x) = wΤ · x+ b = 0 (4.1)
όpiου οι w, b είναι piαράμετροι του μοντέλου.
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Εφόσον τα δεδομένα μας χωρίζονται σε δύο κατηγορίες, αpiό την Εικόνα 4.3
βλέpiουμε ότι κάθε piαρατηρήση piου αντιστοιχεί στην κατηγορία +1 είναι piάνω αpiό
το διαχωριστικό εpiίpiεδο και δίνεται αpiό την σχέση w · x + b = k όpiου k > 0.
Αντίστοιχα, για κάθε μια piαρατήρηση piου είναι κάτω αpiό το διαχωριστικό εpiίpiεδο
και ανήκει στην κατηγορία −1, αpiό την ίδια σχέση της αντιστοιχεί μια τιμή k′ < 0.
Συνεpiώς, η piρόβλεψη για το piου ανήκει μια piαρατήρηση x του συνόλου εξέτασης
γίνεται ως εξής:
yi = +1, wx+ b > 0
και
yi = −1, wx+ b < 0 (4.2)
Ο piροσδιορισμός των δύο piαράλληλών ευθειών ως piρος το διαχωριστικό εpiίpiεδο
γίνεται με τον piροσδιορισμό σημείων. Αν θεωρήσουμε ένα σημείο x1 το οpiοίο
ανήκει στην κατηγορία +1 και του αντιστοιχεί μια θετική τιμή k και ένα ακόμα
στοιχείο x2 της κατηγορίας −1 με μια αρνητική τιμή k′ ,με κατάλληλη piροσαρμογή
των piαραμέτρων w, b piροκύpiτουν οι κάτωθι εξισώσεις των δύο ευθειών:
w · x1 + b = 1 (4.3)
w · x2 + b = −1 (4.4)
Για τον υpiολογισμό του piεριθωρίου d, αρκεί να αφαιρέσουμε την εξίσωση (4.4)
αpiό την εξίσωση (4.3):
w · (x1 − x2) = 2⇔ ‖w‖ × d = 2⇔ d = 2‖w‖ . (4.5)
Εκμάθηση μιας γραμμικής SVM
Η εκμάθηση μιας γραμμικής SVM συνίσταται στον υpiολογισμό των piαραμέτρων
w και b piου εξασφαλίζουν το μεγαλύτερο piεριθώριο αpiό το διαχωριστικό εpiίpiεδο.
Η ταξινόμηση των δεδομένων γίνεται με τον εξής συνοpiτικό κανόνα:
G (x) = sign [w · x+ b] (4.6)
Αpiό βασικές γνώσεις γεωμετρίας, η εξίσωση f (x) της (4.1) μας δίνει την αpiόσταση
ενός σημείου x αpiό το διαχωριστικό εpiίpiεδο f (x) = w · x + b = 0. Εφόσον
τα δεδομένα μας είναι διαχωρίσιμα, μpiορούμε να βρούμε μια συνάρτηση f (x) =
w · x + b για την οpiοία αν ισχύει yif (xi) > 0 ∀i, τότε οι piαρατηρήσεις έχουν
ταξινομηθεί σωστά. Αν piροστεθούν δε και τα συμpiεράσματα των εξισώσεων (4.3)
και (4.4), τότε το piρόβλημα είναι ουσιαστικά να ευρεθούν τα w, b piου ικανοpiοιούν
τον piεριορισμό:
yif (xi) ≥ 1, i = 1, 2, . . . , N. (4.7)
Εpiιpiλέον, αpiό την σχέση (4.5) η μεγιστοpiοίηση του piεριθωρίου είναι ισοδύναμη
με την ελαχιστοpiοίηση του ‖w‖ ή ισοδύναμα του ‖w‖22 4. Το piλήρες piρόβλημα
4η εpiιλογή αυτού του μετασχηματιμού εpiιτρέpiει την χρήση βελτιστοpiοίησης Τετραγωνικού
Προγραμματισμού (quadratic programming)
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υpiό τον piεριορισμό yif (xi) ≥ 1, i = 1, 2, . . . , N. (4.8)
Αpiό την piαραpiάνω εξίσωση βλέpiουμε ότι η αντικειμενική συνάρτηση είναι τε-
τραγωνική ενώ συνολικά το piρόβλημα είναι κυρτό και μpiορεί να εpiιλυθεί με την
βοήθεια της μεθόδου piολλαpiλασιαστών του Lagrange. Για να μpiορέσουμε να χρη-








λi (yif (xi)− 1) (4.9)
όpiου λi ≥ 0 είναι οι piολλαpiλασιαστές Lagrange. Ο λόγος piου η Λανγκρατζιανή
συνάρτηση έχει αυτή την μορφή δεν είναι τυχαίος. Εκτός αpiό την αντικειμενική
συνάρτηση, ο λόγος piου εpiιλέχθηκε να αφαιρείται ο piεριορισμός αpiό την αντικειμε-













λiyi = 0. (4.11)
Ωστόσο, και piάλι δεν μpiορούμε να piάρουμε λύση για το piρόβλημα διότι οι piολ-
λαpiλασιαστές Lagrange είναι άγνωστοι. Οι συντελεστές λi θα μpiορούσαν να
υpiολογιστούν εύκολα αν στην εξίσωση (4.7) κρατούσαμε μόνο την ισότητα. ΄Ετσι
θα είχαμε N εξισώσεις οι οpiοίες μαζί με τις σχέσεις (4.10) και (4.11) θα μας έδιναν
όλες τις αpiοδεκτές λύσεις για τα w, b και λi. Η μετατροpiή των ανισοτήτων της
σχέσης (4.7) σε ισότητες οδηγεί με την σειρά της στην εpiιβολή των piαρακάτω piε-
ριορισμών για τους piολλαpiλασιαστές λi, οι οpiοίοι είναι γνωστοί και ως συνθήκες
των Karush-Kuhn-Tucker (ΚΚΤ):
λi ≥ 0 (4.12)
λi (yif (xi)− 1) = 0. (4.13)
Η piληροφορία piου piαρέχει ο piαραpiάνω piεριορισμός είναι ότι για μια piαρατήρηση
xi ο αντίστοιχος piολλαpiλασιαστής της λi > 0 αν και μόνο αν yif (xi) = 1. Αν
ισχύει κάτι τέτοιο, τότε αυτή η piαρατήρηση θα κείται piάνω σε κάpiοια αpiό τις δύο
piαράλληλες ως piρος το διαχωριστικό εpiίpiεδο ευθείες και θα είναι ένα διάνυσμα
υpiοστήριξης. Οι piαρατηρήσεις για τις οpiοίες ισχύει λi = 0 θα είναι εκατέρω-
θεν των δύο αυτών ευθειών. Σε αυτό το σημείο συνεpiώς με την βοήθεια των
σχέσεων (4.10) και (4.13) βλέpiουμε ότι εξάγεται ένα piολύ σημαντικό συμpiέρα-
σμα: οι piαράμετροι w, b piου χαρακτηρίζουν το διαχωριστικό εpiίpiεδο εξαρτώνται
αpiοκλειστικά και μόνο αpiό τα διανύσματα υpiοστήριξης.
75
Κεφάλαιο 4. Μηχανές Διανυσμάτων Υpiοστήριξης (Support Vector Machines)
Αντικαθιστώντας τώρα το αpiοτελέσματα των σχέσεων (4.10) και (4.11) στην






















όpiου Hij = yiyjxixj .Η εξίσωση (4.14) είναι η διpiλή μορφή της (4.9) και η δια-
φορά της είναι ότι piεριλαμβάνει μόνο τους piολλαpiλασιαστές και τα δεδομένα αpiό
το σύνολο εκpiαίδευσης5 ενώ οι λύσεις piου δίνει είναι αpiολύτως ισοδύναμες. Εpiι-
piλέον, εpiειδή ο τετραγωνικός όρος της εξίσωσης έχει piλέον αρνητικό piρόσημο,
δεν έχουμε να λύσουμε ένα piρόβλημα ελαχιστοpiοίησης αλλά μεγιστοpiοίησης. Η
σχέση (4.14) και αυτή με την σειρά αpiοτελεί ένα κυρτό τετραγωνικό piρόβλημα
βελτιστοpiοίησης το οpiοίο μpiορεί να εpiιλυθεί με Τετραγωνικό piρογραμματισμό ε-
piιστρέφοντας ως αpiοτέλεσμα τους piολλαpiλασιαστές λi. Γνωρίζοντας τα λi , αpiό
την σχέση (4.10) piαίρνουμε το w και ακολούθως αντικαθιστούμε την σχέση (4.11)
στην (4.10). Τέλος, με χρήση της σχέσης (4.7) και βρίσκοντας τον μέσο όρο των
piαρατηρήσεων xi υpiολογίζεται το b . ΄Εχοντας piλέον στα χέρια μας τις τιμές w, b
μpiορούμε να ορίσουμε το βέλτιστο διαχωριστικό εpiίpiεδο και κατ΄ εpiέκταση την
μηχανή SVM.
4.2.1.2 Μη διαχωρίσιμα δεδομένα
Τα μη διαχωρίσιμα δεδομένα δεν αpiοτελούν τόσο μια διαφορετική κατηγορία piρο-
βλήματος αλλά piερισσότερο μια εpiέκταση της μελέτης piάνω στις γραμμικές μη-
χανές SVM. Ξεκινώντας κατ ΄ αρχάς, με τον όρο μη διαχωρίσιμα εννοούμε τα
δεδομένα τα οpiοία δεν είναι piλήρως διαχωρισμένα, δηλαδή ανάμεσα τους υpiάρχουν
και piαρατηρήσεις δεν έχουν ταξινομηθεί σωστά και ανήκουν στον ενδιάμεσο χώρο
piου ορίζουν οι δύο ευθείες των διανυσμάτων υpiοστήριξης .
Προκειμένου να ταξινομηθούν σωστά αυτές οι piαρατηρήσεις θα χρειαστεί να
χαλαρώσουμε λίγο τους piεριορισμούς piου θέσαμε στην σχέση (4.8) για να εpiι-
τρέpiουν τα ελαφρώς μη ταξινομημένα στοιχεία. Αυτό θα γίνει με την εισαγωγή
μιας θετικής χαλαρής μεταβλητής (slack variable) ξ = {ξ1, ξ2, . . . , ξΝ} , ξi ≥ 0 piου
εκτιμά την αpiόσταση αpiό το σημείο της εσφαλμένα ταξινομημένης piαρατήρησης
μέχρι την ευθεία των διανυσμάτων υpiοστήριξης piου αντιστοιχεί στην κατηγορία
piου θα έpiρεpiε να ανήκουν. ΄Οσο μεγαλύτερη είναι η αpiόσταση του σημείου αpiό
την ευθεία, τόσο μεγαλύτερη είναι και η τιμή της χαλαρής μεταβλητής. Προφα-
νώς, η μεταβλητή piαίρνει την τιμή 0 για τις σωστά ταξινομημένες piαρατηρήσεις
εκατέρωθεν των δύο ευθειών των διανυσμάτων υpiοστήριξης. Με την εισαγωγή
της νέας αυτής μεταβλητής, οι εξισώσεις (4.2), (4.3) και (4.4) μετασχηματίζονται
ως εξής:
w · xi + b ≥ +1− ξi, για yi = +1 (4.15)
5αυτό το τέχνασμα θα αpiοδειχθεί piολύ σημαντικό κατά την χρήση συναρτήσεων-piυρήνα piου
θα δούμε piαρακάτω
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Σχήμα 4.4: Διαχωριστικό εpiίpiεδο για μια γραμμική μηχανή SVM μη διαχωριζόμε-
νων δεδομένων
w · xi + b ≤ −1 + ξi, για yi = −1 (4.16)
όpiου ξι ≥ 0 ∀i. Αντίστοιχα, ο συνδυασμός αυτών των εξισώσεων-piεριορισμών
οδηγεί στην συνοpiτική μορφή:
w · xi + b− 1 + ξi ≥ 0, ξi ≥ 0 ∀i (4.17)
Εφόσον έχουμε το σύνολο το piεριορισμών μας θα μpiορούσε κανείς να piει ότι το ε-
piόμενο βήμα στην ανάλυση θα ήταν να χρησιμοpiοιήσουμε και piάλι την σχέση (4.9)
piροκειμένου να υpiολογίσουμε κατά την piαραpiάνω διαδικασία το διαχωριστικό ε-
piίpiεδο. Αυτό όμως θα ήταν λάθος, διότι σε αντίθεση με τα piλήρως διαχωριζόμενα
δεδομένα, στην piερίpiτωση piου εξετάζεται τώρα δεν υpiάρχουν κανείς piεριορισμός
για τον αριθμό των εσφαλμένων ταξινομήσεων piου μpiορεί να piροκύψουν αpiό την
κατασκευή του διαχωριστικού εpiιpiέδου. Αυτό piρακτικά σημαίνει ότι το διαχωρι-
στικό εpiίpiεδο piου θα piροέκυpiτε θα είχε ναι μεν μεγάλο piεριθώριο αλλά θα ταξινο-
μούσε λάθος τις piαρατηρήσεις. Σε αυτού του είδους το piρόβλημα έρχεται να δώσει
λύση η μέθοδος μαλακού piεριθωρίου (soft margin), η οpiοία ουσιαστικά θέτει
τους όρους για την μεγιστοpiοίηση του piεριθωρίου με ταυτόχρονη ελαχιστοpiοίηση
των λάθος κατηγοριοpiοιήσεων.
Σύμφωνα με την μέθοδο, για να αpiοτραpiεί ο μεγάλος αριθμός εσφαλμένων
piαρατηρήσεων, η σχέση (4.9) θα τροpiοpiοιηθεί καταλλήλως με την εισαγωγή μιας
piαραμέτρου piοινής C, η οpiοία θα αυξάνει όταν η αpiόσταση των εσφαλμένα ταξινο-
μημένων σημείων αpiό την εκάστοτε ευθεία των διανυσμάτων υpiοστήριξης piαίρνει











υpiό τον piεριορισμό της εξίσωσης (4.17). Η τροpiοpiοιημένη Λανγκρατζιανή piου
ακολουθεί θα ελαχιστοpiοιείται σε σχέση με τις w, b και ξi και θα μεγιστοpiοιείται
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όpiου οι δύο piρώτοι όροι αpiοτελούν την αντικειμενική συνάρτηση piου piρέpiει να
ελαχιστοpiοιηθεί, ο τρίτος όρος τους piεριορισμούς αpiό την ανισότητα (4.17) για τις
χαλαρές μεταβλητές και ο τελευταίος όρος εκφράζει την θετικότητα των χαλαρών
μεταβλητών. Αντίστοιχα piάλι, οι ανισοτικές σχέσεις (4.17) των piεριορισμών του
piροβλήματος μpiορούν να μετασχηματιστούν κατά τον ίδιο τρόpiο στις συνθήκες
Karush-Kuhn-Tucker (ΚΚΤ):
ξi ≥ 0, λi ≥ 0, µi ≥ 0 (4.20)
λi {yif (xi)− 1 + ξι} = 0 (4.21)
µiξi = 0 (4.22)
Διαφορίζοντας την LP ως piρος τις w, b και ξi και τις θέτουμε ίσες με 0:
∂LP
∂w









λiyi = 0 (4.24)
∂LP
∂ξi
= 0⇒ C = µi + λι (4.25)
Στην εξίσωση (4.25) βρίσκεται κρυμμένος ένας ακόμα piεριορισμός για τους piολλα-
piλασιαστές λi. Αpiό την θεωρία της μεθόδου piολλαpiλασιαστών Lagrange ξέρουμε
ότι λi ≥ 0. Ωστόσο, αpiό την σχέση (4.25) βλέpiουμε ότι το λi δεν θα μpiορούσε
piοτέ να είναι μεγαλύτερο του C. Συνεpiώς, ο piεριορισμός των λi για το piρόβλη-
μα των μη διαχωριζόμενων δεδομένων σε μια γραμμική SVM είναι 0 ≤ λi ≤ C.
Αντικαθιστώντας τις τρεις piαραpiάνω εξισώσεις στην Λανγκρατζιανή της σχέσης



























το οpiοίο εpiιλύεται piάλι αριθμητικά με τετραγωνικό piρογραμματισμό για τον υ-
piολογισμό των piολλαpiλασιαστών λi. Στη συνέχεια,για τον υpiολογισμό και των
υpiολοίpiων piαραμέτρων του διαχωριστικού εpiιpiέδου, οι τιμές των λi αντικαθίστα-
νται στις εξισώσεις (4.23)-(4.25) και στις συνθήκες (ΚΚΤ).
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4.2.2 Μη-γραμμικές SVMs
Στην piροηγούμενη piαράγραφο αναλύθηκαν όλες οι piιθανές piεριpiτώσεις για την
ταξινόμηση δεδομένων με γραμμικό διαχωριστικό εpiίpiεδο. ΄Ομως δεν είναι όλα
τα δεδομένα γραμμικώς διαχωρίσιμα. Για την piερίpiτωση των δεδομένων αυτών
έχει αναpiτυχθεί μια ξεχωριστή μεθοδολογία SVM piου έχει ως κεντρική ιδέα την
μεταφορά των δεδομένων αpiό τον αρχικό χώρο συντεταγμένων x σε ένα χώρο
Φ(x) στον οpiοίο θα είναι εφικτή η κατασκευή γραμμικού διαχωριστικού εpiιpiέδου.
Την διαδικασία αυτή έρχονται να piραγματοpiοιήσουν οι συναρτήσεις piυρήνα (kernel
functions) piου θα αναpiτυχθούν piαρακάτω.
4.2.2.1 Εκμάθηση μη-γραμμικών SVMs
΄Εστω ένα σύνολο δεδομένων εκpiαίδευσης με μια δυαδική μεταβλητή αpiόκρισης
για το οpiοίο το διαχωριστικό εpiίpiεδο piου piροκύpiτει με εφαρμογή του αλγορίθ-
μου SVM δεν είναι γραμμικό. Εφόσον, το piρόβλημα αυτό είναι αpiόρροια της
κακής τοpiοθέτησης των δεδομένων στον χώρο των piαρατηρήσεων, μια piιθα-
νή λύση για την αντιμετώpiισή του είναι η εύρεση μιας μη γραμμικής συνάρτησης
Φ(x) piου να μεταφέρει τα δεδομένα αpiό τον χώρο των piαρατηρήσεων σε ένα νέο
χώρο, όpiου το διαχωριστικό εpiίpiεδο θα ήταν γραμμικό. Για να γίνει piερισσότερο
κατανοητή η χρήση αυτής της συνάρτησης piαραθέτουμε το ακόλουθο piαράδειγμα:
Παράδειγμα: ΄Εστω η συνάρτηση στόχου piου αφορά το νόμο του Νεύτωνα
για την βαρύτητα piου εκφράζει την βαρυτική δύναμη μεταξύ δύο σωμάτων m1,m2
σε αpiόσταση r αpiό το έδαφος
y = f (m1,m2, r) = G
m1m2
r2
Οι piαρατηρούμενες piοσότητες (εpiεξηγηματικές μεταβλητές) είναι οι μάζες m1,m2
και η αpiόσταση r. Με βάση την piαραpiάνω εξίσωση αλλά και όσα είpiαμε στην
piροηγούμενη piαράγραφο για τις γραμμικές SVMs είναι piροφανές ότι το piρόβλημα
αυτό δεν εμpiίpiτει στην κατηγορία των γραμμικών SVMs. Ωστόσο, μια μικρή
αλλαγή στις συντεταγμένες
(m1,m2, r) 7→ (x, y, z) = (lnm1, lnm2, ln r)
θα μpiορούσε να δώσει την piαρακάτω αpiεικόνιση
g (x, y, z) = ln f (m1,m2, r) = lnG+ lnm1 + lnm2 − 2 ln r = G′ + x+ y − 2z
piου είναι μια γραμμική συνάρτηση, στην οpiοία μpiορεί κατ΄ εpiέκταση να εφαρμοστεί
η θεωρία των γραμμικών SVMs.
Συνεpiώς, η εκμάθηση της SVM δεν βασίζεται piλέον piάνω στις piαρατηρήσεις
xi αλλά στις μετασχηματισμένες Φ(xi). Αυτή η τροpiοpiοίηση των δεδομένων με-
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Σχήμα 4.5: Αpiεικόνιση των δεδομένων αpiό τον χώρο των piαρατηρήσεων στον
χώρο των εpiεξηγηματικών μεταβλητών με την συνάρτηση Φ και κατασκευή του
γραμμικού διαχωριστικού εpiιpiέδου
υpiό τον piεριορισμό yi (w · Φ(xi)+b) ≥ 1, i = 1, 2, . . . , N. (4.27)
Συγκρίνοντας αυτό το piρόβλημα με το αντίστοιχο των γραμμικών SVMs, piαρα-
τηρούμε ότι η μόνη τους διαφορά εντοpiίζεται στην αντικατάσταση των αρχικών
δεδομένων αpiό τα τροpiοpiοιημένα. Είναι φανερό ότι ο τρόpiος εpiίλυσης του piρο-
βλήματος piαραμένει ίδιος κατά τα γνωστά. Η Λανγκρατζιανή για το piρόβλημα των




















 = 0 (4.30)
όpiου οι piολλαpiλασιαστές λi piροσδιορίζονται με χρήση τετραγωνικού piρογραμμα-
τισμού.
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4.2.2.2 Συναρτήσεις Πυρήνα (Kernel Functions)
Στην piροηγούμενη ενότητα αpiοφύγαμε εσκεμμένα να δώσουμε διευκρινίσεις σε ένα
piολύ σημαντικό ερώτημα: piοια ή piοιες είναι οι συναρτήσεις piου θα μας εpiιτρέpiουν
κάθε φορά τον γραμμικό διαχωρισμό των δεδομένων. Προφανώς, μια οpiοιαδήpiοτε
συνάρτηση piου δίνει ένα γραμμικό διαχωρισμό δεν είναι το ζητούμενο σε αυτή την
piερίpiτωση καθώς μpiορεί να αpiοδειχθεί μια piολύ ακριβή υpiολογιστικά διαδικασία
σε χώρους υψηλότερων διαστάσεων. Την αpiάντηση σε αυτό το ερώτημα έρχεται να
δώσει η μέθοδος συναρτήσεων piυρήνα, θέτοντας τους αpiαραίτητους piεριορισμούς.
Η μέθοδος των συναρτήσεων piυρήνα είναι αpiό τις piλέον δημοφιλείς και αpiο-
τελεσματικές στον τομέα της μηχανικής εκμάθησης. Το σκεpiτικό τους βασίζεται
στο τέχνασμα του piυρήνα (kernel trick) το οpiοίο μpiορεί να εφαρμοστεί σε κάθε
γραμμικό αλγόριθμο piου βασίζεται σε δεδομένα αpiό την άpiοψη των εσωτερικών
γινομένων μεταξύ των piαρατηρήσεων.
Για να εξηγήσουμε καλύτερα τον ρόλο των εσωτερικών γινομένων στην μέθοδο
θα θεωρήσουμε ότι έχουμε ένα piίνακα δεδομένων N ×M , όpiου N είναι ο αριθμός
των piαρατηρήσεων καιM ο αριθμός των μεταβλητών (εpiεξηγηματικών και αpiόκρι-
σης). Για τον piίνακα αυτό θα εκτελέσουμε ένα τυpiικό διάγραμμα διασpiοράς, στο
οpiοίο οι piαρατηρήσεις τοpiοθετούνται στο διανυσματικό χώρο piου ορίζεται αpiό τις
μεταβλητές. Στη συνέχεια, θα κατασκευάσουμε τον συμμετρικό M ×M piίνακα
εξωτερικού γινομένου (cross- product matrix) των δεδομένων, όpiου κάθε μη-
διαγώνιο στοιχείο εκφράζει το μέτρο της συσχέτισης μεταξύ δύο μεταβλητών6. Ο
λόγος piου μpiήκαμε στη διαδικασία να κατασκευάσουμα αυτόν το piίνακα δεν είναι
άλλος αpiό τον ορισμό του εσωτερικού γινομένου μεταξύ των piαρατηρήσεων, μιας
και το άθροισμα7 των εξωτερικών γινομένων δύο piαρατηρήσεων, έστω i και j,
ισούται με το εσωτερικό τους γινόμενο.
Στην στατιστική έχουμε δει αρκετές φορές ότι το εσωτερικό γινόμενο δύο piα-
ρατηρήσεων xi, xj θεωρείται ως ένα μέτρο συσχέτισης τους. Το τέχνασμα του
piυρήνα εpiιτρέpiει ουσιαστικά τον αpiολύτως ανάλογο ορισμό αυτού του μέτρου
συσχέτισης μέσω του εσωτερικού γινομένου και για τις μετασχηματισμένες piαρα-
τηρήσεις Φ (xi) ,Φ(xj) θέτοντας:
K (xi, xj) = Φ(xi)Φ (xj) (4.31)
Η συνάρτηση K (xi, xj) αpiοτελεί το ισοδύναμο μέτρο συσχέτισης piαρατηρήσεων
στον μετασχηματισμένο χώρο και ονομάζεται συνάρτηση piυρήνα. Μερικές ευρέως
γνωστές συναρτήσεις piυρήνα piου μpiορεί να συναντήσει κανείς σε σχετική με τις
SVMs βιβλιογραφία είναι οι:
Πολυωνυμική d−ου βαθμού: K (xi, xj) = (1 + xixj)d
Ακτινικής Βάσης: K (xi, xj) = exp
(
−γ (xi − xj)2
)
Νευρωνικών Δικτύων: K (xi, xj) = tanh (κ1 (xixj) + κ2)
6με την χρήση κατάλληλης κλιμακοpiοίησης ο piίνακας μετασχηματίζεται σε έναν τυpiικό piίνακα
συσχέτισης
7το άθροισμα αυτό αpiοτελεί ουσιαστικά την αpiόσταση μεταξύ των piαρατηρήσεων i και j
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Σχήμα 4.6: Αpiεικόνιση των δεδομένων με χρήση συνάρτησης piυρήνα
Το βασικότερο piλεονέκτημα piου μας piροσφέρει ο ορισμός αυτής της συνάρ-
τησης είναι ότι piλέον δεν χρειάζεται να γνωρίζουμε την ακριβή τιμή της Φ. Αυτό
γίνεται γιατί κάθε συνάρτηση piυρήνα piου χρησιμοpiοιείται σε piρόβλημα εύρεσης
γραμμικού εpiιpiέδου για μη γραμμικές SVMs piρέpiει να ικανοpiοιεί το ακόλουθο
θεώρημα:
Θεώρημα Mercer : Μια συνάρτηση piυρήνα K ορίζεται ως το εσω-
τερικό γινόμενο
K (xi, xj) = Φ (xi)Φ (xj)





dx είναι piεpiερασμένο, ισχύει ότι:
∫
K (xi, xj) g (x) g (y) dxdy ≥ 0.
Το θεώρημα του Mercer μας εξασφαλίζει ότι η συνάρτηση piυρήνα θα εκφράζε-
ται piάντα σαν το εσωτερικό γινόμενο δύο μετασχηματισμένων piαρατηρήσεων σε
ένα χώρο υψηλών διαστάσεων. Το συμpiέρασμα αυτό είναι κομβικής σημασίας
για το υpiολογιστικό κομμάτι της μεθόδου καθώς οι συναρτήσεις piυρήνα είναι
σαφώς οικονομικότερες υpiολογιστικά αpiό την συνάρτηση Φ. Εpiιpiλέον, αpiό τις
σχέσεις (4.31-4.34) βλέpiουμε ότι η συνάρτηση piυρήνα υpiολογίζεται αpiό τις αρ-
χικές piαρατηρήσεις και όχι αpiό τις μετασχηματισμένες. Εpiομένως, υpiολογιστικά
θέματα piου μpiορούν να piροκύψουν8 αpiό τον μετασχηματισμό των δεδομένων ε-
ξαλείφονται. Κλείνοντας, ο χώρος piου piαράγεται με την χρήση piυρήνων στις
SVMs ονομάζεται χώρος Hilbert αναpiαραγόμενου piυρήνα (Reproducing Kernel
8και σχετίζονται με την κατάρα των διαστάσεων
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Hilbert Space- RKHS). Για piερισσότερες piληροφορίες piάνω στις συναρτήσεις piυ-
ρήνα στην ταξινόμηση piαραpiέμpiουμε τον αναγνώστη στους Herbrich (2002) και
N.Cristianini,J.Shawe-Taylor (2000).
4.3 Ταξινόμηση στις SVMs για piροβλήματα
piολλαpiλών κατηγοριών
Οι μηχανές διανυσμάτων υpiοστήριξης είναι αpiό τον ορισμό τους ταξινομητές για
δυαδικά piροβλήματα. Αυτό δεν σημαίνει ωστόσο ότι δεν μpiορούν να χρησιμοpiοι-
ηθούν σαν τεχνική ταξινόμησης για piροβλήματα με μεταβλητές αpiόκρισης piολλα-
piλών κατηγοριών. Σε αυτή την piαράγραφο θα piαρουσιάσουμε κάpiοιες αpiό τις
τεχνικές piου έχουν αναpiτυχθεί και συνδυάζουν ταξινομητές δυαδικών piροβλη-
μάτων με τελικό στόχο την κατασκευή ενός ταξινομητή SVM για piροβλήματα
όpiου η μεταβλητή αpiόκρισης έχει K > 2 κατηγορίες.
Η piρώτη piροσέγγιση piου piροτάθηκε για την αντιμετώpiιση του piροβλήματος
ήταν αpiό τον Vapnik (1998) και αφορούσε στην κατασκευή K διαφορετικών δυα-
δικών piροβλημάτων για ένα piρόβλημα με K κατηγορίες στην μεταβλητή αpiόκρι-
σης. Αναλυτικότερα, έστω ότι εpiιλέγουμε την κατηγορία k αpiό το σύνολο των
K κατηγοριών της αpiόκρισης. Αν θέσουμε την τιμή +1 στην κατηγορία k piου
εpiιλέξαμε και στις υpiόλοιpiες K − 1 κατηγορίες την τιμή −1, piροκύpiτει άμεσα
ένα δυαδικό piρόβλημα, το οpiοίο μpiορεί να λυθεί κατά τα γνωστά. Η ίδια διαδικα-
σία εpiαναλαμβάνεται για κάθε μια αpiό τις κατηγορίες της αpiόκρισης και μας δίνει
στο σύνολο K (K − 1) /2 δυαδικά piροβλήματα. Η μέθοδος αυτή είναι γνωστή
και ένας-εναντίον-των-υpiολοίpiων (one-against-the-rest). Για κάθε piαρατήρη-
ση του συνόλου εξέτασης, η ταξινόμηση γίνεται με βάση τη σχέση:
y (x) = max
k
yk (x) .
Η piαραpiάνω τεχνική, αν και φαίνεται αpiλή στην εφαρμογή της, εμφανίζει τα δύο α-
κόλουθα σημαντικά piροβλήματα. Πρώτον, η ομαδοpiοίηση κατηγοριών piου κάνου-
με σε κάθε ένα αpiό τα K δυαδικά piροβλήματα μpiορεί να οδηγήσει σε ασυνεpiή
αpiοτελέσματα διότι εpiιτρέpiει στις piαρατηρήσεις να κατατάσσονται ταυτόχρονα σε
διάφορες κατηγορίες. Το δεύτερο piρόβλημα εντοpiίζεται στο ότι τα σύνολα εκ-
piαίδευσης piου χρησιμοpiοιούνται σε κάθε δυαδικό piρόβλημα δεν είναι ισορροpiη-
μένα. Για να αντιληφθεί ο αναγνώστης την έννοια του ισορροpiημένου συ-
νόλου piαραθέτουμε το κάτωθι piαράδειγμα:
Παράδειγμα: ΄Εστω ότι έχουμε ένα σύνολο εκpiαίδευσης όpiου η
μεταβλητή αpiόκρισης έχει δέκα κατηγορίες. ΄Ολες οι κατηγορίες έχουν
ισάριθμες piαρατηρήσεις. ΄Αρα, για την εpiίλυση του εκάστοτε δυαδικού
piροβλήματος θα έχουμε 10% θετικές piαρατηρήσεις και 90% αρνητικές!
Με άλλα λόγια, το piρόβλημα έχει χάσει την συμμετρία του.
Για να διορθωθεί το θέμα piου piροκύpiτει με την ισορροpiία των συνόλων εκpiαίδευ-
σης, οι Lee et al.(2001) piρότειναν μια ελαφριά piαραλλαγή της ένας-εναντίον-των-
υpiολοίpiων τεχνικής. Σύμφωνα με αυτή την piρόταση, κατά την ομαδοpiοίηση των
83
Κεφάλαιο 4. Μηχανές Διανυσμάτων Υpiοστήριξης (Support Vector Machines)
κατηγοριών της μεταβλητής αpiόκρισης, η εpiιλεγμένη την κάθε φορά κατηγορία θα
piαίρνει την τιμή +1 ενώ οι υpiόλοιpiες κατηγορίες την τιμή − 1K−1 .
Η δεύτερη piροσέγγιση για την ταξινόμηση σε piροβλήματα piολλαpiλών κατη-
γοριών ακολουθεί την ίδια λογική ως piρος την κατασκευή των δυαδικών piροβλη-
μάτων αλλά διαφοροpiοιείται ως piρος την εκτέλεση. Σε αντίθεση με την piροηγο-
ύμενη μέθοδο όpiου κατασκευάστηκαν ξεχωριστά K (K − 1) /2 ταξινομητές, εδώ
η κατασκευή όλων των δυνατών ταξινομητών γίνεται ταυτόχρονα. Η ταξινόμηση
των piαρατηρήσεων του συνόλου εξέτασης γίνεται με ένα σύστημα ψήφων. Η
piαρατήρηση τοpiοθετείται στην κατηγορία με τον μεγαλύτερο αριθμό ψήφων.
Η piαραpiάνω διαδικασία είναι γνωστή και ως ένας-εναντίον-ενός (one-against-
one). Το βασικό μειονέκτημα αυτής της μεθόδου γίνεται αισθητό για piολύ μεγάλο
αριθμό κατηγοριών καθώς όσο αυξάνουν οι κατηγορίες ανάλογα αυξάνει και ο
χρόνος εκpiαίδευσης. Αντίστοιχα, χρονοβόρα διαδικασία είναι και η ταξινόμηση
των δεδομένων του συνόλου εξέτασης λόγω των αρκετών υpiολογισμών.
Εν κατακλείδι, η ταξινόμηση για piροβλήματα piολλαpiλών κατηγοριών στις SVMs
είναι ακόμα ένας ενεργός ερευνητικός κλάδος. Ωστόσο, piαρά τα μειονεκτήμα-
τα piου piαρουσιάζουν οι piαραpiάνω τεχνικές, η μέθοδος του ενός-εναντίον-των-
υpiολοίpiων εpiικρατεί έναντι αυτής του ενός-εναντίον-ενός και θεωρείται η piιο
διαδεδομένη στη χρήση της.
4.4 Βελτίωση της αpiόδοσης ενός μοντέλου
SVM
Είδαμε ότι κατά την δημιουργία ενός μοντέλου SVM, κεντρικό ρόλο διαγραμ-
ματίζουν οι piαράμετροι w, b, οι οpiοίες με την χρήση κατάλληλων μαθηματικών
μεθόδων, βελτιστοpiοιούνται με στόχο την εύρεση του ακριβέστερου γραμμικού ε-
piιpiέδου. Συνήθως όμως, εξαιτίας του μεγάλου αριθμού δεδομένων piου καλούνται
να αξιοpiοιήσουν οι μέθοδοι βελτιστοpiοίησης, η γενικότερη διαδικασία piαραγωγής
του μοντέλου καταλήγει να είναι αρκετά χρονοβόρα. Ενδεικτικά αναφέρουμε ότι
μια τέτοια αρκετά διαδεδομένη μέθοδος είναι το piλέγμα αναζήτησης (GS).
Είναι φανερό λοιpiόν ότι και σε αυτή την μεθοδο ταξινόμησης είναι η piαραγωγή
ενός ακριβούς και ταυτόχρονα σύντομου σε εκτέλεση μοντέλου. Στην piροσpiάθειες
για την μείωση του υpiολογιστικού χρόνου των SVM έχουν συμβάλλει κατά καιρούς
αρκετές εpiιστημονικές piροτάσεις χωρίς αυτό όμως να σημαίνει ότι οι έρευνες έχουν
σταματήσει. Οι Ou et al.(2003) piρότειναν ένα μηχανισμό μείωσης των δεδομένων
piροκειμένου να εξοικονομήσουμε χρόνο για την piεράτωση της μεθόδου. Αpiό τα
piειραματικά αpiοτελέσματα δε, έχει αpiοδειχθεί ότι η εpiιτάχυνση της διαδικασίας
έχει το ελάχιστο δυνατό κόστος στην ακρίβεια του μοντέλου. Τον εpiόμενο χρόνο,
οι Zhu et al.(2004), έχοντας ως κεντρικό αντικείμενο το piλέγμα αναζήτησης (GS),
piρότειναν έναν ενιαίο σχεδιασμό (uniform design-UD), ο οpiοίος σε συνδυασμό
με την χρήση της μεθόδου piαλινδρόμησης των μηχανών διανυσμάτων υpiοστήριξης
(Support Vector Regression-SVR), μειώνει σημαντικά το κόστος υpiολογισμού και
άρα εpiιταχύνει την διαδικασία. Στο ίδιο μήκος κύματος, μια άλλη piροσέγγιση έγινε
αpiό τους Lebrun et al.(2006), οι οpiοίοι piρότειναν μια νέα μέθοδο μάθησης για
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την κατασκευή δίτιμης συνάρτησης αpiοφάσεων (Binary Decision Function-BDF)
στις SVMs. Μέσω αυτής της μεθόδου μειώνεται η piολυpiλοκότητα του μοντέλου
και καθίσταται αpiοτελεσματικότερη η γενίκευση. Τέλος, οι Hwang et al.(2007)
piρότειναν ένα σύνολο ενιαίων σχεδιασμών για την εύρωστη (robust) και αυτόματη
εpiιλογή του μοντέλου στις SVMs. Σύμφωνα με αυτή την μέθοδο, εpiιλέγεται ένα
σύνολο υpiοψήφιων συνδυασμών των piαραμέτρων και εκτελείται μια k-fold cross
validation για να αξιολογηθεί η αpiόδοση του κάθε συνδυασμού. Ο συνδυασμός
με την καλύτερη αpiόδοση αpiοτελεί και το ζητούμενο μοντέλο.
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Ως αpiόδοση ενός μοντέλου ορίζουμε την ικανότητα σωστής piρόβλεψης του piάνω
σε ένα σύνολο τυχαίων δεδομένων εξέτασης. Η αξιολόγηση της αpiόδοσης έχει κα-
θοριστικό ρόλο στην συνολική διαδικασία της εpiεξεργασίας μιας βάσης δεδομένων
καθώς αpiοτελεί ένα μέτρο της piοιότητας του τελικώς εpiιλέγομενου μοντέλου είτε
καθορίζει την εpiόμενη μέθοδο εκμάθησης piου piρέpiει να ακολουθήσει ο ερευνητής.
Σε αυτό το κεφάλαιο θα δώσουμε αρχικά κάpiοια θεωρητικά στοιχεία piου αφορούν
την αpiόδοση ενός μοντέλου και στη συνέχεια θα piαρουσιάσουμε κάpiοιες βασικές
μεθόδους για την αξιολόγηση της αpiόδοσης του εκάστοτε μοντέλου.
5.2 Μεροληψία, Διασpiορά και Πολυpiλοκότη-
τα μοντέλου
Πριν piροχωρήσουμε στην piαράθεση των εννοιών του τίτλου της piαραγράφου,
θα ορίσουμε piρώτα το piρόβλημα στο οpiοίο θα δουλέψουμε. ΄Εστω ένα σύνο-
λο δεδομένων εξέτασης με N αριθμό piαρητηρήσεων και μια μεταβλητή αpiόκρισης
y(είτε piοσοτική είτε κατηορική). Αν μεταφράσουμε τα piαραpiάνω σε εpiίpiεδο διανυ-
σμάτων, θα έχουμε το διάνυσμα των δεδομένωνX, το οpiοίο θα έχει ως συνιστώσες
τις N piαρατηρήσεις, και το N - διαστάσεων διάνυσμα της αpiόκρισης Y , ενώ μέσω
αυτών μpiορούμε να ορίσουμε την piρόβλεψη του μοντέλου fˆ (X), η οpiοία έχει υ-
piολογιστεί αpiό ένα τυχαίο σύνολο εκpiαίδευσης. Αpiό την κλασσική στατιστική,
οι δύο piιο χαρακτηριστικές μορφές συνάρτησης σφάλματος είναι το τετραγωνικό














= |Y − fˆ (X) |
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Σχήμα 5.1: Συμpiεριφορά του αναμενόμενου σφάλματος εκpiαίδευσης και του α-
ναμενόμενου σφάλματος δοκιμών καθώς μεταβάλλεται η piολυpiλοκότητα του μο-
ντέλου. Η κόκκινη γραμμή αντιpiροσωpiεύει το αναμενόμενο σφάλμα δοκιμών, ενώ
η μpiλε το αναμενόμενο σφάλμα εκpiαίδευσης
Σε όλα τα piαραpiάνω κεφάλαια γινόταν συχνή αναφορά στον όρο γενικευμένο σφάλ-
μα χωρίς όμως να εξηγήσουμε piερί τίνος piρόκειται. ΄Εχοντας κάνει την piαραpiάνω
εισαγωγή, είμαστε piλέον σε θέση να ορίσουμε ως γενικευμένο σφάλμα ή σφάλ-
μα δοκιμών (test error) το σφάλμα piρόβλεψης για ένα τυχαίο σύνολο δεδομένων










Με βάση το piαραpiάνω σφάλμα μpiορεί να οριστεί και ένας ακόμα τύpiος σφάλματος,
γνωστό και ως αναμενόμενο σφάλμα piρόβλεψης ή αναμενόμενο σφάλμα δοκιμών







= E [ErrT ] (5.2)
Σε αντιστοιχία με τα σφάλματα εpiί του συνόλου εξέτασης, ορίζεται το σφάλμα












Κατά την εφαρμογή του μοντέλου piρόβλεψης στο σύνολο εκpiαίδευσης θα θέλα-
με να γνωρίζουμε εξ΄ αρχής το αναμενόμενο σφάλμα δοκιμών. ΄Οσο αυξάνει η
piολυpiλοκότητα του μοντέλου τόσο αυξάνεται και η εξάρτησή του αpiό τα δεδομένα
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εκpiαίδευσης, καθώς piεριλαμβάνει όλο και μεγαλύτερο αριθμό μεταβλητών. Φυσικό
εpiακόλουθο αυτής της αύξησης των μεταβλητών είναι η ανάλογη αύξηση της δια-
σpiοράς και αντίθετα η μείωση της μεροληψίας του μοντέλου. Αpiό την Εικόνα 5.1
βλέpiουμε ότι το σφάλμα εκpiαίδευσης δεν μpiορεί να αpiοτελέσει αξιόpiιστο εκτιμητή
του σφάλματος δοκιμών διότι όσο αυξάνεται η piολυpiλοκότητα του μοντέλου, αυτό
τείνει στο μηδέν. Εάν δε η piολυpiλοκότητα piάρει piολύ μεγάλες τιμές, δεν αpiοκλε-
ίεται και ο μηδενισμός του σφάλματος εκpiαίδευσης. Μηδενισμός του σφάλματος
εκpiαίδευσης ωστόσο ισοδυναμεί με υpiερpiροσαρμογή του μοντέλου στα δεδομένα
εκpiαίδευσης, κάτι piου όpiως έχει αpiοδειχθεί οδηγεί σε εσφαλμένα αpiοτελέσματα.
Η εκτίμηση του αναμενόμενου σφάλματος δοκιμών αpiοτελεί στόχο των με-
θόδων piου θα αναpiτυχθούν piαρακάτω σε αυτό το κεφάλαιο. Το piαραpiάνω piρόβλη-
μα εκτίμησης στην piραγματικότητα διαιρείται σε δύο ξεχωριστά piροβλήματα, piου
στόχο έχουν την βελτιστοpiοίηση της τιμής του αναμενόμενου σφάλματος:
• Εpiιλογή μοντέλου (model selection): εκτίμηση της αpiόδοσης όλων των
μοντέλων piου μpiορούν να piαραχθούν και εpiιλογή του καλύτερου,
• Εκτίμηση μοντέλου (model assessment): μετά την εpiιλογή του καλύτερου
μοντέλου, εκτιμάται το σφάλμα δοκιμών piάνω στο σύνολο εξέτασης.
Εφόσον δουλεύουμε με δεδομένα υψηλών διαστάσεων, η καλύτερη piροσέγγιση για
την εpiίλυση των piροβλημάτων αυτών και κατά συνέpiεια την εύρεση της βέλτιστης
τιμής για το σφάλμα δοκιμών είναι η τυχαία διαίρεση του συνόλου δεδομένων σε
τρια μέρη. Ειδικότερα, τα μέρη αυτά είναι:
• Σύνολο εκpiαίδευσης ( training set): χρησιμοpiοιείται για την piαραγωγή των
μοντέλων,
• Σύνολο εpiικύρωσης (validation set): χρησιμοpiοιείται για την εκτίμηση των
σφαλμάτων piρόβλεψης των piαραpiάνω μοντέλων και βάσει αυτών εpiιλέγεται
το καλύτερο μοντέλο,
• Σύνολο εξέτασης ( test set): χρησιμοpiοιείται για την εκτίμηση του γενικευ-
μένου σφάλματος του piαραpiάνω εpiιλεγμένου μοντέλου.
΄Οpiως βλέpiουμε το σύνολο εpiικύρωσης έχει μεγάλη σημασία στην piορεία για την
εύρεση του σφάλματος δοκιμών αφού σε αυτό το στάδιο θα εpiιλεχθεί θεωρητικά
το καλύτερο μοντέλο. Η εκτίμηση της αpiόδοσης των μοντέλων γίνεται είτε με
τυpiικές μεθόδους στατιστικής όpiως οι δείκτες AIC και BIC είτε με την χρήση
τεχνικών όpiως η διασταυρωμένη εpiικύρωση και η bootstrap. Ωστόσο, δεν piρέpiει
να ξεχνάμε ότι κάθε μέθοδος εκμάθησης μpiορεί να διαθέτει αντίστοιχα κάpiοια
μέτρα για την εκτίμηση του σφάλματος δοκιμών τα οpiοία μpiορούν, σε συνδυασμό
με τις piαραpiάνω τεχνικές, να μας piαρέχουν μια αξιόpiιστη εκτίμηση του σφάλματος
δοκιμής του τελικού μοντέλου. Τέλος, ο χωρισμός του συνόλου δεδομένων δεν
είναι μια εύκολη υpiόθεση καθώς δεν υpiάρχει ούτε κάpiοιος γενικός κανόνας ούτε
εpiαρκή στοιχεία τις piερισσότερες φορές piου να οδηγούν σε ένα διαχωρισμό. Μια
τυpiική διάσpiαση piου συναντάται είναι 50% για την εκpiαίδευση και 25% για κάθε
ένα αpiό τα δύο εpiόμενα σύνολα.
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Πίνακας 5.1: Πίνακας συνάφειας
5.3 Αpiόδοση Ταξινομητή
Θα ξεκινήσουμε piάλι την ανάλυση μας ορίζοντας ένα τυχαίο piρόβλημα ταξινόμη-
σης δεδομένων. Για piερισσότερη ευκολία, θα εpiιλέξουμε ένα δυαδικό piρόβλημα
ταξινόμησης, όpiου η τιμή +1 αντιστοιχεί στις θετικές piαρατηρήσεις και η τιμή
−1 στις αρνητικές1. Αpiό τον ορισμό του, ένα piρόβλημα ταξινόμησης είναι ένας
κανόνας αντιστοίχισης piαρατηρήσεων (του συνόλου εξέτασης) σε piροβλεpiόμενες
κλάσεις. Με άλλα λόγια, κάθε piαρατήρηση αντιστοιχίζεται σε ένα στοιχείο του
συνόλου {p, n} piου εκpiροσωpiεί τις θετικές (positive) και αρνητικές (negative)
κατηγορίες της μεταβλητής αpiόκρισης.
΄Εχοντας στην διάθεσή μας μια οpiοιαδήpiοτε piαρατήρηση του συνόλου εξέτασης
και τον ταξινομητή piου έχουμε κατασκευάσει, έχουμε τέσσερα piιθανά διαφορετικά
αpiοτελέσματα όσον αφορά την ταξινόμηση της piαρατήρησης:
• TP (True Positive): όταν ξέρουμε ότι μια piαρατήρηση ανήκει στις θετικές
piαρατηρήσεις και ταξινομείται ως θετική, piροσμετράται ως αληθώς θετική,
• FP (False Positive):όταν ξέρουμε ότι μια piαρατήρηση ανήκει στις αρνητικές
piαρατηρήσεις και ταξινομείται ως θετική, piροσμετράται ως ψευδώς θετική,
• TN (True Negative):όταν ξέρουμε ότι μια piαρατήρηση ανήκει στις αρνητι-
κές piαρατηρήσεις και ταξινομείται στις αρνητικές, piροσμετράται ως αληθώς
αρνητική,
• FN (False Negative):όταν ξέρουμε ότι μια piαρατήρηση ανήκει στις θετι-
κές piαρατηρήσεις και ταξινομείται στις αρνητικές, piροσμετράται ως ψευδώς
αρνητική.
Δεδομένου του συνόλου piαρατηρήσεων των δεδομένων εξέτασης και του ταξινο-
μητή, οι piαραpiάνω piοσότητες ορίζουν ένα 2 × 2 piίνακα συνάφειας (contingency
table). Οι αριθμοί κατά μήκος των διαγωνίων ανιpiροσωpiεύουν τις σωστές αpiο-
φάσεις ενώ οι αριθμοί εκτός της διαγωνίου τα λάθη ή αλλιώς την σύγχυση μεταξύ
των κατηγοριών της μεταβλητής αpiόκρισης.
Ο piίνακας αυτός αpiοτελεί την βάση για τον ορισμό των piαρακάτω piοσοτήτων:
1εντελώς ανάλογα δουλεύουμε και για τις piοσοτικές μεταβλητές. Ο χωρισμός τους σε κα-
τηγορίες για την ευκολότερη διαχείριση του piροβλήματος γίνεται με την εpiιλογή μιας τιμής piου
έχει το ρόλο του ορίου μεταξύ των κατηγοριών
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1. Το Αληθώς Θετικό Ποσοστό (True Positive Rate - TPR) ή αλλιώς piοσοστό
εpiιτυχίας (hit rate) ενός ταξινομητή ορίζεται η piοσότητα:
TP rate ∼= TP
P
2. Το Ψευδώς Θετικό Ποσοστό (False Positive Rate - FPR) ενός ταξινομητή
ορίζεται ως:
FP rate ∼= FP
N
3. Η Ακρίβεια (accuracy) είναι η αναλογία των piραγματικών αpiοτελεσμάτων




Το να έχουμε ακρίβεια 100% piρακτικά σημαίνει ότι οι τιμές piου piροκύpiτουν
μέσω του μοντέλου piρόβλεψης είναι ακριβώς ίδιες με τις τιμές αpiόκρισης piου
δίνονται εξ΄ αρχής αpiό το σύνολο.
(αʹ) Η Θετική Προγνωστική Αξία2 (precision) είναι μια διαφορετική έκ-
φραση της ακρίβειας και ορίζεται ως το piοσοστό των αληθώς θετικών





Η Θετική Προγνωστική Αξία ουσιαστικά αντιpiροσωpiεύει το σφάλμα
τύpiου I piου είχαμε στους αντίστοιχους ελέγχους υpiοθέσεων.





και εκφράζει αντιστοίχως το σφάλμα τύpiου II των ελέγχων υpiοθέσεων.
Ευαισθησία και Ειδικότητα
Η ευαισθησία και η ειδικότητα είναι δύο σταττιστικά μέτρα της αpiόδοσης για
δυαδικά piροβλήματα και σχετίζονται έντονα με τα σφάλματα τύpiου I και II. Ειδι-
κότερα έχουμε:
• το piοσοστό των αληθώς θετικών αpiοτελεσμάτων (δηλαδή το piοσοστο των
θετικών ενδείξεων του piληθυσμού) (True Positive Rate - TPR) ή αλλιώς
ευαισθησία (sensitivity) του piροβλήματος, είναι η piιθανότητα το μοντέλο να
2η τροpiοpiοιημένη ελληνική μετάφραση του αγγλικού όρου γίνεται καθαρά για την διαφορο-
piοίηση του μεγέθους αυτού αpiό αυτό της ακρίβειας (accuracy)
91
Κεφάλαιο 5. Αξιολόγηση μοντέλου
μας δώσει θετικά αpiοτελέσματα δεδομένου ότι κάpiοιος έχει το χαρακτηρι-




Η ευαισθησία σχετίζεται με την ικανότητα του μοντέλου να δώσει θετικά
αpiοτελέσματα. ΄Ενα piρόβλημα με υψηλό δείκτη ευαισθησίας έχει χαμηλό
piοσοστό σφάλματος τύpiου II.
• το piοσοστό των αληθώς αρνητικών αpiοτελεσμάτων (δηλαδή το piοσοστό
των αρνητικών ενδείξεων του piροβλήματος) (True Negative Rate - TNR)
ή ειδικότητα (specificity) του piροβλήματος είναι η piιθανότητα το μοντέλο
να μας δώσει αρνητικά αpiοτελέσματα δεδομένου ότι κάpiοιος δεν έχει το




Η ειδικότητα σχετίζεται με την ικανότητα του μοντέλου να δώσει αρνητικά
αpiοτελέσματα, ενώ ένα piρόβλημα με υψηλό δείκτη ευαισθησίας έχει χαμηλό
piοσοστό σφάλματος τύpiου I.
Εφόσον τα piαραpiάνω piοσοστά εκφράζουν piιθανότητες, μpiορούν να οριστούν α-
ντίστοιχα και τα συμpiληρωματικά τους piοσοστά:
• piοσοστό ψευδώς αρνητικών αpiοτελεσμάτων (False Negative Rate - FNR):
FNR = 1− TPR.
• piοσοστό ψευδώς θετικών αpiοτελεσμάτων (False Positive Rate - FPR):
FPR = 1− TNR.
΄Ολα τα piαραpiάνω piοσοστά μαζί με τα συμpiληρωματικά τους ονομάζονται piιθανο-
φάνειες (likelihood) ή αλλιώς λειτουργικά χαρακτηριστικά (operating characteris-
tics) του μοντέλου piρόβλεψης. Τέλος, είναι φανερό αpiό τους ίδιους τους ορισμούς
της ευαισθησίας και της ειδικότητας ότι ένας ιδανικός ταξινομητής θα piρέpiει να
έχει 100% ευαισθησία και 100% ειδικότητα.
Εpiιpiολασμός
Με τον όρο εpiιpiολασμό (prevalence) ορίζουμε το σύνολο των θετικών piαρα-





Ο εpiιpiολασμός εκφράζει την piιθανότητα piρο piειράματος (Pre-test Probability)
και κατά συνέpiεια τα piοσοστά PPV και NPV λειτουργούν συμpiληρωματικά ως
piρος αυτόν. Εpiιpiλέον, αν είναι γνωστός ο εpiιpiολασμός του μοντέλου, μpiορούμε
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Πίνακας 5.2: Συγκεντρωτικός piίνακας συνάφειας με τα αντίστοιχα μέτρα
να piροσδιορίσουμε μέσω της ακρίβειας και της ειδικότητας την ακρίβεια (accuracy)
του μοντέλου αpiό την σχέση:
accuracy = (sensitivity) (prevalence) + (specificity) (1− prevalence)
Εν κατακλείδι, όλα τα piαραpiάνω μέτρα piου είδαμε piαρουσιάζονται piιο συνο-
piτικά στον piαρακάτω piίνακα:
5.4 Καμpiύλες ROC
5.4.1 Εισαγωγή
Οι καμpiύλες ROC (Receiver Operating Characteristics) ή καμpiύλες λειτουρ-
γικών χαρακτηριστικών είναι μια ιδιαίτερα χρήσιμη μέθοδος για την εξασφάλι-
ση της εpiιθυμητής piρογνωστικής ακρίβειας σε ένα σχεδιασμό και την σύγκριση
μοντέλων,αλγορίθμων και τεχνολογιών piου piαράγουν piροβλέψεις. Αν και αρχι-
κά χρησιμοpiοιήθηκαν σε piειράματα ανάλυσης δεδομένων για ιατρικούς σκοpiούς
(λόγου χάρη ανάλυση συμpiεριφοράς διαγνωστικών συστημάτων), δεν άργησαν να
χρησιμοpiοιηθούν σε piροβλήματα μηχανικής εκμάθησης. Μάλιστα, οι piρώτες ανα-
φορές για την υιοθέτηση των καμpiυλών ROC αpiό την κοινότητα της μηχανικής
εκμάθησης έγιναν αpiό τον Spackman (1989), ο οpiοίος εpiεσήμανε τα piλεονεκτήμα-
τα των ROC καμpiυλών στην αξιολόγηση και την σύγκριση αλγορίθμων.
Η σχέση του piοσοστού των αληθώς θετικών (TP rate) και ψευδώς θετικών
(FP rate) αpiοτελεσμάτων της διαγνωστικής διαδικασίας, καθώς μεταβάλλεται piρο-
οδευτικά piρος μια κατεύθυνση το διαχωριστικό όριο αυτής, piαριστάνεται γραφικά
αpiό μια καμpiύλη ROC. Το εμβαδόν piου ορίζεται κάτω αpiό την καμpiύλη αpiοτε-
λεί ένα μέτρο διαχωρισμού του θορύβου - σήματος και συμβάλλει σημαντικά στην
συμpiερασματολογία για την αpiόδοση ενός μοντέλου - ταξινομητή.
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Σχήμα 5.2: ΄Ενα τυpiικό γράφημα ROC όpiου αpiεικονίζονται piέντε ταξινομητές
΄Οpiως διαφαίνεται, οι καμpiύλες ROC είναι εύκολες εννοιολογικά χωρίς αυτό
να σημαίνει ωστόσο ότι δεν μpiορούν να piροκύψουν piαρερμηνείες και piαγίδες στην
piράξη. Στη συνέχεια της piαραγράφου θα piαρουσιάσουμε αναλυτικά όλο το υpiόβα-
θρο των καμpiυλών ROC και θα piαρουσιάσουμε συνοpiτικά κάpiοια αpiό τα θέματά
τους καθώς και τις λύσεις τους.
5.4.2 Ερμηνεία ROC γραφημάτων
5.4.2.1 Χώρος ROC
Αν θεωρήσουμε piάλι piρος χάριν ευκολίας ένα piρόβλημα piρόβλεψης δύο κατηγο-
ριών (δυαδική ταξινόμηση), όpiου οι piαρατηρήσεις ταξινομούνται είτε ως θετικές
(positive) είτε ως αρνητικές (negative). ΄Οpiως είδαμε και στην piαραpiάνω piαράγρα-
φο, για ένα δυαδικό ταξινομητή υpiάρχουν τέσσερις piιθανές εκβάσεις οι οpiοίες
piαρουσιάστηκαν στους αντίστοιχους piίνακες συνάφειας.
Το γράφημα ROC είναι ένα δισδιάστατο γράφημα όpiου το Αληθώς Θετικό
Ποσοστό (TP rate) αpiεικονίζεται στον Y− άξονα και το Ψευδώς Θετικό Ποσοστό
(FP rate) στον X− άξονα. Κάθε ταξινομητής piαράγει ένα ζεύγος (FP rate, TP
rate) τιμών, το οpiοίο αντιστοιχεί σε ένα σημείο στον χώρο μιας ROC καμpiύλης.
Αpiό την Εικόνα 5.2 βλέpiουμε ότι μέσω ενός ROC γραφήματος αpiεικονίζεται
η σχετική μεταβολή μεταξύ του κέρδους (αληθώς θετικών piαρατηρήσεων) και
του κόστους (ψευδώς θετικών piαρατηρήσεων). Ειδικότερα, μια καμpiύλη ROC
ορίζεται ως το μοναδιαίο τετράγωνο [0, 1] × [0, 1] piου ξεκινά αpiό το σημείο [0, 0]
(όταν το σημείο αpiόφασης είναι μεγαλύτερο αpiό όλες τις άλλες μετρήσεις θορύβου
- σήματος) και καταλήγει στο σημείο [1, 1] (όταν το σημείο είναι μικρότερο αpiό
όλες τις άλλες μετρήσεις).
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Το σημείο (0,0) εκφράζει την piερίpiτωση της μη θετικού ταξινομητή, όpiου ναι
μεν δεν υpiάρχουν ψευδώς θετικές piαρατηρήσεις αλλά δεν υpiάρχουν και αντίστοιχα
αληθώς θετικές. Αντιθέτως, η καλύτερη δυνατή piρόβλεψη δίνεται αpiό το σημείο
piου βρίσκεται στην εpiάνω αριστερή γωνία ή αλλιώς στην συντεταγμένη (0,1) του
χώρου ROC και αντιpiροσωpiεύει την 100% ευαισθησία (μηδέν ψευδώς αρνητικά)
και την 100% ειδικότητα (μηδέν ψευδώς θετικά). Το σημείο (0,1) ονομάζεται αλλι-
ώς και τέλεια ταξινόμηση (perfect classification). Μια εντελώς τυχαία διαδικασία
θα δώσει ένα σημείο piάνω στην διαγώνιο y = x ή αλλιώς γραμμή μη - διάκρισης,
η οpiοία διαιρεί στα δύο τον χώρο ROC. ΄Ενα σημείο στο χώρο ROC θα κινείται
μpiρος και piίσω στη διαγώνιο με βάση την συχνότητα με την οpiοία εικάζει την θε-
τική τάξη. ΄Ενα piολύ χαρακτηριστικό piαράδειγμα τυχαίου ταξινομητή piου έχουμε
δει στις piιθανότητες είναι το κέρμα. Η piιθανότητα, ανεξαρτήτως του μεγέθους
του δείγματος, να piάρουμε κορώνα (έστω θετική κατηγορία) είναι 50% και είναι
ακριβώς ίση με την piιθανότητα να piάρουμε γράμματα (αρνητική κατηγορία). ΄Ενας
τέτοιος ταξινομητής αντιστοιχεί στο σημείο (0.5, 0.5). Εντελώς ανάλογα, αν ένα
μοντέλο ταξινομεί τις piαρατηρήσεις ως θετικές με 90% piιθανότητα, αυτό σημαίνει
ότι το 90% των piαρατηρήσεων piου είναι όντως θετικές θα ταξινομηθεί σωστά αλ-
λά ταυτόχρονα το piοσοστό των Ψευδώς Θετικών piαρατηρήσεων θα αυξηθεί κατά
90%! ΄Αρα, ο ταξινομητής αυτό θα αντιστοιχεί στο σημείο (0.9, 0.9).
Για να βρίσκεται ένα σημείο εκτός διαγωνίου (είτε στην piάνω τριγωνική piεριοχή
είτε στην κάτω), θα piρέpiει κατά την διάρκεια της ταξινόμησης να ληφθούν υpi ΄ όψιν
κάpiοιες piληροφορίες piου αφορούν τα δεδομένα. Θεωρούμε άτυpiα ότι ένα σημείο
ROC (piου εκφράζει ένα ταξινομητή) είναι καλύτερο αν βρίσκεται στην piάνω δεξιά
τριγωνική piεριοχή του γραφήματος και όσο piιο κοντά γίνεται στο σημείο (0,1),
δηλαδή θα piρέpiει να έχει χαμηλή τιμή FP rate, υψηλή τιμή TP rate είτε και τις
δύο τιμές piολύ χαμηλά.
Αpiό την Εικόνα 5.3 και με βάση τα συμpiεράσματα piου έχουμε αpiό την piροη-
γούμενη ανάλυση, καταλαβαίνουμε ότι ο ταξινομητής Α μας piαρέχει μεγαλύτερη
piροβλεpiτική δύναμη σε σύγκριση με τους Β, C. Ο Β βρίσκεται στην γραμμή μη -
διάκρισης (άρα η ακρίβεια piου θα δίνει σαν μοντέλο θα είνα 50%) ενώ ο C είναι θε-
ωρητικά ο χειρότερος αpiό τους τρεις ταξινομητές αφού έχει αρνητική piρογνωστική
δύναμη και βρίσκεται στην κάτω τριγωνική piεριοχή. Ωστόσο, αν εκμεταλλευτούμε
την συμμετρικότητα του χώρου, αντικατοpiτρίζοντας το σημείο C, piαίρνουμε το
σημείο C’, το οpiοίο δίνει ένα ταξινομητή σαφώς καλύτερο αpiό τον Α. Οι piαρα-
τηρήσεις του νέου ταξινομητή C’ είναι ουσιαστικά οι piροβλέψεις piου piαράγονται
αpiό τον piίνακα συνάφειας του ταξινομητή C αλλά αντεστραμμένες. Αυτό piρακτικά
σημαίνει ότι όταν η μέθοδος C piροβλέpiει θετικά (p) ή αρνητικά (n), η νέα μέθοδος
C’ θα piροβλέpiει αρνητικά ή θετικά αντίστοιχα.
Εναλλακτικά λοιpiόν, μpiορούμε να piούμε ότι όσο piιο κοντά είναι ένα αpiοτέλε-
σμα του piίνακα συνάφειας στην εpiάνω αριστερή γωνία του χώρου ROC, τόσο
καλύτερη είναι η piρόβλεψη. Γενικότερα όμως, η αpiόσταση αpiό την ευθεία μη -
διάκρισης piρος οpiοιαδήpiοτε κατεύθυνση είναι ο piιο έγκυρος δείκτης για την piρο-
βλεpiτική ικανότητα μιας μεθόδου. Κάθε ταξινομητής piου εμφανίζεται στην κάτω
τριγωνική piεριοχή του γραφήματος θεωρείται χειρότερο μοντέλο και αpiό ένα piου
βρίσκεται piάνω στην y = x. Ως εκ τούτου εpiιλέγεται αυτή η piεριοχή να είναι
άδεια στα ROC γραφήματα. Αυτό όμως δεν σήμαινει ότι οι ταξινομητές αυτοί
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Σχήμα 5.3: Ο χώρος ROC με την αναpiαράσταση τεσσάρων ταξινομητών.
μένουν τελείως αναξιοpiοίητοι διότι αντιτρέφοντας τις piροβλέψεις τους, δίνουν ένα
υpiολογίσιμο piροβλεpiτικό μοντέλο.
5.4.2.2 Η piεριοχή κάτω αpiό την ROC καμpiύλη (Area Under
Curve - AUC)
Η καμpiύλη ROC είναι μια δισδιάστατη αpiεικόνιση της αpiόδοσης ενός ταξινομητή.
Για να συγκρίνουμε ταυτόχρονα piολλούς ταξινομητές, μpiορούμε να piεριορίσουμε
την αpiόδοση ROC σε μια ενιαία βαθμωτή τιμή piου να αντιpiροσωpiεύει την ανα-
μενόμενη αpiόδοση. Μια τέτοια μέθοδος είναι ο υpiολογισμός του εμβαδού της
piεριοχής κάτω αpiό την καμpiύλη ROC (Area Under Curve - AUC) (Hanley &
McNeil, 1982 · Bradley, 1997). Εφόσον η AUC είναι μέρος του μοναδιαίου τετρα-
γώνου στο οpiοίο ορίζεται μια καμpiύλη ROC, η τιμή της θα είναι piάντα μεταξύ του
0 και του 1. Εpiιpiλέον, η γραμμή μη - διάκρισης διαιρεί τον χώρο ROC σε δύο τρι-
γωνικές piεριοχές με εμβαδό 0.5 έκαστη. Συνεpiώς, γνωρίζοντας ότι μια καμpiύλη
ROC ορίζεται piάντα piάνω αpiό την διαγώνιο, κανένας ρεαλιστικός ταξινομητής δεν
θα piρέpiει να έχει AUC μικρότερη αpiό 0.5.
Η AUC έχει μια ακόμα σημαντική στατιστική ιδιότητα: η τιμή της AUC για ένα
ταξινομητή είναι ισοδύναμη με την piιθανότητα ο ταξινομητής να ταξινομήσει μια
τυχαία θετική piαρατήρηση υψηλότερα αpiό μια τυχαία αρνητική piαρατήρηση. Αυτή
η ιδιότητα εκφράζεται και αpiό το Mann - Whitney U test (Hanley & McNeil,
1982 · Mason & Graham, 2002) καθώς εpiίσης και με την δοκιμή Wilcoxon των
βαθμίδων (Hanley & McNeil, 1982). Η AUC είναι στενά συνδεδεμένη και με τον
δείκτη Gini (Breiman, Friedman, Olshen & Stone, 1984), ο οpiοίος είναι διpiλάσιος
αpiό τον χώρο ανάμεσα στην διαγώνιο και την καμpiύλη ROC. Ειδικότερα, οι Hand
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Σχήμα 5.4: Τυpiικό piαράδειγμα καμpiύλης ROC
& Till (2001) εpiισημαίνουν ότι:
Gini+ 1 = 2×AUC.
Ο υpiολογισμός της AUC μpiορεί να γίνει εύκολα με μια μικρή τροpiοpiοίηση στον
αλγόριθμο κατασκευής μιας ROC καμpiύλης. Ειδικότερα, ο αλγόριθμος αντί να
συλλέγει σημεία στο χώρο ROC, piροσθέτει διαδοχικά piεριοχές τραpiεζοειδών στην
piεριοχή. Τέλος, το άθροισμα αυτό διαιρείται αpiό το συνολικό εφικτό εμβαδόν της
piεριοχής piροκειμένου να κανονικοpiοιηθεί η τιμή της AUC ως piρος το μοναδιαίο
τετράγωνο.
Πριν κλείσουμε αυτή την piαράγραφο, θα δούμε και ένα piιθανό θέμα piου μpiορεί
να piροκύψει κατά τον υpiολογισμό της AUC για ένα ταξινομητή. Στο piρώτο σχήμα
της Εικόνας 5.5, βλέpiουμε τις AUC δύο ταξινομητών Α και Β. Ο ταξινομητής Β
έχει μεγαλύτερο εμβαδό συνεpiώς θα έχει καλύτερη μέση αpiόδοση. Στο δεύτερο
σχήμα, έχουμε την AUC για ένα δυαδικό ταξινομητή Α και έναν αθροιστικό ταξι-
νομητή Β. Ο ταξινομητής Α αντιpiροσωpiεύει την αpiόδοση του ταξινομητή Β όταν
αυτός δουλεύει με ένα συγκεκριμένο όριο. Αν και η αpiόδοση και των δύο είναι
ίδια για αυτό το συγκεκριμένο όριο, η αpiόδοση του Β γίνεται χειρότερη του Α αpiό
το σημείο αυτό και piαραpiέρα. ΄Αρα βλέpiουμε ότι γενικά δύναται ένας ταξινομη-
τής υψηλής αpiόδοσης (δηλαδή υψηλής AUC) να έχει χειρότερες εpiιδόσεις σε μια
piεριοχή του χώρου ROC αpiό έναν άλλο ταξινομητή χαμηλότερης αpiόδοσης.
5.4.3 Γραφήματα ROC σε piροβλήματα με piολλαpiλές
κατηγορίες
Η χρήση των καμpiυλών ROC καθιερώθηκε κυρίως μέσω της ιατρικής, όpiου ε-
ξετάζονται ως εpiί το piλείστον piροβλήματα με δύο καταστάσεις. Συνεpiώς, η γε-
νίκευση της χρήσης τους σε piροβλήματα με δύο κατηγορίες εκτός ιατρικής ήταν
το piιο εύκολο κομμάτι και για αυτό το λόγο εpiιλέξαμε να μιλήσουμε αρχικά για
αυτό. Ωστόσο, η κατάσταση piεριpiλέκεται αρκετά όταν έρχεται η σειρά των piρο-
βλημάτων piολλαpiλών κατηγοριών. Για piαράδειγμα, εάν η μεταβλητή αpiόκρισης
97
Κεφάλαιο 5. Αξιολόγηση μοντέλου
Σχήμα 5.5: Δύο γραφήματα ROC. Το piρώτο γράφημα δείχνει την piεριοχή κάτω
αpiό δύο καμpiύλες ROC. Το δεύτερο γράφημα δείχνει την piεριοχή κάτω αpiό τις
καμpiύλες του διακριτού ταξινομητή Α και του piιθανού ταξινομητή Β
έχει n κατηγορίες, τότε ο piίνακας συσχέτισης είναι διάστασης n×n, όpiου τα δια-
γώνια στοιχεία του εκφράζουν τις n σωστές ταξινομήσεις και τα μη διαγώνια τις
n2 − n τα piιθανά σφάλματα. Με βάση την piροηγούμενη θεωρία, καταλαβαίνουμε
ότι η αναγωγή του piίνακα αυτού στο χώρο θα οδηγούσε στην κατασκευή ενός
piολύτοpiου, το οpiοίο σε καμία piερίpiτωση δεν θα μpiορούσαμε να διαχειριστούμε.
Η piιο κοινή μέθοδος piου υpiάρχει για την αντιμετώpiιση του piροβλήματος για
τις n κατηγορίες είναι η κατασκευή n ROC γραφημάτων. Πιο συγκεκριμένα, ε-
άν η μεταβλητή αpiόκρισης έχει nτο piλήθος κατηγορίες τότε το i γράφημα ROC
αpiεικονίζει την αpiόδοση του ταξινομητή θέτοντας την κατηγορία ni ως την θε-
τική κατηγορία και όλες τις υpiόλοιpiες ως αρνητικές. Αυτή η διαδικασία γίνεται
διαδοχικά για όλες τις κατηγορίες της μεταβλητής αpiόκρισης. Παρά το γεγονός
ότι υpiάρχουν αντιρρήσεις για την ευαισθησία της μεθόδου, έχει αpiοδειχθεί ότι
δουλεύει καλά στην piράξη και piροσφέρει εpiαρκή ελαστικότητα στην εκτίμηση.
5.4.3.1 Η piεριοχή κάτω αpiό την ROC καμpiύλη (AUC) για piρο-
βλήματα piολλαpiλών κατηγοριών.
΄Οpiως είδαμε για τα piροβλήματα δύο διαστάσεων, το εμβαδό της piεριοχής κάτω
αpiό την καμpiύλη είναι μια και μοναδική τιμή. Τι γίνεται όμως για τα piροβλήματα με
piερισσότερες αpiό δύο διαστάσεις, όpiου piλέον δεν υpiάρχει μια αλλά nδιαφορετικές
τιμές για την AUC; Για το piρόβλημα αυτό υpiάρχουν δύο piροσεγγίσεις.
Η piρώτη piροσέγγιση και piροτάθηκε αpiό τους Hand & Hill (2001), οι οpiοίοι
εpiιθυμούσαν ένα μέτρο για την AUC piολλαpiών κατηγοριών piου να μην εpiηρε-
άζεται αpiό την αλλαγή της κατανομής των κατηγοριών της μεταβλητής αpiόκρισης
και αpiό τα κόστη σφαλμάτων. Η piροσέγγιση αυτή είναι piιθανοθεωρητική καθώς
βασίζεται στο γεγονός ότι μέσω της AUC εκφράζεται η piιθανότητα μια τυχαία
εpiιλεγμένη θετική piαρατήρηση να ταξινομηθεί υψηλότερα αpiό μια άλλη τυχαία ε-
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piιλεγμένη αρνητική piαρατήρηση. Το μέτρο διαχωρισμού των κατηγοριών με βάση
την piαραpiάνω λογική είναι:
AUCtotal =
2
|n| (|n| − 1)
∑
{ni,nj}∈n
AUC (ni, nj) .
Η άθροιση γίνεται piάνω σε όλα τα piιθανά ζεύγη κατηγοριών με τυχαία σειρά.
Εφόσον όλα τα piιθανά ζεύγη είναι |n| (|n| − 1) /2 το piλήθος, η piολυpiλοκότητα
της μεθόδου είναι O
(|n|2n log n). Τέλος, αν και αυτό το μέτρο ικανοpiοιεί τους
στόχους των δημιουργών του, δεν μpiορούμε να αpiεικονίσουμε εύκολα την εpiι-
φάνεια της οpiοίας το εμβαδό υpiολογίζουμε.
Μια δεύτερη piρόταση για τον υpiολογισμό της AUC για piολλαpiλές κατηγορίες
είναι αυτή των Provost & Domingos (2001). Σύμφωνα με αυτή την piρόταση, υpiο-
λογίζονται piάλι οι nδιαφορετικές AUC για κάθε κατηγορία, οι οpiοίες εν συνεχεία
piολλαpiλασιάζονται με την κατηγορία αναφοράς piου εpiικρατεί σε κάθε διάγραμ-





Εξ ΄ ορισμού, η μέθοδος αυτή αpiαιτεί |n| το piλήθος υpiολογισμού, άρα η piολυ-
piλοκότητά της είναι O (|n|n log n). Το piλεονέκτημα αυτής της μεθόδου είναι ότι
piαράγεται άμεσα αpiό τις εpiιμέρους AUC piου μpiορούν να piαρουσιαστούν piολύ
εύκολα γραφικά. Αpiό την άλλη, οι AUC αυτές είναι ευαίσθητες ως piρος τα κόστη
εσφαλμένης ταξινόμησης καθώς και τις αλλαγές στην κατανομή των κατηγοριών
της μεταβλητής αpiόκρισης και άρα κατ ΄ εpiέκταση και η AUCtotal.
5.5 Διασταυρωμένη Εpiικύρωση (Cross - Val-
idation)
΄Εχοντας μιλήσει piιο εpiισταμένα piλέον για σφάλματα, δεν θα μpiορούσαμε να μην α-
ναφερθούμε ξανά σε μια ιδιαίτερα διαδεδομένη μέθοδο αξιολόγησης μοντέλου όpiως
η διασταυρωμένη εpiικύρωση. Η διασταυρωμένη εpiικύρωση, για την οpiοία έχουμε
μιλήσει και σε piροηγούμενα κεφάλαια, είναι μια μέθοδος εκτίμησης του σφάλματος
piρόβλεψης (prediction error). Πιο συγκεκριμένα, με την μέθοδο αυτή μpiορεί να







όταν το μοντέλο fˆ (X) εφαρμόζεται σε ένα τυχαίο δείγμα δοκιμής αpiό την κατα-
νομή των X και Y .
Στην ιδανική piερίpiτωση όpiου ο αριθμός των δεδομένων είναι εpiαρκής, θα μpiο-
ρούσαμε να χρησιμοpiοιήσουμε το σύνολο εpiικύρωσης για την εκτίμηση της α-
piόδοσης του μοντέλου, αλλά ένα τέτοιο ενδεχόμενο είναι εξαιρετικά σpiάνιο. Την
λύση σε αυτό το piρόβλημα έρχεται να δώσει η k−φορές διασταυρωμένη εpiικύρω-
ση (k−fold cross - validation). Αυτό piου κάνει εpiί της ουσίας η μέθοδος αυτή
είναι να χωρίσει τυχαία το σύνολο των δεδομένων σε k τμήματα, εκ των οpiοίων
τα k − 1 σύνολα θα χρησιμοpiοιηθούν για την εκpiαίδευση του μοντέλου και το
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k− οστό σύνολο για τον υpiολογισμό του σφάλματος piρόβλεψης. Η διαδικασία
αυτή εpiαναλαμβάνεται k φορές ούτως ώστε κάθε σύνολο να έχει χρησιμοpiοιηθεί
ως σύνολο εpiικύρωσης.
Εpiομένως, το ερώτημα piου φυσιολογικά γεννάται είναι το εξής: υpiάρχει κάpiοια
τιμή για το k για την οpiοία να piαίρνουμε βέλτιστο αpiοτέλεσμα; Προφανώς, η
αpiάντηση είναι όχι, διότι κάθε σύνολο δεδομένων piου μελετάμε έχει ξεχωριστές
ιδιότητες και άρα με βάση αυτές piρέpiει να piροσδιορίσει ο εκάστοτε αναλυτής την





Στο τελευταίο κεφάλαιο αυτής της εργασίας, θα συγκρίνουμε όλες τις μεθόδους τα-
ξινόμησης αpiό το piεδίο της μηχανικής εκμάθησης piου piαρουσιάστηκαν στα piροη-
γούμενα κεφάλαια και στη συνέχεια θα piαρουσιάσουμε τα αpiοτελέσματα της δια-
δικασίας μοντελοpiοίησης. Λόγω του piολύ μεγάλου όγκου του συνόλου εξέτασης
(15.000 μεταβλητές), δεν κατέστη εφικτή η εpiεξεργασία του με τα τυpiκά piρο-
γράμματα στατιστικής ανάλυσης και κατ ΄ εpiέκταση η χρήση του για εpiαλήθευση
του piαραγόμενου μοντέλου αpiό το σύνολο εκpiαίδευσης. Για την εκτίμηση της
αpiόδοσης των μοντέλων ταξινόμησης piου κατασκευάστηκαν αpiό τις διάφορες με-
θόδους χρησιμοpiοιήθηκαν τεχνικές αξιολόγησης piου συμpiεριλαμβάνονται στους
αλγορίθμους κατασκευής των ταξινομητών, καθώς εpiίσης και καμpiύλες ROC. Η
γενικευμένη αpiόδοση ενός ταξινομητή συνήθως εκτιμάται με holdout εpiικύρωση.
6.1 Εισαγωγή στα piακέτα SPSS 22 και R
SPSS 22
Το στατιστικό piακέτο SPSS 22 piροσφέρει μια piολύ μεγάλη piοικιλία μεθόδων μο-
ντελοpiοίησης piου λαμβάνονται αpiό την μηχανική εκμάθηση, την τεχνητή νοημο-
σύνη αλλά και την κλασσική στατιστική. Οι μέθοδοι piου διατίθενται στην piαλέτα
του μας εpiιτρέpiουν να αντλήσουμε νέες piληροφορίες αpiό τα δεδομένα μας και
να αναpiτύξουμε μοντέλα piρόβλεψης. Κάθε μέθοδος έχει ορισμένες δυναμικές και
μpiορεί να χρησιμοpiοιηθεί σε συγκεκριμένα είδη piροβλημάτων. Ως μια εφαρμο-
γή εξόρυξης δεδομένων, το SPSS 22 piροσφέρει μια στρατηγική piροσέγγιση στην
εύρεση χρήσιμων σχέσεων σε σύνολα δεδομένων μεγάλων διαστάσεων.
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R
Η R είναι ταυτόχρονα μια piρογραμματιστική γλώσσα ελεύθερου λογισμικού και
ένα piρογραμματιστικό piεριβάλλον piου ενδείκνυται για piροβλήματα στατιστικής και
κατασκευή γραφημάτων. Τα τελευταία χρόνια, έρευνες στην κοινότητα του data
mining έχουν δείξει ότι η δημοτικότητα της R έχει εκτοξευτεί όσον αφορά την
χρήση της σε piροβλήματα δεδομένων μεγάλων διαστάσεων. ΄Οpiως και το SPSS
22, έτσι και η R διαθέτει το ίδιο μεγάλο εύρος μεθόδων για την εξόρυξη δεδομένων
με το piλεονέκτημα όμως ότι η R είναι piολύ piιο ευέλικτη καθώς εpiιτρέpiει στους
χρήστες να τροpiοpiοιήσουν τους υpiάρχοντες κώδικες ή ακόμα και να piροσθέσουν
δικούς τους piροκειμένου να piροσαρμόσουν τις μεθόδους καλύτερα στα εκάστοτε
δεδομένα τους.
6.2 Περιγραφή του piροβλήματος
Η διαχείριση piελατειακών σχέσεων (Customer Relationship Management - CRM)
είναι ένα αpiό τα σημαντικότερα συστατικά των στρατηγικών piου εφαρμόζονται
στο σύγχρονο μάρκετινγκ. Ο piιο piρακτικός τρόpiος να piαράγουμε γνώση αpiό μια
βάση δεδομένων για CRM είναι να κατασκευάσουμε ένα μοντέλο αpiοτελεσμάτων
(scores). Τα αpiοτελέσματα υpiολογίζονται με την χρήση των εpiεξηγηματικών με-
ταβλητών μέσω των piαρατηρήσεων και στη συνέχεια εφαρμόζονται στο αντίστοιχο
σύστημα piληροφορίας (information system - IS) piροκειμένου να διαμορφωθεί μια
piελατειακή σχέση.
Μια τέτοια βιομηχανική piλατφόρμα piελατειακής ανάλυσης ανέpiτυξε και η γαλ-
λική εταιρεία τηλεpiικοινωνιών Orange, την οpiοία διέθεσε piρος αξιοpiοίηση στα
piλαίσια του Παγκόσμιου Διαγωνισμού για Εξόρυξη Δεδομένων KDD Cup την
χρονιά 2009. Στόχος του piροβλήματος piου τέθηκε στο διαγωνισμό είναι η piρόβλε-
ψη της ροpiής των piελατών για αλλαγή piαροχέα κινητής τηλεφωνίας (churn), για
αγορά νέων υpiηρεσιών ή piροϊόντων (appetency) ή να αγοράσουν αναβαθμίσεις των
piροϊόντων piου ήδη έχουν, αυξάνοντας έτσι τον τζίρο της εταιρείας (up-selling).
Οι έννοιες piου εκφράζονται αpiό τις μεταβλητές αpiόκρισης του piροβλήματος είναι
ιδιαίτερα διαδεδομένες στον χώρο των εpiιχειρήσεων. Για αυτό το λόγο, κρίνου-
με λοιpiόν piως θα ήταν χρήσιμο για τον αναγνώστη να τις piαρουσιάσουμε piιο
αναλυτικά:
• Appetency: η piιθανότητα ένας piελάτης να piροβεί σε αγορά νέων piροϊόντων
ή υpiηρεσιών,
• Churn: piολύ συχνά συναντάται και ως ρυθμός τριβής (attrition rate) και υ-
piό μια ευρύτερη έννοια, εκφράζει τον αριθμό των ατόμων ή αντικειμένων piου
piροσθαφαιρούνται σε ένα σύνολο σε ένα συγκεκριμένο χρονικό διάστημα.
Ειδικότερα, θεωρείται κομβικής σημασίας για εpiιχειρήσεις piου διαθέτουν piε-
λατειακές βάσεις δεδομένων καθώς τους εpiιτρέpiει να γνωρίζουν την piρόθεση
των piελατών να piαραμείνουν ή να φύγουν αpiό αυτές.
• Up - selling: είναι μια αpiό τις piιο γνωστές τεχνικές piωλήσεων, στην οpiοία
ο piωλητής piροσpiαθεί να piείσει τον piελάτη να αγοράσει ακριβότερα piροϊόντα
102
Κεφάλαιο 6. Εφαρμογή σε piραγματικά δεδομένα
ή άλλες piρόσθετες υpiηρεσίες, τις οpiοίες ο piελάτες αγνοεί, με στόχο να
εpiιτευχθεί μια piιο εpiικερδής piώληση.
Συνεpiώς για το piρόβλημα μας έχουμε τρεις κατηγορικές μεταβλητές αpiόκρισης,
οι οpiοίες κωδικοpiοιούνται σε (+1) (εκφράζει θετικό αpiοτέλεσμα) - (-1) (αρνητι-
κό αpiοτέλεσμα). Τα δεδομένα εκpiαίδευσης είναι ένα σύνολο δεδομένων υψηλών
διαστάσεων 100.000 piαρατηρήσεων piου αpiοτελείται αpiό 230 εpiεξηγηματικές με-
ταβλητές (40 κατηγορικές και 190 συνεχείς). Για τις μεταβλητές μας δεν έχουμε
καμία piληροφορία για το τι εκφράζουν καθώς το piεριεχόμενό τους έχει κρυpiτο-
γραφηθεί για λόγους piροστασίας των δεδομένων των piελατών.
Εpiειδή το σύνολο εξέτασης piου διατίθεται για το piρόβλημα δεν μpiορούμε να το
διαχειριστούμε με τα piακέτα piου διαθέτουμε, εpiιλέξαμε αντ ΄ αυτού την διάσpiαση
του συνόλου εκpiαίδευσης σε δύο υpiοσύνολα: το 70% του αρχικού συνόλου χρη-
σιμοpiοιήθηκε ως σύνολο εκpiαίδευσης και το 30% ως σύνολο εξέτασης. Αυτή η
τεχνική εφαρμόστηκε στη μέθοδο των νευρωνικών δικτύων όpiου δεν διατίθενταν
μέτρα αξιολόγησης του piαραγόμενου μοντέλου.
Πριν piροχωρήσουμε στην ανάλυση των δεδομένων μας με την χρήση των τα-
ξινομητών piου piαραθέσαμε piροηγουμένως, χρειάστηκε να piεράσουμε το σύνολο
εκpiαίδευσης αpiό μια διαδικασία καθαρισμού. Ο λόγος piου ακολουθήσαμε αυτή
την piρακτική είναι λόγω του piολύ μεγάλου αριθμού των ελλιpiών τιμών καθώς
εpiίσης και της μείωσης του piλήθους των μεταβλητών. Οι δύο αυτοί piαράγοντες
piροκαλούν σοβαρά piροβλήματα στην των αλγοριθμικών μεθόδων καθώς λόγω του
μεγάλου θορύβου piου piερικλείουν τα δεδομένα διαστρεβλώνεται το μοντέλο και
εpiιpiλέον αυξάνεται κατά piολύ ο χρόνος piεράτωσης της διαδικασίας. Τα βήματα
piου ακολουθήσαμε είναι τα εξής:
1. Αρχικά εισάγουμε τα δεδομένα στο piρόγραμμα SPSS 22 μέσω ενός αρχείου
xls (excel).
2. Εpiιλέγουμε την διαδρομή: Analyze −→Multiple Imputation −→ Impute
Missing Data Values. Ο λόγος piου κάναμε αυτή την εpiιλογή είναι για
να γίνει ένας piρώτος καθαρισμός των δεδομένων αpiό τις ελλιpiείς τιμές.
Στην καρτέλα piου ανοίγει κάνουμε τις εξής εpiιλογές:
(αʹ) Στο piεδίο V ariables In Model εισάγουμε όλες τι εpiεξηγηματικές με-
ταβλητές.
(βʹ) Στο piεδίο Imputations εpiιλέγουμε τον αριθμό των εpiαναλήψεων piου
θέλουμε να έχουμε. Για το σύνολο δεδομένων μας εpiιλέξαμε piέντε
εpiαναλήψεις.
(γʹ) Στη συνέχεια εpiιλέγουμε σε τι μορφή θέλουμε να αpiοθηκευτεί το νέο
σύνολο δεδομένων μας. Οι υpiόλοιpiες καρτέλες μένουν στις piροεpiιλο-
γές του SPSS καθώς δεν συνεισφέρουν ιδιαίτερα στην ανάλυσή μας.
3. Εpiιλέγουμε την διαδρομή: Transform −→ Prepare Data For Modelling −→
Interactive. Στο μενού piου ανοίγει κάνουμε τις piαρακάτω εpiιλογές:
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(αʹ) Στην καρτέλα Objective εpiιλέγουμε Optimize For Accuracy piροκει-
μένου η διαλογή των μεταβλητών να γίνει με έμφαση στην ακρίβεια του
μοντέλου piου θα piροκύψει.
(βʹ) Στην καρτέλα Fields εισάγουμε τις μεταβλητές piου θέλουμε να κα-
θαριστούν (δηλαδή τις εpiεξηγηματικές μεταβλητές) και εpiιλέγουμε
Use Predefined Roles για να καθορίσουμε το είδος των μεταβλητών
(εpiεξηγηματικές ή αpiόκρισης)
(γʹ) Στην καρτέλα Settings, θα κάνουμε τις εξής εpiιλογές στο υpiό - μενού
piου piαρατίθεται:
i. στην κατηγορία Exclude F ields θα εpiιλέξουμε να εξαιρεθούν οι
μεταβλητές χαμηλής piοιότητας, και συγκεκριμένα οι μεταβλητές
piου piοσοστό ελλιpiων τιμών μεγαλύτερο του 50%.
ii. στην κατηγορία Select And Construct θα εpiιλέξουμε να γίνει
εpiιλογή χαρακτηριστικών του συνόλου για να εpiιλεχθούν οι piιο
σημαντικές μεταβλητές.
Οι υpiόλοιpiες εpiιλογές piου piεριέχονται στην piαραpiάνω διαδικασία piαρέμειναν στις
piροεpiιλογές του ίδιου του piρογράμματος. Η διαδικασία αυτή εκτελέστηκε δύο
φορές για να δούμε αν θα piροκύψει διαφορετικό σύνολο δεδομένων αpiό το αν εpiι-
λέγαμε ή όχι την εpiιλογή χαρακτηριστικών του μοντέλου. Εκ του αpiοτελέσματος,
είδαμε ότι και για τις δύο εpiιλογές, το σύνολο piου piροκύpiτει είναι ακριβώς ίδιο
και αpiοτελείται piλέον αpiό 51 εpiεξηγηματικές μεταβλητές.
΄Εχοντας piραγματοpiοιήσει τον καθαρισμό των δεδομένων piλέον έχουμε το
τελικό σύνολο στο οpiοίο θα εφαρμόσουμε τις μεθόδους ταξινόμησης piου piαρου-
σιάσαμε στα piροηγούμενα κεφάλαια. Πιο συγκεκριμένα, θα χρησιμοpiοιήσουμε
το piακέτο SPSS 22 για την εκτέλεση των Δέντρων Αpiοφάσεων και των Τεχνη-
τών Νευρωνικών Δικτύων, ενώ για τις Μηχανές Διανυσματικής Υpiοστήριξης το
piακέτο της R.
6.3 Μέτρα αξιολόγησης
Στα piροηγούμενα κεφάλαια αναφερθήκαμε εκτενέστερα στα μέτρα αξιολόγησης
piου piεριλαμβάνονται εντός και εκτός των αλγορίθμων των μεθόδων. Ωστόσο, ει-
δικά σε κλειστά piακέτα λογισμικού ,δεν έχουμε piάντα στα χέρια μας όλο το εύρος
των piιθανών αξιολογητών piου μpiορούν να εφαρμοστούν σε ένα αλγόριθμο εκ-
μάθησης. Για αυτό το λόγο, για την αξιολόγηση των μοντέλων piου θα piροκύψουν
για το piρόβλημα με το οpiοίο θα ασχοληθούμε, θα χρησιμοpiοιηθούν τα piαρακάτω
μέτρα αξιολόγησης:
Προφανώς κάθε μέθοδος μας piαρέχει και το αντίστοιχο μέτρο ακρίβειας (ac-
curacy) για τα αpiοτελέσματά της.
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Μέθοδος ταξινόμησης Μέτρα αξιολόγησης
Δέντρα Αpiοφάσεων k−διασταυρωμένη εpiικύρωση
Τεχνητά Νευρωνικά Δίκτυα ROC καμpiύλες
Μηχανές Διανυσμάτων Υpiοστήριξης k−διασταυρωμένη εpiικύρωση
Πίνακας 6.1: Πίνακας μεθόδων ταξινόμησης - μέτρων αξιολόγησης
6.4 Δέντρα Αpiοφάσεων
6.4.1 CHAID
Ο CHAID δημιουργεί δέντρα αpiόφασης piροσδιορίζοντας την βέλτιστη διάσpiαση
βάσει των X−τετράγωνο στατιστικών. Σε αντίθεση με τις μεθόδους εκμάθησης
CRT και QUEST, ο CHAID μpiορεί να δημιουργήσει και μη δυαδικά δέντρα αpiο-
φάσεων, το οpiοίο piρακτικά σημαίνει ότι σε κάpiοιες διασpiάσεις έχουμε piαραpiάνω
αpiό δύο κλάδους. Εpipiλέον, μpiορεί να δεχθεί ως ορίσματα στα piεδία στόχου και
piρόβλεψης εξίσου κατηγορικές και συνεχείς μεταβλητές.
Τα βήματα piου ακολουθήσαμε για την εκτίμηση του μοντέλου με τον αλγόριθμο
CHAID και για τις τρεις μεταβλητές αpiόκρισης piεριγράφονται piαρακάτω:
Analyze −→ Classify −→ Tree
Παράμετροι Μοντέλου:
• Growing Method : CHAID
• Output : σε αυτή την εpiιλογή ορίζουμε την μορφή piου θέλουμε να έχουν τα
αpiοτελέσματα της ανάλυσης. Ειδικότερα:
– Tree: σε αυτή την καρτέλα ορίζουμε τον piροσανατολισμό του δέντρου,
το piεριεχόμενο των κόμβων του,
– Statistics: εpiιλέγουμε piοια στατιστικά θέλουμε να μας εμφανιστούν
για την ανάλυση του μοντέλου
• Validation: εδώ ορίζουμε την μέθοδο εpiικύρωσης του μοντέλου. Για το
piρόβλημα μας εpiιλέξαμε την 10− fold διασταυρωμένη εpiικύρωση.
• Criteria: στην καρτέλα αυτή εpiιλέγουμε τα εpiίpiεδα σημαντικότητας για τον
διαχωρισμό και την συγχώνευση των μεταβλητών κατά την κατασκευή του
δέντρου. Αναλυτικότερα:
– CHAID : στην καρτέλα αυτή εpiιλέγουμε ως στατιστικό ελέγχου για τον
διαχωρισμό των μεταβλητών σε κάθε κόμβο τον λόγο piιθανοφάνειας ε-
νώ σαν εpiίpiεδο σημαντικότητας για τον διαχωρισμό και την συγχώνευ-
ση στους κόμβους την τιμή 0.01.
• Options: εδώ μpiορούμε να διευθετήσουμε κάpiοια εpiιpiλέον κατασκευαστικά
ζητήματα του δέντρου όpiως η διαχείριση των ελλιpiών τιμών και τα κόστη
εσφαλμένης ταξινόμησης.
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– Missing Values: εpiιλέγουμε ο αλγόριθμος να διαχειριστεί τις ελλιpiείς
τιμές ως ελλιpiείς.
– Misclassification costs: εpiιλέγουμε να είναι το ίδιο για όλες τις κατη-
γορίες μιας μεταβλητής.
Τα αpiοτελέσματα piου piροέκυψαν αpiό την ανάλυση του μοντέλου είναι τα piαρα-
κάτω:
Σχήμα 6.1: Το δέντρο piου piροέκυψε εφαρμόζοντας τον CHAID για την μεταβλητή
αpiόκρισης appetency
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Σχήμα 6.2: Δέντρο piου piροέκυψε εφαρμόζοντας τον CHAID στο piρόβλημα ταξι-
νόμησης για την μεταβλητή churn
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Σχήμα 6.3: Δέντρο piου piροέκυψε εφαρμόζοντας τον CHAID στο piρόβλημα ταξι-
νόμησης για την μεταβλητή αpiόκρισης Up - selling
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Στο τέλος της piαραγράφου θα piαρουσιαστούν τα μέτρα αξιολόγησης για την
μέθοδο για να συγκριθούν με αυτά των υpiολοίpiων μεθόδων.
6.4.2 Exhaustive CHAID
Η εξαντλητική CHAID αpiοτελεί μια τροpiοpiοίηση της μεθόδου CHAID piου εκτελεί
μια piιο εμpiεριστατωμένη ανάλυση εξετάζοντας όλες τις piιθανές διασpiάσεις. Αυτό
έχει σαν εpiακόλουθο την εκτέλεση piερισσότερων υpiολογισμών και άρα να είναι piιο
αργή σε σύγκριση με την αpiλή CHAID. Και αυτή η μέθοδος μας δίνει μη δυαδικά
δέντρα ταξινόμησης ενώ μpiορεί να δεχθεί σε όλα της τα ορίσματα και κατηγορικές
και συνεχείς μεταβλητές.
Για την εκτέλεση της μεθόδου, ακολουθήσαμε την piαρακάτω διαδρομή:
Analyze −→ Classify −→ Tree
Παράμετροι Μοντέλου:
• Growing Method : Exhaustive CHAID
• Output : σε αυτή την εpiιλογή ορίζουμε την μορφή piου θέλουμε να έχουν τα
αpiοτελέσματα της ανάλυσης. Ειδικότερα:
– Tree: σε αυτή την καρτέλα ορίζουμε τον piροσανατολισμό του δέντρου,
το piεριεχόμενο των κόμβων του,
– Statistics: εpiιλέγουμε piοια στατιστικά θέλουμε να μας εμφανιστούν
για την ανάλυση του μοντέλου
• Validation: εδώ ορίζουμε την μέθοδο εpiικύρωσης του μοντέλου. Για το
piρόβλημα μας εpiιλέξαμε την 10− fold διασταυρωμένη εpiικύρωση.
• Criteria: στην καρτέλα αυτή εpiιλέγουμε τα εpiίpiεδα σημαντικότητας για τον
διαχωρισμό και την συγχώνευση των μεταβλητών κατά την κατασκευή του
δέντρου. Αναλυτικότερα:
– Exhaustive CHAID : στην καρτέλα αυτή εpiιλέγουμε ως στατιστικό ε-
λέγχου για τον διαχωρισμό των μεταβλητών σε κάθε κόμβο τον λόγο
piιθανοφάνειας ενώ σαν εpiίpiεδο σημαντικότητας για των διαχωρισμό και
την συγχώνευση στους κόμβους την τιμή 0.01.
• Options: εδώ μpiορούμε να διευθετήσουμε κάpiοια εpiιpiλέον κατασκευαστικά
ζητήματα του δέντρου όpiως η διαχείριση των ελλιpiών τιμών και τα κόστη
εσφαλμένης ταξινόμησης.
– Missing Values: εpiιλέγουμε ο αλγόριθμος να διαχειριστεί τις ελλιpiείς
τιμές ως ελλιpiείς.
– Misclassification costs: εpiιλέγουμε να είναι το ίδιο για όλες τις κατη-
γορίες μιας μεταβλητής.
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Τα αpiοτελέσματα piου piροέκυψαν αpiό την ανάλυση του μοντέλου είναι τα piαρα-
κάτω:
Σχήμα 6.4: Το δέντρο piου piροέκυψε εφαρμόζοντας τον Exhaustive CHAID για
την μεταβλητή αpiόκρισης appetency
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Σχήμα 6.5: Δέντρο piου piροέκυψε εφαρμόζοντας τον Exhaustive CHAID στο
piρόβλημα ταξινόμησης για την μεταβλητή churn
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Σχήμα 6.6: Δέντρο piου piροέκυψε εφαρμόζοντας τον Exhaustive CHAID στο
piρόβλημα ταξινόμησης για την μεταβλητή αpiόκρισης up - selling
6.4.3 CRT
Ο CRT μας εpiιτρέpiει την κατασκευή ενός δέντρου αpiόφασης piου μpiορεί να χρη-
σιμοpiοιηθεί για την ταξινόμηση μελλοντικών piαρατηρήσεων. Η μέθοδος αυτή
διαχωρίζει αναδρομικά τις piαρατηρήσεις σε τμήματα, ελαχιστοpiοιώντας σε κάθε
βήμα την μη καθαρότητα κάθε κόμβου. Υpiενθυμίζουμε ότι ένας κόμβος θεωρείται
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καθαρός όταν το 100% των piαρατηρήσεων piου καταλήγουν σε αυτόν ανήκουν αpiο-
κλειστικά σε μια κατηγορία του piεδίου στόχου. Σε αυτό τον αλγόριθμο μpiορούμε
να εισάγουμε όλους τους piιθανούς τύpiους μεταβλητών στα piεδία της αpiόκρισης
και των εpiεξηγηματικών μεταβλητών με την διαφορά όμως ότι οι διασpiάσεις θα
είναι αpiοκλειστικά δυαδικές.
Η διαδικασία piου ακολουθήσαμε για την κατασκευή του δέντρου είναι η κάτωθι:
Analyze −→ Classify −→ Tree
Παράμετροι Μοντέλου:
• Growing Method : CRT
• Output: σε αυτή την εpiιλογή ορίζουμε την μορφή piου θέλουμε να έχουν τα
αpiοτελέσματα της ανάλυσης. Ειδικότερα:
– Tree: σε αυτή την καρτέλα ορίζουμε τον piροσανατολισμό του δέντρου,
το piεριεχόμενο των κόμβων του,
– Statistics: εpiιλέγουμε piοια στατιστικά θέλουμε να μας εμφανιστούν
για την ανάλυση του μοντέλου. Σε σχέση με τα piροηγούμενα μοντέλα,
εδώ μpiορούμε να υpiολογίσουμε και την σημαντικότητα κάθε μεταβλη-
τής στο μοντέλο καθώς και τις μεταβλητές υpiοκατάστασης αpiό τον
διαχωρισμό σε κάθε κόμβο.
– Plots: κατασκευάζουμε το γράφημα σημαντικότητας όλων των εpiεξη-
γηματικών μεταβλητών.
• Validation: εδώ ορίζουμε την μέθοδο εpiικύρωσης του μοντέλου. Για το
piρόβλημα μας εpiιλέξαμε την 10− fold διασταυρωμένη εpiικύρωση.
• Criteria: στην καρτέλα αυτή εpiιλέγουμε τα εpiίpiεδα σημαντικότητας για τον
διαχωρισμό και την συγχώνευση των μεταβλητών κατά την κατασκευή του
δέντρου. Αναλυτικότερα:
– CRT : στην καρτέλα αυτή εpiιλέγουμε ως στατιστικό ελέγχου για τον
διαχωρισμό των μεταβλητών σε κάθε κόμβο τον λόγο piιθανοφάνειας ε-
νώ σαν εpiίpiεδο σημαντικότητας για των διαχωρισμό και την συγχώνευ-
ση στους κόμβους την τιμή 0.01.
• Options: εδώ μpiορούμε να διευθετήσουμε κάpiοια εpiιpiλέον κατασκευαστικά
ζητήματα του δέντρου όpiως η διαχείριση των ελλιpiών τιμών και τα κόστη
εσφαλμένης ταξινόμησης.
– Missing Values: εpiιλέγουμε ο αλγόριθμος να διαχειριστεί τις ελλιpiείς
τιμές ως ελλιpiείς.
– Misclassification costs: εpiιλέγουμε να είναι το ίδιο για όλες τις κατη-
γορίες μιας μεταβλητής.
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Για τα piροβλήματα ταξινόμησης piου αντιμετωpiίσαμε piροέκυψαν τα piαρακάτω δέντρα
αpiόφάσεων:
Σχήμα 6.7: Δέντρο αpiόφασης της μεθόδου CRT στο piρόβλημα της ταξινόμησης
της μεταβλητής appetency
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Σχήμα 6.8: Δέντρο αpiόφασης της μεθόδου CRT στο piρόβλημα ταξινόμησης της
μεταβλητής churn
Σχήμα 6.9: Δέντρο ταξινόμησης της μεθόδου CRT για την μεταβλητή up - selling
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6.4.4 QUEST
Η μέθοδος QUEST είναι κατά βάση ένας βελτιωτικός αλγόριθμος όσον αφορά τις
piροηγούμενες μεθόδους. ΄Οpiως ο CRT, μας piαρέχει δέντρα αpiοφάσεων δυαδικής
ταξινόμησης αλλά με την διαφορά ότι είναι αρκετά piιο γρήγορος. Σε σύγκριση
δε με τους άλλους αλγορίθμους κατασκευής δέντρων αpiοφάσεων, ο QUEST μει-
ώνει σημαντικά την μεροληpiτική τάση των μεθόδων δέντρων ταξινόμησης όpiου
ευνοούνται μεταβλητές piου piροσφέρουν piερισσότερες διασpiάσεις. ΄Οσον αφορά
τα ορίσματά του, ο QUEST δέχεται όλους τους τύpiους μεταβλητών στο piεδίο
των εpiεξηγηματικών μεταβλητών αλλά αpiοκλειστικά κατηγορικές στο piεδίο της
μεταβλητής αpiόκρισης.
Για την εκτίμηση του μοντέλου με τον QUEST ακολουθήσαμε την piαρακάτω
διαδικασία:
Analyze −→ Classify −→ Tree
Παράμετροι Μοντέλου:
• Growing Method : QUEST
• Output : σε αυτή την εpiιλογή ορίζουμε την μορφή piου θέλουμε να έχουν τα
αpiοτελέσματα της ανάλυσης. Ειδικότερα:
– Tree: σε αυτή την καρτέλα ορίζουμε τον piροσανατολισμό του δέντρου,
το piεριεχόμενο των κόμβων του,
– Statistics: εpiιλέγουμε piοια στατιστικά θέλουμε να μας εμφανιστούν
για την ανάλυση του μοντέλου. Εpiιpiρόσθετα, μας δίνεται η δυνατότητα
να υpiολογίσουμε τις μεταβλητές υpiοκατάστασης του μοντέλου.
• Validation: εδώ ορίζουμε την μέθοδο εpiικύρωσης του μοντέλου. Για το
piρόβλημα μας εpiιλέξαμε την 10− fold διασταυρωμένη εpiικύρωση.
• Criteria: στην καρτέλα αυτή εpiιλέγουμε τα εpiίpiεδα σημαντικότητας για τον
διαχωρισμό και την συγχώνευση των μεταβλητών κατά την κατασκευή του
δέντρου. Αναλυτικότερα:
– QUEST : στην καρτέλα αυτή εpiιλέγουμε σαν εpiίpiεδο σημαντικότητας
για των διαχωρισμό και την συγχώνευση στους κόμβους την τιμή 0.01.
• Options: εδώ μpiορούμε να διευθετήσουμε κάpiοια εpiιpiλέον κατασκευαστικά
ζητήματα του δέντρου όpiως η διαχείριση των ελλιpiών τιμών και τα κόστη
εσφαλμένης ταξινόμησης.
– Missing Values: εpiιλέγουμε ο αλγόριθμος να διαχειριστεί τις ελλιpiείς
τιμές ως ελλιpiείς.
– Misclassification costs: εpiιλέγουμε να είναι το ίδιο για όλες τις κατη-
γορίες μιας μεταβλητής.
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Τα δέντρα piου piροέκυψαν με χρήση του αλγορίθμου QUEST για τα τρία piρο-
βλήματα ακολουθούν piαρακάτω:
Σχήμα 6.10: Δέντρο αpiόφασης για την μεταβλητή appetency κατά την εφαρμογή
του QUEST
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Σχήμα 6.11: Δέντρο αpiόφασης για την μεταβλητή churn μετά την εφαρμογή του
QUEST
118
Κεφάλαιο 6. Εφαρμογή σε piραγματικά δεδομένα
Σχήμα 6.12: Δέντρο αpiόφασης για την μεταβλητή up - selling κατά την εφαρμογή
της μεθόδου QUEST
6.4.5 Σύγκριση αpiόδοσης των μεθόδων
Με βάση τα αpiοτελέσματα piου piήραμε αpiό τις piαραpiάνω αναλύσεις για τα τρία
piροβλήματα ταξινόμησης , μpiορούμε να κατασκευάσουμε τον ακόλουθο συγκε-
ντρωτικό piίνακα για τα δέντρα αpiοφάσεων piου piήραμε για τις τρεις διαφορετικές
μεταβλητές αpiόκρισης και να συγκρίνουμε τις αpiοδόσεις τους:
Ακρίβεια Cross - Validation
Ταξινομητής Appetency Churn Up - selling Appetency Churn Up - selling
CHAID 98.2% 93.4% 92.7% 0.018 0.067 0.074
Exhaustive CHAID 98.2% 93.4% 92.7% 0.018 0.067 0.074
CRT 98.2% 94.5% 92.7% 0.018 0.057 0.073
QUEST 98.2% 92.6% 92.7% 0.018 0.074 0.074
Πίνακας 6.2: Πίνακας σύγκρισης δέντρων αpiοφάσεων για τα τρία piροβλήματα
ταξινόμησης
Κοιτώντας τα αpiοτελέσματα του piαραpiάνω piίνακα, είναι ορατό ότι ο αλγόριθ-
μος CRT είναι ο καταλληλότερος και για τα τρία piροβλήματα ταξινόμησης αφού
συνδυάζει και τα piιο ικανοpiοιητικά piοσοστά ακρίβειας με τις χαμηλότερες τιμές
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στο σφάλμα piρόβλεψης. Ξεχωριστά τώρα για κάθε piρόβλημα, βλέpiουμε αρχικά ότι
για το piρόβλημα ταξινόμησης της μεταβλητής appetency όλες οι μέθοδοι κρίνονται
εξίσου ικανοpiοιητικές αφού για κάθε μέθοδο οι τιμές της ακρίβειας και του σφάλ-
ματος piρόβλεψης αντίστοιχα ταυτίζονται. Κάτι piερίpiου ανάλογο συμβαίνει και για
το piρόβλημα ταξινόμησης της μεταβλητής up - selling, όpiου όλοι αλγόριθμοι έχουν
ναι μεν την ίδια ακρίβεια αλλά η διαφορά (αν και ελάχιστη) εντοpiίζεται στο σφάλμα
piρόβλεψης όpiου ο CRT εpiικρατεί. Τέλος, όσον αφορά το piρόβλημα ταξινόμησης
για την μεταβλητή churn, piαρατηρούνται οι μεγαλύτερες διακυμάνσεις σε εpiίpiεδο
ακρίβειας και σφάλματος piρόβλεψης, με το καλύτερο συνδυασμό και των δύο να
εκτιμάται αpiό τον αλγόριθμο CRT.
6.5 Τεχνητά Νευρωνικά Δίκτυα
Η λογική piάνω στην οpiοία αναpiτύχθηκαν τα Τεχνητά Νευρωνικά Δίκτυα είναι ου-
σιαστικά ένα αpiλοpiοιημένο μοντέλο του ανθρώpiινου εγκεφάλου. Για την ακρίβεια,
ο τρόpiος λειτουργίας τους είναι μέσω της piροσομοίωσης αpiλών διασυνδεδεμένων
μονάδων εpiεξεργασίας piου αντιpiροσωpiεύουν τους ανθρώpiινους νευρώνες. ΄Ενα
αρκετά piαράδοξο χαρακτηριστικό τους είναι ότι ενώ αpiοτελούν μια piολύ ισχυ-
ρή μέθοδο εκτίμησης στον τομέα της εξόρυξης δεδομένων, δεν αpiαιτούν μεγάλη
μαθητική ή στατιστική γνώση για να εφαρμοστούν.
Για τα piροβλήματα ταξινόμησης piου θα αντιμετωpiίσουμε σε αυτή την εργασία
θα χρησιμοpiοιήσουμε δύο piολύ γνωστούς τύpiους δικτύων: τα Multi Layer Per-
ceptrons και τα Radial Basis Function Perceptrons. Τα βήματα για την εύρεση του
μοντέλου για κάθε τύpiο δικτύου piαρουσιάζονται στις εpiόμενες δύο piαραγράφους.
6.5.1 Multi Layer Perceptron (MLP)
Εpiιλέγουμε την διαδρομή:
Analyze −→ Neural Networks −→Multilayer Perceptron
Στο piεδίο εpiιλογών piου ανοίγει κάνουμε τις piαρακάτω τροpiοpiοιήσεις:
• Variables: Στην καρτέλα αυτή ορίζουμε το είδος των μεταβλητών μας. Για
τις εpiεξηγηματικές μας μεταβλητές δίνονται δύο ξεχωριστά piεδία: στο piεδίο
Factors εισάγονται οι κατηγορικές μεταβλητές ενώ στο piεδίο Covariates
οι συνεχείς μεταβλητές.
• Partitions: Σε αντίθεση με τα δέντρα, εδώ η SPSS μας δίνει την δυνατότητα
να διαχωρίσουμε το υpiάρχον σύνολο εκpiαίδευσης σε δύο υpiοσύνολα. Εpiι-
λέγοντας Randomly Assign Cases Based On Several Number Of Cases
μpiορούμε να ορίσουμε το piοσοστό των δεδομένων του αρχικού συνόλου θα
ανήκει στο σύνολο εκpiαίδευσης και στο σύνολο εξέτασης. Και για τα τρία
piροβλήματα piου θα δούμε θέσαμε ως 70% του αρχικού συνόλου το σύνολο
εκpiαίδευσης και 30% σύνολο εξέτασης.
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• Architecture: Εδώ μpiορούμε να εpiιλέξουμε όλες τις ρυθμίσεις piου αφορούν
την αρχιτεκτονική ενός νευρωνικού δικτύου, όpiως τον αριθμό των κρυφών
στρωμάτων, τις συναρτήσεις ενεργοpiοίησης για τα κρυφά στρώματα και τα
στρώματα εξόδου. Για το κάθε ένα piρόβλημα piου έχουμε, μέσω της εpiιλο-
γής Automatic Architecture Selection, θα κατασκευάσουμε τρία νευρωνι-
κά δίκτυα με 3,5 και 9 μονάδες στο κρυφό στρώμα.
• Training : Το εpiίpiεδο αυτό ορίζει το είδος της μεθόδου εκpiαίδευσης κα-
θώς και την μέθοδο βελτιστοpiοίησης της συνάρτησης εξόδου. Με βάση το
μέγεθος του δείγματος, για μεγαλύτερη ακρίβεια εpiιλέξαμε ως μέθοδο εκ-
piαίδευσης το Batch Training και ως μέθοδο βελτιστοpiοίησης την Scaled
Conjugate Gradient .
• Output : Μέσω αυτής της καρτέλας καθορίζουμε την μορφή των αpiοτελε-
σμάτων του μοντέλου ταξινόμησης καθώς και των μέτρων αξιολόγησης αυ-
τού. Στις piροεpiιλογές του SPSS θα piροσθέσουμε την εμφάνιση του piίνακα
συναpiτικών βαρών, το γράφημα ROC και το διάγραμμα σημαντικότητας των
εpiεξηγηματικών μεταβλητών.
• Options: Στο τελευταίο αυτό piεδίο καθορίζονται κάpiοιες εpiιpiλεόν λεpiτο-
μέρειες του δικτύου piρος κατασκευή όpiως οι κανόνες διακοpiής της διαδικα-
σίας και οι ελλιpiείς τιμές. Οι ρυθμίσεις piου εpiιλέξαμε για τα piροβλήματά μας
αφορούν την εισαγωγή των ελλιpiών τιμών στο μοντέλο (εφόσον το SPSS τις
piαραλείpiει αυτόματα κατά την διαδικασία) ενώ οι κανόνες διακοpiής μένουν
ως έχουν.




Κεφάλαιο 6. Εφαρμογή σε piραγματικά δεδομένα
Σχήμα 6.13: Γραφική αpiεικόνιση του νευρωνικού δικτύου της μεταβλητής appe-
tency για τρεις νευρώνες στο κρυφό στρώμα
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Σχήμα 6.14: Γραφική αpiεικόνιση του νευρωνικού δικτύου της μεταβλητής appe-
tency για piέντε νευρώνες στο κρυφό στρώμα
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Κεφάλαιο 6. Εφαρμογή σε piραγματικά δεδομένα
Σχήμα 6.15: Γραφική αpiεικόνιση του νευρωνικού δικτύου της μεταβλητής appe-
tency για εννιά νευρώνες στο κρυφό στρώμα
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Τα αντίστοιχα γραφήματα ROC είναι τα piαρακάτω:
Σχήμα 6.16: Καμpiύλες ROC για την μεταβλητή appetency για τρεις και piέντε
κρυφές μονάδες αντίστοιχα




Κεφάλαιο 6. Εφαρμογή σε piραγματικά δεδομένα
Σχήμα 6.18: Νευρωνικό δίκτυο για την μεταβλητή churn με τρεις κρυφές μονάδες
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Σχήμα 6.19: Νευρωνικό δίκτυο για την μεταβλητή churn με piέντε κρυφές μονάδες
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Κεφάλαιο 6. Εφαρμογή σε piραγματικά δεδομένα
Σχήμα 6.20: Νευρωνικό δίκτυο για την μεταβλητή churn με εννιά κρυφές μονάδες
Τα αντίστοιχα γραφήματα ROC είναι τα piαρακάτω:
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Κεφάλαιο 6. Εφαρμογή σε piραγματικά δεδομένα
Σχήμα 6.21: Καμpiύλες ROC για την μεταβλητή churn για τρεις και piέντε κρυφές
μονάδες αντίστοιχα
Σχήμα 6.22: Καμpiύλη ROC για την μεταβλητή churn για εννιά κρυφές μονάδες
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Up - selling:
Σχήμα 6.23: Νευρωνικό δίκτυο για την μεταβλητή up - selling με τρεις νευρώνες
στο κρυφό στρώμα
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Κεφάλαιο 6. Εφαρμογή σε piραγματικά δεδομένα
Σχήμα 6.24: Νευρωνικό δίκτυο για την μεταβλητή up - selling με piέντε νευρώνες
στο κρυφό στρώμα
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Κεφάλαιο 6. Εφαρμογή σε piραγματικά δεδομένα
Σχήμα 6.25: Νευρωνικό δίκτυο για την μεταβλητή up - selling με εννιά νευρώνες
στο κρυφό στρώμα
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Τα αντίστοιχα γραφήματα ROC είναι τα piαρακάτω:
Σχήμα 6.26: Γραφήματα ROC για την μεταβλητή up - selling με τρεις και piέντε
νευρώνες στο κρυφό στρώμα αντίστοχα
Σχήμα 6.27: Γράφημα ROC για την μεταβλητή up - selling με εννιά νευρώνες στο
κρυφό στρώμα
6.5.2 Radial Basis Function (RBF) Perceptron
Εpiιλέγουμε την διαδρομή:
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Analyze −→ Neural Networks −→ Radial Basis Function
Στο piεδίο εpiιλογών piου ανοίγει κάνουμε τις piαρακάτω τροpiοpiοιήσεις:
• Variables: Στην καρτέλα αυτή ορίζουμε το είδος των μεταβλητών μας. Για
τις εpiεξηγηματικές μας μεταβλητές δίνονται δύο ξεχωριστά piεδία: στο piεδίο
Factors εισάγονται οι κατηγορικές μεταβλητές ενώ στο piεδίο Covariates
οι συνεχείς μεταβλητές.
• Partitions: Σε αντίθεση με τα δέντρα, εδω η SPSS μας δίνει την δυνατότητα
να διαχωρίσουμε το υpiάρχον σύνολο εκpiαίδευσης σε δύο υpiοσύνολα. Εpiι-
λέγοντας Randomly Assign Cases Based On Several Number Of Cases
μpiορούμε να ορίσουμε το piοσοστό των δεδομένων του αρχικού συνόλου θα
ανήκει στο σύνολο εκpiαίδευσης και στο σύνολο εξέτασης. Και για τα τρία
piροβλήματα piου θα δούμε θέσαμε ως 70% του αρχικού συνόλου το σύνολο
εκpiαίδευσης και 30% σύνολο εξέτασης.
• Architecture: Εδώ μpiορούμε να εpiιλέξουμε όλες τις ρυθμίσεις piου αφορούν
την αρχιτεκτονική ενός νευρωνικού δικτύου, όpiως τον αριθμό των κρυφών
στρωμάτων, τις συναρτήσεις ενεργοpiοίησης για τα κρυφά στρώματα και τα
στρώματα εξόδου. Για το κάθε ένα piρόβλημα piου έχουμε, μέσω της εpiιλογής
Use Specified Number Of Units, θα κατασκευάσουμε τρία νευρωνικά
δίκτυα με 3,5 και 9 μονάδες στο κρυφό στρώμα. Εpiιpiλέον, οριζούμε ως
συνάρτηση ενεργοpiοίησης του κρυφού στρώματος την Normalized Radial
Basis Function.
• Output : Μέσω αυτής της καρτέλας καθορίζουμε την μορφή των αpiοτελε-
σμάτων του μοντέλου ταξινόμησης καθώς και των μέτρων αξιολόγησης αυ-
τού. Στις piροεpiιλογές του SPSS θα piροσθέσουμε την εμφάνιση του piίνακα
συναpiτικών βαρών, το γράφημα ROC και το διάγραμμα σημαντικότητας των
εpiεξηγηματικών μεταβλητών.
• Options: Στο τελευταίο αυτό piεδίο καθορίζονται κάpiοιες εpiιpiλεόν λεpiτο-
μέρειες του δικτύου piρος κατασκευή όpiως οι κανόνες διακοpiής της διαδικα-
σίας και οι ελλιpiείς τιμές. Οι ρυθμίσεις piου εpiιλέξαμε για τα piροβλήματά
μας αφορούν την εισαγωγή των ελλιpiών τιμών στο μοντέλο.
Στη συνέχεια ακολουθούν τα αpiοτελέσματα για το κάθε ένα αpiό τα τρία piροβλήμα-
τα ταξινόμησης:
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Appetency:
Σχήμα 6.28: Νευρωνικό δίκτυο για την μεταβλητή appetency με τρεις κρυφές
μονάδες
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Κεφάλαιο 6. Εφαρμογή σε piραγματικά δεδομένα
Σχήμα 6.29: Νευρωνικό δίκτυο για την μεταβλητή appetency με piέντε κρυφές
μονάδες
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Κεφάλαιο 6. Εφαρμογή σε piραγματικά δεδομένα
Σχήμα 6.30: Νευρωνικό δίκτυο για την μεταβλητή appetency με εννιά κρυφές
μονάδες
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Τα αντίστοιχα ROC γραφήματα είναι τα εξής:
Σχήμα 6.31: Καμpiύλες ROC για την μεταβλητή appetency για τρεις και piέντε
κρυφές μονάδες αντίστοιχα
Σχήμα 6.32: Καμpiύλη ROC για την μεταβλητή appetency για εννιά κρυφές μο-
νάδες
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Churn:
Σχήμα 6.33: Νευρωνικό δίκτυο για την μεταβλητή churn με τρεις κρυφές μονάδες
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Κεφάλαιο 6. Εφαρμογή σε piραγματικά δεδομένα
Σχήμα 6.34: Νευρωνικό δίκτυο για την μεταβλητή churn με piέντε κρυφές μονάδες
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Κεφάλαιο 6. Εφαρμογή σε piραγματικά δεδομένα
Σχήμα 6.35: Νευρωνικό δίκτυο για την μεταβλητή churn με εννιά κρυφές μονάδες
Τα αντίστοιχα ROC γραφήματα είναι τα εξής:
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Σχήμα 6.36: Καμpiύλες ROC για την μεταβλητή churn για τρεις και piέντε κρυφές
μονάδες αντίστοιχα
Σχήμα 6.37: Καμpiύλη ROC για την μεταβλητή churn για εννιά κρυφές μονάδες
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Up - selling:
Σχήμα 6.38: Νευρωνικό δίκτυο για την μεταβλητή up - selling με τρεις κρυφές
μονάδες
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Κεφάλαιο 6. Εφαρμογή σε piραγματικά δεδομένα
Σχήμα 6.39: Νευρωνικό δίκτυο για την μεταβλητή up - selling με piέντε κρυφές
μονάδες
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Κεφάλαιο 6. Εφαρμογή σε piραγματικά δεδομένα
Σχήμα 6.40: Νευρωνικό δίκτυο για την μεταβλητή up - selling με εννιά κρυφές
μονάδες
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Τα αντίστοιχα ROC γραφήματα είναι τα εξής:
Σχήμα 6.41: Καμpiύλες ROC για την μεταβλητή up - selling για τρεις και piέντε
κρυφές μονάδες αντίστοιχα
Σχήμα 6.42: Καμpiύλη ROC για την μεταβλητή up - selling για εννιά κρυφές
μονάδες
6.5.3 Σύγκριση Τεχνητών Νευρωνικών Δικτύων
Η αpiόδοση ενός Νευρωνικού Δικτύου συνδέεται άμεσα με τον αριθμό των κρυ-
φών στρωμάτων, καθώς είναι piολύ piιθανό αν αυξήσουμε τα κρυφά στρώματα να
αυξηθεί και η αpiόδοση του μοντέλου. Συνεpiώς, η σύγκριση των μοντέλων piου
piροέκυψαν αpiό τους τύpiους δικτύων piου χρησιμοpiοιήσαμε θα γίνει με βάση τον
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αριθμό των κρυφών στρωμάτων piου θέσαμε και piαρουσιάζεται στον piαρακάτω
piίνακα. ΄Οpiως αναφέραμε και piαραpiάνω, θα εξετάσουμε το κάθε piρόβλημα για
τρεις διαφορετικούς αριθμούς μονάδων στο κρυφό στρώμα piροκειμένου να δούμε




Εκpiαίδευση / Εξέταση +1 / -1
MLP 3 98.2 / 98.3 0.463 / 0.463
MLP 5 98.2 / 98.3 0.709 / 0.709
MLP 9 98.3 / 98.1 0.801 / 0.801
RBFN 3 98.2 / 98.2 0.554 / 0.554
RBFN 5 98.2 / 98.3 0.636 / 0.636
RBFN 9 98.2 / 98.3 0.599 / 0.599
Πίνακας 6.3: Πίνακας σύγκρισης αριθμού κρυφών μονάδων,εκτιμώμενης ακρίβειας
και εμβαδού κάτω αpiό την καμpiύλη (AUC)
Αpiό τα piαραpiάνω αpiοτελέσματα για το piρόβλημα ταξινόμησης της μεταβλητής
appetency, βλέpiουμε ότι ο βέλτιστος αριθμός νευρώνων για το κρυφό στρώμα
εpiιλέγεται να είναι 9 για τον αλγόριθμο MLP και 5 για τον αλγόριθμο RBFN.
Αpiό την θεωρία piου piαρουσιάσαμε στα piροηγούμενα κεφάλαια ωστόσο piροκύpiτει
ότι ένας αλγόριθμος, συγκρινόμενους με άλλους, θεωρείται βέλτιστος όταν οι τιμές
της ακρίβειας και του εμβαδού κάτω αpiό την καμpiύλη ROC (AUC) είναι εξίσου
ικανοpiοιητικά. Αν και η ακρίβεια για τις εpiιλεγμένες piεριpiτώσεις των μεθόδων
δεν διαφέρει σημαντικά, βασιζόμενοι στο piροηγούμενο συμpiέρασμα,ο αλγόριθμος
RBFN θα piρέpiει αναγκαστικά να αpiορριφθεί, διότι η τιμή της AUC σε σύγκριση
με αυτή της μεθόδου MLP είναι σαφώς χειρότερη. ΄Αρα, η βέλτιστη piερίpiτωση για




Εκpiαίδευση / Εξέταση +1 / -1
MLP 3 92.6 / 92.8 0.676 / 0.676
MLP 5 92.9 / 92.8 0.730 / 0.730
MLP 9 93 / 92.4 0.718 / 0.718
RBFN 3 92.6 / 92.6 0.568 / 0.568
RBFN 5 92.6 / 92.7 0.587 / 0.587
RBFN 9 92.7 / 92.4 0.601 / 0.601
Πίνακας 6.4: Πίνακας σύγκρισης αριθμού κρυφών μονάδων,εκτιμώμενης ακρίβειας
και εμβαδού κάτω αpiό την καμpiύλη (AUC)
147
Κεφάλαιο 6. Εφαρμογή σε piραγματικά δεδομένα
Δουλεύοντας εντελώς ανάλογα, αpiό τον piίνακα βλέpiουμε ότι οι αλγόριθμοι MLP
και RBFN με 5 και 9 νευρώνες αντίστοιχα στο κρυφό στρώμα δίνουν τα καλύτερα
αpiοτελέσματα αpiό όλες τις εξετασθείσες piεριpiτώσεις. Ωστόσο, αν συγκρίνου-
με τις δύο καλύτερες εpiιλογές μεταξύ τους θα δούμε ότι η μέθοδος MLP μας
piροσφέρει σαφώς καλύτερα αpiοτελέσματα αφού piαρουσιάζει υψηλότερες τιμές και
στην ακρίβειας αλλά και στην AUC. Συνεpiώς, η μέθοδος MLP με κρυφό στρώμα 5





Εκpiαίδευση / Εξέταση +1 / -1
MLP 3 92.8 / 92.4 0.571 / 0.571
MLP 5 92.6 / 92.8 0.597 / 0.597
MLP 9 92.7 / 92.6 0.642 / 0.642
RBFN 3 92.6 / 92.8 0.550 / 0.550
RBFN 5 92.7 / 92.5 0.583 / 0.583
RBFN 9 92.6 / 92.8 0.579 / 0.579
Πίνακας 6.5: Πίνακας σύγκρισης αριθμού κρυφών μονάδων, εκτιμώμενης ακρίβειας
και εμβαδού κάτω αpiό την καμpiύλη (AUC)
Για το τελευταίο piρόβλημα ταξινόμησης piου θα δούμε, τα αpiοτελέσματα piου
piροέκυψαν υpiοδεικνύουν ως τους καλύτερους αλγορίθμους τους MLP με κρυφό
στρώμα 9 νευρώνων και RBFN με κρυφό στρώμα 5 νευρώνων. Αpiό την σύγκριση
των δύο εpiιλεγμένων μεθόδων, βλέpiουμε piάλι ότι ο αλγόριθμος MLP υpiερτερεί
του RBFN σε εpiίpiεδο ακρίβειας αλλά και στην τιμή της AUC. ΄Ετσι, για το piρόβλη-
μα ταξινόμησης της μεταβλητής up - selling ως βέλτιστη μέθοδος αναδεικνύεται η
MLP με κρυφό στρώμα 9 νευρώνων.
6.6 Μηχανές Διανυσμάτων Υpiοστήριξης
Οι Μηχανές Διανυσμάτων Υpiοστήριξης είναι μια αpiό τις σημαντικότερες μεθόδους
στην ανάλυση δεδομένων υψηλών διαστάσεων καθώς εpiιτρέpiει την δυαδική ταξι-
νόμηση των εpiεξηγηματικών μεταβλητών αpiοφεύγοντας την υpiερpiροσαρμογή του
μοντέλου. Για την ανάλυση piου κάναμε για τα τρία piροβλήματα ταξινόμησης χρη-
σιμοpiοιήσαμε piολυωνυμικό,ακτινικό και σιγμοειδή piυρήνα, ενώ για κάθε έναν αpiό
αυτούς τους piυρήνες εξετάσαμε piέντε διαφορετικές τιμές της piαραμέτρου κανο-
νικοpiοίησης C (grid search). Υpiενθυμίζουμε ότι η piαράμετρος κανονικοpiοίησης
C εκφράζει την συσχέτιση μεταξύ του μεγιστοpiοίησης του piεριθωρίου και της
ελαχιστοpiοίησης του σφάλματος εκpiαίδευσης.
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6.6.1 Συγκεντρωτικοί piίνακες αpiόδοσης
Στις piαρακάτω συγκριτικές μελέτες piου piροέκυψαν για το κάθε piρόβλημα ταξι-
νόμησης βλέpiουμε ότι το βέλτιστο μοντέλο για όλες εpiιτυγχάνεται, για σταθερή
piαράμετρο γ, χρησιμοpiοιώντας C=5. Τα piοσοστά ακρίβειας piου piαρουσιάζο-
νται στους piαρακάτω piίνακες είναι αpiοτελέσματα της εφαρμογής της μεθόδου της
k−διασταυρωμένης εpiικύρωσης για k = 10.
Προγνωστική Ακρίβεια (%)
Πυρήνες c=1 c=2 c=3 c=4 c=5
piολυωνυμικός 97.68 97.69 97.68 97.68 97.7
σιγμοειδής 97.24 96.91 96.65 96.47 96.32
ακτινικός 97.66 97.66 97.68 97.67 97.67
Πίνακας 6.6: Σύγκριση της αpiόδοσης για τις SVMs διαφορετικού piυρήνα με βάση
τα αpiοτελέσματα του grid search για την μεταβλητή appetency
Στο αρχικό piρόβλημα ταξινόμησης piου αφορά την μεταβλητή appetency, βλέpiου-
με ότι τα καλύτερα μοντέλα εpiιτυγχάνονται για τις τιμές C=5, C=1 και C=3
με piυρήνες piολυωνυμικό, σιγμοειδή και ακτινικό αντίστοιχα. Συγκρίνοντας τις
ακρίβειες των τριών εpiικρατέστερων μοντέλων , αμέσως θα εξαιρούσαμε το μο-
ντέλο piου piροκύpiτει για C=1 με σιγμοειδή piυρήνα καθώς η τιμή της ακρίβειας
piου piαρέχει είναι σαφώς μικρότερη αpiό αυτή των άλλων δύο μοντέλων. Τα δύο
εναpiομείναντα μοντέλα όpiως βλέpiουμε αpiό τον piίνακα, έχουν piολύ μικρή διαφο-
ρά στην ακρίβειά τους, με αυτό piου εpiικρατεί να είναι για C=5 για piολυωνυμικό
piυρήνα.
Προγνωστική Ακρίβεια (%)
Πυρήνες c=1 c=2 c=3 c=4 c=5
piολυωνυμικός 94.47 94.51 94.49 94.5 94.52
σιγμοειδής 92.79 91.73 91.23 90.82 90.56
ακτινικός 94.43 94.44 94.47 94.48 94.46
Πίνακας 6.7: Σύγκριση της αpiόδοσης για τις SVMs διαφορετικού piυρήνα με βάση
τα αpiοτελέσματα του grid search για την μεταβλητή churn
Για την μεταβλητή churn, τα τρία καλύτερα μοντέλα piου piροκύτpiουν για κάθε
piυρήνα είναι για C=5, C=1 και C=4 για piολυωνυμικό, σιγμοειδή και ακτινικό
piυρήνα αντίστοιχα. ΄Οpiως και στο piροηγούμενο piρόβλημα ταξινόμησης, η ακρίβεια
του μοντέλου piου piροκύpiτει για την τιμή C=1 του σιγμοειδή piυρήνα είναι piάλι
μικρότερη σε σύγκριση με τις άλλες δύο τιμές οpiότε και αpiορρίpiτεται. ΄Οσο για τα
μοντέλα piολυωνυμικού και ακτινικού piυρήνα piου μένουν, αυτή την φορά υpiάρχει
μια piιο σημαντική διαφορά στις τιμές της ακρίβειας τους. Το μοντέλο piου τελικά
εpiιλέγουμε είναι αυτό του piολυωνυμικού piυρήνα καθώς εμφανίζει την υψηλότερη
ακρίβεια.
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Προγνωστική Ακρίβεια (%)
Πυρήνες c=1 c=2 c=3 c=4 c=5
piολυωνυμικός 92.52 92.53 92.54 92.58 92.68
σιγμοειδής 89.52 88.32 87.80 87.73 87.44
ακτινικός 92.47 92.48 92.48 92.52 92.58
Πίνακας 6.8: Σύγκριση της αpiόδοσης για τις SVMs διαφορετικού piυρήνα με βάση
τα αpiοτελέσματα του grid search για την μεταβλητή up - selling
Τέλος, στο piρόβλημα ταξινόμησης για την μεταβλητή up - selling, τα τρία
βέλτιστα μοντέλα αντιστοιχούν στις τιμές C=5, C=1 και C=5 για piολυωνυμικό,
σιγμοειδή και ακτινικό piυρήνα. Το μοντέλο piου piροκύpiτει με εφαρμογή του σιγ-
μοειδή piυρήνα κρίνεται piάλι ακατάλληλο διότι εμφανίζει για ακόμα μια φορά την
χαμηλότερη ακρίβεια σε σχέση με τα άλλα δύο μοντέλα. Ως καλύτερο μοντέλο
αναδεικνύεται αυτό piου αντιστοιχεί στον piολυωνυμικό piυρήνα καθώς εξασφαλίζει
την μεγαλύτερη ακρίβεια για το μοντέλο μας.
6.7 Συνολική σύγκριση των ταξινομητών
Στον piαρακάτω piίνακα κατατάσσονται τα καλύτερα μοντέλα piου piροέκυψαν με
την χρήση των piαραpiάνω ταξινομητών για τα τρία piροβλήματα ταξινόμησης piου
μελετήσαμε piροκειμένου να εντοpiιστεί η καλύτερη piροσέγγιση για την ανάλυσή
τους.
Ακρίβεια (%)
Ταξινομητής appetency churn up - selling
CHAID 98.2 93.4 92.7
Exhaustive CHAID 98.2 93.4 92.7
CRT 98.2 94.5 92.7
QUEST 98.2 92.6 92.7
MLP 98.1 92.8 92.6
Polynomial (SVM) 97.7 94.52 92.68
Πίνακας 6.9: Αναλυτική σύγκριση των ταξινομητών για όλα τα piροβλήματα ταξι-
νόμησης piου είδαμε μέσω της συνολικής ακρίβειας
Μέσω του συγκεντρωτικού piίνακα είμαστε piλέον σε θέση να εpiιλέξουμε το
καταλληλλότερο μοντέλο (με βάση του ταξινομητές piου χρησιμοpiοιήσαμε) για το
κάθε piρόβλημα ταξινόμησης. ΄Ετσι λοιpiόν βλέpiουμε ότι για το piρόβλημα της
μεταβλητής appetency όλοι οι αλγόριθμοι των δέντρων δίνουν ακριβώς την ίδια
ακρίβεια και κατά συνέpiεια είναι όλοι τους εξίσου κατάλληλοι για την piεριγραφή του
piροβλήματος. Στο piρόβλημα ταξινόμησης piου αφορά την μεταβλητή churn, η SVM
piολυωνυμικού piυρήνα και με piαράμετρο κανονικοpiοίησης C=5 αναδεικνύεται ως
το αpiοδοτικότερο μοντέλο με ακρίβεια 94.52%. Τέλος, στο piρόβλημα ταξινόμησης
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της μεταβλητής up - selling, αν και όλοι οι αλγόριθμοι των δέντρων δίνουν την ίδια
ακρίβεια, ως βέλτιστος εpiιλέγεται ο CRT αφού μας piαρέχει το μικρότερο σφάλμα
piρόβλεψης (βλ. Πίνακα 5.2).
Εν κατακλείδι, piρέpiει να αναφέρουμε ότι τα piαραpiάνω βέλτιστα μοντέλα piου
υpiολογίστηκαν για τα piροβλήματα ταξινόμησης δεν ταυτίζονται με τα τελικά αpiο-
τελέσματα του διαγωνισμού KDD Cup 2009, καθώς στα piλαίσια του διαγωνισμού
χρησιμοpiοιήθηκαν όλες οι διαθέσιμες μέθοδοι για data mining, εκ των οpiοίων
κάpiοιες piροσέφεραν καλύτερα αpiοτελέσματα αpiό αυτά piου piαρουσιάσαμε στην
μελέτη μας. Για piερισσότερες piληροφορίες εpiί των τελικών αpiοτελεσμάτων του
διαγωνισμού για τα σύνολα εκpiαίδευσης και εξέτασης, piαραpiέμpiουμε τον ανα-
γνώστη στις εργασίες των Lemaire et al. (2009) και Nicolescu - Mizil et al.
(2009).
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