We give a constructive proof of Gilmer's theorem that if every nonzero polynomial over a …eld k has a root in some …xed extension …eld E, then each polynomial in k [X] splits in E [X]. Using a slight generalization of this theorem, we construct, in a functorial way, a commutative, discrete, von Neumann regular k-algebra A so that each polynomial in k [X] splits in A [X].
Introduction
How do you construct the algebraic closure of a …eld k? One standard technique is to construct an algebraic extension ring R of k in which every polynomial in k [X] has a root, then divide out by a maximal ideal of R to get a …eld K, algebraic over k, in which every nonconstant polynomial in k [X] has a root. The ring R is constructed by adjoining indeterminates X f to k, one for each monic nonconstant polynomial f of k [X], and dividing out by the ideal generated by the polynomials f (X f ). In practice, people often restrict themselves to irreducible polynomials f but that is not needed and is problematic from a constructive point of view because it assumes that every polynomial can be factored into irreducible polynomials. The maximal ideal is constructed using Zorn's lemma (which, of course, is also problematic from a constructive point of view).
It remains to show that every nonconstant polynomial in K [X] has a root in K. The usual technique, at least before Gilmer's paper [2] , was to iterate the previous construction a countable number of times. Alternatively, if we could show that every nonzero polynomial in k [X] actually splits over K, that is, factors into linear polynomials in K [X], then it is straightforward to show that K is already algebraically closed. In [2] , Gilmer showed that if every nonzero polynomial in k [X] has a root in a given extension …eld K, then each nonconstant polynomial over k already splits in K [X].
We would like to give a constructive proof of this very pretty theorem. Essentially, this means …nding a proof that does not appeal to the law of excluded middle (see [5] for background material). The idea is to determine what computational information you need to factor the given polynomial completely in the extension …eld.
We deal here exclusively with discrete …elds, that is, nontrivial commutative rings such that each element is either zero or has an inverse. The computational information here is that we can distinguish the two cases and that we can …nd the inverse. As it turns out, this is the only information we require. We will sometimes restrict to countable sub…elds in order to construct an extension …eld in which a given polynomial has a root. This maneuver is necessary because the polynomial may already have roots in the ground …eld (of which we are unaware) and we need a systematic way of choosing, in advance, which of these roots is to be identi…ed with the root in the extension …eld (see [5, VI.3 Exercise 1] and [1] ) should we discover such a root; if the ground …eld is countable, we can choose the root that appears …rst in the enumeration.
A monic polynomial with coe¢ cients in a discrete …eld is reducible if we can write it as a product of two polynomials of smaller degree. This is a positive concept-we have to able to construct the factors-as opposed to irreducible which means not reducible. We will say that a polynomial over a discrete …eld is separable if it is relatively prime to its (formal) derivative (so it has distinct roots in any extension …eld).
A discrete …eld K is perfect if every nonzero polynomial over K is a product of separable polynomials. If the characteristic of K is a prime p, then K is perfect exactly when
. Every …eld k can be embedded, essentially uniquely, in a perfect …eldk such that if x 2k, then either x 2 k or k has …nite characteristic p and x p e 2 k for some positive integer e (see [5, Theorem VI.7.4] ). The …eldk is called the perfect closure of k. Note that we do not have to know whether the …eld has …nite characteristic in order to form its perfect closure.
We gather here a few lemmas for later use.
Lemma 1 Let k be a discrete …eld and h a monic polynomial with coe¢ cients in k. Let k [ ] and k [ ] be commutative rings containing k such that h ( ) = 0 and h ( ) = 0. If g 2 k [X], and g ( ) 2 k, then either h is reducible or g ( ) = g ( ).
Proof.
We say that two elements a and b in a commutative ring R are comaximal if Ra + Rb = R. For convenience, we say that a polynomial f , with coe¢ cients in an arbitrary commutative ring, is separable if f and f 0 are comaximal. The following lemma is a well-known result.
Lemma 2 Let R be a commutative ring.
1. If I and J are comaximal ideals of a commutative ring R, then R=IJ is naturally isomorphic to R=I R=J.
is separable, and f = cd, then c and d are comaximal.
Proof. For (1), the natural map from R to R=I R=J has kernel I \ J which is equal to IJ because I + J = R. The map is onto because if a and b are in R, and i + j = 1, then c = bi + aj maps onto a modulo I and b modulo J.
We will also have occasion to use this next lemma.
Lemma 3 A nonconstant polynomial over a perfect …eld is a product of separable polynomials.
Proof. Let f be a nonconstant polynomial. If f 0 = 0, then, since the …eld is perfect, f = g p where p is the characteristic of the …eld. But g is a product of separable polynomials by induction on deg f . Suppose f 0 6 = 0, and let g = gcd (f; f 0 ). If g = 1, then f is separable. Otherwise f = gh is a proper factorization of f , so g and h are products of separable polynomials by induction on deg f .
Gilmer' s theorem
We phrase Gilmer's theorem in terms of an extension that is a discrete reduced commutative ring rather than a discrete …eld. A ring R is reduced if r n = 0 implies r = 0 for each r 2 R.
Theorem 4 (Gilmer) Let k be a discrete …eld. If R is a discrete reduced commutative ring containing k, and every nonconstant polynomial over k has a root in R, then every nonconstant polynomial over k splits in R.
Proof. Let f be a nonconstant polynomial over k. We …rst show that we can assume that f is separable. Either we can write f as a product of separable polynomials or we can …nd a prime p so that pk = 0. In the former case, we can replace f by each of its factors. In the latter case, we can identify the perfect closure k p 1 with a sub…eld of R because for each x 2 k and positive integer e there is a unique 2 R such that p e = x (because every nonconstant polynomial over k has a root in R, and R is reduced). Moreover, every polynomial g over k p 1 has a root in R because g p e has a root in R for some e and R is reduced. So in this case we may replace k by the perfect …eld k p 1 and thus assume that f is separable by Lemma 3. We may assume that k is countable by replacing k by the sub…eld of k generated by the coe¢ cients of f . Induction on deg f will …nish the proof if f is reducible. As k is countable we can construct a splitting …eld F for f over k (see [5, Theorem VII.2.3] ). Because f is separable, F = k [ ]. Let h be a polynomial over k with h ( ) = 0. We proceed by induction on deg h. By hypothesis, there exists 2 R such that h ( ) = 0. Let g 1 ; : : : ; g m be polynomials over k such that
Then, by Lemma 1, either h is reducible, in which case we are done by induction, or
which shows that f splits in R.
Note that we don't need the full force of the hypothesis that R is reduced, only that if p is a prime and 2 R are such that p1 = 0 = p , then = 0. We may not even need that. Of course …elds are reduced rings.
von Neumann regular rings
A commutative ring is von Neumann regular if every principal ideal is generated by an idempotent. A ring is said to be discrete if, for all r; s in the ring, either r = s or r 6 = s. Clearly …elds are discrete, von Neumann regular rings. The following lemma is Theorem 18.7 of Gilmer's book on semigroup rings [3] . The proof there is constructive. See also Lombardi and Quitté [4, Proposition IV.8.11].
Lemma 5 If R is a discrete, commutative, von Neumann regular ring, then R [X] is a Bezout ring.
We will be interested in rings of the form k [X] = (f (X)) where f is a separable polynomial. Classically, such a ring is a product of …elds, but we can't say this constructively because we may not be able to factor f into irreducibles. However we can show that it is a von Neumann regular ring. Clearly …elds are von Neumann regular, and we have the following lemma. Proof. Induction on deg f . Note that R [X] = (f ) is discrete because R is discrete and we have the division algorithm for monic polynomials. Suppose a is a nonzero element of A = R [X] = (f ), so a is represented by g 2 R [X] that is not divisible by f . From Lemma 5, we construct d = sf + tg that divides both f and g. We may assume that d is monic. If d = 1, then t is an inverse for g modulo f . Otherwise, f has a nontrivial factorization cd. From Lemma 2, it follows that
and we are done by induction on deg f .
Theorem 7
Let k be a …eld and R n = k [X 1 ; : : : ; X n ]. Let f i 2 k [X i ] be monic and nonconstant for i = 1; : : : ; n, and let J n be the ideal of R n generated by the f i . Then R n =J n is a discrete ring that is naturally isomorphic to
and J n \ R n 1 = J n 1 . If the polynomials f i are separable, then R n =J n is von Neumann regular.
Proof. There are natural epimorphisms
As the map R n ! S n takes J n to zero, we have a natural epimorphism R n =J n ! S n . The natural map from R n 1 =J n 1 to R n =J n induces a map from S n to R n =J n . All these maps take the image of X i to the image of X i , so these last two maps are isomorphisms. As the map from S n to R n =J n is one-to-one, it must be one-to-one on R n 1 =J n 1 , so J n \ R n 1 = J n 1 . That R n =J n is discrete follows by induction on n because S n , is a direct sum of deg f n copies of the vector space R n 1 =J n 1 . Finally, if the polynomials f i are separable, then R n =J n is von Neumann regular by induction on n using Lemma 6.
A commutative ring C is said to be strongly discrete if C=I is discrete for every …nitely generated ideal I. When C=I is discrete, we say that I is detachable from C, that is, for each c 2 C, either c 2 I or c = 2 I.
Theorem 8 A discrete von Neumann regular commutative ring R is strongly discrete and reduced.
Proof. First note that any …nitely generated ideal of R is generated by an idempotent because the ideal generated by the idempotents e 1 and e 2 is generated by the idempotent e 1 +e 2 e 1 e 2 . To see that R is strongly discrete, note that an idempotent e 1 is in the ideal generated by the idempotent e 2 exactly when e 1 e 2 = e 1 , which we can decide because R is discrete. Finally, and this is true whether or not R is discrete, if r n = 0, and Rr = Re for e an idempotent, then e n = 0 so e = 0.
The algebraic closure
The algebraic closure of a …eld k is constructed by introducing an indeterminate X f for each monic polynomial f of degree greater than zero, forming the ring of polynomials in these indeterminants with coe¢ cients in k, dividing out by the ideal generated by the elements f (X f ), and then dividing out by a maximal ideal in that quotient ring. For k a discrete …eld, this plan can be carried out constructively except for the last step, which can be done if k is countable. By a maximal ideal here, we mean an ideal whose cokernel is a discrete …eld.
It is somewhat more convenient for us to pass to the perfect closure of k …rst. This is a natural construction, unlike the algebraic closure. Then we can restrict ourselves to monic separable polynomials f of degree greater than zero.
Theorem 9 Let k be a discrete …eld, and P a set of monic nonconstant separable polynomials in k [X]. Let X f an indeterminate for each f 2 P and J the ideal in R = k [X f : f 2 P ] generated by ff (X f ) : f 2 P g. Then R=J is a discrete, nontrivial, von Neumann regular ring.
Proof. Let r be an element of R. Let P 0 be a …nite subset of P so that
. Then J 0 = R 0 \ J, and R 0 =J 0 is discrete and von Neumann regular, by Theorem 7. The principal ideal generated by the image of r in R 0 =J 0 is generated by an idempotent, hence the same is true for the principal ideal generated by the image of r in R=J. Thus R=J is von Neumann regular.
To apply this theorem to construct the "canonical universal splitting ring" of an arbitrary discrete …eld k, we …rst embed k in its perfect closure K, then let P be the set of monic nonconstant separable polynomials in K [X]. The result is a discrete, nontrivial, von Neumann regular, algebraic k-algebra in which every polynomial with coe¢ cients in k has a root. By Theorem 4, every monic polynomial in k [X] splits in this k-algebra.
To get an algebraic closure of k, we map this splitting ring onto a …eld. We can do this if k is countable.
Theorem 10 A nontrivial countable strongly discrete ring admits a homomorphism onto a discrete …eld.
Proof. Let r 0 ; r 1 ; : : : be an enumeration of the strongly discrete ring R. We construct a maximal ideal of R recursively. Let I 0 = 0. Having constructed the proper …nitely generated ideal I n , let I n+1 = Rr n + I n , if 1 = 2 Rr n + I n , and I n+1 = I n otherwise. Set M equal to the union of the chain of proper ideals I n . An element r n of R is either in I n+1 M , or is invertible modulo I n M , so R=M is a (discrete) …eld.
To …nish this development, we need to prove that if k C are discrete …elds with C algebraic over k, and every nonconstant polynomial over k has a root in C, then C is algebraically closed. The key lemma appears to be the following.
Lemma 11 Let k C be discrete …elds with C algebraic over k. If f 2 C [X] is a nonzero monic polynomial, then there exists h 2 k [X] such that f divides h.
Proof. Suppose f = a 0 + a 1 X + + a n 1 X n 1 + X n 2 C [X]. Let k 0 be a countable sub…eld of k over which a 0 ; a 1 ; : : : ; a n 1 are algebraic. Let be a root of f in an extension …eld of k 0 [a 0 ; : : : ; a n 1 ] and h a monic polynomial over k such that h ( ) = 0. As f ( ) = h ( ) = 0, it follows that d = gcd (f; h) 6 = 1. If d 6 = f , then we are done by induction on deg f . If d = f , then f divides h.
Corollary 12 Let k C be discrete …elds with C algebraic over k. If every nonconstant polynomial in k [X] has a root in C, then C is algebraically closed.
Proof. Let f 2 C [X] be a nonconstant monic polynomial. From the lemma, there exists h 2 k [X] such that f divides h. From Theorem 4 we know that h splits in C. So f splits in C.
