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Abstract
We conjecture that under the permutation similar equivalence relation there are exactly
φ(k) solutions A to the matrix equation Ak = Jdk+1 − Idk+1, where φ is Euler’s totient func-
tion, d > 1 is an integer, k > 0 is an odd integer, J is the matrix of all ones, I is the identity
matrix, and A is an unknown (0, 1) matrix. We present an approach to verify this conjecture.
It establishes a connection between the work of solving the matrix equation Ak = J − I and
the problems of both determining the structure of near-k-factor factorizations of cyclic groups
and characterizing cycle-powers. We also collect some results about the latter two problems
in order to give more insight into this approach.
© 2003 Elsevier Inc. All rights reserved.
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1. History
We use J for the matrix of all ones and I the identity matrix. When necessary, we
include a subscript to indicate the size of a matrix. For example, Jn is of size n × n.
Euler’s totient function of a positive integer n is the number of positive integers
which are less than and relatively prime to n. This is usually denoted φ(n).
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As an attempt to generalize the friendship theorem [17], Hoffman [25] posed the
problem of determining all digraphs in which there is no walk of length 3 going
from a vertex to itself and for every pair of different vertices u and v there is exactly
one walk of length 3 connecting u to v. Clearly, the problem amounts to solving the
matrix equation A3 = J − I , where A is an unknown (0, 1) matrix. In response to it,
Lam and Van Lint [25] considered a family of more general (0, 1) matrix equations
Ak = Jn − In, (1)
where k is a positive integer, not necessarily being 3. By the basic result of Hoffman
polynomial [7,23], we know that if A is a (0, 1) matrix satisfying Eq. (1) then it
has a constant line sum d with dk + 1 = n. To exclude trivial cases, when talking
about Eq. (1) in the sequel, we always assume that k > 1 and n = dk + 1 for an
integer d  2. Under these conventions, Lam and Van Lint [25] asserted that Eq. (1)
is solvable if and only if k is odd. Thus we will further agree that k is odd hereafter.
Owing to the work of [25], we have had a satisfactory knowledge regarding the
existence of solutions to Eq. (1). Naturally, one would then turn to search for other
solutions. Doing so, we will inevitably meet with the isomorphism problem since
we have to judge whether two constructions are indeed two different ones. Unless
otherwise stated, we always consider two solutions of Eq. (1) to be the same if and
only if they are permutation similar to each other. In this sense, we have known
that there are at least φ(k) solutions to Eq. (1) [41–43], which solved the problem
about the uniqueness of solution to Eq. (1) posed in [25]. As automorphism and
isomorphism are closely related concepts, along with this work Wang et al. [40–42]
also determined the automorphism group of each of these φ(k) solutions and thus
settled another question of Lam and Van Lint [25]. Unaware of the work of [40–43],
our investigation on the automorphisms and isomorphisms of consecutive-d digraphs
[16] also leads us to the settlement of the two open problems of [25] and actually
some even stronger results. These results was reported in [46], which had been with-
drawn from the journal after we knew the earlier results of Wang et al. But since our
method is different from that of Wang et al. and for the completeness of this paper,
we will still present briefly our arguments in Section 4.
It is a much harder task to go a step further to solve Eq. (1). Indeed, regarding this
type of work, a remark was made in [9] more than a decade ago: “Some constructions
are known, but a complete classification is nowhere in sight at present”. Luckily, we
have already seen a complete classification of solutions to Eq. (1) in some special
cases by now. The first such result was due to Lam and Van Lint. They [25] partly
answered the original question of Hoffman by proving that there is exactly one so-
lution to Eq. (1) when k = 3, d = 2, where they not only regarded two solutions
permutation similar to each other as the same but also did not distinguish between
a matrix and its transpose. Recall that Eq. (1) has at least φ(3) = 2 solutions in the
usual sense. This means that accoroding to our criterion of equivalence there are
exactly two solutions to A3 = J9 − I9 with one being permutation similar to the
transpose of the other. Recently, we [48] worked out Eq. (1) for d = 2. It turns out
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that Ak = J2k+1 − I2k+1 has exactly φ(k) solutions for every feasible (odd) k as well
as the special case of k = 3. Notice that the approach of [48] also provided implicitly
several sufficient conditions under each of which we can show that there are exactly
φ(k) solutions to Eq. (1).
This paper is to clarify and develop the approach to solving Eq. (1) initiated in
[48]. We intend to give a clear picture of what we have had in sight about the com-
plete classification problem, especially the gap between what we can prove and what
we want to prove. We will also have some discussion on the several research topics
arising from our course of tackling Eq. (1).
2. Notations
Our approach can be divided into several steps. Correspondingly, this leads us to
several problems which might look to be far away from solving Eq. (1) at first sight.
This section is to give some notations so that we can explain our approach.
In this paper, we always let the row (column) indices of a matrix with n rows
(columns) run from 0 to n − 1 and the row (column) with row (column) index i will
be referred to as the ith row (column). ei will represent the row vector (of suitable
dimension) with a 1 in the ith position and 0’s elsewhere. We often identify the
row (column) indices of an n × n matrix with elements of Zn, the ring of residues
modulo n. For a matrix A, we write A(i, j) for the (i, j) entry in A; A(i, ·) denotes
the ith row vector of A, namely eiA; and Ri (A) stands for the set of the column
indices of the non-zero entries in A(i, ·), namely, Ri (A) = {j :A(i, j) = 0}. Ri (A)
is called the ith row set of A and is regarded as a subset of Zn when A has n col-
umns. Any matrix A naturally corresponds to a (simple) graph GA, which is the
intersection graph [5,21,28,44] of the row sets of A. More precisely, GA has the
row indices of A as vertices, and there is an edge between i and j if and only if
i = j andRi (A) ∩Rj (A) = ∅. We mention that the columns of A correspond to an
edge clique cover of GA [28]. The digraph of a square non-negative integer matrix
A, denoted by (A), is defined as follows: the vertex set of (A) is again the row
(column) indices of A, and the number of arcs of(A) going from i to j is A(i, j) for
every pair of vertices i, j. We will view two isomorphic digraphs as being identical.
Note that two square non-negative integer matrix are permutation similar if and only
if their digraphs are isomorphic. We will write A ≈ B to denote that A is permutation
similar to B, or equivalently, (A) = (B).
For any integer g, a g-circulant [2,7,15] is a square matrix in which each row
is obtained from the preceding row by shifting the elements cyclically g columns
to the right. A g-circulant will be said to be a generalized circulant when we do
not emphasize (or do not know) its shifting parameter g. Note that a generalized
circulant of order n has indeed infinitely many shifting parameters which may even
belong to different residue classes modulo n. But anyway, a generalized circulant A
is uniquely determined by its first row A(0, ·) and any one of its shifting parameters.
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Assume that A(0, ·) = (a0, a1, . . . , an−1). We define the Hall polynomial [7,15] of
A to be
θA(x) =
n−1∑
i=0
aix
i,
from which we can read all the information of A(0, ·). We introduce here some
special generalized circulants for our later use. A homogeneous generalized circulant
Qg is a g-circulant with 1 as its Hall polynomial; a push matrix N is a 1-circulant
with x as its Hall polynomial [2]. The size of these matrices will be clear in the con-
text. Observe that the generalized circulant with Hall polynomial θ(x) and shifting
parameter g can be conveniently expressed as Qgθ(N). The computation of product
of generalized circulants just follows several simple rules:
NQg = QgNg, QgQh = Qgh and NgNh = Ng+h. (2)
Following [33], we refer to any subset {a, a + 1, . . . , b} of Zn as an interval of it.
We shall write [a, b] for the interval {a, a + 1, . . . , a + (b − a)}. Here b − a should
be understood as the least non-negative integer in the residue class b − a(mod n).
When [a, b] = Zn, the numbers a and b are uniquely determined by [a, b] and will
be called the counterclockwise endpoint and clockwise endpoint of [a, b], respec-
tively. For Y ⊆ X ⊆ Zn, we say that Y is a segment of X provided Y is a maximal
interval of Zn (under the inclusion relation) which is covered by X. We will use the
notation that | · | is the number of elements of the set indicated between the bars.
A (0, 1) matrix X has the circular 1’s property for rows [5,21,35,37] if there
is a permutation matrix P1 such that each row set of XP1 has no more than one
segment. It is easy to check that a square non-singular (0, 1) matrix with constant
row sum α has the circular 1’s property if and only if it is permutation similar to
P2(N + N2 + · · · + Nα), where P2 is a permutation matrix. Recall that the tth pow-
er of a cycle of length n [44], denoted by Ctn, is just the graph on Zn with i and j
being adjacent if and only if i − j ∈ {±1,±2, . . . ,±t}. We often omit the super-
script when t = 1. Obviously, the vertex-maxclique matrices of cycle-powers have
the circular 1’s property for rows.
3. A sketch of our approach
Our approach is based on the following:
Conjecture 3.1. Eq. (1) has exactly φ(k) solutions.
We try to work towards verifying Conjecture 3.1 in a way of inductive nature. A
typical induction step is to show that any solution of Eq. (1) in some given classM
of matrices can only lie in a proper subclass of M: Begin with those φ(k) known
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solutions, which might be thought of as a set of solutions of Eq. (1) having some
special form, or solutions satisfying additional constraints; Slack off the constraints
step by step and prove that at each step the set of solutions under the weaker con-
straints still fulfill the original constraints; Thus, while we remove the additional
constraints gradually the set of solutions remains invariant; If we can do this till no
additional constraints exist any more, we prove Conjecture 3.1. Via this method we
are likely to solve Eq. (1) for more and more special classes of matrices A, before we
can prove or disprove Conjecture 3.1. In realizing this idea, we have builded a chain
of arguments and proposed two intermediate conjectures, which together will bridge
the gap between the known existence result of Lam and Van Lint and our complete
classification conjecture, namely Conjecture 3.1. Note that any success in this di-
rection may be viewed as some support to Conjecture 3.1 as well. We depict this
approach in the following diagram and leave the details to the remaining sections.
A~ Q(–d)t (N+...+Nd)
(t,k)=1 , 0 < t < k
Ak = Jdk+1 – Idk+1 , k  odd
GA
GA
   
is   a   cycle  power
is
K1,3-free
GA
is
a
circle
graph
GA
is
a
circular-arc
graph
NGA(x)
<
2d–2
Ak = J – I
A ~ Q(–d)t N
q(N+...+Nd)
Ak = J–I,   d  g  dk–1
P is a permutation matrix
A ~ QgN
q(N+...+Nd)
~
~
~
Ak = J–I,  A~P(N+...+Nd)~
Theorem. 4.4
Theorem.
 5.1
Corollary. 5.1
k=3
or d prime Conjecture. 5.1 Conjecture.6.1
Lemma.7.11 Lemma.7.9 Lemma.7.5 Lemma.7.2
Lemma. 8.2 
d=2
Conjecture. 
3.1
Theorem.
8.1
d=2
Lemma. 6.1
? ? ? ?
4. A class of solutions
The material in this section mainly comes from [46]. Note that as indicated in
Section 1, some results here already appeared in [40–43].
Lam and Van Lint [25] discovered that A = Q−d(N + N2 + · · · + Nd) is a
solution of Eq. (1). Wang and Ding [43] generalized this construction by putting
At := Q(−d)t (N + N2 + · · · + Nd). Using similar combinatorial argument as that
appeared in [25], they demonstrated that At fulfils Eq. (1) when gcd (t, k) = 1.
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We shall prove this fact through a simple algebraic computation, which is almost
the same as that carried out in [45]. Note that it is just through looking into that
computation more closely that we were leading to these “new” constructions.
Lemma 4.1. For any integer t prime to k, Akt = J − I.
Proof. We need only check that Akt and J − I share a common shifting parameter
and a common Hall polynomial. Akt has a shifting parameter (−d)tk ≡ 1(mod n)
which is surely a shifting parameter of J − I . It still remains to show that θ(At )k (x) =
x + · · · + xn−1. But for any g-circulant A we have [7]
θAm(x) ≡ θA(x)θA(xg) · · · θA(xgm−1)(mod xn − 1). (3)
So, noting that two polynomials of degree less than n are equal if and only if they
are congruent modulo xn − 1, the following two pieces of calculations complete the
proof:
gcd (t, k) = 1
⇔ {0, t, . . . , t (k − 1)} ≡ {0, 1, . . . , k − 1}(mod k)
⇔ {1, (−d)t , . . . , (−d)t(k−1)} ≡ {1,−d, . . . , (−d)k−1}(mod n = dk + 1)
⇒
k−1∏
i=0
θA1
(
x(−d)i
)
≡
k−1∏
i=0
θAt
(
x(−d)ti
)
(mod xn − 1)
⇔ θ(A1)k (x) = θ(At )k (x).
(xn − x)(x − 1)−1 = −(xdk − 1)(x−1 − 1)−1
= (−1)k(x(−1)k+1dk − 1)(x(−1)1d0 − 1)−1
=
k−1∏
i=0
(−1)(x(−1)i+2di+1 − 1)(x(−1)i+1di − 1)−1
=
k−1∏
i=0
(
1 − x(−d)id)(x(−d)i (1 − x(−d)i )−1)
=
k−1∏
i=0
x(−d)i
(
1 − x(−d)id)(1 − x(−d)i )−1
= θA1(x)θA1
(
x−d
) · · · θA1
(
x(−d)k−1
)
≡ θ(A1)k (x)(mod xn − 1). 
Wang and coworkers [41,42] proved that the above φ(k) constructions are indeed
different solutions to Eq. (1). We present an approach which leads to some more
general results.
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We first prepare some notations. For any n × n matrix M and number t, we define
the characteristic matrix χt (M) to be
∑
eiMe
T
j =t e
T
i ej . For any permutation p of Zn,
we can define an n × n permutation matrix P by requiring eiP = ep(i), i ∈ Zn. We
say that P is the permutation matrix corresponding to p. Our approach relies upon
the following simple fact:
χt (PMP
−1) =
∑
eiPMP
−1eTj =t
eTi ej
=
∑
ep(i)Me
T
p(j)
=t
eTi ej
=
∑
eiMe
T
j =t
eT
p−1(i)ep−1(j)
=
∑
eiMe
T
j =t
(eiP
−1)TejP−1
= Pχt (M)P−1. (4)
For a digraph G, by Aut (G) we mean the automorphism group of G; analogously,
for any square matrix M we write Aut (M) for the multiplicative group consisting of
those permutation matrices P satisfying M = PMP−1. Denote the n × n matrix
Qq(N
r + Nr+1 + · · · + Nr+d−1) by M(d, n, q, r). Observe that when d < n, it
happens M(d, n, q, r) = M(d, n, q ′, r ′) if and only if q ≡ q ′(mod n), r ≡ r ′(mod n).
Lemma 4.2. Let d  2, n  d + 1, be two integers. Let Mi = M(d, n, qi, ri), i =
1, 2, where gcd (q1, n) = 1. If for some permutation matrix P we have PM1P−1 =
M2. Then it holds P ∈ {Q−1Ni,Ni | i = 1, 2, . . . , n}, q1 ≡ q2(mod n), r1 ≡ r2 or
1 − d1 − r2(mod gcd (n, q − 1)).
Proof. gcd (q1, n) = 1 implies that Qq1 is a permutation matrix and hence
MT1 M1 = (N−ri + N−ri−1 + · · · + N−ri−d+1)
×QTqiQqi (Nri + Nri+1 + · · · + Nri+d−1)
= (N−ri + N−ri−1 + · · · + N−ri−d+1)
× (Nri + Nri+1 + · · · + Nri+d−1).
Therefore, we obtain from n  d + 1 and d  2 that χd−1(MT1 M1) = N + N−1.
But n  d + 1, d  2, together with gcd (q1, n) = 1 shows that M1 has no identi-
cal rows and thus so is M2 = PM1P−1, which instead gives gcd (q2, n) = 1. This
then enables us to obtain χd−1(MT2 M2) = N + N−1 via a similar calculation as
above. Now, Eq. (4) tells us that P(N + N−1)P−1 = N + N−1; Graphically, the
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permutation p on Zn corresponding to the matrix P induces an automorphism of
the cycle Cn = (N + N−1) in the natural manner. Recall that Aut (Cn) is just Dn,
the dihedral group of degree n, which consists of rotations and reflections (see,
[24, pp. 50–52]). By the natural correspondence between Aut (Cn) and Aut (N +
N−1), we see that P ∈ Aut (N + N−1) = {Q−1Ni,Ni | i = 1, 2, . . . , n}, where Ni
corresponds to a rotation of Cn while Q−1Ni a reflection.
Finally, by Eq. (2) we derive the following two formulae:
NiM1N
−i = M1Ni(q1−1) = M(d, n, q1, r1 + i(q1 − 1)); (5)
Q−1NiM1(Q−1Ni)−1 =Q−1Qq1Ni(q1−1)(Nr1 + Nr1+1
+ · · · + Nr1+d−1)Q−1
=Qq1N−i(q1−1)(N−r1 + · · · + N−r1−d+1)
=M(d, n, q1,−r1 − d + 1). (6)
As n  d + 1, the observation preceding the lemma then tells us that Eqs. (5) and
(6) imply the result, as desired. 
Theorem 4.1. Let Mi = M(d, n, qi, ri) for i = 1, 2. Assume that n  d + 1  3
and gcd (q1, n) = 1. Then M1 ≈ M2 if and only if q1 ≡ q2(mod n), r1 ≡ r2 or 1 −
d1 − r2(mod gcd (n, q − 1)).
Proof. The sufficiency is a consequence of Eqs. (5) and (6) while the necessity
directly follows from Lemma 4.2. 
As a corollary of Lemma 4.1 and Theorem 4.1, we get
Theorem 4.2. A = At = M(d, dk + 1, (−d)t , 1), gcd (t, k) = 1, 0 < t < k, are
φ(k) different solutions to Eq. (1).
We deviate a little to remark that the so-called consecutive-d digraph [16] is just
a digraph with adjacency matrix of the form M(d, n, q, r). With the aid of some
line digraph technique, we can generalize Theorem 4.1 to yield results on isomor-
phisms between more general consecutive-d digraphs [46]. The technique used to
prove Lemma 4.2 can also be applied to determine the automorphism group of some
consecutive-d digraphs. We list below a result from [46], which answered an open
problem of Lam and Van Lint about determining the automorphism group of A1.
Indeed, the automorphism group of each At can be read out from it to be a dihedral
group, which was proved by Wang et al. earlier [40–42].
Theorem 4.3. Suppose that k, d, n are three integers pairwise prime to each other.
Let l  1 and λ = gcd (n, dk − 1). Then for M = M(d, dln, dk, r) it holds
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(1) If λ | 2r + d − 1, then Dλ ∼= Aut (M) = {Ncdln/λ | c = 1, 2, . . . , λ}, where j is
a solution of j (dk − 1) ≡ 1 − 2r − d(mod dln);
(2) Otherwise, Zλ ∼= Aut (M) = {Ncdln/λ | c = 1, 2, . . . , λ}.
Note that the basic technique here, as reflected in the proof of Lemma 4.2, may be
summarized as to focus on the intersection pattern of two row sets, or the intersection
pattern of the outneighbors of different vertices in the corresponding digraph. This
method was also successfully applied in other research topics [18,49].
Let us return to the equation Ak = J − I. By virtue of Theorem 4.2, there are at
least φ(k) solutions to Eq. (1). Therefore, to prove Conjecture 3.1, a natural approach
is to prove that these φ(k) solutions are all the solutions in a wider and wider range.
The next theorem is a small step in this direction.
Theorem 4.4. Let A = AtNq. Then Ak = J − I if and only if A ≈ At where
gcd (t, k) = 1.
Proof. The sufficiency is just Lemma 4.1. So we only consider the necessity. Clearly,
we have both
θAk (x) ≡ θA(x)θA(x(−d)
t
) · · · θA(x(−d)(k−1)t )(mod xn − 1)
and
θAk (x) = θJ−I (x) = x + x2 + · · · + xn−1.
Notice that θA(x(−d)
it
) is a sum of d > 1 terms of consecutive powers of x with
positive coefficients and hence its squares or any other higher powers is a polynomial
of x with some coefficient larger than 1. Thus we find that (−d)it (mod n) must be
pairwise distinct when t runs from 0 to k − 1. It then follows from n = dk + 1 =
−((−d)k − 1) that gcd (t, k) = 1. Now calculating the Hall polynomials of Akt and
Ak by Eq. (3), we conclude that 0 ≡ q∑k−1i=0 (−d)ti ≡ q
∑k−1
i=0 (−d)i(mod n). Con-
sequently, q is a multiple of 1 + d. An easy result in elementary number theory guar-
antees that gcd ((−d)t − 1, (−d)k − 1) = (−d)gcd (t,k) − 1 = −(d + 1). Thus there
are integers v and w such that v((−d)t − 1) + w((−d)k − 1) = q. Henceforth, we
have NvAtN−v = AtNv((−d)t−1) = AtNq = A, as required. 
5. Circular 1’s property and factorization of Zn
At the end of last section, we have been able to give a complete classification for
those solutions to Eq. (1) which are permutation similar to AtNq = Q(−d)t Nq(N +
N2 + · · · + Nd). We continue to report our efforts in still slacking off the constrains
by replacing the special permutation matrix Q(−d)t Nq by a general permutation ma-
trix P, namely to solve Eq. (1) for those A with the circular 1’s property. There
130 Y. Wu, Q. Li / Linear Algebra and its Applications 373 (2003) 121–142
have been lots of research on characterizing and recognizing the circular 1’s property
[5,21]. For our purpose, the task of this section is to establish a connection between
it and some special factorization of cyclic groups.
The structure of a (0, 1) matrix is largely reflected in the structure of a set of
subsets of a cyclic group, the set of its row sets. Thus it is not a surprise that we
begin with a technical result stated in terms of cyclic groups.
Let 0 < l  n be two integers. Assume that X(0), X(1), . . . , X(l − 1) are l sub-
sets of Zn while p(0), p(1), . . . , p(l − 1) are l elements of Zn. We can view both
X and p as mappings defined on Zl. We will often use the same symbol for both an
element and the singleton set consisting of that element when there is no danger of
confusion.
Lemma 5.1. Let X, p, l, n, be as described above. Suppose for some integer α > 1,
we have
(i) X(i) \ X(i + α) = p(i);
(ii) X(i + α) \ X(i) = p(i − 1);
(iii) X(i) ∩ X(i + j) = ∅, j = 1, 2, . . . , α − 1;
(iv) |X(i) ∩ X(i + α + 1)| = 1;
(v) X(i) has no segment of length 1; if X(i + α) has a segment of length f, then no
segment of X(i) has length f + 1.
Then l = n, and there are positive integers t, r, u with trα = n − 1 such that the two
mappings p and X can be expressed by the formula
q(i) = ri + u,
Y (i) = ∪t−1j=0[1 + u + (jα + i − 1)r, u + (jα + i)r]
i = 0, 1, . . . , l − 1,
(7)
where (q, Y ) is either (p,X) or (−p,−X).
Proof. For any i ∈ Zl, let ti > 0 be the number of segments of X(i). From (i)
and (ii), we see that both p(i) and p(i − α − 1) belong to X(i). We refer to the
segment of X(i) containing p(i) as X1(i) and that including p(i − α − 1) as Y (i),
respectively. Note that we do not exclude the possibility that X1(i) = Y (i) at present.
Clearly, (iv), together with (i) and (ii), implies that X(i) ∩ X(i + α + 1) = p(i).
As (v) says that both X(i) and X(i + α + 1) do not have any singleton segment, we
get that p(i) is a common endpoint of X1(i) and Y (i + α + 1). Observe further that
X(i)X(i + α) = X1(i)Y(i + α) just consists of two points, p(i), an endpoint
of X1(i), and p(i − 1), an endpoint of Y (i + α). Applying (v) in addition, we then
see that for any i ∈ Zl there can only happen one of the following two cases:
Case Hi,+ : X1(i) = Y (i + α) + 1 = [p(i − 1) + 1, p(i)];
Case Hi,− : X1(i) = Y (i + α) − 1 = [p(i), p(i − 1) + 1].
So far, we already arrive at the following:
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Fact 5.1. Any segment of X(i) other than X1(i) must be a segment of X(i + α);
Conversely, any segment of X(i + α) other than Y (i + α) must be a segment of
X(i).
There are two immediate consequences. One is
ti = ti+α, (8)
which shows that ti only depends on i(mod gcd (α, l)). The other is also recorded as
a fact.
Fact 5.2. Let U , V be segments of X(i) and X(i + α), respectively. If U and V
have a common endpoint, then U = V.
We now demonstrate that for any i ∈ Zl, Hi−1,− and Hi,+ cannot happen si-
multaneously. Otherwise, Hi,+ gives X1(i) = [p(i − 1) + 1, p(i)] while Hi−1,−1
guarantees Y (i + α − 1) = [p(i − 1) + 1, p(i − 2)], which then shows p(i − 1) +
1 ∈ X(i) ∩ X(i + α − 1). This is in contradiction with (iii). Thus, to finish the proof
we proceed to discuss the only two possible cases in turn.
Case H+: It holds Hi,+ for all i.
We shall take (q, Y ) in Eq. (7) to be (p,X) and prove the corresponding asser-
tions.
Beginning from X1(i), enumerate the segments of X(i) clockwise as X1(i), X2(i),
. . . , Xti (i), where Xj(i) = [aj (i), bj (i)]. The subscripts j here should be viewed
as elements of Zti . Note that a1(i) = p(i − 1 + 1), b1(i) = p(i), and ∅ = [bj (i) +
1, aj+1(i) − 1] has empty intersection with X(i).
Let us fix an i ∈ Zl and just write t for ti = ti+α = · · · . We pause to establish the
following fact.
Fact 5.3
X2(i) = X1(i + α),
...
Xt (i) = Xt−1(i + α),
X1(i) =Xt(i + α) + 1= Y (i + α) + 1.
Fact 5.3 is trivial when t = 1. Now consider the case of t  2. First we re-
mark that it makes sense to write  = ∪α−1j=1X1(i + j) as α > 1. But X1(i + j) =[p(i + j − 1) + 1, p(i + j)], j = 1, . . . , α − 1. It then follows from (iii) that  =
[a1(i + 1), b1(i + α − 1)] = [b1(i) + 1, b1(i + α − 1)] lies in a segment of Zn −
X(i), which must be [b1(i) + 1, a2(i) − 1]. Particularly, we have b1(i + α − 1) ∈
 ⊆ [b1(i) + 1, a2(i) − 1] and thus obtain
a1(i + α) = b1(i + α − 1) + 1 ∈ [b1(i) + 2, a2(i)]. (9)
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Observe that [bt (i) + 1, a1(i) − 1] and [b1(i) + 1, a2(i) − 1] are two different seg-
ments of Zn − X(i). So it follows
X(i + α) \ X(i) = p(i − 1) = a1(i) − 1 [b1(i) + 2, a2(i)]. (10)
Eqs. (9) and (10) together tell us that the counterclockwise endpoint of X1(i + α),
namely a1(i + α), must be a member of X(i). Using (iv) again, we get a1(i + α) =
a2(i). In virtue of Fact 5.2, this implies X2(i) = X1(i + α). From the numbering
rule of the segments of X(i) and X(i + α), Fact 5.1 then enables us to deduce Fact
5.3, as claimed.
By Fact 5.3, we can write out
X1(i) − 1 = Xt(i + α) = Xt−1(i + 2α) = · · · = X1(i + tα). (11)
Therefore, X1(i + vtα), v = 0, 1, . . . , n − 1, are a set of n different (proper) inter-
vals of Zn. This is possible only when l = n and (tα, n) = 1. Looking back at Eq.
(8), we find that all ti , i ∈ Zl = Zn, have a common value, say t. Consequently,
for each i ∈ Zn, X(i) has t segments. According to Eq. (11), we further have the
following formula:
Xj(i) = X1(i + (j − 1)α) = X1(0) − i + (j − 1)α
tα
, j = 1, 2, . . . , t.
(12)
Eq. (12) illustrates that Xj(i) contains as many elements as X1(0), and thus its card-
inality is a constant, which is independent of i and j and will be denoted by r.
Recall that X1(i) = [p(i − 1) + 1, p(i)]. Hence, taking u = p(0), we deduce from
|X1(i)| = r , i ∈ Zn, that
p(i) = ri + u. (13)
Notice (iii) and that each X(i) is composed of t segments of length r. Thus to
prove trα = n − 1, it suffices to show ∪αi=1X(i) = Zn \ p(0). We verify it as fol-
lows. By Eq. (11), we know that Xj(i) = X1(i + (j − 1)α). So it holds
∪αi=1X(i) = ∪αi=1 ∪tj=1 Xj(i)
= ∪tj=1 ∪αi=1 Xj(i)
= ∪tj=1 ∪αi=1 X1(i + (j − 1)α)
= ∪tαi=1X1(i)
= ∪tαi=1[p(i − 1) + 1, p(i)]. (14)
The RHS of Eq. (14) tells us that ∪αi=1X(i) must be [p(0) + 1, p(tα)], since the tα
intervals in the expression are pairwise disjoint and hence cannot wrap around Zn
for more than one time. Recall from Eq. (11) that X1(1 + tα) = X1(1) − 1. Conse-
quently, writing down the counterclockwise endpoint of X1(1 + tα) in two ways, we
get p(tα) + 1 = p(0) + 1 − 1 = p(0). Now, Zn \ [p(0) + 1, p(tα)] = [p(tα) + 1,
p(0)] = p(0), which is the result.
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Finally, we are ready to determine the mapping X. It follows from trα = n − 1
that −1
tα
= r in Zn. Thus Eqs. (12) and (13) imply that
Xj(i) = [p(−1) + 1, p(0)] + r(i + (j − 1)α)
= [1 + u + r(i + (j − 1)α − 1), u + r(i + (j − 1)α)].
Now, the formula X(i) = ∪t−1j=0[1 + u + (jα + i − 1)r, u + (jα + i)r] comes from
X(i) = ∪ti=1Xj(i), as desired.
Case H−: It holds Hi,− for all i.
Just notice that the argument used in the foregoing case apply as well in this case
provided we consider (q, Y ) = (−p,−X) rather than (q, Y ) = (p,X). Correspond-
ingly, we have to put (q, Y ) = (−p,−X) to yield Eq. (7). 
To proceed further, we need a special case of a classic result in combinatorial
matrix theory. Note that it was rediscovered in various forms many times, especially
in the study of perfect graphs.
Lemma 5.2 [6, 9]. Let A, B be two (0, 1) matrices such that AB = Jn − In. Then
(i) BA = J − I ;
(ii) A has a constant line sum α, B has a constant line sum ω;
(iii) αω = n − 1.
Lemma 5.3. Let A, B be two (0, 1) matrices such that AB = Jn − In. Assume that
A = P(N + N2 + · · · + Nα), where P is a permutation matrix and α is the constant
line sum of A. If there is an integer a > 1 such that each row set of B only has
segments of length a multiple of a. Then A is a g-circulant with α | g | n−1
a
.
Proof. From A = P(N + N2 + · · · + Nα) we deduce that B = (I + Nα + N2α +
· · · + Nα(ω−1))P T, where ω is the constant line sum of B. Let p be a permutation
on Zn defined by p(i) = Ri (P T), i ∈ Zn. Take X(i) = Ri (B), i ∈ Zn. It is easy
to check that all five conditions listed in Lemma 5.1 are satisfied and thus we also
have all the conclusions asserted there. Especially, we have some integers t, r, u such
that trα = n − 1 and for each i ∈ Zn it holds (±p)(i) = ri + u and X(i) consists
of t segments of length r . From the expression of p, we know that P T = QrNu or
Q−rN−u. Thus, P = N∓uQ−(n−1)±r = N
∓uQ−(trα)
±r
= N∓uQ∓tα = Q∓tαNutα. Let-
ting g = ∓tα = ∓n−1
r
. Clearly, A is a g-circulant. α | g follows from g = ∓tα
while g | n−1
a
follows from g = ∓n−1
r
and the assumption a | r . 
After so long a journey, we are in a stage to see that we really have made some
progress in solving Eq. (1).
Corollary 5.1. Suppose Ak = J − I and Ai ≈ P(N + N2 + · · · + Ndi ), where P
is a permutation matrix and i < k2 is a natural number. Then A
i ≈ QgNq(N +
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N2 + · · · + Ndi ) for some integers q and g with di | g | dk−i . When i = 1, it holds
additionally that gk ≡ 1(mod dk + 1).
Proof. Just note that Ak−i = Ak−2iAi and hence each row set of Ak−i only has
segments of length a multiple of di . 
Yes, we are still unable to deduce from A ≈ P(N + N2 + · · · + Nd) and Ak =
J − I that A ≈ Q(−d)t Nq(N + N2 + · · · + Nd). But note that by Eq. (3) and Cor-
ollary 5.1, to finish this induction step amounts to verifying the next conjecture.
Conjecture 5.1. Let X = {q + 1, q + 2, . . . , q + d} ⊆ Zdk+1, k be an odd natural
number. If
(i) d | g | dk−1;
(ii) gk ≡ 1(mod dk + 1);
(iii) X + gX + g2X + · · · + gk−1X = Zdk+1 \ {0}.
Then g is a power of −d.
When k = 3, or d is a prime, the first two conditions listed in Conjecture 5.1
suffice to give the conclusion. It then follows
Theorem 5.1 [48]. When k = 3, or d is a prime, there are exactly φ(k) solutions A
to Eq. (1) which further satisfies A ≈ P(N + N2 + · · · + Nd) for some permutation
matrix P.
As to the general case, condition (iii) should be essential for the truth of Con-
jecture 5.1. Recall that a near-factor of Zn [9] is a pair of its subsets (S1, S2) with
|S1||S2| = n − 1 and no element occurs more than one time in S1 + S2. In the study
of minimal imperfect graphs [3,22] and Moore bipartite digraphs [18] with certain
symmetry, the structure of near-factor factorization of Zn is the main concern. Partic-
ularly, it is conjectured and proved in some special cases that any near-factor factor-
ization of Zn must be essentially a so-called De Bruijn near-factor factorization [3].
Generalizing the concept of near-factor, we can define any k-tuple of subsets of Zn
satisfying similar conditions as a near-k-factor factorization of Zn. In this sense, we
view condition (iii) as describing some near-k-factor factorization of Zn with special
constraint on its factors. It is interesting to investigate if the conjecture in [3] has any
implication for our Conjecture 5.1.
6. Intersection graph
After establishing all the previous results, we are facing the problem: how can
we guarantee that a solution A to Eq. (1) is of the form P(N + N2 + · · · + Nd) for
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some permutation matrix P ? Our strategy is to consider GA, the intersection graph
of the row sets of A. We first present a simple observation.
Lemma 6.1. Let A be a vertex-maxclique matrix of a graph G and 2  d < n be
two integers. Then G is the cycle-power Cdn if and only if A is of size n × n and
A ≈ P(N + N2 + · · · + Nd) for some permutation matrix P.
Proof. To prove the forward direction, it suffices to find an arrangement of the
lines of the vertex-maxclique matrix A of a cycle power Cdn such that it becomes
N + N2 + · · · + Nd . This can be done as follows. Represent Cdn as (Zn,E), where
E = {ij | i − j = ±1, . . . ,±d}. The set of maximal cliques of Cdn just consists of
the n intervals of Zn of length d + 1. For x = 0, 1, . . . , n − 1, we index the xth
column by the clique [x, x + d] and the xth row by x + d + 1 ∈ Zn.
The backward direction is also easy. Suppose the vertex-maxclique matrix A of
G has been arranged as N + N2 + · · · + Nd . Label the vertex corresponding to the
ith row by i ∈ Zn. As the columns of A represent an edge clique cover of G, we see
that G is of the form (Zn,E) as defined above and thus is Cdn . 
We introduce some concepts arising from the study of perfect graphs. An (α, ω)
partitionable graph is a graph with αω + 1 vertices for each vertex x of which the
subgraph G − x has a partition into α cliques of size ω and a partition into ω stable
sets of size α. By referring to a partitionable graph, we always mean an (α, ω)
partitionable graph for some α, ω > 1. A partitionable graph is normalized pro-
vided each of its edges belongs to some clique of size ω. The following two results
[4,12,13,27,32,44] can be proved by elementary linear algebra.
Lemma 6.2. Let G be an (α, ω) partitionable graph and write n = αω + 1.
(i) G has exactly n ω-cliques and n α-stable sets.
(ii) One can enumerate the vertices of G as v0, . . . , vn−1, the cliques as C0, . . . ,
Cn−1, the stable sets as S0, . . . , Sn−1, so that it holds AB = J − I, where A
and B are two n × n (0, 1) matrices satisfying A(i, j) = 1 if and only if vi ∈ Cj
and B(i, j) = 1 if and only if vj ∈ Si, respectively.
Lemma 6.3. Let A,B be two (0, 1) matrices such that AB = J − I. Then GA is a
normalized (α, ω) partitionable graph, where α is the constant line sum of B and ω
is the constant line sum of A.
Combining Lemmas 6.1 and 6.3, the task of showing A ≈ P(N + N2 + · · · +
Nd) can be reduced to proving that GA is a cycle-power. We put forward below
another intermediate conjecture. Note that a positive settlement of it together with
Conjecture 5.1 suffices to verify Conjecture 3.1.
Conjecture 6.1. If Ak = J − I, then GA is a cycle-power.
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7. Characterizations of cycle-powers
Attempts to prove Conjecture 6.1 can be based on the hope of selecting a suitable
classF of graphs such that we can show that
(F1) any partitionable graph belonging toF must be a cycle-power; and that
(F2) GA ∈F for any solution A of Eq. (1).
Note that a minimal imperfect graph must be a partitionable graph [4,30] and
that cycle-powers satisfy the strong perfect graph conjecture (SPGC) of Berge [10].
Henceforth, the assertion that (F1) holds for some graph classF is stronger than the
asserion that the SPGC holds forF.
The SPGC has been proved for many special graph classes [1,5,27,44]. Surpris-
ingly, we observe that even (F1) holds for many of them, which is rarely explicitly
mentioned in the literature. We collect here several such results and for the read-
er’s convenience, we also indicate briefly some arguments, which are adaptations
(conscious or not) of folklore. Our treatment basically follows [8,44].
A circular-arc graph is the intersection graph of a family of arcs of a circle; a
circle graph is the intersection graph of a family of chords of a circle; a K1,3-free
graph is a graph not having K1,3 as an vertex-induced subgraph. It is known that the
SPGC holds for these graphs [8,19,20,31,38,39].
For a vertex x in a graph G, we write NG(x) for the set of vertices adjacent
to x in G. We use NG[x] for x ∪ NG(x). Denote by ω(G) the clique number of a
graph G. For an arc A, let c(A) be the counterclockwise endpoint of A. We start
with circular-arc graphs and circle graphs, the discussion of which is rather elemen-
tary.
Lemma 7.1 [44]. For any two vertices x,y in an (α, ω) partitionable graph G,
NG[y]NG[x].
Proof. First note that ω(G) must be ω. (Choose a vertex z outside a maximum clique
and consider the partition of G − z into ω independent sets.) Now for a partition of
G − x into α ω-cliques, take the clique Q containing y. If NG[y]NG[x], then
Q ∪ x is a clique of cardinality ω + 1. A contradiction. 
Lemma 7.2. A partitionable circular-arc graph is a cycle-power.
Proof. Let G be a partitionable circular-arc graph with |V (G)| = n. Consider a
circular-arc representation that assigns arc Ax to x ∈ V (G). For any two vertices
x, y, Ay cannot lie within Ax as a result of Lemma 7.1. Further, it implies that for
any two chosen intersecting arcs A1 and A2, A1 must contain at least one endpoint
of A2. Henceforth, if an arc Ax contains both of the two endpoints of another arc
Ay , it will intersect with all arcs intersecting Ay, and so N[x] ⊇ N[y], contradict-
ing Lemma 7.1. By now, we see that if Ax ∩ Ay = ∅, then either c(Ax) ∈ Ay or
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c(Ay) ∈ Ax, but not both. Thus, one can traverse around the circle clockwise from a
given point and identify a vertex x with i ∈ Zn if c(Ax) is the ith counterclockwise
endpoint one encounters in the process. This enables us to view G as a graph with
vertex set Zn. Note that if ij ∈ E(G) then either [i, j ] or [j, i] forms a clique of
G, depending on whether it holds c(Ai) ∈ Aj or c(Aj ) ∈ Ai. Thus, E(G) ⊆ {ij |
j − i = ±1,±2, . . . ,±(ω(G) − 1)}. Observe that a maximal clique of G must be
an interval of Zn. Thus, since G has totally n maximum cliques (Lemma 6.2) and
ω(G) = ω as illustrated in the proof of Lemma 7.1, we find that the set of maximum
cliques of G coincides with the set of ω-interval and thus E(G) = {ij | j − i =
±1,±2, . . . ,±(ω(G) − 1)}. This gives G = Cω(G)−1n , as desired. 
The following is the famous star-cutset lemma of Chvátal, which admits a very
short proof, see [11,13,34].
Lemma 7.3. Let G be an (α, ω) partitionable graph and x one of its vertices. Then
for any set S with x ∈ S ⊆ N[x], we have G − S is connected.
Lemma 7.4 [8]. If G is a partitionable circle graph, then no circle with chords that
represents G contains three parallel chords.
Proof. Otherwise, there are three parallel chords corresponding to three vertices
x, y and z. Let x correspond to the middle chord. It is easy to see that y and z are in
different connected components of G − N[x], contradicting Lemma 7.3. 
Lemma 7.5. A partitionable circle graph is a cycle-power.
Proof. Let a partitionable graph has a chord representation M . We show that it must
also have a circular-arc representation and thus Lemma 7.2 will give the result. By
Lemma 7.4, there are no three parallel chords. Henceforth, we are able to choose an
arc Ac for each chord c in M , which is one of the two arcs of the circle with the same
endpoints as c such that no other chord of M has both endpoints in Ac. It is easy to
check that the set of arcs thus generated defines an intersection graph the same as
that of M . 
In the following, we turn to discuss other graph classes, for which some heavier
preparations are needed.
Lemma 7.6 [8,29,34]. If G is a partitionable graph, then |NG(x)|  2ω − 2 for any
x ∈ V (G).
Lemma 7.7 [8]. If G is a partitionable K1,3-free graph, then |NG(x)|  2ω − 2 for
all of its vertices x.
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An edge of a graph is critical if deleting it increases the independence number.
The next key result is implicit in [20] while a shorter proof for it was provided by
Hartman, see [44, p. 342].
Lemma 7.8. If a partitionable graph G of order n has a cycle consisting of crit-
ical edges, then the subgraph G′ obtained by deleting the edges belonging to no
maximum clique is the cycle-power Cω−1n .
Lemma 7.9. An (α, ω) partitionable graph with |NG(x)| = 2ω − 2 for all of its
vertices must be a cycle-power.
Proof. G − x is the union of ω α-stable sets, say X(1), X(2), . . . , X(ω), each of
them must have non-empty intersection with NG(x), otherwise some stable set can
be enlarged by including x which is impossible. Thus we have two X, say X(1)
and X(2), such that X1 ∩ NG(x) has only one element, say u, and X2 ∩ NG(x)
has only one element, say v. Clearly, both ux and vx are critical edges. This im-
plies that the subgraphs of G induced by critical edges has minimum degree not
less than 2 and thus must have a cycle. By Lemma 7.8, the subgraph G′ obtained
by deleting the edges belonging to no maximum clique is the cycle-power Cω−1n .
But it holds for each vertex x that |N
Cω−1n (x)| = |NG(x)| = 2ω − 2. So G = G′
and we are done. 
Lemma 7.10. An (α, ω) partitionable graph G with |E(G)| = (αω + 1)(ω − 1)
must be a cycle-power.
Proof. By Lemma 7.6, we have |NG(x)|  2ω − 2 for eachx ∈ V (G). It then follows
|E(G)|  12 (αω + 1)(2ω − 2) = (αω + 1)(ω − 1). As equality holds here, we get
then |NG(x)| = 2ω − 2 for each x ∈ V (G). Now Lemma 7.9 gives the result. 
Lemma 7.11. A K1,3-free partitionable graph must be a cycle-power.
Proof. Let G be an (α, ω) K1,3-free partitionable graph. Combining Lemma 7.6
and Lemma 7.7 we know that each vertex of G has exactly 2ω − 2 neighbors. It is
clear now G satisfies the hypothesis of Lemma 7.9 and so we arrive at the result. 
8. The case of d = 2 revisited
By now, the readers have had an idea of both our approach and the gap we are still
to bridge, namely the two intermediate conjectures. Let us demonstrate at this point
how this approach can be successfully applied to prove Conjecture 3.1 in case of
d = 2. This result, generalizing that of Lam and Van Lint [25], was already obtained
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in [48]. But the argument below will be clearer owing to the previous preparations.
Indeed, it only remains to pick out the class of 2-regular graphs asF and verify (F1).
Note that (F1) here is just the direct assertion in [8, p. 50, 1.17]: “Every partitionable
graph having ω = 2 is a chordless cycle of size  5”. However, as before, we still
provide some details for ease of those readers who are not familiar with perfect
graphs.
An ingenious result of Sebö [13,36] is that an (α, ω) partitionable graph must be
2ω − 2 connected. But the following weaker result is an easy consequence of the
definition.
Lemma 8.1. A partitionable graph is connected.
Proof. Suppose G is (α, ω) partitionable and V (G) can be partitioned into two
non-empty parts, say X and Y , such that there is no edge between X and Y. Choose
x ∈ X and y ∈ Y. Considering the decomposition of V (G) − x into ω-cliques, we
get ω | (|X| − 1); while considering the decomposition of V (G) − y into ω-cliques,
we find ω | |X|. This is impossible as ω > 1. 
Lemma 8.2. Any (α, 2) partitionable graph must be a cycle.
Proof. In an (α, 2) partitionable graph, each vertex is in exactly two cliques of size
2 and thus has degree 2. Observe that a connected 2-regular graph must be a cycle,
which is the result. 
We note that when ω  3, a normalized (α, ω) partitionable graph may be not a
cycle-power any more. See the example given in [12].
Here comes the main result.
Theorem 8.1. Eq. (1) has exactly φ(k) solutions when n = 2k + 1.
Proof. In virtue of Lemma 6.3, GA is an (α, 2) partitionable graph for any solution
A of Eq. (1). Consequently, Lemma 8.2 says that GA is a cycle and then Lemma 6.1
and Theorem 5.1 can be combined to complete the proof. 
9. Final comments
To prove Conjecture 6.1, we need to deduce some non-trivial property of GA from
the equation Ak = J − I. Note that we [47] have determined the spectra and the
numbers of short elementary cycles of the digraph of A. Can we establish any non-
trivial connection between GA and (A) and thus verify (F2) for some non-trivial
F?
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Conjecture 5.1 can be viewed as about the generalized circulant solutions to Eq.
(1). Note that the generalized circulant solutions of Ak = J has been discussed in
[49]. All known solutions to these two equations are “natural” in the sense that they
have Hall polynomials and shifting parameters with which the computation of the
Hall polynomials of their kth power can be done with little effort (and indeed the
computation has the same pattern). What is the possible common underlying theory
behind these phenomena?
Looking back at our work, we find that what we used is basically the information
obtained from BA = J − I and very little has relation with B = Ak−1. The bright
side is that our work in fact helps to understand a more general structure; the dark
side is that this may indicate an essential weakness of our current approach.
We point out that normalized partitionable graphs and (0, 1) matrix equations
BA = J − I are different descriptions of the same mathematical structure while the
SPGC can be stated as [32]: Every normalized (α, ω) partitionable graph with α, ω 
3 has a proper (normalized) partitionable subgraph. This connection illustrates that
there may be a rich combinatorial structure hidden behind a simple matrix equation.
For many other interesting problems and results on matrix equations we refer to
[14,26].
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