Abstract. A nonlinear convection-diffusion equation with boundary conditions that conserve the spatial integral of the solution is considered. Previous results on finite-time blowup of solutions and on decay of solutions to the corresponding Cauchy problem were based on the assumption that the nonlinearity obeyed a power law. In this paper, it is shown that assumptions on the growth rate of the nonlinearity, which take the form of weak superquadraticity and strong superlinearity criteria, are sufficient to imply that a large class of nonnegative solutions blow up in finite time.
Introduction
Consider the initial-boundary value problem P(u 0 , f, T ):
where f ∈ C 2 (R, R), u 0 ∈ C 2+β ([0, 1], R) for some β > 0, u 0 (x) = −f (u 0 (x)) for x ∈ {0, 1}, and T ∈ (0, ∞]. The combination of general existence theory for parabolic equations in divergence form (see, e.g., Chapter V, §7, of [7] ) with a cutoff argument guarantees that, for each such f and u 0 , there exists T > 0 such that P(u 0 , f, T ) has a unique solution u ∈ C In this paper, we describe some conditions on f and u 0 that guarantee finite-time blowup of U(u 0 , f).
Since the solution u of this problem is often thought of as the density of some substance, we will only consider nonnegative solutions. We will also confine our attention to unidirectional convection and will assume that convection is zero if and only if density is zero; taking the convection to be leftward, without loss of generality, we have f (0) = 0 and f ((0, ∞)) ⊆ (0, ∞). For such f , the maximum principle for parabolic equations [8] indicates that U(u 0 , f) will be nonnegative if and only if u 0 is nonnegative.
When f (s) := s 2 , P(u 0 , f, T ) is a version of Burgers' equation, and with this quadratic nonlinearity no solutions blow up in finite time; on the other hand, if f (s) := s n for some n > 2, then for some u 0 the corresponding solution u = U(u 0 , f) undergoes finite-time blowup and, in fact,
is unbounded [1] . The corresponding Cauchy problem in one and several space dimensions for these same power-law nonlinearities was studied in [2] , [3] [4] , [5] , and [9] , and results relating the asymptotic rate of decay to the size of the exponent were obtained.
Here, we will not restrict f to be given by a particular sort of algebraic formula but will instead impose general growth conditions on f .
The total amount at time t of the substance whose density is u = U(u 0 , f) is given by 1 0 u(x, t) dx. Because of the boundary conditions, this quantity is constant in time and, therefore, is equal to the initial mass M(u 0 ) :
and let 
The label attached to each of these hypotheses signifies that it is either some sort of assumption of superlinear growth of f , (SL1-4), or of superquadratic growth of f , (SQ). Note, however, that (SQ) does not imply any of the superlinearity assumptions.
Our first main result, proved in Section 2, is about the blowup of all solutions with sufficiently large mass: Our second main result, proved in Section 3, is about solutions with arbitrarily small mass that blow up in finite time: 
.
Property 1 of ψ follows from (2.1). Since
ψ satisfies Property 2. For each u 0 ∈ E(f ), u 0 and ψ satisfy the same ordinary differential equation, with u 0 (x) < ψ(x) for x near 0, so u 0 (x) < ψ(x) for every x ∈ (0, 1], by the PicardLindelöf Theorem [6] . This means that
by (SQ) and the positivity of g. To complete the verification that ψ has Property 3, note that for each δ ∈ (0, 1)
where ψ δ ∈ E(f ) is the function given by the formula ψ δ (x) = ψ(x + δ). Letting δ ↓ 0 and using the fact that
Proof of Theorem 1.1. Suppose that (SQ), (SL1), and either (SL2) or (SL3) hold. Then M c (f ) < ∞ by Lemma 2.1. Suppose (SL2) holds, and fix λ ∈ (0, 1). By the Mean Value Theorem, for each
It is, therefore, sufficient to show that the conditions (SL1) and (SL3) and the inequality M(u 0 ) > M c (f ) imply that U(u 0 , f) blows up in finite time. We will do this by assuming, to the contrary, that T (u 0 , f) = ∞ and then using an indirect comparison argument to arrive at a contradiction.
Pick
, and let λ = 1/k ∈ (0, 1). By (SL3),
By (SL1), g(s) − g(λs) > 0 for every s ∈ (0, ∞) and, therefore, by the continuity of g,
for any b > kψ (1) , where ψ is the function provided by Lemma 2.1. Combining (2.2) and (2.3), we see that we can pick T ∈ (0, ∞) such that for every s ≥ kψ(1)
. 
so w(x, T ) is positive for some x ∈ (0, 1]. Since w is continuous on the compact set Ω, it attains a positive maximum at some point, say, (
either (x 0 , t 0 ) is in (0, 1) × {T } or in Ω. In either case, calculus implies that
Now, from the definition of v, we see that
The estimate (2.4), the fact that ψ is decreasing, and the definition of z together imply
(2.9) (Here we have abbreviated ψ(x + t/T − 1) as ψ and have used (2.4) with s = kψ.) Since (2.6) implies that z x (x 0 , t 0 ) = v x (x 0 , t 0 ), we can use (2.8) and (2.9) to see that at (x 0 , t 0 )
which contradicts (2.5) and (2.7). This contradiction implies that T (u 0 , f) is finite (and, in particular, is no larger than T ).
Blowup for Vanishingly Small Mass
Given a differentiable, real-valued function u of a single real variable, let Q(u, f ) be given by the formula Q(u, f ) = u + f (u); if u is a function of two variables x and t, let Q(u, f ) = u x + f (u). In either case, we call Q(u, f ) the flux of u. Notice that if u = U(u 0 , f) and q = Q(u, f ), then q satisfies the initial-boundary value problem
where p(x, t) := f (u(x, t)), so the maximum principle guarantees that
for all x and t. This boundedness of q in terms of the flux of u 0 provides an important control on U(u 0 , f). The following lemma states conditions under which a function exists that satisfies certain boundary conditions at the endpoints of an interval and that has flux bounded by the flux at those endpoints. Proof. We present a proof in the case that a < b; the opposite case can be handled similarly (or can be reduced to the first case by appropriate transformations). Set α := u 1 (a). Since u 1 = q − f (u) ≤ 0 and u 1 (c) = β, we see that α ≥ β. The only case in which α = β is when u 1 and u 2 are identically zero, in which case we could take u 3 ≡ 0; setting aside that case, we can assume that α > β and that if β = 0 then q < 0, so f (s) − q ≥ ρ > 0 for some constant ρ and all s ∈ [β, α].
Suppose there is a C 2 function v : (β, α] → [0, ∞) that satisfies the inequality
and that satisfies the boundary conditions
If such a v exists, then it is straightforward, if a bit tedious, to check that defining
and then defining u 3 to be w −1 will result in u 3 having the desired properties. Since f (β) exists, there are constants k, ε 1 > 0 and a function h :
It is easy to see that v satisfies the necessary boundary conditions at β.
Thus, v can be extended to the entire interval (β, α] in such a way that it is C 2 , is nonnegative, is bounded above by h, and satisfies the boundary condition at α and the integral condition (3.1).
Proof of Theorem 1.2. Let ε > 0 be given. Assume without loss of generality that ε < 1. Let ψ be the function given in Lemma 2.1.
Assuming (SQ) holds, we can pick N > 1 so large that
Pick k > 0 so large that
Assuming (SL4) holds, we can pick λ ∈ (0, 1) such that
Assuming (SL1) holds, (3.2) and the continuity of g imply that we can pick µ > 0 so small that
Calculating, we find that
and
Thus, the continuity of ψ implies that we can pick c 0 ∈ (0, c 2 ) so small that
T. L. FISHER AND C. P. GRANT By (3.5) and (3.6), we can pick c 3 ∈ (c 2 , 1) so small that
Let h : (c 0 , c 2 ) → R be defined by the formula
Note that h is continuous and satisfies lim σ↓c0 h(σ) = ∞ and, by (3.4),
so the Intermediate Value Theorem implies that we can pick
and observe that w 0 is continuous. Note that
so, in particular, 
w(x, t) = e −t (z(x, t) − v(x, t)).
As in the proof of Theorem 1.1, we can show that w > 0 somewhere in Ω but attains a positive maximum nowhere on that compact set, which will yield a contradiction. 
