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Abstract
In the first sections of this paper we give an elementary but rigorous approach to the
construction of the quantum Bosonic and supersymmetric string system continuing the
analysis of Dimock. This includes the construction of the DDF operators without using
the vertex algebras. Next we give a rigorous proof of the equivalence between the light-
cone and the covariant quantization methods. Finally, we provide a new and simple proof
of the BRST quantization for these string models.
1e-mail: grigore@theory.nipne.ro, grigore@ifin.nipne.ro
1 Introduction
We follow the analysis of Dimock [2], [3] concerning the construction of the quantum Hilbert
space of the Bosonic string and of the superstring the purpose being of presenting the facts as
elementary as possible and in the same time rigorous.
To be able to do that we start with a very simple method of constructing representations
of the Virasoro and Kac-Moody algebras acting in Bosonic and Fermionic Fock spaces. We
present a different way of computing things based on Wick theorem. Then we remind the
main ingredients of the light-cone formalism and we prove the Poincare´ invariance of the string
and superstring systems. Most of the results obtained in this paper are known in the standard
literature [9], [10], [11], [12], [8] but we offer some new simple proofs. There are various attempts
to clarify the main mathematical aspects of this topics (see the references) but we are closest
to the spirit of [17], [15], [19] and [2],[3].
To establish the equivalence between the light-cone and the covariant formalism one needs
the so-called DDF operators. Usually DDF operators are introduced using formal series which
are elements of the so-called vertex algebras [5]. We present here an elementary derivation in
the Bosonic case without using vertex algebras. Next we show that the covariant construction
is equivalent (in the sense of group representation theory) with the light-cone construction; we
are using the Hilbert space fiber-bundle formalism [24]. Finally we give an elementary proof of
the BRST quantization procedure for all the string models considered previously. In particular
we are able to find very explicit formulas for the cohomology of the BRST operator.
2 Quadratic Hamiltonians in Fock spaces
2.1 Bose systems of oscillators
We consider the Hilbert space H with the scalar product < ·, · > generated by N Bose oscilla-
tors; the creation and annihilation operators are am, a
+
m, m = 1, . . . , N and verify
[am, a
+
n ] = δmn · I [am, an] = 0, [a+m, a+n ] = 0, ∀m,n = 1, . . . , N. (2.1)
If Ω ∈ H is the vacuum state we have amΩ = 0, m > 0. As usual [12] it is more convenient
to introduce the operators αm, m = {±1, . . . ,±N} according to:
αm =
√
m am, ∀m > 0 αm = a+−m, ∀m < 0 (2.2)
Then the canonical commutation relation from above can be compactly written as follows:
[αm, αn] = m δm+n · I, ∀m,n 6= 0 (2.3)
where δm = δm,0 and we also have
αmΩ = 0, m > 0
α+m = α−m ∀m. (2.4)
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To apply Wick theorem we will also need the 2-point function; we easily derive
< Ω, αmαnΩ >= θ(m) m δm+n, ∀m,n 6= 0 (2.5)
where θ is the usual Heaviside function. The main result is the following
Theorem 2.1 Let us consider operators of the form
H(A) ≡ 1
2
Amn : αmαn : (2.6)
where A is a symmetric matrix AT = A and the double dots give the Wick ordering. Then:
[H(A), H(B)] = H([A,B]) + ωα(A,B) · I (2.7)
where the commutator [A,B] = A · B − B · A is computed using the following matrix product
(A · B)pq ≡
∑
m6=0
m Apm B−m,q (2.8)
and we have defined
ωα(A,B) ≡ 1
2
∑
m,n>0
mn Amn B−n,−m − (A↔ B). (2.9)
Proof: Is elementary and relies on computing the expression H(A)H(B) using Wick theo-
rem:
H(A)H(B) =: H(A)H(B) :
+
1
4
AmnBpq[< Ω, αmαpΩ >: αnαq : +(m↔ n) + (p↔ q) + (m↔ n, p↔ q)]
+ < Ω, αmαpΩ >< Ω, αnαqΩ > ·I+ < Ω, αmαqΩ >< Ω, αnαpΩ > ·I] (2.10)
If we use the 2-point function we easily arrive at the formula from the statement. 
Now we extend the previous result to the case when we have an infinite number of oscillators.
We consider that m ∈ Z∗ and the matrix A is semi-finite i.e. there exists N > 0 such that
Amn = 0 for |m+ n| > N. (2.11)
We note that if A and B are semi-finite then A · B is also semi-finite. We will need the
algebraic Fock space which is the subspace D0 ⊂ H with finite number of particles. The
elements of D0 are, by definition, finite linear combinations of vectors of the type a+m1 . . . a+mkΩ;
the subspace D0 is dense inH. Then one can prove easily that the operatorH(A) is well defined
on D0, leaves D0 invariant and formula (2.7) remains true in D0.
We will need an extension of this result namely we want to consider the case when the index
m takes the value m = 0 also i.e. m ∈ Z and we preserve the commutation relation (2.3). We
note that the relation (2.5) is not valid if one (or both) of the indices are null so the previous
proof does not work. It can be proved, however, directly that the statement of the theorem
remains true if we extend accordingly the definition of the matrix product including the value
0 also i.e in (2.8) we leave aside the restriction m = 0. In general, the Hilbert space of this case
will not be entirely of Fock type: the operators αm m 6= 0 will live in a Fock space tensored
with another Hilbert space where live the operators α0.
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2.2 A Systems of Fermi Oscillators
We consider the Hilbert space H with the scalar product < ·, · > generated by N Fermi
oscillators; the creation and annihilation operators are bm, b
+
m, m = 1, . . . , N and verify
{bm, b+n } = δmn · I {bm, bn} = 0, {b+m, b+n } = 0, ∀m,n 6= 0. (2.12)
If Ω ∈ H is the vacuum state we have bmΩ = 0, m > 0. As above it is more convenient to
introduce the operators bm, m = {±1, . . . ,±N} according to:
bm = bm, ∀m > 0 bm = b+−m, ∀m < 0 (2.13)
and the canonical anti-commutation relation from above can be compactly rewritten as follows:
{bm, bn} = δm+n · I, ∀m,n 6= 0. (2.14)
We also have
bmΩ = 0, m > 0
b+m = b−m. (2.15)
The 2-point function is in this case:
< Ω, bmbnΩ >= θ(m)δm+n, ∀m,n 6= 0. (2.16)
The main result is the following
Theorem 2.2 Let us consider operators of the form
H(A) ≡ 1
2
Amn : bmbn : (2.17)
where A is a antisymmetric matrix AT = −A and the double dots give the Wick ordering. Then:
[H(A), H(B)] = H([A,B]) + ωb(A,B) · I (2.18)
where the commutator [A,B] = A · B − B · A is computed using the following matrix product
(A · B)pq ≡
∑
m6=0
ApmB−m,q (2.19)
and we have defined
ωb(A,B) ≡ 1
2
∑
m,n>0
AmnB−n,−m − (A↔ B). (2.20)
The proof is similar to the preceding theorem. The previous result can be extended to the
case when we have an infinite number of oscillators i.e. m ∈ Z∗ and the matrix A is semi-finite:
the operatorH(A) is well defined on the corresponding algebraic Fock space D0, leaves invariant
this subspace and the previous theorem remains true.
3
2.3 Another System of Fermi Oscillators
We extend the previous results to the case when the value m = 0 is allowed i.e. the Hilbert
space H is generated by the operators dm, m = −N, . . . , N and verify
{dm, dn} = δmn · I ∀m,n
d†m = d−m ∀m
dmΩ = 0 ∀m > 0 (2.21)
where Ω ∈ H is the vacuum state. One can realize this construction if one takes H = F ⊗s C
where F is the Fock space from the preceding Section, C is the Clifford algebra generated by
the element b0 verifying b
†
0 = b0 b
2
0 = 1/2 and the skew tensor product ⊗s is chosen such
that the operators
dn ≡ bn ⊗s I2 ∀m 6= 0 d0 ≡ I1 ⊗s b0 (2.22)
verify (2.21). Another more explicit construction is to consider the Hilbert space is generated
by the creation and annihilation operators bm, b
+
m, m = 0, . . . , N such that we have bmΩ =
0, m ≥ 0 and to define the operators dm, m = {−N, . . . , N} according to:
dm =


bm, for m > 0
1√
2
(b0 + b
+
0 ), for m = 0
b+−m, for m < 0
(2.23)
The 2-point function is in this case:
< Ω, dmdnΩ >= θ+(m)δm+n, ∀m,n (2.24)
where we have introduced the modified Heaviside function
θ+(m) =
{
1, for m > 0
1
2
, for m = 0
0, for m < 0
. (2.25)
It follows that the main result is similar to the previous one:
Theorem 2.3 Let us consider operators of the form
H(A) ≡ 1
2
Amn : dmdn : (2.26)
where A is a antisymmetric matrix AT = −A and the double dots give the Wick ordering. Then:
[H(A), H(B)] = H([A,B]) + ωd(A,B) · I (2.27)
where the commutator [A,B] = A · B − B · A is computed using the following matrix product
(A ·B)pq ≡
N∑
m=−N
ApmB−m,q (2.28)
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and we have defined
ωd(A,B) ≡ 1
2
∑
m,n≥0
θ+(m)θ+(n)AmnB−n,−m − (A↔ B). (2.29)
The proof is similar to the preceding Section. The previous result can be extended to the
case when we have an infinite number of oscillators i.e. m ∈ Z and the matrix A is semi-finite:
the operatorH(A) is well defined on the corresponding algebraic Fock space D0, leaves invariant
this subspace and the previous theorem remains true.
Remark 2.4 It follows easily that the expressions ωα, ωb, ωd are 2-cocyles. They are quantum
obstructions (or anomalies) because they do not appear if we work in classical field theory
replacing the commutators by Poisson brackets.
3 Virasoro Algebras in Fock Spaces
We have constructed some Fock spaces for which we have a nice commutation relation of the
bilinear operators. In all these cases we will be able to construct representations of the Virasoro
algebra taking convenient expressions for the matrix A. We give the details corresponding to
the structure of the closed strings.
3.1 Bose Case
Theorem 3.1 In the conditions of theorem 2.1 the operators given by the formulas
Lm ≡ 1
2
∑
n 6=0,m
: αm−nαn : (3.1)
are well defined on the algebraic Fock subspace, leave invariant this subspace and verify the
following relations:
[Lm, Ln] = (m− n)Lm+n + m(m
2 − 1)
12
δm+n · I
L+m = L−m ∀m ∈ Z
L0Ω = 0. (3.2)
Proof: We consider the matrices Am given by (Am)pq ≡ δp+q−m and we are in the conditions
of theorem 2.1: the matrices Am are symmetric and semi-finite. It remains to prove that
[Am, An] = (m − n)Am+n and to compute the 2-cocycle ωα(Am, An) = m(m
2−1)
12
δm+n and we
obtain the commutation relation from the statement. 
One can express everything in terms of the original creation and annihilation operators a#m;
if we use the holomorphic representation for the harmonic oscillator operators a+m = zm am =
∂
∂zm
we obtain the formula (7.2.10) from [19].
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It is important that we can extend the previous results to the case when α0 6= 0 (see the
end of Subsection 2.1.) To preserve (2.3) we impose
[α0, αm] = 0 ∀m ∈ Z∗ (3.3)
and we keep the relation (3.1) without the restrictions n 6= 0, m; explicitly:
Lm = . . .+ αmα0 ∀m 6= 0, L0 = . . .+ 1
2
α20 (3.4)
where by . . . we mean the expressions from the preceding theorem corresponding to α0 ≡ 0.
Eventually we have to consider a larger Hilbert space containing as a subspace the Fock space
generated by the operators αn n 6= 0. By direct computations we can prove that the statement
of the theorem remains true; also we have
[Lm, αn] = −n αm+n. (3.5)
In the following we will use only the case when α0 6= 0.
3.2 First Fermi Case
We have a similar result for the Fermi operators of type b: we will consider that these operators
are br indexed by r ∈ 12 + Z and they verify:
{br, bs} = δr+s · I, ∀r, s ∈ 1
2
+ Z
brΩ = 0, r > 0
b+r = b−r. (3.6)
Then:
Theorem 3.2 In the conditions of theorem 2.2 the operators given by the formulas
Lm ≡ 1
2
∑
r∈1/2+Z
(
r +
m
2
)
: b−rbm+r :=
1
2
∑
r∈1/2+Z
r : b−rbm+r : (3.7)
are well defined on the algebraic Fock subspace, leave invariant this subspace and verify the
following relations:
[Lm, Ln] = (m− n)Lm+n + m(m
2 − 1)
24
δm+n · I.
[Lm, br] = −
(
r +
m
2
)
bm+r
L+m = L−m
L0Ω = 0. (3.8)
Proof: We consider the matrices Am given by (Am)rs ≡ 12(s − r)δr+s−m and we are in the
conditions of theorem 2.2: the matrices Am are anti-symmetric and semi-finite. It remains to
compute the 2-cocycle ωb to obtain the commutation relation from the statement. 
If we use the representation in terms of Grassmann variables b+r = ξr br =
∂
∂ξr
for these
operators we obtain the formulas from [19] pg. 225.
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3.3 Second Fermi Case
Finally we have a similar result for the Fermi operators of type d.
Theorem 3.3 In the conditions of theorem 2.3 the operators given by the formulas
Lm ≡ 1
2
∑
n∈Z
(
n +
m
2
)
: d−ndm+n :=
1
2
∑
n∈Z
n : d−ndm+n : (3.9)
are well defined on the algebraic Fock subspace, leave invariant this subspace and verify the
following relations:
[Lm, Ln] = (m− n)Lm+n + m(m
2 + 2)
24
δm+n · I.
[Lm, dn] = −
(
n+
m
2
)
bm+n
L+m = L−m
L0Ω = 0. (3.10)
Proof: We consider the matrices Am given by (Am)pq ≡ 12(q − p)δp+q−m and we are in the
conditions of theorem 2.3: the matrices Am are anti-symmetric and semi-finite. It remains to
compute the 2-cocycle ωd to obtain the commutation relation from the statement. 
We observe that in the commutation relation of the preceding theorem the expression of the
cocycle is different from the usual form c m(m
2−1)
12
; we can fix this inconvenience immediately if
we define:
L˜m ≡ Lm ∀m 6= 0 L˜0 ≡ L0 + 1
16
· I; (3.11)
we obtain in this case:
[L˜m, L˜n] = (m− n)L˜m+n + m(m
2 − 1)
24
δm+n · I. (3.12)
and
L˜0Ω =
1
16
· I. (3.13)
3.4 Multi-Dimensional Cases
In the preceding Subsections we have obtained three representations of the Virasoro algebra
corresponding to (c, h) = (1, 0),
(
1
2
, 0
)
,
(
1
2
, 1
16
)
.
The previous results can be easily extended to a more general case. Let ηjk = ηjk, j, k =
1, . . . , D be a diagonal matrix with the diagonal elements ǫ1, . . . , ǫD = ±1.
In the Bose case we can consider that we have the family of operators: αjm, m ∈ Z, j =
1, . . . , D acting in the Hilbert space F (α) such that:
[αjm, α
k
n] = m ηjkδm+n · I, ∀m,n
αjmΩ = 0, m > 0
(αjm)
+ = αj−m ∀m. (3.14)
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We can define
L(α)m ≡
1
2
∑
n∈Z
ηjk : α
j
m−nα
k
n : (3.15)
and we have:
[L(α)m , L
(α)
n ] = (m− n)L(α)m+n +D
m(m2 − 1)
12
δm+n · I. (3.16)
In the first Fermi case we have the operators: bjr, r ∈ 12 + Z, j = 1, . . . , D acting in the
Hilbert space F (b) such that:
{bjr, bks} = ηjk δr+s · I, ∀r, s
bjrΩ = 0, r > 0
(bjr)
+ = bj−r ∀r. (3.17)
We define
L(b)m ≡
1
2
∑
r∈1/2+Z
(
r +
m
2
)
ηjk : b
j
−rb
k
m+r : (3.18)
are well defined and verify the following relations:
[L(b)m , L
(b)
n ] = (m− n)L(b)m+n +D
m(m2 − 1)
24
δm+n · I. (3.19)
Finally, in the second Fermi case we have the operators djm, m ∈ Z, j = 1, . . . , D acting in
the Hilbert space Fd such that
{djm, dkn} = ηjk δm+n · I
djmΩ = 0, m > 0
(djm)
+ = dj−m ∀m. (3.20)
We can define
L(d)m ≡
1
2
∑
n∈Z
(
n+
m
2
)
ηjk : d
j
−nd
k
m+n : (3.21)
and we have the following relations:
[L(d)m , L
(d)
n ] = (m− n)L(d)m+n +D
m(m2 + 2)
24
δm+n · I. (3.22)
We redefine
L˜(d)m ≡ L(d)m ∀m 6= 0 L˜(d)0 ≡ L(d)0 +
D
16
· I; (3.23)
we obtain in this case:
[L˜(d)m , L˜
(d)
n ] = (m− n)L˜(d)m+n +D
m(m2 − 1)
24
δm+n · I. (3.24)
L˜
(d)
0 Ω =
D
16
· I. (3.25)
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In all these cases the 2-cocycle gets multiplied by D. The Hilbert space has a positively
defined scalar product only in the case ǫ1 = · · · = ǫD = 1.
We can combine the Bose and Fermi cases as follows. We consider the Hilbert spaces
F (NS) ≡ F (α) ⊗ F (b) and F (R) ≡ F (α) ⊗ F (d) respectively; the Virasoro operators are
L(NS)m ≡ L(α) ⊗ I2 + I1 ⊗ L(b)
L(R)m ≡ L(α) ⊗ I2 + I1 ⊗ L˜(d) (3.26)
and we have in both cases:
[L(NS,R)m , L
(NS,R)
n ] = (m− n)L(NS,R)m+n +D
m(m2 − 1)
8
δm+n · I. (3.27)
These two constructions are called Neveau-Schwartz (and Ramond) respectively. In these
cases one can extend the Virasoro algebra to a super-Virasoro algebra [12].
We conclude this Subsection with some simple propositions. First we have a natural repre-
sentation of the rotation group in the Fock space:
Proposition 3.4 Suppose that the signature of η is (r, s); then we can define in the corre-
sponding Hilbert spaces a representation of the Lie algebra so(r, s) according to:
J (α)jk ≡ −i
∑
m>0
1
m
αj−mα
k
m − (j ↔ k)
J (b)jk ≡ −i
∑
r>0
bj−rb
k
r − (j ↔ k)
J (d)jk ≡ −i
∑
m>0
dj−md
k
m − (j ↔ k) (3.28)
respectively.
Indeed, we can obtain directly from the (anti)commutation relations in all the cases:
[Jkl, Jpq] = −i (ηlp J jq + ηjq J lp − ηkp J lq + ηlq Jkp). (3.29)
We also note that the Virasoro operators are rotational invariant: in all cases
[Jkl, Lm] = 0. (3.30)
Next, we have a proposition which will be important for proving the Poincare´ invariance:
Proposition 3.5 If Ψ ∈ D0 is an arbitrary vector from the algebraic Hilbert space then we
have in all cases
LmΨ = 0 (3.31)
for sufficiently large m > 0.
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Proof: We consider only the one-dimensional Bose case; the other cases are similar. If Ψ is a
vector in the algebraic Fock space it is clear that we have
αmΨ = 0 (3.32)
for m sufficiently large. This implies immediately that all the sums in (3.1) are finite (it
is better to re-express everything in terms of the original creation and annihilation opera-
tors). It is clear that
∑
n>0 . . . a
+
n am+nΨ = 0 for sufficiently large m because of (3.32). Also∑m−1
n=1 . . . anam−nΨ = 0 for sufficiently large m; indeed, all the indices in the preceding sum are
larger than m
2
so again we can apply (3.32). 
It is known that any 2-cocycle of the Virasoro algebra is cohomologous to a standard form
c m(m
2−1)
12
; however, we can always add a trivial cocycle.
Proposition 3.6 Suppose that we have
[Lm, Ln] = (m− n)Lm+n + c m(m
2 − 1)
12
δm+n · I (3.33)
and we redefine
Lm(a) ≡ Lm ∀m 6= 0 L0(a) ≡ L0 − a · I; a ∈ R. (3.34)
Then we have:
[Lm(a), Ln(a)] = (m− n)Lm+n(a) +
[
c
m(m2 − 1)
12
+ 2am
]
δm+n · I. (3.35)
4 Kac-Moody Algebras in Fock Spaces
We use here the techniques from Section 2. We suppose that we have tA, A = 1, . . . , r a
N -dimensional representation of the Lie algebra g:
[tA, tB] = fABCtC ; (4.1)
here fABC are the structure constants of g and we need also the Killing-Cartan form of the
representation t:
gAB ≡ Tr(tAtB). (4.2)
We will suppose that the matrices tA are antisymmetric:
tTA = −tA. (4.3)
Finally, we will need the contra-gradient representation
t˜A = −t+A = t¯A ∀A. (4.4)
We will construct some representations of the Kac-Moody algebras acting in F (b) and F (d)
respectively.
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4.1 Neveau-Schwartz Case
In this case
Theorem 4.1 In the conditions of theorem 2.2 the operators given by the formulas
KAm ≡
1
2
(tA)jk
∑
r∈1/2+Z
: bj−rb
k
m+r : (4.5)
are well defined on the algebraic Fock subspace, leave invariant this subspace and verify the
following relation:
[KAm, K
B
n ] = fABCK
C
m+n +
1
2
m gABδm+n · I. (4.6)
We have in this case also the Hermiticity property:
(KAm)
+ = −K˜A−m (4.7)
where K˜Am is associated to the representation t˜A.
The following commutation relation are true:
[KAm, Ln] = m K
A
m+n. (4.8)
If Ψ ∈ D0 then we have
KAmΨ = 0 (4.9)
for m > 0 large enough.
Proof: We consider the matrices AAm given by A
A
m ≡ A˜m ⊗ tA where (A˜m)rs ≡ δr+s−m and
we are in the conditions of theorem 2.2: the matrices AAm are anti-symmetric (because A˜m are
symmetric and tA are anti-symmetric) and semi-finite. We can easily prove that [A
A
m, A
B
n ] =
fABCA
C
m+n; it remains to compute the 2-cocycle ωb to obtain the commutation relation (4.6).
The relation (4.8) follows from the same theorem 2.2 if we take A → AAm, B → An ⊗ I2; in
this case the cocycle ωb is null because Tr(tA) = 0. The relation (4.9) is proved as Proposition
3.5. 
We have an important particular case:
Proposition 4.2 Let us consider the case g = so(D) with the fundamental representation
(Ejk)pq = δjpδkq − δjqδkp. (4.10)
Then the associated operators, denoted by Kjkm verify the following relations:
[Kjkm , K
pq
n ] = δkpK
jq
m+n − δkqKjpm+n + δjqKkpm+n − δjpKkqm+n +m (δkpδjq − δkqδjp) δm+n · I (4.11)
(Kjkm )
+ = −Kjk−m (4.12)
11
Proof: We apply theorem 2.2; in our case we have by direct computation
[Ejk, Epq] = δkpEjq − δkqEjp + δjqEkp − δjpEkq (4.13)
and the Killing-Cartan form
gjk,pq = 2(δkpδjq − δkqδjp). (4.14)
Then we apply the preceding theorem. 
From the commutation relation of the preceding Proposition we observe that - see (3.28):
J (b)jk = −i Kjk0 so we have another proof that these operators give a representation of the
group so(D).
Finally we give the following technical result [11]:
Proposition 4.3 In the preceding conditions, the following formula is true∑
m>0
m [Kjl−mK
kl
m − (j ↔ k)] + 2
∑
m>0
(Kjk−mLm + L−mK
jk
m ) + 2K
jk
0 L0
=
8−D
8
∑
r>0
(4r2 − 1)[: bj−rbkr : −(j ↔ k)] + (1− 2a) Kjk0 ; (4.15)
here Lm = Lm(a).
Proof: First we note that all the sums are in fact finite when applied on the algebraic Fock
space. Then one substitutes the expressions for K’s and L’s and applies Wick theorem. The
computation is tedious but straightforward. 
Let us note that we have a quantum anomaly in the right-hand side which vanishes for
D = 8, a = 1
2
.
4.2 Ramond Case
Theorem 4.4 In the conditions of theorem 2.3 the operators given by the formulas
KAm ≡
1
2
(tA)jk
∑
n∈Z
: dj−nd
k
m+n : (4.16)
are well defined on the algebraic Fock subspace, leave invariant this subspace and verify the
same relations as in the preceding theorem.
Proof: We consider the matrices Am given by A
A
m ≡ A˜m ⊗ tA where (Am)pq ≡ δp+q−m and we
are in the conditions of theorem 2.3. 
The technical result is in this case:
Proposition 4.5 In the preceding conditions, the following formula is true∑
m>0
m [Kjl−mK
kl
m − (j ↔ k)] + 2
∑
m>0
(Kjk−mLm + L−mK
jk
m ) + 2K
jk
0 L0
=
8−D
2
∑
k>0
k2[: dj−rd
k
r : −(j ↔ k)] +
(
D
8
− 2a
)
Kjk0 . (4.17)
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Again we have in the right-hand side a quantum anomaly which vanishes forD = 8, a = 1
2
.
Remark 4.6 We note that in the relations (4.15) and (4.17) the appearance of the constant a
is in fact spurious: if we express the Virasoro operators Lm in terms of the operators α, b or d
then the constant a drops out.
5 Light-Cone Coordinates
In this Section we remind the basic ingredients of the light-cone description of the representa-
tions of the Poincare´ group. We consider this group in D dimensions and we denote the indices
by µ, ν = 0, 1, . . . , D−1. Let ηµν be the Minkowski diagonal form with diag(η) = 1,−1, . . . ,−1.
Then the algebra of the Poincare´ group is generated by the basis elements P µ, Jµν where
Jµν is anti-symmetric. The Lie brackets are:
[P µ, P ν] = 0
[P µ, Jνρ] = i ηµν P ρ − i ηµρ P ν
[Jµν , Jρλ] = i ηνρ Jµλ − i ηµρ Jνλ − i ηνλ Jµρ + i ηµλ Jνρ. (5.1)
Let us change the basis (P µ, Jµν)→ (P±, P j, J+−, J j±, J jk) where j = 1, . . . , D − 2 and
P± ≡ 1√
2
(P 0 ± PD−1)
J j± ≡ 1√
2
(J j0 ± J j,D−1)
J+− ≡ J0,D−1. (5.2)
Then in the new basis the Lie brackets are:
[P ǫ1, P ǫ2] = 0 [P ǫ, P j] = 0 [P j, P k] = 0
[P ǫ, J jk] = 0 [P j, J+−] = 0
[P ǫ, J+−] = i ǫ P ǫ
[P ǫ1, J jǫ2] = − i
2
(1− ǫ1ǫ2) P j
[P j, Jkl] = −i δjk P l + i δjl P k
[P j, Jkǫ] = −i δjk P ǫ
[J+−, J jk] = 0
[J+−, J jǫ] = −i ǫ J jǫ
[J jǫ1, Jkǫ2] =
i
2
(−1 + ǫ1ǫ2) J jk + i
2
(ǫ2 − ǫ1) δjk J+−
[J jǫ, Jkl] = −i δjk J lǫ + i δjl Jkǫ
[Jkl, Jpq] = −i δlp Jkq + i δkp J lq + i δlq Jkp − i δkq J lp; (5.3)
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here j, k, l = 1, . . . , D − 2 and ǫ = ±.
We will need the representation of mass m > 0 and spin 0 in light-cone coordinates. The
Hilbert space is
H[m,0] ≡ H[m] ≡ L2
(
R
D−1,
dp
2p0
)
(5.4)
where dp ≡ dp1 . . . dpD−1, p0 ≡
√
p2 +m2 and p2 = (p1)2 + · · · (pD−1)2.
One can easily derive the expressions of the Lie algebra generators; they are:
P µ = pµ
Ljk = −i
(
pj
∂
∂pk
− pk ∂
∂pj
)
Kj ≡ Lj0 = i p0 ∂
∂pj
(5.5)
where j, k = 1, . . . , D− 1. These operators are defined on C∞(RD−1) where they are essentially
self-adjoint; one can easily verify that on this domain the relations (5.1) are valid.
Now we perform a change of variables [2]:
(p1, . . . , pD−1)→ (p+, p˜) (5.6)
where
p+ ≡ 1√
2
(p0 + pD−1) p˜ = (p1, . . . , pD−2); (5.7)
here, as before, we have denoted p0 ≡
√
p2 +m2. We will also denote p˜2 = (p1)2+ · · · (pD−2)2.
The converse of this change of variables is:
pD−1 =
1√
2
(p+ − p−) (5.8)
where we have introduced the notation
p− = p−(p+, p˜) ≡ p˜
2 +m2
2p+
. (5.9)
Now we re-express the measure dp
2p0
in the new variables and easily get:
dp
2p0
=
dp˜dp+
2p+
. (5.10)
Let us note that for m > 0 the variable p+ takes values in the whole positive real axis so,
in the new variables the Hilbert space is
H[m] ≡ L2
(
R+ × RD−2, dp
+dp˜
2p+
)
(5.11)
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where as usual R+ ≡ (0,∞). The unitary transformation connecting the two representations is
V : L2
(
RD−1, dp
2p0
)
→ L2
(
R+ × RD−2, dp+dp˜2p+
)
is:
(V f)(p+, p˜) = f
(
p˜,
p+ − p−√
2
)
; (5.12)
the inverse of this transformation can be easily provided.
It is a straightforward exercise to derive the expressions of the Lie algebra generators in the
light-cone coordinates:
P j = pj P+ = p+ P− = p− ≡ p˜
2 +m2
2p+
Ljk = −i
(
pj
∂
∂pk
− pk ∂
∂pj
)
Lj+ = i p+
∂
∂pj
Lj− = i
(
p−
∂
∂pj
+ pj
∂
∂p+
)
L+− = −i p+ ∂
∂p+
(5.13)
where j, k = 1, . . . , D − 2. These operators are defined on D[m] ≡ C∞(R+ × RD−2) where they
are essentially self-adjoint; one can easily verify that on this domain the relations (5.3) are
valid.
The extensions of the preceding formulas to the case of arbitrary m (i.e. m = 0 and m
purely imaginary) can be done using Lemma 3 of [3]. We define for any j = 1, . . . , D − 1
expressions of the type p+ namely
p+j ≡
1√
2
(p0 + pj) (5.14)
and the chart
Vj = {(p+j , p1, . . . , pj−1, pj+1, . . . , pD−1) ∈ R+ × RD−2}. (5.15)
In every such chart there are no singularities and one can consider the corresponding measure
defined as in (5.10). The reunion of all these charts is a cover of the whole mass shell and if
we consider a partition of the unity subordinated to this partition then we can obtain the
corresponding measure in light-cone coordinates.
6 Quantum Strings and Superstrings
In this Section we use the preceding construction to give a proper mathematical definition for
the string and superstring systems.
6.1 The Quantum Bosonic String
We introduce the following construction. First we consider the system of Bose oscillators
αjm, m ∈ Z∗, j = 1, . . . , D − 2 (i.e. we exclude for the moment the value m = 0). The Hilbert
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space generated by these operators is F (α); we are in the conditions of Subsections 3.1 and 3.4.
We now consider the following Hilbert space:
H(µ,α) ≡ H[µ] ⊗F (α) (6.1)
with H[µ] defined by (5.11); we are denoting the mass by µ > 0 to avoid confusion with the
indices m ∈ Z. If we identify the Fock space F (α) with its dual (using the scalar product
< ·, · >α) then we can describe the preceding Hilbert space as the space of Borel maps from R3
into F (α) square integrable with respect to the scalar product
< f, g >=
∫
dp
2p0
< f(p), g(p) >α . (6.2)
We define
αj0 ≡ pj j = 1, . . . , D − 2 (6.3)
and we can define the Virasoro generators by
L(α)m ≡
1
2
∑
n∈Z
: αjm−nα
j
n : −aδm · I (6.4)
(i.e. we are in the conditions from Subsection 3.4 with ǫ1 = . . . = ǫD−2 = 1). More rigorously
we have
L(α)m = I1 ⊗
1
2
( ∑
n 6=0,m
: αjm−nα
j
n :
)
+ pj ⊗ αjm ∀m 6= 0
L
(α)
0 = I1 ⊗
∑
n>0
: αj−nα
j
n : +
1
2
p˜2 ⊗ I2 − a · I (6.5)
but we an use the more compact definition (6.4) without risk of confusion. By a slight abuse
of notation we will called D0 ≃ H[µ] ⊗D0 the algebraic Fock space. Then we have
Lemma 6.1 The operators Ej : H(µ,α) → H(µ,α), j = 1, . . . , D − 2 are well defined on the
algebraic Fock by the formulas
Ej ≡ −i
∑
m>0
1
m
(αj−m Lm − L−mαjm) (6.6)
and are formally self-adjoint.
Proof: We have noticed previously that the vectors αjmΨ and LmΨ (here Ψ ∈ D0) are null for
sufficiently large m > 0 (see Proposition 3.5.) It follows that the sums in (6.6) are in fact finite
if we consider vectors of the form EjΨ. 
It is convenient to introduce the Hamiltonian operator according to
H(α) ≡
∑
n>0
: αj−nα
j
n :=
∑
n>0
n (ajn)
+ajn. (6.7)
Now we have the main result:
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Theorem 6.2 Let us define the following operators on D0 :
P± = p± ⊗ I2 P j = pj ⊗ I2
Jkl = Lkl ⊗ I2 + I1 ⊗ J (α)kl Jk+ = Lk+ ⊗ I2
Jk− = Lk− ⊗ I2 + 1
p+
Ek J+− = L+− ⊗ I2; (6.8)
here k, l = 1, . . . , D − 2 as usual and the operators J (α)kl are those defined by the first formula
of (3.28). Then these operators are a representation of the Poincare´ Lie algebra iff D = 26 and
we consider only the states from the physical Hilbert space
H(µ,α)phys ≡
{
Ψ ∈ H(µ,α)|H(α)Ψ =
(
1 +
µ2
2
)
Ψ
}
. (6.9)
Proof: We have to check the formulas (5.3). Of course, we will use the fact the the operators
L... verify these relations as stated in the previous Section so the non-trivial ones must have at
least a Jk− entry. We are left with the following non-trivial relations to check:
[J+−, Jk−] = i Jk− [J j+, Jk−] = −i J jk − i δjk J+−
[J j−, Jkl] = −i δjk J l− + i δjl Jk− [J j−, Jk−] = 0. (6.10)
The first three preceding relations can be checked elementary and do not produce anomalies.
Only the last relation is highly non-trivial. To compute the commutator [J j−, Jk−] = 0 we use
the elementary formula
[AB,CD] = A[B,C]D + AC[B,D] + [A,C]DB + C[A,D]B. (6.11)
We need to compute first
[Ej , Ek] = −(Cjk1 + Cjk2 −H.c.) (6.12)
where
Cjk1 =
∑
m,n>0
1
mn
[αj−mLm, α
k
−nLn] C
jk
2 =
∑
m,n>0
1
mn
[αj−mLm, L−nα
k
n] (6.13)
and we understand that all operators are acting on vectors from the algebraic Fock space.
These commutators can be computed using the formulas (6.11) and (3.15) with D → D − 2.
One checks that at every stage of the computations the sums are in fact finite because we apply
the commutators only on vectors from the algebraic Fock space. We give only the final results:
Cjk1 =
(∑
m>0
m− 1
2
αj−mα
k
m +
∑
m>n≥0
1
m
αj−mLm−nα
k
n
)
− (j ↔ k)
Cjk2 =
∑
m≥n>0
1
m
αj−mLm−nα
k
n +
∑
n≥m>0
1
n
αj−mLm−nα
k
n
+
∑
m>0
[
m
D − 26
2
+
1
m
(
2a− D − 2
12
)
+ 1
]
αk−mα
j
m + . . . (6.14)
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where by . . . we mean a term proportional to δjk which disappears from (6.12). We finally
obtain
[Ej , Ek] =
∑
m>0
[
m
D − 26
12
+
1
m
(
2a− D − 2
12
)]
[αj−mα
k
m − (j ↔ k)]
+i (pjEk − pkEj) + 2
∑
m>0
1
m
[αj−mα
k
m − (j ↔ k)]L0. (6.15)
Let us note that if we use the definition (6.5) we have: L0 = H
(α)+ 1
2
p˜2− a and we observe
that the constant a drops out! Now we insert the commutator (6.15) in the formula
[J j−, Jk−] = [Lj−, Lk−]⊗ I2 + 1
(p+)2
[Ej, Ek]
+
(
Lj−
1
p+
)
Ek −
(
Lk−
1
p+
)
Ej +
1
p+
(Lj−Ek)− 1
p+
(Lk−Ej) (6.16)
and get the final result
[J j−, Jk−] =
1
(p+)2
∑
m>0
[αk−mα
j
m − (j ↔ k)]
[
m
D − 26
12
+
1
m
(
2H(α) − D − 2
12
− µ2
)]
; (6.17)
equating to zero we obtain the value of D and also the expression for the physical Hilbert space.
It remains to show that the physical Hilbert space is Poincare´ invariant i.e. it is left invariant
by the operators (6.8) from the statement. This follows from
[H(α), Kj ] = [L0, K
j] = 0 (6.18)
and the proof is finished. 
Let us remark that the vacuum Ω does not belong to the physical Hilbert space. The
preceding system seems to be closest to what the physical intuition tells us a vibrating string of
mass µ should be: the first factor in (6.1) describes the translation of the string in space-time
and the second factor the vibrations of the string in the rest frame. Because the operator H(α)
has the spectrum σ(H(α)) = Z we obtain that in this case the mass µ is quantized: µ2 ∈ 2 · N.
However, a different construction is preferred in the literature and is called the Bosonic
string. Instead of (6.1) we take
H(b) ≡ (⊕l∈LH[µl])⊗ F (α); (6.19)
where we the sum is over an unspecified set L (not necessarily finite) of masses. The extensions
of the formulas (6.8) to this case are obvious. (In fact, H(b) is a direct sum of Hilbert spaces of
the type H(µ,α)). The same computation as above leads to
[J j−, Jk−] =
1
(p+)2
∑
m>0
[αk−mα
j
m − (j ↔ k)]
[
m
D − 26
12
+
1
m
(
2H(α) − D − 2
12
− p2
)]
(6.20)
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where now
p2 = ⊕l∈Lµ2l Il. (6.21)
We obtain as before D = 26 but the physical Hilbert space is
H(b)phys ≡
{
Ψ ∈ H(b)|2(H(α) − 1)Ψ = p2Ψ} . (6.22)
In this way we get tachyons in the spectrum of the model (for instance the vacuum state
corresponds to p2 = −2). In this case the expression of Jkl from (6.8) makes sense only on
functions defined in the chart VD−1 and of compact support (such that the singularity in p+ = 0
is integrable). Similar constructions must be considered in all charts.
We note in the end that the necessity of considering only states lying in the physical Hilbert
space (6.9) or (6.22) appears in the standard literature in a different form e.g. equation (2.3.12)
from [12]. We also note that the condition a = 1 appearing frequently in the literature is not
needed. Apparently this fact is known in the literature but we cannot provide an explicit
reference on this point.
6.2 The Neveau-Schwartz Superstring
We generalize the previous arguments for the superstring. In the NS case we consider the Hilbert
space generated by the system of Bose oscillators αjm, m ∈ Z∗, j = 1, . . . , D− 2 (i.e. we exclude
for the moment the value m = 0) and the the Fermi oscillators bjr, r ∈ 12 + Z, j = 1, . . . , D − 2;
The Hilbert space generated by these operators is F (NS); we are in the conditions of Subsections
3.2 and 3.4. We now consider the following Hilbert space:
H(NS) ≡ H[µ] ⊗F (NS) (6.23)
with H[µ] defined by (5.11). We define as in the previous Subsection
αj0 ≡ pj j = 1, . . . , D − 2 (6.24)
and we are in the conditions of Subsection 3.4 so we can define the Virasoro generators
L(α)m ≡
1
2
∑
n∈Z
: αjm−nα
j
n : +
1
2
∑
r∈1/2+Z
r : bj−rb
j
m+r : −aδm · I. (6.25)
Then we can define the operators Ej, F j : H(NS) →H(NS), j = 1, . . . , D− 2 on the algebraic
Fock space by the formulas
Ej ≡ −i
∑
m>0
1
m
(αj−m Lm − L−mαjm) (6.26)
F j ≡ −i
∑
m∈Z
Kjl−mα
l
m = −i
∑
m>0
(αl−mK
jl
m +K
jl
−mα
l
m)− iKjl0 αl0 (6.27)
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where the operators Kjlm have been defined in the Subsection 4. We remark that the expression
(6.26) formally coincides with (6.6) but the expression of Lm is in fact different: we have a
Fermi contribution in (6.25).
Kj ≡ Ej + F j (6.28)
and all operators Ej , F j, Kj) are formally self-adjoint. The Hamiltonian operator also has a
Fermi contribution:
H(NS) ≡
∑
n>0
: αj−nα
j
n : +
∑
r>0
r : bj−rb
j
r :=
∑
n>0
n (ajn)
+ajn +
∑
r>0
r : bj−rb
j
r : (6.29)
Now we have the main result:
Theorem 6.3 Let us define the following operators on D[m] ⊗D0 :
P± = p± ⊗ I2 P j = pj ⊗ I2
Jkl = Lkl ⊗ I2 + I1 ⊗ J (NS)kl Jk+ = Lk+ ⊗ I2
Jk− = Lk− ⊗ I2 + 1
p+
Kk J+− = L+− ⊗ I2; (6.30)
here k, l = 1, . . . , D− 2 as usual and the operators J (NS)kl = J (α)kl + J (b)kl are those defined by
the formula (3.28). Then these operators are a representation of the Poincare´ Lie algebra iff
D = 10 and we consider only the states from the physical Hilbert space
H(NS)phys ≡
{
Ψ ∈ H(NS)|H(NS)Ψ = 1
2
(1 + µ2)Ψ
}
. (6.31)
Proof: As in the previous Subsection we check the formulas (5.3) and the obstructions can
come only from the commutator [J j−, Jk−]. The commutator [Ej , Ek] can be obtained from the
corresponding formula of the preceding Subsection with the substitution D−2
12
→ D−2
8
in the
commutators of Lm’s as it follows by comparing (3.15) to (3.27). We get in this way easily:
[Ej , Ek] =
∑
m>0
[
m
D − 10
8
+
1
m
(
2a− D − 2
8
)]
αk−mα
j
m − (j ↔ k)
+i (pjEk − pkEj) + 2
∑
m>0
1
m
[αj−mα
k
m − (j ↔ k)]L0. (6.32)
To obtain the expression [Kj , Kk] we still have to compute the commutators [F j, F k] and
[Ej , F k] for which we use again (6.11). After a tedious but straightforward algebra we get
[J j−, Jk−] =
1
(p+)2
∑
m>0
[αk−mα
j
m − (j ↔ k)]
[
m
D − 10
8
+
1
m
(
2H(NS) − D − 2
8
− µ2
)]
+
D − 10
4
∑
r>0
r(2r − 1) [bj−rbkr − (j ↔ k)]+ 1p+ (2H(NS) − 1− µ2) Kjk0 ; (6.33)
20
to obtain this formula we use in an essential way the formula (4.15) of Section 4. Now we
equate to zero the right hand side and the theorem follows. 
The vacuum Ω does not belong to the physical Hilbert space in this case also. As in the
preceding Subsection, a different construction is preferred in the literature and is called the
Neveau-Schwartz superstring. Instead of (6.23) we take
H(NS) ≡ (⊕l∈LH[µl])⊗F (NS); (6.34)
where we the sum is over an unspecified set L of masses. The extensions of the formulas (6.30)
to this case are obvious. The same computation as above leads to
[J j−, Jk−] =
1
(p+)2
∑
m>0
[αk−mα
j
m − (j ↔ k)]
[
m
D − 10
8
+
1
m
(
2H(NS) − D − 2
8
− p2
)]
+
D − 10
4
∑
r>0
r(2r − 1) [bj−rbkr − (j ↔ k)]+ 1p+ (2H(NS) − 1− p2) Kjk0 ; (6.35)
where now
p2 = ⊕l∈Lµ2l Il. (6.36)
We obtain as before D = 10 but the physical Hilbert space is [12]
H(NS)phys ≡
{
Ψ ∈ H(NS)|(2H(NS) − 1)Ψ = p2Ψ} . (6.37)
In this way we get tachyons in the spectrum of the model (for instance the vacuum state
corresponds to p2 = −1). One can eliminate the tachyons imposing the GSO condition [12]
namely, considering that the physical Hilbert space is the subspace of H(NS)phys generated by odd
numbers of b oscillators and arbitrary numbers of α oscillators; this subspace is again Poincare´
invariant. The parameter a remains unconstrained in this case also.
6.3 The Ramond Superstring
In the Ramond case we consider the Hilbert space generated by the system of Bose oscillators
αjm, m ∈ Z∗, j = 1, . . . , D − 2 (i.e. we exclude for the moment the value m = 0) and the the
Fermi oscillators djm, m ∈ Z, j = 1, . . . , D − 2; the Hilbert space generated by these operators
is F (R); we are in the conditions of Subsections 3.2 and 3.4. We consider the following Hilbert
space:
H(R) ≡ H[µ] ⊗F (R) (6.38)
with H[µ] defined by (5.11). We define
αj0 ≡ pj j = 1, . . . , D − 2 (6.39)
and we are in the conditions of Subsection 3.4 so we can define the Virasoro generators
L(α)m ≡
1
2
∑
n∈Z
: αjm−nα
j
n : +
1
2
∑
n∈Z
n : dj−nd
j
m+n : +
(
D
16
− a
)
δm · I; (6.40)
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we remark that we have included the shift (3.23) of L0 such that we have the canonical form for
the 2-cocycle of the Virasoro algebra. Then we can define the operators Ej , F j, Kj : H(NS) →
H(NS), j = 1, . . . , D − 2 on the algebraic Fock by the same formulas as in the preceding
Subsection (however the Virasoro operators are different).
In this case the Hamiltonian operator also has a Fermi contribution:
H(R) ≡
∑
n>0
: αj−nα
j
n : +
∑
n>0
n : dj−nd
j
n :=
∑
n>0
n (ajn)
+ajn +
∑
n>0
n : dj−nd
j
n : (6.41)
Now the main result is:
Theorem 6.4 Let us define the following operators on D[m] ⊗D0 :
P± = p± ⊗ I2 P j = pj ⊗ I2
Jkl = Lkl ⊗ I2 + I1 ⊗ J (R)kl Jk+ = Lk+ ⊗ I2
Jk− = Lk− ⊗ I2 + 1
p+
Kk J+− = L+− ⊗ I2; (6.42)
here k, l = 1, . . . , D − 2 as usual and the operators J (R)kl = J (α)kl + J (d)kl are those defined by
the formula (3.28). Then these operators are a representation of the Poincare´ Lie algebra iff
D = 10 and we consider only the states from the physical Hilbert space
H(R)phys ≡
{
Ψ ∈ H(NS)|H(NS)Ψ = µ
2
2
Ψ
}
. (6.43)
Proof: Formally, the content of this theorem coincides with the previous theorem. Similar
computations, making use of (4.17) this time, lead to:
[J j−, Jk−] =
1
(p+)2
∑
m>0
[αk−mα
j
m − (j ↔ k)]
[
m
D − 10
8
+
1
m
(
2H(R) − µ2)]
+
D − 10
2
∑
n>0
n2
[
dj−nd
k
n − (j ↔ k)
]
+
1
p+
(
2H(R) − µ2) Kjk0 (6.44)
and equating to zero the right hand side and the theorem follows. 
In the Ramond model the vacuum Ω belongs to the physical Hilbert space. As in the
preceding Subsection, a different construction is preferred in the literature and is called the
Ramond superstring. Instead of (6.38) we take
H(R) ≡ (⊕l∈LH[µl])⊗F (R); (6.45)
where we the sum is over an unspecified set L of masses. The extensions of the formulas (6.42)
to this case are obvious. We obtain as before D = 10 but the physical Hilbert space is
H(R)phys ≡
{
Ψ ∈ H(R)|H(R)Ψ = p
2
2
Ψ
}
. (6.46)
In this way we do not get tachyons in the spectrum of the model.
22
6.4 Other Superstring Models
From the preceding two Subsections it is clear that formulas of the type (4.15) and (4.17) are
essential for establishing Lorentz invariance. We investigate now if such formulas can be valid
for more general cases. More precisely, suppose that we have a N -dimensional representation
σjk, j, k = 1, . . . , D of the algebra so(D) such that
σTjk = −σjk; (6.47)
then we can define the associated Kac-Moody algebras Kjkm (σ) according to the formulas (4.5)
and (4.16) respectively. We are interested if in some special cases formulas of the type (4.15)
and (4.17) hold. A necessary condition is that the terms quadratic in the operators b (resp. d)
cancel identically. It is not very difficult to prove that this requirement is equivalent to∑
r1+...+r4=0
Xjkp1r1;...;p4r4 : b
p1
r1 . . . b
p4
r4 := 0 (6.48)
where
Xjkp1r1;...;p4r4 ≡ (r1 + r2)(σjl)p1p2(σkl)p3p4 + (r3 − r4)(σjk)p1p2 δp3p4 (6.49)
in the Neveau-Schwartz case and similar relations for the Ramond case. The relation (6.48) is
equivalent to
Xjkp1r1;...;p4r4 − (1↔ 3)− (1↔ 4)− (2↔ 3)− (2↔ 4) + (1↔ 3, 2↔ 4) = 0. (6.50)
One inserts here the definition (6.49) and eliminates r4 = −(r1 + r2 + r3); the result is an
equation of the form
r1E
(1)jk
p1...;p4
+ r2E
(2)jk
p1...;p4
+ r3E
(3)jk
p1...;p4
= 0 (6.51)
so we obtain three relations
E(a)jkp1...;p4 = 0 a = 1, 2, 3. (6.52)
One can easily see that the relation
E(1) + E(2) − E(3) = 0 (6.53)
is equivalent to
(σjl)ab(σkl)cd − (j ↔ k) = δbd(σjk)ac − (a↔ b)− (c↔ d) + (a↔ b, c↔ d) (6.54)
and conversely (6.54) is implies (6.52). Moreover, if we have (6.54) the one can prove that
relations of the type (4.15) and (4.17) hold and we have Lorentz invariance theorems like in
the preceding Subsection in 10 dimensions. So the key relation (6.54) must be analyzed in the
case D = 8. We note that in this case one should modify in an appropriate way the expression
(3.28) for the generators of the rotations J (b)jk and J (d)jk.
One can obtain an important consequence of (6.54) if we take b = c and sum over b =
1, . . . , N . We obtain
[σjl, σkl] = (2−N)σjk; (6.55)
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on the other hand we have from the representation property of σjk
[σjl, σkl] = (2−D)σjk (6.56)
so we conclude that the representation σjk should be D-dimensional, i.e. we need to consider
only the representations of dimension 8 of the algebra so(8). It is known that there are four
(non-equivalent) such representations: the vector representation (which we have already used
in the preceding Subsection), the adjoint representation and two the spinor representations 8s
and 8c of opposite chirality. It seems that the identity (6.54) is valid for the for the spinor
representations also but the details are not easily found in the literature so we provide an ele-
mentary analysis. First, it is clear that if we multiply (6.54) with Mdc and make the summation
we obtain an equivalent relation
Tr(σjlM)σkl − (j ↔ k) = [M −MT , σjk], ∀M. (6.57)
If M is symmetric then the preceding relation is an identity. So (6.54) is equivalent to
Tr(σjlM)σkl − (j ↔ k) = 2 [M,σjk] (6.58)
for all antisymmetric N×N - matricesM . Now the number of N×N - antisymmetric matrices is
N(N−1)
2
; on the other hand the number of matrices σjk is
D(D−1)
2
. But we have already established
that N = D so if the matrices σjk are linear independent the relation (6.58) is equivalent to
Tr(σjlσpq)σkl − (j ↔ k) = 2 [σpq, σjk], ∀p, q. (6.59)
In particular is is easy to see that the fundamental representation Ejk verifies the preceding
identity. We check the identity for the spinor representations. According to [12] one can
describe the spinor representations of the algebra so(2n) considering the Fermi Fock space S
generated by the operators bj , b
∗
j , j = 1, . . . , n; we have the CAR algebra:
{bj , bk} = 0 {bj , b∗k} = δjk. (6.60)
Next, we define the operators
γj = bj + b
∗
j , j = 1, . . . , n
γj = −i (bn−j − b∗n−j), j = n+ 1, . . . , 2n (6.61)
and prove immediately that they form a 2n- dimensional representation of the Clifford algebra
C(2n, 0) i.e. we have
{γj, γk} = δjk · I. (6.62)
Then a representation of the algebra so(2n) is given by the operators
σjk =
1
4
[γj, γk]. (6.63)
This representation is not irreducible. In fact let us denote by S+ (resp. S−) the subspaces of
S generated by applying an even (resp. odd) number of creation operators b∗j on the vacuum.
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The projectors on these subspaces will be denoted by P±. It is easy to see that these two
subspaces are left invariant by the representation σjk so it makes sense to define the restrictions
σ±jk. The operators σ
±
jk are immediately seen to be linear independent. It is also easy to prove
that dim(S+) = dim(S−) = 2n−1 i.e. both representations σ
±
jk. are of the same dimension 2
n−1;
these are, by definition, the spinor representations of the algebra so(2n). Finally we prove:
Tr(σ±jkσ
±
pq) = 2
n−3 (δkpδjq − δjpδkq). (6.64)
Indeed, because the left hand side is a SO(2n)- invariant tensor and because of the anti-
symmetry properties we know that the right hand side must have the form λ (δkpδjq − δjpδkq);
to determine the constant λ we consider a particular case, say p = j, q = k j 6= k and we
obtain
λ = −Tr(σ2jkP±) =
1
4
Tr(P±) =
1
4
dim(S±) = 2
n−3. (6.65)
It follows that only for n = 4 we have λ = 2 and in this case if we use (6.64) in (6.59) we
obtain an identity. It follows that the two spinor representations of so(8) verify the identity
(6.58) so they can be used to construct supersymmetric string models as in the preceding two
Subsections. These models are considered more consistent because we quantize using Fermi
statistics oscillators pertaining to spinor representations so we are in agreement with spin-
statistics correspondence. Moreover these models exhibit also supersymmetry invariance.
There is yet another possibility of constructing consistent models, namely by modifying
the Bosonic string from Subsection 6.1. We consider that we have another representation of
the Virasoro algebra Lcm with central charge c acting in the Hilbert space Hc; we consider the
Hilbert space Hµ,α⊗Hc where Hµ,α is given by (6.1) and modify the Virasoro algebra given by
(6.4) according to Lm → Lm + Lcm. Because the central charges are additive the new Virasoro
algebra will have the central charge D − 2 + c so the consistency condition is in this case
c = 26−D (6.66)
and the expression of the physical Hilbert space from theorem 6.2 remains the same. In partic-
ular if we want a model in D = 10 dimensions we must find out a representation of the Virasoro
algebra with central charge c = 16. It is known that such representations can be found for the
groups SO(32) and E8 × E8 using Sugawara construction [15]. This new possibility is used in
the construction of the heterotic string models.
For the description of closed strings a doubling of the Bose oscillators αjm appears corre-
sponding to the left and right oscillator modes. Composing in various ways the models described
above one can obtain the well-known string models of type I, IIA, IIB and heterotic.
7 Covariant Quantization of Strings and Superstrings
One can construct a manifestly covariant formalism also [12]. The idea is to take in Subsection
3.4 the case ǫ0 = −1, ǫ1 = . . . = ǫD−1 = 1. In this way the Hilbert space will have states of
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negative or zero norm. So we consider that we have the family of operators: αµm, m ∈ Z∗, µ =
0, . . . , D acting in the Hilbert space F (α)cov such that:
[αµm, α
ν
n] = −ηµν m δm+n · I, ∀m,n
αµmΩ = 0, m > 0
(αµm)
+ = αµ−m ∀m; (7.1)
this Hilbert space will not be positively defined. Define the Virasoro operators
L¯m ≡ −1
2
ηµν
∑
n 6=0,m
: αµm−nα
ν
n : (7.2)
and we have the following commutation relations:
[L¯m, L¯n] = (m− n)L¯m+n +D m(m
2 − 1)
12
δm+n · I. (7.3)
Proposition 7.1 We consider k ∈ RD and recursively define the operators Un(k), n ∈ N ac-
cording to
U0 = I Un(k) =
1
n
n∑
l=1
Un−l(k)k · αl. (7.4)
For convenience we define Un = 0 ∀n < 0. Then the following relation is valid:
[αµm, Un(k)] = θ(m− 1) kµ Um+n(k) (7.5)
where θ(m) is the usual Heaviside function.
The proof is easily done by induction on n. Let us remark that the expressions Un(k) are the
coefficients of the formal series in z ∈ C :
U(z, k) ≡ eA(z,k) A(z, k) ≡
∑
n≥1
1
n
k · αnzn. (7.6)
The recurrence relation from the statement of the proposition can be found if we compute
the derivative of
U(z, k) =
∑
n≥1
Un(k)z
n (7.7)
in two ways. The explicit relation is
Un(k) =
∑
p≥0
1
p!
∑
i1,...,ip>0
∑
i1+···ip=n
1
i1 . . . ip
(k · αi1) · · · (k · αip) (7.8)
but it is convenient to work with the recurrence relation and not with the explicit expression
given above.
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The operators Un(k) are leaving the algebraic Fock space D0 invariant and moreover for
every Ψ ∈ D0 we have
Un(k)Ψ = 0 (7.9)
for sufficiently large n. It is useful to expressed the formal series relations:
[U(z, k)†, U(z, k′)] = 0 for k · k′ = 0
U(z, k)U(z, k′) = U(z, k + k′). (7.10)
in terms of the Up(k) operators. In particular we have∑
p∈Z
Un−p(k) Up(k
′) = Un(k + k
′). (7.11)
Less elementary are the following sum relations:∑
p∈Z
p Un−p(k) Um+p(k
′) =
∑
l>0
Um+n−l(k + k
′) k′ · αl −m Um+n(k + k′)
∑
p∈Z
p Un−p(k) Um+p(−k) = −θ(m+ n)k · αm+n −m δm+n · I
∑
p∈Z
p Un−p(αk) Um+p(βk
′) =
nβ −mα
α + β
Um+n((α + β)k) α, β ∈ R, α+ β 6= 0. (7.12)
Now we have
Proposition 7.2 The operators Vn(k), n ∈ Z are well defined on the algebraic Fock space
according to the relations
Vn(k) =
∑
p∈Z
Up−n(−k)† Up(k). (7.13)
Indeed the sum over p is in fact finite because we have Un(k)Ψ = 0 for sufficiently high n if
Ψ ∈ D0.
The expressions Vn(k) are the coefficients of the formal series
V (z, k) ≡ U(z,−k)† U(z, k) (7.14)
We have analogue elementary properties: the operators Vn(k) are leaving the algebraic Fock
space D0 invariant and moreover for every Ψ ∈ D0 we have
Vn(k)Ψ = 0 (7.15)
for sufficiently large n. We have
Vn(k)
† = V−n(−k).
[αµm, Vn(k)] = (1− δm) kµ Vm+n(k).∑
p∈Z
Vn−p(k) Vp(k
′) = Vn(k + k
′). (7.16)
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Sum relations of the type (7.12) can be found for the Vp(k) operators.
Now we can derive the conformal properties of these operators i.e. the commutation relations
with the Virasoro operators.
Proposition 7.3 The following relation is true:
[L¯m, Vn(k)] = −(cmk2 +m+ n) Vm+n (7.17)
where we have defined
cm ≡


m−1
2
, for m > 0
m+1
2
, for m < 0
0, for m = 0
. (7.18)
In particular if k2 = 0 we have
[L¯m, Vn(k)] = −(m+ n) Vm+n (7.19)
i.e. the operators Vn(k) have conformal dimension 0.
The computation is straightforward: we first compute the commutations relation of the Virasoro
operators with Un(k) and then we use the definition of the operators Vn(k). We only note a
discrepancy with the standard literature where it is asserted that these operators have defined
conformal dimension for any k ∈ RD; the origin of this discrepancy can be traced to the
coefficient cm which is different from the standard literature. Fortunately, only the case k
2 = 0
is needed for the construction of the DDF operators.
We are approaching the definition of the DDF operators. First we define the operators
V¯ µn (k) ≡
∑
p>0
[αµ−pVn+p(k) + Vn−p(k)α
µ
p ] (7.20)
and we have
Proposition 7.4 Let k ∈ RD, k2 = 0. Let us define the following operators:
A¯µm ≡ V¯ µm(mk). (7.21)
Then the following relations are verified:
[A¯µm, A¯
ν
n] = −ηµν m δm+n · I + kµ V¯ νm,n(k)− kν V¯ µn,m(k)
[L¯m, A¯
µ
n] = −n V¯ µm+n +
m(m− 1)
2
kµ Vm+n(nk)
A¯µn(k)
† = A¯µ−n(−k)
A¯µnΩ = 0 ∀m > 0
A¯µ0 = 0 (7.22)
where the explicit expressions V¯ νm,n(k) are not important.
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To construct the DDF operators we have to include the kinematic degrees of freedom also. We
define the Hilbert space H[µ,α]cov ≡ H[µ] ⊗ F (α)cov where H[µ] is the Hilbert space of a particle of
mass µ and spin 0 and F (α)cov is the Fock space defined at the beginning of this Section. We use
the convention
αµ0 = p
µ (7.23)
and define the covariant Virasoro operators
L(α)m ≡ −
1
2
ηµν
∑
n∈Z
: αµm−nα
ν
n : −aδm · I (7.24)
such that we have the following commutation relations:
[L(α)m , L
(α)
n ] = (m− n)L(α)m+n +D
m(m2 − 1)
12
δm+n · I. (7.25)
In this Hilbert space we have a natural action of the Poincare´ algebra. This Hilbert space will
have states of negative or zero norm. Now we can define the DDF operators:
Theorem 7.5 Let k ∈ RD be such that k2 = 0. Let us define in H[µ,α]cov the operators
V µn (k) ≡ V¯ µn (k) + pµ Vn(k) (7.26)
and
Aµn ≡ V µn (nk) (7.27)
Then the following relations are true:
[Aµm, A
ν
n] = −ηµν m δm+n · I + kµ V νm,n(k)− kν V µn,m(k)
[L(α)m , A
µ
n] = −n (1 + k · p) V µm+n +
m(m− 1)
2
n kµ Vm+n(nk) (7.28)
where the explicit expressions V νm,n(k) are not important. In particular consider that k ∈ RD
also verifies kj = 0, j = 1, · · · , D−1, k ·p = −1 (e.g. k+ = 0, k− = − 1
p+
, kj = 0, j =
1, · · · , D − 1) then the operators Ajn, j = 1, · · · , D − 1 verify
[Ajm, A
k
n] = δjk m δm+n · I
[L(α)m , A
j
n] = 0, m 6= 0 [L(α)0 , Ajn] = −n Ajn
(Ajn)
† = Aj−n
AjnΩ = 0 ∀m > 0
Aj0 = p
j (7.29)
so they verify the same algebra as the operators αjm.
The DDF operators Ajn are the z-independent component of the vertex operator
X˙j(z) eik·X(z,nk) (7.30)
where
Xµ(z) ≡
∑
n 6=0
1
n
αµn z
n + pµ ln(z) X˙jn ≡
∑
n 6=0
αjn z
n + pj . (7.31)
29
8 The Covariant Quantum Bosonic String
We describe the Bosonic string (see Section 6.1) using the Hilbert space bundle formalism [24].
First we consider the system of Bose oscillators αjm, m ∈ Z∗, j = 1, . . . , D − 2 (i.e. we exclude
for the moment the value m = 0). The Hilbert space generated by these operators is F (α); we
are in the conditions of Subsections 3.4 and 6.1. We now consider the following Hilbert space:
H(µ,α) ≡ H[µ] ⊗F (α) (8.1)
with H[µ] defined as above. We define
αj0 ≡ pj j = 1, . . . , D − 2 (8.2)
and the transversal Virasoro generators by
LTm ≡
1
2
∑
n∈Z
: αjm−nα
j
n : −aδm · I (8.3)
which verify the Virasoro algebra with central charge D − 2. Then we define similarly to (6.6)
the operators Ej(p) : H(µ,α) → H(µ,α), j = 1, . . . , D − 2 on the algebraic Fock according to
the formulas
Ej(p) ≡ −i
∑
m>0
1
m
(αj−m L
T
m − LT−mαjm); (8.4)
we can now construct the generators of the Poincare´ group as in (6.8) and the physical Hilbert
space H(µ,α)phys as in (6.9); we take D = 26 such that the Poincare´ algebra closes. The Hilbert
space bundle B[µ,α] is made of couples (p, f) where p = (p+, p˜) ∈ R+ ⊗ RD−2 is a chart on the
mass-shell and f ∈ H(µ,α)phys ; there is a natural fibration over the mass shell given by the canonical
projection on the first component. On this bundle we have the following action of the Lorentz
algebra:
ξ · (p, f) = (ξ · p, ξ · f) ∀ξ ∈ Lie(L) (8.5)
where
jµν · p = Lµν · p (8.6)
and
jkl = J (α)kl jk+ = 0 jk− =
1
p+
Ek(p) j+− = 0; (8.7)
here j, k = 1, . . . , D − 2. The scalar product in the fiber over p is simply the scalar product
from F (α). It is easy to verify all the axioms of a Hilbert space bundle. As it is well-known the
representations of the Poincare´ group are induced by representations of the stability subgroup
of any point on the mass-shell. If we take the point p(0) with coordinates p+ = µ√
2
, pj =
0 (j = 1, · · · , D − 2) it is easy to get from (8.6) that the stability subgroup is SO(D − 1)
and the infinitesimal generators are jkl k, l = 1, . . . , D − 1. Next we get from (8.7) that the
representation of SO(D−1) inducing the representation of the Poincare´ group from the theorem
is
jkl = J (α)kl jk+ = 0 jk− = −1
µ
Ej(p(0)) j+− = 0; (8.8)
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one can check the representation property using the definition of H(µ,α)phys .
We give now the covariant description of the preceding construction. We define the Hilbert
space bundle B[µ,α]cov of couples (p,Ψ) where p is on the positive mass-shell p ∈ RD p0 > 0 p2 =
µ2 and Ψ ∈ F [µ,α]cov verifies the supplementary restrictions
LmΨ = 0 m ≥ 0 (8.9)
where the Virasoro operators Lm = L
(α)
m are given by (7.24) for the value a = 1. The Hermitian
form in the fiber over p is the form defined on F (α)cov .
We want to obtain an isomorphism to the previously obtained Hphys. We present briefly the
usual argument with some simplifications. We first define the DDF states as linear combinations
of states of the form:
f = Aj1m1 . . . A
jl
ml
Ω m1, . . . , ml < 0. (8.10)
It is useful to introduce the notation
Km ≡ k · αm (8.11)
and we easily obtain
[Km, Kn] = 0 [Km, Ln] = m Km+n; (8.12)
we also have for any DDF state:
Kmf = 0 ∀m > 0. (8.13)
Next we have the following technical result for which we present a simpler proof:
Proposition 8.1 The vectors of the type
Ψλ,µ,f ≡ Lλ1−1 · · ·Lλm−mKµ1−1 · · ·Kµn−n f (8.14)
where λ1, . . . , λm, µ1, . . . , µn ∈ N∗ and f is a DDF state, are linearly independent and generates
the whole space F (α)cov .
Proof: (i) We know that the Hilbert space F (α)cov is generated by the operators αµ−m, m >
0, µ = 0, . . . , D − 1 applied on the vacuum. It is convenient to work with the operators
α±m ≡
1√
2
(α0m ± αD−1m ) αjm j = 1, . . . , D − 2. (8.15)
If we take k ∈ RD as in the construction of the DDF operators i.e. k+ = 0, kj = 0 (j =
1, . . . , D − 2) we have
Km = k
−α+m. (8.16)
So if we apply on the vacuum operators of the form K−1, . . . , K−m we obtain all the states
of the form Ψ+ = P (α+−1, . . . , α
+
−m)Ω with P a polynomial. Now we easily compute
Aj−1Ω = α
j
−1Ω + p
jV−1(k)Ω. (8.17)
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Because the second vector is of the type Ψ+ we can generate the states αj−1Ω using the DDF
operators and the K−m operators. Afterwards, using the K operators we can generate all
the states of the form αj−1P (α
+
−1, . . . , α
+
−m)Ω. Using now 2, 3, . . . DDF operators we can es-
tablish by inductions that all states of the form P (αj−1, α
+
−1, . . . , α
+
−m)Ω can be obtained us-
ing only DDF and K operators. Next we suppose that we can create all states of the form
P (αj1−1, . . . , α
jn−1
−(n−1), α
+
−1, . . . , α
+
−m)Ω using only DDF and K operators and extend the result to
n by applying DDF operators of the form Aj−n on such a state. Finally, we note that we have
Lλ1−1 · · ·Lλm−m = const(α−−1)λ1+···λm + · · · (8.18)
where by · · · we mean terms containing α−−1 at a power strictly smaller that λ1 + · · ·λm. If we
choose the preceding sum conveniently we can generate all states with α−−1 factors. In the same
way we obtain the states with α−−l l > 1 factors. It follows that the states of the form Ψλ,µ,f
are really generating the whole Hilbert space F (α)cov .
(ii) We must prove that there are no linear dependencies between such vectors. If we use
the well-known relation
[L¯0, α
µ
−m] = m α
µ
−m (8.19)
we easily obtain that the vector
Ψ =
∏
n,ρ
(αρ−n)
ǫn,ρΩ, (8.20)
where the product runs over a finite set of indices, is an eigenvector of L¯0 corresponding to the
eigenvalue
λ =
∑
n,ρ
nǫn,ρ. (8.21)
We will denote by Fn the eigenspace of L¯0 corresponding to the eigenvalue n. One can prove
that
Fm ∩ Fn = {0} (8.22)
for m 6= n using a Vandermonde determinant. Because the subspaces Fn, n ≥ 0 generate the
whole F (α)cov we have the direct sum decomposition
F (α)cov = ⊕n≥0Fn. (8.23)
Now we use the relations
[L¯0, L−m] = m L−m [L¯0, K−m] = m K−m [L¯0, A
j
−m] = m A
j
−m (8.24)
and find out that the vector
Ψ′ =
∏
Lλm−m
∏
Kµn−n
∏
(Aj−p)
βp,jΩ (8.25)
is an eigenvector of L¯0 corresponding to the eigenvalue
λ′ =
∑
n
n(λn + µn +
∑
j
βn,j). (8.26)
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Let us fix N ∈ N. Then FN is generated by vectors of the type (8.20) with λ = N ; on the
other hand the vectors of the type (8.25) are also generating the whole Hilbert space but only
those corresponding to λ′ = N are in FN . It follows that FN is generated by the vectors of
the type (8.25) corresponding to λ′ = N. Because the (finite) number of vectors of the type
(8.20) corresponding to λ = N is the same as the number of the vectors of the type (8.25)
corresponding to λ′ = N it means that the vectors of the type (8.25) corresponding to λ′ = N
must be linear independent. 
We note that in our proof we did not have to compute the complicated determinant used
in the proof from [12].
The rest of the proof is standard and can be found in [12]. The final result is:
Proposition 8.2 Let D = 26 and the vector Ψ ∈ F (α)cov verifying
LmΨ = 0 ∀m ≥ 0; (8.27)
then we can uniquely write it in the form
Ψ = f + s (8.28)
where f is a DDF state, s ∈ S and we have
L0f = f L0s = s Lms = 0 (∀m > 0). (8.29)
The end of this analysis is:
Theorem 8.3 The Hermitian form on the Hilbert space bundle B[µ,α]cov is positively defined. If
we factor out the states of null norm we obtain a representation of the Poincare´ group equivalent
to the representation in the bundle B[µ,α].
Proof: (i) If we use the preceding proposition we can write any element in the fiber over p as
Ψ = f +s where f is a DDF state, s ∈ S and we have the relations (8.29). From these relations
it easily follows that we have
< Ψ,Ψ > = < f, f > ≥ 0 (8.30)
so if we eliminate the null-norm states we end up with a factor Hilbert space bundle with fibres
isomorphic to the subspace of DDF states.
(ii) We have to determine the representation of the stability subgroup SO(D − 1) of the
point p(0). It is clear that we have
J (α)kl Ajn = i (δkj A
l
n − δlj Akn) j, k, l = 1, . . . , D − 2 (8.31)
so we have for any DDF state
J (α)klf = j(α)klf. (8.32)
We still have to compute the action of the generators J (α)k,D−1 on the fiber. It is important
to note that from the first relation (8.29) we have
α−mf =
√
2
µ
L¯mf ∀m > 0; (8.33)
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also it is easy to prove that
α+mf = 0 ∀m > 0. (8.34)
Using these relations it follows that for any two DDF states f, f ′ we have
< f ′, J (α)k,D−1f >=< f ′, j(α)k,D−1f > (8.35)
where in the right-hand side we have the operators (8.7). It is more complicated to extend
this relation for f ′ → Ψ ∈ F (α)cov ; for this we have to use the generic form of states Ψλ,µ,f and
commute Lm and Km with E
j(p(0)).
As a result we have for any DDF state
J (α)k,D−1f = j(α)k,D−1f. (8.36)
Next we note that we have for any DDF state
L¯0f =
(
1 +
µ2
2
)
f ; (8.37)
from here it follows that
< f ′, L¯T0 f >=
(
1 +
µ2
2
)
< f ′, f > (8.38)
where L¯T0 = L
T
0 is the transversal part of L¯0 (i.e. it contains only the modes 1, . . . , D − 2).
As above we can extend the relation for f ′ → Ψ ∈ F (α)cov so we have
LT0 f =
(
1 +
µ2
2
)
f (8.39)
for any DDF state. From (8.36) and (8.39) it follows that the fiber over p(0) of the fiber bundle
B[µ,α]cov coincides with the fiber over the same point of the fiber bundle B[µ,α]. According to a
standard theorem 9.20 of [24] it follows that the two representations of the Poincare´ group are
equivalent. 
9 BRST Quantization of the Bosonic String
Another possibility is to introduce ghost degrees of freedom and construct a gauge charge
operator Q which squares to zero Q2 = 0 in such a way that there is a canonical isomorphism
between the physical Hilbert space and the factor space Ker(Q)/Im(Q) [13], [4], [23], [1], [6]
[16]. We provide here an elementary treatment. First we define the ghost Hilbert space F gh1 ;
by definition it is generated by the operators bm, cm m ∈ Z from the vacuum Ωgh ∈ F gh1 ; we
assume that
bmΩgh = 0 cmΩgh = 0 ∀m > 0. (9.1)
These operators are subject to the following anticommutation relations:
{bm, bn} = 0 {cm, cn} = 0 {bm, cn} = δm+n · I; (9.2)
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we also suppose that there is a conjugation operation in F gh1 such that
b†m = b−m c
†
m = c−m. (9.3)
We can give a concrete realization as follows: F gh1 = Fb,c ⊗ C where Fb,c is the Fock space
generated by the operators bm, cm m ∈ Z∗ and C is the Clifford algebra generated by b0, c0.
Proposition 9.1 The following operators
l(1)m =
∑
n∈Z
(m+ n) : bm−ncn : (9.4)
are well defined on the algebraic Hilbert space and are verifying:
[l(1)m , bn] = (m− n)bm+n [l(1)m , cn] = −(2m+ n)bm+n
[l(1)m , l
(1)
n ] = (m− n)l(1)m+n +
1
6
m(1− 13m2)δm+n · I
(l(1)m )
† = l(1)−m. (9.5)
Proof: We write
l(1)m = l
′
m +mbmc0 + 2mb0cm (9.6)
where l′m contains only the non-zero modes:
l′m =
∑
n 6=0,m
(m+ n) : bm−ncn : (9.7)
For the non-zero modes the 2-point functions are
< Ωgh, bmcnΩgh >= θ(m)δm+n < Ωgh, cmbnΩgh >= θ(m)δm+n
< Ωgh, bmbnΩgh >= 0 < Ωgh, cmcnΩgh >= 0 (9.8)
and we can compute the commutators from the statement using Wick theorem. 
Next we have
Corollary 9.2 Let us consider in the Hilbert spaces H ≡ H[µ,α]cov ⊗F gh1 the following operators:
L
(α)
m cf. (7.24) and
L(α)m = L(α)m ⊗ I2 + I1 ⊗ l(1)m ; (9.9)
then we have
[L(α)m ,L(α)n ] = (m− n)L(α)m+n +m
(
D − 26
12
m2 + 2a− D − 2
12
)
δm+n · I
(L(α)m )† = L(α)−m. (9.10)
In this enlarged Hilbert space we have [13]:
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Proposition 9.3 The following operator
Q ≡
∑
L
(α)
−mcm −
1
2
∑
(m− n) : c−mc−nbm+n : (9.11)
is well defined on the algebraic Hilbert space and is formally self-adjoint; it verifies
Q2 = 0 (9.12)
iff D = 26 and a = 1.
Proof: We separated the non-zero modes as before:
Q = Q0 + L(α)0 c0 + C(1)0 b0 (9.13)
where
Q0 ≡
∑
m6=0
L(α)−mcm −
1
2
∑
m,n 6=0
∑
m+n 6=0
(m− n) : c−mc−nbm+n : (9.14)
and
C(1)m ≡
1
2
∑
p+q=m
(p− q) : cpcq := 1
2
∑
p+q=m
(p− q)cpcq (9.15)
The most convenient way to prove the theorem is the following. One proves by direct
computation (using our preferred method based on Wick theorem) the following formulas:
{Q, bm} = L(α)m {Q, cm} = C(1)m
[Q,L(α)m ] = ρmcm [Q,Km] = −m
∑
Km−ncn (9.16)
where
ρm ≡ −m
(
D − 26
12
m2 + 2a− D − 2
12
)
. (9.17)
We now use the following observation. According to proposition 8.1 we can take in H the
following basis:
Ψ′ =
∏
b−i
∏
c−j
∏
L
(α)
−m
∏
K−n f (9.18)
where f are DDF states, the indices of type m,n are strictly positive and the indices of the
type i, j are ≥ 0. It is easy to substitute L(α)m = L(α)m − l(1)m and consider the new basis
Ψ =
∏
b−i
∏
c−j
∏
L(α)−m
∏
K−n f (9.19)
Because L(α)m f = 0 ∀m ≥ 0 we easily find out that
Qf = 0 (9.20)
for any DDF state f . The operator Q is perfectly well defined by (9.16) and (9.20); indeed we
know how to act with Q on states of the form (9.19): we commute Q using (9.16) till it hits a
DDF state and gives 0 according to (9.20). Now it is easy to obtain from (9.16):
{Q2, bm} = ρmbm {Q2, cm} = 0 [Q2,L(α)m ] = ρmC(1)m [Q2, Km] = 0. (9.21)
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Because we obviously have Q2f = 0 it immediately follows that
Q2 = 0⇐⇒ ρm = 0⇐⇒ D = 26, a = 1 (9.22)
i.e. the statement of the theorem. 
Remark 9.4 One can directly prove that
Q2 =
1
2
∑
m
(
D − 26
12
m2 + 2a− D − 2
12
)
: c−mcm : (9.23)
which is another way to obtain the result. Let us also note that if the conditions D = 26, a = 1
are meet then we also have no anomalies in the Virasoro algebra:
[L(α)m ,L(α)n ] = (m− n)L(α)m+n. (9.24)
To analyze the cohomology of the BRST operator Q we need the following result:
Proposition 9.5 The operator Q˜ is well defined on the algebraic Hilbert space through the
following formulas:
{Q˜, bm} = 0 {Q˜, cm} = δm · I [Q˜,L(α)m ] = −mbm [Q˜,Km] = 0 (9.25)
and
Q˜f = 0 (9.26)
for any DDF state f . We also have
Q˜† = Q˜ Q˜2 = 0. (9.27)
Proof: Because the operators bm, cm,L(α)m , Km are connected by various relations, we have
to verify the Jacobi identities of the type:
[[X, Y ], Q˜]graded + cyclic permutations = 0 (9.28)
where X, Y are operators from the set bm, cm,L(α)m , Km. The non-trivial ones are corresponding
to the pairs (L(α)m ,L(α)n ) and (L(α)m , cn) and are easily checked. 
The main result is the following
Theorem 9.6 If Ψ ∈ H verifies QΨ = 0 then it is of the form
Ψ = QΦ + f1 + b0f2 + c0f3 (9.29)
where fj are DDF states.
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Proof: A good strategy to determine the cohomology of the operator Q is to mimic Hodge
theorem i.e. to find a homotopy operator Q˜ such that the spectrum of the “Laplacian”
∆ ≡ QQ˜ + Q˜Q (9.30)
can be easily determined. We take such an operator to be the one determined in the previous
proposition. It is now elementary to see that the Laplace operator is alternatively given by:
[∆, bm] = −mbm [∆, cm] = −mcm [∆,L(α)m ] = −mL(α)m [∆, Km] = −mKm
∆f = 0. (9.31)
It follows that we have on states of the form (9.19)
∆Ψ = (
∑
m+
∑
n+
∑
i+
∑
j)Ψ; (9.32)
we observe that the eigenvalues from (9.32) are ≥ 0 the equality sign being true only for vectors
of the form f1+ b0f2+ c0f3 with fj DDF states. It means that every vector in H is of the form
Ψ = Ψ0 + f1 + b0f2 + c0f3 (9.33)
where Ψ0 belongs to the subspace H′ ⊂ H of vectors with strictly positive eigenvalues of ∆.
Now suppose that the vector Ψ verifies the equation from the statement QΨ = 0. Then it is
easy to see that we also have QΨ0 = 0 so ∆Ψ0 = QQ˜Ψ0. We can write Ψ0 =
∑
Ψω where Ψω
are linear independent vectors from H′ corresponding to distinct eigenvalues ω > 0. Then the
preceding relation is equivalent to Ψω =
1
ω
QQ˜Ψω; if we define Φ =
∑
1
ω
Q˜Ψω then it follows
that Ψ0 = QΦ and this finishes the proof. 
We conclude that the cohomology of the operator Q is described by three copies of the
physical space of DDF states. To eliminate this tripling we proceed as follows. We construct
the Hilbert space F gh1 such that it also verifies
b0Ωgh = 0; (9.34)
in this case F gh1 is a Fock space. Then we construct H as above and consider the subspace
H0 ≡ {Ψ ∈ H|b0Ψ = 0 L(α)0 Ψ = 0}. (9.35)
This subspace is left invariant by the operator Q; if Ψ ∈ H0 verifies QΨ = 0 then we have
similarly with the preceding theorem
Ψ = QΦ + f (9.36)
with f some DDF state.
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10 The Covariant Neveau-Schwarz Superstring
We proceed as before from the Hilbert space H(NS)cov generated by the operators αµm, m ∈ Z, µ =
0, . . . , D and bµr , r ∈ 12 + Z, µ = 0, . . . , D such that:
[αµm, α
ν
n] = −ηµν m δm+n · I, ∀m,n
αµmΩ = 0, m > 0
(αµm)
+ = αµ−m ∀m;
{bµr , bνs} = −ηµν m δr+s · I, ∀r, s
bµrΩ = 0, r > 0
(bµr )
+ = bµ−r ∀r (10.1)
and define the covariant Virasoro operators
L(NS)m ≡ −
1
2
ηµν
∑
n∈Z
: αµm−nα
ν
n : −
1
2
ηµν
∑
r∈1/2+Z
r : bµ−rb
ν
m+r : −a δm · I (10.2)
and the supersymmetric partners
Gr ≡ −ηµν
∑
n∈Z
αµ−nb
ν
n+r (10.3)
such that we have the following relations:
[L(NS)m , L
(NS)
n ] = (m− n)L(NS)m+n +
[
D
m(m2 − 1)
8
+ 2ma
]
δm+n · I.
[L(NS)m , Gr] =
(m
2
− r
)
Gm+r
{Gr, Gs} = 2L(NS)r+s +
[
D
2
(
r2 − 1
4
)
+ 2a
]
δr+s · I
(L(NS)m )
† = L(NS)−m G
†
r = G−r. (10.4)
In this Hilbert space we have an action of the supersymmetric Poincare´ algebra. Then we can
obtain the Neveau-Schwarz case if we take D = 10, a = 1/2 and restrict the states by the
conditions:
L(NS)m Ψ = 0 ∀m ≥ 0 GrΨ = 0 ∀r > 0. (10.5)
The DDF states can be constructed as before. First we have to construct operators
Ajm, B
j
r , j = 1, . . . , D − 1 such that they verify the same algebra as the operators αjm, bjr and
they commute with Gr, ∀r; (this implies that they commute with Lm, ∀m.) The DDF states are
generated by these operators from the vacuum.
For the BRST description we need to enlarge the ghost space: we consider the Fock space
F gh2 generated by the operators βr, γr r ∈ 12 +Z from the vacuum Ωgh ∈ F gh2 ; we assume that
βrΩgh = 0 γrΩgh = 0 ∀r > 0. (10.6)
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These operators are subject to the following anticommutation relations:
[βr, βs] = 0 [γr, γs] = 0 [γr, bs] = δr+s · I; (10.7)
we also suppose that there is a conjugation operation in F gh2 such that
β†r = β−r γ
†
r = γ−r. (10.8)
We can define as usual the algebraic Hilbert space (the subspace of vectors generated by a
finite number of operators βr, γr r ≤ 0) and normal ordering in F gh2 .
Proposition 10.1 The following operators
l(2)m =
∑
r∈1/2+Z
(m
2
+ r
)
: βm−rγr : (10.9)
are well defined on the algebraic Hilbert space and are verifying:
[l(2)m , βr] =
(m
2
− r
)
βm+r [l
(2)
m , γr] = −
(
3m
2
+ r
)
γm+r
[l(2)m , l
(2)
n ] = (m− n)l(2)m+n +
1
12
m(11m2 + 1)δm+n · I
(l(2)m )
† = l(2)−m. (10.10)
Proof: The 2-point functions are
< Ωgh, βrγsΩgh >= −θ(r)δr+s < Ωgh, γrβsΩgh >= θ(r)δr+s
< Ωgh, βrβsΩgh >= 0 < Ωgh, γrγsΩgh >= 0 (10.11)
and we can compute the commutators from the statement using Wick theorem. 
Next we have
Corollary 10.2 Let us consider in the Hilbert spaces F ghNS ≡ F gh1 ⊗F gh2 the following operators
l(NS)m = l
(1)
m ⊗ I2 + I1 ⊗ l(2)m ; (10.12)
then we have
[l(NS)m , l
(NS)
n ] = (m− n)l(NS)m+n +
1
4
m(1− 5m2)δm+n · I
(l(NS)m )
† = l(NS)−m . (10.13)
Next, we consider in F ghNS the following operators
gr ≡ −2
∑
n∈Z
b−nγn+r +
∑
n∈Z
(n
2
− r
)
c−nβn+r (10.14)
which are well-defined on the algebraic Fock space. We have
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Proposition 10.3 The following relations are verified
g†r = g−r
[l(NS)m , gr] =
(m
2
− r
)
gm+r
{gr, gs} = 2l(NS)r+s +
(
1
4
− 5r2
)
δr+s · I. (10.15)
The proofs of the first two relations are elementary. For the last one we use Wick theorem.
Next we have
Corollary 10.4 Let us consider in the Hilbert spaces H ≡ H(b)cov ⊗s F ghNS where the skew ten-
sor product ⊗s is such that we have normal (anti)commutation relations i.e. the Fermionic
operators bµr are anticommuting with bm, cm. We then define the operators
L(NS)m = L(NS)m ⊗ I2 + I1 ⊗ l(NS)m
Gr = Gr ⊗ I2 + I1 ⊗ gr (10.16)
and we have
[L(NS)m ,L(NS)n ] = (m− n)L(NS)m+n +m
(
D − 10
8
m2 + 2a− D − 2
8
)
δm+n · I
{Gr,Gs} = 2L(NS)r+s +
(
D − 10
8
r2 + 2a− D − 2
8
)
δr+s · I
(L(NS)m )† = L(NS)−m G†r = G−r. (10.17)
The anomalies cancel iff D = 10, a = 1/2.
In this enlarged Hilbert space we have:
Proposition 10.5 The following operator
Q = Q(NS) ≡
∑
L
(NS)
−m cm −
1
2
∑
(m− n) : c−mc−nbm+n :
+
∑
G−rγr +
∑
c−ml
(2)
m +
∑
b−mC
(2)
m (10.18)
where
C(2)m ≡ −
∑
r+s=m
: γrγs := −
∑
r+s=m
γrγs (10.19)
is well defined on the algebraic Hilbert space and it is formally self-adjoint; it verifies
Q2 = 0 (10.20)
iff D = 10 and a = 1/2.
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Proof: It is convenient to denote by Qj , j = 1, . . . , 5 the five terms in the expression of the
BRST charge and write
Q = Q′ +
5∑
j=3
Qj (10.21)
where the sum of the first two terms Q′ can be obtained from Q of the preceding Section with
the substitution L
(α)
m −→ L(NS)m so we can use some of the computations performed there. We
introduce the notation
Hr ≡ kµ bµr . (10.22)
and we have as before:
{Q, bm} = L(NS)m {Q, cm} = C(NS)m ≡ C(1)m + C(2)m
[Q, βr] = Gr [Q, γr} = −
∑(3m
2
+ r
)
c−mγm+r
[Q,L(NS)m ] = ρmcm {Q,Gr} = λrγr
[Q,Km] = −m
∑
Km−ncn +
∑
Hm−rγr
{Q,Hr} = −
∑(m
2
− r
)
Hr−mcm +
∑
Kr−sγs. (10.23)
where
ρm ≡ −m
(
D − 10
8
m2 + 2a− D − 2
8
)
λr ≡ D − 10
2
r2 + 2a− D − 2
8
. (10.24)
The only really complicated computation is for the anticommutator {Q,Gr}. One can prove
that we can take in H the following basis:
Ψ =
∏
b−i
∏
c−j
∏
β−r
∏
γ−s
∏
L(NS)−m
∏
G−t
∏
K−n
∏
H−u f (10.25)
where f are DDF states, the indices of the type m,n ∈ Z, r, s, t, u ∈ 1/2 + Z are taking
positive values and the indices of the type i, j ∈ Z are ≥ 0.
Because L
(NS)
m f = 0 ∀m ≥ 0 Grf = 0 ∀r > 0 we easily find out that
Qf = 0 (10.26)
for any DDF state f . We argue as before that the operator Q is well defined by (10.23) and
(10.26). Now it is easy to obtain from (10.23):
[Q2, bm] = ρmcm [Q
2, cm] = 0 [Q
2, βr] = λrγr [Q
2, γr} = 0
[Q2,L(NS)m ] = ρmC(NS)m [Q2,Gr] = λrC(3)r [Q2, Km] = 0 [Q2, Hr] = 0. (10.27)
Because we obviously have Q2f = 0 it immediately follows that
Q2 = 0⇐⇒ ρm = 0 λr = 0⇐⇒ D = 10, a = 1/2 (10.28)
i.e. the statement of the theorem. 
To analyze the cohomology of the BRST operator Q we construct as before, its homotopy:
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Proposition 10.6 The operator Q˜ is well defined on the algebraic Hilbert space through the
following formulas:
{Q˜, bm} = 0 {Q˜, cm} = δm · I {Q˜, βr} = 0 {Q˜, γr} = 0
[Q˜,L(NS)m ] = −mbm {Q˜,Gr} = −rβr [Q˜,Km] = 0 [Q˜,Hr] = 0 (10.29)
and
Q˜f = 0 (10.30)
for any DDF state f . We also have
Q˜† = Q˜ Q˜2 = 0. (10.31)
Proof: We have to verify the Jacobi identities of the type:
[[X, Y ], Q˜]graded + cyclic permutations = 0 (10.32)
where X, Y are operators from the set bm, cm, βr, γr,L(NS)m ,Gr, Km, Hr.We have some non-trivial
ones corresponding to pairs (L(NS)m ,L(NS)n ), (L(NS)m , cn), (L(NS)m ,Gr), (Gr,Gs) and (Gr, γs). 
The main result is similar to the one in the previous Section:
Theorem 10.7 If Ψ ∈ H verifies QΨ = 0 then it is of the form
Ψ = QΦ + f1 + b0f2 + c0f3 (10.33)
where fj are DDF states.
Proof: The “Laplacian” is as before ∆ ≡ QQ˜ + Q˜Q It is now elementary to determine the
alternative expression:
[∆, bm] = −mbm [∆(NS), cm] = −mcm [∆, βr] = −rβr [∆, γr] = −rγr
[∆,L(NS)m ] = −mL(NS)m [∆,Gr] = −rGr [∆, Km] = −mKm [∆, Hr] = −rHr
∆f = 0. (10.34)
It follows that we have
∆Ψ = (
∑
m+
∑
n+
∑
i+
∑
j +
∑
r +
∑
s+
∑
t +
∑
u)Ψ; (10.35)
we observe that the eigenvalues from (9.32) are ≥ 0 the equality sign being true only for vectors
of the form f1 + b0f2 + c0f3 with fj DDF states, as in the previous Section. From now on the
argument is the same as there. 
To eliminate this tripling we proceed, again, as in the previous Section: we construct the
Fock space F ghNS such that it also verifies
b0Ωgh = 0. (10.36)
Then we construct H as above and consider the subspace
H0 ≡ {Ψ ∈ H| b0Ψ = 0 L(NS)0 Ψ = 0}. (10.37)
This subspace is left invariant by the operator Q and if Q(NS)Ψ = 0 then we have similarly
with the preceding theorem
Ψ = Q(NS)Φ+ f (10.38)
with f some DDF state.
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11 The Quantum Ramond Superstring
The modification with respect to the preceding Section are minimal. We start from the Hilbert
space H(R)cov generated by the operators αµm, m ∈ Z, µ = 0, . . . , D and dµm, m ∈ Z, µ = 0, . . . , D
such that:
[αµm, α
ν
n] = −ηµν m δm+n · I, ∀m,n
αµmΩ = 0, m > 0
(αµm)
+ = αµ−m ∀m;
{dµm, dνn} = −ηµν m δm+n · I, ∀m,n
dµmΩ = 0, m > 0
(dµm)
+ = dµ−m ∀m (11.1)
and define the covariant Virasoro operators
L(R)m ≡ −
1
2
ηµν
∑
n∈Z
: αµm−nα
ν
n : −
1
2
ηµν
∑
n∈Z
n : dµ−nd
ν
m+n : −a δm · I (11.2)
and the supersymmetric partners
Fm ≡ −ηµν
∑
n∈Z
αµ−nd
ν
n+m (11.3)
such that we have the following relations:
[L(R)m , L
(R)
n ] = (m− n)L(R)m+n +m
(
D
8
m2 + 2ma
)
δm+n · I.
[L(R)m , Fn] =
(m
2
− n
)
Fm+n
{Fm, Fn} = 2L(R)m+n +
(
D
2
m2 + 2a
)
δm+n · I
(L(R)m )
† = L(R)−m F
†
m = F−m. (11.4)
In this Hilbert space we have an action of the supersymmetric Poincare´ algebra. Then we can
obtain the Ramond case if we take D = 10, a = 0 and restrict the states by the conditions:
L(R)m Ψ = 0 ∀m ≥ 0 FmΨ = 0 ∀m ≥ 0. (11.5)
The DDF states can be constructed as before. First we have to construct operators
Ajm, D
j
m, j = 1, . . . , D − 1 such that they verify the same algebra as the operators αjm, djm
and commute with Fm, ∀m (this implies that they commute with Lm, ∀m.) The DDF states are
generated by these operators from the vacuum.
For the BRST description we need to enlarge the ghost space: we consider the Fock space
F gh3 generated by the operators βm, γm m ∈ Z from the vacuum Ωgh ∈ F gh3 ; we assume that
βmΩgh = 0 γmΩgh = 0 ∀m > 0. (11.6)
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These operators are subject to the following anticommutation relations:
[βm, βn] = 0 [γm, γn] = 0 [γm, bn] = δm+n · I; (11.7)
we also suppose that there is a conjugation operation in F gh3 such that
β†m = β−m γ
†
m = γ−m. (11.8)
We can define as usual the algebraic Hilbert space (the subspace of vectors generated by a
finite number of operators βm, γm m ≤ 0) and normal ordering in F ghm .
Proposition 11.1 The following operators
l(3)m =
∑
n∈Z
(m
2
+ n
)
: βm−nγn : (11.9)
are well defined on the algebraic Hilbert space and are verifying:
[l(3)m , βn] =
(m
2
− n
)
βm+n [l
(3)
m , γn] = −
(
3m
2
+ n
)
γm+n
[l(3)m , l
(3)
n ] = (m− n)l(3)m+n +
1
12
m(11m2 − 2)δm+n · I
(l(3)m )
† = l(3)−m. (11.10)
Proof: We proceed as in Section 9: first we split
l(3)m = l˜
′
m +
m
2
βmγ0 +
3m
2
β0γm (11.11)
where the first term includes only the non-zero modes. For these modes the 2-point functions
are
< Ωgh, βmγnΩgh >= −θ(m)δm+n < Ωgh, γmβnΩgh >= θ(m)δm+n
< Ωgh, βmβnΩgh >= 0 < Ωgh, γmγnΩgh >= 0 (11.12)
and we can compute the commutators from the statement using Wick theorem. 
Next we have
Corollary 11.2 Let us consider in the Hilbert spaces F ghR ≡ F gh1 ⊗F gh3 the following operators
l(R)m = l
(1)
m ⊗ I2 + I1 ⊗ l(3)m ; (11.13)
then we have
[l(R)m , l
(R)
n ] = (m− n)l(NS)m+n −
5
4
m3 δm+n · I
(l(R)m )
† = l(R)−m. (11.14)
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Next, we define in F ghR the following operators
fm ≡ −2
∑
n∈Z
b−nγn+m +
∑
n∈Z
(n
2
−m
)
c−nβn+m (11.15)
which are well-defined on the algebraic Fock space. We have
Proposition 11.3 The following relations are verified
f †m = f−m
[l(R)m , fn] =
(m
2
− n
)
fm+n
{fm, fn} = 2l(R)m+n − 5m2 δm+n · I. (11.16)
The proofs of the first two relations are elementary. For the last one we use Wick theorem.
Next we have
Corollary 11.4 Let us consider in the Hilbert spaces H ≡ H(b)cov ⊗s F ghR where the skew ten-
sor product ⊗s is such that we have normal (anti)commutation relations i.e. the Fermionic
operators dµm are anticommuting with bm, cm. We then define the following operators
L(R)m = L(R)m ⊗ I2 + I1 ⊗ l(R)m
Fm = Fm ⊗ I2 + I1 ⊗ fm (11.17)
then we have
[L(R)m ,L(R)n ] = (m− n)L(R)m+n +m
(
D − 10
8
m2 + 2a
)
δm+n · I
[L(R)m ,Fn] =
(m
2
− n
)
Fm+n
{Fm,Fn} = 2L(R)m+n +
(
D − 10
8
m2 + 2a
)
δr+s · I
(L(R)m )† = L(R)−m F †m = F−m. (11.18)
The anomalies cancel iff D = 10, a = 0.
In this enlarged Hilbert space we have:
Proposition 11.5 The following operator
Q = Q(R) ≡
∑
L
(R)
−mcm −
1
2
∑
(m− n) : c−mc−nbm+n :
+
∑
F−mγm +
∑
c−ml
(3)
m +
∑
b−mC
(4)
m (11.19)
where
C(4)m ≡ −
∑
p+q=m
: γpγq := −
∑
p+q=m
γpγq (11.20)
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is well defined on the algebraic Hilbert space and is formally self-adjoint; it verifies
Q2 = 0 (11.21)
iff D = 10 and a = 0.
Proof: It is convenient to denote by Qj , j = 1, . . . , 5 the five terms in the expression of the
BRST charge and write
Q = Q′ +
5∑
j=3
Qj (11.22)
where the sum of the first two terms Q′ can be obtained from Q of the preceding Section with
the substitution L
(α)
m −→ L(R)m so we can use some of the computations performed there. We
introduce the notation
Hm ≡ kµ dµm. (11.23)
and we have as before:
{Q, bm} = L(R)m {Q, cm} = C(R)m ≡ C(1)m + C(4)m
[Q, βm] = Fm [Q, γm} = −
∑(3n
2
+m
)
c−nγm+n
[Q,L(R)m ] = ρmcm {Q(R),Fm} = λmγm
[Q,Km] = −m
∑
Km−ncn +
∑
Hm−nγn
{Q,Hm} = −
∑(n
2
−m
)
Hm−ncm +
∑
Km−nγn. (11.24)
where
ρm ≡ −m
(
D − 10
8
m2 + 2a
)
λm ≡ D − 10
2
m2 + 2a. (11.25)
One can prove that we can take in H the following basis:
Ψ =
∏
b−i
∏
c−j
∏
β−p
∏
γ−q
∏
L(NS)−m
∏
F−l
∏
K−n
∏
H−k f (11.26)
where f are DDF states, the indices of the type m,n ∈ Z are taking positive values and the
indices of the type i, j, p, q, k, l ∈ Z are ≥ 0.
Because L
(R)
m f = 0 Fmf = 0 ∀m ≥ 0 we easily find out that
Qf = 0 (11.27)
for any DDF state f . We argue as before that the operator Q is well defined by (11.24) and
(11.27). Now it is easy to obtain from (11.24) that Q2 commutes with all the operators from
(11.26). Because we have Q2f = 0 it immediately follows that
Q2 = 0⇐⇒ ρ(R)m = 0 λ(R)m = 0⇐⇒ D = 10, a = 0 (11.28)
i.e. the statement of the theorem. 
To analyze the cohomology of the BRST operator Q we construct its homotopy:
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Proposition 11.6 The operator Q˜ is well defined on the algebraic Hilbert space through the
following formulas:
{Q˜, bm} = 0 {Q˜, cm} = δm · I {Q˜, βm} = 0
{Q˜, γm} = 0 [Q˜,L(R)m ] = −mbm {Q˜,Fm} = −mβm
[Q˜,Km] = 0 [Q˜,Hm] = 0 (11.29)
and
Q˜f = 0 (11.30)
for any DDF state f . We also have
Q˜† = Q˜ Q˜2 = 0. (11.31)
Proof: We have to verify the Jacobi identities of the type:
[[X, Y ], Q˜]graded + cyclic permutations = 0 (11.32)
where X, Y are operators from the set bm, cm, βm, γm,L(R)m ,Fm, Km, Hm. We have some non-
trivial ones corresponding to pairs (L(R)m ,L(R)n ), (L(R)m , cn), (L(R)m ,Fr), (Fm,Fn) and (Fm, γm).

The main result is similar to the one in the previous Section. However, the degeneracy is
infinite in this case, so to avoid this problem we work directly in a smaller Hibert space: we
construct the Fock space F ghR such that it also verifies
b0Ωgh = 0 β0Ωgh = 0. (11.33)
Then we construct H as above and consider the subspace
H0 ≡ {Ψ ∈ H| b0Ψ = 0 β0Ψ = 0 L(R)0 Ψ = 0 F0Ψ = 0}. (11.34)
This subspace is left invariant by the operator Q(R) and we have the following result:
Theorem 11.7 If Ψ ∈ H0 verifies QΨ = 0 then it is of the form
Ψ = QΦ + f (11.35)
where f is a DDF state and Φ ∈ H0.
Proof: First we have to prove that the states from H0 are obtained applying the operators
b−m, c−m, β−m, γ−m,L(R)−m,F−m, K−m, H−m with m > 0.
The “Laplacian” is as before ∆ ≡ QQ˜ + Q˜Q It is now elementary to determine that the
Laplace operator is alternatively given by:
[∆, bm] = −mbm [∆, cm] = −mcm [∆, βm] = −mβm [∆, γm] = −mγm
[∆,L(R)m ] = −mL(R)m [∆,Fm] = −mFm [∆, Km] = −mKm [∆, Hm] = −mHm
∆f = 0. (11.36)
It follows that we have
∆Ψ = (
∑
m+
∑
n+
∑
i+
∑
j +
∑
p+
∑
q +
∑
k +
∑
l)Ψ; (11.37)
we observe that the eigenvalues from (9.32) are ≥ 0 the equality sign being true only for DDF
states. From now on the argument is the same as before. 
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12 Conclusions
The main results of this paper are: a) An elementary treatment of the quantum string models
relying only on Wick theorem and paying attention to the domain problems. b) A derivation
of the DDF operators without using vertex algebras. c) The clarification of the equivalence
between the light-cone and covariant formalism using standard results in induced representation
theory; this point seems to be missing from the literature. d) An elementary derivation of the
BRST cohomology. A comparison with the standard literature is useful on this point: In [23]
one uses a basis of the type (9.19):
ΨI,J,M,N = b−i1 . . . b−iβc−j1 . . . c−jγL−m1 · · · L−mλK−n1 · · ·K−nκ fI,J,M,N (12.1)
where it can be arranged such that the DDF states fI,J,M,N are completely symmetric in the
indices M = {m1, . . . , mλ} and in the indices N = {n1, . . . , nκ}; of course we have complete
antisymmetry in the indices I = {i1, . . . , iβ} and in the indices J = {j1, . . . , jγ}. Then one
decomposes the f’s according to Young diagrams (separately for I ∪M and J ∪N). We have in
both cases only two projectors: one piece is eliminated by the condition QΨ = 0 and the other
one can be proved to by a coboundary up to states of the form f1 + b0f2. In [6] there are two
proofs, one based on a similar idea of Hodge theory (however the expression of the Laplacian
seems to be different and the spectral analysis is not provided) and the other proof relies on
the use of spectral sequences.
The proof from [13], [14] makes a convenient rescaling by a parameter β and assumes that the
states Ψ(β) are polynomials in this parameter which is an unjustified restriction. The proof from
[16] is closely related and assumes that a certain infinite series is convergent. The proof from [5]
relies on the existence of the operators Dn formally given by: : (1−
∑
Kmz
m)−1 :=
∑
znDn;
such operators are also used in the construction of the DDF states for the superstring models.
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