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NEW INVERSION, CONVOLUTION AND TITCHMARSH’S THEOREMS FOR THE
HALF-HILBERT TRANSFORM
S. YAKUBOVICH
ABSTRACT. While exploiting the generalized Parseval equality for the Mellin transform, we derive the
reciprocal inverse operator in the weighted L2-space related to the Hilbert transform on the nonneg-
ative half-axis. Moreover, employing the convolution method, which is based on the Mellin-Barnes
integrals, we prove the corresponding convolution and Titchmarsh’s theorems for the half-Hilbert trans-
form. Some applications to the solvability of a new class of singular integral equations are demonstrated.
Our technique does not require the use of methods of the Riemann-Hilbert boundary value problems
for analytic functions. The same approach will be applied in the forthcoming research to invert the
half-Hartley transform and to establish its convolution theorem.
1. INTRODUCTION AND AUXILIARY RESULTS
The main object of the present paper is the Hilbert transform on the half-axis (the half-Hilbert
transform)
(H+ f )(x)≡ h(x) = 1
pi
PV
∫
∞
0
f (t)
t− x dt, x ∈ R+, (1.1)
where f (t) is a complex-valued function of the space L2(R+; t2α−1dt), 0 < α < 1/2 with the norm
|| f ||L2(R+; x2α−1dx) =
(∫
∞
0
| f (t)|2t2α−1dt
)1/2
. (1.2)
Integral (1.1) is understood in the principal value sense. Mapping and inversion properties of the
Hilbert transform with the integration over R are well-known, for instance, in Lp-spaces [1] and in
connection with the solvability of singular integral equations related to the Riemann-Hilbert boundary
value problems for analytic functions (see in [2]). Nevertheless the use of this theory to investigate
operator (1.1) meets certain obstacles, in particular, to find its reciprocal inverse. The problem is
indeed important in mathematical physics applications. This is why some attempts to solve it were
undertaken, for instance, in [3], [4], [5], reducing to the corresponding Riemann-Hilbert boundary
value problem.
Our natural approach will involve the L2-theory of the Mellin transform [1]
(M f )(s) = f ∗(s) =
∫
∞
0
f (t)ts−1dt, s ∈ σα = {s ∈ C,s = α + iτ}, (1.3)
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where the integral is convergent in the mean square sense with respect to the norm in L2(σα). Recip-
rocally, the inversion formula takes place
f (x) = 1
2pii
∫
σα
f ∗(s)x−sds, x > 0 (1.4)
with the convergence of the integral in the mean square sense with respect to the norm in L2(R+;
x2α−1dx). Furthermore, for any f1, f2 ∈ L2(R+;x2α−1dx) the generalized Parseval identity holds∫
∞
0
f1
(x
t
)
f2(t)dtt =
1
2pii
∫
σα
f ∗1 (s) f ∗2 (s)x−sds, x > 0 (1.5)
and Parseval’s equality of squares of L2- norms (see (1.2))∫
∞
0
| f (x)|2x2α−1dx = 1
2pi
∫
∞
−∞
| f ∗ (α + iτ)|2 dτ. (1.6)
The paper is organized as follows. In Section 2 we prove an analog of the Titchmarsh theo-
rem (see [1], Th. 90) that the half-Hilbert transform (1.1) extends to a bounded invertible map
H+ : L2(R+; x2α−1dx)→ L2(R+; x2α−1dx), 0 < α < 1/2. In Section 3 we construct a convo-
lution operator related to the half-Hilbert transform by a method, based on the double Mellin-Barnes
integrals and developed by the author in 1990 [6], [7], [8]. As a conclusion the convolution theorem
and Titchmarsh’s theorem about the absence of divisors of zero in the convolution product will be
proved. Finally in Section 4 we consider the solvability of a new class of singular integral equations,
which can be solved via the half-Hilbert transform (1.1).
As the author observed, the same technique can be applied and will be done in the forthcoming
paper to study mapping, convolution properties and find the reciprocal inverse for the half-Hartley
transform
g(x) =
∫
R+
f (t) [cos(xt)+ sin(xt)]dt, x > 0,
giving a rigorous motivation of these results and simplifying the inversion formula in [9].
2. INVERSION THEOREM
The following formula is well known [10], Vol. 1, relation (2.2.4.26)
PV
1
pi
∫
∞
0
ts−1
1− t dt = cot(pis), 0 < Res < 1. (2.1)
Its left-hand side can be written in the form
PV
1
pi
∫
∞
0
ts−1
1− t dt = limε→0ϕε(s),
where
piϕε(s) =
(∫ 1−ε
0
+
∫
∞
1+ε
)
ts−1
1− t dt, 0 < ε < 1, 0 < Res < 1. (2.3)
Lemma 1. Let 0 < ε < 1/2, 0 < α < 1 and s = α + iτ, τ ∈ R. Then
|ϕε(s)| ≤C|s|, (2.4)
where C > 0 is an absolute constant.
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Proof. Splitting integrals in (2.3) as follows
piϕε(s) =
(∫ 1/2
0
+
∫ 1−ε
1/2
+
∫ 3/2
1+ε
+
∫
∞
3/2
)
ts−1
1− t dt
= I1(s)+ I2(s)+ I3(s)+ I4(s),
we observe
|I1(s)| ≤
∫ 1/2
0
tα−1dt
1− t = O(1).
Analogously,
|I4(s)| ≤
∫
∞
3/2
tα−1dt
t−1 = O(1).
Concerning integral I2, we have (s = α + iτ)
I2(s) =
∫ 1−ε
1/2
tα−1
cos(τ log t)+ isin(τ logt)
1− t dt
and via elementary inequality |sinx| ≤ |x|, x ∈ R∣∣∣∣
∫ 1−ε
1/2
tα−1
sin(τ logt)
1− t dt
∣∣∣∣≤ |τ|
∫ 1
1/2
tα−1
| logt|
1− t dt = O(τ).
Further, ∫ 1−ε
1/2
tα−1
cos(τ log t)
(1− t)√t dt =
∫ 1−ε
1/2
tα−1
cos(τ log t)−1
1− t dt +
∫ 1−ε
1/2
tα−1
1− t dt
and after integration by parts in the second integral, we find∫ 1−ε
1/2
tα−1
1− t dt =−(1− ε)
α−1 logε−21−α log2+(α−1)
∫ 1/2
ε
(1− t)α−2 logt dt.
In the meantime, with the Lagrange theorem
cos(τ log t)−1
t−1 =−τ
sin(τ log(ξt))
ξt , 1/2≤ t < ξt < 1.
Hence, ∣∣∣∣
∫ 1−ε
1/2
tα−1
cos(τ logt)−1
1− t dt
∣∣∣∣≤ 2|τ|
∫ 1
1/2
tα−1dt = O(τ).
Similarly,
I3(s) =
∫ 3/2
1+ε
tα−1
cos(τ logt)+ isin(τ logt)
1− t dt
and ∣∣∣∣
∫ 3/2
1+ε
tα−1
sin(τ logt)
1− t dt
∣∣∣∣≤ |τ|
∫ 3/2
1
tα−1
logt
t−1 dt = O(τ).
Meanwhile, ∫ 3/2
1+ε
tα−1
cos(τ log t)
1− t dt =
∫ 3/2
1+ε
tα−1
cos(τ log t)−1
1− t dt +
∫ 3/2
1+ε
tα−1
1− t dt
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and , in turn, with the same arguments∫ 3/2
1+ε
tα−1
1− t dt = (1+ ε)
α−1 logε +(2/3)1−α log2+(α−1)
∫ 1/2
ε
logt
(1+ t)2−α
dt,
∣∣∣∣
∫ 3/2
1+ε
tα−1
cos(τ logt)−1
1− t dt
∣∣∣∣≤ |τ|
∫ 3/2
1
tα−1dt = O(τ).
Thus,
|I2(s)+ I3(s)| ≤ (1−α)23−αε| logε|+O(1)+O(|s|)< 22−α log2+O(1)+O(|s|)
and combining with estimates above, we complete the proof of inequality (2.4). 
Now we are ready to prove an analog of the Titchmarsh inversion theorem for the half-Hilbert
transform (1.1). We have
Theorem 1. Let 0 < α < 1/2. The half-Hilbert transform (1.1) extends to a bounded invertible
map H+ : L2(R+; x2α−1dx)→ L2(R+; x2α−1dx) and for almost all x ∈ R+ the following reciprocal
formulas
(H+ f )(x)≡ h(x) =− 1
pi
d
dx
∫
∞
0
log
∣∣∣1− x
t
∣∣∣ f (t)dt, (2.5)
f (x) = 1
pi
∫
∞
0
h(t)
(
√
x+
√
t)
dt√
t
− (H+h)(x). (2.6)
and the norm inequalities hold
|| f ||L2(R+; x2α−1dx) ≤ ||H+ f ||L2(R+; x2α−1dx) ≤ cot(piα) || f ||L2(R+; x2α−1dx) , 0 < α ≤
1
4
, (2.7)
cot(piα) || f ||L2(R+; x2α−1dx) ≤ ||H+ f ||L2(R+; x2α−1dx) ≤ || f ||L2(R+; x2α−1dx) ,
1
4
≤ α < 1
2
. (2.8)
Proof. Let f belong to the space C(3)c (R+) of three times continuously differentiable functions of
compact support, which is dense in L2(R+; x2α−1dx). Then integrating by part in (1.3), we find that
s3 f ∗(s) is bounded on σα and therefore s f ∗(s) ∈ L1(σα), f ∗(s) ∈ L2(σα). Hence owing to Lemma
1 and the Lebesgue dominated convergence theorem one can pass to the limit when ε → 0 under the
integral sign in
1
2pii
∫
σα
ϕε(s) f ∗(s)x−sds.
Consequently, employing (2.1) and making simple changes of variables by Fubini’s theorem with the
use of (1.4), we obtain for all x > 0
lim
ε→0
1
2pii
∫
σα
ϕε(s) f ∗(s)x−sds = 12pii
∫
σα
cot(pis) f ∗(s)x−sds
= lim
ε→0
1
2pi2i
∫
σα
(∫ 1−ε
0
+
∫
∞
1+ε
)
ts−1
1− t f
∗(s)x−sdtds
= lim
ε→0
1
pi
(∫ 1−ε
0
+
∫
∞
1+ε
) f (x/t)dt
(1− t)t = limε→0
1
pi
(∫ x/(1+ε)
0
+
∫
∞
x/(1−ε)
) f (t)dt
t− x
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= PV
1
pi
∫
∞
0
f (t)dt
t− x = (H+ f )(x).
Thus we proved the equality
(H+ f )(x) = 12pii
∫
σα
cot(pis) f ∗(s)x−sds, (2.9)
which is valid for any f ∈C(3)c (R+). Moreover, appealing to the Parseval equality (1.6), elementary
inequality | tanh(piτ)| ≤ 1, τ ∈ R and the extreme values of the monotone function
ψ(u) = cos
2(piα)+ sin2(piα)u
sin2(piα)+ cos2(piα)u
, u ∈ [0,1],
we get the estimates
||H+ f ||L2(R+; x2α−1dx) =
(
1
2pi
∫
∞
−∞
|cot(pi(α + iτ)) f ∗ (α + iτ)|2 dτ
)1/2
=
(
1
2pi
∫
∞
−∞
ψ
(
tanh2(τ)
) | f ∗ (α + iτ)|2 dτ)1/2 ≤ (cot2(piα)
2pi
∫
∞
−∞
| f ∗ (α + iτ)|2 dτ
)1/2
= cot(piα) || f ||L2(R+; x2α−1dx) , 0 < α ≤
1
4
, (2.10)
||H+ f ||L2(R+; x2α−1dx) =
(
1
2pi
∫
∞
−∞
ψ
(
tanh2(τ)
) | f ∗ (α + iτ)|2 dτ)1/2 ≤ || f ||L2(R+; x2α−1dx) ,
where 1/4≤ α < 1/2. On the other hand, (2.9) and (1.1) yield f ∗(s) = tan(pis)h∗(s), s ∈ σα . There-
fore, analogously,
|| f ||L2(R+; x2α−1dx)=
(
1
2pi
∫
∞
−∞
|tan(pi(α + iτ))h∗ (α + iτ)|2 dτ
)1/2
≤ ||H+ f ||L2(R+; x2α−1dx) , 0<α ≤
1
4
,
|| f ||L2(R+; x2α−1dx) ≤ tan(piα) ||H+ f ||L2(R+; x2α−1dx) ,
1
4
≤ α < 1
2
.
This proves inequalities (2.7), (2.8).
Further, since C(3)c (R+) is dense in L2(R+; x2α−1dx), there is a unique extension of H+ as an in-
vertible continuous map H+ : L2(R+; x2α−1dx)→ L2(R+; x2α−1dx). Now, let f ∈ L2(R+; x2α−1dx).
There is a sequence { fn}, fn ∈C(3)c (R+) such that || fn− f ||L2(R+; x2α−1dx)→ 0, n→ ∞. Denoting by
hn(x) =
1
2pii
∫
σα
cot(pis) f ∗n (s)x−sds, (2.11)
we observe by virtue of (2.7), (2.8) that {hn} is a Cauchy sequence and it has a limit in L2(R+; x2α−1dx),
which we will call h. Hence, integrating through in (2.11), we have∫ x
0
hn(y)dy =
∫ x
0
(
1
2pii
∫
σα
cot(pis) f ∗n (s)y−sds
)
dy (2.12)
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Since by the Schwarz inequality∫ x
0
[hn(y)−h(y)]dy≤ x
1−α√
2(1−α) ||hn−h||L2(R+; x2α−1dx)→ 0, n→ ∞,
and in the right-hand side of (2.12) one can change the order of integration by Fubini’s theorem.
Then passing to the limit when n → ∞ under integral signs in (2.12) due to the Lebesgue dominated
convergence theorem, we find∫ x
0
h(y)dy = 1
2pii
∫
σα
cot(pis) f ∗(s) x
1−s
1− sds. (2.13)
Differentiating by x in (2.13), we come out with the equality for almost all x > 0
h(x) = 1
2pii
d
dx
∫
σα
cot(pis) f ∗(s) x
1−s
1− sds, (2.14)
which coincides with (2.7) for any f ∈C(3)c (R+).
Meanwhile, using relation (8.4.6.8) in [10], Vol. 3, we have
1
2pii
∫
σα
cot(pis)
1− s x
−sds =− 1
pix
log |1− x| .
Hence appealing to (1.5) in (2.14), we complete the proof of representation (2.5). Finally, we establish
the inversion formula (2.6). To do this, we write reciprocally to (2.14) for almost all x > 0
f (x) = 1
2pii
d
dx
∫
σα
tan(pis)h∗(s) x
1−s
1− sds =
1
2pii
d
dx
∫
σα
tan2(pis)cot(pis)h∗(s) x
1−s
1− sds
=
1
2pii
d
dx
∫
σα
[
1
cos2(pis)
−1
]
cot(pis)h∗(s) x
1−s
1− sds =
1
pii
d
dx
∫
σα
h∗(s)
sin(2pis)
x1−s
1− sds
−(H+h)(x).
Differentiating with respect to x under the integral sign in the right-hand side of the latter equality due
to the absolute and uniform convergence, we appeal to the supplement formula for Euler’s gamma-
functions, relation (8.4.2.5) in [10], Vol. 3 and generalized Parseval equality to obtain
1
pii
d
dx
∫
σα
h∗(s)
sin(2pis)
x1−s
1− sds =
1
pi
∫
∞
0
h(t)
(
√
x+
√
t)
dt√
t
.
Thus we proved (2.6) and completed the proof of Theorem 1. 
Corollary 1. The half-Hilbert transform (1.1) is an isometric automorphism of the space L2(R+;
x−1/2dx) and reciprocal formulas (2.5), (2.6) hold.
Proof. In fact, letting α = 1/4 in (2.7), (2.8), we find that the map H+ is isometric in L2(R+;x−1/2dx),
i.e.
||H+ f ||L2(R+; x−1/2dx) = || f ||L2(R+; x−1/2dx)
for all f ∈ L2(R+;x−1/2dx). Appealing to Theorem 1, we complete the proof. 
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Let us consider the half-Hilbert transform (1.1) of a complex variable z ∈ D = {z ∈ C : 0 < a <
|z|, 0 < δ < |argz| ≤ pi}
(H+ f )(z)≡ G(z) = 1
pi
∫
∞
0
f (t)
t− z dt, z ∈ D. (2.15)
Theorem 2. Let f ∈ L2(R+; x2α−1dx), 0 < α < 1/2. Then G(z) is analytic in D. Moreover, if
the Mellin transform (1.3) of f satisfies the condition s f ∗(s) ∈ L2(σα), then G(z) has the following
representation
G(z) = 1
2pii
∫
σα
[cot(pis)+ i] f ∗(s)z−sds, z ∈ D. (2.16)
Proof. In fact, the integrand in (2.5) is analytic in D as a function of z. Hence letting z = |z|eiθ , θ =
arg z with the Schwarz inequality we obtain
|G(z)| ≤ 1
pi
|| f ||L2(R+; x2α−1dx)
(∫
∞
0
t1−2α
|t−|z|eiθ |2 dt
)1/2
=
1
pi
|| f ||L2(R+; x2α−1dx)
×
(∫
∞
0
t1−2α
t2−2t|z|cosθ + |z|2 dt
)1/2
≤ 1
pi
|| f ||L2(R+; x2α−1dx)
(∫
∞
0
t1−2α
t2+a2
dt
)1/2
(2.17)
when pi/2 ≤ |θ | ≤ pi . Meanwhile, the latter integral is calculated in [10], Vol. 1, relation (2.2.9.24),
which gives ∫
∞
0
t1−2α
t2−2t|z|cosθ + |z|2 dt = |z|
−2α pi sin((1−2α)θ)
sin(2piα) sinθ , 0 < |θ |< pi .
Therefore, substituting this value into the previous expression and employing the elementary inequal-
ity |sinx| ≤ |x|, x ∈ R, we come out with the estimate
|G(z)| ≤ a
−α(1−2α)1/2√
2[sin(2piα)sinδ ]1/2
|| f ||L2(R+; x2α−1dx), δ < |θ | ≤
pi
2
,
which in combination with (2.17) establishes the analyticity of G in D, since integral (2.15) converges
absolutely and uniformly in D. Now, let s f ∗(s) ∈ L2(σα). Returning to (1.4), we see by virtue of
the Schwarz inequality, that the corresponding integral converges absolutely. Substituting this into
(2.15), we change the order of integration by Fubini’s theorem because∫
∞
0
1
|t− z|
∫
σα
| f ∗(s)t−sds| dt =
∫
∞
0
t−αdt
[t2−2t|z|cosθ + |z|2]1/2
∫
σα
| f ∗(s)ds|< ∞
for any z ∈ D. Then taking in mind the value of the integral [3], p.177∫
∞
0
t−sdt
t− z = piz
−s [cot(pis)+ i] , z ∈ D, (2.18)
we arrive at (2.16), completing the proof of Theorem 2. 
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3. CONVOLUTION OPERATOR FOR THE HALF-HILBERT TRANSFORM
In this section we will construct and study mapping properties of the convolution, related to the
transformation (1.1). Following the general convolution method developed for integral transforms of
the Mellin convolution type [6], [7], [8] we have
Definition 1. Let 0 < α < 1/4, f ,g be functions from R+ into C and f ∗, g∗ be their Mellin
transforms (1.3). Then the function f ∗g being defined on R+ by the double Mellin-Barnes integral
( f ∗g)(x) = 1
(2pii)2
∫
σα
∫
σα
cot(pis)cot(piw)
cot(pi(s+w))
f ∗(s)g∗(w)x−s−wdsdw (3.1)
is called the convolution of f and g related to the half-Hilbert transform (1.1) (provided that it exists).
Lemma 2. Let 0 < α < 1/4, f ,g be such that their Mellin transforms f ∗, g∗ satisfy conditions
s f ∗(s), sg∗(s) ∈ L2(σα). Then convolution (3.1) exists as a continuous function on R+, ( f ∗g)(x) ∈
L2(R+;x4α−1dx) and the following inequalities hold
|| f ∗g||L2(R+;x4α−1dx) ≤
cot2(piα)
(2α)3/2pi
(∫
∞
−∞
|(α + iθ)g∗(α + iθ)|2dt
)1/2
×
(∫
∞
−∞
|(α + iτ) f ∗(α + iτ)|2 dτ
)1/2
, 0 < α ≤ 18 , (3.2)
|| f ∗g||L2(R+;x4α−1dx) ≤
cot2(piα)
(2α)3/2pi cot(2piα)
(∫
∞
−∞
|(α + iθ)g∗(α + iθ)|2dt
)1/2
×
(∫
∞
−∞
|(α + iτ) f ∗(α + iτ)|2 dτ
)1/2
,
1
8 ≤ α <
1
4
. (3.3)
Proof. In fact, similar to the proof of Lemma 1 we obtain the estimates∣∣∣∣cot(pis)cot(piw)cot(pi(s+w))
∣∣∣∣≤ cot2(piα), s,w ∈ σα , 0 < α ≤ 18 ,∣∣∣∣cot(pis)cot(piw)cot(pi(s+w))
∣∣∣∣≤ cot2(piα)cot(2piα) , s,w ∈ σα , 18 ≤ α < 14 .
Hence with the Schwarz inequality for double integrals and computation of elementary integrals, we
find
|( f ∗g)(x)| ≤ cot
2(piα)
4pi2x2α
(∫
σα
|s f ∗(s)|2 |ds|
)1/2(∫
σα
|wg∗(w)|2 |dw|
)1/2 ∫ ∞
−∞
dτ
τ2 +α2
=
cot2(piα)
4piαx2α
(∫
σα
|s f ∗(s)|2 |ds|
)1/2(∫
σα
|wg∗(w)|2 |dw|
)1/2
, α ∈
(
0, 18
]
,
|( f ∗g)(x)| ≤ cot
2(piα)
4piαx2α cot(2piα)
(∫
σα
|s f ∗(s)|2 |ds|
)1/2(∫
σα
|wg∗(w)|2 |dw|
)1/2
, α ∈
[
1
8
,
1
4
)
.
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These estimates guarantee continuity of the convolution ( f ∗ g)(x) on R+ via the Weirstrass test of
the uniform convergence of the double integral (3.1) for x ≥ x0 > 0. Furthermore, appealing to the
Parseval equality (1.6) and making a simple change of variables z = s+w in (3.1), we get∫
∞
0
|( f ∗g)(x)|2x4α−1dx = 18pi3
∫
∞
−∞
∣∣∣∣
∫
∞
−∞
cot(pi(α + i(τ−θ))cot(pi(α + iθ))
cot(pi(2α + iτ))
× f ∗(α + i(τ−θ))g∗(α + iθ)dθ |2 dτ.
Hence, taking α ∈ (0,1/8], we employ the generalized Minkowski inequality to derive(∫
∞
0
|( f ∗g)(x)|2x4α−1dx
)1/2
≤ 1
(2pi)3/2
∫
∞
−∞
|g∗(α+iθ)|
(∫
∞
−∞
∣∣∣∣cot(pi(α + i(τ−θ))cot(pi(α + iθ))cot(pi(2α + iτ))
× f ∗(α + i(τ−θ))|2 dτ
)1/2
dθ ≤ cot
2(piα)
(2pi)3/2α
(∫
∞
−∞
|(α + iθ)g∗(α + iθ)|2dt
)1/2(∫ ∞
−∞
dθ
α2 +θ 2
)1/2
×
(∫
∞
−∞
|(α + iτ) f ∗(α + iτ)|2 dτ
)1/2
=
cot2(piα)
(2α)3/2pi
(∫
∞
−∞
|(α + iθ)g∗(α + iθ)|2dt
)1/2
×
(∫
∞
−∞
|(α + iτ) f ∗(α + iτ)|2 dτ
)1/2
,
which proves (3.2). Analogously we establish (3.3).

This lemma drives us to the convolution theorem for the half-Hilbert transform. Precisely, we state
Theorem 3. Let 0 < α < 1/4 and f ∗, g∗ be the Mellin transforms of f ,g, respectively, satisfying
conditions s f ∗(s), sg∗(s) ∈ L2(σα). Then the Mellin transform of the convolution (3.1) (M ( f ∗
g))(s) ∈ L2(σ2α) and is equal to
(M ( f ∗g))(s) = 1
2pii cot(pis)
∫
σα
cot(pi(s−w))cot(piw) f ∗(s−w)g∗(w)dw, s ∈ σ2α . (3.4)
Moreover, the factorization equality holds
(H+( f ∗g))(x) = (H+ f )(x)(H+g)(x), x > 0. (3.5)
Besides, if s f ∗(s), sg∗(s) ∈ L2(σα)∩ L1(σα), then for all x > 0 the following representation takes
place
( f ∗g)(x) = (H+g)(x) f (x)− 1
pi
∫
∞
0
f (t)
√
x g(t)−√t g(x)
t− x
dt√
t
. (3.6)
Proof. Formula (3.4) and condition (M ( f ∗g))(s)∈ L2(σ2α) follow immediately from (3.1), Lemma
2, inversion formula for the Mellin transform (1.4) and Parseval’s equality (1.6). Hence employing
(2.9), we invert the order of integration by Fubini’s theorem in the obtained iterated integral. This
is indeed allowed since, evidently, f ∗, g∗ ∈ L1(σα) if s f ∗(s), sg∗(s) ∈ L2(σα) and the cotangent
functions are bounded on σα . So, making the substitution z = s−w, we get the chain of equalities
(H+( f ∗g))(x) = 1
(2pii)2
∫
σ2α
x−s
∫
σα
cot(pi(s−w))cot(piw) f ∗(s−w)g∗(w)dw ds
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=
1
(2pii)2
∫
σα
cot(piw)g∗(w)
∫
σα
x−z−w cot(piz) f ∗(z)dz dw
= (H+ f )(x)(H+g)(x), x > 0.
This proves (3.5). In order to prove (3.6), we return to (3.1) and via elementary trigonometric identi-
ties write it in the form
( f ∗g)(x) = 1
(2pii)2
∫
σα
∫
σα
[cot(pis)+ cot(piw)] f ∗(s)g∗(w)x−s−wdsdw
+
1
(2pii)2
∫
σα
∫
σα
tan(pi(s+w)) f ∗(s)g∗(w)x−s−wdsdw.
Hence under condition s f ∗(s), sg∗(s) ∈ L1(σα) with the use of (2.9), (1.4), (2.1), (2.3), (1.5) and the
estimate (see (2.4)) |ϕε(s+w+1/2)| ≤C[|s|+ |w|+1/2], it gives as in the proof of Theorem 1
( f ∗g)(x) = (H+ f )(x)g(x)+(H+g)(x) f (x)
− 1
(2pii)2
∫
σα
∫
σα
cot(pi(s+w+1/2)) f ∗(s)g∗(w)x−s−wdsdw
= (H+ f )(x)g(x)+(H+g)(x) f (x)
− lim
ε→0
1
(2pii)2
∫
σα
∫
σα
ϕε(s+w+1/2) f ∗(s)g∗(w)x−s−wdsdw
= (H+ f )(x)g(x)+(H+g)(x) f (x)− 1
pi
PV
∫
∞
0
f (t)g(t)
t− x
√
x
t
dt.
Therefore joining the first and the last terms in the right-hand side of the latter equality, we come out
with (3.6).

Finally in this section we establish an analog of the Titchmarsh theorem about the absence of
divisors of zero in the convolution (3.1). We have
Theorem 4. Let 0 < α < 1/4 and f ∗, g∗ be the Mellin transforms of f ,g, respectively, satisfying
conditions epi|s| f ∗(s), epi|s|g∗(s) ∈ L1(σα). If ( f ∗ g)(x) = 0, x > 0, then either f (x) = 0 or g(x) = 0
on R+.
Proof. In fact, the integral
F(z) =
1
(2pii)2
∫
σα
∫
σα
cot(pis)cot(piw)
cot(pi(s+w))
f ∗(s)g∗(w)z−s−wdsdw
represents an analytic function in the domain ˆD = {z ∈ C : |z| > a > 0, |argz| < pi}, since under
condition of the theorem it converges uniformly in ˆD. Precisely, we have (s = α + iτ, w = α +
iθ , z−s−w = |z|−2αe(τ+θ )argz)∫
σα
∫
σα
∣∣∣∣cot(pis)cot(piw)cot(pi(s+w)) f ∗(s)g∗(w)z−s−wdsdw
∣∣∣∣
≤Cα
∫
∞
−∞
∫
∞
−∞
epi[|τ|+|θ |] | f ∗(α + iτ)g∗(α + iw)|dτdθ < ∞.
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Moreover, (3.1) yields that F(x) = ( f ∗ g)(x). Thus by virtue the uniqueness theorem for analytic
functions F(z) = ( f ∗g)(z),z ∈ ˆD. On the other hand, employing Theorem 2 and formula (2.16), we
find the following analog of equality (3.5) for complex z ∈ D, namely
(H+( f ∗g))(z) = (H+ f )(z)(H+g)(z)+ i
(2pii)2
∫
σα
∫
σα
cot(pis)cot(piw)
cot(pi(s+w))
f ∗(s)g∗(w)z−s−wdsdw
= (H+ f )(z)(H+g)(z)+ iF(z), z ∈ D.
Consequently,
(H+( f ∗g))(z) = (H+ f )(z)(H+g)(z)+ i( f ∗g)(z), z ∈ D∩ ˆD. (3.7)
Therefore, if ( f ∗ g)(x) = 0, x > 0, then via the uniqueness theorem ( f ∗ g)(z) ≡ 0, z ∈ ˆD and (3.7)
yields
(H+ f )(z)(H+g)(z) = 0, z ∈ D∩ ˆD.
Since the left-hand side of the latter equality is the product of analytic functions in D∩ ˆD, it means
that either (H+ f )(z)≡ 0, or (H+g)(z)≡ 0 in D∩ ˆD. To end the proof we just appeal to the uniqueness
theorem for the Stieltjes transform (cf., for instance, in [11], p. 336), concluding that either f = 0 or
g = 0 almost everywhere on R+. 
Theorem 3 gives an idea to define the convolution (3.1) for the half-Hilbert transform in the form
of equality (3.6). Our goal will be to consider properties of the convolution in different functional
classes. It concerns, for instance, the convolution f ∗ xβ−1, letting g(x) = xβ−1, 0 < β < 1, which,
in turn, does not satisfy conditions of Theorem 3. Nevertheless, with the use of (2.1) we define this
operator in the form
f ∗ xβ−1 = xβ−1
[
f (x)cot(piβ )− 1
pi
∫
∞
0
f (t)(x/t)
3/2−β −1
t− x dt
]
. (3.8)
Corollary 2. Let β = 1/2 and f be such that ∫ ∞0 ( f (t)/t)dt = 0. Then there exist divisors of zero
in the convolution product (3.8).
Proof. By simple substitution in (3.8) β = 1/2 we obtain the equality f ∗x−1/2 = 0, which proves the
result.

4. A NEW CLASS OF SINGULAR INTEGRAL EQUATIONS
This section is devoted to an application of convolution (3.1) to a class of integral equations, in-
volving the half-Hilbert transform (1.1). Namely, it concerns operator (3.8) and we will consider the
solvability of the following integral equation
f (x)cot(piβ )− 1
pi
∫
∞
0
f (t)(x/t)
3/2−β −1
t− x dt = x
1−β h(x), x > 0, (4.1)
where h(x) is a given function and f should be determined. Our main result of this section will be
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Theorem 5. Let 0 < β < 1/2, β/2 < α < 1/4, , f (x)xβ−3/2, x1−β h(x) ∈ L2(R+;x2α−1dx). Then
integral equation has a unique solution f ∈ L2(R+;x2α−1dx) written in the form
f (x) = tan(piβ )x1−β h(x)−
∫
∞
0
Kβ
(x
t
)
h(t)t−β dt, (4.2)
where
Kβ (x) =
2x−(β+1/2)/2 tan(piβ )sin
(
logx
2pi log
(
3sin(piβ )+
√
9sin2(piβ )−1
))
pi sinh((logx)/2pi)
√
9sin2(piβ )−1
, (4.3)
and sin(piβ )> 1/3,
Kβ (x) =
2x−(β+1/2)/2 tan(piβ )sinh(γ(logx)/2pi)
pi sinγ sinh((logx)/2pi) , 3sin(piβ ) = cosγ < 1, (4.4)
Kβ (x) =
x−(β+1/2)/2 tan(piβ ) logx
pi2 sinh((logx)/2pi)
, 3sin(piβ ) = 1. (4.5)
Conversely, equation (4.2) has a unique solution in L2(R+;x2α−1dx) written in the form (4.1).
Proof. Parseval’s equality (1.6) and the shift property of the Mellin transform (1.3) yield conditions
f ∗(s), h∗(s−β +1) ∈ L2(σα). Hence taking the Mellin transform from both sides of equality (4.1)
and employing (2.9), where the corresponding integral converges in L2(R+;x2α−1dx), we use ele-
mentary trigonometric formulas to obtain the following algebraic equation
f ∗(s)cot(piβ )sin(pi(2s−β ))+3sin(piβ )
sin(pi(2s−β ))+ sin(piβ ) = h
∗(s−β +1), s ∈ σα .
Clearly, the real part of the numerator in the latter fraction does not equal to zero, when β/2 < α <
1/4. Therefore, sin(pi(2s−β ))+3sin(piβ ) 6= 0, s ∈ σα and
f ∗(s) = tan(piβ ) sin(pi(2s−β ))+ sin(piβ )
sin(pi(2s−β ))+3sin(piβ )h
∗(s−β +1)
= tan(piβ )h∗(s−β +1)
[
1− 2
sin(pi(2s−β ))+3sin(piβ )
]
.
Cancelling the Mellin transform in L2 due to the uniqueness property and appealing to the generalized
Parseval equality (1.5), we arrive at the solution in the form
f (x) = tan(piβ )x1−β h(x)−
∫
∞
0
Kβ
(x
t
)
h(t)t−β dt,
where
Kβ (x) =
tan(piβ )
pii
∫
σα
x−s ds
sin(pi(2s−β ))+3sin(piβ ) , x > 0.
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However, the latter integral can be calculated in order to get values of the kernel Kβ (x) for different
β ∈ (0,1/2). Indeed, substituting s = α + iτ and making the change of variables u = e2piτ , we obtain
Kβ (x) =
2x−αeipi(2α−β−1/2) tan(piβ )
pi2
∫
∞
0
u−i(logx)/2pi du
u2 +6sin(piβ )eipi(2α−β−1/2)u− e2pii(2α−β )
=
2x−αeipi(2α−β−1/2) tan(piβ )
pi2
lim
ε→0+
∫
∞
0
u−ε−i(logx)/2pi du(
u+3sin(piβ )eipi(2α−β−1/2))2 + e2pii(2α−β ) (9sin2(piβ )−1) ,
where the passage to the limit under the integral sign is allowed via the uniform convergence. Hence,
in the case sin(piβ )> 1/3, we call (2.18) to derive
Kβ (x) =
x−α tan(piβ )
pi2
√
9sin2(piβ )−1
× lim
ε→0+


∫
∞
0
u−ε−i(logx)/2pi du
u+ eipi(2α−β−1/2)
(
3sin(piβ )−
√
9sin2(piβ )−1
)
−
∫
∞
0
u−ε−i(logx)/2pi du
u+ eipi(2α−β−1/2)
(
3sin(piβ )+
√
9sin2(piβ )−1
)


=
x−(β+1/2)/2 tan(piβ )
piisinh((logx)/2pi)
√
9sin2(piβ )−1
×
[(
3sin(piβ )−
√
9sin2(piβ )−1
)−i(logx)/2pi
−
(
3sin(piβ )+
√
9sin2(piβ )−1
)−i(logx)/2pi]
=
2x−(β+1/2)/2 tan(piβ )
pi sinh((logx)/2pi)
√
9sin2(piβ )−1
sin
(
logx
2pi
log
(
3sin(piβ )+
√
9sin2(piβ )−1
))
,
In the same manner, taking sin(piβ )< 1/3, it becomes
Kβ (x) =
2x−(β+1/2)/2 tan(piβ )sinh(γ(logx)/2pi)
pi sinγ sinh((logx)/2pi) ,
where cosγ = 3sin(piβ ). Finally, when sin(piβ ) = 1/3, we appeal to the simple beta-integral to
deduce (4.5)
Kβ (x) =
2x−αeipi(2α−β−1/2) tan(piβ )
pi2
∫
∞
0
u−i(logx)/2pi du(
u+ eipi(2α−β−1/2)
)2 = x−(β+1/2)/2 tan(piβ ) logxpi2 sinh((logx)/2pi) ,
which is just the limit case of (4.3), (4.4) when γ → 0. Analogously we prove the converse statement
of the theorem.
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