Han-Kobayashi achievable region forms the best known inner bound for a general discrete memoryless interference channel. We show that the capacity region can be strictly larger than the Han-Kobayashi region for some channel realizations, and hence the strict sub-optimality of Han-Kobayashi achievable region.
We follow the standard definitions of achievable rates and capacity region, as well as the standard notations that may be found, for instance, in [1] .
The best known achievable rate region under such definitions is due to Han and Kobayashi [2] and an equivalent form [1] is presented below.
Theorem 1 (Han-Kobayashi (HK) inner bound). A ratepair (R 1 , R 2 ) is achievable for the channel described in Figure 1 if
for some pmf p(q)p(u 1 , x 1 |q)p(u 2 , x 2 |q), where |U 1 | ≤ |X 1 | + 4, |U 2 | ≤ |X 2 | + 4, and |Q| ≤ 7. The set of achievable rate pairs form the Han-Kobayashi achievable region, or HK region by short, and is denoted by R hk . This region becomes the HK inner bound on capacity.
The capacity region is known under a small set of interference instantiations such as strong interference and injective deterministic interference. The sum capacity is established for a larger class of channels such as Gaussian interference channel with mixed or very weak interference. In all the cases mentioned above the capacity region (or the sum capacity) matches the one given by R hk . Furthermore, it was not known whether R hk is the capacity region C or not. In this paper, we show that there are channel instances where R hk C; thus showing the sub-optimality of the HK region.
The main ingenuity of our work lies in the choice of the channel realizations because the computation of the HK region is not particularly straightforward. We study a class of interference channels, defined as CZI channels in the next section, where the evaluation of R hk becomes significantly simplified 1 . We take particular channels inside this class and compute a (normalized) two-letter achievable region of the corresponding two-letter product channel. We show that there are many examples where the (normalized) two-letter achievable region considered is strictly larger than R hk , which indicates R hk C.
II. CZI CHANNEL
We say that an interference channel has clean Z interference (CZI) if one of the sub channels is a clean channel. We choose the channel from X 2 to Y 2 to be clean as depicted in Figure 2 and study its HK region.
Fig. 2. Discrete memoryless CZI channel
The following proposition reveals an equivalent characterization of the HK region for CZI channels which simplifies its evaluation. Proposition 1. The HK region of a CZI channel is identical to the set of rate pairs (R 1 , R 2 ) that satisfy
for some pmf p(q)p(u 2 |q)p(x 2 |u 2 )p(x 1 |q), where |U 2 | ≤ |X 2 | and |Q| ≤ 2.
Proof. First of all, it is a simple exercise to note that the HK region of a CZI channel reduces to the three constraints above by setting U 1 = φ. Hence, the above region is a subset of the HK region.
Conversely, (8) is identical to (1) of the HK region. (9) and (10) are respectively looser constraints than (2) and (3) of the HK region, which makes the above region larger than the original HK region. Thus proving equivalence.
Note that the changes in cardinality of U 2 and Q follow from standard applications of cardinality reduction techniques all while the underlying region remains the same. Therefore, we do not have to take these changes into account when talking about the two regions' equivalence.
The first result that we present below is a result that shows the optimality of the HK region along certain directions.
Proposition 2. For a CZI channel,
Proof. A standard converse/outer-bound argument proves that treating interference as noise is optimal.
where (a) follows from Fano's inequality, (b) Csiszar sum identity and (c) properties of the Markov chain formed by
Since > 0 is arbitrary, we see that any achievable rate pair must satisfy
which is achievable by treating interference as noise, or more precisely, setting U 2 = φ in the HK region. Hence, the proposition is established.
On the contrary, we will see that, for some channels,
when λ becomes larger than 1. The following lemma helps us evaluate the quantity max
Lemma 1. For a CZI channel, for all λ > 1
where (d) follows directly from the definition of the upper concave envelope.
Since Q computes an average, and since the average is less than the maximum, we obtain that
One the other hand, for any p 2 (u 2 , x 2 )p 1 (x 1 ), the following rate pair
belongs to R hk as it satisfies the constraints.
Thus,
where (e) also follows directly from the definition of the upper concave envelope, see [4] . This establishes the converse and completes the proof of the lemma.
By viewing the channel use across two consecutive time-slots as the channel use of a single time-slot of the corresponding product channel, we obtain what is usually termed the two-letter realization of the original channel. For the two letter product channel of a CZI channel, the transition probability satisfies q(y 11 y 12 |x 11 , x 12 x 21 , x 22 ) = q(y 11 |x 11 x 21 )q(y 12 |x 12 , x 22 ), where q is the transition probability of the CZI channel.
Proposition 3. The set of rate pairs satisfying
for some pmf p(q)p(x 11 , x 12 |q)p(x 21 x 22 |q) with |Q| ≤ 2 is achievable by the original channel.
Proof. This rate pair is precisely the treating interference as noise rate pair of the two-letter channel, and the normalization by 1 2 indicates is due to the fact that we code over two time-slots of the original channel.
We denote this (normalized) two-letter HK region as R two .
A. Sub-optimality of the HK region
In this part we provide several CZI channels for which, for some fixed (λ > 1), max
, which proves the sub-optimality of the HK region.
Examples are of channels with binary input/output. A 2 × 2 matrix is used to represent the channel: q(y1|x1, x2) = P (Y1 = 0|X1, X2 = 0, 0) P (Y1 = 0|X1, X2 = 0, 1) P (Y1 = 0|X1, X2 = 1, 0) P (Y1 = 0|X1, X2 = 1, 1) .
The fact that X 2 is binary allows us to compute the upper concave envelope in Lemma 1 with extremely high precision.
The channels in Table I are obtained using numerical methods. We prove, as a demonstration, in the Appendix that the difference in rates of the first channel listed above is not due to numerical errors and that the maximum single-letter rate is indeed strictly smaller than the maximum (normalized) two-letter rate achieved by the corresponding two-letter product channel.
B. Intuition and a natural modification
In this section, we present an intuition as well as a coding strategy motivated by this intuition that indicates how one may improve on the Han-Kobayashi encoding scheme.
The counterexamples we generated in the last section had the following feature: even though λ was strictly larger than one, the optimal U 2 that yielded max R hk (λR 1 + R 2 ) was still the trivial random variable; implying that there were distributions p 1 (x 1 ) and p 2 (x 2 ) such that
yielded the maximum weighted sum-rate.
Suppose we now go to the two-letter product channel and take the product distribution of the marginals that yielded the one letter maximum as the transmitter distribution, clearly we would get the same rate. It is an easy exercise to verify that I(X 1 ; Y 1 ) is convex in X 2 (utilizing the fact that X 1 and X 2 are independent). Thus a perturbation of the product distribution into two distributions that preserve the average would reduce R 2 = 1 2 H(X 21 , X 22 ) but increase R 1 = 1 2 I(X 11 , X 12 ; Y 11 , Y 12 ). Since we are interested in λR 1 + R 2 with λ > 1, it is conceivable that such a perturbation would increase the weighted sum-rate.
Note that X 2 acts like a state variable on the communication of the channel between X 1 and Y 1 . If the channel from X 1 → Y 1 , with X 2 as the state, is not memoryless, we know that the optimal code distributions on X n 1 are not independent distributions. For instance, if one creates X n 2 according to a first order Markov process, the channel from X n 1 to Y n 1 becomes a channel whose state varies like a first order Markov process. For such a coding strategy, one could achieve R 2 =H(X 2 ), R 1 =C(X 1 ; Y 1 ), whereH(X 2 ) denotes the entropy rate of the Markov process X n 2 and C(X 1 ; Y 1 ) denotes the capacity of the channel whose state varies according to X n 2 . Note that in generalC(X 1 ; Y 1 ) does not have a closed form and is quite hard to compute; but this scheme, as opposed to block coding, appears to the authors to be a natural fit for interference channels. It would also explain why i.i.d. coding (in the sense of Han-Kobayashi) might not be optimal for a CZI channel.
III. CONCLUSION
We have shown in the paper that Han-Kobayashi achievable region is strictly sub-optimal, which makes finding new ways of modeling achievable regions for interference channels almost a necessity in the future.
IV. APPENDIX

Analysis of a particular example
Consider the CZI channel where Figure 3 the depicts q(y 1 |x 1 , x 2 ) as two point to point channels X 1 → Y 1 for different choices of X 2 . Our purpose is to show the details of computation R hk when λ = 2.
Fig. 3. Binary CZI channel
Let P (X 1 = 0) = p and P (X 2 = 0) = q. By Lemma 9
Here h b (x) = −x log 2 (x) − (1 − x) log 2 (1 − x) denotes the binary entropy function. Thus, we obtain that
Clearly the main computational imprecision may 2 arise from the estimation of the concave envelope; however as the next result shows; for this channel we obtain an explicit characterization of the concave envelope.
Proof. The second derivative with respect to q is
If p ∈ (0, 1 2 ), then (15) has one solution, q * ∈ (0, 1).
In fact, f (p, q) is convex for q ∈ (0, q * ) and concave for q ∈ (q * , 1). Thus C q [f (p, q)] consists of two parts.
First part is a tangent line from the point f (p, 0) to the function f (p,q) and the second part is equal to f (p, q).
To find the point where the tangent line meets the function, (q), we need to solve the following equation
Because the function is initially convex and then concave, the above equation will have at most one solution q = 0. One can verify thatq = 1 − 2p is the required solution, and this completes the proof.
where f (p, q) is defined in (13). 2 In general since the concave envelope is computed over a single variable and the function is rather well behaved (at most two inflection points) when X 2 is binary, numerical computations using Matlab have yielded very high precision results even for the other counter examples listed.
From Lemma 2 and (14), we know that max R hk (2R 1 + R 2 ) = max p,q F (p, q).
(17)
A tedious exercise shows that the concave envelope of F (p, q) w.r.t. (p, q) matches the function value F (p 0 , q 0 ) at 3 (p 0 , q 0 ) = (0.507829413, 0.436538150). Hence an upper bound on max R hk (2R 1 + R 2 ) is given by maximum value of the supporting hyperplane to F (p, q) at p 0 , q 0 , which is in turn upper bounded by F (p 0 , q 0 ) + |a| + |b| where a = ∂F ∂p p0
, and b = ∂F ∂q q0
. Evaluating the values we obtain an upper bound given by
On the other hand consider the following point in R two given by
where P (X 11 , X 12 = (0, 0)) = p 0 , P (X 11 , X 12 = (1, 1)) = 1 − p 0 , and P (X 21 , X 22 ) = (0, 0)) = 0.36q 0 , P (X 21 , X 22 ) = (0, 1)) = P (X 21 , X 22 ) = (1, 0)) = 0.64q 0 , P (X 21 , X 22 ) = (1, 1)) = 1 − 1.64q 0 . For this choice of distribution we get 2R 1 + R 2 = 1.1080356, which is strictly larger than the bound given in (18). This establishes the sub-optimality of the Han-Kobayashi region for the particular example considered in the Appendix. As mentioned in Section II-B the distribution of (X 21 , X 22 ) that outperforms the one-letter region is not the product distribution; but more surprisingly one is doing repetition coding on X 11 , X 12 .
