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Re´sume´ : Cet article pre´sente une mission pour la de´tection et reconnaissance de cibles mene´e par un
ve´hicule ae´rien inhabite´ (UAV) autonome. La mission est mode´lise´e par un Processus de Markov Par-
tiellement Observable (POMDP). Le mode`le POMDP traite dans un cadre unique des actions de per-
ception (comme l’angle de prise de vue de la came´ra) et des actions qui me`nent a` l’accomplissement de
la mission (changement de zone, altitude de vol, atterrissage). La mission consiste a` atterrir dans la zone
qui contient une voiture dont le mode`le reconnu est celui recherche´, avec un e´tat de croyance suffisant.
Nous expliquons comment nous avons appris le mode`le d’observation probabiliste du POMDP a` partir
d’une e´tude statistique des sorties de l’algorithme de traitement d’image. Cet algorithme utilise´ pour
reconnaıˆtre des objets dans la sce`ne est embarque´e sur notre UAV. Nous pre´sentons aussi notre cadre
optimize-while-executing, qui administre un sous-planificateur POMDP pour optimiser et exe´cuter en
paralle`le la politique avec des contraintes de temps associe´es a` la dure´e des actions, et qui raisonne sur
les e´tats futurs possibles du syste`me robotique. Finalement, nos re´sultats expe´rimentaux sont pre´sente´s.
Ils de´montrent que des techniques d’intelligence artificielle comme les POMDP peuvent eˆtre applique´es
avec succe`s pour controˆler automatiquement des actions de perception et d’accomplissement de mission
pour des missions complexes en temps contraint pour un UAV autonome.
1 Introduction
La de´tection et la reconnaissance de cibles par des ve´hicules ae´riens inhabite´s (UAV) autonomes est un
domaine de recherche actif (Wang et al., 2012), duˆ a` la croissante mise en place de syste`mes de drones
dans des missions civiles et militaires. Dans ce genre de mission, la strate´gie de de´cision de haut niveau est
ge´ne´ralement donne´e par une re`gle e´crite a` la main (survoler une zone donne´e, atterrir, prendre une image,
etc), qui de´pend des e´ve´nements stochastiques (de´tection d’une cible dans une zone donne´e, cible reconnue),
qui peuvent survenir lors de l’exe´cution de la re`gle de de´cision. A cause de la complexite´ de la construction
automatiquement des re`gles de de´cision sous incertitude (Littman et al., 1995; Sabbadin et al., 2007),
appele´es politique, peu de syste`mes de drones construisent et optimisent des politiques automatiquement.
Quand les incertitudes dans l’environnement viennent de l’exe´cution imparfaite des actions, ou des ob-
servations de l’environnement, les politiques de haut niveau peuvent eˆtre automatiquement ge´ne´re´es par
l’optimisation de Processus de Markov Partiellement Observable (POMDP) (Smallwood & Sondik, 1973).
Ce mode`le a e´te´ applique´ avec succe`s dans la robotique mobile (Candido & Hutchinson, 2011; Spaan,
2008), et aussi dans la robotique ae´rienne (Miller et al., 2009; Schesvold et al., 2003; Bai et al., 2011).
Cependant, dans ces applications, du moins pour les drones, le proble`me POMDP est suppose´ connu avant
que la mission ne commence, permettant aux concepteurs d’optimiser la politique du drone hors-ligne sans
contrainte de temps.
Toutefois, dans une mission de de´tection et de reconnaissance (Wang et al., 2012), si on la conside`re
comme un proble`me de de´cision se´quentielle autonome dans l’incertain, certains parame`tres du proble`me
sont inconnus avant le vol. En effet, le nombre de cibles, les zones qui composent l’environnement, et les
positions des cibles dans ces zones, sont des exemples de parame`tres ge´ne´ralement inconnus avant le vol et
doivent eˆtre automatiquement extraits au de´but de la mission (par exemple, par des techniques de traitement
d’image) afin de de´finir le proble`me de de´cision se´quentielle a` optimiser.
Dans cet article nous avons e´tudie´ une mission de de´tection et reconnaissance de cible par un UAV
autonome, mode´lise´e par un POMDP de´fini en ligne une fois que le nombre de zones a` explorer et le
nombre de cibles a e´te´ analyse´ en ligne. Nous pensons que ce travail est stimulant et original pour deux
raisons au moins : (i) la mission de de´tection et reconnaissance de cibles est conside´re´e comme un proble`me
de planification se´quentielle a` long terme, avec des actions a` la fois de perception (changement d’angle de
vue, changement d’altitude) et d’accomplissement de mission (changement de zone, atterrissage) ; (ii) le
POMDP est re´solu en ligne pendant le vol, en tenant compte des contraintes de temps requises par la dure´e
de la mission et des e´tats futurs possibles du syste`me robotique.
Mener entie`rement de fac¸on automatique une mission requiert plusieurs briques, techniques et the´oriques,
qui ne peuvent pas eˆtre de´crites avec grande pre´cision dans cet article, duˆ a` la limite de pages. Ainsi, nous
avons focalise´ l’attention sur le mode`le POMDP, avec une discussion de´taille´e sur la fac¸on que nous avons
appris le mode`le d’observation a` partir de donne´es re´elles. Et aussi, sur le cadre optimize-while-executing,
que nous avons de´veloppe´ pour re´soudre en ligne des proble`mes POMDP relativement complexes sur des
contraintes de dure´e de mission.
La section 2 introduit le mode`le mathe´matique formel du POMDP. Dans la section 3, nous pre´sentons le
mode`le POMDP utilise´ pour notre mission de de´tection et reconnaissance de cibles par un UAV autonome.
La section 4 explique comment nous optimisons et exe´cutons en paralle`le la politique tenant compte des
contraintes temporelles de dure´e d’action. Finalement, la section 5 expose et discute les re´sultats obtenus
dans les expe´rimentations de notre approche. Ces re´sultats montrent que des techniques d’intelligence artifi-
cielle peuvent eˆtre applique´es a` des missions de robotique ae´rienne relativement complexes, dont les re`gles
de de´cision n’e´taient pas auparavant automatise´es, ni entie`rement optimise´es.
2 Cadre formel : POMDP
Formellement, un POMDP est de´fini comme un n-uplet 〈S,A,Ω, T, O,R, b0〉 ou` : S est un ensemble
d’e´tats, A un ensemble d’actions, Ω un ensemble d’observations. Pour tout instant de de´cision t ∈ N,
T : S × A× S → [0; 1] est une fonction de transition entre les e´tats ou` ∀a ∈ A, ∀st ∈ S, et ∀st+1 ∈ S on
de´finit : T (st, a, st+1) = p(st+1 | a, st) ; O : Ω× S → [0; 1] une fonction d’observation ou` ∀ot ∈ Ω, ∀a ∈
A, et ∀st ∈ S, on de´finit : O(ot, st) = p(ot|st, a) ; R : S ×A→ R une fonction de re´compenses associe´es
aux couples e´tat-action r(s, a) ; et b0 une distribution de probabilite´ sur les e´tats initiaux, appele´e e´tat de
croyance. On note ∆ l’ensemble des distributions de probabilite´s sur les e´tats, appele´ aussi espace (continu)
d’e´tats de croyance.
A chaque pas de temps t, l’agent choisit une action a ∈ A e´tant donne´ l’e´tat de croyance bt ∈ ∆, qui
l’ame`ne stochastiquement a` un nouvel e´tat st+1 ∈ S ; ensuite, l’agent perc¸oit une observation bruite´e o ∈ Ω.
L’agent met a` jour son e´tat de croyance, graˆce a` la re`gle de Bayes, ce qui de´pend de l’action re´alise´e, de












L’objectif de la re´solution d’un POMDP est de construire une politique, c’est-a`-dire une fonction pi :
∆ → A, qui maximise un crite`re de performance. En robotique, ou` des buts symboliques de mission sont
repre´sente´s par des re´compenses nume´riques, il est ge´ne´ralement convenable d’optimiser l’espe´rance de la
somme ponde´re´e pour tout e´tat de croyance initial (Cassandra et al., 1996; Spaan & Vlassis, 2004) :











ou` γ est le facteur d’actualisation de la valeur. La valeur de la politique optimale pi∗ est de´finie par la
fonction de valeur optimale qui satisfait l’e´quation d’optimalite´ de Bellman :










Cette fonction de valeur est line´aire par morceaux et convexe (Smallwood & Sondik, 1973), i.e, a` l’instant
n < ∞, la fonction de valeur Vn peut eˆtre repre´sente´e par des hyperplans sur ∆, nomme´s α-vecteurs. Un
α-vecteur et l’action associe´e a(αin) de´finissent une re´gion dans l’espace de croyance pour lequel ce vecteur
maximise Vn. Donc, la valeur d’un e´tat de croyance peut eˆtre de´finie comme Vn(b) = maxαin∈Vn b · α
i
n. Et
la politique optimale a` cette e´tape est pin(b) = a(α
b
n).
Des algorithmes re´cents de re´solution hors ligne, comme PBVI (Pineau et al., 2003), HSVI2 (Smith
& Simmons, 2005), SARSOP (Kurniawati et al., 2008) et symbolic PERSEUS (Poupart, 2005), et des
algorithmes de re´solution en ligne comme RTDP-bel (Bonet & Geffner, 2009) et AEMS (Ross & Chaib-
Draa, 2007) approchent la fonction de valeur pour un ensemble borne´ d’e´tats de croyanceB, ou`B ⊂ ∆. Ces
algorithmes imple´mentent diffe´rentes heuristiques pour explorer l’espace d’e´tats de croyance, et diffe´rentes
techniques pour mettre a` jour la fonction de valeur V , par un ope´rateur de backup. La fonction de valeur
est repre´sente´e par une ensemble de α-vecteurs (a` l’exception de RTDP-bel), et contient un nombre limite´
a` |B| de α-vecteurs.
3 Mission de de´tection et de reconnaissance de cibles
3.1 Description de la mission
Nous conside´rons un ve´hicule ae´rien inhabite´ (UAV) autonome qui doit de´tecter et reconnaıˆtre des cibles
sous des contraintes re´elles de l’environnement. La mission consiste a` de´tecter et identifier un mode`le
particulier de voiture dans la sce`ne, et atterrir a` coˆte´ de cette cible recherche´e parmi d’autres. A cause de la
nature du proble`me, soit l’observabilite´ partielle due a` la croyance probabiliste sur le mode`les de voitures,
la mission est mode´lise´ par un POMDP. L’UAV peut effectuer des taˆches de haut niveau de de´placement
(changer de zone, atterrir) et de perception (changer l’angle de vue, changer d’altitude). Les voitures peuvent
eˆtre dans n’importe quelle zone de l’environnement. Ces zones sont extraites en vol au cours de la mission,
par un algorithme de traitement d’image (on suppose pas plus qu’une voiture par zone).
Le nombre total d’e´tat de´pend de plusieurs variables qui sont discretise´es : le nombre de zones (Nz),
d’altitudes de vol (H), d’angles de vue (NΦ), de cibles (Ntargets), de mode`les de voiture (Nmodels), et
d’un e´tat terminal que caracte´rise la fin de la mission. Comme les voitures, i.e. les cibles, peuvent eˆtre dans
n’importe quelle zone de l’environnement, et peuvent aussi a priori eˆtre de tous les mode`les possibles, le
nombre total d’e´tat est calcule´ par :
|S| = Nz ·H ·NΦ · (Nz ·Nmodels)
Ntargets + Ts
ou` Ts repre´sente l’e´tat terminal.
Pour ce cas d’application, nous conside´rons 4 observations possibles, soit |Ω| = 4 en chaque e´tat :
{voiture non de´tecte´e, voiture de´tecte´e mais non identifie´e, voiture identifie´e comme cible, voiture identifie´e
comme non cible}. Ces observations reposent sur le re´sultat du traitement d’image (de´crit dans la section
3.3).
Comme mentionne´ auparavant, les actions de haut niveau re´alise´es par l’UAV autonome sont : changer
de zone, changer d’altitude de vol, changer d’angle de vue, atterrir. Le nombre d’actions de changement de
zone de´pend du nombre de zones conside´re´es. Ces actions sont appele´es go to(zˆ), ou` zˆ repre´sente la zone de
destination. Changer l’altitude de vol de´pend aussi du nombre d’altitudes conside´re´es pour le vol de l’UAV.
Ces actions sont appele´es go to(hˆ), ou` hˆ repre´sente l’altitude de´sire´e. L’action land, soit atterrir, peut eˆtre
re´alise´ par l’UAV a` tout moment, et finalise la mission. Nous conside´rons aussi l’action de changement
d’angle de vue, appele´e change view, qui me`ne a` changer d’angle de vue pour observer une zone. Deux
angles sont pris en compte dans le mode`le Φ = {front, side}. Donc le nombre total d’actions est donne´
par : |A| = Nz +H + (NΦ − 1) + 2.
3.2 Dynamique du mode`le
Nous allons maintenant de´crire les mode`les de transition et de re´compense. Les effets de chaque action
sont formalise´s par des e´quations mathe´matiques, qui reposent sur des variables et des fonctions de´crites
par la suite, que nous aideront a` comprendre l’e´volution des e´tats du POMDP.
3.2.1 Variables d’e´tat
L’environnement est de´crit par 7 variables discre`tes d’e´tat. Nous supposons une connaissance a priori sur
l’environnement : il y a 2 cibles possibles et 2 mode`les possibles, soit Nmodels = {cible, non cible}. Les
variables d’e´tat sont :
1. z avec Nz valeurs possibles, qui indique la position de l’UAV ;
2. h avec H valeurs possibles, qui indiquent les altitudes de vol ;
3. Φ = {front, side}, qui indiquent l’angle de vue entre l’UAV et la voiture observe´e.
4. Idtarget1 (resp. Idtarget2 ) avec Nmodels valeurs possibles, qui indiquent l’identite´ (mode`le de la
voiture) de la cible 1 (resp. cible 2) ;
5. ztarget1 (resp. ztarget2 ) avec Nz valeurs possibles, qui indiquent la position de la cible 1 (resp. cible
2).
3.2.2 Fonctions de transition et de re´compense
Pour de´finir la dynamique du mode`le, on caracte´rise chaque action par :
— effets : description textuelle expliquant comment les variables d’e´tat e´voluent une fois l’action ap-
plique´e.
— fonction de transition T ;
— fonction de re´compense R.
En ce qui concerne la notation utilise´e, les variables prime´es repre´sentent la variable d’e´tat successeur, et
les variables non prime´es l’e´tat courant. De plus, on de´finit une fonction indicative : I{cond} e´gale a` 1 si la
condition cond est ve´rifie´e, ou e´gale a` 0 autrement. Une autre notation utile est la fonction δx(x
′) e´gale a`
1 si x = x′, et e´gale a` 0 autrement. Cette notation nous permet d’exprimer les diffe´rentes valeurs possibles
prises par la variable d’e´tat successeur x′.
A partir de mission pre´alables re´alise´es avec notre UAV, nous supposons que le changement de zone, d’al-
titude et l’atterrissage peuvent eˆtre conside´re´es comme des actions de´terministes : le fait d’aller d’une zone
a` l’autre, ou de changer l’altitude de vol par exemple sont toujours de´terministes. Cependant, le proble`me
est toujours un POMDP, parce que les observations des mode`les des voitures sont probabilistes, de plus, il
est prouve´ que la complexite´ pour re´soudre un POMDP est essentiellement lie´e aux effets probabilistes des
observations plutoˆt qu’aux effets probabilistes des actions (Sabbadin et al., 2007).
En outre, afin d’eˆtre compatible avec le mode`le POMDP, qui suppose que les observations sont dispo-
nibles apre`s que chaque action est re´alise´e, toutes les actions de notre mode`le fournissent une observation
des mode`les de voiture. La seule observation possible, apre`s atterrissage est non de´tecte´, car cette action ne
permet pas a` l’UAV de prendre des images de l’environnement. Toutes les autres actions de´crites ci-apre`s
permettent de prendre automatiquement des images de la sce`ne en face de l’UAV. Ce qui donne lieu au
traitement d’image et a` la classification des symboles d’observation (voir plus loin). Comme la came´ra est
fixe, il est important de controˆler l’orientation de l’UAV afin d’observer les diffe´rentes parties de l’environ-
nement.
action go to(zˆ)
Cette action ame`ne l’UAV a` la zone de´sire´e. La dynamique est de´crite ci-d’apre`s, mais notez que si
l’UAV est dans l’e´tat terminal (Ts), cette action n’a pas d’effet ni couˆt associe´ (ce qui n’est pas formalise´
ci-dessous).
— Effets : l’UAV change de zone.
— Fonction de transition :


















Ceci est en accord avec la de´finition de la fonction δ mentionne´e pre´ce´demment. La fonction est
diffe´rente de ze´ro seulement pour la transition vers l’e´tat s′ dans lequel les variables d’e´tat de post-
action sont toutes e´gales a` variables d’e´tat de pre´-action, sauf la variable zone z′ qui est e´gale a` zˆ, la
zone de´sire´e.
— Fonction de re´compense : R(s, go to(z^)) = Cz,zˆ , ou` Cz,zˆ < 0 repre´sente le couˆt de changer de z a`
zˆ. Pour l’instant, nous avons choisi d’utiliser un couˆt constant, parce que la consommation est difficile
a` mesurer avec une pre´cision suffisante pour notre UAV. Et, aussi parce que la ge´ne´ration automatique
du mode`le POMDP ne prend pas encore en compte les coordonne´es des zones. Ces coordonne´es
sont indispensables pour un calcul approprie´ de distances entre zones dans la de´finition des couˆts de
de´placement.
action go to(hˆ)
Cette action ame`ne l’UAV a` l’altitude de vol de´sire´e. Comme pour l’action go to(zˆ), si l’UAV est dans
l’e´tat terminal (Ts), cette action n’a aucun effet ou couˆt.
— Effets : l’UAV change son altitude de vol a` hˆ.
— fonction de transition :























< 0 repre´sente le couˆt associe´ au change-
ment d’altitude de h a` hˆ. Ce couˆt peut aussi mode´liser la consommation de carburant qui de´pend de la
distance entre altitudes. Ces couˆts sont typiquement moins e´leve´s que le changement de zone. Pour la
meˆme raison que pour l’action pre´ce´dente, nous avons choisi d’utiliser une constante pour mode´liser
ce couˆt, telle quel Cz < Ch.
action change view
Cette action change l’angle de vue de l’UAV par rapport a` la voiture observe´e dans une zone. Nous
supposons que toutes les voitures on la meˆme orientation dans les zones (comme par exemple dans les
parkings), donc chaque angle de vue a la meˆme orientation pour toutes les zones. Comme pour les actions
pre´ce´dentes, si l’UAV est dans l’e´tat terminal (Ts), cette action n’a pas d’effets ou couˆt.
— Effets : l’UAV change d’angle de vue (front a` side et vice versa).
— Fonction de transition :





















— Fonction de re´compense : R(s, change view) = Cv , ou` Cv < 0 repre´sente le couˆt de changer
d’angle de vue. Ceci est repre´sente´ par une constante moins importante que pour les autres actions.
Suivant nos pre´ce´dentes hypothe`ses de couˆts constants : Cv ≥ Ch > Cz .
action land
Cette action finalise la mission de l’UAV autonome et l’ame`ne a` l’e´tat terminal. Si l’UAV est dans l’e´tat
terminal (Ts) cette action n’a pas d’effets ni de couˆt.
— Effets : l’UAV finalise la mission, et va a` l’e´tat terminal.
— Fonction de transition : T (s′, land, s) = δTs(s
′)
— Fonction de re´compense :









ou` Rl > 0 repre´sente la re´compense associe´e avec une mission re´ussie (l’UAV atterrir dans la zone
ou` la cible recherche´e se localise) et Cl < 0 repre´sente le couˆt d’une mission rate´. Notez que :
Rl ≫ Cv ≥ Ch > Cz≫ Cl.
3.3 Mode`le d’observation
Les mode`le de POMDP requie`rent une description fide`le, ou approprie´e des effets probabilistes des ac-
tions et des observations, ce qui est difficile a` obtenir dans des applications re´elles relativement complexes.
Pour notre mission de de´tection et reconnaissance de cibles, nous avons automatiquement appris a` partir
(a) Image d’entre´e (b) Filtrage (c) De´tection de voiture (d) Matching
FIGURE 1 – De´tection et reconnaissance de cibles par un algorithme de traitement d’image (Saux & San-
fourche, 2011).
oi p(oi|s)
voiture non de´tecte´e 0.045351
voiture de´tecte´e mais non identifie´e 0.090703
voiture identifie´e comme cible 0.723356
voiture identifie´e comme non cible 0.140590
TABLE 1 – Tableau de probabilite´s d’observation apprises a` partir de l’analyse statistique des re´ponses
du traitement d’image sur des donne´es image re´elles, avec s = {z = ztarget1 , Idtarget1 = cible, h =
30, ztarget2 6= z, Idtarget2 = non cible}.
de donne´es re´elles, le mode`le d’observation. Ce mode`le repose sur le traitement d’image. Nous rappelons
que nous conside´rons 4 observations possibles en chaque e´tat : {voiture non de´tecte´e, voiture de´tecte´e mais
non identifie´e, voiture identifie´e comme cible, voiture identifie´e comme non cible}. La question cle´ consiste
a` attribuer une probabilite´ a priori sur les possibles sorties se´mantiques du traitement de l’image pour une
sce`ne en particulier.
L’observation de voiture est base´e sur un algorithme de reconnaissance d’objets par traitement d’image
(Saux & Sanfourche, 2011), de´ja` embarque´ sur notre UAV autonome. Ceci prend en entre´e une image
(voir Fig. 1(a)) qui provient de la came´ra embarque´e. D’abord, l’image est filtre´e (Fig. 1(b)) pour de´tecter
automatiquement la zone d’inte´reˆt, soit la cible dans l’image (Fig. 1(c)). Si aucune cible n’est de´tecte´e
l’algorithme renvoie directement le symbole non de´tecte´e. Si une cible est de´tecte´e, l’algorithme prend la
zone d’inte´reˆt de l’image (rectangle dans la Fig.1(c)), et ge´ne`re une projection locale qui est compare´e
avec les gabarits 3D de la base de donne´es de mode`les de voiture (Fig. 1(d)). La projection locale de´pend
uniquement de l’altitude, de la focale et de l’azimut de la came´ra comme parame`tres de prise de vue.
Finalement, le traitement d’image choisit le gabarit 3D qui maximise la similarite´ (voir Saux & Sanfourche,
2011), et renvoie le symbole qui correspond ou non avec la cible recherche´e : voiture identifie´e comme
cible ou voiture identifie´e comme non cible. Si le niveau de similarite´ est plus bas qu’un seuil de´fini a priori
l’algorithme de traitement d’image renvoie le symbole voiture de´tecte´e mais non identifie´e.
Pour apprendre le mode`le d’observation POMDP a` partir de donne´es re´elles, nous avons effectue´ des
campagnes de prise de vue en plein air avec notre drone et quelques voitures connues. L’apprentissage
conduit a` un mode`le d’observation appris par l’interme´diaire d’une analyse statistique des re´ponses de
l’algorithme de traitement d’image en se basant sur les images prises lors de ces tests. Plus pre´cise´ment,
pour approcher la fonction d’observation O(ot, st), nous avons compte´ le nombre de fois qu’un des quatre
symboles a e´te´ renvoye´ par le traitement d’image comme re´ponse pour un e´tat donne´ st. Donc nous avons







ou` Nexp repre´sente le nombre d’expe´riences, soit le nombre de fois ou` l’algorithme de traitement d’image
a e´te´ lance´ pour les diffe´rentes images, et on le symbole obtenu pour l’expe´rience n. Notez que nous
disposons de plus de 500 images par e´tat, donc Nexp ≫ 1 et ainsi nous admettons que les approximations
statistiques sont suffisamment bonnes. Le tableau 1 montre un exemple de tableau de probabilite´ obtenu










FIGURE 2 – Sche´ma du me´ta planificateur.
4 Cadre optimize-while-execute
Les proble`mes POMDP grands et complexes peuvent rarement eˆtre optimise´s en ligne a` cause de l’ab-
sence de moyens de calcul suffisants. De plus, le proble`me a` re´soudre n’est pas toujours connu a` l’avance.
Par exemple, notre mission de de´tection et reconnaissance de cibles qui de´pend du nombre de zones
conside´re´es qui sont automatiquement extraites de l’environnement par un traitement d’image pendant un
vol pre´alable a` la mission. De telles applications ne´cessitent un syste`me efficace pour la re´solution de
POMDPs en ligne et pour l’exe´cution de politiques avant la date limite de la mission.
Nous avons travaille´ dans l’extension du cadre optimize-while-execute propose´ par Teichteil-Konigsbuch
et al. (2011), auparavant limite´ a` la planification de´terministe ou de MDP (Processus de De´cision de Mar-
kov), a` re´soudre en ligne des POMDPs soumis a` des contraintes de temps. Notre extension est un me´ta
planificateur qui repose sur les algorithmes standards de planification de POMDP tels quels PBVI, HSVI,
PERSEUS, AEMS, etc. Ces algorithmes sont appele´s pour d’e´ventuels e´tats d’exe´cution futurs, lors de
l’exe´cution de l’action optimise´e courante a` l’e´tat courant d’exe´cution en anticipation de l’e´volution du
syste`me probabiliste et de son environnement.
L’un des travaux de notre extension consiste a` adapter les me´canismes de Teichteil-Konigsbuch et al.
(2011) base´s sur des e´tats comple`tement observables, a` des e´tats de croyance et a` des algorithmes point−
based utilise´s par de nombreux planificateurs que l’on peut trouver dans l’e´tat de l’art (Pineau et al., 2003;
Ross & Chaib-Draa, 2007). Ce cadre est diffe´rent des algorithmes tels quels RTDP-bel (Bonet & Geff-
ner, 2009) et AEMS (Ross & Chaib-Draa, 2007) qui re´solvent le POMDP seulement pour l’e´tat courant
d’exe´cution, mais pas depuis les e´tats d’exe´cution possiblement futurs comme nous le proposons.
Nous avons imple´mente´ le me´ta planificateur avec les algorithmes anytime PBVI (Pineau et al., 2003)
et AEMS (Ross & Chaib-Draa, 2007). Ces algorithmes ont l’avantage d’apprendre des choses re´utilisables
aux prochains pas de temps, comme par exemple l’ensemble d’e´tats de croyance de PBVI qui grandit au
fur et a` mesure que l’optimisation avance, et pour AEMS l’arbre des e´tats de croyance atteignables qui est
re´utilisable pour le calcul des futurs e´tats de croyance (car il suffit d’avancer dans l’arbre). De plus, AEMS
est particulie`rement inte´ressant et utile pour notre cadre optimize-while-executing avec des contraintes de
temps, car nous pouvons explicitement controˆler le temps mis par AEMS pour optimiser une action pour
un e´tat de croyance donne´.
Le me´ta planificateur ge`re les requeˆtes de planification et d’exe´cution en paralle`le, comme montre´ dans
la Fig. 2. En quelques mots, il fonctionne comme de´crit dans ci-dessous :
1. Initialement, le me´ta planificateur planifie pour un e´tat de croyance initial b a` l’aide de PBVI ou
AEMS pendant un certain temps (bootstrap).
2. Apre`s, le me´ta planificateur rec¸oit une requeˆte d’action pour laquelle il retourne l’action optimise´e
par PBVI ou AEMS pour b au composant principal.
3. Le temps approche´ d’exe´cution de l’action retourne´e est estime´, par exemple 8 secondes, donc le me´ta
planificateur recevra des requeˆtes de planification pour chaque e´tat de croyance futur et planifiera a`
l’aide de PBVI ou AEMS pendant une partie de ce temps disponible (i.e. 2 seconds pour chacun des
4 e´tats de croyance futurs), pendant l’exe´cution de l’action courante. 1
4. Ensuite, une fois que l’action courante a e´te´ exe´cute´e, une observation est rec¸ue et l’e´tat de croyance
est mis a` jour, ce qui ame`ne a` un nouveau b′ pour lequel l’action optimale courante est envoye´e par le
me´ta planificateur au composant principal par une requeˆte d’action.
1. Notez qu’on devrait pourvoir faire mieux pour re´partir le temps de planification entre les futurs e´tats de croyance. Nous pourrions
donner la priorite´ pour le calcul de l’action pour l’e´tat de croyance le plus probable, ou pour celui ou` l’estimation de la valeur est la
plus incertaine, ou encore diviser le temps de calcul d’un e´tat de croyance de manie`re proportionnelle a` la probabilite´ qu’il soit le
prochain e´tat de croyance.
Ce cadre propose un algorithme de planification continu qui prend pleinement en charge les incertitudes
probabilistes : il construit plusieurs morceaux de politique pour le diffe´rents e´tats probables d’exe´cution
futurs.
Encore, comme montre´ dans la Fig. 2, les requeˆtes de planification et d’action sont les informations
de base e´change´es entre le composant principal et le me´ta planificateur. Fait inte´ressant, est que chaque
composant travaille sur un thread inde´pendant. Plus pre´cise´ment, le composant principal, qui est en charge
de l’exe´cution de la politique, tourne sur le thread d’exe´cution que interagit avec le moteur de l’exe´cution
du syste`me drone. Ceci s’exe´cute donc en paralle`le du composant de planification, qui est en charge de
l’optimisation des politiques. Le me´ta planificateur qui dirige le sous-planificateur de POMDP (PBVI ou
AEMS) tourne sur le thread d’optimisation.
Dans des applications re´elles, les utilisateurs exigent que certaines garanties de base soient respecte´es
par les syste`mes autonomes. Par exemple, dans le cas des UAV, l’ope´rateur exige que la politique exe´cute´e
ne puisse jamais mettre l’UAV en danger, ce qui peut arriver dans des situations comme eˆtre en panne de
carburant. Un autre danger peut survenir par le manque d’action optimise´e pour un e´tat courant d’exe´cution,
si le processus d’optimisation n’a pas encore calcule´ une action re´alisable dans cet e´tat. Pour cette raison,
il est indispensable que le me´ta planificateur puisse fournir une action pertinente et applicable a` exe´cuter
lorsque interroge´ par le composant principal du syste`me en fonction de l’e´tat d’exe´cution courant.
Le manque d’action optimise´e peut eˆtre re´solu via une politique par de´faut qui de´pend de l’application.
La politique par de´faut peut eˆtre ge´ne´re´e avant optimisation de diffe´rentes fac¸ons : soit une politique ex-
perte parame´trique calcule´e hors ligne dont les parame`tres sont adapte´s en ligne a` la proble´matique re´elle,
soit une politique sous-optimale calcule´e tre`s rapidement en ligne graˆce a` des heuristiques avant le cal-
cul de la politique optimale. Des heuristiques simples mais comple`tes pour le calcul de politiques pour le
POMDP, comme par exemple une approximation QMDP propose´ par Littman et al. (1995), peuvent eˆtre
tre`s rapidement ge´ne´re´es.
5 Re´sultats expe´rimentaux
Jusqu’a` pre´sent, nous avons re´alise´ des simulations re´alistes et comple`tes (hardware in the loop), i.e. en
utilisant l’architecture fonctionnelle embarque´e exacte et les algorithmes utilise´s a` bord de notre UAV un
Yamaha Rmax adapte´ au vol autonome, ainsi que de ve´ritables images prises en plein air. Des vols re´els
sont mis a` l’essai au moment ou` nous e´crivons cet article. Dans cette section, nous pre´sentons une analyse
approfondie des re´sultats obtenus lors de nos simulations re´alistes.
L’instance du proble`me conside´re´ a 2 altitudes de vol (30 et 40 me`tres), 2 angles de vue (late´ral et frontal),
2 cibles, 2 mode`les de voiture dans la base de donne´s, et 3 zones, ce qui nous rame`ne a` 433 e´tats. Nous
rappelons que nous avons 4 observations possibles. L’objectif est d’atterrir a` coˆte´ du mode`le de voiture
montre´ dans la Fig. 1(d). Par contre, les mode`les des voitures qui sont dispose´es dans l’environnement ne
sont pas connus a` l’avance.
Le cadre du me´ta planificateur pre´sente´ dans la section pre´ce´dente est une bonne option a` ce genre d’ap-
plication car : (1) le nombre de zones est de´couvert pendant le vol, rendant impossible la re´solution du
proble`me avant vol ; et, (2) les algorithmes de re´solution utilise´s pour le POMDP – PBVI et AEMS – ne
convergent pas dans le dure´e limite de la mission (20 pas de temps).
Notez que PBVI et AEMS sont des algorithmes point− based qui approchent la fonction de valeur pour
un ensemble dit pertinent d’e´tats de croyance. PBVI choisi l’ensemble d’e´tats de croyance en effectuant des
tirages stochastiques depuis l’e´tat de croyance initial. AEMS construit un arbre d’e´tats de croyance depuis
l’e´tat de croyance initial et re´alise l’expansion de cet arbre de croyance selon l’orientation de l’heuristique
utilise´e.
Nous conside´rons 2 e´tats de croyance initiaux qui repre´sentent 2 angles de vue diffe´rents initiaux et le
fait que nous ne connaissons pas les positions et les mode`les de voitures : b10 (resp. b
2
0) est une distribution
uniforme sur les variables e´tats telles que {z = 1, h = 40,Φ = front, ztarget1 6= ztarget2 , Idtarget1 6=
Idtarget2} (resp. {z = 1, h = 40,Φ = side, ztarget1 6= ztarget2 , Idtarget1 6= Idtarget2}). La fonction de
re´compense est base´e sur les constantes suivantes : Cz = −5, Ch = −1, Cv = −1, Rl = 10, et Cl = −100.





et T amin = 4s, ce qui est repre´sentatif des dure´es observe´es pendant les vols pre´liminaires.
Les observations sont caracte´rise´es par la sortie de l’algorithme de traitement d’image (Saux & San-







































FIGURE 3 – Frise chronologique pour les imple´mentations de PBVI et AEMS dans le cadre optimize-while-
executiong en partant de b10.
fois qu’une action est re´alise´e. Le simulateur, qui connait l’e´tat re´el de l’environnement conside´re´, prend
une image de la base de donne´es (toujours diffe´rente de la pre´ce´dente si l’UAV ne change pas d’e´tat) et en-
voie cette image a` l’algorithme de traitement d’image, qui retourne un symbole d’observation au composant
d’exe´cution.
La figure 3 montre les lignes de temps pour le processus d’exe´cution du me´ta planificateur. Ces lignes de
temps repre´sentent les pe´riodes de temps ou` la politique a e´te´ optimise´e (thread d’optimisation) ou exe´cute´e
(thread d’exe´cution) – les deux en paralle`le –, ainsi que l’e´volution de l’erreur de Bellman pendant la dure´e
de la mission. Apre`s une phase d’initialisation (bootstrap), ou` seulement le thread d’optimisation est actif,
nous pouvons noter que le processus d’optimisation se poursuit pendant quelque temps. Puis, des petits
morceaux d’optimisation sont encore traite´es lorsque des nouvelles requeˆtes de planification sont envoye´es
au me´ta planificateur, parce que la politique n’a pas e´te´ entie`rement optimise´e dans l’e´tat de croyance
concerne´ pendant les e´tapes d’optimisation pre´ce´dentes.
L’e´volution de l’erreur de Bellman, rapporte´e a` chaque requeˆte de planification lors de l’optimisation,
de´montre l’e´volution du processus d’optimisation. Dans la Fig. 3(a) la fonction de valeur ne converge pas
pour l’ensemble complet des e´tats de croyance concerne´s, contrairement a` 3(b) ou` le processus d’optimi-
sation a converge´ pour l’e´tat de croyance glissant. La raison est que AEMS est plus efficace que PBVI, du
fait qu’il a suffisamment de temps pour optimiser les e´tats futurs possibles de croyance pendant l’exe´cution
d’action. Nous pouvons remarquer que le fil d’exe´cution se poursuit encore, mais les morceaux de temps
d’optimisation sont tre`s courts parce que l’erreur de Bellman est de´ja` tre`s faible lorsque l’on commence a`
optimiser pour les e´tats de croyance futurs.
La figure 4 montre des re´sultats comme le temps de planification et le pourcentage de missions re´ussies,
pour les 2 sous-planificateurs PBVI et AEMS dirige´s dans le cadre optimize-while-executing : le temps total
moyen (en ligne) repre´sente le temps jusqu’a` la fin de la mission (i.e. nombre limite´ de pas de temps) ; le
temps moyen de planification repre´sente le temps pris par le thread d’optimisation, qui est tre`s proche du
temps total de mission pour l’algorithme PBVI, parce que il ne converge pas pendant la dure´e de la mission.
Ces moyennes ont e´te´ calcule´es a` partir de 50 tests pour chaque instance du proble`me avec un horizon limite
de 20 pas de temps ; chaque essai e´tait une mission comple`te (optimisation et exe´cution en paralle`le a` partir
de ze´ro). Pour faire une comparaison, nous montrons le temps d’une mission dite hors ligne, pour laquelle
la politique serait optimise´e d’abord pendant un certain temps (mais encore pendant le vol apre`s l’extrait
des zones de l’environnement en ligne), et puis la politique serait exe´cute´e.
La figure 4 pre´sente aussi le pourcentage d’actions par de´faut utilise´es et le pourcentage de missions
re´ussies. Nous cherchons a` montrer que, selon l’algorithme sous-jacent utilise´ (PBVI ou AEMS), le thread
de planification ne re´agit pas aussi rapidement qu’espe´re´, et plus d’actions par de´faut sont re´alise´es. Nous
rappelons que la politique par de´faut est utilise´ pour garantir la re´activite´ dans les cas ou` la politique opti-
mise´e n’est pas disponible dans l’e´tat d’exe´cution courant. La politique par de´faut a e´te´ rapidement calcule´
en de´but de mission avant de calculer la politique optimale. Nous avons choisi une politique heuristique
base´e sur l’approximation QMDP propose´ par Littman et al. (1995). Le pourcentage de buts atteints (l’UAV
a atterri dans la zone contenant le mode`le de voiture recherche´) est proche de 100%, ce qui montre que notre
approche permet a` l’UAV de re´aliser statistiquement sa mission tre`s bien.
Les figures 5(a) et 5(b) pre´sentent les re´compenses moyennes accumule´es pendant le 50 tests d’exe´cution
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FIGURE 4 – Re´sultats moyens pour les imple´mentations de PBVI et d’AEMS dans le cadre optimize-while-
executing partant de b10 et de b
2
0.
Notez que le simulateur utilise la connaissance de l’environnement (soit st, et tout les sk), pour attribuer
les re´compenses pendant la simulation. De plus, cette e´quation nous permet de monter les re´compenses
moyennes accumule´es a` partir de l’instant ze´ro jusqu’a` l’instant t.
Pour PBVI, inde´pendamment de l’e´tat de croyance initial, les re´compenses moyennes recueillies au cours
des exe´cutions de politique tend a` eˆtre moins important que pour AEMS. Nous croyons que cette diffe´rence
vient du fait que PBVI est moins re´actif (efficace) que AEMS. Ceci est montre´ par l’utilisation des actions
par de´faut, qui sont plus effectue´s pour PBVI et qui ne sont pas optimales pour la croyance dans lequel ils
ont e´te´ applique´s.
Finalement, nous avons compte´ le nombre de fois que l’action change view a e´te´ utilise´e par la politique.
Pour l’e´tat de croyance initial b10 (i.e. Φ = front), cette action a e´te´ choisie 2 fois pour les 50 tests quelque
soit le sous-algorithme utilise´. Et pour l’e´tat de croyance initial b20 (i.e. Φ = side), cette action a e´te´ choisie
50 fois pour les 50 tests. Nous croyons que ce comportement provient du mode`le d’observation, qui est plus
discriminant lorsque Φ = front que quand Φ = side : a` partir d’une croyance initiale avec Φ = front,
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FIGURE 5 – Re´compenses moyennes accumule´es pour les imple´mentations de PBVI and d’AEMS dans le
cadre optimize-while-executing partant de b10 et de b
2
0.
6 Conclusion et travaux futurs
A de notre connaissance, ce document pre´sente l’une des premie`res imple´mentations d’une mission de
de´tection et de reconnaissance de cibles base´ sur le mode`le POMDP pour un UAV autonome. Nos e´tudes
ont porte´e sur la mode´lisation du proble`me en tant que POMDP, ce qui nous permet de prendre en compte
des actions de perception et d’accomplissement de mission dans un cadre unique ; et, sur l’apprentissage
statistique du mode`le probabiliste d’observation a` partir des sorties de l’algorithme de traitement d’images.
Ceci lance´ sur un jeu d’images re´elles prises en plein air. Ce mode`le d’observation re´aliste alimente le
mode`le POMDP.
Le coeur de notre contribution repose sur la proposition des moyens algorithmiques pratiques pour opti-
miser et exe´cuter des politiques POMDP en paralle`le sous des contraintes de temps, ce qui est ne´cessaire
dans le cas ou` le proble`me POMDP est ge´ne´re´ pendant le vol.
Nous avons analyse´ des expe´riences re´alise´es avec des simulations re´alistes et comple`tes (hardware in
the loop) et base´es sur des donne´es re´elles, qui de´montrent que les techniques de planification POMDP
sont maintenant assez matures pour s’attaquer a` des missions de la robotique ae´rienne assez complexes, a`
condition d’utiliser un cadre optimise-while-execute tel que propose´ dans le pre´sent document.
Au moment ou` nous e´crivons ce papier, nous embarquons nos composants de de´cision a` bord de notre
UAV autonome et nous commenc¸ons a` effectuer des vols re´els en plein air. De nombreuses ame´liorations
peuvent eˆtre envisage´es pour de futures recherches : (i) l’analyse de l’impact de diffe´rents e´tats de croyance
initiales sur la strate´gie de de´cision ; (ii) la prise en compte des contraintes de se´curite´ impose´es par les
agences civiles ae´ronautiques lors de l’optimisation de la strate´gie ; (iii) la prise en compte des incertitudes
lie´es au mode`le d’observation lors d’un calcul de la strate´gie afin d’obtenir une politique robuste aux in-
certitudes pour les POMDP ; (iv) l’utilisation des POMDP factorise´es, ou du mode`le MOMDP (Ong et al.,
2009) qui permet de partitionner l’e´tat de croyance en se´parant la partie observable de la partie cache´e, e´tant
donne´ que l’incertitude de l’e´tat de croyance repose sur l’identite´ de cibles.
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