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Abstract
Covariance estimation and selection for multivariate datasets in a high-dimensional
regime is a fundamental problem in modern statistics. Gaussian graphical models are
a popular class of models used for this purpose. Current Bayesian methods for inverse
covariance matrix estimation under Gaussian graphical models require the underlying
graph and hence the ordering of variables to be known. However, in practice, such
information on the true underlying model is often unavailable. We therefore propose
a novel permutation-based Bayesian approach to tackle the unknown variable ordering
issue. In particular, we utilize multiple maximum a posteriori estimates under the
DAG-Wishart prior for each permutation, and subsequently construct the final esti-
mate of the inverse covariance matrix. The proposed estimator has smaller variability
and yields order-invariant property. We establish posterior convergence rates under
mild assumptions and illustrate that our method outperforms existing approaches in
estimating the inverse covariance matrices via simulation studies.
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rate; high-dimensional analysis.
∗Corresponding author: Xuan Cao, Department of Mathematical Sciences, University of Cincinnati;
email: xuan.cao@uc.edu
†Department of Statistics, University of Florida; email: shaojunzhang@ufl.edu
1
ar
X
iv
:1
90
2.
09
35
3v
2 
 [s
tat
.M
E]
  2
6 F
eb
 20
19
1 Introduction
In modern day statistics, datasets where the number of variables is much larger than the
number of samples are more pervasive than they have ever been. Especially in recent years,
due to advances in science and technology, data from genomics, finance, environmental and
marketing applications are being generated at a rapid pace. One of the major challenges
in this setting is to formulate models and develop inferential procedures to understand the
complex relationships and multivariate dependencies present in these datasets. In high-
dimensional settings, the sample covariance matrix can perform rather poorly. To address
the challenge posed by high-dimensionality, several promising methods have been proposed in
the literature. In particular, methods inducing sparsity in the Cholesky factor of the inverse
covariance matrix Ω have proven to be very effective in applications. The sparsity patterns
in the Cholesky factor of Ω can be uniquely encoded in terms of appropriate graphs. Hence
the corresponding models are often referred to as directed acyclic graph (DAG) models.
In this paper, we focus on Gaussian DAG models. In particular, suppose we have i.i.d.
observations Y1,Y2, · · · ,Yn from a p-variate normal distribution with mean vector 0 and
covariance matrix Σ. Let Ω = Σ−1 = LD−1LT be the modified Cholesky decomposition
(MCD) of the inverse covariance matrix, i.e., L is a lower triangular matrix with unit diagonal
entries, and D is a diagonal matrix with positive diagonal entries. For a DAG model, this
normal distribution is assumed to be Markov with respect to a given directed acyclic graph
D with vertices {1, 2, . . . , p}. This is equivalent to saying that Lij = 0 whenever D does not
have a directed edge from i to j (these concepts are discussed in detail in Section 2).
There exist several approaches in the literature for estimation of Ω and the underling
graph based on Gaussian DAG models. Rtimann and Bhlmann [2009] introduce a graph-
based technique for estimating sparse covariance and inverse covariance matrices by first
inferring the underlying DAG using the PC-algorithm in [Kalisch and Bu¨hlmann, 2007],
and estimating the DAG-based covariance matrix and its inverse via the MCD approach.
The other type of methods are based on regularized likelihood/pseudolikelihood. Chang
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and Tsay [2010] propose a parsimonious approach to estimate high-dimensional covariance
matrices via MCD using `1 penalization. Similar approach has also been adopted in [Shojaie
and Michailidis, 2010] via the general weighted lasso to estimate the adjacency matrix of
DAGs with given ordering. The authors in [van de Geer and Bhlmann, 2013] show that the
`0-penalized maximum likelihood estimator of the Cholesky factor converges in Frobenius
norm in high dimensions under unknown ordering.
On the Bayesian side, when the underlying graph is known, literature exists that ex-
plores the posterior convergence rates for Gaussian concentration graph models, which in-
duce sparsity in the inverse covariance matrix Ω. When the underlying graph is unknown
and needs to be selected, comparatively fewer works have tackled with asymptotic prop-
erties. Recently, [Ben-David, Li, Massam, and Rajaratnam, 2016] introduce a flexible and
general class of ‘DAG-Wishart’ priors with multiple shape parameters, which are adapta-
tions/generalizations of the Wishart distribution in the DAG context. The authors in [Cao,
Khare, and Ghosh, 2019] establish both strong model selection consistency (in the terminol-
ogy of [Cao, Khare, and Ghosh, 2019]) and posterior convergence rates for sparse Gaussian
DAG models with DAG-Wishart distributions in a high-dimensional regime. However, the
known ordering for these variables is required in order to achieve consistency, which can
be problematic in practice, especially when the nature ordering is not available or not per-
determined in the format of location or time sequence.
Recently, [Kang and Deng, 2017] adopt an improved MCD approach to tackle the variable
order issue in estimating sparse inverse covariance matrix and consider an ensemble estimate
under multiple permutations of the variable orders in a frequentist framework, which inspires
us to propose a Bayesian ensemble estimate for estimation of Ω with these DAG-Wishart
priors. Specifically, we utilize the multiple MAP (maximum a posteriori) estimates of the
Cholesky factor under each permutation, and subsequently construct the final estimate of
the inverse covariance matrix. To further encourage the sparsity pattern in the estimate, we
also adopt the hard thresholding technique also implemented in [Kang and Deng, 2017, Cao,
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Khare, and Ghosh, 2019] to obtain the final estimate. The proposed estimator has small
variability and yields order-invariant property. Under mild assumptions, we establish much
better posterior convergence rates under DAG-Wishart distributions.
The rest of the paper is structured as follows. Section 2 provides background material
from graph theory and Gaussian DAG models. In Section 3 we present our proposed Bayesian
approach for precision matrix estimation based on permutation and the posterior convergence
rates are provided in Section 5. In Section 4 we use simulation experiments to illustrate
the proposed method, and demonstrate the benefits of our Bayesian approach for inverse
covariance matrix estimation vis-a-vis existing Bayesian and penalized likelihood approaches.
We end our paper with a discussion session in Section 6.
2 Preliminaries
In this section, we provide the necessary background material from graph theory, Gaussian
DAG models, and DAG-Wishart distributions.
2.1 Gaussian DAG models
Throughout this paper, a directed acyclic graph (DAG) D = (V,E) consists of the vertex
set V = {1, . . . , p} and an edge set E such that there is no directed path starting and ending
at the same vertex. For any given parent ordering, where that all the edges are directed
from larger vertices to smaller vertices, denote pai(D) as the set of parents of i to be the
collection of all vertices which are larger than i and share an edge with i. Similarly, for any
given parent ordering, the set of children of i, denoted by chii(D), is the collection of all
vertices which are smaller than i and share an edge with i.
A Gaussian DAG model over a given DAG D, denoted by ND, consists of all mul-
tivariate Gaussian distributions which obey the directed Markov property with respect
to a DAG D. In particular, if y = (y1, . . . , yp)T ∼ Np(0,Σ) and Np(0,Σ) ∈ ND, then
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yi ⊥ y{i+1,...,p}\pai(D)|ypai(D) for each i.
Any positive definite matrix Ω can be uniquely decomposed as Ω = LD−1LT , where L is a
lower triangular matrix with unit diagonal entries, and D is a diagonal matrix with positive
diagonal entries. This decomposition is known as the modified Cholesky decomposition
of Ω (see for example Pourahmadi [2007]). It is well-known that if Ω = LD−1LT is the
modified Cholesky decomposition of Ω, then Np(0,Ω
−1) ∈ ND if and only if Lij = 0 whenever
i /∈ paj(D). In other words, the structure of the DAG D is reflected in the Cholesky factor of
the inverse covariance matrix. In light of this, it is often more convenient to reparametrize
in terms of the Cholesky parameter of the inverse covariance matrix as follows.
Given a DAG D on p vertices, denote LD as the set of lower triangular matrices with
unit diagonals and Lij = 0 if i /∈ paj(D), and let Dp+ be the set of strictly positive diagonal
matrices in Rp×p. We refer to ΘD = Dp+ × LD as the Cholesky space corresponding to D,
and (D,L) ∈ ΘD as the Cholesky parameter corresponding to D. In fact, the relationship
between the DAG and the Cholesky parameter implies that
ND = {Np(0, (LT )−1DL−1) : (D,L) ∈ ΘD}.
2.2 DAG-Wishart distribution
In this section, we specify the multiple shape parameter DAG-Wishart distributions intro-
duced in Ben-David et al. [2016]. First, we provide required notation on matrix. Given a
directed graph D = (V,E), with V = {1, . . . , q}, and a q × q matrix A, denote the column
vectors A>D.i = (Aij)j∈pai(D) and A
≥
D.i = (Aii, (A
>
D.i)
T )T . Also, let A>iD = (Akj)k,j∈pai(D),
A≥iD =
 Aii (A>D.i)T
A>D.i A
>i
D
 .
In particular, A≥D.q = A
≥q
D = Aqq.
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The DAG-Wishart distributions in Ben-David et al. [2016] corresponding to a DAG D are
defined on the Cholesky space ΘD. Given a positive definite matrix U and a p-dimensional
vector α(D), the (unnormalized) density of the DAG-Wishart distribution on ΘD is given
by
exp{−1
2
tr((LD−1LT )U)}
p∏
i=1
D
−αi(D)
2
ii , (1)
for every (D,L) ∈ ΘD. Let νi(D) = |pai(D)| = |{j : j > i, (j, i) ∈ E(D)}|. If αi(D)−νi(D) >
2, for all 1 ≤ i ≤ q, the density in (1) can be normalized to a probability density, and the
normalizing constant is given by
γD(U,α(D)) =
q∏
i=1
Γ(αi(D)
2
− νi(D)
2
− 1)2αi(D)2 −1(√pi)νi(D)det(U>iD )
αi(D)
2
− νi(D)
2
− 3
2
det(U≥iD )
αi(D)
2
− νi(D)
2
−1
, (2)
In this case, we define the following DAG-Wishart density with q shape parameters {αi(D)}qi=1
which can be used for differential shrinkage of the variables in high-dimensional settings,
piΘDU,α(D) on the Cholesky space ΘD by
piΘDU,α(D)(D,L) =
1
γD(U,α(D)) exp{−
1
2
tr((LD−1LT )U)}
q∏
i=1
D
−αi(D)
2
ii (3)
for every (D,L) ∈ ΘD.
The class of densities piΘDU,α(D) form a conjugate family of priors for the Gaussian DAG
model N (D). In particular, as indicated in [Ben-David et al., 2016], we have the following
result that gives the MAP (maximum a posteriori) estimate for our Cholesky parameter.
Proposition 2.1. If the prior on (D,L) ∈ ΘD is piΘDU,α(D) and Y1, . . . , Yn are independent,
identically distributed Np(0, (L
T )−1DL−1) random vectors, then the posterior distribution of
(D,L) is piΘD
U˜ ,α˜(D) with posterior mode (Dˆ, Lˆ) satisfying,
Dˆii =
U˜i|pai(D)
αi + n
, Lˆ>D.i = −[U˜>iD ]−1U˜>D.i, (4)
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where S = 1
n
∑n
i=1 YiY
T
i denotes the sample covariance matrix, U˜ = U + nS, U˜i|pai(D) =
U˜ii − (U˜>D·i)T (U˜>iD )−1U˜>D·i, and α˜(D) = (n+ α1(D), . . . , n+ αp(D)).
Therefore, for any given DAG, Proposition 2.1 yields the posterior mode for the Cholesky
parameter and hence, the precision matrix Ω. In particular, if the DAG imposed on the
DAG-Wishart distribution is the true DAG, Section 5 provides the results for the posterior
convergence rate.
3 Bayesian approach for precision matrix estimation
Let Y = (Y1,Y2, · · · ,Yn)T ∈ Rn×p be the observed data. The closed form for the posterior
mode specified in (4) is convenient. However, it requires the underlying DAG and accordingly,
the parent ordering to be given, which is rather problematic in real applications, especially
the case when the ordering of variables and the conditional independence between variables
are both unknown. We therefore propose a Bayesian approach to combine the graph selection
procedures in [Cao et al., 2019] and permutations techniques in [Kang and Deng, 2017] to
address this uncertainty of ordering issue and gain the flexibility to ensemble the multiple
estimates for the Cholesky parameters for each ordering respectively.
First we define a mapping function
σ : {1, 2, . . . , p} → {1, 2, . . . , p}, (5)
such that (σ(1), σ(2), . . . , σ(p)) represents a new permutation of (1, 2, . . . , p). Define the
corresponding permutation matrix Pσ as follows. For each column in Pσ, all the entries in
the jth column are set at 0 except the entry at the σ(j)th row equals to 1. Denote the new
data matrix after permutation as
Yσ = Y Pσ,
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and let
Sσ =
1
n
Y Tσ Yσ
denote the new sample covariance matrix.
In order to obtain the DAG-constraint posterior mode for the precision matrix with
respect to this new data matrix Yσ, we must first acquire an appropriate estimate for the
underlying DAG. The idea of hard thresholding the Cholesky factor of the sample covariance
matrix to estimate the DAG structure has been implemented in [Bickel and Levina, 2008a,b,
Cao, Khare, and Ghosh, 2019]. In particular, Cao, Khare, and Ghosh [2019] illustrate the
graph selection consistency under the DAG-Wishart priors though the following procedure
along with the justification of adopting this method.
Algorithm 1 (Estimate of the underlying DAG).
Step 1: Generate graphs by thresholding the modified Cholesky factor of (Sσ + 0.1I)
−1 to get
a sequence of 3000 additional graphs, and search around all the above graphs using Shotgun
Stochastic Search to generate even more candidate graphs.
Step 2: Random partition the original data set Yσ of n observations into 10 equal sized subsets.
Each time a single subset is excluded, and the remaining 9 subsets are used as our new sample.
Repeat Step 1 for each new sample.
Step 3: Compute the log posterior probabilities for all cadidate graphs and select the graph Dˆ
with the highest probability.
Remark 1. The numbers in Algorithm 1 such as the length of sequence and the number
of subsets can be modified depending on computational resources. Note that in Steps 2 and
3, due to the conjugacy of the DAG-Wishart distribution, the (marginal) posterior DAG
probabilities can be computed as
pi(D|Y ) ∝ γD(U + nSσ, n+ α(D))
γD(U, α(D)) . (6)
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Now that we have the estimated DAG Dˆ for the new data matrix Yσ, the natural question
arises as how to regenerate the modified Choleksy parameter and obtain the appropriate
estimate for the true precision matrix. We therefore propose to use the MAP (maximum a
posteriori) estimate given in Proposition 2.1 with the following algorithm under permutation
σ.
Algorithm 2 (MAP estimate of Ω).
Step 1: For i = 1, 2, . . . , p, compute di =
U˜i|pai(Dˆ)
αi+n
, li = −[U˜>iDˆ ]−1U˜>Dˆ.i, where U˜ = nSσ +U . Set
di = 0 and li = 0, whenever pai(Dˆ) = 0.
Step 2: Reconstruct Cholesky parameter (Dˆσ, Lˆσ) ∈ ΘDˆ satisfying
(
Lˆσ
)>
Dˆ.i
= li and Dˆσ =
diag {d1, d2, . . . , dp}.
Step 3: Set Ωˆσ = LˆσDˆ
−1
σ Lˆ
T
σ .
By transforming Dˆσ, Lˆσ and Ωˆσ to the original order, we can thereby estimate D,L and Ω
with
Lˆ = PσLˆσP
T
σ , Dˆ = PσDˆσP
T
σ (7)
and
Ωˆ = LˆDˆ−1LˆT = PσLˆσP Tσ (PσDˆσP
T
σ )
−1PσLˆTσP
T
σ = PσΩˆσP
T
σ . (8)
Now suppose we generate K permutations denoted as σ1, σ2, . . . , σK . For each permuta-
tion σk (1 ≤ k ≤ K), Algorithm 2, (7) and (8) yield the corresponding estimates Lˆk, Dˆk and
Ωˆk. Naturally, there are two ways for integrating these estimates. The first approach is to
average Ω1,Ω2, . . . ,ΩK and let Ω¯ =
1
K
∑K
k=1 Ωˆk be our final estimate for the true precision
matrix. However, this average estimate performs poorly, as the estimation error of each Ωˆk is
already aggregated by the error in both Lˆk and Dˆk. We therefore propose to use the average
estimates of both Lˆk’s and Dˆk’s to construct the ensemble estimate for Ω. In particular,
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denote
L¯ =
1
K
K∑
k=1
Lˆk, D¯ =
1
K
K∑
k=1
Dˆk, (9)
and estimate Ω with
Ωˇ = L¯D¯−1L¯T . (10)
In Section 4, we will see this estimate can have the advantage of averaging the variability
and better recover the individual entry values of the true precision matrix.
However, Ωˇ does not necessarily carry out the true sparse pattern encoded in possibly
very parse true inverse covariance matrix. Hence, we utilize the following hard thresholding
procedure to encourage the sparsity in Ωˇ. For any given thresholding value τ , construct the
corresponding sparse matrix L¯τ based on L¯ in (9) as follows. For 1 ≤ i, j ≤ p,
(L¯τ )ij =

L¯ij, |L¯ij| > τ
0, |L¯ij| ≤ τ.
Estimate Ω with Ωˇτ = L¯τD¯
−1L¯Tτ . If we vary the thresholding value τ on a grid, the best
thresholding value τb is selected, which minimizes the “BIC”-like measure defined as
BIC(τ) = ntr(SΩˇτ )− n log |Ωˇτ |+ log n ∗ E, (11)
where E denotes the total numbers of non-zero entries in L¯τ and Ωˇτ = L¯τD¯
−1L¯Tτ . See
examples in [Cao et al., 2019, Khare et al., 2017, Shojaie and Michailidis, 2010, Kang and
Deng, 2017] for justifications of the “BIC-like criterion. Note that the estimate Ωˇτb possesses
a much more sparse structure compared to Ωˇ in (10) via the thresholding step, and could
possibly better reveal the true sparsity pattern in the underlying precision matrix. Now
we are ready to present the following algorithm for our proposed Bayesian approach for
estimating precision matrix.
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Algorithm 3.
Generate K permutations σ1, σ2, . . . , σK and obtain the corresponding data matrix and sam-
ple covariance matrix Yσk , Sσk . For 1 ≤ k ≤ K, do step 1-3.
Step 1: Implement Algorithm 1 and obtain the estimated DAG Dσk .
Step 2: Given Dσk , obtain Lˆσk , Dˆσk , Ωˆσk via Algorithm 2.
Step 3: Set Lˆk = PσkLˆσkP
T
σk
, Dˆk = PσkDˆσkP
T
σk
.
Step 4: Obtain the average estimates L¯ = 1
K
∑K
k=1 Lˆk, D¯ =
1
K
∑K
k=1 Dˆk, and Ωˇ = L¯D¯
−1L¯T .
Step 5: Vary the thresholding values on a grid and select L¯τb according to the measure in (11).
Step 6: Set Ωˇτb = L¯τbD¯
−1L¯Tτb as the estimate for Ω.
Remark 2. We would like to point out that the hard thresholding procedure in Step 3 and 4 is
not necessarily required, if one is merely interested in the estimation rather than the sparsity
recovery of the precision matrix. As we will see in Section 4, no significant difference is
observed in performance between the estimate Ωˇ obtained in Step 4 and the final estimate
Ωˇτb under certain settings. Hence, Ωˇ can also serve as an alternate estimate in practice.
4 Simulation studies
In this section, we illustrate the potential advantage of utilizing the proposed Bayesian
approach through simulation studies. We fix our number of observations n = 100. We then
consider different combinations of (n, p) with p ranging from smaller than 30 to 200, such
that p varies from smaller than n to larger than n. Next, for each fixed p, a p × p positive
definite matrix Ω0 is constructed. In particular, we consider the following five cases of Ω0,
which are also considered in [Kang and Deng, 2017].
Case 1: Ω0 has a banded structure such that the main diagonal entries equal to 1, while the
first sub-diagonal entries equal to 0.5 and second sub-diagonals 0.3.
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Case 2: Σ0 = Ω
−1
0 is autoregressive correlated such that (Σ0)ij = 0.5
|i−j|, for all 1 ≤ i ≤ j ≤
p.
Case 3: Ω0 has 3% sparsity. For each fixed p, we start from a p×p identity matrix. Then, we
randomly choose 3% of the lower triangular entries and set the values to be randomly
drawn from Unif(0, 1). We refer to this matrix as our true Cholesky factor L0 and set
Ω0 = L0L
T
0 .
Case 4: Ω0 has a 10×10 compound structure matrix on the left top with diagonal elements
1 and others 0.5. Other entries of Ω0 are set to be zero, except for all the diagonals
taken to be 1.
Case 5: Ω0 is generated by randomly permuting rows and corresponding columns of the
precision matrix in Case 4.
Next, for every case of Ω0, we generate n i.i.d. observations from the N(0p,Ω0) distribu-
tion. We then estimate the true precision matrix Ω0 using both Bayesian and frequentist
procedures outlined below.
DAGW.BIC: Set the hyperparameters for our DAG-Wishart distribution in (3) as U = Ip,
αi(D) = νi(D) + 10 for i = 1, 2, . . . , p, and the total number of permutations K = 100.
Obtain our estimate Ωˇτb via Algorithm 3.
DAGW : Under the same hyperparameter setting, obtain the estimate Ωˇ via Algorithm 3,
but without the step of hard thresholding, i.e., τb = 0.
MLE: For each permutation, replace MAP in 2 with the Dσk-constrained maximum likeli-
hood estimate. Then implement step 2–4 in Algorithm 3 to obtain the ensemble MLE
estimate.
BAY ES: Under the same hyperparameter setting, implement Algorithm 1 and 2 with the
original data without permutations.
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MCD.BIC: Implement the improved MCD approach based on penalized likelihood ap-
proaches in [Kang and Deng, 2017] with BIC-based tuning.
PC −DAG: Implement the PC-algorithm based approach for inverse covariance estima-
tion introduced in [Rtimann and Bhlmann, 2009] encoded in R package “pcalg” with
suggested tuning parameters.
We then compare the estimation performance between these six methods under the following
five different losses. Stein’s loss is a commonly used loss function given by
L1(Ωˆ,Ω0) = tr(ΩˆΩ
−1
0 )− log(det(Ω0Ω−10 ))− p,
where Ωˆ represents the estimator of the true precision matrix Ω0. The modified mean
absolute error loss and mean squared error loss, restricted to the functionally independent
elements of the true precision matrix are defined as,
L2(Ωˆ,Ω0) =
q∑
i=1
∑
j∈pai(D0)
|(Ω0)ji − Ωˆji|, L3(Ωˆ,Ω0) =
q∑
i=1
∑
j∈pai(D0)
(
(Ω0)ji − Ωˆji
)2
,
where D0 represents the true underlying DAG implying the sparsity pattern in Ω0. We also
adopt the following two measures of accuracy: the general mean absolute error and mean
squared error given by
L4(Ωˆ,Ω0) =
q∑
i=1
q∑
j=1
|(Ω0)ji − Ωˆji|, L5(Ωˆ,Ω0) =
q∑
i=1
q∑
j=1
(
(Ω0)ji − Ωˆji
)2
.
The summary of our results are presented in Table 1 to Table 5 corresponding to five different
structures of the true precision matrix respectively. The five losses for six methods averaged
over 20 repetitions and their corresponding standard errors (in parenthesis) for different
approaches are shown in the tables. For each loss, the lowest averages among all the methods
are highlighted. We can see from the results, under different scenarios of the true precision
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matrix, our proposed method DAGW.BIC and DAGW outperform other frequentist methods
and Bayesian methods under almost all the five measures. In particular, when the dimension
p increases, our proposed permutation method with DAG-Wishart prior can sustain the
higher dimension and achieve much better and more stable estimation results.
To better visualize the simulation results, we plot the heatmap comparison between the
true precision matrix and different estimators under different values of p when the true
precision matrix has a banded structure. In Figure 1 to Figure 3, we can see among all
three estimators, our proposed method can best recover the sparse structure of the true
precision matrix. MCD method in [Kang and Deng, 2017] fails to capture the structure for
the first and second sub-diagonal entries, while the PC-DAG generates more false positives
and obscures the true clear sparsity pattern.
5 Posterior convergence rate for DAG-Wishart priors
In this section, we will provide the convergence rate for the posterior distribution of the
precision matrix under the DAG-Wishart prior. We assume that the data matrix Y is ac-
tually being generated from a true model obeying MNn×p (0, In,Σn0 ), where Σ
n
0 = (Ω
n
0 )
−1 =
Ln0 (D
n
0 )
−1(Ln0 )
T . Denote dn as the maximum number of non-zero entries in any column
of the true Cholesky factor Ln0 . In order to establish our asymptotic results, we need
the following mild regularity assumptions. Each assumption below is followed by an in-
terpretation/discussion. Note that for a symmetric p × p matrix A = (Aij)1≤i,j≤p, let
eig1(A) ≤ eig2(A) . . . eigp(A) denote the ordered eigenvalues of A.
Assumption 1. There exists 0 ≤ 1, such that for every n ≥ 1, 0 < 0 ≤ eig1(Ωn0 ) ≤
eigqn(Ω
n
0 ) ≤ −10 .
This assumption ensures that the eigenvalues of the true precision matrices are bounded by
fixed constants, which has been commonly used for establish high dimensional covariance
asymptotic properties. See for example [Bickel and Levina, 2008a, El Karoui, 2008, Banerjee
14
DAGW.BIC DAGW MLE BAYES MCD.BIC PC-DAG
p = 30 L1 0.07 (0.01) 0.15 (0.01) 0.16 (0.01) 0.33 (0.00) 1.41 (0.05) 0.18 (0.02)
L2 0.03 (0.01) 0.03 (0.01) 0.04 (0.01) 0.32 (0.00) 0.80 (0.02) 0.10 (0.01)
L3 0.18 (0.02) 0.19 (0.02) 0.22 (0.02) 0.76 (0.00) 1.21 (0.02) 0.38 (0.03)
L4 0.08 (0.01) 0.19 (0.02) 0.24 (0.02) 0.88 (0.01) 1.67 (0.04) 0.29 (0.03)
L5 0.75 (0.06) 1.11 (0.07) 1.23 (0.08) 2.00 (0.01) 3.07 (0.06) 1.29 (0.11)
p = 50 L1 0.09 (0.01) 0.16 (0.01) 0.18 (0.01) 0.33 (0.00) 1.40 (0.03) 0.20 (0.02)
L2 0.03 (0.00) 0.03 (0.00) 0.03 (0.00) 0.33 (0.00) 0.78 (0.01) 0.11 (0.01)
L3 0.18 (0.01) 0.18 (0.01) 0.21 (0.01) 0.78 (0.00) 1.18 (0.01) 0.39 (0.03)
L4 0.10 (0.01) 0.20 (0.01) 0.25 (0.01) 0.90 (0.01) 1.64 (0.03) 0.31 (0.04)
L5 1.00 (0.06) 1.38 (0.05) 1.54 (0.06) 2.04 (0.01) 3.23 (0.08) 1.49 (0.11)
p = 100 L1 0.15 (0.01) 0.20 (0.01) 0.23 (0.01) 0.34 (0.00) 1.33 (0.02) 0.27 (0.01)
L2 0.03 (0.00) 0.03 (0.00) 0.04 (0.00) 0.33 (0.00) 0.75 (0.01) 0.11 (0.01)
L3 0.20 (0.01) 0.19 (0.01) 0.21 (0.01) 0.79 (0.00) 1.16 (0.01) 0.40 (0.02)
L4 0.16 (0.01) 0.22 (0.01) 0.29 (0.01) 0.91 (0.01) 1.55 (0.02) 0.36 (0.02)
L5 1.83 (0.08) 2.11 (0.07) 2.40 (0.08) 2.06 (0.01) 3.40 (0.08) 1.87 (0.07)
p = 150 L1 0.19 (0.01) 0.23 (0.01) 0.27 (0.01) 0.34 (0.02) 1.28 (0.02) 0.31 (0.01)
L2 0.05 (0.01) 0.04 (0.01) 0.04 (0.00) 0.34 (0.00) 0.71 (0.01) 0.12 (0.01)
L3 0.25 (0.02) 0.23 (0.01) 0.30 (0.01) 0.79 (0.00) 1.12 (0.02) 0.42 (0.02)
L4 0.19 (0.01) 0.23 (0.01) 0.30 (0.01) 0.92 (0.01) 1.51 (0.01) 0.40 (0.02)
L5 2.19 (0.05) 2.43 (0.05) 2.75 (0.05) 2.07 (0.01) 3.47 (0.03) 2.12 (0.07)
p = 200 L1 0.22 (0.01) 0.31 (0.01) 0.36 (0.01) 0.34 (0.00) 1.28 (0.03) 0.35 (0.01)
L2 0.08 (0.01) 0.07 (0.01) 0.06 (0.00) 0.34 (0.01) 0.71 (0.01) 0.12 (0.01)
L3 0.34 (0.01) 0.30 (0.01) 0.30 (0.01) 0.79 (0.02) 1.16 (0.02) 0.43 (0.02)
L4 0.22 (0.01) 0.26 (0.01) 0.32 (0.01) 0.92 (0.01) 1.48 (0.03) 0.44 (0.02)
L5 2.24 (0.01) 2.60 (0.02) 2.87 (0.03) 2.28 (0.01) 3.84 (0.11) 2.39 (0.06)
Table 1: The loss averages and standard errors (in parenthesis) of estimates when Ω0 has a
banded structure.
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DAGW.BIC DAGW MLE BAYES MCD.BIC PC-DAG
p=30 L1 0.05 (0.01) 0.14 (0.01) 0.14 (0.01) 0.29 (0.00) 0.88 (0.03) 0.06 (0.01)
L2 0.05 (0.01) 0.11 (0.01) 0.10 (0.01) 0.43 (0.00) 1.15 (0.05) 0.04 (0.01)
L3 0.19 (0.02) 0.32 (0.01) 0.31 (0.01) 0.64 (0.00) 1.04 (0.02) 0.13 (0.03)
L4 0.26 (0.03) 0.76 (0.03) 0.73 (0.03) 1.28 (0.03) 2.43 (0.08) 0.26 (0.05)
L5 1.04 (0.05) 1.58 (0.04) 1.56 (0.04) 1.92 (0.03) 3.11 (0.10) 1.04 (0.12)
p=50 L1 0.05 (0.00) 0.15 (0.01) 0.15 (0.01) 0.29 (0.00) 0.91 (0.04) 0.08 (0.01)
L2 0.05 (0.01) 0.11 (0.00) 0.11 (0.00) 0.44 (0.00) 1.12 (0.04) 0.07 (0.01)
L3 0.18 (0.01) 0.32 (0.01) 0.31 (0.01) 0.65 (0.00) 1.04 (0.02) 0.14 (0.01)
L4 0.26 (0.02) 0.79 (0.02) 0.76 (0.02) 1.31 (0.03) 2.49 (0.09) 0.37 (0.06)
L5 1.24 (0.04) 1.77 (0.04) 1.75 (0.04) 1.95 (0.03) 3.25 (0.17) 1.44 (0.13)
p=100 L1 0.06 (0.00) 0.18 (0.01) 0.17 (0.02) 0.29 (0.01) 0.85 (0.02) 0.13 (0.01)
L2 0.05 (0.01) 0.13 (0.01) 0.12 (0.01) 0.44 (0.01) 1.10 (0.02) 0.08 (0.01)
L3 0.18 (0.01) 0.34 (0.01) 0.33 (0.01) 0.66 (0.02) 1.04 (0.01) 0.21 (0.01)
L4 0.27 (0.02) 0.87 (0.01) 0.82 (0.01) 1.33 (0.01) 2.39 (0.05) 0.59 (0.07)
L5 1.67 (0.05) 2.13 (0.03) 2.12 (0.03) 1.97 (0.01) 3.38 (0.06) 2.19 (0.15)
p=150 L1 0.07 (0.00) 0.18 (0.01) 0.18 (0.01) 0.30 (0.00) 0.86 (0.02) 0.17 (0.01)
L2 0.06 (0.01) 0.14 (0.01) 0.13 (0.01) 0.44 (0.00) 1.10 (0.02) 0.14 (0.01)
L3 0.20 (0.01) 0.36 (0.01) 0.35 (0.01) 0.66 (0.01) 1.04 (0.01) 0.23 (0.01)
L4 0.29 (0.02) 0.91 (0.02) 0.86 (0.02) 1.32 (0.02) 2.41 (0.04) 0.85 (0.06)
L5 1.81 (0.05) 2.23 (0.03) 2.23 (0.03) 1.97 (0.02) 3.54 (0.13) 2.98 (0.19)
p=200 L1 0.07 (0.00) 0.17 (0.01) 0.17 (0.00) 0.30 (0.01) 0.83 (0.02) 0.22 (0.01)
L2 0.08 (0.01) 0.15 (0.01) 0.14 (0.01) 0.44 (0.00) 1.07 (0.02) 0.16 (0.01)
L3 0.24 (0.01) 0.37 (0.01) 0.36 (0.01) 0.66 (0.01) 1.02 (0.02) 0.18 (0.01)
L4 0.33 (0.02) 0.92 (0.02) 0.86 (0.02) 1.33 (0.02) 2.39 (0.06) 1.08 (0.08)
L5 1.82 (0.03) 2.21 (0.02) 2.21 (0.02) 1.98 (0.02) 3.72 (0.07) 3.72 (0.17)
Table 2: The loss averages and standard errors (in parenthesis) of estimates when Ω0 is
autoregressive.
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DAGW.BIC DAGW MLE BAYES MCD.BIC PC-DAG
p=30 L1 0.01 (0.00) 0.01 (0.01) 0.02 (0.00) 0.02 (0.00) 0.25 (0.01) 0.10 (0.01)
L2 0.01 (0.00) 0.01 (0.00) 0.01 (0.00) 0.01 (0.00) 0.25 (0.01) 0.01 (0.00)
L3 0.06 (0.01) 0.06 (0.02) 0.06 (0.02) 0.06 (0.01) 0.25 (0.01) 0.05 (0.01)
L4 0.03 (0.00) 0.03 (0.01) 0.03 (0.00) 0.05 (0.02) 0.55 (0.02) 0.27 (0.04)
L5 0.19 (0.01) 0.18 (0.01) 0.19 (0.01) 0.24 (0.01) 0.88 (0.07) 1.27 (0.11)
p=50 L1 0.02 (0.00) 0.03 (0.02) 0.03 (0.00) 0.03 (0.00) 0.81 (0.02) 0.15 (0.01)
L2 0.02 (0.00) 0.02 (0.01) 0.02 (0.00) 0.02 (0.00) 0.79 (0.02) 0.02 (0.00)
L3 0.11 (0.00) 0.11 (0.01) 0.11 (0.00) 0.11 (0.01) 0.67 (0.01) 0.12 (0.01)
L4 0.05 (0.00) 0.05 (0.01) 0.05 (0.01) 0.07 (0.00) 1.71 (0.03) 0.43 (0.05)
L5 0.29 (0.01) 0.29 (0.03) 0.30 (0.01) 0.35 (0.01) 2.02 (0.07) 1.83 (0.11)
p=100 L1 0.05 (0.01) 0.05 (0.01) 0.05 (0.01) 0.06 (0.00) 1.61 (0.03) 0.21 (0.01)
L2 0.05 (0.01) 0.05 (0.00) 0.05 (0.01) 0.05 (0.01) 1.27 (0.02) 0.04 (0.00)
L3 0.23 (0.00) 0.26 (0.01) 0.26 (0.00) 0.26 (0.01) 1.41 (0.01) 0.23 (0.01)
L4 0.10 (0.00) 0.11 (0.00) 0.11 (0.00) 0.13 (0.01) 2.83 (0.03) 0.65 (0.05)
L5 0.61 (0.01) 0.6 (0.01) 0.61 (0.00) 0.67 (0.01) 4.13 (0.09) 2.68 (0.10)
p=150 L1 0.06 (0.00) 0.07 (0.01) 0.07 (0.00) 0.07 (0.00) 3.46 (0.09) 0.26 (0.01)
L2 0.06 (0.00) 0.06 (0.01) 0.07 (0.01) 0.07 (0.00) 2.30 (0.02) 0.06 (0.00)
L3 0.39 (0.00) 0.39 (0.01) 0.39 (0.03) 0.39 (0.01) 2.57 (0.01) 0.39 (0.01)
L4 0.15 (0.01) 0.14 (0.00) 0.15 (0.00) 0.17 (0.01) 5.37 (0.02) 0.80 (0.06)
L5 0.88 (0.01) 0.87 (0.01) 0.88 (0.01) 0.94 (0.00) 7.69 (0.12) 3.30 (0.15)
p=200 L1 0.10 (0.00) 0.12 (0.00) 0.12 (0.01) 0.11 (0.00) 5.16 (0.12) 0.29 (0.01)
L2 0.10 (0.00) 0.10 (0.00) 0.11 (0.00) 0.11 (0.00) 3.06 (0.02) 0.12 (0.01)
L3 0.62 (0.00) 0.62 (0.01) 0.63 (0.00) 0.63 (0.00) 3.73 (0.01) 0.62 (0.02)
L4 0.23 (0.00) 0.23 (0.00) 0.23 (0.00) 0.26 (0.01) 7.38 (0.04) 0.86 (0.04)
L5 1.39 (0.01) 1.36 (0.01) 1.37 (0.00) 1.45 (0.01) 10.75 (0.08) 3.79 (0.10)
Table 3: The loss averages and standard errors (in parenthesis) of estimates when Ω0 has
3% sparsity.
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DAGW.BIC DAGW MLE BAYES MCD.BIC PC-DAG
p=30 L1 0.06 (0.01) 0.20 (0.01) 0.16 (0.02) 0.08 (0.01) 0.21 (0.03) 0.13 (0.01)
L2 0.34 (0.01) 0.32 (0.02) 0.34 (0.04) 0.33 (0.01) 0.50 (0.02) 0.32 (0.01)
L3 0.72 (0.01) 0.69 (0.02) 0.71 (0.06) 0.70 (0.01) 0.86 (0.02) 0.70 (0.02)
L4 0.71 (0.02) 0.68 (0.03) 0.85 (0.08) 0.74 (0.03) 1.04 (0.04) 0.81 (0.03)
L5 1.54 (0.02) 1.52 (0.03) 1.78 (0.12) 1.66 (0.06) 2.19 (0.04) 2.17 (0.05)
p=50 L1 0.01 (0.00) 0.04 (0.00) 0.04 (0.00) 0.02 (0.00) 0.03 (0.00) 0.25 (0.01)
L2 0.05 (0.00) 0.06 (0.00) 0.05 (0.00) 0.05 (0.00) 0.06 (0.00) 0.05 (0.00)
L3 0.11 (0.00) 0.11 (0.00) 0.11 (0.00) 0.11 (0.00) 0.11 (0.00) 0.11 (0.00)
L4 0.12 (0.00) 0.12 (0.00) 0.12 (0.00) 0.15 (0.01) 0.16 (0.01) 0.90 (0.05)
L5 0.30 (0.00) 0.31 (0.01) 0.44 (0.02) 0.38 (0.02) 0.87 (0.10) 2.89 (0.10)
p=100 L1 0.02 (0.00) 0.07 (0.00) 0.07 (0.00) 0.04 (0.00) 0.04 (0.01) 0.18 (0.01)
L2 0.11 (0.00) 0.11 (0.00) 0.09 (0.01) 0.10 (0.00) 0.12 (0.00) 0.10 (0.00)
L3 0.22 (0.00) 0.22 (0.00) 0.23 (0.01) 0.22 (0.00) 0.23 (0.00) 0.24 (0.00)
L4 0.23 (0.00) 0.23 (0.01) 0.23 (0.02) 0.26 (0.01) 0.28 (0.01) 0.70 (0.03)
L5 0.53 (0.01) 0.55 (0.01) 0.71 (0.04) 0.63 (0.02) 0.94 (0.09) 2.29 (0.07)
p=150 L1 0.02 (0.00) 0.05 (0.00) 0.05 (0.00) 0.03 (0.00) 0.03 (0.01) 0.21 (0.01)
L2 0.07 (0.00) 0.07 (0.00) 0.07 (0.00) 0.07 (0.00) 0.08 (0.00) 0.07 (0.00)
L3 0.14 (0.00) 0.15 (0.00) 0.14 (0.00) 0.15 (0.00) 0.15 (0.00) 0.14 (0.00)
L4 0.16 (0.00) 0.16 (0.00) 0.16 (0.01) 0.18 (0.01) 0.20 (0.01) 0.77 (0.03)
L5 0.38 (0.01) 0.39 (0.01) 0.57 (0.02) 0.46 (0.02) 0.88 (0.09) 2.56 (0.08)
p=200 L1 0.01 (0.00) 0.04 (0.00) 0.04 (0.00) 0.02 (0.00) 0.03 (0.00) 0.25 (0.01)
L2 0.05 (0.00) 0.06 (0.00) 0.05 (0.00) 0.05 (0.00) 0.06 (0.00) 0.05 (0.00)
L3 0.11 (0.00) 0.11 (0.00) 0.11 (0.00) 0.11 (0.00) 0.11 (0.00) 0.11 (0.00)
L4 0.12 (0.00) 0.12 (0.00) 0.12 (0.00) 0.15 (0.01) 0.16 (0.01) 0.90 (0.05)
L5 0.30 (0.00) 0.31 (0.01) 0.44 (0.02) 0.38 (0.02) 0.87 (0.10) 2.89 (0.10)
Table 4: The loss averages and standard errors (in parenthesis) of estimates when Ω0 has a
compound structure.
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DAGW.BIC DAGW MLE BAYES MCD.BIC PC-DAG
p=30 L1 0.08 (0.00) 0.21 (0.01) 0.24 (0.01) 0.10 (0.00) 0.23 (0.03) 0.14 (0.01)
L2 0.33 (0.01) 0.3 (0.02) 0.38 (0.00) 0.37 (0.00) 0.50 (0.02) 0.30 (0.01)
L3 0.69 (0.01) 0.65 (0.02) 0.75 (0.00) 0.75 (0.00) 0.85 (0.02) 0.67 (0.02)
L4 0.67 (0.02) 0.66 (0.03) 0.81 (0.01) 0.83 (0.00) 1.04 (0.04) 0.83 (0.05)
L5 1.52 (0.04) 1.51 (0.05) 1.65 (0.01) 1.71 (0.01) 2.22 (0.08) 2.38 (0.15)
p=50 L1 0.05 (0.00) 0.13 (0.00) 0.14 (0.00) 0.04 (0.00) 0.10 (0.02) 0.17 (0.01)
L2 0.20 (0.01) 0.18 (0.01) 0.22 (0.00) 0.22 (0.00) 0.27 (0.01) 0.19 (0.01)
L3 0.42 (0.01) 0.39 (0.02) 0.45 (0.00) 0.45 (0.00) 0.49 (0.01) 0.41 (0.01)
L4 0.42 (0.02) 0.41 (0.02) 0.48 (0.00) 0.50 (0.00) 0.58 (0.02) 0.75 (0.05)
L5 0.98 (0.03) 0.98 (0.04) 1.01 (0.01) 1.07 (0.01) 1.49 (0.09) 2.39 (0.12)
p=100 L1 0.03 (0.00) 0.07 (0.00) 0.07 (0.00) 0.05 (0.00) 0.05 (0.01) 0.23 (0.01)
L2 0.10 (0.00) 0.10 (0.00) 0.11 (0.00) 0.11 (0.00) 0.12 (0.00) 0.10 (0.00)
L3 0.21 (0.00) 0.20 (0.01) 0.22 (0.00) 0.22 (0.00) 0.24 (0.00) 0.21 (0.00)
L4 0.22 (0.01) 0.22 (0.01) 0.24 (0.00) 0.26 (0.00) 0.29 (0.02) 0.85 (0.06)
L5 0.54 (0.02) 0.56 (0.02) 0.57 (0.01) 0.59 (0.01) 1.03 (0.11) 2.89 (0.12)
p=150 L1 0.02 (0.00) 0.05 (0.00) 0.05 (0.00) 0.02 (0.00) 0.04 (0.00) 0.26 (0.01)
L2 0.07 (0.00) 0.06 (0.00) 0.08 (0.00) 0.08 (0.00) 0.08 (0.00) 0.07 (0.00)
L3 0.14 (0.00) 0.14 (0.00) 0.15 (0.00) 0.15 (0.00) 0.15 (0.00) 0.14 (0.00)
L4 0.15 (0.01) 0.15 (0.01) 0.16 (0.00) 0.18 (0.00) 0.21 (0.01) 0.98 (0.04)
L5 0.39 (0.01) 0.40 (0.02) 0.38 (0.00) 0.43 (0.01) 0.92 (0.12) 3.34 (0.09)
p=200 L1 0.01 (0.00) 0.04 (0.00) 0.04 (0.00) 0.02 (0.00) 0.03 (0.00) 0.30 (0.01)
L2 0.05 (0.00) 0.05 (0.00) 0.06 (0.00) 0.06 (0.00) 0.06 (0.00) 0.05 (0.00)
L3 0.11 (0.00) 0.11 (0.00) 0.11 (0.00) 0.11 (0.00) 0.11 (0.00) 0.11 (0.00)
L4 0.12 (0.00) 0.12 (0.00) 0.12 (0.00) 0.14 (0.00) 0.17 (0.01) 1.14 (0.07)
L5 0.32 (0.00) 0.33 (0.00) 0.33 (0.00) 0.35 (0.01) 0.99 (0.06) 3.72 (0.14)
Table 5: The loss averages and standard errors (in parenthesis) of estimates when Ω0 has a
permuted compound structure.
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and Ghosal, 2014, Xiang et al., 2015, Banerjee and Ghosal, 2015]. Cao et al. [2019] relax
this assumption by allowing the lower and upper bounds on the eigenvalues to depend on p
and n.
Assumption 2. d2n
√
log pn
n
→ 0, as n→∞.
This assumption essentially states that the number of variables pn has to grow slower than
en/d
4+2k
n (and also en/(logn)
2+k
). Again, similar assumptions are common in high dimensional
covariance asymptotics, see for example Bickel and Levina [2008a], Xiang et al. [2015], Baner-
jee and Ghosal [2014, 2015].
Assumption 3. For every n ≥ 1, the hyperparameters for the DAG-Wishart prior piΘDnUn,α(Dn)
in (3) satisfy (i) 2 < αi(Dn) − νi(Dn) < c for every Dn and 1 ≤ i ≤ pn, and (ii) 0 < δ1 ≤
eig1(Un) ≤ eigpn(Un) ≤ δ2 <∞. Here c, δ1, δ2 are constants not depending on n.
This assumption provides mild restrictions on the hyperparameters for the DAG-Wishart
distribution. The assumption 2 < αi(D)−νi(D) establishes prior propriety. The assumption
αi(D)−νi(D) < c implies that the shape parameter αi(D) can only differ from νi(D) (number
of parents of i in D) by a constant which does not vary with n. Additionally, the eigenvalues
of the scale matrix Un are assumed to be uniformly bounded in n.
Let ||A||(2,2) = {eigp(ATA)} 12 , ||A||F = {tr(AAT )} 12 represent the 2-norm and Frobenius
norm respectively for any p × p matrix A, and Π(· | Y ) denote the probability measure
corresponding to the posterior distribution. Let P¯ and E¯ respectively denote the proba-
bility measure and expected value corresponding to the “true” Gaussian DAG model. For
sequences an and bn, an ∼ bn means anbn → c for some constant c > 0. We now present our
two results on the posterior convergence rates for both the precision matrix and the Cholesky
factors under a given permutation and multiple ensemble estimates in Theorem 5.1 and 5.2,
similar to that in [Cao, Khare, and Ghosh, 2019].
Theorem 5.1. Let Ωσ = LσD
−1
σ L
T
σ be the posterior under the DAG-Wishart distribution
with respect to a variable order σ. Under Assumption 1-3 above, for a large enough constant
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K(not depending on n), the posterior distributions for Ωσ, Lσ and Dσ satisfies:
E¯
[
Π
{
||Ωσ − Ω0σ ||(2,2) ≥ Kd2
√
log p
n
|Y
}]
→ 0,
E¯
[
Π
{
||Lσ − L0σ||(2,2) ≥ Kd2
√
log p
n
|Y
}]
→ 0,
and
E¯
[
Π
{
||D−1σ −D0σ−1||(2,2) ≥ Kd2
√
log p
n
|Y
}]
→0,
as n→∞.
Note that Theorem 5.1 provides the convergence rate for the posteriors under a given per-
mutation. In order to establish the consistency results for our ensemble estimate that incor-
porates the information from multiple permutations, we present the following result.
Theorem 5.2. Under Assumption 1-3, if we further assume the hard thresholding parameter
adopted in Step 5 in Algorithm 3 τb satisfies τb ∼
√
log p
nM
, then the final estimate Ωˇτb satisfies
E¯
[
Π
{
||Ωˇτb − Ω0||F ≥ Kd2
√
p2 log p
nM
|Y
}]
→ 0,
where M is the number of permutations generated for obtaining the ensemble estimate.
Theorem 5.1 and 5.2 immediately follows by noting ||A||F ≤ √p||A||(2,2) for any p × p
nonsingular matrix.
6 Discussion
In this paper, we propose a novel permutation-based Bayesian approach for estimating the
inverse covariance matrix under DAG-Wishart distributions. For each permutation, we first
estimate the true underlying DAG using graph selection procedures proposed by Cao, Khare,
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and Ghosh [2019]. Then based on each estimated DAG, we obtain the MAP estimate for
the Cholesky factor under DAG-Wishart distribution. The final estimate is constructed by
taking average over all the estimates from permutations. Further thresholding procedures
can be implemented to promote sparsity. It is worthwhile to point out that the proposed
estimator does not require the ordering of variables to be known and therefore, could serve
as a more flexible, yet precise estimate for the inverse covariance matrix, as indicated by the
simulation studies.
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Figure 1: Heatmap comparison of estimates when p = 30
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Figure 2: Heatmap comparison of estimates when p = 50
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Figure 3: Heatmap comparison of estimates when p = 100
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