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Abstract
This thesis discusses spin-transfer torques in MgO-based magnetic tunnel junctions.
The voltage-field switching phase diagrams have been experimentally determined for
in-plane CoFeB/MgO/CoFeB magnetic tunnel junctions. In order to limit the effect of
thermal activation, experiments have been carried out using nanosecond voltage pulses,
as well as at low-temperature (4.2 K).
The bias-dependence of the two spin-torque terms (Slonczewski-like and field-like)
has been determined from thermally-excited ferromagnetic resonance measurements,
yielding values which are in good agreement with previous reports. Additionally, ma-
terial parameters such as the effective magnetisation and the damping factor have also
been extracted.
Using these values as input, the switching voltages as function of the applied mag-
netic field have been calculated numerically and analytically by solving the modified
Landau-Lifshitz-Gilbert equation. Unlike previous studies, the field-like spin-torque
has also been included. Moreover, different configurations have been considered for
the magnetic anisotropy directions of the reference and free layer, respectively.
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Kurzzusammenfassung
Diese Arbeit befasst sich mit Spin-Transfer-Torque-Effekten in MgO-basierten mag-
netischen Tunnelstrukturen. Die Phasendiagramme als Funktion von Spannung und
Magnetfeld von CoFeB/MgO/CoFeB-Tunnelstrukturen mit Magnetisierung in der Ebe-
ne wurden experimentell bestimmt. Um thermische Anregungseffekte zu limitieren,
wurden die Experimente einerseits mit nanosekundenlangen Spannungspulsen und an-
dererseits bei niedrigen Temperaturen (4.2 K) durchgeführt.
Die Spannungsabhängigkeit der beiden Spin-Torque-Parameter (in-plane und senk-
rechter Spin-Transfer-Torque) wurde aus Messungen der thermisch angeregten ferro-
magnetischen Resonanz bestimmt, wobei sich Werte ergaben, die gut mit vorangegan-
genen Untersuchungen übereinstimmen. Zusätzlich wurden Werte für Materialparam-
eter wie die effektive Magnetisierung und den Dämpfungsparameter gewonnen.
Unter Verwendung der erhaltenen Werte wurden die Schaltspannungen als Funk-
tion des angelegten Magnetfeldes analytisch und numerisch berechnet, indem die er-
weiterte Landau-Lifshitz-Gilbert-Gleichung gelöst wurde. Im Gegensatz zu vorange-
gangenen Untersuchungen wurde der senkrechte Spin-Transfer-Torque dabei mit ein-
bezogen. Darüber hinaus wurden verschiedene Konfigurationen für die Richtung der
magnetischen Anisotropie der freien und fixierten Schicht berücksichtigt.
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Introduction
A spin-polarised current flowing through a ferromagnetic layer transfers angular mo-
mentum to the local magnetisation. This can be expressed in terms of a pseudo-torque
(known as spin-transfer torque, STT) [1, 2], which allows for the manipulation of mag-
netic moments even in the absence of external magnetic fields. Specifically, two types
of effects can be induced: magnetisation reversal and steady state precession.
A number of possible applications have been suggested, exploiting STT effects. Ex-
amples are frequency-tunable current-driven microwave oscillators for mobile telecom-
munications (based on STT-driven precession) or magnetic random access memory
(MRAM) cells (using STT-induced switching as writing scheme). The STT-MRAM
has the potential to serve as a ’universal’ memory combining advantages such as non-
volatility, unlimited endurance, high speed, high density and error-free addressing. The
main challenge for STT-MRAM cells nowadays is to achieve sufficiently low write
currents to be transistor-compatible, while maintaining good thermal stability. The first
commercial STT-MRAM based on Fe/MgO/Fe-type magnetic tunnel junctions (MTJs)
was produced in November 2012 by Everspin Technologies and is currently being
tested by selected costumers. However, the estimated cost for a 1 GB unit remains
about 50 times higher than that for a conventional NAND-Flash memory [3].
A spin-polarised current applied through an MgO-based MTJ induces an STT which
consists of two components: the in-plane ’damping-like’ and the perpendicular ’field-
like’. Unlike in metallic structures, where the perpendicular STT is usually negligible,
it has been demonstrated that in MgO-MTJs it can reach up to 30 % of the in-plane
torque [4, 5] and therefore needs to be considered. The magnitude of the two spin-
transfer torque components and their voltage dependence are predicted to depend on
the symmetry of the structure, as well as the layer thicknesses, the magnitude of the
exchange splitting and the interfacial microstructure [6, 7]. Given its direct impact on
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the switching current for STT-MRAM, this topic is currently widely discussed in the
literature, with various groups reporting partially conflicting results.
For the design of industrially-competitive MRAM devices, the switching mecha-
nism needs to be understood and reliably controlled. Although this has previously
been achieved in metallic devices, it has been reported that MgO-based MTJs exhibit
a behaviour referred to as ’back-hopping’, whereby reliable reversal is achieved at the
critical voltage, but higher voltages induce telegraph-noise-like behaviour. As MRAM
devices are typically operated in ’overdrive’ (voltages above the threshold for switch-
ing) in order to compensate for sample-to-sample variation, back-hopping has a direct
impact on writing reliability. Back-hopping is typically attributed to thermally activated
magnetisation reversal [8, 9, 10, 11]. Here, we address this issue from a different per-
spective. Specifically, we analyse the impact of the perpendicular STT on the switching
and the switching reliability.
Chapter 2 starts with the theoretical background of magnetoresistance (MR) and
STT. The equation of motion for the magnetisation (known as the Landau-Lifshitz-
Gilbert (LLG) equation) is introduced and a brief overview about the literature con-
cerning STT effects in MgO-MTJs is presented. Two applications of the MR and STT
are presented: the read heads for hard disk drives and the STT-MRAM, respectively.
Chapter 3 describes the samples used and the experimental setup which was specif-
ically developed in order to investigate STT-induced effects. The techniques employed
during this PhD are presented: field- and voltage-driven magnetisation reversal and
thermally-excited ferromagnetic resonance (TE-FMR). Both DC and high frequency
(nanosecond pulse and real-time switching) experiments are described.
In chapter 4, the experimental results, as well as the calculations for determining
the switching voltages are discussed. Specifically, we solve (analytically and numeri-
cally) the extended LLG equation, in order to obtain the voltage-field switching phase
diagrams for MgO-based MTJs with different geometries. We demonstrate that for in-
plane MTJs, the perpendicular STT can lead to back-hopping and its bias-dependence
can in principle be directly extracted from the curvature of a specific critical line of
the phase diagram. While the calculations were carried out at 0 K, in practice, both
switching by field and by current are (at least partially) thermally activated. For better
comparison with theory, switching experiments have been conducted with nanosecond
voltage pulses as well as at low temperature (4.2 K). Moreover, the real-time switching
behaviour was analysed with single-shot oscilloscope traces on the reflected pulses. The
bias-dependence of the two STT terms was determined from bias-dependent thermally-
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excited ferromagnetic resonance (TE-FMR) experiments and is presented as the last
part of chapter 4.
Finally, chapter 5 summarises the results and proposes a series of further measure-
ments as an outlook.
3
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Fundamentals
This chapter will give an introduction into the background of magnetotransport phe-
nomena and their applications in so far that they are relevant for this work.
The relative orientation of the magnetisation of two magnetic layers with a non-
magnetic spacer layer can influence the electric current flow through the layers, which
is referred to as magnetoresistance. Both the giant magnetoresistance (GMR) in metal-
lic structures and the tunnel magnetoresistance (TMR) in magnetic tunnel junctions
(MTJs) effects will be introduced.
Then the inverse phenomenon, the so-called spin-transfer torque (STT), in which a
current flow influences the magnetisation direction by a transfer of angular momentum,
is explained in a simple physical picture. It is emphasised that the STT consists of two
components, namely the in-plane and the perpendicular STT, which both have to be
taken into account for the case of magnetic tunnel junctions investigated in this work.
The equation that describes the motion of the magnetisation in a magnetic field, the
Landau-Lifshitz-Gilbert equation (LLG) is introduced in section 2.3. Its modification
including the STT is discussed.
Two important applications of the magnetoresistance and STT effect are the read
head in magnetic storage devices and magnetic access random memory (MRAM).
They will be presented before STT-induced phenomena in magnetic tunnel junctions
are discussed in more detail. These include the current-induced magnetisation switch-
ing (CIMS) and current-induced precession of the magnetisation.
The background of the research on two phenomena that have been widely debated
on is summarised in the last two subsections of this chapter: the bias-dependence of the
STT and the perturbing ’back-hopping’ effect, which is highly relevant for an indus-
trial application of MTJs as MRAM elements. Both effects are the core of the studies
presented in the next chapters.
5
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2.1 Magnetoresistance
Magnetoresistance (MR) is the change of resistance of a conductor by an applied mag-
netic field [12]. In magnetic materials, the spin polarisation of the electrons results in
large (up to several 100 %) MR effects. In this section, the giant magnetoresistance and
the tunnel magnetoresistance effect will be briefly explained.
2.1.1 Giant magnetoresistance
The giant magnetoresistance (GMR) effect is an interface effect due to spin-dependent
scattering observed in ferromagnetic multilayers [13]. The conductivity of the stack
depends on the relative magnetisation direction of the layer. In the following a sys-
tem with two ferromagnetic layers and a non-magnetic layer in between is discussed.
Here, a change in the relative angle between the magnetisations of the two ferromag-
netic layers changes the total resistance of the structure. In general, the effect has
been investigated in two different geometries, the current-in-plane (CIP) and current-
perpendicular-to-plane (CPP) geometry. Since all measurements in this thesis are per-
formed in the latter geometry, this chapter will focus on the CPP-GMR.
The so-called ’two current-model’ of Mott [14] explains the GMR effect in a phe-
nomenological picture. This phenomenon is caused by a difference in the conductivity
for the two currents from majority and minority electrons. Majority (minority) relates
to the direction of the projection of their spin being antiparallel (parallel) to the lo-
cal magnetisation, whereas their magnetic moment is parallel (antiparallel). The terms
’spin-up’ and ’spin-down’ are defined in relation to a fixed quantisation axis (typically
the magnetisation direction of the ferromagnet).
The main contribution to the current in a ferromagnetic transition metal are the
electrons from the s subband, whereas the specific resistivity is mainly caused by scat-
tering of these electrons into free states in the d subbands at an energy close to the
Fermi level [15]. When neglecting spin-flip events, which is justified if the barrier is
thin enough, the two currents from majority and minority electrons can be treated inde-
pendently and the conductivities for the two channels can be summed up in a parallel
circuit.
In a ferromagnetic material, electrons with opposite spin form different electronic
bandstructures due to the exchange splitting. For the example shown in figure 2.1,
the d-subband of the majority electrons is reduced in energy with respect to the Fermi
6
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s
d
Figure 2.1: Schematic of the spin-dependent density of states in a ferromagnet. The
exchange splitting of the localised d-electrons leads to a different density of states at
the Fermi level. Therefore the s-d scattering is much smaller for majority than minority
electrons and the conductivities of the two currents are different.
energy, so that it is almost completely filled and its density of states (DOS) at the Fermi
level is much smaller than that of the minority electrons. Therefore, for this example,
less scattering can take place in the case of majority electrons resulting in a higher
conductivity for this spin channel. (In general, it can also be opposite, so that the
minority carriers are conducting better than the majority carriers.)
We can now investigate the GMR effect for a symmetric spin-valve (where both
ferromagnetic layers are similar) for the two cases of the magnetisations of the two fer-
romagnetic layers being parallel (P) and antiparallel (AP) (figure 2.2). For a symmetric
structure, if R1 and R2 are the resistances for the majority and minority spins in each
magnet, the total resistance in the P and AP state is given by
RP =
2R1R2
R1 +R2
(2.1)
RAP =
1
2
(R1 +R2) . (2.2)
From this it can be found that
RAP = RP +
(R1 −R2)2
2(R1 +R2)
. (2.3)
Now it is easily visible that the resistance in the AP state is larger than in the P state.
7
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Figure 2.2: Phenomenological picture for the two-current model of the CPP GMR ef-
fect. The two magnetic layers are in (a) parallel and (b) antiparallel alignment. The
scattering at the interfaces is spin-dependent: It is low if the magnetic moment is paral-
lel to the magnetisation direction (resulting in resistance R1) and large for the opposite
case (R2). The total resistance for crossing all three layers can be calculated from the
circuit below.
This is a direct result from the fact that the investigated structure is symmetric; addi-
tionally it is independent from R1 or R2 being lower. The GMR ratio is defined as
GMR =
(RAP −RP )
RP
. (2.4)
It should be noted that for asymmetric spin-valves and certain material combinations
the GMR can be negative (RAP < RP ). This happens if the conductivity for minority
spins is larger than for majority spins in one of the two ferromagnets.
2.1.2 Tunnel magnetoresistance
The tunnel magnetoresistance (TMR) effect can be observed in magnetic tunnel junc-
tions (MTJs) consisting of two ferromagnetic layers separated by an insulating spacer
layer. The conduction is due to quantum mechanical tunneling and the origin of the
TMR effect is the spin-dependence of the tunneling. As in the GMR, the resistance
measured via applying a current perpendicular to the layer stack depends on the rela-
tive angle between the magnetisation directions of the two ferromagnetic layers. The
TMR ratio is defined in the same way as the GMR (eq. (2.4)).
8
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The first TMR measurement was realised by Jullière in 1975, who determined the
conductance change in Fe-Ge-Co samples for parallel and antiparallel configurations at
low temperatures (4.2 K) [16]. Measuring the TMR at room temperatures was achieved
in the 1990s by Yaoi et al. [17] and Moodera et al. [18] using amorphous Al2O3 barriers
and reaching TMR values around 1-10 %.
In 2004, a change in the barrier material finally led to a drastic increase in the TMR
values: Two groups, Yuasa et al. (180 % [19]) and Parkin et al. (220 % [20]) managed
the fabrication process of epitaxially grown Fe/MgO/Fe MTJs. The highest TMR value
for such a kind of structure up to date is 604 % at room temperature (Ikeda et al. in
2008 [21]).
2.1.2.1 The Jullière model of TMR
To explain the TMR effect, Jullière proposed a model [16] which relates the conduc-
tance to the density of states. Since the DOS is spin-dependent in a ferromagnetic
material, the number of states that are actively involved in the transport process, i.e.
states at or close to the Fermi level, differ. This is exemplarily shown in figure 2.3.
Assuming that during the tunneling process the spin of the electrons does not flip, the
(b) Antiparallel state
E
EF
DOS
Left FM layer
(a) Parallel state
Right FM layer Left FM layer Right FM layer
Figure 2.3: DOS depending on the energy for the Jullière model of the TMR effect for
(a) parallel and (b) antiparallel alignment of the magnetisation of the two ferromagnetic
layers. The current flowing in the two subchannels is indicated by arrows. Due to the
large DOS in both layers the total current is largest for the case of parallel alignment.
tunneling probability for the majority and minority electrons is not equal [15]. For the
case of parallel configuration, the majority electrons tunnel to majority electron states
and the minority electrons into minority states. For antiparallel configuration, the tun-
9
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neling occurs from majority to minority states and vice versa. Since the tunneling rate
is proportional to the DOS of the start and end states, the resistances are different for
the P and AP case. In the AP case, the two channel currents can be described by two
equal resistances while in the P case a very small and a very large resistance are in
parallel. Therefore, the total resistance is smallest in the parallel case.
In order to derive a formula for the TMR, the current can be related to the product
of the DOS n of the two sides:
Itotal = I↑ + I↓ , (2.5)
IP ∝ nL↑nR↑ + nL↓nR↓ , (2.6)
IAP ∝ nL↑nR↓ + nL↓nR↑ , (2.7)
where L and R stand for the two ferromagnetic layers, ↑ and ↓ for the majority and
minority spin channels, respectively. The TMR is therefore given by
TMR =
RAP −RP
RP
=
GP −GAP
GAP
=
nL↑nR↑ + nL↓nR↓ − (nL↑nR↓ + nL↓nR↑)
nL↑nR↓ + nL↓nR↑
(2.8)
TMR =
(nL↑ − nL↓)(nR↑ − nR↓)
nL↑nR↓ + nL↓nR↑
=
2PLPR
1− PLPR
(2.9)
and the two polarisations are defined as PL =
nL↑−nL↓
nL↑+nL↓
and PR =
nR↑−nR↓
nR↑+nR↓
. As can be
seen from eq. (2.9), the maximum TMR will be expected if the polarisation is 100 %,
which is the case for example for Heusler alloys [12].
In a symmetric junction (PL = PR), the polarisation can therefore be calculated
from the two resistance levels in the P and AP state in the limit of zero voltage by using
the following formula [7]:
P =
√(
RAP −RP
RAP +RP
)
. (2.10)
2.1.2.2 Fe/MgO(100)/Fe magnetic tunnel junctions
In contrast to tunnel barriers consisting of amorphous Al2O3, an MgO barrier can be
grown epitaxially on Fe since the lattice mismatch is small. The fabrication of these
barriers is very demanding. They are typically realised by a deposition of MgO on
amorphous CoFeB with an additional annealing of the structure above 300 ◦C leading
to a crystallisation of CoFeB in the (001) orientation [20]. In 2001, already before
10
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the first experimental fabrication, two groups, Butler et al. [22] and Mathon et al. [23]
independently predicted a very high TMR from calculations of the electronic structure
for Fe/MgO/Fe tunnel junctions due to coherent tunneling.
At interfaces and in thin tunnel barriers, the so-called ’complex bandstructure’ has
to be taken into account [12]. That means that there exist states in the thin MgO barrier
with a complex wave vector, i.e. an evanescent or exponentially decaying state in the
bandgap of a material. The state with the slowest decay rate is the so-called ∆1 state
[22]. Its wave function is symmetric with respect to the barrier-normal axis. In coherent
tunneling, only conduction electrons with symmetric wave functions are connected to
the electronic states in the barrier region [19]. Due to these symmetry restrictions, only
the ∆1 state in Fe can couple to the decaying state in the MgO. This is possible around
the Fermi energy EF in the case of majority electrons, but not until E = EF + 2 eV
for minority electrons due to the exchange splitting in the Fe [12], resulting in the
huge difference in transmission for the P and AP alignment of the two ferromagnetic
electrodes.
The tunneling densities of states (the DOS of corresponding Bloch states on both
sides of the interface) for the P and AP alignment were calculated by Butler et al. [22]
and the results are shown in figure 2.4. In the P state the main difference is the absence
of the ∆1 band for the minority carriers in the Fe. Therefore, the tunneling is dominated
by the ∆1 majority spin channel, which couples efficiently with a slowly decaying state
in the MgO barrier resulting in a good conductivity.
In the AP state, the majority ∆1 states on the one side do not find corresponding
states at the other side of the barrier since there, the electrons suddenly are minority
carriers (lower left panel of figure 2.4). This is visible in the decay of the ∆1 channel
in the Fe, resulting in a total reflection of the electrons. Therefore the tunneling is
dominated by the ∆5 channel, which has a constant, large enough number of minority
states in the Fe to couple to but decays rather quickly in the MgO barrier. The ∆2′
state decays extremely fast and does not contribute to the conduction. A similar total
reflection due to decaying Fe states occurs for the ∆2 band minority carriers entering
from the left after passing the MgO barrier (lower right panel of figure 2.4). Overall,
this results in a much higher resistance for the AP compared to the P state.
11
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Figure 22. Tunnelling DOS for k‖ = 0 for Fe(100)|8MgO|Fe(100). The four panels show the
TDOS for majority (upper left), minority (upper right), and anti-parallel alignment of the moments
in the two electrodes (lower panels). Additional Fe layers are included in the lower panels to show
the TDOS variation in the Fe. Each curve is labelled by the symmetry of the incident Bloch state
in the left Fe electrode.
of convergence in the plane wave basis for the Fe|ZnSe|Fe calculation, which needed a larger
two-dimensional unit cell than the other calculations, and was at the limit of the numerical
capability of the layer-KKR code. Therefore we believe that the actual decay rate of the 	2′
bands in figure 21 should be much faster, although this should have little effect on the total
tunnelling conductance and the TMR. The doubly degenerate	5 band couples to a pd decaying
state in the barrier and as a consequence decays more rapidly. Similar arguments apply to the
minority spin channel, and the much smaller tunnelling conductance is a direct result of the
absence of the 	1 band at the Fermi energy.
The absence of the 	1 band in the minority spin channel is also the reason that the
maximum conductance for anti-parallel alignment does not occur exactly at k‖ = 0, as
illustrated from the bottom panels of figures 21 and 22 which show the TDOS for anti-parallel
alignment at k‖ = 0. On the left-hand side of the barrier the majority band	1 electrons readily
enter the barrier where they decay slowly with distance as discussed in section 6.1. On the
right-hand side of the barrier, however, these states continue to decay within the minority spin
channel of bulk Fe, resulting in the total reflection of the 	1 Bloch state. Consequently the
tunnelling conductance is dominated by the 	5 electrons which decay relatively rapidly in
the barrier, but are able to enter the minority spin channel of bulk Fe relatively easily because
there are states to receive them. The 	2′ electrons decay extremely rapidly as discussed for
the cases of majority and minority conductance. A similar total reflection also occurs to the
minority	2 state incident from the left, as shown in the lower right panel of figure 22.
Figure 2.4: Tunneling density of states at normal incidence (~k‖ = 0) for
Fe(100)/MgO/Fe(100), taken fr m [24]. The two uppe panels show the DOS for P
alignment (left for majority electrons, right for minority electrons), while the lower
panels show the AP alignment DOS. The curve labelling refers to the symmetry of the
incident Bloch state at the left Fe electrode.
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2.2 Spin-transfer torque effect
A spin polarised current flowing through a ferromagnetic layer will exert a torque on
its magnetisation. The so-called spin-transfer torque effect (STT) was theoretically
predicted independently by Slonczewski [1] and Berger [2] in 1996.
To achieve the high current density needed for a sufficiently high spin-transfer
torque (>107 A/cm2 [12]), the lateral size of the devices needs to be constricted. There-
fore the samples either use a point-contact on an extended multilayer substrate or they
are shaped into nanopillars with lateral cross sections smaller than about 250 nm, so
that the STT is larger than the Oersted field induced by the current [25]. The first
experimental observation of spin-transfer torque-induced magnetisation switching of
the magnetisation was achieved by Myers et al. in 1999 for a Co/Cu/Co point contact
geometry [26] and by Katine et al. in 2000 for Co/Cu/Co nanopillars [27]. Follow-
ing shortly after in 2003, Kiselev et al. reported the first STT-induced magnetisation
dynamics in Co/Cu/Co nanopillars [28].
2.2.1 Physical picture of the STT
For a physical picture of the STT, we consider two ferromagnetic layers (FM 1 and
FM 2, see figure 2.5) with a thin non-magnetic spacer layer in between. The spacer
layer thickness is below its spin-diffusion length so that the spin polarisation is pre-
served. The coercivity of one of the two layers (referred to as the ’fixed’ or ’reference’
layer) is significantly larger than that of the other (referred to as the ’free’ layer), where
a switching of the magnetisation can be achieved at comparatively low external mag-
netic fields. This can be realised by, e.g.
• using different materials for each of the two layers,
• using the same material but different thicknesses of the layers,
• coupling the fixed layer to another ferromagnetic layer (building a so-called syn-
thetic antiferromagnet (SAF)) and by
• exchange coupling the fixed layer to an antiferromagnet.
In state-of-the-art devices, typically the last two methods are combined leading to re-
duced stray fields near the free layer and a magnetically stable fixed layer in the required
field, temperature and current ranges. Additionally, for an application as a memory ele-
ment, the two magnetic configurations should be stable at zero external magnetic field.
13
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The nanopillar shape is often preferred since it requires less current density for STT
excitations compared to a point-contact geometry. The reason is that in the latter, STT
excitations must reorient a small area in the extended magnetic film, and thus have to
overcome a strong exchange interaction [25].
Let us first consider the case of the two magnetisation directions of FM 1 and FM 2,
which are tilted by an angle of θ, and the electron flow from the fixed to the free layer
(figure 2.5 (a)). The wave function of the incident electrons corresponds to a super-
FM 1 FM 2spacer
electron flow
current flow
Mfixed Mfree
FM 1 FM 2spacer
electron flow
current flow
Mfixed Mfree
θ θ
(a) (b)
Figure 2.5: Physical picture of spin-transfer torque in a ferromagnet/spacer/ferromag-
net structure for electron flow directions favouring (a) parallel and (b) antiparallel align-
ment. Due to a larger coercivity, the magnetisation of FM 1 does not rotate due to the
STT (thin brown arrows), whereas the magnetisation of FM 2 follows the STT (red
arrows).
position of spin-up and spin-down components with respect to the quantisation axis of
the magnetisation. After the electrons have passed the first ferromagnet (FM 1), their
magnetic moments will be polarised in the direction of the magnetisation of FM 1 due
to the spin-dependent conductivity in the ferromagnet.
When the electrons enter the second ferromagnet (FM 2) they lose transverse an-
gular momentum due to three different processes: Spin filtering, differential spin re-
flection and spatial spin precession [25, 29]. Since the angular momentum has to be
conserved, it is absorbed by the FM 2 and acts as a torque on the magnetisation.
The effect of spin filtering is caused by the spin-dependency of the reflection and
transmission processes. The reflected and transmitted wave functions for an electron
are modified linear combinations of majority and minority components compared to
the incident wave function. It was shown that the spin-dependent reflection and trans-
14
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mission causes a discontinuity in the transverse spin current, leading to a spin-transfer
torque [29]. The spin filtering is an effect that is experienced by each electron indi-
vidually. In the extreme case of perfect spin filtering, only electrons with the magnetic
moment aligned with the magnetisation of the ferromagnet will pass the layer, whereas
those with opposite magnetic moment are reflected (see figure 2.5 (a)).
Spatial spin precession occurs because the electrons experience exchange splitting
in the ferromagnet, which leads to a spin-dependent kinetic energy and therefore spin-
dependent wave vectors. When the electrons propagate away from the interface, due to
the different wave vectors, there is a spatial precession of the transverse spin-component
around the axis of the magnetisation of FM 2. When summed up over all conduction
electrons, a rapid dephasing occurs after a short distance from the interface. This leads
to a rapid decay of the total transverse spin component of the conduction electrons with
increasing distance to the interface, which is absorbed by the magnetisation.
The effect of differential spin reflection is a quantum mechanical effect due to the
rotation of the spin upon reflection and transmission. This rotation can also contribute
to the spin-transfer torque. The angle of rotation depends on the wave vector of the
incoming electron. Since the wave vectors are distributed, when summing over all
resulting spin vectors, the net outgoing transverse angular momentum is reduced, i.e. it
has been transferred to the magnetisation.
For ferromagnets like the 3d transition metals, about 50 % of the transversal compo-
nent are absorbed, and so the transmitted and reflected components still have a transver-
sal spin-component [12].
The reflected electrons are polarised with the magnetic moment being antiparallel
to the magnetisation of FM 2 and travel back to FM 1, where they experience an absorp-
tion of the transversal component which acts as a torque on the magnetisation of FM 1.
However, since the fixed layer has a large total magnetic moment, the magnetisation
will not rotate due to the STT. In contrast, the free layer magnetisation will switch if
the STT is large enough to reach a parallel alignment to the magnetisation of FM 1.
For the opposite direction of electron flow from the free to the fixed layer (figure
2.5 (b)), the torques point in the opposite direction. It is then the reflected electrons
which exert a torque on the free layer magnetisation, leading to a rotation of the mag-
netisation towards antiparallel alignment.
Typically, magnetic nanopillars have an elliptical shape, so that due to shape ani-
sotropy there are two stable magnetisation states for the free layer. By changing the
polarity of the current, i.e. the direction of the electron flow, the STT can switch the
15
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magnetisation in either of the two states. The STT might also generate precessional
motion of the magnetisation, as will be discussed further in chapter 2.5.2.
In general, the STT is only non-zero if the two magnetisation directions are not
collinear. However, this condition is satisfied at finite temperature due to thermal fluc-
tuations of the magnetisation.
2.2.2 In-plane and perpendicular STT
2.2.2.1 In-plane STT
The in-plane STT is the STT as introduced by Slonczewski in 1996 [1]. The term ’in-
plane’ refers to it lying in the plane defined by the free layer magnetisation and the
magnetic moment of the incoming electron. It is defined as [25]:(
d~m
dt
)
STT‖
= −η‖(θ)
µB~j
e · d
~m× (~m× ~p) , (2.11)
where ~m and ~p are the unit vectors in the direction of the free layer magnetisation and
the magnetic moment of the incoming electrons (or the fixed layer magnetisation), µB
is the Bohr magneton, e is the elementary charge (e > 0) and d is the thickness of the
layer. ~j is the current density, defined so that for positive currents the electrons flow
from the fixed to the free layer and the in-plane STT favours the parallel alignment. θ is
the angle between the incoming electron polarisation and the free layer magnetisation:
cos(θ) = ~p · ~m.
The angular dependence η‖(θ) describes that the spin torque in general is not in-
dependent of the relative orientations of the two magnetisations.
If η‖ is constant, then the STT would be symmetric to the maximum at the angle
of 90◦ between ~m and ~p and the angular dependence would be solely described by the
cross product. However, for metallic multilayers, transport calculations predict η‖ not
to be constant, so that an additional angular dependence is induced and the torques
are not symmetric around 90◦ anymore. This arises from the different amounts of
spin accumulation for alignments close to P or AP [25]. The angular dependence is
described with the asymmetry parameter Λ and the polarisation P [30]:
η‖(θ) ∝
PΛ
Λcos2( θ
2
) + 1
Λ
sin2( θ
2
)
. (2.12)
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2.2.2.2 Perpendicular STT
There is another contribution to the STT which is perpendicular to the plane defined
by the free layer magnetisation ~m and the moment of the incoming electrons ~p in the
form [25] (
d~m
dt
)
STT⊥
= η⊥(θ)
µB~j
e · d
~m× ~p . (2.13)
It is also called ’field-like’ STT since it has the same form as a torque that would
result from a field aligned parallel or antiparallel to the fixed layer magnetisation.
In metallic multilayer devices, the perpendicular torque was calculated to be in the
range of typically 1-3 % of the in-plane torque [25, 31]. This was confirmed by
STT-ferromagnetic resonance (ST-FMR) experiments on metallic IrMn/Py/Cu/Py spin-
valves, where the perpendicular STT was determined to be less than 1 % of the in-plane
torque for biases up to 2 mA [4].
For tunnel junctions, the bias-dependent part of the perpendicular STT is predicted
to be larger than for metallic devices [31, 32]. Theodonis et al. predicted a quadratic
bias-dependence for symmetric tunnel junctions (similar to what should be expected in
metallic structures), but additional complicating facts might play a role (e.g. angular
momentum loss from hot electrons to the excitation of short-wavelength spin waves).
For non-symmetric tunnel junctions, where the free and fixed layer are not identical, an
additional linear dependence on the voltage is expected [25]. A detailed discussion of
the current research on the bias-dependence of the STT in MTJs can be found in section
2.5.3.
2.3 Equation of motion for the magnetisation
2.3.1 The Landau-Lifshitz-Gilbert equation
The Landau-Lifshitz-Gilbert equation (LLG) describes the magnetisation dynamics of a
magnetic moment in a macrospin approximation. It was found that the Landau-Lifshitz
equation established beforehand could not account for large damping problems. In his
PhD thesis in 1956, Gilbert suggested a different phenomenological damping term in
order to take large damping into account. The theory was reformulated concisely in
17
2. FUNDAMENTALS 18
2004 [33]. The LLG equation can be written as:
d~m
dt
= −γ(~m× ~Heff) + α
(
~m× d~m
dt
)
. (2.14)
For the special case of describing the free layer magnetisation of a spin-valve or MTJ,
~m is the unit vector parallel to the magnetisation of the free layer (~m = ~M
Ms
, Ms is the
saturation magnetisation). α is the Gilbert damping, Heff the effective magnetic field
and γ is the Gilbert gyromagnetic constant. It can be expressed as γ = µ0 gµb~ = −g
eµ0
2me
,
where g is the Landé factor, µ0 the vacuum permeability, me the electron mass and e
the elementary charge.
The structure of the first term leads to precessional motion around the direction of
the effective magnetic field ~Heff. The effective field is the negative derivative of the
total energy density E with respect to the magnetisation:
~Heff = −
1
µ0MS
∂E
∂ ~m
. (2.15)
The total energy includes contributions from ferromagnetic exchange energy, magne-
tocrystalline anisotropy energy, dipolar field energy and the Zeeman energy due to the
external field.
To account for energy dissipation mechanisms, a second term (damping term), is
introduced. It causes ~m to finally relax into the direction of the effective field.
2.3.2 Extension including spin-transfer-torque (LLGS)
The general LLG equation including the two spin-transfer torque terms as it will be
used in this thesis is given in eq. (2.16):
d~m
dt
= −γ(~m× ~Heff) + α
(
~m× d~m
dt
)
− γa′‖V (~m× (~m× ~p)) + γa
′
⊥V
2 (~m× ~p) .
(2.16)
Here, ~m and ~p are the unit magnetisation vectors of the free and fixed layer, respectively.
a
′
‖ =
a‖
MsVMag
, a
′
⊥ =
a⊥
MsVMag
, where VMag is the volume of the free layer and V is the
applied voltage. The prefactors a‖ and a⊥ determine the magnitude of the in-plane and
perpendicular torkances, respectively.
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The bias-dependence of the two STTs is still under discussion. In this thesis, the in-
plane STT is assumed to depend only linearly on the voltage and the perpendicular STT
is assumed to depend only quadratically on the voltage. This is the only dependence
for which both theoretical [1, 2] and experimental results [4, 5] are in agreement. An
overview about the discussion of the bias-dependence of the STT in the literature is
given in chapter 2.5.3. It should be noted that for the bias-dependence and the sign
convention used in this thesis the in-plane torque can change its direction with the sign
of the current: Positive (negative) current favours the P (AP) configuration. Due to
the quadratic voltage dependence, the perpendicular STT favours the AP state for both
current polarities.
The directions of the torques on the free layer magnetisation are schematically
shown in figure 2.6 for the special case of the effective magnetic field being antiparallel
to ~p.
Heff
m
damping torque
in-plane STT 
for I<0
in-plane STT 
for I>0
torque by field (Heff >0)
+ perpendicular STT
p
Figure 2.6: Schematic of the torques in the LLGS equation for the special case of ~Heff
being antiparallel to ~p. The torque on the magnetisation of the free layer ~m experiences
contributions from the effective magnetic field ~Heff, from the damping, from the in-
plane STT and from the perpendicular STT. The sign conventions are chosen so that
positive current and negative field favour the P state.
2.4 Applications of MR and spin-transfer torque
There are many applications of the magnetoresistance effect as field sensors, the most
prominent example being the read head in hard disk drives. The introduction of GMR
instead of AMR (anisotropic magnetoresistance) read heads has led to an immediate
increase in the storage density. This was enabled by the fact that the GMR effect is
an interface effect whereas the AMR effect is a volume effect and also by the higher
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magnitude of the GMR signal. Any spin-transfer torque effects which are induced by
the current through the read head needed for read-out are considered as problematic in
these devices since they introduce noise and instability in the system.
Applications of spin-transfer torque are STT oscillators and magnetic random ac-
cess memory (MRAM). In MRAM cells, the data is stored in magnetic states in devices
with a large magnetoresistance, so that the read-out can be achieved by detecting the
resistance. Since the first commercial STT-MRAM devices were introduced on the mar-
ket quite recently, this chapter will concentrate on the two applications of read heads
and STT-MRAM.
2.4.1 Read heads in hard disk drives
In a hard disk drive, the magnetised material with the stored information rotates below
the read and write heads. The read head nowadays consists of two ferromagnetic layers
(one of them free to move, the other fixed) with a non-magnetic spacer between. The
free layer is used as a field sensor of the magnetic bit below and rotates its magnetisation
accordingly. The state of the bit is then read-out by measuring the resistance over the
whole stack using the MR effect.
The demand for increased memory densities requires higher track densities and
therefore smaller read heads and a larger sensitivity of the read heads. The introduc-
tion of GMR-based read heads to replace AMR sensors in the year 1997 by IBM [34]
triggered the first immediate increase of the storage density. The new concept of using
MTJ-based read heads exploits the inherently high MR ratios arising from the TMR,
leading to a higher sensitivity, an increased signal-to-noise ratio (SNR), smaller bit-
error rates and allows to further decrease the sensor size.
In 2005, the first commercial TMR read head with an MTJ was introduced by Sea-
gate [35]. It was demonstrated that the TMR read head can outmatch its conventional
current in-plane (CIP)-GMR counterpart in terms of signal-to-noise ratio (SNR) and
lifetime. The lifetime was found to increase compared to GMR read heads due to
the lower power consumption and better thermal dissipation compared to at-that-time-
conventional CIP-GMR read heads.
However, this might still be only a short-lived option: Due to the high intrinsic resis-
tance (RA product above 1 Ωµm2), further downscaling leading to a higher resistance
will make it difficult to keep a good SNR [34]. This might make spin-valves better
candidates at such areal densities. The transition to perpendicular magnetic recording
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for reasons of improved stability and increased potential areal density currently taking
place will also lead to new demands concerning the writing process and the read/write
head structure and design.
2.4.2 Spin-transfer torque magnetic random access memory
In contrast to conventional RAM (such as dynamic RAM (DRAM) or static RAM
(SRAM)) where the information is stored as electric charge, magnetic random ac-
cess memory (MRAM) makes use of two stable magnetisation directions of a mag-
netic layer. This hints to the first advantage of MRAM being non-volatile. Compared
to other non-volatile techniques such as Flash memory, MRAM has an unlimited en-
durance [34]. Being capable of the speed of SRAM and the density of DRAM, the
MRAM technique combines the advantages of several techniques and therefore has the
potential to serve as a so-called ’universal’ memory.
A typical MRAM cell consists of a CPP-MTJ, in which the binary information is
stored as the direction of the free magnetic layer magnetisation. In the basic cross-point
architecture, the memory elements are set at the cross-points of a rectangular matrix
with vertical and horizontal conducting lines (word and bit line). The cells can then
be addressed individually by activating both corresponding lines. A major challenge is
to avoid thermally activated switching of other ’half-selected’ cells in the same row or
column. To remove unwanted current paths for reading the cell, usually a transistor is
added in series with each MRAM cell (1T-1MTJ MRAM).
Whereas the reading-out always uses an MR effect (nowadays the TMR effect),
there are many different writing mechanisms under development. In the conventional
field-switched MRAM, the magnetic fields for writing are generated by sending a
current through the corresponding word and bit lines. The current pulses are passed
through the lines in such a way that their fields only switch the bit at the cross-point of
the two lines, see figure 2.7(a). This requires quite a large current to generate the fields
conflicting with the requirements of low power consumption. Furthermore, the long
ranging magnetic field constrains the downscaling since it lowers the energy barrier
for thermal reversal in adjacent memory cells. Approaches for field-switched MRAMs
avoiding the problem of switching half-selected cells are the toggle MRAM (switch-
ing of a synthetic antiferromagnetic free layer by applying a specific current pulse se-
quence) and thermally assisted switching [36]. STT-MRAM cells can overcome these
problems by applying the spin-transfer torque to directly write the cell by sending a
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(a) (b)
Figure 2.7: Schematic of the MRAM cell design for (a) field switched MRAM and
(b) STT-MRAM using a current through the structure to switch the magnetic state of
the element. Picture taken from Everspin Technologies [3].
current through the structure (see figure 2.7(b)). Since the amplitude of the torque per
unit area is proportional to the injected current density, the writing current decreases
proportionally to the cross section area of the cell and this mechanism is especially
interesting for very small devices.
A major issue in STT-MRAM development is the reduction of the critical switching
current since the size of the transistor supplying it shrinks with smaller current. A
desirable critical density of 1 MA/cm2 would match the transistor size to the MTJ
size [36]. Also, a low RA product is needed so that a sufficient current density can
be reached without damaging the MTJ since the breakdown voltage is usually around
1 V. In order to be compatible to complementary metal-oxide semiconductor (CMOS)
technology, impedance matching and low switching voltages are required. Problems
such as heating, resistance drift and dielectric breakdown of the tunnel barrier have
to be controlled [36]. The main development challenges are low write currents while
maintaining a good bit stability and readability as well as a high read/write speed.
Many major semiconductor companies are involved in the MRAM development,
e.g. IBM, SK Hynix or Samsung (which took over the STT-MRAM developer Grandis
in summer 2011). In November 2012 Everspin was finally the first company to com-
mercially produce an STT-MRAM announcing a 64-Megabit-MRAM. The estimated
costs for 1 GB are still about 50 times higher than a conventional NAND-Flash mem-
ory [3]. Therefore a typical application is preventing critical data losses by replacing
battery driven buffer memory, especially taking advantage of the robustness against
high temperatures or ionizing radiation (e.g. in aerospace).
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There are two main disadvantages of the in-plane magnetised MTJs compared to
perpendicularly magnetised material stacks. Firstly, there is a strong dependence of
the properties on the precise shape of the element. This leads to a broad distribution
of switching fields for a memory cell array. Secondly, for in-plane MTJs, the (out-
of-plane) shape anisotropy field increases the critical switching current, but does not
contribute to the energy barrier for thermal reversal. This means that from the stability
point of view an extra part of the switching current to overcome this field is ’wasted’.
One approach to lower the switching current is therefore to provide a material with a
perpendicular anisotropy strong enough to overcome the shape anisotropy. By using a
perpendicularly magnetised MTJ design it is therefore possible to maintain the thermal
stability while reducing the switching current [37]. Another advantage is the fact that
the sizes of these elements can be reduced. However, the search and implementation of
appropriate materials remain challenging.
Further technological methods to increase the overall MRAM areal density might
be the 3D stacking of memory matrices, the multi-cell operation (overcoming the one-
transistor per cell requirement) or the development of a three terminal device combining
the MR and transistor effect. A way to increase the signal amplitude would be to replace
the ferromagnetic layers with 100 % spin-polarised conductors such as Heusler alloys.
2.5 STT effects in magnetic tunnel junctions
2.5.1 Current-induced switching
In the case of current-induced switching, the spin-transfer torque generated by the pass-
ing spin polarised current can reverse the free layer magnetisation. This process can be
described as a thermally activated process of crossing an energy barrier. Depending
on the time range in which the current is applied, two regimes can be distinguished
at a constant temperature: The thermally activated regime for longer pulse lengths
( 10 ns) and the adiabatic precessional switching for very short pulses ( 10 ns).
An experimental example for the two regimes from a CoFeB/MgO/CoFeB MTJ
can be seen in figure 2.8. For long pulse lengths (>10 µs), the critical current decreases
linearly with ln
(
τ
τ0
)
, which corresponds to the thermal activation model. The drastic
increase of the switching current for pulse lengths shorter than 10 ns represents the
precessional switching regime [38].
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measurement time range because sufficient rf transmittance
was needed in the time range 2–100 ns. We also carried out
real-time observation of the STS switching process. This dy-
namic measurement was performed using a storage oscillo-
scope with a 40 Gbit/s sampling rate and 12 GHz bandwidth.
III. RESULTS AND DISCUSSIONS
Figure 1a depicts the MR curve of the MTJ measured
using a four-probe method. The coercive force HC and the
offset field are, respectively, 15 and −13 Oe. The MR ratio
of 115%, together with the resistance-area product of
17  m2, is sufficient for STS observation. The sharp re-
sistance transition suggests that the free layer magnetization
has an almost single-domain structure. Figure 1b portrays a
pulsed current-resistance I-R curve using the pulsed current
with 20 ns width. Here, the positive current direction was
defined as that of the electron flow from the free layer to the
pinned layer. A sharp resistance change occurs at around 1.6
mA. The magnitude of the resistance changes is the same
between both curves; moreover, the current direction is ap-
propriate for P to AP switching. Therefore, STS was ob-
served in this MTJ.
Figure 2 shows the switching current IC for different
pulse durations. From 10 s to 100 ms, IC shows an almost
linear relation against lnp /0. We fitted these experimental
results to a thermal activation model11,12 expressed as
IC = IC01 − kBT/Elnp/0 . 1
Here, IC0, kB, T, E, and 0, respectively, denote the intrinsic
switching current, Boltzmann’s constant, temperature, energy
barrier, and attempt time, which was assumed as 110−9 s.
Using the fitting, IC0=1.7 mA and E=32 kBT are obtained.
Data points between 10 and 100 ns show an almost straight
linear relationship, but the switching current drastically in-
creases and deviates from the line below the 10 ns region.
According to this simple analysis, the thermal activation pro-
cess would be dominant for the magnetization reversal in the
10 ns region; in the 10 ns region, some other processes
should be considered. The most plausible model is an adia-
batic precessional model,17,18 expressed as
IC = IC01 + relax
p
ln	/2
0

 , 2
where relax and 0, respectively, represent the relaxation
time and root square average of the initial angle of the free
layer magnetization, which is determined by thermal fluctua-
tion. Data in the 2–10 ns region can be fitted well to this
model. By assuming 0=kBT /2E=0.13, IC0=1.6 mA and
relax=3.010
−10 s are obtained as fitting parameters. It is
noteworthy that IC0 from the independent models show good
agreement. Similar analysis has already been reported for
CPP-GMR Refs. 11, 14, 16, and 17 and MgO-MTJ.10,13
However, we should be careful for considering the contribu-
tion of high frequency loss.
Here, we discuss the increase of switching current less
than 10 ns, where relatively few thermal attempts are permit-
ted. Using the static pulsed current versus resistance mea-
surement, the switching characteristics in the nanosecond re-
gion are shown; they are explainable using the same model
in CPP-GMR cases.11,14,16,17 However, this increment of IC in
the nanosecond region can also be explained by high fre-
quency signal loss in the measurement system and the elec-
trode. We analyzed high frequency transmittance character-
istics for our measurement system including sample using a
vector network analyzer between dc and 20 GHz to ascertain
the effect on our MTJs. For this analysis, we used the
equivalent circuit of our measurement system and the sample
to reproduce the pulsed current shape flowing into the MTJ.
In the 1 ns pulse duration case, results showed that the
decay of the magnitude of the pulsed current was negligible.
The rise time of the pulse in our setup is about 0.5 ns, which
is sufficient to measure the fast-switching properties in this
case. Consequently, we can conclude that the drastic incre-
ment of IC in the nanosecond region is reflected in the MTJ
property. However, in the subnanosecond case, the current
decay attributable to the high frequency transmittance limit
FIG. 1. a Minor loop of MR curve and b the corresponding pulsed
current vs resistance I-R curve at RT. The MR ratio, offset field, and
coercive force obtained from the MR curve were, respectively, 115%,
−13 Oe, and 15 Oe. In the I-R curve, a 20 ns pulse duration current was
used; five times switching events are shown.
FIG. 2. Color IC depending on the pulse width. Marks show the experi-
mental points corresponding to 2–100 ns  and 10 s–100 ms .
Solid lines show the fitting curves based, respectively, on the adiabatic and
thermal activation model in the 2–10 ns and 10 s−100 ms regions.
Dashed lines show extrapolations for each fitting curve.
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Figure 2.8: Switching current Ic depending on the pulse width. Marks show the exper-
i ental points corre ponding to 2-100 ns ( ot ) and 10 µs-100 ms (triangles). Solid
lines are fitting curves, dashed lines the extrapolations for each fitting curve. Figure
taken from [38].
In the following subsections, the current-induced switching and the two switching
regimes are explained in more detail.
2.5.1.1 Current-induced switching and bias-dependence of TMR
An example for an R-V characteristic is given in figure 2.9. In this measurement,
the resistance is measured while the voltage is looped through positive and negative
voltages. Starting from the low resistance (P) state, as the voltage is increased to higher
positive values, the increasing spin-transfer torque finally switches the magnetisation
to the AP state, which is favoured by the applied voltage polarity. When the voltage is
increased further, the magnetisation stays in this configuration. Switching back to the
P state is observed after the voltage is reduced and reversed.
The TMR is found to be reduced for increasing applied voltage bias [40]. This
effect is not fully understood and there are several mechanisms proposed to explain it,
e.g. the fact that the electronic band structure of the magnetic electrodes changes with
applied voltage bias [41] or an increased def ct-state-assi ted tunneling current through
the tunneling barrier which leads to a decrease in the spin polarisation. However, this
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FIG. 3. Electrical characterization of an MTJ with 0.8 nm MgO barrier and PMA. top: minor
loop, bottom: RV-characteristic with an applied field of 8.6 mT.
observing T-STT.
Thus, the thickness of both Co-Fe-B layers was reduced to 1.2 nm and 1.0 nm. The
resistance is plotted as function of the magnetic field perpendicular to the plane in Fig. 3.
The upper viewgraph shows PMA for this thickness range of both magnetic layers. The MgO
thickness is 4 ML (0.8 nm) in this case with a maximum TMR ratio of 64%.For the TMS
measurements the MTJ was heated from the top with a diode laser (wavelength 640 nm,
power up to 150 mW), modulated by a frequency generator at 1.5 kHz. The voltage is then
recorded using a lock-in amplifier (see Ref. 5 for more details). A TMS effect of 6% was
observed.
7
Figure 2.9: Resistance versus voltage loop for a perpendicular MTJ, taken from [39].
Positive vo tage favours the AP state, whereas negative voltage favours the P state. An
additional magnetic offset field was applied to center the hysteresis loop.
does not explain why the bias-dependence is usually much stronger in the AP state than
in the P state, so additional studies are needed to understand the phenomenon.
It should be emphasised, that the switching characteristics for tunnel junctions
ought to be analysed as functions of voltage and not current in contrast to metallic
samples. This fact was not taken into consideration in the first years after 2000 and has
still not become fully established in the literature. The reason is that the spin-transfer
torque in MTJs is determined by the applied voltage regardless of the state of the sam-
ple (P or AP), in which case the tunnel currents would be significantly different due to
the large change in resistance [40]. These differing resistances lead to the observation
that the switching currents in experiments are typically much smaller when switching
away from the AP state than from the P state [42, 43]. The switching voltages are typ-
ically much closer together. Small differences might be caused by heating effects or
different non-uniform magnetic states for the two states [40].
In general, the switching voltages at room temperature are below the intrinsic crit-
ical voltages (defined for 0 K) due to thermal fluctuations of the magnetisation. The
process of thermal activation will be investigated further in the next subsection.
2.5.1.2 Thermal activation model
The reversal process of a nanomagnet at room temperature can be described as a ther-
mally activated process of crossing an energy barrier Ebarrier. This thermally activated
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scenario is the dominant switching process at longer pulse lengths since longer pulses
allow for more switching attempts [38, 44].
In the case of STT-induced switching, when additional thermal activation is pro-
vided at elevated temperatures, the dissipation can be overcome at lower currents or
voltages compared to the case of lower temperatures. This explains why switching is
experimentally observed already at currents or voltages below the critical values. The
effect of the random thermal activation leads to a statistical distribution of the switching
time after the pulse onset despite an identical measurement condition.
The relaxation (or dwell) time τ in one state for a single domain particle with uni-
axial anisotropy is expressed by the Néel-Brown (or Arrhenius) formula:
τ = τ0 exp
(
Ebarrier
kBT
)
, (2.17)
where 1/τ0 is the attempt-frequency (usually τ0 ≈ 1 ns [45]), kB is Boltzmann’s con-
stant and T is the temperature [46, 47].
The energy barrier height depends on the externally applied magnetic field. If the
field’s direction is such that it lowers the energy barrier, its magnitude can be increased
until switching occurs in the time scale of interest. The energy barrier also depends on
the magnetic volume, VMag, and on the anisotropy K:
Ebarrier = KVMag
(
1∓ Heff
Hk
)n
. (2.18)
The effective field Heff = Hext + Hk + Hdemag, i.e. it includes the external field,
the anisotropy and demagnetising field. For symmetric energy barriers, the exponent is
n = 2 [47]. ∆ = KVMag
kBT
is referred to as the thermal stability factor.
An important assumption underlying the Néel-Brown formula is that the torque
acting on the magnetisation arises from an effective field −∇mE(m), where E(m) is
the total magnetic energy [48]. Taking into account STT, there exists no such energy
function anymore. This problem of a thermally assisted activation process driven by a
nongradient force is still a pending issue in statistical physics.
Li and Zhang [48] have investigated to what extent the thermal activation can still be
formulated in the form of a Néel-Brown activation process. For this they proposed the
stochastic Landau-Lifshitz equation (including temperature as a fluctuating magnetic
field with a Gaussian distribution) and a corresponding Fokker-Planck equation in the
presence of a current-induced in-plane STT. It is assumed that the STT does not contain
26
2. FUNDAMENTALS 27
an additional fluctuating field. A stationary solution for the probability density of the
magnetisation was found, in the limit of the energy barrier being much larger than the
thermal energy kBT .
It is found that the solution can be expressed as a modified Néel-Brown formula
in which the STT alters the magnetic energy. Therefore, there is an effective energy
barrier associated with the STT [48]:
τ = τ0 exp
(
∆
(
1∓ Heff
Hk
)2(
1∓ a
ac
))
. (2.19)
Here, a is the STT and ac = α(Hext + Hk + Hdemag) the critical STT. Often, the last
factor is approximated by the critical voltages: 1∓ V
Vc
[49].
Li et al. [49] have included the perpendicular spin-transfer torque in a similar way
as an additional change in the effective magnetic field HSTT⊥(V ):
τ = τ0 exp
(
∆
(
1∓ Heff +HSTT⊥(V )
Hk
)2(
1∓ V
Vc
))
. (2.20)
In general the change of the effective field due to the perpendicular torque does also
effect the last factor, but this causes a rather complex dependence on the voltage and
was neglected in [49].
To apply eq. (2.20) in experiments, the bias-dependence of the spin-transfer torque
needs to be known. The latter is still largely discussed. Li et al. [49] determined
the bias-dependence of the perpendicular spin-transfer torque by using eq. (2.20) (see
chapter 2.5.3).
2.5.1.3 Adiabatic precessional model
In the adiabatic precessional model, magnetisation switching occurs due to STT-induced
amplification of the precessional angle. The applied current is high enough so that the
STT can overcome the damping torque. If the speed of the switching is fast enough,
the effect of thermal activation on the switching is negligible.
For small pulse widths, the switching time τ in an adiabatic precessional model is
given by [38, 50, 51]:
τ(θ0) =
2
αγµ0MS
Ic
(I − Ic)
ln
(
π/2
θ0
)
, (2.21)
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where Ic is the intrinsic switching current and θ0 the initial angle between the mag-
netisation and its easy axis [51]. The angular expression means that the STT amplifies
the precession angle starting at the initial angle θ0 until it reaches π2 , such that the hard
axis is overcome, leading to switching. The logarithm describes the exponential am-
plification of the precession angle at a rate given by the balance between dissipation
(αγµ0MS) and the energy supply rate provided by the STT (expressed as an overdrive
I−Ic
Ic
).
From this formula, it can be seen that the speed of the switching (τ−1) is increasing
for a higher damping factor α, for increased applied currents (or voltages) or for large
starting angles θ0 (close to π/2). Devolder et al. followed the latter approach by apply-
ing an additional hard axis external magnetic field [51] leading to significant reductions
of the switching current amplitude. In real applications, this could be implemented by
an exchange bias field along the magnetic hard axis of the samples.
The applicability of the two models for different pulse widths was tested by Aoki et
al. [52]. The switching probability was measured as a function of the pulse width with-
out any net magnetic fields (external magnetic fields were applied in both the easy and
hard axis to cancel out the shift of the hysteresis curve). With increasing pulse length
(0.4 ns, 5 ns and 10 ns), the data could not be fitted anymore with the adiabatic pre-
cessional model, but the thermal activation model fit well. For the case of the shortest
pulse length (0.4 ns), it was found that the switching probability exhibits a step-like be-
haviour with constant plateaus of a period of 100-200 ps between the steps. These could
be ascribed to discrete oscillation cycles of the precessing magnetisation of a reasonable
frequency of 2.5-5 GHz prior to switching. This supports the idea that randomisation
due to temperature during the switching is negligible. However, temperature does play
a role for setting the initial starting angle.
There are different ways to determine the intrinsic zero-temperature threshold cur-
rent: A commonly used technique is to measure the statistics of switching depending
on the pulse lengths and extrapolating to the ns-scale (or directly measuring at a pulse
length of 1 ns). Another method estimates Ic from the probabilistic distribution of the
current for a certain pulse length, using the fact that this distribution is also caused
by thermal fluctuations. Morota et al. [53] have compared the extrapolation method
at different pulse length with the latter method and they found a good agreement for
the critical switching current. Another way is to measure the critical current density at
different temperatures and then extrapolate to 0 K [25].
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2.5.1.4 Real-time observation of current-induced switching
Studying the current-induced switching in the time-domain makes it possible to char-
acterise the full time-dependent magnetic response to a current pulse. This is also
important from an application point of view since the operating speed for STT devices
can be determined.
The first observation of the magnetisation reversal in the time-domain was per-
formed on asymmetric spin-valves by Krivorotov et al. in 2005 [54]. At that time
the signal-to-noise considerations required averaging over multiple signal traces for
time-resolved measurements. For the observed oscillatory signals, the phase of the os-
cillations had to be the same in each trace so that the signal was not lost during the
averaging process. For this, the sample was designed in such a way that the initial
starting angle between the free and fixed layer was well controlled: The fixed layer
was exchange biased at an angle to the free layer (about 30◦) and furthermore, the
experiment was performed at a temperature of 40 K. The results supported the STT
driven reversal as switching process. The traces show coherent oscillations before the
switching and the switching itself looks like a gradual change in the magnetoresistance.
However, the authors point out that this gradual change is a measurement artefact due to
the averaging of multiple switching events with a sharp transition but a distribution of
the initial magnetisation direction angles. This was also confirmed by micromagnetic
simulations [54].
This illustrates the limits of the averaging technique for time-resolved studies: It
is possible to determine the mean speed and reproducible parts of the magnetisation
dynamics, but individual variations in the switching trace are lost. Since the switching
process is not deterministic at room temperature, it is essential to examine single events
in order to make a precise investigation. Real-time single-shot observations have be-
come possible after the introduction of MTJs with a larger output signal after the year
2008 [55, 56, 57, 58].
For the case of the applied current being larger than the zero-temperature threshold
current, most of the switching events were rapidly accomplished after 500 ps [55],
probably due to a coherent magnetisation reversal.
In the case where the applied current was smaller than the zero-temperature thresh-
old current for switching, the reversal consisted of an incubation delay (’non-reactive
time’) followed by a short transition time (< 400 ps) [55, 56]. The delay was found
to fluctuate significantly. This effect might be due to a transition of the system from
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the thermally equilibrated initial state to a meta-stable state under a finite current [55].
This was already predicted in a simulation by Lee et al. [59]. Even at 0 K, the so-called
‘stage 1’ corresponds to a transition of the magnetisation from its equilibrium to the
excited state.
A study of the time-range after the switching event revealed that the resistance
traces were reproducible [56]. When 20 traces were averaged with the switching edges
aligned, the switching was found to be terminated by a large ringing that was damped
progressively. The frequency and decay rate of the ringing indicated a high spatial
coherence after switching.
Investigating the time before the abrupt switching event, Devolder et al. reported
a non-oscillating behaviour with a rather slow regular increase in the magnetoresis-
tance, in which probably only the tips or corners of the magnetisation of the free
layer started bending [56]. Cui et al. [58] increased the SNR of their setup by using
a pulse subtraction method and studied switching events for both no magnetic field
and a 100 Oe hard-axis field. For the analysis, 2000 traces were averaged with their
switching edges aligned. The hard-axis field caused oscillations with increasing ampli-
tude before switching, showing that the switching occurred preferentially at a particular
phase of the oscillations. Without magnetic field, the oscillatory features vanished al-
most entirely. The results could be reproduced by a micromagnetic simulation. For
the hard-axis field, the switching dynamics were found to be generally more spatially
uniform.
Aoki et al. [57] reported an observation of a dynamic magnetic intermediate state
during the switching process as slow resistance oscillation. This intermediate state was
very sensitive to current amplitude and explained with inhomogeneous magnetisation
behaviour such as multi-domain or vortex creation.
A quasiballistic switching by a single precessional turn of the magnetisation using
a hard axis bias field was reported by Serrano-Guisan [60]. This could be exploited in
ultrafast, highly reliable STT devices in the future.
2.5.1.5 Phase diagrams
Phase diagrams show the stable states of a magnetic structure depending on the exter-
nally applied magnetic field and current (or voltage). They provide a summary of the
possible static and dynamic states and the switching characteristics at a glance.
An example of an analytically and numerically calculated phase diagram for an
in-plane magnetised metallic spin-valve in the macrospin approximation is given in
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figure 2.10. If the applied field Hx is smaller than the anisotropy Hk, both P and AP
The exchange length is about lexchE5 nm or less for most
ferromagnets, so that an upper bound for the single-domain
threshold is lcrE40 nm. This would mean that for nearly all
spin-torque experiments (leaving aside data obtained on
point contacts to be discussed below) the lateral element
size is far above lcr, invalidating the macrospin approxima-
tion and raising the question why this approximation can
give any reasonable predictions at all. In order to answer
this question in particular and to make further methodo-
logical progress in general, several factors need to be taken
into account:
(i) The lcr-estimate given above is solely based on the
energy comparison between different configurations.
Thus, it cannot be used to predict whether the
transition from a single- to a multi-domain state will
really occur during a remagnetization process, because
this transition often requires overcoming an energy
barrier. This means, that an approximately homo-
genous (single-domain) magnetization state, being for
some specific external conditions only metastable, can
still exist, because the transition to, e.g. some closed
magnetization configuration with a smaller energy
requires overcoming a prohibitively large energy
barrier. Indeed, simulations have shown that for
certain particle shapes almost collinear magnetization
states persist during the whole remagnetization process
for nanoelements with lateral sizes as large as several
hundred nanometers in a homogeneous external field.
(ii) Most calculations leading to the estimation lcr 	 ð4
8Þ  lexch given above were performed for particles with
sizes of the same order of magnitude in all three
dimensions (cubes, spheres, etc.). For a thin film
element with thickness much smaller than its lateral
sizes, both exchange and stray-field energies might
have a different size dependency, which, in turn, might
substantially affect lcr.
(iii) Looking at the spin-torque distribution in quasi-single
domain elements proves instructive. For, e.g. a square
nanoelement in a ‘‘flower’’ remanent state and for a
spin polarization collinear with its mean magnetization
direction, the spin-torque (4) has opposite directions
near adjacent corners of the square as displayed in
Fig. 2a. In other words, the initial spin-torque
distribution proves highly non-homogeneous [41],
impairing easy magnetization reversal. Such a situa-
tion is however not unique to spin-torque action on a
non uniform magnetization distribution: in a thin film
element, reversal under the action of a homogeneous
field antiparallel to the mean magnetization direction
would result in an equivalent initial torque distribution
since the precession of the magnetization around the
applied field gives rise to a local demagnetizing field
Hdem, with, as a result, magnetization precession
around the latter. The cross-product [M p] actually
plays the role of Hdem.
The line of arguments presented above means that each
specific experimental situation requires a separate analysis
using full-scale micromagnetic simulations to find out
whether the macrospin approximation is valid for its
description. An example of such an analysis can be found
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Fig. 1. Simulated phase diagram in the single spin limit at zero temperature as a function of reduced co-ordinates w/a and Hx/HK. The current is negative
when electrons first cross the ‘‘Pinned’’ and, then, the ‘‘Free’’ layer. The phase diagram separates regions where either the ‘‘P’’ or the ‘‘AP’’ state are stable
from regions where, either bi-stability exists ‘‘P/AP’’, or sustained precession under the sole action of a steady current. The single spin limit establishes a
clear difference between ‘‘in-plane’’ or ‘‘clamshell’’ orbits and ‘‘out-of-plane’’ orbits to be found at larger current densities for fields in excess of the
anisotropy field (upper-right and lower-left regions of the phase diagram delimited by the horizontal segment Hx/HK ¼ 1 or 1 and the computed phase
boundary wnum2 ). Blue and red lines are computed analytically (see Ref. [23]) whereas open symbols are simulation results.
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Figure 2.10: Simulated phase diagram by Berkov et al. [61] for a metallic spin-valve
at 0 K in he macrospin app oximation a functions of reduced coor inates (curre t x/a
and field Hx/Hk). Positive magnetic field and negative current favour the P state. Blue
and red lines are calculated analytically whereas the open symbols are obtained from a
numerical simulation.
state are stable. In this region, current-induced switching at a constant field is possible.
For the current convention used in [61], this corresponds to a orizontal scan in the
diagram and switching from P to AP occurs for positive currents, from AP to P for
negative currents. However, there are i termediate precessional regi ns between he
two states with an in-plane, clamshell-like orbit and out-of-plane orbits for magnetic
fields above th nisotropy Hk (se figure 2.10). Finally, at high fields and currents
favouring opposite states, the P or AP states are no longer stable and only out-of-plane
prec ssional states should be observed.
A corresponding experimental phase diagram was obtained by Kiselev et al. in
2003 [28] and can be seen in figure 2.11. The sample was a m tallic nanopillar with a
stack composition of 40 nm Co/10 nm Cu/3 nm Co with an extended reference layer
and an elliptical cross-section of 130 nm × 70 nm. Both differential resistance and
microwave spectra were measured for different combinations of field and current. The
results are in good agreement with the theoretical diagram: For applied magnetic fields
smaller than the coercivity (≈ 600 Oe), current induced switching is observed. Hys-
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On the basis of the agreement with equation (1) we identify the
initial signals as arising from small-angle elliptical precession of the
free layer, thereby confirming pioneering predictions that spin-
transfer can coherently excite this uniform spin-wave mode2. We
can make a rough estimate for the amplitude of the precession
angle, vmax, and the misalignment vmis between the precession axis
and the fixed-layer moment (induced by the applied field), based on
the integrated microwave power measured about f and 2f (P f and
P 2f). Assuming for simplicity that v(t) ¼ vmis þ vmaxsin(qt), that
the angular variation in resistance DR(v) ¼ DRmax(1 2 cos(v))/2,
and that jvmis ^ vmaxj ,, 1, we calculate:
v4max <
512P2f R
DR2maxI
2
ð2Þ
v2mis <
32Pf R
DR2maxI
2v2max
ð3Þ
where R ¼ 12.8 Q and DR max ¼ 0.11 Q is the resistance change
between P and AP states. For the spectrum from sample 1 in the
inset to Fig. 1c, we estimate that vmis < 98, and the precessional
signal first becomes measurable above background when
vmax < 108.
With increasing currents, the nanomagnet exhibits additional
dynamical regimes. As I is increased beyond 2.4 mA to 3.6 mA for
sample 1, the microwave power grows by two orders of magnitude,
peak frequencies shift abruptly, and the spectrum acquires a
significant low-frequency background (Fig. 1c). In many samples
(including sample 2 below) the background becomes so large that
some spectral peaks are difficult to distinguish. Within this large-
amplitude regime, peaks shift down in frequency with increasing
current (Fig. 1f). The large-amplitude signals persist for I up to
6.0 mA, where the microwave power plummets sharply at the same
current for which there is a shoulder in dV/dI. The state that appears
thereafter has a d.c. resistance 0.04 Q lower than the AP state and
 
 
 
   
 
 
 
 
  
 
 
 
  
Figure 1 Resistance and microwave data for sample 1. a, Schematic of the sample
with copper layers (orange), cobalt (blue), platinum (green) and SiO2 insulator (grey),
together with the heterodyne mixer circuit. Different preamplifiers and mixers allow
measurements over 0.5–18 GHz or 18–40 GHz. b, Differential resistance versus current
for magnetic fields of 0 (bottom), 0.5, 1.0, 1.5, 2.0 and 2.5 kOe (top), with current sweeps
in both directions. At H ¼ 0, the switching currents are I c
þ ¼ 0.88 mA and
I c
2 ¼ 20.71 mA, and DR max ¼ 0.11 Q between the P and AP states. Coloured dots on
the 2 kOe curve correspond to spectra shown in c. Inset to b, Magnetoresistance near
I ¼ 0. Red and black indicate different directions of magnetic-field sweep. c, Microwave
spectra (with Johnson noise subtracted) for H ¼ 2.0 kOe, for I ¼ 2 mA (bottom), 2.6, 3.6,
5.2 and 7.6 mA (top). We plot power density divided by I 2 to facilitate comparisons of the
underlying changes in resistance at different current values. Inset to c, Spectrum at
H ¼ 2.6 kOe and I ¼ 2.2 mA, for which both f and 2f peaks are visible on the same scan.
d, Microwave spectra at H ¼ 2.0 kOe, for current values from 1.7 to 3.0 mA in 0.1-mA
steps, showing the growth of the small-amplitude precessional peak and then a transition
in which the second harmonic signal of the large-amplitude regime appears. e, Magnetic-
field dependence of the small-amplitude signal frequency (top) and the frequency of the
fundamental in the large-amplitude regime at I ¼ 3.6 mA (bottom). The line is a fit to
equation (1). f, Microwave power density (in colour scale) versus frequency and current for
H ¼ 2.0 kOe. The black line shows dV/dI versus I from b. P JN is the Johnson-noise power
level. The curves in b, c and d are offset vertically.
 
  
Figure 2 Resistance and microwave data for sample 2. Sample 2 has, at H ¼ 0,
I c
þ ¼ 1.06 mA, I c
2 ¼ 23.22 mA, parallel-state resistance (including top-contact and
lead resistances) 17.5 Q, DR max ¼ 0.20 Q between the P and AP states, and
4pM eff ¼ 12 kOe. a, Microwave power above Johnson noise in the frequency range
0.1–18 GHz, plotted in colour scale versus I and H. I is swept from negative to positive
values. These data were collected without the mixer circuit by measuring the power with a
detector diode after amplification. The dotted white line shows the position of the AP to P
transition when I is swept positive to negative. b, Differential resistance plotted in colour
scale for the same region of I and H. A smooth current-dependent, H-independent
background (similar to that of Fig. 1b) is subtracted to better display the different
regimes of resistance. Resistance changes are measured relative to the parallel state.
c, Room-temperature experimental dynamical stability diagram extracted from a and b.
P indicates parallel orientation, AP antiparallel orientation, P/AP parallel/antiparallel
bistability, S the small-amplitude precessional regime, L the large-amplitude dynamical
regime, and W a state with resistance between P and AP and only small microwave
signals. The coloured dots in c correspond to the microwave spectra at H ¼ 500 and
1,100 Oe shown in d.
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Figure 2.11: Experimental phase diagram measured at room temperature by Kiselev et
al. [28]. S corresponds to a the small-amplitude precessional regime, L to the large-
amplitude dynamical regime, and W is a state with a resistance between P and AP and
only small microwave signals.
teretic magnetic field switching is also possible (here a vertical scan in the phase di-
agram). For fields larger than the coercivity, the applied currents lead to peaks in the
differential resistance corresponding to dynamical regimes which can be distinguished
by the microwave power output. When changing from the small-amplitude to the large-
amplitude regime, the microwave power grows by two orders of magnitude and the
peak frequencies shift abruptly. In the large-amplitude regime, the peaks shift down
in frequency with increasing current. The comparison with the theoretical phase dia-
gram suggests that the large-amplitude microwave signals correspond to large-angle,
approximately in-plane precession of the free layer magnetisation. The region ’W’ in
the experiment with an experimental resistance between P and AP and only small mi-
crowave signals could not be reproduced by the macrospin simulation. Soon after, Lee
et al. [59] identified the region ’W’ with micromagnetic simulations: It corresponds
to a formation and annihilation of dynamic vortices through the interplay of the large
current-induced Oerstedt fields and the STT.
The appearance of the region ’W’ shows that a simple macrospin approximation
can not account for all features of the dynamical behaviour of real samples. The effect
of temperature also leads to differences between the (zero temperature) calculation and
the room temperature experiment:
• A rounding off of the sharp transitions in the phase diagram is obtained.
• Microwave signals can not only be observed at large fields above the coercivity,
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but also at lower field-regions. This might be due to small fluctuations of the
free layer magnetisation away from the easy axis that would lead to a measurable
precession but not to switching.
Two examples for experimental phase diagrams of asymmetric in-plane MTJs
were published by Park et al. [11] and Oh et al. [10]. Figure 2.12 displays the phase
diagrams measured at 300 K and 4.2 K by Oh et al. [10]. The authors ascribe the
(a) (b)
(c)
Figure 2.12: Switching phase diagrams of asymmetric MgO-based MTJs at room tem-
perature and 4.2 K, taken from [10]. (a) shows normalised phase diagrams of MTJ1
and MTJ2 at 4.2 K, (b) and (c) depict phase diagrams at 300 K and 4.2 K of MTJ1 and
MTJ2, respectively, as well as the fits to the critical switching voltages. Both MTJs
are asymmetric with a free layer composition of 1.8 nm of Co20Fe60B20 (MTJ1) and
2.3 nm of Co49Fe21B30 (MTJ2).
differences in the first and third quadrant of the phase diagrams for the two samples
to the different composition of the free layer of the MTJs, leading to a different bias-
dependence of the perpendicular STT [10].
33
2. FUNDAMENTALS 34
For the case of fully perpendicularly magnetised metallic spin-valves, the theo-
retical phase diagram looks much simpler, as was derived by Le Gall et al. [62]. It is
plotted in figure 2.13 (a). Due to the absence of any in-plane anisotropy components,
S. LE GALL et al. PHYSICAL REVIEW B 86, 014419 (2012)
stability criterion given by Eq. (7). In the following we also
consider the hard layer magnetization as fixed and the free layer
magnetization as uniform (Fig. 5). Each layer can be modeled
as a macrospin with uniaxial symmetry. For the case of the
magnetocrystalline anisotropy axis, the applied magnetic field
and the flowing current are along the z direction. Consequently
the effective field is along z and derives the expression of the
magnetic energy of the system given by
E(θ,H ) = KV sin2(θ ) − μ0MSV H cos θ. (8)
The effective field is given by
Heff = − 1
μ0MSV
dE
dm
= (H + HK cos θ )ez, (9)
where HK = 2Kμ0MS and the apparent effective field H ∗eff is given
by
H ∗eff =
βIg(θ )
γ0
[(sin θ sin φ)ex − (sin θ cos φ)ey]
+ (H + HK cos θ)ez. (10)
From (5) the equilibrium positions are the solutions of the
following equations:
(H + HK cos θ ) sin θ = 0,
(11)
I sin θ = 0.
The valid solutions at any injected current corresponds to
the exact P or AP magnetic configurations (θ = 0 or π ). The
stability is determined by the criterion given by
{[h + g(θ )i] cos θ + cos(2θ )}θ=0 or π  0. (12)
Here we used reduced coordinates for the applied magnetic
field h = H/HK and for the injected current i = βIαγ0HK , from
the above expression we can deduce that the parallel and the
antiparallel states are, respectively, stable only if the current
I  I PSW(H ) or I  IAPSW(H ),
iPSW(h) = −
(h + 1)
g(0)
↔ I PSW(H )
= −
(
2eμ0
h̄
)
αMSV
g(0)
(H + HK ), (13)
iAPSW(h) = −
(h + 1)
g(π )
↔ IAPSW(H )
= −
(
2eμ0
h̄
)
αMSV
g(π )
(H − HK ). (14)
The theoretical determination of the switching currents
given by Eqs. (13) and (14) allows us to build the state
diagram of a nanopillar spin valve with PMA. The theoretical
expressions of the switching currents, respectively, in the
parallel and in the antiparallel states divide the (H , I ) plane
into two regions, one where the equilibrium position is stable
and one where it is unstable based on the stability criterion
given by Eq. (7). The border line between these two regions
is given by the equation of the switching current evolution as
a function of the applied magnetic field. The state diagram of
Fig. 6(a) is a combination of the information given by Eqs. (13)
and (14). Since the spin-transfer torque is more efficient in the
antiparallel configuration than in the parallel one the slopes
of the two borders which depend on the g(θ ) function are
different. So they cross and divide the (H , I ) plane into four
regions. In three of them the magnetization has access to at
least one stable magnetic configuration: P, AP, or both. In the
fourth region there are no stable and static magnetic states.
Therefore, the magnetization has to be in a dynamic state
where dm/dt = 0.
Such theoretica state diagrams have been described in the
literature by different methods.24,50,87,88 A careful analytical
study of the fourth region shows that steady magnetization
precessions around the perpendicular axis are expected.88
i
h
(a)
-10
 0
 10
-10  0  10
P
AP
or
I (
m
A
)
μ0H (T)
(b)
-5
 0
 5
-0.4  0  0.4
P
AP
or
FIG. 6. (Color online) (a) Theoretical state diagram of a nanopillar spin valve with perpendicular magnetizations in the case of a uniaxial,
macrospin, and 0 K approach in reduced coordinates (h = H/HK and i = βIαγ0HK ). (b) Experimental state diagram of a hexagonal nanopillar
spin valve of 100 nm by 200 nm with a hard layer made of [Co/Pt]/[Co/Ni] and a free layer made of [Co/Ni]. The blue and red circles are for
the measured switching fields and the orange triangles indicates the presence of a peak in the differential resistance measurements. The blue
and red lines present what could correspond to the expected evolution of the switching current as a function of the applied magnetic field of
our simple modeling. The values of the parameters used here can be found in Ref. 50.
014419-6
Figure 2.13: Phase diagrams of a metallic nanopillar with perpendicular magnetisation,
taken from [62]. Positive field and current favour the P state. (a) Theoretical phase
diagram in the macrospin approximation with reduced coordinates (see [62] for xact
d finitions) and (b) experimental phase diagram, dots are the me sured switching fiel s,
orange triangles indicate the presence of a peak in the differential resistance. The blue
and green small arrows indicate the reference and free layer magnetisation direction,
respectively. The red coloured area corresponds to the AP state being stable, the blue
area to P, green to a bistable state and orange to a precessional region.
the diagram only consists of two critical lines. Since for metallic structures the STT
asymmetry parameter is different from 1 in most cases, the slope of the lines is differ-
ent. Therefore they cross and divide the field-current-space into four different regions:
two regions where only P or AP are stable, a bistable region and a region without any
stable static states. In this last region, a steady magnetisation precession around the
perpendicular axis is expected.
Figure 2.13 (b) shows an experimentally obtained phase diagram from [62] for the
case of a perpendicular magnetisation direction. The sample used in the experiment was
a hexagonal nanopillar of lithographical dimensions of 100 nm by 200 nm. The mag-
netic layer structure consists of a Pt(3 nm)/[Co(0.25 nm)/Pt(0.52 nm)]5/Co(0.2 nm)/
[Ni(0.6 nm)/Co(0.1 nm)]2/Co(0.1 nm) reference layer and a Co(0.1 nm)/[Co(0.1 nm)/
Ni(0.6 nm)]4/Pt(3 nm) free layer separated by a 4 nm Cu spacer layer. As in the theo-
retical diagram, there are the two critical lines dividing the diagram into the same four
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regions. In the region with large positive currents and large negative fields (upper left
corner), the differential resistance shows peaks. It is not as easy to detect if these peaks
are related to magnetisation precession as in the in-plane case: A uniform precession
of the free layer magnetisation around the perpendicular axis does not affect the angle
between the magnetisations of the free and the reference layer which is used as read-out
mechanism via the GMR effect.
The large difference to the theoretical phase diagram is the strong deviation from
linearity around the zero current switching field. The magnetisation reversal becomes
almost independent of the current and the current has to increase to a certain threshold
until the linear behaviour appears. The reasons for this were experimentally investi-
gated by varying temperature, measurement speed, nanopillar size and magnetic field
angle. It was shown that the angle of the applied field and therefore a break of the
uniaxial symmetry has a huge effect on the slope of the critical lines.
Finally, theoretical phase diagrams for perpendicular metallic structures with sym-
metry breaking of the anisotropy were derived, which can account for magnetocrys-
talline anisotropy or distributions of the anisotropy direction due to a granular structure
of the material [62].
2.5.2 Magnetisation precession
Spin-transfer torque can also be used to exert a stable precession of the magnetisation if
it opposes the damping. The precessional motion and the quick change in the magneti-
sation transforms to a rapid change in resistance and therefore to a fast varying voltage
across the device. The precession frequency of the oscillator is adjustable by the cur-
rent. Such a tunable conversion from DC current to AC voltage has been proposed as
current-controlled microwave source and resonator, e.g. for telecommunication sys-
tems.
The first observation of STT induced precession in CPP spin-valve devices was
reported by Kiselev et al. in 2003 [28]. The applied current was favouring the opposite
state compared to the external magnetic field, so that switching was prevented, but the
free layer was driven into a cyclic trajectory with a frequency in the GHz range. An
increase in current will change the orbital form from small angle to large angle in-plane
oscillation. At even higher currents, the trajectory changes to an out-of-plane orbit.
An in-plane trajectory was accompanied by a redshift of the signal with increasing
current, whereas the out-of-plane oscillation frequency was blue-shifting. However,
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the output power from such CPP spin-valve devices in the order of pW is much too low
for practical applications, which require an output power in the range of µW [63].
MgO-based MTJs with larger MR ratios are potentially able to achieve a higher
output power. An output in the µW range was achieved with a CoFeB/MgO/CoFeB
MTJ with a TMR ratio of 110 % in 2008 [64]. It showed a rather large linewidth
(≈100 MHz), but in general the two requirements of large output power and low
linewidth are difficult to achieve simultaneously.
One way to reduce the linewidth and increase the output power would be the phase-
locking of several oscillators. Due to the coherence of the individual oscillators, their
combined power in the phase-locked state is expected to scale with the square of the
number of the locked oscillators. This was demonstrated experimentally with two
GMR-devices by Kaka et al. [63]. However, it is technologically challenging to phase-
lock more than two devices.
2.5.3 Bias-dependence of STT
In order to control the influence of spin-transfer torque on the magnetisation, its mag-
nitude and bias voltage dependence are of great interest. Note that the derivative of the
torque with respect to the voltage has been given the name ’torkance’ [40]. There are
several different approaches to measure the torkances in MgO-based MTJs experimen-
tally.
For low-to-moderate voltages, spin-transfer driven ferromagnetic resonance (ST-
FMR) [4, 5, 65, 66, 67, 68] and thermally excited ferromagnetic resonance (TE-FMR)
[64, 69, 70, 71, 72] can be used. The latter technique will be introduced in more details
in section 3.3.3.
Another method is the analysis of statistics of thermally excited switching; this is
done at large bias voltages [49] or moderate bias by fitting plots of the switching fields
as function of the applied bias voltage [10]. This method needs to assume a particular
functional form for the bias-dependence on the torque and is sensitive to assumptions
made on the heating [73]. Wang et al. have measured the resonant magnetic precession
due to an oscillating STT in the time-domain [73] whereas Xue et al. determined the
oscillating resistance due to an oscillating STT with a network analyser [74].
The bias voltage dependence as well as the actual values of the two components are
currently widely discussed in the literature. An overview about this discussion will be
given in the next two subsections. The two STT components are predicted by theory
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to depend on the symmetry of the structure as well as on the layer thicknesses, the
magnitude of the exchange splitting and on the interfacial microstructure [6, 7].
2.5.3.1 Bias-dependence of the in-plane spin-transfer torque
Kubota et al. [5] and Sankey et al. [4] report a linear dependence of the in-plane STT
for MgO-based MTJs. This is in good agreement with first-principle calculations by
Heiliger and Stiles [75]. It has to be noted, that there was a deviation from the linear
behaviour observed for large voltage bias (above 300 mV) for samples of comparable
composition if ST-FMR [4, 5] or TE-FMR [64] were used. Other groups also found a
linear behaviour with deviation already at V > 200 mV [73] or V > 100 mV [74], but
the sample compositions were different to the ones mentioned before (see table 2.1).
Jung et al. [71] also report a linear dependence of the in-plane STT, but with a
factor of 2 difference between the P and AP state although it should be independent of
the state.
Table 2.1 summarises the values obtained for the in-plane STT parameter in differ-
ent units. The often experimentally determined unit of mT/V can be converted to an
energy (J/V) if both the saturation magnetisation and the volume are known. The unit
of 1/(Ωm2) is obtained from J/V by dividing by the cross sectional area of the device
and multiplying with the constants γ e
µB
.
2.5.3.2 Bias-dependence of the perpendicular spin-transfer torque
For symmetric junctions, the perpendicular STT vanishes at zero voltage [6, 5]. An ex-
perimental non-zero perpendicular torque at zero bias voltage would therefore provide
information on asymmetries in the MTJ.
For non-zero bias voltage, in most of the experiments the perpendicular spin-transfer
torque is found to be quadratic in the applied voltage [5, 64, 67, 68], which is in good
agreement with first-principle calculations by Heiliger and Stiles [75]. The perpendic-
ular STT parameter reached up to 25-30 % of the in-plane torque for an applied bias of
max. 300 to 500 mV [4, 64].
However, Petit et al. [69] measured the change of the resonance frequency peak
in circular Al2O3-MTJs as a function of bias current and found that the perpendicular
torque was proportional to the bias current and therefore changes sign with bias voltage.
This is in qualitative agreement with another measurement on MgO-MTJs by Li et
al. [49], who have accounted for heating effects due to large current densities required
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for switching. However, this measurement was also done as a function of current (not
voltage) and at a higher bias regime than Sankey et al. [4], Deac et al. [64] or Kubota
et al. [5].
If the MTJs are asymmetric, i.e. the free and reference layer are not identical,
an additional linear dependence of the perpendicular STT on the bias voltage was
found [10]. This is also in agreement with theoretical predictions [6]. An experi-
mental affirmation of this are the TE-FMR measurements on asymmetric MgO-MTJs
by Petit et al. [70]. For the perpendicular STT, a quadratic dependence on the voltage
was found with an additional linear term either from unbalanced Oerstedt fields or the
sample asymmetry. Another TE-FMR measurement of Heinonen et al. [72] on slightly
asymmetric CoFeB-based MgO-MTJs with different thickness showed a solely linear
dependence of the perpendicular torque and the same order of magnitude as the in-
plane STT. Oh et al. [10] determined the bias-dependence for the STT from switching
phase diagrams (at 4.2 K and 300 K) for asymmetric MTJs. They also concluded that
the perpendicular STT includes a linear and a quadratic bias-dependence term.
Table 2.2 summarises some literature values obtained for the quadratic part of the
perpendicular STT parameter in different units.
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2.5.4 Back-hopping
For the potential application as MRAM cell, in order to switch the magnetisation direc-
tion typically a larger voltage bias than the critical voltage (Vc) is applied to compen-
sate sample to sample variations. It has been reported, however, that this can induce a
telegraph-noise like behaviour [8, 9], typically referred to as ‘back-hopping’ [8, 9, 76]
or ‘abnormal switching-back phenomenon’ [10, 77]. This means that the magnetisation
of the free layer switches back to its original state after a successful write operation al-
though the applied voltage is exceeding the critical voltage for switching. It is not
observed in metallic structures, but characteristic for MTJs and very inconvenient for
the design of industrially-competitive MRAM devices [76].
An experimental example for the back-hopping is shown in figure 2.14, taken from
[10]. Back-hopping occurs when the voltage is increased above the switching voltage
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Figure 4 | Sign of C1 and abnormal switching-back phenomenon. a, Theoretical result of bias-dependent τ⊥ for asymmetric ∆ (see the Methods section
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Inaccuracies in the estimation of the junction temperature T ∗
may lead to a twisted evaluation of Ci values. As T ∗ is also bias
dependent, the evaluation of Ci values depends fundamentally
on the estimation of T ∗(V ). To gain insight into this issue, we
examined several heating estimation methods commonly used for
MTJs (refs 18, 22) and found about 10% variation of Ci values (see
Supplementary Note S1), which is not a crucial correction. This
estimation is also supported by the observation that in the first and
third quadrants, which are most influential for the evaluation of
Ci values, the effective energy barrier E±B (1∓V /|V
±
C |) is larger and
thus the bias-induced heating is less important than in the second
and fourth quadrants.
The reliability of the above estimation depends on how realistic
the assumed forms of T ∗(V ) are. Whereas all forms of T ∗(V )
used in our analysis assume a quadratic bias dependence, a
linear dependence may arise owing to thermoelectric effects,
related to the Peltier effect in metallic spin-valves23 or tunnelling
of electrons through normal metal–insulator–superconductor
junctions24. However, these mechanisms could be important only
when the two electrodes are made of considerably different
materials24,25, and thus do not seem relevant to the present situation
(that is, the same atomic elements with different compositions).
On the basis of this discussion, we conclude that τ⊥ is most likely
responsible for the observed bJ. At this point, we also mention that
for a more quantitative evaluation of τ⊥, an accurate experimental
estimation ofT ∗ is crucial, which is a subject of future studies.
Next we discuss possible origins of the non-zero C1 and its
sign change in the context of τ⊥. Previous studies on symmetric
MTJs suggested10,18 that at high bias, the bias dependence of τ⊥
can become asymmetric owing to hot electron-related magnon
excitations. However, this mechanism allows only one sign of
C1 and thus is inconsistent with our observation of the sign
change of C1. A thickness difference between the free and reference
layers can also result in non-zero C1 (ref. 26). This mechanism
is however suppressed in the presence of thickness fluctuations as
small as a single atomic layer13, responsible for the finite orange-peel
coupling in our samples. Still another possible mechanism is the
asymmetry in the exchange splitting∆. A recent theoretical study11
demonstrated that the asymmetric bias dependence of τ⊥ can be
either positive or negative depending on the relative magnitudes
of ∆ in the reference and free layers (∆Ref and ∆Free). Note that
in MTJ1 (MTJ2), the free layer is Fe-rich (Co-rich), whereas the
atomic concentrations of Fe and Co are the same in the reference
layer. Therefore, in MTJ1 (MTJ2), ∆Free is expected to be larger
(smaller) than∆Ref because Fe has a larger∆ thanCo (ref. 27).
To investigate the relationship between the asymmetric ∆ and
the sign of C1, we carried out a model calculation of the bias-
dependent τ⊥ using the free-electron model within the Keldysh
formalism26 (see the Methods section for model parameters).
We found that C1 is negative (positive) when ∆Ref < (>)∆Free
(Fig. 4a). Therefore, the effect of an asymmetric ∆ on τ⊥ is
qualitatively consistent with the experimental observations.We also
tested another possible source of the symmetry breaking, that is,
asymmetric barrier height U because the workfunctions of Co, Fe
and B are different28. We found however that this effect generates
incorrectC1 signs (see Supplementary Note S3).
The voltage dependence of bJ affects an abnormal switching
behaviour at large voltage, which is expected to have significant
implications inMTJ-based devices. As indicated by solid up-arrows
in Fig. 3d, bJ becomes larger than HC when V increases above a
certain threshold. Under these conditions, the influence of bJ and
τ‖ starts competing: τ‖ favours the parallel (antiparallel) state for a
positive (negative) V , whereas bJ favours the antiparallel state re-
gardless of the voltage polarity. Consequently, when V is positively
NATURE PHYSICS | VOL 5 | DECEMBER 2009 | www.nature.com/naturephysics 901
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Figure 2.14: Example of an R-V curve of an MTJ exhibiting back-hopping (or
’switching-back’) at voltages above 1 V, taken from [10]. The data were obtained in
an off-pulse measurement (pulse width = 50 ns). The inset shows a time trace of the
random telegraphic noise measured at 1 V.
(around 0.8 V): The resistance alternates between the P and AP state.
Back-hopping has been observed both in off-pulse measurements [9, 11, 77] as
well as in on-pulse measurements [8, 77]. It has been seen in symmetric MTJs [8, 9]
as well as in asymmetric MTJs with Co-rich FeCoB free layer [10, 11], whereas in
the latter case the back-hopping could be suppressed by changing the composition of
the free layer to an Fe-rich CoFeB. The back-hopping is typically one-sided for one
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constant applied field, i.e. it only appears or is more pronounced either in the switching
direction from antiparallel (AP) to parallel (P) (electrons flow from the reference to
the free layer) [8, 10, 11, 77] or in the P to AP switching direction (electrons flow
from free layer to reference layer) [9]. However, back-hopping does not appear in fully
perpendicular MTJs [78].
The different groups reporting on the back-hopping observation interpret their re-
sults based on a variety of effects, such as thermally activated magnetisation rever-
sal [8, 9, 10, 11] or hot electron processes [8]. Junction heating had also been proposed
as a possible origin [8], but was ruled out later, since it is not large enough to account
for the effects [9]. Also, it would not explain the asymmetry of the back-hopping phe-
nomenon. Park et al. [11] and Min et al. [9] mention the perpendicular STT as being
the cause for this phenomenon but do not address the issue any further.
It should be noted that the back-hopping is not identical with another phenomenon
occurring at high voltage biases called ‘bifurcated switching’ [76, 79], in which there
are two (highly repeatable) switching branches. One is the regular switching between
the P and AP state, whereas the other is a switching to a semi-stable state with interme-
diate resistance [79]. One explanation could be subvolume excitation.
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Experimental
In this chapter, the samples which are used in this thesis are introduced. The stack
composition and the purpose of the individual layers are explained and the properties
of the individual samples are listed.
During the course of this work, an experimental setup to perform measurements of
the DC and high frequency switching behaviour was built. The parts of the setup that
are shared by all experiments are described (electromagnet, sample contacting) and the
characteristics of the equipment relevant for the work presented here are listed.
In the last section, the three experimental techniques used to gain information on
the samples are described: DC R-H and R-I loops, the measurement of phase diagrams
and thermally excited ferromagnetic resonance.
3.1 Samples
The samples used in this thesis were supplied by Dr. Jonathan Sun from IBM Research
(New York, USA) via Prof. Stéphane Mangin (Université de Lorraine, France) and
Prof. Jeffrey McCord (previously at the HZDR, now at the University of Kiel, Ger-
many). The samples are CoFeB/MgO-based MTJs having both the reference and the
free layer magnetised in-plane.
3.1.1 Stack composition
State-of-the-art MTJ stacks have a complex composition that has historically devel-
oped. The evolution in the stack design is shown in some principle steps in figure
3.1. In principle, two ferromagnetic layers with a non-magnetic material in between
are sufficient to observe the magnetoresistance effect if the two layers have a different
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AFM
Synthetic AFM
Free layer
(a) (b) (c)
Reference layer
Non-magnetic material
B
R
B
R
B
R
Figure 3.1: Historical evolution of the MTJ stack: (a) FM/NM/FM, (b) AFM/FM/N-
M/FM and (c) AFM/SAF/NM/FM where FM is the ferromagnetic material, NM the
non-magnetic material, AFM the antiferromagnet and SAF the synthetic antiferromag-
net consisting of two ferromagnets with a non-magnetic spacer. The small arrows in
the MR loops refer to the magnetisation directions of the free and reference layer, re-
spectively.
coercivity. This can be achieved if the layers differ in certain respects, for example if
the thickness is different as in figure 3.1(a), or by using different materials. The layer
with the larger coercivity is called the reference (or fixed) layer, while the other layer is
referred to as the free layer. The MR loop of such a system consists of two switching
events per branch since first the free layer and then the reference layer switches due
to their different coercivity. This is problematic for an application as a storage device
because only one state would be stable at zero applied magnetic field.
For applications it is desirable to ’fix’ the magnetic moment of the reference layer
in one direction. This can be achieved by placing an antiferromagnet (AFM, typically
IrMn or PtMn) in contact with the reference layer, thereby making use of the exchange
coupling arising at their common interface (see figure 3.1(b)). In the example shown
here, a positive magnetic field is defined in the direction opposite to the magnetisation
of the reference layer, setting the sample in the AP state, whereas switching to the P
state will be observed for large enough applied negative magnetic field. The hysteresis
curve is shifted from zero as a consequence of the uncompensated stray field arising
from the reference layer. This shift can lead to the fact that still only one state is stable
at zero magnetic field.
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To circumvent this problem, state-of-the-art MTJ stacks designed for applications
such as STT-MRAM or read heads include a so-called synthetic antiferromagnetic layer
(SAF) as reference layer (see figure 3.1(c)). It consists of two ferromagnetic layers cou-
pled antiferromagnetically via a thin, non-magnetic layer, with the lower film exchange
coupled to the antiferromagnet and the upper layer serving as reference layer to the
free layer. The closed magnetic field flux of the SAF reduces the stray field (dipolar
coupling) on the free layer, and therefore the shift of its hysteresis curve.
The fabrication of these stacks is technologically very challenging: All of the layers
need to be deposited in contact with their adjacent layers without loss of electrical
or structural properties (lattice match). The stack optimisation in order to improve
the TMR represents an extensive research field in itself. The following structural and
material issues have to be addressed:
The bottom electrode should have a low roughness and a low resistance contribu-
tion.
The structure and quality of the tunnel barrier are essential for the TMR ratio.
Typically, crystalline MgO is required to obtain high TMR values. This can be de-
posited either by direct rf sputtering from a stoichiometric target or by sputtering of
metallic Mg and subsequent oxidation.
The anisotropy of the free layer should be neither too large (resulting in a high
switching current density) nor too low (thermally not stable). Nowadays, typically
Co20Fe60B20 is the free layer material of choice, since as-deposited CoFeB layers with
a B concentration larger than 15 % are amorphous [80] and MgO films with highly or-
dered (001) texture can be grown on these amorphous layers (as long as the MgO films
are thicker than four monolayers) [81]. After the deposition of the stack, the structures
are annealed (around 350-400 ◦C [83]). Then, the B diffuses away from the CoFeB
layer, initiating its subsequent crystallisation using the adjacent MgO(001) barrier as
a template. Finally, a crystalline structure of bcc CoFe(001)/MgO(001)/CoFe(001) is
formed. An example of the such a structure can be seen in a cross-sectional transmis-
sion electron microscope (TEM) image in figure 3.2 (taken from [82]).
Where the B is diffusing to is still under discussion: It is either diffusing towards
the MgO barrier (forming an Mg-B-O composite at the interface MgO/CoFe, [84]) or
further away from the barrier into the capping layer [83], which might be related to
the quality of the barrier and/or the oxygen content (boron has a high affinity towards
oxygen [80]).
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(a)
(b)
Figure 3.2: TEM image of an electron beam-grown 2.5 nm thick MgO barrier (a) as
grown and (b) after annealing at 400 ◦C for 1 h, showing the bcc crystallisation of the
two adjacent CoFe layers. The picture was taken from [82], the scale bar indicates 1 nm
length.
3.1.2 Properties of samples used in this work
The stack composition of the IBM samples used in this thesis is given in table 3.1. The
Layer (purpose) Material Thickness (nm)
Top electrode (conductor) PtMn 70
Top electrode (oxidation barrier, B getter) Ru 10
Free layer CoFeB 1
Free layer (increased lattice matching) Fe 0.5
Tunnel barrier MgO 0.95
SAF

Co70Fe30 0.5
CoFeB 1.9
Ru 0.85
Co70Fe30 1.4
CoFeB 0.5
Bottom electrode + AFM (conductor) PtMn 17.5
Seed layer Ru 1
Table 3.1: Stack composition of IBM-MTJ.
data presented in this work were obtained from six different samples whose properties
are summarised in table 3.2.
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Sample number Size of ellipse (nm) TMR R(P) Hc Hshift
1 85 × 128 71 % 1023 Ω 1.64 mT 0 mT
2 85 × 128 70 % 1140 Ω 3.23 mT -0.98 mT
3 85 × 128 78 % 993 Ω 3.33 mT -0.2 mT
4 97 × 166 70 % 866 Ω 0.38 mT +0.5 mT
5 97 × 166 72 % 1035 Ω 1.81 mT -1.1 mT
6 85 × 140 63 % 1090 Ω 0.25 mT -0.2 mT
Table 3.2: Properties of samples used in this thesis. A positive shift indicates a total
coupling field favouring the P state.
3.2 Experimental setup
3.2.1 Overview of equipment for the different measurement tech-
niques
There are three different types of measurement presented in this thesis:
1. DC resistance vs. field (R-H) and resistance vs. current (R-I) loops
2. Pulsed switching experiments and
3. Thermally excited ferromagnetic resonance.
All three different measurements use equipment which is connected to the same mag-
netoresistance setup. It consists of a Suss PM5 wafer prober for contacting the sample
by high frequency (HF) prober tips, a water cooled electromagnet with a Kepco power
supply for the magnetic field and a Keithley nanovoltmeter and current source for re-
sistance measurements. The high frequency equipment includes a Picosecond pulse
generator, a Tektronix oscilloscope and an Agilent spectrum analyser. A schematic of
the different combinations of the parts of the equipment used for the various measure-
ment techniques is given in figure 3.3. In the pulsed switching experiments, nanosecond
voltage pulses were sent by the pulse generator and their reflections were recorded by
the oscilloscope. A power splitter was used to connect both instruments simultaneously
to the HF port of the bias tee in reflection mode. The frequency spectra in the TE-FMR
measurements were recorded by the spectrum analyser. In both techniques a bias tee
separated the DC and high frequency components of the signal.
The experimental setup that was built during the PhD, including all instruments,
is shown in figure 3.4. Additional information about the setup concerning contacting,
wiring and specifications can be found in the appendix A. Before the three measurement
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(a) R-H and R-I loops (b) Pulsed switching experiments (c) TE-FMR
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Figure 3.3: Overview over equipment used for the three different types of measure-
ments presented in this work: (a) DC resistance vs. field and current loops, (b) pulsed
switching experiments and (c) thermally-excited ferromagnetic resonance.
Nanovoltmeter Current source
Multimeter 
+ Switch
Spectrum
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Power 
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2 Pulse generators
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Figure 3.4: Experimental magnetotransport setup. (a) Overview of setup and equip-
ment, (b) zoom on the sample contacting with two high frequency tips.
techniques are described in detail, the shared parts of the setup are discussed, namely
the electromagnet and the sample contacting structure.
3.2.2 Electromagnet and Kepco power supply
The Kepco power supply (BOP 100-10 MG) for the electromagnet can be used either in
constant current or constant voltage mode. In constant current mode it was noted that
while setting the current value the coil current overshoots by 160 % as consequence
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of the large inductance of the magnet. About 150 ms are required in order to finally
adjust to the desired value. This overshoot would result in the scale of the R-H loop
being incorrect. To avoid the overshoot, the magnetic field was therefore set to change
in small steps with an amplitude of about half of the allowed overshoot. This reduced
the speed of setting the field, but ensured that the desired field value is not exceeded.
The magnetic field was calibrated before the measurements were performed by using
a Hall probe in the place of the sample. The maximum field for a pole shoe gap of
50 mm (which was used in this thesis) was about 0.12 T. The minimum step size at this
distance is about 0.1 mT. Smaller step sizes or higher maximum fields can be easily
achieved by increasing or decreasing the pole shoe distance.
3.2.3 Contacting of the sample
An example of contacting a sample for both the DC and high frequency measurements
is given in figure 3.5. It should be noted that a ground-signal-ground (GSG) tip was
used even though the measurement was performed in the 2-point-probe method. There
are two reasons for that: The sample design included only two contact pads and the
pulse generator can only generate pulses of one current sign. Therefore, the contact
needed to be changed by changing the tip connection to invert the sign of the current
for the pulsed measurements. For a GSG tip, this is conveniently done by moving the tip
such that the signal tip either touches the bottom or top electrode. The third tip connects
to the ground electrode of the next sample and does not influence the measurement.
Figure 3.6 shows the IBM samples with a larger magnification. The MTJ itself is
hidden beneath the current lead to the top electrode.
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Figure 3.5: (a) Contacting of IBM-sample with 150 µm GSG HF tip. The sample to the
left of the contacted sample is indicated by a red frame, the field direction is in the plane
parallel to the easy axis of the sample (blue arrow). Here, the sample was contacted so
that positive current favours the AP state (electrons are flowing from the top electrode
to the bottom electrode). (b) Geometrical dimensions of sample electrodes and (c) side
view of sample including the top and bottom electrode.
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Figure 3.6: IBM sample pictures: (a) Light microscopy image, the red frame indicates
the zoomed area of (b) SEM image with bottom contact (at top) and top contact (at
bottom). The nanopillar with the MTJ is hidden below the current lead to the top
electrode (indicated by red circle). The SEM image was taken by M. Höwler.
3.2.4 Principle specifications of equipment
Principle specifications of the DC equipment which are relevant for the work presented
in this thesis are given in table 3.3. More general information is included in table A.1
in the appendix. The Keithley nanovoltmeter and current source were used to deter-
mine the DC resistance in all three measurement types presented in section 3.3. The
50
3. EXPERIMENTAL 51
Name of device Principle specifications
Keithley 2182A
Nanovoltmeter
Resolution: 10 mV range: 1 nV with internal R > 10 GΩ
100 mV range: 10 nV with internal R > 10 GΩ
1 V range: 100 nV with internal R > 10 GΩ
Keithley 6221
DC/AC
current source
Typical noise: 2 µA range: 200 pA peak-peak/40 pA RMS
20 µA range: 2 nA peak-peak/0.4 nA RMS
200 µA range: 20 nA peak-peak/4 nA RMS
2 mA range: 200 nA peak-peak/40 nA RMS
Keithley 2401
source meter
Source accuracy (2 V range): 0.02 % + 600 µV
Resolution for R measurement (2 kΩ range): 10 mΩ
Table 3.3: Selected specifications of DC equipment of setup relevant for the measure-
ments in this work.
specified resolution and noise of the two instruments was considered when estimating
the error bars for the R-I and R-V loop measurements presented in section 3.3.1. The
Keithley 2401 source meter served as both a voltage source and current meter for the
low temperature measurement presented in section 4.1.2.4.
The principle specifications of the HF equipment are given in table 3.4. More
general information is included in table A.2 in the appendix. The specifications can
be used to estimate the bandwidth limitations and the attenuation of the system. For
near-Gaussian response systems, the bandwidth can be calculated from the rise time of
the pulse [85]:
BW =
0.35
tr
, (3.1)
where BW is the bandwidth (defined at an attenuation of -3 dB) and tr is the rise time
(defined as the time the pulse takes to rise from 10 % to 90 % of the pulse amplitude).
For a cascade of Gaussian response systems, the output rise time tr(out) of the whole
system is the root-sum-of-squares of the individual rise times trn [85]:
tr(out) =
√
(tr1)2 + (tr2)2 + ...+ (trn)2 . (3.2)
Using eq. (3.1) and (3.2) several estimations can be made:
• The rise time of the pulse generator (55 ps) corresponds to a bandwidth of about
6.4 GHz. Therefore, even if the oscilloscope bandwidth is limited to 10 GHz in
order to reduce the noise level, this is still sufficient to record the full frequency
content of the pulse from the pulse generator.
• The output rise time of the whole system used for the pulsed switching exper-
iments can be estimated from the rise time of the cables (13.2 ps), the splitter
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Name of device Principle specifications
Picosecond
pulse generator
PSPL 10060A
Rise time: 55 ps
Fall time: 115 ps
Range of duration: 100 ps...10 ns (in 2.5 ps steps)
Tektronix
Oscilloscope
DPO72004B
Rise time: 18 ps
Sensitivity range: 10 mV/div to 1 V/div in 1-2-5 sequence
Noise in 10 mV range: 0.49 mV (at 10 GHz)
Agilent
Spectrum
analyser
MXA N9020A
Frequency range: 20 Hz...26.5 GHz
Internal preamplifier: +20 dB gain between 100 kHz to 26.5 GHz;
noise figure (at 5 GHz): 9 dB
Resolution bandwidth: 1 Hz...8 MHz
Average noise level (at 5 GHz): -166 dBm (preamp on)
Picosecond
Power Splitter
5336
Bandwidth: DC to 20 GHz
Delay: 180 ps
Insertion loss, AC: 6.0 dB ± 0.5 dB
Input impedance: 50 Ω ± 0.3 Ω max.
Mini-Circuits
Bias-Tee
ZX85-12G+
Frequency range: 0.2...12 GHz
DC resistance from DC to RF+DC port: 1.8 Ω
Insertion loss: 0.6 dB
Max. DC voltage and current: 25 V; 400 mA
True Blue high
frequency cables
Max. operating frequency: 26.5 GHz
Attenuation (at 5 GHz): 0.59 dB/m
Propagation delay: 4.56 ns/m
Table 3.4: Selected specifications of the high frequency equipment of the setup.
(17.5 ps) and the bias tee (30 ps) as tr(out) = 37 ps (corresponding to a band-
width of 9.4 GHz). This is the shortest rise time that can be applied in the circuit.
Since the rise time of the pulse generator is larger than this value, the equipment
is sufficient to transmit all frequency components from the generated pulses.
• In section 3.3.2.5 the losses in the system and the time delay of the pulse are es-
timated for the pulsed switching experiment for the applied voltage pulse ampli-
tudes and cable lengths of the setup. The losses in the signal path are determined
by summing up the attenuation values from the cables (times the length), the
splitter and the bias tee. Furthermore, the time delay of the pulse can be calcu-
lated from the cable lengths and reflected parts of the pulse from the oscilloscope
time trace can then be assigned to reflections at certain interfaces in the system.
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3.3 Experimental techniques
The DC and high frequency behaviour of the MTJ samples was investigated by sev-
eral experimental techniques. These include resistance versus field loops (R-H loops),
resistance versus current loops (R-I loops), measurements of full phase diagrams (off-
and on-pulse) and thermally excited ferromagnetic resonance. The working principles
and basics of the individual techniques are explained in the following subsections.
3.3.1 Measurement of DC R-H and R-I loops
Two LabVIEW programs were set up that use the Keithley current source, Keitley
nanovoltmeter and the magnet (controlled by the Kepco power supply unit) to loop
through the magnetic field at a constant current (R-H) or through the applied current at
a constant magnetic field (R-I) while measuring the resistance. Input parameters are the
waiting time between the individual steps, the respective start, stop, step and constant
values for both field (in voltage for the power supply) and current. The current/field
sweep loops from the maximum positive value to the maximum negative value and
back.
A typical hysteresis loop for the MTJ samples used in this thesis can be seen in
figure 3.7. Here, positive magnetic field favours the AP state whereas negative field
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Figure 3.7: Typical minor magnetoresistance loop of sample 3 taken at a constant cur-
rent of 10 µA. In the small magnetic field range applied only the free layer is changing
the magnetisation direction.
favours the P state. The switching fields Hsw+ and Hsw− are not symmetric. This
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shift can be due to a small AP dipolar coupling to the reference layer and/or an AP
interlayer exchange coupling across the tunneling barrier. Switching occurs abruptly
and without any steps, thereby indicating a single-domain-like behaviour with coherent
magnetisation reversal. The sample has an elliptical cross-section with axes lengths of
85 and 128 nm. The TMR is 78 % and the RA product 8.5 Ωµm2.
An example for switching the magnetisation by STT can be seen in figure 3.8. For
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Figure 3.8: Current-induced switching with a DC current and different applied mag-
netic fields in the easy axis direction for sample 1. Switching between the P and AP
states is indicated by sharp changes in the resistance. The critical switching current at
zero magnetic field is around 200 µA which corresponds to a critical current density of
2.3 × 106 A/cm2.
the positive current direction, the electrons flow from the fixed to the free layer, thus
favouring the P state. Accordingly, a negative applied current favours the AP state.
The bistable hysteretic region is shifted by applying an additional magnetic field: If
the field favours the same state as the current, it is easier to switch and the switching
occurs at lower current values (for positive field and negative current and vice versa).
The irregular resistance values for negative field and large negative current show the
so-called ’back-hopping’ phenomenon which is discussed in detail in section 2.5.4.
An example for an approximate sweep time for the R-H loop is 120 s for a total
of 200 points (measuring between ±12.4 mT in 0.25 mT steps), with a waiting time
between the magnetic field steps of 0.5 s. A typical R-I loop between ±700 µA with
5 µA step size (560 points) and 0.2 s waiting time takes about three minutes.
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The specifications of the current source and nanovoltmeter given in table 3.3 can
be used to estimate the limits of the measurements for the specific samples properties.
With a noise of the current source of 200 nA (peak-to-peak) in the range for the R-I
loops, the switching currents (around 200 µA) are larger by a magnitude of three and
can therefore be determined with a good accuracy. As a rough estimate of the limit of
the resistance resolution for both the R-H and R-I loop, the specified resolution of the
nanovoltmeter at the smallest range (1 nV) and the typical current for the determination
of the MR loop (10 µA) give a resistance resolution of 0.1 mΩ.
3.3.2 Measurement of phase diagrams: off and on-pulse
3.3.2.1 Goal of experiment
The goal of measuring the switching phase diagram is to determine the borders of the
stability regions for P and AP for the MTJ and compare them with the analytical phase
diagram. Ideally, the spin-transfer torque parameters can then be extracted and com-
pared with the results from other measurement techniques (TE-FMR, ST-FMR). There
are two ways to perform the measurement: off- and on-pulse. In an off-pulse experi-
ment, the state of the sample is determined by detecting the resistance at a low voltage
bias before and after the pulse. On-pulse measurements detect the reflected pulse signal
itself to determine the state of the sample (time-resolved in single shot mode). Mea-
surements were performed combining both the on-pulse and off-pulse technique. The
two techniques are outlined in detail below.
3.3.2.2 Real-time (on-pulse) measurement
Voltage pulses of ns-scale duration and variable amplitude were applied to the sample
in reflection mode (see figure 3.9). The MTJ sample terminates a 50 Ω coaxial cable.
A voltage pulse from the pulse generator is split by a power splitter, so that half of the
pulse is injected into the MTJ, whereas one quarter is reflected and the other quarter
is terminated by the single-shot 20 GHz oscilloscope. The voltage pulse is partially
reflected by the MTJ because of its impedance mismatch. The ratio of the reflected
voltage is given by the so-called reflection coefficient ρ [86]:
ρ =
Zterm − Z0
Zterm + Z0
, (3.3)
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where Zterm and Z0 are the impedance of the sample and that of the transmission line
(50 Ω), respectively. The reflected voltage pulse is then again split by the power splitter,
and half of the reflected signal is recorded by the oscilloscope, whereas the other half
is terminated by the pulse generator. Depending on the state of the sample (P or AP),
Oscilloscope
Current source 
(probe current 10 µA)
+ Nanovoltmeter
Pulse generator
Power 
splitter
R ∆R
1500 Ω 700 Ω
Bias T
Figure 3.9: Schematic of the experimental setup for the phase diagram measurement in
reflection mode. Switching of the sample state results in a resistance change that can
be detected both by the DC current as well as with the single-shot oscilloscope.
the reflection coefficient differs and therefore the current state of the sample is revealed
by the amplitude of the reflected pulse. Since switching is non-deterministic at room
temperature and there are small angle deviations of the magnetisation from the easy
axis for each switching attempt due to thermal fluctuations, it is essential to detect the
reflected pulse in single-shot mode in order to investigate individual switching events.
To separate the change in the magnetoresistance from the background of the re-
flected pulse, reference signals at positive and negative magnetic fields slightly above
the coercivity were taken before the measurement. To increase the signal-to-noise ratio
(SNR), these reference signals were averaged for ten times. By subtracting the refer-
ence signal from the actual measurement signal all pulse distortions introduced from
the setup could be removed. The state of the sample during the pulse can then be de-
termined from analysing the oscilloscope traces for the different magnetic fields and
voltage amplitudes. The results are summarised as the on-pulse phase diagram.
3.3.2.3 Off-pulse measurement
A small DC detection current (10 µA) was applied to the MTJ through a bias tee during
the experiment to determine the MTJ resistance (using the nanovoltmeter) after satu-
ration, as well as before and after the voltage pulse, thus yielding the off-pulse phase
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diagram. By combining the high frequency oscilloscope data and the off-pulse resis-
tance measurements the resistance state of the MTJ can be tracked at all times.
3.3.2.4 Measurement sequence
The measurement sequence for both types of phase diagram (shown in figure 3.10) was
performed as follows:
Pulse amplitude
time
……
Saturate,
Go to field H1
Saturate,
Go to field H1
Repeated 10x
for each field
1 ns
time
pulseRdc
before
Rdc
after
Rdc
before
100 ms 550 ms 375 ms
0.05V
1V
(a)
(b)
Figure 3.10: Schematic of measurement sequence for obtaining the phase diagram.
(a) shows the application of a pulse sequence with increasing amplitudes (repeated
ten times at each magnetic field) and (b) shows the time scale of the DC resistance
measurements before and after the pulse.
1. Take 10 reference measurements in each state (P/AP), average;
2. Saturate sample in the P (AP) state;
3. Set magnetic field to the desired field in small steps to prevent an overshoot of
the magnetic field;
4. Apply a sequence of voltage pulses with increasing amplitude and a step of
0.05 V (if adjustable by the pulse generator) in one sequence;
5. Repeat steps 2-4 for 10 times at the same magnetic field;
6. Repeat steps 2-5 for the next magnetic field.
The resistance of the sample was probed both by measuring the DC resistance before
and after the pulse as well as by detecting the time-resolved pulse reflection with the
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single-shot oscilloscope. Therefore the state of the sample was probed at all times:
before, during and after the pulse. Repeating the measurement 10 times at the same
field value allowed to gain a statistical average of the switching probability.
3.3.2.5 Measurement example and discussion
An example of a single-shot measurement is given in figure 3.11, depicting the detected
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Figure 3.11: Full reflection of pulse as detected by the oscilloscope at a pulse amplitude
of 0.9 V. The sample is in the AP state (R = 1430 Ω).
signal at the scope for a 1 ns pulse of 1.8 V amplitude. The time scale is adjusted so
that the first pulse arrives at t = 0 ns at the scope. This is the part of the pulse directly
transmitted to the scope after passing the splitter (1/4 of the amplitude = 0.45 V). The
second pulse, with a delay of 16.3 ns, was sent to the sample and got reflected. The
delay is equivalent to a transmission line length of 3.6 m, which is double the length of
the cable from the splitter to the sample.
A small negative pulse is recorded after a delay of about 11 ns, which is equivalent
to a transmission line length of 2.4 m. This is double the length of the cable between
the splitter and the bias tee. Therefore, this pulse can be identified as a reflection at the
bias tee, which is negative for the case of an impedance below 50 Ω.
The signature of an open end pulse reflection (with floating HF tips) is similar to the
reflection shown in figure 3.11, since the sample also has a higher impedance than the
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50 Ω circuit. The distortions of the pulse shape are therefore mainly due to impedance
mismatches and reflections at several interfaces or bandwidth limitations in the system
(cables, adapters, bias tee).
Taking the losses of splitter and bias tee into account, the height of the reflected
pulse detected on the oscilloscope is smaller than the expected value of 0.367 V. Table
3.5 gives some examples for the differences between theoretical and real signal heights
for the different voltage pulse amplitudes. For the calculation of the theoretical signal,
Vpulse
signal (AP) signal (P)
experiment
% difference from
experiment
% difference from
theoretical value theoretical value
0.05 0.0195 V 4.7 % 0.0181 V 7.5 %
0.5 0.1863 V 9.5 % 0.1852 V 6.7 %
1 0.3456 V 17.9 % 0.3418 V 13.9 %
Table 3.5: Comparison of maximum theoretical and actual signal height for some se-
lected voltage pulse amplitudes for the P and AP configuration in the on-pulse phase
diagram measurement. The theoretical values are given as the percentage by which
they exceed the experimentally obtained data.
the attenuation of splitter (-6 dB) and bias tee (-0.6 dB) were taken into account twice
and the reflection of the sample was calculated from the reflection coefficient at the
specific DC resistance for the P and AP configuration. The reasons for the discrepancy
between theory and experiment are likely to be additional losses in the cables and an
increased attenuation at the sample at higher frequencies. The cable attenuation is given
as 0.59 dB/m at 5 GHz and 0.85 dB/m at 10 GHz in the data sheet. If the value for 5 GHz
was taken into account, the theoretical signal would be smaller than the experimentally
determined. Although this seems contradictory at first, it confirms the calculations
shown here because the attenuations are frequency dependent and the values given in
the data sheets are maximum values.
From the actual signal heights it is already visible that the signal difference is very
close to the resolution limit for the lowest pulse amplitude (noise at 10 GHz bandwidth
and 10 mV/division≈ 0.49 mV). The maximum actual difference signal increases from
1.4 mV for 0.05 V pulses to 4.0 mV at the largest pulse height of 1.0 V, which is clearly
detectable.
The sample rate was set to the maximum of 50 GS/s corresponding to taking data
points every 20 ps. To achieve a maximum SNR, the bandwidth of the oscilloscope was
reduced to 10 GHz and it was kept at the smallest possible vertical range (10 mV/di-
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vision) while the reflected pulse of the sample was offset to detect the top of the pulse
at higher amplitudes. This is an internal function by the oscilloscope applying a DC
offset voltage to the input, which brings the top of the pulse into the input range of the
amplifier, but implies that the normal line voltage is out of range. At the start of the
pulse, the input amplifier has to come out of saturation, but since the actual pulse is not
overshooting, it appears to recover quickly enough so as not to distort the signal.
3.3.2.6 Analysis
An automated analysis was performed in order to maintain defined and constant condi-
tions for the determination of switching events and to save time. During the analysis,
the user has to monitor the individual oscilloscope traces to check if there are any devia-
tions caused by changes in the contact resistance, which would lead to incorrect results
for the switching events. The analysis was programmed in LabView and was carried
out in several steps:
1. Removal of jitter: To adjust the measurements horizontally, the derivatives of
AP/P reference and measurement are cross-correlated, respectively. Since all
pulses of the same amplitude are equivalent in shape except for a certain factor
due to the reflection coefficient, the maximum slope during the rising edge occurs
at the same time. The cross correlation yields a shift of maximum ± 1 data point
(± 20 ps) which is accounted for in the further analysis.
2. Background subtraction: Calculation of the difference signal with the two ref-
erence signals: (reference(AP) minus measurement) and (measurement minus
reference(P)), thus identifying the state of the sample at each time of the pulse.
3. Determination of the MTJ state at the start and the end of the pulse: Both dif-
ference signals are integrated over a period from 0.22 to 0.42 ns (start of pulse)
and 0.72 to 0.92 ns (end of pulse). The state is defined by the smaller of the two
integrals. (Ideally, one should cancel, the other should correspond to the signal
height).
To illustrate the temporal definition of the start and end states, figure 3.12 displays
a series of on-pulse traces, measured with 1 ns voltage pulses of different amplitudes
on the same sample as used in paragraph 4.1.2.2. The signal had to be offset vertically
for voltage amplitudes above 0.25 V in order to detect the top of the pulse at the small-
est possible vertical range, leading to a cut-off of the lower part of the reflected pulse.
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Figure 3.12: Reflected signals from sample 3 while switching from the AP state for
different applied voltage pulse amplitudes at a magnetic field of -1.5 mT. The vertical
offset of the oscilloscope had to be increased for larger pulse amplitudes - therefore,
the start of the pulse could not be detected for higher amplitudes. All pulses start at
0 ns and are 1 ns long, deviations from the rectangular shape are due to reflections or
imperfect impedance matching of the setup. The time ranges used for the automated
analysis of the start and end state are indicated by the grey areas.
This explains why the start and end states of the sample were not determined exactly
at the edges of the pulse, but in the time range of 0.22 to 0.42 ns (start) and from 0.72
to 0.92 ns (end) after the start of the pulse (highlighted in grey in figure 3.12). Conse-
quently, this analysis method might miss switching events at the very end of the pulse,
and will detect switching events at the very start as an already altered start state. The
fact that the start and end states are determined over a time range and not at an exact
point in time was necessary for a stable analysis but might also result in missing switch-
ing events at the borders of the time range. Moreover, back-hopping events between
these time intervals would not be detected with this analysis method. Therefore the
time ranges were kept as short as possible while retaining a reliable analysis.
3.3.3 Thermally-excited ferromagnetic resonance
Thermally excited ferromagnetic resonance (TE-FMR) can be used to determine the
spin-transfer torque parameters [69]. In this technique, the (in-plane magnetised) sam-
ple is subjected to both an in-plane magnetic field and a DC current but, in contrast to
current-driven magnetisation precession, both field and in-plane STT favour the same
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state (parallel or antiparallel) [64]. Therefore, the in-plane spin-transfer torque acts to
increase the damping and cannot drive magnetisation dynamics. The high frequency
signals obtained appear at the ferromagnetic resonance frequency corresponding to the
effective field which includes the perpendicular STT [64].
The measurement setup is shown in figure 3.13. Negative field and positive current
Spectrum Analyser
Current source
+ Nanovoltmeter
sample
Bias T H
Figure 3.13: Schematic of the experimental setup for the thermally excited ferromag-
netic resonance (TE-FMR). An internal preamplifier of the spectrum analyser was used
to increase the signal-to-noise ratio while a certain DC bias was applied. The applied
magnetic field was in the direction of the easy axis of the sample.
favour the parallel state. The magnetic field was applied along the easy axis of the
elliptical sample and the current perpendicular to the nanopillar interfaces. The spectra
were recorded with a spectrum analyzer with a built-in preamplifier. For each constant
field, different DC current values were applied, so that the equivalent maximum voltage
across the barrier did not exceed 0.3 V. For this, the current-voltage characteristic of the
sample was determined previously in the two (saturated) states. Before the analysis, the
background spectrum (at zero DC current) and the amplification were subtracted.
Increasing the DC bias voltage at the sample influences both the peak frequency fr
and the linewidth ∆f . It was shown by Petit et al. [69] that in the linear regime the
perpendicular (field-like) spin-transfer torque changes the peak frequency, while the
in-plane torque influences the linewidth of the signal. Depending on the field direction,
the effective field B0 is either increased (if both perpendicular torque and external field
favour the same state) or decreased (if they favour opposite states). This leads to an
increase or decrease in fr according to the Kittel formula [87]:
2πfr = γ
√
B0(B0 + µ0Ms) . (3.4)
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To a first order approximation, the resonance frequency for the TE-FMR is given by
[69]:
fr =
γ
2π
√
(Beff +B⊥) (Beff +B⊥ + µ0Ms) , (3.5)
where B⊥ = a⊥MsV ol . Therefore, the bias-dependence of the perpendicular spin-transfer
torque can be determined from the shift in the peak position with the applied voltage.
In the LLG macrospin model, the linewidth of the peak is set by the damping. In
the case of TE-FMR, the in-plane spin-transfer torque acts in the same direction as the
damping and it will therefore increase the linewidth of the peak independently of the
state of the sample. To a first order approximation, the linewidth for a precessional peak
of the TE-FMR near static equilibrium is given by [69]:
∆fr(V ) =
γ
2π
α (µ0Ms + 2Beff) + 2
γ
2π
B||(V ) . (3.6)
Here, B|| =
a||
MsV ol
. The damping factor α can be determined from the linewidth ex-
trapolation to zero bias voltage, where the bias-dependence of the in-plane STT does
not contribute. The in-plane spin-transfer torque is then estimated from the linewidth
change with the applied voltage.
The two spin-transfer torque components can thus be independently calculated from
the TE-FMR spectra.
It should be noted that for small damping factors α, the power spectral density of the
TE-FMR precessions has a Lorentzian shape with an amplitude inversely proportional
to ∆fBeff [70], therefore lower external magnetic fields will result in signals with larger
amplitudes.
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Results and discussion
This chapter summarises the theoretical and experimental work carried out in order to
extract the in-plane and perpendicular spin-transfer torque parameters. At first, the crit-
ical switching voltages and switching fields for a magnetic tunnel junction are derived.
For this, the Landau-Lifshitz-Gilbert equation is analytically and numerically solved,
taking into account both the in-plane and perpendicular STT terms. We consider a
generalised device configuration which can describe nanopillars with in-plane and/or
perpendicular-to-the-plane anisotropy. The calculated phase diagrams are then extrap-
olated to three particular configurations and compared to theoretical and experimental
results on metallic nanopillars as well as our measured phase diagrams on in-plane
MgO-based MTJs.
We present phase diagrams measured via two methods: ‘on-pulse’ and ‘off-pulse’
(see chapter 3.3.2), which can, in principle, be fitted with the analytical formulae in
order to extract the bias-dependence of the two STT terms. Alternatively, the in-plane
and perpendicular STT parameters can be determined from thermally-excited ferromag-
netic resonance (TE-FMR), discussed in section 3.3.3. At room temperature, the two
methods yield values which differ by one order of magnitude, reflecting the different
impacts of thermal effects on the two approaches.
4.1 Switching phase diagrams of MTJs
Phase diagrams summarise the states allowed for the free layer of the magnetic tunnel
junction for given external conditions at different applied fields and electrical bias (see
figure 2.13). Experimentally, on such a phase diagram a cross-section along the hori-
zontal (field) axis corresponds to a typical R-H sweep measured at constant bias. The
horizontal line at V = 0 intersects the critical lines in two points corresponding to the
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anisotropy field ±µ0Hk. A vertical cut corresponds to an R-I (or R-V) measurement.
Critical lines marking the stability of given states can be fitted with analytical formu-
lae. In the next section, the critical voltages and their dependence on the external field
are derived for an MgO-based MTJ, assuming a linear (quadratic) dependence of the
in-plane (perpendicular) STT term on the bias voltage.
4.1.1 Theory: Calculating the phase diagram
We analytically and numerically solve the Landau-Lifshitz-Gilbert (LLG) equation. To
this end, we employ a similar approach as described by Grollier et al. for fully metallic
devices [88]. Note that there are two main differences between spin-valves and MTJs:
1. Metallic spin-valves demonstrate a strongly skewed dependence of the in-plane
STT on the angle between the magnetic moments of the free and the reference
layer [30], while this asymmetry is not present in MgO-based MTJs [4, 5, 75].
2. The field-like STT can be neglected in metallic structures [89], whereas it can
reach up to 30 % of the in-plane STT in MgO-based MTJs and needs to be con-
sidered [4, 5, 75].
Unlike in the calculations of Grollier et al., here, we take into account both STT
terms. Furthermore, we assume that the in-plane (perpendicular) STT term has a linear
(quadratic) dependence on the applied voltage, and that the perpendicular STT always
favours the AP state [4, 5, 75].
The system we consider is an Fe/MgO/Fe-type MTJ with a generalised geometry,
characterised by the following:
• The free layer has two generalised orthogonal anisotropy components: one along
an in-plane direction (Hkx) and the other normal to the plane of the layers (Hkz),
as seen in figure 4.1. The latter can be positive or negative, depending on whether
the free layer is magnetised in- or out-of-plane.
• The magnetic moment of the reference layer is parallel to the negative z-direction,
hence ~p‖ − ~uz.
• The external field is applied along the z axis and positive field favours the AP
state.
• Positive voltage implies electrons flowing from the reference layer to the free
layer (i.e. for positive voltage, the in-plane STT favours the P state).
• Magnetostatic coupling fields are not considered.
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Figure 4.1: Schematic of the MTJ and field definitions for the general case of an MTJ
with two orthogonal anisotropy components. The external field Ha is applied along the
z axis.
• The orders of magnitude for various material parameters are assumed to be in the
typical range for Fe/MgO/Fe-MTJs.
For this system, the LLG equation in the presence of an applied bias voltage is
written as:
d~m
dt
= −γ(~m× µ0 ~Heff) + α
(
~m× d~m
dt
)
− γa′‖V (~m× (~m× ~p)) + γa
′
⊥V
2 (~m× ~p) .
(4.1)
Here, ~m and ~p are the unit magnetisation vectors of the free layer and the polarisation
of the incident electrons (assumed to be collinear with the reference layer magnetisa-
tion), respectively. γ is the gyromagnetic ratio and α is the Gilbert damping coeffi-
cient. µ0 ~Heff is the effective field. It includes the external magnetic field µ0Ha and
the anisotropy field µ0Hk: µ0 ~Heff = µ0(Hkxmx~ux + Ha~uz + Hkzmz~uz) (~ui being the
unit vector along the i axis). a′‖ =
a‖
MsV ol
and a′⊥ =
a⊥
MsV ol
contain Ms, the saturation
magnetisation, and V ol, the volume of the free layer. The prefactors a‖ and a⊥ deter-
mine the magnitude of the in-plane and perpendicular torkances, respectively. V is the
applied voltage across the system.
To analyse the stability of the P and AP states as function of the applied field and
bias voltage, we impose mz = ∓1 and my,mz  1. Under these conditions, the
projection of the Landau-Lifshitz-Gilbert equation on the x, y and z axes yields the
following system:
ṁx = ∓γa
′
‖V mx + γ
(
−µ0Ha ± µ0Hkz − a
′
⊥V
2
)
my ± αṁy
ṁy = γ
(
+µ0Ha ∓ µ0Hkz ± µ0Hkx + a
′
⊥V
2
)
mx ∓ γa
′
‖V my ∓ αṁx (4.2)
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Second order terms inmx,my and α can be neglected due to the fact thatmx,my, α
1. By separating the variables (mx and my), we arrive at the following equation:
m̈y − (A+D) ṁy + (AD −BC)my = 0 , (4.3)
where A, B, C and D are given by:
A = γ
(
±αµ0Ha − αµ0Hkz ∓ a
′
‖V ± αa
′
⊥V
2 + αµ0Hkx
)
B = γ
(
−µ0Ha ± µ0Hkz − αa
′
‖V − a
′
⊥V
2
)
C = γ
(
+µ0Ha ∓ µ0Hkz + αa
′
‖V + a
′
⊥V
2 ± µ0Hkx
)
D = γ
(
±αµ0Ha − αµ0Hkz ∓ a
′
‖V ± αa
′
⊥V
2
)
(4.4)
The solutions of eq. (4.3) are of the typemy = A∗ · ekt. Replacingmy in eq. (4.3) leads
to the quadratic equation k2 − (A+D)k + (AD −BC) = 0, which has the following
discriminant:
∆ = −4γ2
(
µ0(Ha ∓Hkz) + αa
′
‖V + a
′
⊥V
2
)
×
(
+µ0(Ha ∓Hkz) + αa
′
‖V + a
′
⊥V
2 ± µ0Hkx
)
.
(4.5)
The sign of this discriminant dictates whether the solutions are real or complex. For
either state (P or AP), if the real part of k is positive, my grows in time and thus the
initial state becomes unstable. The stability of the P and AP states is hence given by
the following condition: Re(my) < 0.
We now examine the case for positive and negative discriminants. From eq. (4.5)
we find that the discriminant is negative for the P state if
µ0Ha < µ0Hkz−αa
′
‖V −a
′
⊥V
2−µ0Hkx or µ0Ha > µ0Hkz−αa
′
‖V −a
′
⊥V
2 . (4.6)
For the AP state, the discriminant is negative for
µ0Ha < −µ0Hkz − αa
′
‖V − a
′
⊥V
2 or µ0Ha > −µ0Hkz − αa
′
‖V − a
′
⊥V
2 + µ0Hkx .
(4.7)
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Under these conditions, the two states P and AP are stable if the real part of k is nega-
tive, i.e. if
γ
(
±2αµ0Ha − 2αµ0Hkz ∓ 2a
′
‖V ± 2αa
′
⊥V
2 + αµ0Hkx
)
< 0 . (4.8)
Therefore, the P state is stable (with negative discriminant) within the field region set
by eq. (4.6) and the voltage region V1 > V > V2 given by
V1,2 =
a
′
‖
2αa
′
⊥
±
√√√√( a′‖
2αa
′
⊥
)2
+
µ0
a
′
⊥
(
−Ha +Hkz −
1
2
Hkx
)
. (4.9)
Similarly, the AP state is stable (with negative discriminant) within the field region
defined by eq. (4.7) and the voltage region V < V2 or V > V1:
V1,2 =
a
′
‖
2αa
′
⊥
±
√√√√( a′‖
2αa
′
⊥
)2
+
µ0
a
′
⊥
(
−Ha −Hkz +
1
2
Hkx
)
. (4.10)
Considering the order of magnitude of the parameters involved in eq. (4.9) and (4.10),
for Fe/MgO/Fe MTJs, only one of the solutions of each equation is physically mean-
ingful, namely V2 for both of them. They will be referred to in the following as V2P and
V2AP .
For the P state, the discriminant is larger than zero when:
µ0Hkz − αa
′
‖V − a
′
⊥V
2 − µ0Hkx < µ0Ha < µ0Hkz − αa
′
‖V − a
′
⊥V
2 , (4.11)
and for the AP state if:
− µ0Hkz − αa
′
‖V − a
′
⊥V
2 < µ0Ha < −µ0Hkz − αa
′
‖V − a
′
⊥V
2 + µ0Hkx . (4.12)
The additional condition that the solutions should be negative leads to:
γ2
[(
1 + α2
)
(µ0Hkx)
2 −
(
2
[
−µ0Ha ± µ0Hkz − αa
′
‖V − a
′
⊥V
2
]
∓ µ0Hkx
)2
−
(
±2αµ0Ha − 2αµ0Hkz ∓ 2a
′
‖V ± 2αa
′
⊥V
2 + αµ0Hkx
)2]
< 0 .
(4.13)
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Estimating and comparing the relative magnitude of the different terms for experimen-
tally relevant values, this expression can be reduced to1:
−a′2⊥V 4 +
[
2a
′
⊥ (−µ0Ha ± µ0Hkz)∓ µ0Hkxa
′
⊥ − a
′2
‖
]
V 2
+
[
−(−µ0Ha ± µ0Hkz)2 + µ0Hkx(∓µ0Ha + µ0Hkz)
]
< 0 .
(4.14)
Eq. (4.14) is a fourth degree equation in V , which can be reduced to a second degree
equation by substituting V with V =
√
W . The solutions to these quadratic equations
then give the final critical lines for the voltages for the case of the positive discriminant.
The P state is stable for V > V1a or V > V2a, defined by
V1a = +
√
W1 , V2a = +
√
W2 , (4.15)
whereas the AP state is stable if V < V2b or V < V1b according to:
V1b = −
√
W1 , V2b = −
√
W2 . (4.16)
Here,
W1,2 = ξ ±
√
ξ2 + κ with
ξ =
1
a
′
⊥
(−µ0Ha ± µ0Hkz)∓
µ0Hkx
2a
′
⊥
−
a
′2
‖
2a
′2
⊥
κ =
1
a
′2
⊥
[
−(−µ0Ha ± µ0Hkz)2 + µ0Hkx(∓µ0Ha + µ0Hkz)
]
. (4.17)
Equations 4.6, 4.7, 4.9, 4.10, 4.15 and 4.16 define the critical lines on the phase
diagram as functions of the various parameters. These are plotted in figure 4.2 assuming
the following values: a′‖ = 0.0067246 T/V , a
′
⊥ = 0.0153707 T/V
2 (taken from [75] using
a film thickness of 1 nm), µ0Hkz = 0.2 T, µ0Hkx = 0.04 T and α = 0.005.
In total, four types of regions are found in the phase diagram: one (each) where
either only P or AP is stable, labeled P and AP respectively; a bistable region (P/AP)
and finally two regions (shaded grey) where none of the states is stable.
Lines 1 and 2 correspond to the field dependent critical voltages. The AP state is
stable in the region below line 1 (black, eq. (4.10)), the P state is stable in the region
above line 2 (green, eq. (4.9)).
1Note that some additional solutions were excluded as they do not satisfy the condition of A+D < 0.
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Figure 4.2: Analytically calculated phase diagram for the general case of an MTJ with
two orthogonal anisotropy components µ0Hkx = 0.04 T and µ0Hkz = 0.2 T. P and AP
denote to regions where the parallel and antiparallel states are stable, respectively. The
dashed areas are regions where neither of the two states is stable.
These two lines are intersected by four lines, opening regions in the phase diagram
in which the number of stable states is further reduced. The AP state is only stable
outside of lines 3 and 4 (orange), which are defined by eq. (4.7). Additionally, for
voltages below the critical line 2, AP is also stable for voltages smaller than those
defined by eq. (4.16). Please note that these additional lines superimpose lines 3 and 4
in figure 4.2. The P state is stable outside of lines 5 and 6 (purple), which are defined
by eq. (4.6). For voltages above line 1, P is also stable as given in eq. (4.15), the lines
of which are superimposing lines 5 and 6 in the figure.
Lines 3 to 6 cross the horizontal axis at−µ0Hkz,−µ0Hkz +µ0Hkx, µ0Hkz−µ0Hkx
and µ0Hkz. The opening up of the neither stable regions (grey-shaded areas) is therefore
a direct result of the inclusion of µ0Hkx.
Lines 1 and 2 in figure 4.2 are functions including a square root as given by V2P
in eq. (4.9) and V2AP in eq. (4.10). The square-root-dependence is a signature of the
perpendicular STT term. Indeed, for systems in which the field-like torque is negligible
(a′‖  a
′
⊥), lines 1 and 2 extrapolate to a linear dependence: The AP state is stable for
voltages smaller than
V = − α
a
′
‖
(
−µ0Ha − µ0Hkz +
1
2
µ0Hkx
)
(4.18)
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and P is stable for voltages larger than
V = − α
a
′
‖
(
−µ0Ha + µ0Hkz −
1
2
µ0Hkx
)
. (4.19)
We directly compare the analytical solution with the numerical integration of the
LLG equation. The Maple code used for the numerical integration was written by
Dr. Volker Sluka. The calculations were carried out with the system set initially in
the P or AP state, respectively. The results of the numerical simulation are shown in
figure 4.3, using the same parameters as in the analytical phase diagram (figure 4.2). A
combination of the two simulations in figure 4.3 yields an excellent agreement with the
analytical solution.
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Figure 4.3: Numerically simulated phase diagram for general case starting from (a) P
and (b) AP. The yellow lines are the analytical solutions.
Special cases
By suitably defining the x and z axis of the coordinate system with respect to the plane
of the layers, as well as the magnitude and sign of the two generalised anisotropies,
µ0Hkx and µ0Hkz, the formalism described above can be applied to three different,
experimentally relevant geometries:
1. A perpendicular MTJ with an additional in-plane easy axis (for example an ellip-
tically shaped MTJ with perpendicular anisotropy). The x and z axes are defined
as in the previous section and in figure 4.1, and both µ0Hkx > 0 and µ0Hkz > 0.
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2. A perpendicular anisotropy MTJ without in-plane shape anisotropy (for example
a nanopillar with circular cross-section), µ0Hkx = 0 T. The only intrinsic field
component is the effective out-of-plane anisotropy µ0Hkz. The normal to the
plane also defines the direction of the z axis. This is the highest symmetry case.
3. An in-plane magnetised MTJ with an in-plane shape anisotropy, such as a nanopil-
lar with an elliptical cross-section. Here, the x axis is perpendicular to the plane
of the film. µ0Hkx is negative and represents the demagnetising field of the free
layer, but might also include a perpendicular-to-the-plane anisotropy component,
as long as it does not overcome the demagnetising field. z is the in-plane easy
axis direction and µ0Hkz is the easy axis (shape) anisotropy.
Note that in all three cases the reference layer and, hence, the current polarisation are
defined as being oriented antiparallel to uz as for the generalised geometry. The applied
field µ0Ha is along the z axis and a positive field favours the AP state, whereas for a
positive voltage, the in-plane STT favours the P state.
4.1.1.1 Limiting case 1: Perpendicular MTJ with additional in-plane anisotropy
component
An MTJ with both the reference and the free layer magnetised out-of-plane and an
additional in-plane shape anisotropy corresponds to the general case derived at the start
of the chapter and represented in figure 4.1 as specified before.
The in-plane anisotropy component breaks the symmetry of the system as all other
fields in the system as well as the current polarisation are perpendicular to the plane
(along the z axis). This symmetry breaking is responsible for lines 3 to 6 in figure 4.2,
opening up two regions, where only P (between lines 1 to 4) or AP (between lines 1,
2, 5 and 6) are stable, as well as two regions, where neither of the two states is stable
(dashed grey).
Similar conclusions have been pointed out by Le Gall et al. who compared ana-
lytically calculated phase diagrams with experimental results on metallic layers with
a perpendicular anisotropy and additional in-plane shape anisotropy [62]. The authors
state that the differences in the analytical model and experimental results (see figure
2.13) might be induced by breaking of the uniaxial symmetry assumption of the analyt-
ical model used [62]. The regions where neither of the two states is stable are ascribed
to steady magnetisation precessions around the perpendicular axis [62] or to canted
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states of the magnetisation before the onset of precessional modes (obtained by micro-
magnetic simulations by Mangin et al. [37]). It should be noted that there are further
differences between our and the results by Mangin et al. and Le Gall et al. which are
direct consequences of the different STT properties in MTJs and metallic structures as
described in section 2.2.2. Indeed, for the metallic spin-valves, in addition to the field-
like torque being negligible (which transforms lines 1 and 2 into linear functions on the
field), the angular dependence of the in-plane STT introduces different slopes in these
lines, which can therefore cross.
4.1.1.2 Limiting case 2: Full perpendicular MTJ
As mentioned above, for this high symmetry case, lines 3 to 6 disappear. Indeed, when
imposing µ0Hkx = 0, the discriminant ∆ is found to be symmetric and always negative:
∆ = −4γ2
(
µ0Ha ∓ µ0Hkz + αa
′
‖V + a
′
⊥V
2
)2
. (4.20)
Therefore, the solutions to the differential equation are always complex and there is
only one condition for the stability for each state. The P state is stable within the
voltage region V1 > V > V2 given by:
V1,2 =
a
′
‖
2αa
′
⊥
±
√√√√( a′‖
2αa
′
⊥
)2
+
µ0
a
′
⊥
(−Ha +Hkz) . (4.21)
The AP state is stable for the voltage region V < V2 or V > V1:
V1,2 =
a
′
‖
2αa
′
⊥
±
√√√√( a′‖
2αa
′
⊥
)2
+
µ0
a
′
⊥
(−Ha −Hkz) . (4.22)
Similar to the general case, considering the order of magnitude of the parameters in-
volved for Fe/MgO/Fe MTJs, only one of the solutions (V2 in both cases) of each equa-
tion is physically meaningful.
The phase diagram for a perpendicular anisotropy MTJ with circular cross-section
is plotted in figure 4.4. Line 1 (corresponding to eq. (4.22)) and 2 (eq. (4.21)) sep-
arate two regions where either P or AP is stable with a bistable region in between.
The P (AP) state is stable above (below) line 2 (1). In between we predict hysteretic
behaviour as both configurations are allowed. Note that as the two lines do not cross
over the experimentally relevant voltage and field range, neither canted states nor STT
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Figure 4.4: Analytically calculated switching phase diagram for fully perpendicu-
lar MTJ (µ0Hkx = 0 T) using a
′
‖ = 0.0067246 T/V, a
′
⊥ = 0.0153707 T/V
2 [75],
µ0Hkz = 0.02 T and α = 0.005.
driven precession are expected. This is confirmed by numerical integration, which is in
excellent agreement with the analytical results as in the previous case. The comparison
between the analytical calculation and the numerical integration is displayed in figure
4.5 using the same parameters as in the analytical phase diagram (figure 4.4).
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Figure 4.5: Numerically simulated phase diagram for fully perpendicular MTJs
(µ0Hkx = 0 T) starting from (a) P and (b) AP. No additional regions compared to the
analytical solution were obtained.
4.1.1.3 Limiting case 3: Fully in-plane MTJ
The generalised formulae can also be used to describe MgO-MTJs with both the refer-
ence and the free layer magnetised along an in-plane easy axis, by rotating the sample
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by 90◦, as depicted in figure 4.6 (b), and imposing µ0Hkx < 0 to account for the ef-
fective demagnetising field. As in cases 1 and 2, the external field is applied along the
z axis and a positive field favours the AP state. The polarisation remains ~p‖ − ~uz, so
that positive voltage favours the P state. This configuration is especially relevant as a
considerable number of experimental results published so far have been carried out on
in-plane MgO-MTJs with elliptical cross-section.
For this particular geometry the critical lines are defined as follows: The P state is
stable for voltages larger than
V =
a
′
‖
2αa
′
⊥
−
√√√√( a′‖
2αa
′
⊥
)2
+
µ0
a
′
⊥
(
−Ha +Hkz −
1
2
Hkx
)
, (4.23)
whereas the AP state is stable for voltages smaller than
V =
a
′
‖
2αa
′
⊥
−
√√√√( a′‖
2αa
′
⊥
)2
+
µ0
a
′
⊥
(
−Ha −Hkz +
1
2
Hkx
)
. (4.24)
Additionally, the following magnetic field conditions have to be fulfilled: The P state is
stable for
µ0Ha < µ0Hkz − αa
′
‖V − a
′
⊥V
2 , (4.25)
and the AP state is stable for
µ0Ha > −µ0Hkz − αa
′
‖V − a
′
⊥V
2 . (4.26)
Note that in general αa′‖V  a
′
⊥V
2 and can be neglected. The additional solutions
derived for the case of a positive discriminant (eq. (4.15) and (4.16) in the general
calculation) are neglected here since they are congruent with eq. (4.25) and (4.26) for
the experimentally relevant region and magnitude of parameters.
Figure 4.6 displays the coordinate system and the calculated analytical phase di-
agram for the in-plane case using a′‖ = 0.0067246 T/V, a
′
⊥ = 0.0153707 T/V
2 [75],
µ0Hkx = -2.15 T, µ0Hkz = 0.02 T, α = 0.005 [90]. Compared to the analytical diagram
for the generalised case (figure 4.2), only four critical lines remain, mainly because
µ0Hkx is orders of magnitude larger than the other fields in the system. Indeed, since
µ0Hkx determines the width of the regions opening up due to the symmetry breaking,
lines 4 and 5 are shifted to an experimentally not relevant field range for this geometry
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Figure 4.6: Switching phase diagrams for the case of in-plane magnetic tunnel junc-
tions: (a) Analytical solution, (b) schematic of the coordinate system.
(above ±2 T).
The AP state is stable within the borders defined by lines 1 (black, eq. (4.24)) and 3
(orange, eq. (4.26)), whereas the P state is stable in the region enclosed by the critical
lines 2 (green, eq. (4.23)) and 6 (purple, eq. (4.25)).
Similar to the generalised case, there are four types of regions: one (each) where
only P or AP is stable, a bistable region and two neither stable regions at high field and
voltage values, which favour opposite states. Several important aspects can be derived
from the phase diagram:
The curvature of the critical lines 3 and 6 is a consequence of the quadratic bias-
dependence of the perpendicular STT, as can be seen in the corresponding eq. (4.26)
and (4.25). This implies that the bias-dependence of the field-like STT can be directly
determined by fitting these lines on experimentally obtained phase diagrams with eq.
(4.25) and (4.26).
Both lines 3 and 6 curve to the left, reflecting the assumption that the field-like
torque always favours the AP state. This will have consequences for experimental
magnetoresistance curves at constant voltage (horizontal scans in the phase diagram).
A hysteresis loop at V = 0 yields the anisotropy value of the magnetic free layer, as the
horizontal cross section through V = 0 crosses lines 3 and 6 at−µ0Hkz and +µ0Hkz. If
the voltage is increased, both switching fields shift to the left for both voltage polarities,
but the width of the loop remains twice the anisotropy. Indeed, as the field-like torque
favours the AP state, it will assist the external field for switching to the AP state and
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oppose it for the AP to P reversal. Switching to the AP state will thus require less
field to be applied, while the field necessary to induce the opposite transition will be
increased in the presence of a finite bias voltage.
The square-root-dependence of lines 1 and 2 is also a consequence of the perpen-
dicular STT. As mentioned previously, the two lines extrapolate to a linear dependence
for the assumption of a negligible perpendicular STT (a′‖  a
′
⊥).
The analytical calculation demonstrates that the critical lines intersect each other
at fields and voltages which depend on the characteristics of the device (such as the
anisotropy), rather than on the field and voltage axis. Using one fitting formula for each
quadrant of the phase diagram, such as described by Oh et al. [10], is thus incorrect.
We also carried out numerical calculations for the in-plane MTJ configuration using
a Maple code. The results with the system set initially in the P or AP state are shown
in figures 4.7 (a) and (b), respectively. The switching borders agree very well with the
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Figure 4.7: Switching phase diagrams for in-plane magnetic tunnel junctions, numeri-
cal simulations starting from (a) P and (b) AP. The yellow lines are the analytical solu-
tions. The dotted lines are guides for the eye marking the bistable stable state/clamshell
precession areas. White color marks intermediate resistance values. The values used
are a′‖ = 0.0067246 T/V, a
′
⊥ = 0.0153707 T/V
2, µ0Hkx = -2.15 T, µ0Hkz = 0.02 T and
α = 0.005
analytical solution (yellow lines). Two additional bistable regions (P/dyn and AP/dyn)
are obtained by numerical integration. In these additional regions, the magnetisation of
the free layer can be either in a stable state (P or AP), or perform steady-state precession
on a clamshell trajectory around the opposite state (AP or P, respectively). The opening
of the clamshell trajectory along the x axis is low, reflecting the large demagnetising
field pushing the magnetisation towards the plane of the layer. The two regions can not
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be obtained analytically by the method presented here, as this approach only determines
the critical lines where either P or AP become unstable and the borders of the two
additional regions appearing on the numerical phase diagram correspond to switching
from a dynamical state.
These regions have also been observed in GMR devices [28], and are not specific
for MTJs. In a simulation where a′⊥ = 0, the curvature of lines 3 and 6 disappears but
the bistable clamshell precession/static state regions remain. This can be seen in figure
4.8.
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Figure 4.8: Switching phase diagrams for in-plane magnetic tunnel junctions, numer-
ical simulations calculated without perpendicular STT starting from (a) P and (b) AP.
The yellow lines are the analytical solutions. The dotted lines are guides for the
eye marking the bistable stable state/clamshell precession areas. The values used are
µ0Hkz = 0.02 T, µ0Hkx = -2.15 T, α = 0.005 and a
′
‖ = 0.00656 T/V.
The curvature of lines 3 and 6 can potentially lead to back-hopping, especially in
an off-pulse measurement. A resistance versus voltage curve taken at constant field
corresponds to a vertical scan on the phase diagram. Such an example is depicted in
figure 4.9. Starting with the sample in the P state, as the voltage is decreased, this
state will remain stable until reaching line 2, above which, only the AP state is al-
lowed. Point 1 on figure 4.9 marks the P to AP transition. Larger negative bias will
not induce further switching events as no other critical lines can be crossed beyond this
point. When scanning the voltage from negative to positive values, the free layer mag-
netisation will remain in the AP configuration, until crossing line 1, with point 2 on
figure 4.9 marking the AP to P state transition. At higher positive voltages, the P state
remains stable until crossing line 6, beyond which neither of the two states is allowed
(point 3). Experiments, as well as numerical studies indicate that in this region, two
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Figure 4.9: Schematic of one possible origin for the back-hopping phenomenon in in-
plane magnetised MTJs. (a) Analytically calculated phase diagram of an in-plane MTJ
with an indicated R-V sweep at low magnetic field (around 5 mT), (b) schematic of
the equivalent R-V measurement with back-hopping events at voltages corresponding
to the ’neither stable’ region in the phase diagram.
types of steady-state precession can be excited (clamshell precession around the z axis
or circular precession around the demagnetising field), depending on the magnitude of
the voltage and the field applied [28]. Steady-state precession around xwould appear as
’back-hopping’ on a off-pulse resistance measurement. Indeed, steady-state precession
is only maintained as long as the bias is applied and after the pulse the magnetisation
has an equal probability for relaxing towards either P or AP state from an out-of-plane
trajectory. Note that from the analytical phase diagram, at one given applied field, back-
hopping after a hysteresis is only expected for positive voltage if the perpendicular STT
has a quadratic bias-dependence favouring the AP state. Moreover, in the absence of a
finite field-like torque, the curvature of line 6 disappears (as discussed previously) and
crossing this line after the sample has switched to the P state is no longer possible. This
implies that this type of back-hopping is intrinsic to MTJs, and does not require ther-
mal activation. Other thermally excited mechanisms remain possible. Indeed, at finite
temperature the free layer has a non-zero probability to hop between different states
within the voltage-field-ranges which correspond to bistable regions on the phase dia-
gram. For example, in the P/dyn and AP/dyn areas, telegraph-noise like behaviour may
be observed between a static and dynamic state, which corresponds to an intermediate
static resistance level (as a result of precessional motion).
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4.1.1.4 Summary
The critical switching voltages and switching fields of MTJs were calculated including
both the in-plane and the perpendicular STT, for a generalised case of two orthogonal
anisotropy directions. The symmetry breaking due to an additional in-plane anisotropy
component for fully perpendicular MTJs can explain experimental results reported by
several groups [37, 62, 91]. For in-plane magnetised MTJs, the perpendicular STT may
induce back-hopping, even at 0 K, and its magnitude can be obtained by fitting lines
3 and 6 on experimentally obtained phase diagrams. Knowing the bias-dependence of
the field-like STT, the in-plane component can be determined by fitting lines 1 and 2, if
the material parameters are known. Results for this approach, as well as an additional
method (TE-FMR) for determining the STT bias-dependence, are described in the next
sections of this chapter.
4.1.2 Experimental phase diagrams
4.1.2.1 DC Phase diagram
A quick and straightforward way to obtain information about the switching characteris-
tics is to measure the DC switching properties. This can either be done by detecting the
resistance while sweeping the field and keeping the applied voltage constant (MR or
R-H curve), or by sweeping the voltage at a constant field (R-V curve). If the obtained
switching fields and voltages are displayed together, both methods will yield a consis-
tent phase diagram. However, some critical lines of the phase diagram might only be
accessible by one method.
Figure 4.10 (a) displays a typical MR loop measured with an applied bias of 1 mV
(at least two orders of magnitude below the switching voltage), as well as a series of
MR curves measured at applied voltages between +0.6 V and -0.6 V. The resistance
of the sample in the P state is 1035 Ω, the TMR ratio is 72 % and the coercivity is
1.8 mT. The hysteresis loop is shifted towards the negative fields by 1.1 mT. The shift
(favouring the AP state) is the result of Néel coupling through barrier roughness and
dipolar coupling from the reference layer. If an additional positive bias (with the in-
plane STT favouring the P state) is applied, switching towards P occurs at smaller
(negative) magnetic fields. The P to AP transition does not shift significantly at first,
but above 0.2 V, the corresponding switching fields start to shift towards lower values.
At 0.6 V, the hysteretic behaviour is completely suppressed and the transition between
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Figure 4.10: (a) Magnetoresistance curves of sample 5 for different constant DC voltage
biases and (b) R-V loop at constant field of -2.7 mT, the inset zooms into the area with
the back-hopping events for large negative voltages. Measurements were performed
with assistance from Dr. Ciarán Fowley. (c) The obtained phase diagram from the R-H
loops shows regions where P, AP or both states are stable. The black stars indicate
the occurrence of instabilities in the resistance values in the R-H or R-V curves (back-
hopping).
the two states becomes reversible. For the case of negative applied voltages (with the
in-plane STT favouring the AP state), the switching fields towards the AP state are
reduced; the hysteresis is almost suppressed at an applied bias of -0.6 V. Depending on
the applied voltage, back-hopping can be observed either from the P or the AP state.
An example can be seen in the MR loop at -0.6 V in figure 4.10 (a) (red curve).
Figure 4.10 (b) presents an R-V loop measured with an applied field of -2.7 mT. The
bias-dependence of the resistance of the AP state (and thus the TMR) with increasing
bias voltage, also obvious in figure 4.10 (a), is a well known phenomenon for MTJs,
although the responsible mechanisms are still discussed. Possible reasons include the
bias-dependent electronic band structure of the magnetic electrodes [41] or an increase
in defect-state-assisted tunneling at elevated bias [40].
The curve in figure 4.10 (b) exhibits back-hopping from the AP state for biases
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above -0.55 V. A similar behaviour was observed up to -3.4 mT. Back-hopping occurred
both for increasing and decreasing voltage values. For fields below -3.4 mT, the AP
state is stable and neither current-induced switching nor back-hopping were observed.
The phase diagram extracted from the R-H curves can be seen in figure 4.10 (c).
It shows the stability regions for P and AP as function of the applied magnetic field
and DC voltage. The critical switching fields were extracted from each R-H loop as
the largest (lowest) field value for which the P (AP) state was still stable. The critical
switching voltages, as extracted from R-V loops, agree well. The black stars mark the
onset of back-hopping.
Compared to the analytical phase diagram for in-plane MTJs, described in para-
graph 4.1.1.3, the experimental DC phase diagram exhibits the following differences:
• There is no clear separation between line 1 and 3 and between 2 and 6, respec-
tively. The corners corresponding to their intersection are rounded.
• The bending of lines 3 and 6 is different from the theoretical calculation: Both
lines are bent outwards and the coercivity is decreased for larger bias voltages
(possibly due to Joule heating).
• Back-hopping after hysteresis is observed for both voltage polarities, while in
theory this is only possible for positive voltages.
We attribute the differences in the shape of the phase diagram mostly to thermal
activation, which is not taken into account in the analytical calculation. Both magnetic
field- and current-induced magnetisation switching are thermally activated processes at
room temperature, especially for DC measurements. Indeed, the measurement time is
of the order of ms, orders of magnitude larger than the characteristic time for thermally
activated reversal, which is about 1 ns. In order to reduce the impact of this effect on the
phase diagram, switching induced by voltage pulses in the ns-range was investigated
and will be discussed in the next section.
4.1.2.2 Off-pulse measurement of phase diagram
Figure 4.11 presents a series of phase diagrams measured on a similar sample for dif-
ferent voltage pulse lengths. The state of the sample was detected off-pulse, i.e. by
measuring the DC resistance after the pulse had been applied with a probe current well
below the switching value (10 µA). These phase diagrams were obtained by averaging
the resistance of the sample when switching from the P and AP state, for each value of
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the applied field and voltage pulse magnitude. The original LabView programme was
written by Dr. Huadong Gan, a visiting scientist in our group. All later changes after
Dr. Gan’s stay were implemented by myself. These results exhibit clear differences
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Figure 4.11: Switching phase diagrams for sample 2 in an off-pulse measurement for
different pulse lengths: (a) 7 ns, (b) 5 ns, (c) 3 ns and (d) 1 ns. Shown is the average
of two measurements (from P and AP). Red corresponds to the AP state, blue to the P
state. The measurements were performed by Wen Feng, a summer student. The field
stepsize was 0.1 mT, the voltage stepsize was 50 mV.
compared to the DC phase diagram in fig. 4.10. For the phase diagrams measured
with 3, 5 and 7 ns pulse lengths, the borders marking the stability of the P and AP
state, respectively, have two inflection points each (at approximately ± 0.5 V). As the
pulse length is reduced, the pulse amplitude required to induce reversal increases, and
at 1 ns, switching by voltage can no longer be achieved in the investigated range of
voltage pulse amplitudes. For pulses longer than 1 ns, thermal activation still plays a
role, as evidenced by the fact that switching is non-deterministic at high voltage am-
plitudes (speckled areas in the phase diagrams in figure 4.11 (a)-(c)). Assuming that
the low voltage (meaning in-between the two inflection points) parts of the borderlines,
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Figure 4.12: Schematic of the artefact in the off-pulse measurements for in-plane mag-
netised samples at fields higher than the anisotropy and negative voltages. The black
points mark the voltages at which the DC resistance is probed (point B) and at which
the pulse is applied (A).
marking the stability of the P and AP state, correspond to lines 6 and 3, respectively,
the speckled areas can be associated with thermal activation either in the P/AP bistable
region, or in one of the P/dyn or AP/dyn regions in figure 4.7.
While the low voltage part of the border marking the stability of the P state exhibits
a slight curvature, this is absent on the border marking the AP to P switching. This is
caused by an artefact in off-pulse measurements. Switching events are not detectable
if the state after the switching is not stable in the phase diagram region where the
resistance is probed (close to V = 0). This is schematically shown in figure 4.12.
For magnetic fields below line 3, the sample will switch to the AP state at voltages
amplitudes below line 2, such as point A on the figure. However, the resistance of
the sample is probed after the pulse, at low voltages, where the only stable state is
the P state (e.g. 10 µA, point B). The same argument applies for the regions where
neither state is stable. There, only the states which are stable at low voltage bias will be
detected by the measurement. Back-hopping will also only be detected for fields below
the coercivity.
Nevertheless, it should still be possible to determine the bias-dependence of the
perpendicular STT parameter a′⊥ by fitting the low voltage part of the P to AP switching
border identified as line 6, which is not influenced by the off-pulse method. However,
before attempting the fit, the measurement procedure used to obtain the phase diagrams
in figure 4.11 was improved as follows:
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• When setting the magnetic field, the Kepco power supply overshoots and causes
a corresponding overshoot of the magnetic field with a magnitude of about half
of the step size. For the data presented in figure 4.11, the magnetic field steps
to and away from the saturation field and the associated overshoot were set to be
large (1 mT and 0.5 mT, respectively) compared to the interval between the data
points (0.1 mT). For all further measurements, the step size from saturation to
the desired field value was set so that the overshoot was approximately half of
the interval between the data points in order not to introduce additional errors in
the measurement.
• The initial programme increased the voltage amplitudes in equidistant steps, not
taking into account that the generator steps the output signal in dB. This induced
large deviations between the set and the applied voltage amplitudes, especially at
large bias. For instance, when setting 0.6 or 0.65 V in the programme, the actual
applied voltage was 0.65 V in both cases. For all further measurements, these
’not-available’ voltage values were excluded from a voltage amplitude list that
was sent to the pulse generator.
A phase diagram with the improved measurement procedure can be seen in figure
4.13. A clear difference to figure 4.11 (d) are the differentiated switching fields in the
phase diagram. Since the field stepping was reduced, the broader distribution of the
switching fields caused by thermal activation is now observable.
The pulse length was 1 ns and the maximum voltage amplitude applied was 1 V.
Higher voltages could not be addressed, since the breakdown voltage at this pulse length
was determined as 1.1 V. As in the previous cases, the experiment was carried out twice:
starting from P (figure 4.13 (a)) and from AP (4.13 (b)). Figure 4.13 (d) displays the
average resistance values calculated from the data of the two measurements. Unlike
on the phase diagrams in figure 4.11 (a)-(c), the borderlines marking the stability of
each state of figure 4.13 (d), exhibit only one inflection point, as expected from the
theoretical model. We associate the part of the transition to the AP (P) state above
approximately -0.75 V (below 0.75 V) with line 6 (3) and the parts between -0.75 V
and -1 V (0.75 V and 1 V) with line 2 (1).
In order to extract the bias-dependence of the perpendicular STT term, we anal-
yse the part of the phase diagram associated with line 6 and fit the data according to
equation (4.25), taking into account the experimentally determined coercivity of the
sample. This is shown in figure 4.14. For each pulse amplitude, the P to AP switching
86
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Figure 4.13: Experimentally obtained switching phase diagrams for sample 3 in an off-
pulse measurement. The applied magnetic field was in the plane of the sample. The
colour code shows the resistance of the sample after the pulse (off-pulse) (a) from P, (b)
from AP state, and (d) on average. (c) shows a magnetic hysteresis curve of the same
sample at a current of 10 µA. The field step size was 0.09 mT, the voltage stepsize was
50 mV when available.
field had to be extracted from the experiment. This was defined as the lowest field value
for which the resistance was still within 90 % of the AP resistance, as shown in figure
4.14 (a). The resistance changes between P and AP through intermediate resistance
levels. This was the combined result of averaging over ten measurements and thermal
fluctuations in the switching field (since the field was not pulsed).
In figure 4.14 (b) the switching fields such determined for the different pulse am-
plitudes are shown. A parabolic fit of the data (excluding two values at the highest
negative voltage amplitudes) yields the following value for the perpendicular STT bias-
dependence: a′⊥ = 0.5 mT/V
2. The small linear component in the fit might be an artefact
(related to the error bar in setting the voltage and/or field value) or stem from an asym-
metry in the MTJ.
In the next paragraph, we discuss real-time on-pulse measurements which should
bring about the following advantages:
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Figure 4.14: Determination of a′⊥ from the off-pulse phase diagram. (a) The smallest
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90 % of the resistance in the AP state. Shown are resistance vs. magnetic field loops
for negative pulse amplitudes of figure 4.13 (c). (b) The determined field values are
fitted with a parabolic formula to yield the perpendicular STT parameter (highlighted
in red circle).
• An off-pulse measurement does not allow line 3 to be determined experimentally,
but this is expected to appear on an on-pulse measurement.
• A direct observation of the switching event is only possible through an on-pulse
measurement. The switching time can thus be determined and the evolution of
the resistance during the switching event, correlated with the trajectory during
reversal, can be investigated.
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4.1.2.3 On-pulse measurement of phase diagram (single shot)
On- and off-pulse experiments were carried out simultaneously. The real-time on-pulse
measurement method was described in detail in section 3.3.2. Specifically, nanosecond
voltage pulses were applied to the device and the reflected signals were recorded using
a 20 GHz real-time oscilloscope.
Figures 4.15 (a), (c) and (e) present three examples of traces measured at -0.02 mT,
+4.21 mT and -1.58 mT, respectively, for a pulse amplitude of 1 V (green), applied to
the same device as discussed in the previous paragraph. For comparison, on each of
the three figures, the traces corresponding to the reference signals measured in the P or
AP saturated state are shown in blue and red, respectively. In the case of figure 4.15 (a)
and (c), the sample remains in the P and AP state during the pulse, respectively. Figure
4.15 (e) shows a typical example of a switching event. The sample stays in the AP state
for the first approximately 0.4 ns of the pulse. After 0.4 ns, the recorded signal starts to
deviate from the reference trace corresponding to the AP state, until it finally settles at
the P state level at around 0.65 ns.
Given that the signal-to-noise ratio in this experiment is rather low, further data
processing was required in order to reduce errors introduced by experimental artefacts,
such as jitter. The start/end state of the sample was defined by comparing the measured
signal with the reference traces for the P and AP state. Figures 4.15 (b), (d) and (f)
show the difference signals at each point in time between the AP reference and the
actual measurement (in red), and the measurement and the P reference trace (in blue),
for the same values of the applied field and voltage amplitude as in the corresponding
figure on the left. In order to identify the state of the device at the start of the pulse,
each of these two signals was then integrated between 0.22 and 0.42 ns (as explained in
section 3.3.2.6). The sample state was defined by the integral yielding the lowest value.
A similar analysis was performed for the end state with the integrals being calculated
between 0.72 and 0.92 ns.
Based on this method of processing the signals, there are several options for con-
structing the phase diagram. The results obtained through each approach are shown
in figures 4.16 and 4.17 for the case of the sample initially being saturated in the P
and AP state, respectively. The straight-forward option is to plot the probability that
a given configuration (P or AP) represents the end state of the device (Figure 4.16 (b)
and figure 4.17 (b)). However, the set field is applied over a period of several seconds
before the beginning of the pulse. During this time, the device is still subjected to ther-
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Figure 4.15: Examples for the automated analysis of the on-pulse measurement of
sample 3: (a), (c), and (e) signal amplitudes and (b), (d), and (f) difference signals
to the reference signals. In (a) and (b) there was no switching from the P state (at
-0.02 mT), in (c) and (d) no switching from the AP state (at +4.21 mT), whereas (e) and
(f) show a switching event from AP to P (at -1.58 mT). All pulses favoured the P state
and had an amplitude of 1 V.
mal activation. This is clearly demonstrated by the fact that the coercivity determined
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Figure 4.16: On-pulse phase diagram for sample 3 starting from P saturation. (a) shows
the determined start state of the sample, (b) the end state. (c) shows the real switching
probability from all P start states to AP, (d) shows the switching probability from all AP
start states to P. The colour code corresponds to the switching probability, white pixels
indicate that no data was available.
from these phase diagrams is the same as measured on the DC MR loops. Therefore,
end-state phase diagrams include measurements where the initial start state had already
been altered through thermal activation before the voltage pulse was applied. Another
consequence of thermal activation is a switching field distribution at each pulse ampli-
tude, reflecting the stochastic nature of the process. This causes the difference between
the end-state phase diagrams and those plotting the state at the start of the pulse (figure
4.16 (a) and figure 4.17 (a)).
The probability that the sample actually switches during the pulse is plotted in fig-
ures 4.16 (c), 4.16 (d), 4.17 (c) and 4.17 (d).
For the case of the sample initially saturated in the P state (N=10), the number of
traces recorded with the sample actually starting in the P state (NP ) was determined
for every field and voltage pulse amplitude. For these measurements, the number of
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switching events was determined and subsequently normalised by NP in order to obtain
the P to AP switching probability during the pulse. Note that the absolute value of NP
is different for every point of the phase diagram and this procedure yields no values in
the case of NP = 0. This is plotted in figure 4.16 (c). Figure 4.16 (d) plots the AP to
P switching probability for the case when the sample was saturated in the P state, but
nevertheless was in the AP configuration at the beginning of the pulse.
A similar analysis was performed for the data obtained after the device was satu-
rated in the AP state (figures 4.17 (c) and 4.17 (d)).
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Figure 4.17: On-pulse phase diagram for sample 3 starting from AP saturation. (a)
shows the determined start state of the sample, (b) the end state. (c) shows the real
switching probability from all AP start states to P, (d) shows the switching probability
from P start states to AP. White pixels indicate that no data was available.
The SNR at ±50 mV was too low to reliably analyse the state of the sample. This
can be seen in all of the on-pulse phase diagrams as the speckled horizontal lines. A
second source of artefact for the on-pulse phase diagrams was a change in the contact
resistance during the measurement, probably due to slight movements of the HF tips on
the sample surface. This effects the phase diagrams in fig. 4.16 for fields smaller than
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0.5 mT and negative voltage pulses and in figure 4.17 for fields smaller than -2.61 mT
and positive voltage pulses. Consequently, the data does not allow for any reliable fit
aiming at extracting the bias-dependence of the in-plane STT component. An attempt
at estimating the bias-dependence of the perpendicular STT term yields a torkance in
the same range as the off-pulse measurement. This is unsurprising, since in both ap-
proaches the perpendicular STT is determined from line 3 and 6 on the phase diagram.
These lines correspond to field-induced switching, which remains thermally activated
in these experiments.
It is worth pointing out that the critical voltages for switching are generally lower
in the on-pulse phase diagram than in the off-pulse measurement. This is probably
related to the fact that on the off-pulse experiment, there is a non-zero probability for
the sample to return to the initial state due to thermal activation before the resistance is
probed.
These experiments demonstrate that it should, in principle, be possible to (at the
very least) determine the bias-dependence of the in-plane STT from the on-pulse phase
diagram at room temperature, with samples allowing for a stable contact. Field-induced
switching remains thermally activated and thus low-temperature measurements are re-
quired to determine the bias-dependence of the perpendicular STT.
4.1.2.4 Low-temperature DC phase diagram
A DC phase diagram was measured at 4.2 K in a LakeShore Cryogenic Probe Station
using a liquid-Helium-cooled superconducting magnet (in the laboratory of Dr. Artur
Erbe). Both voltage sourcing and current measurement were carried out by a Keithley
2401 model. During the measurement, the temperature variations remained below 1 K.
Figure 4.18 displays several low-temperature R-H loops measured for different ap-
plied bias voltages, as well as the room temperature R-H loop recorded for the same
sample, for comparison. The coercivity of the sample decreased from 13.5 mT at 4.2 K
to 0.25 mT at room temperature, as consequence of thermal activation.
Figure 4.19 shows the DC phase diagram at 4.2 K, as determined from R-H loops
measured at constant applied bias voltage. The obtained phase diagram disagrees with
the theoretical model, but is similar to a DC phase diagram measured at 4.2 K by Oh
et al. [10] (see figure 2.12, MTJ2) for an asymmetric MTJ with a 2.3 nm thick Co-
rich free layer of Co49Fe21B30. The authors interpret the results as stemming from the
presence of an additional linear term in the perpendicular STT component, due to the
asymmetric structure of the MTJ. However, introducing an additional linear term for the
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Figure 4.18: DC Magnetoresistance loops of sample 6 taken at (a) room temperature at
constant current (1 µA) and (b) 4.2 K at different constant voltages (not all shown) with
a step size about 0.1 mT. From the measurements in (b), the phase diagram in figure
4.19 was extracted.
perpendicular STT in the analytical calculations does not change the general shape of
the predicted phase diagram. Its main effect is to shift the minima of the two parabolas
(line 3 and 6) away from V = 0. Possible explanations for the differences between
theory and experiment include:
• The actual temperature of the sample during the measurement is unknown, as
Joule heating may cause considerable temperature variation in the experiment,
and thus induce an apparent decrease of coercivity with increasing bias. Note that
the scans were performed starting from positive fields, and there is approximately
a factor of 2 difference between the resistances of the two states, which implies
a similar difference in the actual sample temperature for the two transitions on
the MR loops. In addition, the resistance of the AP state strongly depends on
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Figure 4.19: Low temperature (4.2 K) DC phase diagram of sample 6 obtained from
magnetoresistance loops at different constant applied voltages. The right branch (red)
represents switching from P to AP, whereas the left branch (blue) indicates switching
from AP to P. The grey points indicate the start of the switching from AP to P for cases
with steps in the MR loop.
the bias, which impacts the amount of Joule heating generated as well. Further
experiments will be conducted using voltage pulses as opposed to DC bias in
order to limit Joule heating.
• For the switching from the AP to the P state, several steps in the hysteresis curve
were observed for small negative voltages (0 to -0.2 V), as indicated on the MR
loop in figure 4.18. The position of these steps is also indicated in figure 4.19.
The grey data points indicate the start of the switching from AP to P for the
cases with steps in the MR loop, whereas the blue curve represents the end of the
switching process towards the P state. The fact that the switching is not sharply
defined for this switching branch might indicate an inhomogeneous magnetisa-
tion configuration (either the two-domain state or a vortex-like magnetisation
distribution). Consequently, a comparison with a macrospin model is not appro-
priate. Further measurements on different samples are thus required.
4.2 Thermally excited ferromagnetic resonance
A second approach to determine the STT bias-dependence is the thermally excited fer-
romagnetic resonance, whereby the applied magnetic field and the in-plane STT favour
the same state. Here we present the TE-FMR measurements on a different sample from
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the same set (sample 4). In the following, we discuss data obtained at two different
field values and for different voltage magnitudes. The analysis is done in four steps:
1. Individual spectra are smoothed and fitted with a Lorentz function to determine
the linewidth and peak position.
2. Ms is estimated from the frequency dependence on the field.
3. The perpendicular STT parameter is determined from the peak position and its
dependence on applied bias.
4. The damping factor and the in-plane STT parameter will be extracted from the
linewidth as a function of the applied bias voltage.
4.2.1 Smoothing and fitting of raw data
The R-H and R-I loop of sample 4, which was used for the TE-FMR, can be seen in
figure 4.20. The TMR was 80 % and the coercivity was low (0.53 mT). The shift of the
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Figure 4.20: (a) Resistance versus magnetic field (R-H) and (b) resistance versus cur-
rent (R-I) loops for sample 4 for the two magnetic fields at which the TE-FMR spectra
were taken. (c) shows the data of (b) in voltage vs. current for the two states.
96
4. RESULTS AND DISCUSSION 97
MR loop (corresponding to average antiferromagnetic coupling with Bshift = 0.98 mT)
is the result of competing effects between antiferromagnetic magnetostatic interaction
between the free and the SAF layer, and coupling through barrier roughness (orange-
peel coupling) favouring the parallel configuration. The magnetic fields for the TE-
FMR measurements were set (almost) symmetrically around the center of the loop at
-2.3 mT (P) and +0.9 mT (AP).
The TE-FMR spectra were taken at a constant current. The current was increased
with a step of 10 µA up to a maximum current 350 µA for the P configuration and
-220 µA for the AP state. Taking into account the resistance of the two states, the max-
imum applied bias voltage was 0.3 V in both cases. The applied current was converted
to voltage using the IV curves shown in figure 4.20 (c).
The background spectrum taken at zero current was subtracted in order to obtain
the change in the spectrum induced by the STT. The data were then smoothed using
a Savitzky-Golay filter with a window of 20 points and polynomial order of 2. The
effect of the smoothing can be seen in the example given in figure 4.21. The smoothing
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Figure 4.21: Example of smoothing and fitting the data in the TE-FMR measurement
for the case of Bext = 0.9 mT and I = -140 µA for sample 4.
does not introduce additional distortions of the signal. Finally, the smoothed data is
fitted with a Lorentz function. The data range for the fit was restricted to reduce the
influence of the 1/f noise at low frequencies. However, a comparison to a fit over the
whole frequency range resulted in no significant change, emphasising the stability of
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the fitting procedure. Since the smaller peak (around 3 GHz) is not distinguishable at
lower voltages, only the largest peak was fitted and analysed.
4.2.2 Determination of Ms
In order to extract the bias-dependence of the two STT terms from the TE-FMR data,
the value of the saturation magnetisation needs to be estimated. The effective magneti-
sation was determined from the frequency shift with the applied magnetic field of the
TE-FMR signals, based on a Kittel formula. Two series of TE-FMR spectra for fields
up to ±120 mT can be seen in figure 4.22. In the parallel state, the signal shifts to
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Figure 4.22: Overview over TE-FMR spectra for sample 4 for large field ranges and
different applied currents: (a) 200 µA, (b) -80 µA, (c) Determination of Ms for the
applied current of 200 µA. Only the linear part of the graph was fitted (red line), the
resultingMs was determined from the slope of the curve in a high magnetic field range.
higher frequency with increasing negative field, as expected from the Kittel formula
(figure 4.22 (a)). In the antiparallel configuration (figure 4.22 (b)), a similar trend is
observed up to 60 mT. At larger fields, however, the main peak amplitude is decreasing
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and four different peaks emerge. At least two of these peaks shift to lower frequencies
with increasing fields and can thus be attributed to excitations of the synthetic antifer-
romagnet (SAF). The SAF can be excited in this configuration since both field and STT
destabilise the antiparallel state of the reference layer [92].
To estimate the saturation magnetisation, we consider only the large field range
where the in-plane anisotropy and the field-like torque become negligible with respect
to the external field. The data in figure 4.22 (c) was extracted from the spectra measured
in the P state (in figure 4.22 (a)).
Under the assumption of the saturation magnetisation being much larger than the
applied field (µ0Ms  Bext +Bc), the Kittel formula
fr =
γ
2π
√
(Bext +Bc)(Bext +Bc + µ0Ms) (4.27)
can be reduced to:
fr =
γ
2π
√
Bext +Bc
√
µ0Ms . (4.28)
Fitting the data in the field range between -54...-78 mT using equation (4.28) yields
µ0Ms = 1.03 T (see figure 4.22 (c)).
It should be noted that estimating Meff from a lower field range resulted in a con-
siderably lower value for the magnetisation, indicating that the low-field magnetisation
configuration of the free layer is inhomogeneous.
The estimated value of ≈1 T is reasonable and in agreement with previous re-
ports. Bilzer et al. have determined the effective magnetisation Meff for thin (extended)
CoFeB films of different compositions and film thicknesses from a fit of the FMR res-
onance frequencies at high magnetic fields [93]. Meff was found to decrease with in-
creasing boron content and decreasing layer thickness [93]. The value for 5 nm thick
Co72Fe18B10 was 1.54 T (as deposited) and 1.76 T for the annealed sample.
In ultra-thin layers, such as considered here (1 nm CoFeB and 0.5 nm Fe), the ef-
fective magnetisation will be further decreased as it is counterbalanced by a significant
perpendicular anisotropy component in thin CoFeB/MgO/CoFeB MTJs due to interfa-
cial effects, as demonstrated in first-principle calculations. This effect is attributed to
hybridization of Fe and O orbitals, thus changing the orbital magnetic moment [94]. It
has also been experimentally proven, that a 1.3 nm CoFeB free layer in an MgO-MTJ
is magnetised fully out-of-plane [95].
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4.2.3 Signal evolution with bias voltage
The evolution of the smoothed TE-FMR peaks with the current can be seen in figure
4.23 for the two field values considered. The signals are more than twice larger in the
P than in the AP configuration and the P state exhibits larger 1/f-noise. Both features
indicate that, although the average effective field is the same in the two experiments,
the local field distribution of the magnetic configuration of the free layer is less homo-
geneous in the P state.
In the case of both in-plane STT and field favouring the AP state (figure 4.23 (a)),
two peaks are visible around 2.4 and 3.0 GHz. These two peaks can be attributed to
end and center precession modes in the free layer [64, 70]. At the center of the sample,
the ferromagnetic coupling through roughness dominates the AP coupling to the SAF.
Thus, the resulting coupling field opposes the external magnetic field and consequently
reduces the local effective field. This leads to a reduced precession frequency according
to the Kittel formula. In the case of the ends of the ellipse, the effect of the magneto-
static coupling is larger, which translates into an increase in the effective field leading
to an increase in the precession frequency [64].
For external fields favouring the P configuration (figure 4.23 (b)), the peak at lower
frequency is identified as the end mode, since the larger magnetostatic field (favouring
the AP alignment) is now opposing the external field. The increase in the precession fre-
quency for the second (center mode) peak is due to the ferromagnetic coupling adding
to the external field and therefore increasing the local effective field at the center of the
free layer.
As indicated by arrows, with increasing current the peak frequencies shift in op-
posite directions for the two alignments. This can be explained by the effect of the
perpendicular STT. Since it favours the AP state independently from the current sign,
its effect is to either increase the effective field for AP alignment (increase in precession
frequency, blueshift) or to decrease the effective field for the P alignment (decrease in
the precession frequency, redshift). It has been shown that a shift in frequency might
also occur due to an increase in temperature [96]. However, this effect should be sym-
metric with current (redshift) and can therefore not explain the behaviour observed
here.
For the experiments discussed here, the sign of the bias voltage was chosen so
that the in-plane STT acts in the same direction as the damping. Since the linewidth is
proportional to the effective damping, increasing the applied current leads to an increase
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Figure 4.23: Smoothed spectra for sample 4 from the TE-FMR for (a) AP and (b) P
state. The blue- and redshift of the peaks with current are indicated and can be attributed
to the effect of the perpendicular STT. The different peaks refer to different precession
modes. In (b), only every second measurement is shown for clarity.
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in linewidth for both the P and AP state, as evidenced by figure 4.23.
4.2.4 Analysis of peak position: perpendicular STT
The bias-dependence of the perpendicular STT is estimated from the change of the
resonance frequency with the applied voltage. We assume, that the perpendicular STT
introduces an additional bias-dependent effective field, B⊥(V ) in the Kittel formula,
which is then written as:
fr(V ) =
γ
2π
√
(Bnet +Bk +Bcoupl +B⊥(V )) (Bnet +Bk +Bcoupl +B⊥(V ) + µ0Ms) .
(4.29)
The bias-dependence for the perpendicular STT in the fit is assumed to have a second
order polynomial dependence: B⊥(V ) = a⊥0 + a⊥1V + a⊥2V
2. For the fitting of the
data, the two bias-dependent parameters a⊥1 and a⊥2 were forced to be the same for the
two branches of the data (P and AP configuration). The only difference allowed was
a constant relative shift in the resonance frequency between the two branches to take
into account the different effective fields, due to the difference in the effective coupling,
which introduces a jump in the resonance frequency at zero voltage (figure 4.24).
The equation used for fitting was
fr(V ) =
γ
2π
√(
β + (a⊥1V + a⊥2V
2)
V
|V |
)(
β + (a⊥1V + a⊥2V
2)
V
|V |
+ µ0Ms
)
.
(4.30)
where the difference in the effective magnetic fields of the two modes (δ) is described
by the two fitting parameters ε and δ (β = ε + 1
2
V
|V |δ). These two parameters include
the net external magnetic field, Bnet, the anisotropy, Bk, the ferromagnetic (Néel) and
dipolar coupling, Bcoupl and the exchange coupling, a⊥0 .
The fit of the data can be seen in figure 4.24. Please note that the data consist of the
TE-FMR data set determined in the AP state (negative voltage) and the data set from
the P state (positive voltage).
For the perpendicular STT, a quadratic voltage dependence with a small linear com-
ponent was found. The determined STT parameters are shown in table 4.1. The values
are given in different units for better comparison with the literature. The quadratic
component favours the same state (AP) and is about one order of magnitude smaller
than some of the literature values (e.g. Kubota et al.: 1.73 × 10−19 J/V2 [5] and Deac
et al.: 2.09 × 10−19 J/V2 [64]), but it is in the same range as some other publications
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Figure 4.24: Analysis of peak frequency vs. applied bias voltage for sample 4 in the TE-
FMR: Determination of perpendicular STT parameter from the effective field change
due to the perpendicular STT at different bias voltages. Both data from P and AP
configuration were fitted simultaneously using equation (4.30).
a⊥1 (linear) -0.34 mT/V -5.19 × 10−21 J/V -1.25 × 109 (Ωm2)−1
a⊥2 (quadratic) -2.36 mT/V
2 -3.56 × 10−20 J/V2 -8.56 × 109 (Ωm2V)−1
Table 4.1: Perpendicular STT values determined from the voltage bias-dependent TE-
FMR peak frequencies with linear and quadratic component in various units for com-
parison to literature. The signs imply that the linear component favours the AP (P) state
for positive (negative) voltages, whereas the quadratic component always favours the
AP state (in the sign convention used in this thesis, positive voltage favours the P state).
such as Sankey et al.: 2.76× 10−20 J/V2 [4] or Wang et al.: 5.26× 10−20 J/V2 [67]. It
should be noted that the samples from the last two references, which are in good agree-
ment with the value determined here, were also fabricated at IBM like the samples
studied in this thesis.
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4.2.5 Analysis of peak linewidth
4.2.5.1 Determination of in-plane STT parameter
The change of the linewidth by the applied voltage can be described as a sum of the
intrinsic contribution due to the damping and the in-plane STT contribution as an ef-
fective field B||(V ) [69]:
∆fr(V ) =
γ
2π
α (µ0Ms + 2(Bnet +Bk +Bcoupl)) +
γ
2π
2B||(V ) . (4.31)
Similar to the analysis of the perpendicular STT, the linewidth dependence of both
data sets (P and AP configuration) can be fitted using a second order polynomial depen-
dence: B||(V ) = a||0 + a||1V + a||2V
2. For the fit, the two bias-dependent parameters
a||1 and a||2 were forced to be the same for the two branches of the data. As previously,
the only difference allowed was a constant relative shift in the linewidth between the
two branches to take the different effective fields due to the difference in the effective
coupling into account.
The equation used for fitting was
∆fr(V ) =
γ
2π
[
α (µ0Ms + β) + 2(a||1V + a||2V
2)
V
|V |
]
, (4.32)
where the difference in the effective magnetic fields of the two modes (δ) is described by
the two fitting parameters ε and δ (β = ε+ 1
2
V
|V |δ). These two parameters again include
the net external magnetic field, Bnet, the anisotropy, Bk, the ferromagnetic (Néel) and
dipolar coupling, Bcoupl, and a||0 .
The data and the fit of the linewidth versus voltage are shown in figure 4.25. From
the fit, the voltage dependence looks linear, but there was also a small quadratic term.
The quadratic term does not play a role for low voltages, but at higher voltages it should
be taken into account (it has a magnitude of 16 % of the linear component at 0.3 V).
The determined in-plane STT parameters are listed in table 4.2.
a||1 (linear) +3.63 mT/V +5.48 × 10−20 J/V +1.32 × 1010 (Ωm2)−1
a||2 (quadratic) -1.94 mT/V
2 -2.92 × 10−20 J/V2 -7.04 × 109 (Ωm2V)−1
Table 4.2: In-plane STT values determined from the bias voltage dependent TE-FMR
linewidths. The signs imply that the linear component favours the P (AP) state for
positive (negative) voltages, whereas the quadratic component always favours the AP
state (in the sign convention used in this thesis, positive voltage favours the P state).
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Figure 4.25: Analysis of peak linewidth vs. applied bias voltage for sample 4 in the
TE-FMR: determination of the in-plane STT from the linewidth at different bias volt-
ages. Both data from P and AP configuration were fitted simultaneously using equation
(4.32). The damping factor α was also determined from the fit.
Similar to the out-of-plane STT, the in-plane STT parameter is about one order
of magnitude smaller than some of the literature values (e.g. Kubota et al.: 4.55
× 10−19 J/V [5]). But it is in the same range as some other publications such as Deac
et al.: 2.78 × 10−20 J/V [64], Sankey et al.: 4.27 × 10−20 J/V [4] and Wang et al.: 3.29
× 10−20 J/V [67]. Again, the last two references, which have studied samples which
were also fabricated at IBM, are in good agreement with the value determined here.
4.2.5.2 Determination of damping factor α
The intrinsic damping factor α can be determined from the linewidth at zero bias volt-
age, where the in-plane STT does not contribute. From the fit shown in figure 4.25, the
damping factor was determined as α = 0.015. Fuchs et al. who have investigated an
elliptical spin-valve (cross section of 50 × 110 nm) with a 3.5 nm thick Co60Fe20B20
free layer by measuring spin-transfer torque-FMR found α = 0.014 [97].
It should be noted that the value depends strongly on the value of the saturation
magnetisation used (an exemplary fit for Ms = 0.5 T would yield α = 0.025 and for
Ms = 1.5 T: α = 0.011). In general, measurements performed at lower magnetic fields
resulted in a larger damping factor. Like the reduced Ms value estimated from the low
field data, the increase in the effective damping under these circumstances can also
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be attributed to an inhomogeneous magnetisation configuration, which introduces an
additional ’inhomogeneous line broadening’.
The influence of the thickness of the CoFeB films and the annealing was investi-
gated by Bilzer et al. [93] by network-analyzer FMR on extended films. The damping
factor of 5 nm thick Co72Fe18B10 increases from α = 0.008 (as deposited) to α = 0.012
after annealing at 280 ◦C due to the crystallisation. This effect is less pronounced for
thinner materials.
Since the exact composition of the CoFeB in the samples investigated in this thesis
is not known, it is interesting to know how changes in the composition effect the damp-
ing factor. Hayakawa et al. have investigated two different stacks with either Co-rich
Co40Fe40B20 or Fe-rich Co20Fe60B20 synthetic ferrimagnetic layers. It was found that
increasing the Fe content leads to a smaller damping factor, a higher TMR ratio and a
lower effective magnetisation [98]. This is confirmed by Natarajarathinam et al. who
have determined the damping factor by conventional FMR technique for extended films
of either Co40Fe40B20 or Co31.5Fe58.5B10 [99]. The damping factor is found to increase
for thinner films (in the range of 8 nm to 1 nm). Taking all these facts into account, the
extracted damping factor is a reasonable value.
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Summary and outlook
During the course of this PhD, an experimental setup was built to perform DC and high
frequency switching experiments. This makes it possible to perform field-driven and
current-driven STT switching experiments of magnetic tunnel junctions. Pulsed switch-
ing experiments can also be carried out, allowing for the simultaneous detection of the
DC resistance and the reflected voltage pulse using a real-time 20 GHz oscilloscope.
Furthermore, high-frequency phenomena like steady state magnetisation precession (ei-
ther driven by spin-transfer torques or excited thermally) can also be investigated in the
frequency domain, using a spectrum analyser.
The samples investigated were state-of-the-art CoFeB/MgO-based in-plane magne-
tised MTJs fabricated by IBM Research (USA). The MTJs were patterned into nanopil-
lars with an elliptical cross section, with a lateral size of the order of 100 nm. The
devices had a typical RA product of 8.5 Ωµm2 and a tunnel magnetoresistance around
70 %.
The abrupt DC field- and STT-induced switching was consistent with coherent
magnetisation reversal. The obtained critical current densities were in the range of
2.3 × 106 A/cm2, consistent with previous reports. For the case of current and field
favouring opposite states, sudden jumps in the resistance between the P and AP state
were observed for currents above the critical switching current. This behaviour, typi-
cally referred to as ’back-hopping’ in the literature, was also observed in experiments
where the switching was induced by the external field.
Back-hopping is highly undesirable when considering the potential application of
MTJs as magnetic random access memory cells using STT-induced switching as write
scheme. Since the critical voltages vary from element to element as consequence of size
fluctuations, a certain overdrive voltage is applied to ensure switching of each device.
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The occurrence of back-hopping will lead to an unreliable write operation. This effect
is usually ascribed to thermally activated reversal.
In this thesis, the influence of the perpendicular STT on the switching was investi-
gated theoretically for different sample geometries. Switching phase diagrams were de-
rived by solving the extended Landau-Lifshitz-Gilbert equation. Additionally, measure-
ments of experimental phase diagrams and TE-FMR were carried out on MgO-based
in-plane MTJs, aiming at estimating the bias-dependence of the in-plane and field-like
STT contributions. The analytical solutions were adapted to a real sample, based on
the experimentally determined material parameters and STT bias-dependence.
Switching properties
To derive an analytical switching phase diagram, the critical switching voltages and
magnetic fields were determined by solving the Landau-Lifshitz-Gilbert equation in-
cluding both the in-plane and perpendicular STT term. Specifically, the critical volt-
ages and fields were defined as the values where a given state (parallel or antiparal-
lel) becomes unstable. The analytical solutions were found to be in good agreement
with phase diagrams calculated by numerically integrating the extended LLG equation,
which also provided additional information with regards to the presence of precessional
states or canted static configurations.
The LLG equation was first solved for the general case, assuming two generic
anisotropy components for the free layer of the MTJ. The first component was de-
fined as being oriented along the same direction as the applied field and the magnetic
moment of the reference layer, which dictates the direction of the current polarisation.
The second anisotropy component was assumed to be perpendicular to the first.
By appropriately defining the anisotropy components with respect to the plane of
the layers, as well as their sign, the general solution was then reduced to three exper-
imentally relevant configurations: perpendicularly magnetised MTJs with and without
additional in-plane easy axis, as well as in-plane magnetised MTJs with an in-plane
shape anisotropy.
For in-plane magnetised MTJs, compared to the metallic case, the critical lines
defining the switching field as functions of the applied voltage (lines 3 and 6 in fig-
ure 4.6 (a)) exhibit an additional curvature, reflecting the assumption that the field-like
torque has a quadratic dependence on the applied voltage and always favours the AP
state. This will have consequences for experimental magnetoresistance curves at con-
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stant voltage (horizontal scans in the phase diagram). A hysteresis loop at V = 0 yields
the anisotropy value of the magnetic free layer, as the horizontal cross section through
V = 0 crosses lines 3 and 6 at −µ0Hkz and +µ0Hkz. If the voltage is increased, both
switching fields shift to the left for both voltage polarities, but the width of the loop
remains twice the anisotropy. Indeed, as the field-like torque favours the AP state, it
will assist the external field for switching to the AP state and oppose it for the AP to P
reversal. Switching to the AP state will thus require less field to be applied, while the
field necessary to induce the opposite transition will be increased in the presence of a
finite bias voltage.
The curvature of the two critical lines in the presence of a quadratic field-like STT
term can potentially lead to back-hopping, even at zero K. This would explain why
back-hopping has not been observed in metallic nanopillars. Indeed, in metallic de-
vices, the perpendicular STT is generally negligible, as evidenced by experimentally
determined phase diagrams [89].
The second configuration analysed, fully perpendicular MTJs with no in-plane an-
isotropy, is the highest symmetry case. The phase diagram consists only of regions
where at least one state (P or AP) is stable. No back-hopping is expected for this ge-
ometry, as has been experimentally confirmed by Nowak et al. [78]. When taking into
account an additional in-plane anisotropy, the phase diagram becomes more complex,
with additional regions where the number of allowed states is further reduced. Numer-
ical calculations reveal that canted states are also allowed for this geometry.
The experimental part of the work presented here focused on estimating the STT
bias-dependence. Measuring a DC phase diagram at room temperature was found not
to be appropriate for a direct comparison with theory, as large thermal activation ef-
fects were observed. Therefore, switching was investigated through on- and off-pulse
measurements.
While the impact of thermally activated reversal on the phase diagram is limited
when using ns-long voltage pulses, in pulsed measurements, thermal activation still
plays a major role for field-induced switching, as the duration over which the field is
applied is of the order of ms. Consequently, the bias-dependence of the perpendicular
STT-parameter determined by fitting the analytical formula describing the voltage de-
pendence of the switching fields yielded 0.5 mT/V2, which is one order of magnitude
lower than previously reported in the literature.
A comparison of the off-pulse and on-pulse measurement revealed the effect of
the thermal activation after the pulse. The most striking difference between the two
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measurements was obtained in the high voltage region, where the voltage pulse clearly
induced reversal (detected in the on-pulse measurement), but the probability to return
to the initial state until the resistance was probed (after several 100 ms) was non-zero
due to thermal activation (off-pulse measurement).
It should be noted that the on-pulse single shot measurement technique enables the
user to investigate individual switching events in a very detailed way during the pulse.
For switching voltages being not large enough to actually switch, switching attempts
to an intermediate resistance value before returning back to the initial state have been
detected.
A second approach for reducing thermal activation is to perform low temperature
experiments. A DC phase diagram measurement was obtained at 4.2 K. The results
are, however, still not suitable for direct comparison with a theoretical model, as con-
sequence of Joule heating causing considerable temperature variation with increasing
voltage. Moreover, the sample exhibited features consistent with an inhomogeneous
magnetisation configuration of the free layer of the MTJ, which makes an interpreta-
tion based on a single domain model inappropriate.
TE-FMR - Extraction of parameters
The second method to determine the STT bias dependence was to measure thermally
excited ferromagnetic resonance at different applied bias. TE-FMR enables the deter-
mination of material parameters, such as the effective magnetisation and the damping
factor, as well as the in-plane and perpendicular torkances and their voltage depen-
dence. This technique probes high frequency voltage oscillations due to thermal fluctu-
ations (intrinsically present on the free layer at room temperature) of the magnetisation
in an external magnetic field while a small DC bias current or voltage is applied to the
sample (V < 0.3 V).
The effective magnetisation was estimated to be ≈ 1 T from data obtained at high
magnetic fields. This value is in good agreement with the literature, and accounts for
the presence of a significant perpendicular anisotropy component in thin CoFeB/MgO-
MTJs due to interfacial effects [94, 100].
The bias dependence of the in-plane STT and the perpendicular STT components
was determined from the linewidth and peak position dependence on the applied volt-
age bias, respectively. It was found that the perpendicular STT has the same order of
magnitude as the in-plane STT, reaching about 25 % of a‖ at the maximum bias of
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Figure 5.1: Analytical phase diagram with values determined from TE-FMR
(α = 0.015, a‖1 = 3.63 mT/V and a⊥2 = 2.36 mT/V
2. The anisotropy µ0Hkz was as-
sumed to be 20 mT and the demagnetising field µ0Hkx was set to 1 T.
0.3 V. This is in agreement with the literature [64].
The in-plane STT component, a‖, was found to be mostly linear with the applied
voltage, although the fit also yielded a small additional quadratic component. The
linear part was about 5.48× 10−20 J/V. The perpendicular STT was found to consist of
a quadratic and a linear term: a⊥ = a⊥1V + a⊥2V
2 with a⊥1 = 0.52 × 10−20 J/V and
a⊥2 = 3.56×10−20 J/V2. Both STT values are in good agreement with previous reports
from groups which have investigated samples that were also fabricated by IBM [4, 67].
The small linear term in the perpendicular STT might be due to the asymmetry of the
structure of the MTJ, as was both predicted [6] and experimentally observed [10, 70].
The damping was estimated from the linewidth at zero bias voltage: α = 0.015. This
is also in agreement with the literature [97]. In general, a low damping is desired in
order to reduce the switching voltages and thus the power consumption for applications.
The phase diagram shown in figure 5.1 was constructed combining the experimen-
tally determined values from the TE-FMR and the analytically derived formulae. The
anisotropy and the demagnetising field had to be assumed since they are not known
from the experiment for sample 4.
• The anisotropy µ0Hkz was set to 20 mT, which is of the same order of magni-
tude as the anisotropy of sample 6 measured at 4.2 K in the DC phase diagram
(13.5 mT). Increasing the coercivity shifts lines 3 and 6 to higher fields and lines
1 and 2 to to higher voltages, according to the analytically determined formulae.
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• The demagnetising field µ0Hkx was set to 1 T (as determined experimentally). In
general, an increase in the damping, an increase in the demagnetising field and a
decrease in the in-plane STT parameter result in higher switching voltages (lines
1 and 2).
• An increased perpendicular STT parameter enhances the bending of the critical
switching fields (lines 3 and 6).
Outlook
The experiments demonstrate that it should, in principle, be possible to determine the
bias-dependence of the in-plane STT from the on-pulse phase diagram at room temper-
ature, with samples allowing for a stable contact. The analysis of the on-pulse mea-
surement carried out at low temperature is expected to yield the bias-dependence of the
perpendicular STT, for a sample with single-domain like behaviour. Additionally, mea-
surements with different pulse lengths would provide further information on the impact
of thermal activation on the phase diagrams.
Furthermore, the results should also be compared with the STT bias dependence as
determined from spin-torque FMR measurements on similar devices. This comparison
is so far missing in the literature.
Recently, a new set of samples has become available. These devices exhibit dif-
ferent in-plane and out-of-plane anisotropy components, thus providing a perfect test
bench for the generalised model. These samples will be investigated in the following
months.
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Additional information on experimental setup
Sample holder and contacting possibilities
To contact patterned samples in two- or four-point-probe measurements, high frequency
(HF) prober tips in a PM5 wafer prober connected via SMA cables are used. Three
different small probe heads and one large probe head are also provided in order to
either contact films (for determining the resistivity by four wire measurements, i.e.
four-point-probe-method or the Van-der-Pauw technique) or to connect to large contact
pads of specifically structured devices (resistance measurement).
Both the sample holder and the in-plane electromagnet can be fully turned in-plane
without any restriction. The sample can be fixed to the sample holder by a vacuum
pump; however, the fixation by glue is recommended since it was found to increase the
contact stability.
A Keithley switch is used to connect both a Keithley current source and a Keithley
nanovoltmeter to a LEMO connector going to the wafer prober and sample. The switch
allows to wire the current and voltage connections in different outputs (to the sample
or additionally to ground) without physically changing the wiring.
To provide an easy means for different combinations of SMA/standard LEMO con-
nections for 4-wire or 2-wire measurements, the LEMO connector from the switch can
be combined with different connector boxes:
1. A (larger) aluminium box was designed for 4-wire or 2-wire measurements using
either an SMA output for the high frequency tips on the wafer prober PM5 or the
probe heads with the LEMO connector output.
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2. A (smaller) aluminium box with one SMA output was designed for a 2-wire
measurement configuration using one high frequency tip of the wafer prober (re-
flection mode).
Wiring and control of equipment
The electrical connections within the magnetoresistance setup are shown in figure A.1.
The following instruments are connected via ethernet (IP address in brackets) to the PC
LAN Hub
OUTPUT CAT I
Keithley 3706 
Switch/Multimeter
LAN
Slot 1
Keithley 3730 Matrix Card
Rows Columns
Large Probe Head
LEMO connector + 
box with SMAs
Rotatable magnet
Switch for power supply
Shielded Twisted Pairs
GPIB
GPIB
Keithley 2182A Nanovoltmeter
Kepco BOP 100-10MG
Tektronics Oscilloscope
DPO 72004B
Agilent Spectrum Analyser
MXA N9020A Picosecond
Pulse Generator
PSPL 10060A
Keithley 6221Current Source
Connecting
to sample
Figure A.1: Wiring of equipment in experimental setup.
(192.168.4.1): current source (192.168.4.2), switch (192.168.4.3), spectrum analyser
(192.168.4.4) and oscilloscope (192.168.4.10). The Kepco power supply for the magnet
(GPIB address: 5), the current source (GPIB address: 2) and the pulse generator (GPIB
address: 4) are connected via GPIB.
A combination of a Keithley current source and a nanovoltmeter allows a high sen-
sitivity of the measurement at low voltages. The instruments are connected to each
other via RS 232 by a serial cable and a trigger link cable. This has the advantage that
both instruments can work together as a single unit and can operate in certain modes
providing noise compensation. The ’delta mode’ employs a moving average algorithm
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of three consecutive readings with alternating positive/negative current source output
level. This eliminates thermoelectric voltage, reduces the drift of the nanovoltmeter
and thereby increases the signal-to-noise ratio. The ’pulse delta mode’ is a specially de-
signed mode for heat sensitive devices, whereby the pulsed test current can be increased
without overheating the device. However, the nanovoltmeter can also be connected to
the PC directly via GPIB (GPIB address: 3) which is faster and easier to program.
The Keithley Switch connects the nanovoltmeter and the current source to the probe
head or to the LEMO connector leading to the connector box. Furthermore, it can also
set all outputs to ground, which is needed during the contacting process in the case
of highly sensitive samples such as the MTJ samples in this thesis (see figure A.2).
Nanovoltmeter, current source, switch, the connector boxes and the waferprober are
stargrounded. Note that the sample holder is not isolated.
The triax output connector of the current source can be configured in different ways.
The configuration for the work in this thesis is that the inner shield is used as current
return path (I-), while the outer shield is disconnected from the earth ground. This is
done by connecting the triax inner shield to output low and disconnecting output low
from earth ground. This setting was chosen because it reduced large electromagnetic
interference-induced voltage peaks (>1.5 V) induced in the cables to the connector box
which were observed in the guarded configuration (inner shield to cable guard, outer
shield and output low to ground).
The connections inside the switch are shown in more detail in A.3. Each cross point
relay of the matrix card in the switch has two poles (low and high). Here, always the
low pole was used. In general, all channels in the switch should be opened except for
those specified for the measurement connecting the LEMO connector with the current
source and the voltmeter.
Current source and nanovoltmeter are connected to the rows in the switch as indi-
cated. The triax cable from the current source is connected to row 2L (inner shield),
row 3L (output high, I+) and row 4L (outer shield). The nanovoltmeter is connected to
rows 5L (V+) and 6L (V-). The outputs can be grounded by an extra row connection
(Row 1L) in the case of contacting highly sensitive samples.
The cables to the large probe head and the LEMO connector to the connector box-
es/sample are soldered to the columns. The columns connecting the LEMO connector
are 12 (pin 12, I+), 13 (pin 29, I-), 14 (pin 14, V+) and 15 (pin 16, V-). The chan-
nel number is composed of the number of the slot of the matrix card (1 in this case),
the row and the column. For connecting the current source and nanovoltmeter to the
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Row 1L/
Pin 2
I+
I-
SwitchNanovoltmeter
Current Source
V+
V-
Large probe head
Row 6L/Pin 17
Row 5L/Pin 14
Row 4L/
Pin 11
Row 3L/Pin 8
13L 15L 14L 12L
+
-
Ch1
Pre-
amp
x
1
ISH
LTE
GUARD
OLOW
sample
isolation
LEMO connector
(on top of box) 
to small probe heads
SMAs (in front of box)
waferprober
sample
Row 2L/Pin 5
1 MΩ
Large aluminium
connector box
LEMO connector
from switch
Figure A.2: Wiring of nanovoltmeter, current source and switch in the experimental
setup. Current and nanovoltmeter are connected to the rows in the switch whereas the
LEMO connector to the connector box and the sample is connected to the columns. An
extra row connection (Row 1L) can ground the outputs in the case of contacting highly
sensitive samples. The abbreviations used for the output of the current source are:
’OLOW’=output low, ’ISH’=inner shield, and ’LTE’=triax output low earth connection.
LEMO connector, the following four channels have to be closed: 1213 (I-), 1312 (I+),
1514 (V+), 1615 (V-). Everything is grounded/disconnected from ground if channels
1112, 1113, 1114 and 1115 are closed/opened. More details of the setup can be found
in the documentation file.
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Column 15L (Pin 16) V-
(orange+white cable)
Column 14L (Pin 14) V+ 
(orange cable)
Column 13L (Pin 29) I-
(green+white cable)
Column 12L (Pin 12) I+ 
(green cable)
Figure A.3: Wiring of the D-sub connectors to the matrix card in the switch in the
experimental setup. The current source, nanovoltmeter and ground are connected to
the rows of the matrix card, whereas the connections to the sample (LEMO connector
and large probe head) are connected to the columns. By closing individual channels of
the switch, the outputs of the measurement devices can be connected in different ways
without changing the physical connections.
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Selected specifications of the equipment
The main specifications of the DC equipment in the setup are summarised in table A.1,
those of the high frequency equipment can be found in table A.2.
Name of device Main specifications
Keithley 2182A
Nanovoltmeter
Voltage range: 10 mV...100 V
Resolution (10 mV range): 1 nV with internal R > 10 GΩ
Resolution (100 V range): 10 µV with internal R > 10 MΩ
Keithley 6221
DC/AC current source
Output: 0.1 pA...100 mA
Typical noise: 200 pA peak-peak/40 pA rms (2 µA range)
Voltage compliance: 0.1 V...100 V
Programmable to generate arbitrary waveform currents,
shortest unit: 1 ms
In combination with 2182A Nanovoltmeter: can perform
delta mode and pulse delta mode
Keithley 2401
source meter
Voltage source output: max. ±20 V (min. 5 µV steps)
Voltage meas. resolution: 1 µV (200 mV range)
Current source output: max. ±1 A (min. 50 pA steps)
Current meas. resolution: 10 pA (1 µA range)
Programmable to generate standard and custom sweeps
Keithley 3730
multimeter
Voltage range: 100 mV...300 V
Current range: 10 µA...3 A
Switch module with
3730 matrix card
96 two-pole crosspoints with relays
Switching time: 4 ms
Kepco Power Supply
BOP 100-10 MG
DC range: 100 V, 10 A
Programming resolution: voltage: 14 bits/0.03 %; current:
14 bits/0.1 %
Readback resolution: voltage: 16 bits/0.05 %; current:
16 bits / 0.1 %
Water cooled
electromagnet
Maximum field at 50 mm distance of pole shoes: 0.12 T
Maximum field at minimal separation of pole shoes
(15 mm): 0.3 T
Table A.1: Selected specifications of DC equipment of setup.
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Name of device Main specifications
Picosecond
pulse generator
PSPL 10060A
Rise time: 55 ps
Fall time: 115 ps
Maximum amplitude: 10 V
Range of duration: 100 ps...10 ns (in 2.5 ps steps)
Repetition period: 10 µs...1 s
Tektronics
Oscilloscope
DPO72004B
Rise time: 18 ps
Number of digitized bits: 8
Sensitivity range: 10 mV/div to 1 V/div in 1-2-5 sequence
Maximum bandwidth: 20 GHz
Noise in 10 mV range: 0.87 mV (at 20 GHz); 0.49 mV (at
10 GHz)
Real time sample rate: 50 GS/s
Time base range: 10 ps/div...1000 s/div
Agilent
Spectrum
analyser
MXA N9020A
Frequency range: 20 Hz...26.5 GHz
Internal preamplifier: +20 dB gain between 100 kHz to 26.5 GHz;
noise figure (at 5 GHz): 9 dB
Resolution bandwidth: 1 Hz...8 MHz
Range: 707 pV...7.07 V
Average noise level (at 5 GHz): -153 dBm (preamp off);
-166 dBm (preamp on)
Picosecond
Power Splitter
5336
Bandwidth: DC to 20 GHz
Delay: 180 ps
Insertion loss, AC: 6.0 dB ± 0.5 dB
Input impedance: 50 Ω ± 0.3 Ω max.
Mini-Circuits
Bias-Tee
ZX85-12G+
Frequency range: 0.2...12 GHz
DC resistance from DC to RF+DC port: 1.8 Ω
Insertion loss: 0.6 dB
Max. DC voltage and current: 25 V; 400 mA
True Blue high
frequency cables
Max. operating frequency: 26.5 GHz
Attenuation (at 5 GHz): 0.59 dB/m
Propagation delay: 4.56 ns/m
Table A.2: Selected specifications of the high frequency equipment of the setup.
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