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Abstract
Restricted numerical shadow PXA (z) of an operator A of order N is a probability
distribution supported on the numerical range WX(A) restricted to a certain
subset X of the set of all pure states – normalized, one–dimensional vectors in
CN . Its value at point z ∈ C equals to the probability that the inner product
〈u|A|u〉 is equal to z, where u stands for a random complex vector from the
set X distributed according to the natural measure on this set, induced by the
unitarily invariant Fubini–Study measure. For a Hermitian operator A of order
N we derive an explicit formula for its shadow restricted to real states, PRA(x),
show relation of this density to the Dirichlet distribution and demonstrate that
it forms a generalization of the B–spline. Furthermore, for operators acting
on a space with tensor product structure, HA ⊗ HB , we analyze the shadow
restricted to the set of maximally entangled states and derive distributions for
operators of order N = 4.
Keywords: numerical range, probability measures, numerical shadow,
B–splines
2000 MSC: 47A12, 60B05, 81P16, 33C05, 51M15
1. Introduction
Consider a complex square matrix A or order N . Its standard numerical
range is defined as the following subset of the complex plane,
W (A) = {〈u|A|u〉 : u ∈ CN , ‖u‖ = 1},
where u denotes a normalized complex vector in HN . Due to the Toeplitz–
Hausdorff theorem this set is convex, while for a Hermitian A it forms an interval
belonging to the real axis – see e.g. [1, 2, 3].
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Among numerous generalizations of this notion we will be concerned with
the restricted numerical range,
WX(A) = {〈u|A|u〉 : u ∈ ωX}, (1)
where ωX forms a certain subset of the set ω of normalized complex vectors
of size N . For instance, one can choose ωX as the set of all real vectors, and
analyze the ’real shadow’ of A, denoted by WR(A). For an operator A acting on
a composed space, one studies also numerical range restricted to tensor product
states, W⊗(A), and the range WE(A) restricted to maximally entangled states
[4, 5]. It is worth to emphasize a crucial difference with respect to the standard
notion: the resticted numerical range needs not to be convex.
In order to define a probability measure supported on numerical range of
W (A) it is sufficient to consider the uniform measure on the sphere S2N−1 and
the measure induced by the map u→ 〈u|A|u〉 ∈W (A) [6, 7]. Alternatively, one
considers the space of quantum states – equivalence classes of normalized vectors
in CN , which differ by a complex phase, u ∼ eiαu, and works with the Haar
measure invariant under the action of the unitary group [8]. For any matrix
A one defines in this way a probability measure PA(z) supported on W (A)
and called numerical shadow [6] or numerical measure [7]. The former name is
inspired by the fact that for a normal matrix this measure can be interpreted as
a shadow of an uniformly covered (N−1) dimensional regular simplex projected
on a plane [8, 9]. In a similar fashion, one can consider numerical shadow of
matrices over the quaternion field, defined as the pushforward measure of the
uniform measure on the sphere S4N−1.
Even though several papers on numerical shadow were published during
the last five years [6, 7, 8], the idea to associate with the numerical range a
probability measure is much older: as described in a recent review by Holbrook
[10] it goes back to the early papers of Davis [1].
Another variant of the numerical shadow of A can be obtained by taking
random points from the subset ωX of the set of pure states. The correspond-
ing probability measure PXA (z), called restricted numerical shadow [11], is by
definition supported in restricted numerical range WX(A). More generally, one
may take an arbitrary probability measure µ on the set of all pure states (or on
the hypersphere S2N−1) and study the measure induced in the numerical range
of A.
Let A denote a Hermitian matrix of size N , so its numerical range is an in-
terval on the real axis. The probability distribution generated by the map η 7→
〈η|A|η〉, where η is a random point on the unit sphere
{
η ∈ CN : ∑Nj=1 |ηj |2 = 1}
equipped with the unitary-invariant surface measure, is then equal to the shadow
of A.
It will be convenient to introduce the set ΩN containing density matrices
of order N , i.e. Hermitian positive definite operators, normalized by the trace
condition, ρ∗ = ρ ≥ 0 with Trρ = 1. The set ΩN is convex as it can be considered
as the convex hull of the set of projectors on the pure states of dimension N –
see e.g. [12]. Specifying a measure µ on the set of density matrices allows us to
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propose a more general definition of numerical shadow.
Definition 1. For a given N × N matrix A and a probability measure µ on
the space ΩN of density matrices of order N we define the numerical shadow of
matrix A with respect to µ as function on complex numbers
PµA(z) =
∫
ΩN
dµ(ρ)δ(z − TrAρ). (2)
The standard numerical shadow, defined in [8] and denoted by PA(z), fulfills
the above definition with µ supported on a pure states invariant to unitary
transformations. In fact all restricted numerical shadow presented in [11] can
be written in the above form.
The main goal of this work is to describe restricted numerical shadow for
several relevant cases. For any symmetric real matrix A we derive its real
numerical shadow. To this end we use Dirichlet distributions, the properties of
which are reviewed in Sec. 2. We demonstrate that in this case the real shadow
has the same distribution as a linear combination of components of a random
vector generated by the Dirichlet distribution.
In Sec. 3 we briefly discuss B–splines, which correspond to complex shadows
of Hermitian matrices, and show their link to generalized Dirichlet distributions
Complex and real shadows of illustrative normal matrices are compared in Sec. 4,
in which some results are obtained for the case of Hermitian matrices.
Main result of this work — Theorem 14, which characterizes the real shadow
of real symmetric matrices, is presented in Sec. 5. Continuity of the shadow at
knots is discussed in Sec. 6, while formulae for the shadow with respect of real
maximally entangled states for any matrix of size N = 4 are derived in Sec. 7.
2. The Dirichlet Distribution
Let TN−1 in RN−1 denotes the unit simplex of N–point probability distri-
butions,
TN−1 :=
{
(t1, . . . , tN−1) ∈ RN−1 : ti ≥ 0∀i,
N−1∑
i=1
ti ≤ 1
}
. (3)
The Dirichlet distribution is a measure µk on the simplex TN−1 parameterized
by a vector k of N real numbers k1, . . . , kN > 0,
dµk =
Γ
(∑N
i=1 ki
)
∏N
i=1 Γ (ki)
N−1∏
i=1
tki−1i
(
1−
N−1∑
i=1
ti
)kN−1
dt1 . . . dtN−1. (4)
Note that the choice k = {1, 1, . . . , 1} gives the flat, Lebesgue measure on the
simplex, while the case k = {1/2, 1/2, . . . , 1/2} corresponds to the statistical
distribution – see e.g. [12].
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Set k˜ :=
∑N
i=1 ki. For α ∈ NN0 let α! :=
∏N
i=1 αi!, |α| :=
∑N
i=1 αi and
tα :=
∏N−1
i=1 t
αi
i
(
1−∑N−1i=1 ti)αN . It follows from the Dirichlet integral that∫
TN−1
tαdµk =
1(
k˜
)
|α|
∏N
i=1 (ki)αi , (5)
where (x)n :=
∏n
i=1 (x+ i− 1) denotes the Pochhammer product. It satisfies
an important asymptotic relationship: (z)n =
Γ(z+n)
Γ(z) ∼ zn as x → ∞ in the
complex half-plane {z : Re z > 0}.
Consider the random vector corresponding to choosing a point in TN−1 ac-
cording to dµk with components (T1, . . . , TN ) with TN := 1−
∑N−1
i=1 Ti. We se-
lect an arbitrary vector of N real numbers ordered increasingly, a1 ≤ a2 ≤ . . . ≤
aN , and will be concerned with the probability distribution of their weighted
average,
X =
N∑
i=1
aiTi.
Definition 2. The distribution of random variable X will be denoted as
D (a1, . . . , aN ; k1, . . . , kN ) . (6)
In the case some values of ai are repeated some formulae have to be modified.
It is clear that a1 ≤ X ≤ aN . There is a moment generating function for X.
Let F (x) denote the cumulative distribution function of X, that is,
F (x) := Pr {X ≤ x} . (7)
Lemma 3. Suppose |r| < mini 1|ai| then
E
[
(1− rX)−k˜
]
=
∏N
i=1 (1− rai)−ki . (8)
This Lemma, proof of which is provided in Appendix B , implicitly gives an
expression for the moments, E [Xn], because (1− rX)−k˜ = ∑∞n=0 (k˜)nn! rnXn.
Corollary 4. The mean µ := E [X] = 1
k˜
∑N
i=1 kiai and the variance
E
[
(X − µ)2
]
= 1
k˜(k˜+1)
∑N
i=1 ki (ai − µ)2.
In the case of N = 2 it is straightforward to find the density for
D (a1, a2; k1, k2),
f (x) =
1
B (k1, k2) (a2 − a1)k1+k2−1
(a2 − x)k1−1 (x− a1)k2−1 , (9)
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where B(a, b) denotes the beta function.
Let us now return to the general case of an arbitrary dimension N and con-
sider the behavior of F (x) for x /∈ {a1, a2, . . . , aN}. Here we require no repeated
values in {ai}. This involves the intersection of the hyperplane
∑N
i=1 aiti =
x with TN−1, which is a convex polytope whose faces are subsets of pii :=
{t : ti = 0} for 1 ≤ i ≤ N − 1, piN :=
{
t :
∑N−1
i=1 ti = 1
}
, and
pix :=
{
t :
∑N
i=1 aiti = x
}
. Note that
∑N
i=1 aiti = x is equivalent to∑N−1
i=1 (aN − ai) ti = aN − x. The vertices of this polytope come from the
intersection of N − 2 hyperplanes drawn from {pii : 1 ≤ i ≤ N} with pix. Intro-
duce the unit basis vectors εi (1 ≤ i ≤ N − 1) with components (δij). There
are two types of vertices:
ξi (x) =
⋂N−1
j=1,j 6=ipij ∩ pix =
aN − x
aN − ai εi, 1 ≤ i ≤ N − 1; (10)
ξij (x) =
⋂N−1
`=1, 6`=i,jpi` ∩ piN ∩ pix =
aj − x
aj − ai εi +
x− ai
aj − ai εj , 1 ≤ i < j ≤ N − 1.
(11)
For any given x some of these vertices are in TN−1 and some are not. Suppose
aM < x < aM+1 for some M with 1 ≤ M < N , then ξi (x) ∈ TN−1 exactly
when 1 ≤ i ≤ M since the condition is 0 < aN−xaN−ai < 1, that is, x > ai.
Similarly ξij (x) ∈ TN−1 exactly when ai < x < aj , that is, 1 ≤ i ≤ M and
M + 1 ≤ j ≤ N − 1. Thus the number of vertices is M (N −M). Each vertex
is an extreme point: to show this one exhibits a linear function c0 +
∑N−1
i=1 citi
which vanishes at the point and is positive at all other vertices. For ξi (x) the
function
∑
j 6=i tj accomplishes this, and for ξij (x) use 1 − ti − tj (this applies
to the vertices contained in TN−1, by inspection).
Remark 5. Suppose aM < x1 < x2 < aM+1 then F (x2)−F (x1) is given by the
integral of dµk over a convex polytope with 2M (N −M) vertices lying between
parallel hyperplanes. The vertices of the polytope are analytic functions of x
and so F (x2)−F (x1) is analytic in x2 and in the parameters k1, k2, . . . , kN (in
broad terms, decompose the integral as a sum of iterated (N − 1)-fold integrals
each of which has an analytic expression).
It is straightforward to find the following infinite series expression for the
complementary distribution function 1 − F (x) for x ∈ (aN−1, aN ] – see Ap-
pendix B . We assumed here that aN−1 < aN , but other repetitions are allowed.
Proposition 6. For aN−1 < x ≤ aN
1− F (x) =
Γ
(
k˜
)
(aN − x)k˜−kN
Γ (kN ) Γ
(
k˜ − kN
) N−1∏
i=1
(aN − ai)−ki
×
∑
α∈NN−10
(1− kN )|α|(
k˜ − kN
)
|α|+1
(aN − x)|α|
N−1∏
i=1
(ki)αi
αi! (aN − ai)αi .
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Corollary 7. For x near aN (and x < aN ) 1−F (x) behaves like (aN − x)k˜−kN
and the density f (x) = ddxF (x) behaves like (aN − x)k˜−kN−1.
The Dirichlet distribution has a special additivity property which allows us
to restrict to the situation where the ai’s are mutually distinct. If two numbers
ai’s are equal, say aN−1 = aN then
∑N
i=1 aiti is has the same distribution as
D (a1, . . . , aN−1; k1, . . . , kN−1 + kN ) (see 6). In other words if a` = a`+1 = . . . =
a`+m−1 then the distribution is the same as
D
(
a1, . . . , a`, a`+m, . . . , aN ; k1, . . . ,
`+m−1∑
i=`
ki, k`+m, . . . , kN
)
. (12)
When each ki is an integer (≥ 1) there is a finite sum expression for the density
in terms of piecewise polynomials (splines). This theorem is from [6, p.2070].
For simplicity we state the result for the case 0 ≤ a1 < a2 < . . . < aN . Let
x+ := max (0, x), with the convention that x
0
+ = 1 for x ≥ 0 and = 0 for x < 0.
Theorem 8. Suppose 0 ≤ a1 < a2 < . . . < aN , ki ∈ N for each i, then
f (x) =
N∑
i=1
ki∑
j=1
βij
aiB
(
j, k˜ − j
) ( x
ai
)j−1
+
(
1− x
ai
)k˜−j−1
+
, (13)
where
N∏
i=1
(1− rai)−ki =
N∑
i=1
ki∑
j=1
βij
(1− rai)j
(14)
is the partial fraction decomposition (the term with i = 1 is omitted if a1 = 0).
Observe that each term 1
aiB(j,k˜−j)
(
x
ai
)j−1
+
(
1− xai
)k˜−j−1
+
is itself a prob-
ability density supported on 0 ≤ x ≤ ai. (In the present context N is the
number of distinct values, differing from the statement in [6] where each ki = 1
and some values are repeated.) The Theorem shows that the density is a piece-
wise polynomial of degree k˜ − 2 with discontinuities (in some order derivative)
at the points {ai}. Because of this spline interpretation the quantities ai will
henceforth be called knots.
3. B–splines and their generalization
The Dirichlet distribution is closely related to the notion of an s–dimensional
B–spline introduced by de Boor [13].
Definition 9. Let σ be a non-trivial simplex in Rs+k. On Rs we define the
B–spline of order k from σ by
Mk,σ(x1, . . . , xs) = vol(σ ∩ {v ∈ Rs+k : vj = xj (j = 1, 2, . . . , s)}). (15)
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A measure version of the above definition is more useful, thus we define the
normalized measure on Rs
Mk,σ(B) = vol(σ ∩ {v ∈ Rs+k : {vj}sj=1 ∈ B})/vol(σ). (16)
A non-trivial simplex σ ∈ Rs+k can be written as WTs+k where Ts+k is a
regular simplex and W is an invertible matrix of order s + k. The simplex is
possibly translated if 0 is not a vertex of σ. We will use the notation
Mk,W (B) = vol(y ∈ Ts+k : Wy ∈ B ⊕ Rk)/vol(Ts+k). (17)
Instead of calculating the volume with respect to the flat Lebesgue measure
one can use instead the Dirichlet measure µk with parameters k instead. In this
way one obtains a generalized notion of B-splines.
M(k)k,W (B) = µ(k)(y ∈ Ts+k : Wy ∈ B ⊕ Rk)/µ(k)(Ts+k). (18)
Therefore, the distribution D can be viewed as a generalized B-spline. If we
take any N ×N invertible matrix W with the first row given by λ1 . . . λN , then
a generalized B-spline is equal to the distribution D
M(k)N−1,W = D(λ1, . . . λN ; k). (19)
4. Shadows of Hermitian and real symmetric matrices
Among several probability measures defined on the set of density matrices
it is convenient to distinguish a class of measures induced by the partial trace
performed on a pure state on the extended system.
We say, that a density matrix ρ of size N is distributed according to the
induced measure µtrN,K [12] if
ρ = Tr2|ψ〉〈ψ|, (20)
where |ψ〉 being a uniformly distributed, normalized random vector inH1⊗H2 =
CN ⊗ CK and the operation of partial trace is defined for product matrices as
Tr2A ⊗ B = ATrB and extended to general case by linearity. In the case of
K = 1 we obtain a measure on pure states and in the case of K = N we get a
Hilbert-Schmidt measure [12].
In paper [6] we showed that the (complex) shadow of a Hermitian matrix A
with eigenvalues (λ1, . . . , λN ) (counted with multiplicity) has the distribution
PA = D (λ1, . . . , λN ; 1, . . . , 1) . (21)
From Corollary 4 the mean is µ = 1N
∑N
j=1 λj =
1
NTrA and the variance is
1
N(N+1)
∑N
j=1 (λj − µ)2.
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Figure 1: Numerical shadows of an illustrative normal matrix A of order N =
4. Upper figure represents the complex shadow, while the lower one the real
shadow The tetrahedrons on the left are covered with respect to the uniform
and the Dirichlet distribution, respectively. If a parallel beam of light is shined
upon them they cast shadows on a plane which coincide with complex and real
numerical shadows of A. Both marginal distributions above and on the right
hand side of each shadow, correspond to complex/real numerical shadows of
Hermitian matrices formed from real and imaginary parts of A.
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In analogy to the standard shadow (21) one can introduce the mixed states
shadow [8]. For a Hermitian matrix A the mixed shadow induced by a distri-
bution µtrN,K reads
PKA = D(λ1, . . . , λN ;K, . . . ,K). (22)
This follows directly from the definition of a partial trace and the additivity
property of a Dirichlet distribution. As a special case we obtain, that the mixed
numerical shadow with respect to flat Hilbert Schmidt distribution is given by
PNA = D(λ1, . . . , λN ;N, . . . , N). We can calculate mean and variance for mixed
numerical shadow induced by µtrN,K , using Corollary 4 we have µ =
1
N
∑N
j=1 λj =
1
NTrA and the variance is
1
N(NK+1)
∑N
j=1 (λj − µ)2.
Let us now return to the main subject of the paper - the shadow PRA of a
matrix A of order N with respect to the set of real pure states in RN . It is
briefly called the real shadow [11], and for a real symmetric matrix A it can be
related to the Dirichlet distribution,
PRA = D
(
λ1, . . . , λN ;
1
2
, . . . ,
1
2
)
(23)
where λ1, . . . , λN denotes the eigenvalues of A counted with multiplicity. The
mean value is µ = 1N
∑N
j=1 λj and the variance is
2
N(N+2)
∑N
j=1 (λj − µ)2.
In a close analogy to the complex case, one can also consider the shadow
with respect to real mixed states obtained by an induced measure µtrN,K . For
any real symmetric matrix A this leads to the distribution D, with all indices
equal to K/2. Thus the real shadow is obtained for K = 1, as required.
Henceforth we will concentrate on the distributions D (a1, . . . , aN ; k, . . . , k)
with pairwise distinct knots ai. For integer k we have the interpretation as the
shadow of the Nk × Nk Hermitian matrix A ⊕ . . . ⊕ A (k summands) where
the eigenvalues of A are a1, . . . , aN , or the mixed numerical shadow induced by
the measure µtrN,k. We consider the distribution as an analytic function of k,
for Re k > 0, and will find more information by extrapolating from the known
formulas for integer k. Start with finding explicit values of the coefficients {βij}
in Theorem 8.
Lemma 10. Suppose {a1, a2, . . . , aN} consists of pairwise distinct nonzero real
numbers and k = 1, 2, 3, . . . then
N∏
i=1
(1− rai)−k =
N∑
i=1
k−1∑
m=0
(−1)m a(N−1)ki
(1− rai)k−m
∑
α∈NN0 ,|α|=m,αi=0
1
α!
N∏
j=1,j 6=i
(k)αj a
αj
j
(ai − aj)k+αj
(24)
The proof is provided in Appendix B.
Thus the formula in Theorem 8 is completely symmetric in (a1, a2, . . . , aN ),
independent of the ordering. This is an ingredient in the derivation of the
differential equation satisfied by the density.
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Consider the case of a symmetric matrix of size N = 3. Then the density
for its real shadow has an expression in terms of a 2F1-hypergeometric function
which solves a certain second-order differential equation. Suppose a1 = 0, so
formulas (14) and (10) (change j to k −m) read for x ∈ (a2, x ≤ a3]
f (x) =
xk−1 (a3 − x)2k−1
B (k, 2k) a2k−13 (a3 − a2)k
2F1
(
k, 1− k
2k
;
a2 (a3 − x)
x (a3 − a2)
)
; (25)
and the series converges for any k > 0.
Let us now return to the generalized case of an arbitrary matrix order N ,
for which condition a1 < a2 < . . . < aN holds. Basing on computational
experiments we are in position to formulate a generalization valid for small N
and integers k. Set PN (x) =
∏N
i=1 (x− ai) and define a differential operator Tk
of order N − 1 (with ∂ := ddx ) by
Tk := PN (x) ∂N−1 +
N−1∑
j=1
(−1)j N − j
N
(N (k − 1))j
j!
∂jPN (x) ∂
N−1−j . (26)
The differential equation Tkf (x) = 0 has regular singular points at the knots.
We will show that the density function of D (a1, . . . , aN ; k, . . . , k) satisfies this
equation at all x /∈ {a1, . . . , aN}, first for integer k then for k > 0. The idea is to
verify the equation for the interval (aN−1, aN ) by use of Proposition 6 and then
use the symmetry property of Theorem 8 to extend the result to all intervals
(ai, ai+1).
Lemma 11. For arbitrary a, b, c and n = 1, 2, . . .
n∑
j=0
a+ j
a
(−n)j (b)j
(c)j j!
=
(c− b)n−1
a (c)n
(a (c− b+ n− 1)− nb) . (27)
Proof. Expand the sum as
n∑
j=0
(−n)j (b)j
(c)j j!
+
1
a
n∑
j=1
j (−n)j (b)j
(c)j j!
=
n∑
j=0
(−n)j (b)j
(c)j j!
− nb
ac
n−1∑
i=0
(1− n)i (b+ 1)i
(c+ 1)i i!
(28)
=
(c− b)n
(c)n
− nb
ac
(c− b)n−1
(c+ 1)n−1
,
by the Chu-Vandermonde sum.
Since we intend to work with polynomials in x − aN we set y := x − aN .
Start the verification by replacing PN (x) by y
n and apply the resulting operator
to (−y)c (for 0 ≤ n ≤ N − 1 and generic c (leaving open the possibility of c
being a noninteger and y < 0). At times we use the Pochhammer symbol
with a negative index: for m = 1, 2, 3, . . . let (c)−m = 1/ (c−m)m, so that
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(c)−m (c−m)m = (c)0 = 1. Note that ∂j (−y)c = (−c)j (−y)c−j , so the result
follows
N−1∑
j=0
(−1)j N − j
N
(N (k − 1))j
j!
(−1)j (−n)j yn−j (−c)N−1−j (−y)c−N+1+j
= (−1)n (−y)c+n−N+1 (−c)N−1
n∑
j=0
j −N
−N
(−n)j (N (k − 1))j
j! (c+ 2−N)j
(29)
= (−1)n (−y)c+n−N+1 (−c)N−1
(c+ 2−N)n
(c+ 2−Nk)n−1 (c+ 1− (N − n) k)
= (−y)c+n−N+1 (−c)N−1−n (c+ 2−Nk)n−1 (c+ 1− (N − n) k) .
In the special case n = N we obtain − (−y)c+1 (c+ 2−Nk)N−1 since (−c)−1 =
−1/ (1 + c). For n = 0 the result is zero. The calculations used the reversal
(a)m−j = (−1)j
(a)m
(1−m− a)j
and the Lemma with a, b, c replaced by −N,Nk−
N and c+2−N , respectively. The upper limit of summation is n because n ≤ N .
To proceed further we introduce:
A (N, k, n, c) := (−c)N−1−n (c+ 2−Nk)n−1 (c+ 1− (N − n) k) , 1 ≤ n < N ;
(30)
A (N, k,N, c) := − (c+ 2−Nk)N−1 .
Next PN (x) = y
∏N−1
i=1 (y − (ai − aN )) =
∑N−1
j=0 (−1)N−1−j eN−1−jyj+1 where
em denotes the elementary symmetric polynomial of degree m in
{a1 − aN , . . . , aN−1 − aN}, 0 ≤ m ≤ N − 1. Thus
Tk ((−y)c) =
N∑
j=1
(−1)N−j eN−jA (N, k, j, c) (−y)c−N+j+1 . (31)
Up to a multiplicative constant, not relevant in this homogeneous equation, the
density in aN−1 < x < aN is given by
f0 (x) = −∂
∑
α∈NN−10
(1− k)|α|
((N − 1) k)|α|+1
(−y)|α|+(N−1)k
N−1∏
i=1
(k)αi
αi! (aN − ai)αi . (32)
The series terminates at |α| = k − 1. Define symmetric polynomials Sm (k; a)
in {a1 − aN , · · · , aN−1 − aN} (note the reversal to ai − aN ) by
∞∑
m=0
Sm (k; a) r
m =
N−1∏
i=1
(
1− r
ai − aN
)−k
, (33)
convergent for |r| < aN − aN−1, then
f0 (x) =
k−1∑
m=0
(1− k)m
((N − 1) k)m
(−y)(N−1)k+m−1 (−1)m Sm (k; a) , (34)
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and
Tkf0 (x) =
k−1∑
m=0
N∑
j=1
(−1)N−j eN−j (1− k)m
((N − 1) k)m
Sm (k; a) (−1)m
×A (N, k, j, (N − 1) k +m− 1) (−y)(N−1)k+m−N+j (35)
=
N+k−1∑
`=1
(−y)(N−1)k−N+`
min(N,`)∑
j=1
(−1)N−j eN−j
(1− k)`−j
((N − 1) k)`−j
× (−1)`−j S`−j (k; a)A (N, k, j, (N − 1) k + `− j − 1) .
It is required to show that the j-sum vanishes for each `. At ` = 1, j = 1 there is
only one term and A (N, k, 1, (N − 1) k − 1) = 0. Replace A (·) by its definition
(30) and simplify
(1− k)`−j
((N − 1) k)`−j
(1 + j − `− (N − 1) k)N−1−j (1− k + `− j)j−1 (`− j + k (j − 1))
= (−1)`−j (1− k)`−1 (`− j + k (j − 1))
(1 + j − `− (N − 1) k)N−1−j
(1 + j − `− (N − 1) k)`−j
(36)
= (−1)`−j (1− k)`−1 (`− j + k (j − 1))
(1− `− (N − 1) k)N−1
(1− `− (N − 1) k)`
.
The denominator does not vanish because (N − 1) k > 0. Taking out the factors
depending only on ` the j-sum becomes
min(N,`)∑
j=1
(−1)j (`− j + k (j − 1)) eN−jS`−j (k; a) . (37)
There is a recurrence relation for Sm (k; a); the elementary symmetric function
of degree m in
{
1
a1−aN , . . . ,
1
aN−1−aN
}
equals eN−1−meN−1 for 0 ≤ m ≤ N − 1. The
generating function of {Sm (k; a)} is g (r)−k where
g (r) :=
N−1∏
j=1
(
1− r
aj − aN
)
=
N−1∑
i=0
(−1)i eN−1−i
eN−1
ri. (38)
Extract the coefficient of rm in the following equation
g (r)
∂
∂r
[
g (r)
−k
]
= −k
(
∂
∂r
g (r)
)
g (r)
−k
(39)
N−1∑
i=0
(−1)i eN−1−i
eN−1
ri
∞∑
j=0
jSj (k; a) r
j−1 = −k
N−1∑
i=0
i (−1)i eN−1−i
eN−1
ri−1
∞∑
j=0
Sj (k; a) r
j ,
to obtain
min(m+1,N−1)∑
i=0
(−1)i (m− i+ 1 + ki) eN−1−i
eN−1
Sm−i+1 (k; a) = 0. (40)
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Now set i = j − 1 and m = ` − 2 (recall the case ` = 1 was already done) to
show that the expression in (37) vanishes.
Theorem 12. Suppose k = 1, 2, 3, . . . then the density f (x) of
D (a1, . . . , aN ; k, . . . , k) satisfies the linear differential equation Tkf (x) = 0 at
all x /∈ {a1, . . . , aN}.
Proof. Assume first that a1 > 0. The above argument showed that Tkf (x) = 0
for aN−1 < x < aN . On this interval f (x) is a constant multiple of
pN (x) :=
k∑
j=1
βNj
1
B (Nk − j, j) aN
(
x
aN
)j−1
+
(
1− x
aN
)Nk−j−1
+
, (41)
– see Theorem 8. Because TkpN (x) = 0 is a polynomial equation it holds for all
x 6= 0, aN . The piecewise polynomial pN has coefficients which are symmetric in
a1, . . . , aN−1 – see equation (10). Hence the differential equation is symmetric
in (a1, . . . , aN ) and each piece
pi (x) :=
k∑
j=1
βij
1
B (Nk − j, j) ai
(
x
ai
)j−1
+
(
1− x
ai
)Nk−j−1
+
(42)
satisfies the differential equation for x 6= 0, ai. The density is the sum
∑N
i=1 pi
thus Tkf (x) = 0 at each x /∈ {a1, . . . , aN}. The density fc (x) of
D (a1 + c, . . . , aN + c; k, . . . , k) equals the translate f (x− c) and the differential
operator Tk has a corresponding translation property and thus the restriction
a1 > 0 can be removed.
Corollary 13. If k > 0 then the density f (x) of D (a1, . . . , aN ; k, . . . , k) satis-
fies the linear differential equation Tkf (x) = 0 at all x /∈ {a1, . . . , aN}.
Proof. Suppose aM < x1 < x2 < aM+1. The probability Pr {x1 < X < x2}
is given by a definite integral with respect to an integrand which is analytic
for Re k > 0 over a polytope in TN−1 whose vertices are independent of k and
analytic in x1, x2 – see Remark 5. Thus the distribution function F (x) at x
is analytic for Re k > 0 and extends to an analytic function in x for x1 <
Rex < x2, |Imx| < ε for some ε > 0. The differential equation Tk ∂∂xF (x) = 0
is satisfied for each k = 1, 2, 3, . . ., this is an analytic relation and extends to all
Re k > 0 by Carlson’s theorem (see Henrici [14, vol.2,p.334]).
We can now assert the validity of the equation for k = 12 ,
3
2 , . . . which applies
to real shadows or the repeated eigenvalue case (each is repeated 3 times, or 5
times, etc.). It is not clear what happens if just one eigenvalue is repeated, note
that the main result used symmetric functions of 1ai−aN . It is plausible that the
equation applies in intervals adjacent to simple (non-repeated) eigenvalues.
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The case k = 12 is of special interest since it applies to the real shadow when
the eigenvalues are pairwise distinct. The equation T1/2f (x) = 0 is
PN (x) ∂
N−1f (x)+
N−1∑
j=1
(−1)j N − j
N
(−N/2)j
j!
∂jPN (x) ∂
N−1−jf (x) = 0. (43)
When N is even then the terms ∂mf (x) for 0 ≤ m ≤ N2 − 2 drop out, that is
any polynomial of degree N2 − 2 satisfies the equation. This property will be
made precise in the next section.
The indicial equation is important because it provides information about the
solutions in neighborhoods of the knots, that is, the solutions have the form
∞∑
n=0
γn (x− aj)n+c ,
∞∑
n=0
γn (aj − x)n+c , (44)
(depending on whether the solution is valid for x > aj or x < aj) where c is a
solution of the indicial equation: this comes from the coefficient of the lowest
power in Tk (aN − x)c from equation (31), namely
eN−1A (N, k, 1, c) = (−1)N−1 eN−1 (−c)N−2 (c+ 1− (N − 1) k) = 0. (45)
The solutions, called critical exponents, are c = 0, 1, . . . , N − 3, (N − 1) k −
1. In the real shadow situation with k = 12 we see there are two different
types: when N = 2m + 1 the critical exponent c = m − 1 is repeated which
leads to a logarithmic solution:
∑∞
n=0 γn (x− aj)m−1+n and log |x− aj |
∑∞
n=0
γ′n (x− aj)m−1+n. This actually occurs, as will be shown in the sequel.
5. The real shadow
We will use “heuristic extrapolation” to postulate a set of formulas for the
real shadow (23) – the density of D (a1, . . . , aN ; 12 , . . . , 12). In the notation of
Theorem 12 there is a set of functions pj (x), with a symmetry property, such
that the density f (x) =
∑N
j=m pj (x) in the interval (am−1, am). It is straight-
forward to do this in the top interval (aN−1, aN ) but the expression involves
square roots of quantities that become negative for x < aN−1. The idea is to
adopt certain branches of the complex square roots which give plausible results
and then to prove the validity of the postulated formulas. This will be done
by using complex contour integration to verify the known moment generating
function.
We begin by pointing out that the expression for the density in (aN−1, aN )
found in Proposition 6 is a multiple infinite series which diverges for |x− aN | >
aN − aN−1, not an easy expression to evaluate. We can replace it by a one-
variable (definite) integral when k = 12 . Suppose the series g (r) =
∑∞
n=0 γnr
n
converges for |r| ≤ 1 then
1
B
(
1
2 ,
N
2 − 1
) ∫ 1
0
∞∑
n=0
γnt
nt−1/2 (1− t)N/2−2 dt =
∞∑
n=0
(
1
2
)
n(
N−1
2
)
n
γn. (46)
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Apply this to
g (r) =
∏N−1
j=1
(
1− aN − x
aN − aj r
)− 12
=
∑
α∈NN−10
N−1∏
j=1
(ki)αj
αj !
(
aN − x
aN − aj
)aj
r|α|
(47)
and use the formula for the density from Proposition 6 and act with − ∂∂x on
1− F (x) to obtain the density for x ∈ (aN−1, aN ),
f (x) =
N − 2
2pi (aN − x)
N−1∏
j=1
(
aN − x
aN − aj
) 1
2
×
×
∫ 1
0
N−1∏
j=1
(
1− aN − x
aN − aj t
)− 12
t−1/2 (1− t)N/2−2 dt.
(48)
Note that B
(
1
2 ,
N
2 − 1
)
B
(
1
2 ,
N−1
2
)
= Γ(1/2)
2Γ(N/2−1)
Γ(N/2) =
pi
N/2−1 . Make the
change of variable s = aN − t (aN − x), then
f (x) =
N − 2
2pi
∫ aN
x
(aN − s)−
1
2
N−1∏
j=1
(s− aj)−
1
2 (s− x)N2 −2 ds. (49)
Suppose we want to interpret this integral for aN−2 < x < aN−1 then we
must pick a branch of (s− aN−1)−
1
2 , that is we need to choose the sign in
(s− aN−1)−
1
2 = ±i (aN−1 − s)−
1
2 , where i =
√−1. Denote the integral by
fN (x). Using the symmetry heuristics we define
fN−1 (x) =
N − 2
2pi
∫ aN−1
x
(aN−1 − s)−
1
2
N∏
j=1,j 6=N−1
(s− aj)−
1
2 (s− x)N2 −2 ds,
(50)
now we need to pick a branch for (s− aN )−
1
2 for s < aN . The requirement that
fN (x) + fN−1 (x) be real for aN−2 < x < aN−1 motivates the following:
1. For 0 ≤ j < N and a1 < x ≤ aN−j let
fN−j (x) =
N − 2
2pi
ij
∫ aN−j
x
( j∏
m=0
(aN−m − s)−
1
2 ×
×
N−1∏
m=j+1
(s− aN−m)−
1
2 (s− x)N2 −2
)
ds,
(51)
2. for 0 ≤ j ≤ N − 2 and aN−j−1 ≤ x < aN−j the density is
f (x) =
j∑
m=0
fN−m (x) , (52)
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3. if s < am then (s− am)−
1
2 = −i (am − s)−
1
2 for 2 ≤ m ≤ N − 1.
Suppose a1 < x < aN−j−1 for some j ≥ 0. As a consequence we obtain then
fN−j (x) + fN−j−1 (x) =
N − 2
2pi
ij
∫ aN−j
aN−j−1
j∏
m=0
(aN−m − s)−
1
2
N−1∏
m=j+1
(s− aN−m)−
1
2 (s− x)N2 −2 ds
+
N − 2
2pi
ij
∫ aN−j−1
x
j∏
m=0
(aN−m − s)−
1
2
N−1∏
m=j+1
(s− aN−m)−
1
2 (s− x)N2 −2 ds
+
N − 2
2pi
ij+1
∫ aN−j−1
x
j+1∏
m=0
(aN−m − s)−
1
2
N−1∏
m=j+2
(s− aN−m)−
1
2 (s− x)N2 −2 ds.
(53)
Due to equation (5) the factor (s− aN−j−1)−
1
2 in the second integral is replaced
by −i (aN−j−1 − s)−
1
2 . Therefore the second and third integrals cancel out as
(−i) ij + ij+1 = 0. Hence there are two different types of expressions for the
density, depending on whether aN−2M < x < aN−2M+1 or aN−2M−1 < x <
aN−2M . For 0 ≤ j ≤
⌊
N−2
2
⌋
let
gj (s) :=
2j∏
m=0
(aN−m − s)−
1
2
N−1∏
m=2j+1
(s− aN−m)−
1
2 , (54)
then for aN−2M ≤ x < aN−2M+1 (with 1 ≤M ≤ N−12 )
f (x) =
N − 2
2pi
M−1∑
j=0
(−1)j
∫ aN−2j
aN−2j−1
gj (s) (s− x)
N
2 −2 ds, (55)
and for aN−2M−1 ≤ x < aN−2M (with 0 ≤M ≤ N−22 )
f (x) =
N − 2
2pi
M−1∑
j=0
(−1)j
∫ aN−2j
aN−2j−1
gj (s) (s− x)
N
2 −2 ds (56)
+ (−1)M N − 2
2pi
∫ aN−2M
x
gM (s) (s− x)
N
2 −2 ds.
An important consequence of this formulation is that for even N the density is
a polynomial of degree N2 − 2 on the even intervals (aN−2M , aN−2M+1), which
means that the parity by counting intervals from the top down is even, so that
(aN−1, aN ) is #1.
Now we are in position to formulate the main result of this work.
Theorem 14. For N > 2 the formulas (55) and (56) give the real shadow of a
real symmetric matrix with spectrum {ai}Ni=1 – the density of PRdiag(a1,...,aN ) =
D (a1, . . . , aN ; 12 , . . . , 12).
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We prove the validity of the above theorem by showing that∫ aN
a1
(1− r (x− a1))−
N
2 f (x) dx =
N∏
j=2
(1− r (aj − a1))−
1
2 , |r| < 1
aN − a1 ,
(57)
this is the moment generating function, see Lemma 3. Start by expressing∫ aN
a1
(x− a1)n f (x) dx as a sum of integrals, for n = 0, 1, 2, . . .. The contribution
of an “even” interval aN−2M ≤ x ≤ aN−2M+1 to the moment is
N − 2
2pi
M−1∑
j=0
(−1)j
∫ aN−2M+1
aN−2M
(x− a1)n dx
∫ aN−2j
aN−2j−1
gj (s) (s− x)
N
2 −2 ds, (58)
and the contribution of an “odd” interval aN−2M−1 ≤ x ≤ aN−2M is
N − 2
2pi
M−1∑
j=0
(−1)j
∫ aN−2M
aN−2M−1
(x− a1)n dx
∫ aN−2j
aN−2j−1
gj (s) (s− x)
N
2 −2 ds
+ (−1)M N − 2
2pi
∫ aN−2M
aN−2M−1
(x− a1)n dx
∫ aN−2M
x
gM (s) (s− x)
N
2 −2 ds.
(59)
The term gj (s) (s− x)
N
2 −2 appears in the intervals aN−2M ≤ x ≤ aN−2M+1 for
M ≥ j + 1 and in aN−2M−1 ≤ x ≤ aN−2M for M ≥ j. Collect these terms:
N − 2
2pi
(−1)j
∫ aN−2j
aN−2j−1
g2j(s)

bN−12 c∑
M=j+1
∫ aN−2M+1
aN−2M
+
bN−22 c∑
M=j+1
∫ aN−2M
aN−2M−1
(x− a1)n(s− x)N2 −2 dxds
+
N − 2
2pi
(−1)j
∫ aN−2j
aN−2j−1
(x− a1)n dx
∫ aN−2j
x
gj (s) (s− x)
N
2 −2 ds.
(60)
The terms in the first line add up to just one interval of integration a1 ≤ x ≤
aN−2j−1. In the second line reverse the order of integration (note the region for
the double integral is aN−2j−1 ≤ x ≤ s ≤ aN−2j) to obtain
N − 2
2pi
(−1)j
∫ aN−2j
aN−2j−1
gj (s) ds
∫ s
aN−2j−1
(x− a1)n (s− x)
N
2 −2 dx. (61)
The terms with gj add up to
N − 2
2pi
(−1)j
∫ aN−2j
aN−2j−1
gj (s) ds
∫ s
a1
(x− a1)n (s− x)
N
2 −2 dx
=
(−1)j
pi
(
N − 2
2
)
B
(
N
2
− 1, n+ 1
)∫ aN−2j
aN−2j−1
gj (s) (s− a1)
N
2 +n−1 ds,
(62)
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from the Beta integral
∫ b
a
(b− x)α−1 (x− a)β−1 dx = (b− a)α+β−1B (α, β) with
a = a1, b = s, α =
N
2 − 1, β = n + 1. Furthermore
(
N−2
2
)
B
(
N
2 − 1, n+ 1
)
=
n!(
N
2
)
n
. Therefore we have
∫ aN
a1
(x− a1)n f (x) dx = 1
pi
n!(
N
2
)
n
bN−22 c∑
j=0
(−1)j
∫ aN−2j
aN−2j−1
gj (s) (s− a1)
N
2 +n−1 ds,
(63)
and ∫ aN
a1
(1− r (x− a1))−
N
2 f (x) dx =
∞∑
n=0
(
N
2
)
n
n!
rn
∫ aN
a1
(x− a1)n f (x) dx
=
1
pi
bN−22 c∑
j=0
(−1)j
∫ aN−2j
aN−2j−1
gj (s) (s− a1)
N
2 −1 (1− r (s− a1))−1 ds, (64)
where the infinite sum converges for |r| < 1aN−a1 . We will evaluate the integral
by residue calculus applied to the analytic function
G (z) :=
N∏
j=1
(z − aj)−
1
2 (z − a1)
N
2 −1 (1− r (z − a1))−1 (65)
for fixed small r > 0 with suitable determination of the square roots. For
real a, b with a < b consider the analytic function (z − a)− 12 (z − b)− 12 defined
on C\ [a, b], that is, the complex plane with the interval [a, b] removed. Set
z = a+ r1e
iθ1 = b+ r2e
iθ2 , r1, r2 > 0 and θ1 = θ2 = 0 for z real and z > b, then
let
(z − a)− 12 (z − b)− 12 := (r1r2)−
1
2 e−i(θ1+θ2)/2 (66)
and let θ1, θ2 vary continuously (from 0) to determine the values in the rest of
the domain. This is well-defined: suppose z is real and z < a; approaching z
from the upper half-plane θ1, θ2 change from 0 to pi and e
−i(θ1+θ2)/2 changes
from 1 to e−ipi = −1, and approaching z from the lower half-plane θ1, θ2 change
from 0 to −pi and e−i(θ1+θ2)/2 changes from 1 to eipi = −1.
Lemma 15. Suppose h is analytic in a complex neighborhood of [a, b] and γε
is a closed contour oriented clockwise (negatively) made up of the segments
{x+ iε : a ≤ x ≤ b}, {x− iε : a ≤ x ≤ b} and semicircles {a+ εeiθ : pi2 ≤ θ ≤ 3pi2 },{
b+ εeiθ : −pi2 ≤ θ ≤ pi2
}
(for sufficiently small ε > 0) then
lim
ε→0+
∮
γ
h (z) (z − a)− 12 (z − b)− 12 dz = −2i
∫ b
a
h (x) ((b− x) (a− x))− 12 dx.
(67)
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(a) (b)
Figure 2: Visualization of the integration of the function G(z) defined in (65).
Panel (a) even N (here N = 6), panel (b) odd N (here N = 5).
Proof. On the semicircles the integrand is bounded by Mε−
1
2 for some M <∞
and the length of the arc is piε so this part of the integral tends to zero
as ε → 0+. Along {z = x+ iε : a ≤ x ≤ b} the arguments are θ1 ≈ pi and
θ2 ≈ 0 so (z − a)−
1
2 (z − b)− 12 ≈ e−ipi/2 (r1r2)−
1
2 and this part of the integral
≈ −i ∫ b
a
h (x+ iε) ((b− x) (a− x))− 12 dx. Along {z = x− iε : a ≤ x ≤ b} the ar-
guments are θ1 ≈ −pi and θ2 ≈ 0 so (z − a)−
1
2 (z − b)− 12 ≈ eipi/2 (r1r2)−
1
2 and
this part of the integral ≈ i ∫ a
b
h (x− iε) ((b− x) (a− x))− 12 dx. Adding the two
pieces and letting ε→ 0+ proves the claim.
Now fix r > 0 with 1r > max (|a1| , |aN | , aN − a1). Define a positively ori-
ented closed contour Γ consisting of a large circle γ =
{
z = Reiθ : 0 ≤ θ ≤ 2pi
}
with R > 1r and
{
γj,ε : 0 ≤ j ≤
⌊
N−2
2
⌋}
where γj,ε is a closed negatively ori-
ented contour around the interval [aN−2j−1, aN−2j ] as in the Lemma, with ε > 0
sufficiently small so that the contours do not intersect – see Fig. 2. The function
G is meromorphic on C\ ∪b(N−2)/2cj=0 [aN−2j−1, aN−2j ] and has one simple pole
at z = a1 +
1
r . By the (generalized) residue theorem
1
2pii
∮
Γ
G (z) dz = resz=a1+ 1rG (z) . (68)
Using the determinations of roots described above let z = aj + rje
iθj for 1 ≤
j ≤ N with rj > 0. For large |z| we see |G (z)| < M |z|−2 so the integral around
γ (circle with radius R) tends to zero as R → ∞. Consider N even or odd
separately.
5.1. Case of odd N :
The interval with the lowest index is [a2, a3] and the analytic function
G (z) =
N∏
j=2
(z − aj)−
1
2 (z − a1)
N−3
2 (1− r (z − a1))−1. Here N−32 is an integer
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thus (z − a1)
N−3
2 is entire. Applying the Lemma to γj,ε put
h (z) =
2j−1∏
m=0
(z − aN−m)−
1
2
N−2∏
m=2j+2
(z − aN−m)−
1
2 (z − a1)
N−3
2 (1− r (z − a1))−1 .
(69)
In this case θm = pi for N −2j+1 ≤ m ≤ N and θm = 0 for 1 ≤ m ≤ N −2j−2
so for aN−2j−1 ≤ x ≤ aN−2j we have
h (x) =e−i(2jpi)/2
2j−1∏
m=0
(aN−m − x)−
1
2 ×
×
N−2∏
m=2j+2
(x− aN−m)−
1
2 (x− a1)
N−3
2 (1− r (x− a1))−1
(70)
and
lim
ε→0+
∮
γj,ε
G (z) dz = −2i (−1)j
∫ aN−2j
aN−2j−1
( 2j∏
m=0
(aN−m − x)−
1
2
N−2∏
m=2j+1
(x− aN−m)−
1
2 (x− a1)
N−3
2 (1− r (x− a1))−1
)
dx.
(71)
The residue at z = a1 +
1
r is straightforward:
lim
z→a1+ 1r
(
z − a1 − 1
r
)
G (z) = −1
r
N∏
j=2
(
1
r
− (aj − a1)
)− 12 (1
r
)N−3
2
= −
N∏
j=2
(1− r (aj − a1))−
1
2 ,
(72)
because 1r > aN and the determination of the roots gives positive values. Thus
in the limit as ε→ 0+, R→∞ we obtain
1
2pii
N−3
2∑
j=0
(−1)j (−2i)
∫ aN−2j
aN−2j−1
g2j (x) (x− a1)
N
2 −1 (1− r (x− a1))−1 dx =
−
N∏
j=2
(1− r (aj − a1))−
1
2 , (73)
and this is the required result.
5.2. Case of N even
The interval with the lowest index is [a1, a2] and the function G (z) =
N∏
j=1
(z − aj)−
1
2 (z − a1)
N−2
2 (1− r (z − a1))−1. Here N−22 is an integer so (z − a1)
N−2
2
20
is entire. Applying the Lemma to γj,ε put
h (z) =
2j−1∏
m=0
(z − aN−m)−
1
2
N−1∏
m=2j+2
(z − aN−m)−
1
2 (z − a1)
N−2
2 (1− r (z − a1))−1 .
(74)
In this case θm = pi for N −2j+1 ≤ m ≤ N and θm = 0 for 1 ≤ m ≤ N −2j−2
so for aN−2j−1 ≤ x ≤ aN−2j we have
h (x) =e−i(2jpi)/2
2j−1∏
m=0
(aN−m − x)−
1
2 ×
×
N−1∏
m=2j+2
(x− aN−m)−
1
2 (x− a1)
N−2
2 (1− r (x− a1))−1
(75)
and
lim
ε→0+
∮
γj,ε
G (z) dz = −2i (−1)j
∫ aN−2j
aN−2j−1
( 2j∏
m=0
(aN−m − x)−
1
2 ×
×
N−1∏
m=2j+1
(x− aN−m)−
1
2 (x− a1)
N−2
2 (1− r (x− a1))−1
)
dx.
(76)
The residue at z = a1 +
1
r is:
lim
z→a1+ 1r
(
z − a1 − 1
r
)
G (z) = −1
r
N∏
j=1
(
1
r
− (aj − a1)
)− 12 (1
r
)N−2
2
= −
N∏
j=2
(
1− r (aj − a1)
)− 12 , (77)
because 1r > aN and the determination of the roots gives positive values. Thus
in the limit as ε→ 0+, R→∞ we obtain the final result
1
2pii
N−2
2∑
j=0
(−1)j (−2i)
∫ aN−2j
aN−2j−1
g2j (x) (x− a1)
N
2 −1 (1− r (x− a1) )−1ds =
−
N∏
j=2
(
1− r (aj − a1)
)− 12 . (78)
For distributions supported by bounded intervals the moment generating
function determines the distribution uniquely. Thus we have established the
Theorem 14.
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5.3. Examples
There is a somewhat disguised complete elliptic integral of the first kind
which appears in N = 3, 4, 5. For b1 < b2 < b3 < b4 let
E (b1, b2; b3, b4) :=
1
pi
∫ b4
b3
{(b4 − s) (s− b3) (s− b2) (s− b1)}−
1
2 ds. (79)
There is a hypergeometric formulation (see formula (25) with k = 12 ):
E (b1, b2; b3, b4) :=
1√
(b3 − b1) (b4 − b2) 2
F1
( 1
2 ,
1
2
1
;
(b4 − b3) (b2 − b1)
(b3 − b1) (b4 − b2)
)
. (80)
Consider the density for N = 3 and a1 < a2 < x < a3; by formula (56)
f (x) =
1
2pi
∫ a3
x
(a3 − s)−
1
2
2∏
j=1
(s− aj)−
1
2 (s− x)− 12 ds (81)
=
1
2
E (a1, a2;x, a3) .
Similarly formula (55) shows that f (x) = 12E (a1, x; a2, a3) for a1 < x < a2.
Suppose N = 4 and a2 < x ≤ a3 then by formula (55)
f (x) =
1
pi
∫ a4
a3
(a4 − s)−
1
2
3∏
j=1
(s− aj)−
1
2 ds = f (a3) (82)
= E (a1, a2; a3, a4)
and the density is constant on this interval.
Suppose N = 5 and a3 ≤ x < a4 then by formula (55)
f (x) =
3
2pi
∫ a5
a4
(a5 − s)−
1
2
4∏
j=1
(s− aj)−
1
2 (s− x) 12 ds, (83)
f (a3) =
3
2pi
∫ a5
a4
(a5 − s)−
1
2 (s− a4)−
1
2
2∏
j=1
(s− aj)−
1
2 ds (84)
=
3
2
E (a1, a2; a4, a5) ,
which is independent of a3.
The integrals in the density formula have the form
1
pi
∫ b
a
h (s)
(
(b− s) (s− a) )− 12 ds, where h is differentiable in a neighborhood of
[a, b]. The technique of Gauss-Chebyshev quadrature is well suited for the nu-
merical evaluation of the desired densities: Set φ (t) = 12 (a+ b) +
1
2 (b− a) t
then the sums 1n
∑n−1
j=0 h
(
φ
(
cos (2j+1)pi2n
))
converge rapidly to the integral (as
n→∞); typically n = 20 suffices for reasonable accuracy.
Another way of numerical approximation of a real numerical shadow can be
done by direct numerical integration of a formula for a cumulative distribution
function given in [15].
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Figure 3: Real numerical shadow PRA(x) of a diagonal matrix A = diag(1, 1 +
, 3− , 3) of order N = 4, where (a)  = 0 (degenerated case: the real shadow is
equivalent to the complex shadow of the reduced matrix, Tr2A = diag(1, 3)); (b)
 = 0.15; (c)  = 0.3 and (d)  = 0.45. Note that for x ∈ (a2, a3) all distributions
are flat.
6. Continuity at the knots
In this section we examine the behavior of the shadow density at the knots,
where the curve pieces meet, that is, the regular singular points of the shadow
differential equation. The even and odd N cases are quite different. For even
N there are even and odd segments based on counting from aN , so [aN−1, aN ]
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Figure 4: Real numerical shadow of matrix A of order N = 6 A = diag(1, 1 +
, 2− /2, 2+ /2, 3− , 3), where (a)  = 0 (degenerated case: the real shadow is
equivalent to the complex shadow of the reduced matrix, Tr2A = diag(1, 2, 3));
(b)  = 0.15; (c)  = 0.3; (d)  = 0.45. Note that for x ∈ (a2, a3) and x ∈ (a4, a5)
the distributions are linear.
is #1, and this parity is the same if one counts up from a1. For odd N there
are even and odd knots (the parity of j for the knot aj ; this remains the same
under the transformation x 7→ −x). In the neighborhood of each knot aj there
is the analytic part, expandable in a power series
∑∞
n=0 cn (x− aj)n, and a
part with discontinuous derivative of order
⌊
N
2
⌋ − 1, as will be shown. For
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even N = 2M the density is polynomial of degree M − 2 in x in the even
intervals [aN−2j , aN−2j+1], and has a jump of the form |x− ai|M−
3
2 at each end
on the odd intervals [aN−2j−1, aN−2j ]. Recall that the critical exponents are
N−1
2 − 1 = M − 32 and 0, 1, . . . , N − 3.
For odd N = 2M + 1 there is just one type of curve piece: behavior like
|x− ai|M−1 at the odd end-point and |x− ai|M−1 log |x− ai| at the even end-
point. The critical exponent M − 1 = N−12 − 1 is repeated, accounting for the
logarithmic term. In this case each interval can be considered as even or odd
by starting from aN or from a1 and using the transformation x 7→ −x.
For aN−2m−1 ≤ x < aN−2m we have
f (x) =
N − 2
2pi
m−1∑
j=0
(−1)j
∫ aN−2j
aN−2j−1
gj (s) (s− x)
N
2 −2 ds (85)
+
N − 2
2pi
(−1)m
∫ aN−2m
x
gm (s) (s− x)
N
2 −2 ds.
The integral indexed by j is analytic in x < aN−2j−1. Furthermore if N = 2M
then the sum defines a polynomial in x without any further restrictions on x.
Consider the integral in the second line for aN−2m − ε < x < aN−2m for some
small ε > 0 (and < aN−2m − aN−2m−1). Set hm (s) = gm (s) (aN−2m − s)
1
2
so that hm (s) has a power series expansion
∑∞
n=0 cn (aN−2m − s)n valid in a
neighborhood of [aN−2m − r, aN−2m] for small enough r. Then∫ aN−2m
x
gm (s) (s− x)
N
2 −2 ds =
∫ aN−2m
x
(aN−2m − s)−
1
2 (s− x)N2 −2 hm (s) ds
(86)
=
∞∑
n=0
cn
∫ aN−2m
x
(aN−2m − s)−
1
2+n (s− x)N2 −2 ds
= (aN−2m − x)
N−3
2
∞∑
n=0
B
(
n+
1
2
,
N − 2
2
)
cn (aN−2m − x)n
= B
(
1
2
,
N − 2
2
)
(aN−2m − x)
N−3
2
∞∑
n=0
(
1
2
)
n(
N−1
2
)
n
cn (aN−2m − x)n ;
this is the solution of the shadow equation for the critical exponent N−32 at the
regular singular point aN−2m. The leading term is
(−1)m
B
(
N−1
2 ,
1
2
) 2m−1∏
j=0
(aN−j − aN−2m)−
1
2
N−1∏
j=2m+1
(aN−2m − aN−j)−
1
2 (aN−2m − x)
N−3
2 ,
(87)
in analogy to the leading term in formula (6). The computation uses an identity,
1
pi
(
N
2 − 1
) Γ( 12 )Γ(N−22 )
Γ(N−12 )
=
Γ(N2 )
Γ(N−12 )Γ(
1
2 )
.
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6.1. Even N
Set N = 2M . Near a knot a2M−2m (0 ≤ m < M) the density f (x) is
polynomial for a2M−2m < x and given by the sum of the polynomial and a series
(a2M−2m − x)M−
3
2
∑∞
n=0 cn (a2M−2m − x)n for x < a2M−2m. Thus f (j) (x) is
continuous in a neighborhood of a2M−2m for 0 ≤ j ≤ M − 2. By applying this
result to the reversed knots b1 < . . . < bN where bj = −a2M+1−j and x replaced
by −x we find that near a knot a2M−2m+1 = −b2M−2(M−m) for 1 ≤ m ≤ M
the density f (x) is polynomial for x < a2M−2m+1 and is given by the sum
of the polynomial and a series (x− a2M−2m+1)M−
3
2
∑∞
n=0 cn (x− a2M−2m+1)n
for x > a2M−2m+1. Thus the lowest order discontinuity of the density is in
f (M−1) (x) at each knot, that is, f (j) (x) is continuous everywhere for all j ≤
N
2 − 2.
6.2. Odd N
SetN = 2M+1. Consider the even knot aN−2m−1 with 0 ≤ m < M−1. Pick
r with 0 < r < min (aN−2m − aN−2m−1, aN−2m−1 − aN−2m−2), then in the in-
terval [aN−2m−1 − r, aN−2m−1 + r] the function
2m∏
j=0
(aN−j − s)−
1
2
N−1∏
j=2m−2
(s− aN−j)−
1
2 can be expanded as a power series∑∞
n=0 cn (s− aN−2m−1)n. Here the coefficients can be found by using the neg-
ative binomial theorem for each factor in the product. Since all the difficulty
happens at the knot set
φ (x) =
N − 2
2pi
m−1∑
j=0
(−1)j
∫ aN−2j
aN−2j−1
gj (s) (s− x)
N
2 −2 ds (88)
+
N − 2
2pi
(−1)m
∫ aN−2m
aN−2m−1+r
gm (s) (s− x)
N
2 −2 ds.
Thus φ (x) is analytic for x < aN−2m−1 + r; for aN−2m−1 < x < aN−2m−1 + r
f (x) = φ (x) +
N − 2
2pi
(−1)m
∫ aN−2m−1+r
x
gm (s) (s− x)M−
3
2 ds, (89)
and for aN−2m−1 − r < x < aN−2m−1
f (x) = φ (x) +
N − 2
2pi
(−1)m
∫ aN−2m−1+r
aN−2m−1
gm (s) (s− x)M−
3
2 ds. (90)
By using the power series and the change of variable x = aN−2m−1 + y and
s = t+ aN−2m−1the first integral becomes
∞∑
n=0
cn
∫ r
y
tn−
1
2 (t− y)M− 32 dt, 0 < y < r, (91)
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and the second integral becomes
∞∑
n=0
cn
∫ r
0
tn−
1
2 (t− y)M− 32 dt,−r < y < 0. (92)
We want to analyze the behavior of the integrals in the limit y → 0. In
each integral change the variable t = y1−u2 , so dt =
2yu
(1−u2)2 du. Furthermore
t (t− y) = y2u2
(1−u2)2 thus
1√
t(t−y) =
1−u2
yu (if y < 0 then u
2 > 1, and if y > 0 then
u2 < 1 so that this is the positive root). Set ur =
√
r−y
r . For 0 < y < r the
integral is
2yn+M−1
∫ ur
0
u2M−2
(1− u2)n+M
du, 0 < ur < 1, (93)
and for −r < y < 0 the integral is
2yn+M−1
∫ ur
∞
u2M−2
(1− u2)n+M
du, ur > 1. (94)
Because the integrand is even we deduce that the partial fraction expansion is
of the form
u2M−2
(1− u2)n+M
=
n+M∑
j=1
βj (M,n)
{
1
(1− u)j +
1
(1 + u)
j
}
, (95)
for certain constants βj (M,n). Thus
IM,n (u) :=
∫
u2M−2
(1− u2)n+M
du = β1 (M,n) log
∣∣∣∣1 + u1− u
∣∣∣∣+
+
n+M∑
j=2
βj (M,n)
j − 1
{
1
(1− u)j−1 −
1
(1 + u)
j−1
}. (96)
This antiderivative IM,n vanishes at u = 0 and at u = ∞, thus both integrals
have the same value 2yn+M−1IM,n
(√
r−y
r
)
. The terms for 2 ≤ j ≤ n + M
contribute
4yn+M−1ur
(1− u2r)j−1
b(j−2)/2c∑
i=0
(
j − 1
2i+ 1
)
u2ir = 4y
n+M−j
√
r − y
r
b(j−2)/2c∑
i=0
(
j − 1
2i+ 1
)
(r − y)i rj−1−i,
(97)
which is analytic in y for −r < y < r. So all the singular behavior stems from
the logarithmic term
2yn+M−1β1 (M,n) log
∣∣∣∣1 + ur1− ur
∣∣∣∣ , (98)
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and
log
∣∣∣∣1 + ur1− ur
∣∣∣∣ = − log ∣∣1− u2r∣∣+ 2 log |1 + ur| (99)
= − log |y|+ log r + 2 log(1 +
√
r − y
r
).
Collecting the relevant terms we see that for aN−2m−1 − r < x < aN−2m−1 + r
the density f (x) is the sum of an analytic part and
2
pi
(−1)m−1 (2M − 1) log |x− aN−2m−1| ×
× (x− aN−2m−1)M−1
∞∑
n=0
β1 (M,n) cn (x− aN−2m−1)n .
(100)
The coefficients βj (M,n) can be found explicitly as sums but we are only
concerned with β1 (M,n). Indeed (proof left for reader)
β1 (M,n) =
1
2
(−1)M−1
(
1
2
)
M−1
(
1
2
)
n
(n+M − 1)! . (101)
Thus we analyzed the behavior at the even knots and showed that f (j) (x) is
continuous everywhere for all j ≤M − 2 = N−12 − 2.
7. Entangled shadow
In previous sections we investigated the shadow with respect to real states.
Here we discuss another example of the restricted shadow – the shadow with
respect to maximally entangled states, briefly called entangled shadow.
7.1. Entangled shadow of 4× 4 matrices with direct sum structure
We shall start recalling the definition of the entangled shadow introduced in
[11].
Definition 16. Maximally entangled numerical shadow of a matrix A of size
N = N1 × N2 is defined as a probability distribution PentA (z) on the complex
plane.
PentA (z) :=
∫
dµ(ψ)δ
(
z − 〈ψ|A|ψ〉
)
, (102)
where µ(ψ) denotes the unique unitarily invariant (Fubini-Study) measure on the
set of complex pure states restricted to the set of bi-partite maximally entangled
states {
|ψ〉 ∈ CN1×N2 : |ψ〉 = 1√
Nmin
(U1 ⊗ U2)
Nmin∑
i=1
|ψ1i 〉 ⊗ |ψ2i 〉
}
. (103)
Here Nmin = min(N1, N2), while |ψ1i 〉, |ψ2i 〉 form orthonormal bases in CN1 and
CN2 respectively, while U1 ∈ SU(N1) and U2 ∈ SU(N2).
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Definition 17. Pauli matrices σx, σy and σz are defined as
σx =
(
0 1
1 0
)
, σy =
(
0 −i
i 0
)
, σz =
(
1 0
0 −1
)
. (104)
Lemma 18. For a 2× 2 unitary matrix U and an arbitrary 2× 2 matrix A we
have
〈1|U†AU |1〉 = 〈0|U†σyATσyU |0〉, (105)
Theorem 19. Maximally entangled shadow
PentA⊕B = P 12 (A+σyBTσy), (106)
where A⊕B denotes block matrix.
Proof. We write
〈ψ|(A⊕B)|ψ〉 = 〈ψ+|(1l⊗ U†)(A⊕B)(1l⊗ U)|ψ+〉
= 〈ψ+|(U† ⊕ U†)(A⊕B)(U ⊕ U)|ψ+〉
=
1
2
(〈0|U†AU |0〉+ 〈1|U†BU |1〉) . (107)
Now we use lemma and write
〈ψ|(A⊕B)|ψ〉 = 1
2
(〈0|U†AU |0〉+ 〈1|U†BU |1〉)
=
1
2
(〈0|U†AU |0〉+ 〈0|U†σyBTσyU |0〉)
=
1
2
(〈0|U†(A+ σyBTσy)U |0〉) .
(108)
This theorem is valid for complex and real entangled shadow. Also we made
no assumptions on A and B, hence it is valid for non-normal matrices.
7.2. Real maximally entangled shadow of 4× 4 matrices
Definition 20. Real maximally entangled numerical shadow Pent|RA of a matrix
A of size N = N1 ×N2 is defined similarly to the maximally entangled shadow,
but with restriction to the real maximally entangled states.
The following theorem gives a full characterization of the real maximally
entangled numerical shadow of 4× 4 matrices.
Theorem 21. Let A be any 4× 4 matrix then we have
Pent|RA =
1
2
PµR
ZT1 AZ1
+
1
2
PµR
ZT2 AZ2
, (109)
where, Z1 and Z2 are
Z1 =
1√
2
(
1 0
0 1
0 −1
1 0
)
, Z2 =
1√
2
(
1 0
0 1
0 1−1 0
)
. (110)
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Proof. Any real maximally entangled pure state |ψ〉 of size four may be written
as a vector obtained from the elements of an orthogonal matrix of order two,
|ψ〉 = 1√
2
vec(O(θ)). (111)
First we consider an orthogonal matrix O(θ) satisfying detO(θ) = 1. We have
|ψ〉 = 1√
2
(
cos θ
sin θ
− sin θ
cos θ
)
=
1√
2
(
1 0
0 1
0 −1
1 0
)(
cos θ
sin θ
)
. (112)
Hence,
〈ψ|A|ψ〉 = 〈r|ZT1 AZ1|r〉. (113)
Now we consider an orthogonal matrix O(θ) satisfying detO(θ) = −1. We
have
|ψ〉 = 1√
2
(
cos θ
sin θ
sin θ
− cos θ
)
=
1√
2
(
1 0
0 1
0 1−1 0
)(
cos θ
sin θ
)
. (114)
Hence,
〈ψ|A|ψ〉 = 〈r|ZT2 AZ2|r〉. (115)
Combining equations (113) and (115) we get the theorem.
Examples are shown in Figures 5a and 5b. The theorem is valid for non-
normal matrices.
7.3. Complex maximally entangled shadow of 4× 4 matrices
Theorem 22. Given an arbitrary matrix A of order four its complex maximally
entangled shadow is equal to the real shadow of matrix W †AW
PµentA = PµRW †AW , (116)
where W is the matrix representing the ’magic basis’,
W =
1√
2

0 0 1 i
−1 i 0 0
1 i 0 0
0 0 1 −i
 . (117)
The above theorem is related to the well known fact in the group theory, that
SO(4) = (SU(2)× SU(2))/Z2. (118)
Proof. Any maximally entangled two-qubit state |ψ〉 can be written as
|ψ〉 = vec(V ), where V ∈ SU(2). (119)
Using a parameterization of SU(2) we can write
V =
(
eiξ2 cos η eiξ1 sin η
−e−iξ1 sin η e−iξ2 cos η
)
. (120)
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Figure 5: Fig a: Real maximally entangled numerical shadow of a Hermitian
matrix sampled from the Hilbert-Schmidt distribution. Monte Carlo integra-
tion result (light gray) and shadow composition based on Theorem 21 (black).
Fig. b: complex maximally entangled numerical shadow of a generic Hermitian
matrix. Monte Carlo integration result (light gray) and shadow composition
based on Theorem 22 (black). The difference in heights of the peaks (case a)
and fluctuations at the central segment of the spectrum (case b) are due to
numerical errors.
Reshaping this matrix into a vector of length four we obtain the state
|ψ〉 = 1√
2

cos ξ2 sin η + i sin ξ2 cos η
− cos ξ1 sin η + i sin ξ1 sin η
cos ξ1 sin η + i sin ξ1 sin η
cos ξ2 cos η − i sin ξ2 cos η
 . (121)
On the other hand, consider the Hopf parameterization of the 3-sphere S3
embedded in C2. A point on this sphere can be expressed as{
z1 = e
iξ1 sin η
z2 = e
iξ2 cos η.
(122)
A point on the 3-sphere may be written in real coordinates (r1, r2, r3, r4) as
r1
r2
r3
r4
 =

<z1
=z1
<z2
=z2
 =

cos ξ1 sin η
sin ξ1 sin η
cos ξ2 cos η
sin ξ2 cos η
 . (123)
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(b) Real numerical shadow of matrix
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†
2 obtained using Monte-Carlo
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=
(c) Real entangled numerical shadow
of matrix A using Monte-Carlo sam-
pling.
A =
(
1 0 0 1
0 i 0 1
0 0 −1 0
0 0 0 −i
)
Figure 6: Visualisation of Theorem 21 using matrix A.
Now, using Equation (123), we can rewrite Equation (121) as
|ψ〉 = 1√
2

r3 + ir4
−r1 + ir2
r1 + ir2
r3 − ir4
 = 1√2

0 0 1 i
−1 i 0 0
1 i 0 0
0 0 1 −i


r1
r2
r3
r4
 . (124)
Hence, we can write
〈ψ|A|ψ〉 = 〈r|W †AW |r〉, (125)
where |r〉 is a real vector defined in equation (123).
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−2 −1 0 1
<
−0.8
0.0
0.8
=
(a) Real numerical shadow of matrix
Z1BZ
†
1 obtained using Monte-Carlo
sampling.
−2 −1 0 1
<
−0.8
0.0
0.8
=
(b) Real numerical shadow of matrix
Z2BZ
†
2 obtained using Monte-Carlo
sampling.
−2 −1 0 1
<
−0.8
0.0
0.8
=
(c) Real entangled numerical shadow
of matrix B using Monte-Carlo sam-
pling.
B =
(
0.3+0.5i −0.8−0.2i 0.4−0.5i 1
0.6−0.8i −0.8−0.4i −0.6+0.8i −0.8+0.8i
0.7−0.8i −0.5−0.4i −0.8 0.7−0.3i
0.4+0.6i −1.−0.8i −0.4−0.4i −0.7
)
Figure 7: Visualisation of Theorem 21 using matrix B.
8. Concluding remarks
In this work we analyzed probability distributions on the complex plane
induced by projecting the set of quantum states, (i.e. Hermitian, positive and
normalized matrices of a given size N), endowed with a certain probability
measure. In the case of the unique, unitarily invariant Haar measure on the set
of complex pure states, this distribution coincides with the standard numerical
shadow [6, 7] of a certain matrix A of size N . The case of a normal matrix
corresponds to the projection of the unit simplex covered uniformly onto a plane
[8]. If the matrix A is Hermitian, its (complex) numerical shadow is supported
on an interval on the real axis, and is equivalent to the B–spline with knots at
the eigenvalues of A.
The real shadow of a matrix corresponds to the Haar measure restricted
to the set of real pure states [11]. For a real symmetric A its real shadow is
shown to be equivalent to a to the projection of the unit simplex covered by the
Dirichlet measure. The main result of this work consists in Theorem 14, which
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establishes an explicit exact formula for the real shadow of any real symmetric
A with prescribed spectrum (a1, . . . , aN ).
As the real shadow of a matrix corresponds to the Dirichlet distribution with
its parameters equal to k1 = k2 = · · · = kN = 1/2, it is natural to generalize
it by considering also other values of this parameter. For instance, the case of
complex shadow PA = PCA corresponds to the case ki = 1. This fact implies that
the real shadow of an extended matrix is equivalent to the complex shadow,
PRA⊗I2(x) = PA(x). (126)
This result allows us to consider the real shadow of a real symmetric matrix
C of an even size 2N as a generalization of the B spline, which is recovered, if
each eigenvalue is doubly degenerated. In general, each of N knot points of the
standard B–spline can be splitted into two halves, and each eigenvalue λi of C
can be considered as a ’half of the knot point’, as 2N points {λi}2Ni=1 determine
the generalized B-spline equal to the real shadow of C.
Analyzing the generalized Dirichlet distribution one needs not to restrict the
attention to parameters ki equal to 1/2 or 1. For instance, one can consider the
shadow of a matrix of an even order with respect to quaternion states which
corresponds to the Dirichlet distribution with all parameters equal, ki = 2, see
Appendix A.
As another example of the restricted shadow we analyzed entangled shadow
of a matrix of an order N equal to a composite number. As before we distinguish
the shadow with respect to complex (or real) maximally entangled states. Note
that these probability distributions in general are supported on non–convex sets.
In the simplest case of N = 4 we found explicit formulae for the complex and
real entangled shadows by relating it to the real shadows of suitably transformed
matrices. As such shadows visualize projection of the set of complex/real maxi-
mally entangled states onto a plane [11] it is likely to expect that such tools will
be useful in studying the structure of the set of maximally entangled states.
Acknowledgements: It is a pleasure to thank John Holbrook for several dis-
cussions on real numerical shadow and for providing us a copy of his paper prior
to publication. This research was supported by the the Polish National Science
Centre (NCN): P. Gawron under the grant number N N516 481840, Z.Pucha la
under the grant number DEC-2012/04/S/ST6/00400 while K. Z˙yczkowski and
 L. Pawela acknowledge support by the grant number N202 090239.
34
Appendix A. Quaternion shadow
In the case of the real shadow one considers random normalized real vectors
with distribution invariant to orthogonal transformations. This distribution is
induced by a Haar measure on the orthogonal group. In a similar fashion, one
can introduce the quaternion shadow, PHA, defined as a probability distribution
of expectation values taken among random normalized quaternion vectors, with
distribution invariant with respect to symplectic operations.
An N -vector with quaternion H entries is replaced by a 2N × 2 complex
matrix, where a0 + a1i + a2j + a3k is mapped to
ν (a0 + a1i + a2j + a3k) =
[
a0 + a1i a2 + a3i
−a2 + a3i a0 − a1i
]
. (A.1)
We use ν to also indicate the map N -vectors to 2N × 2 matrices. Suppose A is
a 2N × 2N complex Hermitian matrix. Consider the numerical range-type map
from the unit sphere in HN to R :
ξ 7→ 1
2
Tr
(
ν (ξ)
†
Aν (ξ)
)
. (A.2)
Note ν (ξ)
†
Aν (ξ) is a 2× 2 complex Hermitian matrix. By direct computation
we find that the same values are obtained if A is transformed as follows:
q
([
a11 a12
a21 a22
])
=
1
2
[
(a11 + a22) (a12 − a21)
(a21 − a12) (a11 + a22)
]
, (A.3)
and this map is applied to each of the N2 2 × 2 blocks of A. Note that these
blocks correspond to quaternions of the form[
α β
−β α
]
. (A.4)
Then the numerical range and shadow can be interpreted as those of an N ×N
quaternionic Hermitian matrix. The probability density is Dirichlet, parameter
2, using N real eigenvalues. The transformed matrix q (A) has (duplicates) pairs
of eigenvalues.
Here is a trivial example:
A =

0 1 0 0
1 0 1 0
0 1 0 1
0 0 1 0
 , q (A) =

0 0 0 − 12
0 0 12 0
0 12 0 0− 12 0 0 0
 . (A.5)
The eigenvalues of A are ± 12± 12
√
5 and the eigenvalues of q (A) are − 12 ,− 12 , 12 , 12 .
Consider M2 (C) as an eight-dimensional vector space over R with the basis:
1 =
[
1 0
0 1
]
, i =
[
i 0
0 −i
]
, j =
[
0 1
−1 0
]
,k =
[
0 i
i 0
]
,
ζ =
[
i 0
0 i
]
, ζi =
[ −1 0
0 1
]
, ζj =
[
0 i
−i 0
]
, ζk =
[
0 −1
−1 0
]
,
(A.6)
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(Pauli matrices). The basis is orthonormal with the inner product
〈α, β〉 = 1
2
Re Tr
(
αβ†
)
, (A.7)
and 〈α, β〉 = 〈α†, β†〉. Then q (α) = 〈α,1〉1+ 〈α, i〉 i+ 〈α, j〉 j+ 〈α,k〉k and
q
(
α†
)
= q (α)
†
. Set H = spanR {1, i, j,k} (a ∗-subalgebra). Now suppose
(αij)
N
i,j=1 is a Hermitian matrix with entries in M2 (C) (that is, αji = α
†
ij), and
(βi)
N
i=1 is a vector with entries in H.
Lemma 23. The following equality holds
Tr
 N∑
i,j=1
β†iαijβj
 = Tr
 N∑
i,j=1
β†i q (αij)βj
 . (A.8)
Proof. Break up the sum into i = j and i < j parts. Then Tr
(
β†iαiiβi
)
∈ R
and
Tr
(
β†iαiiβi
)
= Tr
(
αiiβiβ
†
i
)
= 2
〈
αii, βiβ
†
i
〉
= 2
〈
q (αii) , βiβ
†
i
〉
= Tr
(
β†i q (αii)βi
)
.
(A.9)
For i < j consider the typical term
Tr
(
β†iαijβj
)
+ Tr
(
β†jαjiβi
)
= Tr
(
β†iαijβj
)
+ Tr
(
β†jα
†
ijβi
)
= 2 Re Tr
(
β†iαijβj
)
= 2 Re Tr
(
αijβjβ
†
i
)
= 4
〈
αij , βiβ
†
j
〉
= 4
〈
q (αij) , βiβ
†
j
〉
= Tr
(
β†i q (αij)βj
)
+ Tr
(
β†j q (αji)βi
)
,
(A.10)
because q (αji) = q
(
α†ij
)
= q (αij)
†
. This proves the claim.
Every quaternion Hermitian matrix can be diagonalized with symplectic
operations, thus when studying quaternion numerical shadow of Hermitian ma-
trices, without loss of generality, we can consider only diagonal matrices with
real elements on the diagonal. We note, that for such quaternion matrices, the
representation on a block complex matrices gives us ν(A) = A⊗ 1l2. Combining
this with relation (126), we may write the following chain of equalities
PRA⊗1l4 = PA⊗1l2 = PHA. (A.11)
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Appendix B. Proofs
Proof of Lemma 3. Indeed (set tN := 1−
∑N−1
i=1 ti)
E
[
(1− rX)−k˜
]
=
∞∑
n=0
(
k˜
)
n
n!
∫
TN−1
(
N∑
i=1
aiti
)n
dµk
=
∞∑
n=0
(
k˜
)
n
n!
rn
∑
α∈NN0 ,|α|=n
(
n
α
)
1(
k˜
)
|α|
∏N
i=1 (ki)αi
=
∑
α∈NN0
r|α|
∏N
i=1
(ki)αi
αi!
=
∏N
i=1 (1− rai)−ki . (B.1)
We used the negative binomial theorem and the multinomial theorem with the
multinomial coefficient
(
n
α
)
= n!α! .
Proof of Proposition 6. The required value is the integral of dµk over the
simplex with vertices (0, 0, . . . , 0) , ξi (x) for 1 ≤ i ≤ N − 1. Set ξ′i (x) = aN−xaN−ai .
Change variables to ti = ξ
′
i (x) si, then
1− F (x) =
Γ
(
k˜
)
Γ (kN )
N−1∏
i=1
ξ′i (x)
ki
Γ (ki)
∫
TN−1
∏N−1
i=1 s
ki−1
i
(
1−
N−1∑
i=1
ξ′i (x) si
)kN−1
ds1 . . . dsN−1
(B.2)
=
Γ
(
k˜
)
Γ (kN ) Γ
(
k˜ − kN
) N−1∏
i=1
ξ′i (x)
ki
∑
α∈NN−10
(1− kN )|α|(
k˜ − kN
)
|α|+1
N−1∏
i=1
(ki)αi
αi!
ξ′i (x)
αi .
The negative binomial series converges when 0 ≤ ξ′i (x) < 1 for all i, that is,
aN−1 < x ≤ aN . Now replace ξ′i (x) by aN−xaN−ai to obtain the stated formula.
Proof of Lemma 10. The proof follows the method described in Henrici [14,
vol. 1, p. 555]. Use the notation from equation (14). Set fi (r) =
∏
j 6=i (1− raj)
−k
,
then ∏N
j=1
(1− raj)−k =
k∑
j=1
βij
(1− rai)j
+ qi (r) fi (r) , (B.3)
where qi (r) is a polynomial. Multiply the equation by (1− rai)k to obtain
fi (r) =
k∑
j=1
βij (1− rai)k−j + (1− rai)k qi (r) fi (r) . (B.4)
Apply
(
d
dr
)m
to both sides and set r =
1
ai
. This cancels out every term on the
right side except for j = k −m; this term becomes βi,k−m (−ai)mm!. By the
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generalized product rule(
d
dr
)m
fi (r) =
∑
α∈NN0 ,|α|=m,αi=0
(
m
α
) N∏
j=1,j 6=i
(k)αi a
αi
j (1− raj)−k−αj . (B.5)
Set r = 1ai to get the stated values of βi,k−m (note
(
1− ajai
)−k−αj
= ak+αii (ai − aj)−k−αj ).
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