Abstract. In this paper we use linear combinations of n heat kernels to approximate solutions of the heat equation. In certain cases we are able to show that our approximation is of the order O(t
Introduction
It is well known that u(x, t) = 1 √ 4πt e −(x−y) 2 /(4t) u 0 (y)dy (1) is the bounded solution of the heat equation, u t = u xx , u(x, 0) = u 0 (x), x, u ∈ R, t > 0,
where, for simplicity, u 0 (x) is assumed to be continuous and with compact support. (In this paper we shall refer to (1) as the solution of the heat equation (2) for the sake of brevity.) The explicit formula of (1) gives the exact value of the solution at any given point (x, t) ∈ R × R + . However, it is not trivial to control the computational error of the integration. If we need to do the integration repeatedly or the integration is over a multidimensional space, this integral form of the solution is extremely hard to handle. From this point of view, it is natural to consider its approximation in a simpler form.
In this article we construct a linear combination of heat kernels as an approximation to the solution. Let
Then there are 2n degrees of freedom in choosing m i , c i , i = 1, · · · , n. In certain cases (e.g. when the initial value u 0 is nonnegative) we will show that such an approximation can be constructed in a unique way that it converges to the exact solution u(x, t) with the optimal convergence order ||u(x, t) − φ n (x, t)|| p = O(t
This high convergence order indicates that this approximation is an ideal one to understand the asymptotic structure of the solution and replaces the integration in (1) successfully in those cases. The proof starts with the observation that the m-th order derivative of a solution converges to zero as t → ∞ with the order O(t
(see Section 2) . Then the convergence order in (4) is naturally derived from this decay rate if the first 2n moments of the initial difference, e 0 (x) ≡ u 0 (x) − φ(x, 0), have the zero value (see Section 3). Finally, we employ the 2n freedom of choices in (3) to assign the zero value to the first 2n moments of e 0 (x). We remark that the existence and uniqueness of m i 's and c i 's which satisfy the zero moments condition are given by the theory of the truncated moment problems if the initial value u 0 (x) is nonnegative or nonpositive (see [1] , [2] , [4] and Section 4). For general solutions the existence and uniqueness of such approximations do not hold. In Section 5 the existence of m i 's and c i 's has been discussed in detail for the cases n = 1, 2, 3. The function in (30) serves as an example that illustrates the various possibilities. In the case that there does not exist an approximation that has the convergence rate in (4), we may fix c i 's and find m i 's that solve the first n equations in (22) . Then the problem is always solvable and the new approximation
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||u(x, t) − η n (x, t)|| p = O(t
2 ).
To show that the approximation of the type (3) or (5) is a practical one, we need to check the convergence order as well as the size of the error in finite time. In Section 6, the convergence order and the size of error are computed numerically for several cases. In these examples we may observe that φ n 's and η n 's provide very precise approximation value for the exact one after certain amount of time (see e.g. Table 4 ). It seems that, even though (1) is the exact solution, we cannot obtain such a precise value from a numerical integration.
On the other hand, since φ n (x, t) and η n (x, t) converge to m i δ c i (x) as t → 0, it is clear that φ n 's and η n 's cannot be good approximations for u(x, t) for small time period 0 < t 1. One remedy may be to increase the number of the heat kernels used in the approximation. However, since employing more heat kernels complicates the structure of the approximation and we would lose our original goal. Another option is to employ
as an approximation, where t 0 may depend on the smoothness of the initial value u 0 (x). Then, solve m i 's and c i 's that satisfy the corresponding zero moment conditions in (22). However, we will not consider this approach here, and shall return to this topic in a forthcoming paper. In the study of dynamical systems the solution which has a Diracmeasure as its initial value, i.e., u 0 (x) = δ(x), serves as a canonical solution. The Barenblatt solution, the diffusion wave and the N-wave are well known examples (see [21] ). In the study of nonlinear diffusion equations, the Barenblatt solution is used as an asymptotic profile and the convergence order of general solutions to this special one has been studied in various cases (see [3] , [6] ).
The diffusion wave and the heat kernel are asymptotics of convectiondiffusion equations for diffusion dominant cases (see [9] , [10] , [11] , [15] ). For convection dominant cases (see [13] ), inviscid convection equations (see [5] , [8] , [12] , [19] ) or hyperbolic systems (see [7] , [16] , [17] ), N-waves represent the asymptotic behavior, where N-waves can be understood as a special solution with its initial value u 0 (x) = lim ε→0 [aδ(x − ε) − bδ(x + ε)] with a, b > 0. Placing the Dirac-δ measure at the center of mass the optimal convergence order of O(t
has been obtained in several cases (see [3] , [12] , [14] ).
The approximations in this paper can be directly employed to approximate the solutions to the Burgers equation via the Cole-Hopf transformation. To obtain the rigorous convergence order for the Burgers case it is required to check the well definedness of the transformed solutions as is done in Lemmas 3.1-3.2 and Theorem 3.3 in [14] for the special case with n = 1. Considering that the Burgers equation has been used as a tool to study the asymptotic structure of the viscous systems of conservations laws (see e.g. [18] ), we hope the approach in this article may be used for more general models.
Decay rates of derivatives
Consider an initial value E 0 (x) which is continuous and compactly supported, say supp(
. Let E(x, t) be the solution of the heat equation with this initial value, i.e.,
The dissipation of the solution can be easily handled by introducing similarity variables
Then, the solution E(x, t) is transformed tõ
and, from the chain rule, we obtain
Now we consider the decay order of the n-th order derivative of the solu-
Then, the maximum of the nth order derivative is bounded by
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On the other hand, if 1 ≤ p < ∞, then,
LetM ≡ E 0 (y)dy = 0. (7) can be written as
where f * g t is the convolution between two functions. Clearly g t (ξ)dξ = 1 and standard arguments imply that ||f * g t || p → ||f || p as t → ∞ (see [20] , p. 62). Therefore, we obtain
Suppose thatM = 0. Then, its integral given by E 1 (x) = x −∞ E 0 (y)dy is also continuous and has a compact support ⊂ [−L, L]. Similarly, if M 1 ≡ E 1 (y)dy = 0, we may compute the decay order of the (n + 1)th order derivative of the solution E 1 (x, t) to the heat equation with its initial value E 1 . Since ∂ x E 1 = E, we have
Therefore, ifM = 0, we obtain higher decay order. For more general case, we define E k (x) inductively by
If E l (L) = 0 for l = 0, · · · , k and E k+1 (L) = 0, then we may apply the previous arguments inductively and obtain
Then we may show that
Suppose that (9) holds for 0 ≤ k < m. Then, since supp(
applying the integration by parts m times, we obtain
i.e., (9) holds for k = m. Employing inductive arguments, we obtain (9) for all k ≥ 0. On the other hand, by the Weierstrass Approximation Theorem, there exists a sequence of polynomials P n such that
. Therefore, we obtain
Hence, there exists l > 0 such that E l (L) = 0 for any non-trivial initial value E 0 . Summing up, we have the following result.
Lemma 1. Let E(x, t) be the solution of the heat equation with its initial value E 0 (x) which is continuous and has
Let E k 's be defined by (8) . Then, for any non-trivial initial value E 0 , there exists k ≥ 0 such that E l (L) = 0 for l ≤ k and E k+1 (L) = 0, and
Suppose that E 0 (x)dx = 0. Then, the convergence order in (11) implies that lim t→∞ t
) ||∂ n x E|| p = 0. Hence, we always obtain that
which is a weaker statement than (11) is. In the followings we use the convergence order in (12) for the simplicity of statements. If the optimal convergence order is concerned and E 0 (x)dx = 0, then we may refer to (11) . Remark 1. It is well known that the solution of the heat equation converges to zero with convergence order O(t −1/2 ). Lemma 1 implies that the decay order of its derivatives increases by 1/2 after each differentiations. Furthermore, the decay orders in (11) is optimal. This estimate is sharp in the sense that it gives not only the correct power, but also the correct value of the coefficient part. If E 0 (x)dx = 0, we may obtain the next convergence order. In L ∞ norm we could not obtain this sharp estimate.
Remark 2. Lemma 1 provides the decay rates of the derivatives of solutions to the heat equation up to any order. Similar estimates were considered in [14] , Lemma 2.1. However, only the second order derivatives were considered there, and the proof there is valid only for initial values with non zero net weight if 1 ≤ p < ∞, and for positive solutions if p = ∞.
Moments and convergence order
In this section we show that the decay rate of the n-th order derivative in (11)- (10) is naturally transferred to the convergence order of approximation solutions to the exact one. For a given solution u(x, t), consider an infinite sequence of functionsγ k (t) defined bȳ
which are called the k-th order moment of the solution at time t ≥ 0. Since u(x, t) satisfies the heat equation, we can easily show how the moment γ k (t) evolves:
Lemma 2. Let u(x, t) be the solution of the heat equation andγ k (t) be the k-th order moment. Then,
Proof. For k = 0, (13) is equivalent to the conservation of mass. For k = 1, since u t = u xx , integration by parts gives
Similarly, for k ≥ 2, we obtain
This lemma shows that even numbered moments and odd numbered ones evolve separately. More explicitly,
is quadratic for k = n + 5, n + 6, and so on. Let v(x, t) be an approximation solution of the exact one u(x, t). Since the difference e(x, t) = v(x, t) − u(x, t) is also a solution to the heat equation, the moments of e(x, t) will be always zero if they are initially. Hence, it is natural to expect better convergence order by matching the moments of the approximation solution to that of the exact one.
and zero moments up to (n − 1)-th order, i.e.,
then there exists E 0 ∈ W n,1 (R) such that
Proof. Consider a sequence of functions defined inductively by
First we show that
for k = 0, 1, 2, · · · , n − 1. It suffices to show (16) for any m < n under the assumption that (16) holds for all k = 0, 1, · · · , m−1. Note that it is clearly satisfied for k = 0. Since
Using the fact that e k has a compact support for all 0 ≤ k ≤ m, we obtain
from (14) and the integration by part. So (16) holds for k = m. Hence, (15) is clearly satisfied.
In this lemma we consider a compactly supported initial value e 0 (x). We can generalize the result by imposing a fast decay condition as x → ∞ to the initial values u 0 (x) and v 0 (x). The detail is omitted. The convergence order of the approximation is obtained as a corollary of Lemma 1 and Lemma 3. Theorem 1. Let u(x, t), v(x, t) be the solutions of the heat equation with their initial values u 0 (x), v 0 (x), respectively. Suppose that the initial dif-
and has zero moments up to (n − 1)-th order as in (14) . Then,
and, for 1 ≤ p < ∞,
where E 0 (x) ∈ W n,1 (R) be the function satisfying (15).
Proof. Let E(x, t) be the solution of the heat equation with its initial value E 0 (x). Then, clearly, ∂ n x E(x, t) is the solution of the heat equation with its initial value ∂ n x E 0 (x) = e 0 (x). Hence, ∂ n x E(x, t) = e(x, t) ≡ u(x, t) − v(x, t), and (17) and (18) follow from Lemma 1.
Remark 3. Convergence order to canonical solutions of the heat equation has been considered in [14] , Theorems 2.4-2.6. In [14] the canonical solutions are constructed using the center of mass only, which controls up to the first moment. In Theorem 1 above the information from the moments are fully used.
Positive solution and truncated moment problem
Consider a linear combination of heat kernels
We use the 2n freedom of choices in the linear combination, i.e., m i , c i , i = 1, · · · , n, to control the first 2n moments of the approximation. Introduce a notation γ k to denote the initial moments, i.e.,
Let r k , k ≥ 0 and A be the column n-vector and the n × n Hankel matrix, respectively, given by
Since φ n (x, t) → n i=1 m i δ c i (x) as t → 0, the difference between the initial value and its approximation is
where δ c i (x) is the Dirac-delta measure centered at c i , i.e., δ c i (x) = δ(x − c i ). Hence, the zero moments condition in (14) can be written as
or, in a matrix form, as
After eliminating all m i 's (see e.g. Section 5.3), we obtain n-equations involving c i 's only:
where the n-column vector Ψ = (ψ 0 , · · · , ψ n−1 ) t is given by
Consequently,
Hence, if the initial zero moments condition (21) is satisfied, then c i 's are zero points of the polynomial g n (x), where its coefficients are given as a solution of (23).
To show the existence and the uniqueness of the approximation we need to show that the Hankel matrix in (23) is nonsingular. Then there exists ψ j , j = 0, · · · , n − 1 which satisfies (23) uniquely. The next step is to show that the polynomial g n (x) in (25) has n distinct real zeros c 1 < · · · < c n . Then m i 's are given by solving the Vandermonde given by the first n-equations in (22), i.e.,
It is well known that the Vandermonde matrix is nonsingular if c i 's are all different. Then, we can easily check that c i 's and m i 's also satisfies the next n-equations in (22). Suppose that the initial value u 0 (x) is positive. Then, the uniqueness and the existence is resolved by the theory for the moment problem (see [1, 2, 4] ). In the followings we introduce this technique for the completeness and the later use in the paper. Consider
Since the integrand (
For Ψ = 0, the polynomial n−1 k=0 ψ k x k has at most n − 1 zeros and, therefore, Ψ AΨ t > 0 if the support of the initial value u 0 consists of at least n points. Hence, we may conclude that the Hankel matrix A ≡ (γ i+j ) n−1 i,j=0 is nonsingular (Hamburger). To show that g n (x) has n-distinct real zeros, consider a linear functional S defined on the space of polynomials by
Suppose that r(x) ≥ 0. Then the degree of the polynomial r(x) is even and there exist two polynomials p, q such that
Since A is nonsingular, there exists an n-vector Ψ = (ψ 0 , · · · , ψ n−1 ) uniquely so that AΨ = r n , i.e.,
Considering the polynomial g n (x) and the definition of the function S(r), we can easily check that (27) implies
Suppose that g n (x) never changes its sign. Then, g n (x) ≥ 0 and, hence, S(g n ) > 0, which contradicts (28). Suppose that g n (x) changes its sign at points c 1 ,
On the other hand, if l < n, then the linearity of the functional S(r) together with (28) implies that S(g n (x)(x − c 1 ) · · · (x − c l )) = 0. Hence, we obtain that g n (x) has n-distinct real roots, say c 1 < · · · < c n . Now we show that there exist m i 's that solve (22) in a unique way, i.e.,
Since c i 's are all different, there exists a unique solution for the Vandermonde (26), i.e., (29) is satisfied for all 0 ≤ l < n. Now we complete the proof using inductive arguments. Let 0 ≤ k ≤ n − 1. We show that (29) holds for l = n+k under the assumption that it holds for all 0 ≤ l < n+k. First observe that, since c i 's are zero points of x k g n (x), k ≥ 0,
Using the relations (27) and (29) for l < n + k, we obtain
Hence, (29) holds for all 0 ≤ l < 2n by the induction. In summary, the proof of the existence and the uniqueness of the solution to the problem (22) consists of three steps. The invertibility of the Hankel matrix A in (23) and the existence of n-distinct real roots c i 's of g n depend on the positive definiteness of the matrix A which is easily proved for positive initial value u 0 (x). On the other hand, after obtaining c i 's, finding m i 's that satisfy (22) does not require that property. It depends only on the recursive structure of the problem. The following theorem now follows from Theorem 1:
where
. Furthermore, such a function φ n (x, t) is unique.
General initial value
In this section we consider a general initial value which may have sign changes. In that case the existence and uniqueness of a solution to the problem (22) are not guaranteed in general. As an example to see such a behavior we consider the initial value, for k ≥ 0,
Let γ i,k be the i-th moments of the function U k , i.e.,
Then, since U k are even functions, we have γ i,k = 0 for odd i's.
Convergence to a single heat kernel
The heat kernel φ 1 (x, t) =
e −(x−c 1 ) 2 /(4t) that represents the exact solution u(x, t) is obtained by solving
If γ 0 = 0, c 1 is uniquely decided by c 1 = γ 1 /γ 0 , i.e., c 1 is the center of the mass of the initial mass distribution u 0 . The convergence order in Theorem 1 is written as
If the net weight is zero, γ 0 = u 0 (x)dx = 0, then the possible approximation is φ 1 ≡ 0 and the above convergence order is equivalent to the decay rate u(x, t). If γ 1 = 0, (31) has no solution and u has the decay rate of order O(t
) ). If γ 1 = 0, (31) is satisfied for any c 1 and u has the optimal decay order.
Convergence to double heat kernels
The double heat kernel solution φ 2 (x, t) =
e −(x−c i ) 2 /(4t) that approximates the exact solution u(x, t) is obtained by solving
We may simplify the equation by eliminating m i 's and obtain two equations of the form AΨ = r 2 or
First we need to check the invertibility of the Hankel matrix. Its determinant is same as the variance if u 0 is a possibility distribution, i.e.,
If |A| = 0, ψ i 's are solved using Cramer's rule, and c i 's are zeros of the quadratic function
Hence, the centers c 1 , c 2 are given by
under two assumptions,
For given c i 's, the problem (22) turns into a linear system and m i 's are obtained easily. For the case, n = 2, m i 's are given explicitly by
From Theorem 1 we may conclude that, if D > 0 and |A| = 0, then
(m 1 e −(x−c 1 ) 2 /(4t) + m 2 e −(x−c 2 ) 2 /(4t) ) and
Consider the function U k (x) in the example (30). We can easily check that the corresponding moments γ 0,k = 1 and γ 1,k = γ 3,k = 0. Hence,
The second moment is computed by
and, γ 2,k = 1/12 for k = 0 and γ 2,k → −∞ as k → ∞. Let
Then, the Hankel matrix A is singular for the initial value u 0 (x) = U k 2 (x), and D ≤ 0 for all k ≥ k 2 . From this example we may observe that Hankel matrix can be singular and even the invertibility of the matrix does not guarantee the existence of φ 2 (x, t) that satisfies (36).
Convergence to triple heat kernels
To demonstrate how to obtain the simplified problem (23) from (22) we present the derivation in detail in this section. For n = 3, (22) reads
Multiply c 1 to the k-th equation and subtract (k + 1)-th one from it for k = 1, · · · , 5 and obtain 5 equations without m 1 , i.e.,
Multiply c 2 to the k-th equation and subtract (k + 1)-th one from it for k = 1, · · · , 4 and obtain 4 equations without m 2 , i.e.,
Similarly, we may obtain three equations without m 3 ,
which are identical to (23)- (24) with n = 3, i.e.,
The determinant of the Hankel matrix
should not be zero for the existence and uniqueness of the solution to the problem (37). If |A| = 0, then ψ i are given by Cramer's rule, i.e.,
and c i 's are zeros of third order polynomial,
So the solvability of the problem (37) is equivalent to the existence of three distinct real roots c 1 < c 2 < c 3 of (38). If then, m i , i = 1, 2, 3 is obtained from the first three equations in (37). The convergence order in Theorem 1 gives the asymptotic convergence order:
Consider the function U k (x) in the example (30) again. Since γ 0,k = 1 and γ 1,k = γ 3,k = γ 5,k = 0, we obtain
Hence, if |A| = 0 and γ 4,k /γ 2,k > 0, then g 3 (x) has three distinct real roots,
Then γ 4,k > 0 for 0 < k < k 4 and γ 4,k < 0 for k > k 4 . Hence we can easily see that, if k 4 < k < k 2 , ψ 1 < 0 and the approximation solution φ 3 (x, t) having the convergence order in (39) is not guaranteed. This example demonstrates that the solvability of (22) is not trivial for sign changing initial value u 0 (x).
Approximation with fixed grid points
Now we consider the case that grid points are given, c i =c i , and we have the freedom in choosing the weights m i 's only. Consider
wherec i 's are all different and given independently from the initial value u 0 (x). Then we can easily check that the initial error e 0 = u 0 −v 0 satisfies the condition (14) if and only if (m 1 , · · · , m n ) solves the linear problem,
The determinant of the matrix is Π 1≤i<j≤n (c j −c i ), the Vandermonde determinant of order n, which is not zero ifc i are all different. So we may conclude that, if the initial value u 0 has a compact support (or it decays fast enough as |x| → ∞ to guarantee x n−1 u 0 (x)dx < ∞), then we can always find the approximation solution η n (x, t) which converges to the solution u(x, t) with convergence order O(t
Corollary 1. Let m i , i = 1, · · · , n be the solution of the linear problem (40) for any arbitrarily given n grid pointsc 1 < · · · <c n . Then, for
and u(x, t) is the solution of (2).
Remark 4. The advantage of this approach over the previous one is that we may consider any kind of initial value u 0 (x) and we do not need to worry about solving n distinct real roots of g n (x). However, we achieve only half of the convergence order using the same number of base functions. Furthermore some of m i 's could be negative even if the initial value u 0 (x) is positive.
Numerical examples
The time asymptotics in the previous sections shows that we may approximate the large time behavior of the solution of the heat equation up to any desired order by a finite summation of the heat kernels,
solving the 2n equations in (22) or the n equations in (26) with given c i 's. This does not necessarily mean that such a convergence order should be observed for a short time period. Since φ n (x, t) → m i δ c i (x) as t → 0, it is clear that φ n (x, t) does not approximate u(x, t) well for a small time period 0 < t 1. So it is natural to ask if we can construct such an approximation satisfying
for all t > t 0 , where t 0 , ε > 0 are given. The answer comes from a simple observation. Let u λ (x, t) be the solution of the heat equation with rescaled initial value u λ (x, 0) = u 0 (λx), where λ > 0 is a constant. Then we can easily check that u(λx, λ 2 ) = u λ (x, 1). So, roughly speaking, we can always obtain the solution at any given time t > 0 from the solution of the rescaled problem at time t = 1. Notice that increasing the number of base functions complicates the structure of the approximation. If we need to obtain a good convergence order at a give time, we need to consider an approximation
where t 0 may depend on the smoothness of the initial value u 0 (x). The goal of this section is to observe numerically the decay order of the approximation error e n (x, t) ≡ u(x, t) − φ n (x, t) for a finite time period. Suppose that the error is of order α, say, ||e n (t)|| ∼ Ct α . Then, we can easily check that
for any t 1 = t 2 . So the ratio α in (41) measures the convergence order.
In the rest of this section, we will always consider sup norm to simplify the exposition. Therefore, the optimal convergence order of the approxi-
2 ) in this case.
Positive solution
Consider an approximation of u(x, t) which consists of n heat kernels,
If m i 's and c i 's satisfy the zero moments relations (21), it has the convergence order O(t −n− 1 2 ) as t → ∞ by Theorem 1. There are several difficulties in observing such a behavior numerically. As we have discussed earlier it is clear that we can not expect such a high convergence rate for small time 0 < t 1. So we need to wait certain amount of time to observe such a convergence order. On the other hand, since the convergence order is high, the error at the right moment can be very small. So we need to worry about the numerical rounding off error. In the computation, Table  1 , we use 48 digits and the size of the rounding off error is about 10 −49 . Table 1 . Let u(x, t) be the solution of (43) and φn(x, t) be its approximation given by (42). The error en(x, t) = u(x, t) − φn(x, t) and the convergence order αn in (44) have been computed numerically for n = 4, 8, 12. We may clearly observe that αn(t) → −n − 1/2 as t → ∞. The second issue is in computing the exact solution u(x, t) with a small error. To compute the decay order of the approximation error ||u(x, t) − φ n (x, t)|| ∞ reasonably, we should compute the exact value of u(x, t) within a smaller error. However, it is not realistic to obtain the integration of (1) within an error of size 10 −49 . To avoid such a difficulty, we first consider
where K(x, t) is the heat kernel
Then the exact solution is simply u(x, t) = K(x, t+1). We choose c i 's and m i 's as the solution of (21) . Note that c i 's are the n-distinct real zeros of the polynomial g n (x) in (25) and m i 's are obtained by solving (26).
In Table 1 the error e n (x, t) = u(x, t) − φ n (x, t) and the convergence order α n have been computed for n = 4, 8, 12 as doubling the time from t = 0.01 to t = 2621.44. The convergence order α n is obtained by
Theorem 1 claims that the convergence order α n (t) → −n − 1 2 as t → ∞. In the example we observe that the convergence order for small time period 0 < t 1 is a lot less than that. On the other hand, as t → ∞, it converges to that theoretical order.
Sign changing solution
Let u(x, t) be the solution of the heat equation with the sign changing initial value u 0 (x),
First we compute the approximation solution φ 2 (x, t) explicitly and check the conditions discussed in Section 5.2. Using fundamental integration techniques we may compute the moments γ k ≡ x k u 0 (x)dx, 0 ≤ k ≤ 3, which are
The determinant of the Hankel matrix given in (32) is computed as
Since |A| < 0 for a = b and |A| > 0 for a b or b a, |A| changes its sign depending on a and b. On the other hand the computation of D in (34) is a lot more complicate. After substituting π = 3.14, for the simplicity of exposition, we obtain
From the trivial relation x + y ≥ √ 4xy for any x, y ≥ 0, we obtain
i.e., D is strictly positive for all a, b = 0. Therefore, if |A| = 0, the approximation solution φ 2 (x, t) satisfyingx (36) exists uniquely, where c 1 , c 2 , m 1 , m 2 are given by (33) and (35). Now we introduce a different kind of approximation solution which has been considered in [14] . The basic idea is to construct the approximations for positive and negative parts separately, and then combined them together. Let u Considering the linearity of the heat equation, it is natural to take
as an approximation for the solution u(x, t). We may easily check that the first two moments of u(x, t) − ψ 2 (x, t) disappear and, hence, ||u(
2 ). These asymptotic orders imply that φ 2 (x, t) is a better approximation than ψ 2 (x, t) is for large time t 1 even if they use the same number of heat kernels for the approximation.
Computing the constants c i 's and m i 's we may write φ 2 and ψ 2 explicitly. For example, if a = 3, b = 5, we obtain m + = 10, m − = 6, c ± = ±1.5708, which decide ψ 2 , and m 1 = −4.403, m 2 = 8.403, c 1 = −2.068, c 2 = 1.991, which decide φ 2 . The determinant of the Hankel matrix is |A| = −584.7 and the D in (34) is D = 5.403 × 10 6 . Now we may write down ψ 2 and φ 2 as
For the comparison reason, we also consider φ 3 (x, t) which is discussed in Section 5.3. It is written numerically as .
In this case the theoretical convergence order is ||u(
2 ) as t → ∞. In the followings we compare the effectiveness of these approximations and their convergence orders from two numerical examples. First consider the initial value (45) with a = 3 and b = 5. In Table 2 the decay of three error functionsẽ 2 (x, t) = u(x, t) − ψ 2 (x, t), e 2 (x, t) = u(x, t) − φ 2 (x, t) and e 3 (x, t) = u(x, t) − φ 3 (x, t) have been compared doubling the time from t = 0.64 to t = 1310.72. Unlike the example (43), we now have no simple form for the exact solution. In the numerical computations we have used the formula (1) for t < 5 and then used u(x, t) ∼ φ 10 (x, t) for t > 5. We can clearly see that the order converges to the expected ones as t → ∞. Table 2 . Let u(x, t) be the solution of the heat equation with its initial value (45) where a = 3, b = 5. The error en = u(x, t)−φn(x, t), n = 2, 3, andẽ2 = u(x, t)−ψ2(x, t) and the convergence order have been computed numerically as doubling the time. This confirms numerically that, if we may control higher order moments, we may get better approximation for a finite time period. In Table 3 the same kinds of error functions are compared with different initial value u 0 (x) given by (45) with a = 3, b = 3.1. In this case we also observe that the convergence orders α n approach to the expected ones. However, there are interesting differences. First, after certain amount of time, we may observe that the convergence orders of φ 2 and ψ 2 are higher than the asymptotic one and decrease to the asymptotic one slowly. On the other hand the convergence order of φ 3 is lower than the one for the previous example. This example shows that the convergence orders of such approximations in a short time period may depend on the structure of the initial value. As expected, the theoretical convergence order of φ n (x, t) takes over eventually.
Approximation with fixed centers
In this section we consider the solution of the heat equation with its initial value u(x, 0) = u 0 (x) = 1, −0.4 < x < 0.4 0, otherwise.
For a positive integer n > 0, consider a partition C n = {c i : c i = (i − 0.5)/n − 0.5, i = 1, · · · , n} of the interval (−0.5, 0.5). Let Table 3 . Let u(x, t) be the solution of the heat equation with its initial value (45) where a = 3, b = 3.1. The error en = u(x, t) − φn(x, t), n = 2, 3, andẽ2 = u(x, t) − ψ2(x, t) and the convergence order have been computed numerically as doubling the time. where {m i , i = 1, · · · , n} is the solution of (40). Denote the approximation error by e n (x, t) = u(x, t) − η n (x, t). Then Corollary 1 shows that ||e n (x, t)|| ∞ = O(t
2 ) as t → ∞. In Table 4 we measure the convergence order of the approximations from time t = 0.001 to t = 16.384 as doubling the time. In the table the errors and the ratios have been computed for three cases n = 10, 20 and 40. Since we can not obtain the exact value u(x, t) with such a small error using the integral formula (1), we have compared the approximation solutions to η 80 (x, t). Table 4 . Let u(x, t) be the solution of the heat equation with its initial value in (46). The error en(x, t) = u(x, t) − ηn(x, t) and the convergence order αn has been computed numerically in the table. We may observe that αn → −(n + 1)/2 as t → ∞. 
