Abstract. The Luria-Delbrück mutation model has been mathematically formulated in a number of ways. Last, a mean field picture derived from a kinetic formulation has been derived by Kashdan and Pareschi in [18]. There, the Luria-Delbrück distribution appears as the solution of a Fokker-Planck like equation obtained as the quasi-invariant asymptotics of a linear Boltzmann equation for the number density of the number of mutated cells. This paper addresses the kinetic description for the Lea-Coulson formulation [21] , as well as for the Kendall formulation [19] , focusing on important modeling issues closely linked with the distribution of the number of mutants. The paper additionally emphasizes basic principles which not only help to unify existing results but also allow for a useful extensions.
1.
Introduction. The estimation of mutation rates is a challenging problem which attracted the interest of generations of both geneticists and mathematicians. This problem had its origin in a series of classic experiments pioneered by Luria and Delbrück [22] , which led to a seminal example of devising a mathematical model to estimate mutation rates. The model proposed by Luria and Delbrück assumed deterministic growth of mutant cells, which seemed too stringent an assumption to allow for efficient extraction of reliable information about mutation rates from experimental data. This shortcoming of the model of Luria and Delbrück was some year later remedied by a slightly different mathematical formulation proposed by Lea and Coulson [21] , who adopted the Yule stochastic birth process to mimic the growth of mutant cells. In the ensuing decades the Lea-Coulson formulation occupied so prominent a place in the study of mutation rates that the Lea-Coulson formulation is now commonly referred to as the Luria-Delbrück model. Noteworthy contributions to the study of the Lea-Coulson formulation are [1, 2, 3, 10, 17, 20, 23, 24, 26, 29] and numerous others cited in the essential review article by Zheng [31] , which appeared at the end of the last century. Zheng examines the various mathematical formulations, focusing on important practical issues closely linked with the distribution of the number of mutants. It appears evident that almost the totality of these formulations is prominently based on probabilistic arguments. Only recently, the problem has been attached from a new dynamical point of view by Kashdan and Pareschi [18] , who introduced a kinetic description of the density of mutation rates, in which the Luria-Delbrück distribution appears as a suitable limit of the underlying linear Boltzmann equation describing the growth of mutated cells. Following Luria and Delbrück original model, they used a specific collision rule under which both the normal cells and the mutant cells grew deterministically but mutations occur randomly. In addition, [18] takes into account the Lea and Coulson model [21] , which is based on a different formulation under which the normal cells grew deterministically but the mutants grew stochastically.
The pioneering work by Kashdan and Pareschi [18] has the undoubted merit to outline the power of kinetic methodology to model processes into the field of mutation rules.
As as matter of fact, various concepts and techniques of statistical mechanics have been fruitfully applied for years to a wide variety of complex extended systems, physical and otherwise, in an effort to understand the emergent properties appearing in them. In particular, this methodology has been used to produce realistic evolution models for wealth in economics [6, 7, 8, 9, 11, 15, 16, 28] . Recent results showed that the asymptotic distribution of wealth, depends completely on the microscopic structure of binary trades [12, 25] .
The core of the kinetic description is to identify the microscopic interaction rule which drives the underlying process of mutation, in order to write a kinetic equation of Boltzmann type for the distribution density of the mutated cells. This methodology has been recently described in a monograph [27] , which contains the description of most of the recent applications of kinetic theory to economics, social sciences and biology. In the forthcoming sections, we will detail the construction of the kinetic equation, by emphasizing the differences between the interaction rules of the original Luria-Delbrück distribution and the Lea-Coulson modification. Grace to the original Bobylev remark [4] , the kinetic description allows to use in a natural and powerful way the Fourier description, which clarifies the assumption made by Lea and Coulson [21] of the choice of a Yule process for the random growth of the mutated cells.
The paper is organized as follows. In the next section we introduce the model which is described by a linear Boltzmann equation, and its main features are discussed in some detail. The quasi-invariant asymptotic which leads to the FokkerPlanck like equation which describes the evolution of the Lea-Coulson distribution density will be the argument of Section 3. In particular, the microscopic kinetic process which generates the Yule process in the quasi-invariant limit is here described in details.
2. The kinetic description of mutation rates. The most-used formulations of a mutation are generally expressed by (A) grey→ black, (B) grey→ grey + black. Here, grey stands for a normal cell and black a mutant cell. Note that under formulation (A), a mutation entails the loss of the normal cell. In formulation (B), the normal cell continues to live after a mutation. Consequently, the occurrence of a mutation does not decrease the rate at which mutations occur in subsequent time intervals. Assumption (B) was implicitly made by Lea and Coulson [21] and Armitage [2] . Since our goal is to present a kinetic description of Lea-Coulson formulation, in what follows we will assume formulation (B).
The first mathematical description of the mutation process, which was subsequently modified by Lea and Coulson, goes back to Luria and Delbrück [22] . Because all subsequent formulations are simple variations of this formulation, we detail below its underlying assumptions.
The process starts at time t = 0 with one normal cell and no mutants. Normal cells are assumed to grow deterministically at a constant rate β 1 . Therefore the number of normal cells at time t > 0 is N (t) = e β1t . Mutants grow deterministically at a constant rate β 2 . If a mutant is generated by a normal cell at time s > 0, then the clone spawned by this mutant will be of size e β2(t−s) for any t > s. Mutations occur randomly at a rate proportional to N (t). If µ denotes the per-cell per-unit-time mutation rate, then the standard assumption is that mutations occur in accordance with a Poisson process having the intensity function
Consequently, the expected number of mutations occurring in the time interval [0, t) is
Let X(t) denote the number of mutants existing at time t, and f (n, t) the probability of having n mutants at time t. The previous assumptions imply that X(t) can be expressed as
Here, τ i are the random times at which mutations occur, and M (t) stands for the mutation process which is a Poisson process with intensity function ν(t) given in (2.1). The probabilistic description (2.2) allows for recovering the various quantities like mean, variance and cumulants (cf. the detailed historical description in [31] ). The study of the time-evolution of the probability distribution f (n, t) of mutants, together with a reasonable explanation of the growth process induced by this distribution has been recently achieved by means of kinetic collision-like models in [18] . Assuming a continuous parameter v for the number of mutants, the time evolution of the distribution f (v, t) can be based on the assumption of collisionlike trade events. The interaction rule described by the previous hypotheses indeed corresponds to assuming that, at time t > 0, the microscopic growth of mutants is driven by
where η ≥ 0 (absence of backward mutations) is a discrete random variable distributed accordingly to a Poisson density p(ν(t)) of intensity given by (2.1). Hence, for any given v, the number of mutants after the interaction can only assume the values
By standard methods of kinetic theory, the interaction (2.3) then leads to the kinetic equation (in weak form) [18] :
where φ(v) is a smooth function. The condition of having no mutants at time t = 0 translates into the initial condition In what follows, we adopt a slightly different formulation of the interaction (2.3), which is sufficiently flexible to describe both the original Luria-Delbrück and LeaCoulson formulations, and easier to understand from the modelling point of view. In any of the aforementioned formulations of the growth of the mutants cells, the growth is due to two simultaneous events. The first one describes the intrinsic growth of the mutants, which can be represented by a general interaction of type
where
3). The map can be either deterministic or random. In this second case, denoting by · the mathematical expectation, in order to maintain the same mean growth of the deterministic interaction, we will assume that
The second event describes the growth of the mutants cells due to the presence of the normal ones which can mutate according to assumption (B). In our picture this corresponds to assuming that the mutants are immersed in a background (of normal cells), which, due to their random mutation rule, undergo interactions which increase the number of mutants according to the time-depending probability distribution M (w, t). In the Luria-Delbrück formulation the probability distribution of the background depends on time, and it is a Poisson process with intensity ν(t) = µN (t). Consequently
Coupling the interaction (2.3) with the interaction due to the background, we obtain the general microscopic interaction
In a suitable scaling [5] , the effect of interactions (2.9) on the time-variation of the mutant density can be quantitatively described by a linear Boltzmann-type equation, in which the variation of the density f = f (v, t) is due to a balance between gain and loss terms, that, for the given number v, take into account all the interactions of type (2.9) which end up with the number v (gain term) as well as all the interactions which, starting from the number v, lose this value after interaction (loss term). The balance equation for the density of the number of mutant cells is fruitfully written in weak form. It corresponds to say that the solution f (v, t) satisfies, for all smooth functions φ(v):
In (2.10), the presence of · takes into account the possibility that L(v) could be a random quantity. Note that (2.8) implies that f (v, t) remains a probability density if it is so initially:
Moreover, on the basis of (2.9), choosing φ(v) = v shows that the total mean number of mutants satisfies the differential equation
We note that the choice 13) which, coupled with the initial condition m(0) = 0 induced by (2.5), leads to the mean of the Luria-Delbrück distribution (
We remark that this expression is independent of the particular form of the map L, provided the map is such that condition (2.7) is satisfied.
3. Preliminary results. As usually done for this type of kinetic models, most of the analytical properties of the solution are obtained by means of Fourier analysis. From the kinetic theory of rarefied gases it is well-known that Boltzmann-like equations are often conveniently studied in Fourier space, see e.g. [4] . This is particularly true for the model under consideration. In fact, the weak formulation (2.10) is equivalent to the Fourier-transformed equation
where f (ξ, t) is the Fourier transform of f (v, t),
In (3.1) we used the fact that M (v, t) is a probability density function, so that M (0, t) = 1. The initial condition (2.5) turns into
Note that, since M (w, t) is a Poisson process of intensity ν(t) = µe β1t ,
The explicit evaluation of the gain term on the right-hand side of equation (3.1) requires the knowledge of L(v). In the case in which
Likewise, by assuming that L(v) is a Poisson variable of mean value β 2 v, thus satisfying (2.7), 
Equations (3.2) and (3.4) differ only in the gain term on the right-hand side, where the Fourier transform of the probability density is evaluated at different points.
The existence of a solution to equation (3.2) and (3.4) can be seen easily using the same methods available for the linear Boltzmann equation [5] . In order to show uniqueness of the solution, we use the idea from [14] . It is proven that the operator on the right-hand side of (3.
Write s = m + β, where m is an integer and 0 ≤ β < 1. Two functions f and g have a finite distance, d s (f, g) < ∞, if and only if their moments up to order m agree. The metric (3.5) has been introduced in [14] to investigate the trend to equilibrium of the solutions to the Boltzmann equation for Maxwell molecules. There, the case s = 2 + β with β > 0 was considered. Further applications of d s to various kinetic models in economy can be found in [12, 13] . In order to show Lipschitz continuity, if f 1 (ξ, t) and f 2 (ξ, t) are two solutions to equation (3.2) corresponding to the initial data f 0,1 (ξ) and f 0,2 (ξ), it holds ∂ ∂t
On the other hand, since |M (ξ, t)| ≤ 1,
Thanks to (3.6),
which, by Gronwall's inequality implies
which implies uniqueness. The same method applies to equation (3.4) . In this case, by choosing s = 1, formula (3.6) reads
The previous analysis indicates that one can obtain both existence and uniqueness of a solution to equation (3.1) for a wide choice of the map L(v). The Fourier-transformed kinetic equation allows for a direct evaluation of the evolution equation for the cumulant-generating function, defined as k(ξ, t) = log f (ξ, t).
(3.9)
As an example, a simple computation on equation (3.2) shows that k(ξ, t) solves
Generally, the cumulants can be extracted from the cumulant-generating function via differentiation (at zero) of k(ξ, t). That is, the cumulants appear as the coefficients in the Maclaurin series of k(ξ, t). In the case under consideration, the modulus of the first coefficient coincides with the mean value, and the second one with the variance. The evaluation of the subsequent derivatives of k(ξ, t) appears extremely cumbersome, and the best one can do explicitly is to evaluate the first two coefficients of the Maclaurin series. On the other hand, since the explicit expression of the solution to the Boltzmann equation (3.1) is not known, the description of the solution though its cumulants is one of the main operative possibilities.
4. The quasi-invariant limit of the growth of mutants cells. The analysis of the previous section shows that, while it is easy to obtain existence and uniqueness of a solution to the kinetic model, in general it is quite difficult to obtain analytic results, or to describe precisely properties of the solution. For example, it is cumbersome to deduce from equation (3.10) a recursive relation which allows for detailed computation of the cumulants. As is usual in kinetic theory, however, particular asymptotics of the equation result in simplified models (generally of Fokker-Planck type), for which it is relatively easier to compute in many cases the relevant properties of the solution, if not its analytic expression. In order to give a physical basis to these asymptotics, let us discuss in some details the evolution equation for the mean, given by (2.13). This evolution equation has a universal value, since it does not depend on the particular choice of the map L, but on its mean value. The scaling
1) is such that the mean value of the density f (v, t) satisfies
If we set g (v, τ ) = f (v, t), then m g (τ ) = m f (t), and the mean value of the density
Note that equation (4.2) does not depend explicitly on the scaling parameter . In other words, we can reduce the growth of the mutants, waiting enough time to get the same law for the mean value of the density of mutants. We can consequently investigate the situation in which most of the interactions produce a very small growth of mutants ( → 0), while at the same time the evolution of the density is such that (4.2) remains unchanged. We will call this limit quasi-invariant growth limit. Analogous procedures have been successfully applied to kinetic models in economics [9] and opinion formation [30] .
Under the scaling (4.1), equation (3.1) for g (v, τ ) reads
Let us observe that equation (4.3) can be written equivalently as 
which, expanding the exponential function in the integral in Taylor series gives
The remainder term R is such that
Standard computations then show that, for any fixed time τ > 0, the remainder term remains uniformly bounded with respect to . Therefore, letting → 0 we obtain that the limit function g(v, τ ) satisfies the equation
We remark that equation (4.7) is the evolution equation for the Fourier transform of the Lea-Coulson distribution function [31] . Consequently, the Lea-Coulson formulation of the Luria-Delbrück distribution is obtained as the quasi-invariant growth limit of the kinetic model (3.4), in which the self-growth of the mutated cells follows a Poisson process of intensity proportional to the number v of mutated cells. Under this assumption, differently from what happens in the original Luria-Delbrück distribution, the distribution function g(v, τ ) takes values only on the positive natural numbers. Equation (4.7) can easily be transformed back to the space of probability distributions to get, for n ≥ 0 the evolution equation for the probabilities g(n, τ ) to have n mutant cells at time τ . These probabilities obey to the recursive equation
where g(−1, τ ) = 0. Note that, if we assume as in Section 2 that at time τ = 0 there are no mutants, the initial conditions are given by g(0, τ = 0) = 1, g(n, τ = 0) = 0 if n ≥ 1.
Consider now that, for a given > 0, the Taylor expansion we used to obtain formula (4.5) can be used to express equation (4.7) like a kinetic equation of type (4.4) plus a remainder term which now depends on the solution g(v, τ ) and its moments,
where now the remainder term takes the form
with 0 ≤ θ( , v) ≤ 1. Since the mean and the variance of the Lea-Coulson distribution remain bounded in time [31] , formula (4.10) shows that
Ifĝ andĝ denote the solutions to (4.3) and (4.7), respectively, let us define
Using equation (4.9), and proceeding as in the computations of formula (3.6), we find that h(ξ, τ ) satisfies
This is equivalent to
Integrating from 0 to τ , we get
Now, by the generalized Gronwall inequality,
Applying this inequality with λ(τ ) = (1+ β 2 )/ and ϕ(τ ) = H (0)+ t 0 K(t)e t/ dt, we obtain
Therefore, by choosing the same initial data for equations (4.3) and (4.7), so that h(·, 0) ∞ = 0, we obtain that, for τ > 0,
Letting → 0 shows that the solution to the kinetic model (4.3) converges to the solution of the evolution equation for the Lea-Coulson formulation (4.7). Hence we proved Theorem 4.1. Let the probability density f 0 be defined as in (2.5). Then, choosing as parameters β 1 , β 2 and µ, as → 0, the weak solution to the kinetic equation for the scaled density g (v, τ ) = f (v, t), with τ = t converges to a probability density g(w, τ ). This density is a weak solution of the Fokker-Planck-like equation (4.7), whose solution is the Fourier transform of the Luria-Delbrück distribution in the Lea-Coulson formulation.
The same strategy applies to the classical Luria-Delbrück distribution, which appears as the weak limit of the kinetic equation (3.2) . In this case, using the same mathematical tools, one can prove that the solution to (3.2) converges to the solution to the Fokker-Planck-like equation
We remark that the limit procedure leading to equation (4.12) has been introduced in [18] , without any rigorous mathematical result of convergence.
5. The Bartlett formulation. As extensively discussed in Section 2, in the LeaCoulson formulation of the Luria-Delbrück distribution, the growth of mutants is assumed to be a random process, while the growth of normal cells is assumed to be completely deterministic. In Bartlett formulation the growth of both normal and mutant cells is assumed to be fully stochastic [31] . In this formulation the LuriaDelbrück model is represented by a two-dimensional birth process (X 1 (t); X 2 (t)), t ≥ 0, where X 1 (t) and X 2 (t) represent the population size at time t of the normal cells and that of the mutant cells, respectively. The formulation is called fully stochastic because it models the growth of both the normal cells and the mutant cells by stochastic growth processes. At a kinetic level, Bartlett formulation belongs to a class of linear kinetic equations for the distribution density f = f (v, w, t) in which v and w represent the number of mutant and normal cells, respectively, which are subject to the interaction rules
(5.1) As for the simpler interaction (2.9), the two maps L 1 and L 2 can be either deterministic or random. According to our standard assumptions,
Resorting to the scaling of Section 2, the effect of interactions (5.1) on the timevariation of the density f = f (v, w, t) can be quantitatively described by a linear Boltzmann-type equation, fruitfully written in weak form. The solution f (v, w, t) satisfies, for all smooth functions φ(v, w)
In (5.2), the presence of · takes into account the possibility that L i (v), i = 1, 2 could be random quantities. Note that, by choosing φ(v, w) = 1, one easily recovers that f (v, t) remains a probability density if it is so initially,
Moreover, on the basis of (5.1), choosing φ(v, w) = v (respectively φ(v, w) = w) shows that the total mean numbers m 1 (t) = 
Note that, by solving (5.4) with initial condition m 1 (0) = µ and substituting the result into (5.5), one obtains that the mean value m 2 (t) of mutants solves (2.13). Therefore, the evolution of the mean of mutants in Bartlett formulation coincides with the evolution of the mean in the original Luria-Delbrück model. Let us now suppose that the two maps L i (v), i = 1, 2, are independent random quantities. Then, by choosing φ(v, w) = e −i(ξv+ηw) it is easily seen that the Fourier transform of the solution to (5.2)
satisfies the equation
If now L i (v), i = 1, 2, are Poisson distributed with means β i v, i = 1, 2, so that Let us apply to the parameters the same scaling as in (4.1). Then proceeding as in Section 4 we find that the functionĝ(ξ, η, τ ) = f (ξ, η, t), where τ = t solves the equation ∂ĝ(ξ, η, τ ) ∂τ = iβ 2 (e −iξ − 1) ∂ĝ ∂ξ + ξ + iβ 1 (e −iξ − 1) ∂ĝ ∂η ,
with initial conditions given as in (5.8) . Note that equation (5.9) differs from equation (95) in Zheng [31] in the coefficient of ∂ĝ/∂η. Reverting to the physical space, we obtain, for n, m ≥ 0, the evolution equation for the probabilities g(n, m, τ ) of having n mutant cells and m normal cells at time τ . These probabilities obey the recursive equation ∂g(n, m, τ ) ∂τ = β 2 ((n − 1)g(n − 1, m, t) − ng(n, m, t)) + β 1 ((m − 1)g(n, m − 1, t) − mg(n, m, t)) (g(n − 1, t) − g(n, t)) , (5.10) where g(−1, τ ) = 0. Note that, if we assume as in Section 2 that at time τ = 0 there are no mutants, the initial conditions are given by g(0, τ = 0) = 1, g(n, τ = 0) = 0 if n ≥ 1.
6. Conclusions. Kinetic theory represents a powerful instrument to describe systems composed by a huge number of identical agents, in which the change of agent's density is essentially due to binary interactions between agents, or by interaction of agents with an external background. Among possible applications, following the recent work of Kashdan and Pareschi [18] , we introduced in this note a kinetic description of mutation processes in bacteria, which appears to be in perfect agreement with most of the previous approaches, generally based on probabilistic arguments [31] . This description presents the obvious advantage to characterize the various formulations of the Luria-Delbrück phenomenon in terms of the difference on the microscopic interactions that cells have with the external background. Hence, Luria-Delbrück, Lea-Coulson and Bartlett formulations are simply classified by their differences in collisions. The rigorous mathematical results have benefited from the description of the Boltzmann-like equation in terms of the Fourier transform, originally due to Bobylev for the Boltzmann equation for Maxwellian molecules [4] . Also, the kinetic description represents a valid alternative (with respect to the usual Fokker-Planck models used in the pertinent literature) for numerical simulations of these processes.
