Abstract-We present a novel perceptually motivated twostage algorithm for assigning priority to video packet data to be transmitted over the internet. Priority assignment is based on temporal and spatial features that are derived from lowlevel vision concepts. In the first stage, the effect on temporal fluidity due to a packet being dropped is used to estimate its temporal importance which is computationally very efficient and can be directly used in low-delay applications with limited computational resources. In the second stage, saliency-weighted structural similarity is used to estimate the spatial importance of video packets. Subsequently, a non-linear combination of the temporal and spatial importance estimates is used to assign packet priority. The efficacy of the proposed algorithm (both stages) is demonstrated using an intelligent packet drop application where it is compared with cumulative mean squared error (cMSE) based priority assignment and random packet dropping.
I. INTRODUCTION
Multimedia data has become the major component of all internet traffic and is continuing to grow at an exponential rate [1] . It is imperative to manage this traffic as efficiently as possible at all layers of the communication stack and thus presents a very strong case for cross layer optimization. This problem has been widely studied from various perspectives. The application layer community has approached this problem as a no-reference video quality assessment one. Popular approaches include generalized linear models [2] that train model weights based on subjective scores, header decode based methods [3] , [4] and human visual system based approaches such as those based on spatial, temporal and spatio-temporal saliency [5] , [6] , [7] . The goal of all these approaches is to estimate the perceptual effects of packet loss from either a full-decode or a partial decode of the compressed video bitstream. The estimated degradation in perceptual quality due to a packet loss is used to tag packets with appropriate priority. These tags are then used by network routers or switches to implement intelligent packet drop policies. Several other approaches such as physical layer interference shaping [8] , cross-layer approaches of utility maximization [9] , quality-ofexperience (QoE)-aware scheduling [10] have been proposed to address this problem as well.
In this work, we propose an approach for packet priority assignment based on a non-linear combination of spatial and temporal features of the video. Our approach is closest in philosophy to the spatio-temporal video quality metric proposed by Gao et. al. [7] . The efficacy of the proposed method is demonstrated with a packet loss experiment that measures the perceptual quality of the received video.
II. PROPOSED PRIORITY ASSIGNMENT ALGORITHM
We propose a two-stage algorithm for the assignment of priority to packets based on their temporal and spatial perceptual importance. These stages are detailed in the following subsections.
A. Stage 1: Temporal Perceptual Importance
We define the temporal fluidity break measure (TFBM) that uses features from the perceptual temporal quality metric (PTQM) [6] and quantifies temporal importance at a frame level.
1) Temporal Fluidity Break Measure (TFBM):
Motion is the most salient part of a video. A distortion in the motion trajectory causes visual annoyance. TFBM gives a measure of this annoyance caused due to temporal discontinuity. We denote the motion vector of a macroblock by M V = (M V x , M V y ), and compute its magnitude ( M V 2 x + M V 2 y ) for all the macroblocks in a packet. The average motion content of the packet is given by the average of the motion vector magnitudes of all the macro blocks in that packet. This mean motion vector magnitude is normalised such that it lies in the interval [0, 10] by using the following formula (for frame k):
mmv k is the normalized mean motion vector, M M V ik is the mean motion vector of macroblock i in frame k and M M V ij is the mean motion vector of macroblock i in frame j. Each frame is encapsulated in a single video packet for computational ease. The TFBM for frame k is given by
where s = (1/R) * K is the dropping severity, R is frame rate of the video and K is a constant which we introduced so that the dynamic range of T k is increased which in turn helps with better priority assignment, α = 11.5 which is 978-1-4799-6619-6/15/$31.00 c 2015 IEEE empirically determined in [6] and was found to work well in our application as well,
The threshold value of 4 was chosen empirically. It was found that a linear mapping of mean motion vectors of all frames of a video (for several test videos) to the interval [0,10] range resulted in the average of the mean motion vectors of all frames to be approximately 4.
From the expression for s it can be seen that as R increases the value of s decreases. This implies that the visual significance of losing a frame in a high rate video is less compared to that of losing a frame in a low rate video which is true in general. This is complemented by the fact that losing a frame with high motion content is more significant than losing a frame with low motion content by exponential raise of s by the term α − mmv k .
From (2) it is clear that only motion vector information is required to compute T k . This information can be found by parsing the bitstream, thereby making it fast and easy to implement.
2) Priority Assignment: The proposed packet priority assignment algorithm based on temporal importance estimation is summarized in Algorithm 1. For every packet in the video, its TFBM value T k is computed and compared against a threshold τ t . If T k is lower than τ t , then its priority is set to high (or 1) and to low (or 0) otherwise. Thus every packet is labeled or assigned priority using TFBM. In our work, τ t was chosen to be 1 to highlight the importance of break in temporal fluidity on perception. In other words, TFBM is 1 when there is no temporal distortion due to frame loss.
Data: H.264 bitstream
Result: Priority assignment based on temporal importance Parse bitstream; Initialize packet count k = 0; while Packets not exhausted do compute temporal fluidity break T k for current packet; if T k < τ t then set packet priority to 1; else set packet priority to 0; end increment packet count k = k + 1; end Algorithm 1: Priority assignment using TFBM.
B. Stage 2: Spatial Perceptual Importance 1) Saliency weighted SSIM index: Saliency weighted SSIM has been shown to work well in the context of quality assessment of videos subject to packet loss [5] . In this work, we propose the use of a saliency weighted SSIM index to measure spatial quality as well. We would however like to point out two subtle differences with the work in [5] . First, we do not assume the availability of the pristine reference video. Instead we use the decoded video without any packet loss as the reference. The saliency map is computed using Itti's saliency toolbox [11] . The saliency map is first computed for the decoded video (without inducing any packet errors) and the implementation is summarized in Algorithm 2. After computing the saliency map, it is used to compute the spatial quality measure of a frame S k by weighting SSIM index for that frame and is given by:
where the weight w i for a window is computed as:
where µ i is the average saliency value of window i, F is the total number of frames and N is the number of distinct blocks in a frame over which local SSIM is computed. It is to be noted that the video decoded without any induced packet errors is used as the "reference" in the computation of the SSIM index.
The flowchart of the second stage of the algorithm is shown in Algorithm 3 and detailed next. The video packet correData: H.264 bitstream Result: Packet-wise spatial importance score Initialize packet count k = 0; while each frame loss effect not computed do induce k th packet loss; decode lossy video; if Lost frame type P then compute and save saliency-based spatial importance S k considering error propagation; else compute and save saliency-based spatial importance S k ; end increment packet count k = k + 1; end Algorithm 3: Computation of frame-wise saliency-based spatial importance.
sponding to the k th frame is dropped and the resulting distorted bitstream is decoded to get the error concealed video. If the frame dropped is encoded as a B frame then it is extracted from the decoded video and saliency weighted SSIM is computed. Saliency weighted SSIM gives the perceptible spatial distortion present in the frame even after error concealment is performed by the decoder. If the frame dropped is a P frame, then the dropped frame and the next 12 frames in the decode order are extracted from the video and saliency weighted SSIM is computed for each of these frames. The average duration of the visual fixation is 400 ms [12] and hence 12 frames are considered as the frame rate of the videos in the dataset is 30 fps. We ignore the effect on distortion beyond this duration. Average of these SSIM values is calculated and assigned to S k to account for error propagation.
2) Spatio-Temporal Packet Prioritisation: In the two-stage method, the temporal and spatial perceptual importance values are combined to assign packet priority using the function
where τ s = µ + σ/2, µ is the mean and σ is the standard deviation of the aggregate saliency-weighted SSIM values for entire video, is the union operator, and 1() is the indicator function. As mentioned previously, τ t = 1. The choice of the threshold is to assign priority relative to the average saliency-weighted SSIM score for the entire video. The priority assignment algorithm is summarized in Algorithm 4.
In the discussion so far, the importance of each packet was considered in isolation. However, packet losses are typically bursty. Even though some frames have insignificant content their loss might contribute to significant distortions when they are lost in a group. One such simple case is when they are adjacent frames. To minimize adjacent frame drops, we take care that not more than 5 frames in a row are assigned low priority. This window size can be varied based on the motion content and the amount of dissimilarity between adjacent frames in a video.
For computational ease, each frame is enclosed in a single video packet. But our method can be applied to the scenario where a frame is divided into number of slices and spread across more than one video packet. In that case our algorithm gives the spatio-temporal importance of that segment of the frame present in the video packet and priority is assigned to that packet accordingly. Since our priority is binary in nature it is a single bit which can be accommodated in the header of the video packet (RTP packet) so that by parsing the header the network node can know the priority of the packet which influences the packet dropping decision made by the node.
III. RESULTS AND DISCUSSION
The proposed algorithm is compared with a priority algorithm based on cumulative MSE and the case where packets are randomly dropped. The experiments, the dataset, and the results are presented here.
A. Experiments 1) Packet Loss Rate (PLR):
To validate the proposed algorithm, we implement packet dropping by making modifications to the rtp loss code of a reference implementation of the H.264 codec (JEG JM 16.1) [13] . To meet the given PLR constraint, packets are randomly dropped in case of random dropping whereas for prioritization methods packets with zero priority are dropped first and packets with priority 1 are dropped only if the given PLR cannot be achieved even after exhausting all the zero priority packets. In our experiments, we assume that the network behaviour is mostly good and choose PLRs of 5% and 7.5% as they are on the higher side of the acceptable quality.
The proposed algorithm's performance is compared with random packet dropping and a cumulative MSE (cMSE) [2] based packet prioritization method. To implement cMSE based prioritization, a threshold on the cumulative MSE of a packet is chosen such that this threshold results in roughly similar histograms of packet priorities as the proposed algorithm for a majority of the test videos.
2) Constrained Bandwidth using NS2: As observed in [14] , packet loss rate experiments do not necessarily reflect a realistic scenario due to variable packet sizes. To evaluate the proposed algorithm in a realistic setting, we also conducted an experiment that simulates a bandwidth constrained data link. This is implemented using a simple bottleneck line connecting the source and destination nodes using the network simulator NS2 [15] . The network topology for this experiment is shown in Fig. 1 . The encoder is directed to produce the RTP video packets at a roughly constant bit rate of 1Mbps. The bottle neck link from Node A to Node B has channel bit rate which is less than the video bit rate and hence the buffer at node A overflows since the output link rate is lower than input video bit rate leading to packets being dropped from the buffer. The packets are dropped randomly from the buffer in case of random dropping. In case of cMSE based prioritization and the proposed algorithm based prioritization the low priority packets are dropped first and when the congestion is not still cleared then high priority packets are dropped. The distorted bitstream received at Node B is decoded and the quality of this video is used to judge the effectiveness of the proposed prioritization algorithm. For different values of buffer sizes and Bottle neck link rates the experiment is performed and average VQM score of the videos at Node B are noted. As with the PLR case, the proposed algorithm is compared with cMSE based prioritization and random packet dropping.
B. Dataset
The robustness of the algorithm is tested by using a dataset composed of videos with varied motion content like camera zooming, panning, scene cuts, fast motion etc. Our dataset includes 7 YUV 4:2:2 videos with a spatial resolution of 352×240 and a frame rate of 30fps encoded using H.264/AVC. I-B-P GOP structure with a single I frame is used. The decoder uses frame copy type of error concealment. 
C. Results
The results of the above experiments are presented in the tables. Video Quality Metric (VQM) [16] , a state-of-the-art full reference video quality assessment metric is used to evaluate the perceptual quality of the received video. Specifically, we used the reduced reference calibration version 2 (Calibration Selection) with fast low bandwidth model (model Selection) of the BVQM software [17] .
D. Discussion
As shown by the tables and plots in the previous section, the proposed algorithm performs better than the random dropping policy and cMSE based policy for a majority of the videos. We would also like to note that several of the interesting observations and pitfalls noted by Chang et. al. [14] are corroborated/addressed in this work. It was noted that the distance between lost frames in the case of dual loss plays an important role in the visibility of the error. In our proposed algorithm, we ensure that no more than five consecutive frames are assigned zero priority. It was noted that error concealment plays an important role in deciding frame loss visibility. Stage-2 of our algorithm takes this into account since perceptual importance is estimated after decoding. It was further observed in [14] that of all the factors considered, motion related factors are the most important ones in priority assignment. Our use of the TFBM in Stage-1 is in line with this observation. In addition to better performance, the proposed algorithm requires no prior training with subjective scores thereby making it easier to implement and deploy. Also, the proposed algorithm makes minimal use of empirically determined parameters thereby making it applicable in a wide range of applications. Further, the performance of the proposed algorithm highlights the fact that perceptually motivated packet prioritisation is a promising approach to estimating the perceptual effects of packet loss.
IV. CONCLUSIONS AND FUTURE WORK
We presented a novel two-stage algorithm for assigning priority to video packets. The two-stage algorithm lends itself to application in different practical settings such as at a router or at a video server. Also, the proposed algorithm was tested using an I-B-P GOP but it works equally well for other GOP structures due to its GOP-structure independence. Further, the algorithm can be easily extended to handle multiple packet losses since TFBM accounts for temporal impairments. As future work, we plan to improve the computational efficiency of the second stage of the algorithm so as to extend its utility to real-time applications. We plan to consider other perceptually motivated features and work with the H.265 codec. 
