INTRODUCTION
In asteroid science, the most commonly used thermophysical models are those 140 produced by Johan Lagerros (Lagerros 1998), Marco Delbo' (Delbo' 2004) , and Michael 141 Müller (Müller 2007). All three models can represent an asteroid as an irregularly-shaped 142 object split into a number of discrete surface elements (typically a few thousand), include 143 shadowing and 1D heat conduction, and include mutual radiative-heat exchange within 144 spherical-section craters. The way this is implemented differs slightly between the models. 145 None of the models include temperature-dependent surface properties, multiple surface 146 layers, or mutual radiative-heat exchange between interfacing global shape elements. Delbo's 147 model can be seen as an update of the Spencer model to irregularly-shaped asteroids where 148 spherical-section craters are split into a number of finite elements (typically ~40) and 1D heat 149 conduction solved for each crater element. As 1D heat conduction has to be solved for each 150 global shape and crater element the model has a relatively long run time. Also the low 151 number of crater elements could cause inaccuracies in the emitted flux at high emission 152 angles relative to the surface normal. Lagerros's model solves 1D heat conduction only for 153 the global shape elements, and then determines the surface temperature distribution inside the 154 craters analytically assuming no heat conduction. The thermal flux emitted from the crater is 155 corrected by a ratio calculated by comparing the thermal flux from the global shape model 156 element when it has non-zero heat conduction to zero heat conduction. The advantages with developed only to investigate disc-integrated measurements. Relatively few were developed 165 to investigate directionally-and spatially-resolved measurements that are expected to be 166 gained from spacecraft. Other than the Apollo era lunar rough surface and the Comet 167 9P/Tempel 1 models the few other models developed include those by Colwell & Jakosky 168 (2002) and Bandfield & Edwards (2008) . Colwell & Jakosky considered spherical-section 169 craters whilst Bandfield & Edwards considered a Gaussian distribution of surface slopes. 170 These models were applied to spacecraft spatially-resolved thermal-infrared observations of 171 specific regions on the lunar and martian surfaces respectively, and determined surface slopes 172 that appeared consistent with the surface morphology seen in optical images of the same and illumination and observation geometries will be useful in determining an appropriate 182 spacecraft mapping strategy that maximises the amount of information that can be obtained 183 about the surface. 184 We present here the implementation of a new model, called the Advanced 185 Thermophysical Model (ATPM), to investigate the directionally-resolved thermal-infrared 186 beaming effect. It is applicable to both spatially-resolved and disc-integrated measurements, 187 and overcomes some of the limitations associated with previous thermophysical models. The 188 model is initially verified by reproducing the directionally-resolved thermal-infrared 189 observations of the lunar surface, and the inferred degree of roughness is then compared with 190 that observed in images taken by the Apollo missions and by radar studies. The directional 191 characteristics of thermal-infrared beaming are then studied for a generic asteroid surface. 192 In order to study thermal-infrared beaming in a directionally-resolved sense the parameterise. Both types of facet (shape and roughness) are considered large enough so that 209 lateral heat conduction can be neglected and only 1D heat conduction perpendicular and into 210 the surface can be considered. Therefore, for every shape and roughness facet a 1D heat 211 conduction equation is solved throughout a specified number of planetary rotations with a 212 surface boundary condition. The surface boundary condition includes direct and multiple-213 scattered solar radiation, shadowing, and re-absorbed thermal radiation from interfacing 214 facets. The degree of surface roughness for the planetary body is specified by a roughness 215 fraction, f R , that dictates the fraction of the planetary body surface represented by the rough-216 surface shape model. The remaining fraction, (1 -f R ), is represented by a smooth and flat 217 surface. Finally, the observed thermal emission is determined by applying and summing the 218 Planck function over every visible shape and roughness facet. 219 220
Thermal Physics

222
To determine the temperature T for each facet the energy balance equation has to be solved.
223
For each facet, conservation of energy leads to the surface boundary condition
where ε is the emissivity, σ is the Stefan Boltzmann constant, A B is the Bond albedo, S(t) 226 indicates whether the facet is shadowed at time t, k is the thermal conductivity, and x is the 227 depth below the planetary surface. Ψ(t) is a function that returns the cosine of the Sun 228 illumination angle at a time t, which depends on the facet and rotation pole orientations, and 229 it changes periodically as the planetary body rotates. F SUN is the integrated solar flux at the 230 distance of the object, which is given by (1367 / r H 2 ) W m -2 where r H is the heliocentric 231 distance of the planetary body in AU. Interfacing facets on an irregular planetary surface will 232 receive an additional flux contribution from multiple-scattered sunlight and absorption of 233 thermal emission from neighbouring facets. F SCAT and F RAD are then the total scattered and 234 thermal-radiated fluxes incident on the facet respectively where A TH is the albedo of the 235 surface at thermal-infrared wavelengths.
236
Heat conduction in the absence of an internal heat source can be described by the 1-D 237 heat conduction (diffusion) equation
where k, C, and ρ are the thermal conductivity, specific heat capacity, and density of the 240 surface material which for simplicity have been assumed to be constant with depth and 241 temperature. Following the approach outlined by Wesselink (1948) , if Ψ(t) is considered to 242 have a harmonic variation then it would produce a harmonic variation in surface temperature 243 and also in internal temperature but with decreasing amplitude with depth such that it can be 244 represented by
where P ROT is the rotation period of the planetary body, and l 2π is the thermal skin depth at 247 which the phase lag of the internal temperature variation is 2π and the amplitude of internal 248 temperature variations has decreased by a factor e -2π and is given by
This implies that equations (1) and (2) can be normalised using the new depth and time 251 variables z and τ given by
where Γ is the surface thermal inertia and is given by
Since the amplitude of internal temperature variations decreases exponentially with depth it 259 implies an internal boundary condition given by
261
A finite difference numerical technique is used to solve the problem defined by equations 6, 262 7, and 9. If T i,j is the temperature at depth z = i.δz and rotation phase τ = j.δτ (for i = 1 to n 263 depth steps and j = 1 to m time steps) then equation 7 becomes the following after rearranging
(10)
266
However, this does not allow determination of T 0,j+1 or T n,j+1 which require exploiting the 267 boundary conditions 6 and 9. In terms of difference equations the internal boundary condition
To transform the surface boundary condition into difference equation terms the following 271 substitution is made
(12)
273
The surface boundary condition now contains a derivative with respect to z and the surface 274 temperature itself. This can be solved using an iterative technique such as Newton-Raphson 275 i.e. if T R is an approximate solution of f(T R ) = 0 then a closer approximation is given by Generally, for an illuminated facet S(τ) = 0 and for a shadowed facet S(τ) = 1.
296
However, depending on the resolution of the shape models used the shadow tests described 297 above can become inaccurate in certain situations. For example, the shadow cast by one facet 298 could fall on half the area of another facet but due to the binary nature of the shadow tests 299 described above the facet which is half shadowed will either be determined to be fully 300 shadowed or not shadowed at all. To ensure shadowing accuracy, the highest resolution shape 301 models should be used to minimise this effect. However, the topography models used to where v i,j indicates whether there is line-of-sight visibility between the two facets, θ i is facet 319 i's emission angle, θ j is facets j's incidence angle, d i,j is the distance separating facet i and j, 320 and finally a j is the surface area of facet j. The inter-facet visibility is again determined by the 321 shadowing tests described above, and the results can be saved to a lookup table.
322
The viewfactor given by equation 15 is an approximation since it applies to large 323 separation distances relative to the facet area. It can become very inaccurate when the relative 324 separation distances are very small and can even produce a viewfactor greater than 1 which 325 will obviously not conserve energy. A simple method to calculate the viewfactor between any 326 two facets that fail the approximation criteria is to split them up into a number of equal-area 327 subfacets (in the same manner as for partial shadowing above), MM, and determine the 328 viewfactors associated with each subfacet combination. The effective overall viewfactor in 329 this case is given by
where a iv is the area of subfacet iv which is part of facet i, and f iv,ju is the viewfactor from 332 subfacet iv to subfacet ju as calculated by equation 15.
333
If only single scattering of sunlight is considered then the scattered sunlight flux 334 contribution for facet i, F SCAT (τ), is 336 where S j (τ) indicates whether facet j is shadowed at time τ, and Ψ j (τ) gives the cosine of the 337 Sun illumination angle for facet j at time τ. Single scattering is a good approximation for low 338 Bond albedos, although for high Bond albedos where multiple scattering occurs more easily it 339 is less so. The scattered flux leaving facet i, G i (τ), can be written as
which can be efficiently solved using the Gauss-Seidel iteration
343
After a suitable number of iterations the multiple scattered flux incident on a facet is then
345
For quick convergence to a solution the Gauss-Seidel iteration requires a suitable starting 346 point close to the solution. In this case the single scattered derived fluxes can be used.
347
Every facet will receive thermal flux from visible interfacing facets with non-zero 348 temperatures. The total incident thermal flux contribution for facet i, F RAD (τ), is then a 349 summation over all visible facets 
Thermal Emission Spectra
357
When the temperature T i (τ) at time τ for a facet is known, the intensity of radiation it emits 358 I λ,i (τ) at a desired wavelength λ is given by the Planck function
where h is the Planck constant, c is the speed of light, and k is Boltzmann's constant. The 361 spectral flux seen by an observer F λ,i (τ) from facet i assuming Lambertian emission is then
where a i is the area of the facet, d i is the distance to the observer, and θ i is the observation 364 angle measured away from the surface normal. However, the flux seen by an observer is a 365 sum of fluxes from all shape and roughness facets visible within their field of view, and is 366 given by
where v i (τ) and v ij (τ) indicates whether the shape or roughness facet is visible respectively, 369 and f R denotes the fraction of the surface represented by the rough-surface shape model (for i 370 = 1 to N shape facets and j = 1 to M roughness facets). The facet visibility can be determined 371 using the exact same method for shadowing (including the method for partial shadowing).
372
The ACF term is an area conversion factor since the roughness topography model may not 373 necessarily have the same spatial units as the global shape model (see Appendix A).
375
Model Implementation
377
In order to determine the illumination and observation geometries for accurate calculation of 378 the incident and thermal-emission fluxes, a set of five related coordinate systems were 379 specified. These are the heliocentric ecliptic, planetcentric ecliptic, planetcentric equatorial, 380 and co-rotating planetcentric equatorial coordinate systems for specifying the global shape 381 and orientation of a planetary body in space, and the surface-roughness coordinate system for 382 specifying the unresolved surface topography. These coordinate systems and their relations 383 are described in more detail in Appendix A. In each coordinate system the geometry of each 384 triangular facet can be determined using its three vertices. In particular, the facet normal, n, 385 can be found by
where p 0 , p 1 , and p 2 are position vectors of the facet's three vertices which have been defined 388 in an anti-clockwise sense so that the facet's normal points outwards from the closed surface.
389
The area of the facet, a, can be found by which becomes ~10 -6 for two thermal skin depths. For comparison purposes, previous 402 thermophysical models tend to refer to the thermal skin depth as the depth at which diurnal 403 temperature variations have decreased by a factor e -1 , l 1 , given by and 60 depth steps going down to a maximum depth of 2 thermal skin depths, which gives 411 sufficient resolution, maintains accuracy at maximum depth, and easily avoids the limitation.
412
In order for the model to execute, it requires initialisation and it also needs to know 413 when to stop. For rapid convergence to a solution, the initial temperature distribution must be 414 chosen so that T at large depths is close to the final solution, since it will take a long time for 415 the surface changes to propagate to the centre. As a simple starting point, zero heat 416 conduction is assumed and reabsorbed thermal radiation neglected so that the mean surface 417 temperature, <T z=0 > 1 , across a whole rotation period can be calculated by
where F SCAT has been calculated by the Gauss-Seidel iteration given above to an accuracy 420 goal of 0.001 W m -2 . However, if there are interfacing facets then a better initial temperature 421 distribution, <T z=0 > 2 , can be obtained by including reabsorbed thermal radiation
where the F RAD <T z=0 > 1 component is based on the mean surface temperature obtained by the 424 first initialisation step. The initial temperature at all depths is then set equal to the mean 425 surface temperature.
426
Knowing when to stop can be a bit more tricky as the model needs to execute quickly 427 but must also maintain accuracy. As the model comes closer to a solution after each 428 revolution the difference in surface temperature between consecutive revolutions decreases. 429 Therefore, a simple and easy way to know when to stop the model is when the surface 430 temperature difference between consecutive revolutions becomes less than a certain accuracy
where T(τ) and T(τ-1) are the surface temperature distributions for the model's current and 434 previous revolutions respectively. The result of the Newton-Raphson technique for solving 435 the surface boundary condition must have sufficient accuracy so that the above convergence 436 criteria can be applied. To ensure this, the convergence requirement for the Newton-Raphson 437 iteration is when the temperature difference between consecutive iterations becomes less than 438 one tenth of T ACC inertias then a T ACC of 0.025 K is required, which also requires more model iterations to 455 converge and therefore a longer model run time. To minimise the run time it is possible for 456 the model to iterate only on shape and roughness facets that hadn't converged in previous 457 iterations. 458 The model code was written in Microsoft Visual Studio 2008 Professional Edition in 459 C++ to take advantage of object orientated programming, and 64bit and parallel computing.
460
The model comprises several programs that each have a specific task in the thermal 461 modelling process and output an appropriate lookup Depending on the spatial scale at which you observe a planetary surface you may see craters 469 and depressions, hills and mountains, rocks and boulders, pebbles and stones, powders, visibility tests and provides a good benchmark for the lower resolution models that would be 489 using them. Figure 3 displays wireframe renderings of these rough surfaces and Table 1 lists where T L is calculated by
531
Unfortunately the data points on these graphs have no associated error bars and so the 532 measurement uncertainties are unknown. found to be highly temperature-dependent suggesting that 70% of the heat exchange between 550 regolith grains is radiative rather than conductive. The thermal properties of returned soil 551 samples studied in the laboratory were also found to be highly temperature-dependent with 
The roughness fractions at which these χ 2 values were minimised indicate lunar surface 595 roughness and give a corresponding RMS slope. 596 597
Lunar Model Results
599
Figures 4 and 5 display the model fits to the data using the medium-resolution 90º crater and 600 indicate that a very good fit can be obtained. Table 3 summarises the minimum χ 2 values and 601 the corresponding RMS slope for each roughness representation for the two sets of 602 observations. Each RMS slope angle has associated uncertainty limits which indicate the 603 RMS slope angles where the χ 2 value is 10% greater than its minimum. Other than a 604 completely smooth and flat surface the worst-fitting rough surface is the 30º crater, even at 605 100% coverage. It is simply not rough enough and it can only indicate that a roughness 606 greater than 20.9º of RMS slope is required. The next worst-fitting rough surface is the low-607 resolution Gaussian random height surface, presumably due to its very low number of shape 608 facets (i.e. 200). In the middle of the χ 2 value range are the 45º crater and the high-resolution 609 Gaussian random height surface, although their corresponding RMS slopes differ by ~11º.
610
The rough surfaces that have the lowest χ 2 values include the 60º crater and the 90º 611 craters of different resolutions with the 90º craters producing slightly lower values than the 612 60º crater. In this case, the corresponding RMS slopes differ by 2º to 5º but are overlapped by Averaging the RMS slope results from the different roughness representations give 634 the derived RMS slopes as 31.5 ± 1.5 and 33.0 ± 1.1 degrees for the two sets of observations.
635
These values are consistent with lunar RMS slopes derived by previous thermal models (see 636   Table 4 ). However, these previous thermal models only performed a fit to one sub-set of the 637 Saari, Shorthill & Winter (1972) data whilst the ATPM presented here is fitted to every sub-638 set simultaneously. (Lumme, Karttunen & Irvine 1985) . He noted that his derived RMS slope of 39º was similar 648 to but greater than the photographically observed roughness of 22 ± 14 degrees RMS slope at 649 3 mm spatial scales. The results derived in this work are more consistent with this 650 measurement but are still slightly greater. However, it is important to consider the spatial 651 scales that are relevant to the observed fluxes.
652
The range of spatial scales to which the lunar thermal-infrared beaming effect is 653 sensitive start from the thermal skin depth and end at the spatial resolution of the 654 observations. Considering that the thermal inertia assumed in the best fit model was 50 J m -2 655 K -1 s -1/2 and that the thermal conductivity measured in-situ was ~1 x10 -3 W m -1 K -1 , gives the surface roughness in RMS slope at these regions to be 8.1º ± 2.4º and 12.5º ± 2.0º 667 respectively. This measured degree of surface roughness is much smaller than that implied by 668 the various different thermal models. However, since the close-up images had a footprint of 669 72 x 82.8 mm the surface roughness analysis was limited to decimetre scales and therefore 670 neglects the roughness statistics at larger scales.
671
The laser altimeter (LOLA) on the Lunar Reconnaissance Orbiter has recently studied 672 lunar surface roughness at ~1 to 5 m and >50 m scales (Smith et al. 2010) . Unfortunately, no 673 data currently exists on lunar surface roughness statistics at ~10 cm to 1 m and ~5 to 50 m 674 scales. If such data did exist then an estimate of lunar surface roughness at 1 cm scales over 675 an 18 km baseline can be obtained by combining the RMS slopes from these studies in 676 quadrature.
677
Fortunately, lunar surface roughness has also been studied by circular polarised radar 678 observations (Ostro 1993). The derivation of surface roughness from radar data is similar to 679 the thermal infrared beaming method, i.e. it is sensitive to all spatial scales ranging from the 680 observation wavelength to the spot size of the sub-radar point. From lunar radar observations 681 it is estimated that the RMS slope at 1 cm spatial scales is ~33º, which is in precise agreement 682 with that inferred in this work from the lunar thermal-infrared beaming effect. Now that the model has been verified by recreating lunar thermal-infrared observations and 689 that the derived surface roughness appears to be consistent with existing lunar radar data, the 690 model is applied to investigate the directional characteristics of asteroid thermal emission. In 691 the following sections the geometrical, wavelength, thermal inertia, and Bond albedo 692 dependencies as a function of observation angle are studied by taking the ratio of rough 693 surface thermal emission to that of a smooth flat surface. This is a huge parameter space to 694 study in detail and so when a specific parameter is studied the other parameters are held 695 constant. To determine the geometrical dependence four illumination geometries are 696 considered: at asteroid midday and midnight (θ SUN = 0º and 180º), and near asteroid sunrise 697 and sunset (θ SUN = ±70º). Finally, the surface power input and output is studied in the 698 presence of surface roughness.
699
For the investigation a spherical asteroid with a pole orientation perpendicular to its 700 orbital plane and a 6 hour rotation period is assumed to be placed at 1 AU from the Sun. The 701 medium-resolution 90º crater with 50% coverage (i.e. 35º RMS slope) is used to represent 702 unresolved surface roughness for a shape facet placed on the asteroid equator. Table 5 703 summarises the surface properties used for the investigations. Figure 7 shows the effective Bond albedo and the corresponding sunlight absorptivity 714 increase (i.e. increase in power input) for a 90º crater as a function of Bond albedo.
715
Also, re-absorption of emitted thermal radiation between interfacing facets causes the 716 rough surface to heat up and cool down at different rates to those of a smooth flat surface and 717 therefore affects its overall power output. Figure 8 shows the power output for a smooth flat 718 surface and a 90º crater as a function of rotation phase and thermal inertia. Figure 6e is also beamed significantly meaning that the overall emitted photon recoil force is 726 generally not perpendicular to the surface. This has implications for predicting the Yarkovsky 727 and YORP effects acting on an asteroid, as all previous models have assumed that the photon 728 recoil force is perpendicular to the surface. The high sensitivity at short wavelengths is 729 dictated by the shift of the steep part of the Planck curve (before the emission peak) towards 730 shorter wavelengths with temperature. The addition of surface roughness causes facets with 731 higher temperatures to become visible to the observer allowing the steep part of the Planck 732 curve to easily shift. It is less sensitive at longer wavelengths because the Planck curve is 733 relatively shallow after the emission peak which shifts less with changes in temperature.
734 Figure 6c indicates that the beaming effect is thermal inertia dependent with the 735 lowest thermal inertias being beamed the most and the highest thermal inertias being beamed 736 the least. Increasing asymmetry is also observed between the amount of beaming displayed 737 between the morning and afternoon sides of an asteroid with increasing thermal inertia. In the 738 presence of non-zero thermal inertia the morning-side beaming effect is generally higher than 739 the afternoon-side beaming effect.
740 Figure 6d indicates that there is a slight Bond albedo dependence of the beaming 741 effect which causes the effect to increase with increasing Bond albedo. This is likely to be adds further evidence that thermal-infrared beaming is caused by macroscopic roughness 763 rather than microscopic roughness.
764
On the night side of the asteroid the parameter investigations show that the observed 765 thermal emission is enhanced but is not strongly directionally dependent. This suggests that 766 in this case, the mutual selfheating between interfacing facets is more important than viewing 767 them from any particular orientation. Re-absorption of emitted thermal radiation allows the 768 roughness facets to stay hotter for longer because they cool down more slowly. Hot spots on wavelengths and made at a number of different phase angles.
812
It was also found that thermal-infrared beaming is predominantly caused by 813 macroscopic rather than microscopic roughness. to be applied to any calculation that involves area (e.g. determining the observed surface 935 thermal emission). The area conversion factor ACF is given by
where a is the surface area of the shape facet, and a i is the area and n z,i is the z S axis 938 component of the unit normal of roughness facet i (for i = 1 to M roughness facets).
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