In this paper, we propose a novel mechanism for spectrum sensing that leads us to exploit the spatio-temporal correlation present in the received signal at a multi-antenna receiver. For the proposed mechanism, we formulate the spectrum sensing scheme by adopting the generalized likelihood ratio test (GLRT). However, the GLRT degenerates in the case of limited sample support. To circumvent this problem, several extensions are proposed that bring robustness to the GLRT in the case of high dimensionality and small sample size. In order to achieve these sample-efficient detection schemes, we modify the GLRT-based detector by exploiting the covariance structure and factoring the large spatio-temporal covariance matrix into spatial and temporal covariance matrices. The performance of the proposed detectors is evaluated by means of numerical simulations, showing important advantages over existing detectors.
Introduction
For a cognitive radio system, which opportunistically accesses the wireless channel, spectrum sensing becomes a crucial task for detecting the presence of primary user transmissions [1] . Recently, sensors with multiple antennas have become an integral part of many cognitive receivers [2, 3] , thus giving us the chance to consider multi-antenna techniques to improve the performance of spectrum sensing. Multiple antennas can offer spatial diversity and improve the spectrum sensing performance [4, 5] . Intuitively, the presence of any primary signal should result in some spatial correlation in the observations received at the multi-antenna receivers [5] and thus, exploiting this correlation improves the primary user detection performance. In addition to being spatially correlated, the received signal samples are usually correlated (wide-sense stationary) in time due to presence of a temporal dispersive channel, oversampling of the received signals or just because the originally transmitted signals are correlated in time *Correspondence: engsat@gmail.com 1 SPCOMNAV, Universitat Autònoma de Barcelona, 08193 Bellaterra, Barcelona, Spain 2 Electrical Engineering, University of Engineering and Technology, Peshawar, 25000 Peshawar, Pakistan Full list of author information is available at the end of the article [5, 6] . This spatio-temporal correlation is a feature that can be used for detection purposes, since the remaining (i.e. undesired) noise processes at different antennas can be safely assumed statistically independent, both in time and space.
Spectrum sensing methods that only exploit the spatial structure of the received signal covariance matrix have been of great interest in the recent years [5] . The majority of these schemes are based on multivariate statistical inference theory [7, 8] , and interested readers can find comprehensive details in ( [8] , Ch. 9-10), which discusses multivariate detectors for testing the independence of random observations with the help of the generalized likelihood ratio test (GLRT). These GLRT-based detectors typically end up in a simple quotient between the determinant of the sample covariance matrix and the determinant of its diagonal version, and these tests have been widely applied to the detection of signals especially in the context of cognitive radios [2, 9] .
Through careful study of various existing spectrum sensing techniques, one can conclude that the signal's temporal correlation is not fully exploited in most of these techniques. In fact, in most of them, temporal correlation is ignored or considered as a deleterious effect. In the very few works that exploit the temporal correlation, they usually assume some prior knowledge about it [10] [11] [12] [13] [14] . http://asp.eurasipjournals.com/content/2014/1/160
One of the reasons for ignoring or only partially exploiting temporal correlation is that it often makes it difficult to achieve tractable solutions. However, the exploitation of temporal correlation jointly with spatial correlation can provide us extra side information to enhance the detection performance. Hence, it will be interesting to find ways to devise detection mechanisms that exploit temporal correlation with tractable solutions. Taking this into account, the main focus of this work is to develop a multiantenna detector that robustly exploits spatio-temporal correlation. In order to do so, we propose a signal model that leads us to tractable detection schemes while exploiting the temporal correlation jointly with spatial correlation.
In order to achieve the proposed goal, we start with our earlier work in [15] , where we derived the GLRT. This detector basically tests whether the covariance matrix is block diagonal or not. To make the discussion and notation simple, for our case, we call this GLRT scheme the spatio-temporal GLRT (ST-GLRT). Compared to the traditional spatial covariance-based GLRT, the ST-GLRT provides some improved performance. The reason for this is that the ST-GLRT scheme exploits temporal correlation as an additional feature on top of spatial correlation and energy. However, since any GLRT involves the estimation of unknown parameters (e.g., covariance matrix), its performance depends on the sample size and the dimensionality of the signal model. In practice, the GLRT is used based on the assumption that the sample size is large compared to the model dimension. When this is not the case, the performance of the GLRT degenerates because the sample covariance matrix becomes singular, and the whole problem becomes ill-conditioned [16, 17] . In the case of the ST-GLRT, we have to deal with both the spatial and temporal dimensions, and hence, the overall data dimension is even larger. Thus, the ST-GLRT has some further limitations when the detection process requires a quick decision, as it is in the case of the detection of primary signals in cognitive radio. Hence, although for the large sample support, the ST-GLRT can certainly achieve an improved detection performance; for small sample support, it has some limitations that deserve a detailed study.
In order to reduce the demand for large sample support and bring robustness to the ST-GLRT, one may assume existence of some underlying structure based on the spatial and temporal components of the covariance matrix. In our earlier work [15, 18] , by assuming wide sense stationary (WSS), we exploited the Toeplitz structure of the covariance matrix. Doing so, we proposed an approximated GLRT in the frequency domain that leads to robustness against the small sample support. Contrary to that work, in the present one, we rather focus on exploiting the covariance structures without the GLRT approximation in the frequency domain. In particular, we approximate the block-Toeplitz structure of a multivariate WSS process as persymmetric. Doing so, we will take advantage of the result in [19] which states that by exploiting the persymmetric structure, the number of independent vector measurements required for the covariance matrix estimator can be decreased by up to a factor of two. This will certainly bring down the demand for high sample support required for the ST-GLRT to not degenerate and provide robustness against the repercussions of small sample support and large dimensional data.
Moving one step forward, we also approximate the block-Toeplitz structure of the spatio-temporal correlated multi-antenna measurements with a Kronecker product structure [20, 21] . Recently, exploitation of the Kronecker structure in covariance matrices has received a lot of interest in statistics [22, 23] . Moreover, the maximum likelihood (ML) method for estimating the covariance matrix based on the Kronecker product has been previously discussed in [22, 23] . Similarly, in the cases where the correlation structure is not separable through the Kronecker product, [24] discusses some insightful details about the nearest Kronecker product approximations. In this paper, we use the Kronecker structure to reformulate the ST-GLRT by taking advantage of the inherent spatio-temporal structure of the received observations. In order to do so, we adopt and extend our earlier work [25] by using the Kronecker product to efficiently exploit the space-time correlation in a multi-antenna spectrum sensing scheme. In addition to the Kronecker productbased factorization, we also exploit the fact that the factored matrices could have additional persymmetric structure [21] . Therefore, by exploiting the Kronecker product structure jointly with the persymmetric structure, the performance of the proposed detection scheme can further be improved in terms of the required number of sample to estimate the covariance matrix (i.e. the detector efficiency).
To compare the proposed methods with traditional techniques, numerical simulations are conducted. These results illustrate that the proposed detection schemes indeed outperform the traditional approaches, especially in the case of small sample support.
The remainder of the paper is organized as follows. Section 2 introduces the proposed methodology and the signal model. In Section 3, we solve the problem by using the traditional GLRT formulations. The proposed detection schemes are derived in Sections 4 and 5. Numerical results are provided in Section 6. The conclusion is finally drawn in Section 7.
Proposed methodology and signal model
Herein, we address the problem of detecting the presence of a primary user by a single cognitive radio that http://asp.eurasipjournals.com/content/2014/1/160 is equipped with L antennas as shown in Figure 1 . We assume no prior knowledge about the primary transmission or the noise processes except that the noise is spatiotemporally independent. We focus on a practical scenario where due to the presence of a primary user (PU) signal, the received signals at the L antennas are correlated in space as well as time. The spatial correlation is due to the proximity between the receiving antennas and the temporal correlation is due to the presence of a temporal dispersive channel, oversampling of the received signal or the time correlation of the transmitted signal [6] . In this work, we consider the temporal correlation to be WSS. Hence, consecutive received samples of the (L × 1) vector x (n), n = 1, . . . , N T at L antennas of a user are temporally correlated, where
T and N T is the total number of received vector samples. Exploiting the temporal correlation, jointly with spatial correlation, can provide us extra information to enhance the detection performance. In order to devise detection mechanisms that exploit temporal correlation with tractable solutions, the proposed technique can be described as follows:
1. We split the received block of N T vectors x (n) into M sub-blocks where each block contains N samples of vector x (n), as shown in Figure 2 . 2. We assume that the consecutive vector-valued samples within each sub-block are temporally correlated with N × N temporal correlation matrix C t . 3. Independence is assumed between consecutive sub-blocks.
It is clear that the proposed approach does not exploit the correlation among different sub-blocks. However, as it will become clear in the following sections, exploiting such correlation would result in an ill-posed problem. This would make it intractable to derive the ML estimators of the covariance matrices, required for the generalized likelihood ratio test (GLRT). The proposed mechanism could also be motivated from the concept of correlated block-fading channel, which presents correlation in each N-samples block, but independence between consecutive blocks [6, 26] .
In order to proceed, we need the distribution of {x (n)} N T n=1 , and we assume it to be zero-mean complex Gaussian a . This assumption is particularly reasonable if the primary network employs orthogonal frequency division multiplexing (OFDM) as modulation format [15, 18] . Similarly, we also assume that the SU collects N T consecutive samples of vector x (n). Based on the proposed three step approach discussed above, the received N T vector samples are divided into M blocks and each block consists of N vector samples, such that MN = N T . The m-th block is defined as:
where the i-th row, 
where the sub-block covariance
. Thus, the hypothesis testing problem becomes
Now, considering that the noise powers at the L antennas of the user are different and spatially and temporally uncorrelated noise, the covariance matrix under noiseonly hypothesis is 0 = A,0 ⊗ I N , where
and
. . , L is noise power at i-th antenna of the array.
GLRT based on spatio-temporal correlation
In this section, by adopting the GLRT formulation, we review a spectrum sensing scheme that exploits both the spatial and temporal correlation without exploiting any a-priori structure. This will be done just to provide a reference benchmark to compare the proposed detectors in Sections 4.2 and 5. Since, the parameters { 0 , } are unknown, we need to adopt the GLRT approach and the test statistic of the ST-GLRT can be formulated as:
where f z (Z, 0 ) and f z (Z; ) are the likelihood functions under hypothesis H 0 and H 1 , respectively. We assume that we have M independent blocks of the data X, or equivalently vector z,
To solve the GLRT (5), we have to derive the ML estimators of the parameters for each of the hypotheses. Note that under weak conditions, the ML estimator is asymptotically an unbiased and efficient estimator [27] . The expression for the likelihood function f z (Z; ) under hypothesis H 1 can then be written as:
. (6) Taking into account that has no further structure beyond being positive semi-definite, it is easy to prove [7] that its ML estimate is given by the sample covariance
Under the alternative hypothesis, the expression for f z (Z, 0 ), ignoring constant factors, is
Now, taking into account the Kronecker structure of the covariance matrix, (7) may be rewritten as [25] :
where Figure 2 , and the ML estimate of the covariance matrix A,0 [7] and thusˆ 0 =ˆ A,0 ⊗ I N . To solve (5), we have to replace 0 and byˆ 0 andˆ , respectively. Therefore, the final expression of the ST-GLRT becomes:
Note that the detection scheme in (9) assumes no structure for the covariance matrix, except that the covariance matrix is Hermitian and non-singular.
Before concluding the discussion in this section, as a reference, we present the GLRT that only exploits the spatial correlation, ignoring the temporal correlation. Assuming that the vector samples x (n) , n = 1, . . . , N T are temporally uncorrelated, the GLRT scheme can be formulated as:
where f x X T ; A,0 and f x X T ; A,1 are the likelihood functions, and A,0 and A,1 represent the covariance matrices under hypothesis H 0 and H 1 , respectively. http://asp.eurasipjournals.com/content/2014/1/160
Solving (10), the final expression of the detector that does not exploit the temporal structure is
where
is a sample covariance matrix. Under the hypothesis H 0 , as we have previously shown, the covariance matrix may be estimated as: A,0 = diag A,1 [7] . The detector (11) only exploits the energy and the spatial correlation across the L antennas of the receiver and it wrongly assumes independence in time the information provided by the temporal correlation. Compared to (11) , the ST-GLRT (9) provides improved detection performance since it uses temporal correlation as an additional source of information. However, in the case when M < NL, the ST-GLRT may completely collapse due to the ill-conditioned sample covariance matrix [17] . In order to circumvent this limitation, in the following sections, we propose some modifications in the ST-GLRT by exploiting the presence of some inherent structures in the space-time correlation.
Exploiting persymmetric structure
In order to solve the detection problem (3) with unknown covariance matrices, a critical requirement for the detectors based on the GLRT is that the sample covariance matrices must be non-singular [23] . To this end, we have to make sure that the number of available observations given by M, is not smaller than LN (i.e. M ≥ LN). However, in quick spectrum sensing, a number of samples greater than LN is a requirement difficult to fulfill in practice [28] . Hence, the motivation of the remaining discussion is to bring robustness against this small sample support. Note that in (9) we assume no prior knowledge about the spatio-temporal structure of the covariance matrix except that it is positive definite. One way to achieve the robustness against the small sample support is to look for possible a-priori known patterns/structures in the large spatio-temporal covariance matrix.
Persymmetric structure
In this section, we use the fact that the spatio-temporal covariance matrix has a persymmetric structure. From [15, 18] , we know that the multivariate WSS time series has a block-Toeplitz covariance matrix. We remark here that Toeplitz structured matrices belong to a subclass of the persymmetric matrices [19, 21, 29] . Furthermore, considering structured antenna array configurations (i.e., uniform linear arrays) at the SU, the spatio-temporal covariance matrix can be modelled as persymmetricblock-Toeplitz, as shown in [30] . Therefore, we propose to approximate the spatio-temporal covariance matrix , which is block-Toeplitz, as a persymmetric matrix. Obviously, this approximation results in a suboptimal detection scheme, but it is well known that it does not exist in closed-form ML estimators for Toeplitz matrices. Moreover, it provides better detection performance than the unconstrained ML estimate, particularly, in the case of small sample support. Persymmetric covariance matrices fulfill [31] 
where the LN × LN counter-identity matrix J LN is
also known as exchange matrix [19] . Based on these ideas, in Section 4.2, we present a modified GLRT that exploits the persymmetric property of the block-Toeplitz covariance matrix.
Persymmetric GLRT (P-GLRT)
The difference in the formulation of the GLRT that exploits the persymmetry comes due to the constraint (12) . Therefore, the formulation of the GLRT based on the persymmetric covariance matrix can be represented as:
Comparing (14) to (5), we can see that the difference lies only in the denominator. In order to exploit the persymmetry of , we need to use the forwardbackward (FB) log likelihood [32] , which is a combination of the forward-looking and the backward-looking loglikelihood functions. The forward-looking log-likelihood log f z (Z; ) can be written as:
where we have ignored constant terms that do not depend on data. Similarly, using the constraint = J LN T J LN , the backward-looking log-likelihood log f Adding (15) and (16), it gives us the forward-backward log likelihood as:
PS , (17) http://asp.eurasipjournals.com/content/2014/1/160
The covariance matrix estimator (18) is called forwardbackward sample covariance matrix, which is the ML estimator of the persymmetric covariance matrix [32] . An exact theory indicating the performance of the estimator as a function of number of independent vector z(m), m = 1, 2, . . . , M, is not available. However, a qualitative discussion reported in [19, 29] shows that the required number of samples decreases by approximately a factor of two. Similarly, it is reported in [33] thatˆ PS has consistently lower variance than the variance ofˆ . Finally, solving (14) and using (18) , the GLRT becomes
whereˆ 0 =ˆ A,0 ⊗ I N as before. Compared to the detection scheme in (9), the new one in (19) offers improved performance at small sample support, as the number of independent vector measurements required for the covariance matrix estimator decreases by up to a factor of two [19] . Motivated by these facts, in Section 5, we go one step further and exploit the properties of the Kronecker product to decompose the large covariance matrix into smaller ones, reducing considerably the number of unknown parameters.
GLRT based on Kronecker factorization
In Section 3, we presented the ST-GLRT approach for the detection problem in (3) and argued that it performs poorly for M < KN. In Section 4.1, we have (partially) exploited the temporal structure by imposing persymmetry on the covariance matrix. We have also discussed that the spatio-temporal covariance matrix has blockToeplitz (with Toeplitz blocks) structure. In [34, 35] , it is reported that the block-Toeplitz structure can be approximated by the Kronecker product of two matrices. Taking this into account, we therefore approximate the covariance matrix into a purely spatial and a purely temporal component as:
In (20), the matrix A captures the spatial correlation between the observations received at different antennas and matrix T captures the time correlation between N column vectors in X. Herein, we remark that the covariance structure in (20) makes the implicit assumption that the temporal correlation structure remains the same at all spatial locations. Similarly, the spatial correlation structure remains the same for the whole sub-block.
KR-GLRT
In this section, we consider the Kronecker product-based factorization and derive the GLRT that exploits this structure, which is given by
In order to solve (21), under hypothesis H 1 , we need to obtain the ML estimates of the unknown covariance matrices A and T . Under H 1 , the likelihood function f z (Z; A ⊗ T ), ignoring constant factors, can be written as:
To find the ML estimates of A and T , we need to take the derivative of log f X (x T ; A , T ), given by
with respect to A ( T ), keeping T ( A ) fixed. Equating the result of the derivative to zero and after simple mathematical operations, the estimators under H 1 can be written as:
Equations (25) and (26) suggest thatˆ T andˆ A can be obtained using an iterative method such as the Flip-Flop algorithm. The Flip-Flop algorithm maximizes log f x (X T ; A , T ) w.r.t. A , keeping the last available http://asp.eurasipjournals.com/content/2014/1/160 estimate of T fixed and vice versa. In [23] , numerical experiments show that the Flip-Flop algorithm performs very well and is much faster than a more general purpose optimization algorithm such as Newton-Raphson [23] . In [22] , it has been reported that for the case of large enough M, asymptotic efficiency of the ML approach can be achieved without iterating. Moreover, it is reported in [23, 36] 
Estimateˆ T from (25) withˆ
A from previous step.
The main advantage of the proposed GLRT (27) over the traditional is that under H 1 instead of 
PK-GLRT
In Section 4, we have assumed that the covariance matrix has a block-Toeplitz (with Toeplitz blocks) structure. Keeping this in mind, in this section, we assess the possible improvement in the detection performance of (27) by exploiting the fact that the factored matrices T and A have persymmetric structures. We show that it is possible to account for the persymmetric structure by a simple modification of the Flip-Flop algorithm. Hence, as we did in Section 4.1, the persymmetric structures are exploited by imposing the constraints [21] :
where J L and J N are the reversal matrices of dimensions (L × L) and (N × N) , respectively. The modified version of KR-GLRT (21) that we denoted as PK-GLRT can be written as:
We see that in the expression (30) , under hypothesis H 0 , the solution is the same as in (14) and (21) . The difference lies in the case of hypothesis H 1 , where we need to solve
As in Section 4.1, to obtain the ML estimate of a persymmetric covariance matrix, we need the forwardbackward (FB) log likelihood, which is the combination of the forward-looking and the backward-looking log likelihoods. In this case, the forward-looking log-likelihood function for estimating T can be written as:
Similarly, the backward-looking log likelihood is
where in (33) 
A X (m). Adding (32) and (33) gives us the Kronecker product-based forwardbackward log-likelihood log f BF z (Z; A ⊗ T ), required for estimating the persymmetric estimate of T . Following similar steps as in (32) and (33), we can find forward-http://asp.eurasipjournals.com/content/2014/1/160 and backward-looking log-likelihood functions for finding the persymmetric estimate of A . To find the ML estimates of the covariance matrices, in the first step, we fix A and find T that maximizes log f BF z (Z; A ⊗ T ). Taking into account these results, the estimator of the persymmetric T can be found as:
Similarly, by following the same process with fixed T , the estimator of the persymmetric A can be written as:
As it was in the case of expressions (25) and (26), both of the expressions (34) and (35) suggest thatˆ PS,T andˆ PS,A can be estimated using an iterative method such as the Flip-Flop algorithm, as shown in Algorithm 2. Using (34) and (35) , the final expression for the GLRT becomes
Compared to (27) , (36) provides better detection performance in the small sample support regime. It is because, finding the estimates of T and A , (34) and (35) require smaller M compared to (25) and (26) . In conclusion, by exploiting the underlying structure of the covariance matrix via the persymmetric ML estimates of the covariance matrices T and A , it further increases the robustness of (27) at small sample support.
Algorithm 2 Non-Iterative Flip-Flop (persymmetric)
• Choose a starting value forˆ 
Numerical results
In this section, we present numerical results to evaluate the performance of the proposed detection schemes, presented in the preceding sections. For the analysis to be conducted herein, we use the receiver operating characteristic (ROC) curve and the area under the ROC curve (AUC), which varies between 0.5 (poor performance) and 1 (good performance) [37] , as the performance measures. We also evaluate the performance by the probability of detection vs the signal-to-noise ratio for a fixed false alarm probability. For the evaluation, we performed the following two experiments:
Experiment no. 1: detection of a WSS signal at multiple antennas
In this experiment, we assume that the signal received at the multi-antenna receiver is a vector WSS Gaussian process corrupted by uncorrelated noise. In order to assess the detectors with this assumption, the SNRs (expected)
For a specified received signal power (equal at different antennas) andκ, we find P n , the mean noise power. Noise powers
Moreover, we assume L = 4 antennas and a separable spatio-temporal correlation. The spatial covariance matrix is generated as [ A ] i,j = 0.3 |i−j| , i, j = 1, . . . , L, and the temporal covariance matrix is generated as [ T ] i,j = 0.9 |i−j| , i, j = 1, . . . , N T . The remaining parameters for each experiment are described in the captions of the corresponding diagrams.
In the first experiment, we obtain the ROC curves using Matlab to compare the performance of the proposed schemes to that of the traditional schemes (GLRT that ignores temporal correlation TR (X T ), the energy detector Eng (X T )) and the ST-GLRT and its frequencydomain approximation for WSS series. In particular, the energy detector can be expressed as:
and the frequency-domain detector is given by (39) in Appendix A. It is to be noted that the energy detector assumes known noise power.
In this experiment, we plot ROC curves for two different cases. In the first case, we assume that the unknown noise powers at different antennas are perfectly estimated and there is no noise power uncertainty. The ROC plots are given in Figure 3 . In the second part of this experiment, shown in Figure 4 and shadowing parameters, we need to have a single and quantitative figure of merit. This metric is the area under the ROC curve (AUC), which varies between 0.5 (poor performance) and 1 (good performance). Hence, next, we use AUC curves to see effects of the sample support, noise power uncertainty, and shadowing parameters on the detection performance of the spectrum sensing schemes. We model the shadowing effect by using lognormal random variable as: p sh = p m 10 x σ /10 , where p m is the expected signal power at the receiver (equal for all antennas), p sh is the signal power after shadowing effect, and x σ is Gaussian random variable with 0 mean and standard deviation σ Sh . The log-normal shadow fading is often characterized by its dB spread, σ dB , which has the relationship σ Sh = 0.1σ dB log 10 [38] .
In Figure 5 , we plot the AUC curves to analyze the effects of sample size in the presence of shadowing, with and without the effects of noise power uncertainty. In this figure, the curves with dashed lines represent the case where both shadowing and noise power uncertainty with α nu = 1.5. On the other hand, the curves with solid lines show the case with no noise power uncertainty (i.e. α nu = 1). From these plots, it can be concluded that the proposed schemes KR (2N − 1) parameters to estimate. In order to confirm this, in Figure 6 , we plot the normalized minimum square error (MSE) of the estimator of the covariance matrix under hypothesis H 1 , expressed as:
where is the true spatio-temporal covariance matrix, j is the estimated covariance for each estimator in the Monte Carlo simulation j, . In Figure 7 , we show the AUC plots to analyze the effect of shadowing (i.e. σ dB ) both in the presence and absence of noise uncertainty, α nu = 1.5 and α nu = 1, respectively. It is clear from these results that the effects of shadowing are very small on the performance of the detection schemes. However, we can see that by incrementing σ dB , a slight improvement occurs in the performance of the detection schemes TR (Z), ST (Z), and PS (Z). The most obvious reason for this interesting outcome can be the heavy-tailed distribution of the primary signal strength due to the log-normally-distributed shadow fading that behaves in such a way at lower SNR [39] . In Figure 8 , we show the AUC plots to analyze the effects of noise power uncertainty. The results show a robust behavior for the detection schemes against the noise power uncertainty. Once again, we observe that the performance of the proposed schemes KR (Z) and PKR (Z) is better than other schemes that do not exploit the underlying structure of the received signal.
Finally, keeping the probability of false alarm P F fixed, we simulate the performance of the detection schemes by plotting P D against different values of average SNRκ. The simulation results are shown in Figure 9 . The results clearly show that for different SNR values, the proposed schemes consistently perform better than the detection schemes that do not exploit the covariance structure. In conclusion, we can say that the exploitation of inherent structure of covariance matrix both in frequency and time domain leads us to robustness against the small sample support compared to the ST-GLRT in (9).
Experiment no. 2: cognitive radio
In the previous set of experiments, we analyzed the proposed schemes for detection of a Gaussian signal with separable spatio-temporal covariance matrix in unknown additive uncorrelated noise. In the present set of experiments, we perform simulations to illustrate the application of the proposed detection schemes in cognitive radio, i.e. with an actual communication signal instead of a Gaussian signal and with a non-separable spatio-temporal covariance matrix. For the simulations, we have used an ODFM-modulated DVB-T signal (8-K mode, 64 − QAM, In Figure 10 , we plot the ROC curves for the case when the channel delay spread is 0.779 μs with and without noise power uncertainty. In this figure, easily see that the detectors KR (Z) and PKR (Z) clearly outperform the other detectors, even for this realistic spatio-temporal correlation. In Figure 11 , we repeat the experiment of Figure 10 for a channel delay spread 0.097μs (almost flat fading channel). Even for channels with low-frequency selectivity, we can see that the detection schemes KR (Z) and PKR (Z) consistently perform better compared to the rest of the detection schemes. However, compared to Figure 10 , in Figure 11 , we can see interesting results that the detector which ignores temporal correlation outperforms spatio-temporal correlation-based schemes due to the low selectivity of the channel.
Before commenting on these interesting results, for further confirmation, we need to have a single and quantitative figure of merit, so we plot AUC curves in Figure 12 .
The AUC curves in Figure 12 demonstrate that the proposed detectors have better performance compared to the traditional detection schemes, for different values of sample support. In order to see the effect of delay spreads, we consider two types of channel delay spreads (0.097 and 0.779 μs). The results in Figure 12 confirm that the proposed schemes KR (Z) and PKR (Z) consistently outperform other schemes in small sample support regime. We can also see that in general, the performance of all schemes is degraded for different values of delay spreads; since the larger the delay spread, the larger the degradation incurred. However, we can see that compared to rest of the detection schemes, KR (Z) and PKR (Z) show more robustness against changes in the delay spread. We can further observe an interesting outcome in the case of the detector that ignores temporal correlation and the frequency-based approximate GLRT, where we can see that the performances of these two detection schemes are quite different for the two channel delay spreads. This is also evident from comparison of ROC curves in Figures 10 and 11 . The possible explanation for this can be that for a short channel delay spread (i.e. 0.097 μs), the multi-tap channel adds negligible temporal correlation. On the other hand, in the case of channel delay spread 0.779 μs, we have temporal correlation imposed by the channel on the temporally uncorrelated transmitted OFDM signal. Therefore, the inclusion of temporal correlation as an additional detection metric is not helping in the case of delay spread (i.e. 0.
μs).
In order to further analyze the detection performance of the proposed schemes, in Figure 13 , we compare the results by plotting P D vs average SNRκ. Once again, we can observe that the proposed schemes outperform the remaining detection schemes presented in this paper.
Conclusion
In this paper, we have proposed novel detection schemes that exploit the spatio-temporal correlation present in the received observations at a multi-antenna receiver. When exploiting the spatio-temporal correlation, we have observed that the GLRT performs poorly when the sample support is small. To cope with this problem, we have proposed detectors that are robust against the sample support. The proposed detectors (approximately) exploit the inherent spatio-temporal structure of the received covariance matrix by using the properties of persymmetric matrices and the Kronecker product of the spatial and temporal covariance matrices. The performance of the proposed detectors has been evaluated with the help of numerical simulations, which show important improvements compared to the traditional schemes.
Endnotes
a We begin with the complex base-band signal sampled at the specific Nyquist rate.
b These values are maintained during Monte-Carlo process. In order to create noise power uncertainty, these values are affected by random uncertainty at each run.
