The discrete Wiener model of nonlinear systems is used to represent discrete stochastic processes. The higher order statistics of the model output are analysed and shown to have properties that greatly reduce the complexity of their computation. An efficient and structured procedure of computing the cumulants of the output of this model is described. Finally, an example of applying these results in nonlinear system identification and random process modeling is presented.
INTRODUCTION
A stationary discrete random process described by a set of statistics can be modeled as the output of a system driven by another random process of known statistics. The modeling is complete when the system parameters are successfully identified such that the model output statistics match those of the given process according to some criterion. When a process is Gaussian it can be efficiently modeled as the output of a linear system driven by white Gaussian noise. The system parameters, generally the ARMA coeficients, can be obtained by matching the second-order statistics of the modeled process with those of the model output. In addition a significant amount of work has been done for modeling a non-Gaussian process as the output of a linear system driven by a white non-Gaussian process of known higher-order statistics [l, 2, 31. In this case, a set of equations defining the model output cumulants (polyspectra) as functions of the system impulse response (transfer function) is formulated from which the model MA and AR parameters can be obtained.
It is well recognised however, that linear models are not capable of modeling a wide class of processes [4, 9, lo]. In this case a nonlinear mechanism must be considered to describe the given process. A discrete nonlinear system driven by a white Gaussian process is one of the mechansims that generate a discrete non-Gaussian process. If the system is describable by a set of parameters that can also define the input-output relations then the output statistics can be related to the input statistics using these parameters. Since the input is white Gaussian the output statistics of any order are completely determined by the input statistics up to the second order only. T h i s system, which is analogous to the innovations representation for Gaussian processes, can be used to generate a large class of processes with continuous polyspectra. It is not suitable however for representing processes with periodicities or impulses in the polyspectra.
The remainder of this paper is organised as follows. In Section 2 we review the Wiener model of discrete nonlinear systems which is the mechanism we apply to model a discrete non-Gaussian process. In Section 3 the cumulants of the Wiener model output are formulated and an organised procedure for computing these cumulants M described. In Section 4 an example of modeling a discrete non-Gaussian process as the output of a Wiener nonlinear model with different dimensions shows the effect of the model parameters on the modeling error.
THE WIENER MODEL OF DISCRETE NONLINEAR SYSTEMS
The output z(n) of a well behaved nonlinear system driven by an input w(n) can be described using the Volterra rep- 
A i ( z ) =
where u(n) is the discrete unit step function. The remaining impulse response functions can be derived using the recursion relation
The second section of this representation consists of identical single-input multi-output memoryless nonlinear blocks. Each of the outputs of the first section is the input of one of these blocks. The input-output relation of the nonlinear block is determined by the set of orthogonal Hermite polynomials where U,' is the variance of the input w(n). The third section is a multi-input single output stage that forms the output of the model as a weighted s u m of products of the outputs of the nonlinear section. Wiener defined a class of nonlinear systems that can have this canonical representation [6] . The output of a system that is considered a member of this class must have a finite variance for a finite variance input. Also the output of this system must become asymptotically independent of the input. In this case the linear section of this model can be approximated 
where the vector s u m in the subscript means the s u m of the components of the vector a. The coeffcients CQ are the system parameters included in the third section.
CUMULANTS OF THE OUTPUT OF THE DISCRETE WIENER MODEL
The cumulants of the model output z(n) are obtained by substituting (12) T h e output of a system that is considered a mrmbcl of this dars must have a finite rrariance for a finite rari.nce inpui. Also the output of this system must become u y m p t o t i d l y independent of the input. In this enme t h e linear section of this model can be a p p r d e d Fig. 1 Thus to compute the cumulant of the model output it is required to compute the cross-moments of the Q-polynomials. Since these are products of polynomials of the outputs of the hear filters which are driven by a sero-mean white Gaussian process, the cross-moment of Q-polynomials is a sum of terms of the form . .
Where the yi are zero-mean Gaussian random variables with variance U:. The vij are non-negative integers that correspond to the exponents of the vi when substituting (9) and (11) From these properties the Q-polynomial cross-moment can be computed from the set vectors of indices ai. First the necessary and sufficient conditions for these moments not to be identically zero are set up. A necessary condition is that the s u m of all the components in the vectors ai must be even. Sufficient conditions can be specified as follows. Let the vector of indices ai in (10) be partitioned as and [NL = 1, NN = 21 were used to model the data. In each case a number of samples of the covariance function, or the third-order cumulant, or both were chosen and the model parameters ( p and ca) were adjusted to best match these samples in a mean-square sense. The theoretical expressions, developed above, were used to compute the model cumulants and readjust the parameters. The optimization was carried out by a recursive least squares technique similar to that employed in the Extended K h a n Filter application in solving a set of nonlinear equations [13] . The value of the parameters were then used to build a model which was driven with white noise to produce simulated data. Cumulants for the simulated data were then estimated and compared to those for the original data. The best match according to the mean-square optimization criterion was obtained for the model with Nz. = 2 and NN = 2.
The simulated sequences for the three cases are shown in Fig. 3, Fig. 4 and Fig. 5 .
CONCLUSION
The Wiener model of discrete nonlinear systems provides an efficient mechanism to represent non-Gaussian random processes that have continuous polyspectra. This model provides a structured method to represent the higher order statistics of the model output due to the orthogonality that exists among the discrete Laguerre functions representing the linear section of the model, and the Hermite polynomials that represent the nonlinearities in the model. The structure of the model together with the high sparseness of the arrays required to express the cumulants of the model output dramtically reduce the cost of the computation of such problems especially when dealing with high order cumulants. Experiments to build models that simultaneously match the second and higher-order cumulants of a given random process demonstrate the viability of the approach. 
