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State and Parameter Estimation for Natural Gas
Pipeline Networks using Transient State Data
Kaarthik Sundar∗ Anatoly Zlotnik†
Abstract—We formulate two estimation problems for pipeline
systems in which measurements of compressible gas flow through
a network of pipes is affected by time-varying injections,
withdrawals, and compression. We consider a state estimation
problem that is then extended to a joint state and parameter
estimation problem that can be used for data assimilation. In
both formulations, the flow dynamics are described on each
pipe by space- and time-dependent density and mass flux that
evolve according to a system of coupled partial differential
equations, in which momentum dissipation is modelled using the
Darcy-Wiesbach friction approximation. These dynamics are first
spatially discretized to obtain a system of nonlinear ordinary
differential equations on which state and parameter estimation
formulations are given as nonlinear least squares problems. A
rapid, scalable computational method for performing a nonlinear
least squares estimation is developed. Extensive simulations and
computational experiments on multiple pipeline test networks
demonstrate the effectiveness of the formulations in obtaining
state and parameter estimates in the presence of measurement
and process noise.
Index Terms—Natural Gas, Transient Flow, Nonlinear Least-
Squares, Optimization, Time-periodicity, Estimation
I. INTRODUCTION
The push towards cleaner electric power sources and the
increasing supply of natural gas in the United States have
led to a significant increase in the capacity and number of
active gas-fired electric generators [12]. Such generators are
used in the power grid to provide base load as well as
to respond quickly to balance out fluctuations in electricity
production by uncontrollable renewable sources such as wind
and solar [22], [11], resulting in significant and rapid variation
in natural gas consumption. This in turn significantly impacts
the pressure and the flow throughout the associated natural
gas transmission network. These conditions contrast with
historical withdrawals from gas transmission systems, which
were more predictable and exhibited far slower variations.
Earlier methods for evaluating system capacities and solving
optimization problems for natural gas transmission systems
utilized steady-state gas flow models for which the state
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equations are algebraic [28], [24]. However, the growing and
increasingly intermittent dispatch of gas-fired power plants
causes rapid changes in their gas consumption, which renders
the steady-state assumption no longer representative of realis-
tic operating conditions. Taking into account the time-varying
natural gas consumption becomes even more important in the
context of state and parameter estimation problems associated
with the flow of compressible gas in large-scale pipeline
networks. Many related problems in gas pipeline monitoring,
leak detection, predictive simulation, and the like require
precise information about the instantaneous network state
[17]. In practice, it would be prohibitively expensive to place
pressure and flow meters everywhere throughout a pipeline
system, which motivates the development of rapid and scalable
state and parameter estimation techniques that can be applied
using transient measurements of pressure and gas-withdrawals
obtained at the few fixed locations in the network where they
are available.
The transient flow of natural gas through a pipeline can be
represented by the Euler equations for compressible gas flow
in one dimension [16], which is a system of coupled partial
differential equations (PDEs). Simulating transient flows in
pipelines on a scale of thousands of miles is itself problematic.
Many methods are proposed in the literature to do so [7] and in
fact, this is still an active area of research [3]. This difficulty of
characterizing pipeline network dynamics presents challenges
for estimation. The well understood approach of linearizing the
PDEs around the steady-state mass flow rates and pressures
has been used in the literature to obtain transfer function and
state space models for the gas network dynamics [9], [19],
[20], [1]. These models are in turn used for state estimation
using the traditional techniques available for linear systems.
But, as remarked previously, the emerging influence of gas-
fired power plants causes a wide range of transient phenomena,
which cause flows throughout the supplying pipeline networks
to deviate substantially from the behavior approximated by
steady-state models. Furthermore, the presence of bounds on
the state variables complicates matters by adding additional
algebraic constraints, making the adaptation of traditional
Kalman filter-based techniques more difficult. Therefore, there
is a compelling need to develop estimation techniques for
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gas pipeline systems that use truly transient models, respect
constraints on system states and actuation, and which can be
applied to large systems with arbitrary network structures.
In this article, we formulate and solve the state estimation
and joint state and parameter estimation problems for the
dynamics of compressible gas flow through a pipeline network.
Our approach closely resembles the Moving Horizon Estima-
tion (MHE) technique [18] that is used for constrained state es-
timation for nonlinear systems. It differs from MHE techniques
is the sense that time-periodicity conditions are imposed on the
state variables. This is done to provide additional structure to
the dynamics in order to render the underlying approximation
of the PDE constraints well-posed, as discussed in more detail
in section II-B. In contrast to previous estimation approaches
proposed in the literature on pipeline systems, which relied
on linearization techniques [9], [19], [1], we approximate
the system of PDEs using a new nonlinear control system
model, the reduced network flow (RNF), derived from a model
reduction of the gas network dynamics [7], [29], [30]. The
resulting RNF is a system of implicit nonlinear differential
algebraic equations (DAEs) with time-varying injections and
compression as control inputs; time-varying withdrawals and
Darcy-Wiesbach friction factor as the parameters; and density
and mass flow rates as states. The derivative terms in this RNF
are further approximated using a finite difference scheme to
obtain a set of nonlinear algebraic equations that approximate
the underlying PDE dynamics with proven fidelity [30], [6].
The RNF scheme enables the estimation problems to be
formulated as nonlinear programs (NLPs), and specifically as
nonlinear least squares problems subject to nonlinear algebraic
equations. Such problems can be solved to local optimality
using standard gradient descent techniques. The estimation
formulations and algorithms are demonstrated using extensive
simulation and computational experiments on a single pipe,
a 4-junction test instance, and a 25-junction test instance,
respectively.
The rest of the article is organized as follows. We first
present the PDE model for the flow of compressible gas
through a pipeline followed by the network flow-based model
for a gas pipeline network with controllable actuators. The
network flow model is a PDE-based model which is further
reduced to a nonlinear DAE system and subsequently rep-
resented by an ordinary differential equation (ODE) system
model via spatial discretization. Then, the mathematical as-
sumptions on the ODE system are presented, and monotonicity
properties of the actuated pipeline system model are verified.
We then present implications of these assumptions on the
estimation problem formulation and derive properties of the
resulting state estimates. We then formulate the state estima-
tion and state and parameter estimation problems. This is fol-
lowed by extensive computational experiments, conclusions,
and discussion of promising future research directions.
II. MODELING
A. Gas pipeline dynamics
The flow of compressible gas within a horizontal pipe with
slow transients that do no excite waves or shocks is adequately
described using one-dimensional Euler equations [25] given by
∂tρ+ ∂xϕ = 0, (1a)
∂tϕ+ ∂x(ρv
2) + ∂xp+ ρg sin θ = − λ
2D
ϕ|ϕ|
ρ
. (1b)
It is well-known in the literature [25] that the system of equa-
tions in (1) is hyperbolic. The Eq. (1a) and (1b) are the mass
and momentum balance equations, respectively. The variables
v, ρ, ϕ, and p in the Eq. (1) represent the instantaneous gas
velocity, density, mass flux, and pressure, respectively. v, ρ,
and ϕ are related as ϕ = ρv and all the variables are defined
on the domain [0, `]× [0, T ] where ` represents the length of
the pipeline. The parameters in Eq. (1) are the Darcy-Wiesbach
friction factor λ, acceleration due to gravity g, the pipe angle
θ, and pipe diameter D. The term on the right hand side
of (1b) aggregates the friction effects. We assume that the
pressure p and density of the gas ρ, satisfy the equation of
state p = a2ρ with a2 = ZRT , where a, Z, R, and T , are the
speed of sound, gas compressibility factor, ideal gas constant,
and constant temperature, respectively.
The Eq. (1b) is valid in the regime when changes in
the boundary conditions are sufficiently slow to not excite
propagation of sound waves [4]. Formally, the term ∂tϕ in
Eq. (1b) is much smaller than ∂x(ρv2)+∂xp. The ratio of the
pressure gradient term, ∂xp to the term ∂tϕ is typically on the
order of 0 : 0.001 [16]. Hence, we omit the term ∂tϕ from
Eq. (1b). Furthermore, the flow velocities are much smaller
than the speed of sound a; hence, the gas advection term
∂x(ρv
2) is also omitted. In addition, we also assume that (i)
the pipeline is level and (ii) the gas temperature, composition,
and compressibility are uniform throughout the system. These
assumptions allow, respectively, the removal of the gravity
term ρg sin θ and approximation of the equation of state by
the ideal, constant, linear relationship p = a2ρ between
pressure and density. Throughout the rest of the article, we
shall use density and pressure interchangeably because of the
constant linear relationship between these quantities. We make
these assumptions here in order to simplify the formulation
explored in this initial study of the class of transient pipeline
estimation problems. The assumptions can be relaxed, but we
leave for future work the incorporation of effects caused by
altitude, temperature, and composition changes, as well as
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use of more realistic equation of state relations that account
for gas compressibility [10], [14]. Using the aforementioned
observations and assumptions, Eq. (1) can be rewritten as
∂tρ+ ∂xϕ = 0 and a2∂xρ = − λ
2D
ϕ|ϕ|
ρ
. (2)
Unlike the system of equations in (1), which is hyperbolic,
the above approximated system in Eq. (2) is a parabolic
system (an interested reader is referred to Appendix A for
the eigenvalue equation of the system given in Eq. (2)).
Numerous studies have been done to validate and verify
the use of equations (2) to approximate equations (1), with
particular focus on the effect of omitting the term ∂tϕ from
Eq. (1b). It is well known that this term is necessary to
accurately represent compressible gas flow in the regime of
fast transients [25], which could occur for example when a
valve is opened or closed quickly so as to cause a pressure
wave to propagate through a pipe. In this paper, our focus
is on the normal operating regime of slowly-varying flows
in large-scale gas transmission pipelines. To understand the
mathematical representation of compressible gas flow in a
pipe in the physical regime with slowly-varying boundary
conditions, we refer the reader to the canonical study by
Osiadacz [16], in which the magnitude of all of the terms in
(1) are compared empirically for several example numerical
simulations. That study concludes that when modeling flow
in this regime, the effect on the solution of omitting the flux
derivative term ∂tϕ is negligible. This has been confirmed
in more recent studies as well. An empirical study of the
magnitude of all of the terms in (1) was done for the regimes
of fast and slow transients [6], which resulted in the same
conclusions as those of Osiadacz. The implication is that for
models that represent flows that change on the time-scale of
hours, rather than minutes, omitting the flux derivative term
∂tϕ is acceptable.
The negligible effect of omitting ∂tϕ has been shown in
other recent studies of optimal control of gas pipelines on a
24-hour time horizon. An example optimal control problem
was solved using a method that omitted this term [13], and
in the same study the solution was compared to one for the
same problem that was obtained using a method that included
this term [29], with each approach producing essentially the
same solution. While on the time-scale of minutes the change
in boundary conditions in this example is slow, the change in
the boundary conditions and the solution is quite significant on
the time-scale of hours. We encourage the reader to examine
these previous studies. The estimation problems examined in
the present study are posed using data and modeling on a 24-
hour time horizon, so arguably the simplified equations in (2)
may be applied.
Throughout the rest of this article, the gas flow dynamics on
a pipe are represented using Eq. (2). This equation has a unique
solution when the initial conditions and boundary conditions
consisting of one of ρ(0, t) =
¯
ρ(t) or ϕ(0, t) =
¯
ϕ(t) and one
of ρ(`, t) = ρ¯(t) and ϕ(`, t) = ϕ¯(t) are specified for the pipe.
To more conveniently represent the dynamics in Eq. (2), and
create a better numerically conditioned problem, we first apply
the dimensional transformations
tˆ =
t
`0/a
, xˆ =
x
`0
, ρˆ =
ρ
ρ0
, ϕˆ =
ϕ
aρ0
, (3)
where `0 and ρ0 are nominal length and density, to yield the
non-dimensional gas dynamics on a pipeline,
∂tρ+ ∂xϕ = 0 and ∂xρ = −λ`0
2D
ϕ|ϕ|
ρ
. (4)
The hat symbol in the above non-dimensional equations have
been omitted for readability. Alternately, we shall rewrite the
Eq. (4) as follows:
∂tρ+ ∂xϕ = 0 and ϕ+ f(t, ρ, ∂xρ) = 0 (5)
where,
f(t, ρ, ∂xρ) = sgn(∂xρ)
√∣∣∣∣−ρ · 2Dλ`0 · ∂xρ
∣∣∣∣. (6)
In Eq. (6), “sgn(·)” denotes the signum function. In the context
of general flows on networks, the function f(·, ·, ·) in Eqs. (5)
and (6) is also referred to as the “dissipation function” [26],
[31].
The friction caused by high pressure turbulent flow through
each pipe causes the pressure in the pipeline to gradually de-
crease along the direction of flow. Gas compressors are used to
boost line pressure to meet the minimum pressure requirement
for delivery to customers. We model compressor stations as
controllable actuators that can be used to manipulate the state
of the gas transmission system by, for example, modulating the
compression ratio or discharge pressure at the station level.
Because the size of the compressor station is small relative
to the length of a pipeline, we represent compressor action
as a multiplicative increase in the density at a point x = c
with conservation of flow i.e., ρ(c+, t) = α(t) · ρ(c−, t) and
ϕ(c+, t) = ϕ(c−, t) where, α(t) denotes the time-dependent
compression ratio between suction (intake) and discharge
(outlet) pressure. While this modeling approach represents
compressors as point objects, it is straightforward to represent
compressors as node-connecting elements, e.g., as a short pipe
with a nodal compressor object at one end.
B. Dynamics of gas flow for a network
A gas transmission pipeline network consists of pipes
(edges) interconnected at junctions (nodes) where the gas
flow can be compressed, withdrawn from, or injected into the
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system. We model the gas pipeline network as a connected
directed graph G = (V,E) where V and E represent the set
of junctions and the set of pipelines connecting any pair of
junctions, respectively. We use (i, j) ∈ E to denote the pipeline
that connects the junctions i, j ∈ V. Let ρij and ϕij denote the
instantaneous density and mass flux, respectively, within the
edge (i, j) ∈ E defined on the domain [0, Lij ] × [0, T ]. Each
pipe (i, j) is characterized by its length Lij , diameter Dij ,
and friction factor λij . In addition, the cross-sectional area of
each pipe is denoted by Aij . Between any two junctions that
are connected via a pipe, the mass flux and density evolve
according to Eq. (4). Hence for each edge (i, j) ∈ E, the
evolution of ρij and ϕij is given by Eq. (4), i.e.,
∂tρij + ∂xϕij = 0 and ∂xρij = −λij`0
2Dij
ϕij |ϕij |
ρij
(7a)
or, equivalently
∂tρij + ∂xϕij = 0 and ϕij + fij(t, ρij , ∂xρij) = 0, (7b)
where the dissipation function for each edge (i, j) ∈ E is
given by
fij(t, u, w) = sgn(w)
√∣∣∣∣−u · 2Dijλij`0 · w
∣∣∣∣. (8)
We remark that the ϕij is directional and positive value for
ϕij denotes positive flow direction. We use a directed graph in
order to denote for each edge a positive flow direction, which
leads to the identity ϕij(xij , t) = −ϕji(Lij −xij , t). In addi-
tion, every junction i ∈ V is associated with a time-dependent
nodal density ρNi (t) : [0, T ] → R+. The set of controllers is
denoted by C ⊂ E × {+,−}, where (i, j) ≡ (i, j,+) ∈ C
denotes a controller located at node i ∈ V that augments the
density of gas flowing into edge (i, j) ∈ E in the direction
i→ j, while (j, i) ≡ (i, j,−) ∈ C denotes a controller located
at node j ∈ V that augments density into edge (i, j) ∈ E
in the direction j → i. Compression is then modeled as a
multiplicative ratio
¯
αij : [0, T ] → R+ for (i, j,+) ∈ C and
α¯ij : [0, T ]→ R+ for (i, j,−) ∈ C.
Let Vs ⊂ V denote the set of supply junctions where
gas enters the network. Let sj(t) be the time-varying supply
density at the junction j ∈ Vs. Mass flux withdrawals at the
remaining junctions j ∈ Vd = V \ Vs are denoted by dj(t).
For ease of exposition, we shall refer to the Vs and Vd as the
set of “slack” and “non-slack” nodes, respectively.
We shall now establish the nodal balance equations that
characterize the boundary conditions for the dynamics in Eq.
(7). To that end, we define the densities and flows at edge
domain boundaries by
¯
ρij(t) , ρij(t, 0), ρ¯ij(t) , ρij(t, Lij), (9a)
¯
ϕij(t) , ϕij(t, 0), ϕ¯ij(t) , ϕij(t, Lij), (9b)
and the nominal average edge flow as
Φij(t) ,
1
2
(
¯
ϕij(t) + ϕ¯ij(t))). (9c)
For ease of understanding, the above definitions are illustrated
using a schematic in Fig. 1, on a pipe joining two nodes i and
j. The nodal balance equations are specified in terms of the
ρNi (t) ρ
N
j (t)
i j
¯
αij(t) α¯ij(t)
{
¯
ρij(t),
¯
ϕij(t)
} {ρ¯ij(t), ϕ¯ij(t)}
Φij(t)
Fig. 1. The figure illustrates the densities and flows at the boundaries of each
edge and the compression that can be applied at both the nodes i and j.
time-dependent compressor ratios
¯
αij(t) and α¯ij(t) , the gas
withdrawals dj(t), and the supply densities sj(t) as
¯
ρij(t) =
¯
αij(t)ρ
N
i (t), ∀ (i, j) ∈ E, (10a)
ρ¯ij(t) = α¯ij(t)ρ
N
i (t), ∀ (i, j) ∈ E, (10b)
dj(t) =
∑
i∈Vd
Aijϕ¯ij(t)−
∑
k∈Vd
Ajk
¯
ϕjk(t), ∀ j ∈ Vd, (10c)
¯
ρij(t) = si(t), ∀ i ∈ Vs. (10d)
In Eq. (10c), Aij denotes the cross sectional area of the
pipeline (i, j) ∈ E.
In this study, we assume that the estimation problem is
solved for a well-instrumented pipeline system for which ex-
tensive measurements are available at custody transfer meters
and compressor stations. Compressor stations are in general
large facilities that have sophisticated control systems and
precise measurements of pressure, temperature, flow at suction
(inlet, upstream) and discharge (outlet, downstream) headers.
Because we are assuming that these measurements are avail-
able and quite accurate, we suppose that measurements of
the time-varying compressor ratio functions {
¯
αij , α¯ij}(i,j)∈C
and the transient withdrawals {dj}j∈Vd are available a priori.
Optimal control problems aimed at computing these compres-
sion functions given transient withdrawals and algorithms to
solve the same under transient conditions have been previously
addressed in the literature [29]. For the purpose of estimation
the compression functions are assumed to be known and
possibly noisy or uncertain measurements of the withdrawal
functions are assumed to be available. Furthermore, the time-
varying pressure at the slack nodes are also assumed to be
known, because the control policy for this quantity may be
determined a priori.
Next, we suppose that densities of gas in a pipe are upper
and lower bounded according to the constraints
ρminij 6 ρij(t, xij) 6 ρmaxij , ∀ (i, j) ∈ E. (11)
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For the time horizon T , the value of interest is T = 24 hours
during which the significant transients of interest occur. During
this time horizon, we require that the state variables ϕij and
ρij are time-periodic in order for the dynamic constraints to
be well-posed. To achieve time-periodicity on the variables
ϕij and ρij , time-periodicity also has to be imposed on the
control and parameter functions {
¯
αij , α¯ij}(i,j)∈C, {dj}j∈Vd ,
and {sj}j∈Vs as given by Eqs. (12c)–(12e) (see [29]). That
is, we impose the terminal conditions
ρij(0, xij) = ρij(T, xij), ∀ (i, j) ∈ E, (12a)
φij(0, xij) = φij(T, xij), ∀ (i, j) ∈ E, (12b)
¯
αij(0) =
¯
αij(T ), α¯ij(0) = α¯ij(T ), ∀ (i, j) ∈ C, (12c)
dj(0) = dj(T ), ∀ j ∈ Vd, (12d)
sj(0) = sj(T ), ∀ j ∈ Vs. (12e)
On one hand, this is a reasonable assumption because opera-
tors of gas pipeline systems mandate the system to be restored
to a nominal state at the end of every day, which in practice
is relaxed to restoration of line-pack (the total mass of gas)
within local subsystems of the pipeline. However, the primary
justification for solving a problem formulated with time-
periodic boundary conditions is the need for well-posedness,
both conceptually and computationally. Conceptually, without
some specification of the initial and terminal conditions, these
states could be produced by the solver in unpredictable ways.
However, there are no obvious criteria for what these endpoint
states should be for optimal control and estimation problems
for pipeline networks. The requirement of time periodicity
places the formulation within a well-understood structure so
that the infinite-dimensional states of the underlying PDE-
constrained problem are forced to be smooth, time-periodic
manifolds. Computationally, time-periodicity can be imple-
mented by using a single vector to store the initial and terminal
points in the discretization. This “circular” time-discretization
reduces the problem size and eliminates the need for additional
constraints on the initial and terminal states.
Furthermore, for assimilation of data that is not time-
periodic, the estimation problem can be applied to an extended
time-horizon over which the data are interpolated to produce
periodic inputs, and the solution can be taken as the restriction
to the time-horizon of interest. We focus here on modeling and
basic formulations, and leave explicit treatment of estimation
using non-periodic data to future work.
C. Control system model
In this section, we develop a reduced order model that
represents the dynamics of gas flow through a network using
a synthesis of Eqs. (7), (10), (11), and (12). Specifically,
we create a control system model using a lumped element
approximation to characterize the dynamics for each edge in
Eq. (7), together with Eq. (10) and Eq. (11), that uses nodal
density ρNi for every i ∈ V as the state of the system. This
reduction extends the previous modeling work [7], [29], [31].
To that end, we shall first introduce a few definitions used in
[31].
Definition 1. Spatial Graph Refinement: A refinement Gˆ =
(Vˆ, Eˆ) of a directed graph G = (V,E) with a length Lij
associated with each edge (i, j) ∈ E is constructed by adding
extra nodes to subdivide the edges of E such that, the length
of a new edge (i, j) ∈ Eˆ, Lˆij satisfies
∆Lµ(ij)
∆ + Lµ(ij)
< Lˆij < ∆, (13)
where, µ : Eˆ→ E is a surjection from the refined edges to the
parent edges and ∆ denotes the maximum edge length in the
refined graph produced by spatial discretization.
Throughout the rest of the article, we shall not show the
explicit dependence of the density and flow variables on the
independent variable t. When refining the graph G, we assume
that L = ∆ is small enough that the relative difference of the
density and mass flux at the start and end of this refined edge
is small i.e.,
ρ¯ij −
¯
ρij
ρ¯ij +
¯
ρij
 1, and ϕ¯ij − ¯
ϕij
ϕ¯ij +
¯
ϕij
 1 ∀ (i, j) ∈ Eˆ. (14)
The assumption indicates that L is sufficiently small so that
the relative density difference between the neighboring nodes
is minor (as defined in Eq. (14)) at all times. The dynamics
for each pipeline segment (i, j) ∈ Eˆ in the refined graph Gˆ =
(Vˆ, Eˆ) is again given by (7).∫ L
0
(∂tρij + ∂xϕij) dx = 0, (15a)∫ L
0
(∂xρij) dx = −λij`0
2Dij
∫ L
0
ϕij |ϕij |
ρij
dx. (15b)
The above integrals of ∂t, ∂x, and nonlinear terms are
evaluated using the trapezoid rule, the fundamental theorem of
calculus, and averaging variables, respectively. This approxi-
mation yields
L
2
( ˙
¯
ρ
ij
+ ˙¯ρij) =
¯
ϕij − ϕ¯ij , (16a)
¯
ρij − ρ¯ij = −λij`0L
4Dij
(
¯
ϕij + ϕ¯ij)|
¯
ϕij + ϕ¯ij |
¯
ρij + ρ¯ij
. (16b)
We remark that Eq. (16b) can equivalently be written using
the dissipation function as
Φij + fµ(ij)
(
t, ¯
ρij + ρ¯ij
2
, ¯
ρij − ρ¯ij
L
)
= 0 (17)
where Φij = 12 (
¯
ϕij + ϕ¯ij).
The resulting equations (16) and nodal balance equations
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(10) then reduce to a differential-algebraic equation (DAE)
system:
L
2
( ˙
¯
ρ
ij
+ ˙¯ρij) =
¯
ϕij − ϕ¯ij , ∀ (i, j) ∈ Eˆ (18a)
¯
ρij − ρ¯ij = −λij`0L
4Dij
Φij |Φij |
(
¯
ρij + ρ¯ij)
, ∀ (i, j) ∈ Eˆ (18b)
¯
ρij =
¯
αijρ
N
i , ρ¯ij = α¯ijρ
N
i , ∀ (i, j) ∈ Eˆ, (18c)
dj =
∑
i∈Vˆd
Aijϕ¯ij −
∑
k∈Vˆd
Ajk
¯
ϕjk, ∀ j ∈ Vˆd, (18d)
¯
ρij = si, ∀ i ∈ Vˆs. (18e)
Eq. (18c) represents continuity of density at junctions with
jumps in the case of compression or regulation, Eq. (18d)
represents flow balance at junctions, and Eqs. (18a)-(18b)
represent flow dynamics on each segment.
The DAE system in Eq. (18) can be equivalently represented
by a system of nonlinear DAEs in matrix-vector form using
graph theoretic notation. We shall first introduce the additional
graph-theoretic notation and state the resulting DAE system,
while providing the derivation in an Appendix. The set of
nodes in the set Vˆ is first enumerated according to a fixed
ordering. For ease of exposition, we choose an ordering where
the non-slack nodes, Vˆd, are ordered after the slack nodes, Vˆs.
Now each node in Vˆ is assigned an index [Vˆ] := {1, . . . , |Vˆ|}
according to the chosen ordering. Each edge is also assigned
an index in [Eˆ] := {1, . . . , |Eˆ|} and we define the map
pie : Eˆ → [Eˆ], which maps each edge to this ordering.
Throughout the rest of the article, boldface notation will be
used to represent vectors.
Let ρN = (ρN1 , ρ
N
2 , . . . , ρ
N
|Vˆ|)
ᵀ denote the nodal density
state vector. Equation (18c) will be used to state (18a)-(18b) in
terms of nodal densities ρN . We then define state vectors
¯
ϕ =
(
¯
ϕ1, . . . ,
¯
ϕ|Eˆ|)
ᵀ and ϕ¯ = (ϕ¯1, . . . , ϕ¯|Eˆ|)
ᵀ, where
¯
ϕk and ϕ¯k
are indexed by k = pie(ij). Furthermore, we let Φ = 12 (
¯
ϕ+ϕ¯)
denote the vector of average flow in each pipeline segment.
We now define the incidence matrix of the full refined graph
Gˆ, acting A : R|Eˆ| → R|Vˆ|, by
Aik =

1 edge k = pie(ij) enters node i,
−1 edge k = pie(ij) leaves node i,
0 else
(19)
We then define the time-dependent weighted incidence matrix
B : R|Eˆ| → R|Vˆ| by
Bik =

α¯ij edge k = pie(ij) enters node i,
−
¯
αij edge k = pie(ij) leaves node i,
0 else.
(20)
where sign(B) = A. In the reduced order model, the com-
pressor control inputs are embedded within the matrix B. We
define the vector of withdrawal fluxes d = (d1, . . . , dM )T with
M = |Vˆd|, where dk is negative if an injection. Also define
the slack node densities as s = (s1, . . . , sb)ᵀ = {ρNj }j∈Vˆs ,
where b = |Vˆs|, and non-slack (demand) node densities as
ρ = (ρ1, . . . , ρM )
T = {ρNj }j∈Vˆd , so that b+M = |Vˆ|. We re-
mark that s, ρ and ρN are related as ρN = (s,ρ)ᵀ, because of
the chosen ordering of nodes in Vˆ. Then let As, Bs ∈ Rb×|Eˆ|
denote the sub-matrices of rows of A and B corresponding to
Vˆs, and let Ad, Bd ∈ RM×|Eˆ| correspond similarly to Vˆd.
Also, define the diagonal matrices Λ,K,X ∈ R|Eˆ|×|Eˆ| by
Λkk = Lk, Kkk = `0λk/Dk, and Xkk = Ak where Lk, λk,
Dk, and Ak are the non-dimensional length, friction factor,
diameter, and cross-sectional area of edge k = pie(ij). Then
(18) can be rewritten (see Appendix B for proof) as
|Ad|XΛ|Bᵀd |ρ˙ = 4(AdXΦ− d)− |Ad|XΛ|Bᵀs |s˙ (21a)
ΛKΦΦ = −BᵀρN  |Bᵀ|ρN (21b)
where the operator  represents the Hadamard product. Here,
the gas withdrawals are d ∈ RM , input densities are s ∈ Rb+
and the compression ratios
¯
αij , α¯ij ∈ C are time-varying and
ρ ∈ RM+ and Φ ∈ R|Eˆ| denote the states of the system. The
system of equations in (21) is a DAE system. This DAE system
can be converted to a system of ODEs with nodal densities ρ
as the only set of state variables by expressing each term in
Φ in terms of ρ using Eq. (21b) and substituting them in Eq.
(21a). The vector Φ expressed in terms of ρ is given by
Φ = − ∣∣−(ΛK)−1BᵀρN  |Bᵀ|ρN ∣∣ 12  sgn(BᵀρN ) (22)
where the signum function is being applied component-wise
to the vector BᵀρN . Alternatively, the kth component of Φ in
Eq. (22) can be expressed in terms of the dissipation function
in Eq. (8) as follows:
Φk = −fµ(ij)
(
t,
1
2
(|Bᵀ|ρN)
k
,
(
Λ−1BᵀρN
)
k
)
, (23)
where, k = pie(ij) and (i, j) ∈ Eˆ. In the above equation,
(·)k denotes the kth component of the vector. For ease of
exposition, we will use Φ + f(·, ·, ·) = 0 to equivalently
represent (22). Substituting for Φ in Eq. (21a) using Eq. (22),
we obtain a set of nonlinear ODEs that represent flow of
gas through the network in terms of purely the nodal density
dynamics as
|Ad|XΛ (|Bᵀd |ρ˙+ |Bᵀs |s˙) + 4(AdXf(·, ·, ·) + d) = 0.
(24)
D. Uncertainty modeling
Given the nodal density dynamics in Eq. (24), we incorpo-
rate an additive noise process η as given below:
|Ad|XΛ
(
|Bᵀd | ˙˜ρ+ |Bᵀs |s˙
)
+ 4(AdXf(·, ·, ·) + d˜) + η = 0.
(25)
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In the above equation, η is time varying and has a depen-
dence on time that has not been made explicit for sake of
readability. We use the noise process η to simultaneously
account for errors caused by (i) simplification of physical mod-
eling, (ii) uncertainty in model parameters, and (iii) process
and measurement noise. All these uncertainties are lumped
together into one additive noise process η. Specifically, the
value ρ˜ represents the solution to the stochastic DAE in (25)
given stochastic withdrawals d˜. For the estimation problems
that we will treat, we assume that d˜ and ρ˜ are available,
and we interpret them as noisy measurements of d and ρ,
which in turn satisfy the deterministic (noiseless) model (24).
In addition, after time-discretization of the system (25) the
process η can be interpreted to incorporate error caused by
coarse sampling in time. Throughout the rest of the article,
we shall, without loss of generality, refer to η as the mea-
surement noise. We do not make any other assumption on
η. In Section IV, we formulate least squares problems for
weighted L2 minimization of the measurement and process
errors over a time horizon T , i.e.,
∫ T
0
(d−d˜)ᵀW1(d−d˜)dt and∫ T
0
(ρ− ρ˜)ᵀW2(ρ− ρ˜)dt, with respective weighting matrices
W1 and W2, subject to the deterministic dynamic constraints
(24). Our purpose is to develop an applied technique for state
and parameter estimation for pipeline system models of the
form (24), so we do not attempt to analyze the characteristics
of η here. Rather, we will use empirical studies to characterize
performance of the developed estimation approach.
III. ASSUMPTIONS AND MONOTONICITY PROPERTIES OF
THE NODAL DYNAMICS
In this section, we state the assumptions made on the
nonlinear system of ODE in Eq. (24) that represent the nodal
dynamics and derive monotonicity properties for the same.
A. Assumptions on the nodal dynamics
We formulate formal assumptions for the nodal dynamics
in Eq. (24) that are necessary to establish the monotonicity
property required for the proposition in the next section [15].
1) Differentiability of inputs and controls: The compressor
functions
¯
αij(t) and α¯ij(t), the gas withdrawal profiles
dj(t), and the input densities sj(t) at the slack nodes
are all Ck([0, T ]) functions for k ≥ 2.
2) Well-posedness of the initial value problem: The initial
value problem for the Eq. (24) along with the initial
conditions ρ(0) = ρ0 for given time-varying twice
differentiable withdrawal profiles, input densities, and
compression ratios has a unique solution that is twice
differentiable.
3) Existence of solution to the boundary value problem
with time-periodic boundary conditions: A solution ex-
ists for the boundary value problem on the system of
ODEs given by Eq. (24) with time-periodic boundary
conditions ρ(0) = ρ(T ), given {α¯ij ,
¯
αij}(i,j)∈C, d and
s such that
¯
αij(0) =
¯
αij(T ), ∀ (i, j) ∈ C, (26a)
α¯ij(0) = α¯ij(T )∀ (i, j) ∈ C (26b)
d(0) = d(T ), and s(0) = s(T ). (26c)
The above assumptions are imposed in order to guarantee
that the flow solution defined by the original PDE system
(2), with consistent boundary conditions specified by the
nodal balance conditions (10) on each pipe, admits a unique
classical solution that is both mathematically well-defined and
physically realizable. In this case, it is straightforward to show
the discretized system (24) is a consistent approximation of
the PDE system [29]. We suppose that in the limit as the
discretization step ∆ approaches zero, the solution to the nodal
dynamics (24) will approach the solution to the full PDE
dynamics pointwise, although a rigorous proof of this result is
outside the scope of the present study. The above assumptions
are not restrictive, in the sense that they are reasonable for
the physical system that is being studied. The dynamics of
gas flows in the regime of slowly-varying transients that do
not exhibit waves or shocks will have a twice-differentiable
solution to an initial boundary value problem when the pa-
rameter functions are twice-differentiable (or can be closely
approximated by twice-differentiable functions), and when the
initial conditions would not induce such shocks after time
t = 0 (flows and pressures are balanced at nodes). With
the above assumptions of well-posedness of the initial value
problem and existence of a solution given twice-differentiable
inputs, we proceed to establish a uniqueness result for the state
and parameter estimation solution.
B. Monotonicity of nodal dynamics
We first introduce a few definitions before presenting the
monotonicity properties of the nodal dynamics in Eq. (24).
Definition 2. Monotone-parametrized control system [31]: Let
x˙ = g(x,u,p), x(0) = y (27)
where, x(t) ∈ Rn is the state vector, u ∈ Rm is the control
vector, and p(t) ∈ Rp is a parameter vector. Furthermore, g is
Lipschitz. The control system (27) is monotone-parameterized
with respect to the parameter vector p(t) if, for all i > 0,
y1,y2 ∈ Rn, u(t) : (0,∞)→ Rm, and piecewise-continuous
functions p1(t),p2(t) : (0,∞) → Rp, the orderings y1 6 y2
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and p1(s) 6 p2(s) for all s ∈ [0, t] imply that x1(t) 6 x2(t).
Here, the inequalities for vectors are mean componentwise and
x1(t), x2(t) are the solutions to (27) with initial condition y1,
y2, control input u(t), and parameter vectors p1(t), p2(t),
respectively.
Using the above definition, we subsequently show that the
nodal dynamics in Eq. (24) is mononote-parameterized with
respect to the withdrawals, i.e., the nodal density/pressure
can only increase with decreasing withdrawals. In Eq. (24),
the withdrawals are time-varying parameters. Mathematical
conditions for which systems representing actuated flows in
dissipative flow networks are monotonic have been derived
[31], [15]. We re-state the conditions without proof.
Proposition 1. (see [31], Proposition 2) For a system rep-
resenting actuated flows in dissipative flow networks with
positive and differentiable compression functions, the nodal
flow dynamics obtained via spatial discretization are monotone
parameterized with respect to nodal withdrawals if the dissi-
pation function fij(t, u, w) is differentiable and increasing in
its last argument for all (i, j) ∈ E i.e.,
∂
∂w
fij(t, u, w) > 0, (i, j) ∈ E. (28)
We shall now show that the nodal dynamics given by Eq.
(24) is also monotone with respect to the nodal injections. We
will first need the following lemma:
Lemma 1. Consider a connected graph Gˆ = (V,E) with more
than two nodes that has incidence matrix A. Let 0 6 k <
|V| − 2. A matrix Ad created by removing any k + 1 rows
from A leaves |Vˆ| − 1− k linearly independent rows.
Proof. Let r(Q) denote the rank of a matrix Q. For a con-
nected graph with more than 2 nodes, the incidence matrix
A satisfies r(A) = |Vˆ| − 1 ([2], Lemma 2.2). By definition,
each column of A has two non-zero entries, which are 1 and
−1. For two rows aj and ak of A to be linearly dependent,
they must satisfy ak = −aj , which means that two nodes
of the graph are connected by one or more edges, but not
connected to any other node in the graph, contradicting the
assumption of connectedness. It follows that all rows of A are
unique. Because A has |Vˆ| rows, removing one row leaves
|Vˆ| − 1 linearly independent rows. Furthermore, removing k
additional rows leaves |Vˆ| − 1− k independent rows.
Corollary 1. Given control profiles
¯
αij , α¯ij ∈ Ck+([0, T ]), the
nodal dynamics in Eq. (24) are monotone parameterized with
respect to the nodal withdrawals, d.
Proof. Recall that Ad is obtained by removing As from the
incidence matrix A of the graph G. If |Vˆs| = k + 1 for some
integer k > 0, by Lemma 1 we see that r(Ad) = |Vˆd|, i.e.,
that Ad is full rank. It is straightforward to also show that
r(Bd) = r(Ad). Because |Ad| and |Bd| are full rank and
positive, and X and Λ are diagonal and positive, |Ad|XΛ|Bᵀd |
is invertible.
By multiplying Eq. (24) by (|Ad|XΛ|Bᵀd |)−1 and re-
arranging terms, the nodal dynamics can be written as
ρ˙ = (|Ad|XΛ|Bᵀd |)−1
× [4(AdXΦ− d)− |Ad|XΛ|Bᵀs |s˙], (29)
where the kth entry of Φ is given by
Φk = −fµ(ij)
(
t,
1
2
(|Bᵀ|ρN)
k
,
(
Λ−1BᵀρN
)
k
)
. (30)
The discretized dynamics as expressed in (29)-(30) are of the
ODE form of the monotone parameterized control system in
Definition 2, and therefore Prop. 1 may be applied.
From Prop. 1, it is sufficient to show that Eq. (28) is satisfied
for the dissipation function in Eq. (8). To that end,
∂
∂w
fij(t, u, w) = sgn(w) · 1
2
∣∣∣∣−u · 2Dijλij`0 · w
∣∣∣∣−
1
2 · sgn(−u · w)·(
−u · 2Dij
λij`0
)
= sgn(w2) · 1
2
∣∣∣∣−u · 2Dijλij`0 · w
∣∣∣∣−
1
2 ·
(
u · 2Dij
λij`0
)
=
1
2
∣∣∣∣−u · 2Dijλij`0 · w
∣∣∣∣−
1
2 ·
(
u · 2Dij
λij`0
)
Because 12
(|Bᵀ|ρN)
k
> 0 in (30), it follows that u > 0 holds
for each evaluation of f , so that the final expression above is
positive. Therefore ∂∂wfij(t, u, w) > 0, which completes the
proof.
While it has been shown previously that discretizations of
dissipative flow networks possess the monotonicity property
[31], the result above proves that the same property holds for
the specific model of natural gas network transients derived
here, and in particular for the specific discretization employed.
Note that although the DAE system (24) may be written in
the ODE form (29)-(30) for analytical convenience, we use
the nodal DAE system in practice to avoid numerical ill-
conditioning. Corollary 1 is a powerful result that will be used
to establish a uniqueness property for time-periodic boundary
value problems for the nodal dynamics (24), which yields
important implications for state observability.
IV. ESTIMATION PROBLEM FORMULATIONS
We now present the formulations for the state estimation
and the joint state and parameter estimation problems. All
the estimation problems are formulated as nonlinear least
squares problem when the time-varying withdrawals and the
compressor ratios are known a priori. We present a formulation
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for each of the following three problems in that order: (1)
state estimation with noiseless withdrawal values, (2) state
estimation with noisy (uncertain) withdrawal and nodal density
measurements, and (3) joint state and parameter estimation
with noisy (uncertain) withdrawal and nodal density measure-
ments. We also remark that all the measurements are assumed
to be obtained only from the physical nodes, V, in the graph
G.
A. State estimation with noiseless withdrawal measurements
If the exact (noiseless) withdrawal profiles d and slack node
pressures s are known a priori, we claim that no additional
measurements of the nodal densities or mass flux values at the
edges are required to estimate all the states of the system in
the presence of time-periodic boundary conditions and time-
periodic compression. The claim follows from the following
proposition
Proposition 2. Under the assumptions III-A, the system of
ODEs in (24) admits a unique time-periodic solution for given
time-periodic withdrawal profiles d, slack node pressures s,
and compression ratios {
¯
α, α¯}.
Proof. We utilize the monotonicity properties of Eq. (24) to
prove the result. Consider nominal profiles for the vector of
slack node densities is s = sˇ and the vector of withdrawals
d = dˇ. We claim that there is a unique vector of non-slack
nodal densities ρˇ that satisfies the system of ODEs in (24).
For the sake of contradiction, we suppose not, and let ρˇ1 and
ρˇ2 denote any two distinct solutions to the ODE system. Let
dˇ1 and dˇ2 denote the corresponding withdrawal profiles that
induce these solutions. We know, by the assumption d = dˇ,
that dˇ1 = dˇ2. Hence, we have dˇ1 > dˇ2 and dˇ1 6 dˇ2. By
Corollary 1, these inequalities imply that ρˇ1 6 ρˇ2 and ρˇ1 >
ρˇ2. It follows that ρˇ1 = ρˇ2 = ρˇ.
An important implication of the above result is that when
measurements of withdrawals d, slack node pressures s, and
compression ratios {
¯
α, α¯} are available, no measurements
of any states of the system are required to estimate all
the states of the system. In this particular case, the state
estimation problem reduces to solution of an initial value
problem (IVP) for the ODE system (24), or equivalently, the
system of DAEs given by (21) with given initial state ρ(0).
For the subsequent estimation computations, we utilize a finite
difference approximation for the derivatives in the ODE/DAE
system (in Eq. (24)/(21)) and convert the nonlinear system
of ODEs/DAEs to a system of nonlinear algebraic equations.
The solution to the resulting optimization problem is then
computed using an interior point solver.
B. State estimation with noisy (uncertain) withdrawal and
nodal density measurements
In practice, the time-periodic withdrawal profiles are mea-
sured using flow meters and are noisy or uncertain. Addition-
ally, the pressure gauges at the junctions provide noisy nodal
pressure measurements that can be converted to noisy density
measurements. In this setting, the approach presented in Sec.
IV-A needs to be modified to suit this case. To that end, let
d˜j(t), j ∈ VD denote these measured withdrawal profiles and
ρ˜j(t), j ∈ VD denote the density (pressure) measurements at
the non-slack nodes; let d˜ and ρ˜ represent the corresponding
vector of measurements. Similar to what has been done for the
previous state estimation problem, we assume that the slack
nodal pressure vector and the compression ratios are known.
We can then formulate a weighted nonlinear least squares
problem, where W1 and W2 are the weighting matrices, using
the following running cost objective function:
L(d, d˜,ρ, ρ˜) ≡
∫ T
0
(d− d˜)ᵀW1(d− d˜)
+ (ρ− ρ˜)ᵀW2(ρ− ρ˜)dt (31)
Then, the state estimation problem is formulated as
min
ρ,Φ,d
L(d, d˜,ρ, ρ˜)
subject to: Eqs. (21),
ρmin 6 ρ 6 ρmax, (32a)
ρ(0) = ρ(T ), Φ(0) = Φ(T ), and d(0) = d(T ) (32b)
The optimized variables are densities ρ, per-area mass flows
Φ, and estimated withdrawals d. The constraints in Eq.
(32a) impose bounds on the nodal density and edge flux
state variables. Notice that the above nonlinear least squares
formulation computes time-periodic estimates of the state
variables and the withdrawals. This formulation is justified by
the principle of convergence in the limit as the magnitude of
noise decreases to zero. That is, the state estimates approach
the state estimates that are obtained in the noiseless withdrawal
case in Sec. IV-A as the noise in the measurement d˜ is
decreased.
The above formulation is then solved via a gradient descent
algorithm after approximating the derivatives using finite dif-
ferences and the integral using the trapezoidal rule. Although
the time discretization used is necessarily coarse, which is
required for tractability of the large-scale problems of interest,
the use of such representations in optimal control problems has
been validated in the regime of interest in previous studies,
as discussed in Section II. A major implication of using
this coarse discretization for the dynamic constraints is the
restriction of measurements used in the objective function to
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the same coarse grid of collocation points. In this setting, the
discretized noise process η can be interpreted to also account
for errors that arise from coarse time discretization of the
dynamic constraints. In the next section, we formulate a joint
state and parameter estimation problem, similar to (32), where
the parameters that are of interest are the friction factors for
all pipes.
C. State & parameter estimation with noisy withdrawal and
nodal density measurements
The friction factor of each pipe denoted by λij is contained
within the matrix K in (21b). For the joint state and parameter
estimation problem, in addition to including the variables ρ,
Φ, and d in the nonlinear least squares formulation, K is also
a diagonal variable matrix. Except for this difference, the for-
mulation is similar to the nonlinear least squares formulation
in given by Eq. (32). Then, the state estimation problem is
formulated as
min
ρ,Φ,d, K
L(d, d˜,ρ, ρ˜)
subject to: Eqs. (21),
ρmin 6 ρ 6 ρmax, (33a)
ρ(0) = ρ(T ), Φ(0) = Φ(T ), and d(0) = d(T ). (33b)
Following a finite difference approximation of the derivatives,
a similar interior point optimization algorithm is used to solve
this formulation. The optimized variables are densities ρ, per-
area mass flows Φ, estimated withdrawals d, and friction
factor parameters λij for each edge E in the original physical
graph G.
V. COMPUTATIONAL RESULTS
We now present the computational results for all of the
algorithms presented in this paper. We consider three test
cases: (1) a single pipe case, (2) a 4-node network, and
(3) a 25-node network. Each formulation presented in Sec.
IV is converted into a nonlinear program (NLP) using a
finite difference approximation on the derivative terms. This
technique of converting a continuous time problem to a finite-
dimensional constrained NLP has been widely used in the
optimal control literature [23], and has been applied previously
in the context of gas pipeline systems [29]. We use a primal-
dual interior point solver, IPOPT [27], together with Automatic
Differentiation in Julia/JuMP [5], to compute the jacobians,
and solve the resulting NLPs. IPOPT is chosen due to its
ability to leverage sparse linear algebra computations. In the
following section, we present a complete description of the
test cases. An error tolerance of 10−4 is used for all the
computational experiments, which were evaluated on a 2.9
GHz, Intel Core i5 machine with 16 GB RAM.
A. Description of the test cases
Three test instances were used to evaluate performance of
the proposed computational estimation method. The single
pipe test case contains two nodes connected by a single
pipeline of length 100 km and cross-sectional diameter 0.5
m. Gas is being supplied at one of the nodes (source node)
at a pressure of 942.75 psi; this slack node pressure is
boosted immediately by a compressor at the source end.
Similarly, gas is being withdrawn according to the function
68.094
(
1 + 0.1 sin 4pitT
)
kg/s at the other node. The pressure
of the gas as it flows through the pipeline is bounded between
500 psi and 1100 psi. The network model G for a single pipe
is discretized by adding auxiliary nodes at an interval of 5
km to create the refined graph Gˆ. The Fig. 2 and 3 show the
simulated nodal pressure and edge mass flux, respectively, for
the refined (discretized) graph for the single pipe case with the
aforementioned slack pressure, withdrawal profile, parameters,
and a time horizon T = 24 hours. All forward simulations
were performed using an implicit Euler DAE integrator for the
DAE system in Eq. (21); the software Sundials [8] was used to
implement the simulation using adaptive time-stepping to meet
a relative error tolerance of 10−4. Noise is then added to these
simulated values and used as input to the estimation problems.
We show plots of the simulated and estimated profiles only
for the single pipe case and resort to tables to illustrate the
effectiveness of the estimation algorithms on the remaining
two test cases.
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Fig. 2. Simulated values for nodal pressures for the single-pipe case. Each
row in the image corresponds to the time-series of pressure values for one of
21 nodes in the refined graph with 5 km discretization of the 100 km pipe.
The 4-node network contains a single loop. The schematic
of the 4-node network is shown in the Fig. 4. The network
contains two compressors and gas is being withdrawn at the
nodes 2, 3 and 4. The pressure at the slack node, 1, is fixed
to 500 psi and gas is withdrawn at the withdrawal nodes
in a time-periodic manner. Similar to the single-pipe case,
the compression functions at the two compressors are time-
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Fig. 3. Simulated values for average edge mass flux for the single-pipe case.
Each row in the image corresponds to the time-series of mass flux values for
one of the 20 edges in the refined graph with 5 km pipe segments.
periodically varied over the time horizon of T = 24 hours.
Supply node
Demand node
Compressor
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4
Fig. 4. 4-node network schematic.
The 25-node network is a tree with 5 compressors and
24 pipelines. The schematic of the network is shown in
the Fig. 5. The pipelines in both the schematics in Fig. 4
and 5 are not to scale, they are presented to illustrate the
topology of the network only. The slack pressure is fixed to
500 psi. In the subsequent sections, we present computational
results showing that the friction factor values can be estimated
using noisy measurements. Similar to the single pipe case, a
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Fig. 5. 25-node network schematic.
simulation to obtain the nodal densities and average edge mass
flux is performed with time-periodic withdrawal profiles and
compression functions for each compressor. For networks with
more complicated structure than a single pipe, synthesizing the
withdrawal and compression functions (required as parame-
ters) is not trivial. The form of these profiles is in principle
not important, as long as they result in feasible pressures
and flows throughout the estimation time horizon. We obtain
these parameter functions by solving an optimization problem
subject to the same network flow model described above as
constraints. Specifically, they are obtained by solving optimal
control problems for the example systems where the objective
is to minimize compressor power, similar to formulations in
previous studies [29], [13]. These time-series are also used as
parameters in the ground truth simulation for the estimation
case studies as well as synthetic measurement time-series after
the addition of noise. This guarantees that the data for the
case studies are self-consistent and satisfy the stated inequality
constraints on the state variables. The pipe friction factor λ is
set to 0.011 for the single pipe case and 0.01 for the 4-node
and 25-node networks. A spatial discretization of 5 km is used
for all the remaining computational experiments, and this is
implemented by a spatial graph refinement where each edge
(i, j) is divided into the minimum number nij of segments of
equal length ∆ij 6 Lij/nij .
B. Error performance of the state estimation problem
In this section, we present the results of the state estimation
procedure for the problem defined in Eq. (32) on the three
test cases. To illustrate the computational effectiveness of the
estimation problems, we use two relative error metrics: (i)
average relative error in the state estimates and (ii) maximum
relative error in the state estimates; the averages and maximum
values are computed over nodal density estimates and edge
flow-rates separately. For the single pipe case, we additionally
present the the nodal density and edge mass flux profiles for
various noise levels. For the 4-node and the 25-node networks
we present the results of the error metrics for various noise
levels.
We choose three different measurement noise levels for
the withdrawal and nodal pressure measurements i.e., we
use an additive white Gaussian noise model with mean 0
and a standard deviation of 0.5%, 1%, 1.5%, and 10% of
the true value obtained from the simulations. In the single
pipe case, these noise levels correspond to a maximum error
of 2.5, 5, 7.5, and 50 kg/s, respectively, in the withdrawal
measurements; as for the nodal pressure measurements, the
noise levels correspond to a maximum error 5, 10, 15, and 100
psi, respectively. From a practical stand-point, the uncertainty
level of 10% is quite high. However, simulations are performed
for this noise level to evaluate whether the state and parameter
estimation approach is feasible at such elevated noise levels,
or whether the method breaks down. We assume that the
measurement noise is additive, and that we have withdrawal
and pressure measurements at every physical node in Vd where
gas is being withdrawn.
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The tables I – III show the relative error metrics for at the
chosen noise levels for the single pipe, 4-node, and 25-node
networks, respectively. Each value is obtained from a single
instance of an estimation problem with synthetic measurement
data. The column headings used in the tables are defined as:
nl: additive white Gaussian noise (as defined in the previous
paragraph) added to the measurements, in percent.
edmax: maximum relative error in all the estimates of the
withdrawal values, in percent.
epmax: maximum relative error in all the estimates of nodal
pressures, in percent.
eϕmax: maximum relative error in all the estimates of the
average mass flux at the edges, in percent.
edavg: average relative error in all the estimates of the with-
drawal values, in percent.
epavg: average relative error in all the estimates of nodal
pressures, in percent.
eϕavg: average relative error in all the estimates of the average
mass flux, in percent.
TABLE I
STATE ESTIMATION ERRORS FOR THE SINGLE PIPE CASE.
nl edmax e
p
max e
ϕ
max e
d
avg e
p
avg e
ϕ
avg
10 17.50 18.86 16.03 3.95 0.83 1.34
1.5 3.58 3.60 3.33 0.89 0.25 0.35
1.0 2.74 2.22 2.52 0.63 0.22 0.29
0.5 1.65 1.20 1.51 0.36 0.13 0.17
TABLE II
STATE ESTIMATION ERRORS FOR THE 4-NODE NETWORK.
nl edmax e
p
max e
ϕ
max e
d
avg e
p
avg e
ϕ
avg
10 17.44 10.09 53.04 6.05 1.61 3.66
1.5 4.94 2.01 5.17 0.92 0.31 0.47
1.0 2.23 1.35 3.86 0.67 0.24 0.32
0.5 1.46 1.03 2.81 0.37 0.24 0.18
TABLE III
STATE ESTIMATION ERRORS FOR THE 25-NODE NETWORK.
nl edmax e
p
max e
ϕ
max e
d
avg e
p
avg e
ϕ
avg
10 86.42 12.41 329.92 26.41 1.73 33.68
1.5 16.84 2.37 262.98 4.17 0.26 4.84
1.0 11.51 0.99 153.11 2.55 0.18 3.16
0.5 5.17 0.50 90.27 1.24 0.09 1.43
The large relative errors in ϕ estimates in the 25-node
network case study occur because of flow reversals. When the
flow is near zero, relative errors are amplified significantly. To
remove the effect of flow reversals from computation of the
maximum and average relative flow error, we include data for
time points when the flow magnitude is above a threshold of
1 kg/s. As expected, the average relative errors in the state
estimates and withdrawal estimates obtained by solving the
state estimation problem in Eq. (32) decrease with the decrease
in noise variance. The average relative errors are fairly small
for measurement uncertainty of 1.5% or less, which indicates
that the least squares approach is effective in estimating all
the states of the system. However, at an elevated uncertainty
level of 10%, the maximum and average relative errors in
flow estimates are high for the 25-node case study, although
the pressure estimates are quite reasonable, with less than
2% average relative error. Thus, the method in the test case
estimates pressure more accurately than flow, and this trade-
off could be calibrated by changing the weighting matrices
W1 and W2 in the objective function (31). The Fig. 6 and
7 shows the absolute errors in the nodal density and average
mass flux profiles at the edges for the single pipe case. We
remark that for all the computational experiments in this paper,
we have assumed that noisy nodal pressure and withdrawal
measurements are available at all physical nodes where gas is
being withdrawn. But in practice, this might not be the case.
We relegate the development of state estimation for the flow of
natural gas through a network using such sparse measurements
to future work. In fact, observability of such general nonlinear
system that have a network structure is itself an open problem
in control theory.
0 10 20
5
10
15
20
0
2
4
6
8
10
12
N
od
e
nu
m
be
r
Time (hour)
(psi)
Fig. 6. Absolute error in the nodal pressure estimates for the single pipe
case for a noise level of 1.5% in the measurements. Each row in the image
corresponds to the time-series of pressure estimates for one of 21 nodes in
the refined graph with 5 km discretization of the 100 km pipe.
C. Error performance of the joint state and parameter esti-
mation problem
In this section, we present tables and plots similar to the
tables I – III and Fig. 6 and 7, respectively for the joint
state and parameter estimation problems. In addition, we also
present the absolute error in friction factor estimates for each
pipeline for each of the 3 test instances. The maximum and
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Fig. 7. Absolute error in the average mass flux estimates at the edges for the
single pipe case for a noise level of 1.5% in the measurements. Each row in
the image corresponds to the time-series of mass flux estimates for one of the
20 edges in the refined graph with 5 km pipe segments.
average relative errors in the state estimates and the withdrawal
estimates is given by tables IV – VI and the absolute error
profiles for the single pipe case is shown in Fig. 8 and 9. The
error trends in the state and withdrawal estimates are similar to
the ones obtained by doing state estimation separately. Unlike
the results for the state estimation, the relative error in the
state estimates obtained via the formulation for joint state
and parameter estimation do not decrease at all times with
decreasing noise levels; this is due to the fact that the error
in the parameter estimates can in turn affect the error in the
state estimates and these errors are related to each other in a
nonlinear fashion (see Eq. (22)).
As in the previous section, the average relative errors in the
state estimates and withdrawal estimates obtained by solving
the joing state and parameter estimation problem in Eq. (32)
decrease with the decrease in noise variance. The average
relative errors are fairly small for measurement uncertainty of
1.5% or less, which indicates that the least squares approach is
effective in estimating all the states of the system. However,
at an elevated uncertainty level of 10%, the maximum and
average relative errors in flow estimates are high for both the
4-node and 25-node case studies, although the relative error in
pressure estimates is low, with less than 2% average relative
error. Thus, the method in the test case estimates pressure more
accurately than flow, and this trade-off could be calibrated by
changing the weighting matrices W1 and W2 in the objective
function (31).
The parameter estimates for the 4-node and 24-node study
are illustrated in Figures 10 and 11, respectively. We see that
the error is quite high for even the low noise cases, but this
error depends substantially on the pipe segment length, and
we interpret the significance of this in the next section. When
performing the optimization of the joint state and parameter
estimation problem, we place constraints on the parameter
estimates at 50% and 200% of the true values (i.e., at 0.005 and
0.02), and we see that for the 10% noise level these constraints
are binding. As a result, at this high uncertainty level the
approach yields a mixed result; the pressure state estimation
performs well, while the flow state estimation and the friction
parameter estimation does not produce an acceptable outcome.
These results motivate additional work beyond this initial
study to test the effect of uncertainty level and weighting of the
objective function on state and parameter estimation accuracy.
TABLE IV
STATE ESTIMATION ERRORS FOR THE SINGLE PIPE CASE.
nl edmax e
p
max e
ϕ
max e
d
avg e
p
avg e
ϕ
avg
10 18.19 21.99 16.85 5.33 1.31 1.73
1.5 2.73 2.45 2.47 1.06 0.19 0.33
1.0 2.42 1.82 2.24 0.70 0.14 0.29
0.5 1.29 0.94 1.16 0.45 0.09 0.18
TABLE V
STATE ESTIMATION ERRORS FOR THE 4-NODE NETWORK.
nl edmax e
p
max e
ϕ
max e
d
avg e
p
avg e
ϕ
avg
10 25.88 13.92 88.88 7.52 1.69 20.26
1.5 3.14 1.76 37.14 0.92 0.38 16.94
1.0 1.67 1.98 7.80 0.64 0.33 2.80
0.5 1.51 1.18 3.04 0.43 0.21 0.41
TABLE VI
STATE ESTIMATION ERRORS FOR THE 25-NODE NETWORK.
nl edmax e
p
max e
ϕ
max e
d
avg e
p
avg e
ϕ
avg
10 79.08 10.72 229.73 34.91 2.00 47.53
1.5 23.53 1.56 189.33 4.74 0.69 6.07
1.0 11.10 1.29 124.44 2.90 0.22 3.22
0.5 6.64 0.92 82.85 1.56 0.12 1.88
The table VII shows the true and estimated value of the
friction factor for the single pipe case. The Fig. 10 and 11
present a plot of the parameter estimates using a single run for
the 4-node network and 25-node network, respectively. From
the Fig. 10 and 11, we observe that the parameter estimates
are very sensitive the noise in the measurements which in turn
affect the state estimates.
D. Weighted relative bias in the parameter estimates
We now present a measure, which we utilize to study the
errors in the parameter estimates when performing multiple
runs of the joint state and parameter estimation algorithm.
For this study, we will present results only for the 25-node
network. We perform n = 30 runs of the algorithm with a
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Fig. 8. Absolute error in the nodal pressure estimates for the single pipe
case for a noise level of 1.5% in the measurements. Each row in the image
corresponds to the time-series of pressure estimates for one of 21 nodes in
the refined graph with 5 km discretization of the 100 km pipe.
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Fig. 9. Absolute error in the average mass flux estimates at the edges for the
single pipe case for a noise level of 1.5% in the measurements. Each row in
the image corresponds to the time-series of mass flux estimates for one of the
20 edges in the refined graph with 5 km pipe segments.
fixed noise level (1.5%) in all the measurements. For this
noise level, let λn,ijestimated denote the friction factor estimated
for pipe (i, j) and run n. Also, let λijtrue denote the true value
of the friction factor corresponding to pipe (i, j). Given these
notations, we define the weighted relative bias in the friction
factor estimate for pipe (i, j) as
enij =
(
1
n
∑n
k=1 λ
k,ij
estimated − λijtrue
)
λijtrue
· Lij
Lmax
(34)
TABLE VII
PIPELINE FRICTION FACTOR ESTIMATES FOR THE SINGLE PIPE CASE
nl λtrue λestimated
10 0.011 0.0108
1.5 0.011 0.0110
1.0 0.011 0.0109
0.5 0.011 0.0110
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Fig. 10. Parameter estimates for the 4-node network. The λtrue for each
pipeline is 0.01
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Fig. 11. Parameter estimates for the 25-node network computed for different
uncertainty or noise levels. The λtrue for each pipe is 0.01
where, Lmax is the length of the longest pipe in the network.
We remark that enij is weighted by the ratio of the length of the
pipe (i, j) to the maximum length of any pipe in the network.
The rationale behind this weighting is that for shorter pipes,
the relative error in friction factor estimates can potentially be
much larger than those for the longer pipes. This behaviour is
due to the assumption in Eq. (14) which states that the changes
in density and mass flux values over small pipeline segments
of length L are fairly small. Hence, for any pipe (i, j) ∈ E with
length Lij ≈ L, the effect of noise in (21b) is predominant
which in turn results in larger parameter estimate errors. We
conclude that accuracy in estimation of the friction factor of a
very short pipe is less important than estimating that of a long
pipe for modeling an entire pipeline. The rationale behind the
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Fig. 12. Weighted relative bias plot for every pipe (i, j) ∈ E in the 25-node
network. The number in parentheses in the legend entries denote the length
of the corresponding pipe in kilometers.
weighted accuracy metric in (34) is to weight the importance
of accurate estimation for a given pipe with respect to its
influence on accuracy of modeling overall pipeline system
dynamics. The Fig. 12 shows the value of enij plotted for each
run of the algorithm and for each pipe (i, j) ∈ E in the 25-
node network.
VI. CONCLUSION
This manuscript develops formulations and algorithms for
solving the state estimation and joint state and parameter
estimation problems for the flow of natural gas through a large-
scale network of pipelines with actuation by compressors.
We have presented approaches to physical and engineering
modeling, model reduction, control system modeling, and
uncertainty modeling. We have also derived a uniqueness
result for the time-periodic boundary value problem for the
discretized pipeline flow equations, which implies that pipeline
state (pressure) measurements are not required for estimation
when withdrawals are known exactly. The proposed method is
seen to be effective in computing state and parameter estimates
in empirical studies on multiple test cases. In the compu-
tational case studies, the method consistently provides low
error estimates of the pressures throughout the network under
various conditions, although in the case of high uncertainty
the performance of flow and friction parameter estimation
degrades.
Future work would focus on testing these algorithms on
actual time-series data obtained from real gas pipeline net-
works, effectively solving estimation problems using only
sparse pressure measurements, and extending the algorithms
robust to be robust to outliers in the measurements. In addition,
the modeling formalism developed here could be applied to
develop leak detection techniques for sparsely instrumented
systems. Furthermore, the development of a Bayesian filtering
approach for the DAE systems would be of general interest,
and could be applied to reduced natural gas network dynamic
models for use in pipeline system applications.
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APPENDIX A
EIGENVALUE EQUATION FOR EQ. (2)
In this appendix, we present the eigenvalue equation for
the system of partial differential equations in Eq. (2). The
eigenvalue equation is given by[
∂xρ
∂xϕ
]
+
[
0 0
1 0
][
∂tρ
∂tϕ
]
=
[
0 1a2
1 0
][
0
− λ2D ϕ|ϕ|ρ
]
. (35)
The matrix [0 0; 1 0] in Eq. (35) has two repeated eigenvalues,
both being 0, indicating that original system of equations in
Eq. (2) is parabolic in nature [21].
APPENDIX B
REDUCTION OF EQ. (18) TO EQ. (21)
In this appendix, we show that the Eqs. (18) can equivalently
be represented by the DAE system in Eq. (21) using the graph-
theoretic notation introduced in Sec. II-C. We remark that
additional definitions and notations would be introduced in
the derivation, as and when required. To that end, we first
rewrite Eq. (18d) in matrix form as follows:
d = A¯dXϕ¯+
¯
AdX
¯
ϕ (36)
where, A¯d and
¯
Ad are the positive and negative parts of the
matrix Ad, respectively. We now define Φ− = 12 (ϕ¯ −
¯
ϕ).
Using the definition of Φ−, the Eq. (36) can be rewritten as
d = AdXΦ + |Ad|XΦ−. (37)
On the other hand, Eqs. (18c), (18a), and (18e) together with
the definition Φ− can be equivalently represented using the
following matrix equation:
|Bᵀs |s˙+ |Bᵀd |ρ˙ = −4Λ−1Φ−. (38)
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Substituting Eq. (37) into Eq. (38) and eliminating Φ−, we
obtain
|Ad|XΛ|Bᵀd |ρ˙ = 4(AdXΦ− d)− |Ad|XΛ|Bᵀs |s˙
which is the same as Eq. (21a). Then, Eq. (18b) can be
rewritten as
¯
ρ2ij − ρ¯2ij = −
λ`0L
4Dij
Φij |Φij |, ∀(i, j) ∈ Eˆ. (39)
Using Eq. (18a) and the definitions B, Λ, and K the above
equation can be equivalently written in matrix form as
ΛKΦΦ = −BᵀρN  |Bᵀ|ρN ,
completing the derivation.
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