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CONVERGENCE ANALYSIS AND A POSTERIORI ERROR
ESTIMATES OF REDUCED ORDER SOLUTIONS FOR OPTIMAL
CONTROL PROBLEM OF PARAMETERIZED MAXWELL SYSTEM
TRAN NHAN TAM QUYEN∗
Abstract. In this paper we investigate the reduced order solution of the optimal control problem
governed by a parameterized stationary Maxwell system


∇×
(
σ−1(x;µ)∇× E(x;µ)
)
= ǫ(x;µ)u(x), (x;µ) ∈ Ω× P,
∇ · (ǫ(x;µ)E(x; µ)) = ρ(x;µ), (x;µ) ∈ Ω× P,
E(x; µ)× ~n(x) = 0, (x;µ) ∈ ∂Ω×P
with the Gauss law ∇· (ǫ(x;µ)u(x)) = 0. In this context the dielectric ǫ, the magnetic permeability σ
and the charge density ρ are assumed to be known, P ⊂ Rp is a compact set of parameters, where the
control u ∈ Uad ⊂ L
2(Ω)
3
is constrained of general type. Let (Eh, Vh) be a suitable finite element
space, we approximate the electric field E(µ) ∈ H0(curl; Ω) of the aforementioned system by the
discrete version Eh ∈ Eh. Adopting the variational discretization concept, we consider the weighted
parameterized optimal control problem
min
(u,Eh)∈Uad×Eh
J(u,Eh;µ),
where
J(u,Eh;µ) :=
1
2
‖
√
ǫ(µ)(Eh(µ) − Ed(µ))‖
2
L2(D)
+
α
2
‖
√
ǫ(µ)(u − ud(µ))‖
2
L2(Ω)
,
Ed(µ) ∈ L
2(D) and ud(µ) ∈ L
2(Ω) are respectively the desired state and control, and α > 0 is the
regularization parameter. Utilizing techniques from the primal reduced basis approach, we construct
a reduced basis surrogate model for the above optimal control problem. We prove the uniform
convergence of reduced order solutions to that of the original high dimensional problem provided the
snapshot parameter samples being dense in the parameter set and with an appropriate parameter
separability rule. Furthermore, we establish the absolute a posteriori error estimator for the reduced
order solutions and the corresponding cost functional which deals with the norm of the residuals of
the state and adjoint equations.
Key words. Maxwell system, Parameterized partial differential equation, Optimal control,
Reduced basis method, Model order reduction, Convergence analysis, A posteriori error estimates.
AMS subject classifications. 35R25; 47A52; 35R30; 65J20; 65J22
1. Introduction. The optimal control problem governed by the stationary or
time-dependent Maxwell system has attracted great attention from many scientists
in the last decades. For surveys on the subject, we refer the reader to, e.g., [4,
22, 26, 29] and the references given there. The aforementioned works are involved
non-parameterized governed systems. However, some applications in science and en-
gineering are related with parameterized partial differential equations, see (cf. [2, 3,
9, 12, 14, 18, 20, 21, 24, 27]). For this scenario we in the present paper investigate the
reduced order solution of the optimal control problem governed by a parameterized
stationary Maxwell system with the Gauss law, a subject has been not considered so
far.
In fact, let Ω be an open, bounded and connected set of R3 with the Lipschitz
boundary ∂Ω. Let P ⊂ Rp be a compact set of parameters. We consider the following
∗Institute for Numerical and Applied Mathematics, University of Goettingen, Lotzestr. 16-18,
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parameterized stationary Maxwell system
(1.1)

∇×
(
σ−1(x;µ)∇×E(x;µ)
)
= ǫ(x;µ)u(x), (x;µ) ∈ Ω× P ,
∇ · (ǫ(x;µ)E(x;µ)) = ρ(x;µ), (x;µ) ∈ Ω× P ,
E(x;µ)× ~n(x) = 0, (x;µ) ∈ ∂Ω× P ,
where ~n = ~n(x) is the unit outward normal on ∂Ω. In the above system (1.1) the
dielectric ǫ = ǫ(x;µ), the magnetic permeability σ = σ(x;µ) and the charge density
ρ = ρ(x;µ) are assumed to be known with
ρ ≤ ρ(x;µ) ≤ ρ, ǫ ≤ ǫ(x;µ) ≤ ǫ and σ ≤ σ(x;µ) ≤ σ(1.2)
a.e. in x ∈ Ω, all µ ∈ P for some given constants ρ, ρ, ǫ, ǫ, σ and σ independent of
both x and µ, where ǫ > 0 and σ > 0. Furthermore, we assume that Gauss’ law is
applied to the current source, i.e.
(1.3) ∇ · (ǫ(x;µ)u(x)) = 0, (x;µ) ∈ Ω× P .
For the system (1.1) if
u ∈ Uad :=
{
u ∈ L2(Ω) :=
(
L2(Ω)
)3 ∣∣ ∇ · (ǫu) = 0 and u ≤ u ≤ u}
is given, we can solve the electric field E = E(u;µ) ∈ H0(curl; Ω) depending on u and
the parameter µ as well (see Section 2 for the definition of functional spaces). Here
u and u ∈ R3 are given lower and upper bounds of the control. Therefore, for any
given µ ∈ P we define the control-to-state operator E = E(u;µ) : Uad → H0(curl; Ω)
that maps each u to the unique weak solution E of (1.1).
Let D be a measurable subset of Ω and Ed(µ) ∈ L
2(D), ud(µ) ∈ L
2(Ω) be
respectively the desired state and control, that are both dependent on parameters. In
this paper we consider the parameterized control problem
min
(u,E)∈Uad×H0(curl;Ω)
J(u,E;µ), (Pe)
where1
J(u,E;µ) :=
1
2
‖
√
ǫ(µ)(E(µ)−Ed(µ))‖
2
L2(D) +
α
2
‖
√
ǫ(µ)(u− ud(µ))‖
2
L2(Ω)
and α > 0 is the regularization parameter. We assume that the desired state and
control are uniformly L2-bounded with respect to the parameter, i.e.
‖Ed(µ)‖L2(D) ≤ ed and ‖ud(µ)‖L2(Ω) ≤ ud(1.4)
for all µ ∈ P with ed and ud some position constants. Further, the Gauss law
∇ · (ǫ(µ)Ed(µ)) = ρ(µ)
is satisfied on D.
Let (Eh, Vh) be the finite element space associated with the system (1.1) and
Eh(µ) be the finite element approximation of E(µ) (cf. Subsection 2.3). Adopting
1The subscript e in the problem (Pe) refers to “exact”.
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the variational discretization concept introduced by [15], we approximate the “exact”
problem (Pe) by the discrete one
min
(u,Eh)∈Uad×Eh
J(u,Eh;µ), (Ph)
where
J(u,Eh;µ) :=
1
2
‖
√
ǫ(µ)(Eh(µ)−Ed(µ))‖
2
L2(D) +
α
2
‖
√
ǫ(µ)(u− ud(µ))‖
2
L2(Ω)
and subject to
(1.5)
{(
σ−1(µ)∇×Eh(µ),∇×Φh
)
L2(Ω)
= (ǫ(µ)u,Φh)L2(Ω)
(ǫ(µ)Eh(µ),∇φh)L2(Ω) = − (ρ(µ), φh)L2(Ω)
for all (Φh, φh) ∈ Eh × Vh.
The above constrained saddle point system may be computationally expensive to
solve when the dimension of the finite element spaces is very high, and in particular
the variety of parameters is taken into account. From a reduced basis point of view,
one needs a surrogate model for the system which results to a reduced basis space
(EN , VN ) ⊂ (Eh, Vh).
We can then consider the reduced basis optimal control problem (PN ) corresponding
to the full approximation one (Ph), i.e.
min
(u,EN)∈Uad×EN
J(u,EN ;µ), (PN )
where
J(u,EN ;µ) :=
1
2
‖
√
ǫ(µ)(EN (µ)−Ed(µ))‖
2
L2(D) +
α
2
‖
√
ǫ(µ)(u− ud(µ))‖
2
L2(Ω)
and subject to
(1.6)
{(
σ−1(µ)∇×EN(µ),∇×ΦN
)
L2(Ω)
= (ǫ(µ)u,ΦN )L2(Ω)
(ǫ(µ)EN (µ),∇φN )L2(Ω) = − (ρ(µ), φN )L2(Ω)
for all (ΦN , φN ) ∈ EN × VN .
As the reduced basis approach considers a suboptimal control problem, conver-
gence analysis and error estimates for the reduced order solution to that of the original
high dimensional problem are crucial. The contributions of the paper are the follow-
ing:
Convergence. Let u∗h and u
∗
N be respectively unique solutions to (Ph) and (PN ).
Then we prove the uniform convergence
lim
N→∞
sup
µ∈P
‖u∗h(µ)− u
∗
N (µ)‖L2(Ω) = 0
provided the snapshot parameter samples PN := {µ
1, ..., µN} being dense in the
compact set P and an appropriate parameter separability rule applied to the dielectric,
the magnetic, the desired control and state as well.
3
A posteriori error estimates. We establish the absolute a posteriori error
estimator
max
(
‖u∗h(µ)− u
∗
N (µ)‖L2(Ω), |J(u
∗
h,E
∗
h(u
∗
h);µ)− J(u
∗
N ,E
∗
N (u
∗
N );µ)|
)
 ‖RE(·;µ)‖H(curl;Ω)∗ + ‖RF(·;µ)‖H(curl;Ω)∗ ,
where the hidden constant is independent of h,N and µ, and RE, RF are the residuals
of the state and adjoint equations, respectively.
The paper is organized as follows. In Section 2 we introduce some functional
spaces and the finite element method for the system (1.1). Primal reduced basis
approach for the optimal control problem and first order optimality conditions are
presented in Section 3. Convergence analysis and a posteriori error estimates for the
reduced basis approximations are respectively performed in Section 4 and Section 5.
2. Preliminaries. We start this section with presenting the definition of func-
tional spaces which are utilized in the paper, for more details one can consult [1, 23].
2.1. Functional spaces. In the three-dimensional Euclidean space R3 its ele-
ment is denoted by x = (x1, x2, x3). Bold typeface is used to indicate a point of R3,
a (three-dimensional) vector-valued function or a Hilbert space of vector-valued func-
tions. As usual, we use the differential operator ∇ :=
(
∂
∂x1
,
∂
∂x2
,
∂
∂x3
)
and so that
∇φ(x) =
(
∂φ(x)
∂x1
,
∂φ(x)
∂x2
,
∂φ(x)
∂x3
)
for the scalar function φ = φ(x). Furthermore, for
the vector-valued function Φ = Φ(x) =
(
Φ1(x),Φ2(x),Φ3(x)
)
we have
∇ ·Φ =
∂Φ1(x)
∂x1
+
∂Φ2(x)
∂x2
+
∂Φ3(x)
∂x3
:= divΦ and
∇×Φ =
(
∂Φ3(x)
∂x2
−
∂Φ2(x)
∂x3
,
∂Φ1(x)
∂x3
−
∂Φ3(x)
∂x1
,
∂Φ2(x)
∂x1
−
∂Φ1(x)
∂x2
)
:= curlΦ.
We also mention that ∇× (∇φ) = 0 and ∇ · (∇×Φ) = 0.
The Hilbert space L2(Ω) :=
(
L2(Ω)
)3
is equipped with the inner product
(Φ,Ψ)L2(Ω) :=
3∑
i=1
(Φi,Ψi)L2(Ω) :=
3∑
i=1
∫
Ω
Φi(x)Ψi(x)dx.
Then we can define the linear space
H(div; Ω) :=
{
Φ ∈ L2(Ω)
∣∣ ∇ ·Φ ∈ L2(Ω)} ,
where ∇ ·Φ is understood in the sense of distributions i.e. ∇ ·Φ ∈ L2(Ω) such that
(∇ ·Φ, φ)L2(Ω) = −(Φ,∇φ)L2(Ω)
for all φ ∈ C∞c (Ω), the space of all infinitely differential functions with compact
support in Ω. Equipped with the inner product
(Φ,Ψ)
H(div;Ω) := (Φ,Ψ)L2(Ω) + (∇ ·Φ,∇ ·Ψ)L2(Ω),
it is a Hilbert space. The linear space H(curl; Ω) is defined by
H(curl; Ω) :=
{
Φ ∈ L2(Ω)
∣∣ ∇×Φ ∈ L2(Ω)}
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that is a Hilbert space equipped with the inner product
(Φ,Ψ)H(curl;Ω) := (Φ,Ψ)L2(Ω) + (∇×Φ,∇×Ψ)L2(Ω).
It is noted that
H(div; Ω) = C∞(Ω)
H(div;Ω)
and H(curl; Ω) = C∞(Ω)
H(curl;Ω)
,
where the closures are taken with respect to the norm of the space H(div; Ω) and
H(curl; Ω), respectively.
The normal trace operator γn(Φ) := ~n ·Φ|∂Ω for all Φ ∈ C
∞(Ω) can be extended
to a surjective, continuous linear map from H(div; Ω)→ H−1/2(∂Ω) :=
(
H1/2(∂Ω)
)∗
such that Green’s formula (cf. [23, §3])
(∇ ·Φ, φ)L2(Ω) = −(Φ,∇φ)L2(Ω) + 〈γn(Φ), φ〉(H−1/2(∂Ω),H1/2(∂Ω))(2.1)
holds true for all Φ ∈ H(div; Ω) and φ ∈ H1(Ω). The tangential trace operator
γt(Φ) := ~n × Φ|∂Ω for all Φ ∈ C
∞(Ω) can be also extended to a continuous linear
map from H(curl; Ω)→ H−1/2(∂Ω). Furthermore, Green’s formula
(∇×Φ,Ψ)L2(Ω) = (Φ,∇×Ψ)L2(Ω) + 〈γt(Φ),Ψ〉(H−1/2(∂Ω),H1/2(∂Ω))(2.2)
holds true for all Φ ∈ H(curl; Ω) and Ψ ∈ H1(Ω), where
〈γt(Φ),Ψ〉(H−1/2(∂Ω),H1/2(∂Ω)) :=
3∑
i=1
〈
γit(Φ),Ψ
i
〉
(H−1/2(∂Ω),H1/2(∂Ω)) .
We conclude this subsection by the following definition
H0(div; Ω) := C∞c (Ω)
H(div;Ω)
and H0(curl; Ω) := C∞c (Ω)
H(curl;Ω)
and mention that
H0(div; Ω) :=
{
Φ ∈ H(div; Ω)
∣∣ γn(Φ) = 0} ,
H0(curl; Ω) :=
{
Φ ∈ H(curl; Ω)
∣∣ γt(Φ) = 0} .
2.2. Variational formulation of the system (1.1). For any given µ ∈ P and
u ∈ L2(Ω) an element E := E(µ) := E(u;µ) ∈ H0(curl; Ω) is called to be a weak
solution of (1.1) if
(2.3)
{(
σ−1(µ)∇×E(µ),∇×Φ
)
L2(Ω)
= (ǫ(µ)u,Φ)
L2(Ω) , ∀Φ ∈ H0(curl; Ω)
(ǫ(µ)E(µ),∇φ)
L2(Ω) = − (ρ(µ), φ)L2(Ω), ∀φ ∈ H
1
0 (Ω).
The first equation of the above system is obtained by multiplying the first equation
of (1.1) with Φ ∈ H0(curl; Ω), and then using the identity (2.2), while the second
equation of (2.3) is defined by the second one of (1.1) and Green’s formula (2.1).
Denote by
V := {τ ∈ H0(curl; Ω) | ∇ · (ǫτ) = 0} ,
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by the compactness of the embedding V →֒ L2(Ω) and
{τ ∈ V | ∇ × τ = 0} =
{
τ ∈ L2(Ω)
∣∣ ∇× τ = 0, ∇ · (ǫτ) = 0, ~n× τ|∂Ω = 0} = {0}
(see, [8, 29]), an application of Peetre’s lemma (see, [19]) yields that there exists a
positive CΩ such that
‖τ‖L2(Ω) ≤ C
Ω‖∇× τ‖L2(Ω)(2.4)
for all τ ∈ V. Thus, with the aid of the condition (1.2), we have the coercivity
condition
‖v‖2
H(curl;Ω) ≤ C
Ω
σ
(
σ−1∇× v,∇× v
)
L2(Ω)
(2.5)
for all v ∈ V, where the constant CΩσ > 0 is independent of v. Due to the standard
theory of the mixed variational problems (see, e.g., [6, 11]), we conclude that the
system (2.3) attains a unique solution E = E(u;µ) ∈ H0(curl; Ω) which satisfies
‖E‖H(curl;Ω) ≤ C
Ω
ǫ,σ
(
‖u‖L2(Ω) + ‖ρ‖L2(Ω)
)
≤ CΩǫ,σ|Ω|
1/2(ρ+ ‖u‖R3).(2.6)
We therefore can define for any fixed µ ∈ P the map
Sµ : Uad → H0(curl; Ω) with u 7→ Sµ(u) := E(u)
and for any fixed u ∈ Uad the one
Su : P → H0(curl; Ω) with µ 7→ Su(µ) := E(µ).
2.3. Finite element discretization. Hereafter, we assume (Th)h>0 is a quasi-
uniform family of regular triangulations of the domain Ω with the mesh size h (cf.
[5]). For the definition of the discretization space of the state function defined by the
system (2.3) let us denote the conforming finite element spaces (cf. [25])
Eh :=
{
Eh ∈ H0(curl; Ω)
∣∣ Eh|T = aT + bT × x, ∀T ∈ Th with aT ,bT ∈ R3} ,
Vh :=
{
φh ∈ H
1
0 (Ω)
∣∣ φh|T = aT + bT · x, ∀T ∈ Th with aT ∈ R,bT ∈ R3} ,
where ∇Vh ⊂ Eh.
The discrete variational formulation corresponding to the system (2.3) then reads:
find Eh ∈ Eh such that (1.5) is satisfied for all (Φh, φh) ∈ Eh × Vh. Similar to (2.5),
since the discrete Poincare´-Friedrichs-type inequality (cf. [17, Theorem 4.7], [23, §7])
‖vh‖L2(Ω) ≤ C
Ω‖∇× vh‖L2(Ω)(2.7)
is satisfied for all discrete ǫ-divergence-free functions, i.e.
vh ∈ D
(ǫ)
h :=
{
Eh ∈ Eh
∣∣ (ǫEh,∇φh)L2(Ω) = 0 for all φh ∈ Vh} ,
we have that
‖vh‖
2
H(curl;Ω) ≤ C
Ω
σ (σ
−1(µ)∇× vh,∇× vh)L2(Ω)(2.8)
for all vh ∈ D
(ǫ)
h . Therefore, we conclude that the system (1.5) has a unique solution
Eh ∈ Eh satisfying the estimate
‖Eh‖H(curl;Ω) ≤ C
Ω
ǫ,σ
(
‖u‖L2(Ω) + ‖ρ‖L2(Ω)
)
≤ CΩǫ,σ|Ω|
1/2(ρ+ ‖u‖R3).(2.9)
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For all s ≥ 0 we denote by
Hs(curl; Ω) :=
{
Φ ∈ Hs(Ω)
∣∣ ∇×Φ ∈ Hs(Ω)} .
Equipped with the norm
‖Φ‖Hs(curl;Ω) :=
(
‖Φ‖2
Hs(Ω) + ‖∇×Φ‖
2
Hs(Ω)
)1/2
,
it is a Banach space. Before going farther, we state the following result.
Theorem 2.1. For any given µ ∈ P let E(µ) and Eh(µ) be the unique solution
to (2.3) and (1.5), respectively. Then:
(i) There hold the limit
lim
h→0
‖∇× (E(µ)−Eh(µ))‖L2(Ω) = 0.
(ii) In addition ǫ(µ), σ−1(µ) ∈W 1,∞(Ω) we get the regularity E(µ) ∈ Hs(curl; Ω)
for some s ∈ (1/2, 1]. Furthermore, there exist constants ν, ν′ ∈ (1/2, 1] such that the
estimates
‖E(µ)−Eh(µ)‖H(curl;Ω) ≤ Ch
s‖E(µ)‖Hs(curl;Ω)
‖∇ · ǫ(E(µ)−Eh(µ))‖H−ν (Ω) ≤ Ch
ν+ν′−1
(
‖∇×E(µ)‖L2(Ω) + ‖ρ(µ)‖Hν′−1(Ω)
)
hold true.
Remark 2.2. As presented by authors of [7, 29], a finite element approximation
of the unique solution E ∈ H0(curl; Ω) to the system (2.3) can be considered as the
unique solution E˜h ∈ Eh of the following variational equation(
σ−1∇× E˜h,∇×Φh
)
L2(Ω)
+ γ(h)
(
ǫE˜h,Φh
)
L2(Ω)
= (ǫ(u+ γ(h)∇χh),Φh)L2(Ω)(2.10)
for all Φh ∈ Eh, where γ(h) ∈ (0, 1] is a parameter depending only on the mesh size
h and χh ∈ Vh is the unique solution of the auxiliary variational equation
(ǫ∇χh,∇φh)L2(Ω) = −(ρ, φh)L2(Ω) for all φh ∈ Vh.(2.11)
Note that we have the following estimates for E˜h and χh
(2.12)
‖E˜h‖H(curl;Ω) ≤ C
(
‖u‖L2(Ω) + ‖ρ‖L2(Ω)
)
,
‖χh‖H1(Ω) ≤ C‖ρ‖L2(Ω)
with C > 0. Further, it might not be ensured that Eh = E˜h. However, we can see(
ǫE˜h,∇φh
)
L2(Ω)
= −(ρ, φh)L2(Ω) for all φh ∈ Vh.(2.13)
In fact, taking Φh = ∇φh in (2.10) and the first equation of (1.5), using the identity
∇×∇φh = 0 and (2.11), we get
γ(h)
(
ǫE˜h,∇φh
)
L2(Ω)
= (ǫu,∇φh)L2(Ω) + γ(h) (ǫ∇χh,∇φh)L2(Ω)
= γ(h) (ǫ∇χh,∇φh)L2(Ω)
= −γ(h)(ρ, φh)L2(Ω)
which yields (2.13), by γ(h) > 0.
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Proof of Theorem 2.1. By the first equations of the systems (2.3) and (1.5), we
deduce (
σ−1∇× (E−Eh),∇×Φh
)
L2(Ω)
= 0
for all Φh ∈ Eh and so(
σ−1∇× (E−Eh),∇× (E−Eh)
)
L2(Ω)
=
(
σ−1∇× (E−Eh),∇× (E−Φh)
)
L2(Ω)
.
Using (1.2), we then have ‖∇ × (E−Eh)‖L2(Ω) ≤ C ‖∇ × (E−Φh)‖L2(Ω) and thus
‖∇× (E−Eh)‖L2(Ω) ≤ C infΦh∈Eh
‖E− Φh‖H(curl;Ω).
By the approximation property of the finite element space, we get
lim
h→0
‖∇× (E−Eh)‖L2(Ω) ≤ C lim
h→0
inf
Φh∈Eh
‖E− Φh‖H(curl;Ω) = 0,
the part (i) is then proved. For (ii), the regularity E ∈ Hs(curl; Ω) follows from [7,
Lemma 3.6]. It follows from (1.5) and (2.10) for all Φh ∈ Eh that(
σ−1∇× E˜h,∇×Φh
)
L2(Ω)
= (ǫu,Φh)L2(Ω) + γ(h)
(
ǫ(∇χh − E˜h),Φh
)
L2(Ω)
=
(
σ−1∇×Eh,∇×Φh
)
L2(Ω)
+ γ(h)
(
ǫ(∇χh − E˜h),Φh
)
L2(Ω)
which gives(
σ−1∇× (E˜h −Eh),∇×Φh
)
L2(Ω)
= γ(h)
(
ǫ(∇χh − E˜h),Φh
)
L2(Ω)
.
By the second equation of the system (1.5) and the equation (2.13), we have E˜h−Eh ∈
D
(ǫ)
h . Taking Φh = E˜h − Eh, using the inequalities (2.12) and the discrete Poincare´-
Friedrichs-type inequality (2.7), we have
‖E˜h −Eh‖H(curl;Ω) ≤ Cγ(h).
We therefore deduce from the last inequality and [29, Corollary 4.12] that
‖E−Eh‖H(curl;Ω) ≤ ‖E− E˜h‖H(curl;Ω) + ‖E˜h −Eh‖H(curl;Ω)
≤ C
(
hs‖E‖H(curl;Ω) + γ(h)
)
≤ Chs‖E‖H(curl;Ω)
as γ(h) ∼ h. Finally, by [7, Theorem 4.2], we get that
‖∇ · (ǫE− ǫEh)‖H−ν(Ω)
≤ ‖∇ · (ǫE− ǫE˜h)‖H−ν(Ω) + ‖∇ · (ǫE˜h − ǫEh)‖H−ν(Ω)
≤ Chν+ν
′−1
(
‖∇×E‖L2(Ω) + ‖ρ‖Hν′−1(Ω)
)
+ ‖∇ · (ǫE˜h − ǫEh)‖H−ν (Ω),
where
‖∇ · (ǫE˜h − ǫEh)‖H−ν (Ω)
≤ Chν+ν
′−1‖∇ × (E˜h −Eh)‖L2(Ω) ≤ Ch
ν+ν′−1γ(h) ≤ Chν+ν
′
,
by [7, Lemma 3.8]. The proof completes.
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3. Primal reduced basis approach. By standard arguments (see, e.g., [16,
28]), one can verify that the problem (Pe) attains a unique solution for each the
parameter µ ∈ P . Furthermore, employing the Lagrangian approach we can state
the following first order optimality system relating to the optimal solution, the state
equation and the adjoint equation.
Theorem 3.1. Given µ ∈ P, the pair (u∗e(µ),E
∗
e(µ)) ∈ Uad × H0(curl; Ω) is
the unique solution2 of the problem (Pe) if and only if there exists an adjoint state
F∗e(µ) ∈ H0(curl; Ω) such that the triple (u
∗
e(µ),E
∗
e(µ),F
∗
e(µ)) satisfies the system(
σ−1(µ)∇×E∗e(µ),∇×Φ
)
L2(Ω)
= (ǫ(µ)u∗e(µ),Φ)L2(Ω) ,(3.1)
(ǫ(µ)E∗e(µ),∇φ)L2(Ω) = −(ρ(µ), φ)L2(Ω),(3.2) (
σ−1(µ)∇× F∗e(µ),∇×Φ
)
L2(Ω)
= (ǫ(µ)(E∗e(µ)−Ed(µ)),Φ)L2(D) ,(3.3)
(ǫ(µ)F∗e(µ),∇φ)L2(Ω) = −(ρ(µ), φ)L2(Ω),(3.4)
(
u− u∗e(µ),ud(µ)−
1
α
F∗e(µ)− u
∗
e(µ)
)
L2(Ω)
≤ 0
(3.5)
for all (Φ, φ,u) ∈ H0(curl; Ω)×H
1
0 (Ω)×Uad.
Basing on the finite element approach in Subsection 2.3, we approximate the “exact”
problem (Pe) by the discrete one (Ph). Then, the associated first order optimality
system for the problem (Ph) reads.
Theorem 3.2. Given µ ∈ P, the pair (u∗h(µ),E
∗
h(µ)) ∈ Uad × Eh is the unique
solution of the problem (Ph) if and only if there exists an adjoint state F
∗
h(µ) ∈ Eh
such that the triple (u∗h(µ),E
∗
h(µ),F
∗
h(µ)) satisfies the system(
σ−1(µ)∇×E∗h(µ),∇×Φh
)
L2(Ω)
= (ǫ(µ)u∗h(µ),Φh)L2(Ω) ,(3.6)
(ǫ(µ)E∗h(µ),∇φh)L2(Ω) = −(ρ(µ), φh)L2(Ω),(3.7) (
σ−1(µ)∇× F∗h(µ),∇×Φh
)
L2(Ω)
= (ǫ(µ)(E∗h(µ)−Ed(µ)),Φh)L2(D) ,(3.8)
(ǫ(µ)F∗h(µ),∇φh)L2(Ω) = −(ρ(µ), φh)L2(Ω),(3.9)
(
u− u∗h(µ),ud(µ)−
1
α
F∗h(µ)− u
∗
h(µ)
)
L2(Ω)
≤ 0
(3.10)
for all (Φh, φh,u) ∈ Eh × Vh ×Uad.
The above optimality system (3.6)–(3.10) constitutes several sets of variational
equations and inequalities which may be computationally expensive. Thus the sur-
rogate model approach is targeted, where the original high dimensional problem is
replaced by a reduced order approximation.
Assume that we are given the reduced basis spaces
(EN , VN ) ⊂ (Eh, Vh),
that are orthonormal due to, for example, a standard Gram-Schmidt orthogonalisa-
tion process. Furthermore, to guarantee the existence of a solution to the constraint
2The superscript ∗ refers to “optimality”.
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system, we assume that the coercivity condition (2.8) is fulfilled on (EN , VN ). With
the reduced basis spaces at hand, we now consider the reduced basis optimal control
problem (PN ) corresponding to the full approximation one (Ph). The associated first
order optimality system for the problem (PN ) reads.
Theorem 3.3. Given µ ∈ P, the pair (u∗N (µ),E
∗
N (µ)) ∈ Uad × EN is the unique
solution of the problem (PN ) if and only if there exists an adjoint state F
∗
N (µ) ∈ EN
such that the triple (u∗N (µ),E
∗
N (µ),F
∗
N (µ)) satisfies the system(
σ−1(µ)∇×E∗N (µ),∇×ΦN
)
L2(Ω)
= (ǫ(µ)u∗N (µ),ΦN )L2(Ω) ,(3.11)
(ǫ(µ)E∗N (µ),∇φN )L2(Ω) = −(ρ(µ), φN )L2(Ω),(3.12) (
σ−1(µ)∇× F∗N (µ),∇×ΦN
)
L2(Ω)
= (ǫ(µ)(E∗N (µ)−Ed(µ)),ΦN )L2(D) ,(3.13)
(ǫ(µ)F∗N (µ),∇φN )L2(Ω) = −(ρ(µ), φN )L2(Ω),(3.14)
(
u− u∗N (µ),ud(µ)−
1
α
F∗N (µ)− u
∗
N (µ)
)
L2(Ω)
≤ 0
(3.15)
for all (ΦN , φN ,u) ∈ EN × VN ×Uad.
We conclude this section by performing the greedy sampling procedure [13] ap-
plied to the problem under consideration. Note that, by the discrete Helmholtz de-
composition (see, [23, §7.2.1]) D
(ǫ)
h = D
(1)
h
⊕
Vh, for all z
ǫ
h ∈ D
(ǫ)
h , there exists a
unique pair (z1h, H(z
ǫ
h)) ∈ D
(1)
h × Vh such that z
ǫ
h = z
1
h +H(z
ǫ
h).
Algorithm 3.1 Greedy procedure
Choose Strain ⊂ P , an arbitrary µ
1 ∈ Strain, ǫtol > 0 and Nmax ∈ N
Set N := 1, and
EN := span{E
∗
h(µ
N ),F∗h(µ
N ),∇H(E∗h(µ
N )),∇H(F∗h(µ
N ))}
VN := span{H(E
∗
h(µ
N )), H(F∗h(µ
N ))}
while maxµ∈Strain
∆N (EN , VN ;µ) > ǫtol and N ≤ Nmax do
µN+1 := argmaxµ∈Strain
∆N (EN , VN ;µ)
EN+1 := span{{E
∗
h(µ
N+1),F∗h(µ
N+1),∇H(E∗h(µ
N+1)),∇H(F∗h(µ
N+1))} ∪ EN}
VN+1 := span{{H(E
∗
h(µ
N+1)), H(F∗h(µ
N+1))} ∪ VN}
N := N + 1
end while
In Algorithm 3.1, the sampling parameter set Strain ⊂ P is finite, but rich enough
to perform well the full parameter set P . The initial parameter µ1 is chosen arbitrar-
ily in Strain, ǫtol is a desired error tolerance and Nmax is the maximum number of
iterations. The pair {E∗h(µ
N ),F∗h(µ
N )} is the optimal state and adjoint state defin-
ing by the optimality system (3.6)–(3.10) at the parameter µ = µN . The quantity
∆N (EN , VN ;µ) is an error estimator between solutions of the problem (Ph) and the
reduced one (PN ) at the given parameter µ, that will be described the detail in Sec-
tion 5.
10
4. Convergence of the reduced basis method. Our aim in this section is to
investigate the uniform convergence
lim
N→∞
sup
µ∈P
‖u∗h(µ)− u
∗
N (µ)‖L2(Ω) = 0
of reduced basis optimal solutions to the original one. To do so, we assume that the
snapshot parameter sample PN := {µ
1, ..., µN} is dense in the compact set P , i.e. the
full-distance
κN := sup
µ∈P
dist(µ,PN )
tends to zero as N to infinity, where dist(µ,PN ) := infµ′∈PN ‖µ−µ
′‖Rp . Furthermore,
we also assume that
u∗h(µ) = u
∗
N (µ)
provided µ ∈ PN as reproduction of solutions, see [12].
A crucial property for an efficiently computational procedure of reduced basis
approaches is the parameter separability that can be defined as follows (cf. [10]).
Definition 4.1. Assume that the functions σ, ǫ, the desired control and state ub
and Ed admit the expansions
σ−1(·;µ) :=
Qσ∑
q=1
Θσq (µ)σ
−1
q (·), ǫ(·;µ) :=
Qǫ∑
q=1
Θǫq(µ)ǫq(·),
ud(·;µ) :=
Qud∑
q=1
Θudq (µ)udq(·), Ed(·;µ) :=
QEd∑
q=1
ΘEdq (µ)Edq(·),
where Qσ, Qǫ, Qud and QEd are finite positive integers, the functions Θσq ,Θ
ǫ
q,Θ
ud
q
and ΘEdq : P → R, while the functions σ
−1
q , ǫq,udq : Ω → R as well as Ed : D → R
are independent of the parameter µ.
Due to (1.2) and (1.4), we without loss of generality assume that
σ−1q ∈ [σ
−1, σ−1], ǫq ∈ [ǫ, ǫ], ‖udq‖L2(Ω) ≤ ud and ‖Edq‖L2(D) ≤ ed
for all the index q. We start with the auxiliary results.
Lemma 4.2. (i) For any given µ ∈ P the inequality
‖Su1(µ)− Su2(µ)‖H(curl;Ω) ≤ C
Ω
σ ǫ‖u
1 − u2‖L2(Ω)
is satisfied for all u1, u2 ∈ Uad.
(ii) For any fixed u ∈ Uad the estimate
‖Su(µ
1)− Su(µ
2)‖H(curl;Ω) ≤ C
Ω
ǫ,σC
Ω
σ σ
−1 (ρ+ ‖u‖R3) |Ω|
1/2
Qσ∑
q=1
|Θσq (µ
1)−Θσq (µ
2)|
+ CΩσ ǫ‖u‖R3 |Ω|
1/2
Qǫ∑
q=1
|Θǫq(µ
1)−Θǫq(µ
2)|
holds true.
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Proof. (i) For any Φ ∈ H0(curl; Ω) we from the system (2.3) have that
(
σ−1(µ)∇× (Su1(µ)− Su2(µ)),∇×Φ
)
L2(Ω)
=
(
ǫ(µ)(u1 − u2),Φ
)
L2(Ω)
.
Taking Φ = Su1(µ)− Su2(µ), with the aid of (1.2) and (2.5), we obtain
‖Su1(µ)− Su2(µ)‖
2
H(curl;Ω) ≤ C
Ω
σ ǫ‖u
1 − u2‖L2(Ω)‖Su1(µ)− Su2(µ)‖L2(Ω),
which yields the inequality.
(ii) Likewise, we get
(
σ−1(µ1)∇× (Su(µ
1)− Su(µ
2)),∇×Φ
)
L2(Ω)
=
(
σ−1(µ1)∇× Su(µ
1),∇×Φ
)
L2(Ω)
−
(
σ−1(µ1)∇× Su(µ
2),∇×Φ
)
L2(Ω)
=
(
ǫ(µ1)u,Φ
)
L2(Ω)
−
(
σ−1(µ1)∇× Su(µ
2),∇×Φ
)
L2(Ω)
=
(
ǫ(µ2)u,Φ
)
L2(Ω)
+
(
(ǫ(µ1)− ǫ(µ2))u,Φ
)
L2(Ω)
−
(
σ−1(µ1)∇× Su(µ
2),∇×Φ
)
L2(Ω)
=
(
(σ−1(µ2)− σ−1(µ1))∇× Su(µ
2),∇×Φ
)
L2(Ω)
+
(
(ǫ(µ1)− ǫ(µ2))u,Φ
)
L2(Ω)
.
Taking Φ = Su(µ
1)− Su(µ
2), we thus obtain
‖Su(µ
1)− Su(µ
2)‖H(curl;Ω) ≤ C
Ω
σ σ
−1
Qσ∑
q=1
|Θσq (µ
1)−Θσq (µ
2)|‖Su(µ
2)‖H(curl;Ω)
+ CΩσ ǫ
Qǫ∑
q=1
|Θǫq(µ
1)−Θǫq(µ
2)|‖u‖L2(Ω)
which together with (2.6) yield the desired inequality. The proof completes.
Lemma 4.3. Let u∗e(µ) be the solution of the problem (Pe) with respect to the
parameter µ ∈ P. Then, the estimate
‖u∗e(µ
1)− u∗e(µ
2)‖L2(Ω)
≤
√
Cσ1/2
(
Qσ∑
q=1
|Θσq (µ
1)−Θσq (µ
2)|
)1/2
+
√
Cǫ1/2
(
Qǫ∑
q=1
|Θǫq(µ
1)−Θǫq(µ
2)|
)1/2
+
√
Cǫ1
Qǫ∑
q=1
|Θǫq(µ
1)−Θǫq(µ
2)|+
√
Cud1
Qud∑
q=1
|Θudq (µ
1)−Θudq (µ
2)|2
1/2
+
√
CEd1/2
QEd∑
q=1
|ΘEdq (µ
1)−ΘEdq (µ
2)|2
1/4
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is satisfied for all µ1, µ2 ∈ P, where
Cσ1/2 := 8α
−1CΩǫ,σC
Ω
σ σ
−1ǫǫ−1 (ρ+ ‖u‖R3) |Ω|
1/2
(
ed + C
Ω
ǫ,σ|Ω|
1/2(ρ+ ‖u‖R3)
)
,
Cǫ1/2 := 8α
−1CΩσ ǫ
2ǫ−1‖u‖R3 |Ω|
1/2
(
ed + C
Ω
ǫ,σ|Ω|
1/2(ρ+ ‖u‖R3)
)
,
Cǫ1 := 4α
−2
(
CΩσ
)2
ǫ4ǫ−2
(
ed + C
Ω
ǫ,σ|Ω|
1/2(ρ+ ‖u‖R3)
)2
,
Cud1 := 2u
2
dQ
ud and
CEd1/2 := 8α
−1CΩǫ,σǫǫ
−1ed
(
QEd
)1/2
|Ω|1/2(ρ+ ‖u‖R3).
Proof. By the variational inequality (3.5), we have(
u∗e(µ
2)− u∗e(µ
1),ud(µ
1)−
1
α
F∗e(µ
1)− u∗e(µ
1)
)
L2(Ω)
≤ 0
and (
u∗e(µ
1)− u∗e(µ
2),ud(µ
2)−
1
α
F∗e(µ
2)− u∗e(µ
2)
)
L2(Ω)
≤ 0
which yield
α‖u∗e(µ
2)− u∗e(µ
1)‖2
L2(Ω) ≤ α
(
u∗e(µ
2)− u∗e(µ
1),ud(µ
2)− ud(µ
1)
)
L2(Ω)
+
(
u∗e(µ
2)− u∗e(µ
1),F∗e(µ
1)− F∗e(µ
2)
)
L2(Ω)
= α
(
u∗e(µ
2)− u∗e(µ
1),ud(µ
2)− ud(µ
1)
)
L2(Ω)
+
(
u∗e(µ
2),F∗e(µ
1)
)
L2(Ω)
+
(
u∗e(µ
1),F∗e(µ
2)
)
L2(Ω)
−
(
u∗e(µ
2),F∗e(µ
2)
)
L2(Ω)
−
(
u∗e(µ
1),F∗e(µ
1)
)
L2(Ω)
.
We get
α
(
u∗e(µ
2)− u∗e(µ
1),ud(µ
2)− ud(µ
1)
)
L2(Ω)
≤ α1/2‖u∗e(µ
2)− u∗e(µ
1)‖L2(Ω) · α
1/2ud (Q
ud)
1/2
Qud∑
q=1
∣∣Θudq (µ2)−Θudq (µ1)∣∣2
1/2
≤ 2−1α‖u∗e(µ
2)− u∗e(µ
1)‖2
L2(Ω) + 2
−1αu2dQ
ud
Qud∑
q=1
∣∣Θudq (µ2)−Θudq (µ1)∣∣2︸ ︷︷ ︸
:=Λ0
.
Further, we have(
u∗e(µ
2),F∗e(µ
1)
)
L2(Ω)
≤ ǫ−1
(
ǫ(µ1)u∗e(µ
2),F∗e(µ
1)
)
L2(Ω)
= ǫ−1
(
σ−1(µ1)∇× Su∗e(µ2)(µ
1),∇× F∗e(µ
1)
)
L2(Ω)
= ǫ−1
(
σ−1(µ1)∇× F∗e(µ
1),∇× Su∗e(µ2)(µ
1)
)
L2(Ω)
= ǫ−1
(
ǫ(µ1)(E∗e(µ
1)−Ed(µ
1)), Su∗e(µ2)(µ
1)
)
L2(D)
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and likewise have(
u∗e(µ
1),F∗e(µ
2)
)
L2(Ω)
≤ ǫ−1
(
ǫ(µ2)(E∗e(µ
2)−Ed(µ
2)), Su∗e(µ1)(µ
2)
)
L2(D)
.
On the other hand, it follows from (3.1) and (3.3) that(
u∗e(µ
2),F∗e(µ
2)
)
L2(Ω)
≤ ǫ−1
(
ǫ(µ2)(E∗e(µ
2)−Ed(µ
2)),E∗e(µ
2)
)
L2(D)
and (
u∗e(µ
1),F∗e(µ
1)
)
L2(Ω)
≤ ǫ−1
(
ǫ(µ1)(E∗e(µ
1)−Ed(µ
1)),E∗e(µ
1)
)
L2(D)
.
Combining the above inequalities, we arrive at
2−1α‖u∗e(µ
2)− u∗e(µ
1)‖2
L2(Ω)
≤ Λ0 + ǫ
−1
(
ǫ(µ1)(E∗e(µ
1)−Ed(µ
1)), Su∗e(µ2)(µ
1)−E∗e(µ
1)
)
L2(D)
+ ǫ−1
(
ǫ(µ2)(E∗e(µ
2)−Ed(µ
2)), Su∗e(µ1)(µ
2)−E∗e(µ
2)
)
L2(D)
≤ Λ0 + ǫ
−1
(
(ǫ(µ1)− ǫ(µ2)(E∗e(µ
1)−Ed(µ
1)), Su∗e(µ2)(µ
1)−E∗e(µ
1)
)
L2(D)
+ ǫ−1
(
ǫ(µ2)(E∗e(µ
1)−Ed(µ
1)), Su∗e(µ2)(µ
1)−E∗e(µ
1)
)
L2(D)
+ ǫ−1
(
ǫ(µ2)(E∗e(µ
2)−Ed(µ
2)), Su∗e(µ1)(µ
2)−E∗e(µ
2)
)
L2(D)
:= Λ0 + Λ1 + Λ2 + Λ3.(4.1)
We bound for the last three terms in the right hand side of (4.1). First, since E∗e(µ
1) =
Su∗e(µ1)(µ
1), we with the aid of (1.4), (2.6) and Lemma 4.2 get
Λ1 ≤ ǫǫ
−1
Qǫ∑
q=1
|Θǫq(µ
1)−Θǫq(µ
2)|·
·
(
‖E∗e(µ
1)‖L2(D) + ‖Ed(µ
1)‖L2(D)
)
·
(
‖Su∗e(µ2)(µ
1)− Su∗e(µ1)(µ
1)‖L2(D)
)
≤ ǫǫ−1
Qǫ∑
q=1
|Θǫq(µ
1)−Θǫq(µ
2)|·
·
(
ed + C
Ω
ǫ,σ|Ω|
1/2(ρ+ ‖u‖R3)
)
CΩσ ǫ‖u
∗
e(µ
2)− u∗e(µ
1)‖L2(Ω)
≤ 4−1α‖u∗e(µ
2)− u∗e(µ
1)‖2
L2(Ω)
+ α−1
(
CΩσ ǫ
2ǫ−1
(
ed + C
Ω
ǫ,σ|Ω|
1/2(ρ+ ‖u‖R3)
) Qǫ∑
q=1
|Θǫq(µ
1)−Θǫq(µ
2)|
)2
.(4.2)
Now we estimate for the remainder in the right hand side of (4.1). We have
Λ2 + Λ3 = ǫ
−1
(
ǫ(µ2)(E∗e(µ
1)−Ed(µ
1)), Su∗e(µ2)(µ
1)− Su∗e(µ2)(µ
2)
)
L2(D)
+ ǫ−1
(
ǫ(µ2)(E∗e(µ
2)−Ed(µ
2)), Su∗e(µ1)(µ
2)− Su∗e(µ1)(µ
1)
)
L2(D)
+ ǫ−1
(
ǫ(µ2)(E∗e(µ
1)−Ed(µ
1)), Su∗e(µ2)(µ
2)−E∗e(µ
1)
)
L2(D)
+ ǫ−1
(
ǫ(µ2)(E∗e(µ
2)−Ed(µ
2)), Su∗e(µ1)(µ
1)−E∗e(µ
2)
)
L2(D)
,(4.3)
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where
ǫ−1
(
ǫ(µ2)(E∗e(µ
1)−Ed(µ
1)), Su∗e(µ2)(µ
1)− Su∗e(µ2)(µ
2)
)
L2(D)
+ ǫ−1
(
ǫ(µ2)(E∗e(µ
2)−Ed(µ
2)), Su∗e(µ1)(µ
2)− Su∗e(µ1)(µ
1)
)
L2(D)
≤ ǫǫ−1
(
ed + C
Ω
ǫ,σ|Ω|
1/2(ρ+ ‖u‖R3)
)
·
·
(
‖Su∗e(µ2)(µ
1)− Su∗e(µ2)(µ
2)‖L2(Ω) + ‖Su∗e(µ1)(µ
1)− Su∗e(µ1)(µ
2)‖L2(Ω)
)
(4.4)
and
ǫ−1
(
ǫ(µ2)(E∗e(µ
1)−Ed(µ
1)), Su∗e(µ2)(µ
2)−E∗e(µ
1)
)
L2(D)
+ ǫ−1
(
ǫ(µ2)(E∗e(µ
2)−Ed(µ
2)), Su∗e(µ1)(µ
1)−E∗e(µ
2)
)
L2(D)
= ǫ−1
(
ǫ(µ2)(E∗e(µ
1)−Ed(µ
1)),E∗e(µ
2)−E∗e(µ
1)
)
L2(D)
+ ǫ−1
(
ǫ(µ2)(E∗e(µ
2)−Ed(µ
1)),E∗e(µ
1)−E∗e(µ
2)
)
L2(D)
+ ǫ−1
(
ǫ(µ2)(Ed(µ
1)−Ed(µ
2)),E∗e(µ
1)−E∗e(µ
2)
)
L2(D)
≤ ǫ−1
(
ǫ(µ2)(Ed(µ
1)−Ed(µ
2)),E∗e(µ
1)−E∗e(µ
2)
)
L2(D)
− ǫǫ−1‖E∗e(µ
2)−E∗e(µ
1)‖2
L2(D)
≤ ǫǫ−1
(
‖E∗e(µ
1)‖2
L2(D) +E
∗
e(µ
2)‖2
L2(D)
)
‖Ed(µ
1)−Ed(µ
2)‖L2(D)
≤ 2CΩǫ,σǫǫ
−1ed
(
QEd
)1/2
|Ω|1/2(ρ+ ‖u‖R3)·
·
QEd∑
q=1
|ΘEdq (µ
1)−ΘEdq (µ
2)|2
1/2 .(4.5)
The desired estimate is followed from the inequalities (4.1)–(4.5) and Lemma 4.2,
which finishes the proof.
Now we state the similar results for the finite dimensional approximation prob-
lem (Ph) and the reduced basis approach (PN ), their proofs follow exactly as in the
continuous case (Pe), therefore omitted here.
Lemma 4.4. Let u∗h(µ) and u
∗
N (µ) be respectively the solution of the problems
(Ph) and (PN ) at the given parameter µ ∈ P. Then, the estimates
‖u∗h(µ
1)− u∗h(µ
2)‖L2(Ω)
≤
√
Cσ1/2
(
Qσ∑
q=1
|Θσq (µ
1)−Θσq (µ
2)|
)1/2
+
√
Cǫ1/2
(
Qǫ∑
q=1
|Θǫq(µ
1)−Θǫq(µ
2)|
)1/2
+
√
Cǫ1
Qǫ∑
q=1
|Θǫq(µ
1)−Θǫq(µ
2)|+
√
Cud1
Qud∑
q=1
|Θudq (µ
1)−Θudq (µ
2)|2
1/2
+
√
CEd1/2
QEd∑
q=1
|ΘEdq (µ
1)−ΘEdq (µ
2)|2
1/4
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and
‖u∗N (µ
1)− u∗N (µ
2)‖L2(Ω)
≤
√
Cσ1/2
(
Qσ∑
q=1
|Θσq (µ
1)−Θσq (µ
2)|
)1/2
+
√
Cǫ1/2
(
Qǫ∑
q=1
|Θǫq(µ
1)−Θǫq(µ
2)|
)1/2
+
√
Cǫ1
Qǫ∑
q=1
|Θǫq(µ
1)−Θǫq(µ
2)|+
√
Cud1
Qud∑
q=1
|Θudq (µ
1)−Θudq (µ
2)|2
1/2
+
√
CEd1/2
QEd∑
q=1
|ΘEdq (µ
1)−ΘEdq (µ
2)|2
1/4
hold true for all µ1, µ2 ∈ P.
We are in the position to state the main result of this section.
Theorem 4.5. Assume that the functions Θσq ,Θ
ǫ
q,Θ
ud
q ,Θ
Ed
q : P → R are Ho¨lder
continuous, i.e.
|Θσq (µ
1)−Θσq (µ
2)| ≤ Lσ‖µ1 − µ2‖γ
σ
Rp
|Θǫq(µ
1)−Θǫq(µ
2)| ≤ Lǫ‖µ1 − µ2‖γ
ǫ
Rp
|Θudq (µ
1)−Θudq (µ
2)| ≤ Lud‖µ1 − µ2‖γ
ud
Rp
|ΘEdq (µ
1)−ΘEdq (µ
2)| ≤ LEd‖µ1 − µ2‖γ
Ed
Rp
for all µ1, µ2 ∈ P and all the index q with some positive constants Lσ, Lǫ, Lud, LEd
and γσ, γǫ, γud , γEd . For any given µ ∈ P let u∗h(µ) and u
∗
N (µ) be the solutions of
the problems (Ph) and (PN ), respectively. Then the estimate
‖u∗h(µ)− u
∗
N (µ)‖L2(Ω) ≤ Cκ
γ
N
is established, where γ := 12 min
(
γσ, γǫ, 2γud, γEd
)
> 0.
Proof. For all µ1, µ2 ∈ P we deduce from Lemma 4.4 that
max
(
‖u∗h(µ
1)− u∗h(µ
2)‖L2(Ω), ‖u
∗
N(µ
1)− u∗N (µ
2)‖2
L(Ω)
)
≤ C
(
‖µ1 − µ2‖
γσ/2
Rp
+ ‖µ1 − µ2‖
γǫ/2
Rp
+ ‖µ1 − µ2‖γ
ud
+ ‖µ1 − µ2‖
γEd/2
Rp
)
,
where the positive constant C is independent of the parameters. Since the set PN
is finite, there exists µ∗ ∈ argminµ′∈PN ‖µ − µ
′‖Rp . By µ
∗ ∈ PN , we get u
∗
h(µ
∗) =
u∗N (µ
∗) and therefore obtain that
‖u∗h(µ)− u
∗
N (µ)‖L2(Ω)
= ‖u∗h(µ)− u
∗
h(µ
∗) + u∗N (µ
∗)− u∗N (µ)‖L2(Ω)
≤ ‖u∗h(µ)− u
∗
h(µ
∗)‖L2(Ω) + ‖u
∗
N (µ
∗)− u∗N (µ)‖L2(Ω)
≤ C
(
‖µ− µ∗‖
γσ/2
Rp
+ ‖µ− µ∗‖
γǫ/2
Rp
+ ‖µ1 − µ2‖γ
ud
+ ‖µ1 − µ2‖
γEd/2
Rp
)
≤ CκγN ,
which finishes the proof.
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5. A posteriori error estimation. In the greedy sampling procedure, a pos-
sibility for the error estimator is that
∆N (EN , VN ;µ) = ‖u
∗
h(µ)− u
∗
N (µ)‖L2(Ω).
However, with this choice we may face with computations for the high dimensional
problem (Ph). In view of a posteriori error estimates we wish to construct an error
estimator which is independent of the solution of (Ph).
For a given µ ∈ P let (u∗N (µ),E
∗
N (µ),F
∗
N (µ)) satisfy the system (3.11)–(3.15).
Assume that Êh(µ) := Eh(u
∗
N (µ);µ) ∈ Eh and F̂h(µ) := Fh(u
∗
N (µ);µ) ∈ Eh are
defined by
(5.1)

(
σ−1(µ)∇× Êh(µ),∇×Φh
)
L2(Ω)
= (ǫ(µ)u∗N (µ),Φh)L2(Ω)(
ǫÊh(µ),∇φh
)
L2(Ω)
= −(ρ(µ), φh)L2(Ω)
and
(5.2)

(
σ−1(µ)∇× F̂h(µ),∇×Φh
)
L2(Ω)
= (ǫ(µ)(E∗N (µ)−Ed(µ)),Φh)L2(D)(
ǫ(µ)F̂h(µ),∇φh
)
L2(Ω)
= −(ρ(µ), φh)L2(Ω)
for all (Φh, φh) ∈ Eh × VN , respectively. We further define the residuals RE :=
RE(·;µ) ∈ E
∗
h and RF := RF(·;µ) ∈ E
∗
h via the following identities
RE(Φh;µ) := (ǫ(µ)u
∗
N (µ),Φh)L2(Ω) −
(
σ−1(µ)∇×E∗N(µ),∇×Φh
)
L2(Ω)
RF(Φh;µ) := (ǫ(µ)(E
∗
N (µ)−Ed(µ)),Φh)L2(D) −
(
σ−1(µ)∇× F∗N (µ),∇×Φh
)
L2(Ω)
for all Φh ∈ Eh.
To begin, we present some auxiliary results.
Lemma 5.1. Let (u∗h(µ),E
∗
h(µ),F
∗
h(µ)) and (u
∗
N (µ),E
∗
N (µ),F
∗
N (µ)) respectively
satisfy the systems (3.6)–(3.10) and (3.11)–(3.15) at a given µ ∈ P. Then the follow-
ing inequalities
‖E∗h(µ)− Êh(µ)‖H(curl;Ω) ≤ C
Ω
σ ǫ‖u
∗
h(µ)− u
∗
N (µ)‖L2(Ω)
‖F∗h(µ)− F̂h(µ)‖H(curl;Ω) ≤ C
Ω
σ ǫ‖E
∗
h(µ)−E
∗
N (µ)‖L2(Ω)
are satisfied.
Proof. By (2.8), we have
‖E∗h − Êh‖
2
H(curl;Ω) ≤ C
Ω
σ (σ
−1∇× (E∗h − Êh),∇× (E
∗
h − Êh))L2(Ω)
= CΩσ
(
ǫ(u∗h − u
∗
N ),E
∗
h − Êh
)
L2(Ω)
≤ CΩσ ǫ‖u
∗
h − u
∗
N‖L2(Ω)‖E
∗
h − Êh‖H(curl;Ω)
which implies the first inequality. Likewise, we get
‖F∗h − F̂h‖
2
H(curl;Ω) ≤ C
Ω
σ (σ
−1∇× (F∗h − F̂h),∇× (F
∗
h − F̂h))L2(Ω)
= CΩσ
(
ǫ(E∗h −E
∗
N ),F
∗
h − F̂h
)
L2(D)
≤ CΩσ ǫ‖E
∗
h −E
∗
N‖L2(Ω)‖F
∗
h − F̂h‖H(curl;Ω).
The proof completes.
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Lemma 5.2. The inequalities
σ‖RE(·;µ)‖H(curl;Ω)∗ ≤ ‖E
∗
N(µ)− Êh(µ)‖H(curl;Ω) ≤ C
Ω
σ ‖RE(·;µ)‖H(curl;Ω)∗
σ‖RF(·;µ)‖H(curl;Ω)∗ ≤ ‖F
∗
N(µ)− F̂h(µ)‖H(curl;Ω) ≤ C
Ω
σ ‖RF(·;µ)‖H(curl;Ω)∗
hold true.
Proof. We have
‖E∗N − Êh‖
2
H(curl;Ω) ≤ C
Ω
σ
(
σ−1∇× (E∗N − Êh),∇× (E
∗
N − Êh)
)
L2(Ω)
= CΩσ
(
σ−1∇× Êh,∇× (Êh −E
∗
N )
)
L2(Ω)
− CΩσ
(
σ−1∇×E∗N ,∇× (Êh −E
∗
N)
)
L2(Ω)
= CΩσ
(
ǫu∗N , Êh −E
∗
N
)
L2(Ω)
− CΩσ
(
σ−1∇×E∗N ,∇× (Êh −E
∗
N)
)
L2(Ω)
= CΩσ RE(Êh −E
∗
N)
≤ CΩσ ‖RE‖H(curl;Ω)∗‖Êh −E
∗
N‖H(curl;Ω).
To show the lower bound, we first take rE ∈ Eh such that
RE(Φh) = (rE;Φh)H(curl;Ω), ∀Φh ∈ Eh and ‖rE‖H(curl;Ω) = ‖RE‖H(curl;Ω)∗ ,
by Riesz’s representative theorem. In view of the above argument, we arrive at
‖RE‖
2
H(curl;Ω)∗ = (rE, rE)H(curl;Ω)
= RE(rE)
= (ǫu∗N , rE)L2(Ω) −
(
σ−1∇×E∗N ,∇× rE
)
L2(Ω)
=
(
σ−1∇× (Êh −E
∗
N ),∇× rE
)
L2(Ω)
≤ σ−1‖rE‖H(curl;Ω)‖Êh −E
∗
N‖H(curl;Ω)
= σ−1‖RE‖H(curl;Ω)∗‖Êh −E
∗
N‖H(curl;Ω).
The remaining inequalities can be obtained by the same arguments, therefore omitted
here.
We now state the main results of the section.
Theorem 5.3. Let (u∗h(µ),E
∗
h(µ),F
∗
h(µ)) and (u
∗
N (µ),E
∗
N (µ),F
∗
N (µ)) satisfy the
systems (3.6)–(3.10) and (3.11)–(3.15) at a given µ ∈ P, respectively. Then the
estimates
δ ≤ ‖u∗h(µ)− u
∗
N (µ)‖L2(Ω) + ‖E
∗
h(µ)−E
∗
N(µ)‖H(curl;Ω)
+ ‖F∗h(µ)− F
∗
N (µ)‖H(curl;Ω) ≤ δ
are satisfied, where
δ = δE‖RE(·;µ)‖H(curl;Ω)∗ + δF‖RF(·;µ)‖H(curl;Ω)∗
δE = C
Ω
σ
(
ǫ1/2ǫ−1/2α−1/2 + (1 + CΩσ ǫ)
(
CΩσ ǫ
3/2ǫ−1/2α−1/2 + 1
))
δF = C
Ω
σ
(
1 + α−1 + CΩσ ǫα
−1 +
(
CΩσ
)2
ǫ2α−1
)
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and
δ = δ
E
‖RE(·;µ)‖H(curl;Ω)∗ + δF‖RF(·;µ)‖H(curl;Ω)∗
δ
E
= σmax(2, CΩσ ǫ)
−1
δ
F
= σmax(1, 2CΩσ ǫ)
−1.
Proof. First we establish the upper bound. By the variational inequalities (3.10)
and (3.15), we have(
u∗N − u
∗
h,ud −
1
α
F∗h − u
∗
h
)
L2(Ω)
≤ 0 and
(
u∗h − u
∗
N ,ud −
1
α
F∗N − u
∗
N
)
L2(Ω)
≤ 0
which implies that
‖u∗h − u
∗
N‖
2
L2(Ω) ≤
1
α
(u∗N − u
∗
h,F
∗
h − F
∗
N )L2(Ω)
≤
1
α
(
u∗N − u
∗
h,F
∗
h − F̂h
)
L2(Ω)
+
1
α
(
u∗N − u
∗
h, F̂h − F
∗
N
)
L2(Ω)
.(5.3)
Now we from (5.1), (3.6), (3.8) and (5.2) get(
u∗N − u
∗
h,F
∗
h − F̂h
)
L2(Ω)
≤ ǫ−1
(
ǫ(u∗N − u
∗
h),F
∗
h − F̂h
)
L2(Ω)
= ǫ−1
(
σ−1∇× (Êh −E
∗
h),∇× (F
∗
h − F̂h)
)
L2(Ω)
= ǫ−1
(
ǫ(E∗h −E
∗
N ), Êh −E
∗
h
)
L2(D)
≤ ǫǫ−1
(
E∗h −E
∗
N , Êh −E
∗
N +E
∗
N −E
∗
h
)
L2(D)
≤ ǫǫ−1
(
E∗h −E
∗
N , Êh −E
∗
N
)
L2(D)
− ǫǫ−1 ‖E∗h −E
∗
N‖
2
L2(D)
≤ 2−1ǫǫ−1‖Êh −E
∗
N‖
2
L2(D) − 2
−1ǫǫ−1 ‖E∗h − E
∗
N‖
2
L2(D)
≤ 2−1ǫǫ−1‖Êh −E
∗
N‖
2
H(curl;Ω)(5.4)
and (
u∗N − u
∗
h, F̂h − F
∗
N
)
L2(Ω)
≤ 2−1α‖u∗N − u
∗
h‖
2
L2(Ω) + 2
−1α−1‖F̂h − F
∗
N‖
2
H(curl;Ω).(5.5)
We thus have from (5.3)–(5.5) that
‖u∗h − u
∗
N‖L2(Ω)
≤ ǫ1/2ǫ−1/2α−1/2‖Êh −E
∗
N‖H(curl;Ω) + α
−1‖F̂h − F
∗
N‖H(curl;Ω).(5.6)
An application of Lemma 5.1 and (5.6) yield
‖E∗h −E
∗
N‖H(curl;Ω) ≤ ‖E
∗
h − Êh‖H(curl;Ω) + ‖Êh −E
∗
N‖H(curl;Ω)
≤ CΩσ ǫ‖u
∗
h − u
∗
N‖L2(Ω) + ‖Êh −E
∗
N‖H(curl;Ω)
≤
(
CΩσ ǫ
3/2ǫ−1/2α−1/2 + 1
)
‖Êh −E
∗
N‖H(curl;Ω)
+ CΩσ ǫα
−1‖F̂h − F
∗
N‖H(curl;Ω)(5.7)
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and
‖F∗h − F
∗
N‖H(curl;Ω)
≤ ‖F∗h − F̂h‖H(curl;Ω) + ‖F̂h − F
∗
N‖H(curl;Ω)
≤ CΩσ ǫ‖E
∗
h −E
∗
N‖L2(Ω) + ‖F̂h − F
∗
N‖H(curl;Ω)
≤ CΩσ ǫ
(
CΩσ ǫ
3/2ǫ−1/2α−1/2 + 1
)
‖Êh −E
∗
N‖H(curl;Ω)
+
((
CΩσ
)2
ǫ2α−1 + 1
)
‖F̂h − F
∗
N‖H(curl;Ω).(5.8)
Combining the inequalities (5.6)–(5.8) with Lemma 5.2, we therefore arrive at the
upper bound. Next, we will derive for the lower bound. We from Lemma 5.1 and
Lemma 5.2 get that
σ‖RE(·;µ)‖H(curl;Ω)∗
≤ ‖Êh −E
∗
h‖H(curl;Ω) + ‖E
∗
h −E
∗
N‖H(curl;Ω)
≤ CΩσ ǫ‖u
∗
h − u
∗
N‖L2(Ω) + ‖E
∗
h −E
∗
N‖H(curl;Ω)
≤ max(2, CΩσ ǫ)
(
‖u∗h − u
∗
N‖L2(Ω) + 2
−1‖E∗h −E
∗
N‖H(curl;Ω)
)
and
σ‖RF(·;µ)‖H(curl;Ω)∗
≤ ‖F̂h − F
∗
h‖H(curl;Ω) + ‖F
∗
h − F
∗
N‖H(curl;Ω)
≤ CΩσ ǫ‖E
∗
h −E
∗
N‖H(curl;Ω) + ‖F
∗
h − F
∗
N‖H(curl;Ω)
≤ max(1, 2CΩσ ǫ)
(
2−1‖E∗h −E
∗
N‖H(curl;Ω) + ‖F
∗
h − F
∗
N‖H(curl;Ω)
)
,
which completes the proof.
We aim towards an error bound for the cost functional.
Theorem 5.4. Let (u∗h(µ),E
∗
h(µ),F
∗
h(µ)) and (u
∗
N (µ),E
∗
N (µ),F
∗
N (µ)) satisfy the
systems (3.6)–(3.10) and (3.11)–(3.15) at a given µ ∈ P, respectively. Then,
|J(u∗h,E
∗
h;µ)− J(u
∗
N ,E
∗
N ;µ)| ≤ δ
J ,
with
δJ = δJ
E
‖RE(·;µ)‖H(curl;Ω)∗ + δ
J
F
‖RF(·;µ)‖H(curl;Ω)∗
δJE = C
Ω
σ ǫ
(
1 + CΩσ ǫ
3/2ǫ−1/2α−1/2
)(
CΩǫ,σ (ρ+ ‖u‖R3) |Ω|
1/2 + ed
)
+ CΩσ ǫ
3/2ǫ−1/2α1/2
(
‖u‖R3 |Ω|
1/2 + ud
)
δJ
F
=
(
CΩσ
)2
ǫ2α−1
(
CΩǫ,σ (ρ+ ‖u‖R3) |Ω|
1/2 + ed
)
+ CΩσ ǫ
(
‖u‖R3 |Ω|
1/2 + ud
)
.
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Proof. We get that
2 |J(u∗h,E
∗
h;µ)− J(u
∗
N ,E
∗
N ;µ)|
= (ǫ(E∗h −E
∗
N ),E
∗
h +E
∗
N − 2Ed)L2(D)
+ α (ǫ(u∗h − u
∗
N ),u
∗
h + u
∗
N − 2ud)L2(Ω)
≤ ǫ
(
‖E∗h‖L2(Ω) + ‖E
∗
N‖L2(Ω) + 2‖Ed‖L2(D)
)
‖E∗h −E
∗
N‖L2(Ω)
+ ǫα
(
‖u∗h‖L2(Ω) + ‖u
∗
N‖L2(Ω) + 2‖ud‖L2(Ω)
)
‖u∗h − u
∗
N‖L2(Ω)
≤ 2ǫ
(
CΩǫ,σ (ρ+ ‖u‖R3) |Ω|
1/2 + ed
)
‖E∗h −E
∗
N‖L2(Ω)
+ 2ǫα
(
‖u‖R3 |Ω|
1/2 + ud
)
‖u∗h − u
∗
N‖L2(Ω).(5.9)
By (5.7), (5.6) and Lemma 5.2, we have
‖E∗h −E
∗
N‖H(curl;Ω) ≤ C
Ω
σ
(
CΩσ ǫ
3/2ǫ−1/2α−1/2 + 1
)
‖RE‖H(curl;Ω)∗
+
(
CΩσ
)2
ǫα−1‖RF‖H(curl;Ω)∗(5.10)
and
‖u∗h − u
∗
N‖L2(Ω) ≤ C
Ω
σ ǫ
1/2ǫ−1/2α−1/2‖RE‖H(curl;Ω)∗
+ CΩσ α
−1‖RF‖H(curl;Ω)∗ .(5.11)
The desired inequality follows directly from the estimates (5.9)–(5.11), which finishes
the proof.
We derive a posteriori error estimators.
Theorem 5.5. The absolute a posteriori error estimator
‖u∗h(µ)− u
∗
N (µ)‖L2(Ω) ≤ ∆
ab
N (µ)
is established, where
∆abN (µ) := C
Ω
σ ǫ
1/2ǫ−1/2α−1/2‖RE(·;µ)‖H(curl;Ω)∗ + C
Ω
σ α
−1‖RF(·;µ)‖H(curl;Ω)∗ .
Furthermore, in case
2∆abN
‖u∗N‖L2(Ω)
≤ 1 we have the relative a posteriori error estimator
‖u∗h(µ)− u
∗
N (µ)‖L2(Ω)
‖u∗h(µ)‖L2(Ω)
≤ ∆reN (µ) :=
2∆abN (µ)
‖u∗N(µ)‖L2(Ω)
.(5.12)
Proof. By (5.11), it remains to show (5.12) only. We get
‖u∗N‖L2(Ω) − ‖u
∗
h‖L2(Ω) ≤ ‖u
∗
h − u
∗
N‖L2(Ω) ≤ ∆
ab
N ≤ 2
−1‖u∗N‖L2(Ω)
and (5.12) is derived, which finishes the proof.
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