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Combinatorial optimization through variational quantum power method
Ammar Daskin
Abstract—The power method (or iteration) is a well-
known classical technique that can be used to find
the dominant eigenpair of a matrix. Here, we present
a variational quantum circuit for the quantum power
method that can be used to find eigenpairs of unitary
matrices. We apply the circuit to the combinatorial
optimization and discuss its complexity. We show that
the circuit can generate a solution to the optimization
problem with only a few number of iterations. The
accuracy of the generated solution is determined by
the accuracy of the measurement of the single qubit
probabilities at the end of the circuit.
I. INTRODUCTION
Combinatorial optimization [1] is the process of
choosing a combination of parameters that gives the
best solution for a problem described in discrete do-
main. In particular, we describe the optimization as
the process of finding a binary vector x that gives a
minima of the following objective function given in
general binary quadratic form:
f(x) =
∑
i
cixi +
∑
i<j
qijxixj , (1)
where x is a binary vector that represents the value of
the parameters in the optimization. ci and qij are real
valued coefficients. This optimization can be applied
to many NP-hard problems such as set cover, max-cut,
traveling salesman, and facility scheduling problems
and integer programming. Because the parameters in
this formulation can be easily mapped onto spin op-
erators, this optimization is also heavily studied on
quantum computers by using especially the adiabatic
quantum computing [2, 3]. In this mapping, we simply
swap the parameters with the Pauli spin operators:
H =
∑
i
ciσ
(i)
z +
∑
i<j
qijσ
(i)
z σ
(j)
z (2)
While an alignment of the spin operators in the above
Hamiltonian formulation describes a feasible combina-
tion of the parameters, the eigenvalue obtained by this
alignment describes the fitness value of the objective
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function. Therefore, in the minimization problem, the
alignment that produces the lowest eigenvalue of the
Hamiltonian gives the solution of the combinatorial
problem. Here, note that while the parameter xi ∈
{0, 1}, the alignment for σ(i)z can be in {−1, 1}. The
Hamiltonian in (2) can be used on standard quantum
computers by mapping spin operators to the qubits and
using one-qubit and two-qubit quantum rotation gates.
It leads to a unitary U = eiH. Therefore, the optimiza-
tion becomes finding the phase of the eigenvalue eiλj
of U that correspons the lowest eigenvalue λj of H.
In this paper, as in [4] we simply use the following
rotation gate and its two qubit controlled version:
Rz(θ) =
(
1 0
0 eiθ
)
. (3)
The resulting circuit for U is illustrated in Fig.1 for
4 qubits: For n-parameter optimization, the circuit
requires n qubits (the circuit width) and n2 number
of quantum operations (the circuit depth).
In quantum computing, the phase estimation algo-
rithm is the standard process to find the eigenvalue of
a unitary matrix. However, since the algorithm requires
an approximated initial eigenvector, in this case using
the phase estimation algorithm would increase the
complexity of the optimization. Instead of the phase
estimation algorithm, we will use quantum version
of the power method that is explained in the next
section. The number of iterations in the quantum power
method determines the required number of qubits in
the implementation. This hinders the implementation
of this method on near term quantum computers.
In Sec.III, we explain how to use this algorithm
with a variational circuit that can be implemented with
ease on near term quantum computers. In Sec.IV, we
show how to employ this circuit for the combinatorial
optimization and discuss its complexity. Then, we
present the result of the numerical simulations for upto
20 parameters.
II. QUANTUM POWER METHOD
The quantum version of the classical shifted-power
iteration is shown in Ref.[4]: For a given initial vector
Rz(c0) • • •
Rz(c1) Rz(q01) • •
Rz(c2) • Rz(q02) Rz(q12)
Rz(c3) Rz(q23) Rz(q03) Rz(q13)
Fig. 1. The circuit for the Hamiltonian in (2) that generates equvailent U which is a diagonal matrix with the elements eiλj where λjs
represent the objective function evaluations for the solution space of the optimization problem. The eigenvectors represent the solution
space by indicating the different combinations of the parameters.
v0, the classical iterative algorithm can be described
simply by a matrix-vector transformation:
vk =
Hvk−1
||Hvk−1|| . (4)
The above standard version of the power method can
be implemented on quantum computers by using H in
a circuit extended with some auxiliary qubits. In that
case the complexity would increase by the required
ancilla qubits. One may consider using U instead of
H; however, because U is unitary, the algorithm would
not converge.
Since U is a unitary matrix, we will use (I + U)
which has the same eigenvectors as U and the eigen-
values in the form (1 + eiλj ). If the eigenvalues of H
have real values and are ordered as |λ0| ≤ |λ1| ≤ . . .
where λj ∈ [−pi/2, pi/2], then the magnitudes of the
eigenvalues of U , i.e. |1 + eiλj |s are ordered as:
(2 + 2 cos λ0) ≥ (2 + 2 cos λ1) ≥ . . . (5)
For simplicity, we will assume λj ∈ [0, pi/2] in the
following sections.
Since the power method would converge to the
principal eigenvalue (the one with the largest magni-
tude), the above order shows that the algorithm for
(I + U) converges the eigenvector associated with the
eigenvalue (2+2 cos λ0). Therefore, using (I+U) we
can estimate the eigenvector of H associated with its
smallest eigenvalue λ0.
A. Quantum circuit implementation
Assume that we are given the initial state |0〉|vk〉 as
depicted in Fig.2. If we apply a Hadamard gate to the
first qubit, we obtain
1√
2
(|0〉 |vk〉+ |1〉 |vk〉) . (6)
Then, we apply the controlled U :
1√
2
(|0〉 |vk〉+ |1〉 U |vk〉) . (7)
The second Hadamard gate on the first qubit transforms
the state into:
1
2
(|0〉 |vk〉+ |1〉 |vk〉+ |0〉 U |vk〉 − |1〉 U |vk〉) ,
(8)
which can be written more concisely as:
1
2
(|0〉 (I + U) |vk〉+ |1〉 (I − U) |vk〉) . (9)
Measuring the first qubit in |0〉 state, the final quantum
state collapses onto
(I + U) |vk〉
|| (I + U) |vk〉 ||
, (10)
which represents an iteration of the power method.
Here, the probability of measuring |0〉 on the first qubit
is defined as
P0 =
∥∥(I + U) |vk〉∥∥2
4
. (11)
Since the eigenvalues of (I + U) are in the form (2 +
2 cos λj) and for λj ∈ [0, pi/2], cos λj can be maximum
1 and minimum 0; we observe
2 ≤
∥∥(I + U) |vk〉∥∥2 ≤ 4. (12)
Therefore,
0.5 ≤ P0 ≤ 1. (13)
Note that for λ ∈ [0, 1] it is guaranteed that P0 ≥ 0.77.
Therefore, it is always easy to collapse the quantum
state onto the state where the first qubit is in |0〉.
By using the collapsed state in the output and
applying the same operation with another control qubit,
we can continue to iterate the algorithm and finally
|0〉 H • H ✌✌✌ P0
|vk〉 U → (I+U)|vk〉||(I+U)|vk〉||
Fig. 2. An iteration of the quantum power method.
generate the eigenvector of U . Also note that when
P0 is maximized, the power iteration converges to
the minimum eigenvalue of U . The required num-
ber of iterations in the power method is related to
the eigengap. For a matrix with an eigengap γ, the
principal eigenvector and eigenvalue can be found by
using O(1/γ) number iterations. In quantum case,
since in each iteration we use a new qubit for the con-
trolled operations, the algorithm would require O(1/γ)
number of operations and new qubits. This would
hinder the implementation of the method on the near
term quantum computers which have limited coherence
times and can employ a limited number of qubits. In
the next section, we will describe a variatonal version
of this method which can be used easily with the near
term quantum architectures.
III. VARIATIONAL QUANTUM POWER
METHOD(VQPM)
In the variational version of the quantum power
method which is depicted in Fig.3, we start with |0〉 |0〉.
Before the application of the controlled U , we apply
Ry(θ0)⊗Ry(θ1)⊗ . . . : Here,
Ry(θj) =
(
cos(θj) − sin(θj)
sin(θj) cos(θj).
)
(14)
In order to maximize the probability P0; as in the
standard variational quantum algorithm [5], a classical
optimization algorithm such as NelderMead method [6]
can be employed to determine the next values of θjs
from the measurement output of the each individual
qubits.
IV. USING VQPM IN COMBINATORIAL
OPTIMIZATION
Let us assume we are given U whose eigenpairs
representing the solution domain of a combinatorial
problem. In the circuit, each qubit in the second register
(the first register consists of the control qubit) is asso-
ciated with a parameter of the optimization problem.
|0〉 H • H ✌✌✌ P0
|0〉 Ry(θ0)
U
✌
✌
✌ θ0
|0〉 Ry(θ1) ✌✌✌ θ1
|0〉 Ry(θ2) ✌✌✌ θ2
Optimization: find θ that maximizes P0 and
so gives minimum λ.
Fig. 3. Quantum circuit used to evaluate the objective function.P0
is the probability of measuring |0〉 on the first qubit. θi is the angle
value for the rotation gate that gives the probabilities observed on
the ith qubit in the collapsed state. The circuit is iterated until P0
is maximized or we measure |0〉 or |1〉 with some certainty on the
remaining qubits.
The change in the value of any parameter, i.e. being 0
or 1, changes the fitness value of the objective function.
In the power iteration, we can easily observe that each
qubit in the second register gradually converges either
|0〉 or |1〉 state: i.e. the either probability converges to
1.
Since the power iteration converges toward the prin-
cipal eigenvalues, this convergence faster for those
parameters whose values differentiate the eigenvalues
that are smaller: For the parameters whose values
differentiate the eigenvalues λj >> λk converges
more easily than those whose values differentiate the
eigenvalues that are very close to each other.
A. Precision in the measurement
In classical systems, one single measurement on the
bit is sufficient to obtain the single bit of informa-
tion. However, a qubit in quantum systems can be
represented by a point on Bloch sphere. Therefore, p-
copies of a quantum system provide log2(p+1) bits of
information about the state of the qubit. In other words,
given p-copies of a quantum system, we can determine
the state of a qubit with accuracy greater than or equal
to 2√
p+1
[7]. In quantum computers, the accuracy in
the measurement of a quantum state of a qubit is
fundamentally limited by the statistical principles of
the quantum mechanics [8, 9] and changes based on
the properties (e.g. the fidelity of the implemented
quantum gates) of the underlying quantum computer
technology [10]. This accuracy can be improved by
using an appropriate data analysis procedure along with
the quantum state tomography (e.g. see [7, 11] ).
Here note that the accuracy in the measurement
guarantees a bound on the error of the solution we
obtain at the end of the variational circuit: If we have
a precision γ in the measurement, then the fitness value
of the obtain solution differs from the best value by at
most γ.
B. Complexity
The total complexity is determined by the number
of iterations. Each application of the circuit requires
O(n2) simple quantum gates on n + 1 qubits. To
determine the probabilities for each qubit, if we use p
number of copies of the circuit, then in each iteration
we apply O(pn2) quantum operation. In general, the
precision and the number of iterations are closely
correlated: if we can increase the precision, then we
can decrease the required number of iterations.
C. Numerical Experiments1
We generate 30 random quadratic binary optimiza-
tion for each parameter value n ∈ [2, 20]. The random
instances are generated by using random qij and cj
coefficients in Fig.1. The coefficients are scaled so
that their sums are in [−pi/4, pi/4] (This guarantees
the minimum fitness value is not 0.). Then we apply
a phase gate so that the eigenphases of the unitary are
in [0, pi/2].
In each run, we have assumed the precision in the
measurement is 10−4 (In the numerical simulation, we
have rounded the probabilities to the 4 decimal points.).
We start with θj = pi/4 to generate an equal superposi-
tion state on the second register before the application
of the controlled U . In the next iteration, we set θj to
either pi/2 or 0 if the probability difference between
|1〉 and |0〉 for the qubit that represents parameter j is
≥ 10−3: in this case, that means we have found the
correct alignment for the parameter j. If the eigengap
distinguished by the parameter j is > 10−4 through
iterations, than the qubit that determines the value of
parameter j remains in equal superposition states. In
this case, if we have m parameters whose values are
not determined, than the final quantum state indicates
1 You can access the simulation code for the variational quantum
power method for random quadratic binary optimization from the
link: https://github.com/adaskin/qubo
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Fig. 4. For different n values (the x-axis), the mean number of
iterations(the left y-axis) of 30 random quadratic binary optimiza-
tion instances to reach the success probability ≥ 0.5. The mean
eigengap(the right y-axis) in these instances.
the correct eigenvector (the solution to the optimization
problem) with the probability ≥ 12m .
The results of the numerical simulations are pre-
sented in Fig.4: In the figure, we draw the mean
number of iterations for the probability of the eigen-
vector indicating the solution to reach ≥ 0.5 versus
the number of parameters. We also show the mean
eigengap. As discussed above, when the eigengap is
smaller than the precision in the measurement, in our
case 10−4; the alignments of a few of the parame-
ters whose values distinguishes the lowest eigenvalues
cannot be determined. In these instances, we have
generally found a probability ≥ 0.125. This result
shows that even if we cannot single out the solution
from the huge domain of the optimization problem,
we are still able to reduce the problem size by a great
deal. In addition, the solution we obtain at the end is
guaranteed to be less than the precision, which is 10−4
in our simulations.
V. CONCLUSION
In this paper, we have presented a variational quan-
tum circuit based on the power method used for the
eigendecomposition. We have shown that one can use
this circuit for combinatorial optimization problem
formulated as an eigenvalue problem. The accuracy
of the obtained solution in the circuit is determined
by the precision in the measurement of single qubit
states. In other words, the circuit guarantees that the
error in the fitness value of the generated solution
for the optimization is less than the precision in the
measurement. The circuit is simple enough to be used
in the near term quantum computers and can be used
to prove “quantum supremacy”.
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