The molecular dynamics simulations of Yukawa~i.e., screened-Coulomb! systems that were applied to the regime of weak screening in an earlier study @S. Hamaguchi, R. T. Farouki, and D. H. E. Dubin, J. Chem. Phys. 105, 7641~1996!# are extended to the strong screening regime. Transition temperatures at the fluid-solid phase boundary and the solid-solid phase boundary are obtained as functions of the screening parameter k5a/l D i.e., the ratio of the Wigner-Seitz radius a to the Debye length l D !. The resulting phase diagram also covers the triple point-the intersection of the fluid-solid and solid-solid phase boundaries-at k54.28 and G55.6 310 3 , where G is the ratio of the Coulomb potential energy to the kinetic energy per particle~i.e., G 5Q 2 /4pe 0 akT, where Q is the charge of each Yukawa particle and T is the system temperature!. Yukawa systems serve as models for plasmas and colloidal suspensions of charged particulates.
I. INTRODUCTION
Small charged ''dust'' grains are observed in a wide variety of plasma environments, ranging from the interstellar medium to gas discharges used in materials processing. Small particles immersed in a plasma typically acquire negative charges, due to the high mobility of plasma electrons. The Coulomb interactions between such particles are modified by their Debye sheaths, and the interparticle potential may be approximated by a Yukawa-type~screened Coulomb! pair potential @1-3# as given in Eq.~1! below.
Laboratory experiments have recently demonstrated that, when the interparticle potential energy exceeds the kinetic energy, particulates in plasmas may form crystalline structures~Coulomb crystals! @4-10#. Similar crystals have been observed in colloidal suspensions of charged particles @11#. As in our earlier report @1#, we shall employ Yukawa systems as a model for plasma~or colloidal! suspensions of charged particles. In the present study, however, we extend our molecular dynamics~MD! simulations to the regime of strong screening of the Yukawa potential, and determine the conditions under which dust particles in a plasma will form Coulomb crystals.
We consider a system of identical particles of mass m and charge 2Q52Ze (Z@1), immersed in a neutralizing background plasma. The inter-particle potential is assumed to be of the Yukawa type, , q i , n i , and T i being the charge, mean density, and temperature of plasma ions, and 2e, n e , and T e the corresponding quantities for plasma electrons. The thermodynamics of the Yukawa system can be characterized by two dimensionless parameters:
k5 a l D and G5 Q 2 4pe 0 akT ,~2! where a5(3/4pn) 1/3 is the Wigner-Seitz radius and n is the particle number density. The Wigner-Seitz radius represents the mean interparticle distance, and G is roughly the ratio of the~unscreened! Coulomb potential energy to the kinetic energy per particle.
In our earlier study @1# we focused on the regime of weak Debye screening, including the limit k!0, i.e., the classical one-component plasma~OCP! system @12-18#. In our MD simulation method, long-range particle interactions are accurately accounted for over the entire range of k, without introducing a cutoff radius for the pair potential. In this paper, we apply this MD method to more strongly screened Yukawa systems, up to k55, and compare the results with those of earlier MD and Monte Carlo~MC! simulations @19-23# of Yukawa systems. These earlier simulations employed potential cutoffs, and are therefore applicable only to the regime k@1.
II. EXCESS ENERGY AND FREE ENERGY
In MD simulations, one can calculate the potential or ''excess'' energy U of the model system in the simulation volume, under appropriate boundary conditions, for a given system temperature T. The method of calculating U from MD is briefly discussed in the following section. In this section we shall derive the Helmholtz free energy F in the simulation volume from a knowledge of U as a function of the temperature T. We denote the internal energy and Helmholtz free energy per particle in units of kT by
where N is the number of particles in the simulation volume. The thermal component of the potential energy is defined by
where u`(k) represents the Madelung energy~for an appropriate lattice! per particle in units of kT. We also define
i.e., the Madelung energy per particle in units of Q 2 /4pe 0 a, so that u`(k)5E(k)G. Evidently u(k,`)5u`(k) in the limit of zero temperature~i.e., G!`!. The values for the bcc and fcc Madelung energies, E bcc (k) and E fcc (k), are listed in Table I . Note that the bcc Madelung energy is smaller than the fcc Madelung energy @1# @E bcc (k),E fcc (k)# for k ,1.066.
Since ] f /]G5u(k,G)/G, the dimensionless Helmholtz free energy for the fluid phase may be defined @3# by
Here the last term represents the ideal-gas contribution to the total free energy, i.e.,
where (kT) Ry denotes kT measured in Rydberg units, 1 2 (Q 2 /4pe 0 \) 2 m, for the particles @1#. Although f ideal depends on (kT) Ry as well as G, we do not explicitly express the dependence on the former for the sake of simplicity.
For the solid phase, we use @3#
where u th 2 3 2 is the anharmonic component of the potential energy in units of kT. The free energy of the harmonic lattice vibrations for a given lattice may be written as where S~k! denotes the harmonic entropy constant, i.e.,
Here the sum is taken over the 3N23 normal-mode frequencies v k for the oscillation of an N-particle lattice. Note that the values of E(k) and S~k! depend on the chosen lattice structure. The eigenfrequencies v k of an N-particle Yukawa lattice may be computed by standard techniques @24#, and the quantity S~k! can then be estimated for various k values by letting N!`. Table II gives the values of S~k! for bcc and fcc Yukawa lattices, i.e., S bcc (k) and S fcc (k), obtained from lattice-dynamics calculations. Note that for k.4.76 the bcc structure is unstable against shear in the~110! direction @20#.
III. MD SIMULATION METHOD
MC and MD simulations can handle only a finite number of particles in the direct pairwise summation of interparticle potential energies. In order to emulate a system with an infinite number of particles, one may apply periodic boundary conditions to the simulation volume. For a cubical simulation box of side length L, the effective pair potential @3# under periodic boundary conditions becomes F~r!5f~uru!1 ( nfi0 f~ur1nLu!.~9! In the above equation, F~r! represents the interaction energy of particle i with particle j~at separation r5r j 2r i ! and with all periodic images of the latter. The infinite sum of f over integer vectors n5(l,m,n) represents the periodic images. In our MD simulations, this periodic image potential is approximated numerically by a tensor-product spline function @25# interpolating an array of 40340340 discrete values, summed to high accuracy. The approximation can be efficiently evaluated in the simulations, and has a fractional deviation from the exact value of no more than ;10 27 . Full details of the approximation scheme may be found in Ref.
@26#.
The total potential energy~or ''excess energy''! U in the simulation box with periodic boundary conditions is then given by the expression @1#
where L5L/a5(4pN/3) 1/3 is the size of the cubical simulation volume in units of the Wigner-Seitz radius, j i 5r i /a is the dimensionless location of particle i, and F 54p´0aF/Q 2 . As in the earlier study @1#, we employ MD simulations with the effective pair potential F~r! given by Eq.~9! to evaluate the potential energy u for given values of the thermodynamic variables k and G. The equations of motion
are integrated, and the velocities of all particles are renormalized periodically to bring the system kinetic energy into agreement with the target G value. The number of particles N used for the simulations reported here are N5686 for a bcc and N5500 for a fcc lattice. These lattices are used as initial conditions, and the system is allowed to equilibrate to the desired G for typically 100 time units before averaging its properties over 100,t,300. Here the time unit is defined to be )v p 21 , where v p 5AQ 2 n/e 0 m is the plasma frequency for the particles, so that t5v p t/). For some large G values, we allowed the the system to equilibrate initially for 300 time units. Cases that melted to a fluid state did so well before t5100. The excess energy per particle in units of Q 2 /4pe 0 a~i.e., u/G! obtained from the MD simulations is listed for various G and k values in Tables III-V. For each of the runs in these tables, the initial state is either a bcc (N5686) or a fcc (N 5500) lattice, and therefore in the solid state the structure remains in the form of the chosen lattice.
For the fluid phase, we assume that the potential energy depends on G as
with s51/3, for G>1. The coefficients a, b, c, and d, which are functions of k, are determined by fitting measured potential energies given in Table III to the above expression. The functional form of Eq.~11! has been applied to internal energy fitting of various OCP simulations @16#. The welldefined dependence of u on G given in Eq.~11! makes it easier to evaluate the integral in Eq.~4!. Since Eq.~11! diverges as G!0, we evaluate the integral in Eq.~4! by a direct numerical quadrature for G<1:
where Eq.~11! is used to evaluate the first integral in Eq. 12!, and f 1 (k) is evaluated through a Simpson-rule quadrature of the u/G values given in Table VI . Note that u/G! 2k/2 as G!0 @27#. The numerical values of f 1 (k) are listed in Table VII. For the solid phase, the following form for the thermal potential energy is assumed:
where 3 2 is the harmonic component, and the power series in G 21 represents the anharmonic terms.
To determine the fitting parameters a, b, c, d, A 1 , and A 2 for each k value, we fit the potential energy functional forms, Eqs.~11! and~14!, to the simulation data given in Tables III-V, using least-squares fitting. The resulting coefficient values are given in Tables VIII and IX for k>1.2. Figure 1 presents examples of least-squares fitting to the fluid and solid phases at k53.0. The dotted lines represent the ranges of fitting uncertainties, which will be discussed in the next section.
For k<1, we assume a polynomial dependence of the normalized potential energy u on k~i.e., a Taylor series ex- 
IV. SIMULATION RESULTS AND PHASE DIAGRAM
The G values for the fluid-solid phase transition~i.e., melting or freezing!, which we denote by G m , are those at which the fluid free energy f fluid equals the solid free energy f solid for the given k. We take the smaller of f bcc and f fcc as f solid for the given k and G. Similarly, the G values for the bcc-fcc phase transition, which we denote by G s , are those at which the bcc and fcc free energies intersect. The solid and fluid free energies are calculated from Eqs.~6! and~12!, as discussed in the preceding section. Such calculations show that, along the fluid-solid phase transition boundary, the free energy of the bcc phase is lower than that of the fcc phase for k&4.3, so we use the bcc phase as the solid phase for k &4.3 and the fcc phase for k*4.3 to obtain the G values for the phase transition. Tables X and XI summarize 
with all particles situated at fcc lattice sites. It is easy to confirm @1# that the dimensionless temperature T is related to k and G as
.~16! The phase-transition temperatures expressed by T, denoted by T m and T s , are also listed in Tables X and XI. Figure 2 shows the phase diagram of Yukawa systems in the~k,T ! plane. Here, filled circles indicate the fluid-bcc solid phase transition, filled squares identify the fluid-fcc solid transition~from the last two rows of Table X!, and filled triangles correspond to the bcc-fcc transition~from Table XI Table X over 1.2<k<5.0, which we have used for 2.6<k <5.0 in Fig. 2 . As a guide to the eye, these two functions are smoothly connected by the cubic polynomial given in Eq. 18! for 1.0<k<2.6. Fig. 2 , we use Eq. 22! as the fitting curve for k>2.6 only. The cubic polynomial given in Eq.~21! is used to smoothly connect these two functions over 1.2<k<2.6. The point where the three phases~fluid, bcc, and fcc lattices! meet-i.e., the triple point-is the intersection of Eqs.~19! and~22!, which is given as k54.28 (K56.90) and T50.0038. It is not easy to accurately estimate the magnitude of the errors in the phase-transition boundary curves. There may be several possible sources of uncertainties. In the case of large G, for example, the potential energy u is very close to the Madelung energy u`and the numerical value for the difference u th 5u2u`, which is used to determine the phase diagram, has fewer meaningful digits. Furthermore, if k and G are large~and therefore the interparticle interaction is weak and the system has a low thermal energy!, it takes longer~in terms of the time unit )v p 21 ! for the system to attain ther-TABLE VI. Excess energy per particle, u/G, at small G values (N5500). For k,1.0, see mal equilibrium. Consequently, the measured energy data are prone to errors due to numerical averaging over finite time intervals. Therefore we take a pragmatic approach to estimating the uncertainties associated with the phase boundaries. Assuming the measured energy values have uniform errors given by the square root of the sample variance, one can estimate the uncertainties of the fitting parameters @18,28#. For example, for the bcc solid phase at k53.0, we obtain A 1 55.344 63.462 and A 2 599 742.368643.8, the numbers after 6 representing the range of the uncertainties. In the fluid phase, it follows from Eq.~11! that the energy value u is most sensitive to variation in the coefficient a(k) for large G. Its uncertainty under the same assumption is a521.651 70360.000 037 @see Fig. 1~a Fig. 2 represents this range. Figure 3 shows the same data as Fig. 2 , plotted in thẽ k,G! plane. The phase boundaries G m and G s are also converted from T to G, using Eq.~16! and the fitting curves employed in Fig. 2 . The errors at k53.0 in Fig. 2 are also Table III . The solid line is the least-squares fit to the data; the dotted lines represent the range of uncertainties due to the coefficient a521.651 70360.000 037.~b! The thermal potential energies at k53.0, defined by u th 5u2E bcc G for the bcc lattice and u th 5u2E fcc G for the fcc lattice. The filled circles are bcc data obtained from Table IV , and the filled squares are fcc data obtained from Table V . The solid lines are the least-squares fits to these data. The dotted lines represent the ranges of uncertainties due to the coefficients A 1 55.34463.462, A 2 599 742.368643.8 for the bcc lattice, and A 1 577.82266.653, A 2 516 822.5616 374.6 for the fcc lattice. plotted in Fig. 3 ; these errors are less prominent due to the logarithmic scale for G. The triple point is given by G55.6 310 3 at k54.28(K56.90). Both the fluid-solid and bcc-fcc phase transitions are of first order @1,20,29#.
V. COMPARISON WITH EARLIER WORK
In Fig. 4 , we compare our MD simulation results with those from earlier MD and MC simulations, based on different methods @19-23#. These earlier MD and MC simulations do not include the infinite sum for periodic boundary conditions-i.e., the second term in Eq.~9!-and are thus valid only in the large k regime~i.e., k*1!. In Fig. 4 , the linear fit given by Eq.~19! is extrapolated to k58.0. Kremer, and Grest @20# is plotted as the dashed line in Fig. 4 The stable fluid phase data presented by Stevens and Robbins, which are considered to give an upper bound of the fluid-solid transition phase, lie more or less on or above our fitted fluid-solid phase boundary, suggesting good agreement with our data. Only two data points given by Stevens and Robbins-those at k52.067 and 2.597~K53.332 and 4.186!-are slightly lower than our fitted phase-transition curve. These two data are obtained from MD simulations of a system of 432 particles, with the potential truncated at a radius equal to 3r, whereas we have used MD simulations of 686-particle systems for bcc lattices and 500-particle systems for fluid phases with no potential truncation. To determine the stable phase, Stevens and Robbins ran MD simulations starting from a two-phase state~equally divided fluid and solid phases! and observed its time evolution. If the difference between the free energies of the two phases is very small, which is the case near the transition point, the evolution of the MD simulation may be sensitively dependent on the shape of the simulation box, number of particles, initial perturbations, and the potential truncation radius.
The two fluid-solid boundary points obtained by DuPont, Moulinasse, Ryckaert, and Baus @23# @denoted by the open circle and open inverted triangle in Fig. 4 ; the latter is also the triple point# seem rather scattered if one believes that the melting temperature T m increases linearly with k. In the lattice-coupling calculations by DuPont et al., the free energy is obtained by integrating the energy along an isotherm. Hence the actual temperature~or equivalently G! is fixed, and k is computed for each phase boundary point @which is opposite to our method: we fix k values and determine corresponding phase-transition temperatures~or G values!#. As discussed above, however, small errors in k can result in large T errors. Fig. 4# is in excellent agreement with the bcc-fcc phase boundary curve estimated in this study, while the bcc-fcc phase-transition temperatures obtained by Robbins, Kremer, and Grest @20# are much higher the dotted line in Fig. 4 !. Consequently, the triple point suggested by Stevens and Robbins @22# is located at much smaller k than that obtained in this study, as previously noted. Robbins, Kremer, and Grest used the energydistribution-function method @20,31# to obtain the freeenergy difference between fcc and bcc phases for given k and T. To determine small differences between the free energies near the bcc-fcc boundary, one needs accurate statistics for a sampling of the energy histogram in this method. 23 , which is different by a factor of about 2. Since the measured potential energies for G*2000 give an excellent fit to the quadratic form in Eq. 14!, the error in our free-energy estimate due to the extrapolation of Eq.~14! at this position in the phase space~i.e., k 53.00 and T52.24310 23 ! is expected to be very small. Stevens and Robbins @22# showed that their MD simulation starting from a mixed state of fluid and fcc phases evolved to the fcc phase at k53.604 and T53.429310 23 , which is indicated as an open diamond in Fig. 4 . However, they do not seem to claim that the bcc phase is actually more unstable than the fcc phase at this point.~At k52.779 and T53.198310
23 , the authors of Ref. @22# show that two runs converge to different lattices, suggesting that both the bcc and fcc phases are stable.! It is not clear from Ref. @22# that their phenomenological melting test can distinguish such small differences in the free energy near the phase boundary.
To summarize, we believe that the triple point obtained in this study-which is close to the one obtained by DuPont et al.-is more accurate than that suggested by Stevens and Robbins. It may be of interest to compare the different methods mentioned above, using data from the same MD or MC simulations. In this manner, one could ascertain whether the discrepancy arises from differences in the methodologies of evaluating free energies or from the intrinsic accuracy of the simulation data. Figure 5 plots the same data as for Fig. 4 , in the~k,G! plane. The error bars are omitted in Fig. 5 for simplicity. With this logarithmic scale for G, the differences among the data of the various authors are hardly discernible.
VI. CONCLUSION
We have obtained the fluid-solid phase boundary of the Yukawa system for k<5, including the weakly screened regime 0<k<1~k is the ratio of the Wigner-Seitz radius to the Debye length!. This phase transition is of first order. Unlike earlier MD or MC simulations @19-23#, in which interactions were computed by pairwise summation over particles within some cutoff radius, our MD simulations use interparticle potentials summed over all particle pairs, including periodic images of particles residing in the cubical simulation box. Thus long-range particle interactions are accurately accounted for over the entire range of k values. For strongly screened Yukawa systems (k*1), the fluid-solid phase-transition curve obtained here is in good agreement with those of the earlier studies.
We have also estimated the bcc-fcc phase boundary by the MD simulation method. This phase transition is also first order. The transition temperatures T s obtained are in excellent agreement with the results of quasiharmonic theory @20# near k51.066, the zero-temperature bcc-fcc transition point. The bcc-fcc phase-transition point for a larger k obtained in the recent study by DuPont, Moulinasse, Ryckaert, and Baus @23# is also in excellent agreement with our present results. The triple point~i.e., fluid-bcc-fcc phase boundary! is estimated to be k54.28 (K56.90) and T50.0038 (G 55.6310 3 ), close to the one obtained by DuPont et al. @23# . We believe that the phase diagram presented here is the most accurate one currently available @33-35#.
