Single-impurity Anderson quantum dot attached to BCS superconducting leads exhibits a 0 − π impurity quantum phase transition, which can be experimentally controlled either by the gate voltage or by the superconducting phase difference. We newly present two simple analytical formulae describing the position of the phase boundary in parameter space for the weakly correlated and Kondo regime, respectively. Furthermore, we show that the two-level approximation provides an excellent description of the low temperature physics of superconducting quantum dots near the phase transition. We discuss reliability and mutual agreement of available finite temperature numerical methods (Numerical Renormalization Group and Quantum Monte Carlo) and suggest a novel approach for efficient determination of the quantum phase boundary from measured finite temperature data.
I. INTRODUCTION
Low temperature nanostructures involving quantum dots attached to superconductors have been intensively studied in the past two decades -see Refs. [1] for theoretical and [2] for experimental overviews. A number of various setups involving several superconducting and/or normal leads have been thus far realized using a variety of systems (single molecules such as C 60 , carbon nanotubes, semiconducting InAs nanowires etc.) as the central functional element (quantum dot) . Parameters of such systems are typically tunable by gate voltage, which changes the single-particle energies on the dot, and in case of SQUID setups by the magnetic flux through the loop tuning the phase difference across these generalized Josephson junctions.
One of the simplest setups involves a quantum dot attached to just two superconducting leads whose relative superconducting phase difference ϕ can be tuned leading to the flow of the Josephson supercurrent through the junction. Very often such a system can be even quantitatively described by the single impurity Anderson model (SIAM) coupled to BCS leads [28] , which exhibits an impurity quantum phase transition. This so called 0 − π transition corresponds to the change of the system ground state from a non-magnetic singlet to a spin-degenerate doublet and is accompanied by the sign-change of the supercurrent (from positive in the 0-phase to negative in the π-phase) [7, 9, 10, 16, 20, [24] [25] [26] [27] and crossing of the Andreev bound states (ABSs) at the Fermi energy [18, 22, 26, 29] . Depending on the relative strength of the on-dot Coulomb interaction the 0-phase ground state singlet can be predominantly BCSlike (for weak interaction) or Kondo-like (strong correlations) with a broad crossover between these two limiting * tno@karlov.mff.cuni.cz cases. This physical picture has been firmly established during the years by various analytic and numeric theoretical methods [28, [30] [31] [32] [33] [34] [35] [36] [37] [38] [39] and fully qualitatively confirmed already by pilot experiments [7, 9, 10] .
However, recent experiments using the SQUID setup allowing a high level of tunability [24] [25] [26] [27] have revealed difficulties involved in making a quantitative comparison with theory. Heavy numerical tools such as the Quantum Monte Carlo (QMC) or Numerical Renormalization Group (NRG) turn out to be too costly as for the computational resources to allow for broader scans throughout the model parameter space, which are necessary for an efficient and reliable identification of the experimental situation. They seem to be quite inconvenient for the initial phase of the data analysis, which should place the given experimental setup into the proper context of rough parameter values, and for capturing the global trends induced by coarse-grained parameter changes.
This task rather calls for a simple, ideally analytical or very efficient numerical technique which would parse the parameter space grossly. As a next step more elaborate methods including QMC and/or NRG could be used to fine-tune the parameters, yet taking into account the common experimental accuracy of 10-20%, quite often these precise methods may not be required at all. Here, we offer two simple analytical formulae for the position of the 0 − π phase boundary in the complementary weakly interacting and strongly correlated (Kondo) regimes, respectively. They are based on the combination of analytical insights and NRG data and with a reasonable precision cover a big part of the SIAM parameter space.
Another issue concerns finite temperatures: the phase boundary is a ground-state, i.e. zero-temperature quantity but the experiments are naturally performed at finite (even if ideally very small) temperatures. The task of extrapolating to zero-temperature from finite temperature experimental data is principally nontrivial and, as we will show, it has not been so far addressed properly. We identify a very simple and straightforward method how to extract zero-temperature quantities directly from finite-temperature data without the need for any postprocessing.
II. MODEL AND NOTATION
As explained above we consider the single-impurity Anderson model of a quantum dot connected to two BCS superconducting leads. The full Hamiltonian reads
where α = L, R denotes the left and right superconducting leads. The dot Hamiltonian
describes an impurity with the spin-degenerate singleparticle level ε and the local Coulomb interaction U in case of the doubly occupied dot. Operators d † σ (d σ ) create (annihilate) on-dot electrons with spin σ. The BCS Hamiltonian of the superconducting leads is
where c † αkσ , c αkσ are the creation and annihilation operators of electrons with momentum k and spin σ, ∆ α is the amplitude of the superconducting gap in the lead α, and ϕ α is its superconducting phase. We denote by ϕ ≡ ϕ L − ϕ R the phase difference between the two superconducting leads. The last term in Eq. (1a) is the tunnel coupling Hamiltonian
with t αk denoting the tunneling matrix elements. We assume the tunnel-coupling magnitudes
The model is described by just a few parameters: the dot level energy ε (which can be experimentally tuned by the gate voltage), the local Coulomb interaction between dot electrons U , the total coupling strength Γ ≡ Γ L + Γ R and the tunnel asymmetry of the setup a = Γ L /Γ R , the phase difference ϕ (which, if the junction is a part of a SQUID, can be controlled by an applied magnetic field [7, 9, 20, [24] [25] [26] [27] ), and the superconducting gaps ∆ α . Throughout this whole article we will assume the generic experimental situation of equal gaps ∆ L = ∆ R ≡ ∆, which implies that we can use the symmetry-asymmetry relation discovered in Ref. [40] to simplify the model by introduction of the compact quantity on which the on-dot quantities (including especially the phase boundary) exclusively depend, i.e. the two parameters a and ϕ are reduced to a single one χ.
For the normal-state Kondo temperature we use the expression based on Wilson's definition via magnetic susceptibility [41, 42] 
Eventually, we will be further using (when convenient) the shifted and normalized level energỹ
a dimensionless number which is zero at half-filling (ε = −U/2).
III. ZERO-TEMPERATURE PHASE BOUNDARIES
For ground states, features of the system are known to be well captured by the NRG. However, these computations can be time-consuming and it is therefore advantageous to have other, possibly less precise but significantly easier tools at hand. In two complementary limits we have found simple analytical formulae which capture the position of the 0 -π phase boundary in the parameter space. The "MGAL" approximation presented in Sec. III A deals with the weakly correlated regime characterized by moderate U/Γ ratios. On the other hand, in Sec. III B we comment on the strongly-correlated Kondo regime of the quantum dot, taking into account the χ (ϕ) dependence. Fig. 1 illustrates the ranges of validity of our predictions. At half-filling (ε = 0) and for χ = 1 (ϕ = 0) the MGAL approximation is valid up to U/Γ 5. On the other hand, Kondo physics prevails for U/Γ 7. The intermediate range can be well and very fast captured by the numerical solution of the second-order perturbation theory of Refs. [43, 44] (in particular see Fig. 6 in Ref. [44] ) for which we provide publicly accessible code [45] .
A. Weakly-correlated regime
By analyzing NRG data obtained by the "NRG Ljubljana" code [46] we have found (for more details see the Appendix) that for the weakly correlated quantum dot regime the phase boundary can be approximated with the equation
where
and χ = χ(ϕ, a),ε are given by Eqs. (2) and (4), respectively. For χ = 1 (ϕ = 0) the relation (5) reduces to 1 −ε 2 = 1 U . We call Eq. (5) the Modified Generalized Atomic Limit (MGAL), referring to the previously derived Generalized Atomic Limit (GAL) approximation [43, 44] which is identical to MGAL at the half-filling ε = 0.
To illustrate the agreement of Eq. (5) with the NRG data, we present zero-temperature phase diagrams for different parameter sub-spaces in Fig. 2 , namely the Γ−ε phase diagram in 2(a), the Γ − U diagram away from half-filling in 2(b) and, finally, several phase-transition boundaries in the χ −ε (ϕ − ε) plane in Fig. 2 (c). Eq. (5) is mostly in a pretty good agreement with the NRG and significantly outperforms previously-known analytic formulas including the atomic limit [38, 47] , Hartree-Fock prediction, and the GAL away from half-filling [43, 44] . We therefore suggest it as a simple first estimate of the position of the phase boundary in the weakly-correlated regime (cf. Fig. 1) .
A more elaborate method of determining the phase boundary in the weakly-correlated regime is the secondorder perturbation theory (SOPT) [43, 44] . This method is based on the perturbation expansion technique in the Coulomb interaction U . Although this method is unable to describe the π-phase due to its double-degenerate ground state, it provides reliable description of the 0-phase including its phase boundary up to U/Γ ≈ 10 (not too far from half-filling), see is numerical and, consequently, it is much harder to implement than analytical MGAL, nevertheless an efficient, free, and easy-to-use Python code called SQUAD is available [45] . Numerical perturbative calculations are orders-of-magnitude faster than the NRG code and constitute a very reasonable compromise between the accuracy and numerical costs in the weak-to-moderately correlated regime. For all possible aspects and details of the perturbation theory we refer the reader to Ref. [44] .
B. Kondo regime
In the Kondo regime the phase boundary is widely believed to be a universal function of T K /∆ and specifically to occur at T K ≈ ∆. In Ref. [40] we argued that the coupling asymmetry a must play some role, however, we left the question of universality open. This section establishes that the phase boundary can indeed be described by a universal function of T K /∆ if χ = χ(ϕ, a) given by Eq. (2) is used as a variable.
The formula for the critical value of the gap ∆ C determined from the NRG data [ Fig. 3(a) ] and valid for our definition of T K (3) (if another convention is used, the formula should be properly rescaled) reads
where α ≈ 5/3. More accurately, we have fitted three different sets of numerical data [shown in Fig. 3(a) ] and we have found that α 1 = 1.65 ± 0.02 for U/Γ = 20, U = 0.1D, α 2 = 1.67 ± 0.02 for U/Γ = 15, U = 0.15D, and α 3 = 1.69±0.03 for U/Γ = 15, U = 0.015D, where D is the bandwidth used in the NRG calculations. Ideally the calculation should be performed in the limit of an infinite band, hence the (necessary) choice of a finite D influences the numerical results slightly. The dependence in Fig. 3 (a) was calculated at halffilling,ε = 0. Fig. 3 (b) reveals thatε dependence is very weak up toε ≈ 0.4, significantly departing from the value predicted by (7) forε ≈ 0.6. For χ = 0, which can only be achieved for ϕ = π in a perfectly symmetric junction with a = 1 [40] , and exactly at half-filling, there is no phase transition, but a small critical gap is found with any departure from half-filling [48] . Results in Fig. 3 As given by Eq. (7), for χ = 1 (corresponding to ϕ = 0) the phase transition appears (for our definition of T K and α = 5/3) at ∆ C /T K ≈ 4.29. For any nonzero ϕ the critical gap will be smaller.
IV. FINITE TEMPERATURES
In superconducting quantum dot devices the 0 − π transition reflects an underlying impurity quantum phase transition between the singlet and doublet ground states, a crossing of the two lowest-energy many-body levels. At zero temperature, the quantum critical point (QCP) is clearly signaled by a jump in the supercurrent and the change of its sign, however with increasing finite temperature the point where the supercurrent changes sign shifts away from the QCP. This complicates the determination of the position of the QCP from real experimental data, as well as from the results of strictly finite-temperature numerical methods such as QMC. In Sec. IV A, we present a simple physical argument that the crossing-point of the finite temperature current-phase relations coincides with the QCP at low enough temperatures. Moreover, the crossing can be observed not only for the current as a function of the phase difference but basically for any physical quantity as a function of any parameter which induces the singlet-doublet phase transition. We further discuss the temperature range of applicability of the underlying two-level approximation and why previously used methods of estimating the QCP from the zero-crossing of the Josephson current lead to inaccurate results (Sec. IV B).
Finite-temperature results can be obtained by two complementary numerically exact methods, namely the NRG and QMC. NRG is a reliable method for the ground state properties. It can also provide trustworthy results for low enough temperatures but the high ones are usually beyond its scope. On the other hand, the QMC is ideal for high temperatures but its computational demands rapidly increase with decreasing temperature. For quantum dots, there is a temperature range where both NRG and QMC are commonly used, but accuracy of both finite temperature NRG and low-temperature QMC is sometimes subject to questions. Also, while for single quantum dots such as our system NRG is generally less computationally demanding than QMC, for more complicated setups such as multiple quantum dots or dots connected to multiple terminals QMC quickly becomes the method of choice. It is therefore highly desirable to establish whether these two methods are in agreement for systems where their ranges of applicability overlap. Therefore, we have tested compatibility of both methods for our finite-temperature data.
In our calculations we have used finite-temperature NRG from the "NRG Ljubljana" code [46] , while QMC has been done using the TRIQS/CTHYB continuoustime hybridization-expansion solver [49] . The superconducting pairing is introduced to the QMC method using a canonical particle-hole transformation in the spindown sector, mapping the system to an impurity Anderson model with attractive interaction [50, 51] agreement implies that both methods are reliable for the experimentally-relevant range of temperatures.
A. Low-temperature physics: two-level approximation
For low temperatures, the lowest (many-body) energy levels of a system become most significant. Due to the superconducting gap of single-particle excitations in our system, the lowest-lying states are discrete. In the spindegenerate case (without external magnetic field) considered here there may be one or two discrete excited states below the single-particle continuum starting at the gap. We are mainly interested in the vicinity of the QCP where just one of these discrete excited states exchanges its role with the ground state (one of these two is a singlet and the other doublet). The other excited state, if it exists as a discrete state, is much higher in energy and can be neglected together with the continuum. We will now formalize and show some consequences of this idea.
Starting with the canonical averageX ≡ 1 Z i X i exp(−βE i ) of an observable X, we explore the low temperature regime k B T ≪ ∆. As discussed above we can approximate the sum by taking the two lowest-energy states only. We obtain
where X S(D) is the zero-temperature value of the observable in the singlet (doublet) state, E S(D) is the associated energy of the singlet (doublet; factor 2 reflects its twofold degeneracy) state, y is any model parameter (e.g., the phase difference ϕ) and β ≡ 1/k B T . Note that the fraction can be reduced by e , where the zero-temperature normalized energies of the Andreev bound states E ABS (ε)/∆ are marked by arrows of the corresponding color. We see that the lines start as near-constants in temperature at the value J S(D) (ε) for k B T E ABS (ε) and approach (J S (ε) + 2J D (ε)) /3 for k B T E ABS (ε) with the crossover happening at k B T ≈ E ABS (ε) (arrows on the horizontal axis). In all cases, Eq. (8) captures perfectly the low-temperature behavior up to k B T ≈ 0.2∆. For even higher temperatures, the continuum of excitations above the gap ∆ comes into play and the two-level approximation (8) necessarily breaks down.
Exactly at the QCP the singlet and doublet manybody states cross, meaning E S (y C ) = E D (y C ). Consequently, from Eq. (8) we get the simple relation
which does not depend on temperature (within the lowtemperature regime k B T 0.2∆ justifying the two-level approximation). We show a precise test of formula (9) with data obtained by the finite-temperature NRG in Fig. 1]) , as far as we are aware the relevant underlying physical mechanism expressed by Eq. (9) hasn't been explicitly discussed yet.
B. Determining the QCP from finite temperature data
As Sec. IV A shows (Eq. (9) and Fig. 5) , the crossing of different temperature current phase relations (CPRs) may be a convenient way to straightforwardly determine the position of the QCP from finite temperature data. However, the assumption k B T ≪ ∆ used in our derivation may seem limiting and, therefore, we have tested this method for parameters that reflect a real experimental setup from Ref. [24] . Namely, in Fig. 6 we have recalculated the example presented in the supplemental material of Ref. [24] with parameters reading ∆ = 0.17
, and the temperature of the experiment T exp = 0.076∆/k B (150 mK). Upper panel of Fig. 6 reveals that the crossing works up to at least T = 0.21∆/k B (420 mK) analogously to the findings of the previous subsection. This should leave enough room for measuring a second data set at a sufficiently higher temperature to yield another well-distinguished CPR curve, so that the position of the QCP could be read off directly from the intersection of the experimental data without any need for post-processing.
Apart from being an unnecessary computational burden, the post-processing itself might introduce an extra error into the interpretation of the experimental data as we will now demonstrate on the method used in Ref. [24] to determine the QCP. In the supplemental material the authors describe the procedure used for extracting the critical phase difference ϕ C from the finitetemperature QMC data. Their numerical calculations were performed using the continuous-time, interactionexpansion (CT-INT) algorithm [50] . Few data points for each CPR J(ϕ, T ) for various temperatures between 145 mK to 580 mK were calculated and approximated by a three-term Fourier series I(ϕ) = a 1 sin(ϕ)+a 2 sin(2ϕ)+ a 3 sin(3ϕ). The critical phase difference ϕ C was then extrapolated from the zeroes ϕ 0 (T ) of these Fourier fits for various finite temperatures using quadratic extrapolation (i.e., parabolic fit ϕ C − ϕ 0 (T ) ∝ T 2 ) down to T = 0. As the result lies very close to the zero of the measured CPR for the lowest experimental temperature 150 mK, this value was taken as the correct zero-temperature limit and thus the true critical phase.
However, our findings contradict such a conclusion. We have recalculated the CPRs using CT-HYB algorithm with more attention given to the vicinity of the zerocrossing points J(ϕ, T ) = 0 and performed the same quadratic extrapolation, obtaining very similar result [53] shown by the black line in the bottom panel of Fig. 6 . Although this procedure seems perfectly plausible, we see that ϕ C obtained this way disagrees with the zerotemperature NRG result, which nevertheless coincides with the aforementioned crossing of the current-phase relations as it should.
To understand why the extrapolation method described in supplemental material of Ref. [24] failed to predict the correct position of QCP, we perform the low-temperature expansion of the supercurrent using the two-level approximation (8) . Using the condition J(ϕ 0 (T ), T ) = 0 , we get from Eq. (8) for the intersection point ϕ 0 : J S (ϕ 0 ) + 2J D (ϕ 0 )e −β[ED(ϕ0)−ES (ϕ0)] = 0. We assume that the temperature is low enough so that ϕ 0 (T ) is in the close vicinity of ϕ C and can be replaced by it in the supercurrents J S(D) (ϕ 0 ) ≃ J S(D) (ϕ C ). Moreover, we perform a well-justified linear expansion of the ABS energy in the exponent (see the blue curve in the inset of Fig. 6 
arriving at
With these approximations we get a condition for the ϕ 0 (T ) which reads
and, most importantly, is linear in T . The above replacement of ϕ 0 by ϕ C in the supercurrents is a rather crude approximation as one can see from for experimental parameters taken from the supplemental material of Ref. [24] . The points with error bars were obtained using CT-HYB, solid lines represent the NRG results. The dashed line marks the jump in the zero-temperature NRG result for the supercurrent (see inset). The CPRs for different temperatures intersect at one point. Inset: zero-temperature supercurrent and energy of the Andreev bound state. Bottom panel: Temperature dependence of the zero of the current-phase relation, ϕ0(T ), determined by the condition J(ϕ0(T ), T ) = 0. Blue circles represent NRG results, red squares CT-HYB data. The black solid line is a quadratic fit of the high-temperature CT-HYB data in analogy with the method used in Ref. [24] . The green arrow denotes the result of Ref. [24] . The discrepancy between the two calculations is caused by slightly different extrapolation procedures as explained in the main text.
the inset in the upper panel of Fig. 6 where the shape of the zero-temperature CPR near ϕ C is pretty steep. This limits the validity of the linear result (10) to very low temperatures only, which are typically hard to reach by the QMC (see the lower panel of Fig. 6 ) whose results lie already in the nonlinear regime (in Ref. [24] identified as quadratic). Extrapolation from that region (e.g., the parabolic fit in Ref. [24] ) does not respect the true linear low-temperature asymptotics and, therefore, gives an erroneous estimate as can be seen in the lower panel of Fig. 6 . Instead of such highly problematic and demanding extrapolation procedures (both nonlinear and linear) we strongly suggest the above crossing of finite-temperature curves as a simple, robust, and reliable method for determining the position of the quantum critical point from the finite-temperature data. It is, moreover, not limited to the phase-dependence of the supercurrent only, but could be equally used for other measurable quantities as functions of any experimental control parameter.
V. CONCLUSIONS
We have covered several topics concerning the 0 − π transition both in the ground state and at finite temperatures. We have presented two simple analytical formulae (5) (for the weakly-correlated regime) and (7) (for the Kondo regime) which capture the position of the quantum phase transition well for a wide range of parameters, especially including away-from-half-filling. In the cross-over region, where the singlet ground state is neither purely BCS nor purely Kondo, the equations still provide at least an estimate for the critical gap (Fig. 1) . Despite of their approximate nature these formulas yield correct parametric dependences of the phase boundary which is very useful for efficient scans of the parameter space needed especially in the initial phase of the data interpretation. Once the position of a given experimental setup is framed, more precise and also elaborate method can be employed to pinpoint the parameter values.
For low-enough finite temperatures, which are nevertheless currently experimentally accessible, the physics of the system is governed by the two lowest many-body energy levels, whose energy difference determines the energy of Andreev bound states. As a consequence the current-phase relations for different (low-enough) temperatures cross at a single point, and this crossing marks the quantum critical point (it should be stressed that this crossing point is not equal to the position where the supercurrent goes through zero). We strongly suggest using this crossing as the way how to find the quantum phase transition directly from finite temperature data. The crossing method is not limited to the current-phase relation but works equally for any other quantity as a function of an arbitrary control parameter inducing the 0−π transition (Fig. 5) . Furthermore, we have tested the agreement between NRG and QMC methods, and found both of them reliable in the experimentally relevant range of temperatures.
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Appendix: Modified GAL
In Refs. [43, 44] we obtained an analytical formula for the 0 − π phase boundary from the first-order spinsymmetric Hartree-Fock approximation, and noticed that it's accuracy is significantly improved if the contribution from the band is neglected. Using the variables χ,ε and U from the main text, the form was
with the value of the coefficient γ GAL = U/2Γ. This formula was called the generalized atomic limit (GAL) [44, Eq. (17) ] in analogy with the atomic limit (∆ → ∞), where the band is also suppressed, and was found to be a surprisingly good fit to the NRG data near half filling (ε ≈ −U/2, i.e.,ε ≈ 0), even competing with numerical results of the second-order diagrammatic approach. To find a more accurate coefficient γ and thus improve the agreement away from half-fillingε = 0, we have plotted the numerical data in anε 2 − U graph and found that for χ = 1 (ϕ = 0) the dependence is described by 1 −ε 2 = 1/U for not too large Γ/∆. Putting this condition into the dependence (A.1) with γ being now a free parameter, we arrive at the value γ 2 = U(U + 1) which leads to the Modified GAL (5).
