In this paper, we suggest and analyze three-step iteration methods for finding the common element of the set of fixed points of nonexpansive mappings and the set of solutions of the mixed variational inequalities. We also study the convergence criteria of three-step iterative method under some mild conditions. Our results are new and interesting and include the previous results as special cases.
Introduction
Variational inequalities introduced in the early sixties have witnessed an explosive growth in theoretical advances, algorithmic development and applications across all the discipline of pure and applied sciences, see [1] [2] [3] [4] [5] [6] [7] [8] [9] and the references therein. It combines novel theoretical and algorithmic advances with new domain of application. Analysis of these problems requires a blend of techniques from convex analysis, functional analysis and numerical analysis. As a result of interaction between different branches of mathematical and engineering sciences, we now have variety of techniques to suggest and analyze various algorithms for solving variational inequalities and related optimization problems. It is well known that variational inequalities are equivalent to the fixed point problems. This alternative equivalent formulation has played a major role in variational inequalities. Recently, Noor and Huang [1] suggested a three-step iterative methods for finding common elements of the fixed points of the nonexpansive mappings and the set of solutions of nonlinear variational inequalities by projection technique. On the other hand, mixed variational inequalities are extensions of nonlinear variational inequalities. Due to the existence of nonlinear term, projection technique is not applied to mixed variational inequalities. But when nonlinear term is a proper convex lower semicontinuous functional, we can use resolvent operator technique instead of projection technique to solve mixed variational inequalities. Inspired and motivated by the recent research work, we suggest and analyze three-step iterative methods for finding the common element of the set of fixed points of nonexpansive mapping and the set of solutions of the mixed variational inequalities, we also study the criteria of the new iterative scheme under some mild conditions. Our results presented here are new and interesting and include many previous results as special cases.
Preliminaries and basic results
Let K be a nonempty closed and convex set in a real Hilbert space, whose inner product and norm are denoted by < ·, · > and · , respectively. Let T : K → H be a nonlinear mapping and S be a nonexpansive mapping. Let F : H → R be a proper, convex, lower semicontinuous, and nondifferentiable function. We consider the following problem: Find u ∈ K, such that
which is called the mixed variational inequalities considered and studied by some authors, see [3] [4] [5] [6] and the references therein. We note that if F is the indicator function of a closed convex set K in H, that is,
which is the classical variational inequality problem introduced and studied by Stampacchia [7] in 1964. For the numerical methods for (2), readers may consult the recent state-of-the-art paper [1] [2] [3] [4] [5] [6] [7] [8] [9] and references therein. We now recall some well-known concepts and results.
Definition 2.1
If A is a maximal monotone mapping on H, then for a constant ρ > 0, the resolvent operator associated with A is defined by
where I is the identity operator on H. In addition, the resolvent operator is a single-valued and nonexpansive, that is , for all u, v ∈ H,
Remark 2.1 It is well known that the subdifferential ∂F of a proper, convex, lower semicontinuous, and nondifferentiable function F : H → R is a maximal monotone mapping, we denote by
the resolvent operator associated with ∂F , which is defined everywhere on H.
Lemma 2.1
The function u ∈ K is a solution of the mixed variational inequality (1) if and only if u ∈ K satisfies the relation
It is clear from Lemma 2.1 that the mixed variational inequalities and the fixed point problems are equivalent. This alternative formulation has played a significant role in the studies of the variational inequalities and related optimization problems. Let S be a nonexpansive mapping. We denote the set of the fixed points of S by G(S) and the set of solutions of the mixed variational inequalities (1) by V I(K, T, F ). We can characterize the problem. If
Thus from Lemma 2.1, we have
where ρ > 0 is a constant. This fixed point formulation is used to suggest the following iterative methods for finding a common element of two different sets of the fixed points of the nonexpansive mapping and of solutions of the mixed variational inequalities. Algorithm 2.1 For a given x 0 ∈ K, compute the sequence {x n } by the iterative scheme
where a n , b n , c n ∈ [0, 1] for all n ≥ 0 and S is the nonexpansive mapping. Algorithm 2.1 is a three-step predictor-corrector method. We remark that if F is the indicator function of a closed convex set K in H, then the resolvent operatorJ ∂F ρ = P k , the projection of H onto K. Consequently, the Algorithm 2.1 is equivalent to Algorithm 2.1 in Noor and Huang [1] . Note that for c n ≡ 0, Algorithm2.1 reduces to: Algorithm 2.2 For an arbitrarily chosen initial point x 0 ∈ K, compute the sequence {x n } by the iterative scheme
where a n , b n ∈ [0, 1]for all n ≥ 0 and S is the nonexpansive mapping. In particular, three-step method is quite general and includes several new and previous known algorithms for solving variational inequalities as special cases.
Definition 2.2 A mapping
T : K → H is called μ-Lipschitzian, if for all x, y ∈ K, there exists a constant μ > 0, such that T x − T y ≤ μ x − y .
Definition 2.3 ([10]) ( A mapping T : K → H is called relaxed (γ, r)-
cocoercive if for all x, y ∈ K, there exists constants γ ≥ 0, r ≥ 0, such that T x − T y, x − y ≥ −γ T x − T y 2 + r x − y 2 .
Lemma2.2 ([11]) Suppose {δ
is a nonnegative sequence satisfying the following inequality:
Main results
In this section, we investigate the strong convergence of Algorithms 2.1 and 2.2 in finding the common element of two sets of solutions of the mixed variational inequalities and of fixed points of nonexpansive mapping, which is the main motivation of this paper. 
(ii) a n , b n , c n ∈ [0, 1] and Σ ∞ n=0 a n = ∞.
Then {x n } obtained from Algorithm 2.1 converges strongly to
where a n , b n , c n ∈ [0, 1] are come constants. To prove the result, we need first to evaluate x n+1 − x * for all n ≥ 0. From (5), (10) , and the resolvent operator J ∂F ρ and the nonexpansive mapping S, we have 
where θ = √ 1 + 2ργμ 2 − 2ρr + ρ 2 μ 2 . It follows from (6) that θ < 1 Combining (11) and (12), we have x n+1 − x * ≤ (1 − a n ) x n − x * + a n θ y n − x * .
From (4), (9) and the nonexpansivity of the mapping S and J ∂F ρ , we have
Now from the relaxed(γ, r)-cocoercive and μ-Lipschitzian definition on T , it yields that
