Abstract-This paper studies distributed strategies for averageconsensus of arbitrary vectors in multiagent systems, when the interagent information exchange is corrupted by the agents' states within the same network. In particular, each neighboring state received by an agent has an additive component that consists of projections of the states at other agents; the agents corrupting this exchange are unknown to the receiving agent and may also change over time. We model such in-network disturbance with a dynamic disturbance graph over the agents, in addition to the static graph over which consensus is implemented. The problem in its full generality is quite challenging and in an attempt to simplify, we assume two particular disturbance cases: 1) sender based and 2) receiver based. In the former case, we assume that the (null spaces of the) projection subspaces are only known at the senders; while in the latter case, we assume this knowledge only at the receivers. We provide a concrete example of static, flat-fading multiple-input multiple-output channels to support this disturbance model. In the aforementioned context, we cast an algebraic structure over the disturbance subspaces and show that the average is reachable in a subspace whose dimension is complementary to the maximal dimension of the disturbance subspaces. To develop the results, we introduce the notion of information alignment to align the intended message to the null space of the unintended disturbance. We derive the conditions under which this alignment is invertible, that is, the intended message can be recovered. A major contribution of this work is to show that local protocols exist for (subspace) consensus even when the disturbance over the network spans the entire vector space.
channel noise, while [12] addresses asymmetric links with asymmetry in packet losses. Consensus under stochastic variations is considered in [13] , while [14] studies a natural superposition property of the communication medium and uses computation codes to achieve an energy-efficient consensus.
In practice, the operation of distributed algorithms is often hampered due to the disturbance in the interagent information exchange. Much of the recent work has modeled such disturbance as noise that is independent of the information being communicated. However, the case when the disturbance is a function of the information exchange has not been studied. In particular, we are interested in scenarios where a (state) vector, x j k ∈ R n , sent to agent i by agent j at time k, has an additive disturbance, z ij k . This disturbance is not an arbitrary random vector but depends on the states, x m k 's at other agents in the same network. We further assume that neither the receiving agent, i, nor the transmitting agent, j, has knowledge of the agents contributing to this disturbance. We refer to this disturbance model as a dynamic in-network disturbance as an attempt to capture several different scenarios, for example, interference in communication [15] [16] [17] ; sensing faults [18] ; and cyberattacks [19] , [20] .
Toward a concrete example, consider disturbance in the context of interference in static, flat-fading, multiple-input multiple-output (MIMO) wireless channels, see [15] [16] [17] and references therein. In this setup, the interference is additive, the channel matrices are known, and the rank of the flat-fading channel determines the rank of the interference; this model has been extensively studied in the context of interference alignment. The interference alignment problem is to design precoding and postcoding at the transmitters and the receivers, respectively, such that the messages are communicated interference free. Interference alignment in the literature and information alignment in this paper, thus, rely on the interference being low rank instead of low energy; see [17] , where it is discussed that for perfect alignment, one should expect the rank of each interference to go down to 0, and is further verified that their approach favors low-rank interference solutions. In the same spirit, we assume the disturbances to be low rank and keep the low-rank notion rather abstract but note that it can nevertheless be justified by the existing literature. 1 The details of this model and the corresponding assumptions are available in Section III-B.
In the general case of the in-network disturbance model or in the special cases of interference in communication, let us assume for the sake of argument that the disturbance of any form is detected. The receiver may either disregard the information and treat the reception as a link failure, or treat the reception as a noisy version of the true information; many solutions based on stochastic-approximation methods are applicable here, for example, see [11] [12] [13] and related references. 2 However, all of the relevant solutions are applicable at the expense of a severe loss in the convergence rate [6] , [11] . In addition, all of the related work [11] [12] [13] requires the noise (disturbance) to be zero-mean and statistically independent of the consensus states. Clearly, both of these requirements are not satisfied by the in-network disturbance as it depends on the unknown, timevarying state information.
In this paper, we cast an algebraic structure over the disturbance and derive the consensus updates where in-network disturbance is dealt with (pre-or) post-coding in contrast to modeling via link outage or noise. We refer to this process as information alignment; assuming that the disturbance matrices are low rank, we show that the convergence rate is identical to the case when there is no disturbance. Several challenges arise: 1) agent i's reception may be corrupted by several agents, each on a distinct subspace. Is it possible to design a local operation that cancels each disturbance? 2) How to ensure that the aforementioned cancellation is locally reversible (to be elaborated later) in order to build a meaningful consensus? 3) Received information corrupted with in-network disturbance passes through consensus weights, iteratively. In this context, an arbitrarily small disturbance may perturb the spectral radius of the underlying consensus matrix to 1 + ε, which forces the iterations to go to 0 when ε < 0, or diverge when ε > 0, [4] , [7] . 4) Finally, we seek how much information can be recovered when the collection of all local disturbance matrices (Γ m 's), albeit each being low rank, collectively span the entire vector space R n ? Toward the notion of information alignment, we derive a class of local strategies that do not only ensure that consensus is reached, but also characterize its steady state. We show that an average of the initial conditions, vectors in R n , can be recovered in a subspace whose dimension is complementary to the (maximal) dimension of the local disturbances. We first develop the results in a simplified case of uniform disturbance where each disturbance matrix is identical. Although we treat the general case of arbitrary disturbances, we note that the corresponding results are conservative. To remove this conservatism, we consider two special cases: 1) sender based-when the disturbance is specific to the transmitting agents and 2) receiver based-when the disturbance is specific to the receiving agents. In the former, we assume that the disturbance null space is known only at the corresponding transmitter. While in the latter, this knowledge is assumed only at the corresponding receiver. 2 Toward interference, [27] studies convergence conditions over large Abelian Cayley networks, while [28] characterizes the topology resulting from dropping the transmissions when the SIR is below a certain threshold.
The rest of this paper is organized as follows. Section II outlines the notation and some preliminary concepts. Section III motivates our disturbance model in the context of practical applications and prior work, and subsequently formulates the problem. Section IV presents a simple architecture uniform disturbance and introduces the information alignment scheme. We remove the uniform assumption and generalize the results in Section IV-B and subsequently cast the sender-based and receiver-based disturbances in Sections V and VI, respectively. In each of these sections, we provide simulations to illustrate the results and their implications. Section VII provides a summary and discussion of the results, and Section VIII concludes this paper.
II. NOTATION AND PRELIMINARIES
We use lowercase bold letters to denote vectors and uppercase italics for matrices. The symbols 1 n and 0 n are the n-dimensional column vectors of all 1's and all 0's, respectively. The identity and zero matrices of size n are denoted by I n and 0 n×n , respectively. We assume a connected network of N agents indexed by, i = 1, . . . , N, modeled via a undirected graph, G = (V, E), where V is the set of agents, and E, is the set of links, (i, j), such that agent j ∈ V can send information to agent i ∈ V, that is, j → i, with (i, i) ∈ E. Over this graph, we denote the neighbors of agent i as N i , that is, the set of all agents that can send information to agent i:
We denote the initial condition at an agent, i ∈ V by 
For a collection of matrices, A j ∈ R n×n , j = 1, . . . , N, we use ⊕ j A j to denote the subspace spanned by all of the columns in all of the A j 's: 
A is a projection matrix from the properties of pseudoinverse: AA † A = A, and 
III. PROBLEM FORMULATION
In this section, we describe the in-network disturbance model and formulate the corresponding consensus problem.
A. In-Network Disturbance
Consider an agent, j, to send its state, x that effected the exchange. In this paper, we make the following assumptions. This knowledge is required only at the corresponding transmitter or at the corresponding receiver, detailed in the next section. Note that the singular values can be arbitrary and their knowledge is not required.
4) Common Subspace:
We assume that the agents agree on a subspace, S ⊆ R n , where consensus is to be achieved. As an example, consider a multiagent network where the agents implement consensus on vectors in R 3 to find the network centroid, an average of their physical coordinates. In the presence of 1-d interference, a common subspace is given by S = ⊕(diag[1 1 0]), which is to find the centroid projected on a plane; we refer to this scenario as Principle/Selective consensus, that is, consensus is achieved along two singular values (see Corollary 2) . In addition, if each agent has the same vertical coordinate, it can be verified that the aforementioned subspace returns true consensus; see Corollary 1 on Perfect Consensus. We also note that the work in [30] is related where consensus is studied when the agents states are constrained to lie in convex sets. In this paper, we show that in the presence of disturbances, the agents reach consensus on a subspace; an example to support the disturbance model is as follows.
B. Static, Flat-Fading MIMO Channels
Consider a multiagent network with N agents each acting as a transmitter and a receiver, where the messages are exchanged over a static, flat-fading, N -user MIMO wireless channel. Each agent, i, possesses a state, x i ∈ R n , transmitted and received with the help of n transmit antennas and n receive antennas. If agent j sends x j to agent i, the downconverted and pulsematched signal received at agent i is
where m indexes the interfering agents and Υ ij , Γ ij 's are channel matrices. This communication model is borrowed from [15] [16] [17] , which study some aspects of interference alignment.
In the interference alignment literature [15] [16] [17] , precoding and postcoding are achieved via matrices, say T m and R i , given that each user has M T transmit antennas and M R receive antennas, resulting in M R × M T channel matrices. The problem is to design T m and R i such that rank(R i Υ ij T j ) = n, and rank(R i Γ m ij T j ) = 0 and, thus, n ≤ min(M T , M R ) must be satisfied for a successful design. On the contrary, we assume that M T = M R = n and, thus, the design flexibility is only possible if the interference channels are low rank, or more precisely, when rank(
Interference alignment in the literature and information alignment in this paper thus rely on the interference being low rank instead of low energy; see [17] , where it is discussed that for perfect alignment, one should expect the rank of each interference to go down to 0, and is further verified that their approach favors low-rank interference solutions. In this context, we keep the notion of low-rank interference rather abstract but note that it can nevertheless be justified by the existing literature.
1 Also note that the noise term is dropped from (2) for convenience. This is because once the interference is formally treated, one may employ stochastic approximation [11] [12] [13] to treat the additive noise.
Noting that the alignment problems, in general, are known to be highly nontrivial, see, for example, [17] , [31] , and [32] , model simplifications are not uncommon in the related literature, see, for example, [33] and [34] . Although we treat the general case of arbitrary interference matrices, we note that the corresponding results are conservative. To remove this conservatism, we consider two special cases: 1) Sender based-when In the former, we assume that the null spaces of the interference channels are known only at the transmitters. While in the latter, this knowledge is assumed only at the receivers. Finally, we note that the channel matrices are perfectly known in the case of static, flat-fading MIMO systems, see, for example, [15] [16] [17] and references therein.
C. Consensus Protocol
The average-consensus implemented at agent i is given by
Disturbance is only incurred when w ij = 0, which is true for each j ∈ N i in general. The protocol in (3) reduces to the standard setup [7] , when there is no disturbance and
See [7] for convergence conditions. However, in the presence of disturbances, (3) does not necessarily converge. This paper studies modifications to (3) to achieve consensus in the presence of in-network disturbance, see Fig. 1 . The design is based on a novel information alignment principle and does not only establish the convergence but further quantifies the steady state. To these aims, we first consider a simple scenario in Section IV; the restrictions imposed in Section IV are removed subsequently in Sections IV-B, V, and VI.
IV. UNIFORM DISTURBANCE
In order to motivate information alignment, we discuss a simplified scenario of uniform disturbance, that is, Γ m ij = Γ 1 , ∀i, j, m, that is, all of the blocks in the disturbance graph of Fig. 1 are Γ 1 ∈ R n×n . In this context, (3) is given by 
Then, it can be verified that (5) is compactly written as
The N × N weight matrix, W , has the sparsity pattern of the consensus graph, G, while the N × N matrix, B 1 , has the sparsity pattern of what can be referred to as the disturbance graph at time k. We have the following result.
k is a local operation and is equivalent to multiplying I N ⊗ Γ 1 with x k . We obtain (I N ⊗ Γ 1 )x 0 = 0 nN . Now note that (recall Section II)
Subsequently, multiply both sides of (7) by
and the lemma follows. The above lemma shows that the effect of uniform disturbance can be removed from the average-consensus protocol if the data (initial conditions) lie in the null space of the disturbance matrix, Γ 1 . To proceed, let us denote the disturbance null space (of Γ 1 ) by Θ Γ 1 . Recall that ⊕ i x i 0 denotes the subspace spanned by all of the initial conditions, the applicability of Lemma 1 is not straightforward because:
0 , may not belong to the null space of the interference, Θ Γ 1 . However, intuitively, a scheme can be conceived as follows: Project the data on a low-dimensional subspace, S, such that dim(S) ≤ dim(Θ Γ 1 ); and Align this projected subspace, S, on the null space, Θ Γ 1 , of the interference. We must also ensure that this alignment is reversible in order to recover the subspace, S. To this aim, we provide the following lemma.
Lemma 2: For some 0 ≤ γ ≤ n, let Γ 1 ∈ R n×n have rank γ = n − γ, and let another matrix, I S ∈ R n×n have rank γ. There exists a full-rank preconditioning, T 1 ∈ R n×n , such that
Proof: Since Γ 1 has rank γ, there exists a singular value decomposition, Γ 1 = U 1 S 1 V 1 , where the first γ elements of the n × n diagonal matrix S 1 are the singular values of Γ 1 , and the rest, γ, are zeros. With this structure on S, the matrix V 1 can be partitioned into
, where ⊕V 1 is the null space of Γ 1 . Similarly, I S = U S S S V S with rank γ, where the matrices, U S and V S , are arranged such that the first γ diagonals of S S are zeros and the remaining ones are the γ singular values of I S . Define
where V 1 is such that ⊕V 1 = ⊕V 1 , and V 1 is chosen arbitrarily such that T 1 is invertile. With this construction, note that V 1 V 1 is a zero matrix because V 1 is orthogonal to the column span of V 1 (by the definition of the SVD). We have
and the lemma follows. The argument used in the above proof shows that computing the preconditioning, T 1 , only requires the knowledge of the disturbance null space, Θ Γ 1 Δ = ⊕V 1 . Clearly, T 1 = V 1 U S is valid since it leads to Γ 1 T 1 I S = 0 n×n , but this choice is more restrictive and not necessary.
Information Alignment: Lemma 2 further sheds light on the notion of information alignment, that is, each intended message can be projected and aligned in such a way that it is not distorted by the disturbance. Not only that the information remains unharmed, it can be recovered at the receiver since the preconditioning T 1 , is invertible. The following theorem precisely establishes the notion of information alignment with the help of Lemmas 1 and 2.
Theorem 1 (Uniform Disturbance): Let Θ Γ 1 be the interference null space and let γ = dim(Θ Γ 1 ). Under A2-A4, (7) achieves average-consensus on a γ-dimensional subspace, S, of R n , via an information alignment procedure based on the preconditioning T 1 .
Proof: Without loss of generality, we assume that S = ⊕A, where ⊕A is the range space of some matrix, A ∈ R n×n with dim(⊕A) = γ. Recall that I S = A † A projects a vector in
where T 1 is given in Lemma 2, we have
that is, the alignment makes the initial conditions invisible to the interference. From Lemma 1, (7) reduces to
when the initial conditions are x i 0 , ∀i ∈ V, and converges to the average of the transformed and projected initial conditions, x i 0 's, under the standard conditions on G and W , [7] . Finally, the average in S is recovered by
and the theorem follows.
The above theorem shows that in the presence of uniform disturbance, a careful information alignment results in obtaining the data (initial conditions) average in an arbitrary γ-dimensional subspace, S, of R n . A distributed application of Theorem 1 requires that each agent knows the disturbance null space, Θ Γ 1 , see Lemma 2; and, thus, is completely local by Assumption A3. In addition, all of the agents are required to agree on some, S, as noted in Assumption A4.
A. Illustration of Theorem 1
We now illustrate Theorem 1 with the help of Fig. 2 . We choose N = 10 agents with x i 0 ∈ R 3 , ∀i ∈ V, that is, n = 3. The agents may communicate over a static, flat-fading, MIMO wireless channel and the disturbance (interference) lies on a line, that is, γ = 1, see Section III-B for details. The application of Theorem 1 is described as follows.
1)
Project the data on a γ-dimensional subspace, S, via I S .
In Fig. 2(a) , the data (initial conditions) lie arbitrarily in R 3 projected on a γ = 2-dimensional subspace, S, in Fig. 2(b) . The disturbance is given by a rank 1 matrix, Γ 1 ; the corresponding subspace is shown by the black line. 2) Align the projected subspace, S, on the disturbance nullspace, Θ Γ 1 via T 1 . In Fig. 2(c) , the subspace, S, is aligned to the disturbance null-space, Θ Γ 1 , via T 1 . After the alignment, the data are orthogonal to the disturbance (black line). 3) Consensus is implemented now on the null space of the disturbance, see Fig. 2 
(d). 4) Recover the average in S via
Finally, the average in the null space, Θ Γ 1 is translated back to the signal subspace, S, via T −1 1 . We also show the true average in R 3 by the " " [see Fig. 2(e) ]. From Theorem 1, when Γ 1 is full rank, the convergence is in a 0-D subspace. On the other hand, when the disturbance is low rank, we can establish the following immediate corollaries. 
Corollary 1 (Perfect Consensus): Let
. Then, consensus under uniform disturbance (7) recovers the true average.
Corollary 2 (Principal/Selective Consensus): Let the initial conditions, x i 0 , belong to the range space, ⊕A, of some matrix A ∈ R n×n . Then consensus under uniform disturbance (7) recovers the average in a γ = dim(Θ Γ 1 ) subspace that can be chosen along any γ singular values of A.
The proofs of the aforementioned two corollaries follow from Theorem 1. In fact, the protocol can be tailored toward the γ largest singular values (principal consensus), or toward any arbitrary γ singular values (selective consensus). The former is applicable to the cases when the data (initial conditions) lie primarily along a few singular values while the latter is applicable to the cases when the initial conditions are known to have meaningful components in some singular values. We now show an example to motivate this approach.
B. Conservative Generalization
The uniform disturbance modeling is restrictive as we assume identical disturbance matrices, which may not be true in practice. We now provide a conservation solution to the general case, that is, each Γ m ij is arbitrary. Theorem 2: DefineΓ ∈ R n×n to be such that
Let ΘΓ be the interference null space withγ = dim(ΘΓ). Under A2-A4, (3) achieves average-consensus on aγ-dimensional subspace, S, of R n , with appropriate alignment. The proof follows directly from Lemmas 1, 2, and Theorem 1. The solution described by Theorem 2 requires each disturbance to belong to the network disturbance subspace, ⊕Γ, and each agent to have the knowledge of this global disturbance. However, this knowledge is not why the approach in Theorem 2 is conservative. Consider ⊕ i,j, Γ m ij ⊆ R n , to be such that dim(⊕Γ m ij ) = 1, for each i, j, m ∈ V. Theorem 2 assumes a network disturbance matrix,Γ, such that its range space, ⊕Γ, includes every local disturbance subspace, ⊕Γ m ij . When the local disturbances, Γ m ij , are not identical, Theorem 2 provides a conservative solution that utilizes a disturbance "blanket" (covering each local disturbance subspace) to implement the information alignment. However, this blanket loses relevance as it may be n-dimensional to provide an appropriate cover. When this is true, the only reliable data hiding is via a 0-D hole (origin) and no meaningful messages are exchanged. This conservative approach is improved in the following cases of sender-and receiver-based disturbances.
Sender-Based:
Disturbance only depends on the sender, see Fig. 3 (left) and Section V.
See [35] and [36] for applicable scenarios when this disturbance is caused by transmitter-based (communication) interference.
Receiver-Based:
Disturbance only depends on the receiver, see Fig. 3 (right) and Section VI.
See [37] and [38] for applicable scenarios when this disturbance is caused by receiver-based (communication) interference.
V. SENDER-BASED DISTURBANCE
This section presents results for the sender-based disturbance. In particular, each agent, m ∈ V, corrupts with every other agent in the same way. Recall that agent j wishes to transmit x j to agent i; we modify the message as T m x m k , for all m ∈ V for some auxiliary state variable, x i k ∈ R n , to be explicitly defined shortly; consider the following protocol:
where W ij ∈ R n×n is now a matrix that agent i associates with agent j; we had W ij = w ij I n before. We obtain
where
We have the following result. Lemma 3: For some non-negative integer, γ ≤ n, let each disturbance matrix, Γ i , have rank γ
n×n be the projection matrix that projects R n on S, where dim(S) = γ. Then, there exist T i at each i ∈ V, and W ij 's for all (i, j) ∈ E such that (13) becomes 
We show that when
which is a linear combination of vectors in S and, thus, lies in S.
Assume that x i k ∈ S, ∀i ∈ V, and some k, leading to
which is a linear combination of vectors in S.
The main result on the sender-based disturbance is as follows.
Theorem 3: Let Θ Γ i denote the null space of Γ i , and let γ Δ = min i∈V {dim(Θ Γ i )}. Under A2-A4, (12) achieves averageconsensus on a γ-dimensional subspace, S, of R n , when we choose T i according to Lemma 2, and
The proof follows from Lemma 3 and (12) converges to
We note that each agent, i ∈ V, is only required to know the null space of its disturbance matrix, Γ i , to construct an appropriate preconditioning, T i , recall Assumption A4.
The protocol described in Theorem 3 can be cast in the purview of Fig. 3 (left) . A message from any agent, i ∈ V, passes through agent i's dedicated preconditioning T i . The network (both nondisturbance and disturbance) only sees T i x i k at each k. Since the disturbance depends only on the sender, each sender (agent) ensures that a particular signal subspace, S, is not corrupted by the disturbance. The significance here is that even when the disturbance subspaces are misaligned such that ⊕ i∈V Γ i = R n , the protocol in (12) recovers the average in γ = min i∈V {Θ Γ i } dimensional subspace. On the other hand, the null space of the entire collection, ⊕ i∈V Γ i , may very well be 0-D. For example, if each Γ i is rank 1 such that each of the corresponding 1-D subspace is misaligned, (12) recovers the average in an n − 1 dimensional subspace.
A. Illustration of Theorem 3
Consider the setup of Section IV-B with N = 10 agents and random initial conditions, x i 0 , shown as blue squares in Fig. 4(a) . Sender-based disturbance is chosen as one of the three 1-D subspaces such that each appears at some agent, see Fig. 4(b) . Clearly, the disturbances are misaligned and dim(⊕ i Γ i ) = n = 3. Hence, the conservative protocol in Theorem 2 requires the signal subspace to have n − dim(⊕ i Γ i ) = 0 dimensions. However, when the agent messages are preconditioned, each agent projects its message on its disturbance null space. Each receiver, i ∈ V, receives misaligned data, T j x j , from its neighbors, j ∈ N i , see Fig. 4(c) . Since each T j x j is a function of the corresponding neighbor, j, the data are inverted back to S via T 
VI. RECEIVER-BASED DISTURBANCE
We now consider the case when each agent i ∈ V incurs the same disturbance matrix, Γ i , for any agent, m ∈ V, that incurs a disturbance in its reception. When an agent, m ∈ V, employs preconditioning, it may not precondition to account for the disturbance matrix Γ i , experienced at each receiver i. In the purview of Fig. 3 (right) , if agent m 2 ∈ V preconditions using T m 2 to cancel the disturbance matrix, Γ i , experienced by agent i; the same preconditioning, T m 2 , is not helpful to agent l. For example, let agent m 2 choose T m 2 = V i U S (a valid choice following Lemma 2), then as discussed earlier Γ i V i U S I S = 0 n×n and m 2 's disturbance is not seen by agent i. However, this preconditioning appears as Γ l V i U S I S at agent l, which is 0 n×n only when V l V i = I n . This is not true in general.
We now explicitly address the receiver-based disturbance scenario. In this case, (3) takes the following form:
where, we use a matrix, W ij ∈ R n×n to retain design flexibility. The only way to cancel the disturbance now is via what can be referred to as postconditioning, implemented via R i ∈ R n×n at each agent. As before, we assume I S = U S S S V S to be the projection on some subspace, S ⊆ R n , and modify the message as, S S x m k , for an auxiliary variable, x i k ∈ R n , to be explicitly defined shortly. The modified protocol is
The goal is to design an R i such that R i Γ i = 0 n×n . Following the earlier approaches, we assume that rank(Γ i ) = γ, ∀i ∈ V, and rank(I S ) = γ, such that γ + γ = n, with SVDs, Γ i = U i S i V i and I S = U S S S V S , where the singular value matrices are arranged as
The next lemma characterizes the postconditioner, R i . Lemma 4: Let Γ i = U i S i V i and S S have the structure of (17) . Given the null space of Γ i , there exists a rank γ postconditioner, 
and the lemma follows. Note that R i = S S U i suffices.
With the help of Lemma 4, (16) is now given by
Recall that ⊕U i = ⊕U i , and ⊕U i is the null space of Γ i . Let U i be the lower γ × γ sub-matrix of U i , then
and dim(U i ) = dim(U i ) = n − γ = γ. The following lemma establishes the convergence of (16) .
, and some projection matrix, I S = U S S S V S , have ranks γ, and γ Δ = n − γ, respectively (0 ≤ γ ≤ n), such that S i and S S are arranged as in (17) . When R i is chosen according to Lemma 4, and for each i ∈ V, W ij is chosen as
the protocol in (16) Proof: We note that under the given choice for R i 's, the disturbance term is 0 n , and (16) reduces to (18) . Now we use (19) and (20) in (18) to obtain 
∀i ∈ V, and the theorem follows. 
because of the structure in the S S and S i from (17) .
2) It is more interesting to observe the effect on the intended message, j → i, after the post-conditioning and multiplication with W ij . It is helpful to note that S S = S † S , and consider the message as
The operation, S S U i , to cancel the disturbance, however, also distorts the intended message. What agent i receives is now multiplied by a low-rank matrix, S † S . Consider agent j to send destroys this information. To avoid this issue, we choose the initial condition at each agent as
0 ; the first message at any agent i is thus
which is to transform any arbitrary initial condition orthogonal to the null space of the desired signal subspace, S. Since, the signal subspace, S, is γ-dimensional, retaining only the last γ components, after the transformation by V S , suffices. 4) We choose W ij according to (20) and obtain
∀i ∈ V, where x i k are the disturbance-free iterations. Now let us look at x i 2 , ignoring the disturbance terms since they are 0 n
following the above procedure to obtain x i 1 . In fact, the process continues and we obtain
∞ , and the average in S is obtained by
A. Illustration of Theorem 4
We now provide a graphical illustration of Theorem 4 over the network setup of Section IV-B. The network is comprised of N = 10 agents each with a randomly chosen initial condition on a 2-D subspace, S, of R 3 , shown in Fig. 5(a) . Receiver-based disturbance is chosen randomly as a 1-D subspace at each agent, shown as gray lines in Fig. 5(b) . It can be easily verified that the span of all disturbance subspaces, ⊕ i∈V Γ i , is the entire R On the remaining assumptions, we note that A1 is primarily for the sake of simplicity; the strategies described are applicable to the time-varying case. What is required is that when the disturbance matrix changes with time, this change is known to the sender (or receiver) so that appropriate pre (or post) conditioning is implemented. In a time-varying scenario where the basis vectors of the corresponding null spaces change such that their span remains the same, no time adjustment is required. The low-rank Assumption A2 is required to obtain a meaningful solution as consensus is only possible in a n − max i,j,m dim(⊕(Γ m ij )) dimensional subspace, which is 0 if low ranks are not assumed. Next, Assumption A3 only assumes a local knowledge of the corresponding null spaces; the basis vectors of it can be arbitrary while the singular values are also not required, that is, the signal-to-interference ratio (SIR) can be arbitrarily high.
Edge-Based Disturbance: One may also consider the case when Γ m ij = Γ ij , see (3) , that is, each disturbance matrix depends only on the edge, (i, j) ∈ E. Subsequently, when each receiving agent, i ∈ V, knows the null space of Γ ij , a protocol similar to the receiver-based disturbance can be developed.
Convergence Rate: The protocols implemented in each disturbance scenario, that is, Theorems 1-4, result in iterations that are exactly the same as consensus, albeit with transformed and projected states, see (10) , (14) , and (21) . Hence, the convergence rate is identical to that of the disturbance-free consensus; albeit, the steady state is not necessarily the same, see the next comment.
Performance: To characterize the steady-state error, denoted by e i ∞ at an agent i, define that is, the error is orthogonal to the estimate, or the average obtained is the best estimate in S ⊆ R n of the perfect average. Clearly, perfect consensus is reached when the average lies on the common subspace, I S , see also Corollary 1.
VIII. CONCLUSION
In this paper, we introduce the notion of in-network disturbance where the messages exchanged among the agents are not corrupted by arbitrary noise, but the corruption belongs to the state information within the network. We consider three particular cases of a general disturbance structure over a network performing distributed (vector) average-consensus. First, we consider the case of uniform disturbance when the disturbance subspace is uniform across all agents. We show that our approach in this regard is applicable to the general (nonuniform) disturbance scenario but the solution is rather conservative. To avoid this conservatism, we consider the cases when disturbance subspaces depend only on the senders or receivers. We motivate these scenarios in the specific context of interference in communication.
For all of these cases, we show that consensus is possible in a subspace whose dimension is complementary to the largest disturbance subspace (across all of the agents); this convergence is regardless of the SIR, which can be arbitrarily high. In this context, we derive completely local information alignment strategies, followed by local consensus iterations to ensure subspace consensus. We further provide the conditions under which this subspace consensus recovers the exact average. The analytical results are illustrated graphically with block diagrams and simulations to describe the setup and the information alignment scheme. Finally, we note that the extension to random scenarios and integration of subspace learning methods will be considered in future work.
