We treat the problem of evaluating the performance of estimators for estimating a deterministic parameter vector x, with the meansquared error (MSE) as the performance measure. Since the MSE depends on the unknown vector x, direct comparison between estimators is a difficult problem. Here we consider a framework for examining the MSE of different approaches based on the concepts of admissible and dominating estimators. Using a saddle-point framework we reduce these abstract concepts to a concrete convex optimization problem, which can then by analyzed by utilizing the machinery of convex optimization. Our development considers both the case of linear estimation in linear models as well as more general nonlinear models.
INTRODUCTION
An important estimation problem that has been treated extensively in the literature is that of estimating a deterministic parameter vector x from observations y that are related through the regression model y = Hx + w.
Here H is a known n×m full-rank matrix and w is a zero-mean random vector with positive covariance Cw. In an estimation context, the goal is to construct an estimatorx of x from the observations y that is close to x in some sense. A popular measure of estimator performance is the mean-squared error (MSE), which is the average squared-norm of the estimation errorx − x. Since x is fixed, the averaging is only over the noise, typically resulting in a parameterdependent MSE, which cannot be minimized directly. Thus, alternative criteria for constructing estimators must be sought. More generally, we may treat the class of estimation problems in which the relationship between y and x is described by the probability density function (pdf) p(y; x) of y characterized by x. In this broader setting, it is difficult to explicitly evaluate the MSE of a given estimator, and therefore bounds on the MSE are typically considered. Traditional Cramér-Rao type bounds provide benchmarks on the variance of any estimator of x while requiring a priori specification of a desired bias gradient [1] . However, in practice, it is often not clear how to choose an optimal bias vector.
We begin by treating the linear estimation problem (1) . A myriad of linear estimators have been developed for this model with the common goal of leading to "good" MSE performance. The difficulty encountered in this estimation problem is that the MSE of a linear estimator depends generally on x, rendering comparison between the different approaches a difficult (and often impossible) task. An important practical question is how to decide which method to use. Although in general this question is hard to answer, some strategies This work was supported in part by the EU 6th framework programme, via the NEWCOM network of excellence, and the Israel Science Foundation. may be uniformly better than others in terms of MSE. An estimator x is said to dominate a given estimatorx0 on a set U if its MSE is never larger than that ofx0 for all x in U , and is strictly smaller for some x in U [2] ;x strictly dominatesx0 if its MSE is smaller than that ofx0 for all x in U. An estimator that is not dominated by any other method is said to be admissible on U. Clearly, a desirable property of an estimator is that it is admissible.
In Section 2 we develop a general procedure for determining whether an estimator is admissible on an arbitrary constraint set U . We also propose a method for constructing admissible estimators that strictly dominate any given inadmissible strategy. Our approach is based on reducing the abstract concepts of admissible and dominating estimators to a convex optimization problem. The advantage of this formulation is that we can use duality theory to develop explicit necessary and sufficient admissibility and domination conditions. To demonstrate the details of our method we consider, in Section 3, the case in which U consists of vectors x satisfying the weighted norm constraint x * Tx ≤ U 2 for some T 0 and scalar U . For this setting we present explicit necessary and sufficient conditions on a linear estimator to be admissible which are easy to verify. Given an inadmissible strategy, we also develop closed form expressions for linear dominating estimators in many special cases. In the general setting, we show that a dominating estimator can be found by solving a semidefinite programming problem (SDP) [3] , which is a convex optimization problem that can be solved efficiently.
We extend the ideas developed in the context of linear estimation to more general nonlinear estimation problems in Section 4. Using the biased CRLB we derive a bound on the MSE of any estimatorx of x with a linear bias vector. By choosing the bias appropriately, we construct admissible and dominating MSE bounds, i.e. bounds that are lower than the CRLB for all values of x. When an efficient unbiased estimator exists, we show that using a simple linear transformation of the efficient estimator results in a biased estimator that achieves our lower MSE bound, thus allowing us to reduce the MSE for all values of x by a linear transformation.
Proofs of results, which are omitted due to space limitations, can be found in [4, 5] .
In the sequel, the notation A 0 (A 0) means that A is Hermitian and positive (nonnegative) definite. Given a Hermitian matrix A, we denote by A 1/2 the Hermitian square-root, and by λmax(A) and λmin(A) the largest and smallest eigenvalues, respectively.
ADMISSIBLE AND DOMINATING ESTIMATORS
We begin by treating the problem of estimating the deterministic parameter vector x in the model (1). Our goal is to design a linear estimator of the formx = Gy that minimizes the MSE:
Evidently, the MSE generally depends on x and therefore cannot be minimized directly. An alternative strategy is to restrictx to be unbiased, so that GH = I, and then seek the estimator that minimizes the variance, which leads to the celebrated least-squares estimator. However, this method does not necessarily result in a small MSE. Two important concepts in comparing the MSE of different estimators are those of domination and admissibility. An estimatorx1 dominates an estimatorx2 on U if
The estimatorx1 strictly dominatesx2 on U if
A linear estimatorx is admissible if it is not dominated by any other linear method. Ifx is inadmissible, then there exists another linear approach which leads to lower MSE on U. Thus, although we cannot directly compare the performance of different strategies, we would like our estimator to at least be admissible. This raises two important questions: Can we easily verify whether a given estimator x0 is admissible on U? Furthermore, ifx0 is inadmissible, then can we develop a method to construct an admissible linear estimator that dominatesx0 on U?
The following theorem shows that both questions can be addressed by examining the solution to a convex optimization problem.
and letx = Gy. Then
1.
G is unique;
2.x0 is admissible on U if and only if
G = G0;
If

G = G0 thenx is admissible and strictly dominatesx0 on U.
For general choices of U, iterative procedures that are designed for saddle point problems can be utilized to solve (5), such as subgradient algorithms [6] or the prox method [7] . We can also use the many known techniques for dealing with convex problems in order to develop admissibility and domination conditions, as we show in the next section.
DOMINATION AND ADMISSIBILITY ON AN ELLIPSOID
We now demonstrate the details of our approach by considering ellipsoidal uncertainty sets of the form
, with U > 0 and T 0.
Dominating Estimators on an Ellipsoid
The first problem we address is that of constructing an admissible estimatorx = Gy that strictly dominates an inadmissible method. From Theorem 1,x can be found by solving (5) G0H) . Thus, G can be computed efficiently using standard software packages.
To obtain more insight into the structure and properties of G, we can use the Karush-Kuhn-Tucker (KKT) theory [9] to develop necessary and sufficient optimality conditions, which are given in the following theorem. (5) has the form
Theorem 2. Consider the problem of Theorem 1. Let
w where B satisfies the conditions below for some λ ≥ 0:
1. QB = B * Q; 
Tr(B (I − B)
The conditions of Theorem 2 can be used to verify a proposed solution. There are also cases in which these conditions can be solved explicitly. Two such classes of problems are jointly diagonalizable matrices and high SNR, as given in the following theorems. 
. , δm). Then
Here ηi = λλi + |1 − δi| 2 , and λ is determined as follows. Define
We next treat the case in which the matrices are not necessarily commuting, however A I and the SNR exceeds a threshold.
Theorem 4. Consider the problem of Theorem 2. Let
where λ is chosen as follows. If A −1 is defined, and
We then have that if λmax(Q(Q
w with B given by (8) .
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Theorem 4 can be used to develop a closed form solution for the minimax MSE estimator [10, 11] xMX = GMXy that minimizes the worst-case MSE on U, for high SNR. Specifically, by definition GMX = arg minG maxx∈U (G, x). For the unbiased linear estimator
w the MSE, denoted (GUB), does not depend on x. Therefore,
Using Theorem 4 with G0 = GUB, it follows that if
w . In [11] a closed form expression for the minimax MSE estimator was derived for the case of commuting matrices. The minimax MSE estimator for general matrices was developed under a certain condition by Pilz in [12] . However, the solution of [12] is incorrect in general, and leads to a larger worst-case MSE then our estimator (See [5] for a detailed discussion).
Admissible Estimators on an Ellipsoid
We now use Theorem 2 to develop necessary and sufficient conditions onx0 to be admissible on an ellipsoidal set U .
Theorem 5. Letx0 = G0y be a given linear estimate of x in the model (1), and let
w for a matrix B satisfying:
2. 0 QB ≺ Q;
Tr B(I − B)
Proof. The proof follows from showing that B = G0H satisfies the conditions of Theorem 2 with A = (I−B) * (I−B) for some λ ≥ 0 if and only if it satisfies conditions 1-3.
Examples
A popular estimator is the Tikhonov estimator:
for some M 0. From Theorem 5 it follows thatxTIK is admissible
Another common estimator is the shrunken estimator,
for some 0 ≤ α < 1. For this estimator, B = αI, and thereforexSH is admissible if and only if 0
MSE BOUND FOR NONLINEAR ESTIMATION
We now consider the more general problem in which x is related to y through the pdf p(y; x). Under suitable regularity conditions on p(y; x) [1] , the MSE of any estimatorx of x with bias vector b(x) = E {x} − x is bounded below by
where D(x) = ∂b(x)/∂x is the bias gradient matrix. Ideally, to obtain the tightest MSE bound, we would like to minimize (13) over all bias vectors b(x). For every fixed value x = x0 of x, the bound can be minimized by choosing b(x0) = x − x0; for this choice b(x0) = 0 and D(x0) = −I. The estimator achieving this bound iŝ x = x0 which clearly cannot be implemented since x0 is unknown. Thus, in general we cannot minimize the bound for all x. Instead, we restrict our attention to linear bias vectors of the form b(x) = Mx, for some m×m matrix M. With this choice of bias, the MSE bound of (13) becomes
If M = 0, then as we expect the MSE bound coincides with the CRLB: MSEB (0, x) = Tr(J −1 (x)). Our goal is to minimize the bound (14) over all M. When the bound cannot be minimized directly, we seek an admissible and dominating choice of M such that the resulting MSE bound dominates the unbiased CRLB, and is not dominated by any other linear bias vector.
An advantage of restricting attention to linear bias vectors is that we can use results on unbiased estimation to find estimators that achieve the corresponding MSE bound. Specifically, ifx is an efficient unbiased estimator achieving the CRLB, then the MSE of
is equal to MSEB (M, x). Therefore, ifx achieves the CRLB and we find an M such that MSEB (M, x) < MSEB (0, x) for a suitable set of x, then the MSE ofx b will be smaller than that ofx for all x in the set. This allows us to reduce the MSE by a simple linear transformation. The important point is that this improvement is for all choices of x.
Minimal MSE Bound with Linear Bias
We begin by discussing cases in which (14) can be minimized directly. Since MSEB (M, x) is convex in M, we can find the optimal value by setting the derivative to 0, which yields
In general M will depend on x which is unknown. However, if (16) is independent of x, then this choice of M minimizes the bound for all x. This occurs when x = x is a scalar, and J −1 (x) = α|x| 2 for some α > 0, which leads to the following theorem. We note that an estimator achieving the CRLB has minimum variance among all unbiased estimators. There are a variety of estimation problems in which the CRLB is not defined or cannot be achieved, but nonetheless a minimum variance unbiased (MVU) estimator can be found. The results of Theorem 6 and the discussion V 987 in the remainder of the paper hold true when we replace the CRLB J −1 (x) everywhere by the variance of an MVU estimator. We now consider some examples of Theorem 6. Example 1. Suppose we are given N iid measurements yi that are distributed uniformly on [0, x], and we wish to estimate x. The MVU estimator for this problem isx = (1 + 1/N )ymax, where ymax = maxi yi, and its MSE is αx 2 with α = 1  N (N +2) . From Theorem 6, the estimatorx b = (N + 2)/(N + 1)ymax has smaller MSE thanx for all values of x > 0.
Example 2. Consider estimating the variance σ 2 of a Gaussian random variable with unknown mean µ from N iid measurements yi. In this problem the CRLB, which is given by 2σ 4 /N , cannot be achieved, but the estimator
yi is an MVU estimator with MSE equal to 2σ
4 /(N − 1). Applying Theorem 6 to (18) we conclude that
has smaller MSE for all values of µ and σ 2 . Example 3. As a final example, we consider estimating the mean x of an exponential random variable from N iid measurements yi. An efficient estimator is the ensemble averagex = (1/N ) P N i=1 yi, whose MSE is x 2 /N . From Theorem 6, the MSE of the estimator
yi is x 2 /(N + 1), which is smaller than the CRLB for all x > 0.
Dominating the CRLB with Linear Bias
We now treat the case in which direct minimization of the MSE bound is not possible. Our goal then is to find an admissible dominating matrix M such that the resulting MSE bound is smaller than the unbiased CRLB J −1 (x) for all possible values of x. By adopting Theorem 1 to our problem we can show that an admissible dominating matrix can be found as a solution to a convex optimization problem:
