ABSTRACT. In the paper we numerically study positions of high spots (extrema) of the fundamental sloshing mode of a liquid in an axisymmetric tank. Our approach is based on a linear model reducing the problem to appropriate Steklov eigenvalue problem. We propose a numerical scheme for calculating sloshing modes and a novel method of making images of oscillating fluid. We also describe the relation of the high spot problem to the celebrated hot spots conjecture.
INTRODUCTION
We consider the linearized sloshing problem in axisymmetric containers for a perfect fluid. The aim of the paper is to numerically study the positions of the (A) A cup.
(B) A snifter.
high spots FIGURE 1. High spots in a container with straight sides (a cup) compared to a bulbous one (a snifter). 1 high spots, the extremal points of the fundamental sloshing mode ϕ. Their locations coincide with the extrema of the free surface elevation of liquid (see Figure 1) , under the assumption that the liquid oscillates freely with a fundamental frequency according to ϕ. We work with a simplified linear model (see Section 2), studied by many authors, including Faltinsen-Timokha [13, 14] , Fox-Kuttler [17] , Kozlov-Kuznetsov [26] and McIver [39] . Linear sloshing in simple moving containers was also considered by Wu-Chen [46] , Ardakani-Bridges [2] and Herczyński-Weidmann [21] . More accurate physical models can also be considered, but nonlinear phenomena force a severly restricted choice of containers (see a review of the numerical methods by Rebouillat and Liksonov [42] ). For general overview of both linear and nonlinear models of sloshing see monographs by Ibrahim [22] , Kopachevsky-Krein [25] , Lamb [34] , Moiseev [41] or Troesch [45] . In a bulbous container high spots are located inside the container (see Figure 1b ). On the other hand in a convex container, such that the angle between a wall of the container and a free surface is smaller or equal to π/2, high spots are located on the boundary of the container (see Figure 1a ). This effect was proved rigorously by Kulczycki and Kwaśnicki in [30] . It has also been studied for spherical tanks by Faltinsen and Timokha [13] , using analytic approximations.
In this paper we propose a new numerical scheme for calculating sloshing modes for solids of revolution. This scheme, applied to the fundamental mode, allows us to find positions of high spots with great accuracy. The same scheme can also be used to study higher sloshing modes. In Section 4 we present numerical results for the first few modes of various containers, we inspect convergence of the numerical scheme and compare to known results.
We also describe an ingenious method of obtaining images of oscillating liquid showing positions of high spots. Our method is based on photographing a reflection of a dotted piece of paper on a very slightly disturbed surface of the liquid (see Section 5) . We experimented with 3 different containers and positions of the high spots agree with our numerical results and/or known results. Our experiment was first briefly described in the Steklov memoirs published in Notices of AMS [32] .
Finally, in Section 6 we describe the relation of the high spot problem to the celebrated hot spots conjecture.
MATHEMATICAL MODEL
We assume that the inviscid, incompressible, heavy liquid occupies a three-dimensional container bounded from above by a free surface, which in its mean position is a simply connected two-dimensional domain of finite diameter. Let Cartesian coordinates (x, y, z) be chosen so that the mean free surface lies in the (x, y)-plane and the z-axis is directed upwards (see Figure 2a) . The surface tension is neglected on the free surface, and we assume the liquid motion to be irrotational and of small amplitude. These assumptions allow us to linearise the boundary conditions on the free surface and get the following boundary value problem for ϕ(x, y, z) (the velocity potential of the flow with a time-harmonic factor removed):
where W is the part of the container filled with liquid (in its mean position), B is the wetted part of its boundary, and F is the free surface of the liquid (see Figure 2a) . The outer normal derivative on B is denoted by ∂ ∂ n . The zero eigenvalue obviously exists for the problem (1-3), but we exclude it with the help of the following orthogonality condition:
This condition also ensures that the volume of the fluid is preserved throughout the sloshing process. Let us reiterate that we are working with a linear model. We are not concerned with the interactions between the fluid and the environment. As such, the model is well suited for infinitesimal sloshing of a perfect liquid (cf. [17, 26, 13, 14] ). In other words, our approximations only apply to a nearly still water surface, as opposed to turbulent phenomena in strong sloshing (as in [42] ).
For sufficiently regular domains it is known that the mixed Steklov problem (1-4) has a discrete sequence of eigenvalues 0 < ν 1 ≤ ν 2 ≤ ν 3 ≤ . . . → ∞, and the corresponding modes ϕ n ∈ H 1 (W ), n = 1, 2, 3, . . ., restricted to the free surface F , form (together with a constant function elliminated by (4)) a complete orthogonal set in L 2 (F ). The following observation plays a key role in our study: if the liquid oscillates freely with the fundamental frequency ν 1 then at every moment the free-surface elevation of the liquid is proportional to the fundamental eigenfunction ϕ(x, y, 0) (see e.g. Lamb [34] ).
Let us point out, that general containers are very hard to work with, even with the linearized model. Axisymmetric domains described below encompass many practical shapes and are somewhat easier to handle. Another simplification leading to manageable calculations involves two-dimensional containers, or long troughs with fluid sloshing only sideways. These were studied by Kulczycki-Kuznetsov [29] and Faltinsen-Timokha [14] , among others.
2.1. Axisymmetric containers. Now we turn to the problem of sloshing in axisymmetric containers. It is convenient to introduce the cylindrical coordinates (r, θ, z) so that x = r cos θ, y = r sin θ. and to take the z-axis as the axis of symmetry for W . In this case F is typically a disc on xy-plane (Figure 2 ). Moreover, we will consider W as being obtained from the rotation of a domain D adjacent to both axes in the rz-plane (Figure 2b ). It is convenient to think of D as the cross-sections of W along the half-plane θ = 0.
It is clear that the ansatz ϕ = ψ m (r, z) cos(mθ), or ϕ = ψ m (r, z) sin(mθ), m = 0, 1, 2, . . . , (5) where ψ is bounded near R = {r = 0} ∩ D, reduces the eigenvalue problem (1) (2) (3) in W to the following sequence of boundary value problems:
These relations must hold for all m, and by (4), for m = 0 we also need
The above reduction was applied by many authors (e.g. [30, 20, 38] ). Note that there is no boundary condition on R, but if m > 0 we need continuity of the three dimensional solution, while for m = 0 we need continuous derivative (three dimensional solutions are harmonic, hence smooth). Therefore we have either Dirichlet (m > 0) or Neumann (m = 0) condition implied on R.
The variational methods (e.g. [10] ) guarantee that for every m = 0, 1, 2, . . ., the spectral problem (6-9) has a sequence of eigenvalues
and corresponding eigenfunctions ψ m,k , m ≥ 0, k ≥ 1. Every eigenvalue in (10) has a finite multiplicity. Moreover, for every m ≥ 0 we have λ m,k → ∞ as k → ∞. It is clear that, the sequence of eigenvalues {ν n } ∞ n=1 of problem (1)- (4) for W coincides with the double sequence {λ m,k } ∞ m=0,k=1 , with every number λ m,k repeated twice when m ≥ 1. Thus the sequence of problems (6)- (9) is equivalent to the original sloshing problem.
2.1.1. Known rigorous results. Usually, the modes corresponding to ν 1 are antisymmetric (that is ν 1 = λ 1,1 ). Nevertheless, some rather strange containers (profiles from Figure 2c and Figure 4c ) have rotationally symmetric fundamental eigenfunctions. For the latter we show numerically that ν 1 = λ 1,1 , and ν 1 = λ 0,1 instead.
Under the assumption ν 1 = λ 1,1 , there are two linearly independent antisymmetric fundamental sloshing modes corresponding to the least eigenvalue ν 1 (= ν 2 , has double multiplicity). In cylindrical coordinates they have the form (5) with m = 1.
By [30, Theorems 1.1 and 1.2], if W is a convex solid of revolution such that the angle between B and F is smaller or equal to π/2, then indeed ν 1 = ν 2 = λ 1,1 correspond to antisymmetric eigenfunctions ϕ 1 and ϕ 2 , and the high spots of the modes described by ϕ 1 and ϕ 2 are located on the boundary, e.g. containers from Figure 1a and Figure 2 . On the other hand, [30, Proposition 1.3 ] (see also [13] ) asserts that if B and F form an obtuse angle then ϕ 1 (x, y, 0), ϕ 2 (x, y, 0) attain their maxima inside F , as shown on Figure 1b . We check our numerical methods described below against these theoretical results in Section 4.
NUMERICAL APPROXIMATIONS
In this section we design a two dimensional numerical finite element scheme (FEM) for calculating the sloshing eigenvalues (and eigenfunctions) of the solids of revolution described in Section 2. Three dimensional FEM can also be used (see e.g. [32] ), however one should be able to improve accuracy by exploiting decomposition (5) (see also Figure 2 ). Unfortunately, this leads to a singular weak formulation, due to the singular form of the gradient in polar coordinates. We introduce two modifications, leading to nonsingular schemes. The first is more natural, but leads to badly conditioned discrete problems for higher modes m, due to fast decaying weights near r = 0. The second modification is designed to keep a balance between singularity removal and decay of the weights. We use the second approach to recover, essentially exactly, the results for partially filled tanks obtained by McIver [39] , for modes m = 0, 1, 2, 3. The same approach can be applied to arbitrary axisymmetric containers.
Our derivations are based on the classical weak formulations of eigenvalue problems (see e.g. Babuška-Osborn [4] and Blanchard-Brüning [10] ). One can also consult Bernardi, Dauge and Maday [8] for axisymmetric domains.
3.1. Modified decompositions.
3.1.1. Harmonic polynomials. We introduce the first modified, but equivalent decomposition by putting ψ m (r, z) = r m φ m (r, z). The solutions of the original three dimensional problem take the form (cf. (5))
Note that c m = r m cos(mθ) and s m = r m sin(mθ) are polar forms of the harmonic polynomials, e.g. Furthermore, note that ϕ m is analytic inside W (it is in fact harmonic). In particular, the first m r-derivatives must be continuous, forcing ϕ m to decay at least as fast as r m , hence our modified decomposition can be used to solve the sloshing problem. We will show that this new decomposition leads to a nonsingular weak formulation. Note that the Neumann boundary condition on B must be imposed on r m φ m . This is however irrelevant, since Neumann boundary conditions are naturally incorporated into weak formulations.
Troesch [45] used a similar approach (family of harmonic polynomials, solid spherical harmonics) to find the shape of the domain on which a polynomial is one of the eigenfunctions for the sloshing problem. He found that the lowest m = 1 mode for a cone with aperture angle π/2 has eigenfunction with ψ 1 = r + rz/2. Our modification gives u = 1 + z/2, and even the simplest linear numerical approximation provides the exact solution. In fact for any m > 0, Troesch found a cone such that r m (1 + cz) is the lowest mode.
3.1.2. Linear aproach. The above approach gives the best possible accuracy near r = 0, effectively removing the decay at r = 0 from all eigenfunctions. However, in order to remove the singularity of the angular derivative, it is enough to introduce ψ m (r, z) = ru m (r, z) for m > 0. This means that low degree approximations (linear or quadratic) cannot recover the exact decay around r = 0 for m larger than 2. However, this limitation does not influence overall performance of the numerical method, especially that the high spots for the fundamental mode occur close to the boundary (far from r = 0). All the numerical results described in Section 4 were obtained using this approach.
3.2.
General weak formulations. We will derive appropriate weak formulations based on weighted Sobolev spaces described in [27] and [8] . Let
The former is the classical weighted Sobolve space, while latter is more appropriate for m > 0, as we show below. Start with the differential equation (1) written in a divergence form
First we find the weak formulation for the classical decomposition (5) and the Steklov problem (6) (7) (8) (9) . We want to construct a symmetric bilinear form using the L 2 inner product of Lψ and smooth test functions. Then we can formally close the form in appropriate Sobolev space to get a valid weak formulation. For smooth functions, the equation Lψ, v = 0 is equivalent to
In the last equality used the fact that the boundary integral equals 0 on B (due to Neumann BC for ψ) and on R (since r = 0). Note that we did not need to know the boundary condition for R, as long as ψ is bounded there. Note that the above weak formulation is consistent with the reduction of the integral ∆φ, v from the three dimensional axisymmetric container to its two dimensional profile. In particular we get rdr, the polar Jacobian. Therefore, it is natural to consider the reduced problem on H 
The left side naturally extends to H [40] ), and the space is isomorphic to H 1 (W ) with zero condition on the axis of symmetry [8, Section II] . This last condition exactly characterizes the sloshing modes m > 0. However, the presence of the singular L 2 −1 norm hinders applicability of that weak formulation.
The first modified decomposition (11) solves this issue, by introducing ψ(r, θ) = r m φ(r, θ), effectively eliminating the singularity. Replacing ψ with r m φ and the test function v with r m v (to keep symmetry of the formulation) leads to
The last expression defines a symmetric quadratic form that can be extended to the Sobolev space V 1 2m+1 (D). Again, one gets appropriate compact embeddings into L 2 2m+1 (F ), and
can be used to numerically approximate the eigenvalues and the eigenfunctions for m > 0. Unfortunately, the presence of r 2m+1 in the weak formulation requires high degree quadratures for accurate numerical integration near r = 0 when m is large. Furthermore, fast decay of r 2m+1 leads to discrete matrix eigenvalue problems with nearly singular matrices, for very fine meshes. This degrades the convergence of the numerical method, or even leads to numerically singular matrices. These problems are mitigated by a linear approach ψ(r, θ) = ru(r, θ) (described in Section 3.1.2). We get
Note that when m = 1 we recover the first modification, while for m > 1 we still use the Sobolev space V 1 3 (D), hence avoiding high powers of r, high degree quadratures in numerical integration, and nearly singular matrices in the discrete approximation.
3.4. Numerical method. The simplified weak formulations (15) and (16) allow us to use commonly available numerical method suitable for Laplace eigenvalue problems. However, we only present the latter approach due to numerical instability of (15) we experienced for m > 1. Note that formulations (15) and (16) are the same for m = 1, usually containing the fundamental mode.
We triangulate the domain and use conforming P 1 (first-order) or P 2 (secondorder) finite elements to discretize the weak formulation (16) . Resulting piecewise linear (or quadratic) functions give approximate shapes of the eigenfunctions, in particular the sloshing profiles on F , showing high-spots.
We also design an adaptive mesh refining strategy to decrease errors in approximations, and fit the possibly curved boundary. We use classical local residual error a posteriori estimators (see e.g. Ainsworth and Oden [1] ), that were recently studied for pure Steklov problems by Armentano-Padra [3] , Garau-Morin [19] . We modify their approach to fit the weighted weak formulation and variable boundary conditions. In each step we choose a small fraction of triangles to be refined, based on the largest local error estimators [19, Definitions 2.5 and 2.7]). Even though we are using (16) to find approximation u, we evaluate the error estimators on ψ = r u and the original operator L given by (12) . More precisely, for any triangle T and its edge E in the triangulation of the domain we find
where ∂ n is the inner, and ∂n is the outer normal derivative for the edge E. Note that ∂n is evaluated outside of T , on an adjacent piece of the triangulation. The element residual measures deviation of the approximation from harmonicity. The jump residual is responsible for the discontinuity of the derivative of the approximation across triangles. Finally, the boundary residual measures deviation from the Steklov eigenvalue condition on F . We add all errors corresponding to the same triangle and refine the least accurate 10% of the triangles. Finally, we add all errors and take square root to find a global residual norm, used in the numerical results Section 4 to control convergence. It turns out that this norm correlates almost exactly with the eigenvalue error in known cases. In cases where the eigenvalues are not known, the plots of the squared norm and the differences to the best approximation are also nearly identical. This indicates that we have a reliable error estimator.
In order to get more than just the first eigenvalue, we considered the following strategies. Execute the adaptive loop just for the first eigenvalue and find all eigenvalues based on fully refined mesh. This leads to rather poor approximations for higher eigenvalues. It is better to add residual errors from all eigenfunctions and refine worst triangles based on the accumulated estimators. This gives much better results for higher eigenvalues, but slightly degrades the accuracy of the lowest eigenvalue estimation. Finally, we tried to run the adaptive algorithm for each eigenvalue separately. This is obviously optimal, but one must first know fair approximations for these eigenvalues in order to target the specific one. In practice, the optimal separate calculations must be preceded by a collective adaptive calculation yielding good starting points for targeted searches.
3.5. Implementation. We used FEniCS [37] to implement the above numerical scheme. It provides intuitive mathematical interface for defining weak forms and solving differential equations using Finite Element Methods. Adaptive methods are also easy to implement, including residual errors and snapping mesh boundary to a given theoretical domain.
3.5.1. Eigenvalue problem. Assuming that variable mesh contains an already created triangulation, we define appropriate function space (quadratic ContinuousGalerkin method), test and trial functions
We do not need to specify any boundary conditions, but we need to create subdomain F , since we integrate over it later. We assume that F ⊂ {z = 0} and the mesh is contained in {z ≤ 0}. We can use variable s to limit F to r ≤ s. We use this facility to find the eigenvalues of the ice-fishing problem [26] . Finally, we configure and run the eigenvalue solver eigensolver = SLEPcEigenSolver(A,B) eigensolver.parameters["spectral_transform"] = "shift-and-invert" eigensolver.parameters["problem_type"] = "gen_hermitian" eigensolver.parameters["spectrum"] = "smallest real" eigensolver.parameters["spectral_shift"] = 1E-10 eigensolver.solve(3) # find 3 eigenvalues eig = eigensolver.get_eigenpair(0) # get the first
The variable eig contains a tuple of four elements: λ, λ, f , f . Imaginary parts are obviously zero in our case, while f can be turned into the eigenfunction, but it needs to be multiplied by r (if m > 0)
Now function u can be evaluated at any point in the domain using standard Python evaluation, e.g. u(r, 0) will give a value at point (r, 0) in F . We used this to generate plots of the expected heights of the sloshing fluid.
Note that one can find an eigenvalue near a target number T by changing two solver parameters eigensolver.parameters["spectrum"] = "target real" eigensolver.parameters["spectral_shift"] = T This allows us to optimize the adaptive loop described below for a specific eigenvalue.
3.5.2. Adaptive mesh refinement. We choose a small fraction of cells, e.g. 10% to be refined. The refinement procedure is built into FEniCS, we only need to find the local errors. To acheive this we find indicators that are constant on triangles and equals to the local error for each cell. Then largest 10% gets marked and refined.
We declare the space of discontinuous, piecewise constant functions, a test function and few helper functions.
Here boundary is the object marked for integration over F in the eigenvalue solving code. Assuming u and e are the just found eigenfunction and eigenvalue we calculate local residual error indicators (17) (18) (19) # three kinds of error # dS inner egdes, ds(1) Steklov part errform = ( h ** 2 * (div(r * grad(u))-Constant(m ** 2) * u) ** 2 * w * dx + h * (Dx(u,1)-Constant(e) * u) ** 2 * r * w * ds(1) + avg(h) * jump(grad(u),n) ** 2 * avg(w) * r * dS ) indicators = assemble(errform) # errors for each cell
Finally we find the cut-off value of the error for the 10% of worst cells, mark those cells and refine the mesh. We can perform the refinement based on a single eigenfunction, or add indicators for all eigenfunctions to get the collective refinement. We use both methods in Section 4. The collective method is faster, but less accurate. While the separate refinements give better results, but we still need to perform a collective search to determine the targets for separate searches.
3.5.3. Perimeter refinement and mesh snapping. Assuming that the left boundary R is inside {r = 0}, we can select all boundary cells except those touching {r = 0} and refine them. This increases number of mesh vertices on B (potentially curved boundaty) as well as on the Steklov part. The refinement on the Steklov part F of the boundary is beneficial, since we need to integrate over F . While the refinement on curved part B allows us to snap new boundary vertices to the theoretical boundary B, getting better shape approximation. Next we find 25% triangles with largest diameter and refine those. Using this class we can snap all boundary vertices (not satisfying r = 0 or z = 0) to the prescribed curve, by simply redefining their r coordinates using f (z). And we apply the snapping function to existing mesh.
Before we start solving for eigenvalues on a curved domain (e.g. spherical containers), we perform a few loops containing perimeter refinement and boundary snapping, to improve the initial shape of the domain. Later, perimeter refinement and boundary snapping are also incorporated into each adaptive step.
3.5.4. Mesh generation. FEniCS has many ready to use meshes to choose from, but it is also possible to build a mesh from vertices of a polygon, as long as those vertices are given in a counterclockwise order. This can be used to build a mesh with arbitrary "curved" boundary B. Say B is described by r = f (z). Then we can take a mesh with vertices (0, 0), (0, −d) (where d is the depth of the tank), and a number n of vertices of the form (f (dk/n), −dk/n), with k = n, · · · , 0. One can choose a any parametrization, but this one is consistent with the boundary snapping described in the previous section. Having all the points, we create the mesh. TABLE 1 . Numerical approximations of the three smallest eigenvalues for modes m = 0, 1, 2, for a cylinder with radius 1 and height 1 compared to true eigenvalues, using either linear P 1 (400k triangles) or quadratic P 2 elements (100k triangles). Finally we use a collective adaptive loop, or each eigenvalue separately.
We can also add a few extra points on the top of the profile {z = 0} in order to ensure there are enough boundary intervals in F to perform integration over F . This is however not strictly necessary, as the mesh created by FEniCS is well balanced, and further refinements will be applied to that part of the boundary.
NUMERICAL RESULTS
In this section we apply our numerical scheme to various shapes, including spherical and cylindrical tanks. We chose to limit the calculations to around 100 000 triangles with the quadratic method, and 400 000 triangles with the linear method (about 0.5GB memory usage for both methods).
We recover the exact solutions for cylindrical tanks with great accuracy. We also get nearly the same results as McIver [39] in the numerically challenging spherical case (curved boundary). Finally we study quite general domains end use residual norms to check stability and convergence of our approximations.
4.1.
Cylindrical tanks -comparisons to exact solutions. The sloshing eigenvalues for the cylindrical tank (coffee cup) of radius 1 and depth d can be calculated using
where j m,k is the k-th zero of the derivative of the Bessel J m function. The exact formulas allow us to test our numerical method. We use a square mesh, with side 1 to get the results from Table 1 . The solid of revolution obtained from this profile is a coffee cup with radius 1 and height 1. In each approximation we either apply the adaptive procedure to all eigenvalues together, or each one separately. Table 1 shows almost no difference these strategies for very fine meshes, but the individual approach gives better results for the lowest eigenvalues, as evidenced by Figure 3 . The slopes of the lines on that figure clearly differentiate the orders of the used methods, while being virtually the same in the scope of each method. We get consistent rates of convergence, obviously faster for the quadratic method. Also, note that the quadratic method seems to reach the limits of the floating point arithmetic for the lowest eigenvalue. Finally, squared residual error norm obtained from (17) (18) (19) correlates nearly perfectly with the actual approximation error (even the scales on the plots are identical).
Let us also point out that one could simply refine the mesh uniformly to around 100 000 triangles for quadratic method, without using any adaptive strategy. The results one would get are the same as starting with 5000 triangles and performing a few adaptive steps, until just 10 000 triangles are reached. Therefore adaptive approach saves a lot of memory, allowing for a more accurate results. Also, the advantage of the adaptive method should increase with complexity of the domain (e.g. corners). The adaptive approach is even more important for domains that cannot be exactly triangulated, e.g. spherical tanks (see subsection 4.3), due to the necessity of the boundary snapping algorithm (improving perimeter approximation). It is clear that the linear method performs poorly compared to the quadratic. The latter gives nearly exact answers for the lowest eigenvalues of each mode, and only slightly worse approximations for higher eigenvalues. However, one should expect great performance in this case, due to a very basic shape of the container. In the next section we study convergence for more irregular shapes, with no known eigenvalues. There, we will use residual errors to check convergence. 4.1.1. Ice-fishing problem. Before we proceed, we can use the same mesh to find a numerical approximation of the lowest eigenvalue for the ice-fishing problem. Formally, we should consider an infinitely wide and deep ocean covered with ice, with a small round fishing hole. Sloshing in such container was studied by McIver [39] and Kozlov-Kuznetsov [26] .
We will approximate this infinite case using a cylindrical tank with small round hole on top. The only difference from the cylindrical case discussed above is that we need to impose the Steklov condition on a part of the top boundary. More precisely we can take F = {(r, z) : z = 0 and r < ε} to get a good approximation of the ice-fishing problem. Now we have a flat top part of the boundary with changing boundary condition, leading to a slower convergence. Nevertheless, for a fixed ε the approximations stabilize rather quickly, and the domain approximation seems the main source of errors (see Table 2 for a comparison with the results due to McIver [39] ). Interestingly, only the m = 1 mode seems hard to estimate, with m = 0 and m = 2 very quickly approaching McIver's values, even for relatively large ε.
The profile of the fundamental mode of the sloshing liquid is shown on Figure 11 , together with the profiles for spherical tanks filled to various levels. We chose to postpone the plot, since McIver [39] treats the ice-fishing problem as a limiting case of almost full spherical tanks. 
4.2.
Other polygonal shapes, and adaptive loop convergence. For further testing, we choose a few polygonal shapes from Figure 4 , so that the boundary can be exactly represented using triangulations. Exact eigenvalues are not known, but we can still check stability and convergence of the residual errors. We will use only the optimal, separate adaptive loops for each eigenvalue.
4.2.1.
The silo and the vase. Figure 5 shows the residual errors and the differences to the best found approximation for adaptive loops on the silo (Figure 4a ) and the vase (Figure 4b ). The scales on the plots are identical to the cylindrical data from Figure 3 . The lines for the silo are nearly identical to the ones for the cylindrical tank, with generally slightly higher errors. The vase also shows similar performance, but with the lowest eigenvalue showing higher initial residual errors. This seems to indicate that the reentrant corners (over 180 degrees) inside of the vase are a significant challenge for the numerical method. This is not unexpected, since smoothness of the theoretical solutions of any Laplace-type eigenvalue problem deteriorates significantly near reentrant corners. See Fox-Henrici-Moler [16] and Betcke-Trefethen [9] for the significance of the reentrant corners and a different numerical method of handling these corners.
Note that the plots of the differences are almost straight, as expected. Except for the ends of the lines which show unwarranted improved convergence. The difference to the best approximation is nearly the same as the difference to the exact value when the errors are large. But once we reach the limits of the approximation scheme, we can see false convergence to overestimated best approximation. This problem does not apply to the residual errors, which exhibit consistent decay rates throughout the whole adaptive loop. Figure 4c) is the most interesting, both numerically and theoretically. Due to very narrow passage and reentrant corners we might expect slower convergence (compared to a cylindrical tank). Instead, Figure 6a and Figure 6b show unchanged convergence rates, but with much higher initial errors (especially in the quadratic method). Notice also that the errors for the quadratic method are almost independent of the eigenvalue. This shows that the adaptive loop tries to refine the narrow passage (and reentrant corners) before tackling the Steklov boundary F . We still see that the residual error estimators correlate almost perfectly with the differences.
The profiles of the sloshing fluid for the last shape (Figure 6c ) are the most interesting aspect of the tank. The lowest eigenvalue belongs to the mode m = 0, not to m = 1, as was the case in all other shapes (see Table 3 ). Therefore, we found an example for which ν 1 = λ 1,1 and the results of [30] do not apply (see Section 2.1.1). However, our example is rather strange, and almost all practical shapes should satisfy the conditions imposed in [30] .
We see that the eigenfunction for the lowest eigenvalue attains its maximum at the center of the tank, and the global high spot is almost twice the height of the local boundary maximum. 
4.2.3.
Sizes of triangles created by the adaptive loop. We end our investigations with triangle density plots, Figure 7 . The adaptive loop creates highly nonuniform meshes, with many small triangles in most important parts of the domain. It is clear that the free surface F is the key to good approximation. However, any corners in the boundary of the domain are also heavily refined by the adaptive loop. This is especially noticable on the last two shapes (Figure 7c and Figure 7d ).
Note also, that the higher the eigenvalue, the higher the concentration of triangles near the free surface F . This can be observed on any of the subplots of Figure 7 . As the eigenfunctions become more complicated (change sign more often), the shape of the domain (corners) become less important for the residual error estimators.
4.3. Spherical tank and shape approximation. Now we turn to the shapes which cannot be exactly triangulated. A perfect example is a spherical tank, which has rounded profile. We will use mesh snapping technique described in Section 3.5.3 to improve our approximations. For a spherical container that is filled to an arbitrary level, the profile is a semicircle with a piece cut out at the top. Note that by approximating that shape with an inscribed polygon, we shrink the domain, hence lower the eigenvalue (this follows from the somewhat counterintuitive domain monotonicity [6, Proposition 3.2.1], that works backwards compared to other Laplace eigenvalue problems). At the same time, finite element methods generally overestimate the eigenvalues. Therefore we get additional weak error cancellation. Similar cancellation is possible for any convex profile. We consider a sphere of radius 1, filled to a depth d < 2. Note that the same parametrization was already considered by McIver [39] and Faltinsen-Timokha [13] . In both papers authors use the geometry of the sphere to either numerically or analytically approximate the sloshing eigenvalues of the spherical tank. Our finite element approach gives nearly the same values as the other authors. In Table 4 we compare our approximations to McIver's Table 2 .
The decay of the differences of the approximations is no longer easy to check, due to perimeter approximation having significant impact on eigenvalues (especially in the quadratic method). We illustrate this on Figure 8a for a half-full tank. The large jumps on the lower subplot (quadratic method) indicate steps with successful perimeter refinement. The almost flat parts of the graphs (in fact slightly decreasing) show steps without perimeter refinement, only with the residual norm based mesh refinement. As mentioned before, the perimeter snapping enlarges the domain, hence increases the eigenvalue. This effect dwarfs any decreases caused by finer mesh eigenvalue calculations onthe quadratic method.
Crucially, the residual norms still converge in a predictable manner (see Figure 8b) . Only the lowest eigenvalue, with the simplest eigenfunction is slightly influenced by the changing shape of the domain. This confirmes our observation from previous section, that the lower the eigenvalue, the more import the boundary for the adaptive loop. The linear approach seems unaffected by the perimeter approximation, with positive differences to the best result. One might try to further improve the quadratic approach by trying to balance the perimeter and the eigenvalue approximations. However, extreme density of triangles near the curved boundary will eventually lead to significant rounding errors, singular matrices.
For our adaptive loop we obtained the triangle densities from Figure 9 (fill levels d = 0.2, 1.0 and 1.8). Note that the deeper the tank, the less relevant its bottom, and the higher the eigenvalue, the more triangles near the free boundary F . At the same time, the curved boundary is very heavily refined due to perimeter snapping. Finally we make density plots (with a few level curves) of two eigenfunctions for the spherical tanks filled to the levels d = 0.4 and d = 1.6 on Figure 10 . We again notice that the higher eigenfunctions fluctuate more near F , and that the deep parts of he containers are nearly insignificant.
We also provide sloshing profiles for the fundamental modes for various depths on Figure 11 , where we also mark the high-spots (cf. Figure 2 in Faltinsen-Timokha [13] ). We include the ice-fishing problem (discussed and solved numerically in Section 4.1.1), since it can be understood as the limiting case d = 2 (full tank), see McIver [39] . Note that numerical approximation of the ice-fishing using cylindricals tank is much easier than using spherical tanks. Shapes of the tanks we used to take photographs (lengths in millimeters). The first two profiles were also used in Kuznetsov et. al. [32] . To further check our numerical methods, and the mathematical model itself, we attempted to photograph a sloshing liquid in various containers (tank profiles shown on Figure 12 , numerical sloshing profiles on Figure 13 ). Note that throughout this paper we used the simplified linear model of sloshing. Clearly, it cannot be applied to strong turbulent sloshing. But we visually check that it is very accurate for infinitesimal sloshing. To reiterate, we did not attempt to eliminate any nonlinearities intrinsic to strong sloshing from our experiment, opting instead for capturing long time behavior. After a long time, all nonlinear phenomena (with higher order of decay) are insignificant in comparison to linear wave modes we study. In order to get accurate experimental results for infinitesimal sloshing we needed a nearly still water surface. We achieve this by first nudging a container several times in roughly equal intervals, corresponding to theoretical sloshing frequency. After that, we allow the water waves to dampen to a point of being barely visible.
IMAGES OF HIGH SPOTS
Next, we photograph a reflection of a dotted piece of paper on the nearly still surface of the water, using a few seconds long exposure to blur the dots. The setup of the experiment is shown on Figure 14 , together with the results on the first two containers from Figure 12 . This figure is reproduced from [32] , but we overlay the numerical results on the boulbous container images Figure 14a and Figure 14b . The dotted red line shows the numerically calculated distance from the center of the free surface to the high spot, assuming the solid line is the boundary of the surface. We used our finite element method to find the radius of the dotted circle, using container measurements from Figure 12a .
The results of the experiment on the small fishbowl (profile from Figure 12a ) agree with the infinitesimal, linear model. Most of the dots trace a path caused by the changing tangent planes of the moving surface. Only the dots corresponding to the local extrema of the sloshing amplitude remain still, hence sharp on our photographs. Note that the lowest sloshing eigenvalue has multiplicity two, hence it is possible to get phase-shifted combination of the two corresponding modes, giving an illusion of whirling from Figure 14b . The sloshing is irrotational, so the wave is a standing wave, but the extrema travel around the red dotted circle.
The coctail glass (profile from Figure 12b ) also gives the results (Figure 14c ), that are consistent with the model. The high spot seems to be on the boundary and all dots trace roughly the same path. This suggests that the sloshing profile is nearly a flat plane. In fact, certain cones do have exactly planar sloshing profile (see Troesch [45] or a brief discussion in Section 3.1.1).
5.1. Larger tank and higher modes. Our numerical results seem to almost exactly match the experiments. However, alert reader may notice very significant blur (on all photographs) very near the edges of the free surface. This is most likely caused by the interaction of the water surface and the container. As noted earlier, we did not try to eliminate such nonlinear phenomena. Instead, we performed the same experiment in a larger fishbowl with the shape from Figure 12c . Much larger free surface should yield less significant boundary interaction. Indeed, Figure 15 still shows great accuracy. Figure 15a and Figure 15b show the modes for the lowest eigenvalue (cf. Figure 14a and Figure 14b ). The latter emphasizes the whirling effect we first noticed on the smaller tank.
The larger tank allowed us to capture the eigenfunctions for the lowest eigenvalues of higher modes of oscillations: m = 2 on Figure 15c and m = 0 on Figure 15d . To capture the second mode we changed the frequency of nudging to match the second natural frequency. As a result we have four local maximal positioned on the numerically calculated dotted circle (consistent with cos(2θ) in the eigenfunction decomposition (5)). To capture the lowest radial mode m = 0 we repeatedly dipped a tip of a pencil (with appropriate frequency). The extrema form a circle that is not far from the numerically predicted position. Nevertheless, that last circle is already quite close to the boundary, so the interactions of the water and the container seem to influence accuracy of the experiment.
A protruding bottom of the large fish tank (see Figure 12c ) allows us to also test the dependence of the eigenvalues on the shape of the bottom of the tank. Clearly, in a deep container the dependence should be nearly insignificant. The eigenvalue of the tank (assuming it is perfectly spherical) is contained between the eigenvalues of the spherical tanks with 125mm radius cut at the top and either 125mm or 155mm straight cuts at the bottom (the shape from Figure 12a with slightly different proportions). We can use domain monotonicity argument (see [6, Proposition 3.2.1]) to give upper and lower bounds for the eigenvalues of the original large tank (note that somewhat counterintuitively the smaller the tank, the smaller the eigenvalue). Table 5 shows the bounds for the eigenvalues as well as the high spots for the lowest three eigenfunctions (corresponding to the lowest eigenvalues of modes m = 1, 2 and 0). Note that the high spot positions and heights are not bounds, but merely approximations.
RELATION TO THE CLASSICAL SPECTRAL PROBLEMS
Traditionally, Laplace eigenvalues are intuitively understood via heat flow. The Dirichlet eigenvalues of a domain F govern the heat on a plate F with zero temperature on the boundary, while the Neumann eigenvalues are related to the insulated plate. This explains the name "hot spots conjecture", for one the famous open problems (discussed below). The famous paper "Can one hear the shape of drum?" by Kac [24] emphasizes another practical interpretation for Dirichlet spectrum. The corresponding eigenfunctions give the shapes of the drum membrane vibrating in one of the characteristic frequencies. The Neumann spectrum is harder to explain this way, as one would need a membrane that is free to float up and down while vibrating, but is horizontal near the boundary. This behavior can however be attributed to the free surface of an ideal liquid in a container. Therefore, sloshing not only generalizes the Neumann spectral problem, but also provides a clear physical intuition. In particular the hot spots problem (see below) might as well be called the high spot problem for a container with vertical walls.
Roughly speaking, the hot spots conjecture states that in a thermally insulated domain, for "typical" initial conditions, the hottest point will move towards the boundary of the domain, as time passes. The mathematical formulation of the hot spots conjecture is the following: the extrema of every fundamental eigenfunction (eigenvalue may have multiplicity) of the Neumann problem for a domain F are located on the boundary of F . The conjecture was proved for certain sufficiently symmetric planar domains by Bañuelos-Burdzy [5] and Jerison-Nadirashvili [23] , but disproved for some strange domains with holes by Burdzy and Werner [12] , and just one hole by Burdzy [11] . See Nature article by Stewart [43] for more information, and Terence Tao's Polymath project [44] for current developments. This problem can be embedded in the studied sloshing problem as follows:
Function ϕ is a sloshing mode in the cylinder W = {(x, y, z) : (x, y) ∈ F, z ∈ (−h, 0)} if and only if ψ(x, y) = ϕ(x, y, 0) is a Neumann eigenfunction on F . Furthermore ϕ(x, y, z) = ψ(x, y) cosh( √ µ(z + h)) and ν = √ µ tanh( √ µh), where µ is the Neumann eigenvalue corresponding to ψ and ν is the sloshing eigenvalue corresponding to ϕ by [28, Proposition 3.1]. Due to the very explicit connection between these problems, many results and conjectures for Neumann spectrum can be quickly translated to the sloshing language. In particular, the high spots problem (1-4) generalizes the hot spots conjecture. By the above identification and the results of [5, 23] , for any convex domain F with two orthogonal axes of symmetry (e.g. ellipses), the high spots of the fundamental sloshing modes for cylindrical tanks with cross-section F are located on the boundary. Note that the counterexample for the hot spots conjecture given by Burdzy and Werner [12] is conceptually rather similar to the shape from Figure 2c or Figure 4c . Indeed, their domain consists of a disk and a larger annulus, connected using spokes. The profile from Figure 4c shows two deep containers with a disk and an annulus as free surfaces, connected using extremely shallow portion. In both cases one would like to have two disjoint subdomains, but a minimal connection must be made. In the high spot problem there are more ways to make the domain connected due to one extra dimension. For that reason it is much easier to construct intuitive counterexamples for high spots problem. Nevertheless, we expect the high spot conjecture to hold for convex containers.
The connection between Neumann problem and sloshing was also used to conjecture bounds for the eigenvalues. In particular the Dirichlet to Neumann eigenvalue comparisons [36, 18, 15] was already extended to mixed Steklov eigenvalues [6] . Furthermore, bounds for spectral functionals for Neumann eigenvalues naturally extend to the cylindrical sloshing case (see [35, Section 13] ), opening a whole new area of research for general containers. Finally, sloshing problem can be used to tackle, seemingly unrelated, spectral problems for nonlocal fractional Laplacian [7, 31, 33] .
