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The mechanism of dc-electric-field-induced second-harmonic generation ~EISH! was studied at the buried
Si~111!-SiO2 interface in transmission through a planar Si-SiO2-Cr MOS structure. The second-harmonic
contribution of the field-induced quadratic polarization generated in the space-charge region is determined. The
role of the spatial distribution of the dc electric field inside the silicon space-charge region is demonstrated, as
well as the influence of the oxide thickness. We have developed a phenomenological model of the EISH taking
into account the interference between field-dependent and field-independent contributions to the nonlinear
polarization ~nonlinear interference! as well as the retardation of the EISH wave. We show that, due to these
interference effects, the minima of the EISH curves do not coincide with the flatband voltage.
@S0163-1829~96!07627-8#
I. INTRODUCTION
The silicon-silicon-oxide-buried interface has been a topic
of intensive studies due to its key role in semiconductor tech-
nology. Important issues are to identify interfacial imperfec-
tions, such as point defects, charge traps, and dislocations; to
understand their origin; and to develop in situ techniques to
characterize the interface. Optical second-harmonic genera-
tion ~SHG! is a sensitive tool for studying the characteristics
of buried solid-electrolyte and solid-solid interfaces, as has
been demonstrated in a number of experiments.1–3 The SHG
technique was shown to be extremely sensitive to the struc-
tural symmetry,4–6 and steps and kinks on ~vicinal!
surfaces,7–9 as well as to electronic transitions10,11 and inter-
facial roughness.5,12,13 Here we show that SHG is a very
sensitive probe of the charge distribution near the Si~111!-
SiO2 interface.
dc-electric-field-induced SHG ~EISH! at a Si~111!-
SiO2-electrolyte interface was discovered by Lee, Chang,
and Bloembergen.14 Since 1984 this phenomenon has been
studied intensively, and a simple phenomenological model of
EISH was developed for the Si-SiO2-electrolyte
interface.15–17 This model predicted a quadratic dependence
of the SHG intensity on the bias voltage, taking into account
the effects of surface states and carrier degeneracy as well as
the influence of the silicon oxide layer. Deviations from a
parabolic bias dependence were already observed, that were
attributed to carrier degeneracy17 and to mobile charges.18 In
a more realistic approach to EISH the nonlinear interference
of dc-induced and field-independent contributions to the non-
linear polarization as well as retardation effects in the non-
linear response should be taken into account. The latter can-
not be ignored for several reasons. First, the width of the
space-charge region ~SCR! in silicon, where the EISH signal
is generated, is comparable with the second-harmonic wave-
length in Si. Thus the EISH wave undergoes a significant
phase shift that changes the total SHG intensity. Second, the
SCR width depends on the applied voltage. Therefore, one
cannot simply take into account the retardation of the EISH
response as a dressing of the cubic nonlinear susceptibility,
as can be done for the bulk quadrupole contribution. Al-
though the electrochemical technique allows us to apply sig-
nificant dc electric fields at the semiconductor surface, the
region of field values is restricted by electrochemical oxida-
tion processes that occur at the silicon surface at anodic po-
tentials. Therefore, the investigation of the EISH in
metal-oxide-semiconductor ~MOS! structures, that was dem-
onstrated in Ref. 18 and recently extended to the planar MOS
structures with semitransparent gate electrodes,19,20 seems
very promising.
The principal objectives of this paper are the investigation
of the electric-field-induced SHG in transmission of IR fun-
damental light through Si~111!-SiO2-Cr MOS structures for
varying oxide thicknesses, and the development of a more
correct phenomenological model of EISH at the Si-SiO2 in-
terface. Strong parabolic dependences of the SHG intensity
on the applied bias with ascillatoriclike features are observed
for a wide region of oxide thicknesses. The minimum of the
parabolic dependence in the SHG intensity is shown to be
shifted with respect to the flatband potential as obtained from
capacitance-voltage (C-V) measurements. These shifts and
the oscillatoric fine structure of the bias dependences can be
explained successfully with a simple nonlinear optical model
that properly takes into account the nonlinear interference
and retardation effects. The influence of the spatial distribu-
tion of the dc electric field inside the SCR on EISH is dem-
onstrated. We show that the oxide-thickness dependence of
the SHG response from the Si-SiO2 interface can be de-
scribed by taking into account multiple reflections in the ox-
ide film and the distribution of the bias voltage across the
MOS structure due to the voltage drop over the SiO2 layer.
The influence of charges, trapped at the Si-SiO2 interface, on
the SHG intensity is discussed.
II. ELECTRIC-FIELD-INDUCED SHG
SHG is symmetry forbidden in the bulk of cubic cen-
trosymmetric crystals within electric dipole approximation,
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and the SHG response arises from the surface electric dipole
and bulk electric quadrupole contributions to the nonlinear
polarization given by5,6
PNL~2v!5x~2 !,SD~2v;v ,v!:E~v!E~v!
1x~2 !,BQ~2v;v ,v!:E~v!E~v!ik, ~1!
where the surface dipole ~SD! and the bulk quadrupole ~BQ!
nonlinear polarizations are given by the third- and fourth-
rank tensor nonlinear ~ND! susceptibilities x (2),SD and
x (2),BQ, respectively, and E(v) and k are the amplitude and
the wave vector of the pump radiation, respectively. Because
for Si~111! the bulk quadrupole term PBQ cannot be distin-
guished from the surface dipole term PSD in experiment with
a single fundamental beam, we will treat them together as an
effective contribution P NL . The external dc electric field ap-
plied to the crystal breaks its centrosymmetry and allows a
bulk electric dipole contribution
PBD~2v!5x~3 !~2v;v ,v ,0!:E~v!E~v!Edc , ~2!
where Edc is the amplitude of the dc electric field. The non-
zero components of x (3) in the crystallographic frame are
presented in Table I. Note that for a crystal with point group
Oh, like silicon, there are just three nonequivalent tensor
components x1, x2, and x3 . After transformation from the
crystallographic to the interface frame, these components
produce the effective nonlinear tensor component
xxxxz5A2/6(x122x22x3). The interface frame xyz is cho-
sen in such a way that xi^112¯&, y^1¯10&, and zi^111&, i.e.,
the z axis is the normal to the surface of the Si~111! crystal,
and the xy plane coincides with the Si-SiO2 interface. In the
transmission geometry used in our experiments, only the sus-
ceptibility tensor component xxxxz produced the dc-induced
nonlinear polarization PBD. The total SHG intensity can then
be written as
I2v
trans5u~L2v ,SDPSD1L2v ,BQPBQ1L2v ,BDPBD!Lv
2 u2, ~3!
where Lv and L2v are the linear Fresnel factors at v and
2v , respectively. The latter can be different for the various
contributions. In general, the nonlinear polarization vectors
PSD, PBQ, and PBD will give rise to interference effects be-
cause of their complex nature, and the cross terms depend on
the phase shifts between them.
For a MOS structure, due to the charge redistribution be-
tween the semiconductor and the metal, thermal equilibrium
is established in such a way that the Fermi levels on both
sides line up and a SCR is produced near the semiconductor
surface21 ~Fig. 1!. Therefore, even in the absence of an ex-
ternal field, there is an intrinsic dc electric field near the
Si-SiO2 interface and the bulk electric dipole source PBD by
Eq. ~2! is nonzero. The application of an external dc field
affects the SCR and varies the value of PBD. Note that al-
though PBD is governed by a fourth-rank tensor x (3), the
electric-field-induced SHG signal could be significant be-
cause of the considerable value of the electric field inside the
SCR ~near 105 V/cm! and the large thickness of the SCR.
Here we assume that the external dc electric field, produced
by the application of a bias voltage on the MOS structure, is
oriented just along the surface normal z , and therefore we
will use a one-dimensional approach. Since the dc electric
field varies appreciably along the penetration depth of the
SHG radiation z2v , a more rigorous expression for PBD is
the form
Peff
BD5x~3 !:E~v!E~v!E Edc~z !dz , ~4!
where the integration is taken over z2v and the subscript eff
denotes the fact that here we neglected retardation effects
~see below!.
Considering the SHG from Si-SiO2 interfaces one should
take into account the dependence of the SHG intensity on the
silicon oxide thickness due to multiple reflections in the
SiO2 layer.22,23 The SiO2 layer also affects the electric field
inside the Si through the voltage drop across it, as well as
because of charges located at the Si-SiO2 interface and/or
trapped in the SiO2 layer.
TABLE I. Nonzero components of the nonlinear tensor susceptibility x (3)(2v;v ,v ,0,) produced the
dc-induced nonlinear polarization PBD, for the Si crystal, calculated in the crystallographic frame XYZ . The
latter is chosen in such a way that Xi^100&, Y i^010&, and Zi^001& crystallographic directions.
x1 x2 x3
XXXX5YYYY5 XYXY5XYYX5 XYYX5YXXY5
xabgd 5ZZZZ 5YYXX5YXYX5 5XZZX5YZZY5
5XXZZ5XZXZ5 5ZXXZ5ZYYZ
5YYZZ5YZYZ
FIG. 1. The schematic diagram of the MOS structure studied.
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III. EXPERIMENTAL METHODS
The schematic diagram of the MOS structure under inves-
tigation is presented in Fig. 1. The samples were p-type
(531015 cm23, B doped! Si~111! (60.5°) 0.16-mn wafers
with both polished sides. A high-quality thermal oxide with a
thickness of 300 nm was grown at the front side of the wafer
at 1000 °C. To produce a smooth Si-SiO2 interface, these
samples were annealed at a slightly higher temperature in a
nitrogen atmosphere. A buffered NH4F-etch solution was
used to etch the SiO2 layer to prepare different oxide thick-
nesses ranging from 8 to 280 nm on a single Si substrate.
High-resolution transmission electron microscopy images
showed that the buried Si-SiO2 interface was flat with a
corrugation of two atomic layers over macroscopic distances
~about 100 mm!, and that the etching of SiO2 did not influ-
ence the Si-SiO2 interface. Single-wavelength ellipsometry
with a HeNe laser was used to measure the SiO2 thicknesses
prior to and after etching. The front side semitransparent
metal electrode was prepared by evaporating a chromium
layer of ;3-nm thickness. A strip aluminum back electrode
was evaporated near the edge of the wafer. Gold wires were
attached to the electrodes by an In-Ga eutectic and silver
paint. High-frequency C-V measurements were performed to
characterize the prepared MOS structures.
For the SHG experiments we used the output at 1064 nm
of a Q-switched Nd:YAG ~yttrium aluminum garnet! laser.
The laser generated 8-ns pulses at 10 Hz with 24-mJ energy
in a 4.5-mm-diameter spot, well below the damage threshold.
The SHG was studied in transmission, with the fundamental
beam focused on the polished back side of the silicon wafer
along their normal. The SHG signal was detected by a mono-
chromator, photomultiplier, and gated electronics. The
electric-field-induced effects in the SHG were measured in
perpendicular polarization combination of fundamental and
SHG radiation. The oxide thickness dependence was ob-
tained by translating the sample through the laser beam,
thereby keeping the same alignment.
IV. RESULTS AND DISCUSSION
A. Experimental results
We first measured the dependence of the SHG intensity
on the silicon oxide thickness prior to and after the chro-
mium evaporation, as recent experiments have shown a
strong oxide thickness dependence of the SHG response due
to multiple reflections for both v and 2v .22 The model of
multiple reflections is seen to describe the observed thick-
ness dependences well. These results are used in the follow-
ing calculations to normalize the SHG intensity for various
oxide thicknesses. For the normal-incidence transmission ge-
ometry used in our experiments, a completely anisotropic
SHG signal was measured, in agreement with theory.5 The
azimuthal rotational curves remained completely anisotropic
for the applied biases,18 as was expected from symmetry
reasons. Thus all the bias dependences were measured at the
maximum of the rotational anisotropy. A possible contribu-
tion from the Cr layer is expected to be isotropic, and can
thus be neglected.
Figure 2 shows the dependences of the SHG intensity on
the applied bias voltage for various oxide thicknesses. Para-
bolic dependences are observed near the minimum of the
bias dependence, although deviations from this are seen for
all but the thickest oxide. The minimum of the EISH bias
dependences becomes sharper, and shifts toward lower bias
voltages with decreasing oxide thickness.
B. Interface electric-field approximation:
Role of the oxide layer
The electric-field-induced nonlinear polarization PBD(z)
is proportional to the electric field inside the SCR at position
z . However, we will demonstrate here that most of the EISH
features, such as the parabolical shape of the bias depen-
dences and the linear dependence of their minima vs oxide
thickness, can be described within a simple model, in which
it is assumed that PBD is proportional to the electric field
E int[E(z510) in the SCR just at the interface. This im-
plies that the real field distribution Edc(z) in the SCR is
replaced by a constant E int inside a layer of effective length
z0 that is comparable with the SCR width. z0 should be
chosen in such a way that E intz0(E int)5*Edc(z)dz , where
the integration over the SCR is such that it includes the
charge conservation inside the SCR. We call this the inter-
face field approximation. Since the experimental bias depen-
dences were measured vs applied voltage, we should rescale
the bias voltage units to the interface electric-field ones. To
find the chromium electrode potential w(2Ld) with respect
to the Si bulk ~the latter is supposed to be neutral!, one
should solve the Poisson equation with the appropriate
FIG. 2. The SHG intensities I2v vs an applied bias voltage V
~lower axes! and an interface dc electric field E int ~upper axes! for
MOS samples with various oxide thicknesses: ~a! 234 nm, ~b! 158
nm, ~c! 101 nm, and ~d! 18 nm. Measurements were performed in
the maximum of the rotational anisotropic dependence. Solid lines
present model parabolical curves obtained within the interface field
approximation.
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boundary conditions24 in the one-dimensional geometry pre-
sented in Fig. 3, in the range of 2Ld,z,1` . To do this, it
is necessary to know the charge-density distribution r(z)
across the oxide layer. From C-V measurements, we have
found that our samples have small densities of mobile
charges and interface states Dit ~below 1011 states eV21
cm22) in comparison with the number of fixed charges that
are distributed inside the SiO2 layer up to 1 nm from the
interface ~the surface density Qf55.531011 traps cm22).
The latter can easily be taken into account by the boundary
condition at z50, and we assume that
r~z !50, 2Ld,z,20, «scE int2«dEd54pQf ,
~5!
w~z51`!50,
where w is the electrostatic potential, «5«sc(«d) is the static
dielectric constant for the semiconductor or the dielectric
~SiO2), respectively, Ld is the silicon oxide thickness, and
Ed[E(z520) is the electric field inside the oxide. Thus the
chromium potential consists of the potential of the Si-SiO2
interface w int5w(z510), and the voltage drop across the
oxide layer:
w~2Ld!5~«scE int24pQf !Ld /«d1w int , ~6!
where E int as a function of w int can be derived as a first
integral of the Poisson equation. To find the relationship be-
tween the external bias voltage V and the interface electric
field E int one should realize that even in the absence of an
external bias voltage a SCR is produced. Due to the initial
conditions w int5w0 and E int5E0 , the expression for V has
the form
V5~E int2E0!«scLd /«d1~w int2w0!. ~7!
Figure 4~a! presents the interface field E int vs the interface
potential w int , which was obtained by numerically solving
the Poisson equation under the assumption that the local con-
centrations of holes p(z) and electrons n(z) are obeying
Boltzmann statistics as long as in impunity concentration in
the semiconductor is low enough to make the Fermi-Dirac
ensemble nondegenerate. Using this and Eq. ~7! we can eas-
ily find the E int vs the applied bias V @Fig. 4~b!#. The result-
ing interface electric fields are plotted in Fig. 2, upper axes.
For the oxide thicknesses used E int depends almost linearly
on the applied bias, and the EISH intensity should be qua-
dratic in both the dc electric field and the bias, as is indeed
observed in the data. Therefore, the thick oxide layer not
only changes the bias voltage scale, but also changes the
relationship between the applied bias and the electric field
inside the SCR: instead of a strong nonlinear dependence
E int(w int) , E int(V) becomes quite linear. One can easily find
the validity range of the interface field approximation—it is
valid as long as the dependence E int(V) remains linear. Note
that this is in contradiction with previous works,16,25–27
where it was assumed ~explicitly or implicitly! that the po-
tential drop across the SCR was proportional to the interface
electric field. To fit the experimental data, a quadratic depen-
dence of the SHG intensity on this drop was previously used,
which is not very realistic considering the strong nonlinear
behavior of E int vs w int .
Within the interface field approximation, the minimum of
the parabolic bias dependence should correspond to the flat-
band potential, i.e., the potential of the Si-SiO2 interface
with respect to the bulk silicon for which E int50. In accor-
dance with Eq. ~7!, the corresponding value of the external
bias V fb voltage is given, by
V fb52E0«scLd /«d2w0 . ~8!
which depends only on the initial band bending. The flatband
voltage values were obtained from capacitance-voltage
FIG. 3. The diagram of the potential and field distribution in Si
and SiO2 .
FIG. 4. The interface dc electric field E int vs the interface po-
tential w int @panel ~a!# and an applied bias voltage V for various
oxide thicknesses @panel ~b!#: long dashed line, 234 nm; solid line,
158 nm; middle dashed line, 101 nm.
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(C-V) measurements using MOS structures prepared from
an identical silicon wafer with an aluminum top electrode.
The experimental data on V fb vs silicon oxide thickness are
presented in Fig. 5 ~left axis!. Following Eq. ~8! this depen-
dence was fitted by a linear function with E0 and w0 as
adjustable parameters. As a result, the value of the initial
potential of the Si-SiO2 interface is shown to be w051.09 V.
To find the analogous values for the MOS structures studied,
one should take into account the difference in work functions
of aluminum and chromium Df520.33 V.21 In principle
one could obtain the flatband position from the minimum of
the voltage dependence of SHG. However, due to the inter-
ference between the various nonlinear contributions @Eq.
~3!#, the minima of the parabola are shifted away from the
flatband voltage, and the voltage corresponding to the mini-
mum of the EISH bias dependences becomes a linear func-
tion of the silicon oxide thickness:
V05~E int
min2E0!«scLd /«d1~w int
min2w0!, ~9!
where w int
min is the electric potential of the Si-SiO2 interface
vs silicon bulk, and E int
min is the electric field in the minimum
of the EISH curve. w int
min and E int
min are expected to be oxide
thickness independent. Equation ~9! can be written in the
form
V05E int
min«scLd /«d1w int
min1V fb , ~10!
where the flatband voltage V fb is calculated from the C-V
data for every silicon oxide thickness. The dependence
V0(Ld) for all samples studied is depicted in Fig. 5 ~right
axis!, and can be fitted by a linear function, showing a good
agreement with the approach used.
C. Nonlinear interference in the EISH generation:
Role of retardation effects
The interface field approximation is shown to describe the
parabolical bias dependences observed for thick oxides very
well. However, this model uses local phases of the various
contributions to the polarization and neglects the phase dif-
ferences that arise due to the spatial separation of the bulk
nonlinear sources over distances, comparable with the
second-harmonic wavelength. Including these retardation ef-
fects can significantly change the resulting SHG intensity, as
can already be observed in Fig. 2.
Let us consider the model of the nonlinear source distri-
bution as depicted in Fig. 6. There are three particular
sources of the total SHG field. The first is the surface dipole
source, localized in an interfacial region with a thickness d
of a few atomic layers and contributing to the surface dipole
polarization PSD. Since d!l2v , where l2v is the second-
harmonic wavelength inside the silicon, one can use the ap-
proach of a thin nonlinear slab.28,29 The bulk quadrupole
source is spread out in a layer with an effective thickness of
the penetration depth of the SHG field z2v and produces the
bulk quadrupole contribution PBQ. The thickness of this
layer is bias independent, and the SHG radiation from quad-
rupole sources can effectively be described within a model of
a thick ~i.e., comparable with the second-harmonic wave-
length! homogeneous nonlinear slab with the constant thick-
ness zq . Third, there are the bulk dipole sources. In the pres-
ence of a dc electric field, they give rise to the PBD nonlinear
polarization and are localized in the SCR near the Si-SiO2
interface. Within the frame of the interface field approxima-
tion they can be described by a thick homogeneous nonlinear
slab with a field-dependent thickness z0(E int) . Note that for
the transmission geometry used, there is no surface quadru-
pole SHG wave arising due the fundamental wave disconti-
nuity at the interface.29 The retardation effects will be sig-
nificant if the relation between presented lengths is as
follows:
d!z0;zq ~11!
For our samples ~doping concentration Na;531015
cm23) and the SH wavelength used ~532 nm!, we indeed
have z0<0.5 mm and zq;1 mm.
FIG. 5. Position of the minimum of bias dependence V0 ~right
axis! and the flatband voltage V fb ~left axis! vs the oxide thickness
Ld . Lines present the model curves.
FIG. 6. The schematic diagram of the three-slab system used for
consideration of retardation effects. Only Si is depicted.
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To determine the total SHG field produced by these three
slabs, one should solve the wave equation for the SHG field
with the corresponding Green function. There are a number
of works on such calculations for this problem.30,31 However,
due to the simplicity of our transmission geometry we will
use the results of Ref. 28 and the following approach. First,
in our experiment PBQ cannot be separated from PSD, and
therefore we have used an effective polarization PNL that
includes PBQ and PSD. Second, we will consider the EISH
wave EBD(2v), which is generated by PBD, and the field-
independent SHG wave ES ,B(2v)5EBQ(2v)1ESD(2v)
separately. According to Ref. 28 we obtain an expression for
EBD(2v) at the interface in the form
EBD~2v ,z520 !2aPBD@211expigz0~E int!# , ~12!
with
a54p@~A«1A«T!~A«S2A«!#21,
g52~A«S2A«!v/c, ~13!
where «S and « denote the dielectric constants of silicon at
v and 2v , respectively, and «T that of SiO2 at 2v . Equation
~12! contains the boundary SHG wave created at z5z0 and
the dipole-amplified ~i.e., amplified by the bulk dipole
sources! EISH wave. Here for the sake of simplicity we ne-
glect the nonlinear polarization, produced by the fundamen-
tal wave, reflected from the Si-SiO2 interface; however, it
can easily be taken into account in more rigorous approach.
The amplitude of ES,B(2v) at the interface can be given
effectively by
ES ,B~2v ,z520 !5B1iC. ~14!
Here
B5aPBQsin~gzq!,
C5aPBQ@211cos~gzq!#1mPSD, ~15!
m58pvd@c~A«1A«T!#21,
where we took account of the fact that the gradient operation
in PBQ produced a 90° phase shift. The total SHG wave at
the interface is a simple superposition of these two fields
EBD and ES ,B.
Now using Eq. ~3! we can calculate the resulting SHG
intensity, properly taking into consideration the nonlinear in-
terference. For the x components of the SHG waves and
nonlinear polarizations that are relevant in our geometry, we
can write aPx
BQ5A , and Ex
S,B5B1iC . For the total outgo-
ing SHG intensity this yields
I2v5uA@211exp~ igz0!#1B1iCu2. ~16!
Here only A and z0 depend on the dc electric field inside the
SCR. Within the interface field approximation we assume
that A5ax (3)E int(LvEv)2. The cross terms with
A exp(igz0) will give rise to an oscillatoric behavior as a
function of z0 , and thus of V . Although the dependence of
z0 vs E int should be chosen in such a way that
E intz0(E int)5*Edc(z)dz , for some region of the interface
fields we can put z05vE int ~this is true at least within the
validity of the Schottky approximation21!. Under these as-
sumptions the dependence of the EISH intensity on E int ~and
thus on the applied voltage V) should be a superposition of a
parabola, an oscillatoric function with field-dependent ampli-
tude and period, and a field-independent background. We
fitted our experimental bias dependences by Eq. ~16! with
A , B , C , and n as adjustable parameters, and with the di-
electric constants of Si from Ref. 32. The model curves are
presented in Fig. 7, solid lines, and demonstrate an accept-
able agreement with the experimental data.
D. Influence of the dc-field spatial distribution
inside the silicon on the EISH generation
Though the two-slab model presented in Sec. IV C de-
scribes the bias dependences for various oxides in the central
range of interface fields quite well, one can hardly expect a
good agreement between this approach and the experimental
data for larger fields because of at least three factors. First,
we considered retardation effects in the homogeneous non-
linear slabs. This implies that the amplitudes of the nonlinear
polarizations remain constant along the slab. However, the
dc electric field inside the SCR is strongly inhomogeneous,
and gives rise to a dependence of a PBD vs z . Second, the
thickness of the dc-induced bulk dipole slab z0 is supposed
to be proportional to the interface field. This is hardly valid
for strong inversion and accumulation regimes. Third, we
neglected the absorption of the fundamental and the SHG
waves inside the dc-induced slab, which can produce an ad-
ditional retardation of the EISH wave. Actually, clear devia-
FIG. 7. The results of the fitting the experimental data, taking
into account retardation of the EISH wave within the two-layer
model for MOS samples with various oxide thicknesses: ~a! 234
nm, ~b! 158 nm, ~c! 101 nm, and ~d! 18 nm.
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tions from the model were observed for the sample with an
8-nm-thick oxide, where larger fields were reached due to the
thin oxide. Figure 8 shows the bias dependence for such a
MOS structure, and the solid line presents the curve, ob-
tained from Eq. ~16!. The model curve matches the experi-
mental data well enough in the central voltage region, but
starts to deviate for larger biases. Notice the trend in the bias
dependence: pronounced oscillations are observed on a satu-
rating background.
To try to understand the origin of this saturation and to
assess the aforementioned reasons for the discrepancy be-
tween the model and the experiment as well, we will take
into account the spatial distribution of the dc electric field
inside the SCR, using the following approach. We will first
numerically calculate the effective dc-induced polarization
Peff
BD by Eq. ~4! ~see the inset in Fig. 9!. Then we will con-
sider the two-layered system with a homogeneous bulk di-
pole slab, which gives rise to this nonlinear polarization. To
evaluate P eff
BD we use the first integral of the Poisson equa-
tion,
E2~w!58pkT/«sc$p0@exp~2jw!1jw21#
1n0@exp~jw!2jw21#%, ~17!
where j5e/(kT), and p0(n0) are the equilibrium concentra-
tions of the holes ~electrons!. Figure 9 presents the value of
the Peff
BD value as a function of the interface field. Notice the
following general trend: the dc-induced nonlinear polariza-
tion saturates with the increasing absolute value of the inter-
face field. Inside the corresponding field regions the dc-
induced term in the nonlinear polarization becomes
practically field independent, which obviously causes the
saturation of the EISH signal. The calculated bias depen-
dence in the two-slab system with the polarization of the
bulk dipole slab Peff
BD is presented in Fig. 8, dashed line, and
is in good agreement with the experimental data. This indi-
cates that the spatial distribution plays a key role in the de-
viations of the experimental points from the simple two-layer
model. Notice that within a certain field region the depen-
dence of PBD vs E int can effectively be fitted by a linear
function ~dotted line in Fig. 9!. This field region defines the
frame of the validity of the interface field approximation.
Although for a rigorous analysis of EISH curves under
strong inversion and accumulation conditions, one should
take into account the deviation of the carrier statistics from
the Boltzmann assembly, these calculations demonstrate the
importance of the inclusion of the dc-electric-field distribu-
tion inside the SCR for a proper analysis of the EISH gen-
eration.
V. CONCLUSIONS
We have shown that the SHG from the Si~111!-SiO2 bur-
ied interface significantly varies under the application of a dc
electric field. The paraboliclike bias dependences of EISH,
which have minima shifted away from zero voltage, indicate
the presence of a considerable field-induced contribution to
the nonlinear polarization even in the absence of an external
bias. This bulk contribution can even dominate the SHG sig-
nal from unbiased Si~001!-SiO2 interface, as was demon-
strated recently in Ref. 19.
The interface field approximation was used to explain the
parabolic shape of the bias dependences, and the role of the
oxide thickness in this approach was discussed. The proper
consideration of the EISH wave retardation was shown to be
important for the explanation of the fine structure of the bias
dependences. The nonlinear interference between field-
dependent and independent contributions to the nonlinear po-
larization was taken into account. We have demonstrated the
FIG. 8. The SHG intensity I2v vs an applied bias voltage V
~lower axis! and interface dc electric field E int ~upper axis! for a
MOS sample with the oxide thickness of 8 nm. The solid line is the
best fit by the three-layered model. The dashed line presents the
same curve, taking into consideration the dc-field spatial distribu-
tion.
FIG. 9. The amplitude of the effective dc-induced nonlinear
polarization PBD, calculated by the integration Eq. ~4! vs the inter-
face dc-field strength E int ~solid line!. The dot line presents the fit
by the linear function of the central region. Inset: the scheme of the
dc-field spatial distribution.
54 1831dc-ELECTRIC-FIELD-INDUCED SECOND-HARMONIC . . .
role of the field distribution inside the space-charge region of
silicon for a description of the dc-induced effects in SHG for
larger voltages. However, it is worth noting that the retarda-
tion effects in the two-slab model of EISH are still incom-
plete, and a more rigorous phenomenological description is
in progress.
The observed oxide-thickness dependence of EISH is
completely described by the redistribution of the bias voltage
across the MOS structure due to the voltage drop inside the
SiO2 film and multiple reflections inside the silicon oxide
layer. Note that since EISH is generated by the dc electric
field within the laser beam spot, it can be used as a local
probe of variations in the charge distribution at the Si-SiO2
interface.
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