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Researchers of semi-supervised learning methods have been developing the
family of Learning Vector Quantization models which originated from the
well-known Self-Organizing Map algorithm. The models of this type can be
characterized as prototype-based, self-explanatory and flexible.
The thesis contributes to the development of one of the LVQ models - Semi-
Supervised Relational Prototype Classifier for dissimilarity data. The model
implementation is developed based on the related research work and thesis
author findings, and applied to the task of anomaly detection from a real-time
air condition data. We propose a regularization algorithm for gradient descent
in order to achieve better convergence and a new strategy for initializing pro-
totypes. We develop an innovative framework involving a human expert as a
source of labeled data. The framework detects anomalies of environment pa-
rameters in both real-time and long-run observations and updates the model
according to findings.
The data set used for experiments is collected in real-time from sensors in-
stalled inside the Aalto Mechanical Engineering building located at Otakaari,
4, Espoo. Installation was done as a part of the project of VTT and Korean
National Research Institute. The data consists of 3 main parameters – air
temperature, humidity and CO2 concentration. Total number of deployed
sensors is around 150. One month recorded data observations contains ap-
proximately 1.5M of data points.
The results of the project demonstrate the efficiency of the developed regular-
ized LVQ method for classification in given settings. Its regularized version
generally overperforms its parent and various baseline methods on air condi-
tioning, synthetic and UCI data. Together with the proposed classification
framework, the system has shown its robustness and efficiency and is ready
for deployment to a production environment.
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Chapter 1
Introduction
In the modern world, the amounts of data generated in various areas of life
have never been so big [50]. It is doubling every two years and will reach the
total size of 44 trillion gigabytes by 2020 [51]. With the current state of the art
data collection principles [52,53,54], data from any event related to an observ-
able system, can be recorded and collected for further processing. However, an
ability to get more data has downsides: the quality of retrieved observations is
different for various variables [56]; most of the observations remain unlabeled;
amounts of recorded data require engineers to seek for the balance of efficiency-
accuracy compatible to the particular task [55,57].
Challenges also come from an increase in a storage space required for storing
data and computational power needed to process it [52,53]. Aggarwal et al. in
their book [57] point out that the modern context requires a data processing
system to retrieve qualitative data and then utilize this unlabeled data on-the-
fly without applying any of heavy-weight methods.
Data coming from various sensors that produce measurements of numerous
characteristics within a time domain and send them for processing, is a great
example of a challenging and technology demanding information source, in our
opinion, is worth to be researched and experimented with.
For processing this type of data a pipeline needs to deal with constantly arriv-
ing data records with unknown labels and process them before the new records
are started being added to the queue. Analytics on this data has to occur in
real-time [58] generating a result that itself is a product of efficiency/accuracy
trade-off [55,57]
According to the mentioned requirements, the question can be set - how to
improve data analytics accuracy and avoid decreasing an efficiency which in
this setting must be as close to real-time execution as possible? One of the
possible alternatives is to use novel semi-supervised learning methods [1,25,60]
which utilize a few labeled points for which the ground truth is known and
make more accurate predictions from unlabeled data [59].
Semi-Supervised Learning (SSL) combines insights from labeled and unlabeled
data in order to extract extra information from a dataset and therefore provide
better classification results [1,60]. It requires much less of human effort com-
paring to supervised learning when all points in the training data are labeled
[60], and fits the modern big data tendency - when the majority of the data
arrives unlabeled [50,51,57].
SSL provides a wide variety of methods that can be applied to any task depend-
ing on the data structure, accuracy/efficiency requirements [60]. The classic
literature [25,59,60] divide them into five main groups depending on underlying
7
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assumptions about the data: generative models SSL, low-density separation
SSL, graph-based methods SLL, co-training SSL methods, and self-training
methods. We provide a wider overview of each of the classes in the next chap-
ter.
• Generative model method is the oldest SSL method and it assumes
that given large amounts of unlabeled data there exists a mixture dis-
tribution which the data is drawn from [60]. It is known for a good
performance in case of well-clustered data [59].
• Low-density separation is the method based on the idea that the de-
cision boundary should be located in the data low-density area [60,61]. A
well-known example is TSVM - Transductive Support Vector Machines
[61].
• Graph-based methods rely on the assumption that high-dimensional
data is located on a low-dimensional manifold [62] when representing the
data as a set of nodes and edges correspond to the distances between
nodes.
• In the Co-training method, the data features are divided into two sets
that are capable of being used as training data for two separate classifiers.
Once predictions are made, the results of one classifier are included into
the training set of the another [63]. The method demonstrates the best
performance when features can be intuitively split into two separate sets
[59].
• Self-training method is defined by the classifier that is firstly trained
on labeled data. Then unlabeled data is fed to it, and data points with
the highest classification confidence are added to labeled dataset, and the
procedure repeats [64,65]
1.1 Thesis aims and goals
The project described in this thesis is aiming at solving a two-stage real-world
problem. First, how to keep optimal conditions of a building indoors environ-
ment using multi-dimensional data from a set of sensors for detecting anomalies
in environmental conditions. The setting also includes the human expert who
is supervising the automated system by providing the labeled dataset. All the
data from sensors comes unlabeled and needs to be classified as quick as possi-
ble. Here comes the second goal of the project - to experiment with not widely
known clustering approach which can show good results if being put into re-
quirements of big data processing systems [52,55,57]
The state-of-art time-series classification methods include such methods as Hid-
den Markov Models [67], Dynamic Time Warping-based methods [68,69,70],
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Neural Networks [71] and others. In [66] authors note that the described meth-
ods usually require being trained on large labeled dataset to properly extract
underlying knowledge. This fact makes it practically impossible to use one of
the classic models to classify the sensors’ data from this project.
Therefore, we propose the new use of a relatively young method - Semi-Supervised
Learning Vector Quantization with conformal prediction [2] which we further
refer to as SSL-RPC (LVQ). This method or any of its derivatives has yet not
been applied to the real-time time-series data classification, as far as we know
it.
The Learning Vector Quantization [9,23] family of algorithms recently ex-
panded to a wide number of algorithms [1,2,6,7,10,11] suitable for different
kinds of tasks. Originally, LVQ was described by a Finnish professor Teuvo
Kohonen as an efficient prototype-based method aiming at finding near-optimal
decision borders between classes [9,23]. The method was adopted to practical
use by Sato and Yamada in 1995 [1] and named Generalized Learning Vec-
tor Quantization. Since that time, the family of models has been significantly
extended with many new methods built on the top of GLVQ, and what is
especially important, the semi-supervised extension has been created [2]. Su-
pervised [6,7,10] and semi-supervised [2] GLVQ-based methods demonstrated
their efficiency in cases of common and dissimilarity data representation.
Among others, one of the useful aspects of GLVQ-method extensions is the
ability to deal with data in non-Euclidean space [6] and high efficiency when
working with data represented in the form of dissimilarities [7].
The SSL-RPC-LVQ [2] method is an SSL method which we found suitable for
the task as it shown excellent performance in when applied to standard datasets
(CHROMO [72], SWISS [73] etc). Since it is a prototype-based, the final repre-
sentation can be observed and the learning dynamic can be analyzed [9]. This
is the key feature to enable closer expert-model interaction which is essential
for our project - we aim at involving human not only into providing the initial
dataset and at the same time making him correcting model’s behavior when a
clear mistake in classification is spotted. Finally, SSL-RPC-LVQ by the design
[2,6] is able to produce instant classifications whit relatively small datasets.
Regarding the fact that we are not familiar with a published research on the
efficiency and practical applications of LVQ-RPC-based methods to the stream
data taken from time-series, in this project we explore the newest extensions of
LVQ methods [2,6,7] and adopt RGLVQ-SSL extension [2] for applying to the
task of semi-supervised clustering of time-series data that is being retrieved in
real-time from a set of sensors. The developed model is incorporated into the
outliers detection algorithm that we propose and it can be used in industry for
a real-time monitoring environment conditions inside buildings.
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1.2 Proposed framework
We develop a setup that includes a scientific contribution to the described
classification method and employs it in order to solve a real-world industrial
problem of optimizing indoor environment conditions. The problem can be de-
composed into two levels of abstraction - first, how to efficiently classify huge
amounts of data coming from sensors in the real-time; second how to process
the obtained labels and produce a decision indicating whether the current data
points’ set corresponds to expected values or it is an outlier.
The framework was developed to be used in the future "as-is" by companies
operating big office buildings to minimize expenses and losses caused by ineffi-
cient use of ventilation and heating systems. It collects data from the sensors,
sends it to the cloud. The anomaly detection model analyzes the data and
produces a decision. A human expert provides the system with initial labeling
of a few points and can correct wrongly classified observation. The framework
is fully designed and is ready to be installed on any plot with the access to data
(Fig. 1.1).
Figure 1.1: The big picture of the project. Data is fetched from the cloud,
classified and anomalies are reported. A human expertise enhances the quality
of predictions and can vary from a high level of involvement to only providing
initial labeling to the supervised dataset.
In this more detailed setting (see Fig. 1.2), the expert has two points of
a possible interaction with the system. Firstly, he/she provides the model
with the labeled data. Once the model generated a label for a data point, the
outlier detection algorithm is being run to produce a decision. If the expert
is observing the system at this moment, he can correct the decision pointing
that it was mistaken and providing the correct label. In this case, the label
and data point is added to the labeled dataset automatically. Also, the expert
has a right to modify the labeled dataset at any time. We must note that we
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do not expect the expert to watch the system constantly and correct outlier
detection outputs in real-time.
Figure 1.2: General project workflow
Using the proposed framework as a reference, we aim at reaching another
motivating point for starting this project - satisfying a scientific interest of ex-
ploring abilities of the SSL-RPC method [2] and pushing it to the new direction
such as a stream data instant classification. Furthermore, we aim at covering
the wide range of research questions related to SSL-RPC which has not been
previously covered in [2].
We start with the motivation of the method selection, the representation of
data, time-series handling technique and other aspects. We compare SSL-RPC
performance to the state-of-art models on synthetic and UCI data [112]; demon-
strate its efficiency depending on the labeled/unlabeled data sizes; take a closer
look and illustrate the model mechanics on the prototype fitting and conformal
prediction [2] steps.
To overcome algorithm’s issues related to convergence, we introduce the new
regularization parameter λ which demonstrates the significant improvement of
the convergence rate comparing to the original SSL-RPC algorithm.
We propose our implementation for the procedure of creating new SSL-RPC
prototypes and integrate it to the general model workflow. According to our
knowledge, this procedure has not previously been described in the literature.
Finally, we provide an analysis of algorithm’s run-time and propose a tech-
nique for prototype initialization which allows the first iteration to converge
two times faster comparing to the original initialization technique. We explore
the algorithm’s major disadvantage when it operates with big datasets. Alto-
gether, our contribution allows other researchers to analyze what worked well
and what did not in the case of SSL-RPC providing a direction of a possible
research in the future.
Finally, we have to note that the selected family of methods (SSL-RPC) has
proven its efficiency in general, although it has not been widely used in the
field and is currently developed by a relatively small group of researchers [99].
The main method [2] that we base our classifier on has only 7 citations counted
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by scholar.google.com. Also, as far as we know, LVQ classifiers are not widely
present in existing software open-source implementations and libraries. There-
fore, we decided to publish semi-supervised RPC and supervised RPC-LVQ
classifiers as open-source packages for Python and share them publicly. We
hope this will encourage a wider audience to employ LVQ methods in new
directions and lead them to new findings.
1.3 Structure
The section 2 provides a short motivation on the task that the project solves.
It explores a scientific background of SSL methods and a history of LVQ de-
velopment including a short taxonomy of existing LVQ-based methods. It also
covers the basics of conformal prediction [2] with a relation to all main concepts
used in the model algorithm development.
The data and its origins are described in the section 3. We provide an infor-
mation about the sensors setup and the collaborative project that played the
core role in building a data back-end and delivering the data to API.
The developed algorithm and all its essential components such as Stochastic
gradient descent with regularization, Prototype generation, Conformal predic-
tion procedure and others are described in section 4.
In section 5, we present conducted experiments with real, synthetic and UCI
data and corresponding results.
We finalize the thesis with the discussion on findings and a further research
direction in section 6.
Chapter 2
Background
2.1 Overview of Machine Learning
Various definition of Machine Learning exist in the literature, therefore, for
means of simplicity, we refer to the following one. Mitchell et al. in [74]
defined that given a task, training experience and performance measure, the
program is considered as the one that learns if its performance improves with
experience. In the earlier works (before 2000-s), two types of learning were
distinguished – supervised and unsupervised [75].
According to Mitchell [74], Supervised Learning is defined as approximating an
unknown function f from the experience represented in the form of training
examples. The performance is measured my comparing actual values (labels)
to predicted by the model. The approximated function f can be used to find
unseen values (regression) or unknown labels for data (classification) [76].
Formally speaking, Supervised Learning is the task of utilizing the training set
of pairs (xi, yi) for learning a mapping from x to y and approximating it by
the means of an underlying function. Here xi ∈ X are training examples, and
yi ∈ Y is set of target labels [25,74]. This type of learning is also referred to as
"learning with a teacher".
The opposite type of learning in terms of given experience is unsupervised
learning. In this case, labels of training examples always remain unknown.
The aim of Unsupervised Learning is to approximate a function representing
the data’s hidden structure without an external teacher [77].
In 2000-s the new separate area of Machine Learning arose – Semi-Supervised
Learning [25]. It has no requirement to operate on a fully labeled dataset which
makes it less human (teacher) resource-demanding, and benefits from finding
the underlying data distribution [59].
2.2 Semi-Supervised learning
Semi-Supervised (SSL) learning is the Machine Learning task lying in between
of the Supervised and Unsupervised Learning. It utilizes both unlabeled data
and supervised information for training [25]. Given dataset X = (x1, .., xi), of
i points, assume it can be divided into two parts. First, Xl = (x1, .., xl) for
which labels Yl = (y1, .., yl) are known, and l is the size of the labeled data.
And the second part, Xu = (xl+1, .., xl+u) for which there are no known labels,
and u is the size of unlabeled data.
We assume that unlabeled data Xu was sampled from the same distribution as
13
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the labeled data Xl, so the knowledge that can be extracted from the unlabeled
data is relevant to the labeled part, and vice-versa. This is the key prerequi-
site to the data [25]. Also, in this project we are counting on the following
assumption about the SSL:
• Cluster assumption: if two points are located in the same cluster of the
data, they belong to the same class.
• Low-density separation assumption: the decision boundary should be
located in a low-density region.
• Semi-Supervised Smoothness assumption: if two points x1 and x2 located
closely to each other in a high-density region, it is also true for their
corresponding outputs y1 and y2.
• The Manifold assumption: The high-dimensional data lie on a low-dimen-
sional manifold.
There exist 5 main types of SSL algorithms according to [59], while [25] dis-
tinguish only 3 main types. We will follow the 5 methods notation since it
provides more insights on the various features and abilities of SSL.
2.2.1 Generative models in SSL
The SSL Generative Models perform a classification basing on extraction of
the additional information from the marginal density or as clustering with ad-
ditional information (i.e presence of labels for some subset of points) [25].
A generative modeling as part of SSL can be done as learning a class condi-
tional density P (x|y, θ) and a class prior P (y|θ) for each output y. Using the
obtained values, for a test point x according to generalized Bayes rule compute
P (y|x, θ) ∝ P (x|y, θ)P (y|θ) [83].
The advantage of the generative modeling in SSL is based on its knowledge
about the structure of the problem [25]. The classic literature describes EM
[84], kernel-based [85] generative models used for unsupervised learning. Their
successors were also adopted for the needs of SSL. The generative model based
on EM algorithm of a mixture of multinomial was introduced for text classifi-
cation [86]. The mixture model applying the maximum entropy principle when
using a discriminative training [87,88].
A strength of the generative approach is that knowledge of the structure of the
problem or the data can naturally be incorporated into learning via modeling
it. However, learning from the unlabeled data is possible only in the case of
the correct mixture model [89]. This type of models is highly dependent on the
construction of the mixture, as well as on the nature of the dataset – clusters
should be well-defined [59].
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2.2.2 Low-density separation models in SSL
This type of SSL models is based on the cluster assumption about any SSL
model.
Figure 2.1: The decision boundary is located in the area with a low density
It says that the decision boundary between two clusters lies in the low-
density area (or alternatively, cannot cross high-density areas) [25], see Fig. 2.1
This assumption shall generally be held for any SSL algorithm while the low-
density separation models utilize this principle above all [90]. A well-known
example of a model of this type is TSVM (Transductive SVM) [91]. It im-
plements the transductive learning principle (as the opposite to inductive in
Generative Models) which is based on utilizing labeled points and finding the
hyperplane which is located as far from unlabeled points as possible. For solv-
ing this type of tasks, max-margin algorithms are most suitable, which are
best-known as Support Vector Machines. In general, TSVM algorithm as seek-
ing for such labeling for unlabeled data that the margin boundaries between
clusters are maximal [91], i.e. Fig. 2.2.
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Figure 2.2: TSVM’s final classification of points and margin boundaries fitted
to data
In [25,90] authors described existing optimization algorithms used for solv-
ing the problem and mention it as a non-convex optimization problem which
can be measured as NP-hard [59] and is also difficult to optimize due to slipping
to local minima [83]. One of the first successful implementation of the TSVM
algorithm is the SVM-light software package [92].
2.2.3 Graph-based methods
Instead of solving a non-ordinary task of finding a low-density separation, the
graph-based methods estimate a function f that is being close to labels of the
labeled data and at the same time is smooth on the whole graph [59].
Generally, the semi-supervised learning problem in the graph setting can be
seen as a task of finding such labeling that is consistent with the initial labeling
and at the same time fits the graph structure – as combination of edges and
corresponding weights [25].
First, we measure consistency with initial labeling Yˆ = (Yˆl, Yˆu) as:
∑l
i=1(yˆi −
yi)2 = ||Yˆl − Yl||2.
At the same time, the geometrical consistency can be found as following:
1
2
n∑
i,j=1
Wij(yˆi − yj)2 = Yˆ TLYˆ
where L = D−W is un-normalized Laplacian of the graph, W – the similarity
matrix.
Given these equations, various methods aim at labeling cost and fitting it
to the geometrical consistency, such as Laplacian-based regularization [93],
Tikhonov regularization [94] and another type of graph-based methods for semi-
supervised learning.
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A different type of graph-based methods is represented by Label Propagation
/ Label Spreading algorithms [44,45]. Label propagation firstly defines a pair-
wise relationship W on the dataset X, where given a graph G = (V,E) V
represents the dataset X, edges E are weighted by W [45]. Nearest neighbors
are joined by edges, weights are set according to the strength of correlation
[25]. Labeled nodes propagate their labels to neighbors and update weights
until convergence.
In general, Graph-based methods are most suitable to tasks which data can
intuitively be represented in the form of graphs, i.e. computer vision, speech
processing, text recognition. [95]
2.2.4 Co-training methods
The co-training methods [96] are based on the following assumptions:
• data features can be split into two sets
• it is possible to train a good classifier from each of these two sets
• two sets are conditionally independent
First, two classifiers are trained from labeled data of the corresponding feature
set. Afterward, each of the models classifies the unlabeled data and the classi-
fier spreads a small amount of data points classified with a high confidence to
each other (see Fig. 2.3). The models are retrained with updated datasets, the
process repeats until the convergence.
Figure 2.3: Conditional independence of features split assumption in co-
training. High-confident data points in x1 view are randomly disposed on
x2
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The further development of Co-learning was directed into exploring condi-
tions under which it performs better and relaxing the initial assumption about
splitting features [59].
2.2.5 Self-training methods
This type of learning in SSL is not always considered as a separate sub-class of
methods and is used as a wrapper for models of other classes [59]. The idea is
as simple as training the classifier on labeled and then append classified points
from the unlabeled set with the highest classification confidence, repeat until
convergence.
This method was used for natural language classification [96], image classifica-
tion [97] and Vector Quantization [2]. The actual method used as the base for
developing this project’s model is using an adaptation of the self-training prin-
ciple when defining a low-confidence data cluster and creating a new cluster(s)
from it with further appending the points to the prediction dataset.
2.2.6 Prototype-based methods
Prototype-based clustering operates on data points that are divided into a
known number of clusters. Each cluster receives a representative point as-
signed to it, which either belongs to the inner cluster distribution or is an
existing point of data itself. The prototypes positions are being iteratively im-
proved by optimizing a cost function aiming at finding the best representation
of clusters [78]. This method family is known for its interpretability [79].
One of the best-known prototype-based methods is Self-Organizing Map [24]
developed by T. Kohonen. In this method, an artificial neural network is con-
structed usually as a two-dimensional grid representing the equal- or high-
dimensional input space of training samples. Competitive unsupervised learn-
ing takes place so that a data point is mapped to a neuron that is identified
as the best-matching one basing on its model vector weight coefficient(s) (also
called stimulus). The coefficient vectors of neurons can be viewed as prototypes
representing the data. After performing iterative updates and arranging pro-
totypes positions, the best fitting model prototype vectors are found. The step
of updating prototypes is a vector quantization. The resulting map preserves
a topology of the network response to the inputs.
Neural Gas [80] is the another technique that uses prototypes and learning vec-
tor quantization. The difference is that neighbor neurons relations are updated
basing on ranked dissimilarities calculated in the original input space of data
and prototypes [78]. Not only the winning neuron and also the highest ranked
ones are being updated. The idea not to use the "winner-takes-all" rule pro-
posed in the NG update provides a general Competitive Vector quantization
framework which was widely used in unsupervised learning [78] such as Gener-
ative Topographic Mapping [81], Nonlinear Dimensionality Reduction [82] and
others.
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For the means of supervised classification, Learning Vector Quantization was
proposed [1,9]. It developed into a variety of prototype-based methods such
as GLVQ[1], SSL-LVQ [2] and many others. Nowadays, researchers describe
prototype-based methods as an attractive and highly capable framework for all
types of learning specifically suitable for high-dimensional data [78].
2.3 Learning Vector Quantization
LVQ method was firstly proposed by Professor Teuvo Kohonen as a method for
fine-tuning the Self-Organizing Map [24] – a neural network-based technique for
pattern-classification developed by the same author. Firstly used with SOM,
LVQ was introduced as a nearest prototype-based supervised classification al-
gorithm [9,98] able to deal with multi-class problems.
The general form of the LVQ is aimed at approximating clustering by setting
and fitting prototypes vectors that are placed into the input space. For given
training data D = (xi,yi), where D ∈ RN : {1, ..., C}, and C is the number of
classes in data, N – the number of dimensions, xi – the observation vector, y
– corresponding labels for observations.
LVQ is composed of a number of prototypes which are described as a set of
weights in the weight space γi ∈ RN and corresponding set of class labels
c(γi) ∈ 1, ..., C. The similarity measure dα is fixed for RN . The classification is
being done by the rule "winner takes all". A data point x, where x ∈ RN is as-
signed with a label c(x) = c(γi) of the prototype i, where dα(xi,x) ≤ dα(xj,x)
hold for each and every i 6= j – points are mapped correspondingly to the clos-
est prototype’s label [10].
The receptive field of the prototype γi is defined as
Ri = {x ∈ X | ∀γj(j 6= i)→ d(γi, x) ≤ d(γj, x)}
In the original version of LVQ, no cost function for optimization prototype
positions was proposed. Further development of the LVQ field focused on
defining cost functions and fitting prototype positions [99].
A few heuristic methods were proposed by Prof. Kohonen in [9]. LVQ of type
1 (LVQ1) was updating only the winner prototype without pushing one of the
others back from the class of the winner [12].
A different approach was used in the LVQ of type 2 which was referred to
as LVQ2. This method became de-facto a standard reference for researchers
working on LVQ methods development [99].
The LVQ2 [9,23] method aims at finding an efficient separation between closest
prototypes belonging to different classes. Let’s assume, γj(t) and γi(t) are two
closest prototype vectors to x and γi(t) belongs to the same class as x, when
γj(t) belongs to the different class.
Kohonen in [9,23] describes the essence of the fitting LVQ algorithm through
putting the two vectors into initially wrong positions, with a discrimination
surface defined as a midplane of γi and γj. Then the symmetric non-zero
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length windows are being introduced and put onto midplane. Then, corrections
to position of γi and γj are made only in the case when x located in the window
on the wrong side of the midplane [23] (see Fig. 2.4):
Figure 2.4: Fitting the window between two prototype vectors. The prototype
position are shifted to fit x to the correct side of the midplane. The figure
taken from [23] with modified notation
Prof. Kohonen proposed to update prototype positions with the following
update rules:
γi(t+ 1) = γi(t)− α(t)(x− γi(t))
γj(t+ 1) = γj(t)− α(t)(x− γj(t))
(2.1)
where 0 < α(t) < 1 and α(t) may decrease monotonically with time and
t = (0, 1, 2, ..) defines discrete-time formalism [12]
Following the update rule (Eq. 2.1), prototype vectors γi and γj are being
moved such that the midplane moves in the direction of the limiting surface
of the class distribution and therefore asymptotically matches the Bayesian
decision border.
At the time of making this observation, Kohonen notes that the vector x is
located within the window on the midplane of γj(t) and γi(t) if:
min(di
dj
,
dj
di
) > 1− ω1 + ω (2.2)
where di = |x− γi|, dj = |x− γj| - distances from the data to each of the pro-
totype vector, and ω is a window parameter 0 < ω < 1. Decision boundaries
are being shifted to the Bayes limits, being moved closer to x if the prototype
belongs to a correct class, and further - if the class is wrong [12]. Moving is
performed as updating of prototype vector’s γ coefficients.
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2.4 Further development of Learning Vector
Quantization
The LVQ2 algorithm was based on heuristics and fitting prototypes to data
by pushing prototypes positions closer to the data or pulling them away. The
mathematical reasoning of this process remains not-well defined according to
[9].
In [9,20] it was proven that LVQ introduces a number of problems – slow conver-
gence, and a possibility of converging in a local minimum. It was demonstrated
in [20,21] that very slight changes to regularization coefficients in LVQ learning
scheme led to unstable results.
Therefore, it became a starting point for the further research on the LVQ2
prototype-based methods, which aimed at finding non-heuristic solutions for
the problem, improving techniques of fitting prototypes to data, achieving bet-
ter performance and accuracy [99].
2.4.1 LVQ methods taxonomy
Three main directions of LVQ methods development were formed, according to
the taxonomy proposed by Nova et al. in [99] (see Fig. 2.5).
Figure 2.5: Taxonomy of LVQ methods. Original version proposed in [99],
updated with methods related to the thesis and added corresponding references
• Heuristic type of LVQ methods unites originally proposed LVQ tech-
niques based on heuristic Hebbian learning principles [9,23,98]. LVQ1
[98] updates only the winner prototype. LVQ2 [9] changes positions of
a winner and the nearest prototype with a different label than the data
point. LVQ3 [9] adds a stability factor to LVQ2 learning rules.
• Margin maximization methods operate with so-called hypothesis mar-
gin which represents the quantification of the distance that the classifier
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hyperplane can be moved and no changes to classification rate are made
[99].
The GLVQ method was the first to propose the hypothesis margin maxi-
mization cost function [1]. The most of the further effort in this area was
directed at exploring GLVQ behavior in different data spaces.
Non-Euclidean distance measures between points and prototypes were
taken for use in such methods as GRLVQ [100], GMLVQ [101] and others
[24,104,105].
Information Learning-based techniques proposed a new measure for diver-
gence based on Cauchy-Schwarz inequality [106]. This type of methods
also uses fuzzy class labels in classifier training.
Kernelized methods as a subset of the Margin Maximization methods
proposed to use kernels for LVQ classifiers in which a mapping function
Φ(.) is used to implement a nonlinear transformation from the data space
RN to a higher dimensional feature space F such that Φ : RN → F, x→
Φ(x). The common choice of the kernel function is the Gaussian kernel
[108].
Approaches based on computing relations between data, practically, dis-
similarities in data and using it in LVQ are derived from RGLVQ [6], the
Relational GLVQ. This methods family does not require the Euclidean
data and can work with any data for which dissimilarities can be com-
puted.
• Likelihood-Ratio Maximization methods are based on the Gaussian
mixture probabilistic model representing the data. The RSLVQ method
was the first method that proposed this approach [110] and created a new
branch in the LVQ development. RSLVQ compares the resulting prob-
ability density functions that were generated by the Gaussian mixture
model of a correct class and the one produced from the an incorrect class
[99].
2.4.2 Project’s classifier selection reasoning
For the aims of this project, we selected an RGLVQ-based classifier adopted
for Semi-Supervised Learning [2]. The selection was made as this particular
area of the LVQ research – relational prototype classifier – is relatively ac-
tive, developed and proven as stable and reliable for applying to the real-world
classification tasks [2,6,99]. The SSL application was already described in [2].
The dissimilarity representation of the data allows applying the classifier de-
veloped in this project to different areas, not only environment sensor data,
which makes its contributions to be available for a wider use [6].
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2.4.3 Generalized Learning Vector Quantization
During the last 25 years since the LVQ research started its development, the
most explored direction was the class of Margin Maximization methods. The
originator of this branch of research, the GLVQ method is still used as the basis
for most of the modern LVQ classifiers [6,99].
Sato and Yamada in [1] discovered a significant drawback of LVQ technique.
They have proven that LVQ2.1 described by Kohonen may lead to diverging
of prototype vectors in a longer run. They proved it with the fact that while
closest correct- and wrong-labeled prototypes are being updated, others are left
unattended.
To overcome this issue, they proposed a new method called Generalized Learn-
ing Vector Quantization (GLVQ). The aim of the method is to ensure that
prototype vectors position are being updated basing on minimizing the cost
function.
Sato and Yamada introduce a new parameter, the relative distance difference:
µ(x) = d1 − d2
d1 + d2
(2.3)
where d1 and d2 are distances to the point x from γ1 and γ2 respectively,
two closest prototype vectors to x. We assume, γ1 has the same class label as
x, when γ2 represents a label of a different class.
The values of µ fall into the range: −1 < µ < 1. If data x was classified
correctly, µ gets negative value. Otherwise, µ is positive. To minimize error
µ(x) should decrease for all inputs. Hence, the cost function S that has to be
minimized is:
S =
N∑
i=1
f(µ(xi)) (2.4)
where N corresponds to the number of input vectors, f(µ) is a monotoni-
cally increasing function.
Updates for γ1 and γ2 are generated using the steepest descent method:
δγi = γi − α ∂S
∂γi
for: i = 1, 2 (2.5)
where α is a small positive constant.
Sato and Yamada [1] propose to use the Euclidean distance di = |x − γi|2
for obtaining the following learning rules:
∂S
∂γ1
= ∂S
∂µ
∂µ
∂d1
∂d1
∂γ1
= −∂f
∂µ
4d2
(d1 + d2)2
(x− γ1) (2.6)
∂S
∂γ2
= ∂S
∂µ
∂µ
∂d2
∂d2
∂γ2
= −∂f
∂µ
4d2
(d1 + d2)2
(x− γ2) (2.7)
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The update rules for γ1 and γ2 can be derived as following:
γ1 ← γ1 + α∂f
∂µ
d2
(d1 + d2)2
(x− γ1)
γ2 ← γ2 + α∂f
∂µ
d1
(d1 + d2)2
(x− γ2)
(2.8)
Prototypes positions are changed in relation to x, and the quantities of
updating δγ1 and δγ2 depend on derivatives of µ. Therefore, the convergence
property depends on the definition of µ [1].
∂f
∂µ
is defined as a factor for updating, which values are always dependent from
x. ∂f
∂µ
can bee seen as a weight for each x. The original GLVQ paper proposes
to use ∂f
∂µ
= f(µ, t){1−f(µ, t)}, where t is a learning time and f(µ, t) = 11+e−µt .
This sigmoid function restricts input vectors to always stay around decision
boundaries.
The work of Sato and Yamada has demonstrated efficiency of this approach
which outperformed the original LVQ2.1 technique [9]. However, some of the
problems belonging to the original method were not solved [22]:
• the method demonstrated a poor performance on complex data with non-
linear boundaries between classes
• the accuracy highly depends on the number of prototypes selected for
classification and the model has a limited ability to determine a correct
number of prototypes
• sensitive to initial prototype positions
• prototypes can permanently be stuck in local minima
The core findings of the research – the relative distance difference µ and pro-
totype update rules – are used nowadays in various extensions of LVQ and
GLVQ – RGLVQ [6], GRLVQ [100], GMLVQ [101] and others. In the next
section we will provide a short overview of the work done in the field after Sato
and Yamada introduced their method.
2.5 Dissimilarity data
Dissimilarity representation of data is described as an approach when data is
transformed into values that correspond to the dissimilarity between objects
with respect to all objects in the dataset [4]. Therefore, objects of the same class
have smaller dissimilarities comparing to ones belonging to different classes.
This feature allows to apply statistical and machine learning-based approaches
to data of any kind, preliminarily transformed into dissimilarity representation,
as dissimilarities are used as discriminative features [4,5]
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Different approaches of calculating dissimilarity representation were proposed
[3,4,13], and we provide a short overview of them. It is worth to mention, in our
project we are interested in applying distance-based metrics as data is numeric.
In the full representation approach, a relatively small amount of objects from
the dataset forms a representation set used for comparing all the other data to
it. Each prototype forms a corresponding dimension that represents distances
from all data points to a prototype. This approach has major disadvantages in
the case if a dataset is small and some important prototypes can be missed [4].
Another approach is to use pairwise distances, where the dissimilarity repre-
sentation is restricted by a matrix of pair-wise dissimilarities. This approach
leads to a quadratic growth of space required for representation of the data.
Therefore, it is not suitable in the case of a large dataset that needs to be
processed as whole [15].
It is worth mentioning that in the modern Semi-Supervised learning, the major-
ity of the methods are oriented to dealing with vectorial space data, represented
by Euclidean distances between measurements [59]. However, in many cases,
data can be represented in a form of dissimilarities between measurements –
i.e, in bioinformatics, data mining, applied tasks of sociology. Proximity or
dissimilarity data may not only come from distance-based measurements and
does not need to always correspond to requirements of metric. It can be rep-
resented as Euclidean distance, Levenstein distance (known as the Word Edit
Distance) or even in a form of empirical results retrieved from questionnaires
or experiments [3].
Dissimilarity data representation in form of pairwise distances is an efficient
way to transform dataset in the following cases:
• Data mostly consists of repeated measurements. In this case, pairwise
dissimilarities for the majority of records in the dataset will be equal to
0. Therefore, sparse matrix data types can be used to efficiently handle
such data
• Data used for processing is limited in size. To represent N records in
the form of pairwise dissimilarities, we would need a matrix of size NxN .
Therefore, it is crucial to keep amounts of data that is being sent for
processing, as small as possible
• Data records are multi-dimensional. In this case, the transformation to
dissimilarity representation flats the dimensions keeping only a measure
of (dis-)similarity between objects
2.5.1 Overview of distance measures
Given X = (x1, ..., xN) ∈ RN×d, (xi ∈ Rd) and Y = (y1, ..., yN) ∈ RN
are sequences of measurements. The distance between two objects can be
calculated with using different families of distance functions. The most widely
used in Machine Learning [3] is the Lp group, or Minkowski family of distances
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uniting Euclidean, Minkowski, Cityblock, Chebyshev. This type of dissimilarity
measure is suitable for using with numerical data and satisfies properties of the
metric.
Euclidean distance measure represents shortest distance between two points in
L2 or Euclidean space:
DEUC =
(
n∑
i=1
|xi − yi|2)
) 1
2
(2.9)
Minkowski distance:
DMK =
(
n∑
i=1
|xi − yi|p
) 1
p
(2.10)
Another family is the Inner Product Family [13] with such measures as
Jaccard coefficient, Cosine similarity and others. This type of methods uses
vector inner product as a base for determining dissimilarity between two objects
represented by the vectors.
Jaccard coefficient:
DJAC =
∑n
i=1 xiyi∑n
i=1 x
2
i +
∑n
i=1 y
2
i −
∑n
i=1 xiyi
(2.11)
Cosine distance:
DCOS =
∑n
i=1 xiyi√∑n
i=1 x
2
i
√∑n
i=1 y
2
i
(2.12)
Choice of distance functions highly depends on the nature of data and
characteristics of the model [13]. For example, the choice is depending on the
fact either data is embeddable into Euclidean space or not. The edit distance
is used when dealing with Nature Language Processing or DNA sequences.
2.6 Relational Learning Vector Quantization
2.6.1 Dissimilarity data in LVQ
Employing a dissimilarity representation in various clustering and classification
methods was proposed by Pekalska and Duin in [14]. Researchers demonstrated
that a dissimilarity representation can be more efficient for using in classifica-
tion tasks comparing to the plain data. One of their next publication [15]
introduced a density-based classifier, in [16] they also proposed Monte-Carlo
simulation techniques for computing dissimilarities and classifying data.
Despite the fact that in the recent years data represented in the form of dissim-
ilarity reached different areas of Machine Learning, the LVQ-based algorithms
stayed aside the main trend as the core prototype-based techniques were mostly
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known as such that require an input data to be embeddable into Euclidean vec-
tor space [1,2]. At the same time, proximity or dissimilarity data may not only
come from distance-based measurements, and do not always correspond to re-
quirements of metric [6].
In general, data can be represented as Euclidean distance, Levenstein distance
(known as the Word edit distance) or even in a form of empirical results re-
trieved from questionnaires or experiments [3].
In [6] researchers extended Learning Vector Quantization Methods to use the
relational data such as embedded into a pseudo-Euclidean space. This find-
ing allows us to use (dis-)similarity representation of data for an extension of
prototype-based method built on the top of LVQ.
To prove the hypothesis, researchers refer to the pairwise dissimilarity repre-
sentation as dij = d(vi, vj), where dij is a measure of dissimilarity between
two objects vi and vj of a valid distance function. Pairwise dissimilarities to-
gether form data representation matrix D, with the following properties of its
elements:
• dij = dji
• dii = 0
Pseudo-euclidean space is a real vector space equipped with a bilinear form
< x, y >m,n= xtIm,ny where Im,n is a diagonal matrix consisting of m entries 1
and n entries of −1. The pair (m,n) is defined as the signature of the space.
Value n shows how much the standard Euclidean norm should be corrected by
negative eigenvalues in order to fit the given dissimilarity measure [6,7]. The
dataset is referred to as Euclidean only if n = 0.
Such embedding can be computed for matrix D by means of eigenvalue decom-
position of Gram matrix, computing vectors xi where dij = 〈xi− xj, xi− xj〉p,q
holds for every pair of points in data. Hence, it is possible to use LVQ methods
in pseudo-Euclidean space as it relies only on vector operations.
Explicit transferring into pseudo-Euclidean space creates a problem that out-
of-sample extensions of new data in form of dissimilarities cannot be computed
immediately. Here and after, we will follow the assumption proposed in [7] that
prototype positions can be restricted to linear combination of data points of
the form:
γj =
∑
i
αjix
i, such that
∑
i
αji = 1 (2.13)
where γj is a j-th prototype for given D.
Researchers explain their assumption by the fact that prototypes are placed
into representative points in the data space, therefore can be restricted to the
affine subspace spanned by the given data points.
Hence, the distance between a prototype and a given point or a prototype and
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another prototype can be computed basing only on the pairwise dissimilarity
matrix:
d(xi, αj) = [D · αj]i − 12 · α
t
jDαj (2.14)
where αj = (αj1, ..., αjn) is a vector of coefficients describing the prototype
implicitly. The details of the proof are described in [7]. This is the key obser-
vation that will be used in computing the cost function and update rules for
the Proximity data Semi-Supervised Learning Vector Quantization model.
2.6.2 RGLVQ with dissimilarity data
As it is shown in the previous section, there is no such requirement to D to be
embeddable into Euclidean space or satisfy metric conditions.
The method named RGLVQ proposed in [6] is a supervised clustering method
which originated relational extensions of GLVQ. Its update rules and methods
were taken as the basis for RPC-SSL [2], the method that we used in the
project:
Given the data xi ∈ RN : i = 1, ...,m, the prototypes are elements belonging to
the same space γj ∈ RN : j = 1, ..., k which decompose the data into receptive
fields
R(γj) = {xi : ∀k d(xi, γi) ≤ d(xi, γk)}
where d(xi, γi) = ||xi − γj||2 - squared Euclidean distance.
If labels for the data are known, each point in xi has a corresponding class
label y(xi) ∈ {1, ..., K} - the set of classes. Each prototype also has a fixed
prototype class label y(γj) from the same set of possible labels.
On the classification / clustering step, a data point from x is mapped to
the closest prototype. The corresponding error of this action is calculated as∑
j
∑
xi∈R(γj) δ(y(xi) 6= y(γj)), where δ is the delta function for mapping which
cannot be optimized explicitly due to vanishing gradients and discontinuities
[6]. In the LVQ2 case the optimization takes place by applying pushing and
pulling forces to the prototype positions, which is described by Kohohnen in
[9] as Hebbian and unti-Hebbian updates of prototypes.
In the RGLVQ we use the cost function defined in GLVQ [1] and extending it
as following:
EGLV Q =
∑
i
Φ
(
d(xi, γ+(xi))− d(xi, γ−(xi))
d(xi, γ+(xi)) + d(xi, γ−(xi))
)
(2.15)
where Φ is an undifferentiable monotonic function; γ+(xi) defines the closest
prototype to the point xi with the correct label - the same as the label of xi,
and γ−(xi) is referred to as the closest prototype equipped with a different
label.
According to the equation, a point from x contributes to the cost only if its
distance to the closest correctly labeled prototype is smaller than to the closest
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prototype that was labeled wrongly. From a general point of view, it pushes
the correct prototype closer to data and the wrong prototype is pushed away.
Expanding it to the terms of relational data (Eq. 2.14), the following cost
function was obtained for so-called Relational Prototype Classifier [6]:
ERPC =
∑
i
Φ
(
[D · γ+]i − 12 · (γ+)tDγ+ − [D · γ−]i + 12 · (γ−)tDγ−
[D · γ+]i − 12 · (γ+)tDγ+ + [D · γ−]i − 12 · (γ−)tDγ−
)
(2.16)
where γ+ is the closest correctly labeled prototype represented by the coeffi-
cients vector α+ and γ− is the closest prototype labeled differently represented
by the coefficients vector α−. D is the pairwise dissimilarity matrix.
A monotonic undifferentiable function is defined as Φ(x) = (1 + exp (−x))−1.
Learning is performed by means of a stochastic gradient descent. Prototypes
firstly are initialized randomly, representing the data point of x in a random or-
der. Update rules for closest correctly and wrongly labeled prototypes therefore
derived as:
∆α+k = −Φ
′(µ(xi)) · µ+(xi) · ∂([Dα
+]i − 12 · (α+)tDα+)
∂α+k
(2.17)
∆α−k = −Φ
′(µ(xi)) · µ−(xi) · ∂([Dα
−]i − 12 · (α−)tDα−)
∂α−k
(2.18)
µ(xi) = d(x
i, γ+)− d(xi, γ−)
d(xi, γ+) + d(xi, γ−)
(2.19)
µ+(xi) = 2 · d(x
i, γ−)
(d(xi, γ+) + d(xi, γ−))2
(2.20)
µ−(xi) = 2 · d(x
i, γ+)
(d(xi, γ+) + d(xi, γ−))2
(2.21)
The partial derivative can be expanded as:
∂([Dαj]i − 12 · αtjDαj)
∂αjk
= dik −
∑
l
dlkαjl (2.22)
After performing an adaptation step, the coefficients vector α is normalized to
satisfy the condition ∑i αji = 1.
To compute clustering for previously unseen data point (or so-called out-of-
sample extension of the dataset), we can use existing prototypes and map the
point to the one having the smallest dissimilarity with this point:
d(xi, γj) = D(xi)t · αj − 12 · α
t
j ·Dαj (2.23)
where x is the out-of-sample point, γj – a prototype, and D(x) – a pairwise
dissimilarity matrix of the seen data extended with the unseen point of interest.
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The extension mechanism will be described later in the "Algorithm" section.
For the RPC classifier which is also being the classifier of the RGLVQ method,
the authors confirmed the overall performance on several known datasets (The
Copenhagen Chromosomes data [28], Amazon47, Aural-Sonar, Face Recogni-
tion [29]) as comparable to the SVM method [6].
2.7 Semi-supervised prediction with RPC
The method was originally described in [2] and is based on estimating the pre-
diction region containing possible cluster labels assignment for a data point
and further seeks the best fit of the label to the data.
The training dataset is referred to as T1, where the pair of a data point and
its corresponding label is T1i = (xi, li) ∈ Z = V ×L. The data point with an
unknown label is denoted as xN+1.
The method computes the conformal prediction for given training data (T1i)i =
1, ..., N and the observed point xN+1 and results in finding for a chosen error
rate  the (1− )-prediction region Γ(T11, ..., T1N , xN+1) ⊆ L which contains
label assignments for data points in Γ ensuring the error rate not higher than
. The prediction region Γ is computed as follows:
Given the fixed nonconformity measure A, the significance level , data points
T11, ..., T1N , the observed data point xN+1 with unknown label, and a label l
from the label set. The goal is to find whether Γ(T11, ..., T1N , xN+1) contains
l or not:
Set:
T1N+1 = (xN+1, l)
for each i = (1, ..., N + 1) compute:
µi = A({T11, ..., T1N+1} \ {T1i}, T1i)
Set:
rl =
|{i = 1, ..., N + 1 | µi ≥ µN+1}|
N + 1
Include l to Γ only if rl > .
In the case of the Relational Prototype Classifier, the nonconformity measure
A can be computed as follows:
µi =
d+(T1i)
d−(T1i)
(2.24)
where d+(T1i) is the distance between T1i and the closest prototype labeled
l and d−(T1i) is the distance between T1i and the closest prototype labeled
differently.
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The heuristic approach to using Γ(T11, ..., T1N , xN+1) for predicting clusters
of data is based on the underlying meaning of the nonconformity measure A.
If the error rate value  is close to 0, it means the conformal prediction can be
done with no errors. Hence, the only possible case is when the prediction region
Γ(T11, ..., T1N , xN+1) contains all the possible labels. When raising value of ,
the conformal prediction increases its information content and excludes labels
that unlikely to fit to the data [2] – all that correspond to rl being less or equal
to . For them there will be only a few points T1i in the dataset T1 that can
be as non-conformal as T1N+1 = (xN+1, l) which indicates that the point of
interest T1N+1 does not belong to the distribution of the region represented by
label l.
The fitting process of this method is performed as trading between the error
rate and the information content. The goal is to find nonconformities con-
taining only one label which would mean a good degree of separation between
clusters represented by labels.
Given an input label li, we compute the following error rates:
• i1 – the r-value of the best fitting label.
• i2 – the r-value of the second best fitting label.
For both error rates |Γ(D, xi)| = 1 must be satisfied. In practice it means, we
aim at finding the smallest possible i1 and the largest possible i2 to ensure the
clear border between the best fitting class and others.
Researchers propose two convenient metrics based on the error rates to be
employed in the model:
credibility : i2 = ry1st
This measure estimates how good is the fit of the best label to data while not
being an outlier.
confidence : 1− i1 = 1− ry2nd
Confidence reflects how far the second best label and all the others are from
the best fitting one.
After introducing these two metrics, it becomes possible to build a model for
fitting the error rates and clustering the data.
2.8 Clustering quality estimation
After training the model and generating labels for unlabeled points, the ques-
tion of verifying the quality of clustering has to be addressed. The main chal-
lenge is that the model does not have the ground truth information about the
labels generated. The possible way of measuring how accurate was clustering
is to use methods that apply the model itself to checking how good the new
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clustering fits the data. We reviewed an existing publication on available in-
dexes for estimating clustering quality.
Silhouette index [33] is referred to as s(i) and calculated as follows:
s(i) = b(i)− a(i)
max(b(i), a(i))
where a(i) corresponds to the average dissimilarity between the point i and
all the other points belonging to the same cluster as i. b(i) is the minimal
average dissimilarity between the point i and other points belonging to other
clusters than i. Silhouette index values fall in a range [−1; +1], where a higher
value represents a better cluster fit to data.
C-index [34] is defined as:
Ci =
(
dw −min(dw)
max(dw)−min(dw)
)
where dw represents the sum of all pairwise distances between points belong-
ing to the same cluster, the number of such points is defined as n. max(dw)
is the sum of n largest pairwise distances among all points in the dataset.
min(dw) is the sum of n smallest pairwise distances.
CH (Calinski) index [35]:
CH(k) = B/(k − 1)
W/(n− k)
where B defines the between cluster sum of squares, and W - the within-
cluster sum of squares. k is the number of clusters, n - the number of points
in the data.
Dunn’s validity index [36] is the metrics that explains how compact and
well-separated a set of clusters is:
D = min1≤i≤k
(
mini+1≤j≤k
(
dist(ci, cj)
max1≤l≤kdiam(cl)
))
where dist(ci, cj) is the distance function between two clusters ci and cj
defined as dist(ci, cj) = minxi∈ci, xj∈cjd(xi, xy)
diam(cl) is referred to as: maxxl1 ,xl2∈cl(xl1 , xl2)
Various studies of the efficiency of described indexes were conducted [37,
38, 39]. In [37], researchers pointed out that CH-index provides the best results
in the case of existence of equal sized groups of data. According to [38], the
Silhouette index achieves relatively good performance when data is noisy or
contains outliers comparing to other measurements. Dunn’s validity index was
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eliminated due to high computation loads in case of applying to the stream,
and in [37] C-index failed to identify noisy clusters showing not satisfiable per-
formance.
According to the review results, the Silhouette index was selected as the main
clustering quality criteria to be used with the model.
Chapter 3
Data origins and processing
3.1 CIVIS project and the Green Campus Ini-
tiative
Originally, the sensor data setup and the data collection back-end were devel-
oped for the CIVIS [18] (Cities as Drivers of Social change) project involving
10 universities:
• Associazione Trento RISE
• Aalto university, Finland
• Imperial College London, UK
• ENEL Foundation, Italy
• Instituto Superior Tecnico, Portugal
• Karlsruhe Institute of Technology, Germany
• Kungliga Tekniska Hogskolan, Sweden
• Santer Reply SpA Italy
• Nederlandse Organisatie voor toegepast Natuurwetenschappelijkonder-
zoek, Netherlands
• Delft University of Technology, Netherlands
The goal of the project is to get the fusion of social aspects united with tech-
nology innovations. In this case, the drivers of innovations are smart grids [26]
– electricity grids designed to provide the utility companies with full visibility
of energy flows and consumption on each stage, from the producer to the end
user. The grids have to become a part of social and cultural layers and need
to be viewed as complex socio-techno-economics system with corresponding
decision-making layers [18].
One of the CIVIS project objectives is to get an understanding of energy
consumption patterns and efficiency for small city units, such as campuses,
technoparks, production areas [18].
The Otaniemi campus was selected as one of the units. Under the supervi-
sion of the "Technical Research Centre of Finland" (VTT) the project "Green
Campus" aims at increasing an energy efficiency of campus buildings through
34
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building the innovative energy management and control system. It is expected
to decrease the overall consumption by 15 % by 2030. To achieve this goal,
VTT collaborated with K-MEG (South Korea), Korea Electronics Technology
Institute and Samsung Corporation in a joint effort for providing advanced
monitoring of the energy consumption [19]. In 2013, among the others 160
intelligent sensors were installed in within one of the Aalto University facilities
located at Otakaari 4, Espoo [17] (see Fig. 3.1, Fig. 3.2).
Figure 3.1: The building of Otakaari, 4 on the map taken from the Google
Maps service
Figure 3.2: The building of Otakaari 4, the front view taken by Google Maps
service
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3.2 Data retrieving and processing
The rooms of the building have different patterns of energy consumption and
environment conditions as they are being used for teaching (lecture halls, rooms
and computer laboratories), research, administrative tasks, storage.
Sensors were constructed and shipped by the Korean company "MAXFOR".
Installed sensors are located at the same distance from the floor (1.0-1.25 m),
and cover about 10-15 m2 of room area (Fig. 3.3). Each of the sensors commu-
nicates to the main hub through the Wi-Fi, rooms use shared hubs.
Figure 3.3: The pair of sensors pinned to the wall submits environment param-
eters to API. Photo taken from [18]
4 parameters are being recorded by sensors:
• temperature (Celsius degrees)
• relative humidity (percentage)
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• CO2 concentration (percentage)
• lightness (lux)
Data records are transmitted to hubs once a change in parameter is detected,
and then sent to the remote Data Processing System managed by KETI.
Records can be retrieved through the API in a format of comma-separated
values from each of 160 sensors.
Chapter 4
Algorithms and methods
In this chapter, we describe all methods and techniques that we used to solve
the semi-supervised anomaly detection on time-series data. In the previous
part, the most important concepts and approaches used for building the final
algorithm were reviewed.
4.1 Approach overview
The general approach to solving the problem is built around the semi-
supervised model that receives a labeled dataset from the Expert. The model
combines it with unlabeled data from sensors and produces a classification label
for a data record.
• Each parameter is being treated separately. In a chain of consecutive
periodic API calls the data is pulled from the API. Each data record
represents 3 independent parameters (Temperature, CO2, humidity), all
records accumulated into 3 corresponding vectors of the length L.
• Accumulated trinity vectors Vacc are separately transformed with a rolling
window technique [31] and normalized.
• The dissimilarity representation is found with respect to all the data
used in model training.
• We assume, priorly to start of training, the labeled dataset T1 is
provided by a qualified analyst who sets labels for important data points
(markers) which represent both anomalies and points belonging to the
trivial flow.
• The training data with known labels (denoted as T1) and a new data
(T2) is being fed to the model for each parameter separately, where the
clustering is taking place.
• Output label for each point in T2 is produced. The new data and labels
are appended to the T2daily dataset.
• Points which labels correspond to anomalies are detected. For each pa-
rameter, outliers are processed separately, the majority vote principle
based on the anomaly severity is applied to determine whether the as-
sembled 3-parameters data point is considered as an outlier.
38
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• The nightly iteration of the SSL-RPC training utilizes labeled data T1
and unlabeled dataset T2daily containing all data points collected during
last 24 hours.
• Points tagged as anomalies by the night run are reported to the Expert
who reviews them. If the Expert corrects a label for any of such points,
it is added to T1 as a labeled point.
While the main data stream is being constantly processed, every night the
model generates the assembled prediction outliers on the full set of the daily
data. This is done in order to make the model evolving under changing cir-
cumstances basing on the labels and decisions made by the Expert.
The generalized architecture of the approach is shown in Figure 4.1.
Figure 4.1: The clustering workflow at the full scale – from getting the data to
updating the model
The implementation. For implementing the described approach, Python
programming language was selected. The selection was made basing on its
functionality and features making this language one of the standard choices for
data processing and analysis tasks. Also, it has a broad selection of libraries
suitable for Machine Learning. The valid training data was stored in a Mongo
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DB instance. For retrieving the records from the API we used json library
of Python. Mathematical operations were supported by NumPy and SciPy
[30]. The DB access is organized with using of SQLAlchemy.
4.2 Data preprocessing
Data retrieving is being done in small batches occurring regularly within the
predefined interval of time. In the project scope, we are mainly interested in
3 main environmental parameters – temperature, CO2 concentration and hu-
midity which are queried by API via a JSON request, i.e.:
http://121.78.237.162:8000/otakaari4?start=2014/08/25-01:00:00&end=2014/08/29-
01:00:00&number=4201&type=co2&token=aaltootakaari4
The following request gets all CO2 measurements for room 4201 between 01:00
AM 25 Aug 2014 and 01:00 AM 29 Aug 2014.
Output example of the executed API command:
vtt_otaakari4_co2_4201 1408943161 3555 host=keti3 nodeid=4201 vtt_otaakari4_-
co2_4201 1408943445 3555 host=keti3 nodeid=4201 ...
where "3555" is current CO2 value, and 10-digits number (i.e. 1408943161)
is a timestamp of the measurement recorded by a sensor
We parse each line to extract the information from data:
• parameter name (CO2 concentration, temperature or humidity)
• room number
• value
The API was designed by KETI specialists to generate a data point only in the
case when a parameter value was changed.
Regular sampling is required as the data preparation step in order to nor-
malize points distribution over the timeline. We transform the data to achieve
a stable frequency Θ. In our case Θ = 30 sec is the interval between neigh-
bor data points. Therefore, one minute of observation corresponds to 3 data
records – for 0 second, 30-th second and 60-th second. If there was no change,
the previous value gets replicated to the next point which is 30 seconds further
in time. In this setting, we transform time-series to the regularly sampled form
as we aim at reducing amounts of information that have to be stored alongside
with the main observation data. Another positive outcome of applying regular
sampling to the data is avoiding values that sensor can produce when a mea-
sured parameter is placed on the edge of two consecutive minimal observation
values which causes API to start reporting a parameter change on each tran-
sition between these values. This situation may lead to generating hundreds
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of almost equal measurements registered by a sensor and affecting the model
learning set.
The selection Θ = 30 sec as the sampling frequency parameter was done naively
with respect to the expected use cases of the system which do not require more
frequent updates of parameter values. Also, this very basic technique allows to
make the data trend smoother and avoiding raising an alarm on instant outliers
that are rarely spotted on the trend in the long run.
Forming input data vectors. The approach to utilizing time-series data
is based on the aims and goals of the thesis. As it was previously stated, the
data classification in the framework occurs in two stages. The first stage, "fast
classification" is done as soon as possible in order to verify whether or not is
the recently arrived label an outlier. The second stage, "nightly classification"
operates with all the data gathered within 24 hours.
Our approach to the data representation task is based on the idea of decom-
posing a time-dependent stream data of an infinite length into small fractions
of the maximal length lmax which are treated as a single lmax-dimensional data
record. It allows us to use the proposed SSL-RPC classifier operating with
clusters of independent time-series of maximal length lmax.
Depending on the records sampling frequency Θ, the data vector L contains as
many data points as it is required by the limit response time T parameter. If
T = 0, the model must be working in a real-time, however, it is not the exact
use case for the project’s model. Minimal model-compatible value T = Θ ∗ Sr,
where Sr is the size of the rolling window (see the next point).
Rolling window technique [31] is applied to data points collected in L before
submitting it to the model input as T2. This is a basic technique in time-series
analysis that allows to make peaks smoother and, therefore, avoid false positive
outlier detection. Using the rolling window technique, the time-series informa-
tion about preceding and succeeding data points is recorded in order to form
an independent time-series mentioned in the previous item.
Let {yi} with i = 1, ..., N be a sampled time-series data of the length N . Then
W is an integer defining a size of the window such that 0 < W ≤ N and ∀k
indexes of data points in {y} where W ≤ k ≤ N . Then a new corresponding
data point after applying window is y′k = {yk−W , yk−W+1, ..., yk}.
The window size W = 3 was selected. The decision was made according to
requirements of space, performance and data visualization possibility.
Normalization is taking a place at the next step of the input data prepro-
cessing and aims at meeting the requirements for the input data that is fed to
the Stochastic Gradient Descent outlined by LeCun et al. in [32]. Researchers
suggest to remove an average of each of the input variables and normalize their
variances. Therefore, for each parameter we subtracted the parameter mean µ
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and divided the result by the standard deviation σ:
x
′ = x − µ
σ
The resulting data is known as such that grants better gradient descent per-
formance and convergence rates [32].
The resulting data is transformed to the form of the pairwise dissimilarity
using one of existing valid distance functions – in our case, Euclidean distance
[8]. The Euclidean measure was selected as one recommended by RPC method
authors [2,6]. However, they mention that non-Euclidean distance functions
can also be applicable to the classifier which opens a space for performing a
research which is being out of the scope of this project.
4.3 Model and training
The model for clustering data contains two main modules – the RPC classifier
[2] and the Conformal Prediction algorithm [6].
RPC classfier is based on the approach described in the 2. It operates with
the dataset denoted as T1 – the labeled dataset which serves as the training
base for the RPC. The algorithm updates the prototypes positions in order to
fit them to the current data and achieve the most accurate representation in
terms of the cost function minimization.
RPC optimization is done using the Stochastic Gradient Descent method. In
our implementation the original RPC update rules were transformed to the
following form:
∆γ+k = −Φ
′(µ(vi)) · µ+(vi) · ∂([Dγ
+]i − 12 · (γ+)tDγ+)
∂γ+k
· 1
λ
(4.1)
∆γ−k = −Φ
′(µ(vi)) · µ−(vi) · ∂([Dγ
−]i − 12 · (γ−)tDγ−)
∂γ−k
· 1
λ
(4.2)
where 0 < 1
λ
< 1 is a regularization coefficient introduced in order to achieve
a better convergence of the update steps. As we found out when performing
visualized experiments, the original update rules lead to gradient descent steps
which miss the global minimum areas and never converge. We applied a basic
regularization technique to the gradient descent steps and reported a change
of model performance in the next section. The exact values of λ might depend
on the data nature and need to be investigated. Further, we perform empirical
research on the model behavior under different λ values in order to find optimal
limits for solving the project’s task.
Semi-supervised Learning using RPC: Conformal prediction
In the chapter 2.8 we sketched the Semi-supervised extension of RPC. It is
CHAPTER 4. ALGORITHMS AND METHODS 43
based on forming a low-credibility region Γ and examining points from the
unlabeled dataset T2 through credibility and confidence parameters to find
out whether the point belongs to Γ or not. The practical application of the
method includes some additional comments and assumptions.
The key feature of the SSL-RPC approach is the automatic adaptation of the
model complexity and the number of prototypes used for representing the data.
Initially, we use labeled set T1 for the preliminary model training. T2 is used for
verifying the quality of clustering after each iteration of the full RPC classifer
update. Firstly, we compute credibility and confidence for each data point in
T1 to form the set β corresponding to the Γ region from the chapter 2.8. To
recall, the low confidence for the point from T2 is defined as (1− i1) ≤ (1− 1L),
low credibility: i2 ≤ 1L , where L is the length of the dataset referred to as T1.
In [2] researchers define the universal rule for adding points to β:
β =
{
vi ∈ T2 : (1− i1) ≤ (1−
1
L
) ∨ i2 ≤
1
L
}
(4.3)
The size of the β region also works as stopping criterion for the prototype
fitting algorithm. The researchers emphasize that the size is not supposed to
be equal to 0 in order to confirm a good fit of the clustering. Vice versa, empty
β indicates too dense clustering [2]. In the experiments on the simulated data
it was found that optimal size of β is θ = 5 points, therefore the convergence
criterion for the algorithm we use is θ : |β| ≤ 5
4.3.1 Classification algorithm: RPC + SSL
The Semi-Supervised RPC training algorithm can be represented in the pseu-
docode (see Alg. 1).
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Algorithm 1 The model main algorithm: Semi-supervised RPC
1: Beta := ∅
2: Initialize prototypes W
3: W ← TrainRPC on T1 from current W
4: Wbest← W
5: NewLabels← Conformal prediction T2 with prototypes W
6: NewLabelsBest ← NewLabels
7: Beta← points from the region of uncertainty in T2
8: while |Beta| ≥ θ or max-iter-count ≤ 50 do
9: for each cluster within Beta do
10: Beta_unc← generate new prototype vector(s) from Beta
11: W ← W ∪ Beta_unc
12: end for
13: W ← TrainRPC on T1 from current W
14: NewLabels← Conformal prediction T2 with prototypes W
15: S_index← calculate Silhouette index for NewLabels
16: if S_index ≥ S_index_best then
17: NewLabelsBest ← NewLabels
18: Wbest← W
19: S_index_best← S_index
20: end if
21: end while
22: Return Wbest, NewLabelsBest
This algorithm unites the principles and approaches explained in the previ-
ous chapters. After the first run of the RPC classifier and Conformal prediction
(steps 1-6), the model forms the first set of labels denoted as NewLabels for T2
and the first iteration of the prototypes W , which initial values were updated
in order to achieve a better data fit.
From this point, the model starts fitting prototypes to the data using the set
β consisting of T2 points with low confidence/credibility (step 6). In this loop,
the model is trying to create new prototypes from β fitting to low-confidence
data. It leads to more accurate classification results for unlabeled set T2. The
data fit is measured by the Silhouette index [33] – the prototype configuration
fitting both T1 and T2 the best is stored.
As the loop exit criterion, the size of the region β is used. When it falls below
the threshold Θ, the model reached its training limit with current data, and
there is no feasibility in creating new prototypes from β. Another possible exit
criterion is the fixed number of iterations. We use max-iter-count ≤ 50 which
can be tuned according to the model needs and time restrictions.
It has to be kept in mind that each iteration performs Conformal Prediction
with creating new prototypes from the low-confidence data. Therefore, if after
N iterations the size of β is not decreasing it might be an indicator of insep-
arable clusters. Also, each new iteration of the loop increases computational
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load as more and more prototypes are spawned to the data space.
4.3.2 RPC algorithm in details
The general RPC training procedure is very similar to one described in the
literature [2,6] and in the previous chapters. Its pseudocode used in the thesis
implementation is referred to as Algorithm 2:
Algorithm 2 Relational prototype classification step (RPC) in details
1: Given D,W . D – T1 pairwise distances ma-
trix
W – initial prototype
2: maxiter ← 50
3: while iter < maxiter do
4: for each row in D do . each row represents all dissim-
ilarities of one point in T1
5: γ+ ← the closest prototype with the same label
6: γ− ← the closest prototype with a different label
7: Find ∇(γ+)
8: Find ∇(γ−)
9: W (γ+)← W (γ+) +∇(γ+) · λ . Update corresponding to γ+
prototype vector
10: W (γ−)← W (γ−) +∇(γ−) · λ . Update corresponding to γ−
prototype vector
11: end for
12: Calculate the Cost function E
13: if E < E_best then
14: E_best← E
15: W_best← W
16: else
17: if E − E_best > ρ then . ρ is a maximal allowed conver-
gence threshold
18: W ← W_best
19: break
20: end if
21: end if
22: end while
23: Return W
The algorithm implements the RPC classifier described in previous chapters,
and practically performs a limited number of full stochastic gradient descent
iterations, updating prototypes in W in order to achieve the best possible fit
to the data T1 represented in the form of dissimilarities. The convergence is
reported when the cost function E starts to diverge and does not improve the
overall result fit anymore.
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In [2], the RPC convergence criterion is proposed as E−Ebest > 0, which means,
the algorithm breaks at the first iteration when the cost function starts growing.
However, according to [1,6,7], one of the LVQ algorithm drawbacks is the fact
that it can possibly get stuck in the local minima after updating the prototypes.
We assumed if we use some small positive threshold ρ instead of zero, the
model can continue descent after reaching the local minima. Therefore, we set
the stopping criterion as E − Ebest > ρ, where 0 < ρ < 1.
4.3.3 New prototype creation algorithm
On the each iteration after forming the set β, we are interested in improving
the clustering fit by creating a new prototype fitting β and decreasing its size.
The researchers in [2] do not provide sufficient details on how to generate a
new prototype. Therefore, this procedure was developed and tested within out
project (steps 9-12 of the Algorithm 1).
First of all, we know from [2] that the new prototype "is set to the representative
data point (median) in β". It is labeled with the same label as the nearest
neighbor from T1.
The general procedure of getting new prototypes out from β and adding them
to the main prototype set γ used for training and fitting the model is described
in the pseudocode Algorithm 3:
Algorithm 3 New prototypes handling procedure
1: β ← T2 points of low confidence / credibility
2: Find NN-clusters within β
3: for each cluster βi in β do
4: for each coordinate of data points in βi do
5: Find the median point position
6: end for
7: Form Sr coordinate-wise binary prototype vectors γβn
i
8: for each prototype vector in W do
9: Extend W with |γnβi|-zeros: W ← W ∪ [0, .., 0]
10: end for
11: for each prototype vector γnβi do
12: Assign the label of the βimedian ’s NN from T1
13: Extend γnβi with |T1|-zeros: γnβi ← [0, .., 0] ∪ γnβi
14: Append γnβi to the main prototype set W : W ← W ∪ γnβi
15: end for
16: Append points from βi to T1
17: end for
1. The preliminary step is to determine how many prototypes does β con-
tain (step 2 of Alg. 3). We aim at minimizing the number of prototypes
to avoid overfitting the model, so the least number possible is equal to
the number of unique clusters within β. In order to solve the clustering
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task and minimize the computational complexity we can use existing pro-
totypes positions. The algorithm finds the nearest neighbor of each point
β in the set formed of points that represent the corresponding prototype
cluster in space. Basing on the definition [2] of W , we can calculate the
position of i-th prototype as a dot product of each of prototypes and the
data in T1:
posi = Wi · T1
The vector Ppos of prototype positions is formed and labels of correspond-
ing prototypes are assigned to their positions in Ppos.
Finally, the nearest neighbors for each point in β are found from Ppos and
the corresponding label is assigned to the point in β. The final number
of clusters in β denoted as i, is equal to the number of unique labels of
β-points. Therefore, each of the clusters is denoted as βi.
All the following steps (2-6) are performed for each of βi clusters sepa-
rately.
2. Find the median point in βi.
Assume, we have a list of data records denoted as βi. Finding the me-
dian in the case when each single point in βi is having a data record of
length one is an ordinary task. Nevertheless, in our case, each record is
represented as a 1 × Sr data vector, where Sr corresponds to the length
of rolling window. The question is how to find a median for 1 × Sr-
dimensional data record, and then use this information for creating a
prototype having dimensions 1×N , where N stands for the length of βi.
The possible solution is to create a new prototype for all of Sr coordi-
nates of all β points, assigning it to a corresponding point from the vector
containing Sr-th coordinate’s records of each of N points from βi:
[β1i = β1i1 ,β
1
i2 ,β
1
i3 , ..,β
1
iN
]
[β1i = β2i1 ,β
2
i2 ,β
2
i3 , ..,β
2
iN
]
...
[βSri = βSri1 ,β
Sr
i2 ,β
Sr
i3 , ..,β
Sr
iN
]
Now the task is to find a median point in each of Sr-βSri vectors. Ac-
cording to the median definition, we sort all numbers in ascending orders
and store the index of the one in the middle, if the number of elements
is even. Otherwise, we examine two elements placed in the center and
check which of them is closer to the real median of βi computed by the
NumPy.median function.
3. Create new prototypes γβi representing the data points from βi
At this step we need to find a prototype fitting to points from βi. Pre-
viously, we found the indexes of median data points in each of βSri coor-
dinate vectors, where Sr is the length of the rolling window. Therefore,
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we can create Sr prototype vectors each of them can be represented as a
vector of the length (|βSri | − 1)-zeros and the digit 1 placed in the posi-
tion of the index corresponding to the index of the median point in βSri
for each Sr selected for representing it, i.e.: γβSri = [0, 0, .., 0, 1, 0, .., 0, 0].
This is done in order to assign the prototype to the median point and
make sure that the requirement to a prototype ∑k γβSrik = 1, where γβSrik
is the k-th element of the prototype vector γβni , is satisfied.
As the outcome of this step, we form the set of Sr binary vectors γβSri ,
and the data record for the median point which contains median points
of each of Sr dimensions of data records in βi:
βimedian = (β1imedian ,β
2
imedian
, ..,βSrimedian)
4. Assign the label to Sr new prototypes γβSri and points in βi.
This label corresponds to the βimedian nearest neighbor point’s label from
T1, denoted as lγβi . All points in current βi will receive this value.
All newly created prototypes γβSri also receive the same label lγβi
5. Extend existing prototype vectors W
Assume, we recently added N points to T1 and appended new prototype
vectors γβSri . However, any of previously existing k prototype vectors
denoted as W k has dimensions 1× |T1|, while the new γβSri are as large
as 1× |T1|+ |βi|.
Since existing prototypes W are the linear combination of the all T1
points, we need to extend each of old prototype vectors W i by N = |βi|
records. To satisfy the requirement ∑k wik = 1 and not break current
prototype-data fit, we extend each W i vector with N zeros appended to
the end of the vector.
6. Add the new prototype formed from βi (step 2) to W .
Each of Sr new prototypes γβSri needs to be appended toW . The horizon-
tal dimension of W is equal to |T1|+ |βi|, while the length of γβSri = |βi|.
To make appending possible, we need to extend γβSri with |T1|-zeros from
the left, and after that to append the new prototype to W .
7. Append points from βi to T1.
This step is required since at this stage the model already determined
the labels for the points and now is aimed at finding the best prototype
representation of T1 ∨ T2. In the next iteration some of the points added
in this step may again appear in βi and potentially get different label.
We assume N points are added to the end of the data vector T1.
Their labels are added to the vector Y containing label assignments for
T1 data points. It is important to note that points from T2 are labeled
and added to T1 temporarily, within the current iteration scope.
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For example, the prototype matrix W after performing the step 7 might
have the following look:
W =
[ 0.1 0.2 0.5 0.2 0 0
0.7 0.1 0.1 0.1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
]
where W 3,W 4 are the newly added prototype vectors, the length |β| = 2, and
as the median point corresponds to (β11 , β22).
4.3.4 Initialization of prototypes
Initialization of prototypes is proposed to perform as a random procedure
[1,2,6]. However, we noted that the developed SSL algorithm for RPC clas-
sifier is relying on initial assumptions about prototypes. On the steps 5 and
14 we perform so-called Conformal prediction, which forms the region β of
points with uncertain assignments. In the case, the initial labels are wrong (i.e.
randomly initialized prototypes were placed quite close in space with different
labels assigned) the algorithm’s performance might be affected by fitting the
initially wrong prototype positions to data.
To improve the initial prototype knowledge, we decided to experiment with a
semi-random or warm-start initialization. We create N prototypes as vectors
of the length l = |T1| composed of (l− 1)-zeros and the digit 1 in the position
of the corresponding point.
The warm-start still allows the algorithm to correct position of prototypes in
further iterations relying on more accurate initial labeling.
Number of prototypes on the initialization
Since we experiment with the warm-start prototype initialization, a number of
prototypes on the start might affect the accuracy of the model. It is a rela-
tively cheap procedure, as in the each next iteration we will generate at least as
many as Sr-prototypes out of β. Therefore, it seems more beneficial to provide
prototypes set better fitting the data in T1 from the initialization step.
The prototype generation techniques can depend on:
• data distribution – create more prototypes for dense areas in dataset
• initial number of clusters – given that we know the initial number of
classes and relative distribution points over them. In this case, it is
possible to create more prototypes for larger clusters in order to represent
them more precisely
• employ information extracted from previous runs – as we always keep
the recent history of measurements and assigned labels, it is also possible
to automatically tune number of prototypes basing on the data of past
executions
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4.4 Algorithm computational complexity
The complexity of the Semi-Supervised Relational Prototype Classification is
proven [2] to scale quadratically in complexity O(N2) in the number of training
examples and linearly O(N) in sizes of prototypes.
At the same time kernel approaches such as RBF scale as O(N3), as well as
non-enhanced S3VM – Semi-Supervised Support Vector Machines [40]. Which
makes the SSL-RPC a reasonably good alternative in terms of running times
and efficiency of computations.
4.5 Anomaly detection
Anomaly detection is based on the output generated by the SSL-RPC model.
This procedure occurs in two stages – firstly the model detects outliers on
each data vector L received for the input. The size of L is relatively small,
predictions generated are local, light-weight in terms of computational power.
However, they do not correspond to the whole picture. The second iteration
happens every night when the daily data is analyzed, outliers are reported to
the analyst who applies corrections to T1 if it is necessary.
The anomaly detection model has to be able to recognize 5 general clusters of
data and produce numeric labels for parameters ltemp, lCO2 , lhum ∈ (1, 2, 3, 4, 5).
We propose the following classification:
1. Significant anomaly under the expected norm. This cluster represents
the anomalies carrying a strong evidence of a deviation from the main
data flow. In the target system perspective, this category represents the
values that are definitely being anomalous and must be reported straight
after finding them.
2. Medium anomaly under the expected norm. The cluster incorporates
values that lay under the expected norm, however, still can be classified
as non-harmful to neither a human health or the room’s equipment. This
is the transitional class which might show either a subnormal behavior of
the system or be just a deviation from the norm that does not need to
be reported as an anomaly.
3. Expected norm. Represents the widest cluster within the data. Most of
the records belong to this category and are handled as a non-anomalous
data with the highest level confidence.
4. Medium anomaly above the expected norm. Has the same severity as the
Medium anomaly under the expected norm.
5. Significant anomaly above the expected norm. Has the same severity as
the Significant anomaly under the expected norm.
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This general classification is applied "as-is" to the Temperature data which is
required to be within the corridor of the comfortable environment. Significant
deviation from it may lead to too cold or too hot rooms.
In the case of measuring CO2, the classes denoted as 1 and 2 are eliminated
from the process. CO2 concentrations being under the average are not affect-
ing human performance in any way.
Humidity parameter follows the same anomaly detection rules as the Tem-
perature. Either very humid or dry conditions may lead to establishing a
non-comfort and unacceptable environment inside the building rooms.
The following classification rules were established to detect whether the data is
anomalous with high confidence (corresponding to classes 1 and 5 from the
SLL-RPC output), low confidence (classes 2,4) or normal (class 3).
Multi-parameter anomaly detection
As stated before, the developed model operates with 3 different environment
parameters – temperature, CO2 and humidity. The outputs ltemp, lco2, lhum of
each parameter need to be combined with others. The resulting binary label
lfinal ∈ (0, 1) triggers the system anomaly signal and sends the data to the ven-
tilation controlling systems which can perform an action in order to improve
the situation (the corrective action system development is beyond the current
project’s topic).
The label lfinal ∈ (0, 1) is generated by the anomaly detection procedure based
on the confidence determined for each of parameters in the previous steps.
Simple rules were taken in use:
• If there was detected any of high confidence labels: ltemp|hum ∈ (1, 5) or
lCO2 = 5, the system anomaly is detected: lfinal ← 1
• If there was detected one or more of high confidence labels: ltemp|hum ∈
(2, 4) or lCO2 = 4, the majority vote principle is applied to the labels
ltemp, lco2, lhum. Two or more low confident labels lead to lfinal ← 1. If
there is only one low confident label and two other are being within the
normal limits, lfinal ← 0
• If all labels are located within normal limits ltemp, lCO2 , lhum = 3, then
lfinal ← 0
All low confidence reported during the daily execution can also be logged in
the special report that can be further analyzed.
Human teacher supervision of the model
The model is constantly supervised by an analyst who checks the results of
the anomaly detection and can edit labels generated for data points. During
this procedure the Expert modifies an entry in the Main Database and applies
the human set label to it. Improvements made by the human allow making
classification results more solid and reliable.
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4.6 Storing data and updating it from newest
observation
The dataset denoted as T1 is stored in the Main Database in the form of:
• Observation date and time (in the format of dd-mm-yyyy)
• Parameter name
• Value
• Label
We developed the ensemble technique for keeping the dataset of reasonable size
and ensuring that new observations are handled with more importance than
old ones.
Therefore, made of sliding window approach [41] united with the modified
version of the forgetting factor approach [42]. A sliding window of size T corre-
sponds to a constant interval of time for which we keep the records in the DB.
It can be defined in values of hours, days or months depending on the system
needs. All values which are older than T are dropped.
Chapter 5
Experiments and results
The goal of this section is to represent the achieved results and describe the
experiments performed in model training and anomaly detection.
We aim at providing a broad overview of the model nature since, in our opinion,
it was not widely explored in a known literature. Therefore, we use three main
dataset classes in experiments. The first one named the synthetic or toy data
representing a number of known artificial datasets (such as Gaussians) aimed
to better demonstrate generalization and prediction properties of the model.
The third class unites the datasets often used by researchers who develop SSL
algorithms. We will use UCI datasets to compare results produced by our model
to the original RPC results. The third class represents a real data received from
the sensors over the time. This is the main data that the project is applied to.
5.1 Experiments with synthetic data
5.1.1 T1/T2 experiment
This experiment plays the core role in the verifying RPC-SSL model’s eligibility
to be applied to the project’s specific data and its processing pipeline. Accord-
ing to the project goal definition, the main requirement to SSL-RPC is to be
able to handle unlabeled data set having significantly larger length comparing
to labeled, and otherwise.
The first case is related to most of the known semi-supervised learning setups
and is mostly related to the Model Nightly run, the second case corresponds
to a real-time run.
As we previously stated, the back-end handles the data when it arrives, ac-
cumulates it before sending to the model for clustering. The length of the
data vector L being sent to the model is definitely short since observations
arrive consequently with some frequency Θ. For example, the vector of length
|L| = 1..10 would contain predictions generated every 0.5 – 6 minutes in the
current project model setting.
At the same time, authors in [2] clearly state that the labeled dataset T1 is
used for training the model. The conformal prediction part including gener-
ating a new label for an arrived data point is performed over the unlabeled
dataset T2. The Conformal Prediction procedure also includes the step of fit-
ting the model to new labels and generating prototypes basing on new data
points. In the author’s setting, length |T2| was dominating over |T1|. The
default proportion of unlabeled data to labeled has been introduced as 3:1 or
4:1. However, researchers do not comment the motivation behind the selection
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of this proportion and how the model behaves in other scenarios.
In our daily iteration setting, the proportion of lengths T2:T1 is the opposite,
as we aim at delivering real-time or close to real-time results in the first phase of
prediction (the Real-time run), and we cannot afford to accumulate the dataset
T2 to follow the proportion proposed in [2]. Therefore, before we can proceed
with main experiments, we must discover the model’s behavior on the opposite
proportion, when T2 is smaller than T1, and verify that the model is generally
suitable for using with this kind of the dataset.
To answer this question we constructed two types of randomized datasets:
• G-1. Randomized toy dataset of two isotopic Gaussians blobs with binary
class labels y = 0, 1, Standard deviation Σ = 1.0, and blobs centers
located at (3,3) and (0,0). This dataset represents two clusters of data
which are located close to each other and in most of the cases could not
be separated linearly, see Fig. 5.1.
• G-2. Randomized toy dataset of two isotopic Gaussians blobs with binary
class labels y = 0, 1, standard deviation Σ = 1.0, and blobs centers
located at (2,2) and (0,0). This dataset represents two clusters of data
which contain areas where points of opposite classes overlap, see Fig. 5.2.
The intuition behind the selection of this two types of data is based on known
characteristics of RPC [6] and RPC-SSL [2]. We assume if the proportion
T2 : T1 >= 3 : 1 is essential in training the model, then the accuracy of the
opposite proportion must be generally worse than for the original. The second
reason for using both G-1 and G-2 is that in the case of the hardly separable
dataset G-2 the most of the important information for clustering is extracted
on the Conformal Prediction step involving and depending on T2.
We generated datasets G-1 and G-2, where the size of G-1 is static |G-1| = 50,
while the size |G-2| is changing in every iteration of clustering basing on the
proportion T2:T1
|G-2| = (|T1| ∗ 0.1, |T1| ∗ 0.15, , |T1| ∗ 0.2..., |T1| ∗ P )
where P = 3.0.
The RPC-SSL model’s initial prototype selection technique was set to the
"point from the data", regularization coefficient λ for RPC training was set
to λ = 1/1000, maximal number of RPC descent steps – 10.
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Figure 5.1: Random initialization of G-1 data with partially overlapping blobs
with centers (3,3),(0,0)
Figure 5.1 contains an example of the G-1 initialization. The data T1 is
plotted with round dots, where the dot color corresponds to the cluster label.
The stars denote the dataset T2 and carry the same color coding information.
CHAPTER 5. EXPERIMENTS AND RESULTS 56
Figure 5.2: Random initialization for G-2 with overlapping blobs with centers
(2,2), (0,0)
The goal is to train the model on T1, where |T1| = 50 and then apply
clustering to T2 which has the size that is changing from 5 elements to |T1|∗P .
We compare final labels produced by the algorithm to the target labels and find
accuracy as acc = numcorrect/numall, where numcorrect is the number of points
with the correct label, and numall – the total number of points in T2.
To eliminate deviations related to randomized initialization of Gaussians, we
perform 10 independent isolated runs of the RPC-SSL model clustering against
T1 and T2 for each fixed size of T2 from N and then produce the averaged
accuracy of all 10 runs.
As we previously set maximal proportion T2:T1 to P = 3, therefore the length
of N is set as |N | = 30, which corresponds to 600 independent RPC-SSL runs
for datasets G-1 and G-2.
The final accuracy vector containing 30 averaged accuracies for each G-1 and
G-2 is plotted against the proportion: |T2|/|T1|. See Fig. 5.3:
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Figure 5.3: Results of two iterations of T1-T2 experiment. Blue points corre-
spond to the G-1, red – to G-2 data
The resulting average accuracy per dataset type:
accG1 = 0.9944, accG2 = 0.9702
As we can see, the model is capable of being trained on the dataset T1 and
correctly fit its complexity using T2 without losing its clustering properties.
There is no empirical difference between clustering accuracy for relatively small
and large T2 comparing to the size of T1. This property of the model can be
explained by its prototype creation procedure. With more points added to T2,
RPC-SSL simply creates more prototypes in order to better fit the data.
As the Fig. 5.3 demonstrates more complex data G-2 is also not leading to
significantly worse results with small-sized T2 (1-10).
Another observation can be made from the general trends of both accuracy
curves in their latter parts – corresponding to T2 two or three times larger
than T1. Accuracies reported by runs on datasets do not show trends on
improvements in accuracy connected to increasing the size of T2. Therefore,
the logical conclusion which can be made from [2] is that T2 must be larger
than T1 in order to make training successful - is not satisfied.
Now we can state that SSL-RPC model can be trained and applied to T2 of
any proportion or size – from 1 to 1 million points.
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5.1.2 SSL-RPC performance comparing to other models
We compare SSL-RPC performance to other semi-supervised and unsupervised
models. The synthetic data was generated using the same technique as in the
T1-T2 experiment. We run the model on 25 different sizes of the labeled data
T1 ranging from 2 to 50 points while the size of the unlabeled data T2 remains
the same - 100 points. The dataset is generated identically to the G-2 case of
the T1-T2 experiment – as two Gaussian blobs with centers (2,2) and (0,0)
We chose a number of known models that are being used in supervised and un-
supervised learning to compare it to SSL-RPC. The selection was performed to
gather models which implement as different approaches to learning as possible.
• Semi-supervised label propagation [44] with RBF kernel (denoted as LP-
rbf), where the model parameters was selected accordingly to [44,46]
where the kernel function is
exp(−γ|x− y|2), γ = 1
• Semi-supervised label propagation with KNN kernel, where K = 7 de-
noted as LP-KNN7. This type of the model was selected as it represents
a state-of-art graph-based method with different types of kernel function
[59].
• Semi-supervised label spreading [45] with RBF function (denoted as LS-
rbf). The kernel function and γ parameter are the same as in the LP
case.
• Semi-supervised label spreading with KNN-kernel, where K = 7 denoted
as LS-KNN7.
• Supervised Support Vector Machine [47] model with RBF kernel. The
error penalty parameter C = 1, RBF gamma-coefficient was set to γ =
1/num_features. Known labels were fed to SVMmodel as input alongside
with the data, unknown labels were predicted by the model.
• Unsupervised K-means [48]. The initialization strategy "k-means++" [49]
was selected. Note: since KMEANS demonstrated significantly worse
results than other models, we decided to limit X-axis representing the
model accuracy of Fig. 5.4 to 0.65 in order to improve a readability of
other models’ visualizations.
• Transductive SVM [61] based on the open-source implementation [116] of
the TSVM parser. The model kernel is selected as "rbf", the error penalty
parameter C = 1, the kernel coefficient parameter γ = 0.5.
• Self-learning wrapper based on the standard SVM-rbf model from the
scikit-learn package [117] with the error penalty parameter C = 1, RBF
gamma-coefficient was set to γ = 1/num_features.
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Figure 5.4: Averaged accuracies for SSL-RPC and other models on different
T2/T1 size proportions. SSL-RPC (solid blue line) outperforms other models
In the resulting experiment, we found that SSL-RPC outperformed other mod-
els in 30 cases of 30 with an average accuracy accSSL−RPC = 0.97. The resulting
accuracies for selected pairs (|T1|, |T2|) can be found in the Table 1. The best
resulting model is highlighted with a bold font, the second best – cursive.
5.1.3 Time constraints
As was stated previously, the data represented in the form of dissimilarity cre-
ates challenges for storing dissimilarity matrices of size N ×N , where N is the
initial data size. In this experiment, we aim at finding the limits for sizes of
datasets T1 and T2 with SSL-RPC.
Since we are interested in relative growths of run time, we initialize the dataset
similarly to T1-T2 experiment setting – as two Gaussian blobs with centers
(3,3) and (0,0). It will allow to decrease the conformal prediction complex-
ity and allow to estimate time spent on calculations involving operations on
pair-wise distances matrices. The initial T1 size is set to 50 points, |T2| =
25, 50, 75, 100, 125, 150, 200, 250, 300, 500, 1000 points. We run the model against
each pair (|T1|, |T2|) only once.
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```````````````Model name
T1 size 2 10 20 30 40 50
SSL-RPC 1.0 1.0 1.0 1.0 0.975 1.0
LP-rbf 0.885 0.85 0.905 0.885 0.91 0.925
LS-rbf 0.87 0.845 0.905 0.855 0.875 0.905
LP-KNN-7 0.725 0.85 0.925 0.835 0.905 0.915
LS-KNN-7 0.565 0.865 0.915 0.86 0.89 0.895
SVM-rbf 0.885 0.845 0.91 0.86 0.92 0.91
KMEANS 0.565 0.185 0.48 0.87 0.46 0.485
TSVM 0.895 0.87 0.89 0.7 0.82 0.875
Self-learning 0.885 0.855 0.905 0.88 0.915 0.915
Table 5.1: Synthetic data results shows SSL-RPC outperforming other models
in the case of simple random blob data. The other model demonstrate close
results for most of the cases.
Figure 5.5: Execution time for different sizes of T2. The time growth has an
exponential form
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The results demonstrate that run times for |T2| ≤ 250 are relatively small.
For |T2| = 300, 500 we see significant increase of execution time – up to 50-100
times comparing to the previous size group. Finally, the runtime explodes with
750 points in T2 taking approximately 9 hours to complete the task.
5.1.4 Comparing initialization techniques
We created two Gaussian clusters with centers in [2,2] and [0,0], with standard
deviation σ = 1, the same technique that we used in previous examples. The
labeled dataset size |T1| = 30, unlabeled |T2| = 150 points. We compared two
initialization types:
• random initialization of two prototypes – random float numbers were put
to their prototype vectors γ1, γ2, all summing up to 1.
• dataset initialization – two prototypes were assigned to a randomly la-
beled point in each class.
The experiment was performed 100 times for each initialization type and the
resulting execution time was averaged. Results reported in the Table 5.2.
Random Dataset
Execution time(sec) 2.529 1.316
Table 5.2: Training speed depending on the prototype initialization type
The dataset initialization was 1.92 times faster comparing to the random
initialization.
5.1.5 Regularized SSL-RPC experiment
One of our contributions to the SSL-RPC model is the proposal to use a reg-
ularization coefficient 1
λ
on the Stochastic gradient descent update steps for
prototype vectors. During the experiments we noticed an instability in the
SSL-RPC performance related to the wide range of a resulting accuracies be-
tween two runs on random Gaussian datasets. From the plots, we spotted that
in various cases prototypes were pushed or pulled too far away from actual data
in wrong locations and the model diverged. We plotted the exact updated pro-
totype positions and realized that the model was performing too large steps
when updating prototypes. We decided to regularize update rules with 1
λ
and
achieved a stabilized model performance.
To demonstrate the described behavior of the model of the non-regularized
SSL-RPC we run the λ-experiment. We varied the value of λ from 1 (the
non-regularized case) to 1/2000. For each particular λ value, 30 runs were
completed on the dataset G-2 of two random Gaussians with centers (2,2) and
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(0,0). The averaged run accuracies and standard deviations were calculated
and plotted for 1 ≤ λ ≤ 500. The results are represented in the Table 5.3 and
Fig. 5.6. Not included results for 600 ≤ λ ≤ 2000 follow the general trend
with a stable average accuracy acc600≤λ≤2000 = 0.9603 and standard deviation
std600≤λ≤2000 = 0.0746.
As it can be seen on the Fig. 5.6, the standard deviation of performed runs
Figure 5.6: λ-experiment. The red vertical bar over each point corresponds to
the standard deviation
tends to decrease with increasing λ in the regularization coefficient 1
λ
.
For values 1 ≤ λ ≤ 250, the averaged accuracies are generally worse than for
larger values of λ, and the standard deviation is located in the range [0, 12, 0.27].
While for larger λ-s, the average deviation is being in limits [0.03, 0.08]. This
experiment demonstrates the efficiency of the introduced regularization criteria
1
λ
. At the same time, its important to tune the overall number of the gradient
descent steps performed by the SSL-RPC model in one iteration. It has to be
increased with increasing the value of λ. The optimal configuration depends
on the requirements to performance/accuracy trade-off in each particular task.
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λ Accuracy Standard deviation
1 0.835 0.233
10 0.815 0.275
20 0.842 0.205
30 0.832 0.194
40 0.916 0.179
50 0.864 0.204
60 0.927 0.128
70 0.877 0.162
80 0.877 0.164
90 0.855 0.157
100 0.885 0.180
150 0.931 0.158
200 0.943 0.118
250 0.948 0.079
200 0.941 0.099
350 0.972 0.066
400 0.940 0.089
450 0.970 0.073
500 0.948 0.083
Table 5.3: SSL-RPC results with varying λ. The larger λ is, the better results
the model demonstrates, increasing the accuracy and decreasing the standard
deviation of classification results
5.1.6 Model mechanics explained
As the part of experiments on the toy data, we aim at demonstrating the
model’s principle of work on the practical example and also verifying that pro-
totype learning is occurred as predicted.
In order to construct T1 we set three random Gaussian data blobs with centers
in (-1,-1), (0,0) and (1,1) carrying different labels, 50 points in each. T2 is
represented by 30 random points created in the same way – 10 for each class.
On the first iteration the initial prototypes are created – we mark them with
small transparent circles on the plot. The larger marker size corresponds to the
latter iteration while initial prototypes are the smallest. Prototype positions
are defined by points in T2 which formed the set Beta containing data with low
confidence/credibility of belonging to one or another cluster (Fig. 5.7). On the
next plot (Fig. 5.8), with a different initialization of the data, we also marked
points of T2 as stars and prototype positions as circles. Under the main data
layer we built a simple clustermap – the cell grid color reflects the possible label
assignment according to current prototype positions. We have to note that it
does not mean that any T2 point located in one of a colored clusters would re-
ceive the same label. On the conformal prediction step, this assignment would
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Figure 5.7: Results of four iterations of RPC. The prototype creation procedure
takes place 4 times for purple and blue cluster and twice for the red cluster
shift borders of each cluster.
In general, this visualization provides us an insight on the projected model
behavior and predicted cluster borders.
Remembering the basic principle of GLVQ [1] stating that prototypes positions
are being changed with pushing or pulling powers making them better fit the
data. From the position of starred points we can observe this influence – in the
bottom left corner blue points from T1 and T2 are interfering with the pink
cluster. On the plot, large pink circles show that new prototypes of this cluster
were created at around the center of the area where T2 points belong. Also,
the first prototype was created closer to the blue border in order to compensate
the influence of blue points and push the class borders away from the center.
Another observation that could be made is that the border of the Beta region
is highly related to T2 points – red starred dots above the red Beta border are
placed closer to the cluster center.
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Figure 5.8: RPC clustermap for 3 Gaussian blobs colored accordingly to the
class assignment. Prototype positions marked as transparent circles; T1 points
shown as dots; T2 points correspond to stars.
Locations of T2 points (starred) changed the cluster borders significantly.
We can see that some of pink points appeared to be on the blue side. It
happened due to the dense concentration of blue T2 points (starred) next to
them. Three blue prototypes were created in a nearly the same region in order
to push blue cluster borders away from the starred points.
5.2 Experiments with real-word datasets
We selected three UCI [112] datasets widely used by Semi-Supervised Learning
researchers, according to the publication statistics from the UCI website.
• Haberman’s Survival Dataset [113]. Consists of 306 samples of the
study of breast cancer surgery patients with 3 features available – an age
of a patient, a year of the operation, a number of positive axillary nodes
detected. The samples were labeled as "0" if a patient lived more than 5
years after the operation, and "1" in the case if a patient died within 5
years after the surgery.
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• Breast Cancer Wisconsin Diagnosis data [114], often referred to as
WDBC dataset. It consists of 569 records corresponding to images of
tumors and 30 features composed of the image information (i.e. tumor
radius, texture, perimeter etc.) The class labels are "0" (benign tumor)
and "1" (malicious tumor). The nature of the dataset allows to research
how well models perform on the multidimensional data (30x).
• Ecoli dataset [115] composed of 336 data records with 8 numerical at-
tributes each. We selected all records that belong to 5 most common
classes. 3 classes "omL", "imL", "imS" containing 5, 2 and 2 records cor-
respondingly were left out of the experiment. The remaining classes were
encoded with consecutive numbers from 0 to 4. This dataset was se-
lected to demonstrate abilities of models to work with a large amount of
attributes in multi-class environment.
For each of the dataset we performed 30 independent runs sampling randomly
10 labeled and 100 unlabeled samples. We used this proportion as we aim our
results to be comparable to other SSL-related research that in most of the cases
used a relatively small labeled datasets, as we concluded from the analyzed lit-
erature [25,59].
Also, as a continuation of the λ-experiment, we added the non-regularized SSL
(λ = 1) to the model’s list.
The resulting accuracy for each model is the average accuracy of all 30 runs.
The results are represented in Table 5.4:
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XXXXXXXXXXXXModel
UCI data Haberman WDBC Ecoli
SSL-RPCλ=1000 0.85 0.907 0.805
SSL-RPCλ=1 0.805 0.866 0.61
LP-rbf 0.622 0.625 0.462
LS-rbf 0.605 0.625 0.769
LP-knn-7 0.647 0.715 0.641
LS-knn-7 0.621 0.88 0.749
SVM(supervised) 0.64 0.839 0.383
KMEANS 0.49 0.479 0.222
TSVM 0.57 0.543 0.62
Self-Learning SVM 0.62 0.89 0.44
Table 5.4: UCI data results. SSL-RPC with regularization demonstrates a
leading performance. Non-regularized SSL-RPC shows above the average re-
sults
SSL-RPC clearly outperformed all other methods. In the case of a WDBC
dataset containing a large number of features, SSL-RPC showed the accu-
racy of 0.85 when the closest result from one of the state-of-art methods was
0.647. Good performance was demonstrated by the original supervised and
semi-supervised SVM methods, especially when applying self-learning wrap-
ping technique on the WDBC data.
Among all the models, only regularized SSL-RPC demonstrated a stable perfor-
mance without a dependence on the dataset nature. Results of non-regularized
SSL-RPC were worse than its regularized alternative, although clearly above
the average.
Referring to the original results that researchers of the basic SSL-RPC achieved
(Table 5.4), we can see that in the SSL-RPC method with our contribution sig-
nificantly outperforms the original method on the Haberman data. In the case
of the WDBC data set, the original method performs slightly better. In our
setup, we performed 30 independent runs sampling randomly 10 labeled and
100 unlabeled samples. It is not stated in [2], how exactly the researchers
divided the data set and how many samples did they use. Therefore, the com-
parison of results can give only the initial understanding on the comparison of
how the models perform.
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XXXXXXXXXXXXModel
UCI data Haberman WDBC
SSL-RPCλ=1000 0.85 0.907
SSL-RPCoriginal 0.73 0.933
Table 5.5: SSL-RPC results comparison between the developed model and the
original method
5.3 Experiments with sensors data
The sensor data received over the time was mostly containing normal values
or such that only slightly deviate from the expectation. We registered only 5
cases of low-confidence anomalies (classes 2,4) and 1 case of a high-confidence
anomaly (class 1, temperature).
We manually generated some disturbances in the data by heating up the air and
increasing humidity. The model successfully reacted on changes and classified
them according to the expectation in 10 cases of 10.
Basing on 1400 model runs, the average classification time was 3.2 seconds for
|T1| = 15, |T2| = 5.
The outlier detection algorithm reacted in 0.5 seconds after getting results
from the model and successfully raised the alarm when the situation required
a human intervention.
In the nightly runs when |T1| = 15, |T2| = 200 the average running time was
300 seconds. 98.2 % of unlabeled data was classified correctly.
5.4 Open-source community contribution
We implemented RPC classifiers for supervised / semi-supervised learning (incl.
Conformal prediction) in Python as separate modules that can be imported as
external packages to any of Python programs. We followed the standard Scikit-
Learn [117] naming guidelines for model functionality:
• RPC_classifier.fit(T1,T2,T1Labels) – the method fits RPC classifier bas-
ing on T2 only. Takes datasets T1 and T2 as inputs and fits the model
using supervised labels T1Labels.
• RPC_classifier.predict() – the method fits RPC classifier to the T2 data
basing on the T1 labels
• RPC_classifier.score(T2Labels) – the method evaluates performance of
the RPC classifier if T2Labels are given.
The implemented SSL-RPC package is available for downloading and sharing
at the public repository: https://github.com/doshyt/ssl-rpc-regularized.git
Chapter 6
Discussion and conclusions
6.1 SSL models and proposed directions
In this project we designed and created a complex framework for real-time data
classification based on the SSL-RPC model enhanced with a human expert in-
volvement as a source of the labeled data. The proposed framework is ready for
integration to an industry setting and can be used as-is in an industrial setup
for any kind of data-based anomaly detection / data clustering. The proposed
setting can be used for various intelligent systems which unite machine and
human intelligence. In our opinion, involving a human as a source of labels
(Oracle) in the Semi-Supervised Learning specificity can help build more com-
plex and accurate models. We believe, the research of human involvement into
automated decision making in SSL-setting can become a rewarding research
direction for the further use of different SSL models.
Another starting point for a research might be an introduction of a forgetting
factor [41,42] which can be applied to the labeled data provided by the expert.
In the case, some of labeled data points can be acquired from the unlabeled
data after classifying it and receiving and approval from the expert, it might
be possible to remove outdated points from the labeled data making it contain
the most recent and important points only.
6.2 SSL-RPC development proposals
We designed a method for extending prototypes to unknown data which was
not covered by the original papers [2,6].
• Model instability was observed and a new regularization criteria 1
λ
was
introduced to the stochastic gradient update rules which added more
stability and accuracy to the model.
• The prototype creation and updating method was developed in order to
fill the gap of the paper describing the initial method and leaving this part
out of its scope. The proposed method shown its efficiency and stability
• The new initial prototype initialization technique allowed to decrease the
SSL-RPC running time twice
• Time and performance limits of both enhanced and standard SSL-RPC
were explored
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• The developed model was incorporated into the proposed framework col-
lecting the real-data from sensors and successfully applied to it classify-
ing anomalies in the required time limits, nearly in real-time. The model
demonstrated its capability to work with numerous amount of features
which means, expanding the rolling window length and storing longer
time-series will not cause notable time difference in classification. This
feature makes the method attractive for the usage with classic time-series,
DNA sequences, clustering long series of records transformed into the
form of dissimilarities
Basing on our experience with SSL-RPC, we see various research opportunities
in developing more intelligent stopping criteria for SSL-RPC model:
• Gradient descent exit criteria. Currently, we use fixed values which were
obtained empirically by researchers in [2,6] and from our experiments.
The model stops descending after 10 iterations or in the case when the
value of the error function of the new iteration Enew − Eold > 0.5.
• Size of the β-region in Conformal prediction. In [2], researchers empiri-
cally estimated that the model should stop creating new prototypes from
the low-confidence/credibility region when it size |β| = 5. This conclu-
sion does not take into account any information about the nature of the
dataset, number of points in T2 and other possible parameters
• Clustering fit criteria. We proposed to use the Silhouette criteria to find
the proper match of the clustering to the data. At the same time, other
clustering measures can be explored
• Distance functions in SSL-RPC research. In our work, we used the basic
Euclidean distance to form a dissimilarity matrix between data points.
As far as we know, a research of the model performance and use cases
when using different distance measures has not yet been conducted, and
it might provide insights for better reasoning of a choice of a distance
function depending on the task SSL-RPC is applied to
From the experiments we noticed that SSL-RPC initial prototype assignment
plays a significant role in the model performance (both run time and reported
accuracy). Therefore, the better the initial prototype fits data, the better the
final result is. We propose to initialize a non-equal number of prototypes on
the initial step, basing on the available labeled data. The number of prototypes
for each class can correspond to the proportional class distribution in T1.
6.2.1 SSL-RPC drawbacks
Despite a superior performance over standard models, SSL-RPC has some sig-
nificant drawbacks that limit its wide usage in possible applications.
The use of the pair-wise dissimilarity matrix makes it operating with 25000
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numbers matrix in case of only 500 records present in the initial data. When
the gradient descent is calculated, the distances to prototypes from each of
points are estimated and re-estimated for each iteration of RPC. The process
takes extremely long amounts of time in case when the dataset is larger than
500 samples. However, the dimensionality of a data sample does not add an
additional complexity to the model steps since RPC uses a dissimilarity matrix.
This significant limitation might block a wider usage of SSL-RPC. Therefore,
improvements to existing methods or development of new techniques for up-
dating prototype positions are required.
Another possible drawback is related to the LVQ-methods family disadvan-
tages. Researchers in [99] point out that LVQ methods rely on empirical prop-
erties of pushing and pulling prototypes to or from a window on the midplane,
and therefore, learning behavior of the model is not well understood [25]. Com-
paring to LVQ, other SSL methods with better proven mathematical grounds
might be preferable to use, since they do not rely on heuristics.
6.3 Latest scientific achievements
Based on the recent development of the LVQ model family, new methods and
extensions of SSL-RPC were proposed, such as SSL-RPC based on self-learning
[118], sparse conformal prediction for SSL-RPC [119] and learning prototype
models with kernels [120]. These publications provide excellent opportunities
to improve our contributions by employing the proposed methods to time-series
and different types of real-time data classification which now is possible using
the proposed open-source implementation of SSL-RPC.
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