Convolutional neural networks (CNN) have been shown to perform better than the conventional stereo algorithms for stereo estimation. Numerous CNN algorithms focus on the pixel-wise matching cost computation, which is the important building block for many state-of-the-art algorithms. However, these architectures are limited to small and single scale receptive fields and use traditional methods for cost aggregation or even ignore cost aggregation. In this paper, we propose a novel architecture called cascaded multi-scale and multi-dimension network (MSMD) to take them both into consideration. Firstly, we propose a new multi-scale matching cost computation subnetwork, in which two different sizes of receptive fields are implemented parallelly. In this way, the network can make the best use of both variants to balance the trade-off between the increase of receptive field and the loss of details. Furthermore, we show that our multi-dimension aggregation sub-network which contains 2D convolution and 3D convolution operations can provide rich context and semantic information for estimating an accurate initial disparity. Finally, experiments on challenging stereo benchmark KITTI demonstrate that the proposed method can achieve competitive results even without any additional postprocessing.
I. INTRODUCTION
Reconstructing or understanding a 3D scene is crucial in many applications. Although 3D sensors, such as structured light and Lidar, can be employed to capture depth data, utilizing cameras is a more cost-effective solution. Add a constraint that the two input images are a rectified stereo pair of the same scene, the disparity for each pixel in the left image can be computed by matching corresponding pixels on the two images along the horizontal direction. However, despite the search space is reduced to 1D, obtaining accurate stereo correspondences is still full of huge challenges for the inherently ill-posed regions, such as textureless, repetitive patterns, occlusions, and large saturated areas.
The traditional stereo matching pipeline is divided into four steps: matching cost computation, cost/support aggregation, disparity computation and disparity refinement [1] .
Matching cost computation, as a fundamental step in stereo matching algorithms, measures the similarity between two pixels of the two input images. Many conventional stereo algorithms used color intensity, gradient or the distance between pixels as similarity metrics. Apparently, they do not contain enough information, because it is hard to know which features most help measure similarity. In contrast, CNNs are capable of extracting robust and powerful deep representations directly from the raw data, which have been successful in learning how to match in stereo estimation. Zbontar [2] first employed CNN to learn similarity measurement and then used it to initialize the matching cost. Following that, Luo [3] dedicated effort to improving the computation efficiency and Brandao [4] focused on matching accuracy. However, they still suffered from several limitations: (i) Limited receptive field. (ii) Single receptive field. To break these limitations, we propose a new multi-scale matching cost computation subnetwork, in which two different sizes of receptive fields are implemented in parallel. Firstly, since we use pooling and deconvolution operations in the multi-scale sub-network, the model can extract features with a wider receptive field around the target pixels. This allows the model to incorporate more context so that more accurate predictions can be produced in the textureless region. On the other hand, the network can make the best use of both variants to balance the trade-off between the increase of receptive field and the loss of details.
Cost aggregation, dedicating to dealing with mismatching values of the cost volume, is indispensable in traditional local stereo algorithms. Traditionally, it is performed locally by summing/averaging matching cost over windows with constant disparity. All of these methods based on hand-designed functions and were unable to capture useful context and semantic information, which led to their limited performance. Jeong [5] used CNN to learn the convolution kernel for cost aggregation. However, this method needs to combine with edge detection task and global energy minimization to achieve a better result. Besides, the aggregation network cannot be trained with cost computation network together. In this paper, we propose a learning-based multi-dimension cost aggregation sub-network, which can be trained together with matching cost computation sub-network. Firstly, we use a 3D convolutional network to effectively incorporate context and geometry information, which is able to operate computation from the height, weight and disparity dimensions [6] . After that, we use a 2D convolution network to further improve cost aggregation performance, which provides more semantic information for estimating an accurate initial disparity.
In summary, there are three contributions in this paper: 1) We propose a multi-scale matching cost computation sub-network, in which two different sizes of receptive fields are implemented parallelly. This architecture can balance the trade-off between the increase of receptive field and the loss of detail.
2) We present a multi-dimension cost aggregation subnetwork which contains 2D convolution and 3D convolution operations together. This model can provide rich context and semantic information for estimating an accurate initial disparity. To the best of our knowledge, this work is the first to joint multi-dimension convolution operations for cost aggregation.
3) Experiments show that our architecture can achieve accurate results even without any additional post-processing.
II. PROPOSED METHOD
Our network architecture(MSMD) is described in Fig. 1 , which consists of two sub-networks. The matching cost computation sub-network has two stems with different scales of receptive fields, as shown in Stem A and Stem B. The following sub-network containing 2D convolution and 3D convolution operations together carries out cost aggregation.
A. Multi-scale matching cost computation sub-network
Matching cost computation measures the similarity between two pixels of the two input images. It is designed to construct a cost volume, which represents how well a pixel in the reference image matches the same pixel in the target image shifted by each disparity level under consideration. To compute the matching cost, we first learn deep unary features and then use them to form a cost volume.
Unary Features. Intuitively, the bigger the receptive field is, the more context the model gets. Commonly, pooling, convolution, and dilation convolution are the most popular methods to enlarge receptive field. It has been turned out to be that the details lost in pooling operations can be compensated with deconvolution operations as long as these are carried out before computing correlation [4] . [7] also argued that the pooling operations perform the best in their context pyramids architecture. Therefore, we also use the pooling/deconvolution method in our work. We use a new multi-scale sub-network to extract the deep representation of each pixel in the reference image and the target image. This sub-network consists of two stems, in which each stem uses pooling and deconvolution operations to get a wider receptive field, as shown in Fig. 1 . Since the structure of the two stems is the same, stem A is taken as an example for detailed description here.
Stem A is an siamese network, which consists of two shared-weight sub-networks to handle the two input images simultaneously. Each sub-network of the siamese network is an encoder-decoder network, as described in Table I . The encoder part consists of seven 3 × 3 convolution layers in series, where each followed by a batch normalized layer and a rectified linear unit except the last one. In addition to the last three layers, there is a max pooling layer between every two convolution layers. Then, the decoder part implements the same number of 3×3 deconvolution layers as the max pooling layers. Different from [4] directly upsampling, we concatenate deconvolution features with corresponding feature maps from the encoder part, which enables the model to preserve both the high-level coarse information and low-level fine information. The structure of stem B is the same as that of stem A. The only difference is that stem B has a deeper structure with more max pooling layers. In this case, stem B has a wider receptive field but loses more detail.
In order to balance the trade-off between the increase of receptive field and the loss of detail, our model implements the two stems in parallel to obtain different scales of receptive fields. In this way, the network could make the best use of them.
Cost volume. After getting deep unary features, the next step is to compute the stereo matching cost. We use the unary features from the two stems to construct a cost volume. Firstly, we concatenate the features from the left branch of stem A with the features from the left branch of stem B to obtain the final left unary features. Similarly, the features from the the right branch of stem A and the features from right branch of stem B are also concatenated to get the final right unary features. After that, as the way [6] proposed, each unary feature from the left unary features is concatenated with the corresponding unary feature from the right unary features across every disparity level under consideration. Finally, we get a 4D cost volume with size of (max disparity + 1) × height × width × f eature channel by packing the concatenating results.
B. Multi-dimension Cost aggregation sub-network
Even if the deep unary features are used, mismatching still exists in the cost volume. Hence, cost aggregation is indispensable in refining these representations. We firstly use a 3D convolution network to take into account the rich context and geometry information in the cost volume and then incorporate deep semantic information by a 2D convolution network to further improve cost aggregation performance.
3D convolution network for context learning. 3D convolutional network is able to operate computation from the height, weight and disparity dimensions, which has great potential to capture context and geometry information [6] . But the biggest problem is that 3D convolutions bring computation and memory burden. An effective solution is to use an encoder-decoder structure, which also enables the model to take advantage of more context with a wider receptive field. As described in Fig. 1 , the cost volume is first handled by eight 3 × 3 × 3 3D convolution layers in series, where each followed by a batch normalized layer and a rectified linear unit. There is a 3D convolution layer with stride 2 between every two 3D convolution layers with stride 1. We sub-sample the cost volume twice by a factor of 4 in the encoder part. Similarly, for the decoder part, we up-sample the cost volume twice and add the corresponding same resolution feature maps from the encoder part before up-sampling. The additional convolution layer in the decoder part can produce smoother disparity [8] . At the end of the 3D convolution network, we get a regularized cost volume with size of (max disparity+1)×height×width×1.
2D convolution network for semantic information learning. On the basis of using a 3D convolution network to incorporate context and geometry information, we use another 2D convolution network to capture more semantic information to further improve cost aggregation performance. Firstly, we transpose the cost volume from the 3D convolution network into a new cost volume with the size of height × width × (max disparity + 1). Then we concatenate it with the lowlevel features from the matching cost computation sub-network in order to incorporate low-level structure information. After that, we use a 2D convolution network which has the same structure as the 3D convolution network to get a final cost volume. Finally, the initial disparity D(p) is obtained from the cost aggregation result C(p, d) by a winner-take-all(WTA) strategy:
Where p is a pixel of the reference image, d is the disparity level under consideration.
III. EXPERIMENTAL RESULTS
In this section, we evaluate our model on KITTI 2015 dataset which consists of 200 training and 200 testing images. Our architecture is implemented by the Tensorflow with an AdaGrad optimization method and a constant learning rate of 0.001. Prior to training, each input image is normalized to zero mean and standard deviation of one.
A. Matching cost computation evaluation
To demonstrate the effectiveness of the multi-scale matching cost computation subnetwork, we compare it to existing matching networks [2] , [3] . Table II shows the comparisons on KITTI 2015 validation set, where Our(Stem A) and Our(Stem A) represent only use the Stem A or Stem B in matching cost computation sub-network, respectively. The results show that our single stem networks can outperform previous matching networks with a large margin, which demonstrates the advantages of pooling/deconvolution encoder-decoder network. Besides, we can see that the multi-scale network (final) works better than the single stem networks. This testifies that parallelly implementing two sizes of receptive fields can make the best use of them and balance the trade-off between the increase of receptive field and the loss of detail. Furthermore, during the experiments, we observed that the benefits obtained by improving the receptive field through downsampling pooling layers were limited. While the matching error is greatly decreased when the downsampling factor from 2 to 4, it has slightly reduced when the downsampling factor from 4 to 8. So, we finally use Stem A with a downsampling factor of 4 and Stem B with a downsampling factor of 8 to obtain the best performance.
B. Matching cost aggregation evaluation
Experimental results of [5] have proved that the conventional hand-crafted aggregation method CBCA [9] outperforms many other traditional aggregation methods. So we compare It demonstrates that our multi-dimension cost aggregation subnetwork performs significantly better than the conventional handcrafted aggregation methods. On the other hand, we also compare our different model variants. It can be seen that the error can be effectively reduced using only the 3D convolution network or the 2D convolution network. When cascading the two networks together, we can get even greater improvements. Table IV shows the comparisons on the KITTI 2015 benchmark. We mainly compare our model to those methods which leveraged deep learning representations to compute matching cost only and used several traditional regularization and postprocessing steps to refine their results. Strikingly, our model achieves better results than most of them even without using any post-processing and regularization. Note that our results are slightly below the MC-CNN-arct [2] , that is because it applied a series of post-processing steps comprising of based cost aggregation, semiglobal matching, a left-right consistency check, subpixel enhancement, a median, and a bilateral filter. Our qualitative results are depicted in Figure 2 . We can observe that our method performs well in the textureless regions. However, it suffers from the occlusion regions. This is due to we do not use any post-processing and regularization. We leave the problem of designing a robust post-processing module that is tailored to our method for future investigations.
C. Benchmark results

IV. CONCLUSIONS
We successfully demonstrate a method that can achieve competitive results on KITTI 2015 benchmarks even without any additional post-processing and regularization. Firstly, a new multi-scale sub-network for matching cost computation is proposed, in which two different sizes of receptive fields are implemented parallelly to balance the trade-off between the increase of receptive field and the loss of detail. Then, a multi-dimension aggregation sub-network containing 2D convolution and 3D convolution operations is designed to provide rich context and semantic information for estimating an accurate initial disparity. In our present work, we only focus on the matching cost computation and cost aggregation steps in the pipeline for stereo matching without using any additional postprocessing and regularization. Therefore, our next goal is to design a robust post-processing module which will contribute to an accurate disparity.
