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1. Introduction
This paper is devoted to the study of boundary values of a class of fractional resolvent families. Recall that, for an analytic
C0-semigroup T of angle ϕ ∈ (0,π/2] on a Banach space X , a problem of interest is the behavior of T (z) as z ∈ Σϕ
tends to ∂Σϕ , i.e., the so-called boundary values of T , which was discussed systematically by Arendt et al. [1]. In detail,
the operator eiϕ A generates a C0-semigroup T ϕ on X if and only if supz∈Σ+ϕ ∩D ‖T (z)‖ < ∞, where D := {z ∈ Σϕ : |z| 1}
and Σ+ϕ := {z ∈ Σϕ : Im z 0}. In this case, the C0-semigroup T ϕ is given by
T ϕ(s) = s − lim
t→0+ T
(
t + seiϕ) (s 0).
For the same reason, the C0-semigroup T−ϕ generated by e−iϕ A (if exists) is given by
T−ϕ(s) = s − lim
t→0+ T
(
t + se−iϕ) (s 0)
(see Proposition 3.9.1 [1]). Furthermore, special attention is given to C0-groups if we investigate square root reductions of
cosine operator functions. For example, if −A generates a bounded cosine operator function C on a Hilbert space X then
A1/2 is well deﬁned and −A1/2 generates an analytic C0-semigroup on X of angle π/2 uniformly bounded in the right
half-plane Σπ/2, so that ±i A1/2 generate bounded C0-semigroups on X , i.e., i A1/2 generates a bounded C0-group U on X .
In addition, the cosine operator function C admits the following group decomposition
C(t) = 1
2
(
U (t) + U (−t)) (t ∈ R).
This striking theorem due to Fattorini [8,9] was developed by Arendt et al. [1] and by Cioranescu and Keyantuo [6] provided
that the underlying space X is a UMD space, and the boundedness of the reduction group U on the UMD space X was
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references therein.
On the other hand, many phenomena in the theory of stochastic processes, ﬁnance and hydrology have been recently
described through fractional evolution equations, see [2,4,24,26] and the references therein. One of important notions in the
theory of fractional calculus is the fractional resolvent family (i.e., solution operators) introduced implicitly by Prüss [23]
and studied systematically by Bajlekova [3]. Let α > 0 and let A be a closed linear operator with domain D(A) dense in a
Banach space X . Recall that a strongly continuous operator function Sα : R+ → B(X) with Sα(0) = I is an α-times resolvent
family generated by A if it satisﬁes the following conditions:
(a) Sα(t)A ⊂ ASα(t) for all t  0;
(b) for each x ∈ D(A), the resolvent equation
Sα(t)x = x+
t∫
0
gα(t − s)Sα(s)Axds
holds for all t  0. Also, recall that if A generates an α-times resolvent family Sα then the fractional abstract Cauchy
problem (FACP)
Dαt u(t) = Au(t), t > 0,
u(k)(0) = xk ∈ X, k = 0,1, . . . ,m − 1, (1.1)
is well-posed in sense of Deﬁnition 2.2 [3], where Dαt denotes the fractional derivative of order α in Caputo’s sense and m
is the smallest integer greater than or equal to α. Moreover, the unique solution of FACP (1.1) is given by
u(t) =
m−1∑
k=0
(
Jkt Sα
)
(t)xk,
provided xk ∈ D(A) for k = 0,1, . . . ,m − 1. Many important properties such as generation, approximation, perturbation,
stability, subordination and functional equation of fractional resolvent families can be characterized and the spatial regu-
larity can be deduced for a class of analytic fractional resolvent families. Also, analytic fractional resolvent families lead to
improved perturbation results and stronger properties of the variation of parameter formulae. We refer to [3,18,17,5] for
details on fractional resolvent families and [7,23,20,19,16] for further information concerning general resolvent families.
The main thought is showed brieﬂy as follows. If −A generates a bounded analytic α-times resolvent family on X of
angle ϕ ∈ (0,min{π2 , πα − π2 }] for some α ∈ (0,2), then A is sectorial of angle π − ( π2 + ϕ)α (see Section 2 for details), so
that eiϕα A is sectorial of angle π −πα/2. By the generalized subordination principle (Theorem 3.1 [17]), −eiϕαb Ab generates
a bounded (analytic) α-times resolvent family Sϕ,bα for each b ∈ (0,1). If we impose further uniform boundedness on the
resolvent families Sϕ,bα , then the approximation of resolvent R(λ,−eiϕαb Ab) yields the well-known Hille–Yosida estimates
on the resolvent R(λ,−eiϕα A), so that −eiϕα A generates an α-times resolvent family. Similar result holds for the operator
−e−iϕα A and, eventually, criteria are given for analytic α-times resolvent families to admit boundary values.
The paper is organized as follows. In Section 2, we recall the essential notions for the general theory and list some
lemmas needed in the remaining part of the paper. In Section 3, we give some properties of the subordination kernels.
In Section 4, we obtain some generation theorems of fractional resolvent families. Finally, in Section 5, we deduce some
criteria for bounded analytic fractional resolvent families to admit boundary values and give square root reductions for
bounded analytic fractional resolvent families on Banach spaces (not necessarily to be UMD).
2. Preliminaries
Throughout the paper, (X,‖ · ‖) is a complex Banach space, B(X) is the Banach algebra of all bounded linear operators
on X , and A is a closed unbounded linear operator with domain D(A) dense in X . By R(A),ρ(A),σ (A) and R(λ, A)
(λ ∈ ρ(A)) we denote the range, resolvent set, spectrum set and resolvent of the operator A, respectively. For ω ∈ (0,π ],
the sector Σω := {z ∈ C \ {0}: |arg(z)| < ω}, also, ∂Σω and Σω denote its boundary and closure, respectively. For α > 0, we
also denote gα(t) := tα−1/Γ (α) for t > 0 with Γ being the Gamma function, and denote gα(t) := 0 for t  0. Set moreover
g0(t) := δ(t), the Dirac delta-function.
Let us brieﬂy recall two important functions in the theory of fractional calculus. For details of such special functions and
for general theory of fractional calculus, we refer the reader to the monographs [22,15] and the references therein.
One is the Mittag–Leﬄer function deﬁned by
Eα,β(z) :=
∞∑
n=0
zn
Γ (αn + β) =
1
2π i
∫
μα−βeμ
μα − z dμ, α,β > 0, z ∈ C,
Ha
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short, Eα(z) := Eα,1(z). The most interesting properties of the Mittag–Leﬄer functions are associated with their Laplace
integral,
∞∫
0
e−λttβ−1Eα,β
(
atα
)
dt = λ
α−β
λα − a , Reλ > |a|
1/α, (2.1)
and with their asymptotic expansion as z → ∞ for 0< α < 2 and β > 0,
Eα,β(z) = 1
α
z(1−β)/α exp
(
z1/α
)+ εα,β(z), |arg z| 1
2
απ, (2.2)
Eα,β(z) = εα,β(z),
∣∣arg(−z)∣∣< (1− 1
2
α
)
π, (2.3)
where
εα,β(z) = −
N−1∑
n=1
z−n
Γ (β − αn) + O
(|z|−N)
as z → ∞ with 2 N ∈ N. This implies that, for each πα/2< ω <min{π,πα}, there is a constant C := C(ω) > 0 such that∣∣Eα,β(z)∣∣ C
1+ |z| , ω
∣∣arg(z)∣∣ π. (2.4)
Another is the Wright function Φγ with index γ ∈ (0,1) deﬁned by
Φγ (z) :=
∞∑
n=0
(−z)n
n!Γ (−γn + 1− γ ) =
1
2π i
∫
Ha
μγ−1 exp
(
μ− zμγ )dμ
where Ha is the Hankel contour which starts and ends at −∞ and encircles the origin once counter-clockwise. An interest
property of the Wright function related to the Mittag–Leﬄer function is
Eγ (z) =
∞∫
0
Φγ (t)e
zt dt, z ∈ C, 0< γ < 1,
that is, Eγ (−z) is the Laplace transform of Φγ (t) in the whole complex plane. Notice that Eγ (−t) is a completely monotonic
function on R+ , so that Φγ (t) is non-negative by Bernstein’s theorem and
∞∫
0
Φγ (t)dt = 1 (2.5)
by Lebesgue–Fatou’s lemma, i.e., Φγ (t) is a probability density function.
We now turn to a short introduction to fractional powers of sectorial operators (see [21,10] and references therein for
details).
Deﬁnition 2.1. The operator A is called sectorial of angle ω ∈ [0,π) (A ∈ Sect(ω), in short) if:
(1) σ(A) is contained in the closure of the sector
Σω :=
{
z ∈ C: z 	= 0 and |arg z| < ω},
for ω > 0 or Σ0 := (0,∞).
(2) For every ω′ ∈ (ω,π), sup{‖zR(z, A)‖: z ∈ C\Σω′ } < ∞.
A family of operators (Aτ )τ∈Λ is called uniformly sectorial of angle ω ∈ [0,π) if Aτ ∈ Sect(ω) for each τ , and
sup{‖zR(z, Aτ )‖: τ ∈ Λ, z ∈ C\Σω′ } < ∞.
If 0 ∈ ρ(A) for a sectorial operator A ∈ Sect(ω), then we can deﬁne its fractional powers as follows. For b > 0, deﬁne
A−b by
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2π i
∫
Γ (ζ )
λ−bR(λ, A)dλ,
where ζ ∈ (ω,π) and the path Γ (ζ ) runs in the resolvent set of A from ∞e−iζ to ∞eiζ , avoiding the negative real axis
and the origin, and λ−b is taken as the principle branch. Noticing that A−b ∈ B(X) is injective for all b > 0, we can deﬁne
Ab := (A−b)−1 and A0 := I . On the other hand, for a sectorial operator A with 0 ∈ σ(A), since A +  is sectorial and
0 ∈ ρ(A + ), it makes sense to consider the operator (A + )b and deﬁne the fractional powers of A by
Ab := s − lim
→0+(A + )
b
for b > 0 and so corresponding results for such fractional powers can be obtained by similar argument. We collect some
basic properties of fractional powers in the following lemma.
Lemma 2.2. (See [10].) Let b > 0 and let Ab be deﬁned as above. The following assertions hold.
(a) Ab is closed and D(Ab) ⊂ D(Ac) for b > c > 0.
(b) Abx = Ab−n Anx for all x ∈ D(An) and n > b,n ∈ N.
(c) Let d > b > 0. If B ⊂ Ab and D(B) = D(Ad), then B is closable and B = Ab, where B is the closure of B.
(d) σ(Ab) = (σ (A))b.
(e) If A ∈ Sect(ω) for some ω ∈ (0,π), then for every β ∈ (0,π/ω) the operator Aβ is sectorial of angle βω.
(f) If A ∈ Sect(ω) for some ω ∈ (0,π), then the family (A + ε)ε0 is uniformly sectorial of angle ω.
Finally, we recall the notion of α-times resolvent families and list some basic properties needed in the sequel.
Deﬁnition 2.3. Let α > 0. A family {Sα(t)}t0 ⊂ B(X) is called an α-times resolvent family generated by A if the following
conditions are satisﬁed:
(a) Sα(t) is strongly continuous for t  0 and Sα(0) = I;
(b) Sα(t)A ⊂ ASα(t) for t  0;
(c) for x ∈ D(A), the resolvent equation
Sα(t)x = x+
t∫
0
gα(t − s)Sα(s)Axds (2.6)
holds for all t  0.
Deﬁnition 2.4.
(a) An α-times resolvent family Sα is said to be bounded if there exists a constant M  1 such that ‖Sα(t)‖  M for all
t  0. In this case, we write (A, Sα) ∈ Cα(M) or A ∈ Cα(M) for short.
(b) Let θ0 ∈ (0,π ]. An α-times resolvent family Sα is called analytic of angle θ0 if Sα(·) admits an analytic extension to the
sector Σθ0 . An analytic α-times resolvent family Sα of angle θ0 is said to be bounded if for each θ ∈ (0, θ0) there exists
a constant Mθ such that∥∥Sα(z)∥∥ Mθ , z ∈ Σθ .
If A generates a bounded analytic α-times resolvent family Sα of angle θ0, we will write (A, Sα) ∈Aα(θ0) or A ∈Aα(θ0)
for short.
The following assertions are direct consequences of [3, Theorem 2.8 and Theorem 2.9], respectively.
Lemma 2.5. Let 0< α  2. A ∈ Cα(M) if and only if (0,∞) ⊂ ρ(A) and∥∥∥∥ dndλn [λα−1R(λα, A)]
∥∥∥∥ Mn!λn+1 , λ > 0, n = 0,1, . . . .
Lemma 2.6. Let 0< α  2. A ∈ Cα(M) if and only if Σπα/2 ⊂ ρ(A) and there exists a strongly continuous function Sα : R+ → B(X)
such that ‖Sα(t)‖ M for all t  0 and
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(
λα − A)−1x = ∞∫
0
e−λt Sα(t)xdt, λ ∈ Σπ/2 (2.7)
for all x ∈ X. Furthermore, Sα is the α-times resolvent family generated by A.
In the sequel we need the following lemma on analyticity criteria for α-times resolvent families, where the equivalence
of (a) with (b) is given in [3]; (b) is equivalent to (c) by the deﬁnition of sectorial operators, which is also mentioned in
Remark 3 of [13].
Lemma 2.7. Let α ∈ (0,2) and θ0 ∈ (0,min{π2 , πα − π2 }]. The following assertions are equivalent.
(a) (A, Sα) ∈ Aα(θ0).
(b) Σα( π2 +θ0) ∈ ρ(A), and for each θ ∈ (0, θ0), there exists a constant Mθ such that∥∥λ(λ − A)−1∥∥ Mθ , λ ∈ Σα(π2 +θ).
(c) −A ∈ Sect(π − ( π2 + θ0)α).
Remark 2.8.
(a) By Lemma 2.7, −A generates a bounded analytic α-times resolvent family if and only if A is sectorial of angle ϕ <
π − πα/2.
(b) If −A generates a bounded α-times resolvent family, then A is sectorial of angle π − πα/2. The converse statement,
however, is not true. For example, let X := C0(0,1), i.e., the space of all continuous functions on [0,1), which have limit
zero at one. Consider the shift semigroup T ,(
T (t) f
)
(η) :=
{
f (t + η), t + η ∈ [0,1);
0, t + η 1,
and let −A be its generator. It is not hard to see that T is a bounded C0-semigroup on X , so that A ∈ Sect(π/2). By
[10, Proposition 2.1.1(b)], A−1 ∈ Sect(π/2) while −A−1 does not generate a C0-semigroup on X (see Example 3.7 [27]).
The following generalized subordination principle was given in [17].
Lemma 2.9. Let −A generate a bounded α-times resolvent family Sα on X for some α ∈ (0,2] and let 0< γ < 2. Then −Ab generates
a bounded analytic γ -times resolvent family Sbγ of angle ϕ = min{π2 , πγ (1− b) + π2 ( αγ β − 1)} on X for each b ∈ (0, 2−γ2−α ), and the
following generalized subordination principle
Sbγ (t) =
∞∫
0
f bγ ,α(t, s)Sα(s)ds (t > 0) (2.8)
holds in the strong sense, where the kernel f bγ ,α(t, s) is given by
f bγ ,α(t, s) :=
(−1)
2π i
∫
∂Σω
Eγ
(−μbtγ )(−μ) 1α −1e−(−μ) 1α s dμ, (2.9)
with the path ∂Σω oriented in the positive sense (from ∞eiω to ∞e−iω), where ω ∈ (π − π2 α,min{π, 1b (π − π2 γ )}] and
(−ρe±iω) 1α := ρ 1α e∓i(π−ω)/α .
Remark 2.10.
(a) f b1,1(·,·) is just the Bochner subordination kernel which is a probability density function (see Chapter IX [25]).
(b) Let 0 < γ < α  2. Then we can take b = 1 and obtain
∞∫
0
e−μt f 1γ ,α(t, s)dt = μγ/α−1e−μ
γ/α s, Reμ > 0.
This yields f 1γ ,α(t, s) = t−γ /αΦγ /α(st−γ /α). Observe that Φγ/α is a probability density function by (2.5), so is f 1γ ,α(t, ·)
(see Corollary 3.3(b) [17]).
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In this section, we discuss further properties of the subordination kernel f bγ ,α given by (2.9). First, we have a uniform
estimate on the integral of f bγ ,α .
Proposition 3.1. Let γ ∈ (0,2) and δ ∈ (0,1). There is a constant C := C(δ) > 0 such that
∞∫
0
∣∣ f bγ ,α(t, s)∣∣ds C (3.1)
for all t > 0 and b ∈ [δ, 2−γ2−α ).
Proof. Indeed, for t > 0 ﬁxed, by Cauchy’s theorem, we may shift the contour ∂Σω in (2.9) to Γ := Γ1∪Γ ′1∪Γ2∪Γ ′2∪Γ3∪Γ ′3
in the positive sense as well, where
Γ1 :=
{
ρeiω: ρ  t−γ /b
}
,
Γ ′1 :=
{
ρe−iω: ρ  t−γ /b
}
,
Γ2 :=
{
t−γ /beiθ : ω θ  π
}
,
Γ ′2 :=
{
t−γ /be−iθ : ω θ  π
}
,
Γ3 :=
{
ρeiπ : 0 ρ  t−γ /b
}
,
Γ ′3 :=
{
ρe−iπ : 0 ρ  t−γ /b
}
.
We next estimate the integral
∞∫
0
∣∣∣∣ 12π i
∫
Γ
Eγ
(−μbtγ )(−μ) 1α −1e−(−μ) 1α s dμ∣∣∣∣ds
on each Γi and Γ ′i for i = 1,2,3, respectively. First, for the integral on Γ1, it follows from (2.4) that
∞∫
0
∣∣∣∣ 12π i
∫
Γ1
Eγ
(−μbtγ )(−μ) 1α −1e−(−μ) 1α s dμ∣∣∣∣ds
 1
2π
∞∫
0
∞∫
t−γ /b
∣∣Eα(−ρbtγ eiωb)∣∣ρ1/α−1e−sρ1/α cos(π−ω)/α dρ ds
= α
2π
∞∫
0
∞∫
t−γ /(αb)
∣∣Eα(−σαbtγ eiωb)∣∣e−sσ cos(π−ω)/α dσ ds
 α
2π
C
cos(π − θ)/α
∞∫
t−γ /(αb)
1
σ + σαb+1tγ dσ
 α
2π
C
tγ cos(π − θ)/α
∞∫
t−γ /(αb)
σ−αb−1 dσ
= C
b cos(π −ω)/α <
C
δ cos(π −ω)/α (3.2)
for all b ∈ [δ, 2−γ2−α ). The same estimate holds for the integral on Γ ′1. Also, note that cos(π − θ)/α > 0 for θ ∈ [ω,π ], then
we have
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0
∣∣∣∣ 12π i
∫
Γ2
Eγ
(−μbtγ )(−μ) 1α −1e−(−μ) 1α s dμ∣∣∣∣ds
 1
2π
∞∫
0
π∫
ω
∣∣Eγ (−eiθb)∣∣t−γ /(αb)e−st−γ /(αb) cos(π−θ)/αdθ ds
= 1
2π
1
cos(π − θ)/α
π∫
ω
∣∣Eγ (−eiθb)∣∣dθ

Eγ (1)
2cos(π − θ)/α (3.3)
for all b ∈ [δ, 2−γ2−α ). The same estimate holds for the integral on Γ ′2 as well. Finally, for the integral on Γ3 ∪ Γ ′3,
∞∫
0
∣∣∣∣ 12π i
∫
Γ3∪Γ ′3
Eγ
(−μbtγ )(−μ) 1α −1e−(−μ) 1α s dμ∣∣∣∣ds
 1
2π
∞∫
0
t−γ /b∫
0
∣∣Eγ (−ρbtγ e−iπb)− Eγ (−ρbtγ eiπb)∣∣ρ1/α−1e−sρ1/α dρ ds
= α
2π
∞∫
0
t−γ /(αb)∫
0
e−sσ
∣∣Eγ (−σαbtγ e−iπb)− Eγ (−σαbtγ eiπb)∣∣dσ ds
= α
2π
t−γ /(αb)∫
0
σ−1
∣∣Eγ (−σαbtγ e−iπb)− Eγ (−σαbtγ eiπb)∣∣dσ
 α
π
t−γ /(αb)∫
0
σ−1
∞∑
k=1
(σαbtγ )k
Γ (kγ + 1) dσ 
Eγ (1)
πb
<
Eγ (1)
πδ
(3.4)
for all b ∈ [δ, 2−γ2−α ). Obviously, the estimates (3.2), (3.3) and (3.4) yield (3.1). 
On the other hand, since (2.8) also holds for scalar functions (that is, (2.8) is true with Sα(t) = Eα(t)), by using (2.9),
Proposition 3.1 and Fubini’s theorem we have
f bγ ,α(t, s) =
(−1)
2π i
∫
∂Σω
Eγ
(−(μb/q)qtγ )(−μ)1/α−1e−(−μ)1/α s dμ
= (−1)
2π i
∫
∂Σω
( ∞∫
0
f qγ ,βq (t, τ )Eβq
(−μb/qτβq)dτ)(−μ)1/α−1e−(−μ)1/α s dμ
=
∞∫
0
f qγ ,βq (t, τ )dτ
(−1)
2π i
∫
∂Σω
Eβq
(−μb/qτβq)(−μ)1/α−1e−(−μ)1/α s dμ
=
∞∫
0
f qγ ,βq (t, τ ) f
b/q
βq,α
(τ , s)dτ , t, s > 0,
for all b  q 1 and γ  βq  α satisfying γ < βq if q = 1 and βq < α if q = b. Thus, we obtain the next general composition
of the subordination kernels by induction.
Proposition 3.2. Let n ∈ N, 0 < bi  1 for i = 1, . . . ,n + 1 and let 0 < α0  α1  · · ·  αn+1  2 with αi−1 < αi if bi = 1.
The following composition form
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b1b2···bn+1
α0,αn+1 (t, s) =
∞∫
0
∞∫
0
· · ·
∞∫
0
f b1α0,α1(t, τ1) f
b2
α1,α2
(τ1, τ2) · · · f bn+1αn,αn+1(τn, s)dτn · · · dτ2 dτ1 (3.5)
holds for t, s > 0.
Remark 3.3. In particular, for b ∈ (0,1) and 0< γ < α  2, the concise form
f bγ ,α(t, s) =
∞∫
0
f 1γ ,α(t, τ ) f
b
α,α(τ , s)dτ
=
∞∫
0
f bγ ,γ (t, τ ) f
1
γ ,α(τ , s)dτ (t, s > 0)
follows from (3.5), immediately.
Observe that f b1,1(t, ·) and f 1α,γ (t, ·) both are probability density functions for 0 < b < 1 and 0 < γ < α  2, as showed
in Remark 2.10. In general, we have the following
Proposition 3.4. Let 0 < γ < 1 < α  2. For t > 0 ﬁxed, the subordination kernel f bγ ,α(t, ·) is a probability density function for each
b ∈ (0,1).
Proof. It follows from (3.5) that
f bγ ,α(t, s) =
∞∫
0
∞∫
0
f 1γ ,1(t,σ ) f
b
1,1(σ , τ ) f
1
1,α(τ , s)dσ dτ .
All the kernels f 1γ ,1(t, ·), f b1,1(σ , ·) and f 11,α(τ , ·) are probability density functions, so is f bγ ,α(t, ·). 
Finally, we give an explicit representation of the kernel f bαb,α(s, t) to end this section.
Proposition 3.5. Let α ∈ (0,2]. For each b ∈ (0, 2α+2 ], the kernel f bαb,α(t, s) has the following explicit representation
f bαb,α(t, s) =
α
π
tαbsαb−1 sinπb
(sαb + tαb cosπb)2 + (tαb sinπb)2 , t, s > 0.
Proof. Thanks to 0< b  2α+2 , we can shift the contour ∂Σω to ∂Σπ in the formula (2.9) and obtain from (2.1) that
f bαb,α(t, s) =
(−1)
2π i
∫
∂Σω
Eαb
(−μbtαb)(−μ)1/α−1e−(−μ)1/α s dμ
= 1
2π i
∞∫
0
ρ1/α−1e−sρ1/α
(
Eαb
(−ρbtαbe−iπb)− Eαb(−ρbtαbeiπb))dρ
= α
2π i
∞∫
0
e−sr
(
Eαb
(−rαbtαbe−iπb)− Eαb(−rαbtαbeiπb))dr
= α
2π i
sαb−1
(
1
sαb + tαbe−iπb −
1
sαb + tαbeiπb
)
= α
π
tαbsαb−1 sinπb
(sαb + tαb cosπb)2 + (tαb sinπb)2 , t, s > 0. 
Remark 3.6. Obviously, for t > 0 ﬁxed, f bαb,α(t, ·) is a probability density function for each b ∈ (0, 2α+2 ]. In particular, by
letting b = 1/2 in Proposition 3.5, we obtain [17, Corollary 3.3(e)], immediately.
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As showed in Remark 2.8, the generator of a bounded α-times resolvent family is sectorial of angle π −πα/2, while the
converse statement is not true. In this section, we give suﬃcient criteria for a sectorial operator of angle π − πα/2 to be
the generator of an α-times resolvent family by using the approximation of fractional powers of operators.
First, as direct consequences of Lemma 2.9 and Proposition 3.1 above, we have
Lemma 4.1. Let α ∈ (0,2), δ ∈ (0,1) and let −A generate a bounded α-times resolvent family on X. Then −Ab generates a bounded
analytic α-times resolvent family Sbα on X of angle min{π2 , ( πα − π2 )(1− b)} for each b ∈ (0,1) and
sup
t0
∥∥Sbα(t)∥∥ M, δ < b < 1,
for some M  1.
Note that f 1γ ,α(t, s) is non-negative with
∫∞
0 f
1
γ ,α(t, s) = 1 for t > 0, by using (2.8) and (3.1) one gets
Lemma 4.2. Let 0 < γ < α  2, δ ∈ (0,1) and let −A generate a bounded α-times resolvent family. Then −Ab generates a bounded
analytic γ -times resolvent family Sbγ on X of angle min{π2 , πγ (1− b) − π2 (1− b αγ )} for each b ∈ (0,1) and
sup
t0
∥∥Sbγ (t)∥∥ M, δ < b < 1,
for some M  1.
We are ready to give the main result of this section.
Theorem 4.3. Let α ∈ (0,2], δ ∈ (0,1) and let A be a sectorial operator on X. The following assertions are equivalent.
(a) −A generates a bounded α-times resolvent family on X.
(b) −Ab generates a bounded αb-times resolvent family Sbαb on X for each b ∈ (δ,1), with αb → α− as b → 1− (αb strictly less than
α if α = 2), and
sup
t0
∥∥Sbαb (t)∥∥ M, δ < b < 1,
for some M  1.
Proof. (a) ⇒ (b) follows from Lemmata 4.1 and 4.2, immediately.
(b) ⇒ (a). Suppose that (−Ab, Sbαb ) ∈ Cαb (0) for each b ∈ (δ,1), with αb → α− as b → 1− (αb strictly less than α if
α = 2), and there is an M  1 such that
sup
t0
∥∥Sbαb (t)∥∥ M, b ∈ (δ,1). (4.1)
Notice that
sup
μ>0
∥∥μ(μ+ Ab)−1∥∥ sup
μ>0
∥∥μ(μ + A)−1∥∥ := M ′ < ∞
for all b ∈ (δ,1) by [21, Proposition 5.3.2]. Also, observe that limb→1− Abx= Ax for x ∈ D(A). Then, for λ > 0 ﬁxed, we have∥∥λαb−1(λαb + Ab)−1x− λα−1(λα + A)−1x∥∥
= ∥∥(λαb + Ab)−1(λα + A)−1[λαb−1(λα + A)x− λα−1(λαb + Ab)x]∥∥

∥∥(λαb + Ab)−1∥∥∥∥(λα + A)−1∥∥∥∥λαb−1Ax− λα−1Abx∥∥

∥∥λαb−1(λαb + Ab)−1∥∥∥∥(λα + A)−1∥∥∥∥Ax− Abx∥∥+ ∥∥(λαb + Ab)−1∥∥∥∥λα−1(λα + A)−1∥∥∥∥(λαb−α − 1)Abx∥∥
 M
′2
λα+1
∥∥Ax− Abx∥∥+ M ′2
λαb+1
∣∣λαb−α − 1∣∣∥∥Abx∥∥→ 0, b → 1−,
that is, the equality
lim λαb−1
(
λαb + Ab)−1x = λα−1(λα + A)−1x (4.2)b→1−
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the denseness of D(A) in X . By the Laplace transform of Sbα given in Lemma 2.6, similar to the computation given in the
proof of [18, Corollary 4.4], it follows from (4.1) and (4.2) that∥∥∥∥ dndλn [λα−1(λα + A)−1]
∥∥∥∥ Mn!λn+1 , n = 0,1, . . . .
Thus, by Lemma 2.5, −A generates an α-times resolvent family Sα and ‖Sα(t)‖ M for all t  0. 
By taking αb ≡ α or αb = αb, we obtain the following two direct consequences of Theorem 4.3, respectively.
Corollary 4.4. Let α ∈ (0,2), δ ∈ (0,1) and let A be a sectorial operator on X. The following assertions are equivalent.
(a) −A generates a bounded α-times resolvent family on X.
(b) −Ab generates a bounded α-times resolvent family Sbα on X for each b ∈ (δ,1) and
sup
t0
∥∥Sbα(t)∥∥ M, δ < b < 1,
for some M  1.
Corollary 4.5. Let α ∈ (0,2], δ ∈ (0,1) and let A be a sectorial operator on X. The following assertions are equivalent.
(a) −A generates a bounded α-times resolvent family on X.
(b) −Ab generates a bounded αb-times resolvent family Sαb on X for each b ∈ (δ,1) and
sup
t0
∥∥Sαb(t)∥∥ M, δ < b < 1,
for some M  1.
Further on, notice that f b1,1(t, ·) is a probability density function for each b ∈ (0,1). By Theorem 4.3 and a similar
argumentation, we obtain the following corollaries.
Corollary 4.6. Let A be a sectorial operator on X. The following assertions are equivalent.
(a) −A generates a bounded C0-semigroup on X.
(b) −Ab generates a bounded C0-semigroup T b on X for each b ∈ (0,1) and
sup
t0
∥∥T b(t)∥∥ M, 0< b < 1,
for some M  1.
(c) −Ab generates a bounded b-times resolvent family Sb on X for each b ∈ (δ,1), and
sup
t0
∥∥Sb(t)∥∥ M, δ < b < 1,
for some M  1 and δ ∈ (0,1).
Corollary 4.7. Let δ ∈ (0,1) and let A be a sectorial operator on X. The following assertions are equivalent.
(a) −A generates a bounded cosine operator function on X.
(b) −Ab generates a bounded 2b-times resolvent family S2b on X for each b ∈ (δ,1) and
sup
t0
∥∥S2b(t)∥∥ M, δ < b < 1,
for some M  1.
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In this section we discuss the boundary values of bounded analytic α-times resolvent families.
Theorem 5.1. Let α ∈ (0,2) and ϕ ∈ (0,min{π2 , πα − π2 }]. If −A generates an analytic α-times resolvent family of angle ϕ bounded
uniformly on Σϕ then −e±iϕα A generate bounded α-times resolvent families.
Proof. Suppose that −A generates an analytic α-times resolvent family Sα and∥∥Sα(z)∥∥ M, z ∈ Σϕ,
for some M  1. Then for any  > 0, by Theorem 4.3(c) in [5],
sup
t0
∥∥Sα,ϕ(t)∥∥ M,
where Sα,ϕ is the bounded (analytic of angle ) α-times resolvent family generated by −ei(ϕ−)α A and Sα,ϕ(t) =
Sα(tei(ϕ−)) for t  0.
Now consider the α-times resolvent family S,bα,ϕ generated by −(ei(ϕ−)α A)b . It follows from (2.8) and (3.1) that
sup
t0
∥∥S,bα,ϕ(t)∥∥ sup
t0
∞∫
0
∥∥ f bα,α(t, s)Sα,ϕ(s)∥∥ds
 CM, b ∈ (δ,1). (5.1)
Notice that, for λ > 0,
s − lim
→0+λ
α−1(λα + ei(ϕ−)αb Ab)−1 = λα−1(λα + eiϕαb Ab)−1,
that is,
s − lim
→0+
(
λ + ei(ϕ−)αb Ab)−1 = (λ + eiϕαb Ab)−1, λ > 0.
Thus, by Theorem 4.2 in [18] and Corollary 4.4,
s − lim
→0+ S
,b
α,ϕ(t) = S0,bα,ϕ(t)
uniformly in t on bounded intervals of R+ , where S0,bα,ϕ is the α-times resolvent family generated by −(eiϕα A)b , so that
sup
t0
∥∥S0,bα,ϕ(t)∥∥ lim
→0+ supt0
∥∥S,bα,ϕ(t)∥∥ CM, b ∈ (δ,1),
due to (5.1). By Theorem 4.3, −eiϕα A ∈ Cα(CM). Also, −e−iϕα A ∈ Cα(M ′′) for some constant M ′′ > 0 by similar argu-
ment. 
Let Sα be an analytic α-times resolvent family on X of angle ϕ with generator −A. We can also consider directly the
behaviors of Sα(z) as Σϕ  z → ∂Σϕ and deﬁne by
S+α,ϕ(s) := s − lim
θ→ϕ− Sα
(
seiθ
)
,
S−α,ϕ(s) := s − lim
θ→−ϕ+ Sα
(
seiθ
)
, (5.2)
the boundary values of Sα if limits above exist in the strong sense for each s 0. The next result shows that such boundary
values of Sα coincide with the α-times resolvent families generated by −e±iϕα A.
Proposition 5.2. Let α ∈ (0,2) and ϕ ∈ (0,min{π2 , πα − π2 }] and let −A generate an analytic α-times resolvent family of angle ϕ
uniformly bounded on Σϕ . Then the limits given in (5.2) exist for each s 0 and S±α,ϕ are the α-times resolvent families generated by
−e±iϕα A.
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−eiθα A generates a bounded (analytic) α-times resolvent family given by Sα(·eiθ ) for each θ ∈ (−ϕ,ϕ) and
∞∫
0
e−λt Sα
(
teiθ
)
xdt = λα−1(λα + eiθα A)−1x → λα−1(λα + eiϕα A)−1x = ∞∫
0
e−λt S+(t)xdt
as θ → ϕ− for x ∈ D(A) and, hence, for x ∈ X due to the uniform boundedness of μ(μ + eiϕα A)−1 and the denseness of
D(A) in X . Thus, s− limθ→ϕ− Sα(teiθ ) = S+(t) for each t  0 by [18, Theorem 4.2]. Also, S−α,ϕ = S− by similar argument. 
Conversely, we have the following conclusion.
Theorem 5.3. Let α ∈ (0,2) and ϕ ∈ (0,min{π2 , πα − π2 }). If −e±iϕα A generate bounded α-times resolvent families then −A gener-
ates an analytic α-times resolvent family of angle ϕ bounded uniformly on Σϕ .
Proof. Suppose that S+ and S− are the α-times resolvent families generated by A+ := −eiϕα A and A− := −e−iϕα A, re-
spectively. Let M > 0 such that ‖S±(t)‖ M for all t  0. Then
∥∥λα−1(λα + A±)−1∥∥=
∥∥∥∥∥
∞∫
0
e−λt S±(t)dt
∥∥∥∥∥ MReλ, Reλ > 0. (5.3)
Let λ ∈ Σ+ϕα := {z ∈ Σϕα: Im z 0}. Since Re(λe−iϕ) > 0, it follows from (5.3) that∥∥λα−1(λα + A)−1∥∥= ∥∥λα−1(λα + eiϕα A−)−1∥∥
= ∥∥(λe−iϕ)α−1[(λe−iϕ)α + eiϕα A−]−1∥∥
 M
Re(λe−iϕ)
= M|λ| cosϕ .
Similarly, ‖λα−1(λα + A)−1‖ M|λ| cosϕ for all λ ∈ Σ−ϕα := {z ∈ Σϕα: Im z 0}. Thus we have∥∥(I + zα A)−1∥∥= ∥∥z−α(z−α + A)−1∥∥ M
cosϕ
, z ∈ Σϕ. (5.4)
By similar arguments, we also obtain∥∥∥∥ dndλn [λα−1(λα + A)−1]
∥∥∥∥ Mn!λn+1 cosϕ , λ > 0, n = 0,1, . . . . (5.5)
Thus, by Lemma 2.5, the estimate (5.5) shows that −A generates a bounded α-times resolvent family Sα .
On the other hand, for n ∈ N and z ∈ Σϕ , set
Sn(z) := 1
n!
n+1∑
k=1
bαk,n+1
[
I −
(
z
n
)α
A
]−k
,
where bαk,n are given by the recurrence relations
bα1,1 = 1,
bαk,n = (n − 1− kα)bαk,n−1 + α(k − 1)bαk−1,n−1, 1 k n, n = 2,3, . . . ,
bαk,n = 0, k > n, n = 1,2, . . . .
Notice that, by induction,
n+1∑
k=1
∣∣bαk,n+1∣∣ (2α + 1)nn!, n ∈ N. (5.6)
Indeed, for n = 1, it is clear that
2∑∣∣bαk,2∣∣= |1− α| + α  2α + 1.
k=1
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n+1∑
k=1
∣∣bαk,n+1∣∣ (2α + 1)nn! (5.7)
for some n ∈ N. Since
|n+ 1− kα| + kα  n + 1+ 2(k − 1)α  (n + 1)(2α + 1) (5.8)
for k = 1,2, . . . ,n + 2, it follows from (5.7) and (5.8) that
n+2∑
k=1
∣∣bαk,n+2∣∣= ∣∣bα1,n+2∣∣+ ∣∣bα2,n+2∣∣+ · · · + ∣∣bαn+1,n+2∣∣+ ∣∣bαn+2,n+2∣∣
= ∣∣(n+ 1− α)bα1,n+1∣∣+ ∣∣(n+ 1− 2α)bα2,n+1 + αbα1,n+1∣∣+ · · ·
+ ∣∣[n+ 1− (n + 1)α]bαn+1,n+1 + αnbαn,n+1∣∣+ ∣∣(n + 1)αbαn+1,n+1∣∣

n+1∑
k=1
(|n + 1− kα| + kα)∣∣bαk,n+1∣∣
 (2α + 1)n+1(n + 1)!.
Thus, it follows from (5.4) and (5.6) that∥∥Sn(z)∥∥ M ′, z ∈ Σϕ,
where M ′ = (2α + 1)nMn+1/ cosn+1 ϕ if M/ cosϕ  1 or M ′ = (2α + 1)nM/ cosϕ if M/ cosϕ < 1. Also, ‖Sn(re±iϕ)‖ M for
all r  0 and n ∈ N. Then, by Phragmén–Lindelöf Principle (Theorem 3.9.8 in [1]),∥∥Sn(z)∥∥ M, z ∈ Σϕ, n ∈ N.
Thus, by Proposition 2.11 in [3], ‖Sα(t)‖ = ‖s − limn→∞ Sn(t)‖ M for all t  0. Finally, Vitali’s theorem (see Theorem A.5
and Proposition A.3 in [1]) implies that Sα has an analytic extension S˜α to Σα satisfying ‖˜Sα(z)‖ M for all z ∈ Σϕ . 
Remark 5.4. By letting α = 1 in Theorem 5.3, we obtain [1, Theorem 3.9.7] immediately.
Next example shows that Theorem 5.3 is not valid if the angle ϕ arrives at value of min{π2 , πα − π2 }.
Example 5.5. Let α ∈ (1,2) and let 2 be the Laplacian on the space X := L2(0,1) with domain
D(2) :=
{
f ∈ W 2,2(0,1): f (0) = f (1) = 0}
and consider the problem
Dαt u(t, x) = 2u(t, x), t > 0;
u(t,0) = u(t,1) = 0, u(0, x) = f (x), ut(0, x) = 0. (5.9)
It is clear that 2 has eigenvalues zn = −n2π2 and eigenfunctions sinnπx. If f (x) :=∑∞n=1 cn sinnπx then the solution of
the problem (5.9) is given by the series
u(t, x) = Sα(t) f (x) =
∞∑
n=1
cn sinnπxEα
(
znt
α
)
,
where Sα is the α-times resolvent family generated by 2. From the asymptotic expansions (2.2) and (2.3) of the Mittag–
Leﬄer function, Sα admits an analytic extension to the sector Σϕ with ϕ = πα − π2 and supz∈Σϕ− ‖Sα(z)‖ < ∞ for each
 ∈ (0,ϕ). Obviously, Sα admits bounded boundary values S±α,ϕ (due to (2.2)) given by
S±α,ϕ(t) = Sα
(
te±iϕ
)
(t  0)
with generators e±iϕα2 while it is not uniformly bounded on the sector Σϕ .
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bounded C0-group U on X and
C(t) = U (t) + U (−t)
2
(t ∈ R).
We ﬁnally point out that, for a bounded analytic α-times resolvent family Sα with some α ∈ (0,2), the square root reduc-
tions of Sα always exist on a Banach space (not necessarily to be UMD).
Proposition 5.6. Let α ∈ (0,2). The operator−A generates a bounded analytic α-times resolvent family Sα on X if and only if±i A1/2
generate bounded analytic α/2-times resolvent families S±α/2 on X. Moreover,
Sα(t) =
S+α/2(t) + S−α/2(t)
2
(t  0).
Proof. Suppose that −A ∈ Aα(ϕ) for some ϕ ∈ (0,min{π2 , πα − π2 }]. By Lemma 2.7, A ∈ Sect(π − (π/2 + ϕ)α), so that
A1/2 ∈ Sect( π2 − (π/2+ϕ)α/2) from Lemma 2.2(e). Thus, ±i A1/2 ∈ Sect(π − (π/2+ϕ)α/2), this shows ±i A1/2 are sectorial
operators of angles strictly less than π − πα/4. Therefore, ∓i A1/2 generate bounded analytic α/2-times resolvent families
from Remark 2.8(a).
Conversely, suppose that S+ and S− are bounded analytic α/2-times resolvent families generated by i A1/2 and −i A1/2,
respectively. Write S := 12 (S+ + S−). Obviously, S is bounded analytic on Σmin{θ1,θ2} , where θ1 and θ2 are the analytic angles
of S+ and S− , respectively. From the resolvent equation (2.6), it follows that
−(gα ∗ S)(t)Ax = −1
2
gα/2 ∗ gα/2 ∗
(
S+ + S−)(t)Ax
= 1
2
g1/2 ∗
(
gα/2 ∗ S+ + gα/2 ∗ S−
)
(t)i A1/2i A1/2x
= 1
2
gα/2 ∗
(
S+ − S−)(t)i A1/2x
= S(t)x− x, x ∈ D(A),
for all t  0. Thus, S is a bounded analytic α-times resolvent family with generator A. 
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