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1. INTRODUCTION 
For several decades various works have appeared concerning the 
existence of solutions for the Emden-Fowler equation with exponential 
nonlinearity (P): 
du+Ae”=O in Q c R”, (1.1) 
u=o on XI, (1.2) 
where Q is a bounded domain in R” (n B 2) and ,I is a positive constant 
[3, 5, 7, 8, 10, 131. Among them, we review the following results for the 
case where the domain Q is spherically symmetric. 
First, in the case that 0 is the ball B= (X 1 1x1 < 1 > in R”, every solution 
of (P) is radial, i.e., spherically symmetric, from the Gidas-Ni-Nirenberg 
theory [6]. Besides, the bifurcation diagram of the solution set 
Y = { (,I, u) 1 (A, U) satisfies (P) and u = U(T) is radial, where r = [xl} has 
been fully investigated by Gel’fand [S] and Joseph and Lundgren [7]. 
Their results indicate that the feature of Y varies strikingly according to 
the dimension n. Especially, for n E (2, lo), it bends infinitely many times in 
the (I, u)-plane and blows up at ,I = 2(n - 2). 
On the other hand, we cannot conclude that every solution is radial in 
the case that 52 is the annulus A, = {x ) a < 1x1 < 1 } with a E (0, 1). In fact, 
for n = 2, the existence of nonradial solutions has been established via the 
bifurcation theory [8] and also the variational method [13]. 
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However, for the higher dimensional case, even the structure of radial 
solutions for (P) on the annulus A, in R” (n > 3) has not been sufficiently 
determined. In this paper we show that the solution set Y has no 
bifurcation point and that arbitrarily many bendings occur whenever 
2 < n < 10 and a E (0, 1) is small enough. Precisely stated, the results are the 
following. 
Let (P,) denote the problem (P) for 52 = A, c R” and Y0 the radial 
solution set .of (P,), namely { (2, U) 1 (A, U) satisfies (P,) and u = u(r), where 
r = 1x1.}. 
THEOREM 1.1. The set Y0 forms a l-dimensional manifold in R x $$(A,), 
homeomorphic to R, starting from (0,O) and approaching A = +0 as /lull ICJ,J 
goes up to infinity. 
THEOREM 1.2. For n E (2, lo), there exists a decreasing sequence 
{aN} c (0, 1) such that the number of bendings occurring on .5$ in R x %?(A,) 
is more than N if a E (0, a,). 
The proof will be accomplished through the phase plane analysis by 
modifying the Emden transformation used in [2, 71 when Q is the ball. 
This method depends deeply on the algebraic property of the nonlinear 
term le” in (P,) and hence unfortunately does not apply to other problems. 
We expect that nonradial solutions actually exist for the higher 
dimensional annulus A cl. 
2. BEHAVIORS OF RADIAL SOLUTIONS AROUND r=O 
In this section we show that any radial solution u = u(r) of (P) on 
A, = (x 1 a < r = 1x1 < l} c R” can be continued up to r = +O, satisfying 
(r”- ‘u’)’ + Ar”- ‘e” = 0. (2.1) 
LEMMA 2.1. If a solution u = u(r) of (2.1) is positive at some 
r. E (0, + CO), then u = u(r) continues to r = + co, having just one zero r, in 
(ro, +a). 
Proof: Assume that u(r) is positive for r > r,; then we have 
(r”- ‘u’)’ < --I? ‘. 
Integrating (2.2) over (ro, r), we have 
(2.2) 
(2.3) 
2 c, u’(r)< --r+-. 
n f-1 
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Here and henceforth Cj (i = 1,2, . ..) denotes a positive constant 
independent of r. From (2.3) u(r) is continued up to r = + cc and 
lim u’(r) = -co, 
r-+x 
which obviously contradicts the assumption. 
Consequently, u(r) has a zero rl in (rO, +a). 
On the other hand, any solution of (2.1) has no local minima. Hence u(r) 
has no other zero than r, in (rO, + a). 
Continuing u(r) to r > r, , we have 
(rn-‘u’)‘> -ir”-‘. (2.4) 
From an integration of (2.4) over (r, , r) follows 
u’(r)> -Ir- c2 n ynl’ 
which means that u(r) continues up to r = + co. 1 
LEMMA 2.2. A solution u = u(r) in Lemma 2.1 continues up to r = +O. 
More precisely, there holds one of three possibilities: 
(I) lim,, +0 u(r) = + co, 
(II) lim,, +o u(r) is finite and lim,, +0 u’(r) = 0, and 
(III) there exist positive numbers L and M such that 
and 
lim 
i 
L 
r+ +a 4r)f(n-22)rn-2 z”. > 
(2.5) 
(2.6) 
Proof Let the solution tl = u(r) exist in r E (r2, + 03) for some 
r2 E to, ro). 
In the case that 
u(r) > 0 for r E (r2, ro), (2.7) 
we can show that either (I) or (II) holds. To see this, we first note that 
u’(r) < 0 for r E (rz, ro). (2.8) 
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In fact, when u’(r) takes a nonnegative value at some r3 E (r2, r,,), then 
d(r) > 0 for r E (r2, r3) 
follows because rn- ‘u’(r) is monotone decreasing. Hence u = u(r) continues 
up to r = +O, that is, r2 = 0. However, then, with any chosen number r4 in 
(0, r3h 
r”-‘d(r) > ri-‘u’(r,) = C, for r E (0, r4) 
so that 
lim rd(r)= +a. 
r+ +o 
A contradiction to (2.7). 
The inequality (2.8) implies 
Cd 
u’(r)> -7 for r E (r2, ro) (2.9) 
Because of the monotocity of r” ~ ‘u’(r). From (2.9), u(r) continues up to 
r = + 0, and from (2.8), 
exists. 
We have only to show 
lim u’(r) = 0 
r- +o 
(2.10) 
when u( +0) is finite. In this case we have, from (2.1), 
-CC5rn-‘<(rn-1u’)‘< -CC6rne1 for r E (0, ro). (2.11) 
Integrating (2.11) over (p, r) and letting p approach +O, we deduce the 
estimate 
C5 G --r<u’(r)< --r for r E (0, ro) 
n n 
with regard to lim,, +. p “-‘u’(p) = 0. This means that (2.10) holds. 
In the case other than (2.7), namely, when u(r) vanishes at some 
r5 E (r2, ro), (III) occurs. 
In fact, first we have 
u(r) < 0 for r E (r2, r5) 
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because u = u(r) has no local minima. Hence 
by (2.1). 
(2.12) 
Integrating (2.12) over (r, r5), we have 
C3 < rnp’u’(r) < C4 for r E (rz, r5). (2.13) 
Therefore, u = u(r) is continued up to r = +O. 
The monotonicity of rn- ‘u’(r) and the estimate (2.13) mean that there 
exists a positive constant L such that 
lim rn- ‘u’(r) = L. (2.14) 
r-9 +o 
Integrating (2.12) again over (p, r) and letting p approach +O, we have 
-Ar<u’(r)--$40 
n 
(2.15) 
and consequently 
,byo{ut(r)--$}=O. 
This is (2.5). 
Integration of (2.15) over (r, r5) shows that u(r) + (L/(n - 2) rn-‘) is 
bounded when r approaches + 0, and besides the inequality (2.15) means 
that it is monotone decreasing. Consequently, 
lim 
{ 
L 
,- +o 4’)+(n-22)r”-2 =M 1 
for some positive constant M. This is (2.6). 1 
Remark 2.3. In case (II), lim,, +. u’(r) =0 follows also from the 
elliptic regularity for Eq. (1.1). 
Remark 2.4. If (A, U) solves (2.1), then (AeeK, u + K) also solves it for 
any real constant K. So Lemmas 2.1 and 2.2 characterize the behavior of 
solutions of (2.1) at r = + cc and r = +O. 
3. PHASE PLANE ANALYSIS 
Case (II) in Lemma 2.2 corresponds to radial solutions of (P) on the ball 
studied in [2,7, 121. For radial solutions on annuli, we have to deal only 
with case (III) in Lemma 2.2. 
505/100/1-10 
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Modifying the classical one utilized in [2, 71, we first adopt the 
transformation 
u(r) = w(t) - 2t + M and r=Be’ (3.1) 
with 
B= {2(n-2)/lle”}“2. (3.2) 
Then Eq. (2.1) and the conditions (2.5) and (2.6) at r = + 0 are 
transformed into 
w”+(n-2)w’+2(n-2)(e”‘- l)=O, 
lim (w(t)-22t+ae-(“-*)‘} =O 
I--r --co 
(3.3) 
(3.4) 
and 
(3.5) 
with 
t~=LB-‘“~~)/(n-2). 
Conversely, the following lemma holds. 
(3.6) 
LEMMA 3.1. For any nonnegative a, there is a unique solution w, = w,(t) 
of problem (3.3) with (3.4), (3.5) in (-co, - T,], T, being sufficiently large. 
Proof Introducing v = v(t) by 
u(t)= w(t)-2t+aeC’“-2”, (3.7) 
we shall solve 
and 
{e (“-2)tV)}‘+2(n-2)e”‘+““‘-“E”‘=0 (3.8) 
lim v(t)= lim eC’v’(t)=O, 
1--r -00 t--r-m (3.9) 
where E(t) = e-(n-2)‘. 
Problem (3.8), (3.9) is transformed into an equivalent integral equation 
RADIAL SOLUTIONS 143 
To prove the unique existence of a solution of (3.10), we take the Banach 
space !Z= {u=u(t) 1 UEV(-co, -T,] and lim,,-, v(t)=O} equipped 
with the supremum norm (1. /I, where the positive constant T, is chosen 
later. Further, let the right-hand side of (3.10) be denoted by aa( We 
show the existence of a fixed point of @, in X by the contraction mapping 
theorem. 
In fact, for functions ui (i= 1, 2) in X = {u E% 1 IIuIl < 11, we have the 
following estimates: 
n-2 
=-e.ep2T’ I(uI--u211 
n 
and 
ll@,(uI)II iqe-e . -2Tl 
Consequently, @, has a unique fixed point u, = u,(t) E 3, provided that 
T, is sufficiently large. 1 
With the above solution w, = wa( t) = u,(t) + 2t - cre p(n ~ 2)‘, we define the 
orbit 0m by 
4 = ((Y z) I (w, z) = (w,(t), z,(t))), (3.11) 
where z,(t) = (dw,/dt)(t). This orbit is generated by the autonomous 
system 
Z 
-2(n - 2)(e” - 1) - (n - 2)z 
(3.12) 
with (3.4) and (3.5). Its singular point is only O(0, 0). Especially, when 
2 <n < 10, O(0, 0) is a spiral attractor at t = + co. This fact is known [7]. 
By (3.3) we have 
dz 
TV- 
- -y {z+2(ew-1)) = -y {Z-g(W)} (3.13) 
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for g(w) = -2(eW - 1). From this we can deduce immediately how the orbit 
Co, goes through the domains 
9,:z>o and z ’ g(w), 
9~,:Z<O and z > g(w), 
9j:z2<0 and z <g(w) 
and 
c2$:z>o and z>g(w). 
Namely, 
LEMMA 3.2. The orbit Co, with c( 3 0 goes right and downwards in S$, left 
and downwards in &, left and upwards in & and right and upwards. Further, 
without an escape to infinity, it necessarily proceeds from gi into L@+, 
crossing the w-axis vertically or the curve z = g(w) horizontally, where 
i=l,2,3, or4and95=91. 
In the end, it approaches O(0, 0) spirally if2 <n < 10. (See Fig. 1.) 
ProoJ The former part is obvious. 
Next we show that the orbit ~9~ never escapes to infinity in any domain 
PJi (i = 1, 2, 3,4). 
In fact, assume that it goes to infinity in 5Ba, ; then z(t) remains finite, w(t) 
I 
FIGURE 1 
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goes to infinity, and eventually Idz/dw( goes to infinity by (3.13), which is 
impossible. This means its vertical entrance into gz. In another domain 9,, 
the assertion follows from a similar argument. 
At this point we see that Q = {(w,(t), z,(t))} continues up to t = + co 
and approaches O(0, 0) spirally because the autonomous system (3.12) has 
no other singular point than O(0, 0). 1 
From the above property, the following well-known fact has been 
derived by Chandrasekhar [2] and Joseph and Lundgren [7]. 
LEMMA 3.3. There exists a unique orbit of (3.12) asymptotic to the line 
z = 2 as w -+ - co. Moreover the orbit is identical with c?&. 
For the proof, see also Nagasaki [12]. 
We can also prove the following 
LEMMA 3.4. The family of orbits {Co,},,, forms a foliation, that is, 
0% n Ob = f$ if a# b. 
Every orbit 0x with LX > 0 crosses the line z = 2 just once. 
ProoJ: The fact (“, n Q, = 0 for c( > 0 is obvious because z,(t) + + co as 
t-r -co from (3.5). To prove OxnOB= if cr>O, fl>O, and a#/?, we 
shall show that the asymptotic relation between w,(t) and z,(t) as t + - co 
differs according to each positive g. 
To this end we fix a positive c( and put w = w, and z = z, for simplicity. 
From (3.7) we see that 
z’(t)= -f~(n-2)*e~(~-*)‘+v”(t)<O as t-+--cc 
because lim, _ ~ a v”(t) = 0 in (3.8). Therefore we can consider t = t(z) as a 
function of z in 
z(t)=2+cc(n-2)e-(“-*)‘+v’(t) 
when t -+ -co with z -+ + co, because of the implicit function theorem. 
Accordingly we have 
z-2 z-2 w=-&log~--&logn--3-n--2+o(1), (3.14) 
where o( 1) denotes a term such that lim, _ + m o( 1) = 0. 
Thus the first part has been proved. 
Noting that 0z with o! > 0 proceeds in the way expressed in Lemma 3.2 
and that it never meets &,, we have the second assertion. 1 
146 NAGASAKI AND SUZUKI 
LEMMA 3.5. For any positive E and T, w, = w,(t) in Lemma 3.1 is 
continuous in %I[ - T, T] with respect to GL E [E, + 00). 
Proof: For GI and /? in [E, + co), we take v, and up in the proof of 
Lemma 3.1. Using the mean value theorem, we derive the estimates 
Iv,(t) - vfl(t)l = I@,(u,)(t) - @/54VpN’)l 
<z(n-z)j’ e-(np2)qdq 
-m 
for tE(-co, T,] and hence 
Ilv, - VP II G Cd&) Ia - DI 
by rechoosing T, in Lemma 3.1 such that CZ(.s) eP2T1 < 1. 
In the same way we also have 
lb&-vgll GC‘$(E) b-81. 
From (3.7), (3.15), and (3.16) it follows that 
(3.15) 
(3.16) 
lw,(T~)-w~(T,)l + Iw&(T,)-w;(T,)I <CA&) Ia-BI. 
As a consequence, the assertion holds because a solution of (3.3) depends 
continuously on its initial data at t = T,. 
Here we note that Ci (1 G i < 5) are constants independent of T. 1 
Remark 3.6. If u > /? > 0, 0= lies in the left side of 0, as t increases. 
We are going to show that these orbits (Oa,>,,, cover the phase plane 
lR2 except the origin O(0, 0). 
LEMMA 3.7. For every point P(q,, lo) # (0, 0), there is a unique 
nonnegative u such that P E 0,. 
Proof: If P exists on O,,, the assertion is obvious. 
Otherwise the orbit 0 of (3.12) passing through P enters necessarily into 
the domain z > 2 by Lemma 3.2 and hence we may assume that [,, > 2. We 
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also suppose that 0 = {(G(t), Z(t))} p asses through H at t = t,= 1,/2 for 
the convenience of later calculation. 
By a change of variables 
U(r)=bqt)-22t and r = BOet, (3.17) 
where B, = { 2(n - 2)/i} ‘I*, we obtain a solution U(r) of (2.1) satisfying the 
assumption in Lemma 2.1 with r0 = BOefo. 
Consequently, from Lemma 2.2, there exist positive constants L and ,iri 
such that 
lim 
r- +o 
L 
and lim r+ to U(r)+(n-2)rn-2 
(3.18) 
We define the function W= W(t) by 
U(r)= W(t)+li;r-2t and r-Be’ (3.19) 
with B = { 2(n - 2)/Ae”} “* and obtain the orbit 4 = {(W(t), Z(t))} with -- 
ol = LB-(“- “/(n - 2). These W(t) and Z(t) satisfy 
W( to + +ii;r, = ylo and Z(t, + $l7) = co. 
which assures that 
W(t+$v)=w(t) and z(t+~ii;j)=z(t). 
Eventually the orbit 0 is identical with Co,. 1 
The above analysis of 0a brings us another proof of the result in Mignot 
and Puel [11] about singular radial solutions of the problem 
Au+1e”=O in R’\{O} and lim u(r)= +co. VP) r+ +o 
THEOREM 3.8. For every positive I, there exists a unique radial solution 
u* = u*(r) of (SP). Moreover, 
1 
u*(r)= -2logr-log----- 
2(n-2)’ 
Proof: From such u(r), we obtain a solution w* = w*(t) of (3.3) by a 
change of variables 
u(r) = w*(t) - 2t and r = Beef, 
where B, = { 2(n - 2)/A} ‘I’, and define an orbit Lo* by {(w*(t), z*(t))}. 
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In the proof of Lemma 2.2 the fact that u’(r) is negative as r -+ +0 is 
equivalent to 
z*(t) < 2 as t+--co, (3.21) 
or Lo* remains below the line z = 2 as t + - co. As a consequence, Lo* is 
equal to either Co, or {O(O, O)}. 
However, in the former case we have 
,“ym e-’ {z*(t)-2} =o and hence lim u’( r ) = 0, 
r- +o 
which contradicts the blow-up property of u(r) at r = +O. 
Eventually 0* consists of the single point O(O,O). Therefore (3.20) is 
derived immediately from 
u(r)= -2t with r = Boer = { 2(n - 2)/A} li2 e’. 1 
4. PROPERTIES OF ORBITS c!& 
In this section we are going to show how radial solutions for (P,) on the 
annulus A, are realized in the foliation { om}. 
We note that each point (w, z) on 0X determines the time t so that 
(w, z) = (w,(t), w:(t)), where w, = wZ( t) is the solution of (3.3) satisfying 
(3.4) and (3.5). Accordingly the boundary condition 
is converted into 
u(a)=u(l )=O (4.1) 
for 
w(t-)-2t- +M=O and 
t- =loga/B and 
W(t+)-2t+ +M=O, (4.2) 
t+ =log 1/B (4.3) 
through the change of variables (3.1). Here and henceforth we omit the 
subscripts 0: and so on if it causes no confusion. Further w * denote w( t * ). 
From (4.2) and (4.3) follow 
w+-w-=-210ga and t+ -t- = -1oga. (4.4) 
Conversely, if there exist a pair of points P’ (w *, z * ) on UZ satisfying (4.4), 
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we have a radial solution u = u(r) for (P,) with some positive constant 1. 
In fact, we define B, M, L, and A as 
B=aez’-=e-“, M=2t- -w- =2t+ -w+, 
L=a(n-2)a”~2e-‘“~2’1~=C((n-2)e~(”-2)’+ (4.5) 
and 
A = 2(n - 2) ae2eWm = 2(n - 2) ew+, (4.6) 
and further u = u(r) by (3.1). Then (2, U) solves (P,). 
As a consequence the structure of radial solutions { (,I, u)} of (P,) is 
reduced to that of pairs of P’ on c”,, whose existence is assured by the 
following 
LEMMA 4.1. For a given a E (0, l), there exists a unique pair of points 
P’ = P’(w’, .z’) satisfying (4.4) on each orbit Ca, (CX > 0). 
These points P’ depend on c1 continuously. 
Proof. We take a function F(t) as 
F(t) = w(t) - w( t + log a) + 2 log a, 
where w(t) = w,(t). We have 
lim F(t)=2loga<O 
r-r +a 
(4.7) 
(4.8) 
since (w,(t), z,(t)) converges to O(0, 0) as t + + co. 
On the other hand we see that 
lim F(t)= +co 
1--r -cz (4.9) 
because of condition (3.4) at t = -co. 
Hence there exists a number t + such as F(t + ) = 0, that is, 
W(t+)-w(t+ +loga)= -210ga. (4.10) 
Put t ~ E t + + log a. Then, by the mean value theorem, (4.10) implies the 
existence of a number r such that 
z(z) = g (7) = 2 and ZE (t-, t’). 
Consequently P-(w,(t-), z,(t-)) and P+(w,(t+), z,(t+)) lie, respectively, 
above and below the line z = 2 from Lemma 3.4. 
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Such a pair of points Y’, or such t +, is unique for given a E (0, 1) and 
u > 0. 
In fact, if there are two numbers t: and tl such that 
F(tT)=F(tT)=O and t: <t;, 
we take P,*(w,(t’), z,(t,?)) for t, = t,? +loga (i= 1, 2). Then P,? and P; 
are also separated by the line z = 2. 
On the other hand there exists a number t* E (t: , t: ) such that 
F’(t*) = 0, that is, z(t*) = 2(t* + log a) (4.11) 
However, 
and 
2(t* + log a) > 2 for t*+logaE(t;, t;) 
z(t*)<2 for t*E(t:, t:) 
from the above argument. This is a contradiction to (4.11). 
The last assertion follows immediately from Lemma 3.5 and the 
uniqueness of P’. 1 
DEFINITION 4.2. We call {P’ } the boundary pair on I!!& associated with 
the annulus A, in R”. 
The points P,’ and P; lie respectively below and above the line z = 2. 
We also call P,’ and P; the outer and the inner boundary point (b.p.), 
respectively. 1 
Conversely to Lemma 4.1, every point on om\ { (w, z) I z = 2) corresponds 
to P,’ or P; for suitably chosen a E (0, 1). 
LEMMA 4.3. Let a positive 01 be fixed. 
For each point (w,(t), z,(t)) on 0, with z,(t) < 2, there exists a unique 
a* = a*(t) E (0, 1) such that 
w,(t) - w,(t + log a*) = -2 log a*. (4.12) 
Namely, P’(w,(t), z,(t)) and P-(w,(t + log a*), z,(t + log a*)) form the 
outer b.p. and the inner b.p. on 0, associated with A,.. 
Moreover the function a*(t) is monotone decreasing with respect to 
t E (T, + co), where z denotes the time when ~9~ crosses the line z = 2, that is, 
Q n {(w, z) I z = 2}= {(W,(T), 2)). 
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Proof. For given P(w(t), z(t)) on Co, with z(t) < 2, we define a function 
G(a) of uE (0, 1) by 
G(a) = w(t) - w(t + log a) + 2 log a, 
where we omit the suffix c( from w, and z,. 
If a is close enough to 1 so that t + log a > t, then 
G(u)=(-logu){z(t*)-2) 
holds for some t* E (t + log a, t). This implies 
i(t*) < 2 and hence G(u) < 0 
because t* > z. 
On the other hand, putting t, = t + log a, we have from (3.4) that 
lim G(u)=~~~~ {w(t)-w(t,)+2logu} 
a+ +o 
= lim (w(t)- (~(t,)-22t,+cte-‘“~2”u} 
a- +o 
42t+au2-“e-‘“-2”} 
=+a3 
because lim o++Ofa= --co. 
Hence there exists a* =u*(t) such that G(u*)=O. 
Such u* is unique. In fact, assume that a: and a: satisfy 
G(u;C) = G(a;) = 0 and at < a;; 
then there has to exist a number 5~ (a:, a;) such that 
G’(6) = 0, that is z( 2 + log 2i) = 2. (4.13) 
However, since t + log ii < t + log at< z, the point (w( t + log 5), z( t + log ii)) 
lies above the line z = 2. This is a contradiction to (4.13). 
Owing to the implicit function theorem, the function u*(t) is differen- 
tiable in t. Actually, 
G’(u)=; {2-z(t+logu)} 
does not vanish at a = a*. Hence 
u*‘(t)= {z(t)-z(t+logu*)} u*(~)/{z(t+logu*)-2}. (4.14) 
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The right-hand side of (4.14) is negative because P+ (w(t), z(t)) and 
P-(w(t + log a*), z(t + log a*)) form a boundary pair on C& and hence 
z(t)<2<z(l+loga*). 
This shows that a*(t) is monotone decreasing in t. 1 
LEMMA 4.4. Let a positive c1 he fixed. 
For each point (w,(t), z,(t)) on l!lU with z,(t) > 2, there exists a unique 
a,=a,(t)~(O, 1) such that 
w,(t -log a*)- w,(t) = -2 log a,. (4.15) 
Namely, P’(w,(t -log a,), z,(t- log a.+)) and P-(w,(t), z,(t)) form the 
outer b.p. and the inner b.p. on 0% associated with A,*. 
Moreover the function a,(t) is monotone increasing with respect to 
tE(--GO, T). 
The proof is quite similar to the above one and is skipped here. 
LEMMA 4.5. Let a positive ~1 be fixed. Then u*(t) and a,(t) satisfy 
lim a*(t) = ,fim, a,(t) = 1, (4.16) 
I-r+0 
where z is the time when Co, crosses the line z = 2. 
Proof: From the monotonicity of a*(t), the limit ti of u*(t) exists when 
t+r+O. Then (5 has to be equal to 1. 
Otherwise ti < 1 and hence we can take a number a, such that a, E (5, 1). 
From Lemma 4.1, there exists a number to> r such that the point 
(w,(to), z,(to)) is the outer b.p. on ~9~ associated with A,,. This means that 
a*( to) = a, > a, which contradict the monotonicity property of a*. 
The other part will be done similarly. m 
DEFINITION 4.6. For given a E (0, 1 ), we take the outer b.p. P: (w,‘, z,’ ) 
associated with A, on every orbit 0X with u > 0. Then we define the set X, 
by 
x”= (P:(w:,z:) ( cr>O}. (4.17) 
The following lemma is a direct consequence of Lemma 4.1. 
LEMMA 4.7. The set X0 forms a continuous curve in R2, which is 
homeomorphic to R. 
As mentioned before, each outer b.p. (w: , zz ) E Xa corresponds to a radial 
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solution u = U(T) of (P,) on A, for some 1 through the relation (4.5), (4.6) 
and (3.1). 
Therefore 1 is proportional to the w-coordinate of the outer b.p. P,’ , so 
that we have only to study the shape of the continuous curve XU to get the 
bifurcation diagram for the nonlinear eigenvalue problem (P,). 
In the rest of this section we consider the behavior of P,’ as c( + +O. 
LEMMA 4.8. For any fixed a E (0, 1 ), we have 
lim w,‘= lim w;=-co (4.18) 
I- +o a++0 
and 
lim 2,’ = lim z; = 2, (4.19) 
z-+0 a-+0 
where P’(w’ , z’ ) are the pair of boundary points on l!lm associated with A,. 
Proof Concerning the point (w,(r,), 2) where Q crosses the line z = 2, 
we have 
lim w,(z,) = - co, (4.20) 
z-co 
from Remark 3.6 and Lemma 3.7. 
Consequently we have 
lim w; = lim w,(t;) = - 00 
r-+0 2- +o 
because t; < ra and hence w,( t; ) < w,(r,), and further 
lim w:=-cc 
z-+0 
(4.21) 
(4.22) 
from (4.4). 
From (3.3), we deduce the inequality 
-2(n-2)e”:+(“-2)1$ {(z,(t)-2)e(“~2)r}’ 
6 -2(n-2)e”h+(n-2)’ 
for tE(t;, t,‘). 
(4.23) 
Integrating (4.23) over (T,, t), where z, < t Q t,‘, and noting that 
z,(T,) = 2, we have 
-2e”T (1 -e-(np2)(r-rz)) <z,(t)-2 
< -ze”; { 1 -e-(n-*)(~~7d}~ 
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Integration of (4.23) over (t, tr) yields a similar inequality. 
Consequently we have 
max 
IE [r,. (,‘I 
Iz,(t) - 21 d 2e”‘T, 
which is (4.19) under (4.22). 1 
LEMMA .4.9. For any fixed a E (0, 1 ), the radial solutions (A,, u,) of (P,) 
corresponding to P,’ (w,’ , z,’ ) satisfy 
(4.24) 
and 
lim &=O. (4.25) 
a+ +o 
ProoJ From the relation (4.6) and Lemma 4.8, (4.25) immediately 
follows. 
In view of (3.1) and (4.5) we see 
= max Iw,(t)-2t+(2t;-w;)I 
fE cl;. t:1 
Hence, by the mean value theorem we have 
lim Il~,Ili*~A.~~~~~omax lMt)-2)(f-t;)I a- +o , 
< lim max [z,(t)-21 (-loga)=O. I 
a-+0 f 
5. A PRIORI ESTIMATES 
In this section we will prove that for each positive constant E, radial 
solutions (1, U) of (P,) with A> E are uniformly bounded in R x g(A,). This 
fact is essential in investigating the behavior of the solutions ((A,, Us)} in 
Lemma 4.8 as a + + co. 
For this purpose we adopt the argument of Bandle et al. [ 1) and 
Lin [9]. 
Consider the problem (Q): 
du+~f(u)=O and u>o in A,, 
u=o on aA,. 
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Any radial solution u = u(r) of (Q) satisfies 
(rn~‘u’)‘+~“r”~If(U)=O and u>o for TE (a, l), (5.1) 
u(u) = u( 1) = 0. (5.2) 
Here we deal with the problem (5.1), (5.2) under the following 
assumptions on f: 
and 
lim fO= +a. 
r-+a t 
Following [ 11, we change the variables in (5.1), (5.2) with 
5 =r-(n-2) and 45) = u(r) 
and obtain the problem 
0” + PP(Of(U) = 0 and u(t)>0 for tT~(l,b), 
u(l)=u(b)=O, 
where 
(5.3) 
(5.4) 
(5.5) 
(5.6) 
(5.7 
(5.8 
(5.9) 
Adopting the backward shooting method from r = b, we consider the 
initial value problem 
0” + PP(S)S(U) = 0 for T < b, (5.10) 
u(b) = 0 and u’(b)= -Z, (5.11) 
where 1 is a positive parameter. 
For solutions u = ~(5; I) of the above problem, we have a series of 
lemmas which are slight variants of those in [ 1,9]. However, we present 
the proofs for the sake of completeness. 
LEMMA 5.1. There exists a unique z = z(l) E (0, 6) such that 
u’(z(l); I) = 0. (5.12) 
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Proof: We first note that the problem (5.10), (5.11) is equivalent to an 
integral equation 
u(5)= -r(5-h)-~j”(S-r)P(‘l)f(V(~))dr~. (5.13) 
Suppose that u’(r) = u’(& I) never<vanishes and stays negative for 4 < b. 
In this case u(t) continues up to 5 = +0 because of its concavity. Then we 
have 
and hence 
u(5)>u(l)>O in (0, 1) (5.14) 
f(45)) 2 c in (0, 1) 
for some positive constant C. 
From (5.13) and (5.15) we deduce that 
(5.15) 
which contradicts (5.14). Thus such a t = t(l) has been shown to exist in 
(0, b). 
The uniqueness of r(l) is obvious since u(5) is concave. 1 
There exists a number to = t,,(l) E (0, b) such that 
$50; 0 = 0 and u(<; 4 > 0 in (to; 6) (5.16) 
unless u(r; 1) remains positive in (0, b). Even in the latter case, from a 
similar argument as above we have 
lim u(&1)=0 
t-+0 
and may as well put to(Z) = 0. Further, we make m = m(l) denote the 
maximum value of u(<; I) in (to(Z), b), that is, 
m(Z) = u(z(Z); Z). 
LEMMA 5.2. For any p.+ and p* such as 0 -C pL* -C p*, the relation 
lim r(l) = b 
I-r tm 
(5.17) 
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holds uniformly with respect to p E [pL*, p*], where p is the parameter in 
(5.10). 
Proof: Otherwise, for some positive 6 we can take sequences 
{pLk} c [p*, p*] and {I,} and solutions u,(r)= ~(5; I,) of (5.10), (5.11) 
with p = pLk such that 
lim I, = + co (5.18) 
k-m 
and for every k 
~(1~) <b - 26. (5.19) 
We put rk = r(/k) and mk = m(/k) for simplicity. 
In the first place we show under (5.18) and (5.19) that 
lim m,=+co. 
k-cc 
(5.20) 
In fact, if (5.20) is not the case, we can choose a positive it4 and a 
subsequence of {k}, which will be denoted also by {k}, such that 
ok(t) d mk d kf in (tO(lk), b). (5.21) 
Hence f(uk(t)) is uniformly bounded in (t,,(lk), b) and accordingly is 
derived an estimate 
‘db - 6) = 6lk - pk jbbe d (9-b+6)p(rl)f(u,(tl))d~~61,-c (5.22) 
for some positive C independent of k. 
The estimates (5.21) and (5.22) are inconsistent with each other when k 
goes to infinity. Thus we have shown (5.20) under (5.18) and (5.19). 
We see next that 
uk(t) 2 uk(5k + 6) > f {Uk(Tk) + u&k + 26)) > +k (5.23) 
for 5 E [rkr rk i-S] because uk(<) is monotone decreasing and concave in 
ttk, b). 
Consequently, integrating (5.10) over (rk, c) with regard to (5.23), we 
have 
u;(t) = -pk j-’ &)f(Uk(~)) 4 
‘k 
G-G k ’ irnk(t - Tk) for tE CrkT zk+hl, (5.24) 
505/100/l-11 
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where Gk is defined with 
(5.25) 
Integrating (5.24) over (tkr rk + 6), we finally have an estimate 
~~(5~ + 6) - Us < - bGkm,62, 
which leads to 
imk - mk 6 - $Gkmkd2, that is, Gkb2 < 2. 
On the other hand, (5.20) and assumption (5.5) mean 
(5.26) 
lim G,=+C0, 
k-m 
which is a contradiction to (5.26). Finally the assertion of the lemma has 
been proved to hold. 1 
LEMMA 5.3. The relation 
lim c,,(Z) = b 
I- +cc 
(5.27) 
holds in the same manner as in Lemma 5.2. 
Proof: It was shown in [6] that the relation 
~(4 < f {b + MO > 
holds. Therefore (5.27) follows immediately from (5.17). 1 
We can now prove the main result of this section. 
THEOREM 5.4. For given E* and E* such as 0 < E* < E*, there is a positive 
constant M(E*, E*) satisfying 
Ibd&,) G M(E*, E*) (5.28) 
for any radial solution u of(Q) with 1~ [E*, E*]. 
Proof For a radial solution u = u(r) of (Q) with 1, take the function 
v = v(r) defined by (5.6). Then we have 
v(l)=v(b)=O and PE CP,? P*l, 
where p* =~*(n-2)-*, ~*=s*(n-2))~, and p=A(n-2)-2. 
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At this point, Lemma 5.3 implies the existence of a positive number 
M,(E,, E*) independent of v and hence u such as 
Consequently, from the concavity of v(5) we have 
5y;, INO1 d Iv’(~)1 (b- 1)6M,(E*, &*x6- 1)-W&*, E*). t 
which is nothing but (5.28). u 
COROLLARY 5.5. For given a E (0, 1) and E > 0, radial solutions (A, u) of 
(P,) with A>, E are uniformly bounded in [w x %?(A,). 
Proof. The boundedness of 2 follows from the convexity of the non- 
linearity f(u) = eU. See Crandall and Rabinowitz [3], for instance. Hence, 
with E, =E and E* chosen large enough in Theorem 5.4, the assertion 
follows immediately. 1 
Remark 5.6. The assertion of Corollary 5.5 shows a remarkable 
contrast with that of the case where the domain is the ball described in 
Section 1. 
6. PROOF OF MAIN RESULTS 
With the preparation in the preceding sections we are going to give the 
proof of Theorems 1.1 and 1.2. 
Proof of Theorem 1.1. As seen before, each point P: (w,’ , z,’ ) E X, in 
(4.17) corresponds to a radial solution u,= u,(r) of (P,) with A=&= 
2(n - 2) e”:. 
Accordingly we see that Sp, = {(A,, u,) I c1> O}. 
<Y, is homeomorphic to Iw by Lemma 4.7. Moreover, by Lemma 4.9, 
(A,, u,) converges to (0,O) in [w x %?(A,) as CI + +O. 
Now we recall that Y0 is unbounded in [w x %(A,) and { 2 I (P,) with 1 
has at least one solution u} is bounded from above because of the 
convexity of e” [3]. These facts together with Corollary 5.5 indicate the 
latter part of Theorem 1.1. 1 
Remark 6.1. Owing to the above proof we deduce that 
lim L,=O, lim 5(- +m lb, II acd.j = + 00 (6.1) OL’+cz 
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and hence 
from 2, = 2(n - 2) e”:. 
lim w,f=-00 (6.2) s- +rx 
Proof of Theorem 1.2. Let X,(xN, 0) (N= 1,2, 3, . ..) denote the 
successive points on the w-axis crossed by the orbit I!!&, in order. Then we 
have 
X2( ... <XZj< ... co< ... <x2j-,< ... <X,<Xl, 
forj= 1,2,3, . . . 
Let or, N denote the time when the orbit C!IE crosses the segment X,X,+, 
on the w-axis; then it follows from Lemma 3.6 that 
segment XNJfN+* = { (~,(a,, N), 0) I c( > O}. 
We define a sequence { uN} in (0, 1) by 
a N = fU,{ Qoly~x, NJ, (6.3) 
where a,*= a* is the function appearing in Lemma 4.3. This sequence {uN} 
has the desired properties. 
Actually, for a E (0, uN) there exists a positive fi such that a < a$(ag. N)r 
and further a number t* such that 
l* > O,T, N and aa*(r*)=a 
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owing to Lemma 4.3. For such a, the curve XU defined in (4.17) passes the 
point Q(w,A’*h zg(t*)), while both ends of X, continue to w = -co 
because of Lemma 4.8 and Remark 6.1. This indicates that XU meets the 
segment XjXj+ 2 for j = 1, 2, . . . . N at least twice. (See Fig. 2.) 
Accordingly the bifurcation diagram of YU contains at least 2N bendings 
by relation (4.6). 1 
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