Unlike other systems using text for the indexing of videos we do not take advantage of close-captions that might be transmitted on some television channels; rather, our system extracts the text from the video itself.
The algorithms we propose make use of typical characteristics of text in videos to enable and enhance segmentation and recognition
performance.
We also demonstrate their suitability for indexing and retrieval by our video retrieval application.
TEXT SEGMENTATION AND RECOGNITION

ALGORITHMS
Our feature-based text recognition approach is performed in two steps: q text segmentation and .
text recognition.
The first step, text segmentation, extracts all pixels out of the video that are part of text characters and dkcards all pixels which do not belong to characters. In practice. since we do not know yet, which pixels do belong to characters and which do not, the first step discards only those pixels which are most probably not part of text characters. The process starts reducing the number of different colors used in each video frame. This transformation does not affect the outline of the characters since characters are assumed to be monochrome and to contrast with their backmound.
However If insufficient contrast, even only a partial one, is found, we conclude that the region cannot belong to a character.
Consequently, the region is discarded.
As a result we get candidate character regions which most probably are characters or parts of characters.
The second step, text recognition, then tries to recognize the characters contained in the candidate character regions by applying optical character recognition techniques. In principle, any standard OCR software can now be used to recognize the text in the segmented frames. However, our experience with the candidate character regions in the segmented frames reveals that most OCR software packages available today will have significant difficulties recognizing the text. Therefore, we have implemented our own OCR software, allowing us to incorporate a standard OCR algorithm into an iterative character classification scheme.
RETRIEVAL APPLICATION
Upon the described algorithms we build an indexing and retrieval application for digital videos. The indexing scheme is quite simple. Each video sample is processed by the text recognition software. Then, for each frame the recognized characters are stored after deletion of all text lines with fewer than 3 characters. The reason for this deletion is that as experience shows, text lines with up to two characters are produced mainly by background objects and, even if not, consist of semantically weak words such as "a", "by", "in", "to".
Video sequences are retrieved by specifying a search string.
Two search modes are supported:
q exact substring matching and q approximate substring matching.
The retrieval user interface is depicted in Figure below . In the "OCR Query Window" the user formulates his/her query. The result is presented in the "Query Result Window" as a series of small pictures. Multiple hits within one second are grouped into one picture. A single click on a picture displays the frame in full resolution, while a double click starts the external video browser.
DEMONSTRATION
(not more than 10 s long). We will run it through our text In our demonstration we will show our rerneval application recognition system and try to recognize the text and use it as as well as allow detailed interactive analysis of our text segan index in our retrieval application. If our system performs mentation and recognition algorithms. For this purpose we at an even better level than currently, or should make a misprovide some digitized and processed clips on disk. take, we can analyze each processing step as demonstrated earlier and discuss with the "user" why this might be so.
For more fun, we need also a video board for (Motion) JPEG compression and a VCR connected to the video board. This will allow the public to bring in their own videotapes showing some text. Anybody can bring us a video clip
